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Abstract
Communication bottleneck has been identified as a significant issue in distributed op-
timization of large-scale learning models. Recently, several approaches to mitigate this
problem have been proposed, including different forms of gradient compression or comput-
ing local models and mixing them iteratively. In this paper we propose Qsparse-local-SGD
algorithm, which combines aggressive sparsification with quantization and local computa-
tion along with error compensation, by keeping track of the difference between the true and
compressed gradients. We propose both synchronous and asynchronous implementations of
Qsparse-local-SGD. We analyze convergence for Qsparse-local-SGD in the distributed setting
for smooth non-convex and convex objective functions. We demonstrate that Qsparse-local-
SGD converges at the same rate as vanilla distributed SGD for many important classes of
sparsifiers and quantizers. We use Qsparse-local-SGD to train ResNet-50 on ImageNet, and
show that it results in significant savings over the state-of-the-art, in the number of bits
transmitted to reach target accuracy.
Keywords: Distributed optimization and learning; stochastic optimization; communication
efficient training methods.
1 Introduction
Stochastic Gradient Descent (SGD) [HM51] and its many variants have become the workhorse
for modern large-scale optimization as applied to machine learning [Bot10,BM11]. We consider
a setup, in which SGD is applied to the distributed setting, where R different nodes compute
local stochastic gradients on their own datasets Dr. Co-ordination between them is done by
aggregating these local computations to update the overall parameter xt as,
xt+1 = xt − ηt
R
R∑
r=1
grt ,
where grt , for r = 1, 2, . . . , R, is the local stochastic gradient at the r’th machine for a local loss
function f (r)(x) of the parameter vector x, where f (r) : Rd → R and ηt is the learning rate.
Training of high dimensional models is typically performed at a large scale over bandwidth
limited networks. Therefore, despite the distributed processing gains, it is well understood by
∗Work done while Can Karakus was at UCLA.
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now that exchange of full-precision gradients between nodes causes communication to be the
bottleneck for many large-scale models [AHJ+18,WXY+17,BWAA18,SYKM17]. For example,
consider training the ResNet 152 architecture [HZRS16] which has about 60 million parameters,
on the ImageNet dataset that contains 14 million images. Each full precision exchange between
workers is around 240 MB. Such a communication bottleneck could be significant in emerging
edge computation architectures suggested by federated learning [Kon17, MMR+17, ABC+16].
In such an architecture, data resides on and can even be generated by personal devices such as
smart phones, and other edge (IoT) devices, in contrast to data-center architectures. Learning is
envisaged with such an ultra-large scale, heterogeneous environment, with potentially unreliable
or limited communication. These and other applications have led to many recently proposed
methods, which are broadly based on three major approaches:
1. Quantization of gradients, where nodes locally quantize the gradient (perhaps with ran-
domization) to a small number of bits [AGL+17,BWAA18,WHHZ18,WXY+17,SYKM17].
2. Sparsification of gradients, e.g., where nodes locally select Topk values of the gradient in
absolute value and transmit these at full precision [Str15,AH17,SCJ18,AHJ+18,WHHZ18,
LHM+18], while maintaining errors in local nodes for later compensation.
3. Skipping communication rounds, whereby nodes average their models after locally updating
their models for several steps [YYZ18,Cop15,ZDW13,Sti19,CH16,WJ18].
In this work we propose aQsparse-local-SGD algorithm, which combines aggressive sparsifica-
tion with quantization and local computations, along with error compensation, by keeping track
of the difference between the true and compressed gradients. We propose both synchronous and
asynchronous implementations of Qsparse-local-SGD in a distributed setting, where the nodes
perform computations on their local datasets. In our asynchronous model, the distributed nodes’
iterates evolve at the same rate, but update the gradients at arbitrary times; see Section 4 for
more details. We analyze convergence for Qsparse-local-SGD in the distributed case, for smooth
non-convex and smooth strongly-convex objective functions. We demonstrate that Qsparse-
local-SGD converges at the same rate as vanilla distributed SGD for many important classes of
sparsifiers and quantizers. We implement Qsparse-local-SGD for ResNet-50 using the ImageNet
dataset, and for a softmax multiclass classifier using the MNIST dataset, and we achieve target
accuracies with about a factor of 15-20 savings over the state-of-the-art [AHJ+18,SCJ18,Sti19],
in the total number of bits transmitted.
1.1 Related Work
The use of quantization for communication efficient gradient methods has decades rich history
[GMT73] and its recent use in training deep neural networks [SFD+14, Str15] has re-ignited
interest. Theoretically justified gradient compression using unbiased stochastic quantizers has
been proposed and analyzed in [AGL+17,WXY+17,SYKM17]. Though methods in [WWLZ18,
WSL+18] use induced sparsity in the quantized gradients, explicitly sparsifying the gradients
more aggressively by retaining Topk components, e.g., k < 1%, has been proposed [Str15,AH17,
LHM+18,AHJ+18,SCJ18], combined with error compensation to ensure that all co-ordinates do
get eventually updated as needed. [WHHZ18] analyzed error compensation for QSGD, without
Topk sparsification while focusing on quadratic functions. Another approach for mitigating the
communication bottlenecks is by having infrequent communication, which has been popularly
referred to in the literature as iterative parameter mixing, see [Cop15], and model averaging,
see [Sti19,YYZ18,ZSMR16] and references therein. Our work is most closely related to and builds
upon the recent theoretical results in [AHJ+18, SCJ18, Sti19, YYZ18]. [SCJ18] considered the
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analysis for the centralized Topk (among other sparsifiers), and [AHJ+18] analyzed a distributed
version with the assumption of closeness of the aggregated Topk gradients to the centralized
Topk case, see Assumption 1 in [AHJ+18]. [Sti19,YYZ18] studied local-SGD, where several local
iterations are done before sending the full gradients, and did not do any gradient compression
beyond local iterations. Our work generalizes these works in several ways. We prove convergence
for the distributed sparsification and error compensation algorithm, without the assumption
of [AHJ+18], by using the perturbed iterate methods [MPP+17,SCJ18]. We analyze non-convex
as well as convex objectives for the distributed case with local computations. [SCJ18] gave a
proof of sparsified SGD for convex objective functions and for the centralized case, without local
computations 1. Our techniques compose a (stochastic or deterministic 1-bit sign) quantizer
with sparsification and local computations using error compensation. While our focus has only
been on mitigating the communication bottlenecks in training high dimensional models over
bandwidth limited networks, this technique works for any compression operator satisfying a
regularity condition (see Definition 3) including our composed operators.
1.2 Contributions
We study a distributed set of R worker nodes, each of which perform computations on locally
stored data, denoted by Dr. Consider the empirical-risk minimization of the loss function
f(x) =
1
R
R∑
r=1
f (r)(x)
where f (r)(x) = E
i∼Dr
[fi(x)], where E
i∼Dr
[·] denotes expectation over a random sample chosen
from the local data set Dr. Our setup can also handle different local functional forms, beyond
dependence on the local data set Dr, which is not explicitly written for notational simplicity.
For f : Rd → R, we denote x∗ := argminx∈Rd f(x) and f∗ := f(x∗). The distributed nodes
perform computations and provide updates to the master node that is responsible for aggregation
and model update. We develop Qsparse-local-SGD, a distributed SGD composing gradient
quantization and explicit sparsification (e.g., Topk components), along with local iterations. We
develop the algorithms and analysis for both synchronous as well as asynchronous operations, in
which workers can communicate with the master at arbitrary time intervals. To the best of our
knowledge, these are the first algorithms which combine quantization, aggressive sparsification,
and local computations for distributed optimization. With some minor modifications to Qsparse-
local-SGD, it can also be used in a peer-to-peer setting, where the aggregation is done without
any help from the master node, and each worker exchanges its updates with all other workers.
Our main theoretical results are the convergence analyses of Qsparse-local-SGD for both
non-convex as well as convex objectives; see Theorem 1 and Theorem 3 for the synchronous
case, as well as Theorem 4 and Theorem 6, for the asynchronous operation. Our analyses also
demonstrate natural gains in convergence that distributed, mini-batch operation affords, and
has convergence similar to equivalent vanilla SGD with local iterations (see Corollary 2 and
Corollary 3), for both the non-convex case (with convergence rate ∼ 1√
T
for fixed learning
rate) as well as the convex case (with convergence rate ∼ 1T , for diminishing learning rate).
We also demonstrate that quantizing and sparsifying the gradient, even after local iterations
1At the completion of our work, we recently found that in parallel to our work [KRSJ19] examined use of
sign-SGD quantization, without sparsification for the centralized model. Another recent work in [KSJ19] studies
the decentralized case with sparsification for strongly convex functions. Our work, developed independent of these
works, uses quantization, sparsification and local computations for the distributed case, for both non-convex and
strongly convex objectives.
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asymptotically yields an almost “free” efficiency gain (also observed numerically in Section 5
non-asymptotically). The numerical results on ImageNet dataset implemented for a ResNet-50
architecture and for the convex case for multi-class logistic classification on MNIST [LBBH98]
dataset demonstrates that one can get significant communication savings, while retaining equiv-
alent state-of-the-art performance. The combination of quantization, sparsification, and local
computations poses several challenges for theoretical analyses, including the analyses of im-
pact of local iterations (block updates) of parameters on quantization and sparsification (see
Lemma 4-5 in Section 3), as well as asynchronous updates and its combination with distributed
compression (see Lemma 9-12 in Section 4).
1.3 Organization
In Section 2, we demonstrate that composing certain classes of quantizers with sparsifiers satisfies
a certain regularity condition that is needed for several convergence proofs for our algorithms.
We describe the synchronous implementation of Qsparse-local-SGD in Section 3, and outline
the main convergence results for it in Section 3.3, briefly giving the proof ideas in Section 3.4.
We describe our asynchronous implementation of Qsparse-local-SGD and provide the theoretical
convergence results in Section 4. The experimental results are given in Section 5. Many of the
proof details are given in the appendices.
2 Communication Efficient Operators
Traditionally, distributed stochastic gradient descent affords to send full precision (32 or 64
bit) unbiased gradient updates across workers to peers or to a central server that helps with
aggregation. However, communication bottlenecks that arise in bandwidth limited networks
limit the applicability of such an algorithm at a large scale when the parameter size is massive
or the data is widely distributed on a very large number of worker nodes. In such settings, one
could think of updates which not only result in convergence, but also require less bandwidth thus
making the training process faster. In the following sections we discuss several useful operators
from literature and enhance their use by proposing a novel class of composed operators.
We first consider two different techniques used in the literature for mitigating the com-
munication bottleneck in distributed optimization, namely, quantization and sparsification. In
quantization, we reduce precision of the gradient vector by mapping each of its components
by a deterministic [BWAA18,KRSJ19] or randomized [AGL+17,WXY+17,SYKM17,ZDJW13]
map to a finite number of quantization levels. In sparsification, we sparsify the gradients vector
before using it to update the parameter vector, by taking its Topk components or choosing k
components uniformly at random, denoted by Randk, [SCJ18,KSJ19].
2.1 Quantization
SGD computes an unbiased estimate of the gradient, which can be used to update the model
iteratively and is extremely useful in large scale applications. It is well known that the first order
terms in the rate of convergence are affected by the variance of the gradients. While stochastic
quantization of gradients could result in a variance blow up, it preserves the unbiasedness of the
gradients at low precision; and, therefore, when training over bandwidth limited networks, the
convergence would be much faster; see [AGL+17,WXY+17,SYKM17,ZDJW13].
Definition 1 (Randomized quantizer). We say that Qs : Rd → Rd is a randomized quantizer
with s quantization levels, if the following holds for every x ∈ Rd: (i) EQ[Qs(x)] = x; (ii)
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EQ[‖Qs(x)‖2] ≤ (1 + βd,s)‖x‖2, where βd,s > 0 could be a function of d and s. Here expectation
is taken over the randomness of Qs.
Examples of randomized quantizers include
1. QSGD [AGL+17,WXY+17], which independently quantizes components of x ∈ Rd into s
levels, with βd,s = min( ds2 ,
√
d
s )).
2. Stochastic s-level Quantization [SYKM17,ZDJW13], which independently quantizes every
component of x ∈ Rd into s levels between argmaxixi and argminixi, with βd,s = d2s2 .
3. Stochastic Rotated Quantization [SYKM17], which is a stochastic quantization, prepro-
cessed by a random rotation, with βd,s =
2 log2(2d)
s2
.
Instead of quantizing randomly into s levels, we can take a deterministic approach and round
off each component of the vector to the nearest level. In particular, we can just take the sign,
which has shown promise in [BWAA18,KRSJ19].
Definition 2 (Deterministic Sign quantizer). A deterministic quantizer Sign : Rd → {+1,−1}d
is defined as follows: for every vector x ∈ Rd, the i’th component of Sign(x), for i ∈ [d], is
defined as 1{xi ≥ 0} − 1{xi < 0}.
Such methods drew interest since Rprop [RB93], which only used the temporal behavior of
the sign of the gradient. This is an example where the biased 1-bit quantizer as in Definition 2
is used. This further inspired optimizers, such as RMSprop [TH12], Adam [KB15], which
incorporate appropriate adaptive scaling with momentum acceleration and have demonstrated
empirical superiority in non-convex applications.
2.2 Sparsification
As mentioned earlier, we consider two important examples of sparsification operators: Topk and
Randk, For any x ∈ Rd, Topk(x) is equal to a d-length vector, which has at most k non-zero
components whose indices correspond to the indices of the largest k components (in absolute
value) of x. Similarly, Randk(x) is a d-length (random) vector, which is obtained by selecting k
components of x uniformly at random. Both of these satisfy a so-called “contraction” property
as defined below, with γ = k/d [SCJ18].
Definition 3 (Contraction operator [SCJ18]). A (randomized) function Compk : Rd → Rd is
called a contraction operator, if there exists a constant γ ∈ (0, 1] (that may depend on k and d),
such that for every x ∈ Rd, we have
EC [‖x− Compk(x)‖22] ≤ (1− γ)‖x‖22, (1)
where expectation is taken over the randomness of the contraction operator Compk.
Note that stochastic quantizers, as defined in Definition 1, also satisfy this regularity condi-
tion in Definition 3 for βd,s ≤ 1. Now we give a simple but important corollary, which allows us
to apply different contraction operators to different coordinates of a vector. As an application,
in the case of training neural networks, we can apply different operators to different layers.
Corollary 1 (Piecewise contraction). Let Ci : Rdi → Rdi for i ∈ [L] denote possibly different
contraction operators with contraction coefficients γi. Let x = [x1 x2 . . .xL], where xi ∈ Rdi
for all i ∈ [L]. Then C(x) := [C1(x1)C2(x2) . . . CL(xL)] is a contraction operator with the
contraction coefficient being equal to γmin = min
i∈[L]
γi.
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Proof. Fix an arbitrary x ∈ Rd and consider the following:
EC‖x− C(x)‖22 =
L∑
i=1
ECi‖xi − Ci(xi)‖22
(a)
≤
L∑
i=1
(1− γi)‖xi‖22
≤ (1− γmin)‖x‖22
Inequality (a) follows because each Ci is a contraction operator with the contraction coefficient
γi.
Corollary 1 allows us to apply different contraction operators to different coordinates of the
updates which can based upon their dimensionality and sparsity patterns.
2.3 Composition of Quantization and Sparsification
Now we show that we can compose deterministic/randomized quantizers with sparsifiers and the
resulting operator is a contraction operator. First we compose a general stochastic quantizer
with an explicit sparsifier such as Topk(x) and Randk(x) and show that the resulting operator
is a “contraction” operator. A proof is provided in Appendix A.1.
Lemma 1 (Contraction of a composed operator). Let Compk ∈ {Topk,Randk}. Let Qs : Rd →
Rd be a quantizer with parameter s that satisfies Definition 1. Let QsCompk : Rd → Rd be
defined as QsCompk(x) := Qs(Compk(x)) for every x ∈ Rd. If k, s are such that βk,s < 1, then
QsCompk : Rd → Rd is a contraction operator with the contraction coefficient being equal to
γ = (1− βk,s)kd , i.e., for every x ∈ Rd, we have
EC,Q[‖x−QsCompk(x)‖22] ≤
[
1− (1− βk,s) k
d
]
‖x‖22,
where expectation is taken over the randomness of the contraction operator Compk as well as of
the quantizer Qs.
For the different quantizers mentioned earlier, the conditions when their composition with
Compk gives βk,s < 1 are:
1. QSGD: for k < s2, we get. γ =
(
1− k
s2
)
k
d
2. Stochastic k-level Quantization: for k < 2s2, we get γ =
(
1− k
2s2
)
k
d .
3. Stochastic Rotated Quantization: for k < 2s2/2−1, we get γ =
(
1− 2 log2(2k)
s2
)
k
d .
Remark 1. Observe that for a given stochastic quantizer that satisfies Definition 1, we have
a prescribed operating regime of βk,s < 1. This results in an upper bound on the coarseness of
the quantizer, which happens because the quantization leads to a blow-up of the second moment;
see condition (ii) of Definition 1. However, by employing Corollary 1, we show that this can be
alleviated to some extent via an example.
Consider an operator as described in Lemma 1, where the quantizer, Qs : Rd → Rd in use is
QSGD [AGL+17,WXY+17], and the sparsifier, Compk is Topk [AHJ+18, SCJ18]. Apply it to
a vector x = [x1 x2 . . .xL] ∈ Rd in a piecewise manner, i.e., QsiCompki : Rdi → Rdi to smaller
vectors xi ∈ Rdi as prescribed in Corollary 1. Define βki,si = kis2i as the coefficient of the variance
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bound as in Definition 1 for the quantizer Qsi , used for xi and k :=
∑L
i=1 ki. Observe that the
regularity condition in Definition 3 can be satisfied by having ki < s2i . Therefore, the piecewise
contraction operator allows a coarser quantizer than when the operator is applied to the entire
vector together where we require βk,s = ks2 < 1, thus providing a small gain in communication
efficiency. For example, consider the composed operator being applied on a per layer basis to
a deep neural network. We can now afford to have a much coarser quantizer than when the
operator is applied to all the parameters at once.
As discussed above, stochastic quantization results in a variance blow-up which limits our
regime of operation, when we combine that with sparsification. However, it turns out that, we
can expand our regime of operation unrestrictedly by scaling the vector QsCompk(x) properly.
We summarize the result in the following lemma, which is proved in Appendix A.2.
Lemma 2 (Composing sparsification with stochastic quantization). Let Compk ∈ {Topk,Randk}.
Let Qs : Rd → Rd be a stochastic quantizer with parameter s that satisfies Definition 1. Let
QsCompk : Rd → Rd be defined as QsCompk(x) := Qs(Compk(x)) for every x ∈ Rd. Then
QsCompk(x)
1+βk,s
is a contraction operator with the contraction coefficient being equal to γ = kd(1+βk,s) ,
i.e., for every x ∈ Rd
EC,Q
[∥∥∥∥x− QsCompk(x)1 + βk,s
∥∥∥∥2
2
]
≤
[
1− k
d(1 + βk,s)
]
‖x‖22.
Remark 2. Note that, unlike QsCompk(x), the scaled version
QsCompk(x)
1+βk,s
is always a contrac-
tion operator for all values of βk,s > 0. Furthermore, observe that, if βk,s < 1, then we have
(1 − βk,s)kd < kd(1+βk,s) , which implies that even in the operating regime of βk,s < 1, which is
required in Lemma 1, the scaled composed operator QsCompk(x)1+βk,s of Lemma 2 gives better con-
traction than what we get from the unscaled composed operator QsCompk(x) of Lemma 1. So,
scaling a composed operator properly is always a better choice for contraction.
We can also compose a deterministic 1-bit quantizer Sign with Compk. For that we need
some notations first. For Compk ∈ {Topk,Randk} and given vector x ∈ Rd, let SCompk(x) ∈
([d]
k
)
denote the set of k indices chosen for defining Compk(x). For example, if Compk = Topk,
then SCompk(x) denote the set of k indices corresponding to the largest k components of x; if
Compk = Randk, then SCompk(x) denote a set of random set of k indices in [d]. The composition
of Sign with Compk ∈ {Topk,Randk} is denoted by SignCompk : Rd → Rd, and for i ∈ [d], the
i’th component of SignCompk(x) is defined as
(SignCompk(x))i :=
{
1{xi ≥ 0} − 1{xi < 0} if i ∈ SCompk(x),
0 otherwise.
In the following lemma we show that SignCompk is a contraction operator; a proof of which is
provided in Appendix A.3.
Lemma 3 (Composing sparsification with deterministic quantization). For Compk ∈ {Topk,Randk},
the operator
‖Compk(x)‖m SignCompk(x)
k
for any m ∈ Z+ is a contraction operator with the contraction coefficient γm being equal to
γm =
max
{
1
d ,
k
d
( ‖Compk(x)‖1√
d‖Compk(x)‖2
)2}
if m = 1,
k
2
m−1
d if m ≥ 2.
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Remark 3. Observe that for m = 1, depending on the value of k, either of the terms inside
the max can be bigger than the other term. For example, if k = 1, then ‖Compk(x)‖1 =
‖Compk(x)‖2, which implies that the second term inside the max is equal to 1/d2, which is
much smaller than the first term. On the other hand, if k = d and the vector x is dense, then
the second term may be much bigger than the first term.
3 Distributed Synchronous Operation
Let I(r)T ⊆ [T ] := {1, . . . , T} with T ∈ I(r)T denote a set of indices for which worker r ∈ [R]
synchronizes with the master. In a synchronous setting, I(r)T is same for all the workers. Let
IT := I(r)T for any r ∈ [R]. Every worker r ∈ [R] maintains a local parameter vector x̂(r)t which
is updated in each iteration t. If t ∈ IT , every worker r ∈ [R] sends the compressed and error-
compensated update g(r)t computed on the net progress made since the last synchronization to
the master node, and updates its local memorym(r)t . Upon receiving g
(r)
t , r = 1, 2. . . . , R, master
aggregates them, updates the global parameter vector, and sends the new model xt+1 to all the
workers; upon receiving which, they set their local parameter vector x̂(r)t+1 to be equal to the
global parameter vector xt+1. Our algorithm is summarized in Algorithm 1.
Algorithm 1 Qsparse-local-SGD
1: Initialize x0 = x̂
(r)
0 = m
(r)
0 = 0, ∀r ∈ [R]. Suppose ηt follows a certain learning rate schedule.
2: for t = 0 to T − 1 do
3: On Workers:
4: for r = 1 to R do
5: x̂(r)
t+ 12
← x̂(r)t − ηt∇fi(r)t
(
x̂
(r)
t
)
; i(r)t is a mini-batch of size b uniformly in Dr
6: if t+ 1 /∈ IT then
7: xt+1 ← xt, m(r)t+1 ← m(r)t and x̂(r)t+1 ← x̂(r)t+ 12
8: else
9: g(r)t ← QCompk
(
m
(r)
t + xt − x̂(r)t+ 12
)
, send g(r)t to the master
10: m(r)t+1 ← m(r)t + xt − x̂(r)t+ 12 − g
(r)
t
11: Receive xt+1 from the master and set x̂
(r)
t+1 ← xt+1
12: end if
13: end for
14: At Master:
15: if t+ 1 /∈ IT then
16: xt+1 ← xt
17: else
18: Receive g(r)t from R workers and compute xt+1 = xt − 1R
∑R
r=1 g
(r)
t
19: Broadcast xt+1 to all workers
20: end if
21: end for
22: Comment: x̂(r)
t+ 12
is used to denote an intermediate variable between iterations t and t+ 1
3.1 Assumptions
All results in this paper use the following two standard assumptions.
1. Smoothness: The local function f (r) : Rd → R at each worker r ∈ [R] is L-smooth, i.e.,
for every x,y ∈ Rd, we have f (r)(y) ≤ f (r)(x) + 〈∇f (r)(x),y − x〉+ L2 ‖y − x‖22.
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2. Bounded second moment: For every x̂(r)t ∈ Rd, r ∈ [R], t ∈ [T ] and for some constant
0 ≤ G < ∞, we have E
i∼Dr
[‖∇fi(x̂(r)t )‖22] ≤ G2. This is a standard assumption in [SSS07,
NJLS09, RRWN11, HK14, RSS12, SCJ18, Sti19, YYZ18, KSJ19, AHJ+18]. Relaxation of
the uniform boundedness of the gradient allowing arbitrarily different gradients of local
functions in heterogenous settings as done for SGD in [NNvD+18,WJ18] is left as future
work. This also imposes a bound on the variance: E
i∼Dr
[‖∇fi(x̂(r)t )−∇f (r)(x̂(r)t )‖22] ≤ σ2r ,
where σ2r ≤ G2 for every r ∈ [R].
In this section we present our main convergence results with synchronous updates, obtained by
running Algorithm 1 for smooth functions, both non-convex and strongly convex. To state our
results, we need the following definition from [Sti19].
Definition 4 (Gap [Sti19]). Let IT = {t0, t1, . . . , tk}, where ti < ti+1 for i = 0, 1, . . . , k − 1.
The gap of IT is defined as gap(IT ) := maxi∈[k]{(ti − ti−1)}, which is equal to the maximum
difference between any two consecutive synchronization indices.
3.2 Error Compensation
Sparsified gradient methods, where workers send the largest k coordinates of the updates based
on their magnitudes have been investigated in the literature and serves as a communication
efficient strategy for distributed training of learning models. However, the convergence rates
are subpar to distributed vanilla SGD. Together with some form of error compensation, these
methods have been empirically observed to converge as fast as vanilla SGD in [Str15, AH17,
LHM+18, AHJ+18, SCJ18]. In [AHJ+18, SCJ18], sparsified SGD with such feedback schemes
has been carefully analyzed. Under analytic assumptions [AHJ+18], proves the convergence of
distributed Topk SGD with error feedback. The net error in the system is accumulated by each
worker locally on a per iteration basis and this is used as feedback for generating the future
updates. [SCJ18] did the analysis for the centralized Topk SGD for strongly convex objectives.
In Algorithm 1, the error introduced in every iteration is accumulated into the memory of
each worker, which is compensated for in the future rounds of communication. This feedback
is the key to recovering the convergence rates matching vanilla SGD. The operators employed
provide a controlled way of using both the current update as well as the compression errors from
the previous rounds of communication. Under the assumption of the uniform boundedness of
the gradient we analyze the controlled evolution of memory through the optimization process;
the results are summarized in Lemma 4 and Lemma 5 below.
3.2.1 Decaying Learning Rate
Here we show that if we run Algorithm 1 with a decaying learning rate ηt, then the local memory
at each worker contracts and goes to zero as O(ηt)2.
Lemma 4 (Memory contraction). Let gap(IT ) ≤ H and ηt = ξa+t , where ξ is a constant and
a > 4Hγ . Then there exists a constant C ≥ 4aγ(1−γ
2)
aγ−4H , such that the following holds for every
worker r ∈ [R] and for every t ∈ Z+:
E‖m(r)t ‖22 ≤ 4
η2t
γ2
CH2G2. (2)
We prove Lemma 4 in Appendix B.1. Note that for decaying γ,H, the memory decays as
O(η2t ). This implies that the net error in the algorithm from the compression of updates in each
round of communication is compensated for in the end.
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3.2.2 Fixed Learning Rate
In the following lemma, which is proved in Appendix B.2, we show that if we run Algorithm 1
with a fixed learning rate ηt = η,∀t, then the local memory at each worker is bounded. It can be
verified that the proof of Lemma 4 also holds for fixed learning rate, and we can trivially bound
E‖m(r)t ‖22 in this case by simply putting ηt = η in (2). However, we can get a better bound
(saving a factor of C
1−γ2 , which is bigger than 4) by directly working with a fixed learning rate.
Lemma 5 (Bounded memory). Let gap(IT ) ≤ H. Then the following holds for every worker
r ∈ [R] and for every t ∈ Z+:
E‖m(r)t ‖22 ≤ 4
η2(1− γ2)
γ2
H2G2. (3)
Note that, for fixed γ,H, the memory is upper bounded by a constant O(η2). Observe that
since the memory accumulates the past errors due to compression and local computation, in
order to asymptotically reduce the memory to zero, the learning rate would have to be reduced
once in a while throughout the training process.
3.3 Main Results
We leverage the perturbed iterate analysis as in [MPP+17,SCJ18] to provide convergence guar-
antees for Qsparse-local-SGD. Under the assumptions of Section 3.1, the following theorems hold
when Algorithm 1 is run with any contraction operator (including our composed operators).
Theorem 1 (Smooth (non-convex) case with fixed learning rate). Let f (r)(x) be L-smooth for
every i ∈ [R]. Let QCompk : Rd → Rd be a contraction operator whose contraction coefficient is
equal to γ ∈ (0, 1]. Let {x̂(r)t }T−1t=0 be generated according to Algorithm 1 with QCompk, for step
sizes η = Ĉ√
T
(where Ĉ is a constant such that Ĉ√
T
≤ 12L) and gap(IT ) ≤ H. Then we have
E‖∇f(zT )‖22 ≤
(
E[f(x0)]− f∗
Ĉ
+ ĈL
(∑R
r=1 σ
2
r
bR2
))
4√
T
+ 8
(
4
(1− γ2)
γ2
+ 1
)
Ĉ2L2G2H2
T
.
Here zT is a random variable which samples a previous parameter x̂
(r)
t with probability 1/RT .
Corollary 2. Let E[f(x0)] − f∗ ≤ J2, where J < ∞ is a constant,2 σmax = maxr∈[R] σr, and
Ĉ2 = bR(E[f(x0)]−f
∗)
σ2maxL
, we have
E‖∇f(zT )‖22 ≤ O
(
Jσmax√
bRT
)
+O
(
J2bRG2H2
σ2maxγ
2T
)
.
In order to ensure that the compression does not affect the dominating terms while converging
at a rate of O
(
1/
√
bRT
)
, we would require H = O (γT 1/4/(bR)3/4).
Theorem 1 is proved in Appendix B.6 and provides non-asymptotic guarantees, where we
observe that compression does not affect the first order term. Here we are required decide
the horizon T before running the algorithm. Therefore, in order to converge to a fixed point,
the learning rate needs to follow a piecewise schedule (i.e., the learning rate would have to be
reduced once in a while throughout the training process), which is also the case in our numerics
in Section 5.1. The corresponding asymptotic result (with decaying learning rate) is given below.
2Even classical SGD requires knowing an upper bound on ‖x0 − x∗‖ in order to choose the learning rate.
Smoothness of f translates this to the difference of the function values.
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Theorem 2 (Smooth (non-convex) case with decaying learning rate). Let f (r)(x) be L-smooth
for every r ∈ [R]. Let QCompk : Rd → Rd be a contraction operator whose contraction coefficient
is equal to γ ∈ (0, 1]. Let {x̂(r)t }T−1t=0 be generated according to Algorithm 1 with QCompk, for
step sizes ηt = ξ(a+t) and gap(IT ) ≤ H, where a > 1 is such that, we have a > max{4Hγ , 2ξL,H}
and C ≥ 4aγ(1−γ2)aγ−4H . Then the following holds.
E‖∇f(zT )‖2 ≤ Ef(x0)− f
∗
PT
+
Lξ2
(a− 1)PT
(∑R
r=1 σ
2
r
bR2
)
+
(
8C
γ2
+ 8
)
ξ3L2G2H2
2(a− 1)2PT .
Here (i) δt := ηt4R ; (ii) PT :=
∑T−1
t=0
∑R
r=1 δt, which is lower bounded as PT ≥ ξ4 ln
(
T+a−1
a
)
; and
(iii) zT is a random variable which samples a previous parameter x̂
(r)
t with probability δt/PT .
Note that Theorem 2 gives a convergence rate of O( 1log T ). We prove it in Appendix B.7.
Theorem 3 (Smooth and strongly convex case with a decaying learning rate). Let f (r) (x)
be L-smooth and µ-strongly convex. Let QCompk : Rd → Rd be a contraction operator whose
contraction coefficient is equal to γ ∈ (0, 1]. Let {x̂(r)t }T−1t=0 be generated according to Algorithm 1
with QCompk, for step sizes ηt = 8/µ(a+t) with gap(IT ) ≤ H, where a > 1 is such that we have
a > max{4H/γ, 32κ,H}, κ = L/µ. Then the following holds
E[f (xT )]− f∗ ≤ La
3
4ST
‖x0 − x∗‖22 +
8LT (T + 2a)
µ2ST
A+
128LT
µ3ST
B.
Here (i) A =
∑R
r=1 σ
2
r
bR2
, B = 4
((
3µ
2 + 3L
)
CG2H2
γ2
+ 3L2G2H2
)
, where C ≥ 4aγ(1−γ2)aγ−4H ; (ii)
xT :=
1
ST
∑T−1
t=0
[
wt
(
1
R
∑R
r=1 x̂
(r)
t
)]
, where wt = (a+ t)2; and (iii) ST =
∑T−1
t=o wt ≥ T
3
3 .
Corollary 3. For a > max{4Hγ , 32κ,H}, σmax = maxr∈[R] σr, and using E‖x0 − x∗‖22 ≤ 4G
2
µ2
from Lemma 2 in [RSS12], we have
E[f (xT )]− f∗ ≤ O
(
G2H3
µ2γ3T 3
)
+O
(
σ2max
µ2bRT
+
Hσ2max
µ2bRγT 2
)
+O
(
G2H2
µ3γ2T 2
)
.
In order to ensure that the compression does not affect the dominating terms while converging
at a rate of O (1/(bRT )), we would require H = O
(
γ
√
T/(bR)
)
.
Theorem 3 is proved in Appendix B.8. For no compression and only local computations,
i.e., for γ = 1, and under the same assumptions, we recover/generalize a few recent results from
literature with similar convergence rates:
1. We recover [YYZ18, Theorem 1], which does local SGD for the non-convex case;
2. We generalize [Sti19, Theorem 2.2], which does local SGD for a strongly convex case and
requires the unbiasedness assumption of gradients,3 to the distributed case.
We emphasize that unlike [YYZ18, Sti19], which only consider local computation, we combine
quantization and sparsification with local computation, which poses several technical challenges;
e.g., see proofs of Lemma 4, 5, 6.
3The unbiasedness of gradients at every worker can be ensured by assuming that each worker samples data
points from the entire dataset.
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3.4 Proof Outlines
In order to prove our results, we define virtual sequences for every worker r ∈ [R] and for all
t ≥ 0 as follows:
x˜
(r)
0 := x̂
(r)
0 and x˜
(r)
t+1 := x˜
(r)
t − ηt∇fi(r)t
(
x̂
(r)
t
)
(4)
Here ηt can be taken to be decaying or fixed, depending on the result that we are proving. Let it
be the set of random sampling of the mini-batches at each worker {i(1)t , i(2)t , . . . , i(R)t }. We define
1. pt := 1R
∑R
r=1∇fi(r)t
(
x̂
(r)
t
)
, pt := Eit [pt] = 1R
∑R
r=1∇f (r)
(
x̂
(r)
t
)
;
2. x˜t+1 := 1R
∑R
r=1 x˜
(r)
t+1 = x˜t − ηtpt, x̂t := 1R
∑R
r=1 x̂
(r)
t .
3.4.1 Proof Outline of Theorem 1
Proof. Since f is L-smooth, we have from (4) (with fixed learning rate ηt = η) that
f(x˜t+1)− f(x˜t) ≤ −η〈∇f(x˜t),pt〉+ η
2L
2
‖pt‖22. (5)
With some algebraic manipulations provided in Appendix B.6, for η ≤ 1/2L, we arrive at
η
4R
R∑
r=1
E‖∇f(x̂(r)t )‖22 ≤ (E[f(x˜t)]− E[f(x˜t+1)]) + η2LE‖pt − pt‖22 + 2ηL2E‖x˜t − x̂t‖22
+ 2ηL2
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22. (6)
Under the Assumption 2, stated in Section 3.1, we have
E‖pt − pt‖22 ≤
∑R
r=1 σ
2
r
bR2
. (7)
To bound E‖x˜t − x̂t‖22 on the RHS of (6), we first show below that x̂t − x˜t = 1R
∑R
r=1m
(r)
t , i.e.,
the difference of the true and the virtual sequence is equal to the average memory; and then we
can use the bound on the local memory terms from Lemma 5.
Lemma 6 (Memory). Let x˜(r)t ,m
(r)
t , r ∈ [R], t ≥ 0 be generated according to Algorithm 1 and
let x̂(r)t be as defined in (4). Let x˜t =
1
R
∑R
r=1 x˜
(r)
t and x̂t =
1
R
∑R
r=1 x̂
(r)
t . Then we have
x̂t − x˜t = 1
R
R∑
r=1
m
(r)
t ,
i.e., the difference of the true and the virtual sequence is equal to the average memory.
A proof of Lemma 6 is provided in Appendix B.3. Since E‖x˜t − x̂t‖22 ≤ 1R
∑R
r=1 E‖m(r)t ‖22, by
using Lemma 5 to bound the local memory terms E‖m(r)t ‖22, we get
E‖x˜t − x̂t‖22 ≤ 4
η2(1− γ2)
γ2
H2G2. (8)
The last term on the RHS of (6) depicts the deviation of the local sequences x˜(r)t from the
global sequence x˜t which can be bounded as shown in Lemma 7. The details are provided in
Appendix B.4.
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Lemma 7 (Bounded deviation of local sequences). Let gap(IT ) ≤ H. For x̂(r)t generated
according to Algorithm 1 with a fixed learning rate η and letting x̂t = 1R
∑R
r=1 x̂
(r)
t , we have the
following bound on the deviation of the local sequences:
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ η2G2H2. (9)
Substituting the bounds from (7)-(9) into (6) yields
η
4R
R∑
r=1
E‖∇f(x̂(r)t )‖22 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2L
bR2
R∑
r=1
σ2r + 8
η3(1− γ2)
γ2
L2G2H2
+ 2η3L2G2H2. (10)
Performing a telescopic sum from t = 0 to T − 1 and dividing by ηT4 gives
1
RT
T−1∑
t=0
R∑
r=1
E‖∇f(x̂(r)t )‖22 ≤
4 (E[f(x˜0)]− f∗)
ηT
+
4ηL
bR2
R∑
r=1
σ2r + 32
η2(1− γ2)
γ2
L2G2H2
+ 8η2L2G2H2. (11)
By letting η = Ĉ/
√
T , where Ĉ is a constant such that Ĉ√
T
≤ 12L , we arrive at bound stated in
Theorem 1.
3.4.2 Proof Outline of Theorem 2
Proof. Observe that (6) holds irrespective of the learning rate schedule, as long as learning rate
is at most 1/2L; see Appendix B.7 for details. Here ηt ≤ 12L follows from our assumption that
a ≥ 2ξL. Substituting a decaying learning rate ηt (such that ηt ≤ 1/2L holds for every t ≥ 0) in
(6) gives
ηt
4R
R∑
r=1
E‖∇f(x̂(r)t )‖22 ≤ (E[f(x˜t)]− E[f(x˜t+1)]) + η2tLE‖pt − pt‖22 + 2ηtL2E‖x˜t − x̂t‖22
+ 2ηtL
2 1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22. (12)
We have already bounded E‖pt−pt‖22 ≤
∑R
r=1 σ
2
r
bR2
in (7). Note that Lemma 6 holds irrespective
of the learning rate schedule, and together with Lemma 4, we can show that
E‖x̂t − x˜t‖2 ≤ C 4η
2
t
γ2
G2H2. (13)
The last term on the RHS of (12) is the deviation of local sequences and we bound it in Lemma 8
for decaying learning rates. The details are provided in Appendix B.5.
Lemma 8 (Contracting deviation of local sequences). Let gap(IT ) ≤ H. By running Algo-
rithm 1 with a decaying learning rate ηt, we have
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ 4η2tG2H2. (14)
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Observe that for the case of fixed learning rate, we can trivially bound 1R
∑R
r=1 E‖x˜t− x˜(r)t ‖22
by simply putting ηt = η in (14). However, in (9), we can get a slightly better bound (without
the factor of 4) by directly working with a fixed learning rate. Using these bounds in (12) gives
ηt
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2tL
bR2
R∑
r=1
σ2r +
8η3t
γ2
CL2G2H2 + 8η3tL
2G2H2.
Let δt := ηt4R and PT :=
∑T−1
t=0
∑R
r=1 δt. Performing a telescopic sum from t = 0 to T − 1 and
dividing by PT gives
1
PT
T−1∑
t=0
R∑
r=1
δtE‖∇f(x̂(r)t )‖2 ≤
Ef(x0)− f∗
PT
+
Lξ2
bR2(a− 1)
∑R
r=1 σ
2
r
PT
+
(
8C
γ2
+ 8
)
L2G2H2
ξ3
2PT (a− 1)2 (15)
In (15), we used the following bounds, which are shown in Appendix B.7: PT ≥ ξ4 ln
(
T+a−1
a
)
,∑T−1
t=0 η
2
t ≤ ξ
2
a−1 , and
∑T−1
t=0 η
3
t ≤ ξ
3
2(a−1)2 . This completes the proof of Theorem 2.
3.4.3 Proof Outline of Theorem 3
Proof. Using the definition of virtual sequences (4) that, we have
‖x˜t+1 − x∗‖22 = ‖x˜t − x∗ − ηtpt‖22 + η2t ‖pt − pt‖22 − 2ηt 〈x˜t − x∗ − ηtpt,pt − pt〉 . (16)
Note that ηt ≤ 1/4L, which follows from the assumption that a > 32Lµ . Now, using µ-strong
convexity and L-smoothness of f , together with some algebraic manipulations provided in Ap-
pendix B.8, by letting et = E[f(x̂t)]− f∗, we arrive at
E‖x˜t+1 − x∗‖22 ≤
(
1− µηt
2
)
E‖x˜t − x∗‖22 −
ηtµ
2L
et + ηt
(
3µ
2
+ 3L
)
E‖x̂t − x˜t‖22
+
3ηtL
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 + η2t
∑R
r=1 σ
2
r
bR2
. (17)
Note that the bounds in (13) and (14) hold irrespective of whether the function is convex or
not. So, we can use them here as well in (17), which gives
E‖x˜t+1 − x∗‖22 ≤
(
1− µηt
2
)
E‖x˜t − x∗‖22 −
µηt
2L
et + ηt
(
3µ
2
+ 3L
)
C
4η2t
γ2
G2H2
+ (3ηtL)4η
2
tLG
2H2 + η2t
∑R
r=1 σ
2
r
bR2
. (18)
Employing a slightly modified result than [SCJ18, Lemma 3.3] with at = E‖x˜t − x∗‖22, A =∑R
r=1 σ
2
r
bR2
and B = 4
((
3µ
2 + 3L
)
CG2H2
γ2
+ 3L2G2H2
)
, we have
at+1 ≤
(
1− µηt
2
)
at − µηt
2L
et + η
2
tA+ η
3
tB. (19)
For ηt = 8µ(a+t) and wt = (a+ t)
2, ST =
∑T−1
t=o ≥ T
3
3 , we have
µ
2LST
T−1∑
t=0
wtet ≤ µa
3
8ST
a0 +
4T (T + 2a)
µST
A+
64T
µ2ST
B. (20)
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From convexity, we can finally write
Ef (xT )− f∗ ≤ La
3
4ST
a0 +
8LT (T + 2a)
µ2ST
A+
128LT
µ3ST
B. (21)
Where xT := 1ST
∑T−1
t=0
[
wt
(
1
R
∑R
r=1 x̂
(r)
t
)]
= 1ST
∑T−1
t=0 wtx̂t. This completes the proof of
Theorem 3.
4 Distributed Asynchronous Operation
We propose and analyze a particular form of asynchronous operation, where the workers syn-
chronize with the master at arbitrary times decided locally or by master picking a subset of
nodes as in federated learning [Kon17,MMR+17]. However, the local iterates evolve at the same
rate, i.e., each worker takes the same number of steps per unit time according to a global clock.
The asynchrony is therefore that updates occur after different number of local iterations but
the local iterations are in synchrony with respect to the global clock. This is different from
asynchronous algorithms studied for stragglers [WYL+18, RRWN11], where only one gradient
step is taken but occurs at different times due to delays.
In this asynchronous setting, I(r)T ’s may be different for different workers. However, we
assume that gap(I(r)T ) ≤ H holds for every r ∈ [R], which means that there is a uniform
bound on the maximum delay in each worker’s update times. The algorithmic difference from
Algorithm 1 is that, in this case, a subset of workers (including a single worker) can send their
updates to the master at their synchronization time steps; master aggregates them, updates the
global parameter vector, and sends that only to those workers. Our algorithm is summarized in
Algorithm 2
Algorithm 2 Qsparse-local-SGD with asynchronous updates
1: Initialize x0 = x¯0 = x
(r)
0 = x̂
(r)
0 = m
(r)
0 = 0, ∀r ∈ [R]. Suppose ηt follows a certain learning rate
schedule.
2: for t = 0 to T − 1 do
3: On Workers:
4: for r = 1 to R do
5: x̂(r)
t+ 12
← x̂(r)t − ηt∇fi(r)t
(
x̂
(r)
t
)
; i(r)t is a mini-batch of size b uniformly in Dr
6: if t+ 1 /∈ I(r)T then
7: x(r)t+1 ← x(r)t , m(r)t+1 ← m(r)t and x̂(r)t+1 ← x̂(r)t+ 12
8: else
9: g(r)t ← QCompk
(
m
(r)
t + x
(r)
t − x̂(r)t+ 12
)
and send g(r)t to the master
10: m(r)t+1 ← m(r)t + x(r)t − x̂(r)t+ 12 − g
(r)
t
11: Receive x¯t+1 from the master and set x
(r)
t+1 ← x¯t+1 and x̂(r)t+1 ← x¯t+1
12: end if
13: end for
14: At Master:
15: if t+ 1 /∈ I(r)T for all r ∈ [R] then
16: x¯t+1 ← x¯t
17: else
18: Let S ⊆ [R] be the set of all workers r such that master receives g(r)t from r
19: Compute x¯t+1 ← x¯t − 1R
∑
r∈S g
(r)
t and broadcast x¯t+1 to all the workers in S
20: end if
21: end for
15
4.1 Main Results
In this section we present our main convergence results with asynchronous updates, obtained by
running Algorithm 2 for smooth objectives, both non-convex and strongly convex. Under the
same assumptions as in the synchronous setting, which are provided in Section 3.1, the following
theorems hold even if Algorithm 2 is run with an arbitrary contraction operators (including our
composed operators from Section 2.3) whose contraction coefficient is equal to γ.
Theorem 4 (Smooth (non-convex) case with fixed learning rate). Under the same conditions
as in Theorem 1 with gap(I(r)T ) ≤ H, if {x̂(r)t }T−1t=0 is generated according to Algorithm 2, the
following holds.
E‖∇f(zT )‖22 ≤
(
E[f(x0)]− f∗
Ĉ
+ ĈL
(∑R
r=1 σ
2
r
bR2
))
4√
T
+ 8
(
12
(1− γ2)
γ2
+ (2 + 8C1H
2)
)
Ĉ2L2G2H2
T
.
Here (i) C1 = ( 8γ2 − 6)(4− 2γ); (ii) zT is a random variable which samples a previous parameter
x̂
(r)
t with probability 1/RT ; and (iii) Ĉ is a constant such that
Ĉ√
T
≤ 12L .
Corollary 4. Let E[f(x0)] − f∗ ≤ J2, where J < ∞ is a constant, σmax = maxr∈[R] σr, and
Ĉ2 = bR(E[f(x0)]−f∗)/σ2maxL. We can get a simplified expression below
E‖∇f(zT )‖22 ≤ O
(
Jσmax√
bRT
)
+O
(
J2bRG2
σ2maxγ
2T
(H2 +H4)
)
.
In order to ensure that the compression does not affect the dominating terms while converging
at a rate of O
(
1/
√
bRT
)
, we would require H = O (√γT 1/8/(bR)3/8).
Theorem 4 provides non asymptotic guarantees where we also observe that the compression
comes for “free". The corresponding asymptotic result is given below.
Theorem 5 (Smooth (non-convex) case with decaying learning rate). Under the same conditions
as in Theorem 2 with gap(I(r)T ) ≤ H, if {x̂(r)t }T−1t=0 is generated according to Algorithm 2, the
following holds.
E‖∇f(zT )‖2 ≤ Ef(x0)− f
∗
PT
+
Lξ2
(a− 1)PT
(∑R
r=1 σ
2
r
bR2
)
+
(
16 +
24C
γ2
+ 200C ′H2
)
ξ3L2G2H2
2(a− 1)2PT
Here (i) δt := ηt4R and PT :=
∑T−1
t=0
∑R
r=1 δt, which is lower bounded as PT ≥ ξ4 ln
(
T+a−1
a
)
; (ii)
C ′ = (4−2γ)(1 + C
γ2
); and (iii) zT is a random variable which samples a previous parameter x̂
(r)
t
with probability δt/PT .
Theorem 6 (Smooth and strongly convex case with decaying learning rate). Under the same
conditions as in Theorem 3 with gap(I(r)T ) ≤ H, if {x̂(r)t }T−1t=0 is generated according to Algo-
rithm 2, the following holds.
E[f (xT )]− f∗ ≤ La
3
4ST
‖x0 − x∗‖22 +
8LT (T + 2a)
µ2ST
A+
128LT
µ3ST
D
Here (i) C ≥ 4aγ(1−γ2)aγ−4H , C1 = 192(4 − 2γ)
(
1 + C
γ2
)
, C2 = 8(4 − 2γ)(1 + Cγ2 ); (ii) A =
∑R
r=1 σ
2
r
bR2
,
D =
(
3µ
2 + 3L
)
(12CG
2H2
γ2
+C1η
2
tH
4G2) + 24(1 +C2H
2)LG2H2; and (iii) xT , ST are as defined
in Theorem 3.
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Corollary 5. Under the same conditions as in Theorem 3 with gap(I(r)T ) ≤ H, a > max{4Hγ , 32κ,H},
σmax = maxr∈[R] σr, if {x̂(r)t }T−1t=0 is generated according to Algorithm 2, the following holds:
E[f (xT )]− f∗ ≤ O
(
G2H3
µ2γ3T 3
)
+O
(
σ2max
µ2bRT
+
Hσ2max
µ2bRγT 2
)
+O
(
G2
µ3γ2T 2
(H2 +H4)
)
,
where xT , ST are as defined in Theorem 3. In order to ensure that the compression does not
affect the dominating terms while converging at a rate of O (1/(bRT )), we would require H =
O (√γ(T/(bR))1/4).
4.2 Proof Outlines
Our proofs of these results follow the same outlines of the corresponding proofs in the syn-
chronous setting, but some technical details change significantly, which arise because, in our
asynchronous setting, workers are allowed to update the global parameter vector in between two
consecutive synchronization time steps of other workers. Specifically, in the asynchronous set-
ting, we have to bound the deviation of local sequences 1R
∑R
r=1 E‖x˜t− x˜(r)t ‖22 and the difference
between the virtual and true sequences E‖x˜t − x̂t‖22, both with a fixed learning rate as well as
with decaying learning rate. We show these below in Lemma 9-10 and Lemma 11-12.
Lemma 9 (Contracting local sequence deviation). Let gap(I(r)T ) ≤ H holds for every r ∈ [R].
For x̂(r)t generated according to Algorithm 2 with decaying learning rate ηt and letting x̂t =
1
R
∑R
r=1 x̂
(r)
t , we have the following bound on the deviation of the local sequences:
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ 8(1 + C ′′H2)η2tG2H2,
where C ′′ = 8(4− 2γ)(1 + C
γ2
) and C is a constant satisfying C ≥ 4aγ(1−γ2)aγ−4H .
Lemma 10 (Bounded local sequence deviation). Let gap(I(r)T ) ≤ H holds for every r ∈ [R]. By
running Algorithm 2 with fixed learning rate η, we have
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ (2 +H2C ′)η2G2H2,
where C ′ = ( 16
γ2
− 12)(4− 2γ).
We prove these above two lemmas in Appendix C.1 and Appendix C.2, respectively. Note
that the bounds stated in Lemma 9-10 are 1R
∑R
r=1 E‖x̂t− x̂(r)t ‖22 ≤ O(η2tG2(H2 +H4/γ2), which
is weaker than the corresponding bound O(η2tG2H2) for the synchronous setting.
Now we bound E‖x˜t − x̂t‖22. Fix a time t and consider any worker r ∈ [R]. Let tr ∈ I(r)T
denote the last synchronization step until time t for the r’th worker. Define t′0 := minr∈[R] tr.
We want to bound E‖x̂t− x˜t‖22. Note that in the synchronous case, we have shown in Lemma 6
that x̂t − x̂t = 1R
∑R
r=1m
(r)
t . This does not hold in the asynchronous setting, which makes
upper-bounding E‖x̂t− x˜t‖22 a bit more involved. By definition x̂t− x˜t = 1R
∑R
r=1
(
x̂
(r)
t − x˜(r)t
)
.
By the definition of virtual sequences and the update rule for x̂(r)t , we also have x̂t − x˜t =
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1
R
∑R
r=1
(
x̂
(r)
tr − x˜
(r)
tr
)
. This can be written as
x̂t − x˜t =
[
1
R
R∑
r=1
x̂
(r)
tr − x¯t′0
]
+
[
x¯t′0 − x¯t
]
+
[
x¯t − 1
R
R∑
r=1
x˜
(r)
tr
]
. (22)
In (22), the third term on the RHS is equal to the average memory as shown in (96) in Ap-
pendix C.3, and unlike Lemma 6 in the synchronous setting, which states that x̂t − x˜t =
1
R
∑R
r=1m
(r)
t , does not hold here. However, we can show that x̂t − x˜t is equal to the sum of
1
R
∑R
r=1m
(r)
t and an additional term, which leads to potentially a weaker bound E‖x̂t − x˜t‖22 ≤
O (η2t/γ2G2(H2 +H4)), proved in Lemma 11-12 in Appendix C.3 and Appendix C.4, in compar-
ison to O (η2t/γ2G2H2) for the synchronous setting.
Lemma 11 (Contracting distance between virtual and true sequence). Let gap(I(r)T ) ≤ H holds
for every r ∈ [R]. If we run Algorithm 2 with a decaying learning rate ηt, then we have the
following bound on the difference between the true and virtual sequences:
E‖x̂t − x˜t‖22 ≤ C ′η2tH4G2 + 12C
η2t
γ2
G2H2,
where C ′ = 192(4− 2γ)
(
1 + C
γ2
)
and C is a constant satisfying C ≥ 4aγ(1−γ2)aγ−4H .
Lemma 12 (Bounded distance between virtual and true sequence). Let gap(I(r)T ) ≤ H holds
for every r ∈ [R]. If we run Algorithm 2 with a fixed learning rate η, we have
E‖x̂t − x˜t‖22 ≤ 6C ′η2H4G2 +
12η2(1− γ2)
γ2
G2H2,
where C ′ = (4− 2γ)
(
8
γ2
− 6
)
.
Summary of our results. Now we give a brief summary of our convergence results in the
synchronous as well as asynchronous settings.
1. In the synchronous setting, Qsparse-local-SGD asymptotically converges as fast as dis-
tributed vanilla SGD for H = O (γT 1/4/(bR)3/4) in the smooth and non-convex case and
for H = O
(
γ
√
T/(bR)
)
in the strongly convex case.
2. In the asynchronous setting, Qsparse-local-SGD asymptotically converges as fast as dis-
tributed vanilla SGD for H = O(√γT 1/8/(bR)3/8) in the smooth and non-convex case and
for H = O(√γ(T/(bR))1/4) in the strongly convex case.
Therefore, our algorithm provides a lot of flexibility in terms of different ways of mitigating
the communication bottleneck. For example, by increasing the batch size on each node, or by
increasing the maximum synchronization period H up to allowable limits. Furthermore, one
could also choose to opt for different values of k for the Topk sparsifier, as well as adjust the
configurations of the quantizer. We present numerics in Section 5 demonstrating significant
savings in the number of bits exchanged, by a factor of 15-20 times over the state-of-the-art.
5 Experimental Results
In this section we give extensive experimental results for validating our theoretical findings.
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5.1 Non-Convex Objective
5.1.1 Experiment Setup
We train ResNet-50 [HZRS16] (which has d = 25, 610, 216 parameters) on ImageNet dataset,
using 8 NVIDIA Tesla V100 GPUs. We use a learning rate schedule consisting of 5 epochs of
linear warmup, followed by a piecewise decay of 0.1 at epochs 30, 60 and 80, with a batch size of
256 per GPU. For the purposes of this paper, we focus on SGD with momentum of 0.9, applied
on the local iterations of the workers. We build our compression scheme into the Horovod
framework [SB18]. We use SignTopk as our composed operator, as defined in Lemma 3. In
Topk, we only update kt = min(dt, 1000) elements per step for each tensor t, where dt is the
number of elements in the tensor. For ResNet-50 architecture, this amounts to updating a total
of k = 99, 400 elements per step.
(a) Comparison of training loss against
epochs
(b) Comparison of training loss with
log2 of communication budget
(c) top-1 accuracy [LHS15] for schemes
in Figure 1a
(d) top-5 accuracy [LHS15] for schemes
in Figure 1a
Figure 1 Figure 1a-1c demonstrate the performance of our scheme in comparison with ef-signSGD [KRSJ19],
TopK-SGD [SCJ18,AHJ+18] and local SGD [Sti19,YYZ18] in the non-convex setting.
5.1.2 Results
From Figure 1a, we observe that quantization and sparsification, when error compensation is
enabled through accumulating errors, has almost no penalty in terms of convergence rate, with
respect to vanilla SGD. Figure 1b, Figure 1c and Figure 1d show the training loss, top-1 and top-5
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convergence rates4 respectively, with respect to the total number of bits of communication used.
We observe that Qsparse-local-SGD combines the bit savings of the deterministic sign based
operator and aggressive sparsifier along with infrequent communication, thereby outperforming
the cases where these techniques are individually used. We exclude comparisons with stochastic
quantizers such as in [AGL+17,WXY+17,SYKM17],which are without any explicit sparsification,
both for the non-convex and convex case, as their performance is much worse, see [SCJ18]. In
particular, the required number of bits to achieve the same loss or top-1 accuracy in the case of
Qsparse-local-SGD is around 1/16 in comparison with TopK-SGD and 1000× less than vanilla
SGD. This also verifies that error compensation through memory can be used to mitigate not
only the missing components from updates in previous synchronization rounds, but also explicit
quantization error.
5.2 Convex Objective
The experiments in Figure 2a-2c are in a synchronous distributed setting with 15 worker nodes,
each processing a mini-batch size of 8 samples per iteration using the MNIST [LBBH98] hand-
written digits data set. The corresponding experiments for the asynchronous operation as in
Algorithm 2 are shown in Figure 3a-3b.
5.2.1 Model Architecture
Define the softmax function as
hx,z
(
a(i)
)
=
exp
(
xTj a
(i) + z(i)
)
∑L
l=1 exp
(
xTl a
(i) + z(l)
) .
Our experiments are all for softmax regression with a standard `2 regularizer. The cost function
is
− 1
n
 n∑
i=1
L∑
j=1
1{b(i) = j} log hx,z
(
a(i)
)+ λ
2
‖x‖2
where a(i) ∈ Rd, b(i) ∈ [L] are the data points, which can belong to one of the L classes, and
xj ∈ Rd for every j ∈ [L], are columns of the parameter structured as follows
x =
[
x1 x2 . . . xL
]
, xj ∈ Rd, ∀j ∈ [L],
and z(i) for every i ∈ [L] are the biases to be learnt corresponding to every class. We set λ to
be 1/n.
5.2.2 Parameter Selection and Learning Rates
We use the deterministic operator as in Lemma 3 as our quantization method and Topk with
error compensation as the sparsifier. The schemes we compare with our composed SignTopk
operator are ef-signSGD [KRSJ19], TopK-SGD [SCJ18,AHJ+18] and local SGD [Sti19]. The
learning rate used for training is of the form cλ(a+t) , where (i) λ is the regularization parameter;
(ii) c is set with a careful hyperparameter sweep; (iii) wt = (a+ t)2 as in Theorem 3, where a is
set as dHk with d being the size of the gradient (7850 for MNIST ); (iv) k = 40 is the sparsity;
(v) H is the synchronization period; (vi) t is the iteration index; (vii) b = 8 is the batch size;
and (viii) R = 15 is the number of workers.
4Here top-i refers to the accuracy of the top i predictions by the model from the list of possible classes,
see [LHS15].
20
(a) Comparison of training loss against
epochs between our scheme and other
state of the art
(b) Comparison of training loss with the
communication budget for schemes in Fig-
ure 2a
(c) Test Error using a model trained for given num-
ber of iterations, as seen in Figure 2a
Figure 2 Figure 2a-2c demonstrate the performance of our scheme in comparison with ef-signSGD [KRSJ19]
and TopK-SGD [SCJ18,AHJ+18] in a convex setting for synchronous updates. In Figure 2a-2c, SignTopK_H,
for H = 1, 4, 8, 16, corresponds to that we run Algorithm 1 with SignTopk begin the composed operator with a
synchronization period of at most H.
5.2.3 Results
In Figure 2a and Figure 2b we compare the convergence of our proposed scheme in Algorithm 1
with SignTopk being the composed operator, with vanilla SGD (32 bit floating point), ef-
signSGD [KRSJ19] and TopK-SGD [SCJ18, AHJ+18]. Both figures follow a similar trend in
which we observe SignTopk and TopK-SGD to be converging at the same rate as that of vanilla
SGD, which is similar to the observations in [SCJ18]. This implies that the composition of
quantization with sparsification does not affect the convergence while achieving improved com-
munication efficiency as can be seen in Figure 2c and Figure 2b. Figure 2c shows that for test
error approximately 0.1, Qsparse-local-SGD combines the benefits of the composed operator
SignTopk with local computations and needs a factor of 10-15 times total bits less than TopK-
SGD and 1000× less bits than vanilla SGD. We observe similar trends in Figure 3a-3b for our
asynchronous operation, where workers synchronize with the master at arbitrary time intervals
as per Algorithm 2.
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(a) Comparison of training loss with the
communication budget for our schemes
against baselines
(b) Test error using a model trained for given
number of iterations, as seen in Figure 3a
Figure 3 Figure 3a-3b demonstrate the performance of our scheme in comparison with ef-signSGD [KRSJ19]
and TopK-SGD [SCJ18,AHJ+18] in a convex setting for asynchronous operation.
6 Conclusion
In this paper, we propose a gradient compression scheme that composes both unbiased and
biased quantization with aggressive sparsification. Furthermore, we incorporate local computa-
tions, which, when combined with quantization and explicit sparsification, results in a highly
communication efficient distributed algorithm, which we call Qsparse-local-SGD. We developed
convergence analyses of our scheme in both synchronous as well as asynchronous setting and
for both convex and non-convex objectives, and we show that our proposed algorithm achieves
the same rate as that of distributed vanilla SGD in each of these cases. Our schemes provide
flexibility in terms of different options for mitigating the communication bottlenecks that arise in
training high-dimensional learning models over bandwidth limited networks. When run without
compression, this also subsumes/generalizes several recent results from the literature on local
SGD, with similar convergence rates, as mentioned at the end of Section 3.3.
We believe that our approach for combining different forms of compression with local com-
putations can easily be extended to the decentralized case, where nodes communicate over an
arbitrary connected graph, building on the ideas from [TGZ+18,KRSJ19].
Our numerics also incorporate momentum acceleration, whose analysis is a topic for future
research (e.g., potentially by incorporating ideas from [YJY19]). Although we use momentum
for each local iteration, our preliminary results suggest that our method works with momentum
applied to a block of updates as well though it was not the main focus of this paper.
A Omitted Details from Section 2
A.1 Proof of Lemma 1
Lemma (Restating Lemma 1). Let Compk ∈ {Topk,Randk}. Let Qs : Rd → Rd be a quan-
tizer with parameter s that satisfies Definition 1. Let QsCompk : Rd → Rd be defined as
QsCompk(x) := Qs(Compk(x)) for every x ∈ Rd. If k, s are such that βk,s < 1. then
QsCompk : Rd → Rd is a contraction operator with the contraction coefficient being equal to
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γ = (1− βk,s)kd , i.e., for every x ∈ Rd, we have
EC,Q[‖x−QsCompk(x)‖22] ≤
[
1− (1− βk,s) k
d
]
‖x‖22,
where expectation is taken over the randomness of the contraction operator Compk as well as
the quantizer Qs.
Proof. Fix an arbitrary x ∈ Rd.
EC,Q[‖x−QsCompk(x)‖22]
= EC,Q[‖x‖22] + EC,Q[‖QsCompk(x)‖22]
− 2EC [〈x,EQ[QsCompk(x)]〉]
= ‖x‖22 + EC,Q[‖QsCompk(x)‖22]− 2EC [〈x, Compk(x)〉]
In the last equality, we used that x is constant with respect to the randomness of Qs and Compk,
and that EQ[QsCompk(x)] = Compk(x), which follows from (i) of Definition 1. Observe that,
for any Compk ∈ {Topk,Randk}, we have 〈x, Compk(x)〉 = ‖Compk(x)‖22. Continuing from
above, we get
EC,Q[‖x−QsCompk(x)‖22] = ‖x‖22 − 2EC [‖Compk(x)‖22]
+ EC,Q[‖QsCompk(x)‖22] (23)
Observe that for any Compk ∈ {Topk,Randk}, Compk(x) is a length-d vector, but only (at most)
k of its components are non-zero. This implies that, by treating Compk(x) a length-k vector
whose entries correspond to the k non-zero entries of x, we can write EQ[‖QsCompk(x)‖22] ≤
(1 + βk,s)‖Compk(x)‖22; see (ii) of Definition 1. Putting this back in (23), we get
EC,Q[‖x−QsCompk(x)‖22]
≤ ‖x‖22 − EC [‖Compk(x)‖22] + βk,sEC [‖Compk(x)‖22]
= ‖x‖22 − (1− βk,s)EC [‖Compk(x)‖22] (24)
Using EC [‖Compk(x)‖22] ≥ kd‖x‖22 (see (27) in Lemma 13) in (24) gives
EC,Q[‖x−QsCompk(x)‖22] ≤ ‖x‖2 − (1− βk,s)
k
d
‖x‖22
=
[
1− (1− βk,s) k
d
]
‖x‖22.
This completes the proof of Lemma 1.
A.2 Proof of Lemma 2
Lemma (Restating Lemma 2). Let Compk ∈ {Topk,Randk}. Let Qs : Rd → Rd be a stochastic
quantizer with parameter s that satisfies Definition 1. Let QsCompk : Rd → Rd be defined as
QsCompk(x) := Qs(Compk(x)) for every x ∈ Rd. Then QsCompk(x)1+βk,s is a contraction operator
with the contraction coefficient being equal to γ = kd(1+βk,s) , i.e., for every x ∈ Rd
EC,Q
[∥∥∥∥x− QsCompk(x)1 + βk,s
∥∥∥∥2
2
]
≤
[
1− k
d(1 + βk,s)
]
‖x‖22,
23
Proof. Fix an arbitrary x ∈ Rd.
EC,Q
[∥∥∥∥x− QsCompk(x)(1 + βk,s)
∥∥∥∥2
2
]
= ‖x‖22 − 2EC
[〈
x,EQ
[
QsCompk(x)
(1 + βk,s)
]〉]
+ EC,Q
[‖QsCompk(x)‖22
(1 + βk,s)2
]
(a)
= ‖x‖22 −
2
(1 + βk,s)
EC [〈x, Compk(x)〉]
+
1
(1 + βk,s)2
EC,Q
[‖QsCompk(x)‖22]
(b)
= ‖x‖22 −
2
(1 + βk,s)
EC
[‖Compk(x)‖22]
+
1
(1 + βk,s)2
EC,Q
[‖QsCompk(x)‖22]
(c)
≤ ‖x‖22 −
2
1 + βk,s
EC
[‖Compk(x)‖22]
+
1
(1 + βk,s)
EC
[‖Compk(x)‖22]
= ‖x‖22 −
1
(1 + βk,s)
EC
[‖Compk(x)‖22]
(d)
≤
[
1− k
d(1 + βk,s)
]
‖x‖22. (25)
In (a) we used EQ[QsCompk(x)] = Compk(x), in (b) we used 〈x, Compk(x)〉 = ‖Compk(x)‖22; in
(c) we used EQ[‖QsCompk(x)‖22] ≤ (1+βk,s)‖Compk(x)‖22; and in (d) we used EC [‖Compk(x)‖22] ≥
k
d‖x‖22. This completes the proof of Lemma 2.
A.3 Proof of Lemma 3
Lemma (Restating Lemma 3). For Compk ∈ {Topk,Randk}, ‖Compk(x)‖m SignCompk(x)k , for any
m ∈ Z+ is a contraction operator with the contraction coefficient γm being equal to
γm =
max
{
1
d ,
k
d
( ‖Compk(x)‖1√
d‖Compk(x)‖2
)2}
if m = 1,
k
2
m−1
d if m ≥ 2.
For proving Lemma 3 we first state and prove Lemma 13 below.
Lemma 13. Let Compk ∈ {Topk,Randk}. For any x ∈ Rd, we have
E[‖Compk(x)‖21] ≥ max
{
k
d
‖x‖22,
k2
d2
‖x‖21
}
(26)
E[‖Compk(x)‖22] ≥
k
d
‖x‖22. (27)
Proof. Let m ∈ {1, 2}. Observe that for any x ∈ Rd, we have E[‖Topk(x)‖2m] = ‖Topk(x)‖2m
and that ‖Topk(x)‖2m ≥ E[‖Randk(x)‖2m]. So, in order to prove the lemma, it suffices to show
that E[‖Randk(x)‖2m] ≥ kd‖x‖2m holds for any m ∈ {1, 2}, and that E[‖Randk(x)‖21] ≥ k
2
d2
‖x‖21.
Let Ωk be the set of all the k-elements subsets of [d].
E[‖Randk(x)‖2m] =
∑
ω∈Ωk
1
|Ωk|
(
d∑
i=1
|xi|m · 1{i ∈ ω}
)2/m
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(a)
≥
∑
ω∈Ωk
1
|Ωk|
d∑
i=1
|xi|2 · 1{i ∈ ω}
=
d∑
i=1
x2i ·
1
|Ωk|
∑
ω∈Ωk
1{i ∈ ω}
=
d∑
i=1
x2i ·
1
|Ωk|
(
d− 1
k − 1
)
=
k
d
‖x‖22
Note that (a) holds only for m ∈ {1, 2}, and it is equality for m = 2. Now we show that
E[‖Randk(x)‖21] ≥ k
2
d2
‖x‖21.
E[‖Randk(x)‖21] ≥ (E[‖Randk(x)‖1])2
=
∑
ω∈Ωk
1
|Ωk|
d∑
i=1
|xi| · 1{i ∈ ω}
2
=
 d∑
i=1
|xi| · 1|Ωk|
∑
ω∈Ωk
1{i ∈ ω}
2
=
(
d∑
i=1
|xi| · 1|Ωk|
(
d− 1
k − 1
))2
=
k2
d2
‖x‖21
This completes the proof of Lemma 13.
Proof of Lemma 3. Fix an arbitrary x ∈ Rd and consider the following:
EC
∥∥∥∥‖Compk(x)‖m SignCompk(x)k − x
∥∥∥∥2
2
= EC
[‖Compk(x)‖2m
k
− 2
〈‖Compk(x)‖m SignCompk(x)
k
,x
〉
+ ‖x‖22
]
= EC
[‖Compk(x)‖2m
k
− 2‖Compk(x)‖m‖Compk(x)‖1
k
+ ‖x‖22
]
≤ ‖x‖22 −
EC‖Compk(x)‖2m
k
(28)
In (28) we used the fact that ‖ · ‖1 ≥ ‖ · ‖m for every m ≥ 1.
Case 1. When m = 1: Substituting EC‖Compk(x)‖21 ≥ max
{
k
d‖x‖22, k
2
d2
‖x‖21
}
(from (26)) in
(28) gives
EC
∥∥∥∥‖Compk(x)‖1 SignCompk(x)k − x
∥∥∥∥2
2
≤ ‖x‖22 −
1
k
max
{
k
d
‖x‖22,
k2
d2
‖x‖21
}
≤
[
1−max
{
1
d
,
k
d
( ‖Compk(x)‖1√
d‖Compk(x)‖2
)2}]
‖x‖22.
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Case 2. When m ≥ 2: Since ‖u‖p ≤ k
1
p
− 1
q ‖u‖q holds for every u ∈ Rk, whenever p ≤ q, using
this in (28) with q = m and p = 2 gives
EC
∥∥∥∥‖Compk(x)‖m SignCompk(x)k − x
∥∥∥∥2
2
≤ ‖x‖22 −
1
k
k
2
m
−1EC [‖Compk(x)‖22]
≤ ‖x‖22 −
1
k
k
2
m
−1(k/d)‖x‖22 (By Lemma 13)
=
[
1− k
2
m
−1
d
]
‖x‖22. (29)
This completes the proof of Lemma 3.
B Omitted Details from Section 3
B.1 Proof of Lemma 4
Lemma (Restating Lemma 4). Let gap(IT ) ≤ H and ηt = ξa+t , where ξ is a constant and
a > 4Hγ . Then there exists a constant C ≥ 4aγ(1−γ
2)
aγ−4H , such that the following holds for every
worker r ∈ [R] and for every t ∈ Z+:
E‖m(r)t ‖22 ≤ 4
η2t
γ2
CH2G2.
Proof. Fix an arbitrary worker r ∈ [R]. In order to prove the lemma, we need to show that
E‖m(r)t ‖2 ≤ 4 η
2
t
γ2
CH2G2 holds for every t ∈ [T ], where C ≥ 4aγ(1−γ2)aγ−4H . We show this separately
for two cases, depending on whether or not t ∈ IT . First consider the case when t ∈ IT . Let
IT = {t(1), t(2), . . . , t(l) = T}. Fix any i = 1, 2, . . . , l and consider E‖m(r)t(i+1)‖2. Note that local
memory m(r)t at any worker r and the global parameter vector xt do not change in between the
synchronization indices. We define m(r)t(0) := 0 for every r ∈ [R].
E‖m(r)t(i+1)‖2 = E‖m
(r)
t(i+1)−1 + xt(i+1)−1 − x̂
(r)
t(i+1)−12
− g(r)t(i+1)−1‖2
(a)
≤ (1− γ)E‖m(r)t(i+1)−1 + xt(i+1)−1 − x̂
(r)
t(i+1)−12
‖2
(b)
= (1− γ)E‖m(r)t(i) + xt(i) − x̂
(r)
t(i+1)−12
‖2
(c)
= (1− γ)E‖m(r)t(i) + x̂
(r)
t(i)
− x̂(r)
t(i+1)−12
‖2 (30)
Here (a) is due to the contraction property, (b) holds since the memory and master parameter
remain unchanged between two rounds of synchronization, and in (c) we used that x̂(r)t(i) = xt(i) ,
which holds for every r. Using the inequality ‖a+b‖2 ≤ (1 + τ)‖a‖2 + (1 + 1τ )‖b‖2, which holds
for every τ > 0, in (30) gives (take any p > 1 in the following):
E‖m(r)t(i+1)‖2 ≤ (1− γ)
[(
1 + (p−1)γp
)
E‖m(r)t(i)‖2 +
(
1 + p(p−1)γ
)
E‖x̂(r)t(i) − x̂
(r)
t(i+1)−12
‖2
]
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≤
(
1− γp
)
E‖m(r)t(i)‖2 +
(1−γ)(pγ+p)
(p−1)γ E‖x̂
(r)
t(i)
− x̂(r)
t(i+1)−12
‖2
=
(
1− γp
)
E‖m(r)t(i)‖2 +
p(1−γ2)
(p−1)γ E‖x̂
(r)
t(i)
− x̂(r)
t(i+1)−12
‖2
=
(
1− γp
)
E‖m(r)t(i)‖2 +
p(1−γ2)
(p−1)γ E‖
t(i+1)−1∑
j=t(i)
ηj∇fi(r)j
(
x̂
(r)
j
)
‖2
≤
(
1− γp
)
E‖m(r)t(i)‖2 +
p(1−γ2)
(p−1)γ η
2
t(i)
H2G2 (31)
In the last inequality (31) we used E‖∑t(i+1)−1j=t(i) ηj∇fi(r)j (x̂(r)j ) ‖2 ≤ η2t(i)H2G2, which can be
seen as follows:
E‖
t(i+1)−1∑
j=t(i)
ηj∇(r)f(ij)
(
x̂
(r)
j
)
‖2 = (t(i+1) − t(i))2E‖ 1(t(i+1)−t(i))
t(i+1)−1∑
j=t(i)
ηj∇fi(r)j
(
x̂
(r)
j
)
‖2
(a)
≤ (t(i+1) − t(i))
t(i+1)−1∑
j=t(i)
E‖ηj∇fi(r)j
(
x̂
(r)
j
)
‖2
(b)
≤ (t(i+1) − t(i))η2t(i)
t(i+1)−1∑
j=t(i)
E‖∇f
i
(r)
j
(
x̂
(r)
j
)
‖2
≤ (t(i+1) − t(i))η2t(i)(t(i+1) − t(i))G2
(c)
≤ η2t(i)H2G2
Here (a) holds by Jensen’s inequality, (b) holds since since ηt ≤ ηt(i)∀t ≥ t(i) and (c) holds
because (t(i+1) − t(i)) ≤ H. Define η˜t = 1a+t and A = ξ2H2G2. Using this in (31) gives
E‖m(r)t(i+1)‖2 ≤
(
1− γp
)
E‖m(r)t(i)‖2 +
p(1−γ2)
(p−1)γ η˜
2
t(i)
A. (32)
We want to show that E‖m(r)t(i)‖2 ≤ 4C
η˜2t(i)
γ2
A holds for every i = 1, 2, . . ., where C ≥ 4aγ(1−γ2)aγ−4H .
In fact we prove a slightly stronger bound that E‖m(r)t(i)‖2 ≤ C
η˜2t(i)
γ2
A holds for every i = 1, 2, . . ..
We prove this using induction on i.
Base case (i = 1): Note that m(r)t(1)−1 = m
(r)
0 = 0. Consider the following:
E‖m(r)t(1)‖2 = E‖xt(1)−1 − x̂t(1)−12 − g
(r)
t(1)−1‖2
≤ (1− γ)E‖xt(1)−1 − x̂t(1)−12 ‖
2
(a)
= (1− γ)E‖x̂(r)0 − x̂t(1)−12 ‖
2
= (1− γ)E‖
t(1)−1∑
j=0
ηj∇fi(r)j
(
x̂
(r)
j
)
‖2
≤ (1− γ)η20H2G2
= (1− γ)η˜20A
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Here (a) holds since xt(1)−1 = x0 = x̂
(r)
0 . It is easy to verify that (1− γ)η˜20A ≤ 4aγ(1−γ
2)
aγ−4H
η˜2t(1)
γ2
A.
To show this, we use η˜0η˜t(1)
=
a+t(1)
a ≤ a+Ha ≤ 2, where the first inequality follows from t(1) ≤ H
and the second inequality follows from a ≥ H. Now, since C ≥ 4aγ(1−γ2)aγ−4H , it follows that
E‖m(r)t(1)‖2 ≤ C
η˜2t(1)
γ2
A.
Inductive case: Assume E‖m(r)(i) ‖2 ≤ C
η˜2t(i)
γ2
A for some i ∈ Z+. We need to show that
E‖m(r)(i+1)‖2 ≤ C
η˜2t(i+1)
γ2
A. Using the inductive hypothesis in (32), we get
E‖m(r)(i+1)‖2 ≤
(
1− γp
)
C
η˜2t(i)
γ2
A+ p(1−γ
2)
(p−1)γ η˜
2
t(i)
A
= C
η˜2t(i)
γ2
A
(
1− γp + p(1−γ
2)
p−1
γ
C
)
= C
η˜2t(i)
γ2
A
(
1− γp
(
1− p2(1−γ2)(p−1)C
))
(33)
Claim 1. For any p > 1, if γp
(
1− p2(1−γ2)(p−1)C
)
≥ 2Ha , then η˜2t(i)
(
1− γp
(
1− p2(1−γ2)(p−1)C
))
≤ η˜2t(i+1)
holds.
Proof. Let γp
(
1− p2(1−γ2)(p−1)C
)
= βa . Since t(i+1) ≤ t(i) + H (which implies that η˜2t(i)+H ≤ η˜2t(i+1)),
it suffices to show that η˜2t(i)
(
1− βa
)
≤ η˜2t(i)+H holds whenever β ≥ 2H. For simplicity of
notation, let t = t(i). Note that η˜2t
(
1− βa
)
= (a−β)
a(a+t)2
. We show below that if β > 2H, then
a(a + t)2 ≥ (a + t + H)2(a − β). This proves our claim, because now we have (a−β)
a(a+t)2
≤
(a−β)
(a+t+H)2(a−β) =
1
(a+t+H)2
= η˜2t+H . It only remains to show that a(a+ t)
2 ≤ (a+ t+H)2(a− β)
holds if β ≥ 2H.
(a+ t+H)2(a− β) = ((a+ t)2 +H2 + 2H(a+ t)) (a− β)
= a(a+ t)2 + aH2 + 2Ha2 + 2Hat− β(a+ t)2 − βH2 − 2Hβ(a+ t)
= a(a+ t)2 + a(H2 + 2Ht− 2βt− 2Hβ) + a2(2H − β)
− βt2 − βH2 − 2Hβt
≤ a(a+ t)2.
The last inequality holds whenever β ≥ 2H.
Therefore we need γp
(
1− p2(1−γ2)(p−1)C
)
≥ 2Ha , which is equivalent to requiring C ≥ γap
2(1−γ2)
(p−1)(aγ−2pH) ,
where a > 2pHγ . Since this holds for every p > 1, by substituting p = 2, we get C ≥ 4γa(1−γ
2)
(aγ−4H) .
This together with (33) and Claim 1 implies that if C ≥ 4γa(1−γ2)(aγ−4H) , where a > 4H/γ, then
E‖m(r)(i+1)‖2 ≤ C
η˜2t(i+1)
γ2
A holds. This proves our inductive step.
We have shown that E‖m(r)t ‖2 ≤ 4C η˜
2
t
γ2
A holds when t ∈ IT . It only remains to show that
E‖m(r)t ‖2 ≤ 4C η˜
2
t
γ2
A also holds when t ∈ [T ]\IT . Let i ∈ Z+ be such that t(i) ≤ t < t(i+1), which
implies that η˜t(i) ≤ 2η˜t. Since local memory does not change in between the synchronization
indices, we have that m(r)t = m
(r)
t(i)
. Thus we have E‖m(r)t ‖2 = E‖m(r)t(i)‖2 ≤ C
η˜2t(i)
γ2
A ≤ 4C η˜2t
γ2
A.
This concludes the proof of Lemma 4.
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B.2 Proof of Lemma 5
Lemma (Restating Lemma 5). Let gap(IT ) ≤ H. Then the following holds for every worker
r ∈ [R] and for every t ∈ Z+:
E‖m(r)t ‖22 ≤ 4
η2(1− γ2)
γ2
H2G2.
Proof. Observe that (31) holds irrespective of the learning rate schedule. In particular, using a
fixed learning rate ηt = η for every t gives
E‖m(r)t(i+1)‖2 ≤
(
1− γ
p
)
E‖m(r)t(i)‖2 +
p(1− γ2)
(p− 1)γ η
2H2G2
When rolled out we see that the memory is upper bounded by a geometric sum.
E‖m(r)t(i+1)‖2 ≤
p(1− γ2)
(p− 1)γ η
2H2G2
∞∑
j=0
(
1− γ
p
)j
≤ p
2(1− γ2)
(p− 1)
η2
γ2
H2G2.
Note that the last inequality holds for every p > 1, and is minimized when p = 2. By plugging
p = 2, we get
E‖m(r)t(i+1)‖2 ≤
4(1− γ2)η2
γ2
H2G2.
Since the RHS does not depend on t, it follows that E‖m(r)t ‖2 ≤ 4(1−γ
2)η2
γ2
H2G2 holds for every
t ∈ [T ]. This completes the proof of Lemma 5.
B.3 Proof of Lemma 6
Lemma (Restating Lemma 6). Let x˜(r)t ,m
(r)
t , r ∈ [R], t ≥ 0 be generated according to Algo-
rithm 1 and let x̂(r)t be as defined in (4). Let x˜t =
1
R
∑R
r=1 x˜
(r)
t and x̂t =
1
R
∑R
r=1 x̂
(r)
t . Then we
have
x̂t − x˜t = 1
R
R∑
r=1
m
(r)
t ,
i.e., the difference of the true and the virtual sequence is equal to the average memory.
Proof. Now consider x̂t−x˜t = 1R
∑R
r=1 x̂
(r)
t −x˜(r)t . For the nearest tr+1 ∈ IT such that tr+1 ≤ t
and the nearest t′r + 1 ∈ IT such that t′r + 1 ≤ tr
x̂t − x˜t = 1
R
R∑
r=1
(
x̂
(r)
tr+1
− x˜(r)tr+1
)
=
1
R
R∑
r=1
(
xtr −
1
R
R∑
r=1
g
(r)
tr − (x˜
(r)
t′r+1
− (x̂(r)t′r+1 − x̂
(r)
tr+
1
2
))
)
(34)
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Here we used that x̂(r)t′r+1 − x̂
(r)
tr+
1
2
=
tr∑
j=t′r+1
ηj∇(r)f(ij)
(
x̂
(r)
j
)
. Substituting x̂(r)t′r+1 = xt′r+1 we get
x̂t − x˜t = 1
R
R∑
r=1
(
xtr −
1
R
R∑
r=1
g
(r)
tr − (x˜
(r)
t′r+1
− (xt′r+1 − x̂
(r)
tr+
1
2
))
)
= xt′r+1 −
1
R
R∑
r=1
g
(r)
tr − (x˜t′r+1 − (xt′r+1 − x̂tr+ 12 ))
= x̂t′r+1 − x˜t′r+1 + (xt′r+1 − x̂tr+ 12 )−
1
R
R∑
r=1
g
(r)
tr (35)
Now since xt′r+1 = xtr we have
x̂t − x˜t = x̂t′r+1 − x˜t′r+1 + (xtr − x̂tr+ 12 )−
1
R
R∑
r=1
g
(r)
tr (36)
On rolling out the expression in (36) we get
x̂t − x˜t = 1
R
R∑
r=1
 ∑
j:j+1∈IT
j≤tr
(
x
(r)
j − x̂(r)j+ 1
2
− g(r)j
)
=
1
R
R∑
r=1
m
(r)
tr+1
=
1
R
R∑
r=1
m
(r)
t (37)
Therefore x̂t− x˜t = 1R
∑R
r=1m
(r)
t is the average memory. This completes the proof of Lemma 6.
B.4 Proof of Lemma 7
Lemma (Restating Lemma 7). Let gap(IT ) ≤ H. For x̂(r)t generated according to Algorithm 1
with a fixed learning rate η and letting x̂t = 1R
∑R
r=1 x̂
(r)
t , we have the following bound on the
deviation of the local sequences:
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ η2G2H2.
Proof. To prove this, we follow the proof of Lemma 8 until (38) and put ηtr = η to get
1
R
∑R
r=1 E‖x̂t − x̂(r)t ‖2 ≤ η2G2H2.
B.5 Proof of Lemma 8
Lemma (Restating Lemma 8). Let gap(IT ) ≤ H. By running Algorithm 1 with a decaying
learning rate ηt, we have
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ 4η2tG2H2.
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Proof. We show this along the lines of the proof of [Sti19, Lemma 3.3]. We need to upper-bound
1
R
∑R
r=1 E‖x̂t − x̂(r)t ‖2. Note that for any R vectors u1, . . . ,uR, if we let u¯ = 1R
∑r
i=1 ui, then∑n
i=1 ‖ui − u¯‖2 ≤
∑R
i=1 ‖ui‖2. We use this in the first inequality below.
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 =
1
R
R∑
r=1
E‖x̂(r)t − x̂(r)tr − (x̂t − x̂
(r)
tr )‖2
≤ 1
R
R∑
r=1
E‖x̂(r)t − x̂(r)tr ‖2
≤ η2trG2H2 (38)
≤ 4η2tG2H2 (39)
The last inequality (39) uses ηtr ≤ 2ηtr+H ≤ 2ηt and t− tr ≤ H.
B.6 Proof of Theorem 1
Proof. Let x∗ be the minimizer of f(x), therefore we denote f(x∗) by f∗. For the purpose of
reusing the proof later while proving Theorem 2, we start off with the decaying learning rate ηt
until (43) and then switch to the fixed learning rate η. Note that the proof remains the same
until (43) irrespective of the learning rate schedule; in particular, we can take ηt = η and the
same proof holds until (43).
By the definition of L-smoothness, we have
f(x˜t+1)− f(x˜t) ≤ 〈∇f(x˜t), x˜t+1 − x˜t〉+ L
2
‖x˜t+1 − x˜t‖2
= −ηt〈∇f(x˜t),pt〉+ η
2
tL
2
‖pt‖2
= −ηt〈∇f(x˜t),pt〉+ η
2
tL
2
‖pt − pt + pt‖2
≤ −ηt〈∇f(x˜t),pt〉+ η2tL‖pt − pt‖2 + η2tL‖pt‖2 (Using Jensen’s Inequality)
= −ηt
R
R∑
r=1
〈∇f(x˜t),∇fi(r)t (x̂
(r)
t )〉+ η2tL‖
1
R
R∑
r=1
∇f (r)(x̂(r)t )‖2 + η2tL‖pt − pt‖2
Define it as the set of random sampling of the mini-batches at each worker {i(1)t , i(2)t , . . . , i(R)t }.
Taking expectation w.r.t. the sampling at time t (conditioned on the past) and using the lipschitz
continuity of the gradients of local functions gives
Eit [f(x˜t+1)]− f(x˜t) ≤ −
ηt
2
(
‖∇f(x˜t)‖2 + ‖ 1
R
R∑
r=1
∇f (r)(x̂(r)t )‖2 − ‖∇f(x˜t)−
1
R
R∑
r=1
∇f (r)(x̂(r)t )‖2
)
+ η2tL‖
1
R
R∑
r=1
∇f (r)(x̂(r)t )‖2 +
η2tL
bR2
R∑
r=1
σ2r
≤ − ηt
2R
R∑
r=1
(
‖∇f(x˜t)‖2 − L2‖x˜t − x̂(r)t ‖2
)
+
2η2tL− ηt
2
‖ 1
R
R∑
r=1
∇f (r)(x̂(r)t )‖2
+
η2tL
bR2
R∑
r=1
σ2r
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= − ηt
2R
R∑
r=1
(
‖∇f(x˜t)‖2 + L2‖x˜t − x̂(r)t ‖2
)
+
2η2tL− ηt
2R
R∑
r=1
‖∇f(x̂(r)t )‖2
+
η2tL
bR2
R∑
r=1
σ2r +
ηtL
2
R
R∑
r=1
‖x˜t − x̂(r)t ‖2. (40)
We bound the first term in terms of ‖∇f(x̂(r)t )‖2 as follows:
‖∇f(x̂(r)t )‖2 ≤ 2‖∇f(x̂(r)t )−∇f(x˜t)‖2 + 2‖∇f(x˜t)‖2
≤ 2L2‖x̂(r)t − x˜t‖2 + 2‖∇f(x˜t)‖2, (41)
where the 2nd inequality follows from the smoothness (L-Lipschitz gradient) assumption. Using
this and that ηt ≤ 12L in (40) and rearranging terms give
ηt
4R
R∑
r=1
‖∇f(x̂(r)t )‖2 ≤ f(x˜t)− E(it)[f(x˜t+1)] +
η2tL
bR2
R∑
r=1
σ2r +
ηtL
2
R
R∑
r=1
‖x˜t − x̂(r)t ‖2 (42)
Taking expectation w.r.t. to the entire process and using the inequality ‖u+v‖2 ≤ 2‖u‖2+2‖v‖2
gives
ηt
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2tL
bR2
R∑
r=1
σ2r + 2ηtL
2E‖x˜t − x̂t‖2
+ 2ηtL
2 1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 (43)
Observe that (43) holds irrespective of the learning rate schedule. In particular, if we take a
fixed learning rate ηt = η ≤ 12L in (43), we get
η
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2L
bR2
R∑
r=1
σ2r + 2ηL
2E‖x˜t − x̂t‖2
+ 2ηL2
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 (44)
Lemma 6 and Lemma 5 together imply E‖x̂t − x˜t‖2 ≤ 4η
2(1−γ2)
γ2
G2H2. We also have from
Lemma 7 that 1R
∑R
r=1 E‖x̂t − x̂(r)t ‖2 ≤ η2G2H2. Substituting these in (44) gives
η
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2L
bR2
R∑
r=1
σ2r + 8
η3(1− γ2)
γ2
L2G2H2
+ 2η3L2G2H2 (45)
By taking a telescopic sum from t = 0 to t = T − 1, we get
1
4RT
T−1∑
t=0
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤
E[f(x˜0)]− f∗
ηT
+
ηL
bR2
R∑
r=1
σ2r + 8
η2(1− γ2)
γ2
L2G2H2
+ 2η2L2G2H2 (46)
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Take η = Ĉ√
T
, where Ĉ is a constant (that satisfies Ĉ <
√
T
2L ). For example, we can take Ĉ =
1
2L .
This gives
1
RT
T−1∑
t=0
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤
(
E[f(x0)]− f∗
Ĉ
+
ĈL
bR2
R∑
r=1
σ2r
)
4√
T
+ 8
(
4
(1− γ2)
γ2
+ 1
)
Ĉ2L2G2H2
T
.
(47)
Sample a parameter zT from
{
x̂
(r)
t
}
for r = 1, . . . , R and t = 0, 1, . . . , T − 1 with probability
Pr[zT = x̂
(r)
t ] =
1
RT , which implies E‖zT ‖2 = 1RT
∑T−1
t=0
∑R
r=1 E‖∇f(x̂(r)t )‖2. Using this in (47)
gives
E‖zT ‖2 =
(
E[f(x0)]− f∗
Ĉ
+
ĈL
bR2
R∑
r=1
σ2r
)
4√
T
+ 8
(
4
(1− γ2)
γ2
+ 1
)
Ĉ2L2G2H2
T
.
This completes the proof of Theorem 1.
B.7 Proof of Theorem 2
Proof. Observe that we can use the proof of Theorem 1 exactly until (43), for ηt ≤ 12L (which
follows from our assumption that a ≥ 2ξL), which gives
ηt
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2tL
bR2
R∑
r=1
σ2r + 2ηtL
2E‖x˜t − x̂t‖2
+ 2ηtL
2 1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 (48)
We have from Lemma 8 that 1R
∑R
r=1 E‖x̂t−x̂(r)t ‖2 ≤ 4η2tG2H2. Lemma 6 and Lemma 4 together
imply that E‖x̂t − x˜t‖2 ≤ 1R
∑R
r=1 ‖m(r)t ‖2 ≤ C 4η
2
t
γ2
G2H2. Using these bounds in (48) gives
ηt
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x˜t)]− E[f(x˜t+1)] +
η2tL
bR2
R∑
r=1
σ2r +
8η3t
γ2
CL2G2H2 + 8η3tL
2G2H2
Taking a telescopic sum from t = 0 to t = T − 1 gives
T−1∑
t=0
ηt
4R
R∑
r=1
E‖∇f(x̂(r)t )‖2 ≤ E[f(x0)]− f∗ +
L
∑R
r=1 σ
2
r
bR2
T−1∑
t=0
η2t +
(
8C
γ2
+ 8
)
L2G2H2
T−1∑
t=0
η3t .
(49)
Let δt := ηt4R and PT :=
∑T−1
t=0
∑R
r=1 δt. We show at the end of this proof that PT ≥ ξ4 ln
(
T+a−1
a
)
,∑T−1
t=0 η
2
t ≤ ξ
2
a−1 , and that
∑T−1
t=0 η
3
t ≤ ξ
3
2(a−1)2 . Using these in (49) yields
1
PT
T−1∑
t=0
R∑
r=1
δtE‖∇f(x̂(r)t )‖2 ≤
Ef(x0)− f∗
PT
+
Lξ2
bR2(a− 1)
∑R
r=1 σ
2
PT
+
(
8C
γ2
+ 8
)
L2G2H2
ξ3
2PT (a− 1)2 (50)
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We therefore can show a weak convergence result, i.e.,
min
t∈{0,...,T−1}, r∈[R]
E‖∇f(x̂(r)t )‖2 T→∞−−−−→ 0. (51)
Sample a parameter zT from
{
x̂
(r)
t
}
for r = 1, . . . , R and t = 0, 1, . . . , T − 1 with probability
Pr[zT = x̂
(r)
t ] =
δt
PT
. This gives E‖∇f(zT )‖2 = 1PT
∑T−1
t=0
∑R
r=1 δtE‖∇f(x̂(r)t )‖2. We therefore
have the following from (50)
E‖∇f(zT )‖2 ≤ Ef(x0)− f
∗
PT
+
Lξ2
∑R
r=1 σ
2
bR2(a− 1)PT +
(
8C
γ2
+ 8
)
ξ3L2G2H2
2(a− 1)2PT
Since mint∈{0,...,T−1}, r∈[R] E‖∇f(x̂(r)t )‖2, we have a weak convergence result:
min
t∈{0,...,T−1}, r∈[R]
E‖∇f(x̂(r)t )‖2 T→∞−−−−→ 0.
Bounding the terms PT ,
∑T−1
t=0 η
2
t and
∑T−1
t=0 η
3
t :
PT =
1
4
T−1∑
t=0
ηt ≥ 1
4
T−1∑
t=0
ηt ≥ ξ
4
ln
(
T + a− 1
a
)
T−1∑
t=0
η2t ≤ ξ2
(
1
a− 1 −
1
T + a− 1
)
=
ξ2T
(a− 1)(T + a− 1) ≤
ξ2
a− 1
T−1∑
t=0
η3t ≤
ξ3
2
(
1
(a− 1)2 −
1
(T + a− 1)2
)
≤ ξ
3
2(a− 1)2
This completes the proof of Theorem 2.
B.8 Proof of Theorem 3
Proof. Let x∗ be the minimizer of f(x), therefore we have ∇f(x∗) = 0. We denote f(x∗) by
f∗. By taking the average of the virtual sequences x˜(r)t+1 = x˜
(r)
t − ηt∇fi(r)t
(
x̂
(r)
t
)
for each worker
r ∈ [R] and defining pt := 1R
∑R
r=1∇fi(r)t
(
x̂
(r)
t
)
, we get
x˜t+1 = x˜t − ηtpt. (52)
Define it as the set of random sampling of the mini-batches at each worker {i(1)t , i(2)t , . . . , i(R)t }
and let pt = Eit [pt]. From (52) we can get
‖x˜t+1 − x∗‖2 = ‖x˜t − x∗ − ηtpt‖2 + η2t ‖pt − pt‖2 − 2ηt 〈x˜t − x∗ − ηtpt,pt − pt〉 (53)
Taking the expectation w.r.t. the sampling it at time t (conditioning on the past) and noting
that last term in (53) becomes zero gives:
Eit‖x˜t+1 − x∗‖2 = ‖x˜t − x∗ − ηtpt‖2 + η2tEit‖pt − pt‖2 (54)
It follows from the Jensen’s inequality and independence that Eit‖pt − pt‖2 ≤
∑R
r=1 σ
2
r
bR2
. This
gives
Eit‖x˜t+1 − x∗‖2 ≤ ‖x˜t − x∗ − ηtpt‖2 + η2t
∑R
r=1 σ
2
r
bR2
. (55)
Now we bound the first term on the RHS.
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Lemma 14. If ηt ≤ 14L , then we have
‖x˜t − x∗ − ηtpt‖2 ≤
(
1− µηt
2
)
‖x˜t − x∗‖2 − ηtµ
2L
(f(x̂t)− f∗)
+ ηt
(
3µ
2
+ 3L
)
‖x̂t − x˜t‖2 + 3ηtL
R
R∑
r=1
‖x̂t − x̂(r)t ‖2 (56)
Proof.
‖x˜t − x∗ − ηtpt‖2 = ‖x˜t − x∗‖2 + η2t ‖pt‖2 − 2ηt 〈x˜t − x∗,pt〉 (57)
Using the definition of pt we have
‖pt‖2 = ‖
1
R
R∑
r=1
(
∇f (r)
(
x̂
(r)
t
)
−∇f (r)(x˜t)
)
+∇f(x˜t)−∇f(x∗)‖2
≤ 1
R
R∑
r=1
2‖∇f (r)
(
x̂
(r)
t
)
−∇f (r)(x˜t)‖2 + 2‖∇f(x˜t)−∇f (x∗) ‖2
≤ 2L
2
R
R∑
r=1
‖x̂(r)t − x˜t‖+ 2‖∇f(x˜t)−∇f (x∗) ‖2 (58)
By the definition of smoothness, we have ‖∇f (x˜t) − ∇f (x∗) ‖2 ≤ 2L (f (x˜t)− f(x∗)), where
∇f(x∗) = 0. Substituting this in (58) gives
η2t ‖pt‖2 ≤
2η2tL
2
R
R∑
r=1
‖x̂(r)t − x˜t‖+ 4η2tL (f (x˜t)− f(x∗)) (59)
Now we bound the last term of (57). By definition, we have
−2ηt 〈x˜t − x∗,pt〉 = −2
ηt
R
R∑
r=1
〈
x̂
(r)
t − x∗,∇f (r)
(
x̂
(r)
t
)〉
− 2ηt
R
R∑
r=1
〈
x˜t − x̂(r)t ,∇f (r)
(
x̂
(r)
t
)〉
(60)
For the first term on the RHS of (60), we can use strong convexity
−2
〈
x̂
(r)
t − x∗,∇f (r)
(
x̂
(r)
t
)〉
≤ −2
(
f (r)
(
x̂
(r)
t
)
− f (r)(x∗)
)
− µ‖x̂(r)t − x∗‖2 (61)
For the second term on the RHS of (60), we can use the following by smoothness.
−2
〈
x˜t − x̂(r)t ,∇f (r)
(
x̂
(r)
t
)〉
≤ L‖x˜t − x̂(r)t ‖2 + 2
(
f (r)
(
x̂
(r)
t
)
− f (r) (x˜t)
)
(62)
Using (61)-(62) in (60) we get
−2ηt 〈x˜t − x∗,pt〉 ≤ −
2ηt
R
R∑
r=1
(
f (r) (x˜t)− f (r)(x∗)
)
− ηtµ
R
R∑
r=1
‖x̂(r)t − x∗‖2 +
Lηt
R
R∑
r=1
‖x˜t − x̂(r)t ‖2
= −2ηt (f (x˜t)− f(x∗))− ηtµ
R
R∑
r=1
‖x̂(r)t − x∗‖2 + L
ηt
R
R∑
r=1
‖x˜t − x̂(r)t ‖2 (63)
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Adding (59) and (63) and using a ≥ 32L/µ which implies ηt ≤ 1/4L yields
η2t ‖pt‖2 − 2ηt 〈x˜t − x∗,pt〉 ≤ −2ηt(1− 2ηtL) (f (x˜t)− f∗)−
ηtµ
R
R∑
r=1
‖x̂(r)t − x∗‖2
+
Lηt + 2η
2
tL
2
R
R∑
r=1
‖x˜t − x̂(r)t ‖2
≤ −ηt (f (x˜t)− f∗)− ηtµ‖x̂t − x∗‖2
+
3Lηt
R
R∑
r=1
(
‖x˜t − x̂t‖2 + ‖x̂t − x̂(r)t ‖2
)
(64)
Since ‖x+ y‖2 ≤ 2‖x‖2 + 2‖y‖2, we have
−‖x̂t − x∗‖2 ≤ ‖x̂t − x˜t‖2 − 1
2
‖x˜t − x∗‖2 (65)
Using (65) in (64) and then substituting (64) in (57) gives
‖x˜t − x∗ − ηtpt‖2 ≤
(
1− µηt
2
)
‖x˜t − x∗‖2 − ηt (f (x˜t)− f∗)
+ ηt (µ+ 3L) ‖x̂t − x˜t‖2 + 3Lηt
R
R∑
r=1
‖x̂t − x̂(r)t ‖2 (66)
Using strong convexity of f we have
‖x˜t − x∗ − ηtpt‖2 ≤
(
1− µηt
2
)
‖x˜t − x∗‖2 − ηtµ
2
‖x˜t − x∗‖2
+ ηt (µ+ 3L) ‖x̂t − x˜t‖2 + 3Lηt
R
R∑
r=1
‖x̂t − x̂(r)t ‖2 (67)
Now use −‖x˜t − x∗‖2 ≤ ‖x˜t − x̂t‖2 − 12‖x̂t − x∗‖2 We get
‖x˜t − x∗ − ηtpt‖2 ≤
(
1− µηt
2
)
‖x˜t − x∗‖2 − ηtµ
4
‖x̂t − x∗‖2
+ ηt
(
3µ
2
+ 3L
)
‖x̂t − x˜t‖2 + 3Lηt
R
R∑
r=1
‖x̂t − x̂(r)t ‖2
≤
(
1− µηt
2
)
‖x˜t − x∗‖2 − ηtµ
2L
(f(x̂t)− f∗) (Using smoothness of f(x))
+ ηt
(
3µ
2
+ 3L
)
‖x̂t − x˜t‖2 + 3Lηt
R
R∑
r=1
‖x̂t − x̂(r)t ‖2 (68)
This completes the proof of Lemma 14.
Using (68) in (55) and then taking the expectation over the entire process gives
E‖x˜t+1 − x∗‖2 ≤
(
1− µηt
2
)
E‖x˜t − x∗‖2 − ηtµ
2L
(E[f(x̂t)]− f∗)
+ ηt
(
3µ
2
+ 3L
)
E‖x̂t − x˜t‖2 + 3ηtL
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 + η2t
∑R
r=1 σ
2
r
bR2
(69)
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From Lemma 8, we have 1R
∑R
r=1 E‖x̂t − x̂(r)t ‖2 ≤ 4η2tG2H2. Lemma 6 and Lemma 4 together
imply that E‖x̂t− x˜t‖2 ≤ 4C η
2
t
γ2
H2G2. Substituting these back in (69) and letting et = E[f(x̂t)−
f∗] gives
E‖x˜t+1 − x∗‖2 ≤
(
1− µηt
2
)
E‖x˜t − x∗‖2 − µηt
2L
et + ηt
(
3µ
2
+ 3L
)
C
4η2t
γ2
G2H2
+ (3Lηt)4η
2
tLG
2H2 + η2t
∑R
r=1 σ
2
r
bR2
(70)
Now using ηt ≤ 1/4L we have
E‖x˜t+1 − x∗‖2 ≤
(
1− µηt
2
)
E‖x˜t − x∗‖2 − µηt
2L
et + ηt
(
3µ
2
+ 3L
)
C
4η2t
γ2
G2H2
+ (3ηtL)4η
2
tLG
2H2 + η2t
∑R
r=1 σ
2
r
bR2
(71)
Employing a slightly modified Lemma 3.3 from [SCJ18] with at = E‖x˜t − x∗‖2. A =
∑R
r=1 σ
2
r
bR2
and B = 4
((
3µ
2 + 3L
)
CG2H2
γ2
+ 3L2G2H2
)
, we have
at+1 ≤
(
1− µηt
2
)
at − µηt
2L
et + η
2
tA+ η
3
tB (72)
For ηt = 8µ(a+t) and wt = (a+ t)
2, ST =
∑T−1
t=o ≥ T
3
3 we have
µ
2LST
T−1∑
t=0
wtet ≤ µa
3
8ST
a0 +
4T (T + 2a)
µST
A+
64T
µ2ST
B (73)
From convexity we can finally write
Ef (xT )− f∗ ≤ La
3
4ST
a0 +
8LT (T + 2a)
µ2ST
A+
128LT
µ3ST
B (74)
Where xT := 1ST
∑T−1
t=0
[
wt
(
1
R
∑R
r=1 x̂
(r)
t
)]
= 1ST
∑T−1
t=0 wtx̂t. This completes the proof of
Theorem 3.
C Omitted Details from Section 4
As before, in order to prove our results in the asynchronous setting, we define virtual sequences
for every worker r ∈ [R] and for all t ≥ 0 as follows:
x˜
(r)
0 := x̂
(r)
0 x˜
(r)
t+1 := x˜
(r)
t − ηt∇fi(r)t
(
x̂
(r)
t
)
Define
1. x˜t+1 := 1R
∑R
r=1 x˜
(r)
t+1 = x˜t − ηtR
∑R
r=1∇fi(r)t
(
x̂
(r)
t
)
2. pt := 1R
∑R
r=1∇fi(r)t
(
x̂
(r)
t
)
3. pt := E(it)[pt] =
1
R
∑R
r=1∇f (r)
(
x̂
(r)
t
)
4. x̂t = 1R
∑R
r=1 x̂
(r)
t
5. I(r)T = {t(r)(i) : i ∈ Z+, t
(r)
(i) ∈ [T ], |t
(r)
(i) − t
(r)
(j)| ≤ H,∀|i− j| ≤ 1}
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C.1 Proof of Lemma 9
Lemma (Restating Lemma 9). Let gap(I(r)T ) ≤ H holds for every r ∈ [R]. For x̂(r)t generated
according to Algorithm 2 with decaying learning rate ηt and letting x̂t = 1R
∑R
r=1 x̂
(r)
t , we have
the following bound on the deviation of the local sequences:
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ 8(1 + C ′′H2)η2tG2H2,
where C ′′ = 8(4− 2γ)(1 + C
γ2
) and C is a constant satisfying C ≥ 4aγ(1−γ2)aγ−4H .
Proof. Fix a time t and consider any worker r ∈ [R]. Let tr ∈ I(r)T denote the last synchroniza-
tion step until time t for the r’th worker. Define t′0 := minr∈[R] tr. We need to upper-bound
1
R
∑R
r=1 E‖x̂t − x̂(r)t ‖2. Note that for any R vectors u1, . . . ,uR, if we let u¯ = 1R
∑r
i=1 ui, then∑n
i=1 ‖ui − u¯‖2 ≤
∑R
i=1 ‖ui‖2. We use this in the first inequality below.
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 =
1
R
R∑
r=1
E‖x̂(r)t − x¯t′0 − (x̂t − x¯t′0)‖2
≤ 1
R
R∑
r=1
E‖x̂(r)t − x¯t′0‖2
≤ 2
R
R∑
r=1
E‖x̂(r)t − x̂(r)tr ‖2 +
2
R
R∑
r=1
E‖x̂(r)tr − x¯t′0‖2 (75)
We bound both the terms separately. For the first term:
E‖x̂(r)t − x̂(r)tr ‖2 = E‖
t−1∑
j=tr
ηj∇fi(r)j
(
x̂
(r)
j
)
‖2
≤ (t− tr)
t−1∑
j=tr
E‖ηj∇fi(r)j
(
x̂
(r)
j
)
‖2
≤ (t− tr)2η2trG2
≤ 4η2tH2G2. (76)
The last inequality (76) uses ηtr ≤ 2ηtr+H ≤ 2ηt and t− tr ≤ H. To bound the second term of
(75), note that we have
x¯
(r)
tr = x¯t′0 −
1
R
R∑
s=1
tr−1∑
j=t′0
1{j + 1 ∈ I(s)T }g(s)j . (77)
Note that x̂(r)tr = x¯
(r)
tr , because at synchronization steps, the local parameter vector becomes
equal to the global parameter vector. Using this, the Jensen’s inequality, and that ‖1{j + 1 ∈
I(s)T }g(s)j ‖2 ≤ ‖g(s)j ‖2, we can upper-bound (77) as
E‖x̂(r)tr − x¯t′0‖2 ≤
(tr − t′0)
R
R∑
s=1
tr∑
j=t′0
E‖g(s)j ‖2 (78)
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Now we bound E‖g(s)j ‖2 for any j ∈ {t′0, . . . , tr} and s ∈ [R]: Since E‖QCompk(u)‖2 ≤ B‖u‖2
holds for every u, with B = (4− 2γ),5 we have for any s ∈ [R] that
E‖g(s)j ‖2 ≤ BE‖m(s)j + x(s)j − x̂(s)j+ 1
2
‖2 (79)
≤ 2BE‖m(s)j ‖2 + 2BE‖x(s)j − x̂(s)j+ 1
2
‖2 (80)
Observe that the proof of Lemma 4 does not depend on the synchrony of the network; it only
uses the fact that gap(I(s)T ) ≤ H for any worker s ∈ [R]. Therefore, we can directly use Lemma 4
to bound the first term in (76) as E‖m(s)j ‖2 ≤ 4C
η2j
γ2
H2G2. In order to bound the second term
of (76), note that x(s)j = x̂
(s)
t′0
, which implies that ‖x(s)j − x̂(s)j+ 1
2
‖2 = ‖∑j
l=t′0
ηl∇fi(r)l
(
x̂
(s)
l
)
‖2.
Taking expectation yields E‖x(s)j − x̂(s)j+ 1
2
‖2 ≤ 4η2t′0H
2G2. Using these in (80) gives
E‖g(s)j ‖2 ≤ 8B
(
1 +
C
γ2
)
η2t′0
H2G2. (81)
Since t′0 ≤ t ≤ t′0 + H, we have ηt′0 ≤ 2ηt′0+H ≤ 2ηt. Putting the bound on E‖g
(s)
j ‖2 (after
substituting ηn′0 ≤ 2ηt in (81)) in (78) gives
E‖x̂(r)tr − x¯t′0‖2 ≤ 32B
(
1 +
C
γ2
)
η2tH
4G2. (82)
Putting this and the bound from (76) back in (75) gives
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 ≤ 8η2tH2G2 + 64B
(
1 +
C
γ2
)
η2tH
4G2
≤ 8
[
1 + 8BH2
(
1 +
C
γ2
)]
η2tH
2G2.
This completes the proof of Lemma 9.
C.2 Proof of Lemma 10
Lemma (Restating Lemma 10). Let gap(I(r)T ) ≤ H holds for every r ∈ [R]. By running
Algorithm 2 with fixed learning rate η, we have
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖22 ≤ (2 +H2C ′)η2G2H2,
where C ′ = ( 16
γ2
− 12)(4− 2γ).
Proof. From (79) and (80) and using the fact that for a given QC operator, we show that
E‖QC(u)‖2 ≤ B‖u‖2 holds for every u
E‖g(s)j ‖2 ≤ 2BE‖m(s)j ‖2 + 2Bη2H2G2
≤ 8B (1− γ
2)η2
γ2
H2G2 + 2η2BH2G2
= 2B
(
4
γ2
− 3
)
η2H2G2 (83)
5This can be seen as follows: E‖QC(u)‖2 ≤ 2E‖u−QC(u)‖2 + 2‖u‖2 ≤ 2(1− γ)‖u‖2 + 2‖u‖2.
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For a fixed learning rate η, using (83) and following similar analysis as in (76) we can bound
the first term in (75) as follows
E‖x̂(r)t − x̂(r)tr ‖2 ≤ η2H2G2 (84)
Similarly as in (77)-(81) we can bound the second term in (75) as follows
E‖x̂(r)tr − x¯t′0‖2 ≤ 2B
(
4
γ2
− 3
)
η2H4G2 (85)
Using (84) and (85) in (75) we can show that
1
R
R∑
r=1
E‖x̂t − x̂(r)t ‖2 ≤
[
2 + 4BH2
(
4
γ2
− 3
)]
η2H2G2 (86)
This completes the proof of Lemma 10.
C.3 Proof of Lemma 11
Lemma (Restating Lemma 11). Let gap(I(r)T ) ≤ H holds for every r ∈ [R]. If we run Al-
gorithm 2 with a decaying learning rate ηt, then we have the following bound on the difference
between the true and virtual sequences:
E‖x̂t − x˜t‖22 ≤ C ′η2tH4G2 + 12C
η2t
γ2
G2H2,
where C ′ = 192(4− 2γ)
(
1 + C
γ2
)
and C is a constant satisfying C ≥ 4aγ(1−γ2)aγ−4H .
Proof. Fix a time t and consider any worker r ∈ [R]. Let tr ∈ I(r)T denote the last synchronization
step until time t for the r’th worker. Define t′0 := minr∈[R] tr. We want to bound E‖x̂t − x˜t‖2.
Note that in the synchronous case, we have shown in Lemma 6 that x̂t − x̂t = 1R
∑R
r=1m
(r)
t .
This does not hold in the asynchronous setting, which makes upper-bounding E‖x̂t − x˜t‖2 a
bit more involved. By definition x̂t − x˜t = 1R
∑R
r=1
(
x̂
(r)
t − x˜(r)t
)
. By the definition of virtual
sequences and the update rule for x̂(r)t , we also have x̂t − x˜t = 1R
∑R
r=1
(
x̂
(r)
tr − x˜
(r)
tr
)
. This can
be written as
x̂t − x˜t =
[
1
R
R∑
r=1
x̂
(r)
tr − x¯t′0
]
+
[
x¯t′0 − x¯t
]
+
[
x¯t − 1
R
R∑
r=1
x˜
(r)
tr
]
(87)
Applying Jensen’s inequality and taking expectation gives
E‖x̂t − x˜t‖2 ≤
[
3
R
R∑
r=1
E‖x̂(r)tr − x¯t′0‖2
]
+
[
3E‖x¯t′0 − x¯t‖2
]
+
[
3E‖x¯t − 1
R
R∑
r=1
x˜
(r)
tr ‖2
]
(88)
We bound each of the three terms of (88) separately. We have upper-bounded the first term
earlier in (82), which is
E‖x̂(r)tr − x¯t′0‖2 ≤ 32B
(
1 +
C
γ2
)
η2tH
4G2, (89)
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where B = (4− 2γ). To bound the second term of (88), note that
x¯t = x¯0 − 1
R
R∑
r=1
tr−1∑
j=0
1{j + 1 ∈ I(r)T }g(r)j (90)
= x¯t′0 −
1
R
R∑
r=1
tr−1∑
j=t′0
1{j + 1 ∈ I(r)T }g(r)j (91)
By applying Jensen’s inequality, using ‖1{j+ 1 ∈ I(r)T }g(r)j ‖2 ≤ ‖g(r)j ‖2, and taking expectation,
we can upper-bound (91) as
E‖x¯t′0 − x¯t‖2 ≤
(tr − t′0)
R
R∑
r=1
tr∑
j=t′0
E‖g(r)j ‖2
Using the bound on E‖g(r)j ‖2’s from (82) gives
E‖x¯t′0 − x¯t‖2 ≤ 32B
(
1 +
C
γ2
)
η2tH
4G2. (92)
To bound the last term of (88), note that
x˜
(r)
tr = x¯0 −
tr−1∑
j=0
ηj∇fi(r)j
(
x̂
(r)
j
)
(93)
From (90) and (93), we can write
x¯t − 1
R
R∑
r=1
x˜
(r)
tr =
1
R
R∑
r=1
tr−1∑
j=0
ηj∇(r)f(ij)
(
x̂
(r)
j
)
−
tr−1∑
j=0
1{j + 1 ∈ I(r)T }g(r)j
 (94)
Let t(1)r and t
(2)
r be two consecutive synchronization steps in I(r)T . Then, by the update rule of
x̂
(r)
t , we have x̂
(r)
t
(1)
r
− x̂(r)
t
(2)
r − 12
=
∑t(2)r −1
j=t
(1)
r
∇f
i
(r)
j
(
x̂
(r)
j
)
. Since x(r)
t
(1)
r
= x̂
(r)
t
(1)
r
and the workers do not
modify their local x(r)t ’s in between the synchronization steps, we have x
(r)
t
(2)
r −1
= x
(r)
t
(1)
r
= x̂
(r)
t
(1)
r
.
Therefore, we can write
x
(r)
t
(2)
r −1
− x̂(r)
t
(2)
r − 12
=
t
(2)
r −1∑
j=t
(1)
r
∇f
i
(r)
j
(
x̂
(r)
j
)
. (95)
Using (95) for every consecutive synchronization steps, we can equivalently write (94) as
x¯t − 1
R
R∑
r=1
x˜
(r)
tr =
1
R
R∑
r=1
 ∑
j:j+1∈I(r)T
j≤tr−1
(
x
(r)
j − x̂(r)j+ 1
2
− g(r)j
)
=
1
R
R∑
r=1
m
(r)
tr
=
1
R
R∑
r=1
m
(r)
t (96)
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In the last inequality, we used the fact that the workers do not update their local memory
in between the synchronization steps. For the reasons given in the proof of Lemma 9, we
can directly apply Lemma 4 to bound the local memories and obtain E‖ 1R
∑R
r=1m
(r)
t ‖2 ≤
1
R
∑R
r=1 E‖m(r)t ‖2 ≤ 4C η
2
t
γ2
G2H2. This implies
E‖x¯t − 1
R
R∑
r=1
x˜
(r)
tr ‖2 ≤ 4C
η2t
γ2
G2H2. (97)
Putting the bounds from (89), (92), and (97) in (88) and using B = (4− 2γ) give
E‖x̂t − x˜t‖2 ≤ 192(4− 2γ)
(
1 +
C
γ2
)
η2tH
4G2 + 12C
η2t
γ2
G2H2.
This completes the proof of Lemma 11.
C.4 Proof of Lemma 12
Lemma (Restating Lemma 12). Let gap(I(r)T ) ≤ H holds for every r ∈ [R]. If we run Algo-
rithm 2 with a fixed learning rate η, we have
E‖x̂t − x˜t‖22 ≤ 6C ′η2H4G2 +
12η2(1− γ2)
γ2
G2H2,
where C ′ = (4− 2γ)
(
8
γ2
− 6
)
.
Proof. For a constant learning rate the first term in (88) has been bounded earlier in (85).
Following similar steps as in (91) we would have
E‖x¯t′0 − x¯t‖2 ≤ 2B
(
4
γ2
− 3
)
η2H4G2. (98)
Finally, using (85),(96), Lemma 5 and (98) in (88) we have
E‖x̂t − x˜t‖2 ≤ 12B
(
4
γ2
− 3
)
η2H4G2 +
12η2(1− γ2)
γ2
G2H2, (99)
where B = (4− 2γ). This completes the proof of Lemma 12.
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