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Abstract
In the last few years, there have been a lot of interests in wireless ad-hoc networks as
they have remarkable commercial and military applications. Such wireless networks
have the beneﬁt of avoiding a wired infrastructure. However, signal fading is a severe
problem for wireless communications particularly for the multi-hop transmissions in
the ad-hoc networks. Cooperative communication has been proposed as an effective
way to improve the quality of wireless links. The key idea is to have multiple wire-
less devices at different locations cooperatively share their antenna resources and aid
each other’s transmission.
In this thesis, we develop effective algorithms for cooperative wireless ad-hoc
networks, and the performance of cooperative communication is measured based
on various criteria, such as cooperative region, power ratio and end-to-end perfor-
mance. For example, the proposed interference subtraction and supplementary coop-
eration algorithms can signiﬁcantly improve network throughput of a multi-hop rout-
ing. Comprehensive simulations are carried out for all the proposed algorithms and
performance analysis, providing quantitative evidence and comparison over other
schemes. In our view, the new cooperative communication algorithms proposed
in this research enable wireless ad-hoc networks to improve radio unreliability and
meet future application requirements of high-speed and high-quality services with
high energy efﬁciency. The acquired new insights on the network performance of
the proposed algorithms can also provide precise guidelines for efﬁcient designs of
practical and reliable communications systems. Hence these results will potentially
have a broad impact across a range of related areas, including wireless communica-
tions, network protocols, radio transceiver design and information theory.
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CHAPTER 1
Introduction
1.1 Overview
Future wireless communication networks are expected to support a mixture of real-
time applications, such as voice and multimedia teleconferencing, and non-real-time
data services, such as web browsing, messaging and ﬁle transfers. Compared with
wired environments, the associated communication channels and trafﬁc patterns in
mobile wireless networks are more unpredictable. Hence all of these applications
impose stringent and diversiﬁed quality-of-service (QoS) requirements, which can-
not be satisfactorily addressed through the traditional layering network-protocol ar-
chitecture. Correspondingly, there has recently increasing interest in protocols for
wireless networks to exploit the signiﬁcant interactions between various layers of the
protocol stack for performance enhancements. Opportunistic scheduling is a good
example of cross-layer design, where scheduling protocols are designed by taking
advantage of the knowledge of wireless link conditions [1, 2]. It has been shown that
these cross-layer designs [3] and protocols could be essential for wireless ad-hoc and
sensor networks where unpredictable variables such as node mobility, node density
and network dimensions make the diverse and stringent wireless QoS requirements
difﬁcult to satisfy.
Due to the unreliability of wireless links, wireless transmission suffers severe
degradation because of fading effects caused by multi-path propagation. In real
application, without considering this issue, signals may not be received properly.
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To meet such challenge in wireless communication, advances in signal processing
techniques at the physical layer can allow itself play a more important role in the
future wireless networks. For example, spatial diversity has been considered as an
effective technique to combat the deleterious effects of fading, which is achieved by
transmitting the same signal over spatially independent channels [4]. Therefore, it
has been of interest to study the impacts of physical-layer techniques on the design
of upper layers, including scheduling, power control, routing, transport protocol,
and ultimately the QoS at the application level in wireless networks [5]. Among
many potential candidates of physical-layer techniques, cooperative communication
[6, 7, 8, 9, 10] has received signiﬁcant attention as an alternative and low-cost way
to achieve spatial diversity and multiplexing gain in wireless networks. It also rep-
resents a powerful technique for interference mitigation and reduction.
There is an increasing interest and a growing capability to improve wireless net-
work performance by employing techniques in which there is cooperation either be-
tween neighboring nodes or in the encoding of different data ﬂow to transmit infor-
mation efﬁciently through the network. This cooperation can take many forms: (1)
transmitting from multiple nodes on the same radio channel simultaneously (e.g.,
cooperative diversity), (2) conveying data from multiple sources in a single trans-
mission (i.e., network coding), or (3) putting to sleep or wake up (i.e., duty cycling)
a given node based on local information such as neighbour status, etc. Extensive re-
search has proven that such cooperative approach provide the opportunity to greatly
increase the data rate, reliability and energy efﬁciency of the network. In this re-
search, we focus on the ﬁrst form of cooperation and the key idea is to have multiple
wireless devices in different locations cooperatively share their antenna resources
and aid each other’s wireless transmission, forming virtual and distributed antenna
arrays, and as a result, the overall quality of the wireless transmission, in terms of
the reception reliability [11, 7, 12], the communication range [13], and power efﬁ-
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ciency [14, 15], can be improved signiﬁcantly.
1.2 Motivation and Aims
Although much work related to cooperative communication has been carried out
since early 2000’s, it is not adequate for the following reasons. First, to the best of
our knowledge, existing work typically considers a single transmitter serving one or
multiple users. Mutual interference, inter-dependency and dynamics among multi-
ple transmitting nodes in ad-hoc networks using cooperative transmission have not
been considered in the protocol/control design from cross-layer perspective. Second,
how the cooperative transmission and its associated protocols in the multi-transmitter
scenarios affect upper layers’ performance is not well understood. Evidently, the op-
timal system and protocol design represents a very complicated problem and is still
open.
The goal of this research is to study cooperative transmission and the associated
designs of upper-layer protocols, including MAC, routing and transport protocol,
and ultimately to improve the overall QoS at the application level in the wireless
networks. Therefore, there is a considerable need to understand its practical beneﬁts
and limitations, and its inter-dependence with networking functions. Especially, it
becomes critically important to study how the performance gain of cooperative di-
versity at the physical layer can be reﬂected at the network layer, thus ultimately
improving application performance. To be speciﬁc, it is of fundamental impor-
tance to understand: (1) how to bring the performance gain at physical layer up
to the network layer and (2) how to allocate network resources dynamically through
MAC/scheduling and routing so as to trade-off the performance beneﬁt of a given
transmission (optimized by allocating many cooperating nodes) against network cost
(power, interference, coordination overhead and delay), which are the major motiva-
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tions of this research.
1.3 Organization of the Thesis
We focus on the development of performance effective algorithms for cooperative
wireless networks and various aspects of their system performance. Our starting
point is to provide a fundamental understanding of the physical layer technique,
which lays a foundation to develop network protocols for practical environments.
With a better understanding of cooperative transmission mechanism, it becomes
critically important to examine how the performance gain of cooperative diversity
at the physical layer can be reﬂected at the networking layer. Our approach is to
achieve that by tailoring the designs of network protocols for cooperative commu-
nication and further evaluating its network performance. Especially, we investigate
end-to-end performance (i.e., reliability, throughput, power and delay) of a multi-
hop cooperative route by introducing new techniques, e.g., interference subtraction
and supplementary cooperation. Finally, the whole analysis of cooperative networks
is extended to a more general network scenario where multi-pair multi-transmission
co-exists.
The organization of the rest of the thesis is as follows. Chapter 2 introduces
the background knowledge of cooperative communication and the motivating ex-
ample. In Chapter 3, the power efﬁciency of cooperative transmission on physical
layer is provided for the single-hop scenario. Chapter 4 proposes cooperative routing
algorithms and evaluates network performance in a multiple-hop scenario. In Chap-
ter 5, the transmission capacity of a general cooperative network with multiple-pair
multiple-transmission is analyzed. Conclusions and future work are given in Chapter
6.
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1.4 Statement of Originality
Substantial parts of this thesis are believed to be original contributions to the ﬁeld of
cooperative wireless communication. This is also supported by publications. As far
as the author is aware, the following aspects of the thesis are believe to be important
and original contributions:
• Cooperative region and average power ratio [16]
• Cooperative routing algorithms [17, 18]
• Interference subtraction and supplementary cooperation [19]
• End-to-end analysis of cooperative routing, i.e., reliability, energy, through-
put and delay [17, 20, 18, 21, 22]
• Stochastic geometry model of cooperative communication [23]
• Transmission capacity of cooperative wireless networks, a comparable
paradigm to direct transmission networks [24]
CHAPTER 2
Background Theory of Cooperative
Communication
2.1 Literature Review
During the past 10 years, cooperative diversity has largely been studied by physical
layer researchers and various cooperative transmission protocols have been devel-
oped at physical layer to further increase the bandwidth efﬁciency of spatial diversity.
There have been some state-of-art works on cooperative communication. Laneman
et al. establish the outage performance of different relaying schemes (e.g., ﬁxed
relay and selection relay) in their pioneer work [7] and show that cooperative trans-
mission can signiﬁcantly improve reliability. Later on, Scaglione et al. in [6] rethink
the link structure of cooperative transmission and outline the network architectures
for upper layers. They show that cooperative communication considerably improves
the network connectivity and also suggest tradeoffs in complexity at the physical
and higher layers. Moreover, Kramer et al. in their book [8] provide more details on
designing cooperative networks, ranging from physical layer cooperative strategies
to network layer protocol design.
While initial research works focus on the diversity gains from cooperation un-
der idealized conditions, recent works begin to focus on practical and system design
aspects of cooperative communication. Ilyas et al. in their recent work [25] investi-
gate the communication and hardware overheads that are required to determine the
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Figure 2.1: An example of cooperative transmission
appropriate relays and set up cooperative communication. Moreover, issues such as
the tight symbol-level synchronization [26, 27], which needs to be ensured among
the simultaneously transmitting relays, have received more attention. Such synchro-
nization is difﬁcult to ensure in practice given the geographically separated nodes
and the bandwidth-limited wireless links between them.
Practically, the use of a single best relay that is selected from the available relays
can itself have a tremendous impact on the overall system performance. The use
of additional relays increases the gains but at a diminishing rate. In this thesis, we
focus on selection based cooperative networks in which the best relay or the best few
relays are selected in an efﬁcient way. Such a network is illustrated in Figure 2.1.
This ﬁgure shows a “cooperative link” where a source node (S) communicating with
a destination node (D) with the help of one relay node (R). Each node is identical in
the network and has one antenna and cannot generate spatial diversity individually.
However, it is possible for the relay node to receive the message which is for the des-
tination from the source, in which case it can retransmit some version of overheard
information to the destination. Because of the independence of two fading paths, the
destination can beneﬁt from spatial diversity.
As shown in the ﬁgure, there are two major kinds of low-complexity cooperative
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signaling methods that can be utilized on the relay node, including Amplify-and-
forward and Decode-and-forward [28]:
• Amplify-and-forward (AF) Transmission: The relay node receives a noisy
version of the signal from the source and then ampliﬁes whatever its received
subject to its power constraint and retransmits the signals to the destination.
The destination combines the signals sent by both the source and relay to make
a ﬁnal decision on the result. The advantage by using AF is that interference
left for receiver which can treat network as one big MIMO channel. However,
the disadvantage is that relays do not decode, so noise builds along the way to
the receiver.
• Decode-and-forward (DAF) Transmission: Decode-and-forward allows the
relay to decode the signals from the source, re-encode and retransmit the sig-
nals to the destination. The advantage by using DAF is that relays can remove
noise by decoding codewords. However, the disadvantage is that if there is
more than one transmitter, relays are interference-limited.
There have been intensive studies on physical layer techniques of cooperative
communication, we refer the interested reader to some state-of-art works [6, 7, 10]
for a better understanding of cooperative transmission at physical layer.
On the way to the development of cooperative communication, it is necessary
to understand its practical beneﬁts and limitations, and its inter-dependence with
networking functions. Especially, it becomes essential to examine how the perfor-
mance gain of cooperative diversity at the physical layer can beneﬁt upper layers.
In fact, there are numerous methods for organizing such joint issue at physical and
networking layer in cooperative networks (e.g., [29, 30]), ranging from clustered
models, where transmissions within a cluster are cooperative and transmission takes
place along clusters from source to destination, to more unstructured models, where
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the clusters are essentially determined by the successful reception of a given packet
and associated criteria [31, 6]. For clustered models, there is a need to size clus-
ter carefully, accounting for the overhead required to establish and maintain such
clusters in a mobile environment. For more unstructured models, it is important to
consider how to allocate network resources dynamically through cluster formation,
MAC/scheduling and routing so as to trade-off the performance beneﬁt of a given
transmission (optimized by allocating many cooperating nodes) against network cost
(power, interference, coordination overhead and delay).
In this thesis, we use the “cooperative link” in Figure 2.1 to illustrate one ap-
proach to this problem and it is shown in [7] that full 2nd order of diversity can
be obtained from such cooperative transmission strategy. Previous works in the lit-
erature show that cooperative communication can signiﬁcantly improve the overall
quality of the wireless transmission, in terms of the reception reliability [11, 7, 12],
the network connectivity [13], etc. We also note that there is a signiﬁcant reduc-
tion in power when the relay is used to construct a cooperative link [32, 14, 33].
Moreover, the location of the relay node plays a major role in determining the per-
formance of cooperative link [12, 34]. A joint distributed PHY/MAC algorithm has
been proposed in [30] to select the best relay out of a collection of possible relays.
2.2 System Model
In this section, some important references are summarized from mathematical per-
spectives and our objective is to emphasis the considerations involved and highlight
the certain scenarios that we study in this research.
We start with a direct transmission link as depicted in Figure 2.2 (a) and assume
the channel model incorporating path-loss and Rayleigh fading. The received signal
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Figure 2.2: Comparison of direct transmission and cooperative transmission.
at the destination d is modeled as
yd[n] = as,dxs[n] + nd[n] (2.1)
where xs[n] is the signal transmitted by a source s, n ∈ [1, ..., N ] is the index of
the transmitting packet and nd[n] is additive white Gaussian noise, with variance
σ2n, at the receiver. The channel gain as,d between the nodes s and d is modelled as
as,d =
hs,d
d
α/2
s,d
, where ds,d is the distance between the nodes s and d, α is the path-loss
exponent and hs,d captures the channel fading characteristics. The channel fading
parameter hs,d is assumed to be complex Gaussian with zero mean and unit variance,
and independent and identically distributed (i.i.d.) across times slots, packets and
across links.
In this thesis, we consider the selected decode-and-forward (DAF) cooperative
scheme [7] in our system model, since this cooperative scheme lends itself to a rel-
atively easy implementation in hardware and software. The scenario is depicted in
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Figure 2.2 (b), where a source and destination communicate to each other with help
of one single relay. Each node is equipped with one omnidirectional antenna. Here,
relay transmission is a main feature of cooperative communication.
As deﬁned in this thesis, a cooperative link (CL) between the source and desti-
nation nodes includes two different transmission channels. The dashed line is direct
transmission channel from the source directly to the destination, while the combined
solid lines are relay transmission channels from the source through the relay to the
destination. In order to overcome the inability of current radio frequency (RF) cap-
ture effects when simultaneously transmitting and receiving in the same frequency
band, the communication is divided into two orthogonal time slots:
• In the ﬁrst time slot: the source broadcasts its data to the relay and the desti-
nation and they receive
yr[n] =
hs,r
d
α/2
s,r
xs[n] + nr[n] ,
yd,1[n] =
hs,d
d
α/2
s,d
xs[n] + nd[n] (2.2)
where ds,d, ds,r and dr,d be the respective distances among the source, relay
and destination node, xs[n] is the information transmitted by the source and
nd[n] and nr[n] are white noise.
• In the second time slot: the relay transmits the signal it received in the pre-
vious time slot, if it can decode the signal successfully (i.e., the received SNR
exceeds a threshold); otherwise, the source retransmits the signal to the desti-
nation. Thus an ACK from relay to source is assumed. The destination node
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receives
yd,2[n] =
⎧⎪⎪⎨
⎪⎪⎩
hs,d
d
α/2
s,d
xs[n] + nd[n], if SNRs,r < η ,
hr,d
d
α/2
r,d
xr[n] + nd[n], if SNRs,r ≥ η
(2.3)
where η is a threshold value to guarantee a successful decoding at the relay
node.
As a result, the destination receives two independent copies of the same packets
transmitted through different wireless channels. Diversity gain can be achieved by
combining the data copies using one of a variety of combining techniques, e.g., the
Maximum Ratio Combining (MRC) [35] where the received signals are weighted
with respect to their SNR and then summed together. It is shown in [7] that full 2nd
order of diversity can be obtained from such cooperative transmission strategy. Such
cooperative communication brings signiﬁcant improvement of reception reliability
which becomes an important criterion to measure the performance of cooperative
transmissions.
It is worth noting that the Time Division Multiple Access (TDMA) scheme is
considered here for two reasons. First, in order to simplify the problem and in case
that there are multiple source-destination pairs communicating simultaneously, the
TDMA assumption could allow us to only concentrate on one pair, and hence remove
co-channel interference between the terminals at the destination automatically. Sec-
ond, the fact that time division duplex channels are reciprocal naturally makes chan-
nel state information (CSI) available at the transmitter. To simplify the development
of the proposed routing protocol, we consider that only one relay is used for cooper-
ative transmission, whereas results for using multiple relays can be found in [36].
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2.3 Outage Behavior of Transmission Schemes
We measure the reception reliability in terms of outage probability which is deﬁned
as follows.
2.3.1 Direct Transmission
We start with direct transmission and the channel capacity between the source s and
the destination d is
Is,d = log(1 + p|as,d|2) (2.4)
where p = Eb
N0
is deﬁned as the normalized transmission power. Since for Rayleigh
fading, |as,d|2 is exponentially distributed with parameter dαs,d. The outage probabil-
ity satisﬁes
εout = Pr[Is,d < b] = 1− exp
(
−(2
b − 1)dαs,d
p
)
≈ dαs,d
(
2b − 1
p
)
(2.5)
for large p. Here b is the desired data rate in bps/Hz, which is deﬁned by QoS re-
quirement. We then have the normalized transmission power for direct transmission
pD = d
α
s,d
(
2b − 1
εout
)
. (2.6)
2.3.2 Cooperative Transmission
Let ds,d, ds,r and dr,d be the respective distances among the source, relay and des-
tination node. During the ﬁrst time slot, the destination and relay receive yd,1[n] =
hs,d
d
α/2
s,d
xs[n] + nd[n] from the source node, where xs[n] is the information transmitted
by the source and nd[n] is white noise. During the second time slot, the destination
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node receives
yd,2[n] =
⎧⎪⎪⎨
⎪⎪⎩
hs,d
d
α/2
s,d
xs[n] + nd[n], if | hs,r
d
α/2
s,r
|2 < f(p) ,
hr,d
d
α/2
r,d
xr[n] + nd[n], if | hs,r
d
α/2
s,r
|2 ≥ f(p)
(2.7)
where f(p) = 2
2b−1
p
can be derived from direct transmission and is analogous to
(2.5). In this protocol, the relay transmits only if the SNR exceeds a threshold;
otherwise, the source retransmits in the second time slot. We thus implicitly assume
a mini-slot at the beginning of the second slot during which ACKs are sent error-free
from the relay to the source.
Assuming that the relay node can perform perfect decoding when the received
SNR exceeds a threshold, the channel capacity of this cooperative link can be shown
as
Is,d =
⎧⎪⎨
⎪⎩
1
2
log(1 + 2p|as,d|2), |as,r|2 < f(p) ,
1
2
log(1 + p|as,d|2 + p|ar,d|2), |as,r|2 ≥ f(p)
(2.8)
where p is the normalized transmission power for both source and relay. It is worth
noting that the same noise variance is assumed at both relay and destination. There-
fore, the outage event is given by Is,d < b and the outage probability becomes
εout = Pr[Is,d < b]
= Pr[|as,r|2 < f(p)]Pr[2|as,d|2 < f(p)]
+Pr[|as,r|2 ≥ f(p)]Pr[|as,d|2 + |ar,d|2 < f(p)] . (2.9)
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By computing the limit, we obtain from (2.9)
1
f2(p)
εout =
1
f(p)
Pr[|as,r|2 < f(p)]︸ ︷︷ ︸
T1
1
f(p)
Pr[2|as,d|2 < f(p)]︸ ︷︷ ︸
T2
+ Pr[|as,r|2 ≥ f(p)]︸ ︷︷ ︸
T3
1
f 2(p)
Pr[|as,d|2 + |ar,d|2 < f(p)]︸ ︷︷ ︸
T4
(2.10)
where T1 ≈ dαs,r, T2 ≈
dαs,d
2
, T3 ≈ 1, T4 ≈ d
α
s,dd
α
r,d
2
. Since f(p) = 2
2b−1
p
, we
obtain a closed-form expression for the outage probability between the source and
the destination using DAF cooperative transmission
εoutC =
1
2
dαs,d(d
α
s,r + d
α
r,d)
(22b − 1)2
p2
. (2.11)
It is worth noting that for a fair comparison with direct transmission using only
one time slot, cooperative transmission actually employs twice the date rate at 2b,
which is shown in Figure 2.2 that cooperative link transmits both packet 1 and 2
together, during two consecutive time slots, so that both schemes have the same
effective data rate.
Hence the total normalized power consumption for DAF cooperation is
pDAF = 2p = 2
√
1
2
dαs,d(d
α
s,r + d
α
r,d)
(22b − 1)2
εoutC
. (2.12)
2.4 Motivating Example
Readers may notice that the transmission power in (2.12) is not decided only by the
data rate b and outage probability εoutC , but also the relative distance between the
relay and the source-destination pair.
To illustrate the main ideas, consider a three-node scenario where the relay node
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Figure 2.3: Total transmission power of cooperative transmission as a function of
relay location.
is located arbitrarily within the area deﬁned by the circle whose diameter is the
straight line between the source S and destination D. The distance between the nodes
S and D is assumed to be ds,d = 20m, the required data rate is b = 1 bps/Hz, the
preﬁxed outage probability is εout = 0.01 and the path-loss exponent is set as α = 2.
For such system setup, the normalized power consumed by direct transmission is
pD = 46dB, whereas the normalized power consumed by cooperative transmission is
shown in Figure 2.3 as a function of relay location on the x−y plane. Recall that the
nodes S and D are located at (−10m, 0) and (10m, 0), respectively, the cooperative
transmission scheme can achieve its best performance if the relay node locates at
the center of the circle. Moreover, the cooperative scheme always consumes less
transmission power than the direct transmission.
It is clear that relay selection is crucial for the performance of cooperative trans-
mission. This is so because a good quality relay yields strong multiuser diversity
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gain, thus potentially enhancing the system performances (i.e., outage probability,
transmission power and data rate). Intuitively speaking, the larger reduction of power
leads to less interference, thus conceivably increasing network capacity, reducing
transmission delay, etc, which is a main motivation to bring such performance gains
up to the network layer and will be discussed in the following chapters.
CHAPTER 3
Power Efﬁciency of Cooperative
Transmission in Single-hop Scenario
3.1 Introduction
In cooperative communication, the term “cooperation” refers to a node’s willingness
to sacriﬁce its own resources (e.g., energy, transmission opportunity) for the beneﬁt
of other nodes. It is thus of fundamental importance to understand how much re-
sources must be consumed to reap the beneﬁts of the cooperative communication.
Putting it in another way, does cooperative communication requires more (or less)
overall resources than conventional, non-cooperative communication to achieve the
same level of wireless link quality? How can we best achieve the resource saving
when employing cooperative communication? This chapter attempts to answer these
fundamental questions.
We start with a single-hop cooperative link1 and explore a fundamental aspect
of cooperative communication (CC): power consumption. Since the participation of
a wireless device in others’ transmissions is critical in cooperative communication,
it is of fundamental importance to understand how much energy each participant
is required to consume in order to achieve the full beneﬁt of CC. Our focus is on
the energy saving of CC, and as such, we want to know: whether CC can save
energy, and if so, under what condition, and how much, given a desired quality of
1For simplicity, we refer the cooperative link in Figure 2.2 as a single-hop transmission.
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the wireless link.
The Decode-and-forward (DAF) cooperative protocol considered in this thesis
is similar to that in [37, 38], where at least one relay is employed. In contrast,
we consider an adaptive version of DAF, which reverts back to direct transmission
if the relay cannot decode successfully. More speciﬁcally, we investigate power
consumption, using at most one relay node as shown in Figure 2.2. As our interest is
solely in the power consumption aspects, we assume that solutions to other practical
issues in realizing CC are in place (for example, medium access [39], channel state
estimation [40]), which are outside the scope of this chapter.
The following summarizes our contributions and key results:
• We analyze the condition under which CC is preferable to direct transmis-
sion, and characterize the geometric constraints (which we call the coopera-
tive region) on the location of the relay (relative to those of the source and the
destination) that lead to lower power consumption. Using the concept of the
cooperative region, we provide a probabilistic analysis of the expected energy
saving obtained by CC. This is expressed as a function of the node distances,
the QoS parameters, and the density of the relays, where the potential relays
are assumed to be Poisson distributed. We also show that the average power
ratio, deﬁned as the ratio of total transmit power in CC to that of direct trans-
mission, increases as the path-loss exponent or the distance between the source
and the destination increase, which indicates that cooperative transmission is
more effective in a challenging network environment.
• We derive a closed-form solution for the optimal transmission power required
by each source and relay node in DAF cooperative communication under a
Rayleigh fading channel model to achieve the given QoS requirements (with
targeted data rate and outage probability). Under the optimal power allocation,
our analysis shows that the required transmission power of the relay is always
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smaller than that of the source, a result which lays a foundation to encourage
the cooperative behaviors as this means that the helping party (relay) only
needs to spend relatively small amount of energy than the one seeking help
from others (source).
• We propose an adaptive cooperation mechanism that will help select appro-
priate relays for the maximal energy saving of each node in a multi-node en-
vironment, and show that the proposed relay selection can beneﬁt individual
nodes from participating in CC. We also study the trade-off between fairness
in energy saving and total energy consumption.
3.2 Cooperative Region
In this section, we establish the conditions under which our cooperative transmission
scheme performs better than direct transmission in terms of the power ratio and
analyze the geometric properties of the conditions with respect to various parameters.
Given the locations of the source and the destination, we deﬁne the cooperative
region as the geometric region of the location of the relay within which the ratio
β = pDAF
pD
is smaller than 1, where pDAF and pD are transmission power of cooperative
and direct transmission, respectively, in (2.12) and (2.6). We deﬁne β as power ratio,
so small values of β are preferable. Then the cooperative region is deﬁned by
β =
pDAF
pD
=
√
dαs,r + d
α
r,d(2
b + 1)
√
2εout√
dαs,d
< 1 . (3.1)
Further deﬁning a QoS factor K = 1
(2b+1)
√
2εout
, the boundary of the cooperative
region is deﬁned by
dαs,r + d
α
r,d = K
2dαs,d . (3.2)
Consider the Cartesian Coordinate system shown in Figure 3.1, with relay at (x, y),
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Figure 3.1: Geometric analysis for path-loss α = 2
source at (−ds,d
2
, 0) and destination at (ds,d
2
, 0). Then (3.2) yields
[(
x +
ds,d
2
)2
+ y2
]α
2
+
[(
x− ds,d
2
)2
+ y2
]α
2
= K2dαs,d . (3.3)
Note that the cooperative region is determined by the QoS factor K, source-
destination distance ds,d, and the path-loss exponent α. In what follows, we analyze
the characteristics of the cooperative region w.r.t. these parameters, starting with the
special cases of α = 1 and α = 2.
3.2.1 Path-loss Exponent α = 1
It is possible to have a path-loss exponent smaller than 2 when there is a waveg-
uide effect, such as in underwater acoustic communications [41] or beamforming.
Consider an extreme case α = 1 for which the boundary of the cooperative region is
ds,r + dr,d = K
2ds,d . (3.4)
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Thus, the cooperative region is an ellipse in canonical form with foci located at the
source and destination and can be described through the canonical equation
x2
A2
+
y2
B2
= 1 (3.5)
where A = K
2ds,d
2
and B =
√
K4−1ds,d
2
. The area of the cooperative region is A =
πAB.
3.2.2 Path-loss Exponent α = 2
According to (3.2), we have
d2s,r + d
2
r,d = K
2d2s,d . (3.6)
The cooperative region is a circle and the foci coincide with the origin (0, 0). With r
denoting the distance of the relay from the origin, we have (3.3)
x2 + y2 = r2, d2s,r + d
2
r,d = 2r
2 +
d2s,d
2
= K2d2s,d . (3.7)
Hence, the radius of the cooperative region satisﬁes
2rˆ2 +
d2s,d
2
= K2d2s,d ⇒ rˆ = ds,d
√
1
2
(K2 − 1
2
) (3.8)
and the area of the cooperative region is A = πrˆ2.
3.2.3 General Path-loss Exponents
For other path-loss exponents, e.g., α = 3 or 4, we can use numerical analysis to
characterize the shape of the cooperative region. Motivated by the case of α = 1
or 2, it is natural to assume the cooperative region is a general ellipse which can be
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determined by minor and major radius, A and B. Setting x = 0, y = B in (3.3), we
can obtain parameter B explicitly as
B = ds,d
√(
K2
2
) 2
α
− 1
4
. (3.9)
Setting y = 0, x = A in (3.3), we can obtain parameter A implicitly via
∣∣∣∣A + ds,d2
∣∣∣∣α +
∣∣∣∣A− ds,d2
∣∣∣∣α = K2dαs,d (3.10)
which can be solved numerically. Then the cooperative region can be deﬁned, ap-
proximately, by the ellipse
x2
A2
+
y2
B2
= 1 . (3.11)
Figure 3.2 illustrates the curves obtained from (3.11) and simulation result, for α = 3
and 4 when the data rate b = 2 bps/Hz, εout = 0.01 and the source and destination
are located at (10m, 0) and (-10m, 0), respectively, the two curves are seen to overlap
exactly. Moreover, we observe the same in the numerical results for different α, b,
and εout, indicating that the approximation of the cooperative region by an ellipse is
very accurate.
From the above analysis as well as the simulation results in Figure 3.4, we see
that the cooperative region, which is a circle for α = 2, gets elongated along the
x-axis for α < 2 and along the y-axis for α > 2. Even within the cooperative region,
different relays could have different power ratios and we have the following result
on the best relay location.
Lemma 3.1: For α > 1, the best relay location for DAF cooperation is midway
between source and destination.
Proof : The best power ratio can be achieved when the left hand side of (3.3) is
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Figure 3.2: Cooperative region speciﬁed by (3.2) and its ellipse approximation for
α = 3 and 4
minimum, and for any x-coordinate of the relay location, ds,r and dr,d is minimum
at y = 0. Setting y = 0, we can obtain
f(x) =
∣∣∣∣x + ds,d2
∣∣∣∣α +
∣∣∣∣x− ds,d2
∣∣∣∣α . (3.12)
Obtaining the ﬁrst order derivative f ′(x) = α(x + ds,d
2
)α−1 − α(ds,d
2
− x)α−1 for
−ds,d
2
< x <
ds,d
2
, we have f ′(0) = 0. Moreover, it is not difﬁcult to observe that
f ′(x) > 0 for x > 0, and due to symmetry of f(x), we have the similar result
f ′(x) < 0 for x < 0. This shows that f(x) monotonically decreases for x < 0 and
monotonically increases for x > 0, and hence f(x) is minimum at x = 0. 
Notice that for α = 1, f(x) in (3.12) is constant over −ds,d
2
< x <
ds,d
2
. The ﬁrst
order derivative of f(x) is 0, and all points on the line segment between source and
destination can achieve the minimum value.
Lemma 3.2: The minimum K (QoS factor) to guarantee the existence of the
cooperation region is
√
21−α, i.e., εout < 1/[(2b + 1)222−α].
Proof : From Lemma 3.1, the left hand side of (3.3) gives the minimum when
x = 0 and y = 0, then we have the right hand side of (3.3) satisfying K2dαs,d ≥
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Figure 3.3: Area of cooperative region versus QoS factor
2(
ds,d
2
)α. Therefore, we can obtain K ≥ √21−α. 
Thus, DAF is useful when low outage is required.
Theorem 3.3: The area of the cooperative region depends on the QoS factor
K = ((2b + 1)
√
2εout)−1, the path-loss exponent α and transmission distance ds,d,
and is bounded2 by
π
[(
K2
2
) 1
α
− 1
2
]2
d2s,d < A(α) < π
(
K2
2
) 2
α
d2s,d . (3.13)
Proof : From (3.9), we obtain B < ds,d(K
2
2
)
1
α . From (3.10), we can obtain
A > ds,d(
K2
2
)
1
α − ds,d
2
. Note that the lower and upper bound are given by a circle
with radii A and B, respectively.
The area of the cooperative region given by the ellipse with radii A and B is
bounded by πA2 < A(α) < πB2. 
Figure 3.3 shows the area of the cooperative region, obtained via numerical eval-
2The lower bound is only valid when α > 2.
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Figure 3.4: Cooperative regions for different path-loss exponents
uation of (3.2) vs. K4/α. The linear relationship seen in the curve veriﬁes the the-
oretical result in Theorem 3.3 and conﬁrms that the elliptical approximation is very
accurate.
In essence, the size of the cooperative region increases as the path-loss exponent,
targeted data rate or outage probability decreases. Moreover, a longer transmission
distance between the source and destination also indicates an extended opportunity
for beneﬁting from the cooperation when the link condition between the source and
the destination is poor.
3.2.4 Simulation Result
Figure 3.4 shows the cooperative regions for different path-loss exponents. We as-
sume the data rate b = 2 bps/Hz, εout = 0.01 and the source and destination are
located at (10m, 0) and (-10m, 0), respectively. The darker (blue) the colour is, the
better the power ratio (lower values of β) can be achieved. It is also clear that as the
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path-loss exponent increases, the cooperative region becomes smaller.
3.3 Average Power Ratio
In this section, we further investigate how much transmission power can be saved
by using cooperative transmission and propose a dynamic cooperation scheme. We
assume that relay candidates are randomly located in space according to a Poisson
point process with density λ. A source-destination pair will choose the best relay
node to achieve the minimum total transmission power among all available relay
candidates, where the best relay is the one that results in the best power ratio provided
in (3.1). A network with a higher density of relay nodes can provide better choices
for relay selection.
3.3.1 Average Power Ratio for α = 2
When the path-loss exponent α = 2, the selected relay to achieve the minimum β
will be as close as possible to the origin (0, 0). We let r∗ be a random variable of
the selected relay distance to the destination and r denote the distance between the
closest relay and the destination. The probability distribution function of r is given
by
Pr[r∗ < r] = 1− Pr[r∗ ≥ r]
= 1− Pr[Nr = 0] = 1− e−λπr2 (3.14)
where Nr is the number of relays within distance r from the origin. The probability
density function (pdf) of the selected relay distance is
f(r) = 2λπre−λπr
2
, r ≥ 0 . (3.15)
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According to (3.1) and (3.7), the expected value of the power ratio is
E [β] = E
[√
dαs,r + d
α
r,d
dαs,dK
2
]
= E
[√
2
K
√
1
4
+
r2
d2s,d
]
(3.16)
where the pdf of the random variable r is given by (3.15). We can have
μ := E
[√
1
4
+
r2
d2s,d
]
= 2λπ
∫ ∞
0
√
1
4
+
r2
d2s,d
re−λπr
2
dr . (3.17)
Let y = 1
4
+ r
2
d2s,d
, then 2r
d2s,d
dr = dy, rdr =
d2s,d
2
dy and r2 = d2s,d(y − 14), so that
μ = λπd2s,de
λπd2s,d
4
∫ ∞
1
4
y
1
2 e−λπd
2
s,dydy . (3.18)
Further let γ = λπd2s,d, and γy = t; then recalling the deﬁnition of the incomplete
upper gamma function
Γ(u, x) :=
∫ ∞
x
e−ttu−1dt
where u > 0, we have
μ =
e
λπd2s,d
4√
λπd2s,d
Γ
(
3
2
,
λπd2s,d
4
)
(3.19)
which establishes the expectation of power ratio
E [β] =
√
2e
λπd2s,d
4
K
√
λπd2s,d
Γ
(
3
2
,
λπd2s,d
4
)
(3.20)
where Γ(α, x) =
∫∞
x
e−ttα−1dt is the incomplete gamma function.
Theorem 3.4: The average power ratio of DAF cooperation relative to direct
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transmission for α = 2 is
1√
2K
√
π
4ρ
< E[β] <
1√
2K
(√
π
4ρ
+ 1
)
. (3.21)
Proof : Let ρ := πλd2s,d/4. From the deﬁnition of the incomplete gamma func-
tion, we have
g := eρΓ
(
3
2
, ρ
)
=
∫ ∞
ρ
t
1
2 eρ−tdt . (3.22)
1. Upper bound:
g =
∫ ∞
0
(ρ + s)
1
2 e−sds <
∫ ∞
0
(ρ
1
2 + s
1
2 )e−sds = ρ
1
2 + Γ(
3
2
) . (3.23)
2. Lower bound:
g >
∫ ∞
0
t
1
2 e−tdt = Γ(
3
2
) =
√
π
2
. (3.24)
Using the two bounds in (3.20) leads to (3.21). 
Notice that the parameter ρ := πλd2s,d/4 has a nice interpretation as the expected
number of relays in a circle with diameter ds,d, the source-destination distance. It is
worth noting that targeting a smaller outage probability or a longer distance can lead
to better power ratio.
3.3.2 General Path-loss Exponent
The average power ratio for the general case is
E [β] = E
[√
dαs,r + d
α
r,d
d
α
2
s,dK
]
. (3.25)
3.3. Average Power Ratio 30
• Geometric Lower Bound: We can obtain
EL [β] =
√
2e
λπd2s,d
4
d
α
2
s,dK(λπ)
α
4
Γ
(
α + 4
4
,
λπd2s,d
4
)
. (3.26)
The mathematical details are provided in Appendix A.1. It is worth noting that when
choosing α = 2 in (3.26), we can get the same result as (3.20). Therefore, we have
the following result.
Theorem 3.5: The average power ratio of DAF cooperation relative to direct
transmission for path-loss exponent α is lower bounded
E [β] >
√
2
K
(
1
ρ
)α
4
Γ
(
α + 4
4
)
(3.27)
where ρ = πλd2s,d/4 and α is path-loss exponent.
Proof : According to (3.26), we have the lower bound
E [β] =
√
2e
λπd2s,d
4
d
α
2
s,dK(λπ)
α
4
∫ ∞
λπd2
s,d
4
t
α+4
4
−1e−tdt
=
√
2
d
α
2
s,dK(λπ)
α
4
∫ ∞
λπd2
s,d
4
t
α+4
4
−1e
λπd2s,d
4
−tdt
>
√
2
d
α
2
s,dK(λπ)
α
4
∫ ∞
0
t
α+4
4
−1e−tdt =
√
2
d
α
2
s,dK(λπ)
α
4
Γ
(
α + 4
4
)
(3.28)
where Γ(α+4
4
) is a bounded constant factor. 
In essence, Theorem 3.4 and 3.5 tell us that targeting a smaller outage probabil-
ity, a larger path-loss exponent or a longer distance can lead to better power ratio,
which means that cooperative transmission can better combat a harsher network en-
vironment.
•Geometric Upper Bound: According to Figure A.1, keeping r as a constant and
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move θ to 0, we can obtain
EU [β] =
√
E[(ds,d
2
+ r)α + (
ds,d
2
− r)α]
d
α
2
s,kK
(3.29)
where E[(ds,d
2
+ r)α] = 2λπ
∫∞
0
(
ds,d
2
+ r)αre−λπr
2
dr and
E[(ds,d
2
− r)α] = 2λπ ∫∞
0
(
ds,d
2
− r)αre−λπr2dr.
3.3.3 Dynamic Cooperation Scheme
We propose a dynamic cooperation scheme where cooperative transmission is only
used if a relay is available within the cooperative region, otherwise, direct transmis-
sion is adopted. We compare its performance with unconditional cooperation where
cooperative transmission is always adopted regardless of the location of the relay.
Let rˆ := ds,d
√
1
2
(K2 − 1
2
) be the radius of cooperative region, which is derived
from (3.8). We can derive an expression for the mean power ratio for the dynamic
cooperation scheme
E [β] = Eˆ [β]Pr[Nrˆ > 0] + 1 · Pr[Nrˆ = 0] . (3.30)
From (3.14) we have Pr[Nrˆ = 0] = e−πλrˆ
2
= e−δ, where δ := πλrˆ2. The expected
power ratio Eˆ[β] is when the relay is available within the cooperative region and can
be derived similar to (3.20) as
Eˆ[β] =
2
√
2λπ
K
∫ rˆ
0
√
1
4
+
r2
d2s,d
re−λπr
2
dr
=
1√
2K
eρ+δ√
ρ + δ
Γ(
3
2
, ρ + δ)− 1√
2K
eρ√
ρ
Γ(
3
2
, ρ) (3.31)
where ρ = πλd2s,d/4 is deﬁned earlier, and δ := πλrˆ
2.
Note that the scheme requires knowledge of the relay locations.
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Figure 3.5: Average power saving for α = 2
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3.3.4 Simulation Result
Figure 3.5 shows the performance of the dynamic cooperation scheme. The dy-
namic cooperation scheme can always guarantee better performance even when the
node density is low. Moreover, theoretical results are seen to be very close to the
simulation results. Figure 3.6 shows the average power saving (1 − E[β]) for other
path-loss exponents; it tells that the theoretical bounds in (3.26) and (3.29) well de-
ﬁne the behavior of β for general path-loss cases and furthermore we can observe
that a larger path-loss exponent can lead to better power saving.
3.4 Optimal Power Allocation for DAF Cooperative
Transmission
In previous sections, we introduce the concept of cooperative region and average
power ratio and prove that cooperative communication is effective in enhancing per-
formance of wireless networks. However, cooperative communication techniques
typically assume uniform transmission power at every node, including relays. Re-
call from Chapter 2, we assume that both source and relay employ an identical trans-
mission power p. In this section, we propose a scheme to optimize the transmission
powers for the source and relay nodes as a means to reduce the total power consump-
tion pDAF, while maintaining the required QoS. Speciﬁcally, we propose an optimal
power allocation method for the DAF wireless cooperative networks, and investigate
its fundamental characteristics in terms of power ratio.
3.4.1 Problem Formulation
We consider the same cooperative link in Figure 2.2. Assuming that p and q are
the source and relay power, respectively, and the relay node can perform perfect
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decoding when the received SNR exceeds a threshold, the channel capacity of this
cooperative link can be shown as
Is,d =
⎧⎪⎨
⎪⎩
1
2
log(1 + 2p|as,d|2), |as,r|2 < f(p) ,
1
2
log(1 + p|as,d|2 + q|ar,d|2), |as,r|2 ≥ f(p) .
(3.32)
Therefore, the outage event is given by Is,d < b and the outage probability becomes
εout = Pr[Is,d < b]
= Pr[|as,r|2 < f(p)]Pr[2|as,d|2 < f(p)]
+Pr[|as,r|2 ≥ f(p)]Pr[|as,d|2 +
∣∣∣∣
√
q
p
ar,d
∣∣∣∣2 < f(p)] . (3.33)
By computing the limit, we obtain from (3.33)
1
f2(p)
εout =
1
f(p)
Pr[|as,r|2 < f(p)]︸ ︷︷ ︸
T1
1
f(p)
Pr[2|as,d|2 < f(p)]︸ ︷︷ ︸
T2
+Pr[|as,r|2 ≥ f(p)]︸ ︷︷ ︸
T3
1
f 2(p)
Pr[|as,d|2 +
∣∣∣∣
√
q
p
ar,d
∣∣∣∣2 < f(p)]︸ ︷︷ ︸
T4
(3.34)
where T1 ≈ dαs,r, T2 ≈
dαs,d
2
, T3 ≈ 1, T4 ≈ p
q
dαs,dd
α
r,d/2. Since f(p) =
22b−1
p
, we
obtain a closed-form expression for the outage probability between the source and
the destination using cooperative transmission
εoutC =
1
2
dαs,d(d
α
s,r +
p
q
dαr,d)
(22b − 1)2
p2
. (3.35)
A meaningful optimization problem is to minimize the total transmission power
consumption of a cooperative link given that a target QoS is satisﬁed and can be
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formulated as
min p + q (3.36)
s.t. εoutC (p, q) ≤ η
• p and q denote the source and relay power, respectively, and εoutC (p, q) is the
outage probability deﬁned by (3.35),
• A QoS requirement is decided by the target outage probability η and transmis-
sion data rate b.
Theorem 3.6: The optimal transmission power to minimize the total power con-
sumption of DAF cooperation given that a target QoS is satisﬁed, is given by
p∗ =
√
A + 2B
2
+
√
A2 + 8AB
2
, q∗ =
Ap∗
p∗2 −B (3.37)
where A =
μdαs,dd
α
r,d
2η
, B =
μdαs,dd
α
s,r
2η
, μ = (22b − 1)2 and η is the outage constraint.
Proof : See Appendix A.2. 
Lemma 3.7: The optimal relay power q∗ is always smaller than the optimal
source power p∗ with
p∗ > q∗ . (3.38)
The result follows (3.37) and has q∗ = 2p∗
[1+
√
1+8dαs,r/d
α
r,d]
which is always smaller than
p∗. In general, we ﬁnd that the optimal DAF cooperation saves the relay power as it
moves closer to the destination.
Lemma 3.8: The total transmission power of the optimal DAF cooperation is
bounded by3
pcon < p
∗ + q∗ < 2pcon . (3.39)
3We refer the DAF cooperation with identical power assumption (p = q) as the conventional
cooperation and denote as pcon
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Proof : According to Lemma 3.7, we have the following bound performance on
total power consumption:
(1) Upper bound: when the relay closes to the source node or goes to inﬁnite, we
derive p = q = pcon and the optimal cooperation uses the same amount of power as
the conventional cooperation.
(2) Lower bound: when the relay approaches to the destination, we have the
optimal source power p = pcon and the performance gain can reach to its maximum
with the relay power down to 0. 
In essence, the optimal cooperation can help reduce the total transmission power,
which will be further analyzed in the following.
3.4.2 Analysis of Optimal DAF Cooperation
In this section, we analyze the optimal DAF cooperative transmission in detail and
compare its performance with that of direct transmission. According to (3.37), we
have the minimum total power consumption
pDAF = p
∗ + q∗ . (3.40)
3.4.2.1 Cooperative Region for Optimal DAF
We establish the conditions under which our optimal cooperative scheme performs
better than direct transmission in terms of power ratio, and analyze the geometric
properties of the conditions with respect to various parameters.
Using the same deﬁnition of (3.1), the cooperative region of optimal DAF is
β :=
p∗ + q∗
pD
=
√
m+1
4
(
√
dαs,r +
dαr,d
m
√
dαs,r
)
K
√
dαs,d
< 1 (3.41)
where K = ((2b + 1)
√
2εout)−1 is the QoS factor, m = γ+
√
γ2+8γ
2
and γ =
dαr,d
dαs,r
.
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Figure 3.7: Comparison of regions size versus scaling factor
Theorem 3.9: The area of the cooperative region depends on the QoS factor K,
the path-loss exponent α and transmission distance ds,d, and is bounded4 by
π
[(
K2
2
) 1
α
− 1
2
]2
d2s,d < A(α) < π(2K2)
2
αd2s,d (3.42)
The result is analogue to Theorem 3.3 and according to Lemma 3.8, it can be derived
from (3.13). Figure 3.7 veriﬁes the theoretical result in Theorem 3.9 and also shows
that the optimal cooperation can achieve a larger region than the conventional co-
operation, which indicates an extended opportunity for beneﬁting from cooperative
transmission.
3.4.2.2 Average Power Ratio of Optimal DAF
In this section, we further investigate how much transmission power can be saved
by using optimal cooperation. We still assume that relay candidates are randomly
4The lower bound is only valid when α > 2.
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located in space according to a Poisson point process with density λ. A source-
destination pair located at (−ds,d
2
, 0) and (ds,d
2
, 0), respectively, will choose the best
relay node to achieve the minimum total transmission power among all available
relay candidates, where the best relay is the one that results in the best power ratio
deﬁned in (3.41). A network with a higher density of relay nodes can provide better
choices for relay selection.
Lemma 3.10: For α = 2, the best relay location that minimizes β for the optimal
DAF cooperation is at the destination.
Proof : From (3.41), we can obtain the ratio for α = 2
β =
1
K
√
m + 1
4
(
1 +
(√
γ
m2
− 1
)
dr,d
ds,d
)
where γ =
dαr,d
dαs,r
,m =
γ+
√
γ2+8γ
2
. Since β ≥ 0, it is easy to observe that the minimum
value can be obtained as 1
2K
when dr,d
ds,d
= 0. 
So the selected relay to achieve the minimum β will be as close as possible to the
destination. We note that relays with the same distance r to the destination may not
lead to the same β, since the source-to-relay distances may be different, and hence
the optimal p∗. But we can use the probability distribution function (3.15) to bound
E [β] as follows.
Theorem 3.11: The average power ratio of the optimal DAF cooperation relative
to direct transmission for α = 2 is lower bounded by
E [β] >
1− e−ρ
2K
+
√
2
K
∫ ∞
ds,d
2
√√√√1
4
+
(r − ds,d
2
)2
d2s,d
f(r)dr (3.43)
where K = ((2b + 1)
√
2εout)−1, ρ = πλd2s,d/4.
Proof : See Appendix A.3. 
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3.4.3 Simulation Result
In this section, we provide the numerical and simulation results for the optimal DAF
cooperation. We ﬁrst evaluate the power consumption of CC for a single source-
destination pair. Here we set the QoS constraints of the bit rate b = 1 bps/Hz, and
the target outage probability εout = 0.01, and the source and destination node are
placed at the coordinates (10m, 0) and (−10m, 0) respectively in a 2-dimensional
plane.
Figure 3.8 shows the numerical results for the individual powers of the source and
the relay in optimal CC as the location of the relay is varied along the line between
the source and the destination. Here the x-axis represents the relative location of the
relay w.r.t. those of the source and destination, and y-axis is the transmit power in
dB. It can be seen the source can reduce at least 7 dB of its power compared to the
direct transmission. Moreover, the relay’s power is always smaller than the source’s,
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Figure 3.9: Average power saving of the optimal cooperation
and monotonically decreases as its location gets closer to the destination.
In Figure 3.9, we plot the average percentage of power saving (1 − E[β]) of CC
for different pass-loss exponent (α) as we vary the density of the potential relays in
the x-axis. To show the power saving of the optimal CC, we also include that of
conventional CC (with p = q constraints). The results are averaged over simulating
100 packet transmissions, and the relay with the smallest p∗+ q∗ is used. The results
are consistent with what our analysis predicts: Power saving improves as more relays
are available and with larger path-loss exponents (i.e., harsher path-loss). Also, the
average improvement of the optimal cooperation over the conventional cooperation
can be larger than 20%.
From the above result, the conclusion from the conventional cooperation that
targeting a smaller outage probability, a longer distance or a larger path-loss expo-
nent can lead to better power ratio is still valid for the optimal DAF cooperation.
Moreover, the optimal cooperative can achieve much better power ratio.
3.5. Energy-efﬁcient Relay Selection for DAF 41
3.5 Energy-efﬁcient Relay Selection for DAF
In the previous sections, we investigate, given a single source and a destination, how
much power the cooperative transmission can be save for the source and the relay
compared to the direct transmission. In this section, we consider a more general
network setting where multiple nodes co-exist and cooperate with each other by
acting as relays for the transmissions of each other.
Our interest in this section is to ﬁnd a set of rules that determine which node
to select as the relay for the maximal power saving of each node in this multi-node
environment. It is worth noting that relay selection affects the overall energy trans-
mission, since the optimal DAF power depends upon the location of the selected
relay and the channel conditions. When multiple relays are available, we expect the
overall energy consumption to decrease.
More speciﬁcally, our setup consists of a set of nodesN = {1, ..., n}, where each
node i ∈ N transmits a number of packets over time, each time with some arbitrary
destination node in the network. For simplicity, we assume all packets have the same
constant length with the same QoS constraints, though it is straight-forward to derive
relay selection rules in a more general setup. We also assume that time is divided into
discrete time slots, and that TDMA is used to provide collision-free transmissions
from the sources and the relays.5
We denote by pi,j(t) and qi,j(t) the transmit power of a source node i and a relay
node j, respectively, when iwould use cooperative transmission with j as the relay to
some destination at time t. We assume that the source and the relay use the optimal
transmission powers given by (3.37) for each packet transmission. When node i uses
direct transmission at time t, we denote its transmit power as pD(t). The energy
5It is noteworthy, however, that the speciﬁc choice of multi-access scheme for cooperative com-
munication is largely orthogonal to our problem of which relay to be selected for energy saving. We
discuss an approach to integrating our relay selection rule into a known distributed random access
scheme for cooperative communication in Section 3.5.2.
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consumption of a node Ei(t1 : t2) during a time interval [t1 : t2] is the sum of node
i’s transmit power either as a source or a relay over all t ∈ [t1, t2] (we assume a node
consumes zero-power at t if it is neither a source or a relay at t).
We useRi(t) to denote the set of the nodes (except node i) within i’s cooperative
region (deﬁned in Section 3.2) for source node i’s transmission to its destination at
time t, i.e.,Ri(t) = {j ∈ N − {i}|pi,j(t) + qi,j(t) < pD(t)}.
A relay-selection rule is one that assigns each source i’s transmission at each
time t to some relay, denoted by ri(t). If no relay is selected at time t for node i, we
write ri(t) = null. The goal is to design relay selection rules that can achieve the
maximal energy saving due to cooperative transmissions. To represent how much
energy saving the cooperative transmission can yield in comparison to direct trans-
mission, we begin by introducing the notion of the “payoffs” of the nodes.
The payoff function, ui(t), of node i at time t is deﬁned as:
ui(t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
pDi (t)− pi,j(t) if ∃j s.t., ri(t) = j ,
−qj,i(t) if i = rj(t) for some source j ,
0 otherwise .
The above represents how much energy a node i locally saves (or loses) com-
pared to direct transmission at time t, where pDi (t)− pi,j(t) denotes the power saved
from i’s cooperative transmission using some relay j at time t, and−qj,i(t) the power
spent in i’s transmission as a relay for some other node j at time t. In all other cases
(if i does not transmit either as a source or a relay, or if i uses direct transmission),
the payoff is 0. The initial ui(t) can be any arbitrary value, but for simplicity, we
assume ui(t) = 0 for all i ∈ N . Then the cumulative payoff over a time interval
[t1 : t2] is deﬁned as ui(t1 : t2) =
∑t2
τ=t1
ui(τ), which represents the overall energy
savings of a node during the time interval.
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3.5.1 Relay Selection Rules
Our ﬁrst relay-selection rule makes use of the result in previous section in a straight-
forward manner:
Min-Total-Power Relay Selection: A relay is selected for source i at time t such
that
ri(t) = arg min
j∈Ri(t)
{pi,j(t) + qi,j(t)} .
In other words, for each packet from node i, a relay j is selected which minimizes
pi,j(t)+qi,j(t) among those in i’s cooperative region at t. IfRi(t) = ∅, ri(t) = null.
Note that the Min-Total-Power selection rule is myopic in nature since the selec-
tion is based only on the projected power consumptions of itself and other potential
relay nodes for the upcoming transmission at each t, but not on the past energy con-
sumptions of itself or other nodes. However, it is easy to see that, though simple,
the Min-Total-Power rule is optimal (among all relay selection rules) in the sense
that it minimizes the total energy consumption of the network,
∑
i∈N Ei(t1 : t2)
for any time interval [t1, t2], and hence maximizes the aggregate cumulative payoffs∑
i∈N ui(t1 : t2) of all nodes.
Theorem 3.12: For any time interval of [t1, t2], the total energy consumption of the
network
∑
i∈N Ei(T ) is minimized if each i is assigned a relay node at each time by
the Min-Total-Power rule.
Proof : Since we are only interested in the total energy consumption, we can
schedule the whole transmission into several rounds and each node can only trans-
mit no more than one packet in each round. Since any assignment r is injective in
each round, for any two nodes i and k, Si ∩ Sk = ∅, and ∪i∈NSi ⊆ N , where Si is
a set of source nodes whose relay is i. Therefore, the total energy consumption in
each round
∑
i∈N Ei =
∑
i∈N(pi,ri +
∑
j∈Si qj,i) can be re-written as
∑
i∈N pi,ri +∑
i∈N
∑
j∈Si qj,i =
∑
i∈N pi,ri +
∑
j∈N qj,rj =
∑
i∈N(pi,ri + qi,ri), which is mini-
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mized if each individual term pi,ri + qi,ri is minimum. 
In other words, the relay assignments that yields the minimum total energy con-
sumption can be simply obtained by having each source node select a relay node
such that the combined transmission power for the source and the relay is minimum.
From the individual nodes’ perspective, however, the relay selection by Min-
Total-Power rule can lead to the situation that some nodes end up with higher energy
consumption than would be the case when all nodes employ direct transmission.
This is especially true if some unfortunate nodes are heavily selected as relays and
hence consume more energy in relaying than that saved from its own transmission
as a source. We now consider how to handle such unfairness issue in CC.
The main idea of the adaptive relay selection is to let each node act as a relay only
when it has saved more energy than that it has lost from cooperative transmission in
the past. For this, a binary decision variable Ci(t) is maintained for each node i and
updated at each time t (hence the term “adaptive”) such that
Ci(t) =
⎧⎪⎪⎨
⎪⎪⎩
1 if ui(0 : t− 1) ≥ 0 ,
0 if ui(0 : t− 1) < 0 .
This Ci(t) value is used in the decision as to whether node i can act as a relay for
other nodes (when Ci(t) = 1, i.e., in “cooperative” mode) or i should not be selected
as relay for any other node (when Ci(t) = 0).
Adaptive Relay Selection: A relay is selected for source i at time t such that
ri(t) = arg min
j∈Ri(t),Cj(t)=1
{pi,j(t) + qi,j(t)} .
In other words, a relay j is selected for the i’s transmission at time t that min-
imizes pi,j(t) + qi,j(t) among the nodes whose cumulative payoffs are positive or
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zero.6 Thus, a node whose cumulative payoff is negative will cease to act as a relay,
and will be potentially available as a relay when its payoff becomes positive. Note
that the Min-Total-Power relay selection can be seen as a special case of the adaptive
selection rule with Ci(t) = 1 for all i and for all t.
Recognizing that some nodes may beneﬁt more from the larger cooperative trans-
mission opportunities than the others due to difference in the amount of data and to
potentially unfair medium access protocol, we can generalize the rule even more
to bring the balance (or “fairness”) of the amount of payoffs that individual nodes
collect:
Weighted Adaptive Relay Selection: A relay is selected for source i at time t such
that
ri(t) = arg min
j∈Ri(t),Cj(t)=1
{w (uj(0 : t− 1)) (pi,j(t) + qi,j(t))} .
where w(u) is a non-increasing function of the payoff value u. Here, along with the
power consumption factor (pi,j(t) + qi,j(t)), the weight function w(uj(0 : t− 1)) is
introduced in the relay selection criteria, such that the nodes with larger payoffs (i.e.,
smaller weight) will have a higher chance to get selected as the relay for each packet
transmission. More speciﬁcally, among relays which have the same total power
consumption, preference will be given to the ones with higher cumulative payoff.
How much importance will be given to the weight term reﬂecting the payoff and
how much to the power consumption term depends on how fast the function w(u)
decays as the payoff value u increases. For instance, one could use a power-law
function w(u) = u−k with some positive constant k, and parameter k can be used
to trade-off fairness for energy consumption. In our simulation study, we ﬁnd that
w(u) = u−6 strikes a good balance.
6We set Ci(t) = 1 if ui(0 : t − 1) = 0 in order to enable the initial cooperative condition when
all nodes’s payoffs are zero. If Ci(0) = 0 for all i, no node would cooperate to other nodes.
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3.5.2 On Distributed Implementation of Relay Selection
We close this section by discussing how our relay selection rules can be realized in
a distributed manner. Note that the relay selection rule requires the knowledge of (i)
the estimates of the channel state information, and (ii) the current cumulative payoffs
of the potential relays at the time of the packet transmission. In the following, we
demonstrate how one can integrate our relay selection rule into a known medium
access control (MAC) protocol– similar idea can be used for other types of MAC
protocols as well.
Speciﬁcally, we use a distributed protocol proposed in [42], which employs a
4-way handshake of messages to control medium accesses for cooperative commu-
nication. In their protocol, when a source (S) attempts to transmit a message to
a destination (D), a relay (R) is chosen by a random-access mechanism using the
following message exchanges in sequence: (i) ready-to-send (RTS) sent by S, (ii)
clear-to-send (CTS) sent by D, (iii) apply-for-relay (AFR) sent by R, and (iv) select-
for-relay (SFR) sent by D. After the RTS and CTS messages, which serve the same
role as in 802.11 MAC, an AFR message is broadcast by a relay (R) to notify other
nodes of its intention to serve as the relay for S (SFR by D acknowledges AFR to
avoid hidden relay problems). The way a particular relay is selected (and thus the
selected relay sends AFR) is by having each potential relays backoff for a random
period of time.
Our relay selection rule can be readily implemented by innovatively using the
above distributed protocol. We assume that all potential relays can hear the RTS
and CTS messages.7 First, the destination estimates the instantaneous channel qual-
ity of S-D link from RTS message, and piggy-back this information within CTS
message. Then all potential relays, upon hearing RTS and CTS messages, sim-
7This is a reasonable assumption since we consider cooperative relaying only when the S-R and
R-D channels are good. Otherwise S will use direct transmission.
3.5. Energy-efﬁcient Relay Selection for DAF 47
ilarly estimate their respective S-R and R-D channel qualities, and calculate the
optimal power pi,j(t) + qi,j(t) for the upcoming packet from S. Each relay then
uses the calculated optimal power, along with its current payoff (should weighted
adaptive relay selection be used), to set the backoff timer, proportional to w(uj(0 :
t − 1))(pi,j(t) + qi,j(t)), and the node that sends the ﬁrst AFR shall (and implicitly
chosen to) relay the packet from S.
3.5.3 Simulation Result
We evaluate the performance of our relay selection schemes via simulation, in which
we place N (varied between 5 and 25) nodes at uniformly random locations in a
100m× 100m region (the edges of the region are wrapped (toroid) to eliminate edge
effects). Throughout the simulation, we set the path-loss exponent α = 3, the data
rate b = 1 bps/Hz and the targeted εout = 0.01. A total of 200 × N packets are
transmitted, and at each time t, a packet is transmitted by a randomly selected source
and a randomly selected destination. The initial payoff value of every node (ui(0))
is set 0. The simulation result is averaged over 100 times for each N .
Figure 3.10 shows the average energy consumption of each node, normalized
by the minimum value in the data set (i.e., Minimum total energy selection with 25
nodes) for different relay selection methods. Overall, our relay selection schemes
perform far better than the direct transmission or that when a random relay is se-
lected for each packet, and the adaptive relay-selection performs close to the min-
imum power selection, which is optimal one in terms of average (or total) energy
consumption (see Theorem 3.12). The weighted adaptive relay selection performs
a bit worse (this is compensated by fairness results below). Furthermore, as the
number of nodes increases, the average energy consumption of our relay selection
schemes decreases; this is because it is easier to ﬁnd a well-positioned relay and thus
save more power in a dense network.
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Figure 3.11 shows the fairness in terms of how much energy is saved for indi-
vidual nodes using each relay selection methods, where the y-axis represent Jain’s
fairness index of nodes’ cumulative payoffs.8 It is clear that the weighted adaptive
relay-selection scheme achieves the best fairness compared with other two schemes.
As another example to highlight the fairness, we show in Figure 3.12 the energy con-
sumptions of individual nodes at the end of simulation in 5-node network. It is clear
that the weighted adaptive relay selection achieves the best fairness in this example–
it is the only scheme that ensures that all nodes have positive payoff–whereas Min-
Power-Selection results in negative payoff for some node.
We additionally conduct a set of simulations to measure the impact of each node’s
“willingness” to cooperate when its payoff is zero when our adaptive relay selection
rule is used. To see this, we slightly changed the rule in Section 3.5.1 for a subset
of nodes, and divide the nodes into two groups: U = {i | Ci(t) = 1 if ui(t) = 0}
8Jain’s fairness index is deﬁned by (
∑
ui)2/(N
∑
u2i ). The result ranges from
1
N (worst case) to
1 (best case). The larger the index is, the better fairness that we can achieve.
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(‘Unselﬁsh group’), and S = {i | Ci(t) = 0 if ui(t) = 0} (‘Selﬁsh group’); the
rule remains the same as Section 3.5.1 for both group when ui(t) = 0, and run the
simulations using adaptive and weighted adaptive relay selection. We expect that the
cooperative behaviors of the nodes tend to strengthen over time if more nodes are
in the ﬁrst group of “cooperative” nodes. In Figure 3.13, we show the proportion of
the nodes with Ci(t) = 1 in the y-axis as the time progresses in x-axis. Different
curve represents different ratio of T1:T2, where T1 = |U| and T2 = |S| with 100
nodes in the network. The result is rather surprising: in all cases, the proportion of
nodes in the cooperative states converges to 1, even when only one node cooperates
initially to others out of 99. Also, convergence speed is faster with the weighted relay
selection. What this result indicates is quite interesting: the cooperative behavior of
individuals can create positive feedback loop between one another in cooperative
communication, and the cooperation among the nodes can emerge even faster when
combined with some policing mechanism for ensuring fair allocation of resources.
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3.6 Summary
In this chapter, we have investigated some fundamental characteristics of cooperative
transmission. Speciﬁcally, we proposed an optimal power-allocation method for the
decode-and-forward (DAF) wireless cooperative networks. We deﬁned the notion
of a cooperative region and analyzed the average power ratio of DAF cooperative
transmission. The cooperative region is an ellipse when the path-loss exponent α is
unity, a circle for α = 2, and can be well approximated by an ellipse for α > 2. The
major radius can be obtained in closed-form, and the minor radius as the root of a
non-linear equation. We showed that cooperation can lead to energy savings only if
the QoS parameter is larger than a threshold which depends upon α. Opportunities
for cooperation increase in harsher environments: as the source-destination distance
ds,d or the path-loss exponent increase, or as the desired outage probability decreases.
We established bounds on the average power ratio due to cooperation in terms of the
QoS parameter and ds,d. We have also introduced adaptive relay-selection rules that
can serve as an effective tool to achieve a desirable trade-off between fairness and
energy consumption at each node.
CHAPTER 4
Network Protocol Designs of
Cooperative Wireless Networks in
Multi-hop Scenario
4.1 Introduction
With a better understanding of the physical-layer technique in Chapter 3, it becomes
critically important to study how the performance gain of cooperative diversity at
the physical layer can be reﬂected at the networking layer, thus ultimately improving
application performance. By encouraging nodes to share their antennas, the trans-
mission pattern could yield a new routing structure at the network layer, termed as
cooperative links, which are different from the direct transmission links in the sense
that besides the source and destination nodes for a transmission, intermediate nodes
are also involved in relaying the transmitted signal between the two nodes.
The aim of this chapter is to study the impacts of the physical-layer technique
on the design of network layer. Especially, we will explore the end-to-end error,
energy, throughput and delay performance of cooperative routing, where the co-
channel interference is considered in our scenario.
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4.2 The End-to-end Reliability of Cooperative Rout-
ing
It is assumed that a route has been established between a source and a destination.
Different from traditional routes, cooperative transmission is used to improve the link
quality when the source node communicates with the destination node. The links in-
volved in the route between the source and destination nodes can be categorized into
two sets. The ﬁrst set is deﬁned as S1, includes the links using direct transmission
without using any relay and the other one, deﬁned as S2, which includes all links
using cooperative transmission1. In our model, we also assume identical transmis-
sion power for all nodes, thus the total transmission power is proportional to the total
number of nodes involved in the route.
For the above scenario, by assuming the error performances among links are
independent, the end-to-end (ETE) outage probability can be derived from (2.5) and
(2.11) and is given by
εoutETE = 1−
∏
i,j∈S1
(1− εDTi,j )
∏
i,j∈S2
(1− εCTi,j ) (4.1)
where εDTi,j and ε
CT
i,j denotes outage probability for direct link and for cooperative
link, respectively.
For small outage probability εDTi,j  1 and εCTi,j  1, we have the following
approximation
εoutETE ≈
∑
i,j∈S1
εDTi,j +
∑
i,j∈S2
εCTi,j . (4.2)
Substituting (2.5) and (2.11) into the above, we obtain
εoutETE =
(2b − 1)
p
∑
i,j∈S1
dαi,j +
(22b − 1)2
2p2
∑
i,j∈S2
dαi,j(d
α
i,r + d
α
r,j) (4.3)
1An example of cooperative link and direct link are shown in Figure 2.2
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Table 4.1: Proposed cooperative routing algorithm
Input: Relay candidates R, transmission power p, data rate b, outage con-
straint η
Output: Cooperative route R and link outage εout
Initialize:
1: rs,d ← argmin
r∈R
εouts,d ; //Select the best possible
relay node rs,d and establish one cooperative link from the source (s) to the
destination (d) to minimize the link outage εouts,d according to (2.11)
2: R←{s, rs,d, d}; //Initial route established
Updates:
1: if εouts,d≤ η ; //Compare with the target
outage probability (constraint) η
2: R←{s, rs,d, d}; //Route established
3: else
4: while ∨εouti,j > η, {i, ri,j, j} ∈ R do // If any link εouti,j along the
constructed route is larger than the target error rate
5: ri,ri,j ← argmin
r∈R
εouti,ri,j ;
6: rri,j ,j ← argmin
r∈R
εoutri,j ,j; //New relay selections are
triggered among the existing link in R to improve its εouti,j performance
7: R←{R − {i, ri,j, j}} ∪ {i, ri,ri,j , ri,j} ∪ {ri,j, rri,j ,j, j}; //Update
routing table
8: end
9: end if
where i, r and j are source, relay and destination nodes, respectively, of one cooper-
ative link.
Based on different objective functions and constraints, even the same system
setup could lead to different optimal routes [43]. Here we use (4.3) as our objective
function to justify the end-to-end reliability of cooperative route.
4.2.1 Description of the QoS-Driven Routing Algorithm
Based on the characteristics of cooperative transmission analyzed so far, we propose
here a distributed routing algorithm to establish a cooperative route in an arbitrary
network that ensures each link εout below a certain target level (constraint). Table
4.1 describes the routing algorithm in detail.
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Figure 4.1: A timing diagram of cooperative transmission
The timing schedule of the proposed cooperative algorithm is shown in Figure
4.1. As a distributed routing algorithm, each relay node as a monitor periodically
broadcasts a HELLO packet to its source-destination pair to measure the link perfor-
mance. When an improvement is necessary, the relay sends a NOTIFICATION to
its source and destination and triggers new relay selections among the source-relay
and the relay-destination links. Such “control information” needs to be synchronized
among the source, relay and destination before packet transmission.
To ﬁt the non-infrastructure nature of ad-hoc networks, it is desirable to devise
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a distributed mechanism to choose the relay node with the best incoming and out-
going channel condition among candidate nodes without using a central controller.
Speciﬁcally, the relay selection method is similar to the idea in Section 3.5.2, which
employs a 4-way handshake of messages to control medium accesses for cooperative
communication.
In the proposed algorithm, relays use similar carrier sensing scheme [44] and go
through a backoff period before sending received data to the destination. Each relay
then set the backoff timer, proportional to its εout, and the node with the minimum
backoff time shall (and implicitly chosen to) relay the packet.
Theorem 4.1: For inﬁnitely dense network where node exists at any location, the
end-to-end outage probability for the proposed routing with N hops is
εoutETE ∼ Θ
(
1
A2α−1
)
where A, being perfect power of 2, is largest integer that smaller than the total num-
ber of hops N and α is the pass-loss exponent. The deﬁnition of f(n) ∼ Θ(g(n)) is
that ∃k1, k2 > 0, n0, ∀n > n0, |g(n)|k1 ≤ |f(n)| ≤ |g(n)|k2.
Proof : Suppose the total number of hops is N and the distance between the
source and destination is D.
If log2(N) = integer, then
εoutETE = N
(22b − 1)2
2p2
(
D
N
)α(2
Dα
2αNα
) =
(22b − 1)2D2α
2αp2N2α−1
. (4.4)
Otherwise, determine two nearest integers A and B which next to N and satisfy
A < N < B. Both A and B are perfect power of 2. Therefore, we have
εoutETE =
(22b − 1)2D2α(N − A)
2αp2B2α−1A
+
(22b − 1)2D2α(2A−N)
2αp2A2α−1A
. (4.5)
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Using the relationship B = 2A, we have
εoutETE =
(22b − 1)2D2α
2α p2A2α
(
N − A
22α−1
+ 2A−N
)
. (4.6)
It is not difﬁcult to observe that εoutETE ∼ Θ
(
1
A2α−1
)
. 
Motivated by such conclusion, we can ﬁnd the performance of our proposed
routing algorithm and optimal solution2 in 2D inﬁnitely dense networks, which are
shown in Figure 4.3. We observe that the proposed algorithm exhibits performance
close to optimal, especially when the hop number N satisﬁes log2(N) = integer.
It is worth pointing out that we include an outage constraint in our proposed
routing protocol for the following reasons: First, our proposed algorithm starts with
routes with a small number of hops. Implicitly, it does not explore routes with an
excessive number of hops. Instead, our algorithm achieves a good trade-off and bal-
ance between the hop count (which relates to delay) and ETE εout for routing, in
order to achieve acceptable system performance. Second, for a given outage con-
straint, we can reduce the total number of nodes involved. Hence other beneﬁts such
as energy saving, communication trafﬁc reducing could be realized.
Following the ideas above, we compare the minimum ETE εout achieved by our
proposed routing algorithm with that of the optimal routing solution for a regularly
dense linear network scenario. We consider a linear topology where nodes are lo-
cated at equal distance from each other on a straight line. We assume that this dis-
tance between two adjunct nodes is D and the total number of nodes is n.
Before proceeding further, let us deﬁne a gap ratio g, as the normalized differ-
ence between the outage probability for the best route established by our proposed
2The optimal solution is deﬁned as a route with no more N hops that minimizes the ETE outage
performance in the cooperative networks. Detailed analysis is provided in Appendix B.1
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algorithm and that of the optimal route
g =
εproposed − εoptimal
εoptimal
. (4.7)
The following theorem compares the performance of the routing algorithm to the
optimal route.
Theorem 4.2: For a regular linear network with n nodes (α=2),
g =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0, if log2(n− 1)or log2(n) = integer
11
4
, if log2(
n−1
3
) = integer
33
2(n−1) , otherwise for an odd number nodes
Proof : See Appendix B.2. 
In general, Theorem 4.2 tells us that the proposed routing algorithm can have
a εout close optimal. For example, for the ﬁrst case where n − 1 or n is perfect
power of 2, the proposed algorithm yields the exactly same εout as the optimal route.
The gap ratio can be close to zero for the third case where the number of nodes is
large enough. In addition to error performance, the proposed routing algorithm also
provides advantage of delay reducing. For example, for the second case, compare
with optimal solution, we can reduce 2log2
n−1
3
−1 hops and n−1
3
nodes involved when
compared with optimal solution. For the third case, we can reduce 1 hop and 2 nodes
involved.
4.2.2 Simulation Result
Figure 4.2 shows a routing example which is established by our proposed algorithm.
The 100 nodes are uniformly distributed in 1000m×1000m topology with the source
and destination nodes located at the top left corner (node 1) and the bottom right
corner (node 100), respectively. We set transmission power to noise ratio to 50dB,
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Figure 4.2: Routing comparison between proposed algorithm and Destination-
sequenced distance-vector (DSDV) algorithm
data rate b = 0.1bps/Hz and the outage constraint εout = 0.01. The green dash line
(located toward the upper right direction) is the Distance-Vector (DV) [45] routing,
whereas the combined red lines represent the proposed cooperative routing. For
example, the cooperative link between node 1 and 19 uses node 26 as its relay. As
shown in this ﬁgure, our proposed algorithm establishes a totally different route path
compared with the DV routing algorithm. Furthermore, when compared with 9 hops
and 10% end-to-end εout for the DV algorithm, the route generated by our proposed
algorithm yields much better performance in terms of delay and outage probability:
5 hops and 3% end-to-end εout.
Moreover, under the same network assumption with ﬁnite number of nodes, Fig-
ure 4.3 illustrates the ETE outage performance in terms of number of hops. It is
shown that for cooperative routing, the ETE εout improves as the number of hops in
the selected route increases. It also shows that cooperative transmission can achieve
better εout performance than DV algorithm. Such implies that our proposed algo-
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rithm can generate routes with a smaller number of hops and satisfactory ETE εout
when compared with the optimal solution from the DV algorithm. Such performance
of the inﬁnite node case can be treated as a low bound performance of the proposed
algorithm.
4.3 The End-to-end Energy Consumption of Cooper-
ative Routing
The improvement on the ETE reliability is not the only beneﬁt that we can get from
cooperative routing. From another aspect, the total power consumption can also be
reduced by using cooperation. Various cooperative routing algorithms have been
developed to further reduce the total transmission power of cooperative transmis-
sion [32, 14, 33, 46, 15]. However, most of existing cooperative routing algorithms
are implemented by identifying a shortest path ﬁrst and thus the performance gains
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of cooperative communication cannot be fully exploited. Motivated by the QoS
driven routing algorithm in Section 4.2.1 and the optimal power allocation of DAF
cooperative link in Section 3.4.1, we propose a power efﬁcient cooperative routing
algorithm as follows.
The objective function of the power efﬁcient cooperative routing is similar to
(4.3) and can be obtained as
pETE =
∑
i,j∈S1
pD +
∑
i,j∈S2
(p∗ + q∗) (4.8)
where pD is the power of direct transmission (2.6), p∗ and q∗ are the optimal trans-
mission power (3.37) of the source and relay, respectively.
4.3.1 Description of the Power Efﬁcient Routing Algorithm
Different from the routing algorithm in Section 4.2.1, Table 4.2 describes the power
efﬁcient routing algorithm in detail. Each node uses a default transmission power
to construct a route at the initial stage. Since the optimal transmission power for
both source and relay nodes can be determined by ds,d, ds,r, dr,d and link εout, each
cooperative link can adjust to its minimum power in the meantime of the distributed
relay selection once link outage performance is satisﬁed the target.
4.3.2 Simulation Result
In this section, we develop simulation results to illustrate the power savings of the
power efﬁcient routing algorithm, and then compare it with other cooperation-based
power saving algorithms.
We consider here a network scenario that a total number of N nodes are uni-
formly distributed in a 1000m × 1000m topology with the source and destination
nodes located at the top left corner and the bottom right corner, respectively. Fig-
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Table 4.2: Power efﬁcient routing algorithm
Input: Relay candidates R, default transmission power p, data rate b, outage
constraint η
Output: Cooperative route R, link outage εout and optimal transmission
power (p∗ and q∗)
Initialize:
1: rs,d ← argmin
r∈R
εouts,d ; //Select the best possible
relay node rs,d and establish one cooperative link from the source (s) to the
destination (d) to minimize the link outage εouts,d according to (2.11)
2: R←{s, rs,d, d}; //Initial route established
Updates:
1: if εouts,d≤ η ; //Compare with the target
outage probability (constraint) η
2: R←{s, rs,d, d}; //Route established
3: ps ← p∗, qrs,d ← q∗; //Update transmission
power
4: else
5: while ∨εouti,j > η, {i, ri,j, j} ∈ R do // If any link εouti,j along the
constructed route is larger than the target error rate
6: ri,ri,j ← argmin
r∈R
εouti,ri,j ;
7: rri,j ,j ← argmin
r∈R
εoutri,j ,j; //New relay selections are
triggered among the existing link in R to improve its εouti,j performance
8: R←{R − {i, ri,j, j}} ∪ {i, ri,ri,j , ri,j} ∪ {ri,j, rri,j ,j, j}; //Update
routing table
9: end
10: for all ∨{i, ri,j, j} ∈ R do
11: pi ← p∗, qri,j ← q∗; //Update transmission
power
12: pri,j ← p∗, qj ← q∗; //Update transmission
power
13: end for
14: end if
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Figure 4.4: Network size vs. total normalized transmission power consumption
along the path
ure 4.4 shows the required total transmission power using different routing algo-
rithms for different total number of nodes at same link εout = 0.05, α = 2 and
b = 0.95bps/Hz. As shown, the total power consumption decreases as the net-
work size increases. This is so because the distance between neighbor nodes is
reduced with increased node density. Multi-hop routing ensures the lower power
consumption between these nodes. We can also observe that the proposed power ef-
ﬁcient routing algorithm achieves the best performance among CASNCP [15] which
is based on the shortest path algorithm, the conventional cooperative routing algo-
rithm (with identical power assumption at both source and relay) 4.2.1 and DSDV
algorithm [45].
Since our proposed routing algorithm starts with routes with a small number of
hops, Figure 4.5 shows the relationship between the total power consumption of
cooperative route in terms of total number of hops and its ETE outage performance.
The network scenario is same as in Figure 4.4, but with a ﬁxed N = 100, α = 2
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Figure 4.5: Total normalized transmission power along the path vs. end-to-end out-
age performance
and b = 0.2 bps/Hz. The total transmission power along the path is proportional
to total number of hops. Under the same network topology, as the total number
of hops increases, the total transmission power is increased. Meanwhile, under the
same route and ETE outage achievement, the proposed algorithm can reduce the
total power consumption by a couple dB.
4.4 The End-to-end Throughput of Cooperative Rout-
ing
In wireless networks, the broadcast nature of wireless transmission enables coop-
eration by sharing the same transmissions with nearby receivers and thus can help
improve spatial reuse and boost network throughput along a multi-hop routing. The
performance of wireless networks can be further improved if prior information avail-
able at the receivers can be utilized to achieve perfect interference subtraction. In
4.4. The End-to-end Throughput of Cooperative Routing 65

 
<
>
?
@
 G   H



 
 
<  
 <
<>
<>
Figure 4.6: Multi-hop direct transmission with overlapping in a ﬁve-node linear net-
work
this section, we investigate performance gain on network throughput for wireless
cooperative networks by using a simple multiuser detection (MUD) scheme, called
overlapped transmission, in which multiple transmissions are allowed only when the
information in the interfering signal is known at the receiver.
The idea of employing MUD in wireless networks to increase spatial reuse and
throughput has been proposed in [47, 48, 49, 50]. We have learned from existing
works that typical MUD schemes (e.g., Successive Interference Cancelation (SIC))
need signiﬁcant process power. However, for wireless ad-hoc networks, it may not
be possible. Motivated by the fact that prior information available at the receiver
can be utilized to achieve perfect interference subtraction by using the MUD scheme
[50] and therefore invite more simultaneous transmissions along a multi-hop routing,
we propose here to further exploit network throughput in cooperative networks by
combining the MUD scheme with supplementary cooperation strategy.
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Figure 4.7: Multi-hop cooperative transmission with overlapping in a ﬁve-node lin-
ear network
4.4.1 Interference Subtraction in a Multi-hop Scenario
In this section, we illustrate the idea of interference subtraction in a ﬁve-node linear
network shown in Figure 4.6 and 4.7. Without loss of generality as in the previous
work [50], the distance between adjacent nodes is 1, the transmission range (solid
line) is also assumed to be 1 and the interference range (dashed line) is assumed to
be twice the transmission range. Speciﬁcally, we use outage probability to deﬁne the
transmission range and interference range.
We still employ the same propagation model in Section 2.2 to consider path-loss
and Rayleigh fading. The wireless link ai,j between the nodes i and j is modeled as
ai,j =
hi,j
d
α/2
i,j
, where di,j , the distance between the nodes i and j, represents the large-
scale behavior of the channel gain, α is the path-loss exponent and hi,j is assumed
to be independent and identically distributed (i.i.d), complex Gaussian variable with
zero mean and unit variance.
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For direct transmission, according to (2.5), the outage probability satisﬁes
εoutD = Pr[ID < b] = d
α
s,d
(
2b − 1
p
)
(4.9)
where b is the desired data rate in bps/Hz which is deﬁned by the QoS requirement
and d is the distance between two nodes.
By using (4.9), we have the equivalent deﬁnition as follow
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
node is within transmission range, if εoutD ≤ 2
b−1
p
,
node is within interference range, if εoutD ≤ 2
α(2b−1)
p
,
interference free, if εoutD >
2α(2b−1)
p
.
(4.10)
Therefore, when setting a desired data rate b and carefully choosing a transmis-
sion power p, a successful transmission can be made only if the outage probability
at the receiver satisﬁes the ﬁrst condition of (4.10). When a node is within the in-
terference range, which satisﬁes the second condition, it cannot directly decode the
message from the source. However, from information theory’s perspective, it can ac-
cumulate the information from both the source and relay to satisfy the ﬁrst condition
by using cooperative transmission in two time slots, which is shown in Figure 4.7.
For Cooperative transmission, let ds,d, ds,r and dr,d be the respective distances
among the source, relay and destination of one single cooperative link. The outage
probability is
εoutC =
1
2
dαs,d(d
α
s,r + d
α
r,d)
(2bC − 1)2
p2
. (4.11)
Note that the mathematical details behind this equation are omitted and can be found
from Section 2.3.2.
As shown in [50], network throughput can be improved by employing simultane-
ous transmission and the scheduling scheme employing the overlapped transmission
for the ﬁve-node linear network is depicted in Figure 4.6. We observe that in time
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slot T3, node C forwards packet m2, which is received by node B in T2, to node
D. Node B can actually keep a copy of the transmitted message m2 locally, thus it
knows the message being transmitted by node C in T3 and can apply the MUD with
the stored prior information m2 to mitigate the interference caused by node C, while
node A is allowed to transmit another message m3 at the same time.
The performance of the scheduling schemes is measured in terms of network
throughput at destination E. We assume time slots are equal length T and identi-
cal transmission power for all nodes. Since destination E successfully receives a
message on an average in every two time slots, the average throughput for direct
transmission with overlapping is
λD =
b
2
. (4.12)
Under the same outage achievement εoutC = 1 − (1 − εoutD )2, by using (4.9) and
(4.11), the date rate for cooperative transmission can be increased to
bC ≈ b + log2
(√
2
εTH
)
(4.13)
where εTH is the outage probability of a two-hop-length direct transmission. For
cooperative transmission as shown in Figure 4.7, a message on an average requires
three time slots to be received at destination E, the average throughput for coopera-
tive transmission with overlapping is
λC =
bC
3
=
b + log2
(√
2
εTH
)
3
. (4.14)
As a result, if the performance of cooperative transmission with overlapping is
better than that of direct transmission with overlapping, only when λD < λC , which
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equals
εTH <
2
(2b/2)2
. (4.15)
We observe that (4.15) can be easily satisﬁed, especially when the transmission
power to noise ratio p is large enough. Let us consider an example, we assume
α = 2, b = 2 bps/Hz and p = 20dB, then with the same outage performance,
bC = 3.73 bps/Hz. The transmission efﬁciency, which is deﬁned as the ratio of
network throughput of cooperative transmission scheduling employing overlapped
transmission to that of direct transmission scheduling employing overlapped trans-
mission, is Γ = λC
λD
= 1.24.
It is clear that the scheduling scheme of cooperative transmission with over-
lapped transmission has shown better potential to improve network throughput by
24% over the scheme of direct transmission with overlapped transmission and that
potential can be further improved when implements supplementary cooperation with
overlapped transmission as will be examined in the next section.
4.4.2 Supplementary Cooperation
In this section, we introduce another idea of supplementary cooperation strategy.
We have focused so far the conventional cooperation strategy that the mutual infor-
mation accumulation only happens at the destination node of each cooperative link.
Actually, the relay node can also get full beneﬁts from cooperation by taking advan-
tage of the broadcast nature of wireless transmission to further reduce the decoding
error. As depicted in Figure 4.7 that in the second time slot, node C receives the
second copy of m′2 from relay B. At the same time, relay D can actually overheard
the same m′2 (dashed line). That is so because the node D is within the interference
range of node B and the same packet needs to go through all the nodes along the
route. In essence, node B, C and D can compose of another cooperative link called
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Figure 4.8: One example of cooperative route
supplementary cooperation.
Consider a general network scenario where simultaneous transmissions are among
the same route which is shown in Figure 4.8. As an extension, we are interested in
the interference impact on network performance, i.e. under a realistic assumption
that multiple nodes are active for transmission at the same time. Since we assume
that each node uses the same transmission power, the SINR at receiver si+1 is
p′ = SINR =
p
p0 + pI
=
p
p0 +
∑
j p|aj,si+1|2
(4.16)
where pI is the summation of interfering power at the receiver. Since for Rayleigh
fading, |aj,si+1|2 is exponentially distributed with parameter dαj,si+1 . By taking the
average of |aj,si+1|2 and assuming the white noise power p0  pI , then above SINR
is
p′ = SINR ≈ p
pI
=
p∑
j p/d
α
j,si+1
=
1∑
j 1/d
α
j,si+1
. (4.17)
Hence the mutual information at node si+1 can be shown as follow
I =
⎧⎪⎨
⎪⎩
1
2
log(1 + 2p′si+1|asi,si+1|2), if |ari−1,ri|2 + |asi,ri|2 < G(p′ri)
1
2
log(1 + p′si+1|asi,si+1|2 + p′si+1|ari,si+1|2), if |ari−1,ri|2 + |asi,ri|2 ≥ G(p′ri)
(4.18)
where p′ri and p
′
si+1
are transmission power to interference ratios at relay ri and des-
tination si+1, respectively, and G(p′ri) = (2
2b − 1)/p′ri . The ﬁrst case in (4.18)
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corresponds to relay ri that is not being able to decode through supplementary co-
operation with ri−1 and si, and thus source si is repeating its transmission. The
maximum average mutual information is that of repetition coding from source si to
destination si+1, therefore, the extra factor of 2 is added in the SINR. The second
case corresponds to relay ri that has ability to decode and repeat the transmission
through supplementary cooperation, then the maximum average mutual information
is that repetition coding from both si and ri to destination si+1.
Therefore, the outage event for such DAF is given by I < b and is equivalent to
the event
(
{|ari−1,ri|2 + |asi,ri|2 < G(p′ri)} ∩ {2|asi,si+1|2 < G(p′si+1)}
)
∪
(
{|ari−1,ri|2 + |asi,ri|2 ≥ G(p′ri)} ∩ {|asi,si+1|2 + |ari,si+1|2 < G(p′si+1)}
)
. (4.19)
As can be seen, two events of the union in (4.19) correspond to two cases in (4.18),
respectively. Because the events in union of (4.19) are mutually exclusive, the outage
performance of si+1 with supplementary cooperation (SC) becomes
εoutSC = Pr[I < b]
= Pr[|ari−1,ri|2 + |asi,ri|2 < G(p′ri)]︸ ︷︷ ︸
T1
Pr[2|asi,si+1|2 < G(p′si+1)]︸ ︷︷ ︸
T2
+ Pr[|ari−1,ri|2 + |asi,ri|2 ≥ G(p′ri)]︸ ︷︷ ︸
T3
Pr[|asi,si+1|2 + |ari,si+1|2 < G(p′si+1)]︸ ︷︷ ︸
T4
.
(4.20)
Here, we compute a closed form for (4.20). By computing the large SNR behavior,
we have the limits T1 −→ 1
2
dαri−1,rid
α
si,ri
G2(p′ri), T2 −→ 12dαsi,si+1G(p′si+1),
T3 −→ 1 − 1
2
dαri−1,rid
α
si,ri
G2(p′ri), T4 −→ 12dαsi,si+1dαri,si+1G2(p′si+1). Then, (4.20)
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equals
P outSC = Pr[I < b]
=
1
4
dαri−1,rid
α
si,ri
dαsi,si+1G
2(p′ri)G(p
′
si+1
)
+
1
2
dαsi,si+1d
α
ri,si+1
G2(p′si+1)(1−
1
2
dαri−1,rid
α
si,ri
G2(p′ri)) (4.21)
where G(p′si+1) = (2
2b − 1)∑j 1/dαj,si+1 and G(p′ri) = (22b − 1)∑j 1/dαj,ri .
Under the same network scenario as depicted in Figure 4.7, (4.21) can be simpli-
ﬁed as
εoutSC =
dαs,dd
α
r,d(2
bSC−1)2
2p2
+
dαs,dd
α
s,rd
α
r′,r(2
bSC−1)3
4p3
(4.22)
where dr′,r is the distance between two adjacent relay nodes. Then we have the date
rate of SC
bSC = log2(xp + 1) (4.23)
where x = − B
3u
+ u − A
3
, A = 1
2α−1 , B = − 13·22α−2 , u = 3
√
− q
2
−
√
q2
4
+ B
3
27
and
q = − εoutSC
22α−2 +
2
27·23α−3 .
Consider the same example in Section 4.4.1, we get bSC = 4.25bps/Hz and
the average throughput for supplementary cooperation is λSC = bSC3 . Then the
transmission efﬁciency is Γ′ = λSC
λD
= 1.42.
In general, the results from above tell us that the supplementary cooperation with
overlapped transmission achieves the best performance among the three schemes. It
is worth noting that the supplementary cooperation can be realized simply by taking
the advantage of the broadcast nature of wireless transmission. Hence, compared
with conventional cooperative transmission in Section 2.3.2, there is no extra system
overhead involved.
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Figure 4.9: End-to-end outage performance vs. total number of hops
4.4.3 Simulation Result
In this section, we evaluate the performance of supplementary cooperation. Espe-
cially, we employ space time reuse scheme to analyze the interference impact on
network throughput for later comparison.
We consider here a network scenario that 100 nodes are uniformly distributed in
a 1000m× 1000m topology with the source and destination nodes located at the top
left corner and the bottom right corner, respectively. We set the transmission power
to noise ratio as 60dB, desired data rate b = 0.2 bps/Hz. Results are averaged over
100 simulation runs. By using the cooperative routing algorithm in Section 4.2.1,
Figure 4.9 reports ETE outage performance of routes with different total number of
hops from the source to destination. In this simulation, we consider the simplest
case where only one transmission is possible in each time slot. So there is no other
interference present. As can be seen, the supplementary cooperation achieves much
better error performance than the conventional cooperation as well as the same route
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Figure 4.10: TDM-schedule for a cooperative route with M=1
with only direct transmission. Especially, an average outage reduction of 34.87% is
achieved when compared with the conventional cooperation. In addition, it further
shows that for cooperative routing, ETE outage improves as the number of hops
in the selected route increases. In particular, we observe that 3 hops supplementary
cooperation already has the better ETE outage performance than 4 hops conventional
cooperation. Such implies that supplementary cooperation can generate routes with
a smaller number of hops and satisfactory ETE outage when compared with the
conventional cooperation.
Next, we evaluate ETE outage performance of supplementary cooperation with
overlapped transmission under an interfering environment which allows multi-node
transmissions along the same routing using space time reuse scheme. We assume
all nodes along a route transmit in the same frequency band and employ a regular
TDM-schedule of lengthM -cooperative-links so that in time slot t, the nodes 2iM+
(tmod 2M) are allowed to transmit, for i = ...− 1, 0, 1.... Because each cooperative
link composes of two transmissions from the source and relay in two consecutive
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Figure 4.11: End-to-end outage performance vs. channel resource reuse factors
time slots, therefore, the extra factor 2 is added in TDM-schedule. Figure 4.10 shows
the TDM-schedule for a general cooperative route with reuse factor M=1. The solid
lines are simultaneous transmissions and the dashed lines are interferences that can
be canceled through overlapped transmissions.
Figure 4.11 shows ETE outage performance of supplementary cooperation (SC)
with interference subtraction (IS) by using the overlapped transmission and conven-
tional cooperation (CC) without IS. It is clear that supplementary cooperation with
interference subtraction achieves much better performance than conventional way.
Furthermore, a careful reader might notice that in fact there is a trade-off between
reuse factor, ETE outage probability and network throughput. As reuse factor in-
creases, ETE outage probability is reduced correspondingly. However, the network
throughput is adversely affected by large reuse factor. Therefore, in order to ﬁnd
the best cooperative route achieving maximum network throughput, we deﬁne the
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network throughput as follow
λ =
⎧⎪⎨
⎪⎩
b(1−εETE)
2M+1
, if M = 1
b(1−εETE)
2M
, if M > 1
(4.24)
where b is the desired data rate, εETE is ETE outage probability and M is the reuse
factor. By using (4.24), we ﬁnd that 3 hops supplementary cooperation with inter-
ference subtraction is the best routing to achieve the maximum throughput in such
network scenario, which is circled in Figure 4.11.
4.5 The End-to-end Delay Analysis of CooperativeWire-
less Networks
Having a large ETE throughput does not necessarily mean to have a small ETE
transmission delay. Since the size of each packet and type of transmission sched-
ule also play important roles in network performance. In this section, we employ
an error exponent model [51] to study the transmission time of wireless networks
using Decode-and-forward (DAF), Amplify-and-forward (AF) and Multi-Hop (MH)
cooperative protocols.
4.5.1 System Model and Delay Behaviors
Each node in the network is equipped with one omnidirectional antenna element.
The Time Division Multiple Access (TDMA) scheme is used to enable various nodes
to share the same frequency band. We employ a channel model incorporating path-
loss and additive white Gaussian noise [52]. The received signal at node j is modeled
as
yj = ai,jxi + nj (4.25)
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where xi is the signal transmitted by node i and nj is additive white Gaussian noise,
with variance σ2n, at the receiver. The channel gain ai,j between the nodes i and j is
modeled as ai,j = 1
d
α/2
i,j
, where di,j is the distance between the nodes i and j, α is the
path-loss exponent.
For existing encoders, it is inevitable to output some bits which are correlated to
each codeword and therefore cause the loss of independence. Since random Gaus-
sian inputs can maximize the mutual information (or entropy), the use of random
Gaussian code can theoretically ensure the achievability of the optimal performance
and therefore maximize cooperative diversity. We assume that each node uses a ran-
dom Gaussian code3 to encode a block of L nats4 information into a time signal of
inﬁnite duration and transmit it. However, the transmitter will transmit a ﬁnite time
only until the receiver successfully decodes the message, thus only a ﬁnite length
of codeword will be transmitted. From [53, 51, 54], since the Gaussian waveform
channel can be modeled as a sequence of complex Gaussian scalar channels, if we
use the output of the ﬁrst N channels to decode the transmitted message (i.e., de-
coding at time N/W , where N is number of samples used for decoding and W is
bandwidth), the coding bound on block error probability ε is
ε ≤ exp(ρL−
N∑
i=1
(E0(ρ, SINRi)) . (4.26)
Assuming that each node transmits in the same frequency band (with normal-
ized bandwidth W = 1) and the Signal-to-Interference-Plus-Noise ratio SINR at the
receiver keeps the same during the one block transmission, we can simplify (4.26)
3The Gaussian code encoder separates the incoming binary data stream into equal length of L
binary digits each. There are total M = 2L different binary sequences of length L and the encoder
provides a codeword for each. Each codeword is a sequence of a ﬁxed number, N , of channel input
letters. The codewords are samples of bandlimited white Gaussian noise.
4In order to simplify notation and analysis, we use information unit nat in this paper; 1nat =
log2 e bit
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as
ε ≤ exp(ρL−N(E0(ρ, SINR)) (4.27)
for any constant factor ρ ∈ [0, 1]. E0(ρ,SINR) is the error exponent determined
by ρ and SINR. For a complex Gaussian channel with unit bandwidth, a simple
expression for the error exponent is derived from [51]
E0(ρ, SINR) = ρ ln
(
1 +
SINR
1 + ρ
)
. (4.28)
Given a target block error probability ε that the receiver can successfully decode
the message, the minimum coding length N is bounded by
N ≥ ρL− ln ε
ρ ln
(
1 + SINR
1+ρ
) . (4.29)
The lower bound is the minimum coding length for sending L nats information over
one transmission link when a target reliability constraint is guaranteed. Given the
decoding time is D = N/W , we will use this lower bound as the minimum delay to
characterize delay performance of three low-complexity cooperative protocols that
can be utilized in the network of Figure 2.2, including Amplify-and-forward (AF),
Decode-and-forward (DAF) and multi-hop (MH) [8]. As a result, the destination
using AF or DAF receives two independent copies of the same packets transmit-
ted through different wireless channels, from which diversity gain can be achieved;
whereas the destination using MH only receives one copy from its relay node.
4.5.1.1 Amplify-and-forward Transmission
The relay node ampliﬁes whatever its received subject to its power constraint and
retransmits the signals to the destination in the second time slot. As explained in
detail in [7], the average channel capacity between the source and the destination is
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given by
IAF =
1
2
log(1 + SINRs,d + f(SINRs,r,SINRr,d)) (4.30)
where SINR is deﬁned as received power to noise plus interference ratio and f(x, y) =
xy
x+y+1
. From (4.29), the delay performance of AF can be obtained as
DAF ≥ 2(ρL− ln ε)
ρ ln
(
1 +
SINRs,d+f(SINRs,r,SINRr,d)
1+ρ
) . (4.31)
Note that the source and relay transmit an identical codeword in two equal time slots,
the extra factor of 2 is added in the delay.
4.5.1.2 Decode-and-forward Transmission
Let ds,d, ds,r and dr,d be the respective distances among the source, relay and desti-
nation. During the ﬁrst time slot, the destination receives yd = 1
d
α/2
s,d
xs + nd from the
source node, where xs is the information transmitted by the source and nd is white
noise. During the second time slot, the destination node receives
yd =
⎧⎪⎪⎨
⎪⎪⎩
1
d
α/2
s,d
xs + nd, if b > Is,r ,
1
d
α/2
r,d
xr + nd, if b ≤ Is,r
(4.32)
where b = L
2N ln 2
bps/unit hertz5, N is the coding length and Is,r = 12 log(1 +
SINRs,r) can be derived from direct transmission. In this protocol, the relay transmits
only if the desired data rate b is below the channel capacity; otherwise, the source
retransmits in the second time slot. We thus implicitly assume a mini-slot at the
beginning of the second slot during which ACKs are sent error-free from relay to
source.
5Since we use the information nat as the unit in this paper, the original data rate b = LNWτt in
nat/s/unit hertz should be converted to that in bit/s/unit hertz. The sampling time τt at the decoder
equals Nyquist rate W of 1 unit time per symbol.
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Assuming that the relay node can perform perfect decoding, the channel capacity
of this cooperative link can be shown to be
IDAF =
⎧⎪⎨
⎪⎩
1
2
log(1 + 2SINRs,d), if b > Is,r ,
1
2
log(1 + SINRs,d + SINRr,d), if b ≤ Is,r .
(4.33)
Note that the same noise variance is assumed at both relay and destination. There-
fore, the delay performance of DAF transmission is shown as
DDAF ≥
⎧⎪⎪⎨
⎪⎪⎩
2 ρL−ln ε
ρ ln
(
1+
2SINRs,d
1+ρ
) , if b > Is,r ,
2 ρL−ln ε
ρ ln
(
1+
SINRs,d+SINRr,d
1+ρ
) , if b ≤ Is,r ,
(4.34)
where b = L
2N ln 2
. It is worth noting that the data rate b is also decided by the coding
length N , so one simple way to determine the minimum delay of DAF is to calculate
the two delays (or coding length) using (4.34) and then bring back to validate the
conditions.
4.5.1.3 Multi-Hop Transmission
Different from AF and DAF, multi-hop has the source transmitting its signals to the
relay in one time slot, and then the relay forwarding the signals to the destination in a
second time slot. In order to derive its delay performance, we formulate an optimiza-
tion problem to minimize the link delay with a constrained block error probability ε
as is shown
min Ds,r + Dr,d (4.35)
s.t. 1− (1− εs,r)(1− εr,d) ≤ ε .
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Figure 4.12: Minimum link delay versus the original packet in different length (L)
Then the delay performance of two-hop can be derived as
DMH ≥
ρL− ln
(
εKs,r
Ks,r+Kr,d
)
ρ ln
(
1 + SINRs,r
1+ρ
) + ρL− ln
(
εKr,d
Ks,r+Kr,d
)
ρ ln
(
1 +
SINRr,d
1+ρ
) (4.36)
where Ki,j = 1
ρ ln
(
1+
SINRi,j
1+ρ
) . The development of (4.36) is similar to that in the
Section 4.5.2 and can refer to Appendix B.3.
To illustrate the delay performance, we provide an example to show the minimum
delay achieved by different cooperative protocols. Consider a 10m × 10m network
with center at (0, 0), a source and destination are located at (5m, 0) and (-5m, 0),
respectively. 100 relay candidates are uniformly distributed within the network. The
transmission power to noise ratio is assumed to be 10dB, path-loss exponent is set
as α = 3, ρ = 0.5 and the preﬁxed error probability is ε = 0.001. As can be seen
from Figure 4.12, all of the three cooperative protocols achieve much better per-
formance than direct transmission (non-cooperative). Especially, DAF outperforms
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the two others when SNR remains at a low level. The average delay reduction is
34.19% (AF), 70.57% (TH) and 79.96% (DAF), compared with direct transmission,
respectively.
4.5.2 Delay Analysis for Multi-hop Scenario
Based on the system model deﬁned in the previous section, now we return to the
problem of delay analysis by ﬁrst characterizing the minimum ETE delay for a multi-
hop route. According to (4.31), (4.34) and (4.36), the ETE delay is strongly related to
the block error probability and received SINR. A meaningful optimization problem
is to minimize the ETE delay in cooperative networks that ensures the ETE error
performance satisﬁed the target level (constraint).
Without loss of generality, let the nodes along the route be denoted as S →
1... → n → D. Different from traditional routes, cooperative transmission is used
to improve the link quality. However, it is possible that a good helping relay is not
available for some pairs of the n + 1 links of the route. In that case, direct trans-
mission (DT) is used instead of relying on cooperative transmission (CT). Hence
the n + 1 links involved in the route between the source and destination nodes can
be categorized into two sets. The ﬁrst set, deﬁned as S1, includes the links using
only direct transmission and the other one, deﬁned as S2, includes all links involv-
ing in cooperative transmission. For example, the link between S and 1 in Figure
4.13(a) is included in S1, whereas in Figure 4.13(b) it is included in S2. Note that
|S1|+ |S2| = n + 1 since there are only n + 1 links on the route.
The problem to minimize ETE delay in cooperative networks (e.g., using AF)
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with the constraint on ETE reliability ε can be formulated as
min
εDTi,j ,ε
CT
i,j
∑
i,j∈S1
DDTi,j +
∑
i,j∈S2
DCTi,j (4.37)
s.t. 1−
∏
i,j∈S1
(1− εDTi,j )
∏
i,j∈S2
(1− εCTi,j ) ≤ ε .
For small block error probabilities εDTi,j  1 and εCTi,j  1, we can have the
following approximation
1−
∏
i,j∈S1
(1− εDTi,j )
∏
i,j∈S2
(1− εCTi,j ) ≈
∑
i,j∈S1
εDTi,j +
∑
i,j∈S2
εCTi,j . (4.38)
So the optimization problem can be simpliﬁed as
min
εDTi,j ,ε
CT
i,j
∑
i,j∈S1
DDTi,j +
∑
i,j∈S2
DCTi,j (4.39)
s.t.
∑
i,j∈S1
εDTi,j +
∑
i,j∈S2
εCTi,j ≤ ε .
By introducing an auxiliary variable z, (4.39) can be written as
min
εDTi,j ,ε
CT
i,j ,z
∑
i,j∈S1
DDTi,j +
∑
i,j∈S2
DCTi,j (4.40)
s.t.
∑
i,j∈S1
εDTi,j ≤ z∑
i,j∈S2
εCTi,j ≤ ε− z
0 ≤ z ≤ ε .
Hence the optimization problem can be solved in two stages. First we treat z as
a constant and solve the following two subproblems separately.
min
εDTi,j
∑
i,j∈S1 D
DT
i,j min
εCTi,j
∑
i,j∈S2 D
CT
i,j
s.t.
∑
i,j∈S1 ε
DT
i,j ≤ z, s.t.
∑
i,j∈S2 ε
CT
i,j ≤ ε− z
(4.41)
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which yields the two solutions
∑
i,j∈S1
DDTi,j =
∑
i,j∈S1
Ki,j
(
ρL− ln
(
zKi,j∑
i,j∈S1 Ki,j
))
, (4.42)
∑
i,j∈S2
DCTi,j =
∑
i,j∈S2
Ci,j
(
ρL− ln
(
Ci,j(ε− z)∑
i,j∈S2 Ci,j
))
(4.43)
where Ki,j = 1
ρ ln(1+
SINRi,j
1+ρ
)
and Ci,j = 2
ρ ln
(
1+
SINRi,j+f(SINRi,r,SINRr,j)
1+ρ
) . The develop-
ment of (4.42) and (4.43) is provided in Appendix B.3. It is worth noting that both∑
i,j∈S1 D
DT
i,j and
∑
i,j∈S2 D
CT
i,j now become functions of the auxiliary variable z.
The second step is to solve the following optimization problem
min
z
fz(z) =
∑
i,j∈S1 Ki,j
(
ρL− ln( zKi,j∑
i,j∈S1 Ki,j
)
)
+
∑
i,j∈S2 Ci,j
(
ρL− ln( Ci,j(ε−z)∑
i,j∈S2 Ci,j
)
)
s.t. 0 ≤ z ≤ ε .
Note that fz(z) is a convex function for 0 ≤ z ≤ ε since d2fz(z)d2z > 0. Hence there
is only one minimum value for 0 ≤ z ≤ ε when dfz(z)
dz
= 0. We can derive the
following
dfz(z)
dz
=
∑
i,j∈S1
Ki,j
z
−
∑
i,j∈S2
Ci,j
ε− z . (4.44)
Then the optimal distribution of error probability is
z∗ =
ε
∑
i,j∈S1 Ki,j∑
i,j∈S1 Ki,j +
∑
i,j∈S2 Ci,j
. (4.45)
Substituting z∗ into f(z), we get the minimum ETE delay. Meanwhile, the optimal
error probability for each link can be shown from Appendix B.3 as
εDTi,j =
z∗Ki,j∑
i,j∈S1 Ki,j
, εCTi,j =
Ci,j(ε− z∗)∑
i,j∈S2 Ci,j
. (4.46)
It is worth noting that above results can also be used in both DAF and MH transmis-
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(a) Multi-hop transmission
(b) Cooperative transmission: AF or DAF
Figure 4.13: An example of route selection using different transmission protocols
sions with a placement of Ci,j in each protocol.
To compare the minimum ETE delay achieved by each protocol, we consider
a linear network where nodes are assumed to be uniformly distributed between a
source-destination pair. L nats of data are transmitted hop by hop from the source to
the destination, where only one transmission is allowed along the same route in each
time slot. The ETE distance is τ and there are H equal length hops in between.
1) when S2 = 0: In this scenario, the linear network only employs MH trans-
mission from the source to the destination as shown in Figure 4.13(a). According to
(4.46), since S2 = 0 and Ki,j is equal for each hop, the error distribution for each
hop is derived as εDTi,j =
ε
H
, then we have the minimum ETE delay by using only
multi-hop transmission
DMHmin ≥
H(ρL− ln(ε/H))
ρ ln
(
1 + γ(τ/H)
−α
1+ρ
) (4.47)
where γ is the transmission power to noise ratio. Intuitively, it is not difﬁcult to
observe from (4.47) that the delay performance is improved as the total number of
hops increases. So, we have the following conclusion.
Theorem 4.3: For a linear network scenario in low SNR region, the minimum
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ETE delay for a multiple hops route is proportional to 1
Hα−1τ−α , given τ/H ≥
threshold6, where H is the total number of hops and α is the path-loss exponent.
Proof : According to (4.47), the rise of total number of hops H will lead to an
increase in both the numerator and denominator. However, the denominator will
increase with a higher order. Especially, when the transmission power goes to 0,
according to Taylor expansion, we have
DMHmin ≥
H(ρL− ln(ε/H))
ρ ln
(
1 + γ(τ/H)
−α
1+ρ
) ⇒ DMHmin ≥ H(ρL− ln(ε/H))
ργ(τ/H)
−α
1+ρ
. (4.48)
If we assume the transmitted data L is large enough, then ρL  ln(ε/H), the
lower bound of minimum end-to-end delay can be expressed as
DMHmin ≥
HL
γ(τ/H)−α
1+ρ
⇒ DMHmin ≥
L(1 + ρ)
γHα−1τ−α
. (4.49)
which leads to the result. 
Therefore, we can conclude that a route with a largeH is preferable for achieving
minimum delay.
2) when S1 = 0: The linear network only prefers cooperative transmission from
the source to the destination, either using AF or DAF as shown in Figure 4.13(b).
We can derive the optimal CAFi,j =
2
ρ ln
(
1+
γ(2τ/H)−α+f(γ(τ/H)−α,γ(τ/H)−α)
1+ρ
) to achieve the
minimum delay, the error probability for each cooperative link is εCTi,j =
2ε
H
. The
minimum ETE delay by using only AF is
DAFmin ≥
H(ρL− ln(2ε/H))
ρ ln
(
1 + γ(2τ/H)
−α+f(γ(τ/H)−α,γ(τ/H)−α)
1+ρ
) . (4.50)
6The path-loss model is based on a far-ﬁeld assumption: the distance is assumed to be much larger
than the carrier wavelength. When the distance is of the order or shorter than the carrier wavelength,
the simple path-loss model obviously does not hold anymore as path loss can potentially become path
gain. The reason is that near-ﬁeld electromagnetics now come into play. Therefore, the total number
of hops or adjacent distance should not be smaller than a threshold value.
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For DAF, the minimum ETE delay is
DDAFmin ≥
⎧⎪⎪⎨
⎪⎪⎩
H(ρL−ln (2ε/H))
ρ ln
(
1+
2γ(2τ/H)−α
1+ρ
) , if b > I ,
H(ρL−ln (2ε/H))
ρ ln
(
1+
γ(2τ/H)−α+γ(τ/H)−α
1+ρ
) , if b ≤ I
(4.51)
where b = L
2N ln 2
bps/unit hertz and the channel capacity I = 1
2
log(1 + γ(τ/H)−α).
It is worth noting that in order to derive a closed-form expression for AF and DAF,
here we assume H is an even number, whereas for H is an odd number, it turns to a
general case and the result can be directly derived from f(z) and (4.46).
In what follows, we provide a numerical result to illustrate the effect of the cri-
terion of minimizing ETE delay along the path with the constrained ETE reliability
using different cooperative protocols. Considering a multi-hop transmission, we as-
sume ETE distance τ between the source and the destination is 30 meters, the trans-
mission power to noise ratio is 10dB, the path-loss exponent is set as α = 3, ρ = 0.5
and the preﬁxed ETE reliability is ε = 0.001. The optimal delay performance of
these protocols when sending 200 nats data from the source is shown in Figure 4.14
as a function of number of hops along the route. As can be seen, the ﬁgure conﬁrms
the Theorem 4.3 that ETE delay reduces as the number of hops in the selected route
increases. Furthermore, it also shows that DAF and MH achieve much better per-
formance than AF. This is so because when using AF, noise signal is not removed
at the relay as it is ampliﬁed and transmitted with the useful signals to the destina-
tion, whereas for decode-forward and multi-hop, the relay acts as a second source to
transmit the same signals without noise to the destination.
4.5.3 Delay Analysis with Interference Subtraction
In order to further investigate the interference impact on network performance, we
consider a more realistic network scenario which allows multi-node transmissions
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Figure 4.14: Total transmission delay along the path vs. number of hops in a route
along the same route using space time reuse scheme. To tackle the interference,
the information of the sets of transmitters in each time slot is needed. In order to
simplify the problem and get more meaningful results, here we use a linear network
topology in which inﬁnite nodes are regularly placed and each node on the route
always has data to send. The distance between adjacent nodes is normalized as 1
and the number of hops between the source and the destination is H . Therefore,
given any transmission schedule, each node along the route will experience the same
SINR.
We assume all nodes along the route transmit in the same frequency band and
employ a regular TDM-schedule of length K-hops so that in time slot t, the nodes
iK +(tmodK) are allowed to transmit, for i = ...−1, 0, 1.... It is still assumed that
the data is transmitted from the source to the destination via multi-hop transmission
without queuing delay.
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4.5.3.1 Interference Subtraction
For a multi-hop transmission, the performance of wireless networks can be further
improved if prior information available at the receivers can be utilized to achieve
perfect interference subtraction. Therefore, we implement the same interference
subtraction of Section 4.4.1, in which multiple transmissions are allowed only when
the information in the interfering signal is known at the receiver.
According to the system model, the received SINR at each node is derived as
SINR =
p
N0 +
∑∞
i=1(iK + 1)
−αp +
∑∞
i=1(iK − 1)−αp
(4.52)
where p is the transmission power and K is the channel reuse factor. After we
implement the interference subtraction, the received SINR can be improved as
SINR′ =
p
N0 +
∑∞
i=1(iK + 1)
−αp
. (4.53)
For example, we can derive that SINR′(K = 2) = SINR(K = 4), which means
that employing MUD in wireless networks can potentially increase spatial reuse
without losing system performance. Motivated by the fact that prior information
available at the receiver can be utilized to achieve perfect interference subtraction by
using MUD scheme and therefore invite more simultaneous transmissions along a
multi-hop routing, we propose here to further exploit delay performance in coopera-
tive networks by employing MUD scheme.
Theorem 4.4: For a regular linear network scenario, the performance gain g,
which is deﬁned as the ratio of delay performance under the multi-hop scheduling
employing the interference subtraction to that without employing the interference
subtraction, is bounded by
T1
T4
< g <
T2
T3
< 1
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where T1 = ln
(
1 + K
α(K−1)α
(1+ρ)(Kα+(K−1)α)zeta[α]
)
, T2 = ln
(
1 + K
α(K+1)α
(1+ρ)(Kα+(K+1)α)zeta[α]
)
,
T3 = ln
(
1 + K
α
(1+ρ)zeta[α]
)
, T4 = ln
(
1 + (K+1)
α
(1+ρ)zeta[α]
)
, T3 = 0, T4 = 0, K is the
channel reuse factor, α is the path-loss exponent, zeta[2] = π
2
6
, zeta[3] = 1.202 and
zeta[4] = π
4
90
.
Proof : See Appendix B.4. 
In general, Theorem 4.4 tells us that the multi-hop scheduling employing the
interference subtraction can achieve much better delay performance than that without
employing the interference subtraction. For example, for the case where the reuse
factor K = 3 and the path-loss exponent α = 3, the upper bound performance of
gap ratio g is 0.41, which means up to 58.67% transmission time can be saved when
using the interference subtraction.
4.5.3.2 End-to-end Delay Analysis
We assume that L nats of data are transmitted in m equal size packets through a
multi-hop route using space time reuse scheme. Without considering the additional
overheads in each packet, the ETE delay in channel reuse is
DETE = (H + (m− 1)K)Dph (4.54)
where H is total number of hops between the source and the destination and Dph is
the delay per hop. Here, by using the results in Section 4.5.2, the optimal ETE delay
of different cooperative protocols with a constrained ETE reliability ε are follows:
1) Amplify-and-forward: the ETE delay is
DAFETE ≥
(H + (m− 1)K)(ρ L
m
− ln ( 2ε
mH
))
ρ ln
(
1 +
SINRs,d+f(SINRs,r,SINRr,d)
1+ρ
) (4.55)
where SINRs,d = p2
−α
N0+
∑∞
i=1(iK+2)
−αp and SINRs,r = SINRr,d =
p
N0+
∑∞
i=1(iK+1)
−αp .
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Figure 4.15: End-to-end delay performance when using interference substraction
2) Decode-and-forward: the ETE delay is
DDAFETE ≥
⎧⎪⎪⎨
⎪⎪⎩
(H+(m−1)K)(ρ L
m
−ln ( 2ε
mH
))
ρ ln
(
1+
2SINRs,d
1+ρ
) , if b > I ,
(H+(m−1)K)(ρ L
m
−ln ( 2ε
mH
))
ρ ln
(
1+
SINRs,d+SINRr,d
1+ρ
) , if b ≤ I
(4.56)
where b = L
2mN ln 2
bps/unit hertz, the channel capacity I = 1
2
log(1 + SINRs,r),
SINRs,d = p2
−α
N0+
∑∞
i=1(iK+2)
−αp and SINRs,r = SINRr,d =
p
N0+
∑∞
i=1(iK+1)
−αp .
2) Multiple-hop: the ETE delay is
DMHETE ≥
(H + (m− 1)K)(ρ L
m
− ln ( ε
mH
))
ρ ln
(
1 + SINRs,r
1+ρ
) (4.57)
where SINRs,r = pN0+∑∞i=1(iK+1)−αp . It is worth noting that the cooperative protocols
are applicable when channel reuse factorK > 2, since each cooperative transmission
requires two receivers along the route. When K ≤ 2, only multi-hop transmission is
applicable.
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The ETE delay performance of different cooperative protocols is shown in Figure
4.15 as a function of channel reuse factor. It is assumed that total size of 4 × 104
nats of data are transmitted via a 6 hops route, the transmission power to noise ratio
is 10dB, the path-loss exponent is set as α = 3, ρ = 0.9 and the preﬁxed ETE
reliability is ε = 0.001. It is of interesting to observe that choosing a larger block
number m leads to a better ETE delay performance. In other words, the original
data divided in smaller block size is preferable to minimize delay. In addition, as the
reuse factor increases, the whole transmission will experience a longer delay. There
are two reasons that can explain this. First, according to (4.57), when L is large,
the numerator can be simpliﬁed as ρ(KL(m−1
m
) + HL
m
), in which K will increase
with a higher order than that in the denominator. Second, since we are interested
in low SNR cases, which means the interference will not domain the performance
even when the reuse factor is small. Furthermore, when reuse factor approaches its
maximum (K = H), the ETE delay will not be affected by the block number m as
it corresponds to the interference free scenario.
4.5.3.3 Throughput Analysis
In order to ﬁnd more insights on the relation between the delay and any other system
performance parameter (e.g., throughput), we are interested in addressing another
relevant problem of maximizing the ETE throughput under the same network sce-
nario. The average throughput can be expressed as
λ =
L
mKN
(4.58)
where N is the coding length. Under the same system setup, it is clear in Figure 4.16
that the original data divided in larger block size can help achieve larger throughput.
To gain some insights, we consider the optimal m and K in low SNR region, for
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Figure 4.16: Average throughput performance when using interference substraction
example, using AF, it yields
λ ≤
L
m
L
m
− 1
ρ
ln ( 2ε
mH
)︸ ︷︷ ︸
T1
ln
(
1 +
p2−α
N0+
∑∞
i=1
(iK+2)−αp+f(
p
N0+
∑∞
i=1
(iK+1)−αp ,
p
N0+
∑∞
i=1
(iK+1)−αp )
1+ρ
)
K︸ ︷︷ ︸
T2
.
(4.59)
The upper bound performance of throughput is divided into T1 and T2, respectively.
In order to achieve the maximum value in (4.59), both T1 and T2 should be maxi-
mized. It is easy to verify that T1 is maximized when m is as small as possible. In
T2, since the numerator closes to 0 when SNR remains at a low level, the optimal K
at the denominator should be the smallest as well.
Readers might notice that in fact there is a trade-off between the ETE delay and
the network throughput. As block size of the original data decreases, the ETE delay
is reduced correspondingly. However, the network throughput is adversely affected
by small block size. Under the same assumption of Figure 4.15 and a ﬁxed channel
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Figure 4.17: Average throughput versus end-to-end delay for AF
reuse factorK = 3, Figure 4.17, 4.18 and 4.19 show such trade-off between the ETE
delay and the network throughput of three protocols with and without interference
subtraction, respectively. It is worth noting that the channel reuse factor also plays an
important role in system performance. Based on the power level that system selects,
the optimal K would be varied by other system parameters.
4.6 Summary
This chapter mainly analyze and compare the performance of ETE reliability, energy
consumption, throughput and delay of wireless cooperative networks.
First of all, we have investigated of PHY techniques and cross-layer routing al-
gorithms in cooperative networks where communications between two nodes can
be assisted by a single relay using two time slots. The analysis of the upper-bound
error performance for routing algorithms in the inﬁnitely dense networks and the
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Figure 4.18: Average throughput versus end-to-end delay for DAF
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Figure 4.19: Average throughput versus end-to-end delay for MH
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performance bounds for regularly dense networks with linear topology show that the
proposed routing algorithm performs close to the optimal error performance.
We then investigated the performance beneﬁts of cooperative communication on
power reduction in wireless networks and proposed the distributed and power efﬁ-
cient cooperative routing algorithm, which constructs the minimum power route with
a small number of hops. From the simulation results, the total power consumption of
our proposed routing algorithm can reduce by a couple dB compared to the existing
cooperative routing algorithms.
Moreover, we have introduced the idea of interference subtraction for coopera-
tive networks by using overlapped transmission. Especially, it has been shown that
the scheme of supplementary cooperation, which improves the network throughput
of direct transmission with overlapping by 42%. In order to balance the trade-off be-
tween reuse factor, BER and network throughput, the proposed criterion can help us
ﬁnd the best cooperative route achieving maximum network throughput in a general
network.
Furthermore, we have investigated the transmission delay derived from the ran-
dom Gaussian code for different cooperative protocols. By solving the routing op-
timization problem for a multi-hop routing, we investigated performance gain on
transmission delay for wireless cooperative networks by using a simple multi-user
detection scheme. It shows that employing overlapped transmission can help in-
crease spatial reuse without losing system performance. Analytical results are sup-
plemented by numerical results to show the signiﬁcant improvement on the system
performance by using cooperative transmission with the interference substraction as
well as the trade-off between the ETE delay and the network throughput.
CHAPTER 5
Transmission Capacity of Wireless
Cooperative Networks in Multi-pair
Multi-transmission Scenario
5.1 Introduction
From previous chapters, our focus has shifted from a single-hop cooperative link to a
multi-hop cooperative route. One step further, we extend our interest to a more gen-
eral network scenario where multiple source-destination pairs simultaneously trans-
mit at the same time. So far, existing work more focuses on reception reliability
(i.e., BER) and energy issues; the potential of the transmission capacity of coopera-
tive networks has not been fully explored.
There have been some state-of-art works on ad-hoc network capacity [55, 56, 57,
58]. Gupta and Kumar establish the transport capacity in their pioneer work [55] and
show that it can be best achieved as Θ(
√
ρ), where ρ is the number of simultaneous
transmitters per unit area (1m2). In order to further explore the relation between
the transmission capacity and other system parameters, e.g., channel model, MAC
scheduling and power consumption, Weber et al. in [56] derive simple expressions
for both upper and lower bounds on the transmission capacity using a stochastic
geometry approach. Taking one step further, Weber et al. [57] and Toumpis et al.
[58] address the impact of channel fading on the network capacity and argue that
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fading can actually reduce the transmission capacity. All the above results focus on
the capacity of ad-hoc wireless network employing only direct transmission (with
single source- single destination pairs). However, this fundamental problem for a
general cooperative network is still open. In Section 4.4, we have analyzed the link
throughput of a regular linear route in wireless cooperative networks. Here, we
approach this problem through a stochastic geometry model [59] which employs
a homogeneous Poisson point process to represent the distribution of simultaneous
transmitters.
Furthermore, due to the fact that most of the available spectrum is poorly uti-
lized which causes a shortage of spectrum for new wireless services, cognitive radio
has emerged as a promising technique to enable secondary (SR) networks to coexist
with licensed primary (PR) networks. In such an overlaid wireless network, PR users
have a higher priority to access the spectrum and SR users need to operate conserva-
tively such that the interference does not negatively affect the service quality of PR
network. Motivated by [60] that the total transmission capacity of the two networks
(PR and SR networks) can be signiﬁcantly boosted over that of a single network,
we further introduce a cooperative transmission protocol into overlaid wireless net-
works and evaluate its performance gain on transmission capacities in both PR and
SR networks.
The contribution of this chapter is three-fold:
• We investigate the average interference performance through the stochastic
geometry model and then use it to obtain outage probabilities for both direct
transmission and the Decode-and-Forward (DAF) cooperation scheme. Es-
pecially, we develop closed form expressions for the Rayleigh fading case.
The outage event is decided by the received signal-to-noise-plus-interference
(SINR) ratio at the receiver. Such results can then be used to derive transmis-
sion capacities.
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• We then deﬁne transmission capacity as the product of the average density of
successful simultaneous transmissions, a desired data rate and the outage prob-
ability. Through this deﬁnition, both analysis and simulations demonstrate the
signiﬁcant improvement on the transmission capacity in PR network by using
cooperative transmission.
5.2 System Model
We consider a cooperative network as shown in Figure 5.1, a source node (S) trans-
mits the wireless signal to a destination node (D), and a 3rd node (R), which over-
hears S’s transmission to D, retransmits (or relays, hence the name “R”) the received
signal to D, improving the reception quality of the (combined) signal at D. Compared
with the time schedule of direct transmission, cooperative transmission divides one
time slot (T) into two orthogonal channels. In the ﬁrst sub-time slot, the source
broadcasts its data to the relay and the destination. In the second sub-time slot, the
relay transmits the signal it received in the previous time slot, if the SINR exceeds
a threshold; otherwise, the source retransmits the signal. As a result, the destination
receives two independent copies of the same packets transmitted through different
wireless channels. Here, the radios may employ random Gaussian coding combined
with nearest neighbor decoding [61], and the shannon capacity for AWGN is still
achievable, irrespective the actual interference.
Our channel model incorporates path-loss, Rayleigh fading and co-channel in-
terference as follows
yj = ai,jxi +
∑
k∈Φ
ak,jxk + nj (5.1)
where ai,j is the channel gain, xi is the signal transmitted by the transmitter,
∑
k∈Φ ak,jxk
is the co-channel interference from simultaneous transmitters and nj is additive
white Gaussian noise, with variance σ2n, at the receiver.
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Figure 5.1: One example of overlaid wireless network
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The system assumptions are follows:
• We consider an overlaid wireless network in Figure 5.1 where a network of
PR users and a network of SR users co-exist in the same physical region. The
primary network employs cooperative transmission and since it is a licensed
network, PR users have a higher priority to access the channel. Whereas in
the secondary network, unlicensed SR users use only direct transmission to
communicate. Due to the fact of co-existence, interference from one network
will affect another. Especially, we are interested in the interference brought
from SR users to PR users. The motivation for introducing cooperative trans-
mission into the primary network is to further achieve performance gain that
cooperative transmission can bring to PR users as well as the beneﬁts brought
to SR users.
• Both deterministic and Rayleigh fading channels are considered. The co-
channel interference behavior is clearly presented by the stochastic geometry
model. Simultaneous transmitters in both PR and SR networks are modeled
by two independent homogeneous Poisson point process with density ρPR and
ρSR, respectively. In order to simplify the interference behavior, we assume
ρPR  ρSR, where the interference is dominated by simultaneous SR trans-
mitters in the network. This is a sensible assumption, because the number of
PR transmitters is expected to be much less than that of SR transmitters due to
high admission requirements to limit the number of PR users to ensure their
reception quality. In the rest of this chapter, we simply use ρI to denote the
density of simultaneous interferers.
• Assuming that a receiver is located at origin (0,0), the total interference accu-
mulated at the receiver is X ≈∑i∈ΦSR Xi, which yields the Palm distribution
for both PR and SR transmitters. According to Slivnyak’s Theorem [62], such
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a conditional distribution still follows a homogeneous Poisson point process
with density of ρI. Hence the interference measure at the origin is representa-
tive of the interference seen by all other receivers in the network.
• In order to evaluate the performance of a more practical distributed network,
we assume that all the transmitters are using ALOHA-type [63] transmission
without centralized scheduling. However, time schedules between two net-
works are fully synchronized.
5.3 Outage Performance of Transmission Strategies
In this section, we derive the outage probability of PR users using cooperative trans-
mission and then compare its performance with direct transmission. We assume that
all PR and SR transmitters within the network use the same transmission power pt
to transmit over the same distance d between a source and a destination and pn is the
noise power.
5.3.1 Direct Transmission in Deterministic Channel
To establish baseline performance, we start our analysis with a simple transmission
strategy where direct transmission is adopted by PR users. The channel gain between
the nodes i and j is modeled as ai,j = d
−α/2
i,j , where di,j is the distance between the
nodes i and j, represents the large-scale behavior of the channel gain and α is the
path-loss exponent. The channel capacity between the source and the destination in
this network scenario is given by
ID = log (1 + SINRs,d)
= log
(
1 +
ptd
−α
s,d
pn +
∑
i∈Φ pt|Xi|−α
)
(5.2)
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where the interference is dominated by SR transmitters and Xi is the channel gain
from the interferer i to the destination d. In order to simplify the notation, we directly
use Φ to represent the set of simultaneous interferers from SR users. The outage
event for a desired transmission data rate b in bps/Hz is given by ID < b and the
outage probability satisﬁes
Pr[ID < b] = Pr
[
ptd
−α
s,d
pn +
∑
i∈Φ pt|Xi|−α
≤ 2b − 1
]
= Pr
[
d−αs,d
pn
pt
+
∑
i∈Φ |Xi|−α
≤ 2b − 1
]
= Pr
[
pn
pt
+
∑
i∈Φ
|Xi|−α ≥
d−αs,d
2b − 1
]
= Pr[X ≥ τ ] (5.3)
where X =
∑
i∈Φ |Xi|−α and τ =
d−αs,d
2b−1 − pnpt . According to [59], the moment
generating function (MGF) of X is derived as
ΦX(s) = exp
(
−πρIs 2αΓ(1− 2
α
)
)
(5.4)
where Γ(z) =
∫∞
0
tz−1e−tdt is incomplete gamma function and ρI is the density of
interferers. When α = 4, we can get a closed form expression for probability density
function (pdf) of X via inverse Laplace transform
fX(x) =
π
2
ρIx
− 3
2 exp(−π3 ρ
2
I
4x
), x ≥ 0 (5.5)
then the corresponding cumulative density function (CDF) of X is
FX(x) = erfc
(
π
3
2ρI
2
√
x
)
= 2Q
(
π
3
2ρI√
2x
)
(5.6)
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where erfc is the complementary error function. So the outage probability for direct
transmission (DT) is
εoutDT = Pr[X ≥ τ ] = 1− 2Q
(
π
3
2ρI√
2τ
)
. (5.7)
5.3.2 Direct Transmission in Rayleigh Fading Channel
In order to ﬁnd the channel fading impact on network capacity, we further derive
transmission capacity under a fading channel scenario. The channel gain is assumed
as ai,j =
hi,j
d
α/2
i,j
, where hi,j captures the channel fading characteristics due to the rich
scattering environment, di,j represents the large-scale behavior of the channel gain
and α is the path-loss exponent. Speciﬁcally, channel fading parameter hi,j is as-
sumed as independent and identically distributed (i.i.d), complex Gaussian variable
with zero mean and unit variance.
Similar as (5.3), the outage probability for direct transmission can be derived as
Pr[ID < b] = Pr
[
ptd
−α
s,d |hs,d|2
pn +
∑
i∈Φ pt|Xi|−α|hi,d|2
≤ 2b − 1
]
= Pr
[
|hs,d|2d−αs,d ≤ (2b − 1)(
pn
pt
+ X)
]
(5.8)
where X =
∑
i∈Φ |Xi|−α|hi,d|2. Since |hi,j|2 is an exponential random variable with
unit mean, the MGF of X is derived as
ΦX(s) = exp
(
−πρIE[h 2α ]s 2αΓ(1− 2
α
)
)
= exp
(
−πρIΓ(1 + 2
α
)s
2
αΓ(1− 2
α
)
)
. (5.9)
When α = 4, the closed form expression for the probability density function of X
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via inverse Laplace transform can be derived as
fX(x) =
ρI
4
π
3
2x−
3
2 exp(−ρ
2
I π
4
16x
), x ≥ 0 . (5.10)
Since |hs,d|2d−αs,d in (5.8) follows an exponential distribution with parameter dαs,d, then
the outage probability can be expressed as
ε˜outDT = EX
[
1− e−dαs,d(2b−1)( pnpt +X)
]
(5.11)
where the probability density function of X is fX(x) = ρI4 π
3
2x−
3
2 exp(−ρ2I π4
16x
). Then
we have
ε˜outDT =
∫ ∞
0
ρI
4
π
3
2x−
3
2 e−
ρ2I π
4
16x
[
1− e−dαs,d(2b−1)( pnpt +x)
]
dx
=
ρI
4
π
3
2
∫ ∞
0
x−
3
2 e−
β
x︸ ︷︷ ︸
T1
−
∫ ∞
0
x−
3
2 e−
β
x
−ν−γx
︸ ︷︷ ︸
T2
dx (5.12)
where β = ρ
2
I π
4
16
, ν = dαs,d(2
b − 1)pn
pt
and γ = dαs,d(2
b − 1). We have
T1 =
ρI
4
π
3
2
∫ ∞
0
x−
3
2 e−
β
x dx = −ρI
4
π
3
2
∫ 0
∞
x
3
2 e−βxx−2dx
=
ρI
4
π
3
2
∫ ∞
0
x−
1
2 e−βxdx =
ρI
4
π
3
2
1√
β
Γ
(
1
2
)
. (5.13)
According to [64], we can derive the following for T2:
T2 =
ρI
4
π
3
2
∫ ∞
0
x−
3
2 e−
β
x
−ν−γxdx =
ρI
4
π
3
2 e−ν
∫ ∞
0
x−
3
2 e−
β
x
−γxdx
=
ρI
2
π
3
2 e−ν
(
β
γ
)− 1
4
K− 1
2
(2
√
βγ) . (5.14)
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Finally, we have the outage probability for PR users using direct transmission
ε˜outDT =
ρIπ
3
2
4
(
Γ
(
1
2
)
√
β
− e−ν
(
β
γ
)− 1
4
K− 1
2
(2
√
βγ)
)
(5.15)
where β = ρ
2
I π
4
16
, ν = dαs,d(2
b − 1)pn
pt
, γ = dαs,d(2
b − 1), Γ(z) = ∫∞
0
tz−1e−tdt is
incomplete gamma function and Kv(z) is modiﬁed Bessel function of second kind.
5.3.3 Cooperative Transmission in Deterministic Channel
The PR users actually employ the Selection Decode-and-Forward (DAF) [7] trans-
mission scheme which allows the relay to decode the signals from the source, re-
encode and retransmit the signals to the destination.
Let ds,d, ds,r and dr,d be the respective distances among the source, relay and
destination. During the ﬁrst phase (in the ﬁrst time slot T/2), the destination receives
yd =
xs
d
α/2
s,d
+
∑
k∈Φ ak,dxk + nd from the source node, where xs is the information
transmitted by the source,
∑
k∈Φ ak,dxk is the interference and nd is white noise.
During the second phase, the destination node receives
yd =
⎧⎪⎪⎨
⎪⎪⎩
xs
d
α/2
s,d
+
∑
k∈Φ ak,dxk + nd, if SINRs,r < q(b) ,
xr
d
α/2
r,d
+
∑
k∈Φ ak,dxk + nd, if SINRs,r ≥ q(b)
(5.16)
where q(b) = (22b − 1) can be derived from direct transmission and is analogous to
(5.2). In this transmission strategy, the relay transmits only if the SINR exceeds a
threshold; otherwise, the source retransmits in the second phrase. We thus implicitly
assume a mini-slot at the beginning of the second phrase during which ACKs are
sent error-free from relay to source.
Consider that a relay node is selected and can perform perfect decoding when
the received SINR exceeds a threshold, the channel capacity of this cooperative link
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can be shown as
IC =
⎧⎪⎨
⎪⎩
1
2
log(1 + 2SINRs,d), SINRs,r < q(b) ,
1
2
log(1 + SINRs,d + SINRr,d), SINRs,r ≥ q(b) .
(5.17)
Therefore, the outage probability becomes a sum
εoutCT = Pr[IC < b]
= Pr[SINRs,r < q(b)]︸ ︷︷ ︸
T1
Pr[2SINRs,d < q(b)]︸ ︷︷ ︸
T2
+Pr[SINRs,r ≥ q(b)]︸ ︷︷ ︸
T3
Pr[SINRs,d + SINRr,d < q(b)]︸ ︷︷ ︸
T4
. (5.18)
By computing each component in (5.18), we have
T1 = 1− 2Q
(
π
3
2ρI√
2τ1
)
,T2 = 1− 2Q
(
π
3
2ρI√
2τ2
)
,
T3 = 1− T1 = 2Q
(
π
3
2ρI√
2τ1
)
(5.19)
where τ1 =
d−αs,r
22b−1 − pnpt and τ2 =
2d−αs,d
22b−1 − pnpt .
According to the system model in Figure 5.1, the interferers which are mainly
from SR users keep the same with regard to a PR receiver during one time slot (T)
transmission, T4 therefore can be derived as
T4 = Pr
[
pt(d
−α
s,d + d
−α
r,d )
pn +
∑
i∈Φ pt|Xi|−α
≤ 22b − 1
]
= 1− 2Q
(
π
3
2ρI√
2τ3
)
(5.20)
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where τ3 =
d−αs,d +d
−α
r,d
22b−1 − pnpt . Finally, we obtain a closed form expression for (5.18)
εoutCT =
(
1− 2Q
(
π
3
2ρI√
2τ1
))(
1− 2Q
(
π
3
2ρI√
2τ2
))
+2Q
(
π
3
2ρI√
2τ1
)(
1− 2Q
(
π
3
2ρI√
2τ3
))
. (5.21)
5.3.4 Cooperative Transmission in Rayleigh Fading Channel
Similar to direct transmission in fading case, we obtain each component in (5.18) as
follows
T1 =
ρIπ
3
2
4
(
Γ
(
1
2
)
√
β
− e−νA
(
β
γA
)− 1
4
K− 1
2
(2
√
βγA)
)
,
T2 =
ρIπ
3
2
4
(
Γ
(
1
2
)
√
β
− e−νB
(
β
γB
)− 1
4
K− 1
2
(2
√
βγB)
)
,
T3 = 1− T1 (5.22)
where νA = dαs,r(2
2b − 1)pn
pt
, γA = dαs,r(2
2b − 1), νB = d
α
s,d
2
(22b − 1)pn
pt
, γB =
dαs,d
2
(22b − 1) and β = ρ2I π4
16
.
Proposition 5.1: (J. N. Laneman et al. [11]). Let w = u + v, where u and v are
independent exponential random variables with parameters ηu and ηv, respectively.
Then the cumulative distribution function
FW (w) =
⎧⎪⎨
⎪⎩
1− [( ηv
ηv−ηu )e
−ηuw + ( ηu
ηu−ηv )e
−ηvw], ηu = ηv
1− (1 + ηw)e−ηw, ηu = ηv = η
Then, we obtain T4 as follows
T4 = Pr
[
ξ1 + ξ2 ≤ (22b − 1)(pn
pt
+ X)
]
. (5.23)
According to Proposition 5.1, since ξ1 = |hs,d|2d−αs,d and ξ2 = |hr,d|2d−αr,d are two
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independent exponential distributed random variables with parameter dαs,d and d
α
r,d,
respectively, we have the outage probability
T4 = EX
[
1− d
α
r,d
dαr,d − dαs,d
e
−dαs,d(22b−1)( pnpt +X) − d
α
s,d
dαs,d − dαr,d
e
−dαr,d(22b−1)( pnpt +X)
]
=
ρIπ
3
2
4
(
Γ
(
1
2
)
√
β
−
dαr,de
−νD1
(
β
γD1
)− 1
4
dαr,d − dαs,d
K− 1
2
(2
√
βγD1)
−
dαs,de
−νD2
(
β
γD2
)− 1
4
dαs,d − dαr,d
K− 1
2
(2
√
βγD2)) (5.24)
where νD1 = dαs,d(2
2b − 1)pn
pt
, γD1 = dαs,d(2
2b − 1), νD2 = dαr,d(22b − 1)pnpt , γD2 =
dαr,d(2
2b − 1) and β = ρ2I π4
16
.
Finally, combining (5.22) with (5.24), we obtain a closed form expression for
cooperative transmission
ε˜outCT =
ρ2I π
3
16
(
Γ(1
2
)√
β
− e−νA( β
γA
)−
1
4K− 1
2
(2
√
βγA))
×(Γ(
1
2
)√
β
− e−νB( β
γB
)−
1
4K− 1
2
(2
√
βγB)) + (1−
ρIπ
3
2
4
(
Γ(1
2
)√
β
− e−νA( β
γA
)−
1
4K− 1
2
(2
√
βγA)))×
ρIπ
3
2
4
(
Γ(1
2
)√
β
− d
α
r,de
−νD1( β
γD1
)−
1
4
dαr,d − dαs,d
K− 1
2
(2
√
βγD1)
−d
α
s,de
−νD2( β
γD2
)−
1
4
dαs,d − dαr,d
K− 1
2
(2
√
βγD2)) . (5.25)
5.4 Transmission Capacity in Overlaid Wireless Net-
works
The transmission capacity [56] is deﬁned as follows
C = bρ(1− εout) (5.26)
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where b is a desired transmission data rate, ρ is average density of successful simul-
taneous transmissions and εout is outage probability. Substituting εout with (5.7),
(5.15), (5.21), (5.25), we obtain the transmission capacity for each transmission sce-
nario.
It is well known in [6] that the key advantage of using cooperative transmission
is to signiﬁcantly boost reception reliability. According to (5.7) and (5.21), we have
the following results for deterministic channel case.
Theorem 5.2: For a receiver in the PR network, the reliability gain g, which is
deﬁned as the ratio of outage probability achieved by using cooperative transmission
to that achieved by using direct transmission, is shown as
g =
√
d−αs,d (2b + 1)
d−αs,d + d
−α
r,d
. (5.27)
Proof : See Appendix C.1. 
It is worth noting that (5.27) can be achieved only when a small data rate b is
applied to achieve a low error rate. In general, Theorem 5.2 tells us the use of
cooperative transmission achieves much better reliability (outage performance) than
use of direct transmission. For example, for the case where the distance between a
source and a destination ds,d = 1, the relay is in the middle between the source and
destination dr,d = 0.5, the data rate b = 1bps/Hz and the path-loss exponent α = 4,
the reliability gain g is 0.42, which means the outage probability can be reduced up
to 58% for PR users when using cooperative transmission.
Motivated by the above result that cooperative transmission does provide extra
reliability for PR users, we ﬁnd that such performance gain can actually beneﬁt SR
users and have the follows.
Theorem 5.3: In achieving the same outage requirement, using cooperative trans-
mission in the PR network can signiﬁcantly increase the number of simultaneous SR
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transmitters by 1−
√
d−αs,d (2b+1)
d−αs,d +d
−α
r,d
, as compared with the primary network using direct
transmission.
Proof : See Appendix C.2. 
Consider the same example above and further assume a target outage probability
for PR network, we ﬁnd that use of cooperative transmission in the PR network can
increase the capacity of SR transmitters λ by 58% without deteriorating the service
quality for PR users.
5.5 Simulation Results
In this section, we present simulation results to demonstrate the performance gain of
cooperative transmission. We assume that within a 100m × 100m network, trans-
mission power for both PR and SR users is pt/pn = 13dB, the desired data rate
b = 1.5bps/Hz, the path-loss exponent α = 4, the transmission distance between
a source-destination pair is d = 1m. In order to simplify our scenario, we assume
that within a inﬁnite dense network, the relay is selected on the half way between a
source-destination pair.
As can be seen in Figure 5.2, the outage probabilities for both cooperative and
direct transmission increase monotonically with the transmission density of inter-
ferers from the SR network. This is so because when the total number of simulta-
neous transmissions rises, the average cumulative interference at each receiver will
increase and thus the outage performance will be adversely affected. In addition, PR
users employing cooperative transmission achieves much better performance than
that employing direct transmission. Especially, the outage probability of cooperative
transmission can be better improved when the relay comes close to its destination.
By contrast, even though outage performance deteriorates as transmission den-
sity rises, transmission capacity shows a upper trend in Figure 5.3 and 5.4. Figure 5.3
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Figure 5.2: Outage probability versus transmission density of interferers
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Figure 5.4: Transmission capacity with different relay locations
shows that the PR users using cooperative transmission can achieve a better trans-
mission capacity than that using direct transmission. Moreover, it is clear that fading
actually has negative effect on system performance in which the outage probability
and transmission capacity perform worse than that in deterministic channel. Fur-
thermore, the numerical results are shown to be very closed to simulation results.
As an extension, Figure 5.4 shows the impact of relay locations on system perfor-
mance. Motivated by the fact that the best relay is located on the line between the
source and destination pair, we choose three different relay candidates in our anal-
ysis and use η = ds,r
ds,d
to deﬁne the normalized location of the relay. It shows that
cooperative transmission can achieve a better performance when the relay closes to
the destination.
Figure 5.5 shows the transmission capacity of the SR network in the scenario
of different target outage probability achieved by PR users using different schemes
in deterministic channel. It further veriﬁes Theorem 5.3 that the use of cooperative
transmission in the PR network can also increase transmission capacity of the SR
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Figure 5.5: Transmission capacity of SR network versus target outage probability of
PR network in deterministic channel
network.
5.6 Summary
We have employed a stochastic geometry model to analyze the transmission capacity
of the Decode-and-Forward (DAF) cooperation scheme in an overlaid wireless net-
work where a primary (PR) network and a secondary (SR) network co-exist together.
We have developed transmission capacities for both DAF cooperative transmission
and direct transmission in both deterministic and Rayleigh fading. It has shown
that the use of cooperative transmission achieves much better reliability and a larger
transmission capacity than the use of direct transmission in the PR network. Further-
more, such performance gain can also beneﬁt the SR network without deteriorating
the performance of the PR network. Simulations also demonstrate the signiﬁcant
improvement on transmission capacity by using cooperative transmission.
CHAPTER 6
Conclusions and Future Work
6.1 Contributions and Conclusions
The main focus of this thesis has been the development of performance effective
algorithms for cooperative wireless networks. The performance of cooperative com-
munication is measured based on various criteria, such as cooperative region, aver-
age power ratio, ETE reliability (outage), ETE energy consumption, ETE throughput
and ETE delay. In the following sections, we brieﬂy highlight the important contri-
butions and conclusions of this thesis.
6.1.1 Fundamental Understanding of Cooperative Communica-
tion Using Probabilistic Tools
The main contribution of Chapter 3 is to characterize the energy performance of
cooperative transmission from a single link’s perspective, which provides a funda-
mental understanding of cooperative transmission. Such understanding illustrates
a better vision on how to design an efﬁcient cooperative transmission strategy and
utilize it on upper layers. In particular, we have deﬁned the notion of a cooperative
region and the average power ratio of DAF cooperative transmission. Opportunities
for cooperation increase in harsher environments: as the source-destination distance
ds,d or the path-loss exponent increase, or as the desired outage probability decreases.
More speciﬁcally, the developed algorithms include:
6.1. Contributions and Conclusions 116
• Cooperative region and average power ratio
• Optimal power allocation method for the DAF cooperative wireless networks
• Energy efﬁcient relay selection for cooperative wireless networks
6.1.2 Performance Evaluation of Cooperative Routing
The main contribution of Chapter 4 is to analyze and compare the performance of
end-to-end reliability, energy consumption, throughput and delay of wireless co-
operative communication from network layer’s perspective. In essence, these ben-
eﬁts make cooperative wireless networks capable of combating radio unreliability
and meeting future application requirements of high-speed and high-quality services
with high energy efﬁciency. The acquired new insights on the network performance
can also provide a precise guideline for the efﬁcient designs of practical and reliable
communications systems. The detailed contributions include:
• Cooperative routing algorithms
• Interference subtraction and supplementary cooperation
• End-to-end analysis of cooperative routing, i.e., reliability, energy, throughput
and delay
6.1.3 Transmission Capacity of Cooperative Wireless Networks
Using Stochastic Geometry Tool
Chapter 5 has extended our focus from a cooperative route to a general cooperative
network with multiple source-destination pairs and employed a stochastic geometry
model to analyze the transmission capacity of the Decode-and-Forward (DAF) co-
operation scheme in an overlaid wireless network where a primary (PR) network and
a secondary (SR) network co-exist. The detailed contributions include:
6.2. Future Work 117
• Stochastic geometry model of cooperative communication
• Cooperative transmission in cognitive networks
• Transmission capacity of cooperative wireless networks, a comparable paradigm
to direct transmission networks
6.2 Future Work
We now identify some areas which can extend the work presented in this thesis.
6.2.1 Robust Relay Selection Schemes
Considering the resemblance to the study on the evolutionary games [65], we are
keen to a future research topic of in-depth analysis of the dynamics and the emer-
gence of cooperation in cooperative communication, possibly using the analytical
tools such as the population dynamics.1
To develop further robust cooperative schemes to cope with new demands in
our future wireless networks, we plan to explore the performance gain of the co-
operative relay-selection methods and also propose additional robust relay-selection
mechanisms, which can account for other parameters of importance as the fairness
measures, such as the difference in trafﬁc loads and the remaining energy of each
nodes.
1In fact, the pairwire payoff structure of cooperative communication is that of Prisoner’s Dilemma,
which is one of the most studied subjects in evolutionary game theory
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6.2.2 A Cross-layer Design for Joint Flow Control, Cooperative
Routing and Scheduling in Multi-hop Wireless Sensor Net-
works
Cooperative communication schemes open up a new dimension to design the upper
layer networking protocols. There have been several researches that explore the ad-
vantages by using cooperative transmission schemes at the physical layer to increase
the performance of upper layers in WSNs (e.g.[66, 67]), and other types of wireless
networks (e.g. [68, 32, 69]). However, all of them mainly focus on (medium access
control) MAC and network layers, or cross-layer designs from physical to network
layers. To the best of our knowledge, the transport layer issues on fairness of mul-
tiple end-to-end competing ﬂows in WSNs (and other types of wireless networks)
using cooperative communications have never been considered yet.
In this future work, we focus on applying cooperative diversity to the network
utility maximization (NUM) based cross-layer ﬂow control framework [70], which
deals with congestion control and fair resource allocation by regulating the generat-
ing rate of every source node to maximize the aggregate utility2 function of source
nodes at the transport layer, considering various constraints at lower layers. In par-
ticular, we consider how to use two basic cooperative schemes, broadcasting and
beamforming [32, 69], to improve the global end-to-end throughput. To this end,
the following four issues must be considered. 1) The physical layer capacity of the
cooperative transmission links (i.e. the maximal allowed transmitting rate over a
broadcasting or beamforming link with the given bit error requirement); 2) the in-
terference among direct and cooperative links, which greatly limited the network
throughput. In particular, we consider the (time division multiple access) TDMA
approach to schedule the activity of different links (see, e.g. [71, 72]), 3) For WSNs
2A utility function is generally used to characterize the network performance such as the fairness
of difference ﬂows and the global end-to-end throughput.
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with arbitrary topologies, how to choose the end-to-end forwarding routes of differ-
ent ﬂows, consisting of sequences of hybrid one-hop direct transmission and cooper-
ative transmission decisions [69]; and 4) adapting source rate (sensing rate of every
sensor node) that can achieve maximal aggregate network utility and guarantee all
lower layer constraints.
6.2.3 Cooperative Communications in VANETs
Cooperative transmission has been shown to be a low-cost and spectrally efﬁcient
technique to combat small-scale multipath fading in wireless networks. However,
reliable design of communication protocols for VANETs is particularly challenging
due to the ﬂuctuating quality of radio channels and the constant changes of network
topology. To resolve these issues, we ﬁrst enhance radio links by distributed beam-
forming and relay-selection techniques using the knowledge of dynamic vehicular
density in urban environments. We also plan to develop new cooperative transmis-
sion protocols for VANETs with short-lived radio links with ﬂuctuating quality due
to the high mobility of vehicles. Such protocols will include efﬁcient mechanisms
for identifying appropriate relay nodes despite of mobility.
Vehicles equipped with suitable devices are capable of accessing the Internet us-
ing road-side infrastructure. A natural extension is the combination of mobile nodes
(vehicles) with stationary gateways installed along the road to boost performance.
Cooperative communication between mobile nodes and gateways will be studied as
an alternative, low-cost way to enhance reliability and connectivity for vehicle-to-
vehicle communications. To support high data throughput, we plan to maximize the
degree of concurrent transmissions for the developed cooperative protocols involv-
ing the gateways, while maintaining the reception in terms of reliability, error rate
and packet delay at a satisfactory level.
APPENDIX A
Appendix: Power Efﬁciency of
Cooperative Transmission
A.1 Proof of Eq. (3.26)
According to Figure A.1, keeping r as a constant and move θ to π
2
, we have the
expectation
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√
2
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2
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E[(
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√
2λπ
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Let y =
d2s,d
4
+ r2, 2rdr = dy and r2 = y − d
2
s,d
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, (A.1) equals to
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Further let λπy = t and y = t
λπ
, (A.2) equals to
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.
A.2 Proof of Theorem 3.6
According to the Kuhn-Tucker condition (p.244: KKT conditions for convex prob-
lems [73]), the inequality constraint in (3.36) can be converted to the equality con-
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Figure A.1: Geometric bounds for E[β]
straint and have the target outage probability
1
2
dαs,d(d
α
s,r +
p
q
dαr,d)
(22b − 1)2
p2
= η .
Then we obtain
q = f(p) =
Ap
p2 −B (A.3)
where A = μdαs,dd
α
r,d/2η, B = μd
α
s,dd
α
s,r/2η, μ = (2
2b − 1)2 and η is the outage
constraint.
Substituting (A.3) into p + q, and minimizing w.r.t p, we have the solution
p2 =
A + 2B
2
±
√
A2 + 8AB
2
.
To be a valid solution for q, the solution must satisfy p2 > B in (A.3). So, we have
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Figure A.2: Integration from geometric point of view
a unique solution given by
p∗ =
√
A + 2B
2
+
√
A2 + 8AB
2
.
Using this result in (A.3) leads to (3.37).
A.3 Proof of Theorem 3.11
Figure A.2 illustrates the integration method of E[β], the integration is performed
from the best relay location at the bottom with the minimum value 1
2K
to inﬁnity, r
is the selected relay distance to the destination. Since the minimum β at point a is
smaller than the minimum β′1 at point b, when β increases to point b, both β and β′
have the same power ratio on the same cut. It is worth noting that the two circles on
the same cut are the set of relay locations that achieve the same power ratio for the
conventional cooperation and the optimal cooperation, respectively. Therefore, we
1 Note that β′ is the average power ratio of the conventional DAF cooperation scheme, which can
be found in (3.1).
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have the expected power ratio
E[β] =
∫ ∞
0
βf(r)dr
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APPENDIX B
Appendix: Cooperative Routing
Protocols
B.1 Optimal Cooperative Route
Typically, delay is strongly related to the number of hops in a route. In the context of
cooperative networks, one hop can be a direct link or a cooperative link, as deﬁned
in above. A meaningful routing problem is to ﬁnd a route with no more than N
hops that minimizes the outage performance in the cooperative networks. Based on
the analysis of the optimal relay location problem in Lemma 3.1, the εout for the
cooperative link can be minimized by locating the relay at the middle of node pair
associated with the link. For a route with multiple cooperative links, it is obvious that
“straight line” routes can achieve better outage performance than any other curve-
shaped routes. Furthermore, one can observe that the route that minimizes the εout
must have the maximum allowable number of hops N . By assuming that the error
performances among links are independent in a given cooperative network, the ETE
outage probability is given by
εETE = 1−
∏
i∈N
(1− εouti )
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where εouti denotes outage probability for the cooperative link i. For small outage
probabilities εouti  1, we make the following approximation
εETE ≈
∑
i∈N
εouti .
Based on these observations, the routing optimization problem becomes
⎧⎪⎨
⎪⎩
min εETE =
∑N
n=1 d
n
i,j
2α (22b−1)2
2αp2
s.t.
∑N
n=1 d
n
i,j = D
(B.1)
where dni,j is the distance between node i and j associated with the nth link in the
route, D is the total distance along the route from the source to the destination. We
can then simplify the problem and obtain the Lagrangian for this problem as
L =
N∑
n=1
dni,j
2α + λ(D −
N∑
n=1
dni,j) .
The conditions for optimality are
∂L
∂dni,j
= 2αdni,j
2α−1 − λ = 0 .
Hence dni,j =
2α−1
√
λ/2α. Substituting the results into (B.1) yields dni,j = D/N .
Clearly, in order to achieve the best outage performance, the cooperative links of the
optimal routing are uniformly distributed along the line between the source and the
destination node.
B.2 Proof of Theorem 4.2
In order to achieve the minimal ETE outage probability in such a regular linear
topology, the optimal solution for cooperative routing is shown below.
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For even n: There is an odd number of links. Hence, the outage probability of
optimal routing according to Section B.1 that can achieve the minimal ETE outage
probability from the source to the destination is
εoptimal =
(22b − 1)2
2p2
D2α(2αn− 2α + 2 + 6α + 3α) .
For odd n: There is an even number of links. Hence, all the cooperative links can
be equally distributed. Then, the corresponding minimal ETE outage probability
from the source to the destination is
εoptimal =
(22b − 1)22α−1D2α(n− 1)
p2
.
The proposed cooperative route is slightly different from the optimal solution and
is more complicated to analyze. Using our proposed routing algorithm, we obtain
the minimal ETE εout as follows
(1). If log2(n) = integer or log2(n− 1) =integer, there is no difference between
the route generated by the proposed algorithm and the optimal solution.
(2). If log2(n−13 ) = integer, the gap ratio is g =
11
4
.
For any value n which satisﬁes the above condition, we then can obtain the ETE
εproposed =
(22b−1)2
2p2
D2α(n2α−2α13+3α4+2α+23α) by using the proposed algorithm.
Placing this into with (4.7) yields g = 11
4
. However, compared with the optimal
solution, we can reduce 2log2
n−1
3
−1 hops and n−1
3
nodes involved.
Otherwise: the gap ratio for odd number nodes is 33
2(n−1) .
This proof is similar as above. Using the same argument, the ETE outage proba-
bility is εproposed =
(22b−1)2
2p2
D2α(n2α−1−2α−17+3α +6α) and the gap ratio is 33
2(n−1) .
However, compared with the optimal solution, we can reduce 1 hop and 2 nodes
involved.
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B.3 Derivation of (4.42) and (4.43)
Deﬁne xn = εDTi,j and Kn =
1
ρ ln(1+
SINRn
i,j
1+ρ
)
, where n ∈ [1, · · · , |S1|], the ﬁrst opti-
mization problem in (4.41) can be written as
min
|S1|∑
n=1
Kn(ρL− ln xn)
s.t.
|S1|∑
n=1
xn ≤ z.
According to the Kuhn-Tucker condition, the inequality constraints can be con-
verted to the equality constrains, and the optimal solution of xn can be found from
[73]
− K1
x1
+ λ = 0 ,
...
−K|S1|
x|S1|
+ λ = 0 ,
λ
⎛
⎝ |S1|∑
n=1
xn − z
⎞
⎠ = 0 .
Hence the Lagrange multiple and the optimal solutions of xn should be
λ =
1
z
|S1|∑
n=1
Kn ,
xn =
zKn∑|S1|
n=1 Kn
.
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Hence the total delay consumed by the links in the set, S1, will be
∑
ij∈S1
DDTi,j =
|S1|∑
n=1
Kn(ρL− lnxn)
=
∑
i,j∈S1
Ki,j
(
ρL− ln
(
zKi,j∑
i,j∈S1 Ki,j
))
where the solution in (4.42) is obtained.
Similarly the second optimization problem in (4.41) can be written as
min
∑
i,j∈S2
DCTi,j
s.t.
∑
i,j∈S2
εCTi,j ≤ ε− z .
Again deﬁne xn = εCTi,j andCn =
2
ρ ln
(
1+
SINRn
i,j
+f(SINRn
i,r
,SINRn
r,j
)
1+ρ
) , where n ∈ [1, . . . , |S2|].
Using the Kuhn-Tucker condition, its optimal solution can be found from
− C1
x1
+ λ = 0 ,
...
−C|S2|
x|S2|
+ λ = 0 ,
λ
⎛
⎝ |S2|∑
n=1
xn − ε + z
⎞
⎠ = 0 .
Hence the Lagrange multiple λ and the optimal solutions of xn should be
λ =
1
ε− z
|S2|∑
n=1
Cn ,
xn =
Cn(ε− z)(∑|S2|
n=1 Cn
) .
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Hence the overall delay by the links in the set, S2, is
∑
i,j∈S2
DCTi,j =
|S2|∑
n=1
Cn(ρL− log xn)
=
∑
i,j∈S2
Ci,j
(
ρL− ln
(
Ci,j(ε− z)∑
i,j∈S2 Ci,j
))
.
B.4 Proof of Theorem 4.4
Consider the network scenario that multi-node transmissions are enabled along the
same route using space time reuse scheme, the minimum delay per hop using non-
interference subtraction transmission is
DNON =
ρL− ln εph
ρ ln
(
1 + p
(1+ρ)(N0+
∑∞
i=1(iK+1)
−αp+
∑∞
i=1(iK−1)−αp)
)
and the minimum delay per hop using interference subtraction is
DIS =
ρL− ln εph
ρ ln
(
1 + p
(1+ρ)(N0+
∑∞
i=1(iK+1)
−αp)
) .
Assume the system is in interference limited region, in which white noise power
N0  p, the delay performance gain is
g =
DIS
DNON
=
ln
(
1 + 1
(1+ρ)(
∑∞
i=1(iK+1)
−α+
∑∞
i=1(iK−1)−α)
)
ln
(
1 + 1
(1+ρ)(
∑∞
i=1(iK+1)
−α)
) . (B.2)
1) Numerator of g
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gNUM = ln
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +
1
(1 + ρ)(
∞∑
i=1
(iK + 1)−α︸ ︷︷ ︸
T1
+
∞∑
i=1
(iK − 1)−α︸ ︷︷ ︸
T2
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
we can obtain the bounds for T1 and T2 as follows
∞∑
i=1
(iK + i)−α < T1 <
∞∑
i=1
(iK)−α
⇒ (1 + K)−α
∞∑
i=1
i−α < T1 < K−α
∞∑
i=1
i−α .
Especially, we are interested in the result when path-loss exponent is from 2 to 4.
Since
∑∞
i=1 i
−α is converged when α > 1, we can directly get the result from zeta
function [74], that is, zeta[2] = π
2
6
, zeta[3] = 1.202 and zeta[4] = π
4
90
. Therefore, T1
is bounded by two ﬁnite boundaries.
Similarly, we can obtain the bound for T2, which is
∞∑
i=1
(iK)−α < T2 <
∞∑
i=1
(iK − i)−α
⇒ K−αzeta[α] < T2 < (K − 1)−αzeta[α] .
Then the bound of T1 + T2 is
0 < (K−α + (K + 1)−α)zeta[α] < T1 + T2 < (K−α + (K − 1)−α)zeta[α] .
Finally, the bound performance of gNUM is
ln
(
1 +
Kα(K − 1)α
(1 + ρ)(Kα + (K − 1)α)zeta[α]
)
< gNUM < ln
(
1 +
Kα(K + 1)α
(1 + ρ)(Kα + (K + 1)α)zeta[α]
)
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2) Denominator of g
gDEN = ln
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +
1
(1 + ρ)(
∞∑
i=1
(iK + 1)−α︸ ︷︷ ︸
T3
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We can derive the following
∞∑
i=1
(iK + i)−α < T3 <
∞∑
i=1
(iK)−α
⇒ 0 < (1 + K)−αzeta[α] < T3 < K−αzeta[α] .
Hence the bound performance of gDEN is
ln
(
1 +
Kα
(1 + ρ)zeta[α]
)
< gDEN < ln
(
1 +
(K + 1)α
(1 + ρ)zeta[α]
)
.
Using the two bounds into (B.2) leads to the result.
APPENDIX C
Appendix: Transmission Capacity of
Cooperative Wireless Networks
C.1 Proof of Theorem 5.2
1) Direct transmission: For Q function, it has the following relationship
Q(x) =
1
2
− 1
2
erf
(
x√
2
)
.
Then, the outage probability for direct transmission in (5.7) can be converted to
εoutDT = erf
(
π
3
2ρI
2
√
τ
)
.
Assuming the outage probability εoutDT → 0, by using the Taylor expansion erf(x) =
2√
π
x, we have the following
εoutDT =
πρI√
d−αs,d
2b−1
. (C.1)
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2) Cooperative transmission: Similar to the direct transmission in (C.1), we can
derive the outage probability for cooperative transmission
εoutCT =
πρI√
d−αs,r
22b−1
πρI√
2d−αs,d
22b−1
+
⎛
⎝1− πρI√
d−αs,r
22b−1
⎞
⎠ πρI√
d−αs,d +d
−α
r,d
22b−1
≈ πρI√
d−αs,d +d
−α
r,d
22b−1
+ o
⎛
⎝
⎛
⎝ πρI√
d−α
22b−1
⎞
⎠2
⎞
⎠ (C.2)
since the outage probability is very small, the second component is reduced with a
higher order than the ﬁrst component. Using (C.1) and (C.2) leads to the result.
C.2 Proof of Theorem 5.3
We assume the target outage probability for the PR network is ε′. According to (C.1),
if we employ direct transmission, we have
εoutDT =
πρI√
d−αs,d
2b−1
= ε′ .
Then we get the density of simultaneous transmitters in the SR network as follows
ρD =
ε′
π
√
d−αs,d
2b − 1 .
If we employ cooperative transmission (C.2), the density of SR transmitters is
derived as
ρC =
ε′
π
√
d−αs,d + d
−α
r,d
2b − 1 .
Finally, we get the increment of SR transmitters in terms of percentage
Δρ =
ρC − ρD
ρD
= 1−
√
d−αs,d (2b + 1)
d−αs,d + d
−α
r,d
.
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