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Abstract
This thesis describes the improvements to the image replicating imaging spectrometer (IRIS)
and the development of novel applications in the field of oximetry. IRIS is a snapshot multis-
pectral device with a high transmission output and no need of inversion for data recovering,
hence, with high signal-to-noise ratio (SNR). IRIS shows great versatility due to the possib-
ility of choosing multiple contiguous or non-contiguous wavelengths inside its free spectral
range.
IRIS uses a set of waveplates and Wollaston prisms to demultiplex the spectral inform-
ation of an object and replicate the image of such object in different wavelengths. The
birefringent nature of IRIS means that different wavelengths are separated by the Wollaston
prisms with different angles, introducing multiple images of the same object. In addition, the
spectral transmission function shows multiple spectral sidelobes that contaminate each IRIS
band with light belonging to other wavelengths. These issues can lower the performance of
IRIS as a multispectral imaging device. In this thesis, these problems were assessed with
the introduction of a filter plate array placed in the image plane of the optical system. This
filter array is a set of narrow-band filters (Full Width Half Maximum (FWHM) = 10±2nm)
that removes undesired wavelengths from each IRIS band. Since the spectral transmission
of IRIS is replicated along the free spectral range, the filters can be designed to match any
of the present spectral lobes in IRIS. The design and fabrication of a filter array enhance the
performance of IRIS as a multispectral imaging device: it allows wavelength selection and
improves spectral and spatial image quality. The design and manufacture of the correspond-
ing filter holder and camera adapter were critical in terms of offering an easy filter-camera
implementation. The filter plate allowed the removal of other dispersed wavelengths by the
Wollaston prisms, improving image registration between the set of spectral images created
by IRIS, and so, improving the quality of the registered spectral 3-D cube.
The implemented improvements on IRIS allow high quality, calibration-free oximetry
using eight different wavelengths optimised for oximetry. Two main experiments were per-
formed: 1) Using an inverted microscopy interfaced with IRIS and a linear spectral unmixing
technique, we measured the deoxygenation of single horse red blood cells (RBC) in vitro in
real time. The oximetry was performed with a subcellular spatial resolution of 0.5µm, a
temporal resolution of 30 Hz, and an accuracy (standard error of the mean) of ±1.1% in
oxygen saturation. 2) Eight-wavelength calibration-free retinal oximetry performed in nine
ii
healthy subjects demonstrated an increase in the stability of the oxygen saturation meas-
urements along retinal vessels when compared with more traditional analysis methods such
as two wavelengths oximetry. The stability was measured as the standard deviation along
the retinal vessels of the nine subjects and was found to be ∼ 3% in oxygen saturation for
eight-wavelengths oximetry and ∼ 5% in oxygen saturation for two-wavelengths oximetry.
A modified physical model was used to improve the characterization of light propaga-
tion through the eye, retina, and blood vessels by applying a set of feasible physiological
assumptions. This model was optimised by an algorithm which solves for the different vari-
ables involved in the retinal vessels transmissions in order to accurately calculate the oxygen
saturation. The oximetry algorithm was applied in retinal vessels, in collaboration in vivo
on rat spinal cord to assess hypoxia in inflammatory diseases such as multiple sclerosis and
rheumatoid arthritis and on mice legs to assess hypoxia on autoimmune diseases.
A third experiment using a microscope interfaced with IRIS was performed. The exper-
iment aimed to replicate laminar flow conditions observed in retinal vessels and to calculate
oxygen diffusion between adjacent streams of blood with different oxygen saturation. For
this purpose a PDMS multichannel flow cell with cross sections of 40x100 μm was designed
and fabricated allowing us to replicate conditions found in retinal blood vessels. Laminar
flow was replicated but the experiment failed in calculating oxygen diffusion due to flaws in
the experiment. The experiment with the results and recommendations on how to improve it
can be found in Apendix B for future researchers
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Chapter 1
Introduction
Summary: This chapter provides first a literature review in spectral imaging
techniques in order to put the image replicating imaging spectrometer (IRIS) in
context. In second place follows a literature review of oximetry applied to retinal
vessels and red blood cells (RBCs).
1.1 The need for a snapshot spectral retinal oximetry
technique
Oximetry is an experimental technique which calculates oxygen saturation in blood by taking
advantage of the different spectral behaviour of haemoglobin under oxygenated and deoxy-
genated conditions. Oxygen is transported by blood in two forms: 1. dissolved in plasma
(2%); 2. by haemoglobin contained in RBCs (98%)[8]. Blood carries oxygen across the body
where needed to satisfy the metabolic requirements of the different tissues, so oximetry is a
useful technique to monitor tissue metabolism. Failure on effective oxygen delivery produces
hypoxia (low oxygen saturation), which can end with serious health problems. Hypoxia de-
tection can be critical in the treatment of diseases which disturb oxygen supply. Hypoxia can
be developed in diseases such as diabetes[9], tumour hypoxia[10], glaucoma[11], sickle cell
anaemia[12], Alzheimer’s disease[13] and multiple sclerosis[14].
In principle, oximetry could be performed in any part of the body, but human tissue
is a highly scattering material, making it extremely challenging to retrieve information by
non-invasive optical based techniques, being more challenging the deeper in tissue we go.
Fortunately, the eye is highly transparent in the visible part of the spectrum, making it pos-
sible to obtain high quality spatial and spectral information from retinal vessels and retinal
tissue. Performing oximetry in the retina can provide critical information in diseases such as
glaucoma, diabetic retinopathy and retinopathy of prematurity (ROP), where hypoxia indic-
ates how the disease is progressing. Oximetry would allow an early diagnosis and continuous
monitoring of these diseases, which could prevent potential loss of sight.
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The importance of oximetry as a snapshot technique resides in the need of recording
dynamic phenomena. The use of a snapshot technique allows the analysis of the exact same
blood volume in all the wavelengths, as opposed to scanning techniques, where the flowing
blood changes during the data acquisition and there is no guarantee that different volumes
of blood have the same characteristics. Another argument in favour of snapshot oximetry is
the lack of movement artefacts, which can be problematic in imaging the retina due to eye
movement. Finally, when oxygen delivery by RBCs is studied, it is important to do it at high
acquisition speeds in order to capture the process and be able to do oximetry. In conclusion,
snapshot oximetry allows calculating oxygen saturation of transient phenomena in real time
with no artefacts.
The literature review in this chapter is structured in two different parts. The first part
provides a general overview of spectral imaging devices that could be potentially useful to
perform oximetry. This literature review briefly describes advantages and disadvantages of
each spectral imaging device and puts IRIS into context as a suitable device to perform retinal
oximetry. This first part also includes a description of spectral analysis techniques that are
applied to oximetry in this thesis. The second part of the literature review covers oximetry.
It first describes how light absorption can be used to calculate oxygen saturation and then
different proposed physical methods that model light absorption by blood in the retina are
showed. Some of these models are used in Chapter 4 to perform retinal oximetry and evaluate
their behaviour when used with retinal images obtained with IRIS. Finally, a literature review
of oximetry performed in red blood cells is provided. This review techniques and results
obtained from other researchers.
1.2 Review of spectral imaging techniques
Spectral imaging devices create a 3-D spectral cube from a scene. This 3-D cube contains
the spatial and spectral information (x,y,λ ) of the sample. These spectral techniques can be
classified in different ways[1], but in this thesis, we focus on scanning, Fourier-Transform
imaging spectometers and snapshot devices.
1.2.1 Scanning devices
Scanning devices are those time sequential devices which sample a scene spectrally and/or
spatially. Scanning devices are fundamentally limited by the impossibility of recording tran-
sient phenomena, but they allow the acquisition of a high number of spectral bands with high
spectral resolution.
The spatial scanning can be performed using rotating mirrors in order to sample in the
x and y directions sequentially. These devices are called Whiskbroom (Fig. 1.1(a)). Each
scanned portion of the scanned sample is passed through a dispersive element which gener-
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ates the desired spectrum of the scanned object over a linear sensor array. This method is
used by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS)[15]. AVIRIS images
Earth’s surface using 224 bands in the 400-2500 nm spectral range. Whiskbroom devices
can be used in microscopy to analyse biological samples[13, 16].
Pushbroom devices are those which scan an image of the scene across a slit[17] (Fig.
1.1(b)). This method uses the same principle as in Whiskbroom devices, in which the image
of the sample is dispersed. In the case of Pushbroom devices, the use of a slit allows sim-
ultaneous acquisition in one spatial dimension, while the other dimension is scanned. The
dispersed image is finally recorded using a 2-D detector. The spectral 3-D cube is generated
with the computer-recovered dispersed images through the scanned sample. This scanning
method is used in satellites like the Advanced Land Imager (ALI). Pushbroom techniques
capture more spatial data in one sample than the whiskbroom, meaning that it can image
an object for longer and capture more light. This method can be implemented with other
techniques such as line confocal microscopy[18] or with a static coded aperture mask[19].
Finally, other multispectral devices create the 3-D spectral cube by acquiring the scene
over a 2-D (x,y) detector sequentially for a set of different wavelengths (Fig. 1.1(c)). Rather
than using dispersive components to capture the different wavelengths, staring methods use
elements such as filters and tunable filters to select them. This technique offers great versatil-
ity in terms of wavelength selection and allows capturing different wavelengths with different
exposure time, which optimises signal to noise ratio (SNR) and overall performance.
1.2.2 Fourier-Transform Imaging Spectrometer (FTIS)
Fourier-Transform Imaging Spectrometer is a set of spectral imaging methods that generates
an interferogram of a scene, which is then inverted by Fourier transformation in order to
obtain the spectral data of the imaged sample. There are two main scanning methods: spatial
and temporal FTIS[20], and snapshot FTIS.
Spatial FTIS[21, 22] is often based in a Sagnac interferometer configuration. This
method spatially scans an image through a slit while the interferometer creates the corres-
ponding interferometry pattern over a row (or column) of pixels of a 2-D array. Since it is
possible to obtain the whole spectrum from the imaged sample slice, it can be considered as
snapshot FTIS.
Temporal FTIS[23] is generally based in Michelson interferometers with a scanning mir-
ror. In this case, the image of the sample is imaged through the interferometer, which creates
an interferogram of each point of the sample at the detector array. The scanning mirror is then
scanned in order to obtain the complete interferogram per pixel. Each (x,λ ) interferogram
is then Fourier transformed to recover the spectral data. Another example of temporal FTIS
is the birefringent FTIS[24]. This version of FTIS uses a Wollaston prism in exchange of the
Michelson interferometer. This allows the construction of a more stable device which is less
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Figure 1.1: Scanning devices (the spectrum is shown in discrete form for simplicity). (a)
Whiskbroom. (b) Pushbroom. (c) Spectrally-sequential approach. Figures reproduced from
Reference[1].
affected by vibrations. The Wollaston prism generates a two beam interferogram by creat-
ing two beams with different relative pathlengths. The interferogram pattern is produced by
translating the Wollaston prism normal to the optic axis.
In FTIS devices based on Michelson and Sagnac interferometer half of the light is re-
turned to the source, so the transmission output is 50% of the input, while in the birefringent
FTIS there are not light losses.
Snapshot Hyperspectral Imaging Fourier Transform Spectrometer (SHIFT) (Fig.
1.2(e))[25] exchanges the Michelson interferometer with a set of birefringent interferomet-
ers in order to generate an interferogram. The main components of a SHIFT system are a
lenslet array and a birefringent polarisation interferometer, which consists of two Nomarski
prisms. These prisms separate the polarised light beams from the lenslet array and make them
converge to a focal point after exiting the birefringent block. In the case of the birefringent-
FTIS[24], different parts of the prism introduce different pathlengths, changing the interfero-
gram. In the SHIFT case, each beam created by each lenslet passes through a different part
of the prisms, which introduces the pathlength difference. The output of the system over the
2-D sensor is an array of interferograms from the sample, which can be converted in a 3-D
cube of interferograms. Each pixel interferogram is then Fourier transformed to obtain the
spectral 3-D cube.
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Similarly to the birefringent-FTIS, SHIFT has more stability to vibrations than Michel-
son or Sagnac based interferometers, but it suffers from parallax effects introduced by the
lenslet array[25].
1.2.3 Snapshot devices
Although scanning devices can image in as many wavebands as required for the application,
they are limited by the impossibility of recording transient phenomena which occur on time
scales shorter than the complete sampling process.
On the other hand, snapshot devices excel in imaging dynamic scenes such as in
surveillance[26, 27], microscopy, Fluorescence Lifetime Imaging (FLIM)[28], combustion
dynamics[29], machine vision and medical imaging, as for example retinal oximetry[30]. In
order to achieve snapshot spectral imaging, it is desirable to record the spatial and spectral
information at the same time and ideally in the same detector. These requirements limit the
number of possible wavebands which can be recorded. In the following subsections, some
of the currently available snapshot techniques are described.
1.2.3.1 Computer Tomography Imaging Spectrometer (CTIS)
Computer Tomography Imaging Spectrometer (Fig. 1.2(a))[31, 32] is based in a phase grat-
ing to generate the 3-D cube. This computer generated hologram grating disperses light
in a 2-D detector array. In computed tomography, various directions of a two-dimensional
cross-section image are projected on one dimension and then the image is reconstructed.
The same is applicable by increasing the dimension on one and imaging 3-D objects. In
CTIS, wavelength replaces one of the dimensions and the reconstruction generates the
spectral 3-D cube. CTIS can be either work in transmission[32]or in reflection in Offner
configuration[33].
The reconstruction using computer tomography reconstruction algorithms introduces
artefacts, degrading the overall quality of the data. Another associated problem is the man-
ufacturing of the desired phase grating, which can be technically challenging. Furthermore,
the use of a dispersive element introduces light losses. The required inversion and light
losses reduces the SNR, so CTIS does not benefit from the Fellgett’s advantage (multiplexed
measurements improves SNR[20]).
1.2.3.2 Coded Aperture Snapshot Spectral Imager (CASSI)
Coded Aperture Snapshot Spectral Imager (Fig. 1.2 (b)) uses compressive sensing introdu-
cing a binary-coded mask and a single[34] or double[35, 36] dispersive element. The object-
ive of this mask is to create transmission patterns which make each band to be uncorrelated
to the others, so it is possible to reconstruct the image by computing means.
1.2. Review of spectral imaging techniques 6
On the single dispersive element design, the mask is applied to the image once, which
then passes through the disperser. The output is a disperse sheared image, with the bands
being overlapped and uncorrelated over the detector. The image shear and the shape of the
coded-mask allows the reconstruction of the 3-D cube.
On the double dispersive element configuration, the two dispersive elements and mask are
placed on the focal planes of a 4-f system. The first dispersive element spectrally disperses
and shears the image, which is then imaged over the mask. Due to the introduced shear,
the bands are differently coded by the mask. Finally, the second dispersive element corrects
the shear, producing an image of all the bands overlapped and physically uncorrelated. The
knowledge of the mask pattern allows the 3-D cube reconstruction.
Due to the compressive nature of the technique, the reconstruction is computationally
demanding and presents spatial losses.
1.2.3.3 Multiaperture Filtered Camera (MAFC)
Multiaperture Filtered Camera (Fig. 1.2(c)) uses a lenslet array[37, 38] with an array of
individual interference filters mounted over a 2-D detector. Each lenslet creates an image of
the sample at the wavelength specified by the attached filter. While this method is relatively
simple to implement, there are some drawbacks. One drawback is the effect of nonuniform
angular irradiance, which could lead to interpreting intensity variations in the images as
spectral variations. Another problem is the spatial parallax displacement produced by each
lenslet, so when the 3-D cube is reconstructed there might be spatial information missing on
some bands.
1.2.3.4 Image Mapping Spectrometer (IMS)/Image Slicing Spectrometer (ISS)
Image Mapping Spectrometer (Fig. 1.2(d))[39, 40] is a reformatting method. The most
relevant component of this technique is the image mapper, which spatially decompose the
image by slicing it. The image mapper is a microfaceted mirror with each mirror tilted in
different orientations. Once the image is sliced, each slice is spectrally decomposed by a
dispersive element and finally it is reimaged over the detector by a lenslet array. This set of
spectral spatially sliced images is then reformatted to reconstruct the 3-D cube.
The main drawback of this technique is the need of high precision cutting in order to
produce a high-quality image mapper[2].
Integral Field Spectrometry (IFS) is a set of reformatting techniques used to perform
spectral imaging with the same principle as IMS. It can be subdivided in IFS with lenslets
(IFS-L), with slicing mirrors (IFS-M) and with fibre arrays (IFS-F)[41].
In the IFS_L design, an array of lenslets segments and reimages the scene. These seg-
ments are passed through a dispersive element to produce the spectrum over a 2-D detector.
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IFS-M is based on slicing mirrors. Each sliced image of the field is passed through a
dispersive element to produce the spectrum.
IFS-F (FRIS) uses a set of reformatting fibres to produce the 3-D cube. The scene is
reimaged over a bundle of fibres, so each one captures only one part of the sample. The fibre
bundle reformats the captured light in a linear fibre array. The light from the array passes
through a disperser and the 3-D cube can be obtained by reversing the reformatting process.
1.2.3.5 Foveal Hyperspectral Imaging (FHI)
FHI[26] is a reformatting technique. FHI simulates the human eye, in which most of the field
of view has poor spatial and spectral resolution, while the central region, the fovea, has high
spatial and spectral resolution. This is achieved with FHI by using a monochromatic CCD
for the whole scene and a small central high-resolution hyperspectral region. This technique
would be useful in surveillance as a means to record only the hyperspectral data of a region
of interest while the rest of the scene is captured monochromatically (or panchromatically if
an RGB sensor is used).
In FHI, the central part of the field of view is reimaged to a fibre bundle which reformats
the 2-D input into a linear array output. The output is then passed through an Offner spectro-
meter with a holographic dispersive element which creates the dispersed image containing
the spectrum of the linear array. This spectral information is then captured by a different
CCD. Finally, a panchromatic image is created from both the monochromatic and the re-
formatted hyperspectral output.
1.2.3.6 Image-Replicating Imaging Spectrometer (IRIS)
IRIS (Fig. 1.2(f))[42] is the spectral imaging system used in this research. IRIS is a birefrin-
gent block constituted by a collinear set of waveplates and Wollaston prisms. These act as
multiple cascaded birefringent interferometers, which replicate images and spectrally filter
them. The input light is linearly polarised 45º with the optic axis of the waveplates. The
waveplates introduce a wavelength dependent phase retardation, which changes the polar-
isation state to linear, circular or elliptical depending on wavelength. Once the light arrives
at the Wollaston prism, this separates the two polarisation states and split them in different
angles. This process is repeated for each waveplate and Wollaston prism pair, producing an
output of 2Nreplicated images with distinct and orthogonal spectral transmission functions,
where N equals to the number of Wollaston prisms. The images are replicated directly over
the detector, so there is no need for inversion to recover the 3-D cube (Fellgett’s advantage).
Furthermore, IRIS does not reject any light, offering high efficiency in that 50% of unpo-
larised light is used, rising to 100% in linearly polarised light (high Etendue). The use of a
linear polariser eliminates reflection in the scene, which enhances the spectral information
since specularly reflected light does not carry significant spectral information of the imaged
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object composition. These properties make of IRIS one of the most efficient and reliable
imaging spectral devices.
Although IRIS shows higher SNR capabilities and a more efficient use of light than other
devices, IRIS suffers from two main issues that need to be solved before being used as an
imaging spectral device. The interferometric nature of IRIS means that the same spectral pat-
tern is replicated along the free spectral range, so multiple spectral lobes introduce spectral
contamination on each waveband. The second problem is the birefringent dispersion from
the Wollaston prisms, which split the image of each sidelobe in a different angle, generating
“ghost” images corresponding to other wavelengths. These replicated images in each wave-
band introduce spatial and spectral contamination. These issues explained in more detail in
Chapter 2 and can be sorted out by introducing a filter plate (Chapter 2).
(a) (b)
(c)
(d)
(e) (f)
Figure 1.2: (a) CTIS. (b) CASSI. (c) MAFC. (d) IMS. (e) SHIFT. (f) IRIS. Figures extracted from
Reference [2]
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1.2.4 Spectral analysis techniques
All imaging spectral devices described in the previous sections generate a 3-D cube which in-
cludes the spatial and spectral information of a scene. From the 3-D cube, it is possible to re-
trieve the spectral information of any substance or material which absorbs, transmit, reflects,
emits and/or fluoresces in a scene. This allows the identification of chemicals, minerals, ve-
getation, fluorescent dyes and any chromophore by applying different analysis techniques. I
will now discuss some of the main spectral analysis techniques.
1.2.4.1 Spectral Angle Mapper (SAM)
Spectral Angle Mapper[43] allows the identification of spectral features in a scene from a
3-D cube. To do so, it calculates how similar is the spectral profile of the pixel (x,y) to a
reference spectrum. This is performed using:
cos−1

nb
∑ tiri
i=1√
nb
∑ t2i
i=1
√
nb
∑r2i
i=1
 , (1.1)
where nb is the number of bands, r is the reference spectrum and t is the spectrum recorded
at each pixel. Given a number of reference spectra, Eq. 1.1 is applied pixel by pixel to find
to which reference spectrum the angle between them (considering the spectra as vectors) is
smaller. This result is then used to classify the pixels according to the reference spectrum.
1.2.4.2 Linear Spectral Unmixing (LSU)
Linear Spectral Unmixing[44] finds the abundance of each reference spectrum in each recor-
ded pixel. This method is based on:
I (λ ) =∑ciRi (λ ) , (1.2)
where I (λ ) is the recorded intensity at each pixel, c is the abundance of the reference chro-
mophore or endmember, and R(λ ) is the reference spectral profile of the corresponding chro-
mophore. By performing a non-linear-least-squares optimisation on Eq. 1.2, it is possible to
find the spectral abundances of each spectral reference from the pixel intensity values.
1.2.4.3 Principal Component Analysis (PCA)
Principal Component Analysis[45] can reduce the dimensionality of the acquired data in
the spectral dimension. PCA applies an orthogonal linear transformation to the 3-D cube
in order to obtain a new 3-D cube which is an uncorrelated linear combination of the input
data. The transformation is performed by finding the covariance between the inputs bands
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(eigenvectors) and maximising the covariance in the new linear combination. Then the new
eigenvectors are sorted from highest to lowest variance. In this context, the eigenvectors
with the highest variance correspond to significant spectral features in the input data, and
the lowest variance corresponds to noise. With this knowledge, it is possible to reduce the
problem dimensionality by eliminating the bands with the lowest variance, which contain
the less significant spectral information.
1.2.4.4 Independent Component Analysis (ICA)
Independent Component Analysis[46] uses high order statistics to separate independent sig-
nals based on a non-Gaussian assumption of independent sources. ICA can reveal and
identify spectral features of interest in the original 3-D cube without any previous know-
ledge of the signals (blind deconvolution). The new bands are independent of each other.
1.3 Oximetry principles
Oximetry is the calculation of oxygen saturation in blood. This can be achieved using the
Beer-Lambert law and the transmitted light through blood (Fig. 1.3):
I (λ ) = Io (λ )10−cdε(λ ), (1.3)
where I (λ ) is the light intensity after passing through an absorbing medium of constant
thickness d while Io (λ ) is the intensity before the sample. c and ε (λ ) are the solution
concentration in mole/litre, and the extinction coefficient in litre/(cm·mole) respectively.
Io(λ) I(λ)
c, d, ε(λ)
Figure 1.3: Light transmission by an absorptive medium.
In the case of blood, the Beer-Lambert law is used in conjunction of the oxyhaemoglobin
and deoxyhaemoglobin extinction coefficients[47] (Fig. 1.4).
The main chromophore of whole blood is the haemoglobin contained in RBCs, being
up to 98% oxyhaemoglobin and deoxyhaemoglobin while other components such as meth-
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Figure 1.4: Oxygenated (red) and deoxygenated (blue) haemoglobin extinction coefficients.
aemoglobin and carboxyhaemoglobin make the other 2% in healthy patients and are usually
ignored. If the concentration of both haemoglobin states is known, it is possible to calculate
the blood oxygen saturation (OS) with:
OS =
cHbO2
cHbO2 + cHb
, (1.4)
where cHbO2 and cHb are the oxyhaemoglobin and deoxyhaemoglobin concentration respect-
ively and OS is the oxygen saturation. Combining Eq. 1.3 and Eq. 1.4 produces an expres-
sion which allows finding the blood OS from transmission measurements:
T (λ ) =
Io (λ )
I (λ )
= 10−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )], (1.5)
where c = cHbO2 + cHb is the total haemoglobin concentration in blood.
One of the first attempts to characterise blood OS by photometric means was realised by
Hickam et al.[48]. By using haemolysed blood and a spectrometer with nominal wavelength
600 nm, they found a linear relationship between the change in OS and the optical density of
the sample. In 1951, Kramer et al.[49] showed in the infrared and with haemolysed blood,
how with two wavelengths, one isosbestic and one sensitive to OS changes, it is possible to
find a linear relation between optical densities ratios and oxygen saturation. This was the
first attempt of performing two-wavelength oximetry. This method is based on Eq. 1.5 and
the spectral difference between the oxy- and deoxyhaemoglobin extinction coefficients (Fig.
1.4). In order to perform this method, it is necessary to do the ratio of the logarithm of Eq.
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1.5 (Optical Density, OD), which produces:
ODR =
− log
(
10
−cd[(εHbO2(λ1)−εHb(λ1))OS+εHb(λ1)]
)
− log
(
10
−cd[(εHbO2(λ2)−εHb(λ2))OS+εHb(λ2)]
)
=
cd[(εHbO2(λ1)−εHb(λ1))OS+εHb(λ1)]
cd[(εHbO2(λ2)−εHb(λ2))OS+εHb(λ2)]
,
(1.6)
where ε (λ ), c and d the haemoglobin extinction coefficients, the haemoglobin concentration
and the sample thickness respectively. Eq. 1.6 can be simplified by making one of the
wavelengths to be isosbestic, εHbO2 (λ2) = εHb (λ2), giving place to:
ODR =
[(εHbO2 (λ1)− εHb (λ1))OS+ εHb (λ1)]
εHb (λ2)
. (1.7)
Finally, rearranging Eq. 1.7 a linear relation between ODR and OS is found:
OS = ODR∗εHb(λ2)−εHb(λ1)
(εHbO2(λ1)−εHb(λ1))
= a ·ODR+b,
(1.8)
where a = εHb(λ2)/(εHbO2(λ1)−εHb(λ1)) and b = −εHb(λ1)/(εHbO2(λ1)−εHb(λ1)) are calibration para-
meters which are found with the measured (or assumed) blood OS and their corresponding
ODR. Eq. 1.8 is independent of haemoglobin concentration and diameter and is meant to
have a linear relationship with OS. In reality, experimental results show otherwise. Using an
integrating sphere, Anderson et al.[50] showed how linearity is lost with changes in haemato-
crit and sample depth, being light scattered from RBCs the main reason behind this effect.
The same group showed how reflected (or backscattered) light from the sample[51] is also
dependant on depth and haematocrit, increasing nonlinearities between OS and ODR. Blood
reflectance is related to transmission as:
R = c1T + c2, (1.9)
where c1and c2 are fitting parameters dependent on haematocrit and sample depth. Reflect-
ance is shown to increase with sample depth up to 300 μm and then it has an asymptotic
behaviour. These nonlinearities can lead to a mischaracterization of OS.
Scattering from RBCs was introduced in the blood transmission model by Twersky after
developing the theory of scattering through a suspension of particles[52, 53]. The new for-
mulation included absorption and scattering on the optical density:
OD = εcd− log
[
10−sH(1−H)d +
qα
q
(
1−10−sH(1−H)d
)]
, (1.10)
where H is the haematocrit, s is a factor depending on the wavelength, particle size and
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orientation, qα/q is a light detection efficiency factor, ε is the molar extinction coefficient, d
is the sample depth, and c is the molar concentration. The second part of Eq. 1.10 represents
the scattering, which only depends on haematocrit and sample depth so it can be simplified
as[50]:
OD = εcd+B, (1.11)
where B represents the scattering component of blood, which is constant for a fixed haemato-
crit and pathlength. Eq. 1.11 was used by Pittman et al.[54, 55] for oximetry using three
wavelengths, 2 isosbestic and 1 sensitive to OS changes. The OD of two samples with equal
haematocrit and depth using 2 isosbestic wavelengths close to each other are obtained, then
the scattering component B is considered to be equal for the three wavelengths. This factor
is then subtracted from the OD, giving place to Eq. 1.12, which is similar in form to Eq. 1.8
and needs calibration previous to application.
OS = a
OD1−B
OD2−B +b. (1.12)
1.4 Retinal oximetry
There are two approaches regarding retinal oximetry, both based on the Beer-Lambert
law. The first approach and more widely used is a calibration based method using two
wavelengths (Eq. 1.8). The second approach is to use Eq. 1.5 or modified versions of it
to find OS without any need of calibration.
1.4.1 Calibration-based oximetry
The principle behind calibration-based oximetry is the linear relation between OS and ODR
when one isosbestic and one sensitive to OS changes wavelengths are used as shown in Eq.
1.8.
One of the first attempts was done by Hickam et al.[56]. In their study, they used a fundus
camera to obtain pictures of human retinas breathing air at different oxygen concentrations.
First, linearity between OS vs ODR was showed in vitro with blood filled glass capillaries
using two different sets of filters: red/green (640nm and 510nm, full width half maximum
(FWHM) FWHM = 10 nm) and red/infrared (640nm and 720nm, FWHM = 10 nm). The
demonstration on retinal vessels was performed by breathing normal air and 10% O2 for the
red/infrared and normal air, 15, 11 and 9% O2for the red/green. While imaging the subject,
brachial arterial blood was extracted, and the stability of OS was monitored using an ear-lobe
oximeter. The obtained OS from the extracted blood was plotted against the retinal arteries
ODR and a linear fit was performed, obtaining the calibration factors. The calibration was
later applied on retinal vessels, producing retinal venous OS of 59±11%.
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The gold standard of calibration-based oximetry was introduced by Beach et al. in
1999[57]. In their method, the OD was obtained by analysing the reflectance at two
wavelengths on digital images, which facilitates the image analysis. Using a dichroic fil-
ter and a system of mirrors, two equal images at two different wavelengths were created over
the same detector array. The two wavelengths are 569nm (isosbestic) and 600nm (sens-
itive to OS changes), with FWHM = 4.5 nm. A method for pigmentation calibration was
also presented. This method corrects the OD(569nm) by considering the extravascular light
reflection (EVR):
EV R =
I569
ηI600
, (1.13)
where η is the ratio between the intensities of the two created images from a neutral reflective
surface. By default, Eq. 1.8 considers that in both wavelengths the pigmentation effect is the
same, which can lead to misleading OS values. The introduction of EVR takes into account
and corrects the effect of wavelength on pigmentation absorbance:
ODcor,569 = log
(
Iout,569
EV R · Iin,569
)
= log
(
ηIout,600
Iin,569
)
. (1.14)
Once the correction was applied, Eq. 1.8 was calibrated using the OS values obtained
from an earlobe oximeter while the subjects were breathing air with different O2 concentra-
tions during the retinal images acquisition. Venule diameter calibration was also performed
by introducing a corrective factor which made the slope of ODR vs OS of both arteries and
veins to be equal.
Hammer et al.[58] added a linear relation in Eq. 1.8 with Eq. 1.14 to correct the system-
atic effects of pigmentation and vessel diameter over retinal vessels OS.
Oximetry calibration can also be performed by using known averaged venular and ar-
teriolar oxygenation[59]. For arterioles the standards are 92%[60], 97%[61] and 98%[62],
while for venules the standards are 45%[62], 55%[57], 58%[60] and 59%[56].
This calibration method has been widely used by other groups for retinal oximetry[58, 59,
63]. It is of interest to remark the use of two wavelengths oximetry to research diseases such
as diabetes[64, 65], glaucoma[66, 67], retinitis pigmentosa[68] and Alzheimer’s disease[69],
all of them showing differences in OS between healthy and disease affected subjects.
1.4.2 Calibration-free oximetry
Although two wavelengths oximetry is widely used and can effectively detect changes on
blood OS, it is still a calibration based method. This means that it relies on assuming a
standard OS for veins and arteries for the calibration. Other problems are the loss of linearity
due to scattering and systematic changes in OS due to vessel diameter and pigmentation, as
explained in previous sections.
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Two wavelengths oximetry also relies on using one isosbestic wavelength in order to
simplify calculations. This was established because the extinction coefficients were not well
known and it was possible to do calibration oximetry accurately (Eq. 1.8). However, as
stated by Smith[70], this does not offer any mathematical advantage once these coefficients
have been properly characterised. In addition, isosbestic wavelengths do not offer any OS
related information, so choosing OS sensitive wavelengths would improve oximetry results.
Another problem with two wavelengths oximetry is the assumption that light passes only
once through the vessel after being reflected by the retina. Monte Carlo simulations of photon
transport through the eye shows that for vessels of a calibre larger than 50 µm, most of the
collected light belongs to photons which have been backscattered by the blood vessel without
reaching the fundus[71, 72].
Several attempts have been done in terms of achieving calibration-free retinal oximetry.
1.4.2.1 Cohen
One of the first approaches was performed by Cohen et al.[73]. Their system uses a Zeiss
fundus camera, which includes a film camera with a dichroic and two interference filters λ1=
470 nm and λ2= 515 nm with FWHM = 20 nm, none of the wavelengths being isosbestic.
The model is based on Twersky’s scattering theory[53]:
It (λ ) = Io (λ )e−Nσad
[
e−βd +q(α)
(
1− e−βd
)]
, (1.15)
where e−Nσad is the absorption of light by particles of density N, σa is the particle absorption
cross-section, e−βdis the scattering effect, q(α)(1− e−βd) is the incoherent scattering into
the collection half-cone angle α , and β = sH (1−H) from Eq. 1.10. Applying Eq. 1.15 to a
retinal vessel, OS can be obtained from:
OS = ODRµHb(λ0)−µHb(λ1)
[µHbO2(λ1)−µHb(λ1)]−ODR[µHbO2(λ0)−µHb(λ0)]
=
1
2cd [log(1−1.32λ 21 )−ODR log(1−1.32λ 20 )]
[µHbO2(λ1)−µHb(λ1)]−ODR[µHbO2(λ0)−µHb(λ0)]
,
(1.16)
where 1− 1.32λ 2 corresponds to scattering from RBCs[53]. This model assumes that
double pass is the dominant component. This assumption comes from Twersky’s scatter-
ing theory[53], which states that for infinitely thick layers of blood, the reflected intensity
is Ir (λ ) = R∞I0 (λ ), where R∞ ∼= 10−7 is the reflectance of the layer of blood. When this
reflectance is smaller than the fundus reflectance[74], the backscattered light can be neg-
lected. In addition, the single pass contribution is neglected due to the assumption of the
fundus being specular reflective, which implies no light diffusion from the adjacent fundus
to the vessel. These assumptions were proven wrong later on by experimental results[51] and
Monte Carlo simulations[71, 72], which show that the backscattered component cannot be
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neglected and in retinal vessels is usually dominant. The reflective fundus assumption is also
inaccurate since the different layers of the fundus scatter and spread the incoming light[75],
generating a wavelength-dependent tissue PSF.
1.4.2.2 Modified Beer-Lambert law
Delori[62] introduced the modified Beer-Lambert law
OD(λ ) = S+ scd [(εHbO2 (λ )− εHb (λ ))OS+ εHb (λ )] , (1.17)
where S[50, 54] is a wavelength independent parameter which depends on light scattered by
RBCs, being S = 0 for haemolysed blood. s[76] is a geometric factor which depends on the
illumination and light collection geometry, being s = 1 for haemolysed blood. S and s are
empirical factors added to the simple Beer-Lambert law in order to improve data fits.
Delori used three wavelengths, two isosbestic at 569 nm and 586 nm (isosbestic accord-
ing to Ref. [77], although according to Ref. [47], 570 nm and 584 nm are isosbestic), and one
sensitive to OS changes at 558 nm, with FWHM between 7 and 9 nm. The ODs at the three
chosen wavelengths are meant to have a linear relationship with OS. With three wavelengths
and Eq. 1.17, OS can be calculated with:
OS = 100
(
εHb,569− εHb,558
)
+
(
εHb,586− εHb,569
)
RP
(∆558−∆569)+(∆569−∆586)RP , (1.18)
where ∆λ = εHbO2,λ − εHb,λ and RP = (OD569−OD558)/(OD569−OD586). RP eliminates S and scd
from the equation system, simplifying the OS calculation.
1.4.2.3 Modified Beer-Lambert law and wavelength dependent scattering
Schweitzer et al.[78] extended Eq. 1.17 by adding a wavelength dependent component in
order to further compensate the difference between the haemolysed extinction coefficients
and the extinction produced by whole blood:
OD(λ ) = S+n log
(
1
λ
)
+ scd [(εHbO2 (λ )− εHb (λ ))OS+ εHb (λ )] . (1.19)
Eq. 1.19 was tested on new-born piglets brains and compared with blood tested by a hae-
moximeter. No retinal data was obtained due to the complexity of modelling light transport
in retinal vessels.
1.4.2.4 Introduction of multiple light paths
Smith et al.[79] introduced the effect of multiple light pathlengths in retinal vessels. In their
model, single and double pass are implemented on Eq. 1.5. The model also includes the
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reflected light (or backscattered) by incident light in a blood sample[51]. When all the paths
are considered, the intensity over the vessel can be written as:
Iv = αR f I0 exp(−εcd)+βR f I0 exp(−2εcd)+a1I0+a2I0 exp(−εcd) , (1.20)
where α and β are the fraction of transmitted light for single and double pass respectively;
a1and a2are fitting parameters for the transmitted-backscattered light relation, and are de-
pendent on haematocrit and pathlength; I0 and R f are the incident intensity and the fundus
reflectance respectively. All the previously defined parameters from Eq. 1.20 are potentially
wavelength dependent.
Eq. 1.20 can be rewritten for transmission by dividing it by the background intensity
I0R f , which correspond to light reflected by the fundus:
Tv =
(
α+ a2R f
)
exp
{− [OSεHbO2 +(1−OS)εHb]cd}
+β exp
{−2 [OSεHbO2 +(1−OS)εHb]cd}+ a1R f .
(1.21)
Eq. 1.21 has seven unknowns: OS, cd and R f plus the 4 pathlengths factor contributions.
In order to simply the model, Smith et al.[79], expanded Eq. 1.21 using Taylor series and
explored two cases: negligible backscattered component and negligible double pass. The
negligible backscattered approximation is based on the hypothesis that the backscattered
component is small compared to the others in vessels smaller than 50µm, high-reflectance
regions as the optic disc and at high absorption wavelengths (green or blue wavelengths). The
negligible double pass approximation would be applicable to vessels larger than 160µm.
Although both approximations are physically different, they yield the same mathematical
expression:
Tv (λ ) = Ts (λ )exp [−χ (λ )cdε (λ )] , (1.22)
where Ts is the scattering transmittance and χ the effective pathlength. In the negligible
backscattering case, 0 ≤ Ts ≤ 1 and 1 ≤ χ ≤ 2, while in the negligible double pass case,
Ts > 0 and χ < 1
The model in Eq. 1.22 requires wavelength dependent calibration in vitro in order to
produce accurate oximetry. Although is was not applied to human retinas by this author,
another group used this model in healthy humans, without calibration and using an LCTF
and wavelengths from 500 nm to 650 nm in 2 nm steps[80]. The results were >100% for
arteries and <40% in healthy humans, which are far from the standard values 96% and 54%
oxygen saturation used on 2 wavelengths oximetry[59].
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1.4.2.5 Blue-green spectral shift
Denninghoff et al.[81] demonstrated a technique to estimate OS on blood independently of
pathlength, concentration and pH. According to the haemoglobin extinction coefficients (Fig.
1.4), the OD(λ) of a blood sample at a determined OS has an approximately parabolic shape
in the green region of the spectrum (476 nm to 516 nm). The minimum of this parabola shifts
from shorter to longer wavelengths with increasing OS, being this shift independent of any
other blood properties.
This method was later on applied to human eyes[82]. By obtaining images with a con-
focal scanning laser ophthalmoscope (cSLO) at 5 wavelengths (457.9 nm, 476.5 nm, 488
nm, 496.5 nm and 514.5 nm) and fitting a parabola to the OD(λ) it was possible to identify
the minimum of the parabola, and hence, the corresponding OS.
This method requires previous spectral calibration in order to find the minimum OD and
its corresponding wavelength for each OS[83].
1.5 Red blood cell oximetry
A number of different spectroscopy techniques have been used to perform oximetry meas-
urements of blood vessels, but most have not measured the OS of individual RBCs.
Raman spectroscopy was used to perform non-imaging oximetry on whole blood[84, 85].
However, sufficient irradiance of a single RBC to obtain Raman spectra can damage the
cell and increase its background fluorescence[86]. Furthermore, surface specific interactions
with the RBC can alter the Raman spectra[86]. These problems make it difficult to obtain
quantitative measurements of RBC oxygen saturation using Raman spectroscopy.
RBC oximetry was also performed with optical coherence tomography OCT on RBCs
in vitro on a gel phantom[87]. Their validation was used by first recording the spectrum
by diffusive spectroscopy and calculating the OS by fitting the data to a model. The results
showed good agreement with the OS measured with a probe. The OS values were then com-
pared with the OS obtained from the OCT data, which yielded −15% OS for a ∼ 0% OS.
A correction factor of ∼ 1/0.86 was then included to match the OCT results to the diffus-
ive spectroscopy results.OCT offers the possibility of performing oximetry in vivo. Using a
supercontinuum laser centred at 585 nm (FWHM = 85 nm) oximetry was performed in the
retina of rats in vivo in the visible portion of the spectrum[88]. A complex model incorpor-
ating oxygen dependent scattering and absorption was required to analyse the resulting data.
The OCT technique was used to measure oxygen saturation of blood vessels between 30 and
130 μm, but could not be used for smaller vessels (<30 μm) or RBCs because the absorption
of light was too weak, resulting in a poor signal-to-noise ratio (SNR).
Magnetic resonance imaging was used to measure OS of major blood vessels in the
brain[89] but the inherent spatial resolution of the technique (240 μm)[90] is insufficient
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to image single RBCs.
Photoacoustic oximetry of mouse brain RBCs was performed in vivo in reflection
mode[91, 92]. Two pulsed lasers were sequentially focused onto a sample and scanned in two
dimensions. The photoacoustic signal generated by the energy deposited in the sample was
proportional to absorption of laser light by RBC haemoglobin. Mean values of RBC OS were
obtained from 500 measurements averaged over 30 capillaries and 1 second[91]. Although
the limited spatial resolution (3.5 μm) of RBCs was due to the ultrasound transducer[93],
the technique has the distinct advantage of being able to image flowing RBCs in vivo in
capillaries that are 300 μm beneath the surface of tissue.
Abundance maps of oxyhaemoglobin, methaemoglobin and haemozoin in individual
blood cells were obtained from a monolayer of RBCs using multispectral imaging in con-
junction with an endmember analysis[94]. The spectrum was taken from 450-700 nm at 5
nm intervals using a tunable light engine coupled to a microscope. Because the spectral data
points were taken sequentially, this technique cannot be classified as video-rate (even for
exposure times as low as 5 ms, the time required to obtain multispectral images at a given
point in time is 0.3 seconds). The abundance of deoxyhaemoglobin was not measured, thus,
the oxygen saturation for each RBC was not determined.
Two-wavelength oximetry (431 nm and 420 nm, where absorption is highest) measure-
ments of RBCs were performed in vivo within hamster muscle tissue capillaries[95]. ODR
differences were observed between 100% OS and 0% OS and calibration was performed, but
accurate oximetry of single RBCs was not possible, mainly due to not having enough data
points in single RBCs to compensate the low SNR of the measurements.
Two-wavelength oximetry of individual RBCs was performed in vitro in a custom PDMS
flow cell[96]. This was achieved by sequentially imaging the RBCs with two LEDs,
λ1 = 410nm and λ1 = 430nm (FWHM = 20 nm for both), which corresponds to the max-
imum absorption of oxyhaemoglobin and deoxyhaemoglobin respectively. The RBC was
simultaneously illuminated by a red LED (630 nm). The flow cell contained an index match-
ing light absorbing dye (transmits at 633 nm, approximately the same as the red LED) in
order to remove scattering and refractive effects from the RBC, so when the RBC was im-
aged with the red LED, only absorption would affect the image of the RBC. The RBC image
in the red plus an image without RBC allowed the calculation of the pathlength, or RBC
thickness using the Beer-Lambert law, which in return made possible the calculation of the
RBC volume. The blue LEDs were used to calculate the mass of oxyhaemoglobin and deoxy-
haemoglobin by using the obtained absorbance and RBC volume and thickness. Finally, OS
can be calculated using the mass of both oxygenated and deoxygenated haemoglobin. Meas-
ured OS values of RBCs that were fully oxygenated (21% oxygen partial pressure) equalled
80% rather than 100% as expected. Each RBC OS value was therefore multiplied by a cor-
rection factor of 1.28.
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1.6 Conclusions
This chapter includes a literature review of the most relevant ideas covered in this thesis,
being some of them expanded in their corresponding chapter. As previously stated, the
main objective of this thesis is to perform oximetry, more precisely retinal oximetry. To
accomplish high-quality retinal oximetry it is necessary to acquire high-quality data.
The first part of the literature review describes a set of spectral imaging devices po-
tentially useful for retinal oximetry. In the context of the eye, rapid eye movements, the
importance or recording dynamic phenomena and the high absorption from the tissue layers
of the eye, a device such as IRIS offers snapshot capabilities, high SNR and higher light effi-
ciency when compared with the other described devices. However, the existence of spectral
lobes and the dispersion of the Wollaston prisms reduces the spatial and spectral quality of
IRIS. Chapter 2 describes how with the implementation of a filter array these problems can
be solved because each waveband is replicated in different parts of the sensor. This approach
would not be applicable in devices such as CASSI and CTIS.
This chapter also provides a description of three spectral analysis techniques: PCA, LSU
and ICA. In this thesis, LSU is used in Chapter 3 as the main analysis technique to per-
form oximetry, while ICA is used as an independent auxiliary technique to identify spectral
components in Chapter 3 and Chapter 4.
The final sections of this chapter cover the basic principles of oximetry and how it is
applied to retinal oximetry and red blood cells. Regarding retinal oximetry, calibration-
based methods are widely used in eye related diseases (Subsection 1.4.1), while calibration-
free methods have yet to be successfully applied in such studies. Since the main objective
of this thesis is to perform calibration-free retinal oximetry using IRIS, the performance
of these models and two-wavelengths oximetry (calibration-based) are evaluated in Chapter
4. Finally, the literature review finishes showing examples in which oximetry is applied to
RBCs. Chapter 3 performs oximetry in RBCs and the results are then compared with the
literature.
The following chapters implement a solution of the inherent problems of IRIS (sidelobes
and dispersion) and the application of IRIS to study oxygen saturation of blood on RBCs and
retinal vessels.
Chapter 2
IRIS Improvement
Summary: This chapter describes the existing issues in IRIS and how they
have been solved. In the first place, the IRIS design used in this research is
described, showing its inherent problems. This is followed by the proposed and
implemented solutions and how the spectral and spatial information retrieved
from IRIS are improved.
2.1 Retinal IRIS
Retinal IRIS is a 8 wavebands imaging spectral device specially designed for oximetry by A.
Gorman[3] (Fig. 2.1).
Figure 2.1: Retinal IRIS Zemax model. Indicating waveplates in green and Wollaston prisms in red.
This IRIS system consists of a 3 set of collinear pairs of quartz waveplates and calcite
Wollaston prisms. The thickness of the waveplates is optimised for oximetry in the 560-600
nm range, with the target of having 2 isosbestic points and 6 sensitive to OS changes in order
to characterise the haemoglobin absorption. In addition, it is of interest to maximise the
orthogonality among the spectral bands and to obtain maximum mean peak power. Under
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these constraints, the transmission functions[42] are optimised:
T1 = cos2 (l1k)cos2 (l2k)cos2 (l3k)
T2 = sin2 (l1k)sin2 (l2k)sin2 (l3k)
T3 = cos2 (l1k)sin2 (l2k)cos2 (l3k)
T4 = sin2 (l1k)cos2 (l2k)sin2 (l3k)
T5 = cos2 (l1k)cos2 (l2k)sin2 (l3k)
T6 = sin2 (l1k)sin2 (l2k)cos2 (l3k)
T7 = cos2 (l1k)sin2 (l2k)sin2 (l3k)
T8 = sin2 (l1k)cos2 (l2k)cos2 (l3k)
(2.1)
where l1 =B1D1, l2 =B2D2 and l3 =B3D3, Bi and Di being the waveplate birefringences and
thicknesses respectively, and k = π/λ . The optimisation results, as seen in Fig. 2.2, are one
isosbestic point at 571 nm, two quasi-isosbestic at 567 nm and 586 nm, and finally five sensit-
ive to OS changes at 560 nm, 576 nm, 580 nm, 591 nm and 599 nm, all of them with FWHM
≈ 8 nm. The interferometric nature of IRIS produces sidelobes around the wavelength of
interest, furthermore, this pattern is replicated along the free spectral range. These trans-
mission functions are achieved with D1 = 617µm, D1 = 951µm and D1 = 1615µm for the
waveplates thickness as seen in Fig. 2.1.
In order to evenly distribute the 8 replicated images over a 15.15× 15.15mm detector
using a 50 mm f/1.4 SLR lens, the splitting angles are φx1 = 8.87º for the first Wollaston
prism, φy1 = 8.87º for the second and φx2 = 4.43º for the third prism.
From Fig. 2.2 it is evident that the spectral information of each waveband is contaminated
by the existence of sidelobes. In addition to this problem, the dispersion in the birefringence
of the Wollaston prisms introduces wavelength dependent image dispersion, degrading the
spatial information.
2.1.1 Sidelobes and spectral information
IRIS by itself contains multiple spectral lobes along its spectral range (Fig. 2.3), making dif-
ficult the use of IRIS as a device capable of identifying spectral signatures of chromophores.
However, IRIS is capable of measuring spectral abundances if a set of reference spectra are
previously recorded with the same system.
To show the effects of the side lobes, the IRIS transmission spectra in Fig. 2.2 was used
to simulate two capillaries of d = 150µm, c = 100 g/l, OS1 = 100% and OS2 = 0%. In order
to take into account the contribution of the FWHM of the spectral lobes, it was necessary to
rewrite Eq. 1.5 in integral form as shown in:
T =
∫
S (λ )10−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S (λ )dλ
, (2.2)
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Figure 2.2: IRIS bands transmission (yellow) with oxyhaemoglobin (red) and deoxyhaemoglobin
(blue) extinction coefficients in the 540-620 nm range.
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Figure 2.3: IRIS transmission of the 560 nm waveband along the free spectral range.
where S (λ )is the source spectrum, IRIS transmission, detector sensitivity and background
reflectance, although, for simplicity, source, detector sensitivity and background reflectance
were considered to be equal to 1 in the whole spectral range. For comparison, the two
capillaries were also simulated with Eq. 2.2 considering the spectral range of IRIS in the 540
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nm to 620 nm and monochromatic light, using only the main wavelength of each waveband
(Fig. 2.2). The results are displayed in Fig. 2.4.
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Figure 2.4: Blood transmission model for OS = 100% (red) and OS = 0% (blue): (a) considering
IRIS spectral transmission in the 540-620 nm range; (b) considering monochromatic light for the
main IRIS wavelengths.
Fig. 2.4(a) shows the transmission of 0% and 100% oxygenated blood using monochro-
matic light, which has a clear resemblance with the haemoglobin extinction coefficients on
Fig. 2.2. Although the real isosbestic point is at 570.2 nm[47], the 571 nm wavelength offers
a good isosbestic point, since the difference in transmission for this modelled case is 1.2%
between the oxygenated and deoxygenated case.
When the IRIS transmission spectra is used to obtain the blood transmission (Fig. 2.4
(b)), it bears little resemblance with the extinction coefficients. In addition 576 nm isosbestic
(1.8% transmission difference between oxygenated and deoxygenated blood), while 571 nm
becomes sensitive to OS changes.
As a spectral reference, Fig. 2.4(b) would be appropriate to perform oximetry for capil-
laries under similar conditions and similar characteristics using a linear spectral unmixing
technique, but it would not be valid when performed in the eye. In retinal vessels, the trans-
mission depends on pathlengths, pigmentation, contrast, scattering, haematocrit and vessel
size, which would make it necessary to have a set of different references of oxyhaemoglobin
and deoxyhaemoglobin for each set of conditions. As an example, Fig. 2.5 displays the mean
transmission profiles belonging to two different arteries on the same eye. In this case, hav-
ing a different diameter and being in different pigmentation background makes both arteries
to have different transmissions, meaning that the use of the same reference would produce
different oxygenation results for each artery.
2.1. Retinal IRIS 25
Wavelength (nm)
560 570 580 590 600
Tr
an
sm
is
si
on
0.5
0.6
0.7
0.8
0.9
1
Artery 1
Artery 2
Figure 2.5: Arteries transmission from the same retina. Artery 1 corresponds to a large capillary of
∼ 120µm diameter after exiting the optic disc. Artery 2 corresponds to a small capillary of ∼ 70µm
diameter and 2 mm far from the optic disc. The different allocated regions showed small differences
in pigmentation, which in addition of the diameter difference, created the different transmission spec-
trum for both vessels.
2.1.2 Sidelobes and birefringent dispersion
As previously explained, IRIS is made of birefringent blocks. In the case of the calcite
Wollaston prisms, their birefringence (Fig. 2.6) means that different wavelengths are split in
different angles:
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Figure 2.6: Calcite Wollaston prism: (a) extraordinary and ordinary refractive index; (b) birefrin-
gence
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ψ ≃ 2B tanθ . (2.3)
In Eq. 2.3[3], ψ is the split angle, B the birefringence and θ the wedge angle of the
Wollaston prism.
As an example of the birefringence dispersion, Fig. 2.7 shows an image of two red blood
cells (RBCs) obtained with IRIS at 571 nm band (Fig. 2.2) using a broadband filter (585 nm,
FWHM = 40 nm). In this image it is very clear how IRIS splits the main wavelength (571
nm) and the secondary wavelength (613 nm) in different angles. The final image is then a
composite of the wavelength of interest with an overlapped “ghost” image, which degrades
the spectral and spatial information.
Figure 2.7: Red Blood Cells image taken with IRIS at 571 nm. Image obtained using the system
shown in Fig. 3.1 (Section 3.2).
IRIS dispersion can be mitigated by implementing Wollaston prisms with different bi-
refringence so they compensate the dispersion of each other[97]. The use of different
birefringent materials (high and low dispersion) to form the Wollaston prism would also
achromatise the Wollaston prism[3].
In the next section it is explained how the filter plate is used and effectively solves the
issues derived from the side lobes and the Wollaston prisms dispersion.
2.2 Filter plate design and implementation
As shown in Subsection 2.1.1 and Subsection 2.1.2, the performance of IRIS is degraded due
to the existence of sidelobes and the fact that is not achromatised. Fortunately, the sidelobes
can be removed by filtering the individual spectral bands[3]. In order to achieve this, a filter
plate was designed. This filter plate needed to be easy to implement in any optic system, easy
to align and to replace. This design would provide a more compact design than using beam
splitters and filters to separate and replicate over the same sensor eight images at different
wavelengths.
2.2. Filter plate design and implementation 27
The filter plate ideal position is where the images are smallest after the imaging lens.
Ideally, this plane corresponds to the imaging plane. However, Zemax simulations of some
double Gaussian lenses interfaced with IRIS showed a narrower beam at distances before the
image plane[3].
In order to test where the beam is narrowest, we designed an experiment with the con-
figuration shown in Fig. 2.1, using a halogen lamp, a 0.75 mm pinhole, two Nikon AF
NIKKOR 50 mm F1/4 SLR lens for the collimating and imaging lenses, IRIS and a Retiga-
4000R (QImaging, Canada) detector. The camera was translated in 1 mm steps from the
image plane towards the imaging lens. The pinhole image size was measured in terms of
area and diameter. The results showed the images being smallest at the image plane (Fig.
2.8(a) and (b)), where the replicated pinhole images were in focus over the detector. Since
the smallest image size corresponds to the image plane, which is on the detector, the filters
were placed as close to the sensor as possible, which in the case of the Retiga-4000R was
in contact with the protective glass over the sensor, being this 5mm away from the sensor,
which could lead to the different bands overlapping in the plane of the filter, but this effect
could be eliminated using an aperture stop in the collimating lens of IRIS. In the case of
a Zyla 5.5 (Andor, Ireland), the distance between the sensor and the protective glass is of
15mm, which would require a smaller aperture stop if overlapping in the filter plate plane
wants to be avoided.. On the other hand, light from other bands that would be larger than its
own filter would be attenuated by the adjacent filters and is not expected to have an effect on
the replicated images over the sensor.
Figure 2.8: Beam behaviour with distance to the imaging lens focal plane. (a) Area of the 8 replicated
images of the pinhole. (b) Equivalent diameter of the replicated images of the pinhole.
Another advantage of placing the filter plate as close as possible to the detector is to
minimise vignetting from the filter edges and light scattering. An IRIS system needs an
aperture stop to avoid overlapping between the bands and to optimise the used area over the
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detector. The discontinuities between adjacent filters introduce a shadow over the detector,
that is more dispersed and larger the farther the filter plate is displaced from the detector.
Since the aperture stop is reimaged over the detector, it can be resized in order to eliminate
the vignetting from the filters.
As shown in Fig. 2.2, the wavelengths of interest are 560 nm, 567 nm, 571 nm, 576 nm,
580 nm, 586 nm, 591 nm and 599 nm. In order to filter them, a set of individual filters were
manufactured by Envin Scientific Limited (UK). The individual filters were ordered with the
previously specified wavelength with a±2nm tolerance, transmissionT = 80% at the central
wavelength (CW), FWHM = 10±2nm and blocking with OD = 3 outside the 540-620 nm
region. The filters were dielectric hard coated only on one surface, to allow easy attachment
to a glass substrate. The dimensions of each filter were 25 mm diameter and 1.35±0.15mm
thickness.
Since the filters only blocked light in a narrow spectral region around the central
wavelength (Fig. 2.9), we included in our system a 545-625 nm broadband filter (hq585/80x,
Chroma Technology Corporation, USA) so any unwanted wavelength was cleaned.
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Figure 2.9: Measured filter transmissions, showing how they transmit light outside the 545-625 nm
range, which is blocked by the broadband filter.
2.2.1 First filter plate design
The first filter plate was designed by Laurence R. Brewer1. The filters were cut by Helia
Photonics (UK) to be (3.79±0.02mm)× (7.58±0.1mm) (Fig. 2.10(a)) so they would
cover the full extension of the 15.15× 15.15mm detector of a Retiga-4000R (QImaging)
camera. The filters were then assembled over a 18.58×18.58×1mm B270 glass substrate by
Helia Photonics (Fig. 2.10(a)), which produced three filter plates using the same wavelength
1SUPA Advanced Fellow, School of Physics and Astronomy, University of Glasgow
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configuration. The final result can be seen in Fig. 2.10(b).
Figure 2.10: First filter plate assembly design. (a) Specification designs for cutting and assembling
the filters in the substrate. (b) Final assembly.
This filter plate was attached to the camera by means of a filter plate holder. Two versions
of the same model were designed: one for a 15.15× 15.15mm sensor of a CCD Retiga-
4000R (QImaging) camera (Fig. 2.11), and a second one for a 16.6× 14.0mm sensor of a
Zyla 5.5 (Andor, Ireland) camera (Fig. 2.12). Each holder was made of a single phosphor-
bronze piece with ±0.05mm tolerance, with the dimensions specified in their respective
figures.
Figure 2.11: Filter plate holder design for a Retiga-4000R camera.
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Figure 2.12: Filter plate holder design for a Zyla 5.5 camera.
The finished holders for both cameras are shown in Fig. 2.13. Once the filter plate was
attached to the holder, it was attached to a T-mount SLR lens adaptor (Fig. 2.13), modified
so the internal threads of the mount would match the external threads of the holder.
Figure 2.13: Finished filter plate holders. On the left: full filter plate assembly for a Retiga-4000R
camera. On the right: filter plate holder for a Zyla 5.5 camera.
In order to assess the quality of the filters, they were attached to a CCD camera by
means of the filter plate holder. Then, using a pinhole, collimated white light from a halogen
lamp was directed towards them. Although the filter assemblies manufactured by Helia were
appropriate once they were handed to us, the quality degraded after a few months. Fig. 2.14
shows one of the three assembled filter plates on the day of arrival (Fig. 2.14(a)) and two
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months after (Fig. 2.14(b)). Both images were obtained with different cameras because the
first one (Retiga 4000-R) was replaced by a higher sensitivity and frame rate camera (Zyla
5.5). Since the second camera had a smaller detector in one dimension, some features of the
filter on Fig. 2.14(a) are not visible on Fig. 2.14(b).
There were three main features in the filter plate as shown in Fig. 2.14. The first one were
reflections, which are more visible in Fig. 2.14(a) than in Fig. 2.14(b). These reflections were
produced by the window in the filter plate holder (Fig. 2.11). This window is a non-coated
metallic piece, so it reflected/scattered light back to the sensor. The reflections between filters
were probably due to light reflected/scattered by the filter walls. The second feature were
manufacturing defects on the filter surface. These defects do not change with time, and might
be due to debris from sputtering in the filter manufacture or from the filters cutting. The
third feature was bubbles in the filter-substrate interface and between the filters themselves.
Since the aperture stop of any IRIS system would block these regions, these defects were not
disruptive at the beginning (Fig. 2.14(a)), but with time they became worse by getting farther
inside the filters (Fig. 2.14(b)). The same problem was observed in all three manufactured
filters, which gave way to the design of the second filter plate on Subsection 2.2.2.
Figure 2.14: Filter plate image through collimated light, showing reflections (green), bubbles in the
filter-substrate interface (red) and manufacturing defects (yellow). (a) On the day of arrival (obtained
with Retiga-4000R). (b) After two months of use (obtained with a Zyla 5.5).
The second filter manufactured by Helia is shown in Fig. 2.15(a), where the bubbles were
clearly disrupting three of the filters. In this case, doing accurate spectral analysis was not
possible, since these features would change the apparent intensity of the image, giving a false
spectral signature that would also vary spatially. The third filter (Fig. 2.15(b)) interfaced with
IRIS shows how due to bubbles affecting four bands, spectral imaging could only be done
accurately in the ROI highlighted in red, being the usable area reduced by ∼ 53% of the full
waveband area.
Once it was evident that the filters were not suitable for spectral imaging, Helia offered
to re-do them, but they suffered from the same issues after a few months. We believe that the
epoxy used was not properly cured, but it was not possible to verify it. In order to bypass any
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need of glueing filters to a substrate, we designed a newer version of the filter plate holder,
shown in Subsection 2.2.2.
Figure 2.15: Filters-substrate bubbles of two different filter plates. (a) Severely affected filter plate.
(b) Effect of bubbles in a filter plate being used with IRIS, showing in red the usable ROI of any
image taken with the system.
2.2.2 Second filter plate design
To avoid the problems experienced with the first design, we decided to eliminate the need
of epoxy and substrate and use a 3-D printer in order to obtain good quality pieces. The
elimination of the substrate would also improve the image quality, since the addition a 1 mm
glass increases spherical aberrations on the system as explained in Subsection 2.4.
This design (Fig. 2.16) was created using OpenSCAD and consisted of several parts,
being the one which holds the filters (Fig. 2.16(c), (designed in collaboration with Laurence.
R. Brewer2)) the most critical.
The part holding the filters (Fig. 2.16(c)) are two window-frame-like pieces. The dimen-
sions of the piece are shown in Fig. 2.17. In our experience, 3-D printers tend to reduce the
dimension of sockets, so, although the specified (and measured) dimensions for the filter tiles
were 3.79× 7.58mm, the sockets where the filters are placed were designed slightly larger
in the x and y dimensions in order to compensate this effect. This piece was printed using
an Objet30 Prime (Stratasys Ltd., UK) and was made of polypropylene. The characteristics
of the material produced a piece which good elasticity, which allowed the filters to be easily
placed while the piece was exerting pressure on them, effectively fixing them on place.
Parts (a) and (b) from Fig. 2.16, required less quality and a more rigid material, so
they were printed of PLA using an Ultimaker2 (Ultimaker B.V., UK). The flange of part
(a) was designed slightly larger than the T-mount adaptor where was attached. The flange
2SUPA Advanced Fellow, School of Physics and Astronomy, University of Glasgow
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Figure 2.16: Complete 3-D filter plate holder assembly. (a) Main body attachable to a T-mount SLR
lens adapter. (b) Attachable parts which hold in place part (c), being the inferior part glued to part (a).
(c) Window-frame-like piece which holds in place the individual filter tiles.
complemented with the gaps allowed fixing the piece inside the mount since it made pressure
against the T-mount adaptor walls. Once everything was in place and the inferior component
of part (b) was glued to part (a), part (c) was then fixed in place through the pins and apertures
of part (b).
The main advantage of this design over the previous one is the lack of substrate and
glue in the final assembly. With this design it is possible to easily change and replace the
individual filters, facilitating the selection of other wavelengths from the IRIS spectra. This
increases the applicability of IRIS to other multiple spectral imaging applications since the
desired wavelengths can be easily selected (Fig. 2.3).
2.3 Improved IRIS applied to oximetry
Once the filters were in place, the IRIS transmission spectra did not have any sign of spectral
contamination (Fig. 2.18), but since the filters had an average of 80% transmission, the
central wavelengths were reduced.
As a proof of concept, we show two examples of how IRIS performance was improved.
The first example shows how the spatial information was improved by imaging a horse blood
sample with a Nikon Ti-Eclipse (Nikon, Japan) interfaced with IRIS (more details in Chapter
3). Fig. 2.19(a) shows an image of an RBC without the filter plate next to an image of the
same sample (but different cells) imaged using the filter plate (Fig. 2.19(b)). In both cases,
the image corresponds to the 571 nm band. Without filter, the overlapped image corresponds
to a side lobe at 610 nm (Fig. 2.18), which impedes any possibility of accurate spectral
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Figure 2.17: Filter tiles frame, including dimensions.
and spatial analysis, furthermore, it disrupts any attempt of registration with the other bands,
specially because other bands have different wavelengths and they split in different angles.
However, as can be observed, the replicated images due to the side lobes disappeared from
the image taken using the filter plate.
The second example shows in more depth the effect of the side lobes and the introduced
improvements. For this case, two 150µm quartz capillaries filled with defibrinated horse
blood were placed in a model eye (Fig. 2.20) with a Spectralon (Labsphere, US) back-
ground to simulate the sclera. One of the capillaries was 100% oxygenated while the other
was deoxygenated to 0% using sodium dithionite[98] and checked using a blood gas ana-
lyser (BGA) (OS accuracy = 1.6%, GEM OPL blood gas analyser manual, Instrumentation
Laboratory, Rev.02, 2003). The capillaries were imaged using a commercial fundus camera
(TOPCON TRC-50DX, Japan). The sample was imaged with and without filter plate, with
the broadband filter always in place, using a flash lamp as illumination and a sCMOS camera.
The results in Fig. 2.21 show the spectral improvement when the filter plate was intro-
duced. As a first point of the analysis, it is important to consider the 571 nm band, which
is meant to be isosbestic. Isosbestic points show no difference in absorption between oxy-
genated and deoxygenated blood, so it is a good indicator of the accuracy on the retrieved
spectral information. In the case of IRIS, the 571 nm band has a FWHM of 8 nm, meaning
that it is no longer an isosbestic point, although experimentally it shows a quasi-isosbestic
behaviour as shown on Fig. 2.21(b). In Fig. 2.21(a) both capillaries, deoxygenated above
and oxygenated below, show different intensity values in the case where the filter plate was
not used (left image), while they show apparently similar intensities when the filters were in
place (right image). This can be seen clearer in Fig. 2.21(b), where it is shown a line profile
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Figure 2.18: Effect of the filter plate implementation over IRIS transmission. In blue we have the
raw IRIS transmission, in red we have the narrow-band filters, and in yellow we have the filtered IRIS
transmission.
(red line in Fig. 2.21(a)) for both cases. In this image, the left graph corresponds to the cap-
tured image without filter plate, and both intensity profiles show different intensity minimum
being 0.3 the transmission for the deoxygenated vessel and 0.44 for the oxygenated vessel,
which verifies that the 571 nm is not isosbestic (Fig. 2.4(b)). On the other hand, the right
graph shows how both oxygenations have approximately the same minimum. In fact, the
deoxygenated vessel has a transmission of 0.176 while the oxygenated is 0.167. The reason
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Figure 2.19: Image of horse RBCs using IRIS at 571 nm. (a) Without filter plate. (b) With filter
plate.
Figure 2.20: Model eye diagram. Includes a 22 mm focal length lens. In this research only the sclera
layer, simulated with Spectralon, was included[3].
why they are not completely isosbestic is because the real isosbestic point is at 570.2 nm and
because it is necessary to integrate across the whole transmission spectrum of the 571 nm
IRIS bands. This effect is shown on Fig. 2.4(a), in which two equal modelled vessels with
0% and 100% oxygenation do not have the same transmission at 571 nm.
Finally, the complete spectral improvement is shown in Fig. 2.21(c), where the transmis-
sion spectrum of a 150µm quartz capillary filled with 0% OS shows a clear resemblance with
the extinction coefficient for deoxyhaemoglobin shown in Fig. 2.2 when the filter plate was
used. In contrast, IRIS without the filter plate performed poorly in terms of spectrally identi-
fying deoxyhaemoglobin, although it could be used to measure abundances if the spectra of
the corresponding chromophores was previously characterised with IRIS.
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Figure 2.21: Filter plate effect on IRIS images. (a) 150 µm quartz capillary filled with 100% (lower
capillary) and 0% (superior capillary) oxygenated blood imaged without filter plate (left) and with
filter plate (right) at 571 nm (isosbestic point). (b) Normalised intensity profile of (a) ( line profile
in red) being the left one the corresponding to imaging without the filter and the right one the image
captured using the filter plate. (c) 0% OS capillary transmission with (blue) and without (red) filter
plate.
2.4 Spherical aberrations from the filter plate tiles
and substrate
One concern about adding a piece of glass in the optical path where light is not collimated
is the introduction of spherical aberration. In our case, the filter tiles are 1.35±0.01mm and
are placed in front of the sensor, before the image comes to a focus, so it is of interest to
analyse how significant these aberrations could be.
The analysis was done using Zemax (Zemax LLC, US), by modelling a system which in-
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cluded a paraxial 50 mm lens of F# = 1.4 to simulate a Nikon 50 mm 1.4D lens. The model
also included a glass tile of 2.26 mm thickness B270 glass to simulate filter + substrate. A
second system with a 1.35 mm thickness glass was used to simulate the case without sub-
strate. The wavelength used for the simulation was 560 nm, which is the smallest wavelength
on IRIS and has the smallest Airy Disc. The results are summarised in Table 2.1 and show
how the aberrated PSF is larger than the diffraction limited PSF (Airy Disc). However, these
results could not be compared with a real IRIS system since this model only represented the
imaging lens part of the system and was oversimplified by the use of a paraxial lens.
Glass Tile + Substrate (2.26 mm) Glass Tile (1.35 mm)
RA (µm) 1.016 1.016
RG (µm) 7.084 3.538
W040 (waves) -3.08 -1.83
Table 2.1: Spherical aberrations effect for two glass thickness. RA = Airy Radius, RG = Geometric
Radius, W040 = Seidel Spherical Aberration Coefficient.
For comparison with a real system, a pinhole should have been imaged through our ima-
ging system and then the MTF analysed. This was not done because the obtained images
were not qualitatively degraded. But it is important to show that some consideration has to
be given to the design of the filter plate in terms of thickness.
In reality, the F# (which determines the magnitude of the introduced spherical aberra-
tions) is ruled by the relation between the optical system F# (Fo) and the focal lengths of the
collimating ( fC) and imaging ( fI) lenses in the IRIS system. If there is no vignetting by the
IRIS system, the whole system F# can be expressed as:
Fs = Fo
fI
fC
. (2.4)
A microscope objective of 100x NA = 1.45 has F# = 0.34 in the object space, while
in the image space it is Fo = 34. When the microscope is interfaced with an IRIS system
(Chapter 3) containing two lenses fI = 50mm and fC = 200mm, the F# of the system would
be Fs = 8.5 using Eq. 2.4. Considering the imaging lens fI = 50mm and the system F#,
the effective pupil is 5.88mm in diameter. The spherical aberrations are shown in Table
2.2. In this case, the diffraction limited spot (Airy Radius) is larger than the Geometric
Radius, which includes the geometrical aberrations. This means that spherical aberrations
are negligible and the system can be considered to be diffraction limited.
A retinal camera with a F# = 1.2 and 1.84x magnification has an image f-number Fo ≈
2.2. When the retinal camera is interfaced with an IRIS system consisting of two lenses fI =
50mm and fC = 80mm, the F# of the system would be Fs ≈ 1.38 (Chapter 4). Considering
the imaging lens fI = 50mm and the system F#, the effective pupil is 36.2mm in diameter. A
lens aperture for a 50mm f/1.4 SLR Nikon lens is 35.7mm, so a small amount of vignetting
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Glass Tile + Substrate (2.26 mm) Glass Tile (1.35 mm)
RA (µm) 5.82 5.82
RG (µm) 0.029 0.017
W040 (waves) -0.002 -0.001
Table 2.2: Microscope-IRIS system spherical aberrations effects for two glass thickness. RA = Airy
Radius, RG = Geometric Radius, W040 = Seidel Spherical Aberration Coefficient.
is to be expected, and the limiting F# is then from the imaging lens, producing the same
spherical aberrations as in Table 2.1.
For the same retinal camera but considering fI = fC = 50mm, Fs = Fo ≈ 2.2. This would
correspond to an effective pupil of 22.7mm in diameter, so there would not be any vignetting
by the imaging lens. In this case, the spherical aberrations are smaller than in the previous
retinal camera setup (Table 2.3). For the case with glass tile + substrate, the aberrated spot is
∼ 4% larger in radius than the diffraction limited and might not be problematic. In the glass
tile case, the Airy radius is larger than the geometrical, so it is considered to be diffraction
limited.
Glass Tile + Substrate (2.26 mm) Glass Tile (1.35 mm)
RA (µm) 1.543 1.543
RG (µm) 1.601 0.952
W040 (waves) -0.5 -0.299
Table 2.3: Fundus camera-IRIS system spherical aberrations effects for two glass thickness. RA =
Airy Radius, RG = Geometric Radius, W040 = Seidel Spherical Aberration Coefficient.
2.5 Conclusions and future work
In this chapter IRIS has been briefly described, focusing mainly on the issues introduced by
the existence of spectral sidelobes in each waveband and the Wollaston prism dispersion.
It is also shown how these problems degrade the spectral and spatial resolution of IRIS
as a multispectral device. Then we have shown how these problems can be easily solved
by introducing a filter plate assembly. We have shown how, although the first filter holder
was successful, due to external causes, it failed after a few months of being assembled and
received from the company responsible for manufacturing it.
The second design improved the system in the sense that there is no need of substrate or
glue, which reduces spherical aberrations and facilitates the change of filters, so IRIS can be
easily adapted to other multispectral imaging applications.
Finally, we tested IRIS with the filter plate by imaging RBCs and blood-filled capillaries.
These experiments showed improvements on spatial and spectral quality, effectively boosting
the performance of IRIS as a snapshot multispectral imaging device.
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In the future, the filter array will be adapted to different imaging applications by swap-
ping the filters. As an example, this 8-band IRIS can be used with a filter array containing
wavelengths in the blue (high haemoglobin absorption) and the red (low haemoglobin ab-
sorption) to simultaneously image red blood cells and the microvasculature.
Chapter 3
Video-Rate Oximetry of Single Red
Blood Cells
Summary: This chapter describes the application of the modified retinal IRIS
to oximetry of single RBCs in real time. It describes the importance of RBC
oximetry and how it is possible to do it accurately and in real time thanks to
IRIS. The results are shown for individual RBCs while they deoxygenate and
for prepared RBC samples with a known oxygenation. The results are then
compared with other techniques.
3.1 Introduction
Oxygen is transported by RBCs to other cells in the body via the circulatory system on
a rapid time scale. Each RBC takes approximately 1 minute to pass through the circulat-
ory system (capacity of the human circulatory system is ~5 L and speed of blood pumped
through circulatory system by heart at rest is 5L/minute) and releases approximately half
its oxygen to other cells in approximately 150 ms[99, 100]. Therefore, quantitative optical
imaging of the oxygen saturation (OS) of individual RBCs with high temporal resolution
is necessary for obtaining a fundamental understanding of how oxygen is metabolised in
vivo. Performing oximetry of RBCs with subcellular spatial resolution may be useful for
studying diseases like sickle-cell anaemia, where changes in an erythrocytes shape reflect a
decrease in OS[101], and malaria, where haemoglobin is degraded by parasites to form the
biocrystal haemozoin[102]. However, performing such oximetry can be challenging. The
complex optical environment for in vivo measurements, including strong refraction, absorp-
tion and scattering effects[94, 103], make accurate quantification challenging, while RBC
flow speeds in capillaries up to 1mm/s[104] require integration times less than 1ms, to pre-
vent the individual RBCs from moving significantly during a measurement.
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3.2 Optical system
In order to perform RBC oximetry we used a Nikon Ti-E inverted microscope with a 100x
1.45NA immersion oil objective. The image was cropped by a 23×14mm stop aperture and
collimated by a 200 mm 1:4D SLR lens. The collimated light passed through IRIS and was
brought to focus by a 50 mm 1:4D SLR lens on a sCMOS (Zyla, Andor). The filter plate
was placed in front of the sensor (see Fig. 3.1). The divergence angle of a collimated beam
is expressed as θ = A/f , being A the aperture stop dimensions and f the focal length of the
collimating lens. In this case, a 50 mm focal length showed a beam with a high divergence
angle, which caused vignetting from IRIS. To avoid vignetting, a 200 mm lens was used
as a collimating lens. Using a shorter focal length lens would also implicate the use of a
smaller aperture stop, which would have reduced the field of view. The use of a 200 mm
lens demagnified the microscope output image, allowing a field of view (FoV) big enough
as to include a minimum of 50 sparse RBCs in the sample and a maximum of ∼ 200 packed
RBCs, providing more reliable data regarding the OS of the sample. In this case, the stop
aperture limited the FoV to 226.46×138.84µm.
A side effect of demagnifying the image was the introduction of aliasing. In a case
without the IRIS system, a 100x 1.45NA microscope objective has a cut-off frequency
( fc = 2NAλ ≈ 1λF♯ ) fc = 4.83µm
−1 at λ = 0.6 µm. In order to know if it was being sampled
without aliasing, it was necessary to consider the magnification of the system, which in this
case is 100x. Considering magnification, the cutoff frequency was fc = 0.0483µm−1. The
camera used was a Zyla 5.5 with a pixel size of 6.5×6.5µm, which determined the sampling
frequency to be fc = 0.154µm−1. With this information, according to Nyquist, 2 fc < fs is
required to avoid having aliasing, which in this case was satisfied.
On the other hand, once the IRIS system was introduced and the image demagnified,
there was aliasing. In the IRIS part of the system the beam was not vignetted, so it can be
considered that the cutoff frequency was not degraded. However, the 200:50 mm lens system
demagnified the image by 4, making the cutoff frequency to be fc = 0.193µm−1, which did
not satisfy Nyquist. The existence of aliasing was not expected to be problematic. As it
is seen later in this chapter, imaged RBCs (average of 5 µm diameter) are around 15 to 19
pixels in the sensor, and since most of the cell is homogeneous (especially the central part),
there should not be any major negative effects due to aliasing.
3.3 Image registration
The elimination of the side lobes and ghost images by the filter plates allowed improved
image registration in order to obtain a good quality spectral 3-D cube. Registration of IRIS
images can be complex since they are differently affected by pincushion distortion introduced
by the imaging SLR lens. In our case, the central IRIS wavebands (567 nm, 576 nm, 580 nm
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Figure 3.1: Snapshot Multispectral Imaging Oximetry. A 100x microscope objective was used to
image a monolayer of RBCs attached to a coverslip in a cell chamber. Light exiting a microscope
image port passed through a rectangular aperture, collimating lens, linear polariser, broadband filter
(hq585/80x, Chroma Technology Corporation, USA), IRIS, imaging lens and filter plate before being
imaged onto a camera.
3.3. Image registration 44
Figure 3.2: Registered RBCs through an intensity-based method. The image shows the reference
image 567 nm (green) against the other wavelengths (magenta).
and 591 nm) were the less distorted bands. 567 nm was the chosen waveband to be used as
a reference because it had the highest transmission of these four bands (Fig. 2.18) and was
closest to the isosbestic point 570.2 nm, so it was less likely to have intensity changes under
different OS conditions.
Image registration can be performed in an intensity-based approach, applying a high-
order polynomial correction[3]. This method finds the coefficients which maximise the
correlation between the IRIS images, one of them being used as a reference. In the case
of RBCs, the difference in appearance due to spectral variations and the high transmission
(OD≈ 0.03 at 560 nm and 100% OS), image registration tended to produce poor results (Fig.
3.2), where the RBCs was an average of 3 pixels off when compared with the reference at
567 nm and without taking into account the image at 560 nm.
Image registration was improved using a distortion target, which would allow obtaining
an image transformation independent of spectral variations between wavebands. The chosen
distortion target (SL3, Photo Data Ltd , UK) contained arrays of lines and dots with different
sizes. For this application, the 5 μm-dot array was used. Maximising the correlation between
corrected images by optimising the coefficients of a high-order polynomial yielded a sig-
nificant improvement using the distortion target, the mean distance between the weighted
centroids of the dots being D = 0.6± 0.3 pixels, achieving subpixel resolution. However,
the resulting registered image (Fig. 3.3) shows how the dots were slightly displaced, which
would introduce systematic errors on spectral analysis. Another issue was that the intensity-
based method used the image correlation as a metric. The main problem was that registration
can fail when the features were too regular or similar, as in Fig. 3.2 at 560 nm, in which the
registration produced high correlation values, but the resulting image registration is clearly
poor.
Other tested methods included features detection using a SIFT[105] algorithm built in
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Figure 3.3: Registered distortion target through an intensity-based method. The image shows the
reference image 567 nm (green) against the other wavelengths (magenta).
Matlab, but an image consisting of RBCs or dots did not offer significantly different features,
making it practically impossible to match them.
In order to improve the registration, another registration method was developed, as de-
scribed in the next steps:
1. Record image from dot distortion target. Using 5µm or 10µm dots did not provide
any significant difference.
2. Obtain image without distortion target in order to obtain background.
3. Divide dots image by background image in order to flatfield the image. This removed
intensity variations in the FoV. Imperfections and dust on the optical system and filter
plate were eliminated or mitigated.
4. Crop regions of interest (ROI) of each waveband containing the same imaged dots.
5. Identify and sort dot centroids for each waveband.
6. Find the local weighted mean geometric transformation (built in Matlab) of the wave-
bands to the 567 nm reference. The transformation used the 20 closest points to each
control point (detected centroid) to infer a second degree polynomial transformation.
This produced 7 transformation structures which moved the pixel coordinates from the
7 images to match those on the 567 nm image.
7. Apply transformations using the imwarp Matlab function to each spectral image in
order to obtain the registered 3-D cube. This function uses the obtained polynomial
coefficients from step 6 to transform and correct the distorted images. The transform-
ation is performed by applying a cubic interpolation.
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Figure 3.4: Centroid-based registration results of a distortion target. The images are created by
subtracting the normalised reference (567 nm) from the other normalised images.
The results of this centroid-based transformation method are shown in Fig. 3.4. In the figure,
the brighter dots belong to regions affected by filter plate defects. These dots had a different
relative intensity after normalisation when they were compared with the 567 nm image. A
mismatch registration or displacement would be highlighted in Fig. 3.4, but these effects
were minimal. A more quantitative way of characterising the registration quality is com-
paring the centroids positions of the registered images. In this case, the average mismatch
among dots belonging to different wavebands was of D = 0.06±0.02 pixels, which means a
10% improvement compared with the results obtained with other methods.
The image registration Matlab code can be found in the path specified in
Appendix C under the names CalibrationImWarp_Normalization_1 and Undis-
tort_PLUS_NORM_ImWarpImageSequence for the calibration and the image correction
respectively.
3.4 Sample preparation and image acquisition
Diluted blood was created by mixing 5 µl of defibrinated horse whole blood (E&O Labor-
atories Ltd, Scotland) in 10 ml of phosphate buffered saline (PBS) (Fisher BioReagents,
Fisher Scientific, UK). The open RBC container consisted of a 40× 5× 5mm rectangular
stainless steel frame attached to a poly-l-lysine (PLL, 1mL/25cm2, Sigma-Aldrich Co.) coated
microscope cover slide (Corning, USA) using Parafilm (Bemis Company, USA). RBCs were
attached to PLL, making it harder for them to move through the FoV. 1 ml of diluted blood
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solution was poured into the prepared cell chamber. Removal of unattached RBCs was ac-
complished by removing 0.9 ml of the diluted solution and adding 0.9 ml of fresh PBS
(repeated three times). The sample was imaged for 2 minutes, adding 2.7 mg of sodium dith-
ionite to the cell chamber to deoxygenate the RBCs after 10 seconds of starting acquisition.
2.7 mg of sodium dithionite is the quantity required to deoxygenate 1 ml of whole blood[98].
In this case, a mixture of PBS and RBCs would require less sodium dithionite than 1 ml of
whole blood, but it was not possible to estimate the diluted O2in PBS so it was decided to
consider the solution as whole blood to ensure complete oxygen depletion on the chamber.
The extra sodium dithionite plus the 5 mm of solution between the RBCs and air minimised
the chances of the RBCs reoxygenating during the 2 minutes of imaging.
The RBC container was filled with buffer exactly to the top to prevent a meniscus from
forming which would modify the microscope condenser illumination. The images of indi-
vidual RBCs were recorded at 30 Hz (full frame), 11-bits and global shutter, as they were
deoxygenated by sodium dithionite. This rate was limited to 30 Hz by the camera used
(Andor Zyla) but faster video rates are possible using other cameras.
After finishing the image sequence acquisition, an image of a PBS filled chamber was
taken under the same conditions as the video sequence. The image was then used as back-
ground and the RBC images were flatfielded in order to obtain the optical density map of the
video sequence (Eq. 3.1).
3.4.1 Sensor bit depth
An important factor to consider for image acquisition is the bit depth of the sensor being
used. The capacity of the sensor to distinguish between two different intensity levels might
be critical for accurate representation of the spectral signature of a chromophore. In addition,
the bit depth might limit the data transfer and acquisition between the camera and computer,
which limits the available frame rate.
The ability of different bit depths to characterise the spectral signature of RBCs can be
tested by calculating the transmission of a layer of haemoglobin using Eq. 1.5 and assuming
a thickness of 3µm. Once the transmission is calculated, is then multiplied by 2N , where
N is the bit depth, and the obtained values are rounded. The results in Fig. 3.5 show how
an 11 and 16-bit sensor would correctly sample the spectral signature of the RBC, while the
8-bit sensor would assign the same grey level to different wavelengths. However, an 8-bits
sensor would still produce an adequate sampling of the transmission for the wavebands of
IRIS (560 nm, 567 nm, 571 nm, 576 nm, 580 nm, 586 nm, 591 nm and 599 nm) because
they are far apart and the transmission is different enough for these wavelengths.
In addition to accurately reproducing the transmission profile of blood, it is important
to be able to differentiate between different oxygenations. To do so, Eq. 1.5 is used to
generate 11 transmission profiles for 11 oxygenations from 100% to 90% in steps of 1%.
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Figure 3.5: Simulated transmission of a oxyhaemoglobin layer of 3µm and how it would be sampled
by sensors of 8, 11 and 16 bits.
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Figure 3.6: Oxygenation steps needed to fully differentiate (8 distinct wavebands) between transmis-
sions measured by sensors with different bit depth.
Each transmission profile is multiplied by 2N and the values are rounded as in Fig. 3.5.
Using the 100% oxygenation transmission profile as a reference, the other 10 transmissions
are subtracted to this reference to check how many of the 8 IRIS wavelengths produce a
transmission that can be distinguished by the sensor bit depth. These measurements will
show how large the oxygenation has to be so the transmission is different in the 8 wavelengths
of IRIS. Fig. 3.6 shows the oxygenation steps needed so the 8 produced transmissions, one
per each IRIS waveband, are different to the reference oxygenation. This figure shows how
an 8-bit sensor would not be enough to differentiate between oxygenations 10% apart from
each other. An 11-bit sensor would be able to distinguish between oxygenations 6% apart
from each other. However, since the 571 nm waveband is quasi-isosbestic, the 11-bit sensor
would have problems to distinguish between close oxygenations, so considering this factor,
the 11-bit sensor would be able to distinguish oxygenations up to 4% apart. Finally, the 16-
bit sensor is sensitive enough as to assign different grey levels to each waveband and each
oxygenation.
This section shows how an 8-bit sensor would be unsuitable for measuring oxygen sat-
uration variations in RBCs, while the 16-bits sensor would be the ideal candidate. However,
the objective of this chapter was to observe and calculate oxygen saturation changes in real
time, for which is needed frame rates up to 30 Hz. These frame rates were not achievable
using a 16-bit sensor with our current camera and computer during the experiment due to
problems capturing and transferring the data, so an 11-bit sensor was used instead. The use
of an 11-bit sensor is expected to introduce uncertainty in the oxygenation measurements
and lowers the ability to distinguish oxygenations closer than 4-6% oxygenation.
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Figure 3.7: OD map of a 100% oxygenated RBC sample.
3.5 Data analysis
In principle, it should be possible to calculate the OS pixel by pixel from the RBCs using Eq.
1.5. However, each cell had an average of 170 pixels, there was an average of 50 RBCs per
image and 3600 frames were taken. If the fitting process of Eq. 1.5 to the transmission of
one pixel takes 10 ms, processing all the pixels belonging to RBCs would take a minimum
of 3.5 days of computing time, without taking into account the RBC labelling and tracking
computing time. In addition, concentration and depth are unknown and can vary from cell
to cell. Instead, a linear spectral unmixing (LSU) (Eq. 1.2) approach was considered. This
approach was possible because the light diffusion (only single pass) and spectral compon-
ents involved in the imaging was simple when compared to that found on retinal vessels.
An LSU approach was also more simple in the sense that it is not necessary to know the
haemoglobin concentration, depth, extinction coefficients, scattering, illumination spectrum
and bandwidth of the wavebands. In order to be able to perform an LSU analysis, the logar-
ithm was applied to the recorded images divided by the obtained background (Eq. 3.1, Fig.
3.7). Once the OD map was obtained, the spectral components of blood (haemoglobin and
deoxyhaemoglobin) behaved linearly with OD:
OD =− log10
(
IRBC
IBackground
)
. (3.1)
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For the LSU analysis to work, it was necessary to introduce the spectral components that
were expected to contribute to the OD of each pixel in the whole image or analysed region.
In our case, we identified four possible endmembers: oxyhaemoglobin, deoxyhaemoglobin,
background and RBC edges. Other haemoglobin components such as methaemoglobin and
carboxyhaemoglobin are usually found in small concentrations (<3%) and were ignored in
the analysis. From the four endmembers, the first three are the most obvious. However, the
fourth one, called edges, is most likely to result from defocus[103], refraction and scattering
effects[94]. Previous work by other researchers [94, 103] show that when the RBCs are
modelled as spheres, light is seen to be scattered and refracted more strongly from the edges,
which is a consequence of light being propagated through a sphere and also from being
imaged through a short depth of field objective such as the 1.45 NA objective used in this
chapter.
In order to obtain accurate endmembers, two samples of the same blood container were
obtained and one of them was deoxygenated to be 0% using sodium dithionite. The oxygen
saturation was checked with a commercial blood gas analyser (GEM OPL) and 100% was ob-
tained with the oxygenated sample while the deoxygenated showed 0% OS. Physiologically,
arterial blood (oxygenated blood) is in the range of 96% to 98% due to the oxyhaemoglobin
dissociation curve[106], which corresponds to a 100mmHg pO2 on the alveoli. On ambi-
ent air the partial pressure of oxygen is expected to be around 160mmHg, which provides
more oxygen that can bind with haemoglobin, producing slightly higher oxygen saturations
on RBCs due to the sigmoidal behaviour of the oxyhaemoglobin dissociation curve. In our
experiments it was decided to use the 100% value provided by the BGA in order to have a
measured reference. 5 µl of each sample were then imaged on a microscope slide covered
with a coverslip. The background was obtained with a sample containing only PBS. Both
samples had 150 RBCs approximately. Using the image analysis software for remote sens-
ing applications ENVI (Exelis, US), the central region of 50 RBCs (average of 100 pixels per
RBC) was analysed to obtain the endmembers for oxyhaemoglobin and deoxyhaemoglobin
(Fig. 3.8), which followed the behaviour shown by their corresponding extinction coeffi-
cients (Fig. 2.2). Special care had to be taken so when both endmembers were obtained
571 nm was an isosbestic point. The generated optical density map using the background
and sample could differ between the oxygenated and deoxygenated references used to ob-
tain the endmembers. These changes were produced by different water and haemoglobin
concentrations between the image of the sample and the image used as background, which
was obtained from a sample without RBCs. In addition, the two reference samples could
have had different free haemoglobin concentrations, affecting the calculated optical density.
When the oxy and deoxyhaemoglobin reference endmembers were compared the 571 nm
point did not show an isosbestic behaviour. This effect was observed in multiple obtained
references, so it was decided to correct the reference endmembers by adding or subtracting
the appropriate OD to make the 571 nm band to be isosbestic.
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Figure 3.8: 100% and 0% oxygenation endmembers. The images of RBCs show the ROIs used to es-
timate the endmembers for the oxygenated (red) and deoxygenated (blue) samples. Below it is shown
the retrieved optical densities, with the mean value (blue), maximum and minimum values (red) and
standard deviation (green). The measured standard deviation is believed to be mainly produced by
detector noise (Subsection 3.8.1, Fig. 3.19)
3.5. Data analysis 53
Wavelength (nm)
560 565 570 575 580 585 590 595 600
O
pt
ica
l D
en
sit
y
0
0.01
0.02
0.03
0.04
0.05
Expected
Experimental
Figure 3.9: Expected (Eq. 3.2) and experimental (Fig. 3.8) optical densities.
The optical density for 100% oxygenated RBC can be compared with the expected be-
haviour calculated using the extinction and scattering coefficients of a layer of oxyhaemo-
globin:
OD(λ ) = cHbO2d (εHbO2 (λ )+αHbO2 (λ )) , (3.2)
where εHbO2 (λ ) and αHbO2 (λ ) are the extinction and scattering coefficients for oxyhaemo-
globin. Horse RBCs have a shallower central pallor when compared with human RBCs, so
the horse RBC is simulated by a 3µm thickness layer of oxyhaemoglobin. The expected OD
obtained with Eq. 3.2 is compared with the measured OD (Fig3.8) in Fig.3.9. Although both
the expected and experimental attenuation shows a similar behaviour, there are large differ-
ences in OD values for the more transparent wavelengths, especially at 599 nm, showing the
experimental less attenuation than the expected. The difference between the modelled and
the experimental OD is probably due to the assumption of the RBC being a constant oxy-
haemoglobin layer with a thickness of 3µm. This assumption ignores any possible lensing
effects introduced by a real RBC, which would produce a light distribution different from a
layer of haemoglobin. For better comparison between the expected and experimental beha-
viour, a shape characterisation of horse RBCs should be performed using techniques such
as OCT[107]. Once the real shape of the RBCs is known, a mathematical model including
thickness variations in the RBC and the effect of lensing could be developed for a better
evaluation of the experimentally obtained results.
Regarding the background and edges endmembers, these were obtained for each dataset
individually (see Fig. 3.10). Illumination, focus or blood sample could vary among data
sets, making the endmembers differ. As an example, a sample with more free haemoglobin
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Figure 3.10: Endmembers of a typical RBC sample in the cell chamber, showing the common regions
used for the background and edges endmembers.
would show a different background spectral transmission. In addition, the free haemoglobin
changes the refractive index of the solution, tending to match it to the refractive index of the
RBCs. As a result, refractive effects and scattering from RBCs are mitigated[108]. Fig. 3.10
shows a typical example of endmembers obtained from RBCs in a cell chamber.
Once the endmembers were characterised, an LSU algorithm built in ENVI was applied
to the 3-D cube. In order for the results to have physical meaning, the sum of the abundances
had to be equal to 1. Since there was 8 wavelengths and 4 endmembers, the system was
overdetermined, being ai the endmember abundances, Ci the endmembers and ε the residuals
produced by the LSU, which should be small if the endmembers in the sample were correctly
identified.
OD(λ ) = a1C1 (λ )+a2C2 (λ )+a3C3 (λ )+a4C4 (λ )+ ε. (3.3)
The output of Eq. 3.3 were four abundance maps plus a residual (ε) map. For a 100%
OS sample, the endmember maps are shown in Fig. 3.11, in which the brightness of the
pixels is proportional to the abundance of the corresponding endmember. In this case, it is
clear how the oxyhaemoglobin endmember was the main component in the bulk of the RBCs
(Fig. 3.11(a)), while the deoxyhaemoglobin endmember was practically non-existent in the
sample (Fig. 3.11(b)). Regarding the background and edges endmember, they were correctly
identified in Fig. 3.11(c) and (d). Finally, the residuals (ε) (Fig. 3.11(e)) is only visible on
the perimeter of the RBCs and in regions corresponding to filter plate defects.
The resulting information from the abundance maps was then used to identify the pixels
belonging to RBCs. The regions identified as background and edges were in principle inde-
pendent of oxygenation, so their corresponding abundances should remain constant, before,
during and after deoxygenation. Because of this characteristic, the regions with a high abund-
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Figure 3.11: Linear Spectral Unmixing abundances results. (a) Oxyhaemoglobin. (b) Deoxyhaemo-
globin. (c) Background. (d) Edges. (e) Residuals (ε) .
ance of background and edges were used to reject pixels that did not belong to RBCs. These
exclusion criteria were applied by calculating the mean value of the edges and background
abundances in their respective regions. Every image pixel above this threshold was then re-
jected from the OS analysis. The residuals (ε) map was also used to reject pixels since these
were less likely to be formed by a combination of the introduced endmembers. Ideally, the
pixels belonging to background and edges should have had a value of 1 in their correspond-
ing abundance maps, but this was not always the case. Usually, there was free haemoglobin
and there could be other RBCs floating far from the depth of field. These two factors could
add some haemoglobin endmember contribution to the background, which decreased the
amount of background endmember in the actual background. This effect was small and
the actual background pixels usually presented background abundances higher than 0.9. In
the case of the edges, since it belongs to the cell, it contained some information about the
haemoglobin state. This information was masked by refractive and scattering effects, which
were enhanced with defocus, so there was less information available about the haemoglobin
state in defocused RBCs. This can be observed in Fig. 3.12, where the smaller abundances
correspond to better-focused regions of the RBCs.
More in-depth analysis of the LSU results showed how the abundances varied for differ-
ent regions of the sample. In Fig. 3.13 there are four characteristic regions. The background
is shown in green, and the spectral abundance corresponding to the background is 1, while
the others endmembers have abundances ∼ 0 in the same region. The central region of the
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Figure 3.12: Edge abundance map showing how different regions of different RBCs have different
edge abundances depending on focus. The brighter the edge abundance is, the more defocused is the
RBC.
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Figure 3.13: Spectral abundances of different ROIs from a 100% OS sample. The ROIs belong to
background (green), central region of the cell (red), external part of the cell (yellow) and a region
between the centre and edges (purple).
100% OS RBC is shown in red and there are only positives abundances for the oxyhaemo-
globin endmember. The edges are shown in yellow and were also correctly identified. A
more interesting case is the region in purple. This region followed an inverse behaviour to
the edge region regarding the edges endmember, having < −1 abundance for this specific
endmember. Although this region showed a similar behaviour to the central region in terms
of oxyhaemoglobin endmember, it had negative values for the deoxyhaemoglobin endmem-
ber and, as shown in Eq. 3.6, it contributed to produce OS values higher than 100%. Taking
into account this behaviour, pixels could be rejected to improve the oximetry as previously
explained. In addition, the edges endmember was used to remove pixels belonging to regions
like the purple ROI on Fig. 3.13. Another conclusion from Fig. 3.12 and Fig. 3.13 is that
the edges (positive and negative values) tended to be more prominent in terms of area when
the RBCs were more defocused, which matches results from the literature[103, 109, 110].
Once the pixel rejection was applied, it was possible to do oximetry using the oxyhaemo-
globin and deoxyhaemoglobin abundances on the RBCs. These endmembers are defined as:
OD0 = cd (εHb+αHb) ,
OD100 = cd (εHbO2 +αHbO2) ,
(3.4)
where OD0 and OD100 refer to experimentally measured endmembers for 0% and 100%
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OS. c, d, εHb, εHbO2 , αHb and αHbO2 correspond to haemoglobin concentration, pathlength,
oxyhaemoglobin and deoxyhaemoglobin extinction and scattering coefficients[111]. Each
pixel has a combination of these two endmembers, represented by their abundance:
A ·OD0 = cHbd (εHb+αHb) ,
B ·OD100 = cHbO2d (εHbO2 +αHbO2) ,
(3.5)
where A, B, cHb and cHbO2 are the abundances and concentrations of oxy- and deoxyhaemo-
globin respectively. Using Eq. 3.4 and Eq. 1.4 yields:
OS =
cHbO2
cHbO2 + cHb
=
B
B+A
, (3.6)
which allows the calculation of OS from the oxy- and deoxyhaemoglobin abundance maps
generated by the LSU (Fig. 3.11(a) and (b)). This OS map contains only pixels belonging to
RBCs thanks to the application of the pixel rejection previously explained.
3.6 Measurements of oxygen saturation of deoxy-
genating RBCs
Once the OS map of the sample was generated, it was possible to characterise the OS distri-
bution and evolution in the sample and in individual RBCs.
In the first place, OS distribution in an individual RBC is shown. Fig. 3.14 shows an oxi-
metry image of a single RBC with nominal 100% OS and a histogram of the pixel oximetry
frequencies. The camera frame rate (30 Hz) was limited only by the maximum allowed by
the camera maximum frame rate, the camera link transfer speed and the computer writing
speed. Frame rates as fast as 100 Hz are possible using other cameras. The most consistent
determination of the OS of each cell was obtained by taking the mean value of the OS val-
ues within a circle of radius 4 pixels centred in the middle of the cell (see the justification
in Section 3.8). An example of this circular ROI is shown in Fig. 3.14(a) in yellow. This
region contains 69 pixels, which is ∼ 30% of an RBC with a radius of 9 pixels (∼ 5µm).
The OS of these pixels had a mean and standard deviation of 102.0± 9.0%. Ideally, with
our system it should have been possible to observe OS changes with a spatial resolution of
0.2µm (100x objective 1.45 NA, at 600 nm). However, there was aliasing due to the de-
magnification introduced by the IRIS system as previously shown and it was not possible
to distinguish features smaller than 0.5µm. OS changes on this scale could be recorded,
although it was not possible to artificially induce OS changes at this spatial scale in order to
verify it. Another reason why it was not possible to record internal OS changes is that the
haemoglobin oxygen uptake is ∼ 3ms[99] which suggest that oxygen interchange among
haemoglobin proteins happens in this timescale, making it impossible to observe internal OS
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Figure 3.14: (a) Image of a single RBC with nominal 100% OS (determined by blood-gas analyser
measurement of blood). The oximetry of each pixel within the cell is indicated by the legend on the
right. The pixelated yellow circle indicates the region used for consistent oximetry. The black, grey
and white pixels correspond to values of optical density. (b) Histogram of pixel oximetry OS values
inside the yellow circle displayed in (a).
changes using an exposure time of 33 ms. In addition, RBCs are ∼ 92.8fL and during the
experiment 2.7 mg of sodium dithionite are dissolved without control so it was unlikely that
any gradient would have been observed by sampling at 30 Hz.
The distribution of haemoglobin OS values within the RBC is displayed in the histogram
in Fig. 3.14 (b). The histogram shows dispersion around the main value, which could be ex-
plained by detector noise due to its apparent Gaussian-like shape. This distribution produces
oxygenation values higher than 100% (and below 0% for deoxygenated RBCs), which do
not have physiological sense, but because the LSU can produce negative abundance values
of the oxy- and deoxyhaemoglobin endmembers, OS can reach these values for some pixels
(Eq. 3.6). A more detailed explanation can be found in Section 3.8.
Once the OS map of a single RBC was characterised, the RBC deoxygenation process
could be analysed. Previously it has been stated that images were recorded for 120 seconds,
but the deoxygenation of the RBC took approximately 2.6 seconds, so the data shown here is
for a period of 24 seconds, with the deoxygenation happening in approximately the central
region of the sequence (Fig. 3.15(d)). Fig. 3.15 (a)-(c) shows three characteristic states of the
same RBC during the deoxygenation process. The first image corresponds to the beginning
of the image sequence when the RBC was completely oxygenated, with OS = 102.0±9.0%.
10 seconds later the sodium dithionite was added. The second image corresponds to 12.5
seconds after the beginning of the recording, with OS = 40.0± 9.0%. 12.5 seconds cor-
respond to the time when the whole sample was ∼ 50% oxygenated. Finally, the third im-
age corresponds to the end of the sequence, when it was completely deoxygenated, having
OS = −2.0± 9.0%. Fig. 3.15(d) shows how the deoxygenation took approximately 2.6
seconds after the dissolved sodium dithionite reached the imaged RBC.
During the equilibrium states, it can be argued that the RBCs do not change their OS,
so the uncertainty in the mean oxygenation of the single RBCs and the whole sample can
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Figure 3.15: Single RBC deoxygenation (a)-(c) Oximetry images taken from a 30 fps video segment
of the deoxygenation of a single RBC in buffer containing sodium dithionite (2.7 mg/ml, added at 10
seconds). Selected images recorded at 0, 12.5 and 24 seconds are indicated by grey lines. (d) Change
in oxygen saturation as a function of time. The mean OS (black line) and the standard deviation (blue
region) are displayed.
be given by the standard error of the mean. Considering the standard error of the mean, the
uncertainty was ±1.1% OS for the three analysed cases, which showed the accuracy of the
method.
For comparison purposes, the same RBC was analysed using a 2 wavelengths calibration
method based on the Beer-Lambert law (Eq. 1.8). Using the 571 nm and 599 nm wavebands
and the ODR for 0% and 100% OS as references, we obtained OS = 284± 875% prior to
deoxygenation and OS = 20± 611% after deoxygenation. The error is produced mainly
by the fact that RBCs are highly transparent, with OD ≈ 0.03 at 560 nm and 100% OS,
which made them highly sensitive to noise effects. Using eight wavelengths rather than two
produces a better spectral characterization of the haemoglobin spectrum, reducing errors in
OS. The addition of wavelengths should reduce the error in
√
N, being N the number of used
wavelengths. In this case, we believe that the use of only two wavelengths, the low OD of
the RBCs and the detector noise tend to introduce high variability in the two used points,
producing errors in oximetry as the ones shown previously.
The RBC in Fig. 3.15 was analysed from a region of the sample that contained a popula-
tion of 40 RBCs in the FoV, although this quantity varied during the image sequence. Some
RBCs were pushed through the FoV by the addition and dissolution of the sodium dithion-
ite. Some RBCs also spontaneously haemolysed, releasing haemoglobin and leaving only the
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cell membrane. Since internal changes were expected to be faster (∼ 3ms [99]) than the ex-
posure time (33 ms), in this analysis only the mean OS of the individual cells was used. The
OS evolution of the RBCs on the FoV is shown in Fig. 3.16. The shown images correspond
to 0, 12.5 and 24 seconds as in Fig. 3.15. In the first image there was no sodium dithionite in
the solution (Fig. 3.16(a)), so the RBCs were highly oxygenated, with the analysis showing
OS = 103.7± 14%. In these cases the error is the standard deviation of the mean OS from
the RBCs population in the FoV. At 10 seconds the sodium dithionite was added, then at
12.5 the RBCs reached medium deoxygenation (Fig. 3.16(b)) with OS = 49±15%. Finally,
when they were fully deoxygenated (Fig. 3.16(c)) (24 seconds to make sure the measure-
ment is stable) the oximetry analysis showed OS = −5± 9%. Fig. 3.16(d) shows the OS
evolution of the sample, which was generated by using the mean OS of the individual RBCs,
then the black lines correspond to the mean OS of the mean corresponding to all RBCs in the
FoV. In this case, the standard error of the mean was ±2.2%, ±2.4% and ±1.4% OS for the
oxygenated image, the deoxygenation image and the deoxygenated image respectively.
The excess of sodium dithionite in the RBC buffer might have minimised the standard
deviation at the deoxygenated stated compared to the standard deviation at 100% OS. This
excess would reduce the chances of any free O2 in the solution and would have forced the
RBCs to be completely deoxygenated. Since the RBCs are in PBS, in the oxygenated case
the partial pressure might be lower than the atmospheric, meaning that it might be lower than
100%, probably being distributed around 97% OS. In this case, there was not an independent
method of checking the oxygenation of the RBCs such as a blood gas analyser (BGA), so it
was assumed that the sample had the measured oxygenation by the BGA prior to prepare the
sample with PBS.
The existence of values higher than 100% and below 0% can be also explained by how the
analysis was performed. The endmembers were obtained by averaging the OD in a reference
sample, which then was applied to a different sample, so differences in OD can be expected,
especially in terms of spatial differences, which would introduce systematic errors.
The use of the first and last frame in the sample from Fig. 3.16 as endmembers should
have produced values of 100% and 0% OS at least for the first and last frame. The oxi-
metric analysis showed OS = 105.9±14.3% at t = 0s, OS = 50.8±14.4% at t = 12.5s and
OS = −4.2± 10.2% at t = 24s. The main reason behind this effect is that production of
the endmembers was pixel based while the calculation of the OS values was the mean of the
mean OS of the RBCs in the FoV. Systematic errors introduced by the imaging system across
the FoV would imply that the behaviour might differ between a pixel-based analysis and an
RBC analysis.
In order to assess the stability and repeatability of the measurement, the OS variation
of the frames from 0 to 8 seconds and from 16 to 24 seconds in Fig. 3.15 (d) and Fig.
3.16(d) were considered. These temporal regions are chosen because the first corresponds
to the sample before adding sodium dithionite, and the second corresponds to the sample
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Figure 3.16: Deoxygenation of 40 RBCs. (a)-(c) Images of the deoxygenation of 40 RBCs in PBS
containing sodium dithionite at 0, 12.5 and 24 seconds as indicated by grey lines. The OS of the RBCs
is represented by the legend shown on the right. Uncoloured cells contained pixels with significant
errors and abundances belonging to endmembers other than oxy- and deoxyhaemoglobin. (d) Mean
oxygenation of the RBCs (black line) and standard deviation (blue region). The standard deviation
was 14% prior to the start of the deoxygenation (<10 seconds) and 9% after deoxygenation (>14
seconds).
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once it has been deoxygenated. Each region contains 234 frames, so the analysis of how
the OS varies in these regions is a good repeatability and stability metric of the technique.
The analysis produced an oxygenation standard deviation of 1.17% and 0.88% for the single
cell (Fig. 3.15) at the oxygenated and deoxygenated states respectively. In this case, the
standard error of the mean is 0.55%, which is in the same order of magnitude as the standard
deviation, showing that the OS is stable during the experiment. In the case of the whole
sample (Fig. 3.16), the oxygenation standard deviations were 0.66% and 0.56% for the
oxygenated and deoxygenated states while the standard error of the mean are 0.86% and
0.55% for the oxygenated and deoxygenated cases respectively. These results show how
this technique offers optimal repeatability and stability. No other techniques have performed
oximetry over the same RBCs with this repeatability.
3.7 Accuracy of individual RBC oximetry
To determine the accuracy of the technique, the oximetry measurements were compared with
a blood gas analyser (BGA) (OS accuracy = 1.6%, GEM OPL blood gas analyser manual,
Instrumentation Laboratory, Rev.02, 2003). This was achieved by controlled deoxygenation
using sodium dithionite, being 100%, 89.2%, 79.4%, 58.9%, 37.3%, 19.4% and 0% the oxy-
genations measured with the BGA. The seven samples were prepared in the same way the
0% and 100% reference samples in Section 3.5: 10µl of the bulk blood was laid between a
microscope slide and a coverslip to produce a monolayer of approximately 150 RBCs. Fig.
3.17 shows a graph comparing the OS values obtained using these two different methods, be-
ing the BGA measured OS used as a reference since the oxygenation could not be obtained
through more reliable methods at the moment. The standard error of the estimate (a measure
of repeatability obtained from the data and the corresponding regression line) of each sample
was 10.7% and the standard deviation, averaged over the seven different sample OS meas-
urements was 6.7%. When considering the repeatability, it is also important to consider the
standard error of the mean, which in this case is 0.5% when the average standard deviation
and 150 RBCs are considered, showing high repeatability on the spectrally calculated OS.
In overall, the spectrally calculated oxygenations on Fig. 3.17 were higher than the
measured with the BGA. This effect might have been produced by reoxygenation of the
sample. Since we used a 10µl blood sample, such a small volume had high chances of being
partially reoxygenated during the sample preparation. The spread in mean oxygenation in
the sample, represented by the standard deviation, might be explained by size differences
between cells, defects on the cell membrane and other systematic errors as is explained in
the following section.
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Figure 3.17: Comparison of the spectrally calculated OS with the measured values provided by the
blood gas analyser (BGA). Average OS of ∼ 150 RBCs (black dots) values taken at 33 ms exposure
time are displayed and compared to seven different bulk blood oxygen saturation values determined
using a BGA. The standard deviation is obtained from the individual mean oxygenations of the 150
RBCs. The blue regression line is fit to the OS data for the 150 RBCs. The repeatability of the
measurement of OS (standard error of estimate) for the RBCs was 10.7% while the mean standard
deviation of the seven OS measurements was 6.7%.
3.8 Sources of errors
The previous section has shown how the LSU produced values higher than 100% and lower
than 0%. This was due to negative calculated values of the deoxyhaemoglobin abundance
for the first case, and negative calculated values of the oxyhaemoglobin for the second case.
Another contribution was non-uniform measured OS distribution inside the same RBC (Fig.
3.14 (b)). Although these non-uniformities were measured in several RBCs it is likely that
they were produced by tilted RBCs or systematic errors introduced by the system, because
from a physiological point of view each RBC should be in oxygenation equilibrium if undis-
turbed. In the following sections, the sources of these errors are analysed.
In Fig. 3.18 are shown the OS histograms of a sample in the cell chamber at different
oxygenations. Fig. 3.18 (a)-(c) shows the histogram for a single RBC, with a standard
deviation of 9% OS. Fig. 3.18(d)-(f) show the histogram of all the pixels belonging to RBCs
in the FoV, with a standard deviation of 18% at t = 0s and t = 12.5s, while t = 24s had
a standard deviation of 14% OS. Fig. 3.18(g)-(i) shows the histogram of the mean OS of
each RBC in the sample with a standard deviation of 14%, 15% and 9% OS. As stated
before, undisturbed RBCs from the same sample should all have approximately the same OS
and there should not be any spatial differences on oxygenation, but these histograms show
otherwise, pointing to systematic errors.
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Figure 3.18: Oximetry histograms at 0, 12.5 and 24 seconds, using a radius of 4 pixels. (a)-(c)
Histogram of the calculated pixel by pixel oxygenations on a RBC (Fig. 3.15). (d)-(f) Histogram of
the calculated pixel by pixel oxygenation for all the displayed RBCs (Fig. 3.16). (g)-(i) Histogram of
the mean oxygenations of all the displayed RBCs on Fig. 3.16.
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3.8.1 Detector readout noise
One characteristic of the histograms on Fig. 3.18 is the Gaussian-like distribution shape,
especially in Fig. 3.18(a)-(f), which could be explained by detector readout noise. This can
be tested by showing how adjacent pixels belonging to the same RBC have different OD. In
Fig. 3.19(a) an OD map of a 100% oxygenated RBC cell is shown, with four adjacent pixels
being highlighted. These pixels have different OD (Fig. 3.19(b)) and in three of four cases,
the OD diverges from the endmember by 0.01 OD while pixel 4 (purple) is the most similar
to the endmember (green). Fig. 3.19(c) shows the LSU results of the four pixels. Pixel 1
(blue) shows negative deoxyhaemoglobin abundances. Pixel 2 (red) shows abnormally high
deoxyhaemoglobin abundance while background and edges are higher in absolute value than
for the other pixels. Pixel 3 (yellow) also shows deoxyhaemoglobin abundances higher than
0, which should not be possible on a 100% oxygenated sample. Finally, pixel 4 shows a
deoxyhaemoglobin abundance value of ∼ 0. The oxy- and deoxyhaemoglobin abundances
can be used to find the OS using Eq. 3.6. The oximetry results are shown in Fig. 3.19(d),
where the effect of having negative or high values of deoxyhaemoglobin is shown on pixel 2
and 3, which are below 100% OS and pixel 1 with 110% OS. Pixel 4 is the closest to 100%
since the deoxyhaemoglobin endmember is closest to 0. Exclusion criteria could be applied
to eliminate situations such as pixel 2 by ignoring pixels with edges endmembers higher than
a certain absolute threshold. However, no clear exclusion criteria can be applied to elimin-
ate pixels such as number 1 and 3, because they tend to have a similar behaviour as “well
behaved” pixels such as pixel 4. LSU frequently assigns negative values to the deoxyhaemo-
globin endmember, so rejecting them is not a viable option because a high portion of pixels
belonging to RBCs (>70% on Fig. 3.18(d)) would be out of the oximetry analysis.
Further analysis of the image showed that the background region of the OD map had
a standard deviation of ±0.005 OD and maximum values of ±0.02 OD on all wavelengths.
Taking the standard deviation value of the background as a measurement of the readout noise
and using the oxyhaemoglobin endmember as the signal, the SNR of the RBC spectral signal
can be estimated (Table 3.1):
SNR(λ ) =
OD100% (λ )
SD(background)
, (3.7)
where OD100% (λ ) is the mean optical density of all RBCs in the FoV when they are oxygen-
ated and SD(background) is the standard deviation of the background (regions of the FoV
without RBCs).
The SNR value was 9 in the best case (576 nm) and 0.014 in the worst case (599 nm),
which are considered to be low SNRs values.
Fortunately, the absorption signal can be boosted and the effect of noise reduced. This
can be achieved by imaging the RBCs in the blue, because oxyhaemoglobin has a maximum
in absorption at 415 nm (Fig. 3.20(a)). In order to achieve imaging at this wavelengths,
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Figure 3.19: Noise effect on the spectral analysis. (a) OD map of a 100% oxygenated sample at 560
nm showing four different pixels. (b) Spectral OD and oxygenated endmember (green) of the pixels
on (a). (c) LSU results from the highlighted pixels. (d) OS values for each pixel.
Wavelength (nm) Optical Density SNR
560 0.027 5.4
567 0.033 6.6
571 0.039 7.8
576 0.045 9
580 0.042 8.4
586 0.021 4.2
591 0.006 1.2
599 0.00007 0.014
Table 3.1: SNR of the RBC signal considering the OD of the oxyhaemoglobin endmember and a
noise of 0.005 OD
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Figure 3.20: (a) Haemoglobin extinction coefficients, showing maximum absorption in the blue
region. (b) OD map of a 100% oxygenated blood sample imaged at 415 nm.
a VariSpec Liquid Crystal Tunable Filter (LCTF) (PerkinElmer) set at 415 nm (FWHM ≈
10 nm) was placed in the imaging path, after the microscope objective and before the IRIS
lenses. For this case, the filter plate was removed. The resulting OD image of a 100%
oxygenated RBC sample is displayed in Fig. 3.20(b). In this case, the standard deviation
of the background was 0.007 OD, which was considered as the readout noise, while for the
RBCs it was 0.46 OD, which is ten times higher than at 576 nm (highest absorption on the
system using the filter plate). In this case, the SNR is 65.7, which is 7.3 higher in terms
of signal than using IRIS at 576 nm. At this stage of the project, this was not considered a
priority and was proposed to be done in the near future as another project.
3.8.2 Optical system defects
The data obtained for this section was obtained with the first design of the filter plate (Fig.
2.10(b)), so one of the concerns was the effect the defects may have in the analysis. Since
most of the defects were on the periphery of the filters, it was easy to bypass them by reducing
the analysed area (Fig. 2.15(b)). Other defects from the filter such as the highlighted black
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Figure 3.21: Filter plate defects and data analysis. (a) Raw image at 591 nm, showing the analysed
FoV (black rectangle) and highlighting the filter plate defect (red). (b) OD map at 591 nm with the
defect circled in red. (c) Residuals (ε) abundance map circled in red the filter defect.
spot on Fig. 3.21(a) can be eliminated from the analysis by other means. In this case the
defect was a small hole in the filter surface. Normalising the RBC image with respect an
image without sample made it possible to attenuate the effect (Fig. 3.21(b)), although it
modified the transmission of the affected pixels, especially if these pixels belonged to RBCs.
Once the LSU was applied, since the transmission of the RBC pixels affected was different
to any of the endmembers, they had high values in the residual map (Fig. 3.21(c)), so they
were identified and rejected as explained in Section 3.5.
Another effect was introduced by IRIS itself. By reducing the field diaphragm aperture
on the illumination path of the microscope, the extent of the illumination source is reduced
and the light source starts acting as a point source, enhancing the contrast and increasing the
depth of field by modifying the illumination NA, but a side effect is an increase on the spatial
coherence of the illumination at the sample. An increase in image contrast is desirable since
RBCs are highly transparent, but the defects in the optical system become more defined. As
an example, two images were taken, one with the field diaphragm almost closed and another
being completely open (Fig. 3.22 (a) and (b)). On Fig. 3.22(a) straight lines crossing the
FoV are highlighted in red. When the diaphragm is opened, the spatial coherence is lost
and the illumination behaves as an extended source, then the lines become blurred until they
are not visible, as shown in Fig. 3.22(b). These lines were not replicated, being different
or non-existing in some wavebands, which led to the conclusion that they were introduced
by IRIS. This idea is supported by the fact that translating IRIS horizontally and vertically
changed the positions of these lines. Fig. 3.23 shows a false coloured image of the registered
bands, in which magenta and green belongs to the reference (567 nm) and the registered
images, and grey corresponds to identical regions. As can be observed, most of the defects
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(a) (b)
Figure 3.22: Images through the Microscope-IRIS system. (a) Field diaphragm closed, with IRIS
defects circled in red. (b) Field diaphragm open.
Figure 3.23: False colour composite of registered IRIS bands using 567 nm as reference. Intensity
differences between the individual images and the reference are displayed as magenta and green (567
nm with itself does not have differences, so it is displayed as grey).
have a different colour, so they do not match while the image in grey corresponds to 567 nm
compared with itself. The defects were identified as manufacture serration from the IRIS
prisms production. Since the internal surfaces are index matched, they were expected to
contribute in less degree than the external surfaces.
The serrations were in different positions in the FoV, so they were expected to modify
the RBC OD on some wavelengths and on certain directions. In order to test this, a 5 µl
100% OS horse blood sample was imaged between a microscope slide and a coverslide. Fig.
3.24(a) shows how in the direction of the red regions the RBCs had brighter edges while
this did not happen on the other RBCs of the sample. For comparison, Fig. 3.24(b) shows
the OD belonging to the marked ROIs. Both spectra are similar, 591 and 599 nm being the
wavelengths in which the red group of RBCs have higher OD.
Eliminating edges from the analysis removed the brighter external pixels, but the defects
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Figure 3.24: (a) OD images showing directional effects over the RBCs on the edges, with 4 pixels
radius ROIs of two group of RBCs (red and green). (b) Spectral OD of the ROIs belonging to the two
RBCs groups.
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were expected to introduce systematic errors on the oximetry results of the remaining pixels.
This might explain the reason why there were regional OS variations across the FoV in the
same sample as shown in Fig. 3.25(a). The whole figure has 97±26% OS, while the squared
regions have (from left to right) OS = 91± 24%, OS = 95± 26% and OS = 102± 25%,
showing how the oxygenation varied from region to region. This can be better understood
observing the deoxyhaemoglobin abundances map on Fig. 3.25(b). The RBCs on (a) which
have pixels >100% OS (red) belong to RBCs with negative abundances (darker pixels), while
RBCs with <90% OS have positive non-zero values for deoxyhaemoglobin abundance. The
fact that there are groups of RBCs with similar OS and endmembers abundances character-
istics along the FoV argues in favour of systematic errors introduced by IRIS serrations or
other defects (Fig. 3.23). However, the relation was not thoroughly proved and only a com-
parison of the directional effects of the endmembers abundances, the OD map and the OS
map was performed. This effect was harder to analyse in the cell chamber, since different
PLL coating thickness could change the position on z of the RBC, placing them slightly out
of focus, which makes it harder to identify regions affected by the same defects.
The effect of the serrations was not found to be repeatable since different samples showed
different patterns and oxygenation distributions along the FoV. This is likely to be produced
by IRIS being often removed from the microscope between experiments to be used in other
systems, so the effect of the serrations would not be in the same positions. The samples were
also moved along the FoV using the microscope stage, but changes in oxygenation could not
be attributed to the serrations because it was not possible to control the oxygenation of the
RBCs during the experiment. To assess the effect of the serrations in the analysis, a control
experiment using ∼ 5µm micro-beads should be performed. Such experiment would show
the impact in terms of OD of having different defects on the different wavebands of IRIS.
The advantage of using micro-beads is that it would not suffer physiological changes during
the experiment.
A simple solution for the serrations problem would be to attach thin glass tiles to each
external surface and index match them with oil. Unfortunately, these defects were detected
after the experimental part of this chapter was finished and the project moved on to the next
stage, so it was not solved.
3.8.3 Systematic errors from the RBC shape
Between a microscope slide and coverslip, RBCs are compressed, making them flat and
reducing possible lensing due to their lenticular shape, but in a cell chamber, they preserve
their shape, acting as lenses. Human RBCs have a characteristic lenticular shape, but in
this research horse blood was used instead. Horse RBCs have shallower central pallors,
so their behaviour as lenses differs from that of human RBCs. Furthermore, different buffer
osmolarity can make them more spherical (low osmolarity) or shrink them (high osmolarity).
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Figure 3.25: Regional variations on FoV. (a) Map of OS values, showing regions where RBCs have
more than 70% pixels with higher than 100% OS, and regions where RBCs contain 90% of pixels with
OS below 90% oxygenation. The three squared regions have, from left to right, OS= 91±24%, OS=
95±26% and OS= 102±25%. (b) Map of deoxygenated haemoglobin abundances, showing regional
variations on RBCs, with dark values (negative abundances) and light values (positive abundances).
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Lensing from RBCs creates a darker central region, a lighter external part, and dark edges
in terms of intensity, which is the opposite in terms of OD. Fig. 3.26 shows how the OD
changes for the three described regions of the same cell. In blue (Fig. 3.26), the edges
show no information about the haemoglobin content because is the most affected region
by refractive effects and defocus, in addition, there is little change between the oxygenated
and deoxygenated case. The central part of the cell (Fig. 3.26 in red), however, shows a
clear resemblance with the endmembers on Fig. 3.8, having a correlation of 0.98 for the
oxygenated case and 0.97 for the deoxygenated case. The negative OD corresponds to the
most transparent wavelengths. Because of their shape and higher refractive index, RBCs tend
to act as positive lenses and appear to be brighter than the background since they are focusing
light on another plane. On the other hand, the region between the central part and the edges
(Fig. 3.26 in green) shows a certain resemblance with the endmembers with correlations of
0.96 and 0.93 for the oxygenated and deoxygenated cases respectively. The green regions are
expected to produce higher errors in terms of OS farther from the centre and this is the reason
why only the central region was used to report the results. More detail about the extent of
this region is shown in Subsection 3.8.5. The reason behind this phenomena is most likely
the lensing effect of the RBC since this does not happen when the RBCs are compressed
between a microscope slide and a coverslide.
In an attempt to characterise and take into account the change of OD due to the RBC
shape, different curves were fitted to the OD and OS maps of single RBCs. Two different
equations were used for the fitting, a second-degree polynomial and a hyperGaussian:
Z = p00+ p10x+ p01y+ p20x2+ p11xy+ p02y2, (3.8)
where Z is the OD or OS, pij multiplicative coefficients to be fitted and x and y the corres-
ponding pixel position on the image for the polynomial expression on Eq. 3.8.
Z = Aexp
(
−
((
x−d
w
)2
+
(
y− t
g
)2)n)
, (3.9)
where Z is the OD or OS, d, w, t, g and n fitting parameters of the hyperGaussian (Eq. 3.9)
and x and y the pixel position on the image. The choice of models corresponds to empirical
observations, in which there is a radial distribution of ODs, being higher in the centre, and
getting lower towards the external part of the RBC (excluding edges).
Background and pixels were removed from the fitting by identifying the corresponding
abundances from the LSU analysis. The fitting was applied over the region shown in Fig.
3.27, by applying weight 0 to the pixels belonging to background and edges endmembers.
Fig. 3.28 and Fig. 3.29 show the fits of Eq. 3.8 and Eq. 3.9 respectively. In general, fits
for both models tend to have r2 values below 0.8, the best being achieved at 576 nm, which
corresponds to the highest absorption for a 100% OS cell. Since the SNR is low, fitting
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Figure 3.26: OD of a 100% (left) and 0% (right) oxygenated RBC at three ROIs highlighted over the
OD map at 560 nm. Blue belongs to the most external part, the edges. Green belongs to the region
between the centre and the edges. Red corresponds to the central part of the cell.
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Figure 3.27: OD image (magenta) fused with the fitted region (green), which excludes edges and
background.
becomes challenging and produces poor results, especially at low absorption wavelengths.
A good example is found for, 586 nm, 591 nm and 599 nm as shown in Fig. 3.28 in which
the r2 are below 0.6. The same wavelengths on Fig. 3.29 are unable to produce any fit at all.
Poor fits and the inability to fit on some wavelengths eliminates the possibility of using this
method to characterise the OD changes in the same cell.
3.8.4 Regional oxygenation distribution inside RBCs analysis
The RBC displayed in Fig. 3.14 and some RBCs in Fig. 3.25 show regions with different
oxygenations inside the same cell. Ideally, the fits introduced in Subsection 3.8.3 would
allow taking into account changes on OD due to RBC shape or orientation, but it proved
unsuccessful. As seen on the obtained r2 values from Fig. 3.28 and Fig. 3.29, the fits
are highly inaccurate, specially on the more transparent wavelengths, since they are more
affected by noise.
To provide a more robust analysis, an independent components analysis (ICA) approach
was applied. ICA removes the need of endmembers and would discard problems with the
endmembers analysis. To achieve this, an RBC showing different OS distribution was selec-
ted (Fig. 3.30). In this cell, an OS gradient is observed, indicated by a green arrow from high
OS to low OS.
Attempts were made to characterise the gradient, but due to noise and non-uniformities
in the cell, these fits had low r2 and were proved unreliable as seen in Fig. 3.31, where the
OS of the cell on Fig. 3.30 and a second RBC from the same sample were fitted by Eq. 3.9.
ICA provides a set of independent spectral components that compose the OD image. In
this case, since IRIS produces a set of eight wavebands, the output was set to eight, although
it can be set to fewer bands if the amount of existing spectral components is known. The
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Figure 3.28: Parabolic (Eq. 3.8) fit results for the RBC on Fig. 3.27, including the wavelength, the
r2 of the fit, and the RBC OD data represented as dots.
Figure 3.29: HyperGaussian (Eq. 3.9) fit results for the RBC on Fig. 3.27, including the wavelength,
the r2 of the fit, and the RBC OD data represented as dots.
3.8. Sources of errors 77
Figure 3.30: RBC oxygen saturation map during deoxygenation, showing how the oxygenation is
not homogeneous in the cell. OS from left to right are OS = 102.0± 9.0%, OS = 40.0± 9.0% and
OS =−2.0±9.0%.
objective of this analysis was to detect spectral components that would have an effect on the
OS calculation, so all the eight components were kept. ICA was applied to the cell when
completely oxygenated (Fig. 3.32) and completely deoxygenated (Fig. 3.32(b)) and the
eight spectral components maps were obtained. In addition, the Linear Spectral Unmixing
analysis (LSU) results were added in order to identify the ICA components with the LSU
endmembers, since the oximetry calculations are obtained from the LSU results. The OS
gradients are produced by the LSU results, which show an abnormally high abundance of
deoxyhaemoglobin in the oxygenated case and oxyhaemoglobin in the deoxygenated case.
Fig. 3.32(a) shows a 100% oxygenated cell and the ICA components. The first com-
ponent corresponds to the main spectral component, which is oxygenated haemoglobin and
approximately matches the oxyhaemoglobin abundances map of the corresponding LSU ana-
lysis. This band was not homogeneous, which would not be a problem unless the deoxy-
haemoglobin component had values other than 0 (Eq. 3.6). Regarding the OS gradient shown
in Fig. 3.30 the deoxyhaemoglobin map obtained from the LSU analysis would correspond
to component 4 from the ICA analysis. The bright pixels on this band would produce lower
than 100% OS, while the dark pixels (negative values), would produce values higher than
100% OS. Components 2 and 5 highlights regions outside the RBC and defects on the RBC
surface. Since the LSU assumes only 4 components, edges and background abundances from
the LSU show more spatial coherence than the rest of components on ICA.
Fig. 3.32(b) shows the ICA components for a 0% oxygenated RBC. In this case, the OS
gradient is more pronounced than in the 100% oxygenated case. As in the previous case,
component 1 from ICA matches the abundance map obtained from LSU for deoxyhaemo-
globin. In this case, there are two clear gradients in components 3 and 5, where 5 is the one
that would correspond to oxyhaemoglobin on the LSU analysis.
The conclusion of the ICA analysis is first that the LSU analysis and the ICA analysis
produce analogous results in terms of oxyhaemoglobin and deoxyhaemoglobin identifica-
tion for the oxygenated and deoxygenated cases respectively. Secondly, there are spectral
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Figure 3.31: HyperGaussian fit to the OS map of two different RBCs. Weight 0 is assigned to any
pixel not containing OS information.
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Figure 3.32: ICA results of the same RBC at different oxygenations compared with LSU results. (a)
100 % oxygenated RBC, with the ICA bands sorted by coherence. (b) 0% oxygenated RBC, with
ICA bands sorted by coherence.
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components distributed in the form of gradients on the RBCs. These non-uniformities are
included in the LSU results and the resulting OS map. The introduction of more endmembers
could have improved the LSU analysis, but it was unclear how they should be defined and to
which regions or phenomena would correspond.
As previously stated, the exposure time of the experiment (33 ms) and the haemoglobin
oxygen dynamics (3 ms) argue against seeing any oxygen distribution inside the RBC, espe-
cially when it is in equilibrium at 100% and 0% OS. Possible explanations for this spectral
distributions could be defocused RBCs, tilted RBCs, directional effects from illumination
and scattering from other RBCs[94], and defects from the optical system. In terms of OD,
the information on the regions affected by gradients and the external parts of the RBCs were
proven to be more different to the oxy- and deoxyhaemoglobin endmembers than the OD on
the central regions of the RBC (Fig. 3.26). Future testing of this effects will be performed
by using beads since they are have a simpler structure and are do not have surface defects as
RBCs do.
3.8.5 Reducing OS error with different radius
Due to the existence of multiple sources of errors and the complexity of characterising and/or
compensating them as described above, a more basic approach was performed. After the OS
map of the RBCs was produced, the image was segmented in order to detect the RBC and
its centroid. Starting from this centroid, different radius discs were used to calculate the
mean and standard deviation of the RBCs oxygenation. The results are shown in Fig. 3.33.
The objective was to find the maximum number of used pixels with the minimum standard
deviation, for this reason, a radius of 4 pixels with 8.6% standard deviation was chosen,
which corresponds to ∼ 30% of a 9 pixels radius RBC. Although 3 pixels produced 7.8%
standard deviation, the covered area was∼ 15% of the cell. Furthermore, when it was applied
to the whole sample, both radius (3 and 4 pixels) have a standard deviation of 14%.
The analysis of the RBCs in a 4 pixels radius from the centroid reduces the standard
deviation related to the systematic errors explained in the previous sections, which mostly
affects the external parts (not the edges) of the RBCs.
3.8.6 Defocus
One concern about this technique was the effect of defocus on the oximetry results. In
order to assess this problem, a 100% oxygenated horse blood sample was imaged between
a microscope slide and a coverlside. The sample was then defocused ±10µm and recorded
at 30 fps. The image sequence was obtained in 3 runs using Nikon Elements (Nikon, Japan).
The first one run was performed from the image being focused to -10 μm defocused, shifting
1± 0.025µm every 200 ms. The second run covered the range from -10 μm to +10 μm,
shifting 1±0.025µm every 167 ms. Finally, the third run covered from +10 μm to focused
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Figure 3.33: OS standard deviation for a single cell for different disc radius.
by translating 1±0.025µm every 100 ms.
The resulting image sequence was then analysed applying the corresponding threshold to
eliminate background and edges. As previously discussed, edges included the bright and dark
effect from defocus[103]. The analysis was first done using a radius of 4 pixels (Fig. 3.34(a))
and then repeated without imposing any maximum analysable region (using all pixels in the
RBC) (Fig. 3.34(b)). The idea behind this two methods is to show that defocus introduces
changes in the RBC brightness in the external parts of the RBC, while the central regions
remains approximately unchanged, for this reason the method using a disk centred in the
RBC is expected to be more invariable to defocus than the one without disk. Defocused
regions are expected to be included in the edges endmembers, so they can be excluded from
the analysis. This experiments also aims to show the performance of oximetry after removing
the edges from defocused RBCs.
The most critical features of both oximetry graphs are two minima marked with grey
lines. These two events correspond to the maximum defocused images, as shown in Fig.
3.34(c). The difference in translation speed between the runs and the error associated with
the microscope stage could explain why the first maximum defocus peak is broader than
the second. Without considering the regions of maximum defocus, Fig. 3.34(a) has three
main sections with OS = 94± 7%, OS = 92± 6% and OS = 91± 7%. On the other hand,
Fig. 3.34(b) has OS = 92± 7%, OS = 89± 7% and OS = 89± 7%. Although comparing
the means and standard deviations shows similar behaviours, when the figures are compared,
Fig. 3.34(a) (with radius = 4 pixels) shows more stable results than using the whole RBC
analysable area after the edges endmember is removed. In conclusion, this technique is
also invariant to defocus when a maximum radius is included in the analysis. When the
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defocus is too extreme, the technique fails to provide reliable OS values. Refractive effects
produced by defocus mask the haemoglobin spectral information, being these regions larger
with higher defocus, leaving only small usable areas (less than 3 pixels) inside the RBC to
provide oxygenation results.
On Fig. 3.34(a)-(b) there is an oxygenation decreasing gradient. Although is not clear
why the mean oxygenation decreased during the experiment, it could be explained by the
length of the experiment (∼ 2 minutes) and the solution volume (∼ 10µl). Under these
circumstances and the use of a 100 W lamp, the solution might have heated during the
experiment, shifting the haemoglobin oxygen affinity and modifying the amount of oxygen
that can bind to haemoglobin[106].
3.8.7 Spectral variations due to RBC lensing
It is known that RBCs can be used as lenses due to their particular discoidal shape[112]. One
concern in this project is the effect of the RBC refractive index on the produced image. Since
refraction is wavelength dependent (Fig. 3.35), RBCs might propagate light differently, so
some regions of the cells would be expected to have a different behaviour when compared
to other wavelengths. These differences are expected to be magnified at blue wavelengths,
since the refractive index shows more variation in wavelength than in the red[113].
In order to spot these differences, an RBC from a 100% OS imaged sample in the cell
sample was selected, and the OD map at 571 nm was subtracted from the other wavebands
in order to find differences. The 571 nm (isosbestic) was selected as a reference so any non-
homogeneity could not be attributed to OS differences in the cell. Fig. 3.36 shows that the
main difference is seen in the central region. This region is brighter on the long wavelengths
because the OD difference is highest between these wavelengths and 571 nm. The main real
difference happens on the edges and the internal regions close to them. As an example, at
576 nm the RBC bright region extends up to the limit of it, while on 591 nm and 599 nm the
edges are well defined as dark regions. Differences can be also observed among the other
RBCs.
The previous analysis of Fig. 3.36 is strictly qualitative and might be influenced by scat-
tering, tilt of the RBC, non-uniformities and defects on the cell membrane. An attempt was
made to simulate this effect on Zemax in order to verify spectral variations due to lensing and
the refractive index. Since a correct model of horse RBC was not available, the simulations
were done using a model of human RBC. The optical system contained a rectangular volume
of n = 1.33 simulating water, a f = 2.3mm focal length lens, with n = 1.5 constant in the
560 nm to 599 nm spectral range (IRIS wavelengths) and a100× 100µm sensor with 500
pixels. In front of the lens an annulus of 200µm was placed to reduce spherical aberrations.
The system had a magnification of 10x. An STL RBC model was created on OpenSCAD
(Fig. 3.37) and placed inside the rectangular volume. The RBC was 1.6µm thick on the
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Figure 3.34: Defocus effect over an RBC sample. The sequence is shown in terms of frame since
the defocus was performed under different steps and speeds during the experiment. (a) Oximetry
results using a radius of 4 pixels. (b) Oximetry results without imposing a radius. (c) OD map with
superimposed OS at 560 nm of the two maximum defocus, -10 μm on the left and +10 μm on the
right. The grey lines on (a) and (b) show when the maximum defocus happens.
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Figure 3.35: Haemoglobin refraction index for a 355.5 g/l concentration, which corresponds to the
concentration on RBCs[4].
Figure 3.36: OD map subtraction of 571 nm waveband to all 8 wavelengths, highlighting the differ-
ences between them.
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Figure 3.37: Diagram of the Zemax model used for the simulations (not on scale) including a STL
model of an RBC with 1.6µm thickness on the external part, 0.2µm thickness on the centre and a
diameter of 6µm.
external part, 0.2µm thick on the centre and had a diameter of 6µm. A glass material with
the refractive index from Fig. 3.35 was created for the RBC. The RBC also included the
oxyhaemoglobin transmission spectrum. In reality a microscope such as the one used in
this thesis uses Köhler illumination, but for this simulation collimated light corresponding to
IRIS central wavelengths was directed towards the RBC, which was placed on the internal
surface of the rectangular volume. The lens was placed 2.53mm away from the RBC and
the detector 25.3mm away from the lens.
The simulations were done using the 8 IRIS central wavelengths by launching 108rays
towards the RBC. The resulting incoherent radiance images on the detector were saved and
then compared with the isosbestic reference (571 nm). The comparison was performed by
making a composite of each image (in magenta) with the isosbestic reference (in green).
The results show on grey the matching region between the reference and current image, and
on magenta and green the difference between the selected wavelength and the reference re-
spectively (Fig. 3.38). This figure shows how image formation through an RBC changes with
refractive index since it is wavelength dependent. The main difference between the results
is the change the in size of the RBC image due to changes in refractive index, which is then
used to evaluate how much of the RBCs mismatch when image registration is performed.
These regions do not provide reliable information since they show different structures and
hence, different spectral signatures.
Although the refractive index has a maximum difference of 0.001 between 590 nm and
560 nm, these variations were enough to change the image formation. In particular, the most
significant differences occurred when 571 nm was compared with 560 nm, 567 nm, 586 nm,
591 nm and 599 nm. The most extreme case was for 560 nm, in which the RBC bright part
(before reaching the dark edges) is ∼ 7% larger in radius than at 571 nm. This shows how
towards the edges, the spectral information is not reliable, since, at different wavelengths,
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the same pixels are displaying information from different regions of the RBCs.
One concern about this Zemax model is that raytracing is being applied over features
< 10λ , a regime in which raytracing becomes unreliable. In such cases, it is advised to use a
more rigorous approach such as finite-difference time-domain electromagnetic simulations.
3.9 Optical system chromatic aberrations
Another potential negative effect on the data analysis is the longitudinal chromatic aberration
inherent to the optical system since this would change the focus of the RBC. This affects
the image registration, since the generated image is wavelength dependant and produces a
mismatch of the registered RBC with wavelength. The microscope-IRIS system consists
of a CFI Plan Apochromat λ 100x oil immersion with NA 1.45 microscope objective, and
200 mm and 50 mm SLR lenses. The microscope objective is meant to be highly corrected
for chromatic aberrations while the SLR lenses might perform worse than the microscope
objective.
To assess the chromatic aberrations in the whole optical system a spoke target (Fig.
3.39(a)) was imaged at steps of 25 nm defocus (microscope resolution of 25 nm) for a set
of 11 wavelengths, from 410 nm to 610 nm in steps of 20 nm by using a LCTF. Once the
image stacks were generated, the variance of each was calculated for each wavelength (Fig.
3.39(b)). The variance of an image provides a metric of how sharp the edges of the image
are, so it produces a maximum value when it is focused and produces low values when the
image is defocused.
In the z-stack, the variance reached a maximum in the best-focused image. Fig. 3.39(c)
shows a plot of the best focus point relative to the position at 410 nm. This shows that in the
range 560 nm to 599 nm (IRIS range), there was a maximum longitudinal chromatic aberra-
tion of ∼ 0.4µm between 570 nm and 590 nm for our microscope-IRIS system. This effect
was considered negligible, since it was expected only to affect the most external regions of
the RBC, especially the edges. Fig. 3.39(d) shows how the difference of registered images
at 567 nm and 591 nm of a distortion target shows a mismatch on the edges of the dots,
highlighted in brighter pixels. This is produced by the chromatic aberrations of the optical
system, which produced a 20% increase in radius for the 591 nm band when compared to
the 567 nm band.
3.10 Conclusions and future work
The accuracy and repeatability with which oximetry can be performed on single RBCs are
important quantities to characterise; they determine how accurately one can measure the
transfer of oxygen from an RBC to a tissue cell and at what rates one can measure it. For a
single RBC, the standard error of measuring its oxygenation at 30 frames per second was
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Figure 3.38: Fused Zemax simulation images of a model RBC at different wavelengths. Matched
regions in grey. Mismatched regions in green (reference image) and magenta (selected wavelength).
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Figure 3.39: Chromatic aberration assessment. (a) Chrome on glass spoke target imaged through
our microscope-IRIS system. (b) Variance of the spoke target by scanning in the z axis for different
wavelengths. (c) Displacement of the best focus position relative to 410 nm. (d) Chromatic aberration
effect compared through the difference of a distortion target image at 567 nm and 591 nm.
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10.7% and the standard deviation averaged across seven different blood OS values was
6.7%. As previously stated, these values are obtained by comparing our results with the
values obtained by a blood gas analyser, which is not a gold standard reference. We are not
aware of other published measurements for the accuracy and precision of measuring the OS
of a single RBC at video rates in vitro. Oximetry is traditionally accomplished using two
wavelengths[57]. Analysing the same single RBC deoxygenation data at two wavelengths (λ
= 571 nm, 599 nm) using the Lambert-Beer law yielded OS = 284± 875% prior to deoxy-
genation and OS = 20 at the conclusion of deoxygenation. Eight wavelengths oximetry,
therefore, provides enhanced sensitivity when the amount of light absorbed by single RBCs
is small when compared with two-wavelengths calibration oximetry. This reason behind
this is that using eight points provides less sensitivity to errors than using only two points.
Because this technique provides snapshot multispectral video-rate oximetry, it avoids errors
due to temporal misregistration. Additionally, the high spatial resolution allowed the use of
only pixels in the centre third of each RBC for oximetry, resulting in significantly smaller
standard deviations (mean OS = 102±9%, versus mean OS = 94±28% using all the pixels
in the cell). Although changes in the OS values should be observable at the diffraction limit
(0.2 μm) as determined by the 1.45 NA 100x microscope objective, it was not possible to
artificially produce a change in haemoglobin oxygenation on this time scale to verify this.
A series of possible source of errors were identified. The first identified source of errors
is introduced by the sensor bit-depth. In this case, an 11-bit sensor was used, which is
not capable of discriminating between two oxygenations 4-6% apart from each other. This
source of error can be eliminated by using a high-speed 16-bit camera, which would have a
resolution of 1% in oxygen saturation.
The second source of errors was introduced by the low absorption of RBCs in the 560-
600 nm range. Low absorption signal was shown to be problematic as adjacent pixels dis-
played different spectral signatures and different endmembers abundances. The high noise
also made it difficult any curve fitting attempt in order to completely characterise the OD
distribution of the RBC, which would have taken into account different cell shapes and ori-
entations, allowing a more accurate oximetry analysis of the cell. The solution for this would
be to perform the experiment in the 410 nm to 450 nm of the spectrum, which is where light
absorption by haemoglobin is the highest. This would be possible by designing a new filter
plate in this region of the spectrum.
The third source of errors was a series of artefacts from IRIS that were identified as ser-
rations from the manufacturing process. These defects occurred in different regions for each
band, modifying the spectral signature of RBCs and introducing systematic errors in oxi-
metry in different regions of the FoV. The effect was not found to be consistently repeatable
between samples and it was not possible to distinguish between the effect of the serrations
and physiological changes in the RBCs that would produce changes in oxygenation. The
effect of the serrations could be evaluated using microbeads since their absorbance would
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not change during the experiment and any change would be due to the serrations. This will
be solved in the future by including a set of glass windows which will be index matched with
the external surfaces of IRIS.
Other systematic errors included the introduction of longitudinal chromatic aberrations
from the RBCs due to lensing and difference in refractive index. The difference in refractive
index modified the dimensions of the imaged RBC with wavelength, meaning that once the
image is registered, the same region of the same RBC does not occupy the same position in
the (x,y) pixels of the 3D cube. In addition, the chromatic aberrations of the system produce
a similar effect. The results of these effects are that the spectral information of the RBC is
not reliable in the external regions, and that is more reliable to use only the central part of
the cells, as shown by the analysis performed using different disk radius for oximetry.
Errors introduced by the LSU analysis and the used references were ruled out by analys-
ing the data with an ICA approach. Independent Components Analysis is meant to identify
the spectral components that contribute to the sample transmission. The ICA components
were found to be similar to the abundance maps obtained with the LSU analysis, and the
same oxygenation gradients were found in some RBCs. These gradients are systematic er-
rors from the analysis and might be due to tilted cells, regions with different cell thicknesses,
or changes in transmissions due to optical system defects. The use of OCT[107] would
provide a better description of the RBC in terms of shape, thickness and orientation. This
additional information would reduce errors through developing models that would include
these variations. For example, by knowing the thickness of the RBC pixel by pixel it would
be possible to directly apply the Beer-Lambert law (Eq. 1.5).
The edges of each RBC were excluded from analysis for a number of different reasons
(Section 3.8). Measurements of RBC OS were affected by defocusing. Variation in the axial
position of some RBCs in the open container was due to their incomplete attachment to the
cover slide by poly-l-lysine. By varying the microscope stage holding the sample along the
optical axis over a 10 μm range, the optical density at the edges of the RBCs was observed
to change significantly, while the centre of the RBC remained unaffected and was included
in oximetry measurements. The defocused parts of the RBCs were identified as edges by
the LSU analysis, so they were excluded from the oximetry. However, using a small disk
rather than the whole RBC showed more stability during the defocusing sequence, showing
that relying on the edges endmember alone is not enough and that chromatic effects are
not excluded from the analysis when the whole RBC is used. As for the future work, the
defocusing sequence should be repeated with microbeads, in order to obtain a reference
behaviour in terms of OD and be able to compare it with the behaviour shown by the RBCs.
The shape of RBCs was occasionally that of an echinocyte (spiky) due to the addition
of sodium dithionite or present in unaltered horse blood from the date it was purchased.
This resulted in greater numbers of pixels being rejected from the cell OD image during
analysis due to its abnormal shape. The ability of this technique to image RBCs with high
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spatial resolution was essential to evaluate which pixels contained abundances belonging
exclusively to oxy- or deoxyhaemoglobin endmembers; these were used to calculate the
cell’s OS value.
Future experiments with RBCs should be preceded by controlled experiments. Such
experiments would include the use of artificial packages of haemoglobin that would behave
as RBCs[100] and it would also use microbeads. The use of artificial RBCs would facilitate
the experiment in terms of having a more simple and controlled shape, whereas real RBCs
can have inhomogeneities and there can be differences in shape among cells. On the other
hand, microbeads can prove useful in terms of characterising how defects in the optical
system can affect the transmission of the beads, and then it can be extrapolated to RBCs.
Microbeads and artificial cells can also be used to study the effect of defocus and how to
take it into account to calculate the oxygenation of cells. Finally, OCT[107] could be added
to the technique to the thickness and shape of the RBCs could be identified, which would
reduce systematic errors introduced by differences in thickness and the orientation of RBCs.
The edges effects could have been attenuated by using index-matching solution for the
RBCs experiments[96, 108], this would eliminate reflection, scattering and refractive effects,
which would improve results and the usable RBC surface. A drawback of this approach is
that is not applicable for in vivo applications. G. Di Caprio et al. also published real time
deoxygenation of RBCs[96] in a flow cell, but a 1.28 correction factor was applied in order
to match their results to the expected oxygen saturation values.
The strength of this technique over two wavelength RBC oximeters is its higher accur-
acy and its ability to take into account simultaneously for other chromophores in addition to
oxy- and deoxyhaemoglobin in RBCs, as long as they have unique spectral signatures as well
as anisotropic scattering due to blood and tissue. Examples of other chromophores include
methaemoglobin, carboxyhaemoglobin, and haemozoin[94], which is present in RBCs in-
fected with malaria. Chromophores that can be imaged in other human cells include melanin
and lipofuscin. A 16-band version of IRIS[3, 114] has been demonstrated, which will allow
measurement of these additional RBC chromophores at video rates. In contrast to slower
sequential RBC chromophore imagers[94], this technique will allow detection of RBC chro-
mophores at rates relevant to oxygen metabolism of cells.
In addition, the current 8 wavelengths IRIS can be used with a different set of filters, in
the blue and the red, in order to be able to perform oximetry measurements in small capil-
laries (< 20 μm) and larger capillaries in the retina or in other body parts with minimally
invasive techniques. This is possible thanks to the replication of the IRIS transmission func-
tion along the free spectral range since it allows the selection of multiple spectral lobes on
different wavelengths for each waveband. In this case, it is of interest to select a minimum of
two wavelengths on the blue, which offer high haemoglobin absorption and hence, improved
signal for RBCs.
Using this technique in vivo would require using IRIS in the 410 nm to 450 nm range,
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which is where haemoglobin absorbs most of the light, making the RBCs to be easily dis-
tinguishable from the surrounding tissue. One of the difficulties of applying this technique
in vivo is the high light scattering and absorption on the short range of the spectrum, which
would difficult obtaining information from the microcirculation below the skin. However,
this technique could be used in other situations such as nailfold capillaroscopy[115], in which
RBCs can be easily imaged. Microendoscopes could be used as a minimally invasive ima-
ging device that could be combined with IRIS. The use of microendoscopes would allow
imaging the microcirculation below the skin and can be used in animals models to study dis-
eases such as multiple sclerosis[14]. In terms of performing RBC oximetry in retinal vessels,
commercial fundus cameras are unable to resolve RBCs, but adaptive optics and high-speed
cameras can be used for such purpose[104] and they could be implemented with IRIS.
Chapter 4
Eight-Wavelength Retinal Oximetry
Summary: This chapter describes the application of IRIS to retinal oximetry.
It describes how to optimise the spectral characteristics of the multispectral sys-
tem to reduce errors in oximetry. A comparison between existing physical mod-
els applied to retinal oximetry and a phantom eye are shown. This chapter also
shows how the use of 8 wavelengths increases the stability of oxygenation com-
pared with the use of two wavelengths. Finally, this chapter describes an oxi-
metry algorithm which enhances stability and reliability of oximetry in vivo.
4.1 Introduction
Section 1.4 provided an overview of retinal oximetry, its importance as a diagnosis technique
and the different methods for performing it. From these techniques, the most successful has
been two-wavelengths oximetry, which provides good repeatability and is being used as a
monitoring tool for diabetic retinopathy[9, 64, 116–119], glaucoma[11, 120], Retinopathy
of Prematurity (ROP)[121], retinitis pigmentosa[68] and Alzheimer’s disease[69].
The use of physical models for calibration-free retinal oximetry has been proved challen-
ging. Delori[62] (Subsection 1.4.2.2, Eq. 1.17 and Eq. 1.18) obtained an averaged oxygen
saturation of 98± 8% for arteries and 45± 7% for veins and it was possible to detect oxi-
metry changes in veins when hyperoxia was induced. This method required calibration in
order to take into account the illumination bandwidth effect in the extinction coefficients.
More detail on how this was achieved is given in Section 4.2. Values higher than 100%
oxygenation were found due to variability in pigmentation, ocular medium turbidity, and eye
movement.
Schweitzer et al.[78] (Subsection 1.4.2.3 and Eq. 1.19) did not apply their model to
a human eye due to the complexity of light propagation in the fundus. Smith et al.[79]
included a correction factor to account for light scattering for their in vitro data and then
it was applied in swine eyes. This model was used later by Mordant et al.[80] without
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calibration in healthy subjects. The results showed values higher than 100% for arteries
and below 40% for veins, which are higher and lower respectively than previously reported
values using two-wavelengths oximetry.
Oximetry tends to perform better in less complex media, such as windows through the
skin on tumour hypoxia studies[10, 122]. In these cases light passes once trough the ves-
sels, simplifying the physical model to be solved. In addition, high quality imaging can be
achieved, since there is no turbid medium between the tissue and the sensor.
The eye acts as a window to the retina, which allows to easily image retinal vessels.
The problems arise when an accurate physical model is developed in order to characterise
light propagation and absorption through the different components of the eye. Pigmentation,
eye diameter, choroid thickness, lens opacity, vessel thickness, transmitted light through
vessels, light scattering in blood, illumination bandwidth and the spectral characteristics of
the system are some of the factors which can modify the measured vessel transmission,
and hence, the calculated OS. These effects and their associated errors are discussed in this
chapter previous to the development of an eight-wavelength retinal oximetry algorithm that
allows stable and calibration-free oximetry.
In this chapter, the IRIS-Filter plate system described in Chapter 3 is used. The collim-
ating lens was an 80 mm F# = 1.8 SLR lens and the imaging lens a 50 mm F# = 1.4 SLR
lens. A 5.8× 12.5mm field stop aperture was used to limit the replicated IRIS images, so
overlapping was avoided. The IRIS-Filter assembly was interfaced to a commercial fundus
camera (Topcon, Japan). The sCMOS sensor used for imaging (Zyla, Andor) was synchron-
ised with the fundus-camera flash by means of LabView (National Instruments, USA). The
complete system is shown in Fig. 4.1.
This chapter analyses source of errors such as spectral bandwidth, spectral variations in
illumination and how to minimise their associated errors. It also includes a method to es-
timate the fundus reflectance, while showing that using a fundus reflectance reference might
not be suitable for all subjects due to different pigmentations degrees. Afterwards, blood
wavelength-dependent scattering is introduced in the Beer-Lambert law and the different
light paths in blood vessels in the retina are described. Finally, ocular scattering is modelled
and introduced in existing physical models for calibration-free retinal oximetry. The modi-
fied models are then evaluated in terms of error propagation and finally they are applied to
retinal oximetry by means of a retinal algorithm that uses the full potential of the eight-bands
IRIS in order to increase the stability of oximetry along vessels.
4.2 Bandwidth effect
The first factor to be taken into account is the spectral bandwidth of the used multispectral
technique, which can be a LCTF, a filter wheel, IRIS or any of the imaging spectral devices
shown on Section 1.2 that does not output a continuous spectrum on the sensor. This section
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Figure 4.1: Modified fundus camera with the IRIS system. Includes the sCMOS sensor, the filter
array, the collimating and imaging lens, IRIS and the stop aperture on the intermediate image plane.
shows how the spectral bandwidth modifies the transmitted intensity through blood, differing
from the transmitted light obtained from monochromatic light and how it affects oximetry
when is not taken into account.
In Subsection 1.4.2.4, Eq. 1.22 introduced the effect of multiple light paths on vessels.
For simplicity, this section assumes only single pass and introduces broadband illumination:
T =
Ts
∫
S (λ )10−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S (λ )dλ
, (4.1)
where Ts represents light scattered away from the imaging path, being effectively lost, Ts is
assumed to be wavelength independent and S (λ ) is the system spectral transmission, which
includes illumination, filters, coatings and any element which has spectral dependences on
transmissions such as IRIS. Eq. 4.1 has an integral form, which in the past compelled some
authors to find ways to simplify the computation of this model. Nowadays, this can be
easily solved by working with vectors with the system spectral information and the extinction
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coefficients of blood. These data needs to be in small enough λ steps in order to approximate
a continuous curve. Previous research found that steps of 0.1 nm were enough[3]. The
system spectral information can be obtained using a spectrometer, and with this information
Eq. 4.1 is expected to produce negligible errors when artificial data is fitted to the model.
As shown during this section, there are several methods for taking into account the spec-
tral bandwidth. To evaluate them in the same way, several blood transmissions were calcu-
lated using different bandwidths. Since our interest is focused in the eight IRIS wavebands,
the system spectral transmission was approximated by a Gaussian-like function in simula-
tions:
S (λ ) = e
(
−
(
λ−λi
0.6×λFWHM
)2)
, (4.2)
where λi is the central wavelength belonging to the 8 IRIS wavebands and λFWHM is the
full-width at half maximum (FWHM) and is the same for each central wavelength, which
increases in steps of 2 nm from 0 nm to 20 nm, where λFWHM = 0 nm is the monochromatic
case. For simplicity, the following examples are assumed to have Ts = 1 and OS = 100%.
For each λFWHM, eight transmissions were calculated (one per IRIS waveband). A com-
plete set of 11 blood-transmission profiles were generated (one per bandwidth (Eq. 4.2))
using Eq. 4.1. Once the eight-wavelength blood-transmission profiles were created, a global
solver built-in Matlab was run, applying a non-linear-least-squares method which optim-
ised Eq. 4.1 to the transmission profiles. To assess the effect of bandwidth, the optimisation
model considered monochromatic light as the spectral transmission function S (λ ). Since the
transmission data is generated with a certain spectral bandwidth and the model to be fitted
assumes monochromatic light, errors in oxygenation are expected.
The results for λFWHM = 0 nm, FWHM = 10 nm and λFWHM = 20 nm are displayed on
Fig. 4.2, clearly showing how the fits and associated OS worsens with higher λFWHM .
A more accurate description of the effect of not considering the λFWHM on Eq. 4.1 is
shown in Fig. 4.3 for 0%, 50% and 100% oxygenated blood. This figure shows how the error
increases with bandwidth. The associated error achieves values of 35.2%, 20.3% and 14.8%
for OS = 100%, OS = 50% and OS = 0% respectively. The error for OS = 0% increases
more slowly than for the other oxygenations because with larger bandwidth Ts decreases in
order to improve the fit.
The first known attempt to take this effect into account was performed by Cohen et al.[73]
by introducing the concept of average absorbance coefficients. In this publication, the OD of
the intensity of a retinal vessel divided by the intensity of the background was described as:
OD =
1
2
log
∫ λ2
λ1
W (λ )dλ∫ λ2
λ1
W (λ )10−2[µHbO2(λ )OS+µHb(λ )(1−OS)]qtt (λ )dλ
, (4.3)
where λ1 and λ2 are the spectral boundaries defined by the filter transmission W (λ ) and
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Figure 4.2: Artificial transmission data (blue) for different λFWHM and fit results considering mono-
chromatic light (red), including the λFWHM , the OS error of the fit, and the oxygenation of the original
transmission. For λFWHM = 0nm, the fit (Red) overlaps the model data (Blue) in every point, so this
last one is not distinguishable from the fit.
qtt (λ ) is the scattering component[73]. The idea behind the average extinction coefficients
µ¯HbO2 (λ ) and µ¯Hb (λ ) is that they bypass the need of working with integrals, because they
already take into account the spectral characteristics of the system. The OD expression used
would then be:
OD = [µ¯HbO2 (λ )OS+ µ¯Hb (λ )(1−OS)]−
1
2
logqtt (λ ) . (4.4)
The average extinction coefficients are found (Eq. 4.5[73]) by solving Eq. 4.3 and Eq.
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Figure 4.3: OS error against λFWHM for oxygenations 0%, 50% and 100%. Monochromatic light
was used on the optimisation process.
4.4 for OS = 1 (100% oxygenated) and OS = 0 (0% oxygenated):
µ¯HbO2 (λ ) =−
( 1
2cd
)
log
∫ λ2
λ1
dλW (λ )10−2µHbO2 (λ )∫ λ2
λ1
dλW (λ )
,
µ¯Hb (λ ) =−
( 1
2cd
)
log
∫ λ2
λ1
dλW (λ )10−2µHb(λ )∫ λ2
λ1
dλW (λ )
.
(4.5)
Eq. 4.5 has the drawback that it includes the vessels diameter. However, the vessel dia-
meter can be measured in pixels[123] and then translated into microns by considering the
eye refractive error[124] or the angular size[125]. Delori[62] removed the double pass as-
sumption and switched it by a geometric factor 0≤ s≤ 1. An empirical calibration algorithm
was introduced in order to avoid the recalculation of the averaged coefficients for each meas-
ured vessel. Delori’s version was used to test the performance of the average extinction
coefficients:
ε¯HbO2 (λ ) =−
( 1
scd
)
log
∫ λ2
λ1
W (λ )10−scdεHbO2 (λ )dλ∫ λ2
λ1
W (λ )dλ
,
ε¯Hb (λ ) =−
( 1
scd
)
log
∫ λ2
λ1
W (λ )10−scdεHb(λ )dλ∫ λ2
λ1
W (λ )dλ
.
(4.6)
As in the previous example, 8 IRIS wavelengths were simulated with 11 different
FWHM, from 0 nm to 20 nm in 2 nm steps and for 0%, 50% and 100% oxygenation us-
ing Eq. 4.1. The generated ODs were fitted to Eq. 1.17 using the averaged coefficients from
Eq. 4.6. The OS error vs λFWHM is shown in Fig. 4.4. This figure shows how the averaged
coefficients produce no error for OS = 100% and OS = 0%. However, since the averaged
extinction coefficients were obtained by solving Eq. 4.4 for OS = 100% and OS = 0%, it
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was expected that they would not perform well at other oxygenations. This can be observed
in Fig. 4.4 for OS = 50%, with a 6.5% OS error at λFWHM = 20 nm.
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Figure 4.4: Oxygen saturation error vs bandwidth from using averaged extinction coefficients for
OS = 0% , OS = 50% and OS = 100% . The transmissions were generated using Eq. 4.1 and then
fitted to Eq. 1.17 with the average extinction coefficients from Eq. 4.6. The errors for OS = 100%
(Yellow) and OS = 0% (Blue) overlap in each point, so only OS = 100% (Yellow) is visible.
Other authors spectrally weight the haemoglobin spectrum with the illumination spec-
trum, producing an effective extinction coefficient[108]:
ε¯HbO2 (λ ) =
∫ λ2
λ1
W (λ )εHbO2(λ )dλ∫ λ2
λ1
W (λ )dλ
,
ε¯Hb (λ ) =
∫ λ2
λ1
W (λ )εHb(λ )dλ∫ λ2
λ1
W (λ )dλ
.
(4.7)
Following the same procedure as for Fig. 4.4 but using the coefficients from Eq. 4.7, the
oxygen saturation was found and the produced errors were evaluated. The behaviour of OS
errors with bandwidth is shown in Fig. 4.5. As expected, the error increases with bandwidth,
especially for oxygenated blood. In the case of deoxygenated blood, the errors are smaller,
partially due to compensation from the parameters c and S from Eq. 1.17 on the optimisation
process. In this case, for bandwidths below 5 nm the error is smaller than 0.3%, which is
smaller than the 2.7% achieved on Fig. 4.3 when no bandwidth correction was applied.
The best performing method is summarised in Fig. 4.4, which introduces a small error
for oxygen saturations other than 100% and 0%. As an example, for λFWHM = 10 nm, the
error in OS is 2.3% for OS = 50%, while the error is ∼ 0% for 100% and 0% oxygenated
blood.
In practice, it is possible to use the system spectral data measured with a spectrometer
and introduce it in Eq. 4.1 in vectorial form (steps of 0.1 nm or smaller to better simulate
a continuous curve) and use the extinction coefficients also in vectorial form. This opera-
tion has the effective behaviour of an integral, it is easy to implement, is physically correct
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Figure 4.5: OS error with increasing bandwidth produced by the use of the weighted coefficients (Eq.
4.7). Transmission data was generated with Eq. 4.1 and then fitted to Eq. 1.17.
and produces OS errors < 10−8% (physically 0) for any bandwidth and oxygenation when
artificial data is introduced in the model.
Once the different approaches were evaluated, it was concluded that the best method was
to measure with a spectrometer the IRIS transmission function, filters and light source, and
use the integral form of Eq. 4.1 in order to minimise errors.
4.3 Spectral variations in illumination
The previous section showed how as long as the spectral data is integrated into the physical
model, errors in the retrieved OS are expected to be zero if other sources of errors are not
included. However, it is important to also consider the effect of spectral differences between
the real spectrum and the one introduced in the physical model. For example, halogen lamps
tend to shift color temperature with power: blue wavelengths at high power, while they have
larger contributions in the red when low power is used. The flash lamp of a fundus-camera
(xenon lamp) can also present spectral variations between subsequent pulses. As shown in
the previous section, Eq. 4.1 includes S (λ ), which corresponds to the system spectral trans-
mission and includes the illumination source. Since spectral variations in illumination can
occur during an experiment, it is necessary to evaluate the effect it has on the OS calculation.
To show the effect of spectral variations on oximetry, a set of 13 illumination spectra,
11 artificial and two experimental from a halogen and xenon lamp (Fig. 4.6), are used in
conjunction of IRIS and the filter plate transmission (Fig. 2.18) to generate a set of blood
transmission profiles. These transmissions are the input data for the optimisation process of
Eq. 4.1 to recover the OS. In order to see the effect of spectral variations, the considered
illumination on the optimisation of Eq. 4.1 is the one corresponding to a halogen lamp (Fig.
4.6).
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Figure 4.6: Light sources used in the simulations, being the xenon and halogen lamps highlighted
while the other sources correspond to straight lines with slopes ranging from 0.0125 to 0 to −0.0025.
λ corresponds to the wavelength.
The first characteristic to be observed is the difference between the artificially generated
blood transmission with Eq. 4.1 and the resulting blood transmission of the optimisation
process considering a halogen lamp as the illumination. The error on transmission is shown
in Fig. 4.7(a). In this case, the highest error on transmission is 7.2% and corresponds to the
100% oxygenated case of the illumination y = −0.0125λ + 7.8125 on Fig. 4.6. This illu-
mination spectral pattern has a correlation of R =−0.9936 with the halogen lamp spectrum
and has higher contributions towards the blue and lower towards the red wavelengths, while
the halogen lamp shows higher contributions in the red and lower in the blue wavelengths.
The second characteristic to be analysed is the error in OS. In this case, the maximum
recovered OS error corresponds to 3.7% (Fig. 4.7(b)) for the 100% oxygenation case of the
illumination y =−0.0125λ +7.8125, the same illumination in which the maximum error in
transmission happens, as expected.
These results show that even in the case of having extreme spectral variations of the
illumination such as in the y = −0.0125λ + 7.8125 case (Fig. 4.6), the error in OS is <
4%, which is not insignificant. This 4% could be the difference between 58% oxygenation
of veins in a healthy subject and the 66% of a diabetic patient[118], which highlights the
importance of using the right spectral system transmission.
Fig. 4.6 also includes spectra with minor variations compared with the halogen lamp
spectrum. These are y = 0.0025λ −0.5626, y = 0.005λ −2.125 and y = 0.0075λ −3.6875,
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which produce OS errors at 100% oxygenation of 0.49%, 0.02% and 0.05% respectively. In
general, pulse oximeters and blood gas analysers have an accuracy of 1% or 0.5%, so the
obtained OS errors for small variations on the spectrum are negligible.
In conclusion, as long as the same illumination lamp is used in terms of spectrum for the
data taking and the optimisation process, even small spectral variations during the experiment
should not produce any significant errors in the recovered OS. The light source spectrum
should be periodically measured in order the effect of variations during time, although this
would not solve the issue of spectral variations due to power changes during the experiment.
Figure 4.7: Effect of spectral variations in illumination using the illumination shown on Fig. 4.6 for
100%, 50% and 0% blood oxygenation. The halogen lamp spectrum is used in the physical model
when the optimisation is performed. (a) Error in transmission (b) Error in OS.
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4.4 Fundus reflectance
To characterise more accurately the spectral behaviour of the eye it is necessary to take into
account the fundus reflectance of the eye. The main reflector on the eye is the sclera, but the
albedo does not have any significant spectral signature in the IRIS working range from 560
nm to 599 nm[126]. The main spectral contributors for the fundus reflectance are the choroid,
choroidal pigmentation and the RPE[5]. The choroid is a highly oxygenated and vascularised
layer with a thickness ranging from 272µm at the fovea, to 256µm thickness at 1 mm from
the fovea in the temporal region, to 248µm thickness at 1 mm from the fovea in the nasal
region[127]. The choroidal pigmentation correlates with the subjects’ skin pigmentation
while there is a low correlation between the RPE pigmentation and skin pigmentation[128].
Due to the high absorption of blood in the blue-green range, the choroid contributes to the
reflectance less than the retinal layers[5], while in the red wavelengths the choroid is highly
transparent, and the choroid structure is visible[129], contributing to non-uniformities in the
background.
The importance of characterising the fundus reflectance can be better understood
when observing arteries in retinal images of subjects with heavily pigmented eyes at red
wavelengths. It has been shown in the past that back-scattered light from blood can be larger
in terms of intensity than transmitted light[51] under certain haematocrit and sample depth
conditions. In cases where pigmentation concentration is high, light is highly absorbed by the
fundus and most of the collected intensity coming from the vessel is directly backscattered
from blood in the vessel[71, 72, 79]. In these cases, images of a heavily pigmented fundus
can show arteries with higher grey levels than the fundus (Fig. 4.8). When IFundus < IVessel
we have TVessel = IVessel/IFundus > 1, being TVessel the blood transmission of the analysed ves-
sel. If the correct fundus reflectance is not used, the physical model might not be able to
accurately replicate vessel transmissions higher than 1, increasing errors in the recovered
oxygenation.
Figure 4.8: Intensity image obtained with IRIS at 599 nm of a darkly pigmented eye, showing some
arteries being brighter than the background. In terms of transmission, this would mean that these
arteries have transmissions higher than 1 at 599 nm and longer wavelengths.
To estimate the fundus reflectance, the ratio between the obtained fundus intensity and
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the intensity obtained from a white spectral reference (Spectralon) at the same wavebands
and under the same illumination conditions was performed. Under ideal circumstances in
which a model eye behaves as a real eye, this ratio should provide the fundus reflectance
when images are captured under equal illumination conditions. Since the conditions and
similarities between a model and a real eye are limited, the calculated reflectance is expected
to be only an approximation of the real fundus reflectance. The obtained reflectances for a
set of different subjects with different degrees of pigmentation will be compared with fundus
reflectance from the literature. The ratio of extravascular light reflection (EVR) between
571 nm and 599 nm[57] will be calculated to show its behaviour with increasing pigmenta-
tion degree. Finally, the calculated pigmentation will be introduced in an oximetry physical
model to calculate the blood oxygenation and it will be compared with the effect of assuming
a reference fundus reflectance.
In first place, nine subjects with different degrees of pigmentation were imaged using the
IRIS system interfaced with a fundus camera (Topcon, Japan). The degrees of pigmentation
were classified as “Light Pigmentation”, which corresponded to subjects with blue eyes and
light skin, “Medium Pigmentation”, which corresponded to subjects with brown eyes and
light skin, and finally “Heavy Pigmentation”, which corresponded to subjects with dark eyes
and dark skin.
Major vessels with diameters larger than 100µm were selected, tracked and analysed.
The background intensity of the vessels was averaged in order to obtain a spectral intensity
profile for each retina representative of the fundus. After performing retinal imaging, a model
eye (Fig. 2.20) filled with water and with Spectralon as a background was imaged with the
same flash settings. Images taken of the model eye with Spectralon and without capillaries
were used to obtain an intensity reference of the background at each waveband. This was
achieved by averaging a region of interest of approximately 100 pixels for each IRIS image.
The ratio between the retinal spectral intensity profiles and the intensity obtained from the
Spectralon on the model eye provided an estimation of the fundus reflectance. The obtained
reflectances were compared with the fundus reflectance reference from Delori et al.[5] on
Fig. 4.9(a). In this experiment, the angle of incidence of the beam can be different in the
human eye and in the model eye, which in return affects the collected intensity. As an
example, if the model eye is slightly tilted, more light is reflected away from the imaging
path, reducing the collected intensity and reducing the calculated fundus reflectance when
the ratio between intensities is performed. Since the angle of illumination might change
during the experiments, the sampled fundus reflectances can be affected by different scaling
factors, which makes difficult a comparison with a fundus reflectance reference. A scaling
factor was found for each calculated reflectance so the reflectance value at 571 nm would
match the value of the fundus reflectance reference at 571 nm. 571 nm was selected due to
its isosbestic behaviour. The adjusted reflectances are shown in Fig. 4.9(b). The adjusted
reflectances show a decrease in reflectance with increasing pigmentation on the 591 nm
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and 599 nm wavelengths while in the shorter wavelengths there is little difference among
subjects, mainly due to the scaling at 571 nm and the absorption from the choroid. Delori’s
fundus reflectance[5] was added as a reference (sampled only at IRIS wavelengths).
Figure 4.9: (a) Estimated fundus reflectances compared with the reference from Delori et al.[5]. (b)
Adjusted reflectance to match the reference at 571 nm.
The pigmentation dependence was also evaluated by using the ratio of extravascular light
reflection (EVR) between 571 nm and 599 nm[57] as shown in Subsection 1.4.1 and Eq.
1.13. The EVR for the obtained reflectance profiles was shown to increase with pigmentation
(Fig. 4.10).
It is important to notice that the recovered fundus reflectance using this method is not a
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Figure 4.10: Extravascular light reflection ratio using 571 nm and 599 nm, showing how it increases
with pigmentation. The reference fundus reflectance from Delori corresponds to medium pigmenta-
tion and is included at the end of the figure.
continuous spectral curve and that there are only data points at IRIS central wavelengths.
The error introduced by neglecting the continuous reflectance curve was evaluated. For
this purpose Eq. 4.1 was used assuming single pass, OS = 0% to OS = 100% in 20% steps,
Ts = 1, c= 0.0023 mole/litre (human blood haematocrit 45%), d = 150µm and S (λ ) including
IRIS transmission, the filter plate, the broadband filter, the illumination spectrum from a
xenon lamp and Delori’s fundus reflectance[5] interpolated in the 545 nm to 625 nm at 0.1
nm steps. Eq. 4.1 was then optimised to find OS, c and Ts using the generated transmission
and considering the reference fundus reflectance from Delori et al.[5] as if it was obtained
by IRIS (Fig. 4.9), which only contains 8 wavelengths. The error in transmission between
the artificial data and the data from the optimisation increased with higher OS to a maximum
of 7.7% error at 100% OS (Fig. 4.11(a)). More important than the error in transmission
is the OS error obtained from the optimisation. Fig. 4.11(b) shows relatively low errors
for oxygenations, being 1.3% the maximum error in OS. This error in oxygenation is below
the standard deviation obtained at two-wavelengths oximetry for veins and arteries[59, 63].
From the point of view of using this generated fundus reflectance (8 available wavelengths)
rather than the complete fundus reflectance in the full used spectral range, the introduced
errors are considered small, and this method can be considered to provide a good estimation
of the fundus reflectance.
The main concern with introducing the fundus reflectance into the physical model
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Figure 4.11: Errors introduced by using the reference fundus reflectance as obtained from retinal im-
ages with IRIS instead of using the continuous reference fundus reflectance. (a) Error in transmission.
(b) Error in OS.
is the associated error generated when a different fundus reflectance than the real one
is used. Since the generated fundus reflectance is not continuous and has only 8 data
points (one per wavelength), it behaves as a scaling factor to the intensity integrals on Eq.
4.1
(
T = Ts
∫
S(λ )10−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S(λ )dλ
)
. This means that the obtained fundus re-
flectance cancels when the vessel and background intensities are divided. Eq. 4.1 would be
independent of errors on the measured fundus reflectance as long as the reflectance is not a
continuous. In the case of being continuous, it cannot be excluded from the integral and it
would not cancel. However, when the blood reflectance[51, 79] is included (backscattered
component) in the physical model, the fundus reflectance does not cancel for this compon-
ent because the vessel intensity is not affected by the fundus. This case can be represented
using Eq. 1.9 and Eq. 4.1 to simulate a case with single pass and backscattered light, which
produces:
T =
∫
X1S(λ )F(λ )10
−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S(λ )F(λ )dλ ,
+
∫
X3S(λ )+X4S(λ )10
−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S(λ )F(λ )dλ ,
(4.8)
where X1 the single pass scattering losses, X3 and X4 are constants for the backscattered
component, S (λ ) includes the spectral transmission of IRIS and the filter plate and the il-
lumination spectrum, F (λ ) is the fundus reflectance, which for this case it has only one
value for each IRIS band. In the single pass section of the integral, the fundus reflectance
is located in dividend and divisor, being then cancelled in the division because it is a single
value per waveband rather than a continuous curve. The second part of Eq. 4.8 includes
the backscattered component, and the part corresponding to the vessel does not include the
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fundus reflectance, meaning that when is divided by the background, the fundus reflectance
has an effect on the vessel transmission.
To assess the effect of using a fundus reflectance reference in the OS recovery in subjects
with different pigmentation degrees, meaning different fundus reflectance, a set of blood
transmission profiles using Eq. 4.8 was generated for each fundus reflectance on Fig. 4.9(b).
The obtained transmissions were fitted to Eq. 4.8 in order to recover the OS by applying
an optimisation process (non-linear data fitting) and using Delori’s fundus reflectance (Fig.
4.9(b)) for all the generated transmission.
Since a sample of 9 subjects is small to draw any statistically significant conclusion and
the definitions of the pigmentation degrees are broad and only based on eye and skin colour,
the objective of this section is to show how errors are introduced when the wrong reflectance
is used, and that these errors might become larger when the subject fundus reflectance differs
more from the reference used in the OS recovery.
The errors introduced by not using the correct reflectance are shown in terms of the
absolute error in transmission (Fig. 4.12(a)), which evaluates the absolute error between the
input transmission generated with the subject fundus reflectance and the output transmission
obtained from the fit using the reference reflectance. The error in transmission evaluates the
ability of the fundus reflectance reference to fit the original blood transmission.
The absolute errors produced were also evaluated in terms of the retrieved oxygenation
(Fig. 4.12(b)). The absolute error in OS was obtained by comparing the oxygenation used to
generate each blood transmission for each subject using its own fundus reflectance and the
oxygenation retrieved by fitting assuming a fundus reference.
In addition, the correlation coefficient between the fundus reflectance reference with the
calculated fundus reflectances was calculated for comparison with the OS and transmission
error.
The blood transmission produced by the optimisation process showed absolute errors
between 2% and 5% from the original input transmission (Fig. 4.12(a)). The oxygenation
recovery showed major absolute errors in all cases (Fig. 4.12(b)), being in general higher
than 10% OS, which is not acceptable. Regarding the correlation between the reference and
the subject fundus reflectance, it was expected to see a direct link between correlation and
absolute errors in transmission and oxygenation, but this link was not observed, as seen in
Fig. 4.12. As an example, the fundus reflectances of subjects S7, S8 and S9 had a lower
correlation with the fundus reflectance than subject S2, however, the error in oxygenation of
subject S2 is comparable to the errors of subjects S7, S8 and S9.
Although more fundus reflectance data of more subjects and a more accurate classifica-
tion of pigmentation would be necessary to draw a more solid conclusion about errors in the
recovered OS and the degree of pigmentation, this section shows that if a different reflectance
than the one of the analysed retina is used, errors in oxygenation can be significant enough
as to invalidate the oximetry results. If the subject fundus reflectance is not available, a ref-
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Figure 4.12: Effect of assuming the same fundus reflectance for a set of generated transmission under
different reflectance conditions (Fig. 4.9(b)). (a) Absolute error in transmission. (b) Absolute error
in oxygenation. (c) Correlation coefficient of experimental fundus reflectance with Delori’s fundus
reflectance.
erence should be used considering that errors are expected to be more relevant in a lightly
pigmented retina than in a darkly pigmented retina.
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4.5 Calibration-free physical model
Once the effects of spectral variations in illumination, bandwidth, and fundus reflectance
have been discussed, it is possible to introduce them into the available calibration-free phys-
ical models from the literature on retinal oximetry. These models were described in Sub-
section 1.4.2 and correspond to Eq. 1.19, Eq. 1.21 and Eq. 1.22. The first model, Eq.
1.19[78], expands the Beer-Lamber law by including wavelength dependent and independ-
ent light scattering (S and n log 1λ ) and a geometric factor that depends on the illumination
and the geometry of light collection (s). Eq. 1.21[79] introduces the different light path-
lenghts that contribute to the collected intensity of the vessel. These pathlengths (Fig. 4.13)
correspond to light reflected by the fundus and travels once through the vessel (single pass),
light that passes through the vessel twice, being reflected once by the fundus (double pass)
and backscattered light by the vessel that never reaches the fundus. Finally, Eq. 1.22 is a
special case of Eq. 1.21 in which either the double pass or the backscattered component are
considered to be negligible.
Since these equations are in integral form, applying the logarithm to obtain the optical
density so the models could be simplified is not possible. Instead, it is more convenient to
work with transmissions. These equations were rewritten as:
TSCW =
∫
Y (λ )R(λ )10−S−n log(
1
λ )−scd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]dλ∫
Y (λ )R(λ )dλ
, (4.9)
TC =
∫
X1Y (λ )R(λ )10
−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]dλ∫
Y (λ )R(λ )dλ
+
∫
X2Y (λ )R(λ )10
−2cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]dλ∫
Y (λ )R(λ )dλ
+
∫
X3Y (λ )+X4Y (λ )10
−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]dλ∫
Y (λ )R(λ )dλ ,
(4.10)
TDN =
∫
TsY (λ )R(λ )10−χcd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]dλ∫
Y (λ )R(λ )dλ
, (4.11)
where R(λ ) the fundus reflectance and Y (λ ) the system transmission function including
IRIS, filter plate, broadband filter and illumination.
Eq. 4.10[79] represents all the possible pathlengths in retinal vessels. X1 and X2 are the
light contributions of single and double pass respectively, while X3 and X4 are the coefficients
for backscattered light[51]. These pathlengths can be better understood by representing them
in a simplified model of a retina (Fig. 4.13), in which the vessel is represented in red. Light
is represented as being specularly reflected by the fundus while in reality the fundus diffuses
light rather than reflecting it.
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Figure 4.13: pathlengths in retinal vessels. (a) Single pass, X1. (b) Double pass, X2. (c) Backs-
cattered, X3 and X4.
Eq. 4.11[79] is a simplification of Eq. 4.10. The considered approximations are partially
possible due to the use of a confocal scanning laser ophthalmoscope () as a retinal imaging
device. A cSLO restricts illumination and imaging to small volumes of blood and retinal tis-
sue, allowing an improved light collection over a fundus camera by rejecting stray light from
other parts of the eye. In addition, in a cSLO with the appropriate stop aperture or pinhole,
the main collected components would be backscattered light when a vessel is imaged[82].
Under different pinhole configurations, a cSLO can collect nearly only single pass or double
pass. In a fundus camera, this is not true since the collected light proceeds from different
parts of the adjacent retina.
Regarding the pathlengths contributions to blood transmissions, Monte-Carlo simula-
tions showed that for vessels with diameter higher than 50µm and using a cSLO the main
component is backscattered light and is the main contributor for larger vessels, while double
pass is almost non-existent for larger vessels[71, 72]. These simulations were applied con-
sidering a complete model of the eye including the retina, choroid, RPE and sclera, taking
into account their respective absorption, scattering coefficients and anisotropy factor. Monte
Carlo simulations also showed how with an increase of pigmentation (RPE and/or choroid)
the backscattered component dominates over the other components, double pass being al-
most negligible to vessel intensity[72].
On the other hand, Monte Carlo models considering the fundus as a layer which scatters
and absorbs light (replicating the behaviour of Spectralon) showed that the main component
is single pass[130].
In terms of the model to be used in this research, Eq. 4.9 does not take into account
pathlengths contributions and only considers scattering from blood (more details in Subsec-
tion 1.4.2.3), and Eq. 4.11 is a simplification which might be only applicable in cases where
there is some control over the illumination and pathlengths, such as using cSLO. Due to
these reasons, Eq. 4.10 is the model applied in this thesis. However, the performance of the
three models is tested in terms of error propagation and oximetry Subsection 4.5.3.
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4.5.1 Whole blood wavelength dependent scattering
The models in Eq. 4.9, Eq. 4.10 and Eq. 4.11 lack the wavelength-dependent scattering
component for whole blood. The scattering coefficient represents a scattering event a photon
would suffer when travelling through a medium, but it does not considers the anisotropy of
the medium or the occurrence of multiple scattering events. For the scattering to be correctly
introduced in the physical model, it is necessary to use the reduced scattering coefficients,
which are obtained from the scattering coefficients and the anisotropy factor. The reduced
scattering coefficient describes the diffusion of light through tissue, taking into account mul-
tiple scattering events and the anisotropy of the medium[131].
µ ′s = (1−g)µs, (4.12)
where µ ′s are the reduced scattering coefficients, g is the anisotropy factor and µs are the
scattering coefficients.
The reduced scattering coefficient for oxy- and deoxyhaemoglobin can be found in the
literature for a haematocrit of 33.2%[111] (Fig. 4.14). Since haematocrit can vary between
subjects and among blood vessels, it is necessary to introduce a multiplying factor in order
to scale them[132]:
µ ′s,hct2 =
γ (hct2)
γ (hct1)
hct2
hct1
µ ′s,hct1, (4.13)
where hct the haematocrit and γ (hct) is a non-linear scaling factor. The choice for γ (hct)
was done considering Mie scattering[132], since Mie scattering theory matches adequately
the macroscopic scattering observed in whole blood[133]:
γ (hct)≈ (1−hct)2 . (4.14)
By using Eq. 4.13 with Eq. 4.14 and considering that scattering is oxygen
dependent[111], the scattering component of whole blood can be rewritten:
α =−(1−hct2)
2
(1−hct1)2
hct2
hct1
d
[(
µ ′s,HbO2 −µ ′s,Hb
)
OS+µ ′s,Hb
]
, (4.15)
where
hct = c
RBCmw
mHb
. (4.16)
In Eq. 4.16 c corresponds to haemoglobin concentration in whole blood, mHb =
350 g/litre[134] is the haemoglobin concentration in a human RBC and RBCmw =
64500 mole/litre[47] is the haemoglobin molar mass. The scattering component (Eq. 4.15)
will then be included in physical models with the absorption coefficients.
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Figure 4.14: Reduced scattering coefficients at 33.2% haematocrit. (a) 400 nm to 650 nm range. (b)
550 nm to 610 nm, which is the spectral working range of the retinal IRIS.
4.5.2 Contrast reduction by ocular scattering
Another important factor to consider is the scattering introduced by ocular media, which re-
duces the contrast on retinal images. Some contrast reduction can occur in a fundus camera
due to reflections and scattering from lenses. Potential sources of light scattering in the eye
are the cornea, the lens, vitreous and retina[7] (Fig. 4.15). In addition, defects or patho-
logies in any ocular component increases scattering. This scattering is increased in elder
patients[7]. In the retina, some vessels can go deeper into retinal tissue, producing local
contrast variations in the vessel.
Ocular straylight is light scattered by the eye and it is potentially wavelength-dependent.
It is known that for small illumination solid angles, the blood spectral absorption and pig-
mentation from the fundus introduces a wavelength dependence on the scattered light by
the eye, while for larger angles, the fundus reflectance did not impact on the straylight
wavelength dependency[135]. Other studies corroborate that the fundus has an effect on
the wavelength dependence of scattered light by the eye, but there might be compensations
between different phenomena, so some subjects might show wavelength dependencies on
ocular straylight and other subjects might not show dependencies at all[136]. Due to these
reasons, the contrast reduction due to ocular scattering was assumed to be wavelength inde-
pendent in this thesis.
The effect of scattered light is an increase in the magnitude of the zero spatial frequency,
which acts as and additive intensity component Ic in the image. This is added to the vessel
intensity Iv and the fundus intensity adjacent to the vessel IF (background). This additive con-
stant modifies the transmission in the absence of contrast loss T = Iv/IF to T ′ = (Iv+Ic)/(IF+Ic).
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The vessel transmission is then rewritten as:
T ′ = T (1−K)+K, (4.17)
where K = Ic/(IF+Ic)[3], with K → 1 for worse case scenarios and K → 0 in cases without
contrast reduction. The intensity offset increases the obtained vessel transmission. In cases
of low contrast, background and vessel intensities are expected to have a similar magnitude
of grey levels, making it harder to recover adequately the OS information from a fitting
process (Subsection 4.5.3).
Cornea
Iris
Lens
Vitreous
Retina
Figure 4.15: Simplified model eye[6] including the typical sources of scattering in the eye[7].
As an example of the effect of contrast reduction, the transmission of a 150µm thickness
vessel was simulated assuming single pass and without contrast reduction, 100% oxygenated
blood, IRIS filtered wavebands and a set of intensity offsets from 0 to 5 a.u. in 0.5 steps.
The offsets were added to the vessel and background intensity, and then the transmission
was obtained from dividing both intensities. The background reflectance and illumination
were assumed to be 100% and constant along the spectral range. Following the creation of
the transmission profiles, Eq. 4.17 was then used to recover the OS and the K value of each
generated transmission. The results in Fig. 4.16 show how K increased by increasing the
intensity offset, approaching asymptotically to K = 1. The recovered OS was 100% for all
cases, which shows that Eq. 4.17 replicates the effect of a constant intensity added to the
background and vessel intensities.
Another applied test was performed by imaging a 100% oxygenated horse whole blood
(BGA measured value) filled 150µm quartz capillary in a model eye with Spectralon as
background (Fig. 2.20). The capillary was imaged through a fundus camera interfaced with
IRIS, the filter plate and broadband filter used in Chapter 3. The test was performed on the
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Figure 4.16: Generated single pass and 100% oxygenation transmission for a 150µm thickness
vessel, including the K value recovered in the optimization process.
mean transmission along the capillary, assuming single pass and no contrast reduction:
T =
∫
X1S (λ )10−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S (λ )dλ
, (4.18)
T =
∫
X1S (λ )10−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]dλ∫
S (λ )dλ
(1−K)+K. (4.19)
In this case, the single pass assumption was valid since Monte Carlo simulations under
Spectralon-like background conditions show that double pass and backscattered light are
negligible[130]. The models used for the fit were Eq. 4.18 with X1, c and OS variables and
Eq. 4.19 with X1, c, OS and K as variables. The optimisation was performed by fitting the
two equations to the experimental transmission. This was done by a multisearch algorithm
built in Matlab, which performs a non-linear-least-squares fit on 10 equally spaced points
inside the predefined variable threshold. The maximum and minimum limits of the variables
were -1 to 2 in units of intensity for OS, 0 to 1 for X1, 0 to 11 · 10−3 mole/litre for c and 0
to 1 for K. The displayed results in Fig. 4.17 show that the model including K produced
OS = 91.7%, while when K was not included, the result was OS = 50.6%. In terms of
concentration, the results are displayed as C = c ·64500, with g/litre as units. In Fig. 4.17(a)
the concentration was C = 181.7 g/litre, while in Fig. 4.17(b) was C = 86.9 g/litre. Usually
horse blood has concentrations in the 100 g/litre to 150 g/litre range, but in this experiment,
aggregation was observed even with flowing blood, so it was expected for the concentration
to be higher than the usual values. These results demonstrate the need of having contrast
losses in the physical model to obtain accurate oximetric results.
In terms of the models to be used in the retina, the wavelength-dependent scattering α
(Eq. 4.17) and the contrast reduction K (Eq. 4.15) were implemented in Eq. 4.9, Eq. 4.10
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Figure 4.17: Optimisation results from fitting the models to the experimental data from a 150 μm
quartz capillary filled with 100% oxygenation horse whole blood. (a) Considering contrast reduction
factor K in the model (Eq. 4.19). In this case the raw data (Red) and the fit (Blue) overlap in some
points. (b) Without considering contrast reduction in the model (Eq. 4.18).
and Eq. 4.11. The wavelength-dependent scattering α was added to the attenuation part of
the Beer-Lambert law with the extinction coefficients, while the contrast reduction K was
implemented as T ′ = T (1−K)+K, where T ′ is the transmission considering contrast losses
and T is the transmission in the ideal case without contrast losses:
TSCW =
∫
Y (λ )R(λ )10−S−n log(
1
λ )−scd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]−sαdλ∫
Y (λ )R(λ )dλ
(1−K)+K,
(4.20)
TC = [
∫
X1Y (λ )R(λ )10
−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]−αdλ∫
Y (λ )R(λ )dλ
+
∫
X2Y (λ )R(λ )10
−2cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]−2αdλ∫
Y (λ )R(λ )dλ
+
∫
X3Y (λ )+X4Y (λ )10
−cd[(εHbO2 (λ )−εHb(λ ))OS+εHb(λ )]−αdλ∫
Y (λ )R(λ )dλ ] (1−K)+K,
(4.21)
TDN =
∫
TsY (λ )R(λ )10−χcd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]−χαdλ∫
Y (λ )R(λ )dλ
(1−K)+K. (4.22)
Eq. 4.20 (Model 1) has S, n, s, c, OS and K as free parameters. Eq. 4.21 (Model 2) has
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X1, X2, X3, X4, c, OS and K as free parameters. Eq. 4.22 (Model 3) has Ts, χ , c, OS and K
as free parameters. The vessel thickness d is first measured in pixels along the vessel[123],
and then converted in centimetres using the camera magnification and the refractive error of
the eye[124].
Ocular scattering can be measured[7, 137], but the devices and methods used were not
available and not used in this project. Instead, the contrast reduction was extracted from the
optimization of the model. Knowing it in advance would reduce the dimensionality of the
model by one and might reduce error propagation, as is shown in Subsection 4.5.3.
Some local contrast recovery used for haze (atmospheric phenomenon in which sus-
pended particles in air reduce clarity) removal can enhance contrast in biomedical imaging
applications[138, 139]. Although it can be potentially useful, there are some concerns over
the output generated and how it would affect the measured vessel transmission. These al-
gorithms can change the contrast in a way that the measured transmission of the vessels
would be modified and the grey levels belonging to the vessel might be brought close to
zero.
4.5.3 Error propagation
The models in Eq. 4.20, Eq. 4.21 and Eq. 4.22 were evaluated in terms of error propaga-
tion in order to know the expected behaviour of the recovered oxygenation when they were
applied. Error propagation was first performed quantitatively by analysing the expected be-
haviour from the partial derivative ∂OS∂T . The second part included a perturbation analysis
of the three models by introducing a small error in the blood transmission measured in a
model eye, and finally, the same perturbation analysis is performed by modelling a blood
transmission profile in a human retina.
The models are fairly complex, so in terms of doing it analytically, a simplified version
of the models was used:
T (λ ) =
[
X110−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]
]
(1−K)+K. (4.23)
The effect of errors in estimates of illumination, fundus reflectance and bandwidth have
been addressed previously in Section 4.3. Furthermore, the model optimisation is usually ap-
plied over an experimentally measured transmission without having any previous knowledge
of the analysed blood properties, so the error propagation is mainly focused on variations of
OS to small changes in transmission. These small deviations are represented by the partial
derivative of OS respect to the transmission on Eq. 4.23:
∂OS
∂T
=
1
cd (εHb (λ )− εHbO2 (λ ))
1
ln(10)
1
T −K . (4.24)
The analysis of Eq. 4.24 provided a quantitative idea on how the model is expected to
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behave:
1. When K → 1, 1T−K →∞. This means that for low contrast conditions (high K) OS will
greatly vary under small variations of T .
2. For the isosbestic case, Eq. 4.24 is invalid because T is independent of OS, so ideally
the error should be small or non-existent. In reality, since we are fitting 8 wavelengths,
an error on the isosbestic wavelength means that the model produces an error in OS by
trying to find a curve that correctly fits the transmission on all wavelengths.
3. In our system we have FWHM ∼ 8nm, meaning that point 2 might not be applicable
to our case while case 4 would be more common.
4. For near-isosbestic cases, (εHb (λ )− εHbO2 (λ )) becomes small, increasing the error
propagation. At the same time, T is less sensitive to OS changes, so further analysis is
required.
5. For wavelengths with high OS contrast, (εHb (λ )− εHbO2 (λ )) should reduce the sens-
itivity to errors.
Eq. 4.24 shows the error propagation for a single-pass case, which is equally valid for double
pass. Since in retinal vessels the backscattered component is more significant than single and
double pass in the range of 560 nm to 600 nm, the sensitivity to errors of this component
also needs to be analysed. In this case, the backscattered component R is written as:
R =
[
X3
RF
+
X4
RF
10−cd[(εHbO2(λ )−εHb(λ ))OS+εHb(λ )]
]
(1−K)+K, (4.25)
where X3 and X4 are fitting factors and RF is the fundus reflectance. X3 and X4 can have
maximum values of 0.13 and 0.7 respectively[51]. The OS sensitivity to small variations in
R is then expressed as:
∂OS
∂R
=
1
cd (εHb (λ )− εHbO2 (λ ))
1
ln(10)
RF
(T −K)RF −X3 (1−K) . (4.26)
The backscattered case represented by Eq. 4.26 is expected to behave in a similar way as
to single pass:
1. In cases with X3 → 0, (T −K)RF ≫ X3 (1−K) and we have the same situation as in
single pass.
2. In cases with X3 → 0 and RF → 0, the error propagation is expected to be close to 0 as
long as K9 1. In that case a ∂OS∂R ∼ 00 indetermination would happen.
Error propagation is more clearly illustrated by doing a perturbation analysis. From Eq.
4.24 and Eq. 4.26, high K values and near-isosbestic wavelengths are likely to be the most
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critical cases in which sensitivity to errors are high. This analysis was applied on Model 1
(Eq. 4.20), Model 2 (Eq. 4.21) and Model 3 (Eq. 4.22). The principle behind perturbation
analysis is to introduce a small error in an artificially generated blood transmission and fit the
perturbed data with the same model used to generate the original transmission. The recovered
OS indicates the sensitivity of the model to small error in transmission. This process was
tested under a range of contrast conditions. Model 2 (Eq. 4.21) is the most complete of
the models, since it includes all the pathlengths and scattering contributions, while Model 3
(Eq. 4.22) is a simplification of this model, and Model (Eq. 4.20) does not take into account
any different pathlengths, specially backscattered light, which is the biggest contributor in
retinal vessels. Because of this reasons, the three models might generate different output
transmissions when the same common values are used. To avoid errors from using the wrong
artificially generated transmission in the wrong model, experimental data was used for the
perturbation analysis as described next.
To obtain data from a well-controlled environment, experimental blood transmission data
was obtained using a model eye (Fig. 2.20) and a fundus camera interfaced with IRIS (Fig.
4.1). 100% oxygenated (BGA measured) defibrinated whole horse blood was flowed at
5 mm/s through a 150µm diameter FEP capillary in the model eye, using Spectralon to simu-
late the sclera and water as the vitreous. Blood was 39% haematocrit, but this was expected
to differ during the experiment due to aggregation. A xenon source was used as a flash
lamp for the illumination. Once the image was obtained and the wavebands registered, 224
intensity sections were obtained along the vessel and then averaged. The corresponding
vessel minimum intensity was identified as the vessel intensity and a linear fit was applied
to the background intensity pixels in order to obtain the background value (More details
on the transmission acquisition are given on Subsection 4.6.2). The contrast reduction was
generated by applying Eq. 4.17 for K ranging from 0 to 0.9 at 0.1 steps as shown in Fig.
4.18. K = 0 would mean no light scattered, which is not a realistic situation. Measure-
ments using a metallic piece of black-painted steel instead of the blood capillary produced
K = Ic/(IF+Ic) = 0.04. In this case, Ic ≈ 800 grey counts was the intensity level at the image
of the black metallic piece (cross polarisation was used, so reflections were minimised.) and
the grey level on the adjacent Spectralon was IF ≈ 18000 grey counts. This low value of K
showed little light scattering in the model eye, so the obtained images were considered to
have no contrast reduction in order to simplify the analysis.
Once the transmission profiles under different contrast reduction were generated, a 1%
error in transmission was independently added to each wavelength, generating a total of 8
transmission profiles per K. Model 1 (Eq. 4.20), Model (Eq. 4.21) and Model 3 (Eq. 4.22)
were fitted to the resulting 8×10 ((perturbed transmission) x (contrast reduction K)) trans-
mission profiles, and the recovered OS was compared with the BGA measured OS of 100%
in order to obtain the oxygenation error. Fig. 4.19(a) shows the error in OS against K when
small errors in transmission are introduced for each of the three used models. As seen in this
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Figure 4.18: 150µm horse blood filled quartz capillary retrieved transmission (K = 0), including the
generated transmission for different contrast conditions.
figure, errors are enhanced under low contrast conditions. Further error analysis was done
considering K as a known parameter to test error propagation by reducing the dimensionality
of the problem. The introduced K was the same used to generate the transmission profiles,
thus reducing the dimensionality of the problem. Fig. 4.19(b) shows errors in OS against
K when small errors in transmission are added to the three models and when the contrast
reduction is known, reducing the amount of free parameters by one in the optimisation pro-
cess. When K is known, Model 1 (Eq. 4.20) and Model 3 (Eq. 4.22) have > 50% OS error
at K = 0. The optimisation of the transmission with K = 0 (no added contrast reduction)
in Fig. 4.19(a) produced K = 0.11 for Models 1 and 3. This implies that these two models
do not accurately represent light propagation on vessels, at least for a model eye. On the
other hand, for the case without added contrast reduction, Model 2 produced K = 0.037,
which was similar to the K ≈ 0.04 found when a black metallic piece was imaged through
the model eye. The problem might be derived from the fact that Model 1 does not include
double pass and backscattered light, and that Model 3 is a simplification of Model 2 for
cases in which light and pathlengths are under controlled conditions such as when a cSLO
or structured illumination is used. From Fig. 4.19(a)-(b) it is observed that Models 1 and
3 had a standard deviation of the OS error of 22% and 24% respectively for K = 0.9 when
K was a fitting parameter, while when K was know, the standard deviations became 6% for
both models. Model 2 did not show any appreciable improvement when K was introduced
as a known parameter. In summary, Fig. 4.19(a) show how under lower contrast conditions
there is an increase in oxygenation error for the three models and that when K is unknown
they show the same behaviour. In the case in which K is known, Models 1 and 3 introduce
an offset in error for the K = 0 case, which discourages their use when K is known.
More results on error propagation is given in Fig. 4.20, which focuses on the perturbation
analysis of Model 2 applied to the transmission data obtained form a 100% oxygenated
capillary on a model eye. This figure shows how the error tends to increase with lower
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Figure 4.19: Error propagation under a 1% perturbation. (a) Maintaining K as a fitting parameter.
The three models tend to overlap, being Model 3 (Yellow) the one represented on top. (b) Introducing
K as a known parameter, the same used to generate the corresponding transmission profile. In this
case Model 1 (Red) and Model 3 (Yellow) overlap, being Model 3 the one represented over Model 1.
contrast. The wavelengths with less sensitivity to errors with decreasing contrast were 571
nm, 599 nm and 567 nm. The reason why the previous assumptions are not confirmed by
Fig. 4.20 is that Model 2 is more complex than Eq. 4.23, meaning that they might respond
differently to perturbations.
The model eye experiment was also performed by adding a scattering layer made of
Parafilm on the model eye lens. The model optimisation produced contrast reduction values
of K > 0.9 and oxygenations >150% for all samples. Fig. 4.20 (a) shows how for K = 0.9
the error in oxygenation can achieve values >100%, which supports the results shown in this
experiment.
Finally, the perturbation analysis was performed by modelling the transmission of a ves-
sel on a human retina, which was expected to produce different results than in a model
because of the higher impact of the backscattered component compared with the model eye,
in which single-pass is the main contribution to the vessel intensity. This analysis was not
performed due to the impossibility of measuring the retinal vessel oxygenations with an
independent device which would serve as a reference oxygenation. However, a blood trans-
mission profile was generated using Model 2 and X1 = 1, X2 = 1, X3 = 0.01, X4 = 0.1,
OS = 1, D = 150µm as parameters. Delori’s fundus reflectance[5] was used. A set of con-
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Figure 4.20: Oxygenation error propagation for Eq. 4.21 using transmission data from a 100%
oxygenated capillary on a model eye. Obtained from adding 1% error in transmission.
trast reductions from 0 to 0.9 in 0.1 steps was used to generate the set of transmissions and
finally a 1% perturbation was added to each wavelength independently. The results of the
optimisation process for Model 2 are shown in Fig. 4.21. This figure shows that perturba-
tions are expected to produce larger errors in the isosbestic and quasi-isosbestic wavelengths
when is compared with the perturbation analysis on model eye under low contrast conditions.
As is shown in the following sections, fitting to retinal vessels tends to produce values of K
between 0.4 and 0.8, so high errors in OS are to be expected.
Figure 4.21: Oxygenation error propagation for Eq. 4.21 when the fundus reflectance is introduced.
The conclusion of this section is that Models 1 and 3 perform poorly when K is a known
parameter and that they are not able to find the correct K when it is treated as a fitting
parameter. In terms of recovering the correct OS, the three models perform similarly when K
is a fitting parameter. In terms of comparing the error propagation between a model eye and
a human retina, the analysis were shown to produce different results mainly to the different
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pathlength contributions, being single pass higher for a model eye and backscattered higher
on a human retinal in the range of wavelengths used in this thesis.
4.6 Retinal oximetry algorithm
The physical models shown in the previous section are complex in terms of free variables
to be fit. A model with too many variables, even if is overdetermined, can provide differ-
ent solutions for the parameters when similar input transmissions are introduced. Another
issue is that these models are only simplifications of how light is propagated, scattered and
absorbed in the eye and the use of models that are too simple might produce less accurate
results.
This section shows how to calculate the vessel diameter, so one variable is fixed on the
model, how to calculate the vessel transmission, and finally an algorithm based on a set of
physiological assumptions in order to increase the stability of the oximetric measurements
along the vessel.
4.6.1 Vessel size
Measuring the vessel calibre is important for oximetry since it is one of the parameters
involved in the Beer-Lambert law. Vessel diameter is a significant parameter for assessing
blood flow autoregulation in retinal vessels under hypoxic conditions[57, 63] because they
tend to modify their diameter in order to allow changes in blood flow and compensate oxygen
supply.
Vessel diameter can be measured by means of OCT[140], which showed high correlation
(r = 0.9812) between width and vertical diameter. However, this technique was not avail-
able, so it had to be performed over the captured spectral images using an intensity-based
technique.
To accurately measure the vessel diameter, an existing method based in Image-J for men-
ingeal vessels measurements[123], and tested in retinal vessels[141], was implemented in
Matlab. An example of how the algorithm works is shown is Fig. 4.22. Although this tech-
nique only measures depth, previous research using OCT[140] shows that is safe to assume
that width and vertical length have similar dimensions.
As a first step, an intensity section across the vessel is extracted (Fig. 4.22(a)). This
profile is then processed in the following method (shown in Fig. 4.22(b)):
1. Find the left and right reference (background, green and purple crosses) values and
positions and the minimum vessel intensity (blue circle). The minimum positions are
obtained from a Gaussian filtered profile (red profile), which tends to be more accurate
in terms of locating the minimum. These positions provide the minimum intensity
value in the raw vessel profile (black profile) (Fig. 4.22(b)).
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2. The average between the reference and the minimum intensity values provides a first
estimation of the vessel intensity on its boundaries. This intensity value is used to find
the vessel boundaries by finding the vessel positions corresponding to these intensities.
3. A linear fit is applied to each estimated boundary on step 2. For this purpose, 4 in-
tensity values are added to each side of the estimated boundary. These intensity values
correspond to adjacent vessel intensities. The fits are shown in green in Fig. 4.22(b).
4. The positions where the linear fits cross the raw interpolated intensity profile are the
accurate vessel boundaries, which are represented as red and yellow circles in Fig.
4.22(b).
5. The vessel boundaries found in point 4 are the vessel diameter. Since we are working
with an interpolated vessel profile, it is necessary to identify their corresponding pixels
in the registered spectral 3-D cube.
This vessel-calibre algorithm calculates the thickness of the blood column in pixels,
which is necessary to translate to microns or centimetres.
The magnification of the retinal system was first evaluated using a model eye (Fig. 2.20)
with a f = 22mm lens, filled with water and a 1.3mm thickness piece of black-painted steel
as a reference. From the image size, the estimated magnification of the system was M = 0.67
when a FoV of 50◦ was used. Eyes are expected to have different axial length, refractive
errors and corneal curvatures. In order to estimate the magnification introduced by the eye,
these parameters should be known, either by keratometry or ultrasonography[124] or using
OCT[142]. In this research these techniques were not available, instead, all the subjects were
assumed to have 22mm of axial length, the same of the used model eye. Adjustments from
subject to subject were possible by using the refractive error of the eye[124], which is usually
known by the subjects. In this case, the system-eye magnification is expressed as[124]:
M = k (D+A) , (4.27)
where k is a calibration constant found from the camera magnification, D is the dioptre for a
f = 22mm eye and A is the refractive error of the subject’s eye.
This algorithm was successfully applied for collaboration at the measurement of ves-
sel thickness (in pixels) under acute mild induced hypoxia, showing an increase in vessel
diameter, suggesting an autoregulatory response to hypoxia[63].
4.6.2 Vessel transmission
Traditionally, the minimum vessel intensity can be obtained either by identifying the min-
imum value of the intensity profile[57] or by fitting a parabolic function. These two methods
should be capable of bypassing the effect of specular reflections over vessels. Simulations of
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Figure 4.22: (a) Model eye image with a cross-section (blue line) over a blood-filled capillary. (b)
Vessel intensity profile (black line), highlighting the points involved in the vessel size algorithm. The
results of the algorithm are the left and right vessel boundary. The position of the minimum vessel
intensity is easily obtained from a filtered (red line) version of the raw intensity profile.
a cylindrical vessel, of 150µm, 100% oxygenated blood, assuming single pass and constant
reflectance (Fig. 4.23) show that the transmission profile across the vessel becomes flatter at
higher absorptions, making a parabolic function unsuitable for these cases.
In this section, a parabolic function, a hyperGaussian and an exponential approach are
used as vessel fitting functions. The exponential approach fits an exponential to each side of
the vessel, from the detected vessel boundaries to the detected minimum:
y = l+Ae((((x−d)/w)
2)n), (4.28)
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Figure 4.23: Theoretical transmission across a 150µm diameter vessel at 100% oxygenation, assum-
ing only single pass.
yle f t = a10(−x/b)+ k, (4.29)
yrigth = a10((x−r)/b)+ k, (4.30)
where l, A, d, w and n fitting parameters for the hyperGaussian (Eq. 4.28) and k, a, r and b
fitting parameters for the exponential model (Eqs. 4.29 and 4.30). The idea behind Eq. 4.29
and Eq. 4.30 is that if one side of the vessel is poorly defined due to noise, reflections or
tissue, the other half is used to determine the minimum intensity, while the hyperGaussian
fit would produce a poor fit (Fig. 4.25).
The three models were tested with profiles obtained with a blood filled quartz capillary
and then for retinal vessels. First, using a model eye, the different fits showed how a para-
bolic function tended to underestimate the intensity of the shorter wavelengths since they
tend to produce flatter profiles in the centre of the vessel (Fig. 4.24(a)). In terms of trans-
mission, Fig. 4.24(b) shows how the transmission from hyperGaussian and exponential fits
differed in a 16% while the parabolic and the exponential differed in an average of 99% in
transmission. In terms of goodness of the fit on the vessel, the results on Table 4.1 showed
that the exponential fit (Eq. 4.29 and Eq. 4.30) adjusted better to the raw data.
In the case of the retina, a vein with a strong central reflection (Fig. 4.25(a)) was selected
and the same procedure as in the model eye capillary was followed. In this case, the vessel
transmission profiles obtained with the three methods showed different behaviours in the
short wavelengths, as seen in Fig. 4.25(b). This differences in the obtained transmission are
4.6. Retinal oximetry algorithm 127
Interpolated Vessel Section
0 1000 2000 3000 4000 5000
In
te
n
s
it
y
 (
a
.u
.)
×10
4
0.5
1
1.5
2
2.5
3
560 nm
Interpolated Vessel Section
0 1000 2000 3000 4000 5000
In
te
n
s
it
y
 (
a
.u
.)
×10
4
1
1.5
2
2.5
3
599 nm
Raw Data
Background Fit
Left Exponential Vessel Fit
Parabolic Fit
HyperGaussian Fit
Wavelength (nm)
560 570 580 590 600
T
ra
n
s
m
is
s
io
n
0
0.2
0.4
0.6
0.8
1
Exponential Vessel Fit
Parabolic Fit
HyperGaussian Fit
(a)
(b)
Right Exponential Vessel Fit
Figure 4.24: Blood filled quartz capillary section analysis. (a) Intensity profiles with the different
section fit. The profiles tend to overlap, being the Exponential Fit on top of the others, which shows
a good fit of the three methods. (b) Transmission profiles obtained from the fits on (a).
r2 (560nm) r2 (599nm)
Exponential Fit 0.997 0.9975
HyperGaussian Fit 0.996 0.9951
Parabolic Fit 0.9578 0.9903
Table 4.1: Goodness of fit displayed by fitting a hyperGaussian, an exponential and a parabola to a
vessel intensity profile in a model eye.
produced by the central reflection on the short wavelengths, which is not visible in the long
wavelengths (Fig. 4.25(a)). In terms of goodness of fit, the r2 values on Table 4.2 showed
how the exponential fit provided a better vessel fit, and it was able to produce a better vessel
minimum estimate than the other two methods when specular reflections were present.
Ideally, specular reflections should be removed by using cross-polarisation, but as seen
in Fig. 4.25(a), the reflection was only attenuated, not eliminated. Another explanation to
this effect could be that RBCs are aligned and change their shape to more ellipsoidal under
flow conditions, which increases reflected light by the cells at the 560 nm range[143].
This section compared different methods to fit a vessel intensity profile to extract the
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r2 (560nm) r2 (599nm)
Exponential Fit 0.9041 0.9958
HyperGaussian Fit 0.594 0.9158
Parabolic Fit 0.5267 0.9074
Table 4.2: Goodness of fit displayed by fitting a hyperGaussian, an exponential and a parabola to a
vessel intensity profile in a human eye.
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Figure 4.25: Retinal vein section analysis. (a) Intensity profiles with the different section fit at 560
nm and 599 nm. (b) Transmission profiles obtained from the fits on (a).
transmission. The conclusion was that using an exponential fit to each side of the vessel in-
tensity profile produced more accurate result in retinal vessels than more traditional methods
such as fitting a parabola or a hyperGaussian. The lack of accuracy is specially critical in the
short range of the IRIS wavelengths, where specular reflections are more relevant than in the
long range of wavelengths.
4.6.3 Oximetry algorithm
On the previous sections, the diameter was eliminated as a free parameter and the vessel
transmission was calculated as accurately as possible. Even with these improvements, Model
1 (Eq. 4.20), Model 2 (Eq. 4.21) and Model 3 (Eq. 4.22) have 6, 7 and 5 fitting variables
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respectively. These variables can have dependencies among them, and error propagation
can produce considerable errors in the retrieved OS. This means that the oximetry applied
along a vessel can be highly unstable. To introduce stability along the vessel and minimise
interactions between the different variables, an algorithm was developed for retinal oximetry
(Algorithm 4.1). The curve fitting of the model to the transmission data was performed by a
non-linear least square optimisation built-in Matlab. To reduce the chances of finding a local
minimum, a global solver was used. In this case, the global solver was a Matlab function that
generated a certain number of starting points for the non-linear least square optimisation to
solve. For our models, 10 starting points were selected, since it was a good balance between
accuracy and computing time.
This algorithm uses the full potential of IRIS 8 wavelengths and a set or physiological
assumptions applied in different steps (Algorithm 4.1) :
1. As a pre-step, the diameter, transmission and fundus reflectance along the vessel are
smoothed by using a moving average of 10 pixels. By doing so, noise and systematic
errors are reduced.
2. The physical models are fit to the transmissions along the vessel, including the ob-
tained data for the diameter and fundus reflectance. After the results are generated, the
following assumptions are applied:
• c is assumed to be constant along the analysed vessel as long as no branches
occur in the analysed length. Mass conservation makes this assumption to be
highly reliable because without branches there is no added or subtracted blood
in the analysed vessels. The algorithm calculates c for each vessel independ-
ently, without assuming that it is equal in all retinal vessels. Due to flow rate
distributions between parent and child vessels and the viscosity of blood, the
haematocrit concentration can differ between vessels, especially between large
and small vessels[144, 145]. The difference in haematocrit between parent and
child branches is produced by a phenomenon known as plasma skimming: A
child branch is fed by the periphery of the parent vessel, which is usually poor in
RBCs, so the branching capillary has a lower haematocrit. However, depending
of the flow conditions, haematocrit can increase in the branching capillaries[144].
• OS is assumed constant along the vessel. Analysed vessels tend to be below 3
mm long and larger than 40µm. Oxygen delivery occurs in the microvasculature,
where RBCs are aligned flowing through the vessel and these vessels cannot be
resolved by our current imaging system. Along retinal vessels, gradients have
not been observed in the typical vessel length analysed in this research[146, 147].
However, this assumption might be invalid in cases where arteries and veins are
adjacent due to a counter-current mechanism in which oxygen diffuses from ar-
teries to adjacent veins[118].
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• K is assumed constant. For healthy subjects, the contrast reduction from scattered
light by the cornea, vitreous and retina is considered uniform. This assumption
should be reviewed on patients with cataracts since the contrast reduction might
not be uniform[148].
3. Keeping c, OS and K constant, the physical models are fit again to the transmission
along the vessel. This step finds the variations of the other parameters along the vessel.
Pigmentation and non-uniformities from the choroid might change pathlengths contri-
butions in different parts of the vessel. Vessel sections over the optic disc might show
different parameter values since the reflectance of the optic disc and other regions of
the retina are different. The calculated parameters are smoothed by calculating the
running average of 10 sections to increase stability.
Regarding the pathlengths in Eq. 4.21, the condition X1 +X2 +X3 +X4 = 1 should
be satisfied. The implementation of this condition resulted in long computing times
using a global solver, with an average of one day per vessel section. The use of this
condition was unfeasible, since the collected retinal data contained 150 vessels with
an average of ∼ 100 vessel sections. To speed up the solver no relation was imposed
between the pathlengths. In principle, the other two models would not require such
extra conditions.
4. Keeping c and OS constant, including X1, X2, X3 and X4 along the vessel, local vari-
ations on K along the vessel are calculated. This might be useful in cases when the
vessel is deeper in the retina, although is unlikely to occur in retinal vessels. However,
it is useful for other non-retinal oximetry applications where exposed vessels change
in depth, having regions with more tissue over them.
5. Finally, the oxygenation OS is found along the vessel by using the previously found
values for the other parameters.
With the application of the algorithm shown above (summarized in Algorithm 4.1 in the
following page), the number of free parameters is reduced in each step, eliminating possible
dependencies among them.
The free parameters for Model 1, Model 2 and Model 3 are limited by lower and upper
boundaries. For Model 1, S, n, and s have limits 0 and 1[78]. For Model 2, X1 and X2 have
limits 0 and 1[79], X3 has limits 0 and 0.13 while X4 has limits 0 and 0.7[51]. For Model 3,
Ts has limits 0 and 10 while χ has limits 0 and 2[79]. The upper limit for Ts is not limited
under backscattered conditions but is not expected to be higher than 10. On the side of the
common parameters, OS has limits -1 to 2 to take into account error propagation (Fig. 4.20
and Fig. 4.21), c has limits 0 and 11 ·10−3mole/litre, and K has limits 0 and 1.
This section has described the necessary assumptions and steps to follow in order to
increase stability and accuracy on retinal oximetry. The implementation of this algorithm
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Algorithm 4.1 Retinal Oximetry Algorithm for Eq. 4.21. The same procedure is followed
with the other two models using their own variables.
was then tested in a blood transmission data obtained from a model eye and human retinas
4.7 Model validation
The retinal algorithm developed was first tested using a fundus camera interfaced with IRIS
as shown in Fig. 4.1 on Section 4.1 and a model eye (Fig. 2.20, Section 2.3). A set of 16
blood samples were imaged using this system. Blood was flowed at 5 mm/s through a 150µm
inner-diameter FEP tubing (Fig. 4.26). Defibrinated horse blood with 39% haematocrit
was deoxygenated using sodium dithionite and the oxygenation measured with a blood gas
analyser (BGA).
Once the IRIS images were registered, the vessels tracked, the diameter measured and
the transmission calculated, the retinal oximetry algorithm (Algorithm 4.1) was applied for
Model 1, Model 2 and Model 3. A constant 99% reflectance was used to simulate the Spec-
tralon background.
Fig. 4.27 shows the OS calculated for each physical model and a linear fit to the cor-
responding physical model. The results from the linear fit are shown on Table 4.3, where it
is seen that Model 3 had the lowest performance with an oxygenation standard deviation of
42±17% when compared with the OS measured by a blood gas analyser and a r2 = 0.5019.
On the other hand, Models 2 and 3 showed similar behaviours.
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Figure 4.26: Registered IRIS image at 560 nm of a blood filled 150µm tubing, indicating the flow in
red and the analysed tubing region in green.
Oxygenation Standard Deviation (%) Linear Fit r2
Model 1 42±17% y = 0.3841x−32.67 0.5019
Model 2 1.3±0.4% y = 1.174x−23.59 0.9438
Model 3 1.4±0.4% y = 1.169x−24.02 0.9411
Table 4.3: Standard deviation, fit and goodness of fit of each model applied to the measured data with
a model eye.
From these results, it can be concluded that Model 2 and Model 3 are equivalent in
results for data obtained on a model eye, while the results from using Model 1 have high
spread per vessel and performs poorly in terms of measuring the mean OS. Following these
results, Model 2 and 3 showed the best performance in a model eye, meaning that they were
good candidates for performing retinal oximetry because they represent more accurately the
physical behaviour of light in a model eye, and hence, in a human eye.
The condition X1+X2+X3+X4 = 1 for Model 2 was not implemented and the oximetry
results matched the ones obtained by using Model 3, which does not require any similar
condition. This shows that the pathlength contribution for Model 2 do not need any extra
conditions apart from the imposed upper and lower boundaries.
A common characteristic of the results for Model 2 and Model 3 was an underestimation
in the calculated OS with deoxygenation. The deoxygenation of blood was performed using
sodium dithionite, which has the side effect of increasing the osmolarity of the solution. The
osmolarity of a solution is expressed as:
O =∑
i
ϕiniCi osmol/L, (4.31)
where ϕthe osmotic coefficient (ϕ = 1 means 100% dissociation), n is the number of particles
into which the substance dissociates and C is the molar concentration of the solute. The
osmolarity units are osmol/L, where osmol is the number of solute moles contributing on the
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Figure 4.27: Eight wavelengths algorithm oxygenation results for Model 1 (Eq. 4.20), Model 2 (Eq.
4.21) and Model 3 (Eq. 4.22) compared with the values obtained using a Blood Gas Analyser (BGA).
Includes a linear fit to the calculated OS.
osmotic pressure of a solution. In our case, sodium dithionite Na2S2O4 has a molar mass
of 174.107 g/mol and dissociates into 2Na and 2S2O4, which makes n = 4. ϕ was assumed
to be equal to one. In order to completely deoxygenated whole blood, a concentration of
C = 3 mg/L was required. Using Eq. 4.31 with the previously specified parameters produced
an osmolarity of O = 69 mosmol/L, where mosmol stands for milliosmols. The added sodium
dithionite then increased the osmolarity of the solution, which in return was added to the
own whole blood osmolarity, which is around 300 mosmol/L[149]. A change in the osmolarity
of blood means that the haemoglobin concentration in RBCs is modified, thus modifying the
absorption and scattering properties of blood[149].
This section shows how in our case the osmolarity increased due to the addition of so-
dium dithionite, producing an increase in the scattering and absorption coefficients. Since an
osmolarity increase was not taken into account in our model, the non-linear squares fit un-
derestimated the OS of the sample. In order to avoid osmolarity effects in the future, blood
oxygenation should be controlled by using gases such as CO2, O2 and N2[150].
4.8 Application to in vivo retinal oximetry
After applying the algorithm to data obtained from a model eye, the next step was to test
IRIS and the algorithm with human retinas. Nine young healthy subjects volunteered, with
an average age of 28± 5 years. This study was approved by Heriot-Watt University Eth-
ics Committee. All procedures were performed according to the Tenets of declaration of
Helsinki. The volunteer consent form and additional information can be found in Appendix
D. Their pupils were dilated using tropicamide 0.5% eye drops and then the retina was im-
aged with a commercial fundus camera interfaced with IRIS (Fig. 4.1). In order to as-
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sess the ability of our system to detect oxygen changes in the retina, the subjects were im-
aged under different systemic oxygenations conditions, more specifically, 5 data sets were
taken: normoxia-hypoxia-normoxia-hypoxia-normoxia. Hypoxia was achieved using a hyp-
oxia generator (Everest Summit II Hypoxic Generator, Hypoxico Inc., New York, U.S.) by
reducing the oxygen partial pressure. Systemic OS was monitored using a finger pulse oxi-
meter (Biox 3740 Pulse Oximeter, Ohmeda). The response of different subjects to the same
oxygen partial pressure was found to differ in terms of measured oxygenation by the pulse
oximeter. In order to minimise disparities between subjects, oxygen partial pressure was
varied between 21% and 15% in order to induce a 5 minutes long hypoxic state of 85±3%
systemic oxygen saturation. After 5 minutes being hypoxic, it was considered that retinal
arteries had the same average OS displayed by the pulse oximeter. After hypoxia, subjects
were left to achieve normoxia for 10 minutes and the hypoxia-normoxia process was re-
peated once more. The 9 subjects had different eye pigmentation, as shown in Fig. 4.10. An
average of 22 vessels (11 arteries and veins) per subject were tracked and analysed.
Exclusion criteria were applied to reject problematic vessels or regions:
1. Vessels towards the edges of the image were rejected since some bands suffered vign-
etting introduced by the filter plate.
2. Vessel sections which crossed paths with other vessels were ignored. The vessel dia-
meter in these regions did not provide reliable results. Oxygen diffusion between close
vessels can occur, so it is better to consider the vessel before and after the crossing as
different vessels.
3. Vessels smaller than 4 pixels or ∼ 62µm were rejected. Aliasing, high transmission,
low contrast and noise made them unreliable in terms of extracting information.
4. Vessel sections separated by fewer than 4 pixels were rejected. This is due to the pos-
sibility of having OS diffusion between them in those regions, but mainly because the
algorithms to extract the vessel profile, diameter and transmission tended to produce
wrong results in these vessel sections. Adjacent vessels appeared in the obtained ves-
sel section, interfering with the background and vessel profile fit to calculate the vessel
diameter and transmission.
4.8.1 Independent Component Analysis (ICA)
Prior to the application of the oximetry algorithm, it is informative to do an Independent
Components Analysis (ICA) on the retrieved optical densities for all subjects with 2 and 8
wavelengths. This would allow assessing the performance of both methods only by spectral
methods, rather than by fitting the data to physical models.
The transmission of the tracked vessels was calculated, which was then calculated as
OD, creating a 3-D matrix in which x was the distance along the vessel in pixels, y was the
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vessel number and z was the 8 IRIS wavelengths. Using ENVI, ICA was applied to each 3-D
cube of each subject for the eight and two wavelengths cases. The two selected wavelengths
were 571 nm and 599 nm, which are the standard used in retinal oximetry. The output
components of the ICA analysis was fixed at two since no more than two spectral components
have a main role in blood absorbance. These two components would be oxyhaemoglobin
and deoxyhaemoglobin and their variance along the vessels provided a metric of variability
along the vessel. The stability of the measurement was compared by calculating the standard
deviation for each vessel and then each retina. The standard deviation of the ICA components
for nine subjects are displayed in Fig. 4.28, showing a decrease in standard deviation for 8
wavelengths when compared with 2 wavelengths. Considering the nine subjects, there is
a 13% standard deviation reduction for the first ICA component and a 10% reduction in
standard deviation for the second ICA component. ICA results show that along vessels,
8 wavelengths provides more stability than 2 wavelengths. In this case, the improvement
in stability might be due to having 8 points representing the spectral signature rather than
only 2 points, which could be more sensitive to errors. On the other hand, repeating the
measurement several times using two wavelengths would reduce this sensitivity to errors
and might provide a similar enhancement as using 8 wavelengths.
Figure 4.28: Retinal vessels ICA standard deviation of the first and second ICA components, with
the subjects sorted from lower to higher pigmentation.
4.8.2 Eight-wavelength retinal oximetry algorithm
The retinal algorithm (Algorithm 4.1) was applied to data obtained from 9 subjects with
a range of pigmentations (Fig. 4.10) using Model 1 (Eq. 4.20), Model 2 (Eq. 4.21) and
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Model 3 (Eq. 4.22) (Equations shown on Subsection 4.5.2). Two-wavelength oximetry was
performed using Eq. 1.8 (Section 1.3), setting the OS thresholds to 96% and 54% for arteries
and veins respectively[59].
The oximetric maps obtained from each of the above-mentioned models are shown in
Appendix A, including their corresponding tabulated data with the mean OS for arteries and
veins and the mean of the standard deviation of each vessel. An example of an oximetry map
is shown here in Fig. 4.29, including the vessel number on Fig. 4.29(a).
Figure 4.29: Subject 5 OS maps from different models at normoxia (98% OS, pulse oximeter). (a)
Model 1 (Eq. 4.20). (b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) two-wavelengths oximetry
(Eq. 1.8).
The performance of the models was assessed in terms of the mean OS values of all ret-
inas for the normoxia-hypoxia-normoxia-hypoxia-normoxia sequence considering first the
standard deviation of the mean OS of the individual vessels (Fig. 4.30(a)) and then the mean
standard deviation of the OS along the individual vessels (Fig. 4.30(b)).
Fig. 4.30(a) shows the mean OS of all vessels, separated in arteries and veins. The
error bars in this figure corresponds to the standard deviation of the mean oxygenation of
all vessels, so it represents the distribution of vessel oxygenations of all subjects. Model 1,
Model 2, Model 3 and two-wavelengths oximetry had a standard deviation of∼ 17%,∼ 13%,
∼ 20% and ∼ 4% OS respectively (Fig. 4.30(a)). These values were calculated by first
averaging the oxygenation along the vessels of all subjects and then calculating the standard
deviation of all the oxygenations. This shows that two-wavelengths oximetry had the lowest
variability between vessels and subjects, mainly due to its calibration-based and linear nature,
which tends to constrain the calculated OS. From the three calibration-free methods, Model 2
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Figure 4.30: Oximetry-model comparison of the normoxia-hypoxia-normoxia-hypoxia-normoxia se-
quence. (a) Mean OS and standard deviation of the mean oxygenation of all vessels, showing the
distribution of mean vessel oxygenations found in all subjects. (b) Mean OS and mean of the standard
deviation of the oxygenation along the vessels of all subjects, showing how stable are the oximetry
measurements along the vessels.
presented the best performance, while Model 3 showed the highest variability of mean vessel
oxygenations. The main difference between Model 2 and Model 3 when applied on a model
eye (Fig. 4.27) and on human retinas (Fig. 4.30) is that Model 3 is a simplification of Model
3 and it is meant to work in conditions where either the backscattered or the double pass are
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neglected, while Model 3 considers all three contributions to the vessel transmission (single
pass, double pass, backscattered)[79].
Fig. 4.30(b) shows the mean OS of all vessels and the error bars correspond to the
mean of the standard deviation of the oxygenation along all the vessels, so it represents how
stable is the oxygen calculation along the vessels. Model 1, Model 2, Model 3 and two-
wavelengths oximetry had a mean standard deviation of the oxygenation along vessels of
∼ 55%, ∼ 3%, ∼ 7% and ∼ 5% OS respectively, where Model 2 had the lowest standard
deviation, having a 2% OS reduction of variability along vessels when compared with two-
wavelengths oximetry. These values were obtained by first calculating the standard deviation
of the oxygenation along all the vessels of all subjects, and then calculating the average of
these values.
The four models were also compared using the mean OS (Fig. 4.30) where the results
from two-wavelength oximetry were used as a reference. In this context, Model 1 produced
OS values below 60% for arteries and below 0% for veins, which are abnormally low. At
this point, Model 1 had been demonstrated to produce low OS and high OS variability in
vessels, so it was excluded from any future analysis. Table 4.4 shows a summary of the main
oxygenation features for the three remaining models, including the mean OS and standard
deviation for arteries and veins, the arteriovenous difference (A-V) under hypoxia and nor-
moxia conditions, and finally the OS difference between normoxia and hypoxia for arteries
and veins.
Table 4.4 shows Model 2 and Model 3 having oxygenations on arteries higher than the
oxygenations found using two-wavelengths oximetry under normoxia and hypoxia condi-
tions, while OS on veins is below the two-wavelength oximetry reference. However, in
terms of detecting a change in OS, Model 2 and Model 3 seemed to perform better than
two-wavelengths oximetry. During the experiment, measured systemic OS with the pulse
oximeter was 97.7±0.9% under normoxia and 84.3±1.5% under hypoxia conditions, mean-
ing a difference of 12±2% OS on arteries between normoxia and hypoxia conditions. The
information displayed on Table 4.4 shows an oxygenation change of 5.4± 1.5% for two-
wavelengths oximetry, while Model 2 and Model 3 show an OS difference of 10.5± 5.3%
and 11.8± 4.7% respectively, where these values were closer to the measured oxygenation
via the pulse oximeter. Evaluation of venular OS changes with an external reference (not
retinal oximetry) was not possible since the pulse oximeter measures only arterial systemic
OS.
When Model 2 (Eq. 4.21) and Model 3 (Eq. 4.22) were compared, the second one
produced higher OS for arteries: 120.1±2.8%(Model 3) > 108.3±2.0%(Model 2), on nor-
moxia conditions. For veins, The second model produced lower OS than the first model:
17.1±5.1%(Model 3) < 32.3±3.5%(Model 2). Although the obtained OS for Model 2 was
18.8% and 32.3% off compared with the two-wavelengths reference for arteries and veins
respectively, they are closer than the obtained oxygenations from Model 3, which means that
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Model 2 produced the most precise oximetric values of the three proposed calibration-free
models.
Regarding the arteriovenous difference, two-wavelength oximetry showed oxygenation
differences of 25±1.7% for normoxia and 20.4±2.1% for hypoxia. Previous studies using
two-wavelengths oximetry with subjects breathing a fixed O2 showed that the difference re-
mains approximately constant[63, 151]. The performed experiment on this chapter used 9
subjects under different O2 concentrations in order to make the subjects hypoxic at approx-
imately the same systemic oxygenation. An experiment with a higher number of subjects
will be required in order to obtain more reliable data about the arteriovenous difference. The
difference in methodology might also explain why the OS change on veins between nor-
moxia and hypoxia is 1.5± 5.2% for Model 2, 1.7± 9.2% for Model 3 and 0.8± 1.9% for
two-wavelength oximetry (Table 4.4). According to the literature[151], the induced OS dif-
ference between normoxia and hypoxia on veins by breathing 10% O2 should be 18±22%
and 28±7% for arteries. Other authors[63] report 8.3±3.5% and 8.2±2.6% oxygenation
difference for veins and arteries respectively using different imaging systems but applying
the same methodology and breathing 15% O2.
Oxygen Saturation Model 2 Model 3
Two-wavelength
oximetry
Arteries
108.3±2.0% 120.1±2.8% 89.5±0.7%
Normoxia
Veins
32.3±3.5% 17.1±5.1% 64.5±1.5%
Normoxia
Arteries
97.8±4.9% 108.3±3.8% 84.1±1.3%
Hypoxia
Veins
30.8±3.9% 15.4±7.7% 63.7±1.2%
Hypoxia
A-V
76±4% 103±6% 25±1.7%
Normoxia
A-V
67±6% 92.9±8.5% 20.4±2.1%
Hypoxia
Arteries
10.5±5.3% 11.8±4.7% 5.4±1.5%
N-H
Veins
1.5±5.2% 1.7±9.2% 0.8±1.9%
N-H
Table 4.4: OS for subjects under normoxia and hypoxia conditions, arteriovenous difference (A-V)
and normoxia-hypoxia difference (N-H) for arteries and veins.
The oximetric calculations displayed in this section shows that Model 2 performs better
than Model 3 in terms of stability along the vessel and mean OS. When Model 2 was com-
pared with two-wavelength oximetry, the first one produced values above 100% for arteries,
which can be explained by error propagation, while veins tend to produce values around 30%
oxygenation, below the average 54% defined in the literature[59]. Model 2 also had a higher
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standard deviation of OS on veins and arteries (∼ 13% OS) than two-wavelengths oximetry
(∼ 4% OS). However, one advantage of Model 2 over two-wavelength oximetry was a lowest
oxygenation standard deviation along vessels, being ∼ 3% in front of the ∼ 5% produced by
the calibration-based model.
Regarding the OS obtained with two-wavelengths oximetry, the mean oxygenation
for arteries on normoxia was OS = 89.5± 0.7% while the pulse oximeter showed OS =
97.7± 0.9%. Two-wavelengths oximetry performed with the same optical system showed
OS = 98.5± 1.6% while the pulse oximeter showed OS = 98.6± 0.7% in a previous
research[63], showing an similar behaviour between both values. In the latest case, stricter
exclusion criteria were applied, among them the elimination of vessels with high background
reflectance variations, which yielded the highest errors in oximetry. In additions, vessels with
a thickness below 12 pixels were also rejected. In this thesis, under a more relaxed exclusion
criteria, two-wavelength oximetry showed a mismatch of 8.25% oxygenation between the
calculated and measured with the pulse oximeter. However, Model 2 also showed a mis-
match, in this case of 9.7% OS. This thesis wanted to show the superior performance of
calibration-free oximetry under conditions usually excluded from analysis in other research
such as the above mentioned. This has been shown with the arteriovenous difference and the
stability of the vessels. Some examples of performance along vessels are shown in the next
section.
4.8.2.1 Oximetry stability along vessels
Further stability analysis was performed by plotting the OS results for Model 2 (Eq. 4.21),
two-wavelengths oximetry (Eq. 1.8) and the transmission along the vessel. 571 nm was used
to plot the transmission, in order to discard any oxygenation-sensitive effects on the trans-
mission. This comparison allowed assessing how the different methods deal with changes in
background reflectance, proximity to other vessels or long vessels. Long vessels can cross
different parts of the retina with different melanin concentrations and different choroidal
structure (non-homogeneous background), so they can be subjected to artificial OS variations
along them.
Subsection 4.6.3 introduced the retinal algorithm used in this chapter. This algorithm
(Algorithm 4.1) assumes the oxygenation to be constant in the second step, which could
artificially lead to an increase in oxygenation stability along the vessel. This step is based
on the assumption that changes in oxygenation should not happen in the typical length of
the analysed vessels, which are below 3mm[146, 147]. However, the last step of the retinal
algorithm solves the oximetry models for the oxygen saturation along the vessel by fixing all
the parameters previously found. This last step should account for any oxygenation changes
along the vessels. In addition, when the three physical models are compared in Fig. 4.30(b),
it can be observed that the forcing the oxygenation to be constant in the second step of the
algorithm does not stabilise the final oxygenation obtained from the algorithm for Model 1.
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This effect is better represented in Fig. 4.29 where the retinal algorithm produces results
with different stabilities along the vessels because the models are solved for OS along with
the vessels in the last step.
To check the oximetry stability along vessels, three vessels of different subjects were
selected: vessel 19 of subject 2 (Fig. A.2) for the change on background, since it passes
from the optic disc to the retina; vessel 12 of subject 5 (Fig. A.5), a vein which passes ∼ 3
pixels away from an artery; vessel 9 of subject 7 (Fig. A.7), which was the longest vessel
processed with 207 pixels (∼ 3.2mm).
Fig. 4.31(a) shows the results for vessel 19 of subject 2 (Fig. A.2). In this artery,
the standard deviation of the transmission at 571 nm was 8.2%. The vessel transmission
increased when it changed from the optic disc to the retina. This might be due to an increase
in the X3 backscattered component as obtained from Model 2, which was 0.0009± 0.0015
over the optic disc, and increased to 0.0064±0.0015 over the retina. The oxygenation values
from two-wavelength oximetry had a standard deviation of 7.3% along the vessel, with a
clear increase in oxygenation in the region where the change from optic disc to retina occurs
(Fig. 4.31(a)). Model 2 shows a lower variation along the vessel with a standard deviation of
5.1% and with no apparent relation to changes in transmission. In the case of using Model
2 on a pixel based method, the oxygenation standard deviation was 19.94% and was clearly
affected by the transition from optic disc to retinal tissue.
Fig. 4.31(b) shows the results for vessel 12 of subject 5 (Fig. A.5). The transmission
of this vein had a standard deviation of 5.2%. These variations might be due to changes
in the choroid and pigmentation. Two-wavelengths oximetry shows a variation of 5.1% in
oxygenation, while for Model 2 is 1.9%. In the case of using Model 2 on a pixel based
method the oxygenation standard deviation was 23.81%.
Fig. 4.31(c) shows the results for vessel 9 of subject 7 (Fig. A.7). The transmission of
this artery had a standard deviation of 5%, while two-wavelengths oximetry and Model 2 had
3.2% and 0.6% standard deviation on OS respectively. In the case of using Model 2 without
on a pixel based method the oxygenation standard deviation was 36.37%.
The plots in Fig. 4.31 show a higher variability along vessels for two-wavelengths oxi-
metry than for Model 2. As stated before, the eight-wavelength retinal oximetry algorithm
for all nine subjects presented a mean oxygenation standard deviation of ∼ 3%, while it was
∼ 5% for two-wavelengths oximetry. Considering the 150 processed vessels of all 9 sub-
jects, 86% of the vessels had lower oxygenation standard deviation with the retinal oximetry
algorithm than the mean oxygenation standard deviation of all vessels for two-wavelengths
oximetry (∼ 5%). This figure also shows the need of using the retinal algorithm rather than
applying Model 2 directly to the transmission data. In the latest case, the mean OS stand-
ard deviation along vessels was ∼ 25.19%, which shows larger variability than the ∼ 3%
achieved when the retinal algorithm was applied.
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Figure 4.31: Oximetry stability along vessels for Model 2 (Eq. 4.21) applying the retinal algorithm
(blue), two wavelengths oximetry (Eq. 1.8)(red) and Model 2 applying it on a pixel based system
(yellow). Includes the vessel transmission at 571 nm (purple). (a) Subject 2, vessel 19 (Fig. A.2)
corresponds to an artery which analysed path passes from the optic disc to the retinal tissue. (b)
Subject 5, vessel 12 (Fig. A.5) corresponds to a vein which contains regions ∼ 3 pixels away from an
artery. (c) Subject 7, vessel 9 (Fig. A.7) corresponds to the longest processed vessel on all subjects,
with 207 pixels long, which corresponds to ∼ 3.2mm.
4.8.2.2 Oximetry parameters relation with vessel diameter
On two-wavelengths oximetry, it has been observed a relation of decreasing OS with in-
creasing diameter[58]. This might be produced by Eq. 1.8 not including spectral bandwidth
effects. The vessel thickness or pathlength does not cancel on the ODR when the spectral
bandwidth is introduced.
In the case of 8 wavelengths oximetry, the use of a physical model which includes the dia-
meter and spectral bandwidth should remove any systematic errors. In this section, possible
relations of K, c and OS on Model 2 (Eq. 4.21) were analysed against vessel diameter. The
pathlength contributions were not analysed since it is not possible to discriminate between
them from an intensity map and might not produce reliable results. The results were analysed
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by showing the mean value of K, c and OS with diameter for each vessel and subject under
the first normoxia sample.
Fig. 4.32 shows a scatter plot with the mean contrast reduction of all analysed vessels
of all subjects versus diameter and the corresponding linear fit to the whole data. The mean
contrast reduction calculated for all vessels and subjects was K = 0.42±0.05. The linear fit
was y =−0.003x+0.7 with r2 = 0.2711. Although the r2 was low, there was an increase of
K with small diameters. This effect might be due to the larger thickness of the inner limiter
membrane (ILM) over thinner vessels. This added tissue would increase light scattering and
reduce the contrast. OCT images obtained by other groups suggest that this could be the
case[140, 152, 153], since thinner vessels are deeper on the ILM, while on larger vessels the
ILM is thinner.
Figure 4.32: Contrast reduction K behaviour with diameter per subject and the linear fit to all sub-
jects.
In terms of haemoglobin concentration, Fig. 4.33 shows little to no effect and the spread
of the concentration values was likely to be an artefact from the algorithm.
Regarding the OS, vessels were separated between arteries (Fig. 4.34(a)) and veins (Fig.
4.34(b)) and then analysed in function of their diameter. The linear fit for arteries was y =
0.3x+83 and with r2 = 0.0536, while for veins fit was y =−0.17x+46, with r2 = 0.0642.
Both show a small trend, but the r2 was small enough to be considered negligible, so the
diameter would not have an effect on the calculated OS.
4.9 Conclusions and future work
This chapter has shown the application of the modified IRIS to retinal oximetry. First,
it was shown the need of correctly using the spectral transmission function of the system
(bandwidth and illumination) and the subject’s own fundus reflectance to minimise errors.
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Figure 4.33: Haemoglobin concentration behaviour with diameter per subject.
Figure 4.34: Oxygenation behaviour with diameter per subject and the linear fit to all subjects. (a)
Arteries. (b) Veins.
Secondly, a modification of existing physical models was applied in order to take into ac-
count contrast reduction from ocular scattering. The introduction of contrast reduction in the
model increased the error sensitivity of OS with small perturbations on transmission, espe-
cially under medium contrast conditions such as the eye. Errors in transmission were reduced
by fitting an exponential function to each side of the vessel, rather than using more conven-
tional methods such as fitting a parabola. Finally, an eight-wavelength oximetry algorithm
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was developed by introducing physiologically feasible assumptions in order to reduce oxy-
genation variability along vessels. A 10% increase in the stability of the OS calculation was
first found by means of an Independent Components Analysis using 8 wavelengths when
compared with two-wavelengths oximetry.
In the case of the oximetry algorithm, three calibration-free models were used: Model
1 (Eq. 4.20), Model 2 (Eq. 4.21) and Model 3 (Eq. 4.22). The results showed Model 1
underestimating the OS and having a mean standard deviation of ∼ 55% oxygenation along
vessels, which might be mainly due to the lack of considering backscattered light. Model
3 showed an oxygenation standard deviation of ∼ 7%, still larger than the ∼ 5% for two-
wavelengths oximetry, but tended to overestimate OS in arteries and underestimate it on
veins. The behaviour of this model might be due to the fact that is a simplification of a
more complex model, which was designed to be used with systems such as a cSLO, in
which the pathlengths contributions on vessels can be controlled. Finally, Model 2 showed
an oxygenation standard deviation of ∼ 3%, smaller than the obtained with two-wavelength
oximetry.
In terms of comparing the change in OS for arteries between normoxia and hypoxia,
Model 2 and Model 3 showed 10.5±5.3% and 11.8±4.7% respectively, which was within
the 12± 2% oxygenation measured by the pulse oximeter. These two models performed
better than two-wavelengths oximetry, which showed an oxygenation difference of 5.4±
1.5% between normoxia and hypoxia for arteries.
Error propagation was an important issue since in general the algorithm calculated a
contrast reduction of K = 0.42±0.05. Under these conditions errors higher than 20% were
to be expected for small errors in transmission, and as it has been shown, the used physical
models tended to produce errors of this magnitude (see Appendix A). In the future, error
propagation could be reduced by improving the vessel characterisation and reducing the
dimensionality of the problem or by increasing the contrast by computational means.
In terms of improving the vessel characterisation, the implementation of an OCT system
would allow measuring vessel thickness with better accuracy, since from retinal images it
is only possible to measure the width, not the depth of the vessel. An OCT system would
also eliminate the need of estimating the eye magnification, which is dependent on the axial
length and refractive error of the eye.
The use of structured illumination would eliminate the backscattered component, which
would reduce the need of estimating the fundus reflectance and the associated errors. Fur-
thermore, a better control over the pathlengths would allow reducing the dimensionality of
the problem, increasing the stability and accuracy of the calculations.
The retinal algorithm was adapted to perform oximetry on two collaboration projects.
The first one performed in vivo oximetry of rats dorsal spinal cord vasculature under different
inspired oxygen concentration air. Since the imaged medium was less complex than retinal
tissue, oximetric results showed physiologically feasible values (below 100%) and showed a
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good response to changes on inspired O2. Oximetry showed values of 67.8±10.4% OS for
21% O2 and 29.2± 24.6% OS for 15% O2[154]. The involved authors on this work were:
Marieke A. van der Putten1, Lewis E. Mackenzie1, Javier Fernandez Ramos1, Roshni De-
sai2, Andrew L. Davies2, Kenneth J. Smith2 and Andrew R. Harvey1. In the future it will
be applied to rat dorsal spinal cord vasculature in order to assess the role of hypoxia in dis-
eases such as multiple sclerosis and rheumatoid arthritis. The second collaboration project
in which the algorithm was applied was performed by Marieke A. van der Putten1 on mice
tendon microvasculature to assess hypoxia on autoimmune diseases such as rheumatoid arth-
ritis. In this system, only single pass intervenes for vessel transmission, which simplifies the
physical model and improves oximetric results, without producing values higher than 100%
oxygenation. Preliminary results showed a decrease in oxygen saturation in the diseased
model mice.
1School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
2Department of Neuroinflammation, University College London Institute of Neurology, London, United
Kingdom
Chapter 5
Conclusions
5.1 Summary of thesis
This work has shown the improvement of IRIS as a snapshot multispectral imaging device
and its application to oximetry.
Chapter 1 describes existing imaging multispectral devices, from scanning to snapshot
devices, providing special emphasis on the latter. IRIS is then introduced and its advantages
over other techniques such as CTIS or CASSI are explained. Among the advantages, the
most relevant are the 100% light transmission of polarised light, no need of inversion for the
3-D cube recovery, offering high SNR and its compactness. This chapter briefly introduces
some spectral analysis techniques such as Independent Components Analysis and Linear
Spectral Unmixing. The chapter then continues with a review of retinal oximetry. It includes
the basics of oximetry, starting with a brief description of the Beer-Lambert law and the
spectral behaviour of blood at different oxygenations. Several calibration-based methods to
calculate oxygen saturation from the optical density of retinal vessels are described. Then
calibration-free methods developed by other groups are described. The chapter then finishes
with a review of oximetry applied to red blood cells, which includes techniques such as
Raman spectrography, photoacoustics, OCT and two-wavelength oximetry.
Chapter 2 describes the inherent issues of IRIS and how they are solved. The main
problem of IRIS is the existence of spectral side lobes, which contaminates the spectrum and
the spatial information from PSF smearing introduced by the dispersion of the Wollaston
prisms. The sidelobes are removed with the implementation of individual filter tiles in front
of the detector array. The sidelobe removal allows accurate image registration and spectral
characterisation of chromophores.
Chapter 3 describes the application of the modified IRIS to video-rate oximetry of red
blood cell. First, the image registration technique used is described, which improves the
subpixel accuracy when compared with previous image registration methods. Second, it de-
scribes the experimental system and sample preparation, which includes the use of a cell
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chamber and a PLL-coated microscope cover slide. Finally, a linear spectral unmixing tech-
nique is applied to the recorded videos of deoxygenating red blood cells in order to recover
the deoxygenation process. The same technique is applied to blood samples deoxygenated
to a determined oxygen saturation. The results show a measurement repeatibility below 1%
during the oxygenated and deoxygenated states in the recorded video.
Chapter 4 finally applies the improved IRIS to retinal oximetry. In order to do so, first,
several factors such as bandwidth, fundus reflectance, and illumination are analysed in or-
der to assess their correct application and the consequences of not doing it correctly. The
second part includes the introduction of ocular scattering in existing calibration-free phys-
ical models, including error perturbation analysis in order to assess the effect of 1% error
on transmission on the calculated oxygen saturation. An algorithm is developed to increase
stability on the oxygen saturation calculations and reduce the possible relations and depend-
encies between the fitting parameters of the calibration-free physical models. After applying
the algorithm to data obtained from blood on a model eye and on human retinas, oximetry
performance was improved in terms of stability along vessels of one of the calibration-free
compared to the two-wavelength oximetry model. However, error propagation introduces an
overestimation of the oxygen saturation, producing values above 100% oxygenation.
5.2 Conclusions and future work
This thesis has shown how with the elimination of spectral side lobes on IRIS it is possible
to perform oximetry of RBCs in vitro and of human retinal vessels. However, the results
for retinal vessels only showed better performance than other techniques in terms of oxy-
gen saturation stability along vessels. The spectral improvement allowed a better spectral
characterisation of different substances. When it was applied to oximetry, the recovered 3-D
cube provided a spectrally accurate transmission of blood, which in return allowed the use of
physical models to extract the oxygen saturation from blood transmission without the need
for calibration. The retrieval of oxygen saturation of blood can be used as a tool to detect and
treat hypoxia and gain further knowledge of diseases in which hypoxia is developed. Some
examples of diseases in which hypoxia is developed are diabetes[9], tumour hypoxia[10],
glaucoma[11], sickle cell anaemia[12], Alzheimer’s disease[13] and multiple sclerosis[14].
The introduction of the filter plate using a 3-D printed holder increased the versatility of
IRIS since the filters can be swap and changed in order to select multiple wavelengths of the
free spectral range of IRIS, limited only by the illumination source. This opens the use of
IRIS to other spectral imaging applications.
The application of IRIS to RBC oximetry yielded accurate and precise oxygen saturation
values. Oximetry on single RBCs has been performed using OCT[87] with the introduction
of a corrective factor. Another optical technique measured the mass of oxy and deoxyhaemo-
globin at two wavelengths in order to calculate the oxygen saturation, but it also required a
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corrective factor[96]. Finally, photoacoustics allowed measurement of the oxygenation of
single RBCs in vivo[91], but with no subcellular resolution and with high data averaging to
obtain a good oxygen saturation characterisation. On the other hand, IRIS allowed subcellu-
lar resolution, with standard deviations of ∼ 10% for single RBCs and no need of corrective
factors thanks to the use of spectral references (endmembers) to calculate the oxygen satur-
ation. Another important result was the stability of the measurement during the oxygenated
and deoxygenated states, which were 1.17% and 0.88% oxygenation for the oxy- and deoxy-
genated cases for the single cell, and 0.66% and 0.56% for the oxygenated and deoxygenated
regions on the whole sample. In theory, it should have been possible to observe subcellular
oxygen saturation changes, but it was not possible due to the timescales for deoxygenation
being faster than the camera framerate and the ability to change oxygenation in a controlled
way. This can be easily solved by using a camera with a higher frame rate. In the future,
the filter plate will combine a set of filters in the blue region of the spectrum and another
set in the red in order to be able to perform oximetry on individual RBCs and in the mi-
crovasculature simultaneously. Future work will include the use of a 16-bit and high frame
rate camera, which would allow higher oxygenation resolution and capturing oxygen release
and uptake by RBCs. It is also recommended to do a test of the system using microbeads
or artificial RBCs[100] to characterise defocus effects, which would then allow analysing
defocused RBCs. Finally, implementing OCT[107] would give relevant information about
the RBC shape. Knowing the shape of the RBC would allow taking into account different
thickness and orientations of the RBCs, which would in return increase the accuracy of the
method. The use of this technique in vivo would require imaging in the 410-450 nm range of
the spectrum since it is where haemoglobin has its maximum absorption and it would be pos-
sible to distinguish individual RBCs from surrounding tissue. However, high light scattering
from tissue means that in can be applied where there is little or no tissue over the vessels such
as nailfold capillaroscopy[115]. RBC oximetry could also be performed in the microvascu-
lature below the skin using microendoscopes, which would be minimally invasive. These
two approaches could be proved useful to monitor oxygen saturation in the microvascu-
lature, which can be disrupted by diabetes. Microendoscopes can be used in animals models
to study diseases such as multiple sclerosis[14]. This approach is being currently developed
by Marieke A. van der Putten1. This technique could be applied to RBCs in retinal vessels
using adaptive optics[155] since regular fundus cameras do not achieve cellular resolution.
IRIS was applied to retinal oximetry thanks to the development of a retinal oximetry al-
gorithm. The implementation of the contrast reduction and the use of the retinal algorithm
allowed the reduction of the oxygenation standard deviation on vessels from ∼ 5% on two-
wavelengths oximetry to ∼ 3%, which means that the retrieved oxygen saturation along
vessels was more stable using the retinal algorithm than two-wavelengths oximetry. This
oxygenation vessel stability was better in 86% of the 150 analysed vessels when eight-
1School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
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wavelength oximetry was compared with two-wavelength oximetry. However, the retinal
oximetry algorithm produced oxygenation values higher than 100% for arteries at normoxia
and hypoxia. In the retinal testing, three calibration-free models were tested and compared
with two-wavelength oximetry. Model 1 considered wavelength-dependent and wavelength-
independent scattering but did not consider multiple paths of lights on vessels. Model 2
considered single and double pass and backscattered light from blood. Finally, Model 3 was
a simplification of Model 2 done by assuming that backscattered light or double pass events
can be neglected. Model 3 is expected to perform better under controlled illumination con-
ditions such as using a cSLO. Models 1 and 2 were shown to be too simple or inadequate for
8 wavelengths retinal oximetry performed with a fundus camera, since Model 1 had stand-
ard deviations of up to 50%, and Model 2 tended to overestimate (and underestimate for
veins) the oxygenation for arteries with mean values higher than 120%. Model 3 (Eq. 4.21)
produced more stable results thanks to considering the contributions of multiple light path-
lengths, which the other two models did not consider or were approximations. Model 3 also
tended to overestimate oxygenation with values higher than 100%. This overestimation was
mainly due to error propagation from the model, which was quite sensitive to small perturb-
ations in transmission for medium contrast situations such as in retinal vessels. In the future,
the contrast could be enhanced computationally which would reduce the loss of contrast and
error propagation. Another problem is the different light pathlengths involved in the retinal
vessel transmission. The contribution of these pathlengths have been shown in the past to
vary for different vessel diameter and pigmentation conditions[71, 72] and it is not possible
to know the contributions of each pathlength from an image obtained using a fundus cam-
era. However, light pathlengths in retinal vessels can be controlled using a cSLO[82], which
would reduce the dimensionality of the models and increase accuracy. Regarding the control
of the pathlengths in a conventional fundus camera, it could be achieved using structured
illumination, which would be used to shadow the retinal vessels while the rest of the retina
is illuminated. This could be performed by introducing a spatial light modulator (SLM) in
the illumination path of a fundus camera. The method would require an initial snapshot of
the retina, which would be used to generate a binary mask of the retina after segmenting
the vessels. This mask would be introduced in the SLM and projected over the retina. Real-
time translation and rotation transformation would be required to match the projected pattern
with the retina. With the retinal vessels being shadowed, the only contribution to the vessel
transmission would be single pass, which would simplify the physical models and eliminate
any possible compensation effects between pathlengths contributions when the models are
solved. With an increase in contrast and a reduction in dimensionality, the retinal oximetry
algorithm would improve its reliability and it would be closer to being an effective clinical
tool.
The validation of the retinal oximetry algorithm on a model eye produced a linear be-
haviour, with r2 = 0.9411, however, it underestimated oxygen saturation values when com-
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pared with the measured values with a BGA, mainly due to an increase in osmolarity by the
added sodium dithionite. In the future, a system using nitrogen should be implemented in
order to deoxygenate blood.
The application of IRIS to measure oxygen diffusion between two laminar flows in a flow
cell resulted in invalid results (Appendix B). Although laminar flow such as the observed in
retinal vessels was replicated, faults in the flow cell design produced higher oxygen diffusion
results and even reoxygenation of a flow composed only of deoxygenated blood. The reason
behind this was the use of PDMS, which has an oxygen diffusion coefficient comparable in
magnitude to that of haemoglobin. In the future it is recommended to coat the channels with
PTFE, to manufacture a flows cell completely of PTFE or glass, or 3-D print a flow cell with
a material such as PLA, which has a low oxygen diffusion coefficient.
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Appendix A
Oximetry Results
A.1 Subject 1
Two-wavelengths oximetry calibration OS = 112.13−80.82∗ODR.
Figure A.1: Subject 1 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.2. Subject 2 169
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
95% 85% 96% 83% 97%
Oximeter
Model 1
A 114±2% 93±1% 111±2% 100±1% 108±2%
V 18±3% 24±3% 15±2% 21±3% 21±3%
Model 2
A 62±77% 65±65% 67±83% 84±60% 46±80%
V −48±23% −36±32% −38±30% −30±30% −30±30%
Model 3
A 141±5% 122±5% 130±3% 125±5% 128±4%
V −32±15% −10±10% −7±7% −6±9% −4±7%
Two-wavelengths A 91±3% 88±3% 93±3% 89±3% 93±5%
oximetry V 61±5% 65±4% 65±4% 67±5% 68±4%
Table A.1: Subject 1 mean OS and mean standard deviation.
A.2 Subject 2
Two-wavelengths oximetry calibration OS = 99.01−69.46∗ODR.
Figure A.2: Subject 2 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.3. Subject 3 170
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
99% 87% 98% 86% 99%
Oximeter
Model 1
A 97±3% 79±3% 93±2% 89±3% 91±3%
V 22±2% 22±2% 27±3% 34±2% 10±2%
Model 2
A 35±68% 18±62% 29±64% 21±65% 21±66%
V −36±30% −25±39% −23±32% −23±36% −42±28%
Model 3
A 95±5% 82±6% 94±6% 90±6% 93±5%
V −6±9% 11±11% 3±10% 7±8% −12±8%
Two-wavelengths A 88±4% 85±5% 88±4% 85±4% 88±5%
oximetry V 59±3% 61±3% 62±3% 61±3% 62±3%
Table A.2: Subject 2 mean OS and mean standard deviation.
A.3 Subject 3
Two-wavelengths oximetry calibration OS = 122.36−91.12∗ODR.
Figure A.3: Subject 3 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.4. Subject 4 171
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
98% 83% 98% 83% 98%
Oximeter
Model 1
A 100±1% 85±1% 107±1% 82±2% 115±2%
V 3±2% 4±3% 2±3% 5±3% 24±3%
Model 2
A 79±81% 64±68% 58±85% 27±71% 23±77%
V −26±23% −25±29% −26±27% −22±27% −44±40%
Model 3
A 139±4% 128±11% 136±4% 98±4% 146±8%
V −12±6% −8±10% −6±10% 0±6% 16±15%
Two-wavelengths A 96±4% 90±3% 99±5% 92±2% 99±7%
oximetry V 67±5% 67±5% 72±5% 71±5% 71±5%
Table A.3: Subject 3 mean OS and mean standard deviation.
A.4 Subject 4
Two-wavelengths oximetry calibration OS = 101.79−77.53∗ODR.
Figure A.4: Subject 4 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.5. Subject 5 172
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
98% 83% 98% 85% 97%
Oximeter
Model 1
A 103±3% 98±2% 114±3% 110±3% 112±3%
V 25±3% 27±3% 32±2% 46±3% 50±2%
Model 2
A 43±74% 45±73% 52±73% 33±76% 26±84%
V −33±30% −33±28% −31±36% −17±42% −9±40%
Model 3
A 116±6% 109±15% 122±10% 127±8% 119±7%
V −6±8% −13±9% −10±11% 16±12% −20±8%
Two-wavelengths A 88±7% 80±7% 87±10% 83±10% 87±7%
oximetry V 61±4% 59±4% 60±4% 59±4% 59±5%
Table A.4: Subject 4 mean OS and mean standard deviation.
A.5 Subject 5
Two-wavelengths oximetry calibration OS = 105.42−90.1∗ODR.
Figure A.5: Subject 5 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.6. Subject 6 173
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
98% 85% 98% 82% 98%
Oximeter
Model 1
A 112±2% 113±2% 107±2% 104±2% 120±2%
V 50±3% 56±3% 55±2% 50±3% 62±3%
Model 2
A 67±78% 57±90% 67±83% 55±79% 55±86%
V 16±41% 15±44% 30±47% 11±53% 30±43%
Model 3
A 132±4% 143±4% 142±4% 125±4% 143±4%
V 49±5% 47±11% 67±6% 53±5% 63±7%
Two-wavelengths A 86±4% 82±4% 86±4% 80±4% 87±4%
oximetry V 65±5% 62±6% 65±6% 64±6% 63±5%
Table A.5: Subject 5 mean OS and mean standard deviation.
A.6 Subject 6
Two-wavelengths oximetry calibration OS = 102.74−75.02∗ODR.
Figure A.6: Subject 6 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.7. Subject 7 174
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
98% 85% 98% 85% 99%
Oximeter
Model 1
A 113±2% 100±2% 113±3% 94±3% 107±2%
V 31±3% 26±4% 29±3% 33±3% 42±2%
Model 2
A 48±67% 23±65% 54±66% 31±63% 31±65%
V −16±39% −19±41% −17±43% −24±41% −13±40%
Model 3
A 117±4% 106±5% 123±5% 95±4% 108±4%
V 21±7% 18±7% 18±8% 20±8% 27±6%
Two-wavelengths A 92±3% 90±3% 93±4% 87±2% 90±3%
oximetry V 69±4% 68±3% 68±3% 69±3% 70±4%
Table A.6: Subject 6 mean OS and mean standard deviation.
A.7 Subject 7
Two-wavelengths oximetry calibration OS = 97.89−69.52∗ODR.
Figure A.7: Subject 7 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.8. Subject 8 175
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
96% 84% 97% 87% 97%
Oximeter
Model 1
A 128±4% 116±6% 123±5% 111±6% 117±5%
V 28±4% 22±4% 45±3% 23±4% 40±3%
Model 2
A 58±66% 44±70% 53±70% 40±64% 53±62%
V −22±40% −31±37% 0±52% −23±37% −3±40%
Model 3
A 125±11% 112±18% 126±12% 104±18% 113±8%
V 13±7% 9±7% 44±18% 8±7% 22±7%
Two-wavelengths A 91±11% 84±5% 90±6% 85±7% 90±6%
oximetry V 60±4% 59±3% 60±4% 59±4% 63±5%
Table A.7: Subject 7 mean OS and mean standard deviation.
A.8 Subject 8
Two-wavelengths oximetry calibration OS = 101.63−87.43∗ODR.
Figure A.8: Subject 8 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.9. Subject 9 176
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
98% 84% 98% 85% 98%
Oximeter
Model 1
A 107±4% 97±3% 108±4% 90±3% 107±4%
V 40±4% 37±3% 37±4% 32±4% 43±4%
Model 2
A 38±69% 30±66% 47±71% 22±69% 44±68%
V −17±43% −14±41% −15±41% −21±42% −17±46%
Model 3
A 107±4% 102±5% 121±5% 97±5% 112±5%
V 25±5% 19±7% 25±7% 21±6% 30±7%
Two-wavelengths A 87±8% 80±7% 89±8% 81±7% 88±9%
oximetry V 65±6% 62±6% 67±6% 65±6% 70±5%
Table A.8: Subject 8 mean OS and mean standard deviation.
A.9 Subject 9
Two-wavelengths oximetry calibration OS = 106.7−87.7∗ODR.
Figure A.9: Subject 9 OS maps from different models at the first normoxia: (a) Model 1 (Eq. 4.20).
(b) Model 2 (Eq. 4.21). (c) Model 3 (Eq. 4.22). (d) Two-wavelengths oximetry (Eq. 1.8).
A.9. Subject 9 177
Arteries(A)/Veins(V) Normoxia Hypoxia Normoxia Hypoxia Normoxia
Pulse
98% 82% 99% 83% 98%
Oximeter
Model 1
A 95±2% 112±2% 106±2% 85±2% 106±2%
V 51±3% 40±8% 39±4% 48±4% 48±4%
Model 2
A 59±61% 45±79% 49±74% 47±68% 62±65%
V 2±50% −15±41% 3±45% 4±58% −16±45%
Model 3
A 107±5% 110±4% 107±4% 103±5% 108±4%
V 50±4% 29±8% 34±5% 55±4% 45±5%
Two-wavelengths A 85±4% 73±5% 81±4% 79±4% 85±4%
oximetry V 68±4% 62±5% 64±4% 66±4% 69±5%
Table A.9: Subject 9 mean OS and mean standard deviation.
Appendix B
Oximetry in microchannels under
laminar flow conditions
Summary: This chapter describes how blood shows a laminar flow beha-
viour on retinal vessels. This can affect oximetry in the sense that two merging
veins can have different OS and they do not mix together due to laminar flow
conditions. However, oxygen is expected to diffuse between both flows. In this
chapter, we attempted to replicate this effect in a PDMS microchannel in or-
der to estimate oxygen diffusion between to blood streams under laminar flow
conditions and to understand the possible consequences on retinal oximetry.
B.1 Introduction
During the 2014 Birmingham Oximetry Workshop David Bragason1 presented model and
preliminary data[156] on how oxygen gradients occur in retinal veins under laminar flow
conditions. Laminar flow in retinal vessels is possible due to low Reynolds number (Re <
1[157]) and can be observed during fluorescein angiogram, where due to high Peclet number
(ratio between advection rate and diffusion rate), fluorescein does not diffuse. Laminar flow
in retinal vessels means that if two veins with different OS join, the two created streams
keep their oxygenation downstream, with oxygen slowly diffusing. According to Bragason’s
model and oximetric preliminary data, laminar flow with different OS is particularly relevant
when veins from the macula join other veins. The macula is a highly metabolic active region
of the eye, due to the high concentration of cones and rods. Because of this, most of its
oxygen needs are supplied by the choroid, meaning that it consumes less oxygen from retinal
vessels than other retinal regions.
Working in collaboration with David Bragason and Laurence Brewer2 it was decided to
1Ophthalmology, University of Iceland/Landspitali University Hospital, Reykjavik, Iceland
2SUPA Advanced Fellow, School of Physics and Astronomy, University of Glasgow
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simulate in vitro the conditions of a vein confluence in order to provide further proof and
insight on the phenomena.
B.2 Experimental system and methods
For this experiment, we used the same microscope-IRIS with a 40x 0.75NA microscope ob-
jective system and the LSU data analysis explained in Chapter 3. For the in vitro simulation,
a flow cell was designed by Laurence Brewer and manufactured on PDMS by Marc Rodrig-
uez3 (Fig. B.1). The flow cell had two channels, one 100µm wide and the other 50µm wide
that joined each other forming a common channel that was 100µm wide. The depth of the
channels was 40µm and the length of the flow cell was approximately 30mm. The flow
cell was 5 mm thick. To simulate the behaviour of retinal vessels and vessel branches, the
channel should have followed Murray’s law[158, 159], but at the moment of the design this
was not considered:
r3p = r
3
d1 + r
3
d2, (B.1)
where rp is the radius of the parent branch, and rdi is the radius of the daughter branch i. Eq.
B.1 relates the radii of the daughter branches to the radii of the parent vessel. This expression
represents Murray’s law and is derived from the assumption that flow in vessels occurs with
the minimum possible work in terms of a fluid suffering from drag and the required energy
to maintain the tissue and blood volume involved in the flow.
For this chapter, Eq. B.1 is relevant because if the radii relation is not satisfied, the
volumetric flow of the daughter branches will be modified when they join. In these circum-
stances, the assumed relative velocity between the two streams will be different, producing
unreliable results in terms of oxygen diffusion between both flows.
Figure B.1: PDMS flow cell. 30 mm long with two channels of 50 μm and 100 μm width joining at
10 mm in a 100 μm width channel. All the channels had a depth of 40 μm. The main channel included
a 30 mm scale in steps of 1 mm.
3WestCHEM, School of Chemistry, University of Glasgow, University Avenue, Glasgow G12 8QQ, UK
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To simulate the flow, a KDS270 syringe pump (KD Scientific, US) was used. Two 5
ml syringes were connected to the flow cell by means of polytetrafluoroethylene (PTFE)
tubing of 150µm inner diameter to the two input ports of the flow cell (Fig. B.1, left ports).
Blood velocity in retinal vessels can vary from 0.24mms−1[104] for the smaller vessels to
13.5mms−1[160] for larger vessels. In our case, we chose 7mms−1 as an intermediate case
for our 100 μm channel, which produced a 100µlhour−1 flow. 100% oxygenated (BGA
measured) defibrinated horse blood flowed through the 50 μm while 0% oxygenated horse
blood (deoxygenated with sodium dithionite and checked with BGA) flowed through the 100
μm channel. Using a microscope with a 40x and 0.75 NA objective did not allow capturing
the whole channel length. The calculated FoV from the imaged IRIS wavebands was 822×
515 pixels, which considering the Zyla pixel size of 6.5 μm, the 0.25x demagnification from
the SLR lenses and 40x magnification from the microscope objective translates into a FoV of
534×335µm. A 20x objective would have provided a larger field of view, but he interface
between the two flows would have contained less pixels. The importance of having more
pixels in the interface is that it provides a better characterisation of the oxygen diffusion
between the two flows.
In order to capture the whole flow behaviour on the channel, images were recorded at 10
mm, 12 mm, 15 mm, 17 mm, 20 mm, 22 mm, 25 mm, 27 mm and 30 mm along the channel,
where 10 mm was the position where both channels merge. An example of OD generated
maps are shown in Fig. B.2, where 560 nm, 591 nm and 599 nm were more transmissive for
oxygenated blood while at 576 nm and 580 nm there is an inversion and deoxygenated blood
transmits more light. 567 nm, 571 and 586 nm have an apparent isosbestic behaviour.
Figure B.2: OD map of the flow channel at the junction, showing the characteristic behaviour of
100% an 0% oxygenated blood with wavelength.
Once an image was obtained, a second image of the adjacent region to the channel was
recorded to be used as background. The images along the channel were then divided by their
corresponding background and the − log10 was applied in order to obtain the optical density
of the channel.
OD =− log10
(
IChannel
IBackground
)
, (B.2)
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where IChannel is the intensity on the channel and IBackground is the intensity on the back-
ground. This procedure is the same used in Chapter 3, using Eq. 3.1 to calculate the optical
densities. The endmembers (Fig. B.3(a)) were taken at the position 10 mm (Fig. B.3(b)),
where the channels merged. The oxyhaemoglobin and deoxyhaemoglobin endmembers were
obtained from the 100% and 0% OS channels before they joined in the main channel to avoid
possible interactions between them.
Figure B.3: (a) Endmembers used for the LSU analysis of the flow cell. (b) Selected ROIs for the
endmember collection.
As in Subsection 3.8.1, the SNR can be calculated using Eq. 3.7 by considering that
the noise is 0.005 OD, which corresponds to the standard deviation of the highlighted back-
ground on Fig. B.3(b). Once this value is obtained, the SNR is calculated as the ratio of the
OD of blood on the channel and the background noise.
SNR(λ ) =
ODChannel (λ )
SD(background)
, (B.3)
where OD100% (λ ) is the mean optical density of the 100% oxygenated channel (red in Fig.
B.3) and SD(background) is the standard deviation of the background (yellow in Fig. B.3).
Table B.1 shows the SNR calculated with Eq. B.3 for the OD signal of oxygenated blood at
L = 10mm in this experiment. At 576 nm a SNR of 82 is achieved, this being the highest of
all IRIS wavelengths. In general, the SNR is high, although it could be problematic in the
591 nm and 599 nm since a 40µm thickness blood column is still highly transparent on this
wavelength regime. On Chapter 3, the calculated SNR for a single RBC (Table 3.1) ranged
from a maximum 9 to a minimum of 0.014, which introduced significant variations and errors
in the calculated oxygenation. In the case of the microchannel, a blood thickness of 40µm
is expected to produce a better absorption signal than a single RBC. This improved signal is
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shown on Table B.1, with a maximum SNR of 82 and a minimum of 16. The relevance of
these values is that noise is expected to produce minimal errors on the performed oximetry.
Wavelength (nm) Optical Density SNR
560 0.28 56
567 0.32 64
571 0.35 70
576 0.41 82
580 0.37 74
586 0.25 50
591 0.12 25
599 0.08 16
Table B.1: SNR of the flow cell signal considering the Optical Density of the oxyhaemoglobin end-
member and a noise of 0.005 OD.
Once the endmembers were obtained, a Linear Spectral Unmixing (LSU) was applied
in order to detect background, edges, oxyhaemoglobin and deoxyhaemoglobin. Then a
threshold was applied in order to reject pixels belonging to background and edges, which
tend to have = 1 abundance of these endmembers. The remaining pixels belonged to blood
on the channels and were used to calculate the OS using Eq. 3.6.
B.3 Results
The results of the oxygen saturation map on the flow cell are shown in Fig. B.4. The OS
maps show how the deoxygenated channel shifts to purple, which corresponds to∼ 50% OS.
The OS change is better characterised in the form of histograms, in which is shown how the
deoxygenated channel OS peak (maximum pixel abundance) shifted from -3% to 49%, while
the peak of the oxygenated channel changed only from 96% to 94% OS from the junction to
the end of the channel.
Once the OS values were generated and after analysing Fig. B.4, it was clear that oxygen
diffusion was not following the expected behaviour. Although there was diffusion, it was
expected that both channels would shift to 50% in approximately equal terms along the
channel due to oxygen diffusion from the 100% to the 0% OS channel. The behaviour of
Fig. B.4 was later on identified as a side effect of oxygen diffusion through the PDMS
channel, which acted as an active source of oxygen to the blood on the channels. More
details about this effect are explained on Section B.4.
Although the behaviour was not the expected, Fig. B.4 still showed oxygen diffusion.
The next step was to characterise the OS gradient between both channels along the flow cell
and adjust our data to a macroscopic diffusion model. The used model was Fick’s law[161,
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Figure B.4: OS map and pixel histogram along the flow channel. The sequence shows how the deoxy-
genated channel reoxygenates with distance until reaching approximately 50% OS at L = 30mm.
162]:
C (x, t) =
C0
2
[
er f c
(
x
(4Dt)1/2
)]
, (B.4)
where C is the concentration in distance and time, C0 the initial concentration, er f c the error
function, x the distance in one dimension, t the time and D the diffusion coefficient.
In our case, the interface between both flows was not always at the same value of x so a
constant had to be added to the x variable. In addition, an OS offset in the 0% channel might
be introduced from the LSU analysis (Fig. B.4), so an additive constant was added. Due to
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these reasons, Eq. B.4 was modified so it could be adjusted to our data:
OS (x,y) =
1
2a
er f c
(
x−b(
4D yv
)1/2
)
+ c, (B.5)
where OS is the oxygen saturation across x and along y on the channel, a, b, and c are fitting
parameters, D is the oxygen diffusion coefficient and yv = t, being v the blood velocity and y
the position along the channel in mm. y = 0mm corresponds to the position L = 10mm on
the flow channel scale. This equation was fitted to find a, b, D and c.
From the OS maps on Fig. B.4, 170 pixels profiles were taken across the channel and
along the FoV, being the channel ∼ 180 pixels wide. The deoxygenated stream on Fig. B.4
became thinner than the oxygenated stream along the channel, so from the centre of the
channel,∼ 90 pixels belonged to the oxygenated flow while∼ 80 were for the deoxygenated
one.
Once the OS profiles were obtained, Eq. B.5 was fitted individually to each profile on
each picture, each picture having a mean of 376 section profiles, excluding the images at
L = 10mm (image at the confluence) and L = 30mm (end of the channel and beginning of
the output port) , which had 144 and 120 cross-sections respectively. Once the fits were
obtained, they were averaged for each channel position, obtaining a total of 9 curves, one per
picture. Finally, in order to obtain the oxygen diffusion coefficient, the 9 curves were again
fitted to Eq. B.5 (Fig. B.5(a)). These fits gave back the value for the oxygen diffusion D,
which is shown on Fig. B.5(b). The value goes from D = 4.97×10−5 cm2s−1 at y = 0mm
, to D = 2.39× 10−7 cm2s−1 at y = 10mm and D = 9.91× 10−8 cm2s−1 at y = 20mm.
According to the literature[161], the oxygen diffusion coefficient of whole blood is:
D = (1.98−0.0085H)×10−5cm2/s, (B.6)
where H is the haematocrit. In this case, H = 40%, which using Eq. B.6 produces
D = 1.9766× 10−5cm2/s. In addition to the fact that the diffusion coefficient should not
change along the channel, the values are too small in all the points with the exception of the
confluence of both channels.
Fig. B.5(a) shows again how the OS on the oxygenated channel remains constant, while
only the OS on the deoxygenated channel changes from ~0% to ~50%. As previously stated,
the expected behaviour was that both flows would reach an oxygenation equilibrium by the
end of the channel. This effect was produced by the own oxygen diffusion of the PDMS
microchannel (more details on Section B.4).
In order to provide a more robust analysis, the process was repeated using the gradient of
the OS map. As in the first step, the cross-sections of each OS image was fitted to Eq. B.5,
and the results were averaged along each image, obtaining a total of 9 oxygenation diffusion
curves. The gradient of these curves was performed and then fitted to the derivative of Eq.
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Figure B.5: (a) Mean OS cross-section and fit model (Eq. B.5) for the 9 positions along the flow
channel. The fit model (Red) overlaps the mean profile (Blue) in every point, so the mean profile is
not distinguishable from the fit model. (b) Diffusion coefficient extracted from fits along the channel.
B.5 (Fig. B.6(a)). This partial derivative[162], has only three fit parameters, a, D and b, in
B.4. Errors discussion 186
contrast with Eq. B.5, which had four parameters to fit:
∂OS (x,y)
∂x
=
a√
4πD yv
e
(
− (x−b)2
4D yv
)
. (B.7)
The gradients and their corresponding fits are shown in Fig. B.6(a). From these fits, the
diffusion constant D is extracted (Fig. B.6(a)). The obtained values are D= 9.76×10−6 cm2/s
at y= 0mm , to D= 2.38×10−7 cm2/s at y= 10mm and D= 9.74×10−8 cm2/s at y= 20mm,
showing a similar behaviour as in Fig. B.5(b).
From Fig. B.6(a), the maximum OS gradient with distance from the junction was cal-
culated, which provided a qualitative evaluation on diffusion. This figure shows how the
interface between both flows became more diffuse further from the junction (Fig. B.7),
which means that oxygen was being diffused between both flows. In this figure there is a
jump in the OS gradient at 7 mm, meaning that the interface between both flows was sharper
at that point. From the point of view of diffusion, this is not possible, but it can be attributed
to a sharp increase in pumped blood, or to a temporal change in the properties of blood. The
two syringes used were held in the syringe pump during the whole experiment, being gently
shaken every 30 seconds, but RBCs tend to aggregate fast, so it could be possible that at 7
mm the channel contained blood with different haematocrit, changing the flow interface and
oxygen diffusion (Eq. B.6).
B.4 Errors discussion
As seen in Fig. B.5(b) and Fig. B.6(b), the oxygen diffusion coefficients obtained greatly
differ from the theoretical one at 40% haematocrit. High haematocrit due to aggregation
does not explain this since it would not change the diffusion coefficient in such a dramatic
way (Eq. B.6). However, the channel was not designed following Murray’s law (Eq. B.1),
and in fact, the two merging channels of thickness 100 μm and 50 μm joined in a 100 μm
thickness channel. This means that there were two flows trying to fit in a channel the size of
one of them. This would inevitably increase the velocity of both streams, and by analysing
Eq. B.5, if a smaller velocity than the actual velocity is introduced in the model, the fit will
produce a smaller diffusion constant in order to adjust the model to the experimental data.
Future experiments should include laser Doppler velocimetry[163] as a tool to control the
flow speed between both blood streams.
The second main issue with the data is observed in Fig. B.4. This shows that only
the deoxygenated channel changes the OS, going from −7± 17% to 48± 8% , while the
oxygenated channel shifts from 94±7% to 96±7%, effectively remaining constant along the
channel. From an experiment like the shown here, the expected behaviour would be that both
channels would finally have an oxygenation close to 50%, or at least they would shift in that
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Figure B.6: (a) Mean OS gradient across the channel and fit model (Eq. B.7) for the 9 positions along
the flow channel. The fit model (Red) overlaps the mean profile (Blue) in every point, so the mean
profile is not distinguishable from the fit model. (b) Oxygen diffusion coefficient extracted from fits
along the channel.
direction. The effect of having an excess of sodium dithionite would contribute to the faster
deoxygenation of the oxygenated channel, which would then increase the oxygen diffusion
coefficient. Since the amount of sodium dithionite was carefully measured and the explained
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Figure B.7: Maximum gradient with distance from the junction, showing a general decrease.
behaviour did not happen, this was discarded as a possible cause of the reoxygenation of the
channel.
Following a more detailed study of our flow cell, it was learned that PDMS is often used
in flow channels systems for oxygenation and deoxygenation of cells due to its high oxygen
(and other gases) diffusion coefficient[96, 164, 165]. PDMS (poly (dimethylsiloxane)) has
a oxygen diffusion coefficient DO(PDMS) = 3.4×10−5cm2/s[166], which is higher than the
DO ≈ 2×10−5cm2/s for whole blood 45% haematocrit (Eq. B.6).
In order to experimentally test the hypothesis of the reoxygenation, a 20mm×40µm×
100µm PDMS channel was designed, with only one input and one output. Whole horse
blood deoxygenated with sodium dithionite to be 0% was pumped at 7mm/s through the
channel. Fig. B.8(a) shows the OS map of the flow cell with distance while Fig. B.8(b) is
the OS histogram of these images. The histogram shows how the pixel population shifted
from 0% at the beginning of the channel, to ∼ 50% and ∼ 75% oxygenation at the end of
the channel. The experiment was repeated a total of 9 times with the same sample, acquiring
snapshots in the same positions y = 0mm, y = 10mm and y = 20mm, every minute. In
each set, the results were in accordance with Fig. B.8, reoxygenation happens along the
channel. It is interesting to see how near the walls of the channel, OS is higher than in the
central regions. This could be explained by the existence of a plasma layer on the channel
walls[167], which would mean these high OS values on the edges are an artefact from the
LSU analysis. Another reason would be the oxygen diffused through PDMS. This would
reoxygenate the blood in contact with the walls. The effect would not be visible in the
central parts of the channel since there is 40 μm of blood that is not in contact with the
channel walls. This last explanation would be adequate since blood reoxygenation appears
to extend from the lateral walls of the channel (Fig. B.8(a) and Fig. B.4).
The effect of having a higher velocity than the assumed and the high PDMS oxygen
diffusion invalidated the experiment in terms of calculating the oxygen diffusion.
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Figure B.8: Reoxygenation along a PDMS channel. (a) OS map of three images taken along a 20
mm channel. (b) OS histogram of all the pixels in (a).
B.5 Conclusions and future work
In this chapter, the laminar flow found in retinal vessels has been replicated. From the
experimental data, it was possible to fit a diffusion model and calculate the diffusion constant.
This oxygen diffusion coefficient was shown to be smaller than expected, mainly due to
an underestimation of the flow velocity because the joint channel was smaller than what it
should have been according to Murray’s law. The reoxygenation due to oxygen diffusion
through PDMS also cast doubt on the validity of the results obtained, since the OS gradient
on Fig. B.7 could be affected by the extra oxygen coming through the channel walls. At
the time we realised the faults in the experiment, the project had already moved onto retinal
oximetry and the faults were not properly addressed.
Possible solutions to these issues are the use of glass channels, which have a lower
oxygen diffusion coefficient, but are more difficult to work with from the point of view of
manufacture[167]. It is also possible to design a channel using Parafilm and seal it between
two coverslides, but the difficulty of making 100 μm channels accurately and straight would
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introduce perturbations in the flow and the estimated velocities might change. A possible
solution is to coat the channels with Teflon (PTFE) or to manufacture it completely of
Teflon[168]. Teflon (PTFE) has an oxygen diffusion coefficient DO = 1.52×10−7cm2/s[169],
which is lower than that of PDMS. A third option is the use of 3-D printing. With res-
olutions of up to 16 μm, and the use of gas impermeable polymers such as PLA (DO ∼
5× 10−8cm2/s[170]), producing an oxygen impermeable flow cell should be easily achiev-
able and would allow to accurately replicate in vitro the laminar flow observed in retinal
vessels.
Appendix C
Experimental data and code locations
The data on this thesis is available for future research on the Imaging Concepts Group shared
drive on the University of Glasgow \\ICGSERVE\ICG\Javier\.
Chapter 2
\\ICGSERVE\ICG\Javier\Thesis data and codes\IRIS improvement\
Chapter 3
\\ICGSERVE\ICG\Javier\Thesis data and codes\RBC Oximetry\
Chapter 4
\\ICGSERVE\ICG\Javier\Thesis data and codes\Retinal Oximetry\
Appendix B
\\ICGSERVE\ICG\Javier\Thesis data and codes\Oxygen Diffusion\
Appendix D
Ethical Approval Information
D.1 Subject Information
Study: Assessing retinal oxygenation using hyper-
spectral wave analysis and the effect of hypoxic stress
The aim of this study
To measure retinal blood oxygenation using hyperspectral image analysis during conditions
of normoxia and hypoxia (simulated altitude).
Background
Assessing the vascular structure of the retina is a routine procedure conducted during an
examination of the eye. Additional information about the vascular health of the eye may
be gained by using techniques that analyse the image across a range of wavelengths. The
technique known as hyperspectral image analysis has the potential to provide information
about the oxygen content of the retinal vessels. There are few if any studies that have been
conducted to compare the effects of breathing a hypoxic gas mixture (lower oxygen content)
on the oxygen saturation values in the periphery and in the retinal vessels. However, some
studies have shown that breathing a hypoxic gas mixture results in vasodilation (relaxation)
of the skins’ blood vessels and this may have a measurable effect in the retinal circulation.
This study aims to measure the effects of hypoxic exposure on oxygen saturation and blood
vessel diameter in a healthy population.
What will I do if I take part?
We are looking to recruit healthy male volunteers who can commit themselves to attending
the laboratory on 2 separate occasions. During the initial visit a full explanation of the study
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will be provided and we will measure your height, weight and blood pressure and heart rate
(if these latter measures are too high we are unable to let you participate). We will ask
you to sit quietly for a period of 30-40 minutes during which time we will take a series of
measurements assessing the oxygen saturation of your blood, the blood flow through at the
skin on an arm and the oxygen saturation of the blood vessels or your eye. All the measures
are non-invasive, the oxygen saturation of your blood is measured using a simple probe
placed over the tip of the finger and the oxygen saturation in the eye is obtained by taking a
picture of the back of the eye. Skin blood flow will be obtained using a probe placed on the
inner surface of the forearm. During each of the experimental trials we will ask you to breathe
through a mouthpiece that provides you with either room air or a reduced amount of oxygen
that would be equivalent to going to an altitude of 1500 and 3000m. The total period of
time you will be required to breathe the hypoxic gas mixture is 30 minutes. We ask that you
refrain from participating in any heavy strenuous exercise, smoking and drinking alcohol 24
hours prior to each test and avoid the consumption of caffeine containing beverages 2 hours
prior to each trial.
Are there any risks involved?
There are minimal risks from participating in this study. Some subjects may experience
blurred vision or headaches during the hypoxia trial and we will monitor you throughout
each trial. Should this occur the trial will be stopped and you will be withdrawn from the
study.
If I decide to take part can I later change my mind?
Your participation is voluntary and as such you are free to stop your involvement within this
study at any point without giving any reason for doing so.
The information that is obtained during this experiment will be treated as privileged and
confidential. It will not be released or revealed to any person without your written consent.
However, the information may be used for statistical or scientific purposes with your right to
privacy retained.
Thank you for considering taking part in this research which is designed to promote
medical and scientific knowledge but may be of no benefit to you personally. Please discuss
this information sheet with your family, friends or GP if you wish.
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D.2 VOLUNTEER CONSENT FORM
CONSENT BY VOLUNTEER TO PARTICIPATE IN THE FOLLOW-
ING STUDY:
Assessing retinal oxygenation using hyperspectral wave analysis and the effects of hypoxic
stress
Name of Volunteer:
Principal Investigator: Dr Andy Harvey
I have read the volunteer information sheet on the above study and have had the opportunity
to discuss the details with the principal investigator as named above and ask questions. As
such I understand fully what is proposed to be done.
I have agreed to take part in the study as it has been outlined to me, but I understand that
I am completely free to withdraw entirely or from any part of the study at any time I wish.
The information that is obtained during this experiment will be treated as privileged and
confidential. It will not be released or revealed to any person without your written consent.
However, the information may be used for statistical or scientific purposes with your right to
privacy retained.
I understand that these trials are part of a research project designed to promote scien-
tific knowledge, which has been approved by the School of Life Sciences Research Ethics
Committee, and may be of no benefit to me personally.
I hereby fully and freely consent to participate in the study which has been fully explained
to me.
Signature of Volunteer:
Date:
I confirm that I have explained to the volunteer named above, the nature and purpose
of the tests to be undertaken.
Signature of Investigator:
Date:
