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In this issue of Neuron, McGinley et al. (2015) investigate a classic observation from psychology linking
arousal state with behavioral performance, demonstrating neural correlates of an ‘‘optimal’’ state for an audi-
tory detection task.Sensory processing is clearly affected by
mental state. Everyone has had the expe-
rience of sitting in a lecture and spacing
out—even though you are awake and
sound waves have been hitting your
eardrum, you have no idea of what was
said in the past five minutes. But what is
happening to those signals in your brain?
Numerous studies have examined the
differences in ongoing neural activity and
the interaction with incoming sensory
input across different behavioral states
from sleep versus wake to selective
spatial attention. Recently, these studies
have extended to the rodent, wheremotor
states such as active whisking (Poulet and
Petersen, 2008) and locomotion (Niell and
Stryker, 2010; Schneider et al., 2014) have
been shown to correlate with changes in
sensory representations, even in the pri-
mary sensory cortices. Despite the variety
of these states, they can all be seen to
vary along the dimension of arousal.
Psychologists have encapsulated the
effects of arousal on behavioral perfor-
mance in what is known as the Yerkes-
Dodson curve (Yerkes and Dodson,
1908), observing that performance on diffi-
cult tasks generally peaks at an optimal in-
termediate level of arousal (Figure1). If your
arousal level is too low, you are spaced out
or disengaged, and if your arousal level is
too high, then you are anxious and
distracted—in both cases performance
suffers. In this issue of Neuron, McGinley
et al. (2015)deliver a tour-de-forceexplora-
tion of the Yerkes-Dodson relationship in
the auditory systemofmice, finding itman-
ifested across multiple levels from the
resting membrane potential of individual
neurons tosensory-evokedsynaptic inputs
to behavioral performance.
The authors use a deceptively simple
measure of behavioral state: pupil diam-
eter. In addition to varying with ambientlight level, it is also well established that
pupil diameter in humans correlates with
various aspects of arousal, from task diffi-
culty to affective state; it is even possible
to track the number of items a person is
holding in memory based on their pupil
diameter (Laeng et al., 2012). Two recent
studies in the mouse visual system have
usedpupil diameter as ametric for arousal
state (Reimer et al., 2014; Vinck et al.,
2015), and McGinley et al. (2015) begin
their study by confirming that pupil diam-
eter agrees with an internal neural mea-
sure of arousal, the rate of hippocampal
ripple waves. Notably, pupil diameter pro-
vides a continuous variable measuring
arousal, rather thansimply adiscrete cate-
gorization into states. However, an impor-
tant caveat is that a number of factors can
contribute to arousal asmeasuredbypupil
diameter, from mental effort to anxiety to
physical activity, so the precise nature of
the arousal is not determined.
Using pupil diameter as their metric, the
authors first examine neural correlates of
arousal using whole-cell recordings of
spontaneous activity in auditory cortex
of awake head-fixed mice on a running
wheel. Remarkably, they find that arousal,
as measured by pupil diameter, predicts
variations in membrane potential. In fact,
on the timescale of seconds there is
over 50%coherence between pupil diam-
eter and membrane potential. In other
words, pupil diameter can predict more
than half the variance in membrane po-
tential of neurons in auditory cortex.
The authors demonstrate that, just as
the Yerkes-Dodson curve predicts, the
relationship of membrane potential with
arousal is U-shaped, as is the variability
of membrane potential. At low levels of
arousal, slow-wave oscillations begin,
which increase variability and raise the
membrane potential. At high levels ofNearousal, there is a tonic depolarization of
membrane potential and high-frequency
oscillations, which is often referred to as
the desynchronized state. In between, at
what might be expected to be the optimal
point on the Yerkes-Dodson curve, the
membrane potential sits relatively low
and quiet. This is also reflected in sponta-
neous firing rate, which is lowest at inter-
mediate levels of arousal.
Next, the authors studied sensory re-
sponses in the context of an auditory
detection task, where pure tones must
be detected against the background of a
complex spectrotemporal auditory stim-
ulus. Again, sensory-evoked responses,
both at the level of synaptic potentials
and multi-unit firing, show a U-shaped
curve, now inverted with maximal evoked
responses at the mid-point. Thus, a
decrease in background variance and in-
crease in evoked response work together
to maximize the signal-to-noise ratio at in-
termediate levels of arousal.
To tie this all back to the initial Yerkes-
Dodson finding, the authors find that per-
formance of the detection task follows the
U-shaped prediction. When animals are
at low arousal, they often miss the stim-
ulus, and at high arousal they often false
alarm. Furthermore, the peak of the per-
formance curve was at a similar level of
arousal (pupil diameter) as the peak for
neural encoding of the sensory input.
Together these experiments provide a
connection between baseline membrane
potential, sensory-evoked responses,
and task performance across three re-
gimes of arousal (Figure 1).
An important aspect of their approach
is that the mice, rather than being
restricted to periods of high performance,
were allowed to drift between behavioral
states, which enabled the authors to
map out the continuum of arousal. Thisuron 87, July 1, 2015 ª2015 Elsevier Inc. 7
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Figure 1. The Yerkes-Dodson Relationship and Its Neural
Correlates, as Observed by McGinley et al.
Illustration credit: D. Piscopo.
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tion that, just because an an-
imal is awake and perform-
ing, it is not in a specific
well-defined state. In fact,
just as one would measure
depth of anesthesia in an
anesthetized experiment, if
onewants to compare across
experiments it is necessary to
either control (as best as
possible) or measure (as
best as possible) an animal’s
behavioral state.
This study also provides
insight into another recently
used measure of behavioral
state: locomotion. Like other
studies, they find that loco-
motion is accompanied (andin fact preceded) by pupil dilation, sug-
gesting it is often a consequence of
arousal. Indeed, in the experiments here
the effect of locomotion was not greatly
different than high arousal alone, except
for a few measures such as false alarm
rate and evoked firing in MGN. However,
in this study locomotion was always asso-
ciated with arousal. Other recent studies
in the visual system (Reimer et al., 2014;
Vinck et al., 2015) have been able to
segregate arousal from locomotion and
found that while arousal accounts for
many effects correlated with locomotion,
there are distinct contributions of locomo-
tion alone as well.
The different coupling between loco-
motion and arousal in these studies illus-
trates a limitation in using locomotor
speed as a single scalar metric of
behavior. An animal can run for many rea-
sons—in some cases it may represent hy-
per-arousal, such as startle, whereas in
others it may represent an optimal state,
such as goal-directed navigation. Further-
more, locomotor speed itself is an impor-
tant variable that the brain is likely to
represent independently from arousal
state, and in fact recent studies have
demonstrated continuous encoding of lo-
comotor speed in visual cortex (Saleem
et al., 2013). Thus, locomotion likely rep-
resents both an internal state that is
partially correlated with arousal, as well
as a physical variable that is important
for both navigation and processing sen-
sory information relative to self-motion
and self-generated noise.8 Neuron 87, July 1, 2015 ª2015 Elsevier IncTheeffects of state showastrikingdiffer-
ence across sensory modalities. As shown
here, in auditory cortex both high arousal
and locomotion are coupled with a
decrease in sensory-evoked responses,
whereas other studies have shown that in
visual cortex these are associated with an
increase in response gain. These differ-
encesmaybedue todiffering requirements
for sensory processing. For example, in
vision movement through the environment
predictably interacts with the sensory
input, whereas in audition movement can
cause self-generated noise that needs to
be canceled. On the other hand, these
may also represent differences in when
eachsensorymodality is engagedetholog-
ically—visionmay bemost important when
navigating, whereas audition may be most
important for detecting predators.
The findings presented by McGinley
et al. (2015), along with the diverse effects
seen across sensory modalities, raise the
question as to which neural circuits under-
lie the state changes. A likely candidate for
global changes in state, such as arousal, is
neuromodulation, and evidence points to
bothnorepinephrine (NE)andacetylcholine
(Ach). Pupil dilation is often thought to be
associated with noradrenergic tone (As-
ton-Jones and Cohen, 2005), and a recent
study by Polack et al. (2013) showed that
NEwasnecessary for theelevation inbase-
line membrane potential with locomotion,
similar to the correlated changes in mem-
brane potential and pupil diameter demon-
strated here. On the other hand, studies
havedemonstrateda role for cholinergic in-.puts to cortex in regulating the
strength of response to a visual
stimulus (Fu et al., 2014; Pinto
et al., 2013). These findings
may be reconciled by a model
in which NE regulates a neu-
ron’s ‘‘set point’’ in terms of
resting membrane potential,
whereas Ach regulates sen-
sory-evoked responses, which
is supported by pharmacolog-
ical and lesion experiments in
somatosensory cortex (Con-
stantinople and Bruno, 2011).
The ability to self-regulate
arousal state is an essential
aspect of executive function
that develops in childhood
(Posner and Rothbart, 2000).
Intriguingly, McGinley et al.(2015) found that even though the arousal
state fluctuated, it was generally centered
around the optimal state for maximizing
neural responses and behavioral perfor-
mance. This raises the possibility that
these well-trained mice had learned to
regulate their state for the task at hand,
although this remains to be tested by
measuring state fluctuations in untrained
mice. If so, investigating the circuit mech-
anisms underlying the acquisition of this
metacognitive control could have impor-
tant implications for both educational
and therapeutic interventions.
Interestingly, the initial study by Yerkes
andDodson (1908)wasactuallyperformed
in mice, measuring the rate of learning in a
visual task, and was subsequently adop-
ted in human psychology. The work of
McGinley et al. (2015) therefore represents
a full circle, frommice to humans and back
to mice. With new measures of behavioral
state and powerful tools for observing
and manipulating neural circuits, experi-
ments in both mice and humans can now
continue to explore how neural dynamics
give rise to the ups and downs in our daily
experience.REFERENCES
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The traditional view of the hippocampus is that it creates a cognitive map to navigate physical space. Here, in
this issue of Neuron, Tavares et al. (2015) show that the human hippocampus maps dimensions of social
space, indicating a function in the service of navigating everyday life.Edward C. Tolman (Tolman, 1948) devel-
oped the notion of cognitive maps as
a heuristic for understanding the complex
cognitive mechanisms that guide
behavior. His theory of purposeful
behavior was aimed to contrast with
the contemporaneous, widely accepted
view that behavior is guided by stimulus-
response connections, and his experi-
ments identified specific abilities that re-
flected cognition outside the scope of
behavior that could be supported by stim-
ulus-response learning. Tolman’s experi-
ments focused on rats solvingmaze prob-
lems, but he did not interpret his findings
narrowly as a description of navigational
computations. Rather, he employed
spatial learning to model aspects of
goal-oriented decision-making, and he
viewed a cognitive map as an organiza-
tion of cognitive operations. Tolman
emphasized that cognitive maps provide
insights into human cognition broadly,
including human social behavior. In this
issue of Neuron, Tavares et al. (2015)
realize Tolman’s broader view of cognitive
maps by their characterization of a cogni-
tive map of social organization in humans
supported by the hippocampus.A connection between the hippocam-
pus and cognitive maps began with a
landmark book by O’Keefe and Nadel
(1978), who proposed that the hippocam-
pus provided the neural basis of cognitive
mapping. The book, and decades of ex-
periments and theoretical work that fol-
lowed, departed from Tolman’s map of
cognition to instead focus on cognitive
maps as psychological and neural repre-
sentations of physical space, and on
mechanisms within the hippocampus
and associated brain areas that create
geographical maps and perform navi-
gational computations (Hartley et al.,
2014). Originally, O’Keefe and Nadel
(1978) extended their model to the repre-
sentation of items and events in spatial-
temporal context as an evolutionary
advance of the human hippocampus to
support its function in mapping mem-
ories, particularly as it might represent
the deep structure of language. This
extension of their theory clearly went
beyond physical space (although only
for humans) and, in doing so, acknowl-
edged that information processing by
the hippocampus can in principle be
applied outside the domain of physicalspace. To what non-spatial domains
does it apply?
Tavares et al. (2015) here reveal that
cognitive maps in the hippocampus
extend to social space. Social space is
an excellent candidate for hippocampal
representation, because it is a domain
that, like physical space, is characterized
by a combination of continuous dimen-
sions. So, just as planar geography is
characterized by two spatial dimensions,
social space has been characterized by
multiple social dimensions, including of
particular relevance here, the dimensions
of power and affiliation. Importantly, just
as the dimensions of geographic space
are defined in terms of continuousmetrics
of physical distance, power and affiliation
are defined in terms of continuousmetrics
of social distance.
To test the idea that social relations
are mapped within the hippocampus, Ta-
vares et al. (2015) designed a role-playing
game in which participants imagined
they had moved to a new town and their
goal was to find a job and place to live.
To accomplish this, the participants
conversed with local people in the search
for a job or home through differenturon 87, July 1, 2015 ª2015 Elsevier Inc. 9
