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Abstract In the blind source separation (BSS), a separation block is trained so as to make its output signals
to be statistically independent. Since the frequency domain BSS has some degree of freedom, the wave form and
frequency response of the separated signals may be changed from the originals, resulting in signal distortion. In
this paper, a learning algorithm, suppressing the signal distortion, for the feedforward BSS, implemented in the fre-
quency domain, is proposed. A condition on both complete separation and signal distortion free has been proposed.
This condition is included in the learning process as constraint. Usefulness of the proposed learning algorithm is
analyzed by using several kinds of the signal sources.
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2. 1 回 路 構 成
FF-BSSの簡単なものとして，信号源 2つ，センサ数 2つの
モデルを用いる．ブロック図を図 1に示す．































X(ejω) = H(ejω)S(ejω) (3)
Y (ejω) = W (ejω)X(ejω)
= A(ejω)S(ejω) (4)
2. 2 学 習 法
分離回路W (r,m)の学習には，式 (2)で表される yk(n) を
FFTを用いて周波数領域に変換した Y (r,m)を使用し，学習
アルゴリズムは以下に示す出力の相互情報量をコスト関数とす
る自然勾配法を周波数領域に拡張したものを用いる [4], [9], [10]．
W (r + 1,m) = W (r,m)
+η[I − 〈Φ(Y (r,m))Y H(r,m)〉]W (r,m)(5)
Φ(Y (r,m)) =
1
1 + e−Y R(r,m)
+
j
1 + e−Y I(r,m)
(6)
ここで，η は学習係数，rは学習回数，mはm番目の周波数帯





W (r + 1,m) = W (r,m) + η[diag(〈Φ(Y (r,m))Y H(r,m)〉)
−〈Φ(Y (r,m))Y H(r,m)〉]W (r,m) (7)
本稿では式 (5)，(7)をそれぞれ学習法 I，学習法 IIと呼ぶこと
にする．











出力信号 Yi(z) に含まれる信号源成分は Aii(z)Si(z)，

























































分離回路W (r,m)の初期値をW (0,m) = I とした場合，出力






















本稿では簡単な FF-BSSとして，図 1 で示した信号源 2つ，




W11(z)H11(z) + W12(z)H21(z) = H11(z) (16)
W11(z)H12(z) + W12(z)H22(z) = 0 (17)
W21(z)H11(z) + W22(z)H21(z) = 0 (18)
W21(z)H12(z) + W22(z)H22(z) = H22(z) (19)
これらの式は 2 種類の意味を持つ． 式 (17)，(18) は信号源















W11(z)W22(z)−W12(z)W21(z) = W22(z) (22)
W11(z)W22(z)−W12(z)W21(z) = W11(z) (23)
これらより，W11(z) = W22(z)が示されるので，式 (24) が成
り立つ．
W 2jj(z)−Wjj(z)−Wjk(z)Wkj = 0 (24)









Wjj(r,m) = (1− α)Wjj(r,m) + αW˜jj(r,m) (26)
ここで，Wjj は式 (5)，(7)で更新される値，W˜jj は式 (25)
で計算される値，αはスケーリング係数である．α = 0とする
と信号歪みの式 (25) を加味しない形となり，α = 1とすると，








点数は 256 点，分離回路の初期値は W11(z) = W22(z) = 1，
Wji(z) = 0, i |= j とする．
































































図 2:観測信号 X の周波数特性 [異なる帯域を持つ有色信号]
— 3 —





















図 3:H11(z)S1(z)，H22(z)S2(z) の周波数特性 [異なる帯域を持つ有色信号]
初めに，学習法 I，IIにて式 (25)の信号歪み抑制法を加味
しない場合，つまり式 (26) にて α = 0 として学習を行なった
後の出力を以下に示す．





















図 4:学習法 I における出力 Y の周波数特性 [異なる帯域を持つ有色信号]

















図 5:学習法 II における出力 Y の周波数特性 [異なる帯域を持つ有色信号]
次に学習法 I，II にそれぞれ信号歪み抑制法を加味させて
いく．式 (26) の α を学習法の学習係数 η に対して変化させ
ていき，信号分離性能と信号歪みの変化を見る．学習係数は
η = 2× 10−6 として学習を行なった．
結果は以下の表 1，2のようになった．
表 1 学習法 I における信号分離，信号歪み評価 (η = 2× 10−6)
[異なる帯域を持つ有色信号]
SIR1 SIR2 SD1a SD1b SD2a SD2b
α = 0 4.32 4.93 -3.61 -5.03 -3.67 -4.28
α = η 3.29 3.68 -8.77 -10.01 -7.91 -9.05
α = η × 103 4.05 7.35 -17.62 -19.72 -10.87 -14.20
α = 1 4.06 7.63 -18.36 -20.76 -10.81 -14.14
表 2 学習法 II における信号分離，信号歪み評価 (η = 2× 10−6)
[異なる帯域を持つ有色信号]
SIR1 SIR2 SD1a SD1b SD2a SD2b
α = 0 2.82 5.22 -12.24 -14.34 -7.42 -9.44
α = η 2.88 5.54 -12.92 -14.92 -7.79 -10.08
α = η × 103 2.53 5.32 -12.58 -14.73 -7.77 -10.59
α = 1 2.72 5.67 -13.71 -15.66 -8.27 -11.07









































図 6:学習法 I+抑制法における出力 Y の周波数特性 (α = 1)[異なる帯域を持つ有色信号]



















図 7:学習法 II+抑制法における出力 Y の周波数特性 (α = 1)[異なる帯域を持つ有色信号]






















図 8:H11(z)S1(z)，H22(z)S2(z) の周波数特性 [音声]
こちらも学習法 I，IIにそれぞれ信号歪み抑制法を適用する.
— 4 —
表 3 学習法 I における信号分離，信号歪み評価 (η = 2× 10−6)
[音声]
SIR1 SIR2 SD1a SD1b SD2a SD2b
α = 0 2.18 6.50 -6.73 -9.14 -5.38 -5.59
α = η 2.60 6.91 -10.81 -13.72 -8.93 -9.67
α = η × 103 3.14 5.53 -10.90 -15.72 -12.31 -16.27
α = 1 3.15 5.55 -10.90 -15.72 -12.31 -16.26
表 4 学習法 II における信号分離，信号歪み評価 (η = 2× 10−6)
[音声]
SIR1 SIR2 SD1a SD1b SD2a SD2b
α = 0 2.53 5.83 -12.71 -17.79 -15.10 -19.34
α = η 2.68 6.26 -13.92 -19.60 -16.34 -22.44
α = η × 103 2.77 6.49 -14.90 -20.85 -16.95 -23.55












































図 9:学習法 I+抑制法における出力 Y の周波数特性 (α = 1)[音声]



















図 10:学習法 II+抑制法における出力 Y の周波数特性 (α = 1)[音声]

































図 11:H11(z)S1(z)，H22(z)S2(z) の周波数特性 [音楽]
シミュレーションの結果を以下に示す．
表 5 学習法 I における信号分離，信号歪み評価 (η = 2× 10−6)
[音楽]
SIR1 SIR2 SD1a SD1b SD2a SD2b
α = 0 2.12 9.50 -4.31 -7.25 -1.63 -1.82
α = η 2.80 7.80 -8.26 -11.65 -4.13 -4.49
α = η × 103 4.24 6.40 -12.62 -14.87 -10.13 -13.06
α = 1 4.26 6.31 -12.57 -14.78 -10.20 -13.24
表 6 学習法 II における信号分離，信号歪み評価 (η = 2× 10−6)
[音楽]
SIR1 SIR2 SD1a SD1b SD2a SD2b
α = 0 9.16 12.33 -9.39 -12.08 -8.28 -10.63
α = η 7.70 10.35 -14.04 -16.66 -10.87 -13.48
α = η × 103 6.67 14.07 -18.59 -21.88 -11.48 -14.10






















図 12:学習法 I+抑制法における出力 Y の周波数特性 (α = 1)[音楽]
— 5 —



















図 13:学習法 II+抑制法における出力 Y の周波数特性 (α = 1)[音楽]
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