By only using phase information, this paper describes a new spectral lossy compression method which can: reduce required memories; adaptively retrieve original images by only using spectral phase information; increase the peak-to-correlation energy (PCE) at the output of the correlator; and be easily employed in major encryption techniques. To increase the compression ratio of the proposed method, an optimal phase coding based on 'a fading grid' is performed. In fact, a variable number of quantization bits has been used to quantize phase information depending on the importance of the spectral phases. The phase information could be classified according to the concept of 'RMS duration'. Many simulations have been carried out. Our experimental results corroborate the performance of the new proposed method.
Introduction
In the last decade, several optical compression and encryption methods have been developed. These methods can be used in video and multimedia transmission [1] . In fact, optical methods are the most promising methods for parallelism: however, they rely a lot on the developed technology of optoelectronic devices [1] . Moreover, Liu et al proposed and validated a new encryption method [2] adaptable to image compression. In their paper, they use the fractional Fourier transform associated with a cutting operation achieved in the spectral domain to reconstruct an image (the central part). However, as is mentioned in their paper, the output recovered image quality is related directly to the definition of two parameters: the fractional order α and the cutting spectrum coefficient k. Thus, for a given target image, we must find a compromise between these two parameters, in order to rebuild a good output quality image. However, such kinds of methods require the manipulation of a complex spectrum which leads to a large file to be stored and/or transmitted compared to methods using only the information of the phase spectrum of an image (phase values are limited between [−π, +π]). In our previous work [3] , we have shown the limits of a method using only part of a given spectrum to achieve image compression and multiplexing of a video sequence. Indeed, to increase the compression ratio, we must decrease the size of the spectrum to be kept, resulting in a decrease in reconstructed image quality; in particular, a loss of image edges useful to archive a good correlation. Furthermore, in a recent work [4] , we have proposed and validated a spectral compression and encryption method based on a specific manipulation of the different target image spectra, i.e. fusion without overlapping. Hereinafter, we propose a new spectral compression method which can be integrated in spectral filtering [5] , form recognition [6] [7] [8] [9] [10] , encryption [11] [12] [13] [14] [15] , etc.
In this paper, the compression steps can be achieved at the optical level using a Fourier transform, i.e. at the origin of light images, and they are optimized in such a way that they do not compromise the performance of the reconstructed image which can be straightforwardly used in a POF (phase-only filter) correlator. In many applications such as facial recognition, fingerprint identification and security check applications, CCD cameras or sensors are employed far away from data processing centers. In most cases, recorded images should be wirelessly transmitted to processing centers. For that, it is necessary to reduce the needed information to be stored or transmitted, i.e. compression. Many recent algorithms have been proposed to deal with these applications. In this paper, we are considering an approach that does not degrade the performance of the correlator. The correlator should compare a given scene with correlation filters [10] previously set up. In the literature, it is shown that the correlator decision is sensitive to changes in the information of the phase spectrum of a target image compared to the reference image [10] . Hereinafter, we investigate the relationship between the quality of the reconstructed target image using only the information of its phase spectrum and the decision performance of the correlator. Therefore a Vander Lugt's correlator [6] , with a classic POF [7] , has been considered in our study. We are planning to implement more advanced techniques in our future work, such as a multi-decision segmented filter [9] which can used to identify simultaneously multiple images. Recently, the authors of [16] have shown that classical compression methods, such as JPEG, are not suitable for optical information processing. In fact, JPEG could generate a mosaic effect in the processed image which could strongly affect the decision of the correlator [16] .
To overcome the previous constraints, our spectral compression method is mainly based on two important concepts. The first concept is based on the phases used in the Fourier domain where their importance is clearly highlighted in [17] [18] [19] . In fact, Oppenheim et al [17] proved that the phases of a spectrum can be used to retrieve the original image. This reconstruction is subject to few constraints emphasized in their paper. The second concept uses iterative image reconstruction techniques [18] . In their paper, Quatieri et al proposed an iterative algorithm to reconstruct any image from the phases of its spectrum. For multimedia and video applications, the number of needed iterations can be reduced by introducing the estimated amplitude of a reference image.
We begin this paper by analyzing this kind of technique in order to adapt it to our spectral compression method. In the following, only phase reconstruction methods are taken into consideration for the following main reasons.
• Phase information plays a major role in the image reconstruction procedure. Another interesting property of the Fourier transform (images used in this paper are real and have several gray levels) is that the spectral plane is symmetric [5] . Thus, half of the spectrum is sufficient to retrieve an image, i.e. the second half is the conjugate of the first one.
• Thanks to the phase limitation in [−π, +π], we can efficiently reduce the number of bits required to quantize, record and process phase information [20] .
• Recently, different researchers [21] [22] [23] have independently proposed compression methods which consider a variable bit number.
• The authors of [24] proved that an image could be reconstructed by only using 'partial phase information localized in the Fourier domain'.
For all the above-mentioned reasons, our method allocates high bit numbers for the most important phase information. The selection of the most important phase information can be done with the concept of 'RMS duration' developed by Papoulis in 1962 [25] . Using this strategy, one could drastically reduce both the number of bits and the overall size of information to be recorded and/or transmitted.
Analysis of image reconstruction technique based only on phase information
Since the 1980s, many researchers like Oppenheim et al, Gerchberg et al and Quatieri [17] [18] [19] have emphasized the importance of phase information in any image reconstruction algorithm. To illustrate this fact, figure 1 shows the outcome of an inverse Fourier transform applied to the phase information (i.e. the spectral phase of the reconstructed image). As shown in figure 1 , a basic contour image can be easily obtained from the phase information. To improve the quality of the reconstructed image, an iterative procedure has been put in place [17] [18] [19] . By satisfying some constraints, it was proved in [17] [18] [19] that a very good quality reconstructed image can be achieved by only manipulating the phase information [26] .
Major steps of the algorithm
The new proposed algorithm (i.e. to store information to be transmitted) has the advantage of being easily implemented, it does not require complex and exhaustive computational efforts and it has good performance. Our algorithm is based on the previous works cited in [17] [18] [19] and we propose to minimize the file size of the needed phase information. For that, we optimize the number of zeros added in the zeropadding operation and the number of quantization bits used to code each frequency phase. The algorithm can be summarized by the following two points, as shown in figures 2 and 3.
(1) A transmitter (figure 2(a)) is used to record the only spectrum phase needed to reconstruct an image. The first step (figure 2(a)) consists in adding zero padding to the target image (N × N pixels). After that, we obtain an input image with (2N × 2N ) pixels. Using a Fourier transform, a (2N × 2N ) spectrum image could be obtained. The latter image contains the phase spectrum information (φ). Hereinafter, a new method which could reduce the size of these phases is developed. In this case, we achieve the reduction of the needed zero padding and the bit numbers used to code these phases. phase: A exp(iφ)) we initialize the iterative reconstructed algorithm by a uniform amplitude (A = 1). Then, an inverse Fourier transform (IFT) should be performed. Afterwards, the modulus of this reconstructed image becomes an image of (N × N ) pixels. Then, we add zero padding to the reconstructed image to perform its Fourier transform in order to retrieve a reconstructed image spectrum A exp(iφ ). The last obtained amplitude A is presented as the initial amplitude in the second iteration of the algorithm used. The iterations should be repeated till the final convergence of the algorithm. We should mention that, as the number of iterations increase, the reconstructed image will become more and more similar to the original image.
At first, the target image (I 0 ) should be resized by adding zero columns and rows. This procedure is similar to the zeropadding technique widely used in signal processing to refine the spectrum. In fact, adding zero in the time domain is equivalent to adapt the sampling frequency (i.e. oversampling technique) in the frequency domain. By doing so, more details can be obtained from the spectrum which allows us to well classify and select the important frequency. In our application, zeros should be added to double the size of the original image. Therefore, for a target image (figure 2(c)) with (N × N) pixels, we should add 3N 2 zeros to resize the image to (2N × 2N ) pixels ( figure 2(d) ). It is well known that the FT of a real image has symmetrical properties [5] . By relying on these properties, half of the spectrum can be neglected ( figure 2(a) ). The remaining phase information required Q bits to be quantized:
where d is the number of bits used in the quantization of the spectral phase information.
To retrieve the original image (by only using half of the phase information (φ) stored and/or transmitted Q, see figure 2 (a)), we start our algorithm by reconstructing the spectrum of the target image (amplitude and phase: A exp(iφ). Q. 2 The algorithm could be initialized by a uniform amplitude (A = 1). We should mention that the more sophisticated amplitude obtained by a Hilbert transform (H) could also be taken into consideration in the initialization process: Log(A) = H(φ). However, the latest statement could strongly affect the complexity of our algorithm without much improving its convergence speed.
Convergence of our reconstructed image algorithm
Our goal, i.e. the image reconstruction by only using half of the phase information (φ), can be realized by performing a number of successive Fourier transforms, and then the final output image asymptotically tends to the target image I 0 , figure 2(c). The iterative procedure should be initialized by the original phase (which is the spectral phase of the target image). At every iteration, the spectrum amplitude (A) should be changed by the spectrum amplitude of the reconstructed image A . This new spectrum amplitude can be obtained by only considering the reconstructed target image (N × N ) pixels (at the output plane) and by putting zeros elsewhere to get an image of (2N × 2N ) pixels.
Then, a Fourier transform should be performed on the 2N × 2N image to obtain A . Our algorithm should be stopped when the final obtained image I n , where n stands for the iteration number, becomes very similar to the target image I 0 . To test the similarity, i.e. the convergence of our reconstructed algorithm, a mean square error (MSE) criterion is used:
Good performance results have been observed in our conducted simulations. Figure 4 shows the reconstructed images obtained using 1, 10, 50 or 500 iterations. After 500 iterations, an MSE equal to MSE 500 = 1.723 × 10 −3 has been evaluated. The latest value is 123 times less than the one obtained at the first iteration, MSE 1 = 0.21. Table 1 shows the influence of the number of iterations on the quality of the reconstructed images. Indeed, as shown in this table, we can observe that less than 100 iterations are enough to get very good performance. The first column presents the iteration number. The target image is presented in the second column. Reconstructed images, using the algorithm previously detailed, are shown in the third column. The ratio given in the last column of table 1 is defined by
Influence of the number of iterations on the reconstructed image quality
, where MSE i is the mean square error at the i th iteration. For multimedia and video applications, the number of iterations needed can be reduced by introducing the estimated amplitude of a reference image. Our simulation results show that a convergence can always be reached, and also that good reconstructed images could be obtained after 50 iterations. For this reason, 100 has been fixed as the maximum number of iterations.
File size of the needed phase information
Our simulation results show that a good convergence can be achieved and half of the spectral phase information is enough To achieve a fast convergence speed, the zero-padding step doubles the size of the image. Therefore the obtained spectrum becomes (512 × 512) pixels. Since the reconstruction is carrying out using half of the spectrum and, as Matlab performs FFT using 64 bits, the size of the final spectrum becomes (
)×64 ≈ 8388 kbit (spectrum phase). The final size is much larger than the original one. Note that it is not necessary to use a large number of bits to quantify the phases (64 bits). Indeed, by reducing the bit number used from 64 to 8, we did not notice a large difference. Thereafter, we used a number of bits equal to 8 to quantify the phase information. Further study to test the influence of the reduction of the quantization bit number (to quantify phase information) will be detailed in sections 3 and 4.
It is clear that, in order to compress the file size, one should first reduce the size of the images generated with zero padding. At the same time, we could also reduce the number of bits m, m < 8, used to code the spectrum phase information.
Compression approach
The main drawback of the approach detailed in section 2 is still the file size of the phase information needed to reconstruct a target image. As was previously pointed out, the zero padding increases the size of our images and their spectra. In order to solve this problem, two options have been considered:
(1) First of all, the effect of the number of zeros added in the zero-padding operation should be investigated in order to optimize this. (2) For all frequencies, i.e. phase information, the number of quantization bits was also optimized.
Optimizing the zero padding
Here, the relationship between the frequency oversampling factor and the quality of the reconstructed image is investigated. Let us consider a grayscale image shown in figure 5 with (256 × 256) pixels (each pixel is coded on 8 bits) as the input of our iterative algorithm illustrated in figures 2 and 3.
To conduct our simulations, half of the spectrum plane is selected, a constant amplitude equal to one is considered (as an initialization of our algorithm), the Fourier phase is evaluated in [−π, π] and 8 bits are used in the quantization part. During the simulations, an increased number of zeros (defined by equation (3)) has been introduced in the zero-padding step:
ZP % = image with zero padding−image original size image original size ×100
where N denote the original size of the image and m is the number of added zeros. According to the simulation presented in figure 6 , we can notice the following:
• The compression ratio, defined by equation (4) as the size ratio of the original image and the file containing the phase information needed to reconstruct the image, decreases with an increasing number of zeros included in the zero padding, figure 6(a):
• The quality of the reconstructed image increases if the number of zeros is increased, i.e. MSE increases if the number of zeros is increased, see figure 6 (a).
• A fast convergence was observed.
• With only 30% of added zeros, satisfactory results have been obtained, see figures 6(b) and (c).
• An overall compression is noticed when the added zeros are less than 45% of the original size of the image size: the sign '−' means that the resulting file size to be stored and/or transmitted is larger than the original one.
• If the added zeros are less than 15%, we notice that the convergence was not always guaranteed.
As the convergence cannot be guaranteed below 15% of added zeros and the compression effect will be lost if we reach 45%, therefore we consider in our simulations 30% of added zeros, see figures 6(b) and (c). In this case, a compression ratio of 16% is observed. To further enhance the compression ability of our algorithm, an optimization of quantization bit number is conducted; more details are given in section 3.2.
Bit reduction
In this subsection, we test the influence of the quantization bit number on the performance of our algorithm. First, we should mention that Matlab uses 64 bits to code the spectrum. As we are only interested in the phase information which is bounded by [−π, π], 64 bits is an extremely high number. In order to solve that problem, we adapted the coding technique proposed by Darakis et al in [21, 22] .
By reducing the bit number used from 64 to 8, we could not notice a large difference, see table 2 (to perform these Q. 3 simulations, 30% of zeros has been added to the original image, which is (256 × 256) pixels, see figure 6 . The new compression rate is expressed as follows:
where (N × N ) stands for the size of the original image (without zero padding), m is the number of added zeros in the zero-padding stage and the number of bits used is denoted by Nb. Table 2 clearly shows that 8 bits are enough to achieve good results. If less than 8 bits are used then the image quality deteriorates. Besides that, a bit number, lower than four, could affect seriously the convergence of the algorithm. Therefore, we should select the number of added zeros and the number of bits to reach a compromise between the quality of the obtained images, the compression ratio and the algorithm convergence. A simple compromise could be reached by selecting 30% of zero padding (m = 76) for a (256 × 256) pixel image and the bit number could set constant. However, a better compression rate could be achieved if the bit number has been selected according to the importance of the frequency in the spectrum plane. This new technique is described better in section 4.
Bit number based on the RMS duration criterion
In previous sections, we showed that the proposed algorithm can give good results. However, we should reach a compromise between quality and compression ratio. Besides that, we discussed the impact of the number of zeros added during the zero-padding step and the number of bits allocated in the quantization or the spectrum calculations. In this section, we focus on the fact that a variable bit number could achieve better performance. In our case the number of bits, used to code (quantify) the phase information, is selected between 1 and 8 bits and depends on the local importance of the phase information. For that, we begin by dividing the Fourier domain of a given target image (the image to compress) into several zones as shown in figure 7 . Each zone has a depth equal to d i . Then, we allocate to each area a number of bits Nb i , where Nb i ∈ [1, 8] . Highly important phase information should receive a large bit number (Nb max = 8 bits). The importance of the phase information is determined by Papoulis's criterion called RMS duration [26] . To simplify our discussion and clarify our ideas, let us briefly describe Papoulis's criterion. RMS duration (useful bandwidth) is a spectral criterion which can split the spectrum plane into various areas of similar levels of energy. At first, we should consider the extent of a two-dimensional signal I (x, y), whose spectrum is
To define the extent d i (figure 7), we opt in this work for the RMS signal duration estimated according to an approximation formula proposed in [26] . The RMS duration is often approximated by a 2D integral of the second moment of the signal as
where ∇ I (x, y) is the gradient of the image and 1 2π
is an angular normalization factor.
To test the performance of our approach, several simulations were performed. In this paper we will limit ourselves to only a few results in order to validate our approach. Figure 8 presents these results obtained using an image (180 pixels × 180 pixels, with 255 gray levels) coded using 8 bits per pixel ( figure 8(a) ). By adding 42% of zeros (zero padding equal to 76 pixels in rows and columns) to ensure a good convergence, the size of the image to be put into our system becomes (180 + 76)(180 + 76) = 256 pixels × 256 pixels. Thus, this zero padding (76 pixels) increases the size of the phase file to be stored and/or transmitted. To overcome this problem, we divide the Fourier plane into four zones with figure 8(b) ). By using different combinations of bits (a specific bit number for each zone, figure 8(b) ) to quantify the phases, we managed to increase the compression ratio shown in figures 8(c)-(f).
Simulation results, see figure 8 , prove the efficiency of such optimization. Indeed a good compression ratio, C r = 78%, and good quality of the reconstructed image have been observed. Indeed, figures 8(e) and (f) show a very good convergence with a low value of MSE (MSE = 0.262) We should mention here that, by adjusting the size of the RMS duration, we could improve the compression ratio.
To demonstrate the efficiency and the accuracy of our approach, we put the reconstructed image at the input plane of a classical VLC correlator (using a simple POF filter). Figure 9 shows the synoptic of our application. The received phase information is used in our reconstructed algorithm, shown previously, in order to obtain the reconstructed image put at the input plane of the correlator. At first, the original target image (I 0 ) shown in figure 10(a) is put at the input of the correlator. This uses a POF filter manufactured with a reference image shown in figure 10(b) (a part of the input original image). The obtained correlation plane is shown in figure 10(c) . This plane will be used as the reference plane to verify the performance of the correlation decision when we display at the input plane the reconstructed image. At the second input of the correlator, a reconstructed image from the phase information, with 500 iterations, is displayed at the input plane. The resulting correlation plane using the same POF filter is presented in figure 10(d) .
To validate our approach, we have compared the correlation results (figure 10) using three images at the input plane: (1) the original BMP image (without compression), (2) the JPEG compressed image and (3) our reconstructed image. The correlation plane, obtained from the original BMP image, is shown in figure 10(c) . The correlation plane obtained with an input image compressed using the JPEG compression method (with a compression ratio ≈78%) is presented in figure 10(d) . Finally, figure 10(e) presents the correlation results with our proposed method. These results clearly corroborates the performance of our approach. Indeed, we can notice that our algorithm can successfully improve the correlation result between a reconstructed image and a reference one. The criterion used to point out the good performance of our approach is the PCE which is defined as the energy of the peak correlation normalized to the total energy of the correlation plane (equation (7)), where M denotes the size of the peak correlation spot and N stands for the size of a Q. 4 correlation plane: Figure 10 shows, first, that the noise in the correlation plane has been reduced using our reconstructed image ( figure 10(e) ). Second, we obtain a very sharp correlation peak ( figure 10(e) ). Third, the PCE was increased by a factor of 3 between the original image and the reconstructed image and by a factor of 5.5 between the JPEG image and our reconstructed image. It is well known that the spectrum phase of any image is related to its contour. Therefore, our approach could enhance the contour of the image and the PCE at the same time.
Conclusions
In many applications such as facial recognition, security checks, etc, an identification of a target image is still the main task to perform. In most recent security applications, video sequences (containing target images) should be stored or transmitted to be remotely processed in headquarters. In those applications, transmitting compressed and pre-processed images becomes their major priority. In this case, our new proposed approach could be of great interest. In fact, using our approach, we could easily compress a target image. The new proposed approach is only based on the use of the Fourier phase information. The main idea consists of applying an iterative algorithm to the phase information. It has been shown that the number of zeros added in the zero-padding step and the quantization bit number could be optimized to reach a compromise between the size of the final image and the quality of such images. A compression ratio of 78% was obtained. Moreover, various simulations showed that our reconstructed image does not affect the correlation decision. Besides that, the correlation peak becomes more sharp and that could likely improve the decision of the correlator. In future works, we are planning to investigate the possibility to integrate multi-correlation composite or segmented filters. More simulations should be carried out to take into consideration all kinds of noise. Finally, experimental results should be obtained.
