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Abstract 
The transportation sector is the second major contributor to the global greenhouse gas (GHG) 
emissions, next to electricity generation sector. GHG emissions are projected to grow in the future 
due to the over-reliance on fossil fuels for both electricity generation and transportation sectors. 
However, the growth can be stalled by gradually introducing electric vehicles (EVs) as they 
produce less GHG compared to their conventional counterparts. Despite that, their proliferation has 
been stunted by a completely new set of challenges in addition to a very high capital cost. These 
challenges include low driving ranges, scarcity of electric vehicle charging stations (EVCS), long 
charging time and inability to provide charging service readily. Nevertheless, some of these 
challenges can be addressed by installing EVCS at business premises (i.e., offices, universities, etc.) 
and augmenting EVCS with onsite PV and battery energy storage (BES). In that case, the impacts 
of EV charging on the grid will be less significant; charging services will be available readily, and 
GHG emissions growth can be reduced significantly. Moreover, EVCS, under suitable conditions, 
would be able to provide vehicle-to-grid (V2G) services, which makes EVCS more attractive. 
Despite such prospective opportunities, offhand planning and operational planning of EVCS would 
deem them unachievable. In addition, the inherent intermittency of PV, and EV and grids loads will 
pose considerable hindrance on availing those benefits. 
Hence, this research focusses on an EVCS with onsite PV and BES, in the perspective of 
planning and operational planning including V2G services. The cornerstone of the planning and 
operational planning is an appropriate EV load model that captures the uncertainties of EV 
charging. In addition, the EV load model reflects the grid voltage and EV battery’s state of charge 
(SOC)-dependency of EV charging. Moreover, it accounts for the diversity of the EV population 
embodied by market shares, battery sizes, charging levels, and charging voltages, currents, and 
power factors. Furthermore, it is scalable to facilitate seamless assimilation of a large EV 
population. Therefore, a new EV load model is first proposed with MATLAB/Simulink validation 
reflecting the factors above along with the recommendations by the standard BS EN 61851-23:2014.  
This EV model is then incorporated into the planning activities, which include four 
chronological exercises. Firstly, the impact (i.e., grid voltage, current, losses, etc.) of the EV 
charging on the grid at different locations, namely home, office, public charging, is investigated 
considering the uncertainties. Secondly, the optimal location of the PV and BES based EVCS is 
divulged regarding the reduction of the impact and costs involved while enhancing the charging 
quality of service (QoS). Thirdly, a suitability analysis is performed for the obtained optimal 
location to find the most suitable combination of the grid upgrading, PV deployment, and BES 
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deployment to satisfy the QoS, cost, and impact thresholds simultaneously. Finally, the optimal PV 
and BES sizes are obtained using sequential quadratic programming (SQP). 
The operational planning includes two tasks namely day-ahead scheduling of the EV load and 
probabilistic charging of the EV population regarding the uncertain PV output and grid load. The 
day-ahead scheduling method is developed incorporating the uncertainties of the combined SOCs of 
the existing, arriving, and departing EV populations alongside the diversity of the EV population 
mentioned above. Conversely, the probabilistic charging algorithm is devised considering the 
previously ignored correlation coefficients among the intermittent EV load, PV output, and grid 
loads. Moreover, BES is also included as a backup source in the proposed algorithm. To reduce the 
execution time of the tasks a new SOC-based charging strategy in conjunction with the new 
probabilistic impact indices are suggested. 
Finally; the real-time operation of the EVCS accomplishes two undertakings, e.g., 1) real-time 
charging of the EV population regarding the measured PV output, and 2) availing V2G services. 
The first exercise takes into account the present PV output measurement as well as the predicted PV 
output to dispatch the EV load with the aim to maximize energy harvest from PV while minimizing 
the impact on the grid. In contrast, due to the longer than required parking hour, the EV population 
do not need to be charged continuously. They can remain idle for a portion of time, which is defined 
as the laxity. Therefore, depending on the degree of laxity, they can provide V2G services, provided 
that they be willing to do so. Thus, a model is first developed to predict such V2G potential in time 
series. Then, a charging/discharging algorithm is proposed that can simultaneously maintain the 
QoS threshold and maximize V2G services at the minimal cost.  
The efficacies of the algorithms above are tested on the University of Queensland (UQ) parking 
lots coupled with the UQ electric grid and IEEE 37 bus test system with practical PV output and 
grid load data collected from UQ Solar and Australian Energy Market Operator. Favourable results 
confirm that this research will enormously help the uptake of the PV and BES based EVCS in the 
future. Moreover, the new EV load model for a large EV population encompassing the SOC and 
grid voltage-dependency of the EV load and the new centralized impact indices for the grid voltages 
and currents will not only expedite the proliferation of EVCS by facilitating more accurate, rapid 
planning and operational planning but also will form a new realm of future research. Furthermore, a 
more elaborate algorithm for obtaining the V2G services will ensure the satisfaction the EV owners 
by ensuring minimum QoS and reimbursing incentives, while earning the EVCS owners additional 
revenue.   
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 An infinitesimal time before and after (k-1)TS 
nk+ No. of EVs after updating nD,k, nA,k; represents the no. of EVs 
present at charging premises at the beginning of the next timeslot 
nk-1+ No. of EVs before updating nD,k, nA,k; represents the no. of EVs 
present at charging premises at the beginning of previous timeslot 
Xk-1+, Xk+ Random variables representing the SOCs of nk+ and nk-1+ 
XA,k, XD,k Random variables representing the SOCs of nA,k and nD,k 
Xdel,k-1 Random variable representing SOC delivered to EV population 
n0+, X0+ Boundary conditions for nk+ and Xk+ 
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Chapter 3 (Symbols in addition to those in Chapters 1 – 2) 
xk+  Xk+ xk+ is an element of Xk+ 
xA,k  XA,k xA,k is an element of XA,k 
xdel,k-1  Xdel,k-1 xdel,k-1 is an element of Xdel,k-1 
kS Most probable charging starting timeslot 
f(kS, μks, σks) Probability density function of kS 
μks, σks Mean and SD of kS 
mks, sks Population mean and SD of kS 
nEV Total EV population throughout the day 
kp Parking duration regarding timeslots 
f(kp, μkp, σkp) Probability density function of kp 
μkp, σkp Mean and SD of kp 
mkp, skp Population mean and SD of kp 
kd Most probable departure timeslot 
xLC SOC after the last charging 
μd, σd Mean and SD of d 
md, sd Population mean and SD of d 
j Index of the nEV 
xDes,j Desired SOC of the j-th EV 
ks,j Charging starting timeslot of the j-th EV 
xk,j SOC of the j-th EV at the beginning of the k-th timeslot 
uk,j Boolean charging status indicator for the j-th EV 
PEV,k Aggregated uncontrolled EV load during the k-th timeslot 
PC,j Rated charging power assigned to the j-th EV 
xk+1,j SOC of the j-th EV at the beginning of the k+1-th timeslot 
Bj Battery capacity of the j-th EV  
nk-, nk Net EV population before updating and after updating nD,k 
nk, nk+ Net EV population before updating and after updating nA,k 
Xk-, Xk Random variables representing all the SOCs of nk- and nk 
Xk, Xk+ Random variables representing all the SOCs of nk and nk+ 
nk-1 Number of EVs during the k-1-th timeslot 
nM Number of EV models or clusters in the EV population 
i Index of nM 
Mk,i Market share of the i-th cluster 
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ni,k+ nk+ for the i-th cluster 
Xi,k+, XA,i,k, XD,i,k, Xi,k-, Xi,k Xk+, XA,k, XD,k, Xk-, Xk for the i-th cluster 
RD,i,k % of EVs departing the charging premises 
MD,i,k, Mi,k MD,k and Mk for the i-th cluster 
KD,i,k, Ki,k- Market penetrations in nD,k and nk- for the i-th cluster 
E[…], Var[…] Expectation and variance of … 
µi,k, µD,i,k, µi,k- Means of Xi,k, XD,i,k, and Xi,k 
σi,k, σD,i,k, σi,k- SD of Xi,k, XD,i,k, and Xi,k 
ρ1,i,k Correlation coefficient between  XD,i,k and Xi,k- 
RA,i,k % of EVs arriving the charging premises 
MA,i,k, Mi,k MA,k and Mk for the i-th cluster 
KA,i,k, Ki,k Market penetrations in nA,k and nk for the i-th cluster 
µi,k+, µA,i,k Means of Xi,k, and XA,i,k 
σi,k, σA,i,k SDs of Xi,k, and XA,i,k 
ρ2,i,k Correlation coefficient between  XA,i,k and Xi,k 
Xi,k+1- Transition of Xi,k+ during the k+1-th timeslot, with the assumption 
that no EV starts or terminates charging during this time 
μi,k+1-, σi,k+1- Mean and SD of Xi,k+1- 
PC,i Rated charging power designated for the i-th cluster 
m Number of charging levels available 
XDes,i Desired SOC for the i-th cluster 
TD,i Desired time duration of charging for the i-th cluster 
Ci,k Random variable containing all the charging rates of ni,k+ EVs 
σC,i,k, ρ3,i,k SD of Ci,k and controllable CC between Ci,k and Xi,k+ 
Sk, Fk Scaling and fairness factors 
cj,i,k Charging rates for the j-th EV in the i-th cluster 
xj,i,k+ SOC of the j-th EV in the i-th cluster 
Φi,k+ CDF of Xi,k+ 
ei Efficiency of EV charging for the i-th cluster 
ms Number of stages in a multi-stage charging strategy 
ΔX90,i,k+ Battery characteristics-dependent part of SOC 
c1,k+, c2,k+, c3,k+ Charging rates for 1
st
, 2
nd
, and 3
rd
 stages for MCS 
P1,k+, P2,k+, P3,k+ Aggregated charging powers for 1
st
, 2
nd
, and 3
rd
 stages for MCS 
χk+ Power factor of EV charging 
SEV,k+ Aggregated charging for all three stages together for MCS 
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XU,j SOC drop of the j-th EV 
xS,j Charging starting SOC of the j-th EV 
μS,j, σS,j Mean and SD of xS,j 
YS,j Standardized random variable of xS,j 
   
, , ,
,  
S j A i kY X
    Characteristic function of YS,j and XA,i,k 
h(ω) Higher order terms in the expansion of characteristic function 
pj,i,k- Probability of terminating charging for the j-th EV in the i-th 
cluster with a SOC 
, ,j i k
x   
,i k
Y   A random variable containing all the pj,i,k- 
u1, u2 Independent, standard Gaussian variables with mean 0 and SD 1 
, ,Y i k
  , , ,Y i k   
Mean and SD of Yi,k- 
,i k
b   Bias of departure towards higher SOC 
1
  Skewness of XD,i,k 
  Transition of SOC from one state to another 
, ,0 , ,0
,
A i A i
   Boundary conditions of 
, , , ,
,
A i k A i k
   
,0i
X   Boundary condition of ,i kX   
X Either of 
,, , , 1
, , ,
i ki k i k i k
       
μ, σ Mean and SD of X 
xi i-th sample of X 
( , , , , )
i
f x a b   PDF of X 
nG Number of samples taken from X 
a, b  Lower and upper bounds of X 
μp, σp  Population mean, and SD of X 
 ,  PDF and CDF of X 
, ,Y i k
c   Coefficient of variation 
Z1,k, Z2,k Random variables containing all nD,k and nA,k respectively 
Z3,k, Z4,k Random variables containing all μA,i,k and σA,i,k respectively 
Z5,k, Z6,k Random variables containing all ρ1,i,k and ρ2,i,k respectively 
Z7,k Random variables containing all bi,k- 
Z8,k, Z9,k Random variables containing all RD,i,k and RA,i,k respectively 
Z10,k, Z11,k Random variables containing all Mi,k+ and Ki,k+ respectively 
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Z12,k Random variables containing all cY,i,k- respectively 
μ1,k – μ12,k, σ1,k – σ12,k Means and SDs of Z1,k – Z12,k 
, ,i k i k
x X   Elements of ,i kX   
mi,k+, si,k+ Arithmetic mean and SD of Xi,k+ 
XPV,k PV output represented by a time-varying random variable 
μPV,k, σPV,k Mean and SD of XPV,k 
XGL,k Grid load given by a time-varying Gaussian random variable 
μGL,k, σGL,k Mean and SD XGL,k 
n Number of nodes in the grid 
IPabc,n,k Phase currents for “abc” sequence for n-th node for k-th timeslot 
IPabc,P,n,k, IPabc,I,n,k, Pabc,Z,n,k Constant power, current, and impedance components of IPabc,n,k 
Vabc,n,k Node voltages for “abc” sequence for n-th node for k-th timeslot 
Sabc,P,n,k, Sabc,I,n,k, Sabc,Z,n,k Constant power, current, and impedance powers injected to the 
nodes for “abc” sequence for n-th node for k-th timeslot 
δabc,n,k, θabc,n,k Voltage angle and power factor angle of the n-th node 
Iabc,n,k Node currents for “abc” sequence for n-th node for k-th timeslot 
l Number of feeders in the network 
Zabc,l, Zbca,l l-th feeder’s impedance for the “abc” and “bca” phase sequences 
Iabc,l,k l-th feeder’s currents 
P0, Q0 Active and reactive powers components of a load at V0 
P, Q Active and reactive powers components of a load at V 
np, nq Coefficients of the exponential model 
  
Chapter 4 (Symbols in addition to those in Chapters 1 – 3) 
PEV,Z, PEV,I, PEV,P ZIP portions of the active EV charging powers at V 
QEV,Z, QEV,I, QEV,P ZIP portions of the reactive EV charging powers at V 
γP, γQ Dependent on whether the aggregated EV loads are Z, or I, or P 
PEV,Z,0, PEV,I,0, PEV,P,0 ZIP portions of the active EV charging powers at V0 
QEV,Z,0, QEV,I,0, QEV,P,0 ZIP portions of the reactive EV charging powers at V0 
Va,k, Ia,k, pfa,k Voltage, current, and pf on the AC side for V0 
1
PEV,0,k, 
1
QEV,0,k Active and reactive powers drawn by one EV 
Vb,k, Ib,k Voltage and current of the EV battery terminal 
ek Efficiency of the EV charger (i.e., EV supply equipment, EVSE) 
1
P0,k, 
1
Q0,k 
1
PEV,0,k and 
1
QEV,0,k b y dropping the subscript “EV” 
xxxix 
 
xk Any arbitrary SOC 
α(xk), β(xk), χ(xk)
 
Projections of the interception points of Vb,k, Ib,k, and pfa,k curves 
of the vertical line drawn from xk 
Vk Operating voltage of the grid during the k-th timeslot 
1
Pk, 
1
Qk 
1
P0,k and 
1
Q0,k for Vk 
γP(xk), γQ(xk) γP and γQ for a given xk 
Xk Random variables containing all the xk 
P0,k(Xk), Q0,k(Xk) Aggregated active and reactive powers for the EV population 
with Xk at V0 
Pk(Xk), Qk(Xk) Aggregated active and reactive powers for the EV population 
with Xk at Vk 
γP(Xk), γQ(Xk) γP and γQ for a given Xk 
nk+ Number of EVs in the EV population 
PCC,0,k, QCC,0,k Active and reactive powers in CCM charging at V0 
PCV,0,k, QCV,0,k Active and reactive powers in CCV charging at V0 
PCC,k, QCC,k Active and reactive powers in CCM charging at Vk 
PCV,k, QCV,k Active and reactive powers in CCV charging at Vk 
j Index of linearized segments of voltage, current, pf, and 
efficiency curves 
(xi,j1, ai,j1), (xi,j1, bi,j1), (xi,j1, 
ci,j1), (xi,j1, ei,j1) 
Starting coordinates of the j-th segments of the voltage, current, 
pf, and efficiency curves 
(xi,j2, ai,j2), (xi,j2, bi,j2), (xi,j2, 
ci,j2), (xi,j2, ei,j2) 
Ending coordinates of the j-th segments of the voltage, current, 
pf, and efficiency curves 
αi,j,k, βi,j,k, χi,j,k, ei,j,k Avg. charging voltage, current, pf and efficiency for j-th segment 
Δi,j,k Area under the Xi,k+ curve for the j-th segment 
mi,aj, mi,bj, mi,cj, mi,ej Slopes of j-th charging voltage, current, pf, and efficiency 
segments 
Φi,k+ CDF of Xi,k+ 
μi,j,k Mean of Xi,k+ for the j-th segment 
Q  Q-function 
,i k
  CDF of Xi,k+ 
Ii,mx, Vi,mx Maximum permissible charging current and voltage by the 
charger (i.e., EV supply equipment, EVSE) 
L Length of the j-th segment in terms of SOC 
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ii,k, vi,k Actual charging current and voltage of the EV charger 
λi,k Market share of the i-th EV cluster 
mi,k+, si,k+ Arithmetic mean and SD of Xi,k+ 
mi,j,k Arithmetic mean of Xi,k+ in the range of xi,j1 – xi,j2 
σi,j,k SD of Xi,k+ in the range of xi,j1 – xi,j2 
,0, ,0,
,
CC k CC k
P Q  Measured aggregated active and reactive powers drawn by all the 
EVs in CCM operation 
,0, ,0,
,
CV k CV k
P Q  Measured aggregated active and reactive powers drawn by all the 
EVs in CVM operation 
PI,0,k(Xk), QI,0,k(Xk) Constant current components of the aggregated active and 
reactive powers for a large EV population with Xk at V0 
PI.k(Xk), QI,k(Xk) Constant current components of the aggregated active and 
reactive powers for a large EV population with Xk at Vk 
R1 Input filter resistance of the EV charger 
kk, dd,k Duty ratio of the DC/DC converter and direct axis duty ratio of 
the AC/DC converter of the EV charger 
Vdc,k Voltage on the DC side of the AC/DC converter 
Eb,k Battery voltage 
Rb Equivalent battery resistance 
r Resistance of the DC/DC filter 
PP,0,k(Xk), QP,0,k(Xk) Constant power components of the aggregated active and reactive 
powers for a large EV population with Xk at V0 
PP.k(Xk), QP,k(Xk) Constant power components of the aggregated active and reactive 
powers for a large EV population with Xk at Vk 
1
PCC,0,k, 
1
QCC,0,k Active and reactive powers in CCM charging at V0 for one EV 
1
PCV,0,k, 
1
QCV,0,k Active and reactive powers in CCV charging at V0 for one EV 
(xi,j1, γP,i,j1), (xi,j1, γQ,i,j1)
 
Starting coordinates of the j-th segments of γP, and γQ 
(xi,j2, γP,i,j2), (xi,j2, γQ,i,j2)
 
Ending coordinates of the j-th segments of γP, and γQ 
γP,i,j,k, γQ,i,j,k Average γP and γQ for a large EV population 
mi,γP, mi,γQ
 
Slopes of the j-th γP, and γQ segments 
Poverall,k Overall charging power of the EV population 
 
 
Chapter 5 (Symbols in addition to those in Chapters 1 – 4) 
nϕ
 
Out of nEV EVs, the number of EVs connected to the ϕ-th phase 
of the n-th bus (node) of the distribution network 
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ϕ Index of the phases of the node 
j Index of nϕ 
Pn,ϕ,k, Qn,ϕ,k Active and reactive EV loads of ϕ-th phase of n-th node for k-th 
sample 
Pn,ϕ,k,j, Qn,ϕ,k,j Active and reactive powers of j-th EV load 
Vn,ϕ,k, V0 Voltage of the ϕ-th phase of the n-th node and its rated value 
un,ϕ,k,j Charging status of the j-th EV 
xn,ϕ,k,j, xDes SOC of the j-th EV for the k-th sample at the ϕ-th phase of the n-
th node and its desired value 
ks,n,ϕ,j Defined regarding the generated ks,j from (3.1) 
PI,n,ϕ,k, QI,n,ϕ,k Constant current components of Pn,ϕ,k and Qn,ϕ,k 
PP,n,ϕ,k, QP,n,ϕ,k Constant power components of Pn,ϕ,k and Qn,ϕ,k 
xn,ϕ,k+1,j xn,ϕ,k,j for the k+1-th sample 
Bj Battery capacity 
e Charging efficiency 
VNC,k Voltage noncompliance for the k-th timeslot 
Vmin, Vmax Minimum and maximum permissible values of Vn,ϕ,k 
INC,k Line current noncompliance 
il,ϕ,k, imax,l Current of ϕ-th phase of l-th feeder and its permissible value 
Vdev,k Voltage deviation 
IL,k Line loading 
VU,k Voltage Unbalance 
VU,max Maximum limit of the voltage unbalance 
Lk Losses in grid 
Ll,ϕ,k Individual phase loss of the ϕ-th phase of the l-th feeder 
II Impact index 
VI, CI Deterministic voltage and current indices 
PVI, PCI Probabilistic voltage and current indices 
LI Loss index 
Vn,k Grid voltage of the n-th bus during k-th timeslot 
Vmin, Vmax Permissible lower and upper limits of Vn,k 
Il,k Current carried by l-th feeder during k-th timeslot 
Il,max Permissible upper limit of Il,k 
VdevA,k, LLA,k, PLA,k Average voltage deviation, average line loading, and percentage 
losses during the k-th timeslot 
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VdevA, LLA, PL Average voltage deviation, average line loading, and percentage 
losses for the entire period 
σdev,k, σLL,k SDs of voltage deviation and line loading during the k-th timeslot 
σdev, σLL SDs of voltage deviation and line loading for the entire period 
VdevP, LLP, PLP, σPLP Permissible voltage deviation, line loading, percentage losses, 
and standard deviation of percentage losses 
IIk Overall impact indices 
K1 – K5 Weights of the impact indices 
PG,k Power balance among PV, EV, and BES 
NVNC,k, NCNC,k Numbers of voltage and current noncompliance 
NORF,k, NGTO,k Numbers of substation overload & reverse power flow and grid 
transformer overload 
QoSk Quality of service during the k-th timeslot 
ELE,k, ELL,k Loss of energy and load 
ELO,k Lost opportunity 
CP,k, CF,k Portions of PG,k that need to be curtailed 
QoSA Average QoS 
ELOA Loss of opportunity for the entire period 
KK, KO, KM, KGR, KNL Capital, operational, maintenance, grid reinforcement, and 
network loss costs 
KTNom Costs for charging EVs solely from the grid are termed as the 
nominal costs 
KTPB Costs for the PV and BES-based EV charging is termed as PV 
and BES-augmented case 
Δ Total changes in costs from the nominal case to PV and BES-
augmented case 
η Discount rate 
H  Planning horizon in years 
NB Number of battery in BES with size B 
‘T’, ‘EEV’, ‘CD’, ‘HR’, 
‘LO’, ‘IC’, ‘PV’, ‘BES’ 
Subscripts and superscripts stand for transformer, EV energy, 
control device, human resources, lost opportunities, installation 
costs, PV, and BES, respectively 
A, L, ρ Area of the cross-section (m2), length (m), and density of the 
additional feeders required to facilitate EV charging 
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LossT Total loss of energy in the network 
E , Met  Prices of energy and metal 
x    PEV BVn N B  
EGT Total energy exchanged between the grid and EVCS 
SOCBES,A Average SOC of BES 
SOCBES,low, SOCBES,high Lower and upper bounds of SOCBES,A 
si Number of slack variables 
H, Jg, S, λ, Λ, e Hessian, Jacobian of g, diag(s), Lagrange multiplier of g, diag(λ), 
and vector of ones 
FI Feasibility Index 
FB,k,j and FB,k,j Base and final value of j-th function in f(x) 
jmax Number of functions in f(x) 
kPV Number of PV clusters 
Ci,k Probabilistic charging rate of the i-th cluster of the EV population 
, ,i k i k
c C  Individual EV charging rate 
, ,i k i k
x X

  Individual EV SOC 
μC,i,k, σ
2
C,i,k Mean and variance of Ci,k 
xmn, xmx Minimum and maximum limits of ,i kx  
PPV,k, QPV,k Active and reactive powers supplied by the PV 
ePV Efficiency of PV inverter 
ψPV Installed capacity of PV 
χPV,k, χPV,mn Operating PF of the PV inverter and its limit 
SPV,k Per unit PV output as a function of solar irradiation 
SS,k, SD,k Surplus or deficit of PV output 
αB,k, βB,k, χB,k BES charging/discharging voltage, current and PF 
eC, eD Charging and discharging efficiencies of BES 
χD,k, χD,mn Operating PF and its limit of BES 
NB Number of battery in BES with size B 
VB,mx, IB,mx Permissible voltage and current of BES 
γ, ϑ Boolean variables defined in Table 5.1 
cC,k, cD,k Charging and discharging rates of BES 
yk, ymx, ymn SOC of BES and its upper and lower limits 
yk+1 yk for the k+1-th timeslot 
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u1-u9, w1-w4, υ, ϐ, uFS, up,l Boolean variables defined in Table 5.1 
PG,I,k, QG,I,k, PG,P,k, QG,P,k Powers to/from grid 
λn Per unit charging load shared by the n-th node 
NV,k, NC,k Counters for voltage and current noncompliance 
Vabc,min, Vabc,max, Iabc,l,k Limits of Vabc,n,k and Iabc,l,max 
εFK, εSK Tolerance of Fk and Sk 
PμI,0,k, 
PμI,0,k, 
PμP,0,k, 
PμP,0,k Means of PI,0,k, QI,0,k, PP,0,k, QP,0,k 
QσI,0,k, 
QσI,0,k, 
QσP,0,k, 
QσP,0,k SDs of PI,0,k, QI,0,k, PP,0,k, QP,0,k 
μPV,k, σPV,k Mean and SD of SPV,k 
PμGL,n,k, 
QμGL,n,k Means of PGL,n,k, QGL,n,k 
PσGL,n,k, 
QσGL,n,k
 
SDs of PGL,n,k, QGL,n,k 
ξEV, ξPV, ξGL Permitted percentile values of EV load, PV output, and grid load 
L1, L2, L3
 
From standard normal table corresponding to 1-ξEV, ξPV, and 1-ξGL 
s
 
Number of random samples for PI,0,k, QI,0,k, PP,0,k, and QP,0,k 
ϛ Chance constraint 
‘K’ Monetary values 
I’, ‘OM’, ‘PV’, ‘EV’, 
‘BES’, ‘T’, ‘nt’ ‘Ln’, ‘H’, 
‘HR’, ‘Ch’, ‘OD’, ‘FI’, 
‘Im’, ‘Ls’, ‘Lot’, ‘Ar’, ‘0’ 
Subscripts for CapEx, OpEx, PV, EV, BES, transformer, number 
of transformers, feeder, planning horizon, human resources, EV 
chargers, other devices, feed-in to grid, import from grid, grid 
losses, parking lot, arriving EVs, and nominal condition 
‘ϒ’ ‘τ’, ‘η’, ‘Γ’, ‘ψ’, ‘N’, 
‘L’, ‘A’ 
Symbols represent tariff, tariff increase rate, discount rate, life 
expectancy, capacity, number, length, and area 
μd , TD Mean driving distance and charging duration 
KRevenue, KCost Revenues and costs in monetary terms 
NCh Number of chargers available 
Ui Utilization factor of the EV battery for the i-th cluster 
ycount Cumulative change in BES SOC 
Rmax Maximum achievable EV penetration level 
Kmin, QoSmin, ϛTh Thresholds of K, QoS, and ϛ 
APV, ALot Area required for PV per MWp and available area 
PD
XD,i Random variable representing previous day’s departure SOC 
PDμD,i, 
PDσD,i Mean and SD of 
PD
XD,i 
ρ
1,i Correlation coefficient between 
PD
XD,i and XA,i,k 
W
 
Penalty factor concerning ΨPV 
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Chapter 6 (Symbols in addition to those in Chapters 1 – 5) 
IV,k, IC,k Probabilistic voltage and current indices 
vn,k Grid voltage of the n-th bus during k-th timeslot 
Vmin, Vmax Permissible lower and upper limits of vn,k 
il,k Current carried by l-th feeder during k-th timeslot 
Il,max Permissible upper limit of il,k 
Pr{…} Probability of … 
yk Net grid load 
SEV,k, SPV,k, SGen,k, SG,k EV load, PV output, backup generators output and other 
aggregated grid load 
vDN,n,k, iN,l,k Per unit deviation of the node voltages and feeder currents  
normalized by the net grid load 
ΦvD,k, Φi,k Empirical CDF of vDN,n,k and iN,l,k 
nd Available number of days’ historical data 
VDN,mn,k, VDN,mx,k Zero and one-crossing values of vDN,k 
iN,mn,k, iN,mx,k Zero and one-crossing values of iN,k 
arv,k, brv,k, crv,k, dri,k Coefficients of rv-th order Gaussian distributions and a ri-th 
order polynomial 
G Contains all the g-parameters of the grid 
ςC,k, ςV,k Current and voltage chance constraints 
IV,max, IC,max Upper bounds of IV,k and IC,k 
Ck [c1,k, c2,k, ...cm,k] 
ϐ Boolean variable defined in Subroutine in Table 6.3  
εCk Tolerance of Ck 
X A vector containing random variables X1, X2,…,Xn 
μ1, μ2,…,μn Means of X1, X2,…,Xn 
σ1, σ2,…,σn SDs of X1, X2,…,Xn 
x1, x2,…,xn Samples of X1, X2,…,Xn 
x   1 2 ...
T
n
x x x  
L(x) Log-likelihood function 
μ, σ Mean and SD of vector X 
W Diagonal weight matrix 
z  Historical value of z, where z = all the variables in Table 3.7 as 
well as other variables 
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zˆ  Estimated value of z 
XH,i,k Combined SOC delivered at home 
XPDD,i,k, Fi,k Previous day’s departure SOC and portion of an EV population 
that was fully charged at the time of the previous departure 
χi Choice factor between battery and IC engine of i-th EV cluster 
XE,i,k SOC exhausted 
μPDD,i,k, μE,i,k Means XPDD,i,k  and XE,i,k 
σPDD,i,k, σE,i,k SDs of XPDD,i,k  and XE,i,k 
βi,k Bias factor of the XE,i,k towards higher XPDD,i,k 
pL Probability of generated PEV,k is smaller than the calculated ML 
of PEV,k in (6.27) 
µP,k, σP,k Mean and standard deviation of the generated random PEV,k 
PEV,A,k The value of EV loads that ensures that the probability of random 
PEV,k is larger than the ML of PEV,k remains within 0 to (1 – pL) 
ZpL The value corresponding to pL in a standard normal lookup table 
N, µi, σi  N = nk+, µi = µi,k+ and σi = σi,k+ by dropping subscript ‘k’ 
SPV SPV = SPV,k by dropping subscript ‘k’ 
y y = yk by dropping subscript ‘k’ 
H Correlation matrix 
Ln Loads of n nodes 
Z Vector containing all the random variables 
r Index of uncorrelated and correlated samples generated 
ZU, ZC Vectors of uncorrelated and correlated samples 
μ, σ Mean and standard deviation of Z 
μ1, μ2,…, μr Elements of vector μ 
σ1, σ2,…, σr Elements of the vector σ 
K Covariance matrix of the vector Z 
Hrr r r -th element of the matrix H 
μr, σr Mean and SD of the r-th element in the vector Z (i.e., Zr) 
Zr1, Zr2 r1-th and r2-th elements of the vector Z 
Hr1r2 r1r2-th element of the matrix  H 
μr1, σr1 Mean and SD of Zr1 
1 1r r
z Z  Every sample in Zr1 
ur1 Zero mean uncorrelated sample 
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1 1r r
u U  Set of all ur1 samples 
μr2, σr2 Mean and SD of Zr2 
2 2r r
z Z  Every sample in Zr2 
ur2 Zero mean uncorrelated sample 
2 2r r
u U  Set of all ur2 samples 
ρr1,r2 Correlation coefficient (CorC) between Zr1 and Zr2 
U Vector of zero-mean uncorrelated samples 
D  
1
( , , )
r
diag    
M A lower triangular matrix 
I An identity matrix 
PG,I, QG,I, PG,P, QG,P PG,I = PG,I,k, QG,I = QG,I,k, PG,P = PG,P,k, and QG,P = QG,P,k by 
dropping subscript ‘k’ 
Vabc,n, Iabc,l Vabc,n = Vabc,n,k and Iabc,l = Iabc,l,k by dropping subscript ‘k’ 
F, S F = Fk and S = Sk by dropping subscript ‘k’ 
NVN, NCN, ς NVN = NVN,k, NCN = NCN,k and ς = ςk by dropping subscript ‘k’ 
ns Number of uncorrelated and correlated samples generated 
ςTh Permissible threshold of ς 
SU, SO,ns Uncontrolled EV power and optimal EV power for a set of the 
ns-th correlated samples 
PI,ns, QI,ns, PP,ns, QEV,P,ns Values of PI, QI, PP, and QP for the ns-th correlated sample set 
with the optimal F  and S 
 V af V ,  I af I  Aggregated PDFs of all the voltages and currents of a given 
phase, phase ‘a’ 
ZV, ZI Random variables containing all the phase-a node voltages and 
line currents for all the correlated sample sets 
zV, zI Elements of ZV and ZI 
 U abcf V  Aggregated PDF of the voltage unbalance 
Z Random variable containing the voltage unbalance of all the 
nodes for all the ZC 
z Elements of z 
ΔIV,k, ΔIC,k Errors in predicting the voltage limits violation and feeder 
overloading 
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Chapter 7 (Symbols in addition to those in Chapters 1 – 6) 
PPV,k, PPV,k+1 PV output for the k-th and k+1-th samples 
TPV PV output sampling time 
PR,k PV output ramp 
MC Confidence margin 
z  Historical z, where z is a given variable such as PPV,k, PPV,k+1, etc. 
zˆ  Estimated z, where z is a given variable such as PPV,k, PPV,k+1, etc. 
ZR,k PDF of PV ramp (PR,k) 
μR,k, σR,k Mean and SD of ZR,k 
LMC Lookup value from standard normal table corresponding to MC 
, , ,R j k R k
z Z  j-th elements of 
,R k
Z  
TC Sampling time of the charging rate  
Z
+
 Set of positive integers 
nt Z   No. of charging timeslots between two successive PV output 
samples 
j Index of nt 
Ck,1, Ck,2,..., Ck,i,… Ck,nt Charging rates with respect to 
, ,1 , ,2 , , , ,
ˆ ˆ ˆ ˆ, , ,...,
PV k PV k PV k j PV k nt
P P P P  
, ,
ˆ
PV k j
P  Assigned PV power of the j-th segment of the piecewise curve 
mPV,k Slope of the delayed connecting straight line of PPV,k and , 1
ˆ
PV k
P

 
z  Avg. z; here z is a given variable such as PPV,k, PPV,k+1, etc. 
Xi,k,j Random variable representing combined SOC of EV population 
for sub-timeslots between two successive PV output samples 
μi,k,j, σi,k,j Mean and SD of the combined SOC of the EV population for the 
sub-timeslots between two successive PV output samples 
, ,i k j  CDF of Xi,k,j 
, ,EV k j
P  EV charging power for the j-th sub-timeslot 
IV,k,j IV,k for the j-th sub-timeslot 
Fk,j, Sk,j Fk, and Sk for the j-th sub-timeslot 
α Boolean variable defined in (7.18) 
Xdel,i,k Delivered SOC for i-th EV cluster during k-th timeslot 
Xi,k SOC of the i-th EV cluster at the beginning of the k-th timeslot 
Xi,0 Boundary condition of Xi,k 
X = Lognormal(μX, σX
2
) A random variable X with Lognormal distribution; X = X, or Y, or 
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Z, or Xi,k-, or Xi,k, or any other random variable 
μX, σX Mean and SD of X 
mX, sX Arithmetic mean and SD of X 
MX, MY, MZ Vectors containing the random samples of X, Y, and Z 
ii
x X  A sample of X 
pii Probability of a sample of X (i.e., iix X ), to undergo another 
event (e.g., will be willing to provide V2G service, will terminate 
the charging, will start charging) 
Z Represents the transformation of X regarding any of these events 
u1, u2 Independent unit random variables with means 0 and SDs 1 
b Bias of ρi towards the higher value of xii 
pii,i,k- Probability that the ii-th EV with SOC xii,i,k-Xi,k- will not 
terminate charging 
Yp,i,k- Random variable containing all the pii,i,k- 
bi,k- = Corr (Xi,k-, Yp,i,k-) Correlation between Xi,k- and Yp,i,k- 
W
Xi,k-, 
W
Xi,k, 
W
Yp,i,k- Components of Xi,k-, Xi,k, and Yp,i,k- willing to provide V2G 
services 
U
Xi,k-, 
U
Xi,k, and 
U
Yp,i,k-
 
Components of Xi,k-, Xi,k, and Yp,i,k- unwilling to provide V2G 
services 
W
XD,i,k, 
U
XD,i,k Components of XD,i,k willing and unwilling to provide V2G 
services 
W
bi,k- = Corr (
W
Xi,k-, 
W
Yp,i,k-)
 
Correlation between 
W
Xi,k- and 
W
Yp,i,k- 
U
bi,k- = Corr (
U
Xi,k-, 
U
Yp,i,k-)
 
Correlation between 
U
Xi,k- and 
U
Yp,i,k- 
wii,i,k
 
Willingness factor that the ii-th EV with an arriving SOC 
, , , , ,A ii i k A i k
x X  will be willing to provide the V2G service 
Wi,k Values of wii,i,k represented by this random variable 
W
XA,i,k, 
U
XA,i,k Components of XA,i,k willing and unwilling to provide V2G 
services 
bA,i,k = Corr (XA,i,k, Wi,k) Correlation between XA,i,k and Wi,k 
b Bias of wii,i,k towards higher SOC 
nW,k Willing EV number 
W
Xi,k+, 
U
Xi,k+ Components of Xi,k+ willing and unwilling to provide V2G 
services 
XDes,del Desired delivered SOC 
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μDes,del Mean of XDes,del 
Pj,k V2G power 
erf{…} Error function and its purpose is to calculate the cumulative 
distribution function (CDF) for a given value of 
W
xi,j,k+ 
u1,k,j, u2,k,j Boolean variables 
Si,j,k and Fi,j,k Scaling and fairness factors during the j-th subslot 
eC charging efficiency 
, ,
W
i j k , , ,
U
i j k , CDF of , ,
W
i j kX  and , ,
U
i j kX  
, ,4,
W
ii i k
p  Probability that ii-th EV with SOC 
 2, ,4, ,4, ,4, ,4,,
W W W W
ii i k i k i k i k
x X Lognormal     will terminate 
charging 
W
Yp,i,4,k- Random variable containing all the 
, ,4,
W
ii i k
p  
W
bi,k=Corr (
W
Xi,4,k, 
W
Yp,i,4,k)
 
Correlation between 
W
Xi,4,k and 
W
Yp,i,4,k 
ϒIm,j,k, ϒEV,j,k, ϒC,j,k, ϒI,j,k
 
Per kWh tariff for importing power, revenue for selling power to 
EV, market clearing price in the energy market, and incentive to 
the EV population for supplying V2G service 
,Ls EV
P  Additional loss in the grid caused by the EV 
, 2Ls V G
P  Loss in the grid reduced by the V2G service 
uj,k
 
Charging/discharging status presented in Table 7.1 
I
H Negative half plane index 
ID
 
Duration of impact index (DII) 
1 
 
Chapter 1 Introduction 
 
 
Transportation sector is the second largest contributor to the greenhouse gases (GHG) emission 
preceded only by power generation sector [1]. This is because the traditional vehicles are driven by 
the Internal Combustion (IC) engines that operate mainly on fossil fuels [2]. Moreover, the GHG 
emissions are projected to increase in the future due to the inherent growth of the transportation 
sector and its over-reliance on fossil fuels [3]. Different countries and regions such as USA, UK, 
Australia, and EU, however, have initiated a myriad of schemes to reduce the GHG emissions by 
lowering the consumption of the fossil fuels [4, 5]. Taxes on the GHG emissions were even levied 
in Australia to expedite that initiative, though had been abolished later [6]. Above all, 196 members 
of the United Nations Framework Convention on Climate Change (UNFCCC) have recently signed 
the Paris Agreement that obligates each of its signatories to determine, plan and regularly report its 
contribution to mitigating the GHG emissions [7]. The salient feature of this agreement is that no 
mechanism has been established to force a signatory to set a specific target for a specific date, but 
each signatory must achieve a larger reduction in GHG emission since the previously set targets [8]. 
However, despite being lauded by its proponents for such flexibility [9], the role of this agreement 
has been downplayed by many of its opponents by citing its inadequacy, lack of binding 
enforcement mechanism as above and limited government role [10]. Furthermore, the withdrawal of 
USA, the largest contributor to the GHG emission, from the agreement has further fuelled those 
concerns and raised the question over its credibility [11]. 
As raised by the opponents of the Paris Agreement, limited government role could indeed stall 
the initiatives that are designed to reduce the GHG emission such as the proliferation of the EVs. 
However, fortunately, governments and various bodies across the world have taken the cognizance 
of this issue and accordingly, have been independently promoting the proliferation of the EVs 
through enacting legislation and policies with the aim to reduce GHG emissions [12, 13]. In 
addition to the reduction of GHG emission, EVs can cater to many immediate remunerations as well 
as can enable various technical capabilities. Vehicle-to-grid (V2G) service is one of such frequently 
advocated technical capabilities that can be enabled under the currently enforced grid frameworks 
[14]. The V2G includes services ranging from arbitraging energy in the market to providing 
ancillary service such as voltage support [15]. 
Though the EV population could play a central role in reducing GHG emissions and providing 
V2G services as above, the distribution networks operators (DNOs) will be taken aback by a 
different set of issues [16]. These issues will be largely posed by the additional power that needs to 
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be supplied to the EV population by already very marginally designed distributions networks [17]. 
For instance, referred to Table 1.1, assuming an average household owns 2.12 EV units [18], the 
hosting DNO would require to supply an additional 3 kW power for the Level 1 charging for at least 
4.25 hours per day [6], which is almost 60% of the peak household load [18]. In terms of the 
supplied energy, it is equivalent to 12.75 kWh, which is 80% of the supplied 15.9 kWh household 
energy in Queensland [19]. The assumptions that are made for these calculations are that the 
average EV battery capacity and driving range, respectively, are 28 kWh and 190 km [20];  every 
EV drives an average distance of 36.2 km daily [6]; and the efficiency of the EV charger is 90% 
[21, 22]. Such a large EV load could impact the distribution networks adversely on the voltage 
deviation, voltage unbalance, line loading, power and energy losses, etc. [18]. Besides, the impact 
could be further aggravated if the peaks of EV load and regular load coincide with each other. 
Table 1.1 Peak power and energy demand for a household with EVs for 100% EV penetration 
 Household load EV charging load for Level 1 EV load in % 
Peak power (kW) 5.00 3.00 60 
Energy per day (kWh) 15.90 12.75
 
80 
In addition to the impact as above, performing the charging of the EV population directly from 
the grid could still generate a significant amount of GHG emission because of the indirect emission 
by the grid [23]. As such, refer to Table 1.2, performing the charging of the EV population directly 
from the grid will be responsible for a 54% of the current GHG emissions. However, if they are 
fully charged from PV, the GHG emissions could be reduced to only 4%, with the assumptions that 
the fossil fuel, grid, and PV, respectively, are responsible for 2.77 kg-CO2-e/km, 0.78 kg-CO2-
e/kWh, and 55 g-CO2-e/kWh GHG emissions [24]. 
Table 1.2 GHG emissions by EVs for various sources of energy 
Case CO2-e GHG emission (kg/day/household) % of fossil fuel 
Run by fossil fuel 21.5 100 
Charging from grid 11.7 54 
Charging from PV 0.85 4 
By acknowledging this advantage as in Table 1.2, the Queensland Government has recently 
declared that it was going to promote the proliferation of EV and renewable energy based EV 
charging across the state [13]. Therefore, in order to expedite such initiatives, the literature 
pertaining to the renewable energy based EV charging is first reviewed in this research with the aim 
to identify the existing gaps. The gaps are identified in the domains of EV load modelling, and 
planning, operational planning, and operation of renewable energy based EV charging. Then, the 
objectives of this research are designed based on the identified gaps. However, instead of 
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considering all the renewable energy sources (e.g., PV, wind, etc.), the research is kept limited to 
PV based EV charging [25] aided by backup battery energy storage (BES) only.  
1.2 Motivations 
As well as developing methods for calculating the optimal sizes of PV and BES to ensure the 
minimum quality of service (QoS) of charging, the planning exercise consists of investigating 
whether such charging station is more suitable at home, or office, or commercial fast-charging 
stations. The realm of operational planning comprises of formulating computationally cheap 
algorithms for scheduling the EV charging in a day-ahead manner and real-time controlling of EV 
charging for simultaneously maximizing QoS and addressing the impact of the uncertainties 
involved in the PV output, and EV and grid loads. The operational planning also includes devising a 
set of efficient procedures for forecasting V2G service capability in a day-ahead manner and 
dispatching it in real-time with the aim to maximize revenue and QoS. Moreover, an accurate EV 
load model (the modelling process is known as characterization) is one of the cornerstones of the 
planning and operational planning activities. These exercises are particularly important for the EV 
charging at business premises, comprises of charging EVs at offices, universities, etc., where a large 
EV population is expected to be charged in tandem and where the EV load coincides with the PV 
output. Therefore, this research develops, tests, and validates various algorithms in relation to the 
mentioned planning and operational planning undertakings along with the more accurate EV load 
model. 
1.2.1 EV Load Model 
Unlike the conventional EV load models [16, 17], the recent EV load models show that the EV 
charging load is highly dependent on the grid voltage, state of charge (SOC) of the EV battery, and 
charging voltage, current, and power factor supported by the EV battery and EV chargers [26]. 
Moreover, a considerable amount of reactive power is involved in the EV charging. Besides, the 
charging voltage, current, and power factor are nonlinear functions of the SOC. Furthermore, both 
the active and reactive powers consumed by EV loads could be constituted by various constant 
power (P), constant current (I), and constant impedance (Z) portions. However, the proposed EV 
load models in the literature thus far can account for these dependencies and nonlinearities for one 
EV at a time only. Therefore, there is a need to extend these models to a large EV population as in 
business premises. 
1.2.2 Planning of PV and BES Based EV Charging 
The first step of the planning exercises includes the investigation of the impact of the EV 
charging on the hosting electric grid. Similar to any other load, the impact profile of the EV load on 
the grid would largely be defined by whether it is constant power (P), constant current (I), or 
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constant impedance (Z) load [27]. However, the bulk of the prevalent works in the literature have 
designed the EV load as a constant power (P) load with no reactive power involved. Therefore, the 
pervasive impact analysis must be overhauled to accommodate the EV load models discussed in 
Section 1.2.1. 
Aside from the EV load models as above, the impact profile of the EV charging on the grid 
attains contrasting diurnal shapes depending on the location of charging such as home charging, 
office charging, fast charging, etc. The deployment of PV and BES is intended to reduce such 
impact. Naturally, the degree of reduction of the impact will vary for various charging locations. 
Though numerous planning exercises have been carried out for finding the optimal geographical 
location [28] and substation location [29] for an EV charging station, there has not been any 
planning exercise that has investigated whether the PV and BES based EV charging is more suitable 
for home charging or office charging or fast charging regarding the reduction of the impact above. 
If grid upgrading is considered as one of the possible solutions alongside the PV and BES 
deployment, there could be seven combinational solutions to reduce the impact on the grid. These 
solutions include 1) upgrading the grid only, 2) deploy PV only, 3) deploy BES only, 4) deploy 
both PV and BES, 5) upgrade grid and deploy PV, 6) upgrade grid and deploy BES, and 7) upgrade 
grid and deploy PV and BES. In addition to the impact reduction, these solutions aim to enhance the 
quality of charging service (QoS) while reducing the cost involved. A myriad of studies can be 
observed in the literature that has carried out the cost-benefit analysis on the combination-by-
combination basis for the combinational solutions above [30]. However, there is a scarcity of 
studies that can find a distribution network operator (DNO) to find the most suitable solution among 
the combinations above for a given EV penetration level in regards to the impact and cost reduction 
and QoS enhancement. Therefore, a suitability analysis must be designed to find such suitable 
combination taking into account the EV load models above. 
Upon finding the suitable combinational solution from the options above, the optimal sizes of the 
PV and BES must be estimated. The majority of the papers in the literature have estimated the PV 
and BES sizes concerning the impact and cost only [29], neglecting the QoS. Moreover, these 
papers have not considered the dependencies, nonlinearities, and the reactive power involved 
discussed in Section 1.2.1. Therefore, an optimal sizing exercise must be developed encompassing 
these missing aspects. 
1.2.3 Operational Planning of PV and BES Based EV Charging 
The operational planning exercises involve day-ahead scheduling of the EV load considering the 
uncertainties of the EV load, PV output, and grid loads. For reliable operation of the EV charging 
station, these exercises are required to be accurate and computationally cheap. The accuracy usually 
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gets tainted by the uncertainties involved in SOC, number of EVs, PV output, and grid loads, while 
the computational burden gets compounded by the governing charging coordination strategy [31] 
and the need for running the load flows for several times [32]. Though the charging coordination 
strategy is computationally cheap for a small number of EVs, it can become particularly expensive 
with the increase in the EV number [31]. On the other hand, many methods in the literature have 
ignored the load flows for the scheduling exercises. Therefore, there is a need to develop 
appropriate methods for accurately predicting the SOC and number of EVs in a day-ahead manner 
that can be incorporated in charging coordination. Furthermore, a computationally cheap charging 
coordination strategy for a large EV population must be devised. In addition, suitable impact indices 
must be proposed that are representatives of the impact of the EV charging on the grid, and that can 
be calculated without the need to run a large number of load flows. 
The uncertainties of the PV output and grid loads are handled by probabilistic charging strategies 
or by day-ahead predictions. The probabilistic charging strategies have been implemented in the 
literature without taking into account the correlations among the EV load, PV output, and grid 
loads. However, real-time data collected from the UQ Solar [33] and Australian Energy Market 
Operator (AEMO) show that these entities can be highly correlated, which means when one of them 
has suddenly increased there is a high probability that the rest of them will also increase. For 
instance, if the PV output has suddenly increased, the grid load may also increase accordingly. 
However, the probabilistic charging strategies prevalent in the literature have not considered these 
correlations. Therefore, a probabilistic charging strategy ought to be developed that can encompass 
these correlations. 
1.2.4 Real-time Considering V2G Services 
Since the probabilistic charging strategy could be time-consuming, it can be replaced by a real-
time deterministic charging strategy if the PV output and grid load in addition to the EV load can be 
predicted accurately. However, such predictions are still expensive and susceptible to errors due to 
the uncertainties involved in the meteorological inputs involved. Therefore, a real-time charging 
method can be proposed that can simultaneously replace the probabilistic charging by a 
deterministic charging and waive the prediction requirements as above. 
While being charged, the EVs can provide numerous V2G services such as voltage regulation, 
frequency regulation, low voltage ride-through, energy arbitrage, participation in the energy market, 
etc. [15]. To avail the last two services namely energy arbitrage and participation in the energy 
market, the scheduling algorithm above optimally finds in which timeslot an EV in the EV 
population should be charged and in which timeslot it should be discharged taking the energy prices 
into account [34]. Most of those algorithms in the literature have put more emphasis on the costs, 
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permissible SOC limits of the EV battery, and capability of the EV supply equipment [34, 35], but 
several factors such as willingness to provide service, urgency factor, and diversity of the EV 
population (i.e., market shares) have been overlooked. Moreover, they have not shown how the 
minimum QoS could be maintained while maximizing the V2G services and subsequent benefits. 
Therefore, the V2G scheduling algorithm needs to be augmented by incorporating the willingness 
factor, urgency factor, and market share. The aim of the augmented algorithm has to be to maintain 
a minimum QoS while maximizing benefits. 
1.3 Objectives 
This research aims to facilitate the uptake of EV by advancing the existing algorithms in the 
domains of planning, operational planning, and operational exercises involved in PV based EV 
charging stations. The specific objectives, in order to enable to achieve this goal, of this research are 
summarized as follows: 
1) To model the active and reactive EV charging powers regarding the combined SOC 
distribution of the EV population and the charging voltage, current, and power factor, and segregate 
their constant power and constant current portions. 
2) To develop a methodology to optimally plan a PV and BES based EV charging station, which 
includes – chronologically – analysing the impact of the EV charging; finding the optimal location 
of such charging station; divulging the optimal combination of grid upgrading, PV, and BES; and 
optimal sizing of the PV and BES.  
3) To devise an algorithm to enable the day-ahead scheduling of a large EV population, 
considering the uncertainties of the EV load, PV output, and grid loads, while eliminating the need 
for a run large number of load flows.  
4) To formulate techniques to dispatch EV load in real-time considering uncertainties in PV and 
to assess and schedule the V2G service in a day-ahead manner, which maximizes the benefits while 
maintaining the minimum QoS, considering the willingness factor, urgency factor, and market 
share. 
1.4 Organization of the thesis 
Following this chapter, the rest of this document, starting from Chapter 2 – Chapter 8, is 
organized as follows: 
Chapter 2 provides a detailed review of the literature in the realms of EV load modelling, and 
planning, operational planning, and operation of PV based EV charging stations. Following the 
review, the existing gaps are identified. Then, the prospective steps to bridge those gaps are 
outlined. 
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The common models, methodologies, and algorithms used in Chapters 4 – 7 are presented in 
Chapter 3. Several parameters such as combined SOC of the EV population, number of EVs in the 
EV population, market diversity of the EV population, PV output, grid loads, etc., are modelled in 
this chapter. Many systematic methods of updating these parameters in a time-variant manner are 
also developed. In addition, two different charging strategies in regards to these parameters have 
been proposed. Finally; a brief description of the test systems used in this research are presented, 
along with the software and tools employed. 
A more accurate, scalable EV load model for a large EV population is developed in Chapter 4 in 
line with the Electric vehicle conductive charging standard BS EN 61851-23:2014. This model 
considers various previously-unaccounted factors that can influence the aggregated EV load, such 
as grid voltage, state of charge (SOC) of the EV battery, and charging voltage, current, and power 
factor supported by the EV battery and EV chargers. The models also take a detailed account of the 
reactive power involved in EV charging. The EV load model is developed for two different 
probabilistic distribution functions (PDFs) of the combined SOC of the EV population. Also, the 
EV load models are validated with the help of MATLAB/Simulink simulation. Besides, an 
application of the developed EV load model is illustrated with practical references. 
Chapter 5 presents the results and analyses related to the planning of EV charging stations. First, 
a systematic way to evaluate the impact of EV charging on electric grids is proposed. Then, the 
suitability of PV and BES based remedial action scheme for home charging, business charging, and 
commercial charging is investigated. Finally; an algorithm to find the optimal sizes of PV and BES, 
with the aim to maximize QoS and minimize costs involved, is devised. 
Chapter 6 showcases the obtained results pertinent to the operational planning of EV charging 
stations and subsequent analyses. A set of impact indices are first defined and then generalized in 
terms of a few time-independent, grid-dependent parameters. These impact indices are then 
validated, and their applications are illustrated with the help of practical data. A day-ahead 
scheduling process of EV charging is subsequently developed incorporating these impact indices. 
Moreover, a method to coordinate among EV load, PV output, grid loads, and BES, with the aim to 
maximize QoS and energy harvest from the PV in a day-ahead manner, is presented. 
Chapter 7 portrays the operation of EV charging methodologies involving V2G services. In the 
first step, an algorithm to reduce the impact of the variability of PV output in an EV charging 
station is proposed and validated with the help of practical data, without considering the prospect of 
V2G services from the EV population. In the second step, a method is first proposed to estimate the 
prospect of V2G services in time series in a day-ahead manner. Then, a dispatching algorithm of 
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either EV charging or V2G services in the energy market, with the aim to maximize revenues and 
QoS, is proposed. 
Chapter 8 recapitulates the entire research with conclusions and contributions. This chapter also 
proposes some of the possible future research directions in this field. 
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Chapter 2 Literature Review 
 
 
In this chapter, the EV charging is first classified according to the charging locations (i.e., home, 
office, fast charging, etc.) in order to provide a formal definition for EV charging at business 
premises. Then, the literature relating to various objectives discussed in Section 1.3, Chapter 1 is 
reviewed, and subsequently, the existing gaps are identified. Afterwards, the exercises to be 
performed as the parts of the objectives are set according to the identified gaps. 
2.1 Classification of EV Charging Locations 
An EV can be charged at home, the office, educational institutions, and while commuting. 
Depending on these locations, EV charging can be divided into three categories, namely 
Commercial Charging (CC), Business Charging (BC), and Home Charging (HC) [36-39]. The CC – 
i.e., charging EVs at fast commercial charging stations (CS) – is identical to the refueling stations, 
and the EVs are expected to be charged here while commuting [38]. Because of this, time of 
charging (i.e., connected to the grid) is less than 30 minutes as in Table 2.1 [40, 41]. 
Table 2.1 Time of stay at charging premises [40] 
 
CC 
BC 
HC 
Offices Universities 
Time of stay (hour) <0.5 8 3 10 
 Therefore, fast charging, which is denoted by a Level 3 charging as in Table 2.2, must be 
deployed for CC [38]. Furthermore, since the EVs are expected to be charged before the start and 
after the end of business hours at CC, the combined EV load profiles may contain two observable 
peaks as in Fig. 2.1 [39]. In contrast, the HC can be defined as charging EVs at home during 
nighttime. Since the EVs stay at home for more than 10 hours a day [40], their charging power 
demands are considerably small. Hence, either of the Level 1, Level 2a, and Level 2b can be 
employed [38]. Moreover, the peak of the charging load for HC occurs during the night-time [39].  
Table 2.2 Different EV charging levels [6, 38] 
Level Voltage/Current Suitable for Power (kW) 
1 110V/15A HC 1.4 
2a 220V/15A HC, BC 3.3 
2b 220V/30A HC, BC 6.6 
3 480V/167A CC 50-70 
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Fig. 2.1 Charging load profiles for different charging facilities. 
City councils’ parking, shopping malls, universities, offices, etc., may be collectively defined as 
the BC [36]. Usually, the average time of stay at BC, respectively, are 3 hours [42] and 8 hours [40] 
for universities and offices. Therefore, either Level 2a or Level 2b can be adopted for the BC [38]. 
The other observation regarding BC is that the peak load occurs during the business hour. Though 
the mentioned papers above have divulged the suitable charging levels for different charging 
locations as in Table 2.2, they have not provided a mathematical basis for such selections. To this 
end, it assumed that the charging station would need to replenish the daily SOC drop (i.e., daily 
exhausted SOC) before the next day. The SOC drop has been defined as the ratio of the driven 
distance (d) and driving range (dR) of the EV multiplied by 100 in [43]. Thus, if the l-th level in 
Table 2.2 delivers a rated power of Pl, the suitable charging level must satisfy (2.1),  
 l
S R
Bd
P
t d
  (2.1) 
where, B and tS, respectively, are the battery capacity and time of stay. This criterion has been tested 
on all the categories in Table 2.1 for different charging levels, and the results are tabulated in Table 
2.3. The assumption is that d, dR, and B, respectively, are 36.2 km [6], 190 km, and 28 kWh. 
Table 2.3 Suitability of different charging levels 
Charging level CC 
BC 
HC 
Offices Universities 
1 No Yes No Yes 
2a No Yes Yes Yes 
2b No Yes Yes Yes 
3 Yes Yes Yes Yes 
The other important question that the literature yet to answer comprehensively is that how much 
energy, how frequently we need to replenish at HC, BC, and CC [44]. It can be intuitively surmised 
from (2.1) that since dR is proportional to B, the required energy that needs to replenish is 
proportional to driving distance for a given tS, i.e., the required energy is independent of the battery 
11 
 
capacity. In contrast, the frequency of charging is dependent on B, i.e., it is contingent on the 
driving range of the EV [45]. Therefore, though the EVs have been primarily advocated to be 
charged at HC [46] and BC [47], a considerable amount of energy may need to be replenished at 
CC [48], depending on the driving ranges. The authors in [47] in this regards have found that when 
EVs are fully charged at HC, the energy consumption at BC amounts to about 21.5% of the total 
charge energy at home and work combined. If EVs are only partly charged at HC, the average 
charge energy at BC is more than doubled. However, the authors have not taken into account the 
diversity of the driving ranges. Moreover, the authors have not investigated the necessity and role of 
the CC (i.e., fast charging stations) while divulging those numbers. In contrast, the role of HC, BC, 
and CC, as well as the issues involved in their siting and sizing, have been well-documented in [38]. 
However, instead of providing realistic scenarios regarding the appropriate mix of HC, BC, and CC 
on the basis of mathematical or statistical models, this paper has generated few arbitrary scenarios, 
which might not be able to capture the exact picture.  
To explain further, let us assume that the EVs are operating in the SOC range of 25% to 90%, and 
the driving distance (d) follows a Lognormal distribution with mean (md) and standard deviation (sd) 
of 36.2 km and 19.6 km, respectively [6]. This implies that whenever an EV drives more than (90 – 
25)dR/100 km before returning to HC or BC, it may need to be charged at CC. Moreover, that 
amount can further shrink depending on the purpose, distance, and frequency of commute [17]. 
Thus, the maximum probability (PrCC) that the EV would need to be charged at CC is equal to the 
probability of the EV driving more than (90 – 25)dR/100 km, which can be calculated using (2.2), 
 
2 2
22 2
1 1
ln ln / 2ln 1
2 2
d d
rCC
dd d
m s
P erf d
mm s
              
        
. (2.2) 
The PrCC calculated for various EV models and tabulated in Table 2.4. The results show that the 
probability of charging at CC, given by PrCC, decreases with the increase of the driving range.  
Table 2.4 Probability of charging at CC for different EV models [6] 
Manufacturer Model Driving range (km) Battery size (kWh) PrCC 
Toyota Prius 8 4 0.9998 
Buick - 16 8
 
0.9863 
Chevrolet Volt 64 16 0.2988 
Fisker Karma
 
80 22 0.1666 
Nissan LEAF 160 24 0.0098 
Toyota RAV4 190 27 0.0037 
Cooper Mini E 251 28 0.0000 
Tesla Roadster 354 53 0.0000 
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Therefore, the amount of charging stations that need to be deployed at CC and their strategic 
locations will depend on the market share of these EV models. The other observation is that optimal 
driving range of an EV might lie in the range of 80 km to 160 km. Indeed, the authors in [45] have 
concluded from practical data that a driving range of 155 km is adequate to eliminate the range 
anxiety associated with the EV. However, these aspects have not been adequately accounted in the 
literature while planning the optimal sizing [49] and siting of HC, BC, and CC.  
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Fig. 2.2 EV charging station for multiple EVs. 
2.2 Objective 1: Modelling EV Load 
The EV load models are the cornerstones of the planning and operational planning exercises. 
Therefore, before presenting the established state-of-the-art practices involved, the prevailing EV 
load models are discussed in this section. Referred to Fig. 2.2, suppose, N EVs be charged 
simultaneously. The conventional EV load models assume that the charging power is independent 
of the SOCs of the EV population (i.e., SOC-1,…,SOC-N) and grid voltage (V), and only active 
power is involved in the EV charging as in (2.3.a) and (2.3.b) [16-18, 39, 50-59]. 
 
0
,0 ,0
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( )EV EV EV
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0
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V
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where, PEV and QEV, respectively, are the active and reactive powers involved in EV charging for V; 
and PEV,0 and QEV,0, respectively, are their values for the rated grid voltage (V0). However, the 
models that have considered the reactive power involved in the EV charging are not rare [60, 61]. 
Recent studies, however, show that the charging powers are heavily dependent on V and SOCs [26, 
62], and a considerable amount of reactive power could be involved in EV charging [26]. As such, 
the authors in [62] have analytically shown that the active charging power can be modelled by an 
exponential load model with a negative alpha for a given SOC as in (2.4), 
 ,0
0
( )EV EV
V
P P
V
 . (2.4) 
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However, they not only have overlooked the reactive power involved but also have not accounted 
the impact of the SOC. In contrast, though the charging load has been modeled as a constant current 
load as in (2.5.a) and (2.5.b) [63, 64], the authors could not explicitly mention the basis of such 
assumption. Moreover, they have not incorporated the reactive power involved in EV charging in 
their studies citing a unity power factor charging. 
 ,0
0
( )EV EV
V
P P
V
  (2.5.a) 
 0EVQ   (2.5.b) 
Contrarily, the active and reactive powers have been modeled as mixtures of constant impedance 
(Z), current (I) and power (P) loads (i.e., ZIP loads) for a given SOC. Subsequently, the coefficients 
(i.e., Zp, Ip, Pp, Zq, Iq, Pq) of ZIP have been obtained experimentally, using curving fitting 
techniques, with the help of the equations (2.6.a) and (2.6.b) [65, 66]. 
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However, these models have not investigated the impact of the SOC on Zp, Ip, Pp, Zq, Iq, Pq. In order 
to overcome this shortcoming, the authors in [26] have first acquired experimental charging powers 
for various grid voltages at different SOCs in the range of 10% to 100%. Then, they have obtained 
those coefficients using curve fitting technique. However, though this technique has 
comprehensively incorporated the previously overlooked SOC, it can be subject to the criticism that 
instead of representing the charging power model for a given single-point SOC, this model provides 
that for the entire SOC range of 10% to 100%. However, in reality, an EV can attain a single SOC 
point (e.g. , 70%, 80%, etc.) at a time, not an entire range (e.g., 10% - 100%). To understand more, 
let the EV is being charged at SOC 70%. Then, the charging load must be represented by a model 
that reflects present 70% SOC, not the entire SOC range. Thus, these models must be represented 
regarding time-variant SOC to eradicate these issues. For instance, if the model in (2.3) has been 
taken as the reference, it can be modified in terms of the time-variant SOC as in (2.7.a) and (2.7.b) 
         ,0
0
( ) P
x t
EV EV
V
P x t P x t
V

  (2.7.a) 
         ,0
0
( ) Q
x t
EV EV
V
Q x t Q x t
V

  (2.7.b) 
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where x(t) is the SOC of the EV at time t. The model in (2.6) can also be overhauled similarly.  
The other issue involved in these models is their lack of scalability for a large EV population. 
For instance, all the models above assume that the aggregated charging power of a large EV 
population at time t is the multiplication of N and average charging power (μC) as in (2.8) [67]. 
    
0
( )
t
EV C A DP t N N t N t dt     (2.8) 
where NA and ND, respectively, are the arrival and departure distributions of the EV population. 
However, these models are not the realistic depictions of actual charging powers because of the 
nonlinearity involved in EV batteries [26]. To explain further, referred to [68, 69], the EVs are 
recommended to charge in constant current (CCM) and constant voltage (CVM) modes, 
respectively, in the SOC ranges of 0 – 80% and 80% - 100% as in Fig. 2.3. 
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Fig. 2.3 Charging characteristics of an EV [68, 69]. 
 As the current is kept constant in CCM, the charging power is not constant (i.e., rising) concerning 
the SOC due to the varying, uncontrolled, rising battery voltage in regards to the rising SOC [26, 
68, 70]. Likewise, since the voltage is kept constant in the CVM, the charging current tends to 
reduce with respect to the rising SOC, which reduces the charging power [26, 68, 70]. Thus, as the 
individual SOCs of a large EV population can be randomly located anywhere in the range of 0 – 
100% as in Fig. 2.4, the conventional methods that calculate the aggregated charging power as (8) 
cannot capture these nonlinearities. Therefore, an aggregated model that reflects the combined SOC 
distribution of the EV population is necessary to scale up and scale down the aggregated EV load 
accurately. As such, the model for a single EV presented in (2.7) can be scaled up for a large EV 
population as presented in (2.9.a) and (2.9.b), 
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where X(t) is a random variable that represents x(t) of all the EVs in the EV population. Thus, (2.9) 
needs to be solved in terms of X(t) in closed-form to find the voltage and SOC dependent EV 
model, which is not available in the literature. Though PEV(X(t)) and Q(X(t)) are drawn by the 
chargers of the EV population, only fractions of these power are delivered to the EV batteries. Thus, 
the actual delivered power to the EV batteries can be defined in terms of the chargers’ efficiency 
and PEV(X(t)) and QEV(X(t)). 
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Fig. 2.4 Charging characteristics for a large EV population. 
 The charging efficiency for one EV using the topology presented in Fig. 2.2 is calculated using 
Simulink and depicted in Fig. 2.5. It shows that the efficiency is nonlinear and therefore, must also 
be incorporated in the model. Thus the actual delivered power Pdel(X(t)) can be defined as in (2.10), 
 
        
           2 2
del b b
del EV EV
P X t V X t I X t
P X t e X t P X t Q X t

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 (2.10) 
where, Vb(X(t)) and Ib(X(t)), respectively, are the battery voltage and current estimated from Fig. 
2.4; and e(X(t)) is the efficiency of charging. Thus, it can be concluded from (2.10) and Fig. 2.5 that 
due to the nonlinearities involved in the battery voltage and current, the efficiency could be highly 
nonlinear [71]. Since the age of the battery and temperature can heavily influence these 
nonlinearities [72], it can reduce the efficiency accordingly. However, the effects of these factors 
have not been incorporated in the load model for a large EV population. 
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Fig. 2.5 Charging efficiency for one EV using the topology in Fig. 2.2. 
Market share of various EV models is also a very scarcely covered aspect of the EV load [73]. 
Table 2.5 shows one of the examples of the market share in literature. With the alteration of the 
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market share, the SOC profile of the EV population similar to those in Fig. 2.4 could completely 
change; and consequently, the aggregated EV load profile could alter too. Thus, alongside the SOC 
and grid voltage, the market share must also reflect in the EV load profile. As such, for n types of 
EVs with EV loads PEV,1, PEV,2, …, PEV,i, …,PEV,n and QEV,1, QEV,2, …, QEV,i, …,QEV,n and market 
shares M1, M2, …,Mi, …,Mn, PEV(X(t)) and Q(X(t)) can be modified as (2.11.a) – (2.11.b), 
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However, this aspect also has not been considered while modelling the EV load. 
Table 2.5 An example of the market share of various EV models [73] 
Manufacturer Model Battery size (kWh) Market share 
Chevrolet Volt 16 44.28% 
Nissan LEAF 24 35.71% 
Tesla Model S 65 22.01% 
2.3 Objective 2: Planning of EV Charging Stations 
The planning exercises involved in PV and BES based EV charging can be performed in the 
following five steps, 
Step 1: Modelling the EV load as per Section 2.2. 
Step 2: Analysing the impact of the EV charging on the hosting grid at HC, CC, and BC. 
Step 3: Whether the PV and BES-based EV charging is more suitable for HC or CC or BC 
regarding the impact reduction, the cost involved, quality of service (QoS), and GHG emissions. 
Step 4:  A suitability analysis to decide whether to deploy PV and BES or to augment the grid or 
both, to concurrently maximize QoS and minimize cost involved. 
Step 5: Optimal sizing of PV and BES to simultaneously maximize the QoS and minimize cost. 
2.3.1 Step 1: EV load modelling 
Since Section 2.2 is equivalent to Step 1, no further discussion is required in this domain. 
2.3.2 Step 2: analyzing the impact of EV charging on the grid 
The impact of the EV charging on the grid not only depends on the EV load but also on the PV 
output and grid loads [74]. In addition, it can depend on the power supplied by BES [36]. Referred 
to Table 2.6, in the deterministic analysis, their values are assumed to be known precisely. As such, 
the value of EV load can be supplied from the historical data or can be calculated with the help of 
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driven distance, battery capacity, etc. The grid loads are also provided similarly. On many 
occasions, while the grid loads have been considered to be deterministic or ignored, the EV load has 
been modelled probabilistically. In addition, a case of the use of the recorded grid loads data 
coupled with the probabilistic EV load can also be observed in the literature. Furthermore, an 
example of the employment of the constructed worst case scenario along with the deterministic EV 
load can also be accounted in the literature. Among these cases, the PV has been only considered in 
only a few of them. The output of PV has been modelled either deterministically or 
probabilistically, while the BES has been ignored in all these cases. Among these probabilistic PV 
models, that in [75] has generated the PV output samples assuming the PV output follows a Normal 
distribution in time series in [75], while the other papers have not explicitly mentioned the 
employed distributions. Contrarily, probabilistic models have been employed for both the grid and 
EV loads in many of the papers. However, neither PV nor BES has been considered in these papers. 
Table 2.6 Prevailing methods to analyze the impact of EV charging on the grid 
Methods References 
Deterministic analysis [6, 26, 52, 54, 55, 62, 76-79] 
Deterministic grid load or grid load ignored  [16, 17, 47, 53, 57, 75, 80-87] 
Recorded grid load data; probabilistic EV load [88] 
Constructed worst case scenario with deterministic EV load [89] 
Probabilistic EV and grid loads [32, 90, 91] 
Deterministic PV output [17, 83, 84] 
Probabilistic PV output [47, 75, 86] 
For probabilistic modelling, the combined EV load is a function of the number of EVs [82, 85], 
their charging characteristics with respect to SOC as discussed in Section 2.2 and various other 
parameters. Referred to Table 2.7, among these parameters, daily travel distance, arrival time and 
departure time are frequently used. In addition, the parameters such as parking duration, arrival 
SOC, dynamics of the number of EVs arriving and departing, and number of EVs parked or 
simultaneity factor are also quite frequently employed. Aside from these parameters, many papers 
have incorporated charging and discharging characteristics of the EV battery, dynamics of SOC of 
EV battery, purposes of the trips, EV types (e.g., Table 2.5) and their market shares in the EV load 
models. It is also noted that when the EV loads are not modeled in terms of the parameters above, 
their probabilistic models are either obtained from the historical data [32] or household survey data 
[88]. A developed tool to generate the probabilistic EV loads or the parameters above can also be 
observed in [83]. 
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Table 2.7 Factors employed for the impact analysis  
Factors References 
Daily travel distance [16, 17, 53, 57, 75, 80, 81, 84, 87, 91, 92] 
Arrival time  [16, 53, 57, 81, 87, 90, 92] 
Departure time [57, 80, 86-88] 
Parking duration [80] 
Arrival SOC [53, 86, 87, 90, 93] 
Dynamic of number of EVs arriving and departing [86] 
Number of EVs simultaneously parked [47, 53, 82, 85, 87, 91] 
Charging characteristics of EV battery [53, 82] 
Discharging characteristics of EV battery [17] 
Dynamics of the SOC of EV battery [16, 17, 26, 47, 53, 80, 83, 86, 90] 
Purposes of the trip [17, 52, 53] 
EV types [16, 18, 32, 52, 54, 62, 76, 77, 79, 80, 82, 89, 91] 
Market shares of EVs [18, 91] 
As presented in Table 2.8, among the parameters above, the travel distance (d) is often modelled 
by Normal, Lognormal and Empirical distributions. The starting SOC (xS) is modeled either as 
Normal and Lognormal  distributions or calculated using the daily travel distance (d) and driving 
range (dR) as given in (2.12), 
 100 100 .S
R
d
x
d
 
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 
 (2.12) 
If distribution parameters of the d are known [6],  the probability distribution of xS can be predicted, 
and one example of such distribution for mean and standard deviation of d of, respectively, 36.2km 
and 19.6km and dR of 190km is depicted in Fig. 2.6. However, though the charging starting SOC for 
one EV can be calculated using (2.12), for a large EV population it needs further modification. 
Moreover, it is assumed in (2.12) that the EV is fully charged, denoted by ‘100’when it leaves the 
charging premises. However, rather than being ‘100’ as in (2.12), the last departure SOC of a large 
number of EV could be randomly distributed, and therefore, must be represented by another random 
variable. Therefore, (2.12) can be scaled up for a large EV population as presented in (2.13), 
 100 .S L
R
D
X X
D
 
   
 
 (2.13) 
where, XS and XL, respectively, are the random variables representing all the starting and last 
departure SOCs of the EV population; and random variables D and DR, respectively, contain all the 
d and dR. Thus, two seemingly plausible gaps can be identified here, 
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Table 2.8 Models of the mentioned parameters  
Parameters Models References 
Travel distance Normal distribution [57, 75, 80] 
Lognormal distribution [16, 17, 53, 81, 84, 87, 91] 
Empirical distribution [92] 
Arrival SOC Normal distribution [90] 
Lognormal distribution [53, 87] 
Calculated using equation (2.12) [86, 93] 
Number of EVs arriving and departing Normal distribution [86] 
Number of EVs parked An average model [87] 
Arrival time Normal distribution [57, 81] 
Lognormal distribution [16, 53, 87, 90] 
Empirical distribution [92] 
Departure time Lognormal distribution [57, 87] 
Raleigh distribution [80] 
Parking duration 3 point estimation [75] 
 A method to solve (2.13) for a large EV population. 
 To involve the correlation coefficient between XL and D to solve (2.13). The correlation 
coefficient signifies the bias of D towards higher SOC (XL), i.e., the EVs with higher last 
departure SOC (i.e., XS) will be more likely to travel more. 
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Fig. 2.6 An example of the distribution of the charging starting SOC. 
Among other parameters, both the number of EVs arriving and departing are modeled by a time-
varying Normal distribution, while the number of EVs parked has been represented by an average 
model as tabulated in Table 2.8. Furthermore, it has been seen in Section 2.1 that the arrival and 
departure times and parking duration of the EV population play a major role in reshaping the 
diurnal combined EV load profile. While the arrival time has been modelled by Normal, Lognormal 
and Empirical distributions, the departure time has been represented by Lognormal and Raleigh 
distributions. The parking duration, in contrast, has been calculated from the 3 Point Estimation 
Method. The arrival and departure time distributions become considerably important when the 
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impact of a particular location of charging (e.g., BC, HC, and CC) is analysed because arrival and 
departure time distributions are markedly dissimilar for different locations. Fig. 2.7 shows an 
example of the arrival time for HC, which gets shifted towards the left for BC and CC. Owing to 
this fact, the impact of the EV charging on the grid could be significantly different for different 
charging locations. As such, the impact has been analysed for HC, BC, and CC for numerous papers 
in the literature as listed in Table 2.9. However, following further works can enrich the literature, 
Table 2.9 Impact analysis for various charging locations  
Impact analysed for HC BC CC 
References [16, 17, 26, 32, 52, 54, 76, 77, 80-84, 89, 92] [47, 86] [47, 54, 62] 
 A comparative impact study for HC, BC, and CC by incorporating the parameters above. 
 Though the mutual correlation coefficients of some of the parameters above have been taken 
into account in [57, 87] with the help of Copula, these studies could be further consolidated 
by taking the correlation coefficients among other parameters into account. 
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Fig. 2.7 An example of the distribution of the charging starting time. 
 Though the arrival and departure time and parked time distributions have been modeled by 
either Normal or Lognormal distribution as mentioned in Table 2.8, the real-time data of the 
University of Queensland (UQ) as depicted in Fig. 2.8 shows that they could significantly 
differ from the ideal Normal and Lognormal distributions. Therefore, their Empirical 
distributions must be accommodated in the future impact studies, since the empirical 
distribution has been encompassed in the impact studies in a very few papers (i.e., [92]). 
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Fig. 2.8 The arrival, departure and parked time distribution at UQ [42]. 
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Referring to Table 2.10, the impact of the EV charging has been analyzed on different types of 
grids. IEEE 13 bus, IEEE T14 bus, IEEE 30 bus, IEEE 34 bus, IEEE 43 bus, IEEE 69 bus, IEEE 
123 bus, Roy Billington, TP-43 bus and PG&E 69 bus test networks have been most commonly 
studied networks. On the other hand, some of the other papers have improvised practical networks 
for the study purposes, while a handful of them have considered both the MV and LV networks. 
Table 2.10 Test networks employed for the impact analysis  
Test networks References Test networks References 
IEEE 13 bus, TP-43 bus [90] IEEE 69 bus, IEEE 123 bus [26] 
IEEE T14 [6] Roy Billington [18] 
IEEE 30 bus [91] PG&E 69 bus [75] 
IEEE 34 bus [6, 16, 52, 80] Improvised practical networks [18, 32, 53-55, 76-79, 82, 84, 89] 
IEEE 43 bus [62] both the MV and LV networks [18, 54, 55, 89] 
Once a representative network has been selected from the above networks, the required random 
samples for the of the EV load, PV output, and grid loads are generated using their defined models 
as above and loads flows are subsequently run. Then, as illustrated in Table 2.11, the impact of the 
EV charging is analysed in terms of overall load profile, losses, voltage, line and substation loading, 
loading margin, reliability, power quality, unbalance, charging costs including the investment, 
transformer ageing, and GHG emissions.  
Table 2.11 Impact parameters used for the impact analysis  
Impact parameters References Impact parameters References 
Overall load profile [6, 16, 18, 47, 53, 57, 77, 78, 82, 83, 87] Power quality [18, 76, 81] 
Losses [16, 18, 26, 52, 54, 76, 80, 85, 89, 92, 93] Unbalance [82, 92] 
Voltage [6, 18, 26, 32, 52, 62, 75, 76, 80, 82, 85, 90-92] Charging costs [54, 55, 86, 89] 
Line & substation loading [17, 18, 26, 76, 84, 85, 88, 90, 92] Transformer ageing [84, 93] 
Loading margin [62] GHG emissions [6, 78, 86, 94] 
Reliability [76]   
In order to do so, Monte Carlo simulation, high-performance computation, principal component 
analysis, scenario reduction algorithm, and statistical clustering to find representative feeders as 
shown in Table 2.12 have been most commonly employed techniques in the literature. 
Table 2.12 Commonly employed techniques to investigate the impact of the EV charging 
Techniques References Techniques References 
Monte Carlo simulation [18, 32, 57, 85, 88, 91, 92] Scenario reduction algorithm [90] 
High-performance computation [32] Clustering to find representative feeders [76] 
Principal component analysis [18]   
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 Though these studies are comprehensive enough, quite a few numbers of additional aspects can 
be incorporated to advance the understanding of the impact of the EV charging. These aspects are, 
 The mutual correlation coefficients of the EV load, PV output, and grid loads have been 
neglected while generating their random samples. However, the real-time data collected 
from UQ Solar [33] and Australian Energy Market Operator (AEMO) show that the PV 
output and grid loads can be significantly correlated as in Fig. 2.9.  
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Fig. 2.9 Correlation coefficient between PV load and different grid loads for data collected from UQ Solar and AEMO. 
 The voltage and SOC dependency of the EV load as discussed in Section 2.2 must be taken 
into account. 
 Though the reactive power involved in the EV charging has been incorporated in the impact 
analysis in [26, 32], such analysis must be further reinforced by incorporating the proper 
model of the reactive power as discussed in Section 2.2, rather than simply assuming a 0.98 
inductive power factor as in [32]. 
 Since the EV load model could strongly depend on the combined SOC distribution as 
discussed in Section 2.2, the transition of the SOC distribution must also be taken into 
account. The transition of the SOC defined in (2.14) also points towards its high SOC and 
voltage dependency. 
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 The BES must also be included in these studies. 
2.3.3 Step 3: should PV and BES-based EV charging station deployed at HC, or BC, or CC? 
As discussed earlier, the principal objective of the PV and BES based EV charging is to 
simultaneously reduce the impact on the grid, charging cost and GHG emissions, while providing 
the best QoS. In order to devise an appropriate policy to achieve this objective [95], the 
policymakers must know at which location of charging (i.e., HC, BC, CC) the PV and BES based 
EV charging is more capable of doing so. By knowing this, the policymakers can enact laws and 
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incentive schemes in favour of the most suitable location so as to encourage EV owners to charge 
their EVs at that location. For example, if the BC is more suitable for the PV and BES based EV 
charging, the incentive schemes could be designed in a way that more EV owners will be willing to 
charge their EVs at BC. However, as discussed in Section 2.1, even if a certain location is more 
suitable for the PV and BES based EV charging, the other two locations would need to provide a 
portion of the charging power owing to the driving range constraint and driver’s behaviour [44, 96]. 
Therefore, as well as knowing such optimal location, the policymakers must also develop advance 
knowledge on how much power they would need to provide at the non-optimal locations. 
For the purpose, various algorithms for finding the optimal locations of the EV charging station 
(EVCS), considering PV and BES, or none, can be observed as presented in Table 2.13. 
Table 2.13 Additional sources/loads considered for finding the optimal locations or optimal buses 
Additional sources/loads PV BES None 
References [29, 97-100] [60, 101] [28, 41, 102-105] 
As shown in Table 2.14, these papers have primarily envisioned to find the optimal geographical 
locations or optimal buses for deploying the EVCS. 
Table 2.14 Objectives of these papers 
Objectives Finding optimal locations for EVCS Finding optimal buses for EVCS 
References [28, 41, 101, 102, 105] [29, 60, 97-100, 103, 104] 
 Referring to Table 2.15, for the latter case, IEEE 13 bus, IEEE 30 bus, IEEE 37 bus and IEEE 
123 bus test systems have been most frequently nominated networks. In addition, 33 bus radial 
distribution network, 36 bus radial distribution network, 45 bus distribution network of Alexandria, 
Egypt, practical 9 bus system in the city, and practical Tehran Network have also been taken as the 
references quite regularly. 
Table 2.15 Test networks for finding the optimal buses for EVCS  
Test Networks References Test Networks References 
IEEE 13 bus [100] 36 bus radial distribution network  [60] 
IEEE 30 bus [98] 45 bus distribution network of Alexandria, Egypt [97] 
IEEE 37 bus [29] Practical 9 bus system in the city [105] 
IEEE 123 bus [103] Practical Tehran network [41] 
33 bus radial distribution network [97, 104]   
For finding the optimal locations as such, the authors of these papers have resorted to various 
solution algorithms listed in Table 2.16, including artificial bee colony (ABC) algorithm, chance-
constrained programming, genetic algorithms (GAs), mixed integer linear programming (MILP), 
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modified binary particle swarm optimization (BPSO) based on Taboo mechanism, point estimate 
method and two-step screening method.  
Table 2.16 Algorithms used for finding the optimal locations or buses  
Algorithms References 
Artificial bee colony (ABC) algorithm [97, 99, 104] 
Chance-constrained programming [29] 
Genetic algorithms (GAs) [41, 98] 
Mixed integer linear programming (MILP) [100] 
Modified binary particle swarm optimization (BPSO) based on the Taboo mechanism [102] 
Point estimate method [105] 
Two-step screening method [103] 
These algorithms have taken into account various factors such as voltage, losses, reliability, 
costs, location adaptability and land price, service radius, minimum total transportation distance 
(TTD), and vehicle-miles-travelled (VMT) being electrified. The relevant references have been 
tabulated in Table 2.17. However, none of these algorithms has considered the GHG emissions. 
Table 2.17 Factors incorporated into the algorithms to find the optimal locations or buses  
Factors References Factors References 
Voltage [29, 97, 98, 100] Location adaptability and land price [103] 
Losses [41, 60, 98-100, 104, 105] Service radius [103] 
Reliability [100] Minimum total transportation distance (TTD) [102] 
Costs [28, 29, 41, 60, 97, 100, 105] Vehicle-miles-travelled (VMT) being electrified [101] 
Finally, these algorithms are intended for either HC or BC, or CC as shown in Table 2.18. 
However, the other papers have not clearly mentioned for which location of charging they have 
designed their algorithms. Thus, from all these analyses the following gaps have been identified, 
Table 2.18 Algorithms for finding optimal locations or buses intended for HC or BC or CC? 
Intended for HC BC CC 
References [98, 105] [100] [41, 60, 101] 
 An algorithm for finding the optimal location for PV and BES based EV charging that 
incorporates the overlooked GHG emissions and QoS defined as in (2.15), and other well-
documented aspects such as the impact and costs. Here,   delP X t ,   demP X t , 
respectively, are the average delivered and demanded charging powers. 
   
  
  
del
dem
P X t
QoS X t
P X t
  (2.15) 
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 A comparative study as to where (i.e., HC, BC, CC) this PV and BES based EV charging will 
be more suitable regarding the reduction of the GHG, impact, and costs while increasing the 
QoS. Similar studies have been carried out in [36, 86], albeit in limited capacities. 
 The PV output data collected from UQ solar [33] and the EV load data presented in Fig. 2.1 is 
superimposed in Fig. 2.10. The mutual correlation coefficients calculated from this figure are 
tabulated in Table 2.19. This table shows that the mutual correlation coefficients could range 
from negative to positive values for different charging locations. Thus, it is needed to find out 
if the findings in Objective 2 can be generalized in terms of these correlation coefficients. 
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Fig. 2.10 EV loads and PV outputs are superimposed. 
Preliminary results show that the PV and BES based EV charging is most conducive to BC [36], 
and therefore, the discussions are limited to BC only. 
Table 2.19 Correlation between PV generation and EV load 
EV profile 
PV days 
Average 
WFD BEPD AEPD BFD WEPD 
CC 0.45 0.60 0.57 0.50 0.27 0.48 
BC 0.65 0.87 0.87 0.83 0.54 0.75 
HC -0.52 -0.68 -0.64 -0.59 -0.48 -0.58 
2.3.4 Step 4: should the grid be augmented or PV and BES be deployed? 
Because of the relatively lower time of stay (i.e., parking duration) for BC as discussed in 
Section 2.1, the opportunities of valley filling and peak shaving might be limited. Hence, the 
objective of reducing the impact, costs, GHG and increasing QoS will have to be achieved by either 
augmenting/reconfiguring the grid/phase or deploying onsite PV and BES or both. As such, the 
authors in the papers mentioned in Table 2.20 have shown how the network reconfiguration and 
phase reconfiguration can reduce losses, unbalance, loading and costs, and improve voltages and 
capacity.  
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Table 2.20 Conventional methods employed to reduce the impact of the EV charging on the grid 
Methods employed References Objective References 
Network reconfiguration [106-113] Reduce losses [106-110] 
Phase reconfiguration [114] Reduce unbalance [114] 
  Reduce loading [110-112] 
  Reduce costs [108, 109, 114] 
  Improve voltages [107, 111-113] 
  Improve capacity [113] 
 
On the other hand, instead of augmenting/reconfiguring the grid/phase, onsite PV, or BES, or both 
have been deployed to reduce power drawn from the grid simultaneously, losses, unbalance, 
loading, costs, GHG emissions, and required rated transformer and feeder capacities and improve 
voltages and QoS as depicted in Table 2.21. 
 
Table 2.21 State-of-the-arts methods employed to reduce the impact of the EV charging on the grid 
Method References Objective References 
Deploy PV [75, 86, 115-123] Reduce power drawn from the grid [36, 86, 115, 118, 120-122, 124-126] 
Deploy BES [124, 127-129] Reduce losses [36, 128] 
Deploy both [30, 36, 125-127] Reduce unbalance [36, 119] 
  Reduce loading [36] 
  Reduce costs [36, 86, 118, 123, 126] 
  Reduce GHG emissions  [86, 117] 
  
Reduce transformer, feeder 
capacities required 
[36, 129] 
  Improve voltages [36, 75, 116, 127] 
  Improve QoS [36] 
Even though these papers form a comprehensive realm of studies regarding whether to augment 
grid or deploy PV and BES, the following limitations can be pointed out, 
 The papers above have assumed that either augmenting/reconfiguring the grid/phase or 
deploying onsite PV and BES is the best solution for reducing the impact, costs, GHG and 
increasing QoS. However, in practice, their various combinations (e.g., grid augmentation and 
PV; grid augmentation, PV, and BES; etc.) could be more potent in achieving these 
objectives. For instance, in one case the PV and BES based solution could be more useful, 
while in another case the grid upgrading and PV based solution may become superior. 
Nonetheless, this exercise has not been undertaken in the literature. 
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 Every day, a certain amount SOC of the EV is expected to get exhausted because of the travel 
distance [53]. This exhausted SOC needs to be replenished every day. Thus, the minimum 
expected QoS that need to cater to the EV population can be defined in terms of the random 
variables representing the exhausted SOC (XEx) and time of stay (tS) as 
 min 100
Ex
S S R
X D
QoS
t T D
 
   
 
 (2.16) 
 The charging station must fulfil the following condition to keep up with the daily 
requirements: 
 minQoS QoS  (2.17) 
However, none of the papers above have investigated whether the proposed solutions fulfil 
this constraint. 
 It has not been investigated whether the BES should be charged directly from PV or should be 
charged overnight from the grid when the energy prices are usually lower and discharge when 
the grid is not capable of maintaining the QoSmin. 
2.3.5 Step 5: what are the optimal sizes of PV and BES? 
This exercise aims to find the optimal sizes of the PV and BES, provided that the information 
regarding the EV population as in Fig. 2.8 is known. As such, many papers have described such 
optimal sizing procedures for both PV and BES, while many others have discussed either the 
optimal sizing of PV only or the optimal sizing of BES only as listed in Table 2.22. 
Table 2.22 Sizing of PV or BES or both for EV charging 
Sources PV BES Both 
References [129] [29, 129-132] [120, 133, 134] 
 There are four salient aspects involved in this exercise, and they are: 1) modeling EV load, PV 
output, grid load and BES with respect to the grid, SOCs of the EV population and BES, and many 
other important factors; 2) calculating the power exchange between the grid and charging station; 3) 
solving the grid incorporating the calculated power exchange and subsequently, controlling its 
impact on the grid with the help of a charging coordination strategy involving a cost model and a 
QoS model; and 4) an algorithm to find the optimal sizes of PV and BES that optimizes the overall 
cost and QoS, taking uncertainties involved in EV load, PV output, and grid load into account. 
These are discussed as follows: 
1) Modelling EV, PV, and BES: The EV load modeling has already been reviewed, and the 
gaps have already been identified in Section 2.2. Moreover, the other variables of the EV load 
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modeling have been discussed in Section 2.3. Therefore, they are not reiterated here, rather only PV 
and BES models prevalent in the literature have been discussed as follows: 
The PV and BES can be integrated to an AC bus as in Fig. 2.11.a or to a DC bus as in Fig. 2.11.b. 
If integrated into an AC bus, the magnitude, and phase angle of the currents injected by the PV [49, 
127] and BES [127, 129] to the bus may depend on the magnitude and phase angle of the bus 
voltage. However, none of these papers have modeled this voltage-dependency. Moreover, 
regardless of whether it is connected to an AC bus or DC bus, the delivered power by the PV is 
rendered uncertain by the fluctuating irradiation, which is discussed shortly. 
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Fig. 2.11 a) EV charging station integrated to AC bus [69, 134]; and b) EV charging station integrated to DC bus [37]. 
Furthermore, the power sourcing/sinking capability of the BES is highly contingent on its SOC 
limits, and voltage, current, and power factor characteristics with respect to its SOC resembling 
those in Fig. 2.3. Though the impact of the SOC limits on such capability has been extensively 
incorporated in [36, 125, 126, 129, 133], the impact of the SOC-dependent charging/discharging 
current [124] and voltage has not been thoroughly investigated in the literature.  
2) Time series energy balance analysis (TSEBA): Once the EV load, PV output, and BES 
charging/discharging power have been modelled as above, the power exchange between the grid 
and the charging station is calculated using the time series energy balance analysis (TSEBA) [30, 
36, 120]. The subsequent impact on the grid will not only depend on the magnitude of the current 
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injected/drawn by this power exchange to/from the grid but also on its phase angle. Both the 
magnitude and phase angle of the injected/drawn current are strong functions of the grid voltage 
dependency of the power exchange, i.e., whether it is constant power, constant impedance or 
constant current in nature. Moreover, their values depend on whether or not the power exchange 
consists of reactive power. All the TSEBA in the mentioned references, however, have been 
developed assuming the EV load, PV output, and BES are grid voltage-independent loads/sources 
and no reactive power is involved in the EV charging, i.e., the magnitude and phase angle of the 
injected/drawn power will not change regarding the grid voltage. The recent studies, nonetheless, 
show that the EV load is highly grid voltage-dependent and it consists of a considerable amount of 
reactive power [26]. Therefore, the TSEBA must be augmented to reflect these unaccounted aspects 
of the EV load. Moreover, the TSEBA must provide a window for balancing the active and reactive 
power demand of the EV load by coordinating the PV and BES inverters’ PF. 
3) Charging coordination strategy: The power exchange calculated above can impact the grid 
voltages, currents, unbalances, losses, etc., adversely. Load flows can be run to divulge such impact 
by encompassing the calculated power exchange. As such, the authors mentioned in Table 2.23 
have taken into account at least one of these impacts into account for the optimal sizing exercise 
involving PV or BES or both.  However, many other papers in the literature have not taken any of 
these impacts into account; rather these papers have intended to minimize either the power 
exchange or the cost involved. 
Table 2.23 Impacts on the grid taken into account while finding the optimal sizes of PV and BES, yes/no? 
Yes/No? Yes No 
References [29, 61, 99, 131, 135] [49, 56, 120, 126, 129, 133] 
For such optimal sizing exercise, a charging strategy is required to be employed to reduce these 
impact simultaneously (i.e., to minimize power exchange) and costs involved while maximizing the 
QoS of charging defined earlier. As such, though the proposed charging strategy in [56] maximizes 
the revenue generated, it is not clear how it is going to ensure the QoS. This shortcoming has been 
adequately addressed in [120] by a dynamic charging strategy that makes EV charging power 
follow the PV output in time series. However, this charging strategy is suitable for up to eight EVs 
only, and the EV power demand distribution has been assumed to be perfectly Gaussian or 
rectangular, which contradicts the findings in Fig. 2.8. On the other hand, another dynamic charging 
strategy has been proposed in [129] that not only coordinates the charging power with the BES but 
also reschedules a part of the charging power for later time based on the urgency. However, this 
paper has not illustrated in detail how this rescheduling is achieved.  More detailed similar exercise 
that coordinates among PV, BES, EV, and another household load for household energy 
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management (HEM) framework can be observed in [126, 133]. Authors in [49] have proposed a 
collaborative charging strategy that sheds a part of the existing load to accommodate the EV load. 
Though this strategy has demonstrated its capability in enhancing the profitability, the proposed 
ratio of PV peak power and the number of vehicles involved based design renders it susceptible to 
errors inflicted by uncertainties. On the contrary, many of the authors as listed in Table 2.24 have 
not employed any charging coordination strategy for the optimal sizing exercises. The major 
shortcomings of these works are discussed as below. 
Table 2.24 Coordination of charging is employed while finding the optimal sizes of PV and BES, yes/no? 
Yes/No? Yes No 
References [56, 120, 129] [49, 126, 133] [29, 61, 99, 131, 135] 
It can be seen that most of these papers have not demonstrated how the proposed charging 
coordination strategies may comply with the QoS constraint given by (2.17). It is noted that this 
constraint is automatically fulfilled by the uncoordinated charging strategy since the EVs are 
charged at the full-rate. Moreover, as depicted in Table 2.25, these papers have mostly dealt with 
the EV charging at home (i.e., HC), or commercial premises (i.e., CC), while the only a few of them 
have considered the BC. Furthermore, the proposed charging coordination strategies are designed 
for a small number of EVs only and thus; they cannot handle the expected large number of EVs at 
BC. Therefore, there is a need for a charging coordination strategy for BC that can handle a large 
EV population and that incorporates the QoS. 
Table 2.25 Optimal sizing algorithms intended for HC or BC or CC? 
Intended for HC BC CC 
References [29, 49, 56, 61, 126, 133, 135] [120] [129, 131, 135] 
  4) Optimal sizing algorithms: Optimal sizing of PV and BES involves two steps if the charging 
coordination strategy as above has been taken into account, namely I) find the optimal equilibrium 
among EV, PV, BES, and grid loads using the charging coordination strategy for all the timeslots in 
the planning horizon, and II) formulate and solve an optimization problem regarding PV and BES 
sizes encompassing all the timeslots. If the charging coordination strategy has not been considered, 
then only Step II is sufficient for the optimal sizing. As illustrated in table 2.26, these steps can be 
carried out in either deterministic or probabilistic manner. 
Table 2.26 Methods employed for the optimal sizing 
Methods Deterministic Probabilistic 
References [49, 61, 99, 135] [29, 56, 120, 126, 129, 131, 133] 
 As such, the probabilistic sizing exercise has been performed for probabilistic EV load and 
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historical PV output in time series [56]. The major disadvantage of this technique is that the grid 
needs to be solved for a large number of samples, which could be computationally demanding. For 
example, for a sampling time of 1-minute, the grid would need to be solved for 525,620 times for 
single iteration. This issue has been proposed to be solved by clustering the synthesized EV load as 
well as historical PV output samples into representative profiles as in Fig. 2.10 [120, 126], or by 
generating a single PDF for each of the variables for the entire planning horizon similar to Figs. 2.6 
– 2.7 [29, 129, 131], or taking the percentile values illustrated in Fig. 2.12 [133]. However, these 
methods can result in either a significant voltage and current constraints noncompliance or 
underutilization of the available resources, because as it has been seen in Fig. 2.8 that the practical 
data representing the variables involved might not fit in the theoretical PDFs. This issue has been 
resolved in [86] by dividing the PDF for the entire planning horizon into a large number of time-
dependent PDFs each representing the uncertainties of each timeslot. However, the grid load flows 
has not been incorporated in the proposed method in this paper. Though this method has contributed 
to the optimal sizing literature remarkably, it in conjunction with the grid load flows could become 
computationally burdensome as follows.  
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Fig. 2.12 Deterministic percentile values of PV output calculated from its probabilistic values 
Referring to Table 2.27, an optimization problem is subsequently formulated and solved by mixed 
integer linear programming (MILP), case-by-case basis, linear programming approach validated by 
search based approach and MILP, genetic algorithm, artificial bee colony algorithm, and differential 
evolution (DE) algorithm. The solution algorithms include a non-dominated sorting genetic 
algorithm (NDSGA), and chance-constrained programming (CCP) using a Monte Carlo simulation-
embedded genetic-algorithm-based approach. Though these algorithms have proven their 
efficiencies in solving the formulated problems, they could be computationally expensive when 
they are employed in conjunction with the time-dependent PDFs for every timeslot as above. To 
shed more light on this, the well-established Monte Carlo simulation-embedded genetic-algorithm-
based approach [29] solves the formulated problem for NS = 1,000, NP = 30, and NC = 500. This 
solution technique would entail solving 1,000 30 500  load flows for a single time-independent 
PDF case. Yet, for the time-dependent PDF, as the number of PDF increased to 1,440 for a 1-min 
timeslot as discussed above, the load flows required will increase to a considerably large number.  
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Table 2.27 Solution methodology for the optimization problem formulated 
Solution methodology for the optimization problem formulated References 
Mixed integer linear programming (MILP) [56, 126, 129] 
Case-by-case basis [120] 
Linear programming approach validated by search based approach and MILP  [133] 
Genetic algorithm [135] 
Artificial bee colony algorithm [99] 
Differential evolution (DE) algorithm [61] 
Non-dominated sorting genetic algorithm (NDSGA)  [131] 
Chance-constrained programming (CCP) using a Monte Carlo simulation-embedded genetic-
algorithm-based approach 
[29] 
Therefore, there is a need for an algorithm that can simultaneously incorporate the time-
dependent PDFs as above and reduce the number of flows required. A percentile value as in Fig. 
2.12 based algorithm validated by a reduced NS could be one such method. As such for the method 
proposed in [29], the charging coordination could be first performed based on the time-dependent 
percentile values as in Fig 2.12. Then the aggregated probability of voltage and current 
noncompliance for the entire planning horizon could be validated by a reduced number of random 
samples (i.e., NS < 1,000) for every timeslot in the planning horizon. This method could reduce the 
number of load flows required markedly.  
2.4 Objective 3: Operational Planning of EV Charging Station 
The operational planning exercise could be referred to as the process of finding the EV load in 
every timeslot of the planning horizon ahead of time. This exercise could be performed in two 
ways, namely A) forecasting the EV load ahead of time, or B) scheduling the EV load by 
coordinating it with PV output, grid loads, and BES power ahead of time. Only Case B has been 
considered in this research. 
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Fig. 2.13 The next 24 hours divided into 24/TS timeslots. 
Suppose, at 12:00 am, midnight, the planners and engineers want to schedule the EV charging 
for the next 24 hours. For the purpose, they divide the entire 24 hours into 24/TS equally-spaced 
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timeslots, each with a duration TS hour (i.e., the sampling time), and beginning time of each timeslot 
is indexed by k. Let, nD,k EVs departing between k-th and (k+1)-th samples (i.e., between time (k-
1)TS and kTS) stop charging at k
-
-th sample (i.e., at the time (k-1)TS
-
). Similarly, let, nA,k EVs 
arriving between (k-1)-th and k-th samples (i.e., between time (k-2)TS and (k-1)TS) start charging at 
the k
+
-th sample (i.e., at the time (k-1)TS
+
). Thus, the aggregated charging demand of the EV 
population between k-th and (k+1)-th samples will depend on the number of EVs at the k
+
-th sample 
(nk+) and their combined SOC distribution (Xk+). The values of nk+ and Xk+ can be updated as per 
(2.18) and (2.19), respectively. 
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where, nk-1+ number of EVs at previous sample (i.e., k-1
+
-th sample); XA,k and XD,k, respectively, are 
the combined SOC PDFs of nA,k and nD,k; Xk-1+ is the combined SOC PDF of nk-1+ EVs; and Xdel,k-1 
is the SOC delivered by the EV chargers to the EV population between (k-1)-th and k-th samples.  
To perform the day-ahead scheduling, the planners and engineers must find the values of nk+ and 
Xk+ for all the samples in a day-ahead manner. Since the boundary conditions (i.e., n0+, X0+) are 
known at the time 12:00 am, the planners and engineers can calculate the evolution of nk+ and Xk+ 
throughout the next 24 hours. For the purpose, they need to predict nA,k, nD,k, XA,k, and XD,k in a day-
ahead manner. In contrast, they will have to find the optimal Xdel,k-1 with respect to the grid 
constraints (i.e., grid voltage and current, losses, etc.), costs, etc. Since the grid constraints are 
highly dependent on the grid loads, PV output and EV loads, the optimal Xdel,k-1 is also going to be 
constrained by their values. Therefore, the optimal Xdel,k-1 is the desired output of the scheduling 
exercise, which is a function of nA,k, nD,k, XA,k, and XD,k, grid loads, and PV outputs and their 
uncertainties. Five facets can be attributed to such optimal scheduling, namely 1) whether it is 
designed for HC or BC or CC; 2) how the evolution or transition (i.e., transition from one timeslot 
to the next timeslot) of nk+ and Xk+ is tracked; 3) how the uncertainties of EV load (i.e., that of nk+ 
and Xk+), PV output, and grid loads are handled; 4) how the charging rate is controlled; and 5) how 
the grid is incorporated into the scheduling. These facets are discussed as follows. 
2.4.1 Whether it designed for HC or BC or CC 
Most of the prevalent charging scheduling/charging coordination strategies are intended for HC 
as reported in table 2.28. Besides, only a handful of them has targeted BC, and both HC and BC. 
The scheduling strategies for HC are designed for a very small EV population, which renders them 
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unsuitable for a large EV population in BC. Therefore, there is a need for more extensive 
scheduling strategy more specifically designed for a large EV population in BC. 
Table 2.28 Optimal scheduling algorithms intended for HC or BC or CC? 
Intended for HC BC Both HC and BC 
References [17, 52, 58, 63, 64, 83, 93, 136-144] [47, 67, 145, 146] [53, 85, 147, 148] 
2.4.2 How the evolution of nk+ and Xk+ is tracked? 
Since the charging power demand is a strong function of nk+ and Xk+, their transition in time 
series (i.e., dynamic equilibrium in every timeslot) must be accurately predicted in a day-ahead 
manner for the scheduling purposes. Most of the papers, however, have ignored the real-time 
dynamics of nk+. They instead have assumed that the timeslot-wise values of nk+ are known in 
advance (refer to Table 2.29). Instead of assuming that the timeslot-wise nk+ are known as such, nA,k 
and nD,k have been modeled by time-invariant Normal distributions in [138] and nk+ has been 
updated as per (18). In contrast, the uncertainties of nk+ for every timeslot has been modeled by 
time-variant Normal distribution with the help of central limit theorem in [85]. On the other hand, 
the authors in [137] have assumed that nk+ at each bus of the grid is predefined. 
Table 2.29 Nature of the data related to nk+ and Xk+ 
Nature of the data References 
Known in advance [47, 52, 53, 58, 136, 140, 141, 145, 147, 148] 
nA,k and nD,k modeled by time-invariant Normal distributions [138] 
nk+ modeled by time-variant Normal distribution [85] 
nk+ at each bus of the grid is predefined [137] 
To keep track of the transition of Xk+, it is assumed the timeslot-wise XA,k is known in the papers 
mentioned in Table 2.30. Contrarily, XA,k is predicted from daily travel distance using the similar 
equation to (2.12), whereby the travel distance has been modeled by a time-invariant Lognormal 
distribution in some other papers. In many cases, it is assumed that exact travel distances are 
known, or its empirical distribution is a given. The charging starting time and ending time must be 
specified in advance to be able to calculate the transition of Xk+. As such, the first trip and last trip 
times have been modeled by time-invariant Normal distributions in a couple of papers. Some other 
papers have considered the charging start time only, and it is either modeled by a time-invariant 
Normal distribution or assumed exactly known. Subsequently, individual SOC, i.e., xk+ is in Xk+, is 
updated after every timeslot in regards to the parameters above as well as the delivered energy in 
that timeslot. From this literature, the following gaps have been identified in the existing literature: 
 Most of the papers consider that the distributions involved are time-invariant, i.e., one PDF is 
sufficient to represent the entire day. However, this assumption can create a significant 
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amount of inaccuracy. Therefore, the uncertainties will be rendered more representative if 
they are modeled by time-variant PDFs as the case for nk+ in [85]. Therefore, the parameters 
such as nk+, XA,k, Xk+ should be represented by time-variant PDFs. 
 A method must be developed to dynamically update these uncertainties in (2.18) – (2.19). 
 The parameter XD,k has been largely ignored in the literature. However, it is a very significant 
parameter for charging at business premises since the time of stay is relatively low. As such, 
instead of being deterministic as advocated throughout the existing literature, XD,k expected to 
a probabilistic variable, and therefore, it must be modeled accordingly. 
 The correlations among XA,k, XD,k, and Xk+ must also be considered while modeling the 
transition of Xk+. 
Table 2.30 Assumptions made for performing the scheduling 
Assumptions References 
Timeslot-wise XA,k is known [136, 146, 147] 
Similar to equation (2.12) [53, 137] 
Travel distances are known [138, 141] 
Its empirical distribution is a given [64] 
First and last trip times modeled by time-invariant Normal distributions [67, 137] 
Charging start time modeled by a time-invariant Normal distribution [53] 
Exact charging start time is known [64, 83] 
Individual SOC, i.e., xk+ is in Xk+, is updated after every timeslot [17, 136, 138, 145] 
2.4.3 How the uncertainties of EV load, PV output, and grid loads are handled? 
As per equation (2.19), the transition of Xk+ highly dependent on the dynamism of Xdel,k. Such 
dynamic values of Xdel,k are delimited by the uncontrollable uncertainties of EV, PV and grid loads. 
Referring to Table 2.31, the conventional EV charging dispatches Xdel,k in a deterministic manner 
since it is inexpensive due to fewer numbers of variables involved. However, its effectiveness 
would be adversely affected by the uncertainties of EV charging loads and PV generation. 
Accordingly, the conventional deterministic charging could be inclined to increase the degree of 
voltage and current noncompliance in the grid. A typical example is that if a charging strategy 
adopted an average PV output profile [33, 133], depending on the actual PV output, either an 
opportunity to provide more charging quality of service (QoS) would be lost, or the grid voltages 
and currents could become noncompliant indicated by an increased probability of voltage and 
current noncompliance (PVCN). However, adopting a lower percentile of PV profiles could reduce 
the PVCN, but diminishes the provided QoS [133]. Consequently, the capability of providing the 
best QoS at the minimal PVCN would hinge on the approach to selecting appropriate PV output 
36 
 
profiles, and proper EV charging and load curves. This selection requires significant amounts of 
measurement and prediction. 
Table 2.31 Handling the uncertainties of EV load, PV output, and grid loads during the charging scheduling 
Methods Deterministic scheduling Probabilistic scheduling 
References [30, 122, 123, 149] [46, 57, 75, 86, 131, 150, 151] 
There have been some probabilistic charging methods that can relieve the burdens of the above 
measurement and estimation. These methods involve calculations of the random variables of 
supplied EV loads, PV outputs and grid loads to generate probability density functions (PDFs). 
Although the above models demonstrated their remarkable efficiency in optimizing the PVCN, they 
ignored correlation coefficients of different pairings of random variables. Such a shortcoming might 
significantly influence the perceived PVCN and QoS. Specifically, NS number of uncorrelated 
random samples were generated from the supplied PDFs of EV loads and PV outputs [46]. A power 
load flow analysis was subsequently carried out for every sample to count the number of voltage 
and current noncompliance (NF) for calculating the PVCN, which is defined as the ratio of NF to NS. 
Similar methods were developed to generate the uncorrelated random samples [46, 75]. The 
samples of PV outputs, which are uncorrelated with EV loads, were also generated from its supplied 
PDFs [86]. In this paper, however, instead of its own PDFs, the samples of EV loads were 
generated from the supplied PDFs of the arriving and departing EV ensembles. Likewise, a number 
of uncorrelated variables including plug-in time, expected plug-out time, initial battery state of 
charge (SOC), and battery capacity has been considered to model EV [150]. In addition, 100 
uncorrelated PV scenarios each with a probability of 0.01 have been generated in this paper. In a 
different approach, one uncorrelated sample apiece for EV loads, PV outputs and grid loads for 
every hour was generated from their supplied PDFs [131], but the impact of the other sets of such 
samples was not investigated. As such, if the other sets were assigned for each of the EV loads, PV 
outputs, and grid loads, the PVCN and QoS could completely change. In contrast, though a 
Student’s Copula PDF-based method was developed to model EV loads for correlated non-Gaussian 
PDFs of daily traveled distances, and departure and arrival time [57], but the uncertainties of PV 
outputs and grid loads were not considered. Above all, the work that is presented in [151], where 
the joint probability of PV output, grid load, and wind output has been modelled by considering 
their correlation coefficients. However, the EV load and backup battery energy storage (BES) have 
not been incorporated in this paper.  
Therefore, a probabilistic EV charging coordination is necessary that considers the correlations 
of EV loads, PV outputs, and grid loads. To this end, EV loads, PV output, and BES could be first 
modelled. The random variables involved in these models could then be identified; and the 
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parameters of such variables, including means, standard deviations and correlation coefficients 
(CC) could then be statistically estimated from historical data. From the estimated parameters, a 
method could be developed to generate the correlated samples of the random variables. These 
samples ought to be subsequently incorporated in the EV charging coordination. 
2.4.4 How the charging rate is controlled? 
Once the PV output and grid loads have been supplied, a charging control strategy is required to 
find the optimal charging rate of each of the nk+ EVs to find the optimal Xdel,k.  As listed in Table 
2.32, numerous papers in the literature have considered every EV as a separate entity to forecast the 
aggregated charging load profiles of nk+ EVs. These charging techniques generally employ binary 
charging decisions, which are effective for a small nk+ [31]. However, for a larger nk+, the optimal 
charging problem may become intractable due to the increased number of iterations, longer 
computational time, and inflated memory requirements [31, 152]. Such challenges stem from the 
increased number of possibilities that need to be handled by more complex algorithms. For 
example, an EV with the provision of V2G services may attain three possible states, namely 
charging, discharging, and none of them. The algorithm is required to explore different 
combinations of 3 k
n  such possibilities to find an optimal solution. The authors in [31] showed that 
for only 353 EV units, the algorithm takes as long as 5.5 hours to yield an optimal solution. To 
reduce this long runtime, they have proposed another solution using Bender decomposition that can 
reduce the computational time to 11 sec. However, this solution may demand a large computational 
burden for some practical applications, where nk+ is large [e.g., at The University of Queensland 
(UQ), nk+ could be as high as 5,000]. Similarly, an alternating direction method of multipliers was 
presented to reduce computational time in [152]. In addition, the authors in [53] introduced a 
probabilistic model, which is known as the probability density function (PDF) of battery charging 
load operating at a given power level. However, this study did not show how to obtain such a PDF 
clearly. Recently, the authors in [85] proved that nk+ could be approximated as a Gaussian 
distribution. Nevertheless, the impacts of the probabilistic charging rates and Xk+ on power load 
demand were not investigated. The Xk+ may be particularly important in determining the power 
demand as EV units with higher XA,k demand lower charging power, and vice versa [20]. This 
implies that nk+ and Xk+ may play a major role in estimating power demand. 
Table 2.32 Treatment of individual EV during the scheduling 
Methods of treatment of individual EV References 
Every EV treated as a separate entity [53, 93, 129, 144, 146, 152-155] 
Probability density function (PDF) of battery charging load [53] 
nk+ approximated as a Gaussian distribution [85] 
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As shown in Table 2.33, a conventional charging algorithm finds the time-slots in which each of 
the nk+ EVs need to be charged to meet its desired SOC within the desired time of stay. For the 
purpose, it takes into account the arrival and departure time, and XA,k and XD,k [123, 138, 156]. It 
calculates the urgency factor of charging from the remaining time and the remaining desired SOC to 
select the appropriate time-slots for the appropriate pool of EV. In contrast, the least laxity first 
(LLF) algorithm calculates the laxity instead of the urgency factor for finding the appropriate time-
slots. The major drawback of these algorithms is that every EV needs to be treated separately, 
which results in a large runtime and large CPU memory requirements due to a large number of 
variables involved [31, 152, 155]. 
Table 2.33 Existing charging strategies in the literature 
Charging strategies References 
Finds the time-slots in which each of the nk+ EVs need to be charged [31, 93, 155] 
Calculates the urgency factor of charging [31, 67, 155] 
The least laxity first (LLF) algorithm calculates the laxity [34, 157, 158] 
A SOC and laxity-based charging/discharging [34] 
To overcome the drawback, the authors in [34] have proposed a SOC and laxity-based 
charging/discharging. It divides the entire SOC-laxity plane into several groups as in Fig. 2.14.a and 
each EV in a given group are treated as the similar entity. However, since the laxity of business 
generally charging significantly low (e.g. , University of Queensland (UQ) has a laxity of 4% only), 
it can be disregarded from the charging algorithm. Therefore, only SOC-based charging can be 
adopted without introducing significant inconvenience to the EV owners.  
SOC
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Fig. 2.14 a) SOc and laxity based charging algorithm [34], and b) a conventional SOC based charging strategy 
compared with a possible SOC based fair charging strategy. 
However, adoption of such cluster of SOC-based charging strategy can create a degree of 
unfairness among the EV owners. For instance, if the domain of SOC (0% to 100%) is divided into 
ten groups for a resolution of 10%, two EVs with SOC 71% and 79% will be treated in similar 
ways. Such treatment, however, is unfair for the EV with SOC 71%. Therefore, there is a need for a 
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SOC-based charging strategy charges that can charge an EV with a lower SOC at a higher rate and 
vice versa. Fig. 2.14.b could be one such example of the SOC-based fair charging strategy. 
2.4.5 How the grid is incorporated in the scheduling? 
The charging strategies discussed above are computationally cheap when the uncertainties 
involved in the EV load, PV output, and grid loads are not taken into account [58, 159]. However, 
as pointed out by the authors in [32], the computational burden could become a liability for a 
realistic application when the uncertainties are considered due to the need to run a large number of 
load flows. As such, the time series Monte Carlo-based approach entails 1,440,000 load flows per 
day for a single iteration with a sample size of 1,000, which will require 62 hours of execution time 
for the IEEE 37 bus system [32]. The assumption is that the IEEE 37 bus system requires 0.154s of 
execution time [160]. Moreover, if heuristic solution algorithms are employed in conjunction with 
the Monte Carlo-based approach [29], the execution time could be compounded manifold. For 
instance, for sample size, population size, and maximum iteration of 1,000, 30, and 500, 
respectively [29], a Monte Carlo and Genetic Algorithm based approach could require 15,000,000 
load flows, which will take a regular desktop computer 27 days to perform. Therefore, the 
application of the probabilistic charging strategy has been largely limited to impact analysis and 
planning exercises only, and the relevant papers are tabulated in Table 2.34. For the same reason, 
the real-time control of the charging has mostly resorted to deterministic charging strategy where 
the PV output, EV load, and grid loads are assumed to be known in advance. In contrast, many 
papers in the literature have overlooked the impact of the EV charging on the grid, presumably 
owing to such a large computation time. 
Table 2.34 Whether or not the grid has been incorporated in the charging scheduling 
Grid incorporated for the purposes Methods to handle uncertainties References 
Planning exercises Probabilistic [29, 39, 80, 91, 105] 
Real-time operation Deterministic [58, 159] 
Grid overlooked - [34, 67] 
In an attempt to reduce the computation time, high-performance computing (HPC) based 
approach has been proposed in the paper mentioned in Table 2.35. This approach relies on the 
combined computation strength of 40 computers. Even though it has demonstrated remarkable 
capability in reducing the computational time, the authors have failed to test its economic viability. 
Therefore, there is a need to have an alternative approach that can replace the load flows. It has 
to be cheap, quick, reliable, and equally applicable to all the exercises mentioned above. An impact 
indices based approach could be rendered one such alternative, and it has shown remarkable 
efficacy in online monitoring of the impact of PV on low voltage grid [161] and optimal planning of 
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distributed generations [162]. Similar applications of the impact indices in EV charging can be 
observed in the literature too. Among them, the proportions of Transformers, substations, and 
feeders overload for the uncontrolled and controlled charging for various scenarios have been 
discussed in  [89]. A new index - average daily power transaction variation (ADPTV) - has been 
defined in [80], for one EV. By assuming the combined ADPTV of a significant EV population be 
the multiple of ADPTV of one EV to the number of EV, voltage variations in different buses has 
been investigated in this paper. Line loading is the designated impact index for examining the 
impact of charging for various penetration levels in [17]. Authors in [92], on the other hand, have 
considered both probability of voltage violations and feeder loading for analysing the impact of 
charging for various scenarios.  Similarly, observing node voltage deviation is one of the many 
other approaches employed in [85]. 
Table 2.35 Other approach to facilitate the inclusion of the grid in the charging scheduling 
Approach References 
High-performance computing (HPC) based approach [32] 
Impact analysis using impact indices [17, 55, 80, 85, 89, 90, 92, 143] 
Most of the above impact indices take into account only one node or feeder at a time. In contrast, 
authors in [90] have formulated various impact indices namely average and maximum voltage drop 
and line congestion, taking into account the voltages and currents of all the nodes and feeders. 
Unlike the above single node or feeder-based impact indices, these indices can collectively capture 
a complete picture of the impact of the charging. Among other deterministic impact indices, the line 
loading and the utilization factor of the asset have been applied in [55] and [143], respectively.  
The analysis above shows that most of these impact indices have been intended largely for 
examining the impact of EV charging on the grid. Hardly any of them has been designed to perform 
the optimal charging [105]. Moreover, the grid needs to be entirely deterministic to be able to 
calculate their values, i.e., to calculate their values, the voltage of every node and current of every 
feeder must be known precisely. Furthermore, many of the prevalent impact indices cannot convey 
an entire picture of the impact because they are either designed for a single node or feeder in a 
deterministic or probabilistic manner (i.e., decentralized) [92] or designed for the whole network for 
average values (i.e., centralized) [90]. In an attempt to address the inadequacies, there is a need for 
centralized probabilistic impact indices. 
2.5 Objective 4: Real-time EV load Dispatching Considering V2G Services 
The aim of the real-time EV load dispatching is to simultaneously reduce the impact and 
maximize the PV energy harvest by addressing the PV output variability [123, 163], where the V2G 
service may or may not be incorporated. Therefore, real-time EV load dispatching can be performed 
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using two approaches namely 1) real-time EV load dispatching addressing the PV output variability 
without considering V2G services and 2) real-time EV load dispatching considering V2G services. 
2.5.1 Real-time EV load dispatching addressing PV output variability without V2G services 
Addressing the variability includes obtaining the accurate foreknowledge of the PV output and 
then taking advantage of that knowledge in providing the best quality of service (QoS) to the EV 
population with the help of an appropriate charging strategy. However, the existing methods of 
obtaining the foreknowledge of the PV output (e.g., prediction) are not only expensive but also 
susceptible to errors. Likewise, the prevalent charging strategies are time-consuming, particularly 
for a large EV population, which prevents the charging rate be controlled frequently and thereby, 
cannot track the PV output’s variability.  Therefore, there is a need for an alternative method of 
obtaining the foreknowledge of the PV output (i.e., PV output model) more accurately at a lower 
price and a computationally cheap charging strategy for a large EV population that can be called 
upon more frequently to address the PV variability.  
The PV output is often obtained either by direct calculation using historical solar irradiation, or 
from historical data, or by prediction, or by real-time measurement, and the relevant papers are 
tabulated in Table 2.36. These methods are employed in deterministic charging strategies. In 
contrast, the probabilistic charging strategies generate random PV output samples using the 
supplied historical data. Among numerous direct calculation methods, PV output is directly 
calculated from a provided equation for a specific month, using the supplied values of PV panel’s 
tilt, azimuth, and seven other relevant weight coefficients. Likewise, the PV output is either 
estimated from a supplied solar intensity for a specified PV panel’s area or directly obtained from 
the historical data.  The major drawbacks of these methods stem from the assumption that the 
values of the involved variables (e.g., solar intensity) are known in advance. Though the values of 
these variables can be predicted in advance accordingly, they can be riddled with significant errors 
due to the uncertainties associated with the involved meteorological inputs [164, 165]. 
The errors above can be minimized by adopting probabilistic charging strategies, where the 
random PV output and EV load samples are generated from their supplied PDF to run the load 
flows. However, due to the necessity to handle a large number of samples (e.g., 1,000 for Monte 
Carlo simulation [29]), these strategies are suitable only for day-ahead scheduling [166] and real-
time charging control for a large time resolution (e.g., 15 minutes [158]). Such unsuitability 
originates from the fact that a large number of samples entail running the load flow for a significant 
number of times, which adds up to a long runtime. For instance, a single iteration of the Monte 
Carlo simulation on an IEEE 37 bus system takes around 15.4 seconds and 154 seconds for sample 
sizes of 100 and 1000, respectively, and the required time is compounded further with the increased 
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iterations. The assumption is that solving the IEEE 37 bus system takes around 0.154 seconds 
[160]. Therefore, the probabilistic charging strategies are incompatible with the charging facilities 
where frequent real-time control of charging is required. 
Table 2.36 Methods to acquire PV output 
Nature of PV output Approach References 
Deterministic PV 
output 
From historical solar irradiation [97, 98, 115, 145] 
From historical data  [125, 167] 
By prediction  [142, 168] 
PV panel’s tilt, azimuth, and seven other relevant weight 
coefficients 
[169] 
Estimated from a supplied solar intensity [56, 98, 123, 125, 145, 168, 170] 
Directly obtained from the historical data [97, 118, 167] 
Probabilistic PV 
output 
Random PV output and EV load samples are generated 
from their supplied PDF 
[29, 75, 142] 
Predicted PV output Statistical smoothing techniques and quantile regression [171] 
Short-term forecasting engine supported by machine 
learning methods 
[149] 
MZS-s algorithm [142] 
Real-time PV output - [33, 74, 119, 122] 
DC link voltage 
measurements 
 [172-174] 
Since the inherent drawbacks limit the applicability of the direct measurement and probabilistic 
charging strategies as above, predicted PV output based charging strategies could be the appropriate 
avenues [142, 168]. PV output for such charging approaches is predicted by statistical smoothing 
techniques and quantile regression, a short-term forecasting engine supported by machine learning 
methods, and MZS-s algorithm [142]. However, these methods require a range of meteorological 
and exogenous data, which are not only expensive to obtain but also prone to errors [164]. 
Consequently, the predicted PV output could be accompanied by significant errors, resulting in 
unintended noncompliance with grid constraints  [164, 165]. 
Such noncompliance can be mitigated by either real-time PV output or the DC link voltage 
measurements. Optimal charging rates are set by such charging strategies as soon as the measured 
PV output is available, and these charging rates are kept constant until the next measurement is 
supplied. However, the measured PV outputs in two successive samples can be considerably 
different due to passing clouds [175]. Because of this, if the sampling interval is long (e.g., 1 
minute, 5 minute, 15 minute, etc.), the constant charging rates as such during the span between two 
samples could result in a high probability of voltage limits violations (PVV) due to the PV output 
variability and subsequent small PV energy harvest. The literature review above shows that the 
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major drawbacks that stem from the uncertainties of the PV output are: 1) the need to know 
expensive meteorological data accurately, 2) long runtime if probabilistic charging strategies are 
employed, 3) high PVV, and 4) low PV energy harvest. Hence, this work focuses on addressing the 
above shortcoming by proposing a PV output model. Based on the literature review on PV output 
model, the following gap has been identified: 
 To develop a PV output model incorporating the present real-time PV output measurement 
and historical PV output ramp (i.e., change in outputs between two consecutive samples) to 
predict the short-term (e.g., up to 1 min.) future PV output in a non-iterative manner without 
employing meteorological data. 
 To develop a charging strategy for a large EV population, encompassing the measured and 
predicted PV outputs, so that it can be employed as frequently as required, in order to 
minimize the PVV caused by the PV output variability. 
2.5.2 Estimation and Scheduling V2G Services 
With the help of a proper real-time coordination strategy, the EVs can cater much immediate 
remuneration as well as they can enable various technical capabilities. Vehicle-to-grid (V2G) 
service is one of such frequently advocated technical capabilities that can be enabled under the 
currently enforced grid frameworks [14]. The V2G includes services ranging from arbitraging 
energy in the market to providing ancillary services such as frequency and voltage support [15]. For 
the purpose, an EV population can be lumped together under the control of an aggregator, which 
can act as big virtual energy storage [158]. The aggregator can control the charging and discharge 
(V2G) of the aggregated EV population under the instructions of the grid owner regarding the grid 
constraints and costs. However, to be able to control the charging and discharging efficiency, the 
grid and aggregator must develop foreknowledge about the aggregated charging and discharge 
(V2G) power capacities. 
In one of the precursors of the V2G capacity evaluation models, authors in [35] have illustrated 
the method of communication between the grid and an EV for the purpose of proving V2G services. 
In addition, a detailed account of all the costs involved in this process has been solved. 
Subsequently, it has been concluded that the achievable V2G capacity is limited only by 1) current 
carrying capacity of the connecting wires, 2) stored energy in the EV, and 3) capacity of the power 
electronics. However, this assumption is impractical since the V2G capacity can be influenced by 
the diversity and dynamics of the EV population as well as by the urgency and willingness to 
provide the V2G service. Moreover, given the minuscule capacity of the energy and power of a 
single EV, an aggregator would require a large EV population to be able to provide a tangible 
amount of V2G capacity. As such, the authors in [176, 177] have employed the queuing theory in 
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conjunction with an exponential load demand model for evaluating the V2G capacity for a large EV 
population. Though different samples of the parameters related to the dynamics of the arriving and 
departing of EV population have been incorporated in this model, the diurnal dynamics of the EV 
load demand with respect to the arriving and departing EV population, and delivered power has not 
been considered. A similar queuing theory based V2G capacity estimation model for frequency 
regulation has been devised in [178]. The most debatable assumption of this model is that the 
provision of every EV will supply an equal power of 6 kW (i.e., 0.1 kWh). In fairness, an EV with a 
higher SOC will be more suitable for supplying more power and vice versa, which has not reflected 
in this model. This shortcoming, however, has been solved by a fair charging/discharging 
scheduling using adaptive dynamic programming, where the EV charging schedule is prioritized 
according to the V2G contributions [179]. 
 In [180], the authors have proposed that the V2G capacity be proportional to the number of units 
in the EV population. However, contrarily, the achievable V2G capacity depends not only on the 
number of EVs but also on their combined state of charge (SOC). The SOC, on the other hand, 
sturdily hinge on the parameters associated with the arriving and departing EV population, and 
delivered SOC by the chargers [181]. Though the V2G capacity, therefore, is largely delimited by 
these parameters, they have not been encompassed in [180]. In addition, the aforementioned V2G 
capacity models in [35, 176, 180]  are intended for HC only. Similarly, the optimal scheduling of 
V2G energy and ancillary service proposed in [182]  has also been designed for HC only. This 
scheduling is performed by an aggregator to provide an interface between the energy market and the 
EV owners, incorporating the EV diversity (i.e., market share) and the probability of deviation from 
forecasted values. The other assumptions made in this paper are that the V2G power is proportional 
to the number of EVs and the EVs must be at least 99% charged by the morning hours. This means 
the impact of the SOC has been overlooked. Also, it has not been investigated whether or not 99% 
SOC is a realistic target owing to the SOC-dependency of the charging power as in Fig. 2.3. 
Spinning reserve supply is the nominated V2G service in [183]. The assumptions made to 
estimate the spinning reserve is that the EVs are parked for 23 hours per day, and every EV in the 
EV population has a battery capacity of 50kWh. However, the first assumption is not valid for BC 
as depicted in Table 2.1, and the second assumption indicates that this paper has not considered the 
diversity of the EV population. 
The well-being analysis of a power system involving EV aggregators has been carried out in 
terms of the probability of risk in [184, 185]. For the purpose, the uncertainties of the aggregated 
EV load have been modelled regarding the failures of components such as charging facilities and 
human errors such as punctuality, rounding of time and errors in the forecast of energy 
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consumption. The analysis shows that the provided V2G service by the aggregators can enhance the 
well-being of the power system.  
In contrast, the evolution of SOC regarding the arriving and departing EV population, and 
delivered SOC has been taken into account for V2G capacity models for both home and business 
charging in [147]. However, the charging and discharging of the EV population have been proposed 
to be controlled individually, which could be computationally costly for a large EV population [31]. 
To eradicate such shortcoming, an aggregate model incorporating the arriving EV population has 
been proposed for the home charging in [34]. However, the nature of the aggregate model has not 
been explicitly mentioned in that work. Moreover, neither the departing EV population nor the 
business charging has been considered. Furthermore, the diversity of the EV population has not 
been incorporated in these papers. In addition, the willingness to provide the V2G service has not 
reflected in the V2G capacity models in [34, 35, 147, 176, 180]. 
Hence, an aggregate V2G capacity model is required for business charging taking into account 
the diurnal evolution of the aggregate SOC of the EV population. The diurnal evolution of the 
aggregate SOC can be estimated regarding the parameters associated with the diurnal arriving and 
departing EV population, delivered SOC, minimum QoS, and willingness to provide V2G service. 
2.6 Summary 
A significant amount of consolidation is required on the existing exercises in the domains of 
planning, operational planning, and real-time operation of EV charging stations to further the 
proliferation of the EVs. In order to facilitate such consolidation, a more accurate, scalable EV load 
model is first required. The literature review has shown that many important factors such as SOC 
and grid voltage dependency of the EV load, the reactive power involved in the EV charging, 
diversity of the EV population, SOC dependency of the charging efficiency, and recommendations 
made by prevalent charging standards have been routinely side-tracked by the existing EV load 
models. Therefore, there is a need to develop an EV load model that will be able to seamlessly 
incorporate these factors and provide flexibility by accommodating the scalability. 
Upon having developed the EV load model as above, the prevalent methods in the domains of 
planning, operational planning, and real-time operation of EV charging stations can be consolidated 
by incorporating the EV load model.  
In addition to the EV load modelling, the realm of planning consists of a myriad of steps ranging 
from analysing the impact of EV charging on the grid to finding the optimal sizes of PV and battery 
energy storage (BES), in order to ensure a minimum quality of service (QoS) of charging at the 
minimal costs. However, these steps have barely involved any comparative studies encompassing 
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home charging (HC), business charging (BC), and commercial charging (CC) in order to divulge 
the most suitable location of charging so as to enable policymakers to enact most appropriate 
policies regarding EVs. Moreover, a similar comparative suitability analysis involving grid 
augmentation, PV deployment, BES deployment, etc., in order to find the most suitable avenue to 
maximize QoS and minimize costs is missing in the literature. Therefore, algorithms to facilitate 
these comparative studies and subsequent optimal sizing of PV and BES can be formulated. 
Operational planning usually includes scheduling the EV charging in a day-ahead manner. The 
most desirable properties of the scheduling algorithms include high accuracy, computational 
straightforwardness epitomized by small execution time and low memory requirement, etc. The 
inclusion of grid and a charging strategy that treats every EV individually increases the complexity 
of the scheduling process, and hence, increases the execution time and memory requirement. Many 
papers in the literature have omitted the grid from the scheduling process to eradicate this issue, 
which is impractical.  Many other papers have proposed clustered SOC based, or clustered laxity 
based or clustered SOC and laxity based EV charging strategies, which reduces the number of 
variables involved. However, these charging strategies still face twofold shortcomings, namely 1) a 
large number of variables required for a large EV population despite the clustering, and 2) the 
achievable resolution of charging control is low. On the other hand, the inability to model the 
uncertainties involved in the scheduling taints the accuracy. Therefore, a set of centralized, 
computationally cheap impact indices for grid voltages, currents, losses, etc., can be first developed 
to mimic the behaviour of a grid. Then, a dynamic, time-variant EV load model in terms of the 
SOC, laxity, number of EVs, etc., can be formulated to enhance the accuracy of the scheduling by 
handling the uncertainties involved more competently. Finally; a SOC based, centralized charging 
strategy can be devised with respect to the time-variant EV load, encompassing the impact indices, 
which can reduce the execution time and memory requirement by reducing the number of variables 
involved. 
The operation of the EV charging station includes the dynamic control of the EV charging rates 
to minimize the impact of the variability of PV output and grid loads. The prospect of V2G service 
may or may not be included in it. The impact of the variability can be countered by predicting the 
PV output and grid loads ahead of time and altering the EV charging loads accordingly. However, 
predicting these highly-varying loads as such is costly and susceptible to errors, which reduces the 
energy harvest from the PV and results in a lowered QoS. This issue, however, can be addressed by 
a probabilistic charging strategy, but it might be rendered time-consuming due to the need to run a 
large number of iterations and thus unsuitable for practical usage. Therefore, there is a need to 
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develop a non-iterative charging strategy that can address the impact of such variability without 
requiring the predictions mentioned above. 
When the V2G services are considered during the operation of EV charging station, the existing 
literature has often overlooked several factors such as willingness to provide V2G services, market 
diversity of the EV population, ensuring a minimum QoS, etc. Therefore, the dispatch methodology 
of V2G services must incorporate these factors. 
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Chapter 3 Methodology and Test Systems 
 
 
The common models, methods, test systems, tools and data that have been employed in this 
research have been discussed here. The models include time-independent and time-dependent 
stochastic representations of EV load, PV output, and grid loads as well as a transition model to 
facilitate the calculation of the time-dependent EV load. The methods consist of SOC-based 
charging strategies for a large EV population to control the EV load in time series in regards to 
QoS, grid constraints, costs, and uncertainties. These models and methods are tested on various test 
networks with several sets of pertinent data. These data are also presented in this chapter. 
3.1 Stochastic EV Load Modelling 
As discussed in Section 2.4, the calculation of EV load in time series requires the information 
about how many EVs (i.e., nk+) are being charged at a given timeslot (i.e., k-th timeslot) and what is 
their combined SOC (i.e., Xk+). Therefore, appropriate models of nk+ and Xk+ are required to 
facilitate such calculation. These models can be devised and subsequently, used with the help of 
two approaches, which are discussed in the following two sub-sections. 
3.1.1 Approach 1 – Conventional Approach 
Suppose, the number of EVs in the EV population is fixed, such as home charging (HC) and 
office charging with small EV population, and the charging starting and ending times of every EV 
are known. Then, nk+ for the k-th timeslot can be calculated by counting the number of EVs that are 
being charged during that timeslot. In addition, if the individual SOCs (i.e., xk+  Xk+) of all these 
EVs are known, then Xk+ can also be calculated by combining all the xk+. To make all the xk+ known 
as such, the transition of xk+ can be tracked by knowing all the arrival SOCs (i.e., xA,k  XA,k) and 
delivered SOCs (i.e., xdel,k-1  Xdel,k-1). Therefore, this approach requires the prior knowledge of 
charging starting and ending times of every EV, and its xA,k and xdel,k-1. Among these parameters, 
charging starting and ending times of every EV, and xA,k are stochastic, while xdel,k-1 is deterministic. 
The stochastic parameters are modelled below: 
The charging starting time has been reported as a Lognormal distribution [16]. The probability 
that any EV from the EV population will start charging at kS-th timeslot is given by (3.1), 
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where μks and σks are defined as 
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Here, mks and sks, respectively, are the arithmetic mean and standard deviation (SD) of the charging 
starting timeslot. For instance, if the mean charging starting time is 6 pm, the value of mks is equal 
to 1,080. This is because on a 24-hour format, 6 pm = (12 + 6) hours. Thus, 6 pm   no. of timeslots 
per hour = (12 + 6) hours   no. of timeslots per hour = 18   60 = 1,080. If mks and sks are known 
from historical data, the charging starting timeslots for nEV (i.e., total EV population throughout the 
day) number of EVs are randomly generated using (3.1) and assigned accordingly. 
On the other hand, instead of generating the random charging ending time directly, the time of 
stay (i.e., parking duration) at the charging premises is first modelled. Then, random samples of 
time of stay are generated from this model and added with the charging starting time to calculate the 
end of charging timeslot. The parking duration has been modelled by a Gaussian distribution in the 
literature [39, 171]. Therefore, if μkp and σkp, respectively, be the mean and standard deviation of the 
parking duration (kp) in terms of the number of timeslots, the PDF of kp can be defined using (3.2), 
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For example, if μkp and σkp, respectively, be 10 hours and 5 hours, their values regarding the number 
of timeslots are 600 and 300, respectively. Thus the departure timeslot (kd) can be updated as (3.3),  
 d s pk k k   (3.3) 
Examples of ks and kd for HC and BC generated using (3.1) – (3.3) are illustrated in Fig. 3.1 and 
Fig. 3.2, respectively. 
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Fig. 3.1 Examples of arrival and departure times for HC, for mks = 6 pm, sks = 4 hours, μkp = 14 hours, σkp = 3 hours. 
As presented in (2.12) in Section 2.3, the starting SOC (xS) is calculated from the SOC since the last 
charging (xLC), daily driven distance (d) and driving range (dR) as given in (3.4). 
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Fig. 3.2 Examples of arrival and departure times for office charging (i.e., an example of BC as defined in Table 2.1), for 
mks = 8 am, sks = 4 hours, μkp = 8 hours, σkp = 3 hours. 
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Here, d too follows a Lognormal distribution as shown in (3.5) [53]: 
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where μd and σd are given by: 
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Here, md and sd, respectively, are the mean and SD of d. Assuming md and sd are known from 
historical data, d for nEV EVs are randomly generated using (3.5), and subsequently, xS are 
calculated as per (3.4) and assigned accordingly. An example of the PDF of xS is shown in Fig. 3.3. 
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Fig. 3.3 Charging starting SOC for md = 36.2 km and sd = 19.6 km. 
Once the charging starting and ending times of the j-th EV in nEV are known as above, it is easy 
to find if the EV is being charged or not during the k-th timeslot. The assumption is that the EV 
continues to charge until it reaches its desired SOC (xDes,j) or the ending timeslot. Thus, the charging 
status (uk,j) of the j-th EV with the charging starting timeslot ks,j and current SOC xk,j is updated as 
given in (3.6): 
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Thus, the aggregated uncontrolled EV load (PEV,k) is calculated as per (3.7): 
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where, PC,j is the rated charging power of the EV charger assigned from Table 2.2; and xk,j, required 
to calculate uk,j, is updated to xk+1,j  for a battery capacity of Bj and duration of the timeslot of TS 
using (3.8): 
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This approach described here is widely prevalent in the literature. However, the major drawback 
of this method is that every EV in the EV population nEV has to be treated separately. As discussed 
in Section 2.4.4, this could be unrealistic for a large EV population. Therefore, a combined SOC-
based approach has been proposed in this research in the following section. 
In addition, as discussed in Section 2.1, this approach does not take into account the grid voltage 
dependency of PEV,k and the reactive power involved. This issue is addressed in Chapter 4. 
3.1.2 Approach 2 – Proposed Approach 
The EV population is not fixed for charging at business premises. For instance, though The 
University of Queensland (UQ) has 4,800 parking spots, on average 14,000 vehicles are parked on 
these parking spots, resulting in a utilization factor of 2.9 vehicles/parking spot/day. Moreover, one 
day the vehicle population could rise to 15,000, while it could decline to 13,000 to another day. 
Therefore, the approach discussed above cannot be applied to model such vacillating EV 
population. To resolve this issue, an approach is proposed here. The salient features of the proposed 
approach are:  
1) Instead of finding which EV will start charging at which timeslot as above, the proposed 
approach finds how many EVs will start the charging at a given timeslot. These EVs are 
called the arriving EV population. 
2) Likewise, it models how many EVs could end the charging at a given timeslot. These EVs 
are defined as the departing EV population. 
3) Then, it updates the net EV population after taking into account the arriving and departing 
EV population. 
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4) It also estimates the combined SOC PDFs of the arriving and departing EV populations, and 
subsequently, updates the combined SOC PDF of the net EV population. 
5) The charging rates of the EV population are set for the entire timeslot based on the updated 
net EV population and their combined SOC PDF in regards to the grid constraints, costs, and 
urgency factors. 
6) It is assumed that the net EV population will not change during the course of the timeslot, but 
the combined SOC distribution of the PDF will increase due to the charging power delivered 
by the EV chargers. Therefore, the combined SOC is updated accordingly, and the entire 
process moves on to the next timeslot. 
These salient features imply that the variables involved in arriving, departing, and net EV 
populations cannot be modelled by time-invariant PDFs as Approach 1: conventional method. 
Instead, they must be modelled by time-variant (i.e., time-slot wise) PDFs, and the associated 
parameters have to be updated timeslot-wise with respect to the arriving and departing EV 
population and delivered power by the chargers. 
Let, the departing EV population during (k+1)-th timeslot (i.e., between time (k-1)TS and kTS) 
consists of nD,k EVs and stop charging at k
-
-th sample (i.e., at the time (k-1)TS
-
). Similarly, let, the 
arriving population during k-th timeslot (i.e., between time (k-2)TS and (k-1)TS) contains nA,k EVs 
and start charging at the k
+
-th sample (i.e., at the time (k-1)TS
+
). Suppose, the combined SOC PDFs 
of nD,k and nA,k are denoted by XD,k and XA,k, respectively. Furthermore, suppose, the net EV 
population before updating and after updating nD,k and the net EV population before updating and 
after updating nA,k, are represented by nk- and nk, and nk and nk+, respectively, and their 
corresponding combined SOC PDFs are given by Xk- and Xk, and Xk and Xk+, respectively. Then, the 
EV population is updated in two steps. In the first step, nk is updated from nD,k and nk- as per (3.9), 
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where nk- remains constant during k-th timeslot and thus, 
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In the second step, nk+ is updated from nk and nA,k using (3.10), 
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As discussed in Section 2.4, the proposed approach requires the updated PDF of Xk+ alongside 
the updated nk+ to control the EV charging rates. To update Xk+, the characteristics of the XA,k, XD,k, 
Xk-, and Xk PDFs (i.e., if they are Normal, or Lognormal, or else) must be known, and their 
parameters (e.g., mean, SD, etc.) must be supplied beforehand. Two following scenarios, out of 
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many possibilities, have been modeled in this research: 
Scenario 1: XA,k, XD,k, Xk-, Xk, and Xk+ follow Normal (or Gaussian) PDFs. 
Scenario 2: XA,k, XD,k, Xk-, Xk, and Xk+ follow Lognormal PDFs. 
Methods involved in updating Xk+ for both scenarios above and subsequent control of the charging 
rates, based on the dynamically updated Xk+ and nk+, to calculate and optimize the aggregated 
charging power, are presented as follows: 
1)  Scenario 1 
Let, nk+ is constituted by the EV models similar to those presented in Table 3.1, and these 
models are indexed by i, where Mi n  and nM is the number of EV models exists in the EV 
population. If the market share (Mk,i) of these models are known, the number of EVs of a given 
model (ni,k+) can easily be calculated from nk+. One such example for nk+ = 4,800 is shown in Table 
3.1. This process of segregating EVs according to their similarities can be regarded as clustering. 
The ni,k+ numbers of EVs in a given cluster will have ni,k+ number of SOCs during a given timeslot. 
Using this SOCs, the PDF of the combined SOC Xi,k+ can be produced. Likewise, PDFs of XA,i,k, 
XD,i,k, Xi,k-, and Xi,k can be created by clustering nA,k, nD,k, nk-, and nk similarly. However, direct 
calculation of Xi,k+ as above is not possible due to its dynamism instigated by the arrival and 
departure EV population and delivered powers by the EV chargers. Therefore, the dynamic 
equilibrium of Xi,k+ and its transition to the next timeslot (i.e., Xi,k+1-) is updated in three steps as 
depicted in Fig. 3.4. 
Table 3.1 Market share of various EV models  
Manufacturer Model i Driving range (km), di Battery size (kWh), Bi 
Mk,i 
(%) 
e.g. for nk+ = 4,800 
nk+,i 
Toyota Prius 1 8 4 5 240 
Buick - 2 16 8
 
10 480 
Chevrolet Volt 3 64 16 15 720 
Fisker Karma
 
4 80 22 20 960 
Nissan LEAF 5 160 24 20 960 
Toyota RAV4 6 190 27 15 720 
Cooper Mini E 7 251 28 10 480 
Tesla Roadster 8 354 53 5 240 
Step 1: Updating Xi,k after new arrival: In the first step, Xi,k is updated from XD,i,k and Xi,k- as (3.11) 
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Xi,k- = Xi,k for k=1,
Xi,k- = Xi,k+1- else
k=24/TS
End
X0, k=1
Xi,k = (1 - RD,i,k)
-1(Xi,k- - RD,i,kXD,i,k)
Xi,k+ = (1 + RA,i,k)
-1(Xi,k + RA,i,kXA,i,k)
Xi,k+1- = Xi,k+ + Delivered SOC
k=k+1
Departure of nD,k number of EV with a 
combined SOC XD,i,k for the i-th cluster
No
Yes
Charging rates, Ci,k
Arrival of nA,k number of EV with a 
combined SOC XA,i,k for the i-th cluster
Charging startegy
EV demand 
 
Fig. 3.4 Calculation of the dynamic equilibrium of Xi,k+ and its transition to the next timeslot. 
where departure ratio (RD,i,k) (i.e., the percentage of EVs that are departing) is defined as 
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Here, the market share of the i-th cluster in nD,k and nk-, respectively, are denoted by MD,i,k and Mi,k-; 
and the EV penetration in nD,k and nk-, respectively, are represented by KD,i,k and Ki,k-. If Xi,k, XD,i,k, 
and Xi,k- are Gaussian as per Lemma 1 – Lemma 5, the closed-form solution of (3.11) can be 
obtained by taking the expectation (i.e., E[…]) and variance (i.e., Var[…]) of both sides this 
equation as follows in (3.12.a) – (3.13.b): 
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Or, 
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Here, µi,k, µD,i,k, and µi,k- and σi,k, σD,i,k, and σi,k-, respectively, are the means and standard deviations 
of Xi,k, XD,i,k, and Xi,k-; and ρ1,i,k is the correlation coefficient between  XD,i,k and Xi,k-. The physical 
significance of ρ1,i,k is that if an EV with a higher SOC is more likely to leave the charging station 
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then ρ1,i,k will have a positive value. In contrast, if an EV with a higher SOC is more likely stay, 
then it will attain a negative value. If no such trend exists then, it will be equal to zero.  
Step 2: Updating Xi,k+ after new arrival: In the second step, Xi,k+ is updated regarding XA,i,k and Xi,k 
using (3.14), 
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where arrival ratio (RA,i,k) (i.e., the ratio of arriving population to existing population) is defined as 
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Here, the market share of the i-th cluster in nA,k and nk, respectively, are denoted by MA,i,k and Mi,k; 
and the EV penetration in nA,k and nk, respectively, are represented by KA,i,k and Ki,k. If XA,i,k and Xi,k 
are Gaussian as per Lemma 5 and Lemma 6, the closed-form solution of (3.14) can be obtained 
taking the expectation (i.e., E[…]) and variance (i.e., Var[…]) of this equation as follows in (3.15): 
 
, , , , ,
,
, ,
1
i k A i k A i k
i k
A i k
R
R
 
 



 (3.15.a) 
 
   
 
2
2 2
, 2, , , , , , , 2, ,2
2,
, ,
1
.
1
i k i k A i k A i k i k i k
i k
A i k
R
R
    
 
  


 (3.15.b) 
Here, µi,k+, µA,i,k, and σi,k, σA,i,k, respectively, are the means and standard deviations of Xi,k, and XA,i,k; 
and ρ2,i,k is the correlation coefficient between  XA,i,k and Xi,k. Since XA,i,k and Xi,k are expected to be 
uncorrelated, ρ2,i,k expected to be zero. 
Step 3: EV charging using a fair charging strategy to calculate the SOC transition and EV load: 
As per the discussions in Section 2.4.4, a SOC-dependent multi-rate and a SOC-based fair charging 
strategy (FCS) based on μi,k+ and σi,k+ are proposed here. They calculate the aggregated charging 
power during the k
+
-th timeslot, and updates the mean (μi,k+1-) and standard deviation (σi,k+1-) of the 
combined SOC (Xi,k+1-) for the (k+1
-
)-th sample.  
SOC-based fair charging strategy (FCS): The conventional charging strategy, which finds the 
optimal combination of charging rates by treating every EV separately, could be computationally 
costly [13]. This computational burden can be reduced by dividing the SOC-laxity Cartesian plane 
into several groups as in Fig. 3.5 and prioritizing charging accordingly [34]. The laxity is defined as 
the degree of deferrability of charging [158]. However, since the laxity is relatively low for business 
premises, the SOC-laxity Cartesian plane can be approximated as in Fig. 3.6 by omitting the laxity.  
56 
 
0 20 40 60 80 100
0
3
6
9
12
15
Group 5 Group 4 Group 3 Group 2
L
ax
it
y
 (
h
o
u
r)
SOC (%)
Group 1
Increased charging priority
 
Fig. 3.5 A SOC and laxity-based charging strategy [34]. 
The conventional SOC-based charging strategy would then prioritize the charging as in Fig. 3.6 and 
assign the flat charging rates accordingly. Such a flat charging strategy, however, may create a 
degree of unfairness to the EVs with lower SOCs in a given group discussed in Section 2.4.4. To 
eradicate such unfairness, a fair charging strategy (FCS) is proposed, and it is compared with a flat 
charging strategy in Fig. 3.6.  
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Fig. 3.6 The proposed FCS with a flat charging strategy. 
This figure shows that the fair charging rate is a linear transformation of Xi,k+, and the fairness of 
charging can be adjusted regarding the grid constraints by changing the slope of the charging rate. 
Since Xi,k+ is a Gaussian distribution; the charging rate is a Gaussian function as well. Thus, the 
proposed FCS induces an element of artificial randomness in the charging rates across the EV 
population. Such random charging rates for two different slopes for FCS are depicted in Fig. 3.7.  
The figure shows that the mean and standard deviation of the charging rate can be adjusted by 
changing the slope. This is accomplished using the following method. 
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Fig. 3.7 Charging samples for the EV population with different slope values. 
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Upon arrival, the i-th cluster of EVs is assigned with a designated charger with a rated power of 
PC,i, which remains unchanged during the entire stay. This power is estimated as follows in (3.16): 
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 (3.16) 
where 
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
   
Here, PCL,1, PCL,2,… PCL,m represent the available rated charging power levels depicted in Table 2.2 
[39]; and XDES,i and Bi, respectively, are its desired SOC and battery capacity. As the power is 
delivered at a random charging rate (Ci,k) during the k-th timeslot, the combined SOC increases as 
follows as depicted in (3.17) [6, 177]: 
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i k i k
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B
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   (3.17) 
Equation (3.17) can be evaluated using the following closed-form expression in (3.18). 
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   
Here, σC,i,k and ρ3,i,k, respectively, are the standard deviation of Ci,k and the controllable correlation 
coefficient between Ci,k and Xi,k+.  In the proposed FCS, EVs are expected to be fully charged 
exactly at the same time regardless of their arrival SOC, which only can be achieved if σi,k+1- is 
reduced. Equation (3.18) shows that the σi,k+1- can be reduced if ρ3,i,k is negative as the remaining 
parameters are always positive. The condition of the negative ρ3,i,k can be postulated in (3.19), 
 
3, ,
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i k
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Such a negative correlation coefficient only can be achieved if the charging rate is given regarding 
scaling (Sk) and fairness (Fk) factors as shown in (3.20), 
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To prove (3.20), which indeed satisfies the underlying condition presented in (3.19), (3.20) is 
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solved using the following closed-form expressions shown in (3.21.a) – (3.21.b), 
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One can solve (3.20.a)-(3.20.b) to find the value of ρ3,i,k as given in (3.22), 
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i k
    (3.22) 
Since (3.22) fulfills the condition presented in (3.19), (3.20) also satisfies this condition. Therefore, 
(3.20) provides the required relationship between the charging rate (Ci,k) and the combined SOC 
distribution (Xi,k+) for the proposed FCS. Equation (3.22) shows that Ci,k is a linear transformation 
of Xi,k+ regarding scaling (Sk) and fairness (Fk) factors, and its slope can be adjusted by changing Sk 
and Fk. Table 3.2 presents the Sk that scales up or down the charging rate regardless of the SOC of 
the k
+
-th sample, while the Fk does the same depending on the values of SOC of the k
+
-th sample. 
The values of Fk, which are equal to zero and unity, signify fully-fair and fully-unfair charging, 
respectively. The fully fair charging denotes that the charging rate of every individual EV is to be 
set according to its SOC, whereas the fully unfair charging indicates that it is charged at a full rate 
regardless of its SOC. Instead of calculating individual charging rates, the proposed FCS strategy in 
this paper estimates Sk and Fk, and the estimated values are broadcasted for every EV unit. 
Table 3.2 Scaling factor and Fairness factor 
Name Value Means 
Sk 
0 No charging 
0<, <1 Reduced rate charging 
1 Full rate charging 
Fk 
0 Fully-fair charging 
0<, <1 Mixed fairness charging 
1 Fully-unfair charging 
 As shown in Table 3.3, this strategy reduces the significant number of decision variables and the 
runtime of the charging algorithm and memory requirements accordingly. During the charging, the 
Sk and Fk are calculated with regard to the grid constraints, costs, etc., and then they are broadcasted 
to the EV population. Every EV (j-th EV), subsequently, estimates its charging rate based on the 
received Sk and Fk calculated by (3.23), 
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Table 3.3 Number of decision variables involved from EV side 
Method Number of decision variables involved 
Conventional Equal to total number of EVs 
Flat charging strategy Equal to the number of groups as in Fig. 3.6 
Proposed fair charging strategy 2 (Fk and Sk) 
As an example, Table 3.4 shows the charging rates of two different EVs, whose respective SOC 
values are 60% and 80% for different values of Sk and Fk. The ML of EV charging loads is 
calculated for the estimated Sk and Fk for nM number of EV clusters using (3.24),  
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where 
i, , ,k k i k i k
r n M K     . 
Table 3.4 Number of decision variables involved from EV 
Sk Fk 
Charging rates 
EV-1 with x1 = 60 EV-2 with x2 = 80 
1.0 1.0 1.00 1.00 
1.0 0.5 0.50 0.50 
0.5 1.0 0.70 0.60 
0.5 0.5 0.35 0.30 
Here, Φi,k+ is the cumulative distribution function (CDF) of Xi,k+. Due to the delivered power 
estimated by Fk and Sk, the mean and variance of SOC for the ( 1)k
 -th sample are updated for a 
charging efficiency of ei as shown in (3.25.a) – (3.25.b), 
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As shown in Fig. 3.4, the updated mean and variance are handed over to the next sample, i.e., k
-
 = (k 
+ 1), and the entire methodology is repeated. This process is continued until Fk and Sk for the last 
sample, given by 24/TS, are found. 
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SOC-dependent multi-rate: Another charging strategy that has been proposed is a SOC-
dependent multi-rate charging strategy, which has been termed as the multi-stage charging strategy 
in this research. Instead of calculating the nk+ number of charging rates as reported in [31], this 
charging strategy [34] divides the entire EV population into various groups (i.e., stages) similar to 
Fig. 3.6, and assigns each stage a different charging priority. However, though such algorithm has 
shown extremely quick performance (i.e., <2s), it has failed to incorporate the grid impact and 
charging characteristics. Moreover, it requires keeping track of individual SOC of the EV 
population. Therefore, as this research deals with the combined SOC distribution, a combined SOC-
based EV charging, incorporating the charging characteristics with respect to SOC as in Fig. 3.8, is 
proposed here. 
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Fig. 3.8 A prototype of a multistage ( with m stages) charging strategy. 
 Assuming a three-stage charging strategy (ms = 3), with the given stages in Table 3.5, the 
aggregated EV load is calculated using (3.26.a) – (3.26.c), 
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where, ΔX90,i,k+ is the battery characteristics-dependent part of SOC, which is computed using the 
methodology in [186]. The aggregated EV load is calculated from (3.26) for a given power factor 
(χk+) as per (3.27), 
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Table 3.5 Multistage charging strategy applied 
 
Stage 1 Stage 2 Stage 3 
Range of SOC 0 to 80 80 to 90 90 to 100 
Charging rates c1,k+ c2,k+ c3,k+ 
Priority level 1 2 3 
Equation (3.27) shows that the aggregated EV load can be modeled using three variables only, 
which substantially reduces the variables involved as depicted in Table 3.6. This reduction reduces 
the runtime of the charging algorithm further. It is noted that the variables involved can be 
increased or reduced as per the user’s choice. 
Table 3.6 Number of variables involved in charging 
Method No. of decision variables 
Conventional More than nk+  
Multistage 3 (can be m as per the user’s choice) 
Due to the delivered power in (3.27), a SOC is delivered to the EV population during the k-th 
timeslot. The mean and variance of the SOC of the EV population after the delivered SOC are 
updated as illustrated in (3.28.a) – (3.28.b), 
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 2 2
, 1 ,i k i k
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The mean and variance are then assigned to the next sample given by k
-
 = (k + 1)
-
 for executing the 
next sample similarly.  
Proofs of Lemmas: The methods above have been developed on the basis of Lemma 1 – Lemma 5. 
They are defined and proven below: 
Lemma 1 – XA,i,k is a Gaussian. 
Lemma 2 – If Xi,k- is a Gaussian, XD,i,k is a Gaussian. 
Lemma 3 – If Xi,k- and XD,i,k are Gaussian, Xi,k is a Gaussian. 
Lemma 4 – If Xi,k and XA,i,k are Gaussian, Xi,k+ is a Gaussian. 
Lemma 5 – If XA,i,k is a Gaussian, Xi,k- is a Gaussian because of SOC-based charging strategy. 
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Lemma 1 – XA,i,k is a Gaussian: Every EV unit in a given cluster has an identical driven distance 
(dd) distribution with a mean of 36.2 km and an SD of 19.9 km in Australia [6]. Therefore, the 
second term in (3.4), which is defined as a SOC drop in [53], i.e., XU,j, is calculated as per (3.29), 
 
,
100
U j
R
d
X
d
  (3.29) 
where dR is the driving range. Since dR is the same for every EV in a given cluster (i.e., constant), 
XU,j has an identical, scaled-down PDF to that of d, with a mean of 100μd/dR and a standard 
deviation (SD) of 100σd/dR. It implies that every EV in a given cluster will have the same XU,j PDF 
with mean and SD of 100μd/dR and 100σd/dR, respectively. If xLC has the same mean and SD for 
every EV, the charging starting SOC (xS,j) of every EV defined in (3.4) will have same mean and 
SD denoted by μS,j and σS,j, respectively. Then, the combined SOC of the arriving EV population of 
a given cluster can be defined as depicted in (3.30), 
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where, YS,j standardized random variable, defined as, 
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Taking the characteristic function of (3.30) one can find (3.31), 
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Since  
,S jY
 is the same for every EV, (3.31) can be rewritten as depicted in (3.32), 
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The expansion of (3.32) in Taylor series gives (3.33), 
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where h(ω) contains the higher order terms, which vanishes with 
,i k
n   . Thus, (3.33) reduce to 
(3.34): 
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The term 
2
2e


is the characteristic function of a standard Gaussian PDF with mean and SD of 0 and 
1, respectively [187]. Thus, XA,i,k follows a Gaussian distribution, and the method to calculate its 
actual mean and SD will be illustrated in later chapters. 
Lemma 2 – If Xi,k- is a Gaussian, XD,i,k is a Gaussian: For a given probability of terminating 
charging (pj,i,k-) for the j-th EV in the i-th cluster with a SOC 
, ,j i k
x  , the value of , ,D i k and , ,D i k can 
be calculated as per (3.35.a) – (3.35.b), 
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Or,  
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where Yi,k- is a random variable representing all the pj,i,k-. If Xi,k- is a Gaussian, Yi,k- also is a 
Gaussian. In that case, both of them can be defined in terms of independent, standard Gaussian 
variables (i.e., u1 and u2) with mean 0 and SD 1 as presented in (3.37) [57, 188]: 
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where 
, ,Y i k
  and , ,Y i k  , respectively, are the mean and SD of Yi,k-. , ,Y i k  signifies the percentage of 
EVs that are expected to leave the charging station, while 
, ,Y i k
  signifies the uncertainty of Yi,k-. On 
the other hand,  
,
1,1
i k
b     denotes the bias of departure towards higher SOC. If an EV with 
higher SOC is more likely to leave the charging station, 
,i k
b  will have a positive value and vice 
versa. Substituting (3.37) in (3.36), one can get (3.38.a) – (3.38.b), 
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where 2 2 2 2
1 2 3 4 5 6 7 2, , , , , , , , , , , , ,
; ; ; 2 1 ; ; ; 1
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Since u1 and u2 are independent, the following relationships in (3.39) are true [187, 188]: 
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Thus, after substituting these equations in (3.38.a) and (3.38.b) and rearranging, one can get (3.40.a) 
and (3.40.b), respectively: 
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Since 
, , , , , ,
, , ,
i k Y i k Y i k i k
       are positive, , , ,D i k i k   , if ,i kb  is positive. In contrast, , , ,D i k i k   , if 
,i k
b  is negative. Thus, if EVs with higher SOCs are more likely to leave the charging station, the 
mean of the departure SOC will be higher and vice versa. However, the SD will remain constant as 
per (3.40.b) regardless of the bias. To prove XD,i,k is a Gaussian, let: 
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Then, the skewness of XD,i,k can be calculated as per (3.42): 
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 (3.42) 
To render XD,i,k a Gaussian, the skewness must be equal to zero. Therefore, the numerator of (3.42) 
must be equal to zero as shown in (3.43): 
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Or, 
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Or, 
  2, , , ,, , ,D i k D i ki k i kX N       (3.45) 
Thus, XD,i,k is a Gaussian PDF with a mean of 
, ,i k i k
   and variance of 
2
, ,D i k
 . 
Lemma 3 – If Xi,k- and XD,i,k are Gaussian, Xi,k is a Gaussian: As Xi,k is a linear combination of 
Xi,k- and XD,i,k as in (3.11), and both Xi,k- and XD,i,k are Gaussian, Xi,k must be a Gaussian [187]. 
Lemma 4 – If Xi,k and XA,i,k are Gaussian, Xi,k+ is a Gaussian: As Xi,k+ is a linear combination of 
Xi,k and XA,i,k as in (3.11), and both Xi,k and XA,i,k are Gaussian, Xi,k+ must be a Gaussian [187]. 
Lemma 5 – If XA,i,k is a Gaussian, Xi,k- is a Gaussian because of SOC-based charging strategy: 
For the fair charging strategy (FCS), (3.25.a) and (3.25.b) can be rewritten as (3.46.a) and (3.46.b), 
respectively: 
 
, 1 , , ,i k i k i k i k
          (3.46.a) 
 2 2 2
, 1 , ,i k i k i k
       (3.46.b) 
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With the help of these two equations, it can be proven by following the similar procedures 
presented earlier in (3.41) – (3.45) that Xi,k+1- is a Gaussian for the FCS, defined as (3.47): 
  , 1 , , , , ,,i k i k i k i k i k i kX N              (3.47) 
Similarly, for the multi-rate charging strategy, (3.28.a) and (3.28.b) can be rewritten as (3.48.a) and 
(3.38.b), respectively, as: 
 
, 1 , ,i k i k i k
         (3.48.a) 
 2 2
, 1 ,i k i k
     (3.48.b) 
In a similar manner to the FCS, it can be proven by following the similar procedures presented 
earlier in (3.41) – (3.45), with the help these two equations that Xi,k+1- is a Gaussian for the multi-
rate charging strategy, defined as (3.49): 
  , 1 , , ,,i k i k i k i kX N          (3.49) 
Therefore, it can be concluded that Xi,k+1- is a Gaussian for both the FCS and multi-rate charging 
strategy, given that Xi,k+ is a Gaussian. Thus, the transition of SOC to the next timeslot (i.e., k+1-th 
timeslot) could be updated as (3.50.a) and (3.50.b), respectively, for FCS and multi-rate charging 
strategy: 
  , , 1 , , , , ,,i k i k i k i k i k i k i kX X N               (3.50.a) 
  , , 1 , , ,,i k i k i k i k i kX X N           (3.50.b) 
where  represents the transition of SOC from one state to another.  Therefore, if the transition 
denoted by 
,, , , 1i ki k i k i k
X X X X     is Gaussian, , 1, 1 , 1 , 2i ki k i k i kX X X X       is also 
going to be Gaussian, and so on and so forth, provided that the boundary condition of 
,i k
X   given by 
,0i
X  , is a Gaussian. Such a Gaussian boundary condition ,0iX  can be defined as (3.51), 
  , ,0 , ,0 , ,0,0 ,A i A i A iiX X N      (3.51) 
This suffices the proof of Lemma 5. 
Estimation of parameters: In this proposed approach, several involved unbounded or bounded 
Gaussian distributions (e.g., 0 ≤ SOC ≤ 100) are estimated using historical data. The values of μ and 
σ of the unbounded Gaussian distribution are estimated as in (3.52) [187]: 
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where, nG is the number of samples taken from X. On the other hand, the bounded Gaussian 
distribution (e.g., 
,, , , 1
, , ,
i ki k i k i k
      ) is defined as per (3.53)[189]: 
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where a and b are respectively the lower and upper bounds of X; μ and σ are estimated from the 
available sample (xi) of X as [189]: 
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. 
Here, μp and σp are respectively the population mean, and SD of X;   and   are respectively the 
probability density function (PDF) and cumulative distribution function (CDF) of X. 
Handling Uncertainties: A myriad of parameters need to be either supplied from external sources 
or estimated from historical data. These parameters include 
,D k
n , 
,A k
n , 
, ,A i k
 , 
, ,A i k
 , 
1, ,i k
 , 
2, ,i k
 ,
,i k
b  , 
, ,D i k
R , 
, ,A i k
R , 
,i k
M

, and 
,i k
K

. However, parameters 
, ,Y i k
   and , ,Y i k  cannot be estimated separately 
from the historical data. Therefore, a new parameter called coefficient of variation (i.e., 
, ,Y i k
c  ) is 
defined as (3.54) and estimated accordingly. 
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During a given timeslot, each of these parameters will retain only one value. However, on a 
different day, these values could be different owing to the uncertainties involved. Therefore, if 
historical data of a large number of days was available, each of these parameters will create its own 
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PDF. These PDFs are defined as per Table 3.7. The means and SDs of these parameters are 
estimated from the historical data as per (3.52) – (3.53).  Moreover, since these values are time-
varying, they are estimated accordingly. 
Table 3.7 The PDFs of the parameters involved [39, 85, 171] 
Parameters nD,k nA,k μA,i,k σA,i,k ρ1,i,k ρ2,i,k bi,k- RD,i,k RA,i,k Mi,k+ Ki,k+ cY,i,k- 
PDF Type Gaussian 
Denoted Z1,k Z2,k Z3,k Z4,k Z5,k Z6,k Z7,k Z8,k Z9,k Z10,k Z11,k Z12,k 
Mean μ1,k μ2,k μ3,k μ4,k μ5,k μ6,k μ7,k μ8,k μ9,k μ10,k μ11,k μ12,k 
SD σ1,k σ2,k σ3,k σ4,k σ5,k σ6,k σ7,k σ8,k σ9,k σ10,k σ11,k σ12,k 
2) Scenario 2 
The SOC of every EV has been reported to be a Lognormal distribution in [53]. If the SOCs of 
ni,k+ number of EVs are not independent and identically distributed, their combined SOC 
distribution (Xi,k+) can also be characterized by a Lognormal distribution as shown in (3.55): 
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where μi,k+ and σi,k+ are defined as 
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Here, mi,k+ and si,k+, respectively, are the arithmetic mean and SD of Xi,k+. More detailed transition 
model of the SOC considering the V2G services for this scenario is presented in Chapter 7. 
3.2 Modelling Stochastic PV Output 
Fig. 3.9 shows that the historical PV output at a given point in time tabulated at The University 
of Queensland (UQ) Solar can be fitted by a Gaussian PDF [33]. Therefore, the PV output is 
represented by a time-varying random variable XPV,k and it is defined by a Gaussian PDF [86].  
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Fig. 3.9 Practical PV data at 12:00 PM, collected from UQ Solar, fitted by a Gaussian PDF [33]. 
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The time-varying mean and SD of XPV,k are denoted by μPV,k and σPV,k, respectively. Fig. 3.10 
depicts the time-varying μPV,k and σPV,k calculated from the historical data from UQ Solar. 
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Fig. 3.10 Time-varying mean and standard deviation of PV output collected from UQ Solar [33]. 
3.3 Modelling Stochastic Grid Loads 
Likewise, historical grid load, supplied by Australian Energy Market Operator (AEMO), shows 
that the grid load data can also be fitted by a Gaussian PDF as in Fig. 3.11. Therefore, the grid load 
is symbolized by a time-varying Gaussian random variable XGL,k, with time-varying mean and SD 
of μGL,k and σGL,k, respectively. An example of the time-varying μGL,k, σGL,k is illustrated in Fig. 3.12.  
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Fig. 3.11 Historical grid load data, supplied by AEMO, fitted by a Gaussian PDF. 
3.4 Test Networks and Data 
Two test networks have been alternatively used in this research, namely IEEE 37 bus unbalance 
distribution test network and UQ electric grid [190]. These networks are discussed in detail as 
follows. 
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Fig. 3.12 Time-varying mean and standard deviation of grid load collected from AEMO. 
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3.4.1 IEEE 37 Bus Test System 
The 37 bus IEEE distribution network as in Fig. 3.13 consists of unbalanced, delta connected 
spot loads. These loads are the mixtures of constant P, constant Z, and constant I components. Its 
lines are installed underground, with the nominal operating voltage of 4.8 kV.  
 
Fig. 3.13 IEEE 37 bus test network [190]. 
 There is no shunt capacitor installed in this network. However, it contains an open-delta single-
phase regulator. Its substation is comprised of a 500 kVA 230 kV/4.8 kV transformer with a per 
unit impedance of 2 + j8 %. The feeders of the IEEE 37 bus test network are constituted by 36 
segments. Information regarding each of the segments is presented in Table A.1 in Appendix. Four 
types of cable configurations have been used to build these segments, namely 721, 722, 723, and 
724. These configurations are defined in Table A.2. 25 out of 37 buses of the IEEE 37 bus test 
system are connected with spot loads. The specifications of these loads are provided in Table A.3. 
To convert these spots loads into time-varying loads, a selection pool as in Fig. 3.14 is created from 
the data acquired from AEMO. This selection pool contains means and SDs of the historical grid 
load data in time series. From these means and SDs, 25 random load profiles in time series are 
generated and assigned to all the buses with loads connected as in Table A.3. 
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Fig. 3.14 Selection pool of the uncertain grid loads. 
Since these random profiles are defined in per unit, they are converted to kW and kVAr by 
multiplying the rated kW and kVAr values provided in Table A.3. For instance, suppose, the 
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assigned random sample to Bus 701 for the k-th timeslot is 0.9, then the actual kW and kVAr of this 
bus are going to 1400.9 = 126 kW, 700.9 = 63 kVAr, 1400.9 = 126 kW, 700.9 = 63 kVAr, 
3500.9 = 315 kW, and 1750.9 = 157.5 kVAr. Once the kW and kVAr values have been assigned 
to each of the buses, it is solved using a forward/backward sweep (FBS) method as follows: 
The injected/drawn constant P, constant I, and constant impedance Z phase currents (i.e., IPabc,n,k 
= [IPabc,P,n,k, IPabc,I,n,k, IPabc,Z,n,k]) of the n-th bus is calculated from its voltage (Vabc,n,k) as (3.56.a) – 
(3.56.c) [191]: 
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where,  δabc,n,k and θabc,n,k, respectively, are the voltage angle and power factor angle of the bus; and 
Sabc,P,n,k, Sabc,I,n,k, and Sabc,Z,n,k, respectively, are the constant P, constant I, and constant Z 
components of the bus loads. Subsequently, the node current (Iabc,n,k) is calculated from IPabc,n,k as 
(3.57.a) and (3.57.b), respectively, for delta and wye connections: 
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During the forward sweep, Vabc,n,k as in Fig. 3.15 is updated using (3.59.a) – (3.58.b): 
  , , , 1, , , , , , , ,abc n k abc n k abc l abc l k bca l bca l kV V Z I Z I connection     (3.58.a) 
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
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where, Zabc,l is the l-th feeder’s impedance. For the backward sweep, Vabc,n,k and l-th feeder’s current 
(Iabc,l,k) is updated with the help of (3.59.a) – (3.59.c): 
  , 1, , , , , , , , , ,abc n k abc n k abc l abc l k bca l bca l kV V Z I Z I connection      (3.59.a) 
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Fig. 3.15 Illustration of the forward/backward sweep method [191]. 
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After the end of every backward sweep, if the stopping criterion is met (i.e., the change in Vabc,n,k 
within the tolerance), the FBS is stopped. 
3.4.2 UQ Electric Grid 
The MV (11kV) and LV (440V) portions of The University of Queensland (UQ) electric grid are 
convolutedly meshed as in Fig. 3.16. Referred to Table A.4, this network can be considered as a 45 
bus system since it contains 45 MV-LV substations. These substations are connected across the 
campus by 300 mm
2
, 185 mm
2
, 95 mm
2
, and 35 mm
2
 underground cables presented in Table A.5 
with ampacities of 440A, 347A, 240A, and 165A, respectively. Furthermore, there are 59 MV/LV 
transformers in these substations supplying the power to the LV side with the specifications in 
Table A.6. Moreover, as mentioned earlier, along with the 2.25 MWp installed PV capacity, the 
network contains a combined capacity of ~2.4 MW backup generator in its LV networks. The MV-
LV transformers supply main distribution boards (MDB) through cables with ampacities in the 
range of 3×10 A to 3×2100 A depicted in Table A.7. Loads of these MDS are modeled by 
exponential load models. As such, if P0 and Q0, respectively, are the active and reactive powers 
components of a load for the rated grid voltage (V0), their values (i.e., P, Q) for the operating 
voltage (V) can be calculated as 
 0 0
0 0
;
np nq
V V
P P Q Q
V V
   
    
   
 
The values of np and nq along with power factors have been taken up as in Table A.8 by dividing 
the loads into five categories, namely a mixture of commercial and residential loads, a different 
mixture of commercial, residential, and industrial loads, lighting loads, pump loads, AC loads, and 
chiller loads. The individual load of MDB has been presented in Fig. 3.17, while the aggregated 
load of the grid is depicted in Fig. 3.18.  
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Fig. 3.16 The University of Queensland (UQ) electric grid. 
 
Fig. 3.17 LV loads at different main distribution boards (MDB) at UQ grid. 
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Fig. 3.18 Aggregated load of UQ grid [20]. 
The peak and base loads are approximately around 25 MW and 11 MW, respectively. It is assumed 
that the EVs are connected to the 11kV bus via MV/LV transformers as per Fig. 3.19. The 
percentage of EV load shared by the buses of the UQ grid is tabulated in Table A.9. 
 
Fig. 3.19 The topology of a charging station [69]. 
3.4.3 Software and Tools 
All these components have been modelled and solved in MATLAB/Simulink. In addition, this 
research proposes one centralized probabilistic impact index apiece for both voltages and currents 
in Chapter 6. The proposed impact indices have been verified concerning well-documented voltage 
limits violations and feeder overloading counting-based algorithms [29]. These impact indices are 
equally suitable for measurement and load flow-based applications.  
Moreover, they can be generalized by empirical cumulative distribution functions (ECDF) 
regarding the aggregated load including EV load and PV output. Therefore, if such relationship 
between the ECDF and aggregated load can be derived from the historical data, all the mentioned 
exercises can be performed without even running the load flows or obtaining the measurement 
reports. This makes the impact indices based approach instantaneous, and therefore, the 
probabilistic approaches discussed earlier in conjunction with the heuristic algorithm can be 
performed significantly quickly. 
Furthermore, those exercises can be carried out using these impact indices, for ‘No,' ‘Partial,' and 
‘Full’ historical or real-time information of the voltages and currents.  
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Chapter 4 EV Load Characterization 
 
The aggregated load of a large EV population has been modelled in Chapter 3 regarding the 
combined SOC distribution and EV number. However, the SOC and grid voltage-dependency of the 
charging voltage, current, and power factor (pf) discussed in Section 2.1 has not been incorporated 
in this model. Therefore, this chapter explicitly deals with this aspect of the EV load modelling, also 
known as load characterization. 
As discussed in Section 2.1, the EV charging load can be segregated into constant impedance 
(Z), constant current (I) and constant power (P) portions. Such ZIP portions of the active (i.e., PEV,Z, 
PEV,I, PEV,P) and reactive (i.e., QEV,Z, QEV,I, QEV,P) charging powers for an operating grid voltage of V 
can be defined as per (4.1.a) – (4.1.b) [27]: 
 
2 1 0
, , , , ,0 , ,0 , ,0
0 0 0
P P P
EV Z EV I EV P EV Z EV I EV P
V V V
P P P P P P
V V V
          
          
       
 (4.1.a) 
 
2 1 0
, , , , ,0 , ,0 , ,0
0 0 0
Q Q Q
EV Z EV I EV P EV Z EV I EV P
V V V
Q Q P Q Q Q
V V V
          
          
       
 (4.1.b) 
where V0 is the rated grid voltage; PEV,Z,0, PEV,I,0, PEV,P,0, QEV,Z,0, QEV,I,0, QEV,P,0 charging active and 
reactive ZIP powers for the rated grid voltage; and the values of γP, γQ are dependent on whether the 
aggregated EV loads are Z, or I, or P. The major deliverables of this chapters are the methods to 
calculate PEV,Z,0, PEV,I,0, PEV,P,0, QEV,Z,0, QEV,I,0, QEV,P,0, γP, and γQ for a large of EV population. This 
process has been termed as the characterization of EV load in [26]. Thus, PEV,Z,0, PEV,I,0, PEV,P,0, 
QEV,Z,0, QEV,I,0, QEV,P,0 are first calculated for one EV. Then, they are modified to accommodate a 
large EV population. After that, γP, and γQ are estimated for the same, large EV population. 
4.1 EV Load for One EV 
An EV has been recommended to be connected to the grid as per Fig. 4.1 by the electric vehicle 
conductive charging standard BS EN 61851-23:2014 [69]. If Va,k, Ia,k, and pfa,k, respectively, be the 
voltage, current, and pf on the AC side for a rated grid voltage of V0, the active (
1
PEV,0,k) and 
reactive (
1
QEV,0,k) powers drawn by the EV during the k-th timeslot can be defined by (4.2.a) – 
(4.2.b), 
 1
,0, , , ,EV k a k a k a k
P V I pf  (4.2.a) 
 
1 2
,0, , , ,
1
EV k a k a k a k
Q V I pf  (4.2.b) 
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Fig. 4.1 The topology of an EV charging station (i.e., EV supply equipment) as per BS EN 61851-23:2014 [69]. 
To modify this equation in terms of the voltage (Vb,k) and current (Ib,k) of the EV battery terminal, 
the per unit efficiency (ek) of the EV charger (i.e., EV supply equipment, EVSE) presented in Fig. 
4.1 is defined as shown in (4.3): 
 
, ,
, ,
b k b k
k
a k a k
V I
e
V I
 (4.3) 
Thus, (4.2.a) and (4.2.b) can be modified, respectively, as (4.4.a) and (4.4.b), 
 
, ,1
, ,
b k b k
EV k a k
k
V I
P pf
e
 (4.4.a) 
 
, ,1 2
, ,
1
b k b k
EV k a k
k
V I
Q pf
e
 (4.4.b) 
However, as found in [26], Vb,k, Ib,k, and pfa,k are nonlinear functions of the SOC as depicted in Fig. 
4.2. Likewise, charging topology illustrated in Fig. 4.1 has been tested in MATLAB/Simulink 
environment for different SOC, and it has yielded a nonlinear, SOC-dependent ek as in Fig. 4.3. 
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Fig. 4.2 The power factor of charging, battery voltage, and charging current [26]. 
 Therefore, (4.4.a) – (4.4.b) must be modified to reflect these SOC-dependencies. As such, let, an 
EV with SOC xk = 60 be charged for the k-th timeslot. Then, 
1
PEV,0,k and 
1
QEV,0,k can be calculated as 
the product of the projections of the interception points of the vertical line drawn from xk = 60. 
Accordingly, 
1
P0,k and 
1
Q0,k calculated for any arbitrary xk by dropping the subscript ‘EV’ from 
1
PEV,0,k and 
1
QEV,0,k as (4.5.a) and (4.5.b), respectively: 
 1
0,
, 0 100
k k k
k k k
k
x x x
P x x
e
 (4.5.a) 
77 
 
 
2
1
0,
1
, 0 100
k k k
k k k
k
x x x
Q x x
e
 (4.5.b) 
where, α(xk), β(xk) and χ(xk), respectively, are the projections of the interception points of Vb,k, Ib,k, 
and pfa,k curves. Since these equations do not reflect the grid voltage-dependency of EV load, they 
are modified for an operating grid voltage of Vk, respectively, as shown in (4.6.a) and (4.6.b): 
    
 
1 1
0,
0
, 0 100
P kx
k
k k k k k
V
P x P x x
V

 
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 
 (4.6.a) 
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 
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k k k k k
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Q x Q x x
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
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 (4.6.b) 
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Fig. 4.3 Charging efficiency for one EV, using the topology in Fig. 4.1. 
4.2 EV Load for a Large EV Population 
The individual SOC xk of a large EV population can be located scattered in the range of 
0 100
k
x as depicted in Fig. 2.4 in Chapter 2. Therefore, (4.6.a) and (4.6.b) can be augmented 
for a large EV population to calculate the aggregated active (Pk) and reactive (Qk) powers, 
respectively as (4.7.a) – (4.7.b): 
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k k k k k k
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P X P x x X
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 
 (4.7.b) 
where, Xk is a random variable representing the combined SOC of the EVs population and the 
aggregated charging powers (i.e., P0,k, Q0,k) for V0 are defined as (4.8.a) – (4.8.b), 
 1
0, 0,
kn
k k k k
P X P x  (4.8.a) 
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 1
0, 0,
kn
k k k k
Q X Q x . (4.8.b) 
Thus, (4.7.a) and (4.7.b) can be reduced to (4.9.a) and (4.9.b), respectively, 
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 (4.9.b) 
Therefore, evaluation of P0,k, Q0,k, γP, and γQ is sufficient to estimate the aggregated EV load of a 
large population, and hence, are evaluated regarding Xk in the following sections. 
4.3 Evaluation and Validation of P0,k, Q0,k 
A method to evaluate P0,k, Q0,k is first developed. Then, the evaluated P0,k, Q0,k are validated with 
the help of MATLAB/Simulink simulation. 
4.3.1 Evaluation of P0,k, Q0,k 
As per the electric vehicle conductive charging standard BS EN 61851-23:2014 [69], the EV 
battery should be charged in constant current (CCM) mode or a constant voltage (CVM) mode, 
respectively, in the xk ranges of 0 to 80 and 80 to 100. As a result, the charging current and charging 
voltage presented in Fig. 4.3 are kept constant in the mentioned ranges as in Fig. 4.4. 
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Fig. 4.4 Constant current mode (CCM) and constant voltage mode (CVM) charging; and the power factor and charging 
voltage and current profiles [26, 69]. 
 Therefore, during any given timeslot, a given EV can operate either in CCM or in CVM 
depending on its SOC xk. However, for the large EV population, the individual SOCs of a large EV 
population (i.e., nk+ EVs) during the k-th timeslot lies scattered as in Fig. 4.5 [181]. Consequently, 
some of them will be operating in CCM, while the others will operate in CVM. Hence, both P0,k and 
Q0,k will be comprised of two components, namely the CCM (i.e., PCC,0,k, QCC,0,k) and CVM (i.e., 
PCV,0,k, QCV,0,k) components defined in (4.10.a) – (4.10.d) [192]: 
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    ,0, 0, , 0 80CC k k k k k kP X P X x X      (4.10.a) 
    ,0, 0, , 0 80CC k k k k k kQ X P X x X      (4.10.b) 
    ,0, 0, , 80 100CV k k k k k kP X P X x X      (4.10.c) 
    ,0, 0, , 80 100CV k k k k k kQ X P X x X      (4.10.d) 
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Fig. 4.5 Charging voltage, current, and power factor overlaid with EV SOCs. 
Equations (4.10.a) – (4.10.d) shows that PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k can be evaluated by 
knowing the numbers of EVs that are operating in CC and CV modes. However, instead of handling 
the EVs individually to calculate PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k, they are handled collectively on 
the basis of the Gaussian and Lognormal SOC PDFs (i.e., Xi,k+) developed in Chapter 3 as follows. 
1) Evaluation of P0,k, Q0,k for Gaussian PDF of Xi,k+ 
As discussed in Chapter 3, the large EV population can be divided into a finite number of 
categories (i.e., nM categories) based on their similarities in voltage, current, and pf characteristics 
(e.g. Toyota Prius, Buick, Chevrolet Volt, Fisker Karma, Nissan LEAF, Toyota RAV4 EV, Cooper 
Mini-E, Tesla Roadster) [6]. Assuming every EV in a given category (i.e., i-th) possesses identical 
voltage, current, and pf characteristics as in Fig. 4.4 [26], PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k can be 
calculated as the conditional summations of the products of the charging voltage, current, and pf in 
regards to their combined SOC Xi,k+ with a given mean (μi,k+) and standard deviation (σi,k+). Since 
SOC of every EV in given category is independent and identically distributed (iid), Xi,k+ must be a 
Gaussian distribution according to the Central Limit Theorem as discussed in Section 3.1.2. As a 
consequence, Fig. 4.5 reduces to Fig. 4.6 for one of the mentioned categories of the EVs. Similar 
figures for nM-1 other categories will also be obtained. However, they are not depicted here. Based 
on these obtained figures, PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k are estimated as follows. 
Let, the abscissa in Fig. 4.3 and Fig. 4.6 be divided into a finite number of equally-spaced 
segments indexed by j, and the starting and ending coordinates of the j-th segments of the voltage, 
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current, pf, and efficiency, respectively, are given by (xi,j1, ai,j1), (xi,j1, bi,j1), (xi,j1, ci,j1), and (xi,j1, ei,j1), 
respectively, and (xi,j2, ai,j2), (xi,j2, bi,j2), (xi,j2, ci,j2), and (xi,j2, ei,j2), respectively. 
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Fig. 4.6 Charging voltage, current, and PF, superimposed with Xi,k+ . 
Then, the average charging voltage (αi,j,k), current (βi,j,k), pf (χi,j,k) and efficiency (ei,j,k), and area 
under the Xi,k+ curve (Δi,j,k) for the j-th segment are calculated, respectively, as (4.11.a) – (4.11.e): 
  , , , , , , 1 , 1i j k i aj i j k i j i jm x a     (4.11.a)  
  , , , , , , 1 , 1i j k i bj i j k i j i jm x b     (4.11.b)  
  , , , , , , 1 , 1i j k i cj i j k i j i jm x c     (4.11.c)  
  , , , , , , 1 , 1i j k i ej i j k i j i je m x e    (4.11.d)  
    , , , , 2, , , 1,i j k i k i j k i k i j kx x     (4.11.e)  
where, mi,aj, mi,bj, and mi,cj, and mi,ej, respectively, are the slopes of the j-th charging voltage, current, 
pf, and efficiency segments; Φi,k+ is the cumulative distribution function (CDF) of Xi,k+; and the 
mean of Xi,k+ for the j-th segment (μi,j,k) is calculated as follows: 
The mean μi,j,k can be defined for , ,i k i kx X   as given by (4.12): 
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 It reduces (4.12) to (4.14) as follows: 
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As a result, (4.14) can be rearranged as (4.15) as given below: 
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Evaluation of these integral terms yields (4.16): 
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where Q is the Q-function, which is the tail distribution of the standard normal distribution [187]. 
This equation can be written in more standard form in terms of the PDF (
,i k


) and CDF (
,i k
 ) of 
Xi,k+ as depicted in (4.17): 
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As a result, PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k can now be evaluated regarding αi,j,k, βi,j,k, χi,j,k, ei,j,k, 
Δi,j,k and maximum permissible charging current (Ii,mx) and voltage (Vi,mx) by the charger (i.e., EV 
supply equipment, EVSE) allocated to the i-th EV category, respectively, by (4.18.a) – (4.18.d): 
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where, ii,k and vi,k, respectively, are the actual charging current and voltage of the EV charger; λi,k is 
the market share of the i-th EV cluster, and 
 
, , , , , 2 , 1
; ;
i k i mx i k i mx nc j nc j
v V i I L x x            
The delivered power by an EV charger can be controlled by controlling ii,k and vi,k with the help 
of a charging coordination strategy. Such a charging coordination strategy will be presented in 
Chapter 5.  
2)  Evaluation of P0,k, Q0,k for Lognormal PDF of Xi,k+ 
For the Lognormal PDF of Xi,k+ defined in Section 3.1.2, (4.11.a) – (4.11.e) are modified as 
given by (4.19.a) – (4.19.e): 
  , , , , , , 1 , 1i j k i aj i j k i j i jm m x a     (4.19.a)  
  , , , , , , 1 , 1i j k i bj i j k i j i jm m x b     (4.19.b)  
  , , , , , , 1 , 1i j k i cj i j k i j i jm m x c     (4.19.c)  
  , , , , , , 1 , 1i j k i ej i j k i j i je m m x e    (4.19.d)  
    , , , , 2, , , 1,i j k i k i j k i k i j kx x     (4.19.e)  
where mi,j,k is the arithmetic mean of Xi,k+ in the range of xi,j1 – xi,j2, and it is calculated as follows: 
Since Xi,k+ is a Lognormal distribution, μi,j,k is calculated using (4.20): 
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Furthermore, an additional parameter σi,j,k is estimated as presented in (4.21): 
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From these two parameters, mi,j,k can be calculated with the help of (4.22) 
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The values of αi,j,k, βi,j,k, χi,j,k, ei,j,k, and Δi,j,k can be updated by (4.19) using the calculated mi,j,k. These 
values are then substituted in (4.18.a) – (4.18.d) to calculate PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0 for the 
Lognormal PDF of Xi,k+. 
4.3.2 Validation of P0,k, Q0,k 
The components of P0,k, Q0,k (i.e., PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k) modelled, respectively, in 
(4.18.a) – (4.18.d) are validated with the help of MATLAB/Simulink simulation in this section. 
This validation is performed for the models developed for both Gaussian and Lognormal PDFs of 
Xi,k+ as follows. 
1) Validation of P0,k, Q0,k for Gaussian PDF of Xi,k+ 
Suppose, nk+ EVs be charged with the clustered combined Gaussian SOC PDF of Xi,k+ with the 
known mean and SD of μi,k+ and σi,k+, respectively. Then the following steps are followed to 
validate the developed model in Section 4.3.1(1): 
Step 1: Calculate PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k, respectively, as per (4.18.a) – (4.18.d), using 
(4.11.a) – (4.11.e) for the given μi,k+ and σi,k+. 
Step 2: a) Create the MATLAB/Simulink model for ni,k+ EVs as per the topology depicted in Fig. 
2.2. 
b) Generate ni,k+ number of random SOC samples from the combined Gaussian SOC PDF of 
Xi,k+ with the given values of μi,k+ and σi,k+.  
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c) Assign these random samples to each of the EVs of the created MATLAB/Simulink model. 
d) If the assigned SOC sample to an EV lies in the CCM zone as per the definition provided 
in Fig. 4.6 earlier, nominate this EV for the CCM operation. Otherwise, nominate this EV for the 
CVM operation. 
e) Run the MATLAB/Simulink. Measure the aggregated active and reactive powers drawn by 
all the EVs in CCM operation, and denote them by ,0, ,0,,CC k CC kP Q . Likewise, find the aggregated 
active and reactive powers drawn by all the EVs in CVM operation, and denote them by 
,0, ,0,
,
CV k CV k
P Q .  
Step 3: If PCC,0,k, QCC,0,k, PCV,0,k, QCV,0,k, respectively, are equal to ,0, ,0, ,0, ,0,, , ,CC k CC k CV k CV kP Q P Q , the 
proposed models in (4.18.a) – (4.18.d) have been validated. 
2) Validation of P0,k, Q0,k for Lognormal PDF of Xi,k+ 
Suppose, nk+ EVs be charged with the clustered combined Lognormal SOC PDF of Xi,k+ with the 
known mean and SD of mi,k+ and si,k+, respectively. Then the following steps are followed to 
validate the developed model in Section 4.3.1(2): 
Step 1: Calculate PCC,0,k, QCC,0,k, PCV,0,k, and QCV,0,k as per (4.18.a) – (4.18.d) using (4.19.a) – 
(4.19.e) for the given mi,k+ and si,k+. 
Step 2: a) Create the MATLAB/Simulink model for ni,k+ EVs as per the topology depicted in Fig. 
2.2. 
b) Generate ni,k+ number of random SOC samples from the combined Lognormal SOC PDF 
of Xi,k+ with the given values of mi,k+ and si,k+.  
c) Assign these random samples to each of the EVs of the created MATLAB/Simulink model. 
d) If the assigned SOC sample to an EV lies in the CCM zone, nominate this EV for the CCM 
operation. Otherwise, nominate this EV for the CVM operation. 
e) Run the MATLAB/Simulink. Measure the aggregated active and reactive powers drawn by 
all the EVs in CCM operation, and denote them by ,0, ,0,,CC k CC kP Q . Likewise, find the aggregated 
active and reactive powers drawn by all the EVs in CVM operation, and denote them by 
,0, ,0,
,
CV k CV k
P Q .  
Step 3: If PCC,0,k, QCC,0,k, PCV,0,k, QCV,0,k, respectively, are equal to ,0, ,0, ,0, ,0,, , ,CC k CC k CV k CV kP Q P Q , the 
proposed models in (4.18.a) – (4.18.d) have been validated. 
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4.4 Evaluation of γP, γQ 
The values of γP, γQ both in CCM and CVM are evaluated in this Section. Two methods are 
employed for this purpose, namely theoretical and experimental methods. Both these methods are 
discussed as follows. 
4.4.1 Theoretical Evaluation of γP, γQ 
It has been seen in (4.10.a) – (4.10.d) that both P0,k and Q0,k are comprised of two components, 
namely the CCM (i.e., PCC,0,k, QCC,0,k) and CVM (i.e., PCV,0,k, QCV,0,k) components. Therefore, the 
aggregated charging powers (i.e., Pk, Qk) for the operating voltage Vk also consists of two 
components, e.g., the CCM (i.e., PCC,k, QCC,k) and CVM (i.e., PCV,k, QCV,k) components. As such, 
since the CCM charging draws a constant current from the grid, PCC,k, QCC,k can be characterized by 
constant current load models as (4.23.a) – (4.23.b): 
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where 
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I k CC k I k CC k
P P P P     
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Q Q Q Q     
Thus, theoretically, γP, γQ attain values of one in the CCM charging. Their values in the CM mode 
charging are obtained as follows. 
The authors in [62] have shown that the power drawn by one EV can be modelled by (4.24): 
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 (4.24)  
where R1 is the input filter resistance of the EV charger; kk and dd,k, respectively, are duty ratio of 
the DC/DC converter and direct axis duty ratio of the AC/DC converter of the EV charger; and 
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V k V
V d V
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. (4.25)  
Here, Vdc,k is the voltage on the DC side of the AC/DC converter; Eb,k is the battery voltage; Rb is 
the equivalent battery resistance, and r is the resistance of the DC/DC filter. The first term of the 
86 
 
right-hand-side (RHS) of (4.24) can be omitted if it can be proven that this term is negligibly small 
compared to the second term. It can be proven so if the following equation, i.e., (4,27), is true: 
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Using (4.24), one can reduce (4.27) to (4.28): 
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Thus, since 
2
,b k k
V V  and R1 is of the order of 0.1 mΩ [62], (4.27) is true. For instance, for R1 = 0.1 
mΩ, Vb,k = 320 V, and Vk = 300 V [62], the left-hand-side (LHS) of (4.28) is equal to 
75.33 10 , 
which is negligibly small. Hence, (4.24) can be reduced to (4.29): 
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Consequently, using (4.25), one can find (4.30): 
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Equation (4.30) shows that power drawn by an EV charger in CVM is independent of the grid 
voltage Vk. Therefore, since Vb,k kept constant in this mode of charging and Eb,k cannot change 
instantaneously, the power drawn by one EV remains constant. Hence, PCV,0,k, QCV,0,k can be 
represented by constant power load models as shown in (4.30.a) – (4.30.b): 
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where 
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Thus, theoretically, γP, γQ attain values of zero in the CVM charging. 
4.4.2 Experimental Evaluation of γP, γQ 
Two methods can be employed to evaluate γP, γQ under this domain, namely 1) evaluation of γP, 
γQ using practical experiments, 2) evaluation of γP, γQ using simulation software such as 
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MATLAB/Simulink. The second method has been adopted in this research. The first method has 
been left for the future works. As such, the following steps are followed to in MATLAB/Simulink 
to evaluate γP, γQ for a large EV population. 
Step 1: Take one EV from every representative cluster. 
Step 2: Take these representative EVs one by one and build a charger similar to Fig. 4.1 in 
MATLAB/Simulink. Set SOC xk to its lowest operating value (e.g., xk = 10). 
a) If the xk lies within 10 – 80, operate the charger in the CCM. Otherwise, operate it in the 
CVM. 
b) Set Vk = V0. Calculate charging powers, and denote them by 
1 1
,0, ,0,
,
CC k CC k
P Q  for CCM 
charging. Otherwise, denote them by 1 1
,0, ,0,
,
CV k CV k
P Q . 
c) Sweep Vk from 0.9 to 1.1 except for Vk = 1, and denote the resulting charging powers either 
by 1 1
, ,
,
CC k CC k
P Q or by 1 1
, ,
,
CV k CV k
P Q depending on the charging mode. 
d) Since 1 1
, ,
,
CC k CC k
P Q , 1 1
, ,
,
CV k CV k
P Q , 1 1
,0, ,0,
,
CC k CC k
P Q  and 1 1
,0, ,0,
,
CV k CV k
P Q are known, find the values 
of ,P k Q kx x  using MATLAB Curve Fitting Toolbox in regards to the ‘custom’ equations of 
(4.31.a) – (4.31.d). 
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e) Sweep xk up to it upper operating limit (e.g., 100) and subsequently, repeat Steps 2(a) – 
2(d). 
Step 3: Repeat Step 2 for the other representative EVs. 
Steps 1 – 3 produce SOC-dependent γP, γQ for one EV. One such example is shown in Fig. 4.7. 
To extend γP, γQ for a large EV population the following method is embraced.  
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Fig. 4.7 γQ for one EV. 
As shown in Fig. 4.8, the calculated γP, γQ in Steps 1 – 3 are superimposed with the clustered 
combined SOC Xi,k+. Let, the abscissa in Fig. 4.8 be divided into a finite number of equally-spaced 
segments indexed by j, and the starting and ending coordinates of the j-th segments of γP, and γQ, 
respectively, are given by (xi,j1, γP,i,j1), (xi,j1, γQ,i,j1), respectively, and (xi,j2, γP,i,j2), (xi,j2, γQ,i,j2), 
respectively. Then, the average γP (i.e., γP,i,j,k) and γQ (i.e., γQ,i,j,k) for a large EV population are 
calculated as: 
  , , , , , , , 1 , , 1P i j k i P i j k i j P i jm x      (4.32.a)  
  , , , , , , , 1 , , 1Q i j k i Q i j k i j Q i jm x      (4.32.b)  
where, mi,γP, and mi,γQ, respectively, are the slopes of the j-th γP, and γQ segments. For Gaussian PDF 
of Xi,k+, μi,j,k is calculated as (4.17). 
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Fig. 4.8 γQ superimposed with Xi,k+. 
On the other hand, for Lognormal PDF of Xi,k+, μi,j,k is estimated as (4.20). Finally; the charging 
powers are updated as: 
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 (4.33.b)  
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4.5 Overall Methodology 
The following steps are utilized to test the methodology developed in Section 4.1 – Section 4.4.  
Step 1: Evaluate and validate P0,k, Q0,k. 
a) Evaluate P0,k, Q0,k. 
b) Validate P0,k, Q0,k. 
c) Analyse the sensitivity P0,k, Q0,k. 
d) Compare P0,k, Q0,k with the conventional method where the combined SOC PDF Xi,k+ has 
not been incorporated in modelling P0,k, Q0,k. 
Step 2: Evaluate γP, γQ. 
a) Evaluate γP, γQ for the theoretical method. 
b) Evaluate γP, γQ for experimental method. 
Step 3: Implement the findings in Steps 1 – 2 for practical purposes. 
a) Calculate aggregated EV load. 
b) Analyse the sensitivity of the aggregated EV load. 
c) Compare the aggregated EV load with that for the conventional method 
4.6 Case Study 
The steps discussed in Section 4.5 are carried out in regards to the developed models in Sections 
4.1 – 4.3. The University of Queensland (UQ) parking lots with a combined parking capacity of 
4,800 parking spots have been nominated as the reference [42]. 
4.6.1 Estimation and Validation of P0,k, Q0,k 
The values of P0,k, Q0,k for the UQ parking lots are estimated and validated in this section. As a 
part of the estimation, the sensitivity of P0,k, Q0,k with respect to the combined SOC distribution 
Xi,k+ is also investigated. Moreover, their values are compared with that of the conventional method 
presented in (2.8) in Chapter 2. The conventional method refers to the existing EV load models 
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without taking Xi,k+ into account. Later, the estimated P0,k, Q0,k are validated with the help of the 
MATLAB/Simulink simulation. 
1) Estimation P0,k, Q0,k 
Suppose, all the parking spots of the UQ parking lots are occupied by EVs with the same battery 
capacity, and each of them is assigned with Level 2b charging (refer to Table 2.2) with a rated 
charging power of 6.6 kW. A charger with such a rated capacity has been built as per Fig. 4.1 in 
MATLAB/Simulink. Then, the charging voltage, current, pf, and efficiency curves similar to Figs. 
4.3. – 4.4 have been obtained. Using these curves, the components of the P0,k, Q0,k (i.e., PCC,0,k, 
QCC,0,k, PCV,0,k, and QCV,0,k) have been obtained as per 4.3.1. The assumption is that the combined 
mean (μi,k+) and SD (σi,k+) of the EV population are, 72 and 16, respectively [45]. The obtained 
results are illustrated in Table 4.1. 
Table 4.1 Estimated EV load for the UQ parking lots for Level 2b charging  
Method SOC 
distribution 
Active power (MW) Reactive power (MW) Overall 
(MW) 
PCC,0,k PCV,0,k Total  
P0,k = 
PCC,0,k + 
PCV,0,k 
QCC,0,k QCV,0,k Total 
Q0,k = 
QCC,0,k + 
QCV,0,k 
2 2
0, 0,k k
P Q  
Proposed Gaussian 21.08 7.64 28.71 2.77 0.99 3.76 28.96 
 Lognormal 22.02 6.35 28.37 2.89 0.83 3.72 28.61 
Conventional - - - 31.68 - - 0.00 31.68 
% diff
n
 bet
n
 Gaussian 
& Lognormal 
- 
4.46 -16.9 -1.18 4.33 -16.2 -1.06 -1.18 
% diff
n
 bet
n
 proposed 
& conventional 
Gaussian - - -9.38 - - 100 -8.60 
Lognormal - - -10.45 - - 100 -9.68 
This table shows that the EV load P0,k has four components, namely PCC,0,k, PCV,0,k, QCC,0,k, and 
QCV,0,k. In contrast, the conventional method has only one component (i.e., P0,k).  It can be seen that 
the conventional EV load demands the highest amount of EV load with 31.68 MW, whereas the 
proposed method, respectively, demands 8.6% and 9.68% smaller EV loads for Gaussian and 
Lognormal Xi,k+ than that by the conventional load. Moreover, the mentioned components 
dependent on whether the combined SOC distribution Xi,k+ is Gaussian or Lognormal. It has been 
seen from Table 4.1 that PCC,0,k, QCC,0,k, PCV,0,k, QCV,0,k, P0,k, Q0,k, and overall EV loads are highly 
dependent on Xi,k+. Therefore, their sensitivities with respect to the mean (μi,k+) and SD (σi,k+) of 
Xi,k+ have been investigated here. As such, their sensitivity regarding μi,k+, while keeping σi,k+ 
constant at 16%, is depicted in Fig. 4.9. Fig. 4.9.a shows that because of the nonlinearities as in Fig. 
4.4, PCC,0,k tends to increase up to a certain value of μi,k+, and then, it starts to decrease due to the 
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reduction in area under the Xi,k+ curve in CCM Zone as depicted in Fig. 4.6. On the other hand, 
since the area under the Xi,k+ increases with μi,k+, PCV,0,k also increases steadily. The other 
observation from this figure is that the profiles of PCC,0,k, PCV,0,k differ from each other markedly for 
Gaussian and Lognormal PDFs of Xi,k+. Fig. 4.9.b shows that QCC,0,k, QCV,0,k attain almost identical 
profiles to that of PCC,0,k, PCV,0,k. Fig. 4.9.c – Fig. 4.9.e, on the other hand, demonstrate that as 
opposed to the conventional method, P0,k, Q0,k, and overall EV loads are not constant with respect to 
μi,k+. Particularly, at lower and higher values of μi,k+, their values tend to deviate significantly due to 
the nonlinearities presented in Fig. 4.4. This finding signifies that as the EVs approach towards the 
100% charge (i.e., full-charge), the nonlinearities associated with the EV batteries limit the amount 
of power that could be delivered to the EV population. This phenomenon, in turns, lingers the 
charging time, i.e., even if there is an adequate resource available, the EVs batteries cannot be 
charged at full rates due to such nonlinearities. However, the conventional methods cannot capture 
this shortcoming, which justifies the development of the proposed EV load model. 
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Fig. 4.9 Sensitivities of PCC,0,k, QCC,0,k, PCV,0,k, QCV,0,k, P0,k, Q0,k, and overall EV loads regarding mean μi,k+. 
A similar sensitivity analysis is performed regarding σi,k+, and the obtained results are depicted in 
Fig. 4.10. Fig. 4.10.a shows that up to a certain value of σi,k+ (i.e., 10 in this case), PCC,0,k and PCV,0,k 
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tend to decrease and increase, respectively. Beyond this value of σi,k+, both of them start to decrease 
albeit with a very small rate of change. The other observation is that the profiles of PCC,0,k and 
PCV,0,k with respect to σi,k+ can markedly differ for depending on whether Xi,k+ is a Gaussian or a 
Lognormal. Similar trends for QCC,0,k and QCV,0,k regarding σi,k+ can be observed as in Fig. 4.10.b. In 
contrast, P0,k, Q0,k, and overall EV loads tend to decrease steadily with respect to σi,k+ as in Fig. 
4.10.c – Fig. 4.10.e. However, the rates of change are dissimilar for Gaussian and Lognormal Xi,k+. 
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Fig. 4.10 Sensitivities of PCC,0,k, QCC,0,k, PCV,0,k, QCV,0,k, P0,k, Q0,k, and overall EV loads regarding σi,k+. 
Thus, this exercise shows that the EV loads are strongly dependent on the mean and SD of the 
combined SOC distribution (i.e., Xi,k+). Moreover, these loads are contingent on whether Xi,k+ can be 
defined by a Gaussian PDF of Lognormal PDF. The conventional EV load models have failed to 
take into account these aspects. However, the proposed model has incorporated these aspects, which 
can predict the EV load more accurately. The accuracy of such prediction is validated as follows. 
2) Validation P0,k, Q0,k 
To validate the proposed model to calculate P0,k, Q0,k in Section 4.3.1, the method presented in 
Section 4.3.2 is exercised for both Gaussian and Lognormal Xi,k+ for 100 EVs here. As per the 
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discussions in Section 4.3.2(1), P0,k and Q0,k have been calculated using the proposed model as in 
Section 4.3.1 and MATLAB/Simulink simulation for μi,k+ = 72, σi,k+ = 16, and  nk+ = 100. The 
resulting P0,k, Q0,k are compared in Table 4.2. It shows that the perceived error is of the order of 
0.5% only, which validates the efficacy of the proposed model. To test the robustness of the 
proposed model, P0,k, Q0,k are calculated in a similar manner for three different combinations of μi,k+ 
and σi,k+, and compared in the same table. The obtained results of these cases show that the 
perceived errors are of the order of 0.01% - 0.76%. Such a small error substantiates the robustness 
of the proposed model. 
Table 4.2 Validation of the proposed model for Gaussian Xi,k+ for 100 EVs 
Case 
Calculated using 
proposed model 
Found from MATLAB/Simulink 
simulation (kW) 
Perceived error 
(μi,k+, σi,k+) P0,k (kW) Q0,k (kW) P0,k (kW) Q0,k (kW) P0,k (%) Q0,k (%) 
(72,16) 598.36 78.34 601.52 78.81 0.53% 0.59% 
(72,10) 630.57 82.73 633.85 83.19 0.52% 0.55% 
(60,16) 626.95 82.24 631.75 82.85 0.76% 0.74% 
(60,10) 634.49 83.30 634.57 83.31 0.01% 0.01% 
A similar exercise is undertaken for Lognormal Xi,k+ and the acquired results are compared in 
Table 4.3. This table also accounts for similar perceived errors as in Table 4.2. Such findings affirm 
the authenticity and robustness of the proposed model for Lognormal Xi,k+. 
Table 4.3 Validation of the proposed model for Lognormal Xi,k+ for 100 EVs 
Case 
Calculated using 
proposed model 
Found from MATLAB/Simulink 
simulation (kW) 
Perceived error 
(μi,k+, σi,k+) P0,k (kW) Q0,k (kW) P0,k (kW) Q0,k (kW) P0,k (%) Q0,k (%) 
(72,16) 588.34 77.17 590.94 77.41 -0.44% -0.30% 
(72,10) 627.51 82.26 626.66 82.21 0.14% 0.06% 
(60,16) 619.78 81.31 618.82 81.16 0.15% 0.18% 
(60,10) 634.43 83.29 633.64 83.18 0.13% 0.13% 
4.6.2 Estimation of γP, γQ 
The values of γP, γQ are estimated in this section as per Section 4.4. First, they are estimated 
using the theoretical method discussed in Section 4.4.1. Then, they are evaluated with the help of 
the experimental method presented in Section 4.4.2. 
1) Estimation of γP, γQ for Theoretical Method 
It was found in Section 4.4.1 that the theoretical values of γP, γQ, respectively, are 1 and 0 in 
CCM and CVM zones (referred to Fig. 4.6). The impact of these values on the EV loads is 
94 
 
investigated in this section. As such, PI,k, QI,k are calculated as per (4.23) for an operating grid 
voltage of Vk = 0.94, while PP,k, QP,k are calculated as per (4.30) for the same Vk. Then, Pk, Qk, and 
overall powers are calculated as (4.34.a) – (4.34.c):  
 
, ,k I k P k
P P P  (4.34.a)  
 
, ,k I k P k
Q Q Q  (4.34.b)  
 2 2
,overall k k k
P P Q  (4.34.c)  
These values are then compared with the findings in Fig. 4.9 in Fig. 4.11 for different μi,k+. 
Similarly, these values are compared with the findings in Fig. 4.10 in Fig. 4.12 for different σi,k+. 
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Fig. 4.11 Sensitivity of Pk, Qk, and overall EV loads regarding operating grid voltage Vk for various μi,k+. 
There are five observations from Fig. 4.11 – Fig. 4.12. These observations are: 
 1) EV loads are strongly dependent on the grid voltage. 
 2) EV loads have decreased with the decrease of the grid voltage. 
 3) EV loads are less voltage-sensitive for lower and higher mean value of the SOC of the EV 
population (μi,k+). 
 4) EV loads are more voltage-sensitive for higher SD of the SOC of the EV population (σi,k+). 
5) The extent of the sensitivity is highly dependent on whether Xi,k+ is a Gaussian or Lognormal.  
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Fig. 4.12 Sensitivity of Pk, Qk, and overall EV loads regarding operating grid voltage Vk for various σi,k+. 
2) Estimation of γP, γQ by Experimental Method 
The values of γP, γQ are also estimated using the experimental method as discussed in Section 
4.4.2. Their values are first estimated using the curve fitting technique as per Step 1 – Step 3 in the 
same section. Two examples (i.e., for two different xk) of the goodness of fitting of reactive EV load 
with respect to the grid voltage are illustrated in Fig. 4.13. 
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Fig. 4.13 Goodness of fitting of reactive EV loads with respect to the grid voltage: a) for xk = 75; b) for xk = 85. 
Similar fitting for the experimentally obtained active and reactive powers is performed accordingly, 
and the resulting γP, γQ for different SOCs are depicted in Fig. 4.14. 
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Fig. 4.14 γP, γQ  for different SOC xk. 
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A very low value of γP as in Fig. 4.14.a indicates that the active EV load is almost insensitive to the 
grid voltage. On the other hand, moderately high values of γQ as in Fig. 4.14.b signify a moderately 
voltage-sensitive reactive EV load. In addition, its negative values imply that the reactive EV load 
and grid voltage are inversely related. This figure further shows that γQ is independent of the EV 
SOC xk. These values of γP, γQ are employed to calculate the grid voltage-dependent EV loads as per 
(4.32) – (4.33), and the obtained results are compared with the findings in Fig. 4.9 – Fig. 4.10, 
respectively, in Fig. 4.15 – Fig. 4.16. 
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Fig. 4.15 Sensitivity of Pk, Qk, and overall EV loads regarding operating grid voltage Vk for various μi,k+. 
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Fig. 4.16 Sensitivity of Pk, Qk, and overall EV loads regarding operating grid voltage Vk for various μi,k+. 
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Fig. 4.15.a and Fig. 4.16.a show that due to the low γP active EV loads are insensitive to the grid 
voltage regardless of μi,k+ and σi,k+. In contrast, because of the moderately high γQ, the reactive EV 
loads are grid voltage-sensitive as in Fig. 4.15.b and Fig. 4.16.b. However, the overall EV loads are 
almost grid voltage-insensitive owing to the high share of grid voltage-insensitive active EV load. 
Because of this grid voltage insensitivity, the experimental method to evaluate γP, γQ has not been 
incorporated into planning and operational planning processes. Rather, the theoretical method to 
estimate their values has been set as the basis for the planning and operational planning exercises. 
4.6.3 Implementation of P0,k, Q0,k, γP, γQ to Calculate Diurnal EV Load Profiles 
The obtained P0,k, Q0,k, γP, γQ in the previous sections have been implemented in this section to 
calculate the diurnal EV load profile of the UQ parking lots. For the purpose, the EV population of 
UQ parking lots depicted in Fig. 2.8 has been taken as the reference. It is assumed that this EV 
population is constituted by the EVs as in Table 4.4 with the market shares λi as depicted in the 
sixth column of the same table. 
Table 4.4 Market share of various EV models  
Manufacturer Model i 
Driving range 
(km), di 
Battery size 
(kWh), Bi 
λi 
(%) 
 Another λi 
 (%) for sensitivity analysis 
Toyota Prius 1 8 4 12.5 2.78 
Buick - 2 16 8
 
12.5 5.56 
Chevrolet Volt 3 64 16 12.5 8.33 
Fisker Karma
 
4 80 22 12.5 13.89 
Nissan LEAF 5 160 24 12.5 19.44 
Toyota RAV4 6 190 27 12.5 22.22 
Cooper Mini E 7 251 28 12.5 16.67 
Tesla Roadster 8 354 53 12.5 11.11 
The EV models are indexed by i, where 0 i ne  and ne = 8. The diurnal profiles of μi,k+ and 
σi,k+ for all 8 EV models are generated as per the method in Section 3.1.2 and illustrated in Fig. 
4.17. Using these data, diurnal PCC,0,k, PCV,0,k, QCC,0,k, QCV,0,k, and overall EV loads are calculated for 
both Gaussian and Lognormal PDFs of Xi,k+ as per Section 4.3, and depicted in Fig. 4.18 
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Fig. 4.17 Diurnal profiles of a) μi,k+ and b) σi,k+ for all 8 EV models. 
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Fig. 4.18 Diurnal profiles of PCC,0,k, PCV,0,k, QCC,0,k, QCV,0,k, and overall EV loads at UQ. 
 The first observation from Fig. 4.18 is that PCC,0,k, PCV,0,k, QCC,0,k, QCV,0,k, and overall EV loads 
tend to remain constant up until the early morning due to a small EV population. As the day 
progresses, their values start increasing as a result of the increased EV population. However, due to 
the lower early morning SOCs of the EV population, the CCM loads (i.e., PCC,0,k, QCC,0,k) hold 
larger shares, and as the day progresses ;further,  the shares of the CVM loads (i.e., PCV,0,k, QCV,0,k) 
increase rapidly, though the CCM loads still remain dominant. The second observation is that only 
small variations in PCC,0,k, PCV,0,k, QCC,0,k, QCV,0,k, and overall EV loads can be witnessed in regards 
to Gaussian or Lognormal PDFs of Xi,k+. The third observation is that there are significant 
differences between the proposed and conventional EV load profiles.  
As a part of the sensitivity analysis, the overall EV loads are calculated in a similar manner for 
another set of market shares as in the seventh column of Table 4.4 and compared with that 
presented in Fig. 4.18.c. This comparison is depicted in Fig. 4.19, which shows that the market 
share has an insignificant impact on the overall EV load if all the EV models are assigned same 
charging level (i.e., Level 2b charging in this case).  
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Fig. 4.19 Sensitivity of overall EV loads regarding market share λi: a) Gaussian; and b) Lognormal 
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Finally; a similar sensitivity analysis is performed in regards to the grid voltage Vk, and the 
obtained results are presented Fig. 4.20. This figure shows that the overall EV loads are strongly 
dependent on the grid voltage. 
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Fig. 4.20 Sensitivity of overall EV loads regarding grid voltage Vk: a) Gaussian; and b) Lognormal 
4.7 Summary 
It has been found in this chapter is that the EV loads are highly dependent on the SOCs of the 
EV population and grid voltage. Particularly, they are strong functions of the mean and standard 
deviation (SD) of the SOCs of the EV population. Moreover, their values are contingent on whether 
the SOCs of the EV population is modelled by a Gaussian or Lognormal PDF. In contrast, they are 
insignificantly related to the diversity of the EV population, characterized by the parameter ‘market 
share’, as long as all the EVs are assigned with the same charging level. However, a conventional 
EV load model cannot capture these dependencies. Therefore, the proposed EV load model has 
been employed in the planning and operational planning exercises presented in the following 
chapters. 
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Chapter 5 Planning of EV Charging Stations 
 
 
The planning exercise includes five steps as mentioned in Section 2.3. However, since Step 1 has 
already been carried out in Chapter 4, only the remaining four steps are performed in this chapter. 
As such, the impact of the EV charging is first investigated as a part of Step 2. Then, Step 3 is 
exercised to find the suitable location of PV and BES based EV charging. Afterward, Step 4 and 
Step 5 are performed chronologically, respectively, to find the suitable combination of the available 
solution and optimal PV and BES sizes.  
5.1 Impact Analysis 
Two methods of impact analysis are proposed in this research, namely 1) the conventional EV 
load modeling approach presented in Section 3.1.1, coupled with the EV load characterization 
discussed in Chapter 4; and 2) the proposed EV load modeling approach disseminated in Section 
3.1.2, in conjunction with the EV load characterization discussed in Chapter 4. 
5.1.1 Approach 1  
As discussed in Section 3.1, referred to Fig. 5.1, out of nEV EVs, there is an nϕ number of EVs 
(indexed by j) connected to the ϕ-th phase of the n-th bus (node) of the distribution network. Then, 
the active (Pn,ϕ,k) and reactive (Qn,ϕ,k) EV loads of the ϕ-th phase of the n-th node for the k-th sample 
are calculated by modifying (3.7) as given in (5.1.a) – (5.1.b), respectively: 
Bus no. (X/Y/Z)
799
Fixed tap transformer
701 (62/62/156)
712 (0/0/36)
742 (2/36/0)
705
702 713 (0/0/36) 704
724 (0/18/0)
722 (0/62/8)
707
720 (0/0/36)
706
725 (0/18/0)
714 (6/8/0)
718 (36/0/0)
703
727 (0/0/18)
744 (18/0/0)729 (18/0/0)
728 (18/18/18)
730 (0/0/36)
732 (0/0/18)
731 (0/36/0)
709
708
736 (0/18/0)
710
735 (0/0/36)
733 (36/0/0)
737 (62/0/0)
734 (0/0/18)
740 (0/0/36)
741 (0/0/18)
711738 (56/0/0)
Multiple houses 
and X EVs
Multiple houses 
and Y EVs
Multiple houses 
and Z EVs
 
Fig. 5.1 IEEE 37 bus test system along with the number of EVs connected to each phase of each node presented within 
the first brackets. 
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where, Pn,ϕ,k,j and Qn,ϕ,k,j, respectively, are the active and reactive powers of j-th EV load; Vn,ϕ,k and 
V0, respectively, are the voltage of the ϕ-th phase of the n-th node and its rated value; and un,ϕ,k,j is 
the charging status of the j-th EV set as (3.6). This equation is overhauled to accommodate the 
phase-wise EV connections to (5.2): 
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 (5.2) 
where xn,ϕ,k,j and xDes, respectively, are the SOC of the j-th EV for the k-th sample at the ϕ-th phase 
of the n-th node and its desired value; and ks,n,ϕ,j is defined regarding the generated ks,j from (3.1) as: 
 , , , , , , .S n j Sk k n j     
Among other parameters involved in (5.1.a) – (5.1.b), γP and γQ are found from Section 4.4.1. As 
per the findings in Section 4.4.1, Pn,ϕ,k and Qn,ϕ,k consist of two components, namely the constant 
current (i.e. PI,n,ϕ,k, QI,n,ϕ,k) and constant power (i.e. PP,n,ϕ,k, QP,n,ϕ,k) at any given point in time and 
they are evaluated using (5.3.a) – (5.3.d): 
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To analyse the impact, nEV number of random ks, kd, xS samples are generated as per Section 
3.1.1 and are assigned to nEV EVs. The assumption is that all the parameters involved are supplied 
from historical data. Using these random samples, PI,n,ϕ,k, QI,n,ϕ,k, PP,n,ϕ,k, and QP,n,ϕ,k are calculated 
as above and subsequently, incorporated in a Forward/backward sweep method presented in Section 
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3.4.1. The resulting node voltages at every phase, lines currents and losses are then stored, and 
xn,ϕ,k,j for the k+1-th sample (xn,ϕ,k+1,j) is updated with the help of (5.4): 
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 (5.4) 
where Bj is the battery capacity. The updated xn,ϕ,k+1,j is used for running the Forward/backward 
sweep for the next timeslot (i.e., k+1-th) similarly and so on and so forth, and the resulting node 
voltages, lines currents, and losses are also stored. This process is continued until the final timeslot 
is reached. After the phase-wise node voltages and lines currents and losses have been obtained for 
all the timeslots, various impact indices are calculated and compared as follows: 
Among these impact indices, the voltage noncompliance (VNC,k) for the k-th timeslot is defined as 
given in (5.5) [20]. 
 
3 min , , max
,
1 1
1,100
3 0,
n n k
NC k
n
if V V V
V
n else

 
 
   

 
 (5.5) 
where, Vmin and Vmax, respectively, are the minimum and maximum permissible values of Vn,ϕ,k. The 
line current noncompliance (INC,k) is also defined similarly, as expressed in (5.6) [20].  
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where, il,ϕ,k and imax,l, respectively, are the current of the ϕ-th phase of the l-th feeder and its 
permissible value. The voltage deviation (Vdev,k), in contrast, is estimated as given in (5.7) [18]. 
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Similarly, the line loading (IL,k) is measured using (5.8) [18]. 
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In contrast, voltage unbalance (VU,k) is defined as (5.9) [18, 191]. 
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where, 0 ≤ VU,k ≤ 100%. The voltage unbalances recommended not to exceed 3% by ANSI C84.1-
2011 [18]. This maximum limit of the voltage unbalance is denoted by VU,max. Thus, novel 
noncompliance of voltage unbalance index is defined as (5.10). 
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It is noted that the values of all the impact indices defined above remain confined within the range 
of 0 to 100%, where 0 and 100%, respectively, signify the lowest and highest impacts of the EV 
charging. Finally; the loss (Lk) is calculated in kWh as (5.11) [191]. 
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where, Ll,ϕ,k is the individual phase loss of the ϕ-th phase of the l-th feeder. 
5.1.2 Approach 2  
In the second approach, the EV load is modeled as per Section 3.1.2. The assumption is that all 
the time-dependent and time-independent parameters involved in this approach are supplied from 
historical data. To reflect the SOC and grid voltage-dependency, the EV load calculated as per 
Section 3.1.2 is overhauled in accordance with the EV load characterization in Chapter 4. For 
instance, the EV load is segregated into two components, namely the CCM and CVM components. 
These components are then assigned to individual parking lots on a pro-rata basis. For example, UQ 
has 19 parking lots of varying sizes, and therefore, the EV load components are divided into 19 
further components on the basis of the parking lot sizes. These parking lots are then assumed to be 
connected to the nearest bus of the electric grid, with all three phases are sharing the load equally. 
For the better understanding of the impact on the grid, an impact index (II) has been proposed in 
this study. The II is comprised of deterministic voltage index (VI), deterministic current index (CI), 
probabilistic voltage index (PVI), probabilistic current index (PCI), and loss index (LI). The indices 
are defined as in (5.12.a)-(5.12.e), respectively [193]. 
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where, Vn,k is the grid voltage of the n-th bus during k-th timeslot; Vmin, and Vmax are, respectively, 
the permissible lower and upper limits of Vn,k; Il,k is the current carried by l-th feeder during k-th 
timeslot;  Il,max is the permissible upper limit of Il,k; n and l, respectively, are the number of buses 
and nodes in the grid. In addition, VdevA,k, LLA,k, and PLA,k, respectively, are the average voltage 
deviation, average line loading, and percentage losses during the k-th timeslot; VdevA, LLA, and PL, 
respectively, are those for the entire period. Furthermore, σdev,k, and σLL,k, respectively, are the SD of 
voltage deviation and SD of line loading, during the k-th timeslot; σdev and σLL, respectively, those 
for the entire period. Furthermore, VdevP, LLP, PLP, and σPLP respectively are permissible voltage 
deviation, line loading, percentage losses, and standard deviation of percentage losses.  
The overall impact indices IIk and II are defined as the weighted sum of these indices as (5.13):  
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 (5.13) 
where K1 – K5 are the weights of the impact indices; and 
 1 2 3 4 5 1K K K K K     ;  
Any arbitrary values can be assigned for K1 – K5 as long as they complied with the criteria above. 
However, it has been assumed in this research that these weights are equal to each other. The value 
of II will be lying in the range of 0 to 1. The value of 0 and 1, respectively, signify the lowest and 
highest impact on the grid. An II of 0 would mean that no current or voltage limits will be violated 
and there is no likelihood that if a bus or feeder is chosen randomly would violate these limits as 
such either. In addition, losses in the grid will be k PPL PL . On the other hand, a value of 1 will 
signify k PPL PL . 
5.2 Finding Suitable Location for Charging 
As discussed in Section 2.3, the impact of the EV charging on the grid can be reduced by 
deploying onsite PV and BES, and the extent of such reduction will be at different at different 
locations (e.g., HC, BC, CC). Moreover, these locations will have dissimilar imprints on the costs 
and perceived QoS. Therefore, this exercise aims to find the optimal location of the PV and BES-
based EV charging regarding the factors mentioned above. For the purpose, two parameters in 
addition to the impact indices defined above, namely QoS and cost, are defined below: 
Suppose, PG,k be the power balance among PV, EV, and BES. A positive and a negative PG,k 
respectively, refer to injection and drawing of power from the grid. Any such nonzero PG,k may 
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instigate the violations of grid constraints. The resulting number of those violations in the grid are 
termed as the number of voltage noncompliance (NVNC,k), number of current noncompliance 
(NCNC,k), number of substation overload and reverse power flow cases (NORF,k), and number of grid 
transformer overload cases (NGTO,k). EVCS will not be able to provide service if either one of these 
parameters is nonzero. The quality of service (QoSk), therefore, can be defined as per (5.14): 
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If QoSk ≠ 0, then a portion of PG,k might need to be curtailed. The equivalent energy due to the 
curtailment is defined as a loss of energy (LoE) (i.e., ELE,k) and a loss of load (LoL) (i.e., ELL,k), 
respectively, for positive and negative PG,k. They, together, are defined as the lost opportunity 
(ELO,k), and calculated using (5.15): 
 
0, , ,
, , ,
, ,
, , , ,
0, 0
,
[ ],
L k LL k LE k
VNC CNC k ORF k GTO k
LL k LE k
P k G k S F k G k S
E E E
N N N N
where E E
C P T C P T else
 
    
    

  
    
 (5.15) 
where, CP,k and CF,k are the portion of PG,k that need to be curtailed [41]. The values of CP,k and CF,k 
can be minimized through the charging coordination strategies discussed in Chapter 3. However, 
the extent of the realized minimization can be different for at different charging locations. For 
example, as discussed in Chapter 2, since EVs are usually parked for a very long time at home and 
bulk of the parking time coincides with off-peak grid load [194], CP,k and CF,k can be minimized 
significantly for HC. However, as EVs will be parked for a limited amount of time at business and 
commercial premises, and parking time is highly correlated with grid load, coordination of charging 
may not yield adequate reduction of CP,k and CF,k [117]. On the other hand, the average QoS (QoSA), 
loss of opportunity (ELOA) for the entire period can be calculated using (5.16). 
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EV charging incurs costs in the form of capital (KK), operational (KO), maintenance (KM), grid 
reinforcement (KGR), and network loss (KNL) costs [103]. Instead of using a detailed business model 
[56, 195], this exercises uses a cost model that facilitates the PV and BESS-based EV charging at a 
comparable cost to that of charging solely from the grid.  Suppose, the sum of the costs for charging 
EVs solely from the grid are termed as the nominal costs (KTNom). Similarly, the costs for the PV 
and BES-based EV charging is termed as PV and BES-augmented case and represented by KTPB. 
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Thus, the PV and BES-augmented case is economically feasible if the following condition in (5.17) 
is fulfilled [126].  
 TPB TNomK K  (5.17) 
In order to modify (5.17), the total changes in costs from the nominal case to PV and BES-
augmented case are given by (5.18) [196, 197]: 
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Here,   is the discount rate; H  is the planning horizon in years; NB is the number of battery in 
BES with size B, and Δ represents the changes in costs from the nominal case. Subscripts and 
superscripts ‘T’, ‘EEV’, ‘CD’, ‘HR’, ‘LO’, ‘IC’, ‘PV’, and ‘BES’ stand for transformer, EV energy, 
control device, human resources, lost opportunities, installation costs, PV, and BES, respectively. In 
addition, A, L, and ρ, respectively, are the area of the cross-section (m2), length (m), and density of 
the additional feeders required to facilitate EV charging. LossT is the total loss of energy in the 
network. E and Met , respectively, are the prices of energy and metal. Thus, (5.17) can be 
normalized as given in (5.19): 
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Therefore, the following multi-objective optimization problem in (5.20) can be formulated to find 
the optimal x, for a given nEV: 
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where 
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Here, EGT is total energy exchanged between the grid and EVCS; SOCBES,A is the average SOC of 
BES; and SOCBES,low and SOCBES,high, respectively, are the lower and upper bounds of SOCBES,A. 
To solve the problem in (5.20), suppose si is the number of slack variables, which is equal to 
inequality constraints in g. If si > 0, µ > 0, and (5.20) can be manipulated in the form of (5.21), then 
(5.21) can be approximated as in (5.22). 
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 (5.22) 
where 
1
ln( )
i
i
i
s

  is called a barrier function. The minimum of fµ approaches to the minimum of f as µ 
approaches zero. Equation (5.22) can be solved using MATLAB optimization toolbox. Solver 
‘fmincon’ in the toolbox uses two major types of steps namely a direct step in (x,s) and a conjugate 
gradient (CG) step. The mentioned solver tries to solve it by a direct step first, and if it has failed, it 
takes a CG step. The aim of each step is aimed at decreasing a merit function given by (5.23). 
    , || s ||f x s v g x    (5.23) 
In the Direct Step, (Δx, Δs) can be solved using (5.24).  
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 (5.24) 
where, H, Jg, S, λ, Λ, and e respectively are Hessian, Jacobian of g, diag(s), Lagrange multiplier of 
g, diag(λ), and vector of ones. To find (Δx, Δs), the algorithm uses an LDL factorization of the 
matrix, which determines whether or not H is the positive definite. If not, the algorithm uses CG 
Step. In the CG Step, the algorithm tries to readjust the values of x and s while keeping s positive. 
108 
 
The Karush–Kuhn–Tucker (KKT) equations as in (5.24) are solved to find Lagrange multipliers. 
Subsequently, (5.25) is solved, subject to linearized constraints as in (5.26), to find (Δx, Δs). 
    
1
i
x x i i
i
L f x g x

     (5.24) 
 min 2 1 1
,
1 1
2 2
T T T T
x s xxf x x L x e S s s S s
 
              (5.25) 
   0xg x J x s     (5.26) 
The algorithm minimizes a norm of (5.26), and subsequently, matches the residual from solving 
(5.26) with solved (5.25), while keeping s positive. The Hessian and Jacobian can be either supplied 
to the toolbox, or the toolbox itself can calculate them using the quasi-Newton approximation. 
To find the optimal location of EV charging, the daily PV output profiles are clustered as in Fig. 
2.5. Then, the optimal x for all PV clusters are found by solving (5.20) as above for the given values 
of nEV for HC, BC, and CC. Once such x has been found, values of all the functions in f(x) and h(x) 
are calculated. Using all these values, the feasibility of a given case is divulged using the Feasibility 
Index (FI) as (5.27). 
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where, FB,k,j and FB,k,j respectively represent the base and final value of j-th function in f(x); jmax is 
the number of functions in f(x); and kPV is the number of PV clusters. Value of FI spans in the range 
of -∞ ≤ FI ≤ 1, where +1 signifies the most feasible and -∞ signifies the least feasible, and 0 is 
neutral. Thus, FI is calculated for HC, BC, and CC, and subsequently, the location with the highest 
FI is deemed as the most feasible.  
5.3 Suitability Analysis and Optimal PV and BES Sizing 
As discussed above, the charging loads are projected to impact the electric grid adversely 
without the appropriate remedial measures [36], such as controlling the charging [129, 130]. 
Controlling the charging alone, however, reduces the quality of service (QoS) defined in (5.14) 
[36]. Therefore, the EVs are advocated to be charged during the night-time from the lightly-loaded 
grid at lower prices to improve the QoS and reduce costs involved [126].  
However, charging from the grid still contributes to the indirect emissions and depleting natural 
resources. Therefore, the PV and battery energy storage (BES) based EV charging station is 
becoming the new centre of attention lately. Since the PV output is time-dependent, the QoS and 
cost for such charging station are limited by when, where and how long the EVs are charged, the 
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sizes of PV and BES, and EV penetration. As a result, a certain combination of PV and BES – i.e., 
PV only, or BES only, or both PV and BES – could become more suitable for a better QoS for a 
given EV penetration. Conversely, for some other penetrations, upgrading the grid could become 
more suitable. Therefore, a suitable combination of possible solutions, namely 1) upgrading the grid 
[103], 2) deploying PV, and 3) deploying BES [120], alongside the mentioned charging control 
strategy must be employed to maintain the required QoS at the minimal cost. Finding this 
combination is termed as the suitability analysis, and it is a process of divulging whether upgrading 
grid or deploying onsite PV and BES or both is more capable of providing more QoS for given sets 
of technical constraints and costs [133, 134]. The technical constraints include node voltages [103], 
feeder currents [103], PV and BES capabilities [133], EV chargers’ capability [6], charging 
characteristics of EVs [26], and uncertainties [29]. The cost includes the capital and operation and 
maintenance (O&M) costs of PV, BES, chargers, feeders, etc. [103]. The difference between the 
proposed suitability analysis and the conventional cost-benefit analysis is that the latter involves 
costs and revenues for a given combination only. 
Four facets are attributed to such suitability analysis: 1) characterizing EV, PV, and BES; 2) 
calculating the power exchange between the grid and charging station; 3) running load flow for the 
power exchange and addressing any voltage and current noncompliance by a charging strategy; and 
4) handling the uncertainties of EV, PV, and grid. The suitability analysis is designed in regards to 
the gaps in Section 2.3.4 – Section 2.3.5. As a part of the suitability analysis, the QoS, cost and 
chance constraint is calculated for the entire planning horizon. Referred to Fig. 5.2, they are then 
compared by varying various options, variables involved and constraints such as upgrading the grid, 
PV size, BES size, and QoS, cost, and chance constraint thresholds. 
Start
Grid 
assessment
Comply?
EV size = 0, BES size = 0, 
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Grid voltages and currents
End
Yes
Option 1 : Optimal network 
augmentation considering 
grid assessment for 
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Cost B < Cost A?
Incremental 
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Cost B Cost A
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TSEBA, 3) Charging strategy, 4) FBS, 5) 
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Fig. 5.2 A conceptual overview of the proposed method. 
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A suitability graph/table is then generated from the above comparisons. A DNO/business owner 
can apply this suitability graph/table to find the aforementioned suitable combination. Afterwards, 
the PV and BES sizes are optimized regarding the QoS, cost, chance constraint, and other 
constraints such as the land availability. 
5.3.1 Four Facets of the Suitability Analysis 
1) Facet 1: Characterization of EV, PV, BES; & combined SOC-based charging strategy 
The EV load has already been characterized in Chapter 4. Therefore, it has not been repeated in 
here. Instead, a method to control the EV load using a charging strategy presented in Section 3.1.2 
is described here. However, PV and BES have been characterized here for the completeness. The 
assumption is that the EV population, PV, BES, and grid are connected as per Fig. 2.11.a. 
Controlling EV load with the help of a charging strategy: The conventional SOC based charging 
strategy divides the abscissa of Fig. 3.6 to equally spaced groups and assigns a charging priority as 
pictured [34]. However, this method cannot achieve an infinitesimal resolution since it increases the 
number of variables involved. To eradicate this issue, a two-parameter based probabilistic fair 
charging strategy (FCS) is proposed as in the same figure. As such, the probabilistic charging rate 
(Ci,k) of the i-th cluster of the EV population is defined as in (5.28): 
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, ,
i k i k
i k
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i v
C
I V
  . (5.28)  
The linear relationship between Ci,k and Xi,k+ in Fig. 3.6 is presented regarding scaling (Sk) and 
fairness factors (Fk) as shown in (5.29): 
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The Sk and Fk control the slope of Ci,k. Referred to Table 3.2, Sk reduces the charging rate equally, 
regardless of the individual SOC. In contrast, Fk enables charging an EV with a lower SOC at a 
higher rate and vice-versa. Fig. 5.3 shows that the distribution of Ci,k can be altered by optimizing 
SF and FF only. Every individual EV calculates its charging rate (ci,k) based on its SOC (xi,k+) and 
the optimal SF and FF using (5.30): 
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 (5.30)  
Thus, mean (μC,i,k) and variance (σ
2
C,i,k) of Ci,k are calculated from (5.29) as per (5.31.a) – (5.31.b): 
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 (5.31.a)  
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Fig. 5.3 Probabilistic charging rates for different combinations of SF and FF. 
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Therefore, average ii,k and vi,k are calculated from μC,i,k and σ
2
C,i,k with the help of (5.32.a) – (5.32.b): 
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These values are substituted in (4.23) and (4.30) in Chapter 4 to calculate the optimal PI,0,k, QI,0,k, 
PP,0,k, and QP,0,k. This strategy enables to control PI,0,k, QI,0,k, PP,0,k, and QP,0,k by two parameters 
only. Equations (4.23) and (4.30) show that the uncertainties of PI,0,k, QI,0,k, PP,0,k, and QP,0,k stem 
from that involved in nM + nM number of μi,k+, σi,k+, and one nk+. Their values in time series at 
business premises are depended on the dynamic equilibrium of arrival and departure EV population 
and delivered energy [181]. One example apiece for μi,k+ and σi,k+, synthesized as per [181] and 
practical data of nk+ with synthesized uncertainties are shown in Figs. 5.4.a and 5.4.b, respectively. 
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Fig. 5.4 a) Uncertainties of μi,k+ and σi,k+; and b) Historical nk+ with synthesized uncertainties for UQ parking [42]. 
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There are (nM - 1) + (nM - 1) more similar μi,k+ and σi,k+ profiles involved, but not depicted here. Due 
to these uncertainties, PI,0,k, QI,0,k, PP,0,k, and QP,0,k also become uncertain as in Fig. 5.5.  
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Fig. 5.5 Uncertainties in PI,0,k due to the uncertainties in μi,k+ and σi,k+ and nk+. 
PV characterization: The active (PPV,k) and reactive (QPV,k) power supplied by the PV with the 
given efficiency (ePV) and installed capacity (ψPV), assuming it a constant current source [23], are 
modeled as illustrated in (5.33): 
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 (5.33)  
where, χPV,k and χPV,mn, respectively, are the operating PF of the PV inverter and its limit; and SPV,k is 
the per unit PV output as a function of solar irradiation. The χPV,k is regulated to match QI,0,k, and 
QP,0,k with QPV,k. The uncertainties of SPV,k in time series are discussed in Section 3.2.  
BES characterization: If PPV,k and QPV,k fail to match PI,0,k, QI,0,k, PP,0,k, and QP,0,k, the surplus (SS,k) 
or deficit (SD,k) powers are sourced or sunk by BES. The resulting active and reactive powers of 
BES charging (i.e., PC,k, QC,k) and discharging (i.e., PD,k, QD,k) are calculated considering the BES 
charging/discharging voltage (αB,k), current (βB,k) and PF (χB,k) similar to that in Fig. 4.4 as (5.34.a) 
– (5.34.b): 
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Here, eC and eD, respectively, are charging and discharging efficiencies; χD,k and χD,mn, respectively, 
are the operating PF and its limit; NB is the number of battery in BES with size B and permissible 
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voltage (VB,mx) and current (IB,mx); the Boolean variables (i.e., γ, ϑ ) are defined in Table 5.1; and the 
charging (cC,k) and discharging (cD,k) rates are calculated for its given SOC (yk) and it upper (ymx) 
and lower (ymn) limits as: 
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The value of χD,k is regulated to match the unmatched QI,0,k, and QP,0,k by QPV,k. Because of this 
charging or discharging, the BES SOC (yk+1) changes, and it is updated using (5.35) [36]: 
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 (5.35)  
Table 5.1 Boolean variables defined in this chapter 
Var = 1, if Var = 1, if Var = 1, if 
ϑ BES discharging γ 0 ≤ yk ≤ 80 υ BNB > 0 
u1 SD,k > 0 u2 PI,k > PPV,k + PD,k u3 PI,k > PPV,k 
u4 PP,k > PD,k u5 SS,k > 0 u6 ΨPVSPV,k > 0 
u7 QI,k+ QP,k>ΨPVSPV,k,ePV u8 cD,k > 0 u9 QI,k+ QP,k-QPV,k>eDcD,kSB,kχB,k 
w1 QI,k > QPV,k + QD,k w2 QI,k > QPV,k w3 QP,k > QD,k 
w4 χD,k = χD,mn ϐ NV,k,+NC,k > 0 uFS PG,I,kPG,P,kQG,I,kQG,P,k>0 
up,l l-th feeder upgraded     
2) Facet 2: Augmented Time Series Energy Balance Analysis (TSEBA) Model 
The grid delivers or absorbs the unmatched powers, PI,0,k, QI,0,k, PP,0,k, and QP,0,k, with PPV,k, 
QPV,k, PC,k, QC,k, PD,k, and QD,k, which are termed as the grid charging powers (i.e., PG,I,k, QG,I,k, 
PG,P,k,  and QG,P,k). They are calculated using the TSEBA. The issues involved with the TSEBA 
mentioned in Section 2.3.5(2) has been addressed in the proposed augmented TSEBA here, and the 
steps involved are: 
Step 1: read SF and FF; calculate PI,0,k, QI,0,k, PP,0,k, and QP,0,k. 
Step 2: calculate χPV,k as: 
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Step 3: update SD,k and SS,k as 
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Step 4: calculate cC,k or cD,k as per (13) and calculate χD,k as 
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Step 5: update yk+1 as per (5.35). 
Step 6: calculate PG,I,k, QG,I,k, PG,P,k,  QG,P,k as: 
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Boolean variables (u1 – u9, w1 – w4, γ) are defined in Table 5.1.  
3) Facet 3: FBS with the combined SOC based charging strategy 
FBS: Injected/drawn phase current due to the EV load (i.e., IPabc,n,k = [IPabc,P,n,k or IPabc,I,n,k]) of 
the n-th bus is calculated from its per unit charging load share (λn) and bus voltage (Vabc,n,k) as 
shown in (5.36.a) – (5.36.b) [191]: 
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where the asterisk refers to the complex conjugate; δabc,n,k and θabc,n,k, respectively, are the voltage 
and power factor angles of the n-th bus; and 
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Node current (Iabc,n,k) is calculated from IPabc,n,k as given in (5.37.a) – (5.37.b): 
 
, , , ,
1 0 1
1 1 0 ,
0 1 1
T
abc n k abc n k
I IP connections
 
    
  
. (5.37.a)  
 
, , , ,
,
abc n k abc n k
I IP Y connections   . (5.37.b)  
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Then, the grid is solved using the FBS discussed in Section 3.4.1. 
The combined SOC based charging strategy: The FBS above is first run for Fk = 1, Sk = 1, and if 
(5.38) does not comply, Fk and Sk are optimized as follows: 
Step 1: run FBS; count voltage (NV,k) and current (NC,k) noncompliance, testing (5.38.a) and 
(5.38.b), respectively, assuming Vabc,min, Vabc,max, and Iabc,l,k, respectively, are the limits of Vabc,n,k and 
Iabc,l,max. 
 
,min , , ,max
,
abc abc n k abc
V V V n     (5.38.a) 
 
, , , ,max
0 , .
abc l k abc l
I I l     (5.38.b) 
Step 2: compute ϐ, uFS as Table 5.1; optimise Fk, Sk as per Fig. 5.6. 
uFS ϐ + ϐ’ > 0
Fk = 1, Sk = 1;
Run FBS; 
Calculate ϐ, uFS
Fk = 1, Sk = 1;
NVC = NVC + 
NV,k + NC,k
Stop
Yes
Fk = 0, Sk = 1;
Run FBS; 
Calculate ϐ, uFS
ϐ’ > 0
Set Fk = 1, Sk = 1, 
ΔFk = 0.5, ϐ = 1
while (ΔFk > εFK)
   Fk = Fk + (-1)
ϐ ΔFk 
   Run FBS
   Calculate ϐ, uFS 
   ΔFk = ΔFk/2
end
uFS ϐ > 0
      Yes
Fk = 0, Sk = 0;
Run FBS; 
Calculate ϐ, uFS
Start
No
No
ϐ' > 0 ϐuFS > 0
Yes
No
Fk = 0, Sk = 0
Stop
Set Fk = 1, Sk = 1, 
ΔFk = 0.5, ϐ = 1, 
ν=( ϐ - uFS ϐ )
while (ΔFk > εFK)
  Fk = Fk + (-1)
ν ΔFk 
  Run FBS
  Calculate ϐ, uFS
  ΔFk = ΔFk/2
end
Set Fk = 0, Sk = 1, 
ΔSk = 0.5, ϐ = 1
while (ΔSk > εSK)
    Sk = Sk + (-1)
ϐ ΔSk
    Run FBS
    Calculate ϐ, uFS
    ΔSk = ΔSk/2
end
Set Fk = 0, Sk = 1,
ΔSk = 0.5, ϐ = 1, 
ν=( ϐ - uFS ϐ )
while (ΔSk > εSK)
    Sk = Sk + (-1)
ν ΔSk 
    Run FBS
    Calculate ϐ, uFS
     ΔSk = ΔSk/2
end
Yes
No
      Yes
No
 
Fig. 5.6 An optimization algorithm for Sk and Fk. 
4) Facet 4: Handling Uncertainties 
Though Section 5.3.1.3 ascertains the compliance of (5.38), the uncertainties of EV, PV, and grid 
could still render (5.38) noncompliant. This issue is handled as follows: 
Step 1: k = 1. 
Step 2: read μi,k+, σi,k+, nk+ similar to Fig. 5.4. Estimate random PI,0,k, QI,0,k, PP,0,k, QP,0,k similar to 
Fig. 5.5 and find their means (i.e. 
PμI,0,k, 
PμI,0,k, 
PμP,0,k, 
PμP,0,k) and SD (i.e. 
QσI,0,k, 
QσI,0,k, 
QσP,0,k, 
QσP,0,k). Read SPV,k and compute mean (μPV,k) and SD (σPV,k). Read grid loads (i.e. PGL,n,k, QGL,n,k); 
find their means (i.e. 
PμGL,n,k, 
QμGL,n,k) and SD (i.e. 
PσGL,n,k, 
QσGL,n,k) similar to Fig. 3.14 in Chapter 3. 
Step 3: read the permitted percentile values of EV load (ξEV), PV output (ξPV) (e.g., Fig. 5.7), and 
grid load (ξGL). 
Step 4: find the permissible PI,0,k, QI,0,k, PP,0,k, QP,0,k, SPV,k, PGL,n,k, and QGL,n,k as: 
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Fig. 5.7 Deterministic SPV,k calculated from Fig. 3.10. 
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where, L1, L2, and L3, respectively, are values from the standard normal table corresponding to 1-
ξEV, ξPV, and 1-ξGL.  
Step 5: calculate PG,I,k, QG,I,k, PG,P,k,  QG,P,k using Section 5.3.1(2) and optimise Fk and Sk as per 
Section 5.3.1(3) and store. 
Step 6: if k = 24/TS, go to Step 7; else k = k + 1, go to Step 2. 
Step 7: k=1. 
Step 8: read optimized Fk and Sk in Step 5; and estimate 
PμI,0,k, 
PμI,0,k, 
PμP,0,k, 
PμP,0,k, 
QσI,0,k, 
QσI,0,k, 
QσP,0,k, and 
QσP,0,k using the them. Generate s random PI,0,k, QI,0,k, PP,0,k, and QP,0,k samples. Read 
μPV,k, σPV,k; and generate s random SPV,k samples. Read 
PμGL,n,k, 
QμGL,n,k, 
PσGL,n,k, and 
QσGL,n,k; and 
generate s random PGL,n,k and QGL,n,k samples for all the n buses. 
Step 9: calculate PG,I,k, QG,I,k, PG,P,k,  QG,P,k for every set of s samples and solve grid to calculate NV,k 
and NC,k.  
Step 10: if k = 24/TS, go to Step 8; else k =k+1, go to Step 11. 
Step 11: calculate the chance constraint (ϛ) as per (5.39) [29]: 
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 (5.39) 
5.3.2 Suitability Analysis 
The net cost K [103], QoS, and minimum QoS required (QoSmin), respectively, are modelled as 
given in (5.40), (5.41), and (5.42): 
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Here, ‘K’ is the monetary values; subscripts ‘I’ and ‘OM’, ‘PV’, ‘EV’, ‘BES’, ‘T’, ‘nt’ ‘Ln’, ‘H’, 
‘HR’, ‘Ch’, ‘OD’, ‘FI’, ‘Im’, ‘Ls’, ‘Lot’, ‘Ar’ and ‘0’ respectively, are the CapEx, OpEx, PV, EV, 
BES, transformer, number of transformer, feeder, planning horizon, human resources, EV chargers, 
other devices, feed-in to grid, import from grid, grid losses, parking lot, arriving EVs, and nominal 
condition; and symbols ‘ϒ’ ‘τ’, ‘η’, ‘Γ’, ‘ψ’, ‘N’, ‘L’ and ‘A’, respectively, represent tariff, tariff 
increase rate, discount rate, life expectancy, capacity, number, length, and area. Furthermore, Bi, 
and dR,i, respectively, are the battery capacity and driving range of the i-th category; μd and TD, 
respectively, are the mean driving distance and charging duration; and where KRevenue, KCost and life 
expectancy of the BES are calculated as: 
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The LCC(100-ymn) is calculated from the charging/discharging cycles versus depth of discharge 
(DoD) curve corresponding to 100-ymn, and ycount is the cumulative change in BES SOC. With the 
help of these, a distribution network operator (DNO) performs the suitability analysis as follows: 
Step 1: assume the grid has not been upgraded and no onsite PV and BES has been deployed. 
Calculate K, QoS, QoSmin, and ϛ for different EV penetration levels. Find the maximum achievable 
118 
 
EV penetration level (Rmax) by comparing the K, QoS, and ϛ with their thresholds (i.e., Kmin, QoSmin, 
and ϛTh). 
Step 2: find Rmax assuming the grid has been upgraded. 
Step 3: assume grid has not been upgraded. Find the achievable QoS for different PV sizes and 
different EV penetration levels considering the land availability for the PV installation. 
Step 4: repeat Step 3 assuming BES also has been deployed.  
Step 5: repeat Steps 3 – 4; assume grid was upgraded earlier. 
Step 6: deduce Suitability Graphs/Tables from the Steps 1 – 5 using the methodology depicted in 
Fig. 5.2. The Suitability Graphs/Tables can be utilized for optimal sizing of PV and BES as in 
Section 5.3.3. 
5.3.3 Application of the Suitability Graphs and Tables in Optimal PV and BES Sizing 
Suppose, a DNO wants to provide a QoS equal to QoSmin to the EV population. Then, it would 
need to solve (5.43): 
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where, the grid may (i.e. up,l = 1 when (5.38.b) violated), or may not (i.e. up,l = 0 when (5.38.b) 
violated), be upgraded beforehand. Arbitrary choice of QoSmin coupled with the arbitrary 
combination of the grid upgrading, PV and BES could render (5.43) infeasible. However, the 
Suitability Graphs/Tables above can find the upper bound of QoSmin and ψPV for a given EV 
penetration and given combination. Once these bounds have been obtained, (5.43) is solved using 
Matlab Optimization Toolbox.  
5.4 Case Study 
Case studies relevant to the proposed methodologies in Sections 5.1 – 5.3 are presented in this 
section. 
5.4.1 Impact Analysis 
Firstly, case studies in relation to the impact analysis for both the approaches discussed in 
Section 5.1 are presented here briefly.  
1) Approach 1 
The proposed methodology in Sections 5.1.1 has been tested on the IEEE 37 bus test system as 
presented in Fig. 5.1 [190]. It is assumed that there are 560 households are connected to this system, 
and each house owns two EVs. The resulting phase and node-wise EV distributions in regards to 
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this assumption are also depicted in Fig. 5.1. Furthermore, the overall phase-wise household and EV 
number distributions are tabulated in Table 5.2.  
Table 5.2 Phase-wise household,  EV number, and loads 
 
Phase A Phase B Phase C 
No. of households 157 138 235 
No. of EVs 314 276 470 
Expected peak load for households (MW) 0.79 0.69 1.18 
Expected peak load for EVs (MW) 1.04 0.91 1.55 
Expected overall peak load (MW) 1.82 1.60 2.73 
The expected peak load contributed by the households and EVs as well as their aggregated 
values are also presented in the same table. The assumption is that each household and EV, 
respectively, contribute to the peak loads of 5 kW and 3.3 kW for the Level 2 charging [6]. In 
addition, the per unit EV loads of all the nodes of the IEEE 37 bus system portrayed in Fig. 3.14 are 
converted to 95 percentile values as in Fig. 5.8. 
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Fi.g 5.8 Per unit grid loads assigned to different nodes of IEEE 37 bus test system [18]. 
 Furthermore, the other necessary parameters are presented in Table 5.3. With all these inputs, 
three cases as defined in Table 5.4 have been tested on the IEEE 37 bus system and compared 
subsequently.  
Table 5.3 Various parameters required in this exercise 
Var. Value Var. Value Var. Value 
mks 5:30 pm N 1060 EVs k 1,440 
sks 2 hours n 37 nodes xDes 100% 
md 36.2 km l 38 feeders V0, Imax,l 1 pu, 1 pu 
sd 19.6 km TH 24 hours Vmin, Vmax 0.94, 1.06 pu 
xLC 90% TS 1 minute B 28 kWh 
The proposed method has been performed for all the timeslots, and the delivered active and 
reactive charging powers to the EV population have been calculated accordingly, and depicted in 
Figs. 5.9.a and 5.9.b, respectively. 
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Table 5.4 Definitions of the tested cases 
Case no. Case name EV load Active power? Reactive power? Load models 
1 Base No - - - 
2 Conventional P Yes Yes No Constant P 
3 Proposed Yes Yes Yes Constant I, P 
 These figures show that the phase-wise active and reactive charging loads differ markedly from 
those of the conventional method. The other observation is that the conventional method does not 
consider the reactive consumed during EV charging. Due to the variations in the delivered active 
powers as such, the means and standard deviations of SOCs of the EV population during the day 
also vary from case to case as in Fig. 5.9.c. 
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Fig. 5.9 a) Active power delivered to the EV population; b) Involved reactive power in EV charging, and c) The means 
and standard deviations of SOCs of the EV population. 
Due to the presence of EV, Case 2 and Case 3 inflict a significant additional voltage deviation on 
the top of the Base case as in Fig. 5.10.a. However, the proposed method has imposed less voltage 
deviation than that by the conventional methods. Due to a lower voltage deviation, the proposed 
method has caused less voltage noncompliance as in Fig. 5.10.b. This finding implies that voltage 
constraints will be less limiting for the delivered charging powers for the proposed EV charging 
load model than for the conventional models if a controlled charging strategy is employed. In 
contrast, referred to Fig. 5.10.c, the lines become more heavily loaded for the proposed load model 
than for the conventional method. This is because the lines need to carry more currents to supply the 
involved reactive power. For the same reason, the proposed EV load models engender more line 
loading noncompliance as in Fig. 5.10.d. Therefore, line constraints will be more restraining for the 
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delivered charging powers for the proposed method than for the conventional method, if a 
controlled charging strategy is embraced. 
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Fig. 5.10 Comparison of the impact parameters: a) voltage deviations; b) voltage noncompliance; c) line loading; d) line 
loading noncompliance; e) voltage unbalance; and f) losses. 
Likewise, the voltage unbalance presented in Fig. 5.10.e follows a similar trend to the line 
loading and line loading noncompliance. However, due to a minuscule additional voltage unbalance 
caused by the advent of the EV, the voltage unbalance noncompliance remains well within the 
stipulated limits for all the cases. Therefore, they are not depicted here. Finally; the proposed EV 
load model inflicts a larger incremental loss in the grid as in Fig. 5.10.f. Therefore, if this additional 
incremental loss is not taken into account during planning and operational planning exercise, 
unwanted errors could be encountered, resulting in under design of the system. Therefore, this 
method could enable planners/engineers to carry out these exercises more accurately. 
To summarize, the conventional impact analysis of a large number of EV charging on the grid 
does not take into account various aspects of the EV charging while modelling EV load. Important 
information missing in the traditional models is the reactive power involved and SOC. Therefore, to 
improve on the conventional method, a novel model for EV load has been proposed by 
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incorporating these missing information. The proposed method with the improved EV load model 
has been tested on an IEEE 37 bus distribution network for real-time grid load data collected from 
Australian Energy Market Operator (AEMO). The obtained results show that the impact of the EV 
charging for the proposed method could be considerably different to that for the conventional 
methods, which underlines the significance of the proposed EV load model for planning and 
operational planning exercises involved in EV charging. 
2) Approach 2 
To analyse the impacts as per Approach 2 presented in Section 5.1.2, vehicle arrival (nA,k) and 
departure (nD,k) population of University of Queensland illustrated in Fig. 2.7 have been taken as the 
reference. For analysis, 19 parking facilities at UQ have been lumped into 10 according to their 
geographical locations. It is assumed that nA,k, nD,k, and nk+ are relative to the actual sizes of those 
lumped parking facilities. In addition, they have been assumed to be connected to the nearest 
substation with additional transformers of sizes relative to their individual aggregated peak loads. 
Those 10 lumped charging facilities have been assumed to be connected to substations as in Table 
A.9. For a case study, the Base Case is defined as in Table 5.5, with the help of (5.44). In addition, 
twelve other cases have been defined for a case study as in Table 5.6. 
Table 5.5 Values of parameters for Base Case 
All K All M µi,0- σi- Fk 
PD
µD,i 
PDσD,i Sk n0- Ρ3,i ρ1,i,k ρ 2,i,k µD,i,k σD,i,k µA,i,k σA,i,k 
25% 12.5% 70% 16% 1 80% 18% 1 500 ½ 0 ½ µi,k- σi,k- (5.44.a) (5.44.b) 
PC,i µd,i 
[1.4 1.5 3.3 3.3 3.3 3.3 3.3 6.6] kW [1.6 3.2 12.8 16 36.2 36.2 36.2] km 
Table 5.6 Specifications of studied cases for UQ 
Cases All K All M 
PD
µD,i Fk Sk Other par. 
K1 0.25 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 1 Unchanged 
K2 0.50 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 1 Unchanged 
K3 0.75 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 1 Unchanged 
K4 1.00 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 1 Unchanged 
M1 1.00 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 1 Unchanged 
M2 1.00 [1/36 1/18 1/12 1/9 5/36 1/6 7/36 2/9] 80 1 1 Unchanged 
M3 1.00 [2/9  7/36 1/6 5/36 1/9 1/12 1/18 1/36] 80 1 1 Unchanged 
M4 1.00 [1/36 1/18 1/12 5/36 7/36 2/9 1/6 1/9] 80 1 1 Unchanged 
N1 1.00 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 1 Unchanged 
N2 1.00 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 80 1 0.5 Unchanged 
N3 1.00 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 60 1 1 Unchanged 
N4 1.00 [1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8] 60 1 0.5 Unchanged 
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 (5.44) 
To investigate the impact, IIk and II for all the mentioned 13 cases along with No EV Case have 
been calculated and subsequently, compared in Fig. 5.11. Fig. 5.11.a shows that with no EV load, 
the both IIk and II can be very close to 0. However, with the EV loads, both IIk and II have 
increased. 
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Fig. 5.11 Comparison of II a) Base Case  with No EV Case (left) IIk and (right) II; b) Cases K1, K2, K3, K4 (left) IIk 
and (right) II; c) Cases M1, M2, M3, M4 (left) IIk and (right) II; and d) Cases N1, N2, N3, N4 (left) IIk and (right) II. 
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From IIk it can be seen that, though the impact on the grid for the most part of the day is quite 
low, there is a sustained period before the midday when impact can be significant. Fig. 5.11.b 
shows that impacts can be higher for higher penetration level as expected. The impact throughout 
the day, not only can be higher for the higher penetrations but, there could be a sustained period 
during the day when the impact on the grid could be very high for higher penetrations. Duration of 
that sustained period tends to decrease with the decrease of penetration. On the other hand, the 
weighted battery sizes for M1, M2, M3, and M4 are, respectively, 22.75 kWh, 29.4 kWh, 16.1 
kWh, and 26.2 kWh. Fig. 5.11.c shows that the impact on the grid is proportional to the weighted 
battery size for a given market share. Moreover, duration and magnitude of the sustained high 
impact is contingent to market share, and conversely to the respective weighted battery size. 
Finally, Fig. 5.11.d illustrates that at the same SOC, the impact will be higher for higher charging 
rate; while at the same charging rate, the impact will be higher for lower SOC. In addition, the 
sustained period of high impact can have similar trends with respect to charging rates and SOCs. 
Thus, the obtained results show that the impact indices can adequately gauge the impact of EV 
charging on the grid. Moreover, impact on the grid not only can be highly dependent on penetration 
level, the market share of different EVs, charging rates, etc. but, can be generalized in terms of their 
values. This analysis along with the defined impact indices will help incumbent authorities 
undertake planning and operational exercise such as optimum PV and battery energy storage sizing, 
optimum charging, etc. more competently. 
5.4.2 Finding the Suitable Charging Location 
To carry out the exercise developed in Section 5.2, the test system has been divided into weakest, 
intermediate and strongest areas according to the strengths of the buses based on voltage 
magnitudes. The charging facilities are assumed to be located in the weakest area. Optimal sizes of 
PV and BES for CC type EV load profile and corresponding key performance indicators (KPI) are 
tabulated in Table 5.7.  
Table 5.7 Optimal sizes of PV and BES, and corresponding improvements in key performance indicators (KPI) from 
Base Case for a given set of grid loads and CC type EV load at the weakest area 
PV clusters 
Sizes Improvements (%) 
ψPV (kW) NBB (kWh) QoSA EGT VI LI CI ELOA 
WFD 1,267 2,166 100 61 13 21 13 4 
BPED 1,035 3,740 100 85 19 29 17 4 
APED 1,327 2,099 89 62 13 21 13 4 
BFD 1,207 1,622 79 49 11 17 10 4 
WPED 455 0 0 2 0 1 1 0 
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Table 5.7 shows that for CC, optimal sizes of PV and BES are different for different PV clusters, 
and corresponding improvements of KPIs are also different. Using this table, feasibility index (FI) 
has been calculated for CC using (5.27), which has been found to be 0.23. Following similar 
procedures, the calculated FI of BC and HC are 0.32 and 0.01 respectively. Therefore, PV and BES 
based EV charging is more suitable for BC, followed by CC. However, it is neither feasible nor 
detrimental for HC type EV charging. Furthermore, as FI occurs in the same descending order as 
the correlation coefficients in Table 2.6, it can be concluded that the feasibility of PV and BES 
based EV charging depends on the correlation between PV generation profile and EV load profile. 
To compare the impact of different grid load profiles, the entire procedures has been carried out 
for two different grid load profiles namely L1 and L2, and the calculated FI for L1 and L2 are 
depicted in Fig. 5.12.a. It shows that FI has increased slightly for all three types of EV charging 
profiles for L2 grid load profile. Therefore, as L2 has a higher load factor, it can be concluded that 
grid with loads of higher load factor is more suitable for PV and BESS based EV charging. To 
divulge the impact of location on FI, charging facilities are assumed to be alternatively located at 
the weakest, intermediate and strongest area. FI is calculated at these locations and illustrated in 
Fig. 5.12.b. It shows that FI is smaller for the stronger areas, whereas the weakest area has the 
highest FI regardless the EV load profile.  
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Fig. 5.12 Comparison of Feasibility Index (FI): a) for L1 and L2 in the weakest area.; b) for L1 and L2 in the weakest 
area, and c) for L1 and L2 in the weakest area. 
Thus, it can be concluded that PV and BESS based EV charging is more feasible for the weakest 
area of a network. Finally, to measure the impact of costs on feasibility, the prices of PV or BES or 
both have been reduced by 50%. Resulting FI for these three different scenarios have been 
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illustrated along with the Base Case in Fig. 5.12.c. It shows that FI increases with the reduction of 
PV or BES or both prices. However, FI is more sensitive to BES prices than PV prices. 
To summarize, PV and BES based EV charging is more feasible for EV load profile with higher 
correlation coefficients with PV, which is BC in this case. Moreover, regardless of the load profile, 
feasibility increases with the increase of grid load factors, and reduction of PV price, BES price or 
both. In addition, PV and BESS based EV charging is more suitable for the weakest area of the grid. 
5.4.3 Suitability Analysis and Optimal PV and BES Sizing 
Since the PV and BES based charging has been found to be most suitable for BC, the analysis in 
this section has been kept confined to BC only. Therefore, the developed methodology in Section 
5.3 has been applied conjointly on a BC (e.g., The University of Queensland (UQ) parking lots 
characterized in Section 3.4.2, specifically in Table 3.16) and the IEEE 37-bus system. 
1) Assumptions and Inputs 
The taps of the phases ‘AB’ and ‘CB’ of the regulator of IEEE-37 bus test system are fixed at the 
positions ‘7’ and ‘4,’ respectively. The required single-valued parameters are tabulated in Table 5.8, 
while time-series means, and variances of nk+ are supplied from UQ Master Plan as in Fig. 5.4.b. 
Table 5.8 List of values of different parameters [6, 33, 103, 198] 
Parameters and their values 
NC = 8, TS = 1/60 h, Xnc,i2 – Xnc,i1 = 5, λnc = 1/8, eC  = eD = 0.95, ePV = 0.95, ymx = 90%, ymn = 40%, χD,mn = ΧPV,mn = 
0.95, KI,PV = 1,850$/kW, KI,BES = 300$/kWh, KI,Ch = 289$/kW, KI,OD = 258$/kW, KI,LU = 96$/m
2
, KI,T = 
6
T T0.015ψ 2.5 10 ψ
T
ψ (422e 125e )  $/KVA, KI,L = l,max l,max
0.02I 0.0006I
l,max
I (3688e 242e )  $/Amp/km, KOM,PV = 0.019 $/kWh, KOM,BES = 
45$/kWh/year, KOM,Ch = 74$/kW, KOM,OD = 43 $/kW, KOM,HR = 156/kW, KOM,T = T T
0.026ψ 0.00013ψ
T
ψ (19e 1.9e )  $/KVA/year, 
KOM,L = l,max l,max
0.0014I 0.032I
l,max
I (4.9e 990e )   $/Amp/km/year, LCC = 13 2.4DoD 0.02DoD3.2 10 e 4243e , η = τ = 2.5%, ϒEV,k = 0.20 $/kWh, 
ϒFI,k = 0.046 $/kWh, ΓPV = ΓL = ΓH = 25 year, ΓT = 20 year, ALot, = 173,609m
2
,  AT = 22,257m
2
/MW, ϒIm,k = 
0.075/0.11 $/kWh (off-peak/peak) 
The EV population is assumed to be constituted by eight different types of EVs that are 
presented in Table 5.9. Each of the types is assigned with a charging level selected from Table 2.2.  
Table 5.9 Driving range and battery size of different EV models [6] 
EV i λi Ui dR,i (km) Bi (kWh) Char. Level Ii,mx (A) Vi,mx (V) 
Toyota 1 1/8 0.05 8 4 1 4.4 322 
Buick 2 1/8 0.09 16 8
 
1 4.4 322 
Chevrolet 3 1/8 0.35 64 16 2a 10.4 322 
Frisker 4 1/8 0.45 80 22 2a 10.4 322 
Nissan 5 1/8 1.00 160 24 2a 20.9 322 
Toyota 6 1/8 1.00 190 27 2a 20.9 322 
Cooper 7 1/8 1.00 251 28 2a 20.9 322 
Tesla 8 1/8 1.00 354 53 2b 20.9 322 
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Time-series means and variances of µnc,k and σnc,k are synthesized separately for all eight types of 
EVs as per the methodology outlined in Fig. 5.4.a [181]. The time series means, and variances of 
PV output (SPV,k) and grid load (SGL,k) data are collected from the UQ Solar as in Fig. 5.7 [33] and 
Australian Energy Market Operator (AEMO) as in Fig. 3.14, respectively. 
2) Efficacy of the Charging Algorithm in Fig. 5.6 
 Assuming ξEV = ξGL = 0.95 (95 percentile), NB = 0 and ψPV = 0, the impact of the uncontrolled 
(full rate) charging (Fk = 1, Sk = 1) is analyzed regarding the grid voltages and currents, assuming 
different nodes of the IEEE-37 bus test feeder share the percentages EV loads (λn) as according to 
the assigned parking lots sizes as in Table A.9. Referring to the Fig. 5.13.a – Fig. 5.13.b, the 
uncontrolled voltages and currents violate their respective limits, Vmin = 0.94, Vmax = 1.06, Il,max = 
1.0, extensively, for the full rate charging, and therefore, Fk and Sk must be optimized. These figures 
also show that the proposed algorithm brings the voltages and currents within the permissible limits 
proficiently by optimizing Fk and Sk, which substantiates the efficacy of the charging strategy 
presented in Fig. 5.6. The resulting optimal Fk and Sk, and corresponding μC,i,k and σC,i,k calculated 
using (5.31) are depicted in Fig. 5.13.c, while the corresponding uncoordinated and coordinated 
charging powers, and resulting QoS calculated using (5.41) are illustrated in Fig. 5.13.d. 
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(d) 
Fig. 5.13 Grid a) voltage and b) current for uncontrolled and controlled charging for IEEE 37-bus system for EV load of 
UQ parking lots; c) Optimal Fk, Sk, and Ci,k corresponding to Fig. 5.13.b – Fig. 5.13.b; and d) uncontrolled and 
controlled EV load and QoS for Fig. 5.13.c. 
3) Step-by-Step Suitability Analysis for a DNO 
Steps of the suitability analysis discussed in Section 5.3.2 are tested here. The obtained results 
are compared to that by the conventional method as a part of sensitivity analysis. The conventional 
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method refers to the suitability analysis without taking the grid voltage and SOC dependency of the 
EV load presented in Chapter 4 into account. 
Step 1: QoS without upgrading the grid or onsite PV and BES 
This step involves calculating the QoS and cost for different EV penetration levels. The QoS and 
cost for different penetration levels are calculated by varying the values of the factors mentioned 
above, and they are, respectively, compared to QoSmin and the permissible limits of the cost. From 
this comparison, the maximum penetration level (i.e., permissible penetration) that can be achieved 
without upgrading the grid or deploying onsite PV, and BES is deduced. This permissible 
penetration level can be found by projecting the intersection point of the QoS and QOSmin lines on 
the penetration level axis. Such findings are depicted in Fig. 5.14.a, where the QoSmin is calculated 
assuming µd = 36.2 km [6], TD = 3 hour (referred to Table 2.1), NC = 4,900 [42], and nA.k as in UQ 
Masterplan [42]. The other observation is that the permissible penetrations are different for the 
conventional and proposed methods. 
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Fig. 5.14 a) QoS, cost and permissible penetration for Step 1; and b) QoS and permissible penetration with and without 
upgrading the grid 
Step 2: Improving QoS by Upgrading the Grid 
In this step, it is assessed whether upgrading the grid indeed would increase QoS and permissible 
penetration. In this research, upgrading the grid is confined to replacing all the overloaded feeders 
with a higher capacity feeder only. The optimal voltages and currents of the grid as in Fig. 5.13.b 
show that the feeders start being overloaded before the voltage limits start being violated. 
Therefore, upgrading the overloaded feeders can indeed increase the QoS and penetration level, 
albeit to different extents for conventional and proposed methods, and Fig. 5.14.b affirms it.  
Step 3: Improving the QoS by onsite PV 
In this step, a DNO/business owner would encounter that QoSmin cannot be maintained for every 
combination of EV penetration and PV size as in Fig. 5.15.a. There exists a limit as to what is the 
maximum penetration that can be achieved by deploying the onsite PV, and it can be obtained by 
finding the intersection of the QoS and QoSmin planes in Fig. 5.15.a. Contrarily, the cost incurred 
and chance constraint inflicts limits on the minimum penetration levels. These penetration levels 
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can be calculated from the cost = f (EV penetration, PV size) and chance constraints = f (EV 
penetration, PV size) graphs likewise. These limits are illustrated in Fig. 5.15.b, which shows that 
the penetration level cannot be increased indefinitely by increasing the PV size. However, the 
penetration level can be increased by decreasing the QoSmin. 
 
(a) 
1 6 11 16 21
20
40
60
80
100
 Permissible space for proposed method
 Penegtrations for proposed method
E
V
 p
en
et
ra
ti
o
n
 (
%
)
PV Size (MWp)
Permissible penetration
(PP) for proposed method 
without the area limit
PP for conventional with the area limit
Permissible penetration
(PP) for proposed method 
with the area limit
For chance constraint
 Permissible space for conventional method
 Penetrations for conventional method
For QoS
For cost
Available area limit
 
(b) 
0 5 10 15 20
10
40
70
100
  For QoS for proposed method
 For QoS for conventional method
 For cost for proposed method
 For QoS for conventional method
P
er
m
is
si
b
le
 p
en
et
ra
ti
o
n
BES Size (MWh)
 
(c) 
0 5 10 15 20
10
40
70
100
  For QoS for proposed method
 For QoS for conventional method
 For cost for proposed method)
 For QoS for conventional method
P
er
m
is
si
b
le
 p
en
et
ra
ti
o
n
BES Size (MWh)  
(d) 
Fig. 5.15 a) QoS for various combinations of EV penetration and PV sizes; b) permissible penetration space in 
(penetration, PV size) domain; c) permissible penetration space in (penetration, BES size) domain; and d) upper bound 
of permissible penetration for overnight BES charging. 
Step 4: Improving the QoS by onsite PV and BES 
In this step, the PV size is kept constant while the BES size is varied to investigate if deploying 
BES in addition to the PV would increase the QoS and penetration. Two methods for charging the 
BES have been considered in this exercise namely charging BES from PV and charging BES 
overnight when the tariff is the lowest and delivering it to the EVs on the following day. Graphs 
similar to Fig. 5.15.b are generated for both the cases and illustrated in Figs. 5.15.c and 5.15.d, 
respectively. They show that QoS and penetration cannot be increased by charging BES from PV. 
In contrast, even though charging BES overnight increases the QoS and penetration, no permissible 
penetration space as such can be found, which renders the deployment of BES infeasible. 
Step 5: Repeating Steps 3 and 4 Assuming an Upgraded Grid 
In this step, the grid is upgraded first, and then, Step 3 and 4 are re-enacted for finding graphs 
similar to Figs. 5.14 – 5.15.  
Step 6: Deducing Suitability Graph and Table from Steps 1-5 
Suitability Graph and Table are deduced from the findings in Steps 1-5 that can facilitate a 
DNO/business owner to choose the appropriate option among the ones presented in Steps 1-5. The 
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options are 1) only grid upgrading, 2) only PV deployment, 3) both PV and BES deployment, 4) PV 
deployment after upgrading the grid, and 5) PV and BES deployment after upgrading the grid. 
Permissible penetration (PP) in regards to QoSmin for all the five options are interpreted from the 
findings of the steps above and illustrated in the Suitability Graph in Fig. 5.16. 
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Fig. 5.16 The Suitability Graph for this case study. 
Suppose, for a penetration of A, the DNO/business owner wants to provide a QoS of B. They can 
choose either of the options 2, 4 or 5, but cannot choose the options 1 and 3. Similarly, for a QoS of 
C, the appropriate option would be 4 or 5. However, none of the options can provide a QoS of D, 
and the QoS can be maximized up to E. Such maximized QoS for are summarized in Table 5.10 to 
formulate a Suitability Table. It shows that for the proposed method, none of the solutions are 
feasible for up to 6.25% EV penetration. In contrast, no solution is required for 6.25 – 14.3% 
penetration levels. If upgrading the grid, and deploying PV, and BES is planned not to be employed 
simultaneously, Options 1 and 2, respectively, are the most suitable for the penetrations 14.3 – 
35.3% and 35.3 – 83.4%. None of the options are suitable for a penetration higher than 83.4%. In 
contrast, if upgrading the grid, and deploying PV and BES are planned to be employed 
simultaneously, Option 4 is the most suitable for the penetrations 14.3 – 100%. The other 
observation is that these ranges have been found to be different for the conventional method. 
Table 5.10 Suitability table for maximizing QoS 
Solution 
options 
Suitable for penetration level (%) 
Proposed method Conventional method 
Upgrading & PV, BES 
separately 
Upgrading & PV, 
BES together 
Upgrading & PV, BES 
separately 
Upgrading & PV, 
BES together 
Infeasible 0-6.25 0-6.25 0-5.9 0-5.9 
No need 6.2-14.3 6.25-14.3 5.9-13.6 5.9-13.6 
1 14.3-35.3, 83.4-100 - 13.6-39.1, 57.2-100 - 
2 35.3-83.4 - 39.1-57.2 - 
3 - - - - 
4 - 14.3-100 - 13.6-100 
5 - - - - 
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4) Application of the Suitability Graph and Table 
Suppose, two DNOs/business owners want to design their respective systems for penetration = 
80%, ςTh = 0.0075 (0.75%) [103], ξEV = ξGL = 0.95 (95%), B = 9 kWh. One of them wants to 
maximize the QoS, while the other one wants to provide 0.7 QoS (i.e., QoSmin = 0.70). Which of the 
options above they should choose and what would be their respective PV (ψPV) and BES (NBB) 
sizes and ξPV? It can be inferred from the Suitability Graph and Table that Option 4 is the most 
suitable solution for both of them. The upper and lower bound of various variables involved in 
(5.43) are found using the Suitability Graph and Table as: 0 ≤ ΨPV  ≤ 7.8, NB = 0, ξEV = 0.95, ξGL = 
0.95, 0.50 ≤ ξPV  ≤ 0.95, ς ≤ 0.0075, B = 9, QoSmin = 0.70, and up,l = 1 for all the overloaded feeders. 
The lower and upper bound (i.e., 0.50 ≤ ξPV  ≤ 0.95) is converted to equivalent 0 ≤ L2  ≤ 1.645 from 
the standard normal lookup table to handle the uncertainties as per Step 4 in Section 5.3.1(4). Then, 
the optimization problem formulated in (5.43) reduces to (5.44), encompassing a penalty factor (W) 
concerning ΨPV. 
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This problem is solved using the sequential quadratic programming (SQP) in MATLAB 
Optimization Toolbox for both the proposed and conventional methods, and the obtained results are 
compared in Table 5.11. This table shows that optimal sizes of PV and corresponding cost of 
charging for the proposed method differ markedly from that of the conventional method. 
Table 5.11 Optimum sizes of PV and BES for UQ parking lots 
Method DNO No. Grid Up.? Optimal variables Results 
ψPV, MW NBB, MWh ξPV, % QoS K, $/kWh 
Proposed 1 Yes 7.8 0 0.535 0.75 -0.026 
2 Yes 3.5 0 0.893 0.70 -0.035 
Conventional 1 Yes 7.8 0 0.512 0.72 -0.027 
2 Yes 5.6 0 0.663 0.70 -0.031 
Fig. 5.17.a depicts the solution space of (5.44) on the ΨPV-L2 cartesian plane for the DNO 2 for 
the proposed method. It also shows the objective function values for different combinations of (ΨPV, 
L2). The SQP has found an optimal solution well within the solution space by finding the minimum 
value of the objective function. Fig. 5.17.b shows the convergence behavior of the optimization 
problem along with the number of time the objective and constraints functions need to be evaluated. 
It shows that regardless of the variation in initialization, it has converged to the same solution. The 
objective and constraint functions have been evaluated maximum 33 times, and each of the 
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evaluations has taken around 2,400 – 2,800s on an ASPIRE E1-571 laptop, Intel Core i3-2350M 
(2.30GHz) CPU, 4 GB DDR3 RAM, and 64-bit Windows 7 OS. 
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Fig. 5.17 a) Solution space and optimality of the solution; and b) convergence behavior for different initialization of 
(ψPV, L2). 
5) The advantage of the Proposed Suitability Analysis 
The advantage of using the proposed suitability analysis and subsequent optimal sizing of PV 
and BES are: 
1) A case study with sensitivity analysis in Section 5.4.3(3) and application in Section 5.4.3(4) 
shows that the proposed EV load characterization yields different suitability as compared to the 
conventional EV model. This finding ascertains the importance of EV load characterization, which 
the conventional methods have overlooked. 
2) Proposed TSEBA in Section 5.3.1(2) has seamlessly accommodated the characterized EV 
load, PV output, and BES, which the conventional TSEBA cannot [36, 120]. 
3) As discussed with the case study in Sections 5.3.1(1), 5.3.1(2) and 5.4.3(2), the proposed 
charging strategy has controlled the EV load by two parameters only. In contrast, if conventional 
charging strategy were used, up to NT,k = 4,900 variables would have involved [31]. Similarly, the 
other conventional strategy in Fig. 3.6 requires 20 variables for a 5% SOC step-size of the group 
[34]. Thus, the proposed charging strategy reduces the number of variables involved, and as 
discussed in [31], such reduction can reduce the runtime. 
4) If the chance constraint-based approach presented in [29] were used for the proposed time 
series probabilistic approach on 1-min time sample, 1,4001,000 load flows would have needed to 
give the chance constraint the recommended 1,000 probabilistic samples to increase its robustness. 
In contrast, the proposed method reduces it to 1,400(1+s), where s = 30, to give the chance 
constraint 1,400s samples to retain the robustness. As a result, it reduces the volume of load flows 
by 96.9% while retaining the robustness. 
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5.5 Summary 
With the increasing EV penetration, a DNO would require choosing an appropriate combination 
of available solutions, e.g., upgrading the grid, deploy onsite PV or BES or both, for providing the 
best charging QoS and reducing the impact on the grid. For facilitating such exercise, an approach 
for suitability analysis has been proposed and carried out in this chapter. It includes construing 
Suitability Graphs and Tables for choosing the appropriate combination of the solutions above and 
finding the optimal sizes of PV and BES for the chosen combination. The Suitability Graphs and 
Tables are deduced regarding EV penetration and QoS from the QoS, cost, the probability of 
voltage and current limits violation, and other pertinent variables. The salient feature of the 
proposed approach is the integration of the characterization of EV load (if it is a constant power or 
current or impedance load). A case study shows that the Suitability Graphs/Tables and the optimal 
sizes of PV and BES can be considerably different for the proposed characterized EV load from the 
convention EV load.  
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Chapter 6 Operational Planning of EV Charging Stations 
 
 
As discussed in Section 2.4, the operational planning may include day-ahead scheduling of the 
EV charging incorporating the uncertainties of EV load, PV output, and grid loads. The aim of these 
exercises may comprise of enhancing the QoS, increasing the energy harvest from PV, reducing the 
charging costs, minimizing the impact of the charging on the grid, etc. Therefore, the mentioned 
exercises are performed in this chapter in light of these aims. The day-ahead scheduling can be 
carried out using two approaches: 1) using the methodology presented in Section 3.1.2; and 2) 
probabilistic coordination among EV load, PV output, BES, and grid loads. For the first approach, 
the parameters involved (i.e., 
,D k
n , 
,A k
n , 
, ,A i k
 , 
, ,A i k
 , 
1, ,i k
 , 
2, ,i k
 ,
,i k
b  , , ,D i kR , , ,A i kR , ,i kM  , ,i kK  , 
, ,Y i k
   and , ,Y i k  ) are first estimated from the historical data in time series. Then, the charging rates 
are set in regards to these parameters and grid impact, using the fair charging strategy presented in 
Section 3.1.2. For the second approach, the uncertain parameters involved in EV load, PV output, 
BES, and grid load are first identified and measured from the historical data. Then, a Monte Carlo 
simulation is invoked to perform the required probabilistic scheduling in time series. 
 As discussed in Section 2.4.5, these exercises are computationally demanding due to the need to 
run a large number of time-consuming load flows. Therefore, there is a need to have an alternative 
approach that can replace the load flows such an impact indices based approach. In an attempt to 
address the inadequacies, this research proposes one centralized probabilistic impact index apiece 
for both voltages and currents. The proposed impact indices have been verified concerning well-
documented voltage limits violations and feeder overloading counting-based algorithms [29]. The 
impact indices have been further verified by the ‘what-if’ analysis reported in [161]. Referred to 
Table 6.1, the impact indices can be derived from historical as well as from real-time grid data. This 
makes them equally suitable for measurement and load flow-based applications. Moreover, they can 
be generalized by empirical cumulative distribution functions (ECDF) regarding the aggregated 
load including EV load and PV output. Therefore, if such relationship between the ECDF and 
aggregated load can be derived from the historical data, all the mentioned exercises above can be 
performed without even running the load flows or obtaining the measurement reports. This makes 
the impact indices based approach instantaneous, and therefore, the probabilistic approaches 
discussed earlier in conjunction with the heuristic algorithm can be performed significantly quickly. 
Furthermore, Table 6.1 also shows that those exercises can be carried out using these impact 
indices, for ‘No,' ‘Partial,' and ‘Full’ historical or real-time information of the voltages and currents. 
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Therefore, these impact indices are first developed and generalized as above. Then, they are used in 
conjunction with the exercises above instead of the conventional load flows.  
Table 6.1 Applicability of the proposed Impact Indices 
Application with Required data 
Cases 
1 2 3 4 5 6 7 8 
V & I data collected from 
Load flow Measurement 
Historical data 
V, I?     √ √     √ √ 
F/P V, I? - - F P - - F P 
Grid load?     √ √     √ √ 
EV load?     √ √     √ √ 
Real-time data 
V, I? √ √     √ √     
F/P V, I? F P - - F P - - 
Grid load? √ √ √ √ √ √ √ √ 
EV load? √ √ √ √ √ √ √ √ 
Applicability √/  ? 
Impact analysis? √ √ √ √ √ √ √ √ 
Optimal charging? √ √ √ √ √ √ √ √ 
** P = Partial V & I data, F = Full V & I data 
6.1 Development of Impact Indices 
Referred to Fig. 6.1, the load flows are carried out to generate the historical node voltages and 
feeder currents using the collected historical EV load, PV output, and grid load data. Contrarily, if 
their historical values are directly supplied in advance, the load flows are not needed.  
Historical EV load, PV, 
and grid load data
Run load flows
Choose data either from 
the load flows or 
measurement based on 
availability
Derive impact indices for 
V & I as the functions of 
EV load, PV, and grid 
load data 
Calculate EV load; read 
PV output and grid load
Calculate impact indices 
using the stored g-
parameters for these EV 
load, PV output, and grid 
laods
Control charging 
parameters
Comply? No
Optimal charging 
parameters.
Yes
Historical measured V, I, 
EV load, PV, and grid 
load data
Uncontrolled charging
parameters
Start
End
Derive impact indices for 
V & I as the functions of 
EV load, PV, and grid 
load data 
Generalized the impact 
indices in terms of grid-
dependent, constant 
parameters (e.g. – g-
parameters)
Store g-parameters
 
Fig. 6.1 Overview of the proposed methodology. 
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Then, one centralized impact index apiece for the node voltages and feeder currents are derived 
as the functions of the EV load, PV output, and grid load from these data. Afterward, their patterns 
regarding the EV load, PV output, and grid load are duly recognized and presented regarding a few 
time-invariant, grid-dependent parameters called g-parameters and stored for future usages. 
Referred to Fig. 6.1 and Table 6.1, if these g-parameters are known or supplied, the day-ahead 
charging scheduling and real-time charging can be performed without running the load flows again. 
As such, for an optimal real-time charging as in Fig. 6.1, the EV load is first calculated for the 
uncontrolled charging parameters. Then, the PV output and grid load are read from external 
sources, and subsequently, the impact indices are calculated using their values. If they do not 
comply with predefined conditions, a charging strategy alters the charging parameters accordingly, 
and the whole process is repeated. Since such approach does not require load flows, it is rendered 
suitable for both probabilistic and deterministic charging algorithms. 
6.1.1 Definition of the impact indices 
Figs. 6.2.a and 6.2.b, respectively, compare the probability density functions (PDFs) of voltages 
and currents of the IEEE 37 bus system (as an example) for two different sets of EV loads. Fig. 
6.2.a shows the portions of the nodes that are operating in the permissible and forbidden ranges of 
voltages. Likewise, Fig. 6.2.b conveys similar information on the operating currents of the feeders. 
Probabilities of voltage and current limits violations are calculated by finding the areas under the 
curves in the forbidden ranges, respectively, in Figs. 6.2.a and 6.2.b. Those areas are defined as the 
probabilistic voltage (IV,k) and current (IC,k) indices, respectively, as (6.1.a) and (6.1.b): 
0.82 0.88 0.94 1.00 1.06 1.12
0.00
0.01
0.02
0.03
Forbidden
range
Forbidden range
P
ro
b
ab
il
it
y
Voltage (pu)
 EV load-1  EV load-2
Permissible range
 
(a) 
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.01
0.02
0.03
0.04
Forbidden range
P
ro
b
ab
il
it
y
Current (pu)
 EV load-1  EV load-2
Permissible range
 
(b) 
Fig. 6.2 Comparison of PDFs of (a) nodal voltages and (b) feeder currents for two different sets of EV loads. 
  , , max min
24
Pr |1 | |1 | , 0,0
V k n k
S
I v V orV n k
T
        ; (6.1.a) 
  , , max
24
Pr , 0,0
C k l k
S
I i i l k
T
     . (6.1.b) 
where vn,k is the per unit (pu) voltage of n-th bus of the grid; and Vmin and Vmax, respectively, are the 
lower and upper voltage limits; il,k is the pu current in the l-th feeder and imax is its upper limit; and 
Pr{…} is the probability. Since areas under the voltage and current curves are equal to 1 (one), the 
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impact indices can vary between 0 to 1.  Also, given that the areas under the curves in the forbidden 
ranges can be altered by changing EV loads, the impact indices can be optimized by optimizing the 
EV loads. However, for performing such optimization, implications of their various values as in 
Table 6.2 must be properly understood.  
Table 6.2 Implications of different Impact Indices 
Index Value Significance Corrective actions 
IV,k 
0 
No node is operating in 
forbidden voltage ranges 
No action 
0 < IV,k < 
1 
IV,k portion of the nodes are 
operating in forbidden voltage 
ranges 
User defined 
1 
All the nodes are operating in 
forbidden voltage ranges 
IC,k 
0 
No feeder is operating in the 
forbidden current ranges 
No action required 
0 < IV,k < 
1 
IC,k portions of feeders are 
operating in forbidden current 
ranges 
User defined 
1 
All the feeders are operating in 
the forbidden current ranges 
6.1.2 Calculation and generalization of the impact indices 
Referred to the Table 6.1, calculation of the impact indices can be divided into two categories. 
The first category consists of Case 1, Case 2, Case 5, and Case 6, where real-time voltages and 
currents are known. The remaining cases constitute the second category. Though real-time voltages 
and currents are unknown in this category, their historical data are known. The impact indices for 
each category are calculated as follows. 
1) Category 1 
The net grid load (yk) is calculated regarding EV load (SEV,k), PV output (SPV,k), backup 
generators output (SGen,k) and other aggregated grid load (SG,k) as per (6.2): 
 
, , , ,
, 0
k G k Gen k PV k EV k
y S S S S k      . (6.2) 
The per unit deviation of the node voltages and feeder currents are normalized by the net grid load 
and denoted, respectively,  by vDN,n,k and iN,l,k as given in (6.3.a) and (6.3.b): 
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, ,
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l k
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Empirical cumulative distribution function (ECDF) of vDN,n,k and iN,l,k (i.e., ΦvD,k, Φi,k) are 
calculated, respectively, using (6.4.a) and (6.4.b): 
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n
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. (6.4.b) 
where vDNG and iNG are given values in the range of 0 to 1. Thus (6.1) can be modified to calculate 
the impact indices regarding ΦvD,k, Φi,k as (6.5.a) – (6.5.b): 
 max min
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. (6.5.b) 
2) Category 2 
In the first step, ΦvD,k, Φi,k are calculated from the historical data as above. Then, they are 
generalized regarding the g-parameters, and they remain constant during the optimal charging. In 
the second step, these g-parameters are recalled to approximate ΦvD,k, Φi,k for a given real-time net 
grid load. From the approximated ΦvD,k, Φi,k, the impact indices are calculated accordingly. 
Step 1 - calculation of g-parameter: The historical voltages and currents are normalized using 
(6.2) - (6.3). If at least one day’s historical data are available, ΦvD,k, Φi,k are calculated using (6.6.a) 
– (6.6.b): 
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where nd available number of days’ historical data. The calculated ΦvD,k, Φi,k, respectively, are 
approximated by a mixture of rv-th order Gaussian distributions and a ri-th order polynomial as 
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where VDN,mn,k and VDN,mx,k, respectively, are the zero and one-crossing values of vDN,k; and iN,mn,k 
and iN,mx,k, respectively, are the zero and one-crossing values of iN,k. The coefficients arv,k, brv,k, and 
crv,k and dri,k, respectively, are estimated by optimizing (6.8.a) and formulating the a mathematical 
problem as (6.8.b) [199]: 
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The linear equation in (6.8.b) is solved by the Gaussian elimination process for finding DiN,k. Then, 
the coefficients are further generalized regarding net grid load as shown in (6.9): 
 
0
r
r
i i
r
G y

   ; (6.9) 
where,
11 1
1
1,1 ,1 1,1 ,1 1,1 ,1 1,1 ,1 ,min,1 ,max,1 ,min,1 ,max,1
1, , , , 1, , 1, ,1
..
.. .. .. , 3 4
..
.. .. .. ..
.. .. .. .. .. .. .. .. .. .. .. .. .. .. .. ..
.. .. .. ..
i
r ir
rv rv rv ri DN DN N N
k rv k rv k rv k k rv k k ri
g g
G i rv ri
g g
a a b b c c d d v v i i
a a b b c c d d
 
    
  
 
,min, ,max, ,min, ,max,DN k DN k N k N k
v v i i
 
 
 
 
.  
Matrix G contains all the g-parameters of the grid. It is noted that because of the time-
independence, the subscript ‘k’ of the net grid load has been dropped. Equation (6.9) is solved for G 
by formulating a linear problem as depicted in (6.10): 
 
i i
NG   ; (6.10) 
where, 
1r
k
N y    
and subsequently, solving by Gaussian elimination technique.  
Step 2 – calculation of impact indices from g-parameter: During the real-time charging process, 
for the k-th sample, first, net grid load is calculated from (6.2). Then, the matrix   is computed by 
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assuming y = yk, for the known g-parameters. The ECDFs of the nodal voltages and feeder currents 
are approximated by (6.7), using the estimated values of the matrix . With the approximated 
ECDFs, respective impact indices are calculated by (6.5). Note that, for calculating the impact 
indices, real-time nodal voltages and feeder currents are not needed. Knowing g-parameters and the 
net-load grid is adequate for calculating the impact indices. 
6.1.3 Validation of the impact indices with the prevalent method 
The proposed impact indices are validated by two methods, namely the chance constraint method 
[29] and “what-if” analysis method [161]. The chance constraint method reported in [29] first 
counts the number of current violations, and then, divides it by the total number of feeders to 
calculate the current chance constraint (ςC,k). A similar chance constraint for voltage namely voltage 
chance constraint (ςV,k) is defined for nodal voltages as well, and validated by testing the following 
in (6.11) – (6.12): 
 
, ,V k V k
I  ; (6.11) 
 
, ,C k C k
I  . (6.12) 
The impact indices are further confirmed by a well-known method called “what-if” analysis [161].   
6.1.4 Impact Indices Based Multi-rate Charging: An Application of the Impact Indices 
The efficacy of the impact indices is tested with the help of the SOC-dependent multi-rate (i.e., 
multistage) charging strategy discussed in Section 3.1.2. The involved steps are: 
Step 1: k = 1. 
Step 2: formulate an optimization problem for given upper bounds of IV,k and IC,k (i.e., IV,max, 
IC,max) as shown in (6.13): 
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 (6.13) 
Step 3: solve (6.13) as per Table 6.3. 
Step 4: update (3.28.a) and (3.28.b). These equations have been already presented in Chapter 3. 
Therefore, they are not reiterated here. 
Step 5: k = k+1 and repeat. 
 
 
 
141 
 
Table 6.3 Solution algorithm for (6.13)  
Main routine Subroutine 
Set Ck = [c1,k, c2,k, ...cm,k]= [1, 1, ...1] , i.e. m = 3 here 
Calculate SEV,k as per (3.27); calculate yk as per (6.2); 
Run Subroutine; retrieve ϐ; 
if (ϐ = 0) 
Ck = [1, 1, ...1]; 
else 
i=1; 
while (ϐ =1 && m > i-1) 
Ck(m-(i-1)) = 0; 
Calculate SEV,k as per (3.27); calculate yk as per (6.2) 
Run Subroutine; retrieve ϐ; i=i+1; 
end 
end 
i=i-1; Set Ck(i) = 1, ΔCk(i) = 0.5, ϐ = 1; 
while (ΔCk(i) > εCk) 
Ck(i) = Ck(i) + (-1)
ϐ
 ΔCk(i);  
Calculate SEV,k as per (3.27); 
Calculate yk as per (6.2) 
Run Subroutine; retrieve ϐ 
ΔCk (i) = ΔCk(i)/2 
end 
Read yk, G matrix (g-parameters), IV,max & IC,max, Vmax, 
Vmin, il,max 
Calculate  as per (6.9) using yk, G 
Calculate 
,vD k
 and 
,vD k
 as per (6.7) using   
Calculate IV,k and IC,k (6.5) using ,vD k and ,vD k  
if (IV,k > IV,max or IC,k > IC,max) 
ϐ = 1; 
else 
ϐ = 0; 
end 
6.2 Day-ahead Scheduling  
Both the approaches for the day-ahead scheduling mentioned above are presented in this section.  
6.2.1 Approach 1: Day-ahead Scheduling by Estimating the Parameter 
It is assumed that charging facilities are available at UQ. At 12:00 AM, engineers at these 
facilities want to predict the aggregated EV load demand for the next 24 hours. The other 
assumption is that they are supplied with the historical data of as 
,D k
n , 
,A k
n , 
, ,A i k
 , 
, ,A i k
 , 
1, ,i k
 , 
2, ,i k
 ,
,i k
b  , , ,D i kR , , ,A i kR , ,i kM  , ,i kK  , , ,Y i k   and , ,Y i k  , including the departure SOC of immediate 
previous 24 hours, named as previous day’s SOC. The proposed prediction process involves the 
determination of the PDFs of these variables. The steps of finding the nature of the PDFs of some 
these variables have already been discussed in Section 3.1.2. Also, the method to estimate the 
involved parameters in these PDFs has been presented in the same section. This section showcases 
the algorithm that uses these PDFs to predict and schedule the EV charging for immediate next 24 
hours. This algorithm relies on the model of the transition of SOC discussed in Section 3.1.2. 
However, it does not take into account the EV characterization depicted in Chapter 4. 
It is assumed that parameters employed in this study are measured during the day, and charging 
facilities have access to the battery management system (BMS) [90]. If an existing infrastructure 
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does not permit such access, the SOCs can still be monitored by the EV supply equipment by 
measuring the export/import power. This power can be estimated from the measured voltage and 
current in accordance with the standard BS EN 61851 [69]. The practicality of the SOC-based 
charging has been further justified recently in [34]. Since the proposed methodology in this paper 
requires tabulated SOC levels, it is also assumed that the charging facilities are equipped with the 
SOC measuring capability [45]. 
1) Estimation Method 
The proposed algorithm estimates the EV load and schedules it using two methods namely 
maximum likelihood estimation and probabilistic estimation [200]. 
Maximum Likelihood Estimation: For maximum likelihood (ML) estimation, a random variable is 
maximized when its given sample becomes equal to its mean. To prove this, let X be a vector 
containing random variables X1, X2,…,Xn with means μ1, μ2,…,μn and standard deviations σ1, 
σ2,…,σn. If x1, x2,…,xn be the samples of X1, X2,…,Xn, the combined PDF of X  can be defined in 
(6.14) as follows [201]: 
 
1 1 2 2
( ) ( ) ( )... ( )x X
n n
f f x X f x X f x X      (6.14) 
where  1 2 ...x
T
n
x x x . 
Equation (6.14) is maximized in regard to the vector x, and it is converted into a log-likelihood 
function, L(x), as shown in (6.15): 
 1( ) ( ) ( )x x μ W x μTL     (6.15) 
where, vectors μ and σ, respectively, are the mean and standard deviation of vector X; and W is a 
diagonal weight matrix, and X and W are defined as 
   2 2 21 2 1 2... , ( ... )μ W
T
n n
diag         
At the maximum f (x), the partial derivative of (6.15) with respect to x becomes zero as in (6.16): 
 1
( )
2 ( ) 0
x
W x μ
x
L    

. (6.16) 
Finally, x is obtained from (6.16) as given in (6.17): 
 x μ . (6.17) 
Equation (6.17) implies that the combined probability of the vector of random variable x is 
maximized when its respective sample is equal to its mean. This property as in (6.17) is exploited to 
estimate the ML of EV charging loads in the next section.  
143 
 
Probabilistic Estimation: In this estimation method, the means and SDs of 
,D k
n , 
,A k
n , 
, ,A i k
 , 
, ,A i k
 , 
1, ,i k
 , 
2, ,i k
 ,
,i k
b  , , ,D i kR , , ,A i kR , ,i kM  , ,i kK  , , ,Y i k   and , ,Y i k  are estimated in time series from the 
historical data as per Section 3.1.2. The estimated means and SDs are used to generate a large 
number of random samples in time series. These samples are then employed for estimating and 
scheduling the PV charging using Monte Carlo simulation. 
2) Combined SOC Distribution Transition and Subsequent Estimation and Scheduling 
Fig. 3.4 shows the proposed methodology to estimate the transition of the combined SOC 
distribution. Its transition and resulting equilibrium depend on three perturbations, namely the 
arrival of the new EV, the departure of the previous EV, and delivered power to the EV population 
at the parking lot. All these perturbations are taken into account in the proposed method while 
modeling the transition of the combined SOC for finding its dynamic equilibrium.  
Updating combined SOC distributions after new departure: As discussed in Section 3.1.2, this 
step needs to be updated as per (3.9) and (3.13). Though the mean (μi,k-) and standard deviation (σi,k) 
of SOC before updating the departure (Xi,k-) are known from the previous step (i.e., k-1-th sample), 
the values of μD,i,k, σD,i,k, ρ1,i,k, and RD,i,k are unknown. Thus, they need to be evaluated from 
historical data as per the following steps. Every step consists of two sub-steps, namely estimation, 
and prediction. In the estimation sub-step, the mentioned parameters are estimated from the 
historical data. In the prediction sub-step, these estimated parameters are employed to predict the 
involved parameters for next 24 hours. 
Step 1: a) Estimation: read historical mean and SD of 
, ,R i k
R  (i.e., 
8,k
 , 
8,k
  as in Table 3.7). 
b) Prediction: for ML estimation, assume RD,i,k  = 8,k . For probabilistic estimation, generate the 
desired number of random samples of RD,i,k for the given 8,k , 8,k . Update (3.9) as given in (6.18): 
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 (6.18) 
Step 2: a) Estimation: assume 
, ,Y i k


, 
8,k
 . Read historical
, , , ,
, ,  
D i k i k i k
    . Calculate , , ,Y i k i kb    
from (3.40.a) as illustrated in (6.19): 
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b) Prediction: for ML estimation assume 
, , , , , ,Y i k i k Y i k i k
b E b       
 and 
, ,Y i k


, 
8,k
 . Read 
, ,
,  
i k i k
   . 
Predict 
, ,D i k
  from (3.40.a) and update σD,i,k as per (3.40.b). For probabilistic estimation, find 
, , ,Y i k i k
E b    
 and 
, , ,Y i k i k
VAR b     , subsequently, generate the desired number of random 
samples for 
, , ,Y i k i k
b   . Update , , , ,,  D i k D i k   as per (3.40) for all the samples. 
Step 3: a) Estimation: read historical
, ,D i k
R , 
,i k


, 
,i k
 , 
, ,D i k
 . Calculate 
1, ,i k
 from (3.13.b) using 
(6.20): 
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 (6.20) 
b) Prediction: for ML estimation, assume 
1, , 5,i k k
   (refer to Table 3.7). Update (3.13) using all the 
estimated and predicted values in all these steps. For probabilistic estimation, find 
5, 5,
,  
k k
   as 
defined in Table 3.7. Generate the desired number of random 
1, ,i k
  samples. Update (3.13) for all 
the samples. Find 
, , , , , ,Y i k i k Y i k i k
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 and 
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 . Read 
, ,
,  
i k i k
   . Predict , ,D i k  from 
(3.40.a) and update σD,i,k as per (3.40.b). For probabilistic estimation, find 
, , ,Y i k i k
E b    
 and 
, , ,Y i k i k
VAR b     , subsequently, generate the desired number of random samples for , , ,Y i k i kb   . 
Update 
, , , ,
,  
D i k D i k
   as per (3.40) for all the samples. 
Updating combined SOC distributions after new arrival: Since μi,k and σi,k are known from the 
previous step, μA,i,k, σA,i,k, RA,i,k, and ρ2,i,k are to be predicted from historical data to update (3.15). 
These values are predicted as per the following steps: 
Step 1: a) Estimation: the combined arrival SOC (XA,i,k) can be calculated from the combined SOC 
delivered at home (XH,i,k) as defined in (6.21): 
  , , , , , , , , , ,
, ,
100 1d d
A i k i k H i k i i k PDD i k H i k i
R i R i
d d
X F X F X X
d d
 
   
            
   
 (6.21) 
where, XPDD,i,k and Fi,k, respectively, are the previous day’s departure SOC and the portion of an EV 
population that was fully charged at the time of the previous departure. In addition, dR,i and χi, 
respectively, are the driving range of the battery and the choice factor between the battery and IC 
engine of the i-th EV cluster, and dd is the driven distance [43]. Equation (6.21) can be simplified 
regarding the SOC exhausted (XE,i,k) as shown in (6.22): 
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  , , , , , , , , ,100 .A i k PDD i k E i k i k PDD i kX X X F X     (6.22) 
Equation (6.22) shows that external information such as XH,i,k, χi, and dd are not needed to predict 
XA,i,k. The mean (μA,i,k) and standard deviation (σA,i,k) of XA,i,k are calculated regarding the means 
(μPDD,i,k, μE,i,k) and SDs (σPDD,i,k, σE,i,k) of XPDD,i,k  and XE,i,k as per (6.23.a) – (6.23.b) [187]: 
  , , , , , , , , ,100A i k PDD i k E i k i k PDD i kF        (6.23.a) 
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F F            (6.23.b) 
where, βi,k is the bias factor of the XE,i,k towards higher XPDD,i,k. Its values are confined to the range 
of -1 to 1, and if EVs with higher SOCs are more likely to exhaust more SOCs, it attains a positive 
value and vice versa. The values of Fi,k, μPDD,i,k, and σPDD,i,k to evaluate (6.23) are known from the 
previous 24 hour’s data, but the values of μE,i,k, σE,i,k, and βi,k are not known. Therefore, they are 
estimated from stored historical data with the help of (6.24.a) – (6.24.c): 
  , , , , , , , , ,100E i k PDD i k A i k i k PDD i kF        (6.24.a) 
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where, the estimated value of a given parameter z (e.g., μE,i,k, σE,i,k, and βi,k) from historical data is 
denoted by zˆ . On the hand, the value of ρ2,i,k is estimated from stored historical data using (6.25): 
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b) Estimation: For ML estimation, μA,i,k, and σA,i,k are predicted as per (6.23) - (6.24) from the 
known previous 24 hour’s Fi,k, μPDD,i,k, and σPDD,i,k, and , , , , 2, ,, ,  E i k E i k i k   . The mean (i.e., μ9,k as 
defined in Table 3.7) of RA,i,k is projected from historical data, and subsequently, 2, ,ˆ i k  is assessed as 
per (6.25). They are then substituted in (3.15) for finding the mean (μi,k+) and SD (σi,k+) of the 
combined SOC after the new arrival as per (6.26.a) – (6.26.b): 
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For the probabilistic estimation, the means and SDs of 
, , , , 2, ,
, ,  
E i k E i k i k
    are divulged from the 
stored historical data. From these means and SDs, their random samples are generated, and 
subsequently, random samples of μA,i,k, and σA,i,k are generated for the known previous 24 hour’s 
Fi,k, μPDD,i,k, and σPDD,i,k. Similarly, random samples for 2, ,ˆ i k  are also generated by finding its mean 
and SD from the stored historical data. They are then substituted in (3.15) to find the random mean 
(μi,k+) and standard deviation (σi,k+) of the combined SOC after the new arrival. 
A fair charging strategy to calculate the transition of combined SOC distributions and 
aggregated EV loads: Upon having μi,k and σi,k+ updated, the fair charging strategy (FCS) 
developed in Section 3.1.2 is applied to set Sk and Fk.  Once Sk and Fk have been set, the EV power 
load can be calculated for both maximum likelihood (ML) and probabilistic approaches as below. 
a) ML Estimation of Aggregated EV Loads: The ML of EV charging loads is calculated for the 
estimated Sk and Fk for nM number of EV clusters as per (3.24). The calculated charging power 
demand as in (3.24) for any arbitrary Fk and Sk can violate the voltage and currents limits. However, 
only the violation of voltage limits is considered here. The combined probability of the voltage limit 
violation (PVV) is equivalent to the voltage impact index (IV,k) defined in Section 6.1. Thus, an 
objective function, among many possibilities, is formulated to find the optimal Fk and Sk regarding 
IV,k (i.e., PVV) shown in (6.27): 
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Equation (6.27) is solved using Dichotomous Search [202]. 
b) Probabilistic Estimation of Aggregated EV Loads: For probabilistic estimation, random PEV,k 
is calculated for the generated random samples in Section 6.2.1(2) for the given Fk, Sk. Let pL be the 
probability of generated PEV,k being smaller than the calculated ML of PEV,k in (6.27). The 
relationship between pL and PEV,k can be expressed as follows in (6.28) [201]: 
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 (6.28) 
where, µP,k and σP,k, respectively, are the mean and standard deviation of the generated random 
PEV,k. On the other hand, PEV,A,k is the value of EV loads that ensures that the probability of random 
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PEV,k is larger than the ML of PEV,k remains within 0 to (1 – pL). The value of PEV,A,k is estimated as 
 
,A, pL P, P,EV k k k
P Z       
where, ZpL is the value corresponding to pL in a standard normal lookup table [187, 201]. Once 
PEV,A,k has been calculated, it is substituted in (6.27) instead of PEV,k, and Fk and Sk are solved using 
the Dichotomous search algorithm as above. The resulting Sk and Fk are the optimal values of the 
scaling and fairness factors for the probabilistic charging. It is noted that the values of Sk and Fk can 
be different for ML and probability-based estimations. 
c) Updating Combined SOC Distributions: Due to the delivered power estimated by Fk and Sk as 
above, the combined SOC increases during the span between samples k
+
 and (k+1)
-
. The mean and 
variance of the combined SOC for the ( 1)k
 -th sample after delivering the power are updated as 
(3.25). As shown in Fig. 3.4, the updated mean and variance are handed over to the next sample, k
-
 
= (k + 1)
-
, and the entire methodology is repeated. This process is continued until Fk and Sk for the 
last sample, given by 24/TS, are found. 
6.2.2 Approach 2: Probabilistic Day-ahead Scheduling Considering Characterization 
In the lights of the discussions in Section 2.4.3, this exercise proposes a novel probabilistic 
correlation model for EV charging coordinated with EV loads, PV outputs and grid loads in a 
commercial network, as depicted in Fig. 6.3.  
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Fig. 6.3 The framework of the proposed methodology. 
BES is also included as a backup source in the proposed model. To this end, EV loads, PV 
outputs and BES powers are first modelled to provide reactive power support to the grid in addition 
to the active power exchange. The random variables associated with these components are also 
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identified, and the parameters of such variables, including means, standard deviations and 
correlation coefficients (CorC) are statistically estimated from historical data. Secondly, from the 
estimated parameters, a new two-step method is developed to generate correlated samples, which 
contain random variables associated with EVs, BES, and PV. Finally, these samples are 
incorporated in the proposed coordinated charging method to control the parameters of EV 
aggregations and the power factors of BES and PV inverters to maximize the QoS while 
minimizing the PVCN. In addition, the paper shows the importance of coordinated charging in 
harvesting PV energy. 
1) Identification of Random Variables 
The random variables involved in the characterized EV, PV, BES, and grid loads in Chapter 4 
and Chapter 5 are identified here. Note that since probabilistic coordination is proposed, the 
transition model of the EV population presented in Section 3.1.2 is not required to perform this 
exercise. Therefore, timeslot index ‘k’ has been dropped. Having done that the random variables 
involved in EV, PV, BES, and grid loads are identified as follows: 
1) EV load: the variables N = nk+, µi = µi,k+ and σi = σi,k+ are identified as the random variables 
associated with the EV load characterized in Chapter 4.  
2) PV output: the parameter SPV = SPV,k is identified as a random variable relevant to PV output 
characterized in Section 5.3.1(1). 
3) BES: the parameter y = yk is identified as a random variable pertinent to BES characterized in 
Section 5.3.1(1). 
2) Probabilistic Correlation Model 
This section presents a new two-step probabilistic correlation model to generate correlated 
samples from the uncorrelated random variables identified in Section 6.2.2(1). The first step 
involves the estimation of the means and standard deviations of the identified variables and their 
correlation matrix (H). From these estimated data, the second step entails generating correlated 
samples. 
Step 1: Estimating Means, Standard Deviations, and Matrix H: In Section 6.2.2.1, N, µi, σi, y, and 
SPV are defined as random variables involved in the estimation of EV loads, PV outputs, and BES 
powers. The loads of n nodes (Ln) in the grid are also considered as random variables. All the above 
variables can be expressed in a vector (Z) as follows in (6.29): 
  1 1 1... ... ... ... ...
T
PV i ne i ne nS N y L L     Z  (6.29) 
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where, Z is a vector of r elements, which are denoted as Z1, Z2,…, Zr. Here r is the total number of 
random variables in the power grid at a given time period, equal to 2 3
M
n n   , which is estimated 
as a sum of all the variables in (6.29) as: 
 1 1 1
            i i PV nfor for for S for Lfor y for N
M Mr n n n
 
      . 
A conventional method generates r random uncorrelated samples (ZU), where the elements of the 
vector Z are uncorrelated. However, this study proposes a novel method, which generates the 
correlated samples (ZC), where the elements of Z are correlated. For the purpose, the vectors of the 
mean (μ) and standard deviation (σ) of Z can be respectively expressed as (6.30) and (6.31): 
  1 2 ... [ ]
T
r
E   μ Z  (6.30) 
  1 2 ... [ ]
T
r
VAR   σ Z  (6.31) 
where μ1, μ2,…, μr is the elements of vector μ; σ1, σ2,…, σr are the elements of the vector σ. 
Accordingly, the correlation matrix (H) of the vector Z can be expressed as (6.32): 
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Ccovariance matrix (K) of the vector Z is subsequently calculated from σ and H using (6.33) [187]: 
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where Hrr is the r r -th element of the matrix H. 
To build the vector μ and the matrix K, the historical population samples of every variable in the 
vector Z must be provided. In this case, the mean (μr) and standard deviation (σr) of the r-th element 
in the vector Z (i.e., Zr) are characterized as bounded Gaussian distributions [186]. The r1r2-th 
element of the matrix  H (Hr1r2) is estimated from the population samples of the r1-th (Zr1) and r2-
th (Zr2) elements of the vector Z [187]. In practice, however, the historical population samples of 
many of the above variables might not be available. In this context, the following two possible 
scenarios are considered.  
Scenario 1: The historical vectors µ and σ, and the population sample of at least one variable in 
the vector Z (e.g., Zr1) are provided. Nevertheless, the population samples of the rest of the 
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variables and the complete or partial matrix H are unknown. Given μr1 and σr1, the known 1 1r rz Z is 
converted to a zero mean uncorrelated sample with the help of (6.34) [188]: 
  1 1
1 1 1
1
,
r r
r r r
r
z
u u U



  . (6.34) 
Another set of similar zero-mean uncorrelated samples 
1 1r r
u U  is then generated. From this sample 
set, the sample of one of the variables (e.g., 
2 2r r
z Z ) is synthesized by (6.35): 
  22 2 1, 2 1 1, 2 2 21r r r r r r r r rz u u        (6.35) 
where, ρr1,r2 is the correlation coefficient (CorC) between Zr1 and Zr2; and μr2 and σr2 are given. To 
investigate its impact on the PVCN and QoS , the CorC value is varied in the range of -1 to 1. 
Scenario 2: Only the historical vectors µ and σ are provided, but the population samples and the 
complete or partial matrix H are unknown. In this context, the matrix H is further built to construct 
the matrix K. Given μr1 and σr1; the samples 1 1r rz Z  are synthesized as follows in (6.36): 
 1 1 1 1.r r r rz u      (6.36) 
Instead of calculating the samples 
1 1r r
u U  using (6.34), they are directly generated from a zero-
mean Gaussian PDF in the same manner as 
2 2r r
u U . Upon having all the population samples of Z 
synthesized as in (6.34)-(6.36), the matrix K is built accordingly. The given µ and σ and K are then 
utilized to generate correlated samples, as explained below. 
Step 2: Generating Correlated Samples: The assumption is that the covariance matrix (K) defined 
in (6.33) can be decomposed in the form of a matrix G as shown in (6.37): 
   
TT E     
 
K GG Z μ Z μ  (6.37) 
where Z and μ are respectively expressed in (6.29) and (6.30). The correlated and uncorrelated 
samples (ZC and ZU) can be written based on the zero-mean uncorrelated samples (U) and G as 
given in (6.38) – (6.39) [188]: 
  
C
Z μ GU  (6.38) 
 
1
, ( , , )
r
diag      
U
Z μ DU D . (6.39) 
From (6.38)-(6.39), one can obtain (6.40): 
   
T
E  
 
K GU GU . (6.40) 
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The observation is that (6.40) is always possible as K is a symmetric, positive semi-definite matrix. 
An example of such an equation is the Cholesky decomposition, where K
-1
 is decomposed regarding 
a lower triangular matrix (M) as (6.41): 
 
1 .T K MM  (6.41) 
Thus, G can be set by comparing (6.37) and (6.41) as per (6.42): 
  1 .
TG M  (6.42) 
Substituting (6.42) and U from (6.39) to (6.38), one can find (6.43): 
  1 1( ).
T   
C U
Z μ M D Z μ  (6.43) 
Thus, the uncorrelated samples (ZU) can be converted to the proposed correlated samples (ZC) as in 
(6.43) when 1M  is available. It is noted that when the elements of Z are uncorrelated,  1 1
T 
M D  
morphs into an Identity Matrix (I). In this case, the vector ZC is rendered as the vector ZU as shown 
below in (6.44): 
  1 1( ) ( ) .
T       
C U U U
Z μ M D Z μ μ I Z μ Z  (6.44) 
3) Probabilistic Coordinated Charging Method 
Generated ZC samples are first assigned to their respective variables. Then the charging 
coordination is carried out as per Section 5.3.1(2) assuming F = Fk and S = Sk. Power flow analyses 
are carried out on the grid using the Forward/Backward Sweep method with the assumption that 
PG,I = PG,I,k, QG,I = QG,I,k, PG,P = PG,P,k, and QG,P = QG,P,k are equally shared by each phase [191]. 
However, the load of each node in the power grid is modeled in a three-phase unbalanced manner. 
The voltages of the n-th node (Vabc,n) and the currents of the l-th line (Iabc,l) are then checked for 
their compliances with the following constraints in (6.45): 
 
min , max
, ,max
,
0 ,
  
  
abc n
abc l l
V V V n
I I l
  
  
 (6.45) 
where Vmin and Vmax are respectively the lower and upper limits of the node voltages and Il,max is the 
upper limit of the l-th line current. The numbers of non-compliant voltages (NVN) and currents (NCN) 
are counted to calculate PVCN (ς), which is equal to the chance constraint defined in (6.46) [146]: 
 
 
 72
VN CN S
N N T
n l ns




 (6.46) 
where ns is the number of correlated samples; ς was calculated with the uncontrolled charging given 
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by F = 1 and S = 1. Hence, there is a high probability that the calculated ς will be larger than its 
permissible threshold ςTh, and thus, F and S must be optimized, accordingly. The term QoS is denied 
as given in (6.47): 
 
,
1
1
( , )
ns
O ns
U ns
QoS F S S
S ns 
   (6.47) 
where SU and SO,ns are respectively the uncontrolled EV power and optimal EV power for a set of 
the ns-th correlated samples, which are estimated as 
    
2 2
, 1, 1U I P I PS P P Q Q F S         
        
2 2
, , , , , , 0,1 , 0,1O ns I ns P ns I ns P nsS P P Q Q F S         
where PI = PI,0,k, QI = QI,0,k, PP = PP,0,k, and QP = QP,0,k; and PI,ns, QI,ns, PP,ns, and QEV,P,ns are, 
respectively, the values of PI, QI, PP, and QP for the ns-th correlated sample set with the optimal F  
and S. To this end, the optimization problem involving ς and QoS is formulated as shown in (6.48): 
 ( , )   Max QoS F S  (6.48) 
 subject to ,0 1,0 1.Th F S       
Here, (6.48) is solved using a Dichotomous search [202]. For comparison, aggregated PDFs of all 
the voltages and currents of a given phase, phase ‘a’ (i.e.,  V af V  and  I af I ) are defined as (6.49): 
  
 Pr ]V V
V a
V
d Z z
f V
dz

 ;  
 Pr ]I I
I a
I
d Z z
f I
dz

  (6.49) 
where ZV and ZI are respectively random variables containing all the phase-a node voltages and line 
currents for all the correlated sample sets, and zV and zI are respectively their elements. The PDFs of 
the other phases are also calculated in a similar manner. Likewise, the aggregated PDF of the 
voltage unbalance (i.e.,  U abcf V ) is defined as given in (6.50): 
  
 Pr ]
U abc
d Z z
f V
dz

  (6.50) 
where Z is a random variable containing the voltage unbalance of all the nodes for all the ZC  [191]. 
6.3 Case Study 
First, a case study is performed to validate the impact indices developed in Section 6.1. Then, 
these impact indices are incorporated in Section 6.2.1 to investigate the efficacy of the proposed 
day-ahead scheduling. Finally; a case study regarding the method in Section 6.2.2 is also presented.  
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6.3.1 Validation of the Impact Indices Developed in Section 6.1 
The developed impact indices are validated in this section in regards to The University of 
Queensland (UQ)’s electric grid presented in Section 3.4.2. With more than 700 buildings, 18,000 
computers, and 40,000 students and staff, UQ grid consumes more than 130 GWh of electricity, 
which is equivalent to 8,000 houses. Under the National Electricity Rules, UQ has been classified as 
a large customer. Also, the PV output is modelled as per Section 3.2. The daily arrival and 
departure distributions depicted in Fig. 2.8 are adopted in this validation. The arriving vehicles are 
assumed to comprise of EVs in Table 6.4 [6]. Other parameters are specified in Table 5.5 in Chapter 
5. Also, the studied cases are depicted in Table 5.6 in the same chapter. 
Table 6.4 Clustered EV population [6] 
Model Type i dR,i (km) Bi (kWh) Ui PC,i 
Toyota PHEV 1 8 4 0.045 1 
Buick PHEV 2 16 8 0.09 1 
Chevrolet EREV 3 64 16 0.35 2a 
Fisker PHEV
 
4 80 22 0.44 2a 
Nissan EV 5 160 24 1 2a 
Toyota EV 6 190 27 1 2a 
Cooper EV 7 251 28 1 2a 
Tesla EV 8 354 53 1 2b 
PHEV: Plug-in hybrid EV; EREV: Extended range [38]. 
1) Aggregated uncontrolled EV load demand and validation 
Using the information above, aggregated EV loads of all 10 cases in Table 5.6 are calculated 
using the method in Section 6.1 and illustrated in Fig. 6.4.a. This figure shows that the peak EV 
load is expected to occur during the midday, and vary regarding penetration and market share. The 
QoS could be measured by the delivered SOC as the difference between mean departure and arrival 
SOCs. As such, the delivered SOC is calculated for all 10 cases and depicted in Fig. 6.4.b. It shows 
that since chargers are operated in an uncontrolled manner, the delivered SOC vary markedly. 
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Fig. 6.4 a) Daily EV load for the cases in Table 5.6, and b) average delivered SOC to the EV population for all 10 cases. 
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The proposed model has been validated by comparing nT,k+, EV load, and delivered SOC with 
their known values in the literature [39, 45, 47]. Referred to Table 6.5, the EV load and nT,k+ and 
SOC have been validated with correlation coefficients (CorC) and average values, respectively. The 
CorC remains in the range of 0 to 1, and its higher value signifies higher similarities between the 
calculated entities in this paper and its values in the literature. 
Table 6.5 Proposed validation techniques 
Validation type Identifier 
CorC between nT,k+ and its values presented in [39] Val1 
CorC between SEV,k and its values presented in [37] Val2 
Avg. delivered SOC) compared with [47] & [45] Val2 
 As such, Table 6.6 shows that for a highly similar nT,k+, the proposed model generates highly 
similar EV load profiles, which ascertain the efficacy of the proposed model. Contrarily, though 
there is a significant difference between the delivered SOC, and that reported in the literature, it will 
be seen later that the difference can be minimized by an optimal strategy. 
Table 6.6 EV number, EV load, and delivered SOC validated 
 
K1 K2 K3 K4 M2 M3 M4 N2 N3 N4 
Val1 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
Val2 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.9 0.91 0.84 
Fig. 6.4.b   26.2 26.2 26.2 26.2 24.2 28.2 25.1 19.4 39.0 27.1 
Val3 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 
2) Calculation, generalization, and validation of the proposed impact indices 
In this section, the proposed impact indices are validated as in (6.11) and by “what-if” analysis 
reported in [161]. For the purpose, the EV loads calculated in Section 6.3.1(1) and presented in Fig. 
6.4.a are assumed to be shared by various nodes of the UQ grid as per Table 3.16. Subsequently, the 
UQ grid is solved using MATLAB/Simulink, and the resulting voltages and currents are retrieved 
and used in the next steps. These retrieved voltages and feeder are the assumed real-time voltages 
and currents required for calculating the impact indices for the Category 1 as in Section 6.1.2, and 
voltage and current chance constraints as in Section 6.1.3. The impact indices and chance 
constraints are calculated for all ten cases and those for the Case K4 and are compared in Fig. 6.5.a. 
The errors of predicting the voltage limits violation (ΔIV,k) and feeder overloading (ΔIC,k), defined 
by (6.51) are subsequently calculated and depicted in Table 6.7.  
 
24/ 24/
, , , , , , , ,
, ,
1 1
, ,
;
24 240, 0,
S ST TV k V k V k V k C k C k C k C kS S
V k C k
k k
I I I IT T
I I
else else
   
 
      
     
 
    (6.51) 
155 
 
4 hour 8 hour 12 hour 16 hour 20 hour 24 hour
0.0
0.4
0.8
1.2
Time of the Day
V
o
lt
ag
e 
in
d
ex
0.0
0.4
0.8
1.2
 Current index
 Current chance
          constraint
 Voltage index   Voltage chance constraint
 C
u
rr
en
t 
in
d
ex
 
4 hour 8 hour 12 hour 16 hour 20 hour 24 hour
0.0
0.4
0.8
1.2
Time of the day
V
o
lt
ag
e 
in
d
ex
0.0
0.4
0.8
1.2
 Current index
 Current chance
          constraint
 Voltage index   Voltage chance constraint
 C
u
rr
en
t 
in
d
ex
 
(a) (b) 
0.0 0.2 0.4 0.6 0.8 1.0
0
25
50
75
%
 o
f 
sa
m
p
le
s
Voltage index
 Proposed method
 Chance constraint-based method
 
0.0 0.2 0.4 0.6 0.8
0.0
0.2
0.4
0.6
0.8
C
u
rr
en
t 
ch
an
ce
 c
o
n
st
ra
in
t
Proposed current index  
(c) (d) 
Fig. 6.5 Validation of voltage and current indices regarding chance constraints for Case K4: a) Category 1 and b) 
Category 2; and validation for all 10 cases: c) voltage index and d) current index. 
For the Category 2, the generated voltages and currents are the assumed required historical 
voltages and currents. The g-parameters for the UQ grid are calculated using these historical data as 
per 6.1.2. During the charging, these g-parameters are known and remain constant, whereas the 
nodal voltages and feeder currents are unknown. The grid loads and PV output are assumed to be 
known from external sources, and the EV loads are calculated as in Section 6.3.1(1). The respective 
impact indices are calculated using the g-parameters and the known load data of all the ten cases. 
For the validation purpose, however, the chance constraints are also calculated by assuming the 
nodal voltages and feeder currents are supplied. The calculated impact indices are compared with 
their respective chance constraints for the Case K4 in Fig. 6.5.b, and corresponding error, calculated 
by (6.51), are illustrated in Table 6.7. 
Table 6.7 Error in predicting impact defined by (6.51) 
Cases K1 K2 K3 K4 M2 M3 M4 N2 N3 N4 Overall 
Category 1 
ΔIV,k (%) 0 0.6 1.7 0.2 0.1 1.5 0.5 1 0.4 1 0.7 
ΔIC,k (%) 1 1.9 0.9 0.8 1.1 0.8 0.9 0.9 0.7 0.7 0.96 
Category 2 
ΔIV,k (%) 0.4 3.3 1.9 0.2 0 0 0 2.3 0 0 0.81 
ΔIC,k (%) 0.6 1.5 1.3 1.1 1.4 0.9 1 1.3 1.3 1 1.12 
Figs. 6.5.a and 6.5.b collectively show that for both the categories namely Category 1 and 
Category 2, the impact indices very closely match the chance constraints. The confidence of the 
matching, defined by (6.51), tabulated in Table 6.7, shows that using the proposed impact indices, 
instead of the more common chance constraint, will amount an error of around 1%. The 
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significance of that error is that the proposed impact indices may fail to recognize nodal voltage 
violation and feeder overloading for one in every 100 nodes and 100 buses. Therefore, the proposed 
impact indices can be as useful for optimal EV charging as the conventional methods, which 
validates their effectiveness. For further validation, the relative frequency of the voltage index and 
voltage chance constraint of all ten cases is compared in Fig. 6.5.c. In contrast, the values of current 
index and current chance constraint are plotted against each other in Fig. 6.5.d. Visual inspection of 
these figure shows that the proposed impact indices and chance constraints match each other very 
closely. Such closeness of their values is affirmed by the calculated correlation coefficient (CorC) 
in Table 6.8, which also validates the efficacy of the proposed impact indices. 
Table 6.8 Validation of the impact indices using CorC between the proposed indices and chance constraints 
Indices K2 K3 K4 M2 M3 M4 N2 N3 N4 
Voltage index 0.94 0.98 0.99 0.99 0.96 0.99 0.98 0.99 1.00 
Current index 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
The network operators often intend to investigate how the system may behave under changed 
conditions of grid load, PV output, and EV load. This type of investigations is termed as “what-if” 
analysis [161]. Such analysis has been employed here for validating the impact indices further. For 
the purpose, 100 samples of the grid load, PV output, and EV load are randomly generated, and the 
corresponding impact indices are calculated using the g-parameters. The impact indices are 
compared in Fig. 6.6. The error of predicting the nodal voltage violation and feeder overloading as 
in (6.51) remain within the 1% of the chance constraints in this case, which further proves the 
effectiveness of the proposed impact indices. Furthermore, CorC between voltage index and voltage 
chance constraint, and current index and current chance constraint have been calculated to be 0.98 
and 0.99, respectively, from Fig. 6.6, which underpins the accuracy of the proposed impact indices. 
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Fig. 6.6 Validation of voltage and current indices by “what-if” analysis for 100 randomly generated samples. 
 Eight more similar “What-if” analyses are performed to substantiate the robustness of the 
proposed indices, and the resulting CorCs are tabulated in Table 6.9. Very high CorCs in this table 
confirms the robustness of the proposed indices. 
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Table 6.9 Validation using CorC for ‘What-if’ analysis 
 Calculated CorC using ‘What-if’ analysis 
 1 2 3 4 5 6 7 8 
Voltage index 0.96 0.99 0.99 0.99 0.98 0.98 0.97 0.99 
Current index 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
3) Applications of the impact indices 
The previous section has validated the proposed impact indices by showing that they are equally 
as effective as the conventional methods, e.g., – chance constraints. Such effectiveness can render 
the impact indices more advantageous for many practical applications. The possible applications of 
the impact indices are discussed as follows, 
Predicting the impact of charging: the network operator can compute the day-ahead impact 
indices as in Fig. 6.7.a if they had the foreknowledge of the grid load, PV output, and EV load. It 
enables them to predict the network behavior in advance to plan their activities, e.g., – EV 
scheduling, accordingly. 
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Fig. 6.7 a) Voltage impact index that is reflecting the aggregated grid load, b) comparison of the impact indices for 
25%, 50%, 75%, and “Full” voltages and currents data, and c) online monitoring the impact. 
Let, at midday (i.e., 12 pm), the network operator knows the grid load and PV output and has set 
charging rates to c1,k = 1, c2,k = 0.25, c3,k = 0 accordingly. They now want to know what will be the 
impact of these charging rates if the charging rates remain unchanged at 12:01 pm, owing to the 
uncertainties involved in PV output and grid load. Two such uncertain cases are tested separately, 
namely 1) 50% reduction in PV output and 2) 5% increase in the grid, and the results are compared 
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in Table 6.10. This table shows that the operating conditions can quickly change due to the involved 
uncertainties, and the network operators can readily predict these new conditions. 
Table 6.10 Prediction of impact using ‘what-if’ analysis 
Case c1,k c2,k c3,k Voltage index Current index 
Present 1 0.25 0 0.00 0.00 
50% reduced PV 1 0.25 0 0.04 0.02 
5% increased grid load 1 0.25 0 0.48 0.02 
Charging EV for partial information: conventional chance constraint-based charging requires a 
complete set of information about the voltages and currents. Fig. 6.7.b shows that the proposed 
impact indices can operate with partial voltages and currents, unlike the conventional methods. The 
partial (25%, 50%, 75%) voltages and currents are optimally chosen by running a Mixed Integer 
Genetic Algorithm. The impact indices are calculated for each of the optimally selected sets of 
voltages and currents, and subsequently, compared with those for the “Full” data. The comparison 
shows that the 25%, 50%, 75%, and “Full” data produce the same impact indices, which proves that 
the impact indices can operate under partial grid information. The other implication of this finding 
is that the number of the required measuring meters across the network can be reduced by choosing 
them optimally.  
Online monitoring the impact: as in Fig. 6.2, the indices provide the measure of the percentages 
of the nodal voltages and feeders currents operating in the permissible and forbidden ranges. Thus, 
any network operator can obtain an immediate idea about the state of the system by looking at their 
values.  Therefore, the impact indices can be used for online monitoring as in Fig. 6.7.c [161]. 
Optimal charging using g-parameters: The optimal charging as in Table 6.3 is performed by using 
the g-parameters using Matlab. Uncontrolled and controlled EV loads are compared in Fig. 6.8.a for 
Case K4 and corresponding optimal charging parameters namely c1,k, c2,k, and c3,k are illustrated in 
Fig. 6.8.b.  Such optimization is run for all the ten cases and the information similar to Fig. 6.8.a - 
Fig. 6.8.b are gathered. With the gathered information, load flows run are in Simulink for 
comparison purposes. 
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Fig. 6.8 (a) Comparison of uncontrolled and controlled EV loads, and (b) corresponding optimal c1,k, c2,k, c3,k. 
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 The errors are calculated by (6.51) from the acquired voltages and currents from the load flows and 
the impact indices based charging as in Fig. 6.8.a - Fig. 6.8.b, and compared as in Table 6.11. The 
smaller error of the order of 0.3% in this table verifies the effectiveness of the impact indices-based 
charging strategy. 
Table 6.11 Error between load flow and indices-based charging 
Cases K1 K2 K3 K4 M2 M3 M4 N2 N3 N4 
Error (%) 0.0 0.2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.2 
Fig 6.8.a shows that the controlled charging delivers a reduced amount of power to the EV 
population, which reduces the actual delivered SOC (Xdel,A). It is calculated for all the ten cases and 
compared with the minimum required Xdel,A (Xdel,min) defined as (6.52) in Table 6.12. Also, QoS is 
calculated as (6.53) and depicted in the same table. 
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Table 6.12 shows that UQ grid cannot provide 100% QoS due the grid constraints. Therefore, the 
other energy sources must be deployed, or additional charging service must be provided at home. 
Table 6.12 Actual delivered SOC and quality of service 
 
K1 K2 K3 K4 M2 M3 M4 N2 N3 N4 
Xdel,min (%) 26 26 26 26 18 43 22 26 26 26 
Xdel,A (%) 16 16 16 16 13 23 16 16 16 16 
QoS (%) 63 63 63 63 69 54 71 63 63 63 
4) Reduction in Runtime 
The motivation behind developing the impact indices and SOC based charging strategy was the 
long runtime of standard charging strategy [31]. Table 6.13 illustrates that the proposed charging 
strategy indeed reduces the runtime. The runtime as in Table 6.13 has been calculated for a three-
stage charging (c1,k, c2,k, c3,k). Such runtime is also calculated for various other stages, namely one 
stage, two stages, for several tolerances (εCk), and compared in Fig. 6.9.a. 
Table 6.13 Reduction in runtime by the SOC-based charging 
Source Number of EVs Runtime (sec/sample) 
[31] 123 to 353 8.2 to 10.8 
Proposed Irrelevant (run for ~5000) ~0.02 
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 This figure shows that the runtime changes very slightly with the increase of charging stages. 
Therefore, higher charging stages and more complexity can be accommodated by the impact indices 
and SOC based charging. The same multistage charging has been run on a conventional 
Forward/backward sweep (FBS) and the proposed impact indices-based methods for the 
comparison purposes. Fig. 6.9.b shows that the impact indices-based method is faster than FBS 
method. Therefore, the impact indices and SOC based EV charging, together, have the potential to 
provide instantaneous control of charging, which the conventional method cannot do.  
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Fig. 6.9 a) Comparison of runtime for a different number of stages of charging, and b) comparison of the runtime for the 
proposed and a traditional method (load flow), run on the same computer for the proposed SOC based charging. 
6.3.2 Approach 1: Day-ahead Scheduling by Estimating the Parameter 
The specifications of chargers, given by the rated charging power PCL and indexed by m, which 
are required in (3.16) and employed in this study, are tabulated in Table 2.2 [6]. Various clusters of 
EV units, indexed by i, clustered by vehicle type vector (EVT), model vector (EVM) and their 
corresponding battery sizes (Bi) and driving ranges (dR,i) are provided in Table 6.4 [6]. The 
designated charging levels (PC,i) calculated using (3.16) are also presented in the same table. The 
employed sampling time is 1/4 hours. The total number of vehicles (nk+), the number of departing 
(nD,k) and arriving vehicles (nA,k) at UQ are plotted in Fig. 2.8 [42].  As the other data used in this 
paper for calculating EV loads are not available in practice, they have been synthesized by running 
the charging methodology in Section 3.1.2 for a considerable length of time. They include arrival 
(XA,i,k) and departure (XD,i,k) SOC, SOC before (Xi,k-) and SOC after (Xi,k+) updating the departure 
and arrival, previous day’s departure SOC (XPDD,i,k), the proportion of fully charged EV at previous 
departure (Fi,k), and charging termination (RD,i,k) and request (RA,i,k) rates. The values of XA,i,k, XD,i,k, 
Xi,k-, Xi,k+, XPDD,i,k, and Fi,k are synthesized in line with those provided in [45]. Such synthesized data 
regarding the delivered SOC (the difference between XA,i,k and XD,i,k) are similar to those in [45, 
181]. These synthesized data are considered as the supplied historical data required in this study. 
From the historical data, one can estimate the PDFs and means of RD,i,k, RA,i,k, and SOC 
exhausted (XE,i,k). From the estimated PDFs and means, the values of μE,i,k, σE,i,k, βi,k, and ρ2,i,k can be 
estimated as per (6.24) – (6.25). These values are then employed in conjunction with the immediate 
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previous 24-hour SOC (XPDD,i,k) and the proportion of a fully charged vehicle at departure (Fi,,k) for 
predicting XD,i,k and XA,i,k as per Section 6.2.1(2) and (6.23), respectively. The estimated XA,i,k and 
XD,i,k are then used for calculating the day-ahead transition of the Xi,k+ as per Section 6.2.1(2). The 
SOC-based FCS proposed in Section 6.2.1(2) is then implemented on the calculated day-ahead Xi,k+ 
to estimate the optimal EV load as per (6.27) – (6.28). The UQ grid was employed here [20].  
1) Numerical Results 
Based on the values of different variables presented above, the non-optimal PEV,k is estimated 
using (3.24) for various combinations of the values of the scaling (Sk) and fairness (Fk) factors in the 
range of 0 to 1. The estimated PEV,k values for fully-fair, fully-unfair, and mixed fairness charging 
(see Table 3.2 for the definition) are portrayed in Fig. 6.10.a. It is observed from this figure that the 
EV load demand can be adjusted based on the fairness of charging. 
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Fig. 6.10 a) The ML of the non-optimal EV demand (PEV,k) with different charging fairness patterns, and b) standard 
deviations of combined SOC for different non-optimal charging fairness patterns. 
As discussed in Section 3.1.2(1), one of the reasons to introduce the fair charging strategy is to 
reduce the standard deviation of the combined SOC distribution. Once this goal has been achieved, 
the combined arrival SOC and the combined departure SOC distributions are compared in terms of 
the scaling (Sk) and fairness (Fk) factors in Fig. 6.10.b. It is revealed from the figure that depending 
on those values, the standard deviation increases or decreases. This finding implies that the fairness 
of charging can be adjusted according to variations in the values of Fk and Sk.  
ML Estimation of Aggregated EV Loads: Since the EV loads presented in Fig. 6.10.a are 
calculated in a non-optimal manner; there will be a significant probability of voltage limit violation 
(PVV). As such, Fig. 6.11.a shows the PVV for various patterns of the fairness of charging. It can 
be seen from this figure that PVV can be particularly sensitive to the scaling (Sk) and fairness (Fk) 
factors, and thus, their optimal values must be calculated to render PVV to zero for the next 24 
hours. To achieve the optimal values of the scaling (Sk) and fairness (Fk) factors, the Dichotomous 
search algorithm is invoked to solve (6.27). The optimal values (i.e., PEV,k, and Sk and Fk) in this 
case are shown in Fig. 6.11.b and 6.11.c, respectively. It can be seen from Fig. 6.11.b that the 
optimal PEV,k adopts completely different profiles compared to the non-optimal fully-fair and fully-
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unfair charging curves. In addition, Sk and Fk embrace completely different diurnal profiles as 
depicted in Fig. 6.11.c. This renders the fairness of charging a time-varying entity throughout the 
day. In other words, rather than being constant, the fairness of charging continues to vary during the 
day. Moreover, as a core idea of this paper, instead of calculating charging rates for every 
individual EV, the proposed methodology calculates only Sk and Fk to control EV charging loads. 
This approach can be particularly useful for a large EV population as it reduces not only the runtime 
but also the CPU memory requirements. This is further explained later. 
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Fig. 6.11 a) PVV for the ML of the non-optimal EV load demand (PEV,k) for different charging fairness patterns, b) 
optimal ML of EV load demand (PEV,k) for PVV = 0 compared with non-optimal EV load demand, and c) optimal 
scaling factor (Sk) and fairness factor (Fk) for PVV = 0. 
Probabilistic Estimation of Aggregated EV Loads: The probabilities of the involved variables 
(i.e., RA,i,k, Fi,k, µi,k, µA,i,k, σi,k, σA,i,k, ρ2,i,k, ρ2,i,k, etc.) have not been considered while calculating the 
above ML of PEV,k for the optimal Sk and Fk. Hence, the actual PEV,k as in Fig. 6.12.a and subsequent 
PVV values are considerably different (see Fig. 6.12.b) owing to the uncertainties involved. 
Another observation is that the ML of PEV,k is designed so that the PVV value is zero, but the actual 
PVV values are markedly different for the same reason. As a result, a considerable voltage limit 
violation is also observed mainly during the daytime. A solution as in (6.28) is proposed to 
overcome this drawback. 
Using (6.28), the Dichotomous search algorithm is again invoked for finding the optimal values 
of Fk and Sk for the probability (pL) of 0.95 and 0.98. Fig. 6.12.c shows the obtained optimal values 
of Fk and Sk considering probabilities. It can be seen that these values are insignificantly different 
from their values for the ML of EV loads. Fig. 6.12.d shows that the adjusted Fk and Sk noticeably 
change the optimal EV load. The differences between the ML and probabilistic EV charging loads, 
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and Fk and Sk as in Figs. 6.12.c-6.12.d are relatively small in this case; however, they could be 
greatly compounded with an increased level of the variability of the EV load depicted in Fig. 6.12.a. 
Accordingly, for a high degree of variability of the EV loads, which depends on the probabilities of 
RA,i,k, Fi,k, µi,k, µA,i,k, σi,k, σA,i,k, ρ2,i,k, ρ2,i,k, etc., these differences could be significantly large. As a 
result, a considerable degree of PVV could be experienced on the grid if the probabilities were not 
taken into account; especially when the variability of the involved variables are expected to be high. 
As such, it is observed that the optimal values of Fk and Sk with respect to the probabilities as in Fig. 
6.12.c reduces PVV as illustrated in Fig. 6.12.e. Another observation from Fig. 6.12.e is that a 
higher reduction in PVV is achieved for a larger value of pL. Thus, PVV can be further adjusted by 
varying pL. The planning procedure ends once the optimal Fk and Sk for the next 24 have been 
obtained. During the charging, these optimal Fk and Sk are communicated to the EV population. 
Upon receiving the optimal Fk and Sk, every EV calculates its charging rate using (3.23). 
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Fig. 6.12 a) Variability of EV loads due to the uncertainties, compared with the optimal ML of EV load, b) varying 
PVV due to the variability of EV load demand, c) comparison of adjusted Fk and Sk for ML and probabilities cases, d) 
adjusted ML and uncertainty of PEV,k for adjusted Fk and Sk, and e) reduction in PVV by adjusting uncertainties. 
Runtime and CPU Memory: The objective of this exercise was to reduce the computational time 
of the proposed charging algorithm and the memory requirement. If these are reduced, the 
developed methodology will be equally suitable for purposes of planning and real-time operation. 
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Therefore, the runtime and memory requirements for the proposed methodology are compared with 
those in the literature tabulated in Table 6.14 [31, 152]. These results have been obtained by 
MATLAB R2015a, on ASPIRE E1-571 laptop, powered by Intel Core i3-2350M (2.30GHz, 3MB 
L3 cache) CPU, Intel HD Graphics 3000, 4 GB DDR3 RAM, 64-bit Windows 7 OS. As shown in 
Table 6.14, the proposed methodology can reduce the computational time and memory required 
considerably in relation to the existing approaches found in the literature. Due to the sub-second 
runtime, the proposed methodology can be considered as an effective solution to addressing the EV 
charging load forecasting for purposes of both day-ahead planning and real-time operation. In 
addition, the proposed strategy can increase the resolution. For instance, if treated in a conventional 
manner, the EV population involves 20 decision variables for a high resolution of 5% SOC. In 
contrast, as discussed in Section 3.1.2, the proposed FCS can achieve an almost close to zero 
resolution with only two variables (e.g., scaling and fairness factors). 
Table 6.14 Comparison of runtime and memory requirements 
Objective Number of EVs Runtime (sec) Memory (Mb) Source 
Optimum scheduling 123 to 353 8.2 to 10.8 - [31] 
Valley filling 10000 to 100000 7200 to 72000 40960 
[152] 
Cost optimization 10001 to 100000 36000 to 288000 32768 
Day-ahead maximum likelihood load  Irrelevant 0.17 12.5 
Proposed 
Day-ahead probabilistic load (50 samples) Irrelevant 0.40  350 
 6.3.3 Approach 2: Probabilistic Day-ahead Scheduling Considering Characterization 
The developed methodology in Section 6.2.2 has been tested on a modified three-phase IEEE 37-
bus unbalanced distribution system as in Fig. 6.13 [190]. 
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Fig. 6.13 The modified IEEE 37-bus unbalanced system with the parking lots. 
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 It is assumed that parking lots at UQ are connected to the buses in the test system while sharing 
the EV loads on a pro-rata basis regarding their parking capacities shown in Table 6.15. Also, every 
parking lot is assumed to be constituted by the EVs presented in Table 5.9. Their parameters are 
presented in this table. The EVs also have seventeen variables involved, namely one for the number 
of EVs (N) along with eight means (μ1,…,μ8) and eight standard deviations (σ1,…,σ8) apiece for 
their SOC PDFs. In addition, the PV and BES possess one random variable apiece (e.g., ψPV and y). 
The PV locations in the test system are shown in Fig. 6.13.  
Table 6.15 The share of EV loads at different PV locations 
Bus 702 703 704 705 706 707 708 709 710 711 
Lot 1 2 3 4 5 6 7 8 9 10 
% 20 20 10 4 9 3 13 13 5 4 
 
In contrast, there are twenty-five random variables (L1,…,L25) involved in the test system for its 
twenty-five nodes with loads. Hence, there are forty-four random variables involved in this test 
system. Thus, Z, μ, and σ are 1 44  vectors, while both H and K are 44 44 symmetric matrices. 
The values of other deterministic variables and parameters are tabulated in Table 5.8. To build μ, σ, 
H and K as per Section 6.2.2(2), the identified random variables are indexed as in Table 6.16.  
Table 6.16 Indexing Z 
Z1 Z2 Z3 Z4 – Z11 Z12 – Z19 Z20 – Z44 
SPV N y μ1 – μ8 σ1 – σ8 L1 – L25 
The population samples of Z1 and Z20 – Z44, which are required for building μ, σ, H and K, are 
respectively supplied from the UQ Solar system and the Australian Energy Market Operator. The 
population samples of Z2 and Z4 – Z19 are respectively specified using their means and standard 
deviations from the UQ Master Plan and from [45]. The population samples of Z3 are determined 
using their mean and standard deviation found in Table 6.17.  
Table 6.17 Values of various probabilistic variables [45] 
Name Z2 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Z11 
μ 3988 EV 70.3 (%) 70.5 (%) 70.7 (%) 69.9 (%) 70.5 (%) 70.7 (%) 70.2 (%) 71.4 (%) 
σ 396 EV 3.5 (%) 3.5 (%) 3.6 (%) 3.5 (%) 3.5 (%) 3.5 (%) 3.5 (%) 3.6 (%) 
Name Z3 Z12 Z13 Z14 Z15 Z16 Z17 Z18 Z19 
Μ  65.0 (%) 15.8 (%) 15.8 (%) 16.0 (%) 16.0 (%) 16.2 (%) 15.9 (%) 16.0 (%) 15.9 (%) 
σ 10.0 (%) 0.8 (%) 0.8 (%) 0.8 (%) 0.8 (%) 0.8 (%) 0.8 (%) 0.8 (%) 0.8 (%) 
Based on the values in Table 6.17, the population samples of Z2, Z3, and Z4 – Z19 are synthesized 
with respect to Z1 for a given ρr1,r2 using (6.34)-(6.36). Moreover, ρr1,r2 is varied as a part of the 
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sensitivity analysis. Since we now retain population samples of all variables in Z, vectors μ and σ 
and the matrices H and K are duly built as per Section 6.2.2(2). As such, some of the calculated 
values in μ, σ, and H are depicted in Fig. 6.14. 
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Fig. 6.14 a) Values of μ and σ with respect to variables Z1 and Z20 to Z44, and b) the correlation between Z1 (SPV,k) and 
each of Z20 (L1) to Z44 (L25). 
1) The Efficacy of the Coordinated Charging Method 
To validate the efficacy of the proposed coordinated charging method as in Section 6.2.2(3), 
matrices (i.e., μ, σ, H and K) are first built as in Section 6.2.2(2), and then the correlated samples 
(ZC) are generated accordingly as discussed in the same section. Power flow analyses are 
subsequently carried out on the grid with these correlated samples for the uncontrolled charging 
given by F = 1 and S = 1 as per Section 6.2.2(3). Afterwards, (6.48) is solved to find the optimal F 
and S for ςTh = 0.05 using the Dichotomous search algorithm while all other variables remain 
unchanged. The PDFs of the controlled voltages and currents are calculated using (6.49) and 
respectively compared with their uncontrolled counterparts in Fig. 6.15. 
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Fig. 6.15 The comparison of the PDFs for the uncontrolled and controlled charging in the IEEE 37-bus unbalanced 
system: a) node voltages, b) line currents and c) voltage unbalances. 
 Figs. 6.15.a – 6.15.b collectively show that the proposed coordination reduces the PVCN, 
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denoted as ς in (6.46), from 0.49 to the specified value of 0.05 defined as ςTh, which underpins the 
efficacy of the proposed algorithm. In addition, Fig. 6.15.c shows that the controlled charging 
reduces the voltage unbalance calculated by (6.50) markedly. 
2) Numerical Results 
For comparing the deterministic charging with the probabilistic charging, Z2, and Z4 – Z19 are set 
to their respective mean values, while those of Z20 – Z44 are set at their rated per unit values to 
generate the deterministic samples of Z. In contrast, Z1 is alternatively chosen from the average, 
ninety percentile and ten percentile values [133]. The QoS, PV energy harvest, and PVCN are then 
calculated for the deterministic Z and probabilistic ZC with ςTh = 0.05, and compared in Fig. 6.16.a. 
As explained in earlier, the QoS rises with the increase in the percentile value of the PV output for 
the deterministic charging. However, increasing the percentile value of the PV leads to a rise in 
PVCN. The proposed probabilistic charging, in contrast, harvests full energy from the PV but 
reduces the QoS in an exchange with the reduced PVCN. However, since the probabilistic charging 
strategy provides a window to control PVCN, the QoS might be varied according to changing ςTh. It 
can also be revealed from Fig. 6.16.a that the probabilistic charging is advantageous over the 
deterministic charging. Similar simulations have been carried out separately for ZU and ZC.  The 
resulting QoS are compared in Fig. 6.16.b. This figure shows that the correlated variables indeed 
increase the QoS. In this case, the QoS increases by 0.037 pu (~7%), which is equivalent an EV 
load of 0.6 MW. 
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Fig. 6.16 a) the comparison of the QoS, PV energy harvest, and PVCN between the deterministic and probabilistic EV 
charging strategies, b) QoS for ZU and ZC for a correlation coefficient of 0.9 between Z1 and each of the elements in Z 
with ϛTH = 0.05, c) the impact of correlated sample-based charging on voltage unbalance, and d) improved QoS with 
correlation coefficients with ϛTh = 0.05 
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 Another observation is that the correlated samples-based charging has an insignificant impact on 
the voltage unbalance as in Fig. 6.16.c. The results obtained so far in Figs. 6.16.a-6.16.b are for a 
significantly high correlation coefficient (CorC) of 0.9, which might not be practical. Therefore, the 
CorC is varied in the range of -0.9 to 0.9, and the resulting improvement in the QoS are illustrated 
in Fig. 6.16.d. It shows that the improved QoS (ΔQoS) is heavily dependent on the CorC. The ΔQoS 
is defined as an improvement in the QoS using the correlated variables in relation to the 
uncorrelated ones. Another observation is that the QoS is improved if the CorC is positive. 
Conversely, it is degraded if the CorC is negative. This finding implies that if the EV charging is 
carried out with the assumption that the variables are uncorrelated, the opportunity to provide more 
QoS will be lost if the CorC is positive. In contrast, more voltage and current limits will be violated 
if the CorC is negative. Hence, the correlated variables-based EV charging will be preferable to the 
uncorrelated variable-based EV charging. The ΔQoS achieved in Fig. 6.16.d is for a given threshold 
of the PVCN (e.g., ςTh = 0.05) only, and therefore, the impact of the ςTh on the ΔQoS is further 
investigated. As such, it is calculated for various values of ςTh for a given CorC (e.g., CorC = 0.9) 
and demonstrated in Fig. 6.17. It is observed from this figure that the QoS for both the uncorrelated 
and correlated variables tends to rise with respect to ςTh. However, since the rate of the rise in the 
QoS for the correlated variables regarding ςTh is smaller than that of the uncorrelated variables, the 
improvement in the QoS is decreased with the increase in ςTh. 
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Fig. 6.17 Improved QoS with respect to the threshold of the PVCN. 
A further sensitivity analysis of the PV and BES sizes has been performed, and the obtained 
results are respectively demonstrated in Figs. 6.18.a-6.18.b. Fig. 6.18.a shows that with the increase 
of the PV size, the correlated samples-based EV charging becomes more advantageous over the 
uncorrelated samples-based charging. Hence, if a larger PV size is installed, the correlated samples-
based EV charging must be selected over its uncorrelated samples-based counterpart. A similar 
conclusion can be drawn from Fig. 6.18.b regarding ΔQoS and the installed backup BES size. This 
figure shows that the correlated samples-based charging becomes more advantageous with the 
increased BES size. Figs. 6.18.c-6.18.d, on the other hand, collectively depict the sensitivity of QoS 
regarding data clustering. Fig. 6.18.c shows that the historical data clustered on a monthly basis 
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yields different extents of the improved QoS for two different months. Fig. 6.18.d, in contrast, 
presents that clustering on either a monthly or yearly basis produces different degrees of QoS 
improvement. Accordingly, the historical data must be appropriately clustered while performing the 
correlated samples-based charging. 
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Fig. 6.18 Improved QoS ϛTh = 0.05 for with respect to a) PV size, b) BES size, c) different months, and d) different 
years. 
6.4 Summary 
This chapter has developed probabilistic impact indices for nodal voltages and feeder currents 
for EV charging purposes. The impact indices have been validated for many EV charging scenarios 
by two different methods namely chance constraints and “What-if” Analysis. A combined SOC 
based charging strategy has been proposed for generating such scenarios. The combined SOC 
dynamically incorporates the arrival and departure of new EV and delivered energy.  
Also, several applications of the impact indices and SOC-based charging strategies have been 
illustrated with useful comparisons. The comparisons show that SOC based charging can reduce the 
inherent long runtime of an optimal charging of a large EV population. The impact indices, on the 
hand, can enable performing the charging more rapidly than standard load flow-based methods. 
Above all, unlike the load flow based charging, the impact indices based charging can be conducted 
for “No” and “Partial” voltages and currents data. 
With a significant number of charging loads, it would be computationally demanding to consider 
every EV as a single entity for providing an optimal charging rate for every timeslot, due to a large 
size of decision variables involved. To minimize the computational burden, this chapter has also 
proposed a combined SOC-based methodology to predict day-ahead EV charging loads. Instead of 
managing the charging rate of every EV separately, the proposed strategy charges EVs with a lower 
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SOC level at a higher rate, and vice versa. To this end, two decision variables, namely fairness and 
scaling factors have been introduced. For every timeslot, the charging strategy calculates these 
factors and they are then broadcasted for every individual EV. The charging rate regarding its own 
SOC is then estimated for each EV unit using those factors. 
The numerical results show that the proposed charging strategy can effectively calculate day-
ahead EV charging loads in regard to voltage limit violations for both maximum likelihood and 
probability-based estimations. Another analysis indicates that the runtime and memory 
requirements are markedly reduced compared to those by conventional methods. This is achieved 
by lowering the number of decision variables. Due to less computational time and effort required, 
the proposed strategy will be enhanced for real-time EV charging in future research. 
Finally; a novel probabilistic correlation model for EV charging coordinated with PV panels in 
commercial systems has been proposed. In this model, correlated samples are generated containing 
a wide range of random variables associated with EV loads, PV outputs, battery energy storage 
powers, and grid loads. The generated samples are then incorporated in the proposed coordinated 
EV charging method, where the power factors of PV and BES inverters are also optimally 
controlled, to enhance the QoS while minimizing the PVCN. The proposed model and method have 
been tested on a three-phase IEEE 37-bus unbalanced distribution system, which is associated with 
the real data of vehicles and solar PV collected from The University of Queensland. The simulation 
results show that the proposed correlated samples-based charging is capable of providing more 
quality of service than the uncorrelated samples-based charging. Another indication is that the 
proposed probabilistic coordinated charging can increase the energy harvest from PV panels while 
reducing the PVCN, in comparison with the deterministic charging. 
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Chapter 7 Operation of EVCS with Vehicle-to-Grid (V2G) Services 
 
 
This chapter is designed in line with the existing gaps in the literature identified in Section 2.5. 
As such, following two objectives are set in regards to Sections 2.5.1 and 2.5.2, respectively: 
1) To develop an algorithm to facilitate real-time EV charging addressing PV output variability 
without considering V2G services. 
2) To develop methods for estimating and dispatching V2G Services. 
The second objective contains two exercises, namely a) to estimate the achievable V2G service 
capability in a day-ahead manner with an improved model compared to that presented in [34] and b) 
to dispatch real-time charging and V2G services to maximize the monetary benefits and QoS 
simultaneously. 
7.1 Real-time EV charging addressing PV output variability without V2G services 
As discussed in Section 2.5.1, the aim of this objective is to develop a PV output model 
incorporating the present real-time PV output measurement and short-term predicted PV output. 
This model is developed with the help of supplied historical PV output ramp data in a non-iterative 
manner, without employing meteorological data. This PV output is then used in conjunction with 
the charging strategy presented in Section 3.1.2 to dispatch the EV load with the aim to lessen the 
PVV and enhance energy harvest from PV. 
7.1.1 Problem Statement and An Overview of the Proposed Methodology 
In this section, the issues involved in the PV-based EV charging and the outline of the proposed 
method to solve them are discussed. The terminology ‘PV energy harvest’ is also defined. 
Suppose, the engineers at any charging facilities want to control the charging rates of the EV 
population at 12:00 PM (as an example) for the next 1 minute (e.g., 1 minute sampling time). What 
should be their PV output that simultaneously reduces the PVV and increases PV energy harvest? 
They can find the PV output in a myriad of ways. As such, suppose, they are supplied with the 
historical PV output [33], which can be fitted as in Fig. 3.9, and reiterated in Fig. 7.1.a. The general 
practice involves adopting the mean PV output given by the point ‘A’ in Fig. 7.1.a (i.e. – PV output 
= OA). Therefore, ‘OA’ represents the achieved PV power harvest, and the corresponding PV 
energy harvest can be calculated by multiplying it by the sampling time. However, they have to be 
mindful of two possible scenarios that can stem from the associated uncertainties. In the first 
scenario, if the actual PV output is greater than ‘OA,’ say ‘OB,’ they lose an opportunity to harvest 
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a PV output given by ‘AB.’ In the second scenario, if the actual PV output is smaller than ‘OA,’ say 
‘OC,’ the grid faces an increased PVV due to the lack of generation equal to ‘CA.’ Therefore, even 
though there would be the temptation to select an as large value of ‘OA’ as possible to maximize the 
PV energy harvest, they have to find the appropriate value of ‘OA’ that would simultaneously 
balance the PV energy harvest and PVV [203]. 
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Fig. 7.1 a) PDF of the historical PV output at UQ at midday (12:00 PM) [33], b) the fluctuating nature of the PV output 
at UQ, St Lucia campus at 12:00 PM [33], c) the PV ramp at UQ, St Lucia campus at 12:00 PM [33], and d) the PDFs 
of PV output (PPV,k) and PV ramp fitted from actual PV output data at UQ, St Lucia campus at 12:00 PM [33]. 
A probabilistic charging strategy, instead of the deterministic charging strategy as above, can 
efficiently perform the required trade-off as such. However, it has been deemed as unsuitable for 
the real-time charging control for a small sampling time as per the discussions in Section 2.5.1. 
Therefore, either a PV output prediction based or measurement based charging strategy can be 
adopted. However, as the prediction based charging is susceptible to error as discussed in Section 
2.5.1, an improvised measurement based charging has been taken up in this research. The prediction 
based charging has been assumed as the benchmark for comparing the efficacy of the proposed 
methodology.  
Suppose, the PV outputs of two successive samples, k-th (12:00 PM) and k+1-th (12:01 PM), for a 
sampling time of TPV, respectively, be PPV,k and PPV,k+1. The value of PPV,k is always known from 
the measurements, but that of PPV,k+1 is unknown. The value of PPV,k is highly fluctuating in nature 
due to the passing clouds [175], which is captured by the Fig. 7.1.b. This figure implies that the 
measured PV output markedly changes in its successive measurements, and this change is defined 
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as the PV output ramp, which henceforth is called the PV ramp. The PV ramps calculated from Fig. 
7.1.b are depicted in Fig. 7.1.c. It shows that many PV ramp samples could either be negative or be 
positive. Their negative and positive values, respectively, engender the situations of an increased 
PVV and a lost opportunity for more PV energy harvest as discussed above. The route cause of 
these conditions is explained with the help of the probability density functions (PDFs) of PPV,k and 
PV ramp presented in Fig. 7.1.d, derived from their random samples depicted in Figs. 7.1.b – 7.1.c, 
as follows. 
The conventional PV output measurement based EV charging strategy measures the PV output 
for the k-th sample (PPV,k), and based on the measured PV output, sets a charging rate (Ck) as in Fig. 
7.2.a. The charging rate is then kept constant until the next measurement is available for the (k+1)-
th sample (e.g., PPV,k+1). It implies that the conventional charging strategy as such assumes that PPV,k 
is equal to PPV,k+1 until PPV,k+1 is available. However, referred to Fig. 7.1.b – Fig. 7.1.d, it has been 
observed that the PV output can significantly change as it approaches the (k+1)th sample. Such 
changes are characterized by the uncertain PV ramp (PR,k), which is defined as the difference 
between PPV,k+1, and PPV,k, as in Figs. 7.1.c – 7.1.d. Because of the uncertain PV ramp as such, 
PPV,k+1 is also going to be uncertain given by the PDF of PPV,k+1 as in Fig. 7.2.a, even though PPV,k is 
certain. Thus, the assumption of a constant PPV,k during the sampling interval could cause 
significant voltage limits violations, which is denoted by PVV in Fig. 7.2.a. 
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(a) (b) 
Fig. 7.2 a) Conventional PV-based EV charging method relying on PV output measurement, and b) confidence margin, 
and ascending/descending PV output and charging rate. 
 The PDF of PPV,k+1 in Fig. 7.2.a shows that there is a substantial chance that actual measured 
PPV,k+1 be either smaller or larger than the assumed PPV,k  =  PPV,k+1. If the measured PPV,k+1 is 
greater than the assumed PPV,k+1, the voltage limits are not violated. However, an opportunity to 
harvest more PV energy is lost. In contrast, if the measured PPV,k+1 is smaller than the assumed 
PPV,k+1, the voltage limits could be violated, and the probability of that is shown in Fig. 7.2.a. 
Therefore, to reduce the PVV, PPV,k cannot be equal to PPV,k+1, and both of them must be known in 
advance. However, only PPV,k is supplied, and therefore, PPV,k+1 must be estimated from the 
provided historical information as follows. 
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If the historical data of both PPV,k  and PPV,k+1 are supplied, one can calculate the PDF of the PV 
ramp (PR,k) similar to Fig. 7.1.d, and can use it to estimate the probabilistic PPV,k+1 for a given 
measured PPV,k. The probabilistic PPV,k+1 must be chosen in such way to affirm that the actual 
measured PPV,k+1 will not be smaller than the estimated PPV,k+1. However, continually rendering the 
actual measured PPV,k+1 greater than its estimated value may reduce PV energy harvest. Therefore, 
some level of confidence margin (MC) as in Fig. 7.2.b must be induced to maximize the PV energy 
harvest. The induction of MC simultaneously ensures that the PVV remains within its permissible 
limit and the maximum PV energy has been harvested. 
The value of MC can be either optimized or settled from the engineers’ experiences. Once MC has 
been decided, PPV,k+1 can be estimated using the historical PDF of PR,k and the measured PPV,k. 
Afterward, PPV,k is assumed to be continuously ascending/descending to the estimated PPV,k+1 as in 
Fig. 7.2.b. Optimal charging strategy subsequently takes note of the slope of the connecting line of 
PPV,k and PPV,k+1, and continuously adjusts the charging rate accordingly. The overview of the 
proposed methodology is illustrated in Fig. 7.3. 
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Fig. 7.3 Proposed methodology; (a) processing supplied historical data and (b) real-time charging. 
7.1.2 Problem Formulation and Solution 
Referred to Fig. 7.3, a mathematical model is proposed in this section to estimate PPV,k+1, for a 
given confidence margin (MC) and the measured PPV,k. In addition, a model to estimate EV load at 
BC and its governing control strategy are suggested in this section. An optimization problem is 
subsequently formulated by encompassing the estimated PPV,k+1 and EV load. 
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1) Estimating PPV,k+1 from measured PPV,k and supplied historical PV ramp (PR,k) 
Suppose, PPV,k and PPV,k+1, respectively, be the real-time measured PV outputs for the k-th and 
k+1-th samples, and 
,PV k
P and 
, 1PV k
P

, respectively, be their supplied historical data. In addition, 
suppose, 
, 1
ˆ
PV k
P

 be the estimated PV output for the given MC and PPV,k. At any given point in time, 
PPV,k, ,PV kP , , 1PV kP  , and MC are known, while PPV,k+1 will be made known in the next sample for 
comparison. In contrast, 
, 1
ˆ
PV k
P

has to be estimated from these known values so as to match PPV,k+1 
closely. For the purpose, MC, which is depicted in Fig. 7.2.b is defined regarding PPV,k+1 and , 1
ˆ
PV k
P

 
in (7.1): 
  , 1 , 1
24ˆPr , 1 1.
C PV k PV k
PV
M P P k
T
 
 
      
 
 (7.1) 
where Pr is the probability. Equation (7.1) cannot be solved for 
, 1
ˆ
PV k
P

, as it is not presented by a 
closed-form. Therefore, to convert into one 
, 1
ˆ
PV k
P

 is defined regarding MC, PPV,k and PV ramp (PR,k) 
as per (7.2): 
 
   
,, , , , ,
, 1
ˆ ˆ| ,   0
ˆ
0,  
C PV kPV k R k M P PV k R k
PV k
P P P P
P
Otherwise

    
 

 (7.2) 
where, 
,
ˆ
R k
P  is the estimated PR,k for the given MC and PPV,k, and it is defined regarding the supplied 
historical PV ramp data (
,
ˆ
R k
P ) as: 
 
,, , ,
ˆ | , 0 1.
C PV kR k R k M P C
P P M      
Equations (7.1) – (7.2) show that instead of 
, 1
ˆ
PV k
P

, estimation of 
,
ˆ
R k
P  will be sufficient for solving 
(7.1). For estimating 
,
ˆ
R k
P , one can substitute (7.2) in (7.1) and rearrange as (7.3): 
    , 1 , , , ,ˆ ˆPr , 0. C PV k PV k R k PV k R kM P P P P P       (7.3) 
The value (PPV,k+1 – PPV,k) in (7.3) is equivalent to the PDF of PV ramp (PR,k) presented in Fig. 
7.1.d. This PDF is defined by a random variable ZR,k as in (7.4): 
   , , , , , 1 ,: .R k R k R k R k PV k PV kZ P Z P P P     (7.4) 
This value of ZR,k is substituted in (7.3) to find (7.5): 
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  , ,ˆPr .C R k R kM Z P   (7.5) 
If μR,k and σR,k, respectively, be the mean and SD of ZR,k, (7.5) can be written in the form of (7.6) 
[187]: 
 , , , , , ,
, , ,
ˆ ˆ
Pr .
R k R k R k R k R k R k
C
R k R k R k
Z P P
M Q
  
  
      
       
    
 (7.6) 
where Q(…) is a Q-function [187]. Therefore, (7.6) can be represented by a standard closed-form 
equation regarding 
,
ˆ
R k
P  as depicted in (7.7) [187]: 
 1
, , ,
ˆ , ( )  
R k MC R k R k MC C
P L where L Q M      (7.7) 
where, LMC is the lookup value from the standard normal table corresponding to MC [187], and 
mean (µR,k), and SD (σR,k) of ZR,k can be estimated from the supplied historical PV ramp PDF ( ,R kZ ) 
as 
 
, , , ,
;    
R k R k R k R k
     .  
Here, 
,R k
  and 
,R k
 , respectively, are the mean and SD of 
,R k
Z , and they are evaluated from the 
supplied historical PV ramp samples, given that 
, , ,R j k R k
z Z  is the j-th sample of 
,R k
Z , using [187, 
204]: 
  
2
, , , , , , , , ,
1 1
1 1
; , 
j j
R k R j k PR R j k R k R j k R k
j j
z z z Z
j j
  
 
        
Equation (7.7) shows that in order to reduce the variability of 
, 1
ˆ
PV k
P

, that of 
,
ˆ
R k
P  has to be 
minimized. Such minimization can be achieved if σR,k has been decreased for a given value of μR,k. 
The value of σR,k can be decreased greatly if the samples in ,R kZ  be clustered according to their 
similarities. Two types of clustering have been employed in this chapter, and they are explained 
below. 
Firstly, 
,R k
Z  is clustered according to its diurnal (i.e., time of the day) and monthly variations. 
For the purposes, the samples in 
,R k
Z  are first segregated month-wise (i.e., monthly clusters) and 
subsequently, the timeslot-wise (i.e., diurnal clustering). Then, ,R k  and ,R k  are calculated from 
the segregated time-slot-wise samples. Secondly, 
,R k
Z  is clustered in regards to 
,PV k
P . Referred to 
Fig. 7.1.c, the PV ramp (i.e., 
,R k
Z ) tends to be positive and negative for lower and higher 
,PV k
P , 
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respectively. This clustering process takes advantage of this characteristic to cluster 
,R k
Z  
conditional on 
,PV k
P . For the purpose, the entire range of 
,PV k
P  (i.e., 0 to 1 pu) is first divided into a 
series of intervals, which are called the priors. Then, 
,R k
Z  is clustered regarding those priors, and 
,R k
  and 
,R k
  are calculated accordingly. Therefore, the second clustering technique can be 
regarded as the process of finding the marginal PDF of 
,R k
Z , defined by parameters 
,R k
  and 
,R k
 , 
conditional on 
,PV k
P . The value of 
, 1
ˆ
PV k
P

 is subsequently estimated merging both clustering 
techniques by following the steps below: 
Step 1: Divide 
,R k
Z  into monthly clusters. 
Step 2: Construct diurnal and 
,PV k
P  based clustering, separately, using the monthly clusters in 
Step 1. 
Step 3: Calculate mean (
,R k
 ) and SD (
,R k
 ) of every resulting cluster in Step 2 and store. 
Step 4: Read PPV,k, and MC. 
Step 5: Estimate 
,
ˆ
R k
P  using the stored ,R k  and ,R k  as per (7) for the diurnal clustering. 
Step 6: Estimate 
,
ˆ
R k
P  using PPV,k and the stored ,R k  and ,R k  using (7.7) for the ,PV kP  based 
clustering. 
Step 7: Estimate 
, 1
ˆ
PV k
P

 for both the clustering approaches using (7.2) from the findings of Step 4 
– Step 6 and, respectively, denote them by
, , 1
ˆ
PV T k
P

 and 
, , 1
ˆ
PV P k
P

. 
Step 8: Set the final value of 
, 1
ˆ
PV k
P

 as (7.8). 
  , 1 , , 1 , , 1ˆ ˆ ˆmax , . PV k PV T k PV P kP P P    (7.8) 
Once 
, 1
ˆ
PV k
P

 has been estimated as above, the charging rate can be adjusted as shown in Fig. 
7.2.b. However, altering the charging rate continuously as such might not be practical, and it is not 
endorsed by the conventional charging standards. For instance, standard BS EN 61851-23:2014 
dictates that the EV charger is let at least two seconds to adjust the charging rate within the 
allowable tolerance [69]. Therefore, charging rate cannot be readjusted in a less than two-second 
time-frame. Hence, this research proposes a readjustment of charging rate at a time interval of TC, 
which is given by TPV  as shown in (7.9). 
 , , 2, 2PV
C C
T
T nt Z nt T
nt
      (7.9) 
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where TC is the sampling time of the charging rate, and Z
+
 is the set of positive integers. The value 
of TC must be smaller than TPV, and the latter must be a positive integer multiple of the former. In 
other words, a piecewise constant charging strategy is proposed in this exercise, which readjusts the 
charging rate at an interval of TC, instead of TPV, in the time span between two successive PV output 
samples, while complying with (7.9). One such piecewise constant charging strategy is depicted in 
Fig. 7.4. This figure shows that the proposed charging strategy divides the timespan between two 
successive PV samples into nt equally spaced time-slots with a sampling time of TC, where TC must 
comply with the constraints in (7.4). To simultaneously comply with BS EN 61851-23:2014 and 
(7.9), TC can attain a value of either 3, or 5, or 6, or 10, or 15, or 20, or 30 seconds for a PV output 
sampling time (TPV) of one minute (60 seconds). The corresponding nt is calculated as 20, 12, 10, 4, 
3, and 2. The PV outputs in those time-slots are assumed to remain constant, though with different 
values, and they are denoted by 
, ,1
ˆ
PV k
P  ( = PPV,k), , ,2
ˆ
PV k
P ,…,
, ,
ˆ
PV k j
P ,…, 
, ,
ˆ
PV k nt
P  ( = 
, 1
ˆ
PV k
P

). The 
corresponding charging rates Ck,1, Ck,2,..., Ck,i,… Ck,nt is adjusted with respect to these PV outputs. 
The process of adjusting such charging rates will be seen shortly. In contrast, nt is chosen and the 
values of 
, ,1
ˆ
PV k
P , 
, ,2
ˆ
PV k
P ,…,
, ,
ˆ
PV k j
P ,…, 
, ,
ˆ
PV k nt
P  are set as follows. 
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Fig. 7.4 Illustration of the piecewise constant charging strategy. 
Assigned power of the j-th segment (
, ,
ˆ
PV k j
P ) of the piecewise curve in Fig. 7.4 is given by (7.10) 
    , , , ,ˆ 1 , :1PV k j PV k PV k CP P j m T j Z j nt
        (7.10) 
where, mPV,k is the slope of the delayed connecting straight line of PPV,k and , 1
ˆ
PV k
P

, and is calculated 
as: 
 
 
, 1 ,
,
ˆ
.
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PV k PV k
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Equation (7.10) shows that from the present measured PV output (i.e., PPV,k), the future PV outputs 
(i.e., 
, ,1
ˆ
PV k
P , …,
, ,
ˆ
PV k j
P ,…, 
, ,
ˆ
PV k nt
P ) can be predicted without the additional measurements. Such 
scheme enables to control of the charging more frequently and therefore; they can avoid the time-
consuming probabilistic charging. Moreover, they do not need the expensive, error-prone 
meteorological data, which saves money.  
Equation (7.10) further shows that 
, ,
ˆ
PV k j
P  strongly depends on nt and 
, 1
ˆ
PV k
P

. Since 
, 1
ˆ
PV k
P

 also 
depends on MC, the optimal nt and MC must be known in advance. As one of the aims of the 
proposed method is to maximize the PV power harvest, it must be defined regarding nt and MC. As 
such, the PV energy harvest between the k-th and k+1-th samples (
, 1PV k
P

) is defined as per (7.11): 
  , 1 , ,
1
1 ˆ
nt
PV k PV k j C
j
PV
P P T
T


   (7.11) 
One can substitute 
, ,
ˆ
PV k j
P  from (7.10) in (7.11) and rearrange to get (7.12): 
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1 .
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PV PV
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T T nt




   

 (7.12) 
By substituting (7.9) and the summation of the series involved in (7.12) one can find (7.13): 
 
 
 
 , 1 ,,
, 1
ˆ
1
.
1 2
C PV k PV kPV k C
PV k
PV PV
T P PntP T nt nt
P
T T nt


 
  

 (7.13) 
Equation (7.13) can be reduced by substituting (7.9) and rearranging as presented in (7.14): 
 
, , 1
, 1
ˆ
.
2
PV k PV k
PV k
P P
P



  (7.14) 
Thus, (7.14) shows that PV power harvest is independent of nt, which implies that the timespan 
between two successive samples can be divided into as many segments as required, as long as it 
complies with the standard above and (7.9). However, the same equation shows that as the PV 
power harvest is dependent on 
, 1
ˆ
PV k
P

. Therefore, since 
, 1
ˆ
PV k
P

 highly contingent on MC as discussed 
earlier, it can be controlled by controlling MC. Therefore, the engineers need to find the optimal MC 
only. Since 
, 1
ˆ
PV k
P

 can be increased by increasing MC as per (7.2) and (7.7), the PV power harvest 
can be enhanced by increasing MC. However, the increased MC increases the shaded area under the 
PPV,k+1 curve in Fig. 7.2.b, which heightens the PVV in the electric grid. Therefore, the optimal MC 
must be found by optimizing the PVV. Note that this optimization is not necessary if the optimal 
MC is supplied beforehand.  
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2) Modelling EV Load 
Referred to Fig. 7.3, a load model for the EV population is required for performing the charging. 
For the purpose, let, nk+ EV units are charged during the timespan between the k-th and k+1-th 
samples, where PPV,k is measured and ,R kZ  supplied and nk+ is a large number (e.g. , up to 5,800 at 
UQ). The other assumption is that the present μi,k+ and σi,k+ are known. Then, the mean (μi,k,j) and 
SD (σi,k,j) of the combined SOC of the EV population for the first timeslot in Fig. 7.4 are set using 
(7.15): 
 
, , , , , ,;i k j i k i k j i k         (7.15) 
The fair charging strategy, which is presented in Section 3.1.2, subsequently, optimizes PEV,k,j 
regarding scaling factor Sk,j and fairness factor Fk,j and the EV population is delivered with the 
charging power accordingly till the j+1-th timeslot. Due to the delivered charging power as such, 
μi,k,j and σi,k,j increase to higher values, and they are denoted as μi,k,j+1 and σi,k,j+1. Their values are 
updated as with the help of (7.16): 
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 (7.16) 
where e is the efficiency of charging. The optimal scaling factor and fairness factor for the i+1-th 
sub-slot are again calculated based on the updated μi,k,j+1 and σi,k,j+1 and this process continues until j 
= nt is reached. 
3) Optimization of Charging Parameters Fk,j and Sk,j 
For optimizing Fk,j and Sk,j as above, a problem is formulated regarding the PVV, which 
equivalent to the voltage impact index (IV,k,j) developed in Section 6.1, as in (7.17): 
 
 
   
, ,, ,
ˆ, , , ,
,
, , , , , , , , , , , ,
, |
ˆ, 0;0 1;0 1;0 , ;0
 
PV k jk j k j
EV k j k j k j PF S
V k j k j k j k j k j EV k j k j k j PV k j
Max P S F
st I F S F S P F S P      
 (7.17) 
For solving (7.17), a Boolean variable (α) is defined regarding IV,k,j as illustrated in (7.18): 
 
 , , , ,0, , 0
1, .
V k j k j k j
I F S
else

  
 

 (7.18) 
The following steps involving α are followed to solve (7.17). 
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Step 1: Read PPV,k,j, j, nt, Xi,k,j ~ N (μi,k,j, σi,k,j), PC, nk+, Bi 
Step 2: Set Fk,j = 1 and Sk,j = 1; calculate PEV,k,j as per (3.24) in Chapter 3; solve grid; calculate α as 
per (7.18); if α = 0, go to Step 5, else go to Step 3. 
Step 3: Set Fk,j = 0 and Sk,j = 1, ΔFk,j = 0.5, εF = small value (say 10
-4
); calculate PEV,k,j; solve grid; 
calculate α; if α = 0, go to Step 3(a), else go to Step 4. 
(a) Update Fk,j = Fk,j + (-1)
α
 ΔFk,j and ΔFk,j = ΔFk,j/ 2; go to Step 3(b). 
(b) Calculate PEV,k,j; solve grid; calculate α; if ΔyFk,j > εF, go to Step 3(a), else go to Step 5. 
Step 4: Set Fk,j = 0, Sk,j = 0, ΔSk,j = 0.5, εF = small value (say 10
-4
); calculate PEV,k,j; solve grid; 
calculate α; if α = 0, go to Step 4(a), else go to Step 5. 
(a) Update Sk,j = Sk,j + (-1)
α
 ΔSk,j and ΔSk,j = ΔSk,j/ 2; go to Step 4(b). 
(b) Calculate PEV,k,j; solve grid; calculate α; if ΔSk,j > εF, go to Step 4(a), else go to Step 5. 
Step 5: Store Fk,j and Sk,j; update (7.16); move over to the next sample (e.g. – j+1) if j < nt, else 
stop. 
7.2 Estimating and Dispatching V2G Services 
Methods related to the second objective – estimation and dispatch of V2G services – of this 
chapter are developed in this section. As stated, this objective is comprised of two exercises, and 
both of them are discussed chronologically as follows: 
7.2.1 Estimation of V2G Services Capability 
An aggregated V2G capacity model is proposed in this section for business charging taking into 
account the diurnal evolution of the aggregated SOC of the EV population. The diurnal evolution of 
the aggregated SOC is estimated with respect to the parameters associated with the diurnal arriving 
and departing EV populations, delivered SOC and willingness to provide V2G service. 
1) Overview of the Methodology 
The entire diurnal time horizon is first divided into 24/TS equally spaced timeslots (samples) as in 
Fig. 2.3 in Chapter 2, and indexed by k. For instance, for TS = 15 min, k =1, 2, …, 96 per day. The 
aggregated SOC and EV number are updated at the beginning of each timeslot taking into account 
the aggregated SOC of the previous sample and EV numbers in the departing and arriving EV 
populations as well as the willingness to provide the V2G services. Each timeslot is then divided 
into TS/TC equally spaced sub-timeslot, and indexed by j. For example, for TS = 15 min and TC = 5 
min, j =1, 2, 3. A charging/discharging strategy decides whether a certain EV should be charged or 
discharged in a given sub-timeslot based on its SOC. For example, say k = 49. Then, the 
charging/discharging strategy first decides whether the ii-th EV in the EV population should be 
charged or discharged for k = 49 and j = 1. After that the same exercise is extended to k = 49, j = 2 
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and k = 49, j = 3. The V2G capacity is calculated on the basis of this decision, and the aggregated 
SOC has updated accordingly. To do so, the following assumptions are made: 
1) Arriving and departing EV populations, respectively, initiates and terminates charging at the 
beginning and end of each timeslot indexed by k. No charging is initiated or terminated during a 
timeslot. 
2) The Aggregated SOC will increase or decrease due to the charging or discharging in every 
sub-timeslot indexed by j. Therefore, it will be updated after each sub-timeslot, and the subsequent 
charging/discharging decision will be taken on the basis of this aggregated SOC. 
2) Classification of EV Population 
The EV population is divided into two categories, namely 1) the EV population willing to 
provide V2G service, and 2) the EV population unwilling two provide the V2G service.  
3) Methodology 
The proposed methodology is defined in line with the assumptions made above and clustering 
undertaken in Table 3.1 in Chapter 3. As such, suppose, Xi denotes the aggregated SOC i-th cluster 
of the EV population. Its value for the k-th timeslot (Xi,k) is the dynamically weighted summation of 
the arriving (XA,i,k) and departing (XD,i,k) aggregated SOC and delivered SOC (Xdel,k). Referred to 
Fig. 7.5, the probability density function (PDF) of Xi,k is contingent on Xi,k-1, XA,i,k, XD,i,k and Xdel,i,k. 
Last sample?
End
sample = 
sample +1
No. of departing EVs 
and their aggregate SOC
Yes
Charging and 
discharging strategy
Calculate charging power 
and V2G capacity
Start
Initial aggregate SOC and 
EV number; sample = 0
Updated aggregate SOC 
and EV number
Update aggregate SOC and 
EV number 
No. of arriving EVs and 
their aggregate SOC 
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Segregate charging and 
discharging EV population
Update aggregate SOC
Last sub-
sample?
sub-sample = sub-
sample + 1
Decision whether to charge 
or discharge
Willingness to provide 
V2G service
No
Yes
No
 
Fig. 7.5 Overview of the proposed methodology. 
According to the authors in [53], the SOC PDF of a single EV follows a Lognormal distribution. 
Therefore, the aggregated PDF of the initial SOC (Xi,0) must also be a Lognormal distribution. 
Likewise, the practical arrival and departure aggregated SOC data provided in [45] show that they 
can be fitted with Lognormal PDFs too. Therefore, if Xdel,i,k is constant or Lognormal, Xi,k can be 
approximately presented by a Lognormal for all the timeslots. To update the diurnal evolution of 
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such a Lognormal Xi,k and the evolution of the number of EV, the following mathematical 
formulations below are used: 
Mathematical Formulations Used: If X is a Lognormal random variable with arithmetic mean and 
SD of m and s, respectively, its mean (μ) and SD (σ) can be calculated using (7.19):  
 
2 2
22 2
ln ; ln 1
m s
mm s
 
   
      
   
    (7.19) 
On the other hand, if μ and σ are provided, m and s can be calculated with the help of (7.20): 
  
2
2 2
1
22 ; 1m e s e e
 
  

      (7.20) 
Using (7.19) – (7.20), the following two mathematical formulations are devised: 
Formulation 1: let, X and Y, respectively, be two Lognormal random variables with n and m of 
samples. For example, if X represents the aggregated SOC of 1,000 EVs, then n = 1,000. If n and m 
samples together create another Lognormal random variable Z with n + m samples, it can be defined 
as in (7.21): 
 Z X Y   (7.21) 
However, no closed-form analytical expression of (7.21) can be obtained. Therefore, it is solved as 
follows with the assumption that mX, mY, mZ, and sX, sY, sZ, respectively, be the means and SDs of X, 
Y, Z: 
Step 1: calculate μX, μY, σX, and σY using mX, mY, sX, and sY as per (7.19).  
Step 2: generate n random samples from X = Lognormal(μX, σX
2
), and define a 
matrix  1, ,X nM x x . 
Step 3: generate m random samples from X = Lognormal(μY, σY
2
), and define a 
matrix  1, ,Y nM y y . 
Step 4: append MX and MY as  X YM M M    . 
Step 5: find mZ, and sZ as 
    ;Y Ym E M s Var M    .  
Step 6: find μZ and σZ as per (7.19) using mZ and sZ. For more robust results, μZ and σZ are calculated 
for a large number of times (e.g., 1,000 times), and their averages are obtained.  
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Formulation 2:  let, X be a Lognormal random variable with given arithmetic mean (mX) and SD 
(sX), and the probability of a sample of X (i.e., iix X ), to undergo another event (e.g., will be 
willing to provide V2G service, will terminate the charging, will start charging) is given by pii. If 
the Z represents the transformation of X regarding any of these events, the mean (mZ) and SD (sZ) of 
Z is calculated as (7.22.a): 
 
  
 
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1 1
1 1
1
; .
1
n n
ii ii ii ii ii X
ii ii
Z n Z n
ii ii ii
ii ii
p x p p x m
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 
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    (7.22.a) 
Suppose, n samples of pii form a Lognormal random variable Y with a mean (mY) and SD (sY) as 
(7.22.b): 
  
2
1 1
1 1
; .
n n
Y ii Y ii Y
ii ii
m p s p m
n n 
       (7.22.b) 
Then, (7.22.a) can be rewritten in the form of (7.23): 
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    (7.23) 
To solve (7.23), define X and Y regarding two independent unit random variables (i.e., u1, u2) 
with means 0 and SDs 1 as depicted in (7.24): 
 
2
1 2 1
1 ;
X X X Y Y
X bu u b Y u              (7.24) 
where μX, μY, σX, and σY are calculated using mX, mY, sX, and sY as per (7.19), and  1,1b   is the 
bias of ρi towards the higher value of xii. For example, if xii with a higher value is more likely to 
undergo the events mentioned above, ρi will attain a positive value and vice versa. Using (7.24), one 
can solve (7.23) with some arduous mathematical operations to find (7.25.a) and (7.25.b): 
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Then, μZ and σZ are calculated as per (7.19) using mZ and sZ. Since mZ and sZ are calculated using 
closed-form expressions. These formulations are employed to update SOC and number of EVs after 
new arrival and new departure as follows: 
Updating SOC of the remaining EV population after new departure: The following two steps are 
used to update the aggregated SOC of the remaining EV population after new departure: 
Step 1: Suppose, the aggregated SOC just before the departure of nD,k number of EVs be denoted 
by Xi,k- = Lognormal(μi,k-, σi,k-
2
) with given arithmetic mean (mi,k-) and SD (si,k-). If the probability 
that the ii-th EV with SOC 
, , ,ii i k i k
x X
 
  will not terminate charging is given by pii,i,k-, the 
aggregated SOC of the remaining EV population can be defined as Xi,k = Lognormal(μi,k, σi,k
2
). If the 
random variable containing all the pii,i,k- be denoted by Yp,i,k- = Lognormal(μp,i,k, σp,i,k
2
) with given 
arithmetic mean (mp,i,k) and SD (sp,i,k), the arithmetic mean (mi,k) and SD (si,k) of Xi,k can be updated 
as per Formulation 2. The assumption is that μX = μi,k-, σX =  σi,k-, μY = μp,i,k, σY =  σp,i,k, μZ = μi,k, σZ =  
σi,k, and b = bi,k- = Corr (Xi,k-, Yp,i,k-). Subsequently, μi,k and σi,k is estimated using the updated mi,k 
and si,k as per (7.19). 
However, since the EV population has been divided into two categories as above, Xi,k-, Xi,k, and 
Yp,i,k- will consist of two components, namely the willing components (i.e., 
W
Xi,k-, 
W
Xi,k, and 
W
Yp,i,k-) 
and unwilling components (i.e., 
U
Xi,k-, 
U
Xi,k, and 
U
Yp,i,k-). Thus, Formulation 2 is performed for both 
sets of components to find 
W
mi,k and 
W
si,k, and 
U
mi,k and 
U
si,k. The assumptions are that μX = 
Wμi,k-, σX 
=  
Wσi,k-, μY = 
Wμp,i,k, σY =  
Wσp,i,k, μZ = 
Wμi,k, σZ =  
Wσi,k, and b = 
W
bi,k- = Corr (
W
Xi,k-, 
W
Yp,i,k-) for the 
willing components, and μX = 
Uμi,k-, σX =  
Uσi,k-, μY = 
Uμp,i,k, σY =  
Uσp,i,k, μZ = 
Uμi,k, σZ =  
Uσi,k, and b = 
U
bi,k- = Corr (
U
Xi,k-, 
U
Yp,i,k-) for the unwilling components. The other assumptions are presented in 
the forms of (7.26.a) and (7.26.b): 
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 , , .
W U
i k i kb b   (7.26.b) 
Subsequently, 
Wμi,k, 
Wσi,k, 
Uμi,k and 
Uσi,k are calculated from 
W
mi,k, 
W
si,k, 
U
mi,k and 
U
si,k using (7.19). 
It is noted that 
Wμi,k-, 
Wσi,k-, 
Uμi,k-, and 
Uσi,k are known from the previous steps, and 
Wμp,i,k, and 
Uμp,i,k can be estimated directly from the EV population as in (7.26.a), but 
Wσp,i,k, 
W
bi,k-, 
Uσp,i,k, and 
U
bi,k- cannot be calculated separately in a similar manner. However, if the relevant historical data are 
supplied in advance, their products 
Wσp,i,k
W
bi,k- and 
Uσp,i,k
U
bi,k- can be estimated using (7.25.a). 
Step 2: similary, the aggregated departing SOC XD,i,k = Lognormal(μD,i,k, σD,i,k
2
) with given 
arithmatic mean (mD,i,k) and SD (sD,i,k), of the departing EV population will contain two 
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components, namley the willing components (i.e., 
W
XD,i,k) with given arithmatic mean (
W
mD,i,k) and 
SD (
W
sD,i,k), and unwilling components (i.e., 
U
XD,i,k) with given arithmatic mean (
U
mD,i,k) and SD 
(
U
sD,i,k). Thus, 
W
mD,i,k, 
W
sD,i,k, 
U
mD,i,k, and 
U
sD,i,k are calculated as per Formulation 2 with the 
assumptions that μX = 
Wμi,k-, σX =  
Wσi,k-, μY = 1 - 
Wμp,i,k, σY =  
Wσp,i,k, μZ = 
WμD,i,k, σZ =  
WσD,i,k, and b = 
- 
W
bi,k- = - Corr (
W
Xi,k-, 
W
Yp,i,k-) for the willing components, and μX = 
Uμi,k-, σX =  
Uσi,k-, μY = 1 - 
Uμp,i,k, 
σY =  
Uσp,i,k, μZ = 
UμD,i,k, σZ =  
UσD,i,k, and b = - 
U
bi,k- = - Corr (
U
Xi,k-, 
U
Yp,i,k-). The assumptions made in 
(7.26.a) and (7.26.b) are also employed here. Finally; 
WμD,i,k, 
WσD,i,k, 
UμD,i,k, and 
UσD,i,k updated using 
the calculated 
W
mD,i,k, 
W
sD,i,k, 
U
mD,i,k, and 
U
sD,i,k as per (7.19). 
Step 3: the EV number (nk) is updated as per (7.27) 
 1 ,k k D kn n n   (7.27) 
Updating the aggregated SOC of the augmented EV population after new arrival: The following 
three steps are employed to update the aggregated SOC of the augmented EV population after new 
arrival: 
Step 1: out of nA,k arriving EVs with an clustered aggregated SOC of XA,i,k = Lognormal(μA,i,k, 
σA,i,k
2
) with given arithmatic mean (mA,i,k) and SD (sA,i,k), only a portion of it would be willing to 
provide the V2G service. Let, the willingness factor that the ii-th EV with an arriving SOC 
, , , , ,A ii i k A i k
x X  will be willing to provide the V2G service be given by wii,i,k, and all the values of 
wii,i,k represented by another random variable Wi,k = Lognormal(μW,i,k, σW,i,k
2
) with given arithmatic 
mean (mW,i,k) and SD (sW,i,k). Also, let the aggregated SOCs of the willing and unwilling EV 
populations, respectively, are defined by 
W
XA,i,k = Lognormal(
WμA,i,k, 
WσA,i,k
2
) with given arithmatic 
mean (
W
mA,i,k) and SD (
W
sA,i,k) and 
U
XA,i,k = Lognormal(
UμA,i,k, 
UσA,i,k
2
) with given arithmatic mean 
(
U
mA,i,k) and SD (
U
sA,i,k). Then, 
W
mA,i,k and 
W
sA,i,k can be estimated as per Formulation 2 with the 
assumption that μX = μA,i,k, σX =  σA,i,k, μY = 
WμW,i,k, σY =  
WσW,i,k, μZ = 
WμA,i,k, σZ =  
WσA,i,k, and b = bA,i,k 
= Corr (XA,i,k, Wi,k). Similarly, 
U
mA,i,k and 
U
sA,i,k can be estimated with the assumption that μX = μA,i,k, 
σX =  σA,i,k, μY = 1 - 
WμW,i,k, σY =  
UσW,i,k = 
WσW,i,k, μZ = 
UμA,i,k, σZ =  
UσA,i,k, and b = - bA,i,k = - Corr 
(XA,i,k, Wi,k). Finally; 
WμA,i,k,
WσA,i,k, 
UμA,i,k and 
UσA,i,k are updated with the help of the estimated 
W
mA,i,k,
W
sA,i,k, 
U
mA,i,k and 
U
sA,i,k as per (7.19). 
It is noted that  , , 1,1A i kb    is the bias of wii,i,k towards higher SOC and usually, it should attain a 
positive value, i.e., an EV with higher arriving SOC will be more willing to provide V2G service. 
The value of 
WμW,k is calculated for the willing EV number nW,k using (7.28): 
 
,
, ,
,
W k
W i k
A k
n
n
   (7.28) 
187 
 
The values of mA,i,k and sA,i,k need to be predicted, and mW,i,k is estimated from the historical data. 
However, sW,i,k and bA,i,k cannot be predicted separately in a similar manner. However, if the 
relevant historical data are supplied in advance, their product sW,i,kbA,i,k can be estimated using 
(7.25.a).  
Step 2: because of the arrival of nA,k EVs, nk increases to a new value nk+, and it is updated as per 
(7.29): 
 ,k k A kn n n    (7.29) 
Step 3: the clustered aggregated SOC of the augmented EV population with the size nk+ will 
consist of two components, namely 
W
Xi,k+ = Lognormal(
Wμi,k+, 
Wσi,k+
2
) with given arithmatic mean 
(
W
mi,k+) and SD (
W
si,k+) and 
U
Xi,k+ = Lognormal(
Uμi,k+, 
Uσi,k+
2
) with given arithmatic mean (
U
mi,k+) 
and SD (
U
si,k+). The values of 
W
mi,k+, 
W
si,k+, 
U
mi,k+, and 
U
si,k+ can be estimated with the help of 
Formulation 1, with the help of the updated values after new departure and Step 1 in this section. As 
such, 
W
mi,k+ and 
W
si,k+ are updated as per Formulation 1 with the assumption that mX = 
W
mi,k, mY = 
W
mA,i,k, sX = 
W
si,k, and sY = 
W
sA,i,k. Similarly, 
U
mi,k+, and 
U
si,k+ are calculated assuming that mX = 
U
mi,k, 
mY = 
U
mA,i,k, sX = 
U
si,k, and sY = 
U
sA,i,k. Finally; 
Wμi,k+, 
Wσi,k+, 
Uμi,k+, and 
Uσi,k+ are updated using the 
estimated 
W
mi,k+, 
W
si,k+, 
U
mi,k+, and 
U
si,k+ using (7.19). 
Estimating V2G capacity with the help of a charging strategy: As discussed earlier, the time 
between two samples k and k+1 (i.e., TS) is now divided into TS/TC sub-timeslots and indexed by j 
and the charging and discharging is successively performed in these sub-timeslots and 
Wμi,k+ and 
Wσi,k+ are updated accordingly. The updated 
Wμi,k+ and 
Wσi,k+ for the j-th sub-timeslot (i.e. sub-
sample) are, respectively, denoted by 
Wμi,j,k+ and 
Wσi,j,k+. An aggregate SOC based charging strategy 
is proposed in this section based on 
Wμi,j,k+ and 
Wσi,j,k+ as in Fig. 7.6.  
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Fig. 7.6 An aggregate SOC based charging and discharging (V2G) strategy. 
This strategy guarantees that the departing EV population at the beginning of the next timeslot (i.e., 
k+1-th timeslot) will be delivered with a minimum SOC of XDes,del. That is the mean of arrival SOC 
will be increased by XDes,del for the duration of stay at the charging facilities. The mean (μDes,del) of 
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XDes,del can be dynamically optimized with respect to the grid constraints and costs. However, in this 
section, it is assumed that μDes,del is predefined and calculated using (7.30). 
 ,
,
100.Des del
R i
d
d
    (7.30) 
where, d and dR,i, respectively, are the daily driving distance and the driving range of EV. Thus, the 
V2G power (Pj,k) can be estimated as per Fig. 7.36 using (7.31). 
  
, , , ,
2
, , , 1, , , , , , , , , ,
1
, ,
M
W W
i j k A i Des del
n
W W W W
j k C k i W i k k j i j k i j k i j k i j k
i x
P P n u f x d x
 
   


    
  
 
    
 
 (7.31) 
where PC is the rated charging power permitted by the EV charger [6]; and  
  , , , , ,1 , ,2 , , 1, ,
1, arg ( 2 )
; ... ;
0,
W W W W W W
k j k j A i A i A i A i k k j
if disch ing V G
x X Max u
else
   

   

    
     
  
 
Equation (7.31) can be evaluated in closed-form as illustrated in (7.32): 
 
 , , , ,
, , , 1, ,
21
, ,
ln1 1
2 2 2
W W
ne A i Des del i j k
j k C k i W i k k j
Wi
i j k
P P n u erf
  
 





   
   
  
  
 (7.32) 
where erf is the Error function and its purpose is to calculate the cumulative distribution function 
(CDF) for a given value of Wxi,j,k+ [187]. Due to the charging/discharging 
Wμi,j,k+ and 
Wσi,j,k+ are 
going to evolve between j-th and j+1-th timeslots to 
Wμi,j+1,k+ and 
Wσi,j+1,k+, and they are updated as 
(7.33.a) and (7.33.b): 
 
 
 
, , , ,
, 1, 1, , 2, , 2, , 1, , , ,
2
, ,
ln50
2
W W
A i Des del i j kW WC C
i j k k j k j k j k j i j k
W
i i j k
P T
u u erf u u
B
  
 


  

   
      
  
  
(7.33.a) 
 , 1, , ,
W W
i j k i j k     (7.33.b) 
where Bi is the battery capacity and u2,k,j is defined as  
2, ,
1, arg
0, arg
k j
if ch ing
u
if disch ing

 

   
   
 
The 
Wμi,j+2,k+ and 
Wσi,j+2,k+ are then updated similarly until the last sub-timeslot has been reached. 
Their values are then assigned as 
Wμi,j,k+1- and 
Wσi,j,k+1- and the method is repeated until the last 
timeslot has been reached. 
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7.2.2 Dispatching Real-time V2G Service 
The V2G capacity has been estimated in Section 7.2.1 without accounting for the followings: 
1) The causality of the aggregated SOC: the aggregated SOC and in turn the V2G capacity 
during a certain timeslot will be dependent on the charging/discharging activities during the 
previous timeslots. However, this aspect has not been extensively incorporated in Section 7.2.1. 
2) Impact on the grid: the charging power delivered to the EV population is delineated by the 
impact of the EV charging on the grid. Thus, due to the causality of the aggregated SOC as above, 
the V2G capacity will be limited by the impact of the EV charging on the grid. 
3) Role of the unwilling EV population: the role of the unwilling EV population on the 
aggregated SOC and subsequent V2G capacity has not been fully explored. 
4) Minimum QoS: the charging strategy has not investigated whether the departing EV 
population has been catered with the minimum QoS. 
5) Costs and revenues: costs and revenues involved have not been incorporated in Section 7.2.1. 
Therefore, a methodology to dispatch V2G service in real-time addressing the shortcomings above 
has been developed in this section. Energy arbitraging under the umbrella of an aggregator has been 
nominated as the designated V2G service [129]. Energy arbitraging refers to charging the EV 
population when the cost is higher while discharging the EV population when the market clearing 
price of the energy market is higher so as to maximize the revenue. 
Suppose, at 12:00 pm, the personnel of a charging station (CS) want to dispatch the EV charging 
and V2G service for next 15 minutes. They have the updated 
Wμi,k+, 
Wσi,k+, 
Uμi,k+, 
Uσi,k+, 
W
mi,k+, 
W
si,k+, 
U
mi,k+, 
U
si,k+, μW,i,k, nk+, and λi in their disposal. Since electricity is dispatched every five 
minutes in the national Electricity Market under the supervision of AEMO, the 15-minute window 
(i.e., timeslot) can be divided into three 5-minute subslots and indexed by j. Depending on the 
whether the EV population is charged and discharged, eight combinations as in Table 7.1 can be 
realized. Therefore, a charging strategy is required to find the optimal combination. 
Table 7.1 Charging and discharging combinations for three subslots 
Combination 1 2 3 4 5 6 7 8 
j = 1 0 0 0 0 1 1 1 1 
j = 3 0 0 1 1 0 0 1 1 
j = 2 0 1 0 1 0 1 0 1 
0 = discharging, 1 = charging. 
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The charging strategy not only has to control the charging/discharging rate in each subplot but 
also must maximize the revenue while maintaining the minimum aggregated SOC of the departing 
EV population to ensure minimum QoS. In order to do so, the charging strategy demands the values 
of 
Wμi,k+, 
Wσi,k+, 
Uμi,k+, 
Uσi,k+, 
W
mi,k+, 
W
si,k+, 
U
mi,k+, and 
U
si,k+ at beginning of each each subslot. The 
assumption is that μW,i,k, nk+, and λi remain constant for the entire 15 minutes (i.e., for all three 
subplots). Since the values of 
Wμi,k+, 
Wσi,k+, 
Uμi,k+, 
Uσi,k+, 
W
mi,k+, 
W
si,k+, 
U
mi,k+, and 
U
si,k+ are already 
known at the beginning of the first subslot (i.e., j = 1), their values at the beginning of the second 
(i.e., j = 2) and third (i.e., j = 3) subslots need to be predicted. Also, the aggregated SOC of the 
departing EV population after the third subslot has to be predicted, with the assumption that no EV 
will initiate or terminate charging after the end of the first and second subslots. In addition, a 
business model encompassing the costs and revenues must be developed. This prediction models 
and business models are developed as follows: 
1) Aggregated SOCs at the beginning of the first, second and third subslots, and charging 
power 
The values of 
Wμi,k+, 
Wσi,k+, 
Uμi,k+, 
Uσi,k+, 
W
mi,k+, 
W
si,k+, 
U
mi,k+, and 
U
si,k+ at the beginning of the 
first, second, and third subslots are indexed by  1,3j  as: Wμi,j,k, Wσi,j,k, Uμi,j,k, Uσi,j,k, Wmi,j,k, Wsi,j,k, 
U
mi,j,k, and 
U
si,j,k. Also, the end of the third subslot (i.e., the start of the first subslot of the (k+1)-th 
timeslot) is indexed by j = 4. Thus, 
Wμi,j,k, 
Wσi,j,k, 
Uμi,j,k, 
Uσi,j,k, 
W
mi,j,k, 
W
si,j,k, 
U
mi,j,k, and 
U
si,j,k are 
calculated for  1,4j  as: 
For j = 1, their values are set using (7.34): 
 
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, 1
, 1
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i j k i j k i j k i j k i k i k i k i k
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m s m s m s m s j
          
   
        
        
  
  
 (7.34) 
In contrast, if the EV population is charged, 
W
mi,j,k, 
W
si,j,k, 
U
mi,j,k, and 
U
si,j,k are calculated with the 
help of the fair charging strategy (FCS) presented in Section 3.1.2 for  2,4j  as in (7.35.a) – 
(7.35.d): 
 
   
 
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1 100 1
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i j k i j k
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W
BC C C i j k i j kW
i j k
i
e P T S
m e j
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 
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 
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e P F S T
BW
i j ks e e j
 

  
 

  
   
 
      (7.35.b) 
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where Si,j,k and Fi,j,k, respectively, are the scaling and fairness factors during the j-th subslot, eC is 
the charging efficiency, and , ,
W
i j k  and , ,
U
i j k , respectively, are the CDF of , ,
W
i j kX  and , ,
U
i j kX . 
The values of 
Wμi,j,k, 
Wσi,j,k, 
Uμi,j,k, and 
Uσi,j,k are subsequently calculated using the updated 
W
mi,j,k, 
W
si,j,k, 
U
mi,j,k, and 
U
si,j,k as per (7.19). The aggregated charging power is estimated with the help of 
(7.36): 
      
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(7.36) 
On the other hand, if the EV is nominated to be charged, the same FCS cannot be used. To 
eradicate this issue, a new fair discharging strategy (FDS) as in Fig. 7.7 is proposed. 
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Fig. 7.7 The proposed FDS with a flat discharging strategy proposed in [34]. 
Using this discharging strategy, 
W
mi,j,k, 
W
si,j,k, 
U
mi,j,k, and 
U
si,j,k are updated using (7.37.a) – 
(7.37.d): 
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  , , , 1, , 2,4
U U
i j k i j km m j    (7.37.c) 
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  , , , 1, , 2,4
U U
i j k i j ks s j    (7.37.d) 
The values of 
Wμi,j,k, 
Wσi,j,k, 
Uμi,j,k, and 
Uσi,j,k are subsequently calculated using the updated 
W
mi,j,k, 
W
si,j,k, 
U
mi,j,k, and 
U
si,j,k as per (7.19). The aggregated discharging power (i.e., V2G service) is 
estimated as (7.38): 
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2) Aggregated SOCs of the departing EV population 
One of the constraints of the V2G service is to ensure a minimum SOC of the departing willing 
EV population. In order to do so, the mean and SD of the departing willing EV population is 
measured from the predicted 
W
mi,j,k and 
W
si,j,k for j = 4 (i.e., 
W
mi,4,k, 
W
si,4,k) as follows: 
If the probability that the ii-th EV with SOC  2, ,4, ,4, ,4, ,4,,
W W W W
ii i k i k i k i k
x X Lognormal     will 
terminate charging is given by 
, ,4,
W
ii i k
p , the aggregated SOC of the departing EV population can be 
defined as 
W
XD,i,k = Lognormal(
WμD,i,k, 
WμD,i,k
2
) with given arithmetic mean (
W
mD,i,k) and SD (
W
sD,i,k). 
If the random variable containing all the 
, ,4,
W
ii i k
p  be denoted by WYp,i,4,k- = Lognormal(
Wμp,i,4,k, 
Wσp,i,4,k
2
) with given arithmetic mean (
W
mp,i,4,k) and SD (
W
sp,i,4,k), 
W
mD,i,k and 
W
sD,i,k can be updated as 
per Formulation 2. The assumption is that μX = 
Wμi,4,k, σX = 
Wσi,4,k, μY = 
Wμp,i,4,k, σY = 
Wσp,i,4,k, μZ = 
WμD,i,k, σZ =  
WσD,i,k, and b = 
W
bi,k = Corr (
W
Xi,4,k, 
W
Yp,i,4,k). Subsequently, 
WμD,i,k and 
WσD,i,k are 
estimated using 
W
mD,i,k and 
W
sD,i,k as per (7.19).  
3) Business model 
The business model regarding V2G service proposed in [34] has been adopted in this research. In 
addition, the aggregated loss in the grid, which has been overlooked in the mentioned reference, has 
been incorporated into the business model. Such a revamped business model is presented in (7.39). 
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                 
  
              3
1j
 
  
 
(7.39) 
where ϒIm,j,k, ϒEV,j,k, ϒC,j,k, and ϒI,j,k, respectively, are the per kWh tariff for importing power, 
revenue for selling power to EV, market clearing price in the energy market, and incentive to the 
EV population for supplying V2G service; 
,Ls EV
P  is the additional loss in the grid caused by the 
EV; 
, 2Ls V G
P  is the loss in the grid reduced by the V2G service; and uj,k is the charging/discharging 
status presented in Table 7.1. 
193 
 
4) Finding Optimal Charging Parameters and Charging Direction 
An optimization problem is formulated encompassing Kk, 
W
mD,i,k. Si,j,k, Fi,j,k, and current (IC,j,k) 
and voltage (IV,j,k) impact indices developed in Chapter 6 as in (7.40). 
    
   
, , , ,,
, , , , ,
, , , , , , , , , , , , , , min , ,
,
1,3 , 0,1 , 0 1, 0 1
, 0, , 0, 100
 
         
      
i j k i j k
k
A S
j k i j k i j k
W W
V j k i j k i j k C j k i j k i j k A i k D i k
R i
Max K
j u F S
st d
I F S I F S m QoS m
d
      


   

 (7.40) 
This is a mixed integer nonlinear problem. Therefore, the optimal combination of uj.k from Table 
7.1 with respect to 
W
mD,i,k is first deduced using the Branch and Bound (BB) algorithm [110]. Then, 
the upper and lower bounds of Si,j,k and Fi,j,k readjusted for the selected optimal combination of uj,k 
to ensure the minimum 
W
mD,i,k. After that, (7.40) is solved using the Genetic Algorithm (GA). Also, 
a Dichotomous search algorithm has been employed to find the optimal combination of uj,k, which 
is outlined as follows: 
An objective function is formulated to find the optimal Fi,j,k and Si,j,k in regards to IV,j,k and IC,j,k as 
(7.41), where j is given, e.g., j = 1, or j = 2, or j = 3. 
  
   , , , ,
, , , ,
, , , , ,
,
, , , , , , , , , , , ,
0 1, 0 1
min , ;
, 0, , 0
   
 
   i j k i j k
i j k i j k
j k i j k i j k
A S
V j k i j k i j k C j k i j k i j k
F S
P F S st
I F S I F S
   
 
 
 (7.41) 
The search algorithm is designed in a way that it first tries to find the optimal Fi,j,k in the range of 0 
to 1. If no optimal value as such has been found, it tries to find the optimal Si,j,k in the range of 0 to 
1, by setting Fi,j,k to zero. The involved steps of the proposed search algorithm are: 
1(a). If 
, , , , , , , , , , , ,
1, 1 1, 1 0
V j k i j k i j k C j k i j k i j k
I F S I F S , set Si,j,k = 1, Fi,j,k = 1, go to 3. 
Otherwise, go to 1(b). 
1(b). If
, , , , , , , , , , , ,
0, 1 0, 1 0
V j k i j k i j k C j k i j k i j k
I F S I F S , define
, ,i j k
y F and its range of 
uncertainty [yL, yU]. Set yL = 0, yU = 1, Si,j,k = 1; go to 2. Otherwise, go to 1(c). 
1(c). If 
, , , , , , , , , , , ,
0, 0 0, 0 0
V j k i j k i j k C j k i j k i j k
I F S I F S , define 
, ,i j k
y S  and its Range 
of uncertainty [yL, yU]. Set yL = 0, yU = 1, Fi,j,k = 0, go to 2. Otherwise, set Si,j,k = 0, Fi,j,k = 0. 
2. Solution of y can be located by progressively reducing the Range of uncertainty (RoU) until a 
sufficiently small range is obtained. Let, 
, , , , , , , , , , , ,
, ,
V j k i j k i j k C j k i j k i j k
f y I F S I F S  be obtained for 
two points of y, e.g. – ya, yb. Then, it may give rise to three possibilities as evinced in (7.42): 
194 
 
 : ; : ; : ;
a b a b a b a b
I f y f y II f y f y III f y f y y y          (7.42) 
For all three cases, y can be located using the following inequalities in (7.43): 
 : ; : ; :
L a a b L b a U a b
I y y y or y y y y y y II y y y III y y y        (7.43) 
For the centre (y1) of RoU, f(y) is evaluated at ya and yb whose values are set as (7.44): 
 
1 1 0
; ; , 0
2 2
a b
y y y y        (7.44) 
The same procedure is repeated by assuming a new centre point (y2) of the reduced RoU. The 
procedures are continued until the RoU becomes sufficiently small to find y as (7.45): 
 
2
L U
y y
y  (7.45) 
The steps of the solution methodology of (7.41) encomppassing the Dichotomous search 
algorithm above are preented chronologically as follows:  
Step 1: choose one of the EV clusters of the EV population and assume that the entire EV 
population is constituted by this cluster, i.e., i = nM = 1 and λ1 = 1. Read 
Wμ1,k+, 
Wσ1,k+, 
Uμ1,k+, 
Uσ1,k+, 
W
m1,k+, 
W
s1,k+, 
U
m1,k+, 
U
s1,k+, μW,1,k, nk+, and λ1. Calculate 
Wμ1,1,k, 
Wσ1,1,k, 
Uμ1,1,k, 
Uσ1,1,k, 
W
m1,1,k, 
W
s1,1,k, 
U
m1,1,k, and 
U
s1,1,k as per (7.34) and subsequently (7.19). Find the optimal P1,k, F1,1,k and S1,1,k as per 
(7.41) assuming u1,k = 1. Update 
Wμ1,2,k, 
Wσ1,2,k, 
Uμ1,2,k, 
Uσ1,2,k, 
W
m1,2,k, 
W
s1,2,k, 
U
m1,2,k, and 
U
s1,2,k as per 
(7.35) and subsequently (7.19). Find the optimal P2,k, F1,2,k and S1,2,k as per (7.41) assuming u2,k = 1. 
Update 
Wμ1,3,k, 
Wσ1,3,k, 
Uμ1,3,k, 
Uσ1,3,k, 
W
m1,3,k, 
W
s1,3,k, 
U
m1,3,k, and 
U
s1,3,k as per (7.35) and subsequently 
(7.19). Find the optimal P3,k, F1,3,k and S1,3,k as per (7.41) assuming u3,k = 1. Update 
Wμ1,4,k, 
Wσ1,4,k, 
Uμ1,4,k, 
Uσ1,4,k, 
W
m1,4,k, 
W
s1,4,k, 
U
m1,4,k, and 
U
s1,4,k as per (7.35) and subsequently (7.19). Calculate 
W
mD,i,k and 
W
sD,i,k. Also, calculate means (i.e., 
W
mD,1,2,k, 
 W
mD,1,2,k, 
W
mD,1,3,k) of the hypothetical 
departing EV poplation, respectively, related to 
W
m1,2,k and 
W
s1,2,k, 
W
m1,2,k and 
W
s1,2,k, and 
W
m1,3,k and 
W
s1,3,k in a similar manner. Define Uk = [u1,k u2,k u3], F1,k = [F1,1,k  F1,2,k  F1,3,k], S1,k = [S1,1,k  S1,2,k  
S1,3,k], Pk = [P1,k P2,k P3,k], and  ,1, min ,1/ 100
W W
A k R Tar
m Q d d m  . Also, define the lower and upper 
bounds of F1,k and F1,k, respectively, as 
l
F1,k = [0 0 0] and 
l
S1,k = [0 0 0], and 
u
F1,k = [1 1 1] and 
u
S1,k 
= [1 1 1]. Read 
MϒC,k = [ϒC,1,k ϒC,2,k ϒC,3,k], d, dR,1, QoSmin, B1, eC, PC, TC, and 
W
mA,1,k. Then, the 
following four cases can arise: 
1) If 
,1, ,1,3, ,1,
&W W W W W
Tar D k D k Tar D k
m m m m m    go to Step 2, else go to Step 1(2). 
2) If 
,1,2, ,1,3,
W W W
D k Tar D k
m m m   go to Step 3, else go to Step 1(3). 
195 
 
3) If 
,1,1, ,1,2,
W W W
D k Tar D k
m m m   go to Step 4, else go to Step 1(4). 
4) Go to Step 5. 
Step 2: no further optimization is required. Calculate Kk as per (7.39). Go to Step 6. 
Step 3: two cases satisfy the constraint in Step 1(2), and they are: 
 1) no more optimization required for the values found in Step 1. Calculate Kk and define it 
1
Kk. 
2) find the index of minimum 
MϒC,k and denote it by jj. Set Uk(jj) = 0 and F1,k(jj) = 0. Update 
W
mD,i,k and 
W
sD,i,k with the new values of Uk, F1,k, and S1,k. If ,1,
W W
Tar D k
m m , set F1,k(jj) = 1. Set 
u
F1,k 
= F1,k, and 
l
S1,k = F1,k. Solve (7.40) using GA to find the optimal F1,k, and S1,k with the bounds 
l
F1,k, 
l
S1,k, 
u
F1,k, and  
u
S1,k , and subsequently, calculate Pk = [P1,k P2,k P3,k]. Calculate Kk and defined it 
2
Kk. 
Choose the largest of 
1
Kk and 
2
Kk, and corresponding Uk, F1,k, S1,k, and Pk. Go to Step 6.  
Step 4: four cases satisfy the constraint in Step 1(3), and they are: 
1) no further optimization required for the values found in Step 1. Calculate Kk and define it 
1
Kk. 
2) define jM = [1 2 3]. Find the index of minimum 
MϒC,k and denote it by jj. Set jM(jj) = [], and 
subsequently, set Uk(jj) = 1, Uk(jM(1)) = 1, Uk(jM(2)) = 0, and F1,k(jM(2)) = 0. Update 
W
mD,i,k and 
W
sD,i,k with the new values of Uk, F1,k, and S1,k. If ,1,
W W
Tar D k
m m , set F1,k(jM(2)) = 1. Set 
u
F1,k = F1,k, 
and 
l
S1,k = F1,k. Solve (7.40) using GA to find the optimal F1,k, and S1,k with the bounds 
l
F1,k, 
l
S1,k, 
u
F1,k, and  
u
S1,k , and subsequently, calculate Pk = [P1,k P2,k P3,k]. Calculate Kk and define it as 
2
Kk. 
3) the entire method in Step 4(3) is repeated here, except for setting Uk(jj) = 1, Uk(jM(1)) = 0, 
Uk(jM(2)) = 1, and F1,k(jM(1)) = 0, and denoting the dalculated Kk and define it as 
3
Kk. 
4) define jM = [1 2 3]. Find the index of minimum 
MϒC,k and denote it by jj. Set jM(jj) = 
[],
MϒC,k(jj) = [], and subsequnetly, set Uk(jj) = 1, Uk(jM(1)) = 0, Uk(jM(2)) = 0. Find minimum and 
maximum indices of 
MϒC,k and denote them by jj and jjj, respectively.  
 a) set F1,k(jM(jj)) = 0. Update 
W
mD,i,k and 
W
sD,i,k with the new values of Uk, F1,k, and S1,k. If 
,1,
W W
Tar D k
m m , set F1,k(jM(jj)) = 1, 
u
F1,k = F1,k, and 
l
S1,k = F1,k. Otherwise, go to Step 4(4.b). 
b) set S1,k(jM(jj)) = 0. Update 
W
mD,i,k and 
W
sD,i,k with the new values of Uk, F1,k, and S1,k. If 
,1,
W W
Tar D k
m m , set S1,k(jM(jj)) = 1, 
u
F1,k = F1,k, 
l
S1,k = F1,k, and 
u
S1,k = S1,k. Else, go to Step 4(4.c). 
c) set F1,k(jM(jjj)) = 0. Update 
W
mD,i,k and 
W
sD,i,k with the new values of Uk, F1,k, and S1,k. If 
,1,
W W
Tar D k
m m , set F1,k(jM(jjj)) = 1, 
u
F1,k = F1,k, 
l
S1,k = F1,k, and 
u
S1,k = S1,k. Else, go to Step 4(4.d). 
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d) set S1,k(jM(jjj)) = 0. Update 
W
mD,i,k and 
W
sD,i,k with the new values of Uk, F1,k, and S1,k. If 
,1,
W W
Tar D k
m m , set S1,k(jM(jjj)) = 1, 
u
F1,k = F1,k, 
l
S1,k = F1,k, and 
u
S1,k = S1,k. Else, go to Step 4(4.e). 
e) set 
u
F1,k = F1,k, 
l
S1,k = F1,k, and 
u
S1,k = S1,k. 
 Solve (7.40) using GA to find the optimal F1,k, and S1,k with the bounds 
l
F1,k, 
l
S1,k, 
u
F1,k, and  
u
S1,k 
, and subsequently, calculate Pk = [P1,k P2,k P3,k]. Calculate Kk and define it as 
4
Kk. 
Choose the largest of 
1
Kk, 
2
Kk, 
3
Kk and 
4
Kk and corresponding Uk, A1,k, S1,k, and Pk. Go to Step 6. 
Step 4: BB technique cannot reduce the number of combinations for this. Therefore, all the cases 
in Table 7.1 are considered here. 
1) no further optimization required for the values found in Step 1. Calculate Kk and define it 
1
Kk. 
2) set Uk = [0 0 1] and find 
2
Kk, F1,k, S1,k, and Pk as per Step 4(4). 
3) set Uk = [0 1 0] and find 
3
Kk, F1,k, S1,k, and Pk as per Step 4(4). 
4) set Uk = [1 0 0] and find 
4
Kk, F1,k, S1,k, and Pk as per Step 4(4). 
5) set Uk = [0 1 1] and find 
5
Kk, F1,k, S1,k, and Pk as per Step 4(2). 
6) set Uk = [1 0 1] and find 
6
Kk, F1,k, S1,k, and Pk as per Step 4(2).  
7) set Uk = [1 1 0] and find 
7
Kk, F1,k, S1,k, and Pk as per Step 4(2). 
8) set Uk = [0 0 0]. Set 
8
Kk = 0, F1,k = [0 0 0], S1,k = [0 0 0], and Pk = [0 0 0].  
Choose the largest of 
1
Kk, 
2
Kk, 
3
Kk, 
4
Kk, 
5
Kk, 
6
Kk, 
7
Kk, 
8
Kk and corresponding Uk, F1,k, S1,k, and Pk. 
Go to Step 6. 
Step 6: Read 
Wμi,k+, 
Wσi,k+, 
Uμi,k+, 
Uσi,k+, 
W
mi,k+, 
W
si,k+, 
U
mi,k+, 
U
si,k+, μW,i,k, nk+, and λi for all the EV 
clusters. Calculate 
Wμi,1,k, 
Wσi,1,k, 
Uμi,1,k, 
Uσi,1,k, 
W
mi,1,k, 
W
si,1,k, 
U
mi,1,k, and 
U
si,1,k as per (7.34) and 
subsequently (7.19). Formulate a problem as in (7.46). Set S1,1,k = 1 and solve it for F1,1,k. If 
, , 0i j kF  , store F1,1,k and S1,1,k. Otherwise, set F1,1,k = 0 and solve it for S1,1,k; and store F1,1,k and 
S1,1,k. Continue this for all  1, Mi n . Update all the parameter for j = 2 as outlined in Step 1. 
Calculate F1,1,k and S1,1,k for all  1, Mi n similarly. Repeat the process for j = 3. 
 
      
 
    
     
, , , , , , , , , , , , , ,
, , , , , , , , , , , ,
100 100 1 1
100
100 100 1
, 1, , 1,3
100
W U
i i j k i j k i j k W i k i j k i j k W i k
k C k
W
i i j k i j k W i k i j k i j k i j k
k C k i k M
S F m m
U j P n
S F F m
U j P n P j i n j
  
 



      
   
 
 
   
     
 
 
(7.46) 
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7.3 Case Study 
The proposed algorithms in Sections 7.1 – 7.2 are tested in this section. 
7.3.1 Case study for real-time EV charging addressing PV output variability 
It has been assumed that the PV output data of 2015 is the desired real-time PV output data, 
and its k-th sample output (PPV,k) is continuously measured, but that of the k+1-th sample ( , 1
ˆ
PV k
P

) 
has to be estimated using the method proposed in Section 7.1.2. For the purpose, it has been 
assumed that the PV outputs of the year 2012 - 2014 are the necessary supplied historical data.  
As discussed in Section 7.1.2, the first aim of the proposed method is to estimate 
, 1
ˆ
PV k
P

 as per 
(7.2) and subsequently, calculate 
, ,
ˆ
PV k j
P  as per (7.10). The assumption is that nt, PPV,k, ,PV kP , 1PV kP  , 
and MC are supplied, and PPV,k+1 is made available later for the comparison. The next objective is to 
incorporate the resulting 
, ,
ˆ
PV k j
P  into a charging strategy presented in 7.1.2.  
1) Efficacy of the proposed PV output model 
The efficacy of the proposed PV output model in Section 7.1.2 is first tested regarding the PV 
output measurement-based approach in terms of the PV power harvest (
, 1PV k
P

) and a new index 
defined shortly. It is further substantiated by comparing with the existing day-ahead load 
forecasting techniques. 
Tested against the conventional measurement-based approach: The proposed EV model is 
tested here against the conventional measurement-based approach that does not take into account 
, 1
ˆ
PV k
P

. For the purpose, let, at 12:00 PM, on an average day in the year 2015, the engineers at UQ 
charging facilities just have measured PPV,k and they need to estimate , 1
ˆ
PV k
P

 at 12.01 PM and 
subsequently, to calculate 
, ,
ˆ
PV k j
P  to perform the charging strategy depicted in Fig. 7.2.b. The 
effectiveness of such exercise is tested for a 0.5 per unit (pu) PPV,k as follows. 
Referred to Table 7.2, suppose, the engineers have just measured PPV,k = 0.5 pu. In addition, 
PPV,k+1 is also made available as in the second column of the same table for comparison. Using this 
information 
, 1
ˆ
PV k
P

 is estimated for an MC of 5%, with the help of calculated ,R kZ  from the supplied 
,PV k
P  and 
, 1PV k
P

 of 2012 – 2014 as per Section 7.1.2. The PPV,k+1 and , 1
ˆ
PV k
P

 are subsequently 
compared in Table 7.2. Also, 
, 1PV k
P
  is calculated as per (7.14) and compared as in the same table. It 
is noted that in this exercise, 
,R k
Z  is clustered for a prior length of 
,
ˆ
PV k
P  of 100W as per Section 
7.1.2. On an average PV day, seven instances have been found where PPV,k is equal to 0.5 pu. The 
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proposed model has been tested our model for all of them in Table 7.2. 
Table 7.2 Testing the effectiveness of the proposed method for PPV,k = 0.5 pu and MC = 5% 
Instance no. Measured PPV,k Measured PPV,k+1 Estimated , 1
ˆ
PV k
P

 PV harvest , 1PV kP   
Not harvested 
(%) 
1 0.5 0.22 0.22 0.36 0% 
2 0.5 0.40 0.39 0.45 0% 
3 0.5 0.50 0.49 0.50 0% 
4 0.5 0.51 0.51 0.51 -1% 
5 0.5 0.62 0.49 0.50 11% 
6 0.5 0.76 0.49 0.50 21% 
7 0.5 0.80 0.41 0.46 29% 
Overall 0.5 0.55 0.43 0.47 10% 
Referred to Fig. 7.1 and Fig. 7.2, the principal objective of the proposed method in Section 7.1.2 
was to render PPV,k+1 , 1
ˆ
PV k
P

  for every sample to reduce PVV. Table 7.2 shows that this objective 
has been accordingly achieved on every seven instances, which ratifies the effectiveness of the 
proposed method. The other observation is that the estimated 
, 1
ˆ
PV k
P

 is markedly smaller than the 
measured PPV,k+1 on many occasions. However, despite such difference, the proposed piecewise 
charging strategy illustrated in Fig. 7.4 has salvaged a major part of that power, in the form of 
, 1PV k
P

, which further underpins the effectiveness of the proposed model. It is noted that even 
though the condition PPV,k+1 , 1
ˆ
PV k
P

  has been fulfilled on every occasion to this end, there could be 
many occasions when it might not be fulfilled; especially, if a large number of samples are 
involved. Such circumstances will be discussed shortly. 
At this juncture, the values of 
, ,
ˆ
PV k j
P  that are required for formulating the problem as in Section 
7.1.2 are estimated as per (7.10) using the PPV,k and the estimated , 1
ˆ
PV k
P

. Accordingly, the values of 
, ,
ˆ
PV k j
P  for TC = 12 s for the Instance 1 are depicted in Fig. 7.8.a. These values of , ,
ˆ
PV k j
P  could be 
subsequently incorporated in (7.16) for finding Aj,k and Aj,k, which will be analyzed shortly. As 
hinted above, though the condition PPV,k+1 , 1
ˆ
PV k
P

  has been satisfied on every occasion for a 
handful of samples as in Table 7.2, it might be violated on multiple occasions for large samples. 
Therefore, instead of only seven cases with fixed a PPV,k = 0.5 pu, it is tested for several samples for 
various values of PPV,k. As such, Fig. 7.8.b shows that, on a PV average day [36], the condition 
PPV,k+1 , 1
ˆ
PV k
P

  has been violated by numerous samples, and those samples thereby could increase 
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the PVV, which is discussed shortly. This is further affirmed by Fig. 7.8.c, which shows that though 
the bulk of the samples of PPV,k+1 , 1
ˆ
PV k
P

  have been pushed towards the positive half plane by the 
proposed method, as opposed to the conventional method, many samples still lie on the negative 
half plane. Those samples could, thus, inflict additional PVV since there will not be enough PV 
output as discussed in Section 7.1.1. 
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Fig. 7.8 a) Estimated 
, ,
ˆ
PV k j
P  for known PPV,k and , 1
ˆ
PV k
P

, b) comparison among estimated, measured, and harvested PV 
outputs for the k+1th sample and c) comparison of PPV,k+1 , 1
ˆ
PV k
P

  for conventional and proposed methods, MC = 5%. 
To quantify the proportion of such samples on the negative half plane, a new index, called the 
negative half plane index, NHP, (IH), has been defined demonstrated in (7.47): 
    
, 1 , 1
ˆ0,1 Pr .
PV k PV kH
I P P
 
    (7.47) 
A higher IH indicates a higher percentage of samples lying on NHP, which increases PVV. For 
further comparison, 
, 1PV k
P

 and IH for an average day [36], a worst fluctuating day [36] and for an 
entire year are calculated for the proposed method and compared with those for a conventional 
method in Table 7.3. It shows that the proposed method minimizes IH by deliberately reducing 
, 1PV k
P
  by a small margin. The reduced IH reduces PVV accordingly, which will be seen later. Also, 
IH and , 1PV kP   can be adjusted by changing MC, which will also be discussed in the later sections. 
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Table 7.3 Comparison of IH and PV power harvest for MC = 5% 
Type 
IH PV power harvest (%) 
Conventional Proposed Conventional Proposed 
Average day 0.42 0.05 100 87 
Worst fluctuating day 0.47 0.13 100 83 
Year 0.42 0.05 100 87 
Tested against the conventional prediction-based approach: 
, 1PV k
P

 and IH is compared in Table 
7.4 for five different cases, namely the proposed method, conventional real-time measurement 
method [33], benchmark persistence method [205], back-propagation neural network (BPNN) 
model [206], and ensemble method [207].  For calculating 
, 1PV k
P

 for the latter three cases, it is 
assumed that the power that cannot be harvested is proportional to the percentage of forecasting 
error. On the other hand, IH has been adapted to be equal to half of the of the prediction error, 
assuming that half of those error samples either would lie on the NHP or on the positive half plane 
(PHP). It can be observed from Table 7.4 that the proposed method reduces IH for a given MC and a 
given prior of 
,R k
Z , compared to that by the existing prediction methods in the literature. Therefore, 
it might reduce the PVV. Besides, the proposed method harvests a comparable amount power to 
that by the persistence, BPNN, and ensemble methods. However, the power harvest may be 
considerably smaller than that by the measurement-based method. Nonetheless, the real-time 
measurement-based method can face significant PVV due to the high IH. Particularly, for an 
extended sampling time, which is the case for UQ solar with a 1-min. sampling time [33]. The 
proposed method can be made further advantageous regarding the PV power harvest over the 
persistence, BPNN, and ensemble methods by increasing MC, which is equivalent to increasing IH. 
Table 7.4 Comparison of IH and PV power harvest 
Compared parameters PV measurement-based charging PV prediction-based charging 
 
Proposed Real-time [33] 
Persistence 
method [205] 
BPNN 
method[206] 
Ensemble 
method [207] 
IH 0.05 0.42 0.066 0.065 0.051 
PV power harvest (%) 87.4 100 86.7 87 89.7 
Also, additional power can be harvested by optimizing the prior of 
,R k
Z . As such, 
, 1PV k
P

 
regarding IH is illustrated for various priors of the PV ramp cluster in Fig. 7.9. The PV power 
harvest of the existing methods is also depicted in the same figure. This figure shows that 
, 1PV k
P
  can 
be increased not only by increasing IH but also by optimizing the prior of ,R kZ . The other 
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observation is that the proposed method provides a significant improvement regarding 
, 1PV k
P

 and IH 
over the persistence and BPNN methods. However, such improvement for the case of the Ensemble 
method depends on IH, in turns, on MC. 
2) Efficacy of the Proposed Charging Strategy 
It was observed above that the proposed method reduces IH, and such reduction could lower 
PVV. This section studies if that indeed is the case, with the related sensitivity analysis. 
Reduction in PVV: The estimated 
, 1
ˆ
PV k
P

 and 
, ,
ˆ
PV k i
P  in the previous section are incorporated in 
the charging strategy presented in Section 7.1.2 and tested on the UQ electric grid. The PVV is 
expected to be zero regarding the optimal Aj,k and Sj,k. However, due to the uncertainties of PV 
output, which was measured by the index IH, there could be many existing nonzero PVV samples. 
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Fig. 7.9 PV power harvest regarding IH. 
 To solve this issue 
, ,
ˆ
PV k j
P  is estimated for every sample as in Fig. 7.8.a, and then, the proposed 
charging strategy is carried out for every occasion. The resulting PVV is compared with the 
conventional PVV in Fig. 7.10.a, which shows that the proposed method could indeed reduce the 
PVV. However, it also reduces the optimal PEV,k,j slightly as in Fig. 7.10.c by reducing the Aj,k and 
Sj,k as in Fig. 7.10.b. To understand the PVV better, a new duration of impact index (DII), ID, is 
defined as (6.48): 
    
24/
, , , ,
1
0,1440 ,
ST nt
D V k j k j k j
k j nt
I I A S
 
    . (6.48) 
The ID signifies the average time (in minutes) a bus in a grid might experience the voltage 
noncompliance (i.e., over-voltage, under-voltage) per day. Such DII are also tabulated for different 
mentioned cases in Table 7.5. 
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Fig. 7.10 Comparison of conventional and proposed methods: a) PVV, b) optimal Aj,k and Sj,k, and (c) optimal EV load. 
By comparing this table with Table 7.3, one can find that DII is roughly proportional to the index 
IH. It implies that DII can be reduced by lowering IH, and as it was observed earlier, it can be 
accomplished by reducing MC. However, lowering the IH by reducing MC as such could reduce 
, 1PV k
P

, which, in turns, reduces the optimal PEV,k,j as in Table 7.5. The other observation this table is 
that DII and its change strongly depend on the installed PV capacity and PV profiles (i.e., AD, 
WFD, yearly), and therefore, they are further investigated in the following section. 
Table 7.5 Change in average PVV, slope and intersection factors, and optimal EV loads 
  Avg. PVV DII (ID) Avg. Aj,k Avg. Sj,k Avg. EV load (MW) 
PV (MWp)  CM PM CM PM % change. CM PM CM PM CM PM % change. 
2.25 AD 0.006 0.002 5.2 1.8 -65% 0.29 0.28 0.95 0.94 3.44 3.38 -1.7% 
WFD 0.008 0.003 6.9 2.7 -61% 0.30 0.28 0.94 0.93 3.46 3.38 -2.3% 
Year 0.004 0.001 3.7 0.9 -76% 0.29 0.28 0.94 0.93 3.41 3.30 -3.2% 
7.80 AD 0.035 0.024 29.7 20.7 -30% 0.42 0.37 0.98 0.97 4.60 4.40 -4.3% 
WFD 0.066 0.034 55.6 28.9 -48% 0.44 0.37 0.98 0.96 4.68 4.39 -6.2% 
Year 0.023 0.011 19.4 9.7 -50% 0.41 0.37 0.97 0.96 4.47 4.09 -8.5% 
CM = Conventional method, PM = Proposed method 
Sensitivity Analysis: The installed PV capacity is varied in the range of 0 – 10 MWp and the 
resulting DII for the conventional method is depicted in Fig. 7.11.a. This figure shows that DII is a 
strong function of the installed PV capacity. Fig. 7.11.b, on the other hand, shows that the proposed 
method reduces DII markedly. However, the perceived reduction in DII decreases and the change in 
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PEV,k,j strongly dependent on the installed PV capacity and daily PV output profile. A similar 
sensitivity analysis is also carried out for MC, and the obtained results are portrayed in Fig. 7.11.c, 
which shows that the reduction in DII can be significantly increased (note the negative sign) by 
reducing MC. However, lowering MC increases the change in optimal PEV,k,j considerably, which 
reduces the delivered charging power. Thus, an optimal MC has to be chosen to reduce DII and 
increase optimal PEV,k,j.  
3) Cost-benefit Analysis 
The analysis above shows that the proposed method has the capability of reducing the PVV 
caused by the PV output variability while increasing the PV power harvest. There are conventional 
methods that can achieve the same, such as deploying onsite battery energy storage (BES). 
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Fig. 7.11 The sensitivity of a) DII with respect to the installed PV capacity for the conventional method, b) reduction in 
DII and optimal EV load with respect to the installed PV capacity for the proposed method for a given MC, and c) 
reduction in DII and optimal EV load with respect to the confidence margin for a given installed PV capacity. 
 Hence, a cost-benefit analysis is performed here to investigate the supremacy of the proposed 
method over the conventional one. For the purpose, the net present opportunity cost (NPOC) 
associated with the implementation of the proposed and the conventional methods are calculated 
and compared in Fig. 7.12. This figure shows that the proposed method offers a smaller NPOC for 
all the BES sizes. Therefore, the proposed method is more cost-effective than the conventional BES 
deployment based method.  
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Fig. 7.12 The comparison of NPOC of the proposed method with the conventional BES deployment method. 
4) Applicability of the Proposed Method 
The discussions in Section 7.1.2 show that the standard BS EN 61851-23:2014 permits the 
control of charging for as frequently as 3 sec. However, it was argued in Section 2.5.1 that because 
of the long runtime, the conventional methods (e.g., probabilistic EV charging) cannot be applied 
for such frequent EV charging control. Such a runtime is compounded by three involved actions, 
namely runtime required for handling the PV variability, by a charging strategy, and by a solution 
methodology of the grid. In this research, the runtime required for managing the PV uncertainties 
has been reduced to almost zero by the non-iterative PV output model in Section 7.1.2. The runtime 
of the charging strategy has been reduced as well by lowering the number of involved variables to 
only two (e.g., Aj,k, Sj,k) by the combined SOC based fair charging strategy in Section 7.1.2. In 
addition, the runtime involved in solving the grid has been reduced by the proposed solution 
method in the same section in conjunction with the probabilistic impact indices developed in 
Chapter 6 [208]. It is noted that the involved tolerances in Section 7.1.2 (e.g., εA, εS) strongly 
compound the number of iterations and accordingly, the runtime. As such, the number of iterations 
and the resulting runtime for different tolerances are depicted in Fig. 7.13 for TC = 12 s. As the TPV 
of the available PV data is equal to 60 s, the value of nt can be obtained from (7.9) as 5.  
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Fig. 7.13 The number of iterations and the resulting runtime involving the methods in Section 3.1 – Section 3.3 for 
different tolerances for TC = 12 s for a given TPV of 60 s. 
They have been obtained by running the methodology for 1,000 times on MATLAB R2015a, 
executed on ASPIRE E1-571 laptop, powered by Intel Core i3-2350M (2.30GHz, 3MB L3 cache) 
CPU, Intel HD Graphics 3000, 4 GB DDR3 RAM, and 64-bit Windows 7 OS, and subsequently, 
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taking their statistical average. This figure shows that though the average number of iterations 
required is relatively high, the obtained runtime is significantly small (i.e., sub-second) because of 
the involved non-iterative method and lowered involved variables in Section 7.1.2. Hence, due to 
the small runtime as such, the proposed methods can be applied to more frequent control of EV 
charging. 
The prospect of leveraging vehicle-to-grid (V2G) services from the EV population has not been 
explored so far in this chapter. Also, the possible role of BES in confronting the variability involved 
has not been investigated. Therefore, these aspects are examined in the next section. 
7.3.2 Case Study for Estimation of V2G Services Capability 
The proposed methodology to estimate the V2G capacity in Section 7.2.1 has been tested on the 
parking lots of the University of Queensland (UQ), St Lucia campus. UQ, St Lucia campus has a 
combined parking capacity of 4,800 parking spots [42]. The strength of the diurnal arriving and 
departing populations and the total strength of the diurnal EV population are depicted in Fig. 2.8. 
The values of the remainder of the parameters are presented in Table 7.6. 
Table 7.6 Values of the parameters involved 
Var. Value Var. Value Var. Value 
ne 1 i 1 j 3 
W
bi,k- - 0.20 bA,i,k 0.20 µi,0- 70% 
σi,0- 28% µA,i,k 70% 
W
µW,i,k 0.6 
Wσp,i,k 0.20 σA,i,k 28% 
WσW,i,k 0.20 
dd 36.2 km dR,i 190 km PC 3.3 kW 
Bi 27 kWh TS ¼ hour TC 1/60 hour 
The diurnal V2G capacity (Pk,j) for the UQ parking lots has been calculated and depicted in Fig. 
7.14.a. It can be observed from this figure that the V2G capacity closely resembles the total diurnal 
EV number profile in Fig. 2.8. To illustrate the significance of the proposed V2G capacity model, 
the V2G capacity for the conventional model is calculated and compared with that of the proposed 
model in Fig. 7.14.b. The conventional model can be defined as the model which considers that 
every EV will be willing to provide the V2G service with 100% certainty, i.e. 
W
µW,i,k = 1, 
WσW,i,k = 0, 
and bA,i,k = 0. Moreover, the conventional model assumes that every EV is equally likely to stay (or 
leave) at the charging facilities during the charging period, which results in 
W
bi,k- = 0 and 
Wσp,i,k = 0. 
Fig. 7.14.b shows that the V2G capacity for the proposed method could be completely different 
compared to that for the conventional method. The other observation is that the conventional 
method overestimates the V2G capacity. 
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Fig. 7.14 a) Diurnal V2G capacity of UQ parking lots, and b) it is compared with that for a conventional method. 
To investigate the impact of XDes,del on the V2G capacity, its value is varied by a factor of 1.25 and 
0.75, and the resulting V2G capacities are compared in Fig. 7.15.a. This figure shows that V2G 
capacity can be increased or decreased, respectively, by decreasing and increasing XDes,del. 
However, altering XDes,del could alter the QoS unfavourably, which could be rendered as technically 
and economically infeasible [36].  
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Fig. 7.15 Diurnal V2G capacities of UQ parking lots for various: a) XDes,del, b) willingness factor, c) bias of willingness, 
and d) bias of departure. 
Among other parameters, the sensitivity of the V2G capacity for various willingness factors is 
compared in Fig. 7.15.b. It can be observed from this figure that V2G capacity increases with 
respect to the augmented willingness factor, which can be perceived intuitively. However, the other 
observation from this figure is that the degree of increase of the V2G capacity is not exactly 
proportional to the willingness factor, which is counter-intuitive. Therefore, for accurate prediction 
of the day-ahead V2G capacity, the willingness factor must reflect in its employed model. 
Willingness to provide the V2G service may depend on various factors. One of the major factors 
that could influence the willingness factor is the state of the charge (SOC) of the EV. Intuitively, the 
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EV with a higher SOC would be more willing to provide the V2G service. This bias of willingness 
towards higher SOC has been captured by the bias factor of willingness. Therefore, the sensitivity 
of the V2G service capacity regarding the bias factor of willingness is compared in Fig. 7.15.c. The 
results presented in this figure show that the V2G capacities are marginally different for the 
different bias of willingness. However, for the more accurate operation of the charging facilities, 
this factor must be incorporated into the V2G capacity model, which has not reflected in the 
conventional V2G capacity models. Ideally, the EV with a lower SOC would be more inclined 
towards staying in the charging facilities to consolidate the SOC further. This inclination has been 
modeled by the bias of departure. Intuitively, the bias of departure usually would take a negative or 
zero value during the charging. Thus, a similar sensitivity analysis is carried out with respect to the 
bias of departure and compared in Fig. 7.15.d. This figure shows that the V2G capacity heavily 
depends on the bias of stay towards lower SOC. As such, the conventional V2G model, which 
assumes that there is no bias towards lower SOC yields the highest amount of V2G capacity. The 
other observation is that the V2G capacity decreases with the increase of the bias towards lower 
SOC. Despite this momentous importance, the bias towards lower SOC has not been modeled in the 
conventional V2G capacity model; which further reinforces the importance of the proposed V2G 
capacity model. 
7.3.3 Case study for dispatching real-time V2G service 
The methodology developed in Section 7.2.2 is tested on the UQ grid in conjunction with the UQ 
parking lots with the information mentioned in Section 7.3.2. The additional data used in this 
section are: ϒIm,j,k = $0.075 (off-peak)/$0.11(peak), ϒEV,j,k = $0.20, ϒI,j,k = $0.10, and ϒC,j,k is 
depicted in Fig. 7.16. 
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Fig. 7.16 Market price of energy in energy market (source: AEMO). 
With the help of the information above, the aggregated charging and discharging powers are 
calculated using Section 7.2.2 without and with considering V2G services and compared in Fig. 
7.17.a. Also, the corresponding revenues are depicted in Fig. 7.17.b. The assumption is that d  = 
36.2km, QoSmin = 0.25 (i.e., 25%), EV penetration = 50%, and the entire EV population is 
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comprised of EVs with Bi = 28 kWh and dR,i = 190km. The visual comparison among Figs. 7.16, 
7.17.a, and 7.17.b shows that in order to maximize revenue, the proposed algorithm acquires V2G  
services from the EV population for a small amount of time when the market price is high. In this 
case, the V2G service has been availed for only 8.33% of the time. The EV charging without and 
with considering V2G services, respectively, have generated $1,853 and $2,236 revenues, which is 
equivalent to an improvement of 20.7%. The other important objective set for the proposed 
algorithm was to ensure a minimum QoS when a part of the EV population is departing. Fig. 7.17.c 
shows that this objective has been achieved by the proposed algorithm very efficiently. In order to 
maximize revenue, while ensuring a minimum QoS, the proposed algorithm has optimized the 
charging parameters Fi,j,k and Si,j,k as in Fig. 7.17.d. 
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Fig. 7.17 Comparisons: a) EV charging/discharging power without and with V2G services, b) revenue generated, c) 
mean SOCs, and (d) charging parameters. 
The results in Fig. 7.17 have been obtained without considering the diversity of the EV 
population. Therefore, this exercise shows the process of incorporating market diversity as per 
(7.46). As such, let, the EV population is comprised of two types of EVs with B1 = 28 kWh, B2 = 32 
kWh, dR,1 = 190km, dR,2 = 217km, λ1 = 0.50, and λ2 = 0.50. Then, Si,j,k and Fi,j,k can be modified as 
per (7.46) as depicted in Figs. 7.18.a and 7.18.b, respectively. These values are subsequently 
communicated to the EV population and EV chargers. The individual EV with the help of the EV 
charger then sets its charging/discharging rate as per (3.23) or Fig. 7.7 depending on whether it is 
being charged or providing V2G services. Such charging/discharging rate ensures the minimum 
QoS epitomized by minimum mean SOC of the EV population as in Fig. 7.18.c. If the number of 
EV clusters increases, Si,j,k and Fi,j,k can be estimated in a similar manner. 
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Fig. 7.18 Comparisons considering EV population diversity: a) Si,j,k, b) Fi,j,k, and c) mean SOCs. 
EV penetration level, QoS, and market price strongly influence the aggregated charging energy, 
aggregated V2G energy, the percentage of time the V2G is provided, revenue, and improvement in 
revenue due to the supply of V2G services. As such, aggregated charging energy without V2G 
aggregated charging energy with V2G, V2G energy is demonstrated for different penetrations in 
Fig. 7.19.a.  
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(c) 
Fig. 7.19 Impact of EV penetration on a) aggregated charging and V2G energies, b) percentage of time the V2G service 
is provided, and c) revenues. 
 This figure shows that these parameters have not linearly risen with respect to EV penetration. 
The other observation is that V2G energy increases with the EV penetration up to a certain level, 
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and then decreases with the increase of EV penetration. This finding implies that more EV 
penetration does not guarantee more V2G service; rather, there is optimal EV penetration level, 
which maximizes the V2G services. The optimal penetration level has been found to be a 45 – 50% 
in this case. Fig. 7.19.b, on the other hand, shows that the percentage of time the V2G is provided 
has a similar profile to that of the V2G energy profile in Fig. 7.19.b, which is intuitive. Similarly, 
revenue profiles also attain identical shapes to that of aggregated energy profiles as illustrated in 
Fig. 7.19.c. Furthermore, the improvement in revenue profile as shown in Fig. 7.19.c is similar to 
the V2G energy profile. The implication of this observation is that an increase in V2G service 
increases revenues linearly. However, how much revenue can be augmented are strongly delineated 
by EV penetration level. 
Figs. 7.20.a and 7.20.b, respectively, show the impact of the minimum QoS and market price on 
the improvement in revenue. The improvement in revenue reduces drastically with the increase of 
minimum QoS. In contrast, a rise in the market price brings about significant growth in the 
improvement of revenue.  
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Fig. 7.20 Improvement in revenue for a) various minimum QoS, and b) different market prices. 
The practicality of the proposed method has been tested by finding the runtime of the simulation 
with the computer specifications in Section 7.3.1 and presented in Table 7.7. An average runtime of 
the order of ~40 second substantiates the applicability of the proposed method on a 15-min window 
(i.e., timeslot). 
Table 7.7 Simulation runtime 
Runtime Sec 
Minimum ~0.30 
Maximum ~40.00 
Average ~72.00 
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7.4 Summary 
A PV-rich grid, heavily loaded by a large EV population, can face a significant amount of voltage 
limits violation due to the inherent PV output variability. This issue can be addressed either by a 
probabilistic or a deterministic, enabled real-time PV output measurements or day-ahead PV output 
predictions, charging strategy. However, the probabilistic charging is time-consuming due to the 
need to run a considerable amount of load flows. The measurement-based deterministic charging, 
on the other hand, requires frequent alteration of the charging rates, which, therefore, is unsuitable 
for a large EV population. Likewise, the prediction-based approach not only is susceptible to error 
but also could be costly due to the need for accurate exogenous meteorological inputs. To solve 
these issues, a combined state of charge (SOC)-based fair EV charging strategy for a large EV 
population has been proposed in this paper, incorporating a non-iterative PV output model that has 
been designed based on the real-time measurement and historical PV ramp data. The proposed PV 
output model predicted the short-term (up to 1 minute) future PV output on the basis of the present 
measured PV output and clustered historical PV ramp data. The combined SOC-based fair charging 
strategy, on the other hand, controls the charging rates of the EV population by controlling two (i.e., 
– slope and intersection factors) only.  
The proposed method has been tested on the PV system of The University of Queensland (UQ) 
coupled with its parking lots. The numerical results show that the proposed method has reduced the 
probability of voltage limits violations (PVV) caused by the PV output variability. Moreover, it has 
enabled to harvest the similar amount of power from the PV to that by the conventional day-ahead 
prediction methods. More importantly, all these benefits have been obtained without the need for 
additional measurements or exogenous meteorological data, which can save money. Furthermore, 
the non-iterative nature of the PV output model saves time, which, therefore, in conjunction with 
the combined SOC based fair EV charging strategy can be implemented in sub-second time-frame 
to a large EV population. This low execution time facilitates to control the EV charging as 
frequently as required to address the PV output variability.  Above all, the proposed solution is 
relatively cost-effective as compared to the other solutions to address the variability such as the 
deployment of an onsite battery energy storage. The future works may include performing similar 
cost-benefit analyses incorporating the equivalent monetary value of PVV, as well as investigating 
if more robust clustering of historical PV ramp can decrease the PVV and increase the PV power 
harvest. 
Since the EV population is not required to be charged continuously, they can provide V2G services. 
Conventional V2G models have not comprehensively incorporated the parameters involved in 
arriving and departing EV population. Moreover, these models have not reflected the EV owners’ 
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willingness to provide the V2G services. In addition, various human traits such as the bias of 
willingness towards higher SOC and bias of consolidating charging towards lower SOC also have 
been considered in any of these models. Therefore, a V2G capacity model has been proposed in this 
chapter by encompassing these aspects of the EV charging. The proposed model has been tested on 
the parking lots of the University of Queensland (UQ). The obtained results show that these 
additional parameters can influence the achieved V2G capacity heavily, which underlines the 
importance of this proposed V2G capacity model. 
The willingness to provide V2G service is highly dependent on the aggregated SOC of the EV 
population. The aggregated SOC, on the other hand, is causal in nature, i.e., extraction of V2G or 
providing charging services during the previous timeslots significantly influences the aggregated 
SOC. Moreover, the loading level of the grid delineates the upper bound of the charging power, 
which, in turns, constricts the V2G service availability by limiting aggregated SOC. Furthermore, 
the necessity to provide the minimum QoS further shrinks the V2G service capability, while the 
variability in the market price of energy renders the viability of V2G service a fluctuating entity. In 
addition, the diversity of the EV population, which has been neglected in the literature more often, 
has an enduring effect on the availability of the V2G services. Therefore, a mixed-integer V2G 
service dispatch model has been proposed in this chapter, which is solved by branch and bound 
algorithm in conjunction with Genetic Algorithm. A case study shows that the proposed method 
helps maximize revenue while maintaining the minimum QoS, and the revenue is strongly 
dependent on the minimum QoS market price, and EV penetration level. Also, a simulation runtime 
of the order of the ~30 sec implies that the proposed algorithm can be seamlessly incorporated into 
practical scenarios. 
 
213 
 
Chapter 8 Conclusions, Contributions, and Future Works 
 
This research has focused on planning and operational planning of a PV and BES-based EVCS 
considering V2G services. The planning exercise has investigated whether such EVCS is more 
suitable at home (i.e., HC), or office (i.e., BC), or commercial (i.e., CC) fast-charging stations, in 
addition to developing methods for calculating the optimal sizes of PV and BES to ensure a 
minimum quality of service (QoS) of charging. Computationally cheap algorithms for scheduling 
the EV charging in a day-ahead manner and real-time controlling of EV charging have been 
formulated under the realm of operational planning for simultaneously maximizing QoS and 
addressing the impact of the uncertainties of PV output, and EV and grid loads. In addition, a set of 
efficient procedures for forecasting V2G service capability in a day-ahead manner and dispatching 
it in real-time with the aim to maximize revenue and QoS have been devised under operational 
planning. Moreover, a scalable, more accurate EV load model (referred to as characterization) for a 
large EV population has been developed to facilitate the planning and operational planning 
activities. These exercises are particularly important for the EV charging at business premises 
(offices, universities, shopping malls, etc.), where a large EV population is expected to be charged 
in tandem, and the EV load coincides with the PV output. Therefore, this research has developed, 
tested, and validated the models, algorithms, methods, and procedures mentioned above in order to 
enable the rollout of PV and BES-based EV charging stations to expedite the proliferation of EVs. 
The operational planning has been bifurcated into two branches, namely day-ahead operational 
planning and real-time operation considering V2G services. Thus, the entire research consists of 
four objectives: 1) EV load modelling (i.e., characterization), 2) planning of an EVCS, s) 
operational planning of an EVCS, and 4) real-time operation of an EVCS considering V2G services. 
Some of the models and methods have repeatedly been used to achieve the desired outcome of these 
objectives. Instead of reiterating these models and methods on every occasion in Chapters 4 - 7, 
they have been presented in the Methodology chapter (i.e., Chapter 3) and invoked when needed. 
From the results and analyses presented in Chapter 3 – 7, the following conclusions can be drawn: 
8.1 Conclusions 
Among several time-variant PDFs of many variables employed in all the four objectives, the 
combined, time-variant SOC of the EV population has been modelled, with the help of analytical 
proofs, either by a Normal or Lognormal distribution with time-variant mean and SD. Also, since 
these mean and SD of SOC are strong functions of the combined SOCs of the arriving and 
departing EV populations and their numbers, the combined arriving and departing SOCs have been 
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modelled in a similar manner. However, the numbers of EVs in the arriving and departing EV 
population have been modelled by Normal distributions only. Furthermore, as all these means and 
SDs and CorC of different ordered pairs of these SOCs fluctuate during the course of the year, their 
uncertainties have been modelled by Normal distributions. Some other variables involved, such as 
penetration, market share, etc., have been modelled by Normal distributions. In addition, various 
methods to estimate the means, SDs, CorCs and other parameters have also been presented. 
Combined SOC of the EV population at any given point in time also depends on how much 
energy has been delivered to the EV population. To control the EV charging power with respect to 
the combined SOC, two new combined SOC-based EV charging strategies, namely FCS and MCS, 
have been formulated, which have reduced the number of variables involved in EV charging. In 
addition, the variables involved in PV output and grid loads have also been presented by time-
variant Normal PDFs. The parameters involved have been estimated from practical data collected 
from UQ Solar and Australian Energy Market Operator (AEMO). 
All the models, methods, algorithms, and processes developed have been tested on IEEE 37 bus 
test system and UQ electric grid in conjunction with the UQ parking lots. The IEEE 37 and UQ grid 
has been solved, respectively, by the forward/backward sweep method and MATLAB/Simulink. 
Following the tests, the objective-wise specific conclusions are summarized as follows: 
EV load modelling: the active and reactive powers consumed by a large EV population at a 
given grid voltage have been presented in terms of the active and reactive powers at the rated grid 
voltage multiplied by the ratio of the given and rated grid voltages to the power SOC-dependent 
coefficients. Thus, if the active and reactive powers at the rated grid voltage and SOC-dependent 
coefficients are known, the active and reactive powers at any given grid voltage can be estimated 
using the proposed model. The active and reactive powers at the rated grid voltage have been 
evaluated in line with the electric vehicle conductive charging standard BS EN 61851-23:2014. For 
the purpose, the active and reactive powers consumed by one EV at the rated grid voltage have been 
first measured for different SOCs using MATLAB/Simulink in accordance with the BS EN 61851-
23:2014. Then, their values have been scaled up for a large EV population with the help few 
mathematical relationships in regards to Normal and Lognormal combined SOC distributions to 
calculate the active and reactive powers at the rated grid voltage. Obtained results in this process 
show that these powers can be significantly different for Normal and Lognormal combined SOC 
distributions. The other observation is that they are highly sensitive to the mean and SD of the 
combined SOC. The resulting mathematical models have been validated using MATLAB/Simulink 
simulation, which shows these models accurately represent the aggregated active and reactive 
powers consumed by a large EV population. 
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The theoretical values of the SOC-dependent coefficients have been found to be 1 and 0, 
respectively, in CCM and CVM charging as per BS EN 61851-23:2014. Also, these coefficients 
have been estimated using curve fitting technique. However, as opposed to the theoretical values, 
the curve fitting technique has yielded values of ~0.02 for the active power and ~1.70 for the 
reactive power, regardless of CCM and CVM. 
The daily load profiles calculated for UQ parking lots using these models confirm that the 
conventional methods overestimate the aggregated EV loads. Also, the EV loads show significant 
deviations for the proposed method from that for the conventional one with respect to the chosen 
PDF of combined SOC (i.e., Normal or Lognormal) and grid voltage. However, market share has an 
insignificant impact on the EV loads if all EVs have been assigned with the same charging level. 
Planning of EVCS: this objective included five steps. The EV load modelling presented in 
Objective 1 constituted Step 1. Step 2 included the investigation of the impact of EV charging on 
electric grids. The results show that the impact of the EV charging on the electric grid can be 
considerably different for the proposed method considering the EV load characterization as 
compared to that for the conventional method where the EV load characterization is not 
incorporated. The other observation is that the impact is highly sensitive to EV penetration level, 
diversity of EV population, and charging rates.  
Step 3 consisted of divulging the optimal location for PV and BES based EVCS with the aim to 
reduce the impact of EV charging on the grid and costs involved, while enhancing the QoS of 
charging. The test results depict that the EVCS at BC (i.e., business premises) is the most feasible 
location for PV and BES based EVCS. The other observation is that such EVCS will reap more 
benefits in the weakest areas of the electric grid. 
Step 4 is constituted by the suitability analysis which finds the most suitable combination of the 
prospective solutions to reduce the impact (i.e., (a) deploy a PV, b) deploy a BES, c) deploy both, d) 
augment grid, e) deploy a PV and augment grid, f) deploy a BES and augment grid, and g) deploy 
both and augment grid). Before carrying out the suitability analysis, the efficacy of the proposed 
algorithm to find the optimal charging parameters, namely SF and FF, has been tested. It shows that 
the proposed algorithm adequately controls SF and FF to restrict the grid voltages and currents 
within the permissible limits. The subsequent suitability analysis demonstrates that when the 
objective is to maintain a minimum QoS at the minimal costs, different combinations of the 
prospective solutions above have been rendered suitable for different QoS and EV penetration 
levels. Also, the conventional methods have yielded dissimilar suitability results as compared to the 
proposed methods. The other observation is that deployment of BES is neither beneficial to improve 
the QoS nor can it facilitate more EV penetration under the present circumstances. 
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The optimal PV and BES sizes have been estimated for a given set of constraints in Step 5. It has 
been observed that the conventional method has over-designed PV. Moreover, the proposed method 
has provided more QoS with the same PV size, albeit with a slight reduction in monetary benefits.   
Operational planning of EVCS: the proposed centralized impact indices have been validated 
using many charging scenarios for UQ grid in conjunction with the UQ parking lots by two 
different methods, namely chance constraints and “What-if” analysis. In addition, a number of 
applications of the impact indices have been illustrated with relevant comparisons. These 
applications have shown that the impact indices-based control of charging, instead of the load flow-
based control, reduces the inherent long runtime of the EV charging strategy. Also, the use of SOC-
based MCS has reduced the runtime further. Moreover, as opposed to the load flow-based method, 
the impact indices-based charging can be performed for partial real-time or historical grid data. 
The day-ahead scheduling method encompassing the centralized impact indices, centralized 
charging strategies (i.e., FCS, MCS), and time-variant PDFs have been tested on UQ grid and UQ 
parking lots. The results show that the proposed charging strategy can effectively schedule the day-
ahead EV charging loads in regards to the grid constraint in both maximum likelihood and 
probabilistic manners. The other observation is that the timeslot-wise EV loads attain different 
values for maximum likelihood and probabilistic estimations. Further analysis demonstrates that the 
runtime and memory requirements are markedly reduced as compared to those by conventional 
methods. This reduction has been achieved by lowering the number of decision variables. Due to 
such reduction, the proposed strategy has the potential to augment the charging controllability. 
The second approach (i.e., probabilistic correlated samples based charging coordination) for the 
day-ahead scheduling has been tested on the three-phase IEEE 37-test system using practical data of 
vehicles and solar PV, collected, respectively, from UQ parking lots and UQ Solar. The simulation 
results show that it is capable of providing more QoS than that by the conventional uncorrelated 
samples-based charging. The other observation is that it can increase the energy harvest from PV 
and reduce the probability of impact on the grid caused by the uncertainties involved in EV and grid 
loads, and PV outputs, in comparison with the deterministic charging. Also, such increase in the 
energy harvest and reduction in impact are highly sensitive to the installed PV and BES capacities, 
and CorC of different ordered pairs of the uncertain variables involved.  
Real-time operation of an EVCS considering V2G services: the proposed method to address the 
impact caused by the variability of the PV output has been tested on the PV system of The 
University of Queensland (UQ) coupled the UQ parking lots. The results show that probability of 
voltage limit violation (PVV) engendered by the variability associated with PV output has been 
duly reduced. Also, it has facilitated the harvest of more energy from PV for the EV charging 
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purposes, as compared to the conventional methods. Moreover, the proposed method can save 
money due to the waiver of the requirement of additional measurements or exogenous 
meteorological data. In addition, the non-iterative PV output model has lowered the runtime, which 
enables the control of charging for large EV population more frequently. Furthermore, the overall 
method has been rendered cheaper as compared to the onsite BES-based solution.  
The proposed V2G capacity estimation model involving many previously ignored parameters, 
such as EV owners’ willingness, the bias of willingness towards higher SOC, the bias of 
consolidating charging towards lower SOC, etc., has been tested on the UQ parking lots. The results 
show that these additional parameters can influence the achieved V2G capacity heavily. 
The method to dispatch real-time V2G services has been tested on the UQ grid in conjunction 
with the UQ parking lots. It shows that the proposed method has increased the revenue generated 
and maintained the minimum QoS required simultaneously. Also, the minimum QoS, market price 
and EV penetration levels restrict the extent of the increase in the revenue generated.  Moreover, a 
simulation runtime of the order of the ~30 sec implies that the proposed algorithm can be 
seamlessly incorporated into practical scenarios. 
8.2 Contributions 
The major contributions of this thesis are outlined as follows. This research has resulted in a 
number of publications, including conference and journal articles. Few more journal articles are 
under review. The list of publications during the candidature has been highlighted in thesis report. 
 The main contributions of this thesis regarding the common models and methods employed in 
all four objectives are summarized as follows: 
 Several transition models of PDFs of the time-variant variables involved in EV charging 
have been developed in this research considering their inherent uncertainties. These 
models are suitable for a large EV population and scalable for any EV population size. 
 Two combined SOC-based EV charging strategies, namely FCS and MCS, based on the 
dynamically updated PDFs of the combined SOC of the EV population using the 
transition model, have been developed. These charging strategies reduce the runtime 
and memory requirements by lowering the number of variables involved. 
 On the other hand, the objective-specific contributions of this research are given below: 
EV load modelling: 
 A new, scalable, more accurate EV load model for a large EV population has been 
developed, tested, and validated. This model has incorporated various factors, such as 
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grid voltage, SOC of the EV battery, and charging voltage, current, and pf supported by 
the EV battery and EV chargers, for the first time in the EV load modelling. 
Planning of EVCS: 
 A suitability analysis, encompassing a) the new EV load model, b) an augmented 
TSEBA, c) the SOC-based FCS, and d) an improvised chance constraint and percentile 
value based handling of uncertainties has been proposed. This analysis divulges which 
of the following combination is the most suitable to maximize the QoS and minimize 
the costs involved: 1) upgrading the grid only, 2) deploy PV only, 3) deploy BES only, 
4) deploy both PV and BES, 5) upgrade grid and deploy PV, 6) upgrade grid and deploy 
BES, and 7) upgrade grid and deploy PV and BES. A conventional method, in contrast, 
performs the cost-benefit analysis for a given combination only.  
 A method to find the optimal sizes of PV and BES, with the help of the suitability 
analysis, has been devised. This method helps find more accurate sizes of PV and BES 
in regards to various constraints involved in the grid, EV batteries, and chargers, 
uncertainties of EV and grid loads, and PV output, and land availability limits. 
Operational planning of EVCS: 
 A few centralized probabilistic impact indices have been developed and validated. They 
are computationally cheap and do not need real-time measurement and load flow data; 
rather they can be calculated from partial or full historical data. They can be used for 
predicting and monitoring the impact of EV charging and controlling the charging. 
 A day-ahead EV charging scheduling algorithm, considering the uncertainties of EV 
load, with the help of the SOC-based FCS and the centralized impact indices, have been 
formulated. Several methods to estimate the variables involved in the transition models 
of the PDFs from historical data have been developed. These variables are estimated by 
both maximum likelihood and probabilistic methods. Following the estimation, the 
PDFs are predicted in time series in a day-ahead manner, and the EV charging 
parameters SF and FF are subsequently optimized to complete the scheduling. 
 A similar scheduling algorithm as above has been developed by incorporating the 
uncertainties involved in grid loads and PV output, in addition to the uncertainties of 
EV load. However, the transition models have not been considered in this scheduling, 
rather the information regarding the uncertainties encountered by the PDFs are extracted 
from the historical data and dealt with accordingly. Additionally, the mutual CorC 
among the EV and grid loads and PV output has been incorporated for the first time. 
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Real-time operation of an EVCS considering V2G services: 
 A method to address the impact of the variability of PV output on EV charging has been 
proposed and validated with the help of practical data. This reduces the necessity of PV 
output prediction, and thus, reduces the operational costs by relinquishing the need to 
having expensive meteorological data and additional measurements. Moreover, this 
method is non-iterative, which makes it suitable for more frequent EV charging control. 
 First, a method to estimate V2G service capability has been devised. Then, procedures 
to dispatch V2G services with the aim to maximize revenues and QoS have been 
developed. In doing so, several factors such as willingness to provide service, urgency 
factor, and diversity of the EV population have been incorporated for the first time. 
8.3 Future Research Directions 
This research has covered a wide-range of issues associated with the PV and BES based EVCS. 
Though this research has provided the solutions for many of these issues, they can be further 
improved with the following works: 
1) Validation of the transition models of the PDFs of the time-variant variables of EV charging. 
2) The FCS and MCS generate optimal centralized charging parameters. Thus, there is a need for 
designing a local dynamic controller which will set the charging rate according to the centralized 
parameters considering communication uncertainties and delays. 
3) The laxity has been neglected while formulating FCS and MCS. Thus, they need to be 
revamped to accommodate the laxity. 
4) Validation of the proposed EV load model for a large EV population using experiments. 
5) The aggregated EV load has been modelled as balanced, even though the grid is unbalanced. 
Therefore, the future work may include re-enacting the suitability analysis and subsequent PV and 
BES sizing by modelling the aggregated EV load in an unbalanced manner. A similar exercise can 
be extended for the day-ahead scheduling. 
6) The centralized impact indices have been developed for grid voltages and currents only. 
Therefore, they can be extended to cover the unbalance in the grid and losses incurred. 
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Appendices 
 
Table A.1 Segment data [190] 
Node 
A 
Node 
B 
Length 
(m) 
Config
. 
Node 
A 
Node 
B 
Length 
(m) 
Config
. 
Node 
A 
Node 
B 
Length 
(m) 
Config
. 
701 702 293 722 707 722 37 724 720 706 183 723 
702 705 122 724 708 733 98 723 727 744 85 723 
702 713 110 723 708 732 98 724 730 709 61 723 
702 703 402 722 709 731 183 723 733 734 171 723 
703 727 73 724 709 708 98 723 734 737 195 723 
703 730 183 723 710 735 61 724 734 710 158 724 
704 714 24 724 710 736 390 724 737 738 122 723 
704 720 244 723 711 741 122 723 738 711 122 723 
705 742 98 724 711 740 61 724 744 728 61 724 
705 712 73 724 713 704 158 723 744 729 85 724 
706 725 85 724 714 718 158 724 775 709 0 
XFM-
1 
707 724 232 724 720 707 280 724 799 701 564 721 
 
Table A.2 Underground cable configurations [190] 
Config. Phasing Cable Spacing ID 
721 A B C 1,000,000 AA, CN 515 
722 A B C 500,000 AA, CN 515 
723 A B C 2/0 AA, CN 515 
724 A B C #2 AA, CN 515 
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Table A.3 Spot loads [190] 
Node 
Load 
Model 
Phases 
Node 
Load 
Model 
Phases 
ϕ-1 ϕ-1 ϕ-2 ϕh-2 ϕ-3 ϕ-3 ϕ-1 ϕ-1 ϕ-2 ϕh-2 ϕ-3 ϕ-3 
kW kVAr kW kVAr kW kVAr kW kVAr kW kVAr kW kVAr 
701 D-PQ 140 70 140 70 350 175 731 D-Z 0 0 85 40 0 0 
712 D-PQ 0 0 0 0 85 40 732 D-PQ 0 0 0 0 42 21 
713 D-PQ 0 0 0 0 85 40 733 D-I 85 40 0 0 0 0 
714 D-I 17 8 21 10 0 0 734 D-PQ 0 0 0 0 42 21 
718 D-Z 85 40 0 0 0 0 735 D-PQ 0 0 0 0 85 40 
720 D-PQ 0 0 0 0 85 40 736 D-Z 0 0 42 21 0 0 
722 D-I 0 0 140 70 21 10 737 D-I 140 70 0 0 0 0 
724 D-Z 0 0 42 21 0 0 738 D-PQ 126 62 0 0 0 0 
725 D-PQ 0 0 42 21 0 0 740 D-PQ 0 0 0 0 85 40 
727 D-PQ 0 0 0 0 42 21 741 D-I 0 0 0 0 42 21 
728 D-PQ 42 21 42 21 42 21 742 D-Z 8 4 85 40 0 0 
729 D-I 42 21 0 0 0 0 744 D-PQ 42 21 0 0 0 0 
730 D-Z 0 0 0 0 85 40 Total 
 
326 160 427 213 795 387 
 
Table A.4 Specifications of the UQ grid 
No. of substations 45 
No. of buses 45 
No. of transformers 59 
Combined rating of transformers 66.5 MVA 
Combined installed PV capacity ~2.25 MWp 
Combined backup generator (BG) capacity ~2.5 MW 
Operating power factor of BG 0.85 lagging to 0.85 leading 
No. of main distribution board (MDB) installed in LV 201 
 
Table A.5 Specifications of the of the deployed transformers 
Transformer Size 500 750 1,000 1,500 
Number deployed 6 6 23 24 
No load loss (W) 730 1,030 1,300 1,780 
Full load loss (W) 5,500 6,800 10,200 16,700 
% Impedance 4 4.8 6 5.5 
Magnetizing resistance (pu) 2,055 2,184 2,308 2,528 
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Table A.6 Specifications of the 11kV underground cables used in UQ grid 
Ampacity (A) No. of segments Diameter (mm
2
) Total length (km) 
Ω/km Henry/km 
R+ R0 L+ L0 
109 2 Coax 0.3 0.67 1.05 0.0004 0.0002 
165 1 50 0.5 0.49 1.05 0.0004 0.0002 
240 2 95 0.7 0.25 0.71 0.0003 0.0002 
347 10 185 3.5 0.13 0.58 0.0003 0.0002 
440 46 300 6.7 0.08 0.46 0.0003 0.0001 
Table A.7 Specifications of the LV cables used in UQ grid 
Ampacity (A) No. of segments Total length (m) 
Ω/km Henry/km 
R+ R0 L+ L0 
10 3 160 29.52 29.82 0.0013 0.0062 
15 2 100 23.41 23.79 0.0012 0.0061 
20 2 100 14.74 15.13 0.0012 0.0061 
32 2 100 14.74 15.13 0.0012 0.0061 
40 4 160 9.25 9.75 0.0011 0.0058 
50 6 240 9.25 9.75 0.0011 0.0058 
63 9 440 9.25 9.75 0.0011 0.0058 
80 5 200 9.25 9.75 0.0011 0.0058 
100 16 660 5.85 6.74 0.0011 0.0037 
125 2 100 5.85 6.74 0.0011 0.0037 
150 1 40 2.45 3.26 0.0009 0.0045 
160 7 340 2.45 3.26 0.0009 0.0045 
200 37 1,810 2.45 3.26 0.0009 0.0045 
250 2 100 2.95 3.79 0.0010 0.0023 
300 57 2,730 2.53 3.19 0.0010 0.0015 
350 1 30 1.55 2.10 0.0009 0.0011 
400 4 180 1.24 1.52 0.0008 0.0006 
500 5 260 1.00 1.20 0.0008 0.0005 
600 19 810 0.61 1.45 0.0009 0.0025 
630 1 40 0.61 1.45 0.0009 0.0025 
700 8 340 0.62 1.47 0.0008 0.0025 
800 11 460 0.49 1.34 0.0008 0.0025 
900 1 40 0.40 1.24 0.0008 0.0025 
1,000 8 390 0.26 0.98 0.0007 0.0016 
1,200 1 40 0.26 0.98 0.0007 0.0016 
1,300 9 350 0.26 0.98 0.0007 0.0016 
1,400 5 200 0.15 0.44 0.0006 0.0004 
1,600 6 280 0.13 0.42 0.0006 0.0004 
2,000 20 730 0.12 0.24 0.0005 0.0002 
2,100 2 80 0.12 0.24 0.0005 0.0002 
240 
 
 
Table A.8 Static characteristic of loads at UQ [27] 
Loads Types Power factor np nq 
Residential - 0.90 1.2 2.9 
Commercial - 0.85 0.99 3.5 
Industrial - 0.85 0.18 6 
Auxiliaries - 0.8 0.1 1.6 
A/C 
3-Φ central 0.9 0.088 2.5 
1-Φ central 0.96 0.202 2.3 
window 0.82 0.468 2.5 
Chillers - 0.99 0.5 2.5 
Motors 
Industrial motors 0.88 0.07 0.5 
Fan motors 0.87 0.08 1.6 
Agricultural pump 0.85 1.4 1.4 
Lighting  
Incandescent lights 1 1.55 0 
Florescent lights 0.9 0.96 7.4 
 
Table A.9 Percentage of EV load at different buses 
Bus No. 27 7 8 25 2 3 1 9 10 5 
% EV Load 3.8 2.4 8.6 5.0 19.9 20.2 9.9 12.5 13.1 4.1 
 
 
