We homogeneously analyse ∼ 3.2 × 10 5 photometric measurements for ∼ 1100 transit lightcurves belonging to 17 exoplanet hosts. The photometric data cover 16 years 2004-2019 and include amateur and professional observations. Old archival lightcurves were reprocessed using up-to-date exoplanetary parameters and empirically debiased limb-darkening models. We also derive self-consistent transit and radial-velocity fits for 13 targets. We confirm the nonlinear TTV trend in the WASP-12 data at a high significance, and with a consistent magnitude. However, Doppler data reveal hints of a radial acceleration about (−7.5±2.2) m/s/yr, indicating the presence of unseen distant companions, and suggesting that roughly 10 per cent of the observed TTV was induced via the light-travel (or Roemer) effect. For WASP-4, a similar TTV trend suspected after the recent TESS observations appears controversial and model-dependent. It is not supported by our homogeneus TTV sample, including 10 ground-based EXPANSION lightcurves obtained in 2018 simultaneously with TESS. Even if the TTV trend itself does exist in WASP-4, its magnitude and tidal nature are uncertain. Doppler data cannot entirely rule out the Roemer effect induced by possible distant companions.
INTRODUCTION
Transit photometry is now one of the primary exoplanets detection tools. This method has a very promising descedant branch -transit timing variations, or TTVs. The outstanding value of the TTV method comes from its ability to directly detect observable hints of N -body interactions in a planetary system. This method is even capable of detecting previously unknown planets (Agol & Fabrycky 2017) , and directly reveal tidal interactions with the star, like now famous example of WASP-12 b (Maciejewski et al. 2018b; Bailey & Goodman 2019) . This star demonstrates subtle period drift, as if the planet was spiraling down onto its host star. Such a physical phenomenon brings us unique opportunities to test the theories of tidal planet-star interaction and even to put some constraints on the interior structure of this exoplanet (Patra et al. 2017) . Recently, hints of an analogous TTV drift were also reported for WASP-4 (Bouma et al. 2019) , based on the first TESS observations. Our present work is devoted to further development of the TTV method. Basically, it presents results of a revised analysis following but including additional targets, expanded photometric data, and improved processing algorithms. However, if the goal of Baluev et al. (2015) was to demonstrate the potential of amateur observations in the TTV field, the primary accent here is to highlight the importance of using homogeneously derived TTVs.
The exoplanetary transit times published in literature are derived by multiple independent teams that used very different methods and models. For example, some works assume linear limb-darkening law, but some quadratic. The limb-darkening coefficients may be fixed at theoretically predicted values, or fitted as free parameters of the lightcurve. The photometric noise can be modelled differently as well: while some early measurements did not yet take into account the red noise, others did, but all in different ways. Some tried to reduce systematic effects by decorrelating them with airmass, some use more complicated correlation models, and some just fit the systematics by a deterministic model (e.g. trends plus multiple oscillations).
Moreover, any transit lightcurve fit also depends on the exoplanetary parameters (planet/star radii ratio, impact parameter, etc.) which have an obvious tendency to improve their accuracy with time. While many earlier transit observations were rather inaccurate because they could not rely on good exoplanetary parameters, later ones can use a larger record of observations to derive more accurate results.
As such, the transit times published in the literature appear very heterogeneous: they may have subtle systematic biases, including biases in their uncertainties. Those biases are difficult to deal with, because they vary from one team to another in an impredictable manner. Hence, it might appear too difficult to analyse such merged TTV data as if they were homogeneous, ultimately resulting in false detections of spurious variations and so on.
This work presents an attempt to carefully reprocess the archival and new observations in a homogeneous way, relying on the same analysis protocol, including the use of the same methods and of the same transit and noise models. Now we can reprocess the entire photometry set available for each target in a self-consistent manner, i.e. we should not necessarily fit all the transits for the same target independently. This approach was already tested in , and it allows us to reduce the number of degrees of freedom of the fit, thus improving the usability of lower-quality observations. Such a goal naturally implies substantial analysis of the available photometric data, careful identification of possibly outlying measurements or even entire lightcurves. Such a work necessarily implies an investigation of the models involved, in particular the limb-darkening models and noise models. This also includes an analysis of the photometric noise potentially yielding improved data-processing strategies.
Moreover, we now aim to undertake a multimethod study not relying on just the photometric observations. We performed a self-consistent analysis of our homogeneously processed photometry jointly with Doppler data, since the combination of the transit and Doppler methods allows for a much more comprehensive characterization of a planetary system. This is especially important for several unique exoplanets, like the above-mentioned WASP-12 or WASP-4 demonstrating possible TTV trends. In particular, relatively little attention was paid so far to a yet another explanation of such trends, based on the light-travel effect induced by outer bodies (Irwin 1952) .
Finally, this work represents the first big practical test of the EXPANSION project (EXoPlanetary trANsit Search with an International Observational Network), grown on the basis of the ETD (Exoplanet Transit Database) that was used by Baluev et al. (2015) . Now EXPANSION is a standalone international project joining a network of several dozens of relatively small-aperture telescopes, aimed to monitor the exoplanetary transits (Sokov et al. 2018) . This network covers amateur as well as professional observatories spreaded over the world in the both hemispheres.
The structure of the paper is as follows. In Sect. 2 we provide a detailed description of the data that we analyse. In Sect. 3 we introduce the algorithms used to process the photometric data. In Sect. 4 we present results of empirical debiasing of the limb-darkening theoretic models. In Sect. 5 we present the TTV data derived for our 17 targets and results of their analysis, including a detailed discussion of possible TTV trends in WASP-12 and WASP-4. In Sect. 6 we present results of self-cosistent fits using both the transit and radial velocity data, available for 13 targets. In Sect. 7 we discuss in yet more detail the case of WASP-12, deriving a purely tidal part in its observed TTV trend.
PHOTOMETRIC AND DOPPLER DATA
The EXPANSION project performs a long-term monitoring of exoplanetary transits. Amateur and professional observatories from Russia, Europe, North and South Americas with relatively small telescopes from 25 cm to 2 m are used in the photometric observations (Sokov et al. 2018) . We used data from this network, including all the data from ETD that were used in . Additionally, we used lightcurves published in the literature or kindly provided by the observers, as listed in Table 1 . Most of them are available in the VIZIER database.
We expanded our targets list by seven exoplanets: Qatar-2, WASP-3, -6, -12, HAT-P-3, -13, and XO-5, thus increasing their number to 17. The total amount of the input data has grown considerably. This time we had ∼ 3×10 5 photometric measurements in ∼ 1000 lightcurves, compared to ∼ 8 × 10 4 measurements in ∼ 300 lightcurves processed by Baluev et al. (2015) .
Whenever necessary, the timestamps in the photometric series were transformed to the BJDTDB system by means of the public IDL software developed by Eastman et al. (2010) . To perform this reduction, we used ICRS coordinates through the SIMBAD database which originate from GAIA DR2 (Brown et al. 2018 ). We did not apply any correction to these coordinates due to proper motion, since this would imply only a negligible correction to the time (below ∼ 0.1 sec).
Additionally, we used the precision radial velocity (RV) measurements obtained from the archival spectra of the HARPS, HARPS-N, SOPHIE, and HIRES spectrographs. This involves the following targets from our photometry sample: Corot-2, GJ 436, TrES-1, WASP-2, -4, -5, -6, -12, HD 189733, XO-2N. The spectra were processed with the HARPS-TERRA pipeline (Anglada-Escudé & Butler Southworth et al. (2009b) Danish telescope timings might be unreliable (Nikolov et al. 2012; Petrucci et al. 2013 ) Sanchis-Ojeda et al. (2011 ) Nikolov et al. (2012 Petrucci et al. (2013) These data were kindly provided by the authors Maciejewski et al. (2013) Partly superseded by Maciejewski et al. (2016 ) Stevenson et al. (2014 Multi-band transmission spectroscopy; very high accuracy data Maciejewski et al. (2016 ) Maciejewski et al. (2018b WASP-52 Chen et al. (2017) Multi-band transmission spectroscopy; very high accuracy data Mancini et al. (2017) XO- 2N Fernandez et al. (2009) Kundurthy et al. (2013 ) Damasso et al. (2015 XO-5 None 2012). Some of these data represent reprocessed versions of the RV data available in the literature, e.g. from , and some are new. Whenever performing a self-consistent transit and radial velocity analysis we transform all the Doppler time stamps to the BJDTDB system consistent with the photometry. However, the RV data that we release here correspond to the UTC rather than TDB system (as traditionally adopted for this type of the data).
Since Wilson et al. (2008) , additional 31 RV measurements have been obtained for WASP-4 with the high resolution spectrograph CORALIE on the Swiss 1.2 m Euler telescope at La Silla Observatory, Chilie (Queloz et al. 2001 ). RVs were re-computed for the new data and the dataset presented in Wilson et al. (2008) , for 45 measurements in total, by cross-correlating each spectrum with a G2 binary mask, using the standard CORALIE data-reduction pipeline.
For WASP-2, WASP-3, WASP-4, WASP-12, and XO-5 additional HIRES observations were presented by Knutson et al. (2014) , which we included in the analysis in the published form. The Keck RV data from (Knutson et al. 2014) for XO-2N and GJ 436, and from (Albrecht et al. 2012) for GJ 436 were not used as they were found in our TERRA-processed sample. The HAT-P-13 data available in (Knutson et al. 2014 ) mysteriously appeared older and much less complete than RV data set by Winn et al. (2010) , so we used the latter one. Some more in-transit RV data for WASP-12 are also mentioned in (Albrecht et al. 2012) but not published.
The data files containing the photometric and radialvelocity measurements are attached as the online-only material. The format of the files follows that of . Concerning the RVs, we currently release only a partial set, since we still plan to seek more RV data and perform their more detailed analysis in a future work.
We notice that some TERRA-processed RV data in ) appeared partly erratic. First, the HARPSN data for HD 189733 appeared entirely wrong because they belong to its known companion B. Secondly, the difference between the new and old HARPS data for GJ 436 revealed a clear systematic trend indicating some processing error in the old data set. The long-term trend was highly significant in the previous RV release, but now it disappeared.
DERIVING TRANSIT TIMES FROM PHOTOMETRY
Our derivation of transit timing variations from photometry uses a similar procedure to that of Baluev et al. (2015) which we updated to follow the processing stages below.
(i) Fit the raw transit photometry and the resulting resulting transit timings with a reference TTV model (linear ephemeris plus a possible quadratic trend, see eq. (5)).
(ii) Clean TTV outliers (bad lightcurves) by verifying the TTV residuals and then reprocessing the remaining data.
(iii) Clean photometry outliers in the remaining lightcurves in a similar way and then reprocess the data.
(iv) Reprocess the data using semi-empirical limbdarkening coefficients for lightcurves in which the limbdarkening was ill-fitted or had poor accuracy. The semiempirical values are based on Claret & Bloemen (2011) corrected for the systematic biases derived in Sect. 4.
(v) Among the remaining lightcurves, identify higherquality (HQ) ones, and reprocess them separately.
We note that in our previous work we were only able to follow Stages 1 and 3. Stage 2 could not be completed due to a relative lack of TTV data. Stage 4 was not performed due to a simplistic limb-darkening treatment, which is now revised, and Stage 5 was absent. Most of the analysis was performed using the PlanetPack software (Baluev 2013 (Baluev , 2018 . We now consider each stage in more detail.
Stage 1: lightcurve fitting
The light curve fitting is based on maximum-likelihood fitting with a dedicated model of the photometric noise and follows . As in that work, we use circular model of the curved transiter orbital motion. Most of our targets do not have a detectable orbital eccentricity, except for GJ436b. However, the photometric data for GJ436 appeared mostly of a too low quality. Except for a very few space-based HST observations, they do not justify the use of a general Keplerian model. In any case, we include non-zero orbital eccentricities in the joint transit+Doppler analysis below.
1
The initial steps of the algorithm involve a set of preliminary fits, needed to avoid pathological solutions and fitting traps:
(i) Fit the data with a fixed transit impact parameter, fixed limb darkening coefficients and with a strictly quadratic TTV ephemeris. Contrary to , who adopted a linear TTV ephemeris, here we decided to use a quadratic one because now we have at least two candidates with a quadratic TTV trend , and all other targets should be processed homogeneously.
(ii) Refit after releasing the transit impact parameter and mid-times.
(iii) Refit after releasing limb darkening coefficients (except for those that are fixed at the corrected theoretical values at Stage 4 or 5).
(iv) Determine very high-quality lightcurves that allow independent fitting of the limb darkening coefficients and if such lightcurves exist, refit the model yet again.
After these initial stages, our red noise auto-detection sequence follows that of Baluev et al. 2015; Baluev 2018 . Our criteria for a robust red noise detection were: (i) the loglikelihood ratio statistic Z should be at least 2, implying the asymptotic false detection probability χ 2 2 (Z) = exp(−Z) ∼ 14 per cent, (ii) the uncertainty in the red jitter σr is at most the estimated value (iii) the uncertainty in the red noise timescale τ is at most twice the estimated value. These criteria appear very mild (even more mild than in Baluev et al. 2015) . In fact, they assume that most of the lightcurves must contain some red noise by default, except for the cases whenever the red noise could not be modelled reliably.
In this work we used 3 starting initial values for τ , thus running up to 3 probe red-noise fits for each lightcurve.
These initial values were spreaded logarithmically in the range from T /N to T (where T is the total time span of the lightcurve, and N is the number of its photometric measurements). In ) just a single initial value τ = T / √ N was used, with a single probe fit per a lightcurve. It appeared that among our ∼ 1000 lightcurves, almost all reveal their red noise after just this very first trial fit. However, in a few cases it appeared that the first fit did not converge to a robust solution because the actual best fitting value of τ was too far from T / √ N . By adding two more probe fits starting from τ closer to the low and upper limits of the range, we could robustly detect the red noise in several lightcurves additionally.
But even with these very mild detection criteria and multiple trial fits it appeared that only 1/4 to 1/3 of our lightcurves (depending on the target) revealed an individually fittable red noise. This is in agreement with Baluev et al. (2015) , however such a low fraction of the rednoised lightcurves still appears surprising. The red noise may exist in the rest of lightcurves too, but with ill-fitted individual parameters. Therefore, leaving the noise models in such a partial model-mixed state might make the resulting TTV data less homogeneous. For example, the uncertainties in the white-noise portion of TTV data may appear systematically smaller than in the red-noise one. To soften this effect we tried to fit the red noise in the remaining lightcurves in an averaged sense. Since the most uncertain and poorly determinable red noise parameter is τ , we assumed that this τ is the same among all the lightcurves that did not reveal an individually detectable red noise. While binding τ at such a shared 'average' value, the value of σr was still assumed individually fittable for each lightcurve to allow an adaptive match of the red noise magnitude. In this way, if this derived shared τ appeared inconsistent with the actual observations in a given lightcurve then this τ could be just ignored by reducing σr to zero.
After that the fraction of lightcurves enclosed by a rednoise model was raised to 50 − 80 per cent, depending on the target. The rest of the data had the best fitting σr = 0, implying that they contradict either the derived shared τ , or the red-noise hypothesis itself. This might formally suggest the presence of a blue noise instead (or σ 2 r < 0). If the red noise infers an increase of the TTV uncertainties, the blue noise would reduce them below the level expected from the white noise. Such an apparent effect may appear due to starspot transit events (see below), but they might also imply large individual timing biases which we do not detect or reduce in this work. In such circumstances, we do not allow the TTV uncertainties to decrease below their white-noise estimations.
Since we have a large set of red noise estimations for numerous lighcurves, it is now possible to consider some statistics. In Fig. 1 we show the histograms of the derived red noise parameters τ and σr, and of the ratio σr/(RMS), the relative red noise contribution in the total error budget. We can see that τ spans a wide range from ∼ 10 sec to ∼ 50 min, but is primarily located in the range 1 − 5 min. The typical magnitude of the red noise is ∼ 1 mmag, but also can deviate a lot from this peak value. The relative red noise contribution is typically above 30 per cent (smaller values typically cannot be detected or estimated reliably, so they are mostly ignored in these histograms).
Yet another major difference from ) is a more careful treatment of the limb darkening. As before, we adopted a quadratic limb darkening model:
where ρ is the projected distance from the disk center, and coefficients A and B should satisfy the constraints
which guarantee that I(ρ) never turns negative and always remains monotonically decreasing (no limb brightening allowed), see Baluev et al. 2015; Kipping 2013 . In ) the limb darkening coefficients A and B were assumed the same for the most of the lightcurves, regardless of the spectral band. But now we considered this as an inadmissibly rough assumption. Although a fully independent fit of these coefficients for every lightcurve is unnecessary (and even practically impossible), we need at least to fit them independently for different spectral filters.
We split all available lightcurves into several sets that correspond to the same or similar spectral bands. For example, we combined in a single set the Johnson RJ and Cousins RC filters, as well as the Sloan r or r ′ ones, treating them all as the same "generic R" filter. The theoretically predicted limb darkening coefficients appear almost equal in all these filters: the differences are smaller than e.g. those implied by different models of stellar atmosphere in (Claret 2000 (Claret , 2004 Claret & Bloemen 2011) . Thus we sorted all our data into 8 classes, corresponding to the following "generic" spectral ranges: U , B, V , G, R, I, Z, K. Many lightcurves (mostly amateur ones) were obtained without any filter at all, or using a wide-band IR-UV cut-off filter, and we joined all such data under another class labelled "clear".
A few lightcurves could not be assigned to any of the above band classes, because they were obtained in another spectral band or with a different technique. Most of that data appeared of an exceptional quality, so we always fit their limb darkening coefficients independently. These special cases include observations from Hubble Space Telescope, "white" lightcurves from transmission spectroscopy, and data from some other specialized instruments.
Finally, we carried out a systematic comparison of the resulting "observed" coefficients A and B with their theoretically predicted values based on (Claret 2000 (Claret , 2004 Claret & Bloemen 2011) . This comparison revealed certain systematic biases, discussed in Section 4 below.
Stages 2 and 3: cleaning the outliers
The cleaning of outliers is performed as in , by means of inspecting the Gaussian quantile-quantile (QQ) plots of the TTV residuals. The QQ plot is a nonlinearly re-scaled graph of the empirical cumulative distribution Femp(ε) of the normalized residuals εi = ri/σi, where ri is the best-fit residual and σi is the modelled standard deviation.
2 If the input data were good and all Figure 1 . Histograms of the estimated photometric red noise parameters, τ and σr, and of the relative red noise contribution in the total RMS. We used only those estimations of τ and σr on Stage 4 that exceeded their respective uncertainty. models correct, then this Femp(ε) should be close to standard Gaussian, F (ε) = Φ(ε). Hence the quantile function Q(ε) = Φ −1 (Femp(ε)) should be close to Q(ε) = ε. The graph of Q(ε) is the QQ plot that we examine. These plots are given in the online-only Fig. 2 , 1st row. We can see that the empirical curves are indeed close to the main diagonal, suggesting mostly Gaussian noise, but a number of outliers deviate in the tails much more than a normal distribution would allow. Therefore, the outliers can be identified as points that reside in these tails. The photometric outliers are detected in the same way as TTV ones. The corresponding QQ plots are shown in the online-only Fig. 2, 2nd row.
We reviewed the list of potential ∼ 20 TTV outliers, and decided to manually 'whitelist' two lightcurves looking like outliers. Namely, this is one lightcurve for HAT-P-13 from (Szabó et al. 2010 ) and one for HD 189733 from (Kasper et al. 2019) , both with ε ≃ 4. Concerning HAT-P-13, it demonstrated inconclusive hints of a TTV in the past, and it might appear to be the case that (Szabó et al. 2010 ) measurements actually reveal a true TTV, rather than a statistical outlier (e.g. induced by known non-transiting companions, see Winn et al. 2010) . However, after that we noticed that this large normalized residual was finally reduced on Stage 4, thanks to using corrected limb-darkening coefficients which appeared ill-fit on Stage 3. Concerning the HD 189733 lightcurve by Kasper et al. (2019) , it belongs to a homogeneous set of high-quality transmission spectroscopy observations. The other observations also have rather large ǫ level. We decided to allow all the Kasper et al. (2019) data to Stage 5 despite the particular lightcurve being rather anomalous. Possible reasons of such anomalies in the Kasper et al. (2019) data are discussed in Sect. 5.1.
Stage 4: applying empirically corrected limb-darkening
Many lightcurves have relatively poor quality, so it is not possible to reliably fit a two-parametric limb-darkening law (1). Therefore, on Stage 3 multiple estimates appear to have large uncertainties in A and B about unity, or the coefficients themselves lie on the boundary of their admissible domain (Kipping 2013) , indicating a poor fit. To overcome these issues, we performed one more processing pass, fixing the limb-darkening coefficients with poor accuracy at certain semi-empirical values. See more detailed discussion and motivation in Sect. 4.
Stage 5: determining high quality lightcurves
To identify transit times of a higher quality, we first introduce the "quality characteristic" of a lightcurve:
The quantity 1/Q determines the uncertainty offered by a "standard" chunk of the lightcurve of a unit length. The uncertainty of an arbitrary chunk of length t scales as 1/(Q √ t). Here we neglect possible red noise, so even neighboring measurements are assumed uncorrelated.
This characteristic is not yet indicative concerning a particular exoplanet. Let τ be the transit duration, and r ′ = r pl /R⋆ be the planet/star radii ratio. Then the uncertainty of the in-transit piece of the lightcurve would be 1/(Q √ τ ), and it should be compared to the transit depth r ′2 . That is, the following normalized parameter:
can serve as our idealized quality characteristic. Say, Q ′ = 100, then the transit depth can be measured with an accuracy of 1 per cent, while Q ′ = 10 implies relative accuracy of 10 per cent. Now let us plot the empirical distribution of Q ′ computed for all our lightcurves (online-only Fig. 2 , bottom row). We can see that Q ′ varies in an very wide range from a few tens to a few thousands. We choose a threshold Q ′ > 100 to select the HQ lightcurves. Such a threshold keeps about 2/3 of the entire sample, so it is a relatively mild filter. Our goal was mainly to filter out only very inaccurate and probably useless data, rather than to select a minor portion of highly accurate ones.
Note that whenever a lightcurve has low Q ′ , this does not necessarily mean that it must be immediately removed from the analysis as unreliable. Such a lightcurve just has a poor overall accuracy, but it already survived the normality tests of the previous processing stages. Statistically, the derived timing value remains quite admissible and usable (within its uncertainty). Below we consider results of Stage 4 and Stage 5 simultaneously so the reader can compare them.
EMPIRICAL CALIBRATION OF THE LIMB-DARKENING COEFFICIENTS
Using the technique presented above, we performed a pertarget and per-band fit of the limb darkening coefficients A and B in the quadratic model (1). After that, we compared these empirical estimates with their theoretically predicted values from (Claret 2000 (Claret , 2004 and their update from (Claret & Bloemen 2011) band-by-band. The coefficients for the "clear" band-class were compared with the bolometric estimates by Claret. We utilized the jktld code by Southworth (2015) that offers a convenient interface for interpolating the original tables by Claret.
3 The necessary stellar parameters (T eff , log g, [Fe/H]) were taken mainly from the SWEET-Cat (Santos et al. 2013) , and from (Siverd et al. 2012) for Kelt-1. In almost all cases we used the coefficients corresponding to the ATLAS models, except for GJ 436, for which only the PHOENIX-based coefficients were available. We assumed microturbulence velocity vt of 2 km/s for all cases.
We found that many of our A and B estimations, even the most accurate ones, significantly deviate from theoretical values. In itself, this is not very surprising, because the theoretical values are expected to have some biases (Heyrovský 2007) . Even if the theoretical brightness profile was entirely perfect, the two-parameter models such as (1) cannot approximate it everywhere equally well. The resulting "theoretical" coefficients A and B depend on how we fit this profile: they may appear biased to better fit one its portion or another. And they should not necessarily coincide with the empirical values obtained from transit fitting (even if the latter had no significant errors at all).
In online-only Fig. 3 , some worst-case discrepancies are demonstrated. The empirical A and B estimations correspond to the processing Stage 3, while the theoretical values were derived from (Claret 2000 (Claret , 2004 , and one can see that they systematically deviate by ∼ 0.1 − 0.2.
Then we computed the universal shifts ∆A and ∆B, necessary to minimize the differences between the observed and theoretical coefficients. The weighted least squares fit yielded the biases ∆A = 0.059 ± 0.008 and ∆B = −0.172 ± 0.014 for the quadratic law, and ∆A = −0.112 ± 0.002 for the linear law. These shifts refer to the older tables by Claret (2000 Claret ( , 2004 , ATLAS models, and take into account only the UBVGRIZK filters.
By fitting the newer models by Claret & Bloemen (2011) , corresponding to the flux-conservation method (FCM), and for the same spectral filters as above, we obtained the following biases: ∆A = 0.004 ± 0.008 and ∆B = −0.099 ± 0.014 for the quadratic law, and ∆A = −0.035±0.002 for the linear law. The newer tables are clearly better, though some minor bias still remains in B. By adding the latter best-fitting corrections to the theoretical A and B values the agreement can be improved remarkably. This becomes obvious in several high-accuracy cases (e.g. WASP-4, Qatar-2), see online-only Fig. 4 .
The coefficients from Claret & Bloemen (2011) obtained by least-square fit of the brightness profile appear less accurate than the FCM ones and more similar to those from (Claret 2000 (Claret , 2004 . The differences between various systems of the limb-darkening coefficients highlight the need for a homogeneous TTV analysis, based on simultaneous fitting of all raw lightcurves at once and using the same analysis pipeline. Direct mixing of independently derived timing measurements, especially those released before or after the 2011 update, may lead to spurious timing biases.
In this work, we adopt a hybrid approach to model the limb-darkening profile following the key aspects below.
(i) If at Stage 3 both A and B had a fitting uncertainty of better than 0.2 and simultaneously did not reside on either boundary of (2) then we did not rely on the theoretical values. Even the corrected ones may still appear to be biased for an individual star, so we allowed these coefficients to be fitted from the transit curves as free parameters (still taking into account the common binding constraints per each spectral band class).
(ii) The limb-darkening coefficients corresponding to filters other than UBVGRIZK, were always fitted, including the no-filter ("Clear") cases, regardless of their resulting accuracy. Notice that in the online-only Figs 3 and 4 we compare the "Clear" band with the predicted bolometric values only for a reference: we do not rely on the bolometric coefficients in our processing.
(iii) If at Stage 3 either limb-darkening estimations appeared too uncertain (above 0.2) or the model appeared ill-fitted (residing at the boundary of (2)) then we fixed such coefficients A, B at their theoretical FCM values from (Claret & Bloemen 2011) , corrected by the biases derived above. This refers to only the UBVGRIZK filters. The motivation here was to get rid of unrealistic solutions.
The graphs of the final limb-darkening coefficients are presented in the online-only Fig. 5 .
RESULTS OF THE TRANSITS ANALYSIS

Verifying the quality of the derived timings
Before presenting our TTV analysis results, we need to discuss the quality of the derived transit timing data. Our transit analysis pipeline differs in several important aspects from the standard methods applied usually. In particular, we treat the red noise using a parametric model by Gaussian processes with exponential correlation function. While many other works may use different techniques, e.g. originating from a seminal work by (Pont et al. 2006) or from (Foreman-Mackey et al. 2017 ). Also, we used different statistical treatment paradigms and different software. Finally, we analyse jointly lightcurves of a very different quality, from amateur ones to professional ground-based and even spacebased HST data. Although we undertook multiple efforts to handle such a heterogeneity, its side effects may still exist.
Therefore, we need some benchmark of the accuracy and quality of our TTV data. This can be done by comparing them with analogous TTV data from other published works. However, most of the published TTV data were derived by different teams who used different techniques and different assumptions (e.g. concerning the limb-darkening). Hence, their mixed compilations cannot usually serve as reliable benchmarks. We need a long record of TTV data, obtained mostly by the same team.
In our target list, only WASP-12 perfectly suits our needs. It has ∼ 200 observed transit lightcurves in total, and about half of them were processed by the same group (Maciejewski et al. 2013 (Maciejewski et al. , 2016 (Maciejewski et al. , 2018b . Simultaneously, these data were obtained at quite different telescopes located in different astroclimate conditions. Therefore, they have different quality characteristics, offering the necessary degree of physical heterogeneity.
Here we used the transit times from (Maciejewski et al. 2018b ) and (Maciejewski et al. 2016 ) that included the most reprocessed lightcurves of (Maciejewski et al. 2013 ). We did not include the timings from the 2013 paper not reprocessed in the 2016 one (since they would be statistically different). After that we sampled the same transits from our homogeneous data release. Thus we obtained two similar TTV time series to be compared, each containing 73 data points at the same epochs. We fitted both them with a quadratic trend model (5), resulting in almost identical trend fits. We then computed the resulting RMS: 22.1 sec for the Maciejewski et al. data and 24.9 sec for our data release. The Maciejewski et al. data winning with a slightly smaller scatter of the residuals, though this 12 per cent difference is comparable to the probable statistical uncertainty (1/ √ N for N = 73 yields the same 12 per cent). Therefore, the intrinsic statistical accuracy of our processing pipeline appears similar high quality TTV data sets available in the literature.
However, our data reveal important difference in another aspect. The value of the reduced χ 2 for the quadratic TTV model is 0.79 for Maciejewski et al., implying that they tend to overestimate their TTV uncertainties by 12 per cent on average. On the contrary, our data imply the reduced χ 2 of 1.49, which means that our TTV uncertainties appear underestimated by the factor √ 1.49, or by ∼ 22 per cent on average.
We notice that it is quite frequent that the uncertainties reported for some measurements have a remarkable systematic bias. This is expected, because there are always subtle physical effects that were missed, or shortcomings of the adopted models, or hidden inaccuracies of the statistical processing. All this may lead to a systematically wrong uncertainties in the derived data. The same phenomenon was known long ago in the precision Doppler data (Wright 2005; Baluev 2009 ), and a generally similar effect should be expected in TTVs.
Then the TTV data released by different groups may have quite a different level of hidden noise. We therefore caution the reader against simplistic joining of TTV data coming from different sources. Such a merging should be made in an adaptive manner instead, taking into account possibly different relative weights of heterogeneous subsets. One way of such an adaptive treatment is demonstrated below for the WASP-4 case.
As we can see, the TTV noise uncertainties may appear overestimated (like in Maciejewski et al.) , as well as underestimated (like in this work). Concerning the first case, the data have a smaller actual scatter than expected, indicating just some unclassified inaccuracies in the processing algorithm. Concerning the second case, this can be also explained in a bit more physical manner via the effect of an additional noise source, not taken into account when performing the processing.
We believe that this source can be the starspot transit events. Initially, we expected that such transit curve anomalies might be taken into account by a red noise model, however it appeared that lightcurves with obvious spot-transit anomalies usually do not have a detectable or even fittable red noise. Moreover, in practice it sometimes appeared that such transit curves demonstrated hints of a blue noise with σ 2 r < 0.
One may argue that such a behaviour is reasonable. The type of the noise -white, red, or blue -is basically determined by its rate of decrease whenever it is averaged over N consequent observations: either N − 1 2 (white), or slower than that (red), or quicker than that (blue). A single spot-transit perturbation in the lightcurve is actually not noise: it is a determenistic curve anomaly. The noise-like effect here appears only because these anomalies change randomly from one transit to another. However, for a given lightcurve any spot-transit anomaly behaves as a deterministic function, e.g. it is averaged out at the rate 1/T , where T is the length of the observation sequence. This corresponds to the decay rate of 1/N , if N is accumulated linearly with time. Therefore, such an anomaly can be interpreted as a blue noise rather than red or white one.
In particular, we notice that some HQ observations by Kasper et al. (2019) may be affected by hidden starspot transit or other activity-related phenomena (even though they are not obvious from the lightcurve, possibly due to a low cadence). This might explain why one of them was identified as an outlier deviating by ∼ 2 min (see Sect. 3.2). Note that our estimation of this transit time is essentially consistent with the original Kasper et al. (2019) value (the shift by just 6 sec, our uncertainty is 12 sec compared to the original uncertainty of 11 sec), so this issue cannot be attributed to our data-analysis pipeline. The star HD 189733 itself reveals a remarkably large scatter of the TTV residuals (see Table 2 explained below), possibly indicating an increased starspot activity.
Analysis of the TTV
We processed our TTV data in the homogeneous manner, using the same protocol for each target. For the first step, we tested the existence of a possible long-term nonlinear trend in the TTV time series, expressing it as a quadratic model:
where n is the transit count (or epoch), P is the orbital period, and dP/dn is the small quadratic coefficient. Defining a temporal variable t = nP , we can alternatively rewrite (5) as:
In this model the quantity T d = −P/Ṗ represents a characteristic time of period decay (the time when the apparent period would turn zero if it decreased linearly). Since it has an intuitive interpretation, we often use this quantity below as a reference fit parameter (rather than the quadratic coefficient itself). However, we emphasize that multiple physical phenomena may be approximated by mathematically the same formula (5): tidal orbital decay, tidal apsidal drift, or even non-tidal effect of a perturbation from a distant companion (causing the TTV via the light-travel effect).
The TTV residuals themselves are plotted in the onlineonly Fig. 6 and 7 for all our targets. They correspond to a linear TTV ephemeris and are given separately for Stage 4 (all data) and Stage 5 (HQ data).
We were able to easily confirm the TTV trend of WASP-12 (Maciejewski et al. 2016 ) at this step. This case is discussed in details below in a separate section. The TESS timing data (Bouma et al. 2019) claimed that a similar TTV trend may exist in WASP-4, but our data do not confirm such a trend. The detailed analysis of this target is discussed below in a separate section.
The other targets did not demonstrate convincingly detectable hints of nonlinear TTV trends (based on the loglikelihood tests applied to the TTV time series, see Section 5.5). Furthermore, we performed a search for periodic TTV signals. We constructed a periodogram z3 from (Baluev 2008) , shown in the online-only We could not find any periodic TTV for any of the targets. Peridograms did not reveal hints of significant periodicity. In particular, we do not detect any hints of previously claimed controversial TTV for HAT-P-13 (Nascimbeni et al. 2011b; Pál et al. 2011) or for WASP-3 (Maciejewski et al. 2010; Montalto et al. 2012; Maciejewski et al. 2018a ). Concerning the HAT-P-13 target, it has a second companion HAT-P-13 c, and also reveals hints of additional long-period companions appearing as a linear RV trend (Winn et al. 2010) . These additional companions would impose a variable light travel delay effect on the inner tight subsystem, causing therefore a TTV. However, this type of TTV is not detectable in HAT-P-13 due to the small magnitude (e.g. ∼ 7 sec from HAT-P-13 c). In this work we did not investigate the TTVs possibly coming from gravitational perturbations of the planet b orbital motion.
For WASP-4 HQ data we find that multiple peaks rise above the two-sigma significance level in the short-period range. However, these peaks look more like noise rather than a systematic variation. Moreover, they disappear if we remove just a single timing measurement, namely the one derived from the lightcurve by Sanchis-Ojeda et al. (2011) , dated by 02 Aug 2009. We believe that this lightcurve could be affected by a subtle residual systematic effect or by a spot-transit event, even though it was not classified as an outlier and looks visually reasonable. Similar issues may apply to HD 189733, which involves at least one lightcurve by Kasper et al. (2019) with anomalous timing.
We note that in inconclusive hints of periodic TTVs for WASP-4 were claimed in the range of a few days. However those periodogram peaks disappeared when applying a more careful treatment of the limbdarkening coefficients. This highlights the practical value of the limb-darkening model, even if it apparently does not seem so important for TTV studies.
Updated planetary transit fits
The Table 2 contains fitted transit parameters for our 17 exoplanets, both for the Stage 4 and Stage 5 data. We give only rather raw parameters, while the complete set can be determined only from the transit+RV fits (considered below). In addition, we give the number of red-noise lightcurves for each target (fitted individually or with shared τ ), the cumulative quality characteristic for each target, the maximum and mean absolute correlation of the derived transit times (which appears between different transits through the shared planetary parameters), and the reduced χ 2 for the derived transit times residuals (relative to a best fitting quadratic TTV). We also performed alternative fits assuming that all the transit times strictly follow a quadratic model. For these alternative fits we only consider the best fitting quadratic TTV ephemeris (5).
Our approach may inspire statistical correlations between different transit times , but they mostly appeared negligible. Only for GJ 436 and WASP-6 some pairs of transits generated a large correlation of up to 0.68. This is because now we included several partial transits in the analysis. Nonetheless, on average the effect of correlations becomes negligible, so we decided to keep such transits particularly since we have rather little transits data for these two targets.
We notice that for Kelt-1 the impact parameter estimation b = 0.05 ± 0.64 is a formal and non-informative value, since the parameter b becomes severely nonlinear and hence non-Gaussian whenever it becomes smaller than the uncertainty. In this case, a considerably more linear parameter might be a = √ 1 − b 2 with σa = (b/a)σ b (if b is the distance of the transit trajectory from the star disk center, a is its distance from the star limb). This corresponds to a = 0.999 ± 0.032, implying the 1σ low limit on a of 0.967, hence a more realistic upper 1σ limit on b of 0.25 (rather than 0.64). In Baluev et al. (2015) the Kelt-1 best fit would formally correspond to an a > 1, i.e. imaginary b, so it was set to the least physically sound value b = 0. Clearly, the value of b is consistent with zero in any case, but its uncertainty still remains large. To avoid the mathematical peculiarity near b = 0, one could consider a or e.g. b 2 as a primary fit parameter, however we keep using b as it is more traditional and intuitive.
Finally, the most important observation from Table 2 is that all values of χ 2 TTV are significantly above one. This indicates, most probably, that our algorithm does not take into account all the noise sources in full. As we already noticed above in Sect. 5.1, one such escaped noise source is likely the effect of spotting activity causing random anomalies in transit lightcurves.
It is important for us that this activity effect, whatever physical source it has, can be easily modelled at the TTV processing stage. This can be achieved by fitting an additive noise increasing derived timing uncertainties, or by multiplying them by a constant factor (we did not find definite hints clearly favouring either of these approaches). These methods are discussed in detail in (Baluev 2009 . However, all self-consistent fits that avoid explicitly dealing with transit timings may appear to have underestimated uncertainties because of this activity effect. This refers, in particular, to the quadratic ephemeris given in Table 2 . For example, for WASP-12 the relative uncertainty of dP/dn following from the table is 6.7 per cent, while after processing the transit times with an adaptive noise model (see Section 5.4 below) we obtain a larger relative uncertainty about 9.2 per cent, which is more realistic. The ratio of these uncertainties is almost equal to the value of χ 2 TTV from Table 2 . We expect that the values of T0 and P from Table 2 are affected in the same way, as well as P and T d from Table 6 containing the self-consistent transit+RV fits. Their uncertainties following from a self-consistent fit should be multiplied by the factor of χ 2 TTV . Concerning the other fitted parameters, their uncertainties may also be affected, but in an unpredictable manner. The correction factor is not necessarily related to χ 2 TTV , if the parameter has no direct relationship with transit times.
WASP-12: a nonlinear TTV trend
Our analysis yielded 9-sigma significance of the WASP-12 quadratic TTV term. This appears convincing, and the trend itself can be easily distinguished in Fig. 2 below. We obtained the characteristic orbit decay time T d = P/|Ṗ | = 3.57 ± 0.33 Myr (or 3.60 ± 0.34 Myr for the HQ subsample). This is consistent with the recent estimations by Patra et al. (2017) and Maciejewski et al. (2018b) . These estimates were based on the multiplicative noise model . The noise scale factor becomes 1.35 or 1.33, the values of χ 2 TTV from Table 2 .
We also considered the so-called regularized noise model from , which in our conditions is almost equivalent to the 'additive' model. In this model, the noise is represented as a quadrature sum of the derived TTV uncertainty and of a 'jitter'. With this model we obtain T d = 3.55±0.31 Myr (3.60±0.31 Myr from only HQ TTVs), practically the same values. The best fitting TTV jitter for our data is estimated to be 20.8 ± 2.5 sec (18.9 ± 2.5 sec for the HQ subsample). Therefore, this result is practically modelinvariant and thus very trustable. As such, the tidal quality factor remains at Q * ∼ 2 · 10 5 , the value from (Patra et al. 2017 ).
We did not include secondary eclipses in our analysis, and did not use some transit timings published without lightcurves that could be reprocessed. From only the transit timing data, we did not obtain any qualitatively new result for WASP-12, but RV data brought a significant additional information about the nature of this TTV trend (see Section 6).
WASP-4: yet another TTV trend?
We suspected the nonlinear trend in WASP-4, analogous to the WASP-12 one, right after the new EXPANSION lightcurves from 2017 observing season were processed. The magnitude of the trend corresponded to T d ∼ 10 Myr (surprisingly close to what was recently claimed by Bouma et al. 2019) . However, that time the trend interpretation depended on just a few data points from 2017. To confirm or retract the trend hypothesis we initiated in 2018 a prioritized observing campaign of WASP-4 within the EXPANSION project. By the end of 2018 we acquired 10 new transit lightcurves. Table 3 shows the observation log, including the EX-PANSION data, as well as a few older lightcurves found in the ETD and AXA databases, and also 6 archival lightcurves from the TRAPPIST-South telescope. This table does not include data taken from the literature (29 lightcurves). The total number of WASP-4 lightcurves reprocessed in this work was 66 (plus one outlier not included in the final analysis). The trend information mainly comes from 14 observations made in 2017-2018. Among them 10 were taken by P. Evans with a 36 cm Planewave CDK telescope equipped by a SBIG STT 1603-3 CCD and hosted at El Sauce Observatory, Chile. This is a good quality equipment at a good site, and the corresponding TTV measurements appeared in turn quite competitive with even TESS ones (which were released later).
Our new data did not confirm the trend: the updated TTV time series became consistent with strictly linear ephemeris, so we decided that our trend hypothesis was wrong. But Bouma et al. (2019) reported a detection of this trend based on the new TESS transit data, obtained practically simultaneously with our observations in the EXPAN-SION network. To shed more light on this apparent controversy, we then performed additional analysis, including the TTV data published in the literature without lightcurves and the new TESS timings. This includes very accurate transit times derived from the transmission spectroscopy by Huitson et al. (2017) , transit times by Hoyer et al. (2013) , by Wilson et al. (2008) and two early WASP timings given in (Gillon et al. 2009a ). We did not use the HST spectral observations from Ranjan et al. (2014) : these data might be inaccurate because the spectra were partly overexposed and hence the flux measurements are likely not very reliable.
The full TTV time series is shown in Fig. 3 . Now, with the new TESS transit times added, the quadratic term of the trend indeed appears significant, according to our analysis. However, we obtain a smaller magnitude and significance than Bouma et al. (2019) reported. The trend is still not detectable with the use of only the homogeneously derived portion of TTV data from this work. That is, the information about the trend comes mainly from the third-party observations rather than from our data release. By inspecting Fig. 3 we may suspect that the trend depends primarily on just the four high-accuracy timings provided by Huitson et al. (2017) . The TESS timing does not in fact contradict anything and visually they are in a satisfactory agreement with what was obtained in the EXPANSION project in 2018.
However, justifying the trend detection based on just four data points, even apparently accurate ones, might be quite dangerous. Looking into the details of the (Huitson et al. 2017 ) TTV data, they were based on just the linear limb-darkening model. Although the authors ensured that based on some preliminary analysis their results (including fit uncertainties) did not change significantly for linear and for more complicated limb-darkening models, we remain concerned about this. Also, we could not find a clear confirmation in the text that the red noise was taken into account when fitting the lightcurves. Although it is mentioned that some 'systematics' are fitted, from the description given in the text the 'systematics' appear to be a deterministic parametric function rather than an autocorrelated random process.
In view of this we notice that in the similar transmission spectroscopy lightcurves for WASP-12 (Stevenson et al. 2014) we robustly detect significant red noise. Inclusion (29) 272 (99) The fitting uncertainties are given in parenthesis after each estimation, in the units of the last two figures. Most of the columns have the same meaning as in Table 4 from 1 Defined as
2 The quadratic TTV ephemeris and the value of χ 2 TTV do not include the Southworth et al. (2009a Southworth et al. ( ,b, 2010 DFOSC data, because they may be affected by clock errors. 3 Number of lightcurves fitted with individual red noise term + number of lightcurves fitted with shared τ . 4 Orbital eccentricity of ∼ 0.15 is not taken into account, see Sect. 6 for a self-consistent fit. 5 The realistic uncertainty also depends on the observed TTV scatter χ 2 TTV , likely inspired by the star activity, see text. of this red noise in the lightcurve model roughly doubled the derived transit timing uncertainties from ∼ 3 sec to ∼ 5 sec. Significant red noise was also detected in the WASP-52 transmission spectroscopy lightcurve from (Chen et al. 2017) , though not detected in the HD 189733 data by Kasper et al. (2019) . The latter, however, revealed the anomalous transit time discussed above. A public release of the Huitson et al. (2017) lightcurves is not available, so we did not reanalyse them in our pipeline. We therefore decided to investigate this issue using a different approach.
As it was explained above, formally declared TTV uncertainties never appear entirely accurate: the actual scatter of TTV residuals may be systematically different (usually larger). However, different teams may process data quite differently, and hence each team might have its own bias in the reported TTV uncertainties. Therefore, different portions of such a heterogeneous TTV compilation may need to be weighted differently to balance this effect. However, those weights are not known to us a priori, so they need to be estimated from the TTV data 'on-the-fly', e.g. based on the actually observed scatter of the TTV residuals in each homogeneous portion.
We therefore separated all our TTV data into the following four more or less homogeneous classes: (i) the 'main' subset including transit timings derived in this work and three old timings given in (Gillon et al. 2009a ) without public lightcurve data; (ii) the rich TTV subset by Hoyer et al. (2013) ; (iii) the four high-accuracy timings by Huitson et al. (2017) ; and (iv) the TESS timings from (Bouma et al. 2019) . All these data sets should have an independently fittable noise parameter.
This noise was modelled by one of two models discussed in , namely by (i) the multiplicative model, or (ii) the so-called regularized model. These 'noise models' represent a parametrized model for the variance of each TTV measurement, in which a single free parameter regulates the weight of the corresponding TTV data set as a whole. Since this approach involves a separate and largely independent treatment of each TTV data set, we call this as 'separated' model of the TTV data. It can be fitted by using the maximum-likelihood method, as discussed in (Baluev 2009 ). In such a way the relative weighting of different TTV subsets is determined adaptively and basically tied to the corresponding TTV residuals RMS.
For a comparison, we also analysed the TTV data plainly merged into a single time series without any relative weighting. This analysis was also performed for the same two noise models, multiplicative and regularized ones. The TTV trend itself was always modelled by the quadratic function (5) with three free coefficients.
As we expected, it appeared that the magnitude of the quadratic term and especially its derived uncertainty is sensitive to the choice of the noise model. In the case of a 'separated' model the trend uncertainty gets increased. Therefore, by allowing some TTV data to be actually less accurate than stated, the significance of the trend may reduce. For example, it may reduce if the four Huitson et al. (2017) transit times are less accurate than formally stated. And because of the small number of these data (just the four), their RMS does not constrain the noise level well, so this level can be varied relatively freely.
In Fig. 4 , we demonstrate this effect in the shape of the likelihood function L. For this goal we consider the loglikelihood-ratio statistic Z determined in accordance with (2017)). The curves within each graph correspond to different models of the TTV noise (merged/separated and multiplicative/regularized). In each graph a set of the significance threshold levels is also shown, corresponding to the frequentist χ 2 test or to the Bayesian information criterion (BIC). See text for more details. (Baluev 2009 ). We compute (i) the global maximum of the likelihood function Lmax with respect to all the noise parameters and all three TTV trend coefficients, and (ii) the value L ′ max (q) maximized with respect to all parameters except for the quadratic coefficient dP/dn = P 2 T
was fixed prior to the fit. The quantity Z(q) = log[Lmax/L ′ max (q)] therefore indicates whether the given q is statistically consistent with the best-fitting valueq which corresponds to the global maximum Lmax. We always have Z(q) ≥ 0, and the larger is Z, the more statistically significant is the deviation of q fromq and the less consistent with the data this q is. If our models are linearisable than Z(q) should have an almost parabolic shape with a single minimum atq.
We use two approaches to calibrate the levels of Z(q), both rely on the assumption that the model is linearisable and hence Z(q) is quadratic (while the likelihood ratio exp(−Z(q)) is Gaussian). The first approach is the frequentist χ 2 test, and the second one is the Bayesian Information Criterion (BIC). In the frequentist treatment, the significance level of a given Z is approximately the χ 2 1 (2Z), or the χ 2 -distribution with d = 1 degree of reedom (one degree because we have just one free parameter q left in Z(q)). This would mean that the significance level for a given q would correspond to √ 2Z in the n-sigma notation, or vice versa, any n-sigma significance level would correspond to the threshold level Z(q) = n 2 /2. The BIC is defined as BIC = 2 log L − k log N , where k is the total number of free parameters in the model, and N is the number of observations (number of transit times). To compare different models with k1 and k2 parameters we use the difference ∆BIC = 2Z − d log N with d = k1 − k2 = 1 in our case. Hence, the significance threshold for Z(q) becomes Z = (∆BIC + log N )/2. Here ∆BIC is deemed to be an input parameter determining the requested significance level (typical practical values are 2, 4, 6, 10).
The special value Z(0) indicates the significance of the nonlinear trend itself (i.e. how much q = 0 is consistent with the data, with the adopted TTV noise model).
In Fig. 4 , we plot this statistic Z(q) for three TTV data compilations, including (i) only the homogeneous data from this work, (ii) all TTV data, (iii) all TTV data excluding (Huitson et al. 2017) , and for all our noise models, including (i) the plain merging of heterogeneous datasets and (ii) adaptive merging of heterogeneous datasets with individually fittable noise parameters. For each of these model layouts we adopt either a multiplicative or regularized noise model, defined in .
As we can see, the shape of the likelihood function may change a lot depending on the model and TTV data involved. We can draw the following conclusions:
(i) Our homogeneously derived TTV data do not support the existence of any quadratic trend. These data are consistent with a linear ephemeris below 1-sigma level.
(ii) Simultaneously, the value of T d = 9.2 Myr from (Bouma et al. 2019 ) seems too poorly consistent with our homogeneous TTV subsample, at the level above 3-sigma in terms of the χ 2 test or with ∆BIC ∼ 4 − 6 (depending on the model). We believe this may appear, at least in some part, because Bouma et al. (2019) did not take into account the heterogeneous nature of the TTV data, merging them into a single time series.
(iii) Joining our data with the remaining third-party TTV measurements allows us to refine the localization of the parameter q greatly and even suggests that this q can be significantly non-zero. However, the significance of this conclusion, as well as possible confidence ranges for q appear very model dependent. If we plainly merge all the TTV data, we obtain that q is inconsistent with zero at the high ∼ 5 − 7-sigma level. But using our adaptive separated noise model, this significance drops to merely 3 − 4-sigma.
(iv) The shape of the likelihood function becomes significantly non-parabolic in the case of our adaptive separated noise model. This indicates that this model may be too nonlinear and therefore our significance estimates may appear inaccurate. It may even appear that the significance of the trend is reduced even further below the 3 − 4-sigma level mentioned above.
(v) The most trustable and model-stable behaviour appears when we just remove the TTV data by Huitson et al. (2017) . Then Z(q) behaves as a nice parabolic function, indicating an almost-linear model and nearly Gaussian likelihood. In this case, the quadratic trend has the significance 2.8−3-sigma or ∆BIC ∼ 4, which is very remarkable but still needs further confirmation by more observations. The magnitude of the best fitting trend then becomes T d ∼ 20 Myr with large uncertainty. Curiously, the value of T d = 9.2 Myr given by Bouma et al. (2019) appears in this case even less likely than the no-trend model (T d = ∞).
(vi) In any case, the trend magnitude is very uncertain, while its confidence ranges appear very asymmetric and non-Gaussian in the separated noise model. The value T d = 9.2 Myr given in (Bouma et al. 2019 ) looks more like a lower limit on T d , while the actual value may reach even ∼ 100 Myr, given the large uncertainty of this parameter.
Therefore the putative TTV trend magnitude and the detection significance for WASP-4 are severely modeldependent. They solely depend on how we treat the heterogeneous nature of the TTV data. Moreover, as recognized by Bouma et al. (2019) , T d as small as 9.2 Myr is inconsistent with theoretical predictions of the tidal quality parameter. Given our discussion, we believe that it is too early to definitely claim the detection of this trend until more homogeneous TTV data are collected. At least, it is too early to claim that this object breaks any theoretical predictions. However, WASP-4 remains a very interesting target that may indeed hide serendipitous discoveries.
SELF-CONSISTENT ANALYSIS OF RADIAL VELOCITY AND TRANSIT DATA
Below we layout our goals related for the self-consistent analysis of radial velocity and transit data.
(i) Derive a more complete set of parameters in a self- Torres et al. (2008) HAT-P-13 1.22
Bakos et al. (2009) HD189733 0.806(48) Torres et al. (2008) TrES-1 0.878
Torres et al. (2008) WASP-2 0.84
Triaud et al. (2010) WASP-3 1.24
Pollacco et al. (2008) WASP-4 0.930
Triaud et al. (2010) WASP-5 1.000
Triaud et al. (2010) WASP-6 0.88
Gillon et al. (2009b) WASP-12 1.434
Collins et al. (2017) XO-2N 0.96(5) Damasso et al. (2015) XO-5 0.88(3) Pál et al. (2008) consistent model, in particular planetary masses and physical radii (rather than merely the planet/star radii ratio).
(ii) Derive a more realistic fit of GJ 436 b, taking into account its significant orbital eccentricity.
(iii) For WASP-12 and WASP-4, test whether their (possible) TTV trends could appear through the light-travel effect, caused by the gravity of a distant unseen companion.
(iv) Derive the rotation parameters of the stars via the Rossiter-McLaughlin (hereafter RM) effect, and test how much it is sensitive to the correction coeffiecients suggested in (Baluev & Shaidulin 2015) .
Notice that even the combination of transit and radial velocity data does not allow to determine the star mass from a self-consistent fit. The information about the star mass usually comes from astrophysical models of stellar spectra, e.g. based on stellar evolutionary tracks. Such models in fact provide certain constraints on the stellar mass M⋆ and radius R⋆ that can be used to provide an entirely self-consistent global fit. However, in this work we were more interested to estimate the uncertainties inferred by the transit and radial velocity data, so we still prefer not to mix them with the uncertainties of astrophysical models that may also contain an additional systematic error.
Therefore, we fixed certain 'reference' values of M⋆ for our ten targets, as given in Table 4 . We did not take into account the stated uncertainties of M⋆ when computing our fits. In case if the adopted M⋆ is different from the reference value, the fit can be easily rebased to another M ′ ⋆ based on the following simple laws:
The first formula of this list comes from the known property that a transit fit actually constrains the star density ρ⋆ ∝ M⋆R −3 ⋆ , rather than R⋆ or M⋆ separately (Mandel & Agol 2002) . The second one appears because the transit data constrain the ratio r pl /R⋆, so the scaling law of r pl is the same as for R⋆. The third and the fourth formulae for the orbital semimajor axis and planetary mass, respectively, follow from the basic properties of the Doppler method and can be found e.g. in (Baluev 2013) . The last relationship for cosine of orbital inclination i follows because i is constrained by only the transit data, via the measured impact parameter b = a cos i/R⋆, so the scale law for cos i corresponds to R⋆/a. The last two formulae can be combined together to obtain
Since cotan i is below 0.15 for all our targets, the term beneath the square root represents only a negligible correction. Some scale formulae above are not entirely accurate, neglecting certain second-order corrections, but since the values of M⋆ for all our targets are now restricted to quite narrow ranges, the practical accuracy of (7,8) should be satisfactory.
To perform the self-consistent analysis, for the transit data we used basically the same model as above, except that the planet motion was assumed Keplerian rather than circular. The radial velocity for each target was modelled by the Keplerian curve plus a linear trend (to account e.g. for possible long-period companions in the system). We also include a quadratic term in the planetary longitude, to take into account possible TTV trends, see (Baluev 2018) .
For many of our targets, the RV data contained substantial in-transit runs, obviously aimed to detect the RM effect. For these targets we therefore included in our compound RV model the RM effect based on the approach by Baluev & Shaidulin (2015) . To accurately approximate this effect, we must know some effective values of the limbdarkening coefficients ARV and BRV, corresponding to the Doppler spectral range. Also, we need to specify two correction coefficients ν and µ that depend on the average characteristics of spectral lines and on the method used to derive the radial velocity from the spectrum. But unfortunately, these four quantities are too difficult to derive reliably from the spectra themselves. Instead, it is reasonable to treat them as fittable parameters of the RV model. However, in such a case the model becomes nearly degenerate, because as discussed in (Baluev & Shaidulin 2015) , the parameters ν and µ are strongly correlated with A and B. We therefore adopted the following hybrid approach. First, we assumed that ARV and BRV are equal to the corresponding values of the photometric data obtained with a clear aperture. Concerning ν and µ, we considered them separately for different instruments. This should take into account possible corrections of the RM effect, jointly with possible inaccuracies of the limb-darkening coefficients, on a per-instrument basis.
When computing the fits, we treated separately the RV data obtained at different instruments. Moreover, if the RV data belonging to the same instrument contained in-transit pieces, we separated these portions of the data from each other and treated them as individual RV data sets. This might make the model more adequate, because e.g. the scatter of the RV residuals within each such short run covering just a few hours is significantly smaller than for the entire dataset covering years. This is essentially the impact of red noise in the RV data. Also, the red noise may result in a small individual offset of each in-transit run.
For some targets we also found several compact series of out-of-transit runs covering just a single night. Such portions of the RV data were treated separately too, with an individual offset and individual noise parameters. After performing a preliminary fit of the joint transit+RV model described above, we run the red-noise detection algorithm described above for transit data, but now we extended it to all the RV data sets as well.
For Corot-2, WASP-4, and WASP-12 we computed an additional alternative fit without splitting the RV data belonging to the same instrument. In this case, possible RV offsets between different compact runs were taken into account implicitly, via a single red noise model of the merged data set. All the analysis was performed with the PlanetPack software of version 3 (Baluev 2018) .
We separate our results in two parts: Table 5 gives some most important non-planetary parameters of our fits, and Table 6 contains only planetary parameters. The tables are presented here in a reduced form; their expanded versions that include e.g. RM correction coefficients can be found in the online-only supplement.
First of all, we notice that the RM correction coefficients ν and µ are usually consistent with zero, given their uncertainties. We found only the following targets convincingly demonstrating significant nonzero values: Corot-2 (µ for the HARPS RV data), HD 189733 (ν for Keck/HIRES and SO-PHIE, and µ for HARPS, HARPSN, and Keck/HIRES), WASP-5 (µ for HARPS), and possibly GJ 436 (ν for GJ 436 HARPS, HARPSN, Keck/HIRES). In theory, ν should usually be zero, since most our RV data were derived with TERRA, which is a kind of a spectrum modelling method (Anglada-Escudé & Butler 2012). A nonzero ν may appear only if the RV data were derived by the cross-correlation technique, and simultaneously the spectral lines have some asymmetry on average (Baluev & Shaidulin 2015) . Since this is not the case for the most targets, a few significantly nonzero ν estimates may indicate that the adopted limbdarkening coefficients ARV and BRV are inaccurate for the relevant RV dataset. In such a case, the value of v sin i and λ may involve an additional bias which is difficult to estimate without a better guess for ARV and BRV.
Even though we did not detect here very many occurrences of significantly nonzero RM correction coefficients, it is still important to preserve them in the RV model as free parameters, in order to have a more realistic (increased) uncertainty in v sin i and λ, as well as in other RV-derived parameters, like e.g. the RV trends. Now let us consider the putative RV trends (radial accelerations). They are modelled by a linear function
where c ′ 0 is a dataset-specific RV offset, and c1 is the trend coefficient (common for all datasets).
If not an instrumental effect or some long-term astrophysical variation, this trend can be explained through a gravitational effect from a distant unseen companion. But such a companion would also affect the observed transit times via the light-travel effect. Basically, the light-travel effect is determined by the position of the inner star-planet system along the line of sight, which equals to the integral of the RV trend. Therefore, the transit time delay (TTD) corresponding to (9) would be:
where C is the speed of light. This formula becomes mathematically identical to the quadratic TTV trend (5). But now the second term in (10) with c0 (the absolute RV) represent a minor Doppler-like correction of the orbital period P , while c1 is basically the same TTV effect as observed e.g. for WASP-12. Now, we simply have T d = C/c1. Taking into account the adopted measurement units,
The minus sign appears because the positive RV trend means increasingly late light arrival (apparent delay of the transits, as if the planet was spiraling out). We found the statistically significant RV trend in the Corot-2, about −74 ± 11 m/s per year. However, this trend can also be a hidden red-noise effect, because it disappears in the alternative fit without splitting the HARPS data per subsets. One of the HARPS subsets appeared to have just seven observations, so the "split" fit might appear rather unreliable statistically. Finally, we found several RV outliers for Corot-2, possibly indicating some hidden anomalies in its spectrum that suggest potential inaccuracies of the derived Doppler information. Therefore, we conclude that the suspected radial acceleration in Corot-2 remains controversial and needs further confirmation.
For Corot-2, the formula above implies T d = (4.0 ± 0.6) Myr, or q = T −1 d ∼ (0.25 ± 0.04) Myr −1 . The current TTV data are unable to reliably detect such a trend. Finally, from the transit times we obtain q ∼ −0.1 ± 0.1. The difference from the RV estimate of q is inconclusive given the high level of model dependency. Nonetheless, Corot-2 remains an interesting target for further monitoring, because it may provide the first detection of an unseen object simultaneously by Doppler and Roemer effects.
Contrary to Corot-2, in WASP-12 we detect a more model-stable radial acceleration about −5 or −8 m/s/yr, depending on the model. The trend information mainly comes from the rich set of SOPHIE data available for this target (> 100 points). The RV trend looks rather reliable given its uncertainty, so the "observed" T d need to be cleaned from the non-tidal portion. This is performed in Sect. 7 below.
For WASP-4, the RV trend estimation is consistent with zero, but given the uncertainty it may be as small as −4 m/s/yr (the three-sigma limit). This infers a TTV trend with T d ∼ 70 Myr, which is consistent with the observed transit times within two sigma (see third panel in Fig. 4) . Therefore, we cannot conclusively rule out or confirm the tidal nature of the putative WASP-4 TTV trend, even if this trend exists. More Doppler observations are needed to rule out the Roemer effect interpretation, or to determine in which fraction this TTV trend can be explained so. Using the same method as for WASP-12 (see Sect. 7), we obtain for WASP-4 an estimate of the tidal portion of the TTV trend of q tidal = (0.019 ± 0.025) Myr −1 , again a statistically insignificant value.
Yet another candidate with radial acceleration is WASP-3 (−8 m/s/yr), but it has just 13 RV measurements. Also, HAT-P-13 has an RV trend about 18 m/s/yr, established long ago (Winn et al. 2010) . Neither of these cases can be verified by TTV due to the lack of data.
Concerning the search of possible periods in the RV residuals, we leave this for a future work. But here we confirm that Corot-2, HAT-P-13, WASP-4, and WASP-12 reveal no hints of periodicity, so the corresponding RV trend estimations should not be affected by such signals. Also, no residual variations were detected, including trends, in the updated RV data for GJ 436 (though a spurious RV trend appeared in the older data release by Baluev et al. 2015) .
TRULY TIDAL PORTION IN THE WASP-12 TTV TREND
According to (Bechter et al. 2014) , WASP-12 is a member of a triple star system. It has a stellar companion which appears as binary itself. The total mass of these two components B and C is 0.75M⊙, and they may induce the radial acceleration of up to 0.33 m/s/yr on the primary star (Bailey & Goodman 2019) . Therefore, the radial acceleration of −7.5 m/s/yr would definitely belong to some other unseen companions, possibly other distant planets, or brown dwarfs, or even to an unresolved cool star. Whatever object or multiple objects induced this radial acceleration, they should also induce a quadratic TTV trend according to the formula (10). Notice that even if the RV trend was not significant at all, we should include it in the model in order to determine a more realistic uncertainty of the tidal part of T d . Our RV trend estimation implies the same sign as the observed cumulative value of dP/dn, so the tidal portion is smaller than the total observed TTV. To determine how much it is smaller, and how uncertain this value is, we perform a brief additional calculation.
First of all, we notice that information about the RV and TTV trends comes from qualitatively different observations: either solely from RV data, or solely from transit timings. Therefore, we may expect that these two quantities are Same comments as in Table 5 also apply here. 1 These parameters refer to T 0 = 2455197.5 (1 Jan, 2015) in the BJD TDB system.
2 Except for WASP-12 case, the uncertainties for T d are rather formal here, because this parameter becomes very nonlinear and non-Gaussian whenever it is comparable to the uncertainty. The linear parameter is q = 1/T d = −Ṗ /P with the uncertainty σq = σ T d /T 2 d . 3 The realistic uncertainty in T d also depends on the observed TTV scatter χ 2 TTV from Table 2 , see Section 5.3.
practically uncorrelated (even though some negligible correlation may appear because e.g. the planetary orbital period P is shared between the RV and transit data). Thanks to this property, the corresponding trend coefficients may be treated independently from each other. In terms of the TTV trend, its magnitude is defined by q = T −1 d , where T d from Table 6 is (3.47±0.24) Myr. Here we notice again that this uncertainty is likely underestimated by the factor of χ 2 TTV from Table 2 , or 1.33. Therefore, a more realistic estimate is T d = (3.47 ± 0.32) Myr. The radial acceleration c1 is estimated in Table 5 . Based on the Corot-2 example, we believe that the alternative fit WASP-12' is more realistic in terms of the RV trend, because in the basic fit (for split RV data) the estimated radial acceleration may also include a local red noise effect appearing within individual short in-transit runs. We do not expect that the estimated c1 value may have any significant escaped random uncertainty, since the stellar activity was already modelled through the white and red RV jitter. Based on the formula (11), from c1 = (−7.5 ± 2.2) m/s/yr we obtain the apparent orbital decay time T
RA d
= (40 ± 12) Myr. The tidal part of the TTV trend is then defined as:
Since T d and T
are practically uncorrelated, this formula yields an estimation T tidal d = (3.80 ± 0.40) Myr. Therefore, the truly tidal orbital decay time is ∼ 10 per cent larger than the observed (apparent) T d , and also it has a larger uncertainty. Although the bias is only ∼ 1σ, the increase of the uncertainty is noticeable.
In this work we did not consider the alternative explanation of the WASP-12 TTV via the apsidal precession (Patra et al. 2017 ), although this model should also be corrected for the nontidal part of the TTV.
CONCLUSIONS AND DISCUSSION
The main conclusion of our work is that TTV data present in published literature are significantly inhomogeneous. Therefore, they cannot be plainly processed by merging them with each other. Substantial efforts must be made to increase the degree of homogeneity of the TTV data by reprocessing the archival lightcurves, or by employing sophisticated noise models separating different TTV subsets from each other. A lack of careful analysis of heterogeneous TTV data may prove dangerous, potentially leading to spurious analysis artefacts. In view of this it appears necessary to always verify our conclusions against different data models, in order to gain an impression of how much they are modeldependent.
For the particular cases of WASP-12 and WASP-4 we notice that the Roemer effect induced by possible additional companions may cause biased interpretation of the results. In particular, the apparent value of the TTV trend may appear biased, and even mimicking tidal phenomena. The Doppler observations are crucial in verifying such cases. In particular, they may help to assess a more realistic uncertainty of the truly tidal part of a TTV trend. Note that even if the RV trend estimation is consistent with zero it is important to keep it as a free parameter, because its uncertainty increases the uncertainty in the tidal portion of a TTV.
When performing the lightcurve analysis, the primary nuisance effect that currently remains rather poorly modelled is the spot activity that implies anomalies in the transit curve. It induces an additional TTV noise, which is difficult to predict or assess, except through the post-hoc estimation of the TTV scatter. Various self-consistent ("global") fits that avoid using transit times as intermediate data do not include, as a rule, the spot-transit effect in their uncertainties. To further improve their quality, we need to spend more efforts to reducing the spot-transit event, e.g. to perform some kind of their automated detection followed by a dedicated fitting or removing the associated piece of a lightcurve. In our work the red noise model did not appear effective enough in removing the effect of spot-transit anomalies, since from the statistical point of view such anomalies may behave closer to a blue noise rather than red one.
We also consider the limb-darkening coefficients by Claret & Bloemen (2011) , and conclude that their FCM ver-sions are rather accurate, though there is a detectable remaining bias in the coefficient B of about 0.1. The LF version of these coefficients is rather poor for practical use, as well as the older coefficients from (Claret 2000 (Claret , 2004 .
