Abstract Spreadsheets are by far the most prominent example of end-user programs of ample size and substantial structural complexity. They are usually not thoroughly tested so they often contain faults. Debugging spreadsheets is a hard task due to the size and structure, which is usually not directly visible to the user, i.e., the functions are hidden and only the computed values are presented. A way to locate faulty cells in spreadsheets is by adapting software debugging approaches for traditional procedural or object-oriented programming languages. One of such approaches is spectrum-based fault localization (Sfl). In this paper, we study the impact of different similarity coefficients on the accuracy of Sfl applied to the spreadsheet domain. Our empirical evaluation shows that three of the 42 studied coefficients (Ochiai, Jaccard and Sorensen-Dice) require less effort by the user while inspecting the diagnostic report, and can also be used interchangeably without a loss of accuracy. In addition, we illustrate the influence of the number of correct and incorrect output cells on the diagnostic report.
Introduction
Spreadsheet tools, such as Microsoft Excel, iWork's Numbers, and OpenOffice's Calc, can be viewed as programming environments for non-professional programmers (Ko et al. 2011) . In fact, these so-called "end-user" programmers vastly outnumber professional ones: the US Bureau of Labor and Statistics estimates that more than 55 million people use spreadsheets and databases at work on a daily basis (Ko et al. 2011) . Despite this trend, as a programming language, spreadsheets lack support for abstraction, testing, encapsulation, or structured programming. As a consequence, spreadsheets are error-prone. Numerous studies have shown that existing spreadsheets contain redundancy and errors at an alarmingly high rate (Chadwick et al. 2001) .
Furthermore, spreadsheets are applications created by single end-users without planning ahead of time for maintainability or scalability. After their initial creation, many spreadsheets turn out to be used for storing and processing increasing amounts of data as well as supporting increasing numbers of users over long periods of time. Therefore, debugging (i.e., locating the cell(s) that are responsible for the wrong output in a given cell) can be a rather cumbersome task, requiring substantial time and effort.
There is potential in the application of software engineering techniques to the spreadsheet world, so that such techniques will improve the overall quality of spreadsheets. So far, only a few attempts have been made in this field Hofer et al. 2013) . We build on top of previous work that described how to modify traditional fault localization techniques in order to render them applicable to the spreadsheet world (Hofer et al. 2013) , namely with the use of spectrum-based fault localization (Sfl). The accuracy of Sfl is directly related to the similarity coefficient used to compare component traces to execution outcomes. In previous work (Hofer et al. 2013) , several approaches to spreadsheet debugging were compared, and Sfl was deemed amongst the best performing techniques in terms of both computation time and diagnostic accuracy. However, the paper only used one similarity coefficient for ranking faulty candidates.
Studies have been made to assess the accuracy of several coefficients in software debugging (Lucia et al. 2013 ), but so far none focused on the spreadsheet domain. In this paper, we present and describe 42 similarity coefficients used in different fields of research: from software fault localization (Abreu et al. 2007; Jones and Harrold 2005) and clustering analysis (Anderberg 1973) to biology (Ochiai 1957 ) and medicine (Ohsaki et al. 2004) . We evaluate the impact that each similarity coefficient has on the quality of the diagnoses using real spreadsheets taken from the Euses Spreadsheet Corpus (Fisher and Rothermel 2005 ) and a spreadsheet version of the Iscas85 circuits (Brglez and Fujiwara 1985) .
In order to explain the basic concepts and the application of Sfl to spreadsheets, we make use of a running example. Figure 1 shows this example spreadsheet which is borrowed from the Euses spreadsheet corpus (Fisher and Rothermel 2005) . For the sake of clarity, we have reduced the number of columns and rows of this example spreadsheet. Figure 1a illustrates the correct version of this spreadsheet and Fig. 1b a faulty variant of the same spreadsheet. This spreadsheet is used to calculate the wages of the workers (cells F2:F3) and the total working hours (cell D4). Figure 1c shows the formula view of the faulty spreadsheet from Fig. 1b . In this faulty spreadsheet, the computation of the total hours for the worker "Green" (cell D2) is faulty because the programmer of the spreadsheet unintentionally set a wrong area for the SUM formula. This happens for example when a programmer adds a new week but forgets to adapt some calculations. Because of this fault, the wage of the worker "Green" (cell F2) and the total hours (cell D4) are erroneous. In the following sections, we show how to use Sfl to pinpoint the faulty cell D2.
The remainder of the paper is organized as follows: Section 2 deals with the related work. In addition, existing spreadsheet debugging and testing techniques are discussed. Section 3 deals with the syntax and semantics of spreadsheets. Furthermore, the spreadsheet debugging problem is defined. Section 4 explains the changes that have to be made in order to use Sfl for the debugging of spreadsheets. In addition, the similarity coefficients are discussed. Section 5 deals with the setup and the results of the empirical evaluation. Finally, Section 6 concludes this paper and presents ideas for future empirical evaluations.
Related work
Basically, our paper is based on the work of Lo et al. (2010) , Lucia et al. (2013) which compares the fault localization capabilities of 42 similarity coefficients for programs written in C. In contrast to them, we focus on spreadsheets. To the best of our knowledge, there has not been published any paper that compares similarity coefficients for spreadsheets. However, there exists work about debugging spreadsheets. Ruthruff et al. (2003) propose three techniques for visualizing potentially faulty cells. The first of those three techniques is based the ideas of Tarantula, but the approach is incremental. The second technique is a blocking technique that can be compared to program dicing. The third technique is a nearest consumer approach. Jannach et al. (2013) have created the Exquiste framework for declarative debugging of spreadsheets. This framework is based on previous work of Jannach and Engler (2010) about model-based debugging in spreadsheets. The framework is enhanced by a graphical user interface which carefully considers the needs of end-users. The underlying model-based approach relies on an extended hitting-set algorithm and user-specified test cases. Ayalew and Mittermeir (2003) address the spreadsheet debugging problem by presenting a trace-based fault localization approach. Their approach is data-flow driven and uses the concept of slices in the spreadsheet domain. The authors propose an approach that prioritizes cells based on the number of incorrect successor cells and predecessor cells.
GoalDebug Erwig 2005, 2007 ) is a spreadsheet debugger offering repair suggestions. Whenever the computed output of a cell is incorrect, the user can supply an expected value for a cell, which is employed by the system to generate a list of change suggestions for formulas that, when applied, would result in the userspecified output. In , a thorough evaluation of the tool is given. As no implementation of the approach is available for experimental comparison (Abraham and Erwig 2013), we refrain from empirically comparing our approach to GoalDebug. Other mentionable work of Abraham and Erwig includes the definition of mutation operators for spreadsheets (Abraham and Erwig 2009) and the UCheck system . UCheck detects errors that are caused by unit faults by analyzing the header information of spreadsheets and reasoning about the formulas. Coblenz et al. (2005) also reasoned about errors using the header information. Coblenz introduced the Slate system, short for "A Spreadsheet Language for Accentuating Type Errors". This spreadsheet language separates the unit from the object of measurement. This technique helps to detect spreadsheet formula errors.
Spreadsheet debugging is closely related to testing. There exist manual testing approaches, e.g., WYSIWYT (Rothermel et al. 2000) , and approaches that automatically generate test cases for spreadsheets, e.g., (Fisher et al. 2002) and AutoTest (Abraham and Erwig 2006) . In the WYSIWYT system, users can indicate incorrect output values by placing a faulty token in the cell. Similarly, they can indicate that the value in a cell is correct by placing a correct token (Rothermel et al. 2000) . When a user indicates one or more program failures during this testing process, fault localization techniques direct the user's attention to the possible faulty cells. However, WYSIWYT does not provide any suggestions for how to change faulty formulas.
Since spreadsheet developers are typically end-users without significant background in computer science, there has been considerable effort to adapt software engineering principles to form a spreadsheet engineering discipline: Burnett et al. (2003) suggest to use assertions in the spreadsheet domain. Cunha et al. (2012) specialized on model-driven spreadsheet engineering. Mittermeir and Clermont (2002) focus on identifying high-level structures in spreadsheets. Bregar (2008) developed metrics for determining the complexity of spreadsheet models. Hermans et al. (2012a, c) address the issue of code smells in spreadsheets. In particular, they transform code smells defined for object-oriented programs (e.g. coupling and cohesion of classes) to the spreadsheet domain. Spreadsheet code smells are an important tool for improving spreadsheet quality with respect to usability, maintainability and error frequency. Other work of Hermans et al. includes the visualization of the dataflow in spreadsheets (Hermans et al. 2011) , class diagram extraction (Hermans et al. 2010) , data clone detection (Hermans et al. 2013) , and metrics measuring the understandability of spreadsheet formulas (Hermans et al. 2012b) .
Basic definitions
A spreadsheet is a matrix comprising cells. Each cell is unique and can be accessed using its corresponding column and row number. For simplicity, we assume a function ϕ that maps the cell names from a set CELLS to their corresponding position (x, y) in the matrix where x represents the column and y the row number. The functions ϕ x and ϕ y return the column and row number of a cell respectively.
Aside from a position, each cell c ∈ CELLS has a value ν(c) and an expression (c). The value of a cell can be either undefined , an error ⊥, or any number, boolean or string value. The expression of a cell (c) can either be empty or an expression written in the language L. The value of a cell c is determined by its expression. If no expression is explicitly declared for a cell, the function returns the value . An areaC is a set of cells (C ⊆ CELLS). Areas might represent a part of a spreadsheet that is within a bound specified by two cells.
After defining the basic elements of spreadsheets, we introduce the language L for representing expressions that are used to compute values for cells. The introduced language takes the values of cells and constants together with operators and conditionals to compute values for other cells. The language is a functional language, i.e., only one value is computed for a specific cell. Moreover, we do not allow recursive functions. First, we define the syntax of L.
We define the syntax of L recursively as follows:
-Constants k representing , number, boolean, or string values are elements of Second, we define the semantics of L by introducing an interpretation function · that maps an expression e ∈ L to a value. The value is if no value can be determined or ⊥ if a type error occurs. Otherwise it is either a number, a boolean, a string, or an area.
Definition 2 (Semantics o f L)
Let e be an expression from L and ν a function mapping cell names to values. We define the semantic of L recursively as follows:
-If e is a constant k, then the constant is given back as result, i.e., e = k.
-If e denotes a cell name c, then its value is returned, i.e., e = ν(c).
-If e denotes an areaC, then itself is returned, i.e., C =C.
-If e is of the form (e 0 ), then e = e 0 .
-If e is of the form f (e 0 , . . . ,e n ), then the value returned by the implementation of the function f is returned. Let f I be the implementation of the function f . The semantics of the call to a function is defined as follows: f (e 0 , . . . ,e n ) = f I ( e 0 , . . . , e n ) Note that f I represents the implementations of operators like + or functions like IF. The return value might also be ⊥ in case of type errors or mismatches of arguments given.
Frequently, we require information about cells that are used as input in an expression. We call such cells referenced cells.
Definition 3 (Re f erenced cell)
A cell c is said to be referenced by an expression e ∈ L, if and only if c is used in e.
We furthermore introduce a function ρ : L → 2 CELLS that returns the set of referenced cells. Formally, we define ρ as follows:
Definition 4 (T he f unction ρ) Let e ∈ L be an expression. We define the referenced cells function ρ recursively as follows:
-If e is a constant, then ρ(e) = ∅.
-If e is a cell c, then ρ(e) = {c}.
-If e is an areaC, then ρ(e) =C.
-If e = (e 0 ), then ρ(e) = ρ(e 0 ).
A spreadsheet is a matrix of cells comprising values and expressions written in a language L. In addition, we know that the values of cells are determined by their expressions. Hence, we can state that ∀c ∈ CELLS : ν(c) = (c) must hold. Unfortunately, we face two challenges: (1) In all of the previous definitions, the set of cells need not be of finite size. (2) There might be a loop in the computation of values, e.g. a cell c with (c) = c+1. In this case, we are not able to determine a value for cell c. In order to solve the first challenge, we formally restrict spreadsheets to comprise only a finite number of cells.
Definition 5 (Spreadsheet) A countable set of cells ⊆ CELLS is a spreadsheet if all cells in have a non empty corresponding expression or are referenced in an expression, i.e., ∀c ∈ :
In order to solve the second challenge, we have to limit spreadsheets to loop-free spreadsheets. Although spreadsheet engines allow loops 1 , exploring the underlying stop criteria makes it possible to convert a spreadsheet into a loop-free version. As an example, Excel stops calculating after 100 iterations or after all values in the circular reference change by less than 0.001 between iterations, whichever comes first. However, handling of spreadsheets with loops is not in the focus of this paper. Standard techniques like unrolling loops that has been used in other debugging techniques might also be used in the spreadsheet domain.
In order to define loop-free spreadsheets, which we call feasible spreadsheets, we first introduce the notation of data dependence between cells, and furthermore the data dependence graph (DDG), which represents all dependencies occurring in a spreadsheet.
Definition 6 (Direct dependence) Let c 1 , c 2 be cells of a spreadsheet . The cell c 2 depends directly on cell c 1 if and only if c 1 is used in c 2 's corresponding expression,
The direct dependence definition states the data dependence between two cells. This definition can be extended to the general case in order to specify indirect dependence. In addition, this dependence definition immediately leads to the definition of a graph that can be extracted from a spreadsheet.
Definition 7 (Data dependence graph(D DG))
Let be a spreadsheet. The DDG of is a tuple (V, A) with: -V as a set of vertices comprising exactly one vertex n c for each cell c ∈ -A as a set comprising arcs (n c 1 , n c 2 ) if and only if there is a direct dependence between the corresponding cells c 1 and c 2 respectively, i.
From this definition, we are able to define general dependence between cells. Two cells of a spreadsheet are dependent if and only if there exists a path between the corresponding vertices in the DDG. In addition, we are able to further restrict spreadsheets to face the second challenge.
Definition 8 (Feasible spreadsheet) A spreadsheet is feasible if and only if its DDG is acyclic.
From here on, we assume that all spreadsheets of interest are feasible. Hence, we use the terms spreadsheet and feasible spreadsheet synonymously.
In this paper, we focus on testing and debugging of spreadsheets. In ordinary sequential programs, a test case comprises input values and expected output values. If we want to rely on similar definitions, we have to clarify the terms input, output and test case. Defining the input and output of feasible spreadsheets is straightforward by means of the DDG.
Definition 9 (I nput, out put) Given a feasible spreadsheet and its DDG (V, A), then the input cells of (or short: inputs) comprise all cells that have no incoming edges in the corresponding vertex of 's DDG. The output cells of (or short: outputs) comprise all cells where the corresponding vertex of the DDG has no outgoing vertex.
All cells of a spreadsheet that serve neither as input nor as output are called intermediate cells. With this definition of input and output cells we are able to define a test case for a spreadsheet and its evaluation. In our setting, test case evaluation works as follows: First, the functions (c) of the input cells are set to the constant values specified in the test case. Subsequently, the spreadsheet is evaluated. Afterwards, the computed output values are compared with the expected values stated in the test case. If at least one computed output value is not equivalent to the expected value, the spreadsheet fails the test case. Otherwise, the spreadsheet passes the test case. In traditional programming languages, test cases are separated from the source code. Usually, there are several test cases for one function under test. Each of the test cases calls the function with different parameters and checks the correctness of the returned values. However, test cases are only implicitly encoded into spreadsheets. This means, that test cases are not explicitly separated from the formulas under test. If the user wants to add an additional test case, he or she has to duplicate the spreadsheet. A duplication of a spreadsheet for testing purposes is unpractical since the duplicates have to be updated when the spreadsheet is modified or extended. Therefore, usually only one failing test case exists. Hence, we reduce the debugging problem for spreadsheets to handle only one test case.
Definition 11 (Spreadsheet debugging problem) Given a spreadsheet and a failing test case (I, O), then the debugging problem is to find a root cause for the mismatch between the expected output values and the computed ones.
We define the spreadsheet debugging problem as a fault localization problem. This definition implies that the following debugging approach pinpoints certain cells of a spreadsheet as possible root causes of faults. However, the approach does not make any suggestions how to change these parts. Alternatively, the debugging problem can be defined as a fault correction problem.
as input. The code coverage data (Tikir and Hollingsworth 2002) is collected from test cases by means of an instrumentation approach. This data is collected at runtime and is used to build a so-called hit-spectra matrix. A hit-spectra matrix is a binary matrix where each row i represents a system component and each column j represents a test case. The content of the matrix element a i j represents whether component i was used (true) or not (false) during test execution j. The results of the test executions (pass/fail) are stored in an error vector. The error vector is a binary array where each position i represents a test execution. The value of the error vector at position i is true if the test case i failed, otherwise false.
In the spreadsheet paradigm, the concept of code coverage does not exist since there are no explicit lines of code like in traditional programming paradigms. Moreover, there is no concept of test execution. Therefore, in order to use Sfl on spreadsheets, we have to perform some modifications: the lines of code in a traditional programming paradigm are mapped to the cells of a spreadsheet. There are cells designed to receive user input, cells to process data (using spreadsheet formulas), and cells intended to display the results. As an alternative to the code coverage of traditional programming paradigms, we compute so-called cones (data dependencies of each cell).
Definition 12 (T he f unction C O N E)
Given a spreadsheet and a cell c ∈ , then we define the function cone recursively as follows:
Example 2 The cones for the output cells the spreadsheet from Fig. 1 are
From the cones, the hit-spectra matrix can be generated (each column of the matrix has the dependencies of one output cell). The error vector represents the correctness of the output cells. The correctness of the output cells is determined either by the user (i.e. by guessing what values are wrong), by comparing the results of the current spreadsheet with another spreadsheet considered correct, or by applying techniques to automatically detect "bad smells" (Hermans et al. 2012a ). For every cell, a dichotomy matrix is then created (see Table 1 ). One dimension of this matrix is related to the amount of cones the cell is involved in, and the other is the outcome of the output cells (correct / incorrect).
Example 3 If we take the faulty spreadsheet from Fig. 1b and the test case from Example 1, we have two erroneous output cells (F2 and D4) and three correct output cells (B4, C4 and F3) . With this information and the previously computed cones, Table 2 The hit-spectra matrix and the values of the dichotomy matrices for the running example
we are able to build the hit-spectra matrix and the dichotomy matrices illustrated in Table 2 .
Sfl uses similarity coefficients (or association measures) to estimate the likelihood of a given software component being faulty. Similarity coefficients compute the relationship between each column of the matrix (representing a system component) and the error vector. Similarity coefficients and the failure probability of the corresponding system component are directly related (Abreu et al. 2006) . The coefficients are used to create rankings of system components (Janssen et al. 2009) or to create interactive visualizations of the SUT, revealing the most suspicious parts of the application's source code (Campos et al. 2012) .
In order to assess what are the best coefficients for ranking suspicious spreadsheet cells, we have considered the 42 similarity coefficients studied in the work of Lucia et al. (2013) . This work focuses on evaluating several coefficients in the context of fault localization in software programs. The considered coefficients are: Accuracy (Geng and Hamilton 2006; Ohsaki et al. 2004) , added value (Tan et al. 2002; Anderberg 1973) , Certainty Factor (Shortliffe and Buchanan 1975) , Collective Strength (Aggarwal et al. 1998) , Confidence (Aggarwal et al. 1994) , Conviction (Brin et al. 1997) , Coverage (Geng and Hamilton 2006; Ohsaki et al. 2004 ), Example and Counterexample Rate (Geng and Hamilton 2006) , Gini Index (Lucia et al. 2013 ), Goodman and Kruskal (Geng and Hamilton 2006; Goodman and Kruskal 1954; Ohsaki et al. 2004; Tan et al. 2002) , Information Gain (Cheng et al. 2009 ), Interest (Brin et al. 1997) , Interestingness Weighting Dependency (Geng and Hamilton 2006; Ohsaki et al. 2004 ), J-Measure (Smyth and Goodman 1992) , Jaccard (Hand et al. 2001) , Kappa (Cohen 1960) , Klosgen (Klösgen 1996) (Lucia et al. 2013) , Zhang (Geng and Hamilton 2006) , and φ-coefficient (Healey 1993) . Apart from Tarantula, the similarity coefficients have not been derived in the context of program's fault localization. Instead, they come from the statistics and data mining communities. It is possible to filter some of the coefficients out because their poor performance a-priory. However, for the sake of completeness we considered all of them in our experiments.
The mathematical formulae for computing each coefficient are shown in Table 3 . In this context, the variables A and B are the two dimensions of our dichotomy matrix, corresponding to involvement and outcome, respectively. The table also uses standard notation from probability and statistics, namely: P(A) is the probability of A, P(A) is Table 3 Mathematical formulae for the similarity coefficients used in this work # Coefficient Formula C 1 Accuracy (Geng and Hamilton 2006; Ohsaki et al. 2004 )
Anderberg (Anderberg 1973 )
Certainty Factor (Shortliffe and Buchanan 1975) max(
Collective Strength (Aggarwal et al. 1998) 
P(AB)+P(AB) P(A)P(B)+P(A)P(B)
× 1−P(A)P(B)−P(A)P(B) 1−P(AB)−P(AB) C 6 Confidence (Aggarwal et al. 1994 ) m a x (P(B|A), P(A|B)) C 7 Conviction (Brin et al. 1997 ) m a x (
P(A)P(B) P(AB)
,
P(B)P(A) P(B A)
) C 8 Coverage (Geng and Hamilton 2006; Ohsaki et al. 2004 )
Example and Counterexample (Geng and Hamilton 2006) 1 − Gini Index (Lucia et al. 2013) 
P(AB) P(AB)
Goodman and Kruskal (Geng and Hamilton 2006; Goodman and Kruskal 1954; Ohsaki et al. 2004; Tan et al. 2002 )
C 12 Information Gain (Cheng et al. 2009 )
Interest (Brin et al. 1997 )
C 14 Interestingness Weighting ( (Geng and Hamilton 2006; Ohsaki et al. 2004) where k,m are coefficients of dependency and generality respectively weighting the relative importance of the two factors.
C 15 J-Measure (Smyth and Goodman 1992) max(P(AB)log(
P(B|A) P(B) ) + P(AB)log( P(B|A) P(B)
),
P(AB)log( P(A|B) P(A) ) + P(AB)log( P(A|B) P(A)
)) C 16 Jaccard (Hand et al. 2001 )
P(AB) P(A)−P(B)−P(AB)
C 17 Kappa (Cohen 1960) 
P(AB)+P(AB)−P(A)P(B)−P(A)P(B) 1−P(A)P(B)−P(A)P(B)
C 18 Klosgen (Klösgen 1996) √
P(AB)max(P(B|A) − (B), P(A|B) − P(A))
C 19 Laplace (Boswell 1991) m a x (
Least Contradiction (Geng and Hamilton 2006) 
P(AB)−P(AB) P(B)
C 21 Leverage (Geng and Hamilton 2006; Ohsaki et al. 2004 )
P(B|A) − P(A)P(B)
C 22 Loevinger (Geng and Hamilton 2006) 1 −
P(A)P(B) P(AB)
C 23 Normalized Mutual Information (Tan et al. 2002) i j P(A i B j )log 2
P(A i B j ) P(A i )P(B j )
Ochiai (Abreu et al. 2007 )
C 25 Ochiai II (Ochiai 1957)
P(AB)+P(AB) P(AB)+P(AB)(P(AB)+P(AB))(P(AB)+P(AB))(P(AB)+P(AB))
C 26 Odd Multiplier (Geng and Hamilton 2006)
P(AB)P(B) P(B)P(AB)
C 27 Odds Ratio (Agresti 1996) 
P(AB)P(AB) P(AB)P(AB)

P(AB)+P(AB) P(AB)+P(AB)+2(P(AB)+P(AB)
P(AB)log 2
P(AB) P(A)P(B) + P(AB)log 2
P(AB) P(A)P(B)
+ P(AB)log 2
C 39 Yule's Q (Lucia et al. 2013 )
P(AB)P(AB)−P(AB P(AB)) P(AB)P(AB)+P(AB P(AB)
C 40 Yule's Y (Lucia et al. 2013 )
P(AB)P(AB)− P(AB P(AB)) P(AB)P(AB)+ P(AB P(AB)
C 41 Zhang (Geng and Hamilton 2006)
P(AB)−P(A)P(B) max(P(AB)P(B),P(B)P(AB))
C 42 φ-coefficient (Healey 1993) 
P(AB)−P(A)P(B) √ P(A)P(B)(1−P(A))(1−P(B))
the probability of not A, P(AB) is the joint probability of A and B, and P(A|B) is the conditional probability of A given B. In our dichotomy matrix, we gather frequencies instead of probabilities, but these can be easily substituted during actual computation (see Table 4 ).
Example 4 Let's continue with the debugging of our running example: We use the information of the dichotomy matrices from Table 2 to compute the similarity coefficients. In this example, we choose the Ochiai similarity coefficient (C 24 ). For each cell, we compute the similarity coefficients by inserting the information of the dichotomy matrix into the formula, e.g., for cell B2: Table 4 Definitions of the probabilities used by the coefficients in the context of this paper P(A) = n 11 +n 10 n 11 +n 10 +n 01 +n 00 P(A) = n 01 +n 00 n 11 +n 10 +n 01 +n 00 P(B) = n 11 +n 01 n 11 +n 10 +n 01 +n 00 P(B) = n 10 +n 00 n 11 +n 10 +n 01 +n 00 P(AB) = n 11 n 11 +n 10 +n 01 +n 00 P(AB) = n 01 n 11 +n 10 +n 01 +n 00 P(AB) = n 10 n 11 +n 10 +n 01 +n 00 P(AB) = n 00 n 11 +n 10 +n 01 +n 00
P(A|B) = P(AB) P(B)
P(B|A) = 
P(AB) P(A)
Similar, we continue with the other cells and obtain the coefficients illustrated in Table 5 . Afterwards, we rank the cells in descending order of the coefficient. The faulty cell D2 is the highest ranked.
Empirical evaluation
To assess the effectiveness of the various similarity coefficients in the context of Sfl in spreadsheets, we are evaluating the ranking of faulty cells computed using Sfl with each similarity coefficient presented in the previous section. First of all, we are going the explain the experimental setup. We compare the previously described similarity coefficients by means of two corpora: (1) a modified version of the Euses spreadsheet corpus (Fisher and Rothermel 2005; Hofer et al. 2013) , and (2) a spreadsheet version of the Iscas85 circuits (Brglez and Fujiwara 1985; Nica et al. 2013 ). All spreadsheets contained in these corpora a feasible, i.e they do not contain any circular references. Table 6 gives an overview of the characteristic of these corpora. The modified Euses spreadsheet corpus comes with 703 spreadsheets. Each of these spreadsheets contains a single fault that was randomly created by using some of the spreadsheet mutation operators of Abraham and Erwig (2009) . We refer the interested reader to Hofer et al. (2013) for more details about this spreadsheet corpus. Iscas85 refers to a collection of different circuits (Brglez and Fujiwara 1985) . Nica et al. (2013) created faulty versions of these circuits by randomly choosing a gate and changing the gate's Boolean function. In total, they created 300 faulty versions containing single-, double-, and triple-faults. In addition, they created a test case for each version, revealing the fault. For the empirical evaluation, we used a spreadsheet version of their faulty circuits (single-faults only) and test cases. In Table 6 , we additionally indicate the average number of incorrect and correct output cells. Furthermore, we indicate the average number of output cells that are influenced by the faulty cell but coincidentally compute the correct value. Coincidental correctness ) happens more often for the Iscas85 spreadsheets than for the Euses spreadsheets, because of the cell domains: The Iscas85 spreadsheets compute the outcome of circuits, i.e. Boolean values, while the Euses spreadsheets mainly compute Real numbers. We run our fault localization approach to yield a list of likely faulty cells, sorted by their suspiciousness (i.e., the value of the similarity coefficient that is currently being used). Since cells with a higher suspiciousness are more likely to be faulty, we assume that users start inspecting the highest ranked cells first, and go further down the list until the fault is reached. In this experiment, for each mutated subject of our corpora, we know the location of the injected fault. Therefore, we can compute a metric that measures the effort required by the user to pinpoint the fault ( f * ):
where C(i) is the similarity coefficient value for cell i and M is the set of all cells in the spreadsheet. This metric tells us the percentage of cells that need to be inspected until the bug is found. You may notice that we labeled this metric as E best . In fact, it portrays the best case scenario concerning cell suspiciousness ties. A tie (Xu et al. 2011 ) is a set of statements (or cells in our case) with the same suspiciousness. All statements of the tie have consequently the same ranking position. The tie that contains a faulty statement is called critical. In the best case scenario, the faulty cell is always inspected first among the cells that share the same suspiciousness value. In order to avoid such premise, we consider two other metrics. One that takes into account all elements whose suspiciousness is the same as the defect's (i.e., the worst case scenario):
And other that assumes that, on average, the user will have to inspect half of the components in the critical tie to reach the fault:
Considering the best case, worst case and average case scenarios for each spreadsheet will enable us to have a more accurate understanding of the impact that each similarity coefficient has in the debugging accuracy of Sfl.
The overall mean best case, average case and worst case effort for each similarity coefficient, along with the standard deviation, are shown in Table 7 . The smallest effort measure for the worst case scenario was achieved by Ochiai (C 24 ), with a value of 4.96 % for the Euses corpus and 4.57 % for the Iscas85 corpus. This means that, in the worst case, users have to inspect on average less than 5 % of the spreadsheet's cells to locate the bug using Ochiai as the coefficient for Sfl. Ochiai also shows the lowest standard deviation (σ ) in the worst case scenario, meaning that the results for this coefficient are closer to the mean. Other coefficients with similar effort when compared with Ochiai are Jaccard (C 16 ) and Sorensen-Dice (C 34 ). Several coefficients have a smaller best case effort than Ochiai, but a higher worst case effort. This means that these coefficients have a larger critical tie, e.g., Certainty Factor (C 4 ), Confidence (C 6 ), Laplace (C 19 ), Support (C 35 ), Yule's Q (C 39 ) and Yule's Y (C 40 ).
As there are coefficients that behave very similar, we have decided to perform a clustering analysis. k-means clustering was used to partition the coefficients into k different clusters (MacQueen 1967). Since we do not know a priori how many clusters there are in our dataset, we employed an incremental approach. We started by computing memberships for two clusters (k = 2 in the k-means algorithm). Afterwards, we performed statistical tests to ensure that every element from the same cluster is not statistically significantly different and that elements from different clusters were significantly different. The statistical test used is the Wilcoxon signed-rank (Wilcoxon 1945) with 97 % confidence. The reason we use Wilcoxon instead of, e.g., Student's ttest is because it does not assume that our data is normally distributed. If the statistical criteria was not met, we increase the number of clusters in k-means (by increasing the value of k). This way, coefficients within the same cluster are statistically significantly different from every coefficient that does not belong to that cluster.
The resulting clusters for the best, average and worst case scenarios are shown in Figs. 2a, b and c, respectively. Each node corresponds to a cluster, and edges indicate relationships between clusters such that A −→ B means "cluster A requires less effort to diagnose than cluster B". Note that the number of clusters (and their elements) is not the same in every scenario-there are ten clusters for best case, nine clusters for average case and six clusters for worst case. This happens because differences in best case (and average case) behavior are more diverse than in the worst case. Furthermore, some clusters require similar effort, but they are statistically different (i.e. they generate different diagnostic rankings). These clusters appear side by side in the figure. Table 7 Mean effort for each similarity coefficient In order to better visualize the accuracy of each cluster, we also provide Fig. 3 , 4 and 5, that graphically compare the fault localization capabilities of each scenario for both studied corpora. The x-axis represents the percentage of formula cells that is investigated. The y-axis represents the percentage of faults that are localized within that amount of cells.
For the worst case, the cluster W01 shows best efficiency and comprises Jaccard (C 16 ), Ochiai (C 24 ) and Sorensen-Dice (C 34 ). This not only agrees with our analysis of Table 7 , but also evidences the fact that these three similarity coefficients are statistically similar. For the average case, the cluster A01 is comprised of the similarity coefficient with the lowest effort: Jaccard (C 16 ), Kappa (C 17 ), Klosgen (C 18 ), Ochiai (C 24 ), Piatetsky-Shapiro (C 29 ), Sorensen-Dice (C 34 ), Two-Way Support (C 37 ) and φ-coefficient (C 42 ).
For the best case, the cluster B01 has a lowest effort and comprises Certainty Factor (C 4 ), Confidence (C 6 ), Laplace (C 19 ), Support (C 35 ), Yule's Q (C 39 ) and Yule's Y (C 40 ). However, if we look at these coefficient's memberships in the worst case cluster, we see that they perform worse than many others. The reason for this phenomenon is that these coefficients generate a large critical tie, and therefore their real accuracy is much lower. In conclusion, if one is to diagnose spreadsheets, either Jaccard (C 16 ), Ochiai (C 24 ) or Sorensen-Dice (C 34 ) should be used, since these coefficients show the best accuracy results, and they are statistically similar among themselves. -The more incorrect output identified, the better the diagnostic report; -Correct outputs have two effects in the final results: (i) negative impact if they cover the faulty part (i.e. if they execute a faulty statement in case of imperative programs or if their cone includes any faulty cell in case of spreadsheets); (ii) positive impact on the diagnostic report if they to not cover any faulty part. In order to demonstrate the influence of the number of correct and incorrect output cells on the ranking result, we have performed an empirical evaluation using spreadsheets from both copora. Figure 6 shows the results for the Iscas85 spreadsheets c5315_BOOL_tc1_71_1Fault and c7552_BOOL_tc1_96_1Fault. Figure 7 shows the results for the Euses spreadsheets WorldPopPlay_1FAULTS_ FAULTVERSION1 and my_financial_model_1FAULTS_FAULTVERSION5. We have chosen these spreadsheets, because they are amongst the largest spreadsheets with respect to the number of output cells (when separately considering the number of erroneous and correct output cells).
Each sub-figure illustrates the influence of the number of incorrect (erroneous) and correct output cells on the ranking result for one spreadsheet and scenario (best/average/worst). The concrete erroneous and correct output cells were randomly chosen from all available output cells. In order to eliminate outliers, each data point was calculated over the average of 100 runs with a different random selection of erroneous and correct output cells.
Concerning the number of erroneous output cells, we derive from the figures that indicating more incorrect output cells yields better results. For the spreadsheet c7552 and WorldPopPlay, every additional faulty output cell increases the fault localization performance. However, for the spreadsheets c5313 and my_finanical_model, 2 and 5 faulty output cells, respectively, are sufficient for localizing the faulty cell. WorldPopPlay and my_financial_model have no coincidental correct output cells, the spreadsheet c7552 has 27 coincidental correct output cells. 2 As the coincidental correct output cells cannot be determined in advance and as correct output cells have only a small positive impact on the ranking result, we advice users to indicate a few but not more than 40 correct output cells.
Conclusion
While spreadsheets are used by a considerable number of people, there is little support for automatic spreadsheet debugging. We described what modifications are necessary for a traditional software debugging technique, Sfl, to be applied to the spreadsheet domain. The main modification is the use of dependency cones instead of execution traces and slices. As Sfl needs a similarity coefficient to compute a suspiciousness ranking of each component (cells in this case) being faulty, we investigate what coefficients are best suited to handle the diagnosis of spreadsheets. We evaluated 42 different similarity coefficients using the Euses spreadsheet corpus (Fisher and Rothermel 2005; Hofer et al. 2013) , and a spreadsheet version of the Iscas85 circuits (Brglez and Fujiwara 1985) . We clustered the coefficients that yield similar diagnostic rankings, comparing them in terms of the number of cells inspected until the faulty one is reached. Our analysis shows that Jaccard (C 16 ), Ochiai (C 24 ) and Sorensen-Dice (C 34 ) are the best performing similarity coefficients to diagnose spreadsheets with Sfl. In addition, we showed the influence of the number of correct and erroneous output cells on the diagnosis: (i) If the user indicates more erroneous output cells, the diagnostic ranking might be improved; (ii) Indicating more correct output cells might have a negative impact in the diagnostic ranking (due to coincidental correctness values of cells).
The comparison of SFL to other debugging approaches remains for future work. We did not compare SFL to GoalDebug Erwig 2005, 2007) and the work of Jannach et al. (2013) because a direct comparison is not possible for the following reasons: (1) Neither the tool GoalDebug nor the spreadsheets used in the GoalDebug's empirical evaluations are public available (Abraham and Erwig 2013) .
(2) The approach of Jannach et al. requires more information than our approach as they need more than one test case. However, SFL has a lower time complexity compared to other debugging methods like model-based diagnosis (MBD). In general, it is assumed that MBD delivers better diagnostic results than SFL. Despite this, preliminary studies (Hofer et al. 2013 ) have shown that SFL performs good in the spreadsheet domain when compared to MBD.
Finally, the debugging performance in case of multiple faults was not studied in this work and therefore remains an open research question. We expect to see an increase in the effort required to diagnose the bug, similar to Sfl in software debugging ). However, the degree to which each similarity coefficient is affected when dealing with multiple faults is not known.
