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Abst rac t - - In  this paper, we consider a system of nonlinear variational-like inclusions (SNVLI) in 
Hilbert spaces. In particular, SNVLI reduces to a variational inclusion, an extension of variational 
inclusion studied by Hassouni and Moudafi [1]. Using fixed-point method, we suggest an iterative 
algorithm for finding an approximate solution to SNVLI. Further, we prove the existence of solution 
and discuss convergence riteria for the approximate solution of SNVLI. The theorems presented in 
this paper improve and unify many known results of variational inclusions and variational inequalities, 
see for example [1-3]. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords- -System of nonlinear variational-like inclusions, Iterative algorithms, Maximal r I- 
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1. PREL IMINARIES  
In recent years, much attention has been given to develop the efficient and implementable numer- 
ical methods including projection method and its variant forms, auxiliary principle and descent 
framework for solving variational inequalities. 
In 2001, Verma [3] has considered a system of nonlinear variational inequalities and discussed 
the convergence criteria for the iterative algorithm for the system of nonlinear variational in- 
equalities. Motivated by recent research work going on variational inequalities, we consider a 
new system of nonlinear variational-like inclusions (SNVLI) in Hilbert spaces and suggest some 
iterative algorithms. Further, we prove the existence of solution of SNVLI and discuss the con- 
vergence criteria for the iterative algorithms. 
The suggested iterative algorithms include as special cases the two-step generalized forward- 
backward splitting method of Noor [2] and splitting method of Peaceman and Rochford [4]. The 
theorems presented in this paper also include as special cases many new and known results, 
see [1-3]. 
Throughout his paper, we assume that H is a real Hilbert space equipped with the inner 
product (., .) and norm I[" [[, respectively. First, we recall the following concepts. 
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DEFINITION 1.1. Let 77 : H x H --* H be a single-valued mapping, then for all u, v E H, ~(., .) is 
said to be 
(i) monotone, if 
(ii) strictly monotone, if 
<q(u, v), u - v) > 0; 
<~(u, v) ,  u - v> > 0 
and the equality in above holds only when u = v; 
(iii) ~-strongly monotone, if there exists a constant ~ > 0 such that 
<q(u, v) ,  u - v> > ~llu - ~112; 
(iv) ~--Lipschitz continuous, ff there exists a constant ~- > 0 such that 
I Iq(u,v) l l  _< ~11~ - vtl. 
We remark that strongly monotonicity of 77 implies strictly monotonicity of q. 
DEFINITION 1.2. Let ~ : H x H ~ H be a single-valued mapping. Then a multivalued map- 
ping M : H ~ 2 g , where 2 n is the power set of H, is said to be 
(i) q-monotone, if
(x -y ,~(u ,v ) )>_O,  Vu, vEH,  and VxEMu,  yEMv;  
(ii) a-strongly q-monotone, ff there exists a constant a > 0 such that 
(x -y ,  q(u ,v) )>_a l Iu -v I [  2, Vu, vEH,  and VxEMu,  yEMv;  
(iii) maximal q-monotone, ff M is q-monotone and (I  + pM)(H)  = H, for any p > 0, where I
stands for an identity operator. 
DEFINITION 1.3. (See [5].) Let ~l : H x H ~ H be a single-valued mapping. A proper function ¢ : 
H -* RU {+co} is said to be q-subdifferentiable at a point u E H, if there exists a point f* E H 
such that 
¢(v) -¢ (u )  >_ ( f* ,q(u,v)) ,  V v E H, 
where f* is called an ~?-subdifferential of ¢ at u. The set of a11 q-subdifferentials of ¢ at u is 
denoted by 0¢(u). 
The mapping 0¢ : H ~ 2 g defined by 
0¢(u) = {f* e H :  ¢(v) - ¢(u) >_ ( f * ,q (u ,v ) ) ,  Vv E H} ,  (1.1) 
is said to be q-subdifferential of ¢. 
DEFINITION 1.4. (See [5].) Let ¢ : H ~ R U {+oQ} be a proper [unction. For any given u E H 
and p > 0, if there exists a mapping ~ : H x H ~ H and a given unique point w E H such that 
(~?(v,w),w - u) >_ pC(w) - pC(v), Vv E H, (1.2) 
then the mapping u ~ w, denoted by Jp°¢(u) is said to be ~-proximal mapping of t .  
By (1.1) and the definition of J°¢(u),  it follows that 
J2¢(u) = (I + pot )  -1, Vu E H. (1.3) 
T/-monotone mapping. 
find u, v C H such that 
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Let T, g : H --~ H be two single-valued mappings and let M : H --* 2 H be a maximal 
Then the system of nonlinear variational-like inclusions (SNVLI) is to 
0 E g(u) - g(v) + p(T(v) + M(g(u))) ,  p > 0, (1.4) 
0 e g(v) - g(u) + ~/(T(u) + M(g(v))) ,  7 > 0. (1.5) 
We remark that if u = v and p = % SNVLI (1.4),(1.5) reduces to a variational inclusion of 
finding u E H such that 
0 e T(u) + M(g(u)).  (1.6) 
Variational inclusion (1.6) is an important generalization of variational inclusion considered by 
Hassouni and Moudafi [1]. For applications of such variational inclusions, see [6]. 
Some Special  Cases 
CASE I. If g -- I ,  the identity mapping and M(g(.))  =- 0¢(.), where ¢ : H -~ R U {+oo} is a 
proper function, and 0¢ denotes the ~/-subdifferential of ¢, then SNVLI (1.4),(1.5) reduces to the 
following system of nonlinear variational-like inequalities. Find u, v E H such that 
(T (v ) -p - l (u -v ) ,v (w,u) )+¢(w) -¢ (u)>_O,  VweH,  p>0,  (1.7) 
(T (u ) -p - l (v -u ) ,~(w,v )}+¢(w) -¢ (v )>O,  VweH,  V>0.  (1.8) 
CASE II. If, in system (1.7),(1.8), ~(w,u) =- w - u, Vw, u E H, and 0¢ be the subdifferential 
of a proper convex lower semicontinuous function ¢ : H -~ R U {+~},  then it reduces to the 
following system of nonlinear variational inequalities: Find u, v E H such that 
(T (v ) -p -1 (u -v ) ,w-u}+¢(w) -¢ (u)  >0,  VweH,  p>0,  (1.9) 
(T (u ) -~/ - l (v -u ) ,w-v )}+¢(w) -¢ (v )>_O,  Vweg,  ~/>0.  (1.10) 
CASE I I I .  If, in system (1.9),(1.10), we take 9¢ = 5~, the indicator function on a nonempty 
closed convex set K C H, then system (1.9),(1.10) reduces to tim following system of finding 
u, v c K such that: 
(pT(v )+u-v ,w-u)>>O,  VweI ( ,  p>O,  (1.11) 
(7T(u)+v-u ,w-v) )  >>0, VwEK,  ~>0,  (1.12) 
which is same as the system of nonlinear variational inequalities considered by Verma [3]. 
REMARK 1.1. Systems (1.7),(1.8) and (1.9),(1.10) appear to be new. For the suitable choices 
of the mappings T, g, and M, SNVLI (1.4),(1.5) includes, as special cases, various classes of 
variational inclusions and variational inequalities, see [1 3] and the references therein. 
Next, we give the following results, the particular cases of results due to Chidume et al. [7], 
which are used in the sequel. 
LEMMA 1.1. (See [7].) Let ~ : H x H ~ H be a strictly monotone and let M : H --~ 2 H be 
maximal ~?-monotone mapping. Then the following conclusions hold: 
(a) (x - y, ~(u, v)) > O, V (y, u) C Graph(M) implies (x, u) E Graph(M), where Graph(M) := 
{(x,u) cHxH:xEMu};  
(b) the mapping (I  + pM) -1  is single valued for any p > O. 
LEMMA 1.2. (See [7].) Let ~ : H x H -~ H be ~-strongly monotone and "r-Lipschitz continuous 
mapping and let M : H ~ 2 g be a maximal ~-monotone mapping. Then the ~-proximal mapping 
of M,  jM  := (I  + pM) -1 is (~'/5)-Lipschitz continuous, i.e., 
T 
I l J y (u )  - J y (v ) l l  _< Ilu -  11, v ,v E H, (1.13) 
where p ~ 0 is a constant. 
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2. ITERAT IVE  ALGORITHMS 
First, we give the following lemma, the proof of which is a direct consequence of the definition 
of jM  and hence, is omitted. 
LEMMA 2.1. u, v 6 H is the solution of SNVLI  (1.4),(1.5) if and only if it satisfies 
g(u) =jM[g(v)  -- pT(v)], p > 0, (2.1) 
where 
The preceding lemma 
(1.4),(1.5). 
g(v) = jM[g(u)  - TT(u)] ,  7 > 0. (2.2) 
allows us to suggest the following iterative algorithm for SNVLI 
ITERATIVE ALGORITHM 2.1. 
iterative schemes 
For an arbitrarily chosen uo 6 H, compute {un}, {vn} by the 
Un+l  = Un - -  9(Un) Jc jpM[g(Vn) - -  pT(vn)], p > O, (2.3) 
where 
g(Vn) = jM[g(un) -7r(un)], ,7 > O, 
If g is invertible, then (2.1),(2.2) can be rewritten as 
n = 0, 1, 2 . . . . .  (2.4) 
g(u)  = jpM [ jM[g(U  ) _ 7T(u) ]  _ pTg- l jTM[g(u)  _ 7T(u)]] 
= jM [ I  - pTg -1] jM  [ I  -- 7Tg  - t ]  g(u). 
This fixed-point formulation allows us to suggest he following iterative method which is known 
as modified resolvent method. 
ITERATIVE ALGORITHM 2.2. For an arbitrarily chosen uo 6 H, compute un by the iterative 
scheme 
g(un+t)=JM[ I - -pTg  -1 ] JM[ I -TTg  -1]g(un), p>0,  7>0,  n=0,1 ,2 ,3 , . . . .  
Iterative Algorithm 2.2 appears to be a new one and is a two-step generalized forward-backward 
splitting method. If we take p = ,7 and M -= 0¢, a subdifferential of a proper convex and lower 
semicontinous mapping ¢ : H --* RU {+oo}, then Iterative Algorithm 2.2 reduces to the two-step 
forward-backward splitting method of Noor [2]. In addition if g = I ,  then Iterative Algorithm 2.2 
is similar to the splitting method of Peaceman and Rachford [4]. 
If ,7 = p and un = vn for all n _> 0, then the Iterative Algorithm 2.1 reduces to the following 
iterative algorithm. 
ITERATIVE ALGORITHM 2.3. For an arbitrarily chosen uo 6 H, compute {un} by the iterative 
scheme: 
U ,~+l=un-g(un)+jM[g(Un) -pT(u ,~) ] ,  p>0,  n = 0 ,1 ,2 ,3 , . . . .  
We remark that Iterative Algorithm 2.3 gives the approximate solution to the variational 
inclusion (1.6). 
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3.  EX ISTENCE OF  SOLUTION 
AND CONVERGENCE CRITER IA  
First, we recall the following concepts. 
DEFINITION 3.1. For all u, v E H,  a mapping T : H --* H is said to be 
(i) a-strongly monotone, i f  there exists a constant a > 0 such that 
(Tu -Tv ,  u - v) >_ allu - v[12; 
(ii) ~-Lipschitz continuous, if there exists a constant ~ > 0 such that 
[[Tu - Tvl[ <_ 3flu - v H. 
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Now, we prove the following theorem, which ensures the existence of solution and the conver- 
gence criteria of Iterative Algorithm 2.1 for SNVLI (1.4),(1.5). 
THEOREM 3.1. Let H be a real Hilbert space. Let rl : H x H -4 H be 5-strongly monotone and 
r-L ipschitz continuous mapping; M : H ~ 2 H be a maximal q-monotone mapping; T : H ~ H 
be a-strongly monotone and/3-L ipschitz  continuous; g : H ~ H be a-strongly monotone and 
(-L ipschitz continuous. I f  there exist constants p > 0 and ~/ > 0 such that 
~/ a ~a 2 -- f]201(2 -- 01) 
-- ~-2 --< ~2 ; a _> ~k/01(2  -- 01); 01 "~ 1, (3.1)  
a ~/ .4 (~ _ ~: )  + ~ [~ _ (a~:  + ~:)  01] ~ 
- ~ < ~ ; (3.2) p 
~a~2 > ~ v/~2 _ ~2 + ~ (~2 + ~2) 0~, 
where 01 := ~/1 -2a  + 42, then iterative sequences {u~}, {v~} generated by Iterative Algo- 
rithm 2.1 strongly converge to u, v, respectively, in H and u, v E H is the solution of SNVL1 
(1.4),(1.5). 
PROOF. From Iterative Algorithm 2.1, Lemmas 1.2 and 2.1, we have 
IlUn+2 -- Un+ 111 
= [[U~+l - g(u~+l) + Jy[g(Vn+l)  -- pT(Vn+l)] 
- un -g (Un)  + jM[g(vn)  -- pT(vn)]H 
- JM[g(v~)  -- pT(v~) ]  H (3.3) 
T 
_< [lu~+l - u~ - (g(un+l) - g(u~))[I + ~ Ilg(v~+l) - g(v~) - p(T(Vn+l) - -  T(vn))l[ 
T 
-< [lUn+l - Un -- (g(Un+l) -- g(Un))ll + -g IIg(vn+l) - g(vn) - (vn+l - vn)ll 
T 
+ ~ IIv~+~ - v~ - p (T (v~+l )  - r(v~))l[. 
Again, since g is a-strongly monotone and (-Lipschitz continuous, we have the following esti- 
mate: 
Iig(~n+l) - g( , . )  - (vn+l - ~n)II 2 
= IIg(Vn+l) -- g(Vn) i l  2 --  2 (g (Vn+l )  - -  g (Vn) .Vn+ 1 - -  Vn) "4-NVn+I --  Vn[i 2 
_< ¢211~n+1 -- ~.l l  ~ -- 2air'n+1 -- ~nll ~ + Ilvn+l -- V.II : 
< (1 -- 2~ + ~2) llVn+i -- v .  ll ~ 
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Hence, 
I Ig(v,~+l) - g(v~) - (v~+l  - v,d[I _< x/1 - 23 + 52 Hvn+l - v~ll. (3.4) 
Similarly, we have 
I l u .+ l  - u~ - (g(Un+l)  - -  g(un)) l l  < ` /1  - 23 + ~2 l lu~+l - u~ll. (3.5) 
Again, since T is a-strongly monotone and /3-Lipschitz continuous, we have the following 
estimate: 
I [Vn+I  - -  Vn  - -  p (T (Vn+I )  - T (vn) ) l [  ~ `/1 - 2po~ + p2/~2 I[Vn+l - vnll. (3.6) 
Now, we have 
[I9(vn+l) - g(v,dl l  [Iv.+1 - v~ll _> (g(vn+l)  - g(vn) ,Vn+l  -- V,d >_ ~l lvn+l  -- vnll ~, 
which implies 
I Iv~+l - v~ll _< 1 I lg(vn+l)  - g(v,dl[  
G 
_< 1_ I I Jg [g (u .÷ l )  - rT (u~+l ) ]  - Jg [g (un)  - 7T(~) l l l  
G (3.7) T 
-< ~ I Ig(un+l)  - g(u,,)  - 7 (T (un+l )  - T(un) ) l l  
-< ÷ , /1  - ÷ ] I luo+, - uoll ,  
where (2.4) has been used. 
Combining (3.3)-(3.7), we have 
r 0 ~r  + Ilun+x Ilun+2 - u.+~ll <_ (Ol ÷ (Ol ÷ 2) (Ol 03)) _ unll 
(3.8) 
< 01 + ~ (0x + 02)(01 + 03) Ilu~+l - unll, 
where 
Hence, we have 
01 :=` /1 -23+~2;  
02 : = `/1 - 2pc~ + p2~2; 
03 : = ` /1  - 273  + 72~ 2. 
Ilun+2 - U~+lll < el lun+l - unll, (3.9) 
where 
0 : :  01 ÷ ~-~ (01 q- 02)(01 ÷ 03) <: 01 q- ~-~ (01 ÷ 02) , if 01 ÷ 03 < 1. 
Since 01 +03 < 1 by Condition (3.1). Also Condition (3.2) ensures that 01+(r2/362) (01+02) < 1. 
Thus 0 < 0 < 1. Now, (3.9) implies that {Un} is a Cauchy sequence in H. Also, (3.7) implies that 
{Vn} is a Cauchy sequence in H. Hence, there exist u,v  E H such that Un ~ u and Vn ~ v. Since 
T, g, jM,  jM  are continuous, then it follows from Iterative Algorithm 2.1 that u, v e H satisfy 
(2.1),(2.2), and thus, by Lemma 2.1, it follows that u,v  e H is a solution of SNVLI (1.4),(1.5). 
This completes the proof. 
REMARK 3.1. It is clear that a < /3; 6 < T. Conditions (3.1) and (3.2) hold for some suitable 
values of constants, for example, ct = 0.98,/3 = 1.02, 7 = 0.9, a = 1, ~ = 0.7, T = 1.06, ~ = 1.00!, 
p = 0.9, 01 -~ 0.04, 02 = 0.28, 03 = 0.28. 
If 7 = P and u = v, Theorem 3.1 reduces to the following theorem which ensures the existence 
of a solution and the convergence criteria of Iterative Algorithm 2.3 for variational inclusion (1.6). 
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THEOREM 3.2. Let  the mappings ~, M,  T, and g be same as in Theorem 3.1. I f  there exists a 
constant p > 0 such that 
~/~-~ (~ - 3 ~) + 3~[(1  - e l )~  - 7-el] 2 
T2~ 2 
3~ > 3(~ + r)el + Tvr~ 2 - ~2; 81 <1, 
where/~1 :---- V/1 -- 2a + ~2, then the iterative sequence {un} generated  by Iterative Algorithm 2.3 
strongly converges to u E H and u e H is the solution of variational inclusion (1.6). 
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