Intermittency has long been recognized as an important feature of fluid turbulence. By using higher moments of the vorticity field Ω m defined as L 2m -norms for 1 ≤ m < ∞, it is shown how this phenomenon may be manifest in solutions of the three-dimensional incompressible NavierStokes equations. A contradiction argument is used on a finite interval [0, T ] to study the behaviour of Ω m+1 /Ω m on what are called 'good', 'bad' and 'neutral' intervals. Using the assumption that the results found over the finite interval [0, T ] are applicable for arbitrarily longer times, various mechanisms behind intermittent behaviour are discussed.
Introduction
The challenge that analysts have faced in the last 75 years has been to prove the existence and uniqueness of the three-dimensional Navier-Stokes equations for arbitrarily long times [1, 2, 3, 4, 5, 6] . Its inclusion in the AMS Millenium Clay Prize list [7] has widely advertised the the nature of the problem but the elusiveness of a rigorous proof 1 and the severe resolution difficulties encountered in CFD, even at modest Reynolds numbers, are puzzles that have grown as the years progress.
Nevertheless, there is a long-standing belief in many scientific quarters, on the level of a folktheorem, that the three-dimensional Navier-Stokes equations 'must' be regular. Mathematicians are more cautious and still take seriously the possibility that singularities may occur. Leray [1] and Scheffer [10] proved that the (potentially) singular set in time has zero half-dimensional Hausdorff measure. Robinson and Sadowski [11] have recently found a quick and efficient method for reproducing this result. The Leray-Scheffer result motivated Caffarelli, Kohn and Nirenberg [12] to introduce the idea of suitable weak solutions to study the singular set in space-time which they concluded has zero one-dimensional Hausdorff measure. Thus, if singularities exist they must be relatively rare events. These ideas have spawned a growing literature on the subject where more efficient routes to the construction of suitable weak solutions are in evidence [13, 14, 15, 16, 17, 18, 19, 20, 21] .
It is worth remarking that the wider issue regarding the formation of singularities has been obscured by the very real difficulty that exists in distinguishing them from rough intermittent data. Intermittency is characterized by violent surges or bursts away from averages in the energy dissipation, resulting in the spiky data that is now recognized as a classic hallmark of turbulence [22, 23, 24, 25, 26] . At least three options are possible: a) Solutions are always smooth with only mild excursions away from space and time averages; b) Solutions are intermittent but, despite their apparent spikiness, remain smooth for arbitrarily long times when examined at very small scales; c) Solutions are intermittent but spikes may be the manifestation of true singularities.
Options b) and c) are impossible to distinguish using known computational methods. In the past generation physicists have used Kolmogorov's theory to examine intermittent events by studying anomalies in the scaling of velocity structure functions. However, this theory is based on a set of statistical axioms, not directly on the Navier-Stokes equations. Frisch's book [27] and the recent review by Boffetta, Mazzino & Vulpiani [28] contain readable accounts of these ideas. Since Leray's pioneering work in the 1930's, the extensive use of the Sobolev-Gagliardo-Nirenbergtype inequalities has fallen just short of establishing a full rigorous proof of regularity. The history of the subject shows (see [4, 5] ) that to jump the gap between what is assumed and what is known 2 , the divergence-free velocity vector field u(x, t) must be assumed to be a priori bounded in either the L p (p ≥ 3) or H 1 -norms. The first of these assumptions defies physical interpretation but the second assumption, namely that of the bounded-ness of the point-wise-in-time global enstrophy defined 1 Cao and Titi [8] and Kobelkov [9] have recently proved the regularity of the primitive equations of the atmosphere and oceans, even though these have been considered by many to be a problem harder than the Navier-Stokes equations. The methods used unfortunately do not appear to successfully transfer to the Navier-Stokes equations. 2 Constantin and Fefferman have looked at the direction of vorticity to establish geometric regularity criteria [29, 30] .
below by (div u = 0)
is critical to the interpretation of experimental data [22, 23, 24, 25, 26] . H 1 is proportional to the energy dissipation rate which Leray showed has an a priori bounded time-average [1] . Thus H 1 (t) is the key to the problem : it is a well-known fact that there exists a very short interval of time [0, t 0 ) on which solutions exist and are unique (see [4, 5, 6] ), but no proof exists to date that demonstrates this for arbitrarily long times 3 . The upper bound on H 1 (t) blows up at some short time t 0 at which time control is lost. Strong intermittency in the energy dissipation, even for modest Reynolds numbers, makes its ultimate fate uncertain.
General strategy
The main idea of this paper is to use higher moments of the vorticity field ω instead of its derivatives. Scaled by a system volume term L −3 , a set of moments with the dimension of a frequency are defined such that for
where ̟ 0 = νL −2 is the basic frequency of the box of side L. Ω 1 sits within the sequence of inequalities
3) so control from above over Ω m for any value of m > 1 implies the same control over Ω 1 and thus over H 1 . In turn, this controls from above all derivatives of the velocity field. A technical problem lies in how to differentiate the Ω m (t) and manipulate them without the existence of strong solutions for arbitrarily large t. This difficulty can be circumvented my restricting estimates to a finite interval of time [0, T ] and then pursuing a contradiction proof in the following standard manner. Assume that there exists a maximal interval of time [0, T max ) on which solutions exist and are unique; that is, strong solutions are assumed to exist in this interval. If [0, T max ) is indeed maximal then Ω 1 (T max ) = ∞. The ultimate aim of such a calculation would then be to show that lim sup T →Tmax Ω m is finite for any m ≥ 1; if this turned out to be the case it would lead to a contradiction because [0, T max ) would not be maximal. Thus T max must either be zero or infinity : it cannot be zero because it is known that there exists a short interval [0, t 0 ) on which strong solutions exist, so T max = ∞. The results in §2 have been estimated using this strategy. To summarize them requires the anticipation of Proposition 1 of §2. For 1 ≤ m < ∞ and Gr > 1, the Ω m satisfẏ Ω m+1 /Ω m ≥ 1. If this ratio remains close to its universal lower bound of unity no hope exists of controlling Ω m by this method. However, if Ω m+1 stretches away from Ω m the lower bound could be raised considerably above unity ; then the quadratic exponent 4m(m + 1)/3 in the dissipative term will amplify this effect for high values of m, whereas the nonlinear term decreases close to unity with increasing values of m.
An important result, deduced directly from (1.4) and formally stated in Theorem 1, is the bounded-ness from above of the time average Ω αm m T where α m = 2m/(4m − 3). An exponent within the average of 2α m would be enough to prove regularity of solutions for arbitrarily long times but the actual result with no factor of 2 is consistent with certain scaling properties of the Navier-Stokes equations which would need to be broken if progression were to be made on the regularity problem. One way of achieving this would be to bound the adjacent moments Ω m+1 /Ω m away from unity, thus increasing the dissipation. The effects of this stretching process is gauged more specifically in Theorem 3 in §2 where it is shown that a finite interval [0, T ] of the time axis can be potentially broken down into three classes, denoted by good and bad intervals with junction points (or intervals) designated as neutral. The neutral set could, potentially, have a fractal character. In §3, it is found that the direction of the inequality is reversed on the good and bad intervals; that is
Not enough information is available to understand the potential fractality of [0, T ] so it must be acknowledged that this may create difficulties in applying (1.5) to (1.4). Thus it must be assumed that the breakdown of [0, T ] into different sets is sufficiently regular that the inequalities in (1.5) can be used. In (1.5), γ m is a rational, positive function of m and G m is dependent on Gr. The universal bound Ω m ≤ Ω m+1 implies that Ω m ≤ ̟ 0 G m on good and neutral intervals. The main question lies in the nature of the transition from the good to the bad intervals through the neutral points. On bad intervals the application of the reverse inequality in (1.5) to (1.4) results in regions smaller in amplitude than G m in which solution trajectories remain bounded -and decay if they enter these regions -but are not attracted into them if they lie outside. In §4 it is assumed that the rigorous results obtained on [0, T ] are applicable to longer intervals of time, which requires the assumption that existence and uniqueness for these longer times. The conclusion is drawn that the process of passing through a sequence of intervals may suggest a mechanism behind intermittent behaviour.
Notation and functional setting
The setting is the incompressible (div u = 0), forced, three-dimensional Navier-Stokes equations for the velocity field u(x, t)
with the equation for the vorticity expressed as
The properties of the forcing & other definitions are given in Table 1 .
is taken to be three dimensional and periodic. The forcing function f (x) is L 2 -bounded and the 28th/06/09 (nsreg2.tex)
Grashof number Gr is proportional to f 2 : see the paper by Doering and Foias [37] for a discussion 5 of narrow-band forcing [37] : for simplicity the forcing is taken at a single length-scale ℓ = L/2π.
Quantity Definition Remarks
Box length
Narrow-band forcing 
Now define
where the frequencies Ω m are given by
The term ̟ 2m 0 in (1.8) provides a lower bound for Ω m . Indeed it is easy to prove that
The symbol · T denotes the time average up to time T g(·) T = lim sup
2 Some properties of the Ω m (t)
A differential inequality and a time average
This subsection firstly contains a result concerning the differential inequalities that govern the set of frequencies Ω m (t). Secondly it contains a result that is an estimate for an upper bound on a set of time averages over the interval [0, T ]. Finally it contains a result on the nature of exponential bounds on [0, T ]. All of the proofs, which lie in Appendices A, B and C, are based on the contradiction strategy explained in §1.1.
, for 1 ≤ m < ∞ and narrow-band forcing with Gr > 1, the Ω m satisfẏ
where β m = m(m + 1). For the unforced case the last term on the right hand side of (2.1) is proportional to ̟ 2 0 .
Remark : In (2.1), when m = 1 the central nonlinear term is correctly proportional to ν −3 Ω 5 1 . However, the case m = ∞ must be excluded because the Riesz inequality used in the proof in Appendix A requires the introduction of higher derivatives thus rendering (2.1) invalid. The proof of the following theorem, which can be found in Appendix B, is based on (2.1) above.
2)
is the initial value of the energy. For the unforced case, the estimate can be cast in terms of
Remark : (2.2) can also be expressed as
4)
with the m-independent exponent p(T, E 0 , Gr) written as
An exploration of exponential bounds
Consider inequality (2.1) from Proposition 1 and integrate this with respect to time over [0, T ] :
where β m = m(m + 1). To bound the integral in the exponential on the right hand side (which is not necessarily positive) from below is the ultimate aim. With the definition m 0 = dt. According to Theorem 1, it is clear that this exponent is a factor of 2 too great to allow control of Ω m (T ). A result weaker than (2.6), based on the difference between square roots, is given by :
Theorem 2 The time average of the difference between the two square roots is estimated as
where p is defined in (2.5).
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The square root reduces the positive term to Ω αm 0 m 0 whose time integral is bounded. Overall (2) shows that there may be regions of the time axis where on which the dissipative term Ω m+1 /Ω m dominates but there could potentially be regions where the opposite is true and the nonlinear term dominates. In this latter case very large spikes of an intermittent nature may appear in the solution. It is to an analysis of this phenomenon to which we turn in the next section.
3 Trajectories on good, bad and neutral intervals
The ratio D m /D m+1 is now examined by using D m defined as
The average result (2.2) in Theorem 1 can thus be expressed as
Theorem 3 For the parameters µ m = µ m (T, p, Gr) with values in the range 0 < µ m < 1, the ratio D m /D m+1 obeys the inequality 
while there potentially exist bad intervals of time on which
Neutral points or intervals represented by the zeros
of the integrand in (3.3) could potentially form a fractal set. Moreover, Theorem 3 says nothing about the size or distribution of intervals. A re-arrangement of (3.4) and (3.5) gives
where G m , Ξ and γ m are defined by
Then (3.9) can be re-written as 10) and shows that if γ m is required to be positive then µ m must be bounded away from zero
The key point is to use the results of Proposition 1 to examine the strength of the dominant positive and negative terms in the differential inequality (2.1). Thus, provided µ m lies in the range given in (3.11), thus ensuring that γ m > 0, (3.7) shows that on good and neutral intervals
This result is dependent on the universal lower bound Ω m+1 ≥ Ω m . However, on bad intervals, when (3.7) (>) and Ω 1 2 (m+1) ≤ Ω m are used in (2.1), we havė 
Solutions over longer intervals?
The maximal interval of existence and uniqueness [0, T ] (T < T max ) on which our contradiction argument has been employed is a technical device to allow differentiation of Ω m . The number of good, neutral and bad intervals on the t-axis, may be extremely sensitive to T . Unfortunately Theorem 3 contains no information regarding their occurrence and distribution. The question arises whether results found on the interval [0, T ] by these methods bear any relation to reality? Certainly the breakdown of [0, T ] into different sets is consistent with the intermittent behaviour observed both experimentally and numerically in Navier-Stokes turbulence. Without any knowledge of the size of T max , existence and uniqueness of solutions must be assumed if the calculation is to be extended to arbitrarily large T . This is explored in the next subsection.
Pictorial description of various options for the evolution of Ω m
The cartoons below display various options for solutions moving through a sequence of intervals. An important point is that while the exponent of G m in (3.15) ր 1 as m increases (recall that the limit m to ∞ is forbidden) the constants, which are each at least linear in m or stronger, move the opposite way. Thus for large m the window between the bounds in the good and bad regions narrows in the exponent but widens in the constant and therefore still allows a trajectory a chance of escape. The options are that from large initial data solutions can :
1. escape at an early time : if so they must either re-enter the next good interval or become singular ; there is no possibility of algebraic or exponential growth.
2. never escape through a gap and remain bounded forever in [0, T ] ; 3. remain bounded for long times and then escape later.
How large is G 1 and Ω 1,rad ?
If it is assumed that strong solutions exist in the large T limit it is appropriate to use the result of Doering and Foias [37] which says that for Navier-Stokes solutions in any dimension Gr ≤ c Re 2 , where Re is the global Reynolds number defined in Table 1 . Then the size of the bounds at the lowest level (m = 1) can be estimated in terms of Re. It is also appropriate to re-work this estimate in terms of a point-wise inverse length-scale η which is based on the large-T average Ω 2 1 T ̟ 2 0 Re 3 , and is consistent with statistical scaling arguments [27] . Ξ m and X m are defined in (3.8) and (3.16) and G m obeys the relation
The value of p in (2.5) is taken as p = 2 for sufficiently large values of Gr and T that the logcorrection terms are negligible. From the definition of Ω m,rad in (3.15), when µ 1 is chosen close to unity
In fact µ 1 is predominantly determined by initial data: for example if Ω 1 (0) ≤ c ̟ 0 Gr 5/2 we may take µ 1 as close to unity as we wish, particularly when Gr ≫ 1. Thus, provided initial data allows us to take If the proof of Theorem 2 was repeated using the Doering and Foias [37] relation for Navier-Stokes solutions Gr ≤ c Re 2 in the time-average (2.2), the result in (4.4) can be re-written in terms of a length scale η rad Lη
The important conclusion is that even the lowest rung, Ω 1,rad , is equivalent to a scale considerably smaller than the Kolmogorov length. Thus smooth dynamics near the Kolmogorov scale can operate well inside the Ω 1,rad boxes within Figures 1-4 . An interesting question is the size of the bounds on the solution? While there is no definitive answer to this question, Ω m ≤ ̟ 0 G m is generally an outer controlling bound, it is possible for long-lived solutions to loop outside of it in the bad regions. A more exaggerated version of Figure  2 would be an illustration of this. This furnishes us with another length-scale in addition to η k and η rad . The equivalent of the result Ω 1 ≤ ̟ 0 G 1 for initial data at the level m = 1 is Ω 1 ≤ ̟ 0 Gr 5/2 which translates into an inverse length scale
However, it should be understood that there could be excursions that are smaller than Re −5/2 if the solutions loops strongly out of a bad region and then returns into the next good region.
Conclusion
The results in this paper, particularly on Ω m+1 /Ω m suggest that if the mechanism of good and bad intervals lying in [0, T ] are reflected for longer times then this may provide a mechanism for intermittency in Navier-Stokes solutions. These conclusions are consistent with the results of Leray and Scheffer [1, 10, 11] and Caffarelli, Kohn and Nirenberg [12] . Bounds on the probability of escape of trajectories might be achievable if the distribution and nature of the good, bad and neutral intervals were better understood. However, if [0, T ] breaks down into a fractal set 7 , then the conclusions reached in the last section may not necessarily hold as not enough information is available regarding the evolution of this set to draw any definite conclusions.
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A Proof of Proposition 1
Consider the time derivative of W m = V |ω| 2m dV
Bounds on each of the three constituent parts of (A.1) are dealt with in turn, culminating in a differential inequality for J m defined in (1.8) . In what follows, c m is a generic m-dependent constant.
1) The Laplacian term : It is necessary to estimate
There exists a school of thought that holds that turbulence may be caused by the breakdown of uniqueness of solutions. Fractal behaviour of [0, T ] would be consistent with this.
Using the fact that ∆(φ m ) = m{(m − 1)φ m−2 |∇φ| 2 + φ m−1 ∆φ} we obtain
Thus we have
where
The negativity of the right hand side of (A.4) is important. Both ∇A m 2 and A m 2 will turn up several times.
2) The nonlinear term in (A.1) : The second term in (A.1) is
where we have used the inequality ∇u p ≤ c p ω p for p ∈ (1, ∞). This can be proved in the following way : write u = curl(−∆) −1 ω. Therefore u i,j = R j R i ω i where R i is a Riesz transform. Together with (A.2) this makes (A.1) into
3) The forcing term in (A.1) : Now we use the narrow-band property of the forcing (see the Table  in  §1. 2) to estimate the last term in (A.7)
However, by going up to at least 3-derivatives in a Sobolev inequality it can easily be shown that
2m , because of the narrow-band property. (A.8) becomes
a further Gagliardo-Nirenberg inequality yields
This means that
Then from (1.8)
which turns (A.12) into
Using (A.14) this finally gives the differential inequality for J m
Converting the J m into Ω m and using Gr > 1
Using a Hölder inequality on the central term on the right hand side 
With no forcing the final term in (A.19) is proportional to ̟ 2 0 .
B Proof of Theorem 1
Although 8 it is strictly true that Ω 1 2 (m+1) ≤ Ω m a sharper result is found by using Cauchy's inequality to obtain Ω 
Given that α m = 2m 4m−3 , a key observation is that it satisfies the relation
Keeping this in mind, a manipulation of Ω m+1 T gives where p is defined in (2.5). The square-roots inside the time average are unfortunate but are a result of Navier-Stokes scaling properties.
D Proof of Theorem 3
We write This ends the proof of Theorem 3.
