We prove a law of large numbers in terms of complete convergence of independent random variables taking values in increments of monotone functions, with convergence uniform both in the initial and the final time. The result holds also for the random variables taking values in functions of 2 parameters which share similar monotonicity properties as the increments of monotone functions. The assumptions for the main result are the Hölder continuity on the expectations as well as moment conditions, while the sample functions may contain jumps. In particular, we can apply the results to point processes (counting processes) which lack Markov or martingale type properties.
Introduction.
Let T > 0, which we fix throughout this paper. Put ∆ = {(t 1 , t 2 ) ∈ R 2 | 0 ≦ t 1 ≦ t 2 ≦ T }, and denote by D the set of functions z : ∆ → [0, ∞) which, for (t 1 , t 2 ) ∈ ∆, is non-increasing in t 1 and non-decreasing in t 2 , and satisfies z(t, t) = 0 for t ∈ [0, T ]. Let (Ω, F, P) be a probability space. In this paper, we consider D valued random variables. Here, we say that Z is a D valued random variable, if, for each (t 1 , t 2 ) ∈ ∆, Z(t 1 , t 2 ) : Ω → R is almost surely a real valued Borel random variable. An example of D valued random variable is Z defined by Z(t 1 , t 2 ) =Z(t 2 ) −Z(t 1 ) for a point (counting) processZ.
In this paper we prove the following. , i = 1, 2, . . . , N , a non-negative sequence. Assume the following for each i = 1, 2, . . . , N and N ∈ N:
(ii) |E[ Z 
where we put
and N 0 is the smallest integer satisfying N qr/(2qr+2r+2) 0 ≧ 2, and C q is a positive constant depending only on q.
If in addition, {M (N ) , w (N ) } is bounded, and
holds. ✸
We note that concerning the dependence of random variables for different N , we are considering a law of large numbers in terms of complete convergence of Hsu and Robbins [6, 3, 4] , where we assume nothing about dependence or independence between the variables with different N . In contrast, the law of large numbers for random walks considers a special case where
Instead of the term strong law of large numbers, which often refers to the case of random walks, we shall in this paper refer to (5) the complete law of large numbers (uniform in 2 parameters t 1 and t 2 ).
Note also that we assume Hölder continuity properties (1)(ii) only on the expectation. In particular, the sample paths may contain jumps.
As a straightforward application to processes Z (N ) i with 1 time variable, we can apply Theorem 1 to the increment Z
, to obtain the following. , i = 1, 2, . . . , N , a non-negative sequence. Assume the following for each i = 1, 2, . . . , N and N ∈ N:
where w (N ) is as in (3).
Then the arithmetic average
where N 0 is the smallest integer satisfying N qr/(2qr+2r+2) 0 ≧ 2, and C q is a positive constant depending only on q.
If in addition, {M (N ) , w (N ) } is bounded, and (4) holds, then a doubly uniform complete law of large numbers
. . , N , are martingales in t, then we can apply Doob's inequalities to bound the supremums of their sums in t by the values at last time t = T , and we can directly apply the law of large numbers for real valued random variables. In contrast, we assume no structures with respect to t other than monotonicity for Z 2 Doubly uniform bounds for increasing processes.
In this section we prove Theorem 1.
Proposition 3
Assume that m ∈ D satisfies m(0, T ) ≦ 1 and is globally Hölder continuous; there exists positive constants r and C such that
Then for any n ∈ N there exists a finite set
holds for any y ∈ D, where
The following lemma is the technical core of this section.
Lemma 4
Assume that m ∈ D satisfies m(0, T ) ≦ 1 and that there exists a positive constant r and C such that (9) holds. Then for any n ∈ N there exists a finite set ∆ * = {(t i,1 , t i,2 ) ∈ ∆ | i = 1, 2, . . . , K}, of size K satisfying a bound (10), such that for each (t 1 , t 2 ) ∈ ∆, there exists (s 1 , s 2 ) ∈ ∆ * n such that
and either m(t 1 , t 2 ) ≦ 1 n , or, there exists (u 1 , u 2 ) ∈ ∆ * n such that
Note that monotonicity in the definition of D implies that the maximum value of m is attained at (0, T ) and the minimum is m(t, t) = 0, t ∈ [0, T ]. We omit the trivial case of m being identically 0, and consider the case m(0, T ) > 0. Fix n and put
Since m takes values in [0, 1], there is a partition of ∆ in terms of {∆ n,i , i = 0, . . . , n − 1};
Denote by i max the index such that (0, T ) ∈ ∆ n,imax . Then since m is continuous, the mean value theorem and monotonicity imply
Fix i ∈ {1, 2, . . . , i max }, and define t k,1 and t k,2 inductively in k = 1, 2, . . ., by (t ,t )
Monotonicity of m implies that t k,1 and t k,2 of (17) are respectively non-increasing in k, and the continuity of m implies
This and the assumption of Hölder continuity (9) imply
so that if we denote the length of the sequence (
and the definition of a also implies
This and monotonicity and (t 1 , t 2 ) ∈ ∆ n,i and (18) together imply
which further implies
and (20), and (21), we have
This completes a proof of (13).
A proof of the remaining bound is similarly proved. Fix n, and put
Fix i ∈ {0, 1, 2, . . . , i max − 2}, and define t ′ k,1 and t ′ k,2 inductively in k = 1, 2, . . ., by
Monotonicity of m implies that t ′ k,1 and t ′ k,2 are respectively non-increasing in k, and the continuity of m implies
This and the assumption of Hölder continuity (9) imply, as before, that there exists an integer b
, such that the sequences t ′ k,1 and t ′ k,2 in k are of length b. Put t ′ b,1 = 0 for notational convenience below. Let (t 1 , t 2 ) ∈ ∆ ′ n,i . Then
This and monotonicity and (t 1 , t 2 ) ∈ ∆ ′ n,i and (28) together imply
and
′ }, the union of {(0, T )} and so obtained {(t ′ k,1 , t ′ k,2 ) | k = 1, . . . , b} for all i = 0, 1, . . . , i max − 2. In particular, since b ≦ T (C n) 1/r for each i, and
Combining (24), (25), (26), (29), (30), and (31), we have (
n,imax−1 , then t 1 ≧ 0 and t 2 ≦ T , and also (23), (25), and the monotonicity of m imply m(t 1 , t 2 ) ≧ m(0, T ) − 2 n . Since we included (0, T ) explicitly in ∆ * − , the existence of (s 1 , s 2 ) satisfying the estimates in (32) holds also for this case. This completes a proof of
which proves (10). ✷ Proof of Proposition 3. Let (t 1 , t 2 ) ∈ ∆. If y(t 1 , t 2 ) ≧ m(t 1 , t 2 ), then, Lemma 4 and monotonicity of y imply that, there exists (s 1 , s 2 ) ∈ ∆ * n such that,
Assume in the following that y(t 1 , t 2 ) ≦ m(t 1 , t 2 ). Note that the assumptions on y implies that y is non-negative. If m(t 1 , t 2 ) ≦ 1 n , then Lemma 4 and nonnegativity of y imply that
If m(t 1 , t 2 ) > 1 n , then Lemma 4 and monotonicity of y imply that, there exists (u 1 , u 2 ) in ∆ * n such that,
Therefore (11) holds. Lemma 4 also implies the claimed bound on K, the size of ∆ * n . ✷
Corollary 5 Let Y be a random variable taking values in D.
Assume that
holds for some r > 0 and C > 0. Then for any n ∈ N and for any q ≧ 1,
holds. ✸
Proof. For each sample ω ∈ Ω, Proposition 3 with
implies that for any n ∈ N there exists K ≧ 1 and a finite set
independent of sample ω, such that
and sup
This, with an elementary inequality
valid for all positive a and b with p ≧ 1, implies
which, with (35), implies (34). ✷
We will see that the results so far reduce the claim of Theorem 1 to the complete law of large numbers for real valued random variables. It is known [6, 3, 4 ] that a necessary and sufficient condition for the complete convergence of identically distributed real valued random variables with finite expectation is the existence of variance. Stated in terms of a complete law of large numbers, existence of variance or the second order moment suffices for the strong law to hold [2, §10.4, Example 1]. A generalized result for the case of varying distribution is also known [7] . We will use the results in the following form. See the references for a proof.
: Ω → R, i = 1, 2, . . . , N , be a finite sequence of independent, real valued random variables, and putỸ
. Assume that there exists
Then there exists a positive constant C q depending only on q, (in particular, independent of N and
hold. ✸
We can for example put
, in (37), where k is the smallest integer greater than q/2. We are ready to prove Theorem 1, the complete law of large numbers for the arithmetic average of Z (N ) i (t 1 , t 2 ), uniform both in t 1 and t 2 .
Proof of Theorem 1. Note first that the assumption (1)(i) implies
because of monotonicity.
The assumption (1)(ii) imply that
satisfies all the assumptions in Corollary 5, with C = w (N ) in (33). Corollary 5 and Proposition 6 therefore imply,
for positive integers n and N . Now for each N , fix n = n N to be the largest integer not greater than
and we have (2).
The assumption (4) and just proved result (2) imply
which implies (5) . ✷
If the moment condition (1)(i) holds for arbitrarily large exponent q, the doubly uniform complete law of large numbers holds with 'order of fluctuation' arbitrary close to 1/2, as expected. 
(39)
Then for any γ ∈ (0, 1 2 ), and p > 0 the average
where w (N ) is as in ( Let γ ∈ (0, 1 2 ) and p > 0, and choose q = 3 ∨ 2 r + 1 r
≧ γ, hence, the monotonicity of L p norms and (5) imply
which proves (40). The argument for the proof of (5) in the proof of Theorem 1 also proves (5) in Theorem 7. ✷ 3 Example of point processes with dependent increments.
Results without assuming extra structures for counting processes as in Corollary 2 could be of use in practical situations. For example, consider a new large office building with a large number, say N , of lighting equipments. Each light bulb has a random lifetime, which may depend on the location (i = 1, 2, . . . , N ) in the building. The distribution of each lifetime also could depend in a mathematically cumbersome way on the latest time the light bulb burnt out, because the light bulb products in the market are updated according to e.g., advances in technology or regulation on materials. We would be interested in estimating the number of bulbs to be replaced in the time period [t 1 , t 2 ], which is the random number N (Y (N ) (t 2 ) − Y (N ) (t 1 )) in terms of the notations in Corollary 2. (Note also that in these practical applications where N is finite and fixed, a complete law of large numbers as we consider should be natural than a strong law of large numbers which assumes relation between random variables with different N .) As an example of point process with dependent increments we consider the point process Z 
