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The phosphide-based III-V semiconductors InP, GaP, and In0.5Ga0.5P are promising materials
for solar panels in outer space and radioisotope batteries, for which lifetime is a major issue. In
order to understand high radiation tolerance of these materials and improve it further, it is nec-
essary to describe the early stages of radiation damage on fast time and short length scales. In
particular, the influence of atomic ordering, as observed e.g. in In0.5Ga0.5P, on electronic stopping
is unknown. We use real-time time-dependent density functional theory and the adiabatic local
density approximation to simulate electronic stopping of protons in InP, GaP, and the CuAu-I or-
dered phase of In0.5Ga0.5P across a large kinetic energy range. These results are compared to SRIM
and we investigate the dependence on the channel of the projectile through the target. We show
that stopping can be enhanced or reduced in In0.5Ga0.5P and explain this using the electron-density
distribution. By comparing Ehrenfest and Born-Oppenheimer molecular dynamics, we illustrate the
intricate dynamics of a proton on a channeling trajectory.
I. INTRODUCTION
Indium phosphide (InP) and In0.5Ga0.5P are well-
suited materials for optoelectronic devices due to their
direct (low-temperature) band gaps of 1.42 eV1 and
1.99 eV,2 respectively. Gallium phosphide (GaP) has
an indirect gap of 2.34 eV at low temperature.3 Using
In0.5Ga0.5P, a tandem solar cell was demonstrated with
an efficiency greater than 30 % in a double-junction4 and
over 40 % in a triple-junction5 configuration. In addition,
In0.5Ga0.5P shows good resistance to energetic, charged-
particle radiation, making it suitable for applications in
extreme operational environments where lifetime is one
of the major issues. Examples include solar panels in
outer space6,7 and radioisotope batteries.8
Research devoted to analyzing degradation of solar
panels caused by charged-particle radiation, typically
relies on semi-classical models6,7,9,10 derived from the
Shockley-Read11 and Hall12 equation to describe recom-
bination of electrons and holes in semiconductor devices.
This allowed attributing a gradual drop in efficiency of
solar panels as fluence of radiation increases to decreased
minority-carrier life times.9,13 In addition, radiation-
induced defects in InP based solar devices were found to
be annealed by injection of minority carriers6,7 and the
performance was partially recovered. The enhanced an-
nealing was attributed to the Bourgoin mechanism,10,14
i.e., a change of the charge state of defects due to injec-
tion that leads to faster diffusion. These insights illus-
trate that the semi-classical approach is useful for opti-
mizing the design of devices, however, it has no access
to atomic-scale details of the interaction between the
charged projectile ions and the target material. Such
details are essential for understanding the underlying
atomistic mechanisms. Achieving this goal requires mod-
ern first-principles simulations such as the ones described
here.
Previous studies15–17 showed that the defect dynam-
ics in target materials exposed to charged-particle radi-
ation differ between regions of bulk and interfaces, since
interfaces can act as sink or source of defects. Itoh re-
viewed the effect of interfaces on defect dynamics under
the scenario of projectile kinetic energies that are too
low to induce knock-on events.15 It was speculated that
in this scenario, enhanced damage near interfaces can be
attributed to stronger localization of excitons or slower
recombination rates for Frenkel pairs.15 Furthermore, a
recent study based on ab-initio molecular dynamics18 for
primary knock-on events under particle radiation shows
that cations in the GaAs/AlAs superlattice are more
likely to be displaced than cations in pure GaAs or AlAs.
Therefore, it is critical to model the effect of interfaces
on radiation damage.
Existing first-principles studies that aim at unraveling
the effect of interfaces are limited to the linear-response
approximation and focus on optical properties19,20 in-
stead of electronic response to radiation. Gumbs pro-
posed an analytic expression for electronic stopping of
a charged particle moving parallel to the surface of lay-
ered 2D free-electron gases, based on the random-phase
approximation.21 However, this approach is limited by
the linear-response approximation and the specific geo-
metric setup used in the derivation. In particular, the
charged projectile moves outside of the heterostructure
and parallel to the surface. Recently, Cruz combined
the Bethe stopping theory22 with a model of quantum
confinement that imposes boundary conditions on the
system, to study the effect of interfaces on electronic
stopping.23 Although this method is not limited to a
specific geometric setup, it still suffers from the linear-
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2response approximation and the assumption of a fully
ionized projectile as well as quantum confinement.
For device applications, high-quality In0.5Ga0.5P is
fabricated, using molecular-beam epitaxy or organo-
metallic vapor-phase deposition. This leads to well-
defined, atomically ordered phases,24 instead of random
solid solutions, with the “CuAu-I” ordered phase25 be-
ing one simple example. These ordered phases have dif-
ferent electronic and phonon band structures compared
to solid solutions and to bulk materials, giving rise to
different optical, electronic, and thermal properties.26–31
As discussed above, there are a few studies exploring
materials response to particle radiation for interfaces in
heterostructures where the components are much thicker
than monolayers that are observed in atomically ordered
phases. However, due to the different geometry, these
existing approaches cannot be applied to ordered phases
irradiated by fast ions. To the best of our knowledge,
there is no literature on how ordered phases with period-
icities on the single-monolayer scale affect the ultrafast
electronic response to particle radiation. This is the focus
of the present work.
Here we use real-time time-dependent density func-
tional theory (RT-TDDFT) to study the electronic re-
sponse of InP, GaP, and In0.5Ga0.5P to highly energetic
protons. We compute the electronic stopping power and
dynamics of the proton projectile for the individual mate-
rials. Our results indicate that interfaces in In0.5Ga0.5P
give rise to both local enhancement as well as reduc-
tion of instantaneous stopping, compared to pure InP or
GaP. We attribute this behavior to the redistribution of
electron density caused by the formation of the ordered
phase. In addition, we compare the dynamics of the pro-
ton projectile using Ehrenfest and Born-Oppenheimer
molecular dynamics. Their difference suggests the im-
portance of including non-adiabatic and excited-electron
effects.
In Sec. II we summarize our computational approaches
for ground-state calculations, real-time electron dynam-
ics, and both average as well as instantaneous electronic
stopping power. In Sec. III A and III B, we report our
results for average and instantaneous electronic stop-
ping, respectively, for proton-irradiated InP, GaP, and
In0.5Ga0.5P. In Sec. III C, we report the dynamics of a
proton moving on a [100] channel using both Ehrenfest
and Born-Oppenheimer molecular dynamics. We com-
pare the difference and discuss the importance to explic-
itly model electron dynamics. Lastly, we conclude and
summarize our work in Sec. IV.
II. COMPUTATIONAL APPROACH
A. Ground-state calculations
Using the Qb@ll code,32,33 we performed ground-
state density functional theory (DFT)34,35 calculations
for zinc-blende (zb) InP, zb-GaP, and the zb-based or-
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FIG. 1. The 216-atom supercell used to represent In0.5Ga0.5P.
a, b, and c are three orthogonal lattice axes. Indium, gallium,
and phosphorus are colored in light blue, dark blue, and red,
respectively. Single layers of InP and GaP alternate along the
[100] direction. The two channeling [110] and [100] trajecto-
ries are shown as black arrows.
dered CuAu-I phase36 of In0.5Ga0.5P (see Fig. 1). On
GaAs(001) substrates, the “CuPt” type atomic order-
ing of InGaP is more commonly observed,37,38 but the
CuAu-I ordering was reported on GaAs(110) substrates
before.36 Hence, even though the CuAu-I phase is not
the most common atomic ordering of In0.5Ga0.5P, it is
chosen here as a reasonable and computationally feasi-
ble test case. Kohn-Sham (KS) wave functions are ex-
panded into a plane-wave basis with cutoff energies of
50 hartree (EH), 75 EH, and 75 EH for InP, GaP, and
In0.5Ga0.5P, respectively, to obtain total energies con-
verged to within 0.184 mEH/atom. The local-density
approximation (LDA) is used to describe exchange and
correlation39,40 and the electron-ion interaction is de-
scribed by norm-conserving Hamann, Schlu¨ter, and Chi-
ang pseudopotentials as modified by Vanderbilt.41 We
use pseudopotentials with 4s23d104p1, 5s24d105p1, and
3s23p3 valence electrons for Ga, In, and P respectively.
The Brillouin zone is sampled using only the Γ point,
which is justified for the 216-atom supercells used here.
Relaxed atomic geometries are computed using fits to
the Murnaghan equation of state.42 This yields lattice
constants of 11.07 and 10.24 aB for InP and GaP respec-
tively. For In0.5Ga0.5P, we first determine the a/c ration
that gives similar pressure on all faces of the cell, and
then scale the cell volume until the external pressure is
below 0.5 GPa. This yields cell dimensions a, b, and c
of 10.71 aB, 10.65 aB, and 10.65 aB, respectively. All
atomic positions are relaxed until forces are below 0.1
mEH/aB.
In order to isolate the effect of electronic excitations
on ion dynamics, we also performed Born-Oppenheimer
molecular dynamics (BOMD) simulations.43 Since the
protons that represent particle radiation move very fast,
smaller time steps compared to typical BOMD simula-
3tions were chosen. This guarantees enough sampling
points (210 points along the [100] trajectory) and con-
servation of energy. More specifically, a time step of 0.3
atomic units (at. u.) of time, 0.1 at. u., and 0.0375 at. u.
is used for proton velocities of 0.5 at. u., 1.5 at. u., and
4.0 at. u., respectively.
B. Real-time electron-ion dynamics
We study real-time electron-ion dynamics using the
Ehrenfest molecular dynamics approach.43,44 Such sim-
ulations have become increasingly feasible even for
solids,45,46 both due to the commendable balance of accu-
racy and computational efficiency of TDDFT,47 and due
to the advent of modern supercomputers. The electronic
system is described by propagating time-dependent KS
equations in real time using a fourth-order Runge-Kutta
integrator.48 A time step of 0.0145 at. u. was used and
we verified that the electronic stopping power extracted
from these simulations changed by less than 0.02 % when
the time step is halved.
Non-adiabatic electron-ion coupling is described by
computing Hellman-Feynman forces from the time-
dependent electron density.43,44 These simulations are
carried out using the TDDFT implementation within the
Qb@ll code.32,33,45,46
C. Electronic stopping power
When charged particles travel through a target com-
pound, they transfer kinetic energy to that material.49
The energy loss (dE) per penetration depth (dx) is known
as stopping power S and has the unit of a force,
S(x) = dE(x)/dx. (1)
As indicated in Eq. (1), stopping power is the instanta-
neous rate of energy transfer, e.g. from protons to the
III-P compounds studied here. In the low-kinetic en-
ergy regime, the projectile predominantly transfers en-
ergy to the ions of the target material (“nuclear stop-
ping”). However, for protons with kinetic energies higher
than about 1 keV, more than 10 times as much energy
is transferred from proton kinetic energy to the elec-
tronic system of the III-P target material than to the ions
(“electronic stopping”). This electronic-stopping regime
is the focus of this work.
In Fig. 2 we compare electronic stopping for channel-
ing, i.e. protons that travel on trajectories centered at
[100] and [110] lattice channels, to off-channeling stop-
ping geometries. Our studies of off-channeling trajecto-
ries are motivated by experiment and enable us to com-
pare to either amorphous or polycrystalline samples com-
monly used in practice. Furthermore, even when the
sample is a single crystal, experiment oftentimes studies
off-channeling trajectories because standard Monte Carlo
packages, such as SRIM,50 fail to predict damage and dis-
tribution of defects in target materials under channeling
conditions.51
In this work we follow the approach of simulating a
random trajectory through the crystal, as devised in Ref.
52, to represent off-channeling protons. For each veloc-
ity (projectile kinetic energy) we use a standard pseudo-
random number generator to generate a random direction
through the lattice. In order to obtain results that are
independent of the specific random direction, we ensure
they are dissimilar from any lattice channel and each tra-
jectory is simulated long enough to obtain convergence
(see below). We then fix the velocities of all atoms in
the simulation, including the projectile, to exclude pri-
mary knock-on events.52 This also avoids numerical is-
sues caused by very short distances between projectile
and target atoms, for which large values of the Coulomb
interaction would require much shorter time steps. While
this constitutes an approximation, it can be justified
since the cross section for scattering between projectile
and lattice atoms is very small for fast, light projectiles.
As discussed in detail in Ref. 52, this assumption of a
frozen lattice is valid for high proton velocities such as
the ones studied in this work, for which the time scale
of interaction with the lattice is short. This allows us
to use the total-energy increase to compute electronic
stopping for off-channeling protons.52 Full Ehrenfest dy-
namics simulations, where all ions are allowed to move
according to Hellman-Feynman forces, are performed for
channeling trajectories.
We compute averages of instantaneous electronic stop-
ping for channeling projectiles by integrating over 2 lat-
tice periods (unshaded area in Figs. 3 and 4) after dis-
carding the first half lattice period of a simulation, to
avoid onset effects. Along the [100] and [110] directions,
the 216-atom cell has three lattice periods but the length
of the lattice period in [110] direction is by a factor of√
2 larger than that in the [100] direction. Onset effects
are obvious, e.g. in Fig. 4(a), where stopping near the
onset is much larger than at later stages of the simula-
tion. Discarding also the last half lattice period of the
simulation, allows us to mitigate the impact of excited
electrons that re-enter the simulation cell due to periodic
boundary conditions.52
As discussed in Ref. 52, the average electronic stop-
ping for off-channeling projectiles is calculated from the
instantaneous value using the slope of a linear regression
fit to the E(x) curve. Initially, this result is sensitive to
the trajectory length, however, it eventually converges
when the trajectory is long enough (approximately for a
trajectory length of 200 aB).
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FIG. 2. Electronic stopping of InP (red open), GaP (black
filled), and In0.5Ga0.5P (blue partial filled) under proton ir-
radiation. [100] (circles), [110] (squares), and random tra-
jectories (diamonds) are compared with results computed us-
ing “The Stopping and Range of Ions in Matter” (SRIM)50
(lines).
III. RESULTS AND DISCUSSION
A. Average electronic stopping
In Fig. 2 we show the dependence of the electronic stop-
ping power on proton kinetic energy as computed from
our first-principles simulations. This figure compares
two channeling proton trajectories to the off-channeling
configuration for GaP, InP, and In0.5Ga0.5P. From this
comparison, it becomes immediately clear that electronic
stopping in all three III-P compounds depends strongly
on the trajectory: For all proton kinetic energies, the
[110] channel leads to the smallest electronic stopping.
The [100] channel shows similar electronic stopping as
the off-channeling trajectory before the stopping max-
imum, but also leads to smaller stopping close to and
even more so after the peak of the curve.
The first observation of smaller stopping along the
[110] channel can be explained by the effective electron
density that the projectile interacts with along this tra-
jectory. When protons travel on a [110] channel, the
average distance between the proton and first-nearest-
lattice atoms is about 50 % longer than for protons on
a [100] channel. Since most of the electron density is
located near the ions, protons on [110] channels interact
with smaller electron density, leading to weaker electronic
stopping. This finding is consistent with a previous RT-
TDDFT study of proton-irradiated germanium53 and a
study based on scattering theory for energy loss in a non-
uniform electron gas.54
The second observation, that off-channeling projectiles
lead to higher stopping than channeling projectiles, has
been reported in the literature before and was attributed
to stopping contributions from semi-core electrons.52,55
In order for semi-core electrons to contribute to electronic
stopping, protons need to have high enough kinetic en-
ergy to excite the semi-core states. In addition, these
excitations require spatial proximity of the proton and
semi-core wave functions, i.e. very small distances be-
tween proton and ions, which we only capture by random
trajectories in our simulations.
Finally, comparison of our results to data that we com-
puted using “The Stopping and Range of Ions in Mat-
ter” (SRIM)50 shows good overall agreement and con-
firms our interpretation. Since SRIM assumes an amor-
phous structure of the target material, the large range
of electron density values that a projectile experiences
as it traverses an amorphous target is most closely rep-
resented by our off-channeling trajectory. Consequently,
when comparing our results for off-channeling electronic
stopping to SRIM, we find good agreement before the
electronic-stopping peak, but deviations become signifi-
cant especially for higher kinetic energies. This behavior
has been identified in the literature52,56 before and one
possible explanation invokes electronic-stopping contri-
butions due to semi-core electrons that are missing in the
pseudopotentials used here (see supplemental material).
Another limitation is the use of the adiabatic LDA in this
work, and, while this a topic of ongoing research,57 it is
currently unknown how this quantitatively affects elec-
tronic stopping of protons. Finally, the simulation cell
size also affects the accuracy of plasma excitations since
it limits the maximum wave length for a plasmon in the
simulation.58
We also note that our results agree with SRIM regard-
ing the relative magnitude of electronic stopping across
the different materials. Except for off-channeling projec-
tiles with v=0.9 at. u. we consistently find stopping in
GaP to be the largest, in InP to be the smallest, and in
In0.5Ga0.5P to be in between. More specifically, we find
that electronic stopping of In0.5Ga0.5P is very close to
the average of stopping in InP and GaP. The data in Ta-
ble I illustrates that the relative differences are below 1 %
across most of the velocities for the [100] and [110] chan-
nels. This also holds for the density of valence electrons
(see Sec. II) for these compounds: That of In0.5Ga0.5P is
4.00× 1023 cm−3, which is within 1.3 % of the average of
4.52× 1023 cm−3 (GaP) and 3.58× 1023 cm−3 (InP). we
assume to zeroth order that a proton moving on a channel
through In0.5Ga0.5P interacts half of the time with InP-
like electron density and half of the time with GaP-like
electron density. Within the Lindhard model, electronic
stopping is proportional to the electron density,59 hence,
we conclude that this model and the linear approximation
describe electronic stopping for channeling in the CuAu-
I ordered phase of In0.5Ga0.5P very well. We will refine
this picture below, using the actual electron-density dis-
tribution in In0.5Ga0.5P.
As described above, for off-channeling projectiles we
use different random trajectories for the different veloci-
ties and III-P compounds. Due to the statistical nature of
this approach, convergence is computationally challeng-
5TABLE I. Electronic stopping (in EH/aB) as a function of projectile velocity v (in at. u.) for GaP, InP, and In0.5Ga0.5P and
[100] channel/[110] channel/off-channeling. Fewer off-channeling cases were studied due to the larger computational cost of
obtaining converged results. Since our results deviate from SRIM data near the maximum of electronic stopping, an additional
velocity slightly below (v=0.9 at. u.) was chosen for off-channeling protons. We also compare averages of electronic stopping
for InP and GaP with In0.5Ga0.5P. ∆ is the stopping power difference of In0.5Ga0.5P from the average value of InP and GaP,
divided by that average. Relative errors are less than 5 %, when estimated from averages over different lattice periods for
channeling projectiles (see supplemental material for details).
v GaP InP Avg. In0.5Ga0.5P ∆ (%)
0.2 0.0365 0.0326 — 0.0345 0.0277 — 0.0355 0.0302 — 0.0357 0.0309 — 0.71 2.41 —
0.5 0.1121 0.0800 0.1197 0.1053 0.0671 0.1066 0.1087 0.0735 0.1131 0.1089 0.0740 0.1132 0.18 0.69 0.07
0.9 — — 0.2045 — — 0.2156 — — 0.2101 — — 0.1999 — — −4.86
1.5 0.2552 0.1375 0.2537 0.2198 0.1114 0.2254 0.2375 0.1244 0.2395 0.2362 0.1241 0.2377 −0.55 −0.30 −0.78
2.5 0.1721 0.0894 0.1954 0.1463 0.0705 0.1820 0.1588 0.0799 0.1887 0.1587 0.0795 0.1835 −0.03 −0.53 −2.73
3.0 0.1327 0.0700 — 0.1145 0.0556 — 0.1226 0.0628 — 0.1238 0.0625 — 0.16 −0.39 —
4.0 0.0839 0.0462 0.1170 0.0741 0.0377 0.1149 0.0790 0.0420 0.1160 0.0793 0.0419 0.1181 0.38 −0.25 1.81
5.0 0.0574 0.0327 — 0.0518 0.0275 — 0.0545 0.0301 — 0.0548 0.0300 — 0.55 −0.34 —
ing: While each trajectory converges to good accuracy
after about 200 aB, a given random trajectory may rep-
resent a good cell average only after much longer lengths.
We observe this for v=0.9 at. u., where Fig. 2 shows a dif-
ferent relative ordering for the different materials, com-
pared to the other velocities. The InP trajectory in this
case more often samples close proximity to semi-core elec-
trons and, thus, higher stopping (see supplemental ma-
terial). Much longer runs would be required to eliminate
this influence from the final stopping result.
From previous electronic-structure calculations27,60 it
is expected that formation of an ordered phase results in
breaking of translational symmetry and, therefore, split-
ting and energy shifting of bands and states inside the
band gap. However, our results indicate, that after av-
eraging over instantaneous stopping, the local electronic
structure of In0.5Ga0.5P has a very minor influence on
electronic stopping. We attribute this to the large pro-
jectile velocities studied in this work, compared to the
changes in the electronic structure. The situation is dif-
ferent for instantaneous stopping, which we discuss next.
B. Instantaneous electronic stopping
Our RT-TDDFT results unambiguously show that in-
stantaneous electronic stopping reveals a dependency on
the local environment. Since all the III-P compounds
have slightly different cell parameters, we use the nor-
malized cell length for InP, GaP, and In0.5Ga0.5P in or-
der to help visualization and comparison (see Figs. 3, 4,
and 5). This ensures that the same local environment
is compared for all the III-P compounds. Figure 3 illus-
trates that instantaneous electronic stopping of protons
moving with three different velocities on a [110] chan-
nel in In0.5Ga0.5P oscillates between InP-like and GaP-
like behavior. When the proton is near the InP layer
of In0.5Ga0.5P, it locally follows the curve of InP and,
similarly, when it is near the GaP layer it follows GaP
stopping. After averaging instantaneous stopping along
0.00
0.05
0.10
El
ec
tro
nic
 St
op
pin
g (
E H
/a B
)
(a) v = 0.5 at. u.
0.0
0.1
0.2
0.3
El
ec
tro
nic
 St
op
pin
g (
E H
/a B
)
(b) v = 1.5 at. u.
0.0 0.2 0.4 0.6 0.8 1.0Normalized cell length along [110] direction
0.01
0.02
0.03
0.04
0.05
0.06
El
ec
tro
nic
 St
op
pin
g (
E H
/a B
)
(c) v = 4.0 at. u.
FIG. 3. Instantaneous electronic stopping for a proton on a
[110] channel with a velocity of (a) 0.5 at. u., (b) 1.5 at. u.,
and (c) 4.0 at. u. Red dotted, black solid, and blue dashed
lines are InP, GaP, and In0.5Ga0.5P, respectively. Horizontal
dashed lines represent the corresponding average electronic
stopping, computed for the unshaded part of the trajectory
(see text).
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FIG. 4. Instantaneous electronic stopping for a proton on a
[100] channel with a velocity of (a) 0.5 at. u., (b) 1.5 at. u.,
and (c) 4.0 at. u. Red dotted, black solid, and blue dashed
lines are InP, GaP, and In0.5Ga0.5P, respectively. Horizontal
dashed lines represent the corresponding average electronic
stopping, computed for the unshaded part of the trajectory
(see text). Blue arrows indicate local enhancement/reduction.
the trajectory as discussed above, we then find that av-
erage stopping in In0.5Ga0.5P is very close to the average
of GaP and InP electronic stopping.
For protons on a [100] channel, however, we find a
totally different behavior and even a velocity dependence,
as illustrated in Fig. 4. As can be seen from this figure,
for velocities of 0.5 at. u. and 4.0 at. u., the instantaneous
stopping of In0.5Ga0.5P is locally larger or smaller than
that of InP and GaP. For these two velocities, the ordered
phase of In0.5Ga0.5P gives rise to local enhancement and
reduction of electronic stopping. However, in the case
of a proton with a velocity of 1.5 at. u. the stopping is
again within the boundaries defined by InP and GaP,
similar to what we discussed above for the [110] channel.
We attribute this velocity dependence to electronic states
that appear in the ordered In0.5Ga0.5P phase and that
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Normalized cell length in [100] direction
N
or
m
al
iz
ed
 c
el
l l
en
gt
h 
in
 [0
10
] d
ire
ct
io
n
(a)
(b)
N
or
m
al
iz
ed
 c
el
l l
en
gt
h 
in
 [0
10
] d
ire
ct
io
n In InIn Ga Ga
FIG. 5. Difference of the average of the electron density along
[001] direction between In0.5Ga0.5P and (a) GaP or (b) InP.
Layers of In and Ga atoms are labeled. In oder to compare
the different III-P compounds, the cell length is normalized,
putting cations and P atoms in the same relative positions.
(a) shows that in In0.5Ga0.5P there is less electron density
near Ga ions than in GaP and (b) shows that there is more
electron density around In atoms in In0.5Ga0.5P, compared to
InP. The difference in electron density near P atoms is small
and, thus, hardly visible.
lead to the observed behavior.
The ground-state electron density allows to analyze
this in more detail and we find that its spatial distribu-
tion in In0.5Ga0.5P contributes to the local enhancement
and reduction. To illustrate this, Fig. 5 shows the differ-
ence of the electron-density average along the [001] direc-
tion between In0.5Ga0.5P and GaP as well as InP as a 2D
plot. The top panel shows that in In0.5Ga0.5P there is
less charge around Ga ions than in GaP, and the bottom
panel shows that there is more charge around In atoms in
In0.5Ga0.5P, compared to InP. The difference for P atoms
is negligible. Comparing this to the data in Fig. 4 illus-
trates that enhanced stopping occurs near In atoms and
reduced stopping is observed near Ga atoms for a proton
on a [100] channel, which matches the behavior of the
electron density near these atoms. Contrary, the pro-
ton on a [110] channel is further away from these atoms
and does not sample these electron-density differences.
Hence, no local enhancement or reduction of electronic
stopping is observed in Fig. 3. Our observation that not
all proton velocities lead to enhancement or reduction of
electronic stopping cannot be understood in this model.
Instead, we conjecture that this is related to the specific
electronics states in In0.5Ga0.5P that are responsible also
for the electron-density differences discussed above.
7C. Dynamics of a proton on a [100] channel in
In0.5Ga0.5P
In the following, we provide deeper insight into the
intricate dynamics of a proton on a [100] channel in
In0.5Ga0.5P. In particular, we disentangle the influence
of electronic excitations on the dynamics by comparing
Ehrenfest to BOMD. To this end, Fig. 6 shows both the
forces and the resulting displacement of the proton as it
travels through the material for three different velocities.
The force acting on the projectile in different locations
in the material in BOMD simulations does not depend
on the projectile velocity, as confirmed by the solid lines
in Fig. 6. This changes in Ehrenfest dynamics, and in
the following we discuss the three different components
of that force (see Fig. 1 for definition of a, b, and c).
Most notably, the force component parallel to the a
direction differs strongly between Ehrenfest and BOMD
simulations. This difference is completely expected and
corresponds to electronic stopping, as discussed above.
As such, it is entirely attributed to non-adiabatic excita-
tions that are captured by Ehrenfest dynamics, but not
by BOMD simulations, for which the oscillations around
zero force integrate to zero.
As shown in Fig. 6, we also find non-zero forces for
the b and c direction, but only non-zero displacement
for b direction within BOMD simulations. The initial
position of the proton at the center of the channel is not
the equilibrium position in b direction since In0.5Ga0.5P
breaks the symmetry along the b axis of InP and GaP. As
the proton moves through the material, it interacts with
first-nearest-lattice atoms that repeat in the order In, P,
Ga, and P in the directions b, c, −b, and −c, respectively.
It experiences repulsion from all of these atoms, but only
the repulsion from P is oscillatory around zero. In b
direction, the repulsion from In is larger than that from
Ga, resulting in the displacement shown in Fig. 6.
Furthermore, Fig. 6 illustrates that these force compo-
nents acting on the proton parallel to the b and c direc-
tions become significantly larger and depend on the pro-
ton velocity within Ehrenfest dynamics. While the over-
all shape of the force parallel to b still strongly resembles
the BOMD force, it becomes slightly more asymmetric,
leading to larger displacements of the proton along this
direction (see Fig. 6). More importantly, the force along
c significantly deviates from the BOMD force, both qual-
itatively and quantitatively, and even shows a different
frequency of the oscillatory behavior. Since these oscilla-
tions are not entirely symmetric around zero force, this
leads to velocity-dependent displacements of the proton
along c that are absent in BOMD simulations (see Fig.
6, in particular for v=1.5 at. u.).
Limited by the computational cost of Ehrenfest dy-
namics, we only report a trajectory of about 30 aB. How-
ever, even for this short trajectory we clearly identify
an effect of electronic excitations on the trajectory of
the proton projectile. While BOMD predicts deviations
from an ideal trajectory along the center of the [100] lat-
-0.2
-0.1
0.0
0.1
0.2
Fo
rce
 on
 Pr
oto
n (
E H
/a B
) (a) v = 0.5 at. u.
a
b
c
-0.2
-0.1
0.0
0.1
0.2
0.3
Fo
rce
 on
 Pr
oto
n 
(E
H/a
B)
(b) v = 1.5 at. u.
b
a
c
-0.2
-0.1
0.0
0.1
0.2
Fo
rce
 on
 Pr
oto
n (
E H
/a B
) (c) v = 4.0 at. u.
a
b
c
-0.03
-0.02
-0.01
0.00
Di
sp
lac
em
en
t (
a B
)
(d) v = 0.5 at. u.
c
b
-0.003
-0.002
-0.001
0.000
Di
sp
lac
em
en
t (
a B
)
(e) v = 1.5 at. u.
b
c
0 10 20 30Proton Position (aB)
-0.0004
-0.0002
0.0000
Di
sp
lac
em
en
t (
a B
)
(f) v = 4.0 at. u.
b
c
FIG. 6. Dynamics of a proton on a [100] channel in
In0.5Ga0.5P. Black, blue, and red correspond to the a, b, and
c components of force and displacement, as defined in Fig. 1.
Solid and dashed lines correspond to BOMD and Ehrenfest
dynamics, respectively. Forces and displacements of proton
are shown for velocity of (a) and (d) 0.5 at. u., (b) and (e)
1.5 at. u., (c) and (f) 4.0 at. u.
8tice channel in In0.5Ga0.5P, this is amplified and becomes
velocity-dependent in Ehrenfest dynamics, due to the ex-
citation of electrons. Velocity-dependent non-adiabatic
forces caused by electronic excitations were identified be-
fore using RT-TDDFT.61
Oscillations of projectiles have been reported before
for channeling, however, the effect of electronic excita-
tions is generally neglected.62 In this work, we accurately
quantify this effect and while we find that the magnitude
is small, our first-principles results provide the first di-
rect quantitative evidence of an electronic contribution
to such oscillations. In particular, we show that these
excited-electron contributions cause non-zero forces even
for cases where BOMD finds zero force and, thus, signif-
icantly affect the dynamics of fast protons as it moves
through the material. More computational work and,
ideally, longer Ehrenfest trajectories are necessary to fur-
ther study this behavior.
IV. CONCLUSIONS
We reported on RT-TDDFT first-principles simula-
tions to investigate electronic stopping of protons in InP,
GaP, and the CuAu-I ordered phase of In0.5Ga0.5P. We
compare our results from this parameter-free approach
to data that we obtained using SRIM and find very good
agreement for proton kinetic energies below about 25
keV. The agreement is worse for higher kinetic energies,
potentially due to core electronic states that were not
treated as valence electrons in our pseudopotential imple-
mentation. Nevertheless, we find a pronounced direction-
dependence of electronic stopping along different chan-
nels and explain this using the magnitude of the electron
density the proton projectile interacts with. We also find
a clear indication of local enhancement and reduction of
stopping for the [100] channel, and explain this by local
enhancement and reduction of the ground-state electron
density. The dependence of this effect on the proton ve-
locity underscores its non-adiabatic character.
While these effects will be difficult to observe directly
in experiment, we conjecture that they significantly con-
tribute to the dynamics of charged ions in semiconductor
materials. To investigate this further, we directly study
the dynamics of a proton moving through In0.5Ga0.5P,
using Ehrenfest and BOMD. This comparison reveals an
influence of electronic excitations both on force and dis-
placement of the proton. Even though the trajectories
reported here are very short, they nevertheless illustrate
that excited electronic states can trigger dynamics that
is absent in a solid in its ground state. We believe that
these effects contribute to oscillations of charged projec-
tiles as they move through a material. Excited electronic
states need to be taken into account in order to under-
stand radiation damage on an atomistic level, and the
use of TDDFT in an Ehrenfest MD scheme is a partic-
ularly appealing approach to do so, striking a desirable
balance between accuracy and computational cost.
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V. SUPPLEMENTAL MATERIAL
A. Estimation of threshold velocity for excitation due to fast charged particle
As discussed in Ref. 63, the threshold velocity, below which no electronic stopping is allowed, can be estimated by
Planck’s constant (h), distance between equivalent lattice position (λ), and band gap (∆),
vth =
λ∆
h
. (2)
We extend Eq. (2) to estimate the threshold velocity to excite electrons from each shell to the conduction band
minimum by replacing the band gap with the corresponding energy difference, calculated by subtracting electron
affinity from ionization energy. The distance between equivalent lattice positions is 1/2 of a lattice period, i.e., 1.55,
1.43, and 1.50 aB for InP, GaP, and In0.5Ga0.5P, respectively. Since this is only an estimate, 1.50 aB is used for all
the calculations. The electron affinity for InP, GaP, and In0.5Ga0.5P is 0.16, 0.14, and 0.15 EH, respectively, and 0.15
EH is used for all the calculations. Ionization energy and threshold velocity (kinetic energy) for each shell are shown
in Table II. Note that since the estimation is based on atomic spectral data and intra-band excitations within valence
electrons are not considered, it can only serve as rough estimation and all-electron calculation is ultimately needed to
study the contribution of semi-core electrons.
TABLE II. Threshold velocity of each shell based on ionization energy64 for In, Ga, and P atom. The first semi-core levels that
are not included in pseudopotentials are marked in bold.
In Ga P
shell I.E. (eV) vth (at. u.) K.E.th (keV) shell I.E. (eV) vth (at. u.) K.E.th (keV) shell I.E. (eV) vth (at. u.) K.E.th (keV)
5 p 5.78 0.053 0.071 4 p 5.99 0.059 0.088 3 p 10.49 0.20 1.00
5 s 18.87 0.47 5.52 4 s 20.52 0.52 6.76 19.77 0.50 6.25
28.04 0.75 14.1 30.72 0.84 17.6 30.2 0.82 16.8
4 d 55.45 1.61 64.8 3 d 63.241 1.85 85.6 3 s 51.44 1.49 55.5
69.31 2.04 105 86.01 2.57 166 65.03 1.91 92
90 2.69 181 112.7 3.40 289 2 p 220.43 6.77 1146
109 3.29 271 140.8 4.28 458 263.57 8.12 1649
130.1 3.95 391 169.9 5.19 674 309.60 9.56 2285
156 4.76 567 211 6.48 1050 372.31 11.52 3318
178 5.44 740 244 7.51 1410 424.4 13.15 4323
201 6.16 949 280 8.63 1862 479.44 14.87 5528
226 6.95 1208 319 9.85 2426 2 s 560.62 17.41 7578
249 7.67 1471 356 11.01 3031 611.74 19.01 9034
4 p 341 10.54 2778 3 p 471.2 14.62 5344
368 11.39 3244 508.6 15.79 6233
396 12.26 3758 548.3 17.03 7251
425 13.17 4336 599.8 18.64 8686
462 14.33 5134 640 19.90 9900
497 15.42 5944 676.9 21.05 11077
4 s 560 17.39 7560 3 s 765.7 23.83 14196
593.3 18.43 8492 807.3 25.13 15787
B. Calculation of electronic stopping for an off-channeling trajectory
The energy transfer from proton to the target material depends on the local environment and is trajectory dependent.
When a proton is closer to nuclei of the target material, it has higher probability to excite electrons since the electron
density is higher. The proton also has higher chance to excite core electrons for the same reason. Therefore, the
energy transferred from proton to target materials is larger when proton travels near positions of nuclei. While the
shortest distance between proton and target ion leads to the sharpest peaks in Fig. 7, we also note that these results
are affected by the cutoff radius of the pseudopotentials used here. For this reason, we only use the average to extract
stopping, as explained in detail in Ref. 52.
Nevertheless, counting the peaks in each trajectory, we clearly find that there are much more and higher peaks for the
trajectory, on which proton travels in InP, than the other two trajectories. This indicates that for the short trajectory
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FIG. 7. Convergence of electronic stopping power of GaP (black), In0.5Ga0.5P (blue), and InP (red) for a proton at velocity of
0.9 at. u. with off-channeling trajectory. Top subfigure is the energy gain along the trajectory while bottom sub-figure is the
regression fit of given maximum trajectory length.
we used to calculate the electronic stopping of InP, the proton happens to experience region of higher electron density.
Therefore, we predict higher electronic stopping than fully converged value for InP. Decreasing height of the peaks
for InP also suggest that the trajectory start to explore region of lower electron density. Therefore, we expect a
much longer trajectory can have better sampling of the target materials and thus predict electronic stopping closer
to converged value.
C. Error estimate for channeling projectiles
12
TABLE III. Numerical error due to choice of region to average (in lattice periods). Error is calculated using 0.5 – 2.5 as reference,
since in the manuscript we discard the first and last half period (see main text). This data is for GaP.
v [100] 0.5 – 2.5 0.5 – 1.5 1.5 – 2.5 1.0 – 2.0 v [110] 0.5 – 2.5 0.5 – 1.5 1.5 – 2.5 1.0 – 2.0
0.2 3.65E-2 3.66E-2 3.64E-2 3.67E-2 0.2 3.26E-2 3.29E-2 3.23E-2 3.25E-2
0.5 0.112 0.113 0.1114 0.112 0.5 7.99E-2 8.04E-2 7.96E-2 8.02E-2
1.5 0.255 0.268 0.243 0.249 1.5 0.137 0.143 0.132 0.134
2.5 0.171 0.169 0.173 0.172 2.5 8.94E-2 8.97E-2 8.92E-2 8.98E-2
3 0.133 0.130 0.136 0.133 3 7.00E-2 6.95E-2 7.04E-2 7.05E-2
4 8.39E-2 8.22E-2 8.57E-2 8.48E-2 4 4.62E-2 4.50E-2 4.75E-2 4.64-2
5 5.72E-2 5.67E-2 5.77E-2 5.87E-2 5 3.27E-2 3.17E-2 3.37E-2 3.30E-2
error (%) error (%)
0.2 0.233 −0.233 0.473 0.2 0.904 −0.904 −0.239
0.5 0.843 −0.843 −0.141 0.5 0.507 −0.507 0.283
1.5 4.90 −4.90 −2.49 1.5 3.89 −3.89 −2.75
2.5 −1.23 1.24 0.56 2.5 0.31 −0.31 0.46
3 −2.15 2.15 0.441 3 −0.65 0.65 0.71
4 −2.12 2.12 1.03 4 −2.64 2.64 0.39
5 −0.941 0.94 2.57 5 −3.10 3.10 0.86
