Abstract In this article, we consider a parabolic stochastic partial differential equation (SPDE) with non-globally Lipschitz coefficient and its full discretization based on the spatial spectral Galerkin method and the temporal implicit Euler method. By studying both the a priori estimates and regularity estimates of the numerical solution via a variational approach and Malliavin calculus, we give the sharp weak convergence rate of the proposed numerical approximation. To the best of our knowledge, this is the first sharp weak convergence rate result of full discrete numerical approximation for non-globally Lipschitz parabolic SPDE. Moreover, we prove that the invariant measure of non-globally Lipschitz parabolic SPDE can be approximated by the numerical method with the sharp weak convergence rate, if the considered SPDE admits a unique V -uniformly ergodic invariant measure. We study this approximate error by using both time-independent weak convergence analysis and regularity estimates of the corresponding Kolmogorov equation. These time-independent regularity estimates are obtained via a decay estimate, the Bismut-Elworthy-Li formula and the V -uniform ergodicity. Finally, numerical experiments confirm the theoretical findings.
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Introduction
The numerical approximation for stochastic partial differential equations (SPDEs) with local Lipschitz continuous coefficients, as an active area of research, has been widely concerned in the recent years. For the strongly convergent numerical method, we refer to [2, 3, 4, 6, 8, 15, 16, 21, 25, 26, 27, 29, 30] and references therein. However, it is still far from well-understood about the weak approximation of such model, although much progress has been made. We are only aware that there are several results on weak convergent semi-discretizations, such as some temporal splitting methods in [8] and the spatial finite element methods in [14] for parabolic SPDEs with non-globally Lipschitz nonlinearity, and a temporal splitting method in [13] for the stochastic Schrödinger equation with cubic terms. To the best of our knowledge, there have been no essentially sharp weak convergence rate of full discretization for parabolic SPDEs with non-globally Lipschitz coefficient.
One motivation of this present work is to make a contribution in this direction and study numerical approximations for the following parabolic SPDE dX(t) = (AX(t) + F (X(t)))dt + dW (t), t > 0,
where A is the Laplacian operator on a regular domain O with homogenous Dirichlet boundary condition, F is the Nemytskii operator of a real-valued non-globally Lipschitz function f and {W (t)} t≥0 is a generalized Q-Wiener process on a filtered probability space (Ω, F , P, {F t } t≥0 ). After discretizing Eq. (1) by the spectral Galerkin method in space, we temporally propose an implicit Euler method (4) . By denoting X N K the proposed full discretization approximating the exact solution X(T ), N the space dimension and δt the time stepsize, the essentially sharp weak convergence rate of (4) is the following. Up to now, there already exist different approaches to studying the weak convergence rate of numerical methods (see e.g. [1, 7, 9, 12, 14, 18, 24, 31] ). For the full discretization of Eq. (1), it is still unclear how to analyze its sharp weak convergence rate. The key points to gain the error estimate in Theorem 1 are applications of the regularity estimates of the regularized Kolmogorov equation by splitting approach, the Malliavin derivative of (4) and the a priori estimate of numerical solutions in E := C(O, R). We would like to mention that proving this result confronts at two main difficulties, one being the full implicitly of the proposed method and another being to get the a priori estimates independent of both N and δt for (4) . These a priori estimates are not trivial due to the loss of the maximum principle for the analytic semigroup. To overcome these difficulties, we make use of some Sobolev-Gagliard-Nirenberg inequalities and the equivalence between a random PDE and Eq. (1) . Meanwhile, the approach to the weak convergence analysis is also available for other numerical methods in any finite time.
Based on the weak error analysis, we also study whether the proposed method (4) can be applied to approximating the invariant measure of the considered model. In many physical applications, the approximation of the longtime behaviors like the invariant measure is of fundamental importance when the invariant measure of the original system is unknown (see e.g. [20, 23] ).
For the results about approximating the invariant measures of some SPDEs by using numerical approximations, we refer to [5, 10, 23] and references therein. For instance, the authors in [23] consider the invariant measure of a full discretization and study the error of between the invariant measure of the semidiscretization and that of the full discretization for the stochastic nonlinear Schrödinger equation. The authors in [5] investigate the error between the invariant measure for the temporal semi-implicit method and the original invariant measure for parabolic SPDE with Lipschitz and regular coefficients. However, it is still not well known how to numerically approximate the invariant measure of non-global Lipschitz parabolic SPDEs and to estimate the error of these invariant measures.
To answer these questions, we deduce the time-independent weak convergence analysis of the proposed full discretization (4) , which is more involved to get the time-independent weak error estimate than the finite time case. The main difficulties lie on rigorous a priori estimations of numerical solutions, the regularity estimates of Kolmogorov equation with respect to the spectral Galerkin approximation and getting rid of singular terms. Under the strong dissipative condition λ 1 > λ F , the time-independent regularity estimates of Kolmogorov equation are obtained by using a decay estimate directly. Under the non-degenerate condition, we first study the V -uniform ergodicity of the invariant measure of the spectral Galerkin approximation. Then inspired by [5] , we prove the time-independent regularity estimates of the corresponding Kolmogorov equation by using the Bismut-Elworthy-Li formula. Finally, we prove the following result. Then, as a result of Theorem 2, we obtain the error of approximating the invariant measure through the weak convergence approach by using the proposed full discretization (4) 
To the best of our knowledge, this is the first result on the time-independent weak error analysis and the error between the numerical invariant measure and the original invariant measure for non-globally Lipschitz parabolic SPDEs, especially for Eq. (1). The outline of this paper is as follows. Section 2 is devoted to listing some notations and assumptions, and giving both the regularity and a priori estimates of numerical solutions, as well as the a priori estimates of semidiscretized stochastic convolution. In Section 3, we use the splitting based regularizing procedure and give an approach to studying the weak convergence rate of full discretization by Malliavin calculus. In Section 4, we show the regularity estimates of Kolmogorov equation by the spectral Galerkin approximation, deduce the time-independent weak error analysis and approximate the invariant measure of Eq. (1) through the weak convergence approach by the proposed method. Finally, numerical tests are shown to verify our theoretical results.
Preliminaries and full discretization
In this section, we give some basic assumptions and preliminaries, and introduce the spatial spectral Galerkin method and the implicit Euler type full discretization. Furthermore, we show both the strong convergence and some a priori estimates for the proposed method.
Preliminaries and assumptions
Let (H, | · | H ) and ( H, · H ) be separable Hilbert spaces. We denote C k b (H, R), k ∈ N + , the space of k times continuous differentiable functionals from H to R with bounded derivatives up to order k, and B b (H, R) the space of measurable and bounded functionals. Define
with D k φ, k = 1, 2, being the k-th derivative of φ, and L(H) being the space of linear operators from H into itself. Denote by L 2 (H, H) the space of HilbertSchmidt operators from H into H, equipped with the usual norm given by
, where f k , k ∈ N + , is an any orthonormal basis of H. Given a Banach space (E, · E ), we denote by γ(H, E) the space of γ-radonifying operators endowed with the norm
, where (γ k ) k∈N + is a sequence of independent N (0, 1)-random variables on a probability space ( Ω, F , P).
Moreover, we define H := L 2 (O) with the norm · and the inner product ·, · , and denote L Let I :
We denote the family of smooth real-valued cylindrical random variables by
where
is the space of all real-valued C ∞ functions on R n with polynomial growth, and the family of smooth cylindrical H-valued random variables by
Let D 1,2 (H) be the closure of S(H) with respect to Malliavin derivative equipped with the norm
Then the Malliavin integration by parts formula holds (see, e.g., [18, Section 2] ). Namely, for any random variable G ∈ D 1,2 (H) and any predictable process
This property is the key to analyzing the weak convergent rates in Section 3 and 4. Additionally, the Malliavin derivative satisfies the chain rule, that is,
where σ ∈ C 1 b (H, H). Furthermore, we use c, C to denote generic constants, independent of N and δt, which differ from one place to another. Unless otherwise specified, we always assume that X 0 is a deterministic function in H d 2 +ǫ , where ǫ > 0 is a very small positive number. In addition, for the coefficients in (1), we give the following assumptions. This assumption implies that the operator A generates an analytic and contraction C 0 -semigroup S(t), t ≥ 0 in H and L q , q ≥ 1 and that the existence of the eigensystem , r ≥ 0. We also remark that Assumption 1 can be extended to the case that A is a second order elliptic operator on a regular domain and a part of A in E generates an analytic semigroup in E. This case is more complicate and will be investigated further. In the case of investigating the strong error estimate, the additional condition that β > d 2 or A commutes with Q can be weaken. The additional assumption are needed to ensure a priori estimates of exact and numerical solutions when studying the weak convergence rate of numerical methods. In order to get the time-independent error estimate and to approximate the invariant measure, some dissipative condition and non-degenerate condition are proposed in Section 4.
The above assumption ensures that F satisfies
for C f > 0. In this case, Eq. (1) corresponds to the stochastic Allen-Cahn equation or stochastic Ginzburg-Landau equation. Moreover, based on Assumption 3, the solvability of the proposed method (4) is obtained if the time stepsize δt is small. Indeed, if δt 0 < 1 ∧ 1 (λF −λ1)∨0 , then the proposed method has a unique solution as δt ∈ (0, δt 0 ].
Full discretization
Now we are in the position to give both the semi-discretization and the full discretization for (1) . In the sequel, we let δt ∈ (0, δt 0 ], δt 0 ∈ (0, 1∧
+ and N ∈ N + for convenience. Denote the spectral Galerkin projection by P N . Using spectral Galerkin method in space, we get the following semi-discretization
For the weak convergence analysis for a finite interval [0, T ], we choose δt ∈ (0, δt 0 ] such that Kδt = T , K ∈ N + . For the time-independent weak convergence analysis, we fixed the stepsize δt and let K ∈ N + . Based on the implicit Euler method, we obtain the full discretization
Here, for the sake of simplicity, we omit the dependence on X 0 and denote
, then the full discretization can be rewritten as
which is equivalent to
Let Assumptions 1-3 hold with β > d 2 and X 0 ∈ H β , or with A commutes with Q and X 0 ∈ H β ∩ E. It can be shown that for any T > 0,
where p ≥ 1, 0 ≤ s < t ≤ T . We have the following strong error estimation, its proof is similar to the proofs of [29, Theorem 4.1] and [14, Theorem 3.1] .
Under the Assumptions 1-3, the full discretization is strongly convergent and satisfies
Remark 1 Similar to Lemma 1, for any T = Kδt > 0, k ≤ K, k ∈ N and N ∈ N + , we have
and
Lemma 1 also yields a result on the weak convergence rate. Combining with weak convergence result in Theorem 1, we immediately have the weak convergence rate is O δt Thus in Sections 2-4, we mainly focus on weak convergence rates of numerical methods in the case β ∈ (0, 1].
A priori estimate of the full discretization
In this subsection, our purpose is to give the a time-independent priori estimate of the proposed numerical method. Indeed, it suffices to show a priori estimates of
Lemma 2 Under the Assumptions 1-3, for γ ∈ (0, β], there exist some positive constants C(X 0 , Q, p) and C(γ, X 0 , Q, p) such that
Lemma 2 is about the a priori estimate of the solution X N for the spectral Galerkin method, which is very useful in Section 4. Its proof is similar to that of the numerical solution, see Lemmas 3 and 4.
Lemma 3 Let Assumptions 1-2 hold and p ≥ 1. There exists a constant C(Q, p) such that the discretized stochastic convolution
Proof Under the condition that A commutes with Q, we apply the Burkholder inequality and get
, it follows from the Sobolev embedding theorem and the BurkholderDavis-Gundy inequality that for small ǫ, 
Proof First, by multiplying Y N k+1 on both sides of Eq. (5) and integrating over O, we have
The Gronwall inequality, together with the a priori estimate of Z N k in Lemma 3, leads to
Next, we turn to estimate the a priori estimate in E by the mild form of
The Sobolev embedding theorem and the smooth effect of S δt yield that
The above estimate can be improved in d = 1 by using Gagliard-Nirenberg inequality u L 6 ≤ C ∇u 
Combining the estimations of Y N k+1 and ∇Y N k+1 with the equivalence of the norm in H 2 and the norm in
By using Gronwall's inequality and then taking p-th moment on both sides, combining with the a priori estimate of Z ⊓ ⊔ By more refined estimates, one can strength the results of Lemmas 3 and 4 and obtain the following result.
Moreover, it holds that for some constant C ′ (Q, X 0 , p),
Beyond the a priori estimate of X N k , we also need the Malliavin regularity of the numerical method to control the stochastic integral error term in the weak convergence analysis in Sections 3 and 4.
Proposition 1 Let Assumptions 1-3 hold with
From the above calculations, it follows that for
Then we show the regularity estimate of the Malliavin derivative D can be viewed as
it follows that
which implies that
Next we aim to estimate the regularity of
By similar arguments in [14, Proposition 4.1], we obtain
Taking expectation, combined with the smoothy effect of S δt leads that
Based on the above estimate, taking expectation and taking α = 
Based on the strong convergence, the a priori estimate and the Malliavin regularity of (4), we are able to deal with the weak convergence of the proposed method in the next section.
Weak convergence analysis of the full discretization
In this section, we aim to give the weak error analysis for the considered numerical method approximating Eq. (1) . By the idea of [9, 14] , we also introduce the auxiliary regularized stochastic PDE and its corresponding Kolmogorov equation.
We introduce the auxiliary problem proposed in [9, 14] 
where τ is regularizing parameter of this splitting approach, Ψ t (ξ) := Φt(ξ)−ξ t , t > 0 and Ψ 0 (ξ) = F (ξ), Φ t is the phase flow of the differential equation
Next, we give the regularity estimate of Kolmogorov equation with respect to Eq. (6) shown in [14] ,
Lemma 5 For every α, θ, γ
Proof of Theorem 1 Based on the above estimates, now we give the weak error estimate of (4). The main idea of deducing the sharp weak convergence rate lies on the decomposition of E φ(
The first term is estimated by Lemma 6 and possesses the strong convergence order 1 with respect to the parameter τ . The second term is controlled by Theorem 3. Combining these estimations together, we complete the proof of Theorem 1.
⊓ ⊔ Lemma 6 Let Assumptions 1-3 hold. Then the solution X τ of Eq. (6) is strongly convergent to the solution X of Eq. (1) and satisfies
Thus, we mainly focus on the estimate of E φ(X τ (T )) − φ(X N K ) . For convenience, we introduce the continuous interpolation of the implicit full discretization. Similar to [8] , we define for
The first term is controlled, by the regularity of U τ in Lemma 5, as
By using the Itô formula for Skorohod integrals (see e.g. [28, Chapter 3] ), the Kolmogorov equation (7) and Malliavin integration by parts, the second term
The Markov property of X N k , the regularity estimate (8) of U τ in Lemma 5 and the a priori estimates of X N in Lemma 2 and X N k in Corollary 2 lead that for 0 < α < 1
For the term I k 1 , the regularity of U τ and the a priori estimate of X N yield that
where we use the fact that for
Then we estimate I 
It follows from the property I − S δt = −Aδt(I − Aδt) −1 , the mild form of X N k , the a priori estimate of X, and the regularity of U τ and S δt that for
By using Malliavin calculus integration by parts and Malliavin differentiability of X N , we have
The above analysis leads to
for k ≥ 1. Since the estimation for I k 22 for k ≥ 1 is similar, we omit the procedures. For I k 23 , by the regularity of DU τ , we have
Again using Malliavin calculus integration by parts yields that
Thus we have 
Thus it suffices to estimate the last term in the above inequality. It follows from the Taylor expansion of F , the regularity of DU τ and the a priori estimate of X N that
The mild form of X N k+1 and Malliavin calculus integration by parts yield that
By the a priori estimate of X N and Sobolev embedding theorem E ֒→ H d 2 +ǫ , we have
And by using the smoothy properties of S δt , the Malliavin regularity and the a priori estimate of X(t), we have
Similarly, we get
Combining with the continuity of X N , it leads that for t ∈ [t k , t k+1 ],
We deduce that for η >
It is concluded that
For I k 4 , by applying the regularity of D 2 U τ , we obtain
Combining all the estimations of I 
Time-independent weak convergence analysis and approximation of invariant measures
In this section, we consider whether the proposed method can approximate the invariant measure of Eq. (1). Different from analyzing weak error in Section 2, we need to give the time-independent regularity estimates of the Kolmogorov equation, which are more complicated.
V-uniform ergodicity for the semi-discretization
To study the ergodic invariant measure numerically, we give more assumptions as following, that is, the dissipative condition in Assumption 4 and the nondegenerate condition in Assumption 5.
The above Assumption 4 immediately implies the following result on exponential convergence to equilibrium.
Proposition 2 Under Assumptions 1-4, there exist
Remark 3 Based on the proof of Lemma 1 and Corollary 2, together with the strict dissipative condition λ F < λ 1 in Assumption 4, the full discretization is strongly convergent and satisfies
In some situations, it may occurs that λ 1 ≤ λ F , which leads that Assumption 5 does not hold. In this case, we give the following non-degenerate condition.
Assumption 5 Let the covariance operator Q be invertible and commute with
Under Assumption 5, the existence of the unique invariant measure µ for Eq. (1), as well as the invariant measure µ N for the spatial Galerkin method, will be obtained according to Doob theorem for general λ F ∈ R. Besides the ergodicity of the invariant measure, we also need the following exponential convergence result in Proposition 3. Its proof lies heavily on the strong Feller property and V -uniform ergodicity of the Markov semi-group P t generated by the solution of Eq. (1) and Eq. (3) (see e.g. [19, 22] ). In fact, we first follow the proof of [22] to show the a priori estimate of a Lyapunov function of V and to obtain the existence of the invariant measure. Then we prove that the Markov semigroup of the solution is strong Feller and irreducible, which implies the existence of the unique and ergodic invariant measure. By using again a priori estimate of a Lyapunov functional V , one can obtain the V -uniform ergodicity. In particular, we choose φ ∈ B b (H) to get the exponential ergodicity of the invariant measure, which immediately implies Proposition 3.
Proposition 3 Under Assumptions 1-3 and Assumptions 5, there exist c > 0, C > 0 such that for any φ ∈ B b (H) and for t ≥ 0, any x 1 , x 2 ∈ H and y
Proof For the exponential convergence to equilibrium of the original equation, we refer to [22] . Thus we focus on the semi-discretization. First, we can define
For the sake of simplicity, we omit the index N of P N t for convenience. The Markov property and Feller property of P t can be obtained by the similar arguments in [17, Chapter 4] . The left proof will be divided into three steps.
Step 1: P t is strong Feller. To get the strong Feller property, P t (B b (P N (H)) ⊂ C b (P N (H)) for t > 0, it suffices to show that for any φ ∈ C b (P N (H)) and T > t > 0, there exists C T > 0 such that sup x∈P N (H) DP t φ(x) ≤ C T φ 0 . In deed, the strong Feller property follows from |P t φ(x) − P t φ(y)| ≤ C T φ 0 x − y , x, y ∈ P N (H) and the density of C b (P N (H)) in B b (P N (H)). Now, we are in the position to deduce the regularity estimate of
This, combined with the equivalence of Sobolev spaces H 1 and H ∩H 1 0 , implies that
The Bismut-Elworthy-Li formula
together with the Hölder inequality, leads to
for T > 0, which implies the strong Feller property of P t .
Step 2: P t is irreducible. A basic tool for proving the irreducibility is using the approximate controllability of the following system
Denoting by X N (t, x, u) the mild solution of the above system, it follows that
Thus it needs to show that for any fixed time T > 0, for any ǫ > 0,
By using the monotonicity of F and dissipativity of A, we have
Then the Gronwall inequality implies that
Choosing a proper C completes the proof of approximate controllability. By applying the approximate controllability of the skeleton equation (12), we deduce that for x 0 , x 1 ∈ P N (H) and T > 0, P( X(T, x 0 ) − x 1 < ǫ) > 0. Indeed, the approximate controllability leads to the existence of a control
Then we have
Similar arguments in the proof of the priori estimate of X N lead to
By the monotonicity of F and dissipativity of A, we have
Then the Gronwall inequality leads to
The Sobolev embedding theorem H 2 ֒→ E, the inverse inequality x H 2 ≤ λ N x , x ∈ P N (H), and the uniform boundedness of Y N , Z N and Z N imply that
It is concluded that
Since Z N is full in C([0, T ]; P N (H)) and C(λ N ) is polynomially dependent on λ N , we have that there exists R = R(λ N , ǫ, T ) such that
which completes the proof of the irreducibility.
Step 3: Existence of the invariant measure and V -uniformly ergodicity. Similar arguments in the proof of Lemma 4 imply the uniform estimate of X N in H β . The existence of the invariant measure µ N of Eq. (3) is ensured by the uniform estimate of X N in H β and the Sobolev compact embedding theorem. To show the exponential ergodicity of the invariant measure, by [22, Theorem 12.1] , it suffices to show that the p-th moment of X N (t, x) is ultimately bounded, i.e., E[ X N (t, x) p ] ≤ k|x| p e −ωt + c, t ≥ 0, x ∈ P N (H), for some positive constants k, ω, c, and p.
For convenience, we only prove the case p = 2. Due to the fact that X N (t) = Y N (t)+Z N (t), we estimate the H-norm of Z N and Y N , respectively. The mild form of Z N yields that
It follows from the variational approach, Poincare inequality, Young and Hölder inequalities that
From [22, Theorem 12.1] , it follows that {P N t } t≥0 , is V -uniformly ergodic with
where C, α depend on λ 1 and Q, and φ ∈ B V (x) < ∞. Now taking any φ ∈ B b (P N (H)), we have φ V ≤ φ 0 . Combining with V -uniformly ergodicity of P t , it is deduced that
By the fact that B b (H) ⊂ B b (P N (H)), we obtain the exponential ergodicity of the unique invariant measure. Taking two different initial data y 
Remark 4
Under the same conditions of Proposition 3, one can obtain more stronger ergodicity result, that is, the uniformly exponentially ergodicity (V = 1) of P N t , t ≥ 0 (see e.g. [22] ),
which can be used to improve the bound of regularity estimates in Lemma 8.
< ∞ in Assumption 5 is necessary for the strong Feller property of P t . However, from the proof of the strong Feller pr operty of P N t , the estimate (11) holds even for the case Q 
Time-independent regularity estimate of Kolmogorov equation
In order to obtain the time-independent optimal weak error estimate, we need more stronger regularity estimates of the Kolmogorov equation. However, the regularizing approach by the splitting strategy is not a proper way to get such time-independent regularity estimates. To overcome this difficulty, we investigate time-independent regularity estimates of the Kolmogorov equation by means of a finite dimensional approximation. Recall the Kolmogorov equation of the Galerkin approximation
On the regularity estimates in the following lemmas, the conditional expectations are needed since we can't prove sup
Proof Similar to the proof of [14, Proposition 4.1], we have
For convenience, the parameter M is omitted in the notations of η h and ζ h,k . Consider the following auxiliary equation
The straightforward argument leads to V (t, s)h
It follows from the smooth effect of e tA and the estimate of V (t, s), 0 ≤ s ≤ t, that for some
The above two estimates imply that
Similarly, we have
Now similar arguments, combined with the decomposition V (t, s)h = V (t, s)h+ e −(t−s)A h, imply that for t > s ≥ 0, 0 ≤ α < 1,
for any x ∈ P M (H), h ∈ P M (H). The Markov property of P t implies that
(1 + sup
, where
Now we show that Y N (t) H 1 and Z N (t) E have any finite q-th moment, q ≥ 2. Indeed, we have
which, together with the estimations in Lemmas 3 and 4, implies the boundedness of any q-th moment of Y N (t)
where ⊓ ⊔ Proof of Theorem 2 Let Kδt = T > 0. We transform the error estimate from H into P M (H),
From the strong convergence analysis in Lemma 1 and Remark 1, it follows that for M ∈ N + ,
The first term is controlled, by the regularity of U M in Lemma 7, as
Using the Itô formula for Skorohod integrals, the Kolmogorov equation (13) and Malliavin integration by parts, the second term is split into
The estimation for the first term can be easily obtained by the similar arguments in the proof of Theorem 3 and thus we focus on the estimations on II
By the regularity of U M in Lemmas 7 and 8 and the a priori estimate of X N , we have
2 )e −c(T −t) E (1 + sup
where we use the a priori estimate in Proposition 1 and the fact that for
Then we estimate II 
From I −S δt = −Aδt(I −Aδt) −1 , the mild form of X N k (4), the a priori estimate of X in Lemma 4, and the regularity of U M in Lemmas 7 and 8, and Lemma 9, it follows that for k ≥ 1 and any small ǫ 1 > 0
To deal with the last term, we use the idea in [5] that the lack of regularity and bad time behavior do not happen at the same time. In deed, we split the last term as
For the first part, it follows from the Cauchy-Schwarz inequality, the regularity estimate of U M , a priori estimate of X N and the smoothy effect of S δt and Lemma 9 that
Applying Malliavin calculus integration by parts, Malliavin differentiability of X N and the regularity estimate of U M and Lemma 9, we have
It follows that
Now, we are in the position to estimate II k 3 . By the regularity of DU M and a priori estimate of X N , we have
Thus it sufficient to estimate the last term in the above inequality. It follows from Taylor expansion of F , the regularity of X N and DU M , and the a priori estimate of X N that
The estimation of II 
The estimation of II k 311 is similar to the estimation of II k 211 and we have
Similar arguments in estimating II k 211 lead to
It follows from the smooth property of S δt , the Malliavin regularity, the a priori estimate of X(t) and Sobolev embedding theorem
where we utilize the fact that for
Combining with the continuity of
we deduce that
It follows that
, by applying the regularity of D 2 U M , we obtain
Combining all the estimation of II ⊓ ⊔ The above time-independent error estimate, together with the V -uniformly ergodicity of Eq.(1) in Proposition 3, immediately yields the result of Corollary 1. We remark that one can first take δt → 0, and get the weak error between µ N and µ. However, it is still unknown that if taking N → ∞ firstly, the invariant measure of the implicit method is unique or not. This will be studied further. This weak convergence approach to approximating the invariant measure is available for other type numerical methods since we give the time-independent regularity estimates of Kolmogorov equation in Lemmas 7 and 8. The key requirement lies on the time-independent a priori estimates of numerical solutions in E. In particular, if d = 1, according to the a priori estimate in [14] and the arguments in Lemma 4, we can get the sharp weak convergence rate of the full discretization {X h k } k∈N + ,h∈ (0, 1] given by the temporal implicit Euler method and the spatial linear finite element method. For convenience, denoting V h the finite element space and using the notations of the finite element method in [14] , we have the following result. 
Remark 5
The weak convergence analysis can be extended to the functional space C 2 p (H), i.e., for φ ∈ C 2 p (H), the first and second derivatives of φ grow polynomially. For instance, under Assumption 5, one can first use the arguments in the proof of Lemma 7 to get the regularity estimate of Kolmogorov equation in a finite time T . Then similar arguments in Lemma 8 yield the exponential decay estimate for t ≥ T by using the x-independent uniform boundedness of X N (see the estimate (20)) and the Bismut-Elworthy-Li formula. Combining with the proof of Theorem 2, we can obtain the similar convergence rate of the proposed method for C 2 p (H).
Numerical experiments
In this section, we present several numerical tests to verify the weak convergent rates of (4) in temporal direction and ergodicity. Apply (4) to Eq. (1) where f (ξ) = −ξ 3 + λ F ξ, λ F ∈ R and W (t, ξ) = ∞ j=1 1 1+j C √ 2sin(jπξ)β j (t) with C charactizing the regularity of noise. In our numerical tests, we truncate the series by the first M terms, M ∈ N + . We first investigate the weak convergence order in temporal direction of the proposed method (4) in this experiment. In order to show the rate of weak convergence, we fix N = 2 6 and take the method (4) E is approximated by taking average over 2000 realizations. It can be seen that (4) is of weak order 0.5 for cylindrical Wiener process, i.e. C = 0, and of weak order 1 for Q-Wiener process with C = 0.5, 2, which are indicated by the reference lines. These coincide with the theoretical analysis.
Then we consider the longtime behaviors of (4) . Based on the definition of ergodicity, if numerical solution (4) is strong mixing, the average E[φ(X N k )], k > 0, started from different initial values will converge to the spatial average for almost every path. To verify this property and to make clear how the average value changes when time t goes, Fig. 2 shows the average of the fully discrete method started from five different initial values with the terminal time being 5 and C = 0. It can be seen that E[φ(X N k (X 0 ))] started from different initial values converge to the same value in a short time for three different kinds of continuous and bounded functions φ. Although the terminal time chosen here is not very large, in fact, this phenomenon still holds when time t goes into infinity. Moreover, aiming at verifying that the mixed ergodicity does not need the condition λ F < λ 1 , we also show the case λ F = 12 which implies λ F > λ 1 . From Fig. 3 , it can be seen that for different test functions, the averages will converge to the same value. Numerical tests confirm theoret-ical findings. In fact, the averages started from different initial values will also converge for the Q-Wiener process case. For simplicity, we do not show those figures here.
