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Convergent non complete interpolatory
quadrature rules
U. Fidalgo and J. Olson
Abstract We find a family of convergent schemes of nodes for non-complete inter-
polatory quadrature rules.
1 Introduction
Let C([−1, 1]) be the set of all continuous functions defined on [−1, 1]. Given an
n-tuple of nodes xn = (x1,n, . . . , xj,n) satisfying −1 < x1,n < x2,n < · · · < xn,n < 1,
we consider integration rules
In[ f ] =
n∑
j=1
wj,n f (xj,n), f ∈ C[−1, 1] (1)
associated to the integrals
I( f ) =
∫ 1
−1
f (x) dλ0(x), where dλ0(x)
dx
=
1
π
√
1 − x2
. (2)
The numbers wj,n, j = 1, . . . , n are called weights.
An integration rule In[·] is said to be interpolatory if there exists a number
m ∈ {0, 1, . . . , 2n − 1}, such that the following equality holds for every polynomial
p with degree ≤ m (we denote p ∈ Πm):
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In[p] =
∫ 1
−1
p(x) dλ0(x). (3)
When the equality (3) holds for certain m, and is not extendable for all polynomials
with degree m+1, we say that In[·] is an interpolatory quadrature rule with m-degree
of exactness. When m = 2n − 1 In is the Gaussian quadrature rule.
Consider a sequence of interpolatory quadratures {In}n∈Λ constructed with the
following schemes of nodes and weights
x =
{
xn = (x1,n, . . . , xn,n)
}
n∈Λ and w =
{
wn = (w1,n, . . . ,wn,n)
}
n∈Λ , (4)
respectively.
We say that {In}n∈Λ is convergent if
lim
n∈Λ
In[ f ] =
∫ 1
−1
f (x) dλ0(x), for all f ∈ C[−1, 1]. (5)
According to a classical result of Pólya [5, page 130], when m(n) → ∞ as n → ∞,
the equality (5) holds true if and only if sup
n∈Λ
n∑
j=1
wj,n < ∞. This condition is satisfied
if the weights wj,n are all positive. From (3) we observe that
n∑
j=1
wj,n =
∫ 1
−1
dx
π
√
1 − x2
= 1 < ∞. (6)
In the Gaussian quadrature rule (maximum degree of exactness m(n) = 2n − 1)
the weights wj,n, j = 1, . . . , n are all positive and the convergence of the rule is
guarantied. However the nodes are all fixed. For each n ∈ N the points of evaluation
xj,n, j = 1, . . . , n must be the roots of the nth orthogonal polynomial with respect
to λ0 (see for instance [19]). This is the Chebyshev polynomial with degree n. This
means that if we do not have the value of f at each point xj,n the calculus gets
stuck. It is convenient to have more flexibility in the distribution of the evaluation
nodes. We study convergent interpolatory integration rules with orders of exactness
m < 2n − 1.
The authors of [3] analyze a wide class of interpolatory quadrature rules with
m(n) degrees of exactness behaving as follows
lim
n→∞
m(n)
2n
= a ∈ [0, 1]. (7)
They characterized all possible weak*-limit points of the sequence of counting mea-
sures associated with distribution of nodes corresponding to a convergent scheme.
A sequence {νn}n∈N of measures is said to converge weakly to the measure ν
provided that there exists a compact set K containing the support of ν and of each
νn, and that
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lim
n∈N
∫
f dνn =
∫
f dν
for each continuous function f on K . In such a case, we write νn
∗→ ν. We say that
ν is a weak*-limit of the sequence {ηn}n∈N if some subsequence of {νn}n∈Λ⊂N is
weakly convergent to ν.
Set two schemes of numbers as in (4) associated to an interpolatory quadrature
rule {In}n∈Γ where the degree of exactness satisfies (7) for certain a ∈ [0, 1]. We
also consider its corresponding sequence {ηn}n∈N of probability counting measures
ηn :=
1
n
n∑
j=1
δx j,n, n ∈ N. (8)
According to [2], if the rule {In}n∈Λ is convergent then every weak*-limit ν of the
the sequence {ηn}n∈N satisfies that
ν ≥ a λ0. (9)
Also from [2] we have that this necessary condition is not sufficient. Theorem 1
states conditions of convergence on the distribution of nodes.
Let us introduce some previous notation. Set K1 and K2 two compact subsets
of the complex plane C. Let dist(K1,K2) = min {| |x − y | ‖ : x ∈ K1 and y ∈ K2}
denote the distance between K1 and K2. Consider a compact set K ⊂ C \ [−1, 1],
and a measure µ supported on K . A measure µ˜ supported on [−1, 1] is said to be the
balayage of µ if they have the same total variation | |µ| | = | | µ˜| | and their logarithmic
potentials coincide on [−1, 1]. This is
V µ˜(x) =
∫
log
1
|x − t | dµ˜(t) =
∫
log
1
|x − ζ | dµ(ζ) = V
µ(x), x ∈ [−1, 1].
In [17, Section II.4] we can find a deep study about balayage of measures. We are
now ready to state the main result of this paper:
Theorem 1. Fix a number κ ∈ N and a probability discrete measure
σ =
1
κ
κ∑
k=1
δζk , ζk ⊂ C \ [−1, 1], k = 1, . . . , κ.
Assume that σ is symmetric with respect to R with dist ({ζ1, . . . , ζκ } , [−1, 1]) > 1.
Denote σ˜ the balayage measure associated to σ supported on the interval [−1, 1].
Given a rational number a ∈ [0, 1], consider a subsequence Λ ⊂ N such that for
each n ∈ Λ, 21 − a
κ
n ∈ N. Let x = {xn = (x1,n, . . . , xn,n )}n∈Λ be a scheme of nodes.
If for each j = 1, . . . n, n ∈ Λ there are two constants A ≥ 0 and ℓ > 0 satisfying(1 − a)π ∫ 1x j,n dσ˜(t) − a arccos xj,n − 2 j − 12n π
 ≤ Ae−ℓn, (10)
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then there always exist weights w =
{
wn = (w1,n, . . . ,wn,n)
}
n∈N , where {In}n∈Λ
corresponding to x and w is convergent.
In Section 2 we give some explicit schemes that satisfy the relation (10). The
statement of Theorem 1 is proved in Section 5. In such proof we use results coming
from the orthogonal polynomials theory that are analyzed in Section 3 and Section
4. In Section 3 we study algebraic properties of families of orthogonal polynomials
and their connections with convergent conditions of non-complete interpolatory
quadrature rules. In Section 4 we describe the strong asymptotic behavior of an
appropriated family of orthogonal polynomials with respect to a varying measure.
2 Some explicit convergent schemes of nodes
We consider three particular cases where the inequality (10) holds. In the three
situations the measure σ = δζ corresponds to a Dirac delta supported on a point
belonging to the real line ζ > 2. Hence the situations are when a takes the values 0,
1/2, and 1.
According to [17, Section II.4 equation (4.46)], the balayage measure of σ = δζ
on [−1, 1] has the following differential form
dσ˜(t) =
√
ζ2 − 1
π(ζ − t)
√
1 − t2
d t. (11)
We study the function
Ia(x) = (1 − a)π
∫ 1
x
dσ˜(t) = (1 − a)
√
ζ2 − 1
∫ 1
x
d t
(ζ − t)
√
1 − t2
.
Taking the change of variables t = cos θ and taking into account ζ > 2 (ϕ(ζ) > 2
implies that arg(1 − ϕ(ζ)) = π), we have that
Ia(x) = (1 − a)
(
− arccos x + 2 arg
(
ei arccos x − ϕ(ζ)
)
− 2π
)
.
In this situation the condition of convergence (10) in Theorem 1 acquires the follow-
ing formarccos xj,n + 2(1 − a) [π − arg (ei arccos x − ϕ(ζ))] + 2 j − 12n π ≤ Ae−ℓn. (12)
Then a scheme x =
{
xn =
(
x1,n, . . . , xn,n
)}
n∈Λ that satisfies the following relation is
convergent
arccos xj,n + 2(1 − a)
[
π − arg
(
ei arccos x − ϕ(ζ)
) ]
= −2 j − 1
2n
π − Ae−ℓn = κj,n,
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with A > 0 and ℓ > 0. This means that
cos
(
arccos xj,n + 2(1 − a)
[
π − arg
(
ei arccos x − ϕ(ζ)
)])
= cos κj,n.
Using the cosine addition formula we have that
xj,n cos
{
2(1 − a)
[
π − arg
(
ei arccos x − ϕ(ζ)
)]}
−
√
1 − x2
j,n
sin
{
2(1 − a)
[
π − arg
(
ei arccos x − ϕ(ζ)
)] }
= cos κj,n. (13)
First we consider the situation a = 1. In this case the expressions in (13) become
xj,n = cos κj,n, j = 1, . . . , n, n ∈ Λ. (14)
The nodes are close to the zeros of the Chebyshev polynomials. That’s why the term
corresponding to the σ’s influence in (13) vanishes when a = 1.
Let us analyze now the case a = 1/2. We consider the following identities
cos
[
π − arg
(
ei arccos x j,n − ϕ(ζ)
)]
=
ϕ(ζ) − xj,n√
ϕ2(ζ) − 2ϕ(ζ)xj,n + 1
(15)
and
sin
[
π − arg
(
ei arccos x j,n − ϕ(ζ)
)]
=
√
1 − x2
j,n√
ϕ2(ζ) − 2ϕ(ζ)xj,n + 1
. (16)
Substituting (15) and (16) in (13) we arrive at the quadratic equations:
x2j,n −
2 sin2 κj,n
ϕ(ζ) xj,n +
sin2 κj,n
ϕ2(ζ) − cos
2 κj,n = 0, j = 1, . . . , n, n ∈ Λ.
For each j = 1, . . . , n, n ∈ Λ we obtained the following solutions
xj,n =
1
ϕ(ζ)
[
sin2 κj,n + cos κj,n
√
ϕ2(ζ) − sin2 κj,n
]
. (17)
During the process of finding these above solutionswe introduce some extra solutions
that we removed. Observe that when ζ tends to ∞ the expressions in (17) reduce to
(14). This is in accordance with the fact that σ˜ approaches λ0 as ζ → ∞, see (11),
hence we only considered the positive branch of the square root in (17).
Finally take a = 0. From (13) we have that
xj,n cos
{
2
[
π − arg
(
ei arccos x − ϕ(ζ)
)]}
−
√
1 − x2
j,n
sin
{
2
[
π − arg
(
ei arccos x − ϕ(ζ)
)]}
= cos κj,n.
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We use the conditions (15) and (16), and obtain the following expression
xj,n =
2ζ cos κj,n
ϕ(ζ) + 2 cos κj,n , j = 1, . . . , n, n ∈ Λ.
Taking into account that ϕ(ζ) = ζ +
√
ζ2 + 1 we see that the above expression is
reduced to (14) when ζ goes to infinity.
3 Connection with orthogonal polynomials
Let µ be a positive finite Borel measure with infinitely many points in its support
supp(µ). Set ∆ denoting the least interval which contains supp(µ). A collection of
monic polynomials
{
qµ,n
}
n∈Z+ , Z+ = {0, 1, . . .} is the family orthogonal polynomi-
als with respect to µ if its elements satisfy the following orthogonality relations
0 =
∫
xνqµ,n(x) dµ(x), ν = 0, 1, . . . , n − 1, n ∈ Z+. (18)
Each qµ,n has n single roots lying in the interior of ∆ (we denote
◦
∆) such that it
vanishes at most once in each interval of ∆ \ supp(µ) (see [4, Theorem 5.2] or
[7, Chapter 1]). We also know that qµ,n+1 and qµ,n interlace their zeros. In [20]
B. Wendroff proved that given two polynomials Pn and Pn+1, with deg Pn+1 =
deg Pn + 1 = n + 1, that interlace zeros, there always exist measures µ such that
Pn = qµ,n and Pn+1 = qµ,n+1. Now we find some of these measures.
We say then a polynomial Pn(x) =
n∏
j=1
(
x − xj
)
of degree n is admissible with
respect to the measure µ, if its roots are all simple, lying in
◦
∆, with at most one zero
into each interval of ∆ \ supp(µ). The system of nodes (x1, . . . , xn) is also said to be
admissible with respect to µ.
Lemma 1. Let Pn(x) =
n∏
j=1
(
x − xj
)
and P˜n(x) =
n−1∏
j=1
(
x − x˜j
)
be two admissible
polynomials with respect to µ that satisfy x1 < x˜1 < x2 < · · · < x˜n−1 < xn . Then
there exists a positive integrable function ρn with respect to µ (ρn is a weight function
for µ) such that for the measure µn which differential form dµn(x) = ρn(x) dµ(x),
x ∈ supp(µ), Pn ≡ qµn,n and P˜n ≡ qµn,n−1 are the n-th and n−1-thmonic orthogonal
polynomials with respect to µn, respectively.
In the proof we follow techniques used in [12].
Proof. Consider Φ a set of weight functions such that for every constant α > 0 it
satisfies:
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i) ρ ∈ Φ =⇒ αρ ∈ Φ.
ii) (ρ, ρ˜) ∈ Φ2 = Φ × Φ =⇒ αρ + (1 − α)ρ˜ ∈ Φ, α ≤ 1.
iii)If a polynomial Q satisfies
∫
Q(x)ρ(x) dµ(x) > 0 for all ρ ∈ Φ, then Q ≥ 0 in
supp(µ).
Two examples of sets of weight functions satisfying the above conditions are
the positive polynomials and positive simple functions in [16, Definition 1.16]. In
general, the positive linear combinations of a Chevyshev system (see [11, Chapter
II]) conform a set as Φ. Examples of Chevyshev systems can be found in [15] (also
in [9]).
Given ρ ∈ Φ we set
vρ =
(∫
P˜n(x)ρ(x)dµ(x), . . . ,
∫
xn−2P˜n(x)ρ(x)dµ(x),∫
Pn(x)ρ(x)dµ(x), . . . ,
∫
xn−1Pn(x)ρ(x)dµ(x)
)
∈ R2n−1 .
Let us focus on K = {vρ : ρ ∈ Φ}. Proving Lemma 1 reduces to showing that K
contains the origin. From condition (i)we have that the origin belongs toK’s closure,
K. Since K is open we need to prove the origin is an interior point. We proceed
by contradiction. Suppose that the origin belongs to the boundary of K. This is
O ∈ ∂K = K \ K. There exists a hyper-planeA that touches tangentially ∂K at O.
On the other hand we have that condition (ii) implies that K is convex, then there
exists a vector a =
(
a0,n−1, . . . , an−2,n−1, a0,n, . . . , an−1,n
)
which is orthogonal with
respect to A in the sense of the standard inner vector product (a · u = 0, for all
u ∈ A), and for each vρ ∈ K, vρ · a > 0. So the polynomials
pn−1(x) = a0,n−1 + a1,n−1x + . . . + an−2,n−1xn−2
and
pn(x) = a0,n + a1,nx + . . . + an−1,nxn−1
satisfy that
0 <
∫ [
pn−1(x)P˜n(x) + pnPn(x)
]
ρ(x) dµ(x), for all ρ ∈ Φ.
According to condition (iii) the polynomial P(x) = pn−1(x)P˜n(x) + pnPn(x), with
real coefficients, must be non-negative in supp(µ). However we shall prove that this
is impossible, arriving then to a contradiction.
Assume that P(x) = pn−1(x)P˜n(x) + pnPn(x) does not change sign in supp(µ).
Suppose that there is a point t ∈ supp(µ), such that t = xk k ∈ {1, . . . , n} satisfying
that P(xk) = 0, then taking into account that P˜n and Pn interlace zeros, we have that
pn−1(xk) = 0. Also, since P is non-negative on supp(µ), we have that t = xk is a
zero of multiplicity even for P. Consider S = {t1, . . . , tℓ} ⊂ {x1, . . . , xn} the set of
all points where Pn and P vanishe at same time. Then we can write
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P = q(x)
ℓ∏
i=1
(x − ti)2di , di ∈ N, i = 1, . . . , ℓ, (19)
where q is a polynomial with positive values at every root of Pn. We also write
pn−1(x) = p˜(x)
ℓ∏
i=1
(x − ti) . (20)
The polynomial p˜ has degree deg pn − ℓ. Since P˜n and Pn interlace zeros, we have
that
P˜n(x)
Pn(x) =
n∑
j=1
λj
x − xj , λj > 0, j = 1, . . . , n. (21)
Observe that
ℓ∏
i=1
(x − ti)
Pn(x) =
1
ℓ∏
i=1
(x − ti)2di−1 q(x)
pn−1(x)
n∑
j=1
λj
x − xj + pn(x)
 .
This means that the above function satisfies that
1
ℓ∏
i=1
(z − ti)2di−1 q(z)
pn−1(z)
n∑
j=1
λj
z − xj + pn(z)
 = O
(
1
zn−ℓ
)
as z →∞,
which is a holomorphic functions on C \ ({x1, . . . , xn} \ S) . For each ν = 0, . . . , n −
ℓ − 2 we have then
zν
ℓ∏
i=1
(z − ti)2di−1 q(z)
pn−1(z)
n∑
j=1
λj
z − xj + pn(z)
 = O
(
1
z2
)
as z →∞,
also holomorphic functions on C \ ({x1, . . . , xn} \ S) . Set the elements yj ∈
{x1, . . . , xn} \ S, j = 1, . . . , n− ℓ with y1 < y2 < · · · < yn−ℓ , and λ˜j , j = 1, . . . , n− ℓ
the coefficients λ’s defined in (21) corresponding to points yj . Also let λ
′
j
denote
the λ’s of tj , j = 1, . . . , ℓ. Call F the set of the roots of the polynomial q defined in
(19). Consider a closed integration path Γ with winding number 1 for all its interior
points. Denote Ext(Γ) and Int(Γ) the unboundedand bounded connected components
respectively of the complement of Γ. Take Γ so that I ⊂ Int(Γ) and F ⊂ Ext(Γ).
From Cauchy’s Theorem and the above two conditions, it follows that
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0 =
1
2πi
∫
Γ
zν
ℓ∏
i=1
(z − ti)2di−1 q(z)
pn−1(z)
n∑
j=1
λj
z − xj + pn(z)
 dz
=
1
2πi
∫
Γ
zνpn−1(z)
n−ℓ∑
j=1
λ˜j
z − yj dz
ℓ∏
i=1
(z − ti)2di−1 q(z)
+
1
2πi
∫
Γ
zνpn(z) dz
ℓ∏
i=1
(z − ti)2di−1 q(z)
.
Since
zνpn(z)
ℓ∏
i=1
(z − ti)2di−1 q(z)
∈ H (Int(Γ)) the second term vanishes. From (20), using
the Cauchy integral formula, we obtain:
0 =
n−ℓ∑
j=1
y
ν
j p˜(yj )
λ˜j
ℓ∏
i=1
(
y
j − ti
)2(di−1)
q(yj)
= 0, ν = 0, . . . , n − ℓ − 1.
Taking into account that for each j = 1, . . . , n − ℓ, λ˜j
ℓ∏
i=1
(
y
j − ti
)2(di−1)
q(yj )
> 0,
we conclude that the above orthogonality relations imply that p˜ must change sign at
least n − ℓ times, hence deg p˜ ≥ n − ℓ. Since deg p˜ = deg pn−1 − ℓ ≤ n − ℓ − 1 we
arrive at a contradiction which completes the proof.
Consider a monic polynomial Pn(x) =
n∏
j=1
(x − xj ) with degree n ∈ N which is µ
admissible. We say that a weight function ρn on supp(µ) is orthogonal with respect
to Pn(x) and µ if Pn ≡ qµn,n, where dµn(x) = ρn(x) dµ(x), x ∈ supp(µ). We also
say that ρn is orthogonal with respect to xn = (x1, . . . , xn) and µ. A sequence of
weight functions {ρn}n∈N is a family of orthogonal weight functions with respect to
the sequence of polynomials {Pn}n∈N , if for each n ∈ N, Pn ≡ qµn,n.
Let qm(n) be an arbitrary polynomial with degree deg qm(n)(x) = 2n − m(n) − 1
being positive on [−1, 1]. Let µn denote the measure with differential form
dµn(x) = q−1m(n)(x)dµ(x), x ∈ supp(µ). Set a system of nodes xn = (x1, . . . , xn)
such that Pn(x) =
n∏
j=1
(x − xj ) = qµn,n. This means that xn is the system of n nodes
corresponding to the Gaussian quadrature rule for themeasure µn. Given an arbitrary
polynomial p ∈ Πm(n), we have that
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qm(n)(x)p(x) −
n∑
j=1
qm(n)(xj )p(xj )Lj,n(x) = qµn,n(x)Pn−1(x), (22)
where Lj,n(x) :=
n∏
k=1
k, j
x − xk
xj − xk , j = 1, . . . , n, and Pn−1 is a certain polynomial with
degPn−1 = n − (m(n) − deg p) − 1 ≤ n − 1.
Observe that
∫
p(x) d µ(x) =
∫
qm(n)(x)p(x)dµn(x).Hence from (22) we obtain∫
p(x) d µ(x)−
∫ n∑
j=1
qm(n)(xj )p(xj )Lj,n(x) d µn(x) =
∫
qµn,n(x)Pn−1(x) d µn(x),
which vanishes because qµn,n satisfies the orthogonality relations for µn as in (18).
We conclude then∫
p(x) d µ(x) =
n∑
j=1
p(xj,n)qm(n)(xj,n)
∫
Lj,n(x) d λ0(x)
qm(n)(x)
=
n∑
j=1
wj,np(xj,n).
This is an interpolatory integration rule with degree of exactness m(n), where the
weights can be defined via
wj,n = qm(n)(xj )
∫
Lj,n(x) dµn(x) = qm(n)(xj )w˜j,n, j = 1, . . . , n. (23)
The numbers w˜j,n, j = 1, . . . , n are the weights corresponding to a Gaussian quadra-
ture rule, which are all positive. Since qm(n) is also positive the weights wj,n > 0.
According to Pólya’s condition a sequence of these rules of integration is convergent.
Let us consider x =
{
xn =
(
x1,n, . . . , xn,n
)}
n∈N an admissible scheme of nodes
for a measure µ, and take a corresponding family of orthogonal weights {ρn}n∈N .
For each n, µn denotes the measure with differential form dµ(x) = ρn(x)dµ(x),
and introduce its family of orthonormal polynomials
{
pµn, j
}
j∈Z+ . This means that
pµn, j ≡ qµn, j/
qµn, j 2,µn , j ∈ Z+ where | | · | |2,µn denotes the L2 norm corresponding
to the measure µn.
Given a function f ∈ L2,µn and j ∈ Z+ we consider the j-th partial sum of the
Fourier series corresponding to f /ρn on the bases
{
pµn, j
}
j∈Z+ :
Sf ,µn, j =
j−1∑
k=0
fkpµn,k(x), fk =
∫
f (x)pµn,k(x)dµn(x), k = 0, . . . , j − 1.
Using the Christoffel-Darboux identity (see [19, Theorem 3.2.2]) we can deduce
Sf ,µn, j (x) =
∫
qµn, j (x)qµn, j−1(t) − qµn, j (t)qµn, j−1(x)qµn, j−122,µn (x − t) f (t)dµn(t). (24)
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The following result is an extension of [19, Theorem 15.2.4 (equality 15.2.7)]
Lemma 2. Let (x1, . . . , xn) be an µ admissible system of nodes. Given a polynomial
qm(n) take the system of weights (w1,n, . . . ,wn,n) whose elements wj,n, j = 1, . . . , n,
are constructed using (23). Then there always exists a weight ρn such that
wj,n
qm(n)(xj )
=
qτn,n−122,τn S1/ρn,τn,n(xj )
qτn,n−1(xj )q′τn,n(xj )
= −
qτn,n22,τn S1/ρn,τn,n+1(xj )
qτn,n+1(xj )q′τn,n(xj )
, (25)
where themeasure τn is such that
dτn
dµ
=
ρn
qm(n)
. Thus signwj,n = sign S1/ρn,τn,n(xj ) =
sign S1/ρn,τn,n+1(xj ), j = 1, . . . , n.
Proof. Take an orthogonal weight ρn with respect to the system of n nodes
(x1, . . . , xn) and the measure with differential form dµ(x)/qm(n)(x). According to
(23) and taking into account that Pn ≡ qµn,n where the measure τn has the differen-
tial form dτn(x) = ρn(x)dµ(x)/qm(n)(x), we have the following
wj,n = qm(n)(xj )
∫
qτn,n(x)
q′τn,n(xj )(x − xj )
dµ(x)
qm(n)(x)
, j = 1, . . . , n.
Arranging the above formula and using the identity (24) we obtain that
wj,n =
qm(n)(xj )
qτn,n22,τn
qτn,n+1(xj )q′τn,n(xj )
∫
qτn,n+1(xj )qτn,n(x)qτn,n22,τn (x − xj ) 1ρn(x) ρn(x) dµ(x)qm(n)(x)
= −
qm(n)(xj )
qτn,n22,τn
qτn,n+1(xj )q′τn,n(xj )
S1/ρn,τn,n(xj ),
which proves the second identity in (25). Since qτn,n+1(xj )q′τn,n(xj ) < 0, j =
1, . . . , n, then signwj,n = sign S1/ρn,τn,n+1(xj ). Following the above steps we can
prove the first equality in (25) and signwj,n = sign S1/ρn,τn,n(xj ).
The following two results are consequences of the above Lemma 2
Lemma 3. An admissible scheme of nodes x =
{
xn = (x1,n, . . . , xn,n)
}
n∈N is con-
vergent if there exists a family of orthogonal weights {ρn}n∈N with respect to x and
the sequence of measures
{
dτn(x) = dµ(x)/qm(n)(x)
}
n∈N satisfying
lim
n→∞
1 − ρn(x)S1/ρn,τn,n(x)[−1, 1],∞ = 0, (26)
where | |·| |[−1,1],∞ denotes the supremum norm on [−1, 1].
Proof. Assuming the equality (26), there exists a number N > 0 such that for every
n ≥ N the function S1/ρn,µn,n(x) > 0 on [−1, 1] particularly at the nodes. According
to Lemma 2, the coefficients wj,n, j = 1, . . . , n, are also positive. This completes the
proof.
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Lemma 4. Consider the varying measure d µn(x) = d µ(x)/qm(n)(x) and their or-
thogonal polynomials qµn,n(x) =
n∏
j=1
(
x − xj,n
)
and qµn,n−1(x) =
n−1∏
j=1
(
x − xj,n−1
)
,
n ∈ N. Let y = {yn = (y1,n, . . . , yn,n )}n∈N be a scheme of nodes such that for each
n ∈ N
− 1 < y1,n < x1,n−1 < y2,n < · · · < xn−1,n−1 < yn,n < 1. (27)
Assume that the polynomials Pn(x) =
n∏
j=1
(
x − yj,n
)
, n ∈ N satisfy
lim
n→∞
1qµn,n−122,µn
[
(qµn,n − Pn)qµn,n−1
q2
m(n)
] ′
= 0, on [−1, 1]. (28)
Then y is convergent.
Proof. From Lemma 1 we ensure the existence of a weight function ρn such that
the polynomials qτn,n−1 and Pn belong to the family of orthogonal polynomials
corresponding to the measure ρn(x)dµ(x)/qm(n)(x). Let us analyze the function1 − ||Pn | |
2
2,ρndµ/qm(n)
qm(n)(x)
qµn,n−122,µn S1/ρn,ρndµ/qm(n),n (x)

=
1
qm(n)(x)
Sqm(n),µn,n(x) −
P˜n2
2,ρndµ/qm(n)qµn,n−122,µn S1/ρn,ρndµ/qm(n),n (x)

We have used that Sqm(n),µn,n ≡ qm(n), hence we need to show that
lim
n→0
1
qm(n)(x)
S1/ρn,µn,n(x) −
P˜n2
2,ρndµ/qm(n)qµn,n−122,µn S1/ρn,ρndµ/qm(n),n (x)
 = 0.
Applying (24) we observe that
1
qm(n)(x)
©­­­«S1/ρn,µn,n(x) −
P˜n2
2,ρndµ/qm(n)qµn,n−122,µn S1/ρn,ρndµ/qm(n),n (x)
ª®®®¬ =
q−1
m(n)(x)qµn,n−122,µn
×
∫ (
qµn,n(x)qµn,n−1(t) − qµn,n(t)qµn,n−1(x)
x − t −
Pn(x)qµn,n−1(t) − Pn(t)qµn,n−1(x)
x − t
)
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× dµ(t)
qm(n)(t)
Let us consider the kernel
qµn,n(x)qµn,n−1(t) − qµn,n(t)qµn,n−1(x)qµn,n−122,µn qm(n)(x)qm(n)(t)(x − t) −
Pn(x)qµn,n−1(t) − Pn(t)qµn,n−1(x)qµn,n−122,µn qm(n)(x)qm(n)(t)(x − t)
=
(qµn,n − Pn)(x)qµn,n−1(t) − (qµn,n − Pn)(t)qµn,n−1(x)qµn,n−122,µn qm(n)(x)qm(n)(t)(x − t) = K(x, t).
From Taylor’s Theorem we obtain that
K(x, t) = 1qµn,n−122,µn
[
(qµn,n − Pn)qµn,n−1
q2
m(n)
] ′
(s)
for some s in between of x and t, so the assumption (28) completes the proof.
4 Asymptotic analysis
Let us consider the varying measure µn with dµn(x)/dx = (qm(n)(x)
√
1 − x2)−1,
where qm(n)(x) = q
2
1 − a
k
n
κ (x) =
(
κ∏
k=1
(x − ζj )
)21 − a
k
n
, n ∈ Λ. Let σ be the
zero counting measure of qk . This is σ =
1
κ
κ∑
k=1
δζk . Set the analytic logarithmic
potential corresponding to the measure σ:
g(z, σ) = −
∫
log (z − ζ) dσ(ζ). (29)
We take the logarithmic branch such that g(z, σ) is analytic on a domain D ⊂ K that
contains the interval [−1, 1], and also for every x ∈ [−1, 1],
Vσ(x) =
∫
log
1
|x − ζ | dσ(ζ) = g(x, σ) = −
∫
log (z − ζ) dσ(ζ). (30)
Since σ is symmetric we
∫
arg(x − ζ)dσ(ζ) = 0. In each compact K ⊂ D we have
that
1
2n
log
1
qm(n)(z)
= (1 − a) g(z, σ) on K .
Lemma 5. Let dµn(x)/dx = (qm(n)(x)
√
1 − x2)−1, n ∈ N be a sequence of measures
as above. Then
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qµn,n = (1 + O(e−cn)) exp
{
−nVν
}
K1,n + O(e−cn) exp
{
−nVν
}
K2,n (31)
and
dn,n−1
22na
qµn,n−1 = (1 + O(e−cn)) exp
{
−nVν
}
K2,n + O(e−cn) exp
{
−nVν
}
K1,n (32)
where dn,n−1 = −
(
2πi
qµn,n−12µn,2)−1 ,
K1,n(x) = 2 cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − a arccos x
)
, (33)
and
K2,n(x) = 1
i
cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − (a − 1/n) arccos x
)
. (34)
Proof. We study amatrix Riemann-Hilbert problem like in [14, Theorem2.4] whose
solution Y is a 2 × 2 matrix function satisfying the following conditions:
1. Y ∈ H(C \ [−1, 1]) (all the entries of Y are analytic on C \ [−1, 1]),
2. Y+(x) = Y−(x)
©­­«
1
(
qm(n)(x)
√
1 − x2
)−1
0 1
ª®®¬, x ∈ (−1, 1),
3. Y(z) ©­«
z−n 0
0 zn
ª®¬ = I + O(1/z) as z →∞, I is the 2 × 2 identity matrix.
4. Y(z) = O ©­«
1 |z ± 1|−1/2
1 |z ± 1|−1/2
ª®¬ as z → ∓1.
According to [14, Theorem 2.4] (see also [13]) the Y solution of above matrix
Riemann-Hilbert problem (for short Y-RHP) is unique and has the form
Y(z) =
©­­­­­«
qµn,n(z) −
1
2πi
∫
qµn,n(x)
z − x dµn(x)
dn,n−1qµn,n−1(z) −
dn,n−1
2πi
∫
qµn,n−1(x)
z − x dµn(x)
ª®®®®®¬
.
The key of our procedure follows the ideas introduced in [1].We find a relationship
between Y and the matrix solution R : C \ γ → C2×2 corresponding to another
Riemann-Hilbert problem (R-RHP) for a closed Jordan curve γ positively oriented
surrounding the interval [−1, 1]:
1. R ∈ H(C \ γ),
2. R+(ζ) = R−(ζ)Vn(ζ), ζ ∈ γ, with Vn ∈ H(D),
3. R(z) → I as z →∞,
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whereVn = I+O(εn)with 0 ≤ ε < 1, uniformly on compact subsets of K as n →∞.
Those conditions imply that R = I+O(εn) uniformlyonC as n →∞. There is a chain
of transformations to arrive from Y to R, which we represent Y → T → S → R.
Once we have arrived to R, we recover the entries of Y going back from R to Y .
From [3, Corollary 4] we have that the zero counting measures νn defined in (8)
corresponding to the monic orthogonal polynomials qµn,n(z) =
n∏
j=1
(
z − xj,n
)
with
respect to the varying measures µn, satisfy
νn
⋆→ ν = (1 − a)σ˜ + aλ0 as n →∞, (35)
where σ˜ denotes the balayage of the measure σ out of C \ [−1, 1] onto [−1, 1].
The measure ν is the so called (see [17, Theorem I.1.3]) equilibrium measure
under the influence of the external field (1 − a)Vσ(z). From (35) we have the
following equilibrium condition
Vν(t) − (1 − a)Vσ(t) = aVλ0(t) = a log 2, t ∈ [−1, 1]. (36)
Observe the conditions (3) in both Riemann Hilbert problems. Y requires a
normalization at infinity to get to R’s behavior at infinity. We modify Y to obtain
a Riemann-Hilbert problem whose solution is defined on the same set as Y , which
approaches I as n → ∞. Let us introduce the function g(z, ν), which is the analytic
potential corresponding to the measure ν described in (35)
g(z, ν) = −
∫
log (z − t) dν(t) = Vν(z) − i
∫
arg(z − t) dν(t), (37)
with arg denoting the principal argument g(z, ν) ∈ H(K \ (−∞, 1]). Substituting
g(z, ν) in (36) we obtain
g+(x, ν) + g−(x, ν) − 2a log 2 − 2(1 − a)g(x, σ) = 0, x ∈ [−1, 1]. (38)
and
g−(x, ν) − g+(x, ν) =

0 if x ≥ 1
2πi if x ≤ 1
2℘(x) if x ∈ (−1, 1),
(39)
with
℘(x) = πi
∫ 1
x
dν(t) = πi
[
(1 − a)
∫ 1
x
dσ˜(t) − a
π
arccos(x)
]
. (40)
Consider the matrices G(z) =
(
eng(z,ν) 0
0 e−ng(z,ν)
)
and L =
(
2na 0
0 2−na
)
. We
define the matrix functionT = LYGL−1. So T is the unique solution of the following
Riemann-Hilbert problem (T-RHP)
1. T ∈ H(C \ [−1, 1]),
2. T+(x) = T−(x)M(x), x ∈ (−1, 1),
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3. T (z) = I + O (1/z) as z →∞,
4. T (z) = O
(
1 |z ± 1|−1/2
1 |z ± 1|−1/2
)
as z → ∓1,
where according to (38) and (39) the jump matrix M(x) =
(
e−2n℘(x) (1 − x2)−1/2
0 e2n℘(x)
)
,
x ∈ (−1, 1).
According to [6, Theorem 1.34] there exists a domain D containing the interval
[−1, 1] where the function ℘ in (40) admits an analytic extension on D \ [−∞, 1] as
A(z) = πi
∫ 1
z
dν(ζ) = πi
∫ 1
z
ν′(ζ)dζ, (41)
where ν′(ζ) = ψ(ζ)√
1 − ζ2
, with ψ ∈ H(D) and ψ(x) > 0, x ∈ (−1, 1). Observe that
A+(x) = ℘(x) = −A−(x), then we write M(x) =
(
e−2nA+(x) (1 − x2)−1/2
0 e−2nA−(x)
)
.
We now seek jump conditions as we have in R-RHP. Consider a closed Jordan
curve γ ∈ D surrounding [−1, 1] as we have in R-RHP. Let Ω denote the bounded
connected component of C \ γ. We consider the function
√
z2 − 1 ∈ H(C \ [−1, 1]
with
√
x2 − 1± = ±i
√
1 − x2, x ∈ (−1, 1). We introduce the matrix function S as
follows
S(z) =

T (z) when z ∈ C \ (γ ∪ Ω)
T (z)
(
1 0
−i
√
z2 − 1 e−2nA(z) 1
)
when z ∈ Ω .
The matrix function S is the solution of the following Riemann-Hilbert problem
(S-RHP):
1. S ∈ H(C \ (γ ∪ [−1, 1])),
2. S+(x) = S−(x)
(
0 (1 − x2)−1/2
−(1 − x2)1/2 0
)
, when x ∈ (−1, 1) and
S+(ζ) = S−(ζ)
(
1 0
−i
√
z2 − 1 e−2nA(z) 1
)
, when ζ ∈ γ.
3. S(z) = I + O (1/z) as z →∞,
4. S(z) = O
(
1 |z ± 1|−1/2
1 |z ± 1|−1/2
)
as z → ∓1.
The jump matrix on γ approaches uniformly the identity matrix I . However it
does not happen in [−1, 1]. We fix this problem in the interval following the steps in
[13]. Consider the matrix
N(z) =
©­­­«
a(z) + a−1(z)
2
D(∞)
D(z)
a(z) − a−1(z)
2i
D(∞)D(z)
a(z) − a−1(z)
−2i
1
D(∞)D(z)
a(z) + a−1(z)
2
D(z)
D(∞)
ª®®®¬ , (42)
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where D(z) =
(
z√
z2 − 1
+ 1
)1/2
, D(∞) =
√
2 and a(z) = (z − 1)
1/4
(z + 1)1/4 . Hence N is
the solution of the following Riemann-Hilbert problem
1. N ∈ H(C \ [−1, 1]),
2. N+(x) = N−(x)
(
0 (1 − x2)−1/2
−(1 − x2)1/2 0
)
, x ∈ (−1, 1),
3. N(z) = I + O (1/z) as z →∞,
4. N(z) = O
(
1 |z ± 1|−1/2
1 |z ± 1|−1/2
)
as z → ∓1.
Introduce the matrix function R(z) = S(z)N−1. Taking into account that R and
S satisfy the same jump conditions across (−1, 1) we have that R+(x) = R−(x). So
R ∈ H(C \ (γ ∪ {−1, 1})). Since det N = 1 and from (42) we have that
N−1(z) = O
(
|z ± 1|−1/2 |z ± 1|−1/2
1 1
)
as z → ∓1.
Thus, when z → ∓1
R(z) = O
(
1 |z ± 1|−1/2
1 |z ± 1|−1/2
)
O
(
|z ± 1|−1/2 |z ± 1|−1/2
1 1
)
.
This implies
R(z) = O
( |z ± 1|−1/2 |z ± 1|−1/2
|z ± 1|−1/2 |z ± 1|−1/2
)
,
which means that each entry of R has isolated singularities at z = −1 and z = 1 with
R(z) = O|z ± 1|−1/2 as z → ∓1, and they are removable. So R satisfies the following
Riemann-Hilbert conditions:
1. R ∈ H(C \ γ),
2. R+(ζ) = R−(ζ)
(
1 0
e−2nA(ζ) 1
)
, when ζ ∈ γ.
3. R(z) = I + O (1/z) as z →∞.
From (41) 2A ∈ H(D \ [−∞, 1]) and Re(2A±(x)) = 0, x ∈ [−1, 1]. Using
the fact 2A′±(x) = ±2iν′(x) = ∓2πi
ψ(x)√
1 − x2
, x ∈ (−1, 1) and the Cauchy-Riemann
conditionswe have that
∂Re(2A±)
∂y
(x) > 0, x ∈ [−1, 1]. SinceRe(2A) is a harmonic
function on D\[−1, 1]we haveRe(2A(z)) > 0, z ∈ D\[−1, 1]. So given an arbitrary
compact set K ⊂ D \ [−1, 1] there exists a constant c(K) > 0 and an N ∈ N large
enough such that for every n ≥ N the function Re(2A(z))(z)) > c(K), z ∈ K
and n ≥ N . Note also that φn → 0 as n → ∞. So according [1] we arrive at
R(z) = I+O(e−cn) uniformly as n →∞ for each compact set K ⊂ C \ [−1, 1]. Take
z ∈ Int(γ). Going back now from R to Y , and considering just the first column, we
have that:
18 U. Fidalgo and J. Olson
eng(z,ν)
(
qµn,n(z)
2−2nadn,n−1qµn,n−1(z)
)
= (I + O(e−cn))
×
©­­­«
a(z) + a−1(z)
2
D(∞)
D(z)
a(z) − a−1(z)
2i
D(∞)D(z)
a(z) − a−1(z)
−2i
1
D(∞)D(z)
a(z) + a−1(z)
2
D(z)
D(∞)
ª®®®¬
©­«
1
(1 − z2)1/2e−2nA(z)
ª®¬ .
Take the + boundary values of all quantities involved when z → x ∈ (−1, 1).
Using the following identities from [13] or [14]
a+(x) ± a+(x)
2
=
1√
2(1 − x2)1/4
exp
(
± i
2
arccos x ∓ i π
4
)
,
we have exp
{
nVν(x)
} (
qµn,n(x)
2−2nadn,n−1qµn,n−1(x)
)
= (I + O(e−cn))
(
K1,n(x)
K2,n(x)
)
, where
K2,n(x) = 1
i
cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − (a − 1/n) arccos x
)
and
K1,n(x) = 2 cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − a arccos x
)
.
Finally we obtain
qµn,n(x) = (1 + O(e−cn)) e−nV
ν (x)K1,n(x) + O(e−cn)e−nVν (x)K2,n(x)
and
dn,n−1
22na
qµn,n−1(x) = (1 + O(e−cn)) e−nV
ν (x)K2,n(x) + O(e−cn)e−nVν (x)K1,n(x),
which are exactly the equalities stated in (31) and (32).
5 Proof of Theorem 1
We combine Lemma 5 and Lemma 28. First we choose a special scheme of nodes
y =
{
yn =
(
y1,n, . . . , yn,n
)}
n∈Λ which satisfies (10). The corresponding polynomials
have the following form
Pn(x) =
n∏
j=1
(
x − yj,n
)
= Φn(x) cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − a arccos x
)
, (43)
WhereΦn is a real valued function on [−1, 1] that never vanishes. Let us rewrite the
relation (31) as follows
qµn,n(x) = 2 exp
{
−nVν(x)
} (
cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − a arccos x
)
+ O(e−cn)
)
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= 2 exp
{
−nVν(x)
}
cos n
(
(1 − a)π
∫ 1
x
dσ˜(t) − a arccos x + O(e−cn)
)
.
Combining the above equality with (43) we obtain that
∫ yj,n
x j,n
dν(t) = O(e−cn) and
xj,n− yj,n = O(e−cn). This implies that lim sup
n→∞
|qµn,n−Pn |1/n(x) = exp(−c−Vν(x))
on [−1, 1]. Hence
lim sup
n→∞
©­« 1qµn,n−122,µn
[
(qµn,n − Pn)qµn,n−1
q2
m(n)
] ′ª®¬
1/n
(x) = exp(−c + Vσ(x)) < 1.
Here we have taken into account that dist ({ζ1, . . . , ζκ} , [−1, 1]) > 1, which yields
Vσ(x) < 0, x ∈ [−1, 1]. Then we see that condition (28) in Lemma 4 is satisfied.
We now prove that condition (27) holds.
Taking into account the equality (32) we have that the zeros of the polynomials
qµn,n−1 satisfy that for each j = 1, . . . , n − 1, n ∈ N
(1 − a)π
∫ 1
x j,n−1
dσ˜(t) − (a − 1/n) arccos x + O(e−cn) = 2 j − 1
2n
π. (44)
For each j = 1, . . . , n − 1, we subtract the above equality (44) to (10), and we obtain
that ∫ x j,n−1
yj,n
dν(t) = 1
n
(1 + o(1)) as n →∞.
This means that for n large enough yj,n < xj,n−1, j = 1, . . . , n − 1. Considering now
the jth equality in (10) and the j + 1th in (44) we have that∫ yj+1,n
x j,n−1
dν(t) = 1
n
(π − 1 + o(1)) as n →∞,
which implies that xj,n−1 < yj+1,n. So condition (27) holds. This proves that the
scheme y is convergent.
Once we know that y is convergent, we can construct another convergent scheme
x =
{
xn =
(
x1,n, . . . , xn,n
)}
n∈Λ taking
xj,n − yj,n ≤ Ae−ℓn, j = 1, . . . , n, n ∈ Λ,
and follow the previous process. This completes the proof.
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