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Abstract
Gaussian Processes (GPs) are powerful non-
parametric Bayesian regression models that
allow exact posterior inference, but exhibit
high computational and memory costs. In
order to improve scalability of GPs, approx-
imate posterior inference is frequently em-
ployed, where a prominent class of approxi-
mation techniques is based on local GP ex-
perts. However, the local-expert techniques
proposed so far are either not well-principled,
come with limited approximation guarantees,
or lead to intractable models. In this paper,
we introduce deep structured mixtures of GP
experts, a stochastic process model which i)
allows exact posterior inference, ii) has attrac-
tive computational and memory costs, and
iii), when used as GP approximation, cap-
tures predictive uncertainties consistently bet-
ter than previous approximations. In a variety
of experiments, we show that deep structured
mixtures have a low approximation error and
outperform existing expert-based approaches.
1 INTRODUCTION
Gaussian Processes (GPs) are powerful and versa-
tile models for probabilistic non-linear regression that
can capture complex non-linear relationships in data.
GPs allow for exact inference, that is, computing the
posterior mean and covariance of a GP given N ob-
servations with D dimensions. However, the com-
putational and memory costs scale as O(N3) and
O(N2 +ND) [Rasmussen and Williams, 2006], respec-
tively, which limits their use to small data domains or
require approximation schemes for big datasets. The
most common approaches to overcome these limitations
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are variational approximations to the GP posterior and
methods based on local GP experts [Liu et al., 2018].
The first approach is undoubtedly the more dominant
one as it allows for straightforward implementation
using differential programming [Wang et al., 2018]. In
this case, the posterior of a GP is represented with
Q inducing points which are treated as variational
parameters and learned by minimising the KL diver-
gence between approximate and full posterior. Varia-
tional approximations reduce the computational bur-
den to O(NQ2) [Titsias, 2009]. However, as shown
by [Burt et al., 2019], the number of inducing points
has to increase with Q = O(logDN) in order to guar-
antee convergence with high probability. This makes
variational approximations to GPs challenging already
with moderate dimensionality (D > 5).
Approximations based on local experts, on the other
hand, use a divide-and-conquer strategy and par-
tition the covariate space (or the data set) into
subsets, each modelled with an individual GP ex-
pert. For K experts, each with M << N ob-
servations, the computational and memory costs
are typically reduced to O(KM3) and O(K(M2 +
MD)), respectively. Prominent examples include the
Naive-Local-Experts model (NLE) [Kim et al., 2005,
Vasudevan et al., 2009], which naively models each
partition of the covariate space with an indepen-
dent GP, Products-of-Experts (PoE) [Tresp, 2000a,
Cao and Fleet, 2014], which aggregate predictive dis-
tributions from experts using a product operation,
and the Mixture-of-Experts (MoE) [Tresp, 2000b,
Rasmussen and Ghahramani, 2001], which dynami-
cally distribute observations to experts.
All these local-expert approaches have different advan-
tages and disadvantages. The NLE model allows exact
posterior inference, which reduces to independent GP
inference at each expert, but introduces hard discon-
tinuities in the covariate space, leading to high gener-
alization error [Liu et al., 2018], if the partitioning is
not well-supported by the data. PoE approaches have
been shown to result in sub-optimal rates of the pos-
terior contraction [Szabó and van Zanten, 2019] and
the combination of local experts using product
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aggregation is known to be Kolmogorov inconsis-
tent [Samo and Roberts, 2016]. Even in the case of the
Bayesian committee machine (BCM) [Tresp, 2000a],
where the PoE approach is justified as approximation
to Bayesian posterior inference, the introduced approx-
imation error is hard to analyse. Finally, while MoE
models specify a sound stochastic process model, they
do not permit tractable posterior inference, and inher-
ently rely on approximate inference.
In this paper, we introduce Deep Structured Mixtures
of GPs (DSMGPs) as an attractive alternative to previ-
ous local-expert approaches. Our model is based on a
natural combination of Sum-Product Networks (SPNs)
[Darwiche, 2003, Poon and Domingos, 2011] and GPs.
SPNs, in a nutshell, are a deep generalization of clas-
sical mixture models, and recursively model a distri-
bution using i) user-provided distributions (leaves),
ii) factorizations (products), and iii) mixtures (sums),
whose arrangement is captured by an acyclic directed
graph. See Section 2 for details on SPNs. A key advan-
tage of SPNs is that – akin to GPs – many inference
scenarios can be computed exact and efficiently.
So far, SPNs have solely been used as density represen-
tations for finitely many random variables. DSMGPs,
introduced in this paper, can be understood as an
extension of SPNs to the stochastic process case, by
equipping SPNs with Gaussian measures (correspond-
ing to GPs [Rajput and Cambanis, 1972]) as leaves.
Equivalently, we can also interpret our model as an
hierarchically structured mixture over a large num-
ber of NLEs. In particular, the posterior of DSMGPs
can be naturally understood as Bayesian model av-
eraging over an exponentially large mixture of NLEs,
i.e. combinatorial in the states of latent SPN vari-
ables [Zhao et al., 2016, Peharz et al., 2017]. The cru-
cial key advantage of DSMGPs is that posterior infer-
ence can be computed exact and efficiently, i.e. they
inherit tractable inference from SPNs and GPs.
We further show that the hierarchical structure of
DSMGPs can be exploited to speed up computations,
by sharing solutions of Cholesky decompositions among
GP leaves, and to model non-stationary time-series, by
locally adapting hyperparameters. In a variety of exper-
iments we show that our approach captures uncertain-
ties consistently better than previous approximations,
outperforms existing local experts based methods, and
has competitive running times compared to state-of-
the-art.
2 RELATED WORK
While our proposed DSMGP is a process model on
its own right, our main motivation in this paper is to
use it as an approximation to a full GP, following a
divide-and-conquer approach. In this sense, the most
related approaches are expert-based approaches, which
we review in this section.
The probably simplest approach are Naive-Local-
Experts [Kim et al., 2005], and subsequent approaches
[Gramacy and Lee, 2008, Vasudevan et al., 2009].
NLEs use pre-defined, sometimes nested, partition of
the covariate space and model each subspace using
an independent GP expert. Due to the independence
assumption, NLEs introduce hard discontinuities
in the modelled functions. Recent approaches
[Park and Huang, 2016] try to ameliorate this effect
by imposing continuity constraints onto the local
experts using patched GPs. However, this approach
suffers from inconsistent variances and does not scale
well with the number of boundaries and, consequently,
the dimensionality of the covariate space. In contrast
to NLEs and patched GPs, our model does not rely
on a single partition, but rather performs posterior
inference over a large set of partitions, and thus
effectively selects partitions which are well supported
by the data.
Product-of-Expert (PoE) approaches, generalised
PoE (gPoE) [Cao and Fleet, 2014], the Bayesian
Committee Machine (BCM) [Tresp, 2000a] and
the robust Bayesian Committee Machine (rBCM)
[Deisenroth and Ng, 2015] distribute subsets of the
data to local experts and aggregate their predictive
distributions using a product operation – weighted by
some adaptive or non-adaptive scale factors. The key
motivation in these approaches is that a product of
Gaussians is still Gaussian. The major drawback of
these methods is that they are somewhat heuristic, as
PoEs typically do not correspond to inference in some
well-defined statistical model. BCMs justify PoEs as
approximation to posterior inference in GPs, but the in-
troduced approximation error is hard to analyse. More-
over, the product aggregation of expert predictions
is Kolmogorov inconsistent [Samo and Roberts, 2016],
and PoEs are known to have sub-optimal rates of the
posterior contraction, and therefore uncalibrated pre-
dictive uncertainties [Szabó and van Zanten, 2019]. In
contrast to PoE approaches, our model is a well-defined
stochastic process and adequately captures predictive
uncertainties.
The MoE model [Tresp, 2000b] is a sound probabilistic
model, defined as a mixture of GP experts and a so-
called gating network which dynamically assigns data
to GPs. One of the most prominent variants is the infi-
nite MoE model [Rasmussen and Ghahramani, 2001],
which removes the i.i.d. assumption of the MoE and
uses a Dirichlet process as gating network. Alternative
formulations and improvements of the infinite MoE
model can be found in [Meeds and Osindero, 2005,
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Gadd et al., 2019]. However, while MoE models are de-
signed to capture multi-modality and non-stationarity,
they usually lack tractable inference. Consequently,
they inherently rely on approximate posterior infer-
ence, which hampers their application to large data
domains. In contrast to MoE models, our approach
does not use a gating network, but performs inference
over a large set of pre-determined partitions of the
covariate space. Crucially, and unlike as in MoE mod-
els, posterior inference in our model can be performed
exactly and efficiently.
3 BACKGROUND
3.1 Gaussian Process Regression
A Gaussian Process (GP) is defined as a collec-
tion of random variables (RVs) F indexed by an
arbitrary covariate space X , where any finite sub-
set of F is Gaussian distributed, and of which any
two overlapping finite sets are marginally consistent
[Rasmussen and Williams, 2006]. In that way, GPs
can naturally be interpreted as distributions over func-
tions f : X → R. A GP is uniquely specified by a
mean-function m : X → R and a covariance function
k : X × X → R. Given a training set of N obser-
vations D = {(xn, yn)}Nn=1 with X = {xn}Nn=1 and
y = {yn}Nn=1, let kX,X be the N×N covariance matrix
defined by [kX,X]n,m = k(xn,xm) and let mX be the
respective mean values, i.e. [mX]n = m(xn).
In GP regression, we aim to model noisy observed
output yn ∈ R given input locations xn ∈ X , i.e.
f ∼ GP(mX, kX,X) , (1)
yn | f,xn iid∼ N (f(xn), σ2) , (2)
where σ2 is the noise variance. The posterior of a GP
conditioned onD can be obtained by computing the pos-
terior mean, i.e. mD(x∗) = kx∗,X[kX,X +σ2I]−1y, and
the posterior variance VD(x∗) = kx∗,x∗ − kx∗,X[kX,X +
σ2I]−1kX,x∗ . Here the main challenge is the inversion
of [kX,X + σ2I], which is frequently realised via the
Cholesky decomposition [Press, 2002].
Note that there is an intimidate relationship between
GPs whose function draws are almost surely from
a certain function space and Gaussian measures de-
fined on this same function space. In particular, this
relationship is one-to-one for the space of continu-
ously differentiable functions on any real interval, and
for L2-spaces defined on arbitrary measurable spaces
[Rajput and Cambanis, 1972]. We will take use of this
equivalence, and naturally describe our model as a
hierarchical mixture over Gaussian measures. The em-
ployed hierarchical mixture, realised as a sum-product
network, is described next.
3.2 Sum-Product Networks
Sum-Product Networks (SPNs) [Darwiche, 2003,
Poon and Domingos, 2011] are a prominent type of
tractable deep probabilistic model which allow fast
and exact inference for high-dimensional data domains.
Definition 1 (Sum-Product Network). A sum-product
network over a finite set of RVs F = {F1, . . . , FD} is
a 4-tuple S = (G, ψ,w, θ), where G is a computational
graph, ψ is a scope-function, w denotes a set of sum-
weights, and θ is a set of leaf parameters.
The computational graph G is a connected acyclic di-
rected graph, containing three types of nodes: sums (S),
products (P) and leaves (L) (nodes without children).
We use N to denote a generic node, and N is the set of
all SPN nodes. The set of children of node N is denoted
as ch(N).
The scope function is a function ψ : N 7→ 2F, assigning
each node in G a subset of F, where 2F denotes the
power set of F. It has the following properties: i) If
N is the root node, then ψ(N) = F; ii) If N is a sum
or product, then ψ(N) =
⋃
N′∈ch(N) ψ(N
′); iii) For each
sum node S we have ∀N,N′ ∈ ch(S) : ψ(N) = ψ(N′)
(completeness); iv) For each product node P we have
∀N,N′ ∈ ch(P) : ψ(N) ∩ ψ(N′) = ∅ (decomposability).
In an SPN, each node N in G represents a distribution
over RVs ψ(N). In particular, each L computes a distri-
bution over its scope parameterised by θL. A sum node
S computes a weighted sum S =
∑
N∈ch(S) wS,N N where
wS,N ≥ 0. Note that w.l.o.g. we can assume that all sum
nodes are normalised, i.e.
∑
N∈ch(S) wS,N = 1, to ensure
each sum node is a proper mixture [Peharz et al., 2015,
Zhao et al., 2015]. Finally, a product node P computes
a factorisation over its children, i.e. P =
∏
N∈ch(P) N. It
can be shown, that the conditions completeness and de-
composability guarantee that many inference scenarios,
e.g. marginalisation and conditioning can be performed
in linear time of the network size [Darwiche, 2003,
Poon and Domingos, 2011, Peharz et al., 2015].
As shown in [Zhao et al., 2015, Zhao et al., 2016],
SPNs can be interpreted as deep structured mixture
models, using the notion of induced trees.
Definition 2 ([Zhao et al., 2016]). Given an SPN
graph G, a sub-graph T = (TV , TE) of G is called an
induced tree if i) the root of G is in T ; ii) if N ∈ TV is
a sum node, then exactly one child of N in S is in TV ,
and the corresponding edge is in TE; iii) if N ∈ TV is
a product node, then all the children of N in S are in
TV , and the corresponding edges are in TE.
Using the notion of induced trees, it can be shown that
the distribution of an SPN, denoted as S(x), can be
expressed as a mixture whose components correspond
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to induced trees [Zhao et al., 2016], i.e.
S(x) =
K∑
i=1
∏
(S,N)∈Ti,E
wS,N
∏
L∈Ti,V
p(x | θL) , (3)
where K denotes the number of induced trees. Note
that K grows exponentially with the depth of the SPN.
To the best of our knowledge, SPNs have been previ-
ously defined only over finitely many RVs. In the next
section, we extend SPNs to stochastic process models,
by equipping them with GP leaves.
4 DEEP STRUCTURED MIXTURE
OF GAUSSIAN PROCESSES
Intuitively, a Deep Structured Mixture of GPs
(DSMGPs) can be though of as an “SPN over GPs.”
Formally, this is most naturally defined via the one-to-
one correspondence of Gaussian measures on a function
space of interest and GPs which almost surely realise
in this function space [Rajput and Cambanis, 1972].
Definition 3 (Deep Structured Mixture of GPs).
Given a measurable covariate space (X ,Σ), let (F ,ΣF )
be a measurable function space of real-value functions
defined on X , i.e. F ⊂ RX equipped with a suitable
sigma algebra ΣF . Then a Deep Structured Mixture of
GPs (DSMGP) is defined as an SPN (G, ψ,w, θ), where
G is a computational SPN-graph (as in Definition 1),
ψ is a scope function ψ : N 7→ Σ, w is a set of sum
weights, and θ is a set of GP parameters. When N is
the root of G, then ψ(N) = X ; additionally, ψ satis-
fies the conditions ii-iv) in Definition 1 (in particular,
completeness and decomposability). Furthermore:
1. A leaf L ∈ G computes a Gaussian measure, corre-
sponding to a GP on ψ(L), parametrised by θL.
2. A product node P ∈ G computes a product measure
of its children.
3. A sum nodes S ∈ G computes a convex combination
(determined by its sum-weights) of the measures
computed by its children.
Definition 3 is mathematically elegant as it simply re-
places the usual definition of SPN leaf – involving den-
sities over finitely many RVs – to Gaussian measures,
corresponding to GPs. On the other hand, Defini-
tion 3 somewhat obscures how to work with DSMGPs
in practice. To this end, note that the SPN we are
working with can still be expressed as a finite – albeit
large – mixture of products of Gaussian measures, akin
to Eq. 3. Furthermore, recall that a Gaussian mea-
sure evaluated (projected onto) on finitely many data
Figure 1: Illustration of a DSMGP (with depth 1). Ver-
tical lines (red) represent hypotheses of independence
assumptions, i.e. partitions of the covariate space.
points yields a multivariate Gaussian. Consequently,
since a DSMGP is a finite mixture of Gaussian mea-
sure, evaluating it on finitely many data points yields
a Gaussian mixture whose components have block-
diagonal covariance-structure, determined by the scope
function ψ. In particular, by evaluating our model on
finitely many points, we yield a “normal” SPN with
finite Gaussians as leaves – similar as a GP reduces
to a multi-variate Gaussian when evaluated on finitely
many data points.
The structure (G, ψ) of a DSMGP is either
pre-defined or learned using posterior infer-
ence [Trapp et al., 2019a]. In this paper, for
simplicity, we assume that G is tree-shaped (i.e. each
node has at most one parent), and pre-specify ψ by
fixing a random partition of the covariate space at
each product node. When using DSMGPs as a prior
over functions, we assume all sum node weights to be
uniform, i.e. wS,N = 1/KS where KS is the number
of children under S. The posterior, derived in the
Section 4.1, is also a DSMGP, but with updated GP
leaves and sum-weights.
As mentioned above, we can understand DSMGPs as
mixtures over exponentially many NLEs. Considering
Equation (3) for this and interpret each induced tree
in a DSMGP to encode an NLE. The probability of
each induced tree/NLE, i.e. p(T ) = ∏(S,N)∈TE wS,N,
represents our belief about the respective partition of
the covariate space. Bayesian inference on DSMGPs
updates our beliefs and can be used for Bayesian model
averaging or selection over NLEs. Figure 1 illustrates
the architecture of a DSMGP, with depth of one, on the
motorcycle dataset [Silverman, 1985]. The root node,
shown as a sum, is a mixture distribution over densities
of NLEs, shown as products. Note that that practical
realisations of DSMGPs will have more than one layer,
i.e. the structure is hierarchical. An algorithm to recur-
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sively construct the hierarchical structure of DSMGPs
is given in Section 5.1.
Because we naturally have overlapping local GPs in
DSMGPs, experts at the leaves will share parts of
their kernel matrix. This property can be utilised to
share solutions of the Cholesky decompositions, which
speeds up computations. To do so, we can either copy
respective submatrices of the already computed decom-
positions, use rank-1 updates to obtain the decompo-
sition or continue the decomposition using an already
computed partial solution. We refer to the supplemen-
tary for details on sharing solutions of the Cholesky
decompositions in a numerically stable way.
4.1 Exact Posterior Inference
Similar to GPs, we can perform inference in DSMGPs
exactly. This is a crucial advantage over PoE ap-
proaches, which do not define a sound probabilistic
model, and over MoE approaches which are – due to
the use of a gating network – intractable. Under the
usual i.i.d. assumption, the unnormalised posterior can
be written as
p(f | D) ∝
∏
(xn,yn)∈D
p(yn | fn) p(fn |xn) , (4)
where p(fn |xn) is the DSMGP prior and p(yn | fn) is
the likelihood term. If the DSMGP is a leaf L, i.e.
it is a Gaussian measure induced by the GP at L,
the computation of the posterior follows the standard
computation for GPs [Rasmussen and Williams, 2006].
In case the DSMGP is a sum node S, the likelihood
terms can be “pulled” over the sum, i.e.
pS(f | D)
∝
∏
(xn,yn)∈D
p(yn | fn)
∑
N∈ch(S)
wS,N pN(fn |xn)
=
∑
N∈ch(S)
wS,N
∏
(xn,yn)∈D
p(yn | fn) pN(fn |xn) ,
(5)
simplifying inference to inference at the children.
Finally, in case the DSMGP is a product node P, we can
swap the product over observations with the product
over children and “pull” the likelihood terms down to
the respective children, i.e.
pP(f | D)
∝
∏
(xn,yn)∈D
p(yn | fn)
∏
N∈ch(P)
pN(fn |xn)
=
∏
N∈ch(P)
 ∏
(xn,yn)∈D(N)
p(yn | fn) pN(fn |xn)
 ,
(6)
where
⋃
N∈ch(P)
D(N) = D with
⋂
N∈ch(P)
D(N) = ∅ denotes
the subset of observations each child is responsible
for. Therefore, posterior inference again simplifies to
posterior inference at the children.
Inductively repeating this argument for all internal
nodes, we see that we obtain an unnormalised pos-
terior by multiplying each leaf with its local likeli-
hood term. After obtaining the unnormalised posterior
of a DSMGPs, we can obtain the normalised poste-
rior, i.e. p(f | D) = p(y | f) p(f |X)p(y |X) , by re-normalising the
model using a bottom-up propagation of the marginal
likelihoods of each expert through the network. We use
Algorithm 1 in [Peharz et al., 2015] for this purpose.
Note that normalising the posterior can be understood
as updating our beliefs over partitions.
4.2 Predictions
The posterior and the predictive distribution of a
DSMGP for an unseen datum at location x∗ are nat-
urally a mixture distribution and, therefore, can be
multimodal. If we wish to approximate a GP, which is
unimodal in all cases, we can compute the mean and
variance for x∗ by computing the first and second mo-
ment of the mixture. Let L be the set of all GP leaves
in a given DSMGP. Then, given a function τi : X → L
which maps an unseen datum at location x∗ to a leaf L
for each induced tree Tk, we can write the mean (first
moment) as
mD(x∗) =
K∑
i=1
∏
(S,N)∈Ti,E
wS,N mτi(x∗)(x
∗) , (7)
and the variance (second moment) as
VD(x∗) =
K∑
i=1
∏
(S,N)∈Ti,E
wS,N(m
2
τi(x∗)(x
∗)
+ Vτi(x∗)(x
∗)−m2D(x∗)) ,
(8)
where we usemτi(x∗)(x
∗) and Vτi(x∗)(x
∗) as short-hand
notation for the mean and variance of the predictive
distribution of the GP allocated at leaf τi(x∗).
4.3 Hyperparameter Optimisation
We can optimise the hyperparameters, i.e. noise vari-
ance and kernel parameters, of a DSMGP by max-
imising the log marginal likelihood for a dataset D.
Given a zero mean-function, the log marginal like-
lihood of the GP at leaf L is computed based on
the observations that fall into the subspace XL. Let
D(L) = {(xn, yn) ∈ D |xn ∈ XL} define the respec-
tive observations and let X(L) and y(L) be the in-
puts/covariates and the observed outputs contained in
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Figure 2: Noise parameter of DSMGP after global
hyperparameter optimisation (global) and local fine-
tuning (fine-tuning) on a synthetic dataset with het-
eroscedastic noise.
D(L). Then the log marginal likelihood is given as
log p(y(L) |X(L))
= −1
2
(
(y(L)
TC−1y(L)) + log |C|+N log 2pi
)
,
(9)
where C = kX(L),X(L) + σ
2I and log |C| denotes the
log determinant of C. Subsequently, the log marginal
likelihood of a DSMGP for the observed outputs y at
the given sample X is
log p(y |X)
= L
K
Σ
i=1
E
log p(Ti) + ∑
L∈Ti,V
log p(y(L) |X(L))
 ,
(10)
where p(Ti) is the probability of the ith induced tree and
L
K
Σ
i=1
E denotes the log-sum-exp operation. Note that
the log marginal likelihood can be evaluated efficiently
using a single upward-pass through the model.
To optimise Equation (10) we can perform gradient-
based optimisation using the partial derivatives w.r.t.
the hyperparameters θ, i.e.
∂ log p(y |X)
∂θ
=
∑
L∈S
∇L
∂ log p(y(L) |X(L))
∂θ
(11)
where ∇L = p(L)p(y(L) |X(L))p(y |X) ∂p(y |X)∂L denotes the gradi-
ent for leaf L and p(L) is the probability of selecting
L, i.e. the probability of the induced tree that con-
tains L. Computing ∇L can be done efficiently in
DSMGPs/SPNs by applying the chain-rule. We re-
fer to [Poon and Domingos, 2011, Trapp et al., 2019b]
for details on gradient computation in SPNs.
In case of non-stationarity in the data,
e.g. [Plagemann et al., 2008], we can locally adapt
(fine-tune) the hyperparameters of each expert.
Therefore, let #L denote the cardinality of L and let
S ∈ R#L×#L be a similarity matrix. Further, let S con-
tain similarity values, i.e. 0 ≤ [S]i,j ≤ 1 and [S]i,i = 1,
between all pairs of leaves (Li, Lj), with Li ∈ L, Lj ∈ L.
A natural choice for S is a matrix of normalised overlap
values, i.e. [S]i,j =
∑
xn∈D(Li)
1{xn ∈ D(Lj)}/#D(Li) where
#D(Li) is the cardinality of D(Li).
Given a similarity matrix S, we can compute the gra-
dients for θLi of leaf Li as
1
∂θLi
∂ log p(y |X)
=
∑
Lj∈S
Si,j∇Lj
∂ log p(y(Lj) |X(Lj), θLj = θLi)
∂θLj
.
(12)
Therefore, S constraints hyperparameters of similar
leaves to have similar values. If S is an identity matrix
we obtain the gradients of independent hyperparameter
optimisation and if S is a matrix of ones we obtain
global hyperparameter optimisation.
Figure 2 shows the noise parameter of the DSMGP ob-
tained using global hyperparameter optimisation and
local fine-tuning using a matrix of normalised over-
lap values on a synthetic dataset with heteroscedastic
noise [Tolvanen et al., 2014]. We can observe that local
fine-tuning allows the DSMGP to successfully capture
heteroscedasticity by adjusting the noise parameter of
each local GP accordingly.
5 EXPERIMENTS
5.1 Structure Construction
Starting with a sum node as the root, we used the
following algorithm to construct DSMGPs recursively.
For each sum node S, we instantiate KS many product
nodes as children and use uniform weights as initial
weights. For each product node P, we select a dimension
d with probability proportional to the variance in the
dimension of D(P) where D(P) = {X(P),y(P)} denotes
the subset of D which gets passed down to node P
during the recursive construction. After selecting a
dimension, we draw KP − 1 many split positions, i.e.
sk ∼ 0.5[vBeta(2, 2)+minX(P)d ]+0.5median(X(P)d ) ∀k
where v = maxX(P)d − minX(P)d , and partition the
covariate space XP into KP disjoint subspaces. If we
reached R many consecutive sum and product nodes or
the number of observations in subset D(Nk) ⊂ D(P) for
child node Nk is smaller than the minimum number of
observations M , i.e. M > #D(Nk), we construct a leaf
at Nk defined over the subspace XNk ⊂ XP. Otherwise,
we construct a sum node defined over the subspace and
continue the recursion.
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(a) generalized PoE (b) robust BCM (c) DSMGP (our)
Figure 3: Comparison of gPoE, rBCM and DSMGP against an GP (shaded area) with 5 observations per expert.
5.2 Approximation Error
We evaluated the approximation error of DSMGPs
against popular PoE approaches on the motorcycle
dataset [Silverman, 1985]. Figure 3 compares the pos-
terior mean and variance of the gPoE, the rBCM and
the DSMGP with an exact GP shown in grey. All
models have been fitted using the same hyperparam-
eters as the exact GP and use local GPs with M = 5
observations per expert. We can see that the gPoE
algorithm results in too conservative predictions and
the rBCM provides an overconfident approximation.
The DSMGP model, on the other hand, provides an
accurate representation of the uncertainties in regions
with and without observed data. Further, the DSMGP
does not suffer from severe discontinuities and can ex-
ploit discontinuities in situations where it is useful, e.g.
[Cornford et al., 1998].
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Figure 4: Approximation error on Kin40k dataset.
Further, we assessed the approximation error of
these three approaches on the Kin40k dataset
[Seeger et al., 2003]. For this purpose, compared the
Root Mean Squared Error (RMSE) against the num-
ber of observations per expert. To fit each model, we
used a Squared Exponential (SE) kernel function with
Automatic Relevance Detection (ARD) and used the
same hyperparameters as the exact GP. The DSMGPs
was constructed using the algorithm in Section 5.1
with KS = 4, R = 2 and we calculated the number of
splits at each product node using KP = R
√
N
M . Fig-
ure 4 shows that DSMGPs consistently obtains a lower
approximation error than state-of-the-art approaches.
5.3 Qualitative Evaluation
We evaluated the performance of DSMGPs agains
state-of-the-art approximations on a list of benchmark
datasets. Statistics and details on the pre-processing
are described in the supplementary. We used a SE
kernel function with ARD and learned the hyperparam-
eters with RMSProp [Hinton et al., 2012] over 10, 000
iterations. To assess the performance of DSMGPs we
compare against the gPoE, rBCM, and sparse varia-
tional GPs (SVGP) [Gal et al., 2014]1. Additionally,
we list the performance of linear regression LR, a con-
stant regression function Const and an exact GP –
only trained on datasets with ≤ 10, 000 observations.
We used Q = 100 and Q = 500 inducing points
and consistently used M = 100 per expert. For the
gPoE and rBCM we followed the approach described
in [Deisenroth and Ng, 2015]. DSMGP structures has
been constructed as described in the previous sub-
section.
Table 1 reports the Mean Absolute Error (MAE) and
the Negative Log Predictive Density (NLPD) on each
dataset, see supplement for details. Note that NLPDs
for LR and Const are computed using the inferred
noise as the variance of the predictive distribution.
We see that DSMGPs consistently outperform other
expert-based approaches and often outperform SVGPs
on large datasets. Further, our model consistently
captures predictive uncertainties better than previous
work resulting in low NLPDs. In contrast to SVGP,
which is heavily influenced by the number of inducing
points, our approach has a high predictive performance
without having to adjust the number of observations
per expert.
1We used the software by [Galy-Fajou et al., 2019].
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Table 1: Mean Absolute Error (MAE) and Negative Log Predictive Density (NLPD) of state-of-the-art approaches
and DSMGPs (our work) on benchmark datasets with 1.5k to 500k observations. Smaller values are better.
Airfoil Parkin. Kin40K House Protein Year
MAE NLPD MAE NLPD MAE NLPD MAE NLPD MAE NLPD MAE NLPD
Const 0.82 1.43 0.85 2.88 0.81 1.42 0.62 1.45 0.89 1.41 0.74 1.41
LR 0.53 1.05 0.82 2.79 0.81 1.42 0.49 1.30 0.71 1.25 0.73 1.39
GP 0.50 0.99 0.78 2.73 0.79 1.39 NA NA NA NA NA NA
SVGP100 0.27 4.27 0.73 97.61 0.41 5.14 0.40 63.82 0.63 166.33 0.71 4535.13
SVGP500 0.19 1.10 0.67 25.21 0.23 1.39 0.40 6.84 0.57 60.87 0.66 1.54
gPoE 0.35 0.72 0.84 4.49 0.80 2.68 0.50 4.61 0.82 2.38 0.74 3.78
rBCM 0.30 2.55 0.83 10.75 0.80 20.17 0.50 69.08 0.77 41.58 0.74 699.23
DSMGP 0.32 0.57 0.74 2.66 0.78 1.38 0.39 1.11 0.55 1.11 0.72 1.38
Additionally, we computed the effective number of mix-
ture component represented by the DSMGP and mea-
sured the average running times of a single training
iteration on an i7-6900k CPU @ 3.2 GHz. The effective
size of the mixture is airfoil: 5.44 × 102, parkinsons:
1.41× 103, kin40k: 6.71× 107, house: 1.68× 107, pro-
tein: 7.21× 1016, and year: 4.30× 1018. We want to
emphasis that the respective mixtures are efficiently
represented by the DSMGP and do not have to be con-
structed explicitly. Table 2 lists the resulting running
times, indicating that the computational costs for hy-
perparameter optimisation in DSMGPs is competitive
to prior work.
Table 2: Average runtime (seconds) of an iteration of
hyperparameter opt. on an i7-6900k CPU @ 3.2 GHz.
Dataset GP gPoE rBCM Ours
Airfoil 0.28 0.05 0.05 0.06
Parkin. 42.61 1.21 1.30 1.27
Kin40k 107.65 0.86 0.87 0.89
House NA 2.55 2.55 2.59
Protein NA 2.69 2.70 2.53
Year NA 28.82 28.90 22.17
5.4 Shared Cholesky Decomposition
In addition, we empirically evaluated the performance
gains through sharing solutions of the Cholesky decom-
positions. Figure 5 compares the runtimes, measured
on an i7-6900k CPU @ 3.2 GHz for a synthetic dataset
consisting of 1, 000 observations, against an increasing
number of partitions. We see that sharing Cholesky
decompositions reduces the runtime by a factor of two,
allowing us to explore twice as many partitions of the
covariate space.
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Figure 5: Time required to solve the Cholesky decom-
position of a DSMGP on a synthetic dataset using a
naive approach or using our shared approach.
6 CONCLUSION
In this paper introduced Deep Structured Mixtures
of GPs (DSMGPs), which combine Sum-Product Net-
works (SPNs) with Gaussian Processes (GPs) as sub-
modules, i.e. as leaf distributions. For this, we first in-
troduced a measure-theoretic perspective on DSMGPs,
extending the standard definition of SPNs. Subse-
quently, we showed that DSMGPs allow efficient and
exact posterior inference while having attractive compu-
tational costs. Further, we discussed that DSMGPs can
be understood to perform Bayesian model averaging
over naive-local-experts (NLE) models and showed that
the hierarchical structure of DSMGPs can be exploited
to speed up computations and model non-stationary
time-series. In a variety of experiments, we showed
that DSMGPs provide low approximation errors, cap-
ture predictive uncertainty consistently better than
previous work and outperform existing expert-based
approximations. We leave extensions based on sparse
variational GPs and more sophisticated structure learn-
ing for DSMGPs open to future work.
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