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ABSTRACT 
 
The link between the activity of neurons in the nervous system and visual perception 
remains one of the most significant and puzzling problems in neuroscience. 
Generalized flash suppression (GFS) in which a salient visual stimulus can be rendered 
invisible despite continuous retinal input has provided a powerful means to study neural 
processes directly related to perception rather than to the external stimulus. However, the 
mechanisms underlying such perceptual suppression remain poorly understood. The goal 
of this work was to study how different neural signals represent the perception during 
visual suppression, how reliable the population responses can be used to determine the 
perceptual states, and what the roles of different visual cortical areas are during 
perceptual suppression.  
 
This work was carried out by using advance computational techniques to analyze multi-
electrode recordings from visual cortex including primary visual cortex and extrastriate 
visual cortical areas, using ocular configurations of suppression and the paradigm of 
GFS. About 40 gigabytes of high quality data set was analyzed in this work, consisting of 
simultaneous multi-electrode multi-unit activity (MUA) and local field potential (LFP) 
recorded from visual cortical areas V1, V2 and V4 collected from three monkeys 
performing the GFS task.  
 
The first part of the thesis is dedicated to identify perception-related information revealed 
by spectral analysis performed on LFP signals, based on multivariate autoregressive 
v 
 
modeling. The modulation revealed by power indicated the degree of synchrony and time 
of different visual cortex involved in suppression. Functional network analysis, as 
measured by coherence, revealed significant reduction of network connectivity. The 
second part of the thesis is dedicated to predict the trial by trial fluctuations of monkey’s 
perceptual state (visible vs. invisible), from different neural signals, spike and LFP in 
different visual cortex, based on decoding methods including a variety of computational 
and statistical techniques such as linear discriminant analysis, logistic regression, and 
support vector machine. In conclusion, LFP was closely related to perceptual suppression 
in V1, V2, V4, and the perceptual visibility was also reflected by integrated spiking 
activity. Multi-electrode recordings carried complimentary information while correlation 
limited the benefit of population activity. Different perception may be induced by 
different network and during suppression reduced connection strength was observed. 
Top-down information from V4 to V2 and then to V1 during perceptual suppression was 
indicated. 
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CHAPTER 1: INTRODUCTION 
 
1.1 Overview  
How perception arises from neural activity in sensory areas of the brain is the 
fundamental problem of neuroscience and lots of studies have been implanted to clarify 
the underlying mechanism (McClurkin et al., 1991; Parker & Newsome 1998; Singer & 
Gray 1995; Parket & Krug 2003; Krug 2004; Gail et al., 2004; Quiroga & Panzeri 2009; 
Averbeck et al., 2006; Salinas & Sejnowski 2001; Haynes & Rees 2006). In the past two 
decades, sensory neuroscience has moved from describing neural response properties of 
external stimuli in cerebral cortex, to establishing connections between neural activity 
and sensory perception. The question of how perception arises from neural activity in the 
visual cortex is the most significant and puzzling question for many issues related to 
perception. It is difficult to establish the links between neural activity and perception. It 
requires at least a dissociation between external stimulus and perception. Visual 
suppression pattern provides a way to achieve the dissociation (Blake & Logothetis 2002; 
Parket & Krug 2003; Matheswon et al., 2009). Generalized flash suppression (GFS), in 
which salient stimuli may be rendered invisible from perception while they are physically 
presented for the duration of the task, has provided a powerful means to study neural 
processes directly related to perception rather than to the stimulus. Such perceptual 
suppression illustrates straightforwardly that our conscious perception is not simply a 
reconstruction of the external world, but also is affected by internal neural processes in 
the brain.  
The complex mechanism of visual system is exposed by its illusions to some extent 
(Blake 1989; Logothetis et al., 1996; Logothetis 1998; Tong et al., 1998; Leopold & 
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Logothetis 1996; Leopold et al., 2002; Miller et al., 2000; Miller et al., 2003; Eagleman 
2001; Blake & Logothetis 2002; Parket & Krug 2003; Busch 2009; Matheswon et al., 
2009; Wang et al., 2009a; Cui et al., 2009; Brouwer & van Ee 2007; Haynes & Rees 
2005a; Kamitani & Tong 2005). Sensory stimuli are known to cause sensory neurons to 
change their activity. Thus the dissociation between stimulus and perception serves as an 
entry point for research into perception rather than stimulus considering. In this project, 
we turn to the unsolved basic questions that what attribute of neural signals has conveyed 
information about perception and how on a particular trial neuronal response and 
perception are related to each other, in an effort to understand how neural activity inform 
specific perceptual decisions.  To address these questions, first we need to investigate 
how neural activity is represented. It is a neural coding problem.  
The nature of neural code remains a topic of intensive debate within the neuroscience 
area despite that many studies have been performed (Barlow 1972; Shadlen et al., 1996; 
Parker & Newsome 1998; Eckhorn et al., 1988; Gray et al., 1989; Singer & Gray 1995; 
Fries et al., 2001; Pesaran et al., 2002; Shadlen & Newsome 1996; Logothetis et al., 
1996; Blake & Logothetis 2002; Leopold & Logothetis 1996; Sheinberg & Logothesis 
1997; Fries et al 1997; Gail et al., 2004; Maier et al., 2005). A fundamental question is 
whether neurons use rate coding or temporal coding. Rate coding is the most common 
neural code that has been suggested to reflect behavioral and cognitive process (Barlow 
1972). Rate coding is sometimes called frequency coding. This was originally shown by 
Adrian in 1926. Adrian found that as the stimulus weight increased, the number of spikes 
recorded from sensory nerves innervating the muscle increased. In other words, the 
frequency of events, instead of individual event magnitude, was the basis for most inter-
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neuronal communication. This indicated that substantial information was contained in the 
neuronal firing rate. Kuffler observed that neurons in the retina enhanced their firing rate 
when stimulus was in the receptive field (Kuffler 1951). It is often argued that firing rate 
captures essentially all relevant information. On one hand, Barlow (1972) argued in favor 
of the completeness of single-cell information, in the sense of that the firing rate of a 
single cell could carry all relevant information and populations would add little else. 
Britten et al. considered the ability of single MT neurons to predict eye saccades in 
response to stochastic dot motion (Britten et al., 1992). Spikes provide a fast way of 
communicating signals between neurons (Kreiman et al., 2002). On the other hand, 
temporal structure of spike might also be important (Eckhorn et al., 1988; Gray et al., 
1989; Singer & Gray 1995; Engel et al., 1992, 2001; Fries et al., 2001; Pesaran et al., 
2002;).  This so-called temporal coding may refer to several different ideas: i) much of 
information may be transmitted by a neuron during small intervals of time; ii) 
synchronous,  firing of neurons within and across ensembles may carry important 
information; iii) the precise timing, or pattern, of spikes may carry information. During 
visual processing, scene initially split into isolated components which are detected by 
individual neurons. These isolated components are to reassemble into the complete object 
for perception. The procedure to create a unified percept from different responses from 
many individual neurons is called binding problem. Synchrony could be the mechanism 
for binding together responses from dispersed neurons and has received much attention 
(Eckhorn et al., 1988; Gray et al., 1989; Singer & Gray 1995; Fries et al., 2001). Much 
evidence (Singer & Gray 1995; Fries et al., 2001; Pesaran et al., 2002) has shown that 
neuronal responses to sensory stimuli are often temporally structured.  
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Studies on the neural coding have driven a lot of discussions in recent years. Of particular 
interest there are debates for determining neural presentations of perceptual decision. On 
one hand, single unit studies largely based on neuronal firing rate, revealed that activities 
from different cortical areas were related with perceptual modulation with different 
degree (Leopold & Logothetis 1996; Sheinberg & Logothetis 1997; Stark & Abeles 
2007). For example, spiking population activity in inferior temporal cortex provided 
accurate and robust information about object identity and category of 77 gray-scale 
objects belonging to eight possible groups (Hung et al., 2005).  On the other hand, slow 
fluctuations termed local filed potential (LFP), showed perception-related modulation 
which was absent or less pronounced in spike activity (Fries et al., 1997; Gail et al., 2004; 
Maier et al., 2005). To make things more complicated, it was reported that LFP can be 
used as an additional signal for decoding brain activity besides single-unit activity in 
motor cortex (Mehring et al., 2003).  
 
What is more, fundamental questions such as whether perceptual suppression is a 
consequence of activity changes in the primary visual cortex also remain controversial. 
When viewing ambiguous images, percentage of single cells correlated with monkey’s 
perception increased along visual ventral pathways suggest perception arise at several 
levels in the visual pathways and indicated high-level explanation (Leopold & Logothesis 
1996). On the other hand, neuroimaging results, which have revealed a strong correlation 
between the functional magnetic resonance imaging (fMRI) signals in the early visual 
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cortex and a subjective perception, support a low-level model (Tong & Engel, 2001; 
Haynes et al., 2005a). The basis of this discrepancy remains unknown. 
These controversial fundamental questions have induced further questions: does LFP 
provide better perceptual prediction about perceptual suppression than spike activity? 
What is their relative contribution to perception? How is reliable perceptual 
discrimination to be achieved? What different role does the cortical area play in 
perceptual suppression? Spikes only provide information about outputs of neurons in an 
area, while LFP largely arises from dendritic activity and reflects the inputs to and local 
processing within one brain area (Mitzdorf 1987; Kreiman et al., 2006; Super et al., 
2005). Suppression may be represented by spiking activity or LFP differentially. As a 
consequence, rate coding and temporal coding may both carry important information and 
are not mutually exclusive. This work is to seek a better understanding of the 
fundamental problem of neural coding. Additionally, three cortical areas V1, V2 and V4 
may show different neural responses during suppression. It may provide new 
understandings of the above debate: single-cell recordings showed minimal modulation in 
neural firing rate during perceptual suppression while functional imaging studies showed 
strong correlations with visibility in the corresponding cortical areas (Haynes et al., 
2005a; Leopold et al., 1996). Further fundamental question, like possible interplay 
between earlier cortical areas and higher cortical area, network influence to suppression 
and so on, can be studied and help understand the neural mechanisms of suppression. 
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1.2 Approach and contribution 
Both the neural responses and perceptual decisions show variability. A given neuron may 
or may not fire in response to repeated representation of certain stimulus. Additionally, 
for an identical stimulus, suppression may be reported for some trials while not observed 
in others.  
Traditionally, it is assumed that responses of single cells averaged over several trials can 
reduce the effects of neuronal variability. However, the brain usually processes 
information by large populations in a trial. The project consists of two parts: the first part 
is to study neural activity for two perceptual conditions in a single-neuron multiple-trial 
framework and the second part is to extract perceptual information by single trial 
methodologies. The two parts, each with specific aims are outlined below.  
Part I: Study neural activity for two perceptual conditions in a single-neuron multiple- 
trial framework. In the experiment, the subject performs the same task repeatedly and 
each repetition called a trial. The neural recordings exhibit large variability from trial to 
trial. A traditional neuroscience method is to average single-trial activity over an 
ensemble of trials. It is thought to reduce the trial-to-trial variability due to background 
noise.  
 
i. Specific Aim #1 is to explore the power difference between neural activity 
from two perceptual states ‘visible’ and ‘invisible’ given the same 
stimulus.  
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Power reflects regional oscillatory activity of neural assemblies. By 
comparing power difference between two perceptual states, information 
related to perceptual discrimination can be extracted. If there exists some 
certain band associated with perceptual suppression, this indicates that that 
band may play a more important role in perceptual suppression than other 
bands. These studies on perceptual-related modulation in power not only 
convey straightforward impression about suppression, but also provide 
guideline for the decoding analysis on single-trial activity. 
 
ii. Specific Aim #2 is to compare coherence between the two perceptual 
states.  
 
Perceptual suppression is a process which multiple structures involved and 
this information may be encoded by connection. Coherence is a measure 
of the consistency of phase-relationship between two time series. It 
provides information of functional coupling. By comparing coherence 
between the two perceptual states given on the same stimuli, we can 
identify whether coherence is more related to perception. In other words, 
measure of connection is more informative than individual activity 
activation. 
 
 
Part II: Predicting perceptual states from single trial activity. The brain usually processes 
information on an individual event by evaluating neural activity from large populations of 
8 
 
neurons. Although it is clear that we need to study the neural activity at population level, 
there is one major challenge that the information from the population of neurons must be 
extracted with objective measure. Decoding method is a possible approach to achieve that 
by predicting a perceptual state from the pattern of neural responses. This part is 
consisted of three interrelated projects, each with specific aims outlined as below. 
1. The role of LFP and spiking activity played in perceptual suppression. 
i. Specific Aim #3 is to test the hypothesis that LFP provides a better 
prediction than spiking activity. 
 
Comparative studies of spiking and LFP on the predictability of perceptual 
states are to be undertaken. The analysis is to find out which neural 
representation is more related to predicting perceptual state, in other 
words, whether the coding scheme is temporal coding or rate coding. 
Additionally, if some certain band can get significantly accurate 
prediction, it indicates that the band may play a more important role in 
perceptual suppression than other bands. Otherwise, it may be a process of 
whole-band.  
 
ii. Specific Aim #4 is to examine whether spiking responses contain 
complementary information to LFP such that the combined information of 
simultaneous LFP and spiking activity can improve the predictability of 
perceptual state. 
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LFP and MUA are two different measures of neural activity. Simultaneous 
recording of LFP and MUA from the same source provides an opportunity 
to investigate whether perceptual information at different levels of neural 
representation can be integrated to improve the predictability of perceptual 
states. If we couldn't gain much improvement on the predictability of the 
combined information, it would indicate that LFP and MUA carry 
redundant information. On the other hand, if obvious improvements were 
observed, it would imply that MUA and LFP carry complementary 
information and both are affected by suppression, although the degree 
associated with predictability of perceptual state may be different. 
 
2. The ability of readout of perceptual states by population activity. 
i. Specific Aim #5 is to explore how well the population activity can 
determine the perceptual states. 
 
The neural responses of individual neurons are inherently noisy. A way to 
get an accurate signal from noisy neurons is to average the reponses from 
many neurons. We hypothesize that pooling responses across a population 
of neurons, noise in the activity of single neuron is to be averaged out and 
improved performance is expected. We will test the hypothesis by 
studying the simultaneous recordings from multiple sites.  
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ii. Specific Aim #6 is to test the hypothesis that the correlation among the 
responses from different neurons will limit the benefits of combining 
simultaneous recordings from multiple channels, thus decrease the 
prediction performance of perceptual discrimination. 
 
In population coding schemes, the role of correlations among 
simultaneously recorded neurons remains in debate, both at the 
experimental and at the theoretical levels. Correlations among the neural 
activity from different sites may decrease or increase the accuracy of 
perceptual discrimination. On one hand, perceptual discrimination may 
benefit from correlation. On the other hand, correlation may limit the 
benefit from population activity. With simultaneous recordings from 
multiple sites, we can determine the influence of correlations on the 
prediction accuracy of perceptual discrimination, and propose a surrogate 
for the population activity. 
 
3. The relative role of visual areas played during perceptual suppression. 
Specific Aim #7 is to explore whether neural activity from different visual 
areas show significantly different prediction performance of perceptual 
suppression. 
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We test the hypothesis that when suppression is induced, perceptual state 
is more represented in neural activity in V4 than that in V2 and V1. It 
means that neural activity in V4 will contain more related information 
about suppression than neural activity in V2, and V1. As a consequence, 
better prediction is expected from neural activity in V4 than that from V2 
and V1. By comparing predictability of neural responses from different 
visual areas, we can evaluate to what extent that different visual areas may 
be involved in perception. If neural activity from visual area V4 shows 
significantly higher prediction accuracy than neural activity from visual 
area V1 and V2, which may infer higher cortical area play much more 
important role than lower cortical areas. Additionally, whether neural 
activity in primary visual cortex gives rise to suppression will be 
addressed. 
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PART I. NEURAL ACTIVITY OF SUPPRESSION IN MULTIPLE-TRIAL 
FRAMEWORK 
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CHAPTER 2: NEURAL ACTIVITY DURING GENERALIZED FLASH SUPPRESSION 
 
2.1 Introduction 
During visual processing, visual scene initially is split into isolated components that are 
detected by individual neurons. These isolated fragments are then to reassemble into the 
complete object for perception. Visual perception of a scene results form a complex 
interplay between external information about visual stimulus and internal processing. 
Previous research suggests that stimulus conditions that disturb early feature 
representations may bring visual invisibility (Macknik et al., 1998), and deficits in visual 
attention can induce invisibility too (Mack & Rock 1998). In the recent years, visual 
suppression patterns have emerged as a powerful tool to study perception at the neural 
level since it can dissociate the external world representation from internal brain 
processes, and thus can be used to provide insights into the neuronal mechanisms that 
give rise to subjective perceptual experience. A famous example of bistable perception 
vase-or-faces is shown in Fig 1.1.  One of the most best-studied of visual suppression 
pattern is binocular rivalry, a phenomenon of perception alternates between different 
images presented to different eyes (Wade 1998; Wheatstone 1838; Blake & Logothetis 
2002), discovered by Porta (Wade 1998). Flash suppression was discovered by Jeremy 
Wolfe (Wolfe 1984), where stimulus presented to one eye is suppressed by a flash of 
another stimulus presented to the other eye. Binocular rivalry flash suppression (BRFS) 
combines the above two patterns and presents stimuli asynchronously and the second 
pattern will dominate perception while the first is suppressed (Sheinberg & Logothetis, 
1997; Kreiman et al., 2002).  
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Figure 0.1. Example of visual suppression: vase-or-faces. After looking at this figure for a while 
you will notice there are two alternative interpretations. One is a central vase. The other is the 
profile of two faces looking at each other. This image is bistable: if you look at the figure your 
perception will alternate between the vase and the faces. 
 
A new paradigm termed generalized flash suppression (GFS, Wilke et al., 2003, 2006) 
combines binocular rivalry flash suppression with motion-induced blindness in which 
global moving pattern renders stationary or slowly moving stimuli disappear and 
reappear alternately (Bonneh et al., 2001). New paradigm of generalized flash 
suppression demonstrates that salient visual stimulus can be rendered subjectively 
invisible after several hundred milliseconds of the presentation of a surrounding pattern 
while the stimulus physically remains visible during the task. GFS does not require ocular 
discrepancy such as binocular rivalry. What is more, this new pattern makes it possible to 
control time of disappearance by controlling presenting surrounding while it is hard to 
control time of disappearance during motion-induced blindness. As such, the GFS 
provides a new and powerful tool to study perceptual suppression. 
The investigation of GFS can give some clue to underlying mechanisms of perceptual 
supression of salient stimuli. The relationship between stimulus processing and 
perceptual selection are involved in this procedure. In this chapter, we will first introduce 
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the GFS experiments and the collected data. Then power difference between two 
perceptual states will be explored to identify perceptual-related modulation of 
suppression reflected in power. The time when neural responses show separation between 
the two perceptual states will be assessed and it will indicate possible information flow 
among multiple visual cortical areas. 
 
2.2 Materials 
2.2.1 Experiments 
The GFS paradigm was first demonstrated at Dr. Nikos K. Logothetis lab (Wilke et al., 
2003), which is outlined in Fig 2.2. Briefly, once a monkey gained fixation, stimulus (red 
disk) was presented and 1600 millisecond (msec) later, small random-moving dots 
appeared in the surroundings (Wilke et al., 2003, 2006). The sudden presentation of the 
surrounding patterns after several hundred milliseconds of viewing a salient stimulus 
induce the visual stimulus subjectively disappears from perception. Such suppression 
effect is strongest when the stimulus was shown to one eye and the surround was shown 
either to the opposite eye alone or to both eyes. It indicates that the pattern of generalized 
flash suppression is somewhat related to binocular rivalry. Meanwhile, the surrounding 
patterns which result in stimulus’s disappearance consist of randomly moving dots. This 
shares similarities with motion-induced blindness.  
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Figure 2.2 The experimental paradigm of generalized flash suppression. Monocularly presented 
stimulus and dioptic surround condition. Yellow spots: fixation spots. Red disk: stimulus. White 
dots: Surrounding. Two screens were presented. Left screen was presented to left eye and right 
screen to right eye by a mirror stereoscope. Monkeys were required to maintain fixation after the 
appearance of fixation spots for 300 msec before the presentation of the stimulus. After 1400 
msec of the stimulus presentation, a surrounding pattern consisting of random-moving dots 
appeared suddenly. Monkeys were trained to hold the lever as the stimulus was perceptual visible 
and only release the lever when the stimulus vanished from perception. 
 
 
In the GFS task, the stimulus can be perceived as 'invisible' or 'visible' from trial to trial 
after surrounding presented as shown in Fig 2.2. Monkey was trained to keep holding a 
lever on trials when the stimulus remained visible and to release the lever on trials when 
the stimulus vanished from perception. Possible ocular configurations, both ambiguous 
and unambiguous, are listed in Fig 2.3. Among them, monoptic stimulus with dioptic 
surround condition (Fig 2.3A) or monoptic (contra) surroundings (Fig 2.3B) are both 
highly possible to evoke visual suppression. Much more unambiguous catch trials were 
interleaved in ambiguous trials of interest to control subject to respond with 94.5% 
accuracy on average. 
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Figure 2.3 Ocular configuration of generalized flash suppression. A. Monoptic stimulus with 
dioptic surround conditions. B. Monoptic stimulus with contra surroundings. C. Monoptic 
stimulus with a monoptic surround condition. D. Dioptic stimulus with a monoptic surround 
condition. E. Dioptic stimulus with dioptic surround condition. 
 
 
 
Three adult Macaca monkeys participated in the experiment. While monkeys performed 
the task, neural activities were recorded by multiple microelectrodes that were inserted 
into V1, V2 and V4 through the dura mater.  Stimuli were displayed on two 21-inch 
monitors through a mirror stereoscope. A small yellow spot of 0.15˚ in the middle of 
screen served as fixation spot and remained visible during trials. Stimulus size ranged 
between 0.6˚ to 3.2˚. The neural recordings are related to both integrative processes and 
to spikes if the microelectrode has sufficiently low impedance and its exposed tip is 
enough far from the spike-generating sources (Logothetis 2003). Neural signal collected 
from every electrode was first amplified then digitized at a rate of 20.5 kHz. Then the 
data was band-pass filtered between 500 Hz to 3 kHz and full-wave rectification was 
L R L R L R 
A B 
+ + + + 
L L R R 
+ + + + + 
C D E 
+ 
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followed to get MUA. Following the rectification, the MUA signal was down sampled to 
1 kHz. LFP was obtained after amplified and filtered between 1 and 500 Hz, and 
resampled with the sampling frequency of 1 kHz. Detailed information about the surgery 
and training was described (Wilke et al., 2006). 
This phenomenon that physically identical stimuli evoke totally different perception has 
provoked considerable research interest. It gives clue to the point that our perception is 
not only a reconstitution of the external world, but reflects internal processes in the brain. 
Therefore, generalized flash suppression offers a powerful means to investigate the 
underlying neural process of subjective perception, and provides insights into the internal 
mechanisms that give rise to subjective suppression. 
 
2.2.2 Visual processing 
When subject is viewing, sensory signal passes through eye, especially retina, then lateral 
geniculate nucleus (LGN) which is a sensory relay nucleus in the thalamus of the brain. 
Then optic radiations carry information from LGN to the visual cortex, which lies at the 
rear of the brain. The region that receives information from LGN is called the primary 
visual cortex, also called V1. Then visual information flows through a cortial hierarchy, 
including areas V1, V3, V4 and V5. These areas are called extrastriate visual cortex. 
The visual cortex is divided into the ventral stream and dorsal stream (Gazzaniga et al., 
2002). The ventral stream is associated with object recognition ('what') and form 
representation, whereas the dorsal stream is involved in spatial awareness ('where'). The 
ventral stream is consisted of visual areas V1, V2 and V4 and inferior temporal lobe, 
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posterior inferotempral, central inferotemporal and anterior inferotemporal. In this project 
we focus on three visual cortical areas V1, V2 and V4. 
 
Figure 2.4 Sensory information passes through eye (retian), lateral geniculate nucleus of thalamus 
(LGN) and then to visual cortex (Gazzaniga et al., 2002), which is divided into the ventral stream 
’what’ and dorsal stream ’where’. In this project we study neural activity in visual cortical areas 
V1, V2 and V4. 
 
During the GFS task, the stimulation is the same. Why does the subject have two totally 
different perceptions? Which cortical area may be involved in the suppression process? 
What attributes of neural responses are relevant for suppression and how does this 
influences the behavior response? 
 
2.3 Methods 
2.3.1 Time-frequency analysis 
There are two kinds of spectral estimation methods, nonparametric and parametric 
(Kaminski & Liang 2005). Nonparametric methods use data directly to estimate their 
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spectral quantities, such as power spectrum. Parametric methods assume that signals can 
be described by a time-series model. Periodogram based on Fourier transform (FT) is a 
nonparametric method. Short-time Fourier transform (STFT) has been used to obtain the 
time-frequency distribution of a signal by representing time-resolved frequency spectrum. 
It is assumed that the signal is stationary within a short window in which the Fourier 
transform is performed. By sliding the window along time course, the signal can be 
represented in both time and frequency domain. We used a 160-msec Hanning window 
that moved every 10 msec along time-varying signal after LFP was down-sampled to 200 
Hz. For a given channel, STFT was performed on individual trials, and then averaged 
across trials to obtain the time-frequency distribution. As a result, a set of time-frequency 
distributions were obtained over all the channels. The procedure was separately done for 
each of the two perceptual states.  
 
2.3.2 Regression analysis 
Linear regression is used for prediction by modeling and analysis of numerical data 
consisting of a dependent variable, also called response variable, and independent 
variables, also called predictors. The dependent variable y in below regression equation, 
is modeled as a function of the independent variables X and error term ε  
y X β ε= +  
 
Where the parameters β and ε are to be determined by the least squares best fit of 
response variable y on the observed data X. The method of least squares is a technique of 
fitting data and best fit is reached when the sum of squared residuals has its least value.  
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We use the R2 to quantify the prediction ability of the model. The R2 is a measure of the 
global fit of the model. Specifically, R2 is one minus the ratio of the error sum of squares 
to the total sum of squares and the range is from 0 to 1. An R2
 
 value close to 1 implies 
that the regression model provides perfect predictions while 0 indicates no linear 
relationship between the responses and predictors. 
To apply linear regression, the predictors X are from the time-frequency distributions of 
multi-channel recordings, and y is to be set up by the labels of the corresponding true 
perceptual states 'visible' or 'invisible',  indicated by monkey behavioral responses. Then 
a linear regression model will be set up and R2 for the model can be obtained to evaluate 
the prediction ability. Then, based on the time-frequency distribution of R2
 
, the frequency 
band and the time period associated with perceptual suppression can be determined, 
which provide information for the decoding analysis to predict perceptual state. 
 
2.4 Results 
Neural activity, including multi-unit activity and local field potential, recorded by 
simultaneously multi-electrode was studied. 
2.4.1 Neural activity during GFS 
Neural activity recordings within individual visual cortex were pooled together and 
sorted into two categories: visible and invisible according to monkey’s report. The time 
course of multi-unit activity for two perceptual states in three visual cortical areas V1, V2 
and V4 was plotted in Fig 2.5. The first vertical line indicated stimulus onset, the red disk 
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appeared at 800 milliseconds (msec), and the second vertical line indicated surrounding 
pattern, the random-moving dots appeared at 2200 msec. The green curve indicated 
‘visible’ and the blue curve indicated ‘invisible’ when the same stimulus was presented. 
In V1, the MUA activity from the two perceptual states, visible or invisible, looks 
similar. In V2, the MUA activity from the perceptual state ‘invisible’ showed an increase 
than ‘visible’ after surrounding onset. The separation between MUA between two 
perceptual states became more significant in V4. Overall, the difference between 
subjectively invisible and visible was observed most obviously in V4, than in V2, than in 
V1. This indicated different role of visual cortical areas: V4 involved more during 
perceptual suppression. In other words, regional activation in V4 is the most significant. 
 
 
 
Figure 2.5 Time course of multi-unit activity in visual cortex V1, V2 and V4. Perceptual state 
“visible” was indicated by green lines and perceptual state of ‘subjectively invisible’ was 
indicated by blue lines. The first vertical line indicated stimulus onset, the red disk appeared at 
800 msec, and the second vertical line indicated surrounding pattern, the random-moving dots 
appeared at 2200 msec. After surrounding onset, the perceptual state subjectively ‘invisible’ 
showed increase than ‘visible’ state especially in V4, slightly in V2 and quite modest in V1. Error 
bar indicated standard error of mean. 
 
23 
 
Correlation analysis between LFP at different frequency bands and multi-unit activity 
from the same electrode yielded a significantly correlation at the high end of LFP bands, 
as was showed in Fig. 2. 6. To avoid potential spiking contaminations from MUA, we 
restrict our analysis in this project on LFP frequencies up to 100 Hz. X-axis is the time in 
milliseconds and y-axis is correlation coefficient between MUA and LFP. The correlation 
coefficient was averaged on multiple trials, channels and sessions. Error bar was the 
standard error of mean.  
 
 
Figure 2.6. Correlation between multi-unit activity (MUA) and local field potential (LFP) at 
different frequency bands revealing increased correlation at the high bands of LFP. Each point 
represented the averaged correlation coefficient across trials, channels and sessions.  
 
 
Local field potential of a typical trial was shown as an example in Fig. 2.7 (a), where x-
axis was time in milliseconds and y-axis was the local field potential in voltage. Its 
corresponding time-frequency distribution obtained by short-time Fourier transform was 
shown in Fig. 2.7 (b) where x-axis was time in milliseconds and y-axis was the frequency 
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in Hertz (Hz). The first vertical line indicated stimulus onset, the red disk appeared at 800 
msec, and the second vertical line indicated surrounding pattern, the random-moving dots 
appeared at 2200 msec. LFP signal was dominated by low-frequency power. 
 
 
Figure 2.7. An example trial of local field potential (a) and the corresponding time-frequency 
distribution (b). The first and second vertical dashed lines in each plot denote, respectively, the 
onset time for the target and surrounding. 
 
 
2.4.2 Perceptual discrimination reflected in power 
The time-frequency distributions of two perceptual states were explored across channels 
and sessions. We noticed that the two conditions showed similar but not identical 
distributions as was indicated by distributions from an individual site in Fig 2. 8.  
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Figure 2.8 Power spectrum (dB) for one channel in V4. Left is from perceptual state 'invisible'. 
Right is from perceptual state 'visible'. Two vertical lines indicate stimulus onset (800 ms) and 
surround onset (2200 ms) separately. 
 
 
To identify the specific time and frequency band related to perceptual difference between 
the two conditions, linear regression was then applied to set up a linear model to 
investigate the difference between time-frequency distributions of two states from all the 
channels. The R2
 
 values obtained from the model for the three visual cortical areas V1, 
V2 and V4 were shown in Fig. 2. 9. The main difference between two perceptual states 
appeared in beta frequency band of 10-30 Hz between 500 msec and 800 msec time 
period after surround onset. This beta frequency band stands out consistently in all the 
three visual cortical areas V1, V2 and more strongly in V4. High frequency band (>40Hz, 
the gamma frequency band) seems to convey some information about perceptual states 
too, especially in V1 and V2, although not so significant as the beta frequency band.  
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Figure 2. 9. Time-frequency distribution of R2
 
 values for V1, V2 and V4. Red points indicate that 
significant difference (p<0.01). Two vertical lines indicate stimulus onset (800 ms) and surround 
onset (2200 ms) separately. 
 
2.4.3 Separation time between two perceptual states 
Neural activity from local field potential beta frequency band between two perceptual 
states has been plotted in Fig 2.10. The ensemble activity of beta frequency band was 
extracted from LFP spectrum estimate, averaged across channels and sessions. The green 
curve indicated ‘visible’ and the blue curve indicated ‘invisible’. The two vertical black 
lines indicated the time of stimulus onset and surround onset separately. The vertical red 
line was the peak of neural activity after surround onset. It was observed that ‘invisible’ 
decreased than ‘visible’. Statistical test was applied to test whether neural responses 
between two conditions are significant difference. Specifically, a five-point rule was 
applied to identify the separating time which indicated the significant separation between 
the two conditions when there were five continuous significant difference points 
appeared (T-test, p<0.05). The separation time identified by the individual frequency in 
V4, V2 and V1 was indicated by dot line, dash line and solid line separately. V4 showed 
the earliest separation than V2 and than V1, indicating the possible top-down information 
flow from higher cortical area V4 to lower cortex V2 and V1 during perceptual 
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suppression. Additionally, we also can identify the separation time from the whole band 
activity instead of individual frequency and similar trend was observed.  
What is more, similar procedure was done on multi-unit activity from two perceptual 
states. MUA in V4 showed the earliest separation time with 2657 msec which was about 
500 msec after surrounding onset. MUA in V2 showed the modest separation time which 
was 2745 msec and MUA in V1 showed the most delayed separation time which was 
3066 msec. The separation appeared earlier in V4 than in V2, than in V1 indicated the 
possible top-down information flow from higher cortical area V4 to lower cortex V2 and 
V1 during perceptual suppression. 
Separation time from different neural representations MUA, LFP individual frequency 
within beta frequency band of 10-30 Hz and the whole beta frequency band in multiple 
visual cortical areas were summarized in Table 1. All the neural representation showed 
similar trend across the multiple visual cortical areas: separation of neural activity from 
two perceptual states appeared first in V4 appeared first in V4 then V2, and then V1,  
indicating that top-down information flows from V4 to V2 and then to V1 during 
perceptual suppression.  
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Figure 2.10 Time course of beta frequency band of 10– 30 Hz in V1, V2 and V4. The two vertical 
black lines indicated the time of stimulus onset and surround onset separately. The vertical red 
line indicated the peak of neural activity after surround onset. It was observed that ‘invisible’ 
decreased than ‘visible’. The separation time identified by the individual frequency in V4, V2 and 
V1 was indicated by dot line, dash line and solid line separately. 
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Table 2.1: Separation time between two perceptual states from individual frequency within LFP 
beta frequency band of 10-30 Hz, LFP beta frequency band of 10–30 Hz and MUA. Time is in 
millisecond. 
 
V1 V2 V4 
Individual frequency within 
LFP beta band of 10-30 Hz 
2825 2735 2585 
LFP beta frequency band of 
10 – 30 Hz 
2855 2775 2645 
MUA 3066 2745 2657 
 
 
2.5 Discussions 
Previous work on binocular rivalry showed that neurons in visual cortex were only 
modestly affected when a preferred stimulus was perceptually suppressed, particularly in 
V1 and V2 (Leopold & Logothetis 1996; Leopold et al., 2005). During GFS, where the 
perceptual disappearance of the stimulus was not accompanied by the appearance of an 
alternative stimulus at the same position in space, suppression occurred in the absence of 
interocular spatial conflict and we wonder whether it may lead to a large modulation of 
neural activity. MUA activity showed the most obvious separation between two 
perceptual states ‘visible’ and ‘invisible’ in V4 than in V2 and in V1 when the same 
stimulus presented. This is consistent with previous findings (Wilke et al., 2006). 
Additionally, perceptual state of ‘invisible’ showed an increased activity than perceptual 
state of ‘visible’. These results showed that the modulation of spiking activity was 
Visual cortex 
Signal 
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modestly associated with subjective visibility, even weaker than the activity changes 
reported in previous studies of binocular rivalry. Since the stimulus was always the same 
for the different perceptions, these results indicated that the spiking in primary visual 
cortex was mainly determined by the structure of the sensory input. However, the 
absence of perceptual modulation in primary visual cortex was not always observed for a 
paradigm of induced form, such as visual masking (Macknik & Livingstone 1998). These 
studies on visual masking usually compared neural responses to a target in the presence 
and absence of a visual mask. The stimulus was identical while the responses to a masked 
target were different. So these studies did not oppose the above conclusion that spiking 
activity in V1 was determined by sensory input rather than internal suppression. 
Since the correlation analysis indicated that there was significant correlation between 
multi-unit activity and local field potential high band, we focus on local field potential 
below 100 Hz. The regression analysis on the spectrum of LFP indicated significant 
difference between two conditions located in the beta frequency band of 10-30 Hz across 
all the three visual cortical areas V1, V2 and V4. Interestingly, gamma frequency band 
power showed only remarkably modest modulation, similar as the MUA responses. MUA 
and LFP are different neural representations. MUA mostly reflect the spiking of neurons, 
the output. LFP recordings represent the slow waveforms, usually the input as well as the 
intra-cortical processing. As we know, gamma frequency band activity was associated 
with feature linking (Fries 1997). It was not surprising that significant gamma modulation 
was absent here since the stimulus was the same for the different perceptual conditions. 
More importantly, the beta frequency band power reflected the perceptual suppression for 
all the three visual cortical areas, including primary visual cortex and extrastriate visual 
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cortex V2 and V4. Thus beta frequency band of LFP power appeared to reflect the 
visibility in primary visual cortex during suppression, instead of gamma and MUA 
responses. Furthermore, it was consistent with fMRI experiments, which revealed that 
activation in an area was often to reflect the incoming input and the local processing 
rather than spiking activity (Logothetis 2003). 
Multiple visual cortex was involved during perception and both MUA and LFP responses 
showed strong perceptual modulation in V4 than that in V2 and in V1. However, the 
fundamental questions such as whether perceptual suppression was a consequence of 
neural activity in primary visual cortex V1 remained controversial. Single-cell recordings 
found only minimal modulation in firing rate during perceptual suppression induced by 
rivalry (Leopold & Logothetis 1996; Leopold et al., 2005).  Neuroimaging results have 
revealed a strong correlation between the functional magnetic resonance imaging (fMRI) 
signals in the early visual cortex and a subjective perception (Tong & Engel, 2001; 
Haynes et al., 2005a). GFS results suggested that LFP low frequency fluctuations may 
provide a link between the electrical activity and functional imaging results. More studies 
are required to fully understand the discrepancy between single-unit activity and fMRI 
signal. 
Gail and his colleagues found the timing of perceptual modulations was nearly 
synchronous with the monkey’s manual indications of a perceptual transition (Gail et al., 
2004). Previous single-cell studies indicated that during rivalry the perceptual modulation 
should appear several hundred milliseconds earlier considering manual reaction may take 
time to the perceptual change. These findings were difficult to interpret. The present GFS 
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results shed new light on this topic. Different neural representations showed different 
timing of perceptual modulations in different visual cortex. 
The different separation time associated with different visual cortex indicated possible 
information flow among multiple visual cortical areas. Neural activity, including spiking 
activity or LFP responses, showed an earlier separation between two perceptual states in 
V4 than neural responses in V2, than that in V1. It indicated a top-down process where 
information flowed from high cortical areas to low cortical area. How the multiple visual 
cortical areas interact with each other during perceptual suppression still remains unclear 
and more studies are required to unravel the complex communications among visual 
cortical areas.   
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CHAPTER 3: COHERENCE MODULATION OF SUPRRESSION 
 
3.1 Introduction  
 How interaction gives rise to perception is one of central questions in neuroscience 
(Averbeck et al., 2006; Cohen & Maunsell 2009; Schoffelen et al., 2005). If the cortical 
areas operate in a network-like fashion, they may modulate not only the regional activity 
of individual areas, but also the inter-regional communication ‘functional coupling’ 
(Gerloff et al., 1998). Correlation techniques have been widely used to investigate 
dependencies between signal, to determine the interaction between neurons, and to 
identify signal pathways in the central nervous system (Salinas & Sejnowski 2001; 
Schneidman et al., 2006; Lauritzen et al., 2009; Schoffelen et al., 2005; Amjad et al., 
1997; Sehatpour et al., 2008; Brovelli et al., 2004; Moller et al., 2003; Shack & Krause 
1995; Womelsdorf et al., 2007; Gail et al., 2004; Gerloff et al., 1998; Kaminski & Liang, 
2005; Ding et al., 2000; Chen et al., 2006; Rosenberg et al., 1989). These studies have 
traditionally been performed in the time domain, by using for example post stimulus time 
histogram and spike triggered averaging. Recently there has been an increase in the use 
of spectral methods (Brovelli et al., 2004; Schoffelen et al., 2005; Amajad et al., 1997; 
Pesaran et al., 2008; Pesaran et al., 2002; Rosenberg et al., 1989; Bressler et al., 1999; 
Bressler 1995; Gail et al., 2004; Gerloff et al., 1998; Kaminski & Liang, 2005; Ding et 
al., 2000; Chen et al., 2006). To characterize the linear interaction between two processes 
in frequency domain, coherence estimates have been investigated (Rosenbert et al., 1989; 
Amjad et al., 1997; Moller et al., 2003; Shack & Krause 1995; Womelsdorf et al., 2007; 
Kaminski & Liang, 2005). Coherence measure has two advantages over the time domain 
measures of association. First, it is bounded measure within the range [0, 1], with zero 
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stands for independence and one for a perfect linear relationship. Second, it is unitless 
which means it does not depend on the units of measurement.  
Spectral analysis is theoretically mature and has successfully been implemented in many 
fields (Thomson 1982; Bendat & Piersol 2000; Muthuswamy & Thakor 1998). We 
sought to apply spectral analysis to multichannel neural recordings from visual cortex to 
identify how multiple visual cortical areas work together during perceptual suppression. 
The spectral estimation methods can be divided into two general groups: nonparametric 
and parametric. The nonparametric estimation method use data directly to estimate their 
spectral quantities, like we did in the previous chapter. Parametric methods assume that 
signals can be described by a time-series model and an instance of single is one 
realization of underlying stochastic process. A meaning description of the data can be 
obtained from the statistical properties of the underlying process. Parametric approach 
enables itself to bypass the window issue involved in the nonparametric estimation 
(Kaminski & Liang, 2005). Fourier transform assumes the signal is infinite or periodic 
while in practice a finite sequence is to be analyzed. 
Adaptive multivariate autoregressive (AMVAR) modeling is one parametric spectral 
analysis. It treats a time series in short time window that can be assumed to be generated 
by stationary stochastic process or approximate stochastic process. This method has been 
successfully applied in situations where a task was repeated by tens to hundreds of trials 
(Liang et al., 2000; Ding et al., 2000; Kaminski et al., 2005; Chen et al., 2006; Moller et 
al., 2003; Shack & Krause 1995). Once a general stochastic process is assumed, those 
trials can be considered as different realizations of that underlying process and can be 
used to estimate the underlying process. From the model estimation, some spectral 
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quantities such as power and coherence can be obtained. AMVAR is an effective tool for 
dealing with multichannel non-stationary recordings. By exploring the model over time, 
temporal structure of neural activity can be obtained. 
Based on the spectral method, coherence function can be obtained to characterize the 
linear interaction between two processes (Rosenberg et al., 1989; Amajad et al., 1997; 
Brovelli et al., 2004; Schoffelen et al., 2005; Womelsdorf et al., 2007; Gail et al., 2004; 
Gerloff et al., 1998; Weiss et al., 2000; Srinivasan et al., 1999). Our aim is to explore 
whether interactions from two perceptual states are different. To test for the significant 
difference of correlations, we could not employ the standard methods. One popular 
approach is to obtain coherence by spectral analysis, then after Fisher’s z-transformation, 
the variable has a Raleigh distribution. A further linear transformation leads to a 
distribution that closely resembles a standard Gaussian when the transformed variable 
large than 2. Then permutation test can be performed to test the significance (Schoffelen 
et al., 2005; Womelsdorf et al., 2007). Instead of assuming Gaussian distribution for the 
transformed variable, another approach will be investigated to explore the probability that 
the coherence in one condition differed significantly from the coherence in the other 
condition (Amjad et al., 1997; Sehatpour et al., 2008), by weighting the Fisher’s z 
transformed coherence with the number of trials and then testing against λ distribution.  
In this chapter, we will first set up AMVAR model on the tens of repetitions of multi-
channel recordings. Then intra-regional and inter-regional pair-wise coherence can to be 
assessed to find the existing interaction. The coherence from two perceptual states is to 
be compared to extract the significant difference. Then the histogram of corresponding 
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frequency and time are to be examined. Furthermore, the possible synchronization 
underlying perceptual suppression is discussed. 
 
3.2 Methods 
  
3.2.1 AMVAR spectral analysis 
We discussed periodogram, a classic nonparametric method of spectral estimation before. 
Periodogram is based on Fourier transform (FT).  When the signal is converted to the 
frequency domain, the window length in time domain will distort spectral estimates. 
While for parametric analysis, no time window is involved. The autoregressive (AR) 
modeling of time series assumes that the value of the process at current time depends on 
its previous values weighted by coefficients plus a white noise component. For 
multivariate case (k channels), the process value at current time is a vector of size k. 
Furthermore, for time-varying signal, adaptive modeling is explored. 
Adaptive multivariate autoregressive (AMVAR) modeling provides an effective spectral 
analysis of continuous neural time series data recorded simultaneously from multiple 
electrodes. When suitable parameters such as window length and model order have been 
chosen, a model can be set up. Based on that model, we can calculate coherence and 
Granger causality (Ding et al., 2000; Chen et al., 2006; Andrea et al., 2004). 
Supposing there are k channels of recordings at time t, we can express that by Xt = (x1t, 
x2t ,…, xkt)T, where T stands for matrix transposition. Then the data under study can be 
described by a MVAR model: 
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Where m is the order model, Et is a temporally uncorrelated residual error with 
covariance matrix Σ and Ai is K×K coefficient matrix. This coefficient matrix is obtained 
by solving multivariate Yule-Walker equation (of size mK2
The model order can be determined by Akaike Information criterion (AIC) (Akaike 1974; 
Ding et al., 2000), to get trade-off between sufficient spectral resolution and over-
parameterization. Here in every 150-ms-long window, we chose model order 3 as AIC 
indicated. Once the model has been set up, the model coefficients matrix A
) by Levinson, Wiggins, and 
Robinson algorithm (Ding at al., 2000). Here repeated trials for the same experimental 
condition are treated as realizations of a piecewise stationary stochastic process (Chen et 
al., 2006). 
i
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 and 
covariance matrix Σ, the spectral matrix can be obtained as 
 
Where the superscript H stands for conjugate transpose, <> indicates for ensemble 
average, and H(f) is the transfer function of the system. The power spectrum of certain 
channel j is given as Sjj
2
( ) ( ) /[ ( ) ( )]ij ij ii jjC f S f S f S f=
(f), which is the jth diagonal element of the spectral matrix S(f). 
The squared coherence spectrum between two channels channel i and channel j is defined 
as 
 
Where Sij  is the (i, j) element of the spectral matrix. The value of coherence measures the 
degree of linear dependence between neural activities from two channels and is 
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normalized between 0 and 1. If it is near 1 at frequency f, it indicates maximum 
interdependence at that frequency f. On the other hand, a value near 0 indicates no 
independence of two signals. 
 
To check the reliability of the established AMVAR model, other computational 
procedure multitaper spectral analysis will be independently implemented. Multitaper 
method was introduced by Thomson on 1982 (Thomson 1982) and has been used to 
analyze neurobiological data (Pesaran et al., 2002; Xu et al., 1999).  
 
 
3.2.2 Difference of coherence between two perceptual states 
Coherent oscillations are present when subjects are preparing a response to a visual 
stimulus (Murthy et al., 1996; Lee et al., 2003; Riehle et al., 1997; Vaadia et al., 1995; 
Oliverira et al., 1997), or attending to a particular stimulus (Steinmetz et al., 2000; 
Womelsdorf et al., 2006; Fries et al., 2001). In these studies, the coherent oscillations 
appear to be present during selective sensory information process, leading to the 
hypothesis that coherent oscillations could be related to the information flow among 
cortex. It seems that correlations at different timescales could be related to different types 
of processing. Therefore, a fully understand of cortical information processing requires 
detailed examinations of the temporal dynamics within and between neurons, as well as 
the networks.  Perception and cortical responses are not only driven by external stimulus 
‘bottom-up’, but are influenced by internal processes such as expectancy or attention 
‘top-down’. Lauritzen showed that sustained visual spatial attention in the absence of 
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visual stimulation was accompanied by an increase in magnitude of coherency for many 
pairs of areas in occipital and parietal cortex (Lauritzen et al., 2009). Womelsdorf 
reported that in visual areas, attended stimuli induced enhanced neural activity and an 
improved synchronization in the gamma frequency band of 40-70 Hz (Womelsdorf et al., 
2006; Womelsdorf et al., 2007). 
Functional coupling can be assessed by computing correlations between neural activities 
of different cortex in time or frequency domain.  Cross-correlations measures have been 
shown to reflect changes in behavior in time domain (Singer & Gray, 1995; Bressler 
1995; von Stein et al., 2000a, 2000b). In the frequency domain, coherence analysis is 
proved to be a useful technique (Rosenbert et al., 1989; Amjad et al., 1997; Steinmetz et 
al., 2000; Moller et al., 2003;Shack & Krause 1995;Womelsdorf et al., 2006, 2007; 
Kaminski & Liang, 2005; Lauritzen et al., 2009; Salinas & Sejnowski 2001; Schneidman 
et al., 2006; Schoffelen et al., 2005; Amjad et al., 1997; Sehatpour et al., 2008; Brovelli et 
al., 2004; Moller et al., 2003; Gail et al., 2004; Gerloff et al., 1998;  Kaminski & Liang; 
2005; Ding et al., 2000; Chen et al., 2006; Rosenberg et al., 1989). However, functional 
coupling of visual cortical areas has not been compared during subjectively invisible and 
visible states. Temporal dynamics of neural activity and the different frequency related to 
different information processing makes the problem more complicated. 
To examine the difference of coherence between two conditions, in other words, whether 
coherence in one condition significantly differed from the coherence in the other 
condition, we follow the below approach: 
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For the two perceptual states subjectively invisible and visible, the Fisher’s z-transform 
of the square root of coherence value was computed separately for each perceptual state: 
1tanhi iz C
−=  
where i = {1, 2}. Given the two processes a and b, the coherence values between these, 
denoted by ( )abC f  can be obtained from the above parametric analysis. The complex 
valued function representing the square root of the coherence is called the coherency, 
following Wiener (1930) and it is defined by: 
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=  
Coherency functions are complex valued and will have magnitude and phase components 
associated with them. Considering we have k independent pairs of processes. We denote 
the magnitude of coherency of ith iR pair of processes as . After applying the Fisher’s z-
transform, the variance of the transformed estimated coherency is given by the constant 
value (Rosenberg et al., 1989; Amjad et al., 1997): 
1 1var(tanh )
2i i
R
L
− =  
Where Li  is the number of disjoint sections used to estimate the second order spectra for 
the ith pair of processes, specifically, the number of trials for the corresponding perceptual 
state. The null hypothesis is that the k transformed coherency estimates have a common 
mean, in other words, there are no significant difference between two perceptual states. 
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The estimate of the common mean, denoted by z , which has a minimum variance 
obtained by weighting the Fisher’s z-transformed coherence inversely as their variances: 
1 1
1 1
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 distribution for significant level α with (k-1) degrees of 
freedom. The computation of this test statistic of sum can be simplified as below to allow 
direct calculation form the data: 
 
This is done separately at each frequency interested. A confidence limit at the 100(1-α)% 
level can be set at the value for the λ2
( )21 1 2 22 2
1 1 2 2
1 2
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n z n z
z n z n z
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 distribution for significant level α with (k-1) 
degrees of freedom. The null hypothesis that coherence estimates have a common mean 
would be rejected if the variant exceeds the limit. Specifically, the transformed coherence 
was weighted with the number of trials to obtain the test value z: 
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Where n1,n2 are the number of trials for the corresponding condition and the z value was 
then tested again the λ2α,1
3.2.3 Compensation for multiple testing 
, distribution for significance at level α. The above procedure 
represents the test of difference between two independent coherence estimates. 
Correction for multiple testing was performed on the statistics obtained by above 
methods. A modification of Bonferroni correction was developed by Simes (Simes 1986). 
Here we use it for time-frequency analysis. All p values from time-frequency distribution 
are sorted an ascending order pi, i = 1,…, N. In the sorted array, the maximum index for 
which pi
 
 < α*i/N was identified as m. All original p values with i < m are accepted as 
significant. The corrected significant level α is set to 0.05. This method based on the 
ordered p values of the individual tests, is less conservative than the classical Bonferroni 
procedure and suited for partially dependent multiple testing, specifically for the partially 
overlapping time-frequency bins which is the case here. 
 
3.3 Results 
3.3.1 Temporal dynamics of coherence difference  
We extracted coherence of certain band to explore the temporal dynamics of coherence 
between two perceptual states. A third condition ‘physically invisible’, in which stimulus 
was physically removed, was explored for comparison. ‘Physically invisible’ provides 
another invisible perceptual state induced by stimulus change rather than by perception. 
This condition differed from ‘invisible’ in that the invisibility of ‘physically invisible’ is 
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caused by the removal of the stimulus while for ‘invisible’ the invisibility is induced 
when the stimulus is still present.  
First we explore the temporal dynamics of coherence in beta frequency band since 
previous results indicated beta frequency band carried information related to perceptual 
suppression. It was shown in Fig. 3. 1. The blue curve indicated ‘invisible’, in which 
perceptual state suppression happened while the stimulus physically was there but it was 
subjectively invisible. The green curve indicated ‘visible’ in which the stimulus was 
visible and monkeys reported it was visible in perception. The red curve indicated 
‘physically invisible’, in which stimulus was removed and monkeys reported invisible. 
The vertical line indicated the time when the random-moving dots of surrounding 
appeared.  
Several hundred milliseconds after surrounding onset, the two invisible conditions 
‘invisible’ and ‘physically invisible’ showed a decreased coherence than the condition 
‘visible’. Additionally, ‘physical invisible’ showed more obvious decreased coherence 
than subjectively invisible. The results that the condition ‘invisible’ showed decreased 
coherence than ‘visible’ suggest reduced correlated activity during suppression. What is 
more, it was observed that intra-regional connection was stronger than inter-regional 
connection. Among the three inter-regional connections, pair-wise coherence for sites 
between V1 and V2, V2 and V4, V1 and V4, the connections strength, revealed by 
coherence, between V2 and V4, V1 and V4 were weaker than sites between V1 and V2.  
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Figure 3.1 Time-evolving coherence in beta frequency band for the three conditions: ‘visible’, 
‘invisible’ and ‘physically invisible’ for three monkeys. ‘Visible’: stimulus physically visible and 
perceptual visible in perception; ‘invisible’: stimulus physically visible and subjectively 
perceptual invisible; ‘physically invisible’: stimulus physically invisible and perceptual invisible. 
Vertical line indicated surrounding onset. For different perceptual states ‘visible’ and ‘invisible’, 
external stimulus was identical. 
 
The temporal dynamics of pair-wise coherence in the gamma frequency band of 30-50 
Hz for the three conditions ‘invisible’, ‘visible’ and ‘physically invisible’ was plotted in 
Fig. 3. 2.  Unlike the beta frequency band, ‘invisible’ and ‘physically invisible’ showed 
an increase than ‘visible’ except connection within V4. It was also observed that intra-
regional connection was stronger than inter-regional connection. Among the three inter-
regional connections, pair-wise coherence for sites between V1 and V2, V2 and V4, V1 
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and V4, the connections strength revealed by coherence between V2 and V4, V1 and V4 
were weaker than sites between V1 and V2 too. 
 
 
Figure 3.2 Time-evolving coherence in gamma frequency band for the three conditions: ‘visible’, 
‘invisible’ and ‘physically invisible’ for three monkeys. ‘Visible’: stimulus physically visible and 
perceptual visible in perception; ‘invisible’: stimulus physically visible and subjectively 
perceptual invisible; ‘physically invisible’: stimulus physically invisible and perceptual invisible. 
Vertical line indicated surrounding onset. For different perceptual states ‘visible’ and ‘invisible’, 
external stimulus was identical. 
 
3.3.2 Coherence difference in time-frequency distribution 
Coherence estimate was obtained by AMVAR approach. To compare difference of 
coherence between the two perceptual states, we followed the procedure described in 
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Section 3.2.2 to calculate the Fisher’s z-transformed coherence and then to extract the 
significant difference which exceeds confidence limit for 2,1αλ  (α = 0.05). 
The histogram of corresponding time and frequency of significant coherence between the 
two perceptual states ‘visible’ and ‘invisible’ was plotted in Fig 3.3. Gray solid line 
indicated surrounding onset at 2200 msec. Among the three intra-regional connections 
V1-V1, V2-V2 and V4-V4, it was shown significant part of the pair-wise coherence 
difference for sites within V4 (indicated by V4-V4) was dominant by low frequency band 
after 2700 msec, while high frequency showed up in sites within V1 and V2. We noticed 
that high frequency showed up in low visual cortex V1 and V2 but absent in high visual 
cortex V4.  
 
For the three inter-regional connections V1-V2, V2-V4 and V1-V4, the significant 
different pair-wise coherence for sites between two visual cortical areas was plotted too. 
The results showed that high frequency band was dominant for the coherence difference 
in V1-V2 and this was not observed for the coherence difference in V2-V4 and V1-V4.  
 
Previous results of regression analysis on the time-frequency distributions of two 
conditions indicated the power difference mainly located in beta frequency band. Here by 
exploring the coherence difference, functional coupling among visual cortex during 
suppression was investigated. Coherence of beta frequency band and gamma frequency 
band was assessed for different perceptual conditions: ‘invisible’, ‘visible’ and 
‘physically invisible’. Coherence in beta frequency band for invisibility conditions, 
including ‘invisible’ and ‘physically invisible’ showed a decrease than coherence for 
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condition ‘visible’, while coherence in gamma frequency band showed an increased for 
invisible condition than coherence for visible condition. What is more, by study the 
difference of coherence between two conditions, we identify the corresponding time and 
frequency when two conditions showed functional coupling difference. 
 
 
 
 
 
Figure 3. 3 Histogram of time and frequency corresponding to significant different coherence 
between the two perceptual states ‘visible’ and ‘invisible’. Gray solid line indicated surrounding 
onset at 2200 msec. V1-V1: pair-wise coherence for sites within V1; V2-V2: pair-wise coherence 
for sites within V2; V4-V4: pair-wise coherence for sites within V4; V1-V2: pair-wise coherence 
for sites between V1 and V2; V2-V4: pair-wise coherence for sites between V2 and V4; V1-V4: 
pair-wise coherence for sites between V1 and V4. 
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3.4 Discussions  
Von Stein and Sarnthein proposed that large scale integration was performed by 
synchronization among neurons and assemblies of neurons evolving in different 
frequency ranges (von Stein & Sarnthein 2000). Sensory information propagated along 
various input to the cortex. This information has be integrated with diverse other sensory 
information, and internal constrains which is more important.  This integration among 
multiple brain process influence each other to produce some outcome. Local stimulus 
properties have been shown to be related with gamma synchronization among visual 
sensory neurons (Singer & Gray 1995). Although many studies have been performed, it is 
still not know how the different processes interact to obtain an overall decision. We 
proposed that large-scale integration was performed by different frequency 
synchronization among neurons with various temporal dynamics, that beta frequency 
band showed decreased coherence while gamma frequency band showed increased 
coherence during perceptual suppression. Beta frequency band is able to synchronize 
over significant distance and is related for higher level interactions involving distant 
structures. Gamma rhythm is used for relatively local computations (Kopell et al., 2000).  
 
3.4.1 Beta (10-30 Hz) oscillations 
Synchronized beta band was observed to be involved in maintaining steady contractions 
of contralateral arm and hand muscles, and to be associated with large-scale sensorimotor 
cortical network (Brovelli et al., 2004; Bressler et al., 2007; Kopell et al., 2000). 
Oscillatory activity in beta band was widely observed in both humans and nonhuman 
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primates. Although the role of beta synchronization in relation to motor behavior was 
relatively well characterized for certain type of behavior, the functional relation of beta 
oscillations among visual cortex during perceptual suppression remains unknown.   
We test beta band synchronization during generalized flash suppression, where monkeys 
may perceive perceptual suppression of stimulus after a surrounding pattern of random-
moving dots appeared. The stimulus could be perceived subjectively visible or invisible 
while the physically identical stimuli presented.  This provides the dissociation of neural 
activity due to perceptual states rather than due to different stimulation. Another 
condition called ‘physically invisible’ in which the stimulus was physically removed was 
explored for comparison. We reported a strong and general decrease of beta band 
coherence during suppression in all the pair-wise connections, including intra-regional 
and inter-regional connections. This indicated reduced correlated activity in beta 
frequency band during suppression. The condition ‘physically invisible’ also showed 
decreased coherence in beta band. The decreased activity in beta band coherence from the 
objectively invisible condition ‘physically invisible’ appeared earlier and stronger than 
the subjectively invisible condition ‘invisible’ in which suppression happened.  In 
primary visual cortex V1 the decreased coherence during suppression was significant and 
comparable to that in V2 and V4. Previous study on the power difference between local 
field potential from two perceptual states which was proposed in chapter 2 showed 
reduced beta activity too but the difference between two conditions observed in V1 was 
modest compared to that in V4. Since power reflects regional oscillatory activity of 
neuronal assemblies and coherence reflects inter-regional functional coupling, it indicated 
that although the regional activity in V1 was not as strong as that in V4, the functional 
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coupling within V1 was comparable to that within V4. This shed light on the dispute 
about the role of V1 arisen from several studies. Additionally, usually, intra-regional 
communication showed much stronger connection than inter-regional communication. 
The connection strength between V1 and V2 was observed to be comparable to intra-
regional connection. This indicated that there was much communication from sites 
between V1 and V2 than we though. 
 
 
3.4.2 Gamma (30–50 Hz) oscillations 
Neuronal gamma oscillation is found in many cortical areas. It can be induced by 
different stimuli or tasks, and is related to several cognitive functions (Eckhorn et al., 
1988; Gray et al., 1989; Singer & Gray 1995; Jutras et al., 2009; Fries 2009; Banerjee & 
Ellender 2009; Frien & Eckhorn 2000; Gail et al., 2004; Singer 1999). It is argued that 
gamma frequency band synchronization is a fundamental process that defines the 
connectedness among the local parts of a perceived visual object. On one hand, gamma 
synchronization observed in primary visual area of cat (Eckhorn et al., 1988; Gray et al., 
1989) and monkey (Kreiter &Singer, 1992) have been suggested to relate with feature 
binding. Fries et al. suggest a key role of gamma synchronization in awareness-relevant 
signaling (Fries et al., 1997). On the other hand, few studies presented contradicting 
evidences have been reviewed (Singer 1999). Recently Gail suggested a perception-
related role of synchrony at low and medium frequencies (< 30 Hz) instead of gamma 
synchronization under binocular rivalry in V1 (Gail et al., 2004).  
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We test gamma frequency band synchronization under the conditions of generalized flash 
suppression, where monkeys may perceive perceptual suppression of stimulus after a 
surrounding pattern of random-moving dots appeared. The stimulus could be visible or 
invisible given the identical stimuli physically presented.  This provides the dissociation 
of neural activity due to perceptual states from due to different stimulation. Paired inter-
electrode coherence of LFP in gamma frequency band shows an increase in condition 
‘invisible’ than condition ‘visible’. The magnitude difference of coherence usually is 
related to different functional coupling during cognition. Previous study on the attention 
indicated selective attention to a specific stimulus enhances the gamma-band 
synchronization among neurons in monkey extra-striate visual cortex (Fries 2009; Fries 
et al., 2001; Womelsdorf et al., 2006). Specifically, during rivalry, increased 
synchronization in the gamma frequency band represents perceptual dominance 
(Kottmann et al., 1996) and Fries et al. indicated that observation of increased gamma 
synchrony was associated with perceptual dominance in a rivalry task with strabismus 
cats (Fries et al., 1997).  Additionally, perception-related modulation of 
magnetoencephalography (MEG) power during rivalry has also taken as support for the 
previous idea since power in MEG is related to the degree of synchronization in local cell 
populations (Tononi et al., 1998). However, Gail reported that no significant perception-
related modulations observed in gamma frequency band during a binocular rivalry task 
(Gail et al., 2004). Neither power from single electrode nor coherence from inter-
electrode in the gamma frequency band showed significant dependence on perception. 
However, Gail also reported that in the congruent stimulation condition, stimulus-
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dependent modulation of gamma frequency band, including power and coherence, did 
occur, like they did in many other studies (Frien & Eckhorn 2000; Singer 1999).  
Here during the generalized flash suppression, ‘invisible’ in which the invisibility was 
induced by subjective suppression and ‘physically invisible’ in which the invisibility was 
caused by physically removing the stimulus, both showed an increased coherence than 
‘visible’. This means that the stimulus property and perceptual states both can give rise to 
difference in gamma frequency band coherence. The former was represented by the 
comparison between ‘physically invisible’ and ‘visible’ and the latter was reflected by the 
difference between ‘invisible’ and ‘visible’. Both invisible conditions showed an increase 
in gamma frequency band than the visible condition. What is more, ‘physically invisible’ 
showed larger increase than ‘visible’, which suggested the modulation from stimulus 
properties, was more obvious than the modulation from suppression. Specifically, 
coherence between sites within V1 showed almost similar modulation in ‘physically 
invisible’ and ‘invisible’. Previous study on the power difference between local field 
potential from two perceptual states showed increased neural activity in gamma 
frequency band but not significant. The coherence in gamma frequency band showed 
significant difference which was not observed from power. 
 
3.4.3 Difference in coherence  
The difference in coherence between two conditions has been extracted and the 
histograms of corresponding time and frequency have been shown in Fig 3.3. The 
dominant frequency related to significant difference coherence shifted from high 
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frequency to low frequency when sites shifted from V1 to V4. Among the three inter-
regional connections, pairs between V1 and V2 exclusively showed difference in high 
frequency.  
Furthermore, coherence network at certain time and frequency may carry coupling 
information about perceptual suppression. However, since for multiple sessions different 
sites were recorded, how to generalize the measure of network in this situation requires 
more studies. Additionally, the temporal spatial, frequency dynamics and trial-to-trial 
variability makes this problem more complicated. 
Coherence contains dependency information while there is no direction information. 
Causality can provide directional influence between neural activity while it also hard to 
generalize since the spatial-temporal dynamics, frequency dynamics, trial-to-trial 
variability.  
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PART II: PREDICTING PERCEPTUAL STATES FROM SINGLE TRIAL ACTIVITY 
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CHAPTER 4: RELATIVE ROLE OF SPIKING ACTIVITY AND LFP DURING GFS 
 
4.1 Introduction 
Traditionally, single-cell responses averaged over many repetitions of tasks are studied as 
previous part did. However, the brain typically makes decisions based on single events by 
evaluating the neural activity of large populations (Quiroga et al., 2009). Therefore, to 
further understand the neural processing underlying perception, we shift from single 
neuron studies averaged on multiple trials to single trial studies. Two approaches 
information theory (Borst & Theunissen 1999; Tononi et al., 1994; McClurkin et al., 
1991; Schneidman et al., 2000, 2006; Nemenman et al., 2004) and decoding can be used 
to extract information from single-trial activity (Mehring et al., 2003; Hung et al.,2005; 
Brouwer & van Ee 2006; Harrison & Tong 2009; Stark & Abeles 2007; Haynes & Rees 
2005a, 2005b, 2006). Information theory approach, determining how much information 
neurons carry about a given stimulus or behavior by using the formalism of Shannon 
information theory, can be applied on only a few neurons at a time, while decoding 
algorithms are more data-robust and can be easily applied to large populations and it is 
more intuitive: given the neural response, which stimulus generated this response based 
on a single-trial activity?  
 
Chronic implanted electrodes monitored the neural signal, including integrative process 
and spikes generated by several hundreds of neurons (Logothetis 2003). Visual 
suppression patterns have been studied extensively in neurophysiological experiments to 
demonstrate that neurons alter their spiking activity when sensory stimuli perceived. 
Local field potential showed similar patterns. But the comparison of the predictive ability 
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of different neural signals, spike and LFP, is lacking. Here based on the simultaneous 
recordings of MUA and LFP, we examine the relative role of MUA and LFP for 
perceptual prediction during suppression. 
 
Furthermore, LFP and spikes recorded from the same electrode tend to represent different 
sources: LFP represent the inputs and local processing while the spikes reflect the 
outputs. MUA reflects the variations in the magnitude of extracellular spike potentials 
and the magnitude of MUA is site specific and thus also cell-size specific. MUA most 
likely represents a weighted sum of the extracellular action potentials of all neurons 
within a sphere of ~140-300 µm radius, with the electrode at the center. LFP represent 
mostly slow changes, reflecting cooperative activity in neural populations. Unlike the 
multi-unit activity, the magnitude of the slow potential is not related to cell size 
(Logothetis 2003). Several studies have shown that LFP signals carry additional 
information to spikes (Mehring et al., 2003; Fries et al., 2001; Pesaran et al., 2002).  We 
explore whether perceptual information at different levels of neural representation can be 
integrated to improve the predictability of perceptual states. 
 
In this chapter, we first explore the relative role of multi-unit activity and local field 
potential for perceptual suppression, in other words, whether rate coding or temporal 
coding during perceptual suppression. Then we study whether different neural 
representations carry complementary information about the perceptual states and can be 
integrated to give rise better prediction. 
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4.2 Methods  
4.2.1 Decoding analysis  
Decoding analysis is to infer stimuli from neural activity. It falls into machine learning 
area. On one hand, there are two perceptual states 'visible' and 'invisible' indicated from 
two different behavioral responses 'hold the lever' and 'release the lever'. On the other 
hand, from neural activity, a decision is to be made about which perceptual state that this 
neural activity is from. Thus, from neural activity we can get some prediction of 
perceptual states. Then when compared the prediction of perceptual states with true label, 
we can evaluate prediction performance. 
 
To validate decoding results, some trials can be used to train a classifier and the rest to 
test its performance. This procedure is called cross-validation (Jain et al., 2000). Data is 
divided into two subsets: one subset is used to train a classifier and the other for testing 
the classifier. It is important that data used for training are not used to evaluate 
performance. Otherwise, it will lead to artificially good performance because of over-
fitting. A common principle is the ‘leave-one-out’, in which testing subset contains one 
trial, and training subset contains all the remaining trials. It has the advantage that both 
training and testing are based on largest possible number of trials. Classifiers are trained 
on the training subset and the obtained optimal decision criteria will be implemented on 
the test subset. Then the prediction result will be obtained for this test subset. This 
procedure will be repeated so that all trials are tested and classified based on the models 
learned from the other trials. The prediction results for all the trials are usually quantified 
by the relative number of hits. 
58 
 
 
4.2.2 Logistic regression 
Let D ∈{0,1} denotes the perceptual report  for the visibility with D =0 for ‘ visible’ and 
D=1 for ‘ invisible’ when the same stimuli are given. Assume we investigate the neural 
activity at the time t and it is denoted as x(t). The relationship between perceptual states 
D and neural activity x(t) can be modeled by a generalized linear model: 
 
( | ( )) ( )P D x t g X β=       
While ( ) ' ( ) ( )X w t x t b tβ = +  
 
Where g is the link function, w(t) is the weight vector and b(t) is the bias. We predict the 
percept as D=1 if ( ) ' ( ) ( ) 0w t x t b t+ > and D=0 if ( ) ' ( ) ( ) 0w t x t b t+ ≤ . If the link function 
( )g ⋅ is monotonically increasing, it follows from the Neyman-Person lemma that a 
prediction rule based on ( ) ' ( ) ( )w t x t b t+ is optimal (Green & Swets 1996). If we choose 
the logit function as the link function, we obtain the logistic regression model: 
 
 
 
 
The problem that does not have a closed-form solution can be solved by using the 
maximum likelihood estimation. We can first form the log-likelihood function by 
summing the logarithm function of the probabilities of all the training samples. Then by 
taking the derivative of the log-likelihood function with respect to w(t) and b(t), we can 
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find the optimal parameters of w(t) and b(t) that maximize the likelihood function.  A fast 
algorithm called iterative reweighted squares was used to maximize the likelihood 
function to find the parameters of w(t) and b(t) (McCullagh & Nelder 1989). 
 
4.2.3 Meta-classification 
The concept of combining multiple classifiers arises as the new direction from the area of 
character recognition. We believe that the combination of multiple classifiers is a general 
problem to various application areas of pattern recognition (Jain et al., 2000; Kittler 1998; 
Liu & Yu, 2005; Xu et al., 1992; Hammon & de Sa, 2007; Dornhege et al., 2004). There 
are several reasons for combining multiple classifiers to solve certain classification 
problem. First, we may have access to a number of different classifiers. A straightforward 
example is the identification of persons by voice, face, height etc. Second, sometimes 
more than a single training set is available. The training set which may be collected in 
different environment or at different time may have different features. Third, different 
classifiers on the same training dataset may not differ in global performances but may 
show local difference. Broadly speaking, we may have different classification methods, 
different feature sets and different training sets. We can combine a set of classifiers with 
the hope of improving the overall classification accuracy.  
Kittler proposed a theoretical frame-work of combining classifiers (Kittler 1998). A 
typical combination schemes consisted of a set of individual classifiers and a combiner 
which combines the output of the individual classifiers to make final decision. Classifier 
combination can be considered as a multistage classification process. The posteriori class 
probabilities or logistic output generated by the individual classifiers is used as features 
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to the second stage classifiers. The output of individual classifiers can be divided into 
three levels: abstract, rank and measurement level (Xu et al., 1992). Measurement level 
contains the most amount of information and the abstract level in which classifier outputs 
labels information contains least information. Here we used measurement level in order 
to maintain the most information. A large number of combination schemes have been 
proposed. Various schemes to combine multiple classifiers can be grouped into three 
main categories: 1) parallel, 2) cascading (or serial combination), 3) hierarchical (or tree-
like). Individual classifiers are largely independent to get useful combination. If not 
guaranteed, resampling techniques like bootstrapping may be used.  
 
4.2.4 Accuracy correction for imbalanced dataset 
Usually accuracy averaged across all the test set is used to quantify the prediction 
performance. For binary classification, ideally the dataset is well balanced which means it 
contains similar percentage for the two categories. However, in real application the 
dataset may be imbalanced and the classification results are biased by the majority. Some 
approaches like assigning weight or introducing prior probabilities have been studied and 
can be used to reduce the effect of imbalanced dataset. Here we propose another way to 
further correct the accuracy for the imbalanced dataset which can provide a subjective 
measure to quantify the real decoding performance independent of the majority of the 
dataset. 
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For certain dataset, D ∈{0,1} denotes the perceptual report  for the visibility with D=0 
for ‘visible’ and D=1 for ‘ invisible’, the original accuracy with k hit in trial of N, is given 
by: 
Accuracy = k/N 
Among k hit, there are k1 count for D= 1 and k2 for D=0. Among N trials, there are n1 
count for D=1 and n2 for D=0. The corrected accuracy for the imbalanced dataset 
(n1>>n2 or n1<<n2
Modified Accuracy = (k
) is given by: 
1/n1 + k2/n2
We notice that k
)/2 
1+k2 =K and n1+n2 = N. This corrected accuracy can provide a subjective 
quantification for imbalanced dataset. For example, when n1: n2
  
 = 1 : 10, the output of 
most classifier will be biased to D=0. Assuming all the test is grouped to D=0, the 
original accuracy is around 91% (10/11), which seems pretty high. The corrected 
accuracy would be just the chance level. Since all was grouped to one category, although 
the hit of the trials is high as the original accuracy indicated, but the specificity for the 
category D=0 and the sensitivity for the other category D=1 is poor. Rather than 
exploring the specific confusion matrix, the specificity and sensitivity for each category, 
corrected accuracy is intuitive and provides a suitable measure for the prediction ability 
for the imbalanced dataset. 
4.3 Results 
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The prediction ability of the neural signal is assessed by comparing the predicted 
perceptual states, which is inferred from neural activity (Quiroga et al., 2009), with the 
perceptual states labels indicated by monkey responses. After we extract features of 
perceptual states from neural activity, we can do decoding analysis to evaluate to what 
extent the different neural signals can predict behavior (Haynes et al., 2005a, 2005b; 
Hung et al., 2005; Stark et al., 2007). Different classifiers can be applied to predict. 
Among them, we chose logistic regression for its well-known good performance, and 
more important for its high efficiency.  
Classifiers will be trained on trials consisted of 'visible' and 'invisible' and accuracy of 
prediction will be determined. Leave-one-out is used for cross-validation to avoid over-
fitting. To decode neural activity in a given trial, we will train a classifier with all the 
trials except the test trial in the same session. This procedure will be repeated on every 
trial, and then all the trials will be used as a test trial once.   
LFP signals were separated according to standard EEG conventions which are defined as 
‘delta’ (1-4 Hz), ‘theta’ (5-8 Hz), ‘alpha’ (9-14 Hz), ‘beta’ (15-30 Hz), ‘gamma low’(30-
50 Hz) and ‘gamma high’ (50-100Hz) and band-limited power of sub-band signal were 
obtained. Different neural signals were combined by meta-classification through a 
hierarchical scheme to merge information. 
 
4.3.1 Assessing the predictability of different neural signals 
Prediction performance of the sub-band of the LFP and MUA in V1, V2 and V4 was 
respectively plotted from Fig 4.1to Fig 4.3. In V1 (Fig 4.1), spike, LFP in sub-band and 
63 
 
broadband all provided modest prediction, around chance level. However, combining 
different frequency bands of LFP improved prediction accuracy to 77%. In V2 (Fig 4.2), 
LFP distinct frequency band provided modest prediction and spiking activity showed 
slightly better prediction performance about 53% than LFP distinct band. After 
combining different frequency bands of LFP, prediction accuracy was improved to 78%. 
In visual cortex V4 (Fig 4.3), after combining different frequency bands of LFP, 
prediction accuracy was improved to 75%. The band-limited power signal revealed better 
prediction than broadband of 1-100 Hz, but less informative than the spiking activity in 
V2 and V4.  
 
What is more, spiking activity showed significant better prediction in V4 about 60% 
while in V1 and V2 only showed modest prediction about 50% and 53%, respectively. 
LFP, after combined multiple bands, revealed a consistent good prediction around 80% 
across all the three visual cortical areas V1, V2 and V4.   
 
The combination of different frequency bands of LFP gave rise to a higher prediction 
performance. This result suggests that LFP signal recorded from a single electrode, when 
its multiple frequency components combined, provides a better prediction of perceptual 
states than spike, which indicating LFP recorded from single electrode can be more 
informative about the subject’s perceptual states than spikes. 
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Figure 4.1. Prediction ability of the monkey’s perceptual report for different kind of neuronal 
signals in V1. Each bar, from left to right, respectively corresponds to prediction performance 
from multi-unit activity (MUA), LFP at each distinct frequency band, broadband of 1-100 Hz 
(LFP broadband), the linear combination of different frequency band of LFP (LFP), and the linear 
combination of MUA and LFP (MUA+LFP). Error bar is the standard error of the mean. 
 
 
4.3.2 Merging information from different neural signals 
LFP recordings represent the slow waveforms, reflecting input and intra-cortical 
population synaptic potentials and voltage-dependent membrane oscillations, which are 
not reflected in spike, including the activity of excitatory and inhibitory inter-neurons. 
MUA represents mostly spiking activity of neurons reflecting output. The simultaneous 
recordings of MUA and LFP may provide complementary information about the overall 
network activity. 
 
In V1 (Fig 4.1), as mentioned in previous section, spike, LFP in sub-band and broadband 
all provided modest prediction, around chance level. Combining different frequency 
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bands of LFP improved prediction accuracy to 77%, and with addition of spiking activity 
(MUA), the mean prediction accuracy increased to 81%. 
 
 
 
Figure 4.2. Prediction ability of the monkey’s perceptual report for different kind of neuronal 
signals in V2. Each bar, from left to right, respectively corresponds to prediction performance 
from multi-unit activity (MUA), LFP at each distinct frequency band, broadband of 1-100 Hz 
(LFP broadband), the linear combination of different frequency band of LFP (LFP), and the linear 
combination of MUA and LFP (MUA+LFP). Error bar is the standard error of the mean. 
 
 
 
In visual cortex V2, similar pattern was observed: spike and LFP distinct frequency band 
provided modest prediction. After combining different frequency bands of LFP, 
prediction accuracy was improved to 78%, and with addition of spiking activity (MUA), 
the mean prediction accuracy increased to 80%. In visual cortex V4, after combining 
different frequency bands of LFP, prediction accuracy was improved to 75%, and with 
addition of spiking activity (MUA), the mean prediction accuracy increased to 78%. The 
band-limited power signal revealed better prediction than broadband of 1-100 Hz, but 
less informative than the spiking activity in V4.  
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Figure 4.3. Prediction ability of the monkey’s perceptual report for different kind of neuronal 
signals in V4. Each bar, from left to right, respectively corresponds to prediction performance 
from multi-unit activity (MUA), LFP at each distinct frequency band, broadband of 1-100 Hz 
(LFP broadband), the linear combination of different frequency band of LFP (LFP), and the linear 
combination of MUA and LFP (MUA+LFP). Error bar is the standard error of the mean. 
 
 
 
 4.4 Discussions 
Decoding-based approach provides methods to quantify the predictive ability of different 
types of neural activity. During a movement task, Mehring found that while spike activity 
of neuronal populations in motor cortex can provide accurate information about 
movement, LFP can be used as additional signal to decipher brain activity (Mehring et 
al., 2003). When sensory stimuli perceived, neurons were proposed to alter their spiking 
activity. Local field potential showed similar patterns. However during visual suppression 
the comparison of the predictive ability of different neural signals is lacking. Here based 
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on the simultaneous recordings of MUA and LFP, we observed the different prediction 
performance of MUA and LFP among the multiple visual cortical areas V1, V2 and V4.  
The comparison of predictability of MUA and LFP shed light on the controversial topic 
of coding schemes (Barlow 1972; Shadlen & Newsome 1996; Parket & Newsome 1998; 
Parker & Krug, 2003; Eckhorn et al., 1988, 1990; Gray et al., 1989; Singer & Gray 1995; 
Fries et al., 2001; Pesaran et al., 2002; Leopold & Logothetis 1996; Sheinberg & 
Logothesis 1997; Gail et al., 2004; Abbott & Dayan 1999; McClurkin et al., 1991). There 
are two common kinds of codes for modeling neuron communication: rate code and 
temporal code. Rate coding was originally shown by Adrian in 1926. Adrian found that 
as the stimulus weight increased, the number of spikes recorded from sensory nerves 
innervating the muscle increased. This indicated that substantial information is contained 
in the neuronal firing rate. Temporal coding assumes information is encoded in the timing 
of the neuronal action potentials, while rate coding only considers the mean rate of the 
action potentials as an important role in information coding. Temporal coding received 
much attention due to its potential for solving the binding problem. Much evidence 
(Singer & Gray 1995; Fries et al., 2001; Pesaran et al., 2002) has shown that neuronal 
responses to sensory stimuli are often temporally structured. 
 
Different prediction performance of different neural signals was observed. The 
recordings were collected from multiple visual cortexes which provided an opportunity to 
explore coding schemes not limited within one visual cortex. It was shown that LFP 
broadband only provided modest prediction while MUA alone already provided 
significant better accuracy than chance level in V4. It is too early to draw a conclusion 
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that the rate coding instead of temporal coding underlying visual suppression process. We 
observed that although the predictability LFP broadband was poor, LFP, after 
combination of multiple bands, provided better prediction accuracy than broadband, and 
better than MUA. It indicated that temporal coding has an influence on the suppression, 
and maybe more important than rate coding especially in early visual cortex. 
The differences between the prediction performance in MUA and LFP in multiple visual 
cortexes are probably due to their different origin. LFP reflects the neuronal input near 
the electrode tip while MUA represents spike output of a much smaller population near 
the electrode tip. LFP reflects a number of sub-threshold integrative processes which is 
not reflected in spike. As we found the combination of MUA and LFP provided better 
prediction of the perceptual states than individual signal. This supported the hypothesis 
that MUA and LFP carried complementary information about the perceptual states. In 
other words, perceptual information at different levels of neural representations, spike 
and LFP, can be integrated to improve the predictability of perceptual discrimination. 
For individual neural representation spike, as we found it showed best prediction 
performance in V4 than that in V1 and V2. This trend that the same neural signal showed 
different predictability across multiple visual cortical areas, specifically, best in V4, 
indicated that different role associated with different visual cortex during suppression. 
High visual area being involved in visual perception was supported by other studies. 
Previous binocular rivalry experiments in awake, behaving monkeys showed a clear 
correlation between perceptual suppression and loss of neural responses in higher visual 
areas (Leopold & Logothetis 1996; Sheinberg & Logothetis 1997). LFP after combined 
multiple bands showed sustained reliable prediction greater than 75% in average in all the 
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three visual cortex. This different predictability trend across different visual cortex 
between spike and LFP shed light on the puzzling topic of the role of early visual cortex. 
On one hand, when viewing ambiguous images, percentage of single cells correlated with 
monkey’s perception increased along visual ventral pathways suggesedt perception arised 
at several levels in the visual pathways and indicated high-level explanation (Leopold & 
Logothesis 1996). This was consistent with our observation that different predictability of 
spike from different visual cortex. On the other hand, neuroimaging results, which 
revealed a strong correlation between the corresponding early visual cortex and a 
subjective perception, supported a low-level model (Tong & Engel, 2001, Haynes et al., 
2005a). As we found LFP, by combination multiple bands, in early visual cortex already 
provided reliable prediction about perceptual states. It means the neural activity from 
early visual cortex contained some information related to perceptual states. This 
suggested that early visual cortex played a role during perceptual suppression while this 
influence was hard to identify from spike at present.  
In this chapter we assessed the predictability of different neural representation on single-
trial basis from individual electrode and merged information from different neural 
signals. As we know, brain makes decision upon neural responses from large populations. 
On next chapter we will investigate the predictability of population activity on single-trial 
basis. 
 
 
  
70 
 
CHAPTER 5: THE READOUT OF PERCEPTUAL STATES BY POPULATION 
ACTIVITY 
 
5.1 Introduction 
Previous study explored the single trial activity from individual electrode. Here we 
explore the neural coding of perceptual suppression at population level. This specific 
objective is motivated by both experimental data and theoretic studies. On one hand, 
preliminary results of predictability from neural activity showed only modest ability to 
predict perceptual state, which is far below the monkey's behavior performance. On the 
other hand, theoretically studies suggest that perceptual discriminations are based on 
signals from populations of neurons (Shadlen et al., 1996; Parker & Newsome 1998). 
Since brain makes decisions from populations of neurons, it is believed that although 
individual neurons may exhibit neural noise, the population activity may average this 
noise out (Averbeck et al., 2006). 
Little is known about the contribution of neural population activity to the prediction of 
perceptual suppression. Several studies do have investigated the relationship between 
single neuronal activity and motion judgments in the middle temporal visual area or 
motor cortex (Stark et al., 2007; Mehring et al., 2003; Hung et al., 2005). For example, 
Mehring showed that hand movement and velocity can be inferred from multiple local 
field potential in monkey motor cortex while individual neurons are poor predictors of 
movement target on a single-trial basis (Mehring et al., 2003). Averaging across 
populations of neurons (Shadley et al., 1996) cannot guarantee to always yield improved 
performance, particularly with the presence of correlated noise. 
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The issue about the importance of correlations of simultaneously recorded neurons in 
population coding has been on debate, both at the experimental and at the theoretical 
fronts (Shadlen et al., 1996; Lee et al., 1998; Abbott & Dayan 1999; Averbeck & Lee 
2006). Based on the simultaneously multiple recordings, we can identify the influence of 
the correlated multichannel recordings to perceptual prediction, whether it will increase 
or limit the predictive ability of neural activity, and then to propose a suitable surrogate 
for the population activity.  
In the first part of this chapter the classification methods used for multi-channel decoding 
will be presented and we will compute the prediction performance based on multi-
electrode recordings using feature selection approach. Then we will employ permutation 
test to assess the role of correlated activity in perceptual discrimination. Finally a 
surrogate for the population activity will be presented. 
 
5.2 Methods 
5.2.1 Feature selection based on minimal-redundancy-maximal-relevance  
To exploit the information from space, time and frequency domain, there is a need to 
construct feature set. Feature set is to be as small as possible for the reason of 
measurement cost and classification accuracy (Jain et al., 2000; Guyon & Elisseeff 2003). 
There are two major dimensionality reduction processes to obtain appropriate feature set, 
feature extraction and feature selection. Feature extraction is a process to create new 
features by transforming or combining given features, whereas feature selection is to 
select a subset of features from the given feature set. The difference between feature 
extraction and feature selection is that the former generates new features while the later 
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does not. Linear transforms, such as principal component analysis, factor analysis and 
linear discriminant analysis have been widely used in pattern classification for feature 
extraction and dimensionality reduction.  
Feature selection has been widely used in many fields, including bioinformatics, 
statistics, machine learning, text processing, speech processing and face recognition (Jain 
et al., 2001, Liu & Yu 2005, Guyon & Elisseeff 2003, Ding & Peng 2005). Feature 
selection algorithm can be divided into three categories: wrappers, filters and hybrid 
methods (Liu & Yu 2005). The wrapper-based approaches use the performance of a 
predetermined classifier to evaluate the feature subset by exploring criterions like 
predictive accuracy or cluster goodness.  The filter-based methods use independent 
measures, as distance, information, dependency and consistency, to evaluate subsets of 
feature, instead of applying classifiers. The hybrid-based approach use both independent 
measures and classifiers to evaluate feature subsets. Among them, we chose to use filter-
based approaches for its two advantages, computationally efficient and yielding 
classifier-independent feature subsets. 
In the following part, we focus on filter-based methods to construct feature subsets. A 
search algorithm is needed to find the best subset which means it has the minimal 
classification error. Minimal error usually requires the maximal statistical dependency of 
the target class C on the data distribution in the sub-place. This is called maximal 
dependency. One popular approach to realize maximal dependency is maximal relevance 
feature selection, which selects the features with the highest relevance to the target class 
C (Peng et al., 2005; Ding & Peng, 2005; Ding et al., 2003). In other words, it measures 
the ability to predict the value of one variable from another variable. A feature X is 
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preferred to another feature Y if the association between feature X and class C is higher 
than the association between Y and class C.  Relevance is often termed as correlation or 
mutual information.  Mutual information is one popular measure to define dependency of 
variables. Given two random variable x and y, their mutual information is defined in 
terms of their probabilistic density functions p(x), p(y) and joint density function p(x,y): 
( )( : ) ( , ) log
( )
p xI x y p x y dxdy
p y
= ∫∫  
The purpose of feature selection is to find a feature set S with m features {xi}, which 
jointly have the largest dependency on the target class C. Maximal relevance criterion is 
used to select feature as maximal dependence is hard to implement. Maximal relevance is 
to search features satisfying: 
1max ( , ), ( , )
i
i
x S
D S C D I x C
S ∈
= ∑  
which approximates maximal dependency by obtaining the mean value of all mutual 
information values between individual feature xi and Class C.  
It is possible that the selected features by maximal relevance have rich redundancy. 
Minimal redundancy criterion is added to select mutually exclusive features; 
2
,
1min ( ), ( , )
i j
i j
x x S
R S R I x x
S ∈
= ∑  
For feature selection, the following criterion function is to be maximized to strike a 
balance between relevance and redundancy: 
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max ( , ),D R D RΦ Φ = −  
The criterion is called minimal-redundancy-maximal-relevance (mRMR). The optimal 
feature set can be found by employing an exhaustive search, but it is too computationally 
expensive. In practice, incremental search methods can be used to find the near-optimal 
feature set.  
Generally, feature can be selected by many different ways. One way is to select features 
that correlate highest to the class labels. Many algorithms can be used, such as sequential 
backward and forward. On the other hand, features can be selected to be mutually far 
away from each other while they still have high correlation to the class labels. This so 
termed minimum-redundancy-maximum-relevance selection has been found to be more 
powerful (Ding & Peng 2005). Correlation can be replaced by the measure of dependency 
and mutual information can be used to quantify the dependency.  
 
5.2.2 Linear discrimant analysis 
Linear discriminant analysis uses the category information associated with each patterns 
for extracting the most discriminatory features (Duba et al., 2000). It has excellent 
performance, as well as high efficiency.  
Linear discriminant analysis is to project data from n dimensions onto a line. Among the 
n-dimension samples X, n1 is in the subset D1, and n2 in the subset D2. Two subsets are 
obtained since there are two perceptual states. To separate different patterns is to find 
orientation by which the projected samples are well separated. This can be solved by 
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maximizing the difference between subset mean mi
 
 to be large relative to some measure 
of standard deviations as below equation indicates: 
 
Where  
 
T denotes transposition. Thus, we obtained w for Fisher’s linear disciminant. And the 
optimal decision boundary is given by the equation as below: 
 
The constant w0
0 1 2
( 1)0.5*( ) ln
( 0)
t t P Dw w m w m
P D
=
= − + +
=
 is defined as below: 
 
 
 
5.2.3 Support vector machine 
Support vector machine (SVM) is a popular classifier that minimizes the empirical 
classification error and maximizes the margin at the same time by determining a 
separating hyperplane (Cheng& Lin 2007; Wang et al., 2009b).  Assume there are k 
training features for decoding. SVM solves the following optimizing problem:  
2
1
min
K
k
k
w C ξ
=
+ ∑
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Where w is the weight vector and C is the penalty parameter of the error term,  
1 2
( )( )
i
w
t
i i i
x D
S S S
S x m x m
∈
= +
= − −∑
0 0
tw x w+ =
1
1 2( )ww S m m
−= −
(5) 
(6) 
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The optimal solution can be found by using Lagrange multiplier method. Testing is done 
by determining which side of the separating hyperplane the testing feature vector lies. 
For classification, if P(D=1|x(t))>0.5, we classify D=1, otherwise, we classify D=0. 
 
5.2.4 Statistical analysis 
Permutation approach: we adopt a permutation approach to study the effect of correlation 
between simultaneously recordings. Specifically, considering two channels of recordings 
with many trials, randomly pairing data for channel 1 with data for channel 2 from a 
different trial leads to the channel-wise correlation to be destroyed. 
 
  
5.3 Results 
The responses of individual neurons are inherently noisy. By averaging the responses 
from many neurons, we hypothesized that pooling responses across neurons should 
average out noise in the activity of single neurons, leading to improved performance. To 
study the population coding schemes, first we identify the improved performance from 
multi-electrode recordings by combining the simultaneously multi-electrode recordings 
of LFP beta frequency band of 10-30 Hz which was revealed to be associate to perception 
discrimination by regression analysis on Chapter 2.  Then we assess the effect of 
correlation between the simultaneously multi-electrode recordings. After that, we propose 
a surrogate for population activity. Finally, neural responses from multiple visual cortical 
areas are to be combined to provide prediction.  
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5.3.1 Combination across multiple channels 
Linear discriminant analysis was employed to predict the trial by trial fluctuations of 
monkey’s perceptual state (visible vs. invisible) based upon the neural signatures 
identified in the above-mentioned spectral analysis. We explored whether LFP beta band 
recordings from simultaneously multiple channels can improve predictability to test 
whether population activity encode more perceptual information. We found that multiple 
channels always yielded more accurate prediction than single channels. The 
improvements are significant (p<0.05), with the decoding accuracies in V4 reach above 
80%. Blue solid line in Fig 5.1 showed that the prediction performance increased as the 
number of electrodes increased. This result indicated that multi-electrode recordings 
provided better prediction performance than individual electrode recordings. In other 
words, multiple channels contained complementary information about the perceptual 
states.  
 
 
 
Figure 0.1: Prediction accuracy as a function of number of electrodes with correlation present 
(solid blue line) and correlation absent (dash green line) for beta frequency band signal in V4. 
‘Correlation present’: simultaneously multi-electrode recordings in which correlation were 
present. ‘Correlation absent’: correlation was destroyed by applying permutation approach. Error 
bar: standard error of mean. 
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5.3.2 Role of pair-wise correlation 
Correlation among multiple channels of simultaneously recorded LFP can be relatively 
high. The correlation can either increase or decrease the prediction performance from 
populations of encoding neurons (Abbott & Dayan 1999). To test the influence of 
correlations, we compared prediction accuracy of simultaneously recorded LFP beta band 
in which correlation are present, to that obtained by a permutation approach to shuffle 
trial order in which correlation are destroyed. The effect of correlation was shown in Fig 
5.1 where the two curves diverge as the number of channels increases. The results 
suggest that correlation limits the benefit of averaging across populations, thus decreases 
the accuracy of perceptual discrimination. This also asks for appropriate surrogate for 
population activity when correlation limits the decoding. 
 
 
5.3.3 Population surrogate across multiple sessions 
 
Results from 5.3.1 revealed that multiple channels contain more information than 
individual electrode recordings while results from 5.3.2 showed that channel-wise 
correlation between simultaneously multi-electrode recordings limit the prediction 
performance. Thus here we propose a population surrogate to combine population 
activity from simultaneous multi-electrode recordings across multiple sessions. 
 
We projected spike by linear discriminant analysis where signals belonging to different 
perceptual states are maximally separated. Then we can combine data from different 
recording sessions, each session containing neural activity recorded simultaneously with 
multiple electrodes. 
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We took individual electrode from separate sessions to avoid correlation effect. There are 
two approaches to select individual electrode recordings within certain session. We can 
either select by mRMR or by random. Performances from all electrode recordings were 
also explored for comparison. Prediction accuracy and computational cost by using 
different classifiers on MUA responses in V4 were listed in table 5.1. It appeared that 
logistic regression outperformed LDA and SVM in this case. Results for all the three 
visual cortical areas were summarized in Table 5.2. It showed that taking individual 
electrode from separate session provided better prediction than taking all the sites into 
consideration. Taking individual site by mRMR from separate session in V4 reached the 
best prediction of 74.2%. 
 
Table 5.1: Prediction accuracy and computational cost by using different classifiers on MUA 
responses in V4 by selecting an individual electrode from separate session. LDA: linear 
discriminant analysis. SVM: Support vector machine. Computational cost was represented by 
computational time in seconds (s). 
Method Logistic regression LDA SVM 
Decoding accuracy 0.742 0.737 0.738 
Computational  time (s) 1.443 0.148 1061.337 
 
 
The results reported here showed that multiple channels contained more information than 
individual electrode. Individual electrode gave modest prediction, but with a population, 
the prediction was robust. Additionally, the pair-wise correlation in simultaneous 
recordings limited the prediction. Then a surrogate for population coding was proposed 
by taking individual electrode from separate sessions, correlation among simultaneous 
recording was destroyed. This also is consistent with the previous result got from LFP 
that correlation limits prediction here. When taking individual electrode from sessions, 
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select the channel randomly was comparable to that select based on mRMR. This 
indicated although MUA itself is site-specific, the perceptual related activity is a broad-
area activity.  
 
Table 5.2: Prediction accuracy based on logistic regression from multiple sessions combined by 
different schemes. By combination: combine multiple sites from multiple sessions. Select by 
mRMR: take an individual site from separate session by mRMR; Random: take an individual site 
from separate session by random; All: take all sites. Individual site: mean accuracy averaged of 
prediction performance from single site decoding. Taking individual site by mRMR from separate 
session in V4 reached the best prediction. 
  Select by mRMR Random All 
V1 By combination 67.57% 67.60% 60.98% 
Individual site 50.0% 50.0% 48.0% 
V2 By combination 69.06% 69.2% 70.1% 
Individual site 51% 51.1% 51.0% 
V4 By combination 74.2% 73.6% 71.3% 
Individual site 58.4% 57.1% 55.6% 
 
 
 
5.3.4 Combination across multiple visual cortex 
Sessions that have simultaneous recordings in V1, V2 and V4 have been pooled out to do 
decoding analysis based on SVM. Neural activity in V1 and V2 has provided prediction 
accuracy around chance level while neural activity in V4 has provided prediction more 
accurate than that in V1 and V2. When neural activity from the three cortical areas have 
been put together to give prediction, we observed improved activity. This improvement 
suggests the perceptual discrimination may be a result from network activity across 
multiple visual areas.  
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Figure 5.2 Perceptual prediction accuracy results for areas V1, V2, V4 and V1-V4. Individual 
areas V1, V2 showed prediction performance around chance level .5  and V4 showed modest 
prediction performance while V-V4, including V1, V2 and V4, showed better prediction results 
than individual areas. Error bar means standard error of mean across multiple sessions. Support 
vector machine was applied. 
 
 
 
5.4 Discussions 
5.4.1 Population coding  
Population coding refers to information available from ensembles that go beyond simple 
summation of individual signals. It is often associated with the method of Georgopoulos 
1986 (Georgopoulos et al., 1986), but many analysts have also asked what an ideal 
observed could learn from a population of neurons. Even modest choice probabilities are 
remarkable in view of the many neurons potentially available to provide input to decision 
process. We explored whether population activity will improve the predictability of 
perceptual state during suppression task. If neural recordings from different site convey 
complementary information, better predictability will be obtained when combine these 
multiple sites. We hypothesized that prediction of perceptual state based on the response 
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from multiple neurons will be better than that of individual neuron. This was tested that 
by comparison between the combined recordings from multiple channels with recordings 
of single channel and better predictability was obtained. 
 
The analysis of population coding is simple if the response of each neuron is assumed 
independent.  The independent hypothesis means that the responses of different neurons 
can be combined without taking correlation into account. To test the validity of this 
assumption, we must test whether the correlations between the responses of different 
neurons provide additional information (Dayan & Abbott, 2005). When the combination 
of neural activity from multiple sites was used to explore predictability of neural activity 
on population level, previous studies suggested that correlated data can either increase or 
decrease the prediction accuracy. Correlated activity is often observed in cortical circuits, 
but its functional role remains controversial. Correlations are a consequence of shared 
input between nearby neurons and have effect on the information coding. On one hand, 
perceptual discrimination may benefit from correlation. On the other hand, the amount of 
information coded by correlated activity is small and correlations between pairs of 
neurons are not important for information coding (Averbeck et al., 2006). This is possible 
because nervous system can extract only a finite amount of information. Based on the 
simultaneous multiple recordings, we can identify the influence of the correlated 
multichannel recordings to perceptual prediction, we found that correlation limit the 
predictive ability of neural activity.  
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There are two influential, yet controversial hypotheses on the readout of strategies for 
perceptual decision. That is,  the lower envelope principle (Gardner et al., 2001; Barlow 
1995) states that perceptual decisions solely depend on the most sensitive neurons, 
whereas the pooling principle (Parker & Newsome 1998) asserts that all active neurons 
contribute to perception, to a greater or lesser extent. The comparison between prediction 
performances from best individual electrode from separate session and random individual 
electrode from separate session comparable, which supports the pooling principle take 
effect here. Additionally, neural activity pooled across individual electrode from separate 
sessions provided better prediction than neural activity pooled together, which suggests 
an appropriate surrogate for population coding is to take individual electrode from 
separate sessions. 
 
5.4.2 Multiple visual cortex  
While responses from individual areas V1 and V2 showed prediction performance around 
chance level and responses from V4 showed modest prediction, generalization 
performance for activity pooled across the visual areas V1, V2 and V4 was higher than 
the performance from the individual areas. Neural activity pooled across V1, V2 and V4 
showed better prediction. It indicated although spike itself did not show significant better 
prediction of perceptual states, it did contain some information and the perceptual 
discrimination may be a result of network activity across multiple visual cortical areas. 
Additionally, for individual area, response in higher visual area V4 was also better than 
lower visual area V1 and V2. Individual area V1 and V2 only provided performance 
around channel level. This indicated during perceptual suppression neural activity in 
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these early areas did not carry much information about perceptual states in firing rates. 
This is consistent with previous results in Chapter 4.  
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CHAPTER 6: DYNAMICS OF PREDICTABILITY  
 
6.1 Introduction 
In previous chapter, we explored predictability of neural activity in single-trial, multi-
channel frame. It was shown that spatial integration of spiking activity over multiple 
electrodes improved the prediction of perceptual discrimination. Furthermore, given the 
information contained in the temporal domain, it seems natural that temporal integration 
of the neuronal population activity could enhance perceptual prediction performance too. 
Recent studies on a motion direction discrimination task have shown that the perceptual 
information was accumulated as the perceptual evidence integrated over time (Gold & 
Shadlen 2001, Mazurk et al., 2003, Gold & Shadlen 2007, Huk & Shadlen 2005). Similar 
temporal integrated property for a structure-from-motion task was reported recently 
(Wang et al., 2009a). The mechanisms underlying temporal integration could lead insight 
to neural mechanisms that serve cognitive functions such as perceptual decision making. 
All the previous studies have been related to different stimuli, thus maybe related to 
different sensory information. Here during the generalized flash suppression task, the 
perceptual states are different ‘invisible’ vs. ‘visible’ while the external stimuli are 
identical. We want to explore whether there is still temporal integration properties. This 
property is directly related to perception rather than to the stimulus. We analyze the 
dynamic response of the multi-unit activity in visual area V4, for deciphering the 
perceptual states during a generalized flash suppression task.  Our object is to identify 
how the neural activity evolves and accumulates over time to make perceptual decisions. 
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As we have showed in Part I, local field potential recordings are temporal, frequent 
dynamics. Different frequency components can engage different coupling networks in the 
cortex (Frien & Eckhorn 2000; Stein et al., 2000a, 2000b; Buschman and Miller 2007; 
Shack et al., 2002; Basar et al., 1997; Basar et al., 2001; Fries 2009; Fries et al., 2001; 
Fries et al., 2007; Gregoriou et al., 2009). Time-frequency distribution for neural activity 
has been proposed (Quyen & Bragin 2007; Muthuswamy & Thakor 1998; Womelsdorf et 
al., 2007). Wavelet transform can provide multifold analysis on the time-frequency 
distribution but it has an important disadvantage that the range of explored frequencies 
must be arbitrarily defined prior to performing the analysis (Quyen & Bragin 2007; 
Averbeck 2004;, Muthuswamy & Thakor 1998). Seldom studies examined the temporal, 
frequency dynamics of predictability of neural activity to quantify the information related 
to perceptual discrimination contained in neural activity.  
 
Here we first assess the dynamic predictability of power on time-frequency distribution. 
Then we want to identify the dynamic prediction performance from coherence estimate. 
Theoretically, correlation arises from several samples. Pseudo-single-trial coherence was 
proposed while it assumes the transformed coherence value is a Gaussian distribution 
which is not always the case in our dataset. So we use mutlitaper directly to calculate 
single-trial coherence from several tapers (Fries et al. 2001). Then the dynamic 
predictability of coherence on time-frequency distribution can be addressed and 
compared with power results. Power reflects regional activation while coherence can 
reflect inter-regional or intra-regional functional coupling of oscillatory neural activity 
(Gerloff et al., 1998; Shack & Krause, 1995). Predictability of the two measures can 
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provide comprehensive understanding of different aspects of information processing 
during perceptual suppression. As coherence is a measure of interaction and it is believed 
that perceptual suppression is a result of network activity across multiple visual cortex, 
we hypothesize that coherence can provide better prediction than power on a single-trial 
basis.  
 
In this chapter, we will obtain prediction performance for temporal evolve and integration 
of spike. Then spectral estimate of LFP was obtained. Finally by applying LDA on 
spectral estimate, power and coherence respectively, the time-frequency distributions of 
predictability will be explored.  
 
6.2 Methods 
6.2.1 Multiaper analysis for single-trial coherence  
Here we briefly present the multitaper method for single-trial coherence estimation. This 
method was introduced by Thomson (1982) and has been widely applied in neuroscience 
field to estimate a time-varing spectrum for random non-stationary signals (Xu et al., 
1999; Pesaran 2002; Pesaran 2008). It not only obtains tradeoff between spectral 
resolution (bias) and stability (variance) but also provides the coherence estimation from 
a single realization of neural recordings which cannot be obtained by other spectral 
methods. 
Multitaper method uses multiple orthogonal tapers to provide a local eigen-basis for data 
sequences (Thomson 1982; Mitra & Pesaran 1999; Percival & Walden 1993 chapter 7; 
Jarvis & Mitra 2001). In each taper, Fourier transform was applied to obtain basis 
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quantify for further spectral analysis. The optimal family of orthogonal tapers is given by 
the prolate spheroidal functions or Slepian functions for the sequences of length N and 
are characterized by a bandwidth parameter W. Usually, K = 2NW-1 tapers are 
concentrated within a range [-W, W] for frequency space.  
The procedure to compute the spectral estimate of a ordinary time sequence xt,  
1) Specify N and W. N is the number of data points and W depends on the desired 
time-bandwidth NW (or frequency resolution); 
t=1…N, 
is as follows: 
2) Compute K orthogonal tapers functions wt
3) Obtain the windowed Fourier transform: 
(k); 
2
1
( ) ( )
N
j ft
k t t
t
x f w k x e π−
=
=∑  
 
Where wt ( )kx f(k): k = 1,…, K are K orthogonal taper functions.  is called the kth 
eigencoefficient and 2( )kx f is called the kth eigenspectrum. 
4)  Average the K eigenspectra to get an estimate of the spectrum ( )XS f , cross-
spectrum ( )XYS f  and coherence ( )XYC f are given for the two time series xt and 
yt
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Where K is the number of window used and the asterisk denotes complex 
conjugation. Each estimate contains 2K degrees of freedom when performed on a 
single trial. 
  
One important advantage of the multitaper method is that it offers a natural way of 
estimating error bars corresponding to most quantities obtained in time series analysis. 
This property is especially useful when one is dealing with an individual instance of time 
series. The fundamental notion behind is a local frequency ensemble: if the spectrum of 
the process is locally flat over the bandwidth of 2W, then the tapered Fourier transforms
( )kx f , constitute a statistically ensemble for the Fourier transform of the process at the 
frequency f . Assume the underlying process is locally white within the frequency range
'f f W− ≤ , then ( )kx f are uncorrelated random variable with the same variance. For 
large N, ( )kx f may be assumed to be asymptotically normally distributed under some 
general circumstances (Mallows 1967). Therefore, a way to think about multitaper 
estimates presented before is that the estimates are an average over the local frequency 
ensemble. 
As we know, coherence is a measure of the consistency of phase-relationship between 
two time series. It provides a frequency-specific measure of the phase coupling between 
two signals and has been applied in neural data. It is defined as correlation in frequency 
computed over multiple trials. Therefore, coherence on single trial is not defined 
mathematically. That is the reason we could not obtain single trial coherence by 
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traditional spectral estimation, like short-time Fourier transform or wavelet transform. 
However, coherence can be obtained from one realization of the multichannel data using 
multitaper method.  The previous definitions allow the estimation of the coherence from a 
single instance of a pair of time series. 
 
6.3 Results 
Multitaper spectral analysis was performed on each trial, with a 150-ms-long sliding 
analysis window moving every 10 ms, from the 200 ms after surrounding onset to the end 
of task. In each window, we choose the bandwidth NW=3 and use the first three Slepian 
sequences as tapers. Linear discriminant analysis was applied to neural activity on a 
single-trial basis to identify the temporal integration property of spike predictability and 
time-frequency distribution of predictability from local field potential.  
 
6.3.1Temporal dynamics of predictability from spike  
In this section, we first compared the performance of the LDA and logistic regression 
approaches for dynamically perceptual decisions from MUA recordings, simultaneously 
recorded from typical 4 – 7 electrodes in visual cortex V4. Recordings with the number 
of trials less than 6 were excluded.  Multiple sites were combined and LDA outperformed 
logistic regression. The temporal dynamics of MUA predictability with bin size of 200 
ms was shown in Fig. 6.1. Around 700 msec after surrounding onset, the prediction 
performance reached the optimal.  
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Figure 6.1 Temporal dynamics of prediction ability of spike responses in V4 with bin size 200 
msec moving every 20 msec. Multiple sites in one session were combined by linear discriminant 
analysis.  
 
 
 
Figure 6.2 Prediction performances as a function of bin size (ranging from 25 ms to 250 ms) of 
spiking activity after 200 ms after surrounding onset. Linear discriminant analysis was applied. 
Error bar means standard error of the mean. 
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The effect of bin size was explored and prediction performances were explored as a 
function of the bin size ranged from 25 ms to 250 ms in Fig 6.2.  LDA was applied on 
averaged neural responses within bin. Error bar means standard error of the mean. We 
observed that bin size of 25 ms, 175 ms and 200 ms yielded better performance. 
Furthermore, we investigated the prediction performance from temporal integration of 
MUA responses. We noticed that there was session-by-session variant in predictability. 
Two patterns were observed. In some sessions, neural activity reached nearly 90% after 
integration over temporal domain which was shown in Fig. 6.3 (a). However, it was not 
always the case. In other sessions, there was no significant improvement from integration 
over temporal domain, which was shown in Fig. 6.3 (b).  
  
 
(a)                                                                (b) 
Figure 6.3: Prediction performance for temporal integration of spike in V4 by linear discriminant 
analysis. (a): Accumulation on temporal information showed significant improved performance. 
(b): Accumulation on temporal information did not improve performance. Each point was 
averaged across sessions. Solid line indicated the mean accuracy. Dash line indicated standard 
error of the mean. 
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6.3.2 Time-frequency distribution of predictability from LFP 
For individual trial, spectral estimation was performed, and then decoding method was 
applied on certain time and frequency bin. LDA was chosen for its high efficiency 
because the computation over time-frequency distribution was expensive. Predictability 
of power on time-frequency distribution for the three visual cortical areas V1, V2 and V4 
was shown in Fig 6.4. The low frequency band showed better prediction performance 
than the other band while in V1 and V2 high frequency band showed better prediction 
performance too. 
 
Figure 6.4. Time-frequency distribution of prediction performance from power. Spectral estimate 
of time-frequency distribution for two perceptual states in individual area V1, V2 and V4 were 
obtained and linear discriminant analysis was applied on each estimate. 
 
Predictability of single trial coherence on the time-frequency distribution was shown in 
Fig 6.5. For the three intra-regional connections, V1-V1, V2-V2, V4-V4, beta band 
showed better prediction performance than the other band. Although high frequency band 
showed up in V1-V1, we did not observe it in other sites within V2, V4, and high 
frequency band for example gamma frequency band, did not show up in all the inter-
regional connections. 
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When we compared the predictability of power with coherence, although we did not 
observe significant difference between the prediction accuracy values, the better 
prediction showed up earlier from coherence than from power. 
 
 
Figure 6.5: Time-frequency distribution of predictability from coherence in pair of sites within 
and between visual cortical areas. Three intra-regional connections: V1-V1, V2-V2 and V4-V4. 
Three inter-regional connections: V1-V2, V2-V4 and V1-V4. Coherence estimate of time-
frequency distribution from single trial for two perceptual states were obtained and linear 
discriminant analysis were applied on each estimate. V1-V1: predictability from pair-wise 
coherence for sites within V1; V2-V2: predictability from pair-wise coherence for sites within 
V2; V4-V4: predictability from pair-wise coherence for sites within V4; V1-V2: predictability 
from pair-wise coherence for sites between V1 and V2; V2-V4: predictability from pair-wise 
coherence for sites betweenV2 and V4; V1-V4: predictability from pair-wise coherence for sites 
between V1 and V4.  
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6.4 Discussions 
6.4.1 Predictability from temporal integration of spike 
Gold and Shadlen suggested that simple addition can be used to accumulate both sensory 
information and psychological factors (Gold & Shadlen 2001). Recent studies suggested 
that information is accumulated and represented in neural structures involved in planning 
actions (Gold & Shadlen 2001; Wang et al., 2009a). Since these structures lie between 
sensory and motor processing, it is proposed that they may transform sensory information 
into a decision that guides behavior. Furthermore, the activity in these structures can be 
influenced by psychological factors, and then bias decisions. Many aspects remain 
unproven, even for simple perceptual tasks. How and when does a neural signal 
representing the accumulation of information used to reach a decision actually indicate 
the decision? 
 
It is known that spatial integration of spiking activity over multiple sites may improve the 
prediction of perceptual discrimination, which is supported by previous results.  Here, 
considering the dynamic information contained in temporal domain, we observed the 
significant improved prediction performance after temporal integration in subset of 
sessions. However, it was not always the case. In some sessions, there was no significant 
improvement from integration over temporal domain. We noticed different sites recorded 
in different sessions, but what caused that totally different property of temporal 
integration of prediction performance remains unknown. 
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6.4.2 Time-frequency dynamics of predictability from LFP 
Different from our hypothesis, coherence from single trial was not observed providing 
significant better prediction than power from. Since coherence contains information 
about functional coupling, do the results indicate no coupling difference between two 
perceptual states? It may be too early to draw this conclusion. Other measurement like 
partial coherence, coherence phase can be utilized to further examine the hypothesis that 
suppression may arise from network mechanisms and measure of connection contain 
more information then measure of regional action. 
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CONCLUSIONS & FUTURE WORK 
 
The question how perception arises from neural activity in visual cortex is one of central 
questions in cognitive neuroscience. To address this question, we study neural activity 
during generalized flash suppression, in which perception changes when same stimulus is 
presented. The aim of this thesis was to investigate neural activity of perceptual 
suppression.  
Time-frequency spectral analysis, based on multivariate autoregressive modeling and 
multitaper spectral estimation, was performed on LFP signals. We found that LFP in the 
beta frequency band of 10-30 Hz showed significant perceptual modulation across V1, 
V2, V4, and this modulation appeared first in V4 then V2, and then V1,  indicating that 
top-down information flows from V4 to V2 and then to V1 during perceptual 
suppression. Similar pattern was observed in spiking activity when MUA was examined. 
Functional network analysis, as measured by coherence, revealed significant reduction of 
network connectivity during perceptual suppression at the beta frequency band in pair of 
sites within and between V1, V2, and V4, indicating reduced functional connectivity 
during perceptual suppression.  
Decoding methods including a variety of computational and statistical techniques such as 
linear discriminant analysis, logistic regression, and support vector machine were 
employed and compared to predict the trial by trial fluctuations of monkey’s perceptual 
state (visible vs. invisible). We found that spiking activity in single electrode only 
provided modest prediction of around 55% correct, and that this prediction rate could be 
improved to 65% by integrating information over temporal domain, or combining spiking 
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responses from multiple electrodes. For LFP signals, we showed that the LFP recorded 
from a single electrode while combining its multiple frequency bands revealed prediction 
accuracy greater than 75% in all the three visual cortical areas. The addition of spiking 
activity (MUA) to the LFP continued to improve the prediction of 79% in average, 
indicating that MUA contained additional information for perceptual prediction. In 
addition, we found that the spatial combination of multiple-channel LFPs resulted in 
more accurate prediction than single electrode in isolation, a result suggesting that 
pooling responses across multiple neurons can average out noise in the activity of single 
neurons, thus leading to improved prediction of 10% in average. Such an improvement, 
however, was limited by the correlated activity within multi-electrode recordings. These 
results, taken together, suggest that LFP is closely related to perceptual suppression in 
V1, V2, V4, and the perceptual visibility is also reflected by integrated spiking activity.  
Connection strength between different sites, identified by coherence, has been explored 
while the further information about the direction of connection still lacks. By examining 
the causality between neural activities from different sites we may define the connection 
direction. What is more, considering different perception arises while the same stimulus 
was presented, stimulus-evoked activity may not be related to perception, but the 
oscillatory induced activity is percept-related. By removing the stimulus-evoked activity 
from single trial activity, the remaining induced activity may show more discriminative 
information about different perception. 
Brain-computer interface can provide a communication between external world and the 
brain. After establishing the causal link between perception and neural activity, potential 
application in brain-computer interface to restore vision is possible. What is more, 
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application in neuroprosthetics, by using artificial devices to replace the function of 
impaired nervous systems or sensory organs, could eventually provide an option for those 
with certain vision disability. 
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APPENDIX: EXPERIMENTAL PARADIGMS AND RECORDINGS FOR GFS 
 
The neurophysiologic data in this project has been provided by Dr. Nikos. K. Logothetis 
at Max Planck Institute for Biological Cybernetics. Neural activities were recorded by 
multi-electrode located in visual cortex V1, V2 and V4 from three monkeys. There are 48 
sessions for LFP recordings and 31 sessions for MUA recordings and among them, 24 
sessions are simultaneously recorded both spiking activity and LFP signals. For each 
session, typically 4 to 7 sites were monitored and tens of trials were collected. 
 
Subjects 
Three adult Macaca mulatta monkeys participated in the experiments. Details about the 
surgery, mapping procedure and animal training were described by Wilke (Wilke et al., 
2006). Two conditions visible and invisible were sorted by visibility report from subjects. 
And large fractions of unambiguous catch trials were interleaved, which controlled the 
three monkeys responded with 94.5% accuracy on average. 
Stimuli 
Stimuli were displayed on two 21-inch monitors through a mirror stereoscope. Mirror 
stereoscope was used to allow different images to be presented simultaneously to the two 
eyes of an observer. The spatial resolution of each monitor was 1280 *800 pixels with an 
eye-screen distance of 110 cm and a refresh rate of 90 Hz. A circular aperture of 14.5˚ 
diameter restricted the visible portion of the screen. 
A small yellow spot (0.15˚ ) in the middle of screen served as fixation spot and remained 
visible during trials. Stimulus size ranged between 0.6˚  to 3.2˚. Both the stimulus and the 
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surround were of high luminance contrast with a dark background. The surround 
consisted of randomly moving dots while the dot count and target-surround distance 
varied among sessions. The size of the stimulus, the red disk, ranged between 0.6˚ and 
3.2˚. The target-surround distance ranged between 0.5˚ and 3.2˚. 
Microelectrode recordings 
Multi-unit activity was recorded extracellularly from multiple tungsten microelectrodes 
(Frederick Haer and & Co., Bowdoinham, ME).  Multiple electrodes were implanted into 
visual cortex by inserting through the intact dura mater by means of a motor micro drive 
(Alpha Omega Engineering, Nazareth, Israel). This allows simultaneous recordings 
collected from multiple sites, up to 15 sites. Electrodes were Pt92W10
Acquisition of multiunit activity and local field potentials  
 wire with 20 µm 
diameter and a glass coating with external diameter 80 µm. 
Neural signal collected from every electrode was first amplified by a factor of 5000 
(Alpha Omega Engineering, Nazareth, Israel) and then digitized at a rate of 20.5 kHz on a 
16-bit analog. Then the data was band-pass filtered between 500 Hz to 3 kHz and full-
wave rectification was followed to get MUA. Following the rectification, the MUA signal 
was down sampled to 1 kHz. Local field potential was obtained by band-pass filtering the 
full bandwidth signal between 1 Hz and 500 Hz and then resampled at 1 kHz.  
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