The non-regular statistical structure from the viewpoint of the loss of information (Statistical Information in Inference and Its Related Topics) by Kim, Hyo Gyeong et al.
Title
The non-regular statistical structure from the viewpoint of the
loss of information (Statistical Information in Inference and Its
Related Topics)
Author(s)Kim, Hyo Gyeong; 大谷内, 奈穂; 赤平, 昌文




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
The non-regular statistical structure from the
viewpoint of the loss of information
Kim Hyo Gyeong
(Graduate School of Pure and Applied Sciences, University of Tsukuba)
(Nao Ohyauchi)
















$(\mathcal{X}, \mathcal{B})$ $P,$ $Q$ $\sigma$- $\mu$
$\alpha(|\alpha|<1)$ #
$I^{(\alpha)}(P, Q):=- \frac{8}{1-\alpha^{2}}\log\int_{\mathcal{X}}(\frac{dP}{d\mu})^{(1-\alpha)/2}(\frac{dQ}{d\mu})^{(1+\alpha)/2}d\mu$ (21)
$([A95b],[A96])$ . $\mu$
$\alpha=0$
$I^{(0)}(P, Q)=-8 \log\int_{\mathcal{X}}(\frac{dP}{d\mu}\frac{dQ}{d\mu})^{1/2}d\mu$ (2.2)
1758 2011 90-99 90
(affinity) $([M55],[AT91],[L90])$ .
$X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$ $\cdots$ ( $\sigma$- $\mu$ )
$(p.d.f.)$ $f(\cdot, \theta)(\theta\in\Theta)$ $\Theta$
$R^{1}$
$\theta_{1},$ $\theta_{2}\in\Theta$ $f(\cdot, \theta_{1})$ $f(\cdot, \theta_{2})$
$X_{1}$ (generalized amollnt of information) $\alpha(|\alpha|<1)$
$I_{X_{1}}^{(\alpha)}( \theta_{1}, \theta_{2});=-\frac{8}{1-\alpha^{2}}\log\int_{-\infty}^{\infty}f(x, \theta_{1})^{(1-\alpha)/2}f(x, \theta_{2})^{(1+\alpha)/2}d\mu(x)$ (2.3)
$X:=(X_{1}, \cdots, X_{n})$ $(j.)$p.d.f. $f_{X}(\cdot, \theta)$ $f_{X}(x, \theta)=$
$\prod_{i=1}^{n}f(x_{i}, \theta)$ $x:=(x_{1}, \cdots, x_{n})$ (2.3) $fx(\cdot, \theta_{1})$
$f_{X}(\cdot, \theta_{2})$ $X$ $I_{X}^{(\alpha)}(\theta_{1}, \theta_{2})$
$I_{X}^{(\alpha)}(\theta_{1}, \theta_{2})=nI_{X_{1}}^{(\alpha)}(\theta_{1}, \theta_{2})$ $(|\alpha|<1)$
$T_{n}=T_{n}(X)$ $p$ .d.f. $f_{T_{n}}(t, \theta)(\theta\in\Theta)$
$T_{n}$ $I_{T_{n}}^{(\alpha)}$ $($ ., $\cdot$ $)$





$([A95b],[A96])$ . $Ix_{1}(\theta)$ $:=E_{\theta}[\{(\partial/\partial\theta)\log f(X_{1},$ $\theta)\}^{2}]$ (Fisher )
2 $T_{1}=T_{1}(X),$ $T_{2}=T_{2}(X)$ $(T_{1}, T_{2})$ ( $\mu\tau_{1}\otimes\mu\tau_{2}$
) $f_{\theta}(t_{1}, t_{2})$ $f_{\theta}(t_{1}|t_{2})$ $T_{2}$ $T_{1}$ ( $\mu_{T_{1}}$ )
$f_{\theta}(t_{2}|t_{1})$ $T_{1}$ $T_{2}$ ( $\mu_{T_{2}}$ )
$\theta_{1},$ $\theta_{2}\in\Theta$ $f_{\theta_{1}}(\cdot|t_{2})$ $f_{\theta_{2}}(\cdot|t_{2})$ $T_{2}$ $T_{1}$
$I_{T_{1}|T_{2}}^{(a)}( \theta_{1}, \theta_{2})=-\frac{8}{1-\alpha^{2}}\log\int f_{\theta_{1}}(t_{1}|t_{2})^{(1-\alpha)/2}f_{\theta_{2}}(t_{1}|t_{2})^{(1+\alpha)/2}d\mu_{T_{1}}(t_{1})$
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21([A96]). $\theta_{1},$ $\theta_{2}\in\Theta,$ $|\alpha|<1$
$I_{T_{1)}T_{2}}^{(\alpha)}( \theta_{1}, \theta_{2})=-\frac{8}{1-\alpha^{2}}\log\int[\exp\{-\frac{1-\alpha^{2}}{8}I_{T_{1}|T_{2}}^{(\alpha)}(\theta_{1}, \theta_{2})\}]$
. $g_{\theta_{1}}(t_{2})^{(1-\alpha)/2}g_{\theta_{2}}(t_{2})^{(1+\alpha)/2}d\mu_{T_{2}}(t_{2})$
$=- \frac{8}{1-\alpha^{2}}\log E[\exp\{-\frac{1-\alpha^{2}}{8}I_{T_{1}|T_{2}}^{(\alpha)}(\theta_{1}, \theta_{2})\}]+I_{T_{2}}^{(\alpha)}(\theta_{1}, \theta_{2})$ (2.4)
$E[\cdot]$
$g_{\theta_{1}}(t_{2})^{(1-\alpha)/2}g_{\theta_{2}}(t_{2})^{(1+\alpha)/2}/ \int g_{\theta_{1}}(t_{2})^{(1-\alpha)/2}g_{\theta_{2}}(t_{2})^{(1+\alpha)/2}d\mu_{T_{2}}(t_{2})$
$|\alpha|<1$ $T=T(X)$ $I_{X}^{(\alpha)}(\theta_{1}, \theta_{2})-$
$I_{T}^{(\alpha)}(\theta_{1}, \theta_{2})$ $|\theta_{1}-\theta_{2}|=O(1/n)$ $o(n^{-1})$
3.




(Al) $f_{0}(x)>0(a<x<b);f_{0}(x)=0(x\leq a, x\geq b)$ .
$a,$ $b$
(A2) $f_{0}(\cdot)$ $(a, b)$ 2
$c_{1}:= \lim_{xarrow a+0}f_{0}(x)=f_{0}(a+0)>0$ , $c_{2}:= \lim_{xarrow b-0}f_{0}(x)=f_{0}(b-0)>0$ ,








31 (Al), (A2) $|\alpha|<1$ $|\triangle|arrow 0$
$I_{X_{1}}^{(\alpha)}(\theta, \theta+\triangle)=\{\begin{array}{l}4 (\frac{c_{1}}{1+\alpha}+\frac{c,2}{1-\alpha})\Delta+[\frac{4}{1-\alpha^{2}}(c_{1}’+c_{1}^{2})-\frac{2}{1-\alpha}\{(c_{1}’+c_{2}’)+(c_{1}^{2}-c_{2}^{2})\}+I_{0}-(c_{1}-c_{2})^{2}]\triangle^{2}+o(\Delta^{2}) (\Delta>0),-4(\frac{c_{1}}{1-\alpha}+\frac{c_{2}}{1+\alpha})\Delta+[-\frac{4}{1-\alpha^{2}}(\mathscr{K}-c_{2}^{2})+\frac{2}{1-\alpha}\{(c_{1}’+c_{2}’)+(c_{1}^{2}-c_{2}^{2})\}+I_{0}-(c_{1}-c_{2})^{2}]\Delta^{2}+o(\triangle^{2}) (\Delta<0)\end{array}$
(3.1)
3.1 (31)
$I_{X_{1}}^{(\alpha)}(\theta, \theta+\triangle)=\{\begin{array}{l}\frac{4}{1-\alpha^{2}}\{(1-\alpha)c_{1}+(1+\alpha)c_{2}\}\triangle+\frac{1}{1-\alpha^{2}}[2\{(1-\alpha)c_{1}’-(1+\alpha)c_{2}’\prime\}+\{(1-\alpha)c_{1}+(1+\alpha)c_{2}\}^{2}]\triangle^{2}+I_{0}\triangle^{2}+o(\Delta^{2}) (\triangle>0),-\frac{4}{1-\alpha^{2}}\{(1+\alpha)c_{1}+(1-\alpha)c_{2}\}\triangle+\frac{1}{1-\alpha^{2}}[2\{(1+\alpha)c_{1}’-(1-\alpha)c_{2}’\}+\{(1+\alpha)c_{1}+(1-\alpha)c_{2}\}^{2}]\triangle^{2}+I_{0}\Delta^{2}+o(\triangle^{2}) (\triangle<0).\end{array}$
3.1([A96]). $(A1)\sim(A3)$ $|\alpha|<1$ $|\triangle|arrow 0$
$I_{X_{1}}^{(\alpha)}( \theta, \theta+\triangle)=\frac{8c}{1-\alpha^{2}}|\triangle|+\{\frac{4}{1-\alpha^{2}}(c_{d}^{2}-h)+I_{0}\}\triangle^{2}+o(\Delta^{2})$
31 $I_{X}(\theta, \theta+\triangle)=nI_{X_{1}}(\theta, \theta+\triangle)$
Akahira[A96]




([A75],[A95a]). $U:=n(\overline{\theta}-\theta_{0}),$ $V:=r’,(\underline{\theta}-\theta_{0})$ $(U, V)$ 2
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$f_{U,V}(u, v)=\{\begin{array}{ll}c_{1}c_{2}e^{c_{2}v-c_{1}u}[1+\frac{1}{n}\{-1+2(c_{1}u-c_{2}v) +\frac{1}{2}(c_{2}’v^{2}-c_{1}’u^{2}-(c_{1}u-c_{2}v)^{2})+(\frac{c_{1}’}{c_{1}}u+\frac{c_{2}’}{c_{2}}v)\}+o(\frac{1}{n})] (v<0<u),0 (\text{ })\end{array}$
$f(\cdot-\theta_{0})$ $f(\cdot-\theta_{0}-\Delta)$ $(n\overline{\theta}, n\underline{\theta})$
31 (Al), (A2) $|\alpha|<1$ $|\Delta|arrow 0$
$I_{n\overline{\theta},n\underline{\theta}}^{(\alpha)}(\theta_{0}, \theta_{0}+\Delta)=\{\begin{array}{l}4 (\frac{c_{1}}{1+\alpha}+\frac{c_{2}}{1-\alpha})\Delta+\frac{4(c_{1}’+c_{1}^{2})}{(1-\alpha^{2})n}\Delta^{2}-\frac{2}{(1-\alpha)n}\{(c_{1}’+c_{2}’)+(c_{1}^{2}-c_{2}^{2})\}\Delta^{2}+o(\text{ })(\Delta>0),-4(\frac{c_{1}}{1-\alpha}+\frac{c_{2}}{1+\alpha})\Delta-\frac{4(c_{2}’-\mathscr{H})}{(1-\alpha^{2})n}\Delta^{2}+\frac{2}{(1-\alpha)n}\{(c_{1}’+c_{2}’)+(c_{1}^{2}-c_{2}^{2})\}\Delta^{2}+o(\frac{\Delta^{2}}{n})(\Delta<0)\end{array}$
(3.2)








41 (Al), (A2) $C>0,$ $\triangle=O(1/7l_{-})$
$\overline{\theta}$
$\underline{\theta}$ $Z_{1}^{*}/(C\sqrt{})$ $|\alpha|<1$ $narrow\infty$
$I_{Z_{1}^{*}/(C\sqrt{n})|\overline{\theta}l}^{(\alpha)}( \theta_{0}, \theta_{0}+\Delta)=Cn\triangle^{2}+o(\frac{1}{n})$
(24), 31 41








$L_{n}^{(\alpha)}(T);= \frac{1}{n\triangle^{2}}\{I_{X}^{(\alpha)}(\theta, \theta+\Delta)-I_{T}^{(\alpha)}(\theta, \theta+\triangle)\}+o(1)$ (4.3)
([A96]). $\Delta=O(1/n)$
42 (Al), (A2) $C>0,$ $\triangle=O(1/n)$
$T_{n}^{*}$ $:=(Z_{1}^{*}/(C\sqrt{}),\overline{\theta},\underline{\theta})$ 2 $|\alpha|<1$
$7|_{\ovalbox{\tt\small REJECT}}arrow\infty$
$L_{n}^{(\alpha)}(T_{n}^{*})=o(1)$
(31) (42) (31), (32), (43)
$(\overline{\theta}$, 2 $|\alpha|<1$ $narrow\infty$
$L_{n}^{(\alpha)}(\overline{\theta},\underline{\theta})=I_{0}-(c_{1}-c_{2})^{2}+o(1)=C+o(1)$ (4.4)
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(41) $C=0$ $I_{0}=(c_{1}-c_{2})^{2}$ $f_{0}$
$C=0$ (4.4)
$L_{n}^{(\alpha)}(\overline{\theta}, \underline{\theta})=o(1)(narrow\infty)$ $(\overline{\theta}$, 2
$n$
$(\overline{\theta}$, $\theta$
42 Ala ira([A91]) $T_{n}^{*}$ 2
$T_{n}^{*}$
$(\overline{\theta},\underline{\theta})$ $f_{0}(\cdot-\theta)$







5.1 $X_{1},$ $X_{2},$ $\cdot\cdot\cdot$ , $X_{n},$ $\cdots$
$f_{0}(x-\theta)=\{\begin{array}{ll}ce^{\gamma(x-\theta)^{2k}} (a<x-\theta<b),0 (\text{ })\end{array}$
$a<b$ $\theta\in R^{1},$ $\gamma\neq 0,$ $k=1,2,$ $\cdots$
$c$ $a,$ $b$ $\gamma,$ $k$
$c_{1}= \lim_{xarrow a+0}f_{0}(x)=ce^{\gamma a^{2k}}$ , $c_{2}= \lim_{xarrow b-0}f_{0}(x)=ce^{\gamma b^{2k}}$ ,
$c_{1}’= \lim_{xarrow a+0}f_{0}’(x)=2\gamma kca^{2k-1}e^{\gamma a^{2k}}$ , $c_{2}’= \lim_{xarrow b-0}f_{0}’(x)=2\gamma kcb^{2k-1}e^{\gamma b^{2k}}$ ,
$I_{0}=4 \gamma^{2}k^{2}c\int_{a}^{b}x^{2(2k-1)}e^{\gamma x^{2k}}dx$
(Al), (A2) 4.2 $(Z_{1}^{*}/(C\sqrt{}),\overline{\theta}$, 2
0(1)
$Z_{1}^{*}=- \frac{2\gamma k}{\sqrt{n}}\sum_{i=1}^{n}(X_{i}-\hat{\theta}^{*})^{2k-1}-c\sqrt{}(e^{\gamma a^{2k}}-e^{\gamma b^{2k}})$ ,
$C=I_{0}-c^{2}(e^{\gamma a^{2k}}-e^{\gamma b^{2k}})^{2}$
(4.4) ( $\overline{\theta}$, 2 $L_{n}^{(\alpha)}(\overline{\theta},\underline{\theta})=C+o(1)(narrow$
$\infty)$
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52( $t$ ). $X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$ $\cdots$
$f_{0}(x-\theta)=\{\begin{array}{ll}c(1+\frac{(x-\theta)^{2}}{\nu})^{-\lrcorner}\nu_{2}\underline{1} (a<x-\theta<b),0 (\text{ })\end{array}$
$a<b,$ $0<\nu$ $c$ $a,$ $b$
$\mathscr{Z}$ $\theta\in R^{1}$
$c_{1}= \lim_{xarrow a+0}f_{0}(x)=c\{1+(a^{2}/\nu)\}^{-\underline{\nu}_{2}\pm 1}$ , $c_{2}= \lim_{xarrow b-0}f_{0}(x)=c\{1+(b^{2}/\nu)\}^{-\not\simeq}$ ,
$c_{1}’= \lim_{xarrow a+0}f_{0}’(x)=-ca\{1+(1/\nu)\}\{1+(a^{2}/\nu)\}^{-\lrcorner\nu_{2}\underline{3}}$ ,
$c_{2}’= \lim_{xarrow b-0}f_{0}’(x)=-cb\{1+(1/\nu)\}\{1+(b^{2}/\nu)\}^{-\lrcorner\nu_{2}\underline{1}}$ ,
$I_{0}=c(1+ \frac{1}{\nu})^{2}\int_{a}^{b}x^{2}(1+\frac{x^{2}}{\nu})^{-\underline{\nu}\pm\underline{5}}2dx$
(Al), (A2) 4.2 $(Z_{1}^{*}/(C\sqrt{n}),\overline{\theta}, \underline{\theta})$ 2
0(1) #
$Z_{1}^{*}=(1+ \frac{1}{\nu})\frac{1}{\sqrt{n}}\sum_{i=1}^{n}(X_{i}-\hat{\theta}^{*})(1+\frac{(X_{i}-\hat{\theta}^{*})^{2}}{\nu})^{-1}$
$-c \sqrt{}\{(1+\frac{a^{2}}{\nu})^{-\underline{\nu}_{2}\llcorner 1}-(1+\frac{b^{2}}{\nu})^{-\lrcorner\nu_{2}\underline{1}}\}$ ,
$C=I_{0}-c^{2} \{(1+\frac{a^{2}}{\nu})^{-\underline{\nu}_{2}}-\pm 1(1+\frac{b^{2}}{\nu})^{-\underline{\nu}_{2}\pm}\}^{2}$
(4.4) $(\overline{\theta}, \underline{\theta})$ 2 $L_{n}^{(\alpha)}(\overline{\theta}, \underline{\theta})=C+o(1)(narrow$
$\infty)$
53( ). $X_{1},$ $X_{2},$ $\cdots$ , $X_{n},$ $\cdots$




$c_{1}= \lim_{xarrow a+0}f_{0}(x)=\frac{ce^{-a}}{(1+e^{-a})^{2}}$ , $c_{2}=xarrow b-1i1$ $f_{0}(x)=$ $\frac{e^{-b}}{(1oe_{\vee}^{-b})^{2}}$ ,
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$c_{1}’= \lim_{xarrow a+0}f_{0}’(x)=\frac{ce^{-a}(e^{-a}-1)}{(1+e^{-a})^{3}}$ , $c_{2}’= \lim_{xarrow b-0}f_{0}’(x)=\frac{ce^{-b}(e^{-b}-1)}{(1+e^{-b})^{3}}$,
$I_{0}=c \int_{a}^{b}\frac{e^{-x}(e^{-x}-1)^{2}}{(1+e^{-x})^{4}}dx$
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