The basic properties of relativistic magnetohydrodynamics, as a hyperbolic system of quasilinear conservation laws, are discussed. These are then used to develop a multidimensional Godunov-type numerical scheme that enforces the magnetic flux conservation. This scheme is based on linear Riemann solvers and has second-order accuracy in smooth regions. The results of thorough test calculations demonstrate that the scheme is robust and can cope with truly ultrarelativistic problems.
I N T R O D U C T I O N
It is now well recognized that compact objects such as neutron stars and black holes can drive a wide variety of relativistic flows. Accretion flows on to supermassive black holes are generally regarded as being the main power source in active galactic nuclei (Zel'dovich 1964; Begelman, Blandford & Rees 1984) . Radio observations also show that the energy that is released frequently appears in the form of highly collimated relativistic jets (e.g. Bridle 1996) . These jets are sources of synchrotron emission, which indicates the presence of significant magnetic fields. Various models for the production of these relativistic jets have been proposed (e.g. Wiita 1991) . Although it is extremely difficult to test these models in observations, the most plausible ones include strong magnetic fields as a key ingredient. Accretion on to neutron stars and black holes of stellar mass is a basic feature of most models of compact galactic X-ray sources (Lewin, van Paradijs & van den Heuvel 1995) . For a long time the precessing jets of SS433 (Milgrom 1979) were the only reliable example of relativistic outflows from such objects. The recent discovery of galactic superluminal radio sources shows that such outflows may also be quite common (Mirabel & Rodríguez 1994; Tingay et al. 1995) . Highly relativistic blast waves are believed to be responsible for the gamma-ray bursts (Fenimore et al. 1992; Mészáros & Rees 1992) .
These developments in astrophysics explain the growing interest in relativistic gas dynamics and magnetohydrodynamics during the last couple of decades. Numerous attempts have been made to develop numerical schemes that would allow us to study such flows (e.g. Wilson 1972; Centrella & Wilson 1984; Dubal 1991; van Putten 1993 van Putten , 1995 . These early schemes could handle only weakly or moderately relativistic flows with Lorentz factors not much higher than 2. They were very useful in some applications, but also revealed certain problems in numerical relativity. One of these difficulties relates to the use of artificial viscosity required to stabilize shocks (Norman & Winkler 1986) . Indeed, in relativistic gas dynamics dissipative processes not only contribute to the fluxes of conserved quantities but also to their space densities (e.g. Landau & Lifshitz 1959) . If one ignores these modifications to the conserved variables then significant errors can arise in the values of primitive variables (velocity, density, etc.) computed from the conservative ones. On the other hand, the proper dissipative equations are very complicated and include mixed space and time derivatives. This seems to be the main reason for the failure of the schemes that require significant artificial viscosity. Recently, Koide, Nishikawa & Mutel (1996) and Nishikawa et al. (1997) have presented the results of multidimensional numerical simulations of a relativistic jet with an initial Lorentz factor as high as u 0 ¼ 4:56 using a scheme of Lax-Wendroff type. This is certainly an achievement. Unfortunately, the paper describing their scheme and the test simulations has not yet been published, which makes it difficult to comment on these results.
A similar effect probably explains why schemes that rely heavily upon smoothing operators to stabilize shocks ( e.g. van Putten 1993 van Putten , 1995 cannot handle problems with high Lorentz factors. Independent smoothing of the energy density and momentum density, which have very close magnitudes for ultrarelativistic velocities, is bound to introduce significant errors in the subsequently computed primitive variables and may even produce a case where no solution for primitive variables exists.
This suggests (see also the discussion in Norman & Winkler 1986 ) the use of Godunov-type shock-capturing schemes, because they do not require large artificial viscosity or smoothing operators in order to handle shocks. Recent developments in this direction have been very successful (Eulderink & Melemma 1994; Font et al. 1994; Duncan & Hughes 1994; Martí & Müller 1996; Falle & Komissarov 1996) . The test simulations presented in Martí & Müller (1996) and Falle & Komissarov (1996) included flows with Lorentz factor up to 200, and the simulations of relativistic jets presented in Martí et al. (1997) and are as good as the equivalent classical simulations. In fact, it is the amount of artificial dissipation introduced that matters and we have to emphasize that a small amount of artificial dissipation is useful even in shock-capturing schemes (Falle & Komissarov 1996 , see also Sections 4.5 and 5.4).
The next step is the development of the shock-capturing scheme for relativistic magnetohydrodynamics (RMHD), since in many cases magnetic fields are believed to be dynamically important. Here, we describe an attempt to develop such a scheme.
B A S I C E Q UAT I O N S

Evolution equations of RMHD
For a uniform chemical composition, the equations of RMHD can be written in the form of the covariant conservation laws (Dixon 1978; Anile 1989) :
where
is the energy-momentum tensor. w, p and u a ¼ ðu
0
; uÞ are the fluid enthalpy, pressure and four-velocity and g ab is the metric tensor. ; bÞ is the fourvector of magnetic field defined as
where F gd is the electromagnetic field tensor and h abgd is the LeviCivita alternating tensor. In the fluid frame b a ¼ ð0; BÞ where B is the the usual three-vector of magnetic field. In an arbitrary frame the three-vectors of magnetic and electric fields are related to b a by
As in classical magnetohydrodynamics (MHD), the second Maxwell equation is only used to compute the electric current:
The only difference is that J b now depends on the time derivatives of the electric field (the displacement current). The space component of (2) is the same as the classical induction equation:
where b b is the three-velocity of plasma. Note that we are using units such that the factor 4, the (constant) magnetic permeability and the speed of light do not appear in the equations (the speed of light is unity). We also assume that greek indices run from 0 to 3, latin ones run from 1 to 3 and the signature of space-time is ð¹ þ þþÞ.
Constraints
F ¬00 ϵ 0, which means that the time component of (2) is not in fact an evolution equation but a differential constraint ∂ i F ¬i0 ¼ 0 or ٌ·B ¼ 0; ð12Þ which describes the absence of magnetic monopoles. As is well known, (12) may be regarded as a constraint on the Cauchy hypersurface. Indeed, in this case the space components of (2) ensure (12) for the whole space-time. The other two constraints are algebraic:
If we use these constraints and the equation of state, then equations (1), (3) and the space components of (2) constitute a system of eight differential equations for eight unknowns, e.g.
; p; rÞ.
H Y P E R B O L I C I T Y O F R E L AT I V I S T I C M AG N E T O H Y D R O D Y N A M I C S
The hyperbolicity of RMHD including the derivation of wave speeds and the corresponding eigenvectors, and the analysis of various degeneracies has been studied in Anile & Pennisi (1987) and reviewed in Anile (1989) . Here we describe only those results that are used in our numerical scheme. We do this in a somewhat less formal way that highlights the existing similarity between classical and relativistic MHD.
On the quasi-linear systems of RMHD equations in a constraint-free form
The study of the hyperbolicity of quasi-linear systems of PDEs usually reduces to the analysis of one-dimensional equations of the form
The system is hyperbolic if the eigenvalue problem for the matrix C, ðC ¹ mIÞr ¼ 0; ð16Þ yields only real eigenvalues (here I is the unit matrix). As in classical MHD, one of the equations (11) is reduced to ∂B
whereas the one-dimensional constraint (12) becomes ∂B
Taken together they give
and allow us to exclude B x from the unknowns. The system (15) then becomes a system of seven equations for the seven unknowns, e.g. P ¼ ðu
; B z ; p; rÞ. As in classical MHD, this leads to the existence of seven waves in RMHD: a pair of Alfvén waves, a pair of fast magnetosonic waves, a pair of slow magnetosonic waves and the entropy wave (in the non-degenerate case). However, in the general case the matrix C is very complicated and a direct solution of the eigenvalue problem (16) appears to be rather difficult. Only in the rest frame of the fluid can this be done as easily as in the classical case (see Appendix).
Obviously, equations (15) are not in the covariant form. This explains the difficulties of the algebraic manipulations involved, because one cannot fully use the advantages of tensor calculus. In covariant equations, whatever they are, the vector of unknowns must be constructed of four-vectors and four-scalars. For RMHD it could be U ¼ ðu m ; b m ; p; sÞ where s is the entropy per unit mass. However, this requires 10 instead of seven evolution equations. To overcome this problem Anile & Pennisi (1987) derived, rather ingeniously, the missing three evolution equations using the constraint equations (12)-(14). As a side effect, this augmentation of the system of evolution PDEs inevitably leads to the appearance of three additional virtual waves that do not have any physical counterparts. Fortunately, such unphysical waves can easily be identified and then ignored in further analysis and applications. In the following we show how to separate them from the physical waves.
Wavevector
Suppose that the position of a wavefront is given by fðx a Þ ¼ 0:
Let m be the wave speed and n be the unit three-vector in the direction of propagation of the wavefront in the local Lorentz frame, S, which we shall call the laboratory frame. Note that this frame always has a locally Minkowski metric even in a curved spacetime. Define a covariant vector f a such that in S f a ¼ ð¹m; nÞ:
Obviously, f a is the wavevector (∂ a f) normalized to 1 ¹ m 2 . It may therefore be called a S-related wavevector. Introduce the unit vectors y a and z a such that in the laboratory frame y a ¼ ð¹1; 0Þ; z a ¼ ð0; nÞ:
One can see that y a is the covariant four-velocity of the frame S, whereas z a can be called a S-related wave direction vector since it reduces to n in this frame. It is easy to check that
This S-related wavevector was introduced by Friedrichs (1954; 1974) in order to formulate the definition of quasi-linear hyperbolic systems in a covariant framework. Anile & Pennisi (1987) derived the following equation for the eigenvalues of their augmented system of RMHD equations:
Wave speeds in RMHD
where e is the internal energy, a s is the sound speed. Therefore, the wave speeds can be found as the solutions of the following equations : 
and we obtain the following equations for the wave speeds. For the material waves,
for the Alfvén-like waves, Unfortunately, equation (29) does not allow such simple expressions for the speeds of fast and slow magnetosonic waves as in classical MHD and has to be treated as a general fourth-order equation for m ms . This complication arises because of the relativistic Doppler effect and wave aberration (see Appendix).
From equation (19) it follows that in the extended system of RMHD equations of Anile & Pennisi (1987) there are two material waves and two pairs of waves propagating with Alfvén speed. Thus, one of the three expected virtual waves propagates with the gas speed and for this reason can be called a 'pseudo-material' wave, and the other two constitute a pair of waves propagating with the Alfvén speed and can be called 'pseudo-Alfvén' waves. Van Putten (1991) derived a different augmented system of RMHD in constraint-free form. Obviously, that system also contains three virtual waves. It is not difficult to apply the same analysis as in Anile (1989) to van Putten's model and to show that instead of a pair of pseudo-Alfvén waves it has a pair of waves propagating with the speed of light in vacuum.
Eigenvectors
In order to separate the right eigenvectors, r i , of the real and the virtual waves one can use the following argument. Real (or physical) waves should not change the values of the scalars u n u n ¼ ¹1, u n b n ¼ 0. For small-amplitude waves and simple waves one has dU ϰ r. Since, in the analysis of Anile & Pennisi (1987) , U ¼ ðu
and for the real waves the following conditions must be satisfied:
Moreover, real waves should not change the normal component of magnetic field. For material waves this requires n f n r b n ¼ 0:
These conditions allow us to reformulate the results of Anile & Pennisi (1987) 
Again, in order to compute these vectors in the laboratory frame for the waves propagating along the x-axis one has to put f a ¼ ð¹m; 1; 0; 0Þ. It is easy to verify that in the fluid frame the eigenvectors of the physical waves are reduced to the ones given in the Appendix where the original system of RMHD equations is analysed.
Degeneracies
We call a system strictly hyperbolic if all the eigenvalues of its characteristic problem are different. The presence of the virtual waves in the augmented systems of RMHD means that they are never strictly hyperbolic. These waves are purely artificial and do not exist in the original system of RMHD. Since Anile & Pennisi (1987) always retain them, their analysis of the hyperbolicity of RMHD is somewhat confusing. We shall exclude these waves from the very beginning.
However, it is well known that in classical MHD there are other kinds of degeneracy: (i) for propagation perpendicular to the magnetic field the slow and Alfvén waves have the same speed as the entropy wave; (ii) for propagation along the magnetic field the slow or the fast wave have the same speed as the Alfvén wave (Jeffrey and Taniuti 1964) ; (iii) if in addition to the conditions of case (ii) the sound speed is equal to the Alfvén speed then both magnetosonic waves propagate with the same speed as the Alfvén wave (Jeffrey & Taniuti 1964) . One should expect similar degeneracies in RMHD.
For a start it is better to study the behaviour of the wave speeds in the fluid frame. From equations (27)-(29) one obtains the following: for entropy waves
Alfvén waves
slow waves
fast waves
Here, the sign 'þ' corresponds to the wave going to the right, and the sign '¹' to the wave going to the left relative to the gas. One can see that RMHD has the same types of degeneracies as classical MHD.
where B t is the tangential component of magnetic field.
In order to recognize one of these degeneracies in simulations it is useful to determine the covariant form of these conditions.
Degeneracy 1: replacing a with 0 in equation (21) one can see that m e is a solution of (24) 
i.e. the normal component of magnetic field also vanishes in this frame.
Degeneracy 2: similarly, it is easy to check that provided a 0 the solution of equation (23) 
In the fluid frame, this condition is reduced to
i.e. the tangential magnetic field vanishes. However, the fact that B t (or b t ) vanishes in the laboratory frame does not necessarily indicate this kind of degeneracy. Moreover, in the general case, the fact that the Alfvén wave going to the right is degenerate does not necessarily mean that the Alfvén wave going to the left is degenerate as well, and vice versa. As we have seen, this is certainly true in the fluid frame, where both degenerate Alfvén waves propagate in opposite directions. However, relativistic aberration breaks this symmetry in the laboratory frame unless the tangential component of three-velocity also vanishes there (see Appendix). Degeneracy 3: the condition a s ¼ c is already in covariant form since it involves only scalars.
Finally, we require the right eigenvectors for the degenerate waves. They can be found by using the special forms of the Jacobian matrices for each of the degenerate cases. It is easy to show that the wave, the eigenvector of which is a linear combination of r 1 -r 5 , satisfies conditions (31), whereas the wave, the eigenvector is a linear combination of r 6 -r 8 , does not. Therefore, r 1 -r 5 corresponds to the real contact wave, whereas, r 6 -r 8 corresponds to the virtual one.
Taken together, the physical material waves constitute a general contact wave, and in numerical applications it is important to know its invariants. Let us determine the variation of m e across the contact wave. Since
across the contact wave one has dm e ¼ 0, which means that this is a linear wave. In the laboratory frame this reads
The magnetic pressure, b 2 =2, and the gas pressure, p, can change across the contact wave only due to the contribution from r 3 . However, there can be no variation in total pressure since It is easy to show that in the laboratory frame the two linearly independent four-vectors a n can be chosen to be
It does not matter which of them is to be attributed to which degenerate wave. Degeneracy 3: in this case two of the three linearly independent right eigenvectors corresponding to the degenerate waves can still be computed using (49) 
Again, the way we attribute them to the degenerate magnetosonic and Alfvén waves is of no importance.
O N E -D I M E N S I O N A L N U M E R I C A L S C H E M E
This scheme originates from the family of numerical schemes that have been recently developed for various hyperbolic quasi-linear conservation laws. The other members of the family are the schemes for classical fluid dynamics (Falle 1991) , relativistic fluid dynamics (Falle & Komissarov 1996) and classical MHD . Since the constraint (12) is automatically satisfied for one-dimensional flows but requires additional attention in the multidimensional case, our multidimensional numerical scheme differs from its one-dimensional version in several ways.
The one-dimensional conservation laws for RMHD are
where the vector of conserved variables is
and the vector of hyperbolic fluxes is
and we also use the following vector of primitive variables:
; p; rÞ: First of all we define a regular grid such that the ith cell is centred at x i ¼ ih and occupies the region between x i¹1=2 ¼ ði ¹ 1=2Þh and x iþ1=2 ¼ ði þ 1=2Þh, where h is the mesh spacing. In the following the notation Y i stands for a variable defined at the cell centre and Y ðxÞi for a variable defined at the right interface of the ith cell. Now suppose that we know the solution at t ¼ t n and we want to calculate it at a later time t nþ1 . We integrate equations (53) over the ith cell and from t ¼ t n to t ¼ t nþ1 ¼ t n þ Dt to get
Qðx; t n Þdx is the mean value of Q in the ith cell at time t n and
is the flux averaged over time at the cell interface with
First-order scheme
Equation (56) is exact and forms the basis of all one-dimensional conservative schemes. In a first-order Godunov-type scheme (Godunov 1959) , it is assumed that at the beginning of each timestep the solution is uniform within each cell. This implies initial discontinuities at the cell interfaces and the time-averaged fluxes can therefore be found by solving the corresponding Riemann problems. In fact, the solution, P ðxÞi , of the problem at the interface with x ¼ x iþ1=2 does not depend on time but only on the initial left, P i , and right, P iþ1 , states i.e. P ðxÞi ¼ PðP i ; P iþ1 Þ. Then the first-order fluxes can be computed from
Second-order scheme
In order to achieve second-order accuracy, we use the first order scheme to obtain the solution, Q i;nþ1=2 and hence P i;nþ1=2 at the halftime, t nþ1=2 ¼ t n þ Dt=2. We then use this to compute average gradients of primitive variables in each cell as follows:
; DP iþ1;nþ
; and avða; bÞ is a non-linear averaging function, the purpose of which is to reduce the scheme to first order in space in the neighbourhood of discontinuities. This is necessary since Godunov's theorem (Godunov 1959 ) tells us that a scheme which is second-order everywhere will not be monotonic near discontinuities. The averaging function must be homogeneous of degree one and have the properties avða; bÞ ¼ 0 if ab < 0; avða; bÞ → There are an infinite number of functions with these properties and there is no general agreement about which is best. We will adopt the following simple prescription:
which has the correct properties (van Leer 1977) . These gradients can now be used to set up the left and right states for the second-order Riemann problems
The solution, P ðxÞi ¼ PðP l ðxÞi ; P r ðxÞi Þ, to this Riemann problem allows us to compute the second-order fluxes
which are used to advance the solution through the full time-step from t ¼ t n to t ¼ t nþ1 according to (56).
Linear Riemann solver
By a Riemann problem we mean the initial value problem for (15) with the initial conditions
For hyperbolic equations this problem has a self-similar solution which involves only shocks and centred rarefactions (e.g. Landau & Lifshitz 1959; Jeffrey & Taniuti 1964) . In MHD, in the nondegenerate case, these are a pair (left and right waves) of Alfvén shocks, a pair of slow magnetosonic waves (shocks or rarefactions), a pair of fast magnetosonic waves (shocks or rarefactions) and a contact discontinuity (see Fig. 1 ).
However, such a solution can only be found numerically and this is quite expensive. Fortunately, it seems to be quite sufficient to consider only linearized Riemann problems. To find their solutions one has to know only the eigenvalues and eigenvectors of matrix C in (15). First, we describe the linear Riemann solver for the nondegenerate case and then the way in which this must be modified for the degenerate cases. Note that here we consider only the physical waves and ignore the virtual ones.
Let us denote the eigenvalues and eigenvectors of the left and the right states by the suprefixes l and r. Then if P cl and P cr are the states on either side of the contact discontinuity, we have
where the constant coefficients L r i and L l i may be called the wave strengths. Notice that we cannot use the eigenvectors given by (32), (34), and (36) because they have 10 components and assume a different set of primitive variables. However, the required modifications are quite trivial.
From (32) one can conclude that in the non-degenerate case only a jump of entropy (or density) is allowed at the contact discontinuity. Therefore, we have the following six conditions, x and hence its position relative to the interface. Finally, the state at the interface is computed from In the test simulations we found that this linear solver is robust for shocks but can fail for Riemann problems involving very strong rarefactions. This is a well-known property of linear Riemann solvers. To handle such cases one can use a non-linear Riemann solver, but as we have pointed out this is very complicated in the case of magnetohydrodynamics. A much simpler alternative that is employed in our scheme is to compute fluxes using the HLLE solver (Harten, Lax & van Leer 1983; Einfeld, 1988; Einfield et al., 1991) . This allows us to avoid negative pressures or densities in the resolved state. Such an approach has already been used in the Godunov-type scheme for classical MHD by Zachary et al. (1994) .
We have also tested a different type of linear Riemann solver that is called solver A in Falle & Komissarov (1996) and Falle, Komissarov & Joarder (1998) and found that this solver is less robust. This agrees with the results for relativistic hydrodynamics described in Falle & Komissarov (1996) . Therefore, it is not described here.
Handling degeneracies
The linear Riemann solver (as it is described above) fails for the degenerate cases. The reasons for this are essentially the same as in classical MHD (Brio & Wu 1988; Falle et al. 1998 ). Computationally, problems appear as the components of the eigenvectors given by (34) and (36) including indeterminate expressions of the form 0=0. (This occurs because it becomes impossible to assign an eigenvector to a degenerate wave uniquely -degenerate waves lose their identity.) The degenerate cases therefore have to be treated in special ways.
Degeneracy 1: when the normal component of magnetic field becomes too small there is no sense in decomposing the general contact wave into the five degenerate waves. Instead, we consider this as a case of three waves only, a pair of fast waves and a contact wave. The matching conditions at the contact become (see equations 47 and 48)
Degeneracies 2 and 3: we treat these degenerate cases as a general case of seven waves, but the right eigenvectors of the degenerate waves are calculated using (49)-(52).
Artificial viscosity
The quality of numerical schemes is often judged by the sharpness of shocks: the smaller the number of cells in the numerical shock structure, the better the scheme. This criterion comes from the early days when the old-fashioned schemes had to rely upon a large artificial viscosity to provide stable shock solutions. As a consequence the numerical shock layers were too broad to be satisfactory. Modern shock-capturing schemes are free of such instabilities and can provide very sharp shocks indeed. However, this can also be a disadvantage. For example, the motion of a shock with an insufficiently wide numerical structure is bound to take the form of sudden jumps from one cell to the next. The obvious consequence of such quasi-erratic motion is a rather non-uniform post-shock solution (Roberts 1988) . It is therefore desirable for the numerical shock solutions to have a smooth structure. Most of the time the numerical dissipation due to truncation errors provides such a structure, but it does not do so if the shocks are slowly moving relative to the grid. Moreover, in multidimensional simulations the numerical dissipation can also be rather anisotropic and as a result unphysical distortions of the shock fronts may occur (Quirk 1994) . One therefore cannot always rely on numerical dissipation and some additional artificial dissipation needs to be introduced. In this scheme we adopt the prescription described in Falle & Komissarov (1996) .
At each cell interface additional viscous terms are added to the momentum fluxes
and to the energy flux
where hf i ¼ ðf l þ f r Þ=2 is the averaged value of f and h u is a dimensionless parameter. At shocks these dissipative terms are OðhÞ but in smooth regions they are OðhÞ 2 (Falle & Komissarov 1996) . They therefore do not reduce the order of the scheme. Moreover, since we need only relatively weak artificial dissipation, typically h u ¼ 0:1-0.2, this allows us to avoid the problems related to the use of large artificial viscosity in relativistic gas dynamics (Norman & Winkler 1986 ).
Computing primitive variables
In classical MHD the primitive variables, P, can easily be found as explicit functions of the conservative ones, Q. Unfortunately, this cannot be done in RMHD; instead one has to solve numerically a system of rather complicated non-linear algebraic equations. Denoting the total energy density by e, the momentum density by m i and the material mass density byr, these equations are
This can be reduced to three scalar equations. The first step is to eliminate the components of b a using (9). Then the equation for m i becomes 
where b 2 ¼ ðu 0 2 ¹ 1Þ=u 0 2 , w ¼ wðr; pÞ and r ¼r=u 0 . This system is solved iteratively. u i are then found from (64). These calculations are the most expensive part of our code and their optimization is therefore a matter of some importance.
M U LT I D I M E N S I O N A L S C H E M E
In gas dynamics, multidimensional Godunov-type schemes are relatively straightforward extensions of one-dimensional ones. In MHD things get complicated because of the constraint (12). Indeed, it is well-known that although the exact equations preserve ٌB ¼ 0, numerical schemes do not necessarily do so. Brackbill & Barnes (1980) have shown that in such cases numerical magnetic monopole forces can lead to unacceptable errors. Our experience shows that this is even worse in RMHD.
One way to ensure a divergence-free field is to employ the vector potential A such that B ¼ ٌ × A (e.g. Bell & Lucek,1995) . However, the evolution equation for A does not have the form of a conservation law and therefore the numerical scheme is bound to be non-conservative (even the magnetic flux may not be conserved). It can also be difficult to make such a scheme upwind.
Van Putten (1995) designed a finite-difference operator that preserves a divergence-free magnetic field. This scheme however is neither conservative nor upwind and employs a smoothing operator to stabilize shocks. Most likely this is the reason why it works only for low Lorentz factor flows.
The best way to handle magnetic field is probably to use the integral form of the induction equation since it allows us both to enforce the divergence-free condition and to ensure magnetic flux conservation (Evans & Hawley 1988) . A non-conservative, and only partially upwind scheme using this approach has been developed by Clarke (1996) .
Instead of enforcing the divergence-free condition one can simply try to reduce the undesirable effects of numerical monopoles. Brackbill & Barnes (1980) suggested the use of the nonconservative form of the momentum equation, because in this form all terms proportional to ٌB are explicitly set to zero. Zachary et al. (1994) followed this suggestion in their Godunov-type scheme for classical MHD where magnetic forces are partly represented by source terms. Such an approach has one small drawback -since the scheme is no longer conservative it cannot handle shocks as well as a conservative one. Zachary et al. (1994) tested their multidimensional scheme only by considering problems such as an initially spherical explosion which do not have analytic solutions. It is therefore hard to tell how significant the errors in the numerical solutions for shock transitions are. Zachary et al. (1994) have also tried to correct the magnetic field by solving a Poisson equation for a pseudo-potential and then adding the gradient of this to the magnetic field to enforce ٌB ¼ 0. The Poisson equation is elliptic and therefore such a modification must upset the upwind properties of a Godunov-type scheme. Surprisingly, the authors found that this modification had no noticeable effect on the results of test simulations.
A different type of non-conservative Godunov-type scheme for MHD was studied by Powell (only a preprint from 1996 is currently available) and Falle et al. (1998) . They added source terms proportional to the density of numerical monopoles in order to reduce their effect on the numerical solution. The results of test simulations by Falle et al. (1998) of strong fast shocks which propagate at an angle of 45Њ to the x-axis show a noticeable error, Ϸ5%, only for the normal component of the magnetic field. We have tested this approach in the case of RMHD and found that, unfortunately, it does not work as well as in the classical limit.
It is clear that it is difficult to design a pure Godunov-type multidimensional scheme for MHD that would also enforce the divergence-free condition, and certain sacrifices may have to be made. In the following we describe a scheme that employs the integral form of the induction equation and, thus, ensures magnetic flux conservation. This scheme employs a staggered grid since the integral form of the induction equation requires the magnetic field to be defined at cell interfaces. However, in order to make the scheme conservative one has to use the induction equation written in the form of a conservation law, which requires the magnetic field to be defined at the cell centres. This suggests the following two solutions. First, one may define the magnetic field both at the cell interfaces and at the cell centres. The integral form of the induction equation could then be used to evolve the magnetic field at the cell interfaces whereas the magnetic field defined at the cell centres can be evolved in the Godunov manner. Unfortunately, we could not make any significant progress in this way.
Therefore, we decided to use the second approach, that is not to store the centre-defined magnetic field but to compute it at the beginning of each time-step using linear interpolation of the interface-defined field. Inevitably, we have to recalculate the total energy and momentum of the cell. Strictly speaking, this makes the scheme non-conservative, even if each time-step is conservative. However, the scheme seems to retain all the useful properties of pure Godunov-type schemes.
Induction equation
The integral form of induction equation for the surface S with the boundary dS is ∂ ∂t
We start by defining the regular grid such that the ði; j; kÞth cell occupies the region
where h is the mesh spacing. If we now apply equation (66) to the right x-interface (normal to the x-axis) of the i; j; k cell (see Fig. 2 ) and integrate from t ¼ t n to t ¼ t nþ1 we obtain ; tÞdy is the time-and space-averaged value of f y on the y-boundary (parallel to the y-axis) of this interface with x ¼ x iþ ¹ f x ½xÿi;j;k¹1;nþ
Using such equations for all six interfaces of the cell, one can verify that total magnetic flux through the cell surface remains unchanged and, thus, initially divergence-free magnetic field will remain divergence-free to within rounding errors. In fact, equations (67)-(69) are exact and form the basis for all numerical schemes ensuring magnetic flux conservation. However, the way of computing 'fluxes' f a ½aÿ can differ (a ¼ x; y; z).
Conservation laws
To create a Godunov-type scheme we have to employ the equations of RMHD written in the form of conservation laws:
If we integrate equation (70) over the volume of the ði; j; kÞth cell and from t ¼ t n to t ¼ t nþ1 ¼ t n þ Dt we obtain
Here Q i;j;k;n is the mean value of Q in the ði; j; kÞth cell at time t n and F a ðaÞi;j;k;nþ 1 2 is the flux averaged over time for the a-interface with a ¼ a i þ 1 2 h. Again this is an exact equation that forms the basis for all conservative multidimensional schemes.
Numerical integration
One can see that equations (67)- (69) 
; p; r as primary variables that are renewed at the end of each time-step. Note that p, r, and u i are defined at the cell centres and, thus, we use a so-called staggered grid.
First-order scheme
In the first-order scheme the integration procedure is as follows.
(1) At the beginning of each time-step we compute the cellcentred value of the magnetic field using linear interpolation: . These are then used to compute the 'edge-centred' values of velocity and magnetic field. First, the preliminary value of the edge-centred velocity is found by averaging the face-centred values on the adjoining interfaces: u a ½zÿ;i;j;k;nþ (4) Q i;j;k;nþ1 and B a ðaÞi;j;k;nþ1 are found using equations (73) and (67)- (69) respectively, and the cell-centred values of p; r, and u i are computed.
Second-order scheme
Second-order accuracy is achieved in the same manner as in our one-dimensional scheme.
(1) The first-order scheme is used to obtain the solution Q i;j;k;nþ1=2 and B a ðaÞi;j;k;nþ1=2 at the half-time, t ¼ t n þ Dt=2. The cell-centred values of primitive variables P i;j;k;nþ1=2 are computed and then used to set up new one-dimensional Riemann problems in exactly the same way as described in Section 4.2, B a ðaÞi;j;k;nþ1=2 being used as the normal components of the magnetic field.
(2) The solutions of the Riemann problems are used to compute the the face-centred values of velocity and magnetic field and the refined fluxes F a ðaÞi;j;k;nþ 1 2 . (3) The edge-centred velocity is found by averaging the facecentred values on the adjoining interfaces using equation (75). The edge-centred magnetic field is found by averaging only the tangential components of the face-centred field, e.g. 
Here the average gradient of B x on the y-interface is found using the same algorithm as described in Section 4.2. The refined fluxes f a ½aÿi;j;k;nþ 1 2 of the induction equation can then be computed. (4) The refined second-order fluxes are used to advance the solution through the full time-step from t ¼ t n to t ¼ t nþ1 according to (67)-(69) and (73).
Artificial resistivity
In our test simulations we found that artificial resistivity can be quite useful. Since the evolution of magnetic field in our scheme is governed mainly by the induction equations (67)- (69) we have to introduce magnetic diffusion first of all into these equations.
We found that the suitable dissipative terms can be derived from the classical form of the resistive induction equation n o
where ha s i is again the averaged value of the sound speed and h b is a dimensionless parameter. One could also try to introduce consistent dissipative fluxes into the conservation laws (73) as is done for artificial viscosity (see Section 4.5). However, we do not know how this can be done yet. Models of resistive relativistic MHD require non-vanishing electric field in the fluid frame that makes things complicated (Okamoto 1989) . Fortunately, the test simulations show that our scheme works fine with dissipative terms introduced only into the induction equation. This is most probably explained by the facts that the resistivity we use is rather small and that the conservative variables are recalculated at the beginning of each time-step using the updated face-centred magnetic field.
O N E -D I M E N S I O N A L T E S T C A L C U L AT I O N S
First of all, for hyperbolic systems such as RMHD one has to check that a numerical scheme can handle the basic waves permitted by the system, both shocks and rarefactions. Then, since the equations of RMHD are not strictly hyperbolic, it is also important to show that the scheme works in degenerate cases. This explains the choice of test problems given in Table 1 . In these simulations we used the polytropic equation of state
where the ratio of specific heats is g ¼ 4=3.
Fast shock
This is the most extreme relativistic case among all of these test calculations. In the shock frame the Lorentz factor of the upstream flow is u 0 Ϸ 25. The exact solution of the shock equations was found following the approach of Majorana & Anile (1987) . This solution was used to set up the Riemann problem with the initial position of the shock front at x ¼ 0 and to compute the position of the shock at the time of comparison (see Fig. 3 ). This shock is extremely strong and moves rather slowly relative to the grid (m s ¼ 0:2). Its numerical structure is therefore very thin and to avoid the jump-like motion of the shock we used artificial viscosity with h u ¼ 0:2.
Slow shock
In this case the Riemann problem is set up in the same manner as for the fast shock. This shock is not so strong as the one in the previous example and it moves faster relative to the grid (m s ¼ 0:5). As a result, it develops a thicker shock layer entirely due to numerical dissipation (Fig. 3) , no artificial viscosity was used in this case. The parameters of the flow on both sides of the layer are the same as in the initial discontinuity and the position of the shock agrees very well with the predicted one.
Fast switch-off rarefaction
Simple waves are another set of important solutions of hyperbolic systems which can easily be found and used to test numerical schemes. Here we consider a centred fast rarefaction wave which is a self-similar solution to the corresponding Riemann problem. To make the problem as complicated as possible we consider a complete rarefaction wave which switches the tangential component of magnetic field off. Thus, behind the rarefaction degeneracy 2 occurs and m f ¼ m a . The variation of the flow parameters in this wave is determined by the following system of ODEs (e.g. Jeffrey & Taniuti 1964) :
the position of the wave phase with variables P being given by
The system (84) is integrated numerically starting from the degenerate state, at which point the components of the right eigenvector r are computed using (49)-(51). Fig. 4 shows the numerical solution and the exact one at t ¼ 1. Significant numerical dissipation during the initial stage when the wavefront is very steep creates visible perturbations which propagate across the main wave and eventually separate from it. The other effect of numerical dissipation, which can be seen in Fig. 4 , is a smoothing of the weak discontinuities at the leading and the trailing wavefronts. In other respects, the exact and numerical solutions agree very well.
Slow switch-on rarefaction
The setup for this problem is very similar to the previous one, but in the degenerate state one has m s ¼ m a . Fig. 4 shows that there is very good agreement between the exact and the numerical solutions in this case as well.
᭧ 1999 RAS, MNRAS 303, 343-366 Table 1 . Parameters of the test simulations. m is the wave speed relative to the grid. The second and the third columns give the left and the right states for an initial discontinuity at the origin at t ¼ 0. In the case of Alfvén wave these are the states connected via the wave. The fourth column gives the number of cells in the computational domain. The fifth column gives the time at which the results of the simulations are compared with the exact solution. 
Alfvén wave
The properties of Alfvén waves in RMHD have been studied in detail in Komissarov (1997) . Here we used these results to set up an initial distribution which describes an Alfvén wave occupying the region from x ¼ ¹0:5 to x ¼ 0:0 and rotating the tangential component of the magnetic field by . The numerical solution at t ¼ 2 is then compared with the exact one (Fig. 5) . One can see that numerical dissipation creates rather noticeable perturbations which are most prominent in the pressure plots. The amplitude of these perturbations decreases as the resolution increases. In contrast to classical MHD, relativistic Alfvén waves are not quite transverse. For example, the normal component of velocity (both u x and b x ) can vary across the the wave (this can be seen in Fig. 5) . Moreover, the tangential components of magnetic field (both B i and b i ) are not simply rotated by the wave but trace ellipses (Komissarov 1997) . This is why the amplitude of B y is not the same on the left and right sides of the wave.
Compound wave
The pressure perturbations discussed in the previous example become unacceptably large and dramatically change the nature of the numerical solution if the Alfvén wave is poorly resolved in the initial state. Here we use the same initial conditions as in the previous case except that the wave is much narrower: it now only spans four cells between x ¼ ¹0:025 and x ¼ 0:0. The numerical solution is shown in Fig. 5 . Instead of the Alfvén wave, a so-called compound wave is formed. It consists of an intermediate shock wave which moves with a slow speed relative to the post-shock state and a slow rarefaction wave attached to it. Remarkably, the shock structure includes rotation of the tangential component of magnetic field by .
This example shows that intermediate (or trans-Alfvénic) shocks pose the same difficulty for the numerical relativistic MHD as for classical MHD. These formal solutions of the shock equation are non-evolutionary (e.g. Polovin 1961; Kontorovich 1959) and are destroyed by interactions with Alfvén waves. They must therefore be regarded as non-physical solutions. However, such shocks have been found in numerical simulations. Moreover, the case described in Brio & Wu (1988) has even become a standard test problem in numerical MHD. Our simulations explain what occurs -the numerical dissipation simply prevents the formation of coplanar Alfvén shocks in magnetohydrodynamical Riemann problems and replaces them with intermediate shocks. On the other hand, since Alfvén shocks cannot be formed in any way other than via an initial discontinuity they may also be regarded as non-physical solutions. However, the detailed discussion of this problem is beyond the scope of this paper and will hopefully be presented in Falle & Komissarov (1999) .
Shock tube 1
In the examples of switch-on and switch-off rarefactions the degeneracy occurs only in the undisturbed gas. Now let us consider cases where degeneracy takes place in the whole domain. First, we consider a shock tube problem where the initial discontinuity is normal to the magnetic field (see Table 1 ). In this case the flow is purely gas-dynamical and the exact solution can be found relatively easily (e.g. Thompson 1986 ). It contains a very thin layer of shocked gas, which is thin due to Lorentz length contraction. Fig.  6 shows that this layer is not well resolved in the numerical solution and therefore has too small an amplitude in the density distribution. As the resolution increases, the agreement improves. In problems involving such thin structures an adaptive grid becomes very efficient (see Falle & Komissarov 1996) . For example, in these simulations no other region requires resolution comparable to that needed by the layer of shocked gas.
Shock tube 2
In this case the magnetic field is parallel to the initial discontinuity (degeneracy 1). Moreover, to make the test a bit more comprehensive we put the magnetic field to zero on the right side (see Table 1 ). As the result, the solution has only three waves, a fast rarefaction wave, a contact wave, and a purely gasdynamical shock. This allows us to find the exact solution using the same method as in the previous shock tube problem. Figure 6 shows that the numerical solution agrees very well with the exact one. The little bumps at the trailing edge of the rarefaction waves are typical of most numerical schemes.
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Collision
In the last example, we consider the Riemann problem which describes the symmetric collision of two flows with opposite orientation of the tangential components of magnetic field (see Table 1 ). Due to the symmetry of the problem, the tangential component of the magnetic field must vanish in both states adjacent to the position of the initial discontinuity (the contact wave vanishes in this example). In classical MHD this would be achieved via the formation of switch-off shocks (e.g. Somov 1994 ). Relative to the upstream gas, where the magnetic field has non-vanishing tangential component, such shocks propagate with the Alfvén speed. However, in RMHD this is not allowed (Lichnerowicz 1967). The following analysis helps to us understand the precise meaning of this statement.
If f a is a S-related wavevector of the shock (see Section 3.2) then the covariant shock equations of RMHD can be written as
where ½f ÿ ¼ f ¹ f 0 , f and f 0 are the parameters on the two sides of the shock front. For the wave propagating along the x-axis the equations for tangential components of velocity and magnetic field ᭧ 1999 RAS, MNRAS 303, 343-366 follow from the first and second equations of (86):
Let S be the reference frame of the gas on the primed side of the shock and let the tangential component of b i 0 (and therefore the tangential component of B i 0 ) vanish in this frame. Then for the other side one has
These linear equations have non-zero solutions only if
and thus the shock must propagate with the Alfvén speed relative to the unprimed state. However, Lichnerowicz (1967) has shown that if condition (87) is satisfied on one side of the shock, then it must also be satisfied on the other side and the shock must be an Alfvén shock. Thus, shocks which switch on or switch off the tangential component of the magnetic field in the gas frame and propagate with Alfvén speed do not exist in RMHD. Strictly speaking this means that such shocks do not exist at all. Instead there are only limiting fast (slow) shocks which can be marginally close to the switch-on (switch-off) shock solutions of classical MHD. This makes the discussion of whether switch-on (switch-off) shocks are evolutionary or not (Jeffrey & Taniuti 1964 , Somov 1994 purely academic. However, the results of Lichnerowicz (1967) do not address shocks that switch on or switch off the tangential component of magnetic field in the laboratory frame. Our results (see Fig. 7 ) shows that such shocks do exist but they are just slow or fast shocks. This solution contains a pair of fast shocks with a pair of slow shocks between them. As expected from the symmetry properties of this problem, the tangential component of the magnetic field vanishes behind the slow shocks. This does not contradict the theory of RMHD shocks because the laboratory frame does not coincide with the frame of the gas behind the slow shocks. In Fig. 7 one can see that in between these slow shocks u y 0. The covariant form of the condition of zero tangential component of magnetic field in the gas frame is given by equation (43). It is easy to verify that this condition is not satisfied for the state behind the slow shock simply because u y 0.
T W O -D I M E N S I O N A L T E S T S I M U L AT I O N S
In order to test our multidimensional scheme we performed simulations of the two following types. First, one has to consider basic one-dimensional flows which have rather simple exact solutions. Such simulations allow us to check the accuracy of the scheme. Then, more complicated essentially multidimensional problems have to be dealt with. Such problems provide a variety of conditions during one run that cannot be achieved otherwise.
Fast shock
Since our multidimensional scheme is not strictly conservative it is very important to test how accurately it can handle shocks. Fig. 8 shows the results of the test simulations of the same fast shock as described in Table 1 but now rotated by 45Њ relative to the grid. No artificial dissipation has been used in these simulations. One can see that (i) the shock is as sharp as in the one-dimensional simulations; (ii) the normal component of magnetic field remains constant with high accuracy; (iii) as expected, the post-shock state is computed with higher errors compared with the one-dimensional simulations but not much (the error in gas pressure is most noticeable). Since this shock is extremely strong and ultrarelativistic, these results indicate that our scheme retains the most attractive properties of the Godunov-type schemes. This is not very surprising because during each time-step the scheme is in fact conservative.
Fast rarefaction
In order to verify that the scheme is indeed of second-order accuracy in smooth regions we need a problem which has an exact continuous solution. Simple waves are perfectly suitable in this respect. Here we describe the two-dimensional simulation of a centred fast rarefaction, the wavevector of which makes an angle of 45Њ with the x-axis. The initial setup corresponds to the solution at t ¼ 0:5 of the Riemann problem with the following left and right states for an initial discontinuity going through the origin: Here the vector quantities are given in the frame aligned with the wavevector. The domain is ½¹0:9; 0:9ÿ × ½¹0:9; 0:9ÿ and we use free-flow boundary conditions at all boundaries. Then the numerical solution at t ¼ 0:7 is compared with the exact one. Table 2 shows the variation of the L1 norm errors in the primitive variables with resolution. In order to avoid the boundary regions where the solution is corrupted and the wavefronts (these are weak discontinuities), only the data on the straight line going through the origin along the wavevector were used in these calculations and only for the region ¹0:3 Յ x n Յ 0:4, where x n is the coordinate on this line. Fig. 8 shows the numerical solution for n ¼ 120. It can be seen that the scheme indeed has second-order accuracy in smooth regions.
Strong cylindrical explosion
Strong spherical and cylindrical explosions are considered as standard tests of multidimensional numerical schemes for gas dynamics and MHD. Even if in MHD there are no analytic solutions for such problems they still have very useful properties. For example, all the degenerate cases could be present here simultaneously. The relative simplicity of these problems makes it easy to spot well-hidden bugs or even weaknesses of a scheme, which might not manifest themselves so clearly in more complicated problems. There are two published results for such problems in RMHD. The early results by Dubal (1991) clearly indicate severe problems with his multidimensional scheme. More recent results by van Putten (1995) look more promising but are not presented in a form that would allow easy comparison with other simulations. Moreover, the maximum velocity in his simulations is only b ¼ 0:350. Therefore, we decided to use a different setup that allows higher terminal speeds.
The Cartesian computational domain is ð¹6:0; 6:0Þ × ð¹6:0; 6:0Þ with 200 grid points in each direction. The ambient gas has P ¼ 3 × 10 ¹5 , r ¼ 10 ¹4 . The initial explosion zone is centred on the origin and has radius r ¼ 1:0. Its pressure and density are set to P ¼ 1:0 and r ¼ 10 ¹2 for r < 0:8 and exponentially decline for 1:0 < r < 0:8. If we make the explosion zone uniform then at the beginning of the simulations the solution appears to be corrupted because linear Rimann solvers are inadequate in the case of strong rarefactions. Although the solution improves as the simulations go on, we decided to introduce a smoothed transition layer. The initial magnetic field is uniform, B ¼ ðB x ; 0; 0Þ. We performed three runs: one for a very weak magnetic field, with B x ¼ 0:01, one for a relatively weak magnetic field, with B x ¼ 0:1, and another for a relatively strong magnetic field, with B x ¼ 1:0. In the first two cases we found it necessary to use artificial resistivity with h m ¼ 0:2. Otherwise, a certain unnatural pattern becomes visible in the magnetic field distribution (see Fig. 9 ). In the third case no artificial dissipation was introduced. Figs 10 and 11 show the solutions at t ¼ 4:0. These simulations were carried out on a DEC Alpha 5/333 and required about 1600 CPU s.
In the case of a relatively weak field (Fig. 10) there are two regions, an outer region and an inner one, of almost radial expansion. The outer region is formed by a fast forward shock which is almost circular because the fast speed in all directions is very close to the speed of light. The inner region is spherical because the Lorentz force is small there and the expansion is almost purely gasdynamical. This region is bounded by a reverse fast shock. In between these fast shocks one can see another discontinuity, the swept magnetic magnetic field being compressed on the outer side of it. On the the y-axis this wave is certainly a contact. In other directions it seems to split into a contact and a forward slow shock that becomes a pure gas shock on the x-axis. Unfortunately, the separation of these waves is not large enough to make the identification certain. Higher resolution simulations are required for this purpose.
In the case of a strong field (Fig. 11 ) the outer fast shock still expands almost radially for the same reason as in the case of a weak field, but now this wave has very small amplitude. As expected, in the inner region the expansion proceeds only along the magnetic field lines because of the strong Lorentz force. In the scan taken along the x-axis one can see that a double shock structure has just emerged at the both ends of this jet-like flow but is not well resolved yet (because all waves propagate with almost the same speed). Plots made at different times also reveal a certain oscillatory motion across the magnetic field.
We used these simulations to study the effect of the nonconservative features of our scheme on the global energy budget of numerical solutions. Fig. 12 shows the evolution of the total energy integrated over the whole computational domain in time. The strongest deviations from the energy conservation (about 3 per cent by the end of the run) are found for the intermediate case (B x ¼ 0:1). For a weaker field the error is significantly reducedthis is not very surprising since the scheme becomes conservative in the gas-dynamical limit. More interesting and encouraging is the fact that in the case of a strong field (B x ¼ 1:0) the errors are even smaller, less than 0:01 per cent.
Slab jets
While the explosion problems require a dramatic difference in pressure and density between the ambient gas and the explosion zone in order to generate a high Lorentz factor flow, such a flow can be directly introduced by the boundary conditions in jet problems. Since at present we only have a code for the Cartesian coordinates, we decided to consider only slab jets propagating along a magnetic field. Similar simulations, but for relatively low input velocity (u 0 ¼ 4:56), have been described by Koide et al. (1996) . Although such problems are unlikely to have any astrophysical applications, they serve nicely for the purpose of testing.
In our simulations the computational domain is ð0:0; 20:0Þ× ð¹14:0; 14:0Þ with the mesh spacing h ¼ 0:1 in each coordinate. Initially the magnetic field is uniform with B ¼ ð1:0; 0:0; 0:0Þ. The other parameters are ambient gas: P ¼ 0:01, r ¼ 10; jet: P ¼ 0:01, r ¼ 0:1, u ¼ ð20:0; 0:0; 0:0Þ; inlet radius: R ¼ 1:0; artificial dissipation:
As in the cylindrical explosion, we found that certain artefacts appear if we do not use artificial dissipation.
Outside the inlet zone we used symmetry boundary conditions at x ¼ 0, and free-flow boundary conditions everywhere else. The latter did not matter since no perturbation had reached these boundaries by the end of the run. Fig. 13 shows the solution at t ¼ 30:0 (these simulations required 2:9 CPU h on a DEC Alpha 5/ 333). The bow shock is certainly a fast one since both the gas and the magnetic pressure increase behind it. Near the jet axis it degenerates into a pure gas shock. The jet terminates via the familiar triple shock configuration. All three shocks are fast ones, the Mach disc having almost degenerated into a pure gas shock. The magnetic field is not strong enough to prevent a back flow from being formed, and the jet is surrounded by a cocoon of jet plasma that has previously passed through the terminal shocks. Due to the swept-back magnetic field, current sheets are formed at the jet boundaries and inside the cocoon.
Before reaching the terminal shocks, the jet plasma passes through several oblique shocks caused by the interaction with the cocoon flow. The most prominent of these is the shock that starts at the jet boundary near the edge of the nozzle. This may be identified as a slow shock by the fact that the magnetic pressure decreases across it. There is also an indication of the presence of another slow shock which is parallel to the first one but lies inside the cocoon. This a typical configuration expected in magnetic reconnection theory (Petschek, 1964) . However, we cannot rule out the possibility that there is only one shock here and that this is an intermediate shock. Higher resolution simulations are required. In fact, this prominent shock seems to be preceded by a much weaker fast shock as indicated by a small increase of both the magnetic and gas pressure on the jet axis near x Ϸ 9. At x Ϸ 13 a compact knot can be seen in the plot of magnetic pressure. This is created by another fast shock which originates where the back flow collides with the jet. Higher quality images reveal a very complicated shock pattern around this knot. One of these shocks, a fast shock, can be seen in Fig. 13 and has a shape similar to the leading bow shock. Although this problem perhaps deserves more detailed analysis, we prefer not to do so here because we merely wanted to test the ability of our scheme to handle complicated multidimensional problems involving ultrarelativistic flows.
C O N C L U S I O N S
In this paper we have described a multidimensional Godunov-type scheme for relativistic magnetohydrodynamics which is of secondorder accuracy in smooth regions. In fact, we have described two schemes, a one-dimensional scheme and a multidimensional one, which are somewhat different. The difference arises from the fact that the divergence-free condition for the magnetic field is automatically satisfied for one-dimensional problems. This allowed us to construct a fully conservative and upwind one-dimensional scheme. It is based on our linear Riemann solver, which performs very well for all problems except ones that include strong rarefactions. To handle such cases we employ the HLLE solver, which allows the initial discontinuities to spread and reach a point at which our linear Riemann solver can cope. Degeneracies are handled (i) by switching to a simpler three-wave solver in the case of a weak magnetic field or propagation normal to the magnetic field, or (ii) by using special forms of eigenvectors in the case of propagation along the magnetic field. Extensive test calculations show that the scheme is remarkably robust and can handle even ultrarelativistic flows with high accuracy. The only real problem of the scheme relates to its ability to pick up the non-evolutionary shock solutions in coplanar problems. However, this seems to be a problem for all numerical schemes for MHD known to us. The divergence-free constraint required additional effort in order to construct a multidimensional scheme. In fact, we did not find a way to satisfy both magnetic flux conservation and energymomentum conservation at the same time and decided to enforce only the former. Magnetic flux conservation is guaranteed by using the integral form of the induction equation, which requires the magnetic field to be defined at cell interfaces. As a result we are forced to use a staggered grid. At the beginning of each time-step we have to calculate the cell-centred values of magnetic field and it is here that we lose conservation. However, each time-step integration is done using the Godunov-type technique. This allows us to dispense with a large artificial viscosity in order to handle shocks and hence avoid the difficulties suffered by non-Godunov-type schemes for relativitic fluid dynamics. However, we still found it necessary to use artificial dissipation to prevent the appearance of certain artefacts.
Conservation is most important where the accuracy of shock transitions is concerned: the sharper and stronger the shock more noticeable the errors due to the lack of conservation. Remarkably, even in such cases our scheme still performs very well, as shown by our fast shock simulations. This is probably a consequence of the conservative single-step integration employed in the scheme. The strong explosion and the slab jet test problems described in the paper do not have analytic solutions with which they can be compared. However, the numerical solutions are physically reasonable, all the waves are clean and the shocks are sharp, indicating very good performance of the scheme for complicated multidimensional problems involving ultrarelativistic flows. Finally, since relativistic numerical analysis appears to be more difficult, we expect our scheme to work even better for classical MHD.
AC K N OW L E D G M E N T S
It is a pleasure to thank S. A. E. G. Falle for very useful discussions during the course of this work.
