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This dissertation is a collection of essays on Asset Pricing: Predictability, In-
formation, and Liquidity.
The rst chapter, Predictability of Equity Returns over Di¤erent Time Hori-
zons: A Nonparametric Approach, aims to test an important hypothesis in nan-
cial economics: whether equity returns are predictable over various horizons? We
rst propose a nonparametric test to examine the predictability of equity returns,
which can be interpreted as a signal-to-noise ratio test. Our empirical results show
that the short rate, dividend yields and earnings yields have good predictability
power for both short and long horizons, which is di¤erent from both the conven-
tional wisdom and Ang and Bekaert (2007). Also, using our nonparametric test,
a comprehensive in-sample and out-of-sample analysis documents that the predic-
tor variables (dividend yields, earnings yields, dividend payout ratio, short rate,
ination, book-to-market ratio, investment to capital ratio, corporate issuing ac-
tivity, and consumption, wealth, and income ratio) have predictability power on
equity returns but this cannot be well captured by linear prediction models. In
addition, we use the nonparametric test to compare the conventional long-horizon
prediction regression models on predictor variables with the historical mean model,
where there has exists a debate about which model has better forecasting power
for equity returns (Campbell and Thompson (2007) and Goyal and Welch (2007)).
We nd that the prevailing prediction model has a better forecasting power than
the historical mean model because the former has a lower neglected signal-to-noise
ratio. Finally, we nd that our nonparametric predictive models have lower RMSE
than the historical mean model at both short-horizon and long-horizon. Using our
nonparametric methods, both combined and individual forecast outperform the
historical average.
The second chapter, An Intraday Analysis of Related Investment Vehicles
Traded in the NYSE and AMEX, undertakes an intraday analysis of related
investment vehicles traded in the NYSE and AMEX. I investigate how the trad-
ing behaviors of three related investment vehicles (American Depository Receipt,
Exchange-traded Fund, and Closed-end Fund) di¤er across countries using high-
frequency intraday data. I nd that ADRs trade at transaction prices that are
on average worse than ETFs and CEFs. The trading of ADRs, ETFs, and CEFs
follows positive feedback strategies. The buy and sell trades of the three securities
are driven by the net order imbalances and past returns of three securities them-
selves. The correlated trading behaviors of the three securities can be explained
by momentum traders with a common information set.
The third chapter, Endogenous Information Acquisition, Cost of Capital, and
Comovement of Equity Returns, investigates endogenous information acquisition,
cost of capital, and comovement of equity returns. The traditional asset pricing
model cannot provide a good explanation for the comovement of asset returns.
This chapter introduces endogenous costly information acquisition that generates
comovement of asset returns in a rational expectations framework. The private
information signals observed by many investors contain information not only about
the value of the asset itself, but also the value of many other assets. This common
source of information causes excessive covariance in their returns. If informed
investors acquire more private information, or more investors are informed, the
comovement of asset returns will increase. On the other hand, if informed investors
aggressively obtain abundant private information, the comovement will decrease.
We also nd that both greater precision in private information and higher cost of
information will increase a companys cost of capital.
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Chapter 1
Introduction
Asset pricing is a traditional research area in nancial economics. This is an
important topic for academics, investment professionals, and policy makers. The
asset pricing theory tries to understand why prices or returns are what they are.
How nancial economists understand the investment world has been changed over
the decades. In the early 80s, researchers believe that stock and bond returns
were essentially unpredictable. Towards the end of the last century, academic
researchers came to take seriously the view that aggregate stock returns are pre-
dictable. A new generation of empirical research in the late twenty century does
substantially enlarge our view of "what activities provide rewards for holding risks,
and they challenge our understanding of those risk premiums".
The predictability of long-horizon returns has drawn great interests from re-
searchers. Di¤erent economic predictors, predictive regression models, and sample
periods and frequencies are used in numerous research papers. However, there is
not much consensus on what drives this predictability and predictability power
over di¤erent time horizons (specically at long horizons). The rst essay of
my dissertation provides some useful evidence for the recent debates on return
predictability in the nance literature. Long-horizon asset returns are more in-
formative than their shorter-horizon counterparts, so random walk models, and
martingale models based on past asset returns are statistically weak to explain
real data. It is more reasonable to study the price behavior using the models of
asset returns in economics or nance. The most popular model which is used to
predict asset returns is the discounted-cash-ow or present-value model explored by
Roze¤ (1984), Campbell and Shiller (1987), Campbell and Shiller (1988a, 1988b),
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and West (1988). This model relates the price of a stock to its expected future
cash ows (i.e., its dividends) discounted to the present value using a constant or
time-varying discount rate. Existing studies suggest that there exists strong non-
linearity in the models of predicting asset returns, and that expected asset returns
and dividend ratios are highly persistent and time-varying.
The current research point out several problems and propose new methods
or approaches to evaluate or improve the predictability power of equity returns.
First, the apparent predictability of stock returns might be spurious given the
fact that many predictor variables, such as valuation ratios, are highly persistent
(Nelson and Kim (1993); Stambaugh (1999); Cavanagh et al. (1995); Foster et
al., 1997; Ferson, Sarkissian, and Simin (2003); Sarkissian, and Simin (2003)).
Second, there exists serial correlation in the forecast error particularly when the
time horizon h is large relative to the sample size. As a result, there exist some nite
sample problems for reliable statistical inference (Hodrick (1992), Nelson and Kim
(1993)). An active recent literature discusses alternative econometric methods or
proposes new statistical tests for correcting the bias and conducting valid inference
on estimation of long-horizon predictive regression models with persistent variables
and errors. Third, the VAR model cannot fully capture the nonlinear dynamics
of dividend yields implied by the present value model (Hodrick (1992), Campbell
and Shiller (1988a, b), Stambaugh (1999)). A linear predictive regression model
sometimes neglects nonlinear predictability. Fourth, a di¤erent critique emphasizes
that the most linear predictive regressions have often performed poorly out-of-
sample (Goyal and Welch (2003, 2007); Campbell and Thompson (2007)).
Moreover, there are two recent debates on the predictability of equity premi-
ums in the literature. First, most of the theoretical and empirical work focuses
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on the predictive prowess of the dividend yield, especially at long horizons. The
conventional wisdom in the literature is that aggregate dividend yields strongly
predict excess returns, and the predictability is stronger at longer horizons (Fama
and French (1988), Campbell (1991), and Cochrane (1992)). The results at dif-
ferent horizons are reections of a single underlying phenomenon. If daily returns
are very slightly predictable by a slow-moving or persistent variable, then pre-
dictability adds up over long horizons. In contrast, Ang and Bekaert (2007) nd
that dividend yields, together with the short rate, predict excess returns only at
short horizons and do not have any long-horizon predictive power. On the other
hand, Goyal and Welch (2007) argue that the historical average excess stock re-
turn forecasts future excess stock returns better than regressions of excess returns
on predictor variables. In response to their arguments, Campbell and Thompson
(2007) show that many predictive regressions beat the historical average return by
imposing restrictions on the signs of coe¢ cients and return forecasts, or the co-
e¢ cients relating valuation ratios to future returns based on steady-state models.
The conclusions of the two debates are controversial.
In this essay, we undertake an analysis of both in-sample and out-of-sample
tests of stock return predictability in an e¤ort to better understand the empirical
evidence on return predictability. We are particularly interested in investigating
the following problems: (1) Does the predictability of valuation ratios such as
dividend yields exist at various horizons? (2) Do linear predictor variables-based
regression models su¤er from neglected nonlinear predictability? In particular, is
the poor out-of-sample performance of most linear prediction models due to the
limitation of linear models or due to the nonexistence of predictability of equaity
returns? (3) Does the predictor-based regression model beat the historical average
3
excess stock return (historical mean model)?
We propose a reliable out-of-sample nonparametric model-free predictability
test to examine whether there exists the predictability of equity returns at short or
long horizons. Ang and Bekaert (2007) nd that dividend yields, together with the
short rate, predict excess returns only at short horizons. In contrast, we nd that
the short rate, dividend yields, and earnings yields have good predictability power
at both short and long horizons. Second, the comprehensive in-sample and out-
of-sample analysis suggests that such variables as dividend yields, earnings yields,
dividend payout ratio, short rate, ination, book-to-market ratio, investment to
capital ratio, corporate issuing activity, and consumption, wealth, and income ratio
have predictability power for equity returns, but this often cannot be captured by
popular linear regression models. Third, we nd that the prevailing prediction
model beats the historical mean model because there is more neglected signal-to-
noise ratio for the latter. Our conclusion is in contrast to Goyal and Welch (2007),
and is consistent with Campbell and Thompson (2007), who nd that predictor
variables perform better out-of-sample than the historical average return forecasts,
once weak restrictions are imposed on the signs of coe¢ cients and return forecasts,
or the coe¢ cients relating valuation ratios to future returns based on steady-state
models.
We use a nonparametric estimator to predict the equity returns following the
same logic of our nonparametric test. Our nonparametric predictive models have
lower RMSE than the historical mean model at both short-horizon and long-
horizon. Our nonparametric prediction can improve the out-of-sample performance
without restrictions. Using our nonparametric methods, both combined and indi-
vidual forecast outperform the historical average. One reasonable explanation is
4
that the nonparametric predictive model can t the equity return better based on
the predictors. It is not restricted to the parametric forms. It can t the data
better than the linear or nonlinear parametric model.
If the investment world does not obey a models predictions, we can decide that
the model needs improvement. However, we can also decide that the investment
world is wrong, that some assets are mispricedand present trading opportunities
for the shrewd investor. This latter use of asset pricing theory accounts for much of
its popularity and practical application. One possible application is to investigate
the trading behaviors of the di¤erent securities. The questions money managers
are interested in are (1) what are the trading pattern of di¤erent securities? (2)
what are the best trading strategies to manage a portfolio or basket in order to
maximize prots and minimize risks? Investigating those questions is important
not only for us to understand the determinants of trading volume, liquidity, and
stock returns but also for money managers and policymakers to devise e¢ cient
trading strategies and improve the liquidity and e¢ ciency of nancial markets.
There is a vast amount of literature on how investors trade. DeLong, Shleifer,
Summers, andWaldmann (1990) show that passive traders and rational speculators
trade on rm fundamentals and/or superior information, while positive-feedback
traders simply buy when prices rise and sell when prices fall. Hong and Stein (1999)
show that momentum traders can make prot by implementing simple strategies
such as trendchasing. A number of large and presumably sophisticated money
managers use momentum approaches. Diversication into global equity markets is
one of the approaches for money managers to improve the risk/return trade-o¤ of
a stock portfolio.
The second essay of my dissertation is to investigate the trading behaviors
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of three similar trading vehicles: American depositary receipts (ADR), exchange-
traded funds (ETF), and closed-end funds (CEF), which specialize in holding a
portfolio of foreign equities of one country or a group of countries in a region on
US stock exchanges. I focus on how the trading activities di¤er, in real time, among
ADR, ETF, and CEF. First, this essay examines whether ADR, ETF, and CEF
trade at di¤erent transaction prices across countries. It helps me to understand
whether one type of security have an advantage of trading over the other. Second,
I use the VAR model to estimate the correlations of return, volume, liquidity, and
volatility among the three securities. It shows the relative relation of trading among
the three securities. Third, I examine the short-horizon dynamic relation between
the order imbalance and both past and subsequent returns by type of securities
using high-frequency intraday data. I nd that ADRs trade at transaction prices
that are on average worse than ETFs and CEFs. The trading of ADRs, ETFs,
and CEFs follows positive feedback strategies. The buy and sell trades of the
three securities are driven by the net order imbalances and past returns of three
securities themselves. The correlated trading behaviors of the three securities can
be explained by momentum traders with a common information set.
Another application is to investigate how the endogenous information acquisi-
tion and cost of capital a¤ect the comovement of equity returns. The study of the
comovement of asset returns has recently received great interests in nance liter-
ature. The cause of stock market covariation remains a puzzling issue. There are
di¤erent theories that explain the comovement of the asset returns. Researchers
have uncovered numerous patterns of comovement in asset returns. There are
strong common factors in the returns of small-cap stocks, value stocks, closed-end
funds, stocks in the same industry, and bonds of the same rating and maturity.
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There is common movement of individual stocks within national markets and also
among international markets.
The traditional asset pricing theory shows that comovement in returns must be
due to correlation in fundamental value. We call it fundamentals-based comove-
ment. In behaviour literature, there exists an alternative theory which argues
that return comovement is delinked from fundamentals due to market frictions or
noise-trader sentiment. "Friction-based" and "sentiment-based" comovement come
from three specic variables: the category, habitat, and information di¤usion views
(Barberis, Shleifer, and Wurgler (2005)). Empirical evidence cannot easily be ex-
plained by the fundamentals-based view of comovement so many scholars think
it might be evidence of investor irrationality and t with the friction-based or
sentiment-based views. We want to revisit traditional asset pricing theory by in-
troducing information market and try to give a good explanation for comovement
of asset returns. We call it information-based comovement.
Trading based on private information and cost of information acquisitions could
be potential causes of the comovement in stock returns if agents have superior
knowledge about the common factors of the stock returns. On the other side, it
is very common to explain why individuals trade assets in stock markets because
of their access to di¤erent information. To motivate di¤erences in information,
it is typically assumed that information is costly to acquire, so that some agents
will buy information and some will not. But this explanation raises a lot of in-
teresting questions: How much information will be acquired about stocks? How
will this information be reected in prices? How do informed and uninformed
traders interact with one another? Does cost of the information acquisition a¤ect
the returns? Yet it is challenging to answer these questions. The reason is that in
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an equilibrium where information is costly to acquire, agents who choose not to
purchase information nevertheless extract some information from the prices they
observe, and so their demand will depend on the distribution of equlibrium prices.
Information-based comovement has not been widely accepted because it is di¢ -
cult to model information acquisitions and test the comovement based on data of
investorsinformation.
The third essay of my dissertation introduces endogenous costly information
acquisition that generates comovement of asset returns in a rational expectations
framework. The private information signals observed by many investors contain
information not only about the value of the asset itself, but also the value of many
other assets. This common source of information causes excessive covariance in
their returns. If informed investors acquire more private information, or more
investors are informed, the comovement of asset returns will increase. On the
other hand, if informed investors aggressively obtain abundant private information,
the comovement will decrease. We also nd that both greater precision in private
information and higher cost of information will increase a companys cost of capital.
This dissertation is organized as follows. Chapter 2 is Predictability of Equity
Returns over Di¤erent Time Horizons: A Nonparametric Approach. Chapter 3
is An Intraday Analysis of Related Investment Vehicles Traded in the NYSE and
AMEX. Chapter 4 is Endogenous Information Acquisition, Cost of Capital, and
Comovement of Equity Returns. Chapter 5 concludes.
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Chapter 2
Predictability of Equity Returns over Di¤erent Time
Horizons: A Nonparametric Approach
2.1 INTRODUCTION
There is a long tradition in nance and economics to study the predictability of
equity returns or equity premiums. Cochrane (1999) points out that one of nancial
economists views about the investment world was that returns are unpredictable
until the mid-1980. Towards the end of the last century, academic researchers
came to take seriously the view that aggregate stock returns are predictable1.
Fundamental economic forces are crucial determinants of equity premia in nancial
markets.2 The vast literature has suggested that excess returns are predictable
by such variables as dividend-price ratios, earnings-price ratios, dividend-earnings
ratios, short rates, book-to-market ratio, and an assortment of other nancial
indicators.
The predictability of long-horizon returns has drawn great interests from re-
searchers. Long-horizon asset returns are more informative than their shorter-
horizon counterparts, so random walk models, and martingale models based on
past asset returns are statistically weak to explain real data. It is more reason-
able to study the price behavior using the models of asset returns in economics
1A new generation of empirical research in the late twenty century does substantially enlarge
our view of "what activities provide rewards for holding risks, and they challenge our under-
standing of those risk premiums".
2Equity risk premia are closely related to economic conditions. Equity returns seem to be
high at business cycle troughs and low at peaks. In line with the pioneering work by Ferson and
Merrick (1987), Fama and French (1989), researchers suggest that predictors of excess returns
should be correlated with economic conditions. Lettau and Ludvigson (2005) summarize the
literature and point out that we should expect to nd evidence from predictive regressions of
excess returns on macroeconomic variables over business cycle horizons."
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or nance. The most popular model which is used to predict asset returns is the
discounted-cash-ow or present-value model explored by Roze¤ (1984)3, Campbell
and Shiller (1987), Campbell and Shiller (1988a, 1988b)4, and West (1988). This
model relates the price of a stock to its expected future cash ows (i.e., its divi-
dends) discounted to the present value using a constant or time-varying discount
rate. The present value model assumes that the expected stock return is constant
through time and makes no assumption about equity repurchases by rms which
a¤ect the time pattern of expected future dividends. While stock prices and divi-
dends appear to grow exponentially over time rather than linearly, the linear model
(even allowing for a unit root) is less appropriate than a nonlinear model which can
better capture the properties of asset returns across time. Thereafter, researchers
have proposed several nonlinear models to explain or predict asset returns. One is
the dividend models with rational bubbles in which the bubble is a nonlinear func-
tion of the stocks dividends (Froot and Obstfeld (1991)). This nonlinear model
with stochastic rational bubbles has its limitation in explaining the observed pre-
dictability of stock returns. Another nonlinear model is a loglinear present-value
model (Campbell (1991), Ang and Bekaert (2007)), which suggests a nonlinear re-
lation between equity returns and dividend ratio, interest rates, excess returns, or
cash ows. The loglinear model can capture the asset price behavior without im-
posing restrictions on the expected returns. These studies suggest that there exists
3Roze¤ (1984) showed that dividend yields can forecast equity risk premia by a deterministic
dividend discount model. For example, Under the Gordon growth model, Pt =
1X
i=1
Dt(1+g)
i
(1+r)i =
Dt+1
r g , where P is the stock price, D is the dividend, r is the discount rate, and g is the constant
growth rate of dividend. In the certainty model, the discount rate is the expected return on the
stock. If the stock price represents a claim to the future stream of dividends, the price can be
exactly determined assuming constantly growing dividends and a known discount rate and the
model suggests that dividend yields should capture variations in expected stock returns.
4Campbell and Shiller (1988a, 1988b) develop a stochastic approximation to the dividend
discount model and estimate the model in a VAR framework.
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strong nonlinearity in the models of predicting asset returns, and that expected
asset returns and dividend ratios are highly persistent and time-varying. Thus, it
is important to investigate the predictive relationship between asset returns and
time horizons.
There are quite a few works which examine the predictive power of the divi-
dend yield on excess stock returns over various time horizons. Fama and French
(1988), Campbell and Shiller (1988a,b), and Nelson and Kim (1993) document
evidence of predictability. However, empirical studies increasingly cast doubt on
the forecasting power of price-based predictors of equity returns. There are two
recent debates on the predictability of equity premiums in the literature. First,
most of the theoretical and empirical work focus on the predictive prowess of the
dividend yield,5 especially at long horizons. The conventional wisdom in the lit-
erature is that aggregate dividend yields strongly predict excess returns, and the
predictability is stronger at longer horizons (Fama and French (1988)6, Campbell
(1991), and Cochrane (1992)). The results at di¤erent horizons are reections of
a single underlying phenomenon. If daily returns are very slightly predictable by
a slow-moving or persistent variable, then predictability adds up over long hori-
zons. In contrast, Ang and Bekaert (2007) nd that dividend yields, together with
the short rate, predict excess returns only at short horizons and do not have any
long-horizon predictive power. On the other hand, Goyal and Welch (2007) argue
that the historical average excess stock return forecasts future excess stock returns
5Fama and French (1988), Campbell and Shiller (1988a,b), Goetzmann and Jorion (1993,
1995), Hodrick (1992), Stambaugh (1999), Wolf (2000), Goyal and Welch (2003, 2007), Valkanov
(2003), Lewellen (2004), Campbell and Yogo (2006), Campbell and Thompson(2007), and Ang
and Bekaert (2007)
6Fama and French (1988) provide the strongest evidence in support of the dividend yield e¤ect
by using overlapping multiple-year horizon returns. They observe that the explanatory power of
the dividend yield increases with the time horizon of the returns; over 4-year horizons, the R2s
reach an astonishing high value of 64%.
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better than regressions of excess returns on predictor variables. In response to
their arguments, Campbell and Thompson (2007) show that many predictive re-
gressions beat the historical average return by imposing restrictions on the signs
of coe¢ cients and return forecasts, or the coe¢ cients relating valuation ratios to
future returns based on steady-state models. The conclusions of the two debates
are controversial.
Most of the existing empirical studies use linear regressions to forecast asset
returns. There are a number of pitfalls applying those models to predict asset
returns or evaluate the predictability power. First, several authors expressed con-
cern that the apparent predictability of stock returns might be spurious given
the fact that many predictor variables, such as valuation ratios, used are highly
persistent. Nelson and Kim (1993) and Stambaugh (1999) pointed out that per-
sistence leads to biased coe¢ cients in predictive regressions if innovations in the
predictor variable are correlated with returns (as is strongly the case for valuation
ratios, although not for interest rates). Under the same conditions, the stan-
dard t-test for predictability has incorrect sizes in nite samples (Cavanagh et al.,
1995). These problems become more serious if applied econometricians are data
mining, considering large numbers of variables, and reporting only those results
that are apparently statistically signicant (Foster et al., 1997; Ferson, Sarkissian,
and Simin, 2003). Sarkissian, and Simin (2003) explore spurious regressions and
data mining in the presence of serially correlated explanatory variables and they
conclude that many regressions based on individual predictor variables may result
in spurious conclusions. Second, another problem is that the explanatory variable,
the dividend yield, is not properly exogenous, but rather contains a price level that
also appears in the regression (Stambaugh (1986)). Moreover, Fama and French
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(1988) point out an "errors-in-variables" problem due to the fact that yields con-
tain forecasts of future returns and dividend growth. This may bias downward the
regression coe¢ cient in the dividend yield regression. Fama (1990) and Kothari
and Shanken (1992) suggest that the errors-in-variables problem is a potentially
major one, since a signicant percentage of return variance may be explained by
changes in the growth rate of future dividends.
Third, there exists serial correlation in the forecast error particularly when the
time horizon h is large relative to the sample size. As a result, there exist some
nite sample problems for reliable statistical inference (Hodrick (1992), Nelson and
Kim (1993)). An active recent literature discusses alternative econometric methods
or proposes new statistical tests for correcting the bias and conducting valid in-
ference on estimation of long-horizon predictive regression models with persistent
variables and errors.7 These studies have emphasized the bias toward rejection
of the null hypothesis of no predictability. In particular, the usual corrections to
the standard errors are only valid asymptotically, and there is some question as
to whether "asymptotic" should be measured in terms of years, decades, or even
centuries, especially for long-horizon forecasts. Hodrick (1992) examines the im-
plications for hypothesis testing of using di¤erent specications of the forecasting
equation. Nelson and Kim (1993) analyze small-sample biases in simulations of a
VAR system for returns and yields, under the null hypothesis of no predictability of
returns. Using U.S. returns sampled annually, they report that the simulated dis-
tributions of t-statistics are displaced upward, and still nd some spurious evidence
of predictability at conventional signicance levels. In the case of the dividend yield
regression, however, price levels appear in both the regressor and the regressand.
7See Cavanagh et al., 1995; Mark, 1995; Kilian, 1999; Lewellen, 2004; Campbell and Yogo,
2006; Polk et al., 2006; Ang and Bekaert, 2007; Valkanov, 2003
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From the work of Dickey and Fuller (1976) and Stambaugh (1986), it is well-known
that regressions on lagged dependent variables lead to biased coe¢ cient estimates.
Goetzmann and Jorion (1993) use the bootstrap methodology, as well as simu-
lations, to examine the nite sample distribution of test statistics under the null
hypothesis of no forecasting ability. These experiments are constructed so as to
maintain the dynamics of regressions with lagged dependent variables over long
horizons (up to four years). They nd that the empirically observed statistics are
well within the 95% bounds of their simulated distributions and overall there is
no strong statistical evidence indicating that dividend yields can forecast excess
equity returns. Wolf (2000) uses a new statistical method for nding reliable con-
dence intervals for regression parameters in the context of dependent and possibly
heteroscedastic data, called subsampling and does not nd convincing evidence
for the predictability of stock returns. Ang and Bekaert (2007) nd that excess
return predictability by the dividend yield is not statistically signicant at longer
horizons or across countries and also uses the nonlinear present value model to
examine the t of regression-based expected returns with true expected returns.
Consistent with the data, they nd that a univariate dividend yield regression
provides a rather poor proxy for the true expected return. However, using both
the short rate and dividend yield considerably improves the t, especially at short
horizons.
Fourth, while previous studies model returns and dividend yields using a nite-
order VAR system (Hodrick (1992), Campbell and Shiller (1988a,b), Stambaugh
(1999)), the VAR model cannot fully capture the nonlinear dynamics of dividend
yields implied by the present value model. Indeed, for a linear predictive regres-
sion model, when a price-based estimator or regressor appeals to be statistically in-
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signicant, one cannot conclude that the null hypothesis of no predictability holds,
because there may exist neglected nonlinear predictability. Fifth, a di¤erent cri-
tique8 emphasizes that the most linear predictive regressions have often performed
poorly out-of-sample (Goyal and Welch (2003, 2007); Campbell and Thompson
(2007)). It is well-known that while in-sample diagnostic analysis is important and
can reveal useful information on possible sources of model misspecication, it may
cause overtting and capture spurious predictability. Out-of-sample evaluation can
capture the true predictability of a model or the data generating process.9 The dis-
parities between in-sample and out-of-sample test results of return predictability
documented in the literature make an overall assessment of return predictability
di¢ cult. In particular, it is unclear whether the poor out-of-sample performance
of linear prediction models is due to the limitation of linear models or due to the
nonexistence of predictability of equity returns. Many of the earlier out-of-sample
tests have focused on the dividend ratios. Fama and French (1988) interpret the
out-of-sample performance of dividend ratios to have been a success. Bossaerts
and Hillion (1999) interpret the out-of-sample performance of the dividend yield
(not dividend price ratio) to be a failure. Torous and Valkanov (2000) nd that
a low signal-noise ratio of many predictive variables makes a spurious relation be-
tween returns and persistent predictive variables unlikely and would lead to no
out-of-sample forecasting power. Rapach and Wohar (2006) explore out-of-sample
8This critique had a particular force during the bull market of the late 1990s, when low
valuation ratios predicted extraordinarily low stock returns that did not materialize until the
early 2000s (Campbell and Shiller, 1998).
9Here are several important reasons why out-of-sample predictability check is important.
First, the usual practice of extensive search for more complicated models using the same or similar
data set may su¤er from the so-called data snooping bias, as pointed out by Lo and MacKinlay
(1989) and White (2000). A more complicated model may overt idiosyncratic features of the
data without capturing the true data generating process. Out-of-sample prediction evaluation
will alleviate, if not eliminate completely, such data snooping bias. Second, a model that ts
in-sample data well may not predict the future well because of unforeseen structural changes or
regime shifts in the data generating process.
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performance for a number of variables and nd that certain nancial variables
display signicant in-sample and out-of-sample predictive ability with respect to
stock returns. Goyal and Welch (2007) argue that the poor out-of-sample perfor-
mance of predictive regressions is a systemic problem. They compare predictive
regressions with historical average returns and nd that historical average returns
almost always generate superior return forecasts. They conclude that the profes-
sion has yet to nd some variable that has meaningful and robust empirical equity
premium forecasting power.Campbell and Thompson (2007) nd that most of
these predictor variables perform better out-of-sample than the historical average
return forecast, once weak restrictions are imposed on the signs of coe¢ cients and
return forecasts. The out-of-sample explanatory power is small, but nonetheless
is economically meaningful for investors. They also impose theoretical restrictions
on the coe¢ cients relating valuation ratios to future returns and theoretically re-
stricted valuation models often outperform return forecasts based on the long-run
historical mean of stock returns.
In this paper, we undertake an analysis of both in-sample and out-of-sample
tests of stock return predictability in an e¤ort to better understand the empirical
evidence on return predictability. We are particularly interested in investigating
the following problems:
 Does the predictability of valuation ratios such as dividend yields exist at
various horizons?
 Do linear predictor variables-based regression models su¤er from neglected
nonlinear predictability? In particular, is the poor out-of-sample perfor-
mance of most linear prediction models due to the limitation of linear models
or due to the nonexistence of predictability of equaity returns?
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 Does the predictor-based regression model beat the historical average excess
stock return (historical mean model)?
For these purposes, we rst develop a reliable out-of-sample nonparametric
model-free predictability test, which has several appealing features. First, as is
well-known, the nonparametric method can capture a wide variety of linearities
and nonlinearities without assuming any parametric model. Thus, it can assess
directly the predictability of equity return data itself rather than the predictabil-
ity of a specic model for equity return. Second, the nonparametric predictability
test can be interpreted as a signal-to-noise ratio, because it is based on the av-
erage of the squared predictable components over the sample variance of pricing
errors. Third, we propose to use a conditional bootstrap procedure which main-
tain the original dynamics of predictor variables and serial dependence structure of
the multi-step-ahead forecast errors. Such a bootstrap procedure provides reliable
statistical inference for sample sizes typically encountered in the literature. Sim-
ulation studies show that it has reasonable size and power in nite samples even
when the regressors are highly persistent and the forecast horizon is relatively long.
We apply the proposed nonparametric test to examine whether there exists
the predictability of equity returns at short or long horizons. Ang and Bekaert
(2007) nd that dividend yields, together with the short rate, predict excess re-
turns only at short horizons. In contrast, we nd that the short rate, dividend
yields, and earnings yields have good predictability power at both short and long
horizons. Second, the comprehensive in-sample and out-of-sample analysis suggests
that such variables as dividend yields, earnings yields, dividend payout ratio, short
rate, ination, book-to-market ratio, investment to capital ratio, corporate issu-
ing activity, and consumption, wealth, and income ratio have predictability power
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for equity returns, but this often cannot be captured by popular linear regression
models. Third, we nd that the prevailing prediction model beats the historical
mean model because there is more neglected signal-to-noise ratio for the latter.
Our conclusion is in contrast to Goyal and Welch (2007), and is consistent with
Campbell and Thompson (2007), who nd that predictor variables perform better
out-of-sample than the historical average return forecasts, once weak restrictions
are imposed on the signs of coe¢ cients and return forecasts, or the coe¢ cients
relating valuation ratios to future returns based on steady-state models. In fact,
the restriction on coe¢ cients is a form of nonlinearity.
In the literature, most papers focus on a set of predictors based on theoretical
models. From an academic viewpoint, the use of model-based predictors facili-
tates an understanding of specic aspects of the economic mechanism. From an
investors viewpoint, however, these predetermined variables may not be enough
to capture all information required in decision making. Forecast combination has
recently received renewed attention in the forecasting literature; Stock and Wat-
son (1999, 2003, 2004) with respect to forecasting ination and real output growth.
Rapach, Strauss, and Zhou (2009) propose a combination approach to improve the
out-of-sample equity premium forecasting problem. In addition to the individual
forecast, we also consider the combined forecast to improve equity premium fore-
casts, and examine the out-of-sample performance. On the other hand, previous
studies suggest that there exists strong nonlinearity in the models of predicting
asset returns, and that expected asset returns and dividend ratios are highly per-
sistent and time-varying. The poor out-of-sample performance of most linear pre-
diction models is due to the limitation of linear models. The lack of consistent
out-of-sample evidence in Goyal and Welch (2008) indicates the need for improved
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forecasting methods to better establish the empirical reliability of equity premium
predictability. In this paper, we propose nonparametric estimators to forecast the
equity returns using both individual forecast and combined forecast.
Goyal and Welch (2007) argue that the historical average excess stock return
forecasts future excess stock returns better than regressions of excess returns on
predictor variables. With respect to the economic variables used to predict the eq-
uity premium, we use the 15 economic variables from Goyal and Welch (2008) to
predict the individual predictive models. Common to all these papers is a focus on
a small set of predictors based on theoretical models. From an academic viewpoint,
the use of model-based predictors facilitates an understanding of specic aspects
of the economic mechanism. The benchmark model is historical average equity re-
turns. The alternative models are linear predictive model and two nonparametric
predictive models. We nd that the combined forecast methods outperform the
individual forecast methods. Fama and French (1989) and others show that these
variables can detect changes in economic conditions that potentially signal uctu-
ations in the equity risk premium. But the dividend yield or term spread alone
could capture di¤erent components of business conditions, and a given individual
economic variable may give a number of false signalsand/or imply an implausi-
ble equity risk premium during certain periods. Rapach, Strauss, and Zhou (2009)
argue that if individual forecasts based on the predictors are weakly correlated,
forecast combinatio should be less volatile and more reliably track movements in
the equity risk premium. Our results are consistent with their argument that the
combined forecast methods outperform the individual forecast methods. Com-
bining forecast incorporates information from a host of economic variables while
the historical average ignores economic variables. Combined forecasts have a sub-
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stantially smaller bias than the historical average. Combining individual forecasts
helps to reduce forecast variability.
The other important results we get are that our nonparametric predictive mod-
els have lower RMSE than the historical mean model at both short-horizon and
long-horizon. Our nonparametric prediction can improve the out-of-sample per-
formance without restrictions. Using our nonparametric methods, both combined
and individual forecast outperform the historical average. One reasonable expla-
nation is that the nonparametric predictive model can t the equity return better
based on the predictors. It is not restricted to the parametric forms. It can t the
data better than simply the linear or nonlinear parametric model. Nonparametric
prediction generates a forecast with a variance near that of the smooth real eq-
uity return data, thereby reducing the noise in the individual predictive regression
model forecasts.
This paper is organized as follows. Section 2 introduces the proposed non-
parametric predictability test. Section 3 describes the data. Section 4 presents
and discusses the empirical results. Section 5 reports the out-of-sample perfor-
mance of the individual and combined forecast and economic implication. Section
6 concludes the paper.
2.2 NONPARAMETRIC TEST FOR PREDICTABILITY
2.2.1 Hypotheses of Interests and Nonparametric Test
We are interested in whether the predictability of excess returns depends on time
horizons. If future excess returns cannot be predicted by past dividend yield or
other variables over any time horizon, then the null hypothesis holds.
Specically, suppose fYt; X 0tg0 is a stationary time series process where Yt is
a scalar, and Xt is a d-dimensional vector. We are interested in testing the pre-
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dictability of Yt+h using Xt; where the integer h is the time horizon index for a
multi-step ahead prediction. In our applications below, Xt is, for example, the
dividend yield in period t, and Yt+h is the asset return h periods ahead. Di¤erent
hs will allow us to examine the relationship between asset return predictability
and time horizons. The null hypothesis of interest can be written as
H0 : E(Yt+hjXt) = E(Yt+h) (2.2.1)
versus the alternative hypothesis
HA : E(Yt+hjXt) 6= E(Yt+h): (2.2.2)
The null hypothesis H0 is characterized by the horizon index h: It is possible
that H0 holds for a relatively long horizon but it does not hold for a relatively
short horizon: This is one of our focuses in this paper, namely we will investigate
the relationship between predictability of excess asset returns and the time horizon
h; which has been a long-standing problem in empirical nance.
In empirical nance, often a linear predictive regression model
Yt+h = X
0
t + "t+h; (2.2.3)
is used to check predictability of excess asset returns. When an estimator for  is
statistically insignicant, one does not nd evidence for predictability power of Xt
for Yt+h: Strictly speaking, one cannot conclude that H0 holds. This is because a
zero parameter value for  is a necessary condition for H0 but it is not a su¢ cient
condition. A zero  implies that there is no linear predictive power of Xt for Yt+h;
but there may exist a nonlinear predictive power of Xt for Yt+h: An example is that
the true data generating process follows Yt+h = X2t + "t+h; where Xt is normally
distributed with zero mean and the disturbance "t+h is independent of Xt. In this
case, a linear regression coe¢ cient  is exactly zero but E(Yt+hjXt) = X2t :
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When an estimator for  is statistically signicant, there exists evidence of
the predictive power of Xt for Yt+h: In this case, one may be interested in testing
whether the linear regression model has the optimal predictive power for Yt+h: Put
it di¤erently, one may be interested in testing whether there exists any nonlinear
predictive power of Xt for Yt+h; in addition to the documented linear predictability.
In this case, the null hypothesis of interest
H0 : E("t+hjXt) = 0 (2.2.4)
versus the alternative hypothesis
HA : E("t+hjXt) 6= 0; (2.2.5)
where "t+h is the prediction error from the linear regression model in (2:2:3). The
null hypothesis H0 in (2:2:4) implies that the linear regression model in (2:2:3)
has optimal predictive power. When HA in (2:2:5) holds, there exists a nonlinear
predictive relationship between Xt and Yt+h, and a suitable nonlinear predictive
model will outperform the linear regression model in (2:2:3). Because "t+h is un-
observable, we need to use an estimated residual "^t+h = Yt+h   X 0t^, where ^ is
an estimator for . Note that when H0 holds, f"t+hg may not be a martingale
di¤erence sequence unless h = 1. In general, H0 allows ft+hg to follow a MA(h)
dependence. This has an important implication on inference, particularly when h
is relatively large.
In this section, we develop a unied nonparametric testing framework which
is applicable to test hypotheses in (2:2:1) and (2:2:4). The basic idea is to use a
nonparametric estimator for E(Yt+hjXt) or E("t+hjXt) and check if the estimator
is close to constant or zero. As is well-known, the nonparametric method has an
advantage that it does not require an ex ante model specication and can capture
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any predictive relationship no matter whether it is linear or nonlinear (c.f. Härdle
(1993), Pagan and Ullah (1999)). Thus, it is quite suitable for our purpose here.
To avoid capturing spurious predictability due to in-sample overtting, we con-
sider out-of-sample predictability check. There are several important reasons why
out-of-sample predictability check is important. First, the usual practice of exten-
sive search for more complicated models using the same or similar data set may
su¤er from the so-called data snooping bias, as pointed out by Lo and MacKinlay
(1989) and White (2000). A more complicated model may overt some idiosyn-
cratic features of the data without capturing the true data generating process.
Out-of-sample prediction evaluation will alleviate, if not eliminate completely, such
data snooping bias. Second, a model that ts in-sample data well may not predict
the future well because of unforeseen structural changes or regime shifts in the
data generating process. Therefore, in-sample analysis is not adequate and it is
important to examine out-of-sample prediction. Third, out-of-sample prediction is
more relevant to most economic applications in practice.
Specically, suppose we have an observed sample fYt; X 0tgTt=1 of size T:We rst
split the sample into two parts: the rst subsample contains R observations, and
the second subsample contains n = T   R observations. We will use the rst
subsample or a modication of it to estimate model parameter  and use the
second subsample to check predictability. There are various methods to estimate
parameter : One simple method is to use the rst subsample fYt+h; X 0tgRt=1 to
estimate : Another method is to use fYt+h; XtgR+it=i+1 to estimate  when predicting
YR+h+1+i, for 0  i  n h  1. This is called the rolling estimation. One can also
use the recursive estimation method, which uses the subsample fYt+h; XtgR+it=1 to
estimate  when predicting YR+h+1+i. Generally, we use the notation ^t to denote
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an estimator for  when predicting Yt+h in an out-of-sample context. The resulting
estimated out-of-sample residual from a linear model (2:2:3) is
"^t+h = Yt+h  X 0t^t; t = R + 1;   T   h
To capture potentially neglected nonlinear predictable component in "t+h, we use
a smoothed kernel method to estimate E("t+hjXt). Put
bmh(x) = 1
n  h
T hX
s=R+1
"^s+hKb(x Xs);
bg(x) = 1
n  h
T hX
s=R+1
Kb(x Xs);
where x = (x1; x2;    ; xd)0, y = (y1; y2;    ; yd)0, and Kb(x   y) =
dY
i=1
b 1K[(xi  
yi)=b]. The kernel function K() is is a prespecied symmetric probability density
function. Examples include a Gaussian kernel K(u) = (2) 1=2 exp( u2=2) and
a quatic kernel K(u) = 3
4
(1   u2)1(juj  1), where 1() is the indicator function,
giving value 1 if juj  1 and value 0 otherwise. The bandwidth b = b(n) vanishes
to zero as the sample size n!1; but at a slower rate. For simplicity, we use the
same bandwidth for each components of Xt. In practice, one can rst standardize
each component of the vector Xt by its sample standard deviation. The regression
estimator for E("t+hjXt) is then dened as follows:
brh(x) = bmh(x)bg(x) :
This is called the Nadaraya-Watson regression estimator. The estimator bg(x) in the
denominator is a kernel estimator for the marginal density g(x) of fXtg. Under
regularity conditions, brh(x) ! rh(x) = E("t+hjXt = x) in probability as both
R; n!1.
Under H0, brh(x) is close to zero for all x. Under the alternative hypothesis HA;
r^h(x) is not a zero function but is a nontrivial function of x subject to sampling
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variation. To measure the departure of r^h(x) from zero over all x, we use the
following global measure
bQ(h) = 1
n  h
T hX
t=R+1
br2h(Xt)w(Xt);
where the positive weighting function w() can be chosen to trim the extreme ob-
servations where the estimation of r^(x) is not reliable due to sparse observations
(we allow the distribution of Xt has unbounded support). It can also be used to
direct power of the proposed test to the region of interest, such as predictability
when Xt is negative (in this case, we choose w(x) = 1(x  0). The statistic bQ(h)
can be viewed as a measure of the magnitude of the "signal" that can be extracted
to predict asset returns if (and only if) it contains no systematic predictable com-
ponent in E("t+hjXt), the estimator brh(Xt) and therefore bQ(h) will be close to
zero.
Alternatively, we can directly use an integrated global measure
eQ(h) = Z br2h(x)bg(x)w(x)dx
where the integral is over the support of w(x), and it can be computed using either
a numerical integration method (e.g. Gauss-Newton method) or a Monte Carlo
simulation method10.
The asymptotic behaviors of bQ(h) and eQ(h) are similar. We now consider the
10The Monte Carlo method can be implemented as follows. Without loss of generality assume
that w() is a prespecied probability density function.Then we can generate a large i:i:d: sample
fXi gNi=1 from the probability distribution w(). Then the average bQ(h) = N 1 NX
i=1
br2h(Xi ) will
be arbitrarily close to bQ(h) if N is su¢ ciently large (much larger than the sample size n) by the
law of large numbers.
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decomposition
bQ(h) = Z br2h(x)bg(x)w(x)dx
=
Z bm2h(x)
g(x)
w(x)dx+
Z bm2h(x)  1bg(x)   1g(x)

w(x)dx
=
Z bm2h(x)a(x)dx+Op((Tb) 1 + (Tb)  12 + h2);
where a(x) = w(x)=g(x), and the reminder term is dominated by the rst (leading)
term under suitable regularity conditions. Thus, we focus on the rst term, which
will determine the asymptotic distribution of the statistic bQ(h):
For the rst term, we haveZ bm2h(x)a(x)dx = Z
"
1
n  h
T hX
s=R+1
"^s+hKb(x Xs)
#2
a(x)dx
=
1
(n  h)2
X
jt sj>h
"^t+h"^s+h
Z
Kb(x Xt)Kb(x Xs)a(x)dx
+
1
(n  h)2
X
jt sjh
"^t+h"^s+h
Z
Kb(x Xt)Kb(x Xs)a(x)dx
= bA(h) + bB(h);
where the term A^(h) is a sum over (t; s) with jt  sj > h; and the term B^(h) is a
sum over (t; s) with jt  sj  h: For the term B^(h), we have
bB(h) = 1
(n  h)2
X
jt sjh
"^t+h"^s+h
Z
Kb(x Xt)Kb(x Xs)a(x)dx
=
1
(n  h)2
T hX
t=R+1
"^2t+h
Z
K2b (x Xt)a(x)dx
+
2
(n  h)2
n hX
t=R+2
t 1X
s=max(R+1;t h)
"^t+h"^s+h
Z
Kb(x Xt)Kb(x Xs)a(x)dx
=
1
(n  h)b
2
"
Z
w(x)dx
Z
K2(u)du+
2
(n  h)
hX
j=1
(j)E[a(Xt)fj(Xt; Xt)] +Op((nb)
 1);
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where 2" = var("t+h), (j) = cov("t; "t j) is the autocovariance function of f"tg,
and fj(; ) is the joint probability density of (Xt; Xt j). Note that generally (j) 6=
0 for 0  j  h in a h-step ahead prediction model (2:2:3), even when H0 holds.
As noted earlier, f"t+hg generally displays a MA(h  1) structure under H0.
Thus, B^(h) depends on the serial dependence of f"t+hg due to the existence of
the second term. The e¤ect of serial dependence in f"t+hg on bB(h) is generally
larger when the horizon parameter h is larger. In our construction of a test statis-
tic, we could subtract the original form of B^(h) directly from the global measurebQ(h); rather than use the asymptotic approximation of B^(h). This will make the
proposed test robust to the e¤ect of serial dependence contained in B^(h).
The term A^(h) can be written as
bA(h) = 2
(n  h)2
n hX
t=R+2
t h 1X
s=R+1
"^t+h"^s+h
Z
Kb(x Xt)Kb(x Xs)a(x)dx:
Under H0; bA(h) has an approximately zero mean. Its variance var( bA(h)) depends
on serial dependence in f"t+hg: However, when f"t+hg has a MA(h  1) structure
where h is a xed integer, the e¤ect of serial dependence in f"tg on var[ bA(h)]
is an asymptotically negligible higher order term, and it can be shown that the
asymptotic variance of bd=2(n  h)A^(h)=2" is given by
V = 8
Z
w2(x)dx
Z Z
K(u)K(u+ v)du
2
dv:
Using the central limit theorem for degenerate U -statistics, we can show b
d
2 (n  
h) bA(h)=2" d! N(0; V ), as stated below:
Theorem 1 Suppose Assumptions A.1A.6 in the Appendix hold. Then
(i) under H0; we have
Q^h =
p
bd(n  h)Q^(h)=b2"   C=pbdp
V
d! N(0; 1)
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where C =
Z
w(x)dx
Z
K2(u)du, b2" = (n   h) 1 T hX
t=R+1
e2t+h, and et+h = b"t+h  
brh(Xt).
(ii) under HA;
Q^hp
bd(n  h) !
V  1=2
R
r2h(x)g(x)w(x)dx
2"
:
The Q^h test statistic has an appealing interpretation. Ignoring the centering
and scaling factors, the Q^h test statistic is essentially based on the ratio Q^(h)=b2".
Here, the denominator b2" is the sample variance of pricing errors, and the nu-
merator Q^(h) is the average of the squared predictable components neglected by
the linear regression model (2:2:3). Therefore, the ratio Q^(h)=b2" can be viewed as
an estimator for the neglected signal-to-noise ratio of the linear model. If the ne-
glected pricing signal Q^(h) is weak relative to the pricing noise b2", the Q^h test will
not reject the null hypothesis H0. If the neglected pricing signal Q^(h) is su¢ ciently
large relative to the pricing noise b2", the Q^h test will reject the null hypothesis
H0. How large the signal-to-noise ratio should be in order to be considered as
su¢ ciently large is determined by the critical value of the test statistic.
Theorem 1(ii) shows that under HA, the Q^h statistic diverges to innity at
rate
p
bd(n h). Thus, as long as rh(x) is not zero over the support of the weight-
ing function w(x) under HA , the Q^h test will be able to reject H0 at any given
signicant level with probability approaching one as the sample sizes R; n!1:
In computing the neglected pricing signal-to-noise ratio, we have used a non-
parametric estimator for 2". The variance estimator b2" is based on the non-
parametric residual et+h which is always consistent for the true pricing error
"ot  Yt+h   E(Yt+hjXt) under both H0 and HA. One could also use the para-
metric variance estimator e2" = 1n h T hX
t=R+1
b"2t+h using the estimated residuals from
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the linear regression model. This estimator is simpler than b2", and may give bet-
ter sizes in nite samples, because it is a better estimator for 2" than b2" under
H0. However, e2" is not consistent for the true error variance V ar("ot ) under HA,
because it contains the neglected signals. Consequently, it may give a lower power
in nite samples.
The test statistic Q^h is constructed to check out-of-sample predictability of
residual "^t+h using Xt: It can also be used to test the null hypothesis H0 in (2:2:1),
namely the predictability of Xt for Yt+h. This can be done by replacing the sample
size n with T , and replacing the estimated residual "^t+h with Yt+h   Y ; where
Y = (T   h) 1PT ht=1 Yt+h is the sample mean of fYt+hgT ht=1 . The resulting test
statistic is still asymptotically N(0,1) under H0 in (2:2:1).
Theorem 1(i) implies that approximately (n h)Q^(h)=^2"  2n as R; n!1
where the constant  = 2C=V and the degree of freedom n = 2C2=bV . Here, both
constants  and n do not depend on any nuisance parameters or nuisance func-
tions, such as the error distribution and the density function ofXt. In fact, they are
independent of the data generating process. Therefore, the asymptotic null distri-
bution of the scaled signal-to-noise ratio statistic (n  h)Q^(h)=^2" is independent
of nuisance parameters or nuisance functions, and approximately (n h)Q^(h)=^2"
is distribulted as N(n; 2n) where n is known. This is the so-called Wilksphe-
nomena in statistics. One important implication of Wilksphenomena is that one
can simply simulate the null distributions by setting the nuisance parameters under
the null hypothesis at reasonable values or estimates.
The asymptotic normality is quite convenient to use in practice. However,
several reasons suggest that the asymptotic normal approximation may not work
well in nite samples. First, the nonparametric estimator brh(x) converges slowly
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to the true function rh(x) particularly when the dimension d of Xt is relatively
large. As it turns out, the neglected reminder terms in the asymptotic expansion
of Q^(h)=b2" are quite close to in order of magnitude to the dominating term which
determines the asymptotic normal distribution of Q^h. Evidence in related liter-
ature shows that the size of nonparametric test statistics is generally very poor
in nite samples. Second, in the present framework, f"t+hg is not an i.i.d. or
martingale di¤erence sequence under the null hypothesis. Instead, it follows an
MA(h  1) structure in "t+h under the null hypothesis H0 due to the h-step ahead
prediction. Asymptotic analysis shows that the serial dependence in f"t+hg has
no impact on the asymptotic mean C=
p
bdand the asymptotic variance V , but it
may substantially a¤ect the nite sample mean and variance of the test statistic
Q^(h)=b2", particularly when h is relatively large. Third, our asymptotic analysis
shows that parameter estimation uncertainty in ^t has an asymptotically negligi-
ble impact on the asymptotic distribution of the proposed test, but the impact
depends on the relative magnitude between two sample sizes R; n: When the ra-
tio n=R is large (i.e., when n is large relative to R) , the impact of parameter
estimation uncertainty of ^t may be substantial in nite samples.
11
2.2.2 Simulation Design and Monte Carlo Evidence
It is well-known that for inference procedures based on linear prediction models,
there exist two well-documented sources of size distortion that may arise in long-
horizon regressions. First, many predictors, such as dividends and earning price
ratios, interest rates, and forward premia, are highly persistent and only prede-
termined, rather than fully exogenous. Second, standard test-statistics based on
prediction regressions do not have their usual limiting distribution (Cavanagh et
11One implication of this result is that one should use a large R relative to n in practice to
alleviate the impact of parameter estimation in b.
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al., 1995). The use of standard critical values is known to generate severe size
distortion. These problems may carry over to the proposed nonparametric pre-
dictability test, particularly when h is large. In order to check the reliability of the
proposed test, we investigate the nite performance (both size and power) of the
proposed test using data-generating processes that could potentially be employed
to capture the persistent behavior commonly observed in predictive regressors.
To obtain a reliable reference based on the proposed test in nite samples, we
propose the following conditional bootstrap procedure which preserves the MA(h)
structure in "t+h among other things:
Step 1: Use the rst subsample fYt+h; X 0tgRt=1 to estimate the linear regression
model
Yt+h = X
0
t + "t+h; t = 1; :::; R:
Obtain the parameter estimator ^. Alternatively, rolling estimation or recursive
estimation could also be used.
Step 2: Use ^ to compute the out-of-sample estimated residual "^t+h = Yt X 0t^
for t = R + 1; :::; T   h:
Step 3: Compute the nonparametric estimates brh(Xt) and the nonparametric
residual bet+h = b"t+h   brh(Xt) for t = R + 1; :::; T   h:
Step 4: Compute the signal-to-noise ratio Q^(h)=b2" using a prespecied kernel
k() and bandwidth b = (n  h)1=5. In practice, data-driven methods can be used
to choose the bandwidth b.
Step 5: Estimate an MA(h  1) model for the nonparametric residual
bet+h = h 1X
j=1
jvt+h j + vt+h; t = R + 1; :::; T   h:
This can be done via the conditional quasi-maximum likelihood estimation. Save
the moving average parameter estimates f^jghj=1 and the estimated residual fv^t+hgT ht=R+1
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in the MA(h  1) model.
Step 6: Draw a bootstrap residual sample fv^t+hgT ht=R+1 from the centered empiri-
cal distribution of fv^t+hgT ht=R+1. Then obtain a bootstrap residual sample f"^t+hgT ht=R+1
by the following MA(h  1) model
"^t+h =
h 1X
j=1
^j v^

t+h j + v^

t+h; t = R + 1; :::; T   h;
where the parameter estimates f^jghj=1 are obtained in step 5. The bootstrap
residual f"^t+hgT ht=R+1 approximately preserves the MA(h   1) structure of f"t+hg
under H0.
Step 7: Use the bootstrap sample f"t+h; XtgT ht=R+1 to compute the bootstrap
signal-to-noise ratio Q^(h)=b2" using the same kernel k() and bandwidth b as in
Step 4.
Step 8: Repeat Steps 6 and 7 for a total of B times where B is a large number.
Denote the obtained B bootstrap test statistics as fQ^l (h)=b2"l gBl=1:
Step 9: Compute the bootstrap p-value of the Q^h:
p =
1
B
BX
l=1
1
"
Q^(h)b2" < Q^

l (h)b2"l
#
;
where 1() is the indicator function. Reject the null hypothesis H0 at signicance
level  if and only if p < :
The above resampling approximation is a wild bootstrap. Here, one only need
to calculate the signal-to-noise ratio Q^(h)=b2" using the observed sample and boot-
strap samples. There is no need to compute the original test statistic Q^h which
involves calculation of centering and scaling parameters. This follows because com-
puting the bootstrap p-value involves ranking Q^h and Q^h, which is equivalent to
ranking the pricing signal-to-noise ratios Q^(h)=b2" and Q^(h)=b2" , given the fact
that the centering and scaling factors do not depend on nuisance parameters and
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the data generating process. This greatly simplies the computation of the test
statistic.
When testing predictability of Xt for Yt+h (i.e., testing H0 in (3:1)), Steps
1 and 2 are not needed, the nonparametric residual in step 3 is replaced with
bet+h = Yt+h   Y , and the MA(h  1) models in Steps 6 should be changed to the
following:
Y t+h = Y +
h 1X
j=1
^jv

t+h j + v

t+h; t = 1; :::; T   h:
respectively, where Y is the sample mean of fYt+hgT ht=1 .
We will examine the nite sample performance of the above conditional boot-
strap procedure via simulation studies. Table 2.0 summarizes the ve data gener-
ating processes we use to investigate the empirical size of the tests for both linear
and nonlinear predictability check.
Table 2.0 Summary of Simulation DGPs and Predictability Check
The data-generating processes are summarized in the table below, where fvt+hg
and futg are mutually independent and "t+h =
Ph
j=1 jvt+h j + vt+h; vt+h s
i:i:d:N(0; 1); ut s i:i:d:N(0; 1). Examine the case where h = 1; 4; 12; 20. Sample
size T = 250; 500; 1000.
DGP Yt+h Xt 1; 2; 
(1) Linear A:0(h) Yt+h= 0+"t+h Xt= Xt 1+ut (0:1; 0:3; 0:5; 0:7; 0:9)
A:1(h) Yt+h= 0+1Xt+"t+h Xt= Xt 1+ut (0:1; 0:3; 0:5; 0:7; 0:9)
A:2(h) Yt+h= 0+1X
2
t+"t+h Xt= Xt 1+ut (0:1; 0:3; 0:5; 0:7; 0:9)
(2) Nonlinear B:0(h) Yt+h= 0+1Xt+"t+h Xt= Xt 1+ut (0:1; 0:3; 0:5; 0:7; 0:9)
B:1(h) Yt+h= 0+1Xt+2X
2
t+"t+h Xt= Xt 1+ut (0:1; 0:3; 0:5; 0:7; 0:9)
Under A:0(h); Xt has no predictive power for Yt+h: This allows us to exam-
ine the size of the nonparametric test under H1 : E(Yt+hjXt) = E(Yt+h). Under
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A:1(h) and A:2(h); there exist linear and nonlinear (quadratic form) predictability
of Xt for Yt+h:This allows us to examine the power of the test under the alter-
natives. Next, under B:0(h); there is no neglected nonlinear predictability of Xt
for Yt+h: This allows us to examine the size of the test for the null hypothesis
H2 : E("t+hjXt) = 0: Under B:1(h); there exists neglected nonlinear predictability,
and this allows us to examine the power of the test.
Tables 2.1a, 2.1b, 2.1c, and 2.1d report empirical rejection rates of the test at
the 1%, 5%, and 10% nominal levels, for sample sizes of T = 250; 500; 1000 and
horizons of h = 1; 4; 12; 20. The nonparametric test with the bootstrap procedure
has quite reasonable sizes in nite samples under both the null hypotheses H1 and
H2; which are robust to the length h of horizon and to the persistence of regressor
Xt (as measured by the large value of the autoregressive coe¢ cient ). Moreover,
the proposed test has power under various alternatives to H1 and H2 respectively.
The reasonable and robust size and power performance of the proposed test is
quite encouraging in view of the fact that due to both long-horizon returns and
persistence of the regressors, there is an upward bias in the predictive coe¢ cient on
the regressors (Stambaugh 1999, Amihud and Hurvich 2004, Lewellen 2004), and
existing long-horizon tests with robust Newey-West standard errors su¤er from
substantial overrejection.12
12Ang and Bekaert (2007) point out that the univariate dividend yield regression displays
negligible size distortions in the shortest sample for the one-quarter horizon, but for the bivariate
regressions, all tests slightly over-reject at asymptotic critical values with longer horizons.
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2.3 DATAANDLONG-HORIZONPREDICTABILITYRE-
GRESSION
2.3.1 The long-horizon framework and Predictability Regression
Denote the gross return on equity by Gt+1 = (Pt+1 +Dt+1)=Pt+1 and the contin-
uously compounded return by eyt+1 = log(Gt+1). The long-horizon predictability
regression considered is
Yt+h = h + 
0
hXt + "h;t+h (2.3.1)
where Yt+h = (=h)[(eyt+1   rt) +    + ( eyt+h   rt+h 1) is the annualized h-period
excess return for the aggregate stock market, rt is the risk-free rate from t to t+1,
and eyt+1   rt is the one period excess return from time t to t+ 1. The constant 
is di¤erent, depending on the frequency of the data, i.e.,  = 1 (annually),  = 4
(quarterly), and  = 12 (monthly). All returns are continuously compounded.
The error term "h;t+h follows a MA(h   1) process under the null hypothesis
of no predictability H0 : E(Yt+hjXt) = E(Yt+h) and H0 : E("t+hjXt) = 0. We will
use di¤erent predictors as instruments in Xt; which are explained in details below.
We estimate the regression (2.3.1) by OLS and compute standard errors of the
parameters using the Newey and West(1987) and Hodrick (1992) standard error
formula13. We use the test proposed in section 2.2 to check the predictability of
di¤erent variables using the regression framework in (2.3.1).
2.3.2 Data
We will examine predictability for the equity returns by using data with di¤erent
frequencies: annual, quarterly, and monthly. The most prominent Xt variables
13Using generalized method of moments, (GMM) has an asymptotic distribution
p
T (b  ) a
N(0;
) where 
 = Z 10 S0Z
 1
0 , Z0 = E(x
0
txt), and xt = (1 z
0
t)
0. Hodrick(1992) sums x0txt j into
the past and estimates S0 by bS0 = 1T PTt=h whtwh0t, wht = "1;t+1Ph 1i=0 xt i.
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considered in the literature are dividend price ratio and dividend yield, earnings
yield and dividend-earnings (payout) ratio, various interest rates and spreads, in-
ation rates, book-to-market ratio, investment-capital ratio, consumption, wealth,
and income ratio (CAY), and aggregate net or equity issuing activity.
Stock Returns: Stock returns used are continuously compounded returns on the
S&P 500 index, including dividends. Our quarterly data consist of price return
(capital gain only), total returns (capital gain plus dividend), and dividends on the
Standard & Poors Composite Index from March 1936 to December 2001. This
data is obtained from the Security Price Index Record, published by Standard
& Poors Statistical Service. For monthly data, we use S&P 500 index returns
from January 1970 to December 2006 from CRSPs monthend values. Monthly
dividends on the S&P 500 index are from Standard & Poors Statistical Service.
For yearly frequency, we get data from 1872 to 2005 provided in Robert Shillers
personal website.
Risk-free Rate: The risk-free rate from 1920 to 2005 is the T-bill rate. We
follow the methods by Goyal and Welch (2007) to estimate T-bill rate prior to the
1920s.14 For quarterly and monthly data, T-bill rates from 1934 to 2005 are the
3-Month Treasury Bill: the Secondary Market Rate from the economic research
data base at the Federal Reserve Bank at St. Louis (FRED).
Dividend Yields, Earnings Yields, and Dividend Payout Ratio: Dividends and
Earnings are the twelve-month moving sums of dividends and earnings paid on the
S&P 500 index. The data from 1871 to 1970 are available from Robert Shillers
14Commercial paper rates for New York City are from the NBERs Macrohistory data base.
These are available from 1871 to 1970. We estimated a regression from 1920 to 1971, which
yielded T   billRate =  0:004+0:886 CommercialPaperRate , with an R2 of 95.7% according
to Goyal and Welch (2007). Therefore, we instrumented the risk-free rate from 1871 to 1919
with the predicted regression equation. The correlation for the period 1920 to 1971 between the
equity premium computed using the actual T-bill rate and that computed using the predicted
T-bill rate (using the commercial paper rate) is 99.8%.
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website. Quarterly dividends and earnings from 1936 to 2005 and monthly divi-
dends and earnings from 1970 to 2006 are from the S&P Corporation. Dividends
and Earnings are summed up over the past year. Monthly or quarterly frequency
dividends and earnings are impossible to use because they are dominated by sea-
sonal components. The dividend yield (d=y) is dened as D4t = Pt with the super-
script 4 to denote that it is constructed using dividends summed up over the past
year (four quarters), where D4t = Dt + Dt+1 + Dt+2 + Dt+3 represents dividends
summed over the past year and Pt is the price level on S&P 500.15 We also dene
the monthly dividend yield with a superscript of 12 to indicate that dividends have
been summed over the past 12 months using the same method. We also denote log
dividend yields as dy4t = log(D
4
t = Pt) for quarterly data and dy
12
t = log(D
12
t = Pt)
for monthly data. We use the similar denitions for log earnings yields for both
quarterly and monthly. The Dividend Payout Ratio (d=e) is the di¤erence between
the log of dividends and the log of earnings.
Stock Variance (svar): Stock Variance is computed as sum of squared daily
returns on the S&P 500. G. William Schwert provided daily returns from 1871 to
1926; data from 1926 to 2005 are from CRSP.
Book to Market Ratio: The Book to Market Ratio (b=m) is the ratio of book
value to market value for the Dow Jones Industrial Average.16 Book values from
1920 to 2005 are from Value Lines website, specically their Long-Term Perspec-
tive Chart of the Dow Jones Industrial Average.
Corporate Issuing Activity: We follow the two measures of corporate issuing
activity in Goyal and Welch (2007). Net Equity Expansion (ntis) is the ratio
15See, e.g., Ball (1978), Campbell (1987), Campbell and Shiller (1988a, 1988b), Campbell and
Viceira (2002), Campbell and Yogo (2006), the survey in Cochrane (1997), Fama and French
(1988), Hodrick (1992), Lewellen (2004), Menzly, Santos, and Veronesi (2004), and Ang and
Bekaert(2007).
16See Kothari and Shanken (1997) and Ponti and Schall (1998).
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of twelve-month moving sums of net issues by S&P listed stocks divided by the
total end-of-year market capitalization of S&P stocks. This dollar amount of net
equity issuing activity (IPOs, SEOs, stock repurchases, less dividends) for NYSE
listed stocks is computed from the CRSP data as NetIssuet =Mcapt Mcapt 1 
(1 + vwretxt), where Mcap is the total market capitalization, and vwretx is the
value weighted return (excluding dividends) on the S&P 500 index. These data are
available from 1926 to 2005. The second measure, Percent Equity Issuing (eqis),
is the ratio of equity issuing activity as a fraction of total issuing activity. This
is the variable proposed in Baker and Wurgler (2000).17 The rst equity issuing
measure is relative to the aggregate market cap, while the second is relative to the
aggregate corporate issuing.
Long Term Yield (lty): The data is from Goyal and Welch (2008). The long-
term government bond yield data from 1919 to 1925 is the U.S. Yield On Long-
Term United States Bonds series in the NBERs Macrohistory data base. Yields
from 1926 to 2005 are from Ibbotsons Stocks, Bonds, Bills and Ination Yearbook,
the same source that provided the Long Term Rate of Returns (ltr). The Term
Spread (tms) is the di¤erence between the long term yield on government bonds
and the T-bill. (See, e.g., Campbell (1987) and Fama and French (1989).)
Corporate Bond Returns: Long-term corporate bond returns from 1926 to 2005
are again from Ibbotsons Stocks, Bonds, Bills and Ination Yearbook. Corporate
Bond Yields on AAA and BAA-rated bonds from 1919 to 2005 are from FRED.
The Default Yield Spread (dfy) is the di¤erence between BAA and AAA-rated
corporate bond yields. The Default Return Spread (dfr) is the di¤erence between
long-term corporate bond and long-term government bond returns. (See, e.g.,
Fama and French (1989) and Keim and Stambaugh (1986).)
17We get the data from http://pages.stern.nyu.edu/ jwurgler/
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Ination (infl): Ination is the Consumer Price Index (All Urban Consumers)
from 1919 to 2005 from the Bureau of Labor Statistics.
Investment to Capital Ratio (i=k): The investment to capital ratio is the ratio
of aggregate (private nonresidential xed) investment to aggregate capital for the
whole economy.
Consumption, wealth, income ratio (cay): The variable cay is proposed by
Lettau and Ludvigson (2001)18. Data for cays construction at quarterly frequency
from the second quarter of 1952 to the fourth quarter of 2005 are available from
Martin Lettaus website. The annual data from 1948 to 2001 is available from
Martin Lettaus website.
Table 2.2 summarizes the descriptive statistics of the predictors. Panels (a),
(b), and (c) report the results for quarterly, monthly, and annual data respectively.
Short rates, dividend and earnings yields, book-to-market ratio, and ination are
all highly persistent at di¤erent frequencies. Because the persistence of these in-
struments plays a crucial role in the nite sample performance of predictability test
statistics, we report test statistics under the null of a unit root. Figure 2.1 plot ex-
cess returns, interest rate, dividend yields, and earnings yields from March 1936 to
December 2001 quarterly. For annual data, Figure 2.2 and 2.3 plot dividend payout
ratio, short rate, ination, book-to-market ratio, investment to capital ratio(i=k),
corporate issuing activity (eqis and ntis), and consumption, wealth, and income
ratio(cay) from 1872 to 2005 annually.
18Lettau and Ludvigson (2001) estimate the following equation: ct =  + aat + yyt +Pk
i= k ba;iat i+
Pk
i= k by;iyt i+t; t = k+1; :::; T k; where c is the aggregate consumption,
a is the aggregate wealth, and y is the aggregate income. Using estimated coe¢ cients from the
above equation provides cay =dcayt = ct     baat   byyt; t = 1; :::; T:
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2.4 IS THE PREDICTABILITY THERE?
In this section, we rst apply the nonparametric test to examine whether there
exists the predictability of equity returns for both short and long horizons. Next,
we will use the test to compare the conventional predictive regression models on
predictor variables with the historical mean model according to Goyal and Welch
(2007) and Campbell and Thompson(2007). Finally we provide a simulation study
on the size and power of the proposed test to assess the reliability of the proposed
test in nite samples.
2.4.1 Short-Horizon and Long-Horizon Predictability
The main regressions we consider are Yt+h = h+ 
0
hXt+ "h;t+h in (2.3.1). We use
quarterly, monthly, and annual data to check the predictability of equity returns.
For quarterly and monthly data, we report results for four sample periods, from
1936 to 2001, from 1952 to 2001, from 1936 to 1990, and from 1952 to 1990, which
are the same sample periods considered in Ang and Bekaert (2007).19
Table 2.3 summarizes the results on the excess return predictability for horizons
of 1 quarter, 1 year, 3 years, and 5 years respectively. Table 2.3a focuses on the
univariate regression with log dividend yields or log earnings yields as the regressor.
The t-statistics in parentheses are computed using the Newey and West (1987) and
Hodrick (1992) standard error formula respectively. The parameter estimates have
similar patterns over the 4 periods, but the coe¢ cient estimates are twice as large
for the period omitting the 1990s from the sample. The Hodrick standard errors
19Interest rate data are hard to interpret before the 1951 Treasury Accord, as the Federal
Reserve pegged interest rates during the 1930s and the 1940s. Hence, we examine the post-
Accord period, starting in 1952. Second, the majority of studies establishing strong evidence of
predictability use data before or up to the early 1990s. Studies by Lettau and Ludvigson (2001)
and Goyal and Welch (2003) point out that predictability by the dividend yield is not robust to
the addition of the 1990s decade. Hence, we separately consider the e¤ect of adding the 1990s to
the sample.
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are smaller than the Newey-West standard errors. During the 1936-2001 and 1952-
2001 periods, there is no evidence of predictability for dividend yields for both
short and long horizons. For the 1936-1990 periods, there is strong predictability
for dividend yields over the horizons of 1 quarter, 1 year, 3 years, and 5 years
respectively. Yet for the 1952-1990 period, there exists only the predictability for
short horizons of 1 quarter and 1 year.
Table 2.3a reports the bootstrap p-value for the predictability test under two
hypothesesH1 andH2. HypothesisH1 isH0 : E(Yt+hjXt) = E(Yt+h); namely that
Xt has no predictive power for Yt+h; and Hypothesis H2 is H0 : E("t+hjXt) = 0;
namely that Xt has no neglected nonlinear predictive power for Yt+h beyond the
linear model (2.3.1). As mentioned in Section 2.2, the Q^h test has an appealing
interpretation: it is essentially based on the ratio Q^(h)=b2"; where the denominatorb2" is the sample variance of pricing errors, and the numerator Q^(h) is the average
of the squared predictable components neglected by the linear regression model.
Therefore, the ratio Q^(h)=b2" can be viewed as an estimator for the neglected signal-
to-noise ratio of the linear prediction model (2.3.1). If the neglected pricing signal
Q^(h) is weak relative to the pricing noise b2", the Q^h test will not reject the null
hypothesis H0. If the neglected pricing signal Q^(h) is strong relative to the pricing
noise b2", the Q^h test will reject the null hypothesis H0. The results for testing
H1 show that the Q^h test strongly rejects the null hypothesis H1 for dividend
yields over the 4 sample periods. This implies that dividend yield is a signicant
predictor of excess returns at all horizons, which is consistent with the prevailing
result found by Campbell and Shiller (1988a,b).
Next, we examine whether there exists neglected nonlinear predictability of
dividend yield. Table 2.3a show that the Q^h test strongly rejects the null hypothesis
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H2 for all 4 sample periods. Thus, there exists a nonlinear predictive relationship
between Xt and Yt+h, and a suitable nonlinear predictive model is expected to
outperform the linear regression model.
The right four columns of Table 2.3a also report a univariate regression with
the earnings yield as the regressor. The results suggest that there is no strong
evidence for linear predictability of earnings yields over 4 sample periods. The
nonparametric tests for hypothesis H1 and H2; however, show that earnings yield
is a good predictor for equity returns over all the horizons.
Table 2.3b summarizes the bivariate regression with log dividend yields and
short rate together as regressors. The t-statistics in parentheses are computed
using the Newey and West (1987) and Hodrick (1992) standard error formula.
Horizons h are quarterly. Table 2.3b also reports the bootstrap p-value for the
predictability test for six various hypotheses H1   H6, where X1 represents the
short rate r and X2 the dividend yield. The six Hypotheses are, respectively, H1
(H0 : E(Yt+hjX1t) = E(Yt+h)),H2 (H0 : E("t+hjX1t) = 0); H3 (H0 : E(Yt+hjX1t) =
E(Yt+h)), H4 (H0 : E("t+hjX2t) = 0), H5 (H0 : E(Yt+hjX1t; X2t) = E(Yt+h)), and
H6 (H0 : E("t+hjX1t; X2t) = 0): Hypotheses H1 and H2 are on predictability
of the short rate or dividend yield separately and Hypothesis H5 is on the joint
predictability of the short rate and dividend yield together. The results based the
Newey-West standard errors suggest that the short rate has strong predictability
over the 4 periods but the predictability only exists at short horizons when using
the Hodrick (1992) standard errors. In the bivariate regression, there is evidence of
predictability of dividend yields for equity returns when the sample period excludes
the 1990s. The coe¢ cient on the dividend yield is larger in the bivariate regression
than in the univariate regression. This suggests that the univariate regression
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su¤ers from an omitted variable bias that lowers the marginal impact of dividend
yields on expected excess returns.20 The Q^h test signicantly rejects the hypotheses
H1 H4 for all 4 sample periods, indicating that that the short rate and dividend
yield are two good predictors for equity returns which cannot be fully captured by
linear prediction regressions.
The Q^h test rejects the hypothesis H5 only at the horizon of 1 quarter and fails
to reject at the horizons of 1 year, 3 year2, and 5 years for the 1936-2001 period.
The Q^h test rejects hypothesis H5 for the 1952-2001, 1936-1990, and 1952-1990
periods. These results suggest that there is evidence of joint predictability for
the short rate and dividend yield together for the 3 sample periods (1952-2001,
1936-1990, and 1952-1990) and the short rate and dividend yield together have the
predictability only at the short horizon of 1 quarter in the 1936-2001 period. The
Q^h test rejects hypothesis H6 for the 4 time periods with exception for the horizon
of 5 years in the 1936-2001 and 1952-1990 periods. The bivariate linear regression
does not have the optimal predictive power for equity returns over all the horizons
in the 4 time periods. Nevertheless, it may have the long-horizon predictive power
for the horizon of 5 years in the 1936-2001 and 1952-1990 periods since there is
no strong evidence to reject hypothesis H6. Ang and Bekaert (2007) examine the
predictive power of dividend yields for forecasting excess returns. They nd that
dividend yields predict excess returns only at short horizons together with the
short rate and do not have any long-horizon predictive power. At short horizons,
the short rate strongly negatively predicts returns.
To compare with Lamont (1998) and Ang and Bekaert (2007), we report a bi-
variate regression of excess returns on log dividend and log earnings yields. Lamont
20Engstrom (2003), Menzly, Santos, and Veronesi (2004), and Lettau and Ludvigson (2005)
also note that a univariate dividend yield regression may understate the dividend yields ability
to forecast returns.
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(1998) nds a positive coe¢ cient on the dividend yield and a negative coe¢ cient
on the earnings yield. He argues that the predictive power of the dividend yield
stems from the role of dividends in capturing permanent components of prices,
whereas the negative coe¢ cient on the earnings yield is due to earnings being a
good measure of business conditions. Ang and Bekaert (2007) nds that divi-
dend and earnings yields do not have a strong predictive power and only when
the 1990s are excluded they nd signicant coe¢ cients for dividend and earnings
yields. Table 2.3c summarizes the bivariate regression with the log dividend yields
and log earnings yields together as regressors. The dividend yields and earnings
yields have a strong predictive power for equity returns over the 4 time periods
when using the Newey-West (1987) standard errors. The results using the Hodrick
(1992) standard errors are similar to Ang and Bekaert (2007). The Q^h test rejects
the six hypotheses over all the time horizons and for all 4 time periods. It sup-
ports Lamont (1998)s arguments. Dividend yields and earnings yields have the
predictability power for equity returns but the bivariate linear regression model
cannot fully capture such predictability.
Table 2.3d summarize the trivariate regression with the short rate, log dividend
yields, and log earnings yields together as regressors. When we add the short rate
as a predictor in a trivariate regression of excess returns on risk-free rates, divi-
dend and earnings yields, the coe¢ cients on dividend and earnings yields remain
insignicantly di¤erent from zero, and the sign on the earnings yield is fragile. For
the post-1952 samples, the short rate, and dividend yields have predictive power in
the presence of the earnings yield. The results for the Q^h test show that the three
variables short rate, dividend yields, and earnings yields do have the predictability
power for the equity returns. The Q^h test for the joint predictability of the three
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variables rejects the hypothesis H7 for most of the cases except the horizons of 1
year and 3 years in the 1936-2001 and 1936-1990 periods and the horizon of 5 year
in the 1952-2001 period. And the trivariate regression does not capture the true
equity returns and it needs a better nonlinear model to capture it.
We use the monthly data from January 1970 to December 2006 to test the
predictability of the short rate, dividend yields, and earnings yields in univariate,
bivariate, and trivariate regressions respectively. Table 2.4 summarizes the results
for the regressions and predictability tests. We obtain similar results to those based
on quarterly data. Using the Hodrick (1992) standard errors, our results suggest
that the short rate has strong predictability. The nonparametric predictability
tests show that the three variables are good candidates to predict equity returns
but linear predive regression models cannot fully capture such predictability.
2.4.2 Does the prevailing models beat the historical mean?
Goyal and Welch (2007) reexamine the performance of variables that have been
suggested by the academic literature to be good predictors of equity premiums.
They nd that those models have predicted poorly both in-sample and out-of-
sample for thirty years and can not beat the historical mean model. We consider
both In-Sample (IS) and Out-of-Sample (OOS) tests. Following Goyal and Welch
(2007), the OOS forecasts use only the data available up to the time at which the
forecast is made. Let eN denote the vector of rolling OOS errors from the historical
mean model and eA denote the vector of rolling OOS errors from the OLS model.
The OOS statistics are computed as R2 = 1  MSEA
MSEN
, R
2
= R2  (1 R2)  (T k
T 1 ) ,
RMSE =
p
MSEN  
p
MSEA. It is important but di¢ cult for OOS tests to
choose the periods over which a regression model is estimated and subsequently
evaluated. In this section we consider the annual prediction with similar data
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used in Goyal and Welch (2007). For the OOS test, we explore the time period
specication which begins OOS forecasts twenty years after data are available.
We estimate regressions of form Yt+h = h + 
0
hXt + "h;t+h in (2.3.1), with Xt
being log dividend yields, log earnings yields, dividend payout ratio, short rate,
ination, book-to-market ratio(b/m), investment to capital ratio(i/k), corporate
issuing activity (Eqis and Ntis), and consumption, wealth, and income ratio(cay).
The results are summarized in Table 2.5. The t-statistics in parentheses are com-
puted using the Newey and West (1987) and Hodrick (1992) standard errors. We
report the bootstrap p-value for the predictability test under two hypotheses H1
and H2. Hypothesis H1 is H0 : E(Yt+hjXt) = E(Yt+h) and Hypothesis H2 is
H0 : E("t+hjXt) = 0:Table 2.5 summarizes both in-sample and out-of-sample
results. To compare the prevailing predictive models with the historical mean
model, we introduce a criterion (Qh
2
) = Q^N(h)=b2"   Q^A(h)=b2", where Q^N(h)=b2"
and Q^A(h)=b2" are the signa-to-noise ratios of the historical mean model and the
prevailing predictive regression model respectively. If (Qh
2
) > 0, there is more
neglected signal which cannot be explained by the historical mean model and thus
the prevail predictive model performs better. If (Qh
2
) < 0, there is more ne-
glected signal which cannot be captured by the prevail predictive model and so the
historical mean model performs better.
Table 2.5 shows that when a linear prediction model is used, all variables con-
sidered are insignicant and only several variables (dividend yield, short rate, eqis,
and cay) are signicant at the horizon of 1 year using the Newey-West standard
errors. However, the results for both in-sample and out-of-sample nonparamet-
ric tests show that all variables considered (i.e., log dividend yields, log earnings
yields, dividend payout ratio, short rate, ination, book-to-market ratio(b/m),
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investment to capital ratio(i/k), corporate issuing activity (Eqis and Ntis), and
consumption, wealth, and income ratio(cay)) have predictability power for equity
returns. For all the cases considered, (Qh
2
) is larger than zero for both in-sample
and out-of-sample There exists more neglected signal which cannot be explained
by the historical mean model and thus the prevail predictive model performs bet-
ter. This conclusion di¤ers from Goyal and Welch (2007) and supports Campbell
and Thompson (2007).
2.5 OUT-OF-SAMPLE FORECASTINGOF EQUITYRE-
TURNS
As mentioned in the previous sections, Goyal and Welch (2008) create enough of
a controversy within the profession and argue that the historical average excess
stock return forecasts future excess stock returns better than regressions of excess
returns on predictor variables. Campbell and Thompson (2008) and Cochrane
(2008) soon follow with opposing views. Campbell and Thompson argue that the
empirical models can yield useful out-of-sample forecasts if one restricts their pa-
rameters in economically justied ways. In contrast, Cochrane (2008) argues that
the types of out-of-sample tests performed by Goyal and Welch are relatively weak,
and that in-sample tests provide far greater power and can be convincing on their
own. The literature emphasizes that the most linear predictive regressions have of-
ten performed poorly out-of-sample (Goyal and Welch (2003, 2007); Campbell and
Thompson (2007)). The lack of consistent out-of-sample evidence in Goyal and
Welch (2008) indicates the need for improved forecasting methods to better es-
tablish the empirical reliability of equity premium predictability. Rapach, Strauss,
and Zhou (2009) propose a combination approach to improve the out-of-sample
equity premium forecasting problem. In this section, we propose a nonparametric
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estimator to forecast the equity returns.
2.5.1 Nonparametric forecast, linear predictive model, and Historical
Mean Model
In the previous sections, our nonparametric test has proved that there exists the
predictability of equity returns at short and long horizons. The predictors such
as dividend yields, earnings yields, dividend payout ratio, short rate, ination,
book-to-market ratio, investment to capital ratio, corporate issuing activity, and
consumption, wealth, and income ratio have predictability power for equity returns,
but this often cannot be captured by popular linear regression models. We nd
that the poor out-of-sample performance of most linear prediction models is due
to the limitation of linear models. We need to nd the better t of the equity
returns.
Following the section 2.2, we use two nonlinear estimators to forecast the eq-
uity returns. The rst estimator is to use a smoothed kernel method to estimate
E("t+hjXt) and capture potentially neglected nonlinear predictable component in
"t+h. So the expected equity returns can be dened as follows:
E(Yt+hjXt) = X 0tb + E("t+hjXt) = X 0tb + brh(x):
= X 0tb + bmh(x)bg(x)
bmh(x) = 1
n  h
T hX
s=R+1
"^s+hKb(x Xs);
bg(x) = 1
n  h
T hX
s=R+1
Kb(x Xs)
where x = (x1; x2;    ; xd)0, y = (y1; y2;    ; yd)0, and Kb(x   y) =
dY
i=1
b 1K[(xi  
yi)=b]. The kernel function K() is is a prespecied symmetric probability density
function. The second estimator is to use a smoothed kernel method to estimate
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E(Yt+hjXt) directly. We can predict the equity returns by
E(Yt+hjXt) =
1
n h
T hX
s=R+1
Ys+hKb(x Xs)
bg(x)
We want to compare the out-of-sample forecast results of four models: historical
mean model, linear predictive model, and two nonlinear predictive models. The
three measures we use are MSE (Mean squared error), MAE (Mean absolute error),
and RMSE (Root mean squared error). The smaller the RMSE is and the model
has a better t.
MSE =
1
n  h
T hX
s=R+1
(Ys+h   bYs+h)2
MAE =
1
n  h
T hX
s=R+1
Ys+h   bYs+h
RMSE =
vuut 1
n  h
T hX
s=R+1
(Ys+h   bYs+h)2
Table 2.6 show the out-of-sample results of the univariate linear predictive
models. Table 2.6a summarize the MSE, MAE, and RMSE of linear predictive
regression for dividend yield and earning yield during the period 1936-2001, and
1952-2001. The benchmark model is historical average equity returns. The alterna-
tive models are linear predictive model and two nonparametric predictive models.
We nd that our second nonparametric predictive model has the lower RMSE than
the historical mean model. The linear predictive model and the rst nonparametric
predictive model have higher RMSE than the historical mean model. The second
nonparametric predicitve model can do better job than historical mean model in
both short horizon and long horizon. Table 2.6b summarize the MSE, MAE, and
RMSE of linear predictive regression for dividend yield and earning yield during
the period 1936-1990, and 1952-1990. We nd that both rst and second nonpara-
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metric predictive models have the lower RMSE than the historical mean model.
The linear predictive model has higher RMSE than the other three models. The
two nonparametric predicitve models can do better job than historical mean model
in both short horizon and long horizon.
Table 2.7 reports out-of-sample bivariate regression results with the short rate
as an additional regressor. For the period of 1936-2001, 1936-1990, and 1952-1990,
the second nonparametric predictive regression model has the smallest RMSE. For
the post-Treasury Accord 19522001 sample, the linear predictive model and the
rst nonparametric predictive model has higher RMSE than the historical mean
model. The second nonparametric predicitve model can do better job than histori-
cal mean model in both short horizon and long horizon. In the bivariate regression
with earning yield and short rate, the second nonparametric predictive regres-
sion model is superior to the other three models during the period 1936-2001 and
1952-2001. Table 2.7b summarize the statistical results of bivariate linear predic-
tive regression for dividend yield and earning yield by using the measure MSE,
MAE, and RMSE during the period 1936-1990, and1952-1990. The linear predic-
tive model has higher RMSE than the other three models. The two nonparametric
predicitve models can do better job than historical mean model in both short hori-
zon and long horizon. Ang and Bekaert (2007) nd that dividend yields, together
with the short rate, predict excess returns only at short horizons. In this section,
we nd that the nonparametric predictive model can capture the equity returns
well and the short rate, dividend yields, and earnings yields have good predictabil-
ity power at both short and long horizons. The results in the four subsample are
consistent and it shows that our nonparametrc predictive models are robust to
smooth changes.
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Goyal and Welch (2007) argue that the historical average excess stock return
forecasts future excess stock returns better than regressions of excess returns on
predictor variables. With respect to the economic variables used to predict the
equity premium, we consider the 15 variables from Goyal and Welch (2008) for
which quarterly data are available for 1947:12007:4 and annual data are from 1872
to 2005. They are dividend-price ratio (D=P ), dividend yield (D=Y ), earnings-
price ratio (E=P ), dividend-payout ratio (D=E), stock variance (SV AR), book-
to-market ratio (B=M), net equity expansion (NTIS), treasure bill rate (TBL),
long-term yield (LTY ), long-term return (LTR), term spread (TMS), default yield
spread (DFY ), default return yield (DFR), ination (INFL), and investment-
to-capital ratio (I=K). Common to all these papers is a focus on a small set of
predictors based on theoretical models. From an academic viewpoint, the use of
model-based predictors facilitates an understanding of specic aspects of the eco-
nomic mechanism. The benchmark model is historical average equity returns. The
alternative models are linear predictive model and two nonparametric predictive
models. Table 2.8 report the equity premium out-of-sample forecasting results
using the annual data. Consistent with the previous results, the second nonpara-
metric predicitve model can do better job than historical mean model and linear
predictive model in both short horizon and longer horizon. Table 2.10 report the
equity premium out-of-sample forecasting results using the quarterly data from
1947:12007:4. We consider the out-of-sample forecast evaluation periods cover-
ing 1965:12007:4 consistent with Goyal and Welch (2008). The statistical results
show that the second nonparametric predicitve model can do better job than his-
torical mean model and linear predictive model in both short horizon and long
horizon. For most predictors except dividend-price ratio (D=P ), dividend yield
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(D=Y ), earnings-price ratio (E=P ), and book-to-market ratio (B=M), the two
nonparametric models are superior to the historical mean model and linear regres-
sion model.
Figure 2.4 and 2.6 illustrate the out-of-sample performance for annual predic-
tive regressions for individual methods. The black dotted line is the real data of
the equity returns and the red dotted line is the unconditional historical average.
The red and green solid line are the forecasted returns by the rst and second
nonparametric models respectively. A predictive regression model that always
outperforms the historical average for any out-of-sample period will thus have a
curve below the historical average curve. For individual predictor-based models,
the second nonparametric prediction is mostly below the unconditional historical
average line. Even for some periods, the nonparametric method is above the his-
torical average yet on average it outperforms the historical average. Campbell and
Thompson (2008) show that imposing theoretically motivated restrictions on indi-
vidual predictive regression models can improve their out-of-sample performance.
We nd that our nonparametric prediction can improve the out-of-sample perfor-
mance without restrictions. Figure 2.8, 2.10 and 2.12 illustrate the out-of-sample
performance for quarterly predictive regressions for individual methods over 1-
quarter, 1-year, and 3-year rolling windows. We nd the similar results for the
quarterly data.
2.5.2 Individual Forecast and Combined Forecast
In the literature, most papers focus on a set of predictors based on theoretical mod-
els. From an academic viewpoint, the use of model-based predictors facilitates an
understanding of specic aspects of the economic mechanism. From an investors
viewpoint, however, these predetermined variables may not be enough to capture
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all information required in decision making. Forecast combination has recently
received renewed attention in the forecasting literature; Stock and Watson (1999,
2003, 2004) with respect to forecasting ination and real output growth. Rapach,
Strauss, and Zhou (2009) propose a combination approach to improve the out-of-
sample equity premium forecasting problem. In addition to the individual forecast,
we also consider the combined forecast to improve equity premium forecasts, and
examine the out-of-sample performance.
We follow the denition of the combined forecast by Rapach, Strauss, and Zhou
(2009). The combination forecasts of Yt+1 made at time t are weighted averages
of the M individual forecasts based on bYc;t+h = MX
i=1
!i;tbYi;t+h where f!i;tgMi=1 are
the ex ante combining weights formed at time t, and bYi;t+h is the out-of-sample
forecast of the equity premium based on the individual predictive models21. For the
individual predictors, we choose the 15 predictors used in the previous sections. We
calculate ve di¤erent combining methods based on the denition of the weights.
The rst three methods use simple averaging schemes: mean, median, and trimmed
mean. The mean combination forecast sets wi;t = 1=M for i = 1;    ;M . The
median combination forecast is the median of fbYi;t+hgMi=1, and the trimmed mean
combination forecast sets wi;t = 0 for the individual forecasts with the smallest
and largest values and wi;t = 1=(M   2) for the remaining individual forecasts.
The other two combining methods are based on Stock and Watson (2004) and
Rapach, Strauss, and Zhou (2009), where the combining weights formed at time
t are functions of the historical forecasting performance of the individual models
over the holdout out-of-sample period. Their discount mean square prediction error
(DMSPE) combining method employs the following weights: wi;t = 
 1
i;t =
MX
j=1
 1j;t ;
21Yt+h = h + 
0
hXt + "h;t+h
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i;t =
t 1X
s=R
t 1 s(Yi;t+h   bYi;t+h)2 and  is a discount factor. The DMSPE method
thus assigns greater weights to individual predictive regression model forecasts
that have lower MSPE values (better forecasting performance) over the holdout
out-of-sample period. We consider the two values of 1:0 and 0:9 for .
Table 2.9 report the equity premium out-of-sample combined forecasting results
using the annual data. Consistent with the previous results, the two nonparametric
predicitve models have lower RMSE and can do better job than historical mean
model and linear predictive model in both short horizon and long horizon. In
addition, using combined method linear predictive model can outperform the his-
torical mean model. Table 2.11 report the equity premium out-of-sample combined
forecasting results using the quarterly data from 1947:12007:4. We consider the
out-of-sample forecast evaluation periods covering 1965:12007:4 consistent with
Goyal and Welch (2008). The statistical results show that the two nonparametric
predicitve models can do better job than historical mean model and linear predic-
tive model in both short horizon and long horizon. Rapach, Strauss, and Zhou
(2009) nd that forecast combination outperforms the historical mean model by
statistically and economically meaningful margins for out-of-sample period. Our
results are consistent with their conclusion. Using our nonparametric methods,
both combined and individual forecast outperform the historical average. The
combined forecast methods outperform the individual forecast methods.
Figure 2.5 and 2.7 illustrate the out-of-sample performance for annual predic-
tive regressions for combined methods. The black dotted line is the real data of
the equity returns and the red dotted line is the unconditional historical average.
The red and green solid line are the forecasted returns by the rst and second
nonparametric models respectively. For combined predictor-based models, the two
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nonparametric prediction models are below the unconditional historical average
line. We nd that our nonparametric prediction can improve the out-of-sample
performance without restrictions. Figure 2.9, 2.11 and 2.13 illustrate the out-of-
sample performance for quarterly predictive regressions for combined methods over
1-quarter, 1-year, and 3-year rolling windows. We nd the similar results for the
quarterly data.
2.5.3 Economic Implication
From the previous two sections, we get two important results: (1) our nonpara-
metric predictive models have lower RMSE than the historical mean model at
both short-horizon and long-horizon. Our nonparametric prediction can improve
the out-of-sample performance without restrictions. (2) Using our nonparametric
methods, both combined and individual forecast outperform the historical average.
The combined forecast methods outperform the individual forecast methods. In
this section, we investigate how well our nonparametric predictive models capture
true expected returns implied by the models.
Predictability over Di¤erent Horizons From the empirical results we obtain
in the previous sections, we nd an interesting phenomenon that the predictability
power of equity returns increases when the forecasting horizon h increases. Ang
and Bekaert (2007) nd that dividend yields, together with the short rate, predict
excess returns only at short horizons and do not have any long-horizon predictive
power. Goyal and Welch (2008), and Campbell and Thomason (2008) do not nd
the relationship between the predictability and time horizons. Fama and Schw-
ert (1977), Fama (1981), Keim and Stambaugh (1986), and French, Schwert, and
Stambaugh (1987). However, Fama and French (1987a) nd that portfolio returns
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for holding periods beyond a year have strong negative autocorrelation. They
show that under some assumptions about the nature of the price process, the au-
tocorrelations imply that time-varying expected returns explain 25-40% of three-
to ve-year return variances. Using variance-ratio tests, Poterba and Summers
(1987) also estimate that long-horizon stock returns have large predictable compo-
nents. Economic theory has already shown that there exists nonlinear relationship
between the predictors such as dividend yield and equity returns. If expected re-
turns have strong positive autocorrelation, rational forecasts of one year returns
one to four years ahead are highly correlated. As a consequence, the variance of
expected returns grows faster with the return horizon than the variance of unex-
pected returns. And the variation of expected returns becomes a larger fraction
of the variation of returns. In the short run, the nonlineariy is relatively weak.
When time accumulates, the nonlinear relationship becomes stronger in the long
run. Our nonparametric method has its advantage to detect the nonlinearity. That
is why the RMSE becomes smaller when the time horizon h becomes larger. In
other words, the linear predictive models can capture nonlinear relationship in the
short run better than in the long run. The di¤erence of the RMSE between non-
parametric model and linear predictive model is relatively small when forecasting
horizon h is small and becomes bigger for the larger forecasting horizon h.
How do we distinguish our nonparametric model with the nonlinear model?
Why do we use nonlinear predictive model to detect the nonlinear predictive com-
ponents? First, the existing economic theory in the literature can not give a
concrete form of the nonlinear predictive model because we dont know where
the nonlinearity exactly comes from. Second, nonlinear models, such as cubic
or quadratic functions, may misspecify the nonlinearity of the true data. There
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may exist outliers and it will cause the spurious identication for the predictabil-
ity. Third, nonparametric model can capture the linear and nonlinear component
without the model specication. It is not restricted to the parametric forms. It
can t the data more better than simply the linear or nonlinear parametric model.
Specically, our prediction results can be improved by choosing better bandwith.
In our paper, we choose the bandwith which is correlated with the size of the out-
of-sample forecasting period. We can also use data-driven method to choose the
bandwith. It will a¤ect our out-of-sample forecast performance.
Predictability over Di¤erent Models and Methods We have the out-of-
sample forecasting performance results of equity premium using di¤erent frequen-
cies of the data. The rst impression of the results is that our nonparametric
predictive models do a better job than historical mean model and linear predictive
model for the same forecasting horizon h. We nd the predictors have the pre-
dictability of the equity returns using our nonparametric test and linear predictive
regression can not capture the nonlinear component of the true data. We use non-
parametric model to predict the equity returns because it can capture the linear
and nonlinear component without the model specication. It is not restricted to
the parametric forms. It can t the data more better than simply the linear or
nonlinear parametric model.
According to our nonparametric testing results, the linear predictive regression
models can beat the historical mean model without any restrictions. Campbell and
Thompson (2008) show the similar results when imposing some restrictions on the
predictors. Yet our out-of-sample forecasting results show that linear predictive
model has higher RMSE than historical mean model, and apparently it is consistent
with Goyal and Welch (2008). Our nonparametric test is simplied as signal-to-
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noise ratio and it detects the nonlinear predictive component of the equity returns
which contains more information the historical mean model can not provide. In this
sense, we conclude that linear predictive regression models can beat the historical
mean model. Following the same logic, our nonparametric predictive model can
directly capture both the linear and nonlinear predictive components of the equity
returns and it has a better out-of-sample forecasting performance. It is consistent
with our nonparametric results in the previous sections.
Compared the individual forecast with the combined forecast, we nd that
combined predictive models have lower RMSE than individual predictive models
for the same forecasting horizon h. Fama and French (1989) and others show that
the existing predictor variables can detect changes in economic conditions that
potentially signal uctuations in the equity risk premium. But the dividend yield
or term spread alone could capture di¤erent components of business conditions,
and a given individual economic variable may give a number of false signals
and/or imply an implausible equity risk premium during certain periods. Rapach,
Strauss, and Zhou (2009) argue that if individual forecasts based on the predictors
are weakly correlated, forecast combinatio should be less volatile and more reliably
track movements in the equity risk premium. This is one explanation why the
combined forecast methods outperform the individual forecast methods.
On the other hand, the nonparametric predictive model can t the equity return
better based on the predictors. First, nonparametric prediction generates a forecast
with a variance near that of the smooth real equity return data, thereby reducing
the noise in the individual predictive regression model forecasts. Second, com-
bining forecast incorporates information from a host of economic variables while
the historical average ignores economic variables. Combined forecasts have a sub-
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stantially smaller bias than the historical average. Combining individual forecasts
helps to reduce forecast variability.
2.6 CONCLUSION
The predictability of equity returns has been a long-standing problem in nance
over decades. In this paper, we undertake an analysis of both in-sample and out-
of-sample tests of stock return predictability in an e¤ort to better understand the
empirical evidence on return predictability. We use develop a reliable and power-
ful nonparametric predictability test and use it to examine whether there exists
the predictability of equity returns for short and long horizons. We nd that
the prevailing variables, such as log dividend yields, log earnings yields, dividend
payout ratio, short rate, ination, book-to-market ratio, investment to capital ra-
tio, corporate issuing activity, and consumption, wealth, and income ratio, have
predictability power for equity returns at both short and long horizons. In con-
trast, the popular linear regression models cannot fully capture such predictability,
apparently to due the neglected nonlinear predictable components. We also com-
pare the conventional predictive regression models on predictor variables with the
historical mean model according to Goyal and Welch (2007). We nd that the pre-
vailing predictive model outperforms the historical mean model in an out-of-sample
content because it yields a smaller neglected signal-to-noise ratio.
We nd that the poor out-of-sample performance of most linear prediction
models is due to the limitation of linear models. We propose a nonparametric
estimator to forecast the equity returns. Our nonparametric predictive models
have lower RMSE than the historical mean model at both short-horizon and long-
horizon. Our nonparametric prediction can improve the out-of-sample performance
without restrictions. Using our nonparametric methods, both combined and indi-
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vidual forecast outperform the historical average. The combined forecast methods
outperform the individual forecast methods.
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APPENDIX
Proof of Theorem 1:
To prove theorem 1(i), we impose the following assumptions.
Assumption A.1: fYt+h; Xtg is a stationary time series process with mixing condition.
The marginal density function g(x) of Xt is twice continuous di¤erentiable with bounded second
derivatives and g(x) is strictly positive over the support of weighting function w() given in
Assumption A.5. The dimension of Xt is d.
Assumption A.2: "t+h is a h-dependent process and "t+h is independent of Xs; s  t:(a)
0 < E("2t+hjXt) = 2" a:s:; (b)0 < E("4t+h) = D
Assumption A.3:
p
R(^   ) = OP (1); where  = p lim ^:
Assumption A.4: The kernel function k : R! [0; 1] is a symmetic, and twice continuously
di¤erentiable probability density with bounded second derivatives.
Assumption A.5: w() is a positive continuous function over its support with
Z
w(x)dx <
1 and
Z
w2(x)dx <1.
Assumption A.6: (i)b = b(n) = n  !1;where  2 (0; 1=d) and n = T  R. (ii)n=R!
0, where  < maxf1  d; 12 (1 + d)g.
Assumption A.1 and A.2 are regularity conditions on the data generating process (DGP).
Given E(Y 2t+h) < 1, there exists a measurable function rh(x) = E("t+hjXt = x) which is
twice continuously di¤erentiable with bounded second derivatives. Assumption A.3 allows for
any in-sample
p
R-consistent estimator for , which need not be asymptotically most e¢ cient.
Assumption A.4 is a standard regularity condition on kernel function k(). Assumption A.5 is the
regularity condition on the positive weighting function w(). Assumption A.6 provides conditions
on the bandwidth b and the relative speed between R and n, the sizes of the estimation sample
and the prediction sample, respectively. Moreover, we allow the size of the prediction sample,
n, to be larger or smaller than or the same as the size of the estimation sample, R. This o¤ers
a wide scope of applicability of our procedure, particularly when the whole sample fYtgTt=1 is
relatively small.
Under the above regularity conditions, we have the following asymptotic results for the Q^h
statistics.
To measure the departure of r^h(x) from zero over all x, we use the following global measure
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Q^(h) = 1n h
T hX
t=R+1
br2h(Xt)w(Xt). Dene Q^(h) = R br2h(x)g(x)w(x)dx.
Lemma 1.1: Under the conditions of Theorem 1, (n  h)Q^(h)  (n  h)Q^(h) = op(b d=2)
under H0:
Proof of Lemma 1.1: Because G^(x)   G(x) = Op(n 1=2 (lnn)2) where G^(x) is the
empirical distribution function of Xt; and (n   h)
R br2h(x)w(x)g(x)dx = Op(b d). Here we have
made use of the well-known fact that
sup
x2G
G^(x) G(x) = Op(n 1=2 (lnn)2)
(see, e.g., Bentkus, Gotse and Tikhomirov (1997)) under Assumption A.1 and
R br2h(x)w(x)g(x)dx =
Op(n
 1b d) by Markovs inequality. We have
(n  h)Q^(h) =
T hX
t=R+1
br2h(Xt)w(Xt)
= (n  h)
Z br2h(x)w(x)dG(x) + (n  h)Z br2h(x)w(x)d[G^(x) G(x)]
= (n  h)
Z br2h(x)g(x)w(x)dx+Op(sup
x2G
jG^(x) G(x)j)
(n  h)
Z br2h(x)w(x)dG(x)
= (n  h)
Z br2h(x)g(x)w(x)dx+Op(n 1=2 (lnn)2)Op(b d)
= (n  h)
Z br2h(x)g(x)w(x)dx+ op(b d=2)
given b / n  for  2 (0; 1=d):This completes the proof.
Lemma 1.2: Under the conditions of Theorem 1, (n   h)Q^(h)   (n   h) eQ(h) = (n  
h)
R br2h(x)g(x)w(x)dx  (n  h) R er2h(x)g(x)w(x)dx = op(b d=2);under H0:
Proof of Lemma 1.2: We decompose
(n  h)
Z br2h(x)w(x)dG(x)  (n  h)Z er2h(x)w(x)dG(x) (A.1)
= (n  h)
Z
[br2h(x)  er2h(x)]w(x)dG(x)
= (n  h)
Z
[brh(x)  erh(x)]2 w(x)dG(x) +
2(n  h)
Z erh(x) [brh(x)  erh(x)]w(x)dG(x)
= J^1 + 2J^2; say.
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For J^1; we further decompose
J^1 = (n  h)
Z "
(n  h) 1PT hs=R+1("^s+h   "s+h)Kb(x Xs)
(n  h) 1PT hs=R+1Kb(x Xs)
#2
dG(x) (A.2)
= (n  h)
Z "
(n  h) 1PT hs=R+1("^s+h   "s+h)Kb(x Xs)
g^(x)
#2
dG(x)
= (n  h)
Z h(n  h) 1PT hs=R+1("^s+h   "s+h)Kb(x Xs)i2
g(x)
dx
+(n  h)
Z "
(n  h) 1
T hX
s=R+1
("^s+h   "s+h)Kb(x Xs)
#2

1
g^2(x)
  1
g2(x)

g(x)dx
= J^11 + J^12; say:
It su¢ ces to consider the rst term J^11 in (A.2), since the second term J^12 is a smaller
order given supx2G jg^(x)   g(x)j p! 0:Under the null hypothesis E("t+hjXt) = 0, we dene
E("t+hjXt) = an(Xt) when an ! 0. Noting that "^s+h   "s+h = "^s+h   "ns+h + "ns+h   "s+h;
we have
J^11 = (n  h)
Z h(n  h) 1PT hs=R+1("^s+h   "ns+h)2K2b(x Xs)i
g(x)
dx (A.3)
+(n  h)
Z h(n  h) 1PT hs=R+1("ns+h   "s+h)2K2b(x Xs)i
g(x)
dx
+2(n  h)
Z h(n  h) 1PT hs=R+1("^s+h   "ns+h)("ns+h   "s+h)K2b(x Xs)i
g(x)
dx
= J^111 + J^112 + 2J^113;
where
J^111 = (n  h)
Z h(n  h) 1PT hs=R+1("^s+h   "ns+h)2K2b(x Xs)i
g(x)
dx (A.4)
 jjb   jj2(n  h)Z
h
(n  h) 1PT hs=R+1 jjrrh(Xs+h; )jj2Kb(x Xs)i2
g(x)
dx
= jjb   jj2(n  h) = Op(R 1=2)2n = Op(n=R)
by the mean-value theorem,
J^112 = (n  h)
Z h(n  h) 1PT hs=R+1("ns+h   "s+h)2K2b(x Xs)i2
g(x)
dx (A.5)
= 0
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and
J^113 = (n  h)
Z h(n  h) 1PT hs=R+1("^s+h   "ns+h)("ns+h   "s+h)K2b(x Xs)i
g(x)
dx(A.6)
= 0
by the mean-value theorem. It follows from (A.1)(A.6) that
J^1 = Op(n=R) (A.7)
Next, we consider J^2 in (A.1). Recalling that erh(x) is dened in the same way as erh(x) with
"ns+h replacing "s+h; we decompose
J^2 = (n  h)
Z erh(x) [brh(x)  erh(x)]w(x)dG(x) (A.8)
= (n  h)
Z erh(x) [brh(x)  erh(x)]w(x)dG(x) +
(n  h)
Z erh(x) [erh(x)  erh(x)]w(x)dG(x)
= J^21 + J^22; say:
For J^21 in (A.8), by the second order Taylor series expansion, we have
J^21 = (n  h)
Z erh(x) (n  h) 1PT hs=R+1("^s+h   "ns+h)Kb(x Xs)
g^(x)
w(x)dG(x) (A.9)
= (b   )0(n  h)Z erh(x) (n  h) 1PT hs=R+1rrh(Xs+h; )Kb(x Xs)
g^(x)
w(x)dG(x)
+
1
2
(b   )0(n  h)Z erh(x) (n  h) 1PT hs=R+1r2rh(Xs+h; )Kb(x Xs)
g^(x)
w(x)dG(x)(b   )
= Op(R
 1=2)nOp(n 1=2) +Op(R 1)nOp(n 1=2b d)
= Op(R
 1=2n1=2) +Op(R 1n1=2b d);
by Hajéks projection, the Cauchy-Schwarz inequality, and b / n  for  2 (0; 1=d). For J^22 in
(A.8), we have
J^22 = (n  h)an
Z erh(x) (n  h) 1PT hs=R+1 (Xs)Kb(x Xs)
g^(x)
dG(x) = 0 (A.10)
It follows from (A.8)(A.10) that J^2 = op(b d=2): This, together with (A.1) and (A.7), yields the
desired result. The proof of Lemma 1.2 is completed.
Lemma 1.3: Under the conditions of Theorem 1, (n   h)Q^(h)   (n   h) eQ(h) = op(b d=2)
under H0:
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Proof of Lemma 1.1: By Lemma 1.1 and Lemma 1.2, we have (n h)Q^(h) (n h) eQ(h) =
op(b
 d=2).
Lemma 1.4: Under the conditions of Theorem 1, b2 = 2 +Op(n 1=2) under H0:
Proof of Lemma 1.4: Since we know ^2" = (n h) 1
T hX
t=R+1
e^2t+h, and e^t+h = "^t+h  r^h(Xt),
and the same denition for e2 = (n   h) 1PT ht=R+1 ~e2t+h and ~et+h = "t+h   ~rh(Xt). Put A^t =
"^t+h   "t+h and B^t = r^h(Xt)  ~rh(Xt); where ~rh(Xt) is dened in the same way as r^h(Xt) with
"t+h replacing "^t+h: Then we have
^2 = (n  h) 1
T hX
t=R+1
["^t+h   r^h(Xt)]2
= (n  h) 1
T hX
t=R+1
f("^t+h   "t+h)  [r^h(Xt)  ~rh(Xt)] + ["t+h   ~rh(Xt)]g2
and we can write
^2 = ~
2
 + (n  h) 1
T hX
t=R+1
(A^t   B^t)2 + 2(n  h) 1
T hX
t=R+1
["t+h   ~rh(Xt)](A^t   B^t); (A.11)
For the second term in (A.11), we rst put
mst =
Kb(x Xs)PT h
s=R+1Kh(x Xs)
:
Then
PT h
s=R+1mst = 1 for all s and B^t =
PT h
s=R+1mstA^s: Under H0; we have
A^t = Yt+h   r^h(Xt)  "t+h (A.12)
= rh(Xt; )  r^h(Xt; ^) + an(Xt):
It follows that
(n  h) 1
T hX
t=R+1
(A^t   B^t)2 = (n  h) 1
T hX
t=R+1
 
A^t  
nX
s=1
mstA^s
!2
(A.13)
 4(n  h) 1
T hX
t=R+1
A^2t
 4(n  h) 1
nX
t=1
h
rh(Xt; )  r^h(Xt; ^) + an(Xt)
i2
 8(n  h) 1
nX
t=1
h
rh(Xt; )  r^h(Xt; ^)
i2
= Op(R
 1)
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where the rst term is Op(R 1) by the mean-value theorem, and Assumptions A.2 and A.3.
For the third term in (A.11), we have
(n  h) 1
T hX
t=R+1
["t+h   ~rh(Xt)](A^t   B^t) (A.14)
= (n  h) 1
T hX
t=R+1
"t+h(A^t   B^t)  (n  h) 1
T hX
t=R+1
~rh(Xt)(A^t   B^t)
= T^1   T^2:
For the T^2 term, by the Cauchy-Schwarz inequality, we have
jT^2j 
"
(n  h) 1
T hX
t=R+1
~r2h(Xt)
# 1
2
"
(n  h) 1
T hX
t=R+1
(A^t   B^t)2
# 1
2
(A.15)
= Op(n
 1=2b d=2)Op(R 1=2) = Op(n 1=2b d=2R 1=2)
= op(n
 1=2);
given Rbd !1 and (A.13); where (n h) 1PT ht=R+1 ~r2h(Xt) = Op(n 1b d) by Markovs inequal-
ity, E("t+hjXt) = 0 a.s. and Assumption A.1.
For the T^1 term, we decompose
T^1 = (n  h) 1
T hX
t=R+1
"t+h(A^t   B^t) (A.16)
= (n  h) 1
T hX
t=R+1
"t+hA^t   (n  h) 1
T hX
t=R+1
"t+hB^t
= T^11   T^12; say.
Here, using (A.12), we have
T^11 = (n  h) 1
T hX
t=R+1
"t+h
h
rh(Xt; )  r^h(Xt; ^)
i
+ (A.17)
an(n  h) 1
T hX
t=R+1
"t+h(Xt)
= (n  h) 1
T hX
t=R+1
"t+hrrh(Xs+h; )(^   )
+
1
2
(b   )0(n  h) 1 T hX
t=R+1
"t+hr2rh(Xs+h; )(^   )
= Op(n
 1=2R 1=2) +Op(R 1)
where the rst term is Op(n 1=2R 1=2) by a second order Taylor series expansion, Chebyshevs
inequality, the Cauchy-Schwarz inequality, and Assumptions A.2 and A.3; the second term is 0.
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For the T^12 term in (A.16), recalling B^t =
PT h
s=R+1mstA^s and using (A.2), we have
T^12 = (n  h) 1
T hX
t=R+1
"t+h
"
(n  h) 1
T hX
s=R+1
mstA^s
#
(A.18)
= (n  h) 1
T hX
t=R+1
"t+h
(
(n  h) 1
T hX
s=R+1
mst
h
rh(Xt; )  r^h(Xt; ^)
i)
+an(n  h) 1
T hX
s=R+1
"t+h
T hX
s=R+1
mst(Xs)
= Op(n
 1=2R 1=2) +Op(R 1)
= op(n
 1=2);
where the order of each term follows by a similar reasoning to that for the T^11 term.
Finally, for the rst term ~2 in (A.11), we have
~2 = (n  h) 1
T hX
t=R+1
"2t+h   (n  h) 12
T hX
t=R+1
"t+h~rh(Xt) + (n  h) 1
T hX
t=R+1
~r2h(Xt)
= [2 +Op(n
 1=2)] +Op(n 1b d=2) +Op(n 1b d)
= 2 +Op(n
 1=2);
given
PT h
t=R+1 ~r
2
h(Xt) = Op(n
 1b d) by Markovs inequality and
PT h
t=R+1 "t+h~rh(Xt) = Op(n
 1b d):
Collecting (A.11) and (A.13)(A.19) yields the desired result of this lemma.
Proof of Theorem 1:
The proof follows from theorem 3.4 (Hong and Lee (2009)) with suitable modications with
t replaced by t+h:
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TABLES AND GRAPHICS
Table 2.1a. Bootstrap Results for Predictability Check
Panel a: DGP A:0(h) follows Yt+h= 0+"t+h. "t+h has a MA(h  1) property.  is the
autocoe¢ cient of Xt and "t+h=
Ph
j=1 jvt+h j+vt+h:And fvt+hg and futg are mutually
independent. The table presents the rejection rate of bootstrap results for di¤erent h, and
autocoe¢ cient  under three cases (1) p-Value < 0:10, (2) p-Value < 0:05, (3) p-Value < 0:01
via the number of iterations T = 250; 500; 1000:
DGP p-Value 10% p-Value 5% p-Value 1%
A:0 h   T = 250 500 1000 T = 250 500 1000 T = 250 500 1000
1 0 0:1 0:077 0:110 0:114 0:040 0:065 0:062 0:012 0:018 0:015
0:3 0:089 0:124 0:098 0:050 0:071 0:045 0:015 0:024 0:010
0:5 0:084 0:110 0:102 0:040 0:066 0:047 0:010 0:025 0:011
0:7 0:085 0:091 0:098 0:051 0:059 0:043 0:012 0:015 0:014
0:9 0:091 0:097 0:100 0:058 0:052 0:062 0:011 0:018 0:019
Table 2.1b. Bootstrap Results for Predictability Check
Panel b: DGP A:2(h) follows Yt+h= 0+1X
2
t+"t+h. "t+h has a MA(h  1) property.
 is the autocoe¢ cient of Xt. And "t+h=
Ph
j=1 jvt+h j+vt+h: And fvt+hg and futg are
mutually independent. The table presents the rejection rate of bootstrap results for di¤erent h,
and autocoe¢ cient  under three cases (1) p-Value < 0:10, (2) p-Value < 0:05, (3) p-Value
< 0:01 via the number of iterations T = 250; 500; 1000:
DGP p-Value 10% p-Value 5% p-Value 1%
A:2 h 1  T = 250 500 1000 T = 250 500 1000 T = 250 500 1000
1 1 0:1 1:000 1:000 1:000 1:000 1:000 1:000 0:985 1:000 1:000
0:3 1:000 1:000 1:000 1:000 1:000 1:000 0:989 1:000 1:000
0:5 1:000 1:000 1:000 1:000 1:000 1:000 0:986 1:000 1:000
0:7 1:000 1:000 1:000 1:000 1:000 1:000 0:989 1:000 1:000
0:9 1:000 1:000 1:000 0:999 1:000 1:000 0:991 0:999 1:000
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Chapter 3
An Intraday Analysis of Related Investment Vehicles
Traded in the NYSE and AMEX
3.1 INTRODUCTION
The questions money managers are interested in are (1) what are the trading
pattern of di¤erent securities? (2) what are the best trading strategies to manage
a portfolio or basket in order to maximize prots and minimize risks? There is
a vast amount of literature on how investors trade. DeLong, Shleifer, Summers,
and Waldmann (1990) show that passive traders and rational speculators trade
on rm fundamentals and/or superior information, while positive-feedback traders
simply buy when prices rise and sell when prices fall. Hong and Stein (1999)
show that momentum traders can make prot by implementing simple strategies
such as trendchasing. A number of large and presumably sophisticated money
managers use momentum approaches. Diversication into global equity markets is
one of the approaches for money managers to improve the risk/return trade-o¤ of
a stock portfolio. There are three similar trading vehicles: American depositary
receipts (ADR), exchange-traded funds (ETF), and closed-end funds (CEF), which
specialize in holding a portfolio of foreign equities of one country or a group of
countries in a region on US stock exchanges. The purpose of this paper is to
investigate what kind of trading strategies investors pick up if they choose to
invest in ADR, ETF, and CEF across countries. If the trading behaviors of ADR,
ETF, and CEF from one country are di¤erent from each other, does one type of
security have imformation advantage over the other? If the trading activities relate
to past returns, do they follow positive feedback trading strategies? Investigating
those questions is important not only for us to understand the determinants of
114
trading volume, liquidity, and stock returns but also for money managers and
policymakers to devise e¢ cient trading strategies and improve the liquidity and
e¢ ciency of nancial markets.
In order to investigate the trading behaviours of the three securities, I focus on
how the trading activities di¤er, in real time, among ADR, ETF, and CEF. First,
this paper examines whether ADR, ETF, and CEF trade at di¤erent transaction
prices across countries. It helps me to understand whether one type of security have
an advantage of trading over the other. Second, I use the VAR model to estimate
the correlations of return, volume, liquidity and volatility among the three types
of securites. It shows the relative relation of trading among the three securities.
Third, I examine the short-horizon dynamic relation between the order imbalance
and both past and subsequent returns by type of securities using high-frequency
intraday data. The dataset with a special construction contains ADR, ETF, and
CEF of 29 countries and 4 regions mostly from March 18th, 1996 to Jan. 5th,
2007.
Previous research mostly focuses on whether di¤erent clienteles of investors
(foreign v.s. domestic) have advantage of information or trading one over the
other. Choe, Kho, and Stulz (2005), and Hau (2001a) nd that foreigners are
at a disadvantage using Korean and German data respectively. Seasholes (2000),
Grinblatt and Keloharju (2000), and Froot and Ramadorai (2001) show that for-
eigners do better than local investors using Taiwanese, Finnish, and a cross section
of 25 countries data. Now I am focusing not on di¤erent types of investors but on
securities. This paper rst examines how the buying v.s. selling activities di¤er
among the three types of securites, ADR, ETF, and CEF. For each country (re-
gion), I choose the ADR with the most heavily traded and highest turnover as the
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leading ADR of that country (region) by CRSP data. I compute the relative price
ratio22 for thethree securities in 5 minute interval in the sample. First, I nd that
the investors are at a disadvantage investing in ADR relative to ETF (CEF) on
average. The average disadvantage of investing in leading ADR relative to ETF
(CEF) is of the order of 11 (10) basis points for purchases and 12 (13) basis points
for sales. This means that on a roundtrip trade the investors investing in leading
ADR face greater transaction costs of the order of 23 basis points than investors
investing in ETF (CEF). Second, there is no signicant evidence to show whether
the investors are at a disadvantage investing in ETF relative to CEF on average.
From the results above, I can infer that ETF and CEF have advantages of trading
over leading ADR. I can also infer that institution investors trade at a disvan-
tageous price compared to individual investors on average. Those results might
come from the di¤erence of leading ADR, ETF, and CEF. Without the dataset of
the exact information about the buys and sells, my approach has some limitation
when using the classication of buys and sells by Lee and Ready (1991).
I use the VAR model to estimate the relation of return, quoted spread, volume
and volatility among the three types of securites. I nd that the returns of one
security are positively related to the past returns of the other two securities. For
example, on average, the returns of leading ADR are 2.6% related to the past
returns of ETF and 2.7% related to the past returns of CEF. On average, the
volatilities and liquidities (measured by quoted spreads) of one security is also
positively related to the past volatilities and liquidities of the other two. The
results verify our hypothesis that the trading behaviours of leading ADR, ETF,
and CEF are correlated and we can forecast the future returns of one security by
the past returns of the other two.
22It follows the denition of Choe, Kho, and Stulz (2005) and Bailey, Mao and Sirodom (2006).
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A number of earlier papers have examined the relation between past returns
and trading activity. They mainly address the relation between the net trading
and returns among di¤erent types of investors institution, individual, and foreign
investors. Gri¢ n, Nardari, and Stulz (2002) point out that a model with perfect
information cannot explain one of the stylized facts in international nance: the
positive contemporaneous relationship between net equity ows and returns. They
argue that a model in which foreign investors are less informed than domestic
investors can explain this stylized fact. Brennan and Cao (1997) show positive
feedback trading results in that rational U.S. investors lack information about
foreign securities and condition their trades on the recent return performance of
individual foreign securities or national stock indexes. Bohn and Tesar (1996) and
Clark and Berko (1996) show a positive contemporaneous relation between equity
ows and stock returns using monthly data. Froot, OConnell, and Scasholcs
(1998) investigate the relation between equity ows and stock index returns with
trades of 44 countries using State Street Bank& Trust database, and nd strong
evidence that ows into a market are positively correlated with lagged returns in
that market.
In this paper, I investigate dynamic relation between the concurrent and past
order ow-return relation of the three securities. I want to further check the
trading behavior among the three securities, and two methodolgies are applied.
One methodology I use is to investigate the cumulative returns around the largest
and smallest buying and selling activity of leading ADR, ETF, and CEF. I nd
that the investors buy when returns and prices increase and sell when returns and
prices decrease. The cumulative returns of CEF around the sell trades are higher
than those of leading ADR and ETF. The other methodology I use is to use the
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VARmodel and investigate the relation between the net trading and returns among
leading ADR, ETF, and CEF across the countries. The results of VAR model tell
us that the trading of the three securities are positively correlated and the buy and
sell trades of one security are decided not only by the net order imbalances and past
returns of the certain security itself but also by the net order imbalances and past
returns of the other two securities. Furthermore, the past net order imbalances
and past returns of the three securities can do a good job in predicting the future
returns of leading ADR, ETF, and CEF.
How can I interpret trading on leading ADR, ETF, and CEF? It may be due
to the liquidity, information or behaviour reasons. Admati and Peiderer (1988)
show that informed investors seek to execute their trades at times when the mar-
ket is liquid and active to minimize market impact and to prevent other market
participants inferring their information. I investigate the average quoted spreads
and depths around the largest and smallest buying and selling activity of leading
ADR, ETF, and CEF. I do not nd persuasive evidence on the liquidity reasons
to explain the trading behaviour of leading ADR, ETF, and CEF.
I want to examine how the trading of the three securities are related to market
information and whether the protability and contribution to price discovery of
the trading are consistent with informed trading. Returns and order ow could
move together in response to new information that is relevant for valuation. Bren-
nan and Cao (1996) show mutual fund investors are relatively uninformed about
the distribution of returns on the risky asset. Thus, after news is released, mu-
tual fund investors are net buyers (sellers) in response to public release of good
(bad) news. Although the model does not explicitly predict that ow will lag re-
turns, Brennan (1998) argues that a lag of one or several days is consistent with
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information driving returns and ow, if some investors do not stay attuned to the
latest news. Empirical work on international return behavior suggests that for-
eign stocks respond contemporaneously or with a lag to common news that they
share23. Gri¢ n, Harris, and Topaloglu (2003) and Bailey, Mao and Sirodom (2006)
use the regression of the net order imbalances on lag net order imbalances and lag
returns to explore the relation between the trading and infomation.
My hypothesis is that the trading behaviour of the three securities might come
from the correlated information set. The results of VAR model tell us that the
trading of the three securities are correlated and the buy and sell trades of one
security are not only decided by the net order imbalances and past returns of the
certain security itself but also the net order imbalances and past returns of the other
two securities. It implies that the trading on the three securities leading ADR,
ETF, and CEF, selected from the same country, belong to the same information
set.
This paper is also highly related to positive feedback trading. Dornbusch and
Park (1995) contend that the trades of foreign investors are a¤ected by past returns,
so that they buy when prices have increased and sell when they have fallen. Such
a practice is called positive feedback trading. Choe, Kho, and Stulz (1999) nd
strong evidence of positive feedback trading and herding by foreign investors before
the period of Koreas economic crisis. Froot, OConnell, and Scasholcs (1998)
suggest that the positive feedback ttading may be evidence that some foreign
investors use returns to extract information about future returns. Richards (2005)
show positive feedback trading with respect to global, as well as domestic, equity
returns using the dataset that contain the aggregate daily trading of all foreign
23There are related literature on trading across markets and information. See Eun and Shim
(1989), Hamao, Masulis, and Ng (1990), Craig, Dravid, and Richardson (1995), Karolyi and Stulz
(1996).
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investors in six Asian emerging equity markets. The results show that investors buy
one security when price increases and sell when price decreases. So the trading
of leading ADR, ETF, and CEF follows the positive feedback trading. If the
increasing returns are observed, the buy trades of one security take place. If
the decreasing returns are observed, the sell trades of one security take place.
This indicates that investors tend to be momentum traders, and they use returns
information from the trading of the three securities to guide the direction of their
trading.
Finally, this paper also sheds light on the impact of trading on market e¢ ciency.
Lakonishok, Shleifer, and Vishny (1992) claim that positive-feedback trading and
herding have potential to destabilize stock prices; however, they nd little support-
ing evidence in their pension fund sample. Wermers (1999) nds that mutual fund
herding stabilizes stock price by speeding up the price adjustment process. One
might conjecture that increased trading can make stocks more volatile or riskier.
The higher returns following an increase in net order imbalances may simply be
compensated for the increased risk. I investigate the average return volatilities
around the largest and smallest buying and selling activity of leading ADR, ETF,
and CEF. The increase in volatilities observed is too small and too temporary to
explain the trading and returns I observe. So the evidence of empirical results
could not reject the hypothesis that positive-feedback trading improves market
e¢ ciency.
There are two contributions of this paper to the literature: (1) This is the rst
paper that investigates the trading behaviors of three related securities, specically
ADR, ETF, and CEF. ETFs are desirable investment vehicles for both institutional
and private investors. It helps investors and money managers to conduct e¢ cient
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trading strategies. (2) This paper empirically veries that the trading behaviors
of ADR, ETF, and CEF follow positive feedback trading and are consistent with
the theoretical models by DeLong, Shleifer, Summers, and Waldmann (1990) and
Hong and Stein (1999).
The balance of this paper is organized as follows. Section 2 discusses the dataset
and sample construction. Section 3 investigates whether the Leading ADR, ETF,
and CEF trade di¤erently and correlatedly. Section 4 analyze the dynamic relation
between net individual trading and short horizon returns. Section 5 give some
explanations. Section 6 is a summary and conclusion.
3.2 DATA AND SAMPLE CONSTRUCTION
3.2.1 The Three Vehicles: ADR, ETF, and CEF
In this paper I investigate three types of securities that allow the investors to
access the international markets, ETF, ADR and CEF. We take ETF as the
"base" security in this paper. ETFs are bundles of foreign stocks that trade on
the AMEX/NYSE and are priced in US dollars. ETFs are desirable investment
vehicles for both institutional and private investors. ETFs are more accessible
and more convenient trading vehicles for smaller orders or orders motivated by
liquidity needs. The presence of liquidity traders may attract informed traders to
take advantage of potential prot opportunities in the ETF market. They combine
characteristics of individual stocks and traditional index funds. They are designed
to be a low cost instrument that tracks a foreign stock index and can be traded
intraday like regular stocks with stops, limits, short sales, etc. ETFs can achieve a
desired portfolio position with one transaction, saving the costs of multiple trades
in individual stocks. Because international ETFs are traded in U.S. markets, and
subject to the same trading rules and practices, they also avoid some of the typical
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problems of international stock investments such as illiquidity, changing exchange
rates, and trading restrictions. Using ETFs ensures that the analysis is una¤ected
by the di¤erences in market clientele, transparency, and other aspects of market
structure.
Closed end funds (CEF) are typically traded on the major stock exchanges
in US, such as NYSE and AMEX. New shares are rarely issued after the fund is
launched; Shares are not normally redeemable for cash or securities until the fund
liquidates. Typically an investor can acquire shares in a closed-end fund by buying
shares on a secondary market from a broker, market maker, or other investor, as
opposed to an open-end fund where all transactions eventually involve the fund
company creating new shares on the y (in exchange for either cash or securities)
or redeeming shares (for cash or securities). Like their better-known open-ended
cousins, closed-end funds are usually sponsored by a funds management company
which will control how the money is invested. They begin by soliciting money from
investors in an initial o¤ering, which may be public or limited. The investors are
given shares corresponding to their initial investment. The price of a share in a
closed-end fund is determined partially by the value of the investments in the fund,
and partially by the premium (or discount) placed on it by the market. Closed-end
funds o¤er a xed supply of shares, and as demand changes they frequently trade
at appreciable discounts from (and sometimes premiums to) their net asset values
(NAVs).
Closed-end funds trade on exchanges and in that respect they are like exchange-
traded funds (ETFs)24, but there are important di¤erence between these two types
24ETFs are open-ended in the sense that units of the ETF shares can be swapped for pre-
announced portfolios of the underlying assets and a small cash component representing accumu-
lated dividends at the end of each trading day. As the supply of the ETF can be altered at any
time, arbitrage ensures that its price closely tracks the index. Managers of the ETFs may buy
either all the stocks in the index or a sample of stocks to track the index.
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of securities. The price of a closed-end fund is completely determined by the
valuation of the market, and this price often diverges substantially from the NAV
of the fund assets. In contrast, the market price of an ETF trades in a very close
range of its net asset value, because the structure of the ETF would allow major
market participants to gain arbitrage prots if the market price of the ETF were
to diverge substantially from the NAV. The market prices of closed-end funds are
often ten to twenty percent di¤erent than the NAV while the value of an ETF
would only very rarely di¤er from the NAV by more than one-fth of a percent.
An American Depositary Receipt (ADR) represents ownership in the shares
of a foreign company trading on US nancial markets. ADRs25 are commonly
traded on all major stock exchanges (NYSE, AMEX, and NASDAQ) or Over-the-
Counter (OTC) market in US dollars. ADRs enable US investors to buy shares
in foreign companies without undertaking cross-border transactions. ADRs carry
prices in US dollars, pay dividends in US dollars, and can be traded like the shares
of US-based companies. Each ADR is issued by a US depositary bank and can
represent a fraction of a share, a single share, or multiple shares of foreign stock.
25There are di¤erent types of ADR programs that a foreign company could choose, such as
unsponsored share, Level I, Level II, Level III, 144-A and Regulation S. Unsponsored shares
are ADRs that trade on the over-the-counter (OTC) market. These shares have no regulatory
reporting requirements and are issued in accordance with market demand. Level 1 depositary
receipts are the lowest sponsored shares that can be issued. Level I shares can only be traded
on the OTC market and the company has minimal reporting requirements with SEC. Level II
allows the rms shares can be listed on a U.S. stock exchange, NYSE, AMEX or NASDAQ.
Foreign company that issue a Level 2 program must meet full SEC disclosure requirements and
meet the listing requirements of the US stock exchange on which they are listed. In addition,
the company is required to le a Form 20-F annually and follow GAAP standards. A Level 3
depositary receipt program is the highest level a foreign company can have. Setting up a Level
3 program means that the foreign company is not only taking some of its shares from its home
market and depositing them to be traded in the U.S. but also issuing shares to raise capital.
Foreign companies with Level 3 programs will often issue materials that are more informative
and are more accommodating to their U.S. shareholders because they rely on them for capital.
Rule 144-A and Regulation S are the two restricted programs that foreign companies limit their
stock to be traded by only certain individuals. ADR programs operating under one of these 2
rules make up approximately 30% of all issued ADRs.
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An owner of an ADR has the right to obtain the foreign stock it represents, but
US investors usually nd it more convenient simply to own the ADR. The price
of an ADR is often close to the price of the foreign stock in its home market,
adjusted for the ratio of ADRs to foreign company shares. Depositary banks
have numerous responsibilities to an ADR holder and to the non-US company the
ADR represents. The rst ADR was introduced by JPMorgan in 1927, for the
British retailer Selfridges & Co. The largest depositary bank is the Bank of New
York. Individual shares of a foreign corporation represented by an ADR are called
American Depositary Shares (ADS).
ETFs emerge in the late 1990s while the history of ADRs and CEFs are longer
than that of ETFs. ETFs are desirable investment vehicles for both institutional
and private investors. ETFs are more accessible and convenient trading vehicles
for smaller orders or orders motivated by liquidity needs. The presence of liquidity
traders may attract informed traders to take advantage of potential prot opportu-
nities in the ETF market. CEF is more likely to be dominated by behaviour bias
individual investors while ADR is more likely to be dominated by institutional
traders. Three securities from the same country listed in US should be correlated
but di¤erent in trading. It is quite interesting to investigate the behaviour of the
three securities and will provide a good guide for US investors who want to invest
in foreign markets.
3.2.2 Sample Construction
The primary dataset I use to study the trading of the triplets, ADR, ETF, and
CEF is obtained by a special construction. First, I obtain the details of all the
ADRs, CEFs and ETFs of foreign equities from the website of NYSE, AMEX and
NASDAQ and Center for Research in Security Prices (CRSP) dataset. I choose the
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countries or regions with at least two types of securities listed in US. There are 29
countries and four regions included in the dataset. For ADR, I exclude those ADRs
that belong to unsponsored share, Level I, 144-A and Regulation S because they
are not allowed to be traded in a stock exchange or in public. For each country, I
choose the ADR with the most heavily traded and highest turnover as the leading
ADR of that country. For ETF and CEF, I also use the same standard to choose
the one with the highest volume and turnover. So I pair up the securities together
and choose the longest overlapping period for the securies for each country. The
sample period is from March 18th, 1996 to Jan. 5th, 2007 for most of the countries
and regions except some cases. The sample period for each country is summarized
in Table 3.1.
Second, I obtain the tick-by-tick trading and bid-ask dataset for the three
securities of each country from the Trades and Quotes (TAQ) database. The
quote data are from the NBBO (National Best Bids and O¤ers) quote database.
To construct the sample of intra-day trading, I divide each trading day into 78
ve-minute intervals from 9:30 a.m. to 16:00 p.m.. I exclude overnight intervals
from my analysis. Table 3.2 summarize the statistics on the trading activities
by type of securities and country. It lists the numbers of the trades, mean price,
spread ((bid ask)=((bid+ask)=2)), depth ((bidsiz+asksiz)=2), volatility, return,
volume, trading value, fraction of trading volume and fraction of trading value
among the triplets of the Leading ADR, ETF, and CEF for each country and
region. The average (median) numbers of trades in the sample are 3,010,542 for
leading ADR, 302,728 for ETF, and 190,040 for CEF. The mean (median) market
value of all investor holdings in US is $32,128 ($25,143) for leading ADRs, $31,707
($31,854) for ETFs, and $13,223 ($11,541) for CEFs. Bailey, Kumar, and Ng
125
(2007) show that the mean (median) market value of individual investor holdings
is $16,383 ($5,707) for international open end mutual funds, $10,877 ($4,849) for
ADRs and other foreign-incorporated stocks, and $11,771 ($5,540) for closed end
country funds from a database of individual investors with accounts at a major
U.S. discount broker from January 1991 to November 1996. It indirectly veries
that CEF is more likely to be dominated by individual investors while ADR is
more likely to be dominated by institutional traders if I assume that all investors
in US mainly compose of institutional investors and individual investors. I dene
the fraction of trading volume as the trading volume of one security divided by
the total trading volume of the three securities. The fraction of trading value is
dened as the trading value of one security divided by the total trading value of
the three securities. The average fraction of trading volume over all the countries
and regions in the datasets is 83.07% for the leading ADR, 29.70% for the ETF,
and 8.51% for the CEF. The average trading value is 75.79% for the leading ADR,
25.82% for the ETF, and 19.29% for the CEF. The fraction of trading volume
(value) in the emerging Asia countries is on average 54.52% (41.14%) for ETF.
It is higher than leading ADR and CEF. The trading on the leading ADR is on
average heavier than on the ETF and CEF. Since I am interested in the intraday
trading and behavious of the three securities, I use the midquote return and focus
more on shorter horizon dynamics. The average return of the leading ADR is
higher than that of the ETF but there are 14 out of 20 countries that have higher
returns on ETF than the leading ADR. There are 14 out of 20 countries that have
higher returns on ETF than CEF. There are 12 out of 23 countries that have higher
returns on ADR than CEF. On average, the performance of ETF is better than
ADR and CEF. It will be quite interesting to look at the correlations of the leading
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ADR, ETF, and CEF.
I conduct my analysis on two types of trades. First, I use all trades, regardless
of who initiates the trade. Since I am concerned about the impact of trades by the
US-based investors on returns and prices, I would like to identify those trades that
are most likely to a¤ect prices. Thus, I just consider the price-setting trades that
have been used recently in the literature. It is better to obtain a dataset that have
the exact classication about buys and sells according the investor information
(Choe, Kho, and Stulze (1999) and Kaniel, Saar, and Titman (2006)). Yet due to
the limit access of the dataset, I use the algorithm developed by Lee and Ready
(1991) to dene the trade directions as a buy or a sell. This algorithm compares
transaction prices to the mid-quote ve seconds before the transaction took place26.
The trade data are matched with the previous NBBO quote data and all the
variables are analyzed in the 5-minute time interval. Orders are timestamped to
indicate the time of arrival at the exchange while trades indicate the time the order
was executed. Then I get the the matched buy and sell orders, the size and price
of the trade, and other information. Table 2.3 summarize the statistics on trading
activity by trade type and Country. It lists mean price, spread, depth, volume,
trading value, volatility, and return of a buyer-initiated trade and a seller-initiated
trade among the Leading ADR, ETF, and CEF for each country and region. The
average trade value of ADR (ETF, CEF) is $17,056.611 ($16,519.517, $6,291.625)
for buys and $13,891.317 ($14,881.649, $6,364.273) for sells. Kaniel, Saar, and
Titman (2006) report the average (median) trade size for an individual in their
sample is $15,822 ($13,243). And Barber and Odean (2000) report an average
trade size of $13,707 for sells and $11,205 for buys (but much smaller medians,
26Ellis, Michaely and Ohara (2000) evaluate how well the Lee and Ready algorithm performs
and nd that it is 81.05% accurate.
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$5,738 and $4,988, respectively). In Barber and Odean (2005), the average trade
size in the sample of individuals who use a full-service broker between 1997 and
1999 is $15,209 for buys and $21,169 for sells. The sample I construct is consistent
with their report. But my sample contains ADR, ETF, and CEF from the 29
countries and 4 regions and their sample mostly covers common domestic stocks.
On average, the average returns is negative for buys and positive for sells. That is
the sellers do better than buyers in the three securities, ADR, ETF, and CEF.
3.3 DO THE LEADING ADR, ETF, AND CEF TRADE
DIFFERENTLY?
3.3.1 Do the Leading ADR, ETF, and CEF trade at a disadvantage
price over the others?
I want to examine how the type of trade di¤ers among the three securites. I com-
puting relative price ratios following Choe, Kho, and Stulz (2005) and Bailey, Mao
and Sirodom (2006). Relative to the average buy (sell) price for a particular stock
and time, I determine which type of security typically pays (receives) a relatively
low (high) price, implying a well timed and executed trade. Each security typically
attracts di¤erent types of investors, institution investors and individual investors.
ETFs are more accessible and more convenient trading vehicles for smaller orders
or orders motivated by liquidity needs. The presence of liquidity traders may at-
tract informed traders to take advantage of potential prot opportunities in the
ETF market. The closed end fund is more likely to be dominated by behaviorally
biased individual small investors while ADR is more likely to be dominated by
institutional traders. If I could determine which type of security trades at a better
transaction price, it is possible for me to link trades and relative transaction prices
with investors and transaction prices.
Following Choe, Kho, and Stulz (2005) and Bailey, Mao and Sirodom (2006),
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I compute the volume-weighted average price for each security Ait in 5 minute
interval and then then compute the volume-weighted average price for the certain
type of trade for the same security over the same time interval Bit. The volume-
weighted average price ratio is dened as Bit=Ait for the security during the certain
time interval. A price ratio greater (less) than one for the purchases (sales) of a
particular type of security suggests that this type of security buys (sells) on average
at a price above (below) the average price on that day. Holding everything else
equal, security X is at disadvantage relative to security Y for purchases (sales)
if security X buys (sells) at a higher (lower) price ratio than security Y. Table 4
summarizes the ralative price ratio of the triplets (Leading ADR, ETF and CEF)
for certain type of trade. The relative price ratios are multiplied by 100. Two
hypothesis tests are investigated in table 3.4. One is whether the relative price
ratio of one security is signicantly di¤erent from 100 and the other is whether the
relative price ratios among the three securities are signicantly di¤erent from the
other.
My results are quite di¤erent from Choe, Kho, and Stulz (2005) and Bai-
ley, Mao and Sirodom (2006). They are interested in whether di¤erent types of
investors trade at di¤erent transaction prices over all the securities or di¤erent
trading boards. They have the dataset with the information about the buys and
sells. The limitation of my approach is the classication of buys and sells by Lee
and Ready (1991) might miss some important trades of the investors. Yet, I still
get some interesting results from this approach. If a certain type of investors in-
vests in a certain type of securities, will their performance be di¤erent in di¤erent
countries? Leading ADR, on average, buys at a higher price except Japan, China,
Belgium and Brazil and sells at a lower price than ETF except Japan, China, and
129
Belgium. ETF buys at a lower price than CEF in 9 out of 20 countries. They are
China, Italy, Spain, France, Mexico, South Africa, Canada, Europe, and Emerging
market. ETF sells at a higher price relative to CEF in China, Italy, France, Mex-
ico, South Africa, Canada, Europe, and Emerging market. Leading ADR buys at a
higer price relative to CEF except Japan, China, Philippine, Italy, Russia, Turkey,
Chile, Mexico. Leading ADR sells at a lower price relative to CEF except Japan,
China, Philippine, and Russia.
First, I nd evidence that the investors are at a disadvantage investing in
ADR relative to in ETF on average. The average disadvantage of investing in
ADR relative to ETF is of the order of 11 basis points for purchases and 12 basis
points for sales. This means that on a roundtrip trade the investors in investing in
ADR face greater transaction costs of the order of 23 basis points compared with
investors in investing in ETF. Second, investors are at a disadvantage investing
in ADR relative to in CEF on average. The average disadvantage of investing in
ADR relative to CEF is of the order of 10 basis points for purchases and 13 basis
points for sales. This means that on a roundtrip trade the investors in investing in
ADR face greater transaction costs of the order of 23 basis points compared with
investors in investing in CEF. Third, there are no signicant evidence to show
whether the investors are at a disadvantage investing in ETF relative to in CEF
on average. The average disadvantage of investing in CEF relative to ETF is of
the order of 1 basis points for purchases but the average disadvantage of investing
in ETF relative to CEF is of the order of 1 basis points for sales. I could also
infer that institution investors trade at a disvantageous price relative to individual
investors on average. Those results might come from the di¤erence of Leading
ADR, ETF, and CEF.
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3.3.2 Correlation of the trades: Leads and Lags of the Three Securites
In my sample, the paired leading ADR, ETF, and CEF are from the same country
and their trading behaviour might be corrlated by intuition. In order to investigate
the trading behaviour of the three securities, the natural questions are (1) how
trading di¤ers, in real time, among the three related securities? (2) what is the
relative relation of returns, quoted spread, volume and volatility among the three
securities?
I use the VAR model to estimate the relation of return, quoted spread, volume
and volatility among the three types of securites. Vector Xt can be expressed in
terms of current and lagged innovations:
Xt = A0 +
kX
j=1
AjXt j + ut (3.3.1)
Where Xt = fV 1t ; V 2t ; V 3t g represents return, quoted spread, volume and volatility
of the leading ADR, ETF, and CEF respectively. Also I use granger-causality test
to show whether the return, quoted spread, volume and volatility of one security
granger cause those of the other security.
Table 3.5 presents the results of the VAR on the returns of the leading ADR,
ETF, and CEF. And 2(6) show the results of the Granger Causality test for the
relations of the returns of the leading ADR, ETF, and CEF. It only presents the
coe¢ cients of the returns of one security on the lag returns of the other two for
last period and the past 6th period. The returns of leading ADR are signicantly
positively related to the past returns of ETF (except Israel, Canada and emerging
market) and CEF. The returns of ETF are signicantly positively related to the
past returns of leading ADR (except Israel, Canada and emerging market) and
CEF (except Canada). The returns of CEF are signicantly positively related to
the past returns of leading ADR (except China and Israel) and ETF. The granger
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causality test shows that the past returns of the other two securites granger cause
the current returns of one security. On average, the returns of leading ADR are
2.6% related to the past returns of ETF and 2.7% related to the past returns of
CEF. The returns of ETF are 0.8% related to the past returns of leading ADR and
1.2% related to the past returns of CEF. The returns of CEF are 0.6% related to
the past returns of leading ADR and 1.4% related to the past returns of ETF. The
results verify our hypothesis that leading ADR, ETF, and CEF are correlated and
we could forecast the future returns of one security by the past returns of the other
two. That is, if we observe increasing returns of one security, we could forecast the
directions of the other two.
Table 3.6 presents the results of the VAR on the volumes of the leading ADR,
ETF, and CEF across the countries. And 2(6) show the results of the Granger
Causality test for the relations of the volumes of the leading ADR, ETF, and CEF.
It only presents the coe¢ cients of the volumes of one security on the lag returns of
the other two for last period and the past 6th period. There are not a clear relation
of the current volume and the past volume among the leading ADR, ETF, and CEF
across all the countries. The volume of leading ADR is positively related to the
past volume of ETF except Singapore, Hongkong, India for the Asian countries,
Russia, Chile, and Israel. The volume of leading ADR is negatively related to the
past volume of ETF for the European countries. The volume of leading ADR is
positively related to the past volume of CEF except Australia, Singapore, Spain,
and Canada. The volume of ETF is negatively related to the past volume of
leading ADR except Australia, Japan, China, India, Korea, Taiwan, UK, Russia,
and Israel. The volume of CEF is positively related to the past volume of leading
ADR except Australia, Singapore, Japan, Taiwan, and Canada. The patterns of
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trading volume among the di¤erent countries are diversied.
Table 3.7 presents the results of the VAR on the volatilities of the leading ADR,
ETF, and CEF across the countries. And 2(6) show the results of the Granger
Causality test for the relations of the volatilities of the leading ADR, ETF, and
CEF. On average, the volatilities of one security is positively related to the past
volatilities of the other two. There are some exceptions. The volatilities of leading
ADR is negatively related to the past volatilities of ETF for South Africa and
Canada and vice versa. On average, the volatilities of leading ADR are 2.75%
related to the past volatilities of ETF and 3.43% related to the past volatilities of
CEF. The volatilities of ETF are 1.56% related to the past volatilities of leading
ADR and 1.11% related to the past volatilities of CEF. The volatilities of CEF are
1.25% related to the past volatilities of leading ADR and 1.35% related to the past
volatilities of ETF. In short, the risks associated with the trading are approaching
the same direction among the three securities leading ADR, ETF, and CEF. Table
8 presents the results of the VAR on the quoted spreads of the leading ADR, ETF,
and CEF across the countries. And 2(6)show the results of the Granger Causality
test for the relations of the quoted spreads of the leading ADR, ETF, and CEF.
On average, the spreads of one security is positive related to the past spreads of
the other two securities. The spreads of leading ADR is negatively related to the
past spreads of ETF for India, Belgium, Spain, Chile, Israel, South Africa, and
Latin America. The spreads of ETF is negatively related to the past spreads of
leading ADR for Hongkong, India, Spain, and South Africa. The spreads of CEF
is negatively related to the past spreads of leading ADR for Germany.
Table 3.5-3.8 present the leads and lags of the relations about the returns,
volume, volatilities, and quoted spreads among the three securities, leading ADR,
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ETF, and CEF. In summary, the trading behaviour of the three securities are
highly correlated. The results verify our hypothesis that the three securities leading
ADR, ETF, and CEF are correlated and we could forecast the future returns of
one security by the past returns of the other two.
3.4 DYNAMICRELATIONBETWEENORDER IMBAL-
ANCE AND RETURNS AMONG THE THREE SE-
CURITIES
In last section, I get the results that the trading behaviour of the three securities
are highly correlated. The main focus of this section is on the concurrent and past
order ow-return relation of the three securities. Inferences about this relation are
potentially a¤ected by the time-series properties of each variable. In particular,
order ow is highly predictable. If net buy-sell imbalances by one security respond
systematically to past returns, VAR systems are estimated to get a more complete
picture of the dynamics of the e¤ect of returns on net order imbalances.
3.4.1 Regressions of Net Buy-Sell Imbalance and Short-Horizon Re-
turns
In section 3.2, I dene the price-setting buys and sells by using the algorithm de-
veloped by Lee and Ready (1991). For each 5 minute interval for all the three
securities across the countries, I compute price-setting order imbalances by secu-
rity type by subtracting the "price-setting" sell volume from the price-setting buy
volume, and then normalizing by the stocks average 5-minute price-setting vol-
ume over the sample period. A "price-setting buy" (sell) trade for one security,
for example, is a trade where the buy (sell) order of that security came after the
sell-side (buy-side) order that it is matched to, and hence made the trade possible.
VARs have been used by Froot et al. (2001), Karolyi (2002), Dahlquist and
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Robertsson (2004) to examine the correlation between inows and returns. I use
the VAR model to estimate the relation of net order imbalances and returns among
the three types of securites. Vector Yt can be expressed in terms of current and
lagged innovations:
Yt = A0 +
kX
j=1
AjYt j + ut (3.4.1)
Where Yt = fOIB1t ; OIB2t ; OIB3t ; R1t ; R2t ; R3tg represents net order imbalances
and returns of the leading ADR, ETF, and CEF respectively. The lag length
is chosen as k = 6 by Akaike and Schwartz-Bayes criteria. Panel A-E of table
3.9 summarize the average coe¢ cients of the VARs across all the countries, the
regions of the Asia and Pacic, Europe, Latin America, and Emerging Market
when the dependent variables are OIB1t ; OIB
2
t ; OIB
3
t ; R
1
t ; R
2
t ;and R
3
t . In Table
3.9, order imbalance (return) is regressed on concurrent and lagged returns (order
imbalance) and lagged order imbalance (returns). The rst three columns develop
the relation between ow and predetermined variables-lagged returns and ow.
First, as shown in Table 3.9, order imbalance is correlated with past order
imbalance. Second, order imbalance is strongly dependent on lagged returns. I
use order imbalance of ADR as an example. Order imbalance of ADR is 15.33%
related on lag order imbalance of ADR, 4.3 basis point on ETF, and 7.3 basis
point on CEF. Order imbalance of ADR is 46.16% related on lag returns of ADR,
17.24% on ETF, and 21.76% on CEF. They are both economic and statistically
signicant. Lagged returns and order imbalances of the three securities explain
the variations of the order imbalances. There are some exceptions shown in Panel
B-E. The net order imbalances of ADR are negatively related with the past returns
of ADR in European and Latin American countries and with the past returns of
ETF in Latin American countries.
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The column 4-6 of Table 3.9 presents regressions of returns on concurrent and
lagged order imbalances. First, returns is correlated with past order imbalance.
Second, returns is strongly dependent on lagged returns. I use returns of ADR as
an example. Returns of ADR is 33.47% related on lag order imbalance of ADR,
1.08% on ETF, and 1.71% on CEF. Returns of ADR is -18.56% related on lag
returns of ADR, 6.0 basis point on ETF, and 3.7 basis point on CEF. They are
both economic and statistically signicant. Returns of one security are negatively
related to Lagged returns of itself and positively related to lag returns of the other
two securities.
The association between order ow and returns potentially reects a causal re-
lation from order ow to returns, but it could also reect positive feedback trading
by investors (returns causing ow), or a joint reaction of both returns and order
ow to economic news. The results of VAR model tell us that the trading of the
three securities are positively correlated and the buy and sell trades of one security
are not only decided by the net order imbalances and past returns of the certain
security itself but also the net order imbalances and past returns of the other two
securities.
This results makes intraday feedback trading explanations somewhat more
plausible. If the increasing returns are observed, the buy trades of one security take
place. If the decreasing returns are observed, the sell trades of one security take
place. On average, the returns of one security are positively correlated with the
past net order imbalances, past returns of the other two securities and negatively
correlated with the past returns of the same type of security. The results of these
regressions indicate that the trading by the three securities is a powerful predictor
of future returns of the three securities themselves.
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3.4.2 Trading Strategies and Robustness Check
Most research in the literature are focusing on the relation between the net trading
and returns among di¤erent type of investors institution, individual, and foreign
investors.Those research above have the dataset that could classify the traders
as institution, individual and foreign investors for some certain countries. They
investigate stock returns around the time of trades initiated by a certain type of
investors such as foreign investors. In this paper, I want to investigate the relation
between the net trading and returns among the three securities leading ADR, ETF,
and CEF across the countries. ETFs are more accessible and more convenient
trading vehicles for smaller orders or orders motivated by liquidity needs.
The presence of liquidity traders may attract informed traders to take advan-
tage of potential prot opportunities in the ETF market. The closed end fund
is more likely to be dominated by behaviorally biased individual small investors
while ADR is more likely to be dominated by institutional traders. In this sense I
could infer some interesting results from the relation between the net trading and
returns among the di¤erent type of securities to the di¤erent type of investors.
In the last section, I get the results that the order imbalances and returns are
correlated with the past order imbalances and returns. I want to further check the
trading behavior among the three securities. I examine the extent to which intense
net buying or selling by one security is related to the three securitiespast returns
and the extent to which such intense net trading by certain type of securities
predicts future returns. One methodology I use is to investigate the cumulative
returns around the largest and smallest buying and selling activity of the three
securities leading ADR, ETF, and CEF.
The results are summarized in table 3.11. For each security, I select the trades
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with the highest 5% and lowest 5% trading volume. All the trades are time-
stamped in 5-minute interval. Then I calculate the average cumulative midquote
returns of the three securities before and after the heaviest and lightest trading
of one certain type of security. Panel B presents the cumulative midquote returns
of leading ADR, ETF, and CEF around the largest and smallest buying activities
of one security. I show the average cumulative midquote returns over windows
[ k; 1]; 0; [1; k]; [ j; 0], and [0; j], k = 1; 5; 10; 15; 20; and j = 5; 10; 20. The
intense buy trades of one security take place when the returns of that certain
type of security are increasing. Associated with the largest buying activity, the
returns of the other two securities are also increasing. There exists abnormal
returns around the intense buy trades. Panel C presents the cumulative midquote
returns of leading ADR, ETF, and CEF around the largest v.s smallest selling
activities of one security. The intense sell trades of one security take place when
the returns of that certain type of security are decreasing. Associated with the
largest selling activity, the returns of the other two securities are also decreasing.
There exists abnormal returns around the intense sell trades as well. This results
are very important. I nd that the buy trades of one security take place after
returns increase and sell trades after returns decrease.
Part (d) of Panel B and C in Table 3.11 present the relative di¤erence of
returns between the largest and smallest trading among the three securities. I
calculate the average cumulative midquote returns over windows [ k; 0]; 0; [0; k]
and k = 5; 10; 20. Panel B part (d) show that the cumulative returns are higher at
smallest buying than at largest buying. ETF has always higher returns than ADR
and CEF no matter when it is heavily or lightly buying. ADR has a higher return
than CEF when heavily buying and a lower return than CEF when lightly buying.
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Panel C part (d) show that the cumulative returns are higher at largest selling than
at smallest selling. ETF has always lower returns than ADR and CEF no matter
when it is heavily or lightly selling. ADR has a lowher return than CEF when
heavily selling and a higher return than CEF when lightly selling. The cumulative
returns of CEF around the sell trades are higher than that of leading ADR and
ETF. I could infer that the individual investors do better than institution investors
when selling.
I also investigate the average price around the largest and smallest buying
and selling activity of the three securities leading ADR, ETF, and CEF. The
results are summarized in table 3.12. Using the same method, I calculate the
average prices of the three securities over windows [ k; 1]; 0; [1; k]; [ j; 0], and
[0; j], k = 1; 5; 10; 15; 20; and j = 5; 10; 20, which presents the average prices just
before and after the largest v.s. smallest trades of one security. Panel B show that
the intense buy trades of one security take place when price increases. Associated
with the largest buying activity, the prices of the other two securities are decreasing
on the opposite. There exists abnormal prices around the intense buy trades. Panel
C show that the intense sell trades of one security take place when price decreases.
Associated with the largest selling activity, the prices of the other two securities
are increasing on the opposite. There exists abnormal prices around the intense
sell trades as well. In short, investors buy one security when price increases and
sell when price decreases. So the trading of leading ADR, ETF, and CEF follows
the positive feedback trading.
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3.4.3 Impulse Response and Predictibility of Order Imbalance and Re-
turns
In this section, I want to investigate (1) the impulse response between order im-
balances and returns; (2) the predictibility of past returns and order imbalances
for future returns of three securities.
To understand the dynamic properties of order imbalance and returns, we com-
pute impulse response functions (IRFs) for order imbalance and returns. The IRF
traces the impact of a one-time, unit standard deviation, positive shock to one
variable on the current and future values of order imbalances and returns of three
securities. Since the innovations are correlated (as we shall show), they are or-
thogonalized. Specically, the inverse of the Cholesky decomposition factor of the
residual covariance matrix is used to orthogonalize the impulses. When comput-
ing the IRF, we need to choose a specic ordering of the endogenous variables
since di¤erent orderings may result in di¤erent responses. Our focus is on the
dynamic relation between order imbalances and returns. I choose the order im-
balances as the rst in the ordering then returns last27. The following ordering
I use to compute the IRFs is OIBADR, OIBETF; OIBCEF; RETURNADR;
RETUREETF;RETURECEF .
The contemporaneous and past correlations of order imbalance and return in-
novations, reported in Table 3.10, show that order imbalances and returns mostly
have positive correlations with contemporaneous order imbalance and returns among
three securities. However, order imbalances and returns mostly have negative cor-
relations with past order imbalance and returns. Figure 3.1 illustrate the impulse
response of order imbalance and returns to a unit standard deviation shock of or-
27I dont know the theoretical guidance regarding the relative ordering of returns and order
imbalances and, in any case, it doent a¤ect the empirical results.
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der imbalance and returns. Monte Carlo two-standard-error bands are provided
to gauge the statistical signicance of the responses. In particular, lagged returns
of ADR have a coe¢ cient of 0.4616, with a t-statistic of 18. Thus, a one-standard
deviation shock to returns is associated with an 0.46 of one standard deviation
shock to order imbalance of ADR on the following period. Figure 1a-1f show that
the future order imbalance and returns go up if they face a positive unit standard
deviation shock of order imbalance and returns. It reinforces the positive relation
between order imbalance and returns. A positive correlation suggests that net
ows anticipate future fund returns.
Since I use the VAR model to estimate the relation of net order imbalances and
returns among three types of securites in the last section, I can use the modied
model to predict future returns. Vector Yt+1can be expressed in terms of current
and lagged innovations:
Yt+1 = A0 +
kX
j=1
AjYt j+1 + ut (2.4.2)
Where Yt = fOIB1t ; OIB2t ; OIB3t ; R1t ; R2t ; R3tg; j = 1; 2;    ; 6;represents net order
imbalances and returns of the leading ADR, ETF, and CEF respectively. Figure
3.2 show the forcasting results of order imbalances and returns. Figure 3.2a show
the future order ow of ADR goes down. Figure 3.2b and 3.2c show the future
order ow of ETF and CEF go up. Figure 3.2d-3.2f show the future returns go
down rst then go up again.
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3.5 DISCUSSION ON TRADING BEHAVIOR OF ADR,
ETF, AND CEF
3.5.1 Liquidity as a driver of Returns and Order Flow
How can I explain the trading bahavior of ADR, ETF, and CEF? It might be
due to the liquidity, information or behaviour reasons. First, I do some test on
the relationship between liquidity and trading of the three securities leading ADR,
ETF, and CEF. Admati and Peiderer (1988) show that informed investors seek
to execute their trades at times when the market is liquid and active to minimize
market impact and to prevent other market participants inferring their information.
I hypothesize that the investors who want to invest in foreign quities seek to execute
their trades at times and places when liquidity is relatively higher, that is, the bid-
ask spread is lower and depth is higher.
I investigate the average quoted spreads and depths around the largest and
smallest buying and selling activity of the three securities leading ADR, ETF, and
CEF. For each security, I select the trades with the highest 5% and lowest 5% trad-
ing volume. All the trades are time-stamped in 5-minute interval. Quote spread
and depth are computed as ((bid ask)=((bid+ask)=2)), depth ((bidsiz+asksiz)=2)
respectively. Then I calculate the average quote spreads and depths of the three
securities over windows [ k; 1]; 0; [1; k]; [ j; 0], and [0; j], k = 1; 5; 10; 15; 20; and
j = 5; 10; 20, which presents the average quote spreads just before and after the
largest v.s. smallest trades of one security. The results are summarized in the table
3.13 and 3.14. If our hypothesis is correct, we should nd that liquidity (proxied
with quoted spread and depth) is particularly high just before the heaviest trading
events, and liquidity is particularly low just before the lightest trading events. The
results from table 3.12, I dont nd the strong evidence to support my hypothesis
trading in investing in the leading ADR, ETF, and CEF takes place when liquidity
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is relatively higher. When the trading of the three securities are extremely heavy,
the bid-ask spread is larger than the spread when the trading of the three securities
is very light. Yet the results of table 3.13 support my hypothesis. When the trad-
ing of the three securities are extremely heavy, the depth is larger than the spread
when the trading of the three securities is very light. So the evidence provided by
table 3.12 and 3.13 are not enough or persuasive to explain the trading behaviour
of the leading ADR, ETF, and CEF.
3.5.2 Positive Feedback Trading and Information
Information Returns and order ow could move together in response to new
information that is relevant for valuation. Brennan and Cao (1996) show mutual
fund investors are relatively uninformed about the distribution of returns on the
risky asset. Thus, after news is released, mutual fund investors are net buyers
(sellers) in response to public release of good (bad) news. Although the model
does not explicitly predict that ow will lag returns, Brennan (1998) argues that a
lag of one or several days is consistent with information driving returns and ow,
if some investors do not stay attuned to the latest news.
There are related literature on trading across markets and information. Eun
and Shim (1989) study daily data from a number of exchanges around the world
and nd that shocks to U.S. equity markets are transmitted to other equity mar-
kets, but not vice versa. Hamao, Masulis, and Ng (1990) use open-to-close and
close-to-close data and nd that both volatility and return innovation spill across
markets. These lagged e¤ects appear to be largely due to the informational e¢ -
ciency of the U.S. market at incorporating information about shocks common to
several markets. Craig, Dravid, and Richardson (1995) nd that Japanese Nikkei
index futures traded on the CME in the U.S. provide complete information about
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contemporaneous overnight Japanese index returns. Karolyi and Stulz (1996) use
Japanese ADRs to explore whether the magnitude of the co-movement of Japanese
stocks with the U.S. market can be explained via rnacroeconornic factors. They
nd that the contemporaneous movement between U.S. stocks and Japanese stocks
is strong, but not driven by macroeconomic information. In summary, empirical
work on international return behavior suggests that foreign stocks respond con-
temporaneously or with a lag to common news that they share.
The explanation in the last section can not best explain the trading behaviour
of the investors investing in the three securities. Then I want to examine how
the trading of the three securities are related to market information and whether
the protability and contribution to price discovery of the trading are consistent
with informed trading. The three securities leading ADR, ETF, and CEF are
selected from the same country and they may belong to the same information set.
My hypothesis is the trading behaviour of the three securities might come from
the correlated information set. Gri¢ n, Harris, and Topaloglu (2003) and Bailey,
Mao and Sirodom (2006) use the regression of the net order imbalances on lag net
order imbalances and lag returns to explore the relation between the trading and
infomation. I have already summarized the VAR model of net order imbalances
and returns in table 3.9.
The slope coe¢ cients on lagged net order imbalances indicate whether the
current net order imbalance is correlated with the previous net order imbalances.
The slope coe¢ cients on lagged returns reveal momentum or contrarian trading
strategies. The results of VAR model tell us that the trading of the three securities
are correlated and the buy and sell trades of one security are not only decided by
the net order imbalances and past returns of the certain security itself but also the
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net order imbalances and past returns of the other two securities. The inclusion
of lagged net order imbalances and lagged returns of the three securities allows us
to see the trading activity on one security is related to investing on the other two
securities, implying that traders use the correlated shared information set of the
three securities.
Positive Feedback Trading Most research in the literature are focusing on
the relation between the net trading and returns among di¤erent type of investors
institution, individual, and foreign investors. Dornbusch and Park (1995) contend
that the trades of foreign investors are a¤ected by past returns, so that they buy
when prices have increased and sell when they have fallen. Such a practice is
called positive feedback trading, Bohn and Tesar (1996) and Clark and Berko
(1996), show a positive contemporaneous relation between equity ows and stock
returns using monthly data. Choe, Kho, and Stulz (1999) nd strong evidence
of positive feedback trading and herding by foreign investors before the period of
Koreas economic crisis. Froot, OConnell, and Scasholcs (1998) investigate the
relation between equity ows and stock index returns with trades of 44 countries
using State Street Bank& Trust database, and nd strong evidence that ows into
a market are positively correlated with lagged returns in that market. They suggest
that this positive feedback trading may be evidence that some foreign investors use
returns to extract information about future returns. Richards (2005) show positive
feedback trading with respect to global, as well as domestic, equity returns using
the dataset that contain the aggregate daily trading of all foreign investors in six
Asian emerging equity markets.
DeLong, Shleifer, Summers, and Waldmann (1990) show that passive traders
and rational speculators trade on rm fundamentals and/or superior information,
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while positive-feedback traders simply buy when prices rise and sell when prices
fall. They provide examples that positive feedback trading can make sense for
mutual fund investors. If some stocks react slowly to economic news, then a
funds portfolio return during the day will be positively autocorrelated. Hong and
Stein (1999) show that momentum traders can make prot by implementing simple
strategies such as trendchasing.
The results in section 3.4 show that investors buy one security when price
increases and sell when price decreases. So the trading of leading ADR, ETF, and
CEF follows the positive feedback trading. This indicates that investors tend to
be momentum traders, and they use returns information from the trading of the
three securities to guide the direction of their trading. If the increasing returns
are observed, the buy trades of one security take place. If the decreasing returns
are observed, the sell trades of one security take place. Positive feedback trading
could be a good explanation for the trading behaviour of the investors investing in
the three securities.
3.5.3 Trading Bahaviour and Market E¢ ciency
In the last section, I get the conclusion that the trading bahaviour could be ex-
plained by positive-feedback trading and momentum traders. A deeper question is
whether this e¤ect improves or hampers the market e¢ ciency. This section inves-
tigates this question. Theoretically it is not clear whether or not positive-feedback
trading improves the market e¢ ciency. On one hand, positive-feedback trading
could improve market e¢ ciency if it speeds up the correction of stock mispricing.
Specically, if market underreact to positive (negative) news and thus underprice
(overprice) the past winners (losers), then positive-feedback trading can speed up
the price adjustment process by pushing the winners (losers) further to the "cor-
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rect" level. On the other hand, positive-feedback trading could deteriorate market
e¢ ciency by driving stock prices further away from their fundamentals if such trad-
ing is unrelated to information on rm fundamentals or is induced by overreaction.
This section is an attempt to disentangle the above two possibilities.
De Long, Shleifer, Summers and Waldmann (1990a) show one might conjecture
that increased individual trading can make stocks more volatile or riskier. That
is the higher returns following an increase in net order imbalances may simply
be compensation for the increased risk. Lakonishok, Shleifer, and Vishny (1992)
claim that positive-feedback trading and herding have potential to destabilize stock
prices; however, they nd little supporting evidence in their pension fund sample.
Wermers (1999) nds that mutual fund herding stabilizes stock price by speed-
ing up the price adjustment process. I investigate the average return volatilities
around the largest and smallest buying and selling activity of the three securi-
ties leading ADR, ETF, and CEF. For each security, I select the trades with the
highest 5% and lowest 5% trading volume. All the trades are time-stamped in
5-minute interval. Return volatility is computed as absolute value of the midquote
return. Then I calculate the average return volatilities of the three securities over
windows [ k; 1]; 0; [1; k]; [ j; 0], and [0; j], k = 1; 5; 10; 15; 20; and j = 5; 10; 20,
which presents the average return volatilities just before and after the largest v.s.
smallest trades of one security. The results are summarized in the table 3.15. The
results from table 3.15 show a pattern that volatility increases prior to intense trad-
ing and subsequently decreases. However, the magnitude of the volatility shown
in table 3.15 is quite small (about 10% of the average standard deviation), and
volatility goes down back to the normal level afterwards. Therefore, it seems that
the increase in volatility I observe is too small to explain the trading and returns
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I observe. The dataset I use is at a tick-by-tick high frequency and the increase
in volatility might be temporary at this frequency. So the evidence of empiri-
cal results could not reject the hypothesis that positive-feedback trading improves
market e¢ ciency.
3.6 CONCLUSION
This paper examines the trading behaviours among the related foreign securities
ADR, ETF, and CEF. A summary of the major ndings in this paper is as fol-
lows. First, I nd that ADR trades at a relative disadvantage transaction price in
comparison to ETF and CEF on average.
Second, I use the VAR model to estimate the relation of return, volume, liq-
uidity and volatility among the three types of securites. On average, the returns,
volatilities and liquidities of one security are positively related to the past returns,
volatilities and liquidities of the other two. The results verify our hypothesis that
the trading behaviours of leading ADR, ETF, and CEF are correlated.
Third, I examine the short-horizon dynamic relation between the order im-
balance and both past and subsequent returns by type of securities using high-
frequency intraday data. I nd that the investors buy when returns and prices
increase and sell when returns and prices decrease. The trading of leading ADR,
ETF, and CEF follows the positive feedback trading. The results show that the
trading of the three securities are positively correlated and the buy and sell trades
of one security are not only decided by past order imbalances and returns of the
certain security itself but also by past order imbalances and returns of the other
two securities. Furthermore, the past order imbalances and returns of the three
securities can do a good job in predicting future returns of leading ADR, ETF,
and CEF.
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Fourth, I explain the trading bahaviour of leading ADR, ETF, and CEF. I ex-
amine the average quoted spreads, depths and volatilities around the largest and
smallest buying and selling activity of the three securities leading ADR, ETF, and
CEF. There is not persuasive evidence on the liquidity reasons and the compen-
sation for the increased risk to explain the trading behaviour of three securities.
Positive feedback trading bahavior indicates that investors tend to be momentum
traders, and they use the correlated shared information set from the trading of the
three securities to guide the direction of their trading.
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Table 3.9 Explaining the Price-setting Buy-Sell Imbalance and Short-Horizon 
Returns 
This table presents the results of VAR model on the net order imbalances and short-horizon 
returns. I define the price-setting buys and sells by using the algorithm developed by Lee and 
Ready (1991). For each 5 minute interval for all the three securities across the countries, I 
compute "price-setting" order imbalances by security type by subtracting the price-setting sell 
volume from the price-setting buy volume, and then normalizing by the stock's average 
5-minute price-setting volume over the sample period. Vector Yt can be expressed in terms of 
current and lagged innovations: Yt=At+∑AjYt-j+ut , where Yt={OIBt¹, OIBt², OIBt³, Rt¹, Rt², Rt³} 
represents net order imbalances and returns of the leading ADR, ETF, and CEF respectively. 
The lag length is chosen as k=6 by Akaike and Schwartz-Bayes criteria. Panel A-F show the 
average coefficients of the VARs across all the countries when the dependent variables are 
OIBADR, OIBETF, OIBCEF, ReturnADR, ReturnETF, and ReturnCEF. Panel A summarizes 
the results of VARs on order flows and returns. Panel B-E also summarizes the coefficients of 
VARs in the regions of Asia and Pacific, Europe, Latin America, and Emerging Market 
respectively. Dependent variables are denoted by 1-6. 1 is OIBADR; 2 is OIBETF; 3 is 
OIBCEF; 4 is ReturnADR; 5 is ReturnETF; 6 is ReturnCEF; 
  Panel A      
 Lag 1 2 3 4 5 6 
OibADR 1 0.1533 0.0042 0.0061 0.3347 0.0133 0.0183 
 2 0.0669 0.0028 0.0041 0.0772 0.0055 0.0110 
 3 0.0525 0.0026 0.0027 0.0163 0.0135 0.0053 
 4 0.0449 0.0022 0.0022 -0.0050 0.0004 0.0085 
 5 0.0396 0.0017 0.0020 -0.0120 0.0100 0.0067 
 6 0.0414 0.0036 0.0021 -0.0283 0.0024 0.0108 
OibETF 1 0.0043 0.1573 0.0080 0.0108 0.2403 0.0248 
 2 0.0037 0.0773 0.0062 0.0034 0.0772 0.0273 
 3 0.0019 0.0583 0.0063 0.0027 0.0354 0.0150 
 4 0.0036 0.0481 0.0029 -0.0062 0.0147 0.0181 
 5 0.0031 0.0426 0.0036 0.0014 0.0071 0.0062 
 6 0.0026 0.0459 0.0051 0.0067 0.0023 -0.0047 
OibCEF 1 0.0073 0.0103 0.1444 0.0171 0.0130 0.4102 
 2 0.0026 0.0075 0.0686 0.0006 0.0097 0.1982 
 3 0.0046 0.0045 0.0467 0.0086 0.0083 0.1171 
 4 0.0066 0.0056 0.0398 -0.0092 0.0046 0.0951 
 5 0.0027 0.0067 0.0368 -0.0005 -0.0013 0.0560 
 6 0.0057 0.0075 0.0352 -0.0103 -0.0001 0.0734 
ReturnADR 1 0.4616 1.3667 1.6496 -0.1856 0.0103 0.0147 
 2 0.8587 0.9914 1.4500 -0.0654 0.0113 0.0139 
 3 1.3044 0.1782 1.1159 -0.0310 0.0107 0.0177 
 4 1.0692 0.5584 0.7099 -0.0128 0.0106 0.0124 
 5 0.7346 0.2581 0.8568 -0.0077 0.0080 0.0063 
 6 1.4635 -0.1333 0.7278 -0.0047 0.0054 0.0063 
ReturnETF 1 0.1724 1.2594 0.2483 0.0060 -0.1157 0.0112 
 2 0.2588 1.1127 0.3553 0.0046 -0.0641 0.0162 
 3 0.2647 0.9783 0.3780 0.0042 -0.0411 0.0128 
 4 0.1341 0.9419 0.6550 -0.0003 -0.0259 0.0136 
 5 0.1520 1.1554 0.3814 0.0005 -0.0196 0.0071 
 6 0.3444 1.5092 0.6978 0.0008 -0.0125 0.0066 
ReturnCEF 1 0.2176 0.3304 1.0980 0.0037 0.0051 -0.1385 
 2 0.1878 0.3541 0.8153 0.0028 0.0050 -0.0935 
 3 0.1600 0.2586 0.7703 0.0031 0.0050 -0.0681 
 4 0.2230 0.2922 0.7522 0.0025 0.0048 -0.0489 
 5 0.2028 0.2694 0.7352 0.0003 0.0025 -0.0369 
 6 0.1901 0.2995 0.7681 0.0012 0.0017 -0.0272 
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Chapter 4
Endogenous Information Acquisitions, Cost of Capital,
and Comovement of Equity Returns
4.1 INTRODUCTION
The study of the comovement of asset returns has recently received great interests
in nance literature. The cause of stock market covariation remains a puzzling is-
sue. There are di¤erent theories that explain the comovement of the asset returns28.
The traditional asset pricing theory shows that comovement in returns must be due
to correlation in fundamental value. We call it fundamentals-based comovement.
In behaviour literature, there exists an alternative theory which argues that return
comovement is delinked from fundamentals due to market frictions or noise-trader
sentiment. Friction-basedand sentiment-basedcomovement come from three
specic variables: the category, habitat, and information di¤usion views (Barberis,
Shleifer, and Wurgler (2005)). Empirical evidence cannot easily be explained by
the fundamentals-based view of comovement so many scholars think it might be
evidence of investor irrationality and t with the friction-based or sentiment-based
views. We want to revisit traditional asset pricing theory by introducing informa-
tion market and try to give a good explanation for comovement of asset returns.
We call it information-based comovement.
Trading based on private information and cost of information acquisitions could
be potential causes of the comovement in stock returns if agents have superior
knowledge about the common factors of the stock returns. On the other side, it
is very common to explain why individuals trade assets in stock markets because
28Researchers have uncovered numerous patterns of comovement in asset returns. There are
strong common factors in the returns of small-cap stocks, value stocks, closed-end funds, stocks
in the same industry, and bonds of the same rating and maturity. There is common movement
of individual stocks within national markets and also among international markets.
196
of their access to di¤erent information. To motivate di¤erences in information,
it is typically assumed that information is costly to acquire, so that some agents
will buy information and some will not. But this explanation raises a lot of in-
teresting questions: How much information will be acquired about stocks? How
will this information be reected in prices? How do informed and uninformed
traders interact with one another? Does cost of the information acquisition a¤ect
the returns? Yet it is challenging to answer these questions. The reason is that in
an equilibrium where information is costly to acquire, agents who choose not to
purchase information nevertheless extract some information from the prices they
observe, and so their demand will depend on the distribution of equlibrium prices.
Information-based comovement has not been widely accepted because it is di¢ -
cult to model information acquisitions and test the comovement based on data of
investorsinformation.
To answer those questions, we introduce information market into the tradi-
tional asset pricing model and our model is based on the Grossman-Stiglitz rational
expectations model (Grossman and Stiglitz (1980)) and employs specication of
endogenous information acquisitions (Verrecchia (1982)). With endogenous costly
information acquisitions, informed investors choose the level of precision of private
information and pay cost of information acquisitions and make their trading deci-
sions based on their information set. It will increase the price informativeness and
have a better price quality if investor acquire more private signals and higher level
of precision of private information. When the information is not costly, on average,
the informed investors always trade more and gain higher expected returns than
the uninformed with more private information. The most important results from
this paper are the information structure and correlations of information costs do
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explain the comovement of the asset returns. A private information signal must
have two features to produce comovement: First, its information set contains infor-
mation not only about the value of the asset itself but also the value of many other
assets; Second, it must be observed by many investors since the informed investors
pay for acquiring it. The common source of information adds a new common shock
to the assets, which causes apparent excess covariance in their returns. But if in-
formed investors aggressively obtain abundant private informtion, it will decrease
the comovement. In this sense, endogenous acquisitions of private information can
be an important factor which a¤ect the comovement of asset returns.
This paper also discusses about the information and cost of capital. Ohara
and Easley(2004) investigate the role of information in a¤ecting a rms cost of
capital with exogenous information acquisitions. In our model, with endogenous
information acquisitions, it lowers required risk premium and reduces the cost of
captial with more informed investors and more private information signals. An-
other important result we get is that it raises companys cost of capital with a
greater precision of private information and higher information cost. Ohara and
Easley(2004) show that greater precision of both private and public information
directly lowers companys cost of capital because it will lower the riskiness of the
asset to the uninformed. Firms could increase information disclosure to reduce cost
of captial. Our result is just opposite to theirs. Costly information acquisitions will
a¤ect the cost of capital through two channels. First, a higher level of precision
of private information, which pays a higher cost of information acquisitions, im-
proves the price informativeness and it requires higher expected returns and raises
the cost of capital. Second, informed investors pay for the private information
and it can not be reected in the trading price immediately. Uninformed investors
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can not easily infer the information from prices when private information is costly.
The rm will disclose the information to the investors by the information market.
Investors pay lower information cost for the high-demand information and pay
higher information cost for the low-demand information. Firms could lower their
cost of capital either by reducing the extent of private information or by increasing
its dispersion across traders. On the other side, rms do not want to disclose the
private information because of the moral hazard problems of self-reporting infor-
mation or they want to make more prot by charging the information fees. Private
information is not directly disclosed to the public and it raises the cost of capital.
The empirical literature on comovement has uncovered many facts that sup-
port a link between comovement and asymmetric information. Existing studies
(See King, Sentana, and Wadhwani (1994), Karolyi and Stulz (1996) and Con-
nolly and Wang (2003)) show that macroeconomic factors, such as macro news
announcements and interest rate shocks, have a limited impact on international
equity returns and are not responsible for the comovements. Albuquerque, Bauer
and Schneider(2006) show that private information can explain the comovement of
the asset returns across countries. Durnev, Morck, Yeung, and Zarowin(2003) show
that having more institutional investors who acquire more information reduces co-
movement. Hameed, Morck and Yeung (2005) nd that hiring more analysts are
providing information that can produce comovement by using CRSP and IBES
data (1984-2003). It veries that information acquisition could be a good pre-
dictor for the comovement. Furthermore, rms with more analyst coverage have
returns that predict more of the variation in other rmsreturns, after controlling
for covariance in fundamentals.
Our study is closely related with a growing literature which attempts to link the
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microstructure literature with asset pricing. Easley and Ohara(2004) developed
a theoretical model to show why equilibium di¤erences in asset returns will arise
due to private information. Assets with greater private information and less public
information will command a risk premium in equilibrium. This model provides a
basis for analyzing the specic e¤ects of private and public information on asset
returns as well as for showing why factors such as microstructure would a¤ect asset
returns. Easley, Hvidkjaer and Ohara(2002) showed empirically that information-
based trading and rm size are the predominant factors to explain the returns.
Veldkamp (2006) introduces markets for information that generate high price co-
variance within a rational expectations framework allowing xed information costs.
Di¤erently from Veldkamp (2006), we allow each individual investors purchase dif-
ferent private information signals and cost of information varies among the signals.
We nd that lower cost of information acquistions (i.e. higher informaiton disclo-
sure) is associated with a lower cost of capital and information acqusition can
generate comovement of stock returns. Our results mainly focus on the return
comovement not price covariance.
Our work is also related with the numerous studies on the role of information
asymmetry and information disclosure. Verrecchia (2001) have a detailed survey on
disclosure. It shows the link between disclosure, e¢ ciency and information asym-
metry reduction. The greater disclosure lowers the component of the cost of capital
that arises from information asymmetry. Diamond and Verrecchia (1991) suggests
that greater voluntary disclosure should lower information asymmetry and reduce
the cost of capital. Some other research (Kim and Verrecchia, 1994; McNichols
and Trueman, 1994; Zhang, 2001) argues that increasing cost of capital e¤ects may
occur if the disclosures lead to a more asymmetric information environment than
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would exist in their absence. Cao (1999) show that the presence of derivative assets
causes informed investors to acquire more precise information about asset returns.
Holden and Subrahmanyam (2002) show that the dynamic behavior of asset price
movements prior to signicant news events, such as eamings announcements, could
be explained by the model29 with the introduction of sequential endogenous infor-
mation acquisition. Bailey and Karolyi(2006) show that the changes in the rms
disclosure environment a¤ect return volatility and trading volume.
This paper is organized as follows. Section 2 develops a rational expectations
model with endogenous information acquisitions. We characterize the demand of
the informed and uninformed traders, and we demonstrate that a nonrevealing
rational expectations equilibrium exists. In Section 3, we derive the optimal cost
of information acquisitions and analyze the specic inuence on private and pub-
lic information and informaiton acquistions on individual trading behaviour and
asset returns. Section 4 explain the comovement of the stock returns with endoge-
nous information acquisitions. Section 5 explore the properties of the information
market and e¤ect on the cost of capital. Section 6 concludes.
4.2 THE MODEL
Our model is based on the Grossman-Stiglitz rational expectations model (Gross-
man and Stiglitz (1980)) and employs specication of endogenous information ac-
quisitions (Verrecchia (1982)). We want to explore the e¤ect on the cost of capital
and expected returns with endogenous information acquisitions.
29The model embeds information asymmetry into the work of Epstein and Tumbull (1980).
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4.2.1 Basic Structure
We consider a multiasset rational expectation model. There is a continum of
investors, indexed by i 2 [0; 1]. investors live for T periods, time t = 0; 1;    ; T  
1; T . We assume there is one risk-free asset bond(money) which has a constant price
of 1. There are M risky assets30 indexed by m = 1; 2; :::;M . Trading is allowed
to take place in T trading sessions which are held at times t = 0; 1;    ; T   1.
The asset payo¤s are realized and consumption takes place at time T after the last
trading session. At time 0, each investor endows with m0 units of money. There
is no intermediate consumption in the model.
During the trading periods, end-of-period value of the asset is given by vimt 
N(vm; 
 1
m ). The per capita supply of the asset m is x
i
mt  N(xm;  1m ) for investor
i. We denote xmt as the aggregate supply of the asset m at time t. Asset supplies
are independent across periods and all other random variables. Asset prices pmt
are determined in the market. Investor i trades at time t = 0;   T   1 at prices
P t = (p1t; p2t; :::; pMt) per share and receives payo¤s of vi = (vi1; :::; v
i
M) per share
at t = T . vim is followed by normal distribution, i.e. v
i
m  N(vm;  1m ).
At the beginning of period 0, information market is open. There are two types
of information signals about the future values of these assets, private and public.
Public signals are accessible to all investors. Yet private signals are not costless.
Investor i need to decide whether he wants to acquire private information. After
investors make a decision, the nature knows the fraction of informed investors mt
which is determined by the model. If investor i gets private information, he need to
pay the corresponding cost. For simplicity, we assume total number of information
30If we want to explain the international asset market and show the behaviour of the asset
returns, we could dene the risky assets as follows without loss of generaliztion. When m = 1,
it is treated as a domestic asset. When m = 2; 3; :::;M , the market portfolio of each country is
treated as a single risky asset, and currency risk is ignored.
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signals about the future value of assetm are Im31. All the signals are asset-specic.
If investor i chooses to acquire private information and become informed, we
assume the fraction of private information signal for investor i is m32. Trader i
receives private signals Simt = [s
i
m1t
; sim2t    ; simmIm t]0, where Simt follows jointly
normal distribution with mean V and precision matrix  , i.e. Simt  N(V ; ) and
simjt is normally distributed with mean vm and precision m, j = 1; 2; :::; mIm.
Investor is cost function of acquiring private information at time t is dened as
cimt = C
m(m). Information cost c
i
mt is related with the precision of the private
information m. C
m(:) is strictly increasing, convex and twice continuously dif-
ferentiable. For simplicity, we just assume informed investors pay the same cost
of acquiring private information for the same asset. Yet we assume the e¤ort of
acquiring private informtion about di¤erent assets are di¤erent, i.e. cimt = C
m(:) 6=
cint = C
n(:), even if they have the same precision of private information( m = n),
the cost of information acquistions might still be di¤erent.
If the information cost is not acceptable by the investor i, he could choose to
be an uninformed investor and only receive public information signals. All traders
observe the public information. Dene public signals received by trader i as Y imt =
[yim1t; y
i
m2t
   ; yim(1 i)Ii t]
0, where Y imt follows jointly normal distribution with mean
V and precision matrix N , i.e. Y imt  N(V ;N) and yimst is normally distributed
with mean vm and precision Nm, s = 1; 2;    ; (1   m)Im. For simplicity, we
assume that  mm = 0; Nmm = 0.
At time t, all investors know the distributions of all random variables.
31In order to compare the result with EASLEY and OHARA(2004), we make this assumption.
32For each asset m, investor might receive di¤erent amount of private signals instead of exactly
mIm. For simplicity, we just assume investor i receives the same amount of signals for each
asset.
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4.2.2 Equilibrium
The investor i only cares about his wealth W it at the end of time t and has CARA
untility functions with coe¢ cient of risk aversion  > 0. The investor i have an
endowment of money mi at time 0. Each investor chooses his demand for assets
m = 1; 2;    ;M to maximize his expected untility subject to his budget constraint
at time t, t = 0; 1;    ; T   1. We denote trader i0s demand for the assets by
Dit = (Z
i
1t; Z
i
2t;    ; ZiMt)0 and for the bond by Bit = mit. Trader is wealth at time
t is W it = B
i
t + v
i
tD
i
t.
At time t, informed and uninformed investors observe di¤erent information
signals about the assets, so they have di¤erent beliefs. Informed investor i observe
both private information signals Simt and public information signals Y
i
mt. By Bayes
rule, an informed investor i uses fSimt; Y imtg to update his beliefs. vimt j fSimt; Y imtg
is normally distributed with mean vim and precision 
i
m. Denote a vector by 1 =
(1; 1;    ; 1).
vimt j fSimt; Y imtg  N(vim; i 1m ) (4.2.1)
vim =
mvm + m1S
i
mt + m1Y
i
mt
m + mIm
im = m + mIm
Informed investor is demand for the asset m at time t is given by
zimt;I =
E(vimt j fSimt; Y imtg)  pmt   cimt
V ar(vimt j fSimt; Y imtg)
(4.2.2)
=
mvm + m1S
i
mt + m1Y
i
mt   (pmt + Cm(m))(m + mIm)

We denote informed investor is demand for the assets as
Dit;I = (z
i
1t;I ; z
i
2t;I ;    ; ziMt;I)0:
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Uninformed investors can only observe the public information signals Y imt. But
they know the distribution of private information signals and they rationally infer
how it a¤ects the demands of the informed investors and the equilibrium prices.
To learn from the price, uninformed investors must conjecture a form for the price
function and in a rational expectation equilbrium the conjecture must be correct.
Suppose the uninformed conjecture the price function
pmt = atvm + bt1S
i
mt + ct1Y
i
mt   dtxmt + etxm   gtXm;t 1   ftCm(m)
where at; bt; ct; dt; et; ft and gt are coe¢ cients to be determined and Xm;t 1 is
the aggregate supply of the assets until time t  1. i.e. Xm;t 1 =
t 1P
j=0
xmj.
For convenience the observed random variable33
imt =
pmt   atvm   ct1Y imt + xm(dt   et) + gtXm;t 1
btmIm
(4.2.3)
=
1Simt
mIm
  dt
btmIm
(xmt   xm)  ftC
m(m)
btmIm
Calculation shows that imt is normally distributed with mean m and precision
m.
imt  N(m;  1m) (4.2.4)
Eimt = m = vm   (
ft
btmIm
)cm
m = (
1
mIm
 1m + (
dt
btmIm
)2 1m )
 1
So uninformed investors uses fY imt; imtg to update his beliefs. By Bayesrule,
vimt j fY imt; imtg is normally distributed with mean vim and precision im.
vimt j fY imt; imtg  N(vim; i 1m ) (4.2.5)
vim =
mvm + m1Y
i
mt + m
i
mt
m + m(1  m)Im + m
im = m + m(1  m)Im + m
33See Easley and Ohara(2003) for this price function conjecture.
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Uninformed investor is demand for the asset m at time 1 is given by
zimt;U =
E(vimt j fY imt; imtg)  pmt
V ar(vimt j fY imt; imtg)
(4.2.6)
=
mvm + m1Y
i
mt + m
i
mt   pmt(m + m(1  m)Im + m)

We denote uninformed investor is demand for the assets as
Dit;U = (z
i
1t;U ; z
i
2t;U ;    ; ziMt;U)0:
In the equilibrium, the asset market for each asset m clears, i.e.
mtz
i
mt;I + (1  mt)zimt;U = Xm;t (4.2.7)
We nd the rational expectation equilibrium by solving equation (4:2:7) for
pmt and then verifying that pmt is of the form conjectured in (3). Proposition 1
charateriizes the equilibrium.
Proposition 1 There exists a partially revealing equilibrium at time t in which
pmt = atvm + bt1S
i
mt + ct1Y
i
mt   dtxmt + etxm   gtXm;t 1   ftCm(m) (4.2.8)
where
at =
m
M
; bt =
mtm
M
(1 +
Am
m
); ct =
m
M
dt =
(A+ 1)
M
; et =
A
M
; gt =

M
ft =
(1 + A)BC
M
=
(1 + A)B
(B   1 + (A+ 1)mt)
M = (
B   1
mt
+ A+ 1)C;C = mImmtm
A =
(1  mt)m
mImmtm
; B =
mt(m + mIm)
mImmtm
m = [
1
mIm
 1m + (

mImmtm
)2 1m ]
 1
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Proof. See Appendix.
The proposition 1 demonstrates that there exists a rational expectation equi-
librium in which prices are partially revealing. Easley and Ohara(2004) derives
the REE price when there is no endogenous information acquistions. When we in-
troduce endogenous information acquisitions, the informed investors expect higher
equity returns. Since the uninformed investors can infer some information from
the price, there should be a threshold under which the investors is willing to be
informed. The partial revealing equilibrium price is a¤ected by the value of the
asset, private and public signals, per capita of supply, aggregate supply of the asset
and cost of information acquisitions. Informed investors want to reduce risk and
acquire higher risk premium by paying information cost.
Proposition 2 The expected return on stock m is given by
E(vmt   pmt) = (t+ 1)xm +BC(1 + A)C
m(m)
M
(4.2.9)
where A;B;C;M is given in Proposition 1.
Proof. See Appendix.
The expected return depends on the information structure since the levels of
public and private information inuence the equlibrium return demanded by dif-
ferent investors. Proposition 2 shows the expected return per share to hold asset
m for both informed investors and uninformed investors. The expected return re-
veals that the risk premium of a stock depends on risk preferences , the mean of
stock supply per capita xm;time t, information structure and cost of information
acquistions Cm(m). Ohara and Easley(2004) has talked about the risk premium
when there are no information acquisitions for the investors in the market. The
risk premium is highly depending on the risk preference  and average stock supply
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per capita xm. If the investors are risk neutral or average stock supply per capita
xm is equal to zero, then the underlying risk is not important to them at all and
there is no risk premium for any stock. But if we allow endogenous information
acquisitions, the expected return is higher. The assets underlying risk is higher
and it needs to have higher information acquisitions to o¤set the risk.
The risk premium is also a¤ected by time t and information structure. The
longer the trading period is, the more information the investors get, the higher
the risk premium is. The uninformed investors can infer some information from
the price and the supply of the stock. As a signal imt, the precision of signal
imt depends on the precision of the private signals m and the stock supply m.
Holding other conditions constant, the greater the uncertainty about the private
information m, the higher cost the investors pays, the greater the uncertainty
about the imt from which you can infer information.
4.3 ENDOGENOUS INFORMATION ACQUISITIONS
AND INVESTOR BEHAVIORS
In this section, we investigate the investor behaviors and expected equity returns
when endogenous information acquisitions are introduced. The natural questions
we are interested in are: How is the optimal cost of information acquisitions deter-
mined? How does the precision of private information a¤ect investorsdecisions?
Do informaiton acquistions a¤ect the expected asset returns and asset holdings?
We try to answer those questions in our rational expectation model. Both Informed
and uninformed investors maximizes their expected utilities according to their con-
straints. Dene U itI and U
i
tU are indirect utility function of investor i if he chooses to
be informed and uninformed respectively, i.e. U itI = E( e W itI j fSimt; Y imtg). mt
is the fraction of informed investors. Social planner maximizes the welfare of all
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the investors. i.e.
Max
mt;m
mtU
i
tI + (1  mt)U itU (4.3.1)
Proposition 3 In a rational expectation model, there exist an optimal level of
precision of private information m, optimal cost of information acquisitions C

m
and the equilibrium fraction of informed investors m for asset m where social
optimality approaches.
m =Maxf0; m
exp(  Cm(m)2 + 2Cm(m)(LE(pmt))2(m + m(1  m)Im + m) 12 1 ) = 1g
Proof. See Appendix.
By proposition 2, since we introduce endogenous information acquisitions into
our rational expectation model, in the equilibrium the marginal value of private
information should be equal to the marginal cost of private information. There-
fore informed investor will choose optimal precision level of asset m, i.e. m. The
most critical result here is that we can endogenously derive the equilibrium frac-
tion of informed investors. That means investors in the market could make their
investment decisions based on their own information set. In this setup, it is more
informative to study the behaviour and investment decisions of all investors.
Proposition 4 In the information market, informed investors cost of informa-
tion acquisitions has an upper bound C. If the precision level of private informa-
tion is not more than m, investor will choose to be informed; otherwise, he will
stay uninformed.
Proof. See Appendix.
If investor pays the cost of acquiring private information, his expected indirect
utility should be at least larger than those uninformed. Otherwise he stays un-
informed and doesnt need to pay extra money to acquire more information. So
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there should have a threhold of the cost of information acquisitions and the private
information can not be so costly that the investors even could not better o¤ after
getting more information.
With endogenous information acquisitions, informed investors do not simply
acquire the same amount of private information across di¤erent assets. First, if
the informed investor acquires more private signals(that is, the fraction of private
information signals m increases), he will get more information about the payo¤
of the asset and his investment decision based on his information set will be more
protable and accurate. Second, if informed investors acquire a higher level of
precision of private information from one asset, intuitively price informativeness
increases. Meanwhile it reduces the price change volatility and have a better price
quality. Follow Verrecchia (1982) and cao(1999), we use the conditional variance
of the underlying value given the equilibrium price, V ar(v j p), as a measure for
the level of informativeness of price. Dene the price change volatility V ar(v   p)
to measure the quality of the price. We summarize the results in proposition 5.
Proposition 5 (i) Informed investor has a higher level of informativeness and
reduces the price change volatility if he acquires more private information. (ii) In-
formed investor investor has a higher level of informativeness and reduces the price
change volatility if he acquires a higher level of precision of private information.
Proof. See Appendix.
We want to explore whether the information acquisitions a¤ect the expected
asset returns and asset holdings.
Proposition 6 When the information is not too costly, on average, the informed
investors will hold more of risky assets than uninformed investors when the private
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information signals good news; On the contrary, informed investors will short more
of risky assets when the private information signals bad news.
Proof. See Appendix.
With endogenous information acquisitions, informed investors pay for the ac-
quisitions of private information. They attain more valuable information than
uninformed investors. So the informed investors hold more of the assets when the
private information signals good news. Otherwise they short more if the private
signals are bad news. The uninformed investors only obtain public information
signals so the public information signals have a greater e¤ect on the uninformeds
belief than the informeds belief. If the public information signals are relatively
delivering the correct information about the payo¤ of the asset, this induces the
uninformed to trade relatively more of the asset which closes the gap between
the informed and uninformed holdings. If the public information signals dont re-
veal the correct information as the private information signals do, the uninformed
investors might make wrong decisions or trade less than informed investors.
Proposition 7 The informed investors receive higher expected returns than the
uninformed investors for each period.
Proof. See Appedix.
Proposition 7 shows the expected returns of informed investors is higher than
the uninformed investors because both the higher quality of information and the
higher risk of portfolio increase informed investorsexpected asset return. Informed
investors pay cost of information acquisitions to acquire more private information
about the payo¤ of the assets. The higher quality information makes the informed
have a better investment decisions than the uninformed so they expect higher
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returns. This occurs because uninformed investors can not perfectly infer the
information from prices and bear more risks when there exists private information.
The endogenous information acquistions do a¤ect the expected returns.
4.4 ENDOGENOUS INFORMATION ACQUISITIONS
AND COMOVEMENT OF ASSET RETURNS
There are di¤erent theories which explain the comovement of the asset returns. The
traditional asset pricing theory show that comovement in returns to correlation in
news about fundamental value. We call it fundamentals-based comovement. The
alternative theory argues that return comovement is delinked from fundamentals
due to market frictions or noise-trader sentiment. A second broad class of friction-
basedand sentiment-basedcomovement comes from three specic variables: the
category, habitat, and information di¤usion views (Barberis, Shleifer and Wurgler
(2005)). Empirical evidence cannot easily be explained by the fundamentals-based
view of comovement, but t with the friction-based or sentiment-based views.
In this paper, we introduce information market into the traditional asset pricing
model and try to investigate whether it will a¤ect the pattern of asset returns with
endogenous information acquisitions.
Proposition 8 For asset m, n, the expected returns of asset m and n comove
together and comovement is related to the information structure and covariance of
information costs.
Proof. See Appendix.
For simplicity, we have assumed that the payo¤s of the assets are not related
to each other. What we want to nd is whether any other factors a¤ect the co-
movement of the stock returns. Investors pay the information acquisition cost and
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acquire more private information. Intuitively, information acquisition is related
with the precision of private information. The higher the precision of private in-
formation is, the more they know about the risky asset, the lower the information
cost is. Information about the value of one risky asset also reveals some information
about the value of another risky asset. A private information signal must have two
features to produce comovement: First, its information set contains information
not only about the value of the asset itself but also the value of many other assets;
Second, it must be observed by many investors since the informed investors pay
for acquiring it. The common source of information adds a new common shock to
the assets, which causes apparent excess covariance in their returns.
If the investors obtain the information set about the two assets via informa-
tion acquisitions which are correlated, then the expected returns of the two risky
assets comove together. In this sense, acquisitions of private information can be
an important factor which a¤ect the comovement of international stocks. Will
investors coordinate on receiving private information that can cause asset returns
to comove? Public information signals could not generate comovement because
all the investors could observe public information which might not be a good pre-
diction of the asset values. In an information market, suppliers must provide the
highest-value private signals to be competitive. Since private information signals
that predict many assetsvalues generate more expected prot for investors, market
forces induce suppliers to sell private information signals to investors at di¤erent
prices. Correlation between the cost of getting private information signals will
cause the comovement of the asset returns.
Some empirical work has supported what we get in the paper. Hameed, Morck
and Yeung (2005) nd that hiring more analysts are providing information that
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can produce comovement by using CRSP and IBES data (1984-2003). It veries
the proposition 8 that information acquisition could be a good predictor for the
comovement. Furthermore, rms with more analyst coverage have returns that
predict more of the variation in other rmsreturns, after controlling for covari-
ance in fundamentals. This result suggests investors are doing what agents in the
model do: They acquire more information about one rms return to better predict
another rms return. The information ends up being incorporated into both re-
turns and makes one a more accurate predictor of the other. Albuquerque, Bauer
and Schneider(2006) show that private information can explain the comovement
of the asset returns across countries.
Proposition 9 In rational expectations equilibrium, more informed investors in-
crease comovement of the returns in each period.
Proof. See Appendix.
Since we allow investors purchase di¤erent private information signals at dif-
ferent cost in the information market, some investors have di¤erent information
set and some might have a better prediction of stock value. The observing private
information signals will a¤ect informed investorsportforlio holdings. More people
becoming informed about one asset increases excess covariance. The more people
making these inferences, the more returns comove.
Proposition 10 If informed investors acquire more private information, it in-
creases the comovement of asset returns. But if informed investors aggressively
obtain abundant private informtion, it will decrease the comovement.
Proof. See Appendix.
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When informed investors acquire more private informaiton, the asset prices re-
veal more information. Investors make stronger inferences about the assets and
it will increase the comovement of the asset returns. Public information signals
could not generate comovement because all the investors could observe public in-
formation which might not be a good prediction of the asset values. When some
investors are informed, the price of the asset is more informative. It lowers the
risk for the uninformed because information has e¤ect on the assets equilibrium
price. However, if informed investors aggressively acquire more private informa-
tion and information becomes more abundant, it will not increase but decrease the
comovement. If information demand starts spilling over into other assets, comove-
ment falls. As more private signals are obtained by informed investors, the assets
will be priced based on less common information and more on other factors and
it will reduce the comovement. In short, comovement arises because the existing
asymmetric information. When information becomes more complete, the e¤ect
disappears. Durnev, Morck, Yeung, and Zarowin(2003) show that having more
institutional investors who acquire more information reduces comovement. This
nding conrms proposition 10, that the comovement e¤ect decreases when much
more signals are observed.
4.5 INFORMATION MARKETS AND COST OF CAPI-
TAL
Ohara and Easley(2004) investigate the role of information in a¤ecting a rms
cost of capital. They show that di¤erences in the composition of information be-
tween public and private information do a¤ect the cost of capital with investors
demanding a higher return to hold stocks with greater private information. In their
model, the information acquisition is exogenous. In our model, we introduce en-
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dogenous information acquisitions in a rational expectations model. The question
is how the private information a¤ects the cost of capital with costly information
acquisitions. To address the question, we use the same denition of the cost of
capital as in Ohara and Easley(2004). The cost of capital to a rm issuing the
stock is measured by the equilibrium required return. We dene the cost of capital
as CCmt = E(vmt   pmt).
Proposition 11 (i) Informed investor has a higher equilibrium required return
and raises the cost of capital if he acquires more private information signals. (ii)
The greater fraction of informed investors reduces the cost of capital.
Proof. See Appedix.
Informed investors pay information cost to acquire more private information
signals, so it will have a higher expected required returns. So acquiring higher
private information raises the cost of capital. A rm whose stock has relatively
more private information and less public information thus faces a higher cost of
equity capital.
Proposition 8 (ii) shows with endogenous information acquisition more informed
investors lowers required risk premium and reduces the cost of captial. It is con-
sistent with the result of Ohara and Easley(2004). When private information is
costly, the cost of private information is determined by the demand in the in-
formation market. More investors acquire private information of one asset and
it increases the demand for the information for that asset. Firms charge more
for low-demand information than for high-demand information. The low price of
high-demand information makes investors want to purchase the same information
that others are purchasing. More investors know the private information and the
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stock is less risky for informed investors than uninformed investors. On average,
more investors are informed, the infomation will be revealed to the uninformed
with a greater precision. It lowers the required risk premium and reduces the cost
of capital.
Proposition 12 Informed investor has a higher equilibrium required return and
raises the cost of capital if he acquires a higher level of precision of private infor-
mation and pays a higher cost of informtion acquisitions.
Proof. See Appedix.
Ohara and Easley(2004) show that greater precision of both private and pub-
lic information directly lowers companys cost of capital because it will lower the
riskiness of the asset to the uninformed. Firms could increase information disclo-
sure to reduce cost of captial. Our result is just opposite to theirs. With costly
information acquisitions, it will a¤ect on the cost of capital through two channels.
First, the private information is not freely accessible to the public. When informed
investor acquires a higher level of precision of private information and pays a higher
cost of informtion acquisitions, they obtain better quality of private information
than the uninformed because we assume the private information is more informa-
tive. That means informed investors receive higher expected return which raises
the cost of capital otherwise they will choose to be uninformed. Second, informed
investors pay for the private information and it can not be reected in the trading
price immediately. Uninformed investors can not easily infer the information from
prices when private information is costly. They think the stock is riskier. The rm
will disclose the information to the investors by the information market. Investors
pay lower information cost for the high-demand information and pay higher in-
formation cost for the low-demand information. Firms could lower their cost of
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capital either by reducing the extent of private information or by increasing its
dispersion across traders. On the other side, rms do not want to disclose the
private information because of the moral hazard problems of self-reporting infor-
mation or they want to make more prot by charging the information fees. Private
information is not directly disclosed to the public and it raises the cost of capi-
tal. Higher cost of information acquisitions imply the lower information disclosure.
This can be accomplished by a rms selection of its accounting standards, and
through its corporate disclosure policies. The extent that analysts provide credi-
ble information about the company can a¤ect the information disclosure. Lower
cost of information acquistions (i.e. Having more active analysts for a company)
can reduce a companys cost of capital. Bhattacharya and Daouk(2002) show that
the enforcement of incider trading law is associated with a lower cost of capital.
Existing the Incider Trading Law makes incider trading costly to get private in-
formation. In this sense, higer cost of information acquisitions is associated with
higher cost of capital.
4.6 CONCLUSION
This paper presents a rational expectations model with endogenous costly infor-
mation acquisition to examine the role of information, asset returns and investor
behaviour. Informed investors can choose what level of precision of private infor-
mation and pay cost of information acquisitions and make their trading decisions
based on their information set. Acquiring more private signals and higher level of
precision of private information will increase the price informativeness and have
a better price quality. On average, the informed investors always trade more and
gain higher expected returns than the uninformed.
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The information structure and correlations of information costs do explain the
comovement of the asset returns. If informed investors acquire more private in-
formation or more investors are informed, it increases the comovement of asset
returns. But if informed investors aggressively obtain abundant private inform-
tion, it will decrease the comovement.
Endogenous information acquisitions could a¤ect the rms cost of capital. It
lowers required risk premium and reduces the cost of captial with more informed
investors and more private information signals. Another important result we get
is that it raises companys cost of capital with a greater precision of private in-
formation and higher information cost. Lower cost of information acquistions (i.e.
Having more active analysts for a company) can reduce a companys cost of capital.
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APPENDIX
Proof of Proposition 1.
It is su¢ cient to show that there is an equilibrium price of the form given in the proposition.
From (2) to (8), we solve for pmt and get the following
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The equation (A4) is of the conjectured form (9) so it is a rational expectation equilibrium.

Proof of Propositon 2.
By proposition 1, the expected return on stock m is
E(vmt   pmt) = E(vmt   (atvm + bt1Simt + ct1Y imt   dtxmt (A5)
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Proof of Proposition 3.
The expected utility of informed investors is given by
U it;I = E(u
i
tI j fSimt; Y imtg)
= E( e W itI j fSimt; Y imtg)
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i
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M

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By moment generating function of x  N(; 2), we have
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1
2
2t)
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So,
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Plug into A7,
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Therefore, we get the optimal level of precision of private information m, optimal cost of in-
formation acquisitions Cm and the equilibrium fraction of informed investors 

m for asset m

Proof of Proposition 4
By proposition 3, we know if investor pays the cost of acquiring private information, his
expected indirect utility should be at least larger than those uninformed. That is: U itI > U itU
By A7 and A8, we could get
0 < Cm(m) 6 Cm
Since Cm(:) is strictly increasing, we get 0 < m 6 m
So if the precision level of private information is not more than m, investor will choose to
be informed; otherwise, he will stay uninformed. 
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Proof of Proposition 5
We dene V ar(vimt j pmt) and V ar(vimt   pmt) as a measure for the level of informativeness
of price and the quality of the price respectively. By proposition 3, we get V ar(vimt j pmt) =
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(i) If the informed investor acquires more private information, that is, m increases,
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Proof of Proposition 6.
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By (2), (7) and proposition 1, we get
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Good private information raises the informed investors holding of asset m relative to the un-
informed while bad private information has the opposite e¤ects. Thus on average the informed
trade more of the risky asset m than do the uninformed.
@(zimt;I   zimt;U )
@
1Simt
mIm
> 0
How does the public information a¤ect the informed and uninformeds portfolios? Using com-
parative analysis, we have
@(zimt;I   zimt;U )
@
1Y imt
(1 m)Im
< 0
E(zimt;I   zimt;U ) =  1Ef(mImm   m)[
(m + (1  m)mIm)
M
1Simt
mIm
  m
M
vm (A11)
  (1  m)Imm
M
1Y imt
(1  m)Im ] +
m(m + mIm)
mImmmtM
(xmt   xm)
+
(mImm   m)
M
(Xm;t   (m + mIm)(m + (1  m)mIm)
mImm
cimt)g
We are assuming signals about private information are more accurate than public information.
Investors holding private information know more about the true value of the asset returns.
We dene the average asset holding when there are no information as a benchmark.
E(zimt;I   zimt;U j No useful signals) (A12)
=
(mImm   m)
M
E(Xm;t   (m + mIm)(m + (1  m)mIm)
mImm
cimt)
(1) Private information and public information are consistent, i.e. private signals and public
signals contain good news or bad news.
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(a) If there are good private and public information, we have 1S
i
mt
mIm
> vm and
1Y imt
(1 m)Im > vm.
Informed investors know more since they have private information, i.e. 1S
i
mt
mIm
>
1Y imt
(1 m)Im . By
(A7) and (A8), we get
(m + (1  m)mIm)
M
1Simt
mIm
  m
M
vm   (1  m)Imm
M
1Y imt
(1  m)Im > 0
We assume the aggregate supply of the asset is larger than information cost. If the infor-
mation cost for some investors are so large, then they will choose not to be informed at the
beginning.
E(zimt;I   zimt;U j
1Simt
mIm
>
1Y imt
(1  m)Im > vm)
> E
(mImm   m)
M
(Xm;t   (m + mIm)(m + (1  m)mIm)
mImm
cimt)
= E(zimt;I   zimt;U j No useful signals)
So informed investors will hold more of the risky asset than the uninformed when both private
and public information contain good news.
(b) If there are bad private and public information, we have 1S
i
mt
mIm
< vm and
1Y imt
(1 m)Im < vm.
Informed investors know more since they have private information, i.e. 1S
i
mt
mIm
<
1Y imt
(1 m)Im . By
(A7), we get (m+(1 m)mIm)M
1Simt
mIm
  mM vm   (1 m)ImmM 1Y
i
mt
(1 m)Im < 0
E
(m + (1  m)mIm)
M
1Simt
mIm
  m
M
vm   (1  m)Imm
M
1Y imt
(1  m)Im =  "
Since there are bad news, informed investors will choose to hold less and diversify their
portforlio. Informed investors pay information cost to acquire higher risk premium. If both
investors lose money, Informed investors lose less.
E(zimt;I   zimt;U j 1S
i
mt
mIm
<
1Y imt
(1 m)Im < vm)
= E
(mImm m )
M (Xm;t   (m+mIm)(m+(1 m)mIm)mImm c
i
mt)  (mImm   m)"
= E(zimt;I   zimt;U jNo useful signals)  (mImm   m)"
< E(zimt;I   zimt;U jNo useful signals)
So informed investors will short more of the risky asset than the uninformed when both
private and public information contain bad news.
(2) Private information and public information are inconsistent, i.e. private signals and public
signals contain di¤erent information.
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(c) If there are good private signals and bad public signals, we have 1S
i
mt
mIm
> vm and
1Y imt
(1 m)Im < vm. Obviously, the informed investors will have higher expected returns since the
uninformed will hold less and informed will hold more according to the di¤erent signals about
the assets.
(m + (1  m)mIm)
M
1Simt
mIm
  m
M
vm   (1  m)Imm
M
1Y imt
(1  m)Im > 0
We get
E(zimt;I   zimt;U j
1Simt
mIm
> vm >
1Y imt
(1  m)Im )
> E
(mImm   m)
M
(Xm;t   (m + mIm)(m + (1  m)mIm)
mImm
cimt)
= E(zimt;I   zimt;U j No useful signals)
So informed investors will hold more of the risky asset than the uninformed when private infor-
mation is good news and public information contain bad news.
(d) If there are bad private signals and good public signals, we have 1S
i
mt
mIm
< vm and
1Y imt
(1 m)Im > vm. Informed investors will choose to hold less and the uninformed choose to hold
more according to the di¤erent signals about the assets. Then we get (m+(1 m)mIm)M
1Simt
mIm
 
m
M vm   (1 m)ImmM 1Y
i
mt
(1 m)Im < 0
E
(m + (1  m)mIm)
M
1Simt
mIm
  m
M
vm   (1  m)Imm
M
1Y imt
(1  m)Im =  "
If both investors lose money, Informed investors lose less. So informed investors have higher risk
premium.
E(zimt;I   zimt;U j
1Simt
mIm
< vm <
1Y imt
(1  m)Im )
= E
(mImm   m)
M
(Xm;t   (m + mIm)(m + (1  m)mIm)
mImm
cimt)
 (mImm   m)"
= E(zimt;I   zimt;U j No useful signals)  (mImm   m)"
< E(zimt;I   zimt;U j No useful signals)
So informed investors will short more of the risky asset than the uninformed when private infor-
mation is bad news and public information contain good news.
Proof of Proposition 7.
227
By (1)-(5), we can get
E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg) = E(vim;I   vim;U ) (A13)
= E(
mvm + m1S
i
mt + m1Y
i
mt
m + mIm
  mvm + m1Y
i
mt + m
i
mt
m + m(1  m)Im + m
)
= E
(mvm + m1Y
i
mt)(m   mImm) + m1Simt(m + m(1  m)Im + m)
 m( 1S
i
mt
mIm
  dtbtmIm (xmt   xm) 
ftc
i
mt
btmIm
)(m + mIm)
(m + mIm)(m + m(1  m)Im + m)
= E
(mImm   m)(m1Simt m+(1 m)ImmmImm   mvm   m1Y
i
mt)+
m(m+mIm)
mtmmIm
(xmt   xm) + m (m+mIm)
2
mImm
cimt
(m + mIm)(m + m(1  m)Im + m)
We are assuming signals about private information are more accurate than public information.
Investors holding private information know more about the true value of the asset returns.
We dene the average asset return when there are no information as a benchmark.
E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg j No useful signals) (A14)
= E
m(m + mIm)c
i
mt
mImm(m + m(1  m)Im + m)
(1) Private information and public information are consistent, i.e. private signals and public
signals are both containing good news or bad news.
(a) If there are good private and public information, we have 1S
i
mt
mIm
> vm and
1Y imt
(1 m)Im > vm.
Informed investors know more since they have private information, i.e. 1S
i
mt
mIm
>
1Y imt
(1 m)Im . By
(A9), we get m1S
i
mt
m+(1 m)Imm
mImm
  mvm   m1Y imt > 0
Ef(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg) j
1Simt
mIm
>
1Y imt
(1  m)Im > vmg
>
m(m + mIm)cm
mImm(m + m(1  m)Im + m)
= E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg j No useful signals)
> 0
So informed investors will hold more of the risky asset than the uninformed when both private
and public information contain good news. Informed investors get higher average expected return
than the uninformed.
(b) If there are bad private and public information, we have 1S
i
mt
mIm
< vm and
1Y imt
(1 m)Im < vm.
Informed investors know more since they have private information, i.e. 1S
i
mt
mIm
<
1Y imt
(1 m)Im . By
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(A8), we get m1S
i
mt
m+(1 m)Imm
mImm
  mvm   m1Y imt < 0
Em1S
i
mt
m + (1  m)Imm
mImm
  mvm   m1Y imt =  "
Since there are bad news, informed investors will choose to hold less and diversify their portforlio.
Informed investors pay information cost to acquire higher risk premium. If both investors lose
money, Informed investors lose less.
Ef(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg) j
1Simt
mIm
<
1Y imt
(1  m)Im < vmg
=
m(m + mIm)cm  
(mImm m )
(m+mIm)
"
mImm(m + m(1  m)Im + m)
< E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg j No useful signals)
So informed investors will hold less of the risky asset than the uninformed when both private
and public information contain bad news. Both informed and uninformed investors lose money
for the asset m but the average expected return is still higher for the informed investors.
(2) Private information and public information are inconsistent, i.e. private signals and public
signals contain di¤erent information.
(c) If there are good private signals and bad public signals, we have 1S
i
mt
mIm
> vm and
1Y imt
(1 m)Im < vm. Obviously, the informed investors will have higher expected returns since the
uninformed will hold less and informed will hold more according to the di¤erent signals about
the assets. Since m1S
i
mt
m+(1 m)Imm
mImm
  mvm   m1Y imt > 0, we get
Ef(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg) j
1Simt
mIm
> vm >
1Y imt
(1  m)Im g
>
m(m + mIm)cm
mImm(m + m(1  m)Im + m)
= E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg j No useful signals)
> 0
So informed investors will hold more of the risky asset than the uninformed when private infor-
mation is good news and public information contain bad news. Informed investors get higher
average expected return than the uninformed.
(d) If there are bad private signals and good public signals, we have 1S
i
mt
mIm
< vm and
1Y imt
(1 m)Im > vm. Informed investors will choose to hold less and the uninformed choose to
hold more according to the di¤erent signals about the assets. Then we get
m1S
i
mt
m + (1  m)Imm
mImm
  mvm   m1Y imt < 0
229
Em1S
i
mt
m + (1  m)Imm
mImm
  mvm   m1Y imt =  "
If both investors lose money, Informed investors lose less. So informed investors have higher risk
premium.
Ef(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg) j
1Simt
mIm
< vm <
1Y imt
(1  m)Im g
=
m(m + mIm)cm  
(mImm m )
(m+mIm)
"
mImm(m + m(1  m)Im + m)
< E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg j No useful signals)
So informed investors will hold less of the risky asset than the uninformed when private infor-
mation is bad news and public information contain good news. Both informed and uninformed
investors lose money for the asset m but the average expected return is still higher for the
informed investors.
So we have
E(Evimt;I j fSimt; Y imtg   Evimt;U j fY imt; imtg) > 0

Proof of Proposition 8.
By proposition 1 and 2, we get
cov(vmt   pmt; vnt   pnt) = E(vmt   pmt   E(vmt   pmt))(vnt   pnt   E (vnt   pnt)
= E(vmt   (atvm + bt1Simt + ct1Y imt   dtxmt + etxm   gtXm;t 1   ftcimt)
 ( (t+1)xm+
(mImmtm+(1 mt)m )(m+mIm)
mImm
cm
m+(1 m+mmt)mIm+(1 mt)m
)(vnt (atvn+bt1Sint+ct1Y int dtxnt+etxn 
gtXn;t 1   ftcint)
  (t+1)xn+
(nInntn+(1 nt)n )(n+nIn)
nInn
cn
n+(1 n+nnt)nIn+(1 nt)n
)
cov(vmt   pmt; vnt   pnt)
=
(m+mIm)(mtmImm+(1 mt)m )
mImm(m+(1 m+mmt)mIm+(1 mt)m )
(n+nIn)(ntnInn+(1 nt)n )
nInn(n+(1 n+nnt)nIn+(1 nt)n )
E(cimt 
cm)(c
i
nt   cn)
ECm(m) =
R 
0
Cm(m)di = mtC
m(m)
cov(vmt   pmt; vnt   pnt) = fmfnECm(m)Cn(n) = fmfnmn
Since fm =
(1 mt)(m+mIm)(mtmImm+(1 mt)m )
mImm(m+(1 m+mmt)mIm+(1 mt)m )
> 0; fn > 0, mn > 0, we have
cov(vmt   pmt; vnt   pnt) > 0 
Proof of Proposition 9.
230
By proposition 8, @(cov(vmt pmt;vnt pnt))@mt =
@fmfnmn
@mt
= fnmn
@fm
@mt
We can calculate @fm@mt rst.
@fm
@mt
=
@
(m+mIm)(mtmImm+(1 mt)m )
mImm(m+(1 m+mmt)mIm+(1 mt)m )
@mt
=
(m + mIm)(mImm   m)
mImmM
  (m + mIm)(mImm   m)(mtmImm + (1  mt)m)
mImmM
2
=
(m + mIm)(mImm   m)(m + (1  m)Imm)
mImmM
2
> 0
So by A15, @(cov(vmt pmt;vnt pnt))@mt =
@fmfnmn
@mt
= fnmn
@fm
@mt
> 0 
Proof of Proposition 10.
By proposition 8, @(cov(vmt pmt;vnt pnt))@m =
@fmfnmn
@m
= fnmn
@fm
@m
We calculate @fm@m rst.
@fm
@m
=
@
(1 mt)(m+mIm)(mtmImm+(1 mt)m )
mImm(m+(1 m+mmt)mIm+(1 mt)m )
@m
=
(1  mt)(m + mIm)mtImm
mImmM
+(1  mt)
(m + mIm)(mtmImm + (1  mt)m)(1  mt)mImm
mImmM
2
  (1  mt)(m + mIm)(mtmImm + (1  mt)m)
2mImmM
=
(1  mt)(m + mIm)(1  mt)[mt(mImm   m)2+
(1  mt)m(mImm   m) + (1  mt)m(mImm   m)
2mImmM
2
> 0
By A16, @(cov(vmt pmt;vnt pnt))@m =
@fmfnmn
@m
= fnmn
@fm
@m
> 0
By propostion 8, @(cov(vmt pmt;vnt pnt))@Im =
@fmfnmn
@Im
= fnmn
@fm
@Im
We calculate @fm@Im when m = 1.
@fm
@Im
=
@
(m+mIm)(mtmImm+(1 mt)m )
mImm(m+(1 m+mmt)mIm+(1 mt)m )
@Im
=
 (1  mt)m[mm + 2mtImmm + (1  mt)2m   mt(Imm)2]
I2mmM
2
< 0
Then @(cov(vmt pmt;vnt pnt))@Im =
@fmfnmn
@Im
= fnmn
@fm
@Im
< 0 
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Proof of Proposition 11.
(i)
@E(vmt   pmt)
@m
=  
(t+ 1)mImmxm + (m + mIm)(mtmImm
+(1  mt)m)cm
(MmImm)
2
(A17)
(m + (1  m + mmt)mIm + (1  mt)m   (1  mt)mImm)Imm
+
(t+ 1)Immxm + mtImm(m + mIm)C
m(m)
MmImm
=
(t+ 1)2m(Imm)
3(1  mt)xm + (mt(mImm   m)2
+2mImm   m(m + mIm + m))(m + mIm)(1  mt)Immcm
(MmImm)
2
> 0

(ii)
@E(vmt   pmt)
@m
=  
(t+ 1)mImmxm + (mtmImm + (1  mt)m)
(m + mIm)cm
(MmImm)
2
(A18)
(mImm   m)mImm +
(mImm   m)(m + mIm)cm
MmImm
=
(mImm   m)
(MmImm)
2
[(m + mIm)(m + (1  m)mIm)mImmcm
 (t+ 1)2(mImm)2xm]
cm = EC
m(m) = mt
m =Maxf0; m
exp(  Cm(m)2 + 2Cm(m)(LE(pmt))2(m + m(1  m)Im + m) 12 1 ) = 1g
0 < Cm(m) 6 Cm
Then we could get @E(vmt pmt)@m < 0 
Proof of Proposition 12.
@E(vmt   pmt)
@Cm(m)
=
(mtmImm + (1  mt)m)(m + mIm)
(m + (1  m + mmt)mIm + (1  mt)m)mImm
> 0 (A19)
@E(vmt   pmt)
@m
=  ( (t+ 1)mImmxm + (m + mIm)(mtmImm + (1  mt)m)C
m(m)
(MmImm)
2
)
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[(1  m + mmt)mIm + (m + (1  m + mmt)mIm + (1  mt)m)]mIm
+
(t+ 1)mImxm + mtmIm(m + mIm)C
m(m) + (mtmImm + (1  mt)m)ImCm(m)
MmImm
=
(1  mt)mImCm(m)[mtm(mImm   m)2   m(1  m)(m + mIm)2+
mm(mm + m)]
(MmImm)
2
> 0

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Chapter 5
Conclusion
My current research focuses on various issues related to asset pricing. Asset
pricing is an important topic for academics, investment professionals, and policy
makers. The asset pricing theory tries to understand why prices or returns are
what they are. We can have di¤erent applications by using asset pricing theory. If
the investment world does not obey a models predictions, we can decide that the
model needs improvement. We need to nd better model to predict equity returns.
However, we can also decide that the investment world is wrong, that some assets
are mispricedand present trading opportunities for the shrewd investor. This
latter use of asset pricing theory accounts for much of its popularity and practical
application.
The rst essay of my dissertation aims to test an important hypothesis in nan-
cial economics: whether equity returns are predictable over various horizons? The
conventional wisdom in the literature is that aggregate dividend yields strongly
predict excess returns, and the predictability is stronger at longer horizons (Fama
and French (1988), Campbell (1991), and Cochrane (1992)). In contrast, Ang and
Bekaert (2007) nd that dividend yields, together with the short rate, predict ex-
cess returns only at short horizons, and do not have any long-horizon predictive
power. In this paper, we undertake an analysis of both in-sample and out-of-sample
tests of equity return predictability to better understand the empirical evidence on
return predictability over di¤erent time horizons. We rst propose a nonparamet-
ric test to examine the predictability of equity returns, which can be interpreted
as a signal-to-noise ratio test. Our empirical results show that the short rate,
dividend yields and earnings yields have good predictability power for both short
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and long horizons, which is di¤erent from both the conventional wisdom and Ang
and Bekaert (2007). Also, using our nonparametric test, a comprehensive in-sample
and out-of-sample analysis documents that the predictor variables (dividend yields,
earnings yields, dividend payout ratio, short rate, ination, book-to-market ratio,
investment to capital ratio, corporate issuing activity, and consumption, wealth,
and income ratio) have predictability power on equity returns but this cannot be
well captured by linear prediction models. In addition, we use the nonparamet-
ric test to compare the conventional long-horizon prediction regression models on
predictor variables with the historical mean model, where there has exists a de-
bate about which model has better forecasting power for equity returns (Campbell
and Thompson (2007) and Goyal and Welch (2007)). We nd that the prevailing
prediction model has a better forecasting power than the historical mean model
because the former has a lower neglected signal-to-noise ratio. Finally, our non-
parametric predictive models have lower RMSE than the historical mean model
at both short-horizon and long-horizon. Using our nonparametric methods, both
combined and individual forecast outperform the historical average.
The second essay of my dissertation is to investigate the trading behaviors
of three similar trading vehicles: American depositary receipts (ADR), exchange-
traded funds (ETF), and closed-end funds (CEF), which specialize in holding a
portfolio of foreign equities of one country or a group of countries in a region on
US stock exchanges. I focus on how the trading activities di¤er, in real time, among
ADR, ETF, and CEF. First, this essay examines whether ADR, ETF, and CEF
trade at di¤erent transaction prices across countries. It helps me to understand
whether one type of security have an advantage of trading over the other. Second,
I use the VAR model to estimate the correlations of return, volume, liquidity, and
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volatility among the three securities. It shows the relative relation of trading among
the three securities. Third, I examine the short-horizon dynamic relation between
the order imbalance and both past and subsequent returns by type of securities
using high-frequency intraday data. I nd that ADRs trade at transaction prices
that are on average worse than ETFs and CEFs. The trading of ADRs, ETFs,
and CEFs follows positive feedback strategies. The buy and sell trades of the
three securities are driven by the net order imbalances and past returns of three
securities themselves. The correlated trading behaviors of the three securities can
be explained by momentum traders with a common information set.
The third essay of my dissertation introduces endogenous costly information
acquisition that generates comovement of asset returns in a rational expectations
framework. The private information signals observed by many investors contain
information not only about the value of the asset itself, but also the value of many
other assets. This common source of information causes excessive covariance in
their returns. If informed investors acquire more private information, or more
investors are informed, the comovement of asset returns will increase. On the
other hand, if informed investors aggressively obtain abundant private information,
the comovement will decrease. We also nd that both greater precision in private
information and higher cost of information will increase a companys cost of capital.
For my future research, I plan to extend my current research in two directions.
One research line is still along the predictability of equity returns. I will investigate
the predictability of disaggregated returns, such as the returns on value-stocks and
the returns on growth stocks over di¤erent time horizons. Value-stocks could re-
spond more strongly to dividends, while growth stocks could respond more strongly
to book-market factors. The other direction is to investigate whether bond re-
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turns are predictable. Though the expectations model works well in the long run,
a steeply upward sloping yield curve means that expected returns on long-term
bonds are higher than on short term bonds for the next year. The expectations
hypothesis seems to do poorly at short (one-year) horizons, but reasonably well
at longer horizons. If the expectations hypothesis does not work at one-year hori-
zons, then there is money to be made. One must be able to foresee years in which
short-term bonds will return more than long-term bonds and vice versa, at least
to some extent. I am also interested in revisiting the hypothesis and puzzles in
international nance and empirical macroeconomics.
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