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ABSTRACT
We present a new method for numerical hydrodynamics which uses a multidimensional
generalisation of the Roe solver and operates on an unstructured triangular mesh. The
main advantage over traditional methods based on Riemann solvers , which commonly
use one-dimensional flux estimates as building blocks for a multidimensional integra-
tion, is its inherently multidimensional nature, and as a consequence its ability to
recognise multidimensional stationary states that are not hydrostatic. A second nov-
elty is the focus on Graphics Processing Units (GPUs). By tailoring the algorithms
specifically to GPUs we are able to get speedups of 100− 250 compared to a desktop
machine. We compare the multidimensional upwind scheme to a traditional, dimen-
sionally split implementation of the Roe solver on several test problems, and we find
that the new method significantly outperforms the Roe solver in almost all cases.
This comes with increased computational costs per time step, which makes the new
method approximately a factor of 2 slower than a dimensionally split scheme acting
on a structured grid.
Key words: methods: numerical – hydrodynamics – instabilities
1 NUMERICAL GAS DYNAMICS
The observation that 99% of the visible matter in the Milky
Way is in gaseous form (Draine et al. 2007) makes gas dy-
namics an important part of the study of various systems in
astrophysics, from stars and supernovae to accretion discs
and gas giant planets. The non-linear nature of the govern-
ing equations makes numerical simulations an essential tool
to make progress in our understanding of these systems. A
wide variety of methods exists for solving the equations of
gas dynamics, all of which perform better at some problems
than others. Below, we give a very brief overview of the nu-
merical landscape, which serves to put our new method in
context.
Numerical methods for gas dynamics solve discretised
versions of the governing equations. A first choice when se-
lecting a method to tackle a particular problem in hydro-
dynamics is whether the resolution elements move with the
gas flow (the Lagrangian approach) or are fixed in space
(the Eulerian approach). Eulerian methods use a computa-
tional mesh to discretise space into small elements (usually
squares in two dimensions, cubes in three dimensions). Pop-
? E-mail: s.j.paardekooper@qmul.ac.uk
ular methods include methods based on finite difference ap-
proximations such as Pencil (Brandenburg & Dobler 2002)
and zeus (Stone & Norman 1992) or methods based on Rie-
mann solvers such as flash (Fryxell et al. 2000) and athena
(Stone et al. 2008). These two classes of Eulerian methods
take in some sense opposite viewpoints of the underlying
solution. Finite difference methods assume the flow to be
smooth, and in order to prevent unphysical oscillations near
discontinuities add artificial viscosity in order to smooth
these out. Godunov methods based on Riemann solvers view
the underlying solution as a set of discontinuities, for which
the time evolution can be computed by solving Riemann
problems. While this means discontinuities in the flow can
be handled in a natural way, it also restricts the method
to be first order accurate in space and time. In regions of
smooth flow, higher-order methods can be used safely. In or-
der to avoid unphysical oscillations near discontinuities, the
contribution of the high-order method should be limited. If
the chosen limiter function is Total Variation Diminishing
(TVD, van Leer 1974) oscillations near discontinuities can
be avoided.
In addition to these two classes of solvers, spectral
methods are available (e.g Lesur & Longaretti 2005; Burns
et al. 2016; Lecoanet et al. 2014), that solve the Navier-
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Stokes equations in spectral (usually Fourier) space. Advan-
tages of Eulerian methods in general are the low intrinsic
numerical dissipation, and, in the case of Riemann solvers
(Falle 2002), the automatic addition of the correct amount of
dissipation for shock waves. Main disadvantages include that
dissipation is highly non-linear, making it more difficult to
control , and for example velocity-dependent (Springel 2010,
hereafter S10), and that it is not trivial to vary the resolu-
tion within the computational domain while maintaining low
dissipation. For example, adaptive mesh refinement (AMR,
Berger & Oliger 1984) leads to locations in the mesh where
dissipation is especially high (where jumps in resolution oc-
cur and the update is usually only correct up to first order,
see however Schaal et al. (2015)). Slowly varying spatial res-
olution can be achieved by choosing an appropriate coordi-
nate transformation, for which second-order methods exist
(e.g. Eulderink & Mellema 1995). However, in that case it
has to be known in advance where high resolution is needed,
and, furthermore, if orthogonal coordinates are desired, this
limits the ability to achieve high resolution locally.
While staggered mesh Lagrange plus remap methods
do exist, in which the flow is remapped onto the mesh every
time step (e.g. Woodward & Colella 1984; Pember & Ander-
son 2000), the most well-known Lagrangian method in astro-
physics is the mesh-free method of Smoothed Particle Hy-
drodynamics (SPH, Lucy 1977; Gingold &Monaghan 1977),
where the gas is represented by a set of particles that move
with the flow. The Lagrangian nature of SPH gives it two
main advantages over traditional grid-based methods: errors
associated with large-scale bulk motion of the fluid are vir-
tually non-existent (S10), and resolution automatically fol-
lows the concentration of mass. This makes SPH competitive
in for example collapse problems in cosmology (e.g. Schaye
et al. 2015) and star and planet formation (e.g. Bate et al.
2003; Mayer et al. 2002). Disadvantages of SPH include its
relatively large numerical dissipation for certain problems,
especially when low-density regions are dynamically impor-
tant (e.g. de Val-Borro et al. 2006) or in shear flows (Agertz
et al. 2007). A meshless method that can have high reso-
lution in arbitrary locations was presented in Maron et al.
(2012).
Recent studies have focused on bridging the gap be-
tween SPH and grid-based methods, in an effort to get
the best of both worlds. Examples include arepo (S10),
rich (Yalinewich et al. 2015) and gizmo (Hopkins 2014,
2015). One can arrive at the class of moving mesh codes by
starting with SPH, but seeing the particles as mesh gener-
ation points, and subsequently solving the Euler equations
on this (necessarily unstructured) mesh. If the mesh points
are fixed, an Eulerian method on an unstructured grid is
obtained. If the points are allowed to move, a moving mesh
code results. The use of these mesh-generating points and
their Voronoi tessellation makes the mesh evolve in a con-
tinuous manner, and one can avoid mesh-tangling problems
of traditional Arbitraly Lagrangian-Eulerian (ALE) meth-
ods (e.g. Vachal et al. 2004). While in principle one is free
to move the mesh points with any velocity, if the mesh ve-
locity is set equal to the local gas velocity, one obtains a
Lagrangian method. A cylindrical moving mesh code was
recently presented by Duffell (2016). One problem encoun-
tered with moving meshes is grid noise (Bauer & Springel
2012; Hopkins 2015), caused by changes in topology as the
mesh evolves which lead to volume inconsistency errors (Ya-
linewich et al. 2015). Several fixes have been proposed, from
smoothing the velocities of mesh points (Duffell & Mac-
Fadyen 2015), to regularising the mesh (Mocz et al. 2015), to
directly attacking the volume inconsistency (Steinberg et al.
2016).
Given an Eulerian method, for example based on a Rie-
mann solver, acting on a structured grid, adapting it to
work on an unstructured grid is a non-trivial undertaking.
Indeed, most multi-dimensional Eulerian methods are built
using one-dimensional solvers, combined in such a way, mak-
ing use of the structured nature of the mesh (often logically
rectangular), to yield an accurate approximation to the mul-
tidimensional problem (e.g. Strang 1968; Colella 1990; Bal-
sara 2012). Even more, Fourier spectral methods require a
regular mesh from the very beginning. On the other hand,
unstructured meshes offer desirable properties such as more
isotropic numerical diffusion, and the ability to refine the
mesh in arbitrary ways without the need for jumps in reso-
lution.
Unstructured meshes usually come in the form of De-
launay triangulations (Delaunay 1934) or Voronoi tessela-
tions (Dirichlet 1850; Voronoi 1907), for reasons that we
will go into in section 2. Triangular grids, structured or un-
structured, have an additional advantage that they allow
for a multidimensional analog of Roe’s approximate Rie-
mann solver (Struijs 1994). That is, it is possible to de-
sign a multidimensional solver without having to rely on
one-dimensional building blocks. This clearly has advan-
tages over traditional Eulerian methods, especially for flows
that are not aligned with any axis of the grid. While these
multidimensional upwind, or residual distribution, methods
have been around for several decades, initially they were de-
signed to solve for steady flows only. The time-dependent
case turned out to be relatively tricky to work out with var-
ious different formulations (e.g. Ferrante & Deconinck 1997;
De Palma et al. 2005). Moreover, these were all implicit time
integration schemes and therefore relatively expensive.
More recently, an explicit formulation was derived (Ric-
chiuto & Abgrall 2010), making multidimensional upwind
methods potentially competitive for time dependent astro-
physical flows, which are often very compressible but also
multidimensional. In this paper, we present and test a two-
dimensional version of a multidimensional upwind method
in an astrophysical context in the form of astrix1 (AS-
trophysical fluid dynamics on unstructured TRiangular eX-
treme grids). Another advantage of multidimensional up-
wind methods compared to the more common Riemann
solvers is that they employ a very compact stencil: the vast
majority of all calculations (in particular calculating the
fluxes between cells) are done using data from one trian-
gle only. In comparison, a dimensionally split scheme based
on a Riemann solver needs four cells in each direction in
order to compute a second order accurate interface flux (see
e.g. LeVeque 2002). The number of bytes that need to be
read in order to compute a flux is therefore much larger in
traditional Eulerian codes, which makes multidimensional
1 Freely available as an open-source project at https://github.
com/SijmeJan/Astrix/
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Figure 1. Structured mesh on a periodic domain −5 6 (x, y) < 5
upwind methods excellent candidates to port to Graphics
Processing Units (GPUs).
The rest of this paper is structured as follows. In sec-
tion 2 we introduce unstructured grids and how to generate
them, while in section 3 we describe the residual distribution
methods that are part of astrix. In section 4 we discuss the
GPU implementation of both mesh generation and residual
distribution . In section 5 these methods are tested on one
and two dimensional problems and we give a discussion in
section 6. We conclude in section 7.
2 UNSTRUCTURED GRIDS
2.1 Basic definitions
A grid, or mesh, is defined by a set of nodes, or vertices, to-
gether with a recipe for getting from one vertex to its neigh-
bours. A mesh can be said to be structured if the location of
the vertices and their interconnections follow a simple pat-
tern, which usually leads to a high degree of symmetry. In
two dimensions, an m×n structured Cartesian mesh on the
unit square can be defined as a collection of vertices (i, j)
with coordinates
xi = i/m,
yj = j/n, (1)
where 0 6 i < m and 0 6 j < n, together with the connec-
tivity rules that vertex (i, j) is connected to (i − 1, j) and
(i + 1, j) in the x-direction, and to (i, j − 1) and (i, j + 1)
in the y-direction. Such a mesh consists of square cells. The
same collection of vertices with different connectivity rules
could for example lead to triangular cells (for an example
see Fig. 1).
On the other hand, for an unstructured mesh no simple
rules exist for the location of the vertices. An example is
Figure 2. Unstructured mesh consisting of ∼ 400 vertices on a
periodic domain −5 6 x < 5 and −5 6 y < 5.
shown in Fig. 2. Obviously this makes the implementation
more complicated and more memory intensive, since the lo-
cation of all vertices has to be stored explicitly, rather than
using simple rules to work out the coordinates. However, un-
structured grids provide absolute freedom on where to place
the vertices, which has three main advantages:
• It is possible to handle complex geometries. When
studying the flow across an aircraft wing, for example, it
is necessary to get as close to the real shape of the wing as
possible . Embedding a shape that is not rectangular in a
regular Cartesian mesh is hopeless.
• It is possible to construct meshes with no preferred di-
rections , which leads to more uniform numerical dissipation.
For a 2D structured Cartesian mesh, numerical dissipation
will strongly depend on the direction of the flow with respect
to the coordinate axes. This leads to the famous carbuncle
instability (Peery & Imlay 1988; Quirk 1994).
• One has much more freedom to vary the resolution of
the mesh from place to place in a smooth way. For structured
meshes the options are limited. For a structured cylindrical
mesh for example, it is possible to increase the resolution
towards small radii by choosing a logarithmic radial coordi-
nate. However, this affects all cells in the inner parts, while
the region where high resolution is required may be very lim-
ited in azimuthal extent. Of course, for structured meshes
there exists the powerful technique of AMR to obtain high
resolution locally, but this technique leads to boundaries be-
tween regions of coarse and fine resolution (Berger & Oliger
1984) where additional interpolation errors occur, which in
some cases may be unacceptable.
While it is possible to generate quadrilateral unstruc-
tured meshes, the more common cell choice is the triangle.
For a given set of points , there exist many ways of intercon-
necting them using triangles. This means we can choose a tri-
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Figure 3. Delaunay triangulation of 10 randomly placed vertices.
For every triangle, its circumcircle is shown in grey.
angulation that is in some sense optimal. A useful criterion
of the quality of the grid is the minimum opening angle of
any triangle. Meshes with small angles often lead to numer-
ical problems for simulations, since numerical diffusion will
be very non-isotropic (e.g. Babuska & Aziz 1976) . This for-
mer problem happens in Cartesian structured meshes when
the cells have a very large aspect ratio ; for example m n
in equation (1). For Cartesian structured meshes, we would
usually like the cells to be as square as possible, i.e. m = n
in equation (1). For a triangular mesh this translates into
having triangles that are as close to equilateral as possible.
While it is not possible to achieve this limit in practice,
for example because of boundary constraints, we would still
like to maximise the minimum angle for any triangle in the
grid. For a given set of vertices, this fixes the triangulation,
since it is the Delaunay triangulation (Delaunay 1934) that
achieves this.
2.2 Delaunay triangulation
2.2.1 Circumcircles
The circumcircle of a set of two or three vertices is a cir-
cle that passes through all vertices in the set. For a set of
three vertices, this circle is unique. For a set of two ver-
tices, there are infinitely many circumcircles. A triangle T is
called Delaunay if its circumcircle C is empty, i.e. there are
no mesh-generating points inside C . An edge E, consisting
of vertices u and v, is called Delaunay if there exists a cir-
cumcircle of u and v that is empty. Note that if a triangle is
Delaunay, all of its three edges are automatically Delaunay,
since there exists a circumcircle C of any of the edges of
T that is empty (take C to be the circumcircle of T ). The
reverse is also true, but less easy to show formally.
A triangulation of a two-dimensional space where all tri-
a
b
d
c
T
T’
E
Figure 4. Containing quadrilateral of edge E, consisting of tri-
angles T and T ′ and vertices a, b, c and d.
angles and all edges are Delaunay is guaranteed to exist, and
in addition it is unique if no four vertices lie on the same cir-
cle (and, more trivially, not all vertices are collinear). If this
condition is violated, the triangulation is no longer unique:
edges that are Delaunay can be crossing, and in order to
obtain a valid triangulation a selection of edges has to be
made. In practice, this happens automatically during mesh
construction (see below), but it is a first indication that nu-
merical roundoff errors will play a prominent role in mesh
construction. If we bring four vertices closer and closer to
being on the same circle, at some point the triangulation
will become degenerate because of roundoff errors. This sit-
uation has to be handled with care, since if some parts of
the algorithm detect a degeneracy while other parts do not,
which can easily happen when working close to roundoff lim-
its, the whole algorithm will break down. There is therefore
a need for exact geometric predicates (see section 4.1.3). In
Fig. 3 a Delaunay triangulation is shown together with each
triangle’s circumcircle.
2.2.2 Edge flipping
Consider an edge E in a triangulation (not necessarily De-
launay), together with only its two neighbouring triangles
(see Fig. 4). The four vertices define a containing quadrilat-
eral. Define E to be locally Delaunay if empty circumcircle of
E exists. Obviously, if E is not locally Delaunay it is not De-
launay. The converse is not true: E may be locally Delaunay
but not Delaunay. However, if all edges in the triangulation
are locally Delaunay this means that all edges are Delaunay.
Define E′ as the edge that would exist if we connected
the two vertices of the containing quadrilateral not part of
E (a and d in Fig. 4). If E is not locally Delaunay, it follows
that E′ would be locally Delaunay. This means that we can
remove an edge that is not locally Delaunay by flipping E
MNRAS 000, 1–38 (2016)
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(i.e. replacing it with E′). Not all edges are flippable, for ex-
ample if the containing quadrilateral is not convex. However,
it can be shown that all edges that are not locally Delaunay
can be flipped.
It follows that if a triangulation is not Delaunay, at
least one edge is not locally Delaunay and can be flipped.
It is intuitively clear, but slightly more difficult to show,
that each flip moves the triangulation closer to the Delaunay
triangulation2. When there are no more edges to flip, the
resulting triangulation is the Delaunay triangulation.
Note that some edges can not be flipped because it
would make the triangulation invalid. In Fig. 3, this is true
for the almost horizontal edge near the top. The reason is
that the containing quadrilateral is not convex. However, it
can be shown that if an edge can not be flipped, it has to
be Delaunay.
2.2.3 Triangle quality
The main reason for the popularity of Delaunay triangu-
lations for mesh generation is that the resulting triangles
are of high quality in the sense that small angles can be
avoided as long as the boundary of the domain does not
require them . In fact, among all possible triangulations of
a set of vertices, the Delaunay triangulation maximises the
minimum angle present in the mesh3 (Lawson 1977). This
can be shown in a straightforward way by first noting that
flipping an edge to make it locally Delaunay always increases
the minimum angle present in the containing quadrilateral.
Now any valid triangulation can be transformed into a De-
launay triangulation by a sequence of edge flips. Since any
edge flip increases the minimum angle, this means that the
Delaunay triangulation maximises the minimum angle.
2.2.4 Incremental insertion algorithm
The discussion on edge flipping suggests the following algo-
rithm for finding the Delaunay triangulation of a set of ver-
tices: start with any valid triangulation, and perform edge
flips until all edges are locally Delaunay. The resulting tri-
angulation is the Delaunay triangulation.
Finding an initial triangulation for a large set of input
vertices is cumbersome. Therefore, in practice vertices are
inserted one by one, starting from an initial triangle large
enough to contain all subsequent vertices (Lawson 1977).
Such algorithms are usually called incremental insertion al-
gorithms. When implemented in its simplest form, incremen-
tal insertion can be slow, because in principle the addition
of a single vertex may lead to the flipping of all edges in the
mesh. However, if the vertices are inserted in random order
(Guibas et al. 1992), incremental insertion becomes a com-
petitive method (Su & Drysdale 1997). Other algorithms
include divide and conquer (Guibas & Stolfi 1985; Dwyer
1987), sweepline (Fortune 1986), gift-wrapping (Dwyer 1991)
and algorithms based on the convex hull (Barber et al. 1996).
The reason for choosing incremental insertion over any of the
other methods is that by its very nature is very well suited
to deal with cases where we do not know in advance the
2 This is only true in 2D; in 3D, convergence is not guaranteed.
3 Unfortunately, this result only holds in two dimensions
position of all vertices in the mesh. This is the situation we
are in when generating unstructured meshes.
2.3 Delaunay refinement
Even though the Delaunay triangulation is optimal in the
sense that it maximises the minimum angle, low-quality tri-
angles can still be seen in Fig. 3. This is because the location
of the vertices were chosen randomly. In practice, we are free
to choose the majority of the positions of the vertices. Pos-
sible constraints on the location of the vertices include any
fixed boundaries (a wall, an aircraft wing, a planet) and
any resolution constraints on the local density of vertices.
Within these constraints, there is still a lot of freedom in
choosing vertex locations. This can be done in an optimal
way as to guarantee a mesh of a certain quality, that is, a
minimum opening angle that is larger than a certain value.
This way of choosing vertices, often called Delaunay refine-
ment, is discussed next. For a more detailed discussion, see
Shewchuk (2002).
2.3.1 Removing low-quality triangles
First of all, the idea of a triangle of low quality can be made
quantitative. Define β to be the ratio of the circumradius to
the shortest edge of a triangle. A straightforward calculation
shows that 2β = 1/ sinα, where α is the smallest angle of
the triangle. Therefore, in order to avoid small angles, we
need to avoid triangles with large values of β, say we require
β 6 B for some appropriate bound B.
A low-quality triangle T can be removed by adding a
new vertex v to the mesh, exactly at the circumcentre of T .
It is clear that T can not be part of the new mesh, since its
circumcircle is no longer empty. However, it is also clear that
any new triangle created by inserting v, will have a shortest
edge that is at least the radius of the circumcircle of T .
Since β > B for T , we have that the shortest edge of any new
triangle is at least B times the shortest edge of T . For B > 1,
this means that new edges will have at least the length of
the minimum edge length in the initial triangulation |E|min.
Therefore, an algorithm that removes triangles with β > B
must terminate eventually if B > 1, since at some point the
vertex density becomes so high that no new triangles can be
created with minimum edge length larger than |E|min. The
three most well-known Delaunay refinement algorithms use
B =
√
2 (Ruppert 1995) and B = 1 (Chew 1989, 1993).
In addition to the quality constraint β 6 B, we can
impose a size constraint, by removing triangles that are too
large in the same way as removing low-quality triangles. The
maximum size |T |max can be a function of space, allowing
for non-uniform meshes. As long as |T |max(x) > M for some
positive constant M , the algorithm is still guaranteed to
terminate.
2.3.2 Splitting segments
The main distinction between the algorithms of Chew
(1989), Chew (1993) and Ruppert (1995) lies in the way
mesh boundaries are treated. These boundaries are part of
the input of the Delaunay refinement algorithm: it takes
as input the vertices that make up the boundary together
MNRAS 000, 1–38 (2016)
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with their interconnection. The simplest case would be if the
computational domain is a rectangle, which can be specified
with four vertices (the corners) and four edges (the sides).
More complicated cases would include an outer boundary
that is a circle, or a hole in the computational domain (an
inner boundary) in the form of an aircraft wing. These edges
are special in the sense that they will have to be part of the
final mesh. Such edges will be referred to as segments4.
Ruppert (1995) provides an elegant way of dealing with
segments. Define the diametric circle of a segment to be the
smallest circle that encloses the segment. A segment is de-
fined to be encroached if any vertex lies inside the diametric
circle. During Delaunay refinement, if a new vertex would
lead to encroached segments, the vertex is not inserted: in-
stead the segments in question are split by inserting vertices
at their midpoints. Note that a non-encroached segment is
an edge that is Delaunay since there exists a circumcircle,
namely the diametric circle, that is empty. This way, the
algorithm ensures that boundary segments will be part of
the final triangulation. An additional advantage is that it is
also guaranteed that a new vertex will be inside the existing
triangulation: if the circumcentre of a triangle happens to be
outside the triangulation, this must mean that somewhere a
segment is encroached.
2.4 Grid generation
We now go over the different steps in our Delaunay refine-
ment algorithm. Every iteration consists of six steps, which
are described below and are repeated until no more vertices
need to be inserted. It is important to realise that the re-
sulting mesh, defined by the input boundary vertices and
the desired quality, is not unique. In particular, the loca-
tions of the vertices depend on the order in which they were
inserted.
2.4.1 Finding low-quality triangles
First of all, for every triangle T with vertices (a, b, c) in the
mesh we compute its circumradius r:
r =
lalblc
2
∣∣∣∣ ax − cx ay − cybx − cx by − cy
∣∣∣∣ , (2)
where la, lb and lc are the length of the edges opposite
vertices a, b and c, respectively, and its circumradius-to-
shortest-edge ratio β. If either r > R (triangle too big) or
β > B (triangle too low quality), a vertex will be inserted
at its circumcentre. Here, R and B are user input quantities
specifying the desired triangle size (R) and the desired tri-
angle quality (B). This step leads to a list of vertices to add
into the mesh.
2.4.2 Finding triangles containing the new vertices
Next, for every new vertex we find the triangle containing
this vertex (often this is not the original triangle, especially
4 Segments do not have to be part of the boundary: in principle
the term refers to any input edge that needs to be part of the
final triangulation
if this triangle has a large value of β). A triangle T with ver-
tices a, b and c contains vertex v if v lies on the ‘correct’ side
of all three edges of T . If (a, b, c) are in counterclockwise or-
der, then v lies in T if both (a, b, v), (b, c, v) and (c, a, v) are
in counterclockwise order. Following Shewchuk (1997), we
will refer to the counterclockwise test as Orient2D(a, b, c),
a function that returns a positive value if (a, b, c) are in coun-
terclockwise order, negative if they are in clockwise order,
and zero if they are collinear. This function can be imple-
mented as a matrix determinant5:
Orient2D(a, b, c) =
∣∣∣∣ ax − cx ay − cybx − cx by − cy
∣∣∣∣ . (3)
It should be clear that in order to maintain a valid trian-
gulation, it is extremely important that Orient2D(a, b, c)
gives the correct result, even in the presence of round-off
errors. This is difficult when (a, b, c) are close to collinear.
If we try and place a vertex v in triangle T but extremely
close to the edge that is shared by T and T ′, due to round-
off errors a naive implementation of Orient2D may decide
that v lies in both T and T ′, or not in either of them. Such
mutually contradictory results inevitably lead to nonsensi-
cal results and invalid triangulations. One might hope that
for straightforward computational domains (no complicated
boundaries) such cases never show up, but in practice they
always do. Therefore, we evaluate Orient2D using exact
geometric predicates (see section 4.1.3).
While the triangle containing v may not be the original
triangle T0 leading to the insertion of v, often it is close to
it. Therefore, we start searching in T0, and move to a neigh-
bouring triangle in the direction of v until we have found a
triangle containing v. In some cases, v will be located exactly
on an edge and those have to be dealt with separately.
2.4.3 Testing if any new vertex encroaches upon a
segment
Vertices can not be inserted if they lead to an encroached
segment. A vertex v with coordinates rv encroaches upon a
segment with vertices a and b with coordinates ra and rb if
(ra − rv) · (rb − rv) < 0 (4)
There is usually no need for exact predicates in this compu-
tation.
If vertex v is to be inserted in triangle T with vertices
(a, b, c) we check all triangles that have either a, b or c as
a vertex. Should v be inserted onto an existing edge E, we
check all triangles that share a vertex with the two triangles
sharing E as an edge. If any of these triangles has a segment
for an edge upon which v encroaches, v is not inserted at
its original location but on the middle of this particular seg-
ment, thereby splitting the segment. Of course, inserting v
might have lead to multiple encroached segments, but this
approach is computationally advantageous as the number
of vertices to be inserted does not change. Any difficulties
arising from this approach are dealt with in section 2.4.5.
Note that by checking all triangles that have either a, b
or c as a vertex, we make sure that v does not encroach upon
5 Note that the same determinant appears in the denominator in
equation (2)
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any segment. For if v encroaches upon any other segment, it
automatically follows that either a, b or c encroaches upon
this segment as well, which can not be the case if the original
mesh had no encroached segments.
2.4.4 Insert new vertices into mesh
Next, we actually insert the vertices into the mesh. If vertex
v is to be inserted in triangle T , T is split into three triangles
that all have v as a vertex. This operation therefore adds
two triangles to the mesh. If v is inserted on an edge E, the
two triangles sharing E are each split into two, thereby again
adding two triangles to the mesh. When splitting a segment,
the single triangle of which the segment is part is split into
two, thereby adding one triangle to the mesh. Note that at
this point, we do not maintain a Delaunay triangulation.
2.4.5 Split any encroached segments
Occasionally, splitting a segment leads to another en-
croached segment. In order to deal with this, we check any
vertex that was inserted on a segment if it encroaches any
other segment. If this is the case, the segment in question is
split by adding an extra vertex to the mesh. In practice this
only very rarely happens.
2.4.6 Maintain Delaunay triangulation
With the insertion of new vertices and therefore the addi-
tion of new triangles the current triangulation will usually
no longer be Delaunay. The final step in the iteration is to
transform the current triangulation into a Delaunay trian-
gulation, which is achieved by edge-flipping.
First of all, all relevant edges in the mesh are checked for
Delaunay-hood. Consider edge E and its containing quadri-
lateral, which consists of triangles T and T ′ (see Fig. 4). Let
the vertices of T be (a, b, c), and let d be the one vertex of
T ′ that is not part of T . Then E is Delaunay if d does not
lie inside the circumcircle of T . Following Shewchuk (1997),
define the InCircle2D(a, b, c, d) test to return a positive
value when d lies inside the circle defined by (a, b, c) (as-
suming (a, b, c) are in counterclockwise order), a negative
value when d lies outside this circle, and zero if d lies ex-
actly on this circle. As with Orient2D, InCircle2D can
be expressed as a determinant:
InCircle2D(a, b, c, d) =∣∣∣∣∣∣
ax − dx ay − dy (ax − dx)2 + (ay − dy)2
bx − dx by − dy (bx − dx)2 + (by − dy)2
cx − dx cy − dy (cx − dx)2 + (cy − dy)2
∣∣∣∣∣∣ . (5)
Again, we need the InCircle2D test to give the exact result,
even in the case of finite precision arithmetic. Otherwise,
not only could the flip algorithm get stuck, continuously
flipping the same edge, but it could also flip an edge that is
not flippable because the containing quadrilateral is concave,
yielding an invalid triangulation and therefore breaking the
Delaunay refinement algorithm.
Flipping an edge may create new edges that are not
Delaunay. Therefore, the process of checking and flipping
is iterated until all edges are Delaunay. When the triangu-
lation is Delaunay again, the next iteration can be started
by testing all triangles if they match the quality constraints.
When there are no more vertices to add, the algorithm exits.
3 RESIDUAL DISTRIBUTION SCHEMES
We now turn to the hydrodynamic solver acting on our un-
structured grid. The equations to be solved are conservation
of mass, momentum and energy in two spatial dimensions:
∂ρ
∂t
+
∂
∂x
(ρu) +
∂
∂y
(ρv) = 0, (6)
∂
∂t
(ρu) +
∂
∂x
(ρu2 + p) +
∂
∂y
(ρuv) = 0, (7)
∂
∂t
(ρv) +
∂
∂x
(ρuv) +
∂
∂y
(ρv2 + p) = 0, (8)
∂e
∂t
+
∂
∂x
(ρhu) +
∂
∂y
(ρhv) = 0, (9)
where ρ is the density, v = (u, v)T is the velocity vector,
p is the pressure and e is the total energy for an ideal gas
equation of state :
e =
1
2
ρ
(
u2 + v2
)
+
p
γ − 1 , (10)
in which the last term denotes the internal energy, which is
specified by the pressure under the assumption of a perfect
gas, with ratio of specific heats γ. Finally, h = (e + p)/ρ is
the fluid enthalpy.
Above conservation laws can be written concisely as:
∂W
∂t
+∇ · F = 0, (11)
whereW is the state vector and F = (F,G) is the flux term,
containing the flux in the x direction F and the flux in the y
direction G. Integrating over a volume V and using Gauss’
theorem shows that the time evolution of W is governed by
the residual φ:
φ =
∮
∂V
F · ndS, (12)
where n is the outward-pointing unit normal vector of sur-
face element dS. If φ = 0, the state is stationary. A residual
distribution scheme, as the name suggests, is a numerical
scheme that solves a discrete version of (11) by taking φ
and distributing it over neighbouring cells.
3.1 Roe solver
The Roe solver is a well-known approximate Riemann solver
that is part of many astrophysical fluid dynamics packages
(e.g. Mignone et al. 2007; Stone et al. 2008). However, it
can also be viewed as a residual distribution scheme in one
spatial dimension, and thereby making a connection between
more traditional methods and the framework presented in
the next sections.
3.1.1 Brief derivation
Consider a system of q hyperbolic conservation laws in one
spatial dimension:
∂W
∂t
+
∂F
∂x
= 0, (13)
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Figure 5. Space-time diagram of the solution to a linear Riemann
problem between states Wi−1 and Wi at cell interface xi−1/2.
The solution is assumed to consist of three waves, their propaga-
tion denoted by the bold lines. There are two intermediate states
betweenWi−1 andWi, and the jumps between them are found
by projecting the initial state difference onto the eigenvectors of
A.
where W is the state vector and F the flux vector. Write
the conservation laws in quasi-linear form:
∂W
∂t
+A(W)∂W
∂x
= 0, (14)
where A = ∂F/∂W is the Jacobian.
Now consider a uniform grid with cell centres xi and
spacing ∆x. Consider two neighbouring grid cells i− 1 and
i, and corresponding states Wi−1 and Wi. The interaction
of these two grid cells can be seen to arise from a state jump
at the cell interface. The setup of two constant states sep-
arated by a discontinuity is known as a Riemann problem
and has an analytic solution (e.g. Lax 1957). Every cell inter-
face has its own Riemann problem defined by the neighbour-
ing states, and for small enough time steps these Riemann
problems will be independent. Solving the Riemann prob-
lems then yield for example interface fluxes that can then
be used to update the state in the cells (see e.g. LeVeque
2002).
For a linear system, i.e. A does not depend on W, the
solution to the Riemann problem consists of a set of discon-
tinuities travelling at speeds given by the eigenvalues of A
(see Fig. 5). The strength of each discontinuity can be found
by projecting the initial state jump onto the right eigenvec-
tors of A:
Wi −Wi−1 =
q∑
p=1
αi−1/2,pri−1/2,p, (15)
where ri−1/2,p is the pth eigenvector of A and αi−1/2,p is the
corresponding projection coefficient, which are found by
αi−1/2 = R−1i−1/2 (Wi −Wi−1) , (16)
where R is the matrix containing the right eigenvectors of
A as columns.
This completes the solutionW∗(t, x), which we can use
to do a time step from t to t+ ∆t by averaging the solution
over a grid cell:
Wi(t+ ∆t) =
1
∆x
∫ xi+1/2
xi−1/2
W∗(x, t+ ∆t)dx. (17)
Since W∗ is piecewise constant, the integration is easily
done, yielding
Wi(t+ ∆t) = Wi(t)− ∆t
∆x
q∑
p=1
(λp)+ αprp, (18)
where (λp)+ stands for max(0, λp), with λp the pth eigen-
value of A. Note that we have only considered the cell inter-
face between i and i−1: there will be a similar contribution
to the update of Wi from the interface with cell i+ 1.
Of course, the governing equations of gas dynamics are
non-linear. The Roe solver (Roe 1981) is defined by a suit-
able linearisation of A(W). For the one-dimensional Euler
equations, with
W = (ρ, ρu, e)T , (19)
where ρ is the density, u the velocity and e the total energy,
Roe (1981) found that by using a parameter vector
Z =
√
ρ(1, u, h)T , (20)
where h = (e + p)/ρ is the fluid enthalpy, the matrix A
evaluated at Z¯ = (Zi+Zi−1)/2 provides a linearisation with
desirable properties. In particular
A(Z¯)(Wi −Wi−1) = Fi − Fi−1; (21)
a property necessary for a conservative scheme.
3.1.2 Second-order accuracy
The scheme presented above is only first-order accurate, i.e.
the largest error term is proportional to ∆x. It is possible to
increase the order of accuracy by considering higher-order
terms in the Taylor expansion of the solution:
W(t+ ∆t, x) = W(t, x) + ∆t
∂W
∂t
+
∆t2
2
∂2W
∂t2
+O(∆t3)
= W(t, x)−∆tA∂W
∂x
+
∆t2
2
A2 ∂
2W
∂x2
+O(∆t3). (22)
The term proportional to ∆t is dealt with by the first order
scheme above, while the term proportional to ∆t2 must come
from considering a linear reconstruction of the solution (e.g.
LeVeque 2002). The contribution of this last term involves
information from cells further away from the interface under
consideration (i.e. i − 2 or i + 1) and has to be limited in
order to avoid spurious oscillations near shocks. TVD limiter
functions come in many flavours, from the least compressive
minmod limiter to the very compressive superbee limiter
(e.g. Sweby 1984). In regions of smooth flow, the update is
done using the Lax-Wendroff scheme (Lax &Wendroff 1960)
, and is second-order in both space and time.
A different approach to improve the order of accuracy
is not based on (22), but in stead separates discretization in
space and time. Dealing with space first leads to an ordinary
differential equation (ODE)
dW
dt
= L(W), (23)
where L is the operator governing the spatial discretization.
Above equation can now be solved by a second-order ODE
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solver, leading to a second-order accurate method if the spa-
tial discretization is second order as well. Again, a limiter
has to be applied to avoid oscillations near discontinuities,
and care must be taken that the ODE integrator does not
introduce oscillations. This method of lines has the advan-
tage that, unlike the Taylor series approach, it is straight-
forward to extend the method to higher than second order.
The main disadvantage is that it needs to solve more than
one Riemann problem per cell interface per time step, again
unlike the Taylor series approach.
3.1.3 Approaches for more than one spatial dimension
The one-dimensional Roe solver, or any other Riemann
solver, can be used to build a multidimensional numerical
method. Here we highlight some of the problems that arise,
since they are pertinent to our discussion later.
Consider the two-dimensional hyperbolic system
∂W
∂t
+
∂F
∂x
+
∂G
∂y
= 0, (24)
with quasi-linear form
∂W
∂t
+A∂W
∂x
+ B∂W
∂y
= 0, (25)
with B = ∂G/∂W. In this section, we can afford to deal
only with the linear problem and therefore take A and B to
be constant. A Taylor expansion of the solution is given by
W(t+ ∆t, x) = W(t, x) + ∆t
∂W
∂t
+
∆t2
2
∂2W
∂t2
+O(∆t3)
= W(t, x)−∆t
(
A∂W
∂x
+ B∂W
∂y
)
+
∆t2
2
(
A2 ∂
2W
∂x2
+AB ∂
2W
∂y∂x
+
BA∂
2W
∂x∂y
+ B2 ∂
2W
∂y2
)
+O(∆t3). (26)
The first-order Roe solver takes care of the terms propor-
tional to ∆t. If only a first order method is required, all
interactions between grid cells can be taken into account si-
multaneously through applying (18) four times for every cell
(one for every neighbour).
Terms proportional to ∆t2 come in two flavours: those
containing A2 and B2, which in the one-dimensional case are
taken care of by correction fluxes or slope limiters, and cross-
derivative terms proportional to AB and BA. The latter
come about because flow at an angle to the grid may take
material from cell (i, j) directly to for example cell (i+1, j+
1): there can be transport across the corners of the grid.
The simplest way of dealing with these cross-derivatives
is by using dimensional splitting: treat each dimension sep-
arately, varying the order in such a way as to minimize
the splitting error (e.g. Strang 1968). Alternatively, one can
adopt an unsplit method such as the Corner Transport Up-
wind method (CTU, Colella 1990), which then has to take
care of the cross-derivatives directly, an approach that is
taken for example in ATHENA (Stone et al. 2008), while
PLUTO (Mignone et al. 2007) offers both options. Note
that neither of these options are available for unstructured
meshes, which makes a code such as arepo (Springel 2010)
formally only first-order accurate, although in practice it
shows second-order convergence (e.g. Pakmor et al. 2016).
While both dimensional splitting and CTU offer for-
mal second-order accuracy for smooth flows, in some cases
it can be advantageous to adopt a fully multidimensional
approach, in particular in regions where the flow is not ex-
tremely well-resolved (Balsara 2010). One concern is that
in many implementations, higher-order corrections are basi-
cally one-dimensional: when deciding if the interaction be-
tween cell (i, j) and (i− 1, j) can be second order, informa-
tion from cells (i−2, j) and (i+1, j) is used, all at the same
value of j (e.g. LeVeque 2002). It is therefore interesting to
look at alternatives, such as fully multidimensional Riemann
solvers (Balsara 2010). Here, we explore multidimensional
upwind methods in the framework of residual distribution.
3.1.4 Residual distribution formulation
Before diving into the residual distribution framework, we
first show how the familiar one-dimensional Roe solver can
be formulated as a residual distribution scheme. This sets
the scene for the next few sections.
A different way of looking at the one-dimensional linear
problem (A does not depend on W) involves defining the
residual associated with cell interface i− 1/2:
φ = Fi − Fi−1 = A¯ (Wi −Wi−1) . (27)
If the residual is zero, the flux is constant and there should
be no evolution of the state. Note that, in Fig. 5, the left
state Wi−1 is only modified by the jump associated with a
negative propagation speed, and therefore a negative eigen-
value of A¯, while the right state is modified by the two jumps
associated with positive eigenvalues of A¯. The residual is
therefore split between the two neighbouring cells according
to the sign of the eigenvalues of A¯6. This can be appreciated
even more when writing the update (18) in matrix form, in-
troducing Λ+ as the diagonal matrix with λ+ as entries on
the diagonal:
q∑
p=1
(λp)+ αprp = RΛ+α
= RΛ+R−1 (Wi −Wi−1)
≡ A¯+ (Wi −Wi−1) , (28)
where R denotes the matrix of right eigenvectors of A¯. The
contribution of the Riemann problem at interface i− 1/2 to
cell i− 1 is, using the same notation:
q∑
p=1
(λp)− αprp = A¯− (Wi −Wi−1) . (29)
Note that the contributions to the two neighbouring cells
(28) and (29) sum up to φ. The residual φ is split, or redis-
tributed, amongst the neighbouring cells, according to the
recipe:
φi = A¯+A¯−1φ,
φi−1 = A¯−A¯−1φ. (30)
6 LeVeque (2002) uses the term fluctuation splitting rather than
residual distribution.
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This formulation of the Roe solver is interesting because it
has higher dimension counterparts, which we introduce next.
3.2 Residual distribution basics
Consider a system of q hyperbolic conservation laws in d
spatial dimensions:
∂W
∂t
+
d∑
j=1
∂Fj
∂xj
= 0, (31)
Write in quasi-linear form, introducing a parameter vector
Z, to be specified later:
∂W
∂Z
∂Z
∂t
+
d∑
j=1
∂Fj
∂Z
∂Z
∂xj
= 0. (32)
Now we introduce our triangular mesh. Assume we know Z
at the vertices (nodes), and since the nodes are connected
by triangles there exists a piecewise linear interpolation of
the nodal values:
Zh(x, t) =
N∑
i=1
Zi(xi, t)ω
h
i (x), (33)
where N is the total number of nodes in the mesh and ωhi is
the piecewise linear shape function equal to unity at node i
and vanishing outside of the triangles sharing i as a vertex.
The triangle residual is given by (cf. the one-
dimensional case (27)):
φT =
∫
T
d∑
j=1
Aj ∂Z
∂xj
dV, (34)
where Aj = ∂Fj/∂Z. For the piecewise linear interpolation
(33) we have that
∂Z
∂xj
=
1
d
1
|T |
(
d+1∑
i=1
Zini
)
· xˆj , (35)
where |T | denotes the area of triangle T , ni is the inward
pointing normal to the edge opposite node i of triangle T
and xˆj is the unit vector in direction j. Plugging this into
(34) yields
φT =
d+1∑
i=1
KiZi, (36)
with
Ki = 1
d
[
d∑
j=1
A¯j xˆj
]
· ni, (37)
with
A¯j = 1|T |
∫
T
AjdV. (38)
In order for the resulting scheme to be conservative, the aver-
age matrix A¯j must obey above relation given Zh. While this
is difficult in general, if the fluxes F are at most quadratic
functions of Z, this means that the entries of Aj are at most
linear in Z, making the integrals trivial to evaluate so that
the average matrix A¯j is just Aj evaluated at the nodal
average of Z:
A¯j = Aj
(
1
d+ 1
d+1∑
i=1
Zi
)
. (39)
φT
a
Figure 6. Illustration of how the state at vertex a is updated.
Each triangle T has a residual φT , which is redistributed among
its vertices. The total update to vertex a is the sum of the contri-
butions of all seven triangles that have a as a vertex. Each vertex
is associated with a Voronoi cell, shown in grey lines, defined by
the Delaunay triangulation.
For the Euler equations, a parameter vector can be found
that leads to a quadratic flux function, which is basically a
multidimensional analogue of Roe’s original parameter vec-
tor (Deconinck et al. 1993).
The hyperbolic nature of equation (31) guarantees that
Ki has q real eigenvalues and a complete set of linearly in-
dependent eigenvectors. Diagonalization yields
Ki = RiΛiLi, (40)
where Ri is a matrix whose columns are the right eigenvec-
tors of Ki, Li = R−1i , and Λi is a diagonal matrix containing
the eigenvalues of Ki. We can now define the multidimen-
sional upwind parameter as
K±i = RiΛ±i Li, (41)
with
Λ±i =
Λi ± |Λi|
2
. (42)
Explicit expressions for the matrix elements are provided in
appendix A.
Residual distribution schemes take the cell residual,
and, as the name suggests, redistributes it over neighbour-
ing nodes (cf. the one-dimensional case (30)). They take into
account the hyperbolic nature of the equations by looking
at upwind directions, and do so in a multidimensional way
by looking at the eigenvalues of K rather than A and B
separately. All nodes gather parts of the residuals of all tri-
angles that have that specific node as a vertex. This process
is illustrated in Fig. 6. Triangle T has residual φT , which is
redistributed over the three vertices of T . The total update
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at vertex a is the sum of the contributions of the seven tri-
angles that have a as a vertex. Defining φTi as the part of
the residual of triangle T to be sent to node i, an update
would look like
Wn+1i = W
n
i − ∆t
Vi
∑
T,i∈T
φTi , (43)
where n denotes the number of time steps taken so far, and
Vi is the volume associated with node i. For a Delaunay
triangulation, Vi is the volume of the Voronoi cell centred
on i (see Fig. 6). For stability, the time step is limited by a
CFL condition:
∆t 6 min
i
2Vi∑
T :i∈T l
T
maxλTmax
, (44)
where the minimum is taken over all vertices in the triangu-
lation, lTmax is the length of the longest edge of T and λTmax is
the maximum possible signal speed. For the Euler equations,
λTmax = max
j∈T
(|vj |+ cj) , (45)
where vj and cj are the velocity and sound speed at vertex
j.
The update (43) is only first order accurate in time.
Higher order temporal accuracy is possible but will depend
on the exact scheme used and will be discussed in section 3.4.
A residual distribution scheme is defined by how it defines
φi, or, in other words, how the residual is distributed over the
neighbouring nodes. Below, we discuss two possible choices
for the distribution function.
3.3 Distribution schemes
Traditionally, residual distribution schemes have been used
to find steady solutions to the Euler equations, with (43)
used only to reach the required steady state. In this case,
temporal accuracy is not an issue. The final steady state
will depend on the distribution coefficients φi. Several de-
sign criteria have been identified (e.g. van der Weide 1998),
of which we have encountered two already: conservation and
multi-dimensional upwinding. The former sets the lineariza-
tion (39), while the latter was introduced through the use
of K rather than using A and B separately. All schemes dis-
cussed below are both conservative and multidimensional
upwind.
Two other important considerations are positivity, or
monotinicity, and linearity preservation. A scheme is said
to be positive when no new extrema are introduced in the
solution when going from one time step to the next. It is
therefore related to the concept of total variation dimin-
ishing (LeVeque 2002), and is especially important in com-
pressible flows since a positive scheme does not introduce
oscillations near discontinuities. If a scheme is linearity pre-
serving it means that exact linear solutions are recovered by
the scheme. In a steady state, this means such a scheme is
second-order accurate in space (Abgrall 2001).
A scheme is said to be linear if, when applied to a linear
partial differential equation such as
∂u
∂t
+ a · ∇u = 0, (46)
the solution update can be expressed as
un+1i =
N∑
j=1
cju
n
j , (47)
where N is the total number of grid points and the co-
efficients cj are independent of u. For example, the one-
dimensional first-order Roe scheme is linear. Unfortunately,
as a consequence of Godunov’s theorem, a linear scheme can
not be both positive (monotone) and linearity preserving
(second-order) (Struijs 1994). Just as in the one-dimensional
case, non-linear schemes have to be designed in order to get
the best of both worlds.
3.3.1 Linear N scheme
The N scheme (N for narrow, Struijs 1994; van der Weide
1998) is a monotonic scheme that is at most first-order ac-
curate in space. The distribution function is given by
φNi = K+i
(
Zi − Nˆ
d+1∑
j=1,j∈E
K−j Zj
)
, (48)
where
Nˆ =
(
d+1∑
i=1,i∈E
K−i
)−1
(49)
There are certain cases for which the inverse matrix Nˆ does
not exist, for example at stagnation points. However, the
product K+i Nˆ always has meaning, making the N scheme
always well-defined.
3.3.2 Linear LDA scheme
While the N scheme can deal with shocks in a stable and
satisfactory way, its first-order nature makes it too diffusive
in smooth flows to be of practical use. A popular second-
order scheme is LDA (Low Diffusion A, Struijs 1994; van der
Weide 1998), for which the distribution function is given by:
φLDAi = βiφ
T . (50)
with distribution coefficients
βi = −K+i Nˆ . (51)
Using the LDA scheme in the presence of discontinuities
leads to unphysical oscillations, as expected.
3.3.3 Non-linear blended schemes
In order to get the best of both worlds, second-order accu-
racy in regions of smooth flow while remaining monotone
in the presence of discontinuities, schemes that blend the N
and LDA residue have been designed:
φBi = Θ
EφNi +
(
I −ΘE
)
φLDAi , (52)
where ΘE is a diagonal non-linear blending matrix
ΘEk,k =
∣∣φEk ∣∣∑d+1
j=1,j∈E
∣∣∣φNj,k∣∣∣ , (53)
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where subscript k indicates the kth equation of the system
(e.g. Csík et al. 2002). This scheme will be referred to as the
B (for blended) scheme. Two useful variants can be obtained
by setting all diagonal values of ΘE to θ, there θ can be
taken to be either the maximum (Bmax) or the minimum
(Bmin) over all Θk,k. Bmax favours the N scheme when in
doubt, and is therefore a good choice when strong shocks
are present in the solution, while Bmin favours the LDA
scheme, and is therefore a better choice for solutions that
are relatively smooth.
A different blending scheme was proposed in Dobes &
Deconinck (2008), where the blending coefficient is taken to
be to be a scalar θ:
φBxi = θφ
N
i + (1− θ)φLDAi , (54)
which is based on a shock sensor s:
θ = s2h, (55)
where h is a measure of the size of the element and
s =
( −L∇ · v
|v|max − |v|min
)+
, (56)
where L is the domain size, is a sensor that is non-zero only
in regions of compression and is O(1) in regions of smooth
flow, which makes θ O(h) and the scheme second-order accu-
rate (Dobes & Deconinck 2008). This scheme will be referred
to as the Bx scheme.
3.4 Second order temporal accuracy
When time-dependent problems are considered, temporal
accuracy becomes an issue. While there exists a residual
distribution scheme that is second-order in space and time,
the Lax-Wendroff scheme (cf. section 3.1.2), this has to be
mixed with a first-order scheme whenever discontinuities are
present, and such schemes have been only moderately suc-
cessful (März & Degrez 1996; Ferrante & Deconinck 1997;
Hubbard & Roe 2000).
The second method for improving the order of accu-
racy of section 3.1.2, the method of lines, has seen much
more progress in recent years. Unfortunately, a straightfor-
ward implementation of the method of lines is impossible
due to the fact that residual distribution schemes in their ba-
sic formulation suffer from an inconsistent spatial discretiza-
tion (März & Degrez 1996). For linearity preserving schemes
such as LDA, a consistent update can be obtained through
a Petrov-Galerkin formulation well known from finite ele-
ment analysis , but for positive schemes another approach
is needed (Abgrall & Mezine 2003).
In the time-dependent case, the total residual ΦThas
both a space and a time component:
ΦT =
∫
T
∂Wh
∂t
dV + φT =
d+1∑
i=1
|T |
3
dWi
dt
+ φT . (57)
As for the steady case, the question is how to redistribute
this residual over the nodes. In order for the scheme not
to suffer from an inconsistent discretization we introduce a
mass matrix mij , well known from finite element analysis:
ΦTi =
d+1∑
j=1
mij
dWj
dt
+ φTi . (58)
The particular form of mij is discussed below. A time step
can now be taken by requiring that for every node∑
T,i∈T
ΦTi = 0. (59)
For a general choice of mij , this leads to an implicit solver.
Explicit schemes were derived only very recently (Rossiello
et al. 2009; Ricchiuto & Abgrall 2010). In the following,
we present the second-order scheme of Ricchiuto & Abgrall
(2010), which is a two-stage Runge-Kutta method:
W∗i = W
n
i − ∆t
Vi
∑
T |i∈T
φi(W
n
h) (60)
Wn+1i = W
∗
i − ∆t
Vi
∑
T |i∈T
Φi, (61)
where we have indicated specifically that the spatial residue
in the first step is based on the interpolation Wh at time
level n. The total residue Φi appearing in the second step is
for the N scheme given by
ΦNi =
|T |
3
W∗i −Wni
∆t
+
1
2
(
φNi (W
∗
h) + φ
N
i (W
n
h)
)
, (62)
while for the LDA scheme it reads:
ΦLDAi =
∑
j∈T
mLDAij
W∗j −Wnj
∆t
+
βi
2
(φ(Wnh) + φ(W
∗
h)) .
(63)
Note that this integration scheme is closely related to total-
variation-diminishing time integration schemes (Shu 1988).
For the N residual, the mass matrix is simply
mNij =
|T |
3
δij , (64)
which is not consistent but since the N scheme is only first
order anyway this is not a problem. Several choices can be
made for the mass matrix in the LDA residue (Ricchiuto &
Abgrall 2010), from which we choose7
mLDAij =
|T |
3
βi, (65)
where βi is given by (51). A slightly more complicated up-
date, called selective lumping (Ricchiuto & Abgrall 2010)
adds an anti-diffusive term to the residual:
ΦSLi = Φi +
∑
j∈T
( |T |δij
3
−mGij
)
W∗j −Wnj
∆t
, (66)
where Φi can be either ΦLDAi or ΦNi and mGij is the Galerkin
mass matrix
mGij =
|T |
12
(δij + 1) . (67)
For blended schemes, the N and LDA total residue are
mixed in the usual way (see section 3.3.3). The resulting
scheme is second order accurate in space and time wherever
the blending procedure favours the LDA scheme (Ricchiuto
& Abgrall 2010).
7 While different versions of mij can formally be ranked accord-
ing to their dissipative nature, much less is known about their
stability. The choice of (65) is based on simplicity and apparent
stability.
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To summarise, a complete integration scheme is defined
by the residual distribution scheme (N , LDA, B, etc), a
mass matrix, and a choice of lumping. In all test problems
discussed below, we stick to the mass matrix of equation
(65) together with global lumping. The only choice left is
the residual distribution scheme, with the annotation that
when using the first order N scheme we also use a first order
time integration.
3.5 Boundary conditions
On structured grids, boundary conditions are often imposed
by adding a layer of ghost cells to the computational do-
main, whose states are set in such a way to achieve the de-
sired boundary condition. Periodic boundary conditions, for
example, are simply achieved by copying the relevant states
from the other side of the computational domain into the
ghost cells. A reflecting boundary can be achieved by copy-
ing the states next to the boundary from the computational
domain into the ghost cells but reversing the velocity nor-
mal to the boundary. One reason why this approach is very
effective in the case of structured grids is that the bound-
aries always align with one of the coordinate axis. A second
reason is that all cells have the same shape and volume so
that copying the state is trivial8.
For an unstructured grid, we do not necessarily have the
boundary aligned with one of the coordinate axis, and, since
all computational cells are slightly different, having a layer
of ghost cells would mean copying part of the grid structure,
which is expensive both in terms of computational effort and
memory requirement, and should therefore be avoided. An
exception to this rule are non-reflecting boundaries, where
the boundaries are taken to be so far away from the re-
gion of interest that their exact shape does not matter. In
this case, we promote the boundary vertices to ghost ver-
tices, whose states never changes from the initial conditions,
which are taken to be a stationary state. All vertices con-
nected to the ghost vertices, because of multidimensional
upwinding, ‘see’ waves through the usual characteristic de-
composition. A wave trying to leave the computational do-
main can do so, but if information needs to be drawn from
outside the computational domain because one of the char-
acteristics points inward, this information is drawn from the
ghost cells containing no wave. Therefore, no waves enter the
computational domain and therefore we call these boundary
conditions non-reflecting, and they are relatively trivial to
implement: at the start of a time step, all boundary cells
have to be set to the initial condition. This procedure can
also be used to specify an inflow boundary.
Periodic boundary conditions are completely handled
by the mesh. If the mesh is periodic in both x and y, all
vertices and triangles have neighbours in all directions (see
Fig. 2). Therefore, for periodic boundaries, no extra work is
required.
The final boundary discussed here is a reflecting wall.
Such a boundary is most easily enforced in a weak sense,
which means specifying the flux across the boundary rather
8 Exceptions include for example structured grids in curvilinear
coordinates, where cells at different spherical radii r will have
different volumes ∝ r2.
than the state at the boundary. For the implementation we
follow van der Weide (1998). Consider a triangle of which
one edge e with vertices a and b, belongs to a reflecting wall,
and let the normalized normal of this edge be n = (nx, ny)T .
The desired flux at a reflecting wall is such that the velocity
normal to the wall vanishes: vn = v · n = 0. Usually the
flux as computed as if there was no wall does not obey this
condition, and therefore a correction flux has to be applied:
Fcnx +G
cny = −

ρvn
ρuvn
ρvvn
ρhvn
 . (68)
The correction residual is then given by
Φc =
∫
e
(Fcnx +G
cny) de
≈ |e|
2
(Fcanx +G
c
any + F
c
bnx +G
c
bny) , (69)
where the trapezium rule was used to approximate the in-
tegral. This residual is distributed over the nodes a and b
using a parameter α ∈ [0, 1]:
Φca =
|e|
2
(α (Fcanx +G
c
any) + (1− α) (Fcbnx +Gcbny)) , (70)
Φcb =
|e|
2
((1− α) (Fcanx +Gcany) + α (Fcbnx +Gcbny)) , (71)
Following van der Weide (1998), we choose α = 0.75.
4 GPU IMPLEMENTATION
GPUs have emerged relatively recently as viable alternatives
to large distributed-memory machines. Modern single GPU
cards are capable of Teraflops performance, comparable in
speed to a CPU cluster of a few 100 cores but at a fraction
of the cost. However, getting close to peak performance of a
GPU is not straightforward, even though in recent years is
has become much easier.
The computational intensity of numerical fluid dynam-
ics made it a prime candidate to be ported to GPUs. Both
SPH (Hérault et al. 2010) and structured grid-based meth-
ods (Hagen et al. 2006) were successfully run on GPUs, with
unstructured grid methods for magneto-hydrodynamics fol-
lowing later (Lani et al. 2014). The latter was based on
an implementation of the Rusanov flux (Rusanov 1961). A
method specific for turbulence calculations on hybrid grids
was presented in Asouti et al. (2011). To the best of our
knowledge, astrix is the first implementation of an explicit
residual distribution method on GPUs.
astrix is written using NVIDIA’s CUDA (Compute
Unified Device Architecture) programming model. CUDA-
capable cards come in different generations or compute ca-
pabilities. The higher the compute capability, the newer the
card and this means more features may be available. The
first generation of CUDA-capable cards were built to com-
ply with single precision IEEE requirements9, which, as we
9 The first generation CUDA cards with compute capability 1.x
does not support denormal numbers, and the precision of division
and square root operations are slightly below IEEE 754 standards
(Whitehead & Fit-Florea 2011). Cards with compute capability
2.x and higher do not suffer from these issues.
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saw turns out to be important for generating unstructured
meshes as at several stages we need exact geometric predi-
cates, while newer cards (compute capability 2.x and higher)
fully support double precision arithmetic.
Designing algorithms for the GPU is fundamentally dif-
ferent from designing traditional parallel CPU algorithms,
simply because the GPU is a very different beast. A useful
analogy is that the CPU is a single genius, while the GPU
represents millions of unskilled labourers. The GPU gets its
performance not by doing single computations fast, but by
taking on a lot of single computations at the same time and
switching between them if necessary. Of course, this can only
be done if the computations are independent. Therefore, we
need to expose enough parallellism: we need to load the GPU
with millions of independent relatively small tasks in order
to get close to peak performance. This is done by launch-
ing many threads (typically millions) that each work inde-
pendently. These threads are organised into warps that can
be moved between computing units very efficiently, thereby
hiding instruction and memory latency. Exposing enough
parallellism is straightforward in the residual distribution
schemes discussed in section 3: the bulk of the computations
can be done independently for all triangles, and one expects
a two-dimensional mesh to contain typically millions of tri-
angles. The situation is more tricky for mesh generation as
will be explained in section 4.1 below.
A second condition for good GPU performance is ade-
quate use of GPU memory. Data transfer from CPU to GPU
is slow since it has to go through the PCI bus (typical speed
6 GB/s). This has to be kept in mind when porting only
part of an application to GPU. While the GPU may speed
up a particular computation 100 times, if this computation
is preceded and followed by a few seconds of data transfer
the overall speedup may be negligible or even negative. The
converse is also true: if a particular part of an algorithm is
not very well suited to run on a GPU, the benefit of running
this part on the CPU may be outweighed by the increased
memory traffic. astrix is designed with minimal CPU-GPU
memory transfers: all data reside on the GPU and stay on
the GPU, unless explicit output is required.
Finally, this brings us to performance metrics. From
a user’s point of view, it is important to know how much
the code speeds up when running on the GPU compared to
the CPU. Unfortunately, this is extremely dependent on the
GPU/CPU combination. Moreover, one should compare an
algorithm optimised for the GPU to an algorithm optimised
for the CPU, and usually these are very different algorithms
because the GPU works differently from a CPU. A fair com-
parison therefore requires designing and optimising two dif-
ferent algorithms performing the same task. While for com-
pleteness we do mention GPU/CPU speedups when measur-
ing performance of astrix, above considerations should be
kept in mind.
4.1 Mesh generation
As discussed above, efficient use of a GPU is non-trivial. In
order to expose as much parallelism as possible, most steps
in the Delaunay refinement algorithm are done launching
one CUDA thread per element. For example, when finding
low-quality triangles, each thread will check a single trian-
gle if the quality and size constraints are met. This leads
0.2 0.3 0.4 0.5 0.6
x
0.5
0.6
0.7
0.8
0.9
y
Figure 7. Insertion cavity of a new vertex. The vertex to be
inserted is denoted by the black dot, and all triangles belonging
to the cavity are coloured grey. Also shown are the circumcircles
of the cavity triangles.
to a list of vertices to add to the mesh, for which we can
find their containing triangles independently, and also check
independently whether they encroach upon any segment.
4.1.1 Parallel insertion set
Inserting new vertices requires more attention, since not all
vertices can be inserted independently. For example, two
new vertices may find themselves in the same triangle, in
which case only one of them can be inserted at a time. If
a new vertex is to be inserted on an edge, no vertices can
be inserted in the neighbouring triangles. A more stringent
constraint arises from the demand that it must be possible
to generate the mesh by inserting the vertices one at a time.
This is important because all proofs of quality and termina-
tion of the algorithm rely on inserting new vertices sequen-
tially. Therefore, we have to select a subset of circumcentres
that can be inserted independent from each other.
It is obvious that a single new vertex v will only af-
fect those triangles in the mesh whose circumcircles con-
tain v. All other triangles have empty circumcircles and will
therefore be part of the new triangulation. This leads to
the definition of the cavity of v: the set of triangles whose
circumcircles contain v. Then two vertices can be inserted
independently from each other if their cavities do not over-
lap. An example of a cavity is shown in Fig. 7.
Finding all triangles belonging to the cavity of v is rela-
tively straightforward. We already have found the insertion
triangle (see section 2.4.2). Starting from this triangle, which
is of course part of the cavity, move into one of the neigh-
bouring triangles if it also belongs to the cavity. By always
checking the neighbours in anti-clockwise order, it is possi-
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Figure 8. Number of insertion iterations needed for an unstruc-
tured mesh of size L with quality constraint B =
√
2 and min-
imum circumradius s. The solid curve shows the regular case,
while the dashed curve shows the case where we assign random
integers to the new vertices. Also shown is the theoretical bound
of O(log2(L/s)) (Spielman et al. 2007).
ble to find all triangles belonging to the cavity in relatively
few steps.
A simple algorithm for selecting non-overlapping cavi-
ties is the following. For every new vertex v, flag all triangles
belonging to its cavity with a unique integer i(v). If a tri-
angle has already been flagged with i′(v′), take max(i, i′) as
the flag so that a triangle will always be associated with at
most one new vertex, with higher values of i(v) being given
priority. Taking the maximum as mentioned above involves
three steps: 1) reading the current value of the flag, 2) com-
paring it with the new value, 3) write back the new value
if it is higher than the old value. In order to prevent a race
condition, these three operations have to be done without
interference from other GPU threads, which can be done
within CUDA through so-called atomic functions, in this
case atomicMax. Once all new vertices are processed in this
way, we walk through the cavities a second time, and check
for every new vertex v if all triangles belonging to its cavity
are flagged with i(v). If so, the vertex can be inserted.
Of course, we want to insert as many vertices in one par-
allel step as possible. There exists what is called a maximal
independent set (e.g. Luby 1986); a maximum number of
vertices that can be inserted in a single parallel step. While
Spielman et al. (2007) present an algorithm for calculating
the maximal independent set for this specific problem, the
simple algorithm presented above performs remarkably well
if the integers i(v) are chosen to be random. That is, if there
are N bad triangles in the mesh, and therefore potentially
N vertices to insert (v1...vN ), give each vertex a unique ran-
dom integer as its i(v). This leads to independent cavities
covering the whole domain relatively uniformly.
The algorithm presented in Spielman et al. (2007) takes
O(log2(L/s)) iterations, where L is the domain size and s
the smallest circumradius in the final mesh. In Fig. 8, we
compare our simple algorithm to this theoretical limit, both
for regular integer assignment (i.e. i(vn) = n) and random
integer assignment. Note that because of Morton ordering
(see section 4.1.4 below), vertices with large values of i are
located very close to each other, making the parallel selec-
tion method very inefficient. However, for random integer
assignment, the number of iterations necessary follows the
theoretical limit rather nicely. In addition, finding the cavi-
ties associated with the new vertices has the additional ad-
vantage that we know which edges may need flipping: only
edges part of a cavity of a new vertex plus any newly cre-
ated edges need to be checked for the Delaunay property.
This saves a lot of redundant checking of edges.
4.1.2 Data structure
The mesh contains nVertex vertices, nTriangle triangles
and nEdge edges. The basic structure of the grid is stored in
four arrays, using CUDA intrinsics:
• vertexCoordinates; a float2 array of size nVertex
containing the x and y coordinates of all vertices in the
mesh.
• triangleVertices; an int3 array of size nTriangle
containing for every triangle the three vertices that make
up the triangle.
• triangleEdges; an int3 array of size nTriangle con-
taining for every triangle its three edges.
• edgeTriangles; an int2 array of size nEdge containing
for every edge the two neighbouring triangles (or just one if
the edge is part of the boundary and therefore a segment).
4.1.3 Exact geometric predicates
As indicated in the previous sections, at several stages (find-
ing insertion triangles and testing edges for the Delaunay
property) we need exact geometric predicates, i.e. the exact
sign of the determinants Orient2D (3) and InCircle2D
(5). While this can be done in principle using exact arith-
metic, the price is quite high: up to two orders of magnitude
reduction in speed. Fortunately, an adaptive method was de-
signed by Shewchuk (1997), based on earlier work by Priest
(1991). The key insight is that the exact determinant is not
needed: all we are interested in is the sign. If we can be sure
that a calculation at finite precision gives the correct sign,
there is no need to make it more precise. These algorithms
work on most processors, in particular those complying to
the IEEE 754 standard, and can therefore be ported in a
straightforward way to modern GPUs.
4.1.4 Morton ordering
Data locality has always been critical for efficient use of
GPUs. On older cards (compute capability 1.x), when read-
ing an array from global device memory, it was critical for
neighbouring threads to read neighbouring data: if thread 0
reads array[0], it was necessary for thread 1 to read array[1]
and so on; any other order would incur a speed penalty of up
to 2 orders of magnitude. More recent GPUs have relaxed
these requirements by introducing on-chip cache, but this
MNRAS 000, 1–38 (2016)
16 S.-J. Paardekooper
still means that data locality is highly desirable: if neigh-
bouring threads read data that is close together in memory,
chances are it can be found in the cache, which means a read
from global device memory is unnecessary.
Unstructured meshes pose a challenge for maintaining
data locality due to the non-trivial interconnections between
vertices. Moreover, in the process of creating the mesh new
vertices, edges and triangles are added, quickly destroying
data locality even if it was present at some stage. In order to
mitigate this, after every parallel insertion step, we reorder
vertices, edges and triangles as to maintain as much data lo-
cality as possible. This is done by assigning a Morton value
(Morton 1966) to for example each vertex, and then sorting
the vertices according to their Morton value. The same for
edges and triangles. While sorting itself is non-local and not
trivial to implement of a GPU, CUDA has fast built-in sort-
ing algorithms so that the overall effect on execution speed
of Morton ordering is positive.
4.1.5 Delaunay triangulator
For efficient use of the GPU in maintaining a Delaunay tri-
angulation, we want to flip as many edges as possible in
parallel. First, we use the robust InCircle2D (5) test to
generate a list of edges that do not satisfy the Delaunay
requirement. From this list, edges can be flipped indepen-
dently if they are not part of the same triangle. We select
an independent set in much the same way as done in section
4.1.1, where the ‘cavity’ of an edge is now defined by the
two neighbouring triangles. Randomization was not found
to be necessary in this case, since because the ‘cavities’ are
so small a large independent set can always be found.
Unfortunately, edge flipping can corrupt the data struc-
ture, in particular edgeTriangles (triangleVertices and
triangleEdges are updated during the flip). While the
flipped edge still has the same neighbouring triangles t1 and
t2, other edges belonging to for example the original t1 may
suddenly have t2 rather than t1 as a neighbour. Fortunately,
this is straightforward to correct. For every edge e, we look at
its neighbouring triangles t1 and t2 through edgeTriangles.
If none of the edges of t1, as per triangleEdges, is equal to
e then this means that e now neighbours t2 rather than t1.
Therefore, before flipping edges, we create a triangle sub-
stitution array triangleSub so that for every edge to be
flipped triangleSub[t1] = t2 and vice versa. Note that no
conflicts can arise since any triangle can only be associated
with one edge that will be flipped (otherwise these edges can
not be flipped in parallel). After a parallel step of edge flip-
ping, we can then replace t1 or t2 with triangleSub[t1] or
triangleSub[t2], respectively, where necessary. See Navarro
et al. (2011) for more details.
4.1.6 GPU performance
As a test case, we consider the generation of a uniform un-
structured mesh, periodic in both x and y, with 1.3 million
vertices. We compare a GPU version to a CPU version, using
exactly the same algorithms using single precision floating
points. The test was run on a system consisting of an Intel
Xeon 1.8 GHz CPU and a NVIDIA Tesla K20m GPU, which
has CUDA compute capability 3.5.
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Figure 9. Total CPU time in milliseconds spent in kernels while
generating a uniform unstructured periodic mesh with 1.3 mil-
lion vertices. From left to right, they represent checking edges for
Delaunay-hood, testing which triangles are of low quality, test-
ing if new vertices lead to encroached segments, lock all triangles
in insertion cavities, repair edges after flipping, find independent
insertion cavities, flag edges for checking Delaunay-hood, find in-
sertion triangles, flip edges, insert new vertices, finding circum-
centres of triangles and fill the triangle substitution array.
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Figure 10. Total GPU time in milliseconds spent in kernels while
generating a uniform unstructured periodic mesh with 1.3 million
vertices. Kernels are displayed in the same order as in Fig. 9.
In Fig. 9 the total time spent on the CPU in each ‘ker-
nel’10 is shown. Most time is spent checking if edges are De-
launay, followed by the quality check of triangles. It should
be noted that the kernel TestQuality is called once every
refine cycle, while the kernel CheckEdge is called multiple
times in the same cycle until the mesh is Delaunay. The
time spent in individual instances of CheckEdge is actually
smaller than that for CheckTriangle, but the number of ker-
nel calls make CheckEdge the most time-consuming kernel.
The corresponding timings for the GPU are shown in
10 When running on the CPU a kernel is replaced by a for-loop
performing exactly the same task
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Fig. 10, in the same order from left to right as Fig. 9. Check-
ing edges for Delaunay-hood is still the most expensive op-
eration, but the costs have been reduced by a factor of ∼ 80
compared to the CPU version. While this may seem as a
healthy speedup, it is nowhere near the maximum capabil-
ity of the Tesla K20m GPU, as we will se below. This is
partly due to the fact that many calls to CheckEdge involve
only very few edges to be processed, hence limiting the par-
allelization. The maximum number of edges to be checked
in a single kernel call is ∼ 650000 for this particular mesh,
giving a speedup of ∼ 100 compared to the CPU. The brute
force approach of checking all edges in every Delaunay iter-
ation therefore gives a bigger speedup, but the overall com-
putational costs would still increase. A second reason for
the relatively poor performance is that the kernel requires
a lot of memory traffic. For every edge checked, we need to
know all coordinates and all edges of the two neighbouring
triangles, and because of the unstructured nature of the grid
the memory access involved is not ideal for the GPU. The
third reason is that the kernel has to make use of exact ge-
ometric predicates, which first of all makes the algorithm
more complicated, which increases the number of registers
used and therefore limits the amount of blocks that can be
run simultaneously, and at the same time leads to warp di-
vergence: the amount of computation performed can differ
significantly for different edges.
On the other hand, the kernel TestQuality show a
much better speedup, from ∼ 220 on average to ∼ 270 max-
imum. The achieved bandwidth of 120 Gb/s comes reason-
ably close to the theoretical maximum of the Tesla K20m
GPU of 200 Gb/s, given the unfavourable memory access
pattern due to the unstructured nature of the mesh. Never-
theless, even here there is room for improvement, although
the focus should of course be on the CheckEdge kernel.
The other kernels worth mentioning are TestEncroach,
LockTriangle, IndependentCavities and FlagEdges.
These have in common that they walk through the grid
around a certain point, visiting an unknown number of
triangles, for example the insertion cavity in the case of
LockTriangle. These kernels show the worst speedup on
the GPU (∼ 50), first of all for similar reasons as CheckEdge
mentioned above. In addition, there is the extra compli-
cation of insertion cavities having different sizes, which
leads to different work loads for different GPU threads.
Moreover, the size of the cavity is unknown beforehand,
making optimisations more difficult for the compiler.
Overall, the creation of the 1.3 million vertex mesh has
sped up by roughly a factor of 100 compared to the CPU,
on a graphics card that costs only a fraction of a CPU com-
pute cluster, making the effort of specialising to the GPU
worthwhile.
4.2 Hydrodynamics
4.2.1 Residual distribution
The two-stage Runge Kutta update (60)-(61) consists of four
steps:
• Calculate φ(Wnh), φNi (Wnh) and φLDAi (Wnh)
• Blend into φi(Wnh) and calculate W∗
• Calculate φ(W∗h), ΦNi and ΦLDAi
• Blend into Φi and calculate Wn+1
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Figure 11. Total CPU time in milliseconds spent in kernels dur-
ing a single time step on a uniform unstructured periodic mesh
with 1.3 million vertices. From left to right, they represent cal-
culating the spatial residuals φ(Wnh), φ
N
i (W
n
h) and φ
LDA
i (W
n
h),
calculating the total residuals ΦNi and Φ
T , calculating the to-
tal residual ΦLDAi , adding the residuals to the vertices, calculat-
ing the maximum signal speeds within a triangle, calculating the
blend parameter, calculating the parameter vector and calculat-
ing the time step.
These steps are distributed over the following GPU kernels:
• CalcResidual: calculate φ(Wnh), φNi (Wnh), φLDAi (Wnh)
• AddResidual: blend into φi(Wnh) and calculate W∗
• CalcTotalResNtot: calculate φ(W∗h), ΦNi
• CalcTotalResLDA: calculate ΦLDAi
• AddResidual: blend into Φi and calculate Wn+1
In addition, there are kernels for calculating the allowed time
step, the parameter vector and to set the boundary condi-
tions, but the vast majority of the computational time is
spent in the kernels mentioned above. Note that the kernel
AddResidual performs exactly the same task twice but with
different residuals.
Calculations of the residuals are independent for each
triangle and can therefore be parallelized very efficiently.
The node updates involve the contributions from all trian-
gles sharing a particular node. While this could be paral-
lelized over the nodes, we do not have direct information
on which triangles share for example node i from the mesh
data structure. This would be difficult to achieve, since the
number of triangles per node can vary quite a lot. It would
be possible to assign one triangle to every node, and walk
around the node collecting the contribution from all trian-
gles sharing the node, but since all nodes have to be updated
we found it more efficient to again paralellize over triangles
and update the nodal values using atomic operations.
4.2.2 GPU performance
As a test case, we consider the mesh generated in section
4.1.6 and consider the cost of a single time step, using the
same CPU/GPU combination as in section 4.1.6. The results
for the CPU are shown in Fig. 11. It is clear that the bulk
of the computational time is spent calculating the residuals.
Comparing with Fig. 9, we see that the cost of setting up
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Figure 12. Total GPU time in milliseconds spent in kernels dur-
ing a single time step on a uniform unstructured periodic mesh
with 1.3 million vertices. Kernels are displayed in the same order
as in Fig. 11.
the mesh is roughly 100 time steps. While in this paper we
are considering static meshes only, this high cost of gener-
ating the mesh should be kept in mind when contemplating
dynamic meshes. We will see below that this issue is even
more important on the GPU.
In Fig. 12 we show the corresponding timings for the
GPU. Now most time is spent in adding the residuals to the
vertices. This kernel shows a modest speedup with respect
to the CPU of roughly 40.This is not because the kernel
makes inefficient use of the GPU: the achieved bandwidth
is ∼ 150 Gb/s, which is good compared to the theoretical
maximum of 200 Gb/s considering that all additions have to
be atomic. Rather, it is the relatively low amount of compu-
tations compared to the memory traffic in this kernel that
limits the speedup.
The situation is much better for the computation-
ally intensive kernels calculating the residuals. The kernels
CalcResidual and CalcTotalResLDA show a speedup of 500
at a bandwidth of 110 Gb/s and 130 Gb/s, respectively,
while CalcTotalResNtot shows a speedup of 320 at a band-
width of 135 Gb/s. This shows the true power of the GPU
as these kernels do a lot of computations per memory ele-
ment. Overall, this makes a GPU time step 250 times faster
compared to the CPU. Since this skews the performance on
the GPU towards the hydrodynamics compared to the gen-
eration of the mesh, a dynamic mesh will hurt performance
more on the GPU than on the CPU.
5 TEST PROBLEMS
In this section we discuss the performance of astrix in vari-
ous standard test problems. Since the schemes implemented
in astrix can be seen as multidimensional variants of the
Roe solver, we will use a dimensionally split version of the
Roe solver, as implemented in rodeo (see e.g. Paardekooper
& Mellema 2006; Paardekooper 2012), as a benchmark. In
addition, we also show results obtained with a different ap-
proximate Riemann solver (HLLC, Toro et al. 1992). In all
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Figure 13. Detail of the mesh used for one-dimensional calcula-
tions. The mesh is periodic in the y-direction, so that all vertices
map onto y = 0.
cases, except where explicitly mentioned, the minmod lim-
iter was used as a flux limiter.
5.1 One-dimensional tests
We begin by discussing some standard one-dimensional
test problems. Since astrix is a purely multidimensional
method, we have to choose a two-dimensional mesh that
does not allow for variations in the state in one of the coor-
dinate directions. This can be achieved by making a struc-
tured mesh periodic in y with one cell covering the whole
domain, see Fig. 13. The ‘one-dimensional’ domain is located
at y = 0, and the domain is periodic in y with period 0.1.
All vertices are located either at y = 0 or at y = ±0.1, which
means all vertices map onto y = 0, making the calculation
effectively one-dimensional.
5.1.1 Linear sound wave
The first problem consists of a linear sound wave of ampli-
tude 10−4, in a uniform medium of ρ = 1, v = 0 and adi-
abatic sound speed c = 1. The ratio of specific heats is set
to γ = 1.4. The domain size in x as well as the wavelength
of the perturbation is set to unity. Boundary conditions are
periodic, and the wave is evolved to t = 1. We compute the
L1 error norm in the density as
L1 =
1
A
∑
i
Ai|ρi − ρ0,i|, (72)
where ρi is the density in the ith cell after the final time
step, ρ0,i is the exact solution at that particular location,
Ai is the volume of the ith cell, and A =
∑
iAi is the total
volume of the computational domain. Note that the scaling
with volume effectively makes this an estimate for the mass
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Figure 14. L1 error norm for the 1D linear sound wave as a func-
tion of cell size h for different algorithms. In the case of astrix,
the curves are labeled by distribution scheme (N , B, Bx), while
for the structured grid methods the curves are labeled by Rie-
mann solver (Roe or HLLC). In all cases, the order of the scheme
is shown (1 or 2). The thin solid lines are included to guide the
eye and indicate errors ∝ h and ∝ h2.
error. In the case of a 1D mesh, all cells have the same
volume and the scaling with volume has no effect.
The results for three first-order schemes, the N scheme,
the first order Roe scheme and the first order HLLC scheme
are shown by the solid curves in Fig. 14. The thin solid lines
indicate errors ∝ h and ∝ h2. The differences between the
first order schemes are so small they are hardly visible, and
in particular the Roe scheme and the HLLC scheme give the
same L1 error up to three significant digits. For high enough
resolution, all schemes show linear convergence as expected.
Second order Roe and HLLC, shown in Fig. 14 by dashed
curves are again indistinguishable. The same is true for the
two second order astrix schemes B and Bx, although they
do show smaller errors than both Roe and HLLC. Second
order convergence is obtained for all second order schemes
around h ∼ 0.01. Of course, the linear sound wave itself
is only an approximation to the true solution, and towards
higher resolution, the errors become dominated by the de-
parture from linearity, which removes the second order con-
vergence for all schemes. We note that results obtained with
the LDA scheme are indistinguishable from those obtained
with both B and Bx.
5.1.2 Sod shock tube
This one-dimensional Riemann problem is a well-known test
case for gas dynamics codes (Sod 1978). The initial condi-
tions consist of two constant states, separated by a mem-
brane at x = 0.5. The left state has density ρL = 1, pressure
pL = 1, while the right state has density ρR = 0.125 and
pressure pR = 0.1. The velocity is zero everywhere initially,
and the ratio of specific heats is set to γ = 1.4. The domain
0 < x < 1 is covered by 100 grid cells, and the solution is
evolved until t = 0.2.
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Figure 15. Density at t = 0.2 for the Sod shock tube problem.
Results obtained with astrix are shown with symbols (for both
the first order N scheme and the second order B scheme) , results
obtained with the Roe solver are shown with solid curves (first
as well as second order) . The dashed curve indicates the exact
solution.
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Figure 16. L1 density error norm for Sod’s shock tube problem
as a function of cell size h for different algorithms. In the case
of astrix, the curves are labeled by distribution scheme (N , B),
while for the structured grid methods the curves are labeled by
Riemann solver (Roe or HLLC). In all cases, the order of the
scheme is shown (1 or 2). The thin solid lines are included to
guide the eye and indicate errors ∝ √h and ∝ h.
The results are shown in Fig. 15. The analytic solu-
tion, shown with the dashed curve, consists of a shockwave
and a contact discontinuity traveling to the right, and a
left-traveling rarefaction wave. First thing to note is that
the results obtained with astrix are almost indistinguish-
able from those obtained with the Roe solver. The second-
order astrix scheme produces very minor overshoots near
discontinuities, but the first-order N scheme is monotone
as expected. The first order schemes show more numerical
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Figure 17. Shock position (top panel) and shock velocity (bot-
tom panel) for the Cartesian blast wave problem. Shown are the
results obtained with the N -scheme with 200 grid cells within
|x| < 2 (blue solid curve), together with the analytical expecta-
tions (black dashed curve).
diffusion, but in all cases the correct signal speeds are re-
covered. In the case of the Roe scheme, the sharpness of the
shocks mildly depends on the choice of the flux limiter, while
for astrix, they depend on the exact blending procedure.
The Bx scheme gives slightly sharper shocks compared to
the B scheme, at the expense of slightly stronger overshoots.
The L1 density error is shown in Fig. 16 for different res-
olutions. The convergence obtained is less than first order
for all algorithms. While this may be surprising at first, this
is due to the presence of a contact discontinuity for which it
is well-known that shock-capturing schemes show sublinear
convergence rates11 (e.g. Hedstrom 1968; Orszag & Jayne
1974). It should be noted in particular that this behaviour
is not limited to the Roe solver: the HLLC scheme shows
similar sublinear convergence and gives results almost indis-
tinguishable from the results obtained with the Roe solver.
We note that this behaviour for second order methods is sen-
sitive to the choice of flux limiter, and, in the case of astrix,
one of the few cases where both the chosen mass matrix and
the lumping strategy matter. Both a more compressive flux
limiter than the minmod limiter used in Fig. 16 for the Roe
solver (Orszag & Jayne 1974) and a less diffusive mass ma-
trix combined with selective lumping in the case of astrix
give slightly better results than given in Fig. 16.
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Figure 18. L1 error norm for the planar blast wave as a function
of cell size h for different algorithms. In the case of astrix, the
curves are labeled by distribution scheme (N , B), while for the
structured grid methods the curves are labeled by Riemann solver
(Roe or HLLC). In all cases, the order of the scheme is shown (1
or 2). The thin solid line is included to guide the eye and indicate
errors ∝ h.
5.1.3 Blast wave
Similarity solutions to strong blast waves have been known
for a long time (e.g. Bethe et al. 1947; Sedov 1946; Tay-
lor 1950). While in the astrophysical community they are
already well-known because they are useful models for su-
pernova explosions, they can be used as test problems for
numerical hydrodynamical codes as well. Here, we discuss a
one dimensional variant in planar geometry, for which the
method of obtaining a reference solution is discussed in ap-
pendix B.
The initial conditions consist of uniform density ρ0 = 1,
zero velocity and negligible pressure p0 = 10−6. To this we
add a Gaussian pressure perturbation of the form
p1 =
γ − 1
500h
√
pi
exp
(
− x
2
100h2
)
(73)
with ratio of specific heats γ = 5/3 and cell size h. The
computational domain is |x| < 2 and we evolve the system
until t = 10. Note that the total energy injected is constant
for different resolutions and equals E = 1/50, which means
that for the lowest resolution we consider (200 grid cells)
this amounts to an energy perturbation of unity within one
grid cell.
A strong shock emerges that propagates away from
x = 0. The shock position and velocity as obtained with
the N scheme with 200 grid cells are displayed in Fig. 17.
The position of the shock was taken to be the cell where
the density passes through ρ = 2.5 (halfway between the ex-
pected post- and pre-shock values) and decreases with |x|.
Since we can not determine the position of the shock within
11 In fact, the theoretical convergence rate is 1/2 (Hedstrom
1968). Figure 16 shows a slightly higher convergence rate because
of the additional presence of both a shock and a rarefaction wave.
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Figure 19. L1 error norm for the stationary vortex problem as
a function of cell size h for different algorithms. In the case of
astrix, the curves are labeled by distribution scheme (N , B,
Bx), while for the structured grid methods the curves are labeled
by Riemann solver (Roe or HLLC). In all cases, the order of the
scheme is shown (1 or 2). The thin solid lines are included to
guide the eye and indicate errors ∝ h and ∝ h2.
one grid cell, the shock position shows a stair step pattern.
This leads to a lot of noise when we differentiate with re-
spect to time in order to get the shock velocity, hence these
were smoothed with a window of ∆t = 0.05 in order to make
the results readable. Results for the B and Bx schemes as
well as the Roe solver are almost indistinguishable from the
results with the N scheme and are therefore not shown.
The L1 density errors are shown in Fig. 18. All tested
methods show linear convergence, and the errors are com-
parable in magnitude. As in the case of Sod’s shock tube,
the results with the HLLC solver are indistinguishable form
those obtained with the Roe solver. Results for the Bx
scheme (not shown) are very similar to those obtained with
the B scheme.
5.2 Two-dimensional tests
In two dimensions, we can make full use of an unstructured
grid. An example mesh is shown in Fig. 2, for a computa-
tional domain that is periodic in both directions; as a con-
sequence, the jagged outer right edge slots in the left edge,
and similarly the bottom edge slots in the top edge. The
number of vertices is ∼ 400, so the resolution is equivalent
so a structured mesh of 20× 20. Such a structured triangu-
lar mesh is shown in Fig. 1. Note that the structured mesh
has clear symmetries, while the unstructured mesh is locally
isotropic.
5.2.1 Isentropic vortex
As a first test case, we consider an isentropic stationary vor-
tex located at x = xc, y = yc. The velocity profile is given
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Figure 20. L1 error norm for the moving vortex problem as
a function of cell size h for different algorithms. In the case of
astrix, the curves are labeled by distribution scheme (N , B,
Bx), while for the structured grid methods the curves are labeled
by Riemann solver (Roe or HLLC). In all cases, the order of the
scheme is shown (1 or 2). The thin solid lines are included to
guide the eye and indicate errors ∝ h and ∝ h2.
by
vx = −Ω(r)(y − yc)
vy = Ω(r)(x− xc), (74)
where r =
√
(x− xc)2 + (y − yc)2 and the angular velocity
is given by
Ω(r) =
β exp
(
1−r2
2
)
2pi
. (75)
Equilibrium requires
1
ρ
dp
dr
= rΩ2, (76)
which, together with the isentropic assumption p = Kργ ,
leads to
γ
γ − 1
d
dr
(
p
ρ
)
= rΩ2. (77)
Solving for T = p/ρ we find
T (r) =
p∞
ρ∞
− γ − 1
γ
β2
8pi2
exp(1− r2), (78)
where p∞ and ρ∞ are the pressure and density far away
from the vortex. Pressure and density distributions follow
from (78):
ρ(r) =
(
T (r)
K
) 1
γ−1
(79)
p(r) = Kρ(r)γ (80)
We take p∞ = ρ∞ = K = 1 and a vortex with β = 5 placed
at xc = 5, yc = 5 in a computational domain 0 < (x, y) < 10.
We let the vortex evolve until t = 10, and measure the L1
error in the density.
The results are shown in Fig. 19. It is clear that for
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Figure 21. Density at t = 3 for the Noh problem. Top panels: results obtained with the first-order Roe solver; bottom panels: results
obtained with the first-order N scheme. Resolution increases from left to right: 32× 32, 128× 128, 512× 512.
this problem, the multidimensional upwind methods really
come into their own, outperforming the Roe solver by more
than an order of magnitude in the second order case. Note
that since this is a stationary problem, the second-order time
integration adds nothing and similar results can be obtained
using the Bx scheme with only first-order time integration.
Comparing first and second order results, we see that part
of this big difference in error between Roe and Bx is due to
the multidimensional characteristic decomposition, which is
the only major difference between first order Roe and the
N scheme. The results obtained with a first order HLLC
scheme are indistinguishable from those obtained with the
first order Roe scheme.
All second order schemes show second order conver-
gence, as expected. The second order Roe scheme does
slightly better (10 − 20%) than the second order HLLC
scheme, which is probably linked to the way the flux limiter
is applied when the characteristic waves are not aligned with
with eigenvectors of the linearised Jacobian (LeVeque 1997).
The blended B scheme significantly outperforms both HLLC
and Roe, and the Bx scheme does in fact more than an order
of magnitude better than the second order Roe scheme. In
this case, since there are no shocks present, the Bx scheme
yields exactly the same results as the LDA scheme.
We now make the problem time-dependent by giving the
whole domain an x velocity boost of vadvect = 1. We enlarge
the computational domain in the x direction to 0 < x < 20,
and again run the simulation until t = 10. This should place
the vortex at x = 15, with velocity and density structure un-
changed from t = 0. The resulting L1 errors in the density
are displayed in Fig. 20. Again, we see that astrix outper-
forms the Roe solver for both first and second order updates,
but not by as much as in the previous case of a stationary
vortex. The difference in error has gone down from roughly
a factor of 3 to a factor of 2 for the first order schemes.
Again, results obtained by HLLC and Roe are exactly the
same at first order, while the Roe solver shows slightly better
results at second order. The Bx scheme, which again gives
the same results as the LDA scheme, outperforms Roe and
HLLC by roughly a factor of 3. The B scheme shows a depar-
ture from second-order convergence towards high resolution.
The cause of this remains to be investigated.
The reason that astrix performs so well on a station-
ary vortex lies in the linearity preserving nature of the LDA
scheme: if a stationary solution is linear over an element, it
is recovered exactly by the integration scheme. Of course,
the isentropic vortex is not a linear solution, but it can up
to some precision be represented by a linear solution, which
is the solution the LDA scheme will evolve towards. Note
that the solution only needs to be linear over every single
triangle; it does not have to be linear globally. The difference
between the LDA solution and the true solution scales with
h2 (Abgrall 2001). In other words: the scheme tries to find
a solution where the residual φT = 0 everywhere, and since
the distribution coefficients satisfy φLDAi = βiφT = 0 no
evolution takes place. It is not obvious, especially with a di-
mensionally split scheme, whether such a multidimensional
numerically stationary state exists, unless it is a hydrostatic
MNRAS 000, 1–38 (2016)
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Figure 22. L1 error norm for the Noh problem as a function of
cell size h for different algorithms. Results obtained with astrix
are shown for the first-order N scheme as well as the second-
order B scheme. Results obtained with the dimensionally split
structured grid code are shown for the first-order HLL solver.
The thin solid line is included to guide the eye and indicates
errors ∝ h.
solution. Even in one spatial dimension in the presence of
source terms one needs to be careful not to evolve away from
stationary states (e.g. Eulderink & Mellema 1995). What is
happening in the case of the Roe solver, is that the solution
continues to evolve to the only state that is numerically sta-
tionary for this scheme, which is the hydrostatic solution,
in which case there is of course no vortex. Note that the
N scheme is not linearity-preserving and will therefore be-
have more like the Roe solver. Nevertheless, there is still an
advantage coming from the multidimensional upwinding.
5.2.2 Noh problem
Here we discuss a demanding problem originally solved by
Noh (1987), of which we consider the two-dimensional ver-
sion. The initial conditions are uniform density ρ = 1, and
a velocity of magnitude 1 everywhere in the direction of the
origin. If we take the initial pressure to be zero, the prob-
lem has an analytic solution consisting of a shock of for-
mally infinite Mach number moving radially outward. Defin-
ing r =
√
x2 + y2, and taking the ratio of specific heats
γ = 5/3, the solution reads:
ρ(r, t) =
{
16 r < t/3
1 + t/r r > t/3 , (81)
v(r, t) =
{
0 r < t/3
−(x, y)T /r r > t/3 , (82)
p(r, t) =
{
16/3 r < t/3
0 r > t/3 . (83)
We take the computational domain to be −1 6 x 6 1 and
−1 6 y 6 1, and as boundary conditions we impose the
analytic solution. Since both astrix and the Roe solver are
based on a characteristic decomposition, they can not han-
dle zero pressure, and therefore, following Liska & Wendroff
(2003), we set it to 10−6 initially. The solution is evolved up
to t = 2, at which point the shock is located at r = 2/3.
Results are shown in Fig. 21. The top panels show re-
sults obtained with the first order Roe scheme, which clearly
shows the carbuncle instability (Peery & Imlay 1988; Quirk
1994). This well-known instability that occurs for strong
shocks that are aligned with the grid is usually associated
with multidimensional flows, but a one-dimensional version
does exist as well (e.g. Dumbser et al. 2004). In this case,
the instability may be associated with the nonlinearity of the
Hugoniot locus (Zaide 2012). In multidimensional flows, it is
thought to be associated with using one-dimensional fluxes
(Stone et al. 2008), and the instability can be corrected effi-
ciently by adding extra multidimensional dissipation (Quirk
1994; Stone et al. 2008), a feature not implemented in the
Roe scheme used here. Going to second order makes the re-
sults worse rather than better and therefore these are not
shown. The HLLC solver suffers from similar problems.
Results obtained with astrix do not show the carbun-
cle instability. This is largely due to the use of an unstruc-
tured grid: there is no place where the shock can be said
to be aligned with the grid. However, the multidimensional
upwind nature of astrix appears to play a role as well. Re-
sults for structured grids do show some artifacts along the
coordinate directions, but they remain confined to the post-
shock region as in the top left panel of Fig. 21, with no real
carbuncles developing even at high resolution.
A numerical artifact that can be seen especially in the
lower left panel is “wall heating" (Noh 1987), resulting in an
underdense region in the centre while the pressure is con-
stant. This rise in temperature is seen in most Riemann
solver codes (Liska & Wendroff 2003; Stone et al. 2008), and
even though a complete understanding of this phenomenon
is still lacking, it may be due in part by an ambiguity in
the position of a shock within a cell (Zaide 2012). We get a
minimum density in the central region of 14, which makes
it comparable to the schemes tested in Liska & Wendroff
(2003) (better than PPM, slightly worse than the WENO
scheme). While we only show results for the first order N
scheme, since the solution is dominated by a strong shock
a blended second order scheme give exactly the same result
as the N scheme in the case where we take the blending
coefficient as the maximum over all equations. Less diffusive
blended schemes either fail on this problem, or need backup
fluxes produced by the N scheme so that again the results
look exactly the same as in Fig. 21.
In Fig. 22 we show the L1 density error for those algo-
rithms that did not show any carbuncle instabilities. As a
comparison to the astrix results we also show results ob-
tained with the original Harten-Lax-van Leer solver (HLL,
Harten et al. 1983), which is known to be carbuncle-free
(Pandolfi & D’Ambrosio 2001). Even the HLL method does
show some artefacts around the coordinate axes; however,
these have very limited impact on the total error. The errors
are very comparable between the three schemes and show
linear convergence at low resolution. At high resolution, a
departure from linearity can be seen, which is probably due
to the wall heating phenomenon.
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Figure 23. Shock position (top panel) and shock velocity (bot-
tom panel) for the cylindrical blast wave problem. Shown is the
result obtained with the N -scheme with an equivalent resolution
of 100 × 100 grid cells within |x|, |y| < 0.2 (blue solid curve),
together with the analytical expectations (black dashed curve).
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Figure 24. L1 error norm for the cylindrical blast wave problem
as a function of cell size h for the same algorithms as in Fig.
22. The thin solid line is included to guide the eye and indicates
errors ∝ h.
5.2.3 Cylindrical blast wave
We now consider a blast wave in cylindrical geometry. The
initial conditions consist of uniform density ρ0 = 1, zero
velocity and negligible pressure p0 = 10−6. To this we add
a Gaussian pressure perturbation of the form
p1 = (γ − 1)
(
0.004
h
)2
exp
(
−x
2 + y2
6.25h2
)
(84)
with ratio of specific heats γ = 5/3 and h is a linear measure
of the cell size. In the case of an unstructured grid this is
taken to be the average over the whole domain of the square
root of the cell volume. The total energy injected is equal to
an order unity perturbation in a disc with radius 1/100. A
reference solution is calculated as outlined in appendix B.
The computational domain is taken to be |x|, |y| < 0.2 and
the solution is evolved until t = 1.
As in the planar case (see section 5.1.3), a strong shock
emerges from the location of the energy perturbation. As in
the case of the Noh problem (see section 5.2.2), both the
Roe solver and the HLLC solver suffer from a carbuncle in-
stability, while the astrix results are carbuncle-free because
of the use of an unstructured grid.
In Fig. 23 we show the shock position (top panel) and
shock velocity (bottom panel) as a function of time as ob-
tained with the N scheme at an equivalent resolution of
100 × 100, together with the analytical expectation. As in
the planar case, good agreement is found. Since the shock
position is now obtained by an angular average, the result is
less noisy and no smoothing is necessary to obtain the shock
velocity, which again shows good agreement with analytical
expectations.
In Fig. 24 we show the resulting L1 error in the den-
sity for three algorithms that did not suffer from numer-
ical instabilities. The N scheme produces results that are
almost indistinguishable from those obtained with the HLL
scheme. Unlike for the Noh problem, the HLL solution looks
perfectly smooth and with the largest part of the error orig-
inating from the strong shock it is hard to do any better on
this problem. The B scheme shows larger errors but linear
convergence as do the N and HLL schemes. Note that in this
problem wall heating is not an issue, and the errors show a
linear decrease for all resolutions considered.
5.2.4 Riemann problem
Here we study the two-dimensional Riemann problem origi-
nally introduced by Schulz-Rinne et al. (1993). The problem
is defined on a square 0 6 x <6 1 and 0 6 y 6 1, with initial
conditions
U =

U1 x 6 0.8, y > 0.8,
U2 x > 0.8, y > 0.8,
U3 x 6 0.8, y 6 0.8,
U4 x > 0.8, y 6 0.8,
(85)
where U = (ρ, vx, vy, p)T is the vector of primitive variables
and
U1 = (0.5322581, 1.2060454, 0, 0.3)
T (86)
U2 = (1.5, 0, 0, 1.5)
T (87)
U3 = (0.1379928, 1.2060454, 1.2060454, 0.0290323)
T(88)
U4 = (0.5322581, 0, 1.2060454, 0.3)
T . (89)
The ratio of specific heats is taken to be γ = 1.4. The solu-
tion consists of four shocks travelling along the wall with
a complex interaction region with shear flow, susceptible
to Kelvin-Helmholtz instabilities (e.g. San & Kara 2014).
The solution along the walls are moving single shocks, for
which the speeds can be computed easily from the Rankine-
Hugoniot jump conditions. We use a one-dimensional shock
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Figure 25. Results for the 2D Riemann problem at t = 0.8. Each panel contains a result obtained with astrix for y > x and a result
obtained with the Roe solver for y < x. The labels in the panels denote the method and resolution used: N128_sb* denotes the Roe
method at resolution 128 × 128 at first order (*=0) or minmod flux limiter (*=1) or superbee flux limiter (*=2). For results obtained
using astrix, the equivalent resolution is shown, and we can have the first-order N scheme (N1), the classical blended scheme (B2), and
the blended scheme where we pick the maximum blend coefficient (Bmax2). The last two for completeness also mention they use global
lumping and the first mass matrix (GLF1).
solution with the computed shock speeds as boundary con-
ditions, and compute the solution until t = 0.8,
Results are shown in Fig. 25. Each panel contains a re-
sult obtained with astrix for y > x and a result obtained
with the Roe solver for y < x. All schemes agree on the
position of the shocks, as is to be expected for conservative
schemes. The jet along the diagonal gets longer with increas-
ing resolution and decreasing numerical dissipation. The left
panels show results obtained with first-order schemes at res-
olutions 128 × 128 and 1024 × 1024. It is clear from the
position of the jet that the N scheme has lower dissipation
than the first order Roe scheme. Moreover, the Roe scheme
shows an instability at x = 0.8 at the position of the shock in
the lower left panel. The seeds of this instability can be seen
in most panels as light horizontal streaks near y = 0.8 and
light vertical streaks near x = 0.8. These streaks are present
in almost all codes, regardless of Riemann solver (Liska &
Wendroff 2003), and are present even if the solution between
for exampleU2 andU4 is computed in one dimension. Their
source is purely numerical and is a consequence of a “startup
error" (Jin & Liu 1996; Zaide 2012): the initial conditions are
not a solution to the modified equation (including numerical
dissipation) the code is solving. The adjustment to the nu-
merical solution leads to small artifacts that in this case stay
put as the post-shock velocity is close to zero. Remarkably,
this leads to a numerical instability for the first-order Roe
scheme. The second-order Roe schemes, possibly because it
increases the stencil, are able to correct this instability very
efficiently. The results obtained with the minmod limiter
(middle panels in Fig. 25) still show the streaks at a resolu-
tion of 128×128, albeit at lower amplitude compared to the
first-order Roe scheme, but at a resolution of 1024 × 1024
they have disappeared. Similar features show up with the
HLLC solver, with some subtle differences. No instability is
observed in the first order HLLC scheme, but on the other
hand the streaks remain far more pronounced in the second
order case.
A second interesting feature is the appearance of
Kelvin-Helmholtz vortices in the shear flow past the shocks.
Except for the first order Roe scheme, which becomes domi-
nated by the numerical instability due to the start-up error,
these vortices show up in all schemes at sufficient resolu-
tion. It has been argued that these are physical rather than
numerical (e.g. San & Kara 2014), and the fact that they
show up in all schemes lends support to this conclusion.
However, this suggests that for higher and higher resolu-
tions, the schemes will not converge to a well-defined so-
lution, making the problem less suited as a numerical test
(a similar problem haunts the Kelvin-Helmholtz instability,
see section 5.2.5). This is especially apparent from the lower
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Figure 26. Growth rates as a function of horizontal wave number
for the smooth KHI for various smoothing parameters d. Also
shown is the incompressible result without smoothing.
right panel of Fig. 25, where the solutions look very noisy,
especially in the case of the Roe solver with superbee flux
limiter. The same holds for results obtained with the HLLC
solver.
5.2.5 Kelvin-Helmholtz instability
The Kelvin-Helmholtz instability (KHI) is a classical hydro-
dynamical instability (e.g. Chandrasekhar 1961) that op-
erates in systems where a velocity shear is present. It has
attracted significant attention as a test problem ever since
Agertz et al. (2007) showed that SPH has difficulties resolv-
ing the KHI. In addition, Springel (2010) claimed that grid-
based methods violated Galilean invariance using the KHI
with an added bulk velocity. This makes it an interesting
test problem to consider.
The simplest two-dimensional setup demonstrating the
KHI consists of two fluids shearing past each other on a
square 0 < (x, y) 6 1, periodic in both x and y, so that the
unperturbed velocity v = (u, v)T = (u0(y), 0)T , with
u0(y) =
{
U0
1
4
< y 6 3
4
−U0 otherwise, (90)
where U0 is a constant. While strictly not necessary for the
KHI, we take a density profile of similar profile in order to
highlight the mixing properties of the schemes:
ρ0(y) =
{
ρH
1
4
< y 6 3
4
ρL otherwise,
(91)
where ρH and ρL are a constant high and low density, respec-
tively. Taking a constant pressure p0, we have an equilibrium
solution that is however unstable to the KHI.
Figure 27. Total vertical kinetic energy ρv2y/2 for the Kelvin-
Helmholtz problem with d = 0.25. The labels denote the method
and resolution used: N128_sb* denotes the Roe method at res-
olution 128 × 128 at first order (*=0) or minmod flux limiter
(*=1). For results obtained using astrix, the equivalent resolu-
tion is shown, and we can have the first-order N scheme (N1),
the blended scheme where we pick the minimum blend coefficient
(Bmin2), which for completeness also mentions it uses global lump-
ing and the first mass matrix (GLF1). The thick solid line shows
the growth rate calculated through a linear analysis.
Analysis of the incompressible problem (e.g. Chan-
drasekhar 1961) reveals that perturbations grow ∝ exp(st)
with growth rate
s = 2U0
√
ρHρL
ρH + ρL
kx, (92)
where kx is the horizontal wave number. Interestingly, all
wavenumbers are unstable, and the highest wave numbers
have the largest growth rates. On an unstructured grid, ini-
tial perturbations are present on the grid scale, and because
they grow fastest they come to dominate the solution. For-
tunately, in the case of the KHI there is a simple way to
regularize the problem by considering smooth profiles of ve-
locity and density in stead of step functions. As shown in
Chandrasekhar (1961), if we take the transition between U0
and −U0 to be linear in y over a distance d, unstable wave
numbers must satisfy
kx <
κ0
2d
, (93)
where κ0 ≈ 1.27846 is the solution of κ = 1 + exp(−κ).
Roughly speaking, wavelengths smaller than d are stable.
Smooth initial conditions therefore lead to a better-posed
problem, at least at early times (McNally et al. 2012), but
in order to make the analysis more quantitative we need
linear growth rates to compare against, which are computed
using the method described in appendix C.
In order to obtain a smooth profile, we first define a
function
f(t) =
{
exp(−1/t) t > 0
0 otherwise,
(94)
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Figure 28. Contour plots of the density at t = 3.5 for the Kelvin-Helmholtz problem with d = 0.25. The label of each panel denotes the
method and resolution used: N128_sb* denotes the Roe method at resolution 128× 128 at first order (*=0), minmod flux limiter (*=1)
or superbee flux limiter (*=2). For results obtained using astrix, the equivalent resolution is shown, and we can have the first-order N
scheme (N1), the blended scheme B (B2) and the blended scheme where we pick the minimum blend coefficient (Bmin2). For completeness
the astrix panels also specify that all results were obtained using global lumping and the first mass matrix (GLF1).
so that
g(t) =
f(t)
f(t) + f(1− t) (95)
describes a smooth transition from 0 to 1 over an interval
0 6 t 6 1. A smooth version of the discontinuous velocity
profile (90) is then given by
u0(y) = 2U0g
(
1
2
+
y − 1/4
d
)
g
(
1
2
− y − 3/4
d
)
− U0, (96)
where the discontinuity has been spread over a distance d.
Similarly for the initial density profile:
ρ0(y) = (ρH − ρL)g
(
1
2
+
y − 1/4
d
)
g
(
1
2
− y − 3/4
d
)
+ ρL.
(97)
Growth rates were computed for U0 = 1/2, ρL = 1, ρH = 2,
p0 = 2.5 and γ = 1.4 for various values of d and kx. The
results are shown in Fig. 26. It is clear that, as expected from
the incompressible analysis, for finite d there is a maximum
wave number for which the flow is unstable. The effect of
compressibility is to reduce the growth rate, but with p0 =
2.5 the velocities are all subsonic and for d→ 0 the growth
rates come close to the incompressible result.
We now choose a relatively large value of d = 0.25,
which makes for only one unstable mode with kx = 2pi. The
linear growth rate was computed to be s = 1.551. Following
McNally et al. (2012), we monitor the kinetic energy us-
ing the vertical velocity only, but integrated over the entire
computational domain:
Ev =
∫
ρv2
2
dxdy. (98)
This quantity is expected to grow at a rate 2s. As initial
conditions, on top of the background flow as specified above,
we put in the eigenvector belonging to the growth rate s with
a velocity amplitude of ∼ 10−3.
Results are shown in Fig. 27 for first order schemes at
a resolution of 128 × 128 and second order schemes at a
resolution of 32 × 32. These resolutions were chosen as to
highlight differences between the various schemes; at higher
resolutions they all converge to the linear result, which is
shown by the thick solid line. The linear phase lasts until
roughly t = 3.5, after which the instability saturates. As an
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Figure 29. Same as Fig. 28, but at a later time t = 5.
average growth rate between t = 0 and t = 2, we measure
s = 0.6 for the first order Roe scheme and s = 0.9 for the
first order N scheme. This trend of the N scheme showing
higher growth rates continues towards higher resolution un-
til both first order schemes approach the theoretical growth
rates. In order for the first order Roe scheme to produce
similar growth rates, we need roughly a factor of 2 higher
resolution compared to the N scheme. A similar story, but
less dramatic, holds for the second order schemes: at a res-
olution of 32× 32, we measure s = 1.4 for the Bmin scheme
and s = 1.3 for the second order Roe scheme. For resolu-
tions 64 × 64 and higher, the results of the two second or-
der schemes become indistinguishable, at least in the linear
phase.
The KHI saturates by perturbations rolling up into
large vortices. The onset of this phase at t = 3.5 is de-
picted in Fig. 28. While at this early non-linear stage, all
schemes still give fairly similar results, two things are worth
pointing out. First of all, it is clear from the top row, which
shows results for the first order schemes, that the N scheme
outperforms the first order Roe scheme at a resolution of
128× 128. This was clear from the growth rates in Fig. 27,
but the top left panels really drive this point home. The
first order Roe scheme at 256×256 gives comparable results
to the N scheme at resolution 128 × 128. All second order
schemes show very similar amplitudes at this stage at the
resolutions considered. The second point is the small artifact
around (x, y) = (0.6, 0.7) seen in the first-order Roe scheme
as well as the astrix results. This kink occurs at the density
interface where the y-velocity is close to zero, which means
the eigenvalue corresponding to a contact discontinuity in
the y-direction is close to zero, which leads to low numerical
dissipation. In this particular case, the numerical dissipation
is in fact too low for this kink to disappear. Numerical ex-
periments show that this artifact disappears when adding a
constant y-velocity to the whole domain.
It is a well-known problem of linearised Riemann solvers
like the Roe solver that eigenvalues close to zero can lead
to numerical artifacts. Most notably, the Roe solver can
not deal properly with transsonic rarefaction waves, where
the eigenvalue corresponding to the slow sonic wave passes
through zero, which requires some form of entropy fix
(Harten & Hyman 1983). While entropy fixes have been de-
signed for multidimensional upwind methods (Sermeus &
H. 2005), these have not been implemented in astrix at
present and in any case they would not remove the kinks
seen in Fig. 28. In fact, results obtained with the HLLC
solver, which in general does not require an entropy fix to
deal with transsonic rarefactions, show exactly the same fea-
ture. Fortunately, its effect is much less severe than errors in
transsonic rarefactions, as it appears to be limited to a few
wiggles in the density profile and does not grow with time.
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Figure 30. Same as Fig. 28, but for supersonic initial conditions at time t = 8.5.
The KHI for the same setup but at at later time t = 5
is shown in Fig. 29. From the first-order schemes in the top
row, it is clear that indeed the kinks visible in Fig. 28 do
not grow. The most obvious differences between the various
panels in Fig. 29 are the secondary instabilities seen in the
second-order astrix results as well as in the results obtained
with the Roe solver using the superbee flux limiter. The
same holds for results obtained with the HLLC solver. There
has been a lot of discussion in the literature on these insta-
bilities (McNally et al. 2012; Lecoanet et al. 2016). While
it is clear that there is a relation between the occurrence of
these secondary instabilities and numerical diffusion (for the
Roe and HLLC solver, they only show up when using the
least-diffusive flux limiter), if there is no convergence with
resolution to a well-defined solution this relation is meaning-
less. And this appears to be the case with the KHI without
any physical dissipation (i.e. viscosity), even with smooth
initial conditions as applied here. While the Roe solver with
the minmod flux limiter does not show small-scale struc-
ture at the resolutions shown in Fig. 29, they do show up at
later times at higher resolution. Therefore, while smoothing
the initial conditions leads to well-posed problem in the lin-
ear phase, where growth rates can be compared to results
from linear calculations, at later times physical dissipation
is needed to regularise the solution (Lecoanet et al. 2016).
Interestingly, there is a variant of the KHI that appears
to be well-posed even at later times. The KHI as discussed
until now has velocities that are subsonic: U20 < γp0/ρL. It is
known that for supersonic velocities, the KHI changes char-
acter drastically (Karimi & Girimaji 2016), with no roll-up
into large vortices. In order to study the supersonic KHI, we
take the same initial conditions but lower the initial pres-
sure to p0 = 0.1. While again linear growth rates can be
computed, it is more difficult to focus on a single growing
mode, since even at d = 0.25 growth rates are positive up
to at least kx = 20pi, although the growth rates decrease
rapidly with kx.
The non-linear phase for the supersonic KHI at t = 8.5
is shown in Fig. 30. The top row shows results for the
first-order schemes, and while the N -scheme shows stronger
growth for kx = 2pi, it is also clear that other modes are
present, unlike in the first order Roe scheme. This is again
due to the unstructured grid: all modes are present ini-
tially, and they all grow. Only if the scheme gets the relative
growth rates correct will the kx = 2pi mode stand out, which
happens at much higher resolution than depicted in Fig. 30
in both the first Roe scheme and the N scheme.
The results improve drastically for the second-order
schemes, for which all results look remarkably similar. The
few small-scale features that can be seen are agreed upon by
all schemes, suggesting that the solution to the supersonic
KHI is well-behaved even in the absence of physical dissi-
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pation. The maximum density increases slightly when going
from 128× 128 to 256× 256 for all schemes, but the results
appear to be almost converged at this resolution. Note that
the astrix results show a higher maximum density com-
pared to the Roe results. Results obtained with the HLLC
solver are almost indistinguishable from the Roe results. It
is interesting to note that the LDA scheme performs equally
well on this problem despite sharp gradients present in the
solution. The same can not be said for the Roe and HLLC
schemes if we force a second-order update everywhere (not
shown in Fig. 30), in which case spurious oscillations appear
in the solution.
6 DISCUSSION
In this paper, we have presented an implementation of a
residual distribution method in an astrophysical fluid dy-
namics package astrix. A key difference between astrix
and other grid based methods is its inherently multidimen-
sional nature. While multidimensional integration schemes,
usually in the form suggested by Colella (1990), have become
a standard part of codes working on structured meshes (e.g.
Fromang et al. 2006; Mignone et al. 2007; Stone et al. 2008),
for methods employing unstructured grids these are rarely
mentioned. This is probably partly due to the inherent com-
plexity of unstructured meshes, but also due to the fact that
methods based on one-dimensional flux estimates perform
very well even for a naive implementation of multidimen-
sional integration. For example, the Roe solver method as
tested against astrix in this paper performs equally well
when using formally second order Strang splitting (Strang
1968) as when just alternating the direction of integration.
However, especially in the case of the isentropic vortex prob-
lem, there are clear advantages for a truly multidimensional
update as employed in astrix. In this section, we discuss
the limitations of the current version and pathways to im-
provement.
From the test problems presented in section 5 it is clear
that astrix performs at least as well as the dimensionally
split Roe solver in all cases, and performs significantly bet-
ter at some, notably the isentropic vortex and the Noh prob-
lem. This performance comes at a price of increased com-
plexity of the method and increased computational time.
In order to assess this quantatively we ran a simple speed
test comparing astrix to various publicly available codes.
Besides rodeo, which was used to compare to astrix in
terms of accuracy, we took the structured grid code pluto
(Mignone et al. 2007)12, the meshless code gizmo (Hopkins
2014, 2015)13 and the moving mesh code rich (Yalinewich
et al. 2015)14. We chose a particularly simple test problem
for the speed comparison: constant density, constant pres-
sure and zero velocity on the unit square. The main reason
for this choice it that it makes the Lagrangian and Eulerian
approaches equal, allowing for a fairer comparison of the dif-
ferent codes. For example, the public version of gizmo only
allows for Lagrangian meshless integration, either Meshless
12 See http://plutocode.ph.unito.it/
13 See http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.
html
14 see https://github.com/bolverk/huji-rich
Table 1. Speed comparison of various codes on a hydrostatic
test problem (constant density, constant pressure, zero velocity)
on the unit square at a resolution equivalent to 128 × 128. First
column lists the name of the code, the second column lists relevant
parameters, and the third column gives the computing time spent
per cell per time step. Only a single CPU was used in all cases.
Tests were performed on an Intel 2.2 GHz Core i7 with 8 GB
DDR3 memory.
Code Parameters Time/cell/step
(µs)
astrix N1 0.888
astrix B2 2.09
rodeo sb1 0.938
pluto RK2, Roe, linear 0.864
gizmo MFM 9.42
gizmo MFV 10.2
rich HLLC, Eulerian 19.6
Finite Mass (MFM) or Meshless Finite Volume (MFV), see
Hopkins (2015) for details. In this case, a hydrostatic calcu-
lation should eliminate overhead for example from finding
new neighbours, or, in the case of rich, determining the
new Voronoi tesselation. A second reason for this simple
problem is that all codes should be able to do this problem
without any special effort. For example, rich can only do
the Noh problem when the "cold flow" option is activated,
which makes the code three times slower.
The results of the speed test are shown in Table 1. All
codes except astrix with the N scheme were run in order
to achieve second-order accuracy. The third column lists the
CPU time per cell per time step, as measured on an Intel
Core i7 2.2 GHz CPU with 8 GB DDR3 memory. These
timings represent the speed of the algorithms themselves,
and ignore for example the fact that astrix can run with
larger time steps than a dimensionally split scheme such
as rodeo. They also ignore the initial construction of the
mesh. While this takes virtually no time in the case of the
Roe solver, for astrix it is a more significant effort. As a
rule of thumb, the creation of the mesh takes about as much
time as taking ten time steps with second order LDA. In
all of the test problems performed here, this means mesh
creation takes roughly 1% of the total time spent. While this
is clearly not an issue for a static mesh, if the mesh is to be
updated frequently this can quickly become a bottleneck.
The results in Table 1 show that the CPU version of as-
trix is roughly 2-2.5 times slower per cell per time step than
structured grid codes such as rodeo and pluto. This is due
to the increased complexity of a multidimensional upwind
update. On the other hand, astrix compares favourably to
methods that do not employ a structured grid: it is roughly
5 times faster per cell per time step than gizmo, and roughly
10 times faster per cell per time step than rich.
We have focused on static uniform meshes, to simplify
the error analysis and to make a fair comparison to the Roe
solver. One of the beautiful features of unstructured mesh
solvers is that no extra effort is required to run on a mesh
with varying resolution, unlike for example in traditional
AMR, where interpolation at resolution jumps is necessary.
As explained in section 2.3.1, it is straightforward to gen-
erate a mesh with spatially varying resolution, which there-
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fore makes running on non-uniform meshes a trivial matter.
However, this is only useful if it is known in advance the
location where high resolution is going to be necessary, and
if that location is fixed in time. While such problems do ex-
ist (these can be tackled in traditional methods using static
mesh refinement or nested grids), in general it is necessary to
be able to dynamically update the mesh. This can be done
by adding and removing vertices, but since these operations
change the triangulation and therefore the connectivity of
the mesh these tasks are not trivial and will be the sub-
ject of future work. Here we also note that a moving mesh
approach is also possible (Michler et al. 2003).
The current implementation works in two spatial di-
mensions only. This is the simplest setup in which to demon-
strate the power of multidimensional upwind methods, but
the approach of section 3 can be generalised in a straight-
forward way to three dimensions, at the expense of adding a
row and a column to all matrices, and the resulting increase
in complexity of the matrix element computations. Most of
the work in going to three dimensions will go into the gener-
ation of the mesh. Some of the nice properties of Delaunay
triangulations do not generalise to three dimensions, and in
particular some low-quality tetrahedra can survive Delau-
nay refinement (see e.g. Shewchuk 2002). Fortunately there
are ways to remove these (Cheng et al. 2000).
We have considered Cartesian coordinates only. For
many astrophysical problems, spherical or cylindrical coor-
dinates are better choices to represent the flow. Astrophys-
ical discs, for example, in traditional Eulerian methods are
best described in cylindrical coordinates, so that the flow is
mostly aligned with the mesh. A Cartesian frame leads to
excessive diffusion as angular momentum is not conserved,
which is particularly a problem in the field of disc-planet
interactions (de Val-Borro et al. 2006). Even when using
cylindrical coordinates, care must be taken to conserve an-
gular momentum to machine precision (Kley 1998). The test
problem of the isentropic vortex clearly shows that angular
momentum is much better conserved using a multidimen-
sional upwind method compared to the dimensionally split
Roe solver on a Cartesian grid. However, when exact angu-
lar momentum conservation is required, this is possible in
two steps. First, there is no reason why a Delaunay trian-
gulation can not be used to tesselate a region in cylindrical
coordinates (r, ϕ): just replace x with r and y with ϕ in
Fig. 2 (and remove the periodicity in x). Second, solve the
Euler equations in cylindrical coordinates. The main prob-
lem here is that while a conservative linearisation in gen-
eral coordinates does exist (Eulderink & Mellema 1995), this
does not conserve angular momentum to machine precision
(Paardekooper & Mellema 2006). Fortunately, it is possi-
ble to formulate the residual distribution schemes presented
here even when a conservative linearisation is not available
(Csík et al. 2002). This formulation can bring the power of
multidimensional upwind methods and unstructured grids
to simulations of astrophysical discs and this will be consid-
ered in a future work.
While we have considered hydrodynamics only, it is pos-
sible to add additional physics to the residual distribution
methods presented here. For example, Csík et al. (2002) use
their residual distribution formulation without a conserva-
tive linearisation to study the case of ideal magnetohydrody-
namics, which included a source term to clean the divergence
of the magnetic field. Constrained transport algorithms on
unstructured meshes were recently presented in Mocz et al.
(2014, 2016). A general diffusion solver in residual distribu-
tion form was presented in Nishikawa (2007), which can for
example be used to include self-gravity or radiative trans-
port in the diffusion limit. A more accurate radiative transfer
method on unstructured grid can for example be found in
Ritzerveld (2007) and Paardekooper et al. (2010). For exam-
ples of (general) relativistic solvers on unstructured grids see
Anninos et al. (2005); Duffell & MacFadyen (2011). There-
fore, while unstructured meshes call for different implemen-
tations, they impose no limit of the amount of physics that
can be included in simulations.
We have only considered schemes that are at most sec-
ond order accurate in space and time. While higher-order
explicit residual distribution schemes are not available as
yet, it is expected that by considering higher order elements
the extension of the current method to higher order would be
straightforward (Ricchiuto & Abgrall (2010), see also Cohen
et al. (2001); Jund & Salmon (2007)).
7 CONCLUSIONS
We have presented a GPU implementation of a multidimen-
sional upwind, or residual distribution, method acting on
an unstructured Delaunay mesh in two spatial dimensions.
While more expensive than than traditional grid-based
methods, it has clear advantages when dealing with mul-
tidimensional flows over methods that use one-dimensional
flux estimates as building blocks for a multidimensional in-
tegration. This is exemplified in several test problems, most
notably the problem of a stationary isentropic vortex. Our
GPU implementation shows speedups of∼ 100 for mesh gen-
eration and ∼ 250 for the hydrodynamics, with the most ex-
pensive kernels coming close to the theoretical performance
limit of our Tesla K20m GPU.
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APPENDIX A: MULTIDIMENSIONAL UPWIND MATRICES
Consider the Euler equations in two spatial dimensions in the form:
∂W
∂t
+A∂W
∂x
+ B∂W
∂y
= 0, (A1)
then the matrix K = Anx + Bny is given by
K =

0 nx ny 0
αnx − uw w − γ2unx uny − γ1vnx γ1nx
αny − vw vnx − γ1uny w − γ2vny γ1ny
(α− h)w hnx − γ1uw hny − γ1vw γw
 , (A2)
with w = unx + vny, α = γ1(u2 + v2)/2 and γ1 = γ − 1, and has eigenvalues λ1 = w + c, λ2 = w − c, λ3 = λ4 = w, and right
eigenvectors
e1 = (1, u+ cnx, v + cny, h+ cw)
T (A3)
e2 = (1, u− cnx, v − cny, h− cw)T (A4)
e3 = (0,−ny, nx, vnx − uny)T (A5)
e4 = (1, u, v, α/γ1)
T . (A6)
Putting the eigenvectors as columns in a matrix R:
R =

1 1 0 1
u+ cnx u− cnx −ny u
v + cny v − cny nx v
h+ cw h− cw vnx − uny α/γ1
 , (A7)
then
R−1 = 1
2c

αc − wn2x+n2y
nx
n2x+n
2
y
− γ1uc nyn2x+n2y − γ1vc −
γ1
c
αc +
w
n2x+n
2
y
− nx
n2x+n
2
y
− γ1uc − nyn2x+n2y − γ1vc −
γ1
c
2c
uny−vnx
n2x+n
2
y
− 2cny
n2x+n
2
y
2cnx
n2x+n
2
y
0
2c− 2αc 2γ1uc 2γ1vc 2γ1c
 , (A8)
and K can be diagonalised with K = R−1ΛR, where Λ is a diagonal matrix with the eigenvalues on the diagonal. If we put
generic values l1, l2, l3 = l4 in Λ, we get
ΛR = c

l1/c l1/c 0 l1/c
(uc + nx)l2 (uc − nx)l2 −nyl2/c ucl2
(vc + ny)l3 (vc − ny)l3 nxl3/c vcl3
(hc + w)l3 (hc − w)l3 (vcnx − ucny)l3 αl3/(γ1c)
 , (A9)
and matrix entries
K1,1 = αc
c
l123 − w
c
l12 + l3, (A10)
K1,2 = −γ1uc
c
l123 +
nx
c
l12, (A11)
K1,3 = −γ1vc
c
l123 +
ny
c
l12, (A12)
K1,4 = γ1
c2
l123, (A13)
K2,1 = (αcuc − wnx)l123 + (αcnx − ucw)l12, (A14)
K2,2 =
(
n2x − γ1u2c
)
l123 − γ2ucnxl12 + l3, (A15)
K2,3 = (nxny − γ1ucvc)l123 + (ucny − γ1vcnx)l12, (A16)
K2,4 = γ1uc
c
l123 +
γ1nx
c
l12, (A17)
K3,1 = (αcvc − wny)l123 + (αcny − vcw)l12, (A18)
K3,2 = (nxny − γ1ucvc)l123 + (vcnx − γ1ucny)l12, (A19)
K3,3 =
(
n2y − γ1v2c
)
l123 − γ2vcnyl12 + l3, (A20)
K3,4 = γ1vc
c
l123 +
γ1ny
c
l12, (A21)
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K4,1 = (αchc − w2)l123 + w (αc − hc) l12, (A22)
K4,2 = (wnx − u− αcuc) l123 + (hcnx − γ1ucw)l12, (A23)
K4,3 = (wny − v − αcvc) l123 + (hcny − γ1vcw)l12, (A24)
K4,4 = γ1hc
c
l123 +
γ1w
c
l12 + l3, (A25)
with αc = α/c, uc = u/c, vc = v/c, γ2 = γ − 2, l123 = (l1 + l2− 2l3)/2 and l12 = (l1− l2)/2. If we set lk = λk for k = 1, 2, 3, 4,
we recover K, while if we set lk = λ±k we get K±.
APPENDIX B: BLAST WAVE SOLUTIONS
Analytical blast wave solutions emerged shortly after the Second World War (Bethe et al. 1947; Sedov 1946; Taylor 1950) and
make useful test problems for numerical gas dynamics codes. Most well known in the astrophysical community is the spherical
blast wave, which is a useful model for a supernova explosion. However, in this work we are concerned with at most two
spatial dimensions, and therefore we need lower-dimensional analogs of the spherical blast wave. Fortunately, these exist (e.g.
Sedov 1959; Kamm & Timmes 2007), and below we briefly describe the procedure of obtaining reference blast wave solutions
to compare to hydrodynamical calculations.
Consider a point explosion in spherical geometry, a line explosion in cylindrical geometry and a plane explosion in
Cartesian geometry. Assume a strong shock, so that the preshock pressure P1 plays no role. The only parameters in the
problem are the preshock density ρ1 and a measure of the total input energy E, which in the cylindrical case is an energy per
unit length, and in the Cartesian case an energy per unit area. This leads to the definition of a similarity variable
η ≡ r
(
Et2
ρ1
) −1
3+a
, (B1)
where r denotes the distance to the initial energy release, and a = 0 for Cartesian, a = 1 for cylindrical, and a = 2 for
spherical coordinates.
Jump conditions for a strong shock give
ρ2 =
γ + 1
γ − 1ρ1, (B2)
P2 =
2ρ1v
2
s
γ + 1
, (B3)
v2 =
2vs
γ + 1
, (B4)
where vs is the velocity of the shock and γ is the ratio of specific heats. In the region behind the shock, use the ansatz
ρ(r, t) = ρ2ρˆ(η), (B5)
P (r, t) =
8
(3 + a)2(γ + 1)
ρ1
r2
t2
Pˆ (η), (B6)
v(r, t) =
4
(3 + a)(γ + 1)
r
t
vˆ(η), (B7)
Note that ρˆ(ηs) = Pˆ (ηs) = vˆ(ηs) = 1, where ηs denotes the position of the shock.
The continuity equation reads
∂tρ+ v∂rρ+ ρ∂rv + aρv/r = 0, (B8)
where again a = 0 for Cartesian, a = 1 for cylindrical, and a = 2 for spherical coordinates. Transforming to (η, t) gives:
−ηdη ρˆ+ 2
γ + 1
dη (ηρˆvˆ) +
2a
γ + 1
ρˆvˆ = 0, (B9)
The momentum equation reads
∂tv + v∂rv + ∂rP/ρ = 0. (B10)
Transforming to (η, t) gives:
−(3 + a)vˆ − 2ηdη vˆ + 4
γ + 1
vˆdη (ηvˆ) +
γ − 1
γ + 1
2
ρˆ
[
2Pˆ + ηdηPˆ
]
= 0. (B11)
The energy equation reads
∂t
(
ρv2
2
+
P
γ − 1
)
+ r−a∂r
(
rav
(
ρv2
2
+
γP
γ − 1
))
= 0 (B12)
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Figure B1. Dimensionless density (left panel), pressure (middle panel) and velocity (right panel) for the post-shock blast wave solution
in three different geometries.
Transforming to (η, t) gives:
−(3 + a)
(
ρˆvˆ2 + Pˆ
)
− ηdη
(
ρˆvˆ2 + Pˆ
)
+
2
γ + 1
[
(a+ 3)vˆ
(
ρˆvˆ2 + γPˆ
)
+ ηdη
(
vˆ
(
ρˆvˆ2 + γPˆ
))]
= 0 (B13)
The three equations for ρˆ, Pˆ and vˆ need to be solved subject to the constraint that the total energy of the solution equals the
initial energy input:
b
∫ R(t)
0
(
ρv2
2
+
P
γ − 1
)
radr = E, (B14)
where b = 4pi for spherical coordinates, 2pi in cylindrical coordinates, and 1/2 in Cartesian coordinates. In dimensionless form:
8b
(3 + a)2(γ2 − 1)
∫ ηs
0
(
ρˆvˆ2 + Pˆ
)
η2+adη = 1. (B15)
In order to facilitate numerical integration, we rewrite the equations of mass and momentum conservation as:[
2vˆ
γ + 1
− 1
]
ηdη ρˆ = − 2ρˆ
γ + 1
ηdη vˆ − 2a+ 2
γ + 1
ρˆvˆ, (B16)
ηdηPˆ =
γ + 1
γ − 1
(3 + a)
2
ρˆvˆ − 2ρˆvˆ
2
γ − 1 −
[
2ρˆvˆ
γ − 1 − ρˆ
γ + 1
γ − 1
]
ηdη vˆ − 2Pˆ . (B17)
Use these two equations in the energy equation to obtain[
4ρˆvˆ2 + 2γPˆ
γ + 1
− 2ρˆvˆ −
[
2γvˆ
γ + 1
− 1
] [
2ρˆvˆ
γ − 1 − ρˆ
γ + 1
γ − 1
]]
ηdη vˆ =
(3 + a)
(
ρˆvˆ2 + Pˆ
)
− 4
γ + 1
ρˆvˆ3 − 2(a+ 3)
γ + 1
γPˆ vˆ −
[
2γvˆ
γ + 1
− 1
]{
γ + 1
γ − 1
(3 + a)
2
ρˆvˆ − 2ρˆvˆ
2
γ − 1 − 2Pˆ
}
. (B18)
The resulting expression for dη vˆ can be used in equations (B16) and (B17) so that equations for dη ρˆ, dηPˆ and dη vˆ in terms of
ρˆ, Pˆ and vˆ result. These can be solved numerically using standard techniques. First, one needs to guess a value of ηs, integrate
the equations from η = ηs to η = 0, and check energy conservation (B15). This process is repeated for different ηs until the
energy constraint is met. The resulting solutions for a = 0, 1, 2 are shown in Fig. B1.
APPENDIX C: COMPRESSIBLE KELVIN-HELMHOLTZ GROWTH RATES
Consider a 2D domain, periodic in x and y with periods Lx and Ly and no gravity:
∂ρ
∂t
+∇ · ρv = 0 (C1)
∂v
∂t
+ (v · ∇)v + ∇p
ρ
= 0 (C2)
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Give the fluid a smooth profile in x-velocity and density that depends only on y: ρ0 = ρ0(y), u0 = u0(y), v0 = 0, and constant
pressure p0. The linear perturbation equations read:
∂ρ1
∂t
+ u0
∂ρ1
∂x
+ ρ0
∂u1
∂x
+ ρ0
∂v1
∂y
+ v1
dρ0
dy
= 0 (C3)
∂u1
∂t
+ u0
∂u1
∂x
+ v1
∂u0
∂y
+
1
ρ0
∂p1
∂x
= 0 (C4)
∂v1
∂t
+ u0
∂v1
∂x
+
1
ρ0
∂p1
∂y
= 0, (C5)
together with adiabatic pressure perturbations p1 = c20ρ1 with c20 = γp0/ρ0 the square of the unperturbed sound speed. Take
perturbations ∝ exp(ikxx− iωt):
(ω − kxu0)ρ1 − kxρ0u1 + i d
dy
(ρ0v1) = 0 (C6)
(ω − kxu0)u1 + iv1 du0
dy
− kxp1
ρ0
= 0 (C7)
i(ω − kxu0)v1 = 1
ρ0
dp1
dy
, (C8)
Write in terms of momenta a1 = ρ0u1 and b1 = ρ0v1:
kxu0ρ1 + kxa1 − i db1
dy
= ωρ1 (C9)
kxu0a1 − i du0
dy
b1 + kxp1 = ωa1 (C10)
ikxu0b1 +
dp1
dy
= iωb1. (C11)
Write all quantities, both perturbed and unperturbed, as a Fourier series, e.g.:
u0 =
N−1∑
n=0
u0n exp(2piiny/Ly). (C12)
The equations for component n read:
kx(u0ρ1)n + kxa1n +
2pin
Ly
b1n = ωρ1n (C13)
kx(u0a1)n − i
(
du0
dy
b1
)
n
+ kx
(
c20ρ1
)
n
= ωa1n (C14)
kx(u0b1)n +
2pin
Ly
(
c20ρ1
)
n
= ωb1n, (C15)
Fourier components of products are of course convolutions, so that for example
(u0ρ1)n =
n∑
m=0
u0(n−m)ρ1m = un · d1, (C16)
where d1 is a vector of length N with entries ρ1m and un is a vector with entries u0(n − m), with 0 6 m < N . We can
therefore write all N equations for the components in the form of matrices:
kxUd1 + kxIa1 +
2pi
Ly
Nb1 = ωd1 (C17)
kxUa1 +
2pi
Ly
U′b1 + kxCd1 = ωa1 (C18)
kxUb1 +
2pi
Ly
NCd1 = ωb1, (C19)
where matrix U has entries
uij =
{
u0(i−j) i > j
0 otherwise
(C20)
and matrix U′ has entries:
u′ij =
{
(i− j)u0(i−j) i > j
0 otherwise
(C21)
and matrix N has entries:
nij = iδij (C22)
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and matrix C has entries:
cij =
{
c20(i−j) i > j
0 otherwise
(C23)
Combining d1, a1 and b1 into a single vector e of length 3N : kxU kxI
2pi
Ly
N
kxC kxU
2pi
Ly
U′
2pi
Ly
NC 0 kxU
 e = ωe (C24)
It therefore remains to find the eigenvalues and eigenvectors of the 3N by 3N matrix
A =
 kxU kxI
2pi
Ly
N
kxC kxU
2pi
Ly
U′
2pi
Ly
NC 0 kxU
 (C25)
If the maximum of the imaginary parts of the eigenvalues is larger than zero, the wavenumber kx = 2pim/Lx for some integer
m is unstable, with growth rate equal to this imaginary part.
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