1. Introduction and related work {#s0005}
================================

Emergency service providers are supposed to locate ambulances such that in case of emergency patients can be reached in a time-efficient manner. Two fundamental decisions and choices need to be made real-time. First of all immediately after a request emerges an appropriate vehicle needs to be *dispatched* and send to the requests' site. Ambulances, when idle, are located at designated waiting sites. Hence after having served a request the vehicle needs to be *relocated* (i.e. its next waiting site has to be chosen). For a close match to reality, time-dependent information for both traveling times and the request volume will be considered explicitly. We are going to solve the underlying optimization problem using approximate dynamic programming (ADP), an emerging and powerful tool for solving stochastic and dynamic problems typically arising in the field of operations research.

In practice simple rules for dispatching and relocation are in use. In Austria, because of regulatory rules, in case of an emergency always the closest ambulance will be dispatched. After having served a request ambulances are supposed to return to their home base. Using ADP we are going to relax these assumptions and propose different strategies in order to improve the performance of the underlying system and its capability to efficiently serve emergency requests. Empirical studies suggest that after for instance a cardiac and circulatory arrest the chances for a resuscitation to be successful decrease dramatically. Typically chances decrease by 10% per minute as long as the patient is not treated accordingly. Providing a quick response to emergency requests is crucial for the patients' state of health.

The contribution of this paper is threefold.(i)We propose a stochastic dynamic model for the ambulance relocation and dispatching problem, which will be solved by means of ADP.(ii)In order to get a preferably accurate model of reality we will explicitly take into account time-dependent information and variations with respect to changing request volumes and travel times, varying throughout the course of the day.(iii)We are able to improve dispatching and relocation strategies currently in use.

Different possibilities exist for measuring and evaluating the performance of emergency service providers. Typically timeliness is considered as the primary objective. Most performance measures are related to response or waiting times. In this paper we will try to minimize the average response time observed. We can show that it is not necessarily a good choice to always dispatch the closest vehicle available. From a global perspective it does make sense (whenever the level/priority of the request permits) to send a vehicle that might be slightly farther away. As a consequence the waiting time observed by this particular request will be marginally worse. From a global perspective however the remaining vehicles are located more effectively in order to cover future demands more efficiently. By making decisions in an anticipatory manner, while implicitly taking into account the current situation as well as potential future requests, the performance of the emergency service provider can be improved. The algorithm has been tested on real data form the city of Vienna and has been benchmarked against two myopic policies traditionally in use.

We are going to show that it is essential to consider time-dependent information such as travel times and changes with respect to the request volume explicitly. Ignoring the current time and its consequences thereafter during the stage of modeling and optimization leads to suboptimal decisions. Furthermore we have done extensive parameter testing for the proposed algorithm in use.

In the last decades several location models for the health care sector have been discussed. Typically these include the optimization of the location of ambulance vehicles, such that the population can be covered (i.e. reached) in case of an emergency effectively. Most models found in the literature are extensions of the location set covering model by [@b0125] or the maximal covering location model by [@b0015]. Whereas the former which tries to minimize the number of ambulances in use and the latter tries to optimize the demand covered using a fixed fleet size. These are static location problems that do not consider the fact that resources might become unavailable over time. Also the routing aspect itself is not yet present. One possibility for tackling the former concern includes multiple coverage, i.e. demand points are supposed to be covered by more than one vehicle. Such a model, called the double standard model (DSM) was introduced by [@b0030]. Their model has been further extended with respect to capacity considerations by [@b0025] and successfully applied to eight rural provinces in Austria. Other successful applications of models based on DSM formulations include [@b0120] for Belgium and [@b0035; @b0040; @b0030], who applied their models to data from Montreal.

Other possibilities for handling vehicles becoming unavailable include busy functions, where the probability that vehicles might become unavailable is modeled explicitly (see [@b0020]).

Several approaches already have been proposed that handle the ambulance location problem in a dynamic setting. An extension of the maximum expected coverage location problem proposed by [@b0020] has been developed by [@b0095]. Within their paper the authors propose and solve a multi-period maximum expected coverage location problems with time-variant travel times and changing fleet sizes. A similar approach, also taking into account the resulting number of relocations, has been developed by [@b0105]. A dynamic model for real-time ambulance relocation has been proposed in [@b0035], where different redeployment scenarios are precomputed. Another multi-period model for dynamic demand environment which minimized the number of ambulances required while meeting predetermined ambulance availability requirements has been proposed in [@b0090]. A broad overview on different location problems and their applications in the context of ambulance location problems can be found in [@b0010; @b0055].

We will solve the problem at hand using ADP, a very powerful approach for modeling and solving stochastic and dynamic optimization problems. Decisions (such as the choice *which* vehicle should be dispatched in case of a request, or *where* the vehicle should be sent afterwards, etc.) have to be made over time under uncertainty. Decisions that have to be made now do have an impact on the future; hence we need to find a way to anticipate their effect on future consequences (i.e. the capability of the system to serve future requests). Due to the well-known curses of dimensionality most large-scale stochastic optimization problems cannot be solved to optimality.

For a general discussion of different algorithms related to the concept of ADP we refer to [@b0070]. Similar concepts exist in other communities such as control theory (see [@b0005] for an overview on *neuro-dynamic programming*) and the computer science and artificial intelligence community (see [@b0115] for an overview on *reinforcement learning*).

ADP has been applied successfully to resource allocation problems (see [@b0085; @b0045; @b0050]) and large-scale fleet management (see [@b0110; @b0080]). For making ambulance redeployment decisions in a dynamic setting under uncertainty an ADP approach based on a policy iteration algorithm has been developed by [@b0060; @b0065]. In their papers however the authors focus on redeployment decisions (for *idle* vehicles) only, while maximizing the number of calls reached within a given delay threshold. In Austria however, by law, repositioning idle ambulances (apart from sending them back to a waiting location) are not allowed. Hence we try to compensate for vehicles currently being busy and the systems' capability to cover future requests by different dispatching and relocation strategies. Furthermore, in comparison to our model, they assume travel times and call arrival rates to be constant over time.

We will give a detailed description of the model in Section [2](#s0010){ref-type="sec"}. A mathematical formulation for the underlying dynamic and stochastic problem will be provided in Section [3](#s0015){ref-type="sec"}. Our solution approach, which is based on ADP, will be presented in Section [4](#s0020){ref-type="sec"}. The obtained solutions and results, as well as some additional insights and evaluations, will be provided in Section [5](#s0025){ref-type="sec"}.

2. Problem description {#s0010}
======================

Requests for emergency transportation only become known at very short notice. It is important that the system is highly flexible and robust in a sense that allows to quickly sending vehicles to the emergency site in cases needed. Hence it is crucial that idle vehicles are located and dispersed throughout the geographic area under consideration such that emergency patients can be reached quickly. The response time (i.e. the time necessary from the arrival of the call until the vehicle finally reaches the corresponding location) is a common quality characteristic for measuring the performance of ambulance dispatching services.

The dispatching process itself can be described as follows. See [Fig. 1](#f0005){ref-type="fig"} for a graphical representation of the dispatching process.

A *request* typically arrives by phone and is answered by a dispatcher who enters all relevant data into the dispatching system and, using a predefined set of questions, determines the priority of the call. The time at which the emergency request *r* becomes known to the system is denoted by *t*~*r*~. In case a suitable idle vehicle is available it will be assigned and it is supposed to set off towards the corresponding patient location right away (at time *a*~*r*~). The total dispatching time required (i.e. the time necessary from the arrival of the request until a vehicle can be assigned) is denoted by *dt*~*r*~. This time span typically includes the time necessary for inquiring information concerning the actual incident, identifying an adequate ambulance and typically a setup time required for the crew to get ready. Ambulances arrive (after driving for $\mathit{tt}_{r}^{p}$ time units) at the call's scene and start their first-aid measures at time $s_{r}^{p}$. Service is completed (after $\mathit{st}_{r}^{p}$ time units) and the corresponding ambulance leaves the call's site at $e_{r}^{p}$. The ambulance reaches the final destination (typically a hospital) after additional $\mathit{tt}_{r}^{h}$ units at $s_{r}^{h}$, where the crew starts to unload the patient and she will be admit into the corresponding department. We assume that there are no setup-times required between individual events. For instance that assigned ambulances are ready to take off immediately after having been assigned. The model however could easily be extended to handle setup times for the crew to get ready before or after starting the ambulance or serving the patient. See [@b0065] for a detailed discussion of so called turn-out times.

The *hospital* where the patient is going to be hospitalized is typically not left as a choice to the dispatcher, but rather determined deterministically depending on the location of the emergency, type of incident and the availability of resources at hospitals nearby. Service is finally complete after $\mathit{st}_{r}^{h}$ time units at $e_{r}^{h}$, when the vehicle is idle again and can be dispatched to a currently unassigned request *r*′ or relocated to a waiting location.

When idle, ambulances have to wait for future requests at designated *waiting* locations. In practice, as soon as an ambulance has dropped off a patient at a hospitals' site and in case there is no further request to be served, a waiting location needs to be chosen and the ambulance will be sent there. Waiting locations might be capacity restricted in terms of the maximum number of ambulances that can wait there at any point in time. Please note that in Austria by law ambulances are not allowed to be repositioned empty from one waiting site to another one. Hence in order for the system to be prepared efficiently for serving future request, an effective redeployment strategy is indispensable.

Our overall goal is to minimize the resulting response times $r_{r} = s_{r}^{p} - t_{r}$ for all requests that occur on a given day. The underlying problem is highly dynamic and stochastic. Emergency requests are not known beforehand and typically only become known at very short notice. In case of a request the ambulance service provider needs to react immediately in order to treat the patient accordingly, provide them with first aid and take them to hospital. Two different sources of random information exist. All requests themselves are random. However time-dependent temporal and spatial distribution function of request arrivals (i.e. for their interarrival times and their corresponding location) are assumed to be available. Furthermore the duration of time during which ambulances are unavailable due to serving a request are highly stochastic. Resulting service times when picking up a patient $\left( \mathit{st}_{r}^{p} \right)$ or dropping him off $\left( \mathit{st}_{r}^{h} \right)$ are random variables themselves, for which distribution functions, which will be estimated from real-data, are assumed to be available as well. All travel times to the call's scene $\left( \mathit{tt}_{r}^{p} \right)$, the hospital $\left( \mathit{tt}_{r}^{h} \right)$ and back to the waiting site $\left( \mathit{tt}_{r}^{w} \right)$ are time dependent, as speed and the resulting travel times vary throughout the day.

3. Mathematical formulation {#s0015}
===========================

In this section we will present a mathematical formulation for the problem at hand and the underlying dynamics. Basically two types of decisions have to be made. First of all, in case of an emergency request, the dispatcher has to decide *which* vehicle should be sent to the corresponding patients' site. After having treated the patient (hopefully successfully) and dropping her off at a hospital one needs to decide *where* (i.e. to which waiting location) the vehicle should be sent, as vehicles cannot just stay at the hospital and wait for future requests. Requests are served based on a first-come-first-served rule. In the unlikely event that there is no ambulance available, requests will be placed in a queue and will be served at a later stage. There are two events that actually trigger a decision: upon arrival of a request and once a formerly busy vehicle is available and idle again. Hence decisions can be made at these points in time only but without loss of generality we assume that these events are frequent enough. Please note that we allow decisions to be made for any ambulance available, and not just the one triggering the event.

We will use states in order to capture the current situation of the underlying system and the dynamics involved. A systems' state captures the status and location of all ambulances and pending requests under consideration. A detailed mathematical formulation and description of the states will be provided below.

In order to make decisions dynamically one needs to compute or (in our case) estimate the value of being in the current state, as well as the state resulting from the previous and the corresponding decision. Due to the fact decisions that are made now have a downstream impact, one needs to anticipate its effects on future consequences. More precisely in this context dispatching an ambulance in order to serve a specific emergency request has a direct impact on subsequent requests that might appear in the same region or close by.

Let *S*~*t*~ be the state of our underlying system at time *t* and *x*~*t*~ the decision taken in *t*. The contribution (measured in terms of the resulting response times) earned for taking decision *x*~*t*~ when in state *S*~*t*~ is denoted by *C*(*S*~*t*~, *x*~*t*~). We could solve the problem using a myopic policy -- and hence ignore the consequences of our decisions taken now -- and simply solve,$$V_{t}(S_{t}) = \min\limits_{x_{t}}C(S_{t}\text{,}x_{t})\text{,}$$which could be handled by means of mathematical programming quite easily. Where decision *x*~*t*~ would be chosen, which minimizes the one-period contribution *C*(*S*~*t*~, *x*~*t*~). As a matter of fact however decisions taken at time *t* do have a downstream impact and influence the state of the system in the future and the contribution earned thereafter. Dispatching and relocation decisions to be made now indirectly affect the capability to serve future emergency requests appropriately (measured in terms of the resulting response times) and the contribution earned thereafter. Any dispatching and relocation decisions made now will impact the resulting response time experienced by future requests as well, as the location of ambulances available may or may not be prepared and allow for a quick response. The underlying stochastic problem can be formulated using Bellmann's equation in *standard form*$$V_{t}(S_{t}) = \min\limits_{x_{t}}\left( {C(S_{t}\text{,}x_{t}) + \sum\limits_{s^{\prime} \in \mathcal{S}}\mathbb{P}(S_{t + 1} = s^{\prime}|S_{t}\text{,}d_{t})V_{t + 1}(s^{\prime})} \right)\text{,}$$where $\mathcal{S}$ is the set of all feasible states and $\mathbb{P}$ is the one-step transition matrix indicating the probability of ending up in state *s*′ in the next time period *t* + 1 if we are currently in state *S*~*t*~ and take decision *x*~*t*~. The one-step transition matrix $\mathbb{P}$ is used to compute the expectation of the value of the state we end up in *t* + 1. Hence this equation can be rewritten as$$V_{t}(S_{t}) = \min\limits_{x_{t}}(C(S_{t}\text{,}x_{t}) + \mathbb{E}\{ V_{t + 1}(S_{t + 1}(S_{t}\text{,}x_{t}\text{,}W_{t + 1}))\}\text{,}$$which is referred to as Bellmann's equation in *expectation form*.

The underlying dynamic system evolves over time. We assume that decisions can be taken at discrete points in time only. Exogenous information (such as the arrival of new requests and their location respectively, as well as the random outcome of service times involved when serving a request) may arrive in continuous time. Thus the problem can be formulated by means of a dynamic problem.

*Ambulances (Resources).* At any point in time ambulances are in one of the following three statii: (i) *idle* (waiting) at a waiting site, (ii) currently *busy* with a serving or driving to a request or (iii) currently *redeployed* to a waiting site. Ambulances, when idle, wait at waiting locations to be dispatched to incoming emergency requests. Once an ambulance has been assigned to a request it is busy until the patient has been treated accordingly and eventually has been taken to a hospital. After serving an emergency request they become idle again and can be assigned to a new request immediately or redeployed to a waiting location.

The state of a single ambulance (i.e. our resources) in *t* is given by an attribute vector $a_{t} = \left( {a_{1}\text{,}a_{2}} \right)^{T}$, where *a*~1~ and *a*~2~ specify spatial and temporal information accordingly. Depending on the status of the corresponding ambulance, when idle, *a*~1~ captures the current location, whereas *a*~2~ indicates the time since the vehicle has been waiting there. In case the vehicle is currently busy with serving a request or currently being redeployed, the attribute vector captures its destination and the expected arrival time. The set of all possible ambulance vectors *a* is captured by $\mathcal{A}$.

The state of all ambulances is modeled using the *resource state vector* $R_{t} = {(R_{\mathit{ta}})}_{a \in \mathcal{A}}$ at time *t*, where *R*~*ta*~ captures the number of ambulances with attribute *a* in *t*.

*Requests (Demand).* Equivalently the vector of attributes for a service request is captured by *b* = (*b*~1~, *b*~2~, *b*~3~, *b*~4~)^*T*^, which captures its status (*b*~1~), location (*b*~2~), time it became known (*b*~3~) and priority level (*b*~4~). The status of a request might be either pending or served. Let $\mathcal{B}$ be the set of all possible request attribute vectors *b*. The number of requests with attribute *b* in time *t* is denoted by *D*~*tb*~. The demand state vector is given by $D_{t} = {(D_{\mathit{tb}})}_{b \in \mathcal{B}}$.

The state of the entire system *S*~*t*~ in *t* now can be fully captured by the resource and demand state vector, i.e. *S*~*t*~ = (*R*~*t*~, *D*~*t*~).

*Random Information.* Let *W*~*t*~ denote the information that becomes known during interval *t* between *t* − 1 and *t*. The dynamics of the stochastic problem at hand can be formulated as follows. This information includes random changes in the status of our ambulances (service times might end up to be longer than originally expected) and the arrival of new emergency requests.

*Dynamic Evolution.* The transition functions themselves are straight forward, hence we refrain from providing a more explicit description of the transition functions involved. We can model how *R*~*t*~ evolves over time, which is represented using the resource and demand transition function *R*^*M*^ and *D*^*M*^ respectively.$$R_{t + 1} = R^{M}(R_{t}\text{,}x_{t}\text{,}W_{t + 1})$$$$D_{t + 1} = D^{M}(D_{t}\text{,}x_{t}\text{,}W_{t + 1})$$The state of the system at time *t* is fully described by *S*~*t*~ = (*R*~*t*~, *D*~*t*~). Its dynamic evolution over time is modeled in terms of the state transition function$$S_{t + 1} = S^{M}(S_{t}\text{,}x_{t}\text{,}W_{t + 1})\text{.}$$*Decisions.* The decision *x*~*t*~ we are about to make at time *t* is represented using *x*~*tad*~, which models the number of ambulances with attribute *a* upon with we act on with an elementary decision of type $d \in \mathcal{D}$, whereas $x_{t} = {(x_{\mathit{tad}})}_{a \in \mathcal{A}\text{,}d \in \mathcal{D}}$. There exist two major decision classes for the problem at hand. First, for any given request one needs to assign available ambulances to requests. The set of ambulances currently busy is characterized by the attribute vectors $a \in \mathcal{A}_{t}^{b}$, whereas $a \in \mathcal{A}_{t}^{i}$ ($a \in \mathcal{A}_{t}^{i +}$, where $\mathcal{A}_{t}^{i +} \subseteq \mathcal{A}_{t}^{i}$) represents the attribute vectors corresponding to vehicles currently being (just becoming) idle. Let $\mathcal{D}^{D}$ be the set of decisions to assign an ambulance to a request, where $d \in \mathcal{D}^{D}$ represents the decision to assign an ambulance to a request of type $b_{d} \in \mathcal{B}$. Let $\mathcal{D}^{R}$ be the set of decisions to relocate an ambulance to a waiting site.$$\sum\limits_{a \in \mathcal{A}_{t}^{i}}x_{\mathit{tad}} \leqslant D_{\mathit{tb}_{d}}\quad\forall d \in \mathcal{D}^{D}\text{,}$$$$\sum\limits_{d \in \mathcal{D}^{D}}x_{\mathit{tad}} \leqslant R_{\mathit{ta}}\quad\forall a \in \mathcal{A}_{t}^{i}\text{,}$$$$\sum\limits_{d \in \mathcal{D}^{D} \cup \mathcal{D}^{R}}x_{\mathit{tad}} = R_{\mathit{ta}}\quad\forall a \in \mathcal{A}_{t}^{i +}\text{,}$$$$\sum\limits_{d \in \mathcal{D}}x_{\mathit{tad}} = 0\quad\forall a \in \mathcal{A}_{t}^{b}\text{,}$$$$x_{\mathit{tad}} \geqslant 0\quad\forall a \in \mathcal{A}\text{,}d \in \mathcal{D}\text{.}$$Eq. [(7)](#e0080){ref-type="disp-formula"} captures flow conservation constraints on all requests. Any request can be assigned to at most one ambulance, which is currently idle. The flow conservation constraints for ambulance are given in Eqs. [(8)--(10)](#e0085 e0090 e0095){ref-type="disp-formula"}. Only vehicles currently being idle (either at a waiting location, or just becoming idle after serving a request) can be assigned to requests. Alternatively -- in case no assignment could be found -- the latter group of ambulances, it has to be relocated (empty) to a waiting site. No control can be exerted on ambulances currently being busy.

Decision are made using a policy $X_{t}^{\pi}(S_{t})$, that returns a vector of decisions *x*~*t*~, that are *feasible* in state *S*~*t*~. The family of all decision policies is denoted by Π. The optimal policy minimizes -- discounted by factor *γ* the expected sum of response times over the given planning horizon, using$$\min\limits_{\pi \in \Pi}\mathbb{E}\sum\limits_{t = 0}^{T}\gamma^{t}C_{t}(S_{t}\text{,}X^{\pi}(S_{t}))\text{.}$$

4. Solution procedure {#s0020}
=====================

Solving the optimization problem given in [(12)](#e0025){ref-type="disp-formula"} is usually computationally intractable. Hence we will try to tackle the problem at hand using ADP. Unlike traditional approaches based on dynamic programming, ADP is capable to handle high-dimensional state spaces and allows overcoming the curses of dimensionality typically prevalent in large scale stochastic optimization problems.

Traditionally, for a finite horizon problem and assuming there exists *V*~*T*+1~(*S*~*T*+1~) one would solve the problem at hand by means of classical (backward) dynamic programming, where one would compute the value *V*~*t*~(*S*~*t*~) from *V*~*t*+1~(*S*~*t*+1~) by stepping backward in time. This strategy however would require to evaluate *V*~*t*~(*S*~*t*~) for all $S_{t} \in \mathcal{S}$. When using ADP however, we do make decisions by stepping forward in time -- in an iterative fashion -- by using an approximate value function. Hence instead of solving Eq. [(3)](#e0015){ref-type="disp-formula"} we would (in iteration *n*) make decisions by optimizing$${\widehat{v}}_{t}^{n} = \min\limits_{x_{t}}\left( {C\left( {S_{t}^{n}\text{,}x_{t}} \right) + \gamma\mathbb{E}\left\{ {{\bar{V}}_{t + 1}^{n - 1}\left( {S_{t}^{n}\text{,}x_{t}\text{,}W_{t + 1}} \right)} \right\}} \right)$$throughout a given number of iterations, where ${\widehat{v}}_{t}^{n}$ is the sample estimate of the value of currently being in state $S_{t}^{n}$ in iteration *n* and ${\bar{V}}_{t + 1}^{n}$ is the approximation obtained from from all previous iterations (up to iteration *n* − 1). The sample estimate ${\widehat{v}}_{t}^{n}$ obtained will then be used to update the estimate of the value function of being in state $S_{t}^{n}$ using an updating formula such as$${\bar{V}}_{t}^{n}\left( S_{t}^{n} \right) = (1 - \alpha_{n - 1}){\bar{V}}_{t}^{n - 1}\left( S_{t}^{n} \right) + \alpha_{n - 1}{\widehat{v}}_{t}^{n}\text{,}$$where 0 ⩽ *α*~*n*−1~ ⩽ 1 is the corresponding step size.

As stated in [@b0070] we encounter three curses of dimensionality. First of all the size of our state space grows very quickly, as the state vector *S*~*t*~ comes with dimension $|\mathcal{A}| + |\mathcal{B}|$. This issue is typically addressed as the first curse of dimensionality. The second curse of dimensionality refers to the size of the outcome space for the random variable *W*~*t*~, which is a vector of the same dimensions. Finally our decision vector *x*~*t*~ is dimensioned $|\mathcal{A}| \times |\mathcal{D}|$. The problems arising from these three curses of dimensionality however can be overcome by using aggregation and a slightly different formulation of Bellmanns' equation around the post-decision state variable, two approaches that will be described in more detail below.

*Aggregation.* In order to handle large state spaces we will use a concept based on aggregation in order to reduce the size of the state space. The original problem itself will be aggregated in order to compute estimates for different states and then disaggregated back in order to obtain an approximate solution for the original problem at hand. Aggregation will be used for approximating the value function only. For modeling the dynamic evolution of the system the transition functions based on the original state vector will be used. For the problem at hand we decided to use a *spatial* and *temporal* aggregation. A spatial grid will be used for the geographic area under consideration, which will be partitioned into $\phi_{s}^{2}$ equal (square) sub-areas. The planning horizon in terms of time is aggregated in a similar fashion. The length of the entire planning horizon (i.e. 24 hours) is split into *ϕ*~*t*~ sub-intervals. In terms of the state of the resources only the number of idle ambulances as well as the number of pending requests in the corresponding sub-areas within the corresponding time-interval will be considered. Temporal information, such as the time since those vehicles have been waiting, will be omitted. The size of the underlying spatial and temporal grid of course directly impacts the level of aggregation and the number of the resulting aggregated states. See Section [5.6.3](#s0070){ref-type="sec"} for a more detailed discussion on the level of aggregation involved and the resulting consequences.

*Post-decision state.* Due to the exogenous information process *W*~*t*~, which captures the arrival of new requests and their location respectively as well as the random outcome of the observed service times, computing the expectation in Eq. [(12)](#e0025){ref-type="disp-formula"} or [(13)](#e0030){ref-type="disp-formula"} becomes computationally intractable. Rather than computing the expectation $\mathbb{E}\{ V_{t + 1}(S_{t + 1})\}$ around the pre-decision state variable *S*~*t*+1~, one can approximate the value function around the post-decision state variable $S_{t}^{x}$. Let $S_{t}^{x}$ be the state at time *t* immediately after we made a decision (i.e. to dispatch a vehicle, relocate an ambulance or just do nothing at all), but before any new information becomes known. By using this post-decision state variable one can reformulate the transition from *S*~*t*~ to *S*~*t*+1~ using *S*^*M*,*x*^ and *S*^*M*,*W*^. *S*^*M*,*x*^ captures the transition triggered by decision *x*~*t*~ from state *S*~*t*~ to $S_{t}^{x}$, the post decision state, which describes the state of the system immediately after making the decision but before any new information arrives. The arrival of new information *W*~*t*+1~ between *t* and *t* + 1 is modeled by means of the transition function *S*^*M*,*W*^.$$S_{t}^{x} = S^{M\text{,}x}(S_{t}\text{,}x_{t})\text{,}$$$$S_{t + 1} = S^{M\text{,}W}\left( {S_{t}^{x}\text{,}W_{t + 1}} \right)\text{.}$$Similarly *R*^*M*,*W*^ and *R*~*M*,*x*~ (*D*^*M*,*W*^ and *D*^*M*,*x*^) are used to represent the transition function of the resource (demand) state variables *R*~*t*~(*D*~*t*~).

Rather then estimating the value around the next pre-decision state variable *S*~*t*+1~ we try to estimate the value $\bar{V}\left( S_{t}^{x} \right)$ for the post-decision state $S_{t}^{x}$. From now on let $V_{t}\left( S_{t}^{x} \right)$ be the value of being the post-decision state $S_{t}^{x}$ immediately after making a decision in *t*, but before any new information arises. Hence, from now on decisions would be made by optimizing$${\widehat{v}}_{t}^{n} = \min\limits_{x_{t}}\left( {C\left( {S_{t}^{n}\text{,}x_{t}} \right) + \gamma{\bar{V}}_{t}^{n - 1}\left( {S^{M\text{,}x}\left( {S_{t}^{n}\text{,}x_{t}} \right)} \right)} \right)\text{,}$$instead of using Eq. [(13)](#e0030){ref-type="disp-formula"}. Unlike in Eq. [(14)](#e0035){ref-type="disp-formula"} the obtained sample estimate will then be used to update the value around the post-decision state variable $S_{t - 1}^{x\text{,}n}$ using equation$${\bar{V}}_{t - 1}^{n}\left( S_{t - 1}^{x\text{,}n} \right) = (1 - \alpha_{n - 1}){\bar{V}}_{t - 1}^{n - 1}\left( S_{t - 1}^{x\text{,}n} \right) + \alpha_{n - 1}{\widehat{v}}_{t}^{n}\text{.}$$

By using forward dynamic programming in combination with the post-decision state variable we can avoid to estimate the expectation of getting into state *S*~*t*+1~ during the stage of optimization. By approximating the value function around the post-decision state we will be able to capture the consequences of decisions taken now on the future. And most importantly the optimization problem itself reduces itself to a deterministic problem. See [@b0100] for a more detailed discussion of post-decision states as a powerful tool in the context of ADP. There are in fact similarities between Q-learning (see [@b0115]) and ADP using a post-decision representation of the state variable (see [@b0075]).

The strategy outlined before needs to initialize the estimates for the value function approximation ${\bar{V}}^{0}$ for all states *S*~*t*~. By default we initialize all value function approximations with 0. Computational tests however have shown that, especially during the first iterations, the performance of the policy induced by ADP starts to deteriorate and the systems' performance is even worse than the one obtained from myopic or naïve strategies. After further iterations however the performance finally starts to improve. Myopic strategies, although their decisions are made myopically and their applicability with respect to provide good solutions on a global perspective is highly limited, tend to produce fairly acceptable solution. Hence in order to overcome this initial deterioration we decided to bias the decision process. In iteration *n* the decision will be made based in a purely myopic way according to Eq. [(1)](#e0005){ref-type="disp-formula"} with probability *e*^−*δn*^, where *δ* ⩾ 0. Otherwise decisions will be made by optimizing Eq. [(17)](#e0040){ref-type="disp-formula"}. As a consequence the probability for making decisions according to the myopic rule decreases according to an exponential decay as the training phase progresses and finally approaches 0. See Section [5.6.2](#s0065){ref-type="sec"} for a detailed discussion of the exponential decay parameter *δ*, biasing the decision making process.

5. Results {#s0025}
==========

In this section we are going to present the results and the performance of the tested algorithm based on ADP. The algorithm has been tested using real data, which will be presented in more detail in Section [5.1](#s0030){ref-type="sec"}. The design of the experiments themselves, as well as the training phase of the algorithm will be described in Section [5.2](#s0035){ref-type="sec"}. First we are going to compare the results obtained to some benchmark policies currently in use (see Section [5.3](#s0040){ref-type="sec"}). In Austria, because of regulatory rules, in case of an emergency always the closest ambulance will be dispatched. After having served a patient and in case of any other requests to be served, the ambulance is supposed to drive back to its home base. Moving ambulances around empty is not allowed. We are going to relax two of these assumptions and show the consequences in Section [5.4](#s0045){ref-type="sec"}. The presented algorithm will then be tested given real data (see Section [5.5](#s0050){ref-type="sec"}). A justification for algorithmic choices such as the step size *α* and the level of spatial (temporal) aggregation *ϕ*~*s*~(*ϕ*~*t*~) will be given in Section [5.6](#s0055){ref-type="sec"}. We finally conclude by providing additional results for potential what-if scenario for a changing fleet size and demand volume in Section [5.7](#s0075){ref-type="sec"}.

5.1. Data {#s0030}
---------

The proposed algorithm was tested using real-world data from the city of Vienna, the capital of Austria, which is located in the north-east corner of Austria. Its population amounts to a total of 1.7 million inhabitants, which corresponds to approximately 20% of Austria's population. It extends circularly over a total area of 41.5 hectare, with a business district in the very core of the city and rather residential areas in the outskirt areas.

Real data concerning *requests* have been collected by *Wiener Rotes Kreuz* (WRK), the Viennese division of the Austrian Red Cross, during a period of two months from October to November 2009 respectively. During 42 working days (data collected on weekends and during public holidays have been omitted, because the request volume differs significantly when compared to data from working days) a total number of 3748 requests had to be answered by an ambulance, resulting in an average of 89.24 calls per day. Please note that this request volume does not reflect all emergencies in Vienna. There are several ambulance service providers, only calls having been assigned to the WRK will be taken into account. Calls themselves were generated from a spatial Poisson process. The probability distribution of interarrival times was estimated to come from an exponential distribution with parameter *λ*~*t*~, which depends on the current time of the day *t*, with a global mean of 16.14 minutes, reaching its peak -- in terms of the resulting request volume -- between 10 am and 12 pm. See [Fig. 2](#f0010){ref-type="fig"} for the development of *λ*~*t*~ over time.

The location of requests was sampled from an estimated distribution function inferred from real data. All requests are supposed to be of the same priority type and will be served on a first-come first-serve basis. See [Fig. 3](#f0015){ref-type="fig"} for a graphical representation of the distribution of requests' location, where darker shaded areas correspond to areas with a higher volume of emergency calls. It also shows the location of *hospitals* and the probability distribution for the hospital to be chosen, which was also inferred from historical data. The higher the number of patients that have been hospitalized the larger the corresponding symbol. In practice in the city of Vienna the choice of hospital is not left as a decision to the dispatcher, but is rather determined deterministically due to several attributes such as the location and type of the emergency request, the availability of resources at the hospitals and contractual allocation strategies.

The probability distribution for the time $\mathit{st}_{r}^{p}\left( \mathit{st}_{r}^{h} \right)$ necessary for serving a patient at the call's (hospital's) site was inferred from historical data and was estimated to come from a gamma distribution with parameters *θ* = 3.57 and *k* = 6.2 (*θ* = 5.02 and *k* = 3), with an average of 22.12 (15.05) minutes respectively. The ambulance service provider currently operates 14 ambulance vehicles which can be located at 16 different waiting locations. A real-world road network from Teleatlas using all streets accessible by car has been used. The location of hospitals and patients have been geocoded using their address and have been mapped to the closest junction on the network. Floating car data was used in order to estimate time dependent variations in travel time on each link over the course of time. See [Fig. 4](#f0020){ref-type="fig"} for a graphical representation of the road network and the location of waiting sites. Due to capacity restrictions prevailing at waiting sites at most two ambulances can be located there at any point in time. This is due to limited space for accommodating both vehicles and staff members.

5.2. Experiment setup {#s0035}
---------------------

In order to test the performance of the algorithm based on ADP the following experiment was conducted. Within a first *training* phase the algorithm was run for 10^5^ iterations, where any iteration *n* corresponds to one single day. Random information (such as the arrival of new requests, their timing and location respectively as well as duration of service times) were sampled from the corresponding estimated distribution functions. The step size *α* was set to 0.2. The exponential decay parameter *δ* was set to 0.001. The discounting factor *γ* has been set to 1. The approximated value functions $V_{t}^{0}(S_{t})$ were initialized to 0 for all states *S*~*t*~. The spatial and temporal aggregation parameters *ϕ*~*s*~ and *ϕ*~*t*~ were set to 4 respectively. The initial location of ambulances was determined by solving a static ambulance location problem (taking into account average travel times) metaheuristically by means of Variable Neighborhood Search (see [@b0105] for more details).

In order to show the potential when deviating from traditional dispatching and relocation rules -- and the consequences in terms of the resulting situation -- we have chosen a two-step procedure. First we are going to evaluate the effects of different *relocation* rules. Currently vehicles once empty and idle again are sent back to their home location. For our algorithm based on ADP however we are going to relax this assumption. Section [5.3](#s0040){ref-type="sec"} provides an overview on the results obtained. Next we will relax the *dispatching* rule in addition and also consider other vehicles (such as the second or more closest idle vehicle) for dispatching. The results obtained can be found in Section [5.4](#s0045){ref-type="sec"}. We can show that relaxing both assumptions dramatically allows to improve the performance of the underlying system.

Upon completion of the training phase in the subsequent *testing* phase the obtained estimates for the value functions were applied. The location and timing of requests were taken from real data (rather than sampled from a distribution) and fed into the algorithm and the performance of the algorithm was evaluated accordingly. The results obtained are reported in Section [5.5](#s0050){ref-type="sec"}.

5.3. Comparison with baseline and random policies {#s0040}
-------------------------------------------------

Dispatching is typically done by hand by experienced dispatchers. They have access to a graphical user interface that indicates the position and status of all ambulances available. Requests are supposed to be served on a first-come-first-served basis. Due to regulatory rules, in case of an emergency, always the closest ambulance available will be dispatched. For now also for the ADP we stick to this convention and focus on the relocation strategy only. We compare the performance of our ADP algorithm to three myopic policies. The question at hand now is, in case there is no further request that could be served immediately afterwards, *where* (i.e. to which waiting location) the ambulance should be sent in order to wait for subsequent requests. According to a highly *na*ï*ve* strategy one could relocate the ambulance to the closest feasible waiting location once it has finished serving a request. According to the policy *currently* applied at the emergency service provider, ambulances are supposed to return to their home location. Furthermore -- just for comparison reason -- we have also implemented a *random* strategy, where the next waiting location for idle vehicles will be determined randomly. The results obtained are depicted in [Fig. 5](#f0025){ref-type="fig"}, where we show the outcome when sampling 10^5^ days. If not stated otherwise the presented results are average response times observed within the previous *min{n*, 4000} iterations. Due to the random component of the underlying algorithm the results have been averaged over five independent test runs. According to the current policy (dashed line in black) the average response time observed is 4.60 minutes. Following the naïve strategy (dashed line in grey) the resulting average response time amounts to 4.61 minutes. That is to say that the impact of relocating vehicles to the closest waiting location (capable of accepting the ambulance in terms of capacity considerations) around vs. sending them back to their home location is negligible. When selecting the waiting locations randomly (dotted line) the resulting average response time amounts to 5.12 minutes. These variations are due to two facts. First when selecting the next waiting location in a poor way, the systems capability to serve future requests is badly impacted. Secondly, when selecting waiting locations that tend to be far away, ambulances spend a comparatively high fraction of their driving around empty, while they cannot be dispatched to any incoming requests. Please note that we assume that only vehicles currently idle and standing still are available for dispatching. According the policy induced by our ADP algorithm (solid black line) the resulting average response time however can be decreased to 4.05 minutes, which corresponds to a decrease of 12.08% on average with respect to the current policy in use. When taking into account the state of the system (i.e. the situation from the waiting locations' point of view and the number of ambulances currently located there, as well as time dependent fluctuations in demand, travel time and the resulting changes in coverage) one can improve the systems performance dramatically.

Run times however are not an issue. During training phase it took on average 0.015 seconds per iteration to train the algorithm based on ADP. The algorithms were implemented in C++. All experiments were conducted on a computer using a Pentium D processor with 3.2 GHz.

5.4. Always dispatch closest vehicle? {#s0045}
-------------------------------------

Due to regulatory reasons always the closest vehicle is dispatched. For various reasons in case of urgent and life-threatening calls the closest vehicle should be sent to the patient. For requests that are not life-threatening by nature however one should definitely take into consideration to go off this rule, as the resulting global solution obtained can be improved considerably. The second or more closest idle vehicle may also be sent without compromising the patients' safety and medical situation. Sending another than the closest idle vehicle obviously leads to a deterioration of the response time observed by the current patient under consideration. It allows however to improve the situation for potential future calls. In order to evaluate the consequences of the choice of vehicle that should be dispatched we have also allowed our ADP algorithm to learn *which* ambulance should be sent to the emergency's site, rather than just sending the closest one available. The new results obtained are shown by the thick solid lines in [Fig. 6](#f0030){ref-type="fig"}. By allowing any idle ambulance to be dispatched, obviously the response time experienced by an individual request could deteriorate. On a global perspective however the average response time decreases from 4.05 (*σ* = 0.34) to 4.01 (*σ* = 0.33) minutes.[1](#fn1){ref-type="fn"} This corresponds to a decrease of 12.89% on average with respect to the current policy in use.

Especially in the first stage of the training phase (*n* \< 5000), the performance obtained using a more flexible dispatching rule is worse. This is due to the fact the algorithm needs additional training effort when deviating from the traditional dispatching strategy. Afterwards however (5000 \< *n* \< 20000) the learning process speeds up and in the long run better results can be obtained by deviating from the traditional dispatching rule and allowing any vehicle to be dispatched.

5.5. Results on real-data {#s0050}
-------------------------

After training the ADP algorithm the policy (i.e. the approximated value functions) will be applied to real data. Again the results obtained by our ADP algorithm (as described in Section [5.4](#s0045){ref-type="sec"}, relaxing both assumptions concerning dispatching and relocations) are benchmarked against two policies (current, random). [Table 1](#t0005){ref-type="table"} shows the average response times obtained for these policies under consideration. The presented values are averages obtained for all 42 instances, coming from five independent test runs. The best results are highlighted in bold. The average response time observed when applying ADP amounts to 4.04 minutes, compared to 4.35 minutes when applying the current dispatching policy, which corresponds to an improvement of 7%. Please note that these figures slightly deviate from the numbers reported in Sections [5.3 and 5.4](#s0040 s0045){ref-type="sec"}. The difference however is statistically insignificant.[2](#fn2){ref-type="fn"} This shows once more that it is crucial to deviate from standard dispatching and relocation rules. By introducing more flexibility and the guidance of ADP when it comes to make dispatching and relocation decision one can dramatically improve the systems' performance. This is due to the fact that decisions are made in a proactive fashion, taking into account the downstream impact on future emergency calls.

[Fig. 7](#f0035){ref-type="fig"} shows a more detailed representation of the situation during the course of the day. Due to time-dependent variations in travel times and the request volume in term of incoming calls, the resulting response times vary dramatically. The performance of the ADP algorithm and the policy currently in use are comparable during peak hours. It can be seen easily however that especially during non-peak hours the proposed method improves the solution obtained. The resulting average response times considered on an hourly basis can be decreased by up to 0.7 minutes.

5.6. Discussion of algorithmic choices {#s0055}
--------------------------------------

In order to justify the algorithmic choices we have executed additional test runs to support the parameter settings, such as the step size and the level of aggregation chosen.

### 5.6.1. Stepsize {#s0060}

The stepsize *α* is basically a smoothing parameter used for updating the approximation of the value functions accordingly using Eq. [(18)](#e0045){ref-type="disp-formula"}. We decided to use a constant step size *α*. After extensive computational testing setting *α* to 0.2 has been found to be a reasonable choice. The stepsize has been varied between 0.01 and 0.95. The results obtained when using various step sizes are depicted in [Fig. 8](#f0040){ref-type="fig"}. The presented results are average response times obtained within the last 10^3^ iterations after 10^4^ and 10^5^ iterations respectively. The results have been averaged over five independent test runs. Choosing a step size *α* which is too high impacts the (rate of) convergence. If set inappropriately the algorithm might not converge at all. After 10^4^ iterations the choice of *α* still has an impact on the quality of the solution obtained. After 10^5^ iterations however the algorithm provides more or less stable results for values of alpha set between 0.01 and 0.5.

Please note that the step size has a significant influence on the rate of the convergence of the algorithm and the solutions produced thereafter. Alternatively one could also consider taking into account deterministic step sizes that decrease as the search process progresses or stochastic rules, where the step size would also depend on the history of the search process itself. We are planning to investigate the choice of step size in more detail in the future.

### 5.6.2. Policy's exponential decay parameter {#s0065}

As stated in Section [4](#s0020){ref-type="sec"} there are different ways how decisions can be made dynamically. Our ADP algorithm needs some training before it is capable of providing satisfying results. We observed that during the first iterations the strategy proposed by ADP performs even worse than the one obtained from the current strategy. Hence we decided to bias the decision process itself. Rather than relying on the value function approximations only, decisions will also be made by applying the policy which is currently applied by our manual dispatchers (i.e. dispatch the closest vehicle and redeploy them to their home base once available again). This allows improving the learning progress. The probability for applying the current dispatching strategy is exponentially decreasing as the training phase progresses and will be applied with probability *e*^−*δn*^, where *δ* ⩾ 0 and *n* denotes the current iteration counter.

[Fig. 9](#f0045){ref-type="fig"} shows the results obtained when varying the level of *δ*. The higher the value of *δ* the lower the probability that decisions will be taken according to the strategy currently in use. The probability decreases exponentially as the training phase progresses, but still proportionally less weight will be put on the current strategy during the first phase. If *δ* is set to 0 the underlying policy resembles the strategy currently in use.

### 5.6.3. Effect of level of aggregation {#s0070}

As outlined in Section [4](#s0020){ref-type="sec"} the state space is going to be aggregated accordingly. Value function approximations are estimated for states on an aggregated level only. This is done by means of both a spatial and temporal aggregation. Please note that aggregation will be used for estimating the value function only. For modeling the dynamic evolution of the system states will be considered at its original level of detail. The geographic area under consideration will be partitioned into $\phi_{s}^{2}$ quadratic sub-areas of equal size. Empirical tests have shown that the algorithm based on ADP performs best at a level of *ϕ*~*s*~ = 4. Temporal aggregation is done in a similar fashion, where the planning horizon is split into *ϕ*~*t*~ subintervals of equal length. Computational pre-tests indicate that setting *ϕ*~*t*~ to 4 provides the best results.

More details on the consequences concerning the choice of these aggregation parameters can be found in [Figs. 10a and 10b](#f0050 f0055){ref-type="fig"} respectively. The presented results are average response times observed after 10^4^ training iterations.

5.7. Potential scenarios {#s0075}
------------------------

In order to test the proposed algorithm and check the feasibility of the underlying model we conducted several additional experiments for several what-if scenarios. In particular we altered the request volume and the fleet size (i.e. the number of ambulances available).

In the investigated time period on average 89 calls requiring emergency assistance were received per day. In order to evaluate the systems behavior under a varying request volume, we altered -- ceteris paribus -- the average number of calls per day between 50 and 300. Any change in the call volume was assumed to have a homogeneous impact on the corresponding time-dependent rates (i.e. a *x*% increase with respect to the average number of calls per day was supposed to augment all underlying time-dependent rates by *x*% as well). A slight increase in the request volume to 100 results in an increase of the observed average response time of 0.6%. An increase to 200 (300) requests per day would -- given the current infrastructure and resources -- involve an increase of the observed average response time of 20.0% and 285.4% respectively.

With respect to the fleet size in use the following marginal contributions could be observed. The marginal effect of adding two more vehicles to the fleet of 14 vehicles currently in use results in a decrease of the average response time observed of 8.99%. If the fleet size is decreased by two ambulances the average response time increases by 2.23% accordingly. Once there are only 8 or less ambulances available the average response reaches a level of 6 minutes or higher.

See [Figs. 11a and 11b](#f0060 f0065){ref-type="fig"} for additional details.

6. Conclusion and outlook {#s0080}
=========================

In this paper we formulate a dynamic version of the ambulance dispatching and relocation problem, which has been solved using ADP. Extensive testing and comparison with real-world data have shown that ADP can provide high-quality solutions and is able to outperform policies that are currently in use in practice. The average response time can be decreased by 12.89%. This improvement is due to two main sources for improvement: the dispatching and relocation decisions involved. By deviating from the traditional rule of dispatching the closest ambulance available and relocating them to their home base after having finished serving a request we are able to make high-quality dispatching decisions in an anticipatory manner. By explicitly taking into account the current state of the system we are able to improve the performance thereafter. Due to regulatory reasons ambulances are not allowed to travel around empty and to be relocated from one waiting location to another one in order to response to potentially undercovered areas. But we are able to compensate for that by locating ambulances after becoming available again in a reasonable way.

In the future we are planning to include more realistic features, such as different call priorities, more flexible and realistic dispatching rules into our model. Different priority levels shall be considered explicitly with different dispatching rules depending on the severity of the emergency. Furthermore so far we assumed only ambulances currently idle and standing still are available for dispatching. We would like to relax this assumption and also consider ambulances currently being relocated. By law ambulances are not allowed to be repositioned from one waiting site to another one. Hence in our model up to now only vehicles just becoming available after having served a patient were eligible for being relocated. We are planning to relax this assumption and allow all idle vehicles located at (or currently on their way to) a waiting site to be relocated to a (different) waiting location.

For the algorithm based on ADP we are planning to test other solution approaches based on bases functions and gradient methods, besides the pure aggregation approach we have currently chosen.

Financial support from FWF Translational Research, project number \#L510-N13, is gratefully acknowledged. Special thanks go to Michel Gendreau and Karl F. Doerner for proposing this interesting field research and their support respectively.

According to the independent *t*-test for unequal variances the difference is significant for *t*(39972) = −11.097, *p* \< 0.001.

The average response times observed by our version of ADP for real data are slightly worse (4.04 vs. 4.01). This difference however is not significant according to an independent *t*-test for unequal variances, *t*(211) = −1.070, *p* \> 0.10.
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###### 

Comparison of different policies on real data w.r.t resulting response time.

  Policy    Response time (in min)                         
  --------- ------------------------ ---------- ---------- ------
  current   4.35                     3.73       5.21       0.52
  random    5.04                     4.44       5.65       0.32
  adp       **4.04**                 **3.07**   **5.02**   0.42
