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Brief Papers
Exponential Stabilization of Neural Networks with
Various Activation Functions and Mixed Time-Varying
Delays
V. N. Phat and H. Trinh
Abstract—This paper presents some results on the global
exponential stabilization for neural networks with various ac-
tivation functions and time-varying continuously distributed
delays. Based on augmented time-varying Lyapunov–Krasovskii
functionals, new delay-dependent conditions for the global ex-
ponential stabilization are obtained in terms of linear matrix
inequalities. A numerical example is given to illustrate the
feasibility of our results.
Index Terms—Linear matrix inequalities, Lyapunov function,
mixed delay, neural networks, stabilization.
I. Introduction
In the area of control, signal processing, pattern recognition,
image processing, and association, delayed neural networks
have many useful applications. Some of these applications
require that the equilibrium points of the designed network
be stable. In both biological and artificial neural systems,
time delays due to integration and communication are ubiq-
uitous and often become a source of instability. The time
delays in electronic neural networks are usually time-varying,
and sometimes vary violently with respect to time due to
the finite switching speed of amplifiers and faults in the
electrical circuitry. Therefore, stability analysis of delayed
neural networks is a very important issue, and many stability
criteria have been developed in the literature (see [3], [7]–
[10], [15]–[19], [24], [25], and the references cited therein).
In conducting a periodicity or stability analysis of a neural
network, the conditions to be imposed on the neural network
are determined by the characteristics of various activation
functions as well as network parameters. When neural net-
works are designed for problem solving, it is desirable for
their activation functions to be general. As a result, there has
been considerable research work on the stability of neural
networks with various activation functions and more general
conditions on the activation functions [3], [7], [15], [25]. So
far, [3], [7]–[10], [15]–[19], [24], [25] dealt with stability
and/or exponential stability of neural networks with various
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activation functions but not on the problem of designing a
feedback controller to provide exponential stability of neural
networks.
On the other hand, the stabilization issue has been an
important focus of research in the control society, and several
feedback stabilizing control design approaches have been
proposed (see [2], [5], [6], [21], [22]). Some interesting results
[2], [5], [6], [11]–[14], [20], [23] on the stabilization of
a wide range and different types of neural networks have
been reported in the literature. In [20], a class of discrete-
time dynamic neural networks without any time delay was
considered. The author proposed two methods, namely, the
gradient projection and the minimum distance projection for
the stabilization of such discrete-time neural networks. The
recent paper [12] reported on the design of a global ro-
bust stabilizing controller with unknown nonlinearities. The
paper [14] dealt with a class of stochastic neural networks
and presented some interesting results on the design of the
minimum number of controllers for the pinning stabilization
of linearly coupled stochastic neural networks. There have
been several papers [2], [11], [13] reported on some stabi-
lization criteria for delay neural networks. Nevertheless, the
results reported therein not only require the use of a unique
activation function, but the system matrices are also strictly
constrained. To facilitate the design of neural networks, it is
important to consider neural networks with various activation
functions and time-varying continuously distributed delays.
The generalization of activation functions will provide a wider
scope for neural network designs and applications. Despite
some good progress on the stability analysis of delayed
neural networks with various activation functions [3], [7],
[15], [25], the stabilization issue has not been fully explored
in the existing studies. We also observe that available re-
sults on the stabilization of delay neural networks have not
specifically considered the global exponential stabilization
of delayed neural networks. Global exponential stabilization
is desirable as it ensures a certain degree of performance
for designed neural networks with continuously distributed
delays.
In this paper, we consider a stabilization scheme for a
general class of delayed neural networks. The novel features
here are that the neural networks in consideration are time-
varying with continuously distributed delays and with vari-
ous activation functions. Based on augmented time-varying
Lyapunov–Krasovskii functionals and linear matrix inequality
(LMI) techniques, a control law with an appropriate gain
control matrix is derived to achieve stabilization of the neu-
ral networks with mixed time-varying delays. The feedback
stabilizing controller is designed to satisfy some exponential
stability constraints on the closed-loop poles. The stabilization
criteria are obtained in terms of LMIs and hence the gain
control matrix is easily determined by numerical MATLABs
LMI Control Toolbox.
1045-9227/$26.00 c© 2010 IEEE
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II. Preliminaries
The following notations will be used throughout this paper.
R+ denotes the set of all real non-negative numbers; Rn
denotes the n-dimensional space with the scalar product 〈., .〉
and the vector norm ‖.‖; Rn×r denotes the space of all matrices
of (n × r)− dimension. Matrix A is symmetric if A = AT ,
where AT denotes the transpose of A. I denotes the identity
matrix; λ(A) denotes the set of all eigenvalues of A; λmax(A) =
max{Re λ : λ ∈ λ(A)}; λmin(A) = min{Re λ : λ ∈ λ(A)};
C([a, b], Rn) denotes the space of all Rn-valued continuous
functions on [a, b]; L2([0,∞], Rr) denotes the space of all
square-integrable Rr-valued functions on [0,∞]. Matrix A
is semi-positive definite (A ≥ 0) if 〈Ax, x〉 ≥ 0 for all
x ∈ Rn;A is positive definite (A > 0) if 〈Ax, x〉 > 0
for all x = 0; A ≥ B means A − B ≥ 0. Let us denote
xt := {x(t + s), s ∈ [−h, 0]} the segment of the trajectory x(t)
with the norm ‖xt‖ = supt∈[−h,0] ‖x(t + s)‖.
Consider the following neural networks with mixed time-
varying delays and control input:
x˙(t) = −Ax(t) + W0f (x(t)) + W1g(x(t − τ1(t)))
+W2
∫ t
t−τ2(t)
h(x(s))ds + Bu(t)
x(t) = φ(t), t ∈ [−τ, 0] (1)
where x(t) = [x1(t), x2(t), ..., xn(t)]T ∈ Rn is the state vector
of the neural networks; u(t) ∈ L2([0, s), Rm),∀s > 0, is the
control input vector of the neural networks; n is the num-
ber of neurals, f (x(t)) = [f1(x1(t)), f2(x2(t)), ..., fn(xn(t))]T ,
g(x(t)) = [g1(x1(t)), g2(x2(t)), ..., gn(xn(t))]T , h(x(t)) =
[h1(x1(t)), h2(x2(t)), ..., hn(xn(t))]T are the neural activation
functions; the diagonal matrix A = diag(λ1, λ2, ..., λn) rep-
resents the self-feedback term and the matrices W0,W1,W2 ∈
Rn×n, B ∈ Rn×m denote, respectively, the connection weights,
the delayed connection weights, the distributively delayed
connection weights and the control input weights; the time-
varying delay functions τ1(t) and τ2(t) satisfy the condition
0 ≤ τ1(t) ≤ τ1, τ˙1(t) ≤ δ1 < 1, ∀t ≥ 0
0 ≤ τ2(t) ≤ τ2.
The initial functions φ(t) ∈ C([−τ, 0], Rn), τ = max{τ1, τ2},
with the uniform norm
||φ|| = max
t∈[−τ,0]
‖φ(t)‖.
In this paper, we consider various activation functions and
assume that the activation functions f (x), g(x), and h(x) are
Lipschitz with the Lipschitz constants ai, bi, ci > 0
|fi(ξ1) − fi(ξ2)| ≤ ai|ξ1−ξ2|, i = 1, 2, ..., n,∀ξ1, ξ2 ∈ R
|gi(ξ1) − gi(ξ2)| ≤ bi|ξ1−ξ2|, i = 1, 2, ..., n,∀ξ1, ξ2 ∈ R
|hi(η1) − hi(η2)| ≤ ci|η1−η2|, i = 1, 2, ..., n,∀η1, η2 ∈ R. (2)
Definition 1: Given β > 0. The zero solution of system (1),
where u(t) = 0, is β− exponentially stable if every solution
x(t, φ) of the system satisfies
∃N > 0 : ‖x(t, φ)‖ ≤ N‖φ‖e−βt, ∀t ≥ 0.
Definition 2: Given β > 0. The system (1) is globally
β−exponentially stabilizable if there is a feedback control law
u(t) = Kx(t), such that the closed-loop time-delay system
x˙(t) = −[A − BK]x(t) + W0f (x(t)) + W1g(x(t − τ1(t)))
+W2
∫ t
t−τ2(t)
h(x(s))ds
x(t) = φ(t), t ∈ [−τ, 0] (3)
is β−exponentially stable.
The following propositions will be used for the proofs in
the subsequent section.
Proposition 1: For any x, y ∈ Rn and positive definite
matrix N ∈ Rn×n, we have
2〈x, y〉 ≤ 〈Nx, x〉 + 〈N−1y, y〉.
Proposition 2 (Schur Complement Lemma [1]): Given
constant matrices X, Y , Z where Y > 0. Then X+ZTY−1Z < 0
if and only if (
X ZT
Z −Y
)
< 0.
Proposition 3 (See [4]): For any constant symmetric pos-
itive definite matrix W if there exist a number σ > 0 and
vector function ω(.) such that the integrals concerned are well
defined, then(∫ σ
0
ω(s)ds
)T
W
(∫ σ
0
ω(s)ds
)
≤ σ
∫ σ
0
ωT (s)Wω(s)ds.
III. Main Results
Let us denote µ1 = (1 − δ1)−1, τ = max{τ1, τ2}, and
M(P) = −AP − PAT − BBT + 2βP + W0D0WT0
+e2βτµ1W1D1W
T
1 + e
2βττW2D2W
T
2
G = diag{bi, i = 1, 2..., n}, H = diag{ci, i = 1, 2..., n}
F = diag{ai, i = 1, 2..., n}, b2 = max{b2i , i = 1, 2..., n}
c2 = max{c2i , i = 1, 2..., n}, α1 = λmin(P−1)
α2 = λmax(P−1) + λmax(D−11 )b2τ + λmax(D−12 )c2τ2.
Theorem 1: Given β > 0. The system (1) is β−globally
exponentially stabilizable if there exist a symmetric positive
definite matrix P ∈ Rn×n and diagonal positive matrices
Di, i = 0, 1, 2 such that the following LMI holds⎛
⎜⎜⎝
M(P) PF PG PH
FP −D0 0 0
GP 0 −D1 0
HP 0 0 −τ−1D2
⎞
⎟⎟⎠ < 0. (4)
Furthermore, the feedback stabilizing control law is defined
by
u(t) = −1
2
BTP−1x(t), t ≥ 0. (5)
1182 IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. 21, NO. 7, JULY 2010
Proof: Let us denote Y = P−1 and y(t) = Yx(t). With the
feedback control (5), we consider the following Lyapunov–
Krasovskii functional for the closed-loop system (3):
V (t, xt) = V1(t, xt) + V2(t, xt) + V3(t, xt)
where
V1(t, xt) = 〈Yx(t), x(t)〉
V2(t, xt) =
∫ t
t−τ1(t)
e2β(s−t)〈D−11 g(x(s)), g(x(s))〉ds
V3(t, xt) =
∫ 0
−τ2
∫ t
t+ξ
e2β(s−t)〈D−12 h(x(s)), h(x(s))〉dsdξ.
It is easy to verify that
α1||x(t)||2 ≤ V (t, xt) ≤ α2||xt||2, t ∈ R+. (6)
Taking the derivative of V (.) with respect to t, we obtain
V˙1(.) + V˙2(.) = 2〈Yx˙(t), x(t)〉 + 〈D−11 g(x(t)), g(x(t))〉
−e−2βτ1(t)(1 − τ˙1(t))〈D−11 g(x(t − τ1(t)), g(x(t − τ1(t))〉
−2β
∫ t
t−τ1(t)
e2β(s−t)
×〈D−11 g(x(s)), g(x(s))〉ds
≤ 〈−2YAx(t), x(t)〉 + 2〈YW0f (x(t)), x(t)〉
+2〈YW1g(x(t − τ1(t))), x(t)〉
+〈D−11 g(x(t)), g(x(t))〉 − 〈YBBTYx(t), x(t)〉
−e−2βτµ−11 〈D−11 g(x(t − τ1(t))), g(x(t − τ1(t)))〉
−2βV2(.) + 2
〈
YW2
∫ t
t−τ2(t)
h(x(s))ds, x(t)
〉
ds
V˙3(.) = τ2〈D−12 h(x(t)), h(x(t))〉 − 2βV3(t, xt)
−
∫ 0
−τ2
〈e−2βξD−12 h(x(t + ξ)), h(x(t + ξ))〉dξ
≤ τ〈D−12 h(x(t)), h(x(t))〉 − 2βV3(t, xt)
−e−2βτ
∫ 0
−τ2
〈D−12 h(x(t + ξ)), h(x(t + ξ))〉ds.
Therefore, we have
V˙ (.) + 2βV (.) ≤ 〈−2APy(t), y(t)〉 + 2〈W0f (x(t)), y(t)〉
+2〈W1g(x(t − τ1(t)), y(t)〉 + 〈D−11 g(x(t)), g(x(t))〉
−〈BBTy(t), y(t)〉 − e−2βτµ−11 〈D−11 g(x(t − τ1(t))),
g(x(t − τ1(t)))〉 + 2β〈Py(t), y(t)〉
+2
〈
W2
∫ 0
−τ2(t)
h(x(t + s))ds, y(t)
〉
−e−2βτ
∫ 0
−τ2
〈D−12 h(x(t + ξ)), h(x(t + ξ))〉ds
+τ〈D−12 h(x(t)), h(x(t))〉.
Using Proposition 1, we have
2〈W0f (x), y〉 ≤ 〈W0D0WT0 y, y〉 + 〈D−10 f (x), f (x)〉
2〈W1g(.), y〉 ≤ e−2βτ(1 − δ1)〈D−11 g(.), g(.)〉
+e2βτµ1〈W1D1WT1 y, y〉
2
〈
W2
∫ 0
−τ2(t)
h(x(t + s) )ds, y〉 ≤ e2βττ〈W2D2WT2 y, y〉
+
1
e2βττ
(
D−12
∫ 0
−τ2(t)
h(x(t + s))ds,
∫ 0
−τ2(t)
h(x(t + s))ds
)
.
Applying Proposition 3 gives〈
D−12
∫ 0
−τ2(t)
h(x(t + s))ds,
∫ 0
−τ2(t)
h(x(t + s))ds
〉
≤ τ2(t)
∫ 0
−τ2(t)
〈D−12 h(x(t + s)), h(x(t + s))〉ds
≤ τ
∫ 0
−τ2(t)
〈D−12 h(x(t + s)), h(x(t + s))〉ds
and hence
2
〈
W2
∫ t
t−τ2(t)
h(x(s))ds, y(t)
〉
≤ e2βττ〈W2D2WT2 y(t), y(t)〉
+e−2βτ
∫ 0
−τ2
〈D−12 h(x(t + s)), h(x(t + s))〉ds.
Therefore
V˙ (.) + 2βV (.) ≤ 〈(−AP − PAT − BBT + 2βP)y(t), y(t)〉
+〈W0D0WT0 y(t), y(t)〉 + 〈D−11 g(x(t)), g(x(t))〉
+〈D−10 f (x(t)), f (x(t))〉 + τ〈D−12 h(x(t)), h(x(t))〉
+e2βτµ1〈W1D1WT1 y(t), y(t)〉
+e2βττ〈W2D2WT2 y(t), y(t)〉.
Using the condition (2) and since matrices Di > 0, i =
0, 1, 2 are diagonal, we have
〈D−10 f (x(t)), f (x(t))〉 ≤ 〈PFD−10 FPy(t), y(t)〉
〈D−11 g(x(t)), g(x(t))〉 ≤ 〈PGD−11 GPy(t), y(t)〉
〈D−12 h(x(t)), h(x(t))〉 ≤ 〈PHD−12 HPy(t), y(t)〉
and hence
V˙ (.) + 2βV (.) ≤ 〈(−AP − PAT − BBT + 2βP)y, y〉
+〈W0D0WT0 y, y〉 + e2βτµ1〈W1D1WT1 y, y〉
+e2βττ〈W2D2WT2 y(t), y(t)〉
+〈P[FD−10 F + GD−11 G + τHD−12 H]Py, y〉
= yT (t)Wy(t)
where
W := −AP − PAT − BBT + 2βP + W0D0WT0
+e2βτµ1W1D1W
T
1 + e
2βττW2D2W
T
2
+PFD−10 FP + PGD
−1
1 GP + τPHD
−1
2 HP.
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Therefore
V˙ (t, xt) + 2βV (t, xt) ≤ 0, t ≥ 0 (7)
if
W < 0
or by the Schur complement lemma, Proposition 2, if⎛
⎜⎜⎝
M(P) PF PG PH
FP −D0 0 0
GP 0 −D1 0
HP 0 0 −τ−1D2
⎞
⎟⎟⎠ < 0.
Thus, from the differential inequality (7) it follows that
V (t, xt) ≤ V (0, x0)e−2βt, t ≥ 0.
Taking the condition (6) into account, we have
‖x(t, φ)‖ ≤
√
α2
α1
‖φ‖e−βt, t ≥ 0
which implies that the system is β− exponentially stabilizable.
This completes the proof of the theorem.
Remark 1: Theorem 1 provides sufficient conditions for the
exponential stabilization of the delayed neural network (1) in
terms of LMIs, which allow for an arbitrary prescribed stability
degree β. The LMI feasibility will depend on parameters of
the system under consideration as well as some upper limits
for the Lipschitz constants and the time delays. Nevertheless,
the feasibility of the LMI (4) can be tested by the most reliable
and efficient MATLABs LMI Control Toolbox. If the condition
(4) holds, then all the control parameters can be computed
and the design of a stabilizing controller can therefore be
accomplished.
Remark 2: The approach and results of this paper are
different to that of [3]. Specifically, this paper considers
the problem of designing a feedback controller to provide
exponential stability of delayed neural networks. The class
of delayed neural networks (1) includes various activation
functions and also continuously distributed delays. The ap-
proach to the derivation of the stabilizability condition (4)
and the control law (5) is based on the augmented time-
varying Lyapunov–Krasovskii functional. On the other hand,
[3] only considered the stability issue of a class of recurrent
neural networks with various activation functions by using
the comparison principle and the theory of monotone op-
erator. Thus, [3] studied only asymptotic stability and the
class of delayed neural networks did not include distributed
delays. Their approach [3] to stability analysis was based on
the Smith comparison method but not the augmented time-
varying Lyapunov–Krasovskii functional, as proposed in this
paper.
IV. Numerical Example
Let us consider system (1) with τ1(t) = sin2 0.25t, and
τ2(t) =
{
sin t, if t ∈ I = [2kπ, (2k + 1)π], k = 0, 1, 2, ...,
0 if t ∈ R+ \ I
Fig. 1. Time response of x1(t) and x2(t).
A=
(
1.2 0
0 −0.39
)
,W0=
(
1 0.12
0 0.2
)
,W1=
(
0 1
1 0
)
W2 =
(
0.1 0.2
0.2 0.1
)
, B =
(
0
4
)
a1 = 0.6, a2 = 0.5, b1 = 0.6, b2 = 0.5, c1 = 0.7, c2 = 0.8.
We see that the time delay function τ2(t) is bounded but
non-differentiable and τ = 1, δ1 = 0.5. For β = 0.2, using
MATLABs LMI Toolbox, the LMI (4) is feasible with the
following matrices:
P=
(
3.2574 −0.1663
−0.1663 0.6982
)
, D0 =
(
1.9482 0
0 6.4908
)
D1 =
(
3.7321 0
0 0.1574
)
, D2 =
(
10.6221 0
0 4.1504
)
and accordingly the feedback control is u(t) = [−0.1480 −
2.8996]x(t). The solutions of the closed-loop system satisfy
‖x(t, φ)‖ ≤ 3.5901‖φ‖e−0.2t , ∀t ≥ 0.
The simulation of the solution is given in Fig. 1. It is clear
that both x1(t) and x2(t) converge exponentially to zeros.
V. Conclusion
In this paper, the problem of designing a feedback control
law to exponentially stabilize a class of neural networks with
various activation functions and mixed time-varying delays
has been studied. The activation functions were assumed
to be globally Lipschitz continuous. By using augmented
Lyapunov–Krasovskii functionals, a new delay-dependent con-
dition for the global exponential stabilization have been es-
tablished in terms of linear matrix inequalities. Upon the
feasibility of the LMI, all the control parameters can be easily
computed and the design of a stabilizing controller can be
accomplished.

