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Gradient echo memory (GEM) stores and retrieves photon wave packet in forward direction
with high efficiency and fidelity using photon-echo mechanism. It is an important technique for
quantum memory applications. By breaking the continuity of the gradient absorption structure, the
scheme becomes gradient frequency comb (GFC), which is a hybrid of GEM and atomic frequency
comb (AFC). To elucidate the non-trivial field-atom evolution of gradient echo, we derive its exact
analytical solution in a medium of arbitrary optical thickness subjecting to any linear gradient of
transition frequency, and discuss its physical processes. Based on this solution, we further suggest
and analysis two types of GFC, one with stepwise gradient and the other with discontinuous gradient.
PACS numbers: 42.50.Ex, 42.50.Gy, 32.80.Qk
I. INTRODUCTION
Quantum information processing [1], suggested by
Feynman and other pioneers [2, 3] in 1980s, has been
one of the primary driving forces of a wide scope
of quantum physics. One of its essential element is
quantum memory [4–7] of a qubit, which lies in the
heart of quantum communications [8] and quantum
computations [9], and provides a way to realize lin-
ear logic gates [10], on-demand single-photon sources
and single photon detectors [11, 12], precision mea-
surements [13–15], etc. The developed quantum
memory techniques can also be transferred to other
applications, such as ultrasound detection [16], etc.
Single photon is considered to be the ideal “flying
qubit” for quantum information processing because
of its fast transmission speed. Quantum memory
of a single photon of a time-bin state [17] can be
achieved in a number of ways. For example, elec-
tromagnetically induced transparency (EIT) [18–
23] and off-resonant Raman [24–28] schemes use an
optimized shaped-in-time control field to adiabati-
cally map the single-photon wave packet into and
out from long-lived atomic coherence between two
ground states. A storage loop [29] stores a single
photon in a loop with on-pseudodemand retrieval
controlled by a high-speed switcher. Atomic fre-
quency comb (AFC) [30–40] utilizes a spectrally pe-
riodic absorption structure, produced by spectrum
tailoring on a wide inhomogeneous broadening, to
store a single-photon wave packet in a medium based
on photon-echo mechanism. Another scheme based
on photon-echo mechanism is gradient echo memory
(GEM) [41–43], which stores a photon by control-
ling the rephasing condition of the polarization via
∗ xiwen@physics.tamu.edu
manipulating an artificial, continuous, distributed-
in-space inhomogeneous broadening.
In GEM, an external dc electric or magnetic field
with gradient along the longitudinal direction is ap-
plied to a medium with narrow transition linewidth
(see Fig. 1). Due to Stark or Zeeman effect,
the atomic transition frequency is shifted, acquir-
ing a spatial dependence along the path of photon
propagation. This is equivalent to an artificial in-
homogeneous broadening. Therefore, different fre-
quency components of the input photon are reso-
nantly absorbed at different longitudinal locations
of the medium, and the excited polarizations quickly
get out of phase, resulting in a destructive interfer-
ence to suppress the field’s reemission into space.
The on-demand retrieval is achieved by reversing the
gradient of the external electric or magnetic field,
which corresponds to an inverse of the inhomoge-
neous broadening. This will enforce a rewind of
the phases of the polarizations back to their orig-
inal statuses, upon which a photon echo emerges
from the medium. GEM scheme can be implemented
in both two-level and three-level [44] systems, and
has been realized in many materials, including rare-
earth-doped crystals [45–47], warm [44, 48–51] and
cold [52] atoms.
The evolution equation of GEM can be reduced
from Maxwell-Bloch equation to the following form:
∂
∂z
a(z, t) = g∗NS(z, t), (1)
∂
∂t
S(z, t) = −(γ − iβz)S(z, t)− ga(z, t), (2)
where a(z, t) is the slowly varying amplitude of the
single-photon annihilation operator and S(z, t) is the
slowly varying part of the collective atomic coher-
ence operator, g is the field-atom coupling constant,
N is the atomic density, γ is the decoherence rate
and β is the frequency gradient.
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2Although the mechanism of GEM scheme is con-
ceptually simple, its field-atom dynamics described
by Eqs. (1) and (2) is very nontrivial. The longi-
tudinal distribution of the inhomogeneous broaden-
ing, i.e., the z dependence of the resonant condition,
is essential for GEM. For a uniformly distributed
inhomogeneous broadening, after reversing the res-
onant condition, the forward retrieval efficiency is
limited to 54% by reabsorption process [53]. But
in GEM, since the resonant condition is assigned
along the path of photon propagation, the polar-
ization rephasing is accompanied by a phase match-
ing process (see Sec. II B), so that the reabsorp-
tion of the field during forward retrieval does not
strongly confine the efficiency of the echo, allow-
ing nearly 100% of the input energy to be recalled
with high fidelity [45]. However, such inhomogene-
ity along propagation leads to a complicated field
and atomic evolution. Theoretically, some analytical
treatments of GEM have been done, including gen-
eralized investigation of time-reversible atom-light
interaction [54], analytical calculation for narrow-
band input signal [55, 56], analysis of GEM equa-
tion in spatial-Fourier space [41], and GEM solution
in terms of a response to the excited coherence [57].
However, so far the analytical solution of gradient
echo in real space and time in terms of an arbitrary
input signal still remains unknown.
In this paper, we give the exact solution of GEM
evolution equation (1) and (2) during storage and
retrieval for an arbitrary linear gradient without ap-
proximations. The solution will be written in its
final form, i.e., in terms of a response to the input
signal. In such a way, the process of echo formation
in a medium subjecting to the frequency gradient
β(t) =
{
β, if t 6 0
β′, if t > 0 (3)
becomes clear. This solution describes not only
GEM, but also quantum memory schemes based on
phase matching control (PMC) [58–62] and control
field spatial chirp [63], which demonstrate the same
memory performance as GEM without requiring the
existence of Stark or Zeeman effect in the material.
Moreover, the gradient absorption of a single photon
is also related to the study of single-photon super-
radiance [64–69]. So the solution and mathematical
treatment presented in this paper may provide in-
sights, for example, into the problem of the prepa-
ration and control of the timed Dicke state [70, 71].
The storage process of GEM (i.e., a gradient ab-
sorption without reversing β) is akin to a recently
proposed quantum memory scheme based on gradi-
ent frequency comb (GFC) [72, 73], which is a com-
bination of AFC and GEM schemes. AFC has been
implemented in rare-earth-doped crystals for her-
alded single photon memory [74], quantum entangle-
ment [75], time-bin [76] and polarization [32, 77, 78]
qubit storage, and lots of other applications. It
stores a photon via the periodically occurring con-
structive interference during the evolution of the po-
larizations in the medium due to the beating of the
spectral comb teeth. This spectral comb can be cre-
ated by, for example, a series of pulse pairs [31] ap-
plied to a wide inhomogeneous broadening of the
excited state. In the same way, GFC stores a pho-
ton based on also this mechanism as in AFC, except
that its spectral comb teeth are distributed along the
longitudinal direction similar to GEM scheme but
in a discrete manner. So it can be viewed as a dis-
crete GEM without reversing the frequency gradient.
Then a natural question is, how does the type of dis-
creteness of the frequency gradient affect the emit-
ted echoes? Specifically, we consider two kinds of
discreteness in GFC scheme: The first one is a “step-
wise” version [Fig. 6 (a)], meaning that each comb
tooth corresponds to a single-frequency absorption
line with linewidth determined by the decoherence
rate of the system. Here the word “gradient” only
makes sense when viewing all the comb teeth to-
gether [Fig. 6 (b)]. The second type is a “discontin-
uous” gradient frequency [Fig. 6 (c)], meaning that
each comb tooth itself has a gradient inside; and even
if the decoherence rate drops to zero, every one has a
finite spectral width determined by its internal gra-
dient and physical thickness along the gradient [Fig.
6 (d)]. In this paper, we analytically solve the two
types of GFC, and compare their echoes in different
regimes.
This paper is organized as follows: In Sec. II, the
exact analytical solution of the GEM evolution equa-
tion is derived. We first solve for the storage process
and compare the result with that of a flat single-
frequency absorption (zero gradient) in Sec. II A,
and then solve for the retrieval process and discuss
the result in Sec. II B. In Sec. III, we introduce the
model of stepwise GFC and discontinuous GFC, and
give their analytical analysis for comparison. We
first derive the approximate solution for the GFC
echoes in an optically thin medium based on the
result in Sec. II A, and then derive the expression
for the first several GFC echoes for arbitrary opti-
cal thickness and discuss the first echo optimization
condition in Sec. II B. In Sec. IV, we discuss the
result and conclude the article.
II. THE EXACT SOLUTION OF
GRADIENT ECHO
In a GEM experiment, a single-photon (or weak
signal field) wave packet with slowly varying ampli-
3tude ain(t) and full-width-half-maximum (FWHM)
field duration ∆t propagating along the longitu-
dinal direction zˆ enters a resonant two-level (or
three-level) medium of length L. All the atoms in
the medium are identical, initially staying in their
ground states and mainly remaining unexcited dur-
ing the whole storage and retrieval processes. An
external gradient electric or magnetic field is ap-
plied to the medium to create a one-photon (or two-
photon) detuning varying linearly as a function of
position: ∆ = βz, where β is the frequency gra-
dient along the photon propagation direction [see
Fig. 1 (a)]. During retrieval, the gradient switches
to a different value β → β′, as shown in Fig. 1
(b). Very often β′ = −β is chosen to symmetrically
reverse the photon detuning. Denoting the slowly
varying amplitude of the single-photon annihilation
operator as a(z, t) and slowly varying amplitude of
the collective atomic coherence operator as S(z, t),
the evolution equation for the field and atom within
z ∈ [−L/2, L/2] in the long-pulse regime (c∆t L,
c is the speed of light in vacuum) is given by Eqs.
(1) and (2).
FIG. 1. (Color online) Illustration of GEM scheme. (a)
Storage process (t ∈ [−T, 0]). (b) Retrieval process (t ∈
[0, T ]).
In this section, the storage and retrieval processes
are in time intervals t ∈ [−T, 0] and t ∈ [0, T ] re-
spectively (Fig. 1), where T is the duration of the
storage or retrieval time window. The relevant pa-
rameters are defined as the following: γ is the single-
atom decoherence rate of the optical (spin) transi-
tion in the two-level (three-level) system, L is the
medium length, β is the frequency gradient, g is the
field-atom coupling constant, N is the atomic den-
sity, ζ = 2|g|2NL/γ is the optical thickness of the
medium, µ = |g|2N/β, ωm is an additional frequency
shift on top of the frequency gradient. The parame-
ters β′, g′, µ′ and ω′ carrying “′” indicate that they
are quantities specifically for retrieval. The sub-
script “s” (“r”) of a function denotes the storage
(retrieval) process.
The major figures of merit for a quantum memory
scheme are efficiency η and fidelity F [61], which we
define as follows:
η =
Nout
Nin
, (4)
where Nin =
∫ 0
−T dt 〈a†in(t)ain(t)〉 and Nout =∫ T
0
dt〈a†out(t)aout(t)〉. Here ain(t) and aout(t) are the
slowly varying part of the input and output field an-
nihilation operators respectively. The fidelity can be
defined as
F =
1
NinNout
∣∣∣∣∣
∫ T
0
dt 〈a†in(t¯− t)aout (t)〉
∣∣∣∣∣
2
, (5)
where t¯− t takes into account the time reversal and
possible delay of the output field in optical dense
medium (see Sec. II B). For comparison, we also
introduce amplitude preservation A to describe the
conservation of the temporal shape of the echo:
A =
1
NinNout
(∫ T
0
dt
∣∣∣〈a†in(t¯− t)aout(t)〉∣∣∣
)2
. (6)
A more general form of the evolution equation (1)
and (2) is:
∂
∂z
a(z, t) = g∗Ns(z, t)eiφ(z,t), (7)
∂
∂t
s(z, t) = −γs(z, t)− ga(z, t)e−iφ(z,t), (8)
where
φ(z, t) =
∫ t
dτ∆(z, τ) + φ0(z), (9)
s(z, t) = S(z, t)e−iφ(z,t), (10)
z ∈ [−L/2, L/2]. Here φ or ∆ can be various func-
tions of z and t. For example, a stepwise-in-space φ
(along with corresponding discrete interaction vol-
ume) reduces the system to GFC scheme [72]. In this
section we will restrict ourselves to a linear phase in
space and time:
φ(z, t) = βzt+ ωmt, (11)
i.e., ∆ = βz + ωm. Here ωm is a frequency shift
in addition to the space dependent detuning βz,
which will shift the echo central frequency as dis-
cussed in Ref. [79] and experimentally demonstrated
in Refs. [49, 80]. Another reason for including this
frequency shift ωm is that it corresponds to the cen-
tral frequency of a comb tooth in the GFC scheme
(see Sec. III A).
4The GEM evolution equation in the form of Eqs.
(7) and (8) reflects the mechanism of quantum mem-
ory schemes based on PMC [59–61] and control field
spatial chirp [63]. For example, in PMC, the input
single photon is mapped into and out from the spin
wave excitation according to externally controlled
phase matching condition, which is described exactly
by this phase factor φ(z, t). The form of Eqs. (7)
and (8) is also more convenient for deriving the exact
analytical solution of gradient echo. In order to do
this, let us change the spatial domain into z ∈ [0, L]:
∂
∂z
a(z, t) = g∗Ns(z, t)eiβzte−i(βL/2−ωm)t, (12)
∂
∂t
s(z, t) = −γs(z, t)− ga(z, t)e−iβztei(βL/2−ωm)t,
(13)
and then apply Laplace transformation method over
z. The solution of Eqs. (12) and (13) in Laplace do-
main is given by Eqs. (A15) and (A16) in Appendix
A.
A. Storage
Before storage, there is no collective atomic co-
herence in the medium, so the initial condition is
ss(z,−T ) = 0. The boundary condition is given by
the incoming signal field: as(z = 0, t) = ain(t). Sub-
jecting to these initial and boundary conditions, the
exact solution of Eqs. (12) and (13) during the stor-
age process is obtained in Appendix B using inverse
Laplace transformation of Eqs. (A15) and (A16).
The results are given by Eqs. (B9) and (B10). Since
the gradient absorption can be considered as the
light-matter interaction due to a distributed single-
frequency absorption, it is illustrative to compare
the field-atom evolution of these two systems. The
latter corresponds to the case when β = 0, whose so-
lution is given by Eqs. (B11) and (B12). The results
can be summarized as follows:
as(z, t 6 0) =
∫ 0
−T
dτain(τ)fs(z, t− τ), (14)
ss(z, t 6 0) = e−iβ(z−
L
2 )t×∫ 0
−T
dτain(τ)e
−iωmτhs(z, t− τ), (15)
where
f (β 6=0)s (z, t) = δ(t)− µβze−i(β
L
2 −ωm)te−γt×
1F1(iµ+ 1; 2; iβzt) Θ(t), (16)
f (β=0)s (z, t) = δ(t)− |g|2Nzeiωmte−γt×
J˜1(|g|2Nzt)Θ(t), (17)
h(β 6=0)s (z, t) = −ge−iβ
L
2 te−γt 1F1(iµ+ 1; 1; iβzt) Θ(t),
(18)
h(β=0)s (z, t) = −ge−γtJ0(2
√
|g|2Nzt)Θ(t), (19)
and z ∈ [0, L]. Here 1F1 is the Kummer conflu-
ent hypergeometric function, J˜1(x) = J1(2
√
x)/
√
x,
where Jν is the ν
th order Bessel function, and Θ(t) is
the Heaviside step function. fs(z, t) is the response
function of the GEM system during storage. Its sec-
ond term tells how a weak input field gets absorbed
by a medium with longitudinally distributed, linear,
gradient transition frequency.
Recalling that µβ = |g|2N , it can be seen from
Eqs. (16) and (17) that the difference between a gra-
dient absorption and a flat single-frequency absorp-
tion lies in the functions e−iβtL/2 1F1(iµ+ 1; 2; iβzt)
and J˜1(|g|2Nzt), which are plotted Fig. 10 in Ap-
pendix B. This difference manifests itself in the ex-
pansion these two functions:
1F1(iµ+ 1; 2; iβzt) e
−iβ L2 t =
e−iβ
L
2 t
∞∑
n=0
(
1− i 1µ
)
· · ·
(
1− inµ
)
(n+ 1)!
(−|g|2Nzt)n
n!
,
(20)
J˜1(|g|2Nzt) =
∞∑
n=0
1
(n+ 1)!
(−|g|2Nzt)n
n!
. (21)
Comparing Eqs. (20) and (21), it can be seen that in
the limit β → 0, i.e., µ→∞, the response function
(16) reduces to (17) as expected. From these two
expansions, to the first order smallness of β we have:
1F1(iµ+ 1; 2; iβzt) e
−iβ L2 t
≈
(
1 + iβ
z − L
2
t
)
J˜1(|g|2Nzt). (22)
In fact, using the integral representation of 1F1,
e−iβtL/21F1(iµ+ 1; 2; iβzt) can be expanded as:
1F1(iµ+ 1; 2; iβzt) e
−iβ L2 t
=
eiβ(z−
L
2 )tµ1−iµ
Γ(1− iµ)
∫ ∞
0
dξe−µ(ξ+i ln ξ)J˜1(i|g|2Nztξ),
(23)
which tells how a gradient absorption built up from
a flat single-frequency absorption response.
In Fig. 2 we plot the gradient absorption process
of an input photon (with Gaussian waveform) of du-
ration ∆t in a medium of length L when ωm = 0.
It shows that the analytical solution (14 - 16), (18)
and numerical simulation of the evolution equation
(1) and (2) [or (12) and (13)] agree with each other.
From Fig. 2 (a-d, g-h), for fixed |g|2N the gradient
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FIG. 2. (Color online) Analytical solution (dotted) based
on Eqs. (14), (15) and numerical simulation (solid)
of Eqs. (1), (2) for GEM storage process. The in-
put single photon has a Gaussian waveform (red curves
in the left panels) of duration ∆t/T = 0.25 peaked
at tin/T = −0.5. Spatial variable z is converted to
the interval [−L/2, L/2]. (a, c, e, g) Absolute value
of the field |as(z, t)| as a function of time at differ-
ent locations of the medium. The colors of red, or-
ange, dark green, cyan, blue and purple represent z/L =
−0.5,−0.3,−0.1, 0.1, 0.3, 0.5 respectively. (b, d, f, h) Ab-
solute value of the collective coherence |g∗Nss(z, t)eiβzt|
as a function of space at different times. The colors
of red, orange, dark green, cyan, blue and purple rep-
resent t/T = −5/6,−2/3,−1/2,−1/3,−1/6, 0 respec-
tively. The inset show its real value at the end of the
storage, i.e., t/T = 0. The figures are obtained under
parameters γ = 0 and ωm = 0. The value of µ is 1.6 in
(a, b), 0.8 in (c, d), (g, h), and 4.8 in (e, f).
absorption experiences more amplitude and phase
modulation in the case of small storage bandwidth
βL due to the cutoff of the absorbed frequency com-
ponents [Fig. 2 (a, b)], and for fixed µ a large storage
bandwidth βL compresses the collective coherence
distribution into a narrow region corresponding to
the spectrum of the input field [Fig. 2 (h)]. So β
determines the spatial width of the polarization dis-
tribution in the medium.
Comparing Fig. 2 (c, e), since 2|g|2NL/γ is the
optical thickness, for enough storage bandwidth a
larger |g|2N indicates a faster absorption of the in-
put field.
Comparing Fig. 2 (d, f, h), we see that for suf-
ficient absorption bandwidth and optical density, µ
determines the central position of the polarization
distribution in the medium. Indeed, if we divide the
medium into a number of spectrally resolved units
according to βL/(2γ), µ is proportional to the opti-
cal thickness of each of such units. In an optically
dense medium, the absorption width is broadened by
optical thickness compared with the single-atom ab-
sorption linewidth, so the input field gets absorbed
near the entrance (rather than in the center) of the
medium even though the resonant absorption fre-
quency in this region does not exactly match the in-
put spectrum [Fig. 2 (f)]. But when µ gets smaller,
this central position of the polarization distribution
is pushed back to the center of the medium because
the optical density of each spectrally resolved unit is
“diluted” by large storage bandwidth [Fig. 2 (h)].
Next, let us look at two special cases of the gradi-
ent absorption. In the first example, we consider an
infinite broad-band input field:
ain(t) = δ(t− tin), − T < tin < 0. (24)
Then from Eqs. (14) and (15), we have the output
field (field not being absorbed by the medium) and
the collective coherence after storage as
as,out(t) = δ(t− tin)− µβLe−i(β L2 −ωm)(t−tin)×
e−γ(t−tin) 1F1(iµ+ 1; 2; iβL(t− tin)) Θ(t− tin),
(25)
ss(z, t = 0) = −gei(β L2 −ωm)tineγtin×
1F1(iµ+ 1; 1;−iβtinz) , (26)
in which t ∈ [−T, 0], z ∈ [0, L].
In the second example, we consider a narrow-band
input field absorbed by a gradient system with an
additional frequency shift ωm on top of the resonant
absorption bandwidth:
ain(t) = e
−γ(t−tin), − T < tin < 0, (27)
ωm = βL/2, (28)
with t ∈ [−T, 0]. In such a case, the exact expres-
sions of the output field and collective coherence af-
ter storage are
as,out(t) = e
−γ(t−tin)
1F1(iµ; 1; iβL(t+ T )) , (29)
6ss(z, t = 0) = −gTeγtin 1F1(iµ+ 1; 2; iβTz) , (30)
respectively, where z ∈ [0, L]. This solution is plot-
ted in Fig. 3.
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FIG. 3. (Color online) Analytical solution [dotted, based
on Eqs. (29) and (30)] and numerical simulation (solid
and dashed lines) for GEM storage process with a quasi-
monochromatic input single photon wave packet ain(t) =
e−γ(t−tin), tin = −T/2. (a) The input field ain(t), and
absolute value and imaginary part of the output as,out(t)
field as functions of time. (b) The absolute value and
real part of the collective coherence g∗NSs(z, t = 0) dis-
tributed in the medium after storage. The spatial vari-
able is converted to z ∈ [−L/2, L/2]. The figures are
obtained under parameters γ = 1/T , |g|2NLT = 40,
βLT = 50.3, and µ = 0.8.
B. Retrieval
The retrieval time window is t ∈ [0, T ]. Let
us assume that right after storage, at t = 0, the
parameters of the system are switched in the fol-
lowing way: the frequency gradient β → β′, cou-
pling constant g → g′, atomic density N → N ′,
µ → µ′ = |g′|2N ′/β′, and the additional frequency
shift ωm → ω′m. The initial condition is given by
the collective coherence distribution determined by
the result of the storage process. In usual GEM,
this is sr(z, 0) = ss(z, 0) where the subscript “r”
denotes the retrieval process. Since there is no in-
put field during retrieval, the boundary condition is
ar(z = 0, t) = 0.
We first consider a typical GEM experiment,
where only the frequency gradient is switched to
the opposite during retrieval, meaning that g′ = g,
N ′ = N , β′ = −β, µ′ = −µ. Its exact analytical
solution is given by Eqs. (C10) and (C11) in Ap-
pendix C. From Eq. (C10), by setting z = L in the
retrieval field ar(z, t), the output GEM echo can be
written into
ar,out(t > 0) =
∫ 0
−T
dτain(τ)K(t, τ), (31)
K(t, τ) = −µβLeiβ L2 (t+τ)ei(ω′mt−ωmτ)e−γ(t−τ)×
Φ2 (iµ+ 1,−2iµ; 2;−iβL (t+ τ) ,−iβLt) , (32)
where t ∈ [0, T ]. Here the essential part of the inte-
gral kernel K is Φ2, which is the Humbert double hy-
pergeometric series. Some of this special function’s
properties are discussed in Appendix D. According
to Eq. (D9), it is straightforward to write the GEM
output echo into a series expansion in terms of Gauss
hypergeometric function 2F1, as shown in Eq. (C12).
In Fig. 4, we plot the analytical solution and numer-
ical simulation of the output gradient echoes (along
with their integral kernels K) for different parame-
ters and show that the two agree with each other.
FIG. 4. (Color online) Analytical solution (dotted) based
on Eqs. (31), (32) and numerical simulation (solid) of
Eqs. (1), (2) for the output gradient echo ar,out(t) (left
panels), as well as the corresponding absolute value (mid-
dle panels) and real part (right panels) of the integral
kernel K, for different parameters shown in the figure.
The incoming photon has a Gaussian temporal shape
peaked at tin/T = −0.5 with ∆t/T = 0.25.
As seen from the middle panels of Fig. 4, the
modulus of the integral kernel |K| behaves like a
7dirac delta function that peaks at τ = −t to select
the corresponding moments from the input photon
wave packet ain(τ) in the integral (31), which recov-
ers the signal field in a time-reversed order. This
is governed by the argument iβz(t + τ) in Φ2, as
seen from Eq. (C10) [or (32) for z = L], which is
the total phase carried by a specific spatial mode of
the polarization as a function of time t during re-
trieval. From the time when the gradient is reversed
(t = 0), this phase starts to regress back towards
its original value zero. The complete rephasing oc-
curs at t = −τ , which determines the moment of a
constructive interference and manifests itself as the
maximized point of |K|.
However, just the rephasing is not enough for un-
derstanding GEM, and the longitudinal dependence
of the resonant condition plays a crucial role in the
field evolution. Without this z-dependence, for a
system with longitudinal-uniformly distributed in-
homogeneous broadening, the forward echo after the
reverse of this broadening contains at most 54% of
the input energy because of the reabsorption on its
path during propagation [45, 53]. But in GEM, since
the argument iβ(t + τ)z in Eq. (C10) is valid for
all space in the medium, we should meanwhile treat
ks = βτ and kr = β
′t = −βt as the wave vec-
tors characterizing the spatial mode of the polar-
ization in the medium during storage and retrieval,
respectively. This spatial mode of the polarization
is caused simply by its free evolution of the phase
due to position-dependent transition frequency. The
gradient echo is mapped out from the collective ex-
citation in the medium in a way that the retrieval
procedure finds its correct spatial mode of the polar-
ization in time according to the phase matching con-
dition kr = ks. In this manner the echo avoids too
much reabsorption during its evolution and demon-
strates high efficiency larger than 54%.
Comparing Fig. 4 (c) and (d), for fixed µ, a
smaller bandwidth βL corresponds to a wider peak
width of the kernel |K|. This is expected from Eq.
(C10) [or (32)], since βz enters Φ2 as a scaling factor
in front of time variable.
Comparing Fig. 4 (a, b, d-f), for fixed band-
width βL that covers the input spectrum, e.g. here
βL = 4pi/∆t, if µ  1, the optical thickness is too
small to retain the input energy and therefore the
storage efficiency remains very low, as seen from Fig.
4 (a1). On the other hand, if µ 1, the linewidth of
each transition frequency is broadened by large opti-
cal thickness, which smears out the phase matching
condition (discussed in Sec. II) and makes the peak
of the integral kernel |K| wide, as seen from Fig. 4
(f2). It is then straightforward to see from Eq. (31)
that this will eventually delay the echo and deform
its waveform. This waveform deformation is quanti-
fied by the amplitude preservation A . As shown by
Fig. 4 (f1), for large µ, the gradient echo of an input
Gaussian wave packet peaked at tin = −0.5T be-
comes right-shifted in time and asymmetric in shape,
which reduces A down to 40%. Moreover, from the
right panels of Fig. 4 (a, b, d-f), it is seen that a
large optical thickness also introduces a phase mod-
ulation. So the strong light-matter interaction not
only drags and distorts the echo waveform, but also
intensely modulates its phase. This phase modu-
lation on the echo, shown in the insets of the left
panels of Fig. 4, will rapidly decrease the memory
fidelity F . In order to keep high fidelity, µ should
be kept small enough such that the phase variation
of K on the scale of input photon duration ∆t is
insignificant, like in Fig. 4 (a) and (b).
From the above analysis, in order to optimize the
gradient echo, i.e., to maximize both efficiency and
fidelity, the bandwidth βL should cover the input
bandwidth, and the parameter µ should be on the
order of 1:
βL & 2pi/∆t, (33)
µ ∼ 1. (34)
Too small µ results in small efficiency, and too large
µ results in small fidelity (as well as efficiency and
amplitude preservation A ). An example of high ef-
ficiency and fidelity is shown in Fig. 4 (b), with
η = 99% and F = 95%.
In a more general case, g′ and g can be differ-
ent, and β′ is not necessarily equal to −β either.
In Appendix C, we calculate the time and space
evolution of the retrieval field and collective co-
herence for arbitrary g′, N ′, β′, µ′ and ω′. The
result is given by Eqs. (C8) and (C9). GEM
with additional frequency shift ωm, and different
amounts of the frequency gradient between stor-
age and retrieval, has been considered numerically
in Refs. [79, 81], and demonstrated experimentally
in Refs. [48, 49, 80]. The former (nonvanishing ωm
and/or ω′m) leads to the echo frequency modulation,
which is clearly seen in Eq. (C8). The latter causes
the retrieval pulse stretching or compressing, due to
the change of the speed of rephasing process, or the
speed of reading out the spatial mode of the polar-
ization. This can be seen by the phase matching
condition β′t = βτ , which results in t = (β/β′)τ ,
meaning that ∆tout = |β/β′|∆tin. Meanwhile, since
τ 6 0 6 t, this phase matching condition is pos-
sible only if sign(β′) = −sign(β), unless additional
amount of phase of the polarization is introduced by
other means [48, 63, 73].
Next let us consider the same examples as in Sec.
II A for retrieval process. From Eq. (31), for the in-
finite broad-band input field described by Eq. (24),
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FIG. 5. (Color online) Analytical solution [dotted, based
on Eq. (36)] and numerical simulation (solid and dashed
lines) for the output gradient echo ar,out(t) of a quasi-
monochromatic input photon wave package ain(t) =
e−γ(t−tin), tin = −T/2. Parameters are taken to be the
same as in Fig. 3, with ω′m = −ωm = −βL/2.
the gradient echo is
ar,out(t) = −µβLeiβ L2 (t+tin)ei(ω′mt−ωmtin)e−γ(t−tin)×
Φ2 (iµ+ 1,−2iµ; 2;−iβL (t+ tin) ,−iβLt) . (35)
On the other hand, for qusimonochromatic narrow-
band input field described by Eq. (27), in the case of
nonvanishing frequency shift of GEM given by Eq.
(28), the exact solution of the output gradient echo
is (see Appendix C)
ar,out(t) = e
−γ(t−tin)ei(β
L
2 +ω
′
m)t×[
Φ2(iµ,−2iµ; 1;−iβL (t− T ) ,−iβLt)−
1F1(−iµ; 1;−iβLt)
]
, (36)
which is plotted in Fig. 5.
III. GRADIENT FREQUENCY COMB
Quite recently, an interesting quantum mem-
ory scheme—gradient frequency comb (GFC)—was
proposed for the storage of a single-photon wave
packet. Unlike AFC [30], the GFC comb teeth
are distributed along the incoming photon prop-
agation direction rather than being together uni-
formly everywhere in the medium. The mechanism
of GFC scheme is the same as AFC, and the single-
photon storage and processing techniques developed
in AFC, such as on-demand retrieval [30, 37, 39, 82],
temporal sequencing [83], time-bin qubit measure-
ment [84], etc, are all applicable in GFC scheme.
Beyond this, by assigning different comb teeth to
different positions, the preparation of the frequency
comb is simplified, leading to various ways for the
implementation of this scheme. For example, GFC
is proposed to be realized in Mo¨ssbauer solids using
Doppler-shifted nuclear transitions for γ-ray quan-
tum memory [72], and in atomic ensembles using
Λ-level structures based on off-resonant Raman con-
figuration for optical photon storage [73].
In all previous examples of GFC [72, 73], the in-
put photon detuning is a stepwise function of space
[see Fig. 6 (b)]. For this reason, we call it stepwise-
gradient frequency comb (S-GFC), where the gra-
dient is an effective gradient manifesting only when
viewing its comb teeth all together. Here we sug-
gest and analysis another alternative: discontinuous-
gradient frequency comb (D-GFC), in which the
photon detuning is discontinuous in space with an
otherwise true gradient on it, as shown in Fig. 6
(d). In other words, each comb tooth has an inter-
nal gradient built inside. We are interested in how
this internal gradient modifies the echoes compared
with S-GFC.
FIG. 6. (Color online) Illustration of (a) stepwise and
(b) discontinuous gradient frequency comb.
Specifically, we propose a simple version of GFC,
which is realized by applying electric or magnetic
field with longitudinal gradient (or effective gradient
in the case of S-GFC) to a two-level medium with
discrete interaction volume. Due to Stark or Zee-
man effect, different sections of the interaction vol-
ume have different transition frequencies, whose ad-
jacent spectral spacings are kept the same to form a
regular comb. Such spectral spacing between neigh-
boring comb teeth can be adjusted by additional dc
bias field [Fig. 6 (a)] and/or the physical spacing
between different sections [Fig. 6 (c)]. So, our comb
is generated out of a gradient frequency by simply
breaking the continuity of GEM scheme.
As shown in Fig. 6 (c), a single-photon (or weak
field) wave packet of FWHM duration ∆t interacts
9with a medium of decoherence rate γ subjecting to
a frequency gradient β. The interaction volume of
the sample is composed of M discrete parts, each
corresponding to one GFC comb tooth. The mth
segment of the sample (m = 0,±1,±2, · · · ,±M0)
has a central position lm and medium length d. In
D-GFC, without loss of generality, we can assume
there is no bias field and lm = ml0, where l0 > d
is the distance between the centers of two neighbor-
ing segments. The spectral separation between two
adjacent comb teeth is δω = βl0, which gives rephas-
ing time between two echoes T0 = 2pi/δω. For the
sake of simplicity, in Sec. III B, in the discussion of
D-GFC we assume γ  βd. This means that the
spectral width of each comb tooth is βd, therefore
the comb finesse is defined as F ′ = l0/d. We also
introduce µ = |g|2N/β, where g is the field-atom
coupling constant and N is the atomic density.
As shown in Fig. 6 (a), the S-GFC scheme fol-
lows similarly, with comb teeth spacing δω deter-
mined by the dc bias field. Since the spectral width
of each S-GFC comb teeth is 2γ, its finesse is de-
fined as F = δω/(2γ). In S-GFC, for the purpose
of comparison, it is useful to introduce an effective
gradient β˜ = BW/L and an effective spacing l0 such
that δω = β˜l0, where BW is the total storage band-
width of the comb and L is the total medium length
including the the free space between neighboring sec-
tions. With these two definitions we can introduce
in S-GFC regime µ = |g|2N/β˜ and F ′ = l0/d just
in the same way as for D-GFC. We will use the sub-
script “SG” to denote a function in the regime of
“stepwise gradient” frequency comb, and “DG” to
denote “discontinuous gradient” frequency comb.
Similar to Eqs. (1) and (2), the evolution equation
of GFC scheme can be written as:
∂
∂z
a(z, t) = g∗N
M0∑
m=−M0
S(m)(z, t)Θ(m)(z),
(37)
∂
∂t
S(m)(z, t) = −
[
γ − i∆(m)(z)
]
S(m)(z, t)− ga(z, t),
(38)
where
∆(m)(z) = (mδω′ + βz)Θ(m)(z), (39)
Θ(m)(z) = Θ
(
z − lm + d
2
)
−Θ
(
z − lm − d
2
)
,
(40)
z ∈ [−L/2, L/2]. For D-GFC, the bias δω′ (if any)
can be incorporated into the definition of l0, so we
will simply take δω′ = 0, as discussed above. For S-
GFC, the gradient inside each comb teeth is β = 0,
so the comb teeth spacing is δω = δω′ = β˜l0.
GFC is a hybrid of AFC and GEM. But unlike
GEM, GFC does not require a reverse of the gradient
of the external dc field, because the periodic beat-
ing among different frequency components of the po-
larization generates a series of echoes, which corre-
sponds to an on-pseudodemand retrieval as in AFC.
The on-demand retrieval can be achieved, on the
other hand, in two ways in two-level GFC. The first
way is to change the rephasing time by tuning the
gradient of the external field after the complete ab-
sorption of the incoming photon. This will establish
a new constructive interference condition and conse-
quently modify the emergence time of the echo. The
second way is to operate the scheme in the “stepwise
gradient echo memory” regime [72, 73] by reversing
the electric or magnetic field gradient. This is a di-
rect analogue of GEM but carried out in a discrete
manner, where the first echo is generated not be-
cause of the beating, but rather due to the rephas-
ing, of the polarization components. However, in
this paper we will assume a time-independent gra-
dient of GFC scheme, and only focus on the on-
pseudodemand retrieval of GFC echo.
A. GFC echoes from an optically thin medium
The GFC scheme can be considered as a series of
small, elementary GEM units aligned along zˆ, each
of which has length d, initial condition s(z,−∞) = 0
and boundary condition determined by the output of
the previous section. So we can apply the response
function fs of GEM storage process in Eqs. (16) and
(17) of Sec. II A to each section of the interaction
volume to calculate GFC echoes. In D-GFC regime,
each small GEM has β 6= 0, and for S-GFC β = 0.
For convenience, let us denote a(t) = a(d, t) and
f(t) = fs(d, t). From Eqs. (14) and (16), we have
the D-GFC field
a
(m)
DG (t) =
∫ ∞
−∞
dτa
(m−1)
DG (t− τ)f (m)DG (τ), (41)
where
f
(m)
DG (t) =δ(t)− µβde−i(β
d
2−ωm)t×
e−γt 1F1(iµ+ 1; 2; iβdt) Θ(t). (42)
The additional frequency shift introduced in Sec. II
now has the meaning of the central frequency of mth
comb tooth: ωm = mδω, δω > 0.
The recursion of Eq. (41) from m = −M0 to M0
gives the D-GFC echoes in an optically thin medium.
Similarly, the S-GFC echoes can also be calculated
in the same way. The results are shown in Appendix
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FIG. 7. (Color online) D-GFC (a) and S-GFC (b) echoes
as functions of time for |g|2NdT0 = 2. The solid lines
are numerical simulations of Eqs. (37) and (38). The
insets show that in this case the higher sequence of echoes
are described by Eqs. (43) and (44) for D- and S-GFC
respectively. The solid bars on the first five echoes are
the predicted amplitudes of the echoes given by Eqs.
(F17) and (F26). The parameters are as follows: ∆t =
50 ns, M = 11, F = 600, F ′ = 5, µ = 5/pi, |g|2N =
4× 1010 m−1s−1, βL = β˜L = 4pi/∆t, T0 = 255 ns.
E 1 and E 2 respectively, which read:
a
(M0)
DG (t) ≈alk(t)− |g|2NdT0
∞∑
n=1
ain(t− nT0)×
e−γnT0e−iβ
d
2nT01F1(iµ+ 1; 2; iβdnT0) , (43)
a
(M0)
SG (t) ≈alk(t)− |g|2NdT0
∞∑
n=1
ain(t− nT0)×
e−γnT0 J˜1(|g|2NdnT0), (44)
where alk(t) is the leakage field that is not absorbed
by the medium
alk(t) =
(
1− 1
2
|g|2NdT0
)
ain(t). (45)
In the insets of Fig. 7 we plot analytical solutions
(43) and (44), and show that they agree with the
numerical simulation.
Equations (43) and (44) are valid for a narrow-
band input field 2pi/∆t < Mδω interacting with an
optically thin medium. Notice that in this section
we specify an “optically thin medium” by the con-
dition ζ0eff . 2/pi, where ζ0eff = (2/pi)|g|2NdT0 is an
“individual effective optical thickness” equal to the
optical thickness of each section of the medium ζ0 =
2|g|2Nd/γ divided by the comb finesse F = δω/(2γ).
The narrow-band input condition 2pi/∆t < Mδω al-
lows us to take the approximation M → ∞ when
summing over the contributions from M elemen-
tary GEM units. The optically thin medium con-
dition |g|2NdT0 . 1, on the other hand, allows us
to truncate at the process in which each section of
the medium only interacts with the original input
field. This corresponds to a first order approxima-
tion, where we neglect all the re-emission and re-
absorption processes. Here the “re-emission” and
“re-absorption” are used to refer to the processes
in space happening among discrete sections of the
medium, i.e., differen elementary GEM units. As
mentioned in Sec. II A, the second term of Eq. (42)
is the response describing the part of the incom-
ing field being absorbed. In other words, it is the
field released into space by the mth GEM unit with
an opposite phase compared with the input. This
part of the field will be likely absorbed and emit-
ted again by the subsequent units. But when the
effective optical thickness of each GEM unit is not
high, i.e., |g|2NdT0 . 1, such crosstalks between
different sections of the medium is insignificant, so
that once the phases of the polarizations get back
together after integer multiples of T0, the system re-
sumes its evolvement following the elementary GEM
response [noticing that the argument in the response
is |g|2Ndt instead of |g|2N(Md)t]. That is to say,
in such a case, the higher sequence of echoes sub-
ject to a phase and amplitude modulation deter-
mined by functions e−iβ
d
2nT01F1(iµ+ 1; 2; iβdnT0)
and J˜1(|g|2NdnT0) in D- and S-GFC respectively,
following a similar manner as in the usual continu-
ous GEM.
However, in an optically dense medium,
|g|2NdT0  1, the output of field from previ-
ous divisions of the medium interacts strongly with
the successive divisions, so the re-emission and
re-absorption processes among different GEM units
dominate. In this regime, the discreteness of GEM
greatly affects the field evolution such that Eqs.
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(43) and (44) are not valid anymore, as shown in
the insets of Fig. 8. So in order to study GFC
in a more general situation, we will adopt Fourier
transformation method of t in Sec. III B to calculate
the first several echoes.
B. First few GFC echoes
In practice, from the optimization point of view,
we need to know the solution of a specific GFC echo
valid for the full range of parameter space, rather
than an expression of the whole echo series appli-
cable only for a limited optical thickness. In order
to explore the complete range of optical thickness,
by the method presented in Sec. III A (taking the
M -fold convolution integral), we have to evaluate all
the higher order processes where the re-emitted field
from previous sections takes part in the interaction
with the subsequent sections, which becomes math-
ematically too complicated. Here instead, we use
the Fourier transformation method to calculate the
first few echoes, which is valid in a medium of more
general optical thickness.
In Appendix F we derive the expression for the
leakage field and the first five echoes [see Eqs. (F17)
and (F26)] by solving Eqs. (37) and (38) using
Fourier transformation on t. The results up to the
first echo are summarized as:
aDG(t) = e
−piµF′ ain(t)− 2µ sin piF ′ e
−piµF′ ain(t− T0),
(46)
aSG(t) = e
−piµF′ ain(t)− 2µ piF ′ e
−piµF′ e−
pi
F ain(t− T0),
(47)
where µ = |g|2N/β and F ′ = l0/d. Notice that
since we are mainly interested here in the first echo
optimization, for the sake of simplicity, in D-GFC
regime we assume γ → 0 in Eq. (46), which cor-
responds to high S-GFC finesse F → ∞. In such
a case, the only difference between Eqs. (46) and
(47) lies in sin(pi/F ′) and pi/F ′. When F ′  pi, Eq.
(46) reduces to Eq. (47). This is easy to understand
because in such a case l0  d, which means each
comb teeth becomes spectrally so narrow that the
gradient inside the comb tooth can be neglected.
In Figs. 7 and 8 we plot the analytical solu-
tions of the first five D- and S-GFC echoes based
on Eqs. (F17) and (F26), and show that they agree
with the numerical simulation in both optically thin
(|g|2NdT0 = 2 in Fig. 7) and thick (|g|2NdT0 = 10
in Fig. 8) media. On the other hand, the recursion
of Eq. (41) up to the first order interaction, i.e., Eqs.
(43) and (44), can not describe the GFC echoes in
the later regime because the crosstalks among dif-
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FIG. 8. (Color online) D-GFC (a) and S-GFC (b) echoes
as functions of time for |g|2NdT0 = 10. The solid lines
are numerical simulations of Eqs. (37) and (38). The
solid bars on the first five echoes are the predicted ampli-
tudes of the echoes given by the analytical solutions Eqs.
(F17) and (F26). The insets show that Eqs. (43) and
(44) hardly provide useful result in this regime. How-
ever, Eqs. (F17) and (F26) [and Eqs. (46) and (47)] are
still valid, as shown in the main panels. The parameters
are as follows: ∆t = 50 ns, M = 11, F = 600, F ′ = 5,
µ = 25/pi, |g|2N = 2× 1011 m−1s−1, βL = β˜L = 4pi/∆t,
T0 = 255 ns.
ferent elementary GEM units are too strong to be
omitted, as shown in the insets of Fig. 8.
Next let us compare the D- and S-GFC’s first echo
efficiencies in the regime of high finesse F → ∞.
From Eq. (47), the efficiency of the first S-GFC
echo is
η1SG =
(
2µ
pi
F ′
)2
exp
(
−2µ piF ′
)
(48)
for F  1. Eq. (48) reaches maximum value ≈ 54%
if µpi = F ′. So the optimization condition for the
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first S-GFC echo is
F  1, (49)
∆t < T0 < M∆t, (50)
µ = F ′/pi, (51)
where Eq. (49) reduces the role of decoherence and
Eq. (50) ensures the temporal resolvability of the
echo (∆t < T0) and spectral coverage of the comb
(Mδω > 2pi/∆t).
From Eq. (46), the efficiency of the first D-GFC
echo is
η1DG = 4µ
2 sin2
pi
F ′ exp
(
−2µ piF ′
)
. (52)
Eq. (52) is maximized if Eq. (51) is satisfied. The
corresponding efficiency in such a case then becomes
4µ2 sin2(1/µ)e−2, which is still a function of µ and
reaches its maximum value ≈ 54% when µ → ∞
(see Fig. 9). Since this expression is equal to 50%
when µ = 2.06, the optimization conditions for the
first D-GFC echo are given by Eqs. (49) - (51), with
additional requirement
µ & 2. (53)
Notice that in both S- and D-GFC regime, µ/F ′ =
|g|2Nd/δω.
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FIG. 9. (Color online) Analytical result of the efficiency
as a function of µ for the first D-GFC echo under the
optimization conditions (49) - (51). The inset: Contour
plot of the efficiency as a function of F ′ and µ based on
Eq. (52). The dashed line is drawn along F ′ = piµ.
So despite the differences in the two types of GFC,
in the high finesse F regime the maximum efficiency
of the first echo are both equal to 54% under the
optimization conditions (49) - (51) [also (53) for D-
GFC], which is similar to AFC scheme [30, 34, 85].
The first GFC echo is generated out of the energy
that has been absorbed by the medium, and will
be absorbed by the medium again when propagat-
ing through the sample. The optimization condition
(51) is established because of the opposite prefer-
ences on optical thickness for these two processes,
i.e., to maximize the absorption of the incoming
photon and minimize the reabsorption of the echo.
Meanwhile, unlike GEM scheme, there is no compli-
cated phase modulation on the GFC echoes, so the
fidelity is almost 100% under condition (50).
IV. DISCUSSION AND CONCLUSION
Gradient echo memory (GEM) holds the promise
of a quantum memory of a single-photon wave packet
with high efficiency and fidelity in a forward re-
trieval. In this paper we derive the exact solution
of a gradient echo subjecting to an arbitrary linear
frequency gradient. The response function for the
storage process is governed by the Kummer conflu-
ent hypergeometric function 1F1, and the integral
Kernel for the retrieved echo is proportional to a
Humbert double hypergeometric series Φ2. This ex-
act solution helps us to understand the physical pro-
cesses of the gradient absorption of a weak field and
the polarization rephasing during the formation of
the echo. The rephasing process is accompanied by
a phase matching procedure due to the longitudi-
nal dependence of the transition frequency, which
reduces the reabsorption of the echo and allows al-
most 100% of the input energy to be retrieved from
a medium of enough optical thickness. On the other
hand, high optical thickness also smears out the
rephasing and/or phase matching condition, result-
ing in a time-delayed and waveform-distorted echo
with a strong phase modulation on it. So the op-
timization of GEM is reached mainly by balancing
the two figures of merit, i.e., efficiency and fidelity.
By breaking the continuity of GEM we get a quan-
tum memory scheme based on gradient frequency
comb (GFC). GFC is a frequency comb with its teeth
distritbuted along the photon propagation direc-
tion, therefore possessing features of both GEM and
atomic frequency comb (AFC). Based on how the
gradient is applied, we consider two different types
of GFC: stepwise GFC and discontinuous GFC. In
the regime of high comb finesse (i.e., negligible deco-
herence within the rephasing time of the echo), the
GFC scheme demonstrates the same efficiency and
fidelity as AFC [30, 34, 85]. Namely, for both of the
two types of GFC, the echo fidelity can be almost
100%, but the efficiency of the first echo is limited
to 54% by the reabsorption process in the medium.
Higher efficiency can be achieved by reversing the
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gradient of the comb, as discussed in Refs. [72, 73].
Since the preparation of the gradient frequency
comb dose not require wide inhomogeneous broad-
ening and delicate spectral tailoring, GFC scheme
can be implemented in richer varieties of materi-
als compared with AFC. So far AFC has been re-
alized only in rare-earth-doped crystals under cryo-
genic temperature, while GEM has been realized
in not only rare-earth-doped materials [45–47] but
also warm [44, 48–51] and cold [52] atoms. The
specific realization of GFC scheme we proposed in
this paper can be carried out in these GEM systems
while demonstrating the AFC performance. Mean-
while, GFC scheme is not limited to two-level sys-
tem either. For example, the same D-GFC evolu-
tion equation (37) and (38) can be realized in a con-
tinuous three-level medium by discretely blocking a
spatially chirped control field [63] in an off-resonant
Raman configuration. Considering that off-resonant
Raman scheme has been implemented in cesium va-
por [24–26], diamond [28] and hydrogen [27], a three-
level GFC may extend the suitable candidate mate-
rials for AFC-like quantum memories from atomic
to molecular systems. Not only that, Mo¨ssbauer nu-
clear transitions have been suggested for the imple-
mentation of S-GFC scheme [72], which is the only
feasible quantum memory scheme in γ-ray regime so
far. All these connections between GFC and other
quantum memory schemes make it an important and
interesting technique for the storage and retrieval of
a single-photon wave packet.
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Appendix A: General solution of GEM in
Laplace domain
The equations we are solving are Eqs. (12) and
(13):
∂
∂z
a(z, t) = g∗Ns(z, t)eiβtze−i(β
L
2 −ωm)t, (A1)
∂
∂t
s(z, t) = −γs(z, t)− ga(z, t)e−iβtzei(β L2 −ωm)t.
(A2)
with t ∈ [−T, 0] for storage, t ∈ [0, T ] for retrieval,
and z ∈ [0, L]. Eqs. (A1) and (A2) describe the
field-atom evolution of quantum memory based on
GEM, PMC and control field spatial chirp with con-
tinuous frequency gradient in space. This evolution
equation can be solved exactly without assumptions
on the parameters, not only for storage but also for
retrieval. The exact solution of Eqs. (A1) and (A2)
for t ∈ [ti, tf ] is derived in the following in Laplace
domain of space variable z, with boundary condi-
tion a(0, t) and initial condition s(z, ti). Here ti (tf )
represents the initial (final) time with meaning de-
pending on the context.
First let us take the spatial derivative of Eq. (A2):
∂
∂z
∂
∂t
s(z, t) =− γ ∂
∂z
s(z, t)− |g|2Ns(z, t)−
iβt
[
∂
∂t
s(z, t) + γs(z, t)
]
. (A3)
So Eqs. (A1) and (A2) become
∂
∂z
a(z, t) = g∗Ns(z, t)eiβtze−i(β
L
2 −ωm)t, (A4)
(
∂
∂z
+ iβt
)
∂
∂t
s(z,t) = −γ ∂
∂z
s(z, t)−(|g|2N + iβtγ) s(z, t), (A5)
with boundary condition built in through Eq. (A2):
∂
∂t
s(0, t) = −γs(0, t)− ga(0, t)ei(β L2 −ωm)t. (A6)
After taking the Laplace transformation of Eqs.
(A4) and (A5) and substituting the boundary con-
dition (A6), we have:
pa(p, t)− a(0, t) = g∗Ns(p− iβt, t)e−i(β L2 −ωm)t,
(A7)
(p+ iβt)
∂
∂t
s(p, t) +
(|g|2N + pγ + iβtγ) s(p, t)
= −ga(0, t)ei(β L2 −ωm)t. (A8)
Solving Eq. (A8) with the initial condition s(p, ti)
in Laplace domain, one has
s(p, t) = s(p, ti) exp
[
−
∫ t
ti
dτ
( |g|2N
p+ iβτ
+ γ
)]
+∫ t
ti
dτ
−g
p+ iβτ
a(0, τ)ei(β
L
2 −ωm)τ×
exp
[
−
∫ t
dτ ′′
(
|g|2N
p+ iβτ ′′
+ γ
)]
×
exp
[∫ τ
dτ ′′
(
|g|2N
p+ iβτ ′′
+ γ
)]
. (A9)
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Up to Eq. (A9), s(p, t) is valid for arbitrary time
dependent frequency gradient β = β(t). Explicit
solution is possible as long as the inverse Laplace
transformation can be calculated. In general this
is difficult, but for a constant frequency gradient β
(during storage or retrieval), the exact solution can
be found. In such a case, substituting the result
of Eq. (A9) into Eq. (A7), we have the solution
for non-vanishing frequency gradient β 6= 0 given by
Eqs. (A15) and (A16).
For a flat single-frequency absorption, the fre-
quency gradient β = 0. The corresponding evolution
equation is simpler:
∂
∂z
a(z, t) = g∗Ns(z, t)eiωmt, (A10)
∂
∂t
s(z, t) = −γs(z, t)− ga(z, t)e−iωmt. (A11)
The Laplace transformation of Eqs. (A10) and
(A11) are:
a(p, t) =
1
p
a(0, t) +
g∗N
p
s(p, t)eiωmt, (A12)
∂
∂t
s(p, t) = −γs(p, t)− ga(p, t)e−iωmt. (A13)
Equations (A12) and (A13) are reduced to
∂
∂t
s(p, t)+
(
γ +
|g|2N
p
)
s(p, t) = −1
p
a(0, t)ge−iωmt.
(A14)
Solving for Eq. (A14) with initial condition s(p, ti)
and boundary condition a(0, t), and substituting the
result into Eq. (A12), we obtain the solution (A17)
and (A18) of a flat single-frequency absorption.
a(β 6=0)(p, t) =
1
p
a(0, t)− |g|2N
∫ t
ti
dτa(0, τ)e−i(β
L
2 −ωm)(t−τ)e−γ(t−τ)
piµ−1
[p− iβ (t− τ)]iµ+1 +
g∗Ns(p− iβt, ti) p
iµ−1
[p− iβ (t− ti)]iµ
e−γ(t−ti)e−i(β
L
2 −ωm)t, (A15)
s(β 6=0)(p, t) = s(p, ti)
(
p+ iβt
p+ iβti
)iµ
e−γ(t−ti) − g
∫ t
ti
dτa(0, τ)ei(β
L
2 −ωm)τe−γ(t−τ)
(p+ iβt)iµ
(p+ iβτ)iµ+1
, (A16)
and for β = 0:
a(β=0)(p, t) =
1
p
a(0, t)− |g|2N
∫ t
ti
dτa(0, τ)eiωm(t−τ)e−γ(t−τ)
1
p2
exp
[
−|g|
2N
p
(t− τ)
]
+
g∗Ns(p, ti)
1
p
exp
[
−|g|
2N
p
(t− ti)
]
e−γ(t−ti)eiωmt, (A17)
s(β=0)(p, t) = s(p, ti) exp
[
−|g|
2N
p
(t− ti)
]
e−γ(t−ti) − g
∫ t
ti
dτa(0, τ)e−iωmτe−γ(t−τ)
1
p
exp
[
−|g|
2N
p
(t− τ)
]
,
(A18)
where µ = |g|2N/β, t ∈ [ti, tf ].
Appendix B: The exact analytical solution for
GEM: storage
The time and space evolution of the field and the
collective coherence during storage is given by the in-
verse Laplace transformation of Eqs. (A15) - (A18)
with ti = −T and tf = 0, subjecting to the ini-
tial condition ss(z,−T ) = 0 and boundary condi-
tion as(z = 0, t) = ain(t). Here the arrival time tin
of ain(t) is smaller than zero, and the subscript “s”
denotes the storage process. The spatial variable
z ∈ [0, L].
From Eqs. (A15) and (A16) we have the solution
of a gradient absorption in Laplace domain
a(β 6=0)s (p, t 6 0) =
1
p
ain(t)− |g|2N
∫ t
−T
dτain(τ)×
e−i(β
L
2 −ωm)(t−τ)e−γ(t−τ)
piµ−1
[p− iβ (t− τ)]iµ+1 ,
(B1)
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s(β 6=0)s (p, t 6 0) = −g
∫ t
−T
dτain(τ)×
ei(β
L
2 −ωm)τe−γ(t−τ)
(p+ iβt)iµ
(p+ iβτ)iµ+1
. (B2)
Similar result can be obtained for a flat single-
frequency absorption out of Eqs. (A17) and (A18).
Using the inverse Laplace transformation [86]:
L−1
{
(p+ a)λ(p+ b)ν
}
=
e−az 1F1(−ν;−λ− ν; (a− b)z)
zλ+ν+1Γ(−λ− ν) (B3)
for Re(λ+ ν) < 0, and
L−1
{
p−νe−a/p
}
=
(z
a
) ν−1
2
Jν−1(2
√
az) (B4)
for Re(ν) > 0, where 1F1 is the Kummer conflu-
ent hypergeometric function and Jν is the ν
th order
Bessel function, we have
L−1
{
piµ−1 [p− iβ (t− τ)]−iµ−1
}
= z 1F1(iµ+ 1; 2; iβ (t− τ) z) , (B5)
L−1
{
(p+ iβt)
iµ
(p+ iβτ)
−iµ−1
}
= e−iβtz 1F1(iµ+ 1; 1; iβ (t− τ) z) ,
(B6)
and
L−1
{
1
p2
exp
[
−|g|
2N (t− τ)
p
]}
= z
J1(2
√|g|2N (t− τ) z)√|g|2N (t− τ) z , (B7)
L−1
{
1
p
exp
[
−|g|
2N (t− τ)
p
]}
= J0(2
√
|g|2N (t− τ) z). (B8)
Substituting Eqs. (B5), (B6) back into Eqs. (B1),
(B2), and Eqs. (B7), (B8) back into Eqs. (A17),
(A18), and making use of L−1
{
p−1
}
= 1, we obtain
the exact solution during storage process:
a(β 6=0)s (z, t 6 0) = ain(t)− µβz
∫ t
−T
dτain(τ)e
−i(β L2 −ωm)(t−τ)e−γ(t−τ) 1F1(iµ+ 1; 2; iβz(t− τ)) , (B9)
s(β 6=0)s (z, t 6 0) = −ge−iβzt
∫ t
−T
dτain(τ)e
i(β L2 −ωm)τe−γ(t−τ) 1F1(iµ+ 1; 1; iβz(t− τ)) , (B10)
a(β=0)s (z, t 6 0) = ain(t)− |g|2Nz
∫ t
−T
dτain(τ)e
iωm(t−τ)e−γ(t−τ)
J1(2
√|g|2Nz(t− τ))√|g|2Nz(t− τ) , (B11)
s(β=0)s (z, t 6 0) = −g
∫ t
−T
dτain(τ)e
−iωmτe−γ(t−τ)J0(2
√
|g|2Nz(t− τ)). (B12)
The second term of Eq. (B9) on the right hand
side tells how a weak input field gets absorbed by a
medium with longitudinally distributed, linear, gra-
dient transition frequency. In Fourier domain, such
absorption of the input spectrum is equal to
ain(ω)
[(
ω + ωm − βL/2 + iγ
ω + ωm + β(z − L/2) + iγ
)iµ
− 1
]
,
(B13)
which can also be obtained by solving Eqs. (1) and
(2) using Fourier transformation on t.
Comparing Eqs. (B9) and (B11), it is seen
that the difference between a gradient absorp-
tion and flat single-frequency absorption lies in
e−iβtL/2 1F1(iµ+ 1; 2; iβzt) and
J1(2
√
|g|2Nzt)√
|g|2Nzt . In
Fig. 10 we plot these two functions for different pa-
rameters.
Using
1F1(α; ν;x) =
∞∑
n=0
(α)n
(ν)n
xn
n!
, (B14)
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FIG. 10. (Color online) The functions of
e−iβLt/2 1F1(iµ+ 1; 2; iβLt) (solid lines of various
colors) and J˜1(|g|2NLt) (dashed lines of purple color),
where J˜1(x) = J1(2
√
x)/
√
x. The solid lines are plotted
under |g|2NL = 10 a.u., among which the red, orange,
green and blue colors represent βL = pi, 4pi, 10pi, 40pi a.u.
respectively.
J1(x) =
x
2
∞∑
n=0
(−1)nx2n
(n+ 1)!n!22n
, (B15)
where (α)n = α(α + 1)(α + 2) · · · (α + n − 1) =
Γ(α+n)/Γ(α), (α)0 = 1, we can write the expansions
(20) and (21), which show that the gradient absorp-
tion (B9) indeed reduces to the single-frequency ab-
sorption (B11) in the limit β → 0. This is confirmed
by the following property of the Kummer confluent
hypergeometric function [87]:
lim
α→∞ 1F1
(
α; ν;−x
α
)
= Γ(ν)x
1−ν
2 Jν−1(2
√
x).
(B16)
In the small gradient regime (β  1), to the first
order approximation,
(
1− i 1
µ
)(
1− i 2
µ
)
· · ·
(
1− in
µ
)
≈1−
n∑
m=1
i
m
µ
= 1− i
2µ
n(n+ 1). (B17)
So from Eqs. (20), (21) and (B17), we get the first
order expansion of 1F1(iµ+ 1; 2; iβzt) in terms of
J1(2
√
|g|2Nzt)√
|g|2Nzt :
1F1(iµ+ 1; 2; iβzt)
≈J1(2
√|g|2Nzt)√|g|2Nzt + i |g|
2
Nzt
2µ
∞∑
n=0
(
− |g|2Nzt
)n
(n+ 1)!n!
=
(
1 + i
βzt
2
)
J1(2
√|g|2Nzt)√|g|2Nzt . (B18)
From Eq. (B18) we obtain Eq. (22) for β  1.
In general, using the following integral represen-
tation of 1F1(α; ν;x) [87] :
1F1(α; ν;x) =
Γ(ν)
Γ(ν − α)e
xx(1−ν)/2×∫ ∞
0
dξe−ξξ(ν−2α−1)/2Jν−1(2
√
xξ),
(B19)
1F1(iµ+ 1; 2; iβzt) e
−iβ L2 t can be expanded as:
1F1(iµ+ 1; 2; iβtz) e
−iβ L2 t
=
eiβ(z−
L
2 )t
Γ(1− iµ)
∫ ∞
0
dξe−ξξ−iµ
J1(2
√
iβztξ)√
iβztξ
(B20)
=
eiβ(z−
L
2 )tµ1−iµ
Γ(1− iµ)
∫ ∞
0
dξe−µ(ξ+i ln ξ)
J1(2
√
i|g|2Nztξ)√
i|g|2Nztξ .
(B21)
Similarly, for the comparison between Eqs.
(B10) and (B12), 1F1(iµ+ 1; 1; iβzt) reduces to
J0(2
√|g|2Nzt) when β → 0, and we have
1F1(iµ+ 1; 1; iβzt)
=
eiβzt
Γ(−iµ)
∫ ∞
0
dξ
1
ξ
e−ξξ−iµJ0(2
√
iβztξ) (B22)
=
eiβztµ−iµ
Γ(−iµ)
∫ ∞
0
dξ
1
ξ
e−µ(ξ+i ln ξ)J0(2
√
i|g|2Nztξ).
(B23)
We can consider two special cases for the appli-
cation of Eqs. (B9) and (B10). First, we assume a
broad-band input
ain(t) = δ(t− tin), − T < tin < 0, (B24)
where t ∈ [−T, 0]. Then Eqs. (B9) and (B10) give
as(z, t 6 0) = δ(t− tin)− µβze−i(β L2 −ωm)(t−tin)×
e−γ(t−tin) 1F1(iµ+ 1; 2; iβz(t− tin)) Θ(t− tin),
(B25)
ss(z, t 6 0) = −ge−iβztei(β L2 −ωm)tine−γ(t−tin)×
1F1(iµ+ 1; 1; iβz(t− tin)) Θ(t− tin), (B26)
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where z ∈ [0, L].
Second, we consider a narrow-band input
ain(t) = e
−γ(t−tin), − T < tin < 0, (B27)
t ∈ [−T, 0], and frequency shift
ωm = βL/2. (B28)
From Eqs. (B9) and (B10), we obtain
as(z, t 6 0) = e−γ(t−tin) − e−γ(t−t in)µβz×∫ t
−T
dτ 1F1(iµ+ 1; 2; iβz(t− τ)) ,
(B29)
ss(z, t 6 0) = −ge−iβzte−γ(t−tin)×∫ t
−T
dτ 1F1(iµ+ 1; 1; iβz(t− τ)) .
(B30)
Since∫ t
−T
dτ 1F1(iµ+ 1; 2; iβz(t− τ))
=
1
µβz
[1− 1F1(iµ; 1; iβz(t+ T ))] , (B31)
∫ t
−T
dτ 1F1(iµ+ 1; 1; iβz(t− τ))
= (t+ T ) 1F1(iµ+ 1; 2; iβz(t+ T )) , (B32)
we have
as(z, t 6 0) = e−γ(t−tin) 1F1(iµ; 1; iβz(t+ T )) ,
(B33)
ss(z, t 6 0) = −ge−iβzte−γ(t−tin)(t+ T )×
1F1(iµ+ 1; 2; iβz(t+ T )) , (B34)
where z ∈ [0, L].
Appendix C: The exact analytical solution for
GEM: retrieval
The exact solution of gradient echo is calculated
based on Eqs. (A15) and (A16) in retrieval time
window t ∈ [ti, tf ] = [0, T ] with parameters β′, g′,
N ′, µ′, and ω′m. The boundary condition is
ar(z = 0, t) = 0, (C1)
where the subscript “r” denotes retrieval. In three-
level medium quantum memory methods, such as
schemes based on PMC and/or control field spatial
chirp, the initial coherence of retrieval process can be
written as sr(z, 0) = ss(z, 0)e
iκ′z, where κ′z is an ad-
ditional position-dependent phase −φ0(z) in Eq. (9)
exerted by external method, e.g., via a phase modu-
lation of the read-out control field. This phase allows
the echo to be shifted [63] and sequenced [73] in time
without being compressed or stretched. Here we
are primarily interested in the usual GEM method,
where κ′ = 0. In such a situation, from Eq. (B2),
we have
sr(p, 0) = ss(p, 0)
=− g
∫ 0
−T
dτain(τ)e
i(β L2 −ωm)τeγτ
piµ
(p+ iβτ)iµ+1
.
(C2)
Substituting the boundary and initial conditions
(C1) and (C2) into Eqs. (A15) and (A16), we obtain
the GEM echo and retrieval collective coherence in
the Laplace domain:
ar(p, t > 0) = −gg′∗N ′
∫ 0
−T
dτain(τ)e
−i(β′t−βτ)L2 ×
ei(ω
′
mt−ωmτ)e−γ(t−τ)
piµ
′−1 (p− iβ′t)i(µ−µ′)
[p− i (β′t− βτ)]iµ+1 , (C3)
sr(p, t > 0) =− g
∫ 0
−T
dτain(τ)e
i(β L2 −ωm)τ×
e−γ(t−τ)
pi(µ−µ
′) (p+ iβ′t)iµ
′
(p+ iβτ)iµ+1
. (C4)
Using the inverse Laplace transformation [86]:
L−1
{
pλ(p− a)σ(p− b)ν}
=
Φ2 (−σ,−ν;−λ− σ − ν; az, bz)
zλ+σ+ν+1Γ(−λ− σ − ν) , (C5)
where Re(λ + σ + ν) < 0 and Φ2 is the Humbert
double hypergeometric series, we have
L−1
{
piµ
′−1 (p− iβ′t)i(µ−µ′)
[p− i (β′t− βτ)]iµ+1
}
=zΦ2 (iµ+ 1, iµ
′ − iµ; 2; i (β′t− βτ) z, iβ′tz) ,
(C6)
and
L−1
{
pi(µ−µ
′) (p+ iβ′t)iµ
′
(p+ iβτ)iµ+1
}
=Φ2 (iµ+ 1,−iµ′; 1;−iβτz,−iβ′tz) . (C7)
Substituting Eqs. (C6) and (C7) back to the in-
verse Laplace transformation of Eqs. (C3) and (C4),
we obtain the exact analytical expression of the field
and atomic collective coherence during retrieval:
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ar(z, t > 0) = −gg′∗N ′z
∫ 0
−T
dτain(τ)e
−i(β′t−βτ)L2 ei(ω
′
mt−ωmτ)e−γ(t−τ)×
Φ2 (iµ+ 1, iµ
′ − iµ; 2; i (β′t− βτ) z, iβ′zt) , (C8)
sr(z, t > 0) = −g
∫ 0
−T
dτain(τ)e
i(β L2 −ωm)τe−γ(t−τ)Φ2 (iµ+ 1,−iµ′; 1;−iβzτ,−iβ′zt) . (C9)
If g′ = g, N ′ = N , β′ = −β, and µ′ = −µ:
ar(z, t > 0) = −µβz
∫ 0
−T
dτain(τ)e
iβ L2 (t+τ)ei(ω
′
mt−ωmτ)e−γ(t−τ)Φ2 (iµ+ 1,−2iµ; 2;−iβz (t+ τ) ,−iβzt) ,
(C10)
sr(z, t > 0) = −g
∫ 0
−T
dτain(τ)e
i(β L2 −ωm)τe−γ(t−τ)Φ2 (iµ+ 1, iµ; 1;−iβzτ, iβzt) , (C11)
where z ∈ [0, L], t ∈ [0, T ].
If g′ = g, N ′ = N , β′ = β, µ′ = µ, and
ω′m = ωm, we should be able to recover the stor-
age solution. Indeed, according to Eq. (D4) in
Appendix D, Φ2(iµ + 1,−iµ; 1;−iβτz,−iβzt) =
e−iβzt1F1(iµ+ 1; 1; iβz(t− τ)). Therefore in this
case Eq. (C9) reduces to Eq. (B10).
If g′ = g, N ′ = N , β′ = −β, and µ′ = −µ, from
Eqs. (C8) and (C9) we obtain the exact GEM solu-
tion Eqs. (C10) and (C11). From this solution, the
GEM output echo (i.e., at z = L) can be expanded
into the following form by using Eq. (D9):
ar,out(t > 0) = −µβL
∞∑
n=0
(−2iµ)n
(n+ 1)!
(−iβLt)n
n!
×
∫ 0
−T
dτain(τ)e
iβ L2 (t+τ)ei(ω
′
mt−ωmτ)e−γ(t−τ)×
2F1
(
−n, iµ+ 1; 2iµ+ 1− n; 1 + τ
t
)
. (C12)
Now let us look at the two special examples con-
sidered before. From Eq. (C10), for a broad-band
input
ain = δ(t− tin), − T < tin < 0, (C13)
the field during retrieval is:
ar(z, t > 0) = −µβzeiβ L2 (t+tin)ei(ω′mt−ωmtin)×
e−γ(t−tin)Φ2 (iµ+ 1,−2iµ; 2;−iβz (t+ tin) ,−iβzt) .
(C14)
In the opposite limit, for a narrow-band input
ain(t) = e
−γ(t−tin), − T < tin < 0, (C15)
and frequency shift on top of the gradient
ωm = βL/2, (C16)
the field during retrieval is
ar(z, t > 0) = −µβze−γ(t−tin)ei(β L2 +ω
′
m)t×∫ 0
−T
dτΦ2 (iµ+ 1,−2iµ; 2;−iβz (t+ τ) ,−iβzt) .
(C17)
Using the integral formula (D10) and relation (D5)
in Appendix D, we obtain
ar(z,t > 0) = e−γ(t−tin)ei(β
L
2 +ω
′
m)t×[
Φ2(iµ,−2iµ; 1;−iβz (t− T ) ,−iβzt)−
1F1(−iµ; 1;−iβzt)
]
. (C18)
Appendix D: Some properties for the Humbert
double hypergeometric series Φ2
It is seen from Eq. (C8) that the GEM echo is
mainly determined by Humbert double hypergeo-
metric function Φ2. Some of the remarks of this rel-
atively complicated special function can be found in
recent studies [88–91]. The function Φ2(α, α
′; ν;x, y)
satisfies the following partial differential equation:
x
∂2Φ2
∂x2
+ y
∂2Φ2
∂x∂y
+ (ν − x)∂Φ2
∂x
− αΦ2 = 0, (D1)
y
∂2Φ2
∂y2
+ x
∂2Φ2
∂x∂y
+ (ν − y)∂Φ2
∂y
− α′Φ2 = 0. (D2)
It has an integral representation
Φ2(α, α
′; ν;x, y) =
Γ(ν)
Γ(α)Γ(α′)Γ(ν − α− α′)×∫ 1
0
∫ 1
0
dξdηexξ+y(1−ξ)ηξα−1ηα
′−1×
(1− ξ)ν−α−1(1− η)ν−α−α′−1. (D3)
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Two useful relations in special cases between Φ2
and Kummer confluent hypergeometric function 1F1
are:
Φ2(α, ν − α; ν;x, y) = ey 1F1(α; ν;x− y) , (D4)
Φ2(α, α
′; ν;x, x) = 1F1(α+ α′; ν;x) . (D5)
The function Φ2(α, α
′; ν;x, y) can also be defined
through a double series as:
Φ2(α, α
′; ν;x, y) =
∞∑
m,n=0
(α)m(α
′)n
(ν)m+nm!n!
xmyn, (D6)
where (α)m = α(α + 1) · · · (α + m − 1) = Γ(α +
m)/Γ(α), (α)0 = 1. Another expansion in terms of
Gauss hypergeometric function 2F1 is [90]
Φ2(α, α
′; ν;x, y)
=
∞∑
m=0
(α)m
(ν)m
2F1
(
−m,α′; 1− α−m; y
x
) xm
m!
. (D7)
So in the case of usual gradient echo in Eq. (C10),
Φ2(iµ+ 1,−2iµ; 2;−iβz(t+ τ),−iβzt)
=
1
Γ(iµ+ 1)Γ(−2iµ)
∞∑
m,n=0
Γ(iµ+ 1 +m)Γ(−2iµ+ n)
(m+ n+ 1)!m!n!
(−iβzt)n[−iβz(t+ τ)]m (D8)
=
1
Γ(−2iµ)
∞∑
m=0
Γ(−2iµ+m)
(m+ 1)!
(−iβzt)m
m!
2F1
(
−m, iµ+ 1; 2iµ+ 1−m; 1 + τ
t
)
. (D9)
Eq. (D9) provides a series to Eq. (C10) that illus-
trates how the gradient echo is constructed.
One should be careful when evaluating Φ2 using
expansions (D8) and/or (D9), since for larger argu-
ment βzT they become numerically unstable. Also
it is useful to check Eqs. (D8) and/or (D9) with its
special values of Φ2 by, for example, the following
cases:
Φ2 =
 1F1(−2iµ; 2;−iβzt), if τ = −t,1F1(iµ+ 1; 2;−iβzτ), if t = 0,
1F1(−iµ+ 1; 2;−iβzt), if τ = 0,
which can be obtained from Eqs. (C3) and (B3),
and/or Eq. (D5). Sometimes Φ2 can be numerically
evaluated more easily with inverse Laplace transfor-
mation algorithm [92, 93] directly from Eq. (C3).
Next we derive an integral formula of Humbert
double hypergeometric function Φ2:∫
dxΦ2(α, α
′; ν;x, y) =
∞∑
m,n=0
(α)m(α
′)n
(ν)m+nm!n!
xm+1
m+ 1
yn
=
∞∑
n=0
∞∑
m=1
Γ(α+m− 1)Γ(ν)(α′)n
Γ(α)Γ(ν +m+ n− 1)m!n!x
myn
=
Γ(α− 1)Γ(ν)
Γ(α)Γ(ν − 1)
∞∑
n=0
∞∑
m=1
(α− 1)m(α′)n
(ν − 1)m+nm!n!x
myn
=
ν − 1
α− 1 [Φ2(α− 1, α
′; ν − 1;x, y)−
1F1(α
′; ν − 1; y)], (D10)
where ν, α 6= 1, and we have used Eqs. (D6) and
(B14). This result is used in deriving Eq. (36) or
(C18).
Appendix E: Analytical analysis of GFC in
optically thin medium
Let us calculate the GFC echo in an optically thin
medium using the result for GEM storage process.
In this section, the “optically thin medium” is spec-
ified by the condition |g|2NdT0 . 1. We consider
two versions of GFC: discontinuous GFC (D-GFC)
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and stepwise GFC (S-GFC). In either one, the in-
teraction volume of the medium is composed of M
segments, each having length d and frequency offset
ωm, where m = 0,±1,±2, · · · ±M0. Every segment
can be treated as an independent small GEM system
with z ∈ [0, d], and the medium sees the output field
from the previous section as its input:
a
(m)
in (0, t) = a
(m−1)(d, t), if m 6= −M0, (E1)
a
(−M0)
in (0, t) = ain(t). (E2)
The goal is to calculate the final output a(M0)(d, t)
subjecting to the initial condition of zero collective
coherence.
1. Discontinuous gradient frequency comb
From Eq. (B9), we have
a
(m)
DG (t) =
∫ ∞
−∞
dτa
(m−1)
DG (t− τ)f (m)DG (τ), (E3)
where the subscript “DG” denotes “discontinuous
gradient”, and
f
(m)
DG (t) =δ(t)− µβde−i(β
d
2−ωm)t×
e−γt 1F1(iµ+ 1; 2; iβdt) Θ(t). (E4)
From Eq. (E3), we have
a
(−M0)
DG (t) =
∫ ∞
−∞
dτ0ain(t− τ0)f (−M0)DG (τ0), (E5)
a
(−M0+1)
DG (t) =
∫ ∞
−∞
dτ1a
(−M0)
DG (t− τ1)f (−M0+1)DG (τ1),
(E6)
...
So the recursion of a
(m)
DG (t) gives
a
(M0)
DG (t)
=
∫ ∞
−∞
dτ0 · · · dτ2M0ain(t− τ0 − · · · − τ2M0)×
f
(−M0)
DG (τ0) · · · f (M0)DG (τ2M0)
=
∫ ∞
−∞
dτ0 · · · dτ2M0ain(t− τ0 − · · · − τ2M0)×
δ(τ0) · · · δ(τ2M0)− µβd
∫ ∞
−∞
dτain(t− τ)e−γτ×
1F1(iµ+ 1; 2; iβdτ) Θ(τ)
M0∑
m=−M0
e−i(β
d
2−ωm)τ+
· · · . (E7)
There are Ci−12M0+1 sub-terms inside the summation
in the ith term of Eq. (E7), i = 1, 2, 3, · · · , 2M0 + 1.
The second term is the summation of all the first or-
der interactions. In the regime of µβdT0 . 1 we can
truncate Eq. (E7) at this level and neglect all the
processes of re-absorption and re-emission among
different sections of the medium.
Let us take ωm = mδω, where δω > 0 is the
frequency spacing between neighboring comb teeth.
The summation in the 2nd term of Eq. (E7) can be
written as
M0∑
m=−M0
eimδωτ ≈
∞∑
m=−∞
eimδωτ
= T0
∞∑
n=−∞
δ (τ − nT0) , (E8)
where T0 = 2pi/δω. This is true if the duration
of the GFC tooth in time domain T0/M is much
smaller than the duration of the input field as well as
the e−γte−iβtd/2 1F1(iµ+ 1; 2; iβdt) kernel. Namely,
Eq. (E8) requires a wide GFC bandwidth. Applying
these approximations, we obtain the D-GFC echoes:
a
(M0)
DG (t) ≈
(
1− 1
2
|g|2NdT0
)
ain(t)−
|g|2NdT0
∞∑
n=1
ain (t− nT0) e−γnT0×
e−iβ
d
2nT01F1(iµ+ 1; 2; iβdnT0) . (E9)
2. Stepwise gradient frequency comb
Similarly, from Eq. (B11), we have
a
(m)
SG (t) =
∫ ∞
−∞
dτa
(m−1)
SG (t− τ)f (m)SG (τ), (E10)
where the subscript “SG” denotes “stepwise gradi-
ent”, and
f
(m)
SG (t) = δ(t)−|g|2Ndeiωmte−γt
J1(2
√|g|2Ndt)√|g|2Ndt Θ(t).
(E11)
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From the recursion of Eq. (E10), we obtain
a
(M0)
SG (t)
=
∫ ∞
−∞
dτ0 · · · dτ2M0ain(t− τ0 − · · · − τ2M0)×
f
(−M0)
SG (τ0) · · · f (M0)SG (τ2M0)
=ain(t)− |g|2Nd
∫ ∞
−∞
dτain(t− τ)e−γτ×
J1(2
√|g|2Ndτ)√|g|2Ndτ Θ(τ)
M0∑
m=−M0
eiωmτ + · · · . (E12)
Assuming that the duration of each comb tooth
in time domain is smaller than the duration of the
input field, J1(2
√|g|2Ndt)/√|g|2Ndt, as well as the
coherence lifetime: T0M .
{
∆t, 1|g|2Nd ,
1
γ
}
, then we
are able to apply the approximation (E8), so that
the S-GFC echoes read
a
(M0)
SG (t) ≈
(
1− 1
2
|g|2NdT0
)
ain(t)− |g|2NdT0×
∞∑
n=1
ain (t− nT0) e−γnT0 J1(2
√|g|2NdnT0)√|g|2NdnT0 .
(E13)
Eq. (E13) is valid in the low optical thickness
|g|2NdT0 . 1 and wide comb bandwidth ∆t >
T0/M regime.
Appendix F: Analytical analysis of GFC for the
first few echoes
In this section, we use the Fourier transformation
method on t to calculate the first few D- and S-GFC
echoes valid for general values of |g|2NdT0. The evo-
lution equation of GFC are given in Sec. III by Eqs.
(37) and (38), where we consider lm = ml0, and
define the ratio between l0 and d as F ′ = l0/d, so
that
L = d(M − 1)F ′ + d. (F1)
For S-GFC, we take β = 0, so the frequency spacing
between the adjacent comb tooth is δω = δω′.
In Fourier domain of t, Eqs. (37) and (38) are:
∂
∂z
a(z, ω) =g∗N
M0∑
m=−M0
S(m)(z, ω)Θ(m)(z), (F2)
−iωS(m)(z, ω) =−
[
γ − i∆(m)(z)
]
S(m)(z, ω)−
ga(z, ω), (F3)
where the Fourier transformation is defined as
F (ω) =
1√
2pi
∫ ∞
−∞
F (t)eiωtdt. (F4)
From Eq. (F3), we have
S(m)(z, ω) = − ga(z, ω)
γ − iω − i∆(m)(z) . (F5)
Substituting Eq. (F5) into Eq. (F2) and solving for
a(z, ω), we have
a(z, ω) = ain(ω)×
exp
[
−
M0∑
m=−M0
∫ z
−L/2
|g|2NΘ(m)(z′)
γ − iω − i∆(m)(z′)dz
′
]
.
(F6)
1. Discontinuous gradient frequency comb
From Eq. (F6), the D-GFC output field in Fourier
domain is
aDG(ω) = ain(ω)×
exp
[
−|g|2N
M0∑
m=−M0
∫ L/2
−L/2
Θ(m)(z′)
γ − iω − i∆(m)(z′)dz
′
]
.
(F7)
Now let us consider the function
F (ω) =
M0∑
m=−M0
∫ L/2
−L/2
Θ(m)(z′)
γ − iω − i∆(m)(z′)dz
′. (F8)
Recalling that ∆(m)(z) = (mδω′ + βz)Θ(m)(z), we
have
F (ω) =
M0∑
m=−M0
∫ lm+d/2
lm−d/2
1
γ − iω − i(mδω′ + βz′)dz
′
=
i
β
M0∑
m=−M0
ln
ω + βd/2 +mδω′ + βlm + iγ
ω − βd/2 +mδω′ + βlm + iγ ,
(F9)
where we consider lm = ml0. For the sake of sim-
plicity, let us assume γ  βd. The δω′ term in Eq.
(F9), if any, can be incorporated into l0. So without
loss of generality, it can be simply taken to be zero.
Then the frequency spacing between nearby comb
teeth is δω = βl0, and F (ω) is written into
F (ω) ≈ i
β
M0∑
m=−M0
ln
ω + βd/2 +mβl0
ω − βd/2 +mβl0 . (F10)
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We assume that the medium opens a storage band-
width well covering the input bandwidth of the sig-
nal, so that we are able to extend the summation
limits from ±M0 to ±∞. In the regime F ′  1,
F (ω) approximately becomes a periodic function of
ω, which is equal to ln ω+βd/2ω−βd/2 in a period ω ∈
[−βl0/2, βl0/2]. So we can write
F (ω) ≈ i
β
[
F0 +
∞∑
n=1
An cos
2pinω
βl0
+Bn sin
2pinω
βl0
]
,
(F11)
where
F0 =
1
βl0
∫ βl0/2
−βl0/2
dω ln
ω + βd/2
ω − βd/2 = −ipi
d
l0
, (F12)
An =
2
βl0
∫ βl0/2
−βl0/2
dω ln
ω + βd/2
ω − βd/2 cos
2pinω
βl0
=− 2i
n
sin
(
npi
d
l0
)
, (F13)
Bn =
2
βl0
∫ βl0/2
−βl0/2
dω ln
ω + βd/2
ω − βd/2 sin
2pinω
βl0
≈ 2
βl0
∫ ∞
−∞
dω ln
ω + βd/2
ω − βd/2 sin
2pinω
βl0
=
2
n
sin
(
npi
d
l0
)
. (F14)
Notice that in Eqs. (F12) and (F13), the inte-
grals depend on the branching of the function ln(z).
Specifically, the results obtained by replacing ipi →
ipi + 2ikpi, k = 0,±1,±2, · · · all could be possi-
ble solutions, while the correct one can be chosen
based on their physical consequences on aDG. For
example, simple criterions |aDG(ω)| 6 |ain(ω)| and
aDG(t < tin) = 0 (tin is the arrival time of the input
signal ain) have to be fulfilled by selecting the proper
branch.
Substituting Eqs. (F11)-(F14), Eq. (F7) becomes
aDG(ω) = ain(ω) exp
[−|g|2NF (ω)]
=ain(ω) exp
[
−µ
(
pi
F ′ +
∞∑
n=1
2
n
sin
npi
F ′ e
iωnT0
)]
=ain(ω)e
−piµF′
∞∏
n=1
∞∑
q=0
(
−2µ
n
sin
npi
F ′
)q
eiωnqT0
q!
,
(F15)
where µ = |g|2N/β, F ′ = l0/d, T0 = 2pi/(βl0). Ex-
panding the summation of q in Eq. (F15), we obtain:
aDG(ω) = ain(ω)e
−piµF′
∞∏
n=1
(
1− 2µ
n
sin
npi
F ′ e
inT0ω+
2µ2
n2
sin2
npi
F ′ e
in2T0ω − 4µ
3
3n3
sin3
npi
F ′ e
in3T0ω+
2µ4
3n4
sin4
npi
F ′ e
in4T0ω − 4µ
5
15n5
sin5
npi
F ′ e
in5T0ω + · · ·
)
.
(F16)
It then becomes straightforward to calculate the rel-
atively low-sequence echoes. For example, the leak-
age and the first five D-GFC echoes in time domain
are as follows:
aDG(t) = exp
(
−piµF ′
)[
ain(t)− 2µ sin piF ′ ain(t− T0) +
(
−µ sin 2piF ′ + 2µ
2 sin2
pi
F ′
)
ain(t− 2T0)+
+
(
−2µ
3
sin
3pi
F ′ + 2µ
2 sin
pi
F ′ sin
2pi
F ′ −
4µ3
3
sin3
pi
F ′
)
ain(t− 3T0)+
+
(
−µ
2
sin
4pi
F ′ +
µ2
2
sin2
2pi
F ′ +
4µ2
3
sin
pi
F ′ sin
3pi
F ′ − 2µ
3 sin2
pi
F ′ sin
2pi
F ′ +
2µ4
3
sin4
pi
F ′
)
ain(t− 4T0)+
+
(
− 2µ
5
sin
5pi
F ′ + µ
2 sin
pi
F ′ sin
4pi
F ′ +
2µ2
3
sin
2pi
F ′ sin
3pi
F ′ − µ
3 sin
pi
F ′ sin
2 2pi
F ′−
− 4µ
3
3
sin2
pi
F ′ sin
3pi
F ′ +
4µ4
3
sin3
pi
F ′ sin
2pi
F ′ −
4µ5
15
sin5
pi
F ′
)
ain(t− 5T0) + · · ·
]
. (F17)
From Eq. (F17), the first D-GFC echo reads
a1DG(t) = −2µ sin
pi
F ′ e
−piµF′ ain(t− T0). (F18)
2. Stepwise gradient frequency comb
The result of S-GFC was derived in Ref. [72],
which is briefly summarized in the following. From
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Eq. (F6), the S-GFC output field in Fourier domain
is
aSG(ω) = ain(ω)×
exp
[
−|g|2N
M0∑
m=−M0
∫ L/2
−L/2
Θ(m)(z′)
γ − iω − i∆(m)(z′)dz
′
]
,
(F19)
where ∆(m)(z) = mδω′Θ(m)(z) = mδωΘ(m)(z).
Now let us consider the function
H(ω) =
M0∑
m=−M0
∫ L/2
−L/2
Θ(m)(z′)
γ − iω − imδωΘ(m)(z′)dz
′
=
M0∑
m=−M0
d
γ − iω − imδω . (F20)
In the limit of high finesse F = δω/2γ  1 and
wide bandwidth comb, H(ω) can be approximated
as a periodic function [72]:
H(ω) ≈ id
[
H0 +
∞∑
n=1
Cn cos
2pinω
δω
+Dn sin
2pinω
δω
]
,
(F21)
where
H0 ≈ −i pi
δω
, (F22)
Cn ≈ −i2pi
δω
e−| 2pinδω |γ , (F23)
Dn ≈ 2pi
δω
sign
(
2pin
δω
)
e−| 2pinδω |γ . (F24)
Similar as before, we then have the S-GFC echoes
in Fourier domain:
aSG(ω) = ain(ω) exp
[−|g|2NH(ω)]
=ain(ω)e
−|g|2NdT02 ×
∞∏
n=1
∞∑
q=0
(−|g|2NdT0e−γnT0)q eiωnqT0
q!
. (F25)
From the inverse Fourier transformation of Eq.
(F25) we obtain the leakage and the first five S-GFC
echoes in the following:
aSG(t) = exp
(
−pi
4
ζ0eff
){
ain(t)− pi
2
ζ0effe
− piF ain(t− T0) +
[
−pi
2
ζ0eff +
1
2
(pi
2
ζ0eff
)2]
e−
2pi
F ain(t− 2T0)
+
[
−pi
2
ζ0eff +
(pi
2
ζ0eff
)2
− 1
6
(pi
2
ζ0eff
)3]
e−
3pi
F ain(t− 3T0)+
+
[
−pi
2
ζ0eff +
3
2
(pi
2
ζ0eff
)2
− 1
2
(pi
2
ζ0eff
)3
+
1
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(pi
2
ζ0eff
)4]
e−
4pi
F ain(t− 4T0)+
+
[
−pi
2
ζ0eff + 2
(pi
2
ζ0eff
)2
−
(pi
2
ζ0eff
)3
+
1
6
(pi
2
ζ0eff
)4
− 1
120
(pi
2
ζ0eff
)5]
e−
5pi
F ain(t− 5T0) + · · ·
}
, (F26)
where we introduce the individual effective optical
thickness ζ0eff = 2|g|2NdT0/pi.
The first S-GFC echo takes the form of
a1SG(t) = −
piζ0eff
2
e−
piζ0eff
4 e−
pi
F ain(t− T0), (F27)
with corresponding efficiency given by Eq. (48).
When the optimization condition
ζ0eff =
4
pi
(F28)
is satisfied, the efficiency reaches its maximum value
≈ 54% if F  1.
By introducing the effective gradient β˜ and spac-
ing l0 in the S-GFC regime, we are able to define
µ = |g|2N/β˜ and F ′ = l˜0/d in the same way as in
the D-GFC regime. The individual effective optical
thickness then becomes ζ0eff = 4µ/F ′. Therefore we
can write the first S-GFC echo (F27) into the fol-
lowing form
a1SG(t) = −2µ
pi
F ′ e
−piµF′ e−
pi
F ain(t− T0), (F29)
which makes a good comparison with the first D-
GFC echo given by Eq. (F18).
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