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Abstract
Wireless Sensor Networks (WSNs) form a new paradigm of computing that allows
the physical world to be measured at an unprecedented resolution; and the impor-
tance of the technology has been increasingly recognised. However, WSNs are still
facing critical challenges, including low data quality and high energy consumption.
In this thesis, formal statistical models are employed to address these two practical
problems. With the formalism that is properly designed, sound statistical inferences
can be made to guide local sensor nodes to make reasonable and timely decisions at
local level in the face of uncertainties.
To improve data reliability, we introduce formal Bayesian statistical method to
form two on-line in-network fault detectors. The two detection techniques are well
integrated with existing data collection protocols. Experimental results demonstrate
the techniques have good detection accuracy but limited computational and com-
munication overhead.
To improve energy efficiency, we propose a novel data collection framework that
features both energy conservation and data fault filtering by exploiting Hidden
Markov Models (HMMs). Another data collection framework, a Dynamic Linear
Model (DLM) based solution, featuring both adaptive sampling and efficient data
collection is also proposed. Experimental results show the two solutions effectively
suppress unnecessary packet transmission while satisfying users’ precision require-
ment. To prove the feasibility, we show all the proposed solutions are lightweight
by either real world implementation or formal complexity analysis.
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Wireless Sensor Networks (WSNs) form a new paradigm of computing that allows
the physical world to be measured at an unprecedented resolution; and the impor-
tance of the technology has been increasingly recognised. However, WSNs are still
facing critical challenges, including the low data quality and high energy consump-
tion. In this thesis, formal statistical models are employed to address these two
practical problems. With the formalism that is properly designed, sound statistical
inferences can be made to guide local sensor nodes to make reasonable and timely
decisions at local level in the face of uncertainties.
To improve data reliability, we introduce formal Bayesian statistical method to
form two on-line in-network fault detectors. The two detection techniques are well
integrated with existing data collection protocols. Experimental results demonstrate
the technique has good detection accuracy but limited computational and commu-
nication overhead.
To improve energy efficiency, we propose a novel data collection framework that
features both energy conservation and data fault filtering by exploiting Hidden
Markov Models (HMMs). Another data collection framework, a Dynamic Linear
Model (DLM) based solution, featuring both adaptive sampling and efficient data
collection is also proposed. Experimental results show the two solutions effectively
suppress unnecessary packet transmission while satisfying users’ precision require-
ment. To prove the feasibility, we show all the proposed solutions are lightweight
by either real world implementation or formal complexity analysis.
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Preliminaries
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Chapter 1.
Introduction
Technological advances in microelectromechanical system (MEMS), wireless commu-
nication, and digital electronics, have paved the way for the rise of a new generation
of computing networks: wireless sensor networks (WSNs). A wireless sensor network
consists of sensor nodes with wireless communication capabilities deployed over a
geographical region to monitor some physical process. The importance of WSNs has
been widely recognized: WSNs have found their ways in various working scenarios
from military battle field to indoor households, from construction sites to human
body. The benefits brought by WSNs are all-around.
The reasons that contribute to the success of WSNs can be summarized as follows.
First, WSN is an economic choice comparing with traditional monitoring options.
Sensor nodes are much cheaper than general purpose computers and human re-
source. Second, WSNs provide unintrusive monitoring such that the impact on the
environment is minimised. Last but not the least, WSNs provide measurements at
unprecedented spatial and temporal resolution. Using dense deployment and sam-
pling, the monitoring area of various sizes can be covered. More importantly, sensors
can reach places where traditional methods cannot be used. The most important
example is hazard monitoring in which floods, volcano eruptions, and earthquakes
are monitored.
1.1. Motivation and Challenges
Despite the success enjoyed by WSNs, the technology still faces serious challenges.
From the hardware perspective, how to manufacture cheaper but more powerful
embedded systems is always an important question. Developing new sensors that
can monitor more environmental parameters is also crucial especially for chemical
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and environmental science. From the data user side, in the current era of Big Data,
how to make sense of the data, and furthermore, based on which how to adaptively
deploy and sense the environment is a question which requires joint efforts from
both sensor community and data scientists.
In this thesis, we focus more on how data is sampled and collected at local sensor
level. More specifically, two practical problems are addressed: data reliability and
energy management. The first question is raised because of the poor data quality
of WSNs: significant number of sensor data faults have been found in real world
WSN deployments [11, 12]. Unreliable sensors have seriously hindered the further
utilization of the technology in scientific and critical systems. Therefore, the first
problem this thesis aims at is to design algorithms to improve data reliability for
WSNs. The second question concerns energy. Sensor nodes are battery-powered
and expected to operate autonomously in rural areas. Longevity is critical to the
application: sensors may not be harvested after deployment, and short lifetime
means huge waste. Therefore, the second question this thesis addresses is how to
collect data in an energy efficient way.
However, due to its unique physical nature, WSN research faces serious challenges
or difficulties.
Resource-constrained: The limited resource here refers to incapable computing ca-
pability, small storage, and limited energy budget. The three insufficiencies
cause trouble especially in algorithm and protocol design: the proposed solu-
tion should be within the feasible computational capacity of sensor nodes and
have limited energy expenditure.
Highly distributed: The distributed nature makes any centralised control design
inappropriate, as it not only increases overall network communication but
compromises scalability.
Lack of ground truth: Sensors are deployed for the purpose of obtaining the “truth”,
but sensor measurements are only partial and noisy observations. How to de-
sign solutions in the midst of data uncertainty is a critical challenge.
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1.2. Uncertainty and Statistical Models
1.2.1. Ubiquitous Uncertainty
For WSNs, uncertainties are everywhere. First, the physical world that WSNs mea-
sure is uncertain. Actually, the lack of knowledge on the evolving but uncertain
physical process is the main driver behind most WSN deployments. Deterministic
process will be of little interest to WSNs, as a deterministic mathematical model or
even a complete enumeration of the quantity of interest is sufficient. For example,
by the energy conservation law, the movement of a pendulum under certain per-
fect conditions (like in a vacuum space with no air resistance, no friction with the
attached string and so on) can be completely quantified by a simple period equation
T = 2pi
√
L
g
, (1.1)
where L is the length of the pendulum, g is the the acceleration of gravity, and T
is the period [13]. However, “perfect conditions” are fairy tales that rarely exist in
reality. Even for this trivial experiment, the real period is still uncertain.
Second, WSNs only hold a partial view of the physical world. For a deployment,
no matter how densely the nodes are deployed or how frequent the nodes are missing.
To give an extreme example, future observations can never be concretely measured.
They are completely “uncertain”, and can only be “guessed”.
Third, sensor measurements themselves are uncertain. They are at best the noisy
version of the reality. Indeed, uncertainty is everywhere.
1.2.2. Dealing with Uncertainty
Quantifying the above uncertainties becomes crucial to understanding the under-
lying physical process and to perform WSNs control. As suggested by Berliner,
complex uncertainty “naturally leads to the use of random or probabilistic meth-
ods” [14]. Statistical modelling that makes great use of probabilistic methods be-
comes a promising tool to deal with the uncertainty. Statistical modelling is a broad
concept which encompasses all mathematical modelling methods that employ prob-
ability distributions to solve their problems [15]. The key feature of a statistical
model is the use of probability distributions to quantify variability.
Take the pendulum case as an example again, the period, T , is no longer a certain
quantity but treated as a random variable with a probability distribution. Instead
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of having a constant truth value, its value now varies according to a distribution.
Based on the distribution, you may still obtain a point estimate by calculating the
most probable estimate (with the largest probability). But a better estimate would
be an estimation interval associated with a probability confidence. Based on the
distribution, we may ask more interesting questions like what the future period
would be given what has been observed so far, and how certain that prediction is;
or after an outrageous observation is taken, how likely that measurement is a fault.
Answering such questions based on the distribution, or equivalently the statistical
model, is called inference.
This thesis advocates the idea of using statistical models for uncertainty man-
agement in the field of WSNs. We employ formal statistical models to quantify
uncertain sensor measurements. And based on the data model and inference tools,
local sensors can automatically make timely but informed decisions. This approach
that purely relies on sensor data rather than human intervention or expert knowledge
is a data centric approach.
1.3. Thesis Objectives and Contributions
The main thesis objective is to demonstrate:
• Statistical methods can be used to solve practical sensor problems
in a realistic way even given the challenges faced by WSN platform.
Note that an important message the statement tries to convey is that statistical
modelling that provides formal reasoning and inference is not only useful but also
can be deployed at sensor node level. The main contributions of this thesis are as
follows:
• A distributed and on-line fault detection method capable of filtering out faults
in real-time by making use of spatial correlation and formal Bayesian analysis.
The fault detection method is also well integrated with existing data collection
protocol. (Chapter 4).
• An improved version of the previous technique that employs hierarchical phys-
ical models such that the communication overhead is reduced and comparable
good detection accuracy is maintained. The solution is also distributed. More-
over, we theoretically prove the communication overhead is feasible. (Chap-
ter 5)
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• A novel data collection framework which employs Hidden Markov Model to
energy efficiently gather error-free data. The solution is an unified solution
that improves data reliability while achieves energy conservation. A spatial-
coherence-aware extension based on the HMM solution is studied to provide
an alternative to the traditional cooperative sensing technique. (Chapter 7)
• A Dynamical Linear Model (DLM) based data collection framework featuring
both adaptive sampling and energy efficient data collection. (Chapter 8)
Different statistical models of increasing complexity and expressive power are used
from Chapter 4 to Chapter 8. Such a waterfall illustration is adopted to show the
power of statistical modelling as well as the rich functions served by the different
models.
1.4. Thesis Structure
The presentation of the thesis generally follow a problem solving approach. Part I
introduce basic backgrounds on WSNs and statistical modelling.
• Chapter 2 introduces backgrounds on WSNs and statistical models. Important
features of sensor data are presented as well as statistical modelling basics.
Part II is dedicated to the research question of data reliability.
• Chapter 3 gives an general introduction of sensor fault detectors. The impor-
tance of on-line and in-network detection is stressed. The state of art and
related works on sensor fault detection are surveyed.
• Chapter 4 introduces the first contribution of this thesis: a spatial correlation
based fault detector. The solution follows a formal Bayesian approach.
• Chapter 5 introduces another fault detector that exploits two layers of phys-
ical models. The new method has smaller communication overhead but has
comparable detection performance.
Part III concentrates on energy efficient data collection methods.
• Chapter 6 gives an overview of data collection frameworks. Related works are
taxonomized and surveyed.
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• Chapter 7 presents a novel data collection method featuring the application of
HMM. An extension that makes use of both spatial and temporal correlations
is studied. In terms of statistical modelling, HMM is a richer model than the
simple structured models used in Part II.
• Chapter 8 presents the final contribution of this thesis: a Dynamical Linear
Model based data collection framework. Regarding the employed model, DLM
can be viewed as an extension to HMM.
Finally, Chapter 9 in Part IV concludes the thesis and gives future work directions.
1.5. Notations
Throughout this thesis, the following notations are used. Boldface is reserved for
vectors, and normal font refers to scalars. Theorems, Lemmas and Propositions
in the thesis are findings worked out and proved by the author; while Results are
reserved for existing knowledge or findings from others’ works.
Abbreviations and acronyms
R.H.S Right hand side of an equation
L.H.S Left hand side of an equation
FI Fisher information metric
OLS Ordinary least square
t.p.m Transition probability matrix
p.d.f Probability density function
iid independently and identically distributed
GMM Gaussian mixture model
G-HMM Gaussian Hidden Markov model
WSN Wireless sensor network
WSAN Wireless sensor and actuor network
HMM Hidden Markov model
DLM Dynamic linear model
CPU Central processor unit
MCU Microcontrollor
RAM Random access memory
ROM Read only memory
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RF Radio frequency
MLE Maximum likelihood estimator
MAP Maximum a posteriori estimator
ARIMA Autoregressive integrated moving average model
AR Autoregressive model
HBST Hierarchical Bayesian space-time model
MCMC Markov chain Monte Carlo
TP True positive
FP False positive
TN True negative
FN False negative
Mathematical Notations
P(ω) Probability of event ω, in the range of [0, 1]
p(X) Probability density function for the random variable X
P(A|B), p(A|B) Conditional probability (density) of A given B
Xt Sensor measurement sampled at time t
X(t) Measurement collection {X1, . . . , Xt}
E[X] Expectation of a random variable X
Var[X] Variance of a random variable X
Cov[X, Y ] Covariance of two random variables X and Y
D Data set; sensor series data
N (µ, σ) Gaussian distribution
T (a, b, c) Student T distribution
NG(m,n, a, b) Normal Gamma distribution
a
′ Transpose of a vector (matrix) a
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2.1. Wireless Sensor Networks
Wireless Sensor Networks are typically formed from multiple battery-powered sensor
nodes, interconnected with short range wireless communication channel, like RF
(radio frequency), measuring and reporting real-world quantities through one or
more powerful gateway “sink” nodes which have accesses to infrastructured networks
like Internet. Figure 2.1 shows this operation graphically. In Figure 2.1, two WSNs
of different network topologies are shown: the first one is a flat network where
sensor data is relayed to the sink via tree-like routing paths; the other is a cluster-
based topology, where the cluster heads collect data from the member nodes and
communicate with the sink.
Note that there are other specialised types of sensor networks, like Wireless Sensor
and Actuator networks (WSANs) [16, 17], Video Sensor Networks (VSNs) [18, 19],
or more general Multimedia Sensor Networks (MSNs) [20] which are not the focus
in this thesis. The thesis targets at more general sensor networks where the sensor
nodes are more resource constrained.
Since the concept of WSNs was first introduced, WSNs have been a hot research
topic and of increasingly important practical value in real world. Their applications
can be largely divided into two categories: monitoring and tracking [21] (see Fig-
ure 2.2). Typical monitoring tasks include environmental monitoring [22], health
monitoring [23], seismic [24] and structural monitoring [25, 26]; while tracking ap-
plications include military object tracking [27], animals [28] and vehicle tracking [29].
Note that although WSNs are used for different purposes, they share the same data
measuring and reporting feature: all of them sample
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Figure 2.1.: Data gathering of a WSN deployment with a gateway to Internet. The
left WSN is a flat network and data is collected by a routing tree towards
the sink; the right is a hierarchical structure where the green nodes are
cluster heads and the yellow nodes are cluster members.
2.1.1. Sensor Node
In this section, we study WSNs at a lower level: sensor nodes, the building blocks of
a WSN. As a basic unit of WSNs, a typical sensor node, also called mote, should be
able to perform the following principal tasks – computation, sensing, communication
and storage. The tasks are done via five constituting hardware components (see Fig-
ure 2.3): controller, sensor, memory, communication and power supply. Table 2.1
lists four types of sensor nodes together with their essential hardware specifications.
Controller
Sensor nodes need to perform processing tasks ranging from time-critical signal pro-
cessing, communication protocol processing to local application programs. These
tasks cannot be done without a processing unit, called a microcontroller (MCU),
which is the equivalent of Central Processing Unit (CPU) to a general purpose com-
puter. MCUs are simpler processors which are specifically geared toward application
10
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Figure 2.2.: A classification of WSN applications (adapted from [21]).
Figure 2.3.: A graphical schematic representation of a sensor node (adapted
from [30]).
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Table 2.1.: Current consumption for different operations of sensor nodes (adapted
from [2, 3, 4, 5])
Mica2 MicaZ Telos TelosB
Producer Crossbow Crossbow Imote iv Imote iv
MCU Atmel Atmega
128L
Atmel Atmega
128L
MSP430 MSP430
Speed (MHz) 7.4 7.4 8 8
RAM (KB) 4 4 2 10
ROM (KB) 128 128 60 48
Radio Chipcon
CC1000
Chipcon
CC1000
Chipcon
CC2420
Chipcon
CC2420
Max Range 150-300 m 75-100 m 75-100 m 75-100 m
Data Rate 38.4 (kbps) 38.4 (kbps) 250 (kbps) 250 (kbps)
Power 2 AA batteries 2 AA batteries 2 AA batteries 2 AA batteries
in embedded systems where energy efficiency is a critical concern [31]. Commonly
used MCUs for sensor motes include Atmel Atmega 128L for Mica node family, and
MSP430 for Telos nodes.
Sensors
Sensor is the defining component of a sensor mote, which is a hardware device that
produces a measurable response signal to a change in a physical condition such as
temperature, humidity, and light [32]. Over thousands of sensors have been invented
to measure quantities like temperature, pressure, humidity, acceleration, light and
so on. New types of sensors like chemical and biosensors are also emerging for more
complex environmental proxies in situ measurement [33]. Note that a mote can
integrate in more than one type of sensor.
Memory
For sensor motes, many MCUs have on-chip storage. They usually include an on-
chip flash memory and Random Access Memory (RAM). The RAM is used for
storing immediate sensor readings, received packets from other nodes. Like normal
computer memory, sensor RAM is volatile. On the other hand, flash or Read Only
Memory (ROM) is mainly used for long term storage, like the program code. In
general, sensor nodes only require small amounts of storage. This is because the
12
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sensor data are processed in an on-line fashion and no large volume local storage
is necessary. Some nodes offer external flash memory in addition to the on-chip
storage to compensate for the limit internal space. However, the long access delay
of flash as well as the associated energy consumption rate should not be ignored [31].
Therefore, frequent or intensive flash access should be avoided.
Communication
The communication component is responsible for exchanging data between individ-
ual nodes. Among those available wireless transmission media, Radio Frequency
(RF)-based communication is by far the most popular and relevant one. RF-based
communication provides relative long range and high data rate transmission at rea-
sonable energy expenditure, which makes it suitable for sensor notes.
Power
The most common power source for sensor nodes are batteries. Three types of
battery technologies can be used in WSNs, i.e. alkaline, lithium and nickel metal
hydride [34]. The three materials have their own merits as a power source for
motes. For example, alkaline is a cheap but high-capacity energy source, and lithium
batteries are of smaller size. Power scarcity is a big problem facing WSNs as fetching
and replacing flat batteries is generally infeasible. Noticeably, some new technologies
that enable energy harvesting have been proposed [35].
2.1.2. Energy Efficiency
Power is the most valuable resource for WSNs as it determines the lifetime of the
deployment. For WSNs deployed in rural area or hazardous region, the deployment
is expected to last as long as possible without human intervention. To achieve this
goal, advances in hardware technology, like better battery design or solar power
harvesting, certainly are important. However, effort from the hardware side alone
cannot solve the problem completely. It is the sensor software that ultimately de-
termines how the energy is spent. Therefore, energy efficient software clearly should
be given more attention. The state of art on energy efficient software is presented
in Section 6.2.
Next, we show how the energy is used at sensor mote level. The four constitut-
ing components, MCU, memory, sensor, and RF, consume energy but at different
scales. Table 2.2 listed a few typical mote operations as well as their energy consump-
tion in the form of current draw. It can be seen from the table that RF transceivers
13
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operations consume more energy than the others. The energy cost for ROM, or
flash, access cannot be overlooked neither. The ratio of the energy consumption to
send one bit compared to computing a single instruction ranges from 190 to 2900 for
different hardware platforms [31, 36, 37]. Pottie and Kaiser [38] provides the com-
parison from another perspective: communicating 1 KB of data over 100m consumes
roughly the energy that is equivalent to the amount spent in computing three million
instructions. Therefore, it is usually assumed that computation without accessing
flash memory is significantly cheaper than radio communication.
Table 2.2.: Current consumption for different operations of sensor Nodes [2]
Operation Mode Mica2 MicaZ TelosB
Standby 19.0 µA 27.0 µA 5.1 µA
MCU Idle 3.2 mA 3.2 mA 54.5 µA
MCU Active 8.0 mA 8.0 mA 1.8 mA
MCU + Radio RX 15.1 mA 23.3 mA 21.8 mA
MCU + Radio TX 25.4 mA 21.0 mA 19.5 mA
MCU + Flash Read 9.6 mA 9.4 mA 4.1 mA
MCU + Flash Write 21.6 mA 21.6 mA 15.1 mA
2.2. Sensor Data
In this section, a detailed study on sensor data is presented. Firstly, important sen-
sor data features including multidimensionality, non-stationarity, spatio-temporal
correlation, are discussed in detail. The illustration is accompanied with examples
taken from real world sensor data. Next, sensor data faults are introduced. We first
give the definition of sensor data fault; a taxonomy of the faults is presented after
the possible roots of the faults are explored.
2.2.1. Sensor Data Features
Multi-dimensionality
For each deployed node, each data stream of the on-board sensor classes (like tem-
perature, humidity, and so on) is actually a univariate time series. And their ensem-
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ble form multivariate time series. Figure 2.4 shows sensor readings of temperature,
humidity, light and voltage collected from a deployed node in Intel deployment [1].
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Figure 2.4.: Four types of sensor readings collected by one node of Intel deploy-
ment [1]
The multi-variate nature of sensor readings bring both benefits and difficulties
with regard to sensor data modelling. The different classes of sensor readings tend
to be correlated and such local correlations can be exploited to find outlier data
entries in an energy efficient way as no inter-node data transmission is required. For
example, the readings of humidity and barometric pressure sensors are related to the
readings of the temperature sensors [39]. Figure 2.5 shows the mutual correlations
between temperature, humidity, and voltage.
However, on the other side, higher dimensions bring higher computational com-
plexity as well as modelling difficulty. For example, outlier detection may have
to check multi-variate outliers as well. As pointed out by Sun [40], occasionally,
while each individual attribute reading appears normal, the ensemble may display
anomaly. An example is shown in Figure 2.6. The marked cross which sits outside
the red ellipse (which actually is a probability contour of this bivariate distribution)
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Figure 2.6.: An example of bivariate outlier
is in accordance with the other data when checked separately (it is close to both the
mean values); however, the data point is an outlier from a bivariate perspective.
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Non-stationarity of Sensor Data
Stationarity is an important concept in statistical time series analysis. Roughly
speaking, a data series is stationary if its behaviour is self-similar therefore its sta-
tistical properties, like the mean and variance, do not vary over time. This assump-
tion is generally not realistic for most real world data, but it greatly simplifies the
mathematical model for the data as well as the computation [41].
For WSNs, this assumption bears a fundamental loophole: if the phenomena of
interest were truly stationary, there would be no need to deploy sensors to moni-
tor the phenomena whatsoever as the whole underlying process remained constant.
Sensor data are inherently non-stationary. As shown in Figure 2.4, the temperature
readings, for example, change radically along the time stamps. In terms of data
modelling, non-stationarity brings serious modelling difficulty: as any model learnt
by historic data will turn stale at some stage.
Correlation of Sensor Data
Due to the fact that the underlying phenomenon usually is dominated by a smooth
continuous process, sensor data tend to be correlated in both time (temporal corre-
lation) and space (spatial correlation).
0 50 100 150 200
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Lag
Au
to
co
rre
lat
ion
Temporal Correlation
Figure 2.7.: The autocorrelation of temperature sensor data
Temporal Correlation Temporal correlation means sensor readings sampled at closer
time stamps tend to be similar. The observation is valid for WSNs because
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the underlying physical process is continuous and the sampling frequencies
adopted by sensors nodes are high enough to capture this smoothness. Fig-
ure 2.7 shows the autocorrelation of temperature sensor data from the Intel
deployment [1]. Sample autocorrelation measures the self-similarities within a
time series. Its value ranges from −1 to 1. And the closer the absolute value
of the estimate to 1, the stronger is the correlation between them. It is evident
from the figure that the data with shorter lag differences tends to be stronger
correlated.
Spatial Correlation Spatial correlation implies that sensor data from geographically
close nodes are expected to be similar [42]. This assumption is true for WSNs
because the node-to-node distances (less 200m) are close (therefore, they are
almost measuring the same phenomena). Figure 2.8 shows spatial correlations
among adjacent nodes from the Intel data [1].
2.2.2. Sensor Data Faults
Garbage In Garbage Out (GIGO), is a notion in computer science mainly referring
to the situation that unacceptable output should be expected with certainty when
uncertain input is supplied. And GIGO is as true of sensor driven systems, which
solely rely on input from remote unmanned sensors, as it is of any other branch of
computer science. Under the context of sensor systems, the input or “garbage” is
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produced by wireless sensors networks (WSNs).
By retrospecting some successful WSN applications, it has been found that a
substantial portion of the data gathered in real world WSN deployments is actu-
ally garbage. For example, 51% of the data collected in [22] was faulty; 3-60 % of
data collected in the Great Duck Island experiment was incorrect [43]. Other data
series [1, 44] also have been found faulty. However, for the users of WSNs, rang-
ing from scientific exploration [22], to infrastructure protection [25], most of which
demand highly accurate data input. The low reliability associated with sensors,
therefore, has become the main factor that prevents the further commercialisation
of WSN technology.
The Causes of Data Faults
Sensor data faults emerge when a node performs, or is forced to perform, a sensing
task in an erroneous way resulting in faulty data which deviates from a true sample
of the physical context to be measured. Data-faults in general are generated by
internal (i.e. system faults) or external factors. External source usually involves
various kinds of malicious attacks, like unauthorised message spoof or node tam-
pering [45], which lead to the received data altered. Intrusion detection or sensor
network security [45], [46], [47], are the researches that deal with these external
factor. On the other side, internal sources include battery failure, weakening bat-
tery supply, connection failure, sensor hardware malfunctioning, calibration error,
short-circuited connections and so on [11, 12].
One should also note the difference between data outlier and data-fault. Data-
fault should be considered as a special kind of outlier. Outliers are data entries that
deviate from expected normal patterns, which may either be caused by an unex-
pected genuine event, for example rainfalls, or other sources like malicious attacks
or sensor failures. Separating real data faults caused by malfunctioning sensors
from outliers driven by events is crucial for WSN applications. Otherwise, interest-
ing events might be overlooked as they are misclassified as faults. But drawing a fine
line between them is difficult, which requires the data model adaptive and respon-
sive to the changing underlying environment. The relationship between data-fault
and outlier, and their corresponding causes are summarized in Figure 2.9.
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Figure 2.9.: The relationships between data-outlier and data-fault and their sources.
Data Fault Types
Sensor data faults can be categorised into five categories, i.e. noise, short, constant,
calibration and jump. According to [11, 12], the fault types have been constantly
found in different WSNs deployments [22, 1, 44, 48, 49]. The definitions of the five
categories of faults are listed below. Figure 2.10 presents examples of the sensor
faults found in a deployment [1].
NOISE Sensor readings exhibit an unexpectedly high amount of variation for a
period of time. The noisy variance is beyond the expected variation of the
underlying phenomenon. Usually high noise is due to a hardware failure or
low batteries [11].
SHORT A sharp momentary change in the measured value between normal con-
secutive readings. Hardware failures like fault in the analog-to-digital convert
board may lead to short faults [12].
CONSTANT Also known as “Stuck-at” fault. The readings remain constant for a
period of time greater than expected. The reported constant value usually is
out of the possible range of the expected normal readings and uncorrelated to
the underlying physical phenomena [12].
JUMP The sensor measurements demonstrate a sequence of consecutive readings
jumping back and forth between a (constant) interval. The jump error can be
viewed as a combination between multiple short faults and constant.
20
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time
time
time
time
Figure 2.10.: The four types of sensor data faults: Noise, Short, Jump and Constant
respectively found from the Intel deployment (Note Calibration fault
is hard to display graphically without ground truth) [1].
CALIBRATION Sensor readings may have offsets or incorrect gain, rendering re-
ported data deviating from the true value. Drift faults occur when the offset
or gain change with time.
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2.3. Statistical Modelling
In this section, preliminaries on statistical modelling are presented. First, we give
a general statistical model for a temporal process. Next, we show how the model
can be used to draw conclusion, i.e. make inference. An important school of statis-
tics, Bayesian method, is introduced afterwards. The Bayesian method and Bayes’
theorem are intensively used in the rest of the thesis. Last, general components of
statistical modelling are discussed.
2.3.1. Statistical Models
Sensor data, in essence, is a collection of time series, or series of observations taken
sequentially in time. In this section, we present a general formalism to model time
series data. First, an important concept called stochastic process is introduced.
Definition 2.1 (Stochastic Process). A stochastic process is a collection of ran-
dom variables
{X(t) : t ∈ Dt.} (2.1)
1. We call {X} a continuous-time process if Dt is a uncountable interval, such
as Dt = [a, b], or [a,∞) with a < b.
2. We call {X} a discrete-time process if Dt is a finite or countably infinite
set, such as Dt = {0, 1, 2, ...}.
3. The joint probability distribution associated with the random vector of {X},
denoted as p({X}) or p(X0, X1, X2, ...) for the discrete process case, is called
the finite dimensional distribution.
4. A sequence of samples, x = (x0, x1, x2, ...)
′, generated according to the finite di-
mensional distribution, is called a realization or sample path of the process
{X}.
For sensor data collected at a fixed frequency, it can be modelled by a vector of
T random variables, which can be written as
{Y (t) : t ∈ T}, (2.2)
where t indexes the time of the measurement. Therefore, by Definition 2.1, the
model is actually a discrete time stochastic process, or simply temporal process. And
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a collected sensor data series is simply a sample path of the stochastic process. For
the sake of simplicity, we will use process directly instead of stochastic process in
the rest of the thesis.
Note the flexibility of the process model. We can modify it slightly to model
multivariate sensor data as well as spatially correlated sensor data. For example,
when each Yt, t = 0, 1, 2, ... is a k × 1 random vector such that Y(t,i) : 1 ≤ i ≤
k represent different variates, say temperature, humidity, light, and voltage, then
{Yt : t ∈ T} is a multivariate stochastic process. A spatial process can be obtained
by defining Dt as a subset of R2 to represent a two dimensional geographical space.
2.3.2. Making Inference
Drawing conclusions based on a probability model is called inference. The finite
dimensional distribution of a process, p({Yt : t = 0, ..., T}) defined in Definition 2.1,
provides us the complete information about the variation of the process. The fol-
lowing two results show that how the distribution can be manipulated to form new
distribution such that more specific inferences can be made.
Result 2.1 (Marginal Distribution). For any index subset S ⊆ T , define its com-
plement as S¯ = T \ S,
p({Yt : t ∈ S}) =
∫
S¯
p({Yt : t ∈ T})d{Yt : t ∈ S¯}. (2.3)
Result 2.2 (Conditional Distribution). For any disjoint index subsets R, S ⊆ T ,
and R ∩ S = ∅,
p({Yt : t ∈ R}|{Yt : t ∈ S}) = p({Yt : t ∈ R ∪ S})
p({Yt : t ∈ S}) . (2.4)
By marginalization (Result 2.1), we can obtain a marginal distribution of any
subset of the random vector that are of particular interest. For example, if the sen-
sor measurement at t = 10 is of interest, we can obtain a marginal distribution on
Y10 itself by integrating out the rest by Equation (2.3). More informed conditional
probability distributions can also be formed based on the joint and marginal distri-
bution by Result 2.2. For example, if we are interested in future measurement at s
and we have already observed measurements up to s− 1, we can calculate the prob-
ability of observing Ys falling within the range of [a, b] according to the conditional
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probability distribution:
P(a ≤ Ys ≤ b|{Yt, t ∈ {0, . . . , s− 1}}) =
∫ b
a
p(Ys|{Yt, t ∈ {0, . . . , s− 1}})dYs, (2.5)
where the conditional distribution is calculated according to Equation (2.4) by let-
ting R = {s} and S = {0, . . . , s− 1}. This is an example of making inference, and
the subject of the inference is the future measurement Ys.
Last, to make the illustration complete, we give the definitions for expectation,
variance, covariance and correlation, which summarize statistical features of/be-
tween random variables.
Definition 2.2 (Expectation, (Co)variance, and Correlation). Recall the expected
value of a function over a random variable is defined by
E[f ] =
∫
p(x)f(x)dx. (2.6)
The mean and variance of a random variable X, the covariance, and correlation
between two random variables X, Y are defined respectively by,
µX = E[X], σ2X = Var[X] = Cov[X,X]
Cov[X, Y ] = E[(X − µX)(Y − µY )], Cor[X, Y ] = Cov[X, Y ]
σxσy
Mean and variance are also called the first and second moments of a random
variable. They measure the location and spread of the distribution of a random
variable respectively. Covariance, on the other hand, measures the relationship
between two random variables. Positive covariance means two random variables are
positively correlated (greater values of one variable are associated with the greater
values of the other), and vice versa for negative covariance. Correlation is the
standardised covariance whose value ranges from -1 to 1.
2.3.3. Model Learning
Bayesian Method
Bayesian method is an unique school of statistics which differentiates from the tra-
ditional orthodox statistical method by treating all unknown model parameters as
random variables rather than (not yet known) constant [50].
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Assume we have data set D, a statistical model h with model parameter θ. Ac-
cording to Bayes’ theorem,
p(θ|D, h) = p(D|θ, h)p(θ|h)
p(D|h) . (2.7)
Since p(D|h) does not depend on θ, Equation (2.7) can also be written as:
p(θ|D, h)︸ ︷︷ ︸
posterior
∝ p(D|θ, h)︸ ︷︷ ︸
likelihood
p(θ|h)︸ ︷︷ ︸
prior
. (2.8)
Note the Bayesian approach treats the unknown model parameter θ as a random
variable with the associated prior and posterior distributions. The posterior is the
conditional distribution of the model parameter given the data. Bayes’ theorem
allow us to calculate the posterior as the product of likelihood (given a concrete
model, the probability of observing the data D) and prior (parameter distribution
before the data is observed).
The posterior distribution can be used to predict future observations. The dis-
tribution of unseen data given what has been (partially) observed, D, is called
predictive distribution: p(dnew|D), which can be calculated as follows:
p(dnew|D) =
∫
p(dnew, θ|D)dθ (2.9)
=
∫
p(dnew|θ,D)p(θ|D)dθ. (2.10)
An interpretation of this formula is that the updated belief (posterior) is used to
predict future observation by averaging all possibilities of θ which are weighted
according to the posterior.
Likelihood & Maximum Likelihood Estimate
According to Equation (2.8), the likelihood term is defined as
L(θ) = p(D|θ, h),
i.e. the probability of observing a data set D conditional on the model parameter θ.
When the learning data D is fixed (they are concrete observations), the likelihood
can be viewed as a function of θ: different parameters will give different likelihood.
By maximizing this function, we can find the estimator θˆ such that the likelihood
L is reaching its maximum; and the parameter θˆ is called the maximum likelihood
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estimator (MLE). The MLEs therefore are the parameters that best explain the data.
Depending on the model, some likelihood function can be optimized analytically,
like the linear regression model, which lead to closed form maximum likelihood
estimators. However, for most problems of non-linear or complex structures, an
iterative expensive Gradient-based optimizer is needed to find the MLEs [51].
2.3.4. Modelling Steps
A typical statistical model based solution is formed by the following four compo-
nents. The procedure starts with a model assumption step, in which the problem is
abstracted into a probability model; a parameters learning step, in which the model
is fully specified with learnt parameters supplied; a problem solving stage, i.e. the
model is put into use; and a model update component, which adapts the model,
typically the parameters, to the changing physical world.
Model Assumption Based on the feature of the problem, a statistical model is de-
veloped. The model typically specifies the dependence relationships between
the modelling random variables (dependence structure) and also the mod-
elling parameters. For example, Gaussian random variables are usually used to
model real valued quantities, like temperature, the mean vector and variance-
covariance matrix are the parameters. The model complexity depends on the
nature of the problem as well as the modelling data.
Parameter Estimation The parameters of the statistical models are estimated ac-
cording to certain criteria, like maximum likelihood (MLE), minimum-variance
unbiased estimators (MVUE) or even heuristically by field knowledge or rea-
sonable assumption.
Problem Solving via Inference The constructed model with estimated parameters
are put into use to solve problems. For example, for fault detection problem,
the model can answer whether and how likely a new observed sensor reading
is a fault.
Model Update Model update is an optional step, but necessary when the modelling
phenomenon is evolving over time or space. Due to this nonstationarity, the
model, usually the learnt parameters, needs to be updated to commensurate
the change.
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2.3.5. Why Statistical Methods ?
In this thesis, different models of various levels of complexity are used. For example,
to form fault detection, a statistical model with simplified dependence structure is
used to model the spatial sensor data. The simplified dependence structure brings
in the benefit of computational convenience but also meets the application’s require-
ment (detecting data fault). On the other hand, to forecast future data readings,
more powerful models are required. To make the forecasting informative and accu-
rate, Chapters 7 and 8 enriches the model by employing sophisticated time series
models that introduce an additional latent process to the observational temporal
process. Therefore, the choice of the model is problem dependent.
The reasons statistical methods are put forward can be summarized by the fol-
lowing arguments.
Resolves uncertainty As discussed in Section 1.2, sensor applications involve dif-
ferent forms of uncertainties. For example, for data fault detection problem,
whether a data entry is a genuine fault or a false alarm is uncertain. Effectively
managing these uncertainties is critical to a WSN application. Therefore, sta-
tistical methods that employ statistical models to quantify those uncertainties
are a natural choice.
Sound inference Statistical methods make formal and sound inferences possible.
For example, by using a credible interval for a sensor reading, informed de-
cisions can be made such as how likely that reading is a fault or vice versa.
Comparing with ad hoc methods which relies heavily on human intervention or
expert knowledge, statistical methods are more suitable for sensor networks.
Efficiency concern Statistical methods usually are deemed heavy-weight and com-
putational intensive; however, it can be shown that with specific assumptions
being made, specific learning algorithms, and tailored inference steps being
designed, statistical methods can be lightweight, even for WSN nodes. The
proposed solutions demonstrate this idea by either real world implementation
or formal complexity analysis.
Note the merits of statistical methods do not limit to the above three cases. More
technique related advantages are discussed later in the following chapters when
the problems and techniques are introduced (seeï¡đChapters 3 and 6 for detailed
technique related comparisons).
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2.4. Summary
In this chapter, background knowledge on Wireless Sensor Networks, sensor data,
and statistical modelling is introduced.
In the first section, we present the basics of WSNs. The importance of the tech-
nology is revealed by listing its wide range of applications: ranging from military
object tracking to day-to-day household health care. The hardware platform of sen-
sor motes is further explored in detail. It is learnt that sensor motes have very
limited computational capability so is its storage capacity. Any regular compu-
tational tasks envisioned for regular computing devices might be overwhelming to
sensor motes. Furthermore, energy efficiency is another key problem facing WSNs.
All processing, communication and sensing tasks consume energy; and the power
supply is limited. How to improve the lifetime of WSNs is crucial to the applicability
of the technology. The energy efficiency concern leads to one of the questions that
this thesis addresses: For WSNs of monitoring applications, how can we collect data
in an energy efficient way?
Secondly, we introduce sensor data. Real world sensor data retain the follow-
ing important statistical features, multidimensionality, non-stationarity, and spatio-
temporal correlation. These features may complicate the model; but can also be
exploited to improve data collection efficiency and quality. Moreover, sensor data
is prone to be inaccurate, which severely limits its further application especially in
critical systems. The data accuracy concern leads to another problem the thesis
tries to address: For WSNs of monitoring applications, how can we improve the
data accuracy?
Last but not least, statistical methods are briefly introduced with some important
theories and techniques being highlighted. We show statistical methods, by treating
uncertainties as random variables, can be used to model sensor data. We further
give examples showing how the model can be manipulated and queried to answer
questions of practical use. Learning methods: i.e. Bayesian method and likelihood
method, are briefly introduced. And last, the key constituent components of a
statistical modelling approach: model, parameter learning, inference, and adaptive
update are presented.
The next part of the thesis is going to address the problem of inaccurate sensor
measurements. A overview of current literature on the topic is firstly presented and
the two new techniques designed to improve data accuracy are introduced afterwards
with their experiment results.
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Sensor Fault Detection Algorithms:
An Overview
It has been shown that sensor measurements are prone to be inaccurate. In order to
counteract the impacts of garbage containing sensor data, many data-fault-tolerant
algorithms have been proposed from the data-user end, especially by the pervasive
computing community. For example, several activity and situation recognition algo-
rithms that are resilient to uncertain sensor input have been proposed [52], [53], [54].
However, to eradicate the problem, the only choice is to improve data quality of
WSNs.
In this chapter, we give an overview to the techniques used to detect sensor faults.
First, the desired properties of sensor fault detectors are introduced. The challenges
faced by the techniques are listed. Last, we survey the sate of art in the field of
sensor fault detection techniques.
3.1. Sensor Fault Detectors
3.1.1. On-line and In-network Fault Detection
In order to improve sensor data quality, many solutions have been put forward to
calibrate sensor readings by filtering out faulty data. Based on when and where
the detection takes place, the detectors can be largely divided into the following
subgroups. The fault detection can either be carried out at the centralised server side
or locally at remote nodes, which divides the solutions into centralised or distributed
solutions; on the other side, fault detectors check fresh sensor measurements in real-
time can be classified as on-line solutions. Although a off-line and server-side error
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filtering is always an option, we believe on-line and in-network solutions have certain
advantages over the traditional method.
• On-line solutions can provide in-time alerts when things go wrong. Therefore,
timely remedies can be given, like replacing the faulty sensors, to avoid the
collected data set being completely useless.
• In-network solutions are more scalable than their server side counterparts. For
large scale deployments, centralised solutions usually causes big overheads.
• In-network solutions are more flexible in that it can operate without sending all
the data back to the sink. For some applications, like event driven applications,
they do not send row sensor readings back to the sink directly [55].
• Last but not least, the low yield of WSNs applications makes server side error
filtering not practical. For example, the Redwood project [22] reported only
49 % of sensor data are finally received, which makes fault detection at sink
very challenging, if not impossible.
3.1.2. The Difficulties of Sensor Data Fault Detectors
The design of an on-line in-network solution faces several challenges. First, achiev-
ing high detection accuracy is not easy. The faults reported by a detector can be
categorised into four classes: data points correctly detected as faulty (true positive);
data points correctly detected as non-faulty (true negatives); data points incorrectly
detected as faulty (false positives); and data points incorrectly detected as non-faulty
(false negatives). Good detection accuracy implies the method should be able to
filter out the exactly amount of faulty data, i.e. achieve high true positive rate but
keep false negative rate low.
To form an on-line and in-network solution, the technique should be simple enough
to be deployed at sensor node level. However, pursuing simplicity of the solution
should not compromise its detection accuracy.
Last, for a solution that employs a model, as the learning data to construct the
model at the first place is unreliable; therefore, the data modelling method should be
robust to the noisy learning data. Otherwise, a misleading model learnt by erroneous
learning data will definitely lead to poor detection rate.
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3.2. Related Works
In this section, the state of art on sensor fault detection techniques is surveyed.
Centralised and off-line fault detection solutions are briefly introduced first; and the
focus of this survey switches to on-line and in-network solutions in the second half
of this section.
3.2.1. Centralised and Off-line Fault Detectors
Fault detectors falling in the centralised and off-line stream are typically applied
after the data is collected and right before the real processing or analysis of the data
starts. Therefore, any traditional outlier detection methods from data analysis field
can be applied here to find data faults. These solutions usually either employ heavy
models that are computational infeasible to sensor motes or would cause excessive
amount of inter-node communication if they were applied in the network.
Sharma et al. [12] studies data faults, as well as their possible causes. Four dif-
ferent data fault detection methods are compared: rule-based methods, estimation-
based methods, time series analysis based methods, and learning-based methods. In
detail, the rule-based solution, also known as heuristic method, is formed by user
specified parameters. Estimation-based method applies linear regression to find the
correlation between sensor data, for example the spatial correlation between neigh-
bouring nodes. The time series analysis based method employs the prediction from
learnt Autoregressive and Integrated Moving Average (ARIMA) models to do the
filtering. And the learning-based method applies a Hidden Markov Model with tar-
geted faulty hidden states to infer possible faults. Only two faults (short and noise)
are considered, and the authors report that all the four methods perform poor for
both short and noise faults with low intensity. And heavy methods like ARIMA
and HMM do not necessary lead to good detection accuracy: they both generate
more false positives than the other two. The lighter options, like the rule-based,
however, depends heavily on domain/expert knowledge and the estimation-based
would introduce huge communication and flash memory access overhead (need to
store both local and neighbours’ readings locally) if applied in the distributed notes.
Ni and Pottie [56] propose to use Hierarchical Bayesian Space-Time (HBST) mod-
elling to find faulty data. HBST is a modern statistical modelling approach for
spatio-temporal data [57]. The model consists of two layers: measurement process
and phenomenon process. Depending on the modelling context, the phenomenon
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process can be formed as the sum of a spatial component, a long-term trend compo-
nent, a dynamic process accounting for day-to-day variations and a noise component.
Some of the components require specific and sound field knowledge as prerequisite.
For example, for temperature data, the cyclic period (which is 24 hours usually) is
required to specify the long-term trend component. Compared with linear regression
models, HBST is significantly more complex but capable of modelling complex phe-
nomenon. The model parameters are learnt by Markov chain Monte Carlo (MCMC)
method, an expensive and time-unbounded simulation based estimation. Outliers
are found by inferring the learnt model. Comparing with other simple models,
like autoregressive model, the solution has a similar detection rate but lower false-
positive rate. However, apart from the expensive MCMC learning step, the solution
only works when the error rate is small, i.e. only a small portion of the sensor data
is faulty (otherwise, the faulty data pattern might be learnt as the HBST model),
which might not be a valid assumption in WSNs context.
3.2.2. In-network and On-line Fault Detectors
Elnahrawy and Nath [58] employs a Naive Bayesian Classifier to find faulty data.
Spatial and temporal correlation, called context information in the work, is modelled
by a first-order Markov probabilistic model. More specifically, the solution believes
the current sensor reading Xi(t) only depends on (a) the current readings of the
immediate neighbours (spatial correlation), and (b) the last reading of the sensor
(temporal correlation). The solution assumes that the sensor data takes values in the
interval [l, u], and discretizes the interval into m mutually exclusive and exhaustive
sub-intervals. The state space is denoted as R = {r1, r2, . . . , rm}, where each element
ri represent the state i. Denote the temporal feature as H, and the spatial as S, a
piece of context can be represented as a state tuple, i.e. CI ∈ R × R|S|, where |S|
denotes the size of neighbours.
Based on Baye’s theorem, we can infer the most probable state for the current
measurement based on the context CI. The most probable state is called maximum
a posteriori (MAP) in Bayesian term. The MAP state can be calculated as follows:
rMAP = argmax
ri∈R
P(Xi(t) ∈ ri|H,S)
= argmax
ri∈R
P(H,S|Xi(t) ∈ ri)P(Xi(t) ∈ ri)
P(H,S)
= argmax
ri∈R
P(H|Xi(t) ∈ ri)P(S|Xi(t) ∈ ri)P(Xi(t) ∈ ri). (3.1)
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Note (3.1) follows because, for a Naive Bayes classifier, attributes are assumed inde-
pendent to each other. In other words, the solution assumes the spatial correlation
and temporal correlation are independent. Outliers can be found by comparing the
reference result rMAP inferred from the model and the reality: if they are different,
the measurement is classified as a fault. Simulation results show that the solution
has good detection rate to both synthetic data and sensor data. However, the solu-
tion has the following limitations. First, when the state space is refined, i.e. m is
large, the context information model grows very fast. For example, when n spatial
neighbours are considered, the state space is of O(mn); and whenm or n is large, the
space size is overwhelming to sensor mote’s capacity. Second, the spatio-temporal
relationship which is summarized in the Bayesian model is believed to be stable,
therefore not updated. This stationary assumption is clearly not valid for sensor
data. For instance, in the morning, temperature follows an increasing trend while
later in the afternoon it shows a downward trend. Obviously, a morning “context”
will not be appropriate for the afternoon data.
Bettencourt et al. [59] propose a solution that exploits both temporal and spatial
correlation. The solution aims at distinguishing events from data faults. In detail,
each node learns the statistical distributions of the temporal difference (between its
current and previous reading) and spatial differences (between its local reading and
neighbours readings). Any data that is significantly deviating from the expected
distribution is considered as an outlier. However, the solution does not provide
efficient mechanism to update the model.
Non-parametric statistical method based solutions are presented in [60] and [61].
They both use kernel density estimation to learn sensor data distribution. The bene-
fit is that no distribution assumption of the sensor data is required. The estimation
can provide “customized” distributions for different data patterns (which do not
have to be assumed as bell-shaped Gaussian). However, kenel density estimation
is known to be computational intensive [62]. Similar solutions include [63], which
uses histogram to find outliers. However, the specification of a histogram depends
on bin size and bucket width, which are not obvious to specify. Moreover, there is
no obvious way to update the histogram such that the model is adaptive (unless the
whole data set is kept, which is obviously not feasible for sensor nodes).
Tulone et al. [64] proposes an energy efficient data collection framework which
aims at model-based data gathering but the proposed solution also can find outliers
purely based on temporal correlation. Fang and Dobson [65] extends the solution
by introducing a spatial correlation based filter to distinguish true data faults from
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events. However, the spatial model is learnt by a heuristic method and the model
is not designed to be adaptive. Moreover, a centralised model learning phase is
required, which compromises network scalability.
A packet-level attestation (PLA) method to increase sensor data reliability is
proposed by Kamal, Bleakley and Dobson [43]. This work attaches an attestation bit
to each observation to indicate its validity by exploiting one-hop spatial correlation.
The spatial correlation based test adopts a heuristic rule. Sensor data is validated
by checking whether the spatial difference is smaller than:
MaxDiff = Max(di,dj)−Min(di,dj), (3.2)
where di = {di,1, di,2, . . . , di,T} and dj = {dj,1, dj,2, . . . , dj,T} are the sensor learning
data of node i and j respectively. MaxDiff is the maximum difference between
the two streams of learning data. Although the difference can be estimated very
efficiently, it is ad hoc without sound theoretical support. Moreover, the parameter
is also subject to faulty learning data. PLA also ignores the possible breakdowns of
the spatial correlation, which may result in wrong validations results.
3.3. Summary
In this section, two categories of detectors are surveyed: centralised solutions and
in-network on-line methods. In summary, heavy centralised solutions follow a more
data modelling approach, which models the phenomenon at fine granularity, and
find outliers that do not respect the model. Distributed solutions, on the other
hand, are more ad hoc or problem specific. Most distributed solutions do not follow
the formal statistical modelling approach: they either use heuristic rules or specific
statistical test.
More importantly, model update is usually ignored by existing solutions: most
of them assume the sensor data is stationary and the model learnt by historic data
is accurate and remains true for all future measurements; or update is done with
an un-informative manner: for example, give up the existing model and relearn a
new one after a pre-specified period. Such a blind update method wastes existing
knowledge learnt from previous data and can hardly find the good timing to carry
out the update. Furthermore, with repeated learning, a great portion of data is used
as learning set, which reduces the effective yield of a deployment. In the following
two chapters, we move on to introduce two novel fault detection techniques which
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improve sensor data accuracy but also overcome these deficits.
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Fault Detection Based on Spatial
Correlation
4.1. Introduction
As shown in Section 2.2.1, environmental sensor data usually exhibits strong spatial
correlations. The reason behind this strong correlation is due to the smoothness of
the underlying physical process. For example, at a specific time point s, we should
not expect two temperature readings, Ti,s and Tj,s, measured at co-located positions,
i, j, to deviate too much.
In general, the spatial correlation assumption is held true for most sensor de-
ployments, as long as the underlying physical process over the space is continuous.
Most sensor types like temperature, humidity, and so on fall in this category. How-
ever, for those spatially independent measurements, like remaining battery level, the
assumption breaks down.
In this chapter, we introduce a novel on-line in-network sensor fault detection
algorithm that accounts for spatial correlation. The algorithm uses formal Bayesian
method to autonomously select nodes to be used as data verifiers, and to construct
and maintain spatial models of the expected observational correlation.
The solution has the following important features:
1. The proposed algorithm is lightweight. It is carefully designed to perform
formal Bayesian learning based fault detection but remain simple enough to
be carried out locally at resource constrained sensors. The algorithm has been
implemented and deployed on TMote Sky nodes.
2. The algorithm is a in-network solution. All the computation incurred is dis-
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tributed among local sensors, which does not require any form of central con-
trol.
3. The solution also features on-line fault detection. The fault check is done
locally in real time, which allows timely human intervention when sensor failure
is detected. The fault detection algorithm is integrated with normal data
collection protocols so that the extra communication for fault detection is
reduced.
4. The learning algorithm is robust to noisy sensor data. Therefore, the fault
detection works even when data faults present in learning data.
5. The model used for fault detection is adaptive to the changes of the underlying
physical process. Therefore, false positives originated from stale models are
minimised.
The following assumptions are made apart from the spatial correlation assump-
tion.
• Monitoring applications of WSN are considered, which requires designated
sensor nodes continuously send back real time sampled sensor data back to
one or more sinks. Appropriate routing protocol exists that can direct message
flows from each local node to the sink.
• The topology, or node locations are set in advance and known by local sensor
nodes. This assumption is usually true for all static WSN deployments.
In the following sections, we will first present in Section 4.2 the spatial assumption
model used for the algorithm and introduce the fault detection technique in detail in
the following sections. The integration of the technique with existing data collection
protocol as well as implementation details are illustrated in Section 4.5. This chapter
finishes with the performance evaluation of the proposed algorithm in Section 4.6.
4.2. The Spatial Model
To exploit the spatial correlation, one needs to convert the informal assumption into
a concise statistical model. We will first state the model and then explain the reason
behind the formula. Notations {Yi,t} and {Yj,t}, t ≥ 0, are used to represent sensor
measurements of some physical variable Y in close proximity i, j respectively. The
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spatial model simply states that the synchronised difference, defined as {et = Yi,t −
Yj,t, t ≥ 0}, are identically and independently distributed (iid) Gaussian random
variables with variance σe.
Assumption 4.1 (Spatial Model). For spatially correlated sensor data series {Yi,t}
and {Yj,t}, define et = Yi,t−Yj,t for t ≥ 0, we assume the differences are independently
and identically Gaussian distributed:
et
iid∼ N
(
δµ, σ
2
e
)
. (4.1)
The legitimacy of the spatial model can be seen from the following argument.
Since the physical process cannot be directly understood but through noisy sensor
measurements, we assume both Yi,t and Yj,t are actually honest observations of true
signal µ(x, t) plus some Gaussian white noise
Yi,t = µ(xi, t) + t, t iid∼ N
(
0, σ2
)
(4.2a)
Yj,t = µ(xj, t) + εt, εt iid∼ N
(
0, σ2ε
)
, (4.2b)
where µ(x, t) represents the ground truth of the underlying physical process at the
location of x and time instance t. For co-located sensors i, j, we can further assume
they are measuring similar signal as their distance dij is close, i.e. µ(xi, t) ≈ µ(xj, t).
If we denote the pair-wise spatial difference as δµ = µ(xi, t) − µ(xj, t), then et =
δµ + t − εt. Assumption 4.1 follows because:
E[et] = δµ + E[εt]− E[t] = δµ; (4.3)
and
Var[et] = Cov[et, et] = σ2ε + σ2 , σ2e . (4.4)
The independence assumption follows because, for any t 6= s, the covariance is zero1:
Cov[et, es] = Cov[t, s]− Cov[t, εs]− Cov[εt, s] + Cov[εt, εs] = 0.
Note that the variance σ2e can be treated as a known constant when the sensor
specification is known. Since σ2e = σ2 + σ2ε , where σ, σε are simply measurement
uncertainties associated with the corresponding sensors, and the measurement errors
1Recall zero correlation implies independence under this Gaussian assumption, i.e. the joint
distribution of et and es is Gaussian
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are usually carefully calculated and provided with the hardware specification. For
example, for TMote Sky and Crossbow Mica2 nodes, according to the hardware data
sheet [66], [67], the temperature accuracy ranges from ±0.3℃ (SHT15 sensor chip)
to ±0.5℃ (SHT10 sensor chip). Therefore, take SHT10 sensor chip for example, we
have σe =
√
2× 0.52 = 0.7℃.
4.3. Learning and Inference
The proposed solution revolves around two sub-problems that actually can be solved
as formal probabilistic inferences. The inference problems are first defined in Sec-
tion 4.3.1; then the learning algorithms for them are presented in Section 4.3.2. We
show that the two distributions for the inferences can be learnt in an on-line sequen-
tial way with small computational overhead and constant storage by using sequential
Bayesian learning. The detailed inference-based tests to solve the two sub-problems,
which depend on the learning result, are presented in Section 4.3.3 after the learn-
ing step is introduced. Finally, robust versions of the learning algorithms that are
resilient to noisy learning data are introduced in Section 4.3.4.
4.3.1. Two Inference Problems
The first problem is called verifier node selection: each source node needs to find
its qualified verifier nodes in the sense that a valid spatial correlation is held between
their data traces. The reason for including this process is that, for some cases,
geometrically co-located sensors may not necessarily exhibit spatial correlation. For
instance, when one of co-located nodes is in a separate enclosure like another room,
the readings reported may be quite different from its neighbours. The second is the
fault detection problem: after the qualified verifiers are selected, how the sampled
sensor data at source node can be validated based on them? The definitions of the
two problems are given below. And we show the two problems can be solved by
formal inferences.
Verifier Node Selection
Problem Definition. Given a sensor network that continuously monitors a con-
tinuous physical variable, for each node i with physical neighbours Nbr(i), design a
distributed algorithm to find a subset Vrf(i) ⊆ Nbr(i) such that the spatial correla-
tion is valid. 
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The problem is essentially a better-founded version of the common task in WSN
systems design of defining clusters of nodes which partition nodes based on expected
similar observations. Many WSN protocols are clustering-based, like [68], [69], [70],
in which data correlation based node partitioning forms a crucial step to maintain
high data collection accuracy. Therefore, the solution presented later can also be
generalised to reach this goal in a self-organising and distributed way.
Recall the spatial model, δµ = µ(xi, t) − µ(xj, t), represents the underlying true
signal difference between two co-located sensors. For correlated nodes, the difference
should be a small quantity, i.e. they are essentially measuring the same phenomenon
with marginal difference. Therefore, to filter out irrelevant nodes, one only needs to
make inference on the size of δµ. Formally, if P(|δµ| < ∆µ|{et, 0 ≤ t ≤ N}) ≥ 0.95
for some predefined small constant ∆µ, i.e. with the evidence provided by the data
set DN = {et} of size N , the spatial difference δµ is small at 95% probabilistic
confidence level, then we can conclude the spatial correlation is held. In Bayesian
terms, the distribution, δµ|DN is called the posterior distribution.
Fault Detection
After the verifier node selection step, each source node i now has the knowledge of
its data verifier set Vrf(i). The problem of fault detection can be formed as follows.
Problem Definition. For a source node i and collected sensor reading Yi,t, given
its verifiers Vrf(i) and their sensor readings Yj,t, j ∈ Vrf(i), design a distributed
data validation algorithm to test whether Yi,t is sensor data fault or not. 
To do the fault detection on new sensor data, we are going to make inference
on the new observation eN+1 = Yi,N+1 − Yj,N+1 directly. The distribution of future
observation eN+1 given historical data set DN , i.e. eN+1|DN is called predictive
distribution. Based on the predictive distribution, the fault detection problem can
be solved by calculating the probability of observing the new data: if the chance is
small then it should be classified as a fault and vice versa.
To sum up, both the above problems are essentially probabilistic inference prob-
lems, whose solution boils down to the following two steps. First, learn the relevant
probability distributions, i.e. the posterior δµ|D and the prediction distribution
eN+1|DN ; second, solve the problems by making inference on the random variable
of interest. The details of the tests, are presented later in Section 4.3.3 after the
model learning algorithms are introduced in Section 4.3.2.
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4.3.2. Efficient Learning
Recall the Bayesian learning method (see Section 2.3.3): The posterior (informed
distribution after we see the data) can be calculated as the product of prior (dis-
tribution before any data is observed) and likelihood (the probability of observing
the data), i.e.
p(θ|D)︸ ︷︷ ︸
posterior
∝ p(D|θ)︸ ︷︷ ︸
likelihood
p(θ)︸ ︷︷ ︸
prior
. (4.5)
In our case, the observations D = {et} are the spatial differences; θ is the parame-
ter set that quantifies the distribution of the observation; therefore, θ = δµ, the mean
of the spatial model distribution, when σe is known from hardware specification; and
θ = {δµ, σe}, the mean and variance, when σe is missing.
Sequential Learning of Posterior
By applying Bayes’ theorem, the posterior can actually be calculated in an on-line
sequential way:
p(θ|Dn) = p(θ|Dn−1, en) By definition
∝ p(en|Dn−1, θ)p(θ|Dn−1) By Bayes’ theorem
= p(en|θ)︸ ︷︷ ︸
likelihood
p(θ|Dn−1)︸ ︷︷ ︸
prior
By conditional independence (4.6)
where p(θ|D0) , p(θ). The last equality follows from the conditional independence
assumption on et given θ. Note that the posterior is decomposed as the product
of the single data likelihood p(en|θ) and its previous posterior p(θ|Dn−1). The old
posterior p(θ|Dn−1) now serves as the prior; therefore, the formula can be interpreted
as a sequential update procedure: when new data en is arrived, it updates the
existing knowledge base by multiplying its likelihood. This means that one does not
need to keep all the learning data in sensor’s storage but process the learning data
in an on-line fashion.
Learning of Predictive Distribution
By Bayesian method, the predictive distribution can be calculated based on the
posterior (see Section 2.3.3):
p(eN+1|DN ) =
∫
p(eN+1, θ|DN )dθ (4.7a)
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=
∫
p(eN+1|θ,DN )p(θ|DN )dθ (4.7b)
=
∫
p(eN+1|θ)p(θ|DN )dθ, (4.7c)
where the last step follows from the model assumption again like (4.6). The equa-
tion means the prediction is a weighted average over the parameters θ, where the
“weights” follow the posterior distribution. Later we will show this integration can
be solved analytically with a closed form and the two distributions share the same
parameters subject to scaling, which implies the the predictive distribution is im-
mediately available after the posterior is learnt.
The Derivations
In this section, we present the detailed derivations of the efficient learning proce-
dures. But first, we need to specify the prior function.
Prior Function It is clear from Equation (4.5) that the prior on θ is involved in
the process of the posterior calculation. The prior quantifies the initial distribution
of model parameters before any observation is seen. An ideal prior should quantify
user’s expert field knowledge, which is usually available. This distinctive feature of
infusing expert knowledge into statistical models, is actually one of the reasons that
make the Bayesian method successful.
To gain computational convenience, only conjugate prior functions are considered
in this work. Conjugate priors are probability density functions whose functional
form combines naturally with the likelihood such that the product, i.e. the poste-
rior, has convenient analytical solution [71]. For example, when the likelihood is a
Gaussian, then the prior should be specified as a Gaussian function as well, as the
product of any two Gaussian functions is still a Gaussian (see Lemma 4.5), which is
a closed form solution.
Case 1: σe is known When σe is known, i.e. θ = δµ, based on our spatial model,
the singular data likelihood is
p(en|δµ) = 1√2piσe
exp
{
− 12σ2e
(en − δµ)2
}
= N
(
δµ; en, σ2e
)
;
therefore, the conjugate prior on δµ should also be a Gaussian: δµ ∼ N (m0, C0).
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Theorem 4.1 (Model learning algorithm when σe is known). When conjugate prior
p(δµ) = N (m0, C0) is used, then both the posterior and predictive distributions are
also Gaussian distributed:
δµ|Dn ∼ N (mn, Cn) , (4.8)
en+1|Dn ∼ N
(
mn, Cn + σ2e
)
(4.9)
where parameters mn and Cn can be learnt at Θ(1) space complexity and Θ(N) time
complexity via the following recursive formulas:
mn = mn−1 +
Cn−1
Cn−1 + σ2e
(en −mn−1)
Cn =
σ2eCn−1
σ2e + Cn−1
(4.10a)
(4.10b)
Proof. See Section 4.A
Figure 4.1 shows the sequential learning procedures graphically. Note the pos-
terior converges to the true signal as more data is observed, although a misleading
prior is supplied.
Case 2: σe is unknown When σe is unknown, we need to include it into our
parameter space θ. To gain computational convenience, we include the precision,
the inverse of variance φe = 1σ2e instead, i.e. θ = {δµ, φe}. It can be shown that, to
match the Gaussian likelihood with two unknown parameters, the conjugate prior
should be Normal-Gamma distributed [72].1
p(θ) = p(δµ, φe) = p(φe)p(δµ|φe) = N
(
δµ;m0, (n0φe)−1
)
G(φe; a0, b0) (4.11a)
= NG(δµ, φe;m0, n0, a0, b0) (4.11b)
∝ φ1/2e exp
{
−n0φe2 (δµ −m0)
2
}
φa0−1e exp {−b0φe} .
(4.11c)
This complex distribution can be viewed as the product of a Gamma distribution
for the precision φe and a Normal distribution of the mean δµ (conditional on the
precision). Note a Gamma distribution is a conventional choice for positive-valued
1see Appendix A for its probability density function and detailed definition.
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Figure 4.1.: Bayesian sequential learning when σe is known; The learning data is
temperature readings obtained from a real world WSN deployment [1].
The prior parameters are m0 = 5, and C0 = 10. Note the prior is biased
(the true difference is approximately -0.5℃). However, the posterior,
unaffected by the wrong prior, still correctly converges to the true signal.
random variables, like precision; while the mean which can take any real value is
modeled as a Gaussian, just like the previous case.
Theorem 4.2 (Model learning algorithm when σe is unknown). By using conjugate
Normal-Gamma prior, both the posterior distribution δµ|Dn and predictive distribu-
tion en+1|Dn are Student T distributed:
δµ|Dn ∼ T (mn, bn
annn
, 2an), (4.12)
en+1|Dn ∼ T (mn, (1 + nn) bn
annn
, 2an) (4.13)
where parameters mn, nn, an, and bn can be learnt at Θ(1) space complexity and
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Θ(N) time complexity via the following recursive formulas:
mn = mn−1 +
1
nn−1 + 1
(en −mn−1)
nn = nn−1 + 1
an = an−1 +
1
2
bn = bn−1 +
nn−1
2(nn−1 + 1)
(en −mn−1)2.
(4.14a)
(4.14b)
(4.14c)
(4.14d)
Proof. See Section 4.A
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Figure 4.2.: Comparisons of Student T distributions
Note that a Student T distribution has a bell shaped symmetric density function
similar to a Gaussian but with heavier tails, which takes into account the uncertain-
ties associated with σe in the second scenario. Note the degree of freedom, 2an, grows
as the learning data size n. One can show that as n increases Student T distribu-
tion converges to a Gaussian distribution rapidly, as shown in Figure 4.2. Figure 4.3
shows graphically how Theorem 4.2 works under a real world sensor context. Note
the sequential learning effect is evident, as new data is observed, the posterior is
converging and the variance is shrinking, which means the associated uncertainty is
reduced.
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Figure 4.3.: Bayesian sequential learning when σe is unknown; the prior parameters
are calculated according to Algorithm 4.2, where A = −5 and B = 5.
The learning data is temperature sensor data obtained from real world
deployment (Node 1 and Node 2) [1]. Note the sequential learning effect:
as new observation is made, i.e. evidence is accumulating, the posterior
distribution is converging and peaked towards the true signal. The result
model is quite similar to the one learnt by Theorem 4.1, although the
learning procedures are different. The learning rate, however, is slower
comparing with Figure 4.1: more learning data is required to obtain a
posterior with the similar density distribution. The prior (black curve),
more diffusive than the posteriors though, can effectively filter out data
outliers (for example, for readings larger than 10℃) in the learning data,
see ?? for details.
4.3.3. Statistical Tests
Verifier Node Selection Test
After the model is learnt, to find spatial correlated nodes, one only needs to make
inference on δµ by calculating the probability P(|δµ| < ∆µ|D) and comparing it
with some predefined confidence level. The exact probability can be calculated by
integration on the posterior density function. However, to avoid the calculation
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overhead incurred on local sensors, we instead apply Theorem 4.3 to derive an
alternative test procedure.
Theorem 4.3 (Verifier node selection test).
Case 1: Given δµ|Dn ∼ N (mn, Cn), if
mn + tα,∞
√
Cn < ∆µ
∧
mn − tα,∞
√
Cn > −∆µ, (4.15)
Case 2: Given δµ|Dn ∼ T (mn, bnannn , 2an), if
mn + tα,N−1
√
bn
annn
< ∆µ
∧
mn − tα,N−1
√
bn
annn
> −∆µ, (4.16)
then
P(|δµ| < ∆µ|D) ≥ 1− 2α, (4.17)
where ∆µ is a positive constant, and tα,N−1 is the critical percentile value such that
a standard Student T distributed random variable T with N − 1 degree of freedom
has P(T < tα,N−1) = 1− α. tα,∞ is the Gaussian counterpart.
Proof. See Section 4.B
According to Theorem 4.3, there are three user controlled parameters that tune
the test: the learning data size N , critical percentile value tα,N−1 and predefined
spatial difference threshold ∆µ. These parameters can be chosen by the user based
on the specific requirements of the application. Some general rule of thumbs can be
applied. For example, the critical percentile α is normally set to be 0.025 or 0.05,
as confidence intervals of 95% and 90% are commonly used in statistical tests. One
can further specify N > 100, which implies the posterior Student T distribution
converges to a Gaussian distribution; then the degree of freedom from tα,N−1 can
be dropped and one can simply use critical values from a standard Gaussian table
instead: for α = 0.025 or 0.05, the corresponding critical values are 1.645 and 1.96
respectively. The spatial difference threshold ∆µ is used to specify how close co-
located sensor readings are. Some expert field knowledge or even common sense can
guide the selection of the value. For example, for a normal sensor application with
average node distance of 5 meters, we should not expect two co-located temperature
readings differ by 0.5℃.
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Data Fault Test
The following theorem presents the statistical test to find out whether a new observa-
tion is faulty or not. A positive test result implies the probability of observing a value
as extreme as the current one is smaller than some predefined probability interval,
which is summarised in Equation (4.20), where P (|en+1 −mn| > |∆n+1 −mn||D) is
the probability. For example, by selecting α = 0.005, a conventional test threshold
in statistics, a positive test result means the chance of observing the new spatial
difference is smaller than 1%, then, based upon this evidence, the new observation
is classified as a data fault.
Theorem 4.4 (Spatial data fault test). Given observations Yi,n+1, Yj,n+1 from sen-
sor i, j, ∆n+1 = Yi,n+1 − Yj,n+1, and node j ∈ Vrf(i).
Case 1: Given en+1|Dn ∼ N (mn, Cn + σ2e) , If
mn + tα,∞
√
Cn + σ2e < ∆n+1
∨
mn − tα,∞
√
Cn + σ2e > ∆n+1, (4.18)
Case 2: Given en+1|Dn ∼ T (mn, (1 + nn) bnannn , 2an), If
mn + tα,n−1
√
(1 + nn)
bn
annn
< ∆n+1
∨
mn − tα,n−1
√
(1 + nn)
bn
annn
> ∆n+1,
(4.19)
then
P (|en+1 − µˆ| > |∆n+1 − µˆ||Dn) ≤ 2α, (4.20)
where tα,n−1 is the critical percentile value such that a standard Student T distributed
random variable T with n− 1 degree of freedom has P (T < tα,n−1) = 1− α.
Proof. See Section 4.B
Multiple Verifiers Validation When a source node i has more than one qualified
verifier, i.e. |Vrf(i)| > 1, it can make the final decision based on all the test results
from its verifiers: if at least one of the verification results support the suspect data,
the data is marked as non-faulty. The validation rule is stated as Equation (4.21),
where Yi,t denotes a data entry from sensor i at epoch t, and boolj(Yi,t) is the
verification result from node j according to (4.18) or (4.19).
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faulty : if
vrf(i)∧
j=1
boolj(Yi,t) == true (4.21)
We use this group voting mechanism to share the risk of a breakdown in pair-wise
spatial correlations. As shown in [7], the synchronised difference et is only partial
stationary, which means et, though remain stationary locally, still evolves slowly
in a long run, resulting in a historic model learnt by previous data breaks down.
The rationale behind this group validation mechanism is while correlation between
two specific nodes is likely to change, it is not likely that one node will be totally
different from all its neighbours.
4.3.4. Robust Learning
The assumption of error free learning data is not realistic: learning data contain
faults just like normal sensor readings. Erroneous learning data, if included, will
contaminate the model, resulting in bad prediction accuracy. To resolve the prob-
lem, a robust learning procedure is required. In this section, we show how expert
knowledge can be used under the Bayesian scheme to form an error resilient algo-
rithm.
A simple solution is to introduce a filtering step to coming learning data before it
is absorbed into the model (via the learning steps in Theorems 4.1 and 4.2) such that
only benign data is included in the model. To test whether a learning data entry
is benign, the test listed in Theorem 4.4 can be reused. Recall the theorem makes
use of the predictive distribution, en+1|Dn, which is conditional on the evidence
provided by the data set seen far, Dn. However, at the initial learning stage, the
evidence is limited, as n = 0 or is of a small size. Informed prior elicited from expert
knowledge, however, can bridge this gap. In other words, an informative prior
can be used to filter out initial data faults in the absence of sound data evidence.
Actually, incorporating expert knowledge into the model via the form of priors is
a unique advantage of the Bayesian method over other statistical solutions [73].
The solution naturally fits in the learning algorithm by introducing a test based on
existing parameters, incurring very little extra computation.
However, we argue a different, or more conservative, critical value α should be used
in the learning phase. The motivation is to protect the model update from over data
selection. For example, when a confidence level, say, 95%, has been used for data
fault test. If the same value is used in the learning stage, then there is approximately
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5% of good data being excluded from the model, which results in a biased model. To
differentiate the two tests, we denote the critical value used for this update selection
as αupdate and the fault test equivalent as αftest. Usually, αupdate ≤ 0.5% (≥ 99%
c.f.) is used, while the fault tests use more regular αftest = 2.5% (95% c.f.) or
αftest = 5.0% (90% c.f.), i.e narrower intervals.
Expert Prior Specification
A knowledge elicitation method commonly used in Bayesian community [74, 75] is
applied here to translate expert knowledge into valid prior functions. The user is
asked to provide a 90% credible range, [A,B], of the spatial difference signal δµ,
i.e. P(A ≤ δµ ≤ B) = 90%. For example, for temperature, we can assert that the
temperature difference between two locations in a room should not be over 5℃, i.e.
P(−5 ≤ δµ ≤ 5) = 90%.
Based on the input, the prior parameters can be computed to match the credible
range. For case 1: σe is known, the location (m0) and scale (C0) parameters of
the Gaussian prior can be calculated easily by matching the 90% credible interval,
as shown in Algorithm 4.1. Note that the prior with [A, B] as its shortest 90%
confidence interval is selected.
Algorithm 4.1 Prior specification with a known σe
Input: [A, B] such that P(A ≤ δµ ≤ B) = 90%
Output: Prior parameters m0, C0, where δµ ∼ N (m0, C0)
1: m0 ← A+B2 . Mean is set as the middle point of A and B
2: C0 ←
(
B − A
2 ∗ t0.05,∞
)2
. Variance is set such that the 90% interval matches A,
B
For case 2: σe is unknown, the Normal-Gamma prior, containing four parameters
m0, n0, a0, b0 (see (4.11)), is more complicated. According to Hoff [76], n0 and 2a0
can be interpreted as the number of imaginary observations contained in the prior.
Large n0 and a0 will lead to a posterior dominated by the subjective prior; therefore,
they should not exceed one fifth of learning data size [74] (1/10 is used here). The
other two parameters m0 and b0 are specified based on the fact that the marginal
prior on δµ is Student T distributed, i.e. δµ ∼ T (m0, b0a0n0 , 2a0), where m0, b0a0n0 are
the mean and variance respectively. The steps are summarised in Algorithm 4.2.
The robust version of the efficient learning algorithm is listed in Algorithm 4.3.
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Algorithm 4.2 Prior specification without a known σe
Input: [A,B] such that P(A ≤ δµ ≤ B) = 90%; N , the learning data size
Output: Prior parameters (m0, n0, a0, b0), where {δµ, φe} ∼ NG(m0, n0, a0, b0);;
1: n0 ← 110N . less than
1
10 of learning data size
2: a0 ← d12n0e . 2a0 = n0 <
1
10N
3: m0 ← A+B2 . Mean is set as the middle point of A and B
4: b0 ←
(
B − A
2 ∗ t0.05,2a0
)2
n0a0 . Calculated based on the variance b0a0n0 , such the re-
sulting 90% interval matches the input
4.4. Adaptive Model Update
4.4.1. The Need for Model Update
After the model, i.e. the distribution of eN+1|DN , is learnt initially from the first
batch of N sensor data, it needs to be updated along the tests when more data is
observed. The reason is threefold: firstly, spatial difference et is only partial sta-
tionary, by updating the model, we can make the model evolve with the changing
spatial correlation. Secondly, as new data eN+1:N+h are tested, they provide valu-
able information in predicting future data due to temporal correlation. In other
words, we should make inference based on the whole set of data accumulated so
far, eN+h+1|DN+h, rather than only the static model eN+h+1|DN . The last reason is
due to its computational convenience. According to Theorems 4.1 and 4.2, model
update only costs constant time and space complexity. The computation cost is
smaller than that of learning a completely new model from scratch again.
We further argue that only the mean estimatormn of en needs to be updated, while
the variance can be exempted. Under our spatial assumption, the variance of spatial
different en is actually formed with measurement errors of independent sensors (as
shown in Equation (4.4)), and the measurement uncertainties usually do not change
with time: the performance of a sensor does not improve or deteriorate as long as it
is in a healthy state. Secondly, real world sensor data series can further demonstrate
this claim. Figure 4.4 shows an excerpt of sensor traces from the Intel data [1]. The
grey line shows the difference of two spatially correlated temperature sensor data,
while the red line is its rolling variance calculated of window size 100. It is obvious
that sensor data ei is evolving however its variance almost remains constant. Finally,
as battery life is always an important issue for sensors, dropping an unnecessary
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regular parameter update can bring in the benefit of energy conservation.
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Figure 4.4.: Spatial difference sensor data ei with its mean adjusted rolling variance.
Obviously only data classified as non-faulty should be admitted into the model as
it is updated. We reuse the test presented in Theorem 4.4 to check the eligibility of
a data entry, where a conservative confidence level is used, i.e. test with αupdate (for
the same argument discussed in Section 4.3.4).
4.4.2. Time Varying Weighted Update
As discussed in Section 2.2.1, temporal correlation is an important feature of sensor
data. Temporally closed data resembles each other, which means they carry more
information in making inference on each other. In the data fault test, the predictive
distribution eN+1|DN is used. Therefore, for prediction, each data entry in DN
should carry different levels of information to account for the temporal correlation.
It is natural to give them different weights based on their relative importance: the
newer data should carry more weight than stale data when it comes to future data
prediction.
However, the model update procedure for the mean estimators presented in The-
orems 4.1 and 4.2 actually provides a prediction that gives each historic data ei in
DN equal weight. To see this, for case 1 : when σe is known, the mean estimator
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mn+1 can be expanded as
mn+1 =
Cn
Cn + σ2e
en+1 +
σ2e
Cn + σ2e
mn
= Cn
Cn + σ2e
en+1 +
σ2e
Cn + σ2e
(
Cn−1
Cn−1 + σ2e
en +
σ2e
Cn−1 + σ2e
mn−1
)
= Cn
Cn + σ2e
en+1 +
Cn
Cn + σ2e
en +
σ2e
Cn + σ2e
σ2e
Cn−1 + σ2e
mn−1
= Cn
Cn + σ2e
n+1∑
i=1
ei +
n∏
i=0
σ2e
Ci + σ2e
m0.
The third equality holds because Cn =
σ2eCn−1
Cn−1 + σ2e
. It is clear that each observation
ei is given the equal weight CnCn+σ2e . For case 2, when σ
2
e is unknown, we have
mn = mn−1 +
1
n
(en −mn−1) = n− 1
n
mn−1 +
1
n
en
= n− 1
n
(
n− 2
n− 1mn−2 +
1
n− 1en−1
)
+ 1
n
en
= 1
n
en +
1
n
en−1 +
1
n
en−2 + . . .
by recursive substituting mn−1 on the right hand side, it turns out that each ei is
given the equal weight of 1/n.
To learn time varying weighted model parameters, we can use the following re-
cursive formula instead to update the model. The modified procedures provide es-
timators with time varying weighting such that newer data entries are given higher
weights.
m˜n = m˜n−1 + ψ(en − m˜n−1) (4.22)
where 0 < ψ < 1 is called the smoothing parameter. The initial values can be simply
set as the parameters learnt from the verifier selection step, i.e. m˜0 = mN . To see
(4.22) works, first note (4.22) can be rewritten as m˜n = ψen + (1 − ψ)m˜n−1. By
induction, we find that
m˜1 = ψe1 + (1− ψ)m˜0 = ψe1 + (1− ψ)e0
m˜2 = ψe2 + (1− ψ)m˜1 = ψe2 + (1− ψ)ψe1 + (1− ψ)2e0
m˜3 = ψe3 + (1− ψ)ψe2 + (1− ψ)2ψe1 + (1− ψ)3e0
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...
m˜n = ψen + (1− ψ)ψen−1 + (1− ψ)2ψen−2 + . . .+ (1− ψ)ne0
=
n∑
i=1
(1− ψ)n−iψei + (1− ψ)ne0
=
n∑
i=0
wiei,
where w0 = (1 − ψ)n, wi = (1 − ψ)n−iψ for 1 ≤ i ≤ n. It can be seen that the
weight decays exponentially by 1− ψ as time goes back towards to initial values so
that more recent observations are given relatively higher weights. Figure 4.5 shows
examples of this time varying weighting effect. Another important property of this
weighting system is that the sum of the weights is always one,
n∑
i=0
wi = (1− ψ)n +
n∑
i=1
(1− ψ)n−iψ
= (1− ψ)n + ψ1− (1− ψ)
n
ψ
(4.23)
= 1, (4.24)
i.e. m˜n is a convex combination of the observations. The normalised sum of weights
makes sure m˜n an unbiased estimator, i.e. E[m˜n] = E[µ¯n] = δµ.
The smoothing constant, ψ, is a user controlled parameter. As can be seen
from Figure 4.5, large ψ, leading to a lighter tail, will give recent observations heav-
ier weights. In other words, different ψ will make the system responsive to physical
process changes at different rates. To help user specify the value, the following
heuristic rule is derived. The sum of weights on the k most recent observations is
n∑
i=n−k+1
wi =
n∑
i=n−k+1
(1− ψ)n−iψ = ψ1− (1− ψ)
k
1− (1− ψ)
= 1− (1− ψ)k;
therefore, the weights on the rest historic data is
W (ψ) = (1− ψ)k.
To choose ψ, one only needs to choose one such that W (ψ) is small such that the
recent k observations are mainly used to predict future data. For example, con-
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Figure 4.5.: Time varying weights with ψ = 0.1 (top) and ψ = 0.3 (bottom) respec-
tively. When ψ is larger, more weight is given to recent observations,
and vice versa
sider an application in which deployed sensors sample ambient temperature every
15 seconds. We believe observations within 10 minutes lag are more temporal cor-
related; so we should set k = 40. Therefore, in this scenario, ψ = 0.3 will make sure
W (ψ) ≈ 0.
4.5. Protocol Design
In this section, we present how the fault detection technique is incorporated into ex-
isting WSN data collection protocols, especially how the computation is distributed
among nodes. Details of real world implementation in TinyOS are presented as well.
A sequence diagram showing the whole life cycle of the proposed solution is listed
in Figure 4.6. The whole data collection procedure starts with a learning phase,
in which the objective is to learn the spatial model (discussed in Section 4.3.2),
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Figure 4.6.: An overview of the message passing sequence.
which later will be used for both the verifier selection test and fault detection in the
operational phase. More specifically, after being reached by their sink, the relevant
source nodes broadcast its sensor readings to its one-hop distance neighbours as
learning data. After receiving the learning data, each potential verifier node learns
the corresponding spatial model via the formula presented in Theorem 4.1 or 4.2. At
the end of the phase, i.e. after a predefined amount of learning data is sent by the
source node, each potential verifier tests itself whether it is an eligible verifier node
via the test listed in Theorem 4.3. The test result, if positive, is sent back to the
corresponding source node. Upon this point, each source node and its corresponding
eligible verifier nodes have established their source-verification relationships, and
the eligible verifiers have also learnt the spatial models for its corresponding source
nodes. Note that we differentiate source node and verifier node here only for the sake
of illustration; however, each sensor can serves as both source and verifier node at
the same time. Algorithm 4.3 summarises the steps involved in the learning phase.
The operational phase, in which the actual data collection takes place, is ensued
after the learning phase. In group validation scenario, each sampled data entry,
before sending back to the sink, will be verified sequentially by its corresponding
verifiers via the test discussed in Theorem 4.4. This is achieved via a simple routing
protocol maintained by the source node. The source node inserts a FIFO queue of
verifier addresses in the order of the desired verification sequence into the original
data message, as shown in List 4.1. The verifier node whose address matches the
57
Chapter 4. Fault Detection Based on Spatial Correlation
Algorithm 4.3 Learning spatial model
Input: msg: received learning data message
1: if Packet.src(msg) ∈ Nbr then . If the source node is within one hop dis-
tance
2: ei ← msg.sensorData− localData
3: toUpdate← dataValidate(ei) . Apply Theorem 4.4 with α = αupdate for
robust learning with prior
4: if !toUpdate then
5: discard ei
6: else
7: n++
8: update corresponding parameters via Theorem 4.1 or 4.2.
9: end if
10: end if
11: if n == LearningDataSize then . Learning phase finishes
12: verifier node test via Theorem 4.3
13: if test is positive then
14: notify source node . Notify the source node if test is positive
15: else
16: discard corresponding model . Delete the model parameters to save
space
17: end if
18: end if
destination verifies the contained data. Note that, according to our group voting
mechanism (4.21), the data under validation does not need to go through all the
checks, as it is only classified as faulty if all its verifiers give the same positive result.
Therefore, based on the verification result, the current verifier can sets the message
destination either to the next verifier in the queue, or the sink, if the test result is
negative, i.e. not faulty. The data message will finally be delivered to the sink by an
ordinary WSN routing protocol, like the collection tree protocol [77]. To make the
local model adaptive, the verifiers who have verified the data also need to update its
local spatial model according to Equation (4.22). To give each verifier equal chance
to update their local models and, more importantly, to balance the work load among
verifiers, it is advisable for the source node to change the verifier sequence queue
from time to time by rotating the queue or even shuﬄe the sequence. The data
validation procedure is summarised in Algorithm 4.4.
Figure 4.7 shows an example of WSN deployment which features the proposed
data validation technique. There are two source nodes, S1 and S2; each with its
verifier node set {S2, V 2} and {V 3, V 4, V 5} respectively. Note that S2 serves as
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typedef nx_struct VrfRadioMsg {
nx_uint16_t sourceId; /* Node id of source mote. */
nx_uint16_t count; /* Epoch count */
nx_uint8_t qIndex; /* Front of the vrf queue*/
nx_uint8_t qSize; /* The size of the queue */
nx_uint16_t vrfQueue[MAXQSize ]; /* Verifier addrs Queue*/
nx_uint16_t voltage;
nx_uint16_t sensorData; /* Sensor data from source */
nx_uint8_t vrfRst; /* A Boolean flags the vrf result so far */
} VrfRadioMsg_t;
Listing 4.1: Verification message layout
Algorithm 4.4 Data validation at a verifier node
Input: msg: a radio message of VrfRadioMsg_t received
Output: Check the contained data and forward the msg accordingly
1: if Packet.isForMe(msg) then
2: (isFault, toUpdate)← dataValidate(msg.sensorData)
. Data test via Theorem 4.4
3: if toUpdate == true then
4: updateModel(msg.sensorData) . Model update using Equation (4.22)
5: end if
6: msg.qIndex← msg.qIndex + 1
7: if isFault == true && msg.qIndex < msg.qSize then
. If it is a fault, forward to the next ver-
ifier
8: Packet.destination(msg) ← msg.vrfQueue[msg.qIndex]
9: Packet.send(msg)
10: else . Else flip the flag and send to the sink
11: msg.vrfRst← false
12: Packet.destination(msg) ← root
13: Packet.send(msg)
14: end if
15: end if
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Figure 4.7.: A WSN deployment with spatial fault detection
both source node and verifier node for S1 in this case. We use hollow arrows to
represent the message passing for local data validation; while the regular arrows
are used to mark message relay to the sink. In this round, source node S2 sets
its verification sequence as [V 3, V 4, V 5]. However, the group validation mechanism
finalises its decision before reaching V 5; therefore, the verified data is enroute to the
sink directly.
4.6. Evaluation
We access the solution in various aspects. First, to show the proposed algorithm is
lightweight enough to run in sensors, we implement the solution and deploy it to
sensor nodes. Second, numeric simulation is done to access the detection accuracy.
4.6.1. Implementation
To demonstrate the algorithm is a feasible solution for resource constrained sensors,
we have implemented the framework in nesC on TinyOS 2.1.0 [78] and evaluated it
using IEEE 802.15.4 complaint TMote Sky mote. It consists of an processor running
at maximum 8MHz and RAM of 10 KB [4]. The relative small RAM size becomes
a major hindrance for the system and application program.
The footprint of a typical node which serves as both source and verifier is reported
in Table 4.2. Comparing with a pure data collection implementation, a marginal
increase of 17% in RAM with the spatial data validation (SDV) augmented solution
is observed. Actually, the program size only depends on the number of spatial models
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Table 4.1.: A summary of parameters for spatial correlation based fault detection
Name Description Value
User
Controlled
N Learning data size 500
pthred Probability threshold set to filter out erro-
neous learning data; see ??
1%
∆µ Spatial difference threshold for co-located
sensor readings
0.5℃
αvtest Significance level set for verifier selection test 2.5%
αftest Significance level set for data validation test 2.5%
αupdate Significance level set for selected update test 0.5%
ψ Decaying parameter set for time varying pa-
rameter update
0.3
Yi,t Sensor reading from sensor i at time t
ei Difference between two sensor readings Yi,t,
Yj,t
δµ The difference between co-located physical
processes
Nbr(i) The set of one-hop distance neighbours of
node i
Vrf(i) Qualified verifier node set of node i
D A collection of data: {ei}; DN has N ele-
ments
µˆ Mean of the posterior distribution of δµ
tα,n Critical percentile value from a Student T
distribution of n d.f.
boolj(Yi,t) Data fault test result; return true if it is a
fault
m˜n Time varying estimator for the mean
kept locally, Figure 4.8 shows this relationship. Note that even for the extreme case
of 64, i.e. a verifier serving 64 source nodes at the same time, the RAM is 696 bytes,
only constituting 6.8% of the total memory (the ROM is 20876 bytes).
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Table 4.2.: Program size comparison
Without SDV With SDV (% of Total) Difference
RAM (in Bytes) 492 576 (5.6%) 17%
ROM (in Bytes) 15860 20872 (42.5%) 24%
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Figure 4.8.: Memory footprint of the solution versus the number of local spatial
models
4.6.2. Numerical simulation
To better understand the detection accuracy of the solution, we use a real-world
data set: the Intel Lab Data [1] to run numerical simulation. All the experimental
results are obtained from simulations written in R [79]. The reported results are
averages over 10 independent runs. The user controlled parameters used for the
evaluation are listed in Table 4.1.
Fault Model
Injecting artificial faults into a real data set is a common approach to measuring the
accuracy of a detector [12, 43, 80]. Injecting artificial faults not only is convenient
for simulation; but, more importantly, it provides ground truth for fault detection
performance evaluation. Real world sensor data usually is not calibrated against any
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ground truth; therefore, for each data entry, it is almost impossible to tell whether
it is a fault or not. Artificially injected faults can be treated as the ground truth
faults, making performance evaluation possible.
For our evaluation, four particular kinds of faults are considered: short, constant,
noise and drift. Table 4.3 summarises the definitions, models and the parameters
used for the different faults. The used fault models and their corresponding param-
eters presented in the table are selected based on existing works [12, 43] 1. The
detailed algorithm for the fault injection is summarised in Algorithm 4.5.
Table 4.3.: Different fault models
Class Model Parameters
SHORT Ss(x, t) = g(x, t)+f ∗g(x, t) random f , i.e. fault intensity,
from [0.1, 10] is assigned
CONSTANT Sc(x, t) = c , where t ∈ T random c from [33, 999] is chosen
NOISE Sn(x, t) = g(x, t)+N (0, σ2)
, where t ∈ T
random σ from [3, 10] is assigned
DRIFT Sd(x, t) = g(x, t) + f(t) ,
where t ∈ T and f(t) = at
random a from (1.0, 1.5] is as-
signed
Detection Accuracy
The faults detected mainly can be categorised into the following four classes: data
points correctly detected as faulty (true positive, TP); data points correctly detected
as non-faulty (true negatives, TN); data points incorrectly detected as faulty (false
positives, FP); and data points incorrectly detected as non-faulty (false negatives,
FN). Two simulation scenarios are considered:
Case 1: Injecting errors only in source nodes;
Case 2: Injecting errors in both a source node and its neighbours.
Two measurements, sensitivity and specificity, are reported. Note that
Sensitivity = TPTP + FN (4.25)
1We adopt the noise model from [12], short and constant from [43], while the drift model is used
in [6]
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Algorithm 4.5 Data fault insertion
Input: Yi,t for t = 1 to n, sensor series data; Ns, Nn, Nc, Nd faults to be inserted of
type SHORT, NOISE, CONSTANT, DRIFT respectively
Output: Yi,t, sensor series with a total of Ns +Nn +Nc +Nd faults
# for SHORT faults:
1: S ← RandomSample(1 : n, Ns) . Random sample without replacement
2: for j = 1 to Ns do
3: f ← random(0.1 : 10) . Random number from the specified
range
4: Yi,t ← Yi,t + f × Yi,t
5: end for
# for CONSTANT faults:
6: l← random(1 : (n−Nc + 1))
7: C ← random(33 : 999)
8: for j = l to l +Nc − 1 do
9: Yi,t ← C
10: end for
# for NOISE faults:
11: l← random(1 : (n−Nn + 1))
12: σ ← random(3 : 10)
13: for j = l to l +Nn − 1 do
14: f ← GaussianSample(0, σ)
. Random Gaussian sample with mean
0 and variance σ2
15: Yi,t ← Yi,t + f
16: end for
# for DRIFT faults:
17: l← random(1 : (n−Nd + 1))
18: a← random(2 : e)
19: for j = l to l +Nd − 1 do
20: f ← exp(a, j − l)
21: Yi,t ← Yi,t + f
22: end for
Specificity = TNFP + TN . (4.26)
Sensitivity, also called true positive rate, measures the correctly identified positive
proportion; good sensitivity (approaching 1) means most of the faults are correctly
identified. On the other hand, specificity measures the proportion of negatives,
i.e. innocent sensor data, which are correctly identified as such; therefore, good
specificity also means low false positive rate. According to Table 4.4, we observe
the solution performs well for Short, Constant, and Drift fault types. It successfully
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Table 4.4.: Simulation results of detection accuracy
SHORT CONST. NOISE DRIFT
CASE 1 Sensitivity 1.0 1.0 0.774 0.996
Specificity 1.0 1.0 1.0 1.0
CASE 2 Sensitivity 1.0 1.0 0.682 0.996
Specificity 0.999 0.999 0.999 0.999
Table 4.5.: Comparing with PLA
Sensitivity Specificity
SDV 0.932 1.0
PLA (clean training data) 1.0 0.98
PLA 0.184 0.997
detects almost all the faults but keeps the false positive rate low. For case two, the
performance degrades a bit when faults are introduced to verifiers as well. However,
because of the employed Multiple Verifiers Test, the risk of detection errors is shared
among the verifiers, leading to a minor degradation. The relative poor performance
of fault type Noise is due to the fact that the added noises are zero mean Gaussian
samples, which lead to minor faults, i.e. deviating too marginally from the truth to
be identified as a fault.
The good specificity means the solution has a very low false positive rates. As
suggested in [7, 80], false positives are usually caused by mismatching detection
models. As sensor data is always evolving, models learnt by historic data, if not
updated, will not commensurate with the changing phenomenon, leading to false
positives. The relative low FP rate is attributed to the employed time varying
model update procedure, which makes the spatial model adaptive to the changing
phenomenon. Figure 4.9 shows an example of this adaptiveness. The upper figure
shows the evolution of a pair of sensor data; while the second figure shows the cor-
responding spatial difference et, and the solution successfully catches this evolution
by updating its model parameter (the red line) via Equation (4.22).
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Learning in Noisy Environments
The proposed solution uses a robust learning method to downplay the effects of faults
in learning data. We evaluate this effect by injecting errors into learning data set
and compare the performance with the solution proposed by Kamal et al. [43]. The
method [43], called PLA here, employs an ad hoc heuristic rule (see Equation (3.2))
to derive the faulty data threshold. As shown in Table 4.5, after introducing er-
rors into learning data, the performance degrades in sensitivity (decrease by 6.8%)
while the false positive rate is still great. On the other hand, PLA suffers a more
severe sensitivity degradation (over 81.6%) in comparison with its error free learning
counterpart.
4.7. Discussion
We have proposed an online, distributed fault detection technique. The solution
is lightweight and integrates well with existing data collection protocols for WSNs.
The model learning and data fault tests are done by a formal Bayesian approach. To
make the solution adaptive to the changing physical phenomenon, we make use of
a time varying model update procedure. Simulation results show that the solution
can effectively detect short, constant, and drift faults. We have also implemented
the solution on real-world sensors, with the maximum memory footprint less than
6% of the total available memory.
The solution still can be improved especially regarding its energy consumption.
For instance, currently the solution improves data reliability by sending every sam-
pled sensor entry to its verifiers without initial local check. However, the solution
will be benefited from including an extra level of local screening such that only
suspicious sensor data is sent for spatial check. In the next chapter (Chapter 5), a
local fault detector technique, which does not incur any inter-node communication,
is devised. A statistical model is used to capture the correlation between intra-node
correlations. Energy efficient learning algorithm is used and the non-stationarity of
sensor data is accounted for at a marginal cost. Additionally, the new solution is
integrated with this spatial validation technique so that both data reliability and
reduced energy consumption is achieved.
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Appendix 4.A Sequential Learning Derivations
The following lemma is used in the proof of Theorem 4.1.
Lemma 4.5 (Gaussian Identity). The product of two Gaussian density functions is
still a Gaussian (subject to scaling):
N (x;µf , σf )N (x;µg, σg) = N
(
x;
µfσ
2
g + µgσ2f
σ2f + σ2g
,
σ2fσ
2
g
σ2f + σ2g
)
Proof. Can be proved by matching the quadratic form of x of the joint density.
See [81] for details.
Proof of Theorem 4.1
Proof. According to (4.10), for any k > 0, mk and Ck can be calculated at constant
cost based on mk−1 Ck−1 ek. Therefore, the time complexity is Θ(N) for Dn. The
space complexity is constant, or Θ(1), as only three parameters mk, Ck and ek are
maintained.
We are going to show the Gaussian identity of the posterior (4.8) and its recursive
learning procedure (4.10) by induction:
Base case: When n = 0, trivial by prior condition;
Induction Step: Assume (4.10) is valid for n = k, i.e. p(δµ|Dk) = N (mk, Ck) ;
When n = k + 1, we have
p(δµ|Dk+1) ∝ p(ek+1|δµ)p(δµ|Dk) by Bayes’ theorem, see Section 4.3.2
= N
(
ek+1, σ
2
e
)
N (mk, Ck) by inductive hypothesis
= N (mk+1, Ck+1) by Gaussian identity lemma
where mk+1 =
σ2e
Ck + σ2e
mk +
Ck
Ck + σ2e
ek+1 and Ck+1 =
σ2eCk
σ2e + Ck
, which are
equivalent to Equation (4.10).
The predictive distribution result (4.9) follows by applying Equation (4.7) and
general properties of Gaussian distribution [72].
Proof of Theorem 4.2
Proof. The space complexity is constant as four parameters are maintained through-
out the process. Time complexity is linear as each sequential update in Equa-
tion (4.14) is of constant complexity.
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The marginal distribution on δµ can be calculated by integrating over its joint
distribution, which is Normal-Gamma distributed, i.e.
p(δµ) =
∫ +∞
0
p(δµ, φe)dφe =
∫ +∞
0
NG(δµ, φe;m,n, a, b)dφe. (4.27)
The integration can be solved analytically (integration by parts), and it turns out
δµ ∼ T (m, b
an
, 2a).
The claim about the predictive distribution, i.e. given Normal-Gamma distributed
model parameters the predictive distribution is Student T distribution, i.e. Equa-
tion (4.13), can be proved by either integration via Equation (4.7) or by calculating
marginal likelihood [82].
Therefore, to show the claim, we only need to show first the joint distribution is
Normal-Gamma distributed:
{δµ, φe}|Dn ∼ NG(δµ, φe;mn, nn, an, bn); (4.28)
Second, its parameters mn, nn, an, bn can be calculated recursively via (4.14).
Proof by induction:
Base case: trivial by the prior condition;
Induction case: For n = k, assume {δµ, φe}|Dk ∼ NG(δµ, φe;mk, nk, ak, bk); When
n = k + 1, according to Bayes’ theorem,
p(δµ, φe|Dk+1) ∝ p(ek+1|δµ, φe)p(δµ, φe|Dk)
= N (ek+1, φe)NG(δµ, φe;mk, nk, ak, bk)
∝ φ1/2e exp
{
−φe2 (ek+1 − δµ)
2
}
φ1/2e exp
{
−nkφe2 (δµ −mk)
2
}
φak−1e exp {−bkφe}
= φ1/2e φak+1/2−1e exp {−bkφe}
exp
{
−φe2
(
nk(δµ −mk)2 + (ek+1 − δµ)2
)}
= φ1/2e exp
{
−φenk+12
(
δµ − nkmk + ek+1
nk + 1
)2}
×
φak+1/2−1e exp {−bkφe} exp
{
−φe2
nk(ek+1 −mk)2
nk + 1
}
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∝ NG(δµ, φe;mk+1, nk+1, ak+1, bk+1);
where
mk+1 =
nkmk + ek+1
nk + 1
= mk +
1
nk + 1
(ek+1 −mk) (4.29a)
nk+1 = nk + 1 (4.29b)
ak+1 = ak +
1
2 (4.29c)
bk+1 = bk +
nk(ek+1 −mk)2
2(nk + 1)
= bk +
nk
2(nk + 1)
(ek+1 −mk)2, (4.29d)
which are identical to Equation (4.14).
By induction, the claim is proved.
Appendix 4.B Statistical Test Proofs
Proof of Theorem 4.3
Proof. By symmetry, P(−tα,2an < T < tα,2an) = 1−2α. Since δµ|D ∼ T (mn, bnannn , 2an),
it can be shown the transformed random variable
δµ −mn√
bn/annn
∣∣∣∣∣∣D ∼ T (0, 1, 2an).
So P(−tα,2an < δµ−mn√bn/annn < tα,2an |D) = 1− 2α, which leads to
P
mn − tα,2an
√
bn
annn
< δµ < mn + tα,2an
√
bn
annn
∣∣∣∣∣∣D
 = 1− 2α.
If (4.16) holds, then
P(|δµ| < ∆µ|D) = P
mn − tα,2an
√
bn
annn
< δµ < mn + tα,2an
√
bn
annn
∣∣∣∣∣∣D

+ P
−∆µ < δµ ≤ mn − tα,2an
√
bn
annn
∣∣∣∣∣∣D

+ P
mn + tα,2an
√
bn
annn
≤ δµ < ∆µ
∣∣∣∣∣∣D

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≥ 1− 2α.
By the converging property for Student T distribution, the proof for case 1 follows
by setting N =∞.
Proof of Theorem 4.4
Proof. (4.20) follows because
P
(
|en+1 −mn| > tα,2an
√
σˆ2e
∣∣∣∣Dn) = 1− P(|en+1 −mn| ≤ tα,2an√σˆ2e ∣∣∣∣Dn)
= 1− (1− 2α)
= 2α;
and (4.19) implies |∆n+1−mn| > tα,2an
√
σˆ2e . By the converging property for Student
T distribution, the proof for case 1 follows by setting n =∞.
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Fault Detection Based on
Hierarchical Physical Models
5.1. Introduction
As discussed in Section 2.2.1, measurements between different physical quantities
are closely correlated, for example, temperature and humidity. In this section, we
harness this physical phenomenon to form a local fault detector by constructing a
model between temperature and humidity.
Some important features of the solution is summarised below. The proposed local
fault detector works at each local node, incurring no inter-node communication.
The computation involved is cheap so that the solution can be done in a distributed
way. Moreover, the solution is adaptive to the physical process changes such that
false alarms originated from stale models are reduced. Regarding fault detection,
the solution can not only filter out single dimensional faults but also can recognise
multidimensional fault ensembles (see Section 2.2.1 for details).
Coupled with the spatial fault detector introduced in the previous section, an
in-network, Hierarchical, demand-based, adaptive Data Validation method (HDV)
can be formed. In an overview, the combined solution detects faults by exploiting
two-tiered hierarchical physical models. A local tier detector preliminarily singles
out potential errors by making use of the local physical model, while the second tier
validates the potential error by exploiting the physical spatial correlations between
nodes.
The structure of this chapter is as follows. In Section 5.2, we first present the
statistical model used for the local model. We briefly compare the model with other
traditional models. The efficient learning algorithm, fault detection technique, and
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Figure 5.1.: The intra-node attributes correlation: humidity versus temperature
adaptive model update procedures for the local filter are introduced in Section 5.3.
The hierarchical physical models based data validation method exploiting both the
local and spatial models is introduced in Section 5.4. An analytical study on the
overhead of the proposed solution is presented in Section 5.5: through stochastic
modelling, it can be proved analytically that the solution has very limited commu-
nication overhead. Finally, the performance evaluation of the proposed algorithm is
presented in Section 5.6.
5.2. Statistical Model
As can be seen from Figure 5.1, intra-node sensor attributes, temperature and hu-
midity in this example, are strongly correlated. To model this, the following statis-
tical model is assumed.
Assumption 5.1 (Local Correlation Model). Temperature and humidity Ti and Hi
measured at time i of a sensor node have a bivariate Gaussian distribution i.e.,
d ,
Ti
Hi
 iid∼ N2 (µ,Σ) , where µ =
µT
µH
 Σ =
 σ2T σ2T,H
σ2T,H σ
2
H
 . (5.1)
Note the model can be easily generalised to accommodate cases with more than
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two variates by specifying a n-variate Gaussian distribution instead, see Appendix A
for the detailed definition of a multidimensional Gaussian distribution.
5.2.1. Comparing with Linear Regression Model
A popular alternative model widely used in sensor data inference community is
simple linear model, which can be written as:
Ti = β0 + β1Hi + ui, (5.2)
where ui ∼ N (0, σ2u) are white Gaussian errors, and subscript i runs over all ob-
servations from 1 to n. Let T ′ = (T1, T2, ..., Tn) and H
′ = (H1, H2, ..., Hn), the
model parameters, β0, β1, can be learnt by the ordinary least-squares (OLS) esti-
mation with the closed-form solution: β∗ = (X′X)−1X′y, where β∗ = (βˆ0, βˆ1)T ,
X = (1,H) is the augmented design matrix with dimensions n× 2, and y = T .
We prefer the bivariate Gaussian model to this linear model for two reasons. First,
OLS estimation needs to invert the matrix (X ′X)−1, which is not efficient especially
when the dimension is large. Moreover, although tractable, the computation requires
the data, i.e. X (n× 2), y (n× 1), to be kept locally in memory before the learning
starts. It might not be feasible when the learning data size n is large. On contrary, we
are going to demonstrate in the following section that the bivariate Gaussian model
can be learnt efficiently without the local data storage. Secondly, linear regression
model assumes that the regressor, Hi in this case, is a deterministic variable; while in
the bivariate Gaussian case, Hi is a random variable just like the regressand Ti. Both
humidity and temperature sensor readings are uncertain with measurement errors;
the later assumption is clearly more reasonable. More importantly, by assuming
both Ti and Hi random, bivariate ensemble outliers can be tested and filtered out.
Multivariate ensemble fault detection is discussed in Section 2.2.1 with an example
shown in Figure 2.6.
5.3. Learning and Inference for the Local Model
5.3.1. Efficient Learning Algorithm
Based on the local model Assumption (5.1), there are five parameters to be es-
timated. They are µT , µH , the means of each marginal distribution; σ2T , σ2H the
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marginal variances of temperature and humidity; and their covariance, σ2T,H . In this
section, we are going to present an efficient on-line algorithm to estmate them.
According to Murphy [50], the maximum likelihood estimate (MLE) of a Gaussian
model have a closed form solution:
Result 5.1 (Maximum Likelihood Estimators of a Bivariate Gaussian). Given As-
sumption 5.1, and learning data d1,d2, . . . ,dn, the MLE of the bivariate Gaussian
distribution is
µˆml =
1
n
n∑
i=1
di, (5.3)
Σˆml =
1
n
n∑
i=1
(di − µˆml)(di − µˆml)′ (5.4)
Proof. It can be shown when µ = µˆml, and Σ = Σˆml, L is maximised. See [72] for
a detailed proof.
Recall MLEs are the parameters that maximize the likelihood of the data: i.e.
the parameters that best explain the observation (see Section 2.3.3). In scalar form,
the ML estimators of the local model are:
µˆT = T¯ =
1
n
n∑
i=1
Ti, µˆH = H¯ =
1
n
n∑
i=1
Hi (5.5)
σˆ2T =
1
n
n∑
i=1
(Ti − T¯ )2, σˆ2H =
1
n
n∑
i=1
(Hi − H¯)2, σˆ2T,H =
1
n
n∑
i=1
(Ti − T¯ )(Hi − H¯).
(5.6)
However, based on these definitions, the MLEs cannot be computed in a one-pass
or on-line fashion: for example, the computation of σˆ2T needs to store the complete
temperature data {T1, . . . , Tn} locally, then to compute the mean and the average
of the sum of squares.
To derive the efficient estimation algorithm, we need the following lemma, which
gives alternative recursive definitions of the sample statistics (mean and covariance).
The estimation steps listed in the lemma are adapted from [83]. However, Knuth [83]
only gives an estimation procedure for variance (rather than the more general case,
covariance); and the proof is missing from [83].
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Figure 5.2.: The learnt bivariate Gaussian surface and contour plots. The left fig-
ure shows the bivariate Gaussian density function learnt by the on-line
efficient learning algorithm presented in Theorem 5.2 when real world
sensor data is used as learning data. The two dimensional contour plot
of the density is shown on the right with a scatterplot of the learning
data. Note the negative correlation is successfully captured.
Lemma 5.1 (Recursive Sample Statistics Definition). The sample mean and co-
variance, i.e.
x¯n =
1
n
n∑
i=1
xi c
2(n) = 1
n
n∑
i=1
(xi − x¯n)(yi − y¯n) (5.7)
can be recursively defined as
x¯n = x¯n−1 +
1
n
(xn − x¯n−1), (5.8a)
Cn = Cn−1 + (xn − x¯n)(yn − y¯n−1), (5.8b)
c2(n) = Cn
n
, (5.8c)
where x¯0 = C0 = 0.
Proof. See Section 5.A
Based on Lemma 5.1, the following theorem stating that the ML estimators of a
local Gaussian model can be learnt efficiently is derived. Figure 5.2 presents a learnt
local model based on real world sensor data and learnt by the one-pass algorithm.
Theorem 5.2 (Efficient Model Learning for Local Model). The maximum likeli-
hood estimators µˆml, Σˆml, can be learnt in an on-line fashion with space complexity
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Θ(1), and time complexity Θ(N), where N = |Dn| is the learning data size, via the
following recursive procedure:
∆T ← Tk −mT ;
∆H ← Hk −mH ;
mT ← mT + 1
k
×∆T ;
mH ← mH + 1
k
×∆T ;
ST ← ST + ∆T × (Tk −mT );
SH ← SH + ∆H × (Hk −mH);
CT,H ← CT,H + ∆H × (Tk −mT );
(5.9a)
(5.9b)
(5.9c)
(5.9d)
(5.9e)
(5.9f)
(5.9g)
where Tk, Hk are temperature and humidity sensor readings taken at time k, initially
mT = mH = ST = SH = C := 0, and 1 ≤ k ≤ n. The ML estimators are
µˆT = mT µˆH = mH σˆ2T =
1
n
ST σˆ
2
H =
1
n
SH σˆ
2
(T,H) =
1
n
CT,H . (5.10)
Proof. Equation (5.9) are direct applications of Lemma 5.1.
According to the estimation procedures, once new sensor measurements Tk, Hk
are taken, then mT ,mH , ST , SH , CT,H can be calculated at constant cost by adding
terms involving the observations. Therefore, the time complexity is Θ(N) for a
learning task of N measurements. Throughout the process, only the five variables
are maintained in local memory: no need to store the learning data Dn i.e. the space
complexity is constant, Θ(1).
According to Lemma 5.1 and the above argument, the theorem is proved.
5.3.2. Local Fault Test
In this section, we are going to show how the learnt statistical model can be used to
do fault detection. Two results of multidimensional Gaussian distribution are used.
First, the conditional Gaussian distribution theorem is used to find single variate
data faults. Secondly, multivariate faults are filtered out using the Mahalanobis
Distance Theorem.
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Single Variate Test
The single variate test, or univariate test, requires Result 5.2, which shows how the
conditional distribution of a subset of a multivariate Gaussian random vectors based
on the observations of the rest is computed.
Result 5.2 (Conditional Gaussian Theorem). Let Y =
Y1
Y2
 be distributed as
Np (µ,Σ) with µ =
µ1
µ2
, Σ =
Σ11 Σ12
Σ21 Σ22
 , and |Σ22| > 0. Then the conditional
distribution of Y1, given that Y2 = y2, is still Gaussian and has an conditional
distribution Y1|(Y2 = y2) ∼ Np1(µ1|2,Σ1|2), where
µ1|2 = µ1 + Σ12Σ−122 (y2 − µ2) (5.11)
Σ1|2 = Σ11 −Σ12Σ−122 Σ21. (5.12)
Proof. The conditional density can be calculated based on Bayesian’s theorem:
p(Y1|Y2) = p(Y1,Y2)p(Y2) . Note that marginal distribution of Y2 is still a Gaussian with its
corresponding mean vector and covariance matrix. See [84] for a detailed proof.
According to Result 5.2, we can show that the conditional distribution of tem-
perature T given a humidity observation h is univariate Gaussian distributed, i.e.
T |(H = h) ∼ N
(
µT |H , σ2T |H
)
, where
µT |H = µT +
σ2T,H
σ2H
(H − µH), σ2T |H = σ2T −
(σ2T,H)2
σ2H
. (5.13)
Note the conditional mean is adjusted from the marginal mean µT by a term ac-
counting for the humidity observation and the bivariate correlation. Also note the
conditional variance is always smaller than the original one, i.e. σ2T |H < σ2T , which
means the uncertainty shrinks for this additional piece of evidence. Figure 5.3 demon-
strates this idea graphically using real world sensor data.
Based on the Gaussian identity of the conditional distribution, the test presented
in Theorem 4.4 : case 1 can be reused here to carry out the univariate fault test, i.e.
µT |H + tα,∞
√
σ2T |H < T
∨
µT |H − tα,∞
√
σ2T |H > T, (5.14)
where T is a new temperature observation under test. Note that humidity observa-
tions can be tested as well by switching the conditional and response variables.
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Figure 5.3.: Data fault test via conditional Gaussian distribution. The joint density
is shown as a 2-D contour plot. The black bell shaped curves are the
marginal distributions of the temperature (below) and humidity (right)
respectively. Imagine a humidity observation of 38.8 (%) is sampled,
note the change of the conditional distribution: the mean is switched
to take the negative correlation into account, while the variance shrinks
as a result of the new evidence.
Bivariate Test
Higher dimensional faulty data is more difficult to detect than the univariate case.
For example, as shown in Section 2.2.1, an ensemble of non-faulty single variate data
may still be faulty because of their statistical correlation.
To find multivariate faulty data, we use the following result of a multivariate
Gaussian distribution.
Definition 5.1 (Mahalanobis Distance/Statistical Distance). Let X ∼ Np (µ,Σ)
with |Σ| > 0, for any observation x,
M(x) = (x− µ)′Σ−1(x− µ) (5.15)
is called the Mahalanobis distance of x to µ.
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Result 5.3 (Chi-square Distribution of Mahalanobis Distance). LetX ∼ Np (µ,Σ)
with |Σ| > 0, the Mahalanobis distance of a random sample x is distributed as χ2p,
where χ2p denotes the chi-square distribution with p degrees of freedom.
Proof. See [84] for a sketched proof.
According to Result 5.3, to validate a multivariate observation x, one needs to
first calculate the corresponding Mahalanobis distance according to Equation (5.15);
second, check whether the distance is smaller than a predefined critical value, like
χ2p(0.5) for α = 0.05. If the distance is larger than the critical value, then the
observation should be classified as a fault ensemble, as the probability of observing
a instance as x is smaller than α = 0.05. The test is summarised in the following
theorem.
Theorem 5.3 (Bivariate Fault Test). Let X ∼ Np (µ,Σ) with |Σ| > 0, for an
observation y, if
M(y) > χ2p(α), (5.16)
then
P{d : (d− µ)′Σ−1(d− µ) >M(y)} ≤ α, (5.17)
where χ2p(α) denotes the upper (100α)th percentile of the χ2p distribution.
Proof. The theorem follows from Result 5.3. SinceM(x) ∼ χ2p (by Result 5.3), we
have
P{d : (d− µ)′Σ−1(d− µ) ≤ χ2p(α)} = 1− α; (5.18)
therefore, Equation (5.17) follows directly.
5.3.3. Robust Learning
To make the solution robust to faulty learning data, a learning data filter similar to
the one used in the spatial fault detection Section 4.3.4 is introduced. The filter tests
the current learning data based on the model learnt so far by using the chi-square test
in Theorem 5.3. If the result is negative, then the data entry is incorporated into the
model by Equation (5.9); otherwise, it is discarded as a fault. For the same reason
presented in ?? that a strict chi-square test will over screen benign learning data and
lead to a biased model with underestimated variances, a more conservative critical
value, αlupdate, is used here. To differentiate them, we denote αlftest as the critical
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value used for fault data test in the operational phase. Algorithm 5.1 summarises
the efficient and robust learning algorithm for the local model.
Algorithm 5.1 Robust learning of the local bivariate Gaussian model
Input: Ti, Hi: sensor readings of temperature and humidity observed at i; n ← 0
initially, denoting the current learning data size;
1: if n < Nl then
2: bivariate learning data test via Theorem 5.3 with α = αlupdate
3: if test is positive then
4: discard (Ti, Hi) ensemble
5: else
6: recursively learning model parameters via Theorem 5.2
7: n++
8: end if
9: end if
5.4. Hierarchical Fault Detection
5.4.1. Hierarchical Data Fault Detection
The linear relationship between temperature and humidity, i.e. the local model,
usually changes as the physical world is evolving. Updating the local bivariate model
to track this change is essential. Figure 5.4 shows this graphically: sensor readings
measured at different times, about 8 hours apart, by the same node is plotted
with their fitted model contours imposed. It is obvious that both the marginal
distributions have evolved; for example, the temperature measurement has drifted
from the range of [17.5, 19.2]℃ to [20.0, 21.0]℃. Moreover, the linear correlation
between the two co-variates has also changed: the negative correlation is more
evident. Therefore, a model update mechanism is essential to make the model
adaptive to this temporal physical change.
Instead of updating the local model at some pre-specified frequency – which could
results in either infrequent or unnecessary update – we update it in an on-demand
way by adding an extra layer of fault test. The spatial correlation based fault de-
tection technique introduced in Section 4.1 is reused here to further check a suspect
data entry reported by the tier-one model to make sure it is truly erroneous data
rather than being a honest observation of a turbulent environment. In other words,
the spatial model is leveraged as a reference model in the absence of ground truth so
that genuine physical changes can be correctly captured. More specifically, each data
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Figure 5.5.: Hierarchical fault detection procedure.
is first tested by the local bivariate Gaussian model test via either Equation (5.14)
or Equation (5.17); if the result is positive, the data is sent to its spatial verifiers for
further check. The final decision is made according to the spatial test(s). Note that
if the test result, either the local tier test or the spatial one, is non-faulty, the data
is used to update the local model incrementally according to Equation (5.27). The
test procedures are also summarised in Figure 5.5. Note that the source node needs
to be notified of the second tier test result so that model update can be carried out.
To accommodate this requirement, the spatial validation protocol presented in Sec-
tion 4.5 is modified accordingly. The modified algorithm is listed in Algorithm 5.2.
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Algorithm 5.2 Data validation at a verifier node for hierarchical data fault detec-
tion
Input: msg: a radio message of VrfRadioMsg_t received
Output: Check the contained data and forward the msg accordingly
1: if Packet.isForMe(msg) then
2: (isFault, toUpdate)← dataValidate(msg.sensorData)
. Data test via Theorem 4.4
3: if toUpdate == true then . Include for model update ??
4: updateModel(msg.sensorData) . Model update using Equation (4.22)
5: end if
6: msg.qIndex← msg.qIndex + 1
7: if isFault == true && msg.qIndex < msg.qSize then
. If it is a fault, forward to the next ver-
ifier
8: Packet.destination(msg) ← msg.vrfQueue[msg.qIndex]
9: Packet.send(msg)
10: else . Else flip the flag and send to the sink
11: msg.vrfRst← false
12: Packet.destination(msg) ← {root, msg.sourceId}
13: Packet.send(msg)
14: end if
15: end if
5.4.2. Model Update
An obvious way to update the local model is to discard the current one and to
learn a new model from scratch again. This can be done easily by adding an pre-
specified update threshold: the learning process is triggered when a large number
of consecutive false alarms from the local model are generated (indicating the local
model is stale). Though adaptive, this approach is ad hoc in that it requires a user
specified threshold. More importantly, relearning a new model, which means the
existing information contained in the local model is wasted, is simply not economic
in both energy and information regards.
Instead, we do the model update by incrementally adjusting the existing model.
By the same argument presented in Section 4.4.2, the new observation is added to
the existing model in a time varying manner such that newer data entries are given
higher weights. The model update formula for the mean and the sum of squares are
as follows.
x˜n = x˜n−1 + φ(xn − x˜n−1), (5.19a)
C˜n = (1− φ)C˜n−1 + φ(xn − x˜n)(yn − y˜n−1), (5.19b)
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where 0 < φ < 1 is the smoothing parameter. It has been shown in Section 4.4.2
that
x˜n =
n∑
i=0
wixi, (5.20)
where w0 = (1− φ)n, wi = (1− φ)n−iφ for 1 ≤ i ≤ n. It can be shown in a similar
way [85] that C˜n is a weighted sum of squares, i.e,
C˜n =
n∑
i=0
wi(xn − x˜n)(yn − y˜n). (5.21)
It is not hard to see that the weight decays exponentially by 1 − φ as time goes
back towards so that more recent observations are given relatively higher weights.
And the sum of the weights is always one, i.e. ∑ni=0wi = 1. The normalised sum
makes sure x˜n is an unbiased estimator, i.e. E[x˜n] = E[x¯n] = µx. However, for
variance/covariance, the more accurate and unbiased weighted sample covariance
estimator is actually calculated via the following formula [86]:
c2w(n) =
∑n
i=0wi
(∑ni=0wi)2 −∑ni=0w2i
n∑
i=0
wi(xn − x˜n)(yn − y˜n), (5.22)
The unbiased estimator actually differs from C˜n with an evolving factor. To accom-
modate this change, we derive an efficient estimation procedure, which is summarised
in Theorem 5.4 and stated in Equation (5.27).
Theorem 5.4 (Unbiased time varying weighted covariance estimation). The unbi-
ased weighted covariance estimator shown in Equation (5.22), where w0 = (1− φ)n,
wi = (1 − φ)n−iφ, and 0 < φ < 1, can be calculated by the following recursive
procedures with space complexity Θ(1), and time complexity Θ(N):
a˜n = a˜n−1 ∗ (1− φ)2 (5.23)
C˜n = (1− φ)C˜n−1 + φ(xn − x˜n)(yn − y˜n−1) (5.24)
c2w(n) =
1
M(1− a˜n)C˜n, (5.25)
where x˜n y˜n are calculated via Equation (5.19a), a˜0 = 1 and M =
2(1− φ)
2− φ is a
constant.
Proof. See Section 5.A
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The formula can be simplified even further, as the coefficient 1
M(1− a˜n) in Equa-
tion (5.25) converges to 1
M
quickly as n increases. To see this,
lim
n→∞
1
M(1− a˜n) = limn→∞
1
M(1− (1− φ)2n) =
1
M
.
The convergence follows because 0 < 1−φ < 1. Therefore, as more data is observed,
i.e. n grows, we can stop maintaining an, and apply the following simpler estimation
directly instead of Equation (5.25).
c2w(n) =
1
M
C˜n (5.26)
To summarise, the adaptive model update featuring time varying weights is done,
in matrix notation, through the following recursive procedures:
a˜n ← a˜n−1 ∗ (1− φ)2;
∆← d− µ˜;
Ψ← φ×∆;
µ˜← µ˜+ Ψ;
Φ← (1− φ)× (Φ + ∆ ·ΨT );
(5.27a)
(5.27b)
(5.27c)
(5.27d)
(5.27e)
with the unbiased weighted variance-covariance matrix
Σ˜ = 1
M(1− a˜n)Φ or
= 1
M
Φ when n is large;
(5.28a)
(5.28b)
where d =
Ti
Hi
 is the observation vector, and µ˜ =
µ˜T
µ˜H
 is a 2 × 1 vector whose
elements are the time varying weighted mean estimators for temperature and hu-
midity respectively. And Φ is a 2× 2 matrix whose elements are the corresponding
weighted sum of squares (5.21).
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Table 5.1.: Model variables used in the overhead analysis
Name Description Value Range
Gt A Bernoulli random variable indicating the
ground truth about the ith sensor reading
Gt ∈ {0, 1}
Skt A Bernoulli random variable indicating the
test result of dt from the kth spatial verifier
St ∈ {0, 1}
Lt A Bernoulli random variable indicating the
test result of dt from the local model
Lt ∈ {0, 1}
n The number of qualified verifier nodes for the
source node under consideration
n ≥ 1
Nt A discrete random variable indicating the
number of spatial verification messages in-
curred
1 ≤ Nt ≤ n
NHt A discrete random variable indicating the
number of spatial verification messages in-
curred for the Hybrid Method
1 ≤ Nt ≤ n
N¯SDVt The expected value of Nt, i.e. E[Nt], for SDV NA
N¯HDVt The expected value ofNt, i.e. E[Nt], for HDV NA
pA Test accuracy of spatial verifiers 0 < pA < 1
qA 1− pA 0 < qA < 1
Pf The probability that a sensor reading is a
fault, or the percentage of faults in a data
set
0 ≤ Pf ≤ 1
fTP True positive rate for the local detector 0 ≤ fTP ≤ 1
fFP False positive rate for the local detector 0 ≤ fFP ≤ 1
5.5. Theoretical Overhead Analysis
To better understand the communication cost of the proposed verification protocol,
we model the verification protocol mathematically and show the theoretical result
in the following section.
The following notations are used. Let dt be the sensor reading sampled at t; n
be the number of qualified verifiers for source node j, i.e. n = Vrf(j); Gt ∈ {1, 0}
denotes the ground truth about dt, then Pf = P(Gt = 1) is the probability that
dt is a fault. Note that Pf is the fault rate for a randomly selected sensor data
if independence between samples over t is assumed; Pf can also be viewed as the
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percentage of true faults in a data set. Normally, we would expect a Pf ≤ 5%.
Skt ∈ {1, 0} denotes the test result from spatial verifier k for dt, where 1 ≤ k ≤ n
and the result is either positive 1 or negative 0; pA denotes the detection accuracy
of the spatial models, i.e. the probability the spatial correctly identify the result
is pA = P(St = 1|Gt = 1) = P(St = 0|Gt = 0). For simplicity, we further assume
all the spatial verifiers are independent and have the same detection accuracy, and
index k is dropped to reflect this; a reasonable value for pA should between 0.5 and
1.0, i.e. the spatial verifiers perform better than random guesses. Nt is a discrete
random variable indicating the number of spatial verification messages incurred for
the under test sensor reading dt.
First, we model the pure spatial verification case, i.e. no local model is used and
every sampled sensor reading is sent for spatial verification. We denote the spatial
data validation method as SDV. Given the above assumptions, the objective is to
find the expected number of verification messages incurred for a sensor reading, i.e.
E[Nt]. By conditioning on Gt, we have
N¯SDVt = E[Nt] = E[E[Nt|Gt]]
= E[Nt|Gt = 1]× P(Gt = 1) + E[Nt|Gt = 0]× P(Gt = 0)
= E[Nt|Gt = 1]× Pf + E[Nt|Gt = 0]× (1− Pf ).
According to our protocol, Nt is a random variable whose value ranges from 1 to n,
the size of the verifier set Vrf(j). When Gt = 1, i.e. the data under consideration is
a fault, Nt has the following probability distribution:
P(Nt = i|Gt = 1) =

pi−1A (1− pA) 1 ≤ i ≤ n− 1
pn−1A i = n
0 otherwise.
(5.29)
On the other hand, when Gt = 0, Nt has the following probability distribution:
P(Nt = i|Gt = 1) =

(1− pA)i−1pA 1 ≤ i ≤ n− 1
(1− pA)n−1 i = n
0 otherwise.
(5.30)
The probability distribution can be verified easily based on the specification of
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the protocol. Therefore, we have
E[Nt|Gt = 1] =
n∑
i=1
i× P(Nt = i|G = 1) (5.31)
= (1− pA)(
n−1∑
i=1
i× pi−1A ) + npn−1A (5.32)
= 1− p
n
A
1− pA . (5.33)
And let qA = 1− pA, for symmetry, we have
E[Nt|Gt = 0] = 1− q
n
A
1− qA . (5.34)
Therefore, the expected number of spatial verification messages sent for data dt is
N¯SDVt = E[Nt] =
1− pnA
1− pAPf +
1− qnA
1− qA (1− Pf ). (5.35)
However, when a hierarchical fault detection method is used, only suspect data
filtered out by the local model is sent for spatial validation. We denote the method
as HDV. Let Lt ∈ {1, 0} be the test result of the local model for data di. Then
P(Lt = 1|Gt = 1) = fTP is the true positive rate, and P(Lt = 1|Gt = 0) = fFP
is the false positive rate for the local filter. A sound local filter should have fTP
close to one while fFP close to zero. The corresponding expected number of spatial
verification message instead is
N¯HDVt = E[NHt ] = E[E[NHt |Gt]] = E[NHt |Gt = 1]× Pf + E[NHt |Gt = 0]× (1− Pf )
= Pf
∑
i
E[NHt |Lt = i,Gt = 1]P(Lt = i|Gt = 1)
+ (1− Pf )
∑
i
E[NHt |Lt = i,Gt = 0]P(Lt = i|Gt = 0) (5.36)
= PfE[NHt |Lt = 1,Gt = 1]P(Lt = 1|Gt = 1)
+ (1− Pf )E[NHt |Lt = 1,Gt = 0]P(Lt = 1|Gt = 0) (5.37)
= 1− p
n
A
1− pAPffTP +
1− qnA
1− qA (1− Pf )fFP , (5.38)
where the third equality holds because E[NHt |Lt = 0,Gt = 0] = E[NHt |Lt = 0,Gt =
1] = 0 and the last equality is true because E[NHt |Lt = 1,Gt] = E[Nt|Gt].
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5.5.1. Some simulations
Sample plots of the expected overhead against different combinations of the param-
eters are listed in Figure 5.6. Figure 5.6a shows how the overhead responds when
verifier set size n increases. Logarithm growths can be observed from the figure:
the growth rates converge quickly as n > 2 for all different spatial test accuracies
pA. For example, given spatial verifier detection accuracy of 0.9 and 25 verifiers, the
expected overhead is 1.19 spatial verification messages, which means in average SDV
incurs 1.19 extra message communication per sensor reading. However, in reality,
each source node only has less than 5 verifiers, which means the actual overhead is
even smaller.
To compare HDV and SDV, we plot the assessment results of HDV and SDV
together in Figure 5.6b. Similar converging growth can be observed for HDV: all the
growths are curbed and become flat soon when n increases. Moreover, it is obvious
that HDV manages to reduce the overhead significantly in comparison with SDV.
The reduction is more significant especially for local models with good detection
accuracy. For example, we observe a −15% overhead reduction when fTP = 0.1
and fFP = 0.92, while another HDV with a moderate but better detection accuracy
fTP = 0.9 and fFP = 0.2 manages to reduce over −74.8%.
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Figure 5.6.: Overhead analysis of SDV and HDV against different parameter settings
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Table 5.2.: Program size comparison
RAM (bytes) % of total ROM (bytes) % of total
Without DV 492 4.8% 15860 32.3%
SDV 576 (+17%) 5.6% 20872 (+24%) 42.5%
LDV 546 (+11.0%) 5.3% 21432 (+35.1%) 43.6%
HDV 600 (+22.0%) 5.8% 22108 (+39.4%) 45.0%
5.6. Evaluation
We evaluate the solutions by both real world implementation and numerical sim-
ulations. To show the solution is a feasible algorithm for real world sensors, we
implement and deploy it to TMote Sky sensor nodes [4]. We also compare the
performance of the proposed solutions with other existing solutions in literature.
5.6.1. Implementation
Both the standalone local filter solution (LDV) and hierarchical solution (HDV)
are implemented. Table 5.2 reports the footprints of the proposed solutions. Spatial
model based data validation method (SDV) introduced in the previous section is also
listed. It is clear that all the three solutions occupies only small amounts of RAM
and ROM. The increase of HDV over standalone SDV and LDV is also minimum.
It has been shown in Section 4.6 that the program size of SDV is insensitive to the
growth of spatial verifiers (see Figure 4.8 for more details). As HDV is based on
SDV, the result applies to HDV as well.
5.6.2. Simulation Results
Three simulations focusing on different angles are done to give a comprehensive
assessment of the solution. First, we inject artificially created sensor faults to cleaned
sensor data. The sensor data used is collected by a local deployment with 6 TMote
sky nodes. The nodes were deployed at an office setting over a period of 12 hours.
The sensor data was carefully checked and cleaned by visual inspection. Second, to
see the effect of the solution in a real world situation, we apply HDV directly to
the real world sensor data collected in Sensorscope project [44]. The data, widely
known as the LUCE deployment data, measuring key environmental quantities in
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Table 5.3.: A summary of parameters for fault detection with local bivaraite Gaus-
sian model
Name Description Value
User
Controlled
Nl Learning data size 500
αlftest Significance level set for data validation
test
0.25%
αlupdate Significance level set for selected update
test
0.05%
φ Decaying parameter set for time varying
parameter update
0.3
Ti, Hi Sensor readings of temperature and hu-
midity observed at i
d The ensemble of (Ti, Hi)
µ,Σ The mean, and variance of the local bivari-
ate Gaussian model, see Assumption 5.1
µˆT , µˆH The ML estimators of µ
σˆ2T , σˆ
2
H , σˆ
2
T,H The ML estimators of Σ
µˆT |H , σ2T |H The conditiol mean and variance of tem-
perature given humidity readings
Dn A collection of data: (d1,d2, . . . ,dn)T
Cn Sum of squares with respect to sample
means Cn =
∑n
t=1(xt − x¯n)(yt − y¯n)
c2(n) The mean of Cn, i.e. ML estimator of vari-
ances covariances
c2w(n) Unbiased estimator of weighted variances
covariances
M(d) Mahalanobis distance of observation d to
its mean µ
an outdoor environment (on the EPFL campus) in 2006. Third, we further assess
the solution regarding its robust learning feature and time varying adaptiveness
feature. Table 5.3 summarises the relevant user controlled parameters used for the
simulations.
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Table 5.4.: Simulation results of detection accuracy for SDV
SHORT CONST. NOISE DRIFT
CASE 1 Sensitivity 1.0 (±0.0) 1.0 (±0.0) 0.958 (±0.022) 1.0 (±0.0)
Specificity 1.0 (±0.0) 1.0 (±0.0) 0.999 (±0.0) 1.0 (±0.0)
CASE 2 Sensitivity 0.999 (±0.001) 1.0 (±0.001) 0.952 (±0.011) 1.0 (±0.0)
Specificity 0.996 (±0.005) 0.993 (±0.011) 0.964 (±0.045) 0.995 (±0.009)
Table 5.5.: Simulation results of detection accuracy for HDV
SHORT CONST. NOISE DRIFT
CASE 1
Sensitivity 1.0 (±0.0) 1.0 (±0.0) 0.957 (±0.021) 1.0 (±0.0)
Specificity 0.998 (±0.0) 0.998 (±0.0) 0.997 (±0.005) 0.998 (±0.0)
V.Msg.# 2549 (26.8%) 2552 (26.9%) 2458 (25.9%) 2556 (26.9%)
CASE 2
Sensitivity 0.999 (±0.001) 1.0 (±0.001) 0.956 (±0.017) 1.0 (±0.0)
Specificity 0.995 (±0.005) 0.996 (±0.006) 0.979 (±0.033) 0.993 (±0.01)
V.Msg.# 4926 (51.9%) 3741 (39.4%) 3937 (41.4%) 3455 (36.4%)
On artificially injected faults
Two scenarios are considered.
Case 1 Faults are only injected into temperature readings in the source node.
Case 2 Faults are injected to both the co-variates in source node as well as the
verifiers’.
The fault models and model parameters introduced in Section 4.6 are reused here. Ta-
ble 5.5 reports the simulation results for both cases. The results reported are av-
erages over 20 independent runs, while the number in the brackets for sensitivity
and specificity entries are the associated standard deviations. Apart from sensitivity
and specificity, the number of messages sent for spatial verification for HDV are also
reported. The percentages listed in the adjacent brackets are the ratios between
these numbers over their SDV counterparts. For comparison, we list the simulation
results for SDV under the same setting in Table 5.4 and also put them together in
bar charts in Figure 5.7.
It is not hard to see that both SDV and HDV have excellent detection rates for
SHORT, CONSTANT, and DRIFT faults: they achieve good fault detection rates
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(high sensitivity) but also low false positive rates (high specificity). The NOISE
faults are not as well recognised as the others probably because some injected Gaus-
sian white noises are not deviating enough from good readings to be classified as
faults. The bar charts in Figure 5.7 further demonstrates the differences between
HDV and SDV on sensitivity and specificity are minimal.
While achieving the same detection accuracy as SDV, HDV, however, has smaller
overhead for spatial verification: HDV significantly reduces the amount of communi-
cation used for spatial data validation. As already shown analytically in Section 5.5
that HDV helps alleviate spatial verification burden, the simulation results on real
world sensor data further confirm this theoretical claim, as shown in Figure 5.7c
and Table 5.5. For example, for scenario one, HDV in average reduces the overhead
around −75% in comparison with SDV, which happens to agree with our analytical
assessment result.
On real world sensor data directly
We apply HDV on real world sensor data directly to see how it works on real sensor
faults. The result is shown in Figure 5.8. The top sub-figure is the original sensor
readings, and the middle frame shows the sensor readings after faults are removed
by HDV, while the bottom figure combines them together. After applying HDV,
the middle frame has a smoother and clear sensor reading plot. It is clear that HDV
effectively removes almost all the faults from the original sensor data. Interestingly,
HDV also removes sensor readings around time index 8000 (under green shadow).
Although not as erroneous as other short faults, these sensor readings are abnormal
given its temporal context in that the readings suddenly dropped around 5 ℃;
moreover, this sudden change cannot be confirmed by its spatial verifiers. Without
concrete ground truth, it is impossible to tell whether they are true positives or false
alarms. However, it is evident that HDV is capable of finding out not only trivial
superficial faults but also delicate “faults” buried under the surface.
Evaluation on robust learning
The robust learning feature of HDV is assessed by injecting faults into the local
learning data. Like scenario 2, faults are injected into both the co-variates. We as-
sess the results in two ways. First, we check whether the robust learning algorithm
in Algorithm 5.1 can learn accurate local models even with the presence of noises in
the learning data. Apart from the local office data, another data set collected in the
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Figure 5.7.: Comparison of sensitivity, specificity and the number of spatial valida-
tion messages sent of SDV and HDV for both cases.
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Figure 5.8.: Application of the proposed fault detector on real sensor data
Intel Berkeley Research lab [1] is also used. Table 5.6 reports the simulation results.
It is clear that Algorithm 5.1 manages to learn accurate models when the learning
data is clean (the difference between robust learnt model and reference ML estima-
tors are insignificant). After injecting faults, however, the ML. estimators deviate
significantly from the reference results, while our proposed learning algorithm still
performs well: only small deviations from the reference model.
Second, we further assess the robustness by checking the effect of erroneous learn-
ing data on the resulting detection accuracy. We compare HDV with another data
validation method PLA [43] with both clean learning data and faulty learning data
to see whether the validation methods can resist the negative effect of noisy learn-
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Table 5.6.: Evaluation of the robust learning algorithm
Clean L. Data Faulty L. Data
Ref E. Robust E. ML E. Robust E.
Office
Data
µ1(×101) 2.41 2.41 (< 0.01%) 2.65 (10.0%) 2.41 (< 0.01%)
µ2(×101) 3.43 3.43 (< 0.01%) 3.71 (8.05%) 3.43 (0.01%)
σ1(×10−3) 4.54 4.55 (0.15%) 3.09× 105 ( 100%) 4.77 (5.0%)
σ2(×10−1) 1.06 1.06 (0.17%) 5.06× 103 ( 100%) 1.10 (4.04%)
σ1,2(×10−2) -1.63 -1.65 (0.98%) −5.87× 102 ( 100%) -1.73 (6.01%)
Lab.
Data
µ1(×101) 1.85 1.84 (0.05%) 2.28 (23.4%) 1.84 (0.13%)
µ2(×101) 3.90 3.90 (0.01%) 4.41 (13.16%) 3.90 (< 0.01%)
σ1(×10−1) 1.90 1.88 (1.02%) 4.08× 103 ( 100%) 1.86 (1.81%)
σ2(×10−2) 1.18 1.11 (6.25%) 1.04× 105 ( 100%) 1.25 (5.24%)
σ1,2(×10−2) -3.65 -3.50 (4.19%) −2.34× 103 ( 100%) -3.82 (4.43%)
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Figure 5.9.: Comparison with PLA with clean and faulty learning data
ing data. Besides sensitivity and specificity, another two comparison metrics are
reported here. Metric a. evaluates the overall detection accuracy of a detection
method. It calculates the percentage of correctly identified positives and negatives.
F-measure is another widely used accuracy measurement for binary tests. Both
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Table 5.7.: Robust learning effect
Sensitivity Specificity Metric a. F-measure
PLA 0.929 0.801 0.814 0.513
Clean Learning Data
HDV 0.988 0.999 0.998 0.884
PLA 0.211 1.0 0.917 (↑ 12.7%) 0.348 (↓ 32.2%)
Faulty Learning Data
HDV 0.973 0.971 0.971 (↓ 2.7%) 0.877 (↓ 0.7%)
measurements range from 0 to 1, with 1 indicating the best possible performance.
The definition of these two metrics are listed in Equation (5.39). Table 5.7 and Fig-
ure 5.9 report the comparison results. It is clear that both PLA and HDV manage to
achieve good results when noise free learning data is given, although PLA generates
more false positives than HDV (lower specificity). However, when faulty learning
data is supplied, according to the bar charts in Figure 5.9, significant performance
degradations/turbulence can be observed for PLA while the noise hardly affect HDV
(the differences between the green bars are minimal while the red bars change sig-
nificantly for all the four metrics).
Metric a. = TP + TNP + N (5.39a)
F-measure = 2TP2TP + FP + FN (5.39b)
Adaptiveness feature of HDV
In this section, we show how HDV adapts itself to the changing physical environment
via the time varying weighted update introduced in Section 5.4.2 and see how the
update affect the test performance.
Figure 5.10 shows the first half of the sensor reading from the SensorScope de-
ployment [44]. The black line shows the original sensor data, while the red and blue
lines are the associated µt estimators from the local model learnt/updated via the
time varying weighted update method Equation (5.27) and normal ML. sequential
estimation Equation (5.9) respectively. It is obvious that the red line evolves closely
with the sensor data while the blue one converges to the global average quickly. The
consequence is time varying update makes sure the model adaptive to the physical
temporal changes so that delicate local faults can be found out.
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Figure 5.11.: The effect of the time varying parameter estimation: sensitivity to
randomly shuﬄed data
To show this, we randomly shuﬄe the sensor data with different time gaps, i.e. we
randomly pick data entries and swap them with other readings which are sampled
with a predefined time difference (either earlier or later). We then supply the mod-
ified data to HDV with and without the time varying weighted update. The result
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is shown in Figure 5.11. It is obvious that as the shuﬄe gap grows, the detection
gets more sensitive to the ’faults’. This result is intuitive: as the shuﬄe gap gets
small, the shuﬄed sensor readings become more similar (due to the temporal cor-
relation Section 2.2.1); which leads to poor detection rates. However, the adaptive
HDV with time varying weighted update outperforms its inadaptive counterpart for
all the four gaps. And even for the small gap of 10 minutes, HDV still can discover
around 80% of the shuﬄed data.
5.7. Conclusion
In this chapter, another fault detection method, HDV, is introduced. The pro-
posed detectors find sensor data fault based on different statistical features of real
world sensor data. SDV makes use of the spatial correlation among sensor readings
while HDV exploits not only the spatial but local inter-attribute correlation. Both
methods are light weight in that the relevant statistical models can be learnt in
an on-line sequential manner with no local storage of the learning data. The com-
putational and storage efficiency is achieved with the help of Bayesian sequential
learning method but more importantly the simple but effective “iid” assumption
(note that both the spatial model assumption 4.1 and local model assumption 5.1
state that the sensor data are identical and independently distributed with some
relevant parametric models). Experiments results show that the assumption, that
might be oversimplified for real sensor data modelling, however, serves the end of
fault detection very well: both methods achieve excellent fault detection rates. In
other words, the assumption models leave a great amount of details behind but still
provide us a decent model to solve the fault detection problem. Indeed, the two
methods embody the famous quote by George Box that “all models are wrong, but
some are useful.”
In the next part of the thesis (Part III), the focus of the thesis moves to energy
efficient data collection. A overview of data collection techniques is presented first.
Two new techniques which employ two related statistical models are introduced.
The techniques combine energy efficient data collection method with fault detection
together so that energy conservation and data reliability can be achieved at the
same time. To achieve this, we need to expand the iid assumption to embrace the
temporal correlation into our statistical model so that the temporal correlation can
be fully used to help forecast future sensor series.
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Appendix 5.A Some Proofs
Proof of Lemma 5.1
Proof. We first prove Equation (5.8a):
R.H.S = 1
n
(nµ¯n−1 + en − µ¯n−1) (5.40)
= 1
n
(
n−1∑
i=1
ei + en) (5.41)
= L.H.S. (5.42)
To prove the recursive definition of the sample covariance, we only need to show
the recursive definition in Equation (5.8b) is equivalent to
Cn =
n∑
t=1
(xt − x¯n)(yt − y¯n) (5.43)
First note that Equation (5.43) can be rewritten as
Cn =
n∑
t=1
xtyt +
n∑
i=1
x¯ny¯n −
n∑
i=1
xiy¯n −
n∑
i=1
x¯nyt (5.44)
=
n∑
t=1
xtyt − nx¯ny¯n, (5.45)
then we have
Cn − Cn−1 =
n∑
t=1
xtyt − nx¯ny¯n − (
n−1∑
t=1
xtyt − (n− 1)x¯n−1y¯n−1)) (5.46)
= xnyn − nx¯ny¯n + (n− 1)x¯n−1y¯n−1 (5.47)
= xnyn − x¯n
n∑
t=1
yt + x¯n−1
n−1∑
t=1
yt (5.48)
= xnyn − (x¯n
n−1∑
t=1
yt + x¯nyn) + x¯n−1
n−1∑
t=1
yt (5.49)
= xnyn − (
n−1∑
t=1
yt)(x¯n − x¯n−1)− x¯nyn (5.50)
= xnyn − y¯n−1(n− 1)(x¯n − x¯n−1)− x¯nyn (5.51)
= xnyn − y¯n−1(xn − x¯n)− x¯nyn (5.52)
= xnyn − xny¯n−1 − x¯nyn + y¯n−1x¯n (5.53)
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= (xn − x¯n)(yn − y¯n−1), (5.54)
which is equivalent to the recursive definition. Note that Equation (5.52)) follows
because
(n− 1)(x¯n − x¯n−1) = n(x¯n − x¯n−1)− x¯n + x¯n−1
= nx¯n − (n− 1 + 1)x¯n−1 − x¯n + x¯n−1
=
∑n
t=1 xt −
∑n−1
t=1 xt − x¯n−1 − x¯n + x¯n−1
= xn − x¯n
Proof of Theorem 5.4
Proof. The space and time complexity analysis can be shown in the same way as The-
orem 4.1.
It has been shown in (4.24) that ∑ni=0wi = 1, by (5.21) and (5.22), we have
c2w(n) =
1
1−∑ni=0w2i
n∑
i=0
wi(xn − x˜n)(yn − y˜n) = 11−∑ni=0w2i C˜n.
Therefore, to prove the theorem, we only needs to show
1
M(1− a˜n) =
1
1−∑ni=0w2i or M(1− a˜n) = 1−
n∑
i=0
w2i (5.55)
For simplicity, let a = 1− φ, and we have 0 < a < 1.
1−
n∑
i=0
w2i = 1−
(
w20 +
n∑
i=1
w2i
)
= 1−
(
a2n + (1− a)2
n∑
i=1
a2n−2i
)
= 1−
(
a2n + (1− a)2 1− a
2n
1− a2
)
= 1−
(
(1− a)2
1− a2 +
1− a2 − (1− a)2
1− a2 a
2n
)
= 1− 1− a1 + a −
2a
1 + aa
2n
= 2a1 + a(1− a
2n) = 2(1− φ)2− φ (1− (1− φ)
2n)
= M(1− (1− φ)2n).
Based on the recursive definition of a˜n, it can be easily verified that a˜n = (1−φ)2n.
According to the above, (5.55) is proved.
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Chapter 6.
Energy Efficient Data Collection: An
Overview
6.1. Introduction
WSNs do not only suffer from inaccurate data sampling: energy is another prob-
lem which hinders widespread commercial and scientific use. Sensor nodes, mostly
supported by non-rechargeable batteries, are energy hungry. This is especially a con-
cern for outdoor monitoring applications, where sensor nodes are left unattended
in remote areas and expected to operate actively until the mission is done. For
such applications, once deployed, replacing flat batteries manually is not feasible.
Therefore, prolonging the lifetime of sensor nodes is an important research question
for the WSN research community.
It has been widely believed that most of energy for WSN deployments is consumed
for inter-node communications (see Section 2.1.2 for details). More specifically, for
monitoring applications, sensor nodes spend most of their energy in reporting or
relaying sampled data back to the sink. Therefore, to prolong battery life, an energy
efficient data collection method that suppresses the inter-node communication is
required.
In this part of the thesis, we switch the focus from data reliability to energy
efficiency. We assume the user can specify her desired precision requirement for the
collected sensor data. The precision requirement is denoted by ; and it basically
specifies the maximum absolute difference allowed between the actual sensor data
and the data received/recovered at the sink. Formally, the requirement is equivalent
to test
|d˜i − di| < , i = 1, . . . , N, (6.1)
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where di is the actual sampled data, d˜i is the recovered data at the sink; as long as
the absolute difference is within the allowed error band , the data entry is considered
satisfactory.
The aim of this part of thesis is to develop data collection algorithms that are en-
ergy efficient but also can meet users’ data precision requirement. Again, statistical
models are used to solve the problem. Two solutions making use of two statisti-
cal models, Hidden Markov Models, and Dynamical Linear Models, are proposed
in Chapters 7 and 8 respectively.
6.2. Related Works
In this section, we present the state-of-art on energy efficient data collection for
WSNs. The solutions are classified into three paradigms: model-based solution,
in-network aggregation, and adaptive sampling. They solve the energy conservation
problem from different angles.
6.2.1. Model Based Data Collection
Model based solution is a very wide category that includes all data collection frame-
works that employ a model to improve energy efficiency. The paradigm can be
subdivided into two classes based on where the model is maintained. When the
model is only kept at the sink, the solution belongs to centralised modelling class;
on the other hand, solutions keeping models in network are the second case.
Methods from the first category include [87, 88]. The idea is to form a model (for
example, a multivariate Gaussian model) of the sensor measurements at the base
station first, and then by querying the model instead of requesting all raw sensor data
from the network, energy is saved. However, centralised solutions usually require
a learning phase in which all sensor data needs to be gathered at the sink to train
the model, which itself is not energy efficient. Moreover, they suffer from scalability
problem and also is subject to single point failure. Therefore, we focus our attention
on the second class.
In-network Modelling
This paradigm is also called replicated models solution in which models are kept both
in the network and at the sink. Probabilistic Adaptable Query System (PAQ) [64]
exemplifies this approach well. The solution employs a classic time series model
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called autoregressive model (AR):
Xt = φ1 ×Xt−1 + φ2 ×Xt−1 + . . .+ φp ×Xt−p + εt, (6.2)
where εt are zero-mean Gaussian noise and φ = {φ1, φ2, . . . , φq} are the model pa-
rameters. An AR model simply relates the current sensor reading Xt to its past q
historic readings {Xt−1, Xt−2, . . . , Xt−q}. The model parameters φ can be fitted by
the least squares method [89]. Symmetric AR models are maintained at both the
sink and the distributed nodes. AR model can be queried to predict future sensor
reading. Therefore, when the sink is queried, the embedded AR model can be used
to supply future prediction as the requested sensor data as long as the prediction
falls within a pre-specified error band. When local sensor data exceeds the error
boundary, meaning the model is stale, the node will recompute a AR model and
update the model to the sink. Note that during the whole data collection phase,
no raw sensor data is transferred but only the corresponding learnt AR model pa-
rameters φ. The solution significantly reduces message communication according
to the simulation result [64]. Le Borgne et al. [90] further improves the solution by
introducing an adaptive model selection step. The enhancement can automatically
pick the most appropriate AR model (by specifying the order q) such that energy
saving is maximised. However, two problems are associated with PAQ. First, the
least square fitting, although can be calculated in closed form by matrix arithmetic,
the computation requires the complete set of learning data to be stored first, which
incurs frequent flash memory access (when learning data size is big). More impor-
tantly, AR model targets at stationary time series [64], which is not the case for
sensor data.
To resolve the non-stationarity issue, ARIMA models are used instead of AR
by [91, 65]. ARIMA is an enriched model which achieves non-stationary modelling
by introducing an integration term [92, 93]. In detail, an ARIMA model consists of
three terms: the auto-regressive (AR), the moving average (MA), and an optional
integration term (I). The MA term captures the influence of random “shocks” to
the model. The I term makes the process stationary by differencing the original
data series. A first-order differencing of data series Xt, for example, is defined
as X1t = Xt − Xt−1. We use the notation ARIMA(p, d, q) to define a data series
modelled by a ARIMA model with p-lagged historic data entries, q most recent
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random shocks, and d-order difference:
Xdt = φ1 ×Xdt−1 + . . .+ φp ×Xdt−p + εt + θ1 × εt−1 + . . .+ θq × εt−q (6.3)
Although the enriched model can provide better predictions, the model cannot be
learnt by a closed form solution. Therefore, an additional learning phase is required
in which learning data needs to be gathered at the sink first and, after model is
learnt, the model parameters are sent back to the nodes. Note that when the
model is stale, the whole learning process has to repeat again. Moreover, ARIMA
prediction is more complicated than AR due to the integration term: prediction
on original flat data cannot be obtained directly but needs to be restored from the
ARIMA predictions by adding back the d−order differences.
6.2.2. In-network Aggregation
In-network aggregation is a category of data collection frameworks where sensor
data from different sources is processed in networking nodes while relaying back
to the sink. The techniques are tightly coupled with how data is sampled at the
sensor nodes as well as how packets are routed through the network, and have a
significant impact on network efficiency [94]. For instance, energy efficiency for the
methods are usually achieved differently based on the employed routing protocol
or the networking topology. For a tree based topology (see Section 2.1), when raw
sensor data are received by an intermediate relay node, the node can append its
sensor reading to the received packet and send the new data to the sink instead.
Note that the total number of packets transmitted in this case is reduced. However,
for cluster based network (Figure 2.1), better efficiency can be achieved by, for
example, making use of the spatial correlation among cluster members. Next, we
survey aggregation methods based on the network topology.
Tree Based
For the tree-based solutions, a spanning tree routed at the sink is established first.
Sensor data collected at leaf nodes flows level by level towards the root; during the
forwarding process, data aggregation can be performed. Simple aggregation oper-
ations include SUM, MAX, MIN, and AVERAGE. By aggregation, data communi-
cation will be significantly suppressed. However, data resolution will be affected as
the original data usually cannot be recovered at the sink. Another approach, called
in-network aggregation without size reduction [94], in which the relaying node ap-
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(a) Tree-based Routing (b) Level-based routing and Power management
with TAG (source [95])
Figure 6.1.: Tree based routing and how TAG saves energy by schedule management.
pend its data to the relaying packet, can preserve data resolution while reducing
communication effort.
Energy efficiency can be further improved by proper schedule management. The
Tiny AGgregation (TAG) [95] is such an approach. Figure 6.1(a) shows a routing
tree. TAG achieves energy efficiency by synchronizing children and parent nodes’
radio schedule. As shown in Figure 6.1(b), a sensing epoch is divided into several
slots (equal to the depth of the tree). Each child node and its parent node switch on
their radio at the same time slot, during which sensor data is transferred upwards in
the tree. The child node then may switch off its radio and remain in standby stage
until next epoch. The rest of the network apply the same technique to forward
the data to the sink. The goal of this scheduling mechanism is to minimize the
amount of time that nodes spend in powering-on state and maximise the time spent
on standby mode. However, the solution needs a mechanism to synchronize each
nodes’ clock which is a significant overhead especially for a large scale network.
TiNA [96] is an enhancement of TAG that introduces temporal correlation into
the energy saving technique. The solution believes leaf nodes (or any source node
in the tree) do not need to send every data they sample to their parents due to
the temporal correlation. A user specified parameter tct is introduced to facilitate
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a local test: |Xt+1 −Xt|
Xt+1
> tct. (6.4)
Only sensor reading passes the test needs to be sent. Intuitively, the test checks
whether the new reading Xt+1 differs over tct × 100% of the old one. Parent node
can use the cached reading for the corresponding child node when the new data is
not received. The test is very straightforward but ad hoc. Different environmental
attributes clearly have different evolving patterns, and specifying problem-dependent
tct is not trivial. A miss-specified tct will lead to interesting new data being ignored.
TiNA also introduce a mechanism to deal with dead nodes. Each children node is
required to send a heartbeat message to its parent at a regular base. A dead node
will be excluded from the data aggregation.
Instead of aggregating simple summary statistics like SUM, MAX, several meth-
ods have been proposed to aggregate data based on mathematical models. For
example, [97] presents a distributed regression method in which data is aggregated
based on the linear regression result. Le Borgne et al. [98] investigates an aggrega-
tion method via Principal Component Analysis (PCA). PCA is a classic statistical
data analysis technique which is widely used to reduce the dimensionality of the
data [72]. The idea is to find a new set of basis vectors that are parallel to the
eigenvectors of the data matrix. The new basis vectors can then be sorted such that
the most valuable information can be contained by only a subset of the new basis
vectors [84]. In other words, the data is projected into a lower dimensional subspace
while the most possible variation is retained. It is shown that the PCA projection
can be computed in a distributed manner with an aggregation service provided the
new basis vectors are known (eigenvectors of the data matrix) [98].
Note that all the solutions presented so far only work with tree structured topol-
ogy, and they generally cannot be adapted to other topologies. However, tree-based
techniques suffer from single-point failures even remedies like heartbeat message [96]
is used: any node’s failure might lead to a collapse of the whole routing sub-tree
beneath it.
Cluster Based
Another popular routing mechanism employs a cluster-based topology. Low-Energy
Adaptive Clustering Hierarchy (LEACH), for example, is an in-network aggregation
solution based on this topology. LEACH consists of two separate phases: set-up
phase and steady state phase. During the set up phase, clusters based on signal
strength are formed in a self-organizing way. More specifically, each node self nom-
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Figure 6.2.: LEACH data collection based on clustering.
inates itself as cluster head (CH) and surrounding nodes join them based on the
signal strength. Afterwards, in the steady state phase (see Figure 6.2), all source
nodes send their data to their cluster heads according to a consensus schedule es-
tablished earlier at the set-up stage. The data collection uses a TDMA protocol
to ensure that there are no collisions among cluster members, which saves energy
and time. Cluster members may switch to a sleeping mode until the next TDMA
transmission slot to further reduce energy. The data received at the cluster heads
are sent to the sink via a single direct transmission (dashed arrows in Figure 6.2).
Adaptive Sampling Approach to Data Collection (ASAP) [68] is a similar cluster-
based solution, which forms clusters not only based on spatial distance but on simi-
larity of sensor readings. Therefore, each cluster consists of spatial correlated sensor
nodes. Energy can be saved by dividing the sampling workload among cluster mem-
bers. Specifically, each cluster (formed based on hop distance and data correlation)
is further divided into several sub-clusters. At each time instance, only one node
from each sub-cluster needs to sample the environment. The probabilistic models,
formed within each sub-cluster and capturing both the spatial correlation in the
sub-cluster, are sent together with the sampled data to the sink. The sink may
recover the missing data by using the model. ASAP incurs significant overhead at
the cluster headers which are responsible of constructing sub-clusters and electing
samplers. The average lifetime might not be extended as expected as head nodes
tend to deplete their energy faster.
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6.2.3. Adaptive Sampling
All the methods discussed so far achieve energy efficiency by suppressing commu-
nication. However, another paradigm of algorithms that solve the problem by sup-
pressing sensing are also popular. As pointed out by Alippi et al.[99], the energy
spent on sensing is comparable to other intensive sensor activities including RF
communication. However, blindly reducing sensing will lead to insufficient samples,
which in turn results in inadequate data collection.
Adaptive sampling is a method that determines sampling policies based on the
evolving physical phenomenon such that both the energy and sampling resolution
requirements are met. Sampling policies generally specify a node’s sampling rate, or
sampling frequency (how often a node needs to sense during a period) and sampling
schedule (when to take the next sample). Depending on where the sampling policy
is decided, the solutions can be categorized into centralised and distributed class.
Clearly, distributed solutions are more scalable and robust. For centralised sampling
scheduler, a single point failure will lead to a whole network scale problem: without
being informed the schedule policy, the nodes cannot function properly. Therefore,
we focus on distributed adaptive sampling methods here.
Fisher Information Criteria & Gaussian Process Regression
An decentralised adaptive sampling control method is proposed in [100] where Fisher
Information Measure and Gaussian process regression are used. The problem can
be stated as follows. First, a sampling day is divided into w equal-length slots,
H = {1, . . . , w}. A sensor node needs to determine the sampling rates Alloc =
{at,∀ t ∈ H}. To simplify the problem, sampling rate at can only be selected from
a pre-specified sampling rate set C, i.e. at ∈ C, ∀ t ∈ H.
Intuitively, the sampling policy Alloc should be selected such that the future
samples collected according to it will contain the most valuable information (subject
to certain energy constraints). Fisher Information Metric coupled with Gaussian
process regression can provide such a measure. Assume, given a period T , the
physical process can be represented by a distribution with mean, µˆ(t), and variance
σˆ2(t), then the mean Fisher information over T is given by:
FI = 1
T
∫
T
1
σˆ2(t)dt.
The distribution parameters µˆ(t), σˆ2(t) can be learnt in a supervised way by Gaus-
sian process regression together with an correctly specified covariance function [101].
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FI is an integration of the inverse of σˆ2(t); therefore, when we are very certain about
a phenomenon (equivalent to models with smaller variances), the information gain
is large even the samples are sparse. Simulation results show that the solution in-
crease the value of information gathered by approximately 83% per day compared
with non adaptive benchmark [100].
However, it is worthwhile to note that the solution targets at a specific application,
FLOODNET [102], with specialised sensor mote hardware. The nodes are BitsyX
Single Board Computers with Intel’s PXA255 32-bit CPU [103], which have RAM
up to 138 MB (10 MB for TelosB) and CPU speed up to 400 MHz (8 MHz for
TelosB). Furthermore, each distributed node is equipped with a rechargeable battery
and a solar panel so that solar energy can be harvested. The nodes are actually
full-featured single board computers rather than resource constrained sensor nodes.
Due to this advantage, computational expensive algorithms like Gaussian process
regression can be used.
Moreover, recall a Gaussian process regression cannot be learnt without specifying
an appropriate covariance function. Sadly, there is no formal algorithm to select the
function automatically [104], which means the solution cannot be operated without
human intervention. The information based solution only uses the variance but
ignores the estimate µˆ(t) (FI calculation is independent of the mean estimator),
which wastes the regression result. Another hidden loophole is that the solution
plans future sampling policies purely based on historic data, which violates the
non-stationarity assumption for sensor data.
Other similar solutions include [105], where the author presents a utility-based
adaptive sampling solution. The solution models evolving sensor data as a piecewise
linear function, and by using the function to determine in real-time the next sampling
rate. The linear function can be learnt by ordinary least square (OLS) which,
however, requires local storage of the learning data and also the OLS calculation
involves matrix manipulations of complexity O(N3), where N is the size of learning
data.
6.3. Summary
Related works on energy conservation techniques are presented into three categories:
model-based, in-network aggregation and adaptive sampling.
Model Based The solution employs mathematical models to facilitate data collec-
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tion. The models are usually used to predict future (like PAQ [64]) or missing
data [87, 88].
In-network Aggregation The solution compress communication by processing raw
sensor data in-network. The distribute nature fit WSN context well. However,
the solutions are tightly coupled with their routing protocols, i.e. tree-based
solutions cannot be applied to cluster-based deployment, and vice verca. The
solutions presented in Chapters 7 and 8, however, have no specific topology
requirement.
Adaptive Sampling The solution typically uses information theory methods to value
future possible sampling points, and enforces sensor nodes to only sample the
informative data. However, the predictive information evaluation is not com-
putational feasible for common low-end WSN motes.
In terms of energy saving techniques, the surveyed solution mainly employ the
following three: suppressing communication, duty-cycle switch, and suppressing
sampling rate or any combination of the above. For example, the model based
solutions surveyed save energy by querying existing models at the sink instead of
data communication, which is the first method. TAG, for example, saves energy by
making sure the deployed nodes follow on/off schedules. Most methods surveyed
in Section 6.2.3 follow the third case. Note some of the solutions may use more
than one technique. For instance, ASAP achieves the goal by both employing a
model and assigning coordinated schedules among nodes. In the next two chapters,
the data collection methods with low energy consumption are presented. They em-
ploy two related statistical models but both achieve good data accuracy and energy
efficiency.
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Data Collection with Hidden Markov
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7.1. Introduction
Data faults and energy efficiency are two main concerns facing WSNs. However,
traditionally, they are addressed separately. Existing sensor fault detection methods
do not care how the data is collected and whether the collection is energy-efficient or
not. Conversely, energy-efficient data collection methods usually assume the validity
of sensor data and so do not incorporate sensor fault detection into their collection
method. In reality, these two problems both coexist. To achieve energy-efficient,
minimum-error data collection, we require a solution combining fault detection and
energy-aware data collection.
In this chapter, we propose such a data collection framework, in which the two
problems – energy and data reliability – are addressed together in an integrated way.
The proposed solution can not only collect data in an energy efficient way but also
can filter out faulty data at the same time.
A statistical model, Hidden Markov Models (HMMs), is behind the solution.
Comparing with the models used for the fault detection purpose, HMM is more
elaborate. It can accommodate the extra inference demands for data collection. We
show how to learn, embed, and exploit HMMs in a WSN deployment.
In the rest of this chapter, we first give a brief introduction to HMMs. Secondly, we
present the proposed solution. We evaluate the solution and report the experimental
results in the section followed.
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7.2. Hidden Markov Models
The Hidden Markov Model is a renowned statistical model of great practical value.
It is widely applied to learning problems, which include speech recognition [106,
107], activity recognition [108, 109], gene finding [110], and on-line handwriting
recognition [111]. It is not hard to notice that all the above mentioned problems
feature time (location) dependent serial data, which demonstrates the effectiveness
of HMMs in discovering temporal relationships from time series.
7.2.1. Definition
A HMM consists of a discrete-state, discrete-time, homogeneous Markov chain, with
hidden states Zt ∈ 1, . . . , K, plus an observation model or emission probability
model, P(Xt|Zt). Formally, the definition can be given as Definition 7.1.
Definition 7.1 (Hidden Markov Model). A Hidden Markov Model {Xt : t ∈ N}
is a particular kind of dependent mixture, with observable random variables X and
hidden states Z, which follow the following property:
P(Zt|Z(t−1)) = P(Zt|Zt−1), t = 2, 3, . . . (7.1a)
P(Xt|X(t−1),Z(t)) = P(Xt|Zt), t ∈ N, (7.1b)
where X(t) = {X1, X2, . . . , Xt}, and Z(t) = {Z1, Z2, . . . , Zt}.
Equivalently, a HMM can be represented as a directed graph, as shown in Fig-
ure 7.1, where hidden state random variables are listed in blue circles and observable
random variables are in squares, and directed arrows represent the probabilistic de-
pendence between the random variables.
Z1 Z2 Z3 Z4
X1 X2 X3 X4
Figure 7.1.: Representation of a HMM in probabilistic graphical representation.
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According to the formal definition, it is obvious that the hidden process {Zt :
t = 1, 2, . . .} satisfying the (1st-order) Markov property (7.1a): the current state
only depends on its previous state; while the observable process {Xt : t = 1, 2, . . .}
is state dependent: when Zt is known, the distribution of Xt depends only on the
current hidden state Zt and not on previous states or observations.
Model Parameters and Notations
Based on Definition 7.1, a HMM has the following model parameters. First, model
parameters for the hidden Markov chain {Zt, t ∈ N}. A K state homogeneous
Markov chain can be completely specified by its initial distribution, δ, and tran-
sition probability matrix (t.p.m), Γ = (γij). It is obvious that δ = (P(Z1 =
1),P(Z1 = 2), . . . ,P(Z1 = K)) is a K element row vector, which specifies how the
hidden state is distributed initially. While Γ is a K ×K matrix
Γ =

γ11 γ12 · · · γ1K
γ21 γ22 · · · γ2K
... ... . . . ...
γK1 γK2 · · · γKK
 , (7.2)
with elements γij = P(Zt+1 = j|Zt = i), the one step transition probabilities. Note
that a valid t.p.m should satisfy γij > 0 and
∑K
j=1 γij = 1 for i = 1, . . . , K, which
makes sure each row of Γ a stochastic vector. The same constraint applies to
δ as well. A more general s-step transition probability (matrix) can be defined as
as γij(s) = P(Zt+s = j|Zt = i), and Γ(s) = (γij(s)). By Chapman-Kolmogorov
equation [112], it can be proved that
Γ(s) = Γ(1)s = Γs. (7.3)
Second, model parameters for the state dependent distributions (7.1b) spec-
ify the conditional distribution of the observations given the current hidden state.
Therefore, the choice of the observation distribution depends on the attribute of
the observation data. For example, if the observation is unbounded discrete count
data, then Poisson distribution should be used; Bernoulli distribution should be
employed for binary observations; and Gaussian should be used for continuous
real valued readings. The corresponding HMM is called Poisson-HMM, Bernoulli-
HMM, and Gaussian-HMM respectively. Without loss of generality, we define, for
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i = 1, 2, . . . , K,
pi(x) = P(Xt = x|Zt = i). (7.4)
That is, pi is the probability mass (density) function of Xt given the hidden Markov
chain is in state i at time t. Take a Gaussian-HMM for example, pi, a Gaussian, is
completely specified by its mean and variance:
pi(x) = N (µi, σi) = 1√2piσi
exp
{
− 12σ2i
(x− µi)2
}
. (7.5)
In summary, a K state Gaussian-HMM has (K − 1) + K(K − 1) parameters for
the hidden process part, and 2K parameters for the observation process. In total,
it has (K − 1)2 parameters, or of Θ(K2).
Why HMM: Comparing with Other Models
In comparison with the previous statistical models (see Sections 4.2 and 5.2), a
HMM model structurally differs by possessing an additional random hidden process
{Zt}. Admittedly, to model the temporal correlation, an easier extension over the
iid assumption could have simply been assuming the observations {Xt, t = 1, 2, . . .}
follows a k−order Markovian property directly, i.e., P(Xt|X(t)) = P(Xt|X t−1t−k) rather
than the extra hidden process. However, this trivial extension suffers a dilemma of
selecting an appropriate k: when k is small, say 1, then the model is of no practical
use that only the immediate previous observation is included and all the other obser-
vations are wasted; on the other hand, when k is large, the model suffers parameter
explosion: even for a discrete 2 state observation distribution, the Markovian con-
ditional probability has 2k−1 entries (in general, of size mk−1(m− 1) with a m state
distribution), which is clearly not feasible for resource constrained sensors.
In contrast, by introducing an additional Markovian hidden process, the HMM
neatly resolves this dilemma. It can be shown that for any observation Xt, its
distribution depends on all its previous observations X(t) [72]. Moreover, we are
going to demonstrate in the following sections that HMMs, with constant parameter
space, can also be tailored into computational feasible models.
7.2.2. Important Results
Some important results used in the proposed algorithm are presented here with
either formal proof or explanation.
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Complete Joint Distribution
An immediate result followed from the HMM definition is about the complete joint
distribution of a HMM:
P(X(t),Z(t)) = P(Z1)
t∏
i=2
P(Zi|Zi−1)
t∏
i=1
P(Xk|Zk), (7.6)
which is true because for any directed graphical model, the joint distribution of a
set of random variables V (n) is given by
P(V1, V2, . . . , Vn) =
n∏
i=1
P(Vi|pa(Vi)), (7.7)
where pa(Vi) is all the parents of Vi in the set V1, . . . , Vn as shown in the acyclic
directed graph in Figure 7.1; see [113] for a proof.
Forward Probability
Define αt(i) , P(X(t) = x(t), Zt = i), for i = 1, . . . , K. The collection can be
conveniently written as a row vector of the K elements: αt = (αt(1), . . . , αt(K)). αt
is called forward probability, whose meaning will become clear after we discuss
its computation algorithm.
Result 7.1 (Computation of forward probability). The forward probability vector
αt for t ∈ N can be computed via the following iterative one-pass procedures:
α1 = δP (x1); (7.8)
αt = αt−1ΓP (xt) for t = 2, 3, . . . , T ; (7.9)
where xt is the observation data, and P (x) = diag(p1(x), p2(x), . . . , pK(x)) is a
diagonal matrix with the ith diagonal element pi(x).
Proof. Proof by induction. When t = 1, α1(i) = P(X1 = x1, Z1 = i) = P(X1 =
x1|Z1 = i)P(Zi = i), Equation (7.8) is proved; Assume Equation (7.9) is true for
some t ≥ 1, then
αt+1(j) = P(X(t+1) = x(t+1), Zt+1 = j) =
K∑
i=1
P(X(t+1) = x(t+1), Zt = i, Zt+1 = j)
=
K∑
i=1
P(X(t) = x(t), Xt+1 = xt+1, Zt = i, Zt+1 = j)
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=
K∑
i=1
P(X(t) = x(t), Zt = i)P(Zt+1 = j|Zt = i)P(Xt+1 = xt+1|Zt+1 = j)
(7.10)
=
K∑
i=1
αt(i)γijpj(xt+1),
which is equivalent to the matrix notation Equation (7.9). Note (7.10) is true
because of Equation (7.6).
Calculation with missing observations
In reality, especially in a WSN context, sensor reading may not be available occa-
sionally. For example, when a sample is not collected for a hardware failure or a
data, though sampled, considered as a fault has to be discarded. It can be shown
that in this case the forward probability can be calculated as follows.
αt = αt−1Γ. (7.11)
We give an intuitive explanation of the above step instead of a formal proof. Equa-
tion (7.11) is equivalent to Equation (7.9) by replacing P (xt) by the identity matrix
I, or replacing pi(xt) by 1. Since xt is unavailable, whose range is replaced with
xt ∈ (−∞,+∞), the probability of ‘observing it’ is simply 1.
It is not hard to see the iterative procedure is of constant space complexity and
of Θ(tK2) time complexity, where K is the size of the hidden state space (P (x)
is a diagonal matrix, a row vector times which only costs Θ(K)). The forward
probability is the cornerstone of the algorithm, upon which all the following results
are built.
Likelihood
Likelihood is the probability of observing the data given the model and its parame-
ters. Assume we have t observations x(t). Therefore, the likelihood can be calculated
as
L = Lt , P(X(t) = x(t)) =
K∑
i=1
P(X(t) = x(t), Zt = i) (7.12)
=
K∑
i=1
αt(i) = αt1
′
. (7.13)
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State Decoding
Making inference on the hidden state is called decoding for historic reasons [114].
The decoding mechanism we are going to apply in this algorithm is called local fil-
tering decoding. The problem can be described as follows. Given all the observation
up to now, say t, which state (from the K options) is the most probable one for Zt.
Or formally,
i∗t = argmax
i=1,...,K
P(Zt = i|X(t) = x(t)). (7.14)
Obviously, the problem reduces to solving the filtering state distribution P(Zt|X(t) =
x(t)), which can be computed as follows
P(Zt|X(t) = x(t)) =
P
(
X(t) = x(t), Zt
)
P (X(t) = x(t)) =
P
(
X(t) = x(t), Zt
)
Lt
(7.15)
= αt
αt1
′ = φt. (7.16)
Note φt is just the normalised version of the forward probability vector, making sure
it is still a stochastic vector.
Predictive Distribution
A predictive distribution can be defined as the conditional distribution of future
observation Xt+h given all the past historical readings. Formally,
P(Xt+1 = x|X(t) = x(t)) =
P
(
X(t) = x(t), Xt+1 = x
)
P(X(t) = x(t)) (7.17)
=
P
(
X(t+1) = x(t+1)
)
Lt
(7.18)
= αt+11
′
αt1
′ =
αtΓP (x)1
′
αt1
′ (7.19)
= φtΓP (x)1
′ =
K∑
i=1
ξipi(x), (7.20)
where x(t+1) = (x(t), xt+1) is simply the augmented observation vector; ξi is the ith
element of the row vector φtΓ.
Lemma 7.1 (Convex combination of ξi). The predictive distribution P(Xt+1 =
x|X(t) = x(t)) = ∑Ki=1 ξipi(x) is a convex combination of pi(x), i.e. ξi > 0 for
all i and ∑Ki=1 ξi = 1.
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Proof. First note that φt is a stochastic vector because of (7.16). Therefore,∑K
i=1 ξi = φtΓ1
′ = φt(Γ1
′) = φt1
′ = 1.
Lemma 7.1 is of great importance for a Gaussian-HMM. Note that pi(x) =
N (µi, σi), the lemma implies the predictive distribution is a convex combination
of K Gaussian densities, which becomes a Gaussian mixture model [115, 116]. The
mixture model identify is summarised in Theorem 7.2.
Theorem 7.2 (The Predictive Distribution is a Mixture Model). The predictive
distribution P(Xt+1 = x|X(t)) for a HMM with K hidden states is a valid mixture
model with K components.
Proof. The result follows because of Lemma 7.1 and mixture model definition.
7.3. The Proposed Algorithm
7.3.1. Overview
To model continuous sensor readings, Gaussian-HMMs are used. The algorithm
consists of two phases. First, it goes through a model construction and learning
phase. In this step, based on user’s sampling requirements, for example, sampling
accuracy, sampling rate, interested sample range, and so on, a Gaussian-HMM with
appropriate hidden states is chosen. The hidden states are chosen to carry semantic
meanings which reflect the user’s requirements. After which, the corresponding
model parameters are learnt efficiently in a heuristic way. Second, the efficient data
collection phase. For each sampled data, we first check its genuineness based on the
predictive distribution (Section 7.2.2: predictive distribution). If the sampled data
is not suspicious, we use the filtered decoding mechanism of a HMM (Section 7.2.2:
state decoding) to infer the current hidden state. If the current state is not changing,
the sensor refrains from sending back the reading (either the raw reading or the
filtered state); otherwise, it reports the change to the sink. The individual steps are
elaborated in the following sections.
7.3.2. Phase 1: Model Construction
The objective of this phase is to construct a working model which is ready to be used
in phase 2. To reach this objective, two problems need to be solved: model selection
120
Chapter 7. Data Collection with Hidden Markov Models
and model learning. More specifically, based on users’ requirement, a Gaussian-
HMM with appropriate hidden state space should be chosen. The state space serves
a crucial role in the proposed algorithm. Then the model parameters are learnt
locally in an efficient way. The two steps form a HMM model ready to be used.
Model Selection
Two inputs are required from the user: desired sampling accuracy  and interested
sampling value range [L,U ].  specifies the precision requirement of the sensor data.
For example, if the true signal is s ∈ R, then any value within the range of [s−, s+]
is satisfactory. The interested range specifies the upper and lower limits that the
user is interested. The range could be the one that triggers some further action. For
example, in a smart home setting, when the room temperature falls below 5℃, the
radiator should be turned on. When there is no specific range, the two limits can
be replaced with the known (conjectured) maximum and minimum possible values
respectively. For instance, for a temperature sensor placed in an office, the reading
should fall between [10, 20](℃).
Algorithm 7.1 HMM state space construction
Input: Precision  ( > 0); sampling range [L,U ]
Output: A vector with state boundary values, stateVec
1: k ←
⌈
U + − (L− )
2
⌉
2: 
′ ← U + − (L− )
k
3: s← L− 
4: stateVec ← append(stateVec, s)
5: for i = 1 to k do
6: s← s+ ′
7: stateVec ← append(stateVec, s)
8: end for
The crux of the solution then lies in creating meaningful hidden state space from
these two inputs. Algorithm 7.1 is used. The algorithm actually decomposes the
sampling range into K disjoint sectors. More specifically, the algorithm, given user’s
sampling requirements, returns a vector v withK+1 elements, whereK is the size of
the hidden state space. The K states are constructed from the vector by taking v[i],
and v[i+ 1] for i = 1, . . . , K as their lower and upper boundary values respectively.
For example, when inputs  = 0.5, L = 1, and U = 4 are given, the returned is
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v = [0.5, 1.5, 2.5, 3.5, 4.5]; the four hidden states are a = [0.5, 1.5], b = [1.5, 2.5],
c = [2.5, 3.5], d = [3.5, 4.5].
By constructing a hidden state space in this way, each state is given a seman-
tic meaning: the sensor reading is fluctuating within that state boundaries val-
ues. Moreover, because each pair of adjacent states are separated with a distance
d = 2′ ≤ 2 between their centre points, the hidden state differs up to a sensor
reading change over . The idea will be clear later after the heuristic parameter
estimation method is introduced.
Efficient Heuristic Model Learning
State Dependent Distributions For a Gaussian-HMM, the state dependent dis-
tributions pi(x) are simply Gaussians. Therefore, we need to specify the mean µi
and standard deviation σi for each hidden state i = 1, . . . , K. To make sure the
semantics of the hidden states are preserved, we use the following rules to estimate
the parameters.
Estimation Rule for State Dependent Distributions:
µi =
li + ui
2 ; (7.21a)
σi =
ui − li
2× tα,∞ , (7.21b)
where l and u are the lower and upper boundary values for the hidden state i, tα,∞ is
the Gaussian critical percentile point (as used before in Section 4.1). For example,
by specifying α = 0.025, the estimation rule makes sure, at time t, given the tth
hidden state is i, then the probability of observing any reading with the range [l, u]
is 95%, i.e. P(l < xt < u|Zt = i) = 95%.
It is not hard to prove that the estimation rule makes sure the hidden states are
sensitive to any observation difference greater than the required sampling precision.
The result is shown in Proposition 7.3. It shows that if an observation xt is close
to the value represented by the hidden state i then its state dependent probability
is greater than its adjacent’s. This property makes sure changes in observation up
to the scale of user’s requirement can be correctly captured/identified at the hidden
state level, by making use of the HMM inferences.
Proposition 7.3. Given a K hidden state space obtained by Algorithm 7.1 and state
dependent distributions pi(x) estimated by Equation (7.21), then for any observation
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xt : |xt − µi| < , we have
p(xt|Zt = i) > p(xt|Zt = i+ 1) && p(xt|Zt = i) > p(xt|Zt = i− 1). (7.22)
Proof. Note p(xt|Zt = i) = N (µi, σi) > 0; Therefore, we only need to show
ln N (µi, σi)N (µi+1, σi+1) > ln 1 = 0.
ln N (µi, σi)N (µi+1, σi+1) = ln
1
σi
− ln 1
σi+1
− (x− µi)
2
2σ2i
+ (x− µi+1)
2
2σ2i+1
> 0, (7.23)
because σi = σi+1 = 
′
/tα,∞ and |x − µi+1| > |x − µi|, which follows because
|µi+1 − µi| = 2 and |xt − µi| < .
Transition Probability Matrix (t.p.m) The t.p.m can be estimated by Equa-
tion (7.24). Note that the rule makes sure any jumping transition, changing more
than 1 state, impossible (probability is set zero), which in our case means when
the physical process is believed to be around the value of hidden state i at time
t, then at the next time slice, the only possible transitions are either staying at i
(γii = P(Zt+1 = i|Zt = i)) or switching to its adjacent states i−1 or i+1. Figure 7.2
shows a t.p.m followed the the estimation rule graphically. This restriction is based
on the observation of temporal correlation: temporally closed data tend to be close;
so the hidden states should display a slow evolving change, if there is any. For
simplicity, the one-state-distance transition probabilities are calculated based on γii
(7.24c), which means the hidden state values has the equal chance to either go up
or down (When in boundary state, e.g. i = 1, K, only one adjacent state exists, so
the probability is 1− γii).
Transition Probability Matrix Estimation Rule:
γii = γ˜ × (ui − li)2 for i = 1, . . . , K; (7.24a)
γ12 = γK(K−1) = 1− γii; (7.24b)
γi(i−1) = γi(i+1) =
1− γii
2 for i = 2, . . . , K − 1; (7.24c)
γij = 0 for i, j = 1, . . . , K |i− j| > 1; (7.24d)
Based on the rule, the puzzle of estimating the K2 parameters of a full t.p.m is
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Figure 7.2.: Graphical Representation of the Transition Probability Estimation
Rule.
reduced to estimating a single variate parameter: γ˜. Note that γii is the probability
that the hidden state remains still when the time increments. It is obvious that the
probability should depend on the value range of the hidden state, ui− li: the larger
the range is, the higher the probability that the hidden state remains in that range
is. Therefore, as shown in the estimation rule (7.24a), γii depends on the range
in a linear way. The constant γ˜, therefore, can be viewed as the corresponding
probability for a hidden state with a value range of 2. We use Algorithm 7.2 to
learn γ˜ from data. The algorithm calculates the percentage of sensor data that is
out of ± from the running mean (see Lemma 5.1 for the one pass algorithm for
the sample mean), which is cheap in computational effort but also provides a good
measurement of the volatility of the sensor reading under consideration.
Algorithm 7.2 Transition probability estimation
Input: Precision  ( > 0); Sensor Data: D; Learning Data Size: LSize
Output: γ˜
1: m← 0
2: counter← 0
3: for i = 1 to LSize do
4: d← D[i]
5: m← m+ 1
i
(d−m)
6: if |d−m| <  then
7: counter + +
8: end if
9: end for
10: return counter/LSize
Initial State Distribution Recall a Gaussian-HMM also requires a K element vec-
tor δ, specifying the initial distribution of the hidden state prior to any observation
is taken. A common approach is to assume δ a unit vector such that the j∗-th
element is 1, i.e. δj∗ = 1. The index j∗ is chosen to be most probable state given
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the first observation, i.e.
j∗ = argmax
j=1,...,K
P(Z1 = j|X1 = x1)
= argmax
j=1,...,K
P(X1 = x1|Z1 = j) by assuming uniform prior over Z1
= argmin
j=1,...,K
|x1 − µj| by Gaussian density and all σjs are equal
This approach not only provides a reasonable estimator but also reduces computa-
tional effort especially at the beginning stage of the data collection phase.
Why estimate heuristically?
We use the above heuristic estimation method mainly for the computational effort
concern. In contrast with the models used for fault detection, the maximum likeli-
hood estimators of a general HMM cannot be obtained analytically, due to the fact
the likelihood is a nonlinear function of the parameters (7.12) [107]. Therefore, only
iterative numerical optimization algorithms are available to estimate the parame-
ters [114]. These are computationally expensive algorithms, not only known to be
slow to converge [51], but also requiring local storage of the full learning data. Obvi-
ously, they are not feasible for sensor nodes. Although the model parameters can be
learnt at the sink and distributed afterwards, such a centralised solution will surely
compromise network scalability. To overcome this difficulty, the heuristic method
instead makes full use of the ground knowledge about the model but also pays due
attention to the learning data. This combination provides decent estimators in an
efficient way that can be done completely locally. The good evaluation results pre-
sented later confirm the efficient estimation method provides good estimators at
least for the application’s concern.
Another important advantage of the estimation method concerns the memory
space efficiency and also the computational efficiency for the later operational phase.
According to the estimation rules, the t.p.m can be summarized by only one param-
eter γ˜. Note the initial distribution can also be summarised by one parameter j∗.
Plussing the state dependent model parameters, this method leads to a total of
2 + 2K parameters, which reduces a Θ(K2) space complexity for a general HMM
model to Θ(K). The computational convenience can be seen by noticing the forward
probability calculation involves an iterative multiplication of a K element vector αt
and the t.p.m Γ (see Result 7.1). Note the estimated matrix Γ is a sparse one with
almost all the off diagonal elements zero, which reduces the computational effort
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from K2 scalar multiplications to 2 + 3× (K − 2) + 2 = 3K − 2. We believe such a
reduction is important for resourced constrained sensors.
7.3.3. Phase 2: Data Collection
Test
Prediction:
P(xt|X(t−1))
Update
Forward Probability:
αt = αt−1ΓP (xt)
Discard as a Fault
Update
as xt is missing :
αt = αt−1Γ
Decode
Filtered Local Decoding:
i∗t = argmax
1≤i≤K
P(Zt = i|X(t) = x(t)).
Send to sink
xt !fault
fault
changed?
i∗t 6= i∗t−1
Figure 7.3.: Data Collection Procedures with a Gaussian-HMM.
In this section, we present how the Gaussian-HMM learnt from the previous step
can be put into use to save energy and collect accurate data up to the user’s expec-
tation. The whole data collection procedures can be decomposed into three stages:
first, to ensure data accuracy, the sampled data xt is checked against the predictive
distribution: P(xt|X(t−1)); second, the data, if passes the validation test, is included
into the current HMM model through forward probability update, see Result 7.1;
last, we decode the hidden state based on the updated model: if the filtered state
Zt is different from Zt−1, we report the change to the sink; otherwise, the sensor
remains silent and ready to take the next sensor reading xt+1. In this way, the
sensor nodes are only reporting informative data points to the sink rather than the
whole set of raw readings. And the decision is made by querying the HMM which is
constructed to reflect users’ requirements at the first place. Figure 7.3 demonstrates
this procedure graphically in a flow chart. The first and last steps are explained in
detail in the following sections.
Data Validation Based on Prediction
In this section, we derive the data validation rule based on the predictive distri-
bution. According to Theorem 7.2, for all t ≥ 0, P(xt|X(t−1)) is a K−component
Gaussian mixture model (GMM). One interpretation of the GMM is that the random
variable x is generated from K distinct Gaussians, each of which is modeled by the
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density pi(x), and ξi represents the proportion of observations from this particular
component [117]. Therefore, for each observation xi sampled from the GMM, there
is a latent variable yi which indicates the component that generates xi originally.
Having this in mind, to validate xt, we need to find, yt, telling us which Gaussian
component is responsible for xt. By Bayes’ theorem, it can be found that [117]
rk = P(yi = k|xi,Θ) = P(yi = k)P(xi|yi = k, θk)P(xi|Θ) (7.25)
= ξkpk(xi)∑K
j=1 ξjpj(xi)
, (7.26)
where Θ = {ξi, µi, σi : i = 1, . . . , K}. Note that rk is the probability that the
kth Gaussian component originally generates xt conditional on the observation xt.
Therefore, they are also called the responsibilities of the kth Gaussian component to
the observation. Based on the ‘responsibilities’, we can either test xt by picking up
the most probable hypothesis (hard test) or by averaging over all the components
(soft test).
Hard test The steps are:
1. Find k∗ = argmaxi∈1,...,K ξipk(xi);
2. Test xt based on the assumption xt ∼ N (µk∗ , σk∗):
µk∗ + tαtest,∞
√
σ2k∗ < xt
∨
µk∗ − tαtest,∞
√
σ2k∗ > xt, (7.27)
see Theorem 4.4 : case 1.
Soft test The steps are:
1. Calculate ri for i = 1, . . . , K;
2. Test xt based on the assumption xt ∼ N (µi, σi) (via Equation (7.27)), and
denote the Boolean test result by fi, for each i = 1, . . . , K;
3. Average over the test results based on ri, i.e., Ft =
∑K
i rifi;
4. Check whether Ft > threshold.
The threshold value can be set as 0.5, which intuitively means over half the Gaussian
components believe xt is a data fault. Obviously, the hard test is computational
cheaper; but the soft one exploits the full mixtures, giving it a more Bayesian favour.
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On Demand Data Collection Based on Decoding
The filtered state decoding is employed here to find the most probable current hidden
state. When the result is different from the previous state, the sensor sends the new
result to the sink with the current time stamp. At the sink, the whole evolution can
be easily restored by replacing the missing states by the last received state.
The rationale behind the method is, from an information theory perspective, we
only need to update the sink with the new information but not all of it due to its
redundancy (originated from temporal correlation). The filtered decoding based on
the Gaussian-HMM can answer the question that which piece of information is new
and needs to be sent.
Another similar interpretation is the phenomenon under monitoring is a dynam-
ical system which changes along the time; however, some local changes are trivial
temporary noises which are of no interest to the user. Instead, the fundamental
signal changes should be reported to the user. The Gaussian-HMM model can ex-
tract the signal changes up to the user’s specification from the noisy observations
by making probabilistic inference. It is not hard to see, based on either of the two
interpretations, this data collection method can avoid sending a great proportion of
data as long as the observing phenomenon is smooth over time. Evaluation on real
world sensor data supports this claim.
7.4. Evaluation
In this section, we assess the proposed solution by numerical simulations. We access
the solution from two perspective: communication suppression and data collection
accuracy. To find the communication efficiency of the solution, we present the actual
number of data communication incurred when using the G-HMM data collection
method, and the corresponding percentages of communication reduction comparing
with the regular data collection counterpart. To evaluate the data accuracy, we
use two metrics to access the proposed solution. First, we find the mean absolute
difference between the restored data and the original data.
Mean Absolute Difference = 1
N
N∑
i=1
|d˜i − di|, (7.28)
where d˜i and di are the restored and original sensor data at time i respectively. The
metric shows the average differences between the real data and restored data at sink;
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therefore, the smaller the value is, the better the accuracy is. Second, we present
whether the solution meets the pre-specified precision requirement. We find the
percentage of the restored data that is within the user’s precision requirement, . We
call this percentage Precision Satisfaction. Intuitively, the percentage approaching
100% indicates that the restored data satisfies the user’s requirement better.
Precision Satisfaction =
∣∣∣{d˜i : |d˜i − di| < , i ∈ 1, . . . , N}∣∣∣
N
(7.29)
7.4.1. Assessment on Data Collection
We apply the proposed solution to run simulations on real world sensor data collected
in the Intel Berkley Research Lab deployment [1] and Sensorscope deployment [44].
For each type of sensor, temperature, humidity and voltage, we firstly randomly pick
10 sensor nodes from the two deployments and randomly select 10000 consecutive
readings from each node. We report the average evaluation results over the 10
independent runs as well as their standard errors in Tables 7.1 to 7.3 respectively
for the three sensors. It is not hard to see G-HMM works for all the three types
of sensors. Take the temperature sensor as an example, according to Table 7.1,
the amount of actual data communication is only 246.9 packets (compared with
10000 originally) for  = 1.0℃, which saves over 97% of the communication of
the benchmark case. However, the data collected is very accurate: the average
difference between the collected data and original data is only 0.475℃ (which is
smaller than the required 1℃); and almost all (99.9%) of the collected data have
satisfied the user’s requirement. Similar findings can be found for other sensor types
and precision requirements.
Table 7.1.: Evaluation of the proposed data collection method with HMM on Tem-
perature Sensor
# of Data Data Mean Abs Precision
Messages Saving (%) Difference (℃) Satisfaction (%)
 = 0.1 2480.4(±606.2.1) 75.2(±6.06) 0.052(±0.001) 95.7(±1.4)
 = 0.2 1262.3(±378.1) 87.4(±3.78) 0.099(±0.003) 98.2(±0.66)
 = 0.5 480.89(±154.5) 95.2(±1.54) 0.24(±0.011) 99.4(±0.53)
 = 0.8 341.67(±100.8) 96.6(±1.01) 0.386(±0.031) 99.8(±0.0)
 = 1.0 246.9(±87.4) 97.5(±0.87) 0.475(±0.023) 99.9(±0.19)
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Table 7.2.: Evaluation of the proposed data collection method with HMM on Voltage
readings
# of Data Data Mean Abs. Precision
Messages Saving (%) Difference (V) Satisfaction (%)
 = 0.01 2002.29(±254.22) 80.0(±2.54) 0.005(±0.000) 99.4(±0.90)
 = 0.03 707.86(±219.79) 92.9(±2.20) 0.014(±0.002) 99.5(±1.31)
 = 0.05 405.86(±148.46) 95.9(±1.48) 0.023(±0.003) 99.6(±1.13)
Table 7.3.: Evaluation of the proposed data collection method with HMM on Hu-
midity sensor
# of Data Data Mean Abs. Precision
Messages Saving (%) Difference (%) Satisfaction (%)
 = 2.5% 622.67(±263.15) 93.8(±2.63) 1.212(±0.053) 99.2(±0.79)
 = 5.0% 297.67(±116.98) 97.0(±1.17) 2.383(±0.180) 99.6(±0.54)
 = 10% 196.44(±77.50) 98.0(±0.78) 4.961(±0.512) 99.3(±0.99)
As the user specified precision requirement drops ( increases), we see the amount
of actual data messages sent to the sink significantly reduces, or equivalently the data
communication reduction increases, which means more energy is saved. In contrast,
as the precision requirement gets stricter, the solution also manages to collect refined
data matching up to the demand: the mean absolute differences decreases and the
values are well below the specified requirement .
Last, we find all the precision satisfactions are close to 100% no matter what
precision is specified, which means the solution succeeds in satisfying the precision
requirement not only in an on-average sense but for almost all of the data.
Figure 7.4 shows the differences between restored data and original data graph-
ically for the temperature data. As the precision requirement loosens up, the data
collected by the proposed solution loses more local details. However, as  approaches
zero, the restored data looks more similar to the original sensor data.
To better show the trade-off between the data compression rates and data preci-
sion, we plot the percentages of the actual data communications over original data
and the mean absolute differences against different precision settings in Figure 7.5
for the temperature sensor. As the precision requirement relaxes, the actual data
communication reduces significantly while the achieved data accuracy deteriorates
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Figure 7.4.: On demand data collection with a Gaussian-HMM at different precision
levels. The top is the original sensor data series; the following three
are the restored data series at the sink with the proposed solution. The
precision  is 0.2℃, 0.3℃, 0.5℃ and 0.8℃. The interested value ranges
are the same L = −1℃, and U = 11℃
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linearly (the mean absolute difference increases). It is interesting to note that the
accomplished communication reduction does not decline linearly as the precision
requirement. This observation hints that a proper precision requirement should not
be too loose, as the achieved reduction converges but the data accuracy deteriorates
further regardlessly.
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Figure 7.5.: The trade-off between accuracy and data compression rates. The left
frame shows the percentages of actual data communication incurred
when G-HMM is used over difference precision requirements (the red
curve); while the right presents the mean absolute differences of the
restored data against the precisions (the blue curve).
7.4.2. Assessment on Fault Detection
To find whether the proposed solution can effectively filter out sensor data faults, we
apply the solution to sensor data with artificially injected faults and with real data
faults. We reuse the fault models and algorithms introduced in Section 4.6.2. In
stead of reporting detection rates for each fault category separately, we inject all the
four types of fault, short, constant, noise and drift, to the sensor data and access the
detection rate together. The results reported in Table 7.4 are summaries over ten
independent runs (randomly selected data and injected faults), where the number
in the brackets are the associated standard deviations. We test both the hard and
soft tests on two confidence levels, 95% (αtest = 0.025) and 99% (αtest = 0.005)
under different precision settings ( = 0.5&1.0). The results demonstrate that both
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Figure 7.6.: Applying the proposed solution to real world sensor data with real data
faults. The top frame is the original data which obviously contains data
faults. The second and third frames present the restored data when G-
HMM data collection is used for  = 0.5, 0.7 respectively. The diagrams
show that the solution is resilient to faults: data faults are discarded
and replaced automatically with the inferred values. Similar results can
be found for other precision settings.
the methods achieve good detection results, while the soft one, which makes full
use of the mixture model, marginally outperforms the hard test. By shrinking the
confidence level (from 99% to 95%), we observe for both tests, as expected, a minor
improvement over the sensitivity and a minor deterioration on the specificity.
Figure 7.6 showcases the fault detection feature of the proposed solution on sensor
data with real faults for different precision settings. The restored data clearly has
removed all the obvious outliers and presents a cleaned and smoothed data series
for both cases.
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Table 7.4.: Fault detection accuracy evaluation of the proposed data collection
method
Hard Test Soft Test
αtest = 0.005 αtest = 0.025 αtest = 0.005 αtest = 0.025
(99% c.f.) (95% c.f.) (99% c.f.) (95% c.f.)
Sensitivity 0.909 (±0.036) 0.911 (±0.035) 0.928 (±0.024) 0.930 (±0.026)
 = 0.5
Specificity 1.0 (±0.0) 0.998 (±0.003) 0.999 (±0.0) 0.984 (±0.007)
Sensitivity 0.892 (±0.042) 0.900 (±0.037) 0.896 (±0.036) 0.902 (±0.031)
 = 1.0
Specificity 1.0 (±0.0) 1.0 (±0.0) 0.999 (±0.0) 0.973 (±0.013)
7.5. Cooperative Sensing by Spatial Correlation: An
Extension
One limitation of the proposed solution is the independence between the nodes: each
node possesses its own Gaussian-HMM model which mainly makes use of the local
temporal correlation but leaves the spatial correlations behind. In this section, we
are going to show the current solution can be slightly modified to exploit both the
correlations.
As introduced in Section 2.2.1, sensor readings of neighbouring nodes are highly
correlated. To make use of this correlation, a conventional approach is to assign
each node a unique sensing schedule that complements each others’ and restore the
missing value from the actual sampled data [68, 118, 119]. By alternating sleeping
and working, at a time instance, only a subset of nodes are working; therefore,
the overall lifetime is expected to prolonged. However, this approach suffers from
complex coordination problem: the scheduling assignment and sampler selection is
an ongoing task which requires significant inter-node communication. Sensor nodes
usually have to take turns to become the coordinator such that the overhead is
shared. Such a rotation scheme, however, again incurs maintenance complexity.
However, the G-HMM based solution provides us an unique angle to tackle the
problem: instead of dividing time and assigning each node a sampling schedule,
we divide the sensor data domain. For spatially correlated nodes, we assign each
node a different sampling profile, indicating a smaller interested ranges profilei =
{Li, Ui} such that [L,U ] ⊆ ⋃i profilei. Each node then operates independently by
concentrating on its assigned value range via the HMM enhanced data collection
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method. The sink, after receiving data from each node, restores the missing data
by the spatial correlation.
By this way, the organizer node’s (also known as the cluster head) responsibility
is significantly reduced: it does not need to synchronise with its cluster members
so that each cluster member’s duty cycle is matched; but, instead, it only needs to
give each node a value range and all the data collection work is automatically and
independently done by each cluster member with no further maintenance effort.
7.5.1. Sensor Data Domain Division
To evenly share the workload, a natural solution is to evenly divide the global
interested range [L,U ] among cluster members. In other words, for a cluster of k
nodes, members are given profiles of equal length, roughly of size U−L
k
. For simplicity,
node i ∈ 1 . . . k is given profile
Li =
L i = 1L+ (i− 1)× U−L
k
− δ otherwise
Ui =
U i = kL+ i× U−L
k
+ δ otherwise
(7.30)
It is easy to verify that the union of the profiles constitutes the global range [L,U ].
Note that the profiles are not disjoint to each other: there is a buffering region of
length δ between each pair of neighbouring profiles.
The algorithms and data collection procedures follow exactly the same way as the
independent G-HMM case except the HMM state space construction algorithm. The
algorithm is slightly modified based on Algorithm 7.1. Algorithm 7.3 presents the
adjusted version. Comparing with Algorithm 7.1, the new algorithm simply uses the
local profile [Li, Ui] instead of [L,U ]. And finally append or/and insert the global
boundaries U + , L −  into the returned state vector. This modification makes
sure the assigned range [Li, Ui] is divided into states based on the user’s requirement
while the added states mark the value needs to be recovered later at sink by spatial
correlation. For example, let L = 0, U = 12,  = 1, δ = 0, and there are k = 2
members in a spatially correlated cluster. By (7.30), we have L1 = 0, U1 = 6 for
the cluster member node 1. The new state construction algorithm will return a
vector [−1, 1, 3, 5, 7, 13] which corresponds to states a = [−1, 1], b = [1, 3], c = [3, 5],
d = [5, 7] and f = [7, 13]. The first 4 states are constructed based on the precision
requirement while the last state, f , simply marks terminal state whose value is not
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sure at current local node and needs to be recovered/refined later at sink.
Algorithm 7.3 HMM state space construction for Cooperative sensing
Input: Precision  ( > 0); Local profile [Li, Ui]; Global range [L,U ]
Output: A vector with state boundary values, stateVec
1: k ←
⌈
Ui + − (Li − )
2
⌉
2: 
′ ← Ui + − (Li − )
k
3: s← Li − 
4: stateVec ← append(stateVec, s)
5: for i = 1 to k do
6: s← s+ ′
7: stateVec ← append(stateVec, s)
8: end for
9: if Li == L then
10: stateVec ← append(stateVec, U + )
11: else if Ui == U then
12: stateVec ← array(L− , stateVec)
13: else
14: stateVec ← append(stateVec, U + )
15: stateVec ← array(L− , stateVec)
16:
17: end if
7.5.2. Restoration by Spatial Correlation at Sink
The only work left unresolved is the method to recover the unsure values based on
spatial correlation. Formally, the problem can be defined as follows. Given sensor
nodes i, j from a spatial cluster, and known reading Yj,t at time t, how to estimate
the value for Yi,t based on Yj,t.
We reuse the spatial model 5.1 introduced in Section 4.2. Recall the model, we
have et = Yi,t − Yj,t and et iid∼ N (δij, σ2e). To restore the value for Yi,t from Yj,t, we
simply calculate its expected value.
Y˜i,t = E[Yi,t] = Yj,t + E[et] = Yj,t + δij. (7.31)
Conversely, we can calculate Yj,t given Yi,t by Y˜j,t = Yi,t − δij.
Clearly, δij needs to be learnt and kept at the sink. Therefore, the proposed so-
lution requires a spatial model learning phase in which the sink, after receiving a
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Figure 7.7.: Clustering decomposition of the Intel Lab sensor nodes
specified number of sensor readings from the cluster members, learns the correspond-
ing spatial parameters δij. Note Theorems 4.1 and 4.2 give efficient algorithms to
learn δij. Formally, for a cluster of k members, the sink needs to learn and maintain
a lower triangular spatial matrix of size k × k, S = (δij), where i, j ∈ 1, . . . , k and
i > j. For each matrix element, it is learnt by either Theorem 4.1 or Theorem 4.2
based on the availability of δe.
It has been shown in Section 4.4 that δij is slow evolving and needs update.
Therefore, we enforce each sensor node to report its sensor readings at a specified
frequency to the sink. The sink after receiving the update readings will update the
spatial matrix S based on the time varying update procedure Equation (4.22). We
denote the update interval as Fupdate, which denotes the time interval that local node
is required to report its reading to the sink.
7.5.3. A Case Study
In this section, we present an evaluation of the proposed solution on Intel Lab
data [1] as a case study. Figure 7.7 presents the cluster decomposition of the nodes1.
Each circle represents a spatial cluster. The clustering result is obtained by the
1Node 5 and 15 are removed as they don’t have enough sensor readings.
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Figure 7.8.: Illustration on the cooperative data collection with HMM.
unsupervised clustering algorithm Hierarchical Clustering [120] based on the follow-
ing attributes: the x, y coordination of the sensor and the mean of the first 100
temperature readings. Other standard clustering algorithms like K-means [121] and
EM [122] can also be used. However, comparisons of clustering algorithms is beyond
the scope of this thesis.
Figure 7.8 demonstrates the data collection and restoration process graphically.
Clearly the sensor readings from the two nodes are highly correlated, and each node
is given a smaller profile to collect data with. The middle frames show that each node
only focuses on its given profile region and does not report/update any reading other
than that. However, the readings from the two cluster members complement each
other and restored at the sink which are shown in the bottom frames. Comparing
the bottom frames with the original data (top frames), it is interesting to see the
similarities between them.
Table 7.5 reports the simulation results regarding the energy saving and data
collection accuracy. It is obvious that the Cooperative data collection framework
outperforms the independent G-HMMs especially for simulations with smaller preci-
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sion requirements: for instance, when  = 0.1, the communication is saved by 93.6%
(compared with 75.2% for the independent case). The mean absolute differences
show that the proposed solution perfectly satisfies the precision requirement in the
average sense. However, we also witness degradations on the precision satisfaction
comparing with the independent counterpart. The decrease can be explained by the
uncertainties associated with the spatial restoration.
Table 7.5.: Evaluation of the cooperative data collection method on temperature
sensor
# of Data Data Mean Absolute Precision
Messages Saving (%) Difference (℃) Satisfaction (%)
 = 0.1 635.3(±18.38) 93.6(±0.16) 0.095(±0.042) 84.1(±19.2)
 = 0.2 438.3 (±15.56) 95.6(±0.51) 0.145(±0.033) 87.0(±18.6)
 = 0.5 307.5(±24.75) 96.9(±0.25) 0.247(±0.021) 95.0 (±8.7)
 = 0.8 266.8 (±26.57) 97.3 (±0.57) 0.408(±0.031) 95.9(±5.3)
 = 1.0 257.17(±14.85) 97.4(±0.15) 0.458(±0.025) 98.8(±2.9)
7.6. Discussion
In summary, this chapter presents a HMM enhanced data collection method which
features on-line fault detection and also requirement based compressed data collec-
tion. Simulation results show that the method effectively filters out sensor data
faults but also manages to keep a very low false positive rate with the help of the
statistical model. Moreover, based on a pre-specified precision requirement, the
method can accordingly significantly reduce the data communication by inferring
the HMM. This chapter again demonstrates the power of statistical models: if prop-
erly specified, they can bring benefits to WSNs.
We also extend the solution to accommodate both spatial and temporal corre-
lations. A case study shows that the extension further reduces unnecessary data
communication especially for applications with a demanding precision requirement.
Note that the proposed HMM method suffers from linear growth hidden state
space (see Section 7.3.2) when the user’s precision requirement gets refined. There-
fore, when a WSN application requires precise sensor readings, sensors need to host
more complex state models locally, which may not be desired for some low-end
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sensor hardware. To resolve this shortcoming, in Chapter 8, we investigate another
statistical model, dynamical Linear Model (DLM). DLM is a close relative to HMM:
they share the same model structure: possessing both hidden and observation layers;
but DLM have continuous valued hidden process, which resolves the growing hidden
state space problem faced by the HMM method. We are going to show DLM can
also significantly reduces the communication effort but from an adaptive sampling
perspective.
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Data Collection with Dynamical
Linear Models
8.1. Introduction
In this chapter, we still try to solve the same problem: how to energy efficiently
collect data but from a different perspective and by a different model.
In terms of the employed statistical model, the proposed solution can be viewed
as an extension to the HMM-based approach, as Dynamical Linear Models (DLMs)
which are the main model the proposed data collection method exploits are essen-
tially Hidden Markov Models with continuous-valued hidden process [72] 1. DLMs
have been successfully applied to solve engineering problems, like object track-
ing [123] and robot localization [124], now become a popular method to study time
series data. In time series analysis, a DLM provides a way to analyse the data from
a component-wise (trend, seasonal component for example) perspective. More im-
portantly, the model, allowing the components to evolve, is a suitable candidate to
analyse non-stationary, irregular processes [93].
However, the proposed solution solves the problem quite differently from the
HMM-based method. The idea is to maintain identical DLM models at both the
sink and in the network. Instead of sending all the observed raw data to the sink,
the distributed nodes decide locally the sensor data which need to be sampled and
reported. By refraining from sending all the raw data, energy is saved locally at the
nodes.
The illustration starts with an introduction to the DLM in Section 8.2, where the
essential results of DLM are presented and explained. Section 8.3 presents proposed
1More rigorously, DLMs also require all the variables are Gaussian distributed. See Section 8.2
for a formal definition of a DLM
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solution in detail. The section shows how the DLM results introduced previously
can be employed and used in sensor context. In Section 8.4, the experiment results
on the proposed solution are listed and explained. Finally, we finish this chapter by
discussing the pros and cons of the solution.
8.2. Dynamical Linear Models
8.2.1. General Definition
A dynamical linear model (DLM) can be specified by a pair of equations for each
time t ≥ 1,
Yt = Ftθt + vt, vt ∼ Nm(0,Vt) (8.1a)
θt = Gtθt−1 +wt, wt ∼ Np(0,Wt), (8.1b)
together with a prior for θ0
θ0 ∼ Np(m0,C0), (8.1c)
where Gt (of order p × p) and Ft (of order m × p) are fixed scalar matrices and
vt,wt for t > 0 are independent zero mean Gaussian random vectors with their cor-
responding variance matrices Vt and Wt. Note that (8.1a) is called the observation
equation and Yt is the counterpart of Xt in the Hidden Markov Model definition;
while (8.1b) is called the state equation which is equivalent to the hidden state
process of a HMM.
8.2.2. DLM for Sensor
It can be proved [93] that the hidden states (θt) follows Markovian property, i.e.,
p(θt|θ(t−1)) = p(θt|θt−1); (8.2)
and the observation Yt only depends on θt, i.e.,
p(Yt|θ(t),Y (t−1)) = p(Yt|θt). (8.3)
Therefore, DLM is indeed an extension of a HMM since it follows the two defining
requirements in Definition 7.1 except that the hidden state θt is a continuous value
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process 1. In view of this and in the WSN context, the hidden state equation
can be viewed as the process model describing the underlying physical process,
say temperature; while the observation equation is actually a sensing model which
samples the physical process and adds zero-mean Gaussian noises. By specifying the
hidden state equation differently, we have the following two models that suitable for
sensor readings: Local Level Model and Local Linear Trend Model.
Local Level Model
A local level model assumes the hidden state evolution follows a random walk.
Specifically, the model can be defined as a special DLM by letting m = p = 1, Ft =
Gt = 1, Vt = V,Wt = W , and θt = µt :
Yt = µt + vt, vt ∼ N (0, V ) (8.4a)
µt = µt−1 + wt, wt ∼ N (0,W ). (8.4b)
Note (8.4b) is a random walk so the hidden process is nonstationary [41], which
makes Yt also nonstationary. Intuitively, the observations (Yt) are modeled as unbi-
ased but noisy observations of the level component µt, which evolves over time, and
is subject to random changes.
Local Linear Trend Model
A local linear trend model (called trend model afterwards) is an extension of the local
level model, which shares the same observation equation but includes an additional
stochastic trend component βt besides the level µt. A trend model can be defined
as
Yt = µt + vt, vt ∼ N (0, V ), (8.5a)
µt = µt−1 + βt−1 + wt,1, wt,1 ∼ N (0,W1), (8.5b)
βt = βt−1 + wt,2, wt,2 ∼ N (0,W2), (8.5c)
which is equivalent to a DLM with the following settings:
θt =
µt
βt
 , Gt = G =
1 1
0 1
 , Wt = W =
W1 0
0 W2
 , Ft = F = [1 0].
1θt is actually p−dimensional Gaussian distributed
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Note that by letting W2 = 0, we have a deterministic trend model (the observation
either increases or declines). When W2 > 0, the trend component becomes stochas-
tic, which fits sensor data context well: the sensor readings may either increase or
decline.
8.2.3. Filtering and Smoothing
For a given DLM, the main tasks are to make inference on the hidden states θt
and based on that to predict future observations Yt. The hidden states can be
estimated by computing the conditional densities p(θs|y1:t)1. When s = t, the
estimation problem is called filtering; s < t, it is called smoothing; and s > t, it is
named state prediction. Note that the filtering and smoothing problem can be solved
by the renowned Kalman Filter and Kalman Smoother [123], as a DLM model is
essentially a special Kalman Filter model [125, 92]. We state the Kalman Filter and
Smoother results without proof in Results 8.1 and 8.2; the derivations can be found,
for example, in [126].
Result 8.1 (Kalman Filter). Given a DLM specified by (8.1), Let
θt−1|y1:t−1 ∼ N (mt−1,Ct−1) . (8.6)
The following statements holds.
1. The one-step-ahead state predictive distribution is Gaussian, i.e. θt|y1:t−1 ∼
N (at,Rt), and
at = Gtmt−1, Rt = GtCt−1G
′
t +Wt (8.7a)
2. The one-step-ahead observation predictive distribution is also Gaussian, i.e.
Yt|y1:t−1 ∼ N (ft,Qt), and
ft = Ftat, Qt = FtRtF
′
t + Vt (8.7b)
3. The filtering distribution is still Gaussian, i.e. θt|y1:t ∼ N (mt,Ct), and
mt = at +RtF ′tQ−1t et, Ct = Rt −RtF ′tQ−1t FtRt, (8.7c)
1We use the lowercase y1:t to represent the realizations of random variables. So p(θs|y1:t) is a
shorthand notation for p(θs|Y (t) = y(t))
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where et = yt − ft.
Note Result 8.1 essentially provides a one-pass algorithm to calculate the filtering
distribution θt|y1:t by updating the previous result θt−1|y1:t−1 as a prior. Specifically,
the update is done by three seperate steps (shown in eqs. (8.7a) to (8.7c)). The fil-
tering procedures do not require local storage of historical sensor data therefore is
particularly suitable for sensor nodes. More importantly, the computational effort
involved is relative cheap especially for the two sensor models introduced in Sec-
tion 8.2.2. For example, for a local level model, the update procedures can be
simplified as a few scalar arithmetic operations:
Rt = Ct−1 +W
Qt = Rt + V
mt = mt−1 +
Rt(yt −mt−1)
Qt
, Ct = Rt − R
2
t
Qt
.
Similar results can be found with a trend model by substituting its corresponding
model parameters.
Result 8.2 (Kalman Smoother). Given a DLM specified by (8.1), Let θt+1|y1:T ∼
N (st+1,St+1), then θt|y1:T ∼ N (st,St), and
st = mt +CtG′t+1R−1t+1(st+1 − at+1), (8.8)
St = Ct −CtG′t+1R−1t+1(Rt+1 − St+1)R−1t+1Gt+1Ct. (8.9)
According to Result 8.2, it is not hard to see the smoothing proceeds backwardly
from T to 1, and the calculation requires the filtering results (mt, Ct) for t = T, . . . , 1.
Therefore, Kalman Smoother is usually done after the filter so that the filtering
results can be reused [72]. Note that the smoothing process is a one pass algorithm
with linear growth complexity, and its space complexity also grows as T (it has to
store the complete filtering results of size T ).
8.2.4. Observation Forecasting
Observation forecasting is to predict future observational readings based on the
existing data. Formally, the h-step ahead forecasting distribution can be written
as p(Yt+h|y1:t). Intuitively, the distribution can be viewed as the one-step-ahead
observation distribution with observations in between yt+1:t+h−1 as missing. We first
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present the filtering procedures that accommodate missing observations and then
prove this intuition formally.
Result 8.3 (DLM filtering with missing observation). Given a DLM specified by (8.1),
Let
θt−1|y1:t−1 ∼ N (mt−1,Ct−1) , (8.10)
and observation yt is missing. The following statements holds. The one-step-ahead
state and observation predictive distributions are the same as Result 8.1, i.e.
θt|y1:t−1 ∼ N (at,Rt) and Yt|y1:t−1 ∼ N (ft,Qt) (8.11a)
The filtering distribution is Gaussian, i.e. θt|y1:t ∼ N (mt,Ct), where
mt = at, Ct = Rt, (8.11b)
Proof. Equation (8.11a) follows because of Kalman Filter, as the conditions are the
same as Result 8.1. Since yt is missing, then yt = NA and yt does not carry any
information, we have θt|y1:t = θt|y1:t−1 ∼ N (at,Rt) [93].
Theorem 8.1 (DLM Forecasting). Given a DLM specified by (8.1), Let
θt|y1:t ∼ N (mt,Ct) , (8.12)
the h-step ahead observation predictive distribution is a Gaussian:
Yt+h|y1:t ∼ N (ft(h),Qt(h)) , (8.13)
where ft(h) = ft+h, Qt(h) = Qt+h and ft+h and Qt+h are estimated by eqs. (8.11a)
and (8.11b) by treating yt+1 = yt+2 = . . . = yt+h−1 = NA.
Proof. See Section 8.A.
8.2.5. Parameter Estimation
Based on its definition (8.1), a DLM has the following parameters Vt,Wt and prior
parameters m0,C0 which needs to be estimated from data. Note that Gt,Ft are
assumed known from context. For example, the local level model assumes a random
walk hidden process, so Gt = 1; and the observations are unbiased, so Ft = 1.
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A popular estimation method is by maximum likelihood [92], where the likelihood
is defined as
L = Lt , p(y1, y2, . . . , yt) =
t∏
i=1
p(yi|y1:i−1).1 (8.14)
However, according to Commandeur and Koopman [127], the optimization problem
has no analytical solution but can only be estimated iteratively by numerical method.
8.3. The Proposed Solution
8.3.1. DLM Based Data Collection: An Overview
The proposed solution starts with a learning phase in which each node sends sensor
data back to the sink until a pre-specified amount, Nl, learning data is received.
After the learning data is received, a DLM model (either local level or trend model)
is learnt by maximum likelihood method for each node at the sink with the received
learning data. The learning phase finishes when the learnt models are sent back to
the corresponding nodes. Note that the learning phase has to be carried out at the
sink due to its complexity. However, it is just a one-off task which is only required
once at the beginning of the whole process. Moreover, since a model, either local
level or trend model, can be completely specified with a few parameters; for instance,
a local level model requires mNl , CNl , W , V four float typed parameters, where
mNl , CNl are the filtering state parameters at t = Nl, i.e. θNl |y1:Nl ∼ N (mNl , CNl)
2. Therefore, the communication effort for model synchronisation is limited.
The operational phase ensues after the learning phase. Figure 8.1 shows the pro-
cedures in the operational phase graphically. During the operational phase, each
node first according to the user’s precision requirement decides the next sampling
time, T , by making inference on the DLM model. The node then takes a rest until
T . Upon T , a series of Iupdate consecutive samples are collected and sent back to
the sink. These Iupdate data are used to update both the DLM model at the local
awake node and the sink such that the DLM model is synchronised again. When
queried, the sink reports those data that is actually received and interpolates the
missing ones (which should have been collected during the sleeping period) by either
forecasting or smoothing. We explain the two steps in detail in the following two
1Note that the likelihood can be calculated efficiently by making use of the one-step-ahead ob-
servation predictive distribution (8.7b) in Result 8.1.
2A trend model needs 9 parameters. Since mNl ,WNl are 2 × 1 vectors, while CNl is a 2 × 2
matrix.
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sections.
Schedule
Calculate the next sampling
time T based on precision 
and the local DLM ;
See Algorithm 8.1
Update
Sample Iupdate readings;
Update the local DLM and
server model by Kalman
Filter (Result 8.1).
Sleep until T
Figure 8.1.: Dynamical linear model based data collection framework flow chart
8.3.2. Forecast Based Sampling Schedule
It has been shown in Section 8.2.4 that a DLM can provide observational forecasts
based on historic data. More specifically, according to Theorem 8.1, a h-step ahead
forecasting distribution is actually Gaussian distributed with mean ft(h) and vari-
ance Qt(h)1. Therefore, a prediction interval can be derived for the forecast based
on the distribution:
P
(
ft(h)− tαf ,∞ ×
√
Qt(h) < Yt+h < ft(h) + tαf ,∞ ×
√
Qt(h)
)
= 1− 2α, (8.15)
where tαf ,∞ is the critical percentile value for a standard Gaussian random variable.
For example, when αf = 2.5% is used, the future observation Yt+h falls in the
envelope
(
ft(h)− t0.025f ,∞ ×
√
Qt(h), ft(h) + t0.025f ,∞ ×
√
Qt(h)
)
with a 95% level
of confidence, conditional on all the historic data.
Moreover, it is not hard to verify that the forecast variance Qt(h) increases as h
rolls forward (check the recursive formula for Qt(h) in Section 8.A to see this result),
which is a very intuitive result: as the forecast step h increases, the uncertainty
associated with the future reading accumulates as well. Figure 8.2 presents a DLM
based forecasts together with existing data. The model used is a trend model and
the data is temperature sensor readings. The blue line connecting the black curve is
the forecast ft(h), while the red and yellow region are the 90% and 95% confidence
intervals associated with the forecasts respectively. As can be seen from the figure,
as h grows, the envelopes expand. Equipped with this knowledge, a sensor node
can decide when to sample again: as long as the confidence interval is smaller than
1For local level and trend model both the mean and variance are scalars
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the user specified precision interval (ft(h)− , ft(h) + ), the model forecasts can be
used instead of the real samples with the corresponding accuracy guarantee (in a
probabilistic sense). Algorithm 8.1 summarizes these sampling scheduling steps. It
basically find the nearest future point T upon which the forecast confidence is not
high enough to guarantee users’ precision requirement.
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Figure 8.2.: DLM-based forecast and its confidence interval
Algorithm 8.1 Forecasting with a DLM and find the next sampling point
Input: Precision  ( > 0); Forecast limit H; Forecast confidence interval T-table
value tαf ,∞
Output: The next sampling time T
1: h← 1
2: while h ≤ H do
3: Calculate Qt(h) based on Theorem 8.1 and result 8.3
. Calulate the h−step ahead forecasting variance
4: if tαf ,∞ ×
√
Qt(h) >  then
5: break
6: end if
7: h← h+ 1
8: end while
9: T ← h− 1
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8.3.3. Model Update
When the next scheduled sampling time T is reached, the sensor awakens and starts
to sample the environment again. The update is necessary as the accumulating
uncertainty has reached a threshold which makes the model-based forecast no longer
reliable regarding the precision requirement.
We denote the sampling size as Iupdate, i.e. the node upon time T samples the
environment Iupdate times consecutively. These Iupdate sensor readings are also sent to
the sink. Both the local node and the sink update the their DLM models according
to eqs. (8.7a) to (8.7c) in Result 8.1. The received update data not only makes sure
the local and server-side models are synchronised and symmetric again but is also
used for data interpolation later at the sink. Note that Iupdate is a user determined
parameter, usually it can be set as a constant which denotes the number of data
collected over a fixed period. For example, for an application which samples the
environment at a frequency of once per 30s. Then an update interval of 5 minutes
results in Iupdate = 10.
8.3.4. Data Interpolation at Sink
At the sink, it stores of all the received data for each node, which include two parts:
the model learning data received at the learning phase and model update data
received on and off during the operational phase. For the missing data between
the model updates, there are two ways to interpolate: forecasting and smoothing.
The forecasting based interpolation can be easily done by using the forecast value
directly, i.e. ft(h) for h = 1, . . . , T − 1, where Yt+h|y1:t ∼ N (ft(h),Qt(h)). Note
that the forecasts are only based on the historical data received so far y1:t. Since
the forecasts are purely based on Kalman Filter, the method is also called filtering
based solution here.
A more sophisticated method is to interpolate the missing data by smoothing.
Recall the smoothing concept introduced in Section 8.2.3: smoothing is based on all
the available data (not only restricted to the historic data). The received update
data which are collected after the missing values, are also used together the historic
data to help interpolate better estimates. According to Result 8.2, we can calculate
the smoothing distribution θt+h|y1:T+Iupdate ∼ N (st+h,St+h) ,1 where h = 1, . . . , T −
1Note that the condition can be generalised to y1:T , and t + h < T . In other words, regarding
this smoothing based interpolation, all the future received data (not only the most recent data
update) can be used to smooth the interpolation
150
Chapter 8. Data Collection with Dynamical Linear Models
1. Based on the smoothing distribution, we can calculate the distribution for the
observation process:
Yt+h|y1:T+Iupdate ∼ N
(
f˜t+h, Q˜t+h
)
, where
f˜t+h = Ft+hst+h, Q˜t+h = Ft+hSt+hF ′t+h + Vt+h.
(8.16)
The result follows because of Proposition 8.2, whose proof is presented in the chapter
appendix. Therefore, for interpolation by smoothing, the missing value can be
simply replaced by f˜t+h, which is the expected value of the smoothing distribution
of the observation Yt+h.
Proposition 8.2. Given distribution of the hidden state θt+h|y1:T ∼ N (st+h,St+h) ,
where t+ h < T . The observation distribution is also a Gaussian, i.e.
Yt+h|y1:T ∼ N
(
f˜t+h, Q˜t+h
)
, (8.17)
where f˜t+h = Ft+hst+h, Q˜t+h = Ft+hSt+hF ′t+h + Vt+h.
Proof. See Section 8.A.
8.4. Evaluation
Table 8.1.: A summary of parameters for DLM based data collection
Name Description Value Used
Nl Learning data size 1000
 User specified data collection precision re-
quirement
e.g 0.5(℃)
T Denotes the next scheduled sampling time,
see Algorithm 8.1
NA
Iupdate When the scheduled sampling time T is
reached, Iupdate sensor readings are sampled
and used to update the model
10
αf Significance level set for forecast interval 0.25%
H Forecasting step limit, which sets a limit for
h see Algorithm 8.1
100
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In this section, we evaluate the proposed solution by simulations. Like the eval-
uation on HMM-based solution, we access this method by two metrics: communi-
cation saving and data collection accuracy. The metrics, Mean Absolute Difference
and Precision Satisfaction defined in Section 7.4, are reused here to access the data
collection accuracy of the proposed solution. On the other hand, the data commu-
nication saving is accessed by checking how much data is suppressed from sending
to the sink by the proposed solution. The parameters used in the simulations are
summarized in Table 8.1.
Again, the Intel Lab Data [1] is used. We evaluate the solution on temperature,
humidity and voltage sensor. To see how the solution responds to different precision
requirements, we report results with different precision settings in Tables 8.2 to 8.4
respectively for the three types of sensor data. Each reported result is the average
over 10 independent runs in which the experiment data is randomly selected from
the data set (the same way as the HMM-based solution). The numbers in brackets
are the corresponding standard deviations of the independent runs.
8.4.1. Data Communication Saving
According to Tables 8.2 to 8.4, it is clear that for all three types of sensors, the
proposed solution significantly reduces data communication. For example, for hu-
midity sensor at a precision requirement of  = 2.5%, the amount of actual data
communication for the proposed solution of a local level model is 1878.9 messages,
and the corresponding saving is 81.2%, which means over 80% of the orginal data
is saved from sending back to the sink. Similar results can be found for the other
two sensors. It is interesting to see that when the precision requirement is relaxed,
the amount of communication is further suppressed. It is clear that both models
saves unnecessary data communication especially for voltage and humidity sensor.
However, the savings of the trend model on temperature data are generally smaller
than the level model, which can be seen from the top left figure of Figure 8.3. Both
the savings results converge when  increases; however, local level model saves more
communication than the trend model.
8.4.2. Data Accuracy
Filtering and Smoothing Based Interpolation
Section 8.3.4 presents two interpolation methods: filtering and smoothing based
solutions. Note that the two methods only differ by how the received data is used;
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Figure 8.3.: Evaluation of the DLM-based solution on temperature sensor data. The
upper left picture shows the communication suppression effect; the rest
three frames show the data collection accuracies. Both the models, local
level and trend model, are evaluated. Both the interpolation methods:
forecasting and smoothing are also compared. The green lines show the
trend model result while the red ones are the local level results.
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therefore, both methods incur the same amount of data communications as well as
their savings. According to Tables 8.2 to 8.4, the smoothing method outperforms
its filtering counterpart for all three types of sensors. For example, as shown in Fig-
ure 8.3, where the lines dotted with hollow triangles are the data accuracy achieved
by the smoothing estimation, it can be seen that the mean absolute differences
of both local level and the trend models are smaller than their forecasting based
counterparts.
Note that smaller mean absolute differences mean the data collected is more ac-
curate, also more similar to the original data. Figure 8.3 plots the data collected by
the proposed solutions as time series. The smoothing plots (in column two and four)
are in general more smooth than their filtering counterparts (which have many step
jumps). This effect is more obvious when the precision requirement is coerce. When
 = 1.5℃, the filtering plots for both the level model and trend model looks very
discontinuous and of low resolution (see the last row of Figure 8.3). On contrary,
the smoothing results (column two and four of the last row in Figure 8.3) still look
refined.
Local Level Model versus Trend Model
It has been shown previously that both models significantly reduce data communi-
cation effort and the local level model saves slightly more communication than the
trend model. Regarding the data collection accuracy, we find for temperature and
humidity sensor, the trend model achieves better data quality than its counterpart.
For example, according to Table 8.2, when  = 2.0℃, the mean absolute difference
achieved by the trend model is as small as 0.105℃, while the result for local level
model is 1.633℃. Although both of the differences are smaller than the required
, the trend model achieves an excellent accuracy result. The precision satisfaction
also confirms that the trend model satisfies the user’s data accuracy expectation
better than the local level model (almost 100% of the data collected by the trend
model satisfies the user’s precision requirement even for demanding requirements
like  = 0.1℃). The impression can be further confirmed by checking Figure 8.4:
the trend model plots (third and forth columns) are very consistent and refined for
all precision settings. The last plot in Figure 8.3 shows the mean absolute differ-
ences for the four settings (local model with filtering and smoothing interpolations,
trend model with filtering and smoothing interpolations), the black line serves as a
reference which represents the situation when the achieved accuracy equals to the
requirement. It is obvious that all the four results are on the lower part of the
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reference line, meaning the achieved mean accuracy is better than the required .
However, the difference between the trend model (blue lines) and the local level
model (red lines) is apparent. The blue results are more consistent over all the dif-
ferent precision settings; and the achieved precisions outperform their counterparts
greatly.
However, the difference on voltage data is negligible: the local level model achieves
almost the same result as the trend one regarding the data accuracy (see Table 8.4).
The performance differences over sensor data can be explained by the following ob-
servation. Recall the trend model includes an additional stochastic trend component
in comparison with the local level model. And the local level model can actually
be viewed as a special trend model where the trend is always zero (β0 = wt,2 = 0).
Therefore, the trend model equipped with the additional component is more suitable
for data which is more dynamic and has local temporary trends. The temperature
data for example is clearly more random and volatile: it either increases or decreases
by random environmental factor, like a switched-on radiator or a opened window.
However, for voltage, although it has a long term decreasing trend, the reading is
more stable at least at local temporary level. Therefore, a local level model suffices
to describe its behaviour, which leads to very close performances between these two
models.
8.5. Discussion
In this chapter, a new data collection framework based on DLM is proposed. Com-
paring with the data collection method described in Chapter 7, both of them manage
to suppress unnecessary data communication while collecting accurate data match-
ing up user’s precision expectation.
However, the two methods tackle the problem from different perspectives. The
HMM-based solution creates meaningful hidden states based on the precision re-
quirement such that different states represent different signal levels of the phe-
nomenon; therefore, by inferring the hidden state based on the observation, a de-
coded state switch will trigger an update to the sink. On the other hand, the
DLM solution achieves the result by combining the adaptive sampling technique
with energy efficient data collection. The DLM method solution relies more on
the observational forecasting distribution rather than the hidden process. Based on
the forecasting confidence interval, the node decides the next necessary sampling
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time and update the observations directly to the sink. The DLM-based solution
does not need to create the hidden state space, which grows linearly as the pre-
cision, is an edge over its counterpart. Moreover, the computational complexity
involved with the DLM solution which purely depends on the DLM model (see the
filtering computation in Results 8.1 and 8.3) is also invariant to the precision re-
quirement; however, the computation for the HMM-based solution grows with the
state space again. Regarding data collection accuracy, the DLM-based solution can
use smoother to interpolate missing data, which significantly boosts data quality at
the sink.
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Appendix 8.A Some Proofs
Proof of Theorem 8.1
Proof. To prove this theorem, we only needs to show the recursive procedures given
in Result 8.3 can be used to correctly calculate the h-step ahead predictive distri-
bution. Define
at(k) = E[θt+k|y1:t], Rt(k) = Var[θt+k|y1:t],
ft(k) = E[Yt+k|y1:t], Qt(k) = Var[Yt+k|y1:t].
(8.18)
Proof by induction, the result holds trivially for h = 1. For h > 1,
at(h) = E[θt+h|y1:t] = E[E[θt+h|y1:t,θt+h−1]|y1:t]
= E[Gt+hθt+h−1|y1:t] = Gt+hat(h− 1),
Rt(h) = Var[θt+h|y1:t]
= Var[E[θt+h|y1:t,θt+h−1]|y1:t] + E[Var[θt+h|y1:t,θt+h−1]|y1:t]
= Gt+hRt(h− 1)G′t+h +Wt+h,
ft(h) = E[Yt+h|y1:t] = E[E[Yt+h|y1:t,θt+h]|y1:t]
= E[Ft+hθt+h|y1:t] = Ft+hat(h),
Qt(h) = Var[Yt+h|y1:t]
= Var[E[Yt+h|y1:t,θt+k]|y1:t] + E[Var[Yt+h|y1:t,θt+k]|y1:t]
= Ft+hRt(h)F ′t+h + Vt+h.
Note that the results happen to agree with the filtering process in Result 8.3 as
mt+h−1 = at+h−1,Ct+h−1 = Rt+h−1 (induction assumption for h − 1 and (8.11b).
So, for example, at+h = Gt+hmt+h−1 = Gt+hat+h−1
Proof of Proposition 8.2
Proof. The Gaussian identity follows because the total distribution of the random
vector (θ(T ),Y (T )) is a multivariate Gaussian; therefore, any marginal and condi-
tional distribution is also Gaussian, which is a standard Gaussian result [84].
f˜t+h = E[Yt+h|y1:T ] = E[E[Yt+h|y1:T ,θt+h]|y1:T ]
= E[Ft+hθt+h|y1:T ] = Ft+hst+h,
Q˜t+h = Var[Yt+h|y1:T ]
= Var[E[Yt+h|y1:T ,θt+k]|y1:T ] + E[Var[Yt+h|y1:T ,θt+k]|y1:T ]
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= Ft+hSt+hF ′t+h + Vt+h.
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Chapter 9.
Conclusion and Future Work
9.1. Summary
We summarize the main contribution of this thesis. Two problems of WSNs are
raised in Chapter 2: low data reliability and high demand on energy efficiency. To
solve them, this thesis develops an approach grounded in formal statistical models.
All the proposed solutions employ one (or more than one) statistical model; by
making inference on the model, various kinds of sensor control decisions are made.
The solutions can accommodate the non-stationarity of the sensor data by adaptive
update. We have also use theoretical complexity analysis and real world benchmark
implementation to demonstrate the feasibility of applying them at low level sensor
motes.
Chapter 4 presents an in-network fault detection method that can filter out sensor
data faults in real-time. The solution uses a statistical model to represent the spatial
correlation between neighbouring nodes. Using formal Bayesian methods, spatial
correlated nodes can be found and data faults can be filtered out by making inference
on the model. The fault detection method is also well integrated with existing data
collection protocols. Experiment result shows that the proposed solution is resilient
to faulty learning data but also has good detection accuracy.
Chapter 5 proposes an extended version of the spatial correlation based detector.
In addition to the spatial statistical model, a local tier model representing correlation
between intra-node attributes is introduced. The local tier is used to filter out
negative data so that they won’t be sent for the tier two validation. We theoretically
prove the communication reduction effect of the solution is significant. Simulation
results show that the communication overhead is reduced and comparable good
detection accuracy is maintained. In comparing with heuristic methods, the formal
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methods are more accurate and robust.
To improve energy efficiency, we propose in Chapter 7 a novel data collection
framework which employs Hidden Markov Model (HMM). The model is learnt by
a heuristic way by extracting ground knowledge and user requirement; so the solu-
tion is completely distributed. Simulation results show the solution is both energy
efficient and of high data fidelity.
An extension to the HMM based method is studied. The extension brings in
spatial correlation to make the solution is both temporal and spatial correlation
aware. In stead of dividing time into work/sleep slots, the solution decompose the
data domain. Each spatial cluster member node only focuses on a sub-interval of
the total domain. Simulation result show further improvement in communication
suppression.
Chapter 8 proposes a Dynamical Linear Model (DLM) based data collection
framework. DLM can be viewed as a continue valued hidden process HMM. The
solution features adaptive sampling and energy efficient data collection. By mak-
ing inference on the DLM model, the sensor node can automatically decide the next
sampling point; by smoothing, required data communication is significantly reduced.
Simulation result confirms our hypothesis.
9.2. Limitation
In retrospect, we find the following limitations of this work with respect to the
research hypothesis put forward in Chapter 1:
• Statistical methods can be used to solve practical sensor problems
in a realistic way even given the challenges faced by WSN platform.
The hypothesis stressed the practical value of using statistical methods. To prove
this claim, numerical simulations, real world benchmark implementations, and for-
mal complexity analysis have been used. Although all the experiment results suggest
the claim is valid, there are still certain pre-conditions need to be satisfied. The most
pertinent condition is that the methods proposed are hardware dependent. For ex-
ample, whether floating point calculations are implemented at the hardware level of
the node chips will greatly decide the performance. Because software implemented
floating point operation usually costs more energy, which may overshadow the en-
ergy saving brought by the techniques. Moreover, all the numerical simulations are
performed by numerical reliable statistical software packages; on the other hand, in
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reality, sensor node operations might not be as accurate as expected. However, these
concerns require the advances of both numerical analysis algorithms and hardware
design, which exceed the scope of the thesis.
Second, statistical methods, proved effective though, are not the silver bullet.
This thesis only addresses two problems faced by WSNs applications, namely the
data reliability and energy efficiency problems. These two problems are pertinent to
most of WSNs deployments; but more practical problems are still open to the WSN
community. For example, the security and privacy issues are two critical concerns
for WSNs while statistical methods might not be applicable at all.
Last, to fully prove the thesis hypothesis, large scale synthetic real world deploy-
ments and evaluations are required. However, due to the limit of time and fund, it
is hard to acquire the full range of hardware required; and fully test the different
deployment scenarios.
In light of the above arguments, the hypothesis should be revised accordingly as :
• Statistical methods can be used to solve certain important sensor
problems in a realistic way given the hardware used and deployment
environment meet certain desired conditions.
9.3. Future Work
The proposed fault detection has good detection accuracy on artificially injected
faults. However, in reality, due to the lack of ground truth, we cannot measure the
detection accuracy on real sensor data. To better evaluate the solution, we need
sensor data with solid ground truth such that events can be separated from faults.
To do this, labelled sensor data may be collected manually first, in which events,
like a radiator is switched, is logged with the collected data. And by applying the
solution to the labelled data, a more comprehensive result can be obtained.
Chapter 7 only provides a case study on the Cooperative sensing technique.
The solution needs more refinement. Note that the spatial model employed is very
simple. A possible extension is to try more powerful spatial model to restore the
missing data. Since the data restoration is carried out at powerful sink, complex
Bayesian time-space model could be used to generate more accurate interpolations.
Moreover, the domain space currently is divided into equal length and assigned to
cluster members. A better approach should divide the interval based on predicted
future work load.
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The DLM-based solution requires an one-off learning phase in which DLM model
is learnt at the sink and sent back to the nodes. Although the learning phase only
takes place once, it still compromises scalability. Therefore, a local efficient learning
method is required to make the solution completely distributed.
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Appendix A.
Probability Density Functions
Gaussian distribution
If r.v. Y is Gaussian distributed, denoted as Y ∼ N (µ, σ2), where µ and σ2 are the
mean and variance respectively, then its density function is
N (x;µ, σ) = 1√
2piσ
exp
{
− 12σ2 (x− µ)
2
}
.
Student T distribution
If r.v. T is Student T distributed, denoted as T ∼ T (µ, σ2, ν), where ν is the degree
of freedom, then its density function is
T (t;µ, σ2, ν) = Γ(ν/2 + 1/2)Γ(ν/2)
1√
νpiσ
[
1 + 1
ν
(
t− µ
σ
)2]− (ν+1)2
,
where Γ is the Gamma function. Note: after standardization, the transformed
random variable:
T − µ
σ
∼ T (0, 1, ν) = Γ((ν + 1)/2)√
νpiΓ(ν/2)
(
1 + t
2
ν
)− (ν+1)2
.
Gamma distribution
If r.v. Y is Gamma distributed, denoted as Y ∼ G(shape = α, rate = β), then its
density is
G(x;α, β) = β
α
Γ(α)x
α−1e−βx,
where x, α, β > 0.
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Normal-Gamma distribution
If bivariate random vector Y, Y are Normal-Gamma distributed, denoted as Y, Y ∼
NG(µ, κ, α, β), their density function is
NG(x, y;µ, κ, α, β) = 1
ZNG(µ, κ, α, β)
y
1
2 exp
{
−κy2 (x− µ)
2
}
yα−1exp{−βy},
where
ZNG(µ, κ, α, β) =
Γ(α)
βα
(2pi
κ
) 1
2
.
Multivariate Normal distribution
If random vector Y = {Y1, . . . , Yk} has a k-variate Normal distribution with param-
eters mean vector µ = (µ1, . . . , µk) and variance-covariance matrix Σ, their joint
density is
Nk(y;µ,Σ) = |Σ|−1/2(2pi)−k/2exp
{
−12(y − µ)
′
Σ−1(y − µ)
}
, y ∈ Rk,
where µ is the mean vector, and Σ is a k × k symmetric positive-definite matrix,
i.e.
µ = E[Y ] = (µ1, µ2, . . . , µk)T
Σ = E[(Y − µ)(Y − µ)′ ] =

Var[Y1] Cov[Y1, Y2] · · · Cov[Y1, Yn]
Cov[Y2, Y1] Var[Y2] · · · Cov[Y2, Yn]
... ... . . . ...
Cov[Yn, Y1] Cov[Yn, Y2] · · · Var[Yn]

Notice that:
- along the diagonal we have simply the variance of an individual variable, and
- the matrix is symmetric, that is, Cov[Yi, Yj] = Cov[Yj, Yi].
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