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Resumen
Muchos sistemas reales de gran intere´s pra´ctico son claramente no estacionarios. Por
otro lado, se sabe que las arquitecturas profundas pueden ser mucho ma´s eficientes
a la hora de representar ciertas funciones.
El objetivo general de esta tesina fue el estudio del rendimiento de estas arquitec-
turas en el a´mbito de los problemas no estacionarios y su adaptacio´n a los mismos.
Para ello se usaron SRBM (Stacked Restricted Boltzmann Machines) y, para com-
parar con una arquitectura poco profunda de las ma´s usadas, SVM (Support Vector
Machines).
Existen diversos me´todos para abordar problemas no estacionarios, el usado en
este trabajo fue SEA (Streaming Ensemble Algorithm) con SRBM, para el cual se
desarrollo´ una pol´ıtica de inclusio´n especial, y con SVM.
Para llevar a cabo las pruebas, se disen˜aron dos grupos de datasets no estaciona-
rios a partir de MNIST y NORB, ampliamente usados y conocidos. Los resultados
estuvieron dentro de lo esperado y dan esperanza para seguir investigando estos y
otros temas relacionados. El rendimiento general para MNIST (estudiado con ma´s
detalle) de SEA con SRBM fue superior al que se obtuvo con SVM. Sin embargo,
en el caso de cambios recurrentes no hubo mejoras notables.
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1. Introduccio´n
El campo del Aprendizaje Automatizado (Machine Learning), es parte central
de la nueva revolucio´n tecnolo´gica basada en el uso inteligente de la informacio´n. Su
objetivo primario es la construccio´n de algoritmos que automa´ticamente mejoren su
eficiencia en la solucio´n de un problema a trave´s de la experiencia acumulada [28], con
una mı´nima cantidad de intervencio´n humana. El Aprendizaje Automatizado integra
conocimientos de disciplinas diversas como Inteligencia Artificial, Estad´ıstica, Teor´ıa
de Control, Ciencia Cognitiva, Neurobiolog´ıa, etc. Uno de los principales problemas
que se investigan en esta a´rea es el de reconocimiento de patrones o clasificacio´n [9],
que corresponde a asignar una clase particular a una nueva observacio´n.
La mayor´ıa de los me´todos de ana´lisis de datos utilizados asumen como premisa
ba´sica la estacionaridad de los mismos (es decir, que el feno´meno bajo ana´lisis no
cambia en el tiempo). Sin embargo, muchos sistemas reales de gran intere´s pra´ctico
son claramente no estacionarios, como por ejemplo cualquier propiedad relacionada
a la meteorolog´ıa (que depende de la estacio´n del an˜o) o el problema de detec-
cio´n temprana de fallas en l´ıneas de produccio´n (que depende del desgaste de las
ma´quinas).
Otra caracter´ıstica que presentan estos me´todos es que se basan en lo que puede
definirse como arquitecturas poco profundas (Redes Neuronales con una capa oculta,
Support Vector Machines –SVM–, A´rboles de Decisio´n, etc.), aunque desde hace
bastante tiempo [13] se sabe que las arquitecturas profundas [5] pueden ser mucho
ma´s eficientes a la hora de representar ciertas funciones. Esto se debe, probablemen-
te, a que so´lo recientemente se pudo desarrollar un me´todo de aprendizaje efectivo
para estas arquitecturas [16]. Este desarrollo desperto´ gran intere´s en estas arqui-
tecturas [5], aunque todav´ıa no se han utilizado en problemas no estacionarios. El
objetivo general de esta tesina fue el estudio del rendimiento de estas arquitecturas
en el a´mbito de los problemas no estacionarios y su adaptacio´n a los mismos.
1.1. Objetivos
El primer objetivo de esta tesina fue la comparacio´n de estas te´cnicas con los
me´todos tradicionales, utilizando como base problemas no estacionarios que presen-
ten highly varying functions (funciones de variabilidad alta) [5], en particular, con
me´todos especialmente disen˜ados para el tratamiento de problemas no estacionarios
pero basados en arquitecturas poco profundas.
El segundo objetivo fue el desarrollo de te´cnicas espec´ıficas para este tipo de
problemas. Se investigo´ en que´ forma se pod´ıa integrar la informacio´n aportada
por los datos antiguos al entrenamiento de un modelo de mayor profundidad. Se
esperaba que las te´cnicas aqu´ı desarrolladas tuvieran un rendimiento superior a las
tradicionales en los problemas no estacionarios con highly varying functions.
1.2. Organizacio´n del trabajo
Se comenzara´ dando un panorama de los conceptos y algoritmos utilizados en el
trabajo y las caracter´ısticas de los problemas no estacionarios. Luego se detalla el
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tipo de red profunda utilizado y su adaptacio´n al problema. A continuacio´n se pre-
sentan las pruebas realizadas y la preparacio´n de los datasets usados, los resultados
obtenidos y finalmente, algunas conclusiones y trabajos futuros.
1.3. Desarrollo de software
La plataforma utilizada fue GNU/Linux y las implementaciones de los algoritmos
se hicieron en el lenguaje C++ con la biblioteca para a´lgebra lineal Armadillo [3].
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2. Conceptos generales
Aqu´ı se explican algunos temas que son necesarios conocer para una mejor com-
prensio´n del trabajo, como ser el aprendizaje automatizado, redes neuronales, ar-
quitecturas profundas y RBM (Restricted Boltzmann Machines), SVM, otros clasi-
ficadores conocidos, los problemas no estacionarios y sus algoritmos espec´ıficos.
2.1. Aprendizaje Automatizado
A fines de los ’50, Arthur Samuel, que fue uno de los primeros en definir Ma-
chine Learning, dec´ıa que es el campo de estudio que otorga a las computadoras la
capacidad de aprender sin ser expl´ıcitamente programadas. En 1997, Tom Mitchell
dio una definicio´n ma´s formal [28]: se dice que un programa aprende de la expe-
riencia E con respecto a cierto tipo de tarea T y una medida de performance P, si
el desempen˜o en tareas de T segu´n la medida P, mejora con la experiencia E.
El Aprendizaje Automatizado es una rama de la Inteligencia Artificial, pero es
inherentemente un campo multidisciplinario. Involucra conceptos de probabilidad y
estad´ıstica, teor´ıas de complejidad computacional, de control, de informacio´n, filo-
sof´ıa, psicolog´ıa, neurobiolog´ıa, y otros campos. Busca desarrollar algoritmos capaces
de aprender a solucionar problemas a partir de la experiencia acumulada. Esta ex-
periencia se traduce en el conjunto de ejemplos observados –datos de entrenamiento.
Para esto, se han creado varias te´cnicas, dentro de las ma´s comunes esta´n el apren-
dizaje supervisado, no supervisado, semi-supervisado, por refuerzo, etc.
En el aprendizaje supervisado, los datos de entrenamiento consisten de tuplas
(x, y), donde x es la entrada obtenida de una distribucio´n de probabilidad desco-
nocida, e y, la salida que se espera obtener del algoritmo tras el entrenamiento.
Si la salida admite so´lo dos valores, tenemos un problema de clasificacio´n binaria.
Cuando admite un nu´mero finito de valores, es de clasificacio´n multiclase. Y en el
caso continuo, donde la salida y ∈ Rn, el problema es de regresio´n.
En el aprendizaje no supervisado contamos so´lo con la primera parte de
las tuplas, es decir, la entrada x. En este caso se busca encontrar caracter´ısticas o
estructuras ocultas en los datos. Algunos problemas relacionados con este me´todo
son la estimacio´n de densidad de probabilidad que genero´ los datos, la compresio´n,
reduccio´n de dimensionalidad, y clustering, que trata de agrupar los datos segu´n
algu´n criterio de similitud.
El aprendizaje semi-supervisado cae entre los dos me´todos recie´n vistos. No
todos los datos tienen asignada una etiqueta, a veces es desconocida, o conocerla
tiene un costo muy elevado. Tambie´n pueden existir restricciones que indiquen por
ejemplo, que dos instancias pertenecen a la misma clase. Por u´ltimo, el aprendizaje
por refuerzo hace que un agente aprenda del feedback (retroalimentacio´n) que
recibe del entorno como resultado de las acciones que efectu´a sobre e´ste.
Veamos algunos ejemplos de problemas. Se tiene un conjunto de registros (que
incluyen edad, nivel de glucosa en sangre, etc.) de pacientes que han sido (o no)
diagnosticados con diabetes y se desea determinar si nuevos pacientes son diabe´ticos
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o no a partir de sus registros. Tambie´n podr´ıamos querer estimar el precio de una
casa, para esto contamos con una base de datos de viviendas con informacio´n sobre
superficie cubierta, antigu¨edad, ubicacio´n, etc., y el precio actual. Otro ejemplo
podr´ıa ser el de crear un filtro de correo no deseado dados correos electro´nicos
etiquetados como spam o no spam.
En definitiva, sea X el conjunto de todos los ejemplos posibles de cierta experien-
cia, e Y el conjunto de todos sus resultados posibles, entonces un algoritmo t´ıpico
de entrenamiento supervisado en Machine Learning buscara´ una funcio´n f : X → Y
a partir de un conjunto de datos de entrenamiento T , donde T ⊂ X × Y , tal que
para una instancia cualquiera de X , f nos de la respuesta correcta en Y .
La funcio´n debera´ generalizar sobre nuevas instancias de X que no hayan sido
vistas en Dom(T ). Como el espacio de bu´squeda puede ser muy grande y los datos de
entrenamiento no abundantes, suele reducirse el espacio para mejorar el aprendizaje.
Para evaluar este aprendizaje se utilizan dos medidas, el error de entrenamiento
y el error de validacio´n. Para esto se toman todos los datos disponibles y se los
divide en dos conjuntos, uno de entrenamiento (ma´s grande) para encontrar f y
otro de validacio´n, para controlar el comportamiento de f frente a casos nuevos y
tratar de evitar sobreajustar los datos de entrenamiento. Los errores mencionados,
entonces, se calculan sobre estos dos conjuntos.
Por ejemplo, tenemos n datos que corresponden a una funcio´n cuadra´tica, las
muestras fueron tomadas uniformemente de un intervalo en X , y sus valores en Y
fueron le´ıdos con algo de ruido, ver Figura 1.
X
Y
grado del
polinomio (g)
e
rr
o
r
1 2 5
Etrain(T)
Ev(T)
Figura 1: Sesgo y varianza (sobreajuste). Ev(T ) es el error de validacio´n usando T y
Etrain(T ) el error de entrenamiento.
En una primera instancia decidimos buscar la funcio´n lineal que mejor ajuste
los datos, y vemos que tanto el error de entrenamiento y de validacio´n son altos,
aqu´ı cometimos un error por sesgo.
Si en cambio buscamos el polinomio de grado ≤ n que mejor ajuste los da-
tos, vamos a encontrar uno como muestra la curva roja que tendra´ un error de
entrenamiento muy bajo, pero veremos que Ev(T ) ≫ Etrain(T ), por lo que muy
probablemente fallara´ en la generalizacio´n, es decir, el algoritmo sobreajusto´ los da-
tos de entrenamiento, junto con el ruido presente en la muestra. Hubo un error por
varianza.
En ambos casos hay presente una suposicio´n: la funcio´n o´ptima es lineal o bien
es polino´mica. Estas suposiciones, a priori, que hace el sistema acerca del concepto
a aprender, conforman la base inductiva del mismo.
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2.2. Redes neuronales
Las redes neuronales artificiales (RNA –o ANN por sus siglas en ingle´s) proveen
un me´todo pra´ctico y general para aprender funciones de valores reales, discretos o
vectoriales a partir de un conjunto de ejemplos. Algoritmos como Backpropagation
usan descenso por el gradiente para optimizar los para´metros de la red con el obje-
tivo de ajustar mejor los ejemplos de entrenamiento. El aprendizaje de las redes es
robusto a errores en los datos de entrenamiento y ha sido aplicado exitosamente a
problemas como el reconocimiento de voz, de caras y el aprendizaje de estrategias
de control de robots, veh´ıculos y procesos.
Una RNA esta´ compuesta por un conjunto de unidades simples –o neuronas–
densamente interconectadas, donde cada una toma un nu´mero de valores reales como
entrada y produce un u´nico valor real como salida, que a su vez puede ser la entrada
de otras unidades conectadas. Si bien el estudio de las RNA fue motivado en parte
por co´mo esta´ formado el sistema nervioso central, estas no han sido modeladas con
total fidelidad y son conocidas ciertas inconsistencias con el sistema biolo´gico. Por
ejemplo, una neurona artificial tendra´ como salida un solo valor, mientras que una
neurona biolo´gica produce una compleja sen˜al compuesta por una serie de impulsos
nerviosos.
Una unidad u esencialmente toma la entrada x¯ ∈ Rn, las interconexiones w¯ ∈ Rn
(o pesos) y computa un valor h = a(g(x¯, w¯)), que es la salida de esta unidad. Una
forma comu´n de g es g(x¯, w¯) =
∑n
i=0 xiwi, donde x0 = 1 y w0 = b es el bias o
sesgo de la unidad, y a(θ) es la funcio´n de activacio´n que puede variar de acuerdo al
problema. Algunas de las ma´s conocidas son la funcio´n signo, sigmoidea y softmax.
Como ejemplo, veamos en la Figura 2 co´mo es una unidad sigmoidea.
x1
x2
xn
.
.
.
x0 = 1
Σ
Σ xi wi
n
i = 0
g(x, w) =                = θ
w0 = bias
w1
w2
wn
h
1
1 + e-θ
σ(θ) =               = h
Figura 2: Unidad sigmoidea.
De acuerdo a co´mo son las conexiones entre unidades, se cuentan varias categor´ıas
de redes: feedforward (con conexiones1 a unidades de capas superiores), recurrentes
(las conexiones pueden formar un ciclo dirigido, se permiten conexiones a capas
inferiores o a unidades de la misma capa, ej.: Boltzmann Machine [17]), modulares
(coleccio´n de pequen˜as redes que cooperan o compiten para resolver un problema),
entre otras.
En la Figura 3 vemos una simple red feedforward con dos capas ocultas (en rojo)
de 3 unidades la primera y 2 la segunda. En gris se ven los sesgos b1i , con i = [1, 2, 3]
para las unidades de la primer capa oculta, b2i , con i = [1, 2] para las unidades de la
1Considerar que en una conexio´n de a hacia b, la informacio´n fluye de a hacia b.
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segunda capa oculta y b31 para la unidad de salida. Cada w
l
ij corresponde al peso de
la conexio´n entre la unidad i de la capa l con la unidad j de la capa anterior l − 1.
x1
x2
1
o1
1 1
h1
1
h2
1
h3
1
h1
2
h2
2
b1
2b3
1
b2
2
b1
1
b2
1
w11
1
w32
1
w21
2
w23
2
b1
3
w11
3
w12
3
entrada
salida
Figura 3: Red feedforward de dos capas ocultas.
2.3. Arquitecturas profundas
Las redes neuronales de una o dos capas ocultas, y otras arquitecturas poco
profundas, presentan limitaciones en cuanto a las funciones que pueden representar,
como las funciones de variabilidad alta. Entonces surge la necesidad de estudiar
algoritmos para entrenar modelos profundos con varios niveles de abstraccio´n con el
fin de encontrar mejores representaciones de estas funciones.
Se llaman arquitecturas profundas a las composiciones de muchas capas de com-
ponentes adaptivos no lineales. Estas arquitecturas permiten la representacio´n de
una amplia familia de funciones de manera ma´s compacta que las arquitecturas poco
profundas utilizadas habitualmente. En particular, desde hace varios an˜os se conocen
varias funciones simples que son extremadamente dif´ıciles de representar con una
arquitectura poco profunda mientras que con una arquitectura de la profundidad
adecuada se pueden representar fa´cilmente. Un ejemplo t´ıpico es la funcio´n paridad
(ver por ejemplo [5] y las referencias citadas en ese trabajo). El uso de arquitecturas
inapropiadas hace que estas funciones sean muy dif´ıciles de aprender y se necesite
una enorme cantidad de datos para aproximarlas eficazmente.
A pesar de las potenciales ventajas, el uso de las arquitecturas profundas fue muy
limitado hasta hace poco tiempo debido a la dificultad de entrenar arquitecturas
de ma´s de tres capas. Hinton y otros [16] propusieron recientemente un me´todo
de entrenamiento que supera esta dificultad. El mismo se basa en el uso de una
etapa de pre-entrenamiento, esto es entrenando con una heur´ıstica greedy2 cada par
de capas con el algoritmo de Ma´quinas de Boltzmann Restringidas [36] (como se
detalla en la seccio´n 2.4). Esto permite inicializar los para´metros de la red profunda
en una regio´n cerca del o´ptimo buscado, para luego aplicar algoritmos de descenso
2Voraz, codiciosa.
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por el gradiente. Una red profunda as´ı entrenada obtiene en cada una de sus capas
abstracciones de distintos niveles de los datos presentados en la entrada.
A partir de la introduccio´n de este me´todo ha surgido un gran intere´s en el estudio
de las arquitecturas profundas. Nuevos algoritmos de aprendizaje fueron propuestos
[33, 25, 1]. Erhan y otros [10] realizaron un detallado estudio experimental con el
objeto de determinar si la etapa de pre-entrenamiento tiene un efecto regularizador u
optimizador, agregando informacio´n adicional para imponer una cierta distribucio´n
a priori de los para´metros del modelo a entrenar. Otros desarrollos llevaron estas
te´cnicas al campo del aprendizaje semi-supervisado [40].
Las arquitecturas profundas fueron aplicadas sobre todo en problemas de reco-
nocimiento de ima´genes. Se realizaron trabajos en varias direcciones, por ejemplo
el uso de ima´genes naturales [32], la bu´squeda de robustez frente a variaciones co-
munes, como el ruido aleatorio o el ocultamiento de parte de la imagen [38], o la
adaptacio´n de estas te´cnicas para ser usadas con ima´genes de mayor taman˜o [26].
2.4. Restricted Boltzmann Machines (RBMs)
En la seccio´n anterior se mencionaron las RBM como un elemento clave para
entrenar redes profundas, aqu´ı las veremos en mayor detalle, empezando por su
origen.
Una ma´quina de Boltzmann [17] es una red neuronal recurrente de conexiones
sime´tricas, cuyas unidades (o neuronas) son activadas estoca´sticamente, que permite
aprender regularidades complejas presentes en los datos de entrenamiento.
Al agregar ciertas restricciones a estas conexiones, se obtiene una ma´quina de
Boltzmann restringida [36] (RBM), que consiste en una capa de unidades ocultas
h binarias y otra de unidades visibles v binarias o de valores reales, tales que las
conexiones entre ambas capas (W ) son sime´tricas y no se permiten conexiones entre
unidades del tipo visible-visible u oculta-oculta. De esta manera se forma un grafo
bipartito como en la Figura 4, donde b y c son vectores de biases para las unidades
ocultas y visibles respectivamente y W es la matriz de pesos entre ellas.
h
v
b
c
W
Figura 4: Restricted Boltzmann Machine.
Ma´s formalmente, una RBM es un modelo generativo basado en una funcio´n
de energ´ıa E(v,h) sobre todas las unidades de la red, y por la cual asigna una
probabilidad a cada posible par de vectores visibles y ocultos:
p(v,h) =
1
Z
e−E(v,h)
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donde Z es la funcio´n de particio´n dada por la suma sobre todos los posibles pares
de vectores v y h:
Z =
∑
v,h
e−E(v,h)
y la funcio´n de energ´ıa [19] es:
E(v,h) = −c′ v− b′ h− h′W v
Hinton [15] propuso un me´todo para entrenar RBMs, basado en una iteracio´n del
algoritmo de muestreo de Gibbs, que consiste en asignar un vector de entrenamiento
a las unidades visibles y actualizar, estoca´sticamente y en paralelo, los estados de
las unidades ocultas. Luego de muestrear estos estados, se realiza una reconstruccio´n
actualizando cada unidad visible, en paralelo. Finalmente, se vuelven a actualizar
las unidades ocultas. Es por las restricciones antes mencionadas que pueden inferirse
en paralelo y fa´cilmente los valores hj dado el vector de entrada v, es decir, hallar
p(h|v), ya que los hj son condicionalmente independientes dado v; y de manera
ana´loga, es fa´cil reconstruir v a partir de h, calculando p(v|h). [25, 6]
Este procedimiento esta´ inspirado en el me´todo Contrastive Divergence [6], el
cual se basa en una aproximacio´n del gradiente de la log-likelihood (logaritmo de
la probabilidad de los datos de entrenamiento) de los para´metros del modelo, a
trave´s de una cadena de Markov que comienza con el u´ltimo ejemplo visto y en
donde la transicio´n es un paso del algoritmo de muestreo de Gibbs. Pero como
aqu´ı la convergencia se da en infinitos pasos que consisten en calcular p(h|v) y luego
la reconstruccio´n p(v|h), al entrenar una RBM se aplica una versio´n ma´s ra´pida
denominada CD-k, donde k denota el nu´mero de pasos de muestreo de Gibbs. En la
pra´ctica, se han obtenido resultados muy satisfactorios con k = 1.
Ya tenemos un me´todo efectivo de entrenamiento, pero una RBM por s´ı sola
esta´ limitada en cuanto a lo que puede representar. Su verdadero poder se ve cuan-
do se usan “apiladas” para formar una red de creencia profunda (o Deep Belief
Network), un modelo generativo de varias capas. Aqu´ı, cada capa contiene un con-
junto de unidades binarias o con valores continuos, y esta´n conectadas con todas las
unidades de las capas adyacentes pero no entre las de una misma capa. A esta pila
se le agrega una capa final que mapeara´ la u´ltima capa oculta con las unidades de
salida. En la Figura 5 se muestra una SRBM (Stacked RBM ) con tres RBM apila-
das, en donde cada unidad de una capa esta´ conectada con todas las unidades de
la capa superior. Notar que la RBM i consta de la capa oculta hi con sus biases bi
y la capa inferior (que ser´ıa la visible) con sus biases ci−1, segu´n indican los colores
usados.
El algoritmo propuesto por Hinton [16] para las SRBM comienza con una etapa
no-supervisada, en la que se entrena una capa por vez de manera greedy, trata´ndo-
las como RBMs y usando las activaciones de la capa anterior como entrada de la
siguiente. Los pesos y biases calculados para cada RBM, se utilizan como valores
iniciales de una red (a la que se agrega una capa final como se menciono´ antes) que
sera´ entrenada de forma supervisada con alguna versio´n de descenso por el gradiente
tradicional. En este trabajo se uso´ el me´todo del gradiente conjugado.
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Figura 5: Red feed-forward profunda y la interpretacio´n como Stacked Restricted Boltz-
mann Machines.
2.5. Support Vector Machines
Algunos problemas de las RNA como la dif´ıcil y costosa bu´squeda del mı´nimo glo-
bal (o al menos un buen mı´nimo local), son solventados en las ma´quinas de vectores
soporte (SVM, por su sigla en ingle´s), ya que siempre encuentran el mı´nimo global.
Adema´s, cuentan con una so´lida base matema´tica, una interpretacio´n geome´trica
simple y son ampliamente usadas en la actualidad obteniendo buenos resultados.
Las SVM comprenden una te´cnica u´til y reconocida para resolver problemas de
clasificacio´n binaria, aunque puede extenderse a clasificacio´n multiclase y regresio´n.
Si bien la clasificacio´n es lineal, puede usarse como no-lineal por medio de kernels
especiales que mapean los datos de entrenamiento de su espacio original a uno de
mayor dimensio´n. El resultado del algoritmo es un hiperplano que separara´ lo mejor
posible los datos de una y otra clase. Como pueden existir infinitos separadores que
cumplan esto, se busca aquel que pueda generalizar con menor error, el que maximice
el margen.
Entonces, supongamos un problema de clasificacio´n binaria, donde T es el conjunto
de ejemplos de entrenamiento (separable linealmente) y h es la ecuacio´n de un
hiperplano.
T = {(xi, yi), con i = 1,. . . ,n}, xi ∈ R
d, yi ∈ {−1,+1}
h) w · x+ b = 0
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En la Figura 63 (a) se muestran varios hiperplanos que separan linealmente los
ejemplos positivos de los negativos. Los ejemplos de cada clase ma´s cercanos a un
hiperplano se llaman vectores soporte y son los que definen dicho hiperplano, en la
Figura se muestran en azul. La distancia ρ = d+ + d− entre vectores soporte de
distintas clases al hiperplano es el margen del mismo.
Pero ¿cua´l es el mejor? Para una futura generalizacio´n, el mejor sera´, intuitiva-
mente, el que separe los ejemplos de forma “maximal”.
Para cada (xi, yi), debe satisfacerse:{
w · xi + b ≤ −ρ/2 si yi = −1
w · xi + b ≥ ρ/2 si yi = 1
⇔ yi(w · xi + b) ≥ ρ/2 (1)
y como para vectores soporte xs, el lado derecho de 1 es una igualdad, luego de
escalar w y b por ρ/2, se obtiene que la distancia de xs a un hiperplano es:
r =
ys(w · xs + b)
‖w‖
=
1
‖w‖
Luego, con ρ = 2 r, y teniendo w y b escalados, el problema se reduce a maximizar
este margen:
ρ =
2
‖w‖
donde para todo i = 1, . . . , n : yi(w · xi + b) ≥ 1
o bien, reformulando, a encontrar w y b tal que:{
Φ(w) = ‖w‖2 = w ·w es minimizada, y
yi(w · xi + b) ≥ 1 para todo (xi, yi) ∈ T
x1
x2
x1
x2
d+
d-
ρ
(a) (b)
Figura 6: (a) Distancias a vectores soporte y mu´ltiples separadores. (b) Hiperplano o´pti-
mo, su margen y vectores soporte.
En el caso en que el dataset no sea linealmente separable, ver Figura 7, se agregan
variables de holgura (slack variables en ingle´s) ξi para permitir incorporar ejemplos
3d = 2 para simplificar la visualizacio´n.
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dif´ıciles o con ruido. A estas variables se le asocia un costo C que dara´ ma´s impor-
tancia a maximizar el margen o ajustar mayor cantidad de datos de entrenamiento.
El problema se modifica de esta manera:{
Φ(w) = w ·w+ C
∑
ξi es minimizada, y
yi(w · xi + b) ≥ 1− ξi para todo (xi, yi) ∈ T y ξi ≥ 0
x1
x2
ξ-
ξ+
Figura 7: Variables slack.
Cuando un dataset es muy dif´ıcil de separar linealmente, como en la Figura
8, se hace uso de una funcio´n kernel que mapea los datos a un espacio de mayor
dimensio´n H en el que s´ı sean separables, mediante una transformacio´n ϕ : Rd → H.
La funcio´n kernel es equivalente a un producto interno en un espacio de mayor
dimensio´n: K(xi,xj) = ϕ(xi) · ϕ(xj). Una de las ma´s usadas y recomendada es
la funcio´n RBF gaussiana (Radial Basis Function), cuya expresio´n es e−γ ‖xi−xj‖
2
,
donde γ = 1/(2 σ2). Con valores altos de γ, puede evitarse el sobreajuste de los datos
de entrenamiento, y por otro lado, valores bajos permiten reproducir mejor funciones
de alta variabilidad o muy irregulares. Este meta-para´metro debe ser optimizado
para cada problema en particular.
x1
x1
x2
0
φ([x1]) = [x1, x1
2]
Figura 8: Problema de dif´ıcil resolucio´n en su espacio original (abajo). Mismo problema
aplicando un kernel (arriba).
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2.6. Otros
A´rboles de decisio´n
Este me´todo [28] es usado para aproximar funciones de valores discretos, en
donde la funcio´n aprendida es representada por un a´rbol de decisio´n. Cada nodo
del a´rbol especifica una prueba de un determinado atributo de las instancias y cada
rama se corresponde con los posibles valores que puede tomar ese atributo. Las hojas
tendra´n el valor con que una instancia es clasificada.
La clasificacio´n se realiza desde la ra´ız hacia alguna hoja, probando en cada
nodo un atributo espec´ıfico y siguiendo por la rama que corresponda al valor de
ese atributo en la instancia dada. Esto se repite hasta llegar a una hoja con la
clasificacio´n final.
Los a´rboles de decisio´n son robustos a errores en los datos de entrenamiento y
tambie´n pueden faltar valores de algunos atributos.
Para determinar que´ atributo se probara´ en cada nodo, se define la propiedad
estad´ıstica information gain (ganancia de informacio´n) que mide la capacidad de un
atributo para separar los datos de entrenamiento segu´n sus clases. Esta propiedad se
usa en cada nodo para seleccionar un atributo entre los candidatos, mientras crece
el a´rbol.
La implementacio´n usada en este trabajo es C4.5 de Quinlan [31].
Na¨ıve Bayes
El clasificador Na¨ıve Bayes (NB) [28] se basa en una simplificacio´n del cla-
sificador bayesiano esta´ndar que supone que los valores de los atributos que for-
man una instancia x = 〈a1, a2 . . . an〉 son condicionalmente independientes dada
su clase cj . Es decir, la probabilidad de observar la conjuncio´n a1, a2 . . . an da-
da la clase cj , es el producto de las probabilidades de los atributos individuales:
P (a1, a2 . . . an|cj) =
∏
i P (ai|cj).
Entonces, para una nueva instancia, el clasificador usa la siguiente ecuacio´n:
cNB = argmaxcj∈C P (cj)
∏
i
P (ai|cj)
donde cNB denota el valor de salida del clasificador y C es un conjunto finito de
valores de salida. Notar que el aprendizaje en este me´todo se reduce a estimar los
te´rminos P (cj) y P (ai|cj) a partir de sus frecuencias en los datos de entrenamiento.
Estas probabilidades comprenden el concepto o la funcio´n aprendida. Cabe destacar
que al contrario de otros me´todos vistos, aqu´ı no hay una bu´squeda en un espacio de
posibles soluciones, sino que la funcio´n aprendida se forma simplemente contando
la frecuencia de las distintas combinaciones de valores presentes en los datos.
2.7. Problemas no estacionarios
Al hablar de no estacionaridad, se hace referencia a algo que cambia con el
correr del tiempo. En problemas reales, muchas veces sucede que la causa del cambio
esta´ oculta, por lo que dicho cambio debe inferirse de los propios datos. Y estos datos
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fluyen de manera secuencial en el tiempo, haciendo que los modelos construidos sobre
datos antiguos necesiten ser actualizados o reentrenados constantemente. En ingle´s,
este problema es llamado concept drift, es decir, es el concepto siendo estudiado el
que sufre variaciones, y esto sucede cuando la distribucio´n de la que se muestrean
los datos var´ıa. Kuh y otros [24] definen el cambio en la distribucio´n de las clases de
los datos, no en la distribucio´n de los datos en s´ı, que es esta´tica.
Un ejemplo t´ıpico es el prono´stico del clima, las reglas usadas pueden variar
dra´sticamente en cada estacio´n y ma´s complicado au´n, con las corrientes del Nin˜o y
la Nin˜a que provocan excesivas lluvias y sequ´ıa respectivamente, en nuestra regio´n,
cada 2 a 8 an˜os. Otro ejemplo son los patrones de preferencias de compras, que
pueden cambiar con el tiempo dependiendo del d´ıa de la semana, disponibilidad de
alternativas, inflacio´n, etc.
Los algoritmos espec´ıficos para este problema deben ser capaces de identificar
un cambio en el concepto estudiado sin tener que conocer directamente el cambio
subyacente en la distribucio´n. Pero si hacemos alguna presuncio´n acerca del tipo de
cambio que no se condiga con la realidad, tendremos un error por sesgo. Por otro
lado, si no se asume nada acerca de co´mo evoluciona la distribucio´n de datos, es
dif´ıcil distinguir cua´ndo un ejemplo distinto refleja algu´n tipo de cambio, o ruido;
en este caso el error que se obtenga sera´ por varianza. Un sistema ideal deber´ıa
adaptarse ra´pidamente a los cambios, ser robusto al ruido y distinguirlo de un ver-
dadero cambio, y poder usar la experiencia previa al detectar contextos recurrentes
[37, 39, 41, 42].
2.7.1. Definicio´n
Supongamos que tenemos un conjunto de datos [(x1, y1), . . . , (xn, yn)] que fueron
tomados de a una instancia por vez, con (xi, yi) obtenido en el tiempo ti < ti+1 (esto
es, los datos esta´n ordenados por tiempo). Tendremos un problema no estacionario
si cada (xi, yi) es tomado de una distribucio´n de probabilidad Pi no necesariamente
igual para todo i.
Habitualmente, tres tareas son abordadas por la literatura espec´ıfica: el proble-
ma de modelado, esto es inferir co´mo fue variando la distribucio´n de los datos a
trave´s del tiempo; el problema de prediccio´n, o co´mo obtener la mejor descripcio´n
posible del estado actual; y el de extrapolacio´n, esto es poder predecir co´mo evolu-
cionara´ la distribucio´n de los datos en el futuro [4]. A su vez, los me´todos utilizados
son disen˜ados para atacar problemas con determinado tipo de cambios: graduales
[7, 14, 12] o abruptos [34, 23, 8].
2.7.2. Tipos de cambio
La literatura normalmente distingue dos categor´ıas de cambios que pueden darse
en problemas reales: abruptos y graduales. Por ejemplo, al acercarse las elecciones
presidenciales, una persona que normalmente no tiene intere´s en la pol´ıtica, puede
querer informarse ma´s acerca de los candidatos para tomar una decisio´n; o en una
l´ınea de produccio´n, una herramienta que sufra un desgaste lento puede causar un
cambio gradual en la calidad de la pieza final.
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Consideremos dos distribuciones de datos P1 y P2, y una secuencia de n ejemplos
[(x1, y1), . . . , (xn, yn)].
Si existe un momento t, tal que para i < t, los datos (xi, yi) son muestreados de
P1 y para t ≤ i, de P2, entonces estamos ante la presencia de un cambio abrupto.
Los cambios sera´n graduales cuando la distribucio´n de la que provienen los datos
se vaya transformando con el pasar del tiempo, en otra. Un ejemplo es cuando en
lugar de un instante t, existe un per´ıodo ∆t durante el cual los datos son muestreados
de P1 y P2 con probabilidad p y 1− p respectivamente, con p creciendo en ∆t desde
0 hasta 1.
Una situacio´n comu´n a ambos tipos se da cuando la “nueva” distribucio´n ya
hubiere aparecido en el pasado. En este caso, se dice que el cambio es recurrente.
2.7.3. Aplicaciones
Existen muchas aplicaciones a problemas reales, a continuacio´n se muestran al-
gunas agrupadas segu´n cuatro categor´ıas generales [42]:
Monitorizacio´n y control Usualmente emplea aprendizaje no supervisado para
detectar comportamientos anormales. Incluye deteccio´n de intrusos, fraude
en telecomunicaciones y transacciones financieras, inundaciones, estado del
tra´fico, etc.
Asistencia personal Estas aplicaciones se ocupan de personalizar informacio´n pa-
ra usuarios o clientes por ejemplo, y tienen la particularidad de que las eti-
quetas de los datos son flexibles y por ende, el costo de cometer un error es
bajo. Incluye sistemas de recomendacio´n (noticias, pel´ıculas), categorizacio´n y
filtrado de spam, entre otras.
Toma de decisiones Aqu´ı los datos suelen ser escasos y se necesita muy buena pre-
cisio´n en la decisio´n final y los costos de errores son altos. Incluye la evaluacio´n
de solvencia por cre´ditos, efecto de antibio´ticos en pacientes y diagno´sticos,
etc. La respuesta real para compararla con la decisio´n tomada, suele estar
disponible luego de cierto tiempo.
Inteligencia Artificial y Robo´tica Los cambios tienen lugar en entornos dina´mi-
cos y los agentes que interactu´an con estos deben adaptarse. Incluye robots,
veh´ıculos, electrodome´sticos inteligentes, etc.
2.8. Algoritmos para problemas no estacionarios
Existen diversos me´todos para abordar problemas no estacionarios [11, 42], den-
tro de los ma´s populares se encuentran los que usan un ensamble de clasificadores
[22, 30]. En este caso, cada clasificador es entrenado con un subconjunto distinto
de datos –cuando vienen en lotes, por ejemplo–, y de acuerdo a su rendimiento in-
dividual u otra medida de calidad, tendra´n mayor o menor peso en la votacio´n del
ensamble, pudiendo ser eliminados del conjunto si dicha medida no es lo suficiente-
mente buena.
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Otros enfoques mencionados en la literatura incluyen el uso de ventanas tempo-
rales –o deslizantes– [41, 20] y el pesado de muestras [23, 21].
Las ventanas temporales, de una dada longitud, toman las muestras de datos ma´s
recientes, y para cada ventana se construye un nuevo clasificador o se adapta uno
anterior. Un problema a considerar es el taman˜o de la ventana; si es muy grande, el
tiempo que se tomara´ el algoritmo para adaptarse a un cambio puede ser excesivo; o
si es muy pequen˜a, se corre el riesgo de que sea muy sensible al ruido. Para afrontar
este problema suele utilizarse una ventana de taman˜o variable.
Los algoritmos basados en el pesado de muestras, asignan un peso variable a cada
muestra. E´ste indicara´ la importancia de un ejemplo en el presente, la cual decre-
cera´ a medida que pase el tiempo. Suelen usarse funciones lineales o exponenciales
que decrezcan con el tiempo.
En estos me´todos, los clasificadores siempre son entrenados con datos que ya se
han visto en el pasado. Adema´s, estos me´todos pueden combinarse para formar otros
ma´s complejos. En este trabajo se estudiaron e implementaron tres: Streaming En-
semble Algorithm (SEA), Dynamic Weighted Majority (DWM) y Gradual Forgetting
(GF) [30, 22, 23].
2.8.1. SEA
El Streaming Ensemble Algorithm es un me´todo de clasificacio´n basado en mu´lti-
ples clasificadores, que se construyen a partir de una secuencia de lotes de datos de
entrenamiento. Estos clasificadores luego son combinados en un ensamble de ta-
man˜o fijo para clasificar datos no vistos. Aquellos miembros del ensamble que van
perdiendo calidad son reemplazados por nuevos y mejores clasificadores. Original-
mente, estos eran a´rboles de decisio´n [30], en este trabajo se usaron adema´s Redes
Profundas y SVM’s.
El algoritmo es bastante sencillo, ver Figura 9. Para cada lote de datos le´ıdo,
ajusta un a´rbol independiente de los anteriores, que son combinados en un ensamble
de taman˜o fijo, donde los a´rboles nuevos reemplazan a los viejos segu´n una medida
de calidad basada en su nivel de error y diversidad. En particular, si el a´rbol clasifica
bien un punto del lote actual, su puntaje sube respecto a co´mo lo clasifica el resto
del ensamble. As´ı, los puntos que son fa´ciles o imposibles de clasificar correctamente
tienen poca incidencia en la medida.
La calidad se calcula sobre el lote actual siendo evaluado, segu´n estos porcentajes
de votos:
P1 = porcentaje de la clase con ma´s votos
P2 = porcentaje de la segunda clase con ma´s votos
PC = porcentaje de la clase correcta
PT = porcentaje de la clase predicha por el nuevo a´rbol T
PEj = porcentaje de la clase predicha por el miembro Ej
Si el ensamble E y el nuevo a´rbol T aciertan, la calidad de T se incrementa en
1− |P1 − P2|. Es decir, si la votacio´n fue pareja, el nuevo a´rbol recibe un puntaje
alto, ya que puede influir directamente sobre votos futuros. Si T acerto´ pero E no,
la calidad de T se incrementa en 1− |P1 − PC |. Finalmente, si T se equivoca (sin
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Streaming-Ensemble-Algorithm(d,EMS)
d: cantidad de datos a leer en cada iteracio´n
m: cantidad de miembros del ensamble
EMS: Ensemble Max Size, cantidad ma´xima de expertos
1. m← 0
2. while hay-datos-disponibles()
3. D ← leer-datos(d)
4. Ci ← entrenar(crear-nuevo-experto(), D)
5. clasificar(Ci−1, D)
6. for j ← 1, . . . ,m
7. clasificar(Ej , D)
8. if (m < EMS)
9. m← m+ 1
10. Em ← Ci−1
11. else if (para algu´n j : calidad(Ci−1) > calidad(Ej))
12. Ej ← Ci−1
13. end
14. Ci−1 ← Ci
15. end
16. end.
Figura 9: Pseudoco´digo de SEA. Ej representa el j -e´simo clasificador del ensamble E.
importar la decisio´n de E), su calidad se decrementa en 1− |PC − PT |. Para los
miembros del ensamble, la calidad se calcula de la misma manera que para T.
Entre los a´rboles del ensamble y el evaluado con el nuevo lote (Ci−1), aquel que
obtenga el menor puntaje sera´ eliminado. Todos los clasificadores tienen el mismo
peso dentro del conjunto.
2.8.2. DWM
El algoritmo Dynamic Weighted Majority [22] tambie´n se basa en un conjunto
de clasificadores, ver Figura 10. Se crean expertos dina´micamente en respuesta a los
cambios en performance. El algoritmo entrena todos los clasificadores con los datos
nuevos que vayan apareciendo, creando nuevos si la performance del conjunto no es
adecuada. A medida que un clasificador se equivoca, su peso se reduce (normalizando
los pesos al final de cada iteracio´n de manera que el ma´ximo sea 1) y si cae debajo
de cierto umbral es eliminado del conjunto. Este umbral, el factor por el que se
reducen los pesos y el per´ıodo tras el cual se crean, eliminan y cambian los pesos de
los expertos, son para´metros ajustables.
Usa cuatro mecanismos para tratar el problema de la no estacionaridad: los
expertos del ensamble son entrenados de manera online, les asigna un peso a cada uno
basado en sus rendimientos individuales, los elimina tambie´n segu´n el rendimiento,
y agrega nuevos expertos de acuerdo al rendimiento global del ensamble.
2.8.3. GF
El me´todo de Gradual Forgetting [23] sugiere la introduccio´n de una funcio´n
de olvido basada en el tiempo, haciendo que las u´ltimas muestras vistas sean ma´s
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Dynamic-Weighted-Majority({~x, y}1n, c, β, θ, p)
{~x, y}1n: datos de entrenamiento, vector de features y clase
c ∈ N∗: cantidad de clases, c ≥ 2
β: factor por el que se decrementan los pesos, 0 ≤ β < 1
θ: umbral para eliminar expertos
p: per´ıodo entre eliminacio´n, creacio´n y actualizacio´n de peso de expertos
{e, w}1m: conjunto de expertos y sus pesos
Λ, λ ∈ {1, . . . , c}: predicciones globales y locales
~σ ∈ Rc: suma de predicciones pesadas para cada clase
1. m← 1
2. em ← crear-nuevo-experto()
3. wm ← 1
4. for i← 1, . . . , n // Iterar sobre casos de entrenamiento
5. ~σ ← ~0
6. for j ← 1, . . . ,m // Iterar sobre expertos
7. λ← clasificar(ej , ~xi)
8. if (λ 6= yi and i mo´d p = 0)
9. wj ← βwj
10. σλ ← σλ + wj
11. end
12. Λ← argmaxj σj
13. if (i mo´d p = 0)
14. w ← normalizar-pesos(w)
15. {e, w} ← eliminar-expertos({e, w}, θ)
16. if (Λ 6= yi)
17. m← m+ 1
18. em ← crear-nuevo-experto()
19. wm ← 1
20. end
21. end
22. for j ← 1, . . . ,m
23. ej ← entrenar(ej , ~xi, yi)
24. mostrar Λ // Clasificacio´n global del i-e´simo caso
25. end
26. end.
Figura 10: Pseudoco´digo de DWM.
significativas para el clasificador que las ma´s viejas. La funcio´n de olvido le asigna
un peso a cada dato de entrenamiento segu´n su aparicio´n a lo largo del tiempo. Los
clasificadores (Cgf) deben ser modificados para que puedan manejar datos pesados.
Una mejora es combinar esta funcio´n con una ventana temporal de taman˜o fijo
o variable para directamente olvidar los datos que este´n por fuera, es decir, los que
sean ma´s viejos que una determinada edad, y pesar so´lo los que este´n dentro de la
ventana.
En la Figura 11 se muestra una idea de este enfoque que utiliza una funcio´n de
olvido en una ventana.
Respecto a la funcio´n, puede ser lineal, logar´ıtmica, exponencial, etc. En este
trabajo se implemento´ una funcio´n lineal con un para´metro (k) que representa el
factor de decremento (incremento) del peso de la primera (u´ltima) observacio´n y
que tiene estas restricciones: k ∈ [0, 1], wi ≥ 0 y
∑n
i=1wi
n
= 1.
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Gradual-Forgetting(d, v, k)
d: cantidad de datos a leer en cada iteracio´n
v: taman˜o ma´ximo de la ventana, d ≤ v
k: factor para la funcio´n (lineal) de olvido gradual
V : la ventana mantiene los u´ltimos v datos le´ıdos
1. D ← leer-datos(d)
2. V ← crear-ventana(D)
3. W ← actualizar-pesos(k, size(V ))
4. Cgf ← entrenar(crear-nuevo-experto-gf(), V,W )
5. while hay-datos-disponibles()
6. D ← leer-datos(d)
7. clasificar(Cgf , D)
8. V ← mover-ventana(V,D)
9. W ← actualizar-pesos(k, size(V ))
10. Cgf ← entrenar(crear-nuevo-experto-gf(), V,W )
11. end
12. end.
Figura 11: Pseudoco´digo de GF.
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3. Adaptacio´n de Redes Profundas
Para poder utilizar una red profunda con alguno de los algoritmos vistos en
la seccio´n 2.8, fue necesario hacer modificaciones y establecer nuevas pol´ıticas de
entrenamiento. Fueron tomados en consideracio´n los algoritmos SEA, DWM y GF,
siendo el primero de estos el u´nico elegido para las pruebas por ser ma´s ra´pida su
adaptacio´n, en la seccio´n 3.1 se detalla la pol´ıtica de inclusio´n al SEA.
En DWM, no hubiera sido necesario realizar alguna modificacio´n en la red, ya
que el paso de reentrenarla con nuevos datos podr´ıa haber sido simplemente entre-
nar la red partiendo con los para´metros (pesos y biases) calculados para los datos
anteriores. El problema es que en DWM, todos los expertos del ensamble deben ser
reentrenados, y como una red tarda un tiempo considerable en ser entrenada, la
adaptacio´n aqu´ı hubiera sido temporalmente prohibitiva en las pruebas, en compa-
racio´n con lo que tardar´ıa el SEA.
En el caso de GF, el algoritmo es ma´s sencillo pero requiere modificar el algoritmo
de la red profunda para incluir una pol´ıtica de pesado de muestras. Esto hubiera
sido posible pero en esta oportunidad se opto´ por la opcio´n con SEA.
3.1. Pol´ıtica de inclusio´n al SEA
La idea detra´s de la pol´ıtica aplicada en este algoritmo supone que las features
detectadas en las capas inferiores se mantienen u´tiles a lo largo del tiempo aunque el
problema final cambie, por lo que tiene sentido hacer un pre-entrenamiento con todos
los puntos, mientras que la etapa de fine tuning se encarga de adaptar estas features
generales al problema actual. Para esto se mantiene una u´nica red base entrenada
so´lo de manera no-supervisada con cada nuevo lote D. Luego, en el momento de
crear un experto nuevo, se realiza una copia de la red base, la cual es entrenada de
forma supervisada (ver l´ınea 4 de la Figura 9), completando as´ı el entrenamiento
del nuevo experto. En la etapa no-supervisada, se entrena de a una capa por vez
en forma greedy, es decir, recie´n despue´s de terminar de entrenar la i-e´sima capa
durante un nu´mero de e´pocas, es cuando se propagan los datos hasta esa capa y se
prosigue con el entrenamiento de la capa i+ 1. Larochelle y otros [25] proponen un
me´todo similar para el caso de contar con infinitas muestras.
Por lo tanto, se realiza un entrenamiento no-supervisado y uno supervisado por
cada iteracio´n del SEA. A continuacio´n se detalla brevemente la complejidad tem-
poral que requiere el uso de SEA con redes profundas.
3.2. Ana´lisis de complejidad
El ana´lisis tiene como objetivo aproximar la complejidad temporal que agrega
el uso de redes profundas (en este caso SRBM) al algoritmo SEA. No es tenido en
cuenta lo que es independiente del clasificador elegido, ya que no aporta un costo
significativo, como puede comprobarse en la rapidez con que terminaron las pruebas
usando SVM.
Las operaciones tenidas en cuenta fueron sumas, multiplicaciones, divisiones,
exponenciales, logaritmos, comparaciones y generacio´n de nu´meros aleatorios en los
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bloques de co´digo que incluyen mayormente operaciones entre matrices o vectores.
A los tiempos de estas operaciones se le asignaron los siguientes costos:
T (sum/resta) = cs T (mul) = cm T (div) = cd T (comp.) = cc
T (exp) = ce T (log) = cl T (rand) = cr T (copia) = cp
Las operaciones frecuentes de matrices que aparecen en el algoritmo y fueron
incorporadas al ana´lisis, tienen estos costos:
T×(a, b, c) = T (Ma×b ·Mb×c) = abc cm + a (b− 1) c cs
T+(a, b) = T (Ma×b +Ma×b) = ab cs
TC(a, b) = T (col sum(Ma×b)) = (a− 1) b cs
TR(a, b) = T (row sum(Ma×b)) = a (b− 1) cs
Tσ(a, b) = T (sigmoide(Ma×b)) = ab (ce + cs + cd)
T#(a, b) = T (sample(Ma×b)) = ab (cr + cc)
TS(a, b) = T (softmax(Ma×b)) = ab (ce + cs + cd)− b cs
donde Ma×b es una matriz de taman˜o a × b y las operaciones sample, sigmoide y
softmax son aplicadas a cada elemento de la matriz, estando las dos u´ltimas definidas
como:
sigmoide(mij) =
1
1 + e−mij
softmax(mij) =
emij∑
k e
mkj
El algoritmo simplificado al ana´lisis se ve en la Figura 12. Se usaron las siguientes
referencias4:
ensembleMaxSize . . . . . . . . . . . . . . . s capas . . . . . . . . . . . . . . . . . . . L
taman˜o dataset . . . . . . . . . . . . . . . . . d unid. en capa j . . . . . . . . . lj=0,...,(L−1)
batch size . . . . . . . . . . . . . . . . . . . . . . bs unid. en capa de entrada l0
clases . . . . . . . . . . . . . . . . . . . . . . . . . . k unid. en capas ocultas . . lj=1,...,(L−2)
e´pocas (no-sup.) . . . . . . . . . . . . . . . . e unid. en capa de salida . lL−1
mini-batch size (no-sup.) . . . . . . . bu momentum . . . . . . . . . . . . . µ
llamadas a function grad (sup.) nf learning rate . . . . . . . . . . . . η
variables . . . . . . . . . . . . . . . . . . . . . . . a, b, c weight cost . . . . . . . . . . . . . ω
unsupervisedTraining
El costo Tu de esta etapa, esta´ dado por las actualizaciones de para´metros en
rbmUpdate, los ca´lculos del error para cada mini-batch y las propagaciones de los
datos a medida que se van entrenando las capas.
4unid.: unidades
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1. for i← 1, . . . , (d/bs)
2. D ← leer-datos(bs)
3. unsupervisedTraining(redBase,D) : {
4. for j ← 1, . . . , (L− 1)
5. for ep← 1, . . . , e
6. for b← 1, . . . , (bs/bu)
7. rbmUpdate(lj)
8. miniBatchError(b)
9. end
10. propagarDatosACapa(j)
11. end
12. }
13. redi ← redBase # se copia
14. supervisedTraining(redi, D) : { # me´todo Gradiente Conjugado
15. aplanar()
16. gc optimizar(function grad()) # v´ıa alglib
17. desaplanar()
18. }
19. test(redi−1, D)
20. for c← 1, . . . , s
21. test(ensamble[c], D)
22. end
Figura 12: Algoritmo simplificado para el ana´lisis.
rbmUpdate En las siguientes l´ıneas se muestran las operaciones involucradas
donde H y V son matrices cuyas columnas se corresponden con h y v para una
capa y muestra determinadas; Hr y Vr corresponden a la reconstruccio´n; y C y B
son la replicacio´n de las columnas c y b de la misma capa.
1. H = sigmoide(B +W · V )
2. Hs = sample(H)
3. Vr = sigmoide(C +W
′ ·Hs)
4. Hr = sigmoide(B +W · Vr)
5. ∆W = µ∆W + η ((H · V ′ −Hr · V
′
r )/bu − ωW )
6. ∆c = µ∆c+ (η/bu) rowsum(V − Vr)
7. ∆b = µ∆b+ (η/bu) rowsum(H −Hr)
8. W =W +∆W
9. c = c+∆c
10. b = b+∆b
Tr es el costo para las operaciones de todas las capas:
Tr =
L−2∑
j=1
[2 (T×(lj , lj−1, bu) + T+(lj , bu) + Tσ(lj , bu)) + T#(lj , bu)
+ T×(bu, lj, lj−1) + T+(bu, lj−1) + Tσ(bu, lj−1)
+ 2 T×(lj, bu, lj−1) + 3 T+(lj, lj−1) + (3 cm + cd) lj lj−1
+ T+(bu, lj−1) + TC(bu, lj−1) + 2 cm lj−1 + T+(1, lj−1)
+ T+(lj , bu) + TR(lj , bu) + 2 cm lj + T+(lj , 1)
+ T+(lj , lj−1) + T+(1, lj−1) + T+(lj , 1)]
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miniBatchError Aqu´ı hay una suma y producto elemento-a-elemento de ma-
trices, una suma de filas y la suma de un vector. En el costo Ter se cuentan las
operaciones para todas las capas.
1. mbEr = mbEr + rowsum(colsum((V − Vr)
2))
Ter =
L−2∑
j=1
[T+(bu, lj−1) + TC(bu, lj−1) + cm bu lj−1 + cs lj−1]
propagarDatosACapa Un producto, una suma y una sigmoidea de matrices. En
el costo Tp se cuentan las operaciones para todas las capas.
1. Xj = sigmoide(Bj +W j ·Xj−1)
Tp =
L−2∑
j=1
[T×(lj, lj−1, bs) + T+(lj, bs) + Tσ(lj , bs)]
Entonces, multiplicando por la cantidad de e´pocas y lotes, se obtiene:
Tu = e
bs
bu
(Tr + Ter) + Tp
= bs (5 e+ 1)(cm + cs)
L−2∑
j=1
lj lj−1 + e
bs
bu
(3 cm + 2 cs + cd)
L−2∑
j=1
lj lj−1
+ bs (e (4 cs + 2 ce + 2 cd + cr + cc) + (ce + cs + cd))
L−2∑
j=1
lj
+ e bs (5 cs + cm + ce + cd)
L−2∑
j=1
lj−1 + e
bs
bu
(2 cm + cs)
L−2∑
j=1
(lj + lj−1)
supervisedTraining
En esta etapa, al usar la biblioteca alglib [2], son necesarias conversiones (aplanar
y desaplanar) entre las estructuras de datos que usan la funcio´n implementada para
el ca´lculo del gradiente (function grad) y el resto del me´todo de gradiente conjugado
de la biblioteca (esto u´ltimo indicado como T libgc ); todo esto esta´ contemplado ma´s
las nf llamadas a la funcio´n que calcula el gradiente.
aplanar y desaplanar Se copian los pesos y biases de formas matriciales a un
arreglo lineal y viceversa. El costo de ambos es el mismo, por lo que se usara´ Tap
para indicar a los dos.
Tap = Tdesap = cp
L−1∑
j=1
lj lj−1 + cp
L−1∑
j=1
lj
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gc optimizar Este es el me´todo de la biblioteca que adema´s de sus ca´lculos (T libgc ),
hace nf llamadas a function grad.
Tgc = T
lib
gc + nf Tf
function grad Desaplana al inicio y vuelve a aplanar al final, en el medio calcula
el error logar´ıtmico y el gradiente.
Tf = 2 Tap + Tler + Tgrad
log error Esta operacio´n requiere propagar los datos por la red (l´ıneas 1-3) y
realizar sumas, productos elemento-a-elemento (·∗) y logaritmos. La j-e´sima columna
de la matriz con activaciones finales XL−1 (que corresponde a una muestra) tiene k
elementos, del mismo modo la j-e´sima columna de Y tendra´ k elementos todos en
0 excepto el i-e´simo que estara´ en 1 si la j-e´sima muestra es de clase i.
1. for j ← 1, . . . , (L− 2)
2. Xj = sigmoide(Bj +W j ·Xj−1)
3. XL−1 = softmax(BL−1 +WL−1 ·XL−2)
4. lEr = − rowsum(colsum(Y ·∗ log(XL−1)))
Tler =
L−1∑
j=1
[T×(lj, lj−1, bs) + T+(lj , bs)] +
L−2∑
j=1
Tσ(lj , bs) + TS(lL−1, bs)
+ (cm + cl) k bs + TC(k, bs) + TR(1, bs)
gradiente El gradiente se calcula de la misma manera que en el algoritmo Back-
propagation. Esto es, calcula los gradientes (∂) de los pesos de entrada de cada capa
utilizando los gradientes calculados previamente de la capa superior.
1. δL−1 = XL−1 − Y
2. for j ← (L− 2), . . . , 1
3. δj = Xj ·∗ (1−Xj) ·∗ ((W j+1)′ · δj+1)
4. for j ← 1, . . . , (L− 1)
5. ∂jW = δ
j · (Xj−1)′
6. ∂jb = rowsum(δ
j)
7. end
Tgrad = T+(k, bs) +
L−2∑
j=1
[T×(bs, lj+1, lj) + T+(lj, bs) + 2 cm lj bs]
+
L−1∑
j=1
[T×(lj, bs, lj−1) + TR(lj, bs)]
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Sumando estas partes, el costo para el entrenamiento supervisado queda as´ı:
Ts = 2 Tap + T
lib
gc + nf Tf
= T libgc + (2 cp + 2nf cp + 2nf bs (cm + cs)− nf cs)
L−1∑
j=1
lj lj−1
+ (2 cp + 2nf cp + nf bs (ce + cd + 2 cs)− nf cs)
L−1∑
j=1
lj
+ nf bs (cm + cs)
L−2∑
j=1
lj lj+1 + 2nf bs cm
L−2∑
j=1
lj
+ nf k bs (cl + cm + 2 cs) − nf bs cs − nf cs
test
Cada uno de los tests que aparecen sobre el final de la Figura 12 incluye la
propagacio´n completa de los datos, es decir, hasta la capa de salida con activacio´n
softmax, y tiene el siguiente costo (Tt):
1. for j ← 1, . . . , (L− 2)
2. Xj = sigmoide(Bj +W j ·Xj−1)
3. XL−1 = softmax(BL−1 +WL−1 ·XL−2)
Tt =
L−1∑
j=1
[T×(lj , lj−1, bs) + T+(lj, bs)] +
L−2∑
j=1
Tσ(lj, bs) + TS(lL−1, bs)
= bs (cm + cs)
L−1∑
j=1
lj lj−1 + bs (ce + cs + cd)
L−1∑
j=1
lj − bs cs
Total Sumando los costos de todas las etapas multiplica´ndolas por la cantidad de
veces que se repite cada una, se tiene que:
Ttotal =
d
bs
Tu +
d
bs
Ts +
d
bs
(s+ 1) Tt
Tomando el te´rmino de mayor complejidad en cada etapa y siendo ls una cota
superior del nu´mero de unidades en cada capa, se tiene que el orden aproximado de
complejidad temporal al ejecutar una vez cada etapa es entonces:
O(Tu) = O(Ts) = O(Tt) = O(L.l
2
s)
es decir, lineal en el nu´mero de capas y cuadra´tico en el taman˜o de cada capa. Cabe
destacar que el costo final tambie´n dependera´ linealmente del taman˜o del dataset d
y el nu´mero de e´pocas e.
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4. Pruebas
Para llevar a cabo las pruebas, se disen˜aron dos grupos de datasets no estaciona-
rios a partir de MNIST [29] y NORB [35], ampliamente usados y conocidos. Desde
ahora los llamaremos ne-MNIST y ne-NORB para abreviar.
MNIST La base de datos MNIST de d´ıgitos escritos a mano, consta de 60000
ima´genes de entrenamiento y 10000 de test. El taman˜o de los d´ıgitos fue normalizado
y se centraron en ima´genes con una resolucio´n fija de 28×28 p´ıxeles.
Las ima´genes originales eran en blanco y negro. En MNIST, los d´ıgitos fueron
escalados –manteniendo su relacio´n de aspecto– y ajustados a un cuadrado de 20
p´ıxeles de lado. Como el algoritmo de normalizacio´n uso´ la te´cnica de anti-aliasing,
las ima´genes resultantes contienen p´ıxeles en escala de grises. Finalmente, se cen-
traron en un cuadro de 28×28 segu´n el centro de masa de los p´ıxeles. En la Figura
13 se muestran algunos d´ıgitos de este dataset.
Figura 13: Ejemplos de d´ıgitos de MNIST. Los de una misma columna pertenecen a la
misma clase.
NORB Esta base de datos se presenta en dos versiones: una ma´s completa con
objetos en diferentes taman˜os, fondos uniformes, con texturas o con otros objetos y
perturbaciones aleatorias, y otra reducida a ima´genes con fondo uniforme y taman˜o
de objetos normalizado, esta se denomina smallNORB y fue la que se utilizo´ en este
trabajo. En adelante, se usara´ NORB tambie´n para referirse a esta u´ltima versio´n.
La base de datos smallNORB contiene ima´genes en escala de grises de 50 ju-
guetes agrupados en 5 categor´ıas: animales cuadru´pedos, figuras humanas, aviones,
camiones y autos. Hay 10 figuras distintas por cada categor´ıa. Las ima´genes fueron
tomadas por dos ca´maras (en disposicio´n este´reo) bajo 6 iluminaciones, 9 elevaciones
(30◦ a 70◦ cada 5◦) y 18 azimut (de 0◦ a 340◦ cada 20◦) distintos. El fondo de las
ima´genes es liso, sin textura.
El conjunto de entrenamiento esta´ compuesto por 5 figuras de cada categor´ıa (4,
6, 7, 8 y 9) y el resto de las figuras (0, 1, 2, 3 y 5) corresponden al conjunto de test.
Cada dataset contiene 24300 pares de ima´genes de 96×96 p´ıxeles cada una. En la
Figura 14 se muestran algunas ima´genes de ejemplo.
Para las pruebas principales se uso´ el Streaming Ensemble Algorithm (SEA) con
dos tipos de clasificadores: Support Vector Machines (SVM) y Stacked Restricted
Boltzmann Machines (SRBM).
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Figura 14: Ejemplos de ima´genes de NORB a 48×48 p´ıxeles. Las dos u´ltimas columnas
muestran las ima´genes reescaladas al taman˜o usado en las pruebas, 28×28. Los ejemplos
de una misma fila pertenecen a la misma categor´ıa.
Debido a que una ejecucio´n del algoritmo SEA & SRBM requiere muchas ho-
ras para finalizar, las pruebas ma´s exhaustivas se hicieron so´lo con ne-MNIST,
realiza´ndose 30 ejecuciones con cada dataset. Las que corresponden a ne-NORB
fueron ma´s bien secundarias, con 10 ejecuciones por dataset. Los meta-para´metros
de los algoritmos involucrados fueron optimizados mayormente con ne-MNIST y en
menor medida con el restante.
En lo que respecta a hardware, se conto´ con un cluster con 40 CPUs de cuatro
nu´cleos con 16 GB de RAM.
4.1. Preliminares
SRBM Se realizaron algunas pruebas sobre datasets estacionarios para comprobar
rendimientos y fijar algunos meta-para´metros de las redes.
El mejor resultado con una SRBM se dio entrenando sobre el dataset estacionario
MNIST de 60000 ejemplos, y testeando con el dataset de 10000. Para entrenar, los
d´ıgitos fueron ordenados de modo que haya uno de cada clase (0 a 9) cada 10
ejemplos. El error fue de 1.16% y los meta-para´metros se muestran en la Tabla 1.
Arquitectura Indica el nu´mero de unidades en cada capa, siendo el de ma´s a la
izquierda la capa de entrada, el de ma´s a la derecha, la de salida y el orden
determina co´mo se conectan las unidades.
Learning rate (RBM) Factor de aprendizaje en la etapa no supervisada, para
el descenso por el gradiente estoca´stico en Contrastive Divergence usado en
rbmUpdate para actualizar pesos y biases.
Momentum (RBM) Este me´todo sirve para acelerar el aprendizaje cuando el
gradiente no var´ıa demasiado entre actualizaciones. En las e´pocas iniciales, se
usa el momentum inicial, luego el final. Se aplica sumando un factor de la
actualizacio´n anterior.
Weight cost (RBM) Coeficiente del te´rmino extra agregado al gradiente por el
me´todo Weight-decay. Este te´rmino es la derivada de una funcio´n que penaliza
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pesos grandes, siendo la ma´s simple (L2), la mitad de la suma de los pesos al
cuadrado por este coeficiente.
E´pocas (RBM) Cantidad de e´pocas para el entrenamiento no supervisado. Las
e´pocas iniciales esta´n asociadas al momentum (ver ma´s arriba).
Taman˜o de mini-batch (RBM) Los datos presentados a una RBM para entre-
nar, son divididos en pequen˜os lotes. Luego de procesar cada mini-batch se
realiza una actualizacio´n de los pesos y biases.
E´psilon G/F/X/Iter. ma´x. (GC) Determinan cua´ndo debe finalizar el algorit-
mo GC basa´ndose en la norma del gradiente, el cambio de la funcio´n en itera-
ciones consecutivas, la norma del paso o la cantidad de iteraciones. Al dejarlos
en 0, el me´todo de parada es automa´tico (segu´n la implementacio´n de Alglib)
y selecciona un e´psilon X pequen˜o.
StepMax (GC) Taman˜o ma´ximo del paso, si es 0, no tiene l´ımite.
Taman˜o de mini-batch (GC) Tiene el mismo significado que para las RBM. Pa-
ra las pruebas el mejor resultado se dio igualando este taman˜o al de los datos
de entrenamiento (por eso se indico´ completo en la tabla).
Etapa Meta-para´metro Valor
Red Arquitectura
784×1000×700×700×
×700×700×2000×10
No-sup. (RBM)
Learning rate* 0,1
Momentum inicial* 0,5
Momentum final* 0,9
Weight cost* 0,0002
E´pocas (por capa) 10
E´pocas para mom. inicial* 5
Taman˜o de mini-batch 100
Superv. (GC)
E´psilon G/F/X/StepMax* 0
Iteraciones ma´xima 350
Taman˜o de mini-batch* completo (60000)
Tabla 1: Meta-para´metros de la SRBM con mejor rendimiento obtenido en dataset esta-
cionario.
De estos meta-para´metros, los marcados con (*) se usaron en las pruebas tal
como esta´n (basa´ndose en trabajos anteriores con este mismo dataset [15, 18]) y los
otros fueron optimizados. En la etapa supervisada de toda la red, se uso´ el algoritmo
de gradiente conjugado de la biblioteca alglib [2], se dejaron todos los para´metros en
0 (excepto el nu´mero ma´ximo de iteraciones, que fue limitado) para que el algoritmo
seleccione el criterio de parada automa´ticamente.
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Tambie´n se realizaron pruebas con SEA en datasets Abruptos de ne-MNIST (ver
seccio´n siguiente 4.2) usando tres tipos de clasificadores –SRBM, SVM y C4.5– para
comparar y corroborar sus rendimientos siendo los dos primeros los mejores (del
orden del 98% y 96% contra 91%), como era de esperar. Luego, se continuo´ so´lo
con SRBM y SVM en las pruebas principales.
Con DWM y GF se hicieron algunas pruebas usando SVM y NB, pero como no
iban a usarse con SRBM por las razones mencionadas en la seccio´n 3, no fueron
profundizadas.
4.2. ne-MNIST
Con la base de datos de entrenamiento de MNIST, se disen˜aron seis tipos de da-
tasets no estacionarios: Abrupto, AbruptoRepite, Gradual, Abrupto2, AbruptoRepite2
y Gradual2, explicados a continuacio´n.
4.2.1. Datasets no estacionarios generados
Para transformar el dataset en no estacionario se tuvieron en cuenta los tipos
de cambio abrupto y gradual, as´ı como tambie´n los recurrentes. Aqu´ı lo que cam-
biara´ con el paso del tiempo es la distribucio´n de la cual se muestrean los datos.
Adema´s, se establecieron dos formas de ordenar los d´ıgitos, y se paso´ de un problema
de clasificacio´n multiclase (0 a 9) a uno de clasificacio´n binaria (0 o´ 1). Para esto
u´ltimo, se uso´ el siguiente criterio: los d´ıgitos pares (0, 2, 4, 6 y 8) tendra´n la clase
0 y los impares (1, 3, 5, 7 y 9), la clase 1.
En la Figura 15 pueden verse los datasets ne-MNIST con el primer orden de
d´ıgitos. Para el segundo orden, las gra´ficas son similares con la excepcio´n de que
las distribuciones son: D0 : {0, 1, 8}, D1 : {3, 4, 6, 7} y D2 : {2, 5, 9}. Este segundo
orden fue organizado segu´n la similitud y errores frecuentes de clasificacio´n entre
d´ıgitos. Se busco´ ubicar pares de d´ıgitos similares (∼) divididos en distribuciones
consecutivas. Por ejemplo, 0 ∼ 6, 8 ∼ 3, 1 ∼ 7, 7 ∼ 2, 3 ∼ 5, 4 ∼ 9 y 6 ∼ 5. El fin de
esto es evaluar si las redes pueden aprovechar caracter´ısticas similares aprendidas
de una distribucio´n anterior en la actual.
Un dato tenido en cuenta fue que la cantidad ma´xima de ima´genes comu´n a
todos los d´ıgitos es de 5421 (en el conjunto de entrenamiento de MNIST de 60000
ima´genes). Adema´s, en cada tramo [ti, ti+1] los d´ıgitos de la distribucio´n con proba-
bilidad 1, fueron mezclados entre s´ı. Se generaron 30 datasets distintos para cada
uno de los 6 tipos de datasets.
Abrupto Este dataset presenta dos cambios abruptos de la distribucio´n en los
instantes t1 y t2, como muestra la Figura 15. Se usaron 5421 ima´genes de cada
d´ıgito, por lo que #D0 = #D1 = 3 × 5421 = 16263 y #D2 = 4 × 5421 = 21684,
haciendo el taman˜o total del dataset igual a 54210.
AbruptoRepite Los cambios en los instantes t1, t2, t3, t4 y t5 tambie´n son abrup-
tos y en los u´ltimos tres adema´s son recurrentes. La cantidad de datos en [t3, t4],
[t4, t5] y [t5, t6] es de 1000 por d´ıgito, es decir, 3000, 3000 y 4000 en cada per´ıodo,
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Figura 15: Datasets ne-MNIST: Abrupto, AbruptoRepite y Gradual, para el primer orden.
respectivamente. En los tres tramos iniciales hay 4421 por d´ıgito. El total es nueva-
mente de 54210 ima´genes.
Gradual En este dataset se dan dos cambios graduales en los per´ıodos [t1, t2] y
[t3, t4]. En el primero hay 1200 ima´genes y en el segundo 1400. En cada cambio
gradual entre Di y Di+1, la probabilidad de que se muestree un dato de Di es
p(Di) = q, con q decreciendo linealmente de 1 a 0 en 1200 instantes (o 1400 segu´n
corresponda), y p(Di+1) = 1 − q. En los tramos en que alguna distribucio´n tiene
probabilidad 1 ([t0, t1], [t2, t3] y [t4, t5]) se volvio´ a buscar el ma´ximo comu´n de
ima´genes por d´ıgito ya que en primer lugar se armaron los tramos con cambios, y
como all´ı el muestreo se hace estoca´sticamente, no se puede conocer a priori ese
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ma´ximo. Por lo tanto, el taman˜o de los 30 datasets graduales sera´ variable.
Abrupto2, AbruptoRepite2, Gradual2 Similar a Abrupto, AbruptoRepite y
Gradual pero ahora las distribuciones son: D0 : {0, 1, 8}, D1 : {3, 4, 6, 7} y D2 :
{2, 5, 9}.
4.2.2. Optimizacio´n de meta-para´metros
La optimizacio´n de los meta-para´metros de la red SRBM y de SEA se realizo´ so-
bre uno de los 30 datasets del tipo Abrupto. En la Tabla 2 se muestran los valores
finales de este proceso de optimizacio´n que luego se usaron para completar las res-
tantes pruebas (con 29 datasets Abrupto’s y los 30 de cada uno de los otros 5).
Meta-para´metro Valor
SEA
Taman˜o de lote: d (ver fig. 9) 40
Taman˜o ma´ximo de ensamble: EMS 5
SRBM
Arquitectura 784×1000×500×500×2000×2
E´pocas (por capa) 10
Taman˜o de mini-batch (no-sup.) 5
SVM
Costo 6
Gamma 0,013
Tabla 2: Meta-para´metros optimizados finales con ne-MNIST. Los correspondientes a
SEA fueron iguales con ambos clasificadores.
SEA & SRBM A la hora de encontrar los mejores meta-para´metros en SEA
& SRBM, existen dificultades propias del uso de redes. La ma´s significativa es la
eleccio´n de una buena arquitectura de red, mientras ma´s capas y ma´s unidades
por capa, mucho ma´s tardara´ el entrenamiento, como ya vimos en el ana´lisis de
complejidad. El tiempo que tardo´ cada ejecucio´n fue bastante alto (desde 20 minutos
a 14 horas) en comparacio´n con SVM, dependiendo de la arquitectura principalmente
y de la carga de la ma´quina usada. Una prueba con los mejores meta-para´metros
rondo´ las 12 horas.
Por otro lado, no es sencillo encontrar la mejor arquitectura, hay que tener en
cuenta la profundidad, las unidades en cada capa, la cantidad de datos de entrena-
miento, no provocar sobre-ajuste, etc., y ni siquiera es tan fa´cil con una receta [18].
Es por todo esto que la optimizacio´n no pudo realizarse de manera tan exhaustiva,
aunque los resultados sean dentro de todo aceptables.
SEA & SVM La optimizacio´n usando SVM fue ma´s completa y ra´pida por los
cortos tiempos de ejecucio´n (menor a 1 minuto) y por tener so´lo dos meta-para´me-
tros: costo y gamma. El valor de gamma corresponde al para´metro γ en la expresio´n
de un kernel gaussiano RBF: e−γ ‖u−v‖
2
.
Como pudieron realizarse ma´s pruebas en esta optimizacio´n, podr´ıa decirse que
el mejor rendimiento obtenido estuvo muy cerca de lo mejor que se pueda obtener
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de SVM, por lo menos con un kernel RBF, lo que supondr´ıa una ventaja frente a
SEA & SRBM.
4.3. ne-NORB
Con la base de datos de entrenamiento de smallNORB, se disen˜aron tres ti-
pos de datasets no estacionarios: Abrupto, AbruptoRepite y Gradual, explicados a
continuacio´n.
4.3.1. Datasets no estacionarios generados
De la misma manera que con MNIST, se generaron tres datasets segu´n el tipo de
cambio que presentan: Abrupto, AbruptoRepite y Gradual. Se utilizo´ so´lo la primer
imagen de cada par del conjunto de entrenamiento, contando un total de 24300
(4860 por categor´ıa). Estas ima´genes fueron escaladas a 28×28 p´ıxeles para acotar los
tiempos de ejecucio´n de las pruebas y pensando que no se perdera´ tanta informacio´n.
En este caso, el concepto que cambiara´ con el correr del tiempo es el azimut
y cada muestra debera´ ser clasificada segu´n la categor´ıa a la que pertenezca (5
clases). De los 18 azimut distintos, se agruparon de a 3 consecutivos en 6 grupos,
conformando as´ı 6 distribuciones Dj , con j = [0 . . . 5]. Cada una de estas contiene
un total de 5fig × 9elev × 6ilum× 3az × 5cat = 4050 ima´genes todas mezcladas.
Se generaron 10 datasets distintos para cada uno de los 3 tipos de datasets. Los
esquemas de cada tipo pueden verse en la Figura 16.
Abrupto Este dataset presenta cinco cambios abruptos de la distribucio´n en los
instantes t1, t2, t3, t4 y t5, como muestra la Figura 16. En cada tramo [ti, ti+1] de
la gra´fica esta´n todas las ima´genes de la distribucio´n Di, mezcladas como ya fue
mencionado. El taman˜o del dataset es de 24300 ima´genes.
AbruptoRepite Los cambios en los instantes ti, con i = [1 . . . 9], tambie´n son
abruptos. Y adema´s, en t3, t5, t7 y t9, son recurrentes. Cada tramo contiene la mitad
de los ejemplos de la distribucio´n que corresponda. En los tramos recurrentes, los
ejemplos son los de la mitad restante. El taman˜o del dataset es tambie´n de 24300
ima´genes.
Gradual En este dataset se dan cinco cambios graduales en los per´ıodos [ti, ti+1],
con i = [1, 3, 5, 7, 9]. En cada uno hay 1500 ima´genes. La forma de muestrear los
datos durante los cambios es la misma que se explico´ con el dataset Gradual de
ne-MNIST, con la u´nica diferencia que q decrece en 1500 pasos. Por lo tanto, el
taman˜o de los 10 datasets graduales sera´ variable.
4.3.2. Optimizacio´n de meta-para´metros
Con estos datasets se realizo´ una optimizacio´n poco profunda por el poco tiempo
disponible y para evaluar la te´cnica en otro problema un poco ma´s dif´ıcil como es
NORB. Como el taman˜o de las ima´genes fue escalado a la misma dimensio´n que en
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Figura 16: Datasets ne-NORB: Abrupto, AbruptoRepite y Gradual.
MNIST (28×28), no hubo mucha diferencia en los tiempos de ejecucio´n salvo por la
cantidad de ejemplos a procesar, que fueron menos en este caso.
La optimizacio´n se realizo´ sobre uno de los 10 datasets del tipo Abrupto. El
taman˜o de lote (d) y taman˜o ma´ximo de ensamble (EMS) no fueron optimizados
en esta oportunidad, se mantuvieron iguales que en las pruebas con MNIST. En
la Tabla 3 se muestran los valores finales que luego se usaron para completar las
restantes pruebas (con 9 datasets Abrupto’s y los 10 de cada uno de los otros 2).
SEA & SRBM Como recie´n se menciono´, la optimizacio´n fue corta, no se pro-
baron muchas arquitecturas de red y la ma´s usada fue la misma que para el caso
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Meta-para´metro Valor
SRBM
Arquitectura 784×1000×500×500×2000×5
E´pocas (por capa) 10
Taman˜o de mini-batch (no-sup.) 8
Iteraciones ma´xima en GC (sup.) 250
SVM
Costo 115
Gamma 0,012
Tabla 3: Meta-para´metros optimizados finales con ne-NORB.
anterior. Sin embargo, un meta-para´metro que antes no hab´ıa sido optimizado fue el
nu´mero de iteraciones ma´xima requerido por el algoritmo de Gradiente Conjugado,
con el que se mejoro´ unos puntos el rendimiento.
SEA & SVM Con SVM tambie´n se pudo realizar una optimizacio´n ma´s completa
del costo y gamma, los tiempos de ejecucio´n fueron menores a 30 segundos.
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5. Resultados para ne-MNIST
Las Figuras 17, 18, 19, 20 y 21 muestran los resultados de las pruebas realizadas
sobre los datasets ne-MNIST.
Para simplificar la gra´fica, cada punto de la misma corresponde al promedio
de los valores de 10 lotes consecutivos (es decir, 400 ejemplos), excepto durante
cambios y per´ıodos de adaptacio´n, en donde hay un punto por cada lote para una
mejor apreciacio´n.
En las l´ıneas continuas, estos valores representan la media de los 30 porcentajes
de acierto para un lote, correspondientes a las ejecuciones sobre las 30 variantes
del dataset, y en las l´ıneas de trazos, representan una medida de dispersio´n de los
valores ±σ, donde σ es su desviacio´n esta´ndar.
Elmejor rendimiento tanto con SRBM como con SVM, se obtuvo en el dataset
con el que sus meta-para´metros fueron optimizados: Abrupto. En todos los datasets
siempre fue superior SEA & SRBM. Los resultados pueden verse en la Tabla 4.
Dataset
Acierto% (±σ)
SEA & SRBM SEA & SVM
Abrupto 98,22 (0,05) 97,30 (0,06)
Abrupto2 98,22 (0,04) 96,92 (0,05)
AbruptoRepite 97,76 (0,05) 96,89 (0,07)
AbruptoRepite2 97,80 (0,06) 96,52 (0,05)
Gradual 98,16 (0,05) 97,18 (0,06)
Gradual2 98,16 (0,07) 96,84 (0,07)
Tabla 4: Resultados con ne-MNIST sobre las 30 ejecuciones. El porcentaje de acierto
mostrado representa la media de las 30 ejecuciones y el valor entre pare´ntesis, la desviacio´n
esta´ndar correspondiente a cada uno.
Respecto de la capacidad de SEA en adaptarse a los cambios abruptos ya
sea con SRBM o SVM, es notable la fuerte ca´ıda que sufrio´ el sistema al producirse
un cambio, incluso si fue recurrente. Sin embargo, con ambos clasificadores la recu-
peracio´n dependio´ de la cantidad de miembros que ten´ıa el ensamble, fijado en 5.
Puede verse que luego de 5 lotes el sistema recupero´ su performance, y a medida
que se iban eliminando expertos desactualizados, los recie´n entrenados ayudaban a
levantar el rendimiento hasta estabilizarlo.
Agregar ma´s expertos al ensamble podr´ıa retrasar au´n ma´s la recuperacio´n ya
que puede verse co´mo afectan la adaptacio´n (ver pa´rrafo “Detectar abruptos” en
seccio´n 8).
El escalonado entre las diferentes distribuciones y en ambos o´rdenes, puede es-
tar relacionado con la composicio´n particular de cada Di y la cantidad de d´ıgitos
distintos (3 o´ 4), siendo algunas ma´s dif´ıciles que otras. Y el hecho de que las dis-
tribuciones recurrentes volvieran a tener un rendimiento similar al de la primera
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aparicio´n, ratifica esta idea y desestima un problema de degradacio´n temporal de la
performance. Estos saltos se destacaron ma´s con SVM, en donde siempre hubo un
aumento del error tras pasar a una nueva distribucio´n (no recurrente), mientras que
el uso de SRBM mostro´ mayor robustez.
Usando SRBM, en las distribuciones de 4 d´ıgitos (D2 y D
′
1 –el apo´strofe indica
que corresponde al segundo orden) la performance fue ma´s baja y los intervalos de
confianza un poco mayores que en las distribuciones de 3 d´ıgitos. Evidentemente
tener ma´s d´ıgitos para clasificar afecto´ el rendimiento. En general, los intervalos de
confianza fueron ma´s estrechos con SRBM.
Cuando se dieron los cambios recurrentes, el sistema volvio´ a perder rendi-
miento y a recuperarse durante los pro´ximos 5 lotes. La ca´ıda luego de que una
distribucio´n aparecio´ por primera vez fue similar a la ca´ıda despue´s de la segun-
da aparicio´n. Una vez que el sistema se recupero´ tras la segunda aparicio´n de una
misma distribucio´n, la performance se mantuvo en el mismo nivel que antes.
Los cambios graduales se dan durante 30/35 lotes dependiendo de si las distri-
buciones involucradas tienen 3 y 3 d´ıgitos o 3 y 4. Durante estos cambios existio´ una
ca´ıda del rendimiento menor y ma´s lenta que en los cambios abruptos. Luego, el
sistema fue ganando efectividad lentamente a medida que los ejemplos de la nueva
distribucio´n aparec´ıan con mayor frecuencia.
Tanto en los per´ıodos estables, para los seis datasets, como durante los cambios
graduales, el rendimiento usando SRBM fue superior. Sin embargo, la adaptacio´n a
las nuevas distribuciones fue similar con ambos clasificadores.
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Figura 17: Resultado con dataset Abrupto de MNIST. Las l´ıneas de trazos representan
una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
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Figura 18: Resultado con dataset Abrupto2 de MNIST. Las l´ıneas de trazos representan
una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
Figura 19: Resultado con dataset AbruptoRepite de MNIST. Las l´ıneas de trazos repre-
sentan una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
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Figura 20: Resultado con dataset AbruptoRepite2 de MNIST. Las l´ıneas de trazos repre-
sentan una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
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Figura 21: Resultados con datasets Gradual y Gradual2 de MNIST. Las l´ıneas de trazos
representan una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
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6. Resultados para ne-NORB
Las Figuras 22, 23 y 24 muestran los resultados de las pruebas realizadas sobre
los datasets ne-NORB.
Para simplificar las gra´ficas, en Abrupto y AbruptoRepite, cada punto de las
mismas corresponden al promedio de los valores de 5 lotes consecutivos (es decir,
200 ejemplos), excepto durante cambios y per´ıodos de adaptacio´n, en donde hay un
punto por cada lote para una mejor apreciacio´n. En la gra´fica Gradual, todos los
puntos corresponden al promedio de 2 lotes consecutivos.
Las l´ıneas continuas y de trazos tienen el mismo significado que con ne-MNIST
pero con 10 variantes de los datasets en lugar de 30.
Elmejor rendimiento tanto con SRBM como con SVM, se obtuvo en el dataset
con el que sus meta-para´metros fueron optimizados: Abrupto. En todos los datasets
siempre fue superior SEA & SVM. Los resultados pueden verse en la Tabla 5. Si no
se tuvieran en cuenta los lotes con los que se obtuvieron bajos rendimientos (luego
de cambios abruptos y durante cambios graduales), estos porcentajes ascender´ıan
entre 1 y 3,5 puntos aproximadamente, para ambos clasificadores.
Dataset
Acierto% (±σ)
SEA & SRBM SEA & SVM
Abrupto 72,6 (0,5) 79,1 (0,3)
AbruptoRepite 71,3 (0,5) 78,1 (0,3)
Gradual 70,1 (0,5) 76,5 (0,5)
Tabla 5: Resultados con ne-NORB sobre las 10 ejecuciones. El porcentaje de acierto
mostrado es el promedio de las 10 ejecuciones y entre pare´ntesis se ve la desviacio´n esta´ndar
correspondiente a cada uno.
Los resultados de las 10 variantes fueron mucho ma´s dispersos que los obtenidos
con ne-MNIST. Las desviaciones esta´ndar en este caso, esta´n un orden de magnitud
por arriba de aquellas mostradas en la Tabla 4.
El hecho mencionado de no haber realizado una optimizacio´n completa de SEA
& SRBM, se hace evidente en la diferencia de rendimiento de unos 6–7 puntos por
debajo de SEA & SVM.
En comparacio´n con ne-MNIST, este problema es evidentemente ma´s dif´ıcil.
Algunos factores pueden ser el mayor nivel de detalle en las ima´genes y la pe´rdida
de informacio´n u´til al escalarlas de 96×96 a 28×28.
En general, los intervalos de confianza fueron ma´s grandes que en ne-MNIST, y
en este caso apenas mayor con SRBM.
Respecto de la capacidad de SEA en adaptarse a los cambios abruptos, se
observo´ un comportamiento similar al obtenido con ne-MNIST: fuerte ca´ıda al pro-
ducirse un cambio (nuevo o recurrente) seguida de una recuperacio´n tras no menos
de 5 lotes (taman˜o ma´ximo del ensamble).
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Del mismo modo que con ne-MNIST, cuando se dieron los cambios recurrentes,
el sistema volvio´ a perder rendimiento y a recuperarse durante los pro´ximos 5 a 7
lotes. Tambie´n fue similar la ca´ıda luego de la primera y segunda aparicio´n de una
distribucio´n y los niveles de performance tras las recuperaciones se mantuvieron en
el mismo nivel en ambas apariciones.
Sin embargo, cabe destacar una particularidad que se dio en los cambios alrededor
de los lotes 57, 90 y 122, en donde la ca´ıda fue mucho menor que en los otros
cambios. Las distribuciones implicadas en cada uno son D0 → D3, D1 → D4 y
D2 → D5 respectivamente. Los azimut en D0 son 0, 20 y 40
◦, y en D3, 180, 200 y
220◦, es decir, los objetos son vistos del lado opuesto (diferencia de 180◦), esto se
repite con los otros dos pares de distribuciones. Entonces, que la ca´ıda haya sido
leve puede deberse a que algunos objetos son lo suficientemente sime´tricos respecto
de algu´n plano, y a que para ciertos pares de azimut y su opuesto, estos objetos
reflejan dicha simetr´ıa. De este modo, dos ima´genes compartira´n ma´s caracter´ısticas
similares facilitando la clasificacio´n de los expertos que en ese momento este´n en el
ensamble.
Los cambios graduales se dan durante 38 lotes. Durante estos cambios la ca´ıda
del rendimiento tambie´n fue menor que en los cambios abruptos. La performance
ma´s baja del sistema se dio aproximadamente cuando la cantidad de muestras de
las dos distribuciones involucradas en cada cambio fue similar, luego de lo cual
comenzo´ a recuperarse.
Tanto en los per´ıodos estables, para los tres datasets, como durante los cambios
graduales, el rendimiento usando SVM fue superior. Sin embargo, la adaptacio´n a
las nuevas distribuciones fue similar con ambos clasificadores.
43
Figura 22: Resultado con dataset Abrupto de NORB. Las l´ıneas de trazos representan
una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
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Figura 23: Resultado con dataset AbruptoRepite de NORB. Las l´ıneas de trazos repre-
sentan una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
Figura 24: Resultado con dataset Gradual de NORB. Las l´ıneas de trazos representan
una medida de dispersio´n de los valores basada en sus desviaciones esta´ndar.
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7. Conclusiones
Para este trabajo se implementaron los algoritmos de clasificacio´n Redes Pro-
fundas (SRBM), Na¨ıve Bayes (NB), C4.5 y SVM5, un algoritmo listo para probar
SRBM y SVM, SEA (con SRBM, C4.5 y SVM), DWM (con NB y SVM) y GF (con
NB y SVM).
7.1. ne-MNIST
En los datasets ne-MNIST pudo comprobarse que las SRBM aportan algo ma´s
de efectividad que las SVM aunque el tiempo requerido es muy alto. Si para un
problema determinado el tiempo no es tan importante, vale la pena considerar el
uso de redes profundas.
Las SVM dentro de un ensamble no tienen en cuenta datos de entrenamiento
que no hayan sido usados para entrenarlas. En cambio, cada nueva SRBM tiene
acumulada informacio´n de todos los lotes vistos hasta el momento, en la red base
(mediante aprendizaje no supervisado). Con estos datasets, el hecho de contar con
esta historia, al parecer no tuvo consecuencias negativas. Queda determinar si pudo
haber agilizado la bu´squeda de un buen mı´nimo en las etapas supervisadas. Ver
pa´rrafo “Acumular informacio´n” en seccio´n 8. Es probable que este dataset de d´ıgitos
sea relativamente fa´cil y entonces no pueda verse el efecto de acumular informacio´n,
ver pa´rrafo “NORB” en seccio´n 8.
Puede decirse que la pol´ıtica de inclusio´n de SRBM al SEA fue satisfactoria ya
que el rendimiento fue superior al que se obtuvo con el uso de uno de los mejores
me´todos conocidos (SVM), y a la hora de adaptarse a los cambios, el comportamiento
con ambos clasificadores fue similar.
7.2. ne-NORB
Segu´n las pruebas realizadas con otros me´todos sobre el dataset estacionario
NORB6, el error es significativamente menor que el que se obtuvo en este trabajo
con SEA & SRBM y versiones no estacionarias del mismo. Queda buscar una mejor
combinacio´n de meta-para´metros para SRBM de modo de achicar el error obtenido,
es de esperar que tenga un rendimiento cercano (e incluso superior) al de SVM para
un mismo taman˜o de imagen, ya sea el original o uno ma´s chico como el usado en
este trabajo.
7.3. General
El algoritmo SEA, con la actual configuracio´n de meta-para´metros –en especial,
el taman˜o ma´ximo de ensamble: EMS–, presento´ ca´ıdas importantes frente a los
cambios y recuperaciones ra´pidas debido a la eleccio´n de un EMS pequen˜o por el
que, para estos datasets, so´lo se tiene en cuenta una porcio´n relativamente corta de
los lotes anteriores. Esto hace dif´ıcil pensar que ante un cambio recurrente el sistema
5C4.5 y SVM v´ıa bibliotecas.
6http://www.cs.nyu.edu/~yann/research/norb/
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cuente todav´ıa con algu´n experto en el ensamble con informacio´n antigua pero cir-
cunstancialmente u´til, y el hecho de incluir estos datos antiguos en el entrenamiento
de las SRBM tampoco mostro´ una mejor´ıa notable en comparacio´n con el rendi-
miento para los primeros lotes, ya que MNIST parece ser demasiado fa´cil como para
determinarlo. De todos modos, el rendimiento general en los datasets ne-MNIST
(estudiados ma´s en detalle) fue superior con SRBM que el obtenido con el uso de
uno de los mejores me´todos conocidos (SVM), lo que es bueno teniendo en cuenta
que el rendimiento para esta versio´n no estacionaria del problema fue equiparable
al esperado en su versio´n estacionaria.
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8. Trabajos futuros
En esta u´ltima seccio´n se listan algunas cuestiones que quedaron pendientes, que
iban surgiendo durante el trabajo o que escapaban del tema central.
Detectar abruptos Ver la posibilidad de detectar el comienzo de un cambio
abrupto, y darle mayor importancia a los nuevos expertos para recuperarse ma´s
ra´pido. Esto podr´ıa realizarse pesando los miembros del ensamble de manera similar
a como se hace en DWM.
Ordenando Ver cua´nto y co´mo afecta el orden de los d´ıgitos. Se probaron dos,
pero au´n con tres distribuciones de d´ıgitos, las combinaciones son muchas.
Acumular informacio´n Realizar pruebas con SEA & SRBM sin una red base,
entrenando una red nueva con cada lote nuevo, para evaluar si realmente existe
una mejora con la versio´n que usa una red base acumulando toda la informacio´n
previa. Posiblemente sea necesario hacerlo con otros datos ya que MNIST parece ser
demasiado fa´cil como para determinar esto.
Fine tuning Con el fin de acelerar el entrenamiento, ¿que´ pasar´ıa si el fine tuning
so´lo se hiciera a la u´ltima capa (en lugar de a toda la red) dejando intactas las
capas ocultas luego del entrenamiento no supervisado? Y por otro lado, ¿si luego de
esto (es decir, entrenar so´lo la u´ltima capa, esperando que la red quede as´ı mejor
inicializada) se hiciera adema´s el fine tuning a la red completa?
NORB Ampliar las pruebas con ne-NORB y otros datasets ma´s dif´ıciles que
MNIST.
DWM con Deepnets Adaptar el algoritmo para usarlo con redes. Recordar el
problema del tiempo de entrenamiento de todas las redes del ensamble para cada
lote.
GF con Deepnets Buscar la manera de an˜adir una pol´ıtica de Gradual Forgetting
a las redes profundas.
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