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We study the photoionization of argon atoms close to the 3s23p6 → 3s13p64p ↔ 3s23p5 ε`,
`=s,d Fano window resonance. An interferometric technique using an attosecond pulse train, i.e. a
frequency comb in the extreme ultraviolet range, and a weak infrared probe field allows us to study
both amplitude and phase of the photoionization probability amplitude as a function of photon
energy. A theoretical calculation of the ionization process accounting for several continuum channels
and bandwidth effects reproduces well the experimental observations and shows that the phase
variation of the resonant two-photon amplitude depends on the interaction between the channels
involved in the autoionization process.
PACS numbers: 32.80.Zb, 42.65.Ky
Electron dynamics induced by photoabsorption are of
fundamental importance in nature. The development of
table-top attosecond-duration sources in the extreme ul-
traviolet (XUV) spectral range has opened up possibili-
ties of accessing these dynamics by coherent pump–probe
experiments with attosecond resolution. In recent exper-
iments, photoemission delays have been measured using
attosecond pulses combined with an infrared (IR) probe
field in a variety of systems, from solid state to gas sam-
ples [1–7].
Photoionization dynamics are strongly affected by the
presence of resonances. When a highly excited bound
state is correlated with an open ionization channel, au-
toionization may occur by the ejection of an electron and
relaxation of the remaining core. Interference between
the direct- and the autoionizing pathways leads to the
characteristic asymmetric Fano profiles in the photoion-
ization cross-section [8, 9], which have been extensively
measured using synchrotron radiation (see e.g. argon
spectra in [10, 11]).
Studying and even controlling this interaction has been
a major goal of attosecond science since the early days
and several methods have been developed to this end
[12]. Attosecond streaking was used for the first time-
resolved measurement of Auger decay in Kr [13], while
the more recent transient absorption technique was ap-
plied to studies of autoionization in helium [14–16]. In
the so-called reconstruction of attosecond beating by
interference of two-photon transitions (RABITT) tech-
nique, trains of attosecond pulses combined with IR prob-
ing allow for phase measurements, e.g. in the vicinity
of bound [17] and autoionizing states [18]. Autoion-
izing resonances have also been studied using a single
harmonic and a delayed IR probe [19], as well as by
XUV pump/XUV probe spectroscopy [20]. This topic
has stimulated vigorous theoretical activity [21–28].
In this Letter, we present an interferometric study of
photoionization of argon in the proximity of the 3s23p6 →
3s13p64p autoionizing resonance [Fig. 1] using a coherent
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FIG. 1: (a) Ar energy diagram showing the states, channels
and processes involved in the present work. The blue arrows
represent ionization at different harmonic frequencies. The
red arrows denote absorption or stimulated emission of IR
photons. One-photon ionization leads to 3s23p5 ε`, `=s,d
continua while two-photon ionization leads to 3s23p5 ε`, `=p,f
continua. The energy of harmonic 17 can be tuned across
the 3s3p64p resonance, which decays by autoionization (black
arrow). The processes indicated by the red dashed arrows
are briefly discussed below. (b) Photoionization signal as a
function of harmonic 17 energy.
XUV comb of odd-order harmonics of a tunable funda-
mental field. A synchronized, weak IR probe field stimu-
lates two-photon ionization, where, in addition to absorp-
tion of an XUV photon, an IR photon is either absorbed
or emitted, giving rise to sidebands in the photoelectron
spectrum at energies corresponding to the absorption of
an even number of IR photons. Quantum interference be-
tween the pathways involving two neighboring harmonics
leads to oscillation of the sideband signals as a function
of pump/probe delay [29]. The phases of the oscillations
for sidebands 16 and 18 strongly depend on the detuning
of harmonic 17 from the resonance. Our experimental
measurements and theoretical calculations, based on a
perturbative model, [26] show that the phase of an ioniz-
ing wavepacket is strongly distorted, in a non trivial way,
i.e. different from a pi jump, by the presence of a quasi-
bound state. We give an interpretation for the phase
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FIG. 2: Sideband photoelectron spectra as a function of delay,
at an excitation energy of 26.63 eV; (a) Experimental data,
corrected for the chirp of the attosecond pulses; (b) Theo-
retical calculations. Photoionization signal at the harmonic
energies has been removed from the spectra for clarity. The
short lines indicate the position of sidebands 16 and 18. The
long lines join the maxima of sidebands 14 and 20.
variation, which reflects the interaction between the con-
tinuum 3p−1εs, d and the quasi-bound 3s−14p states.
We used an amplified titanium sapphire laser system,
which delivers 5 mJ, 20 fs pulses, centered around 800 nm,
at a repetition rate of 1 kHz. Two acousto-optical pro-
grammable dispersive filters were used to achieve either
a bandwidth of up to 100 nm or a 50 nm tunability range
for the central wavelength at a reduced bandwidth of∼50 nm. The pulses were directed into an actively sta-
bilized Mach-Zehnder interferometer similar to that de-
scribed in [30]. In one of the arms, high-order harmon-
ics were generated in a pulsed gas cell, followed by a
200 nm thick aluminum foil which removed the leftover
fundamental field. The harmonic and the IR pulses were
collinearly recombined and focused into a diffusive gas
target in the interaction region of a magnetic bottle elec-
tron spectrometer [31].
Photoelectron spectra in the kinetic energy range be-
tween 4 eV and 20 eV, corresponding to photoionization
with harmonics 13-23, were recorded as a function of
the delay between the XUV and the IR pulses. When
the laser wavelength is such that the 17th harmonic is
detuned to be far from the resonance, the delays cor-
responding the sideband maxima depend linearly on the
electron energy. This dependence arises from the intrinsic
chirp of the attosecond pulses [32], somewhat reduced by
the anomalous dispersion of the aluminum foil [33]. The
data presented in the following are corrected for the at-
tosecond chirp, which is estimated, independently of the
excitation wavelength, by linear interpolation between
the maxima of sidebands 14 and 20. The intensity of the
probe beam was kept as low as possible, in order to sup-
press processes involving absorption or emission of more
than one IR photon. It also allows us to neglect the in-
fluence of the probe field on the resonance, in contrast to
previous work where the probe changes the position and
characteristics of the autoionizing resonance [14].
Figure 2(a) shows sideband oscillations after correct-
ing for the chirp of the attosecond pulses, at an energy of
harmonic 17 slightly on the blue side of the autoionizing
resonance. Clearly, the maxima of sidebands 16 and 18
are shifted in opposite directions. The sideband peaks
are broadened due to the XUV and IR field bandwidths,
the spectrometer resolution, and the spin-orbit splitting
(0.17 eV), which is not resolved in the experiment. We
also verified, by changing the gas for the generation of
harmonics, that the observed shift of the sideband max-
ima was not a property of the harmonic radiation. Fig-
ure 2(b) shows theoretical results obtained by using the
method described below. To extract the phase of the
oscillation, the sideband signal was fitted to an interfer-
ence equation S = A cos(2ωτ − ∆φ) + C where τ is the
time delay between the XUV and the IR pulses, ω the
IR frequency, ∆φ is the phase of the oscillation, A its
amplitude and C a constant offset.
Figure 3 presents the key results of this work, with
the phase variations of sidebands 16 (a) and 18 (b) as
a function of the photon energy of harmonic 17. The
corresponding photoionization signal due to harmonic 17
shows the characteristic behavior of a window resonance
[Fig. 1(b)]. The black symbols are the experimental re-
sults, while the red solid and green dashed lines show
theoretical calculations. Fig. 3(a,b) show a significant
phase variation, by almost 0.6 radian, across the reso-
nance. The phase variation is asymmetric, with a bias
towards positive values for sideband 16 and negative val-
ues for sideband 18.
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FIG. 3: Phase variation of sideband 16 (a) and sideband 18
(b), as a function of the energy of harmonic 17. The theoret-
ical results are indicated by the red solid line, while the ex-
perimental results are shown by the black symbols. The thin
dashed red line in panel (b) is the opposite of the red line for
sideband 16, which is close to the corresponding results for
sideband 18, apart from an energy shift. The green dashed
lines correspond to calculations including the processes indi-
cated with dashed arrows in Fig. 1 (a).
Theoretical calculations were performed using a
method which follows the theory developed by Fano and
others [9, 34] to account for the interaction between the
continuum channels and the quasi-bound state and gen-
eralizes it to include the influence of a weak IR field,
in the perturbative limit. Here we briefly describe the
essence of this model [26], in the particular case inves-
tigated in this work. In this simplified derivation, we
do not take the exchange of IR photons from the bound
channel into account (as indicated by the dashed arrows
in Fig. 1) and only consider the long pulse limit. The
full model [26], which is compared to the experimental
results, is however able to account for these effects.
The transition matrix element for two-photon ioniza-
tion involving the absorption of a harmonic photon Ω
and the absorption/emission of an IR photon from the
ground state g to a final continuum state ψγEf , labeled
by its energy Ef and angular channel γ, can be written
as
MγEf ,g =∑
α
⨋ dE ⟨ψγEf ∣T ∣ψαE⟩⟨ψαE ∣T ∣g⟩
Eg +Ω −E + i0+ . (1)
Here we use atomic units. An integral-sum is performed
3over all intermediate states ψαE in the discrete or contin-
uum spectrum (energy E) for each of the possible chan-
nels α. T is the dipole transition operator. The multi-
channel character of the transition is essential here, since
for argon the 1Po autoionizing states that converge to the
3s3p6 threshold decay through two independent channels:
3s23p5εs and 3s23p5εd. Finally γ indicates any of the
three possible final states with either S or D symmetry,[3p−1εp]S , [3p−1εp]D, and [3p−1εf]D, whose contribu-
tions must be summed incoherently to obtain the over-
all sideband intensity [5, 35]. Eq. (1) uses intermediate
states ψαE , which are wavefunctions of the unperturbed
Hamiltonian (H0). In order to include the interaction
with the bound state 3s−14p, described by a wavefunc-
tion ∣ϕ⟩ and with an energy Eϕ, we follow the well known
Fano formalism [9] for the case of a single bound state in-
teracting through a perturbation V with two continuum
channels. The continuum wavefunctions ∣ψαE⟩, ∣ψα′E⟩
with α and α′ referring to the s and d continua respec-
tively, are first transformed into interacting ∣ψ1E⟩ and
non-interacting ∣ψ2E⟩ wavefunctions according to:
∣ψ1E⟩ = VαE
VE
∣ψαE⟩ + Vα′E
VE
∣ψα′E⟩ (2)
∣ψ2E⟩ = V ∗α′E
VE
∣ψαE⟩ − V ∗αE
VE
∣ψα′E⟩ (3)
with ∣VE ∣2 = ∣VαE ∣2 + ∣Vα′E ∣2, Vα,α′E = ⟨ψα,α′E ∣V ∣ϕ⟩. Ob-
viously, ⟨ψ2E ∣V ∣ϕ⟩ = 0, while ⟨ψ1E ∣V ∣ϕ⟩ = VE . This trans-
formation allows us to simplify the problem to that of a
bound state interacting with a single continuum channel.
We now diagonalize the full Hamiltonian (H = H0 + V )
in the {∣ϕ⟩, ∣ψ1E⟩, ∣ψ2E⟩} basis, which leads to states ex-
pressed as
∣Ψ1E⟩ = sin ∆E
piVE
∣Φ⟩ − cos ∆E ∣ψ1E⟩ ; ∣Ψ2E⟩ = ∣ψ2E⟩, (4)
with
∣Φ⟩ = ∣ϕ⟩ +P⨋ dE′VE′ ∣ψ1E′⟩
E −E′ , (5)
P denoting the Cauchy principal value. The quantity ∆E
is the phase shift of Ψ1E with respect to ψ1E ,
∆E = − tan−1 [ pi∣VE ∣2
E −EΦ ] ; EΦ = Eϕ +P⨋ dE′ ∣VE′ ∣2E −E′ .
Introducing the parameter q and the reduced energy 
q = ⟨Φ∣T ∣g⟩
piV ∗E⟨ψ1E ∣T ∣g⟩ ;  = E −EΦpi∣VE ∣2 (6)
the one-photon transition matrix elements become
⟨Ψ1E ∣T ∣g⟩ = ⟨ψ1E ∣T ∣g⟩ q + 
 + i ; ⟨Ψ2E ∣T ∣g⟩ = ⟨ψ2E ∣T ∣g⟩. (7)
The one-photon ionization cross-section is the sum of
the absolute squares of these matrix elements. The non-
interacting channel contributes a smooth background to
the Fano profile. The two-photon transition matrix ele-
ment [Eq. (1)] can be written, after some manipulations,
as
MγEf ,g =M (1)γEf ,g q +  + i +M (2)γEf ,g, (8)
where M
(j)
γEf ,g
(j = 1,2) has a similar expression as Eq. (1)
with the intermediate wavefunctions now equal to ∣ψjE⟩,
and where q,  are calculated at the energy Eg +Ω. All of
these quantities smoothly vary with energy and the reso-
nant effects are contained in the ratio (q+)/(+i). To de-
termine the unitary transformation defined in Eqs. (2,3),
we used complex partial transition amplitudes derived
from a multi-configuration Hartree-Fock (MCHF) ap-
proach [36]. The strength of the transition amplitudes
between the non-resonant components of the intermedi-
ate and final continuum channels were estimated in the
plane-wave approximation [37]. To compare with the ex-
perimental results, it is necessary to account for the finite
duration of the attosecond pulse train, estimated to be∼ 12 fs, and of the fundamental IR field (25 fs). In ad-
dition, a small blue shift of the generating fundamental
field relative to the probe field was included, to account
for ionization-induced dispersion effects in the generat-
ing medium. Figure 3 shows the results of our model
as a solid red line. The agreement with the experimen-
tal data, both for the relative absorption cross-section of
harmonic 17 and for the phase variation of sidebands 16
and 18, is convincing, especially on the low energy side
of the resonance.
In principle, the phase variation of sidebands 16 and
18 should be of opposite sign since the resonance affects
the path corresponding to absorption of an IR photon
for sideband 16, whereas it affects the path where an IR
photon is emitted for sideband 18. The red dashed line in
Fig. 3(b) is the opposite of the variation of sideband 16.
It is quite close to the red line representing the variation
of sideband 18, apart from an energy displacement, which
is due to the blue shift discussed above. This effect moves
the position of the resonance by an estimated 55 meV for
sideband 16 and −55 meV for sideband 18.
We also examined the influence of other possible pro-
cesses induced by the interaction of the resonant state
with the IR field, as represented by the dashed arrows in
Fig. 1(a). These processes can be included by changing q
into a complex parameter q±β = q ± 2(q − i)βω/Γ, with the+ sign for sideband 16 and the − sign for sideband 18. q±β
approaches q when the couplings between the interme-
diate, quasi-bound part of the (radial) wavefunction and
the final continua are weak. The best agreement between
the model’s predictions and the experimental measure-
ments is found when β is very close to zero (β = 0.005)
as indicated by the green dashed curves in Fig. 3.
The measured phase profile across the autoionizing
resonance can be interpreted by considering the multi-
channel nature of the problem, explicit in the matrix
element MγEf ,g [Eq. (8)]. Fig. 4(a) shows the trajec-
tory of MγEf ,g in the complex plane, its resonant and
nonresonant contributions, as the reduced energy varies
from -3 to 3. The resonant contribution describes coun-
terclockwise a circle that passes through the origin for
 = −q. In the absence of a contribution from the non-
resonant channel, the phase of MγEf ,g follows the phase
of the Fano profile, arg [(q + )/( + i)]. The phase in-
creases first steadily with energy, then drops discontin-
uously by pi when  = −q, to increase again thereafter,
until it attains its original value [blue line in Fig. 4(b)].
For small values of q as is the case in the present work
(q = −0.25, [10, 11]), the pi phase jump occurs close to
 = 0 and the phase variation is almost symmetric. In the
4-10
-5
 0
 5
-5  0  5  10
Im
 (M
γ E
f, 
g)
Re (Mγ Ef, g)
(c)
-15
-10
-5
 0
 5
-5  0  5  10  15
Im
 (M
γ E
f, 
g)
Re (Mγ Ef, g)
(a)
-3
-2
-1
 0
 1
 2
 3
 4
 5
-3 -2 -1  0  1  2  3
Ph
as
e 
[ra
d]
Reduced energy
(d)
-3
-2
-1
 0
 1
-3 -2 -1  0  1  2  3
Ph
as
e 
[ra
d]
Reduced energy
(b)
FIG. 4: (a) Complex plane representation of MγEf ,g (red
circle) and of its resonant M
(1)
γEf ,g
(q+)/(+i),(blue circle) and
non-resonant M
(2)
γEf ,g
(magenta dot) components; (b) Phase
variation of MγEf ,g across the resonance (q = −0.25) in the
absence of (blue line) and in the presence of (red line) a non-
resonant component; (c) and (d) Similar representations for
the opposite phase of the non-resonant contribution.
presence of a non-interacting channel, the phase varia-
tion across the resonance will in general differ from pi.
In the present case, the non-resonant complex amplitude
moves the circular trajectory away from the origin, as in-
dicated by the phase vectors (phasors) in Fig. 4(a). As a
result, the phase of the total amplitude varies smoothly
across the resonance [red line in Fig. 4(b)], and by a total
amount less than pi. In other systems, the non-resonant
amplitude could shift the circle towards the origin in-
stead of away from it [see example in Fig. 4(c)], in such
a way that the trajectory of the total amplitude encir-
cles the origin. In that case, the total phase variation
is close to 2pi [Fig. 4(d)]. The dispersion of the photo-
electron wavepacket is strongly affected by the resonance
and quite different in the two cases.
The phase of a two-photon ionization matrix element,
with the intermediate step in the continuum [38], is the
sum of the phase accumulated in the one-photon ion-
ization step and a contribution from the continuum-
continuum transition. The latter phase depends weakly
on the angular momentum and is similar for the resonant
and nonresonant contributions. Our numerical calcula-
tions show that the phase of the two-photon ionization
matrix element indeed follows that of the one-photon ion-
ization step, and thus carries information on the dynam-
ics of the one-photon induced autoionization process.
In summary, we have measured, for the first time, the
distortion of the phase of the continuum induced by the
coupling with an autoionizing state, using an interfer-
ometric method based on two-photon ionization. The
experimental results are well reproduced by a calcula-
tion based on ab-initio parameters for the configuration
interaction. These measurements could be extended to
other types of Fano resonances, e.g. in He, where ab-
sorption/emission of IR photons from the localized quasi-
bound state is expected to play a more important role.
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