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We present a spectral-theoretic approach to time-average statistical mechanics for general, non-
equilibrium initial conditions. We consider the statistics of bounded, local additive functionals of
reversible as well as irreversible ergodic stochastic dynamics with continuous or discrete state-space.
We derive exact results for the mean, fluctuations and correlations of time average observables from
the eigenspectrum of the underlying generator of Fokker-Planck or master equation dynamics, and
discuss the results from a physical perspective. Feynman-Kac formulas are re-derived using Itoˆ
calculus and combined with non-Hermitian perturbation theory. The emergence of the universal
central limit law in a spectral representation is shown explicitly on large deviation time-scales.
For reversible dynamics with equilibrated initial conditions we derive a general upper bound to
fluctuations of occupation measures in terms of an integral of the return probability. Simple, exactly
solvable examples are analyzed to demonstrate how to apply the theory. As a biophysical example we
revisit the Berg-Purcell problem on the precision of concentration measurements by a single receptor.
Our results are directly applicable to a diverse range of phenomena underpinned by time-average
observables and additive functionals in physical, chemical, biological, and economical systems.
I. INTRODUCTION
Many experiments on soft and biological matter, such
as single-particle tracking [1–4] and single-molecule spec-
troscopy [5–13], probe individual trajectories. It is
typically not feasible to repeat these experiments suf-
ficiently many times in order to allow for ensemble-
averaging. It is, however, straightforward to analyze
such data by means of time-averaging along individual
realizations. However, except for (ergodically) long ob-
servations, time-averages inferred from individual trajec-
tories are random with non-trivial statistics. This natu-
rally leads to the study of statistical properties of time-
averages which formally represent functionals of stochas-
tic processes.
The study of functionals of stochastic processes has a
long tradition in mathematics (see e.g. [14–21]) and fi-
nance [22, 23]. In physics they were found to be relevant
in the context of diffusion-controlled chemical reactions
(e.g. [24–26]), transport in porous media [27], chemical
inference [28–37], astrophysical observations [38], med-
ical diagnostics [39], optical imaging [40], the study of
growing surfaces [41], blinking of colloidal quantum dots
[42, 43], mesoscopic physics [44], climate [45] and com-
puter science [46], and most recently in single-molecule
spectroscopy [47–50] and diffusion studies [51], to name
a few.
From a theoretical point of view analytical results were
obtained for the occupation time statistics for discrete-
state Markov switching [47–50], for the local time at
zero and occupation time above zero of a Brownian
particle diffusing in a simple one-dimensional potential
[46, 52, 53], the occupation time inside a spherical do-
main of a Brownian particle moving in free space [51] and
∗ agodec@mpibpc.mpg.de
for a free, uniformly biased and harmonically bound par-
ticle undergoing subdiffusion [54, 55]. Exact results were
also obtained for occupation time statistics for a general
class of Markov processes [56] and a discrete stationary
non-Markovian sequence [57]. Large deviation functions
for various non-linear functionals of a class of Gaussian
stationary Markov processes were studied in [45]. Nu-
merous important results on functionals have also been
obtained in the context of persistence in spatially ex-
tended non-equilibrium systems [58]. Exact results were
recently obtained on local times for projected observables
in stochastic many-body systems [59, 60], which provided
insight into the emergence of memory on the level of in-
dividual non-Markovian trajectories. Notwithstanding,
a general approach to fluctuations in time-average sta-
tistical mechanics for arbitrary initial conditions remains
elusive.
Here, we present a spectral-theoretic approach to fi-
nite time-average statistical mechanics of ergodic sys-
tems. In mathematical terms we focus on the statis-
tics of bounded, local, additive functionals of normal
ergodic Markovian stochastic processes with continuous
and discrete state-spaces, incl. functionals of their (non-
Markovian) lower-dimensional projections. The paper
is organized as follows. We first provide in Sec. II a
brief introduction into time-average statistical mechan-
ics. In Sec. III we re-derive the well-known Feynman-Kac
formulas for Markovian diffusion using Itoˆ calculus. In
Sec. IV A spectral theory combined with non-Hermitian
perturbation theory is applied to obtain our main result –
exact expressions for the mean, variance and correlations
of time-average observables for any non-stationary prepa-
ration of the system, expressed explicitly in terms of the
eigenspectrum of the underlying generator of the dynam-
ics, which may correspond to Fokker-Planck diffusion or
Markovian dynamics governed by a master equation. We
demonstrate explicitly the emergence of a central limit
law in a spectral representation on large deviation time-
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Figure 1. Realization of a trajectory xt (solid lines) of a con-
tinuous Ornstein-Uhlenbeck diffusion (red) and a Markovian
discrete-space continuous time random walk in a quadratic
potential (blue). The dotted lines refer to the time average,
Eq. (3), with tV t =
∫ t
0
V (xτ )dτ , where we chose V (x) =
1[0,1)(x) for the Ornstein-Uhlenbeck and V (x) = δ−1,x for
the discrete random walk.
scales. In Sec. IV C we derive our second main result
– a general upper bound on fluctuations of occupation
measures in terms of an integral of the, generally non-
Markovian, return probability that is valid for generators
of overdamped dynamics obeying detailed balance. Fi-
nally, simple analytically solvable examples are provided
in Sec. V to demonstrate how to apply the theory. We
conclude in Sec. VI.
II. TIME-AVERAGE STATISTICAL
MECHANICS
A. Ensemble- versus time-average observables
Traditional (classical) ensemble statistical mechanics
describes physical observations as averages over individ-
ual realizations of the dynamics at single (or multiple)
pre-determined times. For example, the ensemble aver-
age of an observable V (xt) at a time t for an ergodic
stochastic process xτ (0 ≤ τ ≤ t) starting from some
non-stationary initial condition p0(x0) is defined by
〈V (xt)〉p0≡

∫
Ω
dx
∫
Ω
dx0V (x)Pt(x|x0)p0(x0) Ω ⊂ Rd,∑
x∈Ω
∑
x0∈Ω
V (x)Pt(x|x0)p0(x0) Ω discrete,
(1)
where Ω is the state space of the process and Pt(x|x0) is
the so-called propagator, i.e. Pt(x|x0)dx (upper line) is
the probability that the process is found in x ∈ Ω within
the increment dx at time t given that it started at t = 0
at x0. Note that if x is continuously valued (x ∈ Ω ⊂ Rd;
see Fig. 1 solid red line) then Pt(x|x0) is a probability
density, whereas if x is from a discrete state space Ω
(Fig. 1 solid blue line) the integral in Eq. (1) (upper line)
becomes a sum
∫
Ω
dx →∑x∈Ω and Pt(x|x0) becomes a
plain probability as shown in the lower line of Eq. (1).
If x0 is sampled and averaged over a stationary (invari-
ant) measure p(x0) = Pinv(x0) or t becomes sufficiently
(i.e. ergodically) large P∞(x|x0) ≡ Pinv(x) the ensemble
average becomes time-independent
〈V 〉inv ≡
∫
dxV (x)Pinv(x). (2)
Conversely, in single-molecule dynamics, single-
particle tracking and other related experiments one
probes individual realizations of xτ within the interval
0 ≤ τ ≤ t and instead analyzes the observation by
taking a time-average. Such time-average observables
are in general random, fluctuating quantities with non-
trivial statistics. For example, for a physical observable
V (xt), which may correspond to the squared displace-
ment [61, 62] or local time [51, 59, 60, 63] in single par-
ticle tracking or the FRET efficiency [5–8] or distance
between two optical traps [9–13] in single-molecule fluo-
rescence and force spectroscopy, respectively, the (local)
time-average is defined as
V t ≡ t−1
∫ t
0
V (xτ )dτ (3)
and depends on the entire history of xτ until time t (see
also dotted lines in Fig. 1). The statistical evolution of
V t is therefore a non-Markovian process characterized
by the probability density that the random observable
V t attains, in a given realization of xτ , the value ν [46,
52, 53, 59, 60] which is defined as
PVt (ν|x0) ≡ 〈δ(ν − V t)〉x0 , (4)
where δ(z) is the Dirac delta function and 〈·〉x0 denotes
the average over all paths starting at x0, i.e. p0(x) =
δ(x−x0), and propagating until time t. The correspond-
ing result for arbitrary initial conditions p0(x0), follows
by superposition, i.e. PVt (ν|p0) ≡
∫
Ω
PVt (ν|x0)p0(x0)dx0
(see also Sec. III B).
The random “empirical density” [64] θx(t) determined
from a single trajectory in time-average statistical me-
chanics is the so-called local time fraction defined as
[21, 59, 60]
θx(t) ≡ t−1
∫ t
0
dτδ(x− xτ ), (5)
which allows to rewrite the time average (3) in the form
V t = t
−1
∫ t
0
dτ
∫
Ω
dxδ(x−xτ )V (x) ≡
∫
Ω
dxV (x)θx(t), (6)
where δ(x−xτ ) denotes the Dirac delta function if x ∈ Ω
is continuous, whereas δ(x − xτ ) denotes the Kronecker
delta if x ∈ Ω is integer-valued. Note that it is often
useful to generalize the local time fraction in a point x
3in Eq. (5) to the notion of occupation time within the
hypersurface V (x) = V defined as
θV(t) ≡ t−1
∫ t
0
δ(V − V (xτ ))dτ. (7)
Accordingly, we can rewrite Eq. (6) equivalently in terms
of θV(t) as
V t = t
−1
∫ t
0
dτ
∫
dVδ(V − V (xτ ))V ≡
∫
dVVθV(t). (8)
Because the dynamics xt is assumed to be ergodic
we have limt→∞ θx(t) = Pinv(x) and limt→∞ θV(t) =
Pinv(V) [52, 59, 60] and
limt→∞ V t =
∫
dxV (x)Pinv(x) =
∫
dVVPinv(V) ≡ 〈V 〉inv,
limt→∞ PVt (ν|x0) = δ(ν − 〈V 〉inv), (9)
where we have defined the stationary (or invariant) mea-
sure of V (xt), i.e. Pinv(V) ≡
∫
dxδ(V − V (xτ ))Pinv(x).
Eqs. (9) reflect the strong law of large numbers on
time-scales where V t for different values of t decorrelate.
Moreover, on the so-called large-deviation time-scale, i.e.
on the time-scale that is finite but longer that the longest
relaxation time of xt, we find convergence in the mean,
〈V tLD〉 = 〈V 〉inv, and Gaussian fluctuations around the
mean value [45, 59, 60, 65, 66]. For finite, and in par-
ticular sub-ergodic (i.e. supra-large deviation) times the
statistics of V t is, however, non-trivial. Below we provide
intuition about the local time fraction from a practical
perspective.
B. Local time fraction as a histogram inferred from
a single trajectory
To gain more intuition about the local time fraction
(or “empirical density”) we consider, as an example, a
Brownian particle diffusing in a harmonic potential. A
single trajectory starting from x0 = 1.2 is recorded as
function of time (see full red line in Fig. 1). We are
interested in the distribution (i.e. a histogram) of the
particle’s position xt inferred from a single trajectory of
length t (see Fig. 2). Note that in Fig. 2 we consider
a histogram with a finite bin-size ∆, which we denote
explicitly as θ∆x (t). In this sense the local time fraction
(5) is simply a mathematical idealization of a histogram,
i.e. θx(t) = θ
∆→0
x (t).
In case the trajectory is sufficiently long (i.e. t → ∞)
θ∆x (t) converges, up to small fluctuations of order 1/
√
t,
to a Gaussian stationary (invariant) measure Pinv(x) ∝
e−x
2/2 (see Eq. (9)). This convergence is depicted explic-
itly in Fig. 2b. According to Eq. (9) this result depends
neither on the initial condition x0 nor on the particular
realization of the trajectory.
We may also infer a histogram of the particle’s position
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Figure 2. Local time fraction (or “empirical density”) for
a Brownian particle in a harmonic potential. The histogram
θ∆x (t) (blue) inferred from a single trajectory starting from
x0 = 1.2 compared the mean local time fraction 〈θy(t)〉x0 =
lim∆→0〈θ∆y (t)〉x0 . The histogram with bin-size ∆ (here we
assume ∆ = 0.3) is defined by θ∆x (t) = ∆
−1 ∫ x+∆/2
x−∆/2 θy(t)dy,
that is, θ∆x (t) = V t with V (x) ≡ ∆−11[x−∆/2,x+∆/2](x),
where “1” denotes the indicator function being 1 if x ∈
[x − ∆/2, x + ∆/2] and 0 otherwise. Parameters: x0 = 1.2,
(a) t = 1; (b) t = 100 (the trajectory is ten times as long as
in Fig. 1).
from a short trajectory. The resulting histogram θ∆x (t)
appears “rough” and far from Gaussian (see histogram
in Fig. 2a). If we were to repeat the analysis for many
trajectories and infer an averaged histogram 〈θ∆x (t)〉 we
would as well find that it deviates strongly from a Gaus-
sian (see line in Fig. 2a) with large fluctuations around
the mean, δθ∆x (t) ≡ |θ∆x (t)− 〈θ∆x (t)〉| ∼ 〈θ∆x (t)〉 (see his-
togram in Fig. 2a) . Moreover, both the mean histogram
〈θ∆x (t)〉 and the fluctuations around the mean, δθ∆x (t),
depend not only of t but also on the initial position x0,
where we observe a persistent cusp (Fig. 2a).
In the reminder of this work we will focus on the mean
values and fluctuations of entries, as well as linear cor-
relations between entries of such (random, realization-
dependent) histograms inferred from finite, individual
trajectories starting from general initial conditions.
C. Fluctuations of time averages
In order to exploit the role of the local time frac-
tion θx(t) as a “propagator” in time-average statisti-
cal mechanics (via V t =
∫
Ω
dxV (x)θx(t)) we now re-
late the statistics of θx(t) to the probability density of
a general time-averaged physical observable V t defined
in Eq. (3). In the example in Fig. 2 V t = θ
∆
x ac-
counts for the value of the histogram at position x. The
characteristic function of V t, i.e. the Laplace transform
4P˜Vt (u|x0) ≡
∫∞
0
e−uνPVt (ν|x0)dν if ν ≥ 0, reads
P˜Vt (u|x0) = 〈e−uV t〉x0 = 〈e−u
∫
Ω
V (x)θx(t)dx〉x0 , (10)
where we have used Eq. (6) to arrive at the second equal-
ity. Eq. (10) relates the statistics of the time average V t
to the statistics of all local time fractions θx(t) (x ∈ Ω).
We note that Eq. (10) must be modified if V (x) can also
become negative such that a Fourier transform is required
instead, which amounts to replacing u → iω with ω ∈ R
in Eq. (10). The probability density is obtained from
Eq. (10) by Laplace inversion
PVt (ν|x0) =
1
2pii
∫ c+i∞
c−i∞
euνP˜Vt (u|x0)du (11)
where c ∈ R lies to the right of all singularities of
P˜Vt (u|x0) and we have assumed that PVt (ν|x0) is of ex-
ponential order for sufficiently large ν (in the following
section the conditions on V (xτ ) will be made more pre-
cise). In case the support extends to negative values of
Eq. (11) becomes the inverse Fourier transform. Here we
are particularly interested in fluctuations of time aver-
ages V t and W t of different physical observables V (xτ )
and W (xτ ) which are quantified by [59, 60]
σ2
V
(t) ≡ 〈V 2t 〉x0 − 〈V t〉2x0 ,
CVW (t) ≡ 〈V tW t〉x0 − 〈V t〉x0〈W t〉x0 , (12)
where σ2V (t) = CV V (t) denotes the variance of V t and
CVW (t) the covariance between V t and W t.
In the example in Fig. 2, where V t = θ
∆
x (t) corresponds
to the entry x in the histogram, σ2
V
(t) ≡ 〈δθ∆x (t)2〉 refers
to the variance of said entries between different realiza-
tions of the histogram (i.e. the scatter of θ∆x (t) around
〈θx(t)〉). Analogously, CVW (t) accounts for linear cor-
relations between pairs of entries at x and y, θ∆x (t) and
θ∆y (t), in a histogram inferred from a single trajectory of
length t.
Using Eq. (10) we obtain more generally
〈V ntW
m
t 〉x0 =
n∏
i=1
∫
Ω
dxiV (xi)
m∏
j=1
∫
Ω
dyjW (yj)
× 〈θx1(t) · · · θxn(t)θy1(t) · · · θym(t)〉x0 , (13)
where xi,yj ∈ Ω, respectively. Thereby, the ensemble
average corresponding to the last term in Eq. (13) is ob-
tained by differentiating the characteristic function with
respect to the Laplace (or Fourier) variable.
It therefore follows, that the fluctuations and (linear)
correlations of general time-average observables are fully
specified by multi-point correlations functions of the lo-
cal time fraction. These are derived on the basis of the
Feynman-Kac formalism, which is presented below for
continuous diffusion processes. The extension to discrete
state dynamics is discussed afterwards.
III. FLUCTUATIONS OF ADDITIVE
FUNCTIONALS
A. Itoˆ approach to Feynman-Kac theory of
additive functionals
It seems to be customary in the physics literature to
start from a path integral approach to Feynman-Kac the-
ory [46] and in the following to derive a backward Fokker-
Planck equation for the characteristic function [52, 53].
Here we provide a simple derivation of the “forward”
Feynman-Kac theory based on Itoˆ calculus.
We consider a d-dimensional Markovian diffusion xt ∈
Ω ⊂ Rd process in the presence of a drift F(x) driven by
a d-dimensional Gaussian white noise governed by the Itoˆ
equation
dxt = F(xt)dt+ σdWt, (14)
where σ is a d×d noise matrix such that D = σσT /2 be-
comes a symmetric positive (semi)definite diffusion ma-
trix, dWt is an increment of a d-dimensional Wiener
process, such that 〈Wt〉 = 0 and 〈dWt,idWt′,j〉 = δ(t −
t′)δijdt. We assume throughout that F(x) is sufficiently
confining to assure that the process xt is ergodic with
a steady state probability density Pinv(x). Multiplying
the time average in Eq. (3) by the trajectory length t we
transform the time average to the additive functional
ψt ≡ tV t =
∫ t
0
V (xτ )dτ. (15)
We now consider the joint process of xt and ψt. Ac-
cording to Itoˆ’s lemma any twice differentiable function
f(x, ψ) with xt and ψt defined by Eqs. (14) and (15),
respectively, satisfies
df(xt, ψt) = [F(xt)·∇xf(xt, ψt)+∇x ·D∇xf(xt, ψt)]dt
+∇xf(xt, ψt) · σdWt + V (xt)∂ψf(xt, ψt)dt, (16)
where we inserted the diffusion matrix D = σσT /2 and
for the last term we used dψt = V (xt)dt that follows from
Eq. (15).
Using Itoˆ’s lemma (16) we derive in the following the
time evolution of the joint probability densityQt(x, ψ|x0)
to find the system in state x and the functional ψt in
Eq. (15) to attain the value ψ at time t given that the
system started from x0. For convenience we first focus on
positive functionals (ψ ≥ 0). Using a test function that
vanishes at the boundary f(x, 0) = 0 we obtain after
some calculations [67]
5d
dt
〈f(xt, ψt)〉x0 =
∫ ∞
0
dψ
∫
Ω
dxf(x, ψ)∂tQt(x, ψ|x0)
=
∫ ∞
0
dψ
∫
Ω
dxQt(x, ψ|x0)[F(x) · ∇xf(x, ψ) +∇x ·D∇xf(x, ψ) + V (x)∂ψf(x, ψ)]
=
∫ ∞
0
dψ
∫
Ω
dxf(x, ψ)[−∇x · F(x) +∇x ·D∇x − V (x)∂ψ]Qt(x, ψ|x0) (17)
which is obtained as follows. In the first line of
Eq. (17) we differentiate both sides of the identity∫∞
0
dx
∫
dψf(x, ψ)Qt(x, ψ|x0) = 〈f(xt, ψt)〉x0 with re-
spect to time t. To obtain the second line we inserted
Itoˆ’s Lemma (16) and finally performed an integration
by parts. Since Eq. (17) holds for any function f that
vanishes at the boundary ψ = 0 we obtain
∂tQt(x, ψ|x0) =
[
Lˆ− V (x)∂ψ − V (x)δ(ψ)
]
Qt(x, ψ|x0),
(18)
where we have defined the forward generator Lˆ = ∇x ·
D∇x − ∇x · F(x) and further introduced a boundary
term V (x)δ(ψ)Qt(x, 0|x0) that vanishes for ψ > 0 and
is derived in the following two steps. First, Eq. (17)
holds for all functions f(x, ψ) with f(x, 0) = 0, which
immediately gives Eq. (18) without the last term for
ψ > 0 (see also [67]). Second, the last term in Eq. (18)
is required to guarantee the conservation of probabil-
ity
∫∞
0
dψ
∫
Ω
dx∂tQt(x, ψ|x0) = 0, i.e., to correct for
the fact that there is a non-zero probability that the
functional has a vanishing value ψ = 0. Finally, per-
forming a Laplace transform of Eq. (18), Q˜t(x, u|x0) ≡∫∞
0
e−uψQt(x, ψ|x0)dψ = blue〈δ(x−xt)e−uψt〉x0 , we ob-
tain the forward Feynman-Kac partial differential equa-
tion for the characteristic function of the joint density of
position and ψ
∂tQ˜t(x, u|x0) = (Lˆ− uV (x))Q˜t(x, u|x0), (19)
where Qt(x, ψ|x0) is the central object of the ’forward’
Feynman-Kac approach [15, 46].
We now relax the assumption by allowing for a negative
support of ψt, which we denote explicitly by ψt → Ψt.
In this case we need not to make any additional as-
sumptions on f(xt,Ψt) for Ψt = 0 because naturally
lim|Ψ|→∞Qt(x,Ψ|x0) = 0. The lower boundary of in-
tegration over Ψ in Eq. (17) is extended to −∞ and
the boundary terms resulting from the partial integra-
tion vanish as a result of the boundary conditions. The
resulting Eq. (17) implies
∂tQt(x,Ψ|x0) =
(
Lˆ− V (x)∂Ψ
)
Qt(x,Ψ|x0), (20)
which upon taking a Fourier transform Q˜t(x, ω|x0) ≡∫∞
−∞ e
−iωΨQt(x,Ψ|x0)dΨ leads to the forward Feynman-
Kac partial differential equation
∂tQ˜t(x, ω|x0) = (Lˆ− iωV (x))Q˜t(x, ω|x0), (21)
Note that the generalization to the case of a joint prob-
lem for multiple functionals ψit with i = 1, . . . , p is
straightforward. Introducing the vectorial notation ψt ≡∫ t
0
V(xτ )dτ with the corresponding Laplace images u the
resulting equation reads
∂tQ˜t(x,u|x0) = (Lˆ− u ·V(x))Q˜t(x,u|x0), (22)
which allows for the computation of higher-order corre-
lation functions (13). What we actually seek for is the
marginal probability density of ψ given x0 defined by
Pψt (ψ|x0) ≡
∫
Ω
Qt(x,ψ|x0)dx, (23)
which is the statement of the Feynman-Kac theorem
[15]. Note that the corresponding characteristic func-
tion P˜ψt (u|x0) =
∫
Ω
e−u·ψPψt (ψ|x0)dψ ≡ 〈e−u·ψt〉x0
is the solution of the ’backward’ Feynman-Kac prob-
lem [52, 53]. Moreover, the marginal probability den-
sity of x given x0 corresponds to the plain propagator
Pt(x|x0) ≡
∫
Qt(x,ψ|x0)dψ, which solves the (forward)
Fokker-Planck equation (∂t− Lˆ)Pt(x|x0) = 0 with initial
data P0(x|x0) = δ(x− x0).
Note that the characteristic functions P˜Vt and P˜ψt are
equivalent up to a trivial rescaling of the independent
variable, i.e.
P˜Vt (u|x0) = 〈e−u·Vt〉 = 〈e−u/t·ψt〉 = P˜ψt (u/t|x0). (24)
Therefore, once P˜ψt is determined according to the
Feynman-Kac program a simple change of scale of the
Laplace image u→ u/t delivers P˜Vt .
B. From the forward to the backward
Feynman-Kac equation
For convenience we henceforth adopt the bra-ket no-
tation, where the “ket” |h〉 denotes a vector, the “bra”
the integral operator 〈g| ≡ ∫
Ω
dxg†(x), and the scalar
product is defined as 〈g|h〉 ≡ ∫
Ω
dxg†(x)h(x). Intro-
ducing, moreover, the “flat” state |−〉 ≡ ∫
Ω
dx|x〉 and
〈−| ≡ ∫
Ω
dx〈x|, Eqs. (21) and (22) for a general ini-
tial condition p0(x), i.e. |p0〉 =
∫
Ω
dx0p0(x0)|x0〉 and
6〈p0| =
∫
Ω
dx0p0(x0)〈x0|, have the solution [59]
P˜ψt (u|p0) ≡ 〈−|et(Lˆ−u·V(x))|p0〉 = 〈p0|et(Lˆ
†−u·V(x))|−〉.
(25)
To arrive at the second equality we have used Green’s
identity, introduced the adjoint (or backward) Fokker-
Planck operator Lˆ† = ∇x ·D∇x + F(x) · ∇x, and used
that the Laplace transform of a real function f(t) trans-
forms as f˜(s†) = f˜†(s) under complex conjugation. In
the following subsection we show that for Markov jump
processes (25) the theory can be adopted one-by-one.
C. Markov-jump dynamics and additive functionals
Markov jump processes correspond to a discrete state-
space Ω in which the system jumps with a constant rate
wxy from state x ∈ Ω to another state y ∈ Ω, such that
the propagator Pt(x|x0) satisfies the master equation
∂tPt(x|x0) =
∑
y
〈x|Lˆ|y〉Pt(y|x0), (26)
where 〈x|Lˆ|y〉 = wyx if x 6= y and 〈x|Lˆ|x〉 =
−∑y 6=x〈y|Lˆ|x〉 such that −〈x|Lˆ|x〉 > 0 is the rate of
leaving state x. According to the celebrated Gillespie al-
gorithm [68] a single trajectory xτ (0 ≤ τ ≤ t) consist of
a sequence exponentially distributed local waiting times
τi in state xi ∈ Ω followed by an instantaneous transition
to another state xi+1 6= xi, with the total time being the
sum of waiting times
∑
i τi = t − τR, where τR is the
duration of the final epoch that contains no jump. More
precisely, whenever the system is in a state xi at time
ti the probability density to leave said state xi exactly
at time ti+1 = ti + τi is exponentially distributed with
a waiting time density −〈xi|Lˆ|xi〉e〈xi|Lˆ|xi〉τi . After the
waiting time a new (accessible) state, xi+1, is randomly
chosen with probability −〈xi+1|Lˆ|xi〉/〈xi|Lˆ|xi〉. There-
fore, the joint probability density that the system, start-
ing from state xi, jumps after time τi and the following
state is xi+1 becomes 〈xi+1|Lˆ|xi〉e〈xi|Lˆ|xi〉τi .
Denoting the number of transitions from state x to
state y until a time t by nxy(t) =
∑
i δxi,xδxi+1,y and
identifying the sum of all local waiting times in state x
up to time t by tθx(t) =
∑
i δxi,xτi the path probability
(or path weight) of xτ (0 ≤ τ ≤ t) starting from x0
generated by the Markov dynamics (26) can be written
as [37]
P ({xτ}|x0) =
∏
x 6=y
[〈x|Lˆ|y〉]nyx(t)e
∑
x tθx(t)〈x|Lˆ|x〉. (27)
Replacing the integral in Eq. (6) by a sum, V t =∑
x V (x)θx(t), allows us to identify the characteristic
function of ψt = tV t by [37]
P˜ψt (u|x0) ≡ 〈e−utV t〉x0
=
∫
d{xτ}P ({xτ}|x0)e−u
∑
x V (x)tθx(t)
= 〈−|eLˆ(u)t|x0〉 (28)
where in the second line we inserted the path weight
Eq. (27). While passing from the second to the third line
we tilted the diagonal of the generator in the path weight
(27) according to 〈x|Lˆ(u)|x〉 ≡ 〈x|Lˆ|x〉 − uV (x), which
effectively moves e−utV t into the tilted path weight.
In other words, identifying Lˆ(u) in the second line of
Eq. (28) yields the third line. Note that the off-diagonal
elements of the tilted generator remain unchanged, that
is, 〈x|Lˆ(u)|y〉 ≡ 〈x|Lˆ|y〉 if x 6= y. Since all elements
of Lˆ and V (x) are real, Eq. (25) holds also for Markov-
jump processes. As shown in Eq. (24) the characteristic
function of V t = ψt/t follows from a trivial change of
scale, P˜Vt (u|x0) = P˜ψt (u/t|x0). In the following we de-
velop a spectral theory, which unifies diffusion processes
and Markov-jump processes.
D. Spectral theory of non-Hermitian generators
We henceforth employ a spectral-theoretic approach
and are thus required to make some more specific as-
sumptions about the underlying dynamics in order to as-
sure that the generator Lˆ is diagonalizable. An excellent
account of the theory for Markov-jump dynamics gov-
erned by a discrete-state master equation can be found
in [69]. In the case of Fokker-Planck dynamics we con-
sider that xt is an ergodic Markovian diffusion evolving
according to Eq. (14) with the drift field F(x) not nec-
essarily corresponding to a potential field (which thus
include systems with a broken detailed balance) but at
the same time requiring that it is sufficiently confining,
that is, it grows sufficiently fast as |x| → ∞ to assure
that Lˆ has a pure point-spectrum. Moreover, we require
that Lˆ is diagonalizable and it can be shown that any
normal operator Lˆ, satisfying LˆLˆ† = Lˆ†Lˆ, is in fact diag-
onalizable [70]. A more detailed mathematical expose´ of
the requirements for, and properties of, Lˆ can be found
in [60]. In all practical examples presented below we will
in fact assume that the dynamics is overdamped. More-
over, except for the example presented in Sec. V C where
detailed balance is violated, Lˆ will be assumed to obey
detailed balance [67, 71], implying that it is orthogonally
equivalent to a self-adjoint operator and hence automat-
ically diagonalizable.
Let−λk (Re(λk) ≥ 0), 〈Lk|, and |Rk〉 denote the eigen-
value and orthonormal left and right eigenstates of Lˆ, and
−λ†k, 〈Rk| and |Lk〉 the corresponding orthonormal eigen-
states of Lˆ† [60], i.e. 〈Lk|Rl〉 = 〈Rk|Ll〉 = δkl, with the
resolution of identity
∑
k |Rk〉〈Lk| ≡
∑
k |Lk〉〈Rk| = 1.
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Lˆ = −
∑
k
λk|Rk〉〈Lk|, Lˆ† = −
∑
k
λ†k|Lk〉〈Rk|, (29)
with the ground-state eigenvalue λ0 = 0 and correspond-
ing null-space |R0〉 ≡ |Pinv〉 and 〈L0| ≡ 〈−|. In the
respective dual eigenbasis the propagator Pt(x|x0) ≡
〈x|eLˆt|x0〉 = 〈x0|eLˆ†t|x〉 reads
Pt(x|x0) =
∑
k
〈x|Rk〉〈Lk|x0〉e−λkt
≡
∑
k
〈x0|Lk〉〈Rk|x〉e−λ
†
kt, (30)
where 〈x|Rk〉 ≡ Rk(x) and 〈Lk|x0 ≡ L†k(x0), while
〈x0|Lk〉 = Lk(x0) and 〈Rk|x〉 = R†k(x). For over-
damped systems with invertible diffusion matrix D that
obey detailed balance, i.e. D−1F(x) = −β∇xU(x)
with inverse thermal energy β = 1/kBT , all λk are
real, |Pinv〉 = |Peq〉 is the Boltzmann-Gibbs equilibrium
Peq(x) = e
−βU(x)/
∫
Ω
e−βU(x)dx, and |Lk〉 = eβU(x)|Rk〉
[67, 72].
IV. CHARACTERISTIC FUNCTION NEAR
ZERO VIA NON-HERMITIAN PERTURBATION
THEORY
Based on Eqs. (10) and (13) we only require the
moment-generating function (25), in the limit |u| → 0
to calculate moments of arbitrary order. Moreover, re-
call that P˜Vt (u) = P˜ψt (u/t) (see Eq. (24)). To keep
the treatment general we utilize the spectral expansion
of Lˆ (Lˆ†, respectively). We employ perturbation the-
ory to derive the moment-generating function (25) in
the limit |u| → 0. There are (at least) two possible
ways to arrive at the result: a Dyson series approach,
which is presented in Appendix B, and by means of sec-
ond order non-Hermitian perturbation theory, which is
detailed below. While both yield equivalent results, the
perturbation-theoretic approach is more general as it pro-
vides a (bi)spectral expansion of the of the perturbed
generator Lˆ − u · V(x) (Lˆ† − u · V(x), respectively) to
second order in |u|. These perturbation-theoretic results,
which in the Physics literature appear to be new, are ap-
plicable beyond time-average statistical mechanics in di-
verse problems involving perturbations of non-Hermitian
and/or non-self-adjoint eigenvalue problems.
Our aim is to diagonalize the “tilted” propagator in
Eq. (25) in the limit when u vanishes. Because Lˆ is in
general not self-adjoint we need to separately perturb
left and right eigenstates. First we must confirm that
the tilted propagator Lˆ(u) ≡ Lˆ− u ·V(x) (and Lˆ†(u) ≡
Lˆ† − u ·V(x), respectively) is actually diagonalizable in
an arbitrarily small neighborhood of u = 0. We focus
first on the case where V (x) ≥ 0. We Laplace transform
Eq. (25) t→ s yielding
P˜ψs (u|p0) ≡ 〈−|[s− Lˆ(u)]−1|p0〉 = 〈p0|[s− Lˆ†(u)]−1|−〉.
(31)
The singularities of Eq. (31) correspond to the perturbed
eigenvalue spectrum {−λk(u)} of Lˆ(u)) and diagonaliz-
ability is broken whenever one or more singularities are
not simple poles (see e.g. [73]). Eq. (25) shows that
|u| = 0 is not an accumulation point. Moreover, Lˆ
has a pure point spectrum therefore an arbitrarily small
|u| cannot cause the emergence of poles of second order
in Eq. (31) that would break diagonalizability, akin to
the “avoided crossing theorem”. Therefore, in the limit
|u| → 0 the tilted generator Lˆ(u) is diagonalizable, u can
be taken as real [74], and the eigenspectrum of Lˆ(u) cor-
responds to a regular perturbation of the original eigen-
value problem Lˆ|Rk〉 = −λk|Rk〉 (Lˆ†|Lk〉 = −λ†k|Lk〉)
and we seek for a perturbative expansion of the tilted
eigenspectrum, e.g. of Lˆ†(u):
−λ′†′k (u) = −λ†k −
∑
i>0
ui · λ(i)k ,
|Lk(u)〉 = |Lk〉+
∑
i>0
ui · |Lik〉,
〈Rk(u)| = 〈Rk|+
∑
i>0
ui · |Rik〉. (32)
Without loss of generality we will henceforth assume that
u is real. Note that while the spectra of Lˆ and Lˆ† are
complex conjugates (see Eq. (29)) the perturbation is in
fact symmetric (see Eq. (31)). Therefore, the spectra of
Lˆ(u) and Lˆ†(u) are not complex conjugates except for
the unperturbed part, which we denoted in Eq. (32) by
quotation marks λ
′†′ . According to Eq. (32) multiple
functionals yield additive perturbations. It thus suffices
to carry out the calculations for u → u and write the
corresponding general result by inspection. We are inter-
ested in up to second order moments (13) and therefore
need to evaluate the perturbation up to second order in
u:
(−Lˆ† + uV )
2∑
n=0
un|Lnk 〉 =
2∑
n=0
unλ
(n)
k
2∑
m=0
um|Lmk 〉, (33)
2∑
n=0
un〈Rnk |(−Lˆ† + uV ) =
2∑
n=0
unλ
(n)
k
2∑
m=0
um〈Rmk |,(34)
where we have adopted the convention λ
(0)
k ≡ λ†k, 〈R0k| ≡〈Rk|, and |L0k〉 ≡ |Lk〉. In Eqs. (34) we only need to
keep terms up to u2 and equate terms of matching or-
der in u. First we impose the preliminary normalization
〈Rk(u)|Lk〉 = 〈Rk|Lk(u)〉 = 1, i.e.
1 = 〈Rk|Lk〉+ u〈R1k|Lk〉+ u2〈R2k|Lk〉+O(u3)
1 = 〈Rk|Lk〉+ u〈Rk|L1k〉+ u2〈Rk|L2k〉+O(u3), (35)
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〈Rnk |Lk〉 = 〈Rk|Lnk 〉 = 0, for n > 0. (36)
The 0-th order of the expansion gives the solution of the
unperturbed system. For the higher orders we need to
solve Eqs. (34) matching terms of equal order. Intro-
ducing the coupling elements Vlk ≡ 〈Rl|V |Lk〉 we obtain
(details of the calculation are shown in Appendix A)
λ
(1)
k = Vkk, λ
(2)
k =
∑
l 6=k
VklVlk
λ†k − λ†l
, (37)
|L1k〉 =
∑
l 6=k
Vlk
λ†k − λ†l
|Ll〉, 〈R1k| =
∑
l 6=k
Vkl
λ†k − λ†l
〈Rl|,
|L2k〉 =
∑
l 6=k
∑
i 6=k
VikVli
(λ†k − λ†i )(λ†k − λ†l )
− VkkVlk
(λ†k − λ†l )2
 |Ll〉,
〈R2k| =
∑
l 6=k
∑
i 6=k
VkiVil
(λ†k − λ†i )(λ†k − λ†l )
− VkkVkl
(λ†k − λ†l )2
 〈Rl|.
However, while they are orthogonal by construction, the
resulting perturbed eigenstates are not normalized any-
more, i.e. 〈Rk(u)|Lk(u)〉 6= 1. Hence, we need to post-
normalize them such that
Nk(u)〈Rk(u)|Lk(u)〉 = 1, (38)
where from it follows that
Nk(u) =
[
(〈Rk|+
2∑
i=1
ui〈Rik|)(|Lk〉+
2∑
i=1
ui|Lik〉)
]−1
=
1
1 + u2〈R1k|L1k〉+O(u3)
= 1− u2
∑
i 6=k
VkiVik
(λ†k − λ†i )2
+O(u3)
≡ 1− u2Mk +O(u3), (39)
where in the last line we have defined Mk. We now use
the second-order perturbed eigenspectrum to diagonalize
the moment-generating function in Eq. (25)
P˜ψt (u|p0) =
∑
k
Nk(u)〈p0|Lk(u)〉〈Rk(u)|−〉e−λ
′†′
k (u)t,
(40)
where moreover
e−λ
†
k(u)t = e−λ
†
kt[1−uλ(1)k t+u2(λ(1)2k t2/2−λ(2)k t)]+O(u3)
(41)
and 〈Rk(u)|−〉 = 〈Rk|−〉+ u〈R1k|−〉+ u2〈R2k|−〉+O(u3)
with the coefficients given by
〈Rk|−〉 = δk0, 〈R1k|−〉 =
Vk0
λ†k
(1− δk0),
〈R2k|−〉 = −
VkkVk0
λ†2k
+
∑
i 6=k
VkiVi0
λ†k(λ
†
k − λ†i )
(1− δk0) (42)
and 〈p0|Lk(u)〉 = 〈p0|Lk〉+u〈p0|L1k〉+u2〈p0|L2k〉+O(u3),
where |L1k〉 and |L2k〉 are given by Eq. (38). Using
Eqs. (38), (39) as well as (41) and (42) the tilted propa-
gator in Eq. (40) to second order in u reads
P˜ψt (u|p0) = 1 +
∑
k>0
(
uC
(1)
k + u
2C
(2)
k
)
e−λ
†
kt +O(u3)
(43)
where we have introduced the coefficients
C
(1)
k = δk0
(−V00t+ 〈p0|L10〉)+ 〈p0|Lk〉〈R1k|−〉
C
(2)
k = δk0
[
〈p0|L0〉
(
M0 + V 200t2/2− λ(2)0 t
)
+ 〈p0|L20〉
]
− t (〈p0|L10〉V00δk0 − 〈p0|Lk〉〈R1k|−〉Vkk)
+ 〈p0|L1k〉〈R1k|−〉+ 〈p0|Lk〉〈R2k|−〉 (44)
withM0 defined in the Eq. (39). In the special case when
initial conditions x0 are drawn from the steady state
probability density, i.e. p0(x) = Pinv(x), these equations
simplify to
〈Pinv|Lk〉 = δk0, 〈Pinv|L1k〉 =
V0k
λ†k
(1− δk0),
〈Pinv|L2k〉 = −
VkkV0k
λ†2k
+
∑
i 6=k
VikV0i
λ†k(λ
†
k − λ†i )
(1− δk0). (45)
Turning now to the case where V (x) extends negative
values we must simply replace u by iω. In order to obtain
moments up to second order (i.e. Eq. (12) we are now
left with evaluating derivatives of Eq. (43) with respect
to u at u = 0.
A. Mean value, fluctuations and correlation
functions for general initial conditions
We can now derive the mean, variance and covariance
of time-average observables. We first focus on the case of
a single time-average observable V t = ψt/t (see Eqs. (3)
and (15)). According to Eq. (24) we must make the re-
placement u→ u/t in Eq. (43). We will only present the
result in terms of the spectrum of the backward genera-
tor Lˆ† since the results corresponding to Lˆ follow trivially
from Eq. (25). Note that 〈p0|−〉 = 1 for any normalized
initial condition.
To order u0 Eq. (43) simply reflects the normalization
of PVt (ν|p0), i.e. P˜Vt (0|p0) =
∫∞
0
PVt (ν|p0)dν = 1 (and
equivalently in the case where the support of V t extends
to the entire real axis). To order u1 Eq. (43) encodes
the mean value 〈V t〉p0 since it follows from Eq. (10) that
9−∂uP˜Vt (u|p0)|u=0 =
∫∞
0
νPVt (ν|p0)dν ≡ 〈V t〉p0 . Thus
the mean value of a time-average observable 〈V t〉p0 evolv-
ing from an arbitrary initial condition p0(x) is given by
〈V t〉p0 = V00 +
1
t
∑
k>0
Vk0
λ†k
〈p0|Lk〉
(
1− e−λ†kt
)
, (46)
with the anticipated ergodic limit V00 = 〈V t→∞〉p0 =
〈Pinv|V |−〉 ≡
∫
Ω
V (x)Pinv(x)dx. The result (46) is
equally valid in cases where V (x) can become negative
(as long as its is bounded). Moreover, from Eq. (46) is
easy to discern the large deviation asymptotic
lim
t1/Reλ†1
〈V t〉p0 ' V00 +
1
t
∑
k>0
Vk0
λ†k
〈p0|Lk〉, (47)
and in the special case of steady-state initial con-
ditions p0(x0) = Pinv(x0) Eq. (46) reduces to the
time-independent ergodic result 〈V t〉inv = V00. To
order u2 Eq. (43) encodes the second moment via
∂2uP˜Vt (u|p0)|u=0 =
∫∞
0
ν2PVt (ν|x0)dν ≡ 〈V
2
t 〉p0 , which
reads
〈V 2t 〉p0 = V 200+
2
t
∑
k>0
Vk0
λ†k
[V0k+〈p0|Lk〉(V00+Vkke−λ
†
kt)]
+
2
t2
∑
k>0
Vk0
{
[〈p0|Lk〉(Vkk − V00)− Vk0] (1− e
−λ†kt)
λ†2k
+
∑
l>0,l 6=k
Vlk〈p0|Ll〉
λ†k − λ†l
(
1− e−λ†l t
λ†l
− 1− e
−λ†kt
λ†k
)}
(48)
which together with Eq. (46) yields the variance
σ2
V ,p0
(t) ≡ 〈V 2t 〉p0 − 〈V t〉2p0 . (49)
We further introduce the following notational conven-
tion for localized initial conditions p0(x) = δ(x − x0),
σ2
V ,p0
(t) → σ2
V ,x0
(t). From Eqs. (46), (48), and (49)
follows the anticipated ergodic result 〈V 2t→∞〉p0 = V 200,
proving that in the ergodic limit V t becomes deter-
ministic (i.e. the variance vanishes, σ2
V ,p0
(t → ∞) =
〈V 2t→∞〉p0 − 〈V t→∞〉2p0 = 0). Conversely the large-
deviation asymptotic reads for any initial condition p0(x)
lim
Reλ†1t1
〈V 2t 〉p0 = V 200 +
2
t
∑
k>0
Vk0
λ†k
(V0k + V00〈p0|Lk〉)
(50)
yielding a large-deviation variance
lim
Reλ1t1
σ2
V
(t) =
2
t
∑
k>0
V0kVk0
λ†k
+O(t−2), (51)
which embodies the emergence of the central limit the-
orem. One can further show that all higher cumulants
decay to zero faster that 1/t. Since the only distribution
with a finite number of non-zero cumulants is the Gaus-
sian distribution [75], the large deviation mean value (47)
and variance (51) specify the entire asymptotic probabil-
ity density for time-average observables along trajectories
of length t 1/Reλ†1.
In the special case of steady-state initial conditions,
p0(x) = Pinv(x), we find the variance satisfies (see also
[59])
σ2
V ,inv
(t) =
2
t
∑
k>0
V0kVk0
λ†k
(
1− 1− e
−λ†kt
λ†kt
)
. (52)
Note that for overdamped systems in detailed balance
we have λ†k ∈ R and |Lk〉 = eβU(x)|Rk〉 ∈ R. Therefore
V0kVk0 ≥ 0,which implies (compare Eqs. (51) and (52))
that the fluctuations for stationary initial conditions are
bounded from above by σ2
V ,inv
(t) ≤ limλ†1t1〈V
2
t 〉p0−V 200
irrespective of p0(x).
We now inspect the correlation between two function-
als V 1,t and V 2,t (see Eq. (12)) defined as CV 1V 2(t) =
〈V 1,tV 2,t〉p0 − 〈V 1,t〉p0〈V 2,t〉p0 . The mean values were
derived in Eq. (46) so we only require the mixed
second moment 〈V 1,tV 2,t〉p0 , which is obtained from
the joint moment-generating function (i.e. generaliza-
tion of Eq. (40) to two variables) as 〈V 1,tV 2,t〉p0 =
∂2u1u2P˜Vt (u|p0)|u=0. A lengthy calculation leads, upon
introducing the coupling elements U ikl ≡ 〈Rk|Vi(x)|Ll〉
and the shorthand notation Wklmn = U
1
klU
2
mn +U
2
klU
1
mn,
to the exact result
〈V 1,tV 2,t〉p0 =
W0000
2
+
1
t
∑
k>0
1
λ†k
(
Wk00k + 〈p0|Lk〉
[
W00k0 −Wk0kke−λ
†
kt
])
+
1
t2
∑
k>0
{
[〈p0|Lk〉(Wk0kk −W00k0)−Wk00k] (1− e
−λ†kt)
λ†2k
+
∑
l>0,l 6=k
Wk0lk〈p0|Ll〉
λ†k − λ†l
(
1− e−λ†l t
λ†l
− 1− e
−λ†kt
λ†k
)}
,
(53)
and we note that 〈V 1,t〉inv〈V 2,t〉inv = W0000/2 implying
that for an ergodic system any two functionals asymptot-
ically decorrelate, limt→∞ CV 1V 2(t) = 0. Equations (46),
(48), and (53) expressing the mean value and second mo-
ments (and together the variance and covariance) of the
time average of a general physical observable V (xτ ) of
type Eq. (3) solely in terms of the eigenspectrum of the
underlying generator are the main theoretical result of
this work.
In the case of stationary initial conditions p0(x) =
Pinv(x) we have that 〈Pinv|Lk〉 = δk0 and as a re-
sult of Eq. (53) the covariance reduces to (note that
10
Wk00k = W0kk0 and W0000/2 = 〈V 1,t〉inv〈V 2,t〉inv)
C inv
V 1V 2
(t) =
1
t
∑
k>0
W0kk0
λ†k
(
1− 1− e
−λ†kt
λ†kt
)
. (54)
Finally, in the large deviation regime we recover
lim
t1/λ1
CV 1V 2(t) =
1
t
∑
k>0
W0kk0
λ†k
+O(t−2) (55)
the 1/t scaling reflecting the emergence of the central
limit theorem. Therefore, it follows that an arbitrary
set of m time-average observables Vt = {V i,t} in the
large deviation limit exhibits Gaussian statistics. If we
denote the vector of mean values as 〈V〉inv and intro-
duce the symmetric covariance matrix C with diago-
nal elements Cii = t limt1/Reλ1 σ
2
V i
(t) (see Es. (51))
and off-diagonal elements Cij = t limt1/Reλ1 CV iV j (t)
(see Es. (55)) then the probability density that Vt at-
tains a value ν obeys the asymptotic Gaussian limit law
limt1/Reλ1 PVt (ν|p0) ≡ PLDt (ν) where
PLDt (ν) '
e−
1
2 (ν−〈V〉inv)TC−1(ν−〈V〉inv)t√
(2pi)mdetC/t
. (56)
We now introduce the rescaled variables νˆ ≡ ν√t
and scaled mean µ ≡ 〈Vt
√
t〉inv, which upon re-
normalization lead to a time-independent density. More-
over, we define
Ξ = (νˆi − µi)/
√
Cii, Ξi|j = (νˆi − µ˜i|j)/σ˜i|j (57)
with the shifted mean and stretched variance
µ˜i|j = µi + (νˆj − µj)Cij/Cjj
σ˜2i|j = (CiiCjj −C2ij)/Cjj . (58)
Then the limit law (56) implies that the univariate large
deviations PLDt (νˆ) and conditional bivariate large devia-
tions PLDt (νˆ1|νˆ2) ≡ PLDt (νˆ1, νˆ2)/PLDt (νˆ2) collapse, upon
rescaling, onto a universal Gaussian master curve√
Cii
t1/2
PLDt (νˆi)→ NΞ(0, 1),
σ˜i|j√
t
PLDt (νˆi|νˆj)→ NΞi|j (0, 1), (59)
where Nx(0, 1) denotes the Gaussian probability density
with zero mean and unit variance. The explicit rescal-
ing (i.e. Eq. (59) combined with Eq. (51) and Eq. (55))
leading to the collapse onto a master unit normal den-
sity in the large deviation limit are the main practical
consequence of our large deviation result.
B. Degenerate eigenspectra
Note that if the spectrum of Lˆ has degenerate eigen-
states (such as e.g. in single-file diffusion [59, 60]) special
care is required for initial conditions that do not corre-
spond to the steady state, i.e. p0(x) 6= Pinv(x), as a
result of the singularities the degeneracy causes in Eqs.
(48) and (53). As it is customary in regular perturbation
theory (see e.g. [76]) one must first post-diagonalize all
the respective degenerate sub-spaces prior to using Eqs.
(48) and (53). Once this has been taken care of (using
any of the many possible methods [77]) and the degen-
erate eigenstates are replaced by their appropriate linear
combinations, Eqs. (48-53) can be used as they stand.
C. A general upper bound for occupation measures
for overdamped reversible dynamics
When Lˆ corresponds to reversible overdamped dynam-
ics (i.e. D−1F(x) = −β∇xU(x) is a gradient field),
or to a reversible Markov jump process (i.e. the tran-
sition matrix elements in Eq. (26) satisfy the symme-
try 〈y|Lˆ|x〉/〈x|Lˆ|y〉 = eβU(x)−βU(y)) the large deviation
asymptotic (51) provides an upper bound for fluctuations
of the occupation time fraction in any subdomain V ⊆ Ω,
V (x) = V, for any duration of the trajectory (which nat-
urally includes the local time fraction when V (x) = x).
Let us define the projection operator Γˆx(V;V ) ≡∫
Ω
dxδ(V − V (x)) [60], which projects the full dynamics
x ⊂ Rd onto the hypersurface compatible with a given
value of the observable V (x) = V. Then the (generally
non-Markovian) joint probability density that the observ-
able V (x) starts from V and returns to the initial value V
at time t in an ensemble of trajectories xt starting from
the equilibrium probability density Pinv(x0) = Peq(x0) is
defined as [60]
Geqt (V,V) ≡ Γˆx(V;V )Γˆx0(V;V )Pt(x|x0)Peq(x0). (60)
We now recall the definition of the occupation time frac-
tion of xτ within the hypersurface V (x) = V in Eq. (8).
Then Eq. (51) and the spectral decomposition of Pt(x|x0)
in Eq. (30) imply the general upper bound on θV(t)
tσ2θV ,inv(t) ≤ 2
∫ ∞
0
[Geqt (V,V)−Geq∞(V,V)]dt, (61)
where equality holds in the limit t → ∞. Note that in
the special case when V (x) = x, Eq. (61) bounds the
local time fraction defined in Eq. (5).
To prove the bound (61) let us express Eq. (60) us-
ing the spectral expansion of Lˆ† (or equivalently Lˆ).
Since we are considering systems in detailed balance
the eigenspectrum is real. Introducing the elements
Vkl(V) ≡ 〈Rl|δ(V − V (x))|Lk〉 the spectral representa-
11
tion of Eq. (60) reads (see also [60])
Geqt (V,V) =
∑
k
V0k(V)Vk0(V)e−λkt (62)
such that limt→∞G
eq
t ≡ Geq∞(V,V) = V00(V)2. Therefore∫ ∞
0
[Geqt (V,V)− V00(V)2]dt =
∑
k>0
V0k(V)Vk0(V)/λk.
(63)
Multiplying Eq. (63) by 2 and dividing by t we ob-
tain Eq. (51) for the case when V t = θV(t) defined
in Eq. (8) which in turn proves asymptotic equality as
t → ∞. Because for systems obeying detailed we fur-
ther have |Lk〉 = eβU(x)|Rk〉 each coefficient is positive,
V0k(V)Vk0(V) ≥ 0, because it corresponds to e−βU(x) > 0
multiplied by the square of a real number. Together with
Eq. (52) this proves that the inequality holds for any t
and completes the proof of the existence and tightness of
the bound (61).
Eq. (61) enables to obtain an upper bound on fluctu-
ations of θV(t) – the (generally non-Markovian) occupa-
tion measure that the full dynamics xτ along a single
trajectory is found within the hypersurface V (x) = V –
from the integral over the return probability (60). It
thereby also bounds the fluctuations of random time-
average “empirical densities”, that is, local time fractions
(see Eq.(5)), by means of the corresponding deterministic
(ensemble) joint return probability density (60). Eq. (61)
is the main practical result of this work. Interestingly, a
similar bound involving the integral of the return prob-
ability has been found in Ref. [78] in the study of large
deviation asymptotics of the first passage times.
D. Physical interpretation of the results
We now provide some intuition about the developed
theory. As time evolves the value of V t for an ergodic
process eventually becomes only weakly correlated. The
statistics of V t passes first through the large deviation
regime (56), where the central limit theorem kicks in with
Gaussian statistics, and finally ends up in Khinchin’s
law of large numbers where it becomes deterministic and
equal to 〈V t〉inv [79]. For simplicity we start in the large
deviation regime (51).
By using spectral theory we map fluctuations of V t
onto the eigenmodes of Lˆ (and/or Lˆ† respectively), with
the “similarity” to a given eigenmode reflected by the
overlaps V0k, Vk0. Since on these time-scales all mem-
ory of the initial condition is lost, which is equivalent
to imposing stationary initial conditions, only overlaps
from and to the ground state are relevant. Moreover, due
to the orthogonality of eigenmodes these projections are
statistically independent. Each eigenmode has a finite
lifetime or correlation time 1/λk. Therefore, in a time
t λ−1k any k-th projection acts as shot-noise and there
will be tλk independent realizations of such a projection
reducing the (co)variance by a factor 1/tλk (see Eqs. (51)
and (55)). In the limit t→∞ the Gaussian converges to
a Dirac delta, i.e. limt→∞ PLDt (ν) = δ(ν − 〈V〉inv).
At shorter times non-trivial corrections to these large
deviation results arise due to strong correlations between
the values of V t at different times t. As a result of these
correlations the ’completely decorrelated’ large deviation
results in Eqs. (51) and (55)) becomes reduced by a term
that seems to reflect the ’effective probability of mode
k to persist until t’, t−1
∫ t
0
e−λkτdτ = (1 − e−λkt)/λkt
(see Eqs. (52) and (54) as well as Eqs. (B3) and (B4)).
In the case of general initial conditions p0(x) additional
terms arise (see Eqs. (50) and (53)) that reflect the mem-
ory of the initial condition. These terms, however, are
difficult to interpret beyond the point that they reflect
projections that couple different excited eigenstates and
thus describe fluctuation-modes that are more compli-
cated than simple excursions starting and ending in the
steady state.
V. APPLICATIONS OF THE THEORY
We now apply the theory to a collection of sim-
ple illustrative examples. Due to the fundamental role
played by the local time fraction θx(t) and because
it determines the dynamics of other time-average ob-
servables (see Eq. (6)) we focus on θx(t) alone. The
coupling elements are therefore simply given by Vlk =∫
Ω
dyRl(y)δ(x−y)Lk(y) ≡ Rl(x)Lk(x). We first present
explicit results for local times for continuous space-time
Markovian diffusion processes and an irreversible (i.e.
driven) three-state uni-cyclic network. Next, we apply
the theory to a simple two-state Markov model of the cel-
ebrated Berg-Purcell problem [28–30, 36], i.e. the phys-
ical limit to the precision of receptor-mediated measure-
ment of the concentration of ligand molecules.
As minimal, exactly solvable models of continuous-
space Markovian diffusion we consider a Wiener process
confined to a unit interval with reflective boundaries and
the Ornstein-Uhlenbeck process. To demonstrate the
theory for Markov-jump dynamics we consider a random
walk in a finite harmonic potential and a simple 3-state
uni-cyclic network.
A. Local time fraction of the Wiener process in the
unit interval
The propagator of the Wiener process confined to a
unit interval (i.e. L = 1) is the solution of
(∂t − ∂2x)PWt (x|x0) = 0, ∂xPWt |x=0 = ∂xPWt |x=1 = 0,
(64)
with initial condition PW0 (x|x0) = δ(x− x0). The eigen-
values of ∂2x in a unit interval are given by λ
W
k = k
2pi2
(time is expressed in units of τ = L2/D) and the eigen-
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Figure 3. Statistics of the fraction of local-time θx(t) as a
function of x at different times t for equilibrium initial con-
ditions, p0(x0) = Pinv(x0), (a and b) and localized initial
condition at x0 = 0.405 (c and d); a) 〈θx(t)〉inv is constant
for all times; b) σ2θx,inv(t) as a function of x for equilib-
rium initial conditions; c) 〈θx(t)〉x0 and d) σ2θx(t); e) covari-
ance starting from equilibrated initial conditions, C invθxθy (t),
(dashed line) and localized initial conditions, Cθxθy (t) (solid
line). f) Probability density of occupation time fraction
θV(t) = t−1
∫ t
0
1[0.45,0.55](xτ )dτ (see also Eq. (7)) on large
deviation time-scales (symbols) and corresponding theoreti-
cal result (56) (lines). Symbols were obtained from Brown-
ian dynamics simulations of 105 trajectories simulated with a
time-step dt = 10−4.
vectors read [67, 72],
LWk (x) = R
W
k (x) = δk0 + (1− δk0)
√
2 cos(kpix), (65)
since ∂2x is self-adjoint. The mean local time-fraction,
〈θx(t)〉, the variance σ2θ(t) and covariance Cθ1θ2(t) for the
confined Wiener process are shown in Fig. 3. In the case
of equilibrium initial conditions 〈θx(t)〉inv is constant and
equal to Pinv(x), and the fluctuations of θx(t) are largest
at the boundaries as a result of repeated collisions with
the walls. Notably, starting from localized conditions
〈θx(t)〉x0 as a function of x, in contrast to the ensemble
propagator PWt (x|x0), displays a persistent cusp located
at the initial condition x0 (see Fig. 3 c). The fluctuations
of θx(t) are larger near the initial condition and at the
boundaries. Note that the fluctuations are always larger
for equilibrium initial conditions (compare Fig. 3b and
Fig. 3d).
B. Local time fraction of the Ornstein-Uhlenbeck
process
Trajectories of the one-dimensional Ornstein-
Uhlenbeck process are solutions of the Itoˆ equation
dxt = −γxt +
√
2DdWt (66)
and on the level or probability density correspond to the
Fokker-Planck equation (∂t−D[∂2x+γ∂xx])POUt (x|x0) =
0 with initial condition POU0 (x|x0) = δ(x − x0) and
natural boundary conditions lim|x|→∞ POUt (x|x0) = 0.
To connect continuous processes to discrete ones we
translate the Fokker-Planck equation of the Ornstein-
Uhlenbeck process to a random walk on a lattice with
spacing ∆x and the harmonic potential γx2 entering
transition rates according to [80]
〈x+ ∆x|Lˆ|x〉 = D
∆x2
e
1
4γ[x
2−(x+∆x)2],
〈x|Lˆ|x+ ∆x〉 = D
∆x2
e
1
4γ[(x+∆x)
2−x2], (67)
in a confined domain Ωconf = {−l,−l + ∆x, . . . , l −
∆x, l} ⊂ Ω. The matrix Lˆ is tri-diagonal and sat-
isfies
∑
y〈y|Lˆ|x〉 = 0 for all x ∈ Ω and x ∈ Z∆x.
We diagonalized Lˆ numerically using the library from
Ref. [81]. The mean, variance and correlation func-
tion for the continuous-space Ornstein-Uhlenbeck process
(66) obtained from Brownian dynamics simulations are
depicted in Fig. 4 (symbols) and are in excellent agree-
ment with the spectral-theoretic results for the corre-
sponding lattice random walk approximation (67) (lines).
In Fig. 4f we also investigate the full probability density
function of the fraction of occupation time in the inter-
val x ∈ [0, 0.01], i.e. θV(t) = t−1
∫ t
0
1[0,0.01][x(τ)]dτ (see
Eq. (7), on large deviation time scales and compare it
to the theoretical Gaussian prediction Eq. (51). Note
that while the eigenspectrum of the generator of con-
tinuous Ornstein-Uhlenbeck dynamics is unbounded, im-
plying that the spectral-theoretic result would require the
summation of a large number of terms, the summation in
the lattice approximation is limited by the number of lat-
tice points. Therefore, except for very short times, where
the lattice approximation naturally breaks down, this ex-
ample demonstrates that our formalism applies equally
well for Markov jump processes and diffusion dynamics.
Note that the results in Fig. 4c,d for times t = 1 and
t = 100 correspond to the “short” and “long” trajectory
in Fig. 2, respectively.
C. Local time fraction in a driven uni-cyclic
network
Let us in the following address a simple 3-state model
with broken detailed balance to also address driven sys-
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Figure 4. Statistics of the fraction of local-time θx(t) as a
function of x for the Ornstein Uhlenbeck process (symbols)
and corresponding lattice random walk (67) with 103 states
in the interval x ∈ [−5, 5] as a function of x at different times
t for equilibrium initial conditions, i.e. p0(x0) = Pinv(x0)
(a and b), and initial conditions localized at x0 = 1.2 i.e.
p0(x0) = δ(x0 − 1.2) (c and d). a) 〈θx(t)〉inv = Pinv(x) is a
time-independent Gaussian; b) σ2θx,inv(t) at various times as
a function of x; c) 〈θx(t)〉x0 and d) σ2θx,x0(t) at various times
as a function of x; e) Cθ0.5θ0.6(t) for equilibrium (dashed line)
and localized (full lines) initial conditions; f) occupation time
fraction θV(t) = t−1
∫ t
0
1[0,0.01][x(τ)]dτ (see also Eq. (7)) with
symbols derived from simulations and the solid line repre-
senting the theoretical result (56) for the lattice random walk
(67). To obtain each simulation point we generated 105 Brow-
nian dynamics trajectories using D = γ = 1 with a time-step
dt = 10−4.
tems. The model corresponds to a simple cycle with
states 1, 2 and 3, where all rates in a given direction are
equal but each of them has the same forward/backward
asymmetry. The model may represent, for example, a
molecular motor such as the F1-ATPase driven by ATP
hydrolysis [82]. The corresponding transition matrix of
the model reads
Lˆ =
 −3 1 22 −3 1
1 2 −3
 , (68)
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Figure 5. a) Mean local time fraction 〈θx(t)〉 in states
x = 1, 2, 3 respectively, for a driven uni-cyclic network start-
ing from steady-state initial conditions (p0(x0) = Pinv(x0),
light blue line; result identical for any state) and an initial
condition localized at x0 = 2 (lines are theory and points
simulations); b) variance of the local time fraction σ2θ,inv(t)
starting from steady-state initial conditions (light blue line;
result identical for any state) and σ2θ,2(t) in states x = 1, 2, 3
starting from x0 = 2; c) covariance of local time fraction be-
tween states x = 1 and x = 2, Cθ1θ2(t), as a function of
time for stationary (dashed line) and localized (full line) ini-
tial conditions; d) probability density function of the local
time fraction in state x = 1, V t ≡ θ1(t), on large deviation
time-scales alongside theoretical prediction of Eq. (56).
and has eigenvalues λ0 = 0, λ1,2 = −9/2 ± i
√
3/2 and
eigenvectors |R0〉 = 3−1(1, 1, 1)T and
|R1,2〉 = 1
3
(
−3√3± i√
3∓ 5i ,
2
√
3± 2i√
3∓ 5i , 1
)T
. (69)
As a result of broken detailed balance the eigenspectrum
is complex. In Fig. 5 we analyze the mean (panel a),
fluctuations (panel b) and correlation function (panel c)
of the local time fraction θx(t) in the various states for
non-equilibrium steady-state initial conditions (light blue
lines) and conditions initially localized in state x0 = 2,
i.e. |p0〉 = (0, 1, 0)T . The theoretical results (lines) show
an excellent agreement with simulations (symbols) car-
ried out using the Gillespie algorithm [68]. We also con-
firm the Gaussian statistics of the local time fraction
θx(t) from Eq. (56) in Fig. 5d.
1. Generic behavior of local time fraction in ergodic
systems
Note that an exhaustive study of the statistics of the
local-time fraction is beyond the scope of this work. Nev-
ertheless, we here discuss some general features of θx(t).
The manner in which 〈θx(t)〉, starting from some non-
equilibrium initial condition, approaches the ergodic in-
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ance of the local-time, tσ2θx(t), that is time-independent; (a)
results for the Wiener process and (b) the Ornstein-Uhlenbeck
processes.
variant measure Pinv(x) can be highly non-trivial and
even non-monotonic (see e.g. Figs. 6a). Even when the
ergodic limit is reached, where the variance ceases to de-
pend on time, i.e. tσ2θx(t) 6= f(t), the fluctuations dis-
play a non-trivial behavior (see Fig. 6). For example, in
the case of the Wiener process fluctuations are enhanced
close to the boundaries, while for the Ornstein-Uhlenbeck
process they become depressed near the minimum. Both
results may be interpreted in terms of random ’oscilla-
tions’ around a typical position and confined by a bound-
ary that amplifies fluctuations.
Moreover, the time-dependence of 〈θx(t)〉 for non-
stationary initial conditions is often non-monotonic or
has a non-monotonic derivative (see Fig. 7a and c).
A comparison between 〈θx(t)〉 starting from stationary
(dashed lines) and localized (full lines) initial conditions
illustrates the two coexisting decorrelation mechanisms
of θx(t) at different times, one corresponding to self-
averaging and emergence of the central limit theorem
(compare dashed and dotted lines), the other addition-
ally reflecting the loss of memory of the initial condition
(full lines). Stationary initial conditions always give rise
to larger fluctuations than non-stationary initial condi-
tions (compare dashed and full lines in Fig. 7b and d),
and in the particular case of equilibrium initial conditions
for systems obeying detailed balance, σ2θ(t) is a monoton-
ically decaying function of time t (see Eq. (52) and Fig. 7b
and d) with an upper bound given by the large deviation
asymptotic (see Eq. (61) with a ∝ 1/t scaling dictated
by the central limit theorem (dotted lines in Fig. 7b and
d).
The covariance of the local time fraction between a pair
of points x1 and x2 in the continuous setting (Figs. 3e
and 4e) or x = 1 and x = 2 in the discrete setting
(Fig. 5c), Cθ1θ2(t), displays a similarly non-trivial and
non-monotonic dependence on time and initial conditions
p0(x0) as shown in Figs. 3e, 4e, and 5c. The striking de-
pendence on the tagged points reflects a directional per-
sistence of individual trajectories in-between said points
and can therefore be used as a robust indicator of direc-
tional persistence and thus ’temporally correlated explo-
ration’ on the level of a single trajectory.
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Figure 7. (a) Mean local-time and (b) variance at x = 0.6 for
a Wiener process starting from equilibrium (dashed line) and
from a localized initial condition p0(x) = δ(x − 0.405) (solid
line). (a) Mean local-time 〈θx(t)〉 and (b) variance σ2θx(t) at
x = 0.6 for the driven 3-state cycle Eq. (68) starting from
stationary (dashed line) and from a localized initial condition
p0(x) = δ(x − 1) (solid line); The dotted lines correspond
to the large deviation limit (51) and depict the validity and
long-time saturation of the upper bound Eq. (61).
2. Universal asymptotic Gaussian limit law for
time-average physical observables
Finally, we comment on the universal asymptotic
Gaussian limit law Eq. (56) for Markovian as well as
non-Markovian time-average physical observables of type
(3) of ergodic stochastic dynamics of the form given in
Eqs. (14) and (26). Namely, using the asymptotic re-
sults (47), (51), and (55) in the large-deviation prob-
ability density function (56), and rescaling to the cen-
tered and time-independent variables Ξ and Ξi|j defined
in Eqs. (57) and (58), we can rescale the probability
density of any time-average physical observable PLDt (νˆ),
and the conditional probability density of a time-average
physical observable given another time-average physical
observable PLDt (νˆi|νˆj), to collapse at long times onto a
unit normal probability density (59). For the three mod-
els studied here, Figs. 3f, 4f, and 5d, and additionally
for the conditional probability density function of occu-
pation time fraction in x ∈ [0.1, 0.4] given occupation
time fraction in y ∈ [0.6, 0.9] for the Wiener process, we
demonstrate this collapse explicitly in Fig. 8.
D. Precision limit of concentration measurement
by a single receptor
Let us now investigate the physical limit to the pre-
cision of concentrations measurements by means of the
simplest two-state Markov jump process with states Ω =
{0, 1} [28]. The receptor can either be occupied by a lig-
and (x = 1) or be empty (x = 0). Let the background
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ligand concentration be c and assume that the ligand
binds with a rate kc and unbinds with rate k, ignoring
for simplicity any spatial variations of concentration. The
generator and its eigenvectors are given by
Lˆ =
(−kc k
kc −k
)
, |R0〉 = 1
1 + c
(
1
c
)
, |R1〉 = 1
1 + c
(
1
−1
)
(70)
with λ1 = −k(1 + c) being the only non-zero eigen-
value. The left eigenvectors corresponding to Eq. (70)
are 〈L0| = 〈−| = (1, 1) and 〈L1| = (c,−1). Moreover,
since the entire state space has only two states we have
θ0(t) = 1− θ1(t). Assuming that the system was initially
in equilibrium |p0〉 = |R0〉 this implies that the mean
values of the respective local time fractions are given by
〈θ1(t)〉 = (1 + c)−1c and 〈θ0(t)〉 = (1 + c)−1.
If the receptor estimates the concentration c by read-
ing out and averaging the fraction of time the ligand is
bound, θ1, over an interval of duration t, the precision
of the estimate is bounded from above by the variance
of the local time fraction given by Eq. (52) and reads
explicitly
σ2θ1(t) =
2c
(1 + c)3kt
[
1− 1− e
−k(1+c)t
k(1 + c)t
]
. (71)
Typically one assumes that the measurement t is longer
than any correlation time [28, 30, 83, 84], which in the
present setting implies t 1/[k(1 + c)], i.e. much longer
than the correlation time of two-state Markov switch-
ing noise, τc ≡ λ−11 = 1/(k + kc) [30]. In this regime
the averaging-noise corresponds to shot-noise such that
the variance decreases with the number of statistically
independent receptor measurements #t [28, 30, 83, 84],
where #t ∼ t/τc is the number of statistically inde-
pendent realizations of the two-state process. Therefore
σ2θ1(t) ∝ 1/#t = τc/t, according to the central limit the-
orem.
Based on the bound derived in Eq. (61) the shot-
noise limit is in fact an upper bound to fluctuations
of receptor occupancy at any duration of measurement,
and saturates only in the limit t  τc. Namely, a di-
rect application of the bound (61) indeed yields, using
Geqt (1, 1) = Pt(1|1)P∞(1|1),
B ≡ 2
∫ ∞
0
[Geqt (1, 1)−Geq∞(1, 1)]dt
= 2
∫ ∞
0
c
(1 + c)2
e−k(1+c)tdt =
2c
(1 + c)3k
, (72)
implying, according to Eq. (61)
σ2θ1(t) ≤
B
t
=
2c
(1 + c)2
1
#t
≡ lim
tτc
σ2θ1(t). (73)
Therefore, for short, and particularly finite measure-
ments the shot-noise limit of fluctuations for long recep-
tor read-out [28, 30, 83, 84] gives only an upper bound to
the uncertainty of the estimate, whereas the inequality
becomes sharp at long times.
Fundamental bounds on the precision of inferring c
from θ1(t) can be found in [28]. Using the entire time
trace of the receptor occupancy xτ (0 ≤ τ ≤ t) instead of
the occupation time θ1(t) alone, and employing a maxi-
mum likelihood estimate of the concentration c, the error
of the resulting estimate (i.e., its variance) is found to be
reduced further by a factor of 1/2 [31, 32]. A detailed
discussion of the precision of inferring kinetic parameters
by means of non-local functionals can be found in [37].
VI. CONCLUDING PERSPECTIVE
We developed a general spectral-theoretic approach to
time-average statistical mechanics, i.e. to the statistics of
bounded, local additive functionals of (normal) ergodic
stochastic processes with continuous and discrete state-
spaces. In particular, we have shown how to obtain ex-
actly the mean, variance and correlations of time-average
observables from the eigenspectrum of the underlying for-
ward or backward generator. We re-derived the famous
Feynman-Kac formulas using Itoˆ calculus and included
a brief derivation for Markov-jump processes. We com-
bined Feynman-Kac formulas with non-Hermitian per-
turbation theory to derive an exact spectral represen-
tation of the results. We demonstrated explicitly, and
quantitatively, the emergence of the universal central
limit law in a spectral representation on large deviation
time-scales. For the special case of equilibrated initial
conditions and dynamics obeying detailed balance we de-
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rived a general upper bound on fluctuations of occupation
measures inferred from individual trajectories. We dis-
cussed our theoretical results from a physical perspective
and provided simple but instructive practical examples
to demonstrate how the theory is to be applied. Our
work is applicable to continuous as well as discrete state-
space processes, reversible as well as irreversible, encom-
passing a wide and diverse range of phenomena involv-
ing time-average observables and additive functionals in
physical, chemical, and biological systems as well as fi-
nancial mathematics and econophysics.
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Appendix A: The perturbative calculation
We carry out all calculations with the spectrum of the
backward generator Lˆ†. Equivalent results can be derived
using the forward generator instead. We carry out per-
turbative calculations (34) up to second order to derive
the results in Eq. (38).
Terms of 1st order in u
Starting with a perturbation of the backward ’kets’ and
collecting terms of first order in Eq. (34) we find
−Lˆ†|L1k〉+ V |Lk〉 = λ(1)k |Lk〉+ λ†k|L1k〉 (A1)
and multiply Eq. (A1) by 〈Rl| from the left to obtain
−〈Rl|Lˆ†|L1k〉+ 〈Rl|V |Lk〉 = λ(1)k δkl + λ†k〈Rl|L1k〉. (A2)
Therefore, if k = l we find
λ
(1)
k = 〈Rk|V |Lk〉 ≡ Vkk (A3)
while for k 6= l we obtain
〈Rl|L1k〉 =
Vlk
λ†k − λ†l
(A4)
and therefore
|L1k〉 =
∑
l 6=k
Vlk
λ†k − λ†l
|Ll〉. (A5)
We now turn to the perturbation of Lˆ† acting on the
bra’s from the right and multiply the resulting first order
equation by |Ll〉 from the right to obtain
−〈R1k|Lˆ†|Ll〉+ 〈Rk|V |Ll〉 = λ†k〈R1k|Ll〉+ λ(1)k δkl. (A6)
For k = l we obtain the eigenvalue-corrections (A3) while
for k 6= l we have
〈R1k| =
∑
l 6=k
Vkl
λ†k − λ†l
〈Rl| (A7)
Terms of 2nd order in u
Collecting in Eq. (34) corrections of second order to
the kets we find, upon multiplying by 〈Rl| from the left,
−〈Rl|Lˆ†|L2k〉+ 〈Rl|V |L1k〉
= λ
(2)
k δlk + λ
(1)
k 〈Rl|L1k〉+ λ†k〈Rl|L2k〉, (A8)
yielding, for k = l
λ
(2)
k = 〈R0k|Vˆ |L1k〉, (A9)
because 〈Rk|L1k〉 = 0 due to the Eq. (36) and thus
λ
(2)
k =
∑
l 6=k
VklVlk
λ†k − λ†l
〈Rl|V |Lk〉. (A10)
Conversely, if k 6= l we obtain the second order correction
|L2k〉 =
∑
l 6=k
∑
i 6=k
VikVli
(λ†i − λ†k)(λ†l − λ†k)
− VkkVlk
(λ†l − λ†k)2
 |Ll〉.
(A11)
Collecting in Eq. (34) corrections of second order to the
bra’s we find, upon multiplying from the right by |Ll〉
− 〈R2k|Lˆ†|Ll〉+ 〈R1k|V |Ll〉
= λ
(2)
k δkl + λ
(1)
k 〈R1k|Ll〉+ λ†k〈R2k|Ll〉. (A12)
When k = l we obtain Eq. (A10) while in the case when
k 6= l we find the second correction to the bra
〈R2k| =
∑
l 6=k
∑
i 6=k
VkiVil
(λ†i − λ†k)(λ†l − λ†k)
− VkkVkl
(λ†l − λ†k)2
 〈Rl|,
(A13)
which completes the derivation of Eq. (38).
Appendix B: Derivation via the Dyson series
In a previous publication [59] we showed how to derive
equations for the moments of ψt for stationary initial
conditions, p0(x) = Pinv(x), (Eq. (52) and (54)) using
a Dyson series approach. Here we sketch how to obtain
the moments of ψt for generic initial conditions p0(x). In
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contrast to Ref. [59] we here use the forward-approach
and expand the tilted propagator up to the second order
in u
〈−|e(Lˆ−uV )t|p0〉 = 1− u〈−|
∫ t
0
dt′eLˆ(t−t
′)V eLˆt
′ |p0〉
+ u2〈−|
∫ t
0
dt′
∫ t′
0
dt′′eLˆ(t−t
′)V eLˆ(t
′−t′′)V eLˆt
′′ |p0〉
+O(u3), (B1)
assuming t > t′ > t′′ > 0. Here we confirm that the
Dyson series gives results identical to the perturbation-
calculation.
Mean, fluctuations and correlations
We now derive 〈V t〉, σ2V (t) and CV 1V 2(t) presented
in Eqs. (46)-(54) using the Dyson series. Note that
this calculation does not diagonalize the tilted genera-
tor Lˆ†−uV (x) (Lˆ†−uV (x), respectively). Starting form
Eq. (B1) we can carry out all integrations analytically
for arbitrary initial conditions p0(x). To first order in u
we obtain
t−1〈−|
∫ t
0
dt′eLˆ(t−t
′)V eLˆt
′ |p0〉
= t−1
∫ t
0
dt′
∑
k
∑
l
〈−|Rl〉〈Ll|V |Rk〉〈Lk|p0〉e−λl(t−t′)−λkt′
= t−1
∫ t
0
dt′
∑
k
〈−|V |Rk〉〈Lk|p0〉e−λkt′
= V00 +
1
t
∑
k
Vk0
λk
〈Lk|p0〉(1− e−λkt), (B2)
where for p0(x) = Pinv(x) we have 〈Lk|p0〉 = δk0 leading
to 〈V 〉inv = V00 = Pinv(x).
To second order in u we find for an arbitrary p0(x)
t−2〈−|
∫ t
0
dt′
∫ t′
0
dt′′eLˆ(t−t
′)V eLˆ(t
′−t′′)V eLˆt
′′ |p0〉
= t−2
∫ t
0
dt′
∫ t′
0
dt′′〈−|
∑
m
|Rm〉〈Lm|e−λm(t−t′)V
∑
k
|Rk〉〈Lk|e−λk(t′−t′′)V
∑
l
|Ri〉〈Ll|e−λlt′′ |p0〉
= t−2
∑
k
∑
l
V0kVkl〈Ll|p0〉
∫ t
0
dt′
∫ t′
0
dt′′e−λk(t
′−t′′)−λlt′′ ; (B3)
when k = l = 0 only V 200/2 survives, while for k 6= 0 and
l = 0 we find
1
t
∑
k>0
Vk0V0k
λk
(
1− 1− e
−λkt
tλk
)
. (B4)
Conversely, when k = 0 and l 6= 0 we end up with
1
t
∑
l>0
V00Vl0
λl
〈Ll|p0〉
(
1− 1− e
−λlt
tλl
)
, (B5)
while for k = l and k 6= 0 and l 6= 0 we have
1
t
∑
k>0
Vk0Vkk
λk
〈Lk|p0〉
(
e−λkt − 1− e
−λkt
tλk
)
. (B6)
Finally, when k 6= l 6= 0 we obtain
1
t2
∑
k>0
∑
l>0,l 6=k
Vk0Vlk
λk − λl 〈Ll|p0〉
(
1− e−λlt
λl
− 1− e
−λkt
λk
)
(B7)
The sum of these terms yields the result sought for.
The corresponding result for stationary initial conditions,
p0(x) = Pinv(x), is obtained using 〈Ll|Pinv〉 = δl0, which
leads to Eq. (52) and (54). When considering correlations
we make the replacement uV → u1V1 +u2V2 and replace
∂2u1 → ∂2u1u2 to compute the covariance. The formulas
above thereby generalize in a straightforward manner.
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