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Abstract: In this paper, the problems of decision-making in conditions of certainty and risk based on strict methods are
considered. The classification of methods of decision theory is presented, taking into account the uncertainty and related
subjectivity in evaluating decision options. Strict methods are considered, which include methods of mathematical optimization,
or mathematical programming, designed to solve single- or multi-criteria problems of finding the optimal solution. Thus, based
on computational experiments, we can conclude that strict methods are usually used in decision-making under conditions of
certainty and possibly risk, heuristic methods in conditions of risk and uncertainty, and also if strict methods are practically
impossible due to the large dimension of the cumbersome task computing.
Keywords: method, risk, certainty, uncertainty, deductive method, inductive method, strict methods.

Introduction
Classification of methods. Methods of decision theory are divided into strict and heuristic. The strict
ones are deductive methods, the heuristic ones are inductive [1,2,3,4].
Deductive methods are characterized by accuracy, clarity and certainty. The methods are based on
the search or conclusion of the desired target conclusion on the known initial premises and patterns (rules
of withdrawal). Examples of deductive methods are the well-known methods of mathematical optimization
and the inference method widely used in artificial intelligence systems, based on the principle of resolution
[1,2,3,4].
The inductive method of finding solutions has inherent elements of uncertainty, fuzziness and
inaccuracy. The essence of the methods is the establishment of patterns linking the source data and results.
In the search for these patterns, heuristic information (heuristics) plays a decisive role, based on knowledge
of the specifics of the problem being solved or, as they say, knowledge of the semantics of the problem
domain.
Note that, with the accumulation of knowledge about the problem area (managed object, system,
etc.), understanding the essence of the problem being solved, heuristic methods can become more definite
and go into the class of strict methods, i.e. the line between strict and heuristic methods is blurred.
From the foregoing, it is easy to conclude that strict methods are usually used in decision-making
under conditions of certainty and possibly risk, heuristic methods in conditions of risk and uncertainty, and
also if strict methods are practically impossible due to the large dimension of the cumbersome computation
task.
Heuristic methods are the main ones for managing complex systems, and rigorous mathematical
methods have limited, auxiliary applications. However, if strict methods are applicable, then they are usually
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preferable to heuristic methods, which in the general case do not guarantee finding the best (optimal)
solution.
1. Statement of a problem
Strict methods include methods of mathematical optimization, or mathematical programming,
designed to solve single- or multi-criteria problems of finding the optimal solution. These methods are
described in sufficient detail in the literature [5], and we will give only a brief illustration of their application.
Methods of making decisions in risk conditions will be considered in more detail.
The mathematical programming problem for the case of one criterion is formulated in general terms
as the problem of finding the extreme (maximum or minimum) value of some objective function g (x) under
the constraint x∈X ̃, where x = (x1, x2,..., xn), X ̃ - area of feasible solutions. The solution (optimal) of the
problem is the vector x ̃∈X ̃ giving the extreme value of the objective function. Depending on the type of
the objective function g (x) and the range of feasible solutions, various classes of mathematical
programming problems are distinguished - linear, discrete (integer), nonlinear. For example, for a linear
programming problem, the objective function is linear, and the range of feasible solutions is determined by
linear inequalities.
Most of the tasks of finding the optimal solution when managing complex systems are non-linear.
However, solving non-linear problems of mathematical programming is a difficult computational problem,
even when using modern computer technology. Therefore, in practice, approximate methods are often used
to solve nonlinear problems, based on reducing the original problem to a set of linear problems.
Thus, linear programming stands out among mathematical programming methods as the basis for
many decision-making procedures.
For the linear programming problem, the objective function (1)
𝑔(𝑥 ) = ∑𝑛𝑖=1 С𝑖 𝑥𝑖
(1)
and the range of feasible solutions is determined by the system of inequalities (2)
∑𝑛𝑖=1 𝑎𝑗𝑖 𝑥𝑖 ≤ 𝑏𝑗 , 𝑗 = ̅̅̅̅̅̅
1, 𝑚
(2)
Introducing additional variables xn+1, xn+2,..., xn+p, where p ≤ m, the inequalities can be replaced by
strict equalities and, after making the corresponding transformations, go over to the canonical form of the
linear programming problem for which
∑𝑛𝑖=1 𝑎𝑗𝑖 𝑥𝑖 = 𝑏𝑗 , 𝑗 = ̅̅̅̅̅̅
1, 𝑚
(3)
Examples of practical tasks that can be reduced to the linear programming problem are the transport
problem, the problem of using resources, loading equipment, etc.
2. The concept of the problem decision
So, the task of optimal distribution of electricity between suppliers and consumers connected by a
single network (or when designing such a network) can be formulated as a transportation problem in the
following statement. There are points - suppliers A1,..., Aj containing some homogeneous goods in the
amount of a1,..., aj, and points - consumers B1,..., Bk, where you want to deliver this goods in the amount of
b1,..., bk so that the total cost of transportation was minimal. The cost of transporting a unit of goods from
point Ai to Bj is known. It is clear that the problem posed has a solution under the condition (4)
∑𝑙𝑖=1 𝑎𝑖 ≥ ∑𝑘𝑗=1 𝑏𝑗
(4)
First, we assume that the equality between the quantity of available (or produced) and required goods
is satisfied. Denote by xij (xij≥0) the quantity of goods delivered from Аi to Bj, and define the matrix (5)
𝑋 = ‖𝑥𝑖𝑗 ‖, 𝑖 = ̅̅̅̅
1, 𝑙 , 𝑗 = ̅̅̅̅̅
1, 𝑘
(5)
Defining the objective function g (x) as (6)
𝑔(𝑥 ) = ∑𝑘𝑗=1 ∑𝑙𝑖=1 𝐶𝑖𝑗 𝑥𝑖𝑗
(6)
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(which needs to be minimized) and setting the system of restrictions:
∑𝑘𝑗=1 𝑥𝑖𝑗 = 𝑎𝑖 , 𝑖 = ̅̅̅̅
1, 𝑙

(7)

𝑙

∑ 𝑥𝑖𝑗 = 𝑏𝑗 , 𝑗 = ̅̅̅̅̅
1, 𝑘
𝑖=1

we get the linear programming problem.
The most famous method for solving linear programming problems using computers is the simplex
method. However, its complexity increases significantly with increasing dimension of the problem.
Therefore, for problems of large dimension, approximate methods have gained practical application. For
example, the linear programming problem can be reduced to a game-theoretic model (in the form of a pair
antagonistic game) [6,7] (the inverse reduction is also true) and then an approximate method for solving
antagonistic games can be used to solve it, the complexity of which weakly depends on the dimension tasks.
For many linear programming problems, the desired solutions are indivisible quantities. In this case,
we obtain the problem of discrete or integer programming. Such a task will be, in particular, a transportation
task, if the goods are indivisible elements, for example, turbines, automobiles, machine tools, and an
additional restriction xij is introduced - the whole.
A number of practical tasks are attached to the tasks of a specific or integer programming, such as
planning tasks, salesman, planning problems and others [8].
There are many methods for solving integer programming problems, the most common of which are
reference methods, summary solutions of the original problems to the sequential solution of equivalent
linear programming problems.
Recently, combinatorial methods have been successfully used to solve discrete (integer)
programming problems, which require less computational operations than simplex methods when searching
for solutions. These methods are based on various possible solutions. Common combinatorial methods
include the dynamic programming method and the branch and bound method.
The use of mathematical optimization methods to solve problems of controlling energy regimes,
regulating the parameters of the power grid and other energy applications is considered in [9,10].
3. Realization of the concept
Consider the use of rigorous methods with the possible use of additional information of a heuristic
nature when making decisions in risk conditions.
Decision-making under conditions of risk will be considered on the example of the so-called games
with nature that belong to the class of game-theoretic decision-making models [11-14].
By nature is meant objective reality that affects the functioning of the system under study, and whose
behavior is unknown. The game model (game) includes a person and a team acting as one decision-maker
(note that there can be a decision-making system as a decision maker) and objective reality - nature. Let the
decision maker have m decision strategies - A1, A2,..., Am, and nature - n strategies called states of nature,
or external conditions - B1, B2,..., Bn. Let a payment matrix be given (8)
‖𝑎𝑖𝑗 ‖, 𝑖 = ̅̅̅̅̅̅
1, 𝑚, 𝑗 = ̅̅̅̅̅
1, 𝑛,
(8)
where aij is the gain of the decision maker when he chooses the strategy Ai in the state of nature Bj. It is
required to determine the optimal decision-making strategy.
The risk rij of DM when choosing a strategy Ai in the state of nature Bj is the difference between
the gain that he would have received if he knew the state Bj (i.e., making a decision under certainty
conditions) and the gain that he would receive without knowing him and choosing a strategy Aj. Obviously,
the decision maker knows the state of nature of Bj, then he will choose a strategy that gives him the
maximum gain in the state of Bj. Denote this gain by βj. Then rij = βj-aij.
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When searching for the optimal strategy, two cases are distinguished: the case of stochastic
uncertainty, when the probabilities of the state of nature are known to be the decision maker, and the more
complex case when these probabilities are unknown or do not exist at all. We consider both cases using the
example of a game (M × N), the matrix of which is given in Table 1
For the case of stochastic uncertainty, we denote the probabilities of states by 𝑝𝑗 , 𝑗 = ̅̅̅̅̅
1, 𝑛. For
unknown 𝑝𝑗 , the optimal decision-making strategy is found as a strategy for which the mathematical
expectation of winning is 𝑎 = ∑𝑛𝑗=1 𝑝𝑗 𝑎𝑖𝑗 as much as possible. It is easy to see that the same strategy
minimizes the average risk 𝑟𝑖 = ∑𝑛𝑗=1 𝑝𝑗 𝑟𝑖𝑗 , i.e. applying winnings or risks gives identical results.
Table 1
Ai
B1
a11
a21
.
.
.
am1

A1
A2
.
.
.
Am

Bj
..
..
..
..
..
..
..

B2
a12
a22
.
.
.
am2

..
..
..
..
..
..
..

Bn
a1n
a2n
.
.
.
amn

As an illustration, we give the following example. There is technological equipment that can be
operated in three modes - I, II, III. The known probabilities of operating conditions are p1 = 0.1, p2 = 0.5,
p3 = p4 = 0.2, determined by external factors, and the cost of operating the equipment under these
conditions. It is required to determine the optimal operating mode of the equipment corresponding to the
minimum average cost.
Having identified the operating mode of the equipment with the DM strategies A1, A2, A3, the
operating conditions are with the states of nature B1, B2, B3, B4, and the operating costs are with the gains
а𝑖𝑗 , 𝑖 = ̅̅̅̅
1,3, 𝑗 = ̅̅̅̅
1,4, taken with a negative sign, we obtain a game-theoretic decision-making model in the
form of a game with nature for the case of stochastic uncertainty. Matrices of winnings and risks are
presented respectively in tab. 2 and 3.
Table 2
Ai
A1
A2
A3

Bj
B1
-1
-3
-5

B2
-5
-3
-7

B3
-4
-7
-6

B4
-8
-2
-1

Table 3
Ai
A1
A2
A3

Bj
B1
0
2
4

B2
2
0
4

B3
0
3
2

Applying the win matrix, we get:

The optimal strategy is strategy A2, i.e. equipment operation mode II.
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Based on the risk matrix, we get:
4

𝑟𝑖 = 𝑚𝑖𝑛 ∑ 𝑝𝑗 𝑟𝑖𝑗 = min(2,4; 1,0; 2,8) = 1,0
𝑗=1

(for i = 2).
With unknown or non-existent probabilities of states of nature, the search for a solution can be based
on a number of the following criteria recommended for the choice of decision-makers.
According to Wald's maximum criterion, the decision-maker strategy is considered optimal,
guaranteeing a win in any case no less than the lower price of the game (9)
𝑚𝑎𝑥 𝑚𝑖𝑛
𝑉=
𝑎
(9)
𝑗 𝑖𝑗
𝑖
Wald's criterion orientates decision makers on the perception of nature as an aggressive environment,
on actions in the worst conditions.
Savage's minimum risk criterion is based on risk, not profit. An optimal strategy is one that
minimizes risk in the worst conditions (10)
𝑚𝑖𝑛 𝑚𝑎𝑥
𝑆=
(10)
𝑗 𝑟𝑖𝑗
𝑖
This criterion also focuses on the actions of the DM in the worst conditions.
More flexible is the Hurwitz compromise criterion, recommending as an optimal strategy that
satisfies the following condition (11):
𝑚𝑎𝑥
𝑚𝑎𝑥 𝑚𝑖𝑛
𝐻=
(𝛼
𝑎𝑖𝑗 + (1 − 𝛼) 𝑗 𝑎𝑖𝑗
(11)
𝑗
𝑖
where α is the coefficient of caution (pessimism), 0 ≤ α ≤ 1. The coefficient α is selected based on
heuristic information reflecting the specifics of the subject area, the experience and knowledge of the
decision maker. The more dangerous the situation, the more careful the decision-maker and the less he wants
to take risks, the closer to unity α is taken. Note that for α = 1, the Hurwitz criterion coincides with the Wald
criterion. Typically, α is selected in the range 0.6 ÷ 0.7.
We will illustrate the application of the described criteria by the example of a game (4 × 3), the
matrix of wins and risks for which are given in the table, respectively. 4 and 5.
We introduce the following notation:
𝑚𝑎𝑥
𝑚𝑎𝑥
𝑚𝑖𝑛
𝑣𝑖 =
𝑎𝑖𝑗 , 𝑠𝑖 = 𝑗 𝑟𝑖𝑗 , 𝑞𝑖 = 𝑗 𝑎𝑖𝑗 , ℎ𝑖 = 𝛼𝑣𝑖 + (1 − 𝛼)𝑞𝑖
𝑗
We calculate the values of vi, si, qi and then hi at α = 0.6 and assign the corresponding columns to
the matrices of gains and risks in the table. 4 and 5.
According to Wald's criterion, the optimal strategy is A3, maximizing the minimum payoff 𝑉 =
𝑚𝑎𝑥
𝑣𝑖 = 30.
𝑖
Table 4
Ai
A1
A2
A3
A4

B1
20
70
30
80

Bj
B2
10
40
50
40

B3
90
10
40
5

vi

qi

hi

10
10
30
5

90
70
50
80

42
34
38
35
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Table 5
Ai
A1
A2
A3
A4

B1
60
10
50
0

Bj
B2
40
10
0
10

si
B3
0
80
50
85

60
80
50
85

𝑚𝑖𝑛
𝑠 = 50.
𝑖 𝑖
𝑚𝑎𝑥
The Hurwitz criterion recommends the A1 strategy as optimal for α = 0.6, since 𝐻 =
ℎ𝑖 = 42.
𝑖
Savage Criteria also recommends strategy A3 to minimize maximum risk 𝑆 =

Conclusion
So, we got that two criteria recommend the decision-maker strategy A3, and one - A1. What to
choose? If the decision maker is very careful, afraid to take risks (he is not happy with the small wins 10
and 20 possible when choosing the A1 strategy), then he should choose the most cautious A3 strategy with
approximately the same wins in any state of nature. If the risk is acceptable, then strategy A 1 is
recommended, which, under favorable conditions (in state B3), gives the maximum gain. Note that with an
increase in the value of the coefficient of caution α, the moment will come when the Hurwitz criterion will
also recommend strategy A3.
In the case of repeated situations over time, as experience is gained and the decision-makers of the
situations in which decisions are made are better understood, it is possible to identify the probabilities of
the state of nature pj and apply a more rigorous method of searching for the case of stochastic uncertainty.
In other words, there is a transition to decision-making in conditions of greater certainty.
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