Abstract: This paper investigates the performance of ten methods for constructing a confidence interval estimator for the population standard deviation by a simulation study. Since a theoretical comparison among the interval estimators is not possible, a simulation study has been conducted to compare the performance of the selected interval estimators. Data were randomly generated from several distributions with a range of sample sizes. Various evaluation criterions are considered for performance comparison. Two health related data have been analyzed to illustrate the application of the proposed confidence intervals. Based on simulation results, some intervals with the best performance have been recommended for practitioners.
INTRODUCTION
A term often is used in the Inferential Statistics is known as confidence interval (CI). It measures the chance that a value will fall between a lower and an upper bound of a probability distribution. Given a 95% CI, say for an example, a stock XYZ's return will fall between 5.3% and 10.5% over the next year. It means that we are 95% confident that the return of holding XYZ stock over the next year will fall between 5.3% and 10.5%. It is well-known that the most commonly used scale estimator, namely sample standard deviation (S) is very important in many statistical applications which provides a logical point estimate of the population standard deviation ( ). The classical chisquare 100(1-)% CI for is based on the assumption that the underlying distribution of data is normal with no outliers. Unfortunately, this assumption for constructing CI for is very sensitive to normality assumption [1, 2] . Many research papers in literature shows that S is not an efficient scale estimator in skewed and/or leptokurtic distributions. As a result, it is not robust to slight deviations from normality, see [3] for details. Thus, when the parent population is far from normal, achieved confidence level of CI of is far from the nominal level. Despite S being the most efficient scale estimator for normal distribution and often used to construct the )% 1 ( 100 CI for but the basic question is what happens if the data are not from a normal distribution but instead from heavier tails or from skewed distributions. Thus, the need for alternatives to the classical chi-square 100(1 )% CI for comes to play. Although much work has been done on improving CI for population mean [4] [5] [6] [7] , improving robustness for CI for is still greatly unexplored.
The aim of this paper is (i) to evaluate and compare several available methods for constructing CI for and (ii) based on extensive simulation and numerical examples to seek evidences to recommend some CI with best performance for researchers. Performances of the proposed methods are investigated through a Monte Carlo simulation study based on some evaluation criteria such as coverage probability, average width and SD of width. The coverage probability naturally varies from distribution to distribution for a given procedure, but a good procedure should keep this variation small. Furthermore, we want a CI whose endpoints are generally close together, thus a small average width is good [8] . Two health related data are used to illustrate the results given in the paper.
The organization of the paper is as follows. In section 2, different alternative methods for constructing CI for are presented. A Monte Carlo simulation study with flowchart is outlined in section 3. To illustrate findings of the paper, some real life data are analyzed in section 4. Finally, some concluding remarks and future research are presented in section 5.
METHODS FOR CONSTRUCTING CI FOR
Suppose that x 1 , x 2 ,…,x n is a random sample of size n from the normal distribution, i.e. X i~N (μ, 2 ) for all
2 , where
n is the sample variance.
Exact CI
The classical chi-square )% 1 ( 100 CI for is given as follows: 
Robust CI
The exact CI for in (1) is sensitive to minor violations of the normality assumption. Bonett [9] show that (1) has an asymptotic coverage probability of about 76, 63, 60 and 51 for the Logistic, the Student t(7), the Laplace and the Student t(5) distributions respectively. These results are not very acceptable as symmetric distributions are not easily distinguishable from a normal distribution unless n is large. Also, the exact CI for in (1) as demonstrated by Lehman [10] is highly sensitive to the presence of outliers and/or to departure from normality.
Following above, [2] proposed an alternative to the exact 100(1 )% CI for based on [11] estimator, Q n [2] . A brief description of this method is given below:
Instead of assuming X i~N (μ, 2 ) , let x 1 , x 2 ,…,x n be a random sample of size n from a continuous, independent and identically distributed random variable. The 100(1 )% robust CI for is as follows:
where D = 1.28 n * d n , An approximation result of D for larger values of n can be calculated as follows:
for even values of n D 1 = 1.28 n , Q n is the [11] estimator defined as
roughly half the number of observations). Here the symbol .
( ) represents combination and symbol .
[ ] is used to take only integer part of a fraction. Q n estimator is the g-th order statistic of n 2 inter-point distances.
The value 2.2219 is chosen to make Q n a consistent estimator of scale for normal data (For values of d n see [2] .
Bonett CI
Let X i~N (μ, 2 ) for all i. [9] proposed the following (1-)100% CI for :
where Z /2 is two-sided critical z-value,
Steve Large Sample Normal Approximations CI
Steve [12] proposed the following )% 1 ( 100 CI for :
where ˆ is the kurtosis estimator. 
where r = 2n
and ˆ e is the estimate of kurtosis excess (e.g. for normal distribution ˆ e =ˆ 3 = 0 because ˆ =3 for normal distribution) which is defined as ˆ e = n(n + 1) (n 1)(n 2)(n 3)
If a random sample comes from the normal population, then r = n-1 and (6) reduces to (1).
Modified Adjusted Degrees of Freedom (B-C AdjDF) CI
Due to low coverage probabilities of UCL of the AdjDF method (see equation 6), HBH adjusted only 100(1-)% UCL in the following way: and other terms are defined as above. 
Bootstrap CIs
is the bootstrap SD, x i * is the i th bootstrap sample mean and x is the bootstrap mean.
Cojbasic and Tomovic (CT) CI
Based on t-statistic, [13] proposed the following nonparametric bootstrap t CI for :
where S 2 is the sample variance, t ( ) is the
S is a bootstrap replication of statistic S 2 and var(S 2 ) is a consistent estimator of S 2 , defined by 2 4 / (n -1) .
SIMULATION STUDY
Since, a theoretical comparison among selected intervals is not possible, a simulation study has been conducted to compare performances of the selected intervals. The simulation plan and discussion of the results are given in this section.
Simulation Plan
MATLAB [14] programming language was used to run the simulations and to make necessary tables.
The flowchart of our simulation is as follows:
We used random samples of sizes n = 15, 25, 50 and 100. Random samples are generated from various symmetric (light and heavy tailed) and skewed distributions which are:
Standard normal distribution N(0,1) with skewness zero.
(b) Gamma(3,1) distribution with skewness 2.
(c) t-distribution with 8 df with skewness 2. (f) Chi-square distribution with 7 df with skewness 1.0690.
We used 5000 replications and 1500 bootstrap samples for each sample size n. The most common 95% CI ( =0.05) for confidence coefficient is used. It is well known that if data are from a symmetric distribution (or n is large), coverage probability will be exact or close to (1-). So coverage probability is a useful criterion for evaluating CI. Another criterion is the width of CI. A shorter width (tighter CI) gives a better CI. It is obvious that when coverage probability is the same, a smaller width indicates that method is appropriate for the specific sample. In order to compare performance of various intervals, the following criteria are considered: (i) Coverage probabilities (below, coverage, and above), (ii) Mean width and (iii) SD of width. Below (above) rate of a CI is the fraction out of 5000 samples that resulted in an interval that lies entirely above (below) the true value of . The coverage probability is found as sum of lower rate and upper rate and then subtracted from total probability of 1. Simulation results are reported in Tables 1-6 respectively for different selected distributions and for better understanding graphical methods are selected.
Simulation Results and Discussions
In Tables 1-6 , we have tabulated performances of the selected intervals for standard normal, gamma, t, beta, lognormal and chi-square distributions. For better understanding, the cover rate is presented in Figures 1-6 . Table 1 and the Figure 1 present the simulation results for the normal distribution case. It is not a surprise to see the ordinary chi square interval to perform the best with very close coverage to the nominal value across all sample sizes selected. Nonparametric confidence interval seems to have the second best performance in the normally distributed data. In general, it is apparent that coverage probability increases as the sample size increases. On the other hand, the AdjDF confidence interval seems to underestimate the coverage probability for all sample sizes in the normally distributed data. Table 2 and Figure 2 present the simulation results for the Gamma distribution case. The robust, nonparametric and the parametric bootstrap confidence intervals seem to perform better especially for large sample size (n=100). The classical chi-square, the AdjDF, the B-C and the CT nonparametric bootstrap seems to underestimate the coverage probability for data from the Gamma distribution. Table 3 and Figure 3 present the simulation results for the t distribution with 8 degrees of freedom. For sample size at least 50, Bonett and nonparametric confidence interval seems to have better performance compared to others, with the AdjDF and B-C still underestimating the coverage probability. In Table 4 and Figure 4 , we have presented simulation results for the Beta (5,1) distribution. In the presence of the negatively skewed data, we observe that for sample sizes of at least 50, Bonett, Steve, Ln_A, nonparametric and parametric bootstrap intervals have confidence cover rate close to the nominal level. We see that with increasing sample sizes, confidence probability close to the nominal level. The AdjDF and B-C intervals cover rate found below the nominal level. Table 5 and the Figure 5 report the simulation results for the lognormal (3,0.75) distribution in the case of highly skewed data. It is easy to see that in the presence of highly skewed data, the robust, the non-parametric and the parametric intervals have coverage rate close to 0.95 for large samples. The classical chi-square, AdfDF, B-C and CT nonparametric bootstrap intervals underestimates the coverage probability. Table 6 and Figure 6 report simulation results for the chi-square distribution with 7 df. It is observed from these results that with increasing sample sizes, coverage probability for selected intervals converge to the nominal probability of 0.95 except the AdjDF and the B-C intervals.
These two intervals although have an increase in coverage probability with an increase in the sample size n, still underestimate coverage rate.
Overall, according to our simulation results, CIs such as robust interval, Bonnet interval, Steve interval, Ln_Asymptinterval and the nonparametric bootstrap interval have the best performance and thus can be recommended for researchers.
REAL DATA APPLICATION
To illustrate the findings of the paper, two health related data are analyzed in this section.
Example 1
A study by Aizenberg et al. [15] Suppose we are interested to construct most common 95% CI for of ages of elderly men in the population. Sample mean, sample standard deviation and sample skewness of age are 73.5000, 3.6591 and 0.7961 respectively. The statistical software EasyFit developed by mathwave data analysis and simulations company was used to fit 60 distributions to this data set. A goodness-of-fit procedure is performed on all 60 distributions and their performances are ranked based on the goodness-of-fit measure. According to mathwave, the distribution which best fits the age data is the Gumbel Max distribution which ranked number one using the Kolmogrov-Simrnov test. The location and scale parameters of the Gumbel Max distribution obtained are μ =71.853 and =2.853, respectively. The variance of the Gumbel Max distribution is given by Table  7 and in the Figure 7 for better understanding. A careful inspection of those intervals reveals that all of them captured the true parameter value of 3.659 except the robust interval. Among the intervals that captured the true parameter value, Bonett interval has the narrowest width followed by the nonparametric interval and the Ln_A interval. 
Example 2
A study tested the tumorigenesis of a drug. Rats were randomly selected from litters and given the drug. The times of tumor appearance (TTA) were recorded as follows [16] Sample mean, sample standard deviation and skewness of the TTA data are 88.7805, 15.9930 and -1.21718 respectively. Similar to example 1, using EasyFit software, the distribution with the best fit was found to be the general Pareto distribution with parameters: location, scale, and shape given by μ =51.381, =125.8, and =-2.3636, respectively. The variance of the general Pareto distribution is given by Thus, the variance of the general Pareto distribution is 244.2363, and hence an estimated population standard deviation of the general Pareto distribution is 15.628. We are interested inconstructing 95% CI for of the time until a tumor appearance. The resulting CI and corresponding confidence widths are reported in Table 8 and widths of CI are presented in Figure 8 for better understanding. A careful inspection of the intervals in Table 8 reveals that all confidence intervals captured the true parameter value of 15.628, except the robust interval. Among the nineintervals captured the true parameter value, we found that CT_B has the shortest width, followed by robust and the chisquare intervals, respectively. 
CONCLUSION
This article generalizes the work conducted by [2] . An extensive simulation study has been conducted to compare the performance of several interval estimators for the population standard deviation. We considered the classical chi-square interval, the robust interval, the Bonett interval, the Steve interval, and three intervals proposed by [1] and three versions of bootstrap intervals. Various symmetric (light and heavy tailed) data and skewed data (positive and negatively distributed data) are evaluated. Our simulation results advise that the robust interval, the Bonnet interval, the Steve interval, the Ln_A interval, the nonparametric bootstrap intervals can be recommended for use by researchers. Some Real-life data are considered to illustrate the application of the proposed confidence intervals which also supported the simulation study to some extent.
We hope that findings of this paper will be helpful for applied researchers who want to select the proper method(s) for confidence interval for the parameter, population standard deviation.
