Abstract
Introduction
The industry is moving toward the implementation of networks of wireless sensors that can operate in demanding environments and provide distributed intelligence. Such a network can be used to monitor, detect, and locate specific events and track targets over a region of interest. A few of the well-known driving applications are battlefield awareness, earthquake response, and smart paint.
Three common characteristics can be observed in these driving applications for the design of wireless sensor networks: messages exchanged inside a sensor network are mainly periodic and need guaranteed bounded delay; sensors can gather the same information creating a lot of redundant data. The optimization objective must be changed: from raw throughput to non-redundant data throughput meeting timing constraints; nodes are typically fixed while the tracked targets move inside the sensor network.
The performance of the sensor network is best measured in terms of meeting the accuracy and delay requirements of the observer. Other performance metrics may include the life span of sensor nodes in the network, cost-effectiveness, ease of deployment, reliability and scalability [18] . There is a fair amount of research and increasing interest on energyefficiency and coverage-preserving protocols in the transport and network layers. We focus on the problem of providing delay and throughput bound to sensory information with medium access control (MAC).
Due to cost constraints and the dynamic nature of sensor networks, it is undesirable to assume the existence of base stations connected using a wired backbone. As a consequence, a complete wireless solution is preferable. We proposed to adopt the "cellular structure" for sensor networks and designed a medium access control protocol that exploits the periodic nature of the traffic to provide bounded delay of messages [4] . The network is spatially divided into cells: Frequency Division Multiple Access (FDMA) is used among adjacent cells in order to avoid conflicts. Inside each cell, the nodes are fully connected. Two kinds of messages exist: intra-cell messages and inter-cell messages. Intra-cell messages are exchanged inside each cell in multi-cast using EDF with implicit contention; on the other hand, intercell messages are exchanged among neighboring cells using more capable router nodes.
In this paper, we present an analysis of the network capacity when real-time messages are scheduled using the Implicit-EDF algorithm in cellular structured wireless sensor networks. Following the introduction, Section 2 gives the background on the wireless sensor architecture and introduces some terminology and assumptions we will use in the rest of the paper; Section 3 reviews the scheduling scheme for intra-cell and inter-cell communications. Section 4 presents the throughput analysis. Section 5 evaluates the Implicit-EDF algorithm with simulations. Section 6 describes the related work; and Section 7 contains our conclusion and future work.
Background
Wireless networks are traditionally divided into two architectures: infrastructure and ad hoc. In our approach, we combine both architectures by applying the cellular concept over an ad hoc network. The entire network is now covered by hexagonal cells using eight different channels: seven channels are used to avoid co-channel interference, one is designated as the out-of-band channel for network initialization and reconfiguration. The channel assignment and utilization scheme will be discussed in details in the following section. As shown in Figure 1 , the size of the cells is the same throughout the network. We define a successful transmission using the Protocol Model [7] . Under the Protocol Model, if node AE transmits over a channel to node AE , this transmission is successfully received by node AE if AE AE ´½ · ¡µ AE AE ; for every other node AE simultaneously transmitting over the same channel. The term ¡ ¼ specifies a guard zone used by the protocol to prevent a neighboring node from transmitting on the same channel at the same time. It also permits modeling for imprecision in the achieved range of transmissions. In [17] , it has been shown that the channel reuse ratio É is related to the cluster size for a hexagonal geometry as follows: É Ê Ô ¿ , where is the cluster size, Ê is the radius of each cell and is the distance between centers of the nearest co-channel cells. Hence, a cluster size of seven is able to provide a ¡ ¼ ¿; on the other hand, a cluster size of twelve provides ¡ ½.
The hidden nodes problem 1 is avoided by assuming that nodes are fully connected inside each cell. This assumption permits spatial reuse of the wireless medium and is less restrictive than assuming the entire network is fully connected as some other real-time MAC protocols do [12, 16] . Moreover, broadcast transmissions inside each cell effectively reduce the amount of redundant data transmitted over the network without jeopardizing the throughput and the network scalability.
In order to provide a complete wireless solution, we replace the base station in each cell by a router node that transmits inter-cell messages through the wireless medium. Each router node is capable to transmit and receive at the same time using two transceivers. It transmits inter-cell messages using the channel of the cell it belongs to, and receives intercell messages using the channel of the cell it expects to receive from. Common power level is used such that all nodes inside a cell are within the transmission range of everyone else, which is equal to the diagonal of the cell.
Messages are differentiated by their final destination. Intra-cell messages are sent to each node of the cell using broadcast. On the other hand, inter-cell messages are first sent to the router node within the same cell and then forwarded by each router node, hop by hop, through the network. Both intra-cell and inter-cell communication mechanisms support time bounded delivery of messages.
Finally, the primary function of a sensor network application is to sample the environment periodically for sensory information and propagate these data over several hops back to one or more central stations. The messages exchanged in such networks can be easily divided into:
hard periodic messages; soft aperiodic messages.
Throughout the paper, it will be assumed that the time is divided in frames, and that all network nodes are synchronized on a frame basis. A single data packet can be sent during each frame and packets have constant size. A periodic message Å is characterized by an ordered tuplé Ñ Ì AE µ, where Ñ is the message length (that is, the number of frames required for sending the message), Ì is the period of the message (expressed as number of frames), and AE is the sender node of Å . The ratio Í Ñ Ì is denoted as the message bandwidth. Each periodic message has a relative deadline equal to its period. Aperiodic messages can be represented by the same tuple where Ì is, in this case, the minimum interarrival time between any two messages. For the sake of simplicity, it is assumed that hard periodic messages are synchronous (this assumption can be easily removed); that is, messages are activated at time zero simultaneously. Finally, time is discrete and measured as number of frames: time zero is the start time of frame zero, time Ò is the start time of frame Ò.
Implicit-EDF Revisited
In this section, we first show how intra-cell and inter-cell messages are scheduled, and then discuss how the sensor network will be initialized and reconfigured.
Intra-cell Communication
We first consider the scheduling scheme for intra-cell messages. Without relying on the existence of a base station which constructs a centralized scheduling algorithm, a distributed scheme has to be used. In order to provide deterministic real-time guarantee, a conflict free transmission scheduler must be constructed and duplicated across all nodes within the cell. Adaptive negotiation-based MAC protocol can be designed but at the cost of considerable overhead. However, sensor networks have the advantage that most of the real-time traffic is periodic and the wireless channel is inherently a broadcast medium.These two properties can be exploited in order to design a MAC protocol. If every node inside the cell schedules the same set of periodic messages using the same algorithm, a conflict free transmission schedule will be constructed. The natural choice of scheduling algorithm is to use EDF to achieve the highest utilization. Since contention is resolved implicitly at each node without exchanging control messages before each packet transmission, we refer to this scheme as Implicit-EDF (or I-EDF). Figure 2 illustrates a simple example of four periodic messages scheduled using the Implicit-EDF scheme (deadlines ties are broken in favor of the node with the highest rank). Identical schedule is maintained at node A, B, and C. 
Inter-cell Communication
In addition to the frames reserved for intra-cell communication, some frames have to be reserved periodically for inter-cell communication.Whenever an inter-cell frame occurs (synchronously in all cells), each router transmits and receives inter-cell messages according to a predetermined direction which is the same for all cells. Note that there are six possible directions that are assigned statically to the inter-cell frames following a periodic fashion. More precisely, Figure 3 shows an example where Ì ÐÓ ¾ (Ì ÐÓ represents the period of the inter-cell frames). Let us focus our attention on frame 2: notice that router Ê ¾ is receiving a message from router Ê ½ using channel four and is transmitting a message to router Ê ¿ using channel six. During the same frame, Ê ¿ is receiving from Ê ¾ on channel six and is transmitting to Ê on channel one; in short, each router is transmitting and receiving in the same direction at the same time.
When an inter-cell frame is reserved every Ì ÐÓ frames (Ì ÐÓ ¾), the schedulability of intra-cell messages can be tested by the following sufficient condition 2 [1] :
which assumes that all the messages are sorted by increasing relative deadlines, so that only if . It is worth noting that the blocking time of each message is equal to the maximum number of inter-cell frames that can occur during the message period:
Inter-cell communication is handled by router nodes which are located in the center area of each cell. Router nodes are equipped with two transceivers so they can transmit and receive at the same time using two different channels. Each router transmits inter-cell messages using the channel of the cell it belongs to, and receives inter-cell messages using the channel of the cell it expects to receive from. The centered location for the router nodes may appear too restrictive at first, but it is necessary to ensure the distance between two neighboring routers is no longer than the cell diagonal. If the inter-cell communication mechanism is combined with a proper routing protocol, end-to-end delay guarantee can be provided for the inter-cell messages.
Network Initialization and Reconfiguration
In order to use the proposed network architecture, we need to initialize the network by transmitting the message table to all nodes inside each cell and declaring all the intercell messages that need to be forwarded by each router. We reserve one channel for this task. Recall that each router node has two transceivers so it can transmit and receive at the same time using two different channels during the inter-cell communication frames. The second transceiver is free during the intra-cell communication frames which can be used to negotiate inter-cell traffic reservation and update transmission schedule, and hence allowing the inter-cell and intra-cell frame pattern to be reconfigured at run-time.
The conflict between the configuration message transmitted with the second transceiver and the intra-cell message transmission can be avoided by adding one additional channel. We assume that network update doesn't occur frequently and we do not wish to halve the per-channel data rate by doubling the number of channels. If the update messages between router nodes are scheduled properly, one additional channel will suffice. Kulik et. al. [10] proposed a family of negotiation-based protocols (i.e. SPIN) for disseminating information in wireless sensor networks. Among the SPIN family, SPIN-BC assume a broadcast transmission and a single shared channel, hence can be adopted in our architecture to propagate initialization and reconfiguration packets through the out-of-band channel.
The messages initialization can be done starting from any cell in the network. The receiving router will forward the packets directed to other cells and eventually each router will be in charge of broadcasting the message table to the nodes inside its cell. Notice that the sensors only have to listen to the channel waiting to receive the message table from their cell router. In the same way the message tables can be updated on-line and each new message table will become effective at the start of the next hyperperiod when all messages inside the cell are released synchronously.
Throughput Analysis
In this section, we derive a theoretic bound on the throughput of messages scheduled with the Implicit-EDF algorithm in wireless sensor networks.
The cellular structure architecture is designed to be a compromise between bounded delay and network capacity. In a fully-connected network, it is straightforward to provide deterministic delay guarantee. In fact, supposing N nodes are fully-connected and share a common channel, the resulting throughput is ¢ Ï ×Ô ØÖÙÑ AE bits/sec for each node, if each of them can transmit at Ï ×Ô ØÖÙÑ bits/sec.
However, a fully connected network is not a scalable solution and also implies that there is no spatial reuse of the wireless medium. On the other hand, ad hoc wireless networks offer higher capacity at the cost of unbounded delay. In [7] , Gupta and Kumar proved that the maximum achievable throughput by each node is ¢ Ï ×Ô ØÖÙÑ Ô AE bits/sec. In order to provide bounded delay for wireless sensor networks and optimize their capacity, our intuition is to divide the N nodes into groups and divide the Ï ×Ô ØÖÙÑ into subchannels with lower data rate. In our subsequent discussion, we will show that the cellular structure reduces the loss of available network capacity (compared to a fully connected solution) achieving a per node throughput of (see 
where is the number of employed different channels and Ò is the number of nodes per cell.
It is worth noting that the throughput loss due to the frequency division ( term) is reduced or even completely compensated (it depends on the specific application) by the following two characteristics of sensor networks:
sensors can gather the same information creating a lot of redundant data. In sensor networks there is the need for optimizing the non-redundant data throughput instead of the raw throughput. The reduction of the network traffic is obtained by avoiding to transmit redundant data and is taken into account by the "efficiency gain" term; frequency division does not jeopardize the network throughput if the transceiver of the nodes is not able to saturate the available channel capacity. This is typically the case of sensor networks; for instance, acoustic sensors have a data rate around 20-40 Kbps.
According to the considerations above, equation (2) can be rewritten in the following way:
where Ï ×Ô ØÖÙÑ is the transmission capacity of the available wireless spectrum and Ï × Ò×ÓÖ is the transmission rate of the sensors. The efficiency gain depends on the particular application as the following example shows. Example 1. Consider an acoustic sensor network used to track the position of moving noisy objects. Theoretically, at least three acoustic sensors are needed to triangulate the position of an object. However, due to acoustic interference or possible bad location of sensors, more sensors should be involved in the computation in order to find the accurate position of the object. Suppose we use 6 sensors located in the same cell as shown in Figure 4 . To cross correlate the acoustic data and determine the received time of the sound at each node, sensors need to compare their own acoustic data with those collected by another sensor. If we assume each sensor transmits at the minimum power level to reach its nearest one-hop neighbor [14] , three transmissions ( transmits to and , then transmits to and transmits to , finally transmits to ) are required when node needs to transmit its acoustic data to the other 5 nodes. On the other hand, only one transmission is required in order to achieve the same result under the cellular structure. Hence, it follows that this particular case is characterized by an efficiency gain equal to three and by the ratio When exploiting the cellular structure along with Implicit-EDF, the size of the cells (in terms of number of nodes per cell) should be carefully selected in order to maximize performance and achieve the required level of network robustness. In fact, increasing the number of nodes per cell, the network robustness and the accuracy of the collected sensory data increase at the cost of diminishing the overall network capacity. A good trade-off is to choose the greatest Ò (number of nodes per cell) such that the Ò Ý Ò Ò ratio is maximized. In this way, the network robustness and data accuracy are achieved at no additional cost in terms of capacity loss. For instance, supposing that we have to choose between ¿ sensors per cell for the acoustic tracking application (see Figure 4) , it follows that Ò and Ò maximize the ratio 
Theoretical Validation of the Model
In this section, the capacity of the cellular structure is formally analyzed and the achievable throughput of each node is quantified under the following assumptions:
1. each cell has the same number Ò of nodes; 2. since sensors are supposed to be passively gathering information and sending it periodically to one or more data sinks, the recipients of the inter-cell traffic are supposed to be nodes more capable than the passive sensors (the data sinks are the router nodes);
3. supposing that the average distance between the source and the destination of packets is Ä (greater than or equal to one hop), each cell will have an intra-cell traffic of ÒÌ bits over T seconds while the network will transport « ÒÌ of cell traffic across a distance Ä, where is the node throughput ( Ø× × ) and « (¼ « ½) represents the percentage of cell traffic that has to be transmitted to a remote data sink outside the cell;
4. transmissions are uniformly distributed toward all the possible (six) directions from the source to the corresponding destination.
It is worth noting that the reduction factor « represents the ratio between the amount of raw data exchanged inside each cell and the size of the preprocessed data transmitted to the remote data sink outside of the cell. This parameter is inversely proportional to the computational capability of each cell. We now formally prove that the cellular structure achieves a per node throughput of 
Proof.
In the cell architecture there exist two kind of data flows: intra-cell and inter-cell. Hence, according to the above assumptions, the intra-cell flow of a generic cell is:
where Ö ÒØ Ö represents the fraction of time reserved to the inter-cell communication. On the other hand, the inter-cell flow of a generic cell is:
where the inter-cell flow of each cell router is composed of the relay traffic along with the local traffic. Notice that À represents the average number of hops each packet has to traverse before reaching its destination. The term Ö ÒØ Ö can be derived from equation (6) as it follows:
so, from equations (5) and (7), it follows that:
Notice that the term À is equal to Ä ¾ Ô, where Ô is the apothem of the hexagonal cell and Ä is a multiple of ¾ Ô (¾ Ô is the distance between any two router nodes). Hence, it follows that:
It is worth noting that Ì ÐÓ ½ Ö ÒØ Ö ¾ (see Section 3.1). Since the term Ö ÒØ Ö can be derived from equations (5) and (8), the following inequality holds:
hence,
Finally, from equation (8) Figure 5 plots the value of Ì ÐÓ as a function of À for different «'s. This result gives us some insight to selecting the intra-cell and inter-cell frame pattern such that the traffic flow in the sensor network is stable, or in other word, minimize the possibility of overflowing the buffer at the router nodes. From the figure, we notice that Ì ÐÓ decreases as the number of hops increases until the minimal value of 2. « is application dependent, but it is expected to be small. In the acoustic tracking example, only the target coordinates need to be propagated toward the central command server: the information exchanged between the nodes in a cell is suppressed after initial processing. Notice that, for « ¼ ¼ , Ì ÐÓ can still be as large as 5 frames when there are 8 hops in its route to the central server.
Intra-cell versus Inter-cell Traffic

Experimental Results
To evaluate the performance of the implicit EDF (I-EDF), we ran a set of experiments in the ns-2 network simulator which has the basic IEEE 802.11 CSMA/CA [9] access protocol. We extended the simulator with the I-EDF algorithm. Our schemes have been compared also with the Black-Burst [16] and the Enhanced DCF (EDCF) [3] protocols. We designed the scenario as described in the next section and we measured the performance using two metrics: system throughput and average delay of aperiodic messages. The simulation results show that I-EDF outperforms the current MAC protocols in providing lower latency and higher system throughput under heavy load conditions and in dense networks.
Setting and Simulation Scenario
In the following experiments one cell has been simulated and the attention has been focused on the intra-cell communication.
To test the performance of the access mechanism, the wireless channel is assumed to be ideal in that there is no packet loss due to distortion, noise, or other interference. We simulated a square region of 200m x 200m, which is within the transmission range of each node (maximum transmission range is 250m); as a consequence, the nodes in the area (i.e. cell) can hear each others. Nodes are static since we are simulating a wireless sensor network.
The values in each plot are the average of 5 simulation runs, and each simulation is run for 1200 seconds. The simulations are compiled for two different workloads, 65% and 90% of the effective network throughput. A mix of Variable Bit Rate (VBR) and aperiodic flows (each accounts for 50% of the offered system load) are used as traffic source. Notice that the VBR messages reserve the bandwidth according to their peak rate. A Polling Server is used to handle aperiodic messages. The interarrival distribution of the aperiodic messages is exponential with the mean equal to the Polling Server period, which varies according to the total system workload. We also vary the number of nodes in the network under the same workload to study how much the density of a cell affects the number of contentions and the system throughput.
Five protocols are compared: CSMA/CA with the RTS/CTS option disabled, Enhanced-DCF 3 , Black-Burst, and I-EDF. The metrics used in the study are the total system throughput and the average aperiodic response time. Figure 6 and Figure 7 compare the system throughput of different access protocols when varying the number of nodes under an offered load equal to 65% and 90%, respectively. The normalized throughput is calculated as fraction of the offered data 4 that has been delivered. It is worth noting that I-EDF has the highest system throughput equal or close 5 to 100%, which is independent by the 4 The header and interframe spacing overhead has been taken into account with a fixed packet size equal to 512 bytes. 5 In Figure 7 , the system throughput is maintained by I-EDF and I-EDF with FRASH at around ± ½¼¼± because some aperiodic messages may be dropped. However, all hard real-time messages were delivered before their deadlines.
Analysis of Results
number of nodes in the network since they use implicit contention (there is no contention). On the other hand, the other schemes suffer varying degree of contention and the system throughput drops as the number of nodes increases. Notice that the performance degrades under high offered load (90%). CSMA/CA and EDCF have the worst performance among all; while the Black-Burst protocol degrades at a slower rate. It follows that I-EDF shows the most advantage under heavy load conditions. In the second type of experiments, we measured the access delay as the time from when the data reaches the MAC layer until it is successfully transmitted out on the wireless medium. Figure 8 and Figure 9 compare the average delay of the aperiodic messages. We observed that the BlackBurst protocol gives the shortest average delay under light load and when the number of nodes in the network is less than 20. However, as the number of nodes increases, the delay goes up at a higher rate, and eventually becomes longer than that of the I-EDF protocol. At high offered load (90%), the Black-Burst protocol gives longer delay than the I-EDF when the number of nodes goes over 10.
As we can see from the above results, I-EDF is more stable scheme compared to Black-Burst and other contention based protocols. In fact, the system throughput and the aperiodic message delay do not degrade much under high offered loads and in dense networks.
Related Work
The choice of the medium access control (MAC) protocol is important in providing timing guarantee. Many packet scheduling algorithms have been developed for wired networks. However, it is not easy to apply these algorithms to a wireless environment.
Carrier sense multiple access (CSMA) [9] is one of the more commonly used contention based scheme. This protocol is distributed and very simple to be implemented: each node listens before transmission to see if the channel is free. Many variations of the CSMA (e.g. SEEDEX [15] and MACA [8] ) have been devised in order to improve the network's throughput. However, these contention based MAC protocols cannot provide deterministic guarantee for realtime traffic.
In the real-time community, several reservation based MAC protocols have been proposed to provide bounded delays for real-time messages along with non real-time data over a wireless channel. These protocols are typically based on a frame-structured access which consists of a contention part and a reservation part. Nodes are required to gain control of the channel using either a three-way handshake between sender and receiver, or a jamming signal. The packet reservation multiple access (PRMA) [6] , the floor acquisition multiple access (FAMA) [5] schemes belong to this class of protocols. Sobrinho and Krishnakumar presented a scheme in [16] , called Black-Burst contention (BB), in which each real-time node contends for accessing the radio channel with pulses of energy, whose length is proportional to the delay incurred by the node until the channel becomes idle. Once a node gains access to the medium, frames can be reserved on a per-packet basis or for the duration of the entire transmission. In addition to the above mentioned in-band signaling scheme, contention can also be handled using out-of-band signals: Busy-tone multiple access (BTMA) [19] is a representative in this category. In BTMA, a node that hears an ongoing transmission transmits a busy tone, and any node that hears a busy tone does not initiate transmission. This eliminates the hidden nodes but increases the number of exposed nodes. Several MAC protocols, such as power controlled multiple access protocol (PCMA) [11] and Busy Tone Priority Scheduling (BTPS) [20] , take advantage of the busy tone and the RTS/CTS mechanism and can be viewed as a hybrid of the in-band and out-of-band handshaking scheme.
There are two major problems in applying the above mentioned protocols in wireless sensor networks: (1) the infrastructure; (2) the control overhead. Some of the proposals assume that the WLAN network is based on an infrastructure composed of a wired backbone network and a number of base stations. On the other hand, the control packets required to gain access to the channel can create large overhead (up to 40%). This problem becomes much worse when packet size is small, which is typically the case for sensory data. This costly operation discourages the use of protocols based on explicit contention in sensor networks.
The concept of using multiple channels simultaneously has been applied in the CDMA systems, as well as those schemes that exploit spatial re-use. However, the notion of using multiple frequencies channels and transceivers has not been examined closely in the context of wireless sensor networks. Muir and Garica-Luna-Aceves proposed a multi-channel access scheme (GAMMA) in [13] for multihop wireless networks. In their scheme, a unique channel is allocated to each station in the network, each channel is divided into variable length cycles, and a cycle is composed of data and contention slots. Each node maintains a "transmission group" which consists of all nodes that are able to transmit data to the node. Once a station has been added to a transmission group, it is scheduled to transmit without collision in each cycle, until the message is complete. Their design is similar to ours in the high level in a sense that all nodes in a cell can be considered as a "transmission group". However, it's not clear that how the multi-channels are assigned in GAMMA. Moreover, GAMMA is not designed to be a real-time MAC protocol.
On the capacity of wireless network, the seminal work by Gupta and Kumar [7] determined the uniform achiev-able rates for nodes in an asymptotically large wireless ad hoc network. Their result showed that if the nodes are optimally placed in a disk of unit area, assuming the traffic patterns and transmission range are optimally chosen, the throughput is only ¢´Ï Ô Ò µ bits/sec for each node. While wireless ad hoc network is a "closed relative" of wireless sensor network, this throughput bound can not be directly applied in our sensor network scenario. We build upon this foundation, exploit the cellular structure and data redundancy, and derive the throughput bound in the context of wireless sensor networks.
Conclusions
In this paper we presented a network architecture suitable for sensor networks along with a medium access control protocol based on Earliest Deadline First. The key idea consisted of exploiting the periodic nature of the traffic in sensor networks: implicit prioritization has been used instead of relying on control packets as most protocols do.
A theoretic bound was provided for the throughput of messages scheduled using the Implicit-EDF scheme in the cellular structure wireless sensor networks. Our protocol has been implemented in the ns-2 simulator in order to evaluate its performance and validate our theoretical results. As a future work, we plan to investigate the routing and mobility problems.
