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ON DISCRIMINANTS AND INCIDENCE RESOLUTIONS
HELGE MAAKESTAD
Abstract. In this paper we study the rational points of the discriminant
of a linear system on the projective line. We use this study to relate the
discriminant D1(O(d)) to the classical discriminant of degree d polynomials.
We also study the incidence scheme I1(φ) of an arbitrary morphism of finite
rank locally free sheaves relative to an arbitrary quasi compact morphism of
schemes. We prove I1(φ) is a local complete intersection in general. We prove
the existence of a complex - the incidence complex of φ - and prove it is a
resolution of the ideal sheaf of I1(φ) when X is a Cohen-Macuaulay scheme.
The aim of this study is to use it to study resolutions of the discriminantD1(φ)
of the morphism φ.
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1. Introduction
In this paper we study the incidence complex of an arbitrary morphism of sheaves
relative to an arbitrary quasi compact morphism of schemes. We prove the incidence
complex of a morphism is a resolution of the ideal sheaf of the incidence scheme
when the initial scheme is irreducible Cohen-Macaulay. The incidence scheme of a
morphim gives rise to the discriminant of a morphism and the incidence complex
of a morphism gives rise to the discriminant double complex of a morphism. The
aim of the study is to use the discriminant double complex of a morphism to study
resolutions of ideal sheaves of discriminants of morphisms of sheaves. We also
study the rational points of discriminants of linear systems on the projective line
and prove D1(O(d)) parametrize degree d homogeneous polynomials in x0, x1 with
multiple roots.
In the first section of the paper we study projective space and the projective
space bundle of a locally free finite rank sheaf. We relate this to the notion of a
representable functor and construct the projective space bundle P(E∗) of a locally
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free finite rank OX -module E on any scheme X using the Yoneda Lemma and the
language of representable functors.
In section two of the paper we study the rational points of the discriminant
Dl(O(d)) on the projective line over a field extension L of some fixed base field K
of characteristic zero. We prove Dl(O(d))(L) parametrize degree d homogeneous
polynomials in x0, x1 with coefficients in L with a root in P
1
L of multiplicity at least
l+ 1.
In section three of the paper we study the incidence scheme I1(φ) and discrim-
inant scheme D1(φ) of a morphism φ : u
∗E → F of locally free finite rank sheaves
relative to a quasi compact morphism u : X → S of schemes. When φ is surjective
we prove I1(φ) is a local complete intersection (see Theorem 4.5). We construct a
complex - the incidence complex of φ (see Definition 4.6 ) - which is a candidate
for a resolution of the ideal sheaf of I1(φ) and prove it is a resolution when X is
an irreducible Cohen-Macaulay scheme (see Corollary 4.8). The main aim of this
study is to use the indicence resolution to construct resolutions of ideal sheaves of
discriminants of morphisms of sheaves.
The discriminant of a morphism of sheaves is a simultaneous generalization of the
discriminant of a linear system on a smooth projective scheme, the discriminant
of a quasi compact morphism of smooth schemes and the classical discriminant
of degree d polynomials. A resolution of the ideal sheaf of the discriminant of a
morphism of sheaves would give a simultaneous construction of a resolution of the
ideal sheaf of the discriminant of a linear system on a smooth projective scheme
and the ideal sheaf of the discriminant of a quasi compact morphism of smooth
schemes.
Much has been written about discriminants of linear systems on smooth projec-
tive schemes and resultants (see [1] and [3] for an overview of known results and
a reference list) and resolutions of ideal sheaves of smooth projective schemes (see
[12]). The technique we use in this paper where we realise the incidence scheme
as the zero scheme of a section of a locally free finite rank sheaf and construct a
Koszul complex giving rise to a resolution of its ideal is a well known idea. The
discriminant D1(φ) of a morphism of locally free sheaves relative to a quasi com-
pact morphism of schemes introduced in this paper gives a unified construction of
a large class of discriminants appearing in algebraic geometry. I have not seen a
similar definition appearing in the litterature.
2. On the tautological quotient bundle
In this section we construct the tautological quotient bundle O(1) on the pro-
jective space bundle P(E∗) where E is any locally free finite rank OX -module and
X is any scheme. We also define the tautological sequence
pi∗E∗ → O(1)→ .0
We relate the projective space bundle P(E∗) to representable functors and parameter
spaces and prove some general properties needed for the rest of the paper.
Let in the following X be any scheme and let E be a locally free OX -module of
rank d + 1. and P = P(E∗) be the projective space bundle on E as defined in [2].
Let pi : P(E∗)→ X be the structure morphism. Let piY : Y → X be any morphism
of schemes.
Example 2.1. On projective bundles and the Yoneda Lemma.
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Let X be the category of schemes over X and X-morphisms and let Sets be the
category of sets and maps. Let piZ : Z → X be any scheme over X . Define the
following functor:
h : X → Functop(X,Sets)
by
hZ(U) = Mor(U,Z).
Here Functop(X,Sets) is the category of contravariant functors
F : X → Sets
with natural transformations of functors as morphisms. One checks h is a well
defined functor of categories. The Yoneda Lemma states that h is a fully faithful
embedding of categories. This implies any natural transformation of functors
η : hU → hV
comes from a uniques morphism f : V → U . Hence η = h(f). Define the following
functor
P : X → Sets
where
P (Z) = {pi∗ZE
∗ →pL L → 0 : L ∈ Pic(X)}/ ∼= .
Two morphisms pL, pL′ ∈ P (Z) are equivalent if there is an isomorphism
φ : L → L′
with all diagrams commutative. One checks P defines a contravariant functor
between the two categories and it follows
P ∈ Functop(X,Sets).
We say the functor P is a representable functor if it is in the image of h: This
means there is a scheme P ∈ X and an isomorphism
η : P → hP
of functors. An isomorphism of functors is a natural transformation with an inverse.
We say P is represented by P.
In the following we relate the projective space bundle P(E∗) to representable
functors and parameter spaces. The result is well known but we include it for
completeness.
Proposition 2.2. Let P = P(E∗) be projective space bundle on E. There is an
isomorphism of functors
η : P → hP
hence the functor P is represented by P(E∗).
Proof. There is a sequence of locally free sheaves
pi∗E∗ → O(1)→ 0
on P(E∗) where O(1) is a linebundle. It has the following property: There is a
one-to-one correspondence between the set of morphisms
φ : Y → P(E∗)
over X and the set of short exact sequences
pi∗Y E
∗ → L→ 0
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with L ∈ Pic(Y ) and φ∗(O(1)) = L. For a proof of this fact see [2], Proposition
II.7.12. We want to use this result to define a natural transformation
η : P → hP
of functors. Assume piZ : Z → X is a scheme over X and let
pi∗XE → L → 0
be an element in P (X). It follows by [2], Proposition II.7.12 there is a unique
morphism of X-schemes φL : Z → P(E
∗) with φ∗(O(1)) = L. Define η(Z)(L) =
φL ∈ Mor(Z,P(E
∗)) = hP(Z). We check η defines a natural transformation of
functors: Assume
f : Y → Z
is a morphism over X . We want to prove the following diagram commutes:
P (Y )
η(Y )// Mor(Y,P)
P (Z)
η(Z)//
f∗
OO
Mor(Z,P)
h(f)
OO
.
Assume pi∗Y E
∗ → L→ 0 is an element in P (Y ). It follows L corresponds to a unique
morphism over X
φL : Y → P(E
∗)
with φ∗L(O(1)) = L. By pulling back via f we get an exact sequence on Z:
pi∗ZE
∗ → f∗L → 0.
This sequence gives rise to a morphism
φf∗L : Z → P(E
∗)
with
φ∗f∗L(O(1)) = f
∗L.
There is a diagram
X
φf∗L//
f

P(E∗)
Z
φL
<<
y
y
y
y
y
y
y
y
of morphisms of schemes. It follows
(φL ◦ f)
∗(O(1)) = f∗(φ∗L(O(1))) = f
∗L = φ∗f∗L(O(1))
hence by unicity it follows
φf∗L = φL ◦ f
hence the diagram commutes and η is a natural transformation of functors. Assume
L,L′ ∈ P (Z). Let ηZ(L) = φL and ηZ(L
′) = φL′ . Assume φL = φL′ . It follows
L = φ∗L(O(1)) = φ
∗
L′ (O(1)) = L
′
hence L = L′ and ηZ is injective for all Z. Assume φ : Z → P(E
∗) is a morphism.
Let L = φ∗(O(1)) ∈ P (Z). It follows since φ is unique that ηZ(L) = φ hence
ηZ is surjective. It follows η is an isomorphism of functors and the Proposition is
proved. 
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Definition 2.3. The invertible sheaf O(1) is the tautological quotient bundle on
P(E∗). The invertible sheaf O(−1) is the tautological subbundle on P(E∗). The
exact sequence
E∗ ⊗OP(E∗) → O(1)→ 0
is the tautological sequence.
As an application we will calculate the fiber pi−1(p) of the projection morphism
pi : P(E∗)→ X using the Yoneda Lemma and the tautological sequence:
Lemma 2.4. There is for every p ∈ X a fiber diagram
P(E(p)∗) ∼= pi−1(p)
i //
p˜i

P(E∗)
pi

Spec(κ(p))
j // X
.
Proof. Let p ∈ X be a point and let Y = Spec(κ(p)). Let φ : Y → X be the
canonical map. Define the following functor
P p : Y → Sets
by
P p(Z, f) = {f∗E(p)∗ → L→ 0 : L ∈ Pic(Z)}/ ∼= .
It follows from Proposition 2.2 P p is represented by the scheme P(E(p)∗) parametriz-
ing lines in E(p). Hence there is an isomorphism of functors
P p ∼= hP(E(p)∗).
Let pi : P(E∗)→ X be the canonical map and let pi−1(p) = Y ×X P(E
∗) be the fiber
of pi at p. There is an isomorphism of functors
hpi−1(p) ∼= hY ×hX hP.
We want to define an isomorphism
η : P p → hY ×hX hP
of functors. Assume (Z, f) is a scheme over Y and let f∗E(p)∗ → L → 0 be an
element of P p(Z, f). It follows there is an equality f∗E(p)∗ ∼= (f ◦ φ)∗E∗. Hence L
corresponds to a unique morphism φL : Z → P(E
∗) with pi ◦ φL = f ◦ φ. Define
η(Z)(L) = (f, φL) ∈ Mor(Z, Y )×X Mor(Z,P).
One checks η is an isomorphism of functors by exhibiting an inverse natural trans-
formation η−1 : hY ×hX hP → P
p. It follows there is an isomorphism
hpi−1(p) ∼= hP(E(p)∗)
of functors. The claim of the Lemma now follows from the Yoneda Lemma since h
is a fully faithful embedding of categories. 
When X is any scheme over K and K ⊆ L is a field extension we let X(L)
denote the set of L-rational points of X . By definition
X(L) = {φ : Spec(L)→ X}.
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Lemma 2.5. Let A be a commutative K-algebra and let X = Spec(A). There is a
one-to-one correspondence between the sets
X(L) ∼= {p ⊆ A prime : κ(p) ⊆ L an extension}.
Proof. Let x ∈ X(L). It follows x corresponds to a map
φ : A→ L
of rings. Let p = ker(φ). It follows A/p ⊆ L is an inclusion hence A/p is a domain
and p is a prime ideal. It follows we get an inclusion
κ(p) = K(A/p) ⊆ L.
Hence we have a correspondence as claimed. This sets up a bijective correspondence
and the Lemma follows. 
Let in the following A = K be any field and W = K{e0, .., ed}.
Corollary 2.6. Let K ⊆ L be an extension of fields. There is a bijection of sets
P(W ∗)(L) ∼= {l ⊆W ⊗K L : l is a line.}
Proof. Let P = P(W ∗) and let piL : Spec(L) → Spec(K) be the natural map.
Consider the natural transformation η : P → hP from Proposition 2.2. We get a
bijection of sets
ηSpec(L) : P (Spec(L))→ hP(Spec(L)) = Mor(Spec(L),P(W
∗)) = P(W ∗)(L).
Assume
0→ l→W ⊗K L
is a rank one line in W ⊗K L. Let
pi∗LW = (W ⊗K L)
∗ → l∗ → 0
be its dual. By Proposition 2.2 we get a unique morphism
φ : Spec(L)→ P(W ∗)
with
φ∗(O(1)) = O(1)(x) = l∗.
The morphism φ corresponds by Lemma 2.5 to a point x ∈ P(W ∗)(L) and an
extension κ(x) ⊆ L of fields. This correspondence is one-to-one and the Corollary
is proved. 
Example 2.7. On projective space and parameter spaces.
It follows the K-rational points P(W ∗)(K) of the scheme P(W ∗) parametrize
lines l ⊆W : We get from Corollary 2.6 a bijection of sets
φ : P(W ∗)(K) ∼= {l ⊆W : l is a line.}(2.7.1)
given as follows: Let {x} = Spec(K) → P(W ∗) be a K-rational point. The corre-
spondence 2.7.1 is given by
φ(x) = O(−1)(x) ⊆W.
Hence the scheme P(W ∗) is a parameter space.
Let pi : P(W ∗)→ X be the projection morphism where W is a finite rank locally
free A-module and X = Spec(A). Let p ∈ X be a prime ideal. By Lemma 2.4
it follows the fiber pi−1 ∼= P(W (p)∗) parametrize lines in the κ(p)-vector space
ON DISCRIMINANTS AND INCIDENCE RESOLUTIONS 7
W (p). One checks the tautological sequence on P(W (p)∗) is the pull back of the
tautological sequence on P(W ∗) via the canonical morphism
P(W (p)∗)→ P(W ∗).
The morphism pi : P(W ∗) → X is a locally trivial fibration with fibers Pd
κ(p)
∼=
Proj(κ(p)[y0, .., yd]) for all points p ∈ X .
If K is an algebraically closed field and A a finitely generated K-algebra the
closed points m of X = Spec(A) have residue field κ(m) ∼= K. It follows the fiber
of pi at closed points m equals PdK .
3. Rational points of discriminants on the projective line
In this section we study the rational points of the incidence scheme Il(O(d))
and discriminant scheme Dl(O(d)) where O(d) is a linebundle on the projective
line P1K over an arbitrary field extension K ⊆ L. As a consequence we prove the
discriminant D1(O(d)) equals the classical discriminant of degree d polynomials.
Let O(1) be the tautological quotient bundle on P(V ∗) where V = K{e0, e1} and
let O(d) = O(1)⊗d. Let V ∗ = K{x0, x1} where xi = e
∗
i . Let W = H
0(P(V ∗),O(d))
and let si = x
d−i
0 x1. It follows s0, .., sd is a basis for W . Let W
∗ have basis y0, .., yd
where yi = s
∗
i . Let K ⊆ L be any field extension of K. Let
∆ : P(V ∗)→ P(V ∗)× P(V ∗)
be the diagonal embedding and let I be the ideal of the diagonal. Let
p, q : P(V ∗)× P(V ∗)→ P(V ∗)
be the canonical projection maps and let Y = P(V ∗)× P(V ∗).
Definition 3.1. Let
J l(O(d)) = p∗(OY /I
l+1 ⊗ q∗O(d)))
be the l’th order jet bundle of O(d).
There is on Y a short exact sequence of locally free sheaves
0→ Il+1 → OY → O∆l → 0
and applying the functor p∗(− ⊗ q
∗O(d)) we get a long exact sequence of locally
free sheaves
0→ p∗(I
l+1 ⊗ q∗O(d))→ p∗q
∗O(d)→ J l(O(d))→
R1 p∗(I
l+1 ⊗O(d))→ · · ·
Let P = P(V ∗). There is by flat basechange an isomorphism
p∗q
∗O(d) ∼= pi∗pi∗O(d) ∼= H
0(P,O(d)) ⊗OP
of sheaves hence we get a morphism
T l : H0(P,O(d)) ⊗OP → J
l(O(d))
called the l’th Taylor morphism of O(d). We will in the following use the Taylor
morphism and the tautological subbundle O(−1) to define the l’th incidence scheme
Il(O(d)) and the l’th discriminant Dl(O(d)).
There is from Definition 2.3 the tautological subbundle on P(W ∗):
0→ O(−1)→W ⊗OP(W∗).(3.1.1)
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It has the following property: By the results of the previous section it follows
projective space P(W ∗) parametrize lines in the vector space W . This implies any
K-rational point x ∈ P(W ∗)(K) corresponds uniquely to a line lx ⊆ W . The line
lx is given by the tautological sequence 3.1.1: Take the fiber of 3.1.1 at x and let
lx = O(−1)(x). We get an inclusion
lx ⊆ (W ⊗OP(W∗))(x) ∼=W
of vector spaces. This correspondence sets up a bijection
x ∈ P(W ∗)(K) ∼= {lines lx ⊆W}.(3.1.2)
The tautological sequence 3.1.1 is given by the sheafification of the following
sequence of K[y0, · · · , yd]-modules:
K[y0, .., yd](−1)→ K[y0, .., yd]⊗W
1→
∑
yi ⊗ si.
One easily checks the sequence 3.1.1 gives rise to the bijection 3.1.2.
There is a diagram of morphisms of schemes
P(W ∗)× P
p //
q

P
pi

P(W ∗)
pi // Spec(K)
.
Let Y = P(W ∗)× P. On P there is the Taylor morphism
T l : H0(P,O(d)) ⊗OP → J
l(O(d))
and on P(W ∗) there is the tautological sequence
O(−1)→ OP(W∗) ⊗W.
Pull these morphisms back to Y to get the composed morphism
φ : O(−1)Y → H
0(P(V ∗),O(d)) ⊗OY → J
l(O(d))Y .
Let Z(φ) ⊆ P(W ∗)×P(V ∗) denote the zero scheme of the morphism φ. By definition
a point p is in Z(φ) if and only if φ(p) = 0.
Definition 3.2. The scheme Il(O(d)) = Z(φ) is the l’th incidence scheme of O(d).
The direct image scheme Dl(O(d)) = q(Il(O(d)) is the l’th discriminant of O(d).
Since Il(O(d)) is a closed subscheme of a projective scheme and the projection
q is a proper morphism it follows Dl(O(d)) is a closed subscheme of P(W
∗).
Let K ⊆ L be a field extension. There is a bijection
(P(W ∗)× P1K)(L)
∼= P(W ∗)(L)× P1K(L)
of sets.
Assume s ∈ P(W ∗)(L). Let its corresponding line be ls = O(−1)(s) ⊆W ⊗K L.
Proposition 3.3. Let Y = P(W ∗)× P1K . There is a one-to-one correspondence of
sets
Il(O(d))(L) ∼= {(s, x) ∈ Y (L) : T
l(x)(ls) = 0 in J
l(O(d))(x).}
ON DISCRIMINANTS AND INCIDENCE RESOLUTIONS 9
Proof. Consider the diagram
P(W ∗)× P1K
p //
q

P
1
K
pi

P(W ∗)
pi // Spec(K)
.
We get a sequence of locally free sheaves on Y :
φ : p∗O(−1)→W ⊗OY → q
∗J l(O(d))
and z ∈ Il(O(d)) if and only if φ(z) = 0. Assume z = (s, x) ∈ Y (L). it follows
s ∈ P(W ∗)(L) and x ∈ P1K(L). We see that φ(z) = 0 if and only if the composed
map
ls = O(−1)(s) ⊆W ⊗K L→
T l(x) J l(O(d))(x)
is zero. This is if and only if T l(x)(ls) = 0 and the Proposition is proved. 
Corollary 3.4. The following holds: There is a one-to-one correspondence of sets
Dl(O(d))(L) ∼= {s ∈ P(W
∗)(L) : there is a x ∈ P1K(L) with T
l(x)(ls) = 0}.
Proof. The Corollary follows directly from Proposition 3.6. 
Let t = x1/x0 and let f(t) ∈ L[t]d be a degree d polynomial. We let αi denote
the i’th coefficient of f(t). Let
Uij = D(yi)×D(xj) ⊆ Y
be the basic open subset corresponding to yi and xj . Let
Il(O(d))ij = Il(O(d)) ∩ Uij
Let Ui = D(yi) and let uj = yj/yi for j = 0, .., d. The map
K[u0, .., ud]
1
yi
→ K[u0, .., ud]⊗W
looks as follows:
1
yi
→ u0s0 + · · ·+ udsd =
u0x
d
0 + u1x
d−1
0 x1 + · · ·+ udx
d
1 = f(t)x
d
0
where
f(t) = u0 + u1t+ · · · 0 + ui−1t
i−1 + ti + ui+1t
i+1 + · · ·+ udt
d.
We get the following map
O(−1)Ui0 →W ⊗OUi0
K[u0, .., ud][t]
1
yi
→ K[u0, .., ud][t]⊗W
defined by
1
yi
→ f(t)xd0.
The Taylor map looks as follows:
T l(f(t)xd0) = f(t+ dt)⊗ x
d
0 = f(t)⊗ x
d
0 + f
′(t)dt⊗ xd0 + · · ·+
f (l)(t)
l!
dtl ⊗ xd0.
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It follows the ideal sheaf of Il(O(d))i0 looks as follows:
IUi0 = {f(t), f
′(t), ..,
f (l)(t)
l!
}.
Let x0
x1
= s. The map
K[u0, .., ud]
1
yi
→ K[u0, .., ud]⊗W
looks as follows:
1
yi
→ u0s0 + · · ·+ udsd =
u0x
d
0 + u1x
d−1
0 x1 + · · ·+ udx
d
1 = g(s)x
d
1
where
g(s)xd1 = (u0(s)
d + u1(s)
d−1 + · · ·+ ud)x
d
1 .
The Taylor map looks as follows:
T l(g(s)xd1) = g(s+ ds)⊗ x
d
1 = g(s)⊗ x
d
1 + g
′(s)ds⊗ xd1 + · · ·+
g(l)(s)
l!
dsl ⊗ xd1.
It follows the ideal sheaf of Il(O(d))i1 looks as follows:
IUi1 = {g(s), g
′(s), ..,
g(l)(s)
l!
}.
Let K ⊆ L be any field extension. Let W = H0(P1K ,O(d)) and let f ∈ L⊗K W
be a degree d homogeneous polynomial in x0, x1 with coefficients in L.
Definition 3.5. We say an element (α, β) ∈ P1L is a root of f(x0, x1) of multiplicity
≥ l + 1 if we may write
f(x0, x1) = h(x0, x1)(βx0 − αx1)
l+1.
where h(x0, x1) ∈ L⊗K W .
Theorem 3.6. There is a bijection of sets
Il(O(d))(L) ∼= {(f(x0, x1), (α, β)) : f(x0, x1) ∈ L⊗K W, (α, β) ∈ P
1
L}
where (α, β) is a root of f with multiplicity ≥ l + 1.
Proof. Let Y = P(W ∗)× P1K and let
φ : O(−1)Y → J
l(O(d))Y
with Z(φ) = Il(O(d)). Let Iij = Z(φ) ∩ Uij with Uij = D(yi) × D(xj). Let
uj = yj/ui. It follows the coordinate ring on Ii0 equals
A = K[u0, .., ud, t]/(f(t), .., f
(l)(t))
with
f(t) = u0 + u1t+ · · ·+ udt
d.
The coordinate ring B on Ii1 equals
B = K[u0, .., ud, s]/(g(s), .., g
(l)(s)
where
g(s) = u0s
d + · · ·+ ud.
A point x ∈ Ii0(L) corresponds bijectively to a morphism
ψ : A→ L.
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Let ψ(ui) = αi and ψ(t) = β. Let
fα(t) = α0 + · · ·+ αdt
d.
It follows
fα(β) = · · · = f
(l)
α (β) = 0
hence f and β gives rise to a pair (f˜ , (α˜, β˜)) with f˜ ∈ L ⊗K W and (α˜, β˜) a root
of f˜ of multiplicity ≥ l + 1. A similar argument works when x ∈ Ii1(L) and the
Theorem is proved. 
Let Dl(O(d))i = Dl(O(d)) ∩ Ui.
Corollary 3.7. There is a bijection of sets
Dl(O(d))i(L) ∼= {f(x0, x1) : f(x0, x1) ∈ L⊗K W}
such that f(x0, x1) has a root (α, β) ∈ P
1
L of multipliticy ≥ l + 1.
Proof. Since Dl(O(d)) = q(Il(O(d)) the Corollary follows from Theorem 3.6. 
It follows
Dl(O(d))(L) ⊆ P(W
∗)(L)
parametrize degree d homogeneous polynomials
f(x0, x1) ∈ L⊗K H
0(P(V ∗),O(d))
with a root z ∈ P1L of multiplicity at least l+1. It follows we get a filtration of sets
Dd(O(d))(L) ⊆ · · · ⊆ D1(O(d))(L) ⊆ P(W
∗)(L)
at the level of L-rational points. It follows the schemeD1(O(d)) is the scheme whose
L-rational points are homogeneous degree d polynomials in x0, x1 with coefficients
in L with multiple roots. It follows D1(O(d)) equals the classical discriminant of
degree d polynomials. In a previous paper on the subject (see [5]) this result was
proved using different methods.
4. On incidence complexes for morphisms of locally free sheaves
In this section we study the incidence complex of an arbitrary morphism φ :
u∗E → F of locally free sheaves E ,F relative to an arbitrary quasi compact mor-
phism u : X → S of schemes. We prove the incidence complex is a resolution of
the ideal sheaf of the incidence scheme I1(φ) when X is a Cohen-Macaulay scheme.
We also define the discriminant double complex of φ using the incidence complex.
Let in the following u : X → S be an arbitrary quasi compact morphism of
schemes. Let E be a locally free OS-module of rank e and let F be a locally free
OX -module of rank f . Let φ : u
∗E → F be a surjective morphism of OX -modules.
We get an exact sequence of locally free OX -modules
0→ Q→ u∗E →φ F → 0.(4.0.1)
It follows rk(Q) = e−f . Let Y = P(u∗E∗) = P(E∗)×SX and consider the following
fiber diagram of schemes
Y
p //
q

X
u

P(E∗)
pi // S
.
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Since u is quasi compact it follows p and q are quasi compact morphisms of schemes.
The constructions in the first section of this paper can be done for arbitrary schemes
hence we get a tautological sequence
0→ OP(E∗)(−1)→ E ⊗OP(E∗)
of sheaves of OP(E∗)-modules. On X we have the morphism
φ : u∗E → F .
Pull these morphisms back to Y to get the composed morphism
OP(E∗)(−1)Y → EY →
φ FY .
Let the composed morphism be
φY : OP(E∗)(−1)Y → FY .
Definition 4.1. Let I1(φ) = Z(φY ) be the 1’st incidence scheme of φ. LetD1(φ) =
q(I1(φ)) be the 1’st discriminant of φ.
Since q is a quasi compact morphism of schemes there is a canonical scheme
structure on D1(φ) hence Definition 4.1 is well defined.
By the results of [5], Example 2.15 it follows the discriminant D1(φ) is a simulta-
neous generalization of the discriminant of a linear system on a smooth projective
scheme, the discriminant of a quasi compatc morphism of smooth schemes and the
classical discriminant of degree d polynomials.
Example 4.2. Discriminants of linear systems on projective schemes.
Let L ∈ Pic(X) be a line bundle with H0(X,L) 6= 0 and where X ⊆ PnK is a
smooth projective scheme. Let pi : X → Spec(K) be the structure morphism. The
Taylor morphism for L is a morphism
T l : pi∗pi∗L → J
l
X(L)
of locally free sheaves.
Definition 4.3. Let Dl(L) = D1(T
l) be the l’th discriminant of L.
We get a subscheme
Dl(L) ⊆ P(H
0(X,L)∗),
the discriminant of the linear system defined by L. It follows Dl(L) is a projective
subscheme of P(H0(X,L)∗).
If X = P1K and L = O(d) it follows D1(O(d)) is the classical discriminant of
degree d polynomials as proved earlier in this paper.
Example 4.4. The discriminant of a morphism of smooth schemes.
Assume f : U → V is a quasi compact morphism of smooth schemes and let
df : f∗Ω1V → Ω
1
U
be the differential of f . It follows Ω1U ,Ω
1
V are locally free finite rank sheaves. The
discriminant
D1(df) ⊆ P((Ω
1
V )
∗) = P(TV )
is the discriminant of the morphism f . Let pi : P(TV ) → V be the projection
morphism. By [5], Example 2.12 it follows the image scheme pi(D1(df)) ⊆ V is
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the classical discriminant of the morphism f . Since pi is quasi compact it follows
pi(D1(df)) has a canonical scheme structure.
Dualize Sequence 4.0.1 to get the exact sequence
0→ F∗ → u∗E∗ → Q∗ → 0.(4.4.1)
Take relative projective space bundle to get the closed subscheme
P(Q∗) ⊆ P(u∗E∗) ∼= P(E∗)×S X = Y.
Theorem 4.5. The incidence scheme I1(φ) ⊆ P(u
∗E∗) is a local complete inter-
section.
Proof. Let dim(X) = d and dim(S) = l. There is an equality
P(Q∗) = I1(φ)
as subschemes of Y . For a proof of this fact see [5], Theorem 2.5. Since Q is locally
free of rank e − f i to follows p : I1(φ) → X is a projective P
e−f−1-bundle. It
follows
dim(I1(φ)) = d+ e− f − 1.
The sheaf u∗E is locally free of rank e hence
dim(P(u∗E∗)) = e+ d− 1.
It follows
codim(I1(φ),P(u
∗E∗)) = e+ d− 1− (d+ e− f − 1) = f.
Let U = Spec(A) ⊆ Y be an open subscheme where O(−1)Y and FY trivialize.
Restrict the morphism
φ˜ : O(−1)Y → FY
to U to get the morphism
φ˜|U : Az → A{y1, .., yf}.
with
φ˜|U (z) = b1y1 + · · ·+ bfyf
where bi ∈ A. Let Iφ ⊆ OY be the ideal sheaf of I1(φ). It follows Iφ is generated
by {b1, .., bf} on the open subset U . It follows I1(φ) is a local complete intersection
and the Theorem is proved. 
By [6], Example 4.5 the morphism
φY : O(−1)Y → FY
gives rise to a Koszul complex
0→ O(−f)Y ⊗ ∧
fF∗Y → · · · → O(−i)Y ⊗ ∧
iF∗ → · · · →(4.5.1)
O(−2)Y ⊗ ∧
2F∗ → O(−1)Y ⊗F
∗ → OY → OI1(φ) → 0.
Definition 4.6. The complex 4.5.1 is called the incidence complex of φ.
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Recall the following notions from commutative algebra: Let A be a commutative
ring and let p ⊆ A be a prime ideal. Let ht(p) be the supremum of strictly ascending
chains of prime ideals
pr ⊆ · · · ⊆ p1 ⊆ p0 = p
ending in p. let coht(p) be the supremum of strictly ascending chains of prime
ideals
p = p0 ⊆ · · · ⊆ pr−1 ⊆ pr
beginning in p. It follows ht(p) = dim(Ap) and coht(p) = dim(A/p). We say A is
catenary if ht(p) + coht(p) = dim(A) for all prime ideals p in A. Let for any ideal
I ⊆ A ht(I) = inf{ht(p) : I ⊆ p}.
Let M be an A-module. An element a in A is M -regular if a 6= 0 and ax 6= 0
for all 0 6= x ∈M . A sequence of elements a = {a1, .., ak} in A is an M -sequence if
the following hold:
a1 is M -regular.(4.6.1)
ai+1 is M/(a1M + · · ·+ aiM)− regular(4.6.2)
M/(a1M + · · ·+ akM) 6= 0(4.6.3)
Let in the following a = {a1, .., ak} be a sequence of elements in A and let
q = (a1, .., ak) be the ideal generated by the elements ai. We say a is a regular
sequence in A if it is an A-sequence.
Let in the following Proposition A be a Cohen-Macaulay ring.
Proposition 4.7. Assume dim(A/q) = dim(A) − k and q is a prime ideal. Let
p ∈ V (q) and let ap = {(a1)p, .., (ak)p} be the induced sequence in Ap. It follows
ap ⊆ pAp is a regular sequence in Ap.
Proof. Since A is Cohen-Macaulay it follows from [11], Theorem 17.9 the quotient
A/q is catenary. Let p ∈ Spec(A/q) = V (q): We want to calculate ht(qp). Since A
is Cohen-Macaulay it follows Ap is Cohen-Macaulay, hence it is catenary. It follows
ht(qp) = dim((Ap)qp) = dim(Aq) = dim(Ap)− dim(Ap/qp).
We get
ht(qp) = dim(Aq) = dim(Ap)− dim((A/q)p) =
dim(Ap)− dim(A/q) + dim(A/p) =
dim(Ap)− dim(A/q) + dim(A)− dim(Ap) =
dim(A)− (dim(A)− k) = k.
It follows
ht(qp) = k
and it follows from [11], Theorem 17.4 ap is a regular sequence in Ap. The Propo-
sition is proved. 
Corollary 4.8. Assume X is an irreducible Cohen-Macaulay scheme. It follows
the incidence complex 4.5.1 of φ is a resolution of II1(φ).
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Proof. By Theorem 4.5 it follows I1(φ) ⊆ P(u
∗E) is a local complete intersection.
Hence the ideal sheaf II1(φ) can locally be generated by f = codim(I1(φ),P(u
∗E∗))
elements. Let U = Spec(A) be an open subscheme where the morphism
φ˜ : O(−1)Y → FY
trivialize as follows:
φ˜|U : Az → A{y1, .., yf}
with
φ˜|U (z) = b1y1 + · · ·+ bfyf .
By [2], Section II.8 since A is a Cohen-Macaulay ring the following holds: Let the
sequence b = {b1, .., bf} generate an ideal q in A. Since I1(φ) is an irreducible
local complete intersection it follows q is a prime ideal. It also follows dim(A/q) =
dim(A) − f . Let p ∈ V (q) ⊆ Spec(A). By Proposition 4.7 it follows the sequence
bp is regular in (A/q)p for all p. It follows from [6], Example 4.5 the complex 4.5.1
is exact since it is locally isomorphic to the Koszul complex K•(bp) on a regular
sequence bp. The Corollary is proved. 
Definition 4.9. Assume X is an irreducible Cohen-Macaulay scheme. Let the
resolution 4.5.1 be the incidence resolution of φ.
When we push down the incidence complex 4.5.1 to P(E∗) we get a double
complex with terms given as follows:
Rj q∗(O(−i)Y ⊗ ∧
iF∗Y )
∼=
Rj q∗(q
∗O(−i)⊗ p∗ ∧i F∗) ∼= O(−i)⊗ Rj q∗p
∗ ∧i F∗ ∼=
Ci,j(φ) = O(−i)⊗ pi∗Rj u∗(∧
iF∗).(4.9.1)
Definition 4.10. Let the double complex Ci,j(φ) from 4.9.1 be the discriminant
double complex of φ.
When X is irreducible Cohen-Macaulay the indicence resolution 4.5.1 is a res-
olution of the ideal sheaf II1(φ) of the incidence scheme I1(φ). One may ask if
the double complex Ci,j(φ) from 4.9.1 can be used to construct a resolution of the
ideal sheaf of the discriminant D1(φ). Such a resolution would give a simultaneous
resolution of the ideal sheaf of the discriminant of a linear system on a smooth pro-
jective scheme and the ideal sheaf of the discriminant of a quasi compact morphism
of smooth schemes.
Example 4.11. Discriminants of linear systems on flag schemes.
Let G be a semi simple linear algebraic group over an algebraically closed field
K of characteristic zero and let P in G be a parabolic subgroup. Let pi : G/P →
Spec(K) be the structure morphism. Let L ∈ PicG(G/P ) be a line bundle and
consider the Taylor morphism
T l : pi∗ H0(G/P,L)→ J l(L).
Definition 4.12. Let Il(L(l)) = I1(T
l) be the l’th incidence scheme of L(l).
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We get an incidence scheme
Il(L) ⊆ P(H
0(G/P,L)∗)×G/P = Y
and an incidence complex
0→ O(−r)Y ⊗ ∧
rJ l(L)∗Y → · · · → O(−2)Y ⊗ ∧
2J l(L)∗Y →(4.12.1)
O(−1)Y ⊗ J
l(L)∗Y → OY → OIl(L) → 0.
Since G/P is smooth it is Cohen-Macaulay. Furthermore G/P is irreducible hence
by Corollary 4.8 it follows the incidence complex 4.12.1 is a resolution of the ideal
sheaf of Il(L). When we push the incidence resolution 4.12.1 down to P(H
0(G/P,L)∗)
we get a double complex with terms
Ci,j(T l) = O(−i)⊗Hj(G/P,∧iJ l(L)∗).
If one can calculate the higher cohomology groups
Hj(G/P,∧iJ l(L)∗)
for all i, j one can decide if the discriminant double complex Ci,j(T l) gives infor-
mation on a resolution on the ideal sheaf of Dl(L).
Definition 4.13. Let Ci,jl (L(l)) = C
i,j(T l) be the l’th discriminant double complex
of L(l).
Note: By [5] the discriminant D1(O(d)) on P
1 is a determinantal scheme hence
by the results of [4] one gets information on its resolutions. If one can prove a class
of discriminants are determinantal schemes one get two approaces to the study
of resolutions: One via jet bundles, Taylor morphisms and the l’th discriminant
double complex Ci,jl (L(l)) from 4.9.1. Another one via determinantal schemes and
the construction in [4].
Example 4.14. Canonical filtrations of irreducible SL(E)-modules.
On projective space the cohomology group Hj(G/P,∧iJ l(L)∗) is completely de-
termined (see [6], Theorem 4.10) since the structure of the jet bundle is classified.
It remains to give a similar description of the structure of the jet bundle on grass-
mannians and flag schemes. There is work in progress on this problem (see [7],[8]
and [9]).
In [9] we prove in Theorem 3.10 the following result: Let G = SL(E) be the
special linear group on E where E is a finite dimensional vector space over an alge-
braically closed field K of characteristic zero. Let Vλ be a finite dimensional irre-
ducible G-module with highest weight vector v and highest weight λ =
∑k
i=1 liωni .
Here li ≥ 1 and l = (l1, .., lk). Let P in G be the parabolic subgroup stabilizing v.
It follows there is an isomorphism
J l(L(l))(e)∗ ∼= U(sl(E))v
of P -modules where e ∈ G/P is the class of the identity. Here L(l) ∈ PicG(G/P )
is the line bundle with H0(G/P,L(l))∗ ∼= Vλ. The P -module U(sl(E))v ⊆ Vλ is
the l’th piece of the canonical filtration of Vλ as studied in [7]. It is hoped such a
description of J l(L(l)) will give information on the cohomology group
Hj(G/P,∧iJ l(L(l))∗)
for all i, j.
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Note: In the paper [7] a complement of the l’th piece of the filtration of the
annihilator ideal
annl(v) ⊆ Ul(sl(E))
of the highest weight vector v in Vλ is calculated. It is given by the l’th piece
of the canonical filtration of the universal enveloping algebra of a sub Lie algebra
n(n) ⊆ sl(E). The Lie algebra n(n) is canonically determined by a flag E• in E
determined by the highest weight λ for Vλ. A basis for E compatible with the flag
E• gives a canonical basis for the P -module Ul(sl(E))v. When Ul(sl(E))v = Vλ this
gives a canonical basis for the SL(E)-module Vλ defined in terms of the universal
enveloping algebra U(sl(E)).
It is hoped knowledge on the canonical filtration Ul(sl(E))v as P -module will
give information on the problem of calculating the cohomology group
Hi(G/P,∧jJ l(L(l))∗)
for all i, j ≥ 0. Such a result will as explained above be used in the study of
resolutions of ideal sheaves of discriminants of linear systems on flag schemes. The
main aim is to give a resolution of the ideal sheaf of Dl(L(l)) for any l ≥ 1 and
L(l) ∈ PicSL(E)(SL(E)/P ). We get an approach to the study of resolutions of ideal
sheaves of discriminants using algebraic groups, canonical filtrations, the theory
of highest weights, higher direct images of sheaves and the discriminant double
complex. This approach will be used in future papers on the subject (see [10]).
5. Discriminants of linear systems on projective space
In this section we study jet bundles and discriminants of linear systems on pro-
jective space. Let P(V ∗) be projective space parametrizing lines in a fixed K-vector
space V of dimension n+1 and let O(d) = O(1)⊗d be the d’th tensor product of the
tautological quotient bundle as constructed in Section 2. LetW = H0(P(V ∗),O(d))
be the vector space of global sections of O(d). In this section we construct local
generators for the ideal sheaf of the l’th incidence scheme Il(O(d)) for all integers
1 ≤ l ≤ d. The aim of the construction is to use it to study the projection morphism
pi : Il(O(d))→ Dl(O(d))
from the incidence scheme to the discriminant Dl(O(d)).
Let V = K{e0, .., en} and let V
∗ = K{x0, .., xn}. Let S = SymK(V
∗) =
K[x0, .., xn] and let P(V
∗) = Proj(S). Let I = (i1, .., ik) with ij ≥ 0 for all j.
Let #I =
∑
ij and let I! = i1! · · · ik!. Let u1, .., uk be a set of independent vari-
ables over K. and let
∂IU =
∂i1
∂u1
∂i2
∂u2
· · ·
∂ik
∂uk
.
It follows
∂IU ∈ DiffK(K[u1, .., uk])
is a differential operator of order #I. Let p = (p1, .., pk) and let U
p = up11 · · ·u
pk
k
Lemma 5.1. The following formula holds for all integers 0 ≤ ij ≤ pj:
1
I!
∂IU (u
p1
1 · · ·u
pk
k ) =
(
p1
i1
)(
p2
i2
)
· · ·
(
pk
ik
)
up1−i11 u
p2−i2
2 · · ·u
pk−ik
k
Proof. The proof is straight forward. 
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Lemma 5.2. Consider f(u1, .., uk) = u
p1
1 · · ·u
pk
k and let du1, .., duk be indepentent
variables over the ring K[u1, .., uk]. Let #p =
∑
j pj. There is an equality
f(u1 + du1, .., uk + duk) =
#p∑
m=0
∑
#I=m
∂IU (f)
I!
dui11 · · · du
ik
k
in the ring K[t0, .., tn][du1, .., duk].
Proof. From Lemma 5.1 the following calculation holds:
f(u1 + du1, .., uk + duk) =
(u1 + du1)
p1 · · · (uk + duk)
pk =
(
p1∑
i1=0
(
p1
i1
)
up1−i11 du
i1
1 ) · · · (
pk∑
ik=0
(
pk
ik
)
upk−ikk du
ik
k ) =
#p∑
m=0
∑
#I=m
(
p1
ik
)
· · ·
(
pk
ik
)
up1−i11 · · ·u
pk−ik
k du
i1
1 · · · du
ik
k =
#p∑
m=0
∑
#I=m
∂IU (f)
I!
dui11 · · · du
ik
k
and the Lemma is proved. 
Define the following map:
T : K[u1, .., uk]→ K[u1, .., uk][du1, .., duk]
by
T (f(u1, .., uk)) = f(u1 + du1, .., uk + duk).
Proposition 5.3. The following formula holds:
T (f) =
deg(f)∑
m=0
∑
#I=m
∂IU (f)
#I!
dui11 · · · du
ik
k
Proof. The Proposition follows from Lemma 5.3 since f is a sum of monomials in
the variables u1, .., uk. 
The map T is the formal Taylor expansion of the polynomial f(u1, .., uk) in the
variables du1, .., duk. It follows T ∈ DiffK(K[t0, .., tn],K[t0, .., tn][du1, .., duk]).
Let O(d) = O(1)⊗d where O(1) is the tautological quotient bundle from section
two and let W = H0(P(V ∗),O(d)). Let W have basis
B = {xp00 · · ·x
pn
n :
∑
pi = d}.
We write xp00 · · ·x
pn
n = s
p with p = (p0, .., pn). Write #p =
∑
pi and p! = p0! · · · pn!.
Let W ∗ have basis
B∗ = {(xp00 · · ·x
pn
n )
∗ : #p = d}.
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Write (xp00 · · ·x
pn
n )
∗ = yp. It follows SymK(W
∗) = K[yp : #p = d] is the polynomial
ring on the independent variables yp. Let Y = P(W ∗)× P(V ∗). We get a diagram
Y
p //
q

P(V ∗)
pi

P(W ∗)
pi // Spec(K)
.
Let D(yp)×D(xi) ⊆ Y be the basic open subset where y
p and xi are non zero. On
P(W ∗) there is the tautological subbundle
O(−1) ⊆W ⊗OP(W∗)
from section two. On projective space P(V ∗) there is the Taylor morphism
T l :W ⊗OP(V ∗) → J
l(O(d)).
Pull these maps back to Y via p and q to get the composed morphism
T lY : O(−1)Y → J
l(O(d))Y .
By definition Il(O(d)) = Z(T
l
Y ) is the zero scheme of T
l
Y . We get a diagram of
maps of schemes
Il(O(d))
i //
q˜

Y
p //
q

P(V ∗)
pi

Dl(O(d))
j // P(W ∗)
pi // Spec(K)
.
where i and j are closed immersions of schemes. Since Il(O(d)) is a closed sub-
scheme of Y and q is a proper morphism it follows Dl(O(d)) is a closed subscheme
of P(W ∗). Since P(V ∗) is smooth it is Cohen-Macaulay. Also P(V ∗) is irreducible
hence the incidence complex
0→ O(−r) ⊗ ∧rJ l(O(d))Y → · · · →
O(−i)⊗ ∧J l(O(d))Y → · · · → O(−1)⊗ J
l(O(d))Y → OY → OIl(O(d)) → 0
from Corollary 4.8 is a resolution of the ideal sheaf of Il(O(d)). The aim of this
section is to calculate local generators for the ideal sheaf of Il(O(d)) with respect
to the open cover {D(yp) × D(xi) : #p = d, i = 0, .., n} of Y . The tautological
subbundle
O(−1)→ W ⊗OP(W∗)
is the sheaffification of the following sequence:
α : K[yp : #p = d](−1)→ K[yp : #p = d]⊗ {sp : #p = d}
defined by
α(1) =
∑
p
yp ⊗ sp =
∑
p
(sp)∗ ⊗ sp.
Consider the open subset D(yp) ⊆ P(W ∗). Let uq = y
q
yp
be coordinates on D(yp).
It follows the coordinate ring O(D(yp)) is the polynomial ring
K[uq : #q = d].
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Consider the open set D(xi) and let tk =
xk
xi
be coordinates on D(xi). It follows
the coordinate ring O(D(xi)) is the polynomial ring K[t0, .., tn]. The coordinate
ring of D(yp)×D(xi) is the polynomial ring
O(D(yp)×D(xi)) = K[t0, .., tn][y
p : #p = d].
The Taylor map
T l : OP(V ∗) ⊗W → J
l(O(d))
is defined as follows: Let Ui = D(xi) ⊆ P(V
∗) be the basic open subset where
xi 6= 0. We get a map
T lUi : K[t0, .., tn]⊗ {s
p : #p = d} → K[t0, .., tn]{dt
i0
0 · · · dt
in
n ⊗ x
d
i : i0 + · · ·+ in ≤ l}
which we now make explicit. Let
sp = xp00 · · ·x
pn
n
with p0 + · · ·+ pn = d. It follows
di = d− p0 − · · · − pn.
We may write
sp = xp00 · · ·x
pn
n = t
p0
0 · · · t
pn
n x
d
i
in K(x0, .., xn). Note: ti = xi/xi = 1. We get
T lUi(s
p) = 1⊗ tp00 · · · t
pn
n x
d
i =
(t0 + dt0)
p0 · · · (tn + dtn)
pn ⊗ xdi .
Let fp = t
p0
0 · · · t
pn
n . It follows
T lUi(s
p) = fp(t0 + dt0, .., tn + dtn)⊗ x
d
i ∈ J
l(O(d))(Ui).
Here
J l(O(d))(Ui) = K[t0, .., tn]{dt
i0
0 · · · dt
in
n ⊗ x
d
i :
∑
ij ≤ l}.
Let I = (i0, .., in) with ij ∈ Z integers. Let
∂IT =
∂i0
∂t0
∂i1
∂t1
· · ·
∂in
∂tn
where ∂
∂ti
is partial derivative with respect to the ti-variable. It follows
∂IT ∈ DiffK(K[t0, .., tn])
is a differential operator of order #I.
Lemma 5.4. The following holds:
T lUi(s
p) =
d−pi∑
k=0
∑
#I=k
1
I!
∂IT (fp)dt
i0
0 · · · dt
in
n ⊗ x
d
i .
Proof. By the discussion above it follows
T lUi(s
p) = fp(t0 + dt0, .., tn + dtn)⊗ x
d
i .
The Lemma follows from Proposition 5.3. 
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Consider the open set
Up,i = D(y
p)×D(xi) ⊆ P(W
∗)× P(V ∗) = Y.
The morphism α looks as follows on Up,i:
α(
1
yp
) =
∑
#q=d
uq ⊗ sq =
∑
#q=d
uq ⊗ xq00 · · ·x
qn
n .
Let fq = t
q0
0 · · · t
qn
n with ti = xi/xi = 1. Let
f =
∑
#q=d
uqfq =
∑
#q=d
uqtq00 · · · t
qn
n .
We want to calculate the expression
T lUp,i(α(
1
yp
)) =
∑
#q=d
uq ⊗ T lUp,i(s
q)
as an element of the module
J l(O(d))(Up,i) = K[t0, .., tn][y
p : #p = d]{dtq00 · · · dt
qn
n ⊗ x
d
i : 0 ≤ #q ≤ l}.
Proposition 5.5. The following holds:
T lUp,i(α(
1
yp
)) =
l∑
k=0
∑
#I=k
1
I!
∂#IT (f)dt
i0
0 · · · dt
in
n ⊗ x
d
i
in J l(O(d))(Up,i).
Proof. Let T lp,i = T
l
Up,i
. By Lemma 5.4 we get the following calculation:
T lp,i(
∑
#q=d
uq ⊗ sq) =
∑
#q=d
uqT lp,i(s
q) =
∑
#q=d
uqT lp,i(s
q) =
∑
#q=d
uq
deg(fq)∑
k=0
∑
#I=k
1
I!
∂#IT (fq)dt
i0
0 · · · dt
in
n =
deg(f)∑
k=0
∑
#I=k
1
I!
∂#IT (f)dt
i0
0 · · · dt
in
n =
l∑
k=0
∑
#I=k
1
I!
∂#IT (f)dt
i0
0 · · · dt
in
n
and the Proposition is proved. 
Corollary 5.6. The ideal sheaf I of Il(O(d)) is on Up,i = D(y
p)×D(xi) generated
by the following set
IUp,i = {
1
I!
∂#IT (f) : #I = k, k = 0, .., l}.
as K[t0, .., tn][y
p : #p = d]-module.
Proof. The Corollary follows from Proposition 5.5. 
A section s ∈ H0(P(V ∗),O(d)) is a homogeneous polynomial in x0, .., xn of degree
d. If we restrict s toD(xi) we get a section s = f(t0, .., tn)x
d
i where f is a polynomial
of degree d in t0, .., tn. The ideal sheaf I of Il(O(d)) is on D(y
p)×D(xi) generated
as K[t0, .., tn][y
p : #p = d]-module by all possible partial derivatives of degree
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m ≤ l of the polynomial f . The aim of this calculation is to use it to describe the
projection morphism
q˜ : Il(O(d))→ Dl(O(d)).
We want to calculate its fiber, the dimension of its fiber and the dimension of
Dl(O(d)). The morphism q˜ is generically smooth, the schemes Il(O(d)) andDl(O(d))
are irreducible hence if we know the dimension of a generic fiber q˜−1(z) of q˜ we can
calculate dim(Dl(O(d))).
6. Appendix: Jet bundles and Taylor morphisms
In this section we prove some general properties of jet bundles and Taylor mor-
phisms. We show how the Taylor morphism at each K-rational point formally
taylor expands a section of a locally free sheaf.
Let K be a fixed basefield of characteristic zero and let X be a scheme of finite
type over K. This means X has an open affine cover U = {Spec(Ai)}i∈I with
Ai a finitely generated K-algebra for all i ∈ I. By X(K) we mean the set of K-
rational points of X . If X = Spec(A) is an affine scheme a K-rational point m ∈ X
corresponds to a maximal ideal m ⊆ A with residue field κ(m) = K. Let E be a
locally free finite rank OX -module and let J
l
X(E) be the l’th jet bundle of E .
Lemma 6.1. Let x ∈ X(K). There is for all l ≥ 0 an isomorphism of κ(x)-vector
spaces
J lX(E)(x)
∼= Ex/m
l+1
x Ex.
Proof. Assume x ∈ Spec(A) ⊆ X is an open affine subset of X and let m = mx ⊆ A
be the maximal ideal corresponding to x. Let I ⊆ A ⊗K A be the ideal of the
diagonal and let U = Spec(A). It follows the restricted sheaf J lX(E)|U equals the
sheaffification of the A-module P lA(E) = A⊗K A/I
l+1⊗E where the sheafification
of E of U equals E|U . The A-module E is locally free of finite rank. There is an
exact sequence
0→ I l+1 → A⊗K A→ P
l
A → 0(6.1.1)
of left A-modules. We may write A = K[t1, .., tn]/J where J is an ideal in
K[t1, .., tn]. Write
A⊗K A ∼= K[t1, .., tn]/J ⊗K K[t1, .., tn]/J ∼=
K[t1, .., tn, u1, .., un]/(Jt, Ju).
It follows the ideal I equals
I = (t1 − u1, .., tn − un).
There is an isomorphism A/m ∼= K hence the maximal idealm equals (t1−a1, .., tn−
an) with ai ∈ K = A/m. Tensor the exact sequence 6.1.1 with −⊗A A/m to get
I l+1 ⊗A A/m→ A⊗K A⊗A A/m→ P
l
A ⊗A A/m→ 0.
There is an isomorphism
A⊗K A⊗A A/m ∼= A⊗K A/m ∼= A⊗K K ∼= A
hence we get a map
φ : I l+1 ⊗A A/m→ A.
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When we tensor I l+1 with A/m we get φ(ui) = ai ∈ K ⊆ A. It follows ψ(I
l+1 ⊗A
K) = ml+1 ⊆ A. Since m is a maximal ideal it follows P lA ⊗A A/m
∼= A/l+1m
∼=
OX,x/m
l+1
x . We have proved there is an isomorphism
J lX(x)
∼= OX,x/m
l+1
x
of κ(x)-vector spaces. We get
J lX(E)(x)
∼= J lX(E)|U (x)
∼= P lA(E)⊗A κ(x)
∼=
P lA ⊗A E ⊗A A/m
∼= P lA ⊗A A/m⊗A E
∼= A/ml+1 ⊗A E ∼= E/m
l+1E ∼= Ex/m
l+1
x Ex
and the Lemma is proved. 
Let s ∈ H0(X, E) be a global section. We may for any point x ∈ X(K) restrict
s to the stalk Ex. We get a canonical K-linear map
H0(X, E)→ Ex/m
l+1
x Ex.
In the following we make the identification J lX(E)(x)
∼= Ex/m
l+1
x Ex. Recall there is
a Taylor morphism
T l : H0(X, E)⊗OX → J
l
X(E)
for all l ≥ 1. When x ∈ X(K) we get a map of K-vector spaces
T l(x) : H0(X, E)→ J lX(E)(x)
∼= Ex/m
l+1
x Ex.
Lemma 6.2. The Taylor map T l(x) equals the canonical map
T l(x) : H0(X, E)→ Ex/m
l+1
x Ex.
Proof. The proof is an exercise. 
Example 6.3. Formal Taylor expansion of sections of sheaves.
Assume X = Spec(A) where A = K[t1, .., tn]/J and let x be a K-rational point
with maximal ideal m = (t1 − a1, .., tn − an). Let E = OX . We get a taylor map
T l : H0(X, E)⊗OX → J
l
X(E).
Take the fiber of T l at x to get the map
T l(x) : H0(X, E)→ J lX(E)(x).
It follows we get a map
T l(x) : A→ J lX(E)(x)
∼= A/ml+1
Let I = (i1, .., in) be a tuple of integers with ik ≥ 0. Let
∂#IT =
∂i1
∂t1
∂i2
∂t2
· · ·
∂in
∂tn
.
Proposition 6.4. Let a = f(t) ∈ A = K[t1, .., tn]/J . The map T
l(x) looks as
follows:
T l(x)(a) =
l∑
m=0
∑
i1+···+in=m
∂#IT f(a1, .., an)
I!
(t1 − a1)
i1 · · · (tn − an)
in .
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Proof. There is an inclusion of ideals J ⊆ m The l’th Taylor morphism is a mor-
phism
T l(x) : A→ A/ml+1.
We get a well defined map
T l(x) : K[t1, .., t− n]/J → K[t1, .., tn]/(t1 − a1, .., tn − an)
l+1.
We may for any polynomial a = f(t1, .., tn) write
T l(x)(a) = f(t1, .., tn) mod m
l+1
in the ring K[t1, .., tn]/m
l+1. We may write
T l(x)(a) = f(a1 + t1 − a1, .., an + tn − an).
We get from Proposition 5.3
T l(x)(a) =
l∑
m=0
∑
i1+···+in=m
∂#IT f(a1, .., an)
I!
(t1 − a1)
i1 · · · (tn − an)
in mod ml+1
and the Proposition is proved. 
Assume X = Spec(A) is smooth over K. For a ∈ A and x ∈ X(K) with maximal
ideal m = (t1 − a1, .., tn − an) the element T
l(x)(a) ∈ J lX(x) from Proposition 6.4
is the formal Taylor expansion of a at the point (a1, .., an) ∈ K
n. If K = C is the
field of complex numbers we see this equals the classical Taylor expansion of a in
(a1, .., an) viewed as holomorphic function on the complex algebraic manifold X .
Hence if E = OX the Taylor morphism
T l : H0(X,OX)⊗OX → J
l
X(OX)
calculates at each point x ∈ X(K) the formal Taylor expansion
T l(x)(a) ∈ J lX(OX)(x)
∼= OX,x/m
l+1
x
of a global section a ∈ H0(X,OX).
This paper form part of a series of papers where the aim is to study different
properties of discriminants of morphisms of locally free sheaves We want to describe
the singularities, to calculate dimensions and degrees, to describe syzygies and to
resolve singularities for a class of discriminants. Some work has been done in this
direction (see [5], [6], [7], [8],[9] and [10] for some recent preprints on this subject).
Since discriminants of linear systems on flag schemes are closely related to jet
bundles a study of jet bundles of line bundles on flag schemes and representations
of algebraic groups has been done in the papers [8] and [9]. In [9] we classify
the P -module J l(L)(e)∗ and relate it to the canonical filtration of Vλ as studied
in [7]. The aim is to use this classification to calculate the cohomology group
Hi(G/P,∧jJ l(L)∗) for all integers i, j ≥ 0. Such a calculation will give results on
syzygies of discriminants of linear systems on flag schemes as proved in the previous
section.
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