Many researches compare the storage performance of different virtualised systems. Some of their results are unexplained, which reduces the reliability of the storage performance comparison itself. Through experiments, this reported work identifies that the size of buffer cache significantly affects the storage performance. When the same size of buffer cache is used in experiments, very different results are obtained from the prior results because they did not take the size of buffer cache into account. The new results make more sense with the characteristics of virtualised environments.
Introduction: Virtualisation is an essential technique that consolidates computing resources in cloud systems. Currently, several virtualisation systems (e.g. Xen [1] and KVM [2]) have been proposed, and they present different mechanisms to share and isolate the resources. Storage performance is one of the most important factors along with the CPU, memory, and network performance [3] . For web servers and database servers, the representative cloud servers, storage performance is a major contributor of the overall performance. Therefore, many researches try to compare the storage performance differences of virtualisation systems [4] [5] [6] .
However, some of their results are unexplained, which reduces the reliability of the storage performance comparison itself. For example, Fraser et al., who are the development team of Xen, propose a core mechanism of I/O processing in Xen and evaluate the mechanism on the storage system [4] . They present a result that I/O throughput of a host system is higher than a guest system, which is counter-intuitive because a host system serves the I/O request of the guest system. Due to the transferring overhead of I/O request from a guest to host system, I/O throughput of the guest should be higher than that of the host. We suspect that the uncontrolled size of buffer caches in those systems led to this contradictory result.
In this Letter, we first demonstrate that uncontrolled buffer cache induces an untrustworthy result as in [4] . Secondly, we propose a method to obtain reliable comparison between the storage performance of different virtualisation systems. The method allocates the same sizes of buffer caches to the evaluated systems. Our evaluation shows that the transferring overhead between host and guest systems is reflected in the results, which means that the proposed method provides reliable comparison between Xen and KVM.
Problem demonstration and analysis: To demonstrate the problem, we have performed experiments with several virtualised systems. Our five systems used for experiments are: a native system with 4 GB main memory (Native-4GB), a native system with 1 GB main memory that is also used as a host system of the KVM-hypervisor (Native-1GB or KVM-Host), a hardware-assisted virtualised guest OS on the KVMhypervisor (KVM-Guest), a guest domain 0 that is a host system of the Xen-hypervisor (Xen-Host), and a para-virtualised guest domain on the Xen-hypervisor (Xen-Guest). Our comparison extends that in [4] by including KVM-Host and KVM-Guest. Each of the virtual machines has a 1 GB main memory and 12 GB virtual SSD (solid-state drive) as a storage device.
We use a Postmark benchmark to generate I/O workloads in the experiments. The benchmark is widely used to evaluate storage performance, and also used in [4] . The Postmark emulates an I/O workload of the web-server that produces massive numbers of small and randomised read/write operations. In our configuration, Postmark produces about 8000 read and 2000 write operations on 2000 files. A single execution of Postmark performs more than 7 GB I/O requests. We executed one Postmark process on each of the systems and measured the throughput. Fig. 1 presents the results that reveal two questions. The native system with 4GB memory shows highest throughput, 294.05 MB/s, which is expected because the native system directly utilises the SSD. The throughputs of KVM-Host and KVM-Guest are 174.82 MB/s and 185 MB/s, respectively. The first question is why KVM-Guest has higher throughput. The KVM-Host handles the requests from KVM-Guest and conveys them to SSD [2] . The procedure makes an additional overhead due to CPU scheduling and I/O request processing in the host system. Thus, I/O processing of KVM-Guest cannot be faster than that of the host system. Similarly, throughputs of Xen-Host (136.14 MB/s) and Xen-Guest (144.59 MB/s) show counter-intuitive results, and that is the second question. Domain 0 in Xen is responsible for managing the I/O requests from other domains [2] . I/O requests from other domains are transferred to domain 0 by using the I/O ring mechanism of Xen. The transfer requires CPU scheduling and I/O requests processing in Dom0 that makes an additional overhead alike in KVM. Then, those requests are processed by domain 0 and passed to SSD. Therefore, the throughput of Xen-Guest should be lower than that of Xen-Host. The results of Xen-Guest and Xen-Host, however, are contrary to that expectation. The results of other research show a similar contradiction to ours. Fraser et al. compare storage system performance of the native system, Xen-Host and Xen-Guest [4] . In their experiment, Xen-Guest shows better storage performance than both Xen-Host and the native system. They wrote that the reason is 'an oscillatory behaviour of the Linux 2.4 memory system when doing bulk writes'. However, the explanation is doubtful because all systems use the same kernel version and same I/O workload.
To investigate the questions, we observe the amount of memory that is used for the buffer cache. In Fig. 2 , results indicate that the pattern of the buffer cache sizes is very similar to that of average throughputs in Fig. 1 . Although we tried to set up the same environments for systems used for experiments, the systems require different amounts of memory to boot because of different virtualisation systems. Xen-Host shows the lowest buffer cache size (569 MB) due to its special role in that Xen-Host has to load a backend device driver for the block and network device and Xen Daemon for managing the other domains. By contrast, Xen-Guest has much more buffer cache (912 MB) than Xen-Host because Xen-Guest has no such functionality. Note that there is a gap of 340 MB of free memory of Xen-Host and Xen-Guest. Similarly, KVM-Guest has more free memory than KVM-Host. For these reasons, we hypothesise that that the reason for the performance difference is due to the different sizes of buffer caches. Solutions for precise evaluation: There are two methods to control the buffer cache effect: 1. excluding the buffer cache layer in I/O processing completely, and 2. allocating the same amount of buffer cache for all systems. To implement the first method, the direct I/O mechanism, such as a file operation with O_DIRECT flag in UNIX, can be used. The method requests I/O for a device driver directly with omitting a buffer cache. However, it is an unrealistic scenario because most I/O requests in the real world do not use direct I/O due to the poor performance. Furthermore, it is difficult to use it in an experiment because many of the I/O benchmarks are not using direct I/O. We have to modify the well-written source codes, and it will decrease confidence in the result.
In contrast, allocating the same capacity of the buffer cache can be easily employed. In the Linux kernel, we can limit the allowed memory to a process or a group of processes with cGroup service. In the Windows Server system, a System Resource Manager provides the same functionality as the cGroup service in Linux.
We replayed our previous experiments for five systems with limited buffer caches using cGroup service. The allocated buffer cache size is 256 MB for each system. As depicted in Fig. 3 , the result is very different from the result of previous experiments. Native-4GB and Native-1GB show similar throughputs, 134.05 and 135.50 MB/s, respectively. The comparison between those two systems confirms that the cGroup properly controls a buffer cache size. The throughput of KVM-Guest (118.9 MB/s) is 12.25% lower than that of KVM-Host. In addition, the throughput of Xen-Guest (99.15 MB/s) is 21.85% lower than that of Xen-Host (126.87 MB/s). We believe that our new results finally reflect the overhead of I/O transfer between the guest and host system. Our results prove our hypothesis that the performance difference in previous experiments is caused by the different sizes of buffer caches. We conclude that the buffer cache size has to be properly controlled when we evaluate different virtualisation systems. We notice that many existing researches did not consider the buffer cache size when they evaluated the storage performance of virtualised systems. Chaudhary et al. evaluated the storage performance of the VMWare server, Xen, and OpenVZ [5] . Deshane et al. evaluated the abilities for isolation and scalabilities for I/O systems of Xen and KVM [6] . None of them mentioned about the size of free memory or the control method of the buffer cache on their experiments. Without such information, it would be difficult to provide reliable explanation about their results.
Conclusion:
In this Letter, we have first clarified the buffer cache effect on storage performance evaluation for virtualised systems. We have demonstrated that the size of the buffer cache induces unexplained results in comparison. In addition, we propose a method that allocates the same sizes of buffer caches. Our evaluation with the proposed method makes more sense with the characteristics of virtualised environments, so that we provide reliable comparisons between Xen and KVM.
