Many signal processing algorithms for distributed sensors are capable of improving their performance if the positions of sensors are known. In this paper, we focus on estimators for inferring the relative geometry of distributed arrays and sources, i.e. the setup geometry up to a scaling factor. Firstly, we present the Maximum Likelihood estimator derived under the assumption that the Direction of Arrival measurements follow the von Mises-Fisher distribution. Secondly, using unified notation, we show the relations between the cost functions of a number of state-of-the-art relative geometry estimators. Thirdly, we derive a novel estimator that exploits the concept of rays between the arrays and source event positions. Finally, we show the evaluation results for the presented estimators in various conditions, which indicate that major improvements in the probability of convergence to the optimum solution over the existing approaches can be achieved by using the proposed ray-based estimator.
INTRODUCTION
The locations of distributed devices equipped with acoustic sensors are often ad-hoc and unknown. In order to exploit the positioning of the distributed acoustic sensor arrays for source localization [1] and speech enhancement [2, 3] , their positions and orientations need to be determined. Different approaches like Acoustic Simultaneous Localization and Mapping [4] or self-calibration methods allows to determine those unknowns. Many self-localization methods exploit the low-rank properties of Time of Flight (ToF) measurements [5, 6] . However, in practice this requires full control over the sound sources and synchronization of capturing devices. In [7] an additional estimation of capture time offsets have been proposed using the lowrank matrix formulated in terms of ToF measurements. In [8] this method has been adapted to the Time Difference of Arrival (TDoA) measurements. For passive distributed sensor array self-calibration, the Direction of Arrival (DoA) measurements can additionally be exploited, which is typically approached in a two-step manner. First, the relative geometry is estimated using DoAs, and next the absolute positions of sensor arrays are computed based on the relative geometry and measured TDoAs [9, 10, 11, 12] . A one-step approach for joint DoA-TDoA array self-localization has been proposed in [13] .
In this paper, we propose a method to find the relative geometry of several acoustic sensor arrays and acoustic events by exploiting This research received financial support from the Foundation for Polish Science under grant number First TEAM/2017-3/23 which is co-financed by the European Union under the European Regional Development Fund. the concept of half-lines, also known as rays. We formulate the DoA based optimization problem which minimizes the error between the estimate of an acoustic event position observed jointly by all arrays and an event position estimated by each array independently. We show that the proposed ray-based Least-Squares (LS) cost function is highly robust towards random parameter initialization, which allows to avoid the usage of time-consuming methods for finding suitable initialization parameters such as the exhaustive grid search applied e.g. in [13] , or the multiple initialization scheme, used e.g. in [8] . In addition, we derive the Maximum-Likelihood (ML) estimator under the assumption that DoA measurements follow a von Mises-Fisher (vMF) distribution [14] . Using the unified notation, we show the relations between the presented ML estimator and a number of stateof-the-art estimators from the literature [9, 10, 11, 12] . Finally, in a set of experiments, we show the benefits of using the proposed ray-based estimator in terms of high robustness against random initialization and low variance, and compare its performance with the derived ML estimator and several existing estimators [9, 10, 11, 12 ].
PROBLEM FORMULATION
Consider a scenario in which N sensor arrays, hereafter referred to as nodes, and S consecutive events, emitted by one or more sources, are distributed in a D-dimensional ambient space spanned by standard basis (e1, e2, . . . , eD). The position of the i-th node is denoted as ni ∈ R D , while the positions of all nodes are denoted as an ordered set N = (n1, n2, . . . , nN ). Similarly, the position of the j-th event is given by vector sj ∈ R D , and the positions of all events are grouped into an ordered set S = (s1, s2, . . . , sS). Furthermore, we assume that each node is equipped with more than one sensor and that the local geometry of sensors within each node is known a priori, such that the DoA can be measured at the node. The orientation of the i-th node is defined by its local basis (bi,1, bi,2, . . . , bi,D) which contains orthonormal vectors b i,d ∈ R D . A change of basis from the standard basis into the local basis of the i-th node is given by a linear map Bi = [bi,1, bi,2, . . . , bi,D] T ∈ R D×D . In this work, we assume that the determinant of each matrix Bi is equal to one, and therefore those matrices are elements from the special orthogonal group, i.e., Bi ∈ SO(D). The ordered set containing all linear maps is denoted hereafter as B = (B1, B2, . . . , BN ). The relative position of the j-th acoustic event in reference to the position of the i-th node and its local basis can be expressed by vector p i,j ∈ R D defined as Fig. 1 . Example geometry with three nodes and one event in a twodimensional ambient space. Dashed vectors denote p i,j .
The DoA vector di,j ∈ R D pointing towards the j-th event from the i-th node position is given by
In this work, the focus on the estimation of the so-called relative geometry, i.e. the geometry up to an unknown scaling factor, which is fully defined by three ordered sets, namely B, N , and S. Such a relative geometry can be estimated based solely on the DoA measurements using the methods presented in Sec. 3.
BLIND ESTIMATION OF THE RELATIVE GEOMETRY
This section describes several estimators of B, N , and S, which fully define the relative geometry. In Sec. 3.1 we derive an ML estimator using vMF Probability Density Function (PDF). Then, using cosine angular distance, we show the relations between the presented ML estimator and several estimators known from the literature. In Sec. 3.2, a novel LS estimator is proposed, in which the ray equation is exploited instead of the angular distance. Finally, Sec. 3.3 discusses the most robust and accurate approaches and presents our suggested processing chain.
Maximum likelihood estimator and relation to prior work
Let us assume that the measured DoAs given by unit-length vectorš di,j follow vMF distribution in a D-dimensional space [14] , with operator(·) denoting the measured value. In this case, the PDF of the measured DoAs is given by
where Z(κi,j) is the normalization factor given by
κi,j denotes the concentration parameter of the PDF around the mean direction di,j, while Im(κ) is the m-th order modified Bessel function of the first kind. Assuming homoscedasticity of DoA measurements, we set κi,j = 1 for all (i, j) pairs. Under this assumption, the ML estimation problem can be formulated aŝ
The constraint on the linear maps can be removed by using the rotation matrices Bi = R(θi) with generators given by vector θi. Consequently, instead of searching for the entire set B, it is sufficient to find unknown generators Θ = [θ1, . . . , θN ] of B. The final ML estimation of the relative geometry based on the vMF distribution for DoAs under the homoscedasticity assumption can be expressed bŷ
where Ji,j is the cosine of the angle between the measured and estimated DoA vectors, which is given by
Over the years, several different DoA-based estimators for the relative geometry estimation have been proposed in the literature, among others [9, 10, 11, 12] . In the following, using the proposed unified notation, we present the mathematical relations between these approaches in terms a cosine angular distance Ji,j as an attempt to present to the reader the similarities and differences between the existing approaches. In [9] , the optimization problem has been formulated as a system of non-linear equations and later rewritten to simpler form by [10] . The resulting estimator [9] can be rewritten asΘ
In [10] the estimator has been derived based on geometric relations, and its cost function can be expressed using a cosine distance aŝ
where ψi,j denotes a heuristically set weight that is equal to the distance between the j-th event and the i-th node, i.e., ψi,j = p i,j 2 .
On the other hand, the estimator proposed in [11] has been derived using circular statistics and some heurestic weight was also advised as in [10] , which results in the following cost function
Recently, a LS estimator with the cost function defined as a sum of Euclidean distances between the measured and estimated DoAs has been proposed in [12] , and it can be written aŝ
Note that the minimization of the cost function given by (11) is equivalent to the maximization of the ML cost function given by (6) .
On the other hand, the only difference between the ML cost function given by (11) and cost function (10) is a heuristically set multiplicative weight ψi,j. In addition, it can be noticed that the difference between cost function (9) and cost function (10) is only in squaring the elements of the sum. Note that cost function (8) as presented in [10] can be expressed in terms of squared sinuses, and its relation to the ML cost function can be shown by using the Pythagorean trigonometric identity.
The proposed estimator based on the ray equation
In this section, we derive a novel estimator, which is based on the ray (i.e., half-line) equation. We begin by rewriting (1) to obtain an expression for the position of the j-th event, and factor out the scalar value p i,j 2 , which yields the following expression:
The first additive term in (12) can be decomposed into two components, namely the distance between the j-th event and i-th node positions, denoted as ψi,j = p i,j 2 , and the direction vector di,j defined as in (2) . Next, we can enforce the distance parameter ψi,j to be non-negative and write a general half-line equation
which describes a ray pointing from the position of the i-th node ni in the direction defined by the rotated vector B T i di,j, and which intersects with the point sj at a specific value of parameter ψi,j.
Next, we can exploit the fact that for the j-th event, the rays generated based on the DoAs measured in all nodes should intersect in a common point. However, due to the measurement noise and room reverberation, a single point of intersection is often not achieved in practice. In order to obtain an estimate of the j-th event position using the information provided by all nodes, we propose to use the ML estimator under the assumption that each position s (i) j is corrupted by an isotropic Gaussian noise. For a single event, the resulting estimator is given bȳ
Based on (13) and (14), we can formulate the constrained LS problem for joint estimation of the entire relative geometry, including all node and event positions. The residual is defined as the distance between the position of the j-th event observed at each array s (i) j and the ML estimate of the event positionsj. Minimization of the aforementioned residuals performed subject to two constraints, namely (i) the distance value ψi,j has to be real and non-negative, and (ii) the linear map Bi has to belong to the special orthonormal group for the D-dimensional Euclidean space. Thus the proposed optimization problem can be written aŝ The cost function (15) is prone to inherently converging to a solution from the null space. The reason for that is that the value of the cost function is strongly dependent on unknown distances ψi,j. When minimizing the cost function, the distances get minimized and the positions of nodes converge to a common location. To avoid solutions from the null space, we constrain the distances to be greater than zero by introducing a small real positive number λ. Similarly to (5) , instead of estimating the set B, we estimate the set Θ that generates B using rotation matrices. The final cost function for the LS estimation of the relative geometry based on the ray equations is formulated by substituting (13) and (14) into (15) , which yields Equation (16) provided at the bottom of the page.
The proposed refined method
All in all, the relative geometry can be found using any of the estimators presented in Secs. 3.1 and 3.2. However, each of them has different properties in terms of variance and robustness against random initialization in convergence to the global minimum. As confirmed by the experimental evaluation shown in Sec. 5, we propose to use the novel ray-based estimator given by (16) due to its low probability of getting trapped in local minima and almost the lowest variance. To increase the accuracy of the estimated relative geometry, we propose to refine the results obtained using (16) by running the ML estimator given by (11) or it's modified version proposed in [15] .
ABSOLUTE GEOMETRY ESTIMATION
Having found the relative geometry of the node and source event positions, the absolute geometry is computed by scaling the relative geometry by an unknown scale parameter γ in the following manner ni =γñi andŝj =γsj. Typically such estimation is based on the TDoA measurements. To this end, a simple averaging estimator based on inter-array TDoAs has been presented in [9, 10] . Recently, an efficient LS estimator of γ has been derived in [12] , which additionally finds onset recording times for inter-array synchronization. Another approach presented in [11] exploits intra-array TDoAs but its effectiveness is limited to the cases when events are located in close proximity of the arrays. In this work, for evaluation we use the method presented in [12] .
RESULTS AND EVALUATION
Throughout the experiments, we evaluate the cost functions given by (8), (9), (10), (11) , and (16) in a room of size 10 × 10 × 3 [m]. To minimize those cost function, we use an optimization algorithm described in [16] . The first experiment evaluates the success ratio of the presented cost functions in reaching a global minimum with random parameter initialization and perfect DoA and TDoA measurements. To this end, we adopt the strategy from [6] and consider a success when the following conditions are jointly met: ε(B,B) ≤ 0.01 and ε(N ,N ) ≤ 0.01 and ε(S,Ŝ) ≤ 0.01 , where
denotes the error between a set of ground truth parameters xi ∈ X and a set of estimated parametersxi ∈X , · F is the Frobenius norm, and |X | is a number of elements in set X . Figure 2 Fig. 2 . Success ratio of different estimators in convergence to the global minimum with noiseless DoAs and random initial parameters, for the varying number of nodes and events. For every test point we generated 1000 random realization of the network geometry. test. As can be observed, almost all cost functions improve their success ratios with the increasing number of events, except for (11) which tends to reach its best success ratio for the specific number of events for a given number of nodes. The cost functions that are based on the angular distance exhibit significantly lower success ratio than the proposed ray-based cost function (16) . Its success ratio tends to quickly decrease with an increasing number of nodes, yet the proposed ray-based cost function maintains a very high success ratio exceeding 0.95 value for S ≥ 10. The proposed refinement of estimates obtained with (16) using (11) leads to a minor increase of the success ratio, which indicates that the estimates obtained from the local minimum of (16) usually lead (11) to the local minimum as well.
The almost zero success ratio of (8) is caused by ambiguity of this cost function for orientation of node (i.e., condition ε(B,B) ≤ 0.01 is not met), we referee to [10] for details.
The second experiment evaluates the variances of estimates, and it is performed for N = 5 and S = 10 with an increasing standard deviation σDoA of DoAs and ground truth values of TDoAs. For each cost function, the optimizer is initialized with the ground truth values of parameters in order to avoid getting trapped in local minima. Figure 3 presents the resulting Root Mean Square Errors (RMSE) of the estimated parameters. As can be seen, the RMSE errors of all parameters are steadily increasing with an increasing σDoA. The presented ML cost function (11) and the proposed raybased cost function (16) significantly outperform other methods, while (16) is slightly less accurate than (11) . Thus the subsequent step after the ray-based relative geometry estimation should be to perform the refining estimation using cost function (11) when more accurate relative geometry estimate is sought for. We also report that the following cost functions (8), (9), (10), are sometimes unstable during numerical optimization due to the factor ψi,j that leads them to the solutions from the null space. We have not found any effective method to prevent this behavior without getting worse results.
The aim of the third experiment is to evaluate the proposed raybased estimation in more realistic acoustic conditions in a reverberant room. Room impulse responses in two rooms with reverberation times of RT60 = {400, 800} ms are simulated using the imagesource method [17] for N = 5 and S = 10. Each node consists of 8 microphones arranged on a cube with edge's length of 0.1 m, and SRP-PHAT [18] and GCC-PHAT [19] are used to estimate DoAs and TDoAs, respectively. In this experiment, we do not evaluate the following cost functions: (8), (9) , and (10) since in practice their success ratio is low and the RMSE results would be heavily biased by the results obtained when the cost functions got trapped in local minima. These cost functions would require the application of additional methods for optimization which are often based on multiple realization conditions such as the Random Sample Consensus (RANSAC) method [20] which has been applied e.g. in [9, 10, 11] or multiple-time initialization scheme applied in [8] . Note that in general RANSAC could also be applied to the proposed estimation chain in order to obtain even better results. Table 1 presents the RMSE results for the evaluated cost functions. The results of experiments performed in reverberant rooms indicate that the proposed refined method indeed offers an improvement in the relative geometry estimation, yet the robustness against random initialization achieved by (16) is preserved.
CONCLUSIONS
We have proposed an estimator of the relative geometry of distributed sensor arrays and events that is based on the ray equation. Furthermore, we derive the ML estimator based on the vMF PDF and relate to prior work. The results of performed experiments indicate that the proposed ray-based estimator is highly robust towards random initialization and that the ML estimator is highly accurate in position estimation in comparison with state-of-the-art approaches.
