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1 Introduction
Definition 1.1. Let A,B be C∗-algebras and ψ1, ψ2 be homomorphisms from A to B. We
say ψ1, ψ2 are stably homotopic, if there exists a homomorphism η from A to Mr(B) for some
integer r such that
ψ1 ⊕ η ∼h ψ2 ⊕ η,
i.e., ψ1 ⊕ η and ψ2 ⊕ η are homotopic as homomorphisms from A to Mr+1(B). In particular,
stably homotopic homomorphisms induce the same KK-class.
The following is the class of algebras we are concerned with:
Definition 1.2 (The class C). Let F1 and F2 be finite dimensional C∗-algebras and let ϕ0, ϕ1 :
F1 → F2 be homomorphisms. Set
A = A(F1, F2, ϕ0, ϕ1)
= {(f, a) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(a) and f(1) = ϕ1(a)}.
Denote by C the class of all unital such C∗-algebras.
The C∗-algebras constructed in this way have been studied by Elliott and Thomsen [6]
(see also [4] and [9]), which are sometimes called Elliott-Thomsen algebras or one-dimensional
non-commutative finite CW complexes (NCCW).
We begin with three examples with different types of obstructions, which exist for homo-
morphisms but vanish in the stable sense.
Example 1.3. Let A = A(F1, F2, ϕ0, ϕ1), where F1 = C⊕ C⊕ C, F2 = M2(C), and
ϕ0(a⊕ b⊕ c) =
(
a
c
)
, ϕ1(a⊕ b⊕ c) =
(
b
c
)
.
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Define three homomorphisms δ1, δ2, and δ3 : A→ C:
δ1(f, a⊕ b⊕ c) = a, (f, a⊕ b⊕ c) ∈ A,
δ2(f, a⊕ b⊕ c) = b, (f, a⊕ b⊕ c) ∈ A,
and
δ3(f, a⊕ b⊕ c) = c, (f, a⊕ b⊕ c) ∈ A.
Note that we have Hom(A,C) = {0, δ1, δ2, δ3} (all the homomorphisms from A to C). Suppose
that
δ1 ∼h δ2,
and denote the homotopy path in Hom(A,C) by Φθ, θ ∈ [0, 1]. Then {Φθ(g) | θ ∈ [0, 1]}, is a
connected subset of C, for any g ∈ A. But with
g0 = (
(
t
0
)
, 0⊕ 1⊕ 0) ∈ A,
we have {Φθ(g0) | θ ∈ [0, 1]} = {0, 1}, which is a contradiction.
So
δ1 h δ2, but δ1 ⊕ δ3 ∼h δ2 ⊕ δ3.
The stable homotopy path can be chosen as Hθ(f, a⊕ b⊕ c) = f(θ), θ ∈ [0, 1]. In particular,
KK(δ1) = KK(δ2).
Example 1.4. Let F1 = C, F2 = C ⊕ C, and ϕ0 = ϕ1 : F1 3 a 7→ a ⊕ a ∈ F2. Set
A = A(F1, F2, ϕ0, ϕ1) ∼= C(X); in fact, X is the topological space “8” and B = C˜0(0, 1) ∼= C(S1).
Construct homomorphisms ψ1, ψ2 from A to B,
ψ1(f1 ⊕ f2, a) =

f1(4t), if 0 ≤ t ≤ 14
f2(4t− 1), if 14 ≤ t ≤ 12
f1(3− 4t), if 12 ≤ t ≤ 34
f2(4t− 3), if 34 ≤ t ≤ 1
and
ψ2(f1 ⊕ f2, a) =
{
f2(2t), if 0 ≤ t ≤ 12
f2(2t− 1), if 12 ≤ t ≤ 1
.
Note that the fundamental group of X is the free group F2 with two generators {x, y}. By
Gelfand transform, the homomorphisms ψ1, ψ2 induce two continuous maps ψ′1, ψ′2 from S1 to
X and
[ψ′1] = xyx
−1y and [ψ′2] = y
2.
By Gelfand transform, we know that ψ1 h ψ2. But we have ψ1 ⊕ δ ∼h ψ2 ⊕ δ, where
δ(f1 ⊕ f2, a) = a.
(A concrete path can be obtained by applying the trick in Remark 4.2 to points 1
4
, 1
2
, and 3
4
.)
In particular, KK(ψ1) = KK(ψ2).
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Example 1.5. Set A = M2(C), B = M2(C(S1)), and
u =
(
z
1
)
∈ U(B).
Consider the natural embedding map ι from A to B, ι(a) = a. Set ψ1 = ι and ψ2 = u · ι · u∗.
We point out that
KK(ψ1) = KK(ψ2) = 1 ∈ Z ∼= KK(A,B).
Note that if the winding number corresponding to a unitary U in B is 2n, then there exists
a unitary path Ht in B with H0 = U and
H1 =
(
zn
zn
)
such that
U · ι · U∗ ∼h H1 · ι ·H∗1 = ι by Ht · ι ·H∗t .
But we cannot apply the above trick to u, whose winding number is 1.
In fact, every unital homomorphism from A to B corresponds to a continuous map from S1
to Aut(M2(C)), and the fundamental group of the space of homomorphisms is the same as the
fundamental group of Aut(M2(C)). As
pi1(Aut(M2(C))) = pi1(U(2)/{λ · 12 : λ ∈ C, ‖ λ ‖= 1}) ∼= Z/2Z,
we have [ψ1] = 2Z and [ψ2] = 1 + 2Z.
However, we still have
[u⊕ u∗] = [1B ⊕ 1B] ∈ U(M2(B))/U0(M2(B)),
i.e., there exists a unitary path Vt in M2(B) with V0 = u ⊕ u∗ and V1 = 1B ⊕ 1B. Then
Vt(ψ1 ⊕ 0)V ∗t gives
ψ1 ⊕ (u∗ · 0 · u) = ψ1 ⊕ 0 ∼h ψ2 ⊕ (u∗ · 0 · u),
where 0 is the 0 homomorphism from A to B.
In fact, Example 1.3 shows we need more points to push the spectrum; and Example 1.4
shows that we need more points to make the homotopy class of homomorphisms become coarser
(KK(C(X), C(S1)) is a commutative group, while fundamental group of X is F2); Example 1.5
shows that the fact that the whole homotopy class of a unitary u does not commute with a
given homomorphism may form an obstruction, but it will vanish in the stable sense. From the
tips of these examples, we pass to the general the sub-homogeneous class C and state our main
result:
Theorem 1.6. Let A,B ∈ C (Definition 1.2), and let ψ1, ψ2 be homomorphisms from A to B.
Then ψ1 and ψ2 are stably homotopic if, and only if,
KK(ψ1) = KK(ψ2).
In addition, the homomorphism η we add can be always chosen to be a homomor-
phism with finite dimensional image.
This paper is organized as follows. In Section 2 below, we collect some basic notions and tools
which we will use later. In Section 3, we show that each homomorphism between two Elliott-
Thomsen algebras could be homotopic to a homomorphism with m-standard form for some
positive integer m. In Section 4, we prove our main result, and conclude with the consequence
that every one-dimensional NCCW complex has property (H).
3
2 Preliminaries
We first list some basic notions and tools we will use later, which also help us to understand
the examples more clearly.
2.1 (Section 3 of [7]). For A = A(F1, F2, ϕ0, ϕ1) ∈ C with K0(F1) = Zp and K0(F2) = Zl,
consider the short exact sequence
0→ SF2 ι−→ A pi−→ F1 → 0,
where SF2 = C0(0, 1) ⊗ F2 is the suspension of F2, ι is the embedding map, and pi(f, a) =
a, (f, a) ∈ A . Then one has the six-term exact sequence
0→ K0(A) pi∗−→ K0(F1) ∂−→ K0(F2) ι∗−→ K1(A)→ 0,
where ∂ = α−β, and α, β are the matrices (with entries αij, βij ∈ N, i = 1, · · · , l, j = 1, · · · , p)
corresponding to the maps K0(ϕ0), K0(ϕ1) : K0(F1)→ K0(F2), respectively. Hence,
K0(A) = ker(α− β) ⊂ Zp, K1(A) = Zl/Im(α− β),
and
K+0 (A) = ker(α− β) ∩K+0 (F1).
2.2. Throughout this paper, when talking about KK(A,B) with A, B ∈ C, we shall assume
the notational convention that
A = A(F1, F2, ϕ0, ϕ1), B = B(F
′
1, F
′
2, ϕ
′
0, ϕ
′
1),
with
F1 =
p⊕
i=1
Mki(C), F2 =
l⊕
j=1
Mhj(C),
and
F ′1 =
p′⊕
i′=1
Mk′i′ (C), F
′
2 =
l′⊕
j′=1
Mh′j′ (C).
And we will use α, β, α′, and β′ to denote the matrices induced by ϕ0∗, ϕ1∗, ϕ′0∗ and ϕ′1∗,
respectively.
The following Lemma comes from the Remark 2.1 and Remark 2.2 in [1].
Lemma 2.3. Let A,B ∈ C and let φ : A → B be a homomorphism. Then φ is homotopic
to a new homomorphism ψ : A → B with Sp(pie ◦ ψ) ⊂ Sp(F1), where pie is the natural map
pie : B → F ′2.
2.4 ([1]). Let A, B ∈ C. Denote by C(A,B) the set of all the commutative diagrams
0 // K0(A)
λ0∗

pi∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 ,
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and by M(A,B) the subset of C(A,B) of all the commutative diagrams
0 // K0(A)
0

pi∗ // K0(F1)
µ0

α−β // K1(SF2)
µ1

ι∗ // K1(A)
0

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0
such that there exists µ ∈ Hom(K1(SF2),K0(F ′1)) satisfying µ0 = µ◦ (α−β), µ1 = (α′−β′)◦µ.
Since such a diagram is completely determined by µ, we may denote it by λµ.
2.5. For two commutative diagrams λI , λII ∈ C(A,B),
0 // K0(A)
λI0∗

pi∗ // K0(F1)
λI0

α−β // K1(SF2)
λI1

ι∗ // K1(A)
λI1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0
and
0 // K0(A)
λII0∗

pi∗ // K0(F1)
λII0

α−β // K1(SF2)
λII1

ι∗ // K1(A)
λII1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 ,
define the sum of λI and λII as
0 // K0(A)
λI0∗+λII0∗

pi∗ // K0(F1)
λI0+λII0

α−β // K1(SF2)
λI1+λII1

ι∗ // K1(A)
λI1∗+λII1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 .
Note that λI + λII ∈ C(A,B). The diagram
0 // K0(A)
0

pi∗ // K0(F1)
0

α−β // K1(SF2)
0

ι∗ // K1(A)
0

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 ,
to be denoted by 0, is the (unique) zero element of C(A,B). (Clearly, λ+0 = λ for λ ∈ C(A,B).)
Given a commutative diagram λ ∈ C(A,B),
0 // K0(A)
λ0∗

pi∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 ,
the inverse of λ, to be denoted by −λ, is
0 // K0(A)
−λ0∗

pi∗ // K0(F1)
−λ0

α−β // K1(SF2)
−λ1

ι∗ // K1(A)
−λ1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 .
5
Note that −λ ∈ C(A,B), and λ+ (−λ) = 0.
Then C(A,B) is an Abelian group, and M(A,B) is a subgroup of C(A,B).
Theorem 2.6 ([1]). Let A, B ∈ C. Then we have a natural isomorphism of groups
KK(A,B) ∼= C(A,B)/M(A,B).
Lemma 2.7 (Lemma 2.5 of [1]). Let A, B ∈ C be minimal. Let λ be a commutative diagram,
0 // K0(A)
λ0∗

pi∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 ,
where the map λ0 is positive. Let
τ =
l′⊕
j′=1
τj′ : A→ C([0, 1], F ′2)
be a homomorphism such that Sp(pi′0 ◦ τ), Sp(pi′1 ◦ τ) ⊂ Sp(F1) and
K0(pi
′
0 ◦ τ) = α′ ◦ λ0 and K0(pi′1 ◦ τ) = β′ ◦ λ0,
where pi′0 and pi′1 are the point evaluations at 0 and 1, respectively. Then there exists a unitary
u ∈ C([0, 1], F2) such that Adu ◦ τ gives a homomorphism from A to B.
3 Perturbation and standard form
Definition 3.1. If A = A(F1, F2, ϕ0, ϕ1) ∈ C, we shall say that a homomorphism φ : A →
Mr(C[0, 1]) has standard form if:
(i) φ has the expression
φt(f) = U(t)
∗

f(s1(t))
f(s2(t))
. . .
f(sk(t))
U(t), ∀ f ∈ A, (∗)
where U ∈Mr(C[0, 1]) and {si(t)}ki=1 ⊂ C([0, 1], Sp(F1)) ∪ C([0, 1], Sp(SF2)).
(ii) Each of {si(t)}ki=1 has one of the following basic forms:
{θ1, · · · , θp, (t, 1), · · · , (t, l), (1− t, 1), · · · , (1− t, l)},
where θj is the jth point in Sp(F1) and (t,m) denotes the point t on the mth copy of the interval
(0, 1) in Sp(SF2).
Definition 3.2. Let n ∈ N+, A ∈ C with Sp(A) = Sp(F1)∪
∐l
i=1(0, 1)i. Set I
0
i = (0,
1
n
]i,· · · , Iri =
[ r−1
n
, r
n
]i,· · · , In−1i = [n−1n , 1)i for i = 1, 2, · · · , l. Then Sp(A) = Sp(F1)∪
∐l
i=1
⋃n
r=1 I
r
i . We shall
call this an n-partition of Sp(A) and refer to I11 , · · · , Iri , · · · , Inl as dividing intervals.
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Definition 3.3. Let A,B ∈ C and let φ be a homomorphism from A to B. We shall say φ has
n-standard form if after identifying each dividing interval of Sp(B) with [0, 1], φ has standard
form on each dividing interval.
Example 3.4. Choose A as in Example 1.3. Define φ : A→M3(C[0, 1]) as follows:
φ(f, a⊕ b⊕ c) =

(
a
f(2t)
)
, if 0 ≤ t ≤ 1
2
; 1 0 00 0 1
0 1 0
( f(2t− 1)
b
) 1 0 00 0 1
0 1 0
 , if 12 ≤ t ≤ 1.
Then φ has 2-standard form.
The following result is essentially contained in Lemma 3.5 of [8].
Lemma 3.5. Let A ∈ C, F ⊂ A be a finite subset, and δ > 0. There exist a finite subset G
and ε > 0 such that if ψ, ϕ : A→Mr(C) are homomorphisms, for some integer r, with
‖ψ(g)− ϕ(g)‖ < ε, ∀ g ∈ G,
then there is a homomorphism φ : A→Mr(C[0, 1]) such that φ0 = ψ, φ1 = ϕ, and
‖φt(f)− ψ(f)‖ < δ, ∀ f ∈ F, t ∈ [0, 1].
Moreover, φ may be chosen to be homotopic to a homomorphism with 3-standard form.
Proof. The first part is included in [8, Lemma 3.5] and the homomorphism φ has the expression
(∗)(condition (i) in Definition 3.1) on [0, 1
3
], [1
3
, 2
3
] and [2
3
, 1]. For the second part, consider the
interval [0, 1
3
], after identifying [0, 1
3
] with [0, 1], for each k, we require that sk(t) satisfies one of
the following conditions:
(1) sk(t) ∈ {θ1, · · · , θp};
(2) Imsk(t) ⊂ (0, 1)ik for some ik ∈ {1, 2, · · · , l};
(3) sk(t) ∈ (0, 1)ik , (0 ≤ t < 1) and sk(1) = 0ik for some ik;
(4) sk(t) ∈ (0, 1)ik , (0 ≤ t < 1) and sk(1) = 1ik for some ik;
(5) sk(t) ∈ (0, 1)ik , (0 < t ≤ 1) and sk(0) = 0ik for some ik;
(6) sk(t) ∈ (0, 1)ik , (0 < t ≤ 1) and sk(0) = 1ik for some ik;
(7) sk(t) ∈ (0, 1)ik , (0 < t < 1) and sk(0) = sk(1) = 0ik for some ik;
(8) sk(t) ∈ (0, 1)ik , (0 < t < 1) and sk(0) = sk(1) = 1ik for some ik;
(9) sk(t) ∈ (0, 1)ik , (0 < t < 1) and sk(0) = 0ik , sk(1) = 1ik for some ik;
(10) sk(t) ∈ (0, 1)ik , (0 < t < 1) and sk(0) = 1ik , sk(1) = 0ik for some ik.
Then we use the following basic techniques:
(a) If sk(t) satisfies (2), (3), (5) or (7), then sk(t) is homotopic to s˜k(t) = 0ik ;
(b) If sk(t) satisfies (4), (6) or (8), then sk(t) is homotopic to s˜k(t) = 1ik ;
(c) If sk(t) satisfies (9), then sk(t) is homotopic to s˜k(t) = (t, ik);
(d) If sk(t) satisfies (10), then sk(t) is homotopic to s˜k(t) = (1− t, ik).
Now we get a new homomorphism φ(1) which has standard form on [0, 1
3
]. Note that after
the homotopy step on the interval [0, 1
3
], φ(1) still has the expression (∗) on the interval [1
3
, 2
3
].
Then for each k, sk(t) still satisfys one of the ten conditions above, so we repeat the same
techniques for [1
3
, 2
3
] and [2
3
, 1], in this way, we obtain a homomorphism φ(3) with 3-standard
form. This shows that φ is homotopic to a homomorphism of 3-standard form.
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The following lemma is [2, Corollary 4.3].
Lemma 3.6. Let A be a semiprojective C∗-algebra generated by a finite or countable set G =
{x1, x2, · · · } with lim
j→∞
‖xj‖ = 0 if G is infinite. Then there is a δ > 0 such that, whenever B is
a C∗-algebra, and φ0 and φ1 are homomorphisms from A to B with ‖φ0(xj)− φ1(xj)‖ < δ for
all j, then φ0 and φ1 are homotopic. (The number δ depends on A and the set G of generators,
but not on B or the maps φ0, φ1.)
Theorem 3.7. Let A,B ∈ C. Then any homomorphism from A to B is homotopic to a
homomorphism of m-standard form for some m.
Proof. Note that A is semiprojective and finitely generated by [5]. Set G be the finite set
generates A, with δ > 0 as in Lemma 3.6, apply Lemma 3.5 for A, G, δ/2 and Mk(C), with k
large enough that B ⊂Mk(C[0, 1]), to obtain a finite subset G ⊂ A and ε > 0.
Let φ : A → B be a homomorphism, by Lemma 2.3, we may assume that Sp(pie ◦ φ) ⊂
Sp(F1). Since G ∪ G is finite, then there exist n ∈ N+ and an n-partition of Sp(B), such that
for any x, y in the same dividing interval, we have
‖φx(g)− φy(g)‖ < min{ε, δ
2
}, ∀ g ∈ G ∪ G.
Consider each dividing interval Iri ⊂ Sp(B), and let x = ( rn , i), y = ( r+1n , i). By Lemma 3.5,
there exists a homomorphism ψ|Iri : A→Mk(C(Iri )) such that
ψ( r
n
,i) = φ( r
n
,i), ψ( r+1
n
,i) = φ( r+1
n
,i)
and
‖ψt(g)− φ( r
n
,i)(g)‖ < δ
2
, ∀ g ∈ G, t ∈ Iri .
The ψ|Iri fit together to define a single homomorphism ψ : A→ B and Sp(pie ◦ ψ) ⊂ Sp(F1).
It is clear that
‖φ|Iri (g)− ψ|Iri (g)‖ < δ, ∀ g ∈ G,
then we have
‖φ(g)− ψ(g)‖ < δ, ∀ g ∈ G.
By the conclusion of Lemma 3.6, φ is homotopic to ψ.
Consider the 3n-partition of Sp(B), ψ has the expression (∗) on each dividing interval
J11 , · · · , Jri , · · · , J3nl . Beginning with J11 , using the basic homotopic techniques in Lemma 3.5,
ψ is homotopic to a homomorphism ψ(1) which has standard form on J11 , step by step, we can
obtain that ψ is homotopic to ψ(3n) and ψ(3n) has 3n-standard form on all the dividing intervals.
Then φ is homotopic to a homomorphism of 3n-standard form.
4 Stable homotopy
At the beginning of this section, we list one more example and write down some homotopy
paths, the idea of which also works for Example 1.4.
Example 4.1. Suppose that A = C[0, 1], B = C(S1), and ψ is a 2-standard form homomor-
phism from A to B:
ψ(f) =
{
f(2t), if 0 ≤ t ≤ 1
2
f(2− 2t), if 1
2
≤ t ≤ 1 .
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Denote by η the 1-standard form homomorphism from A to B that
η(f) = f(1).
Note that the homomorphism ψ ⊕ η is homotopic to a 3-standard form homomorphism ρ,
ρ(f) =

(
f(3t)
f(1)
)
, if 0 ≤ t ≤ 1
3(
f(1)
f(1)
)
, if 1
3
≤ t ≤ 2
3(
f(3− 3t)
f(1)
)
, if 2
3
≤ t ≤ 1
,
which can also be written as
ρ(f) =

v(t)
(
f(3t)
f(1)
)
v(t)∗, if 0 ≤ t ≤ 1
3
v(t)
(
f(1)
f(1)
)
v(t)∗, if 1
3
≤ t ≤ 2
3
v(t)
(
f(1)
f(3− 3t)
)
v(t)∗, if 2
3
≤ t ≤ 1
,
where
v(t) =

(
1
1
)
, if 0 ≤ t ≤ 1
3(
cos(pi
2
· (3t− 1)) sin(pi
2
· (3t− 1))
− sin(pi
2
· (3t− 1)) cos(pi
2
· (3t− 1))
)
, if 1
3
≤ t ≤ 2
3(
1
1
)
, if 2
3
≤ t ≤ 1
.
From this we can see that ρ is homotopic to the 1-standard form homomorphism ρ′,
ρ′(f) = v(t)
(
f(t)
f(1− t)
)
v(t)∗
The construction above can be generalized as follows:
Remark 4.2. Suppose that A,B ∈ C, ψ : A → B is a homomorphism, and ι′ is the natural
embedding map from B to F ′2 ⊗ C[0, 1].
For t0 ∈ (0, 1), denote by ηt0 the homomorphism from A to F ′2 ⊗ C[0, 1] defined by
ηt0(f) = ψ(f)(t0) ∈ F ′2 ⊗ C[0, 1], ∀f ∈ A.
Note that ι′ ◦ ψ ∼h ρ, where
ρ(f)(t) =

ψ(f)(3t0 · t), if 0 ≤ t ≤ 13
ψ(f)(t0), if 13 ≤ t ≤ 23
ψ(f)(3(1− t0)t+ 3t0 − 2), if 23 ≤ t ≤ 1
.
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Also,
ρ⊕ η0 = V (t)ρ′V (t)∗,
where
ρ′(f)(t) =

(
ψ(f)(3t0 · t)
ψ(f)(t0)
)
, if 0 ≤ t ≤ 1
3(
ψ(f)(t0)
ψ(f)(t0)
)
, if 1
3
≤ t ≤ 2
3(
ψ(f)(t0)
ψ(f)(3(1− t0)t+ 3t0 − 2)
)
, if 2
3
≤ t ≤ 1
,
V (t) =

(
1
1
)
⊗ 1F ′2⊗C[0,1], if 0 ≤ t ≤ 13(
cos(pi
2
· (3t− 1)) sin(pi
2
· (3t− 1))
− sin(pi
2
· (3t− 1)) cos(pi
2
· (3t− 1))
)
⊗ 1F ′2⊗C[0,1], if 13 ≤ t ≤ 23(
1
1
)
⊗ 1F ′2⊗C[0,1], if 23 ≤ t ≤ 1
.
We also have ρ′ ∼h ρ′′, where
ρ′′(f)(t) =
(
ψ(f)( t
t0
)
ψ(f)( t−t0
1−t0 )
)
.
That is, we have
φ⊕ η0 ∼h V (t)ρ′′V (t)∗.
Furthermore, the homotopy path Hθ with θ ∈ [0, 1], H0 = φ ⊕ η0 and H1 = V (t)ρ′′V (t)∗, can
be chosen to satisfy
pi′0 ◦Hθ(f) =
(
ψ(f)(0)
ψ(f)(t0)
)
and pi′1 ◦Hθ(f) =
(
ψ(f)(1)
ψ(f)(t0)
)
,
where pi′0, pi′1 are the point evaluations of M2(F2 ⊗ C[0, 1]) at 0 and 1.
As the homomorphism ηt0 ⊗ 1B has the form
u(
r⊕
ηt0)u
∗, for some u ∈ C([0, 1],Mr(F ′2)),
where r =
∑l′
j′=1 h
′
j′ . For homomorphism ψ ⊕ (ηt0 ⊗ 1B) = (1B ⊕ u)(ψ ⊕
⊕r ηt0)(1B ⊕ u∗), we
can apply the same construction to ψ⊕⊕r ηt0 by regarding the first copy of ηt0 in the diagonal
as ηt0 , we will have a homotopy path from A to Mr(B).
The idea of the following lemma comes from Example 1.4, Example 4.1, and Remark 4.2.
Lemma 4.3. Let A,B ∈ C. Given any m-standard form homomorphism ψ from A to B, there
exists a homomorphism η from A to Mr(B), for some integer r, such that ψ ⊕ η is homotopic
to a homomorphism with 1-standard form.
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Proof. Consider the homomorphism
η :=
m−1⊕
k=1
ψ k
m
⊗ 1B, A→Mr(B),
where r = (m − 1)∑l′j′=1 h′j′ , and ψ km : A → F ′2 is the point evaluation of B at km composed
with ψ. Applying the trick we describe in Remark 4.2 m − 1 times to the points { k
m
}m−1k=1 , we
obtain that ψ ⊕ η is homotopic to a homomorphism of 1-standard form.
Recall that for a m-standard form, unitary is just piecewise continuous (Example
3.4). But when we consider the 1-standard form, the unitary is a continuous
element in F′2 ⊗C[0,1].
We list the basic homotopy lemma from functional calculus:
Proposition 4.4. Let D ⊂Mn(C) be a sub C∗-algebra. Let v be a unitary in Mn(C) with
vdv∗ = d, for all d ∈ D.
Then there exists a unitary path Vt, t ∈ [0, 1], in Mn(C), with V0 = v, V1 = 1n, inducing the
relation
v ∼h 1n,
such that
VtdV
∗
t = d, for all d ∈ D and t ∈ [0, 1].
Suggested by Example 1.5, we have
Lemma 4.5. Let A,B ∈ C, ψ1, ψ2 are two 1-standard form homomorphisms from A to B,
inducing the same λ ∈ C(A,B),
0 // K0(A)
λ0∗

pi∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 .
Then there is a homomorphism ζ with finite dimensional image from A to Mr(B) such that
ψ1 ⊕ ζ ∼h ψ2 ⊕ ζ.
Proof. As the 1-standard form homomorphisms ψ1, ψ2 induce the same diagram, we have that
for each j′th block of B, the differences of the multiplicities of fj(t) and fj(1− t) in ψ1, ψ2 are
the same, which is equal to the (j′, j)th entry of λ1. On one hand, from Example 4.1, we know
that
ρ′ ∼h ψ ⊕ η ∼h ξ,
where
ξ(f) =
(
f(0)
f(1)
)
.
On the other hand, using the same trick as in Example 4.1 and Remark 4.2, we have
ψ1 ∼h ψ˜1 = u(t)χu(t)∗ for some u(t) ∈ U(F ′2 ⊗ C[0, 1])
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and
ψ2 ∼h ψ˜2 = v(t)χv(t)∗ for some v(t) ∈ U(F ′2 ⊗ C[0, 1]).
(Here, we can require both u(t)χu(t)∗ and v(t)χv(t)∗ to have 1-standard form with χ satisfing
that at each j′th block of B, at least one of the multiplicities of fj(t) and fj(1− t) is 0.)
We hope that u(t)v(t)∗ is a unitary in B. This is not always true, but we claim that u(t)v(t)∗
is homotopic to a unitary in B. This is because there exist ζ1, ζ2 : F1 → F ′1 such that we have
the following commutative diagrams:
A
u(t)χu(t)∗//
pi
$$
B pi
′
// F ′1
F1
ζ1
99
and A
v(t)χv(t)∗ //
pi
$$
B pi
′
// F ′1
F1
ζ2
99
.
As ζ1, ζ2 induce the same map λ0 between K0(F1) and K0(F ′1), there exists a unitary W ∈ F ′1
such that
Wζ2W
∗ = ζ1,
ϕ′0(W )(pi0 ◦ ψ˜2)ϕ′0(W )∗ = u(0)v(0)∗(pi0 ◦ ψ˜2)(u(0)v(0)∗)∗, and
ϕ′1(W )(pi1 ◦ ψ˜2)ϕ′1(W )∗ = u(1)v(1)∗(pi1 ◦ ψ˜2)(u(1)v(1)∗)∗.
Applying Proposition 4.4, we have
ϕ′0(W )
∗u(0)v(0)∗ ∼h 1F ′2 , by Vs, s ∈ [0, 1],
and
ϕ′1(W )
∗u(1)v(1)∗ ∼h 1F ′2 , by V˜s, s ∈ [0, 1].
Note that
u(t)v∗(t) ∼h w(t),
where
w(t) =

ϕ′0(W ) · V(1−3t), if 0 ≤ t ≤ 13
u(3t− 1)v∗(3t− 1), if 1
3
≤ t ≤ 2
3
ϕ′1(W ) · V(3t−2), if 23 ≤ t ≤ 1
∈ U(B),
and this gives
ψ˜1 = u(t)v(t)
∗ψ˜2v(t)u(t)∗ ∼h w(t)ψ˜2w(t)∗.
Using the trick from Example 1.5, we deduce that
(w(t)ψ˜2w(t)
∗)⊕ (w(t)∗0w(t)) ∼h ψ˜2 ⊕ (w(t)∗0w(t)).
Example 1.3 shows that two homomorphisms with the same KK-class may induce different
diagrams in C(A,B), and in that example we need to add enough point evaluations and push
the spectrum point from 0 to 1. Suggested by this example, we will need:
Lemma 4.6. Let ψ1, ψ2 two 1-standard form homomorphisms from A to B inducing the same
KK-class. Then there is a homomorphism ζ with finite dimensional image from A to Mr(B),
for some integer r such that
ψ1 ⊕ ζ ∼h ψ2 ⊕ ζ.
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Proof. ψ1, ψ2 are two 1-standard form homomorphisms inducing λ1, λ2 ∈ C(A,B). If λ1 = λ2,
then by Lemma 4.5, the proof is finished.
As KK(ψ1) = KK(ψ2), if λ1 6= λ2, by Theorem 2.6, then there exists a map µ : K1(SF2)→
K0(F
′
1) inducing an element λµ ∈M(A,B) such that
λ1 + λµ = λ2.
So, as suggested by Lemma 4.5, we wish to show that there exists a homomorphism η, with
finite dimensional image and inducing ξ ∈ C(A,B), such that ψ1 ⊕ η is homotopic to a 1-
standard form homomorphism inducing the diagram λ2 + ξ, which is also the diagram induced
by ψ2 ⊕ η. And we only need to show that this is true when µ is any matrix unit, since the
stably homotopic relation is an equivalent relation. (µ is a finite sum of matrix units.)
We shall deal with the case µ = e11; the other cases are similar. Then, λµ ∈M(A,B) is the
diagram
0 // K0(A)
0

pi∗ // K0(F1)
e11(α−β)

α−β // K1(SF2)
(α′−β′)e11

ι∗ // K1(A)
0

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 .
Let κ be the following diagram in C(A,B):
0 // K0(A)
κ0∗

pi∗ // K0(F1)
κ0

α−β // K1(SF2)
0

ι∗ // K1(A)
0

// 0
0 // K0(B)
pi′∗
// K0(F
′
1) α′−β′
// K1(SF
′
2) ι′∗
// K1(B) // 0 ,
where
κ0 =

k′1 k
′
1 · · · k′1
k′2 k
′
2 · · · k′2
...
... . . .
...
k′p k
′
p · · · k′p

p′×p
.
Recall that (k′1, k′2, · · · , k′p) = [1B] is the scale in K0(B).
There exists a large enough integer c (ck′1 ≥ ‖e11β‖∞, and the following ∆j′i ≥ 0, for all
j′ = 1, 2, · · · , l′, i = 1, 2, · · · , p) that we have the following 1-standard form homomorphism η0
inducing cκ+ λµ.
For any j′ ∈ {1, 2, · · · , l′}, define a homomorphism from A to the algebraMr(Mh′j′ (C[0, 1]))
(for some integer r):
A 3 (f, a) φj′7−→ gj′ ∈Mr(Mh′j′ (C[0, 1]))
with
gj′(t) = diag{f(t, 1), f(t, 1), · · · , f(t, 1)︸ ︷︷ ︸
αj′1
}
⊕ diag{f(1− t, 1), f(1− t, 1), · · · , f(1− t, 1)︸ ︷︷ ︸
βj′1
}
⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆j′i
},
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where
∆j′i = (α
′ ◦ (e11(α− β) + cκ0))j′i − (α11 · α′j′1 + βji · β′j′1).
Then, with
φ =
l′⊕
j′=1
φj′ ,
by Lemma 2.7 we have a unitary u such that η0 = uφu∗ is a homomorphism from A to Mr(B)
inducing the commutative diagram cκ+ λµ.
Furthermore, we can choose the above u who satisfies that uHsu∗ is also a homomorphism
for every s ∈ [0, 1] with
Sp(θi′ ◦Hs) ∩
l∐
j=1
(0, 1)j = ∅, i′ = 2, 3, · · · , p′, s ∈ (0, 1),
where Hs is a homotopy path of homomorphisms from A to Mr(F2 ⊗ C[0, 1]). Write
Hs(f) =
l′⊕
j′=1
φs,j′ ,
where
A 3 (f, a) φs,j′7−→ gs,j′ ∈Mr(Mh′j′ (C[0, 1]))
with
gs,j′(t) = diag{f(st, 1), f(st, 1), · · · , f(st, 1)︸ ︷︷ ︸
αj′1
}
⊕ diag{f(1− st, 1), f(1− st, 1), · · · , f(1− st, 1)︸ ︷︷ ︸
βj′1
}
⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆j′i
}.
Then uHsu∗ induces a homotopy
η0 ∼h η,
where η = uH1u∗ is a homomorphism inducing the diagram cκ with finite dimensional image.
(One can imagine for comparison the simple example that the identity map from C[0,1] to
C[0,1] is homotopic to the point evaluation at 1.)
Now we have
ψ1 ⊕ η ∼h ψ1 ⊕ η0,
and ψ1 ⊕ η0 induces λ1 + cκ+ λµ = λ2 + cκ.
For the general µ = µi′jei′j, we repeat the above construction
∑l
j=1
∑p′
i′=1 | µi′j | times. The
conclusion of the lemma follows with ζ is the sum of such
∑l
j=1
∑p′
i′=1 | µi′j | homomorphisms
with finite dimensional images.
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Proof of Theorem 1.6. We only need to show that two homomorphism ψ1, ψ2 inducing the
same KK-class are stably homotopic. By Theorem 3.7, we have the two homomorphisms ψ1, ψ2
homotopic to ψ′1, ψ′2, which are of m1- and m2-standard form, respectively. By Lemma 4.3,
there exists a homomorphism η1 such that the homomorphisms
ψ′1 ⊕ η1, ψ′2 ⊕ η1
are homotopic to two 1-standard form homomorphisms ψ′′1 , ψ′′2 , respectively. And at last, by
Lemma 4.6, there exists a homomorphism η2 such that
ψ′′1 ⊕ η2 ∼h ψ′′2 ⊕ η2.
That is,
ψ1 ⊕ η1 ⊕ η2 ∼h ψ2 ⊕ η1 ⊕ η2,
as desired.
The property (H) of C∗-algebras plays an important role in the classification theory, we use
stable homotopy to prove that any one-dimensional NCCW complex has this property.
Definition 4.7 ([3]). A C∗-algebra is said to have property (H) if, for any finite F ⊂ A and
ε > 0, there exist a homomorphism ρ : A → Mr−1(A) and a homomorphism µ : A → Mr(A)
with finite dimensional image such that
‖f ⊕ ρ(f)− µ(f)‖ < ε, ∀f ∈ F.
We add one more classical example here.
Example 4.8. Consider the two homomorphisms ψ1, ψ2 : C[0, 1]→M2(C[0, 1]) :
ψ1(f) =
(
f(t)
f(1− t)
)
and
ψ2(f) = v(t)
(
f(t)
f(1− t)
)
v(t)∗,
where
v(t) =

(
cos(pit
2
) sin(pit
2
)
−sin(pit
2
) cos(pit
2
)
)(
1
1
)
, if 0 ≤ t ≤ 1
2(
cos(pit
2
) sin(pit
2
)
−sin(pit
2
) cos(pit
2
)
)(
1
1
)
, if 1
2
< t ≤ 1
.
As is well known that ψ1 and ψ2 are approximate unitary equivalent, and the unitary U ∈
M2(C[0, 1]) can be chosen to satisfy that U(0) = U(1) = 1M2 .
Theorem 4.9. Every unital one-dimensional NCCW complex has property (H).
Proof. By Theorem 2.6, the map id : A→ A induces the following commutative diagram, λ
0 // K0(A)
λ0∗

pi∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(A) pi∗
// K0(F1) α−β
// K1(SF2) ι∗
// K1(A) // 0 ,
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where λ0 = Ip×p, λ1 = Il×l.
Construct a commutative diagram λ′ ∈ C(A,A) as follows:
0 // K0(A)
λ′0∗

pi∗ // K0(F1)
λ′0

α−β // K1(SF2)
λ′1

ι∗ // K1(A)
λ′1∗

// 0
0 // K0(A) pi∗
// K0(F1) α−β
// K1(SF2) ι∗
// K1(A) // 0 ,
with
λ′0 = L

k1 k1 · · · k1
k2 k2 · · · k2
...
... . . .
...
kp kp · · · kp
− λ0 and λ′1 = −λ1,
where L ∈ N is large integer (satisfying that the following ∆ji ≥ 0, for any i, j). Consider the
sum ζ = λ+ λ′:
0 // K0(A)
λ0∗+λ′0∗

pi∗ // K0(F1)
λ0+λ′0

α−β // K1(SF2)
λ1+λ′1

ι∗ // K1(A)
λ1∗+λ′1∗

// 0
0 // K0(A) pi∗
// K0(F1) α−β
// K1(SF2) ι∗
// K1(A) // 0 .
Then we construct a homomorphism φ = u(
⊕l
j=1 φj)u
∗ : A → Mm(A) of 1-standard form
inducing the diagram λ′, for some integer m and unitary u ∈ Mm(C([0, 1], F2)) (Lemma 2.7),
where
A 3 (f, a) φj7−→ gj ∈Mm(Mhj(C[0, 1]))
with
gj(t) = f(1− t, j)⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆ji
},
and
∆ = αλ′0 − β,
∆ji is the (j, i)th entry of ∆. Denote ψ = (1A ⊕ u)v(
⊕l
j=1 ψj)v
∗(1A ⊕ u∗) : A → Mm+1(A) of
1-standard form inducing the diagram ζ where
A 3 (f, a) ψj7−→ g′j ∈Mm+1(Mhj(C[0, 1]))
with
g′j(t) =
(
f(0, j)
f(1, j)
)
⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆ji
},
and
v =
l⊕
j=1
((
(
cos(pit
2
) sin(pit
2
)
−sin(pit
2
) cos(pit
2
)
)
⊗ 1C([0,1],Mhj ))⊕ 1C([0,1],M(m−1)hj )).
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Then by Theorem 2.6,
KK(id⊕ φ) = KK(ψ).
And in fact, from Remark 4.2, we have
id⊕ φ ∼h ψ.
For any finite F ⊂ A and ε > 0, there exists a 0 < δ < 1
100
such that
‖ f(t, j)− f(s, j) ‖< ε
2
, for any |s− t| < δ, s, t ∈ [0, 1], j = 1, 2, · · · , l.
Set n ∈ N with 1
2n
< δ. Denote
Rf (t) =
l⊕
j=1
(
2n−1−1⊕
c=1
diag{f( c
2n
, j), · · · , f( c
2n
, j)︸ ︷︷ ︸∑l
j=1 hj
} ⊕
2n−1⊕
c=2n−1+1
diag{f( c
2n
, j), · · · , f( c
2n
, j)︸ ︷︷ ︸∑l
j=1 hj
}).
By Lemma 2.7, there is a unitary U ∈Mr(F2⊗C[0, 1]) such that URf (t)U∗ is a homomorphism
from A to Mr(A) and denote Rjf (t) the corresponding sub copy into Mr(Mhj(C[0, 1])). Denote
ω = (((1A ⊕ u)v) ⊕ U)(
⊕l
j=1 ωj)((v
∗(1A ⊕ u∗)) ⊕ U∗) : A → M1+m+r(A) of 1-standard form,
where
A 3 (f, a) ωj7−→ zj ∈M1+m+r(Mhj(C[0, 1]))
with
zj(t) = f(t, j)⊕ φj(f)(1− t)⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆ji
} ⊕Rjf (t), for t ∈ [0,
1
2n
];
for d
2n
≤ t ≤ d+1
2n
≤ 1
2
, d is a integer, 1 ≤ d ≤ 2n−1 − 1,
zj(t) = f(
1
2n
, j)⊕ f(1− 1
2n
, j)⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆ji
} ⊕Rjf
′
(t),
where Rjf
′
(t) is the function obtained from Rjf (t) by
1. changing the first copies of f( d
2n
, j) and f(1− d
2n
, j) into f(t, j) and f(1−t, j), respectively,
2. changing the first copy of f( c
2n
, j) into f( c+1
2n
, j) for every c < d,
3. changing the first copy of f( c
2n
, j) into f( c−1
2n
, j) for every c > 2n − d;
for 1
2
≤ d
2n
≤ t ≤ d+1
2n
, d is a integer, 2n−1 ≤ d ≤ 2n − 1,
zj(t) = f(
1
2n
, j)⊕ f(1− 1
2n
, j)⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆ji
} ⊕Rjf
′
(t),
where Rjf
′
(t) is the function obtained from Rjf (t) by
1. changing the first copies of f( d
2n
, j) and f(1− d
2n
, j) into f(1−t, j) and f(t, j), respectively,
2. changing the first copy of f( c
2n
, j) into f( c−1
2n
, j) for every c > d,
3. changing the first copy of f( c
2n
, j) into f( c+1
2n
, j) for every c < 2n − d;
zj(t) = f(1− t, j)⊕ φj(f(t))⊕
p⊕
i=1
diag{a(θi), a(θi), · · · , a(θi)︸ ︷︷ ︸
∆ji
} ⊕Rjf (t), for t ∈ [1−
1
2n
, 1].
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Note that using the same trick in Example 4.8, we have id⊕ρ is approximate unitary equivalent
to ω, i.e., there exists a W ∈M1+m+r(A) with W (0) = W (1) = 1M1+m+r(C([0,1],F2) such that
‖id⊕ ρ(f)−Wω(f)W ∗‖ < ε
2
, ∀f ∈ F.
By assumption, we also have
‖ω(f)− ψ ⊕ URfU∗‖ < ε
2
, ∀f ∈ F.
The conclusion of the theorem follows with µ = W (ψ ⊕ URfU∗)W ∗.
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