Abstract. We consider the problem of optimizing a real-valued continuous function f , which is supposed to be expensive to evaluate and, consequently, can only be evaluated a limited number of times. This article focuses on the Bayesian approach to this problem, which consists in combining evaluation results and prior information about f in order to efficiently select new evaluation points, as long as the budget for evaluations is not exhausted.
Introduction
Let f be a continuous real-valued function defined on some compact space ⊂ Ê d . We consider the problem of finding the maximum of f , when f is supposed to be expensive to evaluate because one evaluation takes a long time or a large amount of resources. In this case, the optimization of f must be carried out using a limited number of evaluations. More precisely, given a budget of N evaluations of f , our objective is to choose sequentially N evaluation points
In this article, we adopt a Bayesian approach to this sequential decision problem: the unknown function f is considered as a sample path of a real-valued random process ξ defined on some probability space (Ω, B, P 0 ) with parameter x ∈ , and a good strategy is a strategy that achieves, or gets close to, the Bayes risk r B := inf X N E 0 (ε(X N , ξ)), where E 0 denotes the expectation with respect to P 0 and the infinimum is taken over the set of all sequential strategies. The reader is referred to the books [1, 2, 3, 4, 5] for a broader view on the field of global optimization.
It is well-known [6, 7, 8, 9, 10, 11, 12] that an optimal Bayesian optimization strategy, i.e. a strategy X N such that E 0 (ε(X N , ξ)) = r B , can be formally obtained by dynamic programming. Let E n , n = 1, 2, . . ., denote the conditional expectation with respect to the σ-algebra F n generated by the random variables (X N , ξ) ) the terminal risk and define by backward induction
Then, we have R 0 = r B , and the strategy X N defined by
is optimal. Unfortunately, solving (1)- (2) over an horizon N of more than a few steps is not numerically tractable, for both the space of possible actions and the space of possible outcomes at each step are continuous. A natural way of dealing with this problem is to consider a suboptimal onestep lookahead strategy; see, e.g., [13, chapter 6] . This leads to choosing each new evaluation point according to
where (z) + = 0 ∨ z. The sampling criterion ρ n , introduced by J. Mockus [6] and popularized through the EGO algorithm [14] , is known as the expected improvement (EI). When ξ is a Gaussian process, or in other words, when a Gaussian process prior is chosen for f , it is well-known that the EI can be written in closed form, with the consequence that the maximization of ρ n can be carried out with a moderate computational effort. However, a Gaussian process prior carries a high amount of information about f and it is often difficult to elicit such a prior before any evaluation is made. As a result, the covariance function of ξ is usually assumed to belong to some parametric class of positive definite functions, the value of the parameters assumed to be unknown. In the EGO algorithm, the parameters are estimated from the evaluation results by maximum likelihood, and then plugged in the EI sampling criterion (computed for a Gaussian process with known covariance function). It has been reported [15] that this plug-in
