Chronic seasonal low oxygen condition (hypoxia) occurs in the deep waters of Chesapeake Bay as a result of eutrophication-induced
Ecological forecasting in coastal ecosystems
In the face of changing natural and anthropogenic-driven drivers, predicting future ecosystem states continues to gain increased attention (Clark et al. 2001 , Justíc et al. 2007 , Petchey et al. 2015 . Forecasting is driven by a desire to anticipate future states and to inform users about potential ecological impacts of changes in key drivers. Ecological models that produce predictions, projections, or scenarios in lake, coastal, and estuarine systems range, for example, from nowcasts and short-term predictions (days) to mid-and long-term projections. Although the short-term forecasts (e.g., Brown et al. 2013 , Wynne et al. 2013 generate alerts for public use of waters for drinking, swimming, and shellfish harvesting and to determine sampling needs, they are the exception rather than the rule. They contrast, for example, with the need for scenarios that guide longer-term policy decisions in lakes (Jorgensen 2010) and oceans, including for fisheries (Costantini et al. 2008 , Hare et al. 2010 , Fulton et al. 2011 , Link et al. 2011 , Gårdmark et al. 2013 , Nye et al. 2013 ; agriculture (e.g., Fraisse et al. 2006 ); water quality (Komatsu et al. 2007 ); responses to sea-level rise, warming temperatures, and elevated pCO 2 (e.g., Orr et al. 2005 , Barange et al. 2014 ; and a wide range of population-level dynamics at a variety of scales (McKee et al. 2004 , Thuiller et al. 2006 . These approaches are useful for making quantitative predictions that can guide water-quality management, conservation, and food security and should benefit from improved treatments of uncertainty and data availability (Clark et al. 2001 , Petchey et al. 2015 . Here, we focus on the ecological forecasts related to oxygen dynamics.
Beyond their heuristic value, these models are generally used in two modes: forecast models are forced by known drivers (e.g., measured nutrient loads or temperature) and used for short-term to seasonal forecasts, whereas scenario models are forced by hypothetical drivers (e.g., anticipated temperature or desired nutrient loads) and used for planning purposes. The former produce specific forecasts (e.g., hypoxic volume or species distributions), whereas the latter often produce response curves (e.g., hypoxia versus nutrient load or a distribution map of species). In many cases, the same model can be used in both modes, with routine forecasts providing skill assessments and measures of confidence useful for constraining scenario simulations. These models can also be developed in multiple ways and with varying complexities, including mechanistic, spatially resolved, dynamic biogeochemical models (e.g., Cerco 1995 , Fennel et al. 2013 ; stochastic models based on empirical correlations (e.g., Turner et al. 2006) ; simple biophysical models embedded within statistical frameworks (Evans and Scavia 2011, Obenour et al. 2012) ; and models that combine spatially resolved, biophysical dynamics and statistical formulations (Bocaniov and Scavia 2016) . Chesapeake Bay has a rich history of ecological modeling, motivated by the need to understand changes in water quality and hypoxia under different hypothetical nutrientmanagement scenarios. Complex biogeochemical models have played an important role in advising the public policy debate regarding the Bay's response to proposed load reductions and in providing insights into the dynamics behind hypoxia development (Boesch et al. 2001) . These coupled hydrodynamic and biogeochemical models have also been used in scenario development (Cerco 1995 and are the basis of current total maximum daily load (TMDL) targets for nutrient loads to Chesapeake Bay (Wainger 2012) . Statistical and hybrid models have also been used to provide ecological forecasts and scenarios (Evans and Scavia 2011) and are valuable because they avoid the complexity and computational requirements of threedimensional simulations and are inherently constrained by prior long-term observations. Although these simple models provide limited insights into hypoxia dynamics, they are useful in assessing prediction uncertainty and can more readily be transitioned into operational forecasts to be used by management agencies.
Following a rich history of research into factors controlling the dynamics of dissolved oxygen (DO) in Chesapeake Bay, several statistical and hybrid models were developed to forecast summer volumes of hypoxia and anoxia. These models, used routinely since 2007, have supported improved decision-making, increased scientific understanding, and an expanded public awareness. In the pages that follow, we evaluate the performance of the forecasts over the years and associate the forecasts with developments in our understanding of oxygen dynamics, our ability to predict these dynamics in both the present and future, and their role in increasing public and policy awareness.
Chesapeake Bay and eutrophication-induced hypoxia Chesapeake Bay and its watershed cover an area of approximately 11,000 square kilometers (km 2 ) and 167,000 km 2 , respectively (Kemp et al. 2005) , containing parts of Delaware, Maryland, New York, Pennsylvania, Virginia, West Virginia, and the District of Columbia (figure 1). Land-based activities associated with the 18 million watershed residents are major drivers of nutrient input into the Bay, which influences processes within the Bay's deep channel (20-30 meters [m] ) and broad, shallow shoals (mean depth of the Chesapeake is approximately 6.5 m). The majority of water and nutrients delivered to Chesapeake Bay derive from the Susquehanna and Potomac Rivers, and these inputs fuel the development of hypoxia every summer in the Bay's main stem and several tributaries. The traditional conceptual model for eutrophication-induced hypoxia involves the input of nutrients during high winter-spring river flows that cause intense spring water-column algal production and biomass accumulation that sinks to deeper waters, fueling late-spring and summer heterotrophic mineralization of organic matter and associated oxygen depletion (figure 2; Hagy et al. 2004 ). Winter-spring river flows also increase surface buoyancy that causes water-column stratification in late spring and early summer, insulating bottom waters from oxygen introduced via atmospheric ventilation and phytoplankton production and resulting in strong vertical gradients in oxygen and temperature (figure 2). Thus, interannual variations in river flows and nutrient loads strongly control interannual variations in the severity of oxygen depletion over decadal timescales (Hagy et al. 2004 , Li et al. 2016 and have led to hypoxic zones that range from 2.4 to 11.5 cubic kilometers (km 3 ) in midsummer (figure 3), depending on the magnitude of freshwater inputs, nutrient inputs, and wind conditions that may support the physical replenishment of oxygen (figure 2). There are numerous biological and biogeochemical consequences of these depleted oxygen conditions. These include but are not limited to the exclusion of most living organisms from deep-water habitats because of depleted oxygen conditions (Díaz and Rosenberg 2008) , altered foodweb interactions (Decker et al. 2004) , and the predominance of anaerobic respiratory processes in the water column and sediments that produce toxic substances (hydrogen sulfide; Marvin-DiPasquale and Capone 1998) and greenhouse gases (methane; Gelesh et al. 2016) . Depleted oxygen conditions are also known to favor the recycling of nutrients that may support additional phytoplankton growth (figure 2; Howarth et al. 2011, Testa and Kemp 2012 ).
An ever-changing conceptual model The first observations of Chesapeake Bay hypoxia were made in the lower reaches of the Potomac River 100 years ago (Sale and Skinner 1917) and 20 years later in the central channel of the main stem (Newcombe and Horne 1938) . More recent paleogeochemical studies have revealed that low-oxygen conditions have been a feature of Chesapeake Bay for centuries (Zimmerman and Canuel 2000) , dating back to alterations of the landscape by early European colonists. Although this early existence of hypoxia may be surprising to some, the bathymetry and circulation of Chesapeake Bay conspire to naturally encourage oxygen depletion, whereby up-estuary flowing water in the Bay's deep central channel is isolated from the atmosphere for long periods (more than 3 months). This landward-flowing bottom water is overlain by a seaward-flowing surface layer, and the extent to which these layers are separated (i.e., stratification) is enhanced by freshwater inputs, leading early investigators to associate interannual variations in hypoxia to the magnitude of flow from the Susquehanna River and associated reduction in bottom-water aeration (e.g., Taft et al. 1980) . However, after decades of oxygen and hydrographic measurements had accumulated by the mid-1980s, investigators began to identify that long-term increases in the extent and severity of low oxygen conditions could not be explained by the physical effects of riverine inputs alone. Nutrient inputs and associated phytoplankton production were identified as causative agents (Officer et al. 1984 ) at a time when the negative impacts of low-oxygen conditions on the overall function of Chesapeake Bay were being identified (Seliger et al. 1985) , including the effects of low oxygen on many key components of the food web (e.g., figure 2; Llanso 1992). During this same period, literature activity related to Chesapeake Bay hypoxia began in earnest, which, interestingly if not coincidentally, corresponded to the expanding hypoxic volumes (figure 4). It was at this time that calls for the restoration of Chesapeake Bay gained steam (e.g., the 1983 Chesapeake Bay Agreement) and the establishment of a Bay monitoring program in 1984 led to the development of data sets that allowed for fortnightly to monthly estimates of Bay-wide hypoxia extent over several decades (1985 through the present) . Once these data sets were available in later years, it became increasingly clear that Bay-wide volumes of low-oxygen water displayed the long-term increases associated with eutrophication (Hagy et al. 2004 , Li et al. 2016 ), despite the complicating effects of the high interannual variability associated with river flow and climatic conditions, such as wind speed and direction.
Increasing interest in the causes and consequences of Chesapeake Bay hypoxia in the ensuing decades led to expanded modeling, retrospective analyses, and further insights, as well as building more complexity into conceptual models of oxygen depletion. During the 1990s, many of the fundamental studies to understand the cycling and dynamics of oxygen and nutrients and their ecological effects took place (e.g., Boicourt 1992 , Díaz et al. 1992 , Kemp et al. 1992 , Cowan and Boynton 1996 , giving way to a rapid increase in literature activity and associated breakthroughs in our understanding of the scope of the phenomena (figure 4). Although the effects of wind stress on vertical mixing and oxygen replenishment during strong storms had long been recognized (Goodrich et al. 1987) , retrospective analysis coupled with model simulations suggested that both wind speed and direction were important in controlling the magnitude of oxygen replenishment (Scully 2010b) . It was also clear from these studies that long-term changes in hypoxia could result from large-scale changes in climate and wind patterns, in addition to changes in nutrient inputs (figure 2; Scully 2010a).
Although much of the research community had quantified hypoxia as a midsummer average volume for decades, it recently became apparent that multidecadal changes in hypoxic volume during the early summer were different from those of later summer and that the primary controlling factors altered seasonally (Murphy et al. 2011 , Zhou et al. 2014 , Du and Shen 2015 . Further examinations of feedback processes associated with oxygen depletion (Testa and Kemp 2012) , diverse geochemical processes within anoxic zones (Lee et al. 2015) , and fine spatial and temporal scale physical processes (Scully 2016a ) brought increased attention to the truly complex nature of the hypoxia problem. Nonlinearities and covariability among the many drivers of DO in Chesapeake Bay continue to challenge the scientific community to better understand oxygen dynamics.
With new breakthroughs in the mechanistic understanding of hypoxia in this most recent age of discovery, Chesapeake Bay hypoxia forecasts were initiated in 2007 as literature activity expanded after 2009 (figure 4). Accompanying these changes was a large increase in the use of three-dimensional models to analyze oxygen dynamics and biogeochemical process, which both resulted from and contributed to elevated literature activity (Xu and Hood 2006 , Irby et al. 2016 , Scully 2016b . Application of these models has led to the first attempts to quantitatively isolate the dominant spatial and temporal drivers of hypoxic volumes (Li et al. 2016 , Scully 2016b ) while setting the stage for ever-advanced forecasting tools in Chesapeake Bay. 
Forecasting hypoxia in Chesapeake Bay
Decades of monitoring DO and other key water properties resulted in data sets rich enough to develop and test annual forecast models for the volume of hypoxia and anoxia. These forecasts not only gave the public a glimpse into the factors relevant for oxygen dynamics but also established an annual effort whereby scientists could investigate the causes for a particular year's hypoxic volumes by examining forecast successes and failures. These forecasts also brought annual enhanced attention to Chesapeake Bay oxygen depletion, or "dead zone" formation, complementing forecasts in other large ecosystems in the United States (e.g., the Northern Gulf of Mexico and Lake Erie).
The forecasts required a metric representing oxygen conditions throughout a large portion of Chesapeake Bay. Therefore, we estimated a Chesapeake Bay-wide hypoxic and anoxic volume because these volumes integrate the ecosystem-scale extent of low oxygen conditions. Such estimates required interpolation of oxygen concentrations from 30-35 stations to represent the entire main stem of the Bay. Although multiple interpolation methods have been applied in Chesapeake Bay (Hagy et al. 2004 , Murphy et al. 2011 , Zhou et al. 2014 , we interpolated to a two-dimensional length-depth grid using ordinary kriging (as has been described by Murphy et al. 2010 Murphy et al. , 2011 and calculated the volume of all cells with a DO concentration less than 62.5 mM (hypoxia) or less than 6.25 mM (anoxia). These volumes were collated with published hypoxic volumes for Chesapeake Bay computed for a subset of years from 1950 to 1983 using historic cruise data (Hagy et al. 2004 ).
Three models were used to make predictions of summer hypoxic and anoxic volumes based on January to May nutrient loads and other physical conditions each year. The models were designed (a) to capture differences in the variability of moderately (hypoxia) versus severely (anoxic) oxygen-depleted conditions and (b) to forecast intraseasonal changes in low-oxygen volumes (early summer, midsummer, later summer). Intraseasonal predictions are valuable for understanding differences in hypoxia and anoxia extent in response to seasonally varying physical conditions, sensitivity to spring nutrient loads, alterations of organic matter production and deposition patterns, and long-term trends (Murphy et al. 2011 , Lee et al. 2013 ).
The hypoxia model predicts mean July hypoxic volumes using January to May total nitrogen (TN) loads from the Susquehanna River and is based on an adaptation of the Streeter-Phelps oxygen sag model (Scavia et al. 2006 ), similar to one developed for the Gulf of Mexico (Scavia et al. 2004 ). It simulates organic-matter decay, oxygen flux through the pycnocline, and subpycnocline up-estuary advection as a simple first-order processes. TN loading from the Susquehanna River is used as a surrogate for biological oxygen demand from the decay of phytoplankton biomass, consistent with studies that have shown the middle reaches of Chesapeake Bay are nitrogen limited (Fisher et al. 1992 , Cerco 1995 , Hagy et al. 2004 ) and that phytoplankton biomass in the mid-Bay accounts for as much as 90% of the annual organic matter budget of the estuary (Kemp et al. 1997) . Using the Susquehanna River loads and the initial oxygen deficit estimated from oxygen measurements, the hypoxic volume forecasts, error bounds, and model coefficients were estimated using Bayesian inference (Stow and Scavia 2009 , Evans and Scavia 2011 , Liu et al. 2011 ) for 22 years of data.
The anoxic volume forecasts were based on two models: one that forecasts the June-to-mid-July volume ("early summer") and one that forecasts the mid-July-to-September volume ("late summer"). The models were based on analysis of anoxic volumes as were reported by Murphy and colleagues (2011) . The "early summer" model was a multiple linear regression that included January to April Susquehanna and Potomac River TN loads, May Susquehanna River flow, the fraction of hours with southeast winds during March to May (which are a surrogate for May-June winds, because forecasts were typically made in early June), and the annual where TN Load JA is the January to April total nitrogen load from the Susquehanna and Potomac Rivers; TN Load JM is the January to May total nitrogen load from the Susquehanna River; Rflow is the combined May Susquehanna and Potomac River freshwater flow (http://waterdata.usgs.gov/md/nwis); MSL is the mean sea level relative to mean low water measured at Baltimore, Annapolis, Kiptopeke (Virginia), and the Chesapeake Bay Bridge Tunnel (http://tidesandcurrents. noaa.gov/stations.html?type=Historic+Water+Levels); and %SE wind is the percentage of winds during March to May that are from the southeast (measured at the Patuxent Naval Air Station; 38.2725°N, 76.4306°W).
Forecast skill assessment
We analyzed the performance of the three forecast models for main-stem predictions made between 2007 and 2015 (figure 5). Forecast performance was at times influenced by unpredictable aspects of summer climatic conditions, such as large precipitation or wind events. We also analyzed summer atmospheric conditions to quantify climatic conditions over the 10-year forecast period. Surface wind, temperature, and pressure measurements from Thomas Point lighthouse near the Chesapeake Bay Bridge were used to calculate 10-m neutral wind conditions following Fairall and colleagues (2003) and Scully (2016a) . The adjustment to neutral conditions accounts for any biases in the averaging process that may stem from surface temperature gradients influencing the transfer of momentum from the atmosphere to the estuary. Wind conditions were observed for over 75% of the analysis period (May through July) for all years except 2010. For that year, we filled in data using the highly correlated nearby station (Tolchester Beach, Maryland). The average wind direction was calculated from vector components (east-west, north-south) of the 10-m neutral wind field.
Although hypoxia forecasts accurately captured the substantial year-to-year variability in observed hypoxic volumes to summer tropical storms that disrupted the hypoxic region prior to the measurement cruises. Therefore, 2007 and 2014 stand out from other years because their atypical strong July storms with higher-than-average frequencies of wind speeds above 4 m per second are sufficient to induce substantial vertical mixing. In 2014, Hurricane Arthur made landfall in North Carolina as a category-2 hurricane on 4 July, and strong, persistent winds over subsequent days mixed the water column well beyond that typical of tidal and synoptic wind-driven mixing, resulting in a very low July hypoxic volume (figure 3). In 2007, 15% of the July wind speeds were measured at more than 4 meters per second, which is higher than in any other year in which forecasts were done. A comparison of hypoxia forecast volume residuals (without 2007 and 2014) with average wind direction observed between May and July shows that surface wind conditions explain a significant fraction of the observed hypoxic volume variance currently unaccounted for in the Scavia and colleagues (2006) model (figure 6). A linear regression explained 76% of the variation in forecast residuals, with southeasterly winds resulting in overpredictions and southwesterly winds resulting in underpredictions (figure 6). This is consistent with the wind-driven straining of the density field described by Scully (2010a) . With improvements in extended weather forecasts and increases in the number and types of data used to drive the models, we expect future model improvements by, for example, factoring in summer tropical storm forecasts (http://tinyurl.com/hyvlsnz).
The anoxia forecasts also captured much of the variability, although there was substantial overpredicting in some years (e.g., 2014; figure 5). Although the hypoxia forecast had a root mean squared deviation of 2.88 km 3 , the early summer and late summer anoxia forecasts had a root mean squared deviation of 0.91 and 0.46 km 3 , respectively, which is proportionately larger than that for hypoxia. Relatively larger errors in the early summer anoxia forecast compared with the late summer forecast are due to the largely missed prediction of the large anoxic volume observed in 2011, which underscores the difficulty in predicting a volume that varies substantially from year to year under the control of alternative causative forces. In contrast, the late summer anoxic volumes tended to be smaller than predicted in recent years (figure 5), which corresponds to a long-term decline in anoxic volume during this period of the summer (figure 7). Although this anoxia decline may be associated with modest reductions in winter-spring nutrient loading from the Susquehanna River, as have been recently observed (Harding et al. 2015) , anoxic volumes appear to be declining faster than expected from nitrogen loading and therefore from the forecast models (figure 7), highlighting the need for new investigations to understand these long-term patterns and improve the summer anoxia forecasting tools.
Although current management recommendations for the Bay were put in place prior to the development of these simple models, their use in future reassessments could be powerful. As such, the relative success of these annual forecasts (figure 6), perhaps with modest improvements (figure 5), builds confidence in their use in scenario mode to complement existing models used to generate nutrient loading targets for Chesapeake Bay (Cerco 1995) . For some ecosystems, forecast models similar to those discussed here (simple to more complex) are indeed being used to help set nutrient-loading targets for the Northern Gulf of Mexico (Evans and Scavia 2011) and Lake Erie ). The disadvantages of using simple forecast models include the fact that they only represent a fraction of the known controlling variables for hypoxia, they are limited to prediction within the range of observed data, and they generate predictions for periods that are months into the future and therefore have unknown climatic conditions. However, the clear advantages of these models are that they accurately reproduce the features they were designed to address, are computationally inexpensive, are mathematically simple, and can leverage the wealth of long-term data that has been collected to better understand the controls on key ecological problems. In addition, because they show substantial skill in capturing the relatively large changes in annual low-oxygen conditions, they have increased public attention around the hypoxia problem while providing new insights into the relative contribution of different external controls (e.g., wind and sea level).
Media coverage link to forecasts
Following the initiation of the Chesapeake Bay hypoxia forecasts, media activity related to hypoxia increased substantially (figure 8). Both Chesapeake Bay hypoxia online news articles and articles mentioning the forecasts increased substantially since the start of forecasting in 2007 (figure 8) , with articles mentioning forecasts making up 43%, 41%, and 56% of all articles related to Chesapeake Bay hypoxia in 2013, 2014, and 2015, respectively. One of the goals of providing these annual forecasts, in addition to increasing scientific understanding and potential guidance, is to raise public and political awareness of the problem. These results indeed show a marked increase in visibility for the issue of Chesapeake Bay hypoxia and corresponding ecological forecasts. Although we cannot conclude that the forecasts were the primary driver of this increase in media attention (e.g., President Obama's 2009 executive order for Chesapeake Bay restoration), the contribution of these forecasts is clear, especially in the past few years given the increased number of media articles that specifically mention the forecasts.
Another key value of forecasts is their ability to communicate the complex ecology of the Bay in a simplified way. Early printed newsletters to explain the forecasts evolved into accessible interactive websites and electronic communications that supplemented press releases from the participating state and federal agencies. Our hypoxic and anoxic volume forecasts were publicized in June of each year through press releases arranged by the US National Oceanic and Atmospheric Administration, the University of Michigan (U-M), and the University of Maryland Center for Environmental Science (UMCES). Press releases were supplemented by websites maintained by U-M and UMCES (http://tinyurl.com/zkt6gxz) that explained ecological issues associated with hypoxia and anoxia, described the forecast methodologies, and provided annual reviews to evaluate any unexpected factors causing the forecasts to deviate from the observed volumes. These annual updates provided platforms to discuss new discoveries related to controls on oxygen depletion (e.g., long-term decline in later summer anoxia) while allowing for continuous improvement of the forecast modeling tools. 
The challenges ahead for forecasting efforts
The enduring need for quantitative tools to predict future ecosystem states within highly complex and ever-changing natural systems challenges the scientific community to build ever-improving forecast models. Prospects of increasing anthropogenic pressures and a dynamic, altered global climate system underscore the difficulty in making such predictions. We do not propose that the future of forecasting is dire (rather the opposite), but we wish to highlight some particular challenges to the specific problem of forecasting hypoxia.
Weather and climate-change impacts. Local and regional weather influence the ability to make seasonal forecasts because once nutrient and freshwater inputs have established the potential for hypoxia and anoxia (which we forecast), subsequent wind stress can affect oxygen distributions and replenishment (figure 2). Although river-flow induced stratification and nutrient load are highly correlated with hypoxic volumes at decadal scales (Hagy et al. 2004 ) and serve as the basis for seasonal hypoxia forecasts, the wind speeds and directions during summer are key secondary variables explaining interannual variability in hypoxia and anoxic volumes (figure 6). Elevated wind speeds can replenish bottom-water oxygen through the turbulent downward vertical mixing of oxygen (Blumberg and Goodrich 1990) ; however, more subtle circulation responses to both wind speed and direction can also either suppress or enhance the mixing of deep waters with oxygenated surface waters both vertically and laterally (Scully 2010b) . Although these weather dynamics could potentially be accommodated in future seasonal forecasts, their long-term trends are driven by climate change and are therefore likely to influence longer-term scenarios. Temperature increases, changes in precipitation patterns, altered wind conditions, and water-level changes are potential consequences of climate change for coastal and Great Lakes ecosystems (Johnson et al. 2016) . These large-scale phenomena may contribute to changes in the availability of oxygen and biological oxygen consumption, which determine the occurrence and severity of hypoxia (Díaz and Rosenberg 2008) . Climatic changes will affect scenarios by creating a new range of conditions that are outside the range of data used to create the models. Climate changes may also increase the importance of variables or processes that were previously unimportant (e.g., marsh erosion) or lead to long-term changes in conditions (e.g., winds) that cannot be accurately predicted by the forecast models. Given that geological analyses and more modern measurements have highlighted the role of climate in altering hypoxia via changes in sea level, temperature, freshwater inputs, and changes in wind (Justíc et al. 1996 , Grantham et al. 2004 , Zillen et al. 2008 , the potential for a changing climate to affect long-term forecasting of hypoxia and other ecosystem and food-web processes (Ihde et al. 2016 ) is high.
In Chesapeake Bay specifically, climatic changes present a challenge to forecasting given the system's sensitivity to many biological and physical forces. Johnson and colleagues (2016) and Najjar and colleagues (2010) reviewed a range of model projections for future climates in Chesapeake Bay, which generally suggest increases in water temperature, precipitation, and sea level over the next century, although the magnitude and seasonality of these changes remain uncertain. Generally, warmer temperatures would reduce the oxygen concentration in the water, enhance the stratification in summer, and increase the metabolic rate of microbes and other living organisms. Sea-level rise will deepen the main channel, which may allow salt intrusion and stronger stratification but may also increase tidal mixing. All of these factors would lead to more severe summer hypoxia and anoxia in Chesapeake Bay than would otherwise be predicted. In recent decades, the unusual climate variability of the Chesapeake Bay watershed influenced the timing and amount of river inflow, which is a key determinant of the timing of hypoxia onset , suggesting that the seasonality of hypoxia might also be sensitive to climate. Many large-scale climatic cycles are associated with interannual changes in Chesapeake Bay hypoxia via their effects on precipitation and wind variability, including El Niño and the North Atlantic Oscillation (Muller and Muller 2015, Scully 2010a) . The Chesapeake Bay ecosystem is physically and biologically complex; therefore, ecological responses to nutrient load and river runoff changes may be nonlinear (Li et al. 2009 . Nonlinear responses are difficult to predict, increasing the difficulty in producing accurate long-term forecasting of summer hypoxic volume in Chesapeake Bay, especially in the face of climate change.
Other nutrient sources. Although recent analyses have suggested a modest decline in nitrogen loads from the Susquehanna River (Murphy et al. 2011 , Harding et al. 2015 , there are other sources of nitrogen to Chesapeake Bay. Although these models are driven by loads from the Susquehanna and Potomac basins that represent approximately 70% of the total watershed TN load, loads from other tributaries and the atmosphere may be important (Eshleman et al. 2013 , Zhou et al. 2014 . The storage of legacy nutrients in groundwater will likely lead to delayed nutrient inputs to the estuary, although the duration of this delay (years to decades) is dependent on the local hydrology and land-use history (e.g., Sanford and Pope 2013) . Internal recycling can also be a significant short-term nutrient source (Howarth et al. 2011) . Sediments host a variety of microbial mediated redox reactions in anaerobic (anoxic) conditions that tend to enhance the production and release to the overlying water of ammonium (NH 4 + ), hydrogen sulfide (H 2 S), and phosphate (PO 4 3-), further exacerbating low oxygen both directly and indirectly (e.g., figure 2; Testa and Kemp 2012) . One consequence of this is that the establishment of anoxia may lead to nutrient transformations that lead to the maintenance or expansion of anoxic or hypoxic conditions, with the most significant impact being delays in the response of the Bay to changes in external loads.
Conclusions
Chesapeake Bay has a long history of scientific research related to understanding the dynamics of low-oxygen conditions that has rapidly grown in scope and magnitude over the past several decades. The conceptual model of hypoxia and anoxia in Chesapeake Bay has grown in complexity during this time but has also been refined to reflect an everimproving understanding of the various controls on and feedback loops associated with oxygen depletion. Forecasts of summer hypoxic and anoxic volumes were made possible by the understanding that was developed over past decades, and these forecasts have stimulated increased public attention toward the problem and will continue to instigate new research questions for decades to come.
It is interesting to note that significant advances in the understanding and modeling of hypoxia and its controls (highlighted by a rapid increase in the literature) appeared to occur decades after monitoring investments began. Whereas the Chesapeake Bay monitoring program was initiated in the mid-1980s, the scientific understanding and data to support the development of hypoxia forecast models did not accumulate until the mid-2000s. Indeed, the majority of insights related to controls on hypoxia and its biogeochemical effects were made as a result of direct analysis of monitoring data (Hagy et al. 2004 , Murphy et al. 2011 or via the application of models that relied heavily on monitoring data (Scully 2010a , Zhou et al. 2014 , Li et al. 2016 . In the modern era of stagnant or declining support for monitoring programs, these findings highlight the need for the maintenance of long-term monitoring programs and the fact that the large increases in publications, scientific understanding, and policy advice that occurred decades after the program began were only possible because of it. Similar themes have played out in other well-monitored systems worldwide (Wilson et al. 2008 , Tucker et al. 2014 , Riemann et al. 2015 .
Because the primary goal of seasonal forecasts is to inform potential ecosystem users, the continual improvement of those forecasts is important. We envision that ecological forecasts will continue to embrace the "multiplemodel" approach, which is already common in developing climate and hurricane projections and increasingly common in natural-resource issues (Bierman et al. 1980 , Stow et al. 2003 , Scavia et al. 2004 , Weller et al. 2013 ). The benefits, especially during the early stages of ecological forecast development, include viewing problems from different conceptual and operational perspectives, using common data sets in different ways, providing multiple lines of evidence, and reducing decision risk on the basis of a diversity of perspectives.
We have found that communicating forecasts in a clear and consistent manner using visualizations and narratives of forecasts has been especially valuable in drawing attention to the forecasts and gaining new scientific insights from forecast assessment. Finally, in the specific case of DO forecasts, we expect that the increasing use of threedimensional hydrodynamic-biogeochemical models will allow for the development of shorter-term forecasts that will be of great use to end users because they provide spatially explicit maps of expected low DO conditions. Such forecasts would also allow for the forecasting of hypoxia associated with the rapid cycling of DO in shallow (less than 5 m) estuarine environments over timescales of hours or days (e.g., Tyler et al. 2009 ), which can have acute ecological effects in shallow coastal ecosystems (Luther et al. 2004) . Current projects comparing multiple biogeochemical models are testing the best methodology for operational predictions (Irby et al. 2016) , and a forecast product using some version of a mechanistic biogeochemical model is imminent.
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