We consider the asymptotic analysis of penalized likelihood type estimators for generalized non-parametric regression problems in which the target parameter is a vector valued function defined in terms of the conditional distribution of a response given a set of covariates. A variety of examples including ones related to generalized linear models and robust smoothing are covered by the theory. Linear approximations to the estimator are constructed using Taylor expansions in Hilbert spaces. An application which is treated is upper bounds on rates of convergence for the penalized likelihood-type estimators.
Introduction
Many statistical function estimation problems concern a parameter of the conditional (1)
The three ingredients of .e n A are (i) The smoothing parameter is ,\ > o.
(ii) The likelihood component (which depends on the data) is In(O). We take it to be of the form
.en(O) = -;;:LPCriIXi,O).
,
for some criterion function P which measures "goodness of fit" or "fidelity to the data", approximations is to derive rates of convergence for integrated squared error of the estimator and its derivatives. The approximations also provide insight into the estimation error which can be approximately decomposed into the sum of a bias (deterministic) term and a random term. The result on rates of convergence is stated in Section 2 along with assumptions that are used throughout the paper. In Section 3 we give two theorems that provide the details on the asymptotic linearization of the estimator. We expect that these results will prove useful for further analysis of such estimators, e.g. establishing Gaussian approximations and asymptotic properties of smoothing parameter selection methodologies.
\Ve now give a more formal description the general estimation methodology and provide some examples.
Penalized Likelihood for Regression Function Estimation.
Suppose 
where the order m is prechosen. When q = 1, this corresponds to a roughness penalty used to define multivariate smoothing splines; see Cox [8] . The extension to q > 1 presents no difficulty. A related family of penalty functionals useful for fitting additive models and their generalizations may be found in Chen [5] .
Examples of Likelihood-type Funetionals.
Here we describe a couple of general classes of likelihood-type functionals to which our theory can be applied. The first is exponential family likelihoods (Bickel and Doksum[4J) for which the criterion function has the form 
where Po is given. For instance, using the logistic model to generate a location criterion function gives
A typical application of location estimation is robust smoothing. The general type of procedure discussed here includes the robust smoothers introduced by Huber [13].
Assumptions and Main Result
We begin with some basic assumptions. More technical regularity conditions are given in the next subsection. Note that it is not required that B o E e, which means that the estimates can converge to something which is not as smooth as the functions in e.
The penalty functional, J(B) = CO, WB), typically will be given by The first term on the r.h.s. of the inequality in (12) gives an upper bound on the order of the asymptotic bias and the second term gives the order of the asymptotic standard deviation. The optimal upper bound on the convergence rate is obtained by setting these equal. The order of A so obtained is (13) which results in
It is easy to see that we can choose a so that both (10) and (11) hold when An is given by (13).
Score Functions and Regularity Conditions.
As we have already indicated, the penalized likelihood type estimator, () N-3) . The first part of (iv) above is of course stronger than Huber's (N-4). The assumptions (iii) and the second part of (iv) are more stringent than any assumptions found in Huber, but still cover many examples of interest.
Relaxing these to obtain more general results is a subject for future research.
The final assumption does represent a strong departure from Cramer's assumptions. It is used to deal with some of the problems that arise from the infinite dimensional parameter.
Essentially, the goal is to "separate" the dependence of 7P(ylx, t) on y and t, 
'f/j E c[r]+l(X, S(R, .IRq)) for all R > O.
Note that all these requirements hold for the two special cases in equations (6) and (7).
Next we treat conditional location estimation (see (8) and it is easy to see that our requirements hold.
Proof of the Convergence Result
In this section, we proceed to verify the assumptions A.l through A. 
We will not be interested in 0: outside of the interval given in (18 
Bounds on Derivatives.
The convergence result is established using Taylor 
The constant~M is used generically in the proof successive appearances correspond to typically larger values. For part (i) =Op (l) We will use iJ>. -0 0 to approximate the bias.
(ii) Discrete Linearization:
In We must describe the asymptotic behavior of these linearizations. Put
Here the justifications are equation (23) Thus if An is a sequence such that equation (22) 
