In this paper we consider extended stationary mean field games, that is mean-field games which depend on the velocity field of the players. We prove various a-priori estimates which generalize the results for quasi-variational mean field games in [GPSM12] . In addition we use adjoint method techniques to obtain higher regularity bounds. Then we establish existence of smooth solutions under fairly general conditions by applying the continuity method. When applied to standard stationary mean-field games as in [LL06a], [GSM11] or [GPSM12] this paper yields various new estimates and regularity properties not available previously. We discuss additionally several examples where existence of classical solutions can be proved.
Introduction
In an attempt to understand the limiting behavior of systems involving very large numbers of rational agents behaving non-cooperatively and under symmetry assumptions, Lasry and Lions [LL06a, LL06b, LL07a, LL07b] , and, independently, and around the same time Huang, Malhamé, and Caines [HMC06] , [HCM07] , introduced a class of models called mean field games. These problems attracted the attention of many other researchers and the progress has been quite fast, for recent surveys see [LLG10] , and [Car] and references therein.
Denote by T d the d-dimensional torus, and P(T d ) the set of Borel probability measures on T d and let P ac (T d ) the set of measures from P(T d ) which are absolutely continuous. Let
be a function satisfying appropriate continuity, differentiability and growth conditions. An important class of stationary mean field games, see for instance [LL06a] , can be modeled by a system of PDE's of the form ∆v(x) + F (x, Dv(x), f ) = F ∆v(x) − div(D p F (x, Dv(x), f )f (x)) = 0.
(1.1)
To avoid additional difficulties it is usual to consider periodic boundary data, or equivalently, taking x ∈ T d . The unknowns of the previous PDE are a triplet (F , v, f ) where F is a real number, v ∈ C 2 (T d ), and f ∈ P(T d ).
Stationary mean-field games have an independent interest but also, as shown in [CLLP] (see also [GMS10] , and [GMS11] , for discrete state problems) they encode the asymptotic long time behavior of various mean-field games. Equations of the form (1.1) also arise in calculus of variations problems. One important example is the following: given H 0 :
where the minimization is taken over all φ ∈ C 2 (T d ). The Euler-Lagrange for this functional can be written as ǫ∆u(x) + H 0 (x, Du(x)) = ln m(x) + H ǫ∆m(x) − div(D p H 0 (x, Du(x))m(x)) = 0, where H is an additional parameter chosen so that m = e ∆u(x)+H0(x,Du(x))−H is a probability measure in T d . When ǫ = 0 this problem was studied in [Eva03] (see also [GISMY10] ) and the case ǫ > 0 in [GSM11] (for d ≤ 3 or quadratic Hamiltonians in arbitrary dimension). A natural generalization of these problems is the so called class of quasi-variational mean-field games, considered in [GPSM12] , which consists in mean-field games which are perturbations of mean field games with a variational structure.
In this paper we consider a further extension of the mean field problem (1.1) which allows the cost function of a player to depend also on the velocity field of the players. In order to do so, denote by χ(T d ) the set of continuous vector fields on T d . Let whenever convenient, a probability measure m ∈ P(T d ), the effective Hamiltonian H ∈ R and the effective velocity field V ∈ χ(T d ). We require m to be a probability measure absolutely continuous with respect to Lebesgue measure with strictly positive density.
An example problem is the following:
H(x, p, m, V ) = 1 2 |p| 2 − αp
with α small enough, where g : R + 0 → R is an increasing function, typically g(m) = ln m or g(m) = m γ . The main result in this paper is Theorem 7.1 which establishes the existence of classical solutions for (1.2) for a general class of Hamiltonians H of which (1.3) is a main example. In particular, in the case g(m) = ln m we obtain smooth solutions in any dimension d; for the case g(m) = m γ , γ > 0, our results yield smooth solutions for d ≤ 4, and, in general, for γ ≤
To the best of our knowledge, all previous results in the literature for mean-field game do not consider the dependence on V . However, even without this dependence this paper extends substantially previous results. In [LL07a] Lions and Lasry considered mean field games with Lipschitz (with respect to Wasserstein metric) nonlinearities (see also [LL06b] and the notes P.Cardaliaguet [Car] for a detailed proof); additionally, in the same paper, the existence of solutions in Sobolev spaces for time dependent problems was also considered. In the stationary setting related estimates are discussed in the present paper in section 3 as a preliminary step towards additional regularity. In [GSM11] and [GPSM12] the variational and quasivariational settings for stationary mean field games were considered. In [GSM11] the g(m) = ln m was addressed and for dimension d ≤ 3 existence of classical solutions was established. In [GPSM12] , for g(m) = m γ , 0 < γ < 1, the following a-priori estimate was proved: u ∈ W 2,q , q > 1 in dimensions d ≤ 3. The paper is structured as follows: we start in Section 2 by discussing the main hypothesis. Then we proceed to Section 3 where we present some elementary estimates for solutions to (1.2) which are analogues of the estimates for time-dependent problems in [LL07a] and the ones in [GPSM12] . In particular we prove H 1 bounds for m and W 1,p bounds for u. In Section 4 we obtain further integrability and regularity properties of m and u, such as H 1 bounds of | ln m| q for any q ≥ 1, integrability of 1 m r 0 for some r 0 > 0, W 2,q bounds for u for some q > 1 if g(m) = ln m. Furthermore we prove L r bound for g(m) with r > d, and L 2 bound for D(g(m)) both for logarithmic g(m) = ln m and power g(m) = m γ nonlinearities. In Section 5 we consider Hamiltonians of a special form which can not be handled by methods of Section 6. For these Hamiltonians in case of logarithmic nonlinearity g(m) = ln m we obtain L ∞ bounds for 1 m , and W 2,2 bounds for u. Additionally, for dimensions not greater than 3 we establish also W 1,∞ and W 3,2 bounds for u. In the Section 6 we employ the adjoint method technique developed by L. C. Evans ([Eva10] ) to prove W 1,∞ bounds for u for a broad class of Hamiltonians. This application of the adjoint method extends the ideas in [GSM11] . We end the Section by proving a-priori bounds for all derivatives of m and u for both logarithmic g(m) = ln m and power like g(m) = m γ nonlinearities for any γ > 0 if d ≤ 4 and for γ ∈ (0,
The same bounds are also proved for the Hamiltonians of special form considered in Section 5 with logarithmic nonlinearities in dimensions not grater than 3. In Section 7 we use bounds from Section 6 and continuation method to prove existence of smooth solutions to (1.2), for this we impose further assumptions which are related with the monotonicity conditions by J.M.Lasry-P.L.Lions used to establish uniqueness (see [LL07a] , [Car] ). Finally in Section 8 we present two examples of problems for which our existence results apply. The first example is the case without velocity field dependence, the second case concerns Hamiltonians of simple form with small dependence on velocity field.
Assumptions
In this section we introduce and discuss the various assumptions that will be needed throughout the paper. Further hypothesis needed for application of continuation method are discussed only in Section 7. Other additional estimates can be proven under different Assumptions, and those are discussed only in Section 5.
We will be working under the assumption that H is quasi-variational([GPSM12]):
(A1) There exists a function g : (0, ∞) → R and a continuous Hamiltonian
Note that unlike H, H 0 does not depend in m pointwisely.
(A2) The function g : (0, ∞) → R is smooth, strictly increasing. More precisely one of the following holds:
in which case we will refer to them as, respectively, Assumption (A2a) or (A2b).
We suppose that for the Hamiltonians H :
is smooth in variables x, p with locally uniformly bounded derivatives.
With this notation we assume further:
The following hypothesis depends implicitly upon the bounds given in Proposition 3.5.
(A7) We assume δ ∈ [0, δ 0 ], where δ 0 is given by Proposition 3.5.
Another hypothesis concerns the convexity of H in p. We suppose:
Additional integrability properties
In this section we continue the study of various a-priori estimates, focusing our attention in L q estimates for m as well as ln m. This in particular, see Theorem 4.6, yields W 2,q estimates for u.
Proposition 4.1. Assume (A1)-(A10) and let (u, m, V, H) solve system (1.2). Furthermore, suppose that one of the following assumptions is satisfied:
(ii) (A2b), with 2γ + 1 ≤ 2 * 2 (γ + 1). Then there exists a constant C > 0, such that
Proof. Assumption (A6), (3.12), (3.15) and Proposition 3.5 imply
Multiply the second equation of (1.2) by m r , r > 0, and integrate by parts:
Then, by Young's inequality
Estimate (4.1) then implies
We want to show that
The integration by parts is justified, we just observe the that for a smooth function f the identity D(|f | p ) = p|f | p−2 sgn(f )Df holds both a.e. and in distribution sense. Then, using (A3)
Combining (4.4) and (4.5) we get
and this concludes the proof. 
If 0 < γ ≤ 1 then there exists a constant C such that
The boundedness of the first term on the right hand side follows from Proposition 4.2, whereas the second term is controlled thanks to Proposition 3.7.
If γ > 1, from (4.2) in the proof of Proposition 4.1 and the first estimate in the same Proposition we have
Proposition 4.5. Assume (A1)-(A10) and (A2a). Then there exists r 0 > 0 such that
Proof. Multiplying the first equation in (1.2) by 1 m r , r > 0, integrating by parts and using (A1) and (3.6), we get
Next, multiplying the second equation in (1.2) by 1 m r+1 and integrating by parts, we obtain
Let us sum the equation (4.8) and equation (4.9) multiplied by r:
where we used (A3) and (A6). Now, let r 0 > 0 small enough such that r 0 ≤ Cr 2 0 , then
and (4.6) is proven. Moreover, the previous inequalities and (A3) imply that
from which (4.7) follows.
Theorem 4.6. Assume (A1)-(A10) and (A2a), then there exists q > 0 and a constant C > 0 such that
Proof. Raise the inequality
to the power q + 1 with 0 < q ≤ 1 2 , and integrate:
Next from the Young's inequality, (3.12) and (3.7), for any 0 ≤ r ≤ 1, we have
Hence, we can estimate
2 , where r 0 is given by Proposition 4.5. Hence, from (4.10), (4.11) and Proposition 4.3, there exists a q > 0 such that ∆u
Further estimates for special Hamiltonians
In this section we consider the equation (1.2) for a special class of Hamiltonians. We assume that H satisfies the following hypothesis:
for some constants C, ǫ > 0, and a twice continuously differentiable function
and
and additionally there exists κ > 0 such that
It is easy to check that there exists a constant ǫ 0 > 0 such that if (H1) holds true for ǫ ∈ [0, ǫ 0 ], then H satisfies the Assumptions (A1)-(A7), if further (H2) holds then H also satisfies (A8)-(A10).
Theorem 5.1. Assume (H1) with ǫ ∈ [0, ǫ 0 ] and (A2a). Then for any solution (u, m, V, H) to
Proof. First note that from Proposition 3.5 we have
m r and integrate by parts:
Then, using again the properties of H 0 and α and (3.6), we get
Next, multiply the second equation in (1.2) by 1 m r+1 :
Using the expression of H 0 , we find
Substituting this expression in (5.1), we get
We conclude that
On the other hand, since α(x) ≥ α 0 > 0, for any r > 0 there exists C r > 0 such that
for any r > 0. Next, we have
for any δ > 0. Hence, from the Sobolev inequality, (5.2) and (5.3), for any r > 0
Now, set β := 2 * 2 > 1 and δ := 1 β ′ , where β ′ is the conjugate exponent of β. Then, we have
Taking r = β k−1 for an integer k > 0 we get
for a similar argument.
Corollary 5.2. Assume (H1),(H2) with ǫ ∈ [0, ǫ 0 ] and (A2a). Then for any solution (u, m, V, H)
Proof. By Theorem 5.1, there existsm > 0 such that m ≥m in T d . This and Proposition 3.7 imply that
Since in addition,
Proof. The first inequality follows directly from Corollary 5.2 and Sobolev inequalities if we take q > d in Corollary 5.2. To prove the second inequality we differentiate the first equation in (1.2):
Using these estimates we will prove further regularity estimates for this case in Section 6 (see Theorem 6.14).
Improved regularity by the adjoint method
In this section we use adjoint method techniques to prove higher regularity estimates for the solutions to (1.2). For later convenience we discuss a more general situation.
be a function which satisfies for some constants c, C > 0:
Consider the equation ∆w + F (x, Dw) = 0. (6.1) (R4) We suppose that for any solution to (6.1) we have the following a-priori bound:
Note that w solves the time dependent equation
For any x 0 ∈ T d , we introduce the adjoint variable ρ as the solution of
By the maximum principle ρ ≥ 0. Furthermore by integrating the equation we get
(6.4) Proposition 6.1. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then, for any T > 0
Proof. We just multiply equation (6.2) by ρ and integrate by parts using the equation for ρ.
Denote by osc(f ) = sup x f − inf x f , for any bounded function f : T d → R. Then we have Corollary 6.2. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then
where q is the conjugate exponent of r defined by
Proof. We use (R2) and Proposition 6.1 to get
Now, using Hölder's inequality we have
which ends the proof.
Proposition 6.3. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then for 0 < α < 1, and any δ 1 > 0 there exists C δ1 such that
Proof. Multiplying the first equation in (6.3) by ρ α−1 and integrating by parts, we obtain
for any ε > 0, where c α =
Here we used
which is a consequence of (6.4) and Jensen's inequality. Furthermore, using that ρ α ≤ C δ1 + δ 1 ρ and (R1), the last term in the inequality (6.7) can be bounded as follows
For ε small enough we get the result.
Remark 1. In fact the expression ρ(x, t) α does not always make sense since ρ(x, 0) = δ x0 . To fix this we consider the solution ρ ε to the equation (6.3) but with initial value η ε instead of δ x0 , where η ε : T d → R are smooth compactly supported functions with T d η ε (x)dx = 1 and η ε ⇀ δ x0 . We carry out all the computations with ρ ε and then send ε → 0.
Combining the Proposition 6.3 and Corollary 6.2 we conclude that Corollary 6.4. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then for any 0 < α < 1, and any δ 1 > 0 there exists C δ1 such that
where q is the conjugate exponent of r.
Since by Assumption (R2) r > d, we have α rd < 1.
Proposition 6.5. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then, for α > α rd , there exists 0 < µ < 1 such that
Proof. Recall that for any 1 ≤ p 0 < p 1 < ∞, 0 < θ < 1 we have the following interpolation inequality
. By Sobolev's inequality
and so
Using ρ(., t) L 1 = 1 and the interpolation we get
with µ = θ α . For α > α rd , we have µ < 1. Then by Jensen's inequality
Combining Corollary 6.4 and Proposition 6.5, we get Corollary 6.6. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then, for for α > α rd and any δ 1 > 0 there exists C δ1 such that
Furthermore, using this with Proposition 6.5 gives Corollary 6.7. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then, for µ as in Proposition 6.5
Finally, from Corollaries 6.2 and 6.7, we infer Corollary 6.8. Assume (R1)-(R4). Let w and ρ solve (6.1) and (6.3) respectively. Then
Proposition 6.9. Assume (R1)-(R4). Let w solve (6.1). Then Lip(w) ≤ C.
Proof. Let η = D xi w, then it satisfies the equation
Take φ(t) to be smooth with φ(0) = 1 and φ(T ) = 0. Let v = φη, then it satisfies
Integrating with respect to ρ
Using that |D xi wρ| ≤ ε|Dw| 2 ρ + C ε ρ for small ε > 0
The first term in the right-hand side of (6.9) can be estimated using (R3) and Corollary 6.7:
(6.10)
Let us now estimate the last term in the right-hand side of (6.9). We have
We estimate the first term of the previous inequality as follows
.
Then by Sobolev inequality and (6.4)
In dimension 2 replace in the previous condition 2 * by a sufficiently large p. Note that such choice is possible since for α = 1 we have Then, using Jensen's inequality we get
(6.13)
Note that we can choose x 0 and i such that
Then combining the inequalities (6.9), (6.10) and (6.13), Corollaries 6.6 and 6.8, and using osc(w) ≤ CLip(w), we obtain
choosing ε, δ 1 small and since 2−α α θ 1 < 1, for α close enough to 1, we obtain the result.
Corollary 6.10. Assume (A1)-(A11). Let (u, m, V, H) solve the system (1.2). Assume further the a-priori bounds g(m)
Proof. The property u W 1,∞ (T d ) ≤ C follows from Proposition 6.9, estimate (3.7) and the fact that
satisfies the hypothesis (R1)-(R3) with ζ(x) = g(m(x)) + C, as we show now. Let us check (R1). Using Assumptions (A5), (A6) and Proposition 3.5, we get
This and (A1) imply that
and then, by (A6) that
The property (R2) is a consequence of (A5) and Proposition 3.5. Assumption (A11) and estimate (3.7) imply (R3). Once we know that u W 1,∞ (T d ) ≤ C, from the first equation of (1.2) and |H| ≤ C, we infer that |∆u| ≤ |g(m)| + C.
Since by assumption g(m) L r ≤ C, from the elliptic theory we get u W 2,r (T d ) ≤ C.
The next Corollary generalizes the result in Corollary 5.3.
Corollary 6.11. Assume in addition to the hypothesis of Corollary 6.10, that
Proof. We have
which combined with the Corollary 6.10 and Assumption (A11) gives
Combining this with the Corollary 4.4 we get:
Corollary 6.12. Assume (A1)-(A11). Let (u, m, V, H) solve the system (1.2). Furthermore, suppose that one of the following assumptions is satisfied:
(ii) (A2b), with any γ > 0 if d ≤ 4, and γ < Then there exists a constant C > 0 such that
In particular there exists a uniform constantm > 0 such that m ≥m. Furthermore, for any q > 1 there exists a constant C q > 0 such that
Proof. Take any r ∈ R multiply the second equation of (1.2) by m r , r = 0, or by ln m for r = 0 and integrate by parts:
Then using Corollaries 6.12 or 5.3 and Hölder's inequality:
(6.14)
Note that c r m r−1 |Dm| 2 = |Dm . By Sobolev's Theorem, if m
Thus for any r > 0 ≤ C. In both cases A and B the Lipschitz estimates on u from Corollaries 6.12 and 5.3, and the estimates just proven imply that ∆u
where 
Then there exist constants
Proof. Corollary 6.13 gives m W 1,∞ ≤ C and u W 2,q ≤ C q for every 1 < q < ∞. Differentiating the first equation in (1.2) yields
Therefore, from assumption (A4) and the second and third equations of (1.2), we get m W 2,q , V W 2,q ≤ C 2,q for all 1 < q < ∞. A bootstrap argument completes the proof of the theorem.
Existence by continuation method
To prove the existence of smooth solutions to (1.2) let us write it in an equivalent form
and consider a parameterized family of Hamiltonians:
with the corresponding system of PDE's:
First let us start with some notation and hypothesis. Leṫ
Consider the Hilbert space
We assume that H can be extended from the space χ(
Note that by Sobolev's embedding theorem, H is well defined on the set of positive functions m ∈ H k (T d , R) with big enough k. We denote this set by
, it is well defined for large ks and is an open subset in
is only defined for a smooth f , but we are implicitly assuming that the term g ′ (m(x))f (x) cancels a corresponding term in D m H λ (p, x, m, V )(f ), as will be required in hypothesis B2.
We further assume that H(x, p, m, V ), D 
and any number R > 0, there exists a constant C(l, m, V, R) such that
Because of the structure of H λ it suffices to check that both (B2) and (B3) hold when λ = 1.
Similarly, we define the operators (B4) We assume further that the linear mapping We consider now the linearization of (1.2) at the point (λ 0 , I λ0 ) in the direction (ψ, f, W,h)
Where I λ0 (x) = (x, Du λ0 (x), m λ0 , V λ0 ). Multiplying the second equation by f and subtracting the first equation multiplied by ψ and integrating by parts we get:
where we used A 0 λ0,
(B5) We suppose that there exists a constant C such that for any I(x) = (x, Du(x), m, V ), where (u, m, V, H) is a solution to (7.1), and for all λ ∈ [0, 1]:
This condition holds when λ = 0.
by a classical solution to (7.1) we mean a tuple Proof. For big enough k we can define E :
Then (7.1) can be written as
is given by
Note that L λ is well defined for any k > 1.
Note also that for a classical solution (u λ , m λ , V λ , H λ ) to (7.1), we get from the third equation
It is easy to see that the Assumptions (A1) − (A11) for H imply the corresponding properties for H λ with uniform constants for any λ ∈ [0, 1]. Thus the results of the previous sections (Theorem 6.14) and Sobolev's embedding theorems imply that we can bound uniformly derivatives of any order of the solutions u λ k , m λ k , and also the C 1 norm of V λ k . Thus we can assume that there exist functions u, m, V and a number H, such that
for every integer l, and hence in C l (T d ) for every l, and also
) and H λ k → H. Passing to the limit in (7.1) for λ = λ k and using Assumption (B1) we get that (u, m, V, H) is a classical solution to (7.1) for λ = λ 0 . From m λ k ≥m we have m > 0. This proves λ 0 ∈ Λ, thus Λ is closed. To prove that Λ is open we need to prove that L λ is invertible in order to use an implicit function theorem. For this let F = F 1 . For w 1 , w 2 ∈ F with smooth components we can define
Using integration by parts we have for w 1 , w 2 smooth,
This last expression is well defined on F × F. Thus it defines a bilinear form B λ : F × F → R.
Step
We use the Assumption (B3) and Holder's inequality on each summand.
Step 2. There exists a linear bounded mapping A :
For each fixed element w ∈ F , the operator w 1 → B λ [w 1 , w] is a bounded linear functional on F ; whence the Riesz Representation Theorem ensures the existence of a unique element
Let us define the operator A : F → F by Aw 1 = ν 1 , so
It is easy to see that A is linear. Furthermore
Thus Aw 1 F ≤ C w 1 F , and so A is bounded.
Step 3. There exists a positive constant c such that Aw F ≥ c w F for all w ∈ F.
If the previous claim were false there would exist a sequence w n ∈ F with w n F = 1 such that Aw n → 0. Let w n = (ψ n , f n , W n , h n ) andw n = (0, 0,W n , 0) wherẽ
Assumption (B3) gives w n F ≤ C w n F = C, thus we have
Thus ψ n → 0 inḢ
, Assumption (B3) and Cauchy's inequality we get
were C depends only on u λ , m λ , V λ and H λ , thus since Dψ n , f n , W n → 0 in L 2 we get that f n → 0 in H 1 (T d ). Now takingw = (0, 1, 0, 0) we get
, the Assumption (B3) and the fact that Dψ n , f n , W n → 0 in L 2 we get h n → 0. We conclude that w n → 0, which contradicts with w n F = 1.
Step 4. R(A) is closed in F .
If Au n → w in F then c u n − u m F ≤ Au n − Au m F → 0 as n, m → ∞. Therefore u n converges to some u ∈ F , then Au = w this proves that R(A) is closed.
Step 5. R(A) = F .
Suppose R(A) = F , then since R(A) is closed in F there exists w = 0 such that w⊥R(A) in F . Let w = (ψ, f, W, h), takew = (ψ, f,W , h) whereW is given bỹ Step 6. For any w 0 ∈ F 0 there exists a unique w ∈ F such that B λ [w,w] = (w 0 ,w) F 0 for all w ∈ F. This implies that w is a unique weak solution to the equation L λ (w) = w 0 . Then regularity theory implies that w ∈ F 2 and L λ (w) = w 0 in the sense of F 2 .
Consider the functionalw → (w 0 ,w) F 0 on F . By Riesz representation theorem, there exists ω ∈ F such that (w 0 ,w) 2 thus ψ ∈ H 2 , then the equation for W yields that W ∈ H 1 and the equation for f gives ∆f ∈ L 2 hence f ∈ H 2 . We conclude that w = (ψ, f, W, h) ∈ F 2 and L λ (w) = w 0 .
This implies that L λ is bijective operator from F 2 to F 0 . Then L λ it is injective as an operator from F k to F k−2 for any k ≥ 2. To prove that it is also surjective take any w 0 ∈ F k−2 , then there exists w ∈ F 2 such that L λ (w) = w 0 . Using a bootstrap argument like the one in the proof of the previous lemma we conclude that in fact w ∈ F k . This proves that L λ : F k → F k−2 is surjective and therefore also bijective.
Step 7. L λ is an isomorphism from F k to F k−2 for any k ≥ 2.
Since we have L : F k → F k−2 is bijective we just need to prove that it is also bounded. But that follows directly from the Assumptions (B2), and (B3).
Step 8. We now prove that the set Λ is open.
Indeed for a point λ 0 ∈ Λ we have proven that the partial derivative L = D 2 E(λ 0 , v λ0 ) : F k → F k−2 is an isometry for every k. Hence by the implicit function theorem (see [Die69] ) there exists a unique solution v λ ∈ F 
Examples

Velocity independent Hamiltonians
In this section we consider an Hamiltonian that does not depend on the velocity field:
And we assume that it can be extended to a function
The system (1.2) in this case is 
