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Abstract. We study some qualitative properties of entire positive radial solutions of the supercritical semilinear biharmonic equation:
It is known from a paper by Gazzola and Grunau that there is a critical value p c > (n + 4)/(n − 4) of ( * ) for n ≥ 13 and that ( * ) has a singular solution u s (r) = K
Introduction
We consider some qualitative properties of entire positive radial solutions to the following supercritical biharmonic equation n−2 and n ≥ 3 was intensively studied. In particular, we mention the following theorem on the classification of positive radial entire solutions of (1.2). Theorem 1.1 (Wang [4] , Gui-Ni-Wang [3] ). Let n ≥ 3 and assume that p > 
.
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Moreover, if n ≤ 10 or if n ≥ 11 and The main purpose of this paper is to establish a similar theorem for entire solutions of (1.1).
Let us recall some known results on (1.1). In a recent paper [2] , Gazzola and Grunau studied the existence and uniqueness of entire radial solutions to (1.1). They found the corresponding critical exponent p c for (1.1). To state their results, we first define p c to be the unique value of p > n+4 n−4 such that
It has been shown in [2] that such a p c exists (and is unique) only when n ≥ 13. Let
where
It is easy to see that u s is a singular solution to (1.1) in R n \ {0}. The main result in [2] is the following theorem. 
does not change sign infinitely many times.
In this paper we completely characterize the asymptotic behavior of the radial entire solutions of (1.1). We have the following theorem: for all r > 0 and the solutions are strictly ordered with respect to the initial value a = u(0). Namely, if u 1 (r) and u 2 (r) are two radial solutions of (1.1) with u 1 (0) < u 2 (0), then u 1 (r) < u 2 (r) for r > 0.
Since the existence and uniqueness of entire radial solution to (1.1) are already given by Theorem 1.2, we shall assume that u a is the unique entire radial solution of (1.1) with u a (0) = a. If there is no confusion, we drop the index a.
In the rest of the paper, we proceed to prove Theorems 1.2 and 1.3. In Section 2, we collect some important preliminaries. In Section 3, we prove Theorem 1.2, and in Section 4, we prove Theorem 1.3.
After the completion of this paper, we came across the paper by Ferrero-GrunauKarageordis [1] in which they proved the first part of Theorem 1.3, i.e., when p < p c . Their method, based on dynamical system, is quite different from ours. Our method generalizes the Sturm-Liouville comparison theorems to fourth order equations. In fact, our method in this paper in the case of p ≥ p c also gives a new and more direct proof even in the second order case (Theorem 1.1).
Emden-Fowler transformations, eigenvalues and some preliminaries
As in [2] , we use the Emden-Fowler transformation:
Therefore, after the change of (2.1), the equation in (1.1) may be rewritten as
where the coefficients are given in [2, p. 911]. The characteristic polynomial (linearized at K
and the eigenvalues are given by
,
Let us also define
A direct computation shows that rν j are the four fundamental solutions to
Using Proposition 2 of [2] and direct verifications, we have the following proposition: (
Let us also recall the following theorem:
The following limits hold:
for any k ≥ 1.
The case of p < p c
In this section, we prove that for p < p c , u(r) − u s (r) must have infinitely many intersections (and hence prove Theorem 1.2). This amounts to the study of the following linearized equation
First we have As a consequence of (1) 
for some c = 0.
The following theorem gives the asymptotic behavior of u, which is of independent interest. 
Therefore in the leading order, we can write
(note that we have from Theorem 2.2 that lim t→+∞ h(t) = 0). This then implies that as r → +∞,
where ϕ(r) = r
where κ = −ν 2 − (n − 2) > 0 by Proposition 2.1. Furthermore, ϕ(r) has no zeroes for r large. We show that this is impossible. In fact, it is easy to see that ϕ must change sign in (0, +∞). Otherwise, we assume ϕ(r) > 0 for r ≥ 0 (note that u(r) < u s (r) for r small). Then using the behavior of ϕ near ∞ and integrating the equation
Here we need to use the fact that p > (n + 4)/(n − 4). Suppose ϕ(r) has exactly k zeroes in (0, +∞) (recalling that ϕ has no zeroes when r is large) and ϕ(r) ∼ r 2−n−κ as r → +∞; we easily see that r n−1 ϕ (r) has at least k zeroes. On the other hand, since the function η(r) := r n−1 ϕ (r) satisfies η(0) = 0 (note p > (n + 2)/(n − 2)) and η(r) → 0 as r → +∞, we see that η (r) has at least k + 1 zeroes. Thus Δϕ(r) = 1 r n−1 η (r) has at least k + 1 zeroes. A similar idea implies that r n−1 (Δϕ) (r) has at least k zeroes and (r n−1 (Δϕ) (r)) has at least k + 1 zeroes. Therefore, Δ 2 ϕ = 1 r n−1 (r n−1 (Δϕ) (r)) has at least k + 1 zeroes. This contradicts our assumption that ϕ has k zeroes, since Δ 2 ϕ = pξ p−1 ϕ, where ξ(r) ∈ (min{u(r), u s (r)}, max{u(r), u s (r)}) > 0 for all r > 0. This proves our claim and completes the proof of Theorem 3.3.
The case of p ≥ p c
In this section, we consider the case p ≥ p c . We prove the following two theorems: 
The proofs of both theorems depend on the use of the comparison principle for fourth order equations.
We prove Theorem 4.2 first. 
where I i (r) are defined in the last equality. Let us assume that there exist r 1 , r 2 ∈ (0, +∞] such that
We divide our proof into three cases:
In this case, we take r = r 1 = r 2 . Then we have I 1 (r) > 0, I 2 (r) ≥ 0, I 3 (r) ≥ 0. The identity (4.3) gives a contradiction.
In this case, we take r = r 2 . Then it is easy to see that
To this end, we first show that Δφ > 0 for r ∈ (r 2 , r 1 ). In fact, since Δ 2 φ = pu p−1 φ > 0 in (0, r 1 ), we see that Δφ must be positive for r > r 2 and near r 2 . Suppose that there exists r 3 ≤ r 1 such that Δφ(r 3 ) = 0. Then we have Δφ > 0, Δ(Δφ) > 0 in (r 2 , r 3 ). This is impossible, since Δφ must attain its maximum in (r 2 , r 3 ) where Δ(Δφ) ≤ 0. Now we consider the function Φ(r) = r n−1 (Δψφ − (Δψ) φ). Its derivative is given by Φ (r) = (r n−1 φ (r)) Δψ(r) − (r n−1 (Δψ) (r)) φ(r)
= r 1−n [Δφ(r)Δψ(r) − φ(r)Δ 2 ψ(r)] < 0 for r ∈ (r 2 , r 1 ).
(Here we have used the fact that Δψ < 0.) So Φ(r 2 ) > Φ(r 1 ) = r n−1 1
Δψ(r 1 )φ (r 1 ) ≥ 0. As a consequence, we have proved that I 3 (r 2 ) = r 1−n 2 ∂B r 2 (0) Φ(r 2 ) ≥ 0. So again, we have I 1 (r 2 ) > 0, I 2 (r 2 ) ≥ 0, I 3 (r 2 ) ≥ 0, and this gives a contradiction to the identity (4.3).
Case 3. r 1 < r 2 .
The proof is similar to Case 2. In this case, we take r = r 1 . Then it is easy to see that I 1 (r 1 ) ≥ 0, I 3 (r 1 ) = ∂B r 1 (0) [Δψφ ] ≥ 0. It remains to estimate I 2 (r 1 ).
As before, we first show that φ(r) < 0 for r ∈ (r 1 , r 2 ). In fact, since Δφ < 0 in (0, r 2 ), we see that φ must be negative for r > r 1 and near r 1 . Suppose that there exists r 3 ≤ r 2 such that φ(r 3 ) = 0. Then we have Δφ < 0, φ < 0 in (r 1 , r 3 ) . This is impossible, since φ must attain its minimum in (r 3 , r 2 ) where Δφ ≥ 0.
where the integral is finite because 2ν 4 < 4 − n. This is impossible since φ > 0. So M 1 = 0.
When p = p c , (4.8) follows from the fact thatν 3 =ν 4 = 4−n 2 .
