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Let &Y be a real separable Hilbert space; let X(t), t E [0, I], be a separable, 
stochastically continuous, Z-valued stochastic process with independent 
increments. Then a decomposition of X(t) into a uniformly convergent sum of 
independent processes is found. In this decomposition one of the processes is 
Gaussian with continuous sample functions, and the remainder of the processes 
have sample functions whose discontinuities correspond to those of certain 
real-valued Poisson processes. The decomposition of X(t) leads to a Levy- 
Khintchine representation of the characteristic functional of X(t). In addition, 
the case when X(t) has finite variance is explored, and, as a consequence of the 
above decomposition, a Kolmogorov-type representation of the characteristic 
functional of X(t) is derived. 
1. INTRODUCTION 
It is known that a stochastically continuous stochastic process with itide- 
pendent increments taking values in a finite-dimensional Euclidean space and 
defined on a compact time interval has a decomposition into a uniformly con- 
vergent sum of independent processes. A proof of this fact is given in [3]. 
In the decomposition one of the processes is Gaussian with continuous sample 
functions and the remainder of the processes have sample functions whose 
discontinuities correspond to those of certain real-valued Poisson processes. 
A similar result has been proven in [2], for locally compact abelian groups 
with a countable basis. The main purpose of this paper is to show that the above 
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decomposition holds true when the process is separable and takes values in 
a real, separable Hilbert space. 
We let X(t), t E [0, 11, denote a process as described above, taking values 
in a real, separable Hilbert space, ti. In Sections 2 and 3 we discuss some 
preliminaries concerning &‘-valued random variables. In Section 4 we introduce 
some jump processes, associated with X(t), and discuss some simple results 
concerning these jump processes. Our main motivation comes from Section 5, 
when it is shown that for each 1 E [0, I], X(t) is an infinitely divisible random 
variable. Using then, in part, the structure of infinitely divisible random 
variables, the main result of this paper is proven in Sections 6 and 7. This 
main result then leads to a Levy-Khintchine representation of the characteristic 
functional of X(t). Finally, as consequence of the decomposition of X(t), 
we derive, in Section 8, a Kolmogorov representation, similar to the one given 
in [IO], for the characteristic functional of X(t). 
2. RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS IN Z? 
In all of the following, we will let .%’ represent a real, separable Hilbert 
space with inner product, <., .), and norm, 11 *11. The basic facts which we 
will use concerning Hilbert spaces may be found in [l]. 
We will understand a measure on .%’ to be a nonnegative, countably additive 
set function, defined on the Bore1 sets, )23, of &‘. By a probability distribution 
(or, more often, distribution) we will mean a measure p on &@, with total mass 
equal to one. 
DEFINITION 2.1. Let p,, be a sequence of distributions. Then we will say 
that p,, converges to the distribution p if sf dp,, + jf dp, for each real-valued 
continuous, bounded function, f, defined on &‘. 
A thorough discussion of convergence of distributions and related properties 
can be found in [7 or 91. 
DEFINITION 2.2. The convolution, TV * v, of two distributions p and v is the 
distribution on &’ defined by the formula, p * v(A) = s p(A - x) dp(x), for 
all Bore1 sets, A. 
For any point x, in #‘, we will let x also denote the distribution degenerate 
at the point x. If p is a distribution on &‘, p * x is called the translate of p by x. 
DEFINITION 2.3. A sequence CL,, of distributions is said to be shift compact, 
if for every subsequence pnlc, there is a sequence v,~ such that v,,~ is a translate 
of pnk: and vnlc has a convergent subsequence. 
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An extremely important tool for studying distributions on # is the charac- 
teristic functional. 
DEFINITION 2.4. Let to be a distribution on .%. Its characteristic functional, 
P(Y), is given by P(Y) = .f ei@*~> dp(x), for each y E Z. 
THEOREM 2.1 (Continuity Theorem). (i) I f  a sequence, p,, , of distributions 
converges to a distribution p, then &(y) converges to p(y), unaformly on bounded 
spheres. 
(ii) I f  a sequence of distributions pu, is shift compact and g,,(y) converges 
to t;(y) (a characteristic functional) uniformly on bounded spheres, then t+, con- 
verges to l.c. 
Proof. See [7, p. 1711. 
We now will prove two well-known analytic results by using the above 
theorem. 
COROLLARY 2.1. Let x, be a sequence of points in & such that (x, , y) corz- 
verges to (x, y), uniformly on bounded spheres. Then x, converges to x. 
Proof. By hypothesis, the sequence of characteristic functionals of the 
distributions degenerate at x, converges uniformly on bounded spheres to the 
characteristic functional of the distribution degenerate at x. By [7, Lemma, 
p. 421, convergence of x, to x is equivalent to convergence of the corresponding 
degenerate distributions. Thus, the result follows from the above theorem. 
COROLLARY 2.2. Let x,,(t) be a sequence of functions taking values in Z and 
which are defined for all t in the compact interval [0, 11. Let x(t) be another such 
function. If  (xn(t), y) converges to (x(t), y}, unzformly in t and uniformly for y  
on bounded spheres, then x,,(t) converges uniformly to x(t) in t. 
Proof. Suppose the convergence is not uniform in t. Then there is a sub- 
sequence x&t) of x,(t) an d a sequence t, in [0, l] such that 1) x,&t,) - x(tk)jl 
does not converge to zero. 
But, I expCi<x&) - X(GJ,Y)I - 1 I < supt I expKx+&) - W,Y)I - 1 I9 
which converges to zero. This contradicts the previous corollary. 
An &‘-valued random variable, X, defined on a complete probability space, 
(Q, 9, P), will be understood to be a Bore1 measurable mapping of Q to Z’. 
The distribution of a random variable, X, is the measure induced by it on %. 
The basic facts concerning .%-valued random variables can be found in [6]. 
The characteristic functional of a random variable X, with distribution II, 
is given by P(y) = 8eei<**v) (see Definition 2.4), where 8 denotes expectation. 
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DEFINITION 2.5. The expectation of an %-valued random variable X, is an 
element 8X E .#, such that for each y E &@ we have 8(X, y) = (8X, y). 
We will be interested in the following two modes of convergence of random 
variables. 
DEFINITION 2.6. Let X, be a sequence of random variables in .%’ with 
corresponding distributions p”n , and let X be a random variable in ti with 
distribution I*. Then: 
(i) X,, converges in distribution to X, if pn converges to p (see Defini- 
tion 2.1). 
(ii) X, conwerges with probability one to X if I( X, - X(1 converges to 
zero, with probability one. 
Now, let X, be a sequence of mutually independent S-valued random 
variables and set S,, = CI=, X, . The following, very useful result may be 
found in [4]. 
THEOREM 2.2. Convergence of S, in distribution is equivalent to convergence 
of S, with probability one. 
3. INFINITELY DIVISIBLE Z-VALUED RANDOM VARIABLES 
We first give the definition. 
DEFINITION 3.1. An &‘-valued random variable, X, with distribution p 
is said to be infinitely divisible if for each positive integer n, there is a distribution 
h, on SE”, such that TV = A,,“. (hnn denotes the n-fold convolution of X, with 
itself). 
For a more complete study of this topic we refer to [7, Chap. VI]. 
A very important role will be played, here, by the elementary infinitely 
divisible random variables. 
DEFINITION 3.2. Let F be any finite measure on &‘. Then the distribution, 
e(F), associated with the measure F is defined by: 
e(F) = e-F@‘) 
[ 
1 + F + s + *** + 5 + -**I, 
where 1 is used to denote the distribution degenerate at 0 E S’. 
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A random variable with distribution of the form e(F) will be called an ele- 
mentary in&itely divisible random variable. 
Remarks. (i) 
e(F)“(y) = exp 11 (eiCs*Y> - 1) dF(s),/ (3-l) 
(ii) If IT; and G are finite measure, then 
e(F + G) = e(F) * e(G). (3.2) 
THEOREM 3.1 (Levy-Khintchine representation theorem). An &?-valued 
random variable X, with distribution p, is inf%titely diwisible if and only if its 
characteristic functional, p(y), is of the form: 
(3.3) 
where x0 is a fixed element of 2, S is an S-operator (a continuous, linear, non- 
negative, self-adjoint, compact operator in Z with a$nite trace) and M is a a-finite 
measure with finite mass outside of every nezghborhood of the origin and with the 
property that J ilmli~l 11 x II2 dM(x) < + CO. Moreover, K(x, y) = ei(r,g> - 1 - 
i<x, r>/U + II x II”)+ 
Also, representation (3.3) is unique. 
Proof. See [7, p. ISI}. 
We now let G, be a sequence of finite measures on &’ and set F,, = Cz, Gk . 
Suppose X, is a sequence of mutually independent, Z-valued random variables 
with respective distributions given by e(G,). Set S, = CFzF1 X, . It then follows 
from Eq. (3.2) that e(F,J is the distribution of S, . We have the following 
lemma. 
LEMMA 3.1. Suppose there exists a sequence of elements a, in .8 such that 
S,, + a,, converges in distribution. Then F, increases to a a-finite measure F for 
which JIiz,,~I II x II2 dF(x) -=c + to. 
proof. Follows from [7, Theorem 4.7, p. 1761. 
DEFINITION 3.3. A sequence Xfii , j = l,..., n; n = I,2 ,... of &‘-valued 
random variables is said to be uniformly infinitesimal if, for any E > 0, 
limn+m infj P{lj Xnj I/ < C} = 1. 
LEMMA 3.2. Let X be an Z-valued random variclble such that X = Cj”_, Xnj , 
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for each positive integer n, where X,,, ,..., X,, are mutually independent for 
each n. Xf the sequence Xfii is uniformly infinitesimal, then X is in$nitely divisible. 
Proof. See [7, p. 1991. 
DEFINITION 3.4. An &‘-valued random variable X, with distribution p, 
is said to be Gaussian if its characteristic functional is given by: 
where x,, E % is fixed and S is an S-operator. 
The following lemma is a direct consequence of [7, Corollary 6.3, p. 1991. 
LEMMA 3.3. Let X be an H-valued random variable. Suppose that for each 
n = 1, 2,... there exists a collection Xnj , j = I,..., n, of mutually independent, 
x-valued random variables such that: (i) X = X,,, + a.* + X,, and (ii) 
lim,,, Cy=, P(\I Xni )) > C} = 0, joy al2 E > 0. Then X is Gaussian. 
4. THE JUMP PROCEXSES 
For the remainder of this paper we will let X(t), t E [0, 11, be a separable, 
stochastically continuous process with independent increments taking values 
in &‘. We will also assume that X(0) = 0. We will denote by (Q, S, P) a com- 
plete probability space on which X(t) is defined. 
On the basis of results which can be found in [3, Chap. IV], we may assume 
that the sample functions of X(t) have the following properties: 
0) lim,Jt X(s) = X(t + 0) = X(t), for all t E [0, 11, and 
(ii) limstt X(s) = X(t - 0) exists, for all t E [0, 11. 
In other words, each sample function of X(t) can be assumed to be right 
continuous and to have no discontinuities other than pure jumps. 
Furthermore, we may assume that for each w E 52 and for any 6 > 0, there are 
only finitely many points t E [0, I] such that 11 X(t) - X(t - O)[\ > E. 
With the aid of the above information we may now introduce certain jump 
processes which will be extremely important to the remainder of this discussion. 
We first let E be some positive constant, set M(r) = (x E 2’: (1 x I( > E>, and 
set /&Y(e) to be the class of Bore1 sets contained in M(E). By the above if A E g(c), 
then there are only finitely many t E [O, l] for which X(t) - X(t - 0) is an 
element of A(w E Q, fixed). 
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DEFINITION 4.1. If A E g(e), we define the process v(t, A) by 
v(t, A) = 1 l/JX(s) - X(s - O)] 
s<t 
where 1, is the indicator function of the set A. 
Thus v(f, A) is a real-valued process which counts the number of points 
s < t for which X(s) - X(s - 0) falls in A. 
LEMMA 4.1. v(t, A), is a stochastically continuous Poisson process with inde- 
pendent increments. 
Proof. Follows as in [37, for the finite-dimensional case. See also [5]. 
We now set x(t, A) = &v(t, A). 
DEFINITION 4.2. We define a process X(t, A) by 
X(t, A) = c [X(s) - X(s - 0)] IAIX(s) - X(s - O)]. 
s3 
X(t, A) gives the sum of the values of the jumps of X(t) which fall in A 
up to and including time t. 
We now have the following two results which are proven in [3] for the case 
when Z is finite dimensional. The same proofs will work here (see also [5]). 
LEMMA 4.2. For each fixed t E [0, 11, w(t, .) is II measure on a(~). If w E 52 
is also held fixed, then v(t, 9) is a measure on g(c). 
LEMMA 4.3. Let A, , A, ,..., A, be disjoint sets belonging to g(c). Then: 
(i) the processes v(t, A&..., v(t, A,) are mutually independent, and 
(ii) the processes X(t, A&..., X(t, Ar) and X(t) - &, X(t, Ai) are 
mutually indepetzdent. 
We now consider the integration of certain functions with respect to the 
measures v(t, .) and v(t, .) (see Lemma 4.2). We will make the convention 
that the integral of an x-valued function will be understood to exist in the 
“weak” sense as developed by Pettis (see [B]). 
First we suppose that f( x is a real-valued, bounded, measurable function ) 
which vanishes on some sphere centered at 0 E .#‘. If we let t E [0, 1] be fixed, 
then sf(x) v(t, dx) is a real-valued random variable. This last assertion is easy 
to prove when f (x) is a simple function. If f is arbitrary, we prove the assertion 
by approximating f(x) by a sequence of simple functions. 
In a similar manner the following lemma may be proven. 
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LEMMA 4.4. Let f(x) b e a real-valued, bounded, measurabhz function that 
vanishes on some sphere centered at 0 E 3’. Then: 
(i) 8 Jf (4 +, 4 = j’f (4 +, W 
(ii) Var j f  (x) v(t, dx) = j [ f  (x)-j2 n(t, dx) 
(Var X represents the variance of the random variable X). 
We now let A E 99(c) and w E IR be fixed. If we set S = rnax,($ [[ X(s) - 
X(s - O)(\, then v(t, M(6)) = 0. Th us, any real-valued function, f(x), which 
is measurable, bounded on bounded subsets of Z, and vanishes on some 
sphere centered at 0 E .%?, can be integrated with respect to v(t, .). In particular, 
we may now assert the existence of the integral, jA (x, y) v(t, dx), for all y E .%? 
and for all A E W(e). 
LEMMA 4.5. Let A E B(C). Then X(t, A) = JA xv(1, dx). 
Proof. For each n = 1,2 ,..., choose a sequence A,, , j = 1,2,... of pairwise 
disjoint sets in g’(e) such that (Jzl A,, = A and the diameter of each A,$ 
is bounded by l/n. Since v(t, A) is finite valued, we have for y E 2, 
(4.1) 
where x,,~ E A,j for each choice of n and j. 
We note that by the definition of X(t, A,& Ij X(l, A,J - x,&t, ARj)]J < 
(l/n) v(t, Aaj) for each 12 and j. Therefore I(X(t, A), y) -Cj”=, (x,,~, y) v(t, Anj)l < 
(11 y II/n) v(t, A) which converges to zero as n ---f 00. 
So by referring to (4. I), we have completed the proof. (Recall that the integral, 
here, is defined in the “weak” sense.) 
COROLLARY 4.1. Let A E g(c) be bounded. Then: 
(i) &‘X(t, A) = sA xn(t, dx), and 
(ii) Var(X(t, A), y> = sA (x, y)‘- r(t, dx), for ally E Z’. 
Proof. Part (ii) follows from the above lemma and Lemma 4.4. To 
prove part (i) we refer to Definition 2.5 and note that &<X(t, A), y) = 
d JA (x, y) v(t, dx) = JA (x, y) n(t, dx) = (sA xr(t, dx), y), for each y ES. 
5. THE INFINITE DIVISIBILITY OF X(t) 
We will now state and prove a result which provides a great deal of motivation 
to our investigation. X(t) will be the process as defined in Section 4. 
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THEOREM 5.1. For each t E [0, 11, X(t) is an injkitely divisible, S-valued 
random variable. 
Proof. Fix t E [0, I] and define a sequence of subdivisions of [0, t] as follows: 
0 = ton < tin < -a- < t,, = t, n = 1, 2,... 
where maxj ( tj, - ti-l,n ( --t 0 as n -+ co. 
Clearly, for each n, 
(5.1) 
Now let E > 0 be given. Since the process X(t) is stochastically continuous 
on 10, 11, it is uniformly stochastically continuous on [0, 11. Thus, 
infj P((l X(tjSn) - X(tj-Jj < c} ---f 1 as ?1 -j co. 
This says that X(tjn) - X(tj-l,n) is a uniformly infinitesimal (Definition 3.3) 
collection of random variables. Combining this fact with Eq. (5.1) and Lemma 
3.2, we have proved the theorem. 
We will now prove a result concerning the processes X(t, A) (Definition 4.2). 
LEMMA 5.1. Let A E g’(c) for some E > 0. Then for t fixed, X(t, A) is an 
elementary injkitely divisible random variable (Dejinition 3.2). 
Proof. We first assume that the set A is bounded. We let A,, , n = 1, 2,...; 
j = 1,2,... be a sequence of measurable sets, defined as in the proof of Lemma 
4.5, with A = uzl Anj for each n. Let y E X and let xai E Anj , for each n 
and j. 
Then (X(t, A), y) = lim,,, Cj”=, (x,~ , y) v(t, A,$), which implies that: 
8ei(X(t,A)*v> = $+i d exp i f (x,~ , y> v(t, A,,) 
j=l I 
= exp 
Is 
A (ei(“*g> - 1) n(t, dx)/. (5.2) 
The last equality follows from the fact that the Anj are disjoint and thus that 
the v(t, Amj) are independent, real-valued Poisson random variables. 
If A E S(e) is unbounded, then it can be represented as the limit of a sequence, 
A, , of bounded sets. Then taking the limit as n-+ co, Eq. (5.2) can be shown 
to hold for all A E&Y(E). The proof now follows from Eq. (3.1) and the 
uniqueness theorem for characteristic functionals. 
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We note here that the above proof shows that the distribution of X(t, A) 
is given by e(nA(t, .)), where ?~~(t, .) is the measure a(& a), restricted to the 
set A. 
6. A PRELIMINARY DECOMPOSITION 
In this section we will prove a decomposition theorem for X(t), and this 
theorem will lead to a stronger result in the next section. We remark that 
the method of proof to be used relies heavily upon Theorem 5.1 and the proof 
of the Levy-Khintchine theorem (Theorem 3.1) as given in [7]. In this last 
proof it is shown that an infinitely divisible random variable is basically made 
up of two parts: one part is Gaussian and the other is a limit (in distribution) 
of sums of translates of elementary infinitely divisible random variables (Defini- 
tion 3.2). In this section, then, we will be mainly concerned with finding an 
“elementary part” of X(t) and this will give us our preliminary decomposition. 
Let E, be a sequence of positive numbers which decreases trictly to zero and 
such that c1 = 1. Set A, = (x E Z: cIc < /( x 11 < E~-~}, R = 2,3 ,... and set 
A, ={xE&@:IIxII > l}. 
We now let t E [0, l] be fixed and we consider the sequence of random 
variables, X(t, A& K = 1,2 ,... . By Lemma 5.1 we know that each X(t, A,) 
is an elementary infinitely divisible random variable with distribution given by 
e(r,(t, *)) where vk(t, .) represents the measure n(t, *), restricted to A,. 
We next set S,(t) = CiCf=, X(t, A,), for each n = 1,2,... and we define 
a sequence F,(t, a) of measures by F,(t, .) = Cz=, nk(t, .). Then by Eq. (3.2), 
we see that e(F,(t, .)) is the distribution of s,(t). Moreover, using Lemma 4.3, 
we see that sa(t) and X(t) - S,(t) are independent for each n = 1, 2,... . 
Then, as a consequence of [7, Theorem 5.3, p. 721, there is a sequence a,(t) 
of elements in Z such that S,(t) + a,(t) converges in distribution. 
We now use Lemma 3.1 and see that F,(t, .) increases to a o-finite measure 
on &‘. This last measure we will denote by rr(t, e); thus we have extended 
the definition of n(t, *) to all Bore1 sets of &‘. We note that necessarily 
fl(t, (0)) = 0. 
The next result, which follows directly from Lemma 3.1, will be stated 
separately, since we will have several occasions to use it in the sequel. 
The following result gives, in a precise manner, a sum of translates of the 
random variables .X(t, Ak) which converges in distribution. 
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LEMMA 6.2. For each k = 2, 3 ,..., deJine WI<(t) = X(t, 0,) - &X(t, A,). 
Then CT=, W*(t) converges in distribution. 
Proof. We recall from Corollary 4.1 that &X(t, dk) does exist for each 
k > 2. Now we define the function vi(y) on 9 by 
We recall the inequality ( eia - 1 - iol [ < G/2, which holds for all real 01. 
Thus, 
and pt( y) is defined for all y E S’ by Lemma 6.1. 
From Corollary 4.1, (8’X(t, A,), y) = fdk (x, y) ~(t, kc) for all y E &’ and 
so it is easy to see that the characteristic functional of CL, Wk(t) is given by 
exp{JEn,jjz~j~~ (e”‘**~) - 1 - i{x, y)) v(t, dx)}, for each rr > 2. Then as a con- 
sequence of Lemma 6.1, the characteristic functional of CE==, Wk(t) converges 
uniformly on bounded spheres to the function am. 
In the discussion preceding Lemma 6.1, we showed the existence of an 
&‘-valued sequence of points, a,(t), such that Cz, X(t, dk) + u,(t) converged 
in distribution to some random variable say Q(t). Hence, it must be true that 
there exists an element u(t) in &’ such that &y) is the characteristic functional 
of Q(t) + u(t). This completes the proof. 
It has now become a simple matter to prove the main result of this section. 
THEOREM 6.1. There exists an %-valued process, Z’(t), such that with proba- 
bility one: 
X(t) = 44 4) + f W?&) + z’(t), 
k=2 
for all t E [O, 11. 
Proof. For t fixed, Cz==, Wk(t) is a series of mutually independent &‘-valued 
random variables. Since by Lemma 6.2, CzS’=, Wk(t) converges in distribution, 
it must also converge with probability one by Theorem 2.2. Thus, the proof 
is complete, if we set Z’(t) = X(t) - X(t, A,) - Czzz Wrc(t). 
COROLLARY 6.1. With probability one, C,“=, (W%(t), y) conwerges unijiwmly 
in y on bounded spheres, for each t E [0, 11. 
Proof. This is an easy consequence of Theorem 2.1(i). 
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7. THE MAIN RESULT 
Our main goal in this section is to prove the following result. 
THEOREM 7.1. Let &’ be a real, sepurable Hilbert space. Let X(t), t E [0, I], 
be un S-valued, stochastically continuous, separable stochastic process with 
indepeqdent increments such that X(0) = 0. Then we may assume, without loss 
of generality, that the sample functions of X(t) are right continuous and have no 
discontinuities other than pure jumps. 
Moreover there exist &‘-valued processes, Z(t) and Uk(t), k = 1, 2,..., such 
that with probability one: 
X(4 = xv> Al) + 2 UT&) + =w, 
k=l 
uniformly in t, and such that: 
(i) W), Wt, 4, G(t), U2(t),... are mutually independent and huve 
independent increments. 
(ii) Z(t) is Gaussian and its sample functions are continuous with probability 
one. 
(iii) With probability one, the sample functions of X(t, A,) and UK(t), 
k = 1, 2,..., have only a finite number of discontinuities, which correspond to the 
discontinuity points of certain real-valued Poisson processes. 
In order to prove the above result, we must first choose an appropriate 
subsequence of the sequence E, , which was defined in the previous section. 
For this purpose we need the following lemma. 
LEMMA 7.1. Let B be a bounded subset of S?. Then for each t E [0, I], 
suplpBC~=s Var( Wk(t), y) < + 00. (W*(t) was dejked in Lemma 6.2). 
Proof. By Corollary 4.1, 
d SUP It Y II2 %,,,, II x II2 4~ 4. 
YEB 
Thus the lemma follows from Lemma 6.1. 
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We now choose a sequence of integers, n(k), such that 
sup f Var(Wj(l),y) < I/@, 
IldlSk j=fi(g)+l 
for k = 2, 3,... . We also set n( 1) = I. By the construction of the sequence 
n(k), we see that for m > 2, C~nCkr+l Var(w,(l), y) < l/k6 for all k > m if 
IJ y 11 < m. We also note that for all t E [0, I], Var(wj(t), y> < Var(wj(l), y}, 
because of independent increments. 
DEFINITION 7.1. 
ZZ’:+, 
For each t E [0, I] and each y E &, we set Uk(t) = 
W(t) and ukCtj Y) = <u&>, Y>. 
We next wish to show that C,“=, Uk(t) converges uniformly on t. This result 
will follow when we have proven the following two lemmas. 
LEMMA 7.2. Uk(t, y) is a right continuous function of t for ally E 2’ and for 
all k = 1, 2,... . 
Proof. U&, y) = c;::;;+l [Jdj (x, Y> 46 4 - .I’+ (x, Y> dt, &)I, by re- 
sults in Section 4. Thus, it will suffice to show that sdj (x, y) u(t, dx) and 
j,,$ (x, y) z-(t, dx) are right continuous for each j. 
Let s, t E [0, l] with s > t. Then 
But 1 Y(S, Oj) - u(t, A,)1 < 2v(l, Oj) and v(s, A3) converges to u(t, dj) in proba- 
bility as s -+ t, by stochastic continuity. Hence, ] ~(s, Oj) - r(t, A,)/ ---f 0 
as s -4 t. 
It is also clear that, by its definition, u(t, A,) is a right continuous function 
of t. So, we now have: 
1 JA, (x,~> u(s, dx) - s,. (x, y> v(t, dx) 1 G ,;$ tbY)i ’ 1 “h ‘b) - +, “,)I 
3 
and 
We now let s -+ t in the above two inequalities and the proof is complete. 
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LEMMA 7.3. CT=‘=, Uk(t, y) converges uniformly in t, with probability one, 
for each y  E 2. 
Proof. Let y E Ye. By the previous lemma the values of Uk(t, y) can be 
determined by its values at rational points in [0, 11. In particular supt 1 Uk(t, y)J 
is a (real-valued) random variable. 
We may also now carry out the following computations, during which p, Q, 
and Y will denote positive integers. 
For each p and 4 we can write 
Uk(Pl!z~Y) = f [UdYl%Y) - Uk((Y - ~)/!bYll- 
7=1 
Since U,(t, y) has independent increments, we apply Kolmogorov’s inequality 
to obtain: 
d A48 I Uk(lY Y)l” 
< k* f Var w#,y). 
i=n(k)+l 
Since there exists an integer m such that 1) y (1 < m, we have that 
P(sup, 1 U,(t, y)I > l/k21 < 1/k2, for all k 3 m. Therefore, the series 
CF=‘=, P{sup, 1 lJk(t, y)l > l/kz} converges, and by the Borel-Cantelli lemma, 
supt 1 U*(t, y)l is majorized, with probability one, by l/k2 for all k chosen 
“sufficiently large.” The proof is now complete. 
We now have: 
COROLLARY 7.1. The series Cr=‘=, Uk(t) converges uniformly in t, with proba- 
bility one. 
Proof. We recall that <U,(t), y> = Urc(t, y), for all y E 9, t E [O, l] and 
k = 1, 2,... . Thus, this result is now an application of Lemma 7.3 and 
Corollaries 2.2 and 6.1. 
The following result shows that 8X(t, A,) does not affect the continuity 
points of the process X(t, A,). 
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LEMMA 7.4. Let k > 2 be$xed. Then bX(t, A,) is a continuous function of t. 
Proof. Using the same technique employed in the proof of Lemma 7.2, 
we can show that w(t, Ak) is a continuous function of t. Now let s, t E [0, I]. 
Then 
It gX(t, 4 - &X0, 43 = 1 s, x[+, dx) - +, dx)] / 
d s 4 II x IIW, d-4 - +, +I 
< cLwl 1 r(t, Ak) - n(s, A,)1 - 0 as s - t. 
Thus &X(t, Ak) is continuous in t. 
We recall from Corollary 7.1 that Cr=;=, uk(t) converges uniformly in t, with 
probability one. We now define a subset K of Q by K = {w E 9: Cz=, Uk(t) 
converges uniformly}. Thus, P(K) = 1. 
It now remains for us to find Z(t), the “Gaussian part” of X(t). 
DEFINITION 7.2. (i) Set Z(t) = X(t) - X(t, A,) - Cr=‘=, Uk(t), WEK 
zzzz 0, tu$K. 
(ii) Set Zm(t) = X(t) - X(t, A,) - CTsf”=, Uk(t). 
LEMMA 7.5. All of the sample functions of Z(t) are continuous. 
Proof. Let s E [0, 1] and let tj be a sequence of points in [0, l] which con- 
verges to s. Suppose o E K. By Corollary 7.1 we have: 
limzp (1 Z(ti) - Z(s)\/ = liT+cup 2% /I %(tj) - GdS)ll 
= l& liyyp II Z&> - G&N (7.1) 
Suppose first that X(t) - X(t, A,) h as a discontinuity at s. By the definition 
of X(t, A,), X(t) - X(t, A,) can have no jumps larger than 1. Thus, the value 
of the jump at s must belong to undo”’ Ai for m sufficiently large. Thus, by 
its definition, Zm(t) is continuous at s, for all m sufficiently large. This yields 
that lim SUP~,~ I] Zm(tj) - Z,,,(s)ll = 0 for m sufficiently large. From Eq. (7.1) 
it follows that Z(t) is continuous at s. 
Next, suppose X(t) - X(t, A,) is continuous at s. Then by definition, Z,(t) 
is continuous at s, for all m. Hence, continuity of Z(t) at s follows again from 
Eq. (7.1). 
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Finally, if w # K, then clearly Z(t) is continuous by definition. This completes 
the proof. 
The next result shows that Z(t) is indeed a Gaussian process. 
LEMMA 7.6. Let Y(t), t E [0, 11, b e an .%-valued stochastic process with 
independent increments. Suppose that all of the sample functions of Y(t) are con- 
tinuous and that Y(0) = 0. Then Y(t) is a Gaussian process. 
Proof. Let E > 0 be given and fix a t’ E [0, I]. Let 0 = ton < tin < *** < 
tnn = t’ be a sequence of subdivisions of [0, t’], such that maxj(tj, - &,,J < 
l/n for each n. We note that the sample functions of Y(t), being continuous 
on [O, 11, are uniformly continuous. 
Clearly, Y(t’) = cbl [Y(tJ - Y(ti&], for each n. 
Set S, = sup{[l Y(t) - Y(s)/]: t, s E [0, l] and [ t - s 1 < l/n>. Then S, -+ 0 
as n+ m, for each w EQ. 
The following two set relations hold for all n: 
k-l 
,E (11 Y(td - y(kl,ll>ll < 63 2 {S, < E>, for any k = 2 ,..., n. 
Therefore, 
Pi& > ~1 > P 0 [II Y(h) - Y(t5,,,)ll < c, j = I,..., k - 1 
I k4 
= f$ll Y(t5,) - Y(tr-1.,a)ll f c,j = l,...,k - 11 
x PaI Wn) - Wk-,A > 4 
2 f p$% < ‘1 p{II Y(tk,) - Y(tk-l.n)ii > d. 
k-l 
Thus, 
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But S, --j 0 as n --j co and hence our result is proven, by using Lemma 3.3. 
Theorem 7.1 has now been proved. 
We recall from Theorem 5.1 that X(t) is infinitely divisible for each fixed t, 
and, hence, the characteristic functional of X(t) is of the form (3.3). Utilizing 
Theorem 7.1, we can now give a more explicit representation of the charac- 
teristic functional of X(t). 
THEOREM 7.2. Let t E [0, I]. Then: 
where: (i) xt E & is jxed; (ii) St is an S-operator; (iii) K(x, y) = ei<r,y) - 1 - 
i(x, y)/(l + (1 x [12); (iv) The measure n(t, .), on 2, is the measure de$ned in 
the discussion preceeding Lemma 6.1. 
Proof. We first note that by its definition n(t, .) is u-finite and has 
finite mass outside of every neighborhood of 0 E s, and, by Lemma 6.1, 
J,,s,,a It x It2 4 4 < + ~0. Thus (7.2) is the representation of an infinitely 
divisible characteristic functional (see Theorem 3.1). 
By Theorem 7.1, X(t) = X(t, 0,) + CF=‘=, Uk(t) + Z(t). Since Z(t) is Gaussian, 
its characteristic functional is of the form: 
dYei<z(t)*7J) = exp{i(x,‘, y) - 4(&y, y)) (see Definition 3.4). 
By Lemma 5.1, 
~eitX(tdf,)sY> = exp e*<“-‘J> - 1) ~(t, dx) 
I 
and using Lemma 6.2, the characteristic functional of Cz=, Uk(t) is: 
Thus we can write: 
8eitXft)*y> = exp /i(xt’, y) - &(S,y, y) + l,,,,>, (ei<**y> - 1) n(t, dx) 
+ 4, ,,<1 (ei<z*y) - 1 - i<x, Y)) 4t, +I. +. 
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Now set 
Xt = Xt’ + 
s 
X 
I!Sll>l 1 + II x II2 
74, w - 
and representation (7.2) follows. 
8. THE CASE WHEN X(t) HAS FINITE VARIANCE 
We shall see, in this section, that when Var X(t) < + co, X(t) may be decom- 
posed much more easily. We will also obtain a Kolmogorov representation 
for X(t), similar to that given in [IO]. 
If X is an H-valued random variable, its variance, Var X, is given by 
Var X = 6 /I X - &‘X[i2. For a complete discussion of some of the results 
used in this section see [6]. 
We now let X(t) be defined as before, except that Var X(t) is assumed finite 
for all t E [O, I]. The notation from the previous sections will carry over. 
We set Y,(t) = X(t) -CL=;=, X(t, A& n = 1,2,... . Then X(t) = Y,(t) + 
zz=, X(t, d,), for each n, and all the terms on the right-hand side of this last 
equation are independent (Lemma 4.3). Thus CF==, Var X(t, dk) < Var X(t) 
for each n, which implies that ~~=p=, Var X(t, A,J < +a~ 
Therefore, Crzl Wk(t) converges with probability one, where Wk(t) = 
X(t, 4) - &XCt, dk) (see [6, or 111). We have proved the following theorem. 
THEOREM 8.1. There exists an &-valued process, Z’(t), such that with proba- 
bility one, 
X(t) = f Wk(t) + Z’(t). 
k=l 
We now define a sequence, n(K), of integers where n(l) = 0, and with the 
pro erty 
R 
that CT+,,,,+, Var W,(l) < l/P. 
ca:z;+1 WN 
We then define uk(t) = 
Then, similarly to the previous work, we have that C& Uk(t) converges 
uniformly in t, with probability one. Finally, proceeding as in Section 7, we have: 
THEOREM 8.2. With probability one, 
x(t) = f uk(t) + z(t), where Z(t) is Gaussian. 
k=l 
(This decomposition has the same properties as those given in Theorem 7.1.) 
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By properly redefining our sets, A, , we can assert, without loss of generality, 
that X(t) = Cz=‘=, [X(t, 0,) - EX(t, A,)] + Z(t), where A, = (x: I] x/j > 1). 
We will now exhibit a Kolmogorov representation for X(t). We first note 
that &X(t, A,) exists here, since Var X(t, A,) < + co. Thus using Theorem 8.2, 
we see that the characteristic functional of X(t) can be written as: 
gei(x(t).y> = exp [+ ,y) - $(s,~,~) + j (ei<5Sv) - 1 - i(x,y)) +t, k)!. 
(8.1) 
LEMMA 8.1. S II x jj2 rr(t, dx) < + co, for all t E CO, l]. 
Proof. From Lemma 6.1, we know that ~lizrI~I I] x /I2 rr(t, dx) < +CO. So it 
remains to show that JAI 11 x \I2 v(t, dx) < + 00. 
We now let t E [0, l] be fixed. We know that the random variable X(t, A,) 
has its distribution given by e(n,(t, e)) where rl(t, .) is the measure a(t, .) 
restricted to A, . Now set p = e(n,(t, .)). Th en, since X(t, A,) has finite variance, 
we have s (1 x /I2 C+(X) < + CO. 
Set p = n-(t, A,) and define a distribution, A, by X(A) = l/p * rl(t, A) for 
all A E b. We note that [nl(t, .)I’ = p’h” for all r = 1,2,..., where [q(t, .)I’ 
and AT denote “convolution powers.” 
By definition of t.~, A, and p, we have 
j II x II2 444 = e--B f. W/y!) j II x 11’ ~Wx). (8.2) 
But 
where XI ,..., X, are independent H-valued random variables with common 
distribution, h. 
Thus, J Ij x Jj2 A’(x) = r& I] XI /I2 + r(r - 1) Jj SX, II2 > rb 11 XI lj2, So, re- 
ferring now to Eq. (8.2), we have 
= P j II x II2 ax) 
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This completes the proof. 
We now define a measure M(t, .) on &’ by M(t, A) = JA 11 x 11s rr(t, dx), 
for AES?. 
Then from Eq. (8.1), the characteristic functional of X(t) is given by: 
fZeicx(t)*v) = exp 
f 
i(xt , y> - *(Sty, y> 
+ 1 !lxll>o (ei<z*y) - 1 - +, Y))(llll x 112) M(4 41. 
Finally, we have: 
THEOREM 8.3. If X(t) has jkite vmiance, then there is a measure N(t, .) 
on %’ such that the characteristic functional x~f X(t) has the representation: 
&ei<X(t)*g) = exp /i<rt , y) + s Qt(x, y) iV(t, dx)/ 
where 
Q&x, y) = (eics*s> - 1 - i{x, y)) l/II x 112, II x II > 0 
= --WY, Y>, x = 0. 
Proof. The result follows from the previous discussion, if we define the 
measure N(t, .) by N(t, A) = M(t, A), f or all Bore1 sets, A, not containing 
the origin, and define N(t, (0)) = 1. 
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