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For nonlinear hyperbolic systems of conservation laws, the initial-boundary 
value problem is studied. Two formulations of boundary conditions are proposed: 
an entropy boundary inequality is derived thanks to the viscosity method, and a 
second formulation is based on the Riemann problem. These two formulations are 
equivalent for linear systems and scalar nonlinear equations. For nonlinear systems, 
the second formulation leads to well-posed problems. Nonlinear local structure is 
studied. The p-system and the isentropic Euler equations are detailed. Ci?l 1988 
Academic Press, Inc. 
0. INTRODUCTION 
We consider nonlinear hyperbolic systems of conservation laws in one 
space dimension, 
a &4)=0, Z+ax u = 24(x, t)E +2 c R", r > 0, (0.1) 
with a Cauchy datum u0 for t = 0, 
24(x, 0) = q)(x). (0.2) 
The flux function f is regular on the set of the states % c R” with values 
in R”. 
The purely Cauchy problem with XE R is well known: the system 
(0.1~(0.2) does not admit (in the large) any classical solution, even if the 
datum u0 is regular. Hence, it is necessary to consider weak solutions (in 
the sense of distributions). However, in this class uniqueness is lost, and to 
select the physical meaningful solutions, an entropy condition has to be 
added. Two classical methods (at least) can be used to derive such a con- 
dition: the vanishing viscosity method or the Lax compatibility relations 
for wave velocities (Lax [ 13-153, Smoller [23]). 
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In this paper, we are interested in the initial-boundary value problem 
associated to (0.1 t(0.2). The unknown u is defined for x > 0, I > 0 and, at 
the boundary x =O, a datum z&(t) is prescribed. With a strong Dirichlet 
boundary condition 
40, t) = G)(t), t>o 
the associated problem is not well-posed: generally, there is neither 
existence nor uniqueness (refer to Leroux [ 181). In fact, for the case where 
the domain boundary is not characteristic, the initial-boundary value 
problem has been studied by different authors (Liu [19], Nishida and 
Smoller [20]) for particular systems of gas dynamics. (Refer also to 
Goodmann [7] for general nonlinear systems.) 
We propose and study in this paper two general approaches to for- 
mulating the boundary condition (at x = 0). In Section 1, the vanishing 
viscosity method is applied and leads to a boundary entropy inequality, 
which generalizes the previous result of Bardos, Leroux, and Nedelec [3] 
(see also Le Floch and Nedelec [16, 173). From this inequality, a first set 
&(&(t)) of admissible values at the boundary is defined for each t > 0. The 
first boundary condition is written 
40, f) E 44(t)), t > 0. (B.1) 
In Section 2, the Riemann problem is used and leads to the definition of a 
second set of admissible values at the boundary, denoted by “tr(i&(t)) 
(Section 2.1). The second boundary condition is 
40, t) E ~(hl(t)), t > 0. 03.2) 
Condition (B.2) is a natural way to take into account a boundary datum 
when the Godunov scheme is numerically implemented (Godunov [6]). 
Concerning strictly hyperbolic linear systems and (not necessarily 
convex) scalar conservation laws, we prove that the two sets 6 and V of 
admissible values are equal and lead to well-posed problems (Sections 1.2, 
1.3, 2.2, and 2.3). 
We make the conjecture that for general systems of conservation laws, 
these two sets are equal and therefore that the two formulations of boun- 
dary conditions are equivalent. The major difficulty is the description of the 
sets d because for this we need knowledge of “entropy functions” for the 
system (0.1). (Section 1.4). 
The second formulation allows an explicit description of the boundary 
condition. Therefore, the nonlinear local structure of the sets V for a 
general system is described in Section 2.4. Then, a complete study of the p- 
system (Section 2.5) and the isentropic Euler equations of gas dynamics 
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(Section 2:6) are presented. In Section 3, our conjecture is illustrated by a 
2 x 2 nonlinear system whose characteristic fields are both linearly 
degenerate. 
Notations. Except for the scalar case where we consider nonconvex 
equations, our hypotheses and notations are the following: the eigenvalues 
of the Jacobian matrix A(u) = Df(u) are real and distinct, 
A,(u) -c&(u) < *. * < l,(u), 
and rl(u), ~Au), . . . . r,(u) is a basis of corresponding eigenvectors. The 
i-characteristic fields are supposed either genuinely nonlinear 
(V,&(u) . ri( u) E 1) or linearly degenerate (V&(u) . ri( u) z 0). 
1. APPROACH BY THE METHOD OF VISCOSITY 
1.1. First Formulation of the Boundary Condition 
A classical method which leads to an entropy condition for selecting the 
physical solution of the system (0.1) is the viscosity method. The pertur- 
bation of (0.1) by a viscosity term E@(U) u,), (with E >O, and D(u) a 
positive matrix) leads to a well-posed parabolic problem (refer to 
Ladyzenskaya and Uralceva [ 123 ), 
;u~+~f(lle)=E gD(d)g), x>o, t>O (1.1) 
U&(X, 0) = u;(x), x>o (1.2) 
qo, t) = zig t), t > 0, (1.3) 
where u; and ii; are regular approximations of the data u,, and UO. 
Classically, a D-pair of entropy-flux is defined as a pair (q, q) of 
functions % --f R such that 
q’(u) = v’(u) -4u), 
q”(U) D(u) > 0, 
UE% 
24 E4% (D-convexity), 
and if (~8) remains bounded in HQ,!( [w + x R +, KY’), and converges in L&, 
norm (as E tends to zero) to a limit function u then in the sense of 
distributions this limit satisfies the entropy inequality in the domain 
{(x,t),x=-0, t>O}, 
505/71/l-7 
(1.4) 
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for any D-pair of entropy-flux (refer to Kruzkov [ 111, Lax [ 151, Smoller 
[23]). Such an entropy weak solution u satisfies a Rankine-Hugoniot 
inequality along any smooth curve of discontinuity x = q(f); 
q(u+) - du-. I- cp’(t)(du+ I- vl(u- )) s 0, (1.5) 
with u_+ = u(cp(t) +O, t). 
The previous entropy inequality (1.4) is concerned only with the values 
of the limit function u(., .) into the domain ((x, t)/x >O, t >O}. Now, we 
establish a supplementary condition: a boundary entropy inequality valid 
along the boundary. Making the same assumptions as previously on the 
sequence (u’), we get: 
THEOREM 1.1. For each t > 0, the boundary value u(O+, t) of a limit- 
function u of the sequence uE is linked to the boundary limit-value i&(t) of the 
functions uE by the boundary entropy inequality 
q(@+, I))-4(&,(t))-rl’(&(t)).{f(u(O+, t))-f(%(t))) QO (1.6) 
for any D-pair of entropy-flux (q, q). 
The inequality (1.6) was derived previously in the scalar case with 
Kruzkov entropies by Bardos, Leroux, and Nedelec [3]. Here, we only 
show that this inequality remains valid (at least formally) for a system of 
conservation laws with an arbitrary viscosity term. In the derivation of 
inequality ( 1.6) we establish a preliminary result (Lemma 1.1) which clearly 
underlines a phenomenon of boundary-layer: the function uE remains boun- 
ded for E + 0, but its derivative &P/ax is not necessarily bounded. This fact 
explains that discontinuities can appear for the limit function U. Refer also, 
for scalar equations, to Howes [9]. 
Like Kruzkov [ll] and Bardos, Leroux, and Nedelec [3], let us 
introduce a family of functions (p6} (6 > 0) such that 
PaE%2(R+; co, 111, pa(x) = 0, vx > 6 
Pa(O) = 1 and IPX-)I G c/6 
(1.7) 
with a constant c>O independent of 6. 
LEMMA 1.1. 
lim 
E-+0 
tz.D(i&(.)).~(O, .) =f(z&,(.))-f(u(O+, t)), 
> 
in the sense of distributions. 
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ProofofLemma 1.1. Consider GE 59*( R +; R”) with compact support in 
10, co [ and the Green formula 
fom G(t).f~~(D(u”).~u”!.p,(x).dx.dt 
=- S~G(t).D(ri,).~dx-l”f6G(t).D(u”).~u~.~b(x)dx.dt. 
0 0 0 
We take the limit in this formula first for E + 0, then for 6 + 0. With Eqs. 
(Ll), we deduce 
A(6) s lim I O” G(t)-D(iio(t))+e(O, t)dt &+O 0 
= lim - 
E-0 s f m ‘G+;+f(~‘)~).p~dxdt 0 0 
because for each 6 > 0 we have 
G . D(u”) g pi dx dt d E.cst. (Ju’II w,, 11 -+ 0. 
Integrating by parts, we obtain 
+ jam G(t)f (u,(t)) dt 
I 
m 6 co s ZZ s 5 G’(t) up, dx dt + G(t)f(u).p&dxdt 0 0 I I 0 0 
+ fin G(t)f (uott)) dt. 
0 
Then, when 6 tends to zero, for t > 0 we use 
lim f ‘f (4x, t)) -p;(x) dx = -f (u(0, t)), 6-O 0 
and it results 
lim 46) = Irn G(t). (f (Co(t)) -f (40, t))} dt, 
6-O 0 
which proves the lemma. 1 
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Proof of Theorem 1.1. Now, multiplying Eq. (1.1) by q’(u(x, t)) $(t) 
pa(x), with an arbitrary function $ E @(O, co; R) with compact support, we 
get 
(‘-*) -& i s Oc brf(ue)~~(D(uE)~$+(t)~p,(x)dxdt=O. 0 0 
The first term in (1.8) is 
- ja j6 ~(0 V(t) P,(X) dxdt -jm j6 q(u”). t4t) .d&) dx dt 0 0 0 0 
which tends to 
- jm j6 v(u) F(t) P&) dx dt - jm j6 q(u) v+(t) P;(X) dxdt 0 0 0 0 
s 
cc - q(co) ICI 4 
0 
when E + 0. Then for 6 -+ 0, it becomes 
s oa 1 -dfio(t)) + du(O, t))) +(t) dt. (1.9) 
The second term in (1.8) equals 
-& ICl(t): p,(x) dx dt 
m 6 
+E 
s i 
~“(u”).~.D(~~)~~(t)p~(x)dxdt. (1.10) 
0 0 
The first integral in (1.10) can be written as 
+E jo~j~rf(u”)D(u6)~~~(t)~p~(x)dxdt 
+E s m 0 
q’(Uo) -D(U,) .g (0, t) t) dt, 
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which tends (E + 0) to 
99 
+ JoW rt’(io(t)). {f@oW -f(u(Q ml -G(t) 4 (1.11) 
applying Lemma 1.1 and the inequality (valid for each 6 > 0), 
co 6 
I u --E 0 0 r/qu”) D(u”) g Ii/(t) . p;(x) dxdt < c%cst. llUEll #i. 
The terms (1.9) and (1.10) correspond exactly to the inequality (1.6). To 
conclude, note that the second integral in (1.10) is positive because of the 
D-convexity property of the entropy r,~. 1 
Remark 1.1. (1) The inequality (1.6) is an algebraic one. For an entropy- 
flux pair such that $(iio(t)) = 0 (t > 0 fixed), it becomes 
c440+> f)) G duo(t)), (1.12) 
which expresses the nonincreasing of entropy-flux across the boundary. For 
the p-system and with the entropy associated with the energy, this 
inequality (1.12) was derived previously by Benabdallah [4]. 
(2) The inequality (1.12) is equivalent (formally) with the inequality 
(1.5) when the discontinuity curve in (1.5) is a vertical line (q’(t) =O). 
(3) Note that the derivation of boundary inequality (1.6) does not need 
a hypothesis concerning the characteristic fields. 
In the following, we are interested in specifying the admissible states at 
the boundary. 
DEFINITION 1.1. For each state U. in a, the set &(I?~) of the admissible 
values at the boundary is defined as all the states u in Q such that 
4(u) -duo) - rl’(fio) * u-(u) -f(~o)l G 0 (1.13) 
for each D-pair (q, q) of entropy-flux. 
Moreover we propose to formulate the boundary condition for the 
problem (O.l)-(0.2) as 
do+, f) E au,(t)), t>o (B-1) 
for an arbitrary boundary datum Co: R + + 9 c UP. Note that Co(t) itself 
belongs to &C,(t)). But generally the set b(ii,(t)) is not reduced to this 
point, and the condition (B.l) is an extension of the usual Dirichlet boun- 
dary condition. 
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We hope that in general, this formulation (B.l) will lead to a well-posed 
problem. For a linear system we recover the well-known formulation 
(Section 1.2). Concerning scalar conservation laws, Bardos, Leroux, and 
Nedelec [3] proved that (O.l)-(0.2)-(B.l) admits one and only one 
entropy solution. In Section 1.3, we give a complete description of the sets 
a(&) for nonconvex scalar equations; many entropies are needed for this 
study. For a general system, the difficulty is to find suitable different 
entropies. 
1.2. Strictly Hyperbolic Linear Systems 
The flux function is now given by f(u) = A . U, with a constant matrix A 
whose eigenvalues are real and distinct. If we limit ourselves to a diffusion 
matrix D = Z, the entropy-flux pairs (Lemma 1.2) are well known for such 
systems, and we are able to specify the sets &(U,,). Let p in (1, . . . . n} be the 
index of the greatest nonpositive eigenvalue of A, 
PROPOSITION 1.1. For UO in R”, the set &(U,,) is the affine space contain- 
ing ii0 and generated by the p first eigenvectors of the matrix A, 
CT(&)= 
i 
Go+ 5 ai-rJ(a,, . . ..a.)EW . 
i= 1 I 
This statement is well known: for a linear hyperbolic system, the values 
given at the boundary are the components on the basis of the eigenvectors 
corresponding to the incoming characteristics; and this formulation of the 
boundary condition leads to a well-posed problem (Kreiss [lo], 
Gustafsson, Kreiss, and Sundstrom [S] ). 
Let us begin with the description of the entropy-flux pairs for a linear 
strictly hyperbolic system. 
LEMMA 1.2. All the pairs of Z-entropy-flux are given by 
V(U)= i Pi(ai(u)) 
i=l 
4(U) = 40 + i ~icPi(ai(U)), 
is 1 
where u is decomposed as u = XI= 1 ai ri for n arbitrary convex functions 
cp,, (p2, . . . . (Pi and a constant qOE R”. 
Proof of Lemma 1.2. It can be shown (Bardos [2]) that a convex 
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function q is an entropy if and only if Vu E R”, q”(u). A is a symmetric 
matrix. But taking P = (r,, r2, . . . . r,) and A = diag(l,, . . . . A,), we have 
A=P-‘.A.P. 
Thus using q”(u). P-A. P-’ = ‘(q”(u). P./i . P-l) and the symmetry of the 
matrix v”(u), 
we get the relation (‘P . q”(u) . P) . A = A( ‘P . q”(u) + P). 
The matrix ‘P. q”(u). P commutes with the diagonal matrix A whose 
elements are all distinct. Therefore, it is also a diagonal matrix. The 
expressions of q and q are direct consequences of this fact. 1 
Proof of Proposition 1.1. First, we prove that if u = ti, + C;=, airi with 
at least one index iO >p such that ai,, # 0, then u does not belong to b(U,). 
Let us take the pair of entropy-flux, 
rl 
( 
iiO+ f Pieri 
) 
=(Pio)* 
i= 1 
q 
( 
u,+ i /!lj. rj = 1,. (&J2. 
i=l ) 
We obtain 
4(U) - 4(&l - V’(&) . {f(u) --f(k)) = Ah * (aiJ* > 0, 
which is not consistent with (1.13). 
Second, let us consider a state u = U, + Cp= r ai. ri. For any entropy-flux 
pair (q, q), by Lemma 1.2 we get 
tj 
( 
Co+ f clj’rj =~(&)+~‘(Uo)~ i aj.rj+ f ‘pj(aj) 
i= 1 > i=l i=l 
q 
( 
iio+ f ai’ri 
> 
=q(U~)+q’(&). f ai.ri+ f liqj(aj), 
i=l i=l i=l 
with convex functions (pi such that 
(pi(O) = qq0) = 0 (thus cpi > 0). 
The result is 
q(U)--q(&)- q’(&). {f(u)-S(&t)) = f &Vi(%) GO7 
i= 1 
which is exactly (1.13). 1 
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1.3. Study of Nonconvex Scalar Conservation Laws 
For a scalar conservation law (n = l), every convex function is an 
entropy. Hence we can entirely characterize the set b(U,) for each state ii,, 
in R. Note that the flux function f is not necessarily convex; that is, the 
(unique) characteristic field is not globally genuinely nonlinear or linearly 
degenerated. 
Using the Kruzkov entropies (refer to Kruzkov [ 111 and [ 18-251) 
v(u)= b-4, q(u)=sgn(u-k)(f(u)-f(k)),k~[W 
with sgn v=l if v>O, - 1 if v ~0, we note that the boundary entropy 
inequalities (1.13) are equivalent to 
sg0 - k)(f (4 -f(W) - sgn(G - k)(f (G) -f(k)) 
- w(& - k)(f (u) -f (&)) < 0, kER. 
Thus we get 
(sgn(u - k) - sgn(&, -k)(f (u) -f(k)) < 0, kER. 
The latter inequality holds trivially if k is not between u and U,. Therefore 
we have proved the following property: 
PROPOSITION 1.2. The set b(ii,) of admissible states u is characterized by 
the inequalities 
f(4-f(k)<0 
u-k ’ 
for every k between u and GO. 
(1.14) 
Geometrically, this last condition means that the slope of any chord 
joining the point (u, f (u)) to.(k, f (k)) is negative for every real k between u 
and ii, . To make explicit (1.14) we introduce a piecewise regular function g 
which depends on the state ii,,, g: (inf,.,f(u), s.~p~.~ f (u)) + R defined 
by iFh(v), if v<f(i&) 
g(v) = 
sup h(v), if v >f (tie), 
h 
where h are functions satifying the constraints 
h:f (R) --, R, f (h(v)) = 0, Vvcf (R) (1.16a) 
(0 -f (G))(h(v) - 4,) ~0, VVEf(lR). (1.16b) 
(1.15) 
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In the plane (u,f}, if we look at the graph of the function f from the 
point (ii,,f(iQ) to the left (resp. the right) and abovef(zQ (resp. below 
f(&J) and if we eliminate hidden lines, we obtain the graph of g-l (see 
Fig. 1.1). Moreover we can verify that g is a nonincreasing function. 
PROPOSITION 1.3. Let 9 be the set of discontinuity points of the function 
g. We get 
b(ti,)=Imguf-i(Q). 
In the particular case where the flux function is strictly convex tending 
towards infinity at infinity, denote by u* the state minimizing f and for 
U,, # u* let iii be the solution u #CO of the equation f(u)=f (Co). The 
previous result is simpler. 
PROPOSITION 1.4 (convex case). 
i 
I- a9 %I u @O}, 
a&J= ] - a, u*], 
if uo>u* 
if Uo<u*. 
This result was obtained previously by Le Floch and Nedelec in 
[16, 173. For the (interesting) case of an incoming value U,> u.+, see 
Fig. 1.2. 
Proof of Propositions 1.3 and 1.4. To fix the ideas, suppose that U-C Go. 
(a) If f(u) <f(iio) then on the one hand (1.14) is not valid with k = Uo, 
and thus u # b(Uo); on the other hand the condition (1.16b) is also wrong 
with o=f(u), and thus u$Img and clearly ##f-‘(Q) (see (1.15)). 
(b) Iff(u)2f(ti,), we set Z= {u’~]u,zi,], f(u’)>f(u)}. 
* " = f(u) 
FIGURE 1.1 
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FIGURE 1.2 
l Either card I=0 and on the one hand (1.14) is clearly satisfied. 
Define J = {u’ E ]u, z&J, f(u’) =f(~)}. Wh en card J = 0, we necessarily get 
g(S(u)) = u and thus u E Im g. When card J> 1, f(u) is a point of discon- 
tinuity of g and u if-‘(9). 
l Or card I> 1 and we have g(f(u)) = sup I> U. So 
u If Im g us- ‘(9). But (1.14) is not satisfied with k into the interval limited 
by two values of the set I which contains at least two points because of the 
continuity of J 
Henceforth the assertion for a general flux function is proved. Con- 
cerning the convex case, it is sufficient to note that g: [j(&), 
+ og [--+I - co, U,] is continuous except eventually at f(i&,). Moreover 
f-‘w&)) = (4 7 ‘4. I 
Remark 1.2. When the functionfis strictly convex it is sufficient o take 
into account only one entropy q(u) = IU-u,,( in the inequality (1.13) to 
recover the entire set b(U,). Moreover, every other Kruzkov entropy is not 
sufficient. 
1.4. Local Nonlinear Structure for General Systems 
We now consider the local nonlinear structure of b(&,) with 6, E%, 
assuming that the state U,, has no null eigenvalues 
~‘(‘%I) < . . . < n&2,) < 0 < II,, ‘(i&J) < . . . < n,(q)). (1.17) 
The proof of Lemma 1.2 in this case shows that for a pair of entropy-flux 
(n, q), the Hessian matrix of 7 at point z&, admits the diagonal form 
diag($,(q), I(lZ(rt), . .. . 4,,(q)) in the basis of eigenvectors r,(z&,), 
r2(%), . . . . r,(&,), with n nonnegative reals 1+5~(q), $*(q), . . . . +,,(n). 
For u in the neighbourhood of U,, 
u - ii, = i ui. ri(iiO), 
i=l 
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the inequality (1.13) can be developed by means of the variables 
a,, a2, . . . . a n, 
(1.18) 
with a rest R,(a, q) that depends on the choice of the entropy q and is at 
least of order 3 with respect to a. Unfortunately, a geometrical description 
of d(U,) is not easily deductible from inequality (1.18). We hope that this 
set b(&) is locally a manifold in the neighbourhood of UO. Making the 
hypothesis that this manifold admits a tangent space and moreover that 
there exists a suitable entropy q such that 
ljI=*2= ... =**=o, *,+I>0 )...) *,>o, 
the inequality (1.18) shows that the p first a,, a2, . . . . up are zero if u now 
belongs in this tangent space. Inversely, a state u = U, + C; + 1 ai . ri(&,), for 
(ai) sufficiently small, satisfies the inequality (1.18) for any entropy q. 
2. APPROACH BY THE RIEMANN PROBLEM 
2.1. Second Formulation of the Boundary Condition 
A classical and well-understood problem associated with the system (0.1) 
is the Riemann problem corresponding to an initial datum composed of 
two constant states (refer to Lax [13-151). Hence, in this section, we limit 
ourselves to a model problem, assuming the initial datum uO( .) and the 
boundary datum ii,( .) to be constant; and in the following, we formulate 
the boundary condition thanks to the notion of Riemann problem. 
We first recall well-known results concerning the Riemann problem 
w(x, t)E%,XER, t>o 
R(u,, d: 
x-co 
x > 0, 
with uL and uR in %. Classically, we define particular solutions of system 
(O.l), which depend only on the variable x/t = 5; they are called elementary 
waves: shock waves, rarefaction waves, and contact discontinuities. In the 
space of states Q c R”, the waves issuing from a given state u, are denoted 
by q(u,), Bi(u,), and %Ti(u,) respectively; and the i-curves are denoted by 
%$(u,), 1~ i < n. In neighbourhood of the state u*, the tangent direction of 
each curve K(u,), 1~ is n, is given by the eigenvector i(u*). Moreover, 
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the curves are globally in the @ class. For details concerning the complete 
definition and the different properties of the i-curves, we refer to Smoller 
c231. 
Assuming the vicinity of the states ur and z+, the Riemann problem 
R(u,, uR) admits one and only one entropy weak solution composed of 
(n + 1) constant states separated by n elementary waves (Lax [ 143) written 
as 
w=w 
( 
5=x; UL,UR . 
t > 
In the following, the set %! is chosen such that the Riemann problem is 
always well-posed in this sense. 
From the notion of Riemann problem, we now introduce a second set of 
admissible states at the boundary: 
DEFINITION 2.1. For each state Co in Q, the set V(U,) of admissible 
values is defined as 
v-(ii,)= {w(O+;&, U,)lU,E~}. 
Hence, we propose a secondformulation of the boundary condition for the 
problem (0.1~(0.2), 
u(0 +, t) E V(U,( t)), t > 0, 03.2) 
for a boundary datum U,: Iw + --) %! t IF!“. Note that, in particular, i&(t) 
belongs to “Y-(&(t)). But generally, V(&,(t)) is not reduced to this point as 
we noted for the set b(ii,(t)) in Section 1. 
First, we prove that the problem (O.l)-(0.2t(B.2), with constant data u0 
and iiO, is well-posed. 
THEOREM 2.1. Let ii, and uO be data in 4.2. The problem (O.l)-(0.2~(B.2) 
admits one and only one solution in the class of functions which consist of 
constant states separated by at most n elementary waves. (The set 42 is 
chosen such that any Riemann problem R(-, .) with data in 92 is well-posed.) 
Let us begin with a preliminary result which shows that two solutions of 
Riemann problems can be mixed together. 
LEMMA 2.1. Let 5, E Iw, u* E%. Let wL({) and w,(r), (E Iw, be two 
solutions of Riemann problems such that 
h(t* + 0) = %A<* + 0) = u* . 
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Let w(t), < E R, be given by 
40 = I 
w,(5), et* 
w,(r), 5 > 5,. 
Then, w(a) is an entropy weak solution of one Riemann problem. 
Proof of Lemma 2.1. We give the proof for 5, = 0. Let i (resp. j) be the 
index of the greatest nonpositive (resp. smallest nonnegative) wave of wL 
(resp. wR). Let ei (resp. _ai) be the greatest (resp. smallest) velocity of the 
i-wave (resp. the j-wave) for wL (resp. for wR). Using Lax inequalities, we 
get 
Ai < iii < 0 < gj < S(u*). (2.1) 
Hence, either Ai < Aj(u*), implying i <j, or Ai = Aj(u,) = 0, 
implying i=j and that u* is a state in an i-rarefaction wave. 1 
Proof of Theorem 2.1. First, we prove the existence. The solution is 
immediately constructed via a classical Riemann problem. Consider the 
restriction of the Riemann problem with the two data PO on the left and u,, 
on the right: 
45) = 45; &, UCJ, 5 E lR+. (2.2) 
Clearly, it satisfies (0.1~(0.2) and (B.2). 
Second, concerning the uniqueness, note that a solution u( .) of 
(0.1~(0.2b(B.2) necessarily satisfies 
u(O+ ) E Y(U,) 
on the one hand, and 
UP + ) E Wucl) 
on the other hand. The set V(u,,) is defined by 
w&J = { w(O+ ; UL, uo) I UL E @}. 
Recall that we consider only solutions consisting of at most (n + 1) 
constant states separated by elementary waves. 
We now prove that V(U,) n 9K(u,) is reduced to one point. It is clear 
that there is at least one point; and if ul* and uf are in V(&,) n %‘(u,-J 
then there exist z1 and z2 solutions of the Riemann problem R(&, uO) 
constructed as follows: UT belongs to Y(U,) (resp. %‘(uO)) and thus 
there exists uR,i (resp. u~,~) such that zi= w(x/t; U,, UR,i) if x/t < 0, and 
zi = w(x/t; u~,~, uO) if x/t > 0, i = 1,2. 
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Acccording to Lemma 2.1, we verify that the two functions z, and z2 are 
effectively weak entropy solutions of the Riemann problem R(z&,, uO). 
Hence, z, = z2 and in particular u: = u:. Thus, we deduce that 
u(O+)=w(O+;U,, u())-u*. 
We now prove that the solution (2.2) of (O.l )-(0.2)-(B.2) is the only way 
to join U* (at 5 = 0+ ) to u. (at c$! = +co). Let z(c), < > 0, be another 
entropy construction. We extend it for 5 < 0 by means of the Riemann 
problem R(zi,, uo): 
45) = WCC;; &I, uo), vt<o. 
Then, by Lemma 2.1, z = w as previously. 1 
Next, we obtain a complete description of the sets Y in two cases: linear 
strictly hyperbolic systems and nonconvex scalar conservation laws 
(Sections 2.2 and 2.3). Then, we analyze the local structure of -Y for a 
general system of conservation laws (Section 2.4). Finally, we study the 
p-system and the isentropic Euler equations of gas dynamics thoroughly 
(Sections 2.5 and 2.6). 
2.2. Study of Strictly Hyperbolic Linear Systems 
When the flux f is linear, f(u) = A . U, we consider the index p such that 
A,< ... d,<O<II,+,< ... <A,, 
and we obtain the following result. 
PROPOSITION 2.1. For each state ii0 in KY, the set T(ii,) is the affine 
manifold containing ii0 and generated by the p eigenvectors r,, . . . . rP. That is, 
7qti,) = b(U,). 
This proposition is an immediate consequence of the resolution of a 
Riemann problem R(u,, uR) for a linear system. Taking 
urc-uL=i~l ai’ri, (2.3) 
the solution ~$5; uL, uR) is given by (0~ i<n) 
w(t)=uL+ i aj.rj for &<<<I++, , (2.4) 
j=l 
with I,= -co and &+r= +co. 
The set VJU,) is exactly equal to the set &‘(ii,) introduced in Section 1. 
Hence, we recover the well-known formulation (Kreiss [lo]). 
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2.3. Study of Nonconvex Scalar Conservation Laws 
In this section, we take n = 1 and an arbitrary (nonconvex) @-class flux 
function f: Iw + [w. Hence, the hypotheses are more general than the usual 
hypotheses for a system: the (unique) field is not globally genuinely non- 
linear or linearly degenerated. But, following Leroux [ 181 and Ballou [ 11, 
the resolution of the Riemann problem is explicit. The solution ~(5; uL, uR) 
of a Riemann problem R( uL, uR) is composed of the two constant states uL 
and uR separated by a succession of rarefaction waves and shock waves. 
These waves are obtained by means of the convex (resp. concave) hull of 
the flux f on the interval [u,, uR] if uL < uR (resp. [uR, ur] if uR < u,J. For 
details, see [ 181. 
In Section 1.3, we introduced a set b(U,) for each &, E 08. Now, we prove 
that the two sets T(ii,) and b(U,) are equal. 
PROPOSITION 2.2. Vii, E R, “Y( Uo) = b( iio). 
LEMMA 2.2. Let h: [0, l] + R. Consider h”: [0, l] + IF! its convex hull. 
Let u* be the greatest point realizing the minimum of h”, 
u* = sup {ultlv, h”(u) <h”(v)). 
Then we have 
&((u,) = h(u,). 
Refer to Rockafellar’s classical text on convex functions [21]. 
Proof of Proposition 2.2. Recall that the set b(U,) is described in 
Section 1.3 by means of a function g delined from the state &,E Iw (see 
(1.15~(1.16)), 
b(iQ=Imguf-‘(9). 
First, let u* be in &(a,). Then geometrically the Riemann problem 
R(&; u*) contains only waves with nonpositive velocities (Fig. l.l), 
45; 43, u*) = u* 7 vr>o. 
Thus, u* = w(O+; tic,, u*). So, u* belongs to Y(ti,). 
Second, let u* be in V(ti,): u* = w(O+; U,, uR) with uR > U0 to fix the 
ideas. Using the explicit resolution of R(&, u,& the state u* is exactly the 
greatest point realizing the minimum value of the convex hull f off on 
[Co, u,J. For k in [Co, u*], we clearly have 
?(u,) d(k) <f(k). 
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Moreover, by Lemma 2.2, we have f(u,) =f(u,). Thus, we get 
f(u,)<f(k). So (1.14) holds, which is equivalent to u, E d(ii,) 
(Proposition 1.2). 1 
2.4. Local Nonlinear Structure for a General System 
We turn back to the general situation of Section 2.1. Recall that by 
hypothesis, the set of states Q c R” is chosen such that the Riemann 
problem with data in C?.! is well-posed. The following theorem describes the 
local nonlinear structure of Y”(zi,), when all the eigenvalues of the state 
U,, E %! are not equal to zero or when the null eigenvalue corresponds to a 
genuinely nonlinear field. 
THEOREM 2.2. For any state ii0 in %!, let p be the index of the greatest 
nonpositive igenvalue at the point iiO, 
4(&J < ... <~,@&0<1,+,&)< ... <n,(u,). (2.5) 
(1) Zf A,(&) < 0, then the set “lr(t7,) is, locally in the neighbourhgod of CO, 
a manifold Vp(iiO) with dimension p whose tangent vector space is generated 
by the pfirst eigenvectors r,(&), rl(UO), . . . . r,(zi,,). 
(2) If A,(&,) = 0 and if the p-field is genuinely nonlinear, then the set 
V(z&,) is locally around ii0 the union of Vb(ii,,) and V;(zi,) with dimension p
and a manifold VP’,- ,(&) defined inductively as 
%Y;(G) = K(k) 
Ygl&)= {Ulh’E”Y-,(ti,), UE”llr,(U’)} 
for k = 2, . . . . n; and 
(2.6) 
Vj,(i&,) = (ul3u E V~L”,,(U,), UE~~(U’) and op(u’, u) GO} (2.7a) 
V,“(ti,)= {uI~u’E”Y^~-~(U~),UE~~(U’) and I,(u)<O) (2.7b) 
(ap(u’, u) is the speed of the p-shock between u’ and u). (See Fig. 2.1.) 
Proof of Theorem 2.2. (1) When A,(&) < 0, we restrict ourselves to a 
neighbourhood JV of the state U,, such that 
l,(u)< ... <A,(u) < 0 <A,+,(u) < 1 f. c A”(U). (2.8) 
The set JV can be parameterized by a neighbourhood Z0 of zero in IV, 
.& 3 & = (El, . ..) E”) H u = @q&l) . .. . E,) E Jv, 
with 
& 1 ,-,Q= w”(E,; Wn-,(Ll; -..I; wI(EI;iio))..-), 
NONLINEAR HYPERBOLIC SYSTEMS 111 
FIGURE 2.1 
where E~H Wi(q; u) is a parameterization of the i-curve q(u) issuing from 
the state U. If the i-characteristic field is genuinely nonlinear, the part si > 0 
(resp. .si < 0) corresponds to the curve gi(u) (resp. x(v)). We have the 
properties (Lax [ 151) 
d(O) =uo 
MO) = (rl(fio), . . . . rAtlo)). (2.9) 
According to (2.8), all the velocities of the i-waves are negative for i<p 
and positive for i >p. Thus we get (see Fig. 2.2) 
w(O+; uo, 4(&l, . ..) E,)) = qq&l, . . . . Ep, 0, . ..) O), (2.10) 
which implies that 
*y(zi,) n JV = Vp(iio) n N. 
The local structure of “Y(ii,) results from (2.9). 
t 
p.wave 
FIGURE 2.2 
505/71/l-8 
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FIGURE 2.3 
(2) When A,(&,) = 0 and the p-field is genuinely nonlinear, the set 
Y( I&) n JV contains VP _ , (z&J n JV, as previously. Moreover, take 
u p-1 =4&l, . . . . ~p-,,O, --*, 0). The state w(O+; U,, d(s,, . . . . 8,)) depends 
only on the relative location between the p-wave issued of up- r and the 
axis r = x/t = 0. We distinguish between two cases: 
(a) Either the p-wave is a rarefaction, that is, Ed 2 0. 
Necessarily, the points of Y(ti,) which are not in VP’,- ,(z&) are obtained 
for states up- I such that A,(&&, , . . . . sp- r, 0, . . . . 0)) < 0. 
l Either up = +(sl, . . . . E,,, 0, . . . . 0) satisfies I,(u,) < 0 (Fig. 2.3); then 
(2.10) holds and up describes a part of ~(ziO). 
l Or U, satisfies AP(uP) >O and w(O+; ii,,, &E~, . . ..E.)) is a state 
where 1, is equal to 0 (Fig. 2.4). 
The tangent spaces limiting V(U,,) in case (a) consist of the space 
generated by r,(&,), . . . . rP- r(&,) and the intersection between the space 
generated by r,(i&), . . . . r,(i&) and the hyperplan tangent to the manifold 
{v(Iz,(v)=O}. L oca y, 11 the position of ?+‘“(I&,) is given by the two con- 
straints 
Ep 2 0, $(&I, . ..> Ep, 0, . . . . 0)) d 0. (2.11) 
(b) Or the p-wave is a shock wave, that is, sp -C 0. 
FIGURE 2.4 
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The “new” states of Y(ii,) are obtained for a nonpositive velocity 
G&Z+- 1, up) of the p-shock. (see Fig. 2.5). The tangent spaces limiting 
$‘“(I&,) in case (b) are the same as previously except that the set 
{u 1 A,( II) = 0} becomes {up = #(E, . . . . .sp, 0, . . . . O)/a,( up _ 1, up) = 0 >. Thus, 
Y(U,) satisfies the two constraints 
E,, < 0, ap(up-1, upwo. (2.12) 
We can determine the equations of limiting spaces. On the one hand, 
we get 
P--l 
A,(&,, . . . . Ep, 0, . . . . 0)) = 1 VA,@, 
j=l 
) . ‘j(h) . Ej + Ep + O(&*), 
by (2.9). And the equation is 
P--l 
Ep + 1 vn,(u,) . rj( 60) . Ej = 0. 
j=l 
On the other hand, we get 
aptup-,, up,=; (n,(u,-,)+~,(u,))+ Ok*) 
=;Ep+p~‘v~p(ii&rj(ti&&j+O(&*). 
j=l 
And the corresponding equation is 
(2.13) 
~+~~‘vn,(u,).r,(i,).Ej=O. 1 (2.14) 
J=I 
Remark2.1. (1) Note that (2.13) and (2.14) give the equations of 
tangent spaces of the limiting manifolds of Vb and -Y-i: they generally 
differ. 
(2) The case ,I,(&) = 0, with the p-field linearly degenerated, is more 
complicated. 
t 
*P 
up-1 
+X 
FIGURE 2.5 
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2.5. Study of the p-system 
Let us now consider the example of the p-system of gas dynamics 
(u, specific volume; U, velocity), 
(2.15) 
with a pressure p satisfying p > 0, p’ < 0, and p” > 0. The eigenvalues are 
1, = -1, = dml Because those eigenvalues always keep their own 
sign, 
&(u, u) < 0 < A,(& u), V(u, u), (2.16) 
a l-wave (resp. a 2-wave) always has a negative (resp. positive) speed(s). 
Immediately we get: 
PROPOSITION 2.3. V(U,,U,), tf(&,, ii,,)= K(V,, ii,,). 
In this example, the set -Y-(Q,, ho) is globally a manifold of dimension 
one. 
2.6. Isentropic Euler System of Gas Dynamics 
The modelling of the isentropic evolution of a polytropic perfect gas 
leads to the Euler (2 x 2)-system. The unknowns are the density p(x, t) > 0 
and the momentum q(x, t), 
(2.17a) 
(2.17b) 
The pressure p(p) is given by the equation of state 
P(P) = k . PY9 k>O, l<y<3. 
Taking 
(2.18) 
and 
we get 
A(U)=DF(U)= 0 -u2+c2 
where u= q/p is the velocity and c =m is the sound velocity. The 
eigenvalues of the matrix A(U) are 
A,(U)=u-c<&(U)=u+c. 
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Two corresponding eigenvectors are 
r1(V= .‘, 9 ( ) r2(U)= .:, . ( ) 
The two characteristic fields are both genuinely nonlinear. 
The rarefaction curves containing D, = ‘(&, &,) (whose corresponding 
speed and sound velocity are denoted by Co and Z,,) admit the equations 
p < pa (2.19.a) 
p > PO. (2.19.b) 
The shock curves are computed by means of the Rankine-Hugoniot 
relations, 
y;(t70):q=p.** (Go-/M), p>Po (2.204 
4(o,):q=p(~o-,/M)v P<Po. (2.20.b) 
Those curves are represented in Fig. 2.6. We have also drawn the curves 
{&(p, q) = 01, {A,( p, q) = 0}, which limit the three open disjoined sets: 
&ff: 0 -= 4(P, 4) < MP7 4) (2.21.a) 
25 4b-b 4) < 0 < w4 4) (2.21.b) 
v: b(P, 4) < UP, 4) < 0. (2.21.c) 
Aq 
FIGURE 2.6 
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We now compute the sets Y(U,). Since several cases can occur (Figs. 
2.7a-2.7d) the details of the construction of Fig. 2.7b are now given. 
Computation of the Set Y(D,). If we consider U0 in 93, let U be in 
Y(U,-,). Then the Riemann problem R(D,,, U) has all its waves in the part 
c < 0 of the (x, t) plane. We distinguish between two cases, with respect o 
the number of waves in this Riemann problem. 
b f 
FIGURE 2.1 
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- All the values in a,(D,) are admissible because the speed 
al( UO, U) of the l-shock is always negative. 
- The admissible part of Y;(D,,) is exactly B,(D,-,) n adh (~8) 
because if UE W,( 0,) n d, J,(U) > 0, and U is not the stationary value 
w(0 + ; I&, U) of the corresponding Riemann problem. 
- When U belongs to sP,( D,), the shock speed a,(O,,, U) must be 
negative; we obtain a branch of Y;( 0,) which is not in the vicinity of QO. 
- No value in BJ D,) is admissible because if UE 4e,( D,), 
A,(U) > A,( u,,) > 0 (cf. Fig. 2.8) 
(2) The Riemann problem R(o,, U) contains an intermediate state U*. 
Necessarily, U* belongs to a l-wave in the set described in case (1). (The 
l-wave must have only negative velocities.) We distinguish essentially 
between two cases: 
(i) U* E: wI( 0,) n ‘+Z. The speed (r2( U*, U) of a 2-shock-wave issuing 
from U* is always negative; hence each U in Y;( U*) is admissible. Further- 
more a 2-rarefaction issuing from U* has only negative velocities if and 
only if U remains in adh V. These two cases are displayed in Fig. 2.9. 
(ii) U* E “w;( D,) n adh 33. The speed cr2( U*, U) of a 2-shock issuing 
from U* is negative if and only if the momentum q* of U* is negative 
and q (momentum of U) is greater than q*. This leads to the shaded set in 
Fig. 2.10, limited on the one hand by the curve Y;( V,,) 
FIGURE 2.8 
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FIGURE 2.9 
(Vo=“W;(~,)n {&=O}) d an on the other hand by a curve y(DO) which 
consists of all the states U** issuing from the states U* (on 
fl(o,,) n i--c* <u* ~0)) by a a-shock wave with zero velocity. The 
curve %(z&,) is parameterized by p* with the implicit equations 
(2.22) 
FGUFCE 2.10 
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with 
co-/~ if P*‘Po (223) 
0 wP*) lio+yy l ---
Y-1 
if p*<po 
and -c(p*) < U* < 0. The 2-rarefaction gz( U*) is not admissible, as in 
case (1) 1 
Figures 2.7a, 2.7c, and 2.7d are obtained by similar computations. We 
now give a qualitative description of those figures: 
l Figure 2.7a. Do E d (ii0 > E,: supersonic inlet). We remark that 
v-(O,)nd= {Do}, which is compatible with Theorem 2.2. Note that 
Y( 0,) n ~8 is a curve and that Y( Do) n c& is locally of dimension 2. 
. Figure 2.7b. Do E g ( -Co G O. < Co: subsonic inlet or outlet). 
Y(Do) n d is void, and we have seen previously that ?‘-(I!?,) nB is a 
branch of the curve q( Do). 
l Figures 2.7c, 2.7d. 0, E V (6, c --Co : supersonic outlet). 
“Y( 0,) n JZ? is void and two subcases can occur: 
- Figure 2.7~. -(2/(y - 1)) E,cii,c -Co. F(O,)nW is a curve 
and Y( 8,) n V is as shown previously. 
- Figure 2.7d. U,< -(2/(y - 1)) Fo. V(0,) is exactly the adher- 
ence of 5%. 
The interest in this study lies in the very strong nonlinear behaviour of 
the boundary condition. (Compare with previous works of Veuillot and 
Viviand [24], for example.) 
3. CONJECTURE, STUDY OF AN EXAMPLE 
In this paper, we have proposed two approaches to the formulation of 
the boundary condition for nonlinear systems of conservation laws. These 
two formulations are equivalent and lead to well-posed initial-boundary 
value problems for linear strictly hyperbolic systems and (nonconvex) 
scalar conservation laws. Concerning general nonlinear systems, the boun- 
dary entropy inequality (first formulation) is difficult to use by lack of 
entropy-flux pairs. But, with Riemann problems (second formulation) 
many interesting physical examples can be treated explicitly. 
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We conjecture that the two approaches lead to the same boundary 
condition, that is, Y = 8. 
To conclude, we verify this conjecture for a nonlinear (2 x 2)-system 
whose characteristic fields are both linearly degenerated (considered by 
Serre [ 22]), 
all a u(u+l) =. 
at+z u ( > 
- . 
This system is strictly hyperbolic in the domain 
values are A,(u, 0) = v/u C (0 + 1)/u = &(u, u). 
We know [22] all the entropy-flux pairs 
(3.1) 
{(u, o)lu>O}. The eigen- 
rl(u, 0) = u .(u(~)+lf$)) 
q(u,a)=(o+l).u(~)+v.~(~), 
(3.2) 
where a and b are convex functions. For a state (Go, Q fixed, the boun- 
dary entropy inequality (1.13) can be written 
(3.3) 
with a’(iK-&&) = b’((G, + 1)/i&,) = 0 (without restriction). From (3.3), we 
deduce easily the set b(z&,, UO). 
PROPOSITION 3.1. Let d= {(u, u)lu< -1, u>O). 
l zj-z&<o, 
&-(I&, 60) = d u ((ii,, v,,}. 
Now, following [22], we must reduce the domain of study for the 
unknowns, say %a-fl with a < /I, 
qj= {(u, u)lu>O, I,(u, v)<a</9B&(u, u,}. 
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to be able to solve the Riemann problem with data in %&. A 
straightforward computation leads to the equivalence of the two boundary 
conditions: 
PROPOSITION 3.2. For the system (3.1) with unknown in ~~,s, we get 
“Y-(6,, Vo) = b(iio, Co) n %m,8. 
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