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LIMIT DISTRIBUTIONS FOR EUCLIDEAN RANDOM PERMUTATIONS
DOR ELBOIM AND RON PELED
Abstract. We study the length of cycles in the model of spatial random permutations in
Euclidean space. In this model, for given length L, density ρ, dimension d and jump density
ϕ, one samples ρLd particles in a d-dimensional torus of side length L, and a permutation
pi of the particles, with probability density proportional to the product of values of ϕ at
the differences between a particle and its image under pi. The distribution may be further
weighted by a factor of θ to the number of cycles in pi. Following Matsubara and Feynman, the
emergence of macroscopic cycles in pi at high density ρ has been related to the phenomenon
of Bose-Einstein condensation. For each dimension d ≥ 1, we identify sub-critical, critical
and super-critical regimes for ρ and find the limiting distribution of cycle lengths in these
regimes. The results extend the work of Betz and Ueltschi. Our main technical tools are
saddle-point and singularity analysis of suitable generating functions following the analysis
by Bogachev and Zeindler of a related surrogate-spatial model.
1. Introduction
We study the model of spatial random permutations in Euclidean space, initially proposed
by Matsubara [37] and Feynman [24] in relation to the phenomenon of Bose-Einstein conden-
sation. The model’s background and its relations with other models of statistical physics are
discussed in Section 1.2 below. We proceed here to define the model and describe our main
results.
Let d ≥ 1, N ≥ 1 be integers and L > 0, θ > 0 be real numbers. Let X be a random
variable taking values in Rd. We assume that X is absolutely continuous with respect to
Lebesgue measure with a density which we denote by ϕ. Throughout the paper we make the
following assumptions on X and ϕ,
E(X) = 0 and ϕ is a Schwartz function, (1)
where we recall that a Schwartz function is a smooth function whose derivatives (of any order)
decay faster than any polynomial (see Section 2).
Define the domain Λ by
Λ := {x = (x1, . . . , xd) : 0 ≤ xj < L} = [0, L)d .
We ‘wrap’ X in Λ to obtain a periodic density function ϕΛ defined by
ϕΛ(x) :=
∑
k∈Zd
ϕ(x+ L · k), x ∈ Rd. (2)
The spatial random permutation model in Λ (with periodic boundary conditions) is a joint
probability distribution on N particles in Λ and a permutation in SN , the permutation group
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2 DOR ELBOIM AND RON PELED
on {1, 2, . . . , N}, in which the density of a pair (x, pi) ∈ ΛN×SN , with respect to the Lebesgue
measure on ΛN times the counting measure on SN , is proportional to
θC(pi) ·
N∏
i=1
ϕΛ
(
xpi(i) − xi
)
, (3)
where x = (x1, . . . , xN) and where we write C(pi) for the total number of cycles in pi. The
model may be ill-defined for small values of N , as the expression (3) may equal zero for all
pairs (x, pi) ∈ ΛN × SN , but our proofs imply that this can only happen for a finite number,
depending on ϕ, of values of N (e.g., the model is ill-defined for N = 1 when ϕΛ(0) = 0 and
ill-defined for N = 2 when ϕΛ(x)ϕΛ(−x) ≡ 0; see also Proposition 3.1). As we shall see,
many properties of the model are governed by the density of particles in Λ, given by
ρ :=
N
Ld
. (4)
Our main object of study is the limiting distribution of the cycle lengths in pi, when the
pair (x, pi) is sampled from the density (3) and N and L are taken to infinity. We will see
that several asymptotic regimes arise according to the dimension d and the limiting behavior
of the density ρ. We consider separately the asymptotic behavior when d = 1, d = 2 and
d ≥ 3. In dimensions d = 1, 2 we allow ρ to change with N whereas in dimensions d ≥ 3 we
keep it fixed as N increases.
We proceed to introduce the notation required for stating our main theorems. We order
the cycles of pi according to the minimal index appearing in the cycle, so that the first cycle is
the cycle containing 1, the second cycle (when C(pi) ≥ 2) is the cycle containing the minimal
2 ≤ i ≤ N which is not in the first cycle, and so on. Let Lj(pi), 1 ≤ j ≤ C(pi), be the length
of the j’th cycle in this order and set Lj(pi) = 0 for j > C(pi). We let (`j(pi))
∞
j=1 be the
sequence of cycle lengths (Lj(pi))
∞
j=1 arranged in non-increasing order. We often write Lj and
`j instead of Lj(pi) and `j(pi) when pi is clear from the context.
We consider the limit N → ∞, where we allow the density ρ (and hence L) to vary with
N in a way to be prescribed, and define the limiting fraction of points in macroscopic cycles,
ν := lim
→0
lim inf
N→∞
E
(
1
N
C(pi)∑
j=1
Lj(pi) · 1{Lj(pi)≥N}
)
= lim
→0
lim inf
N→∞
P(L1(pi) ≥ N), (5)
where the pair (x, pi) is sampled from the density (3), we write 1A for the indicator random
variable of the event A and where the second equality follows by symmetry (as the distribution
of pi is invariant under relabeling of {1, . . . , N}, see Proposition 3.1).
Denote by PD(θ) the Poisson-Dirichlet distribution with parameter θ. This distribution
is the limiting distribution of 1
N
(`1(pi), `2(pi), ...) when pi has the Ewens distribution with
parameter θ (that is, when P(pi = pi0) is proportional to θC(pi0) for pi0 ∈ SN . The case θ = 1
corresponds to a uniform permutation); see [23] for further background.
Denote by gamma(α, β) the gamma distribution with shape parameter α > 0 and rate
parameter β > 0, which is supported on [0,∞) with density (Γ stands for the gamma function)
βα
Γ(α)
rα−1e−βr, r > 0.
We write Var(X) for the variance of X in dimension d = 1, Cov(X) for the covariance
matrix of X in dimensions d ≥ 1 and det(A) for the determinant of a matrix A. Finally, we
write ϕ∗j to denote the j-fold convolution ϕ ∗ ϕ ∗ · · · ∗ ϕ (see Section 2).
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Figure 1. The density function in the 1D critical regime: the limiting density
of L1/N with θ = 1 and ρ/
√
N → α for α = 0.3, α = 0.8 and α = 2 respectively.
By (ii) and (iv) of Theorem 1.1, when ρ/
√
N → 0 then L1/N → 0 and when
ρ/
√
N →∞ then L1/N converges in distribution to U [0, 1] (see Remark 3.5).
Theorem 1.1 (One dimension). Let (x, pi) be randomly sampled from the density (3) with
d = 1. Assume that X satisfies the assumptions in (1). Then, as N →∞:
(i) (Sub-critical I) Suppose the density ρ > 0 is fixed as N →∞. Then ν = 0 and
L1
d−→ Y,
where Y is the integer-valued random variable defined by
P (Y = j) = θρ−1ϕ∗j(0)rj∗, j ≥ 1 (6)
and
r∗ is the unique number satisfying 0 < r∗ < 1 and
∞∑
j=1
ϕ∗j(0)rj∗ = ρθ
−1. (7)
(ii) (Sub-critical II) Suppose the density ρ satisfies ρ→∞ and ρ = o(√N). Then ν = 0
and
θ2L1
2 Var(X)ρ2
d−→ gamma
(
1
2
, 1
)
.
(iii) (Critical) Suppose that the density ρ satisfies ρ√
N
→ α ∈ (0,∞). Then ν = 1 and
L1
N
d−→ µ,
where µ is the probability measure on (0, 1) whose density function is
1
Z
(∑
m∈Z
e−2pi
2σ2α2m2x
)
(1− x)− 32
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
( −(θ + n)2
2α2σ2 (1− x)
)
, (8)
for x ∈ (0, 1), where
Z =
1
θ
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
(−(θ + n)2
2α2σ2
)
, σ2 := Var(X),
and where we set
(
t
n
)
:= 1
n!
t(t− 1) · · · (t− n+ 1). See Figure 1.
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(iv) (Super-critical) Suppose the density ρ satisfies ρ = ω(
√
N) and ρ ≤ N . Then ν = 1
and
1
N
(`1, `2, ...)
d−→ PD(θ).
Theorem 1.2 (Two dimensions). Let (x, pi) be randomly sampled from the density (3) with
d = 2. Let
αc :=
θ
2pi
√
det (Cov(X))
. (9)
Assume that X satisfies the assumptions in (1). Then as N →∞:
(i) (Sub-critical I) Suppose the density ρ > 0 is fixed as N →∞. Then ν = 0 and
L1
d−→ Y,
where Y is the integer-valued random variable given by (6) and (7).
(ii) (Sub-critical II, critical) Suppose the density ρ satisfies ρ→∞ and ρ
logN
→ α ∈ [0, αc].
Then ν = 0 and
αc logL1
ρ
d−→ U [0, 1].
(iii) (Super-critical) Suppose the density ρ satisfies ρ
logN
→ α ∈ (αc,∞] and ρ ≤ N . Then
ν = 1− αc
α
,
1
νN
(`1, `2, ...)
d−→ PD(θ) and logL1
logN
d−→ µ,
where µ is a probability measure on [0, 1] with an atom of mass 1− αc
α
at the point 1
and constant density on (0, 1), and we set αc
α
:= 0 when α =∞.
Theorem 1.3 (Dimension d ≥ 3). Let (x, pi) be randomly sampled from the density (3) with
d ≥ 3. Suppose that the density ρ > 0 is fixed as N →∞. Let
ρc := θ
∞∑
j=1
ϕ∗j(0). (10)
Assume that X satisfies the assumptions in (1). Then as N →∞:
(i) (Sub-critical) If ρ < ρc then ν = 0 and
L1
d−→ Y,
where Y is the integer-valued random variable given by (6) and (7).
(ii) (Critical) If ρ = ρc then ν = 0 and
L1
d−→ Y,
where Y is the integer-valued random variable given by (6) with ρ = ρc and r∗ = 1.
Thus,
P (Y = j) ∼ θ
ρc (2pi)
d
2
√
det(Cov(X))
· j− d2 , j →∞, (11)
where ∼ denotes that the left-hand side is asymptotic to the right-hand side as j →∞.
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(iii) (Super-critical) If ρ > ρc then ν = 1− ρcρ ,
1
νN
(`1, `2, ...)
d−→ PD(θ)
and
P(L1 = j)→ θρ−1ϕ∗j(0), j ≥ 1. (12)
1.1. Extensions and remarks. The above theorems identify sub-critical, critical and super-
critical regimes of density governing the asymptotic distribution of cycles lengths in pi in
each dimension d ≥ 1. The limiting distribution of the length of the cycle containing 1 is
determined in all regimes and a Poisson-Dirichlet limit law is proved for the joint distribution
of cycle lengths in the super-critical regimes. We make several remarks concerning these
statements and additional results which may be deduced with the techniques of this paper:
• Integrability: Our proofs hinge on an integrability property of the model, that the marginal
probability of the permutation pi has a representation as a product of weights depending
only on the length of the cycles in pi. See Proposition 3.1 below for the exact statement.
This fact was also central in previous works on the model (see, e.g., [9, Proposition 3.1]).
• Joint distribution of cycle lengths: In the sub-critical cases in all dimensions d ≥ 1 and the
critical cases in dimensions d ≥ 2, one may extend the above limit laws to apply to the
joint distribution of any fixed number of L1, L2, . . ., yielding that the cycle lengths become
asymptotically independent and identically distributed (see Remark 5.6 and Remark 7.4).
More precisely, when ρ is fixed as N → ∞, with ρ ≤ ρc if d ≥ 3, one obtains that for any
fixed k,
(L1, L2, . . . , Lk)
d−→ (Y1, Y2, . . . , Yk)
where the (Yj) are independent, each having the distribution of the corresponding Y variable
in the above theorems. Similarly, in the sub-critical II regime in one dimension it holds
that (
θ2L1
2 Var(X)ρ2
,
θ2L2
2 Var(X)ρ2
, . . . ,
θ2Lk
2 Var(X)ρ2
)
d−→ (Y1, Y2, . . . , Yk)
where the (Yj) are independent, each having the gamma
(
1
2
, 1
)
distribution. The analogous
statement holds in the sub-critical II and critical regimes in two dimensions.
• Joint distribution of (x, pi): Examination of the joint density (3) of (x, pi) reveals that, after
conditioning on pi, the distribution of x becomes a collection of independent random walk
bridges on the torus Λ, with jump density ϕ and uniform starting points, whose lengths
are the lengths of the cycles in pi. Thus, the marginal distribution of pi determines the joint
distribution of (x, pi) in a simple manner.
• Number of cycles of given length: Denote by Cj the number of cycles of length j in the
random permutation pi. One can relate the moments of Cj and the joint distribution of
the (Lj), as discussed in Remark 3.5. For instance, E (Cj/N) = 1jP(L1 = j). Consequently
E(C(pi)) = N ·E( 1
L1
). Another simple consequence of these relations, deduced by bounding
the variance of Cj, is that in the regime where ρ and j are fixed as N →∞, with ρ ≤ ρc if
d ≥ 3, then Cj/N converges in probability to E (Cj/N). We do not study the distribution
of the (Cj) further in this work.
• Number of cycles: Our techniques provide further information on the distribution of the
number of cycles C(pi). Specifically, they provide access to the asymptotics of E(tC(pi))
as N → ∞ in the above regimes, for most values of t > 0. This is further explained in
Remark 3.6 but is not developed in this work.
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• Density in critical regime in one dimension: Probability laws involving the Jacobi theta
function have appeared in several works; see [13] for a survey. The limiting density (8)
obtained in the critical regime in one dimension is of this kind, though we have not seen
its exact expression in previous works (a similar expression is in [13, equation (3.11)]).
• Schwartz assumption: Our theorems are proved under the assumptions in (1). While the
assumption that E(X) = 0 is essential to the results, the assumption that ϕ is a Schwartz
function may be weakened, requiring that ϕ has sufficiently many derivatives and these
decay sufficiently fast. We have not attempted to keep track of the minimal assumptions
used in the proof of each result.
• The requirement ρ ≤ N : This assumption is imposed in the super-critical parts of Theo-
rem 1.1 and Theorem 1.2 but should not be necessary for the results to hold. The assump-
tion is equivalent to requiring that L ≥ 1 and is made in order to simplify certain technical
points in our argument, bearing in mind that most interest is in the case that L tends to
infinity with N .
1.2. Physics background, previous results and related models.
1.2.1. Background and previous results. One of the main motivations for studying the spatial
random permutation model (3) comes from physics, where it was proposed by Matsubara
[37] and Feynman [24] to express quantities arising in the interacting Bose gas as expectation
values in a model of random permutations. It was observed that the ideal (non-interacting)
Bose gas gives rise to the spatial random permutation model studied in this work with θ = 1
and Gaussian ϕ (this is sometimes called the Feynman-Kac representation of the ideal Bose
gas). With this link, the phenomenon of Bose-Einstein condensation was related to the
appearance of macroscopic cycles in the random permutation. Su¨to˝ [44, 45] further elucidated
this link, combining exact calculations and certain approximations, by showing that Bose-
Einstein condensation in the ideal Bose gas occurs exactly when macroscopic cycles arise in
the corresponding spatial random permutation model and by deriving the limiting distribution
of L1 in both the sub-critical and super-critical regimes in dimensions d ≥ 3.
A mathematical investigation of the spatial random permutation model (3) was conducted
by Betz and Ueltschi [8, 9]. They studied the model for the class of jump densities ϕ having a
non-negative Fourier transform, in particular, having ϕ(x) = ϕ(−x) for all x, and satisfying
certain additional technical assumptions. Their results include the formula (10) for ρc, a
proof that the fraction of points in macroscopic cycles (equivalently, of ‘super-constant’ size)
equals min(0, 1− ρc
ρ
) at each fixed density ρ and the Poisson-Dirichlet limit law for the length
of macroscopic cycles in the super-critical regime. Their results apply in dimensions d ≥ 3
and also in dimensions d ∈ {1, 2} when the jump density ϕ is such that ρc is finite there
(this can occur when ϕ has heavy tails). Their analysis includes the parameter θ and, in fact,
allows more general cycle weights converging to θ.
Our results compare with those of Betz and Ueltschi as follows. Our assumption (1)
yields a class of jump densities ϕ which is neither wider nor narrower than that of [8, 9], as
there exist slowly-decaying functions with non-negative Fourier transform (e.g., (1 + |x|)−γ,
1 < γ < 2, in dimension d = 1) and there exist Schwartz functions with zero center of mass
having complex, or real but sometimes negative, Fourier transform (such as exp(−x4) or
exp(−(x− 2)2) + 2 exp(−(x+ 1)2) in dimension d = 1). In the intersection of the two classes,
the results of [8, 9] apply only in dimensions d ≥ 3 and yield there the fraction of points in
cycles of macroscopic size and the Poisson-Dirichlet limit law. Our work extends the analysis
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in dimensions d ≥ 3 by further providing the limiting distribution of cycle lengths for all
values of ρ. We further analyze the distribution of cycle lengths in dimensions 1 and 2.
1.2.2. Surrogate-spatial model. Bogachev and Zeindler [16] studied a related model for ran-
dom permutations which they term the surrogate-spatial model. In this model the probability
measure on permutations is given by cycle weights, with the formula
P(pi = σ) =
1
Z
N∏
j=1
(θj +Nκj)
Cj(σ), σ ∈ SN , (13)
where Cj(σ) is the number of cycles of length j in σ and (θj), (κj) are sequences independent
of N for which various behaviors are allowed. The spatial random permutations model (3)
is also of this form with the sequence (θj +Nκj) replaced by a weight sequence (WL,j) given
by (20) which takes into account the density ϕ and the geometry; see Proposition 3.1. Very
roughly, we may say that the spatial random permutations model corresponds to the choice
θj = θ and κj =
1
ρjd/2
, (14)
see Corollary 4.6 and Lemma 4.3. Indeed, the spatial random permutation model served
as the inspiration for the surrogate-spatial model [16] and the two models are close rela-
tives of each other with the choice (14) when ρ is fixed. The impressive work of Bogachev
and Zeindler provides a very detailed analysis of the surrogate-spatial permutation model
including identifying sub-critical, critical and super-critical regimes, finding the limiting dis-
tributions of cycle lengths and establishing a Poisson-Dirichlet limit law in the super-critical
regime. Their proofs rely on saddle point and singularity analysis of suitable generating func-
tions. Our approach is inspired by their analysis, adapting the techniques to the model here
and augmenting them with additional tools as necessary.
Let us discuss the main differences between the analysis of [16] and the analysis here:
• The generating function: The analysis of [16] proceeds via singularity analysis of a gener-
ating function G(z) :=
∑∞
j=1
θj+Nκj
j
zj. This idea also forms the basis of our approach with
(θj +Nκj) replaced by the sequence (WL,j). The analysis in [16] makes several assmptions
on the analytic properties of G. These include having a singularity on the positive half-line
at its radius of convergence, having an analytic continuation to a larger domain and input
on the derivatives of G near the singularity. In the model discussed here these properties
need to be derived for the generating function defined via the sequence (WL,j) and a thor-
ough investigation of (WL,j) itself is required. This analysis is performed in Section 4 and
has no counterpart in [16].
• Dimensions d = 1, 2: The analysis of [16] is well-suited to the case of a fixed sequence (κj)
as N tends to infinity. In our analysis of dimensions d = 1, 2 we focus on the cases where
ρ tends to infinity with N , whence the analogous factor to κj depends significantly on N
(in fact, the analogous factor depends on N also when ρ is fixed, but this dependence is
milder leading mostly to technically more complicated arguments). Our analysis in these
dimensions is thus more subtle, relying on precise control of the generating function near
its singularity at z = 1. The resulting scaling of the variable L1 and limiting distributions
differ from the ones in [16].
• Critical cases: The case that ρ = ρc, the critical point, is analyzed in [16] for several choices
of (θj +Nκj) via singularity analysis. This method is in principle applicable to the critical
spatial random permutations model in dimensions d ≥ 3. However, as the sequence (WL,j)
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seems to have a more complicated behavior around j ≈ L2, which is the region relevant
to the critical case, the required estimates appear quite involved in dimensions d = 3, 4.
We have thus implemented this approach only in dimensions d ≥ 5 (which is simplified
by having a finite second derivative at z = 1 for a relevant generating function). For the
critical cases in dimensions d = 2, 3, 4 we use a seemingly novel approach, making use of
recursion relations for the partition function and bootstrapping the estimates proved for
the sub-critical cases. The analysis in dimension d = 1 proceeds via singularity analysis
but leads to different expressions than those discussed in [16].
1.2.3. Random permutations with cycle weights. There has been significant activity [11, 10,
19, 6, 49, 46, 36, 40, 22, 34, 5, 20] in recent years in studying random permutations in
which the probability of a permutation is proportional to a product over its cycles of a weight
depending on the length of the cycle. The spatial random permutation model has this general
form, see Proposition 3.1, but differs from the models studied in this literature in that the
weight assigned to a cycle depends both on the length of the cycle and on the size of the
permutation.
1.2.4. Spatial random permutations. The model studied in this work, of spatial random per-
mutations in Euclidean space, may be thought of as a particular case of a wider class. In-
formally, one may think of a spatial random permutation as a random permutation which is
biased towards the identity in some underlying geometry. This broad idea covers many spe-
cific cases including the well-studied interchange model [21, 47, 2, 42, 7, 1, 30, 31, 14, 33, 15]
and the Mallows model (defined in dimension 1) [35, 43, 17, 27, 28, 38, 12, 39, 26, 3]. The
study of the cycle structure is of great interest in such models as well. In particular, the
famous To´th conjecture [47] states that for d ≥ 3, infinite orbits arise in the interchange pro-
cess on Zd run for a sufficiently long time, whereas for d ∈ {1, 2} no infinite orbits arise after
any fixed amount of time. This is easy to establish in dimension 1 (where further quantita-
tive results are announced by Kozma and Sidoravicius) but remains wide open in dimensions
d ≥ 2 (the d ≥ 3 case is closely related to the long-standing open question of establishing a
phase transition for the quantum Heisenberg ferromagnet [47]; see also Section 1.2.5 below).
In this regard, the possibility of universality is especially intriguing, that the results of this
paper, such as the limiting distributions obtained in dimensions 1 and 2 when ρ grows with
N or the general features of the sub-critical, critical and super-critical behavior in dimensions
d ≥ 3, are valid also for the other spatial permutation models. We illustrate this possibility
with specific analog statements on the interchange and Mallows models, after describing these
models briefly.
Let G = (V,E) be a finite or infinite bounded-degree graph. The interchange model [47]
(also called the stirring model in some of the literature) gives a dynamics on permutations
in SV , one-to-one and onto functions pi : V → V , which is associated to the structure of
the graph. Each edge of the graph is endowed with an independent Poisson process of
rate 1. An edge is said to ring at time t if an event of its Poisson process occurs at that
time. Starting from the identity permutation pi0 ∈ SV , the interchange process, introduced
by To´th [47], is the permutation-valued stochastic process (pit) obtained by performing a
transposition along each edge at each time that it rings. The interchange model on the subset
{0, . . . ,M − 1}d ⊂ Zd equipped with periodic boundary conditions bears formal similarity
with the model of Euclidean random permutations studied in this work, under a suitable
translation of the parameters. In the interchange model, the location of a particle at time
t  M2 has roughly a centered Gaussian distribution with covariance matrix 2t times the
LIMIT DISTRIBUTIONS FOR EUCLIDEAN RANDOM PERMUTATIONS 9
identity. The two models are thus similar after rescaling space by a factor of
√
t, taking
L = M√
t
and N = Md, so that ρ = N
Ld
= td/2.
The Mallows distribution [35] on Sn with parameter q > 0 gives probability proportional to
qinv(pi) to each permutation pi, where inv(pi) := |(s, t) : s < t and pis > pit| counts the number
of inversions in pi. For 0 < q < 1, the model may also be defined on the set of all integers Z [28].
Focusing on the case 0 < q < 1, an important feature of the Mallows model is the typical
displacement of points in the permutation, with |pi(s)−s| typically being of order min( q
1−q , n)
[18, 28, 12]. Similarly to the interchange model, this suggests a similarity of the Mallows model
with the Euclidean random permutation model in one dimension, when the parameters are
chosen as L = n/min
(
q
1−q , n
)
and N = n, so that ρ = min( q
1−q , n). The threshold for
the emergence of macroscopic cycles, and the Poisson-Dirichlet distribution, in the Mallows
model was found in [26] and is in qualitative correspondence with the results of Theorem 1.1.
The following statements are analogous to the sub-critical results of Theorem 1.1 and
Theorem 1.2 (in the infinite-volume limit):
• Let L1(t) be the length of the cycle containing the origin in the interchange process
on Zd at time t. Then, there are constants c1, c2 > 0 such that when d = 1,
L1(t)
c1 · t
d−→ gamma
(
1
2
, 1
)
, t→∞, (15)
and when d = 2,
logL1(t)
c2 · t
d−→ U [0, 1], t→∞. (16)
• Let 0 < q < 1 and consider the Mallows model on Z [28]. Let L1(q) be the length of
the cycle containing 0. Then there is a constant c > 0 such that
c · L1(q)(1− q)2 d−→ gamma
(
1
2
, 1
)
as q ↑ 1. (17)
However, analytical calculations of Angel and Hutchcroft [4] imply that the statement (17)
does not hold. This is also apparent in simulations, see Figure 2. On the positive side, the
simulations seem to indicate that the limit in (17) should at least exist and share some general
features with the gamma distribution. Given that the Mallows statement (17) does not hold,
we also do not expect the corresponding statement for the 1D interchange model to hold
exactly as in (15), though, again, the limit there is still likely to exist and bear similarities
with the gamma distribution. The situation for the 2D statement (16) is less clear. One may
be more hopeful that it holds as written, as the presence of the logarithm on the left-hand
side renders the statement more robust to small deviations in the distribution of L1(t) itself.
1.2.5. Quantum Heisenberg model in two dimensions. Continuing further with the analogy
to the interchange process, one may also speculate that the relation (16) in d = 2 continues
to hold also for the interchange model which is tilted by a factor of 2 to the power of the
number of cycles (in analogy with setting θ = 2 in for the model studied in this work). It
is known from the work of To´th [47] that this tilted model is in direct correspondence with
the quantum Heisenberg model, at the temperature T which is the inverse of the time t to
which the interchange model is run. Precisely, the spin-spin correlation between sites x and
y in the quantum Heisenberg model equals a constant times the probability that x and y
are in the same cycle [47] (see also [48]). Thus, the length of the cycle containing a given
site x equals the sum of spin-spin correlations between x and the other sites. A relation of
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Figure 2. The empirical density of 0.3 · L1(q)(1 − q)2 as obtained from the
simulation (in blue) for q = 0.9 and q = 0.975 respectively, and the density
of gamma(1
2
, 1) distribution (in red). The simulations were sampled using the
algorithm described in Section 3.5 of [26] with 100000 iterations.
the form (16) (accompanied with appropriate integrability conditions) would then imply that
the sum of spin-spin correlations is of the order exp( c
T
) for some constant c > 0. This is
in accordance with the predicted behavior of the Heisenberg ferromagnet, which states that
spin-spin correlations decay exponentially at every positive temperature, with a correlation
length which is exponential in the inverse temperature. Such predictions, going back to
Polyakov [41], remain wide open in the mathematical literature.
1.2.6. Band matrices. We mention that the results regarding the emergence of macroscopic
cycles in one dimension bear formal similarity with a conjectured localization transition for
random band matrices. This similarity is detailed in [26, Section 1.2.2] in the context of the
Mallows measure on permutations. One may also define random band matrices in dimensions
d ≥ 2 where they are rather poorly understood. Indeed, even taking the bandwidth to be
one (when the band matrix corresponds to a random Schro¨dinger operator) leads to many
unsolved problems around the famous Anderson localization phenomenon (foremost among
these is the question of delocalization of random Schro¨dinger operators at low disorder in
dimensions d ≥ 3. Also conjectured but unresolved is the fact that two-dimensional random
band matrices exhibit localization for any fixed bandwidth). Does the similarity between
the emergence of macroscopic cycles and the localization properties of random band matrices
extend to dimensions d ≥ 2? If true, such similarity would predict that in two dimensions,
the critical bandwidth for delocalization in a random band matrix on the box [−L,L]2 is of
order
√
logL.
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2. Preliminaries
Constant policy: Throughout the paper we regard the dimension d ≥ 1, the density
function ϕ (satisfying the assumptions (1)) and the real θ > 0 as fixed and our emphasis
is on the behavior of the various quantities of interest as the parameters N and L (or the
density ρ = N
Ld
) change. Constants such as C, c, , δ denote positive numerical values which
may depend on d, ϕ and θ but are independent of all other parameters (in particular, of N
and L). When the constant depends on an additional parameter this will be noted explicitly,
writing, for instance, Cn for a value which depends on d, ϕ, θ and n. The constants C, c, or
their counterparts depending on additional parameters, are regarded as generic constants in
the sense that their value may change from one appearance to the next, with the value of C
increasing and the value of c decreasing. However, constants labeled with a fixed number,
such as C0, c0, have a fixed value throughout the section that they appear in.
Oh notation: For two functions f, g, possibly depending on many parameters, we write
f = O(g) to denote that |f ||g| ≤ C where C is as above, that is, independent of all parameters
besides d, ϕ and θ. We use a similar notation when the constant may depend on additional
parameters writing, for instance, f = On(g) to denote that
|f |
|g| ≤ Cn. We write f = o(g) as
k → k0 (where k0 may be infinity) to denote that limk→k0 |f ||g| = 0. If we write, in addition,
that the little Oh is uniform in m ∈ Ik (where Ik may or may not depend on k) we mean
that limk→k0 supm∈Ik
|f |
|g| = 0. The notation f ∼ g as k → k0 means that f = (1 + o(1))g as
k → k0 and we may again add a uniformity requirement.
Notation: We write N := {1, 2, 3, . . .} for the set of positive integers.
We use the Pochhammer symbol (x)n defined by
(x)n := x (x− 1) · · · (x− n+ 1) , x ∈ R, n ∈ N
and (x)0 := 1.
A smooth function f : Rd → C is called Schwartz if
sup
x∈Rd
∣∣∣∣∣xα11 · · · xαdd · ∂β1+···+βdf∂xβ11 · · · ∂xβdd
∣∣∣∣∣ <∞ for any integers α1, . . . , αd, β1, . . . βd ≥ 0.
We use the shorthand f (n) to denote the n-th derivative of a function f and write [zn] f(z)
to denote the coefficient of zn in the power series of f(z). The convolution f ∗ g of integrable
f, g : Rd → C is defined, as usual, by (f ∗ g)(x) := ∫ f(y)g(x− y)dy. We write f ∗j to denote
the j-fold convolution f ∗ f ∗ · · · ∗ f .
We denote the closure of a set Ω ⊆ C by Ω and let D denote the open unit disc,
D := {z ∈ C : |z| < 1}.
We use the standard branches of the argument, logarithm and power functions on the
complex plane. That is, we take arg(z) ∈ (−pi, pi] for z ∈ C and consider log z := log |z| +
i arg(z) and zα := eα log z for z ∈ C \ (−∞, 0].
We write ‖v‖ for the Euclidean norm of a vector v ∈ Rd. Such vectors are thought of
as column vectors for purposes of matrix multiplication and we write vT for the row vector
obtained after transposition. Similarly, for a matrix B we write BT for the transposed matrix.
We write 1A for the indicator random variable of an event A.
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We denote by N (µ,Σ) the multivariate normal distribution with mean vector µ and co-
variance matrix Σ.
In several places in the paper it is convenient to discuss the ‘square root’ matrix of the
covariance matrix Cov(X) of X. To this end we point out that Cov(X) is (symmetric)
positive definite as X has a density. In the sequel we
fix A to be a (symmetric) positive definite matrix satisfying A2 = Cov(X). (18)
Hierarchy: The environments Theorem, Proposition, Lemma and Claim all have the
same formal meaning in our paper. Informally, we have tried to use the title to indicate a
level in the hierarchy - propositions are used to prove theorems, lemmas are used to prove
propositions, etc.
3. Exact expression for the distribution of pi
In this section, following Betz and Ueltschi [9] and Bogachev and Zeindler [16], we start by
proving that the marginal probability of the permutation in the spatial random permutation
model has a representation as a product of cycle weights. We then find a convenient gener-
ating function for the partition functions arising in this representation and express the main
statistics of interest to us (such as the distribution of L1) in terms of the partition functions.
We remind that the integer d ≥ 1, density function ϕ (satisfying the assumptions (1)) and
real θ > 0 are fixed. Throughout the section we fix also the integer N ≥ 1 and real L > 0
and let (x, pi) be randomly sampled from the density (3).
3.1. Marginal distribution of pi and generating function. We again denote by Cj(σ)
the number of cycles of length j of a permutation σ.
Proposition 3.1. The marginal distribution of the permutation pi is given by
P(pi = σ) =
1
N !HN(L)
∏
C
WL,|C| =
1
N !HN(L)
N∏
j=1
(WL,j)
Cj(σ) , σ ∈ SN (19)
where the first product runs over all cycles C of σ, |C| denotes the length of the cycle C,
WL,j := θL
d
∑
k∈Zd
ϕ∗j(Lk) (20)
and
HN(L) :=
1
N !
∑
σ∈SN
N∏
j=1
(WL,j)
Cj(σ) (21)
is the partition function.
We include the factor N ! in (19) for consistency with the notation in [9] and as it simplifies
some of the resulting generating function formulas below (e.g., equality (30)).
In the proof, we write x (mod LZd), where x ∈ Rd, to denote the unique point y ∈ Λ
satisfying that x− y ∈ LZd. We also require the notion of the j-fold convolution of ϕΛ with
itself on the torus Λ. Define ϕ~1Λ := ϕΛ and set, inductively, for j ≥ 1,
ϕ
~(j+1)
Λ (y) :=
∫
Λ
ϕ~jΛ (x)ϕΛ(y − x)dx, y ∈ Rd. (22)
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Claim 3.2. For any j ≥ 1 we have
ϕ~jΛ (y) =
∑
k∈Zd
ϕ∗j(y + Lk), y ∈ Rd. (23)
Equivalently, using the notation (·)Λ as in (2),
(ϕΛ)
~j = (ϕ∗j)Λ. (24)
Proof. Intuitively, the identity (24) can be understood as follows, the left-hand side is the
density of the sum on the torus Λ of j independent copies of X (mod LZd), whereas the
right-hand side is the density of the projection to the torus of the sum in Rd of j independent
copies of X. We turn to prove (23) formally by induction. The case j = 1 is exactly the
definition of ϕΛ. Suppose (23) holds for some j ≥ 1. Then
ϕ
~(j+1)
Λ (y) =
∫
Λ
ϕ~jΛ (x)ϕΛ(y − x)dx
=
∫
Λ
∑
k1,k2∈Zd
ϕ∗j(x+ Lk1)ϕ(y − x+ Lk2)dx
=
∑
k,k1∈Zd
∫
Λ
ϕ∗j(x+ Lk1)ϕ(y − x+ Lk − Lk1)dx
=
∑
k∈Zd
∫
Rd
ϕ∗j(x)ϕ(y + Lk − x)dx =
∑
k∈Zd
ϕ∗(j+1)(y + Lk). 
Proof of Proposition 3.1. The marginal probability on permutations is
P(pi = σ) =
θC(σ)
ZN
∫
ΛN
N∏
i=1
ϕΛ
(
xσ(i) − xi
)
dx1 · · · dxN , σ ∈ SN , (25)
where ZN is the appropriate normalization factor. It is straightforward that the integral
factorizes according to the cycles in the permutation pi. The contribution of each fixed point
equals
θ
∫
Λ
ϕΛ(0)dy = θ|Λ|
∑
k∈Zd
ϕ(Lk) = WL,1.
The contribution of each cycle (y1, . . . , yj) of length j ≥ 2 is (with the convention that yj+1
is y1)
θ
∫
Λj
j∏
i=1
ϕΛ (yi+1 − yi) dy1 · · · dyj = θ
∫
Λ
 ∫
Λj−1
j∏
i=1
ϕΛ (yi+1 − yi) dy2 · · · dyj
 dy1. (26)
By considering the change of variables y1 7→ y1 and yi 7→ yi + y1 (mod LZd) for 2 ≤ i ≤ j
and using the the fact that ϕΛ is periodic, we see that the inner integral does not depend on
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the value of y1. Thus, the expression (26) becomes
θ |Λ|
∫
Λj−1
ϕΛ(y2)ϕΛ (y3 − y2) · · ·ϕΛ (yj − yj−1)ϕΛ(−yj) dy2 · · · dyj
= θ |Λ|ϕ~jΛ (0) = θLd
∑
k∈Zd
ϕ∗j(Lk) = WL,j,
(27)
where in the first equality we used (22) and in the second equality we appealed to Claim 3.2.

The next well-known identity is a special case of the enumeration theorem of Po´lya.
Lemma 3.3. Let (aj)j∈N be a sequence of complex numbers. Then the following formal power
series expansion holds
exp
( ∞∑
j=1
ajz
j
j
)
=
∞∑
n=0
zn
n!
∑
σ∈Sn
n∏
j=1
a
Cj(σ)
j . (28)
Proof. The proof is a relatively straightforward calculation, presented below with a proba-
bilistic flavor.
We assume that aj > 0 and that
∑∞
j=1 aj < ∞. This is without loss of generality since if
(28) holds for such sequences then it holds in a formal sense for all sequences. Recall that
a random variable Y has the Poisson(λ) distribution if P(Y = n) = exp(−λ)λn
n!
for integers
n ≥ 0. Note that it has the probability generating function E(zY ) = eλ(z−1). Define an
infinite sequence of independent Poisson random variables,
Xj ∼ Poisson
(
aj
j
)
, j ≥ 1
and set
X :=
∞∑
j=1
jXj.
Note that X is almost surely finite as it has finite expectation by our assumption on (aj).
The equality (28) follows by calculating E(zX) in two ways. On the one hand,
E(zX) = E
( ∞∏
j=1
zjXj
)
=
∞∏
j=1
E(zjXj) =
∞∏
j=1
exp
(
aj (z
j − 1)
j
)
= exp
( ∞∑
j=1
aj (z
j − 1)
j
)
,
On the other hand,
E(zX) =
∞∑
n=0
zn · P (X = n) =
∞∑
n=0
zn
∑
(c1,c2,... ):∑∞
j=1 jcj=n
P (∀j, Xj = cj)
= exp
(
−
∞∑
j=1
aj
j
) ∞∑
n=0
zn
∑
(c1,...cn):∑n
j=1 jcj=n
n∏
j=1
a
cj
j
jcjcj!
= exp
(
−
∞∑
j=1
aj
j
) ∞∑
n=0
zn
n!
∑
σ∈Sn
n∏
j=1
a
Cj(σ)
j ,
where the last equality follows as the number of permutations σ ∈ Sn with cycle structure
(c1, . . . , cn) is
n!∏n
j=1 j
cj cj !
. 
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Lemma 3.3 can be used to obtain a convenient expression for the normalization constant
HN(L) involved in the marginal probability distribution (19). To this end set H0(L) := 1
and define the function
GL(z) :=
∞∑
j=1
WL,j
j
zj. (29)
By Lemma 3.3 (with aj = WL,j), the generating function of the sequence (Hn(L))n≥0 is given
by
∞∑
n=0
Hn(L)z
n =
∞∑
n=0
zn
n!
∑
σ∈Sn
n∏
j=1
(WL,j)
Cj(σ) = exp
( ∞∑
j=1
WL,j
j
zj
)
= eGL(z). (30)
The equality holds in a formal sense, as we relied on Lemma 3.3. However, one may check
that the non-negative sequence (WL,j)j is bounded, whence the sum in (29) converges for
|z| < 1, implying the same for the Taylor series (30) of its exponential. The boundedness of
(WL,j)j follows from its definition (20) as the density of a convolution on the torus (see (22)
and (23)) and is also a consequence of our subsequent Corollary 4.6.
3.2. The distribution of the cycle lengths through the generating function. Recall
the definitions of L1, L2, . . . appearing before (5).
Lemma 3.4. For any integers m ≥ 1 and j1, . . . , jm ≥ 1 with j1 + · · ·+ jm ≤ N we have
P (L1 = j1, . . . , Lm = jm) =
HN−j1−···−jm(L)
HN(L)
·
m∏
k=1
WL,jk
N − j1 − · · · − jk−1 . (31)
In particular, for m = 1,
P (L1 = j) =
WL,j
N
· HN−j(L)
HN(L)
, 1 ≤ j ≤ N. (32)
Proof. Note that there are (N − 1) · · · (N − j + 1) = (N − 1)j−1 possibilities for a cycle of
length j containing the element 1. Thus, using (19) and (21), we get
P (L1 = j) =
(N − 1)j−1 ·WL,j
N !HN(L)
∑
σ∈SN−j
N−j∏
j=1
(WL,j)
Cj(σ) =
WL,j
N
· HN−j(L)
HN(L)
,
which proves the lemma for m = 1. Similarly, for m = 2,
P (L1 = j1, L2 = j2)
=
(N − 1)j1−1 ·WL,j1 · (N − j1 − 1)j2−1WL,j2 · (N − j1 − j2)! ·HN−j1−j2(L)
N !HN(L)
=
WL,j1WL,j2
N(N − j1) ·
HN−j1−j2(L)
HN(L)
.
(33)
The general case m ≥ 1 is handled in the same manner. 
Remark 3.5. The relation between the distribution of L1 and the (Cj) is as follows,
P (L1 = j) = E
(
jCj
N
)
, 1 ≤ j ≤ N, (34)
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since
P (L1 = j) =
∑
k≥0 s.t.
P(Cj=k)>0
P (L1 = j | Cj = k) · P (Cj = k) =
∞∑
k=0
jk
N
· P (Cj = k) = E
(
jCj
N
)
,
where the second equality follows as there are jk elements in cycles of length j and any
1 ≤ i ≤ N is equally likely to be one of them. In a similar manner one checks that
P(L1 = j, L2 = j) = E
(
jCj
N
· j(Cj − 1)
N − j
)
, 1 ≤ j ≤ N. (35)
One may similarly obtain expressions involving higher moments of Cj. A useful expression
for the variance of Cj is obtained by combining (34) and (35),
Var
(
Cj
N
)
=
N − j
N
· P(L1 = j, L2 = j)
j2
+
P(L1 = j)
Nj
−
(
P(L1 = j)
j
)2
.
Remark 3.6. Our analysis of the asymptotic distribution of cycle lengths proceeds by de-
termining the asymptotics of the partition function Hn(L), in various asymptotic regimes of
n and L, and then applying Lemma 3.4. Further information on the random permutation pi
may be obtained by varying the various parameters it depends on. For instance, the num-
ber of cycles C(pi) may be studied as follows. Let us write Hθn(L) instead of Hn(L) to note
explicitly the dependence of the partition function on θ. Then,
E(tC(pi)) =
H t·θN (L)
HθN(L)
as one immediately verifies using Proposition 3.1. Thus, the asymptotic behavior of the
partition function can be used to determine the probability generating function of the number
of cycles. This direction is not developed in this work.
4. Basic properties of the generating function
In this section we state and prove some basic properties of the generating function GL.
4.1. Fourier transform. We frequently use the Fourier transform fˆ (or F(f)) of a function
f : Rd → C, defined by
fˆ(t) = F(f)(t) :=
∫
Rd
f(x)e−2piix·tdx, t ∈ Rd, (36)
where we write x · t for the standard scalar product in Rd. In the following claims we collect
some basic facts about the Fourier transform of a Schwartz function.
Claim 4.1. Let f : Rd → C be a Schwartz function. Then:
(i) For any invertible linear transformation B : Rd → Rd,
F(f ◦B) = 1|detB| · fˆ ◦
(
BT
)−1
. (37)
(ii) The Fourier inversion theorem states that
ˆˆ
f(x) = f(−x) for all x ∈ Rd.
(iii) For any j ∈ N, the functions f ∗j and fˆ j are Schwartz functions and we have f̂ ∗j = fˆ j.
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(iv) The Poisson summation formula holds:∑
k∈Zd
f(k) =
∑
m∈Zd
fˆ(m). (38)
In the following claim we restrict ourselves to the density function ϕ.
Claim 4.2. The Fourier transform ϕˆ of ϕ satisfies:
(i) For every t ∈ Rd, |ϕˆ(t)| ≤ 1 with equality if and only if t = 0.
(ii) We have
ϕˆ(t) = 1− 2pi2tT Cov(X)t+O(‖t‖3) = 1− 2pi2‖At‖2 +O(‖t‖3), ‖t‖ ≤ 1 (39)
where A is given in (18). In particular, as A is positive definite, there is a c > 0 so
that |ϕˆ(t)| ≤ 1− c‖t‖2 when ‖t‖ ≤ 1.
The results in Claim 4.1 and Claim 4.2 are standard and we refer the reader to [29] for the
proofs.
Throughout this section we denote by ψ the density function of the Gaussian distribution
N(0,Cov(X)), which is given by
ψ(x) :=
1√
(2pi)d det(Cov(X))
e−
1
2
xT Cov(X)−1x =
1
(2pi)
d
2 detA
e−
1
2
‖A−1x‖2 , x ∈ Rd, (40)
where A is defined in (18). Observe that for any j ∈ N we have
ψ∗j(x) =
1
(2pij)
d
2 detA
e−
1
2j
‖A−1x‖2 , x ∈ Rd (41)
and that
ψˆ(t) = e−2pi
2‖At‖2 , t ∈ Rd, (42)
where we used part (i) of Claim 4.1 and the fact that F(e−‖ · ‖2) = pi d2 e−pi2‖ · ‖2 .
For later reference we write explicitly the following consequence of (39): For any M ≥ 0
there are C, cM > 0 so that
|ϕˆj(t)− ψˆj(t)| ≤ Cj‖t‖3e−cM j‖t‖2 , ‖t‖ ≤M, j ∈ N. (43)
The inequality follows since when j‖t‖3 ≥ 1 and ‖t‖ ≤M , using Claim 4.1,
|ϕˆj(t)− ψˆj(t)| ≤ |ϕˆj(t)|+ ψˆj(t) ≤ 2 (1− cM‖t‖2)j ≤ 2e−cM j‖t‖2 ≤ 2j‖t‖3e−cM j‖t‖2
and when j‖t‖3 ≤ 1,
ϕˆj(t) =
(
1− 2pi2‖At‖2 +O (‖t‖3))j = e−2pi2j‖At‖2+O(j‖t‖3) = (1 +O(j‖t‖3)) ψˆj(t).
4.2. Asymptotics. Recall that the weights (WL,j) are given in (20) by the formula
WL,j = θL
d
∑
k∈Zd
ϕ∗j(Lk) = θ
∑
m∈ 1
L
Zd
ϕˆj(m), (44)
where in the last equality we used the Poisson summation formula (see parts (i), (iii) and
(iv) of Claim 4.1), and that the function GL from (29) is given by
GL(z) =
∞∑
j=1
WL,j
j
zj.
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Define the function
g(z) :=
∞∑
j=1
θϕ∗j(0)
j
zj. (45)
We will show that WL,j approximately equals θL
dϕ∗j(0) for small j and therefore, GL(z)
approximately equals Ldg(z) for small values of |z|. This will facilitate our analysis as the
function g(z) is independent of L. We will also see that g determines the critical density in
dimensions d ≥ 3 as
g′(1) = θ
∞∑
j=1
ϕ∗j(0) = ρc.
The following lemma, a multidimensional, local central limit theorem, determines the asymp-
totic behavior of ϕ∗j(0).
Lemma 4.3. For sufficiently large j ∈ N,
ϕ∗j(0) =
(
1 +O(j−
1
2 )
)
ψ∗j(0) =
1 +O(j−
1
2 )√
det(Cov(X)) (2pi)d
· j− d2 . (46)
Proof. The second equality in (46) is by (41). We turn to prove the first one. Let j ∈ N. As
ϕ and ψ are Schwartz functions, there exists a C0 > 0 so that
max
{
|ϕˆ(t)| , ψˆ(t)
}
≤ C0‖t‖d+1 , t ∈ R
d. (47)
Now by parts (ii) and (iii) of Claim 4.1, we have
|ϕ∗j(0)− ψ∗j(0)| =
∣∣∣∣∣∣
∫
Rd
ϕˆj(t)dt−
∫
Rd
ψˆj(t)dt
∣∣∣∣∣∣
≤
∫
‖t‖≤2C0
|ϕˆj(t)− ψˆj(t)|dt+ 2
∫
‖t‖≥2C0
max
{
|ϕˆ(t)| , ψˆ(t)
}
dt.
(48)
We estimate each of the integrals separately. First, substituting (43) we obtain∫
‖t‖≤2C0
|ϕˆj(t)− ψˆj(t)|dt ≤ Cj
∫
Rd
‖t‖3e−cj‖t‖2dt ≤ Cj− d+12
∫
Rd
‖s‖3e−c‖s‖2ds ≤ Cj− d+12 , (49)
where in the second inequality we changed variables to s =
√
j t. Second, using (47),∫
‖t‖≥2C0
max
{
|ϕˆ(t)| , ψˆ(t)
}
dt ≤
∫
‖t‖≥2C0
(
C0
‖t‖d+1
)j
dt ≤ Ce−cj. (50)
Substituting (49) and (50) in (48) yields the first equality in (46). 
The next pair of lemmas determine the asymptotic behavior of (WL,j) in all regimes of j
and L. A change in behavior takes place when j is approximately L2.
Lemma 4.4. For any  > 0 there exists a C > 0 such that∣∣WL,j − θLdϕ∗j(0)∣∣ ≤ CL−2 (51)
for all L ≥ 1 and integer j ≤ L2−.
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Proof. First recall that ϕ∗j is the density function of Sj :=
∑j
i=1Xi where (Xi), i ≥ 1, are
independent copies of X. Intuitively, this implies that the sum Sj for j ≤ L2− is unlikely
to have ‖Sj‖ ≥ L. The lemma will follow from a quantitative estimate of this type together
with control of the smoothness of ϕ∗j.
Since ϕ is Schwartz,
sup
j>1
sup
x∈Rd
∣∣∣∣∂ϕ∗j∂xi (x)
∣∣∣∣ ≤ sup
x∈Rd
∣∣∣∣ ∂ϕ∂xi (x)
∣∣∣∣ · sup
j>1
∫
Rd
ϕ∗(j−1)(t)dt <∞, 1 ≤ i ≤ d,
as ϕ∗(j−1) is a density function. Thus, there is a c > 0 so that for any k ∈ Zd and j ≥ 1,
ϕ∗j(x) ≥ 1
2
ϕ∗j(Lk), x ∈ B (Lk, cϕ∗j(Lk)) ,
where B(x, r) ⊆ Rd is the ball of radius r centered at x. We obtain that for every k ∈ Zd\{0},
on the one hand,
P(‖Sj‖ ≥ L‖k‖) =
∫
‖x‖≥L‖k‖
ϕ∗j(x)dx ≥
≥ 1
2
ϕ∗j(Lk) · Vol [B (Lk, cϕ∗j(Lk)) ∩ {x ∈ Rd : ‖x‖ ≥ L‖k‖}] ≥ c(ϕ∗j(Lk))d+1. (52)
On the other hand, by Markov’s inequality, for any even n ≥ 2, there is a Cn > 0 so that,
P(‖Sj‖ ≥ ‖k‖L) ≤ E‖Sj‖
n
‖k‖nLn ≤
Cnj
n
2
‖k‖nLn =
Cn
‖k‖nLn2 . (53)
To see the second inequality in (53), note that if d = 1 then, as n is even, ‖Sj‖n =
(X1 + · · ·+Xj)n and there are at most Cnj n2 terms with non-zero expectation (and each term
has expectation bounded by Cn). The case of higher dimensions may be reduced to the one-
dimensional case by noting that, as n is even, ‖Sj‖n = (S2j,1+· · ·+S2j,d)
n
2 ≤ Cn(Snj,1+· · ·+Snj,d),
where we write Sj = (Sj,1, . . . , Sj,d).
Thus, combining (52) and (53) and taking n sufficiently large as a function , we get
ϕ∗j(Lk) ≤ C
Ld+2‖k‖d+1 , k ∈ Z
d \ {0},
and therefore
WL,j − θLdϕ∗j(0) = θLd
∑
k∈Zd\{0}
ϕ∗j(Lk) ≤ CL−2
∑
k∈Zd\{0}
1
‖k‖d+1 ≤ CL
−2. 
Lemma 4.5. There are C, c > 0 such that for all L ≥ 1 and j ∈ N,∣∣∣∣∣∣WL,j − θ
∑
m∈ 1
L
Zd
ψˆj(m)
∣∣∣∣∣∣ ≤ CLdj− d+12 e−c jL2 . (54)
Proof. The proof follows similar lines to the proof of Lemma 4.3. Let L ≥ 1 and j ∈ N. Since
ϕ and ψ are Schwartz, there exists a C0 > 0 so that
max
{
|ϕˆ(t)| , ψˆ(t)
}
≤ C0‖t‖d+1 , t ∈ R
d. (55)
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We have, by (44),∣∣∣∣∣∣WL,j − θ
∑
m∈ 1
L
Zd
ψˆj(m)
∣∣∣∣∣∣ ≤ θ
∑
m∈ 1
L
Zd
|ϕˆj(m)− ψˆj(m)|
≤ θ
∑
m∈ 1
L
Zd
‖m‖≤2C0
|ϕˆj(m)− ψˆj(m)|+ 2θ
∑
m∈ 1
L
Zd
‖m‖≥2C0
max
{
|ϕˆ(m)| , ψˆ(m)
}
.
(56)
We estimate each of the sums separately. First, by (43), we have∑
m∈ 1
L
Zd
‖m‖≤2C0
|ϕˆj(m)− ψˆj(m)| ≤ Cj
∑
m∈ 1
L
Zd
‖m‖3e−cj‖m‖2 = Cj− 12
∑
n∈
√
j
L
Zd
‖n‖3e−c‖n‖2 .
When j ≥ L2, one can easily see that the last expression is at most Cj− 12 e−c jL2 ≤ CLdj− d+12 e−c jL2 .
When j ≤ L2 we have∑
n∈
√
j
L
Zd
‖n‖3e−c‖n‖2 ≤
∞∑
i=1
∑
i−1≤‖n‖<i
i3e−c(i−1)
2 ≤ C
(
L√
j
)d ∞∑
i=1
id+2e−c(i−1)
2 ≤ C
(
L√
j
)d
.
Second, substituting (55),∑
m∈ 1
L
Zd
‖m‖≥2C0
max
{
|ϕˆ(m)| , ψˆ(m)
}
≤
∑
m∈ 1
L
Zd
‖m‖≥2C0
(
C0
‖m‖d+1
)j
≤ CLde−cj.
Inequality (54) follows by substituting all the bounds in (56). 
Corollary 4.6. There are C, c > 0 so that for any L ≥ 1 and j ∈ N:
(i) If j ≤ L2 ∣∣WL,j − θLdϕ∗j(0)∣∣ ≤ C (L− 12 + e−cL2j ) . (57)
(ii) If j ≥ L2
|WL,j − θ| ≤ Ce−c
j
L2 . (58)
Proof. Part (ii) is an immediate consequence of Lemma 4.5 as, when j ≥ L2,
|WL,j − θ| ≤ Ce−c
j
L2 + θ
∑
m∈ 1
L
Zd\{0}
ψˆj(m) ≤ Ce−c jL2 + θ
∑
m∈ 1
L
Zd\{0}
e−cj‖m‖
2 ≤ Ce−c jL2 .
We turn to prove part (i). Fix  = 1
d+1
. When j ≤ L2− then (57) holds by Lemma 4.4.
When L2− ≤ j ≤ L2,∣∣WL,j − θLdϕ∗j(0)∣∣ ≤
∣∣∣∣∣WL,j − θLd ∑
k∈Zd
ψ∗j(Lk)
∣∣∣∣∣+θLd ∑
k∈Zd\{0}
ψ∗j(Lk)+θLd
∣∣ψ∗j(0)− ϕ∗j(0)∣∣ .
We bound each term separately. First, as Ld
∑
k∈Zd ψ
∗j(Lk) =
∑
m∈ 1
L
Zd ψˆ
j(m) by the Poisson
summation formula (as in (44)), the first term is bounded by CLdj−
d+1
2 ≤ CL− 12 by the
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Figure 3. The domain ∆(1.7, pi
8
).
choice of . Second, we use (41) to bound the second term,
Ld
∑
k∈Zd\{0}
ψ∗j(Lk) ≤ C
(
L√
j
)d ∑
k∈Zd\{0}
e−c
L2
j
‖k‖2 ≤ C
(
L√
j
)d
e−c
L2
j ≤ Ce−cL
2
j .
Lastly, by Lemma 4.3, the third term is at most CLdj−
d+1
2 ≤ CL− 12 by the choice of . 
Corollary 4.7. There is a C > 0 so that
∣∣WL,j − θLdϕ∗j(0)∣∣ ≤ C for any L ≥ 1 and j ∈ N.
Therefore, for any integer n ∈ N there is a Cn > 0 for which∣∣∣G(n)L (z)− Ldg(n)(z)∣∣∣ ≤ Cn (1− |z|)−n , |z| < 1,
where we recall that the functions GL and g are defined in (29) and (45) respectively.
Proof. The bound
∣∣WL,j − θLdϕ∗j(0)∣∣ ≤ C follows in the case j ≤ L2 from Corollary 4.6 and
in the case j ≥ L2 from Lemma 4.3 and Corollary 4.6. The bound on the generating functions
is an immediate consequence, noting that (n−1)!
(1−z)n =
∑∞
j=1(j − 1) · · · (j − n+ 1)zj−n for n ∈ N
and |z| < 1. 
4.3. Analytic continuation. We shall view the generating functions GL and g, given by
the Taylor expansions (29) and (45), as functions of a complex variable. By Lemma 4.3 and
Corollary 4.6 , these functions are analytic in the open unit disk, as their Taylor expansions
converge there. In this section we prove that they can be continued analytically to a larger
domain ∆0.
Definition 4.8. For R > 1 and 0 < β < pi
2
, define an open domain ∆(R, β) in the complex
plane by (see Figure 3)
∆(R, β) :=
{
z ∈ C \ {1} : |z| < R, |arg(z − 1)| > β}.
The following technical claim is required to derive the analytic continuation of GL and g.
Claim 4.9. There exists R0 > 1 such that the following holds for the domain
∆0 := ∆
(
R0,
pi
8
)
. (59)
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(i) There is a c > 0 such that for any z ∈ ∆0,
|1− zϕˆ(t)| ≥ cmin{‖t‖2 + |1− z| , 1} , t ∈ Rd. (60)
(ii) There is a C > 0 such that for any z ∈ ∆0∣∣∣∣1− z + 2pi2‖At‖21− zϕˆ(t) − 1
∣∣∣∣ ≤ C‖t‖, ‖t‖ ≤ 1, (61)
where A is given in (18).
We proceed to show that GL and g can be continued analytically to ∆0.
Lemma 4.10. The generating functions GL, for any L ≥ 1, and g extend to analytic func-
tions in ∆0 (defined in (59)), where they are given by
GL(z) = −θ
∑
m∈ 1
L
Zd
log (1− zϕˆ(m)) , (62)
g(z) = −θ
∫
Rd
log (1− zϕˆ(t)) dt, (63)
with the sum and integral converging uniformly on compact subsets of ∆0.
We start with the proof of Claim 4.9.
Proof of Claim 4.9. We start with the first part. We assume that t 6= 0 as the case t = 0 is
straightforward. By Claim 4.2 there exists a δ > 0 such that for any 0 < ‖t‖ ≤ δ,
| arg(1− ϕˆ(t))| ≤ pi
24
, |1− ϕˆ(t)| ≥ c‖t‖2, | arg ϕˆ(t)| ≤ pi
24
and |ϕˆ(t)| ≥ 1
2
.
Thus, for ‖t‖ ≤ δ and z ∈ C \ {1} with arg(z − 1) ≥ pi
8
we have
|1− zϕˆ(t)| = |(1− ϕˆ(t))− (z − 1)ϕˆ(t)|
≥ c (|1− ϕˆ(t)|+ |1− z| · |ϕˆ(t)|) ≥ c (‖t‖2 + |1− z|) , (64)
where in the first inequality we used the fact that for any w1, w2 ∈ C satisfying | argw1| ≤ pi24
and | argw2| ≥ pi12 we have
|w1 − w2| ≥ sin pi
24
·max (|w1|, |w2|) ≥ c (|w1|+ |w2|) .
Again, by Claim 4.2, there exists some  > 0 such that |ϕˆ(t)| ≤ 1 −  for ‖t‖ ≥ δ. Thus,
for ‖t‖ ≥ δ and |z| ≤ 1 + ,
|1− zϕˆ(t)| ≥ 1− |z| · |ϕˆ(t)| ≥ c. (65)
The first part of the claim with R0 = 1 +  follows from (64) and (65).
We continue with the second part. Fix R0 and ∆0 such that the first part holds. Using
the Taylor expansion of ϕˆ in (39), we obtain∣∣1− zϕˆ(t)− (1− z + 2pi2‖At‖2)∣∣ ≤ ∣∣(1− 2pi2‖At‖2 − ϕˆ(t)) + (z − 1)(1− ϕˆ(t))∣∣
≤ C‖t‖3 + C|1− z| · ‖t‖2 ≤ C‖t‖ · |1− zϕˆ(t)| , z ∈ ∆0, ‖t‖ ≤ 1,
(66)
where in the third inequality we used the first part of the claim. Dividing both sides by
|1− zϕˆ(t)| yields (61). 
We turn to prove Lemma 4.10.
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Proof of Lemma 4.10. We will start by proving that the identities in (62) and (63) hold when
|z| < 1. Then, we will show that the right-hand side of these identities define analytic
functions in ∆0.
Fix z with |z| < 1. By (29) and (44),
GL(z) =
∞∑
j=1
WL,j
j
zj = θ
∞∑
j=1
∑
m∈ 1
L
Zd
1
j
ϕˆj(m)zj
= θ
∑
m∈ 1
L
Zd
∞∑
j=1
1
j
(zϕˆ(m))j = −θ
∑
m∈ 1
L
Zd
log (1− zϕˆ(m)) ,
(67)
where the last equality holds as |zϕˆ(m)| ≤ |z| < 1. The change of order of summation in
the third equality is justified as the sum converges absolutely. Indeed, since ϕˆ is a Schwartz
function (part (iii) of Claim 4.1) and |ϕˆ(m)| ≤ 1,
∞∑
j=1
∑
m∈ 1
L
Zd
1
j
∣∣ϕˆj(m)zj∣∣ ≤ ∞∑
j=1
|z|j
∑
m∈ 1
L
Zd
|ϕˆ(m)| ≤ |z|
1− |z|
∑
m∈ 1
L
Zd
|ϕˆ(m)| <∞. (68)
We turn to prove the identity for g. Using Fourier inversion theorem (Part (ii) of Claim 4.1)
we obtain,
g(z) =
∞∑
j=1
θϕ∗j(0)
j
zj = θ
∞∑
j=1
zj
j
∫
Rd
ϕˆj(t)dt = θ
∫
Rd
∞∑
j=1
1
j
(zϕˆ(t))jdt = −θ
∫
Rd
log (1− zϕˆ(t)) dt,
where the second inequality is justified by a calculation similar to (68).
Now, consider the right-hand side of the identities (62) and (63) for z ∈ ∆0. First note
that the logarithms are well defined. Indeed, otherwise there are z ∈ ∆0 and t ∈ Rd so that
zϕˆ(t) = R ≥ 1, but then z′ = z
R
∈ ∆0 satisfies 1 − z′ϕˆ(t) = 0 contradicting the bound in
Claim 4.9.
It suffices to prove that the sum and integral in (62) and (63) converge uniformly on
compact subsets of ∆0. Let ∆ ⊆ ∆0 be a compact subset. By the first part of Claim 4.9, for
any t ∈ Rd and z ∈ ∆, |1− zϕˆ(t)| ≥ c∆. Thus, considering separately the cases of small and
large |ϕˆ(t)|, we obtain
|log (1− zϕˆ(t))| ≤ C∆ |ϕˆ(t)| .
The uniform convergence follows as ϕˆ is a Schwartz function. 
In the following corollary we deduce explicit formulas for the derivatives of GL and g in
the domain ∆0 which will be of repeated use in the sequel.
Corollary 4.11. For any L ≥ 1 and n ∈ N,
G
(n)
L (z) = θ (n− 1)!
∑
m∈ 1
L
Zd
ϕˆn(m)
(1− zϕˆ(m))n , z ∈ ∆0. (69)
g(n)(z) = θ (n− 1)!
∫
Rd
ϕˆn(t)
(1− zϕˆ(t))ndt, z ∈ ∆0. (70)
Proof. The formulas follow from Lemma 4.10 by differentiating the identities in (62) and
(63) under the sum and integral signs, making use of the uniform convergence on compact
subsets. 
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4.4. Near the singularity. The following lemma determines the asymptotic behavior of
the derivatives of the function g near the potential singularity z = 1. The derivative of g
is closely related to the polylogarithm function. Indeed, they differ merely by a constant
multiple when the density function ϕ is the Gaussian density ψ (given by (40)). Our goal
here is to show that, for general ϕ, g shares the asymptotic behavior of the polylogarithm
function near z = 1.
Lemma 4.12. The following holds for any integer n ≥ 1:
(i) If d > 2n then the function g(n) may be extended to a continuous function in ∆0.
(ii) If d = 2n then for z ∈ ∆0 we have
g(n)(z) =
θ
(2pi)
d
2
√
det(Cov(X))
log
(
1
1− z
)
+O(1).
(iii) If d < 2n then for z ∈ ∆0 we have
g(n)(z) =
θ · Γ (n− d
2
)
(2pi)
d
2
√
det(Cov(X))
(1− z) d2−n +On
(
|1− z| d2−n+ 12 + |log (1− z)|
)
,
where Γ is the gamma function.
Proof. Inside the unit disc, the three parts follow in a straightforward manner from the
definition of g in (45) and the asymptotic behavior of ϕ∗j(0) given in Lemma 4.3. However,
since we need the asymptotics outside the radius of convergence as well, we will derive it
using the analytic continuation representation of g(n) given in (70).
We start with part (i). When d > 2n, we have by (60),
sup
z∈∆0
∫
Rd
∣∣∣∣ ϕˆn(t)(1− zϕˆ(t))n
∣∣∣∣ dt ≤ Cn ∫
‖t‖≤1
1
‖t‖2n + Cn
∫
‖t‖≥1
|ϕˆ(t)| dt <∞
as ϕˆ is a Schwartz function. Thus, the integral on the right-hand side of (70) converges
uniformly in z ∈ ∆0 and therefore it is continuous.
We turn to prove parts (ii) and (iii). Using (70), the Taylor expansion of ϕˆ in (39) and the
bounds (61) and (60) we get
g(n)(z) = On(1) + θ (n− 1)!
∫
‖t‖≤1
1 +On(‖t‖)
(1− z + 2pi2‖At‖2)ndt, z ∈ ∆0.
We develop the above integral using a change of variables,∫
‖t‖≤1
1 +On(‖t‖)
(1− z + 2pi2‖At‖2)ndt = On(1) +
1
det(A)
∫
‖x‖≤1
1 +On(‖x‖)
(1− z + 2pi2‖x‖2)ndx
= On(1) +
Vol
(
Sd−1
)
detA
1∫
0
rd−1 (1 +On(r))
(1− z + 2pi2r2)ndr = On(1) +
2 (2pi)−
d
2
Γ
(
d
2
)
detA
1∫
0
sd−1 (1 +On(s))
(1− z + s2)n ds,
where we denote by Vol
(
Sd−1
)
= 2pi
d
2 (Γ
(
d
2
)
)−1 the surface area of the (d − 1)-dimensional
unit sphere and where an additional On(1) term is added due to the changes in the domain
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of integration. We set
In,d(ξ) :=
1∫
0
sd−1ds
(ξ + s2)n
, ξ ∈ C \ {0}, | arg(ξ)| ≤ 7pi
8
.
The last computation shows that, for z ∈ ∆0,∣∣∣∣∣g(n)(z)− 2θ (n− 1)! (2pi)−
d
2
Γ
(
d
2
)
detA
· In,d(1− z)
∣∣∣∣∣ ≤ Cn
1∫
0
sdds
|1− z + s2|n ≤ CnIn,d+1(|1− z|). (71)
Thus is suffices to estimate In,d(ξ) as ξ → 0. To this end, note that In,d(ξ) is bounded when
d > 2n and that, using integration by parts,
In,d(ξ) =
1∫
0
sd−1
(ξ + s2)n
ds =
sd
d (ξ + s2)n
∣∣∣∣∣
1
0
+
2n
d
1∫
0
sd+1
(ξ + s2)n+1
=
2n
d
In+1,d+2(ξ) +On(1). (72)
As a result, it suffices to estimate Ik,1 and Ik,2 for k ≥ 1. For any ξ ∈ C \ {0} with
| arg(ξ)| ≤ 7pi
8
, we have
Ik,2(ξ) =
1∫
0
s
(ξ + s2)k
ds =
1
2
1∫
0
dy
(ξ + y)k
= Ok(1) +
{ −1
2
log (ξ) for k = 1
1
2
(k − 1)−1 ξ−(k−1) for k > 1
and
Ik,1(ξ) =
1∫
0
ds
(ξ + s2)n
= Ok(1) +
1
2
∞∫
−∞
ds
(ξ + s2)k
=
√
piΓ
(
k − 1
2
)
ξ
1
2
−k
2 (k − 1)! +Ok(1),
where the last equation follows using a standard residue argument. Indeed, it follows by
integrating over the semi-circle contour noting that the integrand has a unique pole in
{Im(z) > 0}, located at i√ξ having order k. The details are left to the reader.
We conclude that, when d = 2n,
In,d(ξ) = −1
2
log ξ +O(1)
and when d < 2n,
In,d(ξ) =
Γ
(
d
2
)
Γ
(
n− d
2
)
2(n− 1)! ξ
d
2
−n +On(1)
as one can check that the last expressions satisfy the recursion in (72) and the cases d = 1, 2
(note that Γ
(
1
2
)
=
√
pi). Substituting the last estimates in (71) finishes the proof of the
lemma. 
5. The sub-critical regime
In this section we establish parts (i) and (ii) of Theorem 1.1, part (i) and the sub-critical
regime in part (ii) of Theorem 1.2 and part (i) of Theorem 1.3.
Let ρ = ρ(N) and consider several possibilities for the dimension d and the asymptotic
regime of ρ(N) as N → ∞ corresponding to the various statements in the theorems. We
give names to these cases to simplify later reference. By the name (Sub-Critical) we refer
collectively to any of the following cases:
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(SubConst1) : Dimension d = 1 and density ρ satisfying ρ→ ρ∗ ∈ (0,∞) as N →∞.
(Sub1) : Dimension d = 1 and density ρ satisfying ρ→∞ and ρ = o(√N).
(SubConst2) : Dimension d = 2 and density ρ satisfying ρ→ ρ∗ ∈ (0,∞) as N →∞.
(Sub2) : Dimension d = 2 and density ρ satisfying ρ→∞ and ρ
logN
→ α ∈ [0, αc).
(Sub3) : Dimension d ≥ 3 and density ρ satisfying ρ→ ρ∗ ∈ (0, ρc) as N →∞.
We remind the reader that the critical thresholds αc and ρc are defined in (9) and (10).
We note explicitly that we allow ρ to vary with N in the cases (SubConst1), (SubConst2)
and (Sub3), thus obtaining a somewhat stronger results than those stated in part (i) of the
main theorems. This additional flexibility will be used in our analysis of the critical regime
in dimensions d ≥ 3 in Section 7.
Our strategy, following [16, Section 3.2], is to use saddle point analysis to estimate the
Cauchy integral (recall (30)),
Hn(L) = [z
n] eGL(z) =
1
2pii
∮
γ
eGL(z)
zn+1
dz (73)
(see Theorem 5.1) and then apply the results of Section 3 to connect Hn(L) with the distri-
bution of L1 (Section 5.2).
5.1. Saddle point analysis. The integrand in (73) is exp(GL(z)− (n+ 1) log(z)) and thus
its saddle points, the critical points of the exponent, are the solutions z to zG′L(z) = n + 1.
Motivated by this and the fact that the values of n in our analysis will be close to N , we
define rN = rN,L to be the unique 0 < r < 1 satisfying
rG′L(r) = N. (74)
This solution exists as, by Corollary 4.6, G′L(r)
r↑1−→ ∞, for all L ≥ 1. rN is unique since G′L
has non-negative Taylor coefficients. The saddle point method suggests to take a contour of
integration that passes through rN .
In the following theorem we find the asymptotic behavior of HN−j(L). In the theorem and
what follows we set, for N ≥ 1,
aN := rNG
′
L(rN) + r
2
NG
′′
L(rN) and bN := rNG
′
L(rN) + 3r
2
NG
′′
L(rN) + r
3
NG
′′′
L (rN) (75)
and note that by (74) and the fact that the Taylor coefficients of GL are non-negative we
have aN , bN ≥ N .
Theorem 5.1. Let jN be a sequence of integers such that 1 ≤ jN ≤ N and j2N = o (aN) as
N →∞. Then, in each of the (Sub-Critical) asymptotic regimes,
HN−j(L) = [zN−j]eGL(z) ∼ e
GL(rN )
rN−jN
√
2piaN
, N →∞. (76)
uniformly in 0 ≤ j ≤ jN .
The proof of the theorem relies on the following technical estimates.
Proposition 5.2. In each of the (Sub-Critical) cases:
(i) As N →∞,
b2N = o(a
3
N). (77)
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(ii) There exists c′ > 0 such that, for large N ,
Re
(
GL
(
rNe
it
)) ≤ GL(rN)− c′ · a 14N√|t|, a− 12N ≤ |t| ≤ pi, (78)
where c′ may depend on ρ∗ in the cases (Sub3), (SubConst1) and (SubConst2) (in
addition to the usual dependence on d, ϕ and θ).
Let us first show how Theorem 5.1 follows from Proposition 5.2.
Proof of Theorem 5.1. Fix a sequence (tN)
∞
N=1 ⊆ (0, pi) so that as N →∞,
aN t
2
N →∞, bN t3N → 0 and tNjN → 0. (79)
This is possible by part (i) of Proposition 5.2 and the assumption on jN , e.g., by setting
tN := min{a−1/4N j−1/2N , b−1/6N a−1/4N , pi}. By the Cauchy integral formula with the contour γ
parametrized as γ(t) := rNe
it for t ∈ [−pi, pi],
HN−j(L) = [zN−j]eGL(z) =
1
2pii
∮
γ
eGL(z)
zN−j+1
dz =
1
2pirN−jN
pi∫
−pi
eGL(rNe
it)−itN+itjdt = I1 + I2,
where I1, I2 are the integrals corresponding to |t| ≤ tN and tN < |t| ≤ pi. We start by
estimating I1 via a Taylor expansion of GL (rNe
it) around t = 0. A straightforward calculation
yields that
d
dt
GL(rNe
it) = irNe
itG′L(rNe
it),
d2
dt2
GL(rNe
it) = −rNeitG′L(rNeit)− r2Ne2itG′′L(rNeit),
d3
dt3
GL(rNe
it) = −irNeitG′L(rNeit)− 3ir2Ne2itG′′L(rNeit)− ir3Ne3itG′′′L (rNeit),
from which we have, by the definition of rN and as GL has non-negative Taylor coefficients,
that
GL
(
rNe
it
)
= GL(rN) + itN − aN
2
t2 +O(bN t
3
N), |t| ≤ tN .
Substituting this expansion in the definition of I1 and using the relations (79),
I1 =
eGL(rN )
2pirN−jN
tN∫
−tN
e−
aN
2
t2+o(1)dt ∼ e
GL(rN )
pirN−jN
√
2aN
∞∫
−∞
e−s
2
ds =
eGL(rN )
rN−jN
√
2piaN
, N →∞.
We turn to bound I2. By part (ii) of Proposition 5.2, for large enough N ,
|I2| ≤ C
rN−jN
pi∫
tN
eRe(GL(rNe
it))dt ≤ C · e
GL(rN )
rN−jN
∞∫
tN
e−c
′·a
1
4
N
√
tdt =
C · eGL(rN )
rN−jN
√
aN
∞∫
√
aN tN
e−c
′√sds,
and the last expression is negligible compared to I1 as
√
aN tN →∞ by (79). 
The rest of Subsection 5.1 is devoted to the proof of Proposition 5.2.
Recall the definition of rN in (74) and that ρ =
N
Ld
is the density. In the next lemma we
find the asymptotic behavior of rN .
Lemma 5.3. As N →∞ we have:
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(i) In case (Sub1),
1− rN ∼ θ
2
2 Var(X)ρ2
, in particular 1− rN → 0.
(ii) In case (Sub2),
log
(
1
1− rN
)
∼ ρ
αc
, in particular
1
1− rN = N
α
αc
+o(1).
(iii) In cases (Sub3), (SubConst1) and (SubConst2),
rN → r∗ < 1,
where r∗ is the unique solution of rg′(r) = ρ∗ for r ∈ (0, 1).
Proof. We start with the case d = 1. Corollary 4.7 and Lemma 4.12 imply that∣∣∣∣∣rG′L(r)− rθL√2 Var(X)(1− r)
∣∣∣∣∣ ≤ C
(
r
1− r + Lr log
(
1
1− r
))
, r ∈ [0, 1), L ≥ 1. (80)
We work in the asymptotic regime given by (Sub1). Denote I := [ θ
2
8 Var(X)ρ2
, 2θ
2
Var(X)ρ2
] and
recall that ρ = N
L
→ ∞ as N → ∞. Having the terms in (80) in mind, we observe that as
N →∞, uniformly in 1− r ∈ I,
rθL√
2 Var(X)(1− r) ∈
[
1
4
N, 2N
]
and
r
1− r + Lr log
(
1
1− r
)
= o(N),
where we used that ρ2 = o(N) and L log
(
1
1−r
) ∼ 2N log(ρ)
ρ
. It follows, since rN is the unique
value in [0, 1) for which (74) holds and since rG′L(r) is increasing in [0, 1) that
N = rNG
′
L(rN) ∼
θL√
2 Var(X)(1− rN)
, N →∞,
from which the required asymptotic formula follows.
We continue with the case d = 2. Corollary 4.7 and Lemma 4.12 imply that∣∣∣∣rG′L(r)− rL2αc log( 11− r
)∣∣∣∣ ≤ C ( r1− r + L2
)
, r ∈ [0, 1), L ≥ 1. (81)
We work in the asymptotic regime (Sub2), where ρ = N
L2
→ ∞ and ρ
logN
→ α ∈ [0, αc) as
N → ∞. Fix 0 <  < min{αc
α
− 1, 1}. Denote I := [exp(− (1+)ρ
αc
)
, exp
(
− ρ
2αc
)]
. Then, as
N →∞, uniformly in 1− r ∈ I,
rL2αc log
(
1
1− r
)
∈
[
1
4
N, 2N
]
and
r
1− r + L
2 = o(N),
where we used that limN→∞
(1+)ρ
αc logN
< 1 and L2 = N/ρ. It follows, since rN is the unique
value in [0, 1) for which (74) holds and since rG′L(r) is increasing in [0, 1) that
N = rNG
′
L(rN) ∼ L2αc log
(
1
1− rN
)
, N →∞,
from which the required asymptotic formula follows.
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In cases (Sub3), (SubConst1) and (SubConst2), for sufficierntly large N we have
r∗ + 1
2
G′L
(
r∗ + 1
2
)
≥ Ld r∗ + 1
2
g′
(
r∗ + 1
2
)
= Nρ−1
r∗ + 1
2
g′
(
r∗ + 1
2
)
> N,
where the first inequality is by comparison of the Taylor coefficients (see (20), (29) and (45))
and the last inequality holds as ρ → ρ∗ = r∗g′(r∗) and as rg′(r) is strictly increasing. As
rG′L(r) is increasing, we conclude that, for sufficiently large N , rN ≤ r∗+12 < 1. Thus, by
Corollary 4.7,
N = rNG
′
L(rN) ∼ Nρ−1rNg′(rN) ∼ Nρ−1∗ rNg′(rN)
so that rNg
′(rN)→ ρ∗ and therefore rN → r∗. 
In the next lemma we find the asymptotic behavior of aN and bN .
Lemma 5.4. As N →∞ we have:
(i) In case (Sub1),
aN ∼ Var(X)Nρ
2
θ2
and bN ∼ 3 Var(X)
2Nρ4
θ4
.
(ii) In case (Sub2),
aN ∼ αcN
ρ (1− rN) = N
1+ α
αc
+o(1) and bN ∼ N1+
2α
αc
+o(1).
(iii) In cases (Sub3), (SubConst1) and (SubConst2),
cρN ≤ aN ≤ CρN and cρN ≤ bN ≤ CρN .
Proof. In (Sub1), by Corollary 4.7, Lemma 4.12 and Lemma 5.3, as N →∞ we have
G′′L(rN) ∼ Lg′′(rN) ∼
θL
2
√
2σ
(1− rN)−
3
2 ∼ σ
2Nρ2
θ2
, (82)
where we denoted σ :=
√
Var(X). In a similar manner,
G′′′L (rN) ∼ Lg′′′(rN) ∼
3θL
4
√
2σ
(1− rN)−
5
2 ∼ 3σ
4Nρ4
θ4
. (83)
The last two asymptotic equalities together with the definitions of aN and bN from (75) and
the definition of rN imply that aN ∼ G′′L(rN) ∼ σ
2Nρ2
θ2
and bN ∼ G′′′L (rN) ∼ 3σ
4Nρ4
θ4
as N →∞.
Similarly in (Sub2),
aN ∼ G′′L(rN) ∼
αcN
ρ (1− rN) = N
1+ α
αc
+o(1), bN ∼ G′′′L (rN) = N1+
2α
αc
+o(1). (84)
Similar asymptotic estimates apply also to the cases (Sub3), (SubConst1) and (SubConst2)
and show that G′′L(rN) and G
′′′
L (rN) have order of magnitude N as N → ∞. Thus, aN and
bN are also of the same order of magnitude. 
We now have everything needed to prove Proposition 5.2.
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Proof of Proposition 5.2. Part (i) of the proposition follows immediately from Lemma 5.4.
We turn to prove part (ii). Let j0 be a fixed large integer so that, by Lemma 4.3, ϕ
∗j(0) >
cj−
d
2 > 0 for all j ≥ j0. Thus, using the definitions (29) of GL and (20) of WL,j, we have
GL(rN)− Re
(
GL
(
rNe
it
))
=
∞∑
j=1
WL,jr
j
N
j
(
1− Re (eitj))
≥ cN
ρ
∞∑
j=1
ϕ∗j(0)rjN
j
(1− cos(tj)) ≥ cN
ρ
∞∑
j=j0
rjN
j
d
2
+1
(1− cos(tj)) =: S.
(85)
Our goal is to show that there exists c′ > 0 (depending on ρ∗ in (Sub3), (SubConst1) and
(SubConst2)) such that S ≥ c′a1/4N
√|t| for large N , uniformly in a−1/2N ≤ |t| ≤ pi. Examining
the expression for S reveals that it may be useful to compare the relative sizes of N
ρ
and aN .
We record the following relations as N → ∞, which follow directly from Lemma 5.4 and
Lemma 5.3,
a
1/4
N ≤ C
N
ρ
(1− rN) d−12 and aN ≤ CN
ρ
(1− rN) d2−2, in (Sub1), (Sub2), (86)
Suppose first that |t| ≥ 1
2j0
. In this case max{1 − cos(tj0), 1 − cos(t(j0 + 1))} ≥ c. Thus,
when N is sufficiently large, by (86) and part (iii) of Lemma 5.4,
S ≥ cNρ−1rj0+1N ≥ c · a
1
4
N ≥ c · a
1
4
N
√
|t|,
Second, suppose that |t| < 1
2j0
. Consider the cases (Sub3), (SubConst1) and (SubConst2).
We bound the sum S by the j = j0 element and use the inequality 1 − cos(x) ≥ cx2 for
|x| ≤ 1
2
and part (iii) of Lemma 5.4 to obtain that for |t| ≥ a−
1
2
N and large N ,
S ≥ cNρ−1rj0N t2 ≥ cρ∗ · aN t2 ≥ cρ∗ · a
1
4
N
√
|t|.
Now consider the cases (Sub1) and (Sub2). Observe that when j ≤ min (|t|−1, (1− rN)−1)
we have the bounds rjN ≥ c and 1−cos(tj) ≥ ct2j2. Suppose N is large. If a
− 1
2
N ≤ |t| ≤ 1−rN
then, by (86),
S ≥ cN
ρ
t2
b(1−rN )−1c∑
j=j0
j1−
d
2 ≥ cN
ρ
t2 (1− rN)
d
2
−2 ≥ c · aN t2 ≥ c · a
1
4
N
√
|t|,
whereas if |t| ≥ 1− rN then, by (86),
S ≥ cN
ρ
t2
b|t|−1c∑
j=j0
j1−
d
2 ≥ cN
ρ
|t| d2 ≥ c · a
1
4
N
√
|t|.
Putting all of the above cases together proves the required lower bound on S and finishes
the proof of the proposition. 
5.2. Proof of the sub-critical parts of the main theorems. The next corollary restates
the sub-critical parts of Theorem 1.1, Theorem 1.2 and Theorem 1.3 in the notation of this
section.
Corollary 5.5. In the (Sub-Critical) cases ν = 0 and the following holds as N →∞:
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(i) In case (Sub1),
θ2L1
2 Var(X)ρ2
d−→ gamma
(
1
2
, 1
)
.
(ii) In case (Sub2),
αc logL1
ρ
d−→ U [0, 1].
(iii) In cases (Sub3), (SubConst1) and (SubConst2),
L1
d−→ Y,
where Y is the integer-valued random variable defined by
P (Y = j) = θρ−1∗ ϕ∗j(0)rj∗, j ≥ 1
and
r∗ is the unique number satisfying 0 < r∗ < 1 and
∞∑
j=1
ϕ∗j(0)rj∗ = ρ∗θ
−1. (87)
Proof. The corollary follows easily by substituting the estimates given in Theorem 5.1. Let
jN be a sequence of integers satisfying 1 ≤ jN ≤ N and
jN = o
(
min
(√
aN , L
2
))
, N →∞. (88)
By Lemma 3.4, theorem 5.1 and Corollary 4.6, uniformly in 1 ≤ j ≤ jN with ϕ∗j(0) 6= 0,
P (L1 = j) =
WL,j
N
· HN−j(L)
HN(L)
∼ θL
dϕ∗j(0)
N
· rjN = θρ−1ϕ∗j(0)rjN , N →∞. (89)
Note that, by Lemma 4.3, there are only finitely many j for which ϕ∗j(0) = 0, and that
Ldϕ∗j(0) ≥ c when ϕ∗j(0) 6= 0 and j ≤ L2. The above arguments also adapt to show that
P (L1 = j)→ 0 when ϕ∗j(0) = 0.
In cases (Sub3), (SubConst1) and (SubConst2), one first verifies using (45) that the def-
inition of r∗ given by (87) coincides with the one given in Lemma 5.3. It then follows from
(89) with fixed j and Lemma 5.3 that L1
d−→ Y , proving part (iii)
Consider the case (Sub1). Denote σ :=
√
Var(X). Let 0 < a < b < ∞ and set jN =
b2σ2ρ2b
θ2
c. Observe that jN satisfies (88) by Lemma 5.4. Thus, we may use (89) to obtain
P
(
a ≤ θ
2L1
2σ2ρ2
≤ b
)
=
b 2σ2ρ2b
θ2
c∑
j=d 2σ2ρ2a
θ2
e
P (L1 = j) ∼ θρ−1
b 2σ2ρ2b
θ2
c∑
j=d 2σ2ρ2a
θ2
e
ϕ∗j(0)rjN
∼ θ
2
2
√
piσ2ρ2
b 2σ2ρ2b
θ2
c∑
j=d 2σ2ρ2a
θ2
e
(
θ2j
2σ2ρ2
)− 1
2
exp
(
− θ
2j
2σ2ρ2
)
→ 1√
pi
b∫
a
x−
1
2 e−xdx
(90)
where in the second asymptotic equality we used Lemma 4.3, Lemma 5.3 and 1−x = e−x+o(x2)
as x→ 0 and the final limit is obtained by convergence of the Riemann sum to the integral.
This finishes the proof of part (i).
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Consider the case (Sub2). Let 0 < a < b < 1 and set jN = e
bρ
αc . Note that we have
jN = o
(
(1− rN)−1
)
by Lemma 5.3 and that jN satisfies (88) by Lemma 5.4. Thus, we may
use (89) to obtain
P
(
a ≤ αc logL1
ρ
≤ b
)
=
be
bρ
αc c∑
j=de
aρ
αc e
P (L1 = j) ∼ θρ−1
be
bρ
αc c∑
j=de
aρ
αc e
ϕ∗j(0)rjN ∼ αcρ−1
be
bρ
αc c∑
j=de
aρ
αc e
1
j
→ b−a,
where the second asymptotic equality follows from Lemma 4.3 and from rjNN → 1. This
finishes the proof of part (ii).
The fact that ν = 0 follows from the above results as, for any  > 0, P (L1 ≥ N)→ 0, as
N →∞. 
Remark 5.6. The analysis in Corollary 5.5 extends to the study of the joint distribution of
L1, L2, . . .. The key fact is that an analog of (89) remains valid. By Lemma 3.4, for any fixed
m as N →∞,
P (L1 = j1, . . . , Lm = jm)
=
HN−j1−···−jm(L)
HN(L)
·
m∏
k=1
WL,jk
N − j1 − · · · − jk−1 ∼ P (L1 = j1) · · ·P (Lm = jm) ,
uniformly in 1 ≤ j1 + · · · + jm ≤ jN with ϕ∗jk(0) 6= 0 for all k, as follows from theorem 5.1
and Corollary 4.6 in the same manner as in (89). One may then follow the analogous steps to
the analysis in Corollary 5.5 and deduce that the (Lk) become asymptotically independent
and identically distributed, in the sense explained in the remark following Theorem 1.3.
6. The supercritical case
In this section we prove part (iv) in Theorem 1.1, part (iii) in Theorem 1.2 and part (iii)
in Theorem 1.3. In particular we show the convergence to the Poisson-Dirchlet distribution.
Let ρ = ρ(N) and consider several possibilities for the dimension d and the asymptotic
regime of ρ(N) as N → ∞ corresponding to the various statements in the theorems. We
give names to these cases to simplify later reference. By the name (Super-Critical) we refer
collectively to any of the following cases:
(Super1) : Dimension d = 1 and density ρ satisfying ρ = ω
(√
N
)
and ρ ≤ N .
(Super2) : Dimension d = 2 and density ρ satisfying ρ
logN
→ α ∈ (αc,∞).
(Hyper2) : Dimension d = 2 and density ρ satisfying ρ = ω (logN) and ρ ≤ N .
(Super3) : Dimension d ≥ 3 and density ρ > ρc, fixed as N →∞.
Our assumption that ρ ≤ N in all cases is equivalent to taking the side length L of Λ to be at
least 1, as we assumed in the estimates of Section 4. Define the auxiliary parameter τ = τd,ρ
in the cases above:
τ = τd,ρ :=

0 in cases (Super1) and (Hyper2)
αc
α
in case (Super2)
ρc
ρ
in case (Super3)
. (91)
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We will show that, in all of the (Super-Critical) cases, τ is the fraction of points in non-
macroscopic cycles, or equivalently τ = 1− ν where ν is defined in (5).
As in the sub-critical case, our strategy is to apply the Cauchy integral formula to obtain
the asymptotic behavior of Hn(L) = [z
n] eGL(z) and then use the results of Section 3 which
connect Hn(L) with the distribution of the cycle lengths (L1, L2, . . . ).
6.1. Singularity analysis. In the following theorem we find the asymptotic behavior of
HN−j(L). We first introduce an analytic function FL defined by
FL(z) := GL(z) + θ log (1− z) = −θ
∑
m∈ 1
L
Zd\{0}
log (1− zϕˆ(m)) , z ∈ ∆0, (92)
where the second equality uses (62) and where we recall from (59) that
∆0 =
{
z ∈ C \ {1} : |z| < R0, |arg(z − 1)| > pi
8
}
,
with R0 > 1 determined by Claim 4.9. For every L ≥ 1, the sum in (92) converges uniformly
in ∆0, by Claim 4.9 and the fact that ϕˆ is a Schwartz function, and therefore FL is continuous
at z = 1. Moreover, by the definition of GL in (29), in the closed unit disc FL is given by the
power series
FL(z) =
∞∑
j=1
WL,j − θ
j
zj, z ∈ D, (93)
where the sum converges absolutely in D by Corollary 4.6. In particular FL(1) is real.
Theorem 6.1. In the (Super-Critical) cases, for every  > 0,
HN−j(L) =
[
zN−j
]
eGL(z) ∼ e
FL(1)N θ−1
(
1− τ − j
N
)θ−1
Γ (θ)
, N →∞,
uniformly in j ≤ (1− τ − )N .
The proof of Theorem 6.1, following [16], proceeds by expressing HN−j(L) as a contour
integral and changing the contour of integration to a ‘pacman-shaped’ contour γ defined as
follows (see Figure 4): γ = γ (η, β,N) = γ1 + γ2 + γ3 + γ4, where + denotes concatenation of
contours,
γ1(t) = 1− te−iβ, t ∈
[
−η,− 1
N
]
γ2(t) = 1 +
1
N
e−it, t ∈ [β, 2pi − β]
γ3(t) = 1 + te
iβ, t ∈
[
1
N
, η
]
γ4(t) = R1e
it, t ∈ [β′, 2pi − β′]
(94)
and R1 =
∣∣1 + ηeiβ∣∣, β′ = arg (1 + ηeiβ). We will see that the main contribution to the
Cauchy integral comes from a small neighborhood of 1. In the proof of Theorem 6.1 we
estimate this contribution using the following proposition that identifies the behavior of GL
close to 1 and on the rest of γ.
Proposition 6.2. In the (Super-Critical) cases, for any  > 0 there exists 0 < η < 1
10
and
N0 > 0 such that γ = γ(η,
pi
3
, N) satisfies γ ⊆ ∆0 for N ≥ N0 and the following holds:
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β
γ1
γ2
γ3
γ4
Figure 4. The contour γ = γ(η, β,N).
(i) There exists a sequence tN →∞, tN = o(
√
N), for which
GL(z) = −θ log (1− z) + FL(1) + τN (z − 1) + o(1), N →∞,
uniformly in z ∈ ∆0 such that 1N ≤ |1− z| ≤ tNN .
(ii) For any z ∈ γ1 ∪ γ3 and N ≥ N0,
Re (GL(z)) ≤ −θ log |1− z|+ FL(1) + (τ + )N Re (z − 1) .
(iii) For any z ∈ γ4 and N ≥ N0,
Re (GL(z)) ≤ FL(1) + (τ + )N log |z|.
We start by proving Theorem 6.1 given the proposition. We require also the following well-
known Hankel integral [32, Theorem 8.4b]: For β ∈ (0, pi), define the contour γ′ = γ′(β) =
γ′1 + γ
′
2 + γ
′
3 by
γ′1(t) := −te−iβ, t ∈ (−∞,−1] ,
γ′2(t) := e
−it, t ∈ [β, 2pi − β] ,
γ′3(t) := te
iβ, t ∈ [1,∞) ,
(95)
see Figure 5. Then, if β ∈ (0, pi
2
), we have
1
2pii
∫
γ′
(−ω)−se−ωdω = 1
Γ(s)
, s ∈ C. (96)
Proof of Theorem 6.1. Fix 0 <  < 1−τ
2
where τ is given in (91). Let η and N0 be the numbers
and (tN) be the sequence from Proposition 6.2 corresponding to . Set γ := γ
(
η, pi
3
, N
)
where
N ≥ N0 is taken large enough for the following calculations. We assume throughout this
proof that 0 ≤ j ≤ (1− τ − 2)N .
By the Cauchy integral formula[
zN−j
]
eGL(z) =
1
2pii
∮
γ
eGL(z)
zN+1−j
dz = I1 + I2 + I3,
where I1, I2 and I3 are the corresponding integrals over γ∩{|1−z| ≤ tNN }, (γ1 ∪ γ3)∩{|1−z| ≥
tN
N
} and γ4 respectively. We estimate separately the three parts.
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γ′1
γ′2
γ′3
Figure 5. The contour γ′(pi
3
).
We start with I1. The following holds as N →∞, uniformly in 0 ≤ j ≤ (1− τ − 2)N and
z ∈ ∆0 ∩ {|1− z| ≤ tNN }. We have
z−(N+1−j) = exp [− (N + 1− j) log z] = exp [− (N − j) (z − 1) + o(1)] ,
where we used that tN = o(
√
N). Substituting this and part (i) of Proposition 6.2 in I1 we
obtain that
I1 =
eFL(1)
2pii
∫
γ∩{|1−z|≤ tN
N
}
(1− z)−θ exp [(τN −N + j) (z − 1) + o(1)] dz, (97)
We make the change of variables z = 1 + ω
N(1−τ)−j , so that (τN − N + j)(z − 1) = −ω, to
obtain
I1 =
eFL(1) (N(1− τ)− j)θ−1
2pii
∫
γ˜
(−ω)−θ e−ω+o(1)dω, ,
where γ˜ is the image of γ∩{|1−z| ≤ tN
N
} under the change of variables, which is a modification
of the γ′(pi
3
) from (95) having the circular arc at radius 1 − τ − j
N
≥ 2 and having finite
‘arms’, terminating at radius tN(1− τ − jN ) ≥ 2tN →∞. As the integral in (96) with s = θ
and β = pi
3
converge to a non-zero quantity, we conclude that
I1 ∼
eFL(1)N θ−1
(
1− τ − j
N
)θ−1
Γ (θ)
. (98)
We turn to bound I2. A Taylor expansion shows that∣∣∣∣Re(log z)− Re(z − 1) + 12 Re[(z − 1)2]
∣∣∣∣ ≤ 18 |z − 1|3, |z − 1| ≤ 110 . (99)
Thus, for z ∈ γ1 ∪ γ3,
Re (log z) ≥ Re z − 1 > 0.
Thus, for such z and using our assumption that 0 ≤ j ≤ (1− τ − 2)N ,∣∣z−(N−j+1)∣∣ ≤ exp [− (τ + 2)N (Re z − 1)] .
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Substituting this and part (ii) of Proposition 6.2 in I2 we obtain that
|I2| ≤ eFL(1)
∫
(γ1∪γ3)∩{|1−z|≥ tNN }
|1− z|−θ exp [− ·N(Re z − 1)] |dz|
≤ eFL(1)N θ−1
∫
γ′∩{|ω|≥tN}
|ω|−θ e−Reω = o(I1), N →∞,
(100)
where in the second inequality we made the change of variables z = 1 + ω
N
and used the
contour γ′ defined in (95) and the final estimate follows from (98) and as the integral in (100)
tends to 0. We bound I3 using part (iii) of Proposition 6.2 by
|I3| ≤ eFL(1)
∫
γ4
|z|(τ+−1)N+j−1|dz| ≤ eFL(1)
∫
γ4
|z|−N |dz| ≤ 2pieFL(1)R−N1 ,
which is exponentially smaller than I1 by (98). 
The rest of Section 6.1 is devoted to the proof of Proposition 6.2.
6.1.1. Near z = 1. In this section we prove parts (i) and (ii) of Proposition 6.2.
We first note that, by the definition (92) of FL,
GL(z) = −θ log (1− z) + FL(z) = −θ log (1− z) + FL(1) +
z∫
1
F ′L(w)dw, z ∈ ∆0. (101)
This representation will allow us to prove parts (i) and (ii) by suitably estimating F ′L. We
start by writing F ′L as a series, using again the definition (92),
F ′L(z) = θ
∑
m∈ 1
L
Zd\{0}
ϕˆ(m)
1− zϕˆ(m) , z ∈ ∆0. (102)
We start with the following bound on F ′L(z),
|F ′L(z)| ≤ θ
∑
m∈ 1
L
Zd
0<‖m‖≤1
∣∣∣∣ ϕˆ(m)1− zϕˆ(m)
∣∣∣∣+ θ ∑
m∈ 1
L
Zd
‖m‖>1
∣∣∣∣ ϕˆ(m)1− zϕˆ(m)
∣∣∣∣
≤ C
∑
m∈ 1
L
Zd
0<‖m‖≤1
1
‖m‖2 + C
∑
m∈ 1
L
Zd
|ϕˆ(m)| ≤ CLd
∫
1
L
≤‖t‖≤1
1
‖t‖2 + CL
d,
(103)
where in the second inequality we used Claim 4.9. Now it is relatively straightforward to
deduce parts (i) and (ii) of Proposition 6.2 in the cases where τ = 0. Indeed, the last
expression in (Super1) is O (L2) = O
(
N2
ρ2
)
= o(N) and in (Hyper2) it is O (L2 logL) =
O
(
N logN
ρ
)
= o(N) as N →∞. Therefore, by (101), we get that in both these cases,
GL(z) = −θ log (1− z) + FL(1) + o(N) · |1− z|, N →∞,
uniformly in z ∈ ∆0. This implies parts (i) and (ii) of the proposition in these cases (the
fact that the o(N) term is uniform in z ∈ ∆0 implies the existence of a sequence tN → ∞,
tN = o(
√
N) satisfying that tN
N
times the o(N) still tends to 0).
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We turn to prove parts (i) and (ii) in the cases (Super2) and (Super3). In these asymptotic
regimes, it turns out that F ′L is well-approximated by L
dg′, as the next lemma makes precise.
Lemma 6.3. There exists a C > 0 so that for any L ≥ 1 and z ∈ ∆0 the following holds:
(i) If d = 2 then ∣∣F ′L(z)− L2g′(z)∣∣ ≤ CL2 max{1, log( L−2|1− z|
)}
. (104)
(ii) If d ≥ 3 then ∣∣F ′L(z)− Ldg′(z)∣∣ ≤ C (Ld−1 + L2 logL) . (105)
Proof. We approximate the Riemann sum L−dF ′L(z) by the corresponding integral (see (102)
and (70)). Decomposing the domain of integration to cubes around each m ∈ 1
L
Zd \ {0} we
obtain
∣∣F ′L(z)− Ldg′(z)∣∣ =
∣∣∣∣∣∣θ
∑
m∈ 1
L
Zd\{0}
ϕˆ(m)
1− zϕˆ(m) − θL
d
∫
Rd
ϕˆ(t)
1− zϕˆ(t)dt
∣∣∣∣∣∣
≤θLd
∫
QL
|ϕˆ(t)|
|1− zϕˆ(t)|dt+ θL
d
∑
m∈ 1
L
Zd
m 6=0
∫
m+QL
|ϕˆ(m)− ϕˆ(t)|
|1− zϕˆ(m)| · |1− zϕˆ(t)|dt,
(106)
where we set QL := [−(2L)−1, (2L)−1]d ⊆ Rd. We bound each term in (106) separately and
start with the second one. For any m ∈ 1
L
Zd \ {0} and t ∈ m+QL we have
|ϕˆ(m)− ϕˆ(t)| ≤ CL−1 max
x∈m+QL
max
i
∣∣∣∣∂ϕˆ∂ti (x)
∣∣∣∣ ≤ CL−1 min{‖t‖, ‖t‖−d−1}, (107)
where the second inequality follows as ∂ϕˆ
∂ti
decays fast, ∂ϕˆ
∂ti
(0) = 0 and ∂
2ϕˆ
∂t2i
is bounded. Thus,
by part (i) of Claim 4.9 we obtain
Ld
∑
m∈ 1
L
Zd
m 6=0
∫
m+QL
|ϕˆ(m)− ϕˆ(t)|
|1− zϕˆ(m)| · |1− zϕˆ(t)|dt ≤ CL
d−1
∫
L−1≤‖t‖≤1
‖t‖−3dt+ CLd−1
∫
‖t‖≥1
‖t‖−d−1dt
≤ CLd−1
1∫
L−1
rd−4dr + CLd−1
and we check that the last expression is bounded by the right-hand side of (104) when d = 2
and by the right-hand side of (105) when d ≥ 3.
Next, we bound the first term on the right-hand side of (106), again using Claim 4.9 and
using also that |ϕˆ(t)| ≤ 1. When d = 2,
∫
QL
|ϕˆ(t)|
|1− zϕˆ(t)|dt ≤ C
∫
‖t‖≤CL−1
dt
|1− z|+ ‖t‖2 ≤ C
CL−2∫
0
dr
|1− z|+ r ≤ C log
( |1− z|+ CL−2
|1− z|
)
.
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When d ≥ 3, ∫
QL
|ϕˆ(t)|
|1− zϕˆ(t)|dt ≤ C
∫
‖t‖≤CL−1
1
‖t‖2dt ≤ C
CL−1∫
0
rd−3dr ≤ C
Ld−2
.
Substituting these bounds in (106) finishes the proof of the lemma. 
We proceed to deduce parts (i) and (ii) of Proposition 6.2 for the cases (Super3) and
(Super2). Consider first the case (Super3). By the definitions of τ, g and ρ in (91),(45) and
(4) respectively, we have that τN = Ldg′(1). Thus, using Lemma 6.3 and Lemma 4.12 we
get that for any z ∈ ∆0,∣∣∣∣∣∣
z∫
1
F ′L(w)dw − τN(z − 1)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
z∫
1
F ′L(w)dw −
z∫
1
Ldg′(1)dw
∣∣∣∣∣∣
≤
z∫
1
|F ′L(w)− Ldg′(w)| · |dw|+ Ld
z∫
1
|g′(w)− g′(1)| · |dw|
≤ CLd−1 logL · |z − 1|+ CLd|z − 1| 32 .
Parts (i) and (ii) of the proposition follows in case (Super3) by substituting the last result in
(101) and taking tN =
√
L and sufficiently small η > 0.
Finally, consider the case (Super2). We estimate the integral on the right-hand side of
(101) as follows. Let z ∈ ∆0 with |1 − z| ≥ N−1 and let x ∈ ∆0 be the unique point on the
line segment connecting 1 and z satisfying |1− x| = (N logN)−1. We have,∣∣∣∣∣∣
z∫
1
F ′L(w)dw + αcL
2(z − 1) log (1− z)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
z∫
1
F ′L(w)dw + αcL
2
z∫
1
log (1− w) dw
∣∣∣∣∣∣+ CL2|1− z|
≤
x∫
1
|F ′L(w)||dw|+ CL2
x∫
1
| log(1− w)||dw|+
z∫
x
|F ′L(w) + αcL2 log(1− w)||dw|+ CL2|1− z|,
where αc is defined in (9). We bound the first and the third integrals separately. To bound
the first integral, note that for any w ∈ ∆0, we have by (103), |F ′L(w)| ≤ CL2 logL ≤ CN .
To bound the third integral observe that by Lemma 6.3 and Lemma 4.12, for w ∈ ∆0 with
|1− w| ≥ (N logN)−1 and large enough N , we have
|F ′L(w) + αcL2 log(1− w)| ≤ |F ′L(w)− L2g′(w)|+ L2|g′(w) + αc log(1− w)| ≤
N√
logN
.
Therefore, for z ∈ ∆0 with |1− z| ≥ N−1 and sufficiently large N ,∣∣∣∣∣∣
z∫
1
F ′L(w)dw + αcL
2(z − 1) log (1− z)
∣∣∣∣∣∣ ≤ N√logN |1− z|. (108)
Part (i) of the proposition follows since, as N →∞,
−αcL2(z − 1) log (1− z) = αcL2 logN(z − 1) + o(N)|1− z| = τN(z − 1) + o(N)|1− z|,
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uniformly in z ∈ ∆0 with 1N ≤ |1− z| ≤ logNN , where in the last asymptotic equality we used
that ρ
logN
→ α as N →∞ and that τ = αc
α
. Part (ii) of the proposition follows as, for large
enough N and z ∈ γ1 ∪ γ2,
Re
(−αcL2(z − 1) log (1− z)) ≤ αcL2 logN Re(z − 1) + CL2|1− z| ≤ (τ + )N Re(z − 1).
6.1.2. Far from z = 1. In this section we prove the third part of Proposition 6.2.
We start with dimensions 1 and 2 whose treatment is relatively straightforward. We claim
that
|FL(z)| ≤ CLd, z ∈ ∆0. (109)
This implies part (iii) of the proposition in cases (Super1), (Super2) and (Hyper2) as, for any
z ∈ γ4,
ReGL(z) ≤ |GL(z)| = |−θ log (1− z) + FL(z)| ≤ CLd ≤ FL(1) + CLd ≤ FL(1) + N log |z|,
where the last inequality holds for large enough N since Ld = o(N) in these cases.
To see (109), fix C0 > 0 such that
|ϕˆ(t)| ≤ C0
R0‖t‖d+1 , t ∈ R
d,
where R0 is the radius from the definition of ∆0 in (59). We have, for z ∈ ∆0,
|FL(z)| ≤
∑
m∈ 1
L
Zd\{0}
|log (1− zϕˆ(m))| ≤ C
∑
m∈ 1
L
Zd
0<‖m‖≤2C0
(1 + |log(‖m‖)|) +
∑
m∈ 1
L
Zd
‖m‖≥2C0
C
‖m‖d+1 ,
where in the second inequality we used that c‖m‖2 ≤ |1 − zϕˆ(m)| ≤ C for ‖m‖ ≤ 2C0 by
Claim 4.9 and that | log(1 + x)| ≤ C|x| for |x| ≤ 1
2
. One can easily check that the last
expression is at most CLd which finishes the proof of part (iii) of Proposition 6.2 in the cases
(Super1), (Super2) and (Hyper2).
We turn to prove part (iii) of Proposition 6.2 in the remaining case (Super3). We start
with the following lemma which bounds the real part of the function g.
Lemma 6.4. Let d ≥ 3. There is an η > 0 such that for any z ∈ γ4 = γ4
(
η, pi
3
)
we have
Re g(z) ≤ g(1) + g′(1) log |z| = g(1) + g′(1) logR1. (110)
Proof. We use different arguments for z close to 1 and far from 1. First we claim that there
exists a δ > 0 such that the inequality (110) holds in
Ωδ =
{
z ∈ ∆0
∣∣ |1− z| ≤ δ, |arg (z − 1)| ≥ pi
3
, |z| ≥ 1
}
.
For this we expand g(z) around z = 1. We have
g(z) = g(1) + g′(1)(z − 1) +
z∫
1
w∫
1
g′′(x)dxdw
and therefore, by Lemma 4.12, we have the following asymptotics as z → 1 according to the
dimension d,
g(z) = g(1) + g′(1) (z − 1) + c1 (1− z)
3
2 (1 + o(1)) , d = 3,
g(z) = g(1) + g′(1) (z − 1)− c2 log (1− z) (z − 1)2 (1 + o(1)) , d = 4,
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g(z) = g(1) + g′(1) (z − 1) + c3 (z − 1)2 (1 + o(1)) , d ≥ 5,
for some positive constants c1, c2 and c3. Thus, for sufficiently small δ > 0 and z ∈ Ωδ we
have
Re g(z) ≤ g(1) + g′(1) (Re z − 1) ≤ g(1) + g′(1) log |z|,
where in the second inequality we use that
log |z| = Re (log z) = Re z − 1− 1
2
Re (z − 1)2 +O (z − 1)3 , z ∈ ∆0.
Fix δ > 0 such that (110) holds in Ωδ. As g has non-negative Taylor coefficients (see (45)),
positive with finitely many exceptions by Lemma 4.3, it follows that for any z 6= 1 with
|z| ≤ 1,
Re g(z) < g(1). (111)
Thus, by continuity and compactness arguments, there is Rδ > 1 such that the inequality
(111) holds in
D :=
{
z ∈ ∆0
∣∣ |z| ≤ Rδ, |1− z| ≥ δ} .
Now, the fact that for sufficiently small η > 0,
γ4 = γ4(η,
pi
3
) ⊆ Ωδ ∪D,
completes the proof of the lemma. 
We can now finish the proof of Proposition 6.2 for the case (Super3). We note that
FL(0) = GL(0) = g(0) = 0. By Lemma 6.3, for large enough N and z ∈ ∆0, we have
∣∣FL(z)− Ldg(z)∣∣ ≤ z∫
0
∣∣F ′L(w)− Ldg′(w)∣∣ · |dw| ≤ C(Ld−1 + L2 logL) < 3 log(R1)N. (112)
Thus, recalling that τN = Ldg′(1), we get that for large enough N and z ∈ γ4,
ReGL(z) ≤ ReFL(z) + Cη ≤ Ld Re g(z) + 2
3
log(R1)N
≤ Ldg(1) + Ldg′(1) log |z|+ 2
3
log(R1)N ≤ FL(1) + (τ + )N log |z|,
(113)
where in the second and fourth inequalities we used (112) and in the third one we used
Lemma 6.4. This implies the third part of Proposition 6.2 in the case (Super3) and finishes
the proof of all parts of the proposition.
6.2. Convergence to Poisson-Dirichlet. In this section we establish the convergence of
the cycle length to the Poisson-Dirichlet distribution in the (Super-Critical) cases. Recall that
τ is defined in (91). We denote by beta(α, β) the beta distribution with shape parameters α
and β whose density with respect to Lebesgue measure on [0, 1] is given by
Γ(α + β)xα−1 (1− x)β−1
Γ(α)Γ(β)
, x ∈ [0, 1].
Definition 6.5 (Modified stick-breaking process). We define a sequence of random variables
(X1, X2, . . . ) inductively: Let Y1, Y2, . . . be independent random variables with distribution
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beta (1, θ) and let U1, U2, . . . be independent random variables with distribution U [0, 1] which
are independent of Y1, Y2, . . . . Set S0 := 0 and, inductively for k ≥ 0,
Ak+1 =
{
Uk+1 < 1− τ
1− Sk
}
, Xk+1 := (1− Sk − τ)Yk+11Ak+1 , Sk+1 :=
k+1∑
j=1
Xj.
In other words, X1 equals 0 with probability τ and is otherwise distributed as a beta (1, θ)
fraction of 1 − τ . Conditioned on X1, X2 equals 0 with probability τ1−X1 and is otherwise
distributed as a beta (1, θ) fraction of 1−X1 − τ , etc.
The name of the process arises from the intuitive idea of taking a stick (interval) of length
1 for which the sub-interval of length τ in its beginning is deemed the ‘unbreakable’ part.
Then, one iteratively samples a point uniformly in the remaining part of the stick and, if the
point does not fall in the unbreakable part, one removes (breaks) the part of the stick from
the sampled point until the end of the stick. The existence of the unbreakable part is the
reason that the process is called a ‘modified’ stick breaking process.
Note that Xk ∈ σ (Y1, . . . , Yk, U1, . . . , Uk) and that
∑∞
k=1 Xk = 1− τ , a.s.
Claim 6.6. The sequence 1
1−τ (X1, X2, . . . ) rearranged in decreasing order (i.e. the largest
element of the sequence, the second largest element and so on) has the PD(θ) distribution.
The reader unfamiliar with the PD(θ) distribution may take the above as its definition, in
which case the content of Claim 6.6 is that the distribution of the rearranged sequence does
not depend on τ (the proof of the claim does not use the specific value of τ given by (91)).
Theorem 6.7. In all the (Super-Critical) cases,
1
N
(L1, L2, . . . )
d−→ (X1, X2, . . . ) .
The theorem together with Claim 6.6 imply the statements on convergence to the Poisson-
Dirichlet distribution in the (Super-critical) parts of our main theorems. This is a consequence
of the fact that for any  > 0,
lim
k0→∞
lim
N→∞
P(there exists k ≥ k0 for which Lk ≥ N) = 0,
where ρ can depend on N in an arbitrary fashion in the limit. This can be proved using
similar arguments to those used in Remark 3.5. A similar argument appears in [16, Theorem
5.9].
In order to prove Theorem 6.7, we prove the convergence in distribution of the finite-
dimensional marginals by induction. We assume that
1
N
(L1, . . . , Lk)
d−→ (X1, . . . , Xk) , (114)
and prove that
1
N
(L1, . . . , Lk+1)
d−→ (X1, . . . , Xk+1) . (115)
We need the following lemma in order to prove (115). Before the lemma let us define
SNk :=
1
N
k∑
j=1
Lj,
and observe that, by the induction hypothesis (114), SNk
d−→ Sk.
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Lemma 6.8. Let f : R→ R be a bounded and continuous function. Then
(i) There is a bounded and continuous function ψ = ψf : R→ R so that
E (f (Xk+1) | X1, . . . , Xk) = ψ (Sk) , a.s. (116)
(ii) There are functions ψN = ψN,f so that
E
(
f
(
Lk+1
N
) ∣∣∣ L1, . . . , Lk) = ψN (SNk ) , a.s. (117)
(iii) The functions ψ and ψN from the previous parts satisfy
E
∣∣ψN (SNk )− ψ (SNk )∣∣→ 0, N →∞.
We first explain how Lemma 6.8 implies (115), and therefore Theorem 6.7.
Proof of Theorem 6.7. In order to prove (115), it suffices to show that for any bounded and
continuous functions f1, . . . , fk+1 : R→ R,
E
(
f1
(
L1
N
)
· · · fk+1
(
Lk+1
N
))
→ E (f1 (X1) · · · fk+1 (Xk+1)) , N →∞. (118)
Using Lemma 6.8 with f = fk+1 we get as N →∞ that
E
(
f1
(
L1
N
)
· · · fk+1
(
Lk+1
N
))
= E
(
E
(
f1
(
L1
N
)
· · · fk+1
(
Lk+1
N
) ∣∣∣ L1, . . . , Lk))
= E
(
f1
(
L1
N
)
· · · fk
(
Lk
N
)
ψN(S
N
k )
)
= E
(
f1
(
L1
N
)
· · · fk
(
Lk
N
)
ψ(SNk )
)
+ o(1),
(119)
where in the last equation we also used that fi, 1 ≤ i ≤ k, are bounded. The function,
(y1, . . . , yk) 7→ f1(y1) · · · fk(yk)ψ
(
k∑
j=1
yj
)
is bounded and continuous and therefore, by the induction hypothesis (114) and Lemma 6.8,
as N →∞,
E
(
f1
(
L1
N
)
· · · fk
(
Lk
N
)
ψ(SNk )
)
→E (f1 (X1) · · · fk (Xk)ψ(Sk))
=E (f1 (X1) · · · fk+1 (Xk+1)) .
(120)
This implies (118) and therefore the theorem. 
We turn to prove Lemma 6.8. The following claim proves, in particular, the first part of
the lemma.
Claim 6.9. For a bounded and continuous function f : R → R, define ψ = ψf on [0, 1− τ)
by
ψ (s) =
τ
1− sf(0) +
θ
1− s
1−s−τ∫
0
f (x)
(
1− x
1− s− τ
)θ−1
dx
=
τ
1− sf(0) +
1− s− τ
1− s
1∫
0
f ((1− s− τ) y) θ (1− y)θ−1 dy.
(121)
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Then, ψ extends to a continuous and bounded function on R and we have
E (f (Xk+1) |X1, . . . , Xk) = ψ (Sk) , a.s.
The proof follows directly from the definition of Xk and we leave it to the reader. Note that
ψ can be extended to a continuous and bounded function on R since the limit as s→ 1− τ
exists.
We need the following claim for the proof of the third part of Lemma 6.8. Before the
claim we fix a sequence of integers (aN) such that as N → ∞, max
(
L2, N
logN
)
= o(aN) and
aN = o(N) (note this is possible in all of the (Super-Critical) cases).
Claim 6.10. In all of the (Super-Critical) cases we have,
lim inf
N→∞
θ
ρ
aN∑
j=1
ϕ∗j(0) ≥ τ.
Proof. The claim holds trivially when τ = 0. Thus it remains to prove the claim in cases
(Super2) and (Super3).
In case (Super3),
lim
N→∞
θ
ρ
aN∑
j=1
ϕ∗j(0) =
θ
ρ
∞∑
j=1
ϕ∗j(0) =
g′(1)
ρ
=
ρc
ρ
= τ. (122)
In case (Super2), by Lemma 4.3, for any δ > 0,
lim inf
N→∞
θ
ρ
aN∑
j=1
ϕ∗j(0) ≥ lim
N→∞
θ
ρ
L2∑
j=Lδ
ϕ∗j(0) = lim
N→∞
1
α logN
L2∑
j=Lδ
αc
j
= lim
N→∞
αc
(
log (L2)− logLδ)
α logN
= τ − δ
2
τ.
(123)
The claim follows as we can take arbitrarily small δ. 
Proof of Lemma 6.8. Denote by Supp(SNk ) the support of the discrete random variable S
N
k
defined by
Supp(SNk ) := {s ∈ R | P(SNk = s) > 0}.
Define
ψN(s) :=
N−sN∑
l=1
f
(
l
N
)
· WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
, s ∈ Supp(SNk )
and note that (117) holds by Lemma 3.4. Let
AN, = Supp(S
N
k ) ∩ {s ∈ R | s < 1− τ − }.
It suffices to prove that for any  > 0,
max
s∈AN,
|ψN(s)− ψ(s)| → 0, N →∞, (124)
since, using the induction hypothesis (114) and the fact that ψN , ψ are bounded, we get
lim sup
N→∞
E
(∣∣ψN (SNk )− ψ (SNk )∣∣1{SNk ≥1−τ−}) ≤
lim sup
N→∞
C · P (SNk ≥ 1− τ − ) = C · P (Sk ≥ 1− τ − ) →0−→ 0. (125)
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Let us first prove that
max
s∈AN,
∣∣∣∣∣
aN∑
l=1
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
− τ
1− s
∣∣∣∣∣→ 0, N →∞. (126)
We start with an upper bound on the sum in (126). For any positive δ <  and s ∈ Supp(SNk )
we have
aN∑
l=1
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
≤ 1−
b(1−s−τ−δ)Nc∑
l=aN+1
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
, (127)
since
N−SNk N∑
l=1
WL,l
N (1− SNk )
· HN−SNk N−l(L)
HN−SNk N(L)
= E (1 |L1, . . . , Lk) = 1, a.s.
Using Theorem 6.1 (with δ as ) and substituting WL,l ∼ θ (which follows from Corollary 4.6
for l ≥ aN) we obtain as N →∞,
b(1−s−τ−δ)Nc∑
l=aN+1
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
=
θ + o(1)
1− s
b(1−s−τ−δ)Nc∑
l=aN+1
1
N
(
1−
l
N
1− s− τ
)θ−1
=
θ + o(1)
1− s
1−s−τ−δ∫
0
(
1− x
1− s− τ
)θ−1
dx =
1− s− τ
1− s −
(1− s− τ)1−θ δθ
1− s + o(1),
(128)
where all the estimates hold uniformly in s ∈ AN,. Substituting the last estimate in (127)
and choosing δ > 0 arbitrarily small, we get
aN∑
l=1
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
≤ τ
1− s + o(1), N →∞,
uniformly in s ∈ AN,.
On the other hand, using the inequality WL,l ≥ θLdϕ∗l(0), Theorem 6.1 and Claim 6.10,
we get
aN∑
l=1
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
≥ θ + o(1)
1− s ·
1
ρ
aN∑
l=1
ϕ∗l(0) ≥ τ
1− s + o(1), N →∞,
uniformly in s ∈ AN,. This completes the proof of (126).
From the last equation and (128) we also get that
lim sup
N→∞
max
s∈AN,
N−sN∑
dl=(1−s−τ−δ)Ne
WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
≤ Cδθ. (129)
Now, for s ∈ AN, and δ > 0, we write
ψN(s) =
N−sN∑
l=1
f
(
l
N
)
· WL,l
N (1− s) ·
HN−sN−l(L)
HN−sN(L)
= S1 + S2 + S3,
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where S1, S2 and S3 are the sums corresponding to l ≤ aN ,
aN < l ≤ (1− s− τ − δ)N and (1− s− τ − δ)N < l ≤ N − sN respectively. By the
continuity of f and (126),
max
s∈AN,
∣∣∣∣S1 − τ1− sf(0)
∣∣∣∣→ 0, N →∞.
By the same arguments as in (128),
lim sup
N→∞
max
s∈AN,
∣∣∣∣∣∣S2 − θ1− s
1−s−τ−δ∫
0
f (x)
(
1− x
1− s− τ
)θ−1
dx
∣∣∣∣∣∣ ≤ C,fδθ.
Finally, as f is bounded and by (129),
lim sup
N→∞
max
s∈AN,
|S3|+ ∣∣∣∣ θ1− s
1−s−τ∫
1−s−τ−δ
f (x)
(
1− x
1− s− τ
)θ−1
dx
∣∣∣∣
 ≤ C,fδθ.
Equation (124) follows using the triangle inequality and taking arbitrarily small δ. 
6.3. The length of a cycle containing a given point. To finish the proof of our main
theorems in the (Super-critical) cases it remains to establish the second limit law in part (iii)
of Theorem 1.2 and the limit (12) in part (iii) of Theorem 1.3 (as convergence to the Poisson-
Dirichlet law follows from Theorem 6.7). We start with Theorem 1.2. The proof that the
limiting distribution has a constant density on (0, 1) is almost identical to the proof of part (ii)
of Corollary 5.5. Indeed, using Lemma 3.4, Theorem 6.1, Corollary 4.6 and Lemma 4.3, we
get that for any 0 < a < b < 1,
P
(
a ≤ logL1
logN
≤ b
)
=
j=bNbc∑
j=dNae
WL,j
N
· HN−j(L)
HN(L)
∼ αc
ρ
j=bNbc∑
j=dNae
1
j
→ αc
α
(b− a), N →∞,
where in the last limit we used that ρ
logN
→ α. On the other hand, by Theorem 6.7, we have
that L1
N
→ X1 and therefore for any  > 0,
lim inf
N→∞
P
(∣∣∣∣ logL1logN − 1
∣∣∣∣ ≤ ) ≥ P (X1 > 0) = 1− τ = 1− αcα ,
from which the limit law follows.
We proceed to prove (12) in part (iii) of Theorem 1.3. Under the corresponding assump-
tions, by Lemma 3.4, Theorem 6.1 and Corollary 4.6, for any fixed j ∈ N,
P(L1 = j) =
WL,j
N
· HN−j(L)
HN(L)
→ θρ−1ϕ∗j(0), N →∞.
7. The critical case in dimensions d ≥ 2
In this section we find the asymptotic distribution of L1 in the critical regimes in dimensions
d ≥ 2, establishing the case α = αc in part (ii) of Theorem 1.2 and proving part (ii) in
Theorem 1.3. The results are deduced as a consequence of the estimates in the sub-critical
regime, by proving a type of monotonicity statement as the density increases.
An approach via contour integrals, as done in the sub-critical and super-critical cases, is
also possible, though the estimates seem quite involved in dimensions d ∈ {2, 3, 4} where
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g′′(1) = ∞. Although it is not used in the proof of our main theorems, we also follow this
route and find the asymptotics of the partition function in dimensions d ≥ 5 (see Theorem 7.5
below) as it may be useful for obtaining further information on the random permutation (e.g.,
the probability-generating function of the number of cycles as discussed in Remark 3.6).
7.1. Distribution of L1. We proceed to find the limiting distribution of L1 in the critical
regimes in dimensions d ≥ 2. In the following claim we prove monotonicity of the cycle
weights.
Claim 7.1. For each 0 <  < 1 there is j0() such that for any j ≥ j0() and L ≥ 1,
WL,j ≤ (1 + )WL,j−i, 0 ≤ i ≤ j
2
. (130)
Proof. First, we claim that for sufficiently large j0,
inf
L≥1, j≥j0
WL,j > 0. (131)
When j0 ≤ j ≤ L2, this inequality follows as WL,j ≥ θLdϕ∗j(0) and by Lemma 4.3. When
j ≥ max{L2, j0} it follows from Lemma 4.5 noting that ψˆ(0) = 1.
We turn to prove (130). We consider separately the cases j ≤ L2− 12d and j > L2− 12d . In
the first case the inequality follows from part (i) of Corollary 4.6 and Lemma 4.3, whereas in
the second case it follows from Lemma 4.5. Indeed, when j > L2−
1
2d ,
WL,j ≤ θ
∑
m∈ 1
L
Zd
ψˆj(m) + CL−
1
2 e−c
j
L2 ≤ θ
∑
m∈ 1
L
Zd
ψˆj−i(m) + CL−
1
2 e−c
j
L2
≤ WL,j−i + CL− 12 e−c
j
L2 ≤ (1 + )WL,j−i,
where in the last inequality we used (131). 
The following lemma is the main step in the proof of the results of this section.
Lemma 7.2. For each 0 <  < 1 there is N0() such that:
(i) Suppose that d ≥ 3 and ρ→ ρc as N →∞. Then, for N ≥ N0()
HN−1(L)
HN(L)
≥ 1−  (132)
(ii) Suppose that d = 2 and that ρ
logN
→ αc as N →∞. Then, for N ≥ N0()
HN−j(L)
HN(L)
≥ 1−  for all 0 ≤ j ≤ N1−. (133)
Proof. Using (131), fix some j0 > 1 for which inf
L≥1, j≥j0
WL,j > 0. Let L ≥ 1 be sufficiently
large for the following arguments (as a function of ).
We start with the first part. Let r1 := (1 + )
−1 and ρ1 := r1g′(r1). Note that ρ1 <
g′(1) = ρc. Let N1 := dρ1Lde and j1 := dN
1
3
1 e. We have that rN1,L → r1 as L → ∞ by
Lemma 5.3, where rN1,L is defined in (74). Therefore, using Theorem 5.1 and the bounds on
aN in Lemma 5.4 we get that for sufficiently large L,
Hi+1(L) ≤ (1 + 2)Hi(L), N1 − j1 ≤ i ≤ N1 − 1 (134)
and
HN1−j1(L) ≤ (1− c)j1−j0 HN1−j0(L). (135)
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We proceed by proving that
HK(L) ≤
(
1 + 2+Ke−cN
1
3
1
)
HK−1(L) (136)
using induction on N1 ≤ K ≤ 2ρcLd. Note that (132) easily follows from this for sufficiently
large N as  is arbitrary. We already proved the case K = N1 in (134). We make the
induction hypothesis that (136) holds for all N1 ≤ K ′ < K. Using Lemma 3.4 we get that
K∑
j=1
WL,j
K
· HK−j(L)
HK(L)
= P (1 ≤ L1 ≤ K) = 1,
and therefore
HK(L) =
K−1∑
i=0
WL,K−i
K
·Hi(L). (137)
Now we break the sum in (137) to three parts and estimate each one separately. First, observe
that by Claim 7.1,
N1−j1−1∑
i=0
WL,K−i
K
·Hi(L) ≤ (1 + )
N1−j1−1∑
i=0
WL,K−1−i
K − 1 ·Hi(L).
Second, by (135) and the bounds in Corollary 4.6 and Lemma 4.3,
WL,K−N1+j1
K
·HN1−j1(L) ≤ C(1− c)j1−j0HN1−j0(L) ≤ e−cN
1
3
1 HK−1(L),
where in here we used that
HK−1(L) =
K−2∑
i=0
WL,K−1−i
K − 1 ·Hi(L) ≥
WL,K−1−N1+j0
K − 1 ·HN1−j0(L) ≥
c
K
HN1−j0(L). (138)
Third, by (134) and the induction hypothesis
K−1∑
i=N1−j1+1
WL,K−i
K
·Hi(L) =
K−2∑
i=N1−j1
WL,K−1−i
K
·Hi+1(L)
≤
(
1 + 2+ (K − 1)e−cN
1
3
1
) K−2∑
i=N1−j1
WL,K−1−i
K − 1 ·Hi(L).
(139)
Adding up the contributions and using (137) we obtain
HK(L) ≤ e−cN
1
3
1 HK−1(L) +
(
1 + 2+ (K − 1)e−cN
1
3
1
)K−2∑
i=0
WL,K−1−i
K − 1 ·Hi(L)
=
(
1 + 2+Ke−cN
1
3
1
)
HK−1(L)
establishing (136).
We turn to prove the second part. Let α1 := (1−5)αc, N1 = N1(L) be the smallest integer
for which N1
logN1
≥ α1L2 and j1 := dN1−31 e. By Lemma 5.3, for sufficiently large L,
1−N−(1−6)1 < rN1,L < 1−N−(1−4)1 . (140)
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Thus, by Theorem 5.1 (withN1 replacingN) and the estimate for aN in part (ii) of Lemma 5.4,
we have for sufficiently large L and any 0 ≤ j ≤ N1−71 ,
Hi+j(L) ≤ (1−N6−11 )−jHi(L) ≤ (1 + )Hi(L), N1 − j1 ≤ i ≤ N1 − j (141)
and
Hi(L) ≤ (1−N4−11 )
j1
3 HN1−j−j0(L) ≤ e−
1
3
N1HN1−j−j0(L), N1 − j1 ≤ i ≤ N1 −
j1
2
, (142)
where we recall that j0 was fixed in the beginning of the proof. We proceed by proving that
for any 0 ≤ j ≤ N1−71 ,
HK(L) ≤
(
1 + +Ke−
1
4
N1
)
HK−j(L), (143)
using induction on N1 ≤ K ≤ N2, where N2 is the largest integer for which N2logN2 ≤ 2αcL2.
Note that (133) easily follows from this as  is arbitrary. The case K = N1 is given by (141).
Suppose that (143) holds for N1 ≤ K ′ < K and fix 0 ≤ j ≤ N1−71 . We bound the sum in
(137) as before. First, by Claim 7.1 using that j ≤ N1−71 ≤ 12j1 for sufficiently large L,
N1−j1−1∑
i=0
WL,K−i
K
·Hi(L) ≤ (1 + )
N1−j1−1∑
i=0
WL,K−j−i
K − j ·Hi(L).
Second, by the bounds in Corollary 4.6 and (142),
N1−j1+j−1∑
i=N1−j1
WL,K−i
K
·Hi(L) ≤ CLde− 13N1HN1−j−j0(L) ≤ e−
1
4
N1HK−j(L),
where in the last inequality we use the same arguments as in (138). Third, by the induction
hypothesis and (141),
K−1∑
i=N1−j1+j
WL,K−i
K
·Hi(L) =
K−j−1∑
i=N1−j1
WL,K−j−i
K
·Hi+j(L)
≤ (1 + + (K − 1)e−cN1) K−j−1∑
i=N1−j1
WL,K−j−i
K − j ·Hi(L).
Adding up the contributions and using (137) yields (143). 
Corollary 7.3. We have the following limit laws as N →∞:
(i) Suppose that d ≥ 3 and ρ = ρc is fixed as N →∞. Then
L1
d−→ Y, (144)
where Y is the integer-valued random variable defined by
P (Y = j) =
θϕ∗j(0)
ρc
, j ∈ N. (145)
(ii) Suppose that d = 2 and ρ
logN
→ αc as N →∞. Then
logL1
logN
d−→ U [0, 1]. (146)
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Proof. We start with part (i). Fix j ∈ N. By Lemma 3.4 and Lemma 7.2, for any  > 0 we
have for sufficiently large N ,
P(L1 = j) =
WL,j
N
HN−j(L)
HN(L)
≥ (1− )jWL,j
N
≥ (1− )j θϕ
∗j(0)
ρc
where the last inequality follows from the definition of WL,j in (20), using that N = ρcL
d.
Thus, as  is arbitrary,
lim inf
N→∞
P(L1 = j) ≥ θϕ
∗j(0)
ρc
= P(Y = j). (147)
Since (147) holds for any j ∈ N, we conclude that L1 d−→ Y as N →∞.
We turn to prove part (ii). For any 0 < a < b < 1,  > 0 and sufficiently large N ,
P
(
a ≤ logL1
logN
≤ b
)
=
bNbc∑
j=dNae
P(L1 = j) ≥ (1− )
bNbc∑
j=dNae
WL,j
N
≥ (1− )
bNbc∑
j=dNae
L2θϕ∗j(0)
N
≥ (1− 2)1
ρ
bNbc∑
j=dNae
αc
j
≥ (1− 3)αc logN
ρ
(b− a) ≥ (1− 4)(b− a),
where in the first inequality we used Lemma 3.4 and Lemma 7.2, in the second inequality we
used (20) and in the third inequality we used Lemma 4.3. The limit law follows from this as
 is arbitrary. 
Remark 7.4. Similarly to the sub-critical cases (see Remark 5.6), the analysis in Corol-
lary 7.3 extends in a straightforward manner to the study of the joint distribution of L1, L2, . . ..
Indeed, starting with Lemma 3.4, one obtains that when d ≥ 3 and ρ = ρc,
P (L1 = j1, . . . , Lm = jm)
=
HN−j1−···−jm(L)
HN(L)
·
m∏
k=1
WL,jk
N − j1 − · · · − jk−1 ≥ (1− )
m∏
k=1
θϕ∗jk(0)
ρc
,
for any  > 0, j1, · · · jm ∈ N and sufficiently large N (depending on , j1, · · · , jm). And that,
when d = 2 and ρ
logN
→ αc,
P (L1 = j1, . . . , Lm = jm) =
HN−j1−···−jm(L)
HN(L)
·
m∏
k=1
WL,jk
N − j1 − · · · − jk−1 ≥ (1− )
m∏
k=1
αc
ρ · jk ,
for any  > 0, N  ≤ j1, · · · , jm ≤ N1− and sufficiently large N (depending on ).
One may then follow the analogous steps to the analysis in Corollary 7.3 and deduce
that the (Lk) become asymptotically independent and identically distributed, in the sense
explained in the remark following Theorem 1.3.
7.2. Asymptotics of the partition function in dimensions d ≥ 5.
Theorem 7.5. Suppose that d ≥ 5 and that ρ = ρc is fixed as N →∞. Then, uniformly in
j ≤ N 13 , we have
HN−j(L) =
[
zN−j
]
eGL(z) ∼
eFL(1)N
θ−1
2
(
g′′(1)
2g′(1) +
1
2
) θ−1
2
2Γ
(
θ+1
2
) , N →∞. (148)
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γ1
γ2
γ3
γ4
Figure 6. The contour γ in the critical case.
In order to prove Theorem 7.5, we use the contour
γ = γ
(
η, β(η),
√
N
)
, (149)
where γ (η, β,N) is defined in (94), η is sufficiently small and β(η) > pi
2
is the corresponding
angle such that γ4 is contained in the unit circle i.e.,
∣∣1 + ηeiβ(η)∣∣ = 1 (see Figure 6). Note
that, unlike the super-critical case, the distance from the singularity z = 1 in this case is
N−
1
2 and γ is contained in the closed unit disc D.
Proposition 7.6. Suppose that d ≥ 5 and that ρ = ρc is fixed as N → ∞. Then there is
0 < η < 1
10
such that the following holds for the contour γ = γ
(
η, β(η),
√
N
)
:
(i) As N →∞, uniformly in z ∈ D with |1− z| ≤ N− 49 , we have
GL(z) = −θ log (1− z) + FL(1) +N (z − 1) + g
′′(1)
2g′(1)
N (z − 1)2 + o(1).
(ii) There is c > 0 such that for any z ∈ γ1 ∪ γ3 and large enough N ,
Re (GL(z)) ≤ −θ log |1− z|+ FL(1) +N Re (z − 1) + cN Re (z − 1)2 .
(iii) There is c > 0 such that for any z ∈ γ4 and large enough N ,
Re (GL(z)) ≤ FL(1)− cN.
Proof. First we bound the difference between F ′L and L
dg′. Substituting the Taylor expansions
of F ′L and g
′ that follow from (93) and (45) respectively, we obtain∣∣F ′L(z)− Ldg′(z)∣∣ ≤ ∞∑
j=1
∣∣WL,j − θ − θLdϕ∗j(0)∣∣
≤
L2∑
j=1
C + C
∞∑
j=L2
(e−c
j
L2 + Ldj−
d
2 ) ≤ CL2, z ∈ D,
(150)
where in the second inequality we used Corollary 4.6, Corollary 4.7 and Lemma 4.3. Moreover,
by Lemma 4.12, when d ≥ 5 we have
g′(z) = g′(1) + g′′(1)(z − 1) +O(|z − 1| 32 ), z → 1. (151)
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Now, using (150) and (151) and noting that N = ρcL
d = g′(1)Ld we get∣∣∣∣∣∣
z∫
1
FL(w)dw −N(z − 1)− g
′′(1)
2g′(1)
N(z − 1)2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
z∫
1
FL(w)dw − Ld
z∫
1
g′(1)− g′′(1)(w − 1)dw
∣∣∣∣∣∣
≤
z∫
1
|FL(w)− Ldg′(w)||dw|+ Ld
z∫
1
|g′(w)− g′(1)− g′′(1)(w − 1)||dw|
≤ CL2|z − 1|+ CN |z − 1| 52 , z ∈ D.
The first and second parts of the proposition follow by substituting the last equation in (101).
We turn to prove the third part. Take 0 < η < 1
10
so that the first and second parts of the
proposition hold. There is cη > 0 such that for any z ∈ γ4 (that is |z| = 1) and large enough
N ,
ReGL(z) ≤ FL(z) + Cη ≤ Ld Re g(z) + CLd−1 ≤ Ldg(1)− cηN ≤ FL(1)− cηN,
where in the second and fourth inequalities we used (112) and the third inequality follows
from the fact that g has non-negative Taylor coefficients which are positive with finitely many
exceptions. 
Now, we turn to prove Theorem 7.5.
Proof of Theorem 7.5. Let γ be the contour from (149) with 0 < η < 1
10
such that Proposi-
tion 6.2 holds. Note that we also have pi
2
< β(η) < 5pi
8
. By the Cauchy integral formula[
zN−j
]
eGL(z) =
1
2pii
∮
γ
eGL(z)
zN−j+1
dz = I1 + I2 + I3,
where I1, I2 and I3 are the corresponding integrals over γ ∩ {|1− z| ≤ N− 49},
(γ1 ∪ γ3) ∩ {|1− z| ≥ N− 49} and γ4 respectively.
We start by estimating I1. The following holds as N →∞, uniformly in 0 ≤ j ≤ N 13 and
z ∈ D ∩ {N− 12 ≤ |1− z| ≤ N− 49}. Expanding log z, we obtain
z−(N−j+1) = exp
[
−N (z − 1) + N
2
(z − 1)2 +O
(
N |z − 1|3 +N 13 |1− z|
)]
= exp
[
−N (z − 1) + N
2
(z − 1)2 + o(1)
]
.
(152)
Therefore, by the first part of Proposition 7.6,
I1 =
eFL(1)
2pii
∫
γ∩{|1−z|≤N− 49 }
(1− z)−θ exp
[(
g′′(1)
2g′(1)
+
1
2
)
N (z − 1)2 + o(1)
]
dz.
We make the change of variables
z = 1−
(
g′′(1)
2g′(1)
+
1
2
)− 1
2
N−
1
2
√−ω, ω = −
(
g′′(1)
2g′(1)
+
1
2
)
N (z − 1)2 ,
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to obtain
I1 =
eFL(1)
(
g′′(1)
2g′(1) +
1
2
) θ−1
2
N
θ−1
2
4pii
∫
γ˜
(−ω)−θ−12 e−ω+o(1)
where γ˜ is the image of γ ∩ {|1 − z| ≤ N− 49} under the change of variables, which is a
modification of the γ′ (2β(η)− pi) from (95) having the circular arc at radius ( g′′(1)
2g′(1) +
1
2
)
and
having finite ‘arms’, terminating at radius
( g′′(1)
2g′(1) +
1
2
)
N
1
9 →∞. As the integral in (96) with
s = θ+1
2
and β = 2β(η)− pi < pi
2
converge to a non-zero quantity, we conclude that
I1 ∼
eFL(1)N
θ−1
2
(
g′′(1)
2g′(1) +
1
2
) θ−1
2
2Γ
(
θ+1
2
) . (153)
We turn to bound the rest of the integral. As η < 1
10
, and by the same arguments as in
(99), we have∣∣z−N+j−1∣∣ ≤ |z|−N−1 ≤ Ce−N Re(log z) ≤ Ce−N Re(z−1), z ∈ γ1 ∪ γ3. (154)
Thus, by the second part of Proposition 7.6,
|I2| ≤ CeFL(1)
∫
(γ1∪γ3)∩{|1−z|≥N−
4
9 }
|1− z|−θ ecN Re(z−1)2|dz| ≤
≤ CeFL(1)N θ−12
∫
γ′(2β(η)−pi)∩{|ω|≥N 19 }
|ω|−θ−12 e−cReω|dω| = o(I1), N →∞,
(155)
where in the second inequality we changed the variables by ω = −N(z − 1)2.
It remains to bound the integral over γ4. By the third part of Proposition 7.6,
|I3| ≤
∫
γ4
∣∣∣∣ eGL(z)zN−j+1
∣∣∣∣ |dz| = ∫
γ4
eRe(GL(z))|dz| ≤ CeFL(1)−N ,
which is exponentially smaller than I1 by (153). 
8. The critical case in dimension 1
In this section we prove part (iii) in Theorem 1.1. Thus, throughout this section we assume
that d = 1 and ρ√
N
→ α ∈ (0,∞) as N →∞.
In the following theorem we find the asymptotic behavior of HN−j(L). In the theorem and
what follows we set σ2 = Var(X). Recall that we use the standard branches of the functions
log(z),
√
z (see Section 2).
Theorem 8.1. For any  > 0 we have
HN−j(L) ∼ C0e
GL(1−L−2)
N
(
1− j
N
)− 3
2
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
(
−(θ + n)2
2α2σ2
(
1− j
N
)) ,
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as N →∞ uniformly in 0 ≤ j ≤ (1− )N , where
C0 :=
e
√
2σ−1θ
(
1− e−
√
2σ−1
)2θ
√
2piασ
.
In order to prove Theorem 8.1 we need the following integral calculation.
Claim 8.2. For any a > 0,∫
γ′( 2pi3 )
ωeaω
2+2θω
(1− e2ω)2θ dω = −
i
√
pi
a
3
2
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n)e−
(θ+n)2
a , (156)
where the contour γ′(β) is defined in (95).
Proof. First, we note that the integral on the left converges absolutely. Using the Taylor
expansion of (1− x)−2θ we obtain∫
γ′( 2pi3 )
ωeaω
2+2θω
(1− e2ω)2θ dω =
∞∑
n=0
(−1)n
(−2θ
n
) ∫
γ′( 2pi3 )
ωeaω
2+2(θ+n)ωdω,
where in here we used that∫
γ′( 2pi3 )
∣∣∣ωeaω2+2θω∣∣∣ ∞∑
n=0
∣∣∣(−1)n(−2θ
n
)
e2nω
∣∣∣ |dω| = ∫
γ′( 2pi3 )
∣∣ωeaω2+2θω∣∣
(1− |e2ω|)2θ |dω| <∞.
Now, by deforming the contour, we see that it suffices to evaluate∫
γ(n)
ωeaω
2+2(θ+n)ωdω = ie−
(θ+n)2
a
∫
R
(
−θ + n
a
+ it
)
e−at
2
dt = −i
√
pi
a
3
2
(θ + n)e−
(θ+n)2
a ,
where γ(n)(t) := − θ+n
a
+ it for t ∈ R. 
For the proof of Theorem 8.1 we also require the following lemma.
Lemma 8.3. We have
GL(z) = c0 +GL(1− L−2)−
√
2σ−1θL
√
1− z
− 2θ log
(
1− e−
√
2σ−1L
√
1−z
)
+O
(|1− L−2 − z|L logL) , z ∈ ∆0,
where c0 =
√
2σ−1θ + 2θ log
(
1− e−
√
2σ−1
)
. In particular,
Re(GL(z)) ≤ C +GL(1− L−2) + C|1− z|L logL, z ∈ ∆0, |1− z| ≥ L−2. (157)
Proof. We start be proving that∣∣∣∣G′L(z)− θL√2σ√1− z coth
(
L
√
1− z√
2σ
)∣∣∣∣ ≤ CL logL, z ∈ ∆0. (158)
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Using (69), we get that for any z ∈ ∆0,∣∣∣∣∣∣G′L(z)−
∑
m∈ 1
L
Z
θ
1− z + 2pi2σ2m2
∣∣∣∣∣∣
≤
∑
m∈ 1
L
Z
|m|≤1
∣∣∣∣ θϕˆ(m)1− zϕˆ(m) − θ1− z + 2pi2σ2m2
∣∣∣∣+ ∑
m∈ 1
L
Z
|m|≥1
∣∣∣∣ θϕˆ(m)1− zϕˆ(m)
∣∣∣∣+ ∑
m∈ 1
L
Z
|m|≥1
∣∣∣∣ θ1− z + 2pi2σ2m2
∣∣∣∣
≤ C
∑
m∈ 1
L
Z
0<|m|≤1
|m|
|1− z + 2pi2σ2m2| + C
∑
m∈ 1
L
Z
|m|≥1
|ϕˆ(m)|+ C
∑
m∈ 1
L
Z
|m|≥1
1
m2
≤ CL
L∑
m=1
m
m2
+ CL ≤ CL logL,
where in the second inequality we used (61) and (39) to bound the first sum and (60) to
bound the second sum, and in the last inequality we used that ϕˆ is Schwartz. Equation (158)
follows from the last bound and the identity (see [25, page 351, example (2.1)]),∑
k∈Z
1
w2 + k2
=
pi coth(piw)
w
, w ∈ C \ {ik : k ∈ Z} (159)
with w = L
√
1−z√
2piσ
.
Next, by a straightforward calculation we have, for any z ∈ ∆0,
d
dz
(√
2σ−1θL
√
1− z + 2θ log
(
1− e−
√
2σ−1L
√
1−z
))
=
−θL√
2σ
√
1− z coth
(
L
√
1− z√
2σ
)
.
Thus, using (158), we get that for any z ∈ ∆0,
GL(z) = GL
(
1− L−2)+ z∫
1−L−2
G′L(w)dw = c0 +GL(1− L−2)
−
√
2σ−1θL
√
1− z − 2θ log
(
1− e−
√
2σ−1L
√
1−z
)
+O
(|1− L−2 − z|L logL) . 
Proof of Theorem 8.1. Fix 0 <  < 1 and assume throughout the proof that 0 ≤ j ≤ (1−)N
and that N is large enough. Take 0 < η < 1
10
such that γ := γ
(
η, pi
3
, L
2
2σ2
) ⊆ ∆0, where
γ (η, β,N) is defined in (94). We choose a sequence tN ≤ N 13 such that as N → ∞ we have
tN →∞ and tN
(
N
L2
− α2)→ 0. By the Cauchy integral formula
HN−j(L) =
1
2pii
∮
γ
eGL(z)
zN−j+1
dz = I1 + I2 + I3,
where I1, I2 and I3 are the corresponding integrals over γ ∩ {|1− z| ≤ tNN },
γ ∩ { tN
N
≤ |1− z| ≤ N− 13} and γ ∩ {|1− z| ≥ N− 13}.
We start by evaluating I1. The following holds as N →∞, uniformly in 0 ≤ j ≤ (1− )N
and z ∈ ∆0 such that |1− z| ≤ tNN . First, by Lemma 8.3 we have that
eGL(z) = ec0+GL(1−L
−2)e2θω
(
1− e2ω)−2θ (1 + o(1)) , (160)
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where ω := −2− 12σ−1L√1− z. Second, expanding log z at z = 1 we get
z−(N−j+1) = exp
[
−N
(
1− j
N
)
(z − 1) + o(1)
]
= exp
[
2α2σ2
(
1− j
N
)
ω2 + o(1)
]
, (161)
where the second equality relies on the fact that tN
(
N
L2
− α2) → 0. Substituting (160) and
(161) in I1 and changing variables from z to ω we obtain that
I1 =
−2σ2ec0+GL(1−L−2)
piiL2
∫
γ˜
ωe2θω
(1− e2ω)2θ exp
(
2α2σ2
(
1− j
N
)
ω2 + o(1)
)
dω,
where γ˜ is the image of γ∩{|1−z| ≤ tN
N
} under the change of variables, which is a modification
of the contour γ′(2pi
3
) from Claim 8.2 having finite ‘arms’, terminating at radius L√
2σ
√
N
√
tN →
∞. As the integral in (156) with a = 2α2σ2(1 − j
N
)
converges to a non-zero quantity, one
may verify that
I1 ∼ C0e
GL(1−L−2)
N
(
1− j
N
)− 3
2
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
(
−(θ + n)2
2α2σ2
(
1− j
N
)) (162)
uniformly in 0 ≤ j ≤ (1− )N .
We turn to bound I2. By the same arguments as in (99), we have∣∣z−(N−j+1)∣∣ = e−(N−j+1) Re(log z) ≤ e−N(Re z−1) ≤ e−cN |z−1|, z ∈ γ, 2σ2
L2
≤ |1− z| ≤ η.
Therefore, using (157), we get as N →∞,
|I2| ≤ CeGL(1−L−2)
∫
γ∩{ tN
N
≤|1−z|≤N− 13 }
e−cN |z−1||dz| ≤ Ce
GL(1−L−2)
N
∫
γ′(pi
3
)∩{|s|≥tN}
e−c|s||ds| = o(I1),
where γ′(β) is defined in (95) and where in the second inequality we made the change of
variables z = 1 +N−1s.
Finally, we bound I3 by
|I3| ≤
∫
γ∩{|1−z|≥N− 13 }
∣∣∣∣ eGL(z)zN−j+1
∣∣∣∣ |dz| ≤ CeCL(1 + cN− 13 )−N ≤ e−cN 23 = o(I1), N →∞,
where in the second inequality and in the final estimate we used that |GL(z)| ≤ CL for any
z ∈ ∆0 with |1 − z| ≥ L−2. This fact follows, for example, from (109) and the definition of
FL in (92). 
Corollary 8.4. We have
L1
N
d−→ µ, N →∞,
where µ is a continuous probability measure supported on (0, 1) with density function propor-
tional to(∑
m∈Z
e−2pi
2σ2α2m2x
)
(1− x)− 32
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
( −(θ + n)2
2α2σ2 (1− x)
)
, x ∈ (0, 1) .
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Proof. Let 0 < a < b < 1. By Lemma 4.5 and (42) we have that
WL,j ∼ θ
∑
m∈Z
e−2pi
2σ2m2 j
L2 ∼ θ
∑
m∈Z
e−2pi
2σ2α2m2 j
N , N →∞
uniformly in aN ≤ j ≤ bN , where the second estimate follows as the function∑m∈Z e−2pi2σ2m2x
is continuously differentiable on [a, b] and as N
L2
→ α2. Thus, by Lemma 3.4, and Theorem 8.1
we have as N →∞,
P
(
a ≤ L1
N
≤ b
)
=
bbNc∑
j=daNe
WL,j
N
HN−j(L)
HN(L)
∼ 1
Z
bbNc∑
j=daNe
1
N
(∑
m∈Z
e−2pi
2σ2α2m2 j
N
)(
1− j
N
)− 3
2
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
(
−(θ + n)2
2α2σ2
(
1− j
N
))
→ 1
Z
b∫
a
(∑
m∈Z
e−2pi
2σ2α2m2x
)
(1− x)− 32
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
( −(θ + n)2
2α2σ2 (1− x)
)
dx,
where
Z =
1
θ
∞∑
n=0
(−1)n
(−2θ
n
)
(θ + n) exp
(−(θ + n)2
2α2σ2
)
and where the last limit follows as the integrand is continuous on [a, b]. Thus, it suffices to
show that
lim
→0
lim
N→∞
P
(
 ≤ L1
N
≤ (1− )
)
= 1.
First, note that by the bounds given in Corollary 4.6 and the asymptotics in Lemma 4.3,
we have
WL,j ≤ C + C L√
j
, L ≥ 1, j ∈ N. (163)
Thus, using Theorem 8.1 we obtain that
P (L1 ≤ N) =
bNc∑
j=1
WL,j
N
HN−j(L)
HN(L)
≤ C
N
bNc∑
j=1
(
1 +
L√
j
)
≤ C+ Cα
√

→0−→ 0. (164)
Next, by (30) we have for large enough N ,
bNc∑
n=0
Hn(L) ≤ C
∞∑
n=0
Hn(L)
(
1− 1
N
)n
= CeGL(1−
1
N
). (165)
Therefore, by Theorem 8.1 with j = 0 and (163), we have
P (L1 ≥ (1− )N) =
N∑
j=d(1−)Ne
WL,j
N
HN−j(L)
HN(L)
≤ Cα
NHN(L)
bNc∑
n=0
Hn(L)
≤ CαeGL(1− 1N )−GL(1−L−2) N→∞−→ Cαec0−
√
2θ
σα
√

(
1− e−
√
2
σα
√

)−2θ
→0−→ 0,
where the limit as N →∞ follows from Lemma 8.3. 
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