In this study, we introduce an ensemble-based approach for online machine learning. The ensemble of base classifiers in our approach is obtained by learning Naïve Bayes classifiers on different training sets which are generated by projecting the original training set to lower dimensional space. We propose a mechanism to learn sequences of data using data chunks paradigm. The experiments conducted on a number of UCI datasets and one synthetic dataset demonstrate that the proposed approach performs significantly better than some well-known online learning algorithms.
Introduction
With rapid advances in storage and sensor technologies, large volumes of data in the form of data streams are being collected in many applications such as network traffic and stock market analysis. Streaming data has created problems for traditional offline machine learning systems. First, learning the entire volume of data at once to form the discriminative model is often not possible. Moreover, offline algorithms require re-training when new 3
In this paper, we propose a novel ensemble-based online learning algorithm for very high dimensional data. To deal with the high dimensional data, our algorithm uses the theory of random projections [Johnson and Lindenstrauss, 1984] to project new observations to low dimension subspaces, thereby obtaining different data schemes for the ensemble of homogenuous base classifiers. Our base classifiers are generated by Naïve Bayes learning, and the final class prediction is obtained by a fix combining rule. In the training process, our algorithm only performs updates when the arrived observations are misclassified, and the update is done in 1-by-1 or minibatch mode.
The combination between random projections and Naïve Bayes classifier for online learning proposes a novel homogeneous ensemble method to solve the online learning problem. First, when the dimension of data is high, Naïve Bayes classifiers take a long time to train since the likelihood distribution is computed for each feature. By using random projection we first project the input data to low dimensional space and then learned the Naïve Bayes classifiers on the projected data, resulting in the fast learning of Naïve Bayes classifiers. In an online setting we are considering, the observations come one at a time. So at instance , we only have one observation for our ensemble of classifiers. Random projection provides a principled way for us to create a set of 'observations' from one single incoming observation with good diversity for our ensemble of base classifiers.
Since random projection is unstable, from one observation, we could create many diverse training data to train the ensemble of homogenous set of classifiers. The ensemble of Naïve Bayes classifiers is expected to obtain better result than a single classifier due to the characteristic of ensemble system [Dietterich, 2000] .
The paper is organized as follows. In section 2, we briefly discuss random projection and then develop the ensemble system for online learning based on random projections and Naïve Bayes classifier. Experimental studies are presented in section 3 in which we conduct experiments on thirty two datasets and compare the results of the proposed framework to a number of benchmark algorithms. Our conclusions appears in the last section.
Proposed method

Random projection
In 1984, Johnson and Lindenstrauss (JL) published a paper about extending Lipschitz continuous maps from metric spaces to Euclidean spaces and introduced the JL Lemma [Johnson and Lindenstrauss, 1984] . The lemma 4 specifies a linear transformation from a -dimensional space ℝ (called up-space) to a -dimensional space ℝ (called down-space). Specifically, given a finite set of -dimensional data vector = , , … , ⊂ ℝ , there exists a linear transformation T: ℝ → ℝ : = T! " = # , # , … , # ⊂ ℝ , # $ = T $ that in probability preserves distance between observations under certain conditions. The linear transformation T can be represented by a matrix % so that # $ = T $ = % $ . When each element of the matrix is generated according to a specified random distribution, T is known as random projection.
Random projection has two desirable properties:
• Random projections are useful in dimensionality reduction since the dimension of down-space is usually much lower than that of up-space i.e. < . In fact, in some situations, random projection is preferred to Principle Component Analysis (PCA). First, the directions of random projection are independent of the data while those of PCA are data-dependent. This is useful in situations where data cannot be accessed all at once, such as in data streaming. Moreover, generating the principle components is computationally expensive compare to generating the random matrix in random projection [Bingham and Mannila, 2001 ].
• Fern and Brodley [2003] indicated that random projections are unstable in the sense that the datasets generated from an original data source based on random matrices can be quite different. This property is significant since other sampling methods like bootstrapping only generate slightly different dataset schemes.
An ensemble system constructed based on a set of random projections can therefore have a lot of diversity.
In this paper, ' random matrices ℛ = )% * + , = 1, … , ' are generated to construct the ensemble system. We follow the construction of random matrix in [Avogadri and Valentini, 2009] in which the projections are simply obtained by using a × random matrix % * = 1 . ⁄ 01 2 * 3 where 1 2 are random variables such that E 51 2 * 6 = 0 and var 51 2 * 6 = 1. Several forms of % * are summarized as:
• Plus-minus-one or Bernoulli random projection: 1 2 * is randomly chosen in −1, 1 such that P 51 2 * = 16 = P 51 2 * = −16 = 1 2 ⁄
• Achlioptas random projection: 1 2 * is randomly chosen in )−√3, 0, √3+ such that P 51 2 * = √36 = P 51 2 * = −√36 = 1 6 ⁄ and P 51 2 * = 06 = 2 3 ⁄
• Gaussian random projection: 1 2 * is distributed according to a Gaussian distribution @ 0, 1
Class label prediction
Having ℛ on hand, the class label of each observation is predicted by using an ensemble of Naïve Bayes classifiers. The Naïve Bayes classifier is a well-known learning algorithm based on Bayes theorem having assumptions about conditional independence between features of observation. Despite the oversimplified assumptions, Naive Bayes classifiers are fast and efficient to train, which is important for streaming data. In detail, given a -dimension vector = AB , B … , B C , the posterior probability that belongs to class label D is
given by: When applying this to online classification, at the KL step, the observations in mini-batch M K will be projected to the down-space by using each random projection in ℛ. We denoted K * as the projection of M K associated with the , KL projection matrix %
Assumption 1 (Naïve Bayes): The features in # K * are assumed to satisfy the conditional independence assumption.
It has been shown that some violation of the independence assumption of the attributes does not matter [Domingos, Pazzani, 1996] For each observation K in M K , denoted its projected vector associated with % * as # K * = )N K2 * + O = 1, … , .
Based on Assumption 1, the posterior probability that K belong to class label D is given by:
In this paper, we assume that the distribution of likelihood is Gaussian i.e. N K2 * | D~@ 5I D2 * , J D2 * 6. Since the likelihood distribution of each projected attribute is unknown, we used the Gaussian distribution to approximate it. Based on the Central Limit Theorem, Gaussian can be used to approximate a wide range of other distributions such as Poisson, Binominal, and Gamma when we have large enough data [Balakrishnan, Nevzorov, 2003 ].
Therefore, we have:
Taking logs, we obtain:
The hypotheses from ' base classifiers are combined to obtain the final hypothesis. Several popular fixed combining methods, namely Sum, Product, Majority Vote, Max, Min, and Median can be used as the combiner [Nguyen et al., 2014; Nguyen et al., 2016b; Kittler et al., 1998 ]. Vote and Sum are the most popular rules and have been successfully applied to many combining classifier situations. In this work, we use the Sum rule to combine the outputs of ' classifiers:
Parameters update
After obtaining the predicted class labels of observations in M K , we update the parameters of Naïve Bayes classifiers. Theorem 1 provides the equations to update the mean and variance of the likelihood distribution function. Remark: The online update equations (7) and (8) need only keep track of the cumulative item count in M KD up to t-1, but not the actual item values. So a mini-batch can be discarded once it is used for update.
In case of 1-by-1 training, the model is updated when the predicted label is different from the ground truth class label as follows: To evaluate the performance of the proposed method, we carry out experiments on thirty two UCI labeled datasets [UCI] and one labeled synthetic dataset named GM. The GM dataset consists of 1000 observations generated from a Gaussian Mixture with 3 components in equal proportions. The means of the components are 1 2 ⁄ , … , 1 2 ⁄ zzz , 0, … ,0 zzz , and −1 2 ⁄ , … , −1 2 ⁄ zzz respectively while the corresponding standard deviations are diag 1, … ,1 zzz , diag 2, … ,2 zzz , and diag 3, … ,3 zzz The information about the datasets is shown in Table 1 .
We perform extensive comparative studies with a number of state-of-the-art algorithms as benchmarks: PA [Crammer et al., 2006] , SCW [Wang et al., 2012] , OGD [Zinkevich, 2003] , AROW [Crammer et al., 2009; Crammer et al., 2013] (we use the implementation in LIBOL library [Hoi et al., 2014] for these algorithms, 10 default value for parameters are used if available), and Online Bagging [Oza and Russell, 2005] (we use the implementation in MOA library [Bifet et al., 2010] ). AROW, OGD, and SCW are algorithms published in top machine learning venues like NIPS and ICML. Online Bagging is a high performance ensemble online learning method. For the proposed method, Gaussian random projection is used to generate the random matrix. The number of learners in Online Bagging and K in the proposed method are set to 200 as in [Nguyen et al., 2016b] , and the dimension of all down-spaces is set to = 2 log . The parameters for Naïve Bayes classifiers are simply initialized as I D2 * 0 = 0 and J D2 * 0 = 1 for , = 1 … ', t = 1 … s.
In this study, the proposed method uses 1-by-1 learning, denoted by RPNB(1b1), since all benchmark algorithms use 1-by-1 learning. The proposed method is compared to the benchmark algorithms with respect to the error rate and F1 score (which is the harmonic mean of Precision and Recall) [Sokolova and Lapalme, 2009 ].
We draw 10 random permutations from each data to obtain the sequences of arriving data, run the test, and compute the average of the 10 classification error rates, F1 Scores, and number of updates. Here we followed the performance measurements from LIBOL library [Hoi et al., 2014] where the authors used criteria such as mistake rate (classification error rate), and the number of updates (to measure the model stability) to evaluate the performance. In this paper, we conducted Wilcoxon signed rank test [Demsar, 2006] (level of significance is 0.05)
to compare a pairs of algorithms, i.e. a benchmark algorithm and the proposed algorithm. Here we tested the specific null hypothesis that "two methods perform equally". Based on the value of statistic in Wilcoxon procedure, we could obtain the P-Value of the test. The performance scores of two methods are treated as significantly different if the P-Value of the test is smaller than a given significant level α. When the test indicates that the performance of two algorithms is different, we then use the classification error rate to decide which algorithm wins on a particular dataset and count the number of wins and losses on the set of datasets.
Results and Discussions
The mean and variance of error rates and F1 Score of the benchmark algorithms and the proposed method are shown in Tables 2 and 3 . The statistical test results in Figure 1 show that RPNB(1b1) significantly outperformed all benchmark algorithms with respect to error rate . Comparing to AROW, we rejected 27 null hypotheses, in which RPNB(1b1) is better than AROW on 24 datasets and worse on 3. Comparing with Online Bagging, we 11 rejected 27 null hypothesis, in which RPNB(1b1) is better on 22 datasets and worse on 5. RPNB(1b1) is also significantly better than PA (32 wins, 0 loss), OGD (32 wins and 1 loss), and SCW (25 wins and 3 losses). For F1 score, the statistical test results in Figure 2 show that RPNB(1b1) significantly outperform all benchmark algorithms. Figure 3 shows the number of times the model is updated on two datasets. Clearly, the proposed method requires significantly less number of updates than the benchmark algorithms. For example, on GM datasets, the average number of updates of RPNB(1b1) is 29.6, nearly 9 times less than that of OGD algorithm (247.4) which has the second smallest number of updates among all benchmark algorithms. The comparative study has shown that our algorithm comfortably outperforms the state-of-the-art benchmark algorithms on the datasets used here. We believe that the success of RPNB(1b1) is partially due to the diverse data schemes generated by random projection used in our ensemble. In addition, we used Naïve Bayes, a simple but efficacious learning algorithm [Webb et al., 2005] to generate the base classifiers where the parameter updates are simple and fast to compute. For fast data streams, our algorithm can be run in minibatch mode which would further reduce the number of parameter updates.
File name # of features # of observations # of classes
Our use of random projection in this work serves two purposes: dimensionality reduction if the feature dimension is high, and more importantly, generation of diverse data schemes for the ensemble. A significant departure from the original JL Lemma is that the down-space dimension q is a function of number of observations in JL, whereas in this work the down-space dimension is computed as a function of feature dimension p. In other words, our dimensionality reduction step is inspired by the JL lemma, but there is no probabilistic guarantee about distance preservation in our approach. Our down-space dimension is the same as p when p < 5. In this case, it is only the diverse data schemes we are interested in when applying random projection.
Conclusions
In this paper, we have introduced an ensemble-based online learning algorithm using random projection and Naïve Bayes classifiers. In our approach, the parameters of the Naïve Bayes classifiers are simply initialized at the beginning and then updated if arrived observations are misclassified. We proposed the update equations for Naïve
Bayes classifiers' parameters via mini-batch by mini-batch learning and 1-by-1 learning. Extensive experimental results for the 1 by 1 case demonstrated the benefit of our approach compared with several well-known benchmark algorithms with respect to classification error rate, F1 score, and the number of updates. 
A. Appendix: Proof of Theorem 1
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