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Abstract 
Urban water supply network is a hidden underground asset; therefore, it is difficult to make a direct diagnosis towards the faults 
of pipe network by means of the detecting technology. Based on the historical data of the rupture of water supply pipe network, 
a spatial cluster analysis will be carried out towards the historical data of spatial fault in water supply pipeline, using density-
based cluster analysis and the DBSCAN algorithm. K-neighborhood graph is well-used in optimizing the input parameter radius 
of neighborhood (Eps) and density (MinPts) and classifying the historical data of the rupture of pipeline. According to the pipe 
network failure point coordinates (X,Y), adopting density-based cluster analysis, a danger level classification will be researched 
without knowing the reasons of the rupture of pipe network, which lays the foundation for finding out pipeline rupture in local 
areas in the future. Meanwhile, a noise analysis will be processed in terms of the historical data of pipeline rupture in water 
supply network, avoiding the ineffective data caused by recording errors and regular analysis. This research focuses on the 
reasons that result in the rupture of water supply network, which plays a significant role in the identification of high-density and 
high-danger zones in water supply networks. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the CCWI2013 Committee. 
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1. Introduction  
The municipal infrastructure construction is an integral part of urban construction, while the urban water supply 
network (WSN) is the lifeline of construction projects. Since water supply network is concealed in the 
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underground throughout the years, and it’s not easy to determine the operational state of pipe network accurately, 
so it is exceedingly difficult for the construction and maintenance of water supply network with less information 
about the operational state of water supply network and the hysteresis of getting information. The U.S. 
Environmental Protection Administration (EPA) (2002a) conducted a research on the current situation of water 
supply network, showing that the investment in maintenance of water supply network is as much as 1.5 billion 
dollars each year from 2002 to 2022, which accounts for 56% of the total investment in water supply network. The 
research on the fault condition of water supply network revealed that the pipe network that needs to be replaced 
reaches 4400 miles per year. Meanwhile, experts predict that 2040 will be the year that the renewal expense of pipe 
networks in America reaches the peak point (EPA) (2002b). However, during the daily small-scale maintenance of 
pipe network, technicians make their judgments subjectively relying solely on their traditional experience and 
knowledge, and they do not distinguish the high-risk pipe network zone with systematic knowledge of pipe 
networks. This may lead to the unnecessary expenditures due to the fault judge and repair. 
The development of GIS and real-time monitoring of sensors makes up the weakness of traditional water supply 
network in terms of monitoring data. But when facing the abundant indirect monitoring data, researchers also find 
it difficulty in data processing. Data mining can be used to unearth some relevant rules about indirect monitoring 
data to solve practical problems, especially in no evident regular sample point. Spatial clustering analysis is one of 
the means of massive dataset mining, which plays a significant role in the fields, like data partitioning in the field 
of engineering technology, discretization of continuous data, detection of fault point, filter of data noise, pattern 
recognition and picture processing. 
Compared to other cluster analysis, density-based cluster analysis has a series of unparalleled advantages. For 
example, K-mean can only identify the cluster of convex graphics, not arbitrary shapes. And subjectivity is needed 
in deciding the categories of clusters. Density-based cluster analysis can identify different shapes automatically, in 
the meantime none priori information is required; it can recognize the numbers of cluster in the sample space 
automatically. Ester (1996) was the first one who proposed the density-based cluster analysis, which defines a 
series of relative rules to elaborate Density Based Spatial Clustering of Applications with Noise (DBSCAN) 
algorithm, and lays the foundation for the concerning researches. Toprak (2009) applied the density-based cluster 
analysis method to study the frustrating effect towards water supply network during earthquakes. Daniel 
Oliveira(2009), for the first time, adopted density-based cluster analysis method to analyse the diachronic data of 
pipeline damage, that is, the cluster analysis of pipeline breakdown data. However, he did not provide an effective 
method to assess cluster analysis applied in pipe network. Thanh N.Tran(2013) revised the DBSCAN algorithm. 
The Revised algorithm for clustering analysis enhances the stability and is more robust when dealing with data of 
different dimensions.  
Considering the historical data of spatial failure in water supply network and optimized cluster analysis 
parameter neighborhood radius Eps and density MinPts, this paper attempts to conduct a cluster analysis towards 
network failure data and makes a classification of network area in terms of danger levels. Meanwhile, the paper 
intends to carry out a noise analysis of bursting pipe data in pipe network based on density-based cluster analysis, 
and classify pipe networks according to danger levels without knowing the reasons of bursting pipes in pipe 
network, for the purpose of laying a good foundation for finding out the reasons of bursting pipes in local area in 
the future. 
2. Basis of experimental methods 
2.1. The concept of density-based clustering 
The core concept of density-based cluster analysis is to search for the high-density area from low-density area in 
sample dataset. The number of clusters can be automatically determined by means of observing the distribution of 
high-density areas. Since density of the object is determined, the results of each cluster are the same. The concept 
of density is different in different algorithms, like DBSCAN algorithm focusing on the specified object, the density 
of which is represented by the number of the radius of hypersphere. Fig.1 shows that results of cluster analysis are 
not limited to shape of sample space. In practice, many cluster analysis can only be suitable to convex graphics, 
while, density-based cluster analysis is available for any shape such as convex graphics, hand type and linear etc. 
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Fig. 1.Some types of clusters 
2.2. Several rules  
DBSCAN algorithm is first proposed by Ester, which is one of the earliest and most commonly used density-
based cluster algorithms. Eps is the radius of neighborhood and MinPts is the density neighborhood radius.  
Basic definition: 
A. Core point (Fig.2(a)): if the density of a point in space exceeds a certain definite 
threshold parameter MinPts, then this point is called the core point.  
B. Density: the density of a point refers to the number of the points in a circle which takes 
the point as the center and Eps as the radius of the circle.  
C.  Boundary point: if the density of a point in space is less than the threshold value 
MinPts, then the point is called boundary point.  
D. NoiseLet C1 ,C2,…, Ck be the clusters of the database D, parameters are Eps and 
MinPts, and the noise point refers to any set of points in the database D that do not belong 
to any cluster Ci, that is, }:|{ ii CpDpnoise ∉∀∈=  
Definition of reachability 
A.  Direct arrived density: 
Point p (Fig. 2(b)) is directly density-reachable from a point q, if it satisfies the following 
two conditions: 
q contains p, pNEps(q) 
q is core point, NEps(q)MinPts 
B. Density-reachability (Fig. 2(c)): p is density-reachable from q. if (p1p2...pn), 
p1=p, p2 =p, and pi+1can be directly density-reachable from pi. 
C. Density-connection (Fig. 2(d)): p and q are density-connected, if there is a point o 
making both p and q density-reachable from o.  
                                       (b) 
 
(c)                                         (d) 
Fig. 2. Illustration of natural clusters 
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2.3. DBSCAN algorithm 
The DBSCAN algorithm is a single scan algorithm, which can carry out a clustering analysis towards dataset, 
and has obvious advantages when applied in high dimensional spatial data scan. The structure of the algorithm is 
described as follows: Dash (2001) carried out an analysis of the complexity of DBSCAN algorithm and the K-
Means algorithm. Viswanath and Pinkesh(2006)proposed a two-stage DBSCAN optimization algorithm, that is, 
first excluding noise points through a single pass to dataset and then conducting a clustering analysis towards the 
scanned dataset, which plays a great role in reducing the complexity of clustering algorithm.  
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2.4. Advantages of density-based analysis in spatial clustering analysis 
Density-based analysis is able to make Spatial GIS data quickly gather into sub-classes. What’s more, it has a 
huge advantage in the unknown impact category parameter clustering analysis. According to Ester, the advantages 
of density-based analysis in spatial clustering analysis are summarized as follows:  
 Spatial clustering analysis can process clustering analysis of massive data quickly. The processing method is 
a single scan and it is very fast. 
 Density-based clustering analysis requires very little prior knowledge, which only requires two input 
parameters neighborhood radius Eps and density MinPts. It avoids the subjective input class limits of 
traditional clustering analysis, and enables to quickly find the corresponding data relationships while 
analyzing the vast amounts of data in database. 
 It can divide the data in database into sub-classes quickly, and simultaneously detect the outliers. 
 Density-based clustering analysis only needs to input two parameters Eps and MinPts, and is not sensitive to 
the volatility of the amount of data, which makes it have strong adaptability in data processing. Even if the 
processing database changes, the model will have a good robustness. 
3  Description of basic information 
3.1. Basic information introduction 
The fault data of Water supply pipe network can be divided into the following situations: valve damage, faucet 
damage, pipeline losses, water tank damage and bursting pipes etc. This paper does not distinguish these damages; 
instead, the circumstances of damage are all considered as the fault point. The two-dimensional coordinates (X, Y) 
of recording the fault point is used to record the data of the damaged point of failure. In total, there are 366 fault 
points of pipe network in Experiment, the recorded GIS data in fault points is then exported as a two-dimensional 
coordinate data to facilitate the analysis of relative coordinates, which means the coordinates in the chart are not 
the actual coordinates but do not affect the results of the analysis, since the density-based clustering analysis makes 
classification based on the relative distance. Another assumption in this article that to speculate the high density 
destruction area of pipe network with only knowing the coordinates of fault points makes the density-based 
clustering analysis widely used in practice. Using less prior knowledge and subjective judgments is beneficial to 
determine the high-density pipe network breakdown area in less data set in practice.  
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3.2. Parameter optimization 
3.2.1. Selection of the number of core points 
The selection of minimum number of core points required to form a cluster MinPts depends on the total number 
of points in the dataset. Usually, in cluster analysis MinPts is preferred to be 3, 4 and 5 for experimental analysis, 
and then select appropriate value based on the experimental analysis results. While, in dataset the following 
formula is mostly adopted to determine the number of MinPts (Daszykowski et al.) (2001). 
 
MinPts=integer (n/25)                                                 (1) 
 
However, in reality the selection of n-value usually depends on our previous experience. It is quite important to 
choose a proper MinPts. The smaller it is, the more classifications will be after clustering in a limited scope of Eps, 
it would even divide relevant categories into different parts. But, if it is too big, it would result in fewer clusters 
and even combine different categories, influencing the correlation analysis.   
3.2.2. Neighborhood radius 
The selection of neighborhood radius generally is based on the K-neighborhood graph. K-neighborhood graph 
reflects the distance between the observation point and the Kth nearest neighbor distance, which is called K-
distance. First, calculate k-distance of all the points; sort them in an ascending order. And then draw a picture after 
sorting. When the inflection point in K-distance drawing changes dramatically, we can take the right EPS around 
it. Fig. 4 shows the order of the nearest neighbor distance of 366 fault points.  
 
Fig. 3. Order of the nearest neighbor distance of 366 fault points 
4. Results and discussion 
4.1.luster numbers and density analysis 
This experiment selects 366 pairs of (X, Y) in  a small city coordinates about fault data in water supply 
network. The experiment data scatters throughout the small area as possible, to avoid accidental factors which can 
affect the test results.In the process of experiment, setting input parameters radius: Eps=0.05 and Eps=0.06 for this 
analysis, the results are presented in Fig. 4. The cluster numbers is described in Fig. 4 (a) when Eps=0.05 and 
MinPts=1, the test dataset is divided into 32 categories, which means the number of clusters will increase with the 
decrease of density MinPts, for the reason that it is easy to search for the relative class in a small range when the 
density threshold is small. However, the number of clusters will decrease with an increase of density MinPts. For 
example, when MinPts=4, the number of clusters reduces to 10. When the radius Eps is equal to the radius of the 
whole set, cluster number is 1. Fig. 4(b) presents the number of clusters when Eps=0.06. When MinPts=1, the 
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number of clusters is 21. Compared to the number of clusters when Eps=0.05 and MinPts=1, it reduces from 32 to 
21. When Eps=0.06 and MinPts=4, the cluster number is 5. Therefore, both Eps and MinPts have great influence 
on the results of cluster analysis.  
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Fig. 4. Cluster Numbers in different Eps (0.05 and 0.06) 
4.2. Classificatory analysis of optimal parameters 
The database object in cluster analysis is not that much, so in our test we choose MinPts=4 and MinPts=5. 
Through the K-neighborhood graph, we find the optimal radius value, Eps=0.05 and Eps=0.06, to carry out this 
test analysis, as is shown in Fig. 5 below.   
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Fig.5. cluster numbers through varying Eps and MinPts 
As is displayed in Fig. 5 (a~c), when Eps=0.05 and MinPts=4, 5 and 6, the number of clusters is 10, 9 and 9 
respectively. The number of clusters basically remains stable. Only Category 1 fluctuates between 36% and 37%, 
and the boundary points are reclassified. While when Eps=0.06 and WinPts=4, 5 and 6, the number of clusters is 6, 
7 and 7 respectively. Compared to the number of Category 1 when Eps=0.05, it increases to 55%, 42% and 42%, 
which means some categories are combined and the main boundary categories merge into neighborhood class or 
are split. We can conclude from graph (a) to graph (f) that Eps has a larger impact on cluster analysis than MinPts. 
When Eps=0.05, changing MinPts from 4 to 5 and 6, the number of clusters remains almost the same. However, 
when MinPts=4, changing Eps from 0.05 to 0.06, the cluster number decreases from 10 to 7.  
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4.3. Spatial cluster analysis 
In this section, the cluster analysis is based on the results in 4.2. The geographic information data is represented 
in a two-dimensional coordinate graph, which makes cluster displayed more visually, and at the same time makes 
it convenient to observe the dynamic variation of clusters. It is represented in Fig. 6 as follows.   
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Fig. 6. Illustration of spatial data cluster in two dimensional space 
Fig. 6 is a vivid description of the distribution of clusters in two-dimensional coordinate, in which plus (+) 
represents the data detected by noise. It is obvious that the noise points are usually scattered irregularly. Class 1 
occupies the largest space, which means Class 1 has the most fault points. Therefore, the factors that cause fault 1 
should be removed first, otherwise the scope of fault 1 may be expanded and the frequency of failure occurrence 
may be increases. A detailed analysis of faulty region is in section 4.5.  
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4.4. Noise detection analysis 
Density-based analysis not only divides the dataset into a series of subsets, but also detects the noise points 
easily in cluster analysis. Normally speaking, the noise points have two possibilities. One is the real data or 
recorded data is wrong, and the other is the rules we find out about noise points are not relevant to the clustered 
points. Thus, making good use of noise points might be of crucial importance in fault detection. Fig.7 represents 
the proportion of noise points as noise points changes along with the variation of MinPts when Eps=0.05 and 
Eps=0.06. 
1 2 3 4 5 6 7 8 910
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Eps=0.05
(a) MinPts
N
oi
se
 ra
te
1 2 3 4 5 6 7 8 910
0
0.05
0.1
0.15
0.2
Eps=0.06
(b) MinPts
N
oi
se
 ra
te
 
Fig. 7. Rate of noise about different MinPts 
In Fig. 7 (a), when MinPts=2, noise takes up 3%; when MinPts=4, noise takes up 10.66%; and when MinPts=10, 
noise takes up 29.51%. What needs to be emphasized is that the increasing of the rate of noise is not necessarily 
due to the increase of exterior points, but the inappropriate density value. Thus, many normal points are considered 
as noise points because of the irrationality of subjective designing. In Figure 7 (b), when MinPts=2, noise takes up 
1.91% and when MinPts=4, noise takes up 8.47%. The ratio of noise remains 15.57% when MinPts=8, 9 and 10, 
and the proportion of noise is basically constant along with the increase of MinPts. 
4.5. Assessment of risk areas 
Analysis of risk zone is based on the spatial cluster analysis in section 4.3, which furthers the research on the 
data and sequence the hazard level of fault points on the basis of cluster analysis, as is shown in Fig. 8. 
 
  Fig.8. Order of hazard level in two dimensional space 
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During spatial clustering analysis, the danger zone that exceeds 10% when Eps=0.06 and MinPts=5 is marked. 
The number of fault points in D1 region accounts for 42%, nearly half of the fault points occurring in this region, 
which shows this is the high density high-risk areas, where existing some factors that make it the high failure rate 
region. Therefore, we need to analyze the factors, especially the main factors that cause breakdown in this region. 
There are still other three danger zones, namely D2, D3, and D4, which takes up 18 %, 15%, and 14% respectively. 
Theoretically speaking, danger zones D1 and D4 should be caused by different reasons. If they are due to the same 
cause of the malfunction, D1 and D4 would be merged into one fault category. 
5. Conclusions 
Density-based cluster analysis can be well used in spatial cluster analysis, that is, data mining of spatial pipe 
network through changing different initial parameters: Eps and MinPts. For one thing, it makes it possible to 
quickly find the bursting pipe zones of high density and high-risk in pipelines. For another thing, it can be used as 
the pretreatment method of spatial data analysis in pipe network. Since the region divided in cluster has certain 
correlation, the dataset of pipe network can be divided into different subsets, in which factor analysis like decision-
making tree is conducted. Actually, analyzing the factors that influence the risk of pipelines will be one of the 
meaningful research topics in the future.  
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