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КОНТРОЛЬ И ДИАГНОСТИКА МОТОРВАГОННЫХ ПОЕЗДОВ  
С ИСПОЛЬЗОВАНИЕМ НЕЙРОННЫХ СЕТЕЙ 
 
Предлагается для контроля и диагностики систем управления моторвагонного под-
вижного состава использовать радиально-базисные нейронные сети.  
 
Пропонується для контролю та діагностики систем управління моторвагонного ру-
хомого складу використовувати радіально-базисні нейронні мережі. 
 
Proposed using radial basis neural networks for monitoring and diagnosis of control sys-
tems motor-carriage trains.  
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Контроль и диагностика отклонения характеристик от заданных 
значений является актуальной задачей для оценки качества работы сис-
тем управления моторвагонного подвижного состава (МВПС). Для ре-
шения задач контроля и диагностики МВПС предлагается использовать 
нейронные сети, с радиально-базисными функциями активации нейро-
нов [1, 2]. Нейроны этого типа осуществляют локальную аппроксима-
цию приближаемой функции в ограниченной области вокруг выбранно-
го центра. 
На рис.1 приведена радиально-базисная сеть для определения раз-
ладок во временной последовательности 
KK ),(,),(),( 21 ktytyty . 
Нейроны 112
1
1 ,,, mAAA K  первого слоя сети имеют радиально-
базисные функции активации, а единственный нейрон второго слоя сети 
2A  – линейную функцию активации и выполняет только взвешенное 
суммирование выходных сигналов нейронов первого слоя. Обучение 
этой нейронной сети может выполняться с помощью рекуррентного вы-
ражения [3]: 
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 – функция активации i-го 
1
iA -нейрона, ;,1 mi = )( nAвых tU  – норма вектора выходных сигналов 
скрытого слоя, может определяться метрикой Евклида, Чебышева, Кам-
берра или любой другой метрикой, соответствующей "физике" решае-
мой задачи [3]. 
 
Рис.1 – Радиально-базисная нейронная сеть для определения 
разладок во временных последовательностях 
 























t                           (3) 
где η  – заданное пороговое значение. 
Применение на программном уровне этой радиально-базисной ней-
ронной сети для определения разладок во временных последовательно-
стях позволило определить "сбои" в передаче сигналов управления по 
каналу CAN от регулятора к преобразователю частоты, а также распо-
знать "сбой" на программном уровне, не допустив отказа в работе элек-
тропередачи дизель-поезда. 
Для диагностики объектов с некоторым множеством 
)}(,),(),({ 21 tytytyM dK=  выходных сигналов может использоваться 




Рис.2 – Радиально-базисная нейронная сеть для классификации 
состояний объектов со многими выходными сигналами 
 
Функция нейронов первого слоя 112
1
1 ,,, dAAA K  – простое размно-
жение входных сигналов )(,),(),( 21 tytyty dK . Нейроны 22221 ,,, mAAA K  
скрытого слоя с радиально-базисными функциями активации выполня-
ют  суммирование и нелинейное  преобразование сумм  входных сигна- 















U  – выходной сигнал i-го нейрона скрытого слоя; fi – радиаль-
но-базисная функция активации i-го нейрона. 
Нейроны выходного слоя 332
3
1 ,,, kAAA K  имеют линейные функции 
активации и выполняют роль сумматоров, вычисляющих взвешенные 
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где kpmqWqp ,1,,1, ==  – веса связей между нейронами скрытого и 
выходного слоя нейронов. 
После обучения сеть по вектору входных сигналов 
),,,( 21 dyyyy K=  классифицирует режим нормального функциониро-
вания объекта, которому соответствует некоторый образ 
}{ 21 норkнорнорнор x,,x,xx K= , и множество },,,{ 211 gmmmM K=  
режимов функционирования с различными видами разладок, которым 
соответствует множество образов  
)}.,,,( ,),,,,(),,,,({ 212222121121111 gkgggkk xxxxxxxxxxxxX KKKK ====
Каждому образу из множества норxXX ∪= 12  в k-мерном пространст-
ве, которое порождается k выходными сигналами нейронов выходного 
слоя, соответствует одна точка. Отнесение текущего состояния объекта 
))(,),(),(()( 21 txtxtxtx kK=  к одному из образов выполняется с помо-
щью выделения минимального расстояния в k-мерном пространстве ме-
жду точкой x(t) и точками множества ;,,,{ 21 g2 xxxX K=  





K                       (5) 
где )),(( ixtxR  – расстояние между точками x(t) и xi в k-мерном про-
странстве.  
Для расширения диагностических способностей нейронной сети, 
изображенной на рис.2, целесообразно использование выходных сигна-




лов dyyy ,,, 21 K  объекта не только в текущий, но и предшествующие 
моменты времени. Один из возможных вариантов структуры такой сети 
приведен на рис.3. 
 
Рис.3 – Диагностирующая нейронная сеть 
 
В качестве расстояния в соотношении (5) для нейронных сетей 
рис.2 и 3 часто используются: 































где λ  – целое положительное число, .2>λ  
В качестве расстояния в соотношении (5) для нейронных сетей 
рис.2 и 3 могут также использоваться: 
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где A – матрица, или любое другое расстояние, соответствующие смыс-
лу решаемой задачи.  
Предложенная радиально-базисная нейронная сеть с определением 
разладок во временных последовательностях с использованием метрик 
Евклида для решения задач контроля, диагностики и прогнозирования 
состояния тягового электропривода была реализована на отечественном 
дизель-поезде ДЭЛ-02 [4]. 
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