The mean residual life function (mrlf) of a subject is defined as the average residual lifetime of the subject given that the subject has survived up to a given time point. A smooth nonparametric estimator of the mrlf is proposed using a scale mixtures of the empirical estimate of the mrlf. Asymptotic properties are established. The performances of the proposed estimator are studied based on simulated data sets and finally, a real data set is used to illustrate the practical relevance of the proposed estimator.
Introduction
The mean residual life function, the hazard function, and the survival function are complementary in understanding aging process, since each of them can be obtained from any one of the other two functions. The mean residual life function can serve as a more useful tool than the survival function and the hazard function to assess the remaining life expectancy. The mean residual life function (mrlf) of a lifetime random variable T with a finite expectation is defined as
m(t) ≡ E[T − t|T > t] = ∞ t S(u) S(t)
du, S(t) > 0,
where S(t) denotes the survival function associated with T . Note that m(t) must satisfy the conditions of the Characterization Theorem of Hall and Weller (1981) .
Since the mrlf is highly dependent on the tail behavior of the survival function. Therefore it is hard to estimate m(t) with precision, especially when no parametric form can be specified. Tsang and Jardine (1993) , Agarwal and Kalla (1996) , Kalla et al. (2001) , Gupta and Bradley (2003) , Lai et al. (2004) , and Gupta and Lvin (2005) utilized parametric approaches to estimate the mrlf. However, an incorrect specification of parametric assumptions is undesirable, especially when prediction is of interest. Many researchers then focus on using nonparametric estimation procedures to study m(t). Yang (1978) employed the empirical survival functionŜ(t) in (1) to obtain the empirical estimate of m(t) for complete data. Ghorai et al. (1982) first used the estimator of Kaplan and Meier (1958) of S(t) into (1) to obtain the empirical estimate of m(t) for censored data. Since the empirical estimators of Yang and Ghorai et al. are discontinuous at each observation, smooth estimation of the mrlf has been developed. Essentially, all the methods derive the smooth versions of m(t) by smoothing the survival functions. The kernel density method is often used. Kulasekara (1991) used the classical kernel density method. Ruiz and Guillamon (1996) used the recursive kernel density method. Abdous and Berred (2005) used the classical kernel density method with local linear fitting technique. Chaubey and Sen (1999) used the so called Hille's theorem (Hille, 1948) to smooth the survival function only for complete data, which is given bỹ
In the simulation study, we extend the method of Chaubey and Sen (1999) to right-censored data. In this study, we propose scale mixtures to smoothm e (t) directly instead of first obtaining a smooth estimate ofŜ(t) in Section 2. In Section 3, we present a simulation study to evaluate the performance of the proposed mrlf, the empirical mrlf, and the smooth mrlf (Chauby and Sen, 1999) . In Section 4, we compare the performance of the three mrlf estimators based on a real data set. In Section 5, we present some discussion and directions for further extensions.
A Scale Mixtures of the mrlf
Let T i denote the survival time of the i-th subject for i = 1, 2, . . . , n subjects. We denote the complete data set as D 0 = {T i : i = 1, 2, . . . , n}. In many applications T i 's are often right censored by C i 's, i.e., we only observe X i = min{T i , C i } and the indicator of censoring Δ i = I(C i − T i ) for i = 1, . . . , n. The censored data set is given by D 1 = {(X i , Δ i ) : i = 1, 2, . . . , n}. We assume that (T i , C i ) are independent and identically distributed (iid) and further we assume that T is independent of C.
In this section, we first introduce the Fellar Approximation Lemma and the Scale Mixture Theory. We then develop a smooth estimatorm m (t) of m(t) using the Feller Approximation Lemma.m m (t) happens to be a scale mixtures of the empirical mrlfm e (t). In the sense of the Scale Mixture Theory,m m (t) is a proper mrlf which satisfies the Characterization Thereom (Hall and Weller, 1981) . We then present closed calculation forms form e (t) andm m (t) for complete and censored data. Finally, we provide the asymptotic properties ofm m (·).
First, we restate the result due to Petrone and Veronese (2002) based on Feller (1966, p.219 
The proof of the lemma is given in Appendix A. Now, we introduce the Scale Mixture Theory. The proof of the theory is given in Appendix B. Now we propose a scale mixtures of the empirical mrlfm e (t). It is known thatm e (t) is a right continuous function on [0, T (n) ] andm e (t) = 0 for t > T (n) and hencem e (t) is a bounded function. Then, we can use the Feller Approximation Lemma to approximatem e (t)
) denotes a Gamma distribution with mean μ n (t) = t and variance σ 2 n (t) = t 2 kn and the density function is given by
where
θ kn e −knθ is the density function of a Ga(k n + 1, 1 kn ) distribution, and hence it follows from (b) of Theorem 1 thatm m (t) is a scale mixture mrlf and it is a proper mrlf.
We give a unified closed calculation form form e (t) for complete and censored data. Let the ordered observed data be 0
The empirical mrlfm e (t) can be expressed aŝ
is the KM estimate. Notice that w j = 1/n for complete data. Then,m m (t) can also be calculated with the same closed form for complete and censored data. The details of the calculation are given in the Appendix C.
is the cdf estimate for data with tied observations,m e (t) andm m (t) based on data with tied observations can be caluculated using the same closed forms as (6, 8) .
Next we show thatm m (t) is a smooth mrlf. To be a smooth estimate of m(t), m m (t) must satisfy the following conditions:
Under conditions (i) and (ii) and the assumption of k n = cn 1+ where > 0 and c is a constant, we claim thatm m (t) has the following properties:
Theorem 2.m m (t) pointwisely converges in probability to m(t).
(t)) is asymptotically a Gaussian process with mean identically zero and covaraince function σ(s, t), where
for complete data and
S(u)du, G(t) = P r[C > t], and H(t)
We know thatm e (t) for complete data by Yang(1978) andm e (t) for rightcensored by Ghorai et al. (1982) have the following asymptotic properties: (a)m e (t) pointwisely converges in probability to m(t):
is asymptotically a Gaussian process with mean identically zero and covaraince function given by GP (0, σ(s, t) ). Now we prove Theorem 2. Proof: Sincem e (t) pointwisely converges in probability to m(t) from Yang (1978) and Ghorai et al. (1982) , i.e.,m
then by Slutsky's Theoremm
Notice thatm
Yn is the mrlf ofT n Yn , whereT n takes T 1 , . . . , T n with probability of
Thus we can obtain the following relationship by DCT
This completes the proof of Theorem 2. Now we prove Theorem 3.
Proof:
First, we take Taylor's expansion onm
where t * n P → t as n → ∞. It can be seen from (6) 
Second, we substitute the Taylor's expansion into
Since we assume k n = cn 1+ where > 0, it can be seen that var
Hence, this completes the proof of Theorem 3.
Remark 2. Notice that the asymptotic properties ofm m (t) are the same as those of the estimator of Yang (1978) for complete data and the same as those of the estimator of Ghorai et al. (1982) for censored data.
A Simulation Study
We conducted a simulation study to explore the properties of the scale mixture mrlf. We extended the smooth estimation procedures of Chaubey and Sen (1999) to censored data. The simulation study was used to compare the performance of the empirical mrlfm e (t) (emrlf), the scale mixture mrlfm m (t)(mmrlf), and the smooth mrlfm s (t) (smrlf) (Chaubey and Sen, 1999) . The simulation study was conducted under these conditions:
• The data are generated from Wei(2, 2). The performance of emrlf, smrlf, and mmrlf is evaluated at the time points from quantile 0.01 to quantile 0.90 of this distribution.
• The censoring distribution is Exp(λ). The choices of λ to obtain the averaged censoring rates of 0%, 20%, 40%, and 60% are listed in the following table:
• A sample size of n = 100 and a Monte Carlo sample size of N = 1000 are used.
• The parameter k n in the Gamma distribution to calculate the scale mixture mrlfm m (t) (mmrlf) is set to be n 1.01 .
• The bias can be estimated asB(t) =
, and then the relative bias isB
. The MSE can be estimated as
and
is compared. Figures 1-4 show the graphical summary of the simulation for the targeted censoring rates of 0%, 20%, 40%, and 60%, respectively. In each figure, Panels 1, 3, and 5 feature the boxplots of the 1000 replications ofm(t) changing with time for emrlf, mmrlf, and smrlf, respectively. Panel 2 compares the averaged emrlf, mmrlf, and smrlf from the 1000 replications with the true mrlf. Panel 4 compares the bias of averaged emrlf, mmrlf, and smrlf with 0. Panel 6 shows the relative efficiency (RE) of emrlf to mmrlf (in dotted line), emrlf to smrlf (in dash line). Tables 2-5 list the relative bias and the relative efficiency for the experiments of the censoring rates of 0%, 20%, 40%, and 60%, respectively.
Generally, emrlf, mmrlf, and smrlf fit the data well for all the censoring rates of 0%, 20%, 40%, and 60%. With the increase of the censoring rate, the fluctuation of emrlf, mmrlf, and smrlf also increases, which indicates that the variation of emrlf, mmrlf, and smrlf increases with the censoring rate as expected. With the increase of the censoring rate, the bias for emrlf, mmrlf, and smrlf also increase. These are reasonable results, because the information provided by the data is limited by the censored observations. Figure 1 and Table 2 present the simulation results for data with 0% censoring rate, i.e., complete data. It can be seen from Figure 1 that emrlf, mmrlf, and smrlf have the similar performance for the small and moderate time points. While emrlf has the largest variation and the smrlf has the least variation for the extreme time points. From Table 2 , it can be seen that smrlf has larger relative biases at small time points compared to emrlf and mmrlf. It turns out that these biases of smrlf are statistically significant (P-value < 0.05) for all time points smaller than 1.92 (the 33%tile of this Weibull distribution). Generally, mmrlf has smaller biases than emrlf, though none of the biases from emrlf or mmrlf are significantly different from 0. In terms of relative efficiency, mmrlf is always better than emrlf. The smrlf is less efficient for small time points and more efficient for large time points compared to emrlf and smrlf. Therefore, based on relative bias and relative efficiency, mmrlf is a better estimator compared to emrlf, and mmrlf is a better estimator for small time points compared to smrlf. The reason why smrlf does better for large time points might be that the number of the observations used to calculate mmrlf and emrlf decreases with the increase of time, while the number of the observation used to calculate smrlf stays the same. In summary, mmrlf is a definitely better estimator compared to emrlf and a competitive estimator to smrlf for complete data. Figure 2 and Table 3 present the simulation results for data with 20% censoring rate. We get the similar results for slightly censored data as for the complete data, i.e., mmrlf is a better estimator compared to emrlf and a better estimator for small data points compared to smrlf. Figure 3 and Table 4 present the simulation results for data with 40% censoring rate. For all the time points studied in this simulation, smrlf is significantly biased. It appears that emrlf and mmrlf are only biased for time points larger than quantile 0.875 (P-value < 0.05). Therefore, for moderately censored data, mmrlf is better than emrlf and smrlf. Figure 4 and Table 5 present the simulation results for data with 60% censoring rate. For highly censored data, emrlf, mmrlf and smrlf are all significantly biased for all the time points evaluated (P-value < 0.05). However, the biases from emrlf and smrlf are smaller than those from smrlf. Therefore, for highly censored data, emrlf, smrlf and mmrlf are not so good estimators.
Considering the fact that we sometimes may encounter data sets with a very large sample size, we attempted to compare the performance of emrlf, mmrlf, and smrlf for a simulation study for data with a sample size of 5000. We set the other conditions as before, except that the sample size n changed to 5000 from 100. Since the calculation of smrlf involves smoothing the survival function in the numerator and denominator (see (2)), the computation for data with a sample size of 5000 is very intensive. We failed to do the simulation for smrlf under our computing resource. Sincem e (t) andm m (t) have closed calculation forms, it did not take much time to do the simulation for emrlf and mmrlf. The results show that mmrlf is more efficient compared to emrlf for data with a very large sample size.
Application to a Melanoma Study
We apply our estimation methods to the data set given in Ghorai et al. (1982) . This data set has the survival times (in weeks) of 68 participants of a melanoma study conducted by the Central Oncology Group with headquarters at the University of Wisconsin-Madison. This data set has a censoring rate of 58.8%. Figure 5 shows the results of the three methods. Panel 1 compares emrlf, mmrlf, and smrlf. Panel 2-4 show the 95% asymptotic confidence interval from case resampling for emrlf, mmrlf, and smrlf, respectively. It can be seen that emrlf, mmrlf, and smrlf have similar results for this highly censored data. However, unlike emrlf is a discontinuous estimator, mmrlf and smrlf are smooth estimators. It also can be seen that emrlf vanishes at the largest time point, while mmrlf and smrlf can take positive values. This indicates that mmrlf and smrlf can have a better prediction performance than emrlf even outside the observed time range. Table 1 shows the estimates of the mean residual life function and their corresponding 95% confidence intervals from the empirical mrlf procedure, the scale mixture mrlf procedure, and the modified Chaubey and Sen's mrlf procedure at some time points. The time points are 23. 4, 58.5, 117, 175.5, and 210.6 , which are the 10th, 25th, 50th, 75th, and 90th percentiles of observed times. For example, the 50th percentile of the times is 117, thenm m (117) = 54.2. This indicates that the expected number of weeks that a melanoma patient will survive is about 54, (11.8, 28.3) given that the patient has already survived at least 117 weeks after entering the study. Also a 95% confidence interval form m (117) is (40.6, 69.8), which indicates that it is highly unlikely that the patient will survival beyond about 70 weeks and it is also highly unlikely that the patient will survival less than about 40 weeks after entering the study for 117 weeks.
Notice that the conclusions derived from Table 1 can not be made using the hazard function directly. This illustrates one of the advantages of using the mean residual life function over the traditional hazard function.
Discussion
In the literature, researchers often first estimate the survival function and then calculatem e (t). The closed form ofm e (t) from (6) provides an easy and unified calculation procedure for complete data and right-censored data. The closed form of our scale mixture mrlfm m (t) from (8) is a nonparametric smooth estimator of the mrlf for complete and right censored data. m m (t) is always a better estimator compared tom e (t). In terms of bias,m m (t) is always a better estimator compared to the Chaubey and Sen's (1999) estimator m s (t). In terms of MSE,m m (t) is competitive tom s (t).
Finally,m e (t) andm m (t) are computationally less demanding compared to thê m s (t). 
