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Oscillations of parabolic systems with functional arguments ∗
Yutaka Shoukaku and Norio Yoshida
Abstract. Systems of parabolic equations with functional arguments
are studied, and sufficient conditions are derived for every solution of
boundary value problems to be weakly oscillatory (that is, at least
one of its components is oscillatory) in a cylindrical domain. Three
kinds of boundary conditions are considered.
1. Introduction
We are concerned with the oscillation of the system of parabolic equa-
tions with functional arguments
∂
∂t
(
U(x, t) +
∑`
i=1
Hi(t)U(x, ρi(t))
)
−A(t)∆U(x, t)
−
K∑
i=1
Bi(t)∆U(x, τi(t)) +
m∑
i=1
Pi(x, t)ϕi(U(x, σi(t)))
= F (x, t), (x, t) ∈ Ω ≡ G× (0,∞), (1)
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where G is a bounded domain in Rn with piecewise smooth boundary ∂G,
∆ is the Laplacian in Rn, and
Hi(t) = (hijk(t))Mj,k=1, A(t) = (ajk(t))
M
j,k=1, Bi(t) = (bijk(t))
M
j,k=1,
Pi(x, t) = (pijk(x, t))Mj,k=1,
U(x, t) =
(
u1(x, t), ..., uM (x, t)
)T
,
U(x, ρi(t)) =
(
u1(x, ρi(t)), ..., uM (x, ρi(t))
)T
,
U(x, τi(t)) =
(
u1(x, τi1(t)), ..., uM (x, τiM (t))
)T
,
ϕi
(
U(x, σi(t))) = (ϕi1(u1(x, σi(t))), ..., ϕiM (uM (x, σi(t)))
)T
,
F (x, t) = (f1(x, t), ..., fM (x, t))T ,
the superscript T denoting the transpose.
We easily see that (1) is equivalent to the following system :
∂
∂t
(
uj(x, t) +
∑`
i=1
M∑
k=1
hijk(t)uk(x, ρi(t))
)
−
M∑
k=1
ajk(t)∆uk(x, t)−
K∑
i=1
M∑
k=1
bijk(t)∆uk(x, τik(t))
+
m∑
i=1
M∑
k=1
pijk(x, t)ϕik
(
uk(x, σi(t))) = fj(x, t) (j = 1, 2, ...,M) (2)
for (x, t) ∈ Ω ≡ G× (0,∞).
The boundary conditions to be considered are the following :
(B1) uj = ψj on ∂G× (0,∞) (j = 1, 2, ...,M),
(B2)
∂uj
∂ν
+ µuj = ψ˜j on ∂G× (0,∞) (j = 1, 2, ...,M),
(B3)
∂uj
∂ν
= ψ¯j on ∂G× (0,∞) (j = 1, 2, ...,M),
where ψj , ψ˜j , ψ¯j ∈ C(∂G× (0,∞);R), µ ∈ C(∂G; (0,∞)) and ν denotes the
unit exterior normal vector to ∂G.
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It is assumed that :
(H1) hijk(t) ∈ C1([0,∞); [0,∞)) (i = 1, 2, ..., `; j, k = 1, 2, ...,M),
ajk(t) ∈ C([0,∞); [0,∞)) (j, k = 1, 2, ...,M),
bijk(t) ∈ C([0,∞); [0,∞)) (i = 1, 2, ...,K; j, k = 1, 2, ...,M),
pijk(x, t) ∈ C(G× [0,∞); [0,∞)) (i = 1, 2, ...,m; j, k = 1, 2, ...,M),
fj(x, t) ∈ C(G× [0,∞);R) (j = 1, 2, ...,M) ;
(H2) ρi(t) ∈ C1([0,∞);R), lim
t→∞ ρi(t) =∞ (i = 1, 2, ..., `),
τik(t) ∈ C([0,∞);R), lim
t→∞ τik(t) =∞ (i = 1, 2, ...,K; k = 1, 2, ...,M),
σi(t) ∈ C([0,∞);R), lim
t→∞σi(t) =∞ (i = 1, 2, ...,m) ;
(H3) ϕik(ξ) ∈ C(R;R), ϕik(ξ) ≥ 0 for ξ ≥ 0, ϕik(−ξ) = −ϕik(ξ) for ξ > 0
and ϕik(ξ) are convex in (0,∞) (i = 1, 2, ...,m; k = 1, 2, ...,M) ;
(H4) hikk(t)−
M∑
j=1
j 6=k
hijk(t) ≥ 0 (i = 1, 2, ..., `; k = 1, 2, ...,M) ;
(H5) akk(t)−
M∑
j=1
j 6=k
ajk(t) ≥ 0 (k = 1, 2, ...,M) ;
(H6) bikk(t)−
M∑
j=1
j 6=k
bijk(t) ≥ 0 (i = 1, 2, ...,K; k = 1, 2, ...,M) ;
(H7) pikk(x, t)−
M∑
j=1
j 6=k
pijk(x, t) ≥ 0 (i = 1, 2, ...,m; k = 1, 2, ...,M) ;
(H8) ρi(t) ≥ t (i = 1, 2, ..., `) ;
(H9) ϕˆi(ξ) ≡ min
1≤k≤M
ϕik(ξ) is nondecreasing and convex in (0,∞)
(i = 1, 2, ...,m).
Definition 1. By a solution of system (2) we mean a vector function(
u1(x, t), ..., uM (x, t)
)
such that uj(x, t) ∈ C2(G × [t−1,∞);R) ∩ C1(G ×
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[tˆ−1,∞);R) ∩ C(G × [t˜−1,∞);R), and uj(x, t) (j = 1, 2, ...,M) satisfy (2)
in Ω, where
t−1 = min
0, min1≤i≤K
1≤k≤M
{
inf
t≥0
τik(t)
} ,
tˆ−1 = min
{
0, min
1≤i≤`
{
inf
t≥0
ρi(t)
}}
,
t˜−1 = min
{
0, min
1≤i≤m
{
inf
t≥0
σi(t)
}}
.
Definition 2. A solution
(
u1(x, t), ..., uM (x, t)
)
of system (2) is said to
be weakly oscillatory in Ω if at least one of its components is oscillatory in
Ω (cf. Ladde, Lakshmikantham and Zhang [3, Definition 6.2.1]).
In 1990, Gopalsamy [2] investigated the oscillations of solutions of certain
parabolic system of neutral type, and Liu [7] obtained the oscillation results
for the system of nonlinear delay parabolic equations. Recently there is an
increasing interest in studying the oscillation of parabolic systems with
functional arguments, see, e.g., Li and Cui [4], Li and Meng [6], Li, Cui
and Debnath [5] and the references cited therein. However, all of them
pertain to the case where the matrices Hi(t) are the diagonal matrices or
Hi(t) ≡ 0.
The purpose of this paper is to derive sufficient conditions for every
solution of the boundary value problems (2), (Bi) (i = 1, 2, 3) to be weakly
oscillatory in a cylindrical domain G × (0,∞). We note that the matrices
Hi(t) are not necessarily the diagonal matrices.
In Section 2 we deal with the boundary condition (B1), and Sections 3
and 4 are devoted to the boundary conditions (B2) and (B3), respectively.
2. Boundary condition (B1)
In this section we obtain oscillation results for the boundary value prob-
lem (2), (B1).
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It is known that the first eigenvalue λ1 of the eigenvalue problem
−∆w = λw in G
w = 0 on ∂G
is positive and the corresponding eigenfunction Φ(x) may be chosen so that
Φ(x) > 0 in G (see Courant and Hilbert [1]).
We use the notation :
Ψj(t) = KΦ
∫
∂G
ψj
∂Φ(x)
∂ν
dS (j = 1, 2, ...,M),
Fj(t) = KΦ
∫
G
fj(x, t)Φ(x)dx (j = 1, 2, ...,M),[
Θ(t)
]
± = max{±Θ(t), 0},
Γ =
{(
(−1)α1 , (−1)α2 , ..., (−1)αM )); αj = 0, 1 (j = 1, 2, ...,M)} ,
where
KΦ =
(∫
G
Φ(x)dx
)−1
.
We note that #Γ = 2M and −γ ∈ Γ for γ ∈ Γ, and hence Γ ={
±γ; γ ∈ Γ˜
}
for some Γ˜ ⊂ Γ with #Γ˜ = 2M−1. For example, we let
M = 2. Then we observe that
Γ = {(1, 1), (1,−1), (−1, 1), (−1,−1)}
and
Γ = {±(1, 1),±(1,−1)} = {±γ; γ ∈ Γ˜},
where
Γ˜ = {(1, 1), (1,−1)}.
Theorem 1. Assume that the hypotheses (H1)–(H9) hold. If the following
conditions are satisfied :
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(H10)
∑`
i=1
M∑
j=1
h˜ij(t) ≤ 1 on [t0,∞) for some t0 > 0 ;
(H11) there exist functions Θγ(t) ∈ C1([t0,∞);R) (γ ∈ Γ) such that Θγ(t)
is oscillatory at t = ∞ and Θ′γ(t) = γ ·
(
Gj(t)
)M
j=1
(· denotes the
scalar product)
and if for some j0 ∈ {1, 2, ...,m}∫ ∞
t0
pˆj0(t)ϕˆj0
([(
1−
∑`
i=1
M∑
j=1
h˜ij(σj0(t))
)[
Θγ(σj0(t))
]
−
+Θˆγ(σj0(t))
]
+
)
dt =∞, (3)
then every solution
(
u1(x, t), ..., uM (x, t)
)
of the boundary value problem
(2), (B1) is weakly oscillatory in Ω, where
h˜ij(t) = max
1≤k≤M
hijk(t),
Gj(t) =
1
M
(
Fj(t)−
M∑
k=1
ajk(t)Ψk(t)−
K∑
i=1
M∑
k=1
bijk(t)Ψk(τik(t))
)
,
pˆi(t) = min
x∈G
 min1≤k≤M
pikk(x, t)− M∑
j=1
j 6=k
pijk(x, t)

 ,
Θˆγ(t) = Θγ(t)−
∑`
i=1
M∑
j=1
h˜ij(t)Θγ(ρi(t)).
Proof. Suppose that there is a solution
(
u1(x, t), ..., uM (x, t)
)
of the prob-
lem (2), (B1) which is not weakly oscillatory in Ω. Then, each component
uj(x, t) is nonoscillatory in Ω. We easily see that there is a number t1 ≥ t0
such that |uj(x, t)| > 0 for x ∈ G, t ≥ t1 (j = 1, 2, ...,M). Letting
wj(x, t) = δj uj(x, t),
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where δj = sgn uj(x, t), we find that wj(x, t) = |uj(x, t)| > 0 in G× [t1,∞).
There exists a number t2 ≥ t1 such that wj(x, t) > 0, wj(x, ρi(t)) > 0,
wj(x, τij(t)) > 0, wj(x, σi(t)) > 0 in G× [t2,∞). Multiplying (2) by δj , we
obtain
∂
∂t
(
wj(x, t) +
∑`
i=1
M∑
k=1
δjhijk(t)δkwk(x, ρi(t))
)
−δj
M∑
k=1
ajk(t)∆uk(x, t)− δj
K∑
i=1
M∑
k=1
bijk(t)∆uk(x, τik(t))
+
m∑
i=1
pijj(x, t)ϕij(wj(x, σi(t)))+ M∑
k=1
k 6=j
δjpijk(x, t)δkϕik
(
wk(x, σi(t))
)
= δjfj(x, t) (j = 1, 2, ...,M). (4)
It is easy to check that
M∑
j=1
pijj(x, t)ϕij(wj(x, σi(t)))+ M∑
k=1
k 6=j
δjpijk(x, t)δkϕik
(
wk(x, σi(t))
)
≥
M∑
j=1
pijj(x, t)ϕij(wj(x, σi(t)))− M∑
k=1
k 6=j
pijk(x, t)ϕik
(
wk(x, σi(t))
)
=
M∑
j=1
pijj(x, t)ϕij
(
wj(x, σi(t))
)− M∑
k=1
M∑
j=1
j 6=k
pijk(x, t)ϕik
(
wk(x, σi(t))
)
=
M∑
k=1
pikk(x, t)− M∑
j=1
j 6=k
pijk(x, t)
ϕik(wk(x, σi(t))) in G× [t2,∞). (5)
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The hypotheses (H7) and (H9) imply that
m∑
i=1
M∑
k=1
pikk(x, t)− M∑
j=1
j 6=k
pijk(x, t)
ϕik(wk(x, σi(t)))
≥
m∑
i=1
min
1≤k≤M
pikk(x, t)− M∑
j=1
j 6=k
pijk(x, t)
 M∑
k=1
ϕik
(
wk(x, σi(t))
)
≥
m∑
i=1
min
x∈G
 min1≤k≤M
pikk(x, t)− M∑
j=1
j 6=k
pijk(x, t)


M∑
k=1
ϕik
(
wk(x, σi(t))
)
=
m∑
i=1
pˆi(t)
M∑
k=1
ϕik
(
wk(x, σi(t))
)
≥
m∑
i=1
pˆi(t)
M∑
k=1
ϕˆi
(
wk(x, σi(t))
)
in G× [t2,∞). (6)
Combining (5) with (6) yields the following
m∑
i=1
M∑
j=1
pijj(x, t)ϕij(wj(x, σi(t)))+ M∑
k=1
k 6=j
δjpijk(x, t)δkϕik
(
wk(x, σi(t))
)
≥
m∑
i=1
pˆi(t)
M∑
k=1
ϕˆi
(
wk(x, σi(t))
)
in G× [t2,∞). (7)
Summing (4) over j (j = 1, 2, ...,M) and taking account of (7), we obtain
∂
∂t
 M∑
j=1
wj(x, t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)wk(x, ρi(t))

−
M∑
j,k=1
δjδkajk(t)∆wk(x, t)−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)∆wk(x, τik(t))
+
m∑
i=1
pˆi(t)
M∑
k=1
ϕˆi
(
wk(x, σi(t))
) ≤ M∑
j=1
δjfj(x, t) in G× [t2,∞). (8)
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Multiplying (8) by KΦΦ(x) and then integrating over G yields
∂
∂t
 M∑
j=1
Wj(t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t))

−
M∑
j,k=1
δjδkajk(t)KΦ
∫
G
∆wk(x, t)Φ(x)dx
−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)KΦ
∫
G
∆wk(x, τik(t))Φ(x)dx
+
m∑
i=1
pˆi(t)
M∑
k=1
KΦ
∫
G
ϕˆi
(
wk(x, σi(t))
)
Φ(x)dx ≤
M∑
j=1
δjFj(t) (9)
for t ≥ t2, where
Wj(t) = KΦ
∫
G
wj(x, t)Φ(x)dx (j = 1, 2, ...,M).
It follows from Green’s formula that
KΦ
∫
G
∆wk(x, t)Φ(x)dx = −δkΨk(t)− λ1Wk(t),
and therefore
−
M∑
j,k=1
δjδkajk(t)KΦ
∫
G
∆wk(x, t)Φ(x)dx
=
M∑
j=1
δj
(
M∑
k=1
ajk(t)Ψk(t)
)
+ λ1
M∑
j,k=1
δjδkajk(t)Wk(t)
≥
M∑
j=1
δj
(
M∑
k=1
ajk(t)Ψk(t)
)
+ λ1
M∑
k=1
akk(t)− M∑
j=1
j 6=k
ajk(t)
Wk(t)
≥
M∑
j=1
δj
(
M∑
k=1
ajk(t)Ψk(t)
)
, t ≥ t2 (10)
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in view of the hypothesis (H5). Analogously we have
−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)KΦ
∫
G
∆wk(x, τik(t))Φ(x)dx
≥
M∑
j=1
δj
(
K∑
i=1
M∑
k=1
bijk(t)Ψk(τik(t))
)
, t ≥ t2. (11)
An application of Jensen’s inequality shows that
KΦ
∫
G
ϕˆi
(
wk(x, σi(t))
)
Φ(x)dx ≥ ϕˆi
(
Wk(σi(t))
)
, t ≥ t2. (12)
Combining (9)–(12) yields
d
dt
 M∑
j=1
Wj(t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t))

+
m∑
i=1
pˆi(t)
M∑
k=1
ϕˆi
(
Wk(σi(t))
)
≤
M∑
j=1
δj
(
Fj(t)−
M∑
k=1
ajk(t)Ψk(t)−
K∑
i=1
M∑
k=1
bijk(t)Ψk(τik(t))
)
(13)
for t ≥ t2. We use Jensen’s inequality to obtain
M∑
k=1
ϕˆi
(
Wk(σi(t))
) ≥Mϕˆi(∑Mk=1Wk(σi(t))
M
)
, t ≥ t2. (14)
From (13) and (14) we see that
d
dt
V (t) + 1
M
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t))
+ m∑
i=1
pˆi(t)ϕˆi(V (σi(t)))
≤
M∑
j=1
δjGj(t), t ≥ t2, (15)
where
V (t) =
∑M
k=1Wk(t)
M
.
Oscillations of parabolic systems with functional arguments 115
There exists γ ∈ Γ such that ∑Mj=1 δjGj(t) = γ · (Gj(t))Mj=1. Letting
Y (t) = V (t) +
1
M
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t))−Θγ(t),
we find that
Y ′(t) ≤ −
m∑
i=1
pˆi(t)ϕˆi(V (σi(t))) ≤ 0, t ≥ t2. (16)
Therefore, Y (t) > 0 or Y (t) ≤ 0 on [t3,∞) for some t3 ≥ t2. If Y (t) ≤ 0 on
[t3,∞), then
V (t) +
1
M
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t)) ≤ Θγ(t), t ≥ t3,
and therefore
V (t) +
1
M
∑`
i=1
M∑
k=1
hikk(t)− M∑
j=1
j 6=k
hijk(t)
Wk(ρi(t)) ≤ Θγ(t), t ≥ t3. (17)
The left hand side of (17) is positive in view of the hypothesis (H4), whereas
the right hand side of (17) is oscillatory at t =∞. This is a contradiction.
Hence, we conclude that Y (t) > 0 on [t3,∞). Since Y (t) + Θγ(t) ≥ 0 on
[t3,∞), we see that
Y (t) ≥ [Θγ(t)]− , t ≥ t3.
In view of the fact that V (t) ≤ Y (t) +Θγ(t) and Y (t) is nonincreasing, we
obtain
V (t) = Y (t)− 1
M
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t)) + Θγ(t)
≥ Y (t)−
∑`
i=1
M∑
j=1
h˜ij(t)V (ρi(t)) + Θγ(t)
≥ Y (t)−
∑`
i=1
M∑
j=1
h˜ij(t)
(
Y (ρi(t)) + Θγ(ρi(t))
)
+Θγ(t)
≥
1− ∑`
i=1
M∑
j=1
h˜ij(t)
Y (t) + Θˆγ(t), t ≥ t3. (18)
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Since Y (t) ≥ [Θγ(t)]− and V (t) > 0 for t ≥ t3, from (18) we have
V (t) ≥
1− ∑`
i=1
M∑
j=1
h˜ij(t)
 [Θγ(t)]− + Θˆγ(t)

+
, t ≥ t3. (19)
Since ϕˆj0(ξ) is nondecreasing, we see from (16) and (19) that
pˆj0(t)ϕˆj0
1− ∑`
i=1
M∑
j=1
h˜ij(σj0(t))
 [Θγ(σj0(t))]− + Θˆγ(σj0(t))

+

≤ −Y ′(t), t ≥ t4 (20)
for some t4 ≥ t3. Integrating (20) over [t4,∞) yields∫ t
t4
pˆj0(s)ϕˆj0
([(
1−
∑`
i=1
M∑
j=1
h˜ij(σj0(s))
)
[Θγ(σj0(s))]− + Θˆγ(σj0(s))
]
+
)
ds
≤ −Y (t) + Y (t4) ≤ Y (t4), t ≥ t4.
This contradicts the hypothesis (3) and completes the proof.
Remark. Since Γ =
{
±γ; γ ∈ Γ˜
}
for some Γ˜ ⊂ Γ with #Γ˜ = 2M−1,
Theorem 1 holds true if the hypothesis (H11) and the condition (3) are
replaced by
(H˜11) there exist functions Θγ(t) ∈ C1([t0,∞);R) (γ ∈ Γ˜) such that Θγ(t)
is oscillatory at t =∞ and Θ′γ(t) = γ ·
(
Gj(t)
)M
j=1
(· denotes the scalar
product)
and ∫ ∞
t0
pˆj0(t)ϕˆj0
([(
1−
∑`
i=1
M∑
j=1
h˜ij(σj0(t))
)[
Θγ(σj0(t))
]
∓
±Θˆγ(σj0(t))
]
+
)
dt =∞,
respectively.
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Theorem 2. Assume that the hypotheses (H1)–(H9) hold. Every solution(
u1(x, t), ..., uM (x, t)
)
of the boundary value problem (2), (B1) is weakly
oscillatory in Ω if for any γ ∈ Γ
lim inf
t→∞
∫ t
T
γ · (Gj(s))Mj=1ds = −∞ (21)
for all large T .
Proof. Suppose that there is a solution
(
u1(x, t), ..., uM (x, t)
)
of the prob-
lem (2), (B1) which is not weakly oscillatory in Ω. Proceeding as in the
proof of Theorem 1, we observe that (15) holds, and therefore
d
dt
V (t) + 1
M
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t))

≤
M∑
j=1
δjGj(t), t ≥ t2 (22)
for some t2 > 0. Integrating (22) over [t2, t] yields
V˜ (t)− V˜ (t0) ≤
∫ t
t0
M∑
j=1
δjGj(s)ds
=
∫ t
t0
γ · (Gj(s))Mj=1ds (23)
for some γ ∈ Γ, where
V˜ (t) = V (t) +
1
M
∑`
i=1
M∑
j,k=1
δjδkhijk(t)Wk(ρi(t)).
We note that
V˜ (t) ≥ V (t) + 1
M
∑`
i=1
M∑
k=1
hikk(t)− M∑
j=1
j 6=k
hijk(t)
Wk(ρi(t))
> 0, t > t3
for some t3 ≥ t2 (cf. (17)). The left hand side of (23) is bounded from
below, whereas the right hand side of (23) is not bounded from below by
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(21). This is a contradiction and the proof is complete.
Example 1. We consider the system of parabolic equations
∂
∂t
(
u1(x, t) +
1
2
u1(x, t+ 2pi) +
1
4
u2(x, t+ 2pi)
)
−∂
2u1
∂x2
(x, t)− 1
8
e−2pi
∂2u2
∂x2
(x, t)
−∂
2u1
∂x2
(x, t− pi)− 1
16
∂2u2
∂x2
(x, t+ 2pi)
+
1
2
u1
(
x, t− pi
2
)
+
1
16
e−
5
2
piu2
(
x, t− pi
2
)
= (sinx) cos t,
∂
∂t
(
u2(x, t) +
1
4
u1(x, t+ 2pi) +
1
4
u2(x, t+ 2pi)
)
−∂
2u1
∂x2
(x, t)− ∂
2u2
∂x2
(x, t)− ∂
2u1
∂x2
(x, t− pi)− 1
4
∂2u2
∂x2
(x, t+ 2pi)
+
1
4
u1
(
x, t− pi
2
)
+ e−
pi
2 u2
(
x, t− pi
2
)
= (sinx) e−t,
(x, t) ∈ (0, pi)× (0,∞)
(24)
with the boundary condition
uj(0, t) = uj(pi, t) = 0, t > 0 (j = 1, 2). (25)
Here G = (0, pi), n = 1, M = 2, ` = K = m = 1, h111(t) = 12 , h112(t) =
h121(t) = h122(t) = 14 , ρ1(t) = t + 2pi, a11(t) = 1, a12(t) =
1
8e
−2pi, a21(t) =
a22(t) = 1, b111(t) = 1, b112(t) = 116 , b121(t) = 1, b122(t) =
1
4 , τ11(t) =
t − pi, τ12(t) = t + 2pi, p111(x, t) = 12 , p112(t) = 116e−
5
2
pi, p121(t) = 14 ,
p122(t) = e−
pi
2 , σ1(t) = t − pi2 , ϕ11(ξ) = ϕ12(ξ) = ξ, f1(x, t) = (sinx) cos t,
f2(x, t) = (sinx) e−t, ψj(x, t) = 0 (j = 1, 2). We see that
h˜11(t) =
1
2
, h˜12(t) =
1
4
,
pˆ1(t) = e−
pi
2
(
1− 1
16
e−2pi
)
.
It is easily seen that λ1 = 1, Φ(x) = sinx, Ψk(t) = 0 (k = 1, 2), G1(t) =
1
2F1(t) =
pi
8 cos t and G2(t) =
1
2F2(t) =
pi
8 e
−t. Letting
Θ(1,1)(t) =
pi
8
(
sin t− e−t) ,
Θ(1,−1)(t) =
pi
8
(
sin t+ e−t
)
,
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we obtain
Θˆ(1,1)(t) =
pi
8
(
1
4
sin t− e−t + 3
4
e−t−2pi
)
,
Θˆ(1,−1)(t) =
pi
8
(
1
4
sin t+ e−t − 3
4
e−t−2pi
)
.
Since ∫ ∞
t0
pi
8
e−
pi
2
(
1− 1
16
e−2pi
)[(
1− 3
4
)[
sin
(
t− pi
2
)
− e−t+pi2
]
∓
±
(
1
4
sin
(
t− pi
2
)
− e−t+pi2 + 3
4
e−t−
3
2
pi
)]
+
dt
≥ pi
8
e−
pi
2
(
1− 1
16
e−2pi
)∫ ∞
t0
[
−1
4
cos t− e−t+pi2 + 3
4
e−t−
3
2
pi
]
±
dt
=∞
and ∫ ∞
t0
pi
8
e−
pi
2
(
1− 1
16
e−2pi
)[(
1− 3
4
)[
sin
(
t− pi
2
)
+ e−t+
pi
2
]
∓
±
(
1
4
sin
(
t− pi
2
)
+ e−t+
pi
2 − 3
4
e−t−
3
2
pi
)]
+
dt
≥ pi
8
e−
pi
2
(
1− 1
16
e−2pi
)∫ ∞
t0
[
−1
4
cos t+ e−t+
pi
2 − 3
4
e−t−
3
2
pi
]
±
dt
=∞,
it follows from Theorem 1 and Remark that every solution (u1(x, t), u2(x, t))
of the problem (24), (25) is weakly oscillatory in (0, pi)× (0,∞). One such
solution is
U(x, t) =
(
(sinx) sin t
(sinx) e−t
)
.
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3. Boundary condition (B2)
Next we consider the boundary condition (B2). Let λ˜1 be the first eigen-
value of the eigenvalue problem
−∆w = λw in G
∂w
∂ν
+ µw = 0 on ∂G
and Φ˜(x) be the corresponding eigenfunction such that Φ˜(x) > 0 in G (see
Ye and Li [8, Theorem 3.3.22]).
We use the notation :
Ψ˜j(t) = KΦ˜
∫
∂G
ψ˜jΦ˜(x)dS (j = 1, 2, ...,M),
F˜j(t) = KΦ˜
∫
G
fj(x, t)Φ˜(x)dx (j = 1, 2, ...,M),
where
KΦ˜ =
(∫
G
Φ˜(x)dx
)−1
.
Theorem 3. Assume that the hypotheses (H1)–(H10) hold. If the following
condition is satisfied :
(H12) there exist functions Θγ(t) ∈ C1([t0,∞);R) (γ ∈ Γ) such that Θγ(t)
is oscillatory at t = ∞ and Θ′γ(t) = γ ·
(
G˜j(t)
)M
j=1
(· denotes the
scalar product)
and if for some j0 ∈ {1, 2, ...,m}∫ ∞
t0
pˆj0(t)ϕˆj0
([(
1−
∑`
i=1
M∑
j=1
h˜ij(σj0(t))
)[
Θγ(σj0(t))
]
−
+Θˆγ(σj0(t))
]
+
)
dt =∞,
then every solution
(
u1(x, t), ..., uM (x, t)
)
of the boundary value problem
(2), (B2) is weakly oscillatory in Ω, where
G˜j(t) =
1
M
(
F˜j(t) +
M∑
k=1
ajk(t)Ψ˜k(t) +
K∑
i=1
M∑
k=1
bijk(t)Ψ˜k(τik(t))
)
.
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Proof. Suppose that there is a solution
(
u1(x, t), ..., uM (x, t)
)
of the prob-
lem (2), (B2) which is not weakly oscillatory in Ω. Then, each component
uj(x, t) is nonoscillatory in Ω. Proceeding as in the proof of Theorem 1, we
observe that the inequality (8) holds for some t2 ≥ t0. Multiplying (8) by
KΦ˜Φ˜(x) and then integrating over G yields
∂
∂t
 M∑
j=1
W˜j(t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)W˜k(ρi(t))

−
M∑
j,k=1
δjδkajk(t)KΦ˜
∫
G
∆wk(x, t)Φ˜(x)dx
−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)KΦ˜
∫
G
∆wk(x, τik(t))Φ˜(x)dx
+
m∑
i=1
pˆi(t)
M∑
k=1
KΦ˜
∫
G
ϕˆi
(
wk(x, σi(t))
)
Φ˜(x)dx ≤
M∑
j=1
δjF˜j(t) (26)
for t ≥ t2, where
W˜j(t) = KΦ˜
∫
G
wj(x, t)Φ˜(x)dx (j = 1, 2, ...,M).
It follows from Green’s formula that
KΦ˜
∫
G
∆wk(x, t)Φ˜(x)dx
= KΦ˜
∫
∂G
[
∂wk
∂ν
(x, t)Φ˜(x)− wk(x, t)∂Φ˜(x)
∂ν
]
dS
+KΦ˜
∫
G
wk(x, t)∆Φ˜(x)dx
= KΦ˜
∫
∂G
δkψ˜k Φ˜(x)dS − λ˜1KΦ˜
∫
G
wk(x, t)Φ˜(x)dx
= δkΨ˜k(t)− λ˜1W˜k(t).
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Therefore we have
−
M∑
j,k=1
δjδkajk(t)KΦ˜
∫
G
∆wk(x, t)Φ˜(x)dx
=
M∑
j=1
δj
(
−
M∑
k=1
ajk(t)Ψ˜k(t)
)
+ λ˜1
M∑
j,k=1
δjδkajk(t)W˜k(t)
≥
M∑
j=1
δj
(
−
M∑
k=1
ajk(t)Ψ˜k(t)
)
+ λ˜1
M∑
k=1
akk(t)− M∑
j=1
j 6=k
ajk(t)
 W˜k(t)
≥
M∑
j=1
δj
(
−
M∑
k=1
ajk(t)Ψ˜k(t)
)
, t ≥ t2. (27)
Similarly we obtain
−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)KΦ˜
∫
G
∆wk(x, τik(t))Φ˜(x)dx
≥
M∑
j=1
δj
(
−
K∑
i=1
M∑
k=1
bijk(t)Ψ˜k(τik(t))
)
, t ≥ t2. (28)
An application of Jensen’s inequality yields
KΦ˜
∫
G
ϕˆi
(
wk(x, σi(t))
)
Φ˜(x)dx ≥ ϕˆi
(
W˜k(σi(t))
)
, t ≥ t2. (29)
Combining (26)–(29), we see that
d
dt
 M∑
j=1
W˜j(t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)W˜k(ρi(t))

+
m∑
i=1
pˆi(t)
M∑
k=1
ϕˆi
(
W˜k(σi(t))
)
≤
M∑
j=1
δjMG˜j(t), t ≥ t2.
Arguing as in the proof of Theorem 1, we are led to a contradiction. The
proof is complete.
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Theorem 4. Assume that the hypotheses (H1)–(H9) hold. Every solution(
u1(x, t), ..., uM (x, t)
)
of the boundary value problem (2), (B2) is weakly
oscillatory in Ω if for any γ ∈ Γ
lim inf
t→∞
∫ t
T
γ · (G˜j(s))Mj=1ds = −∞
for all large T .
Proof. The proof is quite similar to that of Theorem 2, and hence will be
omitted.
Example 2. Consider the system of parabolic equations
∂
∂t
(
u1(x, t) +
1
2
u1(x, t+ 2pi) +
1
2
u2(x, t+ 2pi)
)
−∂
2u1
∂x2
(x, t)− 1
8
e−2pi
∂2u2
∂x2
(x, t)
−∂
2u1
∂x2
(x, t− pi)− 1
4
e−pi
∂2u2
∂x2
(x, t+ pi)
+
5
2
u1
(
x, t− pi
2
)
+
1
8
e−
5
2
piu2
(
x, t− pi
2
)
= (sinx) sin t,
∂
∂t
(
u2(x, t) +
1
3
u1(x, t+ 2pi) +
1
3
u2(x, t+ 2pi)
)
−∂
2u1
∂x2
(x, t)− ∂
2u2
∂x2
(x, t)
−∂
2u1
∂x2
(x, t− pi)− e−pi ∂
2u2
∂x2
(x, t+ pi)
+
1
3
u1
(
x, t− pi
2
)
+
1
3
e−
5
2
piu2
(
x, t− pi
2
)
= (sinx) e−t−2pi,
(x, t) ∈ (0, pi)× (0,∞)
(30)
with the boundary condition
−∂u1
∂x
(0, t) +
1
2
u1(0, t) =
∂u1
∂x
(pi, t) +
1
2
u1(pi, t) = − cos t,
−∂u2
∂x
(0, t) +
1
2
u2(0, t) =
∂u2
∂x
(pi, t) +
1
2
u2(pi, t) = −e−t, t > 0.
(31)
Here G = (0, pi), n = 1, M = 2, l = K = m = 1, h111(t) = h112(t) =
1
2 , h121(t) = h122(t) =
1
3 , ρ1(t) = t + 2pi, a11(t) = 1, a12(t) =
1
8e
−2pi,
a21(t) = a22(t) = 1, b111(t) = 1, b112(t) = 14e
−pi, b121(t) = 1, b122(t) =
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e−pi, τ11(t) = t − pi, τ12(t) = t + pi, p111(x, t) = 52 , p112(x, t) = 18e−
5
2
pi,
p121(x, t) = 13 , p122(x, t) =
1
3e
− 5
2
pi, σ1(t) = t − pi2 , ϕ11(ξ) = ϕ12(ξ) = ξ,
f1(x, t) = (sinx) sin t, f2(x, t) = (sinx) e−t−2pi, µ = 12 , ψ˜1 = − cos t and
ψ˜2 = −e−t. We find that
h˜11(t) =
1
2
, h˜12(t) =
1
3
,
pˆ1(t) =
5
24
e−
5
2
pi.
We observe that λ˜1 = 14 and Φ˜(x) = cos
x
2 + sin
x
2 . Then we have
G˜1(t) =
1
2
(
F˜1(t) + a11(t)Ψ˜1(t) + a12(t)Ψ˜2(t)
+b111(t)Ψ˜1(τ11(t)) + b112(t)Ψ˜2(τ12(t))
)
=
1
8
(
8
3
sin t− 3
4
e−t−2pi
)
,
G˜2(t) =
1
2
(
F˜2(t) + a21(t)Ψ˜1(t) + a22(t)Ψ˜2(t)
+b121(t)Ψ˜1(τ11(t)) + b122(t)Ψ˜2(τ12(t))
)
=
1
8
(
−2e−t + 2
3
e−t−2pi
)
.
Letting
Θ(1,1)(t) =
1
8
(
−8
3
cos t+ 2e−t +
1
12
e−t−2pi
)
,
Θ(1,−1)(t) =
1
8
(
−8
3
cos t− 2e−t + 17
12
e−t−2pi
)
,
we obtain
Θˆ(1,1)(t) =
1
8
(
−4
9
cos t+
(
1− 5
6
e−2pi
)(
2 +
1
12
e−2pi
)
e−t
)
,
Θˆ(1,−1)(t) =
1
8
(
−4
9
cos t−
(
1− 5
6
e−2pi
)(
2− 17
12
e−2pi
)
e−t
)
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and therefore∫ ∞
t0
5
192
e−
5
2
pi
[(
1− 5
6
)[
−8
3
cos
(
t− pi
2
)
+ 2e−(t−
pi
2
)−2pi +
1
12
e−(t−
pi
2
)−2pi
]
∓
±
(
−4
9
cos
(
t− pi
2
)
+
(
1− 5
6
e−2pi
)(
2 +
1
12
e−2pi
)
e−(t−
pi
2
)
)]
+
dt =∞,∫ ∞
t0
5
192
e−
5
2
pi
[(
1− 5
6
)[
−8
3
cos
(
t− pi
2
)
− 2e−(t−pi2 )−2pi + 17
12
e−(t−
pi
2
)−2pi
]
∓
±
(
−4
9
cos
(
t− pi
2
)
−
(
1− 5
6
e−2pi
)(
2− 17
12
e−2pi
)
e−(t−
pi
2
)
)]
+
dt =∞.
Theorem 3 and Remark imply that every solution (u1(x, t), u2(x, t)) of the
problem (30), (31) is weakly oscillatory in (0, pi)× (0,∞). In fact,
U(x, t) =
(
(sinx) cos t
(sinx) e−t
)
is such a solution.
4. Boundary condition (B3)
In this section we use the following notation :
Ψ¯j(t) =
1
|G|
∫
∂G
ψ¯j dS (j = 1, 2, ...,M),
F¯j(t) =
1
|G|
∫
G
fj(x, t)dx (j = 1, 2, ...,M).
Theorem 5. Assume that the hypotheses (H1)–(H10) hold. If the following
condition is satisfied :
(H13) there exist functions Θγ(t) ∈ C1([t0,∞);R) (γ ∈ Γ) such that Θγ(t)
is oscillatory at t = ∞ and Θ′γ(t) = γ ·
(
G¯j(t)
)M
j=1
(· denotes the
scalar product)
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and if for some j0 ∈ {1, 2, ...,m}∫ ∞
t0
pˆj0(t)ϕˆj0
([(
1−
∑`
i=1
M∑
j=1
h˜ij(σj0(t))
)[
Θγ(σj0(t))
]
−
+Θˆγ(σj0(t))
]
+
)
dt =∞,
then every solution
(
u1(x, t), ..., uM (x, t)
)
of the boundary value problem
(2), (B3) is weakly oscillatory in Ω, where
G¯j(t) =
1
M
(
F¯j(t) +
M∑
k=1
ajk(t)Ψ¯k(t) +
K∑
i=1
M∑
k=1
bijk(t)Ψ¯k(τik(t))
)
.
Proof. Suppose that there exists a solution
(
u1(x, t), ..., uM (x, t)
)
of the
problem (2), (B3) which is not weakly oscillatory in Ω. Then, each compo-
nent uj(x, t) is nonoscillatory in Ω. Arguing as in the proof of Theorem 1,
we see that the inequality (8) holds for some t2 ≥ t0. Dividing (8) by |G|
and then integrating over G yields
∂
∂t
 M∑
j=1
W¯j(t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)W¯k(ρi(t))

−
M∑
j,k=1
δjδkajk(t)
1
|G|
∫
G
∆wk(x, t)dx
−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)
1
|G|
∫
G
∆wk(x, τik(t))dx
+
m∑
i=1
pˆi(t)
M∑
k=1
1
|G|
∫
G
ϕˆi
(
wk(x, σi(t))
)
dx ≤
M∑
j=1
δjF¯j(t) (32)
for t ≥ t2, where
W¯j(t) =
1
|G|
∫
G
wj(x, t)dx (j = 1, 2, ...,M).
From Green’s formula it follows that
1
|G|
∫
G
∆wk(x, t)dx =
1
|G|
∫
∂G
∂wk
∂ν
(x, t)dS = δkΨ¯k(t),
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and therefore
−
M∑
j,k=1
δjδkajk(t)
1
|G|
∫
G
∆wk(x, t)dx
= −
M∑
j=1
δj
(
M∑
k=1
ajk(t)Ψ¯k(t)
)
, t ≥ t2. (33)
Analogously we have
−
K∑
i=1
M∑
j,k=1
δjδkbijk(t)
1
|G|
∫
G
∆wk(x, τik(t))dx
= −
M∑
j=1
δj
(
K∑
i=1
M∑
k=1
bijk(t)Ψ¯k(τik(t))
)
, t ≥ t2. (34)
Using Jensen’s inequality, we obtain
1
|G|
∫
G
ϕˆi
(
wk(x, σi(t))
)
dx ≥ ϕˆi
(
W¯k(σi(t))
)
, t ≥ t2. (35)
Combining (32)–(35), we observe that
d
dt
 M∑
j=1
W¯j(t) +
∑`
i=1
M∑
j,k=1
δjδkhijk(t)W¯k(ρi(t))

+
m∑
i=1
pˆi(t)
M∑
k=1
ϕˆi
(
W¯k(σi(t))
)
≤
M∑
j=1
δjMG¯j(t), t ≥ t2.
Employing the same arguments as in the proof of Theorem 1, we are led to
a contradiction. The proof is complete.
Theorem 6. Assume that the hypotheses (H1)–(H9) hold. Every solution(
u1(x, t), ..., uM (x, t)
)
of the boundary value problem (2), (B3) is weakly
oscillatory in Ω if for any γ ∈ Γ
lim inf
t→∞
∫ t
T
γ · (G¯j(s))Mj=1ds = −∞
for all large T .
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Proof. The proof follows by using the same arguments as that of Theorem
2, and hence will be omitted.
Example 3. Let us consider the system
∂
∂t
(
u1(x, t) +
1
3
u1(x, t+ pi) +
1
2
u2(x, t+ pi)
)
−∂
2u1
∂x2
(x, t)− ∂
2u2
∂x2
(x, t)
−1
3
∂2u1
∂x2
(x, t+ pi)− 1
2
∂2u2
∂x2
(
x, t+
pi
2
)
+u1(x, t− pi) + u2 (x, t− pi) = (cosx) e−t+pi,
∂
∂t
(
u2(x, t) +
1
4
u1(x, t+ pi) +
1
2
u2(x, t+ pi)
)
− 1
16
e−pi
∂2u1
∂x2
(x, t)− 3
2
∂2u2
∂x2
(x, t)
−1
8
∂2u1
∂x2
(x, t+ pi)− ∂
2u2
∂x2
(
x, t+
pi
2
)
+
1
16
e−2piu1 (x, t− pi) + 32u2 (x, t− pi) =
3
2
(cosx) cos t,
(x, t) ∈ (0, pi2 )× (0,∞)
(36)
with the boundary condition
−∂u1
∂x
(0, t) = 0,
∂u1
∂x
(pi
2
, t
)
= −e−t,
−∂u2
∂x
(0, t) = 0,
∂u2
∂x
(pi
2
, t
)
= − sin t, t > 0.
(37)
Here G =
(
0, pi2
)
, n = 1, M = 2, ` = K = m = 1, h111(t) = 13 , h112(t) =
1
2 ,
h121(t) = 14 , h122(t) =
1
2 , ρ1(t) = t+ pi, a11(t) = a12(t) = 1, a21(t) =
1
16e
−pi,
a22(t) = 32 , b111(t) =
1
3 , b112(t) =
1
2 , b121(t) =
1
8 , b122(t) = 1, τ11(t) =
t + pi, τ12(t) = t + pi2 , p111(x, t) = p112(x, t) = 1, p121(x, t) =
1
16e
−2pi,
p122(x, t) = 32 , σ1(t) = t− pi, ϕ11(ξ) = ϕ12(ξ) = ξ, f1(x, t) = (cosx) e−t+pi,
f2(x, t) = 32(cosx) cos t. We may choose that
h˜11(t) =
1
2
, h˜12(t) =
1
2
,
pˆ1(t) =
1
2
.
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It is easy to check that
G¯1(t) =
1
2
(
F¯1(t) + a11(t)Ψ¯1(t) + a12(t)Ψ¯2(t)
+b111(t)Ψ¯1(τ11(t)) + b112(t)Ψ¯2(τ12(t))
)
=
1
pi
((
epi − 1− 1
3
e−pi
)
e−t − sin t− 1
2
cos t
)
,
G¯2(t) =
1
2
(
F¯2(t) + a21(t)Ψ¯1(t) + a22(t)Ψ¯2(t)
+b121(t)Ψ¯1(τ11(t)) + b122(t)Ψ¯2(τ12(t))
)
=
1
pi
(
1
2
cos t− 3
16
e−t−pi − 3
2
sin t
)
.
Setting
Θ(1,1)(t) =
1
pi
(
−
(
epi − 1− 25
48
e−pi
)
e−t +
5
2
cos t
)
,
Θ(1,−1)(t) =
1
pi
(
−
(
epi − 1− 7
48
e−pi
)
e−t − sin t− 1
2
cos t
)
,
we see that
Θˆ(1,1)(t) =
1
pi
((
e−pi − 1)(epi − 1− 25
48
e−pi
)
e−t + 5 cos t
)
,
Θˆ(1,−1)(t) =
1
pi
((
e−pi − 1)(epi − 1− 7
48
e−pi
)
e−t − 2 sin t− cos t
)
.
Since ∫ ∞
t0
1
2
[
±Θˆ(1,1)(t− pi)
]
+
dt
=
1
2pi
∫ ∞
t0
[
(1− epi)
(
epi − 1− 25
48
e−pi
)
e−t − 5 cos t
]
±
dt
= ∞
and ∫ ∞
t0
1
2
[
±Θˆ(1,−1)(t− pi)
]
+
dt
=
1
2pi
∫ ∞
t0
[
(1− epi)
(
epi − 1− 7
48
e−pi
)
e−t + 2 sin t+ cos t
]
±
dt
= ∞,
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from Theorem 5 and Remark it follows that every solution (u1(x, t), u2(x, t))
of (36), (37) is weakly oscillatory in (0, pi2 )× (0,∞). In fact, there exists a
weakly oscillatory solution
U(x, t) =
(
(cosx) e−t
(cosx) sin t
)
.
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