•~. Sen et al. (1973) established the asymptotic normality of a general class of extrema of sample functions expressible as .'
x(l-y) for xsA and O~~l; see Bhattacharyya et al. (1970) Strassen (1967) ] also holds for {Z }, though Z is not a martingale nor involves n n a sum of independent random variables. In fact, a little deeper examination reveals that the same proof goes through for general L(x,y) satisfying certain mild regularity conditions; we shall COIT@ent on it in section 5.
The object of the present investigation is to show that parallel to • statistics considered earlier by Kiefer (1961) , Sethuraman (1964) and Sen (1973b) are made use of. The last section deals with certain concluding remarks and a few applications of the main theorem.
. Let {Xi' i~l} be a sequence of independent and identically distributed (i.i.d.) rv's defined on a probability space (n, A ,P) where X. has ].
a continuous df F(x), x£E P , for some p>l, and our desired ACE P . We assume that for xsA, L(x,F(x)) assumes a unique maximum e at a unique point x o ' so that
) where x sA, 0 0 0 and for every £>0, there exists an n>O, such that (2.2) L(x,F(x)) < e-£ for every x: Ix-xol > n.
Further, we assume that for some 0(>0), sufficiently small, there exist four • of the basic process.
• 3 We assume that 1(x,y) is defined for every (x,y)EA*, and for some 0>0, (X,Y)EA~, and t if t in addition t lim (log log n)/~2(n) = 0t then
The same results hold for {P:(~)} and {P~(~)}.
The proof of the theorem is sketched in section 4; certain other results required in this context are presented in section 3.
3. Some usefu First t we consider the following lemma which follows as a corollary to Theorem 1 of Sethuraman (1964).
Lemma 3.1. For every BeEP and~>Ot there exists a p=p(Btdt such that (3.1) log p.
Let us now define (3.2) where cr is defined by (2.9) and x by (2.1). and, in (3.3), Z; may also be replaced by -Z; or Iz;l.
Proof. (3.4) By (2.1), (2.4)-(2.9) and (3.2), we have 
Also, by Lemma 3.1 of Sen (1973b), we have
Further, by virtue of the assumed continuity of L 01 (x,y) (in A~), for every n>O and hence, by (3.5), (3.6), (3.7), (3.8) and (3.9), vJe obtain that Now, we may write {vl+s(n)} log P{Z:~(l+s)~(m) for some m~n} = [vl+s,(n)lvl+s(n)].
-1
[{vl+s,(n)} log P{Z:~(l+s)~(m) for some m~n}]. Also, s'<s/2. Hence, by letting s to be arbitrarily small, we obtain from (2.14) and (3.10) that for every n>O, Hence, by (3.7), (3.12) and (3.13), we obtain that (3.14) lim inf[{V 1 + S "(n)}-110g P{Z: > tjJ(m) for some m>n}] >-1.
n Also, s" <~sCI+s) can be made small by letting S to be small. So, on using (2.14), we obtain from (3.14) that for every n>O, PiG: > stjJ(m) for some m~} = 0(exp{-tjJ2(n)}).
Proof. On writing Yn(x) = LOl(x,uFn(x)+(l-u)F(x)) , O<u<l, xsB n , we have .' -a/2 -s-l piG > C n (log n)} < n ,for every n>n . n s -s E>O, E~(n) is t in n.
-a/2 c n log n for n>n . s -E -a/2 We note that for every a>O, n log n +°as n~, while by (2.11), for every Hence, there exists an integer n , such that €~(n) > € As a result, by (3.22), for n > max(n ,n ),
= o(exp{-~2(n)}), by choosing s>C.
Thus, (3.21) holds for case (i). For case (ii), we consider first the case
We define a set of of p=l. Thus, (3.21) holds for p=l. For p>l, we need to replace the (2N +1) points n in (3.24) by (2N +l)P blocks and s/2 by s/2p, so that the increment of the df n F over the two corners of a block is~s~(n)/2. The rest of the proof follows on parallel lines. Hence, the proof of the lemma is complete.
Let us now define Note that by virtue of (2.6) and (2.7), for every (x,y)sA 6 , i) The law of iterated logarithm. We let~2(t) = 2(1+E:)10g log t for t>3;~2(t) = 1, 0~t<3, where E:>o. Then, for large n, VI (n) = E: log log n -O(log log log n)+oo as n+oo, so that by (2.16), O(n-( 4k 2) (log n)) almost surely, as n-700. rn Z* n a = Wen) + O(n log n) a.s., for some O<a~.
From (5.11) and (5.12), we claim that as n-+oo (5.13) for some d>O. • •
