High-resolution numerical simulations were made of unforced, planetary-scale fluid dynamics. In particular, the simulation was based on the quasi-geostrophic equations for a Boussinesq fluid in a uniformly rotating and stably stratified environment, which is an idealization for large regions of either the atmosphere or ocean. The solutions show significant discrepancies from the long-standing theoretical prediction of isotropy. The discrepancies are associated with the self-organization of the flow into a large population of coherent vortices. Their chaotic interactions govern the subsequent evolution of the flow toward a final configuration that is nonturbulent.
Fluid motions in planetary atmospheres and oceans are often strongly influenced by planetary rotation and stable vertical density stratification. These flows exhibit a rich phenomenology of global-scale circulations and long-lived vortices. Examples of such coherent vortices include Jupiter's Red Spot, tropospheric cyclones and hurricanes, stratospheric polar vortices, and oceanic Gulf Stream rings. To investigate some of the essential fluid dynamics of rotating stratified flows, we posed an idealized problem for large-scale turbulent planetary flows. We neglected the influences of spherical geometry and global-scale circulations, not because they are everywhere unimportant but because we wished to isolate the particular nonlinear dynamics of fluid advection in a uniform environment. We believe that the behavior exhibited in such idealized situations underlies many of the particular phenomena that occur in planetary flows.
A long-standing theoretical prediction (1-3) is that planetary turbulence evolves to have a particular form of spatial isotropy of statistical average properties. Furthermore, previous numerical assessments (4, 5) , based on sparse and anisotropic computational grids, have appeared to confirm this prediction. We tested this prediction in a computation with a dense, fully isotropic grid (that is, there were equal numbers of points in each direction) in a spatially homogeneous, periodic domain. The solution exhibits significant anisotropy associated with the emergence of many long-lived, sparsely distributed coherent vortices that control the flow evolution. Over a very long time scale, the coherent vortices undergo successive interactions before reach-ing an approximate end state of the turbulent evolution, consisting of two columns, each containing vortices of common sign.
The dynamical regime called quasi-geostrophy is relevant to planetary-scale motions. It is defined by the assumption of incompressibility, small viscosity, and asymptotic approximations appropriate to a rapid rotation rate Q and a strong, gravitationally stable ambient density stratification dp/dz. (4) where v is a small hyperviscosity (6) . Equations 1, 3, and 4 differ from the equations for two-dimensional flow only in that here V is three-dimensional. This led Charney (1) to predict that the spatially isotropic Kolmogorov theory of two-dimensional turbulent cascades (7, 8) should apply to quasi-geostrophic flows as well. This would imply that x j and q are statistically isotropic functions of (x, y, z') in the range of scales where cascades occur.
We solved Eqs. 1, 3, and 4 on a uniform grid in a periodic cube in x = (x, y, z') of size 2TrL. We pick L as the largest internal deformation radius (a natural horizontal scale of response to forcing for rotating, stratified fluids); typical values for the ocean and atmosphere are 50 and 1500 km, respectively. In where 'v is the volume; this normalization defines the time scale of the evolution. The equations are discretized by finite differences and integrated by a fully implicit multigrid method (9) . To attain high resolution, we developed an efficient parallel algorithm and implemented it on the Cray C-90 supercomputer. Solutions were calculated for a range of spatial grid resolutions, with varying hyperviscosity coefficients v, and with an alternative viscosity operator (4, 5) The initial stage of evolution is a broadening of the spectra of wave number k. Energy is transferred preferentially toward larger scales and thus away from the smaller scales at which dissipation occurs. In contrast, potential enstrophy V = Jq 2dx 2Vi is transferred toward smaller scales, resulting in its dissipation (1-3). The effects (Fig.  1) are that E decreases by only 4% over the integration but V decreases by nearly two orders of magnitude. The rate of enstrophy dissipation reaches a maximum at t = 1, after several nonlinear advection (eddy recirculation) times of order V`/. Thereafter, the rate of spectrum broadening diminishes, and the flow develops substantial spatial intermittency (the intense flow events occur sparsely). In particular, the kurtosis of q K= vfq4dx/( q2dx) grows monotonically from its initial Gaussian value and eventually reaches very large values (Fig. 1) . Figure 2 shows the wave number spectrum of q averaged over all wave number directions S(K)= 1K2K K where 4(k) is the three-dimensional Fourier transform of q(x) and the integral is over wave number shells of constant wave number modulus K = IkIL. If 4(k) is isotropic, then S(K) provides a complete description of the scale content of q. Only near the time of maximum enstrophy dissipation, t -1 (not shown), does S(K) approach the K1 inertial-range cascade form predicted by the Kolmogorov theory (1-3, 7, 8) . Thereafter, S (K) has a broadband peak, is appreciably steeper than K-1 in the inertial range, and has a steep decay in the dissipation range at very large K. Its evolution shows slow movement of its peak toward smaller K and steepening in the inertial and dissipation ranges.
To test for anisotropy, we constructed the measure 3S,'(K) A(K) = S (K) + Sy(K) + S,'(K) (5) on the basis of the directionally weighted spectra S,(K) = JK( )I4I dk with r = x,y,z'. The S., provide a directionally weighted decomposition of S, that is, ,,SI, = S. If q is isotropic, then S. = 1AS and A = 1. Our solution shows significant departures from isotropy ( Fig. 3) : At intermediate and large K, A > 1 in two distinct wave number bands. The former is in the inertial range, contradicting the Charney isotropy prediction, and the latter is in the dissipation range. The degree of inertial-range anisotropy grows systematically after the time of maximum dissipation rate. In the vicinity of the spectrum peak (Fig. 2) , A indicates approximate isotropy. At smaller values of K, there is even an indication of an opposite sense of anisotropy, but here the sampling error is appreciable because there are few wave numbers to average over.
The spectrum evolution and increase in intermittency and anisotropy are associated with the emergence of coherent vortices, seen as isolated concentrations of q (Fig. 4) Fig. 2 . Wave number spectra of potential vorticity, S(K), at t 1 = 2.2, t2 = 5.0, and t3 = 10.0. The interval from the spectrum peak to K = 100 is the "inertial range," and the "dissipation range" has K > 100. The reference line is proportional to K-1, the classical inertial-range prediction (1-3, 7, 8) .
occurrence is the reason the isotropy prediction fails. Although previous numerical tests (4, 5) did show vortices, their vertical grid was too sparse to detect the inertialrange anisotropy.
The typical vortex shape near the time of emergence (Fig. 4A) is a roughly spherical blob of q(x,y,z'), with monotonic decay from the central extremum to nearly zero at the edge of the vortex. The velocity field of the vortex is mostly azimuthal and axisymmetric about a vertical axis. Each such vortex is, by itself, a stable, stationary state of the inviscid dynamics that results from the organizing processes of horizontal axisymmetrization and vertical alignment (5, (10) (11) (12) .
The vortices move by mutual advection in an essentially conservative fashion, except during close approaches when dissipative interactions occur. The most important of these occur between like-sign vortices: a merger (13) , where most of the core material of two vortices becomes intertwined to form a single, larger vortex, and vertical alignment (5) of vortices that can remain distinct. With time, these processes reduce the vortex population and result in larger, vertically grouped vortices (Fig. 4, B and C) .
Over a very long time scale, comparable to that spanned by Fig. 4 , the chaotic mutual advection leads to a succession of vortex mergers and alignments. The vortex groups become fewer and, in a finite domain, evolve into a configuration consisting of two vertical columns. Each column contains many vortex cores, with one containing only positive cores and the other only negative. In this configuration, the only subsequent nonconservative evolution is very slow diffusion, with correspondingly slow changes in S (K). Figure 4D is resembles vertically uniform columns of potential vorticity, which would have accompanying depth-independent (barotropic) motion. Such an outcome has been seen in simulations with very coarse vertical resolution (14) . However, the actual end state is significantly different from barotropic motion and, because there is no inviscid mechanism for vertical homogenization of the potential vorticity, will remain so.
Coherent vortices occur abundantly in nature, and the particular examples mentioned in the introduction are known to contribute significantly to the dynamical balances of the global circulations. The turbulent vortex dynamics shown here must, in nature, compete with other influences such as global circulations, small-scale forcing, inhomogeneities in N and f, and anisotropic domains. Nevertheless, our idealized model exhibits the fundamental phenomena ofvortex emergence and evolution and allows us to study their roles in the statistical dynamics of planetary turbulence. of as large as -150% at room temperature, whereas the La-Ca-Mn-O films gave a value of --110% at -220 K but -0% at room temperature. The perovskite-like crystal structure of these compounds exhibit ferromagnetic ordering in the crystallographic ab planes (Mn-O layers), separated by nonmagnetic La(Ca)-0 layers, and antiferromagnetic ordering along the c axis (14) . The mixed Mn3+-Mn4+ valence state in these compounds is responsible for the occurrence of both ferromagnetism and metallic conductivity (15, 16 
