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Wave Operators for Schro¨dinger Operators
with Threshold Singuralities, Revisited
K. Yajima∗
Abstract
The continuity property in the Sobolev spaceW k,p(Rm) of wave op-
erators of scattering theory form-dimensional single-body Schro¨dinger
operator is considered when the resolvent of the operator has singu-
larities at the bottom of the continuous spectrum. It is shown that
they are continuous in W k,p(Rm), 0 ≤ k ≤ 2 for 1 < p < 3 but not for
p > 3 if m = 3 and, for 1 < p < m/2 but not for p > m/2 if m ≥ 5.
This extends downward the previously known interval of p for the con-
tinuity, 3/2 < p < 3 for m = 3 and m/(m− 2) < p < m/2 for m ≥ 5.
The formula which represents the integral kernel of the resolvent of
the even dimensional free Scho¨dinger operator as the superposition
of exponential-polynomial like functions substantially simplifies the
proof of the previous paper when m ≥ 6 is even.
1 Introduction
LetH0 = −∆ be the free Schro¨dinger operator with natural domainD(H0) =
H2(Rm) and H = H0 + V (x) with real V (x) such that
|V (x)| ≤ C〈x〉−δ for some δ > 2, 〈x〉 = (1 + |x|2) 12 . (1.1)
We write H = L2(Rm) and Hs(Rm) = {u ∈ H : ∂αu ∈ H, |α| ≤ s} is the
Sobolev space, s ≥ 0 being an integer. Then, H is selfadjoint inH with a core
C∞0 (R
m) and it satisfies the following properties (see e.g. [14, 15, 17, 18, 19]):
(i) The spectrum σ(H) of H consists of the absolutely continuous (AC for
short) part [0,∞) and a finite number of non-positive eigenvalues {λj}
of finite multiplicities. The singular continuous spectrum and positive
eigenvalues are absent from H .
∗Department of Mathematics, Gakushuin University, 1-5-1 Mejiro, Toshima-ku, Tokyo
171-8588, Japan. Supported by JSPS grant in aid for scientific research No. 22340029
1
We write Hac(H) for the AC spectral subspace of H for H and Pac(H) is the
orthogonal projections onto Hac(H).
(ii) Wave operators W± defined by strong limits
W±u = lim
t→±∞
eitHe−itH0u, u ∈ H (1.2)
exist and are complete: ImageW± = Hac(H). They are unitary from
H onto Hac(H) and intertwine Hac and H0: For Borel functions f ,
f(H)Pac(H) = W±f(H0)W
∗
±. (1.3)
If follows that various mapping properties of f(H)Pac may be deduced from
those of f(H0) if the corresponding ones of W± are known. In particular, if
W± ∈ B(Lp(Rm)) for p ∈ [p1, p2], (1.4)
then W ∗± ∈ B(Lq(Rm)) for q ∈ [q2, q1], 1/pj + 1/qj = 1, j = 1, 2, and
‖f(H)Pac(H)‖B(Lq,Lp) ≤ Cpq‖f(H0)‖B(Lq ,Lp), (1.5)
for these p and q with a constant Cpq which is independent of f . Here
f(H0) is a Fourier multiplier by f(ξ
2) and its mapping properties should be
much easier to investigate than those of f(H)Pac(H). We define the Fourier
transform uˆ(ξ) = Fu(ξ) and the conjugate one F∗u(ξ) by
Fu(ξ) =
∫
Rm
e−ixξu(x)dx and F∗u(ξ) = 1
(2π)m
∫
Rm
eixξu(x)dx
respectively. The intertwining property (1.3) may be made more precise:
Wave operators W± are transplantations ([20]) of the complete set of (gen-
eralized) eigenfunctions {eixξ : ξ ∈ Rm} of −∆ by those of out-going and
in-coming scattering eigenfunctions {ϕ±(x, ξ) : ξ ∈ Rm} of H = −∆ + V
([15]):
W±u(x) = F∗±Fu(x) =
1
(2π)d
∫
Rd
ϕ±(x, ξ)uˆ(ξ)dξ,
where F± and F∗± are the generalized Fourier transforms associated with
{ϕ±(x, ξ) : ξ ∈ Rm} and the conjugate ones respectively defined by
F±u(ξ) =
∫
Rd
ϕ±(x, ξ)u(x)dx, F∗±u(ξ) =
1
(2π)m
∫
Rd
ϕ±(x, ξ)u(x)dx.
They satisfy the inversion formulas: F∗±F±u = u for u ∈ H(H) . It follows
for multiplication operators MF with Borel functions F (ξ) on L
2(Rm) that
F (D±) ≡ F∗±MFF±u = W±F (D)W ∗±u, u ∈ Hac(H)
2
and the estimate (1.5) remains valid when f(H) and f(H0) are replaced by
F (D±) and F (D).
In this paper we are interested in the problem that under what conditions
W± are bounded in L
p(Rm), which almost automatically implies that they
are bounded also in W k,p(Rm), ≤ k ≤ 2 (see below).
There is now a substantial literature on this problem ([4, 6, 7, 11, 22, 24,
27]) and it is known that the answer depends on the spectral properties of
H at the bottom of the AC spectrum of H . We define
E = {u ∈ H2(Rm) : (−∆+ V )u = 0}, (1.6)
the eigenspace of H associated with the eigenvalue 0 and
N = {u ∈ 〈x〉sL2(Rm) : (1 + (−∆)−1V )u = 0} = 0. (1.7)
The space N is independent of 1/2 < s < δ − 1/2 and E ⊂ N ([10]). The
operator H is said be of generic type if N = {0} and of exceptional type
otherwise. When H is of generic type, we have rather satisfactory results
(though there is much space for improvement in the condition on V ) and
it has been proved that W± are bounded in L
p(Rm) for all 1 ≤ p ≤ ∞ if
m ≥ 3 and, for all 1 < p <∞ if m = 1 and m = 2 under various smoothness
and decay at infinity assumptions on V (see [4] for the best result when
m = 3); but they are in general not bounded in L1(R1) or L∞(R1) when
m = 1 ([22]). When H is of exceptional type, it is long known that the same
results hold when m = 1 (see [22, 3, 6]), however, we still poorly understand
the problem when m ≥ 2. It is proved that W± are bounded in Lp(Rm)
for p ∈ (m/(m − 2), m/2) when m ≥ 5 and for 3/2 < p < 3 when m = 3
([7, 27], see also [11] for a partial result for m = 4) but nothing more to the
best knowledge of the author. The purpose of this paper is to improve this
situation by proving that W± are actually bounded in L
p(Rm) for a wider
range of p’s when m = 3 and m ≥ 5. The cases m = 2, 4 and the end point
problem are left for future investigation.
Throughout the paper, we assume that V is real measurable function
which satisfies the following conditions, where m∗ = (m − 1)/(m − 2) and
C > 0 and ε > 0 are constants:
F(〈x〉2σV ) ∈ Lm∗ for some σ > 1/m∗. (1.8)
|V (x)| ≤ C〈x〉−γ, γ =
{
m+ 4 + ε, if 3 ≤ m ≤ 7,
m+ 3 + ε if m ≥ 8. (1.9)
Note that the condition (1.8) requires certain smoothness for V .
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Theorem 1.1. Let m ≥ 3. Suppose that V satisfy (1.8) and (1.9) and that
H is of exceptional type. Then:
(1) For any 0 ≤ k ≤ 2 and p such that
{
1 < p < 3, if m = 3,
1 < p < m/2, if m ≥ 5
‖W±u‖W k,p ≤ Cp‖u‖W k,p, u ∈ W k,p(Rm) ∩ L2(Rm) (1.10)
(2) If m = 3 and p > 3 or if m ≥ 5 and p > m/2, then W± 6∈ B(Lp(Rm)).
We should emphasize that we have no results for p at the end points of
the intervals and that the problem is completely open when m = 2, 4.
The rest of the paper is devoted to the proof of Theorem 1.1. We shall
be concentrated in the proof of statement (1) because the second statement
is contained in the result of Murata ([16], Theorem 1.2) which implies in
particular that there exists a u ∈ C∞0 (Rm) such that
lim
t→∞
tm(
1
2
− 1
p)‖e−itHPac(H)u‖p =∞ (1.11)
for any p > 3 if m = 3 and for any p ∈ (m/2,∞) if m ≥ 5, which contradicts
with (1.10) which would imply
‖e−itHPac(H)u‖p ≤ Ctm(
1
2
− 1
p)‖u‖p′, (1.12)
for the dual exponent p′ of p by virtue of the well known Lp-Lq estimate for
the free propagator e−itH0 and the intertwing property (1.3). We also remark
that statement (1) of the theorem follows if we prove
‖W±u‖Lp ≤ Cp‖u‖Lp, u ∈ C∞0 (Rm). (1.13)
In fact the norms ‖(H0+ c2)u‖Lp and ‖u‖W 2,p are equivalent for any 1 < p <
∞ and c > 0 via the Riesz transform and ‖(H + c2)u‖p and ‖(H0 + c2)u‖p
are also equivalent for sufficiently large c > 0 since we have (H + V + c2) =
(1 + V (H0 + c
2)−1)(H0 + c
2) and (1 + V (H0 + c
2)−1) is an isomorphism of
Lp(Rm). Thus, the intertwining property and (1.13) imply
‖W±u‖W 2,p ≤ C‖(H + i)W±u‖Lp = ‖W±(H0 + i)u‖Lp
≤ Cp‖(H0 + i)u‖Lp ≤ C‖u‖W 2,p, C∞0 (Rm), (1.14)
and the estimate (1.10) for k = 1 then follows by interpolation. Thus, we
shall be devoted in what follows to proving (1.13), the Lp-boundedness of
W±.
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We use the following notation and conventions:
f ≤| · | g means |f | ≤ |g|.
For functions u and v, whenever u(x)v(x) is integrable we write
〈u, v〉 =
∫
Rn
u(x)v(x)dx.
We use this notation when v is in a certain function space and u is in its dual
space. The rank 1 operator φ 7→ 〈v, φ〉u is interchangeably denoted by
|u〉〈v| = u⊗ v.
For Banach spaces X and Y , B(X, Y ) is the Banach space of bounded oper-
ators from X to Y and B(X) = B(X,X). B∞(X, Y ) and B∞(X) are spaces
of compact operators. The identity operators in various Banach spaces are
indistinguishably denoted by 1. For 1 ≤ p ≤ ∞, ‖u‖p = ‖u‖Lp is the norm
of the Lebesgue spaces Lp(Rm). When p = 2, we often omit p and write ‖u‖
for ‖u‖2. For s ∈ R,
L2s = 〈x〉−sL2 = L2(Rm, 〈x〉2sdx), Hs(Rm) = FL2s(Rm)
are the weighted L2 spaces and Sobolev spaces. The space of rapidly decreas-
ing functions is denoted by S(Rm).
We denote the resolvents of H and H0 respectively by
R(z) = (H − z)−1, R0(z) = (H0 − z)−1.
We parameterize z ∈ C \ [0,∞) as z = λ2 by λ ∈ C+ = {z ∈ C : ℑz > 0}
so that the boundaries {λ : ± λ ∈ (0,∞)} are mapped onto the upper and
lower edge of the positive half line {z ∈ C : z > 0}. We define
G(λ) = R(λ2), G0(λ) = R0(λ
2), λ ∈ C+.
These are B(H)-valued meromorphic functions of λ ∈ C+ and the limiting
absorption principle [15] (LAP for short) asserts that, when considered as
B(〈x〉−sL2, 〈x〉−tL2)-valued functions, s, t > 1
2
and s + t > 2, G0(λ) has the
locally Ho¨lder continuous extensions to its closure C
+
= {z : ℑz ≥ 0}. The
same is true also for G(λ), but, if H is of exceptional type, it has singularities
at λ = 0. In what follows z
1
2 is the branch of square root of z cut along the
negative real axis such that z
1
2 > 0 when z > 0. We assume m ≥ 3 in what
follows.
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2 Reduction to the low energy analysis
We study W− only and denote it by W for simplicity. When u ∈ 〈x〉−sL2,
s > 1/2, we may represent Wu as the limit
Wu = u− lim
ε↓0,N↑∞
1
πi
∫ N
ε
G(λ)V (G0(λ)−G0(−λ))uλdλ (2.1)
= u− 1
πi
∫ ∞
0
G(λ)V (G0(λ)−G0(−λ))uλdλ (2.2)
by using the boundary values of the resolvents ([15]). Here we understand
the integral on the right of (2.1) as the Riemann integral of an 〈x〉tL2-valued
continuous function, where t > 1/2 is such that s + t > 2. Then, the result
of integral belongs to L2(Rm), the limit exists in L2(Rm) and the equation
(2.1) is satisfied, which we symbolically write as (2.2).
We decompose W into the high and the low energy parts
W = W> +W< ≡WΨ(H0) +WΦ(H0), (2.3)
by using cut off functions Φ ∈ C∞0 (R) and Ψ ∈ C∞(R) such that
Φ(λ2) + Ψ(λ2) ≡ 1, Φ(λ2) = 1 near λ = 0 and Φ(λ2) = 0 for |λ| > λ0
for a small constant λ0 > 0 and we study W< and W> separately. We have
proven in previous papers [27, 7] that, under the assumption of this paper,
the high energy part W> is bounded in L
p(Rm) for all 1 ≤ p ≤ ∞ if m ≥ 3
and we have nothing to add in this paper for W>. Thus, in what follows, we
shall be devoted to studying the low energy part W<
W< = Φ(H0)u− 1
πi
∫ ∞
0
G(λ)V (G0(λ)−G0(−λ))λΦ(H0)dλ. (2.4)
Since Φ(H0) is evidently bounded in L
p(Rm) for all 1 ≤ p ≤ ∞, we have only
to study the integral part of (2.4) which we may write in the form
Zu = − 1
πi
∫ ∞
0
G0(λ)V (1 +G0(λ)V )
−1(G0(λ)−G0(−λ))λF (λ)udλ (2.5)
by using Lemma 3.7 below. where F (λ) = Φ(λ2). When H is of generic type,
we have shown also in [27, 7] that Z is bounded in Lp(Rm) for all 1 ≤ p ≤ ∞
under the condition of Theorem 1.1. Therefore, we assume in the rest of the
paper that H is of exceptional type.
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2.1 Low energy asymptotics. Further reduction
Since δ > 2, the LAP (cf. Lemma 2.2 of [27]) implies that G0(λ)V is a
locally Ho¨lder continuous function of λ ∈ R with values in B∞(L−s) for any
1/2 < s < δ−1/2 and, the absence of positive eigenvalues ([12]) implies that
1 + G0(λ)V is invertible for λ > 0 (cf. [1]). It follows from the resolvent
equation G(λ) = G0(λ)−G0(λ)V G(λ) that
G(λ)V = G0(λ)V (1 +G0(λ)V )
−1 for λ 6= 0 (2.6)
and, it also is B∞(L
−s)-valued locally Ho¨lder continuous for λ ∈ R \ {0}.
However, if H is of exceptional type N = KerL−s(1 + G0(0)V ) 6= 0, and
(1+G0(λ)V )
−1 has singularities at λ = 0. We determine their singularities by
recalling some results from [27] and [7] and further reduce the problem to the
study of Zs which is obtained by inserting the singular part of (1+G0(λ)V )
−1
into (2.5).
Since G0(0)V ∈ B∞(L2−s) with real integral kernel Cm|x − y|2−mV (y),
Cm > 0, N is of finite dimensional and we may choose real valued functions
as a basis. Functions u ∈ N satisfy the equation
−∆u+ V u = 0, (2.7)
hence u ∈ 〈x〉−sH2(Rm) for any s > 1/2 and, moreover,
|u(x) ≤ C〈x〉2−m, hence, in particular V u ∈ L1(Rn) ∩ L∞(Rm) (2.8)
(see e.g. [2], corollary 2.6), however, it may not be an eigenfunction if m ≤ 4.
2.1.1 Odd dimensional cases
The structure of singularities are different for differentm. For odd dimensions
m ≥ 3 we have the following results (see, e.g. Theorem 2.12 of [27]). We
state it separately for m = 3 and m ≥ 5.
The case m = 3 If m = 3, u ∈ N satisfies
u(x) = − 1
4π
∫
R3
V (y)u(y)
|x− y| dy.
It follows that
u(x) =
a(u)
|x| +O(|x|
−2) as |x| → ∞, a(u) = 1
4π
∫
R3
V (x)u(x)dx. (2.9)
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Thus, E = {u ∈ N \ {0} : a(u) = 0} and, as N ∋ u 7→ a(u) ∈ C is a
continuous functional, dimN /E ≤ 1. Any ϕ ∈ N \ E is called threshold
resonance of H . We say that H is of exceptional type of the first kind if
E = {0}, the second if E = N and the third kind if {0} ( E ( N . The
orthogonal projection in H onto the eigenspace E will be denoted by P0. We
let D0, D1, . . . be the integral operators defined by
Dju(x) =
1
4πj!
∫
R3
|x− y|j−1u(y)dy, j = 0, 1, . . . .
so that we have a formal Taylor expansion
G0(λ)u(x) =
1
4π
∫
R3
eiλ|x−y|
|x− y|u(y)dy =
∞∑
j=1
(iλ)jDju.
If H is of exceptional type of the third kind, there a unique ψ ∈ N such that
−(V ψ, u) = 0, ∀u ∈ E , −(V ψ, ψ) = 1 and a(ψ) > 0.
We define
ϕ = ψ + P0V D2V ψ ∈ N
and call it the canonical resonance. If H is of exceptional type of the first
kind, then dimN = 1 and there is a unique ϕ ∈ N such that −(V ϕ, ϕ) = 1
and a(ϕ) > 0 and we call this the canonical resonance. We have the following
result form = 3 (see e.g. [27]). B2(H) is the Hilbert space of Hilbert-Schmidt
operators on H.
Theorem 2.1. Let m = 3 and let V satisfy |V (x)| ≤ C〈x〉−δ for some δ > 3.
If H is of exceptional type of the third kind, ϕ is the canonical resonance and
a = 4πi|〈V, ϕ〉|−2, Then, for any s ∈ (3/2, δ − 3/2),
(I +G0(λ)V )
−1 =
P0V
λ2
− P0V D3V P0V
λ
− a
λ
|ϕ〉〈ϕ|V + I + L(λ). (2.10)
λ 7→ 〈x〉−sL(λ)〈x〉δ−s ∈ B2(H) is of class Cσ− 32 for any σ < s. (2.11)
If H is of exceptional type of the first or the second kind, (2.10) and (2.11)
hold with P0 = 0 or ϕ = 0 respectively.
The case m ≥ 5 If m ≥ 5, (2.8) implies there are no threshold resonances
and N = E . We write P0 for the orthogonal projection in H onto E .
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Theorem 2.2. Let m ≥ 5 be odd and |V (x)| ≤ C〈x〉−δ for some δ > m+ 3.
Suppose H is of exceptional type. Then, there exists an L(λ) which satisfies
the property (2.11) for any s ∈ (3/2, δ − 3/2) with B∞(H) replacing B2(H)
such that, if m = 5,
(I +G0(λ)V )
−1 =
P0V
λ2
− c0
λ
|ϕ〉〈ϕ|V + I + L(λ), (2.12)
with ϕ = P0V , V being considered as a function, and c0 = i/(24π
2); and if
m ≥ 7,
(I +G0(λ)V )
−1 =
P0V
λ2
+ I + L(λ). (2.13)
Decomposition of Z for odd dimensions. Write the right of (2.10),
(2.12) and (2.13) as S(λ) + I + L(λ) and insert this for (I + G0(λ)V )
−1 in
the right side of (2.5). This yields Zu = Zr1u+ Zr2u+ Zsu where
Zr1 =
i
π
∫ ∞
0
G0(λ)V (G0(λ)−G0(−λ))F (λ)λdλ, (2.14)
Zr2 =
i
π
∫ ∞
0
G0(λ)V L(λ)(G0(λ)−G0(−λ))F (λ)λdλ, (2.15)
Zs =
i
π
∫ ∞
0
G0(λ)V S(λ)(G0(λ)−G0(−λ))F (λ)λdλ. (2.16)
We have shown that Zr1, Zr2 ∈ B(Lp) for any 1 ≤ p ≤ ∞ in [24] and in Sec.
3.1 of [27] respectively. Thus, when m ≥ 3 is odd, we have only to investigate
the operator Zs.
2.2 Even dimensional case
In even dimensions, singular terms may contain logarithmic factors. The
following theorem is Proposition 3.6 of [7]. We let dim E = d.
Theorem 2.3. Let m ≥ 6 be even. Suppose |V (x)| ≤ C〈x〉−δ for δ > m+ 4
if m = 6 and for δ > m+3 if m ≥ 8. Then, with an operator valued function
E(λ) which produces a bounded operators in Lp(Rm) for any 1 ≤ p ≤ ∞ when
inserted into (2.5) for (1 +G0(λ)V )
−1, we have the following statements:
(1) If m = 6, then we have
(1 +G0(λ)V )
−1 =
P0V
λ2
+
∑
j=0,1
∑
k=1,2
Djkλ
j logk λ+ E(λ), (2.17)
9
where all Djk are of rank at most 2d and V Djk are of the form
V Djk =
2d∑
a,b=1
ϕa ⊗ ψb, ϕa, ψb ∈ 〈x〉−δ+3+εH2(R6), ∀ε > 0. (2.18)
(2) If m ≥ 8, with a constant cm and function ϕ = P0V with V being
considered as a function,
(1 +G0(λ)V )
−1 =
P0V
λ2
+ cmϕ⊗ (V ϕ)λm−6 log λ+ E(λ). (2.19)
If m ≥ 12, then cmϕ⊗ (V ϕ)λm−6 log λ may be included in E(λ).
Remark 2.4. In fact for m = 6, we have proven in [7] only that Djk are of
the form Djk = P0V D
(1)
jk P0V +D
(2)
jk P0V + P0V D
(3)
jk and, for any ε > 0,
D
(1)
jk ∈ B(N ), D(2)jk ∈ B(N , 〈x〉−3−εL2), D(3)jk ∈ B(〈x〉−δ+3+εL2,N ). (2.20)
However, 1 + G0(λ)V is a locally Ho¨lder continuous function of λ ∈ R with
values in B(〈x〉−sH2(R6)) and the proof of Proposition 3.6 goes through with
〈x〉−γH2(R6) replacing H−γ everywhere, which implies that (2.20) holds with
H2(R6) replacing L2. This implies (2.18) by virtue of Riesz representation
theorem.
By inserting (2.17) and (2.19) for (I+G0(λ)V )
−1 in the right of (2.5), we
have the decomposition Zu = Zru+Zlogu+Zsu as in the case m is odd and
Zr =
i
π
∫ ∞
0
G0(λ)V E(λ)(G0(λ)−G0(−λ))F (λ)λdλ
is bounded in Lp(Rm) for any 1 ≤ p ≤ ∞ ([7]). Thus, we need study
Zlog =
∑
j,k
i
π
∫ ∞
0
G0(λ)V λ
j(log λ)kDjk(G0(λ)−G0(−λ))F (λ)λdλ, (2.21)
Zs =
i
π
∫ ∞
0
G0(λ)V P0V (G0(λ)−G0(−λ))F (λ)λ−1dλ (2.22)
in what follows for even m ≥ 6.
3 Preliminaries
We record several results which we need in what follows and which are mostly
well known.
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3.1 Results from harmonic analysis.
The following is the Muckenhaupt weighted inequality (cf. [8], Chapter 9).
Lemma 3.1. The weight |r|a is an Ap weight on R if and only if −1 < a <
p− 1. The Hilbert transform H˜ and the Hardy-Littlewood maximal operator
M are bounded in Lp(R, w(r)dr) for Ap weights w(r).
We shall repeatedly use the fact that
|r|m−1−p(m−1), |r|m−1−2p and |r|2−p
are Ap weights on R1 respectively for 1 < p < m/(m − 1) (m ≥ 2), for
m/3 < p < m/2 (m ≥ 3) and for 3/2 < p < 3.
For a function F (x) on Rm, G(|x|) ∈ L1(Rm) is said to be a radial decreas-
ing integrable majorant (RDIM) of F if G(r) > 0 is a decreasing function of
r > 0, and |F (x)| ≤ G(|x|) for a.e. x ∈ Rm. The following lemma may be
found e.g. on page 57 of [21].
Lemma 3.2. (1) A rapidly decreasing function F ∈ S(Rm) has a RDIM.
(1) If F has a RDIM. then there is a constant C > 0 such that
|(F ∗ u)(t)| ≤ C(Mu)(t), t ∈ R. (3.1)
We define the operator H on R by
Hu(ρ) = (1 + H˜)u(ρ)
2
=
1
2π
∫ ∞
0
eirρuˆ(r)dr (3.2)
where H˜ is the Hilbert transform.
Lemma 3.3. For u and F ∈ L1(R) such that uˆ, Fˆ ∈ L1(R) we have
1
2π
∫ ∞
0
eiλρF (λ)uˆ(λ)dλ = (F∗F ∗ Hu)(ρ). (3.3)
Proof. Let Θ(λ) =
{
1, for λ > 0
0, for λ ≤ 0 . Then, the left side equals
1
2π
∫
R
eiλρF (λ)Θ(λ)uˆ(λ)dλ =
1
2π
∫
R
(∫
R
eiλ(ρ−ξ)F∗F (ξ)dξ
)
Θ(λ)uˆ(λ)dλ
=
1
2π
∫
R
F∗F (ξ)F{Θ(λ)uˆ(λ)}(ρ− ξ)dξ = (F∗F ∗ Hu)(ρ)
as desired.
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3.2 Resolvent kernel
The resolvent G0(λ) for ℑλ ≥ 0 is a convolution operator and the convolution
kernel is given for m ≥ 2 by the Whittaker formula (cf. [23])
G0(λ, x) =
eiλ|x|
2(2π)
m−1
2 Γ
(
m−1
2
) |x|m−2
∫ ∞
0
e−tt
m−3
2
(
t
2
− iλ|x|
)m−3
2
dt. (3.4)
When m ≥ 3 is odd, m−3
2
is an integer and we have the following expression.
Lemma 3.4. Let m ≥ 3 be odd. Then, G0(λ, x) is an exponential polynomial
like function:
G0(λ, x) =
(m−3)/2∑
j=0
Cj
(λ|x|)jeiλ|x|
|x|m−2 with Cj =
(−i)j(m− 3− j)!
2m−1−jπ
m−1
2 j!(m−3
2
− j)! . (3.5)
and the coefficients C0 and C1 satisfy
iC0 + C1 = 0, when m ≥ 5. (3.6)
If m is even, then m−3
2
is a half integer and derivatives of G0(λ, x) be-
come singular at λ = 0. This makes the analysis for even dimensional cases
considerably more complex than for odd dimensional ones. Nevertheless, the
expression given below of G0(λ, x) for even dimensions m ≥ 4 as a super-
position of exponential polynomial like functions allows some arguments for
even dimensions to go in parallel to the ones used for odd dimensional cases.
We set
ν =
m− 2
2
and define superposing operators T
(a)
j over parameter a > 0 for j = 0, . . . , ν
by
T
(a)
j [f(x, a)] = Cm,j
∫
R+
(1 + a)−(2ν−j+
1
2
)f(x, a)
da√
a
, (3.7)
Cm,j = (−2i)j
Γ
(
2ν − j + 1
2
)
2m−1π
m
2 Γ
(
m−1
2
) (ν
j
)
. (3.8)
Notice that 2ν − j ≥ 1 for m ≥ 4 and the integral (3.7) converges absolutely
if f is bounded with respect to a.
Lemma 3.5. If m ≥ 4 is even, then we have
G0(λ, x) =
ν∑
j=0
T
(a)
j
[
eiλ|x|(1+2a)
(λ|x|)j
|x|m−2
]
. (3.9)
12
Proof. Write the Whittaker formula (3.4) for G0(λ, x) in the form
G0(λ, x) =
eiλ|x|
Cm|x|m−2
∫ ∞
0
e−tt
m−3
2 (t− 2iλ|x|)m−32 dt, (3.10)
where Cm = 2
m−1π
m−1
2 Γ
(
m−1
2
)
. In the integrand of (3.10) we write
(t− 2iλ|x|)m−32 = (t− 2iλ|x|)ν(t− 2iλ|x|)− 12 ,
expand (t− 2iλ|x|)ν via the binomial formula and use the identity
z−
1
2 =
1√
π
∫ ∞
0
e−az a−
1
2 da, ℜ z > 0 (3.11)
for (t− 2iλ|x|)− 12 . Thus, the right hand side of (3.10) becomes
ν∑
j=0
(−2i)j√
πCm
(
ν
j
)∫∫
R2
+
e−(1+a)tt2ν−j
(
eiλ|x|(1+2a)
(λ|x|)j
|x|m−2
)
dt√
t
da√
a
.
The integral converges absolutely if m ≥ 4 and this is nothing but (3.9).
Lemma 3.6. For m ≥ 4, G0(λ, x) may also be written in the form
G0(λ, x) =
ν∑
j=0
(λ|x|)jei|x|λ
|x|m−2 Gj,m(λ|x|), (3.12)
where Gj,m ∈ C∞(0,∞) ∩ Cm−j−3([0,∞)) and it satisfies for ρ > 1 that
|G(l)j,m(ρ)| ≤ Clρ−l−
1
2 , l = 0, 1, . . . . (3.13)
Proof. By changing the contour of integration, we have
Gj,m(ρ) = Cjm
∫ ∞
0
e−2aρ(1 + ia)−(2ν−j+
1
2
) da√
a
=
Cjm√
ρ
∫ ∞
0
e−2a
(
1 +
ia
ρ
)−(2ν−j+ 1
2
)
da√
a
.
The lemma is obvious from these expressions.
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3.3 Spectral measure of −∆
.
Let E0(dµ) be the spectral measure for −∆. Then, with µ = λ2,
E0(dµ) =
1
2πi
(R0(µ+ i0)− R0(µ− i0))dµ = 1
iπ
(G0(λ)−G0(−λ))λdλ.
We set F (λ) = Φ(λ2) for λ ∈ R. Then, F ∈ C∞0 (R) and F (|D|) = Φ(H0).
Lemma 3.7. Let m ≥ 3. Then, for u, v ∈ S(Rm), both sides of the following
equation can be continuously extended to λ = 0 and
λ−1〈v, (G0(λ)−G0(−λ))u〉 = 〈|D|−1v, (G0(λ)−G0(−λ))u〉, λ ≥ 0. (3.14)
For continuous function f of λ ∈ R with compact support, we have for λ ≥ 0,
〈v,G0(λ)u−G0(−λ))f(λ)u〉 = 〈v, (G0(λ)u−G0(−λ))f(|D|)u〉 (3.15)
Proof. Let λ > 0. We have for any u, v ∈ S(Rm) that
〈v, (G0(λ)−G0(−λ))u〉 = λ
m−2i
2(2π)m−1
∫
Σ
vˆ(λω)uˆ(λω)dω (3.16)
It follows, since ̂|D|−1v(λω) = λ−1vˆ(λω), that
〈|D|−1v, (G0(λ)−G0(−λ))u〉 = λ
m−3i
2(2π)m−1
∫
Σ
vˆ(λω)uˆ(λω)dω. (3.17)
The right hand side obviously extends to u, v ∈ L1(Rm) to produce continu-
ous functions of λ ≥ 0 when m ≥ 3 and (3.14) follows by comparing (3.16)
and (3.17). If f is continuous and bounded, then Ff(|D|)u = f(|ξ|)uˆ(ξ) and
(3.15) likewise follows.
We define the spherical average of a function f on Rm by
M(r, f) =
1
|Σ|
∫
Σ
f(rω)dω, for all r ∈ R. (3.18)
Here Σ = Sm−1 is the unit sphere and |Σ| is its area. Ho¨lder’s inequality
implies (∫ ∞
0
|M(r)|prm−1dr
)1/p
≤ ‖f‖p. (3.19)
M(r, f) is an even function of r ∈ R. We then often use the following formula.
For an even function M(r) of r ∈ R, define M˜(ρ) by
M˜(ρ) =
∫ ∞
ρ
rM(r)dr
(
= −
∫ ρ
−∞
rM(r)dr
)
. (3.20)
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Lemma 3.8. Suppose M(r) = M(−r) and 〈r〉2M(r) is integrable. Then,∫
R
e−irλrM(r)dr =
λ
i
∫
R
e−irλM˜(r)dr,
∫
R
M˜(r)dr =
∫
R
r2M(r)dr. (3.21)
Proof. Since rM(r) = −M˜(r)′, integration by parts gives the first equation.
We differentiate both sides of the first and set λ = 0. The second follows.
We denote uˇ(x) = u(−x), x ∈ Rm. (The signˇwill be reserved for this
purpose and will not be used to denote the conjugate Fourier transform.)
Representation formula for odd dimensions.
Lemma 3.9. Let m ≥ 3 be odd. Let ψ ∈ L1(Rm) and u ∈ S(Rm). Let
cj = |Σ|Cj where Cj are the constants in (3.5). Then, for λ > 0 we have
〈ψ | (G0(λ)−G0(−λ))u〉
=
(m−3)/2∑
j=0
cj(−1)j+1λj
∫
R
e−iλrr1+jM(r, ψ ∗ uˇ)dr. (3.22)
Remark 3.10. Combining (3.16) with (3.22) we have the identity:
πiλm−2
(2π)m
∫
Σ
ψˆ(λω)uˆ(λω)dω =
(m−3)/2∑
j=0
cj(−1)j+1λj
∫
R
e−iλrr1+jM(r, ψ ∗ uˇ)dr.
This is particularly simple for m = 3:∫
Σ
ψˆ(λω)uˆ(λω)dω =
8π2i
λ
∫
R
e−iλrrM(r, ψ ∗ uˇ)dr (3.23)
Proof. We compute 〈ψ |G0(λ)u〉 by inserting the integral kernel (3.5) of
G0(λ). After changing the order of integration, we rewrite the integral by
using polar coordinates. Then,
〈ψ |G0(λ)u〉 =
(m−3)/2∑
j=0
Cj
∫
Rm
ψ(x)
(∫
Rm
λjeiλ|y|u(x− y)
|y|m−2−j dy
)
dx
=
(m−3)/2∑
j=0
Cj
∫
Rm
λjeiλ|y|(ψ ∗ uˇ)(y)
|y|m−2−j dy
=
(m−3)/2∑
j=0
cj
∫ ∞
0
λjeiλrr1+jM(r, ψ ∗ uˇ)dr, cj = Cj|Σ|.
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Since M(r) is an even function, change of variable r to −r yields
−〈ψ |G0(−λ)u〉 =
(m−3)/2∑
j=0
cj
∫ 0
−∞
λjeiλrr1+jM(r, ψ ∗ uˇ)dr.
Add both sides of last two equations and change the variable r to −r. This
produces (3.22).
Spectral measure in even dimensions. If m is even, we have the ana-
logue of (3.22). For a function A(r) on R and a > 0, define
Aa(r) = A(r/(1 + 2a))
and write Mψ∗uˇ(r) for M(r, ψ ∗ uˇ) for shorting the formula .
Lemma 3.11. Let m ≥ 2. Let ψ ∈ L1(Rm) and u ∈ S(Rm). Then
〈ψ, (G0(λ)−G0(−λ))u〉 =
ν∑
j=0
(−1)j+1|Σ|T (a)j
[
λjF(rj+1Ma
ψ∗uˇ
)(λ)
(1 + 2a)j+2
]
(3.24)
=
ν∑
j=0
(−1)j+1|Σ|T (a)j
[
λjF(rj+1Mψ∗uˇ)((1 + 2a)λ)
]
. (3.25)
The term with j = 0 in the right of (3.24) may also be written as
i|Σ|T (a)0
λ(FM˜aψ∗uˇ)(λ)
(1 + 2a)2
 . (3.26)
Proof. Define Aj(λ, r, a) = e
iλr(1+2a)(λr)jr−(m−2) and operator Aj(λ, a) by
Aj(λ, a)u(x) =
∫
Rm
Aj(λ, |y|, a)u(x− y)dy, j = 0, . . . , ν.
Then, (3.9) and change of the order of integration imply
〈ψ, (G0(λ)−G0(−λ))u〉 =
ν∑
j=0
T
(a)
j [〈ψ, (Aj(λ, a)− Aj(−λ, a))u〉] . (3.27)
We have, as in odd dimensions, that for u ∈ S(Rm) and ψ ∈ L1(Rm)
〈ψ,Aj(λ, a)u〉 =
∫
Rm
(∫
Rm
ψ(x)Aj(λ, |y|, a)u(x− y)dy
)
dx
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=∫
Rm
Aj(λ, |y|, a)(ψ ∗ uˇ)(y)dy = |Σ|
∫ ∞
0
ei(1+2a)λr(λr)jrMψ∗uˇ(r)dr.
Replacing λ to −λ and changing the variable r to −r, we have
−〈ψ,Aj(−λ, a)u〉 = |Σ|
∫ 0
−∞
ei(1+2a)λr(λr)jrMψ∗uˇ(r)dr,
where we used that Mψ∗uˇ(−r) =Mψ∗uˇ(r). Adding these two yields
〈ψ, (Aj(λ, a)− Aj(−λ, a))u〉 = |Σ|
∫
R
ei(1+2a)λr(λr)jrMψ∗uˇ(r)dr. (3.28)
Changing r to −r in the right of (3.28) and plugging the result with (3.27),
we obtain (3.25). If we change the variable r to −r/(1+ 2a), (3.28) becomes
(−1)j+1|Σ|
(1 + 2a)j+2
∫
R
e−iλrλjrj+1Ma
ψ∗uˇ
(r)dr =
(−1)j+1|Σ|λj
(1 + 2a)j+2
F(rj+1Ma
ψ∗uˇ
)(λ).
If we substitute this for 〈ψ, (Aj(λ, a)−Aj(−λ, a))u〉 in (3.27), (3.24) follows.
If we use the second equation of (3.21) the right of the last equation for j = 0
becomes
iλ(FM˜a
ψ∗uˇ
)(λ)
(1 + 2a)2
|Σ|
and (3.26) follows.
3.4 Proof of Theorem 1.1 for odd m ≥ 3.
We substitute (2.10), (2.12) and (2.13) for S(λ) in the equation (2.16) respec-
tively for m = 3, 5 and m ≥ 7. We write {φ1, . . . , φd} for the orthonormal
basis of the 0 eigenspace E of H and define
Zs1u =
d∑
j=1
i
π
∫ ∞
0
G0(λ)|V φl〉〈V φl|(G0(λ)−G0(−λ))F (λ)λ−1udλ. (3.29)
Then, we have Zs = Zs1 if m ≥ 7 and, if m = 3 and m = 5, we have less
singular extra term Zs0 given below and Zs = Zs0 + Zs1: For m = 5, with
ϕ = P0V
Zs0u =
∫ ∞
0
G0(λ)| V ϕ〉〈V ϕ | (G0(λ)−G0(−λ))u〉F (λ)dλ
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and for m = 3, with φ0 being the canonical resonance
Zs0u =
d∑
l,n=0
aln
∫ ∞
0
G0(λ)| V φl〉〈V φn | (G0(λ)−G0(−λ))u〉F (λ)dλ
where aln, 0 ≤ l, n ≤ d are constants such that a0l = al0 = 0 for 1 ≤ l ≤ d.
Thus, for proving Theorem 1.1 for oddm ≥ 3, it suffices to prove the following
proposition.
Proposition 3.12. Let 1 < p < 3 if m = 3 and 1 < p < m/2 if m ≥ 5.
(1) For any φ, ψ ∈ N , the operator Z˜s0(φ, ψ) defined by
Z˜s0(φ, ψ)u =
i
π
∫ ∞
0
G0(λ)V φ〉〈V ψ|(G0(λ)−G0(−λ))F (λ)udλ (3.30)
is bounded in Lp(Rm) if m = 3, 5.
(2) For any φ, ψ ∈ E , the operator Z˜s1(φ, ψ) defined by
Z˜s1(φ, ψ)u =
i
π
∫ ∞
0
G0(λ)V φ〉〈V ψ|(G0(λ)−G0(−λ))F (λ)udλ
λ
. (3.31)
is bounded in Lp(Rm) for all odd m ≥ 3.
Proof. Write Z˜sℓ for Z˜sℓ(φ, ψ), ℓ = 0, 1 for simplicity. We replace G0(λ)
by (3.5) and use (3.22) for 〈V ψ, (G0(λ) − G0(−λ))u〉. Writing M(r) for
M(r, V ψ ∗ u), we obtain
Z˜sℓu =
i
π
m−3
2∑
j,k=0
(−1)j+1CkcjZ(j,k)sℓ u, (3.32)
where Z
(j,k)
sℓ , 0 ≤ j, k ≤ m−32 , are given by
Z
(j,k)
sℓ u(x) =
∫
Rm
V φ(y)
|x− y|m−2−kK
(j,k)
ℓ (|x− y|)dy, (3.33)
K
(j,k)
ℓ (ρ) =
1
2π
∫ ∞
0
eiλρλj+k−ℓ
(∫
R
e−iλrrj+1M(r)dr
)
F (λ)dλ. (3.34)
By using Young’s inequality and polar coordinates, we have from (3.33) that
‖Z(j,k)sℓ u‖p ≤ C‖V φ‖1
(∫ ∞
0
|K(j,k)ℓ (ρ)|p
ρ(m−2−k)p
ρm−1dρ
)1/p
. (3.35)
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This will often be the starting point of estimates though some modification
will be in some cases. When ℓ = 0, we have by virtue of Lemmas 3.3 and 3.2
that
K
(j,k)
0 (ρ) = {(F∗(λj+kF ) ∗ H(rj+1M(r))}(ρ)≤| · |CM(rj+1M)(ρ) (3.36)
for all 0 ≤ j, k ≤ m−3
2
. The proposition is proved by the series of lemmas
given below.
Lemma 3.13. Let m = 3 and 1 < p < 3. Then, ‖Zs0u‖p ≤ C‖u‖p for a
constant C independent of u ∈ C∞0 (R3).
Proof. If m = 3, we have j = k = 0 only and we omit the suffix (j, k) from
Z
(j,k)
s0 u and K
(j,k)
0 . Let 3/2 < p < 3 first. Then, ρ
2−p is an Ap weight on R
and, applying Lemma 3.1 to (3.36), we obtain(∫ ∞
0
|K0(ρ)|pρ2−pdρ
)1/p
≤ C
(∫ ∞
0
M(r)pr2dr
)1/p
(3.37)
≤ C‖V ψ ∗ u‖p ≤ C‖V ψ‖1‖u‖p. (3.38)
The lemma for 3/2 < p < 3 follows from this and (3.35). For 1 < p < 3/2,
we apply integration by parts and apply Lemmas 3.3 and 3.2 to the resulting
equation and obtain
K0(ρ) =
i
2πρ
∫ ∞
0
eiλρ
(
F (λ)
∫
R
e−irλrM(r)dr
)′
dλ
≤| · | Cρ−1(M(r2M)(ρ) +M(rM)(ρ)). (3.39)
If 1 < p < 3/2, then, ρ2−2p is an Ap weight on R and (3.39) and Lemma 3.1
imply(∫ ∞
0
|K0(ρ)|pρ2−pdρ
)1/p
≤
(∫ ∞
0
|M(r2M)(ρ) +M(rM)(ρ)|pρ2−2pdρ
)1/p
≤ C
(∫ ∞
0
|M(r)|pr2dr
)1/p
+ C
(∫ ∞
0
|M(r)|pr2−pdr
)1/p
. (3.40)
We estimate the first on the right of (3.40) as in (3.38) and the second by(∫ ∞
0
|M(r)|pr2dr
)1/p
+
(∫ 1
0
|M(r)|pr2−pdr
)1/p
≤ C(‖V ψ ∗ u‖p + ‖V ψ ∗ u‖∞) ≤ C(‖V ψ‖1 + ‖V ψ‖p′)‖u‖p, (3.41)
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where p′ = p/(p− 1) is the dual exponent of p and we used obvious estimate
sup |M(r)| ≤ ‖V ψ ∗ u‖∞. (3.42)
Combining (3.41) with (3.35) we have the lemma for 1 < p < 3/2 as well.
Then, the interpolation theorem ([5]) completes the proof of the lemma.
Lemma 3.14. Let m = 5 and 1 < p < 5/2. Then, ‖Z˜s0u‖p ≤ C‖u‖p for a
constant C independent of u ∈ C∞0 (R5).
Proof. By virtue of the interpolation theorem, it suffices to prove the lemma
for 1 < p < 5/4 and for 2 ≤ p < 5/2. Though m = 5 in this proof, we
will also write m for the space dimension 5 as this is sometimes conveninet.
We integrate by parts k + 1-times in the right of (3.34) for ℓ = 0. Since
all derivatives up to the order k of λj+k
(∫
R e
−iλrrj+1M(r)dr
)
F (λ) vanish at
λ = 0, no boundary terms appear and after estimating the resulting equation
by using Lemmas 3.3 and 3.2, we obtain in addition to (3.36) that
K
(j,k)
0 (ρ) =
ik+1
2πρk+1
∫ ∞
0
eiλρ
(
∂
∂λ
)k+1(
λj+kF (λ)
∫
R
e−iλrrj+1M(r)dr
)
dλ
≤| · | C
ρk+1
k+1∑
l=0
MH(rj+l+1M(r))(ρ). (3.43)
Let 1 < p < m/(m−1). Then, |r|−(p−1)(m−1) is an Ap weight on R and (3.43)
and Lemma 3.1 imply that the integral of on the right of (3.35) is bounded
by a constant times
k+1∑
l=0
(∫ ∞
0
|MH(rj+l+1M)(ρ)|p
ρ(p−1)(m−1)
dρ
)1/p
≤ C
k+1∑
l=0
(∫ ∞
0
|rj+l+1M(r)|p
r(p−1)(m−1)
dr
)1/p
≤ C
(∫
R
|(|r|+ |r|m−1)M(r)|p
r(p−1)(m−1)
dr
)1/p
≤ C(‖V ψ‖1 + ‖V ψ‖p′)‖u‖p. (3.44)
Here the last estimate is obtained as in (3.41) by using (3.42). This proves
the lemma for 1 < p < 5/4.
If 2 ≤ p < m/2, then |r|m−1−2p is an Ap weight on R and m−2−k = 2 if
m = 5 and k = 1. Hence, estimating the right of (3.35) by using (3.36) and
Lemma 3.1 as previously, we obtain
‖Z(j,1)0 u‖p ≤ C‖V φ‖1
(∫ ∞
0
|MH(rj+1M(r))|pρm−1−2pdρ
)1/p
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≤ C‖V φ‖1
(∫ ∞
0
|M(r))|pρm−1−(1−j)pdρ
)1/p
≤ C‖u‖p. (3.45)
When k = 0, we split the integral in (3.33) and estimate
Z
(j,0)
s0 u(x)≤| · |
∫
|x−y|≤1
|V φ(y)|
|x− y|3 |K
(j,0)
0 (|x− y|)|dy
+
∫
|x−y|≥1
|V φ(y)|
|x− y|2 |K
(j,0)
0 (|x− y|)|dy = I1(x) + I2(x).
We have by using Young’s inequality that
‖I2‖p ≤ ‖V φ‖1
∥∥∥∥∥K(j,0)0 (|x|)|x|2
∥∥∥∥∥
p
(3.46)
and, applying Lemma 3.1 to (3.36) again,∥∥∥∥∥K(j,0)0 (|x|)|x|2
∥∥∥∥∥
p
= C
(∫ ∞
0
|K(j,0)0 (ρ)|pρm−1−2pdρ
)1/p
≤ C
(∫
|M(r)|pρm−1−(1−j)pdρ
)1/p
≤ C‖u‖p. (3.47)
For I1(x) we first use Ho¨lder’s inequality and then apply (3.47) to the second
factor of the result to obtain
|I1(x)| ≤
(∫
|y|≤1
|V φ(x− y)|p′
|y|p′ dy
)1/p′ ∥∥∥∥∥K(j,0)0 (|x|)|x|2
∥∥∥∥∥
p
≤
(∫
|y|≤1
|V φ(x− y)|p′
|y|p′ dy
)1/p′
‖u‖p,
where p′ is the dual exponent of p and m
m−2
< p′ ≤ 2 ≤ p < m/2. Hence
Minkowski’s inequality implies
‖I1‖p ≤ C‖u‖p‖|V φ|p′‖1/p
′
p/p′
(∫
|y|≤1
|y|−p′dy
)1/p′
= C‖V φ‖p‖u‖p. (3.48)
Combining (3.46), (3.47) and (3.48), we obtain the lemma also for 2 ≤ p <
m/2.
We next study Z˜s1u and prove the second statement of the proposition.
Thus, φ, ψ ∈ E in what follows. We begin with the case m = 3.
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Lemma 3.15. Let m = 3 and 1 < p < 3. Then, for a constant Cp indepen-
dent of u ∈ C∞0 (R3) we have ‖Z˜s1u‖p ≤ Cp‖u‖p.
Proof. Define η(x) = |D|−1(V ψ). Then, by virtue of (3.14), we have that
Z˜s1u =
∫ ∞
0
G0(λ)|V φ〉〈η | (G0(λ)−G0(−λ))u〉F (λ)dλ
which is the same as Z˜s0u with V ψ being replaced by η. Thus, if we define
M(r) = M(r, η ∗ uˇ), then the proof of (3.38), (3.40) and (3.41) implies that
‖Z˜s1u‖p ≤ C
(∫ ∞
0
|M(r)|pr2dr
)1/p
≤ C‖η ∗ u‖p (3.49)
when 3/2 < p < 3 and, when 1 < p < 3/2 that
‖Z˜s1u‖p ≤ C
(∫ ∞
0
|M(r)|pr2−pdr
)1/p
≤ C(‖η ∗ u‖p + ‖η ∗ u‖∞) (3.50)
The operator |D|−1 is the convolution with C|x|−2 with a constant C and
ψ satisfies |V (x)ψ(x)| ≤ C〈x〉−δ−2 and ∫ V ψdx = 0. It follows that η(x) is
bounded and as |x| → ∞,
η(x) = C
∫ (
1
|x− y|2 −
1
|x2|
)
(V ψ)(y)dy
= C
∫
2x · y − |y|2
|x|2|x− y|2 (V ψ)(y)dy =
3∑
k=1
Cjkxk
|x|4 +O(|x|
−4).
Thus η ∈ Lq(R3) for any 1 < q ≤ ∞ and the convolution with η(x) is
bounded in Lp for any 1 < p <∞ by the Caldero`n-Zygmund theory (see e.g.
[21], pp. 30-36). Thus, the right hand sides of (3.49) and (3.50) are both
bounded by C‖u‖p for 3/2 < p < 3 and 1 < p < 3/2 respectively.
Lemma 3.16. Let m ≥ 5 be odd and 1 < p < m
m−1
. Then, for a constant Cp
independent of u ∈ C∞0 (Rm), we have ‖Z˜s1u‖p ≤ C‖u‖p.
Proof. Here again M(r) = M(r, (V ψ) ∗ uˇ). We first prove
‖Z˜(jk)s1 u‖p ≤ C‖u‖p, 2 ≤ j ≤ m−32 , 0 ≤ k ≤ m−32 . (3.51)
The proof is almost a repetition of that for m = 5. If 2 ≤ j ≤ m−3
2
, then
all derivatives of order up to k of λj+k−1F (λ)
∫
R e
−iλrrj+1M(r)dr vanish at
λ = 0 and k + 1 integrations by parts show as in (3.43) that
K
(j,k)
1 (ρ)≤| · |
k+1∑
l=0
Cjkl
ρk+1
MH(rj+1+lM)(ρ). (3.52)
22
Since r−(m−1)(p−1) is an Ap weight on R for 1 < p <
m
m−1
, we have(∫ ∞
0
|K(j,k)1 (ρ)|p
ρ(m−2−k)p
ρm−1dρ
)1/p
≤ C
k+1∑
l=0
(∫ ∞
0
|M(r)|p
r(m−2−j−l)p
rm−1dr
)1/p
≤ C
(∫ ∞
0
|M(r)|prm−1dr
)1/p
+ C
(∫ 1
0
|M(r)|p
r(m−4)p
rm−1dr
)1/p
≤ C(‖(V ψ) ∗ u‖p + ‖(V ψ) ∗ u‖∞) ≤ C(‖V ψ‖1 + ‖V ψ‖p′)‖u‖pp. (3.53)
Here at the last step we used (3.42) and that 0 ≤ p(m − 4) < m. We next
prove that
‖(c0Z(0,k)s1 − c1Z(1,k)s1 )u‖p ≤ C‖u‖p, 0 ≤ k ≤ m−32 . (3.54)
This and (3.53) will prove the lemma. Recall cj = Cj |Σ|, Cj are constants of
(3.5) and C0 − iC1 = 0. Using (3.21), we rewrite
K
(0,k)
1 (ρ) =
−i
2π
∫ ∞
0
eiλρλkF (λ)
(∫
R
e−iλrM˜(r)dr
)
dλ. (3.55)
Since the derivatives up to the order k− 1 of λkF (λ)
(∫
R e
−iλrM˜(r)dr
)
van-
ishes at λ = 0 and
∂k
∂λk
(
λkF (λ)
∫
R
e−iλrM˜(r)dr
)∣∣∣∣
λ=0
= k!
∫
R
r2M(r)dr,
integration by parts using (∂/∂λ)k+1eiλρ = (iρ)k+1eiλρ yields that
K
(0,k)
1 (ρ) =
ik
2πρk+1
(
k!
∫
R
r2M(r)dr
+
k+1∑
l=0
(
k + 1
l
)∫ ∞
0
eiλρ(λkF )(k+1−l)
∫
R
e−iλr(−ir)lM˜drdλ
)
. (3.56)
Applying likewise integration by parts to K1k,1(ρ), we obtain
K
(1,k)
1 (ρ) =
1
2π
∫ ∞
0
eiλρλkF (λ)
(∫
R
e−iλrr2M(r)dr
)
dλ
=
ik
2πiρk+1
(
−k!
∫
R
r2M(r)dr
−
k+1∑
l=0
(
k + 1
l
)∫ ∞
0
eiλρ(λkF )(k+1−l)
∫
R
e−iλr(−ir)lr2Mdrdλ
)
. (3.57)
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Since c0 − ic1 = 0, we have by combining (3.56) and (3.57) that
c0K
(0,k)
1 (ρ)− c1K(1,k)1 (ρ) =
c0i
k−l
ρk+1
k+1∑
l=0
(
k + 1
l
)
(3.58)(
{F∗((λkF )(k+1−l)) ∗ (H(rlM˜)}(ρ) + {F∗((λkF )(k+1−l)) ∗ H(rl+2M)}(ρ)
)
≤| · | C
ρk+1
k+1∑
l=0
(MH(rlM˜)(ρ) +MH(rl+2M)(ρ)). (3.59)
It follows again by using Young’s inequality and the weighted inequality that
‖(c0Z(0,k)s1 − c1Z(1,k)s1 )u‖p
≤ C
k+1∑
l=0
‖V φ‖1
(∫ ∞
0
|MH(rlM˜(ρ)|p + |MH(rl+2M(ρ)|p
ρ(m−1)p
ρm−1dρ
)1/p
≤ C
k+1∑
l=0
‖V φ‖1
(∫ ∞
0
(|M˜(r)|prpl + |M(r)|prp(l+2))rm−1−p(m−1)dr
)1/p
≤ C
k+1∑
l=0
‖V φ‖1
(∫ ∞
0
|M(r)|prp(l−m+3)+m−1dr
)1/p
, (3.60)
where we used Hardy’s inequality at the last step, remembering the definition
(3.20). Here −m+ 3 ≤ l −m+ 3 ≤ 0 when 0 ≤ l ≤ k + 1 and
(3.60) ≤ C‖V φ‖1
(∫ 1
0
|M(r)|prm−1−p(m−3)dr +
∫ ∞
0
|M(r)|prm−1dr
)1/p
≤ C‖V φ‖1(‖V ψ ∗ u‖∞ + ‖V ψ ∗ u‖p) ≤ C‖V φ‖1(‖V ψ‖p′ + ‖V ψ‖p)‖u‖p.
This completes the proof of the lemma.
The following lemma completes the proof of Proposition 3.12.
Lemma 3.17. Let m ≥ 5 be odd and max(2, m/3) < p < m/2. Then, for a
constant Cp independent of u ∈ C∞0 (Rm), we have ‖Z˜s1u‖p ≤ Cp‖u‖p.
Proof. We prove for 0 ≤ j, k ≤ m−3
2
that
‖Z(j,k)s1 u‖p ≤ C‖u‖p, max(2, m/3) < p < m/2. (3.61)
Here again M(r) =M(r, V ψ ∗ u). We have
Z
(j,k)
s1 u(x) =
(∫
|y|<1
+
∫
|y|≥1
)
V φ(x− y)
|y|m−2−k Kjk,1(|y|)dy = I1(x)+I2(x). (3.62)
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Let j ≥ 1 first. We have
K
(j,k)
1 (r) =
1
2π
∫ ∞
0
eiλρλj+k−1F (λ)
(
i∂
∂λ
)j−1(∫
R
e−iλrr2M(r)dr
)
dλ.
(3.63)
We then apply integration by parts in a way sightly differently from that
used in the proof of the previous lemma and obtain
K
(j,k)
1 (r) =
j−1∑
l=0
(
j − 1
l
)
ρl{F∗((λj+k−1F (λ))(j−1−l)) ∗ H(r2M)}(ρ)
≤| · |
j−1∑
l=0
Cjlρ
lMH(r2M)(ρ) j ≥ 1. (3.64)
When j = 0, we use M˜(r) of (3.20) and estimate as
K
(0,k)
1 (ρ) =
1
2iπ
∫ ∞
0
eiλρλkF (λ)
(∫
R
e−iλrM˜(r)dr
)
dλ≤| · |MH(M˜)(ρ).
(3.65)
Let j ≥ 1. If ρ ≥ 1, then (3.64) is bounded by Cρj−1MH(r2M)(ρ) and
m− k − j − 1 ≥ 2. It follows by using Young’s inequality and the weighted
inequality that
‖I2‖p ≤ ‖V φ‖1
(∫ ∞
1
|K(j,k)1 |p
ρp(m−2−k)
ρm−1dρ
)1/p
(3.66)
≤ C‖V φ‖1
(∫ ∞
1
|MH(r2M)(ρ)|p
ρ2p
ρm−1dρ
)1/p
≤ C‖V φ‖1
(∫
R
|M(r)|prm−1dr
)1/p
≤ C‖V φ‖p1‖u‖pp, (3.67)
for |r|m−1−2p is an Ap weight on R for m/3 < p < m/2. When j = 0, we
estimate the right of (3.66) by first using (3.65), remarking m−2−k ≥ 2 for
0 ≤ k ≤ m−3
2
, apply Lemma 3.1 and then Hardy’s inequality consecutively.
Then,
‖I2‖p ≤ ‖V φ‖1
(∫ ∞
1
|MH(M˜)(ρ)|p
ρ2p
ρm−1dρ
)1/p
≤ C‖V φ‖1
(∫
R
|M˜ |prm−1−2pdr
)1/p
≤ C‖V φ‖1
(∫
R
|M(r)|prm−1dr
)1/p
.
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The right side is bounded by C‖V φ‖1‖V ψ‖1‖u‖p as previously. This and
(3.67) show ‖I2‖p ≤ C‖u‖p. We next estimate ‖I1‖p. By virtue of Ho¨lder’s
inequality
|I1(x)| ≤
(∫
|y|<1
∣∣∣∣V φ(x− y)|y|m−4−k
∣∣∣∣p′ dy
)1/p′ (∫
|y|<1
∣∣∣∣Kjk(|y|)|y|2
∣∣∣∣p dy)1/p . (3.68)
When 0 < ρ ≤ 1, (3.64) and (3.65) imply
|K(j,k)1 (ρ)| ≤ Cjk(MH(r2M)(ρ) +MH(M˜)(ρ))
where the last term is necessary only for j = 0. Then, again by virtue of the
weighted inequality and Hardy’s inequality we obtain(∫
|y|<1
∣∣∣∣∣K(j,k)1 (|y|)|y|2
∣∣∣∣∣
p
dy
)1/p
≤ C
(∫
R
(|M(r)r2|p + |M˜(r)|p)rm−1−2pdρ
)1/p
≤ C
(∫
R
|M(r)|prm−1dρ
)1/p
≤ C‖V ψ‖1‖u‖p. (3.69)
Since m
m−2
< p′ < m
m−3
, |x|−(m−4)p′ is integrable on |x| ≤ 1 and p′ ≤ p. It
follows by Minkowski’s inequality∥∥∥∥∥∥
(∫
|y|<1
∣∣∣∣V φ(x− y)|y|m−4
∣∣∣∣p′ dy
)1/p′∥∥∥∥∥∥
p
≤ C‖V φ‖p
(∫
|y|<1
dy
|y|p′(m−4)
)1/p′
.
Thus, ‖I1‖p ≤ C‖u‖p as well. This completes the proof of the lemma.
4 Proof of Theorem 1.1 for even m ≥ 6
We now prove Theorem 1.1 when the space dimension m ≥ 6 is even, viz.
we prove that Zlog and Zs defined respectively by (2.21) and (2.22) satisfy
‖Zsu‖p ≤ C‖u‖p, ‖Zlogu‖p ≤ C‖u‖p, 1 < p < m/2. (4.1)
We prove (4.1) for Zs first and comment on how to modify the argument
for proving (4.1) for Zlog at the end of the section. We take the orthonor-
mal basis {φ1, . . . , φd} of the 0 eigenspace E of H and represent Zsu(x) =
iπ−1
∑d
l=1Zs,lu(x), where, for l = 1, . . . , d,
Zs,lu =
∫ ∞
0
G0(λ)|V φl〉〈V φl|G0(λ)−G0(−λ))u〉F (λ)dλ
λ
. (4.2)
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and we prove that Zs,lu, l = 1, . . . , d satisfies (4.1) omitting the index l in
what follows. Recall ν = (m− 2)/2.
We want to apply the argument used for odd dimensions also to the even
dimensional case as much as possible. For this purpose we represent Zsu(x)
as in (4.6) below. We write M(r) = M(r, V φ ∗ uˇ) as previously and define
Qa,bjk (ρ) for j, k = 0, . . . , ν and a, b > 0 by
Qa,bjk (ρ) =
(−1)j+1|Σ|
(1 + 2a)j+2
∫ ∞
0
λj+k−1eiλ(1+2b)ρF(rj+1Ma)(λ)F (λ)dλ, (4.3)
where Ma(r) = M(r/(1 + 2a)). When j = 0, Qa,b0k (ρ) may also be expressed
as
Qa,b0k (ρ) =
i|Σ|
(1 + 2a)2
∫ ∞
0
λkeiλ(1+2b)ρF(M˜a)(λ)F (λ)dλ (4.4)
by using (3.26). Set Φjk(λ) = λ
j+k−1F (λ). Then Φjk ∈ C∞0 (R) if j + k > 0
and,
Qa,bjk (ρ) = (−1)j+12π(1 + 2a)−(j+2){(F∗Φjk) ∗ H(rj+1Ma)}((1 + 2b)ρ)
≤| · | C(1 + 2a)−(j+2){MH(rj+1Ma)}((1 + 2b)ρ). (4.5)
Lemma 4.1. Let Qa,bjk (ρ) be as in (4.3) or (4.4). Then,
Zsu(x) =
ν∑
j,k=0
T
(a)
j T
(b)
k
[∫
Rm
(V φ)(x− y)Qa,bjk (|y|)
|y|m−2−k dy
]
≡
ν∑
j,k=0
Z(j,k)s u(x).
(4.6)
Proof. In the right of (4.2), use formula (3.24) for 〈V φ, (G0(λ)−G0(−λ))u〉
and (3.9) for G0(λ), viz.
G0(λ)ψ(x) =
ν∑
k=0
λkT
(b)
k
[∫
Rm
eiλ(1+2b)|y|
|y|m−2−k (V φ)(x− y)dy
]
. (4.7)
Then, we see that Zsu(x) is the integral with respect to λ ∈ (0,∞) of |Σ|
times
ν∑
j,k=0
T
(a)
j T
(b)
k
[
(−1)j+1
(1 + 2a)j+2
λj+k−1
(
eiλ(1+2b)|y|
|y|m−2−k ∗ V φ
)
F(rj+1Ma)(λ)
]
F (λ).
Integrating with respect to λ first via Fubini’s theorem yields (4.6).
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4.1 Estimate of ‖Z(j,k)s u‖p for 1 < p < mm−1
If (j, k) 6= (ν, ν), the repetition of the argument modulo change of variables
and the superposition via T
(a)
j T
(b)
k of the previous section proves ‖Z(j,k)s u‖p ≤
C‖u‖p for 1 < p < mm−1 . We first check this.
4.1.1 Estimate of ‖Z(j,k)s u‖p, (j, k) 6= (ν, ν) for 1 < p < mm−1 .
We use the following estimate which is basically the change of variable for-
mula. Define
Na,bσ (u) =
(∫ ∞
0
|M(rσMa)((1 + 2b)ρ)|pρm−1−p(m−1)dρ
)1/p
. (4.8)
Lemma 4.2. Let 0 ≤ σ ≤ m − 1 and 1 < p < m/(m − 1). Then, for any
m/(1 + σ) ≤ q ≤ ∞ we have
Na,bσ ≤ C(1 + 2a)
m
p
−(m−1−σ)(1 + 2b)m−1−
m
p (‖V ψ‖1 + ‖V ψ‖q)‖u‖p. (4.9)
Proof. By using changes of variables and weighted inequality we have
Na,bσ = (1 + 2b)
m−1−m
p
(∫ ∞
0
|M(rσMa)(ρ)|pρm−1−p(m−1)dρ
)1/p
≤ C(1 + 2a)mp −(m−1−σ)(1 + 2b)m−1−mp
(∫ ∞
0
|M(r)|prm−1−p(m−1−σ)dr
)1/p
.
Denote κ = m− 1−σ. Then 0 ≤ κ ≤ m− 1 and the last integral is bounded
by (∫ ∞
0
|M(r)|prm−1dr
)1/p
+
(∫ 1
0
|M(r)|prm−1−pκdr
)1/p
≤ ‖V ψ ∗ u‖p +
∥∥|x|−κ(V ψ ∗ u)(x)∥∥
Lp(|x|<1)
≤ (‖V ψ‖1 + ‖|x|−κ‖Lmκ (|x|≤1)‖V ψ‖q)‖u‖p.
for any q ∈ [m/(1 + σ),∞] by Ho¨lder’s and weak-Young’s inequality.
Lemma 4.3. Suppose 1 < p < m
m−1
. Then, for 2 ≤ j ≤ ν and 0 ≤ k ≤ ν
such that (j, k) 6= (ν, ν),
‖Z(j,k)s u‖p ≤ C‖u‖p, u ∈ C∞0 (Rm). (4.10)
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Proof. Minkowski’s inequality and then Young’s inequality yield
‖Z(j,k)s u‖p ≤ ‖V φ‖1 · T (a)j T (b)k
∥∥∥∥∥Q
a,b
jk (|x|)
|x|m−2−k
∥∥∥∥∥
p
 . (4.11)
We apply integration by parts k + 1 times to (4.3) using that eiλ(1+2b)ρ =
(i(1 + 2b)ρ)−(k+1)∂k+1λ e
iλ(1+2b)ρ. Then, Lemma 3.3 and Lemma 3.2 imply
Qa,bjk (ρ) =
k+1∑
l=0
(−1)j+1|Σ|
(1 + 2a)j+2
(
1
−i(1 + 2b)ρ
)k+1(
k + 1
l
)
×
∫ ∞
0
eiλ(1+2b)ρ
(
λj+k−1F (λ)
)(k+1−l)F((−i)lrj+l+1Ma)(λ)dλ (4.12)
≤| · |
k+1∑
l=0
C
(1 + 2a)j+2(1 + 2b)k+1ρk+1
M(rj+l+1Ma)((1 + 2b)ρ). (4.13)
Use Lemma 4.2 with s ≡ j + l + 1 ≤ m− 1 for (j, k) 6= (ν, ν) to obtain∥∥∥∥∥Q
a,b
jk (|x|)
|x|m−2−k
∥∥∥∥∥
p
≤ C(1 + 2a)mp −(m−k−1)(1 + 2b)m−2−mp −k‖u‖p. (4.14)
We then plug this to (4.11) and use m− k − 1 ≥ j + 2. Then,
‖Z(j,k)s2 u‖p ≤ CmjkT (a)j T (b)k [(1 + 2a)
m
p
−(j+2)(1 + 2b)m−2−
m
p
−k]‖u‖p
≤ C‖u‖p
(∫ ∞
0
(1 + 2a)
m
p
−(j+2)
(1 + a)(2ν−j+
1
2
)
da√
a
)(∫ ∞
0
(1 + 2b)m−2−
m
p
−k
(1 + b)(2ν−k+
1
2
)
db√
b
)
.
Since m
p
−(j+2)−2ν+j = m
p
−m < 0 and m−2− m
p
< −1 for 1 < p < m
m−1
,
the integrals on the right are finite and the lemma follows.
We can repeat the argument used for odd dimensional m ≥ 5 case also
for
Z
(0,k)
s2 u+ Z
(1,k)
s2 u =
∫
Rm
(V φ)(x− y)
|y|m−2−k T
(b)
k (T
(a)
0 Q
(a,b)
0k (|y|) + T (a)1 Q(a,b)0k (|y|))dy
(4.15)
and obtain the following lemma.
Lemma 4.4. For 1 < p < m
m−1
, there exists a constant C > 0 such that
‖(Z(0,k)s + Z(1,k)s )u‖p ≤ C‖u‖p, k = 0, . . . , ν. (4.16)
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Proof. We apply integration by parts k+1 times to (4.4) and (4.3) as in the
j ≥ 2 cases. This respectively produces the following:
Qa,b0k (ρ) =
−ikk!(FM˜a)(0)|Σ|
(1 + 2a)2(1 + 2b)k+1ρk+1
− ik|Σ|
k+1∑
l=0
Ck+1,lQ
a,b
0k,l(ρ) (4.17)
Qa,b1k (ρ) =
ik+1k!F(r2Ma)(0)|Σ|
(1 + 2a)3(1 + 2b)k+1ρk+1
+ ik+1|Σ|
k+1∑
l=0
Ck+1,lQ
a,b
1k,l(ρ), (4.18)
where the integral terms Qa,b0k,l(ρ) and Q
a,b
1k,l(ρ) are given
Qa,b0k,l(ρ) =
∫ ∞
0
eiλ(1+2b)ρ(λkF (λ))(k+1−l)(F((−ir)lM˜a)(λ))
(1 + 2a)2(1 + 2b)k+1ρk+1
dλ
≤| · | C M(r
lM˜a)((1 + 2b)ρ))
(1 + 2a)2(1 + 2b)k+1ρk+1
. (4.19)
Qa,b1k,l(ρ) = (−i)l
∫ ∞
0
eiλ(1+2b)ρ(λkF (λ))(k+1−l)F(r2+lMa)(λ))
(1 + 2a)3(1 + 2b)k+1ρk+1
dλ
≤| · | C M(r
2+lMa)((1 + 2b)ρ)
(1 + 2a)3(1 + 2b)k+1ρk+1
. (4.20)
We have F(M˜a)(0) = F(r2Ma)(0) = (1 + 2a)3 ∫∞
0
r2M(r)dr by virtue of
(3.21) and, elementary computations show
T
(a)
1 [i] = T
(a)
0 [(1 + 2a)] = 2νπ
− 1
2C−1m Γ(1/2)Γ(2ν − 1).
It follows that the sum of the superposition via T
(a)
0 of the boundary term of
(4.17) and that via T
(a)
1 of the one of (4.18) vanishes:
ikk!
(1 + 2b)k+1ρk+1
(∫ ∞
0
r2M(r)dr
)
(T
(a)
1 [i]− T (a)0 [(1 + 2a)]) = 0. (4.21)
For 1 < p < m
m−1
, ρm−1−p(m−1) is an Ap weight on R and we have the identity:
M˜a(r) =
∫ ∞
r
sMa(s)ds = (1 + 2a)2M˜((1 + 2a)−1r). (4.22)
It follows by using Lemma 3.1 and the change of variable that∥∥∥∥∥Q
a,b
0k,l(|x|)
|x|m−k−2
∥∥∥∥∥
p
≤ C(1 + 2b)
m−1−m
p
(1 + 2a)2(1 + 2b)k+1
(∫ ∞
0
|rlM˜a(r)|prm−1−p(m−1)dr
)1/p
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= C
(1 + 2a)
m
p
−(m−1−l)
(1 + 2b)
m
p
−(m−k−2)
(∫ ∞
0
|M˜(r)|prm−1−p(m−1−l)dr
)1/p
. (4.23)
Since m − p(m − 1 − l) > 0, Hardy’s inequality applies and, because 0 ≤
p(m− 4− k) ≤ p(m− 3− l) < m for m ≥ 6, we have as previously
(4.23) ≤ C(1 + 2a)
m
p
−(m−1−l)
(1 + 2b)
m
p
−(m−k−2)
(∫ ∞
0
|M(r)|prm−1−p(m−3−l)dr
)1/p
≤ C(1 + 2a)
m
p
−(m−k−2)
(1 + 2b)
m
p
−(m−k−2)
(‖V ψ‖1 + ‖V ψ‖m/2)‖u‖p, 0 ≤ l ≤ k + 1. (4.24)
Since m
p
− (m−k−2)− (2ν+1) < −1 and m
p
− (m−k−2)+2ν−k+1 > 2,
(1+2a)
m
p
−(m−k−2)(1+a)−(2ν+
1
2
)a−
1
2 and (1+2b)−
m
p
+(m−k−2)(1+b)−(2ν−k+
1
2
)b−
1
2
are both integrable over (0,∞). Thus, (4.24) implies
T
(a)
0 T
(b)
k
∥∥∥∥∥Q
a,b
0k,l(|x|)
|x|m−k−2
∥∥∥∥∥
p
 ≤ C‖u‖p. 0 ≤ l ≤ k + 1. (4.25)
Entirely similarly, starting from (4.20), we obtain∥∥∥∥∥Q
a,b
1k,l(|x|)
|x|m−k−2
∥∥∥∥∥
p
≤ C(1 + 2b)
m−1−m
p
(1 + 2a)3(1 + 2b)k+1
(∫ ∞
0
|r2+lMa(r)|prm−1−p(m−1)dr
)1/p
≤ C(1 + 2a)
m
p
−(m−l)
(1 + 2b)
m
p
−(m−k−2)
(∫ ∞
0
|M(r)|prm−1−p(m−3−l)dr
)1/p
≤ C(1 + 2a)
m
p
−(m−k−1)
(1 + 2b)
m
p
−(m−k−2)
(‖V ψ‖1 + ‖V ψ‖m
3
)‖u‖p, 0 ≤ l ≤ k + 1. (4.26)
The extra decaying factor (1+2a)−1 of (4.26) compared to (4.24) cancels the
extra increasing factor (1 + a) of T
(a)
1 compared to T
(a)
0 and we have also
T
(a)
1 T
(b)
k
∥∥∥∥∥Q
a,b
0k,l(|x|)
|x|m−k−2
∥∥∥∥∥
p
 ≤ C‖u‖p, 0 ≤ l ≤ k + 1. (4.27)
Estimates (4.25) and (4.27) implies the lemma by virtue of (4.15), (4.17),
(4.18) and Young’s inequality as in (4.11).
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4.1.2 Estimate of Z
(ν,ν)
s for 1 < p < m/(m− 1)
In this subsection, we prove
‖Z(ν,ν)s u‖p ≤ C‖u‖p, 1 < p < m/(m− 1). (4.28)
If we apply the method of previous section for proving this, then, in the
integration by parts formula (4.12), the power j+ l+1 of F((−i)lrj+l+1) can
reach m, which is too large to be controlled by using the weighted inequality
and we have to use the different method. We first pinpoint the problem by
applying the previous argument.
We apply integration by parts ν − 1 times to (4.3):
Qa,bνν (ρ) =
ν−1∑
l=0
iν−1−l(−1)ν−1Cν−1,l|Σ|
(1 + 2a)ν+2(1 + 2b)ν−1ρν−1
×
∫ ∞
0
ei(1+2b)ρλ(λ2ν−1F )(ν−1−l)F(rν+l+1Ma)(λ)dλ ≡
ν−1∑
l=0
(La,bl u)(ρ), (4.29)
where the definition should be obvious. For La,bl u with 0 ≤ l ≤ ν − 2, we
further apply integration by parts twice to see
La,bl u(ρ) =
2∑
j=0
Clj
{F∗Φν,j ∗ H(rν+l+1+jMa)}(ρ)
(1 + 2a)ν+2(1 + 2b)ν+1ρν+1
≤| · |C
2∑
j=0
Clj
M(rν+l+1+jMa)(ρ)
(1 + 2a)ν+2(1 + 2b)ν+1ρν+1
(4.30)
Here ν + l+ j + 1 ≤ 2ν + 1 ≤ m− 1. It follows by virtue of Lemma 4.2 that∥∥∥∥∥ La,blρm−2−ν
∥∥∥∥∥
p
≤ Cε (1 + 2a)
m
p (1 + 2b)m−1−
m
p
(1 + 2a)ν+2(1 + 2b)ν+1
(‖V ψ‖1 + ‖V ψ‖ m
ν+2
‖u‖p,
and, as m
p
−(ν+2)−ν = m
(
1
p
− 1
)
< 0 and (m−1−m
p
)−(ν+1)−ν = −m
p
< 0,∥∥∥∥T (a)ν T (b)ν [ Llρm−2−ν
]∥∥∥∥
p
≤ C(‖V ψ‖ m
ν+2
+ ‖V ψ‖1)‖u‖p, 0 ≤ l ≤ ν − 2. (4.31)
Thus, we have only to prove for 1 < p < m/(m− 1) that∥∥∥∥∥T (a)ν T (b)ν
[
La,bν−1(ρ)
ρm−2−ν
]∥∥∥∥∥ ≤ C‖u‖p. (4.32)
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The problem here is that, if we apply integration by parts twice to obtain
the factor ρ−(ν+1) as in (4.30), we have F(r2ν+2M) there and 2ν + 2 = m is
too big to be controlled. Thus, we integrate with respect to a, b first:
T (a)ν T
(b)
ν
(
La,bν−1(ρ)
ρm−ν−2
)
=
C
ρm−3
∫ ∞
0
{
eiλρλm−3
(∫ ∞
0
(1 + 2b)1−ν
(1 + b)ν+
1
2
e2iλρb
db√
b
)
×
∫
R
e−iλr
(∫ ∞
0
(1 + 2a)ν−1
(1 + a)ν+
1
2
e−2iaλr
da√
a
)
rm−2M(r)dr
}
F (λ)dλ. (4.33)
Define, for t > 0,
g(t) =
∫ ∞
0
(
1 +
b
2t
)−ν− 1
2
(
1 +
b
t
)−ν+1
eib
db√
b
, (4.34)
h±(t) =
∫ ∞
0
(
1 +
a
2t
)−ν− 1
2
(
1 +
a
t
)ν−1
e±ia
da√
a
(4.35)
so that for λ > 0∫ ∞
0
(1 + 2a)ν−1
(1 + a)ν+
1
2
e±2iaλr
da√
a
=
1√
2λρ
h±(λρ), (4.36)
and the like for g(λµ). Then, with χ±(r) = 1 being the characteristic function
of ±r > 0,
T aν T
b
ν
(
La,bν−1(ρ)
ρm−2−ν
)
=
C(m)
2ρm−
5
2
∫
R
(L+(ρ, r) + L−(ρ, r))r
m−2M(r)dr, (4.37)
L±(ρ, r) =
χ±(r)
|r| 12
∫ ∞
0
eiλ(ρ−r)λm−4g(λρ)h∓(|r|λ)F (λ)dλ. (4.38)
We have the following lemma.
Lemma 4.5. Suppose that f ∈ C∞([0,∞)) satisfies
|f (j)(b)| ≤ Cjb−(j+1) j = 0, 1, . . . (4.39)
Let
h±(t) =
∫ ∞
0
e±ibf(b/t)
db√
b
.
Then, h±(t) is C
∞ for t > 0 and satisfies the following properties.
(1) h˜±(x) = h±(1/x) is of class C
∞([0, 1]), hence the limit limt→∞ h±(t) =
Cm exists and for t ≥ 1, |h(j)± (t)| ≤ Cjt−j−1, j = 1, 2, . . . .
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(2) For 0 < t < 1, |tjh(j)± (t)| ≤ Cj
√
t ≤ Cj, j = 0, 1, . . . .
Proof. We consider h+(t) only and omit the +-sign. The proof for h−(t) is
similar. It is easy to see by differentiating under the sign of integration that
h(t) is C∞ for t > 0. We first consider the case t > 1. Splitting the interval
of the integral, we write
h(t) =
(∫ 1
0
+
∫ ∞
1
)
f
(
b
t
)
eib
db√
b
≡ h1(t) + h2(t)
and h˜j(x) = hj(1/x), j = 0, 1. It is obvious that h˜1(x) is C
∞ up to x = 0.
To see the same for h˜2(x), we perform integration by parts n times. Then,
inh˜2(x) =
∫ ∞
1
f(bx)b−
1
2 (eib)(n)db
=
n−1∑
j=0
(−1)j+1∂jb
(
f(bx)√
b
)
(eib)(n−j−1)
∣∣
b=1
+ (−1)n
∫ ∞
1
∂nb
(
f(bx)√
b
)
eibdb.
(4.40)
Here, Leibniz’s formula implies
∂nb
(
f(bx)√
b
)
=
n∑
j=0
Cnjf
(j)(bx)(bx)jb−
1
2
−n
and the boundary term in (4.40)
n−1∑
j=0
(−1)j+1∂jb
(
f(bx)√
b
)
(eib)(n−j−1)
∣∣
b=1
=
n∑
j=0
Cnjf
(j)(x)xj
is evidently C∞. Since ∂ky (f
(j)(y)yj) is bounded for any j, k = 0, 1, . . . and
∂kx
(
n∑
j=0
Cnjf
(j)(bx)(bx)jb−
1
2
−n
)
=
n∑
j=0
Cnj ∂
k
y (f
(j)(y)yj)
∣∣
y=bx
b−
1
2
−n+k,
the integral in the right of (4.40) produces a function which is of class
Cn−1([0, 1]). Since n is arbitrary, this proves (1). For proving (2), notice
that if α(t) and β(t) satisfy
|tjα(j)(t)| ≤ Cj
√
t, |tjβ(j)(t)| ≤ Cj, j = 0, 1, . . . (4.41)
for 0 < t < 1, then, by Leibniz’ formula γ(t) = α(t)β(t) satisfies
|tjγ(j)(t)| ≤ Cj
√
t, 0 < t < 1, j = 0, 1, . . . . (4.42)
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It is obvious that
√
t satisfies (4.42) and so does h1 as
h1(t) =
√
t
∫ 1
0
eitbf(b)
db√
b
(4.43)
is an entire function times
√
t.
h2(t) =
√
t
∫ ∞
1
eitbf(b)
db√
b
≡ √tκ(t). (4.44)
We show for 0 < t < 1 that |tnκ(n)(t)| ≤ Cn, n = 1, 2, . . . . This will follow
from
|(tnκ)(n)(t)| ≤ Cn, 0 < t < 1, n = 0, 1, . . . (4.45)
by virtue of Leibniz’ formula (tnκ)(n) =
∑n
k=0Cnkt
n−kκ(n−k). By integration
by parts we have
(it)nκ(t) =
∫ ∞
1
(∂nb e
itb)f(b)
db√
b
=
n−1∑
j=0
(−1)j+1∂jb
(
f(b)√
b
)
∂n−j−1b (e
itb)
∣∣
b=1
+
∫ ∞
1
eitb(f(b)b−
1
2 )(n)db.
The boundary term is a polynomial of t and the integral is n times continu-
ously differentiable and a fortiori (tnκ(t))(n) ≤ C for 0 < t < 1.
Lemma 4.6. Suppose that g(t) and h±(t) are functions of t > 0 of class C
∞
and they satisfy following properties replacing f :
(a) The limit limt→∞ f(t) exists.
(b) |tjf (j)(t)| ≤ Cj
{
t−1, 1 < t, j = 1, 2, . . . ,√
t, 0 < t < 1, j = 0, 1, . . . .
.
Let σ ≥ 0 be an integer and let L˜±(ρ, r) be defined by
L˜±(ρ, r) = χ±(r)
∫ ∞
0
eiλ(ρ−r)λσg(λρ)h∓(±rλ)F (λ)dλ (4.46)
where F ∈ C∞0 (R) be such that F (λ) = 1 in a neighborhood of λ = 0. Then,
L˜± is C
∞ with respect to ρ, r > 0 and, for a constant C > 0,
|L˜±(ρ, r)| ≤ C〈ρ− r〉−(σ+1) (4.47)
35
Proof. We prove the lemma for L˜+. The proof for L˜− is similar. It is obvious
that L˜+(ρ, r) is bounded and we assume |ρ − r| ≥ 1. We apply integration
by parts σ + 1 times to
L˜(ρ, r) =
(−i)σ+1
(ρ− r)σ+1
∫ ∞
0
(
∂σ+1λ e
iλ(ρ−r)
)
λσg(λρ)h−(rλ)F (λ)dλ.
By Leibniz’ rule the derivatives of λσg(λρ)h−(rλ)F (λ) of order κ is a linear
combination of
λσ−α−β−γ(λρ)βg(β)(λρ)(rγλ)h
(γ)
− (rλ)F
(δ)(λ) (4.48)
over (α, β, γ, δ) such that α + β + γ + δ = κ and α ≤ σ. This converges
to 0 as λ → 0 if κ ≤ σ. It follows that no boundary terms appear and
(ρ − r)σ+1L˜(ρ, r) is a linear combination over (α, β, γ, δ) such that α + β +
γ + δ = σ + 1 and α ≤ σ of
Iαβγδ(ρ, r) =
∫ ∞
0
ei(ρ−r)λλσ−αρβg(β)(λρ)rγh
(γ)
− (rλ)F
(δ)(λ)dλ.
It suffices to show that Iαβγδ(ρ, r) is bounded. If δ 6= 0, then c0 < λ < c1
for constants 0 < c0 < c1 < ∞ when F (δ)(λ) 6= 0, and Lemma 4.5 implies
|(λρ)βg(β)(λρ)(rλ)γh(γ)− (rλ)F (δ)(λ)| ≤ C and
Iαβγδ(ρ, r)≤| · |C
∫ c1
c0
λσ−α−β−γdλ ≤ C, if δ 6= 0.
Thus, we assume δ = 0 in what follows. We may also assume 0 < r < ρ <∞
by symmetry. We split the region of integration into three intervals:
(0,∞) = (0, 1/ρ) ∪ [1/ρ, 1/r] ∪ (1/r,∞)
and denote the integral over these intervals by I1, I2 and I3 in this order so
that Iαβγδ(ρ, r) = I1 + I2 + I3.
(1) If 0 < λ < 1/ρ, we have 0 < rλ < ρλ < 1 and
(ρλ)βg(β)(ρλ)≤| · |C
√
ρλ, (rλ)γh
(γ)
− (rλ)≤| · | C
√
rλ
It follows that
I1≤| · | C
∫ 1/ρ
0
λσ−α−β−γ
√
ρrλdλ = C
√
r
ρ
≤ C (4.49)
(2) If 1/ρ ≤ λ ≤ 1/r, we have 0 < rλ < 1 < ρλ and we estimate as
(a) g(ρλ)|≤| · |C, (rλ)γh(γ)− (rλ)≤| · | C
√
λr if β = 0, γ 6= 0.
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(b) (ρλ)βg(β)(ρλ) ≤ C, h−(rλ)≤| · | C
√
rλ, if β 6= 0, γ = 0.
(c) (ρλ)βg(β)(ρλ)≤| · | C, (rλ)γh(γ)− (rλ)≤| · |C
√
rλ, if β 6= 0, γ 6= 0.
In all cases, we have σ − α− β − γ = −1 and
λσ−α−β−γ(λρ)βg(β)(λρ)(rγλ)h
(γ)
− (rλ)≤| · | λ−
1
2
√
r.
It follows that
I2≤| · |C
∫ 1/r
1/ρ
λ−
1
2
√
rdλ = 2C
√
r
(
1√
r
− 1√
ρ
)
≤ 2C. (4.50)
(3) Finally if 1 < rλ < ρλ, then we likewise estimate
λ−1|(λρ)βg(β)(λρ)(rγλ)h(γ)− (rλ)|C

λ−1(rλ)−1, if β = 0, γ 6= 0
λ−1(ρλ)−1, if β 6= 0, γ = 0,
λ−1(ρλ)−1(rλ)−1, if β, γ 6= 0.
The right hand side is all bounded by Cr−1λ−2 and
I3≤| · | C
∫ ∞
1/r
λ−2r−1dλ = C.
This completes the proof.
Now we can prove the following proposition.
Proposition 4.7. Let m ≥ 6. Then, for 1 ≤ p < m/(m− 1), we have
‖Z(ν,ν)s u‖p ≤ Cp‖u‖p. (4.51)
Proof. We writeM(r) forMV φ∗uˇ as previously. By virtue of (4.37) and (4.6),
we see that ‖Zννs u‖p is bounded by a constant times∑
±
C‖V φ‖1
(∫ ∞
0
ρm−1
(
1
ρm−
5
2
∫
R
|L±(ρ, r)rm−2M(r)|dr
)p
dρ
) 1
p
and Lemma 4.6 implies that the sum of is bounded by
C
(∫ ∞
0
(∫
R
ρ
m−1
p
−m+ 5
2 〈ρ− r〉−(m−3)|rm− 52M(r)|dr
)p
ρ
)1/p
(4.52)
Define κ ≡ m−1
p
−m+ 5
2
. Then, 0 < κ < 3/2 for 1 < p < 2(m− 1)/(2m− 5)
and
ρκ〈ρ− r〉−(m−3)|r|m− 52 ≤ C〈ρ− r〉−(m−3−κ)〈r〉κ|r|m− 52
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≤ C
{
〈ρ− r〉−(m−3−κ)|r|m− 52 for |r| ≤ 1
〈ρ− r〉−(m−3−κ)|rm−1p | for |r| ≥ 1. (4.53)
Here m − 3 − κ > 1 and 〈r〉−(m−3−κ) is integrable on R if m ≥ 6. Thus,
Lemma 4.2 implies that
(4.53) ≤ C
(∫
|r|<1
|rm− 52M(r)|pdr
) 1
p
+ C
(∫
|r|≥1
|M(r)|p|r|m−1dr
) 1
p
≤ C(‖ψ‖σ + ‖ψ‖1)‖u‖p, (4.54)
for any σ > m− 5
2
. This completes the proof. Actually, the proof shows that
(4.52) holds for p such that 1 < p < 2(m− 1)/(2m− 5).
4.2 Estimate of ‖Zsu‖p for m/3 < p < m/2
We prove in this section that ‖Zsu‖p ≤ C‖u‖p for p such thatm/3 < p < m/2
for even m ≥ 6. It suffices to show that Z(j,k)s satisfies (4.10) for 0 ≤ j, k ≤ ν.
We prove this by virtually repeating the argument used for proving Lemma
3.17 for odd dimensions modulo the superpositions. Let j ≥ 1 first. Then,
we split Z
(j,k)
s as in (3.62) as
Z(j,k)s u(x) = T
(a)
j T
(b)
k
[(∫
|y|<1
+
∫
|y|>1
)
(V φ)(x− y)Qa,bjk (|y|)
|y|m−2−k dy
]
(4.55)
and estimate the integrals over |y| ≤ 1 and |y| > 1 separately. We write
Qa,bjk (ρ) as follows as in (3.63) and apply integration by parts in a way similar
to the one used in (3.64) to see that
Qa,bjk (ρ) = |Σ|
∫ ∞
0
λj+k−1F (λ)eiλ(1+2b)ρ∂j−1λ {F(r2Ma)(λ)}
(−i)j+1(1 + 2a)j+2 dλ (4.56)
=
j−1∑
l=0
Cjkl
((1 + 2b)ρ)l
(1 + 2a)j+2
∫ ∞
0
eiλ(1+2b)ρΦjklF(r2Ma)(λ)dλ
≤| · | C(1 + 2b)
j−1
(1 + 2a)j+2
MH(r2Ma)((1 + 2b)ρ)×
{
ρj−1, ρ ≥ 1,
1, ρ < 1,
(4.57)
where Φjkl = (λ
j+k−1F )(l). We change variable and use Lemma 3.1 for the
Ap weight ρ
m−2p for m/3 < p < m/2 to obtain(∫ ∞
0
|{MH(r2Ma)}((1 + 2b)ρ)|p.ρm−1−2pdρ
)1/p
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≤ C(1 + 2b)2−mp
(∫ ∞
0
|Ma(ρ)|pρm−1dρ
)1/p
≤ C(1 + 2a)mp (1 + 2b)2−mp ‖V ψ‖1‖u‖1. (4.58)
Since m − 2 − k − (j − 1) ≥ 2 for k + j ≤ m − 2, it follows by using (4.57)
that∥∥∥∥∥
∫
|y|>1
(V φ)(x− y)Qa,bjk (|y|)
|y|m−2−k dy
∥∥∥∥∥ ≤ C‖V φ‖1
(∫ ∞
1
|Qa,bjk (ρ)|p
|ρ|p(m−2−k)ρ
m−1dρ
)1/p
≤ C‖V φ‖1 (1 + 2b)
j−1
(1 + 2a)j+2
(∫ ∞
1
|{MH(r2Ma)}((1 + 2b)ρ)|pρm−1−2pdρ
)1/p
≤ C‖V φ‖1 (1 + 2a)
m
p
−j−2
(1 + 2b)
m
p
−j−1
‖V ψ‖1‖u‖p. (4.59)
For the integral over |y| < 1, we first estimate it via Ho¨lder’s inequality∫
|y|≤1
|(V φ)(x− y)Qa,bjk (|y|)|
|y|m−k−2 dy
≤
(∫
|y|≤1
|(V φ)(x− y)|p′dy
|y|p′(m−4)
)1/p′ (∫
|y|≤1
∣∣∣∣∣Q
a,b
jk (|y|)
|y|2
∣∣∣∣∣
p
dy
)1/p
. (4.60)
We then use (4.57) for the case ρ < 1 to estimate the second factor by
C
(1 + 2b)j−1
(1 + 2a)j+2
(∫ 1
0
|{MH(r2Ma)}((1 + 2b)ρ)|pρm−1−2pdρ
)1/p
≤ C (1 + 2b)
2−m
p
+j−1
(1 + 2a)j+2−
m
p
‖V ψ‖1‖u‖p. (4.61)
We apply Minkowski’s inequality to (4.60). Since p′ ≤ p and p′(m− 4) < m,
(4.61) then implies∥∥∥∥∥
∫
|y|≤1
|(V φ)(x− y)Qa,bjk (|y|)|
|y|m−k−2 dy
∥∥∥∥∥
p
≤ C (1 + 2a)
m
p
−j−2
(1 + 2b)
m
p
−j−1
‖V ψ‖1‖V φ‖p‖u‖p.
(4.62)
Combining (4.59) and (4.62) and noticing that (1+2a)
m
p
−j−2(1+2b)j+1−
m
p is
summable with respect to T
(a)
j T
(b)
k , we obtain for all 1 ≤ j ≤ ν and 0 ≤ k ≤ ν
that
‖Z(j,k)s u‖p ≤ C‖V ψ‖1(‖V φ‖1 + ‖V φ‖p)‖u‖p. (4.63)
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When j = 0, in parallel with (3.65) we have
Qa,b0k (ρ) =
i|Σ|
(1 + 2a)2
∫ ∞
0
λkeiλ(1+2b)ρF(M˜a)(λ)F (λ)dλ (4.64)
≤| · |C(1 + 2a)−2M(M˜a)((1 + 2b)ρ). (4.65)
Then, change of variables, Lemma 3.1 for the Ap weight ρ
m−1−2p for m/3 <
p < m/2 and Hardy’s inequality imply(∫ ∞
0
∣∣∣∣∣Qa,b0k (ρ)ρ2
∣∣∣∣∣
p
ρm−1dρ
)1/p
≤ C (1 + 2b)
2−m
p
(1 + 2a)2
(∫ ∞
0
rm−1−2p|M˜a(r)|pdρ
)1/p
≤ C (1 + 2a)
m
p
−2
(1 + 2b)
m
p
−2
(∫ ∞
0
rm−1|M(r)|pdr
)1/p
≤ C (1 + 2a)
m
p
−2
(1 + 2b)
m
p
−2
‖V ψ‖1‖u‖p.
We then repeat the argument of the last part of the proof for the case j ≥ 1,
using that m− 2− k ≥ 2. This yields∥∥∥∥∥
∫
Rm
|(V φ)(x− y)Qa,bjk (|y|)|
|y|m−k−2 dy
∥∥∥∥∥
p
≤ C (1 + 2a)
m
p
−2
(1 + 2b)
m
p
−2
(‖V φ‖1 + ‖V φ‖p)‖V ψ‖1‖u‖p. (4.66)
Here m
p
− 2− 2ν < −1. It follows that
‖Z0,ks u‖p ≤ C(‖V φ‖1 + ‖V φ‖p)‖V ψ‖1‖u‖p, k = 0, . . . , ν.
This completes the proof of the desired
‖Zsu‖p ≤ C‖u‖p, m/3 < p < m/2. (4.67)
4.3 Estimate of Zlog
We still have to prove
‖Zlogu‖p ≤ Cp‖u‖p, 1 < p < m/2, m ≥ 6 is even. (4.68)
This can be done by modifying the argument for Zs of the previous subsec-
tions and we explain here how to do it. We do it when m = 6 as other cases
are simpler. By virtue of (2.21), it suffices to prove (4.1) for
Zα,βlog =
i
π
∫ ∞
0
G0(λ)V λ
α+1(log λ)βDα,β(G0(λ)−G0(−λ))F (λ)dλ (4.69)
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when α = 0, 1 and β = 1, 2 and V Dα,β is given by (2.18). The operator with
the strongest singularity with respect to λ is the one with (α, β) = (0, 2) and
we deal with that operator only, omitting the suffix α, β from Zα,βlog . Inserting
(2.18) for V D0,2 will produce 2d number of operators and we prove any of
them satisfies (4.68), which we still denote by
Zlogu =
i
π
∫ ∞
0
G0(λ)|φ〉〈ψ|(G0(λ)−G0(−λ))λ(log λ)2F (λ)dλ. (4.70)
It is important to recall that φ, ψ satisfy φ, ψ ∈ L1 ∩ L6(R6). The argument
at the beginning of Section 4 shows that Zlog is the sum of Z
(j,k)
log , 0 ≤ j, k ≤ ν
which are defined by the second member of (4.6) with following changes:
(1) Change V φ in (4.6) and V ψ inside M(r) by φ and ψ of (2.18) respec-
tively.
(2) Change λj+k−1 or λk in the definition (4.3) or (4.4) of Qa,bjk (ρ) by
λj+k+1(log λ)2 or λk+2(log λ)2 respectively.
Then, we can check the following:
(i) Lemma 4.3 holds with Z
(j,k)
log in place of Z
(j,k)
s for all 0 ≤ j, k ≤ ν
such that (j, k) 6= (ν, ν), hence, a fortiori, so does Lemma 4.4. This
is because (a) the conjugate Fourier transforms of derivatives of order
up to k + 1 of λj+k+1(log λ)2F (λ) for j ≥ 1 or of λk+2(log λ)2F (λ)
which will appear in the integration by parts formula corresponding
to (4.12) for j ≥ 1 or (4.19) have symmetric decreasing integrable
majorants, which is sufficient for obtaining (4.13) or (4.19) and because
(b) φ, ψ ∈ L1 ∩ L6(R6), which is sufficient to obtain Lemma 4.2 and,
e.g. (4.24) and (4.26).
(2) Proposition 4.7 holds with Z
(ν,ν)
log in place of Z
(ν,ν)
s . To see this, we
first remark that in the equation corresponding to (4.29) the conju-
gate Fourier transforms of the derivatives of λ2ν+1(log λ)2F (λ) upto
the order ν have symmetric decreasing integrable majorants. This and
φ, ψ ∈ L1 ∩ L6(R6) implies (4.31) for the operators corresponding to
Zlog. We then need study the operator (4.33) with λ
m−1(log λ)2 in place
of λm−3 (recall we are assuming m = 6). By this change λm−4 in (4.38)
is replaced by λm−2(log λ)2. If we change λσ by λσ(log)2 in the defini-
tion (4.46) of L˜±(ρ, r), then the conclusion (4.47) holds with 〈ρ− r〉−σ
in place of 〈ρ− r〉−(σ+1). Thus, we have in the estimates corresponding
(4.52) and (4.53) the faster decaying factor 〈ρ − r〉−(m−2) in place of
〈ρ− r〉−(m−3). This produces (4.54) and we obtain Proposition 4.7 for
Z
(ν,ν)
log .
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(3) With the modification as in (1) above, (4.68) for m/3 < p < m/2 may
be proved by repeating the argument of Section 4.2 with almost no
changes.
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