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Abstract
High-throughput microarray technology is here to stay, e.g. in oncology for tumour classifica-
tion and gene expression profiling to predict cancer pathology and clinical outcome. The global
objective of this thesis is to investigate multivariate methods that are suitable for this task.
After introducing the problem and the biological background, an overview of multivariate
regularisation methods is given in Chapter 3 and the binary classification problem is outlined
(Chapter 4). The focus of applications presented in Chapters 5 to 7 is on sparse binary classi-
fiers that are both parsimonious and interpretable. Particular emphasis is on sparse penalised
likelihood and Bayesian variable selection models, all in the context of logistic regression. The
thesis concludes with a final discussion chapter.
The variable selection problem is particularly challenging here, since the number of vari-
ables is much larger than the sample size, which results in an ill-conditioned problem with
many equally good solutions. Thus, one open problem is the stability of gene expression pro-
files. In a resampling study, various characteristics including stability are compared between a
variety of classifiers applied to five gene expression data sets and validated on two independent
data sets.
Bayesian variable selection provides an alternative to resampling for estimating the un-
certainty in the selection of genes. MCMC methods are used for model space exploration, but
because of the high dimensionality standard algorithms are computationally expensive and/or
result in poor Markov chain mixing. A novel MCMC algorithm is presented that uses the
dependence structure between input variables for finding blocks of variables to be updated to-
gether. This drastically improves mixing while keeping the computational burden acceptable.
Several algorithms are compared in a simulation study. In an ovarian cancer application in
Chapter 7, the best-performing MCMC algorithms are combined with parallel tempering and
compared with an alternative method.
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Chapter 1
Introduction
High-throughput technologies that can take simultaneous measurements of thousands or even
millions of molecular biological entities have transformed the way, how scientific advancement
is pursued in the biological and clinical sciences. An example for such high-throughput tech-
nologies are gene expression microarrays, which allow the study of the simultaneous mRNA
expression of (tens of) thousands of genes and the comparison of these gene expressions be-
tween different samples and under varying experimental conditions. Of special interest to clini-
cians is the use of microarrays to find molecular profiles, which can classify tumours or predict
pathological characteristics and clinical outcome of cancer or other complex diseases.
The statistical analysis of such gene expression studies is challenging due to the vast num-
ber p of genes, versus a relatively small number n of a few dozen or hundred samples. Classical
statistical methodology usually requires that sample size be substantially larger than the num-
ber of variables and hence it is not possible to apply standard statistical models offhand. In
many previous microarray studies, this problem was circumvented by applying a filter before
the actual analysis which reduces the number of genes rigorously, in most cases by using a
simple univariate measure such as fold-change or correlation coefficients (e.g. van’t Veer et al.
2002, Dudoit et al. 2002). Indeed, the expression levels of a relatively large proportion of
genes will not vary much across tissue samples, either because they are not active in that type
of tissue, or because they are household genes which are not affected by the disease or experi-
mental condition under investigation. And it might be a viable approach to eliminate these non-
varying genes using simple univariate measures. But after such filtering, several thousand gene
variables will remain for which expression levels differ between the conditions, and applying
13
univariate filtering techniques to further reduce the number of variables means to throw away
much information contained in the data. Expression levels are often correlated between genes,
for example because the genes have similar functions or act in the same biological pathway.
Univariate approaches do not take the correlation structure between covariates into account.
It is therefore desirable to implement multivariate methods, that are capable of handling very
large data sets with thousands of variables. Such methods usually employ dimension reduction
techniques such as variable subset selection imbedded in regression models. Another possibil-
ity is to use regularisation methods, where instead of eliminating some variables completely
(while retaining the others fully), the influences of all the variables are reduced, i.e. shrunk.
The aim of this project is to implement and investigate multivariate regularisation and
variable selection methods, which are suitable for classification analysis with “large p, small
n” data such as gene expression array data.
The “large p, small n” (p >> n) nature of gene expression data creates two problems for
a statistical analysis. The first problem is that of multi-collinearity: because there are many
more covariates than samples, there are no unique parameter estimates for classical statistical
models. This also means that in a variable subset selection problem, many subsets of covariates
will fit the data equally well. One can either enforce a unique solution, which is done by strictly
convex shrinkage methods like ridge regression. Or one can explore the model space to find as
many of those equally good solutions as possible. This can be done for example by performing
variable selection in a Bayesian context using stochastic search algorithms, which are able to
move between the many local modes in the model space that represent good solutions.
The second problem is a computational one and is related to the exploration of the model
space by stochastic search. Because of the large number of covariates, the estimation of model
parameters can be very demanding computationally, especially in a full Bayesian analysis,
where inference about the posterior distribution cannot be done analytically so that simulation
approaches such as Markov chain Monte Carlo (MCMC) have to be used. Chapter 6 of this
thesis focusses on an approach to make posterior inference by MCMC more feasible for large-
scale gene expression data by exploiting the substantial correlations among gene variables to
propose blocks of (partially) correlated covariates together in a Metropolis-Hastings step within
Gibbs sampling.
The second main area of work, which is presented here, is concerned with characteris-
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tics of gene expression profiles. Throughout this thesis, gene expression profiles - also called
molecular profiles - are defined as small sets of genes, which have been selected, because their
expression values are useful for the classification of samples or for predicting outcome for new
samples. So good prediction performance is one desirable characteristic of a molecular pro-
file, but it is not the only one. In particular, the potential for biological interpretability is also
considered important, and it is argued that in order to fulfill this potential, a molecular profile
should be both sparse and stable. Stability is a particular concern with p >> n data, because
the multi-collinearity of the gene expression data implies, that even molecular profiles which
classify samples perfectly, are expected to vary, when the data are split slightly differently into
training and validation data sets. In several recent studies (e.g. Michiels et al. 2005, Ein-Dor
et al. 2006), it has been demonstrated that molecular profiles derived from univariate filtering
methods tend to be highly instable, not just in terms of which genes are selected into the profile,
but also with respect to their predictive abilities. As part of this project, a resampling study was
performed to compare the characteristics of gene lists derived with a variety of multivariate
regularisation and variable selection methods as well as standard univariate filtering methods.
The findings are described in detail in Zucknick et al. (2008) and are summarised in Chapter 5.
This thesis starts with a short overview over the biological and clinical background of
gene expression studies in Chapter 2. In Chapter 3, an extensive literature review is carried
out to provide an overview of the existing multivariate regularisation and variable selection
methodology and underlying theory. The aim is to present the available methods in a common
framework and to draw connections between them. Most regularisation and variable selection
methods have been developed primarily in the context of linear regression models and are
also presented in this context in Chapter 3. However, the main interest here is in applying
gene expression data for binary classification. Most of the methodology can be readily cast
into a binary classification framework. Some of the most commonly used binary classification
approaches are described in Chapter 4, together with a short overview over model selection
and model assessment. The following two chapters present the two main areas of this work,
which were introduced above. An example application of the investigated techniques follows
in Chapter 7, where the methods are applied to an ovarian cancer gene expression data set and
their results are compared in that context. Finally, a brief discussion of this work is given and
future directions are outlined.
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Chapter 2
Molecular biology and clinical
background
Cancer is the cause of more than a quarter (27% in 2005) of all deaths in England and Wales,
and the second most common cause of death after cardiovascular diseases according to the
report of the Office for National Statistics for the year 2005 (Office for National Statistics
2006). It has long been known from family studies that the prevalence of cancer is partly
determined by genetic factors. For a small proportion of cancers a simple relationship with a
single gene has been found. For example, about 5-10% of all female breast cancers are caused
by a single mutation in either the BRCA1 or the BRCA2 gene - and the risk to have developed
breast cancer by the age of 70 is estimated to be between about 40% and 55% for a woman with
such a germline mutation, according to population-based studies as summarised by Antoniou
et al. (2003). In families with multiple cases of breast cancer, the risk to develop breast cancer
is even higher for a woman with BRCA1 or BRCA2 mutations; estimates from multiple-case
family studies suggest risks of up to 87% (Antoniou et al. 2003).
However, most cancers are now known to have multiple causal factors, including environ-
ment and possibly many genes, where each gene on its own only has a small penetrance effect.
Tumours develop through a series of mutations in a single cell. Because the human body is
equipped with many mechanisms to prevent a cell from turning into a cancer cell, as many
as six or seven genes need to be faulted by mutations in the same cell in order for the cell to
overcome the protective mechanisms and turn into a malign cancer cell (e.g. Strachan and Read
2004). Genes which can lead to the development of cancer when being mutated are commonly
16
divided into two groups, proto-oncogenes and tumour suppressor genes. In their normal non-
mutated state, proto-oncogenes usually promote cell proliferation. A single mutant allele can
turn them into oncogenes, which favour excessive cell proliferation. Tumour suppressor genes,
on the other hand, inhibit events leading to cancerous cells. They are usually involved in pre-
venting excessive cell proliferation, steering potential cancer cells into apoptosis (cell death),
or keeping the mutation rate low by ensuring accurate DNA replication and helping to repair
faulty DNA. Only if both alleles are deactivated due to mutation, the tumour suppressor gene
loses its control function, which in turn makes the development of the cell into a cancer cell
more likely. Usually, in familial cancers with high heritability, one of the alleles of an impor-
tant tumour suppressor gene is mal-functional due to a germline mutation. This means that in
this case only one somatic mutation, rather than two, is necessary to deactivate the gene in a
cell. The BRCA1 and BRCA2 genes are both tumour suppressor genes, which are involved in
the repair of damaged DNA. If a woman inherits a germline mutation in one of these genes, it
highly increases her life-time risk of developing breast cancer or ovarian cancer.
As a consequence of de-activated DNA-repair and other tumour suppressor genes, cancer
cells have a drastically altered DNA structure compared to normal DNA. This is reflected in the
expression of genes, many of which are up- or down-regulated compared to their expression in
normal cells. For example, the expression of oncogenes is upregulated in cancer cells, whereas
the expression of tumour suppressor genes can be down-regulated. Because of this feature of
tumours, advances in the technology of high-throughput molecular diagnostics, allowing for
the simultaneous analysis of many genes at the same time, are very promising for the improve-
ment of tumour classification and assessment of prognosis and management of patients with
cancer. This and the high prevalence and high mortality rates of cancer in western civilisations
are the main reasons why the research of cancer using molecular diagnostics has a high pri-
ority in medical research today. High-throughput technologies are available to measure many
different aspects of the genetics and genomics of a tumour compared to normal samples (for an
overview see Strachan and Read 2004). The altered DNA structure of a malignant tumour cell
with many deletions, insertions or inversions of big chunks of DNA can be assessed with com-
parative genomic hybridisation (CGH) arrays measuring DNA copy numbers. Whether a gene
is switched on or off by methylation of CpG islands is captured by methylation arrays. SNP
chips can be used for high-throughput genotyping of known single nucleotide polymorphisms
17
(SNP’s) to find possible locations for mutations, which increase the prevalence for cancer. At
the present time, the most common technology, however, are microarrays measuring gene ex-
pression in terms of abundance of their transcribed RNA. This project is primarily focussed
on the analysis of gene expression arrays, but the statistical issues are the same for all other
types of high-throughput data. A major concern with the analysis of such data is the need for
dimension reduction, because there are data available for many thousands of genes, but they
are usually measured only for a much smaller number of samples for practical and cost-related
reasons.
The importance of gene expression microarrays in today’s clinical investigations, espe-
cially for cancer, has been highlighted a few years ago in a special issue of the New England
Journal of Medicine (Liu and Karuturi 2004, Grimwade and Haferlach 2004). The issue con-
tains two articles (Bullinger et al. 2004, Valk et al. 2004) reporting on the successful application
of gene expression arrays for the classification of primary acute myeloid leukemia (AML) into
subtypes. One of the most important applications of gene expression microarrays is to find
molecular profiles, i.e. small sets of genes, which allow the classification of samples into tu-
mour and non-tumour or into different tumour subtypes on the basis of their gene expression
levels. These tumour subtypes might otherwise not be distinguishable by classical histological
methods, and finding them promises to improve prognosis and helps to individualise treatment.
Another common application is to derive molecular profiles, which are able to supplement and
improve existing clinical markers for disease prognosis. Liu and Karuturi (2004) point out that
there is much confusion among researchers in molecular biology and medicine about how best
to perform such a classification analysis using microarray data. Part of the problem is that
standard statistical methodology cannot be applied, because of the high dimensionality of the
data. Another problem is that the data are noisy, so that a careful statistical analysis is required,
accounting for all sources of variation in the data. The focus of this project is the investiga-
tion of statistical methods, which are able to find accurate and stable molecular profiles for
classification, using noisy and high-dimensional data such as gene expression array data.
Several microarray platforms exist for measuring gene expression levels. They all have in
common that thousands of gene-specific short cDNA sequences or oligonucleotides are coated
to a chip, either directly to the glass surface (e.g. custom-made spotted cDNA chips, Agilent
arrays, or Affymetrix chips) or to microscopic beads (Illumina), which are fixed to the surface
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of a chip. The microarray chip is then washed with the prepared RNA sample of interest, which
has been labelled by a fluorescent tag, so that the abundance of RNA binding to the probes can
be measured by the amount of fluorescence at that position.
There are single-channel and dual-channel microarrays. In dual-channel arrays (spotted
cDNA chips, Agilent chips) the fluorescence abundance of the hybridised RNA is not measured
absolutely, but rather in comparison with a reference RNA sample, which is also hybridised to
the microarray and which is labelled with a different fluorescent dye. Usually, a red colour
(Cy5) and a green colour (Cy3) are used, and the RNA abundance in a particular spot is mea-
sured by the log ratio of the normalised fluorescence intensities of the sample of interest versus
the reference sample.
In the single-channel technique (Affymetrix GeneChips, Illumina BeadArrays), only the
RNA sample of interest is hybridised to the chip surface, so there is no external reference
sample to help control for technical variability in the measured fluorescence intensities. The
different platforms use different approaches to provide internal references to account for the
technical variability. Affymetrix provides a so-called mismatch (MM) oligonucleotide probe to
complement each perfect match (PM) oligonucleotide. While the perfect match is designed to
match the target RNA sequence perfectly, the mismatch oligo has one mismatch nucleotide in
the centre of the 25-nucleotides-long sequence. Fluorescence measured at the mismatch (MM)
spots are viewed as background noise and the signal measured at the perfect match (PM) oli-
gos is “standardised” by being related to the measured background noise. However, there is
no agreement on how to use the PM and MM intensities for deriving a single gene expression
value for each RNA molecule. In contrast, the newer Illumina BeadArray technology generate
on average 30 copies of each 50mer oligonucleotide probe, resulting in 30 internal technical
replicates on average, which can be used to reliably estimate the technical variability. In ad-
dition, the probes are scattered randomly across the BeadArray chip. This is in contrast to
all previous microarray technologies, where the probes were fixed to pre-specified locations,
which can give rise to systematic spatial effects on the measured RNA intensities, that have to
be accounted for in the statistical analysis.
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Chapter 3
Multivariate regularisation and dimension
reduction methods
3.1 Introduction
The task of dimension reduction is generally approached from two different angles, which can
be best explained in the context of a linear regression model
y = Xβ + ², with ² ∼ N(0, σ2In), (3.1)
where one tries to explain most of the variability in the response variable y ∈ Rn×1 by a
linear combination Xβ of the input matrix X ∈ Rn×p. The goal is to estimate the regression
coefficient vector β ∈ Rp×1. In a classical statistical situation, the sample size n is much larger
than the number of input variables p and the standard estimator for β, namely the ordinary least
squares (OLS) estimator βˆ = (XTX)−1XTy, is well-defined. Dimension reduction or another
kind of regularisation becomes necessary, when there are more input variables than there are
samples, i.e. when p > n.
Regularisation arises from the fact that the ordinary least squares estimator does not have a
unique solution if the rank of XTX ∈ Rp×p is smaller than p, which is the case for “short, fat”
data sets with p >> n. In that situation, the inverse (XTX)−1 does not exist and has thus to
be replaced in the formula for the OLS estimator by the generalised inverse (XTX)−, which is
not unique. This leads to the following formulation for a generalised least squares estimator of
the regression coefficient vector: βˆ = (XTX)−XTy. Usually, uniqueness is restored by using
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the Moore-Penrose inverse (XTX)+, which, among all generalised inverse solutions, leads to
the minimum-length least squares (MLLS) estimate, which is a best linear unbiased estimator
in terms of variance, just like the ordinary least squares solution. However, it turns out that if
p >> n, there are biased estimators which are uniformly better than the MLLS estimator in
terms of mean squared error.
One such biased estimator is the ridge estimator which was first introduced by Hoerl
and Kennard (1970). They proposed to replace the inverse (XTX)−1 by an approximation
(XTX + λI)−1 (where I is the identity matrix), which is guaranteed to exist; thus the ridge
estimator is defined as βˆ2 = (XTX + λI)−1XTy. It is biased towards zero, hence the term
shrinkage estimator. The parameter λ in ridge regression acts as a penalty parameter on the log-
likelihood that is proportional to the sum of squared regression coefficients
∑p
i=1 β
2
i (i.e. the
L2 norm of β). Other penalised likelihood methods include lasso regression (Tibshirani 1996)
with a penalty on the L1 norm of the regression coefficient vector
∑p
i=1 |βi| , and “bridge”
regression (Frank and Friedman 1993) which is a generalisation of ridge and lasso regression
with a penalty on the Lq norm
∑p
i=1 |βi|q (0 < q ≤ 2). A different generalisation is the
elastic net (Zou and Hastie 2005), which combines ridge regression and the lasso method by
entering both L1 and L2 penalty terms. Regularisation methods other than penalised likelihood
methods include principal components regression (PCR) (Massy 1965) and partial least squares
regression (PLS) (Wold 1975). All methods determine the regression coefficient vector β by
maximising different criteria - subject to some constraints on β. While ordinary least squares
regression maximises the squared correlation between the response variable y and the predictor
Xβ (maxβ cor2(y,Xβ)), PCR is not concerned with the relationship between response and
input variables and just maximises the variance of the predictor Xβ (maxβ var(Xβ)). PLS
combines these two approaches and maximises the product of the squared correlation between
y and X and the variance within the input space: maxβ (cor2(y,Xβ)var(Xβ)). Ridge regres-
sion can also be cast into this framework: maxβ
(
cor2(y,Xβ) var(Xβ)
var(Xβ)+λ
)
(Frank and Friedman
1993).
A different approach to dealing with p > n data arises not so much from problems with
multi-collinearity, but from the wish to be able to explain the data by models which can be
interpreted in a parsimonious manner. For example, in the context of gene expression data,
there is much interest in deriving molecular profiles, which discriminate well between different
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conditions. This means that there is often the objective to build a model from only a small
subset of all p variables, i.e. instead of shrinking the effect of all variables, one keeps some
variables and discards the rest. A common approach is simply to apply a filtering mechanism,
where all genes are sorted according to the size of their univariate effect on the response. How-
ever, this approach does not take the covariance structure between variables into account and
thus does not guarantee to find the best set of variables with the largest overall explanatory
value. A search algorithm employed to find the optimal subset of covariates is called best sub-
set selection. Optimality is often defined in terms of out-of-sample prediction accuracy, that
is, one wants to find the variable subset which results in the model with smallest prediction
error for new observations. One usually assumes that after selection only p∗ < n variables
remain in the model so that for the remaining covariates the ordinary least squares estimator βˆ
exists. Consequently, the focus here is not on finding alternatives to the OLS estimator, but on
the development of search algorithms. The assumption which is usually made for traditional
deterministic greedy search algorithms like forward and backward stepwise selection, namely
that the objective function is unimodal, is not valid here because the multi-collinearity of X
associated with p >> n implies that many different models fit the data equally well. For this
reason, stochastic search algorithms are needed which can find good models quickly and which
can easily move between the modes of the objective function.
This can be done within a Bayesian variable selection framework, where a covariate set
indicator variable defines the model space. In this context, one can use Markov chain Monte
Carlo (MCMC) methods as stochastic search algorithms, for example the Metropolis-Hastings
algorithm with an appropriate proposal distribution (e.g. Brown et al. 1998b, Tadesse et al.
2005). MCMC methods are designed to sample from the posterior distribution, but for very
large model spaces, as is the case here, it is not computationally feasible to run the Markov
chains long enough to cover the posterior distribution over the entire model space. Neverthe-
less, one can usually be confident that most of the high-probability regions are covered by the
chains (George and McCulloch 1997) and MCMC is used to identify these high-probability
regions instead of trying to explore the entire posterior distribution.
In the following, the methods which have been briefly introduced here are discussed in
more detail, some connections between methods are pointed out, and algorithms to find the
model solutions are described. In this chapter, for simplicity of notation, it is always as-
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sumed that the input variables X are centered around 0 and are scaled to have unit variance.
The response y is centered around 0 and coefficients β are standardised to have length unity
(
∑
β2i = 1). In this chapter, all methods are presented in the context of a linear regression
model y = Xβ + ², ² ∼ N(0, σ2In), except where stated otherwise.
3.2 Regularisation via shrinkage
3.2.1 Penalised likelihood methods
Ridge regression
Ridge regression (Hoerl and Kennard 1970) was first proposed in the context of non-orthogonal
regression problems, i.e. for problems with collinear input variables. The authors showed that
in such situations their biased ridge estimator can have smaller mean squared error than the
best linear unbiased estimator, which is the ordinary least squares solution. It was much later
that it was realised that ridge regression can also be useful in even more ill-conditioned “large
p, small n” situations.
The ridge estimator βˆ2 = (XTX + 2σ2λI)−1XTy is the maximum penalised likelihood
solution of the linear regression problem y = Xβ + ² (² ∼ N(0, σ2I)), where the penalty im-
posed on the log-likelihood `(β) is proportional to the value of λ > 0. For the linear regression
model the log-likelihood is given as
`(β) = log p(y|X, β) = log(
n∏
j=1
1√
2piσ2
exp
−(yj − xTj β)2
2σ2
) (3.2)
= −n
2
log 2piσ2 −
n∑
j=1
(yj − xTj β)2
2σ2
.
The penalty term contains the sum of squared regression coefficients
∑p
i=1 β
2
i (i.e. the L2
norm of β). This is an optimisation problem with constraints:
max
β
(`(β)) subject to
p∑
i=1
β2i ≤ t. (3.3)
The introduction of Lagrangian multipliers leads to the following equivalent formulation of
maximising the penalised log-likelihood function `(β)∗2:
βˆ2 = argmax
β
(`(β)∗2) = argmax
β
(`(β)− λ
p∑
i=1
β2i ), (3.4)
23
where t and λ are related one-to-one. Finding the ridge regression solution is equivalent to
determining the maximum a posteriori (MAP) estimate of the Bayesian regression model with
independent and identical Gaussian priors βi ∼ N(0, τ > 0) on each parameter βi:
p(βi|τ) = 1√
2piτ
exp
−β2i
2τ
, (3.5)
and hence
p(β|τ) =
p∏
i=1
1√
2piτ
exp
−β2i
2τ
= (
1
2piτ
)p/2 exp
p∑
i=1
−β2i
2τ
. (3.6)
The log posterior density is proportional to:
log p(β|X, y, τ) ∝ `(β) + log p(β|τ) (3.7)
= `(β)− p
2
log(2piτ)− 1
2τ
p∑
i=1
β2i
= `(β)− constant− 1
2τ
p∑
i=1
β2i ,
from which it follows that the Bayesian model corresponds to the ridge regression model with
λ = 1/(2τ).
Lasso regression
Ridge regression shrinks the coefficient estimates towards zero, but it does not favour estimates
being exactly equal to zero. However, in “large p, small n” situations like microarray data one
often wants to induce sparsity in the regression solution to improve the interpretability of the
results, i.e. one prefers a solution where only a few variables have an estimated effect other
than zero. In the penalised log-likelihood context, this can be achieved by using penalty terms
which favour sparsity. One example is lasso regression (Tibshirani 1996) with a penalty on
the L1 norm of the regression coefficient vector ||β||1 =
∑p
i=1 |βi| instead of the L2 norm
||β||2 =
∑p
i=1 β
2
i :
βˆ1 = argmax
β
(`(β)− λ
p∑
i=1
|βi|). (3.8)
The L1 norm corresponds to independent, identical Laplace (also called double exponen-
tial) distributions with parameter λ as priors on the β parameters. They have mean 0 and
variance τ = 2/λ2:
p(βi|λ) = λ
2
exp(−λ|βi|), λ > 0, (3.9)
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and hence
p(β|λ) =
p∏
i=1
λ
2
exp(−λ|βi|) = (λ
2
)p exp(−λ
p∑
i=1
|βi|). (3.10)
and so
log p(β|X, y, λ) ∝ `(β) + log p(β|λ) (3.11)
= `(β)− p× log 2
λ
− λ
p∑
i=1
|βi|
= `(β)− constant− λ
p∑
i=1
|βi|.
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Figure 3.1: Gaussian (top) and Laplace (bottom) densities (left) with variances τ = 2 and correspond-
ing shapes of densities of their product with a Gaussian distribution N(1, 1) (right), both for a single
variable.
Figure 3.1 illustrates the shrinkage behaviour of the ridge and lasso regression estimates.
It shows Gaussian and Laplace distributions which correspond to priors in a Bayesian model
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with equal prior variances τ = 2. The products of these distributions with a normal distribution
with mean and variance of one N(1, 1) are also shown in Figure 3.1. If the N(1, 1)-distribution
would be a likelihood, then the standard maximum likelihood estimate for beta would be βˆ = 1.
Equivalently, the ridge estimator, which is the maximum a posteriori solution of the Bayesian
model with a Gaussian prior, would be βˆ2 = 0.67, since this is the mode of the product of
the Gaussian prior and the N(1, 1) distribution (see Figure 3.1). Hence, the estimate would
be shrunken towards zero - but not be equal to zero. The mode of the product of the Laplace
distribution and the N(1, 1) distribution, is equal to zero. Hence, if N(1, 1) were a likelihood,
then the maximum a posteriori estimate βˆ1 of the Bayesian model with a Laplace prior would
be exactly equal to zero.
Bridge regression
Ridge (q = 2) and lasso (q = 1) regression both have the same general form
βˆq = argmax
β
(`(β)− λ
p∑
i=1
|βi|q) (q > 0). (3.12)
Problems of this form are sometimes termed “bridge” regression problems (e.g. Fu 1998). For
problems with q ∈ (1, 2), which are intermediate between the lasso and ridge regression, the
regression estimates are shrunk more towards zero than with ridge regression, but not as much
as with the lasso. In particular, the solutions will not be sparse, i.e. while the coefficients
will usually be estimated to be close to zero, they will not be exactly zero. For problems with
q < 1, however, the solutions will be even more sparse than with the lasso. For q → 0,
bridge regression approaches all-subset variable selection (Frank and Friedman 1993), which
is discrete in the sense that the sum
∑p
i=1 |βˆi|q in the penalty term only counts the variables that
are in the model, since |βˆi|q → 1 for q → 0 and βˆi 6= 0 but |βˆi|q = 0 for βˆi = 0. Hence, the
bridge regression solution for q → 0 is given by the maximum log-likelihood for a regression
model with the “best” variable subset, penalised by the number of variables in the model.
Bridge regression solutions can again be interpreted as solutions of Bayesian regressions
with prior distributions that correspond to the penalty term. The independent, identical prior
densities are of the form
p(βi|λ, q) = C exp(−λ|βi|q), (3.13)
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where C is a normalising constant. The left graph in Figure 3.2 shows the shape of a prior den-
sity corresponding to a bridge model with one variable with q = 1.5; the shape is intermediate
between the Laplace density corresponding to lasso and the Gaussian density of ridge regres-
sion. The right graph in Figure 3.2 illustrates the shape of the prior density for the one-variable
model with q = 0.1: most of the probability mass is either very close to zero or in the tails,
favouring sparsity.
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Figure 3.2: Forms of prior densities corresponding to the bridge one-variable regression models with
q = 1.5 (left) and with q = 0.1 (right).
Tibshirani (1996) and Fu (1998) compared the prediction performance of lasso, ridge, and
bridge regression and did not find that any of the methods uniformly dominates the others.
Which model performs best, seems to depend on whether the data are consistent with the un-
derlying model assumptions. For example, the lasso model performed well when there were
a few covariates with large influences combined with many variables with no or little effect
on the response. On the other hand, ridge regression was found to perform well in situations
where most covariates were related to the response variable with similar effect sizes. There is
also empirical evidence (Tibshirani 1996) that, at least in the n > p situation, lasso does not
perform as well as ridge regression, if there are high correlations between predictors. Lasso
tends to select only one variable from a group of highly correlated variables, which can be an
advantage if one is interested in finding the smallest possible set of explanatory variables for
prediction.
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The elastic net
Zou and Hastie (2005) proposed the elastic net, another shrinkage method, which is interme-
diate between lasso and ridge regression. The authors wanted to preserve the sparsity property
of lasso, but avoid a few of its disadvantages. One potential problem with lasso regression in
the p >> n situation is that it can select at most r = rank(X) ≤ min(p, n − 1) = n − 1
variables (or r ≤ min(p, n) if X is not centered) due to the nature of the convex optimisation
problem. This might be too restrictive if n is very small as is often the case with microarray
studies. Elastic net regression can select at most min(p, n+ p) = p variables and hence avoids
this problem. Zou and Hastie (2005) point out, that with gene expression data one might want
to select all genes sharing one biological pathway with importance for the (clinical) response
- and many of these genes can be expected to be highly correlated with each other. Contrary
to the lasso, ridge regression tends to “split the evidence” across all of the correlated variables
and would estimate non-negligible regression coefficients for all of them. The elastic net tries
to keep this feature of ridge regression, while at the same time keeping the automatic variable
selection property of the lasso.
First, the naïve elastic net is defined as a penalised log-likelihood method with both, L1
and L2, penalties:
βˆNEN = argmax
β
(`(β)∗) = argmax
β
(`(β)− λ2
p∑
i=1
β2i − λ1
p∑
i=1
|βi|). (3.14)
The naïve elastic net method corresponds to a Bayesian regression problem with a prior given
by
C exp(−λ[α||β||2 + (1− α)||β||1]), (3.15)
where α = λ1/(λ1 + λ2).
It turns out that the (naïve) elastic net can be viewed as a lasso regression problem with
redefined data (y∗, X∗) (Zou and Hastie 2005):
X∗(n+p)×p =
1√
1+λ2
 X√
λ2Ip
 and y∗(n+p) =
 y
0
.
The lasso solution for these data is given by (where β∗ =
√
1 + λ2β):
βˆ∗ = argmax
β∗
(`(β∗|y∗, X∗)− γ
p∑
i=1
|β∗|) (3.16)
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This corresponds to the naïve elastic net solution for the original data, if γ = λ1/
√
1 + λ2:
βˆNEN =
1√
1 + λ2
βˆ∗. (3.17)
Zou and Hastie (2005) found that the naïve elastic net tends to over-shrink in regression
problems when compared to the lasso, and they introduce the elastic net by scaling the naïve
elastic net penalty down. This is done by replacing the penalty parameter γ = λ1/
√
1 + λ2 in
equation (3.16) by the lasso penalty λ1 only, which leads to the following adjustment for the
elastic net estimate:
βˆEN =
√
1 + λ2βˆ
∗ = (1 + λ2)βˆNEN . (3.18)
The Jeffreys prior and other normal scale mixture priors
The penalised likelihood methods described so far are equivalent to a Bayesian regression prob-
lem with either normal priors on the coefficients or Laplace priors - or a prior distribution which
is intermediate between those two. A penalty which is even more extreme than the lasso penalty
is induced by the normal-Jeffreys prior (Figueiredo and Jain 2001, Figueiredo 2003). The prior
distribution of the regression coefficients can be expressed as a scale mixture of normal dis-
tributions, that is a mixture of normal distributions which all have mean zero and variances
distributed according to a hyper-prior distribution:
βi|νi ∼ N(0, νi) (3.19)
νi ∼ p(νi)
for all i = 1, ..., p. Here, the hyper-prior of νi is given by
p(νi) ∝ 1
νi
. (3.20)
This so-called Jeffreys prior is an improper distribution and results in an improper prior distri-
bution for the coefficient vector β of the form (e.g. Griffin and Brown 2007)
p(βi) =
∫
p(βi|νi)p(νi)dνi ∝ 1|βi| . (3.21)
Unlike the Laplace and Gaussian priors, the normal-Jeffreys prior has no adjustable hyper-
parameter. It has been demonstrated by Figueiredo and Jain (2001) and Figueiredo (2003)
that the normal-Jeffreys prior can induce even more sparseness than the Laplace prior. The
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Gaussian, Laplace, and normal-Jeffreys priors have been compared in an application to gene
expression data by Bae and Mallick (2004). The authors performed a full Bayesian analy-
sis with a probit model in order to select genes which best discriminate between two tumour
types. Bae and Mallick (2004) performed the analysis on subsets of two well-published gene
expression data sets (Golub et al. 1999, Hedenfalk et al. 2001); in each case the 500 top genes
were used as determined by the univariate two-sample test statistics. The authors selected those
variables with the largest posterior variance estimates; they found that all three priors perform
well. However, it is not obvious, how to perform posterior inference for the model with the
normal-Jeffreys prior. The improper prior distribution results in an improper posterior distri-
bution, which makes sampling from the posterior distribution via standard MCMC methods
impossible. Bae and Mallick (2004) do not explain how they solved this problem.
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Figure 3.3: Normal-Jeffreys prior (left), and normal-exponential-gamma priors with a = 0.5, b = 1
(centre) and a = 0.5, b = 2 (right) for a single variable βi.
Like the Jeffreys prior, the Laplace prior distribution can also be expressed as a scale
mixture of normal distributions, but here the hyper-prior is a proper exponential distribution:
βi|νi ∼ N(0, νi), i = 1, ..., p, with
p(νi|λ) = λ
2
2
exp(−λ
2
2
νi). (3.22)
Griffin and Brown (2007) point out that many more shrinkage methods can be developed from
priors for the regression coefficients which are scale mixtures of normal distributions. They
present several classes of such prior distributions, which induce sparseness like lasso regression
and the normal-Jeffreys prior. Among these, the authors favour the normal-exponential-gamma
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(NEG) distribution. It arises from placing a gamma hyper-prior distribution on the natural
parameter λ2i /2 in the exponential hyper-prior p(νi|λi) in equation (3.22), so that now this
scale parameter can vary between coefficients. Placing a gamma distribution with parameters
a and b on λ2i /2 leads to the following marginal density for the scale parameters νi:
p(νi|a, b) = a
b2
(1 +
νi
b2
)−(a+1) 0 < a, b <∞. (3.23)
The NEG prior distribution incorporates the Laplace prior (with a, b → ∞) and the normal-
Jeffreys prior (with a, b → 0) as limiting cases (see Griffin and Brown 2005, for details). In
Figure 3.3 the Jeffreys prior and two examples of the normal-exponential prior are illustrated
for a single variable βi.
Consistency and other properties of the lasso and related methods
Recently, there has been much work on the theoretical properties of the lasso and of related
methods, especially with respect to model selection consistency, that is whether
lim
n→∞
Pr(Mˆn =M) = 1, (3.24)
where M is the true sparse model and Mˆn = {i : βˆi 6= 0} is the set of lasso regression coef-
ficient estimates unequal to zero estimated using a data set with n samples. Meinshausen and
Bühlmann (2006) and Zhao and Yu (2006) show that the lasso is consistent for variable selec-
tion in the n > p situation if a neighbourhood stability condition is fulfilled, which is called
Irrepresentable Condition by Zhao and Yu (2006). This Irrepresentable Condition requires that
the predictors which are in the true model M are not too correlated with covariates which are
not in M , and that in addition the predictors in M are not too correlated with each other. Zhao
and Yu (2006) present some designs for which the Irrepresentable Condition holds, e.g. if the
correlations Cik (i, k = 1, ..., p) are constant and positive, or if they follow a power decay
relation:
Cik = (ρ)
|i−k|, for any i, k = 1, ..., p and |ρ| < 1. (3.25)
Unfortunately, these designs seem too restrictive for observed microarray gene expression data,
and in addition, we are in the p >> n setting where these results do not apply directly. How-
ever, for the “large p” situation, both Meinshausen and Bühlmann (2006) and Zhao and Yu
(2006) show that the model consistency property holds under similar conditions, if p grows
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with n→∞ not too fast. The growth can be polynomial in n if the noise distribution has finite
moments and even exponential in n for a normal noise distribution.
In practice, the regularisation parameter λ1 is often chosen so as to minimise out-of-sample
prediction error. A prediction-optimal selection of λ1 leads to models that contain not only
the true predictors contained in M , but also some irrelevant covariates, especially in a high-
dimensional highly sparse setting (Meinshausen and Bühlmann 2006). The reason is that the
lasso estimators are biased towards zero and using the λ1 value which results in only including
the true predictors will lead to bad prediction performance. Decreasing the penalty slightly
gives a trade-off between some added noise variables and larger βˆi estimates for the true pre-
dictors (i ∈M ).
Recently, it has been demonstrated that the lasso is consistent in an Lq-sense (for q ∈
{1, 2}) under less stringent conditions than those needed for model consistency (Zhang and
Huang 2008, van de Geer 2008), even in the p >> n setting. This means that
||βˆn − β||q → 0 for n→∞. (3.26)
For fixed dimension p, this convergence result implies that coefficients corresponding to the
relevant predictors will be non-zero with high probability. The conclusion is that the sequence
of models found using lasso with the full range of penalties λ1 contains the true model with
high probability, along with some noise variables. This suggests that lasso should be used as
a variable selection method only. When there is a very large number of predictors, a single
shrinkage parameter λ1 is not sufficient for simultaneously selecting variables and performing
coefficient estimation. The lasso may be used to select a small set of predictors, followed
by a second step to estimate coefficients for those predictors (e.g. by ordinary least squares
regression), and maybe also to perform additional variable selection in some cases.
The problem with lasso regarding its consistency properties is that shrinkage is too large
for large effects. Ideally, we want no shrinkage for the true predictors in M . To this end,
Fan and Li (2001) have modified the lasso penalty to construct the model-selection consistent
SCAD (smoothly clipped absolute deviation) estimator, where the penalty is thresholded so
that it is zero for all effects with an absolute value larger than a certain threshold:
λa(|β|) = λ1I(|β| ≤ λ1) + (aλ1 − |β|)+
(a− 1) I(|β| > λ1), (3.27)
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with some a > 2 and for λ1 > 0. So for |β| ≤ λ1, the SCAD penalty is equivalent to the lasso
penalty λ1, but for larger values of |β| the penalty depends on a and the size of |β|, until for
|β| > aλ1 it becomes zero. Unfortunately, the optimisation problem for SCAD is non-convex
and thus hard to evaluate numerically.
An alternative method is the adaptive lasso (Zou 2006), which attempts to solve the prob-
lem of over-shrunk parameter estimates for the true predictors in M by introducing weights wi
on the penalty which are chosen in a data-dependent way
βˆAL = argmax
β
(`(β)− λ
p∑
i=1
wi|βi|). (3.28)
The authors propose to use wi = 1/|βˆi|γ for some γ > 0, where βˆ can for example be the OLS
estimator, if it exists which requires n > p. If it is indeed the OLS estimator βˆOLS and γ = 1,
the adaptive lasso is nearly equivalent to the non-negative Garrote method proposed by Breiman
(1995), except for a sign constraint in the non-negative Garrote that requires βiβˆi ≥ 0 for all
i. This estimator was originally proposed in the n > p setting for ordinary linear regression as
(βˆNNG)i = ci(βˆOLS)i for all i = 1, ..., p, where c is the solution of
min
c
(||y −
p∑
i=1
ci(βˆOLS)ixi||2 − λ
p∑
i=1
ci) subject to ci ≥ 0 ∀i. (3.29)
Both, the SCAD and the adaptive lasso estimators, fulfill the oracle property that, if we
would know in advance which predictors belong to the true model M , we could not improve
on the asymptotic results given by these methods (Fan and Li 2001, Zou 2006). Knight and Fu
(2000) also show the oracle property for bridge regression with q < 1 for non-singular problems
requiring n > p. However, the optimisation problem for bridge regression with q < 1 is non-
trivial, because the penalised likelihood function that is to be maximised is non-convex and
non-differentiable in the local optima.
Griffin and Brown (2007) argue that their Bayesian normal-exponential-gamma models
automatically adapt the parameter estimates in the sense of the adaptive lasso, and also uses
negligibly small penalties for large effects in accordance with the idea behind SCAD. This
is achieved through the additional hyper-prior on λ which implies that the penalty λ is not
deterministic but can be varied continuously. While the adaptive lasso and SCAD enforce
single solutions, this can be seen as an artificial restriction, which should not be made, and
that methods, which find many of all the potential good solutions in the multi-collinear p >>
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n situation, are preferable, possibly combined with a model averaging approach to improve
prediction performance. This is the philosophy adopted by Griffin and Brown (2007) and also
in the Bayesian variable selection setup presented in Section 3.3. For this reason, the normal-
exponential-gamma priors are chosen with the aim to result in non-strictly convex optimisation
problems with many solutions. The lasso is also non-strictly convex (Zou and Hastie 2005)
and thus may have multiple solutions. Note, that this is generally not considered by software
provided to solve the lasso, and the optimisation problem is usually treated as if it were strictly
convex with one unique solution (see Section 3.2.3).
3.2.2 Methods with derived input directions
The penalised likelihood methods presented in the previous section are one-step procedures:
all input variables are entered into the model with equal weights and the solution is found
by maximising the objective function. The coefficients are shrunk compared to the ordinary
least squares estimates according to their explicit prior distributions. A different approach is to
transform the input space Z = φ(X) into a space with lower dimension. Usually, the new input
directions zm, m = 1, ...,M , are linear combinations of the original inputs xi, i = 1, ..., p,
where M << p.
Principal components regression
One example is principal components regression (PCR) (Massy 1965), where the linear com-
binations zm (m = 1, ...,M ) are the first M principal components (PC) of matrix X . Every
n× p matrix X can be expressed in the form X = UDV T , where U and V are n× p and p× p
orthogonal matrices, with the columns of U spanning the column space of X and the columns
of V spanning its row space (e.g. Hastie et al. 2001). D is a diagonal matrix of dimension p×p,
where the diagonal entries d1 ≥ d2 ≥ ... ≥ dp ≥ 0 are the singular values of X . The rank r
of X is determined by the number of non-zero singular values; it is always r ≤ min(n− 1, p)
(or r ≤ min(n, p) if X is not centered). In the “large p, small n” situation this implies that the
rank r of centred matrix X is at most n− 1. The singular decomposition of X corresponds to
the eigen decomposition of the symmetric matrix XTX:
XTX = V D2V T . (3.30)
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In this context, the squared singular values d2i , i = 1, ..., p, are the eigenvalues of X
TX . The
eigenvectors vi of XTX are called the directions of the principal components of X (PC direc-
tions); the principal components themselves are defined as Z = XV = UD, so that the sample
variance of zi = uidi is given by
var(zi) =
zTi zi
n
=
d2i
n
. (3.31)
Hence, the sample covariance matrix of X can be partitioned into variance proportions along
the PC directions, which are explained by the corresponding eigenvalues. Because the eigen-
values are ordered, the sample variances of the principal components are also ordered, with
the first PC z1 = Xv1 having the largest sample variance. If p >> n, only the first at most
n− 1 PC’s differ from the zero vector (if X is centred); this implies for the “large p, small n”
situation that at most n− 1 principal components determine all variability in the p-dimensional
matrix X .
Usually one hopes that there is a small number of M < n − 1 PC’s which contribute
most of the variability in X , so that the subsequent PC’s can be discarded. Then the original
regression problem y = Xβ + ², ² ∼ N(0, σ2In) can be replaced by the principal components
regression
y = ZMγ + δ δ ∼ N(0, σ∗2In) (3.32)
with ZM = (z1, ..., zM) being the column matrix of the first M principal components. The
PCR coefficient vector γ is of dimension M and represents the linear effects of the PC’s on
the response y. As the PC’s are linear combinations of the original input variables X , equation
(3.32) can be expressed in terms of coefficients βPCR when y is directly expressed in terms of
X:
y = ZMγ + δ = XVMγ + δ = XβPCR + δ, (3.33)
where βPCR = VMγ with VM = (v1, ..., vM) being the column matrix of the first M PC
directions.
The principal components are found using equation (3.31). The first principal component
direction is the direction of greatest sample variance in X , and all subsequent principal com-
ponent directions are constructed, so that they are orthogonal to all previous components and
explain as much of the remaining variability in the input data as possible. In detail, the first PC
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direction v1 is defined as the unit-length vector in the direction of the maximal variance within
X:
v1 = arg max||θ||=1
var(Xθ). (3.34)
In general, the mth (m > 1) principal component direction vm is found by solving (Stone and
Brooks 1990, Frank and Friedman 1993)
vm = arg max
||θ|| = 1, and
vTl Sθ = 0, l = 1, ..., (m− 1)
var(Xθ), (3.35)
where S is the sample covariance matrix of X .
Thus in PCR, the input directions for the regression on y are derived solely by maximising
the explained variance in X . However, principal component directions that correspond to small
eigenvalues d2 of XTX , might still correspond to directions which are correlated with the
response y, and would therefore be important in the regression. One way to accommodate for
such situations (Brown 1993) is to work backwards from the smallest to the largest eigenvalue
when determining which principal components are to be incorporated into the regression model.
One then uses the first M principal components z1, ..., zM , where M is determined by the
first appearance of a statistically significant coefficient γM in the regression with y. As an
alternative, partial least squares is a dimension reduction method which uses the response y for
the construction of the regression input directions, in addition to the input matrix X (see later
in this chapter).
Generalising principal components regression Principal components regression was used
for the analysis of human breast cancer gene expression data by West et al. (2001) and West
(2003). The authors used PCR for binary (probit) regression in a Bayesian context and devel-
oped conjugate priors which they referred to as generalised singular g-priors. The authors found
that by keeping all p genes in the model the computed principal components are influenced by
noise associated with the genes. West et al. (2001) solved this problem by pre-filtering the
data to identify the 100 genes which are most highly correlated with the response. West (2003)
improved on this by introducing sparse latent factor models as a generalisation to Bayesian
principal components regression, where X is viewed as an observed realisation of underlying
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factors ZM = (zm)m=1,...,M that are in turn related to the response y:
X = ZMB
T +∆, (3.36)
y = ZMγ + δ
where
zj ∼ N(0,Ψ2) and ∆j ∼ N(0,Φ2), and
δj ∼ N(0, σ∗2) ∀j = 1, ..., n.
Here, xj , j = 1, ..., n, is the jth sample in data matrix X , zj is a vector of length M of potential
latent factors for case j, B is a factor loadings matrix of dimension p ×M , and ∆ and δ are
noise terms. Sparsity in the loadings matrix B is induced by a sparse prior, for example the
spike-and-slab prior (where δ0 is the Dirac distribution at zero)
p(Bim) ∼ piiδ0(Bim) + (1− pii)N(Bim|0, 1), (3.37)
with small probability pii, which can differ for each variable i. Then, B will have many zeros in
each column, meaning that each underlying latent factor (which can for example be interpreted
in the case of gene expression data as an underlying biological process) involves only a small
number of variables (i.e. genes). Also, B will have many zeros in each row, so that each
variable is only involved in a small number of latent factors. Sparsity also appears in a different
way, by fitting a model with only a small number of latent factors, e.g. M = 25 (West 2003).
In the context of gene expression analysis, the principal components are sometimes called
super-genes (Spang et al. 2001). One hopes that a few of these super-genes explain most of the
information in the input matrix. However, they can be hard to interpret, because they are linear
combinations of a large number of genes. The introduction of sparse latent factors alleviates
this problem, because here only a relatively small number of genes contributes to each latent
factor, which can be interpreted as an underlying biological factor. Another way to improve
the interpretability is to separate the input data into clusters of similar variables, which are then
represented by one single meta-variable per cluster. In gene expression analysis it is common
to call these meta-variables meta-genes (e.g. Wit and McClure 2004). For example, the meta-
genes can be the centroids of the clusters as derived by some clustering algorithm like k-means
clustering, or they can be the first principal components of the sub-matrix X∗ constructed from
all the genes in the cluster.
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One example for such a cluster-based method, which uses the first principal components
of the clusters as meta-genes, is gene shaving (Hastie et al. 2000). This is an iterative algorithm
that attempts to identify clusters of genes with highly similar gene expression profiles and
large variations across samples. This is achieved by iteratively constructing the first principal
component of a cluster and then “shaving” those genes off the cluster which are too far away
from the principal component according to some distance measure. The original gene shaving
algorithm is an unsupervised method, i.e. it does not relate the gene expression data to a
response variable. But in the same paper a supervised version for response class prediction is
also proposed, where the gene clusters are created in such a way that the genes vary as much
as possible between response classes.
Another example for the use of meta-genes is given by Pittman et al. (2004), where meta-
genes were constructed from gene expression data by first performing k-means clustering and
then computing the first principal components of the clusters. The meta-genes are used together
with clinical predictor variables in order to predict breast cancer outcome by fitting multiple
classification tree models to the input data in a Bayesian analysis.
Partial least squares
The regression input directions in principal components regression are selected solely from the
(orthogonal) directions of largest variability in the column space of X . However, the goal of
the regression is to construct a model from X which best predicts the response variable y. It
therefore makes sense to construct the input directions in such a way that they do not just cover
much of the sample variance in X , but are also highly correlated with the response. Partial least
squares regression attempts just that: the mth (m > 1) PLS direction φm is found by solving
max
||θ|| = 1
φTl Sθ = 0, l = 1, ..., (m− 1)
cor2(y,Xθ)var(Xθ), (3.38)
where S is the sample covariance matrix of X (Stone and Brooks 1990, Frank and Friedman
1993). The first PLS direction is simply the unit-length vector θ which maximises the product
cor2(y,Xθ)var(Xθ) without any orthogonality constraints.
Partial least squares is based on the idea of latent variables Z = (z1, ..., zM), which under-
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lie both X and y:
X = ZMφ
T +∆ (3.39)
y = ZMγ + δ. (3.40)
∆ is a residual matrix and δ a residual vector; the latent variables zm are called scores (or
PLS components or simply latent factors) and the coefficients φm in (3.39) are called loadings
of X (or PLS directions) (Brown 1993). Thus, PLS forms its latent factors by a canonical
covariance analysis of X and y, while PCR forms its latent factors (i.e. principal components)
by a canonical variance analysis of X alone. In order to ensure unique solutions, additional
constraints have to be imposed on the PLS model. Usually, either the scores are forced to be
orthogonal or orthogonal loadings are required.
Here, only the algorithm with orthogonal loadings, rather than orthogonal scores, is pre-
sented. The orthogonal-loadings algorithm requires a series of multivariate regressions, and
is more suitable for finding theoretical properties of PLS than the orthogonal-scores algo-
rithm which is based on univariate regressions. For example, it becomes clear that the space
that is spanned by the PLS directions, is equal to the space spanned by the Krylov sequence
{XTy, (XTX)XTy, ..., (XTX)M−1XTy}, so that an alternative form for the PLS estimate of
β, when expressing y directly in terms of X without the intermediate latent factors Z is given
by Butler and Denham (2000)
βˆPLS =
M∑
m=1
γˆm(X
TX)m−1XTy, (3.41)
where the γˆm, m = 1, ...,M , are the solutions of the multivariate regression of y on the PLS
factors zm. That is, γˆm, m = 1, ...,M , minimise equation
(y −
M∑
m=1
γmzm)
T (y −
M∑
m=1
γmzm) (3.42)
with respect to γm, m = 1, ...,M .
Equation (3.41) allows us to express the PLS regression explicitly in terms of a regression
of y on X , without the intermediate regression equations involving the latent factors zm:
yˆ = XβˆPLS. (3.43)
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Note that because the response y is involved in finding the regression input directions, the
PLS estimators βˆPLS are not linear in y. In summary, PLS estimators βˆPLS are non-linear,
biased shrinkage estimators of the regression coefficients in y = Xβ + ². The PLS and PCR
solutions βˆPCR and βˆPLS are often similar, because the correlation term cor2(y,Xβ) in the PLS
optimisation criterion maxβ (cor2(y,Xβ)var(Xβ)) is often weak compared to the variance
term var(Xβ) (Hastie et al. 2001). The shrinkage behaviour of PLS is somewhat peculiar and
it was not until the 1990’s that some light has been shed on its shrinkage properties (Frank
and Friedman 1993, Butler and Denham 2000), which are further discussed in the following
section.
Continuum regression and shrinkage behaviour
Ordinary least squares regression has the single goal to minimise the in-sample response pre-
diction error, while the regularised regression methods like ridge regression, PCR and PLS
also account for the variation in the predictor variables X in some way. The assumption is
that directions in the predictor space that are well sampled, i.e. for which many data points
exist, should provide better prediction for new observations, i.e. improve the out-of-sample
prediction error, than poorly sampled directions. To repeat, while ordinary least squares re-
gression maximises the squared correlation between the response variable y and the predictor
Xβ (maxβ cor2(y,Xβ)), PCR maximises the variance of the predictor Xβ (maxβ var(Xβ)),
and PLS combines these two approaches by maximising the product of the squared correlation
between y and X and the variance within the input space: maxβ (cor2(y,Xβ)var(Xβ)). Stone
and Brooks (1990) generalised this approach to so-called continuum regression, the coefficients
βCR of which are the solution of
max
||β||2=1
cor2(y,Xβ)varα(Xβ). (3.44)
Here, α = 0 leads to ordinary least squares, α → ∞ numerically corresponds to principal
components regression and α = 1 gives the partial least squares results. In addition, Sundberg
(1993) has shown that for 0 ≤ α < 1 there is a close relationship between continuum regression
and ridge regression. In fact, for a ridge regression solution with penalty λ one can find a value
α such that
βˆCR(α) =
(
1 +
α
1− α.
)
βˆ2(λ) (3.45)
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The factor 1+α/(1−α) implies that βˆCR(α) is shrunk less than βˆ2(λ). In particular, continuum
regression will apply no shrinkage, if all input variables are orthogonal or if there is only a
single variable in X; in short if there is no collinearity. This has motivated Björkström and
Sundberg (1999) to construct an alternative definition of continuum regression by modifying
ridge regression: instead of using βˆ2(λ) as the final estimator, they use the solution of a simple
linear regression of yˆ2 = Xβˆ2(λ) as the single regressor on the response y. This modification is
called least-squares ridge regression (LSRR) and is nearly identical to the continuum regression
solution βˆCR(α) in equation (3.45).
Stone and Brooks (1990) propose to choose the value of α in continuum regression jointly
with the other model parameters, e.g. by cross-validation. However, this introduces a large
computational burden and additional variability in the estimation procedure. Even more trou-
blesome is the observation by Björkström and Sundberg (1996), that continuum regression can
be discontinuous in α, a problem that is not shared by least-squares ridge regression. Neverthe-
less, the formulation of continuum regression was very helpful for understanding the statistical
properties of partial least squares by putting it in context with better understood methods like
OLS and PCR.
The same can be said for another general formulation, which is especially helpful for
illustrating the shrinkage behaviour of penalised likelihood methods, principal components
regression, and partial least squares. This formulation uses the eigen decomposition (3.30)
of XTX:
XTX =
r∑
i=1
d2i viv
T
i ,
where r ≤ min(n− 1, p) is the rank of matrix X . Note that the ordinary least squares solution
(or in case of p > n the minimum-length least squares solution) can be expressed in terms of
the OLS contributions of the principal component directions (Butler and Denham 2000):
βˆOLS =
r∑
i=1
αˆivi, (3.46)
where the coefficients αˆi = 1d2i v
T
i X
Ty are the OLS estimates in the principal directions of X .
Shrinkage estimators shrink some or all of these contributions towards zero, which intro-
duces bias, but at the same time reduces the variance, which can lead to a smaller mean squared
error overall. The regression coefficient estimators can generally be expressed as (Butler and
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Denham 2000)
βˆ =
r∑
i=1
f(d2i )αˆivi, (3.47)
where values f(d2i ) < 1 introduce shrinkage in direction vi.
While PCR keeps the M first principal components, and discards the r − M last com-
ponents (i.e. f(d2i ) = 1 ∀i = 1, ...,M and f(d2i ) = 0 ∀i = M + 1, ..., r), ridge regres-
sion shrinks the estimator in all principal component directions by an amount which relates
to the size of the eigenvalues d2i and is inversely proportional to the constant penalty param-
eter λ > 0: f(d2i ) = d
2
i /(d
2
i + λ), because V is an orthogonal matrix and D as well as
(V D2V T + λI) = (D2 + λI) are diagonal matrices. Hence it is (Butler and Denham 2000):
yˆ = Xβˆ2 = X(X
TX + λI)−1XTy (3.48)
= UDV T (V D2V T + λI)−1V DUTy
= D2(D2 + λI)−1UV TV UTy
= D2(D2 + λI)−1UUTy
=
r∑
i=1
ui
d2i
d2i + λ
uTi y.
This means that the first principal components with large eigenvalues are shrunk less than the
last components with small eigenvalues. In ridge regression the penalty parameter λ has to be
tuned (for example by cross-validation), and in PCR the number M of principal components to
be kept in the model has to be optimised.
The shrinkage behaviour of partial least squares is not as straightforward as that of PCR
and ridge regression. It has been proved to be a shrinkage estimator in the sense that its Euclid-
ian norm is smaller than that of the ordinary least squares (or minimum-length least squares)
estimator: ||βˆPLS||2 < ||βˆOLS||2 (e.g. Goutis 1996), but in some situations some principal
component directions can have expanded estimates, i.e. f(d2i ) > 1 for some d
2
i (Frank and
Friedman 1993).
Using the eigen decomposition of matrix XTX in equation (3.41) leads to an explicit
formulation of the shrinkage coefficient vector f (M)(d2) for PLS with M components, which
gives the amount of shrinkage in the principal component direction corresponding to eigenvalue
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d2 (Butler and Denham 2000):
f (M)(d2) =
M∑
m=1
γˆm(d
2)m. (3.49)
From this equation, the following shrinkage properties of PLS can be derived (Butler and Den-
ham 2000). If the eigenvalues are distinct and M < r, then
1. the eigenvalues can be divided into non-empty disjoint sets Rj of consecutive eigenval-
ues, for which the corresponding shrinkage coefficients alternate between f (M)j > 1 and
f
(M)
j < 1 (i.e. the shrinkage behaviour of PLS oscillates between shrinking and expand-
ing).
2. The last principal direction vr, i.e. the one corresponding to the smallest non-zero eigen-
value d2r , is always shrunk.
3. If the number of chosen partial least squares componentsM is even then the first principal
component direction v1 is shrunk, if M is odd then v1 is expanded.
This behaviour implies that PLS regression should be used with caution and should not be
adopted as an automatic regularisation solution. However, PLS seems to work quite well in
many practical applications. Butler and Denham (2000) suggest that one reason for this might
be that in many real-life applications, large eigenvalues of matrix XTX have very large canon-
ical covariances which then decrease fast for smaller eigenvalues. Following from equation
(3.49) this means that expanded principal components are not expanded by much, whereas
those principal components which correspond to small eigenvalues are shrunk a lot.
3.2.3 Finding the regularisation solutions
Solution for fixed shrinkage parameter: convex optimisation algorithms
For a fixed amount of shrinkage (e.g. if the value of the penalty parameter for penalised likeli-
hood methods is fixed), finding the regularised regression coefficient estimates can be viewed
as a standard optimisation problem: we want to find the global maximum of the objective
function. In the case of penalised likelihood methods the objective function is the penalised
log-likelihood (or equivalently, the log posterior density in the Bayesian interpretation). For
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many regression problems, for example linear regression y = Xβ + ² with ² ∼ N(0, σ2I)
and generalised linear models like logistic regression, the likelihood function - and with it the
log-likelihood `(β) - is strictly convex. Fu (1998) show that penalised log-likelihood functions
`(β)∗ = `(β) − λ∑pi=1 |βi|q with any fixed q > 1 and fixed λ are strictly convex, too. Note,
however, that this is not true for lasso regression (q = 1) which is only non-strictly convex and
can thus have a flat optimum, i.e. a region of connected values in β which all share the same
maximum penalised log-likelihood. Griffin and Brown (2007) demonstrate this with an exam-
ple with p = 2 parameters where sometimes, one mode is at β1 = β2 = 0 and another mode
can be found where one coefficient is zero and the other one is very close, but unequal, to zero.
This is generally considered not to be a big problem in practice, and all algorithms described
here which have been devised to solve lasso-type problems assume that the objective function,
that is the penalised log-likelihood function `(β)∗ = `(β)− λ∑pi=1 |βi|, is strictly convex.
A wide variety of generic optimisation algorithms is available to solve strictly convex op-
timisation problems, for example multivariate versions of the Newton-Raphson algorithm. For
generalised linear models like logistic regression, the Newton-Raphson algorithm is usually im-
plemented in statistical software packages as a variant, the iteratively re-weighted least squares
algorithm (McCullach and Nelder 1989). The algorithm has the advantage that it converges
very fast (often within less than ten iterations). However, for data with a large number p of
variables, like for example microarray data, it needs large amounts of memory in each itera-
tion, since solving the weighted least squares problem requires the inversion of a p× p matrix
by QR decomposition.
As an alternative, Goeman (2008) has developed a full gradient descent algorithm for
minimising the loss function, which is implemented in the R package penalized. Here,
minimising the loss function is equivalent to maximising the penalised log-likelihood as the
objective function, and because of this context, we will use the term gradient ascent algorithm
in the following. In each iteration the algorithm computes the full p-dimensional gradient of
the objective function and takes a step of size ∆ν in the direction of the gradient g(ν). In order
to avoid slow convergence in the last iterations, the algorithm can automatically switch to the
Newton-Raphson procedure when it gets close to the optimum. Prior to the full gradient ascent
approach, coordinate-wise gradient ascent algorithms had been proposed by several authors
(e.g. Shevade and Keerthi 2003, Friedman et al. 2007, Genkin et al. 2007). These algorithms
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require even less memory, since they only update one variable βˆi at a time. As an example, the
cyclic coordinate ascent algorithm for logistic regression with lasso or ridge penalty by Genkin
et al. (2007) is presented here, which was implemented in the C++-based “Bayesian Binary
Regression” (BBR) software.
Genkin et al. (2007) base their implementation on the algorithm described by Zhang and
Oles (2001). The cyclic coordinate ascent (CCD) algorithm is a Gauss-Seidel-type algorithm.
That is, after setting all variables to some initial value, in each iteration the algorithm finds the
value for every variable βi (i = 1, ..., p), which maximises the conditional posterior distribution
p(βi|β−i, X, y)while the other variables βk (k 6= i) are held constant. The procedure is repeated
until convergence. The maxima of the univariate conditional posterior distributions are found
by applying the univariate Newton-Raphson algorithm. For the lasso penalty, there is a problem
though: the partial derivatives for βi of the objective function are not defined at βi = 0. Hence,
the CCD update is not defined for βi = 0 and it is also invalid if it would change the sign of βi.
Genkin et al. (2007) solve this problem by treating these cases separately: if the update would
change the sign of βi, βnewi is simply set to zero. And if βi = 0 then the update is attempted in
both directions; if both attempts fail, βnewi is kept at zero.
Recently, a similar coordinate-wise ascent optimisation algorithm has been described for
the lasso and some variations of lasso by Friedman et al. (2007). The authors propose to apply
the procedure for each possible value of the shrinkage parameter λ, using the solution from
each value for λ as a warm starting value for the optimisation for the next parameter value.
If there is no prior knowledge about the amount of shrinkage necessary to achieve optimal
prediction, which will often be defined in terms of minimal out-of-sample prediction error, the
optimal shrinkage value has to be determined from all possible values of λ. Commonly used
model selection procedures to find the optimal parameter value are based on resampling, where
only part of the data are used for training the model and the remaining samples can be used as
independent validation samples to estimate the out-of-sample error. Examples for resampling
methods are the bootstrap and cross-validation (see Chapter 4).
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Finding the complete solution path: least angle regression and other gradient ascent al-
gorithms
For shrinkage methods like lasso or PLS regression, there is an alternative to the quite generic
model selection procedure described in the previous section. It is possible to compute the entire
solution path for all shrinkage parameter values in one go, with the computational complexity of
the order of magnitude of ordinary least squares regression with the full set of p input variables.
It has been known for some time (see e.g. Brown 1993) that the partial least squares so-
lutions with 1, ...,M PLS components correspond to the solutions βˆ = GMXTy, where GM
is the result of applying the first M steps of inverting matrix XTX using a conjugate gradient
ascent algorithm with exact line search for matrix inversion (see Gill et al. 1981, for more de-
tails). If n > p and XTX is of full rank p then the OLS solution is reached after p steps. All
PLS solutions with M = 1, ..., p components lie along a path which starts at the null solution
with 0 components, and ends at the OLS solution which corresponds to the PLS model with
all p components. One might want to investigate other strategies to find a path from the simple
intercept-only model to the OLS regression coefficients (or minimum length least squares, if
p >> n). New approximations to the OLS solution can be found along such paths.
Friedman and Popescu (2004) investigated gradient ascent strategies to “climb the hill” to
the ordinary least squares coefficients. Each successive point on the path is derived from the
previous one by an infinitesimal increment ∆ν > 0 in the direction of the gradient g(ν):
βˆ(ν +∆ν) = βˆ +∆g(ν) (3.50)
The authors find that the gradient ascent path with squared-error loss for the linear model is
very similar to the PLS path for the linear model, but also to the path which corresponds to
ridge regression with penalty parameters λ ∈ (0,∞). In fact, the gradient ascent path lies
in between the PLS and ridge regression paths sharing both methods’ property to shrink the
coefficients of highly correlated variables towards a common absolute value.
Friedman and Popescu (2004) also investigate lasso regression and the closely related least
angle regression (LARS) algorithm (Efron et al. 2004) in this context and find that the lasso
path is quite different from the solution path of the other three methods. They observe that this
is consistent with lasso behaviour towards highly correlated covariates, which is contrary to the
equalising behaviour of the other three methods. In general, lasso will estimate large effects
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for a small number of covariates and zero effects for the others within a set of highly correlated
variables instead of dispersing the common effect equally among the covariates.
The least angle algorithm (LARS) for squared-error loss which was introduced by Efron
et al. (2004), is closely related to the lasso. The LARS method is not a gradient ascent al-
gorithm, but was rather developed as a generalisation to classical forward stepwise variable
selection for regression, which is not as greedy and more cautious than traditional forward se-
lection. Classical forward stepwise regression works as follows. First, all possible one-variable
models are built by regressing the response variable on each of the potential covariates. The
variable which results in the model with the smallest residual sum of squares is chosen to be the
first variable to be included in the model. Then, the procedure is repeated with the remaining
variables, and with the residual vector (orthogonal to the selected variable) as the new response.
Thus, the second variable is selected, and so on until all variables are included in the regression
model. Again, this algorithm produces a solution path starting from the empty model with just
a fitted intercept and ending at the full OLS model with all p input variables (always assuming
that the OLS solution exists, in particular that n > p). However, forward stepwise selection
is usually not good at finding the best regression models, especially if there is collinearity be-
tween the potential input variables, because the algorithm is very greedy: once variables have
been included, they cannot be excluded. This may keep a closely correlated covariate from
entering the model, which might otherwise result in a better fitting model together with some
other variables which are also not allowed to enter.
The original motivation for the LARS algorithm was to produce a similar, but more cau-
tious, algorithm called forward stagewise selection, which moves towards the final model in
much smaller steps. Forward stagewise linear regression (FSLR) starts with the empty model,
like forward stepwise regression. Small steps of length ν are taken successively in the direction
of the variable with the greatest current correlation with the response. This implies that the
first step is taken in the direction of the variable which would be selected first in the forward
stepwise algorithm, but after the first step the algorithms diverge. The process is repeated until
the final model is reached. If the current regression estimate is yˆ and the vector of correlations
with the current residual is called cˆ = XT (y − yˆ), then a forward stagewise move is described
by (Efron et al. 2004)
iˆ = argmax |cˆi| and yˆ → yˆ + ν sign(cˆi)xi, (3.51)
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where choosing ν as big as |cˆi| leads to classical forward stepwise regression.
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Figure 3.4: Solution paths for lasso (left) and forward stagewise (right) regression of the coefficients
as a function of the norm fraction |βi|/maxpj=1 |βj |. The two plots are nearly identical and only differ
slightly for large values of the norm fraction, see for example covariate 8. The data are from the diabetes
study which was described in Efron et al. (2004). The plots have been created with the plot.lars()
function from the R library lars.
The resulting solution path is extremely similar, but not exactly equal, to the lasso regres-
sion solution path (see Figure 3.4 for an example). It turns out that one can produce the solution
paths for both methods using slight modifications of the LARS algorithm, which is computa-
tionally much more efficient than the original algorithms for both lasso and forward stagewise
regression. LARS also starts off in the direction of the predictor which has strongest correla-
tion with the response, but unlike forward stagewise regression the path now continues in this
direction until some other covariate has as much correlation with the current residual. From
this point on, LARS proceeds in the direction which is equiangular between these two covari-
ates until a third variable has as much correlation, and so on, until the final model is reached.
According to Efron et al. (2004), the lasso solution path requires that the sign of any newly
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added nonzero regression coefficient βˆi must agree with the sign of the current correlation cˆi.
This restriction is not automatically included in the LARS algorithm, but the authors show that
the LARS algorithm will produce the correct lasso solution path, if this additional restriction is
introduced.
Connections with boosting The framework of gradient ascent (or descent) algorithms as
presented in this section allows us to investigate boosting methods, which have been developed
for classification in the machine learning community (Schapire 1990, Freund 1995) and which
have proved very successful for prediction. The idea of boosting is to combine many, possibly
weak, classifiers to create a powerful ensemble classifier which is “more than the sum of its
parts”. The algorithm is iterative and in successive iterations puts more weight on those obser-
vations, which have been hard to predict in previous iterations. Breiman (1998) was the first to
point out that the most popular boosting method AdaBoost by Freund and Schapire (1996) is a
gradient ascent optimisation algorithm. In the following years, the mechanisms of boosting ap-
proaches were investigated extensively by statisticians (e.g. Friedman et al. 2000, Hastie et al.
2001, Bühlmann and Hothorn 2007) to shed light on what used to be a black-box prediction
procedure and to understand boosting in terms of the statistical modelling culture. Friedman
et al. (2000) first noted that AdaBoost was an additive basis-expansion model and that in fact
boosting relies on the three key ingredients of flexible function fitting methods:
• a large dictionary of basis functions to choose as increments in the additive model,
• a loss function to minimise,
• a regularisation mechanism (e.g. penalty term) to control the size of the coefficients in
the model.
The AdaBoost.M1 algorithm for binary classification uses the unusual exponential loss func-
tion, which turns out to be similar to the log-likelihood loss function for logistic models (see
Chapter 4). The boosting basis functions are adaptively constructed from the data and the reg-
ularisation mechanism can be seen to be a forward-stagewise procedure. Just like the lasso
and the forward-stagewise linear regression (FSLR) described earlier in this section are related
through the LARS procedure, boosting with the right loss function and right basis functions
is also related to the lasso. In fact, Bühlmann and Hothorn (2007) point out that the FSLR
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method is a version of componentwise L2-boosting, that is boosting with the squared-error
loss function, where the components βˆi of the estimate for β are updated individually. The
only difference between the two algorithms is that sign(cˆi) in equation (3.51) is replaced by cˆi
itself:
iˆ = argmax |cˆi| and yˆ → yˆ + νcˆixi. (3.52)
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3.3 Variable selection by stochastic search
As we have seen in the first part of this chapter, there are sparse shrinkage methods for regres-
sion which achieve “automatic” variable selection, i.e. depending of the size of the shrinkage
parameter, only a small number p∗ of the input variables have an estimated regression coeffi-
cient not equal to zero - and these variables can be considered as being selected by the shrink-
age regression. These sparse shrinkage methods can feasibly be applied to very large data sets,
which have 10, 000 or more predictor variables. However, how the variables are selected is still
not completely understood. From the Bayesian point of view, penalised likelihood methods
only provide the maximum a posteriori (MAP) estimates and therefore (usually) only one set
of selected variables without measures of uncertainty for the inclusion of covariates. Solutions
which are close to the MAP solution are not considered, although they might turn out to be bet-
ter in terms of out-of-sample prediction. In fact, the expected value of the posterior distribution
could be considered a more preferable point estimate and summary measure for the posterior
distribution than the MAP estimate. The only reason why the penalised likelihood methods
presented in the previous section rely on MAP solutions is that these are easiest to compute.
An even bigger concern is that the methods provide point estimates only. They do not readily
provide associated measures of uncertainty like standard errors and variable inclusion prob-
abilities, i.e. the variability in the posterior distribution is not accounted for. Thus, model
uncertainty will need to be assessed in an additional procedure by computationally intensive
resampling methods like bootstrapping or multiple random splits of the data into training and
validation data sets.
Bayesian variable selection (BVS) methods, however, do provide posterior probabilities
for models constructed from specific variable subsets and also for individual variables. Also,
the Bayesian framework makes it possible to improve predictive power dramatically by using
not just one model for prediction but an average of the top models, their influence on predic-
tion weighted proportionally to their posterior model probabilities. This approach is called
Bayesian model averaging (Raftery et al. 1997). While Bayesian model averaging (BMA) pro-
vides a coherent framework to incorporate model uncertainty, it can be difficult to implement
in practice if the number of potential input variables is very large. In this situation it becomes
impossible to evaluate the posterior probabilities of all 2p possible models, and one resolves to
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use stochastic search strategies which only find the models with highest posterior probabilities
(which are usually the only models of interest).
3.3.1 Bayesian variable selection models
Variable selection in a Bayesian context involves the exploration of the posterior model space
which is of dimension 2p if there are p potential predictor variables. Usually, the posterior dis-
tribution cannot be computed explicitly, so Markov chain Monte Carlo (MCMC) methods are
used for sampling from the posterior distribution. Variable selection implies that the Markov
chain has to move between models of varying dimension, and several procedures have been de-
veloped to make this possible. In this section, some Bayesian variable selection models are dis-
cussed together with the MCMC methods which are needed to evaluate the resulting posterior
distributions. The focus will be on the implementation of a BVS model for logistic regression
rather than the linear regression model, since binary classification by logistic regression is the
focal point of the applications in Chapters 6 and 7.
We start, however, by recalling the Bayesian linear model, for which the BVS models
introduced here were originally developed. The linear regression model is given as in equation
(3.1), with conjugate prior distributions for the regression parameters β and σ2:
y = Xβ + ² (3.53)
² ∼ N(0, σ2In)
σ2 ∼ IG(ν/2, νλ/2)
β|σ2 ∼ N(b, σ2v).
I.e. the prior distribution p(β|σ2) is a normal distribution with mean vector b and variance
matrix σ2v. The prior of σ2 is an Inverse Gamma distribution, where its two parameters are
specified by ν and λ, so that σ2 ∼ IG(ν/2, νλ/2) corresponds to νλ/σ2 ∼ χ2(ν) with χ2(ν)
denoting a χ2 distribution with ν degrees of freedom. Assuming b = 0, the posterior distribu-
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tions are given as (e.g. Lindley and Smith 1972)
p(β|σ2, X, y) ∼ N(B, σ2V ) with (3.54)
B = (XTX + v−1)−1XTy and V = σ2(XTX + v−1)−1,
p(σ2|X, y) ∼ IG(ν˜/2, ν˜λ˜/2) with
ν˜ = ν + n and λ˜ =
νλ+ SS
ν + n
,
where SS = (y − XB)T (y − XB) + (B − b)Tv(B − b) is a decomposition into the sum of
squared errors (i.e. the distances between y and the posterior mean predictor XB) and a second
term representing a scaled sum of squared distances between prior b = 0 and posterior mean
B.
A good overview of Bayesian variable selection and model averaging techniques is given
by Clyde (1999) and Chipman et al. (2001). An early implementation of BVS was published
by Mitchell and Beauchamp (1988). The authors assume a priori that the individual regression
coefficients βi are independent and assign a uniform “spike and slab” mixture prior distribution,
i.e. the βi’s are uniformly distributed within a certain range, except for an additional probability
mass concentrated at βi = 0 (see Figure 3.5).
In later publications, the model setup is usually a Bayesian hierarchical normal mixture
model with two components, one representing the variables included in the model and the
other one the variables which are excluded. A latent indicator variable γ ∈ {0, 1}p determines
to which mixture component a variable belongs. George and McCulloch (1993) use a mixture
of two normal distributions with mean zero. The model-exclusion component has a very small
variance τi, whereas the inclusion component has a large variance c2i τi:
βi|γi ∼ (1− γi)N(0, τ 2i ) + γiN(0, c2i τ 2i ), c2i > 1 (3.55)
with
p(γi = 1) = 1− p(γi = 0) = pii. (3.56)
The value for c2i is chosen to be large, usually the same value c
2
i = c
2 ∀i from the range between
10 and 1000. There is empirical evidence that this usually works well and that the results are
insensitive to the exact choice of c2 within this range (e.g. Smith and Kohn 1996, George and
McCulloch 1997), assuming that the input variables X are standardised to have unit variance
and zero mean.
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Note that the sparse penalised likelihood methods like lasso, elastic net, and the normal-
exponential-gamma (NEG) models presented in Section 3.2.1 perform variable selection for
the same reason as BVS mixture models: through imposing priors on the regression coefficient
vector β which have heavy tails and are “spiky” around zero. These priors have most of their
probability mass distributed both close to zero and far away in the tails, but not so much at
intermediate values. This enforces a clear separation in the a posteriori estimates, because
they are either very close to or equal zero (corresponding to the model-exclusion component
in mixture models) or far away from zero (the model-inclusion component). Compare Figure
3.3 which illustrates NEG priors and the normal-Jeffreys prior with Figure 3.5 which shows
an example for a spike-and-slab prior by Mitchell and Beauchamp (1988) as well as a normal
mixture prior as described in (3.55).
beta
−4 2 0 2 4
beta
−4 2 0 2 4
Figure 3.5: Spike-and-slab prior 0.4δ0 + 0.6Uniform(−5, 5) by Mitchell and Beauchamp (1988) (left)
and normal mixture prior (3.55) with τ = 0.2 and c2 = 10 (right), both for a single variable βi.
Equation (3.55) and the use of the inverse gamma prior for the model variance σ2 result
in the following linear regression model, where R is the prior correlation matrix of β and
Dγ = diag(aγ1τ1, ..., aγpτp) (aγi = 1 if γi = 0 and aγi = ci if γi = 1) determines the scaling of
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the covariance matrix so that equation (3.55) is satisfied in the case where R = Ip:
y ∼ N(Xβ, σ2In) (3.57)
β ∼ N(bγ = 0, vγ = DγRDγ)
σ2 ∼ IG(ν/2, νλγ/2)
γ ∼ p(γ).
A subscript γ indicates that the parameter depends on the state of γ. The prior p(γ) could
be chosen, for example, so that the γi’s are independent with marginal distributions given by
(3.56):
p(γ) =
p∏
i=1
piγii (1− pii)1−γi . (3.58)
George and McCulloch (1993) call their procedure Stochastic Search Variable Selection (SSVS),
because it was mainly intended as a stochastic search algorithm to identify “promising” covari-
ate subsets rather than to compute the complete posterior distribution. This is true for all proce-
dures presented here, especially if the number in potential input variables is large, i.e. p > 25,
since then an exhaustive sampling of the entire posterior becomes practically impossible due to
the vast model space of dimension 2p.
Note that in the SSVS approach all regression coefficients βi are estimated, even for vari-
ables which are currently not included in the model, i.e. where γi = 0. This is an unnecessary
computational burden when p >> n, especially since in these situations usually only a very
small proportion of variables are expected to be included in any MCMC iteration.
Holmes and Held (2006) specify an alternative model where βγ ∼ p(βγ|γ) is only deter-
mined for those variables where γi = 1, so that the dimension of βγ is equal to pγ , the number
of variables included in the model. Holmes and Held (2006) implement their Bayesian variable
selection procedure for a binary regression model. The full model is specified in detail in the
following section.
The hierarchical mixture model for variable selection by George and McCulloch (1993)
was extended to a wide variety of approaches by George and McCulloch (1997). The origi-
nal SSVS procedure is a non-conjugate implementation of the hierarchical Bayesian mixture
model, since the prior of β is independent of σ2. George and McCulloch (1997) present conju-
gate versions which allow for the implementation of a fast-update algorithm that substantially
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speeds up the evaluation of the posterior distribution. The conjugate approach also allows the
exact calculation of relative posterior probabilities of γ. The setup is very similar to the non-
conjugate setup given in (3.57), except that now the model variance σ2 is included in the prior
distribution of β, and the prior correlation matrix R is replaced by a correlation matrix Rγ
which depends on γ:
β|σ2, γ ∼ N(0, σ2D∗γRγD∗γ), (3.59)
where D∗γ is a diagonal matrix as in (3.57) with diagonal elements of D
∗2
γ being denoted by v
∗
0γi
if γi = 0 and v∗1γi if γi = 1. As in the non-conjugate case, (3.59) is equivalent to βi coming
from a mixture of two normal distributions:
βi|γi ∼ (1− γi)N(0, σ2v∗0γi) + γiN(0, σ2v∗1γi). (3.60)
A special case of the conjugate hierarchical mixture prior is a “spike and slab” prior, where v∗0γi
is zero, and the exclusion mixture component degenerates to the Dirac distribution δ0 with all
probability mass on the value zero (e.g. Raftery et al. 1997, Smith and Kohn 1996).
The most important advantage of using the conjugate hierarchical mixture prior is that
it enables margining out β and σ2 from the joint posterior distribution p(β, γ, σ2|X, y). This
reduces the computational burden, if one is only interested in inference on the posterior dis-
tribution of the covariate sets γ. This is usually the case for variable selection; the regression
coefficients β only become interesting afterwards for the final selected regression model(s).
MCMC schemes, where only one variable is updated in each iteration, profit especially from
the conjugate hierarchical prior specification, because it allows the implementation of a fast-
updating algorithm (Chambers 1971). In order to draw from the posterior distribution of β,
one has to invert the p × p matrix (v−1 + XTX) (see equations 3.54). The larger the number
p of potential input variables gets, the larger the burden from having to compute the inverse
(v−1 + XTX)−1 becomes. Chambers (1971) provides a fast-update algorithm for regression,
where the Cholesky decomposition of a matrix X is used in order to obtain updated regression
coefficient estimates without having to re-compute the inverse of XTX , if only one variable is
added or removed. This fast-updating algorithm can also be applied to the matrix (v−1+XTX),
if certain prior specifications are used. For example, it is valid if v∗0γi > 0 and Rγ = I , or if
v∗0γi = 0 and D
∗
1γR1γD
∗
1γ = c
2(XTγ Xγ)
−1 (where D∗1γ and R1γ correspond to those variables
for which γi = 1) (see George and McCulloch 1997).
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The conjugate hierarchical mixture prior was generalised to a multivariate setting by
Brown et al. (1998a,b). The authors used the fast-updating scheme to perform Bayesian vari-
able selection for data with 160 variables. If the number of variables gets much larger than that,
the algorithm by Chambers (1971) cannot be used as such, because it requires that the number
of rows of input matrix X are fixed for an efficient implementation. This means that in Brown
et al. (1998a,b) a new input matrix of dimension (n + p)× pγ had to be formed by adding the
identity matrix Ip of dimension p× p to the original input matrix X
X∗ =
 X
Ip
 , (3.61)
which leads to many unnecessary computations, especially if the number of selected variables
pγ will generally be much smaller than p. Brown et al. (2002) make the fast-update algorithm
applicable to data sets with several thousand potential input variables by including a maximum
dimension dwhich reduces the dimension of the new input matrix to (n+d)×pγ . The maximum
dimension can be dynamically altered, so it does not restrict the model search space.
The logistic Bayesian variable selection model by Holmes and Held (2006)
A conjugate formulation for a Bayesian binary regression model with response y = (yj)nj=1 ∈
{0, 1}n was first developed for the probit model by Albert and Chib (1993) by introducing
a latent variable z = (zj)nj=1 which has a normal prior distribution and hence a conjugate
normal posterior distribution. The binary response variable is modelled by the probit link in a
deterministic manner:
yj =
 1 if zj > 00 otherwise (3.62)
zj = xjβ + ²j
²j ∼ N(0, 1)
β ∼ p(β).
where p(β) is the prior distribution of regression coefficient vector β = (βi)
p
i=1.
Usually, the conjugate normal prior distribution is chosen for β: p(β) = N(b, v), where
the hyper-parameter b is the prior mean vector and v is the prior covariance matrix. Often,
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the zero vector b = 0 is chosen and either the independence prior covariance matrix v = c2Ip
or the g-prior covariance v = c2(XTX)−1. Standard techniques can be applied for inference
of the posterior distribution of z (and hence of y), for example Markov chain Monte Carlo
sampling. Holmes and Held (2006) point out that, as in any Bayesian regression model, a
potential problem arises from the fact that the MCMC samples of z are correlated with the
samples of β, as can be seen from the model (3.62). This over-conditioning is likely to cause
slow mixing of the Markov chain, if β and z are updated separately.
Often, the logistic regression model is preferred over the probit model in biostatistical ap-
plications, as it is more familiar to clinicians and provides regression coefficients that are more
interpretable, due to their connection to odds ratios (see Section 4.1). In addition, posterior
inferences in the logistic model seem to be less sensitive to the choice of the prior covariance
of β (see sensitivity analysis in Section 6.4.3). Also, while the problem of over-conditioning
between z and β still exists in the auxiliary variable formulation of the Bayesian logistic model
that is outlined in the following, the problem is less severe than for the probit model. This
is because rather than being sampled from a truncated normal distribution N(xβ, 1)I(z, y) as
in the probit model, in the logistic model z is sampled from a truncated logistic distribution
Logistic(xβ, 1)I(z, y). Here, I(z, y) is used as a shorthand to denote an indicator function that
truncates the distribution of z to the appropriate region. As the logistic distribution has heavier
tails than the normal distribution, the resulting correlation between z and β is smaller in the
logistic model than in the probit model.
Here we outline the data augmentation formulation of the Bayesian logistic model devel-
oped by Holmes and Held (2006), which like the probit model uses a latent variable z with
conjugate normal priors:
yj =
 1 if zj > 00 otherwise (3.63)
zj = xjβ + ²j
²j ∼ N(0, λj)
λj = (2φj)
2
φj ∼ Kolmogorov-Smirnov (i.i.d.)
β ∼ p(β).
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The auxiliary variables φj , j = 1, ..., n, are independent random variables following the Kolmo-
gorov-Smirnov (KS) distribution (e.g. Devroye 1986). This leads to a normal scale mixture
distribution for ²j resulting in a marginal logistic distribution, so that this model is equivalent to
a Bayesian logistic regression model (Andrews and Mallows 1974). We assume from here on,
that the prior distribution of β is normal with p(β) = N(b, v); then the posterior distribution
of β is still normal with mean B and covariance matrix V , according to standard Bayesian
modelling theory (e.g. Lindley and Smith 1972):
β|z, λ ∼ N(B, V ) (3.64)
B = V (v−1b+XTλ−1z)
V = (v−1 +XTλ−1X)−1
λ−1 = diag(λ−11 , ..., λ
−1
n ).
Holmes and Held (2006) extend their Bayesian logistic regression model to incorporate
variable selection by including a covariate indicator variable γ ∈ {0, 1}p, which corresponds to
the indicator variable in the hierarchical mixture model setup for variable selection described
earlier. We denote the size of the active covariate set by pγ =
∑p
i=1 I(γi = 1), where I is an
indicator function. Then, the Bayesian logistic model for variable selection is given by
yγj =
 1 if zγj > 00 otherwise (3.65)
zγj = xγjβγ + ²j
²j ∼ N(0, λj)
λj = (2φj)
2
φj ∼ KS (i.i.d.)
βγ ∼ N(bγ, vγ)
γ ∼ p(γ).
A γ subscript indicates that the variable is only defined for those components i for which γi = 1.
The prior on the model space is specified in terms of the prior distribution p(γ), which is the
product of the Bernoulli distributions of the independent binary variables γi with individual
prior probabilities pii:
p(γ) =
p∏
i=1
piγii (1− pii)1−γi . (3.66)
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This means that the hyper-prior parameter vector (pii)
p
i=1 has to be chosen. In our applications
we set small constant prior probabilities pii = pi = p∗/p for all i = 1, ..., p so that a priori the
expected number of covariates is p∗. The model size p∗ is chosen to be small, for example five
or ten, in order to favour sparse models a priori (see Chapters 6 and 7). Alternatively, one can
choose a more flexible Beta-Binomial distribution for γ (Kohn et al. 2001):
p(γ) =
∫
p(γ|pi)p(pi)dpi, (3.67)
where p(γ|pi) = ∏pi=1 piγi(1− pi)1−γi = pipγ (1 − pi)p−pγ and with the additional hyper-prior
distribution for pi:
p(pi) = pia−1(1− pi)b−1/B(a, b), (3.68)
where B(a, b) is the Beta function. The parameters a > 0 and b > 0 are chosen so that most
probability mass is on small values for pi, and consequently sparse models are favoured again.
The prior distribution of the regression coefficient vector βγ , N(bγ, vγ), is only defined for
those variables for which γi = 1, e.g. bγ = 0pγ×1 and vγ ∈ Rpγ×pγ . Throughout this thesis, the
independence prior is used, i.e. vγ = c2Ipγ , where Ipγ is the identity matrix of size pγ × pγ .
The hierarchical logistic regression model (3.65) leads to the following joint posterior
distribution for {βγ, γ, z, λ} (Holmes and Held 2006):
p(βγ, γ, z, λ|Xγ, y) ∝ p(βγ, γ, z, λ, y|Xγ) (3.69)
= p(y|z)p(z|λ, βγ, Xγ)p(βγ|γ)p(γ)p(λ),
where
p(λi) ∼ 1
4
√
λi
KS(0.5
√
λi)
and
p(z|λ, βγ, Xγ) = N(Xγβγ, λ).
In Chapters 6 and 7 the logistic variable selection model is applied in several simulation
studies and to a real gene expression data set. In a sensitivity analysis using simulated data, the
following equivalent latent-variable probit variable selection model is also applied for compar-
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ison reasons:
yγj =
 1 if zγj > 00 otherwise
zγj = xγjβγ + ²j
²j ∼ N(0, 1)
βγ ∼ N(bγ, vγ)
γ ∼ p(γ). (3.70)
MCMC samplers for the Bayesian logistic variable selection model
An obvious Markov chain Monte Carlo algorithm in the context of Bayesian variable selection
is Gibbs sampling, where the indicator variable for the covariate sets γ can be updated sepa-
rately from the other model parameters like β and any auxiliary variables, for example z and λ
in the logit regression model specified above. The covariate set indicator γ is updated first, and
then the other variables are sampled conditionally on the new γ. The efficiency of this generic
Gibbs framework can be improved in several ways. For the linear regression model there are
conjugate implementations of the hierarchical mixture model for BVS, which make it possible
to integrate out all model parameters except the covariate indicator, which increases the speed
of posterior inference for γ dramatically (George and McCulloch 1997) as mentioned at the
start of this section. This approach was applied by both Brown et al. (1998a) and Brown et al.
(1998b). Within that framework, Brown et al. (1998a) used a Gibbs algorithm to sample the
indicator vector γ, updating the entire vector γ in every iteration by sampling from the full
conditional distributions p(γi|γ−i, z) for i = 1, ..., p. Brown et al. (1998b), on the other hand,
applied an add/delete/swap Metropolis-Hastings algorithm to update the γ vector instead.
The add/delete/swap algorithm was first introduced by Madigan and York (1995) for
Bayesian graphical models. In each iteration, a swap move is proposed with probability p˜i
and an add/delete move is proposed otherwise. If the swap move is attempted, then two vari-
ables γi and γk are selected at random and their states are swapped with the corresponding
Metropolis-Hastings acceptance probability. Alternatively, in the add/delete move, a single
covariate γi is selected at random and its state is changed from 0 to 1 or vice versa with its
Metropolis-Hastings acceptance probability.
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The efficient MCMC algorithm outlined in the previous section for the linear regression
model can easily be adapted for binary classification via the auxiliary variable formulation of
the probit regression model by Albert and Chib (1993) (for an application to gene expression
data see for example Sha et al. 2004). However, Markov chain Monte Carlo inference for the
logistic model is more complex, as β cannot be integrated out, and also because the auxiliary
variable λ needs to be sampled. This is costly, because the posterior variance matrix V of β
changes with every update of λ and hence has to be recomputed in every iteration. But it is
still possible to implement the MCMC sampler efficiently by using a blocked Gibbs sampler,
where {z, λ} and {γ, βγ} are updated jointly, respectively. This is advantageous to updating all
variables individually in several ways. Firstly, variables are quite highly correlated due to the
way they are constructed, especially βγ with γ and z with λ, which would lead to slow mixing
of the Markov chains if they were not updated together. Secondly, this structure allows for
efficient sampling from all distributions involved, see Table 3.1 below. This Gibbs algorithm
which is proposed by Holmes and Held (2006) to sample from (3.69) is outlined in detail in
Appendix B.1.
As noted by Holmes and Held (2006) it is more efficient to update p(βγ, γ|z, λ, γ,X) by
Metropolis-Hastings instead of Gibbs sampling, especially when using a proposal distribution
which leads to an acceptance probability that does not involve β (see below), because this
implies that β only needs to be updated whenever the move is accepted.
Holmes and Held (2006) propose to use an add/delete proposal distribution q(γ) in the
Metropolis-Hastings step for updating p(βγ, γ|z, λ,X), which is similar to the add/delete/swap
algorithm by Madigan and York (1995). That is, in each iteration, a single covariate γk is
selected at random and the value of γk is proposed to be changed from 0 to 1 or from 1 to 0,
respectively, so that the proposal distribution q(γ∗) is given by
q(γ∗i ) =

γi if i 6= k
1 if i = k and γk = 0
0 if i = k and γk = 1
for i = 1, ..., p. (3.71)
Note that this implies
p(γ∗)q(γ)
p(γ)q(γ∗)
=

1−pik
pik
if γk = 1
pik
1−pik if γk = 0
, (3.72)
if p(γ) =
∏p
i=1 pi
γi
i (1− pii)1−γi is the prior distribution for the covariate indicator variable γ.
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Gibbs sampler for p(βγ , γ, z, λ|X, y) Sampling method
(1) Sample from p(z, λ|β, γ,X, y) = p(z|β, γ,X, y)p(λ|z, β, γ,X)
with p(zj |β, γ,X, y) =
 Logistic(xγjβγ , 1)I(zj > 0), yj = 1Logistic(xγjβγ , 1)I(zj ≤ 0), yj = 0 and inversion method
p(λj |z, β, γ,X) ∝ p(zj |λ, β, γ,X)p(λj) = N(xγjβγ , λj) 1
4
√
λj
KS(0.5
√
λj) rejection sampling
(2) Sample from p(βγ , γ|z, λ,X) = p(γ|z, λ,X)p(βγ |γ, z, λ,X) Metropolis-Hastings
with proposal distribution
q(γ∗, β∗γ) = p(β∗γ |γ∗, z, λ,X)q(γ∗) = N(B∗γ , V ∗γ )q(γ∗) where
B∗γ = V ∗γ (v
−1
γ∗ bγ∗ +X
′
γ∗λ
−1z) and V ∗γ = (X ′γ∗λ−1Xγ∗ + v
−1
γ∗ )
−1
Table 3.1: Outline of MCMC algorithm for the logistic BVS model by Holmes and Held (2006): Gibbs
sampling p(βγ , γ, z, λ|X, y) by sampling from full conditionals p(z, λ|β, γ,X, y) and p(βγ , γ|z, λ,X).
More detail is given in Appendix B.1.
This results in the following acceptance probability for updating (γ, βγ), when the proposal
distribution given in Table 3.1 is used. For a detailed derivation of α(γ, βγ), refer to Section
B.2 in the Appendix
α(γ, βγ) = min
{
1,
p(β∗γ , γ
∗|z, λ,X)
p(βγ, γ|z, λ,X)
q(γ, βγ)
q(γ∗, β∗γ)
}
(3.73)
= min
1,
|Vγ∗ |1/2|vγ|1/2
|Vγ|1/2|vγ∗|1/2
exp(0.5B′γ∗V
−1
γ∗ Bγ∗)
exp(0.5B′γV
−1
γ Bγ)
1− pik
pik if γk = 1
|Vγ∗ |1/2|vγ|1/2
|Vγ|1/2|vγ∗|1/2
exp(0.5B′γ∗V
−1
γ∗ Bγ∗)
exp(0.5B′γV
−1
γ Bγ)
pik
1− pik if γk = 0
 .
Note that βγ and βγ∗ do not occur in the acceptance probability and hence βγ∗ only needs to
be sampled if the move is accepted. The add/delete sampler is fast and efficient, but since only
one randomly selected covariate is proposed to be updated per iteration, it results in very slow
mixing of the Markov chain if the number of covariates p is large.
In addition, as noted by Hans et al. (2007), in sparse situations with very small variable in-
clusion probability pi = p∗/p (where p∗ is the expected number of variables to be selected), the
add/delete sampler can encounter convergence problems, because the acceptance probability
for deleting variables can tend to zero with pi → 0. This is because the algorithm will propose
to add variables much more often than to delete variables. This can lead to the sampler running
off to include more and more variables. In sensitivity analyses presented in Chapter 6.4.3, we
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found this to happen with the add/delete MCMC sampler applied to the probit variable selec-
tion model (3.70) if the prior variance parameter c2 for β ∼ N(0, c2Ip) is chosen too large. The
logistic variable selection model seems to be more robust to the choice of c2 in this respect, but
nevertheless mixing remains a problem: in sparse situations only a small number of covariates
are related to the response variable while most do not carry information regarding y. In that
situation, the randomly selected covariates are very unlikely to be related to the response and
will thus not be updated in most MCMC iterations. In addition, the sampler does not make use
of the correlation structure among the covariates, which increases the likelihood of the sampler
getting stuck: imagine a situation where two covariates xi and xk are moderately correlated
with each other, and xi has a strong effect on the response while xk only has a comparably
small effect on y. If by chance xk is included first (that is γk = 1) by the Metropolis-Hastings
sampler then it might prevent xi from being included as long as it remains in the model, even
though inclusion of xi would result in a better model fit.
An alternative to the add/delete sampler is the use of an “inner” Gibbs sampler for γ,
which updates all γi (i = 1, ..., p) within each iteration of the “outer” Gibbs sampler in Table
3.1 by sampling from the full conditional distributions
p(γi|γ−i, z,X, λ) ∝ p(z|λ,X, γ)p(γi) = N(0, λ+XγvγX ′γ)piγii (1− pii)1−γi . (3.74)
It fits in the Metropolis-Hastings algorithm outlined in Table 3.1 if viewing the full conditional
distributions in (3.74) as proposal distributions q(γ) - which consequently leads to Metropolis-
Hastings acceptance probabilities of α(γ, βγ) = 1 (see Appendix B.2).
Note that here also βγ only needs to be updated once after the entire γ vector has been
updated, which saves computation time. Like the add/delete sampler, which has been applied
to large-scale gene expression data (Sha et al. 2004, Tadesse et al. 2005), this sampler has
also been applied to “large p” data (Lee et al. 2003). In all these applications the auxiliary
variable model for probit regression by Albert and Chib (1993) was used. To our knowledge,
the exact logistic regression setup by Holmes and Held (2006) has never been applied in a
large-scale context before. In Hans et al. (2007), the Laplace approximation has been used
to sample from a logistic BVS model with the shotgun stochastic search, a method which is
introduced in Section 3.3.2. The Laplace approximation to the marginal likelihood is pˆ(y|γ) =
(2pi)p/2|Σˆ|1/2p(y|βˆ, γ)p(βˆ|γ) (DiCiccio et al. 1997), where Σˆ is the negative inverse of the
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Hessian matrix of log(p(y|β, γ)p(β|γ)) evaluated at βˆ, which is the maximum a posteriori
(MAP) estimate.
The Gibbs sampler is more computationally intensive per iteration than the add/delete
sampler, but it also results in better mixing of the Markov chains. Note that this sampler
becomes especially computationally intensive if pγ becomes large, since updating βγ requires
the inversion of a pγ × pγ matrix when computing the posterior covariance matrix Vγ = (v−1γ +
XTγ λ
−1Xγ)−1 (see equation (3.64)). If pγ > n the computational burden is eased by applying
the Sherman-Morrison-Woodbury formula (e.g. Schott 1997) V = (v−1γ + X
T
γ λ
−1X)−1 =
vγ − vγXTγ (XγvγXTγ + λ)−1Xγvγ , so that we only have to invert an n × n matrix instead.
Another way to keep the required computational effort feasible is to restrict the model space
to small models, either directly by only allowing to sample models with pγ ≤ C with a small
upper threshold C, for example C = 10 - or indirectly by setting the prior covariate inclusion
probabilities pii to very small values pi = p∗/p (with p∗ = 5 or p∗ = 10), which is the approach
chosen in the applications in Chapters 6 and 7.
An intermediate solution between updating only one covariate in each iteration as in the
Metropolis-Hastings add/delete sampler and updating the entire γ vector by the Gibbs sampler
described above is to create blocks of γ-components and to update one block in each iteration.
In “large p, small n” applications it is often reasonable to assume a sparse dependence struc-
ture between variables and that hence there is no need to update all variables together in each
iteration, but only covariates which are related. In Chapter 6, it is proposed to estimate the
dependence structure prior to starting MCMC sampling and to use the estimated structure to
construct a block sampler, where γ is updated in each iteration, e.g. by applying the “inner”
Gibbs sampler only within a randomly selected block of variables.
This approach only uses the dependence structure empirically to help decide which vari-
ables to update together in the MCMC algorithm. Alternatively, the performance of Gibbs
samplers can sometimes be dramatically improved by introducing auxiliary variables (Tierney
1994) into the Bayesian model with the aim to capture the dependence structure; especially if
there is some kind of natural structure in the predictor matrix X which introduces correlations
between the predictor variables. If the structure can be captured by auxiliary variables, the
correlations within X can be reduced by conditioning on them. One successful example for
this approach is the Swendsen-Wang algorithm (Swendsen and Wang 1987) which was devel-
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oped in the field of statistical physics for sampling from the Ising model (Ising 1925), which
has a lattice structure introducing correlations between neighbouring positions. The Swendsen-
Wang algorithm has been extended for general Bayesian inference by Higdon (1998) to reduce
posterior dependence among covariates. An application to Bayesian variable selection was
implemented by Nott and Green (2004), where the auxiliary variables create groups of covari-
ates based on a standard multicollinearity diagnostic, the variance proportions. However, the
Swendsen-Wang and similar algorithms have been developed in the context of regular corre-
lation structures such as those arising in lattice structures. They do not seem to perform as
well for biological data like gene expression data, where the correlation structure is very irreg-
ular (Nott and Green 2004, and personal communication with P. Green in 2005). In addition,
these algorithms are more difficult to implement than our block samplers and by imposing an
additional structure on the data the model becomes less general.
3.3.2 Speeding up the search algorithm: moving beyond a single Markov
chain
In the high-dimensional settings considered here, where the number of potential input variables
can be larger than 10, 000, it is not sensible to perform full posterior inference with standard
Markov chain Monte Carlo methods where only one Markov chain is run to sample from the
posterior distribution of interest as the target distribution p(.). Especially regions of low pos-
terior probability will be visited only rarely or never at all, making inference for these regions
impossible. In the p >> n situation the problem is made even worse, because the posterior
model space is multi-modal and a standard Markov chain sampler might not find all the modes
and hence miss important areas containing models with comparably large posterior probability.
There are several ways to improve sampling over a single Markov chain sampler. One
method is to force the Markov chain to mix faster, for example by modifying the target dis-
tribution p(.) in a way that makes it easier to sample from, and then to re-adjust the samples
according to the original target distribution. Examples are importance sampling (e.g. Geweke
1989) and simulated annealing (Kirkpatrick et al. 1983). Simulated annealing can be viewed
as a form of importance sampling where the modified distribution p∗(.) = p(.)1/T is “heated”
by a “temperature” parameter T , thus flattening the modes of the distribution and increasing
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the probabilities between modes, which evens out the overall distribution and makes moves
between modes easier. This “heating” approach can be applied with several temperatures,
leading to several modified distributions according to a temperature ladder p∗k(.) = p(.)
1/Tk
(k = 0, ..., K) where 1 = T0 < T1 < ... < TK . The distributions with intermediate tempera-
tures have the purpose of building a bridge between the “flattest” distribution with the highest
temperature TK and the target distribution of interest (where T0 = 1). The purpose is to en-
able exchanges between these two distributions in situations where they themselves only share
little overlap. The temperature ladder can be incorporated within a single MCMC sampler,
for example as in the simulated tempering method via an additional indicator variable for the
temperature (Marinari and Parisi 1992, Geyer and Thompson 1995). Alternatively, one can run
several Markov chains in parallel, sampling from distributions at different temperatures, with
occasional information exchanges between the chains. Methods using several Markov chains
are collectively called population-based Monte Carlo methods (Liu 2001) and include paral-
lel tempering which is also called Metropolis-coupled MCMC (Geyer 1991). Both, simulated
tempering and parallel tempering methods are introduced later on in this section.
An alternative to these tempered MCMC approaches is to move away from the MCMC
framework completely. Recall that in high-dimensional problems like microarray analysis, the
objective of a Bayesian variable selection approach if often reduced to identifying the high-
probability regions only - contrary to estimating the complete posterior distribution of all pos-
sible models. In this situation, the fact that MCMC is designed to explore the full posterior
distribution including the regions of very low density might become a disadvantage, since the
Markov chains spend too much time trying to sample from low-probability regions. Thus it is
worthwhile to investigate other stochastic search algorithms which are specifically designed to
find the modal regions of high posterior probability. An example for such an algorithm is the
shotgun stochastic search method (Hans et al. 2007), which is also described later on.
Note that in combination with these approaches which move away from standard single
Markov chain methods, other algorithms that have been developed in the context of single-
chain MCMC methods can be employed in a complementary way in order to further speed up
the sampling process. This includes the MCMC block samplers which are developed in Chapter
6. To demonstrate the benefit of combining these approaches, both parallel tempering (as an
example for tempering methods) and the shotgun stochastic search algorithm are applied to an
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ovarian cancer gene expression data set (Schwartz et al. 2002) in Chapter 7, in addition to and
complementing the MCMC block sampling approaches developed in Chapter 6.
Tempered MCMC methods
As outlined above, a single Markov chain sampling from a posterior distribution over a high-
dimensional multi-modal model space is likely to mix poorly and to get stuck in local modes.
One way to alleviate this problem is simply to run several Markov chains with different starting
values, which might be chosen from a starting distribution which is over-dispersed compared to
the target distribution. This approach has the additional advantage that one can assess whether
the Markov chains have converged, for example by comparing the MCMC variances within
Markov chains to the between-chain variance in an ANOVA-like approach (Gelman and Rubin
1992). However, since in the p >> n case all Markov chains are still sampling from a multi-
modal distribution and are still likely to get trapped in local modes, it is still impossible to
assess whether all modes and large posterior-density areas have been visited. This is where
the idea of tempering comes in, that is the target distribution itself is “flattened”, for example
through the transformation p∗(.) = p(.)1/T , in order to make mixing easier.
In the following, we assume that the complete states of Markov chains of different tem-
peratures Tk and Tm are swapped if such a move is accepted in a Metropolis-Hastings update
(exchange move). Complementary to that, it can also be useful to propose partial exchanges,
where only part of the state of two chains are proposed to be swapped (crossover move), in
particular if the target distribution is high-dimensional and complex which can lead to low ac-
ceptance probabilities for complete exchange moves. This framework of using several types
of moves for information exchange between parallel Markov chains has been adopted from the
field of genetic search algorithms and is commonly called evolutionary Monte Carlo (Liang and
Wong 2000). In addition to exchange and crossover moves, so-called snooker moves have also
been proposed, where the idea is to use a “good” (i.e. high-probability) Markov chain state to
push another randomly selected current state towards that region of high probability (Goswami
and Liu 2007, Jasra et al. 2007). Evolutionary Monte Carlo algorithms have been extended
to models with varying dimensions by Jasra et al. (2007) and has recently been adopted for
Bayesian variable selection in the high-dimensional setting by Bottolo and Richardson (2008).
In this framework, the moves which attempt to swap states between chains are called global
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moves, whereas updates within the individual chains are called local moves. For more details
see Liang and Wong (2000) and Liu (2001). For a general overview of tempered MCMC meth-
ods, refer to the article by Iba (2001), in which this class of methods is referred to as Extended
Ensemble Monte Carlo.
Parallel tempering The two most common tempering methods are simulated tempering and
parallel tempering and both are closely related (Gilks et al. 1996). Parallel tempering (Geyer
1991) is also called Metropolis-coupled MCMC, because several Markov chains with different
target distributions are run in parallel, and at each iteration a Metropolis-Hastings step is in-
cluded where it it proposed to swap the states θk and θm of two randomly selected chains k and
m according to the acceptance probability:
αPT = min
{
1,
p∗k(θ
(m))p∗m(θ
(k))
p∗k(θ(k))p∗m(θ(m))
}
. (3.75)
If the target distributions of the Markov chains are of the form p∗k(θ) = p(θ)
1/Tk , then the swap
acceptance probability is
αPT = min
{
1,
p(θ(m))1/Tkp(θ(k))1/Tm
p(θ(k))1/Tkp(θ(m))1/Tm
}
= min
{
1,
(
p(θ(m))
p(θ(k))
)1/Tk−1/Tm}
. (3.76)
For posterior inference on the (untempered) posterior distribution of interest, only the
output from the untempered Markov chain is used (i.e. with temperature T0 = 1), and the output
from all other chains has to be discarded, which is a waste of computation time. However, the
method is ideally suited for parallelisation, since all chains can be run on parallel processors.
The only information exchange that is necessary in each iteration is from the two chains which
are proposed for a swap. The states of these two chains only need to be exchanged in case of
acceptance of the swap move.
If the target distributions are too far apart in the sense that values θ sampled from one
distribution frequently have low probability in the other distribution, then the acceptance prob-
ability for swapping the Markov chain states is going to be small, leading to low mixing be-
tween the chains. Therefore, the tempered distributions need to be chosen carefully to ensure
a large enough overlap for those probability distributions which are often selected for a state
swap proposal. Values that have been suggested as “good” values for the expected swap accep-
tance probability (Gilks et al. 1996, Goswami and Liu 2007) range from 15% to 50%, based
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on simulation results and on asymptotic results for the general Metropolis-Hastings sampler
(e.g. Gelman et al. 1996). More recently, there have been several publications in the field of
statistical physics that have come to similar conclusions when examining parallel tempering in
various thermodynamic systems. In particular, for various idealised situations and using differ-
ent optimality criteria, Kone and Kofke (2005), Predescu et al. (2005) and Rathore et al. (2005)
found optimal acceptance probabilities of 23%, 39% and 20%, respectively. In the context of
thermodynamics, parallel tempering is also called replica-exchange Monte Carlo (Hukushima
and Nemoto 1996), and deals with exchanges between systems of different temperatures using
the Boltzmann energy distribution:
pi(Ek(θ)) =
exp(−Ek(θ)/(κBtk))
Z(tk)
=
exp(−Ek(θ)/(κBtk))∫
exp(−Ek(θ)/(κBtk))dEk(θ) , (3.77)
where κB is the Boltzmann constant, Ek(θ) the energy of a system at temperature tk, and
Z(tk) is the normalising constant. If we replace κBtk by our temperature parameter Tk and
the energy Ek(θ) by the negative log density of θk (with θk being a sample from the tempered
distribution with temperature Tk) under the target distribution of the untempered Markov chain,
i.e. Ek(θ) = − log p(θk), then the Boltzmann distribution representation pi(Ek(θ)) is equivalent
to our representation of a tempered distribution p∗k(θk) = p(θk)
1/Tk , except for the normalising
constant.
Since Markov chains, for which the temperatures are far apart, can have very low swap ac-
ceptance probabilities, such pairs of chains should not be proposed for a swap too often because
that would lead to low overall mixing between the parallel chains. It is a common proposal to
only consider swaps between chains which are direct neighbours (i.e. where temperatures are
neighbours in the temperature ladder), since the target distributions of these chains will have
the largest overlap. For this case it has been suggested (e.g. Kofke 2002) to use a geometric
temperature ladder with {T0 = 1, T1 = τ, T2 = τ 2, T3 = τ 3, ..., TK = τK} (τ > 1), since then
the acceptance probabilities for swapping any of the pairs of neighbouring Markov chains are
often similar.
The disadvantage of only proposing directly neighbouring chains for swaps is that there
will be no bolder moves between chains which are further apart. Such moves could be useful
if several of the chains at the “bottom”, i.e. with low temperatures, get stuck in local modes,
because then simply swapping between any of these lower-temperature chains will not help to
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escape from these traps. In this situation, the all-exchange parallel tempering method proposed
by Calvo (2005) can help. The author suggests to compute all Nc = K(K + 1)/2 possible
pairwise swap acceptance probabilities (pkm)k>m for all parallel chains in each iteration and to
sample the pair (k,m) that is to be swapped according to this probability distribution. This is
easily feasible in typical situations where only a small number of parallel chains is considered,
e.g. five or ten. In order to fulfill detailed balance, the possibility not to perform a swap is also
included; the author suggests a relative probability of p0 = 1 for this, so that the probability of
no swap is equal to the probability of swapping. One specific move (either a swap between a
specific pair of chains or the rejection move) is randomly selected according to the normalised
vector of probabilities p/
∑Nc
c=0 pc, where p = (pc)
Nc
c=0 = (p0, (pkm)k>m). The sampled move is
always performed, making this a Gibbs sampler rather than a Metropolis-Hastings sampler for
swapping states between chains.
Simulated tempering Whereas the parallel tempering method uses K + 1 MCMC samplers
running in parallel and sampling from different distributions p∗k(θ) (k = 0, ..., K), simulated
tempering (Marinari and Parisi 1992, Geyer and Thompson 1995) only uses a single MCMC
chain, but with an added indicator variable It ∈ {0, ..., K} which indicates from which of the
K + 1 distributions p∗k(θ) the sampler is sampling in the current MCMC iteration t. Hence,
one iteration of the simulated tempering algorithm consists of an update of the current value θt
according to the current state of It, followed by an update of It. For posterior inference, only
those iterations are used where It = 0, i.e. where the untempered distribution has been the
target distribution. So all samples from tempered distributions have to be discarded as in the
parallel tempering approach. But since here, the MCMC samplers cannot be run in parallel,
parallel computing resources cannot be used to save computing time.
Again, one has to be careful that the acceptance probabilities for moves are not too small,
because then there would not be enough flow of information between the distributions for a real
benefit in terms of improved mixing in the untempered Markov chain, especially with respect
to the increased computational burden due to all the additional MCMC samples where It > 0.
Hence, it is common to only allow updates of It with It+1 = It − 1 or It + 1, i.e. again only
moves to neighbouring temperatures are permitted. This is done via the following proposal
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distribution, where I∗t+1 indicates the proposed value for I in iteration t+ 1.
q(I∗t+1 = k + 1|It = k) = q(I∗t+1 = k|It = k + 1) = 0.5 for k ∈ {1, ..., K − 1}
q(I∗t+1 = 1|It = 0) = q(I∗t+1 = K − 1|It = K) = 1.
Then, the Metropolis-Hastings acceptance probability for updating the temperature indi-
cator variable It is given as (Gilks et al. 1996):
αST = min
{
1,
p∗m(θt+1)q(I
∗
t+1 = m|It = k)
p∗k(θt+1)q(I
∗
t+1 = k|It = m)
}
. (3.78)
Note that for simulated tempering, unlike parallel tempering, the normalising constants, which
are given by
∫∞
−∞ p
∗
k(θ)dθ, do not cancel out in the Metropolis-Hastings acceptance probability,
which can be a problem. In particular, if the normalising constants are much larger for the
chains of high temperature than for the untempered chain, then the Markov chains with large
T will be sampled from more often, since their total probability mass is then larger than that of
the untempered chain of interest. Hence here, contrary to parallel tempering, it is necessary to
include approximations of the normalising constants in the acceptance probability, although no
exact computation is needed.
Tempering in the Bayesian logistic variable selection model In Chapter 7 we are going to
apply parallel tempering in the context of an application to ovarian cancer gene expression data
to sample from the logistic Bayesian variable selection model that was introduced earlier and
specified in (3.65). Here, a way of tempering the quite complex posterior distribution of the
joint parameter vector θ = (z, λ, γ, βγ) is proposed. Recall, that the untempered joint posterior
distribution is given as
p(βγ, γ, z, λ|X, y) ∝ p(βγ, γ, z, λ, y|X)
= p(y|z)p(z|λ, β, γ,X)p(βγ|γ)p(γ)p(λ),
We propose to only temper p(z|λ, β, γ,X), and in the following way
p∗T (z|λ, β, γ,X) = Nz(Xγβγ, Tλ), (3.79)
that is, the temperature parameter T > 1 is introduced as a scalar multiplied to the covariance
matrix λ. Since p(z|λ, β, γ,X) = Nz(Xγβγ, λ) is a normal distribution, this is equivalent to
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the annealing approach described above, where a distribution is “heated” by the exponent 1/T ,
except that here the normalising constant Z(θk) is included to regain a probability density. The
modified posterior distribution corresponds to the following modified hierarchical model
yγj =
 1 if zγj > 00 otherwise
zγj = Xγjβγ + ²j
²j ∼ N(0, Tλj)
λj = (2φj)
2
φj ∼ KS
βγ ∼ N(bγ, vγ)
γ ∼ p(γ) =
p∏
i=1
piγii (1− pii)1−γi .
The Gibbs sampling approach for inference on the Bayesian logistic variable selection
model, as outlined by Holmes and Held (2006) and given in detail in the Appendix B.1, has
to be adjusted accordingly in order to allow sampling from the tempered posterior distribution.
The adjusted sampling algorithm is detailed in Appendix B.3.
Shotgun stochastic search algorithm
When there are many more variables than samples, the data are characterised by high collinear-
ity, which implies that for every “good” model there are equally good neighbouring models
where one or several covariates have been substituted by highly correlated covariates. The ef-
ficiency of a search algorithm is improved by adapting to this feature of the data, that is if it
can evaluate all neighbouring models of a selected model simultaneously in a fast and efficient
way. A Gibbs sampler does not do this at all. The addition/deletion/swap Metropolis-Hastings
sampler described earlier in Section 3.3.1 addresses the situation partially by only proposing
models which are in the immediate neighbourhood of the current model, i e. where only one or
two variables are different, but it does not explore the entire neighbourhood simultaneously.
The shotgun stochastic search (SSS) approach for “large p, small n” regression (Hans et al.
2007) is a modification of the Metropolis-Hastings sampling algorithm, which was constructed
to do exactly that. Each iteration in the SSS procedure starts by using the current model to
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define a neighbourhood of proposal models, all of which are then evaluated, which can be
done in a parallelised way. The authors provide both serial and parallelised implementations
of their algorithm. The SSS procedure chooses one of the proposal models as the new current
model for the next iteration on the basis of their evaluated (unnormalised) posterior probabilities
computed by Laplace approximations. As in the addition/deletion/swap Metropolis-Hastings
algorithm, the neighbourhood of a model consists of three sets of models, namely γ+ which
contains all models with one covariate added, γ− containing all models with one covariate
deleted, and the set γ0 of models where the states of two variables have been swapped. Se-
lecting one model from the entire neighbourhood at random would mean that there is a high
probability for choosing a model of the same dimension as the current model, as |γ0| is much
larger than |γ+| and |γ−|. In the Metropolis-Hastings algorithm by Madigan and York (1995),
this was solved by proposing either an addition/deletion move or a swap move according to a
specified probability. Hans et al. (2007) propose to select one model from each of the three sets
and choosing the new current model from these three models. This ensures that the dimension-
ality of the selected models does not get stuck. Note that, contrary to the addition/deletion/swap
Metropolis-Hastings sampler, the SSS algorithm will accept every proposed move, thus moving
more quickly in the model space. This can be done as the resulting chain from the SSS pro-
cedure is not used for posterior inference via Monte Carlo integration, but only as a stochastic
search tool to explore the model space. However, even though the SSS algorithm can investi-
gate a much larger proportion of the model space than can be done via conventional MCMC,
especially when the potential for parallelisation is used, the exploration will still only cover a
small proportion of the model space, if there are several thousand potential input covariates.
The shotgun stochastic search algorithm has been applied to high-dimensional gene ex-
pression data by Hans et al. (2007). The SSS algorithm has been implemented for logistic
regression using Laplace approximations to sample from the logistic distribution, contrary to
the auxiliary variable approach for exact sampling proposed by Holmes and Held (2006) which
is used throughout this thesis. Hans et al. (2007) use very similar prior specifications to the ones
used throughout the applications in Chapters 6 and 7 which makes results easily comparable.
In particular, the independence prior for βγ is applied, that is βγ ∼ N(0, c2Ipγ ). Also, the prior
over the model space is given by the binomial prior p(γ) =
∏
i pi
γi(1− pi)1−γi , and the prior
probability pi was chosen to be very small in order to encourage the selection of sparse models.
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Chapter 4
Binary classification
4.1 Statistical models for binary classification
For reasons of simplicity, all formulae presented in Chapter 3 assumed the standard linear
model y ∼ N(Xβ, σ2In), with the exception of the logistic and probit Bayesian variable selec-
tion models developed in Section 3.3.1. However, we are mainly interested in situations where
the response y is a binary variable, representing two classes, for example two tumour types, and
we want to use gene expression data to predict, into which class a new observation belongs.
In this section, several statistical models for this binary classification problem are presented.
All dimension reduction methods, which have been introduced in the previous chapter, can be
applied to all these binary classification models. The applications presented in Chapters 5 to
7 focus on logistic regression as one example for all these statistical models. Throughout this
chapter, all models are formulated for one observation (y, x), where x is of dimension 1×p and
y is a scalar, rather than n observations as in Chapter 3. For one observation, the formulation
of the linear model simplifies to y ∼ N(β0 + xβ, σ2), where β0 denotes the intercept (i.e. x
and y are not required to be centered around zero here).
Logistic regression Logistic regression is often the method of choice in the statistical com-
munity for performing binary classification, the main reason being that it is fully probabilistic
and does not make any assumptions on the distribution of X . Logistic regression attempts to
model the class probabilities in terms of a linear function of the input variables. In order to
ensure that the estimated class probabilities lie within [0, 1] and sum up to 1, the linear term
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β0 + xβ is connected to the class probability p = Pr(y = 1|X = x) via the logistic link
function:
log
p
1− p = logit(p) = β0 + xβ (4.1)
The probability for the other class q = Pr(y = 0|X = x) is then simply estimated as qˆ = 1− pˆ.
The estimation of class probabilities provides measures of uncertainty for class member-
ship - contrary to other classification algorithms like neural networks and classical support
vector machines, which only give point estimates for class membership, but no estimates of the
associated uncertainty. The connection between logistic regression estimates and odds ratios
is another appealing feature, especially in the medical community, where logistic regression
is a relatively well-known statistical method and hence enjoys more support than other classi-
fication methods. The regression coefficient estimate βˆi can be interpreted as the amount, by
which the log odds for class 1 versus class 0 changes, if the corresponding input variable xi is
changed by one unit.
Probit regression Probit regression is another example of a generalised linear regression
model and is very similar to logistic regression, except that the standard normal distribution
function Φ is used to create the link between the class probability Pr(y = 1|X = x) and the
linear function β0 + xβ
p = Pr(y = 1|X = x) = Φ(β0 + xβ)⇔ Φ−1(p) = β0 + xβ. (4.2)
Predicted probabilities with the probit and logit link functions are often very similar (see Figure
4.1 for an example) and hence regression coefficient estimates are also very close.
Linear discriminant analysis (LDA) Another classical discrimination approach, which uses
the linear functions β0 + xβ for classification, is linear discriminant analysis. The original
algorithm was proposed by R.A. Fisher and aims to optimise the linear function β0 + xβ with
respect to maximising the ratio of between-groups to within-groups variances. Fisher’s linear
discriminant analysis (FLDA) is a non-parametric method, which has a parametric equivalent
in maximum-likelihood-based LDA (ML-LDA). In the binary classification situation, FLDA
gives the same solution as the maximum likelihood classifier for multivariate normal class
densities, if the two classes are required to have the same covariance matrix Σ (see e.g. Hastie
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Figure 4.1: Predicted class probabilities Pˆ r(y = 1|X = x) resulting from logistic and probit regression
models, respectively. The training samples were simulated fromX ∼ N(0, 1) and y ∼ Bernoulli(Φ(x)).
et al. 2001). In this situation, the class densities are given as
pk(x) =
1
(2pi)p/2|Σ|1/2 exp(−1/2(x− µk)Σ
−1(x− µk)T ), (4.3)
where µk is the mean vector of class k (k = 0, 1). Bayes’ theorem relates the posterior class
probabilities Pr(y = k|X = x) with the class densities (or likelihoods) pk(x) and prior proba-
bilities pik of belonging to class k:
Pr(y = k|X = x) ∝ pk(x)pik. (4.4)
Hence, the log-ratio of the posterior class probabilities is given by the following equation; one
often chooses pi0 = pi1 = 1/2 so that the corresponding term cancels out. We again denote
Pˆ r(y = 1|X = x) = pˆ.
log
Pˆ r(y = 1|X = x)
Pˆ r(y = 0|X = x) = log
pˆ
1− pˆ = log
pˆ1(x)
pˆ0(x)
+ log
pi1
pi0
= log
pi1
pi0
− 1/2(µˆ1 + µˆ0)Σˆ−1(µˆ1 − µˆ0)T + xΣˆ−1(µˆ1 − µˆ0)T
= βˆ∗0 + xβˆ
∗ (4.5)
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Equations (4.5) and (4.1) look the same, but the coefficients β and β∗ are estimated in
different ways. Whereas ML-LDA assumes normal class distributions (with equal covariance
matrix Σ for both classes), logistic regression assumes no particular distribution for Pr(X).
This results in a loss of efficiency when using logistic regression if the ML-LDA assumption
is true, depending on the Mahalanobis distance ∆M between the two class distributions as well
as on the prior class probabilities pik. Efron (1975) assumed that a typical data situation the
Mahalanobis distance between classes needs to be larger than about 2.5 for logistic regres-
sion and ML-LDA to have “reasonable” discriminative power. Efron (1975) showed that for
∆M = 2.5 the asymptotic efficiency of logistic regression relative to ML-LDA is 78.6%, if
pi0 = pi1. That is, logistic regression requires about 27% more samples to achieve the same
discriminative power as ML-LDA. With increasing ∆M the asymptotic relative efficiency of
logistic regression decreases further. On the other hand, logistic regression avoids having to
estimate the covariance matrix Σ and is more robust to outliers. In practical applications, linear
discriminant analysis and logistic regression often produce very similar solutions (Hastie et al.
2001).
Classical statistical classification models like probit regression, logistic regression, and
maximum-likelihood linear discriminant analysis, as they were introduced here, assume that
the data provide many more samples than there are parameters to be estimated, that is n >> p.
Hence, regularisation or dimension reduction methods such as those presented in Chapter 3
need to be applied in order to make these models applicable to “large p, small n” data sets like
gene expression data. Another popular method for binary classification is the (linear) support
vector machine (Vapnik 1995). Contrary to probit or logistic regression and ML-LDA, support
vector machines can deal well with situations where p >> n, because they inherently apply an
L2-penalty term to the size of the coefficient vector, that is they apply ridge-like shrinkage. The
support vector machine framework can naturally be extended to other penalty terms as well,
for example to the L1-penalty.
Support vector machines (SVM) and related methods Linear support vector machines
classify the data by finding the optimal separating hyperplane between classes in the train-
ing data. The optimal separating hyperplane is the hyperplane with the largest margin, which
is defined as the sum of the distances to the hyperplane of the closest data points on either side
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of it (see Figure 4.2). The data points which are closest to the hyperplane, and hence define the
margin, are called support vectors. If p >> n, the data are always linearly separable, that is
it is always possible to find a hyperplane which will completely separate the classes. It turns
< >
margin
>
w
<
− b
||w||
origin
Figure 4.2: Linear support vector machine: separating hyperplane in the linearly separable case. Bullets
represent data points which are coloured differently according to their class labels; big bullets represent
support vectors.
out that the logistic regression and linear support vector machine models mainly differ in the
underlying loss functions (see Section 4.3). Logistic regression is based on the log-likelihood
loss L(y, p(x)) = −2` (also called deviance or cross-entropy in information theory). Contrary
to the usual notation for models like logistic (or probit) regression, the SVM model usually
assumes that the binary class variable y takes values −1 and 1 (instead of 0 and 1), to make
formulations simpler. Equation (4.6) shows the log-likelihood function for the logistic model
formulated for the situation with y taking the values −1 and +1, assuming the data x are cen-
tered so that the intercept term β0 is not needed:
` = − log(1 + exp(−yp(x))) with p(x) = xβ. (4.6)
Support vector machines find the solution with regard to the so-called hinge loss function
L(a) = [1− a]+, where [1− a]+ = 1− a if a < 1 and [1− a]+ = 0 if a ≥ 1.
The original support vector machine algorithm has the disadvantage that it only provides
point estimates for class membership but no associated measure of uncertainty. However,
equivalent fully probabilistic classifiers have been developed, which are also based on the
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hinge loss and which are suitable for full Bayesian analysis. A sparse Bayesian regression
model, which utilises the same kernel basis as the kernel-based version of support vector ma-
chines introduced later, is the relevance vector machine proposed by Tipping (2001). Another
example for a full Bayesian approach is the implementation of a binary classification model
based on a reproducing kernel Hilbert space by Mallick et al. (2005), which is briefly presented
here. Mallick et al. (2005) construct Bayesian hierarchical models for classification as
p(y|z) ∝ exp(−L(y, z)) (4.7)
z = p(x) + ²
² ∼ N(0, σ2),
where L can be any loss function. Using the logistic log-likelihood loss, i.e. L(y, p(x)) = −2`
with ` as in equation (4.6) results in a Bayesian logistic model, whereas a Bayesian support
vector machine model is constructed when the hinge loss function L(y, p(x)) = [1 − yp(x)]+
is used.
Mallick et al. (2005) further generalise their class of models by the introduction of non-
linear classification boundaries: they do not use the linear function p(x) = xβ, but rather a
function of reproducing kernels K. For n observations x1, ..., xn we have
p(xj) = α0 +
n∑
j=1
αjK(·, xj). (4.8)
This is in the spirit of V. Vapnik, who developed support vector machines specifically with
the view to extend the linear model to a more flexible kernel-based approach. Note that
this approach reduces the number of parameters to be estimated from the dimension of β
(= p) to the dimension of α (= n + 1). Two standard choices for the reproducing kernel
functions are the Gaussian kernel K(x, y) = exp (−||x− y||/θ) and the polynomial kernel
K(x, y) = (x ·y+1)θ, where x ·y denotes the inner product of x and y. However, such flexible
classification models require some kind of regularisation in order to control the complexity of
the models and the resulting overfitting. Just like with any other Bayesian model, the regulari-
sation is introduced by the prior distribution on the regression coefficients α ∼ N(0, σ2D−1),
where D = diag(λ0, λ1, ..., λn). Usually, λ0 = ... = λn = λ, which results in the standard
Bayesian model with the independence prior N(0, σ2λ−1In+1). Just like with the Bayesian lo-
gistic regression model, this implies that the maximum a posteriori solution of problem (4.7)
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is equivalent to a ridge-like penalisation problem, with the additional generalisation, that other
loss functions than the log-likelihood loss can also be applied, in particular the hinge-loss func-
tion L(y, p(x)) = [1− yp(x)]+. Mallick et al. (2005) also implemented a version with multiple
penalty parameters, i.e. varying values λ0 6= λ1 6= ... 6= λn, and demonstrated that this results
in greater shrinkage than using the single penalty parameter.
Most of the statistical models presented here estimate linear decision boundaries between
the classes, but in slightly different ways. An exception are the kernel-based methods, which
have more flexible nonlinear decision boundaries. For high-dimensional data such as gene
expression data the introduction of more flexible, nonlinear models always implies an increased
danger for over-fitting. As there are a only a few samples in a high-dimensional space, linear
decision boundaries will always exist that separate the training samples perfectly. In this sense,
the introduction of nonlinear methods is not needed.
In conclusion, there are many different statistical methods available for binary classifica-
tion, even when we restrict ourselves to models with linear decision boundaries. These meth-
ods, like logistic or probit regression, linear discriminant analysis, or linear support vector
machines and related methods, only differ in the loss function, which is used to determine the
separating hyperplane, and in addition in the assumptions made on the data. In the applications
in Chapters 5 to 7, logistic regression is used as one example for a binary classification model.
All dimension reduction methods described in the previous chapter can be applied to all binary
classification models described here. The only requirement is that they can be specified as
probabilistic models allowing for likelihood-based and/or full Bayesian analysis.
4.2 Classification based on univariate statistics
Often, studies, which have the aim to perform binary classification using gene expression mi-
croarray data - for example in order to discriminate between tumour types or between good
and bad prognosis for disease outcome - do not implement binary classification models such
as those described in the previous section. Rather, univariate statistics, such as correlation of
each gene with the outcome variable, are often used to find small sets of genes (called molec-
ular profiles or gene signatures) with good discriminatory power (see for example Golub et al.
1999, van’t Veer et al. 2002). In such a situation, there is no inherent statistical model frame-
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work, which could be used for class prediction, and a second analysis step is needed, where a
classification model is fitted to the data using the selected genes in the molecular profile. For
example, one could fit any of the previously mentioned binary classification models with linear
decision boundaries like logistic regression or linear discriminant analysis. If the number of se-
lected genes p∗ is large compared to the sample size n, dimension reduction methods need to be
applied as described in Chapter 3. Two simple classification methods are described here, which
are particularly often used in the microarray literature in such situations. The first method is
weighted gene voting, which has often been applied in microarray analyses, since it was first
introduced in the paper by Golub et al. (1999). The second method is nearest-centroid classifi-
cation, applied for example by van’t Veer et al. (2002) and Michiels et al. (2005). A close link
exists between these two popular approaches and diagonal linear discriminant analysis, which
has been highlighted for example by Dudoit et al. (2002).
Nearest-centroid classification (NC) The nearest-centroid method is often successfully ap-
plied to gene expression data, and is very simple to implement. It belongs to the class of
prototype methods like k-means classification and classification based on Gaussian mixture
models (Hastie et al. 2001), where new observations are assigned to the same class to which
their nearest prototype belongs to. First centroids, i.e. mean average profiles, are constructed
for each class based on the training data available for the selected genes in the molecular pro-
file. New samples are then assigned to the class whose centroid is closer to the sample based
on a similarity (or distance) measure, here Pearson’s correlation r. That is, for two classes 0
and 1, a sample with gene expression profile x = (x1, ..., xp∗) is assigned to class 1 iff
r(x, x¯1) > r(x, x¯0), (4.9)
where x¯k (k ∈ {0, 1}) is the mean expression vector (centroid) in the training samples of class
k.
Diagonal linear discriminant analysis (DLDA) Dudoit et al. (2002) compared various clas-
sification rules for the univariate filtering approach. They selected between 10 and 200 vari-
ables in several microarray data sets and found that simple classification methods generally
outperformed more complex methods in this context. In particular, diagonal linear discrimi-
nant analysis was found to perform very well. DLDA is a special case of ML-LDA presented
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in the previous section, where the common covariance matrix Σ of the two class distributions
is diagonal. DLDA is very similar to the nearest-centroid method, except that here the sample
variances are taken into account. Sample x = (x1, ..., xp∗) is assigned to class 1 rather than
class 0 iff
p∗∑
i=1
(xi − x¯1i)2
s2i
<
p∗∑
i=1
(xi − x¯0i)2
s2i
, (4.10)
where s2i is the i
th diagonal element of the pooled variance estimate of the diagonal covariance
matrix Σ, which is assumed to be the same for both class populations. Classification rule (4.10)
can be rewritten as
p∗∑
i=1
(x¯0i − x¯1i)
s2i
(
xi − (x¯0i + x¯1i)
2
)
< 0. (4.11)
Weighted gene voting Weighted gene voting is a variant of diagonal linear discriminant anal-
ysis (Dudoit et al. 2002). Golub et al. (1999) interpreted the left-hand term in equation (4.11) as
a sum of weighted votes
∑p∗
i=1wivi over all genes, where the gene votes are the gene expression
values x1, ..., xp∗ observed for the new sample, centered by subtracting the mean of the average
class profiles, i.e. vi = xi − (x¯0i + x¯1i)/2. Note that Golub et al. (1999) formulate the weights
wi slightly differently than in the diagonal linear discriminant rule given in equation (4.11),
with the unusual estimate si0 + si1 for the standard error of the difference between average
class profiles, replacing the variance term s2i in equation (4.11):
wi =
x¯i0 − x¯i1
si0 + si1
. (4.12)
Because a diagonal covariance matrix is assumed, the gene weights and votes can be computed
for each gene independently. Golub et al. (1999) used the univariate statistics wivi for filtering
the genes to those p∗ = 50 with the largest statistics, and only those were used for classification.
4.3 Model fitting and model assessment
The classification performance of a statistical model p(X) relates to its ability to correctly
predict the class membership y of a new sample X = x, which has not been used in the model
fitting (i.e. in the estimation of the model parameters). The predictive abilities of a fitted model
pˆθ(x) are assessed in terms of a loss function L(y, pˆθ(x)) which measures how severe an error
between y and pˆθ(x) is.
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Loss functions Typical choices of loss functions are listed here:
1. squared error loss L(y, pˆθ(x)) = (y − pˆθ(x))2, which is the usual choice for linear
regression models.
2. log-likelihood loss (also deviance or cross-entropy in information theory) L(y, pˆθ(x)) =
−2 logPr(y|x, θˆ) = −2`(θˆ), where θˆ is the estimated model parameter vector and `(θˆ)
is the log-likelihood of the model. The factor −2 ensures that for linear models with
Gaussian errors, the log-likelihood loss and the squared error loss function are equivalent.
The introduction of the term −2 also allows the implementation of likelihood-ratio tests,
which test for a difference in the fit of two models by using the difference between the
two corresponding log-likelihood losses as the test statistic. The null distribution of such
a test statistic is approximately χ2-distributed.
3. 0-1 loss L(y, pˆθ(x)) =
 0 if pˆθ(x) = y1 if pˆθ(x) 6= y , the loss function which is implicitly used if
the prediction performance is assessed by simply counting the misclassification errors. It
is only useful if y and pˆθ(x) can only take discrete values.
4. hinge loss L(y, pˆθ(x)) = [1− ypˆθ(x)]+, where [a]+ =
 a if a > 00 if a ≤ 0 . The most promi-
nent classification method which uses the hinge loss function is the support vector ma-
chine, where y is binary and y ∈ {−1, 1}.
5. exponential loss L(y, pˆθ(x)) = exp(−ypˆθ(x)). The AdaBoost.M1 algorithm for binary
data by Freund and Schapire (1996) relies on the exponential loss function with y ∈
{−1, 1}. It leads to similar solutions as the log-likelihood loss function in the logistic
regression problem, which is given as L(y, pˆθ(x)) = 2 log(1 + exp(−ypˆθ(x))).
Having decided on a loss function, the predictive ability of a classification model is assessed
by the expected value of the loss function for a new observation E(L(y, pˆθ(x))).
Note that there are several aspects of analysis, in which the loss function is involved: in
model fitting, it is used to estimate the model parameters. Sometimes one has fitted several
(nested) models and wants to select the model with the best predictive abilities (model selec-
tion). Finally, one usually wants to assess the predictive ability for the final model, also in terms
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of a loss function (model assessment). These aspects should not be mixed up: if one would sim-
ply assess the model performance on the same data on which it has been trained, one would
overestimate the predictive ability of the model for new data samples, as the model parameters
have been optimised for these data. This implies that the model is likely to be over-fitted to the
data set at hand, and might hence perform badly for a new data set.
In an ideal situation, one would first fit the model, i.e. estimate the model parameters,
using a training data set, and then use a new data set (sampled from the same distribution) to
validate the model performance by averaging over the observed values of the loss function.
Often, however, there are not enough data samples available to split them into a training and a
validation data set, where both data sets are large enough for valid inference.
Penalised loss function approaches Many procedures have been developed in order to pre-
vent model over-fitting in the situation where splitting the data into training and validation data
sets is not feasible. One way is to simply use all data for training and then to correct the nec-
essarily over-optimistic estimate of the loss function by adding a penalty term. Since a flexible
model with many parameters has more potential for over-fitting than a simple model with only
a few parameters, the penalty term will depend on the number of parameters. Examples for
such corrected loss estimates are the Akaike information criterion (AIC) and the Bayesian in-
formation criterion (BIC) (e.g. Hastie et al. 2001). Both criteria are based on the log-likelihood
loss function:
AIC(y, pˆθ(x)) = −2`(θˆ) + 2p = −2 logPr(y|x, θˆ) + 2p (4.13)
BIC(y, pˆθ(x)) = −2`(θˆ) + log(n)p = −2 logPr(y|x, θˆ) + log(n)p. (4.14)
The BIC tends to penalise a complex model with many parameters more than the AIC. Although
both criteria look very similar, they were motivated in different circumstances. The AIC was
developed to aid model selection, i.e. to help decide which model among several statistical
models has the best prediction ability. The BIC, however, is motivated as an approximation to
the Bayes factor, which is used to compare models M1 and M2 in a Bayesian setting using the
ratio of their posterior probabilities, given by
Pr(M1|x, y)
Pr(M2|x, y) =
Pr(M1)
Pr(M2)
× Pr(x, y|M1)
Pr(x, y|M2) . (4.15)
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The Bayes factor is defined as the contribution of the data (x, y) towards the posterior odds
(Kass and Raftery 1995):
BF (M1,M2) =
Pr(x, y|M1)
Pr(x, y|M2) , (4.16)
which equals the ratio of the posterior probabilities in the case where both models have equal
prior probabilities. The Bayesian information criterion arises from the following approximation
to logPr(x, y|M):
logPr(x, y|M) = logPr(x, y|θˆ,M)− p
2
log(n) +O(1), (4.17)
where θˆ is the maximum-likelihood (ML) estimate of the parameter vector θ and p is the number
of free parameters in model M . In a regression framework logPr(x, y|θˆ,M) is equivalent
to the log-likelihood function in equation (4.14) for the ML-estimated θˆ, as one is interested
in inference on y conditioned on x and x is assumed to be fixed. Note however, that the
term O(1) is independent of the sample size n and hence the term −0.5 × BIC(y, pˆθ(x)) =
logPr(x, y|θˆ,M)− p
2
log(n) in equation (4.17) will never converge to logPr(x, y|M).
Cross-validation as an example for resampling approaches The Akaike and Bayesian in-
formation criteria depend on the log-likelihood loss function, which in linear models is equiv-
alent to the squared-error loss. A different approach, which is more generally applicable to all
loss functions, is taken by resampling methods, in particular cross-validation. Cross-validation
methods split the data into training and validation data sets in order to avoid the over-optimistic
bias in the estimation of the loss function, which arises when using the same data set for model
fitting and loss function estimation. However, since usually there are not enough data available
in order to simply set aside one validation data set and not use it at all for model fitting, one
makes better use of the data by splitting them into many smaller subsets and averaging over the
results.
In κ-fold cross-validation one divides the data randomly into κ groups of (about) the same
size. One then uses each of these groups once as the set-aside subset on which to evaluate the
predictive ability of the model, which was trained on the rest of the data. Therefore, there are
κ loss function estimates and the mean of these is called the κ-fold cross-validated loss Lκ. A
special case of cross-validation is the leave-one-out method. Here, one trains the model with
n−1 observations and tests it on the one that was left out. This procedure is performed n times,
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once for each observation. The mean of all n loss function estimates is the leave-one-out loss
Lloo. For leave-one-out cross-validation, one uses nearly all the data to train the classification
model, which means that it is nearly unbiased with its expectation value being the actual error
rate of a data set with n−1 observations instead of n (e.g. Hastie et al. 2001). But a drawback of
the leave-one-out estimator of the loss is, that it has a large variance; it also is computationally
quite expensive. So, for larger data sets it is recommended to use the 5-fold or 10-fold cross-
validation estimators instead (Hastie et al. 2001). These estimators have a larger bias than Lloo,
but also have a smaller variance, and are more feasible in computational terms.
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Chapter 5
A resampling study to assess
characteristics of gene expression profiles
The contents of this chapter has been published in more detail in Statistical Applications in
Genetics and Molecular Biology (Zucknick et al. 2008). The full paper is available via the
journal home page at http://www.bepress.com/sagmb/vol7/iss1/art7/ and is
attached as Appendix C. All Figures and Tables in this chapter are adopted from the full paper.
It has been pointed out (e.g. Ein-Dor et al. 2005, Michiels et al. 2005) that molecular
profiles derived from gene expression microarray data can be highly unstable, i.e. which genes
get selected into a profile depends much on the choice of training data. Hence, there is need for
careful validation of the results (Simon et al. 2003, Dupuy and Simon 2007) and it is important
to assess the uncertainty associated with molecular profiles. To do this, a resampling approach
is adopted here to compare important characteristics of gene expression profiles derived using
several univariate and multivariate methods for binary classification.
In addition to classification accuracy, the biological interpretability of molecular profiles is
also important. This implies both parsimony and stability, in the sense that profiles should not
vary much when there are slight changes in the training data. Within the resampling study setup,
the stability is measured by adopting the Jaccard index to assess the similarity of resampled
molecular profiles.
A case study on five well-established cancer microarray data sets is carried out. For two
of these data sets we have the benefit of being able to validate the results in an independent
data set. The study shows that those methods which produce parsimonious profiles generally
88
result in better prediction accuracy than methods which do not include variable selection. For
very small profile sizes, the sparse penalised likelihood methods tend to result in more stable
profiles than univariate filtering while maintaining similar predictive performance. The results
of the comparison study are summarised here. For more details, the reader is referred to the
published article.
5.1 Resampling study setup
All data sets are repeatedly randomly split into training and validation data. Fifty such random
samplings are performed, each with a ratio of 2:1 for the training set size to validation set size.
This setup is a multiple random validation setup (e.g. Michiels et al. 2005), and is outlined in
Table 5.1.
Table 5.1: Resampling study setup for comparison of the characteristics of the classification methods.
For k = 1, ...,m (m = 50):
• Divide data randomly, assigning 2/3 of the samples into a training set k and the remaining 1/3
into a validation set k (optionally, fix class proportions).
• For all classification methods, and for a set choice of tuning parameter values, fit classification
model using training data set k and find molecular profile k.
• Apply fitted model to validation data k and assess prediction performance in terms of percentage
of misclassified validation samples
5.2 Classification methods and software
The binary classification methods employed here include simple univariate filtering methods
using both the nearest-centroid classifier and diagonal linear discriminant analysis (as intro-
duced in Chapter 4), the penalised likelihood methods lasso and ridge regression and elastic
net (see Chapter 3), and in addition the random forest with and without variable selection,
which is briefly described here.
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Random forest (RF) and varSelRF The random forest classifier (Breiman 2001) is an ex-
ample of the class of ensemble classification algorithms, which combine the outputs of many
“weak” classifiers, in this case classification trees, to produce a powerful ensemble. The ran-
dom forest can be successful in dealing with the multi-collinearity of “large p, small n” appli-
cations, because it combines two ideas to help find as many of the multiple best solutions as
possible: firstly, it uses repeated bootstraps, i.e. each tree is grown using a different bootstrap
sample of the data, and secondly it also employs random subspace selection, that is to only use
a random subset of all available variables to grow each tree. Because of this, for p >> n data
it is likely that most or all variables will get used in node splits for some of the trees. The final
classification is the mode of the classifications of all trees, that is the random forest chooses the
class that has been decided by the majority of trees.
While random forests can deal with p >> n data, it has been found that the classification
performance can be improved if the classifier is combined with a variable selection step so that
only a small number of variables get used in the entire forest, see Díaz-Uriarte and Alvarez de
Andrés (2006). There, the performance of random forests is compared to the varSelRF method,
which implements variable selection by iteratively fitting random forests and discarding the
variables which get used as nodes least often.
For most of the statistical analyses the R software (R Development Core Team 2006) was
used, in particular the affy library for data pre-processing of the Affymetrix data sets and the
glm library for univariate logistic regression analyses. The R library glmpath was used for
the elastic net and libraries randomforest and varSelRF were used for the random forest
without and with variable selection, respectively. Ridge and lasso regression analyses were
carried out with the BBR software by Genkin et al. (2007), which was chosen because during
most of this project it was the only available software applying a computationally efficient
gradient ascent algorithm in the context of logistic regression (see Section 3.2.3 for more details
on the algorithm). Note that even though the lasso can have multiple solutions if p >> n,
most software packages including BBR focus on finding one solution only. We hope that this
restriction is alleviated by the resampling study setup, as the algorithm is run m = 50 times for
each data set with different solution paths determined by the resamples of the training data.
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5.3 Assessing the instability of molecular profiles
Stability of classification methods for the construction of gene expression profiles is viewed
here in terms of whether the same genes get selected for different resamples of the data. Natu-
rally, this concept of stability does not apply to those classifiers that use all the gene variables.
Hence, we here only assess the stability for those methods that do incorporate feature selection,
i.e. the elastic net, lasso, univariate filtering and the varSelRF method. In the microarray liter-
ature, there have been many attempts to assess the stability of gene signatures, most of which
have focussed on resampling setups such as bootstrapping (Díaz-Uriarte and Alvarez de An-
drés 2006) or repeated splits into training and validation subsets (Michiels et al. 2005). A short
review of these approaches is given in the full paper (see Appendix C). Within this context, we
have argued for the use of similarity indices, which fulfill a specific set of properties, in order
to measure how similar the expression profiles derived from all the resampled data sets are -
and thus, how stable the classification methods are. A similarity measure ρ(Z1, Z2) for the
comparison of two discrete sets Z1 and Z2 is usually based on the two-by-two table counting
the presences and absences in both sets (Table 5.2).
Table 5.2: 2× 2 table counting presences and absences in gene sets Z1 and Z2.
Z1
1 0
Z2 1 a b
0 c d
One similarity index that fulfills all properties and in addition has an intuitive interpretation
is the Jaccard index (Jaccard 1901):
ρj(Z
1, Z2) =
a
a+ b+ c
=
#(Z1 ∩ Z2)
#(Z1 ∪ Z2) . (5.1)
Other investigated similarity indices, which also fulfilled the required properties, were seen to
behave very similarly to the Jaccard index in all applications. Because of this, and because the
Jaccard index has the easy interpretation of being the ratio of set intersection size to set union
size, it is used in this resampling study to measure the similarity of gene sets. The Jaccard
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index assesses the similarity between pairs of sets. Hence, in order to compare m > 2 sets, the
indices of all possible
 m
2
 combinations of pairs of sets are computed and the empirical
distributions of these values are used to assess the overall stability of a classification method.
5.4 Data sets
The main characteristics of the five publicly available gene expression microarray data sets
used in the resampling study - as well as of two data sets used for validation - are described in
Table 5.3.
Table 5.3: Main characteristics of gene expression microarray data sets used. Data sets in italics and
brackets are used as validation data.
p n Response Chip type
(binary)
Ovarian cancer - 7129 104 tumour type HuGeneFL
Schwartz et al. (2002) (mucinous/clear-cell vs.
(Lu et al. 2004) 12625 42 endometrioid/serous) U95Av2
Leukaemia 7129 72 tumour type HuGeneFL
(ALL/AML) - (ALL vs. AML)
Golub et al. (1999)
Prostate cancer - 12625 102 tumour vs. normal U95Av2
Singh et al. (2002)
Breast cancer - 4770 97 metastasis-free survival Agilent
van’t Veer et al. (2002) (≤ 5 yrs vs. > 5 yrs)
(van de Vijver et al. 2002) 4770 87 Agilent
Acute myeloid leukaemia 22283 273 normal vs. abnor- U133A
(AML/karyotype) - mal karyotype
Valk et al. (2004)
All Affymetrix data sets are pre-processed and normalised using RMA background cor-
rection (Irizarry et al. 2003) and loess regression for array normalisation (Cleveland 1979). An
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exception is the ALL/AML data set where the pre-processed data provided by the R package
golubEsets were used. All Affymetrix data are centered and scaled to zero mean and unit
variance for all gene variables in the binary classification analysis.
The Agilent data are normalised in the same way as described in the original papers (van’t
Veer et al. 2002, van de Vijver et al. 2002). Note that for the breast cancer data set, clinical
data are available in addition to the gene expression data, which are known predictive factors
for breast cancer progression (patient age, tumour grade, tumour diameter and angioinvasion),
and which are hence included in all classification models. Their effects are neither allowed to
be shrunken by the penalised likelihood methods nor to be removed from the active variable set
in all other methods.
5.5 Results
The performance of a classification method to construct molecular profiles from microarray
gene expression data is evaluated with respect to the following aspects of the profiles:
• prediction accuracy (assessed by misclassification error),
• parsimony (i.e. how many genes does a profile contain on average?),
• profile stability (based on Jaccard similarity between molecular profiles from the resam-
pled data sets).
An additional aspect is the performance of molecular profiles in external validation, that is the
misclassification error rates obtained when applying the gene sets for classification on a new
independent validation data set.
The results of this resampling study with respect to these characteristics are briefly pre-
sented here. Note that for each of the data sets, all classification methods are fitted to each of
the 50 training subsets for a range of tuning parameter values, which were chosen to cover
a wide range of models and model sizes. For univariate filtering the model size is p∗ ∈
{5, 10, 50, 100, 500}. For the Affymetrix data sets the penalty parameters in ridge and lasso
regression were chosen so that they correspond to a choice of prior variances τ , ranging from
0.01 to 100 on the log10 scale for the lasso, and again on the log10 scale from 10−5 to 1 for ridge
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regression. Since the Agilent data sets are pre-processed and normalised in a different way,
slightly different penalty parameter values had to be chosen to cover the entire range of models
(τ1 ∈ {10−3, 10−2.5, 10−2, 10−1.5, 10−1} for lasso and τ2 ∈ {10−6, 10−5, 10−4, 10−3, 10−2} for
ridge). For the elastic net, a fixed penalty is used for the L2-term (λ2 = 1), while the size of
the L1-penalty parameter λ1 is varied from zero (resulting in the largest possible profiles) to a
value large enough to induce maximum sparsity, i.e. so that no genes are included in the model.
Because we want to compare characteristics of molecular profiles of different sizes, we do not
tune the classification methods to optimise their performances in terms of minimal misclassi-
fication errors, i.e. we do not attempt to choose “optimal” tuning parameter values, but rather
present the results for all parameter values alongside each other.
5.5.1 Prediction accuracy and parsimony
The data sets are split fifty times into a training and a validation data set. The classification
methods are trained on the training sets, resulting in fitted models which are then applied to
the validation data and evaluated in terms of their observed misclassification rates. These mis-
classification errors as summarised as boxplots in Figure 5.1 are used to assess the prediction
accuracy of the classification methods, with focus on the median values as the main measure
for comparisons between methods. In addition, Figure 5.1 also shows the median profile sizes,
i.e. the median numbers of genes in the gene sets for each evaluated tuning parameter value.
The boxplots in Figure 5.1 show that the proportions of misclassifications vary widely
between the data sets. While the top three data sets (ovarian cancer, ALL/AML, and prostate
cancer) are easily separable with the smallest median misclassification error rates all being
smaller than 15%, the bottom two data sets (breast cancer and AML/karyotype) are harder to
classify, and the best median error rates are only about 30%.
The sparsity-inducing classification methods, in particular the sparse penalised likelihood
methods (lasso and elastic net) and the univariate filtering approaches, perform well in terms of
misclassification errors for all data sets. For these methods, the tuning parameter values which
result in the best performances, generally correspond to parsimonious models with median
profile sizes which can be as small as five genes (lasso in prostate cancer application) or even
only two genes (lasso in ovarian cancer example).
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Figure 5.1: Boxplots of predictive performances in terms of proportion of misclassified validation
samples shown for a range of tuning parameter values. The average profile sizes corresponding to
each parameter value are indicated for all methods below the corresponding boxplots. The orange lines
represent the baseline misclassification rates, where all samples are assigned to the most frequent class.
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The prediction accuracy of the non-sparse methods (ridge regression and random forest
without variable selection) is sometimes comparable to that of the sparse methods with equal
or slightly larger median error rates, but in some data sets they perform substantially worse. An
example are both ridge regression and random forest when applied to the ovarian and breast
cancer data and in addition the random forest applied to the prostate cancer data. Ridge regres-
sion is performing particularly badly in the case of the ovarian cancer data, where the prediction
error rates are actually larger than the baseline misclassification rates for all but the smallest
prior variance parameters τ = 10−4 and τ = 10−5, which induce the strongest shrinkage.
The ridge regression model was also fitted for even smaller prior variances (τ = 10−6 and
τ = 10−7) to see whether the prediction accuracy could be improved further, but the observed
misclassification error rates did not decrease compared to τ = 10−5. This result compared to
the good performance of very sparse classifiers like lasso might indicate, that in the ovarian
cancer data only a very small number of gene variables are linked to the histological response,
while the large majority are noise. Since these noise variables cannot be removed completely
from the ridge regression equation, they might produce over-fitted ridge regression models. In
addition, very large shrinkage also penalises the true covariates heavily, and thus any attempt
to reduce the influence of noise variables by large ridge shrinkage also reduces the explanatory
power of the small number of true covariates.
5.5.2 Profile stability
Profile stability is assessed for the sparse methods, i.e. lasso, elastic net, univariate filtering
and random forest with variable selection. The Jaccard similarity indices for all pairs of non-
empty gene sets are summarised in Figure 5.2 by their means and standard deviation bars.
The similarity values are plotted against the median gene set sizes to show how the stabilities
of profiles constructed by the different classification methods develop with increasing profile
sizes (which are induced by changing the tuning parameter values).
The Jaccard index distributions for the penalised likelihood methods elastic net and lasso
are generally similar. The mean Jaccard values are largest for the smallest profiles and then
decline with increasing profile sizes induced by decreasing values of the penalty parameter λ1.
The Jaccard index distributions for the univariate filtering approach follow a different pattern.
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They vary less across profile sizes and in general are largest for the very large profiles, with
the exception of the AML/karyotype data. This increase can in part be explained by the fact
that due to the design of the resampling study (where training data sets are random samples
containing two-thirds of all patients), any two training data sets will overlap with an expected
intersection containing 4/9 of all samples. This effect is illustrated in the top right plot in
Figure 5.2, where the response variable has been randomised, so that any observed similarity
between molecular profiles cannot be attributed to a particular set of genes which might always
be selected due to their good predictive power with respect to the response.
There is a link between the observed similarities and the correlation structure between
the genes that are included in the molecular profiles. To illustrate this, all pairwise correla-
tions between all genes in each profile are computed; the mean of the absolute values of these
correlations is used as a summary measure for the strength of correlations in a profile. The
distributions of these mean absolute correlations across all m = 50 resamples are illustrated
by their mean and standard deviations in Figure 5.3. The plots show the differences in how the
classification methods treat correlated variables, when more and more variables are included.
For very small gene set sizes, all methods include variables into one model, which are highly
correlated, and the within-profile correlations that are observed for very small profiles (con-
taining five genes or less) are similar for all methods. However when profile sizes increase, the
within-profile correlations decrease much faster for the multivariate methods than for univariate
filtering. An explanation for the penalised likelihood methods elastic net and lasso lies in the
L1-penalty term, which discourages the inclusion of two highly positively correlated variables
into one model.
In addition to within-profile correlations, there is also the aspect of possible high corre-
lations between genes that are in different resampled profiles. One can conjecture that the
property of the L1-penalty to discourage the inclusion of highly positively correlated variables
into one model has an effect on the profile stability (as measured in the way described here) in
the following way. Imagine two highly positively correlated variables, which are also linked
to the response variable. In the resampling setup, one of the two variables might be selected
into most of the resampled profiles, but they will rarely be selected together. This will reduce
the Jaccard index for larger profiles, as indeed we have observed earlier. On the other hand,
most resampled univariate filtering profiles will contain both variables, resulting in both a larger
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Figure 5.2: Mean Jaccard similarity measures (± standard deviation) plotted against median profile
sizes for univariate filtering, lasso regression, elastic net, and random forest with variable selection
(varSelRF) for the five data sets and the ovarian cancer data with randomised response (top right).
within-profile correlation as well as a larger Jaccard similarity measure between the univariate
profiles. However, one can argue that two highly correlated genes in two different profiles do
contribute to the similarity of these two profiles, since they can replace each other without much
loss of information.
In a first attempt to reflect this in the similarity measurements, the pairwise Jaccard in-
dex was extend by adding a term to the numerator that summarises the contributions of genes,
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Figure 5.3: Distributions of means of absolute correlations within profiles (mean± standard deviation)
plotted against median profile sizes.
which are present in one set but not the other, and which have large correlations with genes
of the other set. The approach is outlined in Zucknick et al. (2008). Overall, the results were
similar to those observed for the original Jaccard index, albeit shifted up. The effect of in-
cluding the absolute correlations was observed to be similar for all classification methods and
did not affect the comparison results between methods. We concluded that a radically differ-
ent approach is needed to adequately reflect highly correlated genes in a measure of similarity
between resampled profiles.
Ranking genes by their profile inclusion frequencies
In addition to assessing the overall stability of molecular profiles, one can also look at indi-
vidual gene stability in the sense of how often genes get selected into profiles. Ranking gene
variables by their frequency of selection gives a measure for the relative importance of a gene
for class prediction (e.g. Michiels et al. 2005, Díaz-Uriarte and Alvarez de Andrés 2006). As
an example, the selection frequencies are shown for the ovarian cancer data in Figure 5.4, for
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Figure 5.4: Inclusion frequencies for genes selected into at least half of all profiles for any method
(ovarian cancer data). Frequencies corresponding to each of the tuning parameter values are illustrated
by overlaid T-bars in shades of gray varying from light gray for the largest profiles to black for the
smallest. For example, the bar enclosed by the orange box shows gene X03635 being selected in all 50
univariate profiles of size p∗ = 50 (light gray), in 47 profiles with p∗ = 10 (darker gray) and in 43 with
p∗ = 5 (black).
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those genes which get selected into at least half of the profiles and for at least one of the meth-
ods. Note that for univariate filtering, only the smaller profiles of sizes p∗ ∈ {5, 10, 50} are
shown to avoid plot overcrowding.
Lasso regression always selects the same five probe sets into more than half of the m = 50
resamples, for all penalty values λ1 > 0.01. The same five probe sets also get chosen very
often into elastic net profiles. Two of these (M82809 and U11862, corresponding to genes
ANX4 and ABP1) are the only probe sets, that get selected into more than half of the varSelRF
profiles, which are generally very small with a median profile size of only three. While this
good agreement is observed for the multivariate methods, different variables are included most
frequently by univariate filtering. Only one of the five probe sets is also part of more than half
of the univariate profiles with p∗ ≤ 50 variables (X65614, equivalent to gene S100P).
5.5.3 External validation
For the breast and ovarian cancer data sets, independent validation data are available. These
data sets seem well suited as validation data, because they describe samples from patient popu-
lations, which are very similar to the original patient populations in terms of clinical and pheno-
typical characteristics and disease outcome. The characteristics of the ovarian cancer data sets
are described in Chapter 7. The breast cancer data sets were generated by the same lab under
similar conditions and also reflect similar patient populations. Note that only those samples
from the van de Vijver et al. (2002) data set were used for validation, that were not included in
the original publication by van’t Veer et al. (2002). The gene sets, which were selected by the
sparse classification methods within the resampling study setup, are here plugged into logistic
regression models, which are then applied to the validation data sets and evaluated with respect
to the observed misclassification rates. The tuning parameter values are chosen to give very
parsimonious profiles of comparable sizes with small misclassification errors observed for the
original data.
Table 5.4 shows the median misclassification rates across all molecular profiles derived
from the 50 training subsets of the Schwartz et al. (2002) and van’t Veer et al. (2002) data sets,
respectively. One-sided permutation tests are performed to assess whether these molecular pro-
files show better predictive abilities on the new data than randomly selected sets of genes of
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Table 5.4: Performance of sets of genes found in analyses using data sets Schwartz et al. (2002), van’t
Veer et al. (2002), when applied in logistic regression models fitted to independent data (Lu et al. 2004,
van de Vijver et al. 2002). One-sided permutation tests are based on 1000 random sets of the same
number of genes (significance level 0.1).
Method Tuning parameter Median Median Proportion
profile size error p-values≤ 0.1
Ovarian cancer
Baseline error rate - 0.3810 -
Univariate p∗ = 5 5 0.2143 32/50
Lasso λ1 = 4.472 7 0.1667 33/50
Elastic Net λ2 = 1, λ1 = 3.986 11 0.1190 21/50
varSelRF - 3 0.2143 31/50
Breast cancer
Baseline error rate - 0.1609 -
Univariate p∗ = 5 5 0.1379 50/50
Lasso λ1 = 4.472 13 0.1034 45/50
Elastic Net λ2 = 1, λ1 = 7.953 18 0.0805 29/50
varSelRF - 14 0.1092 43/50
equal size. The proportions among the m = 50 profiles that have significantly low misclassi-
fication rates are reported, i.e. where the error rates for the real profiles are smaller than the
10%-quantiles of the random distributions. The significance level of 0.1 rather than the more
common 0.05 reflects the difficulty of the task of translating a prediction rule to new data from
a different population, even if the populations are very similar in their clinical and phenotypical
characteristics.
Overall, the results show that it is possible to generate molecular profiles for binary clas-
sification, such that the predictive abilities translate reasonably well to new data. It is hard to
come to a firm conclusion on which classification method performs best on a new data set based
on these two examples only.
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5.6 Discussion
Results vary between the different data sets and depend much on the data structure, e.g. the
correlation structure between those genes which are related to the response variable and that get
selected into the molecular profiles. But for all data sets the results have in common that the best
predicting gene expression profiles are small (between 3 and 80 genes). In terms of predictive
ability, we observe comparable performances between those methods that incorporate variable
selection, in particular univariate filtering, lasso and elastic net. Contrary to that, the methods
that employ most or all genes for classification, i.e. ridge regression and random forest, often
performed worse, sometimes substantially. This conforms with the idea that usually only a
small number of genes influence any particular biological condition or disease.
Interestingly, the prediction performances of simple univariate filtering methods are com-
parable to those of more complex multivariate methods, even though they do not take the cor-
relation structure of gene expression data into account. This has also been observed in a recent
study by Lai et al. (2006). An explanation for this is the small sample size in most available
microarray data sets, due to which the correlation structure in the data cannot be estimated
accurately enough, so that multivariate methods cannot profit sufficiently from the correlation
structure.
However, if the response data to be fitted is continuous rather than binary, then the sample
size needed to give multivariate methods an edge over univariate methods becomes smaller.
This is because a vector of continuous data contains more information than a binary vector of
the same length, which makes a perfect model fit harder to achieve. In that situation, methods
which can use more information, in particular the correlation structure between covariates, have
an advantage. In a recent study comparing several methods applied to Cox proportional hazards
models for predicting survival from microarray data (Bøvelstad et al. 2007), the authors found
that all multivariate methods performed clearly better than univariate approaches.
For two of the data sets, independent data were available for validation. We applied the
most parsimonious gene expression profiles constructed with the original data (using those
classification methods which incorporate variable selection) to the new data, using the genes
as covariates in logistic regression models. All methods translated reasonably well in terms
of their predictive accuracy achieved on both new data sets. Note that the question, whether
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the predictor accuracy of existing profiles translates to new data is different from the question,
whether the same genes would be found in a new analysis on the new data as has been pointed
out e.g. by Somorjai et al. (2003), Roepman et al. (2006) and Simon (2006). This will gen-
erally not be the case, in part due to the correlated nature of gene expression data, because of
underlying biological processes and also due to the “large p, small n” nature of microarray data
leading to non-uniqueness of solutions.
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Chapter 6
MCMC algorithms for Bayesian variable
selection in the logistic regression model
6.1 Introduction
Although high-throughput technologies like gene expression microarrays provide measure-
ments for a vast number of variables, it is often reasonable to assume that only a very small
number of all measured variables is linked to the biological condition or phenotype of inter-
est. This leads to the introduction of sparse modelling where most variables are assumed not
to have an effect. As outlined in Chapter 3, in a Bayesian framework this can be achieved
easily by introducing a binary indicator vector γ = (γi)
p
i=1 which indicates which of the vari-
ables xi in the vector X = (xi)
p
i=1 are considered to be included in the model (γi = 1) or
excluded (γi = 0). Then one can induce sparsity by setting the hyper-prior for the probability
of including a variable to a small value, reflecting the small expected model size. Here, we
are particularly interested in applying this Bayesian variable selection (BVS) framework in the
binary regression context for modelling the effect of gene expression data on a binary response
such as disease versus non-disease or tumour classification. We apply the Bayesian logistic
regression model (3.65) (Holmes and Held 2006), that was introduced in Chapter 3 for the
reasons outlined there.
There is often a complex dependence structure among markers or genes in high-throughput
biological data due to their joint involvement in biological processes and pathways. However, it
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is also often reasonable to assume that the conditional dependence structure is sparse, that is that
each of the variables is only correlated with a small number of covariates when conditioning
on all other variables in the data set (see West 2003). In this chapter, we propose to make
use of the sparse conditional dependence structure to decide which variables γ in the MCMC
algorithm should always be updated together before updating all other model parameters, like
the regression coefficients β, which are taken to be strongly correlated with γ. Such a sampler
is not as computationally demanding as full Gibbs sampling, which updates the entire γ vector
in each iteration before updating the other model parameters. On the other hand, with regards
to vanilla samplers using simple one-at-a-time proposals, it can result in an improvement in the
MCMC efficiency in terms of mixing performance. Also, for gene expression data, many of
the input variables are typically correlated. If variables are correlated, updating them one at a
time will often lead to slow convergence of the Markov chain, so that in this situation block
samplers are recommended instead (e.g. Gilks et al. 1996).
In this chapter ways are outlined to estimate the dependence structure between covariates
and to decide for which covariates to update the γ parameter together in a block based on
the estimated dependence. Moreover, we apply several approaches for sampling within the
selected blocks and evaluate and compare the mixing and convergence performances of the
corresponding MCMC samplers in two simulation studies. In the context of these simulation
studies, the sensitivity of the samplers to the choice of the variance parameter c2 in the prior
distribution of β, p(β) = N(0, c2Ipγ ) is also assessed, both for the Bayesian logistic and probit
regression models. For an application of logistic BVS to real gene expression data, the reader
is referred to Chapter 7.
6.1.1 Software
The MCMC algorithms for the logistic BVS model are given in detail in Appendix B. They
have been implemented in MATLAB 7.3 (The MathWorks 2006) and are based on the algo-
rithms for Bayesian logistic regression presented in Holmes and Held (2006). The MATLAB
code for sampling from the logistic as well as the probit BVS model is available from the
website http://www.bgx.org.uk. The dependence structures are estimated using the R
package corpcor (Schäfer and Strimmer 2005). For posterior inference and mixing and con-
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vergence diagnostics, both MATLAB and the R 2.4.0 software (R Development Core Team
2006) have been used, in particular the R library CODA (Plummer et al. 2006).
6.2 Estimating the dependence structure
One can assess the dependence of the variables in terms of their covariance matrix S =
(sik)i,k=1,...,p and corresponding correlation matrix R = (rik)i,k=1,...,p. Recall that under the
assumption that the covariates follow normal distributions, a correlation of zero between two
covariates implies that they are marginally independent. However, we are rather interested in
the conditional independence of variables, and so the above relationship cannot be used di-
rectly. The matrix of partial correlations (ρik)i,k=1,...,p, on the other hand, can be used to infer
conditional independences, as under the assumption of normal distributions of the covariates a
partial correlation ρik of zero implies that variables i and k are conditionally independent given
all the other variables j 6= i, k. Note that the partial correlation matrix is related to the inverse
of the standard covariance matrix S in the following way (Whittaker 1990):
ρik = − s
−1
ik√
s−1ii s
−1
kk
, (6.1)
where S−1 = (s−1ik )i,k=1,...,p is the inverse of the covariance matrix S = (sik)i,k=1,...,p. For the
sake of comparison, we construct a block structure for updating γ in the Gibbs algorithm using
both the estimated correlation and partial correlation matrices.
In the p >> n paradigm, the classic maximum-likelihood and related empirical covari-
ance matrix estimators SˆML and SˆE = nn−1 SˆML can be greatly improved upon by using biased
shrinkage estimators, where a small introduced bias, e.g. towards a target matrix T with im-
posed restrictions, can result in a much reduced mean squared error (e.g. Stein 1956, Efron
1975, Schäfer and Strimmer 2005). The restricted target matrix has assumptions imposed,
which result in a smaller number of parameters to be estimated and thus in a reduced dimen-
sionality. It could be for example a matrix where all off-diagonal entries are the same, resulting
from the assumption that all variables share the same pairwise covariance. Shrinkage can be
achieved by introducing a penalty on the size of the coefficient estimates which is added to the
log-likelihood function, so that the estimate is the maximum of the penalised log-likelihood,
generalising the classic maximum-likelihood estimator. An example of shrinkage through pe-
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nalising the likelihood function is ridge regression (Hoerl and Kennard 1970), for which the
target matrix mentioned above turns out to be the identity matrix Ip. Here, we follow a slightly
different approach proposed by Schäfer and Strimmer (2005) who directly use the linear shrink-
age equation
Sˆ = (1− λ)SˆE + λT, (6.2)
where the estimate is a linear combination of the unbiased empirical covariance estimate and
the target matrix T . Note that if T is the identity matrix, this is very close to the ridge estimator
with penalty parameter λ, which results from equation (6.2) when the unbiased estimator SˆE
is replaced by the maximum-likelihood estimator. Following Schäfer and Strimmer (2005)
we use a slightly more general target matrix, which is also diagonal but allows for unequal
variance entries on the diagonal. This implies that only the off-diagonal elements of Sˆ are
shrunken. Because of this, it is more convenient to parameterise the covariance matrix S in
terms of variances sii (i = 1, ..., p) and correlations with
sik = rik
√
siiskk. (6.3)
Schäfer and Strimmer (2005) propose to determine the shrinkage parameter λ analytically using
the lemma of Ledoit and Wolf (2003). Ledoit and Wolf (2003) derive a formula for the optimal
value of λ that minimises the risk function R(λ) associated with the mean squared error loss
R(λ) = E(
p∑
i=1
(sˆi − si)2), (6.4)
where sˆi and si are the column vectors of the shrinkage estimator Sˆ in equation (6.2) and the
covariance matrix S, respectively. In the case of our target matrix T this results in the following
optimal value for λ:
λ∗ =
∑
i6=k Var(rˆik)∑
i6=k rˆ
2
ik
, (6.5)
where rˆik is estimated from the empirical covariance matrix SˆE = (sˆEik) plugged into equa-
tion (6.3). In practice, Var(rˆik) is being substituted by an unbiased estimate V̂ar(rˆik) (Schäfer
and Strimmer 2005). The R package corpcor was used for the estimation of correlation and
partial correlation matrices. Due to restrictions in working memory size we found that appli-
cability of the algorithm is restricted to data sets containing up to about 4000 covariates, when
applied on the 32-bit operating system Windows XP with a maximum memory size of 4GB.
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After estimating the correlation and partial correlation matrices in this way, they are used
to determine which variables should be updated together in the MCMC algorithm. This could
be done by testing rik = 0 (or ρik = 0) for all pairs of variables xi 6= xk. All coefficient
entries in the correlation matrix R = (rik)i,k=1,...,p, which are not considered to be significantly
different from zero, can be interpreted as implying marginal independence between the corre-
sponding variables xi and xk when we assume that all variables follow a normal distribution.
Under the same assumption, all partial correlation coefficients ρik, which are not significantly
different from zero, can be seen as conditionally independent. However, this approach poses
a huge multiple testing problem as there are p(p − 1)/2 pairwise correlation coefficients for
a large number of variables p. A possible solution is to control the false discovery rate FDR
(Benjamini and Hochberg 1995) or estimate the positive false discovery rate pFDR (Storey
2002).
An alternative approach to sparse covariance matrix estimation has for example been pre-
sented by Dobra et al. (2004) and Meinshausen and Bühlmann (2006). Instead of estimating
the covariance or correlation matrix and then inferring the partial correlations by using equa-
tion (6.1), they use the fact that partial correlations can also be estimated directly by linearly
regressing each variable on all others. This results in a very large set of regression equations,
effectively one for each partial correlation coefficient. Sparseness can be introduced by com-
bining the regression analysis with variable selection. Dobra et al. (2004) have implemented a
Bayesian variable selection approach, while recently Meinshausen and Bühlmann (2006) have
used lasso (Tibshirani 1996) to reduce the number of non-zero coefficient estimates.
Note that when doing multiple testing, the order of coefficients is always the same, no
matter whether they are ordered by the size of unadjusted or adjusted p-values, or by the q-
values which replace p-values in case of Storey’s method to control pFDR. Hence, the only
difference between all approaches is the threshold value, or equivalently the number of coeffi-
cients from the top of the ordered list that are called significantly different from zero. Here, we
do not attempt to set such a threshold, but instead we apply several threshold values covering
a range of average block sizes in our simulation studies in the following section to allow for
comparisons of performances of MCMC samplers with varying block sizes. Indeed, we use
the correlations and partial correlations only to guide our block proposals, and not to determine
statistical significance. This gives us an insight into how the average block size relates to the
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mixing performance of the Markov chain relative to CPU time per iteration. We characterise
the threshold values C in terms of percentiles of the distributions of correlation or partial cor-
relation coefficients. All pairs of variables for which the absolute value of the pairwise partial
correlation coefficient value |ρik| is below the threshold, are treated as if they were condi-
tionally independent, and the corresponding γ values are not updated together in the MCMC
algorithm. In addition, for comparison, the pairwise absolute correlation values |rik| are also
used to construct the blocks, although they only relate to marginal rather than conditional in-
dependence. By replacing all those correlation or partial correlation matrix entries, for which
the absolute values are below the threshold C, by zero, a sparse matrix is created. Finally,
in one of the simulation scenarios, we will also construct blocks simply by randomly draw-
ing variables into blocks, matching the block sizes with the mean block sizes observed for the
partial-correlation-based and correlation-based block structures for comparison, in order to see
whether the structure of the blocks influences mixing, rather than block size alone.
A sparse matrix can be illustrated by a graph where all non-zero entries represent edges
between the nodes which represent the variables. A graph corresponding to a sparse covariance
or correlation matrix is commonly referred to as a relevance network and a graph representing a
partial correlation matrix is known as a conditional independence graph (e.g. Whittaker 1990).
Figure 6.1 shows the conditional independence graph of a partial correlation matrix estimated
with the method described above, where the threshold C is set so that 50% of all coefficients
are considered to be zero. The data used for Figure 6.1 is a random subset of 150 genes of
the gene expression data set analysed in Chapter 7. Note that there are some larger subgraphs,
while the majority of nodes is only connected to one other node or none at all. This is a typical
structure for gene expression data.
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Figure 6.1: Conditional independence graph for the Schwartz et al. (2002) gene expression data set
(random subset of 150 probe sets), based on a sparse shrinkage estimate of the partial correlation matrix.
Only the partial correlations with absolute values larger than the C = 50% percentile are considered
significantly different from zero and shown as edges. The nodes represent probe sets, which are labelled
by the corresponding gene symbols if known, otherwise they are identified by their Affymetrix probe set
ID’s.
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6.3 MCMC samplers for the covariate indicator γ
Based on the dependence structure estimated in the way described above, the covariate indica-
tor vector γ in the Bayesian variable selection model is updated in each MCMC iteration by first
selecting a variable at random and then updating this variable and in addition all those in the
same block, that is the variables which are considered to be related based on the estimated de-
pendence matrix. In a straight-forward implementation of the graph structure described above,
one could use all separate sub-graphs as blocks, which would produce a natural block struc-
ture. This is especially the case when constructing the graph based on the partial correlations
ρik, since then all nodes (i.e. gene variables), which are not connected through edges, can be
considered conditionally independent. However, these conditional independence graphs con-
structed from gene expression data tend to consist of a few large sub-graphs (blocks) and many
very small blocks, most of them singletons. This would mean that whenever a gene in one of
the largest sub-graphs is selected for sampling, this iteration would take quite long and genes
in these sub-graphs would be covered by the MCMC algorithm much more often than genes,
which are in small sub-graphs. Based on the results of preliminary test runs where we assessed
Markov chain mixing relative to required CPU time, an alternative approach for block-building
is preferred here: only the direct neighbours of a variable, defined as all nodes to which it is
directly connected via an edge in the graph, are considered to be in a block (or neighbourhood)
with this variable. Note that this implies that there is no fixed structure of non-overlapping
blocks; the “blocks”, that we consider, rather represent a definition of neighbourhood for the
selected variable. In the course of this project, other variations of this neighbourhood approach
were implemented, in particular the possibility to use not only the first-order neighbours but
also a random selection of up to k second-order neighbours. Since preliminary test runs did not
yield promising results, this was not pursued further.
For each MCMC iteration, the elements of γ within the selected block of variables i ∈ I
are proposed to be updated. This can be done by any MCMC sampler. Here we propose the
univariate Gibbs sampler, updating each γi by sampling from its full conditional distribution
p(γi|γ−i, z,X, λ). In addition, one can argue that a joint update for all γi (i ∈ I), sampling
from the joint conditional distribution p(γI |γ−I , z,X, λ), might be advantageous, especially
here, where the variables within a block are selected because they are considered to be related.
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Hence, in the simulation studies in this chapter, the following MCMC algorithms are assessed
and compared with respect to mixing and convergence performances relative to CPU time per
iteration:
1. Block samplers: select γk randomly, find the set of neighbours nb(k) and within block
Ik = {k} ∪ nb(k) propose to update using:
(a) Univariate Gibbs proposal (Gibbs): for each γi ∈ Ik sample from its full condi-
tional distribution p(γi|γ−i, z,X, λ).
(b) Restricted joint Gibbs proposal (Joint < d >): for vector γIkd (Ikd ⊆ Ik) sam-
ple from joint full conditional distribution p(γIkd |γ−Ikd , z,X, λ) . The size of Ikd
is restricted to d for computational reasons, by randomly sampling min(d,#(Ik))
variables from the set Ik, where #(Ik) denotes the size of Ik.
(c) Restricted univariate Gibbs proposal (RGibbs < d >): like univariate Gibbs
proposal, but only considering γi with i ∈ Ikd in order to allow direct comparison
with Joint < d >.
2. Vanilla samplers for comparison:
(a) Add/delete move (AD): select one γi at random and propose to change state
(b) Full Gibbs sampler (Full): updating entire vector (γi)pi=1 in each MCMC iteration.
For ease of notation, the indexing of k is suppressed for the block definitions Ik and Ikd
from here on. Throughout this chapter, N denotes the overall number of iterations for which
an MCMC sampler was evaluated; B is the length of the burn-in period, i.e. the number of
MCMC iterations in the initial period where the sampler has not yet converged to the target
distribution. For posterior inference, only the M = N − B iterations after burn-in are used,
where the MCMC samples are considered to be from the target distribution. In this context we
denote by (θi,m)Mm=1 the vector of MCMC samples (after burn-in) of any variable θi. In order to
simplify the notation, the vector (θi,m)Mm=1 is also sometimes written as θi. The meaning should
always be clear from the context.
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6.3.1 Evaluation of the performance of MCMC algorithms
The main aim here is to improve the mixing performance of MCMC samplers with respect
to γ. The mixing of candidate MCMC samplers is assessed visually by plotting the traces of
the model deviance (i.e. −2× log-likelihood), of the current size of the model pγ , and most
importantly of the γ vector itself. Also, mixing is measured by the effective sample sizes
ESS(γi) (Neal 1993, Kass et al. 1998) of the indicator variables γi.
The effective sample size is based on the autocorrelations between MCMC steps and in-
tends to assess to what sample size the observed MCMC sample size would correspond to, in
terms of information contained in the sample, if the samples were independent observations
from the target distribution rather than highly dependent MCMC samples. For each γi it is
defined as
ESS(γi) =
M
τ(γi)
, (6.6)
where M is the number of MCMC iterations after the burn-in period and
τ(γi) = 1 + 2
∞∑
κ=1
%κ(γi) (6.7)
is the integrated auto-correlation for estimating γi using the Markov chain, with %κ(γi) denoting
the auto-correlation at lag κ. This definition is motivated by the fact, that τ(γi) is equal to one iff
all auto-correlations %κ(γi) are equal to zero, that is if the samples were independent. Usually,
an MCMC sampler will provide strongly positively correlated samples, resulting in a reduction
of ESS(γi) compared to the sample size M . Note, that it is possible to construct samples with
negative auto-correlation, which will result in an effective sample size which is larger than M .
The effective sample sizes are estimated using the R package CODA (Plummer et al. 2006).
In CODA, in order to provide robust estimators of the integrated auto-correlation, the Markov
chain is viewed as a time series and an autoregressive model AR(k) of order k is fitted, as-
suming the following relationship between the MCMC sample of γi in iteration m and its k
previous MCMC samples:
γi,m = αi1γi,m−1 + ...+ αikγi,m−k + ²im. (6.8)
The auto-correlations are then estimated from the fitted AR(k) model and plugged into (6.7) in
order to estimate τ(γi)with τˆ(γi) = 1+2
∑k
κ=1 %ˆκ(γi). The order k of the autoregressive model
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is determined via Akaike’s Information Criterion AIC (4.14). However, the maximum possible
order that can be fitted is restricted to 10 log10(M), as is suggested by Plummer et al. (2006), to
reduce the computational burden as well as reduce the variance of the estimator by removing
the small and highly instable auto-correlation estimates of high lag κ. Note that the stochas-
tic process (²im)Mm=1 is assumed to be a white-noise process and autoregressive processes are
commonly used to model continuous normally distributed data. Hence, the AR(k) process is
not completely appropriate for modelling a Markov chain of samples for the binary indicator
variable γi. However, we are not interested in the autoregressive model itself but rather in us-
ing it to estimate the effective sample sizes. For this purpose our approach is found to work
well, although in extreme situations ESS(γi) can take values which can be counterintuitive to
the understanding of mixing. In particular, for an MCMC sample (γim)Mm=1, which consists of
M − 1 entries of value 0 and one entry 1, then ESS(γi) = M , although one might expect a
much smaller effective sample size value. In reality, such extreme cases are very rare though.
In addition, we use the median - rather than for example the mean - as a summary measure to
represent the mixing properties of the MCMC chains for the entire γ vector, since the median
is robust to such outliers. Also note that the effective sample size measures ESS(γi) are only
used to compare mixing effectiveness of various MCMC samplers which are all applied to the
same data set using the same prior specifications. Hence, the same posterior distributions are
investigated as target distributions for the MCMC samplers, which ensures that the ESS values
of the various MCMC algorithms are comparable.
In large-scale applications such as gene expression microarray data analysis it can easily
happen that the majority of the genes is never selected by an MCMC algorithm sampling from a
sparse model, i.e. that γim = 0 ∀m for more than half of the variables. Then, the straightfor-
ward medianpi=1ESS(γi) is zero, because ESS(γi) = 0 for all variables i, that were not selected
at all during the run of the Markov chain, i.e. for which (γmi)Mm=1 = (0)
M
m=1. This makes
comparisons of the mixing properties between samplers impossible based on this measure. We
hence prefer a weighted mean, averaging over the median of all variables that get selected at
least once and the median of those which never get included in the model (which is equal to
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zero)
ESS∗(γ) =
#Iγ
p
×mediani∈IγESS(γi) +
p−#Iγ
p
×mediani 6∈IγESS(γi)
=
#Iγ
p
×mediani∈IγESS(γi), (6.9)
where Iγ := {i : ||γi|| > 0}.
There is a trade-off between the mixing performance of a Markov chain and the com-
putational complexity of the MCMC algorithm. Because time constraints are a problem for
large-scale applications with several thousand variables, there is an interest in assessing the
mixing performances relative to the CPU time required to run the various Markov chains for a
specific number of iterations. Thus, we also compare the ratios R of average effective sample
sizes to CPU times t required for the M MCMC iterations after burn-in
R(γ) =
ESS∗(γ)
t
. (6.10)
Global convergence of the Markov chains to their target distribution is monitored by plot-
ting the traces of univariate summary statistics such as the model size pγ =
∑p
i=1 γi and model
deviance −2 log p(y|X, β) = 2∑nj=1 log(1 + exp(−yjxTj β)), which take a specific range of
values under the target distribution for the model p(γ, βγ|z, λ,X). Also, the trace of the indica-
tor variable vector γ is plotted by indicating variables which are included in the model as points;
variables which are excluded from the model are not shown. Finally, in simulation studies the
plots of marginal posterior probabilities p(γi|X, y) can be used to check how consistently the
“true” model is found by the MCMC sampler.
Since we are mostly interested in finding the most frequently selected models and vari-
ables, we focus on regions of high posterior probability regions, while keeping in mind that
it is likely that convergence has not yet been reached in low probability tails of the posterior
distribution. A bigger problem here is that the posterior distribution is multi-modal because
p >> n, and that the chains might not have visited all the modes. That is why good mixing
and the ability of the chains to move freely is more important here than elusive convergence to
the target distribution.
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6.4 Simulation studies
In the following the results of two simulation studies are presented. For both studies, 25 data
sets have been simulated according to a scheme specified below. In an initial step, for both
simulation scenarios a variety of possible implementations of the block sampler as outlined in
Section 6.3 are applied to two selected data sets only out of all 25 sets. The purpose of these
initial runs is to determine whether there are notable differences between the performances of
the various block sampling implementations, and which setting is doing best. In these initial
runs the threshold values C ∈ {99%, 97.5%, 95%, 90%, 80%, 60%} are tested in both simula-
tion scenarios, corresponding to sparse estimated dependence structures where variable pairs
are only considered to be related if their pairwise estimated absolute correlation or partial cor-
relation is larger than (or equal to) the Cth percentile of all pairwise coefficients. A threshold
value of C = 0 means that all variables are updated in each iteration, i.e. that the full Gibbs
sampler is applied. An overview over the MCMC samplers is given in Table 6.1, as well as
their labels, which are used to refer to them throughout this chapter, and their overall iteration
numbers and burn-in lengths. The full Gibbs sampler and the block sampler with the Joint10
updates within blocks are run for a smaller number of MCMC iterations than all other sam-
plers because these samplers are extremely slow. Note that all Markov chains are started from
randomly sampled starting values for all variables, sampled from their prior distributions.
After the initial runs on two data sets in each simulation scenario, the block samplers
which are found to perform best are applied to all simulated data sets in order to allow a
more precise assessment and better comparison between these MCMC block algorithms and
the vanilla samplers, i.e. the add/delete Metropolis-Hastings and full Gibbs algorithms. The
add/delete sampler is also applied to all simulated data sets, but the full Gibbs algorithm is only
run for 10 out of all 25 data sets in both simulation scenarios because of its extreme CPU time
requirements. MCMC iteration numbers are the same as for the initial runs listed in Table 6.1.
The MCMC total run lengths of 200, 000 (scenario 1) and 250, 000 (scenario 2) as well as
a burn-in length of 50, 000 for add/delete and all block samplers except Joint10 were chosen
so that even the slow mixing add/delete MCMC sampler achieved convergence in terms of
the global parameters model deviance and model size (pγ) - as assessed via their trace plots
(see Figures 6.3 and 6.7) - and to allow for a sufficiently long post-burn-in period. Because
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Label MCMC sampler MCMC run length N (burn-in length B)
Simulation 1 Simulation 2
AD add/delete Metropolis-Hastings 200, 000
(50, 000)
250, 000
(50, 000)
Full Gibbs update of all (γi)
p
i=1 90, 000
(10, 000)
110, 000
(10, 000)
block samplers
block
type
Update within block I
Pcor
< C >
partial cor-
relation
Univariate Gibbs update of all
i ∈ I
200, 000
(50, 000)
250, 000
(50, 000)
Corr
< C >
correlation Univariate Gibbs update of all
i ∈ I
200, 000
(50, 000)
250, 000
(50, 000)
Random
< C >
random se-
lection
Univariate Gibbs update of all
i ∈ I
N/A 250, 000
(50, 000)
Rgibbs4 partial cor-
relation
Univariate Gibbs update of sub-
set of I of size 4
200, 000
(50, 000)
250, 000
(50, 000)
Joint4 partial cor-
relation
Joint Gibbs update of subset of I
of size 4
200, 000
(50, 000)
250, 000
(50, 000)
Rgibbs10 partial cor-
relation
Univariate Gibbs update of sub-
set of I of size 10
200, 000
(50, 000)
250, 000
(50, 000)
Joint10 partial cor-
relation
Joint Gibbs update of subset of I
of size 10
90, 000
(10, 000)
110, 000
(10, 000)
Table 6.1: MCMC samplers applied in initial runs to two data sets out of all 25 sets in both simulation
scenarios.
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the per-iteration running time for the full Gibbs sampler and the Joint10 block sampler is
exceptionally long, these two samplers were run for a shorter number of iterations N = 90, 000
(scenario 1) and N = 110, 000 (scenario 2). This includes a burn-in period of only B = 10, 000
iterations, since global convergence in terms of model deviance and model size is achieved well
within this period for these two samplers. Inference on mixing and convergence performance
was adjusted for the shorter run lengths. Throughout, all post-burn-in samples were used for
posterior inference and assessment of MCMC performance, i.e. no thinning was performed.
6.4.1 Simulation scenario 1: generated covariance structure
Simulation setup
The algorithm in Table 6.2 is used to simulate 25 data sets (X, y), so that the input data sets X
have p = 500 variables and n = 100 samples, and p∗ = 5 variables (x1, ..., x5) are related to the
binary response y via a logistic link. The variables are simulated - in a way similar to example
4.2 in George and McCulloch (1993) - such that there are five blocks of 100 variables each,
with moderately strong correlations between the variables within blocks which are induced by
adding the same standard normal variable z to 100 independent standard normals x∗1, ..., x
∗
100. In
addition, correlation is also introduced between blocks by using the same variables x∗1, ..., x
∗
100
for generating the five blocks (but with different variables z added to them). The correlation
structure that is imposed by this data-generating scenario is illustrated by an image triangular
plot of an the squared empirical correlation matrix of one example data set in Figure 6.2. The
variables linked to the response, i.e. (x1, ..., x5), are all in the same block. They are thus
correlated with each other and with all other variables in their block. They are also correlated
with the first five variables in all subsequent blocks, that is x1 with x101, x201, x301, and x401,
etc. In such a scenario it is harder for a sampling algorithm to find the correct model with all
five true covariates (x1, ..., x5) than if they were unrelated.
The Bayesian logistic variable selection model outlined in Section 3.3.1 is fitted to each
of the 25 data sets (X, y). As mentioned above, for two of these data sets only, all MCMC
samplers listed in the previous section are applied to sample from the posterior distribution. For
the remaining 23 data sets, only one of the block samplers is selected in addition to the vanilla
samplers (add/delete and full Gibbs). Based on the convergence and mixing performances
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Table 6.2: Simulation scenario 1 with generated covariance structure.
1. x∗1, ..., x
∗
q iid ∼ N(0, 1) with q = 100
2. For m = 0, ..., 4 do
(a) zm ∼ N(0, 1)
(b) xm×q+i∗ = x∗i∗ + zm (i
∗ = 1, ..., q)
3. yj ∼ Bernoulli
(
exp(xjβ)
1+exp(xjβ)
)
(j = 1,...,n), β = (2, 2, 2, 2, 2, 0, ..., 0)
observed in the first two data sets, and as shown in the following, the Pcor90 sampler is chosen,
i.e. the block sampler based on the partial correlation matrix with threshold C = 90%. In the
Bayesian logistic variable selection model, the prior parameter c2 in the independence prior
distribution p(β) = N(0, c2Ipγ ) is set to c2 = 5, which guarantees a good coverage of the range
of values expected for β. The prior probability for γi = 1 is set to pi = p∗/p = 0.01 so that the
prior expected number of selected variables is equivalent to the true number, namely 5.
Markov chain mixing performance
Figure 6.3 shows the traces of the global parameters model deviance and model size pγ for
the add/delete, the Pcor90 block sampler and the full Gibbs algorithm for simulated data set
number 1. As expected, Figure 6.3 indicates that mixing is much slower for the add/delete
sampler than for the block (Pcor90) and full Gibbs samplers. In particular this is also the case
for the γ vector, where for the add/delete sampler the trace plot shows long “lines”, where points
are plotted for each iteration over a long period (indicating that a variable stays in the model
for a long time), and equivalently long stretches of no plotted points (showing variables that are
not included for a long time). This is confirmed when measuring the mixing performances of
the three samplers in terms of the effective sample sizes ESS∗(γ) (see Tables 6.3 and 6.4 at the
end of this section). After adjusting for the reduced post-burn-in run length MFull = 80, 000
(compared to MAD = MPcor90 = 150, 000), the effective sample size is nearly 60-fold for
the block sampler compared to the add/delete algorithm and even about 400-fold for the full
sampler (for generated data set 1, see Table 6.4). However, the AD sampler is also much faster
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Figure 6.2: Squared empirical correlation structure imposed on data set 1 in simulation scenario 1. The
plot was created using MATLAB code by Leonardo Bottolo (Bottolo and Richardson 2008).
than the Pcor90 and full Gibbs samplers.
We adjust for the computation time by computing the ratios R(γ) of effective sample
sizes and computation times. These ratios, relative to the ratio RFull(γ) observed for the same
data set but the full Gibbs algorithm, are displayed in the left-hand side plot in Figure 6.4
for all block samplers for the first two simulated data sets. In addition, the values RPcor90(γ)
are shown for the Pcor90 samplers applied to all 10 generated data sets for which the full
Gibbs sampler was run. The Pcor90 sampler is chosen for computation in all data sets and for
comparison with the full Gibbs and add/delete samplers, because the comparison of a range of
threshold sizes in the first two data sets indicates, that the 90% percentile is within the range
of threshold values C, for which the block samplers are at their highest efficiency in terms
of effective sample size per CPU time (see Figure 6.4 and Table 6.4). The right-hand side
of Figure 6.4 shows the evolution of computation times (per 10, 000 MCMC samples) for the
block samplers with increasing block sizes.
The effective sample size relative to CPU time R(γ) is larger for all block samplers than
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Figure 6.3: Trace plots of global parameters model deviance (top) and model size pγ (middle), as well
as trace plots of γ vector (bottom) for add/delete sampler (left), one block sampler (Pcor90) (centre),
and for the full Gibbs sampler (right) for data set 1 in scenario 1.
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Table 6.3: Mixing performance results with respect to γ for scenario 1 over all 25 data sets (10 data
sets for Full sampler, respectively) with n = 100 samples and p = 500 variables (incl. p∗ = 5 true
predictors): median values and inter-quartile ranges.
MCMC CPU time ESS∗(γ) R(γ) #I] # FP† # FN†
sampler t (min)
AD 38 59 1.58 267 10 1
(38, 38) (55, 65) (1.45, 1.72) (263, 271) (8, 14) (1, 2)
Block 168 3024 18.28 500 7 1
(Pcor90) (166, 169) (2699, 3345) (16.13, 20.11) (500, 500) (5, 12) (0, 1)
Full‡ 672 10780 17.63 500 8 1
(664, 676) (7791, 13700) (16.07, 21.52) (500, 500) (4.5, 10.75) (0.25, 2)
‡ For Full it is M = 80, 000, compared to M = 150, 000 for all other samplers
] #I = #{i : ||γi|| > 0}, i.e. number of variables for which γi = 1 in at least one MCMC iteration
†false positives and false negatives if cut-off at ratio of posterior to prior probability > 5, i.e. if
pˆ(γi = 1|X, y) > 0.05
for the add/delete sampler and increases with decreasing threshold level (corresponding to
larger average block sizes). It is also larger than the value for the full Gibbs sampler, for
all but the smallest block sizes (induced by the largest threshold levels C). There is no obvious
difference between the block samplers constructed using partial correlations and those built
from estimated correlation matrices. Variation exists between the two displayed generated data
sets, with R(γ)/RFull(γ) ratios generally being larger for data set 2 than for data set 1. All
RPcor90(γ)/RFull(γ) ratios (for those ten data sets for which RFull(γ) is available) are larger
than one, implicating that in this simulation scenario the Pcor90 block sampler leads to larger
effective sample sizes relative to CPU time requirements than the full Gibbs sampler. If we
consider the observed values RPcor90(γ) for those 10 data sets for which RFull(γ) is available,
to be samples from underlying populations that have distributions FR(γ), a two-sided Wilcoxon
test for paired samples will reject the null hypothesis at significance level α = 0.05, that the
distribution of RPcor90(γ)−RFull(γ) is symmetric about zero (p-value = 0.004), indicating the
the difference between the distributions is significant. Note however, that we have to be care-
ful when interpreting the observed ratios R(γ) for the sample data sets as an estimator for the
population ratio, as ratios of estimates are generally unstable and biased estimators of a ratio.
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Figure 6.4: Ratio of effective sample size and CPU time R(γ) = ESS∗(γ)/t (left), and CPU times per
104 iterations (min) (right), plotted against the threshold level C for the block samplers for data sets 1
and 2 in simulation setup 1. In addition, for threshold C = 0.9, R(γ) is plotted for simulated data sets
1 to 10.
The results for all 25 generated data sets are summarised in Table 6.3. The median of the
RPcor90(γ) values median10k=1RPcor90(γ) = 18.28 is larger than the median of the full Gibbs
values RFull(γ), which is equal to median25k=1RFull(γ) = 17.63, and although the inter-quartile
ranges overlap, we have seen from Figure 6.4 that for each pairwise comparison within a gen-
erated data set it is RPcor90(γ) > RFull(γ). Note that the inter-quartile range of RFull(γ) is
expected to be larger than those of RPcor90(γ) and RAD(γ), because the number of available
data points is smaller (10 compared to 25).
An additional indicator of Markov chain mixing, particularly in a high-dimensional set-
ting, is the proportion of all variables that are visited by the Markov chain at least once. While
the add/delete algorithm only visited 265 of all 500 variables in the application to simulated
data set 1 (see Table 6.4), this number is larger for all block samplers and increases with de-
creasing threshold values C. Comparing the Pcor and Corr samplers with the smallest average
block sizes, i.e. with the largest values of C, the partial-correlation based samplers visit more
variables than the corresponding correlation based block samplers.
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Posterior variable inclusion probabilities
Figure 6.5 shows the medians and inter-quartile ranges of the MCMC estimates of the posterior
variable inclusion probabilities pˆ(γi = 1|X, y) for variables (x1, ..., x10), over all 25 generated
data sets. These include the p∗ = 5 “true” predictors (x1, ..., x5) which were generated as being
linked to the response variable y. In particular, the individual plots in Figure 6.5 illustrate the
evolution of the MCMC estimates pˆ(γi = 1|X, y), when the number of post-burn-in MCMC
iterations M increases. The results shown for variables (x6, ..., x10) are representative of the
posterior inclusion probability estimates that we find for all variables which are simulated not
to be linked to the response y. As expected, the median posterior inclusion probability esti-
mates of these variables are close to zero for all values of M and both samplers, with very
small associated inter-quartile ranges. For the five “true” covariates, the inter-quartile ranges
of pˆ(γi = 1|X, y) (i = 1, ..., 5) initially include all values in the interval [0, 1], when only a
small number of post-burn-in samples are available (M = 1, 000). This reflects the random
starting points of the Markov chains, which imply that all five predictors are found early on in
the MCMC run for some of the generated data sets, but also that none of them is always found
early on. Because in the add/delete sampler individual variables are visited and proposed for a
state change so rarely, even after M = 10, 000 post-burn-in iterations the median posterior in-
clusion frequencies are still either zero or very close to one for the five “true” predictors. Only
after all M = 150, 000 iterations do the add/delete sampler median values of the estimates start
to move away from the extreme values at which they were fixed simply due to slow mixing of
the Markov chain.
The Pcor90 block sampler does not seem to have this problem, with median values of the
estimates being different from the extremes zero and one even for M = 1, 000 iterations. In
fact, for all M ∈ {1000, 10000, 50000, 150000} the median posterior inclusion frequencies are
similar, with inter-quartile ranges becoming narrower with increasing sample sizes, reflecting a
convergence to the true posterior variable inclusion probabilities p(γi = 1|X, y) on the level of
the individual generated data sets. Overall, the inter-quartile ranges are narrower for the block
sampler than for the add/delete sampler.
Note that the median values of the estimated posterior inclusion probabilities are con-
siderably smaller than one, and in fact converge to values between around 0.2 and 0.4 with
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Figure 6.5: Posterior inclusion frequencies (median and inter-quartile ranges) for variables 1, ..., 10
over all 25 replicates of simulation setup 1 (after burn-in period).
increasing MCMC run lengths. In individual data sets, on average one of the five variables has
even an estimated posterior inclusion probability smaller than 0.05. These cases are labelled
as false negative in Tables 6.3 and 6.4. This is linked to the fact that in individual data sets,
other variables (xi with e ∈ {6, ..., 500}) are sometimes found to have high posterior inclusion
probability estimates. These variables are counted as false positive in the tables, again using
a cut-off at pˆ(γi = 1|X, y) > 0.05. These results can be explained by mixing or convergence
problems of the MCMC algorithm, but also by the presence of multi-collinearity in the input
data matrix X which necessarily arises when the number of variables p is larger than the sample
size n.
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Alternative Gibbs updates within the blocks
All block samplers discussed so far used a univariate Gibbs updating scheme within the blocks
of variables. An alternative is to use multivariate Gibbs updates, in particular since the variables
within the blocks are considered to be (partially) correlated. However, joint sampling of the
vector γId (which represents the covariate set inclusion indicator of d variables in set Id) from its
multivariate full conditional distribution p(γId |γ−Id , z,X, λ) quickly becomes computationally
expensive. The computational effort is exponentially related to the set size d, as in each iteration
the conditional probabilities have to be computed for each possible realisation of the vector
γId ∈ {0, 1}d in order to sample a new state γ∗Id according to these probabilities. Since the
probability for the current state has already been computed in the previous iteration, there are
2d − 1 computations remaining. As illustrated on an example in Figure 6.1, blocks that are
constructed from estimated partial correlation or correlation matrices can vary widely in their
size, so that even a very conservative choice of C resulting in small average block sizes can lead
to a neighbourhood structure with a few large blocks. For this reason, we restrict the number of
variables to be updated jointly within a block I to a fixed size d, so that the number of variables
from block I that are updated in a multivariate Gibbs step is equal to min(#I, d).
As part of this simulation study, we apply multivariate Gibbs sampling with d ∈ {4, 10}
to two of the generated data sets for both simulation scenarios. In addition to these multivariate
Gibbs samplers denoted Joint4 and Joint10, we also apply corresponding restricted univariate
Gibbs samplers Rgibbs4 and Rgibbs10, where the maximum possible number of variables to
be updated within an MCMC iteration is also restricted to min(#I, d) with d ∈ {4, 10}. For
all these samplers, the Pcor90 mechanism is used to determine the underlying block structure,
because the above comparison of block samplers with different threshold sizes C has indicated
that the Pcor90 sampler (where C = 90%) performs well in terms of the ratio of effective
sample size and computation time.
The results for one data set of simulation scenario 1 are summarised in Table 6.4. While
the computation time needed for the Joint4 run is with 88 minutes only about half the time
needed for the univariate Gibbs run (Pcor90), the time required to run the Joint10 sam-
pler explodes to nearly 24 hours for only NJoint10 = 90, 000 MCMC iterations in contrast
to NPcor90 = 200, 000 iterations. At the same time, the effective sample sizes ESS∗(γ) are
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only 9% of ESS∗Pcor90(γ) for the Joint4 sampler, and only 31% for the Joint10 algorithm
when adjusting for the differences in post-burn-in MCMC run lengths (MPcor90 = 150, 000
vs. MJoint10 = 80, 000) by assuming a linear relationship between ESS∗(γ) and M . With
increasing set sizes d in multivariate-Gibbs-within-block samplers Joint < d >, the required
computation time increases too quickly and outweighs the improvement achieved in mixing as
measured by ESS∗(γ). Also, the effective sample sizes of the multivariate samplers are only
modestly larger than those of their corresponding restricted univariate Gibbs samplers (Rgibbs4
and Rgibbs10): the ratios of the effective sample sizes are about 1.2 for both d = 4 and d = 10,
again when adjusting ESS∗Joint10(γ) for the reduced post-burn-in MCMC run length.
We conclude that joint moves, that update a fixed number of variables d jointly, are not
useful as the main sampling move. However, it might be useful to include such updates in
a portfolio of moves, if there are covariates which are strongly correlated. Such a flexible
sampler, which could select updating moves randomly from a portfolio of possible updates,
might benefit from occasional joint updates of strongly correlated covariates.
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Table 6.4: Mixing performance results with respect to γ for scenario 1: results for one data set (run 1)
with n = 100 samples and p = 500 variables (incl. p∗ = 5 true predictors).
MCMC CPU time ESS∗(γ) R(γ) #I] # FP† # FN†
sampler t (min)
AD 40 65 1.65 265 7 1
Full‡ 704 13910 19.77 500 7 1
Block sampler
Pcor99 56 558 9.88 484 12 1
Pcor97.5 74 1193 16.06 497 10 1
Pcor95 107 2094 19.57 500 10 1
Pcor90 170 3802 22.39 500 7 1
Pcor80 293 6559 22.39 500 8 1
Pcor60 564 13160 23.34 500 7 1
Corr99 56 380 6.80 411 14 1
Corr97.5 74 967 13.07 481 8 1
Corr95 107 1528 14.33 499 9 1
Corr90 166 3309 19.89 500 9 1
Corr80 293 7357 25.07 500 8 1
Corr60 544 11580 21.27 500 7 1
Rgibbs4 56 298 5.29 463 12 1
Joint4 88 354 4.03 455 10 0
Rgibbs10 71 971 13.64 499 7 1
Joint10‡ 1423 620 0.44 474 10 1
‡ For Full and Joint10 it is M = 80, 000, compared to M = 150, 000 for all other samplers
] #I = #{i : ||γi|| > 0}, i.e. number of variables for which γi = 1 in at least one MCMC iteration
†false positives and false negatives if cut-off at ratio of posterior to prior probability > 5, i.e. if
pˆ(γi = 1|X, y) > 0.05
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6.4.2 Simulation scenario 2: covariance based on gene expression data
Simulation setup
In this second simulation scenario (see Table 6.5) we use a real gene expression data set
(Schwartz et al. 2002) to generate the covariance structure between variables. For that pur-
pose, p = 500 variables are selected at random from all 7129 probe sets available in the ovarian
cancer gene expression data set provided by Schwartz et al. (2002). This data set is described
in more detail and analysed in Chapter 7. All n = 104 samples of non-mixed histology are
used for generating the simulated data sets. Again, 25 data sets (X, y) are generated, so that
p∗ = 5 variables (x1, ..., x5) are related to the binary response y via a logistic link. The natural
correlation structure among the 500 randomly selected variables is illustrated by the image tri-
angular plot of the squared empirical correlation matrix of one of the 25 generated data sets in
Figure 6.6. The correlations are not as regular as in the generated data in scenario 1, but there
are covariates which are strongly correlated, as expected with gene expression data. Pairwise
empirical correlations range from −0.7 to 0.9.
Again, in the Bayesian logistic variable selection model, the prior parameter c2 in the
independence prior distribution for β p(β) = N(0, c2Ipγ ) is set to c2 = 5. The prior probability
for γi = 1 is set to pi = p∗/p = 0.01.
Table 6.5: Simulation scenario 2 based on gene expression data by Schwartz et al. (2002).
1. X (input matrix): select p = 500 gene variables at random from pre-processed and
normalised gene expression microarray data set X˜ of dimension p˜ × n = 7129 × 104
by Schwartz et al. (2002) (described in Chapter 7), standardise to zero mean and unit
variance.
2. yj ∼ Bernoulli
(
exp(xjβ)
1+exp(xjβ)
)
(j = 1,...,n), β = (2, 2, 2, 2, 2, 0, ..., 0)
Markov chain mixing performance
We follow the structure of analysis outlined for the simulation scenario 1 in the previous section.
Figure 6.7 shows the trace plots of global parameters model deviance (top) and model size
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Figure 6.6: Squared empirical correlation structure of one data set simulated according to simulation
scenario 2. The plot was created using MATLAB code by Leonardo Bottolo (Bottolo and Richardson
2008).
(middle) and the individual traces for all γi with i = 1, ..., 500 (bottom) for the add/delete
Metropolis-Hastings sampler, the Pcor90 block sampler and the full Gibbs algorithm for one
generated data set. The conclusions are much the same as for simulation scenario 1, that is
mixing with respect to sampling γ is much slower for the add/delete sampler than for the
Pcor90 and full Gibbs algorithms. In addition, there is also an obvious improvement in mixing
for the full Gibbs sampler compared to the block sampler, when viewing the trace plots of γ.
In terms of the effective sample sizes ESS∗(γ) (see Table 6.7 at the end of this section for
the results for data set 1), values increase about 40-fold for the block sampler compared to
add/delete algorithm and more than 220-fold for the full Gibbs sampler after adjustment for the
reduced post-burn-in run length MFull = 100, 000 (compared to MAD =MPcor90 = 200, 000),
which is a slightly smaller improvement than what we had observed in simulation scenario 1.
In terms of convergence for the global parameters model deviance and model size, the
trace plots of the add/delete sampler indicate that convergence might not yet have been reached
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Figure 6.7: Trace plots of global parameters model deviance (top) and model size pγ (middle), as well
as trace plots of γ vector (bottom) for add/delete sampler (left), one block sampler (Pcor90) (centre),
and for the full Gibbs sampler (right) for data set 1 in scenario 2.
132
for this data set after the designated B = 50, 000 burn-in iterations. Comparisons of these trace
plots of all 25 generated data sets show, however, that this is an exception in data set 1.
Threshold c−th percentile
ES
S*
/t 
(re
lat
ive
 to
 fu
ll G
ibb
s)
full Gibbs
add/delete (run 1)
add/delete (run 2)
99 95 90 80 60
0
0.
1
0.
3
0.
5
0.
7
0.
9
1
1.
1
1.
3
Run 1: Pcor
           Corr
           Random
Run 2: Pcor
           Corr
           Random
Runs 1−10: Pcor
Threshold c−th percentile
CP
U 
tim
e 
t (p
er 
10
^4
 ite
rat
ion
s)
add/delete
full Gibbs (run 2)
full Gibbs (run 1)
99 95 90 80 60
0
10
20
30
40
50
60
70
80
90
10
0
6 26 51 101 201
Mean block size
Figure 6.8: Ratio of effective sample size and CPU time R(γ) = ESS∗(γ)/t (left), and CPU times per
104 iterations (min) (right), plotted against the threshold level C for the block samplers for data sets 1
and 2 in scenario 2. In addition, for thresholds C = 0.9 and C = 0.8, R(γ) is plotted for simulated data
sets 1 to 10.
The ratios R(γ) of effective sample sizes and computation times, relative to the ratio
RFull(γ) for the full Gibbs algorithm, are displayed in the left-hand side plot in Figure 6.8 for
all block samplers for the first two simulated data sets. Also, the ratios RPcor90(γ)/RFull(γ)
and RPcor80(γ)/RFull(γ) are shown for the Pcor90 and Pcor80 samplers applied to those 10
generated data sets for which the full Gibbs sampler has been run. As before, the right-hand side
of Figure 6.8 shows the linear evolution of computation times (per 10, 000 MCMC samples)
for the block samplers with increasing block sizes.
The effective sample sizes relative to CPU time R(γ) are larger for all block samplers
than for the add/delete sampler and increase with decreasing threshold level (corresponding to
larger average block sizes), until leveling off around C = 0.9 to C = 0.8. Contrary to sim-
ulation scenario 1, the partial-correlation based block samplers now have considerable larger
effective sample sizes and hence larger values of R(γ) than the samplers using correlation esti-
mates for block construction. In fact, now the Corr samplers do not outperform the full Gibbs
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sampler in terms of R(γ) for the two displayed data sets, while the Pcor algorithms do result
in better mixing than full Gibbs sampling if the threshold is large enough. As in the previ-
ous simulation scenario, there is variation between the two displayed generated data sets, with
R(γ)/RFull(γ) ratios generally being larger for data set 2 than for data set 1. Seven out of ten
RPcor90(γ)/RFull(γ) ratios, for which RFull(γ) is available, are larger than one. A two-sided
Wilcoxon test for paired samples, applied to the R(γ) values of the ten data sets for which
RFull(γ) is available, will not reject the null hypothesis that there is no location shift between
the distributions FRPcor90(γ) and FRFull(γ) at the significance level α = 0.05 (p-value = 0.1602).
Table 6.6: Mixing performance results with respect to γ for scenario 2 over all 25 data sets (10 data
sets for Full sampler, respectively) with n = 104 samples and p = 500 variables (incl. p∗ = 5 true
predictors): median values and inter-quartile ranges.
MCMC CPU time ESS∗(γ) R(γ) #I] # FP† # FN†
sampler t (min)
AD 53 103 1.96 316 10 1
(53, 53) (100, 105) (1.88, 1.99) (303, 321) (6, 15) (0, 2)
Block 241 5148 21.46 500 8 0
(Pcor90) (239, 243) (4773, 6000) (20.11, 24.89) (500, 500) (4, 9) (0, 1)
Full‡ 931 16690 17.94 500 9 0
(928, 932) (12320, 23170) (13.20, 25.00) (500, 500) (5, 9.75) (0, 2)
‡ For Full it is M = 100, 000, compared to M = 200, 000 for all other samplers
] #I = #{i : ||γi|| > 0}, i.e. number of variables for which γi = 1 in at least one MCMC iteration
†false positives and false negatives if cut-off at ratio of posterior to prior probability > 5, i.e. if
pˆ(γi = 1|X, y) > 0.05
The results for all 25 generated data sets are summarised in Table 6.6. The median of the
RPcor90(γ) values median25k=1RPcor90(γ) = 21.46 is larger than the median of the full Gibbs
values RFull(γ) median10k=1RFull(γ) = 17.94, although again the inter-quartile ranges overlap,
with the IQR of the full-Gibbs algorithm being larger, partly because of the smaller number of
data points.
In terms of the number of variables visited by the MCMC algorithms, the picture is the
same as for simulation scenario 1. While the add/delete algorithm only visited 323 of all 500
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variables at least once in the application to simulated data set 1 (see Table 6.7), this number is
larger for all block samplers and increases with decreasing threshold values C. Comparing the
Pcor and Corr samplers with large thresholds C, the partial-correlation based samplers visit
more variables than the correlation based block samplers.
Posterior variable inclusion probabilities
Figure 6.9 shows the median values and inter-quartile ranges of the MCMC estimates of the
posterior variable inclusion probabilities pˆ(γi = 1|X, y) for variables (x1, ..., x10), over all
25 generated data sets. These include the p∗ = 5 “true” predictors (x1, ..., x5) which were
generated as being linked to the response variable y. As in the previous simulation scenario,
the individual plots illustrate the evolution of the MCMC estimates pˆ(γi = 1|X, y), when
the number of post-burn-in MCMC iterations M increases. The results shown for variables
(x6, ..., x10) are representative for all variables which are simulated not to be correlated with the
response y, and again, the median posterior inclusion probability estimates of these variables
are close to zero for all values of M and both samplers. We also see, as observed before,
that when only a small number of post-burn-in samples are available (M = 1, 000), the inter-
quartile ranges of pˆ(γi = 1|X, y) (i = 1, ..., 5) for the five “true” predictors include all values
in the interval [0, 1] for the add/delete sampler and the IQRs of the block sampler also cover
most of the [0, 1] range. After M = 200, 000 post-burn-in iterations the median estimates have
moved away from the extremes {0, 1} and for the block sampler converge at values of around
0.8.
Overall, the inter-quartile ranges are again narrower for the block sampler than for the
add/delete sampler, but seem to be wider after M = 200, 000 than in simulation scenario 1
after M = 150, 000 iterations.
The median values of the estimated posterior inclusion probabilities are again smaller than
one, and are between ca. 0.7 and 0.9 for the block sampler and 0.3 and 0.9 for the add/delete
algorithm at M = 200, 000. This are larger probabilities than observed in simulation scenario
1. In individual data sets, the median number of false negatives is zero for the block and full
Gibbs samplers, but one for the add/delete algorithm (Tables 6.6 and 6.7). The median numbers
of false positives range between 8 (Pcor90) and 10 (AD), when using the same cut-off as that
used for marking the false negatives, at pˆ(γi = 1|X, y) > 0.05.
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Figure 6.9: Posterior inclusion frequencies (median and inter-quartile ranges) for variables 1, ..., 10
over all 25 replicates of simulation setup 2 (after burn-in period).
Alternative Gibbs samplers within the blocks
The same restricted joint Gibbs samplers were applied in addition to univariate Gibbs samplers
within the blocks as in the previous simulation scenario, i.e. Joint4 and Joint10, and in
addition the corresponding restricted univariate Gibbs samplers Rgibbs4 and Rgibbs10. Again,
the Pcor90 mechanism is used to determine the underlying block structure.
The results of data set 1 of simulation scenario 2 are summarised in Table 6.7. While the
computation time needed for the Joint4 run is with 112 minutes less than half the time needed
for the univariate Gibbs run (Pcor90), the time required to run the Joint10 sampler is 30 hours
for only NJoint10 = 110, 000 MCMC iterations instead of NPcor90 = 250, 000 iterations. At the
same time, the effective sample sizes ESS∗(γ) are only 11% of ESS∗Pcor90(γ) for the Joint4
sampler, and only 30% for the Joint10 algorithm when adjusting for the differences in post-
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burn-in MCMC run lengths (MPcor90 = 200, 000 vs. MJoint10 = 100, 000). We draw the
same conclusions as before, i.e. that any improvement in mixing with increasing set sizes d
in multivariate-Gibbs-within-block samplers Joint < d > is outweighed by the exponentially
increasing computation time. Also, the effective sample sizes of the multivariate samplers are
only modestly larger than those of their corresponding restricted univariate Gibbs samplers
(Rgibbs4 and Rgibbs10), with ratios of the effective sample sizes being about 1.1 for both
d = 4 and d = 10 (when adjusting ESS∗Joint10(γ) for the reduced post-burn-in MCMC run
length).
Random construction of blocks
In addition to blocks constructed by means of estimated correlation and partial correlation
matrices, for comparison reasons we here also construct blocks simply by randomly drawing
variables into blocks, matching the block sizes with the mean block sizes observed for the
partial-correlation-based and correlation-based block structures for the given threshold values
C. These Random < C > block samplers are applied to the first two of the 25 generated data
sets. The results for data set 1 are listed in Table 6.7, and the curves of the ratios RRandom(γ)
values relative toRFull(γ) are shown in Figure 6.8. The effective sample sizes and consequently
the ratios R(γ) = ESS∗(γ)/t of the Random samplers are similar to the Corr samplers for the
two observed data sets. This suggests that for this simulation scenario, where the correlation
structure of the data corresponds to that of a real gene expression data set, the Corr samplers
are not doing better in terms of mixing relative to computation time than block samplers with
the same mean block sizes, where the “blocks” are just random selections of genes. The Pcor
samplers, on the other hand, are consistently more efficient than the Random samplers. These
observations conform with the idea that the dependence structure in gene expression data can
better be explained by a sparse partial correlation structure than by a sparse correlation ma-
trix, i.e. that the sparsity is observed in terms of conditional dependence rather than marginal
dependence.
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Table 6.7: Mixing performance results with respect to γ for scenario 2: results for one data set (run 1)
with n = 104 samples and p = 500 variables (incl. p∗ = 5 true predictors). Diagnostic measures for
Markov chain mixing with respect to γ.
MCMC CPU time ESS∗(γ) R(γ) #I] # FP† # FN†
sampler t (min)
AD 53 104 1.96 323 14 0
Full‡ 932 11640 12.50 500 10 0
Block sampler
Pcor99 82 618 7.54 473 11 0
Pcor97.5 108 1399 12.94 491 14 0
Pcor95 153 2120 13.84 499 12 0
Pcor90 259 4090 15.80 500 11 0
Pcor80 433 6564 15.16 500 9 0
Pcor60 845 13100 15.49 500 11 0
Corr99 80 268 3.35 377 11 1
Corr97.5 109 574 5.26 422 12 0
Corr95 156 1196 7.67 463 12 0
Corr90 258 2473 9.59 494 11 0
Corr80 425 5163 12.14 500 10 0
Corr60 972 11460 11.79 500 13 0
Random99 77 187 2.41 498 13 0
Random97.5 109 554 5.07 500 12 0
Random95 153 1340 8.75 500 13 0
Random90 247 2877 11.65 500 10 0
Random80 457 5447 11.92 500 11 0
Random60 846 10312 12.20 500 13 0
Rgibbs4 75 412 5.53 479 11 0
Joint4 112 448 3.98 482 8 0
Rgibbs10 94 1099 11.67 499 8 0
Joint10‡ 1777 611 0.34 485 12 0
‡ For Full and Joint10 it is M = 100, 000, compared to M = 200, 000 for all other samplers
] #I = #{i : ||γi|| > 0}, i.e. number of variables for which γi = 1 in at least one MCMC iteration
†false positives and false negatives if cut-off at ratio of posterior to prior probability > 5, i.e. if
pˆ(γi = 1|X, y) > 0.05
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6.4.3 Sensitivity analysis for prior variance parameter c2
In all previous analyses, the covariance parameter c2 in the prior distribution of the regression
coefficient parameters β ∼ N(0, c2Ip) was set to 5. This value was chosen to provide a rel-
atively flat prior across the expected range coeffient values, and in particular to comfortably
include the “true” regression coefficient values β1 = ... = β5 = 2, which were used to simu-
late the five covariates being linked to the response. To see, how much this choice of c2 = 5
has influenced the posterior distributions not just of β but also of the main parameter of inter-
est γ, a range of different values for c2 has been applied in this section. Both the add/delete
and Pcor90 block samplers have been applied to one of the data sets generated according to
simulation scenario 2.
In several previous publications, where the probit model was used for variable selection
in binary regression rather than the logistic model (e.g. Brown et al. 1998b, Lee et al. 2003,
Tadesse et al. 2005), the authors had warned that the posterior inference about the covariate
indicator variable γ can be influenced by the choice of the prior covariance parameter c2. For
g-priors, i.e. β ∼ N(0, c2(X ′X)−1), the suggestion by Smith and Kohn (1996) to use large
values of c2 ranging between 10 and 100 is often followed. For the independence prior, which
is used here, Brown et al. (2002) and Sha et al. (2004) suggest values which are small relative
to typically expected regression coefficient values β and are chosen in order to allow for good
inference about γ (rather than β). In particular, Sha et al. (2004) argue for using a value c2 which
implies a ratio of prior to posterior precision of between 0.1 and 0.005. The prior precision is
1/c2 for all variables xi and the posterior precision is 1/c2+ei where the vector (ei)i=1,...,n−1 of
eigenvalues of the precision matrix is equal to the inverse of the vector of non-zero eigenvalues
of the empirical covariance matrix. Consequently, the range of c2 is given by
c(e¯, 0.1) < c2 < c(e¯, 0.005), (6.11)
where c(e, p) = (1− p)/(pe) and e¯ denotes the mean eigenvalue. This criterion is proposed by
Sha et al. (2004) for data matrices where the condition number, i.e. the ratio of maximum and
minimum eigenvalues is not too large.
We will compare the sensitivity of both, probit and logistic, BVS regression models with
regards to the influence of c2 on Markov chain mixing and convergence behaviour, and posterior
inference about γ and β. The probit regression model is implemented in the auxiliary variable
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formulation described by Albert and Chib (1993) as given in equation (3.62). The MCMC
sampling algorithms are based on the algorithms for Bayesian probit regression presented in
Holmes and Held (2006) and are similar to the algorithms for the logistic BVS model detailed
in Appendix B.
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Figure 6.10: Logistic BVS model: trace plots of deviance for add/delete samplers (top) and block
samplers (Pcor90) (bottom) with prior covariance parameters c2 = 0.5 (left), c2 = 5 (centre, standard
value chosen throughout simulation studies in previous section), and c2 = 50 (right).
Starting with the logistic variable selection model, the trace plots of the model deviances
in Figure 6.10 are used to visually monitor MCMC convergence and mixing. In terms of model
deviance, the Markov chains mix better and converge faster, if the prior covariance parameter
c2 is chosen to be small, for both add/delete and block sampling algorithms. This is also true for
chain mixing at the level of the individual covariate indicators γ as indicated by the effective
sample sizes ESS∗ and the numbers of variables #I visited by the chains at least once (see
Table 6.8 at the end of this section). This behaviour is not unexpected, since decreasing the
size of c2 restricts the posterior parameter space so that it is easier for Markov chains to cover
the entire posterior distribution and find the regions of high density quickly. Note that in the
logistic variable selection model, for all choices of c2 ∈ {0.5, 5, 50} Markov chains generated
by the Pcor90 block sampler mix better than the corresponding add/delete Metropolis-Hastings
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Markov chains. This is not just apparent for the global parameter model deviance as indicated
by the trace plots, but also in terms of the individual covariate indicators γ as measured by the
effective sample sizes ESS∗(γ) and the number of variables #I visited by the Markov chains
(see Table 6.8).
In addition to monitoring the mixing and convergence properties of the Markov chains,
we also look at the posterior estimates of βγ and γ, where for each variable xi the regres-
sion coefficient βγi is estimated using only those MCMC iterations where γi = 1. Remember
that the “true” underlying vector of regression coefficients used to simulate the data set is β =
(2, 2, 2, 2, 2, 0, ..., 0) and the “true” value of βγ for the model defined by γ = (1, 1, 1, 1, 1, 0, ..., 0)
would be βγ = (2, 2, 2, 2, 2). So in Table 6.8, the estimates βˆγ from the posterior distribution are
summarised in terms of the ranges (minimum and maximum values) of the variables β1, ..., β5
on the one hand, and of β6, ..., β500 on the other hand. While we expect the estimates of the
former to be close to the value two, the latter should vary around zero. Indeed, the estimates
βˆγi for i = 6, ..., 500 vary around zero, with the ranges becoming larger with increasing values
of c2. The values of βˆγi for i = 1, ..., 5 also depend on the choice of c2, with those posterior
estimates obtained with the prior covariance paramater c2 = 5 being closest to the expected
value 2 (although being slightly too large with ranges of (2.13, 3.03) for the add/delete sampler
and (2.22, 3.16) for the block sampler). Note that the βˆγi estimates are the marginal estimates
computed by averaging over all MCMC iterations, where γi = 1, not taking into account which
other variables are included in the model at each iteration. Hence, the estimates are not condi-
tioned to the “true” model, where γ = (1, 1, 1, 1, 1, 0, ..., 0).
More important for the variable selection problem is the posterior inference about the
covariate indicator vector γ. The results for γ are summarised in terms of false positives and
false negatives, defined using the threshold pˆ(γi = 1|X, y) > 0.05 as before in this chapter. The
add/delete sampler with c2 = 50 is the only MCMC run, where not all five “true” predictors
are detected at that level, with variable 3 never even having being visited by the Markov chain.
There is no obvious difference in the numbers of false positives selected by the samplers at
different values of c2. In summary, the logistic variable selection model is quite robust to the
choice of the prior covariance parameter c2 in terms the covariate indicator vector γ. This
allows to use the samplers for inference about variable selection and model selection without
need for fine-tuning c2.
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Figure 6.11: Probit BVS model: trace plots of model deviances (left) and model sizes (right) for
add/delete sampler with prior covariance parameter c2 = 0.05 and block samplers (Pcor90) with c2 =
{0.05, 0.5, 5, 50} (from top to bottom).
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The probit variable selection model is much more sensitive to the choice of c2, especially
the add/delete algorithm, which does not even converge if c2 is chosen too large (see Table
6.8). Instead, the samplers start to include more and more variables until the number of vari-
ables in the model became larger than the sample size n = 104. Consequently, the samplers
slowed down significantly, due to the necessity to invert large matrices of size k × k with
k = min(pγ, n) in every iteration. At that point, the sampling process was stopped manu-
ally due to convergence problems. As mentioned previously in Chapter 3.3.1, this problem
is related to the fact, that in sparse situations with very small variable inclusion probability
pi = p∗/p, the acceptance probability for deleting variables tends to zero with pi → 0 in the
add/delete Metropolis-Hastings algorithm. This in turn means that the algorithm proposes to
add variables much more often than to delete variables, leading to the sampler running off to
include more and more variables. The convergence problem could only be avoided by choos-
ing a very small prior covariance parameter value of c2 = 0.05, which resulted in very small
posterior estimates βˆγi, but good posterior inference on the probabilities pˆ(γi = 1|X, y) > 0.05
for variable inclusion (see Table 6.8). Incidentally, c2 = 0.05 does not fit within the range of
values suggested by Sha et al. (2004), as the values in equation (6.11) correspond to the range
3.33 < c2 < 73.70 for the data set used in this example, where the mean eigenvalue is e¯ = 2.70.
The Gibbs sampler using Pcor90 blocks does not break down like the add/delete algo-
rithm, if c2 is chosen larger, although the trace plots of the model size pγ (Figure 6.11) illustrate
that large models are often visited with many more variables being included than in the logistic
variable selection models with the same value of c2. In addition, the model deviance trace plots
shown in Figure 6.11 indicate that the sampler frequently moves into regions of low posterior
density, and the posterior estimates of βγ run off with magnitudes up to 1012 for c2 = 50 (Table
6.8). However, the posterior inference about variable inclusion probabilities p(γi = 1|X, y) is
still quite robust, as reflected by the number of false negatives and false positives (Table 6.8).
Most samplers still find all five “true” predictor variables, but the number of false positives is
slightly larger than was observed for the corresponding logistic models for some values of c2,
in particular for c2 = 0.5.
One could circumvent this problem of having to fine-tune c2 in a probit BVS model by
introducing a hyper-prior distribution for c2. Possible hyper-prior implementations p(c2) for
the g-prior c2(X ′X)−1 have been presented by Bottolo and Richardson (2007). The viabil-
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ity of possible hyper-prior distributions p(c2) for the independence prior c2Ip would depend
on whether sampling from the conditional posterior distribution p(βγ, γ, z, λ|c2, X, y) remains
feasible.
Finally, in terms of the binomial prior distribution p(γi) = pi (i = 1, ..., p) for the covariate
indicator γ, it should be mentioned that the strategy to choose the prior so that pi corresponds to
the expected fraction of true predictors among all variables (which is what we have done in this
chapter by setting pi = p∗/p = 5/500), might not be the best strategy, if the main interest lies
in finding the “true” predictors rather than the overall “true” model. In that situation, choosing
a binomial prior probability pi, which is larger than the expected proportion p∗/p, would mean
that the models which are visited by the Markov chain will tend to be larger than the expected
size p∗, which will increase the chance that all “true” variables of interest will be included in
that model. This would increase the posterior probability estimates of the individual “true”
predictors pˆ(γi = 1|X, y).
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Table 6.8: Results of sensitivity analysis regarding the choice of c2. MCMC samplers are evaluated on
data set 1 in simulation scenario 2.\
c2 abort due to (min βˆγi,max βˆγi) (min βˆγi,max βˆγi)‡ # FP† # FN† ESS∗(γ) #I]
convergence for i = 1, ..., 5 for i = 6, ..., 500
problems?
Logistic BVS model
Add/delete sampler
0.5 no (0.92, 1.52) (-0.85, 0.87) 13 0 177 437
5 no (2.13, 3.03) (-2.34, 1.88) 15 0 84 330
50 no (1.61, 3.51)[ (-1.42, 1.88) 10 2 46 147
Block sampler (Pcor90, univariate Gibbs within blocks)
0.5 no (0.89, 1.49) (-0.83, 0.92) 14 0 8699 500
5 no (2.22, 3.16) (-1.82, 1.96) 12 0 4195 500
50 no (4.59, 8.95) (-4.90, 5.65) 18 0 1629 500
Probit BVS model
Add/delete sampler
0.05 no (0.36, 0.60) (-0.39, 0.42) 11 0 185 478
0.5 yes N/A N/A N/A N/A N/A N/A
5 yes N/A N/A N/A N/A N/A N/A
50 yes N/A N/A N/A N/A N/A N/A
Block sampler (Pcor90, univariate Gibbs within blocks)
0.05 no (0.35, 0.60) (-0.38, 0.43) 14 0 10020 500
0.5 no (103.38, 6.00e4) (-5.64e5, 1.09e9) 49 0 9116 500
5 no (2815.56, 1.59e8) (-1.42e9, 2.02e12) 25 0 8873 500
50 no (236.82, 4.13e5) (-6.60e10, 2.17e12) 13 1 8246 500
] I = {i : ||γi|| > 0}, i.e. number of variables for which γi = 1 in at least one MCMC iteration
†false positives and false negatives if cut-off at ratio of posterior to prior > 5 (i.e. pˆ(γi = 1|X, y) > 0.05)
‡only for variables, which were visited at least once by the Markov chain
[does not include βγ3, which was never visited by the Markov chain
\N/A = not applicable.
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6.5 Discussion
MCMC sampling from the posterior distribution of a Bayesian variable selection model is
computationally very demanding for large-scale p >> n applications. In previous publications,
both the Gibbs sampler (e.g. Brown et al. 1998a, Lee et al. 2003) and the add/delete(/swap)
Metropolis-Hastings sampler (see Brown et al. 1998b, Sha et al. 2004) have been used for
sampling the indicator variable γ that determines the model space. As we have seen, full
Gibbs sampling is computationally very demanding. For example, for the second simulation
scenario with generated data for only 500 variables and with a very sparse prior, the Gibbs
sampler ran for 15.5 hours for 110,000 iterations on a standard desktop computer. And while
the add/delete sampler is much faster (53 minutes for 250,000 iterations), very slow mixing is
a problem, not just in terms of how many iterations it takes to convergence, but also because
the sampler can get seriously stuck, see for example the application to a gene expression data
set in the following chapter. Note that with the logistic regression model we did not experience
the problem reported for the add/delete Metropolis-Hastings sampler by Hans et al. (2007) and
others, that the acceptance probability for deleting variables can tend to zero for small prior
variable inclusion probabilities, but we did observe this problem for probit regression models,
which were affected if the prior covariance parameter c2 was chosen too large.
In this chapter we explored a simple way to account for most of the dependence structure
among covariates to create a block sampler which improves mixing and reduces the probability
of the sampler getting stuck in a local optimum, but which is not as computationally demanding
as a full Gibbs sampler. In two simulation studies we compared the block samplers derived from
both correlation and partial correlation matrices with several choices of cut-off levels to find
out, which of these choices improves mixing most relative to computation time.
We compared the mixing performances as assessed by the effective sample size measure
ESS∗(γ) and its relation to the required computation time. In both simulation scenarios the
add/delete sampler performed worst. The performance of our block samplers improved with
increased values of C, until the threshold reached about C = 90% when the ratio of effec-
tive sample sizes and required computation time started to level off. Note that since in both
simulation studies the total number of variables was p = 500, a block threshold C = 90%
implies mean block sizes of about 50. In simulation scenario 1, both correlation-based and
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partial-correlation-based block samplers outperformed full Gibbs sampling for most simulated
data sets for C = 90%, while in scenario 2 only the samplers with block construction based
on partial correlations outperformed the full Gibbs sampler. Note that none of the MCMC al-
gorithms are optimised with respect to computation time and that results might change with
optimised samplers.
In summary, our block sampling method is simple to implement, and the partial-correlation-
based sampler in particular is successful in speeding up mixing relative to required computation
time compared to standard full Gibbs sampling and the add/delete Metropolis-Hastings sam-
plers. A further advantage is that is does not impose any structure on the data, because the
blocks are only used as a guide for the MCMC sampler and are not part of the model. A poten-
tial disadvantage is that it is quite heuristic, meaning that it is not known in advance how big
the threshold for correlation or partial correlation values should be to achieve optimal mixing
improvements. However, some improvement is easily achieved if the threshold C is not cho-
sen too small. If available, prior knowledge about the average expected number of neighbours
for the variables can be used. For gene expression data, such knowledge can be available for
example from known biological networks or from previous studies. Then the threshold C can
be set to a value so that the average block size equals that expected block size to ensure that
enough of the dependence structure is captured in order to improve mixing sufficiently.
The performance of Bayesian variable selection methods is not just influenced by the
choice of the MCMC algorithm which has been the focus here. Other factors are the choice
of prior for the regression coefficients β and also the prior for the indicator variable γ. Here
we used the independence prior forβ p(β) = N(b = 0, v = c2Ip) throughout, with c2 =
5 to create a relatively flat prior across the range of expected β values. In addition to the
independence prior, the g-prior N(0, c2(X ′X)−1) is often used (e.g. Lee et al. 2003, Bottolo
and Richardson 2007). Arguments for both priors can be found in Brown et al. (2002) and
Bottolo and Richardson (2007).
A sensitivity analysis for the choice of c2 has shown that while the estimates of βγ are
influenced by the choice of c2, the estimates of γ - which is what we are most interested in here
- are not influenced much in the logistic BVS model. So, with respect to the main interest of
finding variables and models with high posterior probability for being linked to the response,
the logistic BVS model can be applied without the need for extensive fine-tuning of the prior
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covariance parameter c2. Contrary to that, in the probit regression model posterior inference
of γ was highly sensitive to the choice of c2, and if c2 was large then the add/delete MCMC
sampler broke down completely.
For γ, the binomial prior p(γ) = piγ(1−pi)1−γ was used here with small prior probabilities
pi chosen so that the a priori expected number of selected genes was five for all examples. As
mentioned above, instead of fixing the prior probabilities, one can estimate pi by using a beta-
binomial prior.
The simulation examples in this chapter were designed based on the simulation studies in
George and McCulloch (1993), in particular example 1. In both examples, a sparse scenario
was simulated, where most regression coefficients are zero and only p∗ = 5 variables are linked
to the response, all with the same regression coefficient value β = 2. Alternative possibilities
include (a) choosing a different number p∗ of input variables being linked to the response vari-
able, and/or (b) using different values βi for the variables for which βi 6= 0. Point (b), i.e. the
values chosen for β in the simulations, was not investigated in much detail, because the main
interest here lies in assessing the ability of the MCMC algorithms to find the correct covariate
indicator γ using the Bayesian variable selection models, and not the correct regression coef-
ficient vector β. With respect to point (a), i.e. the number p∗ of “true” covariates linked to
the response, we found in preliminary simulation studies that in the binary classification sit-
uation with correlated covariates the MCMC samplers are hard to assess, unless p∗ is chosen
very small relative to the sample size n. Otherwise there is considerable redundancy in the p∗
“true” covariates and not all of them will be needed to completely explain the binary response
vector y, in which case one cannot say whether a “true” covariate was not found because of
poor performance of the MCMC sampler or because it is redundant in the model. Even with
only p∗ = 5 covariates generated to be related to y in the two simulation scenarios that were
described in this chapter (with sample sizes n = 100 and n = 104), in some simulated data
sets 4 or even only 3 of these covariates were found to be sufficient to completely explain the
binary response vector.
In the first simulation scenario, all large dependencies between variables are generated as
positive correlations. This is not realistic for gene expression data. A more realistic scenario
was generated in the second simulation, where the empirical correlation matrix of a random
subset of a real gene expression data set was used to generate the correlation structure. The
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blocks for the MCMC samplers are built using absolute (partial) correlations, i.e. positively
and negatively correlated variables are treated equally.
As long as the covariate indicator variable γ is sampled by componentwise Gibbs steps, the
choice of variables to be updated together in a block has no direct influence on the sampling
distribution of γ itself. However, if an input variable xi is related to the response y, other
covariates which are (partially) correlated with xi are likely to be linked to the response as well.
Once, one of these variables is visited by the MCMC sampler, the block sampling algorithm
makes it likely that most of the others are visited as well in the same iteration if the choice
of block structure is appropriate. Thus, “interesting” variables will be visited more often. In
addition, since γ and the regression coefficient vector β are updated jointly in a Metropolis-
Hastings step (where the Gibbs-within-blocks sampler for γ is simply the proposal distribution
q(γ)), the choice of blocks influences the sampling distribution of β indirectly - by changing
the underlying γ vector for which β is updated.
Joint updates of the γ parameters within a block, based on their joint conditional sampling
distribution rather than componentwise Gibbs steps, would make more direct use of the corre-
lation structure. As we have seen, however, joint Gibbs samplers of fixed block sizes (d = 4
and d = 10) do not improve Markov chain mixing enough compared to single Gibbs sampling
within blocks to compensate for the increased computation time. An alternative would be a
flexible joint Gibbs sampler within the blocks, where the number of γ components to be up-
dated jointly would be determined adaptively. For example, in future work, one could include
additional moves proposing to update pairs or triplets of strongly correlated variables jointly
using multivariate Gibbs steps.
Finally, note that the block updates proposed in this chapter can be readily combined with
other methods for improving Markov chain mixing, e.g. parallel tempering or evolutionary
Monte Carlo. In an application to a gene expression data set in the following chapter, block
sampling will be combined with a parallel tempering algorithm involving five Markov chains
tempered at different temperatures.
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Chapter 7
Application to ovarian cancer gene
expression data
Ovarian cancer is the most lethal form of gynaecological cancer, mostly since the cancer is very
often only detected when it is already in an advanced metastatic stage. Also, many ovarian can-
cers develop resistance to the most effective known chemotherapeutic treatment, with drugs
based on platinum. It is therefore of great importance to investigate the process of platinum
resistance at the molecular level and also to develop molecular markers that are able to pre-
dict tumour development and clinical outcome. Prof Gabra, the co-supervisor for this project,
and his group at the Ovarian cancer action (HHMT) Research Centre and Section of Molec-
ular Therapeutics in the Department of Oncology at Imperial College London are involved in
searching for molecular profiles for ovarian cancer that are linked to platinum resistance and
other tumour characteristics as well as clinical outcomes for the patients. For this reason, an
ovarian cancer gene expression data set was chosen for a comprehensive analysis in which we
can compare the results of the various classification methods investigated in the context of this
thesis.
7.1 The data
The ovarian cancer gene expression data set was first published by Schwartz et al. (2002).
Oligonucleotide microarrays (Affymetrix HuGeneFL gene chips) were used in the study; the
gene chips contain 7129 probe sets, 7069 of which are non-control probe sets representing hu-
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man transcripts - they are called genes from here on. Data are available for 104 ovarian cancer
tissue samples including 53 serous, 33 endometrioid, 10 mucinous, and 8 clear-cell samples.
Additional 9 samples of mixed histology are not considered here, because their histological
class is not clear, and the aim of this analysis is to classify tumours according to their histology.
Table 7.1: Histological types, FIGO stages and tumour grades for ovarian cancer samples (n = 104)
Histology Grade FIGO stage
I II III 1 2 3 4 Unknown
Clear cell (N=8) 8∗ 3 3 2
Endometrioid (N=33) 10 10 13 15 5 9 3 1
Mucinous (N=10) 7 3 5 2 3
Serous (N=53) 3 21 29 2 2 41 6 2
∗ Classified as grade III as recommended by the NCCN Practice Guidelines for Ovarian Cancer
(Morgan et al. 2000).
In addition to gene expression data and histology, the tumour stages (1 to 4) as defined
by the International Federation of Gynecology and Obstetrics (FIGO) are available. The FIGO
stage is a known prognostic factor for ovarian cancer survival and incorporates both surgical
and pathological findings. Tumour grade (I = well differentiated, II = moderately differentiated,
III = poorly differentiated) data are also available as assigned by Schwartz et al. (2002). Note
that all clear-cell tumours were classified as grade III as recommended by the NCCN Practice
Guidelines for Ovarian Cancer (Morgan et al. 2000). For the gene expression analysis infor-
mation on grade and stage are not taken into account. Therefore, the results will be specific for
the distribution of FIGO stage and tumour grade that is observed in this data set which con-
tains mostly high-grade and high-stage tumours. However, the distribution of histological type,
grade and FIGO stage observed in this data set reflects the general population of ovarian cancer
patients presenting at U.S. hospitals (see Schwartz et al. 2002), where grade III and high-stage
tumours are also most commonly observed.
The gene expression data were pre-processed and normalised in the same way as described
in Chapter 5. In Figure 7.1, the first two principal components of the data are plotted against
each other, labeled according to the histological subtypes of the samples. The plot is very sim-
ilar to the corresponding Figure 1A in the original publication (Schwartz et al. 2002). Some
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Figure 7.1: Plot of first versus second principal component of background corrected and loess nor-
malised Schwartz et al. (2002) data, with data points being labelled according to the histological sub-
type of the samples. The three samples which are misclassified most often by the sparse multivariate
classification methods in the analysis in Chapter 5, have their sample IDs crossed out.
differences arise because the data were pre-processed in a slightly different way than described
in the original article. Figure 7.1 shows that, when the data are represented by the first two prin-
cipal components, clear-cell, mucinous, and serous samples are separated quite clearly, while
the endometrioid samples (displayed as yellow circles) overlap with all three other subtypes.
7.2 Further analyses following on from the resampling study
The ovarian cancer data set was part of the resampling study performed in Chapter 5. Follow-
ing on from the study, the data set was analysed further, as the gene sets that emerged were of
special interest to Prof Gabra and his group, particularly with respect to the interesting result
152
of the Schwartz et al. (2002) paper that gene expression data can be linked to the histology of
ovarian cancers. Because of the known inherent platinum resistance of clear-cell and mucinous
carcinomas, a re-analysis of these data is performed here with the aim to identify parsimonious
molecular profiles which discriminate between clear-cell/mucinous and serous/endometrioid
samples. Hence, the 18 mucinous and clear-cell samples are grouped together and the 86
endometrioid and serous samples are also grouped together for the classification analyses. Be-
cause the class sizes are very unbalanced, the class proportions were fixed in the resampling
study. That is, in each resample, of the 18 clear-cell/mucinous samples, 12 are assigned to the
training set and 6 to the validation data set.
In the course of the resampling study, groups of genes were found, which can accurately
distinguish intrinsically platinum-resistant histologies from the others. In particular, five un-
related genes were identified, which may indicate underlying separate pathways that differ
between these histological groupings. Here, these five genes are investigated further and de-
scribed in some detail. The expression levels of these five genes are evaluated in an independent
gene expression data set (Lu et al. 2004).
7.2.1 Five interesting genes and their biological function
As reported in Chapter 5, sparse molecular profiles, that discriminate well between intrinsically
platinum-resistant and more responsive histologies, can be found by univariate filtering as well
as multivariate dimension reduction methods (here lasso regression and the elastic net, as well
as random forests combined with variable selection varSelRF). For the range of tuning param-
eter values given in Chapter 5, we observed minimum prediction misclassification error rates
of two out of all 68 training samples (2.9%).
A small set of genes associated with these molecular profiles is very stable. In particular,
lasso regression selects the same five genes into more than half of the m = 50 resamples, for
all penalty values λ1 > 0.01, as seen in Figure 5.4. These are the ANX4, ABP1, CYP2C18,
SPINK1, and S100P genes listed in Table 7.2. These genes also get chosen very often into
elastic net profiles. Two of these (ANX4 and ABP1) are the only variables that get chosen into
more than half of the very sparse varSelRF molecular profiles. While we observe this good
agreement for the sparse multivariate methods, different genes are included most frequently by
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Table 7.2: Genes which appear in at least 50% of all molecular profiles resulting from applying the
lasso to the Schwartz et al. (2002) data (where λ1 > 0.01).
Genbank Gene symbol Description (NCBI Genbank definition and keywords) In Table 2 in
accession original paper?
M82809 ANX4 Human annexin IV (ANX4) mRNA (keywords: annexin IV; yes
chromobindin 4; placental anticoagulant protein II.)
U11862 ABP1 Human clone HP-DAO1 diamine oxidase, no
copper/topa quinone-containing mRNA
M61853 CYP2C18 Human cytochrome P4502C18 (CYP2C18) mRNA, clone 6b. no
(keywords: cytochrome P450; cytochrome P450 2C18)
Y00705 SPINK1 Homo sapiens pstI mRNA for pancreatic secretory inhibitor no
(expressed in neoplastic tissue)
(keywords: pst1 gene; trypsin inhibitor)
X65614 S100P H.sapiens mRNA for calcium-binding protein S100P no
(keywords: calcium binding protein; S100 protein)
Gene KEGG pathways Gene Ontology - biological process
symbol
ANX4 none GO:0006916 anti-apoptosis
GO:0007165 signal transduction
ABP1 Amino acid metabolism pathways GO:0008152 metabolism
CYP2C18 hsa00590 Arachidonic acid metabolism GO:0006118 electron transport
hsa00591 Linoleic acid metabolism
hsa00980 Metabolism of xenobiotics
by cytochrome P450
SPINK1 none none
S100P none GO:0043542 endothelial cell migration
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univariate filtering. Only one of the five genes is also part of more than half of those univariate
profiles where p < n, that is with p∗ ≤ 50 (S100P). This is reflective of the fact that variables
get selected independently in the univariate filtering approach, while multivariate methods take
into account the correlation structure between genes. When applying the univariate method to
the complete data set and ordering the variables by the size of their absolute estimated effects,
the five genes appear in places 13 (S100P), 60 (ABP1), 354 (ANX4), 501 (CYP2C18), and 540
(SPINK1).
Only one gene, namely ANX4, was also found to be up-regulated in clear-cell carcinomas
in the original publication (Schwartz et al. 2002) based on a fold-change of two. It is known
to be involved in anti-apoptosis and signal transduction pathways, which is reflected by its
associated Gene Ontology biological processes (The Gene Ontology Consortium 2000), which
are listed in Table 7.2. Two of the five genes are associated with metabolic pathways according
to the KEGG pathways database (Ogata et al. 1999): ABP1 is known to be involved in amino
acid metabolism, and CYP2C18 belongs to the class of cytochrome P450 enzymes, which form
the most prominent group of drug-metabolising enzymes in humans (see Table 7.2). Mutations
in cytochrome P450 genes or deficiencies of the enzymes are responsible for several human
diseases. For example, the expression of some P450 genes is known to be a risk factor in
several cancers since these enzymes can convert procarcinogens into carcinogens. The gene
found here is part of the CYP2 group of enzymes, which are known to be involved in steroid
metabolism and is hence a likely candidate for ovarian cancer, which is influenced by estrogen
levels. Several studies have been conducted to examine a potential role of CYP2C18 (among
other cytochrome P450 genes) in human breast cancer (e. g. Modugno et al. 2003, Knüpfer et al.
2004), but in none of these studies has it been found to have an elevated level of expression in
breast tumours. To our knowledge CYP2C18 has not yet been studied in the context of ovarian
cancer. Another gene listed in Table 7.2, which is of interest is the calcium-binding protein
S100P. It has been shown to have elevated expression levels in several cancers, for example
pancreatic cancer (e. g. Ohuchida et al. 2006) and breast cancer (Guerreiro Da Silva et al.
2000). There is also evidence that the SPINK1 gene is up-regulated in several cancers, for
example in pancreatic gland, breast, thyroid, stomach, oesophagus and gall bladder cancers
(for an extensive review see Paju and Stenman 2006). In addition, some papers report high
concentrations of the SPINK1 gene in the urine of patients with mucinous ovarian cancer (e. g.
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Turpeinen et al. 1988, and references therein). We also observe that the expression of the
SPINK1 gene is elevated in mucinous tumours, but not in clear-cell or other carcinomas (see
Figure 7.2).
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Figure 7.2: Expression levels of the five genes listed in Table 7.2 in Schwartz et al. (2002) data (left),
and in an independent data set by Lu et al. (2004) (right). The lines represent the mean expression levels
for the intrinsically platinum-resistant clear-cell/mucinous class (orange) and the serous/endometrioid
class (blue).
7.2.2 Dependence pattern among the five genes
Due to the nature of the L1-penalty imposed on the size of the regression coefficients in the
lasso method, lasso tends to select variables that are less related than would be found by other
methods (Tibshirani 1996), as we have observed in Chapter 5. This is in agreement with the
fact that the five probe sets listed in Table 7.2 are not directly connected in the conditional
independence (CI) graph, part of which is shown in Figure 7.3, except for one joint neighbour
(TM4SF4), which is shared by S100P and SPINK1. Note that two gene symbols appear twice
each: ERBB2 as two neighbouring nodes of SPINK1, and PTHLH as a neighbour of both S100P
and SPINK1. This is due to genes being represented by several probe sets on the Affymetrix
gene chips, and in the case of the ERBB2 and PTHLH genes, two of these probe sets are
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ABP1
FXYD2
MAD1L1
DAPK1
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CASC3
SLC39A14
ALDOC
AFFX.HUMRGE.M10098
STAT5B
SERPINA1
NEB
KRT10
ERBB2
PGK1
PTHLH
STAT3
HG1862.HT1897
GSTT2
RPL27
DNASE1
HG4533.HT4938
GNLY
ACLY
AMELX
X94629
ADH1A
ERBB2
KRTHA5
TPM1
VIL1
HABP2
HG4264.HT4534
AP2B1
TM4SF4 S100P
PTHLH
CSTA
PTPRR
PPARG
COL17A1
ANX4
Figure 7.3: Conditional independence graph with edges being drawn between two gene nodes if their
partial correlation has a 95% posterior probability for being different from zero. Only the five genes
in Table 7.2 (coloured in blue) and their direct neighbours are shown. For computational reasons, only
4000 genes selected by univariate filtering could be considered here. Nodes are labelled by the gene
symbols or by the Affymetrix probe set IDs if gene symbols are not available.
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depicted in the graph. In the graph in Figure 7.3, the SPINK1 node looks like a hub with a total
number of 33 directly neighbouring nodes.
Due to computational restrictions, it was not possible to construct the CI graph from the
entire data set, because the algorithm implemented in the R library corpcor is restricted to
a maximum number of nodes of about 4000. Hence, the top 4000 genes were selected for
graph construction, based on the univariate filtering method applied to the complete data set.
Note that these are the same 4000 genes, which get used in the Bayesian variable selection
application in Section 7.3. Figure 7.3 only shows the five genes and their direct neighbours,
not the complete CI graph, which would contain all connections between the 4000 genes and
would be too complex for a clear picture. This implies that more remote connections between
the five genes, involving more than one intermediate gene node, are not shown in the graph. In
the conditional independence graph, two gene nodes are connected by an edge if their partial
correlation conditioning on all other genes in the data set has a 95% posterior probability for
being different from zero (see Schäfer and Strimmer 2005).
7.2.3 Expression levels in independent data
Within the context of the resampling study presented in Chapter 5, the molecular profiles de-
rived for the Schwartz et al. (2002) data were also applied to an independent data set published
by Lu et al. (2004) for validation. In Lu et al. (2004), the Affymetrix GeneChip Human Genome
U95 set of oligoarrays was used to obtain gene expression data, which is a newer chip set than
the HuGeneFL oligoarray used in Schwartz et al. (2002) and which contains the five genes
of interest. Data are available from ovarian carcinomas for 42 patients including 17 serous, 9
endometrioid, 7 clear-cell and 9 mucinous tumours. The distribution of samples in terms of
tumour grade and FIGO stage is similar to the data set by Schwartz et al. (2002). For more
information about clinical characteristics see the paper by Lu et al. (2004). The right plot in
Figure 7.2 shows the expression levels of the five genes in the new data set. They are similar
to the levels observed in the Schwartz et al. (2002) data set, albeit with less marked differences
between the two classes, especially in the case of CYP2C18.
When a logistic regression model is applied to the Lu et al. (2004) data with the five
genes as covariates, a misclassification error rate of 14% (6/42) is achieved, which is clearly
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worse than the error rates observed in the resampled validation data subsets of the Schwartz
et al. (2002) data (there for the lasso logistic regression model, the median misclassification
error rate was 3%). On the other hand, the error rate of 14% achieved by the the five genes is
significantly smaller than expected under the null hypothesis of a random set of five genes: a
one-sided permutation test is performed by comparing the observed misclassification rate with
the five-percent quantile of the misclassification error distribution of 1000 random sets of five
genes sampled from the Lu et al. (2004) data set with replacement in a bootstrap procedure.
The five-percent quantile is with 19% (8/42) larger than the observed error rate indicating
significance.
7.3 Bayesian variable selection
In addition to an analysis of the ovarian cancer data set in the context of the resampling study
that was described above, the same data set was also used as an example application of the
block MCMC algorithms developed for Bayesian variable selection in Chapter 6, as well as
an application of the vanilla add/delete Metropolis-Hastings sampler. Both these samplers are
also combined with a parallel tempering algorithm, and the results are presented here. Finally,
a comparison with the shotgun stochastic search algorithm by Hans et al. (2007) is also per-
formed.
Of the 7129 available probe sets, only p = 4000 are used here. These variables are se-
lected based on the absolute size of their estimated coefficients in univariate logistic regression
models applied to the complete data set. The restriction to 4000 variables is not required by
the MCMC algorithms themselves, but rather by the computational restrictions of the R code
in the corpcor library, that is used for sparse estimations of the correlation and partial corre-
lation matrix, and on which the decisions are based, for which variables the covariate indicator
parameter γ should be updated together in the same block.
In the logistic Bayesian variable selection model, the sparsity-inducing hyper-parameter
in the prior of γ is set to pi = 5/p = 0.00125, so that 5 variables are expected to be selected a
priori. The prior covariance parameter c2 in the prior distribution of β is set to c2 = 10 for a
relatively flat prior distribution in the expected range of values for β. The data are standardised
to zero mean and unit variance for all gene variables, and hence even extremely large effect
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sizes are unlikely to be outside the range covered with high prior probability. The value c2 = 10
is larger than in the simulation examples in Chapter 6 to account for the fact that now the
true |βi| values are unknown and not set within the range [−2, 2], as it was the case with the
simulation data.
7.3.1 MCMC sampling with and without parallel tempering
We here compare the performances of four MCMC algorithms for sampling from the logistic
BVS model: the vanilla add/delete Metropolis-Hastings sampler, a block MCMC sampler as
developed in Chapter 6 and in addition both samplers in combination with a parallel tempering
algorithm.
In Chapter 3.3.2, two possible implementations of the parallel tempering method were
described. In one scenario, only neighbouring Markov chains in the temperature ladder are
proposed for state swaps in a Metropolis-Hastings algorithm. This scenario is applied here,
with five parallel Markov chains and a geometric temperature ladder {1, τ, τ 2, τ 3, τ 4} with
τ = 1.2. An alternative scenario, that has not been applied here, is the all-exchange parallel
tempering scheme by Calvo (2005), where all possible pairwise swap acceptance probabilities
are computed for all parallel chains in each iteration and the pair of chains, that is to be swapped,
is sampled according to this probability distribution. This algorithm has also been implemented
in MATLAB and the code is available on http://www.bgx.org.uk.
In the simulation studies in Chapter 6, we found that block samplers, where blocks are
based on the partial correlations, are preferable to block samplers based on correlations, espe-
cially in the simulation scenario where the data were simulated using real gene expression data.
Of all these Pcor block samplers, we found the Pcor90 sampler to perform particularly well.
In the simulation examples in which the data sets had p = 500 variables, the threshold level
C = 90% resulted in mean block sizes of 51 variables. The computation time per iteration of a
block MCMC sampler is determined by the absolute block sizes, i.e. the numbers of variables
for which the γ parameter is updated together in an MCMC iteration. In the gene expression
data set considered here, where the total number of gene variables is p = 4000, a threshold
value of C = 99% will lead to mean block sizes similar in magnitude to those observed for the
Pcor90 sampler in the simulation studies. Hence, the Pcor99 sampler is applied to the ovarian
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cancer data set.
All samplers are applied with one long MCMC run with a total number of N = 1, 100, 000
iterations including B = 100, 000 burn-in samples, leaving a total of M = 1, 000, 000 MCMC
iterations for posterior inference. The parallel tempering algorithm is implemented with five
parallel Markov chains at different temperatures determined by the geometric temperature lad-
der {1, τ, τ 2, τ 3, τ 4} with τ = 1.2. To improve chances for the acceptance of proposed state
swaps, only neighbouring Markov chains are proposed for swaps as follows. One pair of neigh-
bouring chains with temperatures τ k and τ k+1 (k = 0, ..., 3) is selected at uniformly random
and a swap is proposed between them. Note that all parallel Markov chains are run un-coupled,
i.e. without state swaps, for BPT = 50, 000 iterations before starting the parallel tempering
algorithm proper. This is done in order to allow the Markov chains to move towards their target
distribution before starting state exchanges between chains.
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Figure 7.4: Trace plots of model fit in terms of deviances (-2log-likelihood) for add/delete sampler
(left) and block sampler (Pcor c = 99%) (right), with (bottom) and without (top) parallel tempering in
application to gene expression data (Schwartz et al. 2002).
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Figure 7.4 shows the trace plots of the model deviances for the Markov chains of all
four MCMC samplers. According to these plots, all samplers, including the simple add/delete
sampler, manage to converge to the regions of the model space with the highest observed likeli-
hoods within the burn-in period of B = 100, 000 iterations. Interestingly though, the add/delete
sampler leaves that region again after a total of about 400, 000 iterations and seems to get stuck
in an area of the model space which fits the data less well, i.e. with increased model de-
viances. The sampler is unable to leave that area before the total number of MCMC iterations
N = 1, 100, 000 is reached. This is an example of a Markov chain getting stuck in a local mode
which does not represent the best-fitting models. Posterior distribution estimates based on the
samples from such a Markov chain may be seriously biased.
In this particular case, the add/delete sampler in that local mode selected models, which
consistently contain the two variables with IDs 354 (ANX4) and 1232 (TFF1), so that over-
all these are the only two variables for which the add/delete-sampler-based estimates of the
marginal posterior probability are larger than pˆ(γi = 1|X, y) = 0.5. The other three MCMC
algorithms all find that two other variables are the only ones with marginal posterior inclu-
sion estimates which are larger than 0.5, namely the genes with ID 501 (CYP2C18) and 540
(SPINK1). Gene ANX4 is also frequently included in models selected by the other three sam-
plers, but gene TFF1 does not play a role. So it seems, that in this situation the TFF1 gene
is a false positive due to poor mixing of the add/delete sampler. Interestingly, genes ANX4,
CYP2C18 and SPINK1 are all in the set of five genes consistently found by the sparse mul-
tivariate classification methods applied in the context of the resampling study (see previous
section and Chapter 5).
The traces of the individual covariate indicator variables γi for all variables i = 1, ..., p =
4000 are shown in Figure 7.5. The trace plots illustrate the extremely slow mixing of the
add/delete sampler at the level of individual γi variables. Mixing improves when adding the
parallel tempering algorithm, and also when replacing the add/delete sampling algorithm by
the block sampler. Based on the trace plots, mixing performance is best for the MCMC block
sampler combined with parallel tempering.
Diagnostic measures for Markov chain mixing listed in Table 7.3 confirm this impression
gained from the trace plots. The effective sample size is largest for the parallel tempering al-
gorithm when combined with the block sampler with ESS∗(γ) = 41, 985, and about half that
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Figure 7.5: Trace plots of γ vector for add/delete sampler (left) and block sampler (Pcor c = 99%)
(right), with (bottom) and without (top) parallel tempering in application to gene expression data
(Schwartz et al. 2002).
with ESS∗(γ) = 19, 900 when combined with the add/delete sampler. That is, one million post
burn-in MCMC samples correspond to about 42,000 (block sampler) and 20,000 (add/delete)
independent samples, respectively. Compared to this acceptable result, the effective sample
size is only ESS∗(γ) = 8 for the vanilla add/delete sampler without parallel tempering, which
is clearly not large enough for valid posterior inference about the γ vector. Thus, the im-
provement in effective sample size from the introduction of parallel tempering is huge for the
add/delete Metropolis-Hastings algorithm. The improvement is not as large for the block sam-
pler, but the effective sample size still increases about eleven-fold from ESS∗(γ) = 3, 793 for
block sampling without parallel tempering, which means that it is still advantageous to perform
the parallel tempering algorithm, since the computation time only increases about five-fold due
to having to run five Markov chains rather than just one. Note that our parallel tempering imple-
mentation is serial, but could of course be done in parallel if parallel processors are available.
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Table 7.3: Diagnostic measures for Markov chain mixing with respect to γ; results for M = 1, 000, 000
post burn-in MCMC iterations (CPU time for total iteration number N = 1, 100, 000).
MCMC CPU time ESS∗(γ) #I] # can- # not can-
sampler t (min) didates† didates‡
Add/delete 315 8 198 1 23
Blocks 1356 3,793 2856 3 6
Parallel tempering
with add/delete 1726 19,900 1091 4 15
with blocks 6601 41,985 3752 4 5
]I = {i : ||γi|| > 0}
†How many of the five genes consistently selected by lasso and other multivariate methods in resampling study
are recovered by BVS, if cut-off at ratio of posterior to prior > 10, i.e. pˆ(γi = 1|X, y) > 0.0125?
‡How many genes are consistently selected besides the five candidate genes?
In a parallel implementation, the computation time would only increase slightly, so that adding
parallel tempering to the MCMC algorithm can increase chain mixing dramatically with near
to no cost in terms of increased computation time.
The improvement in mixing by introducing block sampling and parallel tempering is also
seen in the number of γi variables, which are visited at least once by the MCMC samplers. The
parallel tempering with block sampling approach visits #I = 3752 variables out of all 4000
which corresponds to 94%. The block sampler without the added parallel tempering scheme
already results in good mixing and visits #I = 2856 variables (71%), whereas the mixing of
the vanilla add/delete sampler is very poor and visits only 5% of all variables (#I = 198). If
Markov chain mixing is interpreted in terms of the number of variables being visited at least
once, rather than by ESS, then the parallel tempering add/delete sampler is not doing as well
compared to the single-chain block sampler, since it only visits 1091 variables (27%).
Of the five genes, that were consistently found by the multivariate classification methods
in the resampling study as described in the previous section, four genes are retrieved by the
parallel tempering algorithm (with both add/delete and block sampling), namely ABP1, ANX4,
CYP2C18, and SPINK1. The only gene not recovered, is the S100P gene, which has a posterior
inclusion probability of 0.001. A total of 145 genes had larger posterior inclusion probabilities
estimated by the parallel tempering block sampler. Individual gene variables are considered to
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be selected when their marginal posterior probabilities pˆ(γi = 1|X, y) are sufficiently large.
The cut-off value was set to pˆ(γi = 1|X, y) > 0.0125 for all variables, which corresponds to
a ratio of posterior to prior variable inclusion probability of 10. The block sampler without
parallel tempering manages to retrieve three out of the five genes (ANX4, CYP2C18, SPINK1),
while the vanilla add/delete sampler only finds the ANX4 gene. Note that overall, at the same
cut-off for the marginal posterior variable inclusion probability, more variables are selected
by the add/delete MCMC algorithms (with and without parallel tempering) than by the block
samplers (Table 7.3).
Recall that the prior variable inclusion probability was chosen to reflect an expected model
size of p∗ = 5, i.e. pi = p∗/p = 5/4000. As was noted before, it might have been of advantage
to choose a larger prior variable inclusion probability, e.g. pi = 10/4000, especially with respect
to the analysis aim of finding variables with large marginal posterior inclusion probabilities. A
larger value for pi would have resulted in larger models, providing more opportunities for genes
to get selected. It also results in more flexible models, which makes mixing easier for the
Markov chains. In summary, it would have improved the chances to quickly find all important
genes.
Here, the parallel tempering algorithm was implemented with the geometric temperature
ladder {1, τ, τ 2, τ 3, τ 4} with τ = 1.2. The value τ = 1.2 was selected based on the observed
acceptance probabilities α for swaps of neighbouring parallel chains. These were chosen to
be within the suggested range of acceptance probabilities between 15% and 50% as detailed in
Section 3.3.2 in the Methods chapter 3. In fact, the overall mean acceptance frequencies for a
state swap are 44% (Pcor99 sampler) and 39% (add/delete). The geometric temperature ladder
scheme works well and swap frequencies between all chain pairs agree with the suggested
range of acceptance probabilities. However, the scheme is not optimal, as the neighbouring
chains with the lowest temperatures are swapped more frequently (33% of all swaps for both
add/delete and block samplers) than the pair of chains with the highest temperatures (18% of
swaps for block MCMC and 19% for add/delete MCMC). One could improve the tempering
scheme by adopting the temperatures in the burn-in phase of the MCMC sampling rather than
using the geometric scheme, as has been done for example by Bottolo and Richardson (2008).
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7.3.2 Shotgun stochastic search
In Chapter 3.3.2, the shotgun stochastic search (SSS) algorithm (Hans et al. 2007) was de-
scribed as an alternative to tempered MCMC methods for speeding up the stochastic search
process to find variable selection models with large posterior probability. Here, the SSS algo-
rithm is applied to the ovarian cancer data set. We used the serial version of the SSS 2.0 soft-
ware (http://www.stat.duke.edu/research/software/west/sss). To make
comparisons with the tempered MCMC approach easier, the prior specifications are kept as
similar as possible. This is aided by the fact, that Hans et al. (2007) have implemented the
logistic Bayesian variable selection model with the same prior distributions for β and γ as we
have done. That is, p(γ) = pipγ (1 − pi)p−pγ , where pγ is the number of variables in the model
and the prior inclusion probability pi = 5/4000 = 0.00125 is chosen to be the same as in the
previous section. For β the independence prior is applied, that is p(β|γ) = N(0, c2Ipγ ). Un-
fortunately, at the time of submission of this work, it is not yet possible to specify the prior
variance parameter c2 for the serial logistic regression version of SSS, so that the pre-specified
value c2 = 1 had to be used rather than c2 = 10, as in the MCMC application. However, as was
illustrated in the sensitivity analysis in Chapter 6, a smaller value of c2 is unlikely to have a big
influence on the posterior inference about γ in the logistic BVS model. For computational rea-
sons, only models with 20 or less covariates are evaluated during the run of the SSS algorithm.
As none of the MCMC samplers in the previous section ever selected a model with more than
15 variables, this is not considered to be a serious restriction to the model space that is to be
searched.
The shotgun stochastic search algorithm is run for N = 110, 000 iterations, which is 1/10
of the total number of MCMC iterations in the previous section. But since SSS evaluations a
complete neighbourhood of models in each iteration, the total number of models that are evalu-
ated by SSS is much larger than 110, 000. The total number of evaluated model is unknown as
it is not part of the output of the SSS software, which makes it hard to compare the efficiency
of the shotgun stochastic search algorithm with our MCMC samplers. In total, the algorithm
ran for more than 90 hours (Table 7.4), which is similar to the computation time required for
the run of the parallel tempering algorithm with block sampling (Table 7.3).
For the posterior inclusion probability estimates pˆ(γi = 1|X, y), we use the best 100,000
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Figure 7.6: Log posterior probabilities of best 100,000 logistic Bayesian variable selection models
(in decreasing order) as evaluated by shotgun stochastic search algorithm. The black horizontal line
indicates the log prior probability of a model with five variables.
evaluated models, that is the 100,000 models with largest posterior probabilities. The posterior
probabilities of the models were evaluated using the Laplace approximation for the marginal
likelihood (DiCiccio et al. 1997). Figure 7.6 shows the log posterior probabilities of the best
100,000 models. The black line in the plot indicates the log prior probability of a model with
pγ = 5 covariates, which is pγ log pi + (p − pγ) log(1 − pi) ≈ −38.42. Only models, which
are among the first approximately 60,000 models, have log posterior probabilities which are
larger than the log prior probability, which suggests that all models that are not among those
≈ 60,000, do not contribute much to the total posterior probability mass anymore, particularly,
because all the best 60,000 models have extremely low dimensionality: model sizes pγ range
from 1 to 4; the large majority of models has 3 variables (89.01%). The fact that the prior
and posterior model probabilities are of the same order of magnitude reflects the large impact
that the prior has on the posterior compared to the likelihood function. This is typical for a
p >> n data situation and shows again that the choice of prior distributions drive the posterior
distribution and what kinds of models are going to be selected; in particular the model size is
affected.
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Table 7.4: Shotgun stochastic search results.
CPU time t (min) #I] # candidates† # not candidates‡
5435 4000 5 13
]I = {i : ||γi|| > 0}
†How many of the five genes consistently selected by lasso and other multivariate methods in resampling study
are recovered by BVS, if cut-off at ratio of posterior to prior > 10, i.e. pˆ(γi = 1|X, y) > 0.0125?
‡How many genes are consistently selected besides the five candidate genes?
The shotgun stochastic search algorithm retrieves all five genes, that were consistently
found by the multivariate classification methods in the resampling study as described in the
previous section (Table 7.4). As in the MCMC applications, a gene is singled out if its observed
posterior-to-prior ratio of the marginal variable inclusion probabilities is larger than 10. For
the marginal posterior probability, this implies that pˆ(γi = 1|X, y) > 0.0125. In total, 18
genes have a marginal posterior inclusion probability that large. For one gene, this probability
is even larger than 0.5, namely for the gene with ID 354 (ANX4). Note, that this gene was
also selected very often by the vanilla add/delete MCMC sampler, but not by any of the other
MCMC samplers.
7.4 Summary and discussion
All sparsity-inducing multivariate methods, that were applied to the ovarian cancer gene ex-
pression data set by Schwartz et al. (2002), agree on a core set of genes, which are consistently
selected by all methods. This is perhaps not surprising, since all these methods, except the
random forest method (varSelRF), are based on the logistic regression model. In all methods,
sparsity is induced by the prior distributions. This is either directly the case in the Bayesian
variable selection applications, or indirectly for the penalised likelihood methods lasso and
elastic net, where the penalised maximum likelihood solutions are equivalent to maximum a
posteriori solutions of Bayesian models with sparse priors.
In Table 7.5, all genes are listed, for which their marginal posterior probability was es-
timated to be larger than 0.0125 either by the shotgun stochastic search algorithm, or by the
MCMC algorithm, which arguably performed best in terms of mixing, i.e. the block sampler
combined with parallel tempering. In the absence of posterior probability estimates for the
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Table 7.5: Genes, which either have marginal posterior probability estimates larger than 0.0125 (only
estimates by block parallel tempering or shotgun stochastic search considered), or were selected into at
least 50% of all profiles in the resampling study (by lasso or elastic net, for at least one tuning parameter
value).
Gene ID Gene symbol Sampling algorithm Penalised likelihood
block PT SSS Lasso Elastic net
8 KIAA0513 X
10 FGFR4 0.040 X
13 S100P (0.001) 0.042 X X
23 TFPI 0.026 0.021
49 CYB5R3 0.050 X
52 BDKRB2 0.040 X
60 ABP1 0.028 0.183 X X
66 ID4 0.020
87 CYP2C9 0.041
108 GGT1 0.015
129 GPLD1 0.029
150 CEACAM6 0.041 X
171 PTPN12 0.016
297 C4BPB 0.036
354 ANX4 0.201 0.844 X X
367 CEACAM7 X
455 LBP 0.017
501 CYP2C18 0.774 0.089 X X
540 SPINK1 0.722 0.049 X X
760 FXYD2 0.139
1007 TCN1 X
1232 TFF1 0.160 0.042
1360 LGALS4 0.138 0.024
non-Bayesian multivariate methods employed in the resampling study, the frequency of being
selected into the resampled molecular profiles is used to highlight, which genes are assigned
the highest confidence by these methods. So Table 7.5 also lists the genes, which are selected
into at least 50% of all resampled profiles - using the sparse penalised likelihood methods, that
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is either lasso or the elastic net.
In total, there are 23 genes listed in Table 7.5. Of these, 12 genes have been singled
out by at least two of the methods listed in the Table, which overall indicates a good agree-
ment between the methods. Of the remaining 11, 6 genes are only selected by the shotgun
stochastic search algorithm, all with relatively small posterior inclusion probability estimates
pˆ(γi = 1|X, y) ≤ 0.041. This might indicate, that the SSS algorithm was not run quite long
enough. Maybe these genes were only selected in the beginning of running the SSS algorithm,
before the algorithm had converged to the correct regions of the posterior model space - as there
is no burn-in period implemented in the SSS software, i.e. all models are counted right from
the first iteration. Unfortunately, we cannot follow up on this guess, because the SSS software
does not provide output about the iterations, in which the posterior probability of a model is
evaluated.
The posterior probability estimates provided by the Bayesian variable selection model
allow an assessment of the importance of an input variable for the explanation of the response
variable in a given data set. This goes hand in hand with the size of the regression coefficient
estimate, which gives an indication about the size of the effect that the variable has on the
response. However, these estimates say nothing about the prognostic value of a variable - or
of a model - for future predictions of the response status. Variables with a very large posterior
inclusion probability can still only have a limited value for response prognosis. So we conclude
this chapter by noting that here, the Bayesian variable selection model was merely fitted to the
ovarian cancer data (using various sampling methods). The models have not been assessed with
respect to their prognostic value and ability to predict the response status of new observations.
This could be done by splitting the data into training and validation data or in a resampling setup
using cross-validation or bootstrapping methods to accurately estimate the prediction error (or
other loss function). Alternatively, one can use posterior predictive distributions. Here, one
draws hypothetical new response values from the posterior model and compares their sampling
distribution with the empirical distribution of observed response values. If the distributions
are very similar, then one can conclude that the model is useful for the prediction of new
observations, if those new observations were sampled from the same population as the original
data.
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Chapter 8
Discussion and future directions
The aim of this work was to investigate ways to implement multivariate dimension reduction
and regularisation methods for statistical inference of high-dimensional “large p, small n” data,
where the number of covariates p is much larger than the sample size n. The work was done in
the context of gene expression array data, collected in the context of clinical studies of cancer
in order to find molecular profiles, which help to discriminate between different tumour types
or to predict the clinical outcome for individual patients.
One way of dealing with “large p, small n” data is regularisation (or shrinkage), where
the effects of all input variables are shrunken towards zero. Another approach is variable se-
lection, where the number of input variables is reduced to the p∗ < n most influential ones.
Variable selection can also be framed as a specific form of regularisation, which is achieved
through a penalty term restricting the size of the L0-norm of the coefficient vector β, that is
||β||0 =
∑p
i=1 I(βi 6= 0) (where I(.) is an indicator function). Equivalently, sparse regularisa-
tion methods that shrink the effects of most variables to zero provide an automatic approach to
variable selection.
This work focussed on sparse dimension reduction methods rather than regularisation
methods that keep all variables, because concise gene lists are easier to interpret biologically
and also provide a more clear-cut starting point for further exploration. Also, for the use of
gene expression profiles as prognostic factors in future clinical applications, small profiles con-
sisting of a few genes only are cheaper and easier to apply in a large-scale clinical trial than
black-box prognostic models, which require the complete microarray data as input from each
tissue sample.
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A main result of this work is the large observed instability of molecular profiles, both in
terms of the low similarity between resampled profiles observed in the resampling study in
Chapter 5 and in terms of small marginal posterior inclusion probabilities for the most frequent
genes in the Bayesian variable selection models in Chapter 7. This emphasises the impor-
tance of measures of uncertainty for the selection of individual variables as well as models,
i.e. molecular profiles. In this light, the fully Bayesian variable selection approach seems most
suited to the task of identifying gene expression profiles and associating measures of uncer-
tainty through posterior variable inclusion probabilities as well as posterior model selection
probabilities. We consider it unfortunate, that some methods like ridge regression or the elas-
tic net are constricted to only find one solution, even in the “large p, small n” situation. To
still make it possible to identify more than one good solution, these methods should be used
in combination with a mechanism that introduces randomness, for example by resampling the
training data as was done in Chapter 5.
8.1 Further improvements in MCMC mixing
The results of the Bayesian variable selection applications discussed in this thesis make it clear
that there is further need for improvement of the sampling algorithms: even if care is taken to
develop an MCMC sampling algorithm, which achieves good Markov chain mixing relative to
CPU time, computation time is still a problem for the regular application of Bayesian variable
selection methods to high-dimensional data; especially since high-throughput technologies are
becoming ever more advanced and provide more and more measurements per sample. Some
improvement in computing times can be achieved by implementing the MCMC sampling algo-
rithms in a programming language that can be compiled, for example in C++. C++ would also
be well suited for the parallelisation of the parallel tempering algorithm via the MPI (Message
Passing Interface) communications protocol. In an efficient parallel implementation, using par-
allel processors, the real computation time would remain nearly the same as for one chain,
but with massively improved mixing of the Markov chain of interest. A minor increase in
computation time would results from the time needed for communication between the parallel
processors, for example to transfer chain states between them.
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As demonstrated in Chapter 7, the implementation of a simple parallel tempering algo-
rithm can improve the mixing performance dramatically, even without much concern for the
optimisation of the algorithm in terms of the number of parallel chains or the range of tem-
peratures applied. Nevertheless, there are more flexible algorithms which can improve Markov
chain mixing even further. While parallel tempering only allows two types of moves, the ex-
change move (swapping the complete states of two chains) and the mutation move (updating
the state of one of the chains), evolutionary Monte Carlo algorithms (Liang and Wong 2000)
are more general and include for example cross-over moves where only a part of the states
of two chains are proposed for swaps. The equi-energy sampler (Kou et al. 2006) is another
approach with the potential to improve Markov chain mixing. Instead of pre-specifying sev-
eral temperatures, with which to temper the target distributions of a series of parallel Markov
chains, the equi-energy sampler focusses on the density itself. The aim is to propose moves
between regions of the (multi-modal) posterior distribution with similar values of the density,
even if these regions are far apart and separated by areas of very low probability. Another
promising methodology is adaptive MCMC sampling. For example, one could implement the
parallel tempering algorithm in a flexible way by allowing the temperature ladder to be adapted
throughout running the Markov chain, attempting to find the best values for the temperatures
during the run. The difficulty here is to ensure that the Markov chain remains ergodic and
stationary despite the constant adaptions.
In a final note, we come back to the block MCMC sampler, where the variables, for which
the indicator γ is to be updated together, are selected based on the dependence structure among
covariates. There are many ways how this idea can be developed further, some of which have
been outlined in Chapter 6. Certainly, many possible approaches exist to estimate the corre-
lation and partial correlation matrices and it might be useful to compare some of them with
respect to the impact of the choice of estimator on the efficiency of the block sampler. Existing
biological knowledge such as pathway information could be incorporated into the estimation
procedure, like outlined below. For example, in the shrinkage approach described in Chap-
ter 6, instead of using a diagonal target matrix, the off-diagonal entries could reflect the prior
knowledge about the biological correlation between pairs of genes.
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8.2 Incorporating biological knowledge
The use of proper statistical methodology alone can only provide one half of the solution to
the problem of relating high-dimensional genomic data to clinical reality. Here, biological
knowledge is needed even more than in classical statistics (where n > p) to help interpret the
results. In the example application in Chapter 7, a very small set of genes was singled out
by statistical analysis, where the data provide high confidence for a statistical relation with
the response variable. However, because of the multi-collinear data situation, this does not
necessarily imply that there is a biological relation between the expression levels of these genes
and the histological type of the ovarian tumour. Hence, the gene lists provided by statistics can
only serve as a starting point for further exploration of the underlying biology. Partly through
this process of exploratory statistical analysis and data mining of high-throughput data and
subsequent exploration and interpretation of the findings by expert biologists, more and more
detailed knowledge about the molecular biology of diseases like cancer is accumulating in
publicly available databases.
The incorporation of this existing knowledge into the statistical methodology can provide
fixed points of reference in this haystack of data, in which we are searching for the needles.
Bayesian methodology lends itself to this task, through the possibility to include existing in-
formation in prior distributions. In the same spirit, it is possible to incorporate information
into the penalty terms of penalised likelihood methods, as has been attempted in a recent pa-
per by Li and Li (2008). An example for existing biological knowledge, which can be used
to guide statistical analysis, are molecular pathways. Information on molecular pathways is
available for example from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database
(Ogata et al. 1999) or from the Gene Ontology classification of genes (The Gene Ontology
Consortium 2000). In the KEGG database, known pathways of genes and proteins in the cell
are assembled and annotated. This information can be incorporated in statistical models, for
example, by forcing genes, which are known to be involved in the same pathway, to be always
selected together for updates in MCMC algorithms to sample from Bayesian variable selection
models.
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In summary, gene expression microarray data are rather harmless compared to other,
newer, high-throughput technologies, where there are millions of simultaneous measurements.
Examples are whole-genome SNP chips covering millions of SNPs, or exon arrays providing
data for all known exons in the genome rather than just one expression measurement for each
gene. So the problem of how to deal with such high-dimensional data will not go away, and
the use of regularisation and dimension reduction methodology will remain essential for the
statistical analysis of such data.
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Appendix A
Bayesian methodology
A.1 Bayesian modelling
In Bayesian data analysis, a full probability model is set up, that is a joint probability distribu-
tion for all observable and unobservable quantities. This is done in order to gain information
about the unobservable quantities - the population parameters of interest - denoted by θ, by
means of the observed quantities, i.e. the data, denoted by Z = (X, y). These notes on
Bayesian modelling are based on Gelman et al. (1995), where more detailed information can
be found. The simplest and most prominent probability model is a linear regression model,
where one assumes that the variability in the response variable y can be explained by a linear
combination of the explanatory variables X = (xj)nj=1, one is hence interested in conditional
inference of y given X . The goal of an analysis is to infer the weights in the linear combination,
which is called the regression coefficient vector θ = β = (βi)
p
i=1. A vector ² representing ran-
dom error is assumed to be distributed according to a Gaussian distribution with mean vector 0
and known identical variances σ2 for all components ²j:
y = Xβ + ², with ² ∼ N(0, σ2In). (A.1)
A crucial assumption for Bayesian modelling is that the observable quantities Z are ex-
changeable, meaning that the joint probability distribution p(Z) is invariant to permutations of
the indices j = 1, ..., n. A sufficient, but not necessary, condition for exchangeability is that
the model data Z are independently and identically distributed (iid) given the unknown model
parameters θ. This is reflected in the linear regression model (A.1) where it is assumed that
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the errors ²j are independently and identically distributed, which implies the same feature for
y given X .
The joint probability model for the parameters θ and the data Z makes inference about θ
possible by applying Bayes’ rule. One can partition the joint probability density in the follow-
ing way:
p(θ, Z) = p(θ)p(Z|θ). (A.2)
The density p(θ) is called the prior density of the parameter vector θ; it can be subjective, i.e.
convey prior knowledge about the parameter of interest, or it can be an objective prior, trying to
allow for all possible posterior outcomes. The density p(Z|θ) is known as the sampling density
or likelihood of the data given θ; it expresses how likely the observed data are given a value
of θ. In classical frequentist statistics, one often performs inference on the parameter θ solely
in terms of the likelihood: the maximum-likelihood estimate of θ is the parameter value under
which the data were most likely to attain the observed quantities.
Bayesian inference focusses on the posterior density for the parameter vector given the
observed data instead Following from equation (A.2), the posterior density can be derived as
p(θ|Z) = p(θ, Z)
p(Z)
=
p(θ)p(Z|θ)
p(Z)
. (A.3)
It is often infeasible to infer p(Z); in such situations only the unnormalised posterior density is
known, i.e. the right-hand side of
p(θ|Z) ∝ p(θ)p(Z|θ). (A.4)
Note that in a regression analysis one is purely interested in conditional modelling of the re-
sponse variable y given the explanatory variables X . In this case, equation (A.4) takes the
form
p(θ|X, y) ∝ p(θ)p(y|X, θ). (A.5)
In a Bayesian linear regression model it is convenient to assume a normal prior distribution
for the regression coefficients β, i.e.
β ∼ N(b, v), (A.6)
with mean vector b and prior covariance matrix v. This is a conjugate prior distribution for β in
the linear regression model (A.1). Lindley and Smith (1972) show that the posterior distribution
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is also a normal distribution with mean vector B and posterior covariance matrix V
β|Z, λ ∼ N(B, V ) (A.7)
B = V (v−1b+XTy)
V = (v−1 +XTX)−1.
Conjugacy is an important concept in Bayesian modelling, because conjugate models are
computationally convenient and improve the interpretability of the results. A prior distribution
p(θ) is called conjugate for a sampling distribution p(Z|θ), if the corresponding posterior dis-
tribution will come from the same class of distributions as the prior. For example, if a prior
distribution is Gaussian, and the sampling distribution is also Gaussian, then the prior is conju-
gate, because the posterior distribution is going to be Gaussian as well.
In a linear regression model, one of two generic forms for the prior covariance matrix v
of the regression coefficient vector β is commonly used, mostly for computational reasons but
also because of their interpretability. One form is the independence prior covariance v = c2Ip,
assuming a priori that the regression coefficients are independent. The other commonly used
prior covariance matrix is the data-dependent g prior v = c2(XTX)−1 (Zellner 1986), which
uses the empirical covariance matrix of the explanatory data X as a priori information about
the regression coefficient covariance matrix.
A.2 Markov chain Monte Carlo sampling
A Markov chain with invariant distribution p is a sequence of random variables {Xn} with
transition kernel P (Xn, A) = P{Xn+1 ∈ A|X0, ..., Xn} which defines the probabilities of
moving to a new state conditional on the previous state, where the Markov chain distribution
p is given by p(A) =
∫
p(dX)P (X,A) for all P -measurable sets A (e.g. Tierney 1994). The
conditional distribution of any Xn can be derived from the initial distribution of the chain:
P{Xn ∈ A|X0} = P n(X0, A), where P n is the nth iterate of the kernel P . The Markov chain
converges to the invariant distribution p:
lim
n→∞
P n(X,A) = p(A) for p-almost all X. (A.8)
It is property (A.8) which makes Markov chains suitable for exploring a probability distribution
p which cannot be evaluated analytically, if it can be shown to be the invariant distribution of a
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Markov chain with transition kernel P . If this is the case, one can simply draw samples from
random variables {Xn}, which are assumed to have probability distribution p after an initial
burn-in period. To ensure that the Markov samples really do come from the distribution p (in
convergence), the Markov chain has to be irreducible, i.e. it has positive probability to move to
any set A for which p has positive probability. The Markov chain also needs to be aperiodic,
that is there may be no portions of the state space which can only be visited at certain periodic
times. If a Markov chain fulfills these two properties and has a proper invariant distribution
p, then p is the unique invariant distribution and is the equilibrium distribution of the chain
(Tierney 1994).
There are many approaches for constructing Markov chains with a specified invariant dis-
tribution p, the two most popular techniques being the Gibbs and Metropolis-Hastings sam-
plers. the Metropolis-Hastings sampler is a generalisation of the Metropolis algorithm by
Metropolis et al. (1953), which was first presented by Hastings (1970). The Metropolis algo-
rithm samples from the target distribution p(θ) by drawing samples from a proposal distribution
q(θ) which are either accepted or rejected according to an acceptance probability α. The pro-
posal distribution has to be symmetric, i.e. q(θ∗|θ) = q(θ|θ∗) for all θ and θ∗. The algorithm
proceeds as follows (e.g. Gelman et al. 1995):
1. For iteration t = 0: draw a starting point θ0, for which the target distribution has positive
probability mass, i.e. p(θ0) > 0.
2. For iterations t = 1, ..., T :
(a) Sample a proposal point θ∗ from a symmetric proposal distribution which might be
conditional on the previous iteration t− 1 q(θ∗|θt−1).
(b) Calculate the acceptance probability
α = min
{
1,
p(θ∗)
p(θt−1)
}
. (A.9)
(c) Set
θt =
 θ∗ with probability αθt−1 otherwise.
The Metropolis-Hastings algorithm is very similar to the Metropolis sampler, except that it
does not require the proposal distribution to be symmetric:
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1. For iteration t = 0: draw a starting point θ0, for which the target distribution has positive
probability mass, i.e. p(θ0) > 0.
2. For iterations t = 1, ..., T :
(a) Sample a proposal point θ∗ from a proposal distribution which might be conditional
on the previous iteration t− 1 q(θ∗|θt−1).
(b) Calculate the acceptance probability
α = min
{
1,
p(θ∗)
p(θt−1)
q(θt−1|θ∗)
q(θ∗|θt−1)
}
. (A.10)
(c) Set
θt =
 θ∗ with probability αθt−1 otherwise.
The Gibbs sampler was introduced by Geman and Geman (1984) and generalised by Gelfand
and Smith (1990). It can be viewed as a special case of the Metropolis-Hastings sampler, where
the proposal distribution is constructed from the full conditional posterior distributions of the
components θi given θ−i:
qi(θ
∗|θt−1) =
 p(θ∗i |θt−1−i ) if θ∗−i = θt−1−i0 otherwise. (A.11)
With this proposal distribution the acceptance probability will always be equal to one, and
hence the proposed move is always accepted, if θ∗−i = θ
t−1
−i (see for example Gelman et al.
1995):
α = min
{
1,
p(θ∗)
p(θt−1)
qi(θ
t−1|θ∗)
qi(θ∗|θt−1)
}
= min
{
1,
p(θ∗)
p(θt−1)
p(θt−1i |θ∗−i)
p(θ∗i |θt−1−i )
}
= min
{
1,
p(θ∗i |θ∗−i)p(θ∗−i)
p(θt−1i |θt−1−i )p(θt−1−i )
p(θt−1i |θ∗−i)
p(θ∗i |θt−1−i )
}
= 1. (A.12)
Once, sampling from the target distribution p(θ) has been performed via Markov chains,
the samples can then be used for inference on this distribution by Monte Carlo summation.
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That is, the expectation of a function g(θ) of the parameter with respect to the distribution p(θ)
can be estimated by averaging over the realisations of g for the Markov chain samples:∫
g(θ)p(θ)dθ ≈ 1
T − T0 + 1
T∑
t=T0
g(θt), (A.13)
where T0 is the first sample which is considered to come from the target distribution p. The
first T0 − 1 burn-in samples, for which the Markov chain has not yet converged, are discarded.
The Monte Carlo summation provides valid inference, even though the Markov samples θt are
not independent (see for example Gelman et al. 1995, for more details). Slow mixing of the
Markov chain, resulting from very large auto-correlations among Markov samples, can present
a problem though, because it implies that the chain moves slowly in the distribution space
and might have to be run for a very large number of iterations. Thus, while in theory any
distribution can be used as a proposal distribution for Metropolis-Hastings sampling, as long as
it has positive probability for all possible realisations of the target distribution p, it is advisable
to choose a proposal distribution which is as close to p as possible, in order to achieve fast
convergence - and which also has a large variance ensuring fast mixing.
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Appendix B
Sampling from the Bayesian logistic
variable selection model
B.1 Gibbs sampling algorithm
In this section the Gibbs algorithm to sample from the logistic BVS model as proposed by
Holmes and Held (2006) is presented in detail. Recall from equation (3.69) that the joint
distribution is given as
p(βγ, γ, z, λ|X, y) ∝ p(y|z)p(z|λ, β, γ,X)p(βγ|γ)p(γ)p(λ),
where
p(λj) ∼ 1
4
√
λj
KS(0.5
√
λj) and
p(z|λ, β, γ,X) = N(Xγβγ, λ).
KS() denotes the Kolmogorov- Smirnov distribution. It is proposed to sample from this distri-
bution via the full conditionals p(z, λ|β, γ,X, y) and p(βγ, γ|z, λ,X). These distributions are
as follows
p(z, λ|β, γ,X, y) = p(z|β, γ,X, y)p(λ|z, β, γ,X)
p(zj|β, γ,X, y) =
 Logistic(xγjβγ, 1)I(zj > 0), yj = 1Logistic(xγjβγ, 1)I(zj ≤ 0), yj = 0 (B.1)
p(λj|z, β, γ,X) ∝ p(zj|λ, β, γ,X)p(λj) = N(xγjβγ, λj) 1
4
√
λj
KS(0.5
√
λj) (B.2)
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and
p(βγ, γ|z, λ,X) = p(γ|z, λ,X)p(βγ|γ, z, λ,X)
p(γ|z, λ,X) ∝ p(z|λ, γ,X)p(γ) = N(0, λ+XγvγX ′γ)
p∏
i=1
piγii (1− pii)1−γi (B.3)
p(βγ|γ, z, λ,X) = N(B∗γ , V ∗γ ) (B.4)
B∗γ = V
∗
γ X
′
γλ
−1z
V ∗γ = (X
′
γλ
−1Xγ + v−1γ )
−1.
From the conditional distributions (B.1), (B.3) and (B.4) we can sample directly, with various
algorithms available for updating γ, described in Section 3.3.1. Distribution (B.2) can be sam-
pled from efficiently in the following way, using a rejection algorithm introduced by Holmes
and Held (2006).
The acceptance probability is given as α(λj) =
`(r2j ,λj)p(λj)
Mg(λj)
with r2j = (zj − xγjβγ)2 and
`(r2j , λj) = p(zj|xγj, βγ, λj) = Nzj(xγjβγ, λj). Here, g(λj) is the rejection sampling density
g(λj) = c(|rj|)λ−1/2j exp(−0.5(
r2j
λj
+ λj)) with c(|rj|) being a normalising constant not depen-
dent on λj . This corresponds to a Generalised Inverse Gaussian distribution GIG(0.5, 1, r2j ) =
|rj|/IG(1, |rj|), where IG denotes an Inverse Gaussian distribution with probability density
function (Devroye 1986, p.148)
p(x) =
√
|rj|
2pix3
exp−|rj|(x− 1)
2
2x
(x ≥ 0).
This choice of rejection distribution leads to
α(λj) = exp(0.5λj)p(λj) = exp(0.5λj)ch(0.5
√
λj)(1− a1(0.5
√
λj) + a2(0.5
√
λj)− ...),
(B.5)
which is an alternate series expansion representation of KS(0.5
√
λj), i.e. the Kolmogorov-
Smirnov density, with terms ch(.) and a1(.), a2(.), ... as in Devroye (1986) (pp.161-167) and
Holmes and Held (2006), which allows for efficient sampling.
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B.2 Metropolis-Hastings acceptance probability for sampling
from p(βγ, γ|z, λ,X)
In the following, we derive the acceptance probability α(γ, βγ) for sampling from the condi-
tional distribution p(βγ, γ|z, λ,X) = p(γ|z, λ,X)p(βγ|γ, z, λ,X) in the logistic BVS model
by Holmes and Held (2006), using the add/delete Metropolis-Hastings sampler. In the add/delete
sampler, one indicator variable is selected at random from a uniform distribution (Uniform(1, ..., p))
and it is proposed to change its state: the proposal distribution q(γ∗) is given by
q(γ∗i ) =

γi if i 6= k
1 if i = k and γk = 0
0 if i = k and γk = 1
for i = 1, ..., p. (B.6)
Note that this implies
p(γ∗)q(γ)
p(γ)q(γ∗)
=

1−pik
pik
if γk = 1
pik
1−pik if γk = 0
, (B.7)
if p(γ) =
∏p
i=1 pi
γi
i (1− pii)1−γi is the prior distribution for γ. This results in the following
acceptance probability for updating (γ, βγ):
α(γ, βγ) = min
{
1,
p(β∗, γ∗|z, λ,X)
p(β, γ|z, λ,X)
q(γ, β)
q(γ∗, β∗)
}
(B.8)
= min
{
1,
p(γ∗|z, λ,X)p(β∗|γ∗, z, λ)
p(γ|z, λ,X)p(β|γ, z, λ)
p(β|γ, z, λ)q(γ)
p(β∗|γ∗, z, λ)q(γ∗)
}
= min
{
1,
p(z|λ, γ∗, X)
p(z|λ, γ,X)
p(γ∗)q(γ)
p(γ)q(γ∗)
}
= min
1,
C(γ∗) exp(−0.5z′(λ+Xγ∗vγ∗X ′γ∗)−1z)
C(γ) exp(−0.5z′(λ+XγvγX ′γ)−1z)
1− pik
pik if γk = 1
C(γ∗) exp(−0.5z′(λ+Xγ∗vγ∗X ′γ∗)−1z)
C(γ) exp(−0.5z′(λ+XγvγX ′γ)−1z)
pik
1− pik if γk = 0
 ,
where C(.) is a normalising constant, which will be defined later. When we apply the Sherman-
Morrison-Woodbury matrix inversion formula (e.g. Schott 1997) to the density p(z|λ,X, γ) we
get
p(z|λ, γ,X) = C(γ) exp(−0.5z′(λ+XγvγX ′γ)−1z) (B.9)
= C(γ) exp(−0.5z′(λ−1 − λ−1Xγ(v−1γ +X ′γλ−1Xγ)−1X ′γλ−1)z).
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From here it follows, using the relation between prior covariance vγ and posterior covariance
Vγ of βγ Vγ = (v−1γ +X
′
γλ
−1Xγ)−1 (see (3.64)):
p(z|λ, γ,X) = C(γ) exp(−0.5z′(λ−1 − λ−1XγVγX ′γλ−1)z) (B.10)
= C(γ) exp(−0.5z′λ−1z) exp(0.5z′λ−1XγVγX ′γλ−1z)
= C(γ) exp(−0.5z′λ−1z) exp(0.5B′γV −1γ Bγ),
because Bγ = VγX ′γλ
−1z (again see (3.64) with prior mean of βγ being bγ = 0). The normal-
ising constant C(γ) in the normal distribution p(z|λ, γ,X) is
C(γ) = (2pi)−n/2|λ+XγvγX ′γ|−1/2 (B.11)
= (2pi)−n/2|λ|1/2|I + λ−1XγvγX ′γ|−1/2
= (2pi)−n/2|λ|1/2|I +X ′γλ−1Xγvγ|−1/2
= (2pi)−n/2|λ|1/2|(v−1γ +X ′γλ−1Xγ)vγ|−1/2
= (2pi)−n/2|λ|1/2|V −1γ vγ|−1/2 = (2pi)−n/2|λ|1/2
|Vγ|1/2
|vγ|1/2 .
Hence, following from (B.8) by plugging in (B.10) and (B.11), the acceptance probability is
given as
α(γ, βγ) = min
1,
C(γ∗) exp(0.5B′γ∗V
−1
γ∗ Bγ∗)
C(γ) exp(0.5B′γV
−1
γ Bγ)
1− pik
pik if γk = 1
C(γ∗) exp(0.5B′γ∗V
−1
γ∗ Bγ∗)
C(γ) exp(0.5B′γV
−1
γ Bγ)
pik
1− pik if γk = 0
 (B.12)
= min
1,
|Vγ∗ |1/2|vγ|1/2
|Vγ|1/2|vγ∗|1/2
exp(0.5B′γ∗V
−1
γ∗ Bγ∗)
exp(0.5B′γV
−1
γ Bγ)
1− pik
pik if γk = 1
|Vγ∗ |1/2|vγ|1/2
|Vγ|1/2|vγ∗|1/2
exp(0.5B′γ∗V
−1
γ∗ Bγ∗)
exp(0.5B′γV
−1
γ Bγ)
pik
1− pik if γk = 0
 .
Note that the acceptance probability for a Gibbs sampler, updating either the complete γ vector
or a subset of components γI = (γi)i∈I by the conditional distribution p(γI |γ−I , z, λ,X), is
always equal to one:
α(γ, βγ) = min
{
1,
p(β∗γ , γ
∗|z, λ,X)
p(βγ, γ|z, λ,X)
q(βγ, γ)
q(β∗γ , γ∗)
}
= min
{
1,
p(β∗γ |γ∗, z, λ,X)p(γ∗|z, λ,X)
p(βγ|γ, z, λ,X)p(γ|z, λ,X)
p(βγ|γ, z, λ,X)p(γI |γ−I , z, λ,X)
p(β∗γ |γ∗, z, λ,X)p(γ∗I |γ∗−I , z, λ,X)
}
= min
{
1,
∏p
i=1 pi
γ∗i
i (1− pii)1−γ∗i∏p
i=1 pi
γi
i (1− pii)1−γi
∏
i∈I pi
γi
i (1− pii)1−γi∏
i∈I pi
γ∗i
i (1− pii)1−γ∗i
}
= 1. (B.13)
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B.3 Sampling from a tempered distribution
When the parallel tempering algorithm is applied to the logistic BVS model in Chapter 7, the
hierarchical model is as follows.
yj =
 1 if zγj > 00 otherwise
zγj = xγjβγ + ²j
²j ∼ N(0, Tλj)
λj = (2φj)
2
φj ∼ Kolmogorov-Smirnov (i.i.d.)
βγ ∼ N(bγ = 0, vγ = c2Ipγ )
γ ∼ p(γ) =
p∏
i=1
piγii (1− pii)1−γi .
This corresponds to the joint posterior distribution
pT (βγ, γ, z, λ|X, y) ∝ pT (βγ, γ, z, λ, y|X)
= p(y|z)pT (z|λ, β, γ,X)p(βγ|γ)p(γ)p(λ),
where the prior distributions p(γ), p(βγ), and p(λj) ∼ 1
4
√
λj
KS(0.5
√
λj) are as previously,
but the likelihood pT (z|λ, β, γ,X) = Nz(Xγβγ, Tλ) is tempered with a temperature parameter
T > 1, which is a scalar factor multiplied to the diagonal covariance matrix λ. Sampling is
done via a Gibbs algorithm corresponding to the algorithm described in Appendix B.1, i.e. we
sample from the full conditionals pT (z, λ|β, γ,X, y) and pT (βγ, γ|z, λ,X) with
• pT (z, λ|β, γ,X, y) = pT (z|β, γ,X, y)pT (λ|z, β, γ,X) with
– pT (zj|β, γ,X, y) =
 Logistic(xγjβγ,
√
T )I(zj > 0), yj = 1
Logistic(xγjβγ,
√
T )I(zj ≤ 0), yj = 0
– pT (λj|z, β, γ,X) ∝ pT (zj|λ, β, γ,X)p(λj) = N(xγjβγ, Tλj) 1
4
√
λj
KS(0.5
√
λj)
• pT (βγ, γ|z, λ,X) = pT (γ|z, λ,X)pT (βγ|γ, z, λ,X) with
– pT (γ|z, λ,X) ∝ pT (z|λ, γ,X)p(γ) = N(0, Tλ+XγvγX ′γ)
∏p
i=1 pi
γi
i (1− pii)1−γi
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– pT (βγ|γ, z, λ,X) = N(B∗γ, V ∗γ )
whereB∗γ = V
∗
γ X
′
γ(Tλ)
−1z and V ∗γ = (X
′
γ(Tλ)
−1Xγ+v−1γ )
−1. Note thatN(0, Tλ+
XγvγX
′
γ) = N(0, T (λ
−1 − λ−1XγT−1V ∗γ X ′γλ−1)−1) according to the Sherman-
Morrison-Woodbury matrix inversion formula (Schott 1997).
For a more detailed derivation of these formulae refer to the paragraph below. When proposing
to exchange the values of θ1 = (βγ1, γ1, λ1, z1) sampled from the distribution of temperature
T1 and θ2 = (βγ2, γ2, λ2, z2) from the distribution of temperature T2, then the acceptance prob-
ability α12 is given as
α12 = min
{
1,
pT1(z2|β2, γ2, λ2, X2)pT2(z1|β1, γ1, λ1, X1)
pT2(z2|β2, γ2, λ2, X2)pT1(z1|β1, γ1, λ1, X1)
}
= min
{
1,
Nz2(Xγ2βγ2, T1λ2)Nz1(Xγ1βγ1, T2λ1)
Nz2(Xγ2βγ2, T2λ2)Nz1(Xγ1βγ1, T1λ1)
}
= min
{
1,
((2pi)n|T1λ2|)−1/2 exp(− 12T1 (z2 −Xγ2βγ2)′λ−12 (z2 −Xγ2βγ2))
((2pi)n|T2λ2|)−1/2 exp(− 12T2 (z2 −Xγ2βγ2)′λ−12 (z2 −Xγ2βγ2))
×
((2pi)n|T2λ1|)−1/2 exp(− 12T2 (z1 −Xγ1βγ1)′λ−11 (z1 −Xγ1βγ1))
((2pi)n|T1λ1|)−1/2 exp(− 12T1 (z1 −Xγ1βγ1)′λ−11 (z1 −Xγ1βγ1))
}
= min
{
1, exp
(
(
1
T1
− 1
T2
)
× (−1
2
(z2 −Xγ2βγ2)′λ−12 (z2 −Xγ2βγ2) +
1
2
(z1 −Xγ1βγ1)′λ−11 (z1 −Xγ1βγ1))
)}
.
Adopting the Gibbs sampler from the untempered to the tempered model In this para-
graph we derive how the conditional distributions in the Gibbs sampler change from the un-
tempered to the tempered distribution (as outlined above).
• pT(zj|β, γ,X,y): Show that
pT (z|m) =
∫
pT (z|m,λ)p(λ)dλ =
∫
Nz(m,Tλ)
1
4
√
λ
KS(0.5
√
λ)dλ (B.14)
= Logistic(m,
√
T ) =
1√
T
exp(−z −m√
T
)(1 + exp(−z −m√
T
))−2 :(B.15)
It is known that
p(z) =
∫
p(z|λ)p(λ)dλ =
∫
Nz(0, λ)
1
4
√
λ
KS(0.5
√
λ)dλ (B.16)
= Logistic(0, 1) = exp(−z)(1 + exp(−z))−2. (B.17)
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It is easy to see that the variable y =
√
Tz +m has the density from equation (B.15) if z
has the standard logistic density (equation B.17). Hence, the same variable transforma-
tion will change the integral in equation (B.16) to the form in equation (B.14).
• pT(λj|z, β, γ,X): Rejection sampling with acceptance probability
α(λj) =
`(r2j ,λj)p(λj)
Mg(λj)
with r2j = (zj − xγjβγ)2 and `(r2j , λj) = pT (zj|xγj, βγ, λj) =
Nzj(xγjβγ, Tλj).
Here, g(λj) is the rejection sampling density g(λj) = Tc(|rj|)(Tλj)−1/2 exp(−0.5( r
2
j
Tλj
+
Tλj)) with c(|rj|) being a normalising constant not dependent on T and λj (linear trans-
formation λj = T−1X where X ∼ GIG(0.5, 1, r2j ) = |rj|/IG(1, |rj|), GIG denoting
the Generalised Inverse Gaussian and IG the Inverse Gaussian densities).
This leads to
α(λj) = exp(0.5Tλj)T
−1p(λj)
= exp(0.5Tλj)T
−1ch(0.5
√
λj)(1− a1(0.5
√
λj) + a2(0.5
√
λj)− ...),
where ch and a1, a2, ... are from an alternate series expansion for the Kolmogorov-
Smirnov density KS(0.5
√
λj), equivalently to the untempered situation.
• pT(γ|z, λ,X): With pT (z|γ, β, λ,X) = Nz(Xγβγ, Tλ) and p(βγ|γ) = Nβγ (bγ = 0, vγ =
c2Ipγ ) it follows for the marginal distribution (e.g. Lindley and Smith 1972)
pT (z|γ, λ,X) =
∫
pT (z|β, γ, λ,X)p(βγ|γ)dβγ = Nz(0, Tλ+XγvγX ′γ).
• pT(βγ|γ, z, λ,X): With pT (z|β, γ, λ,X) = Nz(Xγβγ, Tλ) and p(βγ|γ) = Nβγ (bγ =
0, vγ = c
2Ipγ ) it follows for the posterior distribution (Lindley and Smith 1972)
pT (βγ|γ, z, λ,X) = N(Bγ, Vγ)
Vγ = (X
′
γ(Tλ)
−1Xγ + v−1γ )
−1
Bγ = VγX
′
γ(Tλ)
−1z.
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Appendix C
Comparing the characteristics of gene
expression profiles derived by univariate
and multivariate classification methods1
1This chapter has appeared as: M. Zucknick, S. Richardson, E.A. Stronach (2008). Compar-
ing the Characteristics of Gene Expression Profiles Derived by Univariate and Multivariate Classification
Methods. Statistical Applications in Genetics and Molecular Biology, 7(1): article 7. Available at:
http://www.bepress.com/sagmb/vol7/iss1/art7.
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Abstract
One application of gene expression arrays is to derive molecular profiles, i.e. sets of genes, which dis-
criminate well between two classes of samples, for example between tumour types. Users are confronted
with a multitude of classification methods of varying complexity that can be applied to this task. To help
decide which method to use in a given situation, we compare important characteristics of a range of
classification methods, including simple univariate filtering, the penalised likelihood methods lasso and
ridge regression and elastic net, as well as random forest with and without variable selection.
In addition to classification accuracy, the biological interpretability of molecular profiles is also
important. This implies both parsimony and stability, in the sense that profiles should not vary much
when there are slight changes in the training data. We perform a random resampling study to compare
these characteristics between the methods and across a range of tuning parameter values. We measure
stability by adopting the Jaccard index to assess the similarity of resampled molecular profiles.
We carry out a case study on five well-established cancer microarray data sets, for two of which
we have the benefit of being able to validate the results in an independent data set. The study shows
that those methods which produce parsimonious profiles generally result in better prediction accuracy
than methods which don’t include variable selection. For very small profile sizes, the sparse penalised
likelihood methods tend to result in more stable profiles than univariate filtering while maintaining
similar predictive performance.
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C.1 Introduction
Gene expression microarray technologies allow the study of the simultaneous mRNA expres-
sion of thousands of genes and their comparison between different samples and under varying
conditions. Of special interest is the construction of gene expression profiles for classifica-
tion, for example of tumours, or to predict pathological characteristics and clinical outcomes of
complex diseases such as cancer. A wide variety of classification methods have been applied
to this task (for an overview see Dudoit et al. 2002, Dupuy and Simon 2007) and biologists and
clinicians are confronted with a multitude of methods of different complexities. Thus, it is a
difficult task to decide which method is best in a given context.
To help with this decision, we here compare the most important characteristics of a range
of classification methods, from simple univariate filtering to penalised likelihood methods and
state-of-the-art machine learning algorithms. We restrict ourselves to the binary classification
problem, but all methods can be generalised to situations where one wants to discriminate
between more than two classes.
It is an additional complicating factor that often there are several potentially contrasting
aims involved. One very important goal is to construct gene expression profiles which have a
good prediction accuracy, i.e. which are able to classify new samples with a small misclassifi-
cation error. An additional aim is that the expression profiles can be interpreted in biological
terms and provide insight into the data structure (e.g. Dudoit et al. 2002, Somorjai et al. 2003,
Díaz-Uriarte and Alvarez de Andrés 2006). This implies parsimony, that is that profiles should
contain only a relatively small number of genes, which can then be followed up by litera-
ture searches and functional experiments to determine their role in the biological processes
influencing the phenotype of interest. A third desirable property, that is also related to the
interpretability of profiles, is their stability in the sense that the set of genes selected into the
molecular profile and the associated predictive performance should not vary much when the set
of samples used for training is altered slightly (e.g. Díaz-Uriarte and Alvarez de Andrés 2006).
A basic principle of statistical analysis is to provide measures of uncertainty for all esti-
mates. This also applies to molecular profiles derived from microarray gene expression data
(Michiels et al. 2005, Ein-Dor et al. 2005, Simon 2006). This means that the uncertainty of
genes associated with their inclusion in the profile should be assessed as well as the probability
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for a particular profile to be selected relative to other possible solutions. Here we address this
issue by estimating the instability in molecular profiles using a resampling setup, where the
data are repeatedly randomly split into training and validation data and the molecular profiles
associated with each of the splits are compared. A perfectly stable profile would contain the
same genes for all training/validation splits. We propose to use the Jaccard similarity measure
to assess how similar the profiles for all data splits are.
The assessment of uncertainty is particularly important for data coming from high-throughput
technologies such as gene expression microarrays, because for these data sources a large amount
of instability is expected for two reasons. Firstly, such data are associated with large technical
and biological variation leading to low signal-to-noise ratio. And secondly, the data are high-
dimensional and usually comprise many more variables (p) than samples (n), which introduces
multi-collinearity in the input data matrix leading to instability in the estimation procedure.
This is known as the “large p, small n” problem.
One way of solving this problem is by using a univariate filtering method to reduce the
number of variables (e.g. Golub et al. 1999, Dudoit et al. 2002, van’t Veer et al. 2002). How-
ever, expression levels are often quite highly correlated between genes, because genes are
co-regulated or act in the same biological pathways. Univariate approaches do not take the
correlation structure into account, in contrast to multivariate methods. Multivariate approaches
that are capable of handling p >> n data sets include penalised likelihood methods where a
penalty term added to the log-likelihood function enforces unique parameter estimates. Here,
we employ and compare the L1- and L2-penalties which correspond to the lasso (Tibshirani
1996) and ridge (Hoerl and Kennard 1970) logistic regression models, as well as the elastic
net which combines both penalties (Zou and Hastie 2005). Another approach comes from the
machine learning community, where ensemble methods have been used extensively. These
methods build powerful classifiers from many weak simple classifiers. Here, we apply random
forests as a representative from this class of methods, since they have been shown to perform
very well in the context of microarray data, especially when the method is combined with an
additional variable selection step (Breiman 2001, Díaz-Uriarte and Alvarez de Andrés 2006).
In the following section, the classification methods to derive molecular profiles are de-
scribed, the resampling setup used to assess the stability of profiles is specified and measures
for quantifying stability are characterised. The methods are applied to five publicly available
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microarray gene expression data sets which are introduced in Section C.3; for two of these
independent data are available for validation. The results are presented in Section C.4 and the
paper concludes with a discussion.
C.2 Methods
C.2.1 Classification methods
We compare several binary classification methods, and use the logistic regression model for all
methods except the random forest:
logit(p(Y = 1|X)) = Xβ,
where X ∈ Rn×p is the matrix of gene expression values, β ∈ Rp denotes the vector of
regression coefficients and Y ∈ {0, 1}n is the binary response vector.
For all methods the amount of shrinkage and thus the sizes of the molecular profiles and
their prediction performances depend on tuning parameters. For the univariate method this
is simply the number of genes p∗ chosen to be included in a profile, while for the penalised
regression methods they are the penalty parameters for the L1 and L2 norms λ1 and λ2. Several
parameters can be tuned for the random forest methods, the most important one being number
of variables to be considered for node splits in the decision trees. However, Díaz-Uriarte and
Alvarez de Andrés (2006) perform an extensive sensitivity analysis and come to the conclusion
that the performance of random forests is quite insensitive to the choice of tuning parameter
values, and we follow their suggestions for the choice of parameter values for microarray data
analyses.
For most analyses the statistical computing package R (R Development Core Team 2006)
was used, in particular the affy library for data pre-processing of the Affymetrix data sets
and the glm library for univariate logistic regression analyses. The R library glmpath was
used for the elastic net and the randomforest and varSelRF libraries for random forest
without and with variable selection, respectively. Ridge and lasso regression analyses were
carried out with the BBR software by Genkin et al. (2007).
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Univariate filtering
Univariate filtering methods select a small number of gene variables based on univariate statis-
tics assessing the potential of individual genes for class prediction. Here, we use the gene
effects estimated by logistic regression models fitted for each gene variable separately plus op-
tionally any clinical covariates. The p∗ “best” genes with the largest absolute effects |βˆ|/s.e.(βˆ)
(where βˆ is the regression coefficient estimate and s.e.(βˆ) its observed standard error) are se-
lected and together they build the molecular profile. Since this molecular profile does not
directly correspond to a statistical model for prediction, a second analysis step has to be under-
taken where the selected genes are used in a binary classification method.
Nearest-centroid classification (NC) The simple nearest-centroid classification rule has of-
ten been applied successfully to gene expression data (e.g. van’t Veer et al. 2002, Michiels et al.
2005). First, centroids, i.e. mean average profiles, are constructed for each class based on the
training data available for the selected genes in the molecular profile. New samples are then
assigned to the class whose centroid is closer to the sample based on a similarity (or distance)
measure, here Pearson’s correlation r. That is, for two classes 0 and 1, a sample with gene
expression profile x = (x1, ..., xp∗) is assigned to class 1 iff
r(x, x¯1) > r(x, x¯0), (C.1)
where x¯k (k ∈ {0, 1}) is the mean expression vector (centroid) in the training samples of class
k.
Diagonal linear discriminant analysis (DLDA) Dudoit et al. (2002) compared various clas-
sification rules for the univariate filtering approach. They selected between 10 and 200 variables
in several microarray data sets and found that simple classification methods generally outper-
formed more complex methods in this context. In particular, diagonal linear discriminant anal-
ysis was found to perform very well. DLDA is similar to the nearest-centroid method, except
that here the sample variances are taken into account. Sample x = (x1, ..., xp∗) is assigned to
class 1 rather than class 0 iff
p∗∑
i=1
(xi − x¯1i)2
s2i
<
p∗∑
i=1
(xi − x¯0i)2
s2i
, (C.2)
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where s2i is the i
th diagonal element of the pooled variance estimate of the diagonal covariance
matrix Σ, which is assumed to be the same for both class populations.
Multivariate penalised regression
Ridge regression The ridge estimator βˆ2 (Hoerl and Kennard 1970) is the penalised max-
imum likelihood solution of a regression problem, where a penalty term is imposed on the
log-likelihood function `(β) which is proportional to a tuning parameter λ2 > 0. For logistic
regression the log-likelihood is given as
`(β) = log p(Y |X, β) = −
n∑
j=1
log(1 + exp(−YjXTj β)). (C.3)
The penalty term contains the sum of squared regression coefficients
∑p
i=1 β
2
i (i.e. the L2 norm
of β), so that the ridge regression estimator for a fixed penalty parameter λ2 is given as
βˆ2 = argmax
β
(`(β)− λ2
p∑
i=1
β2i ). (C.4)
Finding the ridge regression solution is equivalent to determining the maximum a posteriori
(MAP) estimate of the Bayesian regression model with independent and identical Gaussian
priors βi ∼ N(0, τ2 > 0) on each parameter βi, where the prior variance τ2 is related to the
penalty parameter λ2 by τ2 = 1/(2λ2).
Lasso regression Lasso regression (Tibshirani 1996) is similar to ridge regression, with the
only difference being that here the L1 norm of the regression coefficient vector λ1||β||1 =
λ1
∑p
i=1 |βi| is used, instead of the L2 norm, leading to the optimisation problem
βˆ1 = argmax
β
(`(β)− λ1
p∑
i=1
|βi|) (C.5)
The penalised likelihood solution with the L1 norm corresponds to the MAP estimate for the
Bayesian regression model with independent, identical Laplace (also called double exponential)
distributions with mean 0 and variance τ1 = 2/λ21 as priors on the β parameters.
Elastic net (ENet) The naïve elastic net simply uses both L1 and L2 penalty terms in the
penalised log-likelihood function:
βˆ12 = argmax
β
(`(β)− λ1
p∑
i=1
|βi| − λ2
p∑
i=1
β2i ) (C.6)
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However, this results in over-shrinkage when compared to the lasso (Zou and Hastie 2005),
and the estimates for β from the naïve elastic net are scaled to determine the final elastic net
estimates:
βˆEN = (1 + λ2)βˆ12. (C.7)
The L1-penalty has the advantage of automated variable selection over the L2-penalty.
This implies that for the lasso and the elastic net, the estimated effect of most variables will be
shrunk to zero, effectively excluding them from the set of relevant covariates. Note that for the
lasso method there is a practical restriction on the maximum number of variables which can be
selected, which depends on the sample size n and number of variables p: min(n − 1, p) (Zou
and Hastie 2005). This restriction does not apply to the elastic net.
All the estimated penalised regression models can be directly used for class prediction,
since the logistic regression model provides probability estimates for class membership. A
sample is predicted as belonging to a class, if the estimated class probability is larger than 1/2.
Random forest (RF) and varSelRF
The random forest classifier (Breiman 2001) is an example of the class of ensemble classifi-
cation algorithms, which combine the outputs of many “weak” classifiers, in this case classifi-
cation trees, to produce a powerful ensemble. The random forest can be successful in dealing
with the multi-collinearity of “large p, small n” applications, because it combines two ideas to
help find as many of the multiple best solutions as possible: firstly, it uses repeated bootstraps,
that is each tree is grown using a different bootstrap sample of the data, and secondly it also
employs random subspace selection, i.e. it only uses a random subset of all available variables
to grow each tree. Because of this, for p >> n data it is likely that most or all variables will
get used in node splits for some of the trees. The final classification is the mode of the classifi-
cations of all trees: the random forest chooses the class that has been decided by the majority
of trees.
While random forests can deal with p >> n data, it has been found that the classification
performance can be improved if the classifier is combined with a variable selection step so that
only a small number of variables get used in the entire forest, see Díaz-Uriarte and Alvarez de
Andrés (2006). There, the performance of random forests is compared to the varSelRF method,
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which implements variable selection by iteratively fitting random forests and discarding the
variables which get used as nodes least often.
C.2.2 Multiple random validation study setup
We employ a multiple random validation setup (e.g. Michiels et al. 2005), where the data are
repeatedly randomly divided into training data and validation data. We perform 50 random
samplings, each with a ratio of 2:1 for the size of training to validation sample sizes. The
resampling scheme is outlined in Table C.1.
Table C.1: Resampling study setup for comparison of the characteristics of the classification methods.
For k = 1, ...,m (m = 50):
• Divide data randomly, assigning 2/3 of the samples into a training set k and the remaining 1/3
into a validation set k (optionally, fix class proportions).
• For all classification methods, and for a set choice of tuning parameter values, fit classification
model using training data set k and find molecular profile k.
• Apply fitted model to validation data k and assess prediction performance in terms of percentage
of misclassified validation samples
C.2.3 Assessing the instability of molecular profiles
We view stability of gene expression profiles in terms of whether the same genes get selected
for different training data sets. Naturally, this concept does not apply to those classifiers that use
all the gene variables. Hence, we only assess the stability for those methods that do incorporate
feature selection.
In the microarray literature most attempts to evaluate the stability of gene expression pro-
files for classification have focussed on resampling setups such as bootstrapping (Díaz-Uriarte
and Alvarez de Andrés 2006) or repeated splits into training and validation subsets (Michiels
et al. 2005). Examples include the approach taken by Díaz-Uriarte and Alvarez de Andrés
(2006), Davis et al. (2006), Ma et al. (2006) and others, who argue that if gene sets are stable
then the majority of genes will be included in most sets. Consequently, they use the inclusion
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frequencies to derive a single measure of stability, e.g. by averaging over the frequencies of all
genes that get included at least once.
Another approach is to use the size of the intersection between gene sets. For example,
Ein-Dor et al. (2005) consider all
(
m
2
)
pairwise comparisons between any two of the m = 50
gene sets and use the average of the sizes of the pairwise intersections as a single summary
measure. Michiels et al. (2005) and Davis et al. (2006) use a generalisation of the joint inter-
section between all m gene sets, by considering the proportion of genes that get selected into
> 50% or > 75% of all m profiles. Note that these approaches do not take the relative sizes of
the gene sets into account, so that one cannot compare the stability of a classifier that produces
large profiles with one producing very small profiles.
To reflect this, Blangiardo and Richardson (2007) propose the ratio of observed to expected
size of intersection in a situation where gene sets are independent. However, in our resampling
setup the gene sets are not independent since the various training subsets partly overlap, and
in the absence of independence the expected size of intersection is difficult to obtain without
computationally demanding data-dependent permutation studies.
In addition, relying on the size of the intersection between sets as a measure of similarity
between the sets is not satisfactory in itself, because the intersection size does not fulfill several
criteria (outlined in the next section) that are desirable in this context.
Similarity indices
There is a wide variety of similarity measures available for the comparison of sets (see Simpson
1960, Hazel 1970, Sokal and Sneath 1973, and others). Measures ρ(Z1, Z2) for the comparison
of two discrete sets Z1 and Z2 are usually based on the two-by-two table counting the presences
and absences in both sets (Table C.2).
Table C.2: 2× 2 table counting presences (1) and absences (0) in gene sets Z1 and Z2.
Z1
1 0
Z2 1 a b
0 c d
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Generally, the gene expression profiles will be parsimonious, so that the number of present
genes will be much smaller than the number of absent genes. Because of this we consider the
presence of a gene in two profiles to contribute more to the similarity of these profiles than
its absence and prefer measures which are independent of the value of d. In addition, the
measure should also have a number of other desirable properties (e.g. Janson and Vegelius
1981, Sepkoski Jr. 1974), in particular
• symmetry: ρ(Z1, Z2) = ρ(Z2, Z1),
• homogeneity: ρ(Z1, Z2) does not change if the numbers a, b, and c are multiplied by the
same constant, and
• boundedness: min(ρ(Z1, Z2)) = 0 and max(ρ(Z1, Z2)) = 1,
and ρ(Z1, Z2) = 0⇔ a = 0, ρ(Z1, Z2) = 1⇔ b = c = 0.
Note that the simple intersection size a, which seems an obvious choice and has been
proposed often (see the previous section), does not fulfill the homogeneity and boundedness
criteria. This means that one cannot compare the values of a(Z1, Z2) and a(Z3, Z4) computed
for different pairs of sets, especially if the sets are of different sizes and hence the maximum
possible value of a is different for both cases. Three popular measures that do fulfill the re-
quirements and are better suited for comparisons are:
• Jaccard’s index (Jaccard 1901) ρj(Z1, Z2) = aa+b+c = #(Z
1∩Z2)
#(Z1∪Z2)
• Dice-Sorensen’s index (Dice 1945) ρd(Z1, Z2) = 2a2a+b+c
• Ochiai’s index (Ochiai 1957) ρo(Z1, Z2) = a√a+b√a+c .
The Jaccard index is the ratio of set intersection size to set union size, which makes it intuitive
and easy to interpret. The Dice-Sorensen and Ochiai indices can be interpreted as the harmonic
and geometric means of the ratios a/(a + b) and a/(a + c), respectively. The Dice-Sorensen
and Jaccard indices are very similar and in fact are increasing functions of each other with
ρd = 2ρj/(1 + ρj) and ρj = ρd/(2 − ρd), so that for the purpose of comparison of different
similarity values the two indices are equivalent. In our applications we found the harmonic
mean index (Dice-Sorensen) and geometric mean index (Ochiai) to be very similar (see Figure
C.5 in Appendix C.A for one data set). Hence, throughout the paper we only show the results
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for the Jaccard index as a representative of the three similarity indices because it is arguably
the most popular of the three measures.
The indices assess the similarity between pairs of sets, so in order to compare m > 2 sets
we compute the indices of all possible
 m
2
 combinations of pairs of sets and assess the
empirical distributions of these values.
C.3 Data
We apply the resampling scheme and assess the predictive accuracy and stability of the molecu-
lar profiles derived from the methods described in the previous section to five publicly available
gene expression data sets, which are summarised in Table C.3. In the resampling scheme, the
samples are assigned randomly to either training or validation subset without restriction. An ex-
ception is the ovarian cancer data set, where only 17% of all samples belong to the less frequent
class. Here, to ensure that all subsets contain samples from both classes, the class proportions
in all training and validation subsets are fixed to be the same as in the complete data.
In addition, for two of the data sets (breast and ovarian cancer) independent validation
data sets are available. The breast cancer validation data (van de Vijver et al. 2002) have been
generated by the same centre using the same platform and protocols as in the original study by
van’t Veer et al. (2002). We only include samples in the validation set that were not part of the
original study. In addition, we restrict our validation samples to lymph-node negative patients
only, since that was an inclusion criterion for the original study.
In the instance of the ovarian cancer validation data the validation samples have been col-
lected and processed by a different team in a study conducted independently from the original
study by Schwartz et al. (2002). However, both study groups have very similar clinical charac-
teristics and outcome data (Lu et al. 2004) and it is reasonable to assume that both groups come
from comparable populations.
All gene expression data were generated using Affymetrix oligoarrays (although with sev-
eral different chip types), except the breast cancer expression data, which were generated with
Agilent two-colour arrays. All Affymetrix data are pre-processed and normalised in the same
way using RMA background-correction (Irizarry et al. 2003) and loess regression for array nor-
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Table C.3: Main characteristics of gene expression microarray data sets used. Data sets in italics and
brackets are used as validation data. p n Response Chip type
(binary)
Ovarian cancer - 7129 104 tumour type HuGeneFL
Schwartz et al. (2002) (mucinous/clear-cell vs.
(Lu et al. 2004) 12625 42 endometrioid/serous) U95Av2
Leukaemia 7129 72 tumour type HuGeneFL
(ALL/AML) - (ALL vs. AML)
Golub et al. (1999)
Prostate cancer - 12625 102 tumour vs. normal U95Av2
Singh et al. (2002)
Breast cancer - 4770 97 metastasis-free survival Agilent
van’t Veer et al. (2002) (≤ 5 yrs vs. > 5 yrs)
(van de Vijver et al. 2002) 4770 87 Agilent
Acute myeloid leukaemia 22283 273 normal vs. abnor- U133A
(AML/karyotype) - mal karyotype
Valk et al. (2004)
malisation (Cleveland 1979). An exception is the ALL/AML data set where the pre-processed
data provided by the R package golubEsets were used.
All Affymetrix data are centered and scaled to zero mean and unit variance for all gene
variables in the binary classification analysis. The Agilent data are normalised in the same way
as described in the original paper (van’t Veer et al. 2002). After filtering and removing the
small proportion of genes with missing values, 4770 genes remain for analysis.
Note that for the breast cancer data set, clinical data, which are known predictive factors
for breast cancer progression, are available in addition to the gene expression data. These are
patient age, tumour grade, tumour diameter and angioinvasion. Since the interest is in devel-
oping molecular profiles which can improve on predictive accuracy on top of known clinical
factors, the clinical data are included in all classification methods and their effects are not al-
lowed to be shrunken by the penalised likelihood methods nor to be removed from the active
variable set in all other methods.
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C.4 Results
Each of the five data sets is randomly split into training and validation subset m = 50 times.
For each of the data sets all classification methods are fitted to each of the 50 training subsets
for a range of tuning parameter values.
The tuning parameter values are carefully chosen to cover a wide range of models and
model sizes. For univariate filtering the number of variables to be selected is p∗ ∈ {5, 10, 50,
100, 500}, since we assume that the inclusion of more than 500 gene variables will not result
in further improvement of the predictive accuracy. For the Affymetrix data sets the ridge and
lasso penalty parameters were chosen so that the corresponding prior variances τ range from
0.01 to 100 for lasso and from 10−5 to 1 for ridge regression (both on the log10 scale). For lasso
regression, the smallest profiles with τ = 0.01 usually contain less than 5 genes (an exception
is the AML/karyotype data set). Since the data are normalised to have unit variance, the choice
τ = 100 reflects an extremely large prior variance compared to the sample variances and
induces very little shrinkage. Recall that in ridge regression no sparsity is induced, and hence
the profile sizes cannot be used to determine the range of values for the penalty parameter.
Instead, preliminary test runs were performed to ensure that the range of models with best
prediction accuracy is covered for all data sets. Since the Agilent data are pre-processed and
normalised in a different way to the Affimetrix data, slightly different penalty parameter values
had to be chosen to cover the entire range of models (τ1 ∈ {10−3, 10−2.5, 10−2, 10−1.5, 10−1}
for lasso and τ2 ∈ {10−6, 10−5, 10−4, 10−3, 10−2} for ridge). Note that for the elastic net two
tuning parameters exist, which regulate the size of the L1- and L2-penalty terms, respectively.
Here, we use a fixed penalty for the L2-term (λ2 = 1) and vary the size of the L1-penalty
parameter λ1 from zero, resulting in the largest possible profiles, which are of comparable sizes
to the largest observed lasso profiles, to a value large enough to induce maximum sparsity, i.e.
so that no genes are included in the model.
C.4.1 Prediction accuracy
The fitted models can be applied to the corresponding validation subsets, where we record
the proportion of misclassified samples as a measure of prediction accuracy, resulting in 50
misclassification error values per data set and fitted model, which are summarised as boxplots
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in Figure C.1. We focus on the median values as the main measure for comparisons between
methods. Note that for the elastic net (ENet) the misclassification rates can be quite large for
very small molecular profiles, i.e. where the largest penalties are applied, but they quickly
decrease and level off when the penalty is decreased and more genes are allowed to enter the
model. For all of the data sets except the ALL/AML data, for univariate filtering (NC and
DLDA) the misclassification rates decrease first but then rise again when increasing the profile
size p∗, especially when applying diagonal linear discriminant analysis (DLDA).
Note that because we want to compare characteristics of molecular profiles of different
sizes, we do not tune the classification methods to optimise their performances in terms of
minimal misclassification errors, i.e. we do not attempt to choose “optimal” tuning parameter
values among those values presented alongside each other in Figure C.1. Because of this there is
no need to include an internal cross-validation or bootstrapping step within each of the m = 50
training/validation splits of the data. This would be necessary for an unbiased estimation of
the generalisation error in order to avoid over-fitting when tuning parameters of classification
methods.
The predictive accuracies that can be achieved by gene expression profiles vary widely
between data sets. The first three data sets (ovarian cancer, ALL/AML, and prostate cancer)
are easily separable, and the minimum median error rates correspond to as little as only one or
two misclassified samples for the ovarian and prostate cancer data. Classification is not so easy
for the last two data sets (breast cancer and AML/karyotype), where the best median error rates
achieved are about 30%. This reflects the idea that different types of outcome data are more
or less related to gene expressions. For example, tissue or tumour type can be explained to a
large degree by gene expression, as we observe for the first three data sets. On the other hand,
making a prognosis for cancer survival is a much more complex problem which is influenced
to a large degree by environmental factors, as well as additional genetic factors other than just
gene expression levels. This is in part reflected by the fact that for our breast cancer data, where
clinical covariates are available, the use of these clinical variables alone for classification be-
tween patients with favourable and unfavourable survival prognosis already achieves a median
misclassification proportion of 39%. So the additional inclusion of gene expression data as
predictors only reduces the median error rate from 39% to about 30%.
In general, prediction performances of the lasso, elastic net, and univariate filtering meth-
219
Ovarian cancer
%
 m
isc
la
ss
ific
at
io
n
0
10
20
30
40
50
5 10 50 10
0
50
0 5 10 50 10
0
50
0
71
29 2 7 12 17 21 2 3 3 3 4 5 5 6 6 7 8 9 10 11 12 13 14 15 16 17 19 21 22 23
48
23 3
ALL/AML
%
 m
is
cl
as
si
fic
at
io
n
0
10
20
30
40
50
5 10 50 10
0
50
0 5 10 50 10
0
50
0
71
29 2 12 18 21 24 3 4 5 6 7 8.
5 10 11 12 13 14 15 16 16 17 18 19 19
19
.5 20 21
46
10 4
Prostate cancer
%
 m
isc
la
ss
ific
at
io
n
0
10
20
30
40
50
5 10 50 10
0
50
0 5 10 50 10
0
50
0
12
62
5 5
18
.5
29
.5
34
.5 38 3 4 5 6 6.
5 7 8 9 10 12
13
.5
15
.5 18
19
.5
21
.5 23 24 25 26 27
27
.5 30
30
.5 31
85
18
.5 12
Breast cancer
%
 m
isc
la
ss
ific
at
io
n
0
10
20
30
40
50
5 10 50 10
0
50
0 5 10 50 10
0
50
0
47
70 4 13 23 29 32 2 3 5.
5 9 13 18 24 28 34 41 46 51 56
46
69
.5 14
AML/karyotype
median profile size
%
 m
isc
la
ss
ific
at
io
n
20
30
40
50
5 10 50 10
0
50
0 5 10 50 10
0
50
0
22
28
3 34
93
.5
11
8.
5
12
9
13
8 8 11 16 22 28 36 43 49 56 62 68 74 80 85 88 92 96 99 10
1
10
3
10
7
10
9
11
1
11
3
11
5
11
7
20
58
6
76
.5
NC DLDA Ridge Lasso ENet RF varSelRF
Figure C.1: Boxplots of predictive performances in terms of proportion of misclassified validation
samples shown for a range of tuning parameter values. The median profile sizes (averaging across
the 50 resampling sets) corresponding to each parameter value are indicated for all methods below the
corresponding boxplots. The orange lines represent the baseline classification rates, where all samples
are assigned to the most frequent class.
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ods all seem to be comparable in the sense that for all data sets we observe similar minimum
values of the median error rates between these methods. There is not much difference between
the two sparse penalised likelihood methods (lasso and elastic net); the additional L2-penalty
term introduced in the elastic net does not seem to improve the prediction accuracy. Remember
that the two univariate filtering methods only differ in the final classifier applied to the selected
genes; the gene lists themselves are identical. Despite this, the prediction performances can
somewhat differ. In particular, DLDA achieves smaller median error rates than the nearest
centroid (NC) methods for the prostate cancer and AML/karyotype data.
For the classification methods that do not perform automatic variable selection, i.e. ridge
regression and the random forest (RF), the prediction performances are comparable to the other
methods for some data sets (with equal or slightly larger median error rates), but in some cases
they perform substantially worse. For example, both ridge regression and random forest have
higher misclassification errors in the ovarian and breast cancer data, and in addition the random
forest has higher error rates when applied to the prostate cancer data. The varSelRF method
(random forest with variable selection) tends to have smaller prediction errors than the random
forest without variable selection, except in the ALL/AML data set.
C.4.2 Ranking genes by their profile inclusion frequencies
Classification methods with inherent variable selection produce parsimonious gene expression
profiles consisting of a small number of genes. In our case these methods are univariate filter-
ing, lasso, elastic net and varSelRF. Since for these methods not all genes are selected into all
profiles corresponding to the resampled training data subsets, we can rank the genes by their
frequency of selection, giving a measure for the relative importance of a gene for class predic-
tion (e.g. Michiels et al. 2005, Díaz-Uriarte and Alvarez de Andrés 2006). We will be more
certain that a gene is relevant if it is selected most of the time. As an example, the selection
frequencies are shown for the ovarian cancer data in Figure C.2, for those genes which get
selected into at least half of the profiles with any of the methods that incorporate variable selec-
tion (for at least one tuning parameter value). The selection frequencies for the different tuning
parameter values are displayed as T-bars on top of each other, which become darker colours of
gray with decreasing average profile sizes. For univariate filtering only the smaller profiles of
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Figure C.2: Inclusion frequencies for genes selected into at least half of all profiles by any of the
methods for at least one tuning parameter value (ovarian cancer data). Frequencies corresponding to
each of the parameter values are illustrated by overlaid T-bars varying from light gray for the largest
profiles to black for the smallest. For example, the bar enclosed by the orange box shows gene X03635
being selected in all 50 univariate profiles of size p∗ = 50 (light gray), in 47 profiles with p∗ = 10
(darker gray) and in 43 with p∗ = 5 (black).
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sizes p∗ ∈ {5, 10, 50} are shown to avoid plot overcrowding.
Lasso regression always selects the same five genes into more than half of the m = 50
resamples, for all penalty values λ1 > 0.01. The same five genes also get chosen very often into
elastic net profiles. Two of these (M82809 and U11862) are the only genes that get selected
into more than half of the varSelRF profiles, which are generally very small with a median pro-
file size of three. While we observe this good agreement for the multivariate methods, different
genes are included most frequently by univariate filtering. Only one of the five genes always
found by lasso is also part of more than half of the univariate profiles with p∗ ≤ 50 genes
(X65614). This is reflective of the fact that variables get selected independently in the univari-
ate filtering approach, while multivariate methods take into account the correlation structure
between genes. Note that when the profile sizes become larger either by increasing p∗ or by
decreasing the penalty parameter λ1, genes that had been included often in smaller profiles, are
generally included in the larger profiles as well and rarely get dropped.
C.4.3 Profile stability
In addition to assessing the frequencies of individual genes, we can use the resampling setup to
evaluate the molecular profiles as a whole in terms of their stability. We compute the Jaccard
similarity indices for all pairs of non-empty gene sets, which are summarised in Figure C.3 by
their means and standard deviation bars. The similarity values are plotted against the median
gene set sizes to show how the stabilities of profiles constructed by the different classifica-
tion methods develop with increasing profile sizes (which are induced by changing the tuning
parameter values).
In general, the observed Jaccard index distributions of elastic net and lasso are similar.
The mean Jaccard values are largest for the smallest profiles which contain less than about
ten genes. They then decline roughly monotonically with decreasing values of the penalty
parameter λ1 (which is equivalent to increasing profile sizes). The similarity values observed
for the molecular profiles from univariate filtering follow a different pattern. They vary less
across profile sizes and are largest for the very large profiles containing 100 or 500 genes, with
the exception of the AML/karyotype data.
Note that this increase in similarity for very large univariate profiles can at least in part
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Figure C.3: Mean Jaccard similarity measures (± standard deviation) plotted against median profile
sizes for univariate filtering, lasso regression, elastic net, and random forest with variable selection
(varSelRF) for the five data sets and the ovarian cancer data with randomised response (top right).
be explained by a spurious effect due to how the resampling study is designed. Because each
of the m = 50 training subsets consists of two-thirds of the complete data sets, the expected
intersection between any two training subsets is considerable: 4/9. Because of the overlap in
samples, one expects a certain size of intersection between any two selected gene lists, even in
cases where the gene expression data have no predictive power for the response of interest at
all, for example because the response data have been randomised. This overlap can hence not
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be attributed to the classification method’s ability to produce stable profiles for classification.
This is illustrated in the top-right plot of Figure C.3, where the classification analyses
have been repeated for the ovarian cancer data set with the response variable having been ran-
domised. Here, for small molecular profiles containing up to about 50 genes, the average
similarity values between any two profiles are small (mean values ≤ 0.1) relative to the sim-
ilarities observed for the non-randomised response data (top left in Figure C.3). But for the
largest profiles with 500 genes the mean similarity value increases to about 0.2, and so most of
the increase in the original ovarian cancer data without randomised response, that is observed
between the univariate profiles with p∗ = 50 and p∗ = 500, can be attributed to this effect. This
analysis has been repeated with the other data sets as well and the same effect could always be
seen. Hence, this effect needs to be accounted for when comparing similarity between different
classification methods and across varying profile sizes, especially when very large profiles are
involved. However, we found earlier that the best-performing methods in terms of prediction
accuracy induce sparsity and profiles usually contain less than 50 genes on average. And for
these profiles the effect is small and very similar across methods, posing no big problem.
Among the very parsimonious profiles (≤ 5 genes), lasso and elastic net molecular pro-
files tend to be equally or more stable than the univariate profiles with respect to our stability
measures. An exception is the AML/karyotype data set where the univariate method has much
larger similarity values across all profile sizes than all other methods. The random forest with
variable selection is comparable to the penalised likelihood methods. For some applications,
the computed similarity indices are very small for all but the smallest profiles, this applies
in particular to the breast cancer data for all methods and to the AML/karyotype data for the
penalised likelihood methods. After accounting for the effect of the resampling study design
described above, the remaining stability that can be attributed to the classification method itself
is even smaller.
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Figure C.4: Distributions of means of absolute correlations within profiles (mean± standard deviation)
plotted against median profile sizes.
We find that the overall stability patterns across the range of tuning parameter values are
quite different between data sets. In particular, the similarities between profiles from univariate
filtering vary widely. The profiles are least stable for the breast cancer data and most stable
for the prostate cancer data. These differences in similarity distributions must be due to the
differences in data structure, for example in the correlation structure between genes which are
related to the response and get selected into classification profiles. Hence, for each profile we
compute all pairwise correlations between all genes in the profile and record the mean of the
absolute values of these correlations as a summary measure for the strength of correlations
in that profile. The distributions of these mean absolute correlations across all m = 50 re-
samples are illustrated by their mean and standard deviations in Figure C.4. As we observed
for the Jaccard index, the relative sizes of these correlations differ between data sets, with the
largest differences again being seen for univariate filtering methods. For all methods, the av-
erage correlations are largest for small profile sizes. However when profile sizes increase, the
within-profile correlations decrease much faster for the multivariate methods than for univariate
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filtering.
Note that the shapes of the median absolute correlations plotted against median profile
sizes in Figure C.4 closely resemble the shapes of median Jaccard similarities against median
profile sizes in Figure C.3. This suggests that the differences in similarity distributions between
data sets might indeed be explained by differences in the correlation structures. It also means
that whenever the averaged pairwise Jaccard similarities are large, i.e. when mostly the same
genes get selected into the profiles, the absolute correlations between these genes tend to be
large as well.
One big difference between univariate filtering and multivariate classification methods is
that univariate filtering variables are selected individually without taking the correlation struc-
ture between variables into account. Imagine two highly positively correlated variables. If
these variables are also highly related to the response, then they would likely both be included
by univariate filtering despite the fact that, given one variable is already included, the other
one does not add much to the explanatory power of the profile and might be quite unnecessary.
Contrary to that, the L1-penalty term in the lasso and elastic net methods discourages the in-
clusion of both variables together, because the decrease in the likelihood achieved by including
both is likely to be outweighed by the increase in the penalty term. In a resampling study, one
of the two variables might be selected into most of the resampled lasso and elastic net profiles,
but they will rarely be selected together. This affects the Jaccard index for larger profiles, as
indeed we have observed earlier. On the other hand, most resampled univariate filtering pro-
files will contain both variables, resulting in both a larger within-profile correlation as well as a
larger Jaccard similarity measure between the univariate profiles. However, one can argue that
two highly correlated variables in two different profiles do contribute to the similarity of these
two profiles, since they can replace each other without much loss of information.
In a first attempt to reflect this in the similarity measurements, we extend the pairwise
Jaccard index by adding a term to the numerator that summarises the contributions of genes,
which are present in one set but not the other, and which have large correlations with genes of
the other set. The approach is outlined in Appendix C.B and the results for one possible way of
extending the Jaccard index to incorporate correlation are shown in Figure C.6. We observe that
the resulting similarity values are increased for all methods and across the range of profile sizes,
reflecting the added term. However, the overall patterns look very similar to those illustrated in
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Figure C.3 for the original Jaccard index, albeit shifted up and with the decrease in similarity
that was observed with increasing lasso and elastic net profile sizes being slightly less steep
than seen previously. Overall, the effect of including the absolute correlations is similar for all
classification methods and it does not affect the comparisons between methods. We come to
this conclusion for all our data sets, and the results are insensitive to the exact choice of how
the approach is implemented, e.g. choice of threshold value or of which location parameter
is employed to summarise the individual gene contributions (see Appendix C.B). A radically
different approach might be needed to adequately reflect highly correlated genes in a measure
of similarity between resampled profiles.
C.4.4 Validation on independent data sets
For the breast and ovarian cancer data sets, we have independent validation data available which
represent populations which are comparable to the original studies in terms of clinical and phe-
notypical characteristics and disease outcome. This allows us to assess how well the predictive
abilities of the gene expression profiles translate to new data, that is whether the gene sets we
found earlier using the data sets by Schwartz et al. (2002) and van’t Veer et al. (2002) are still
predictive for the binary response in new validation data (Lu et al. 2004, van de Vijver et al.
2002). Because we are interested in how well the performances of parsimonious molecular pro-
files translate, we focus on those classification methods which incorporate variable selection,
i.e. univariate filtering, lasso, elastic net and varSelRF. We choose tuning parameter values that
result in very small profiles of comparable sizes with small misclassification errors observed
for the original data. On average the profiles contain between 5 and 11 genes for the ovarian
cancer data and between 5 and 18 genes for the breast cancer data.
We employ logistic regression models with all genes from the molecular profile of interest
included as covariates. Note that of the four clinical covariates used in the analysis of the van’t
Veer et al. (2002) breast cancer data, only three are available for the validation data (patient
age, tumour grade and tumour diameter, but not angioinvasion), so only these three can be
included here. This potentially compromises the predictive abilities of the molecular profiles
and of course reflects a common problem with validation studies.
The validation results are listed in Table C.4 which shows the median misclassification
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Table C.4: Performance of gene sets found using data sets Schwartz et al. (2002), van’t Veer et al.
(2002), when applied in logistic regression models fitted to independent data (Lu et al. 2004, van de
Vijver et al. 2002). One-sided permutation tests are based on 1000 random sets of the same number of
genes (significance level 0.1).
Method Tuning parameter Median Median Proportion
profile size error p-values≤ 0.1
Ovarian cancer
Baseline error rate - 0.3810 -
Univariate p∗ = 5 5 0.2143 32/50
Lasso λ1 = 4.472 7 0.1667 33/50
Elastic Net λ2 = 1, λ1 = 3.986 11 0.1190 21/50
varSelRF - 3 0.2143 31/50
Breast cancer
Baseline error rate - 0.1609 -
Univariate p∗ = 5 5 0.1379 50/50
Lasso λ1 = 4.472 13 0.1034 45/50
Elastic Net λ2 = 1, λ1 = 7.953 18 0.0805 29/50
varSelRF - 14 0.1092 43/50
rates across all profiles derived from the 50 training subsets of the Schwartz et al. (2002) and
van’t Veer et al. (2002) data, respectively. In order to assess whether the predictive accuracies
achieved by the molecular profiles are better than expected of randomly produced gene sets,
one-sided permutation tests are performed. This is done by randomly sampling from the data
with replacement 1000 sets of the same number of k genes as contained in the real profile
and comparing the error rates observed for the real profiles with the distributions of error rates
obtained for the random gene sets. We report the proportion among the m = 50 profiles for
each method and data set that have significantly low misclassification rates, i.e. where the error
rates for the real profiles are smaller than the 10%-quantiles of the random distributions.
For both data sets, the median error rates are always smaller than the baseline error, which
is the minimum misclassification error achievable if the gene expression data were not taken
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into account. For ovarian cancer this is the proportion of samples that would be misclassified
if all samples were simply assigned to the most frequent class. Since for the breast cancer data
additional clinical data are available, the baseline error rate is the error achieved by a logistic
regression model only containing the clinical covariates.
In both examples, the univariate filtering approach results in the highest misclassification
error rates. The elastic net performs best in the sense that it provides the smallest misclassifica-
tion rates in both applications. However, this could be linked to the larger sizes of these profiles
- the elastic net profiles have on average slightly more genes than those of the other methods.
This is supported by the fact that in terms of the proportion of results which are significantly
better than expected at random, the elastic net performs less well than the other methods. Only
21 (ovarian cancer) and 29 (breast cancer) out of all 50 results are significant for the elastic net,
while for the other three methods the proportions of significant results range between 31/50
and 33/50 for the ovarian cancer application and are even higher for the breast cancer data
ranging from 43/50 to 50/50.
In summary, these results show that it is possible to generate molecular profiles for binary
classification, such that the predictive abilities translate well to new data. It is hard to come to
a conclusion on which classification method performs best on a new data set based on our two
examples only.
C.5 Discussion
It has been pointed out (e.g. Ein-Dor et al. 2005, Michiels et al. 2005) that molecular profiles
derived from gene expression microarray data can be highly unstable, i.e. which genes get
selected into a profile depends much on the choice of training data. Hence, there is need for
careful validation of results (Simon et al. 2003, Dupuy and Simon 2007) and it is important to
assess the uncertainty associated with molecular profiles. To do this we employed a resampling
approach, and compared important characteristics of gene expression profiles derived using
several univariate and multivariate methods for binary classification. We applied these methods
to five publicly available gene expression microarray data sets. In particular, we compared the
classification methods in terms of the predictive accuracy of resulting gene expression profiles
and how well the predictive ability translates to new data, as well as profile stability and how
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parsimonious the profiles are.
Results vary between the different data sets and depend much on the data structure, e.g.
the correlation structure between those genes which are related to the response variable and
that get selected into the molecular profiles. But for all data sets, the best predicting gene
expression profiles are small (between 3 and 80 genes). In terms of predictive ability, we
observe comparable performances between those methods that incorporate variable selection,
in particular univariate filtering, lasso and elastic net. In contrast, the methods that employ most
or all genes for classification, i.e. ridge regression and random forest, often performed worse,
sometimes substantially. This reflects the p >> n situation of gene expression data, but also
conforms with the idea that usually only a small number of genes are expected to influence any
particular biological condition or disease.
It is particularly interesting to note that the prediction performance of simple univariate
filtering methods is comparable to that of more complex multivariate methods, even though
they do not take the correlation structure of gene expression data into account. This has also
been observed in a recent study by Lai et al. (2006). An explanation for this is the small sample
size in most available microarray data sets, due to which the correlation structure in the data
cannot be estimated accurately enough, so that multivariate methods cannot profit sufficiently
from the correlation structure.
Note, however, that if the response data to be fitted is continuous (censored or not cen-
sored) rather than binary, then the sample size needed to give multivariate methods an edge
over univariate methods can be smaller. This is because a vector of continuous data contains
more information than a binary vector of the same length, which makes a perfect model fit
harder to achieve. In that situation, methods which can use more information, in particular the
correlation structure between covariates, gain more of an advantage than in the binary clas-
sification situation. In a recent study comparing several methods applied to Cox proportional
hazards models for predicting survival from microarray data (Bøvelstad et al. 2007), the authors
found that all multivariate methods performed clearly better than univariate approaches.
The stability of the molecular profiles was assessed by the distribution of pairwise similar-
ity between the profiles resulting from the resampled training sets. Similarity was measured by
the Jaccard index and by an extended Jaccard index that accommodates for highly correlated
gene variables in different profiles. We found both indices to lead to similar results in terms of
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comparisons between classification methods. In all data sets, for the multivariate methods lasso
and elastic net, the stability depends much on the number of genes in the molecular profiles and
decreases with increasing profile sizes. The stabilities observed for univariate filtering profiles,
on the other hand, are not influenced much by an increase in the number of genes included in
the profiles. For very parsimonious profiles with p∗ ≤ 5 genes, both lasso regression and elastic
net are found to be more stable than the univariate methods, except in one data set. The very
small profiles are often those we are most interested in, because of their good interpretabil-
ity and because we found that generally small profiles perform better in terms of prediction
accuracy.
For two of the data sets independent data were available for validation. We applied parsi-
monious gene expression profiles constructed with the original data (using those classification
methods which incorporate variable selection) to the new data, using the genes as covariates
in logistic regression models. We found that all profiles translated reasonably well in terms
of their predictive accuracy achieved on both new data sets. Note that the question whether
the predictor accuracy of existing profiles translates to new data is different from the question
whether the same genes would be found in a new analysis on the new data as has been pointed
out e.g. by Somorjai et al. (2003), Roepman et al. (2006) and Simon (2006). This will gen-
erally not be the case, in part due to the correlated nature of gene expression data because of
underlying biological processes and also due to the “large p, small n” nature of microarray data
which implies multicollinearity and non-uniqueness of solutions.
In this context it is often noted that there is a difference in the use of gene expression
profiles as prognostic factors to predict disease outcome etc. in new samples and their use
for detecting genes which are causal to the disease. Nonetheless, gene expression profiles
are often used as a starting point for the exploration of causality and underlying biological
processes. In such a situation, parsimony and stability of profiles are important properties,
because concise and stable gene lists are easier to interpret and provide a more clear-cut starting
point for further exploration than e.g. a list of several hundred genes where the distinction
between their individual contributions is less clear. Also, for the direct use of gene expression
profiles as prognostic factors, small profiles consisting of a few genes only are much cheaper
and easier to apply on a large scale than large gene lists. In addition, the expression of a small
number of genes can readily and accurately be tested by using, for example, quantitative real
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time PCR rather than high-throughput microarrays, thus improving the signal-to-noise ratio
while also being more cost effective.
In summary, we find that binary classification methods which produce parsimonious gene
expression profiles generally result in profiles which have better prediction accuracy than meth-
ods which do not include variable selection. Multivariate sparse penalised likelihood methods
like the lasso and elastic net might have a slight edge compared to univariate filtering in terms
of prediction performance and how well the predictive ability of profiles translates to new data,
although the differences are not large. Their performance is likely to improve further relative to
univariate methods when sample sizes increase in the future. For very small molecular profiles
containing only 5 genes or less, the sparse penalised likelihood methods have an additional ad-
vantage, as they tend to produce profiles which are more stable than univariate filtering profiles
while maintaining similar or better predictive performance.
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C.6 Appendix
C.A Similarity indices: results for Schwartz et al. (2002)
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Figure C.5: Mean values of similarity measures (± standard deviation) plotted against median profile
sizes for univariate filtering, lasso regression, elastic net, and random forest with variable selection
(varSelRF) (for legend see Figure C.4).
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C.B Extension of Jaccard index to incorporate correlation
Gene expression data often contain gene variables which are highly correlated, for example
because the genes are co-regulated or act together in the same biological pathway. Suppose
gene i with expression xi is present in profile Z1 but not in profile Z2. Assume further that this
gene i is highly correlated with gene j with expression xj , which is present in profile Z2 but
not in Z1. In this situation one can argue that genes i and j contribute to the similarity of the
molecular profiles Z1 and Z2 with a weight that is proportional to their (absolute) correlation
Rxi,xj . In order to illustrate the possible effect this could have on the similarity index, we
define the contribution of a gene, which is present in Z1 but not in Z2, to the similarity by its
(thresholded) mean absolute correlation with all genes which are in profile Z2 but not in Z1. In
order to reduce the influence of spurious small correlations, only absolute correlations larger
than a threshold t are taken into consideration, which we take to be data dependent and set to
the median absolute correlation between genes in Z1 and Z2:
t = mediani6=k;i,k∈Z1∪Z2 (Rxi,xk). (C.8)
Using the above approach of weighted contributions of gene correlations to the similarity be-
tween molecular profiles, we define the extended Jaccard measure as follows:
ρc(Z
1, Z2) =
#(Z1 ∩ Z2) + C
#(Z1 ∪ Z2) (C.9)
where
C =
∑
i∈Z1
1
#Z2
∑
j∈Z2,j 6∈Z1
Rxi,xjI(Rxi,xj > t)+
∑
j∈Z2
1
#Z1
∑
i∈Z1,i6∈Z2
Rxi,xjI(Rxi,xj > t), (C.10)
with I(Rxi,xj > t) being the indicator function
I(Rxi,xj > t) =
 1, if Rxi,xj > t0, otherwise. (C.11)
Of course, there are many alternative ways how the threshold could be chosen instead and
the sensitivity of the results to these choices needs to be investigated. We performed sen-
sitivity analyses on the data sets presented in Table C.3. We used quantiles other than the
median as a threshold with values ranging from the 10% to the 90% quantiles, and also ap-
plied the mean rather than the median. In addition, data-independent constants were used
235
(t ∈ {0.25, 0.5, 0.75}). In conclusion, the choice of the threshold did not influence the results
much as long as t was not too close to zero. We also replaced the thresholded mean abso-
lute correlations by equivalent thresholded median absolute correlations, which had very little
impact on the results.
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Figure C.6: Mean correlation-extended Jaccard similarity measures (± standard deviation) as defined
above plotted against median profile sizes for univariate filtering, lasso regression, elastic net, and ran-
dom forest with variable selection (varSelRF) (for legend see Figure C.4). The point labels indicate the
corresponding tuning parameter values.
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