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Abstract
Graphs can be used to model many different types of
interaction networks, for example, online social net-
works or animal transport networks. Several algorithms
have thus been introduced to build graphs according to
some predefined conditions. In this paper, we present an
algorithm that generates spatial graphs with a given
degree sequence. In spatial graphs, nodes are located in
a space equiped with a metric. Our goal is to define a
graph in such a way that the nodes and edges are
positioned according to an underlying metric. More
particularly, we have constructed a greedy algorithm
that generates nodes proportional to an underlying
probability distribution from the spatial structure, and
then generates edges inversely proportional to the
Euclidean distance between nodes. The algorithm first
generates a graph that can be a multigraph, and then
corrects multiedges. Our motivation is in data privacy
for social networks, where a key problem is the ability to
build synthetic graphs. These graphs need to satisfy a set
of required properties (e.g., the degrees of the nodes) but
also be realistic, and thus, nodes (individuals) should be
located according to a spatial structure and connections
should be added taking into account nearness.
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1 | INTRODUCTION
Graphs can be used in a large number of scenarios to model interactions. For example, they
have been used to model online social networks, relationships between colleagues, coauthor-
ship networks, and transportation networks. Applications can be found in areas as different as
computer science, biology, economics, epidemiology, and social sciences.
The broad applicability of network modeling has brought forth the development of measures
and algorithms for studying graphs. There are methods that focus on the generation of graphs
from a probability distribution on the degree sequences. This is the case of the Barabasi
algorithm1, which is available in a variety of software packages as, for example, igraph2 of R. It
permits the generation of graphs that are scale‐free, that is, that the degree distribution follows
a power law.
The literature for graph generation is extense. There are two main approaches for uniform
graph generation: the configuration model (CM)3,4 and the Markov chain approach.5
In Jerrum and Sinclair,5 a polynomial algorithm for generating a graph with a given degree
sequence from a distribution that is arbitrarily close to uniform is presented. In Jerrum and
McKay,6 it is noted that for the generating algorithm to have an efficient solution the input
degree sequence has to be restricted to a P‐stable class, and a characterization of P‐stability is
obtained. This is further improved in Salas and Torra7 and such theoretical considerations are
used for generating k‐anonymous graphs in Salas and Torra.7,8
The Markov chain approach is used for generating connected graphs in Gkantsidis
et al9 and Viger and Latapy.10 It is used in Ying and Wu11 for privacy preserving social
network publishing. Cooper et al,12 Kannan et al,13 and Miklós et al14 proved that the
Markov chains they used for generating graphs are rapidly mixing, and Milo et al15 make a
comparison between both aforementioned methods that they call the “switching” and
“matching” methods, recommending the switching method for its combination of speed
and accuracy.
In Britton et al,16 the authors generate graphs based on the CM. Briefly, the CM
constructs a graph in the following way: for each vertex vi of degree di, generate di stubs (or
half‐edges) and then join the stubs at random to form edges between the vertices. This
algorithm may obtain multigraphs, and to avoid them, the authors propose to remove
edges. However, Viger and Latapy10 mention that very little is known about the impact of
these removals on the obtained graphs and on their degree distribution, apart from the
expected size of the main component.17-19
Two main results are of relevance in our work. First, the condition by Erdös‐Gallai20 checks
whether a degree sequence is graphical. Second, the algorithm by Havel21 and Hakimi22 that
builds a graph from a given graphical degree sequence. The former condition is used to ensure
that we can build a graph. The Havel‐Hakimi algorithm (as well as other algorithms for graph
generation) is discussed as an alternative approach in Section 3.
1.1 | Our motivation
The problem of graph generation is of relevance in data privacy for social networks.23,24 On the
one hand because we can use synthetic data to test and tune algorithms without the difficulties
of doing this on real data.25 On the other hand because we can use synthetic data of good
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quality as a way to mask the original data, as common practice in regular databases.26 This
diminishes or avoids reidentification problems.27,28
Recall that a way to protect sensitive information from social networks is to protect their
underlying structure: its graph. There are different approaches according to the type of
information available to the intruder. When we assume that the information available to the
intruder is the degree sequence (or a set of degrees), an approach is to perturb the degrees of
nodes. k‐Anonymity29 has also been considered for graphs (see, e.g., Stokes and Torra27 for a
discussion of this concept on graphs). There are methods to modify the edges of the original
graphs,30 that construct supernodes,31-33 and that generate directly a new graph. The concept of
P‐stability has recently been used related to both k‐degree anonymity and graphic sequences in
Salas and Torra,7 Salas and Torra,8 Torra et al.34
In this area, we need that synthetic graphs satisfy the properties of the original graphs.
Spatial properties are important to model correctly social networks. For example, distribution of
individuals is not uniform on the space. Because of that we study the generation of spatial
graphs.
Spatial graphs are graphs for which the nodes are located in a space equipped with a
metric.35 In our case, we deal with a two‐dimensional space (a map) with an underlying
probability distribution representing the density of the individuals of a population.
Then, we generate spatial graphs from degree sequences. In this way, we can, for example,
first protect a degree sequence (masking it and resulting into a k‐anonymous sequence) and
then generate a spatial graph from the protected sequence.
1.2 | Our contribution
The objective of this paper is to introduce a method to generate spatial graphs where nodes are
located on a map according to an underlying probability distribution. For example, regions with
high population density will have more nodes than regions with low population density. This
may be used for modeling networks on top of maps.
Then, edges will be assigned according to the nearness between nodes. Our assumption
is that individuals will be more likely to be related to individuals that are close in the
map. A very simple example could be the friendship relations on online social networks,
that are more likely to occur between individuals that are or (have been) close
geographically.
The construction of graphs from a degree sequence is not easy when we want additional
constraints than the degree sequence itself. In addition, methods should be fast when we
consider a large number of edges. See, for example, Blitzstein and Diaconis36 for details and
references.
Following Håkanson et al37 and Lennartsson et al,38 we consider the problem of generating
the graph in a spatial setting. In addition, we add the constraint of a given degree sequence.
Thus, we develop an algorithm that at the same time considers the constraints of spatial graphs
and the ones of the given degree sequence.
Our method is a greedy algorithm. We prove mathematically some results about the
construction of the graph, and show the validity of the approach experimentally.
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1.3 | Paper structure
The structure of the paper is as follows. We present in Section 2 some concepts and results that
are needed in the rest of the paper. In Section 3, we describe our procedure and its properties. In
Section 4, we report our experiments. The paper finishes with some conclusions and lines for
future work.
2 | PRELIMINARIES
A graph is defined in terms of a set of nodes and a set of edges on pairs of nodes. It is formally
defined as the pair G V E= ( , ) where V is the set of nodes and E the set of edges ( ⊆E V V× ).
We denote edges with a b( , ) or, when no confusion arises, with ab. A loop is an edge a b( , ) with
∈a b V, such that a b= . If E is a multiset of edges instead of a set, then we say that V E( , ) is a
multigraph. The degree sequence of a graph is the monotonic nonincreasing sequence of its
vertex degrees.
A graph is simple if it does not contains loops or multiedges.
An alternating circuit is a sequence of nodes v v v v… =r0 1 2 0 such that the edge v vi i2 −1 2 belongs
to the graph and the edge v vi i2 2 +1 is in the complement of the graph.
Complementing along an alternating circuit v v v v… =r0 1 2 0 is removing the edges v vi i2 −1 2 and
adding the edges v vi i2 2 +1 to the graph.
We present below a theorem by Havel21 and Hakimi22 about the construction of a graph
from a degree sequence. This is a constructive theorem about when a degree sequence is
graphical. That is, given a degree sequence, is there any graph that can be built that has such
degree sequence?
Theorem 1 There exist a simple graph with n nodes and degree sequence ≥ ≥d d… 0n1
( ≥n 3) if and only if there exists one with degree sequence
d d d d d= − 1,…, − 1, ,…, .d d n′ 2 +1 +21 1 (1)
This result permits to build a graph for a graphical degree sequence in a greedy way. That is,
first assigning to a first node v1 the d1 edges, then computing d′ using expression (1), and then
considering a node v2 (with maximal dv′2 ) and repeating the process.
3 | PROCEDURE
We propose an algorithm consisting of three steps. The first one about the construction of the
underlying map would be skipped when the underlying map is given. In that case, we say that
the whole graph is partially synthetic. Otherwise, we will say that it is completely synthetic.
• Step 1. Construction of the underlying map.
• Step 2. Location of nodes, according to dense regions.
• Step 3. Addition of edges between nodes proportional to nearness between nodes, in such a
way that the graph obtained has a prespecified degree sequence.
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We detail the three steps below. As we will see, Step 3 can generate a multigraph. To transform
this multigraph into a graph, we will present in Section 3.1 some theoretical results and an
algorithm.
Construction of the map. The construction of the underlying map is based on a random
generation of a surface in a grid‐like form, and then smoothing this surface filtering its fast
Fourier transform (denoted FFT). This approach follows Håkanson et al37 and Lennartsson
et al.38 The initial map is defined assigning a random value following a Gaussian distribution
N (0.5, 1) (ie, mean 0.5 and variance 1) to each point in the map. As values may be negative,
values are set to zero when negatives.
We have applied two different approaches for this filtering to compare their results. Let H be
a suitable filtering matrix; then, the procedure is as follows:
1. ∽X x y N( , ) (0.5, 1)
2. F X= FFT( )
3. ⋅F F H=′
4. X F= FFT ( ).′ −1 ′
The two different approaches are two different ways to define H . We use H1 and H2 to denote
these matrices. The two approaches are as follows:
– One approach multiplies the FFT of the matrix by a filtering function, in fact, a filtering
matrix that approximates a Gaussian distribution. In more detail, we define
⎛
⎝⎜
⎞
⎠⎟H x y
K πσ
( , ) = 1 1
2
exp
x x
σ
y y
σ1 2
−0.5 ( − ) +
( − )0 2
2
0
2
2
and K is such that H x y( , ) = 11 0 0 . Here x y( , )0 0 is the origin of the matrix of the FFT. In this
approach, the filtering depends on σ .
– The second approach is to filter the FFT using the function
∕H X= FFT( ) γ2 − 2
where γ is a parameter of the filtering.38 We used γ = 0.5.
Location of nodes. Once the underlying map is built, we assign k nodes to the map. The
probability of assigning a node in position x y( , ) is proportional to X x y( , )′ . To do so, k values in
[0, 1] are drawn from a uniform distribution and then using the quantile function of the
cumulative distribution of ∕ ∑ ∑X x y X x y X x y( , ) = ( , ) ( , )x y
′′ ′ ′ . We find the values x y( , ). Note
that the cumulative distribution is ̃ ∑ ∑ ∑ ∑ ≤X x y X x y X x y( , ) = ( , ) + ( , )x x y x x y y
′′
0 0 <
′′
=
′′
0 0 0
.
Multiple nodes can be assigned to the same position x y( , ). As the edges are
links between pairs of nodes and not between pairs of positions, the graph will be well defined.
Addition of edges. To add the edges, we consider an iterative approach selecting a node at a
time and assigning edges to this node. At any point there is a set of nodes that have not yet been
processed and thus may need additional edges. We order these nodes according to their degrees,
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and compare them with the degree sequence (both ordered in decreasing order). We process the
node that requires more edges.
Let d d d d= ( , , …, )n1 2 be the original degree sequence in decreasing order, let
a a a= ( , …, )n1 be the degrees already assigned in decreasing order, and let aσ i( ) be the
degree of node vi (where σ is the appropriate permutation of the indices). Then, we
consider at each step the node with maximum d a−i i. That is, vσ i( )−1 for d aarg max −i i.
This follows the condition of Havel‐Hakimi21,22 (Proposition 1 above) for building a graph
for a graphical sequence.
Let v0 be the node selected. Then, the given node v0 is linked to nodes vi in a way
inversely proportional to the distances v vdist( , )i 0 . Only available nodes are considered.
With available nodes we mean nodes that still need edges (ie, nodes vi such that
d a( − ) > 0i i , and with p v v( , ) > 0i 0 ). At this step, d a−i i different nodes are considered.
Nevertheless, the algorithm can result into a multigraph when these edges are combined
with previously established ones. That is, it is possible that two or more edges link the
same two nodes.
The algorithm may result into a situation in which only one node exists with a nonzero
degree. This can be solved with loops. Nevertheless, the algorithm does not generate loops, it
terminates when such situation is detected. As we discuss in the experiment section, we run the
algorithm several times if such case arises and as edges are randomly assigned, a new execution
eventually solves the problem.
In contrast, as stated above, we allow multiple edges. We have implemented this greedy
approach because the algorithm would otherwise need to backtrack if we have the constraint
that nodes v0 and vi cannot be already connected. Backtracking becomes infeasible for large
graphs.
This procedure is described in Algorithm 1. To remove multiple edges, we have implemented
a new function to transform multigraphs into graphs, described in Algorithm 3.1
below. This is achieved by means of edge swaps. For each repeated or loop edge v v( , )1 2 , the
algorithm selects another edge v v( , )3 4 and replaces v v( , )1 2 and v v( , )3 4 by the edges v v( , )1 4 and
v v( , )3 2 . At this point, it is checked that the new edges are correct (not already present or a loop).
Some theoretical considerations about the correctness of this transformation are given in
Section 3.1.
Algorithm 1 has as parameters the degree sequence, the nodesV and the probabilities p. The
probabilities are defined between pairs of nodes from their distances. We do so as follows,
p x y x y( , ) = maxDist − dist( , )1 for all ≠x y (and p x x( , ) = 01 ). Then, p x y f p x y( , ) = ( ( , ))1 for
a given f so that ∑ ∑ p x y( , ) = 1x y .
An alternative approach for establishing the edges is to use the Havel‐Hakimi algorithm,
or any of the algorithm for graph generation discussed in the introduction. Nevertheless,
this alternative approach will lead to graphs where the spatial character is lost. That is,
there is no guarantee that the probability of having an edge between two nodes is larger
when these nodes are near than when they are far away, and the spatial setting is
completely omitted. Therefore, our algorithm compares positively against this alternative
way.
Create graph: d V a pgraph( , , , ).
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Code. The program has been developed and tested in R and it is available in http://www.
ppdm.cat/links.php.
3.1 | Correctness of the algorithm
Above we have defined a procedure to transform a multigraph into a graph by means of
swappings. Here we have studied the mathematical properties for this type of transformation.
The first issue is whether it is always possible to transform a multigraph with a given
graphical degree sequence into a graph with the same degree sequence only by means of swaps
of the multiple edges.
The first result obtained by a counterexample is that this is not always possible when the
swap needs to generate two edges that are not already in the graph. Figure 1 (left) shows a graph
with six nodes that is a multigraph (there are two edges between nodes v3 and v4) and whose
degree sequence is graphical. Figure 1 (right) shows an example of graph with the same degree
sequence. Note that there is no edge in the graph that we can swap with edge v v( , )3 4 without
causing another multiedge.
Nevertheless, it is possible to transform the graph in Figure 1 (left) to the graph in Figure 1
(right) by means of swaps. To do so, we compute the difference between the two graphs. The
difference is given in Figure 2. Then, we can proceed with the swapping of edges. A description
of the transition from one graph to the other by means of swapping is given in Figure 3. Note
that in this transition a swap can generate new multiedges.
v1
v2
v3
v4
v5
v6
v1
v2
v3
v4
v5
v6
FIGURE 1 Multigraph (left) and graph (right) with degree sequence d = (5, 3, 3, 2, 2, 1)
v1
v2
v3
v4
v5
v6
FIGURE 2 Difference between the multigraph in Figure 1 (left) and the graph in the same figure (right)
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Alternatively, we can swap v v( , )6 5 and v v( , )3 2 generating v v( , )6 3 and v v( , )5 2 , and then swap
v v( , )4 3 and v v( , )1 2 generating v v( , )4 1 and v v( , )3 2 . Note that this transformation starts swapping
an edge that is not a multiedge.
The next theorem proves that swapping is a valid procedure that permits to obtain a graph
from a multigraph if the degree sequence is graphic.
Theorem 2 Let G be a graph with degree sequence d d d d= ( , , …, )n1 2 and let H be a
multigraph with the same degree sequence d. Then, H can be modified into a graph (its
multiedges may be removed) by a sequence of swaps such that no swap generates new
multiple edges.
Proof First we will prove that for any multiedge in H there is an alternating circuit C1
such that complementing along C1 removes the multiedge from H . Then, we will prove
that complementing any alternating circuit can be done by a sequence of edge swaps that
do not generate multiple edges.
Let uv be a multiedge in H . Since G is simple, it does not contain the uv edge, and as v
has the same degree in G and in H , then G must contain an edge vv1 that is not contained
in H . Since ∈vv E G H( / )1 and v1 has the same degree in both G and H , then there is
another edge ∈v v E H G( / )1 2 . Following the same argument for each edge
∈v v E G H( / )i i2 −1 2 , there is another edge ∈v v E H G( / )i i2 2 +1 . That is, this alternating
path follows until it closes on a vertex u of odd degree in the path. Hence, it must be an
alternating circuit uvv v u… i1 2 . By complementing along this circuit, we remove the edge uv
and do not add multiedges to H . Following the same procedure for each multiedge, we
obtain a simple graph.
To prove that complementing along an alternating circuit can be done by a sequence of
swaps that do not create new multiple edges, we note that an alternating circuit is the
union of alternating cycles and prove the theorem by induction on the length of the
alternating cycles.
Suppose that the alternating cycle is v v v v v v v1 2 3 4 5 6 1, that is, it contains only the edges
v v v v,1 2 3 4 and v v5 6. If ∉v v E G( )1 4 , then we may swap v v1 2 with v v4 3 to obtain the edges
v1
v2
v3
v4
v5
v6
v1
v2
v3
v4
v5
v6
v1
v2
v3
v4
v5
v6
FIGURE 3 Steps for reaching the graph in Figure 1 (right) from the multigraph in the same figure (left)
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v v1 4 and v v1 2, and then swap the edges v v1 4 with v v6 5, obtaining the edges v v1 6 and v v4 5,
which is equivalent to complementing along the cycle v v v v v v v1 2 3 4 5 6 1. Otherwise, if
∈v v E G( )1 4 , to avoid creating multiple edges, we swap v v1 4 with v v6 5 before and then
swap v v1 2 with v v4 3, obtaining the same result as complementing along the
cycle v v v v v v v1 2 3 4 5 6 1.
In general, if we have an alternating cycle v v v v v… n n1 2 2 −1 2 1 with n > 3. In the case that
∉v v E G( )n2 2 −1 by swapping the edges v v1 2 and v vn n2 2 −1, we obtain the edge v vn2 1 and an
alternating cycle v v v v v…n n n2 −2 1 2 2 −3 2 −2, that can be obtained by swappings (without
creating multiple edges) by induction hypothesis. In the case that ∈v v E G( )n2 2 −1 , the
alternating cycle v v v v v…n n n2 −2 1 2 2 −3 2 −2, can be obtained by swappings (without creating
multiple edges) by induction hypothesis, then swapping the edges v v1 2 and v vn n2 2 −1. In
both cases, we obtain the same result as complementing along the cycle v v v v v… n n1 2 2 −1 2 1.
Therefore, the multigraph H can be modified into a graph by a sequence of swaps that do
not generate multiple edges. □
We have proved that the multigraphs with graphical degree sequence can always be
modified into graphs by a sequence of swaps. This approach is effective and optimal as the
number of swaps is minimal. Nevertheless, it requires the comparison of multigraph H and
graph G. Hence, in the case of having only the multigraph H , a graph G with the same degree
sequence as H must be obtained before being able to apply it.
There are other sufficient conditions to guarantee that a multigraph can be modified into a
graph. For example, it is easy to prove that if there is a vertex w at distance greater than 2 from
the multiedge uv in H , then we can take an edge wz that is at distance at least two from both
vertices u and v and swap it with the edge uv, hence removing the edge uv without creating
another multiedge.
When for a multiedge uv there is no vertex w at a distance larger than 2, approaches as the
ones described in Theorem 2 are needed. For large enough graphs, and in particular if they are
scale‐free, it is possible to find such vertex at distance larger than 2 and remove multiedges.
In general, Theorem 2 permits to build a simple heuristic program that randomly swaps
multiedges. The procedure is an iterative process that interleaves one swap between a randomly
selected pair of edges, and one swap between a multiedge and a randomly selected edge. This is
formalized in Algorithm 3.1.
Transform multigraph H into a graph:
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These swaps are enough to modify the multigraph H into a graph G. This is observed in the
experiments presented below. In fact, in the experiments performed, we can even proceed
without swapping edges that are not multiedges. That is, we can skip the first statement of the
while loop. Nevertheless, as proven above with the example of Figure 1, in the most general
case, the first statement is required.
3.2 | Costs
As a summary, the proposed algorithm consists on the three steps described at the beginning of
Section 3 and the fourth step described in Algorithm 3.1 for transforming the multigraph into a graph.
The cost of the algorithm to generate the multigraph is O n n m(max( log , ))2 2 where n is the
number of nodes and m m× is the dimension of the underlying map. We detail the cost of the
different steps of the algorithm.
• The generation of the underlying map with dimensions m m× corresponds to the cost of the
FFT, which isO m m( log( ))2 2 . Note that the generation of X , matrix H and the computation of
F ′ is O m( )2 .
• The generation of the n nodes has cost O m( )2 as n random values are produced and then need
to be located in the m m× normalized matrix. At the same time that nodes are generated the
matrix of distances between pairs of nodes are computed. Assuming n m< , the generation of
the matrix of distances has cost ≤O n O m( ) ( )2 2 . In general, we have that the cost
is O n m(max( , ))2 2 .
• Next, we generate e edges for the n nodes. This is done iteratively for each node. At each step,
we need to order the list of missing edges (at most n values). Therefore, this ordering step has
cost O n n( log ). We select for each node an average of ∕v n edges, although this number is not
much relevant. Edges are generated using ∕v n random numbers that are checked against a
distribution built for all other n − 1 nodes. To build the distribution and select the nodes, we
need O n( ). As the ordering and the generation and selection of edges is done for every node,
the overall cost is n n( log )2 .
We do not have an exact bound for the algorithm to transform the multigraph (if there are loops
and multiedges) to a graph. This would depend on the number of edges already present and the
difficulty of randomly constructing a valid edge when a valid edge and a repeated one are swapped.
An upper bound obtained directly from Theorem 2 for Algorithm 3.1 is ∕e L( 2 − 1)′ where e′
is the number of repeated edges and L is the length of the largest alternating circuit in the
graph. In the experiments presented below, the number of swaps needed is less than this bound.
We discuss the performance of the approach for a few graphs in the next section.
4 | EXPERIMENTS
We have considered the generation of graphs for the degree sequences of the datasets in Table 1.
The size of the graphs range from 34 to 1133 nodes (denoted as N. Nodes), and from 78 to 5451
edges (denoted as N. Edges). For each graph, we also give the average degree (denoted as
M. Degree) and the standard deviation of the degrees of the nodes (denoted as σ(degree)).
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The number of edges if the graphs were complete (ie, ∕n n( − 1) 2* where n is the number of
nodes), and the proportion of edges with respect to a complete graph (ie, ∣ ∣∕ ∕E n n( ( − 1) 2)* )
with the same number of nodes is also given in the table (denoted as N. Complete and Density,
respectively).
We have used Algorithm 3.1 to remove the multiedges. Each algorithm has been applied
10 times to compute averages.
The maximum number of multiedges has been obtained for the Jazz data set, and it was 23.
In fact, this is the data set that gets on average the maximum number of multiedges. It is also
the graph with higher density. Nevertheless, Karate with almost the same density has not
generated graphs with multiedges. Table 2 summarizes the number of times we have obtained a
multigraph and the number of multiedges obtained. We also display the number of steps
required to remove these multiedges using the second algorithm, and the average time (in
seconds) to build the graph for each data set. This time is the average time of building the map
and applying both the first and the second algorithms. It can be seen from the table that the
average number of steps is less than twice the number of multiedges. In one of the tests, it was
slightly larger (with r = 20 multiple edges and 47 steps in the Jazz case). Figures 4 and 5 display
two examples of graphs generated from the Karate data set. Figure 4 uses as its underlying map
a graph generated with our map generation function. We applied for this example the approach
based on the FFT and the filtering matrix that approximates a Gaussian distribution. The other
approach for generating a map leads to similar results. Figure 5 uses as its underlying map the
map of Catalonia and a function of its population density. The straightforward use of the
TABLE 1 Description of the datasets considered in our experiments
Name N. Nodes N. Edges M. Degree σ(degree) N. Complete Density
Jazz39 198 2742 27.7 17.5 19503 0.140
Karate40 34 78 4.6 3.9 561 0.139
Football41 115 613 10.7 0.9 6555 0.093
Erdos97142 472 1314 5.6 6.7 111156 0.011
Urvemail43 1133 5451 9.6 9.3 641278 0.008
CElegans44 453 2025 8.9 16.7 102378 0.019
For each set, we give the number of nodes, the number of edges, the mean degree, the standard deviation, the number of edges
for a complete graph, and the degree of completeness (i.e., number of edges/number possible edges).
TABLE 2 Average results for 10 executions in seconds
Name Times multigraph No of multiedges Steps Time
Jazz39 10/10 14.9 26.5 5.84
Karate40 0/10 0 0 0.26
Football41 10/10 3.9 4.8 0.95
Erdos97142 7/10 1.2 1.2 7.92
Urvemail43 10/10 3.0 3.5 102.83
CElegans44 1/10 0.1 0.1 9.97
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population density assigns almost all nodes to the capital. See for details http://www.ppdm.cat/
links.php.
5 | CONCLUSIONS AND FUTURE WORK
In this paper, we propose a method for the generation of graphs in which nodes are located
according to an underlying probability distribution. We have also shown how to generate these
distributions when the whole graph is synthetic. Future work includes the development of other
algorithms that include some additional constraints into the synthetic graph, for example,
adding constraints on centrality,45 girth, diameter, etc.
We have proven in Theorem 2 that for a given degree sequence it is always possible to
transform a multigraph into a graph by means of swaps. Our heuristic approach based on
Theorem 2 forces that all graphs in this path do not have multiedges. In the experiments
considered, this heuristic approach is shown to be valid and computationally feasible. A
probabilistic analysis of this approach would be a valuable future analysis.
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FIGURE 4 Graph built from karate data set using as its underlying map a random map [Color figure can be
viewed at wileyonlinelibrary.com]
FIGURE 5 Graph built from karate data set using as its underlying map a map of Catalonia and its
population density [Color figure can be viewed at wileyonlinelibrary.com]
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The application of the FFT in the construction of the map from an initial random map
makes the graph smooth, something that it is required for completely synthetic graphs. This
approach can also be applied for anonymization of geolocalized maps which would be a useful
future development of the algorithm.
The construction of a partially synthetic graph starts with the map. Then, when a given
region has a high density, the probability that several nodes are assigned to that region is high.
This also implies that there will be links between the nodes of the region. This approach can be
used to generate community structures. This is left to future work.
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