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Abstract
We provide a method to write down the density operator for any pure state of multi-
qubit systems in the multiparticle spacetime algebra (MSTA) introduced by Doran, Gull,
and Lasenby. Using the MSTA formulation, we analyze several aspects of quantum
mechanics in a geometrical way including the Bell inequalities and the dynamics of
two coupled qubits. Lastly, we provide a natural way to construct the local unitary
invariants in the MSTA. Using these invariants, we analyze the space of the two-qubit
and three-qubit pure states with local and non-local degrees of freedom separated.
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1 Introduction
The conventional formulation of quantum mechanics is based on an abstract complex Hilbert
space. However, it is undeniable that some geometric pictures give us great insights into
some quantum mechanics or quantum information problems. For example, it is very helpful
to some problems or algorithms by picturing a pure state of a qubit as a unit vector of the
Bloch sphere. However, these geometric pictures are scarce and limited. On the other hand,
there is a new approach to quantum mechanics developed by Hestenes [1–3] based on the
geometric (Clifford) algebra. This new approach formulates quantum mechanics in a more
geometrical way and makes the connection between quantum mechanics and the space-time
more transparent. In this paper, we will follow this approach and try to develop a geometrical
method to analyze qubit systems.
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To describe multi-particle systems in the framework of geometric algebra (GA), we will use
the multiparticle spacetime algebra (MSTA) introduced by Doran, Gull, and Lasenby [4, 5].
Furthermore, in order to deal with pure and mixed states alike, we will focus on the density
operators. There are in fact two different representations for the density operators in the
MSTA depending on how we deal with the imaginary structures from the multiple qubits [6].
The first representation is achieved by correlating the pseudoscalars of different qubits and
the result is basically a direct transliteration from the usual Hermitian density matrix into the
MSTA. The alternated one is done by correlating some chosen bivectors. The intention of the
second representation is to generalize Hestenes’ operator view of a spinor to the multi-particle
regime. However, it will result in the non-hermitian density operator. We will follow the first
approach but we will show that it does not need to lose the appeals of the original view by
using the projectors accordingly.
The main purpose of this paper is to show the usefulness of the MSTA in describing the
quantum system in a geometrical way. Therefore, instead of formal completeness, we will
focus on demonstrating several simple but nontrivial examples including the Bell inequality
and the dynamics of two coupled qubits. Furthermore, one of the most important features that
distinguish quantum and classical systems is entanglement. In order to study the different
types of entanglement, we should use several quantities which will not be changed under the
local unitary transformations to parametrize the non-local part of the state space. Since the
effects of the local unitary transformations are quite transparent in the MSTA, there is a
natural way to define the local unitary invariants. These invariants can be used to analyze
the non-local part of the state space and study the entanglement.
We assume the readers are familiar with geometric algebra (a good introduction can be
found in [7, 8]) and only briefly review the multiparticle spacetime algebra in section 2. We
will show how to write down the density operator for any pure state of multi-qubit systems
and study its structure in section 3. We will also show how to study the Bell inequality and
the dynamic of two couple qubits in a geometrical way in section 4 and 5. In section 6, we
show how to construct a set of the invariants for the two-qubit and three-qubit pure states in
the MSTA. Using these invariants, we analyze their state spaces with the local and non-local
degrees of freedom separated. In section 7, we summarize and point out several directions we
can proceed in the future.
2 Multiparticle spacetime algebra
Spacetime algebra introduced by Hestenes [1] is basically the real Clifford algebra of Minkowski
spacetime denoted by G(1, 3). The algebra is generated by a basis {γµ} which satisfy:
γµ γν + γν γµ = 2 ηµν , µ.ν = 0, · · · , 3, (2.1)
where ηµν is the metric tensor:
ηµν = diag(+1,−1,−1,−1) . (2.2)
The Pauli algebra, G(3), is spatial part of the spacetime algebra and is generated by:
xˆ = γ1γ0 , yˆ = γ2γ0 , zˆ = γ3γ0 . (2.3)
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The three basis vectors are unitary and anticommute with each other:
xˆ yˆ = −yˆ xˆ = I zˆ , xˆ zˆ = −zˆ xˆ = −Iyˆ , yˆ zˆ = −zˆ yˆ = Ixˆ . (2.4)
where I is the pseudoscalar:
I ≡ γ0γ1γ2γ3 = xˆ yˆ zˆ . (2.5)
The N -particle MSTA, G(N, 3N), is the algebra associated with N copies of Minkowski
spacetime which represent the configuration space of the N -particle system. It can be gener-
ated by a basis {γaµ} which satisfy:
γaµ γ
b
ν + γ
b
ν γ
a
µ = 2 ηµνδ
ab , a, b = 0, · · · , N, (2.6)
where the superscripts label the particle spaces. Inside the N -particle MSTA, there are N
copies of the Pauli algebra generated by:
xˆa = γ
a
1γ
a
0 , yˆa = γ
a
2γ
a
0 , zˆa = γ
a
3γ
a
0 , a = 0, · · · , N , (2.7)
where we use the subscripts to denote the particle spaces for the Pauli algebra. It can be
verified that any two vectors from different particle spaces commute. Therefore, the subalgebra
generated by these vectors are isomorphic to the tensor product ofN copies of the Pauli algebra
P(N): G(3)⊗ · · · ⊗ G(3). This is the algebra we are going to use in this paper since we focus
on non-relativistic quantum mechanics. Furthermore, in this work, we will use the following
fonts to denote the different elements of MSTA: ‘a’ as a scalar, ‘a’ as a general vector in G(3),
‘aˆ’ as a unit vector in G(3) and ‘A’ as a general multivector that may contain the product of
several vectors from different G(3).
Before we can use P(N) to describe multi-particle systems, we need to deal with the
pseudoscalars from different particle spaces. To make the complex structures comparable to
quantum mechanics, the pseudoscalar correlator was introduced [6, 9]:
C =
N∏
a=2
1
2
(1− I1Ia) . (2.8)
This correlator reduces multiple pseudoscalars to a single correlated one:
ι ≡ I1C = · · · = INC . (2.9)
This correlated pseudoscalar will play the role of the imaginary unit i of traditional quantum
mechanics. Since the only effect of this correlator is to identify the pseudoscalars from different
particle spaces, we will omit it and simply replace any encountered pseudoscalar with the
correlated one.
An important operation we may need is the reverse operation. This operation reverse the
order of the vectors for each particle space and is denoted by the dagger symbol. For example:
(ma na pb qb)
† = na ma qb pb . (2.10)
This operation is equivalent to Hermitian conjugate in the matrix formulation.
3
3 Density operators in the MSTA
In this section, we start from the Bloch sphere representation of a single qubit. By using
the GA, we can write down the density operator for any state of a qubit similarly. But, the
formulation and computation can be done in a coordinate-free way. Then we further generalize
it to two-qubit and three-qubit systems in the MSTA. Additionally, we show that any unitary
transformation can be realized as a series of rotations in some projective spaces. Finally, we
study the structure of the density operator for any pure state of multi-qubit systems.
3.1 Single qubit
It is well known that the density operator of a single qubit can be expressed in the following
form:
ρ =
I + nx σx + ny σy + nz σz
2
, (3.1)
where σx, σy and σz are Pauli matrices. The scalars nx, ny and nz are the components of the
Bloch vector ~n and they satisfy n2x + n
2
y + n
2
z ≤ 1. Therefore, the density operator of a qubit
is parametrized by a vector inside of a unit ball, the Bloch sphere. When the state is pure,
the vector is unitary and the state is on the sphere.
On the other hand, the similar form can be found in the GA formulation. In [1], it
was pointed out that spinors have the same geometrical meaning as rotors by extracting the
projection factor:
Ψ = ψ
(
1 + zˆ
2
)
, (3.2)
where ψ is restricted to the even subalgebra of the Pauli algebra and can be interpreted as a
rotor if it is normalized. Therefore, the density operator of a pure state is:
ρ = ΨΨ† = ψ
(
1 + zˆ
2
)
ψ† =
1 + nˆ
2
, (3.3)
where nˆ = ψzˆψ†. Therefore, a spinor can be considered as a rotor which rotates some reference
state (which is conventionally defined by the z-axis) to the actual state. For a mixed state, the
vector becomes non-unitary: nˆ→ n with n2 < 1. Comparing to the usual matrix formulation,
this coordinate-free approach is one of the advantages of the GA/MSTA formulation.
In order to compute the expectation values of the physical observables, we need to translate
the trace operation to the GA/MSTA formulation. It can be shown that the trace is simply
proportional to the scalar part of the corresponding expression:
Tr(ρ) → N〈ρ〉 , (3.4)
where N is the number of the states that have been traced (e.g., N = 2n for an n-qubit
system). The operation 〈 〉 extract the scalar (i.e., grade zero) part.
To show how to do the computation in this formulation, we can consider some projective
measurements described by E± = (1 ± sˆ)/2, the probabilities of the measurements on some
4
generic pure state ρ = (1 + nˆ)/2 are:
Tr(E± ρ) → 2〈E±ρ〉 = 1± sˆ · nˆ
2
=
1± cos θ
2
, (3.5)
where θ is the angle between the two vectors nˆ and sˆ.
3.2 Two qubits
It is quite straightforward to construct the density operator for any product state of multi-
qubit systems. For example, any pure product state of the two qubits labeled with ‘a’ and ‘b’
can be expressed as:
ρab =
(
1 + mˆa
2
)(
1 + nˆb
2
)
, (3.6)
where mˆa and nˆb are some unit vectors of the qubits a and b respectively. However, the
two qubits can become entangled through the interaction which is one of the most important
features of quantum mechanics. Therefore, we need to find a way to write down the density
operators for the entangled states as well.
Based on the Schmidt decomposition, any pure state of two qubits can be decomposed to
the superposition of two orthogonal product sates. From this perspective, an entangled state
can also be regarded as some kind of two-level system just like a single qubit. Therefore, we
should be able to use a sphere to describe the space of the entangled states in a similar way
as the Bloch sphere. A similar idea, the entanglement sphere, and a similar parametrization
have been proposed in [10,11].
To identify the rotors that rotate this sphere, we need to specify the three basis (multi)-
vectors of the sphere’s space. To simplify the problem for now, we will assume the two product
states in the Schmidt decomposition are:
{00} ≡
(
1 + zˆa
2
)(
1 + zˆb
2
)
, {11} ≡
(
1− zˆa
2
)(
1− zˆb
2
)
. (3.7)
Since they are pure states, they satisfy: {00}2 = {00} and {11}2 = {11}. The projector that
project a general pure state to the space of the superposition of these two states is:
P{00,11} ≡ {00}+ {11} = 1 + zˆazˆb
2
. (3.8)
Since the two product states are orthogonal, it is clearly that this operator satisfy the require-
ment of a projector: P2{00,11} = P{00,11}. The three basis vectors in this projector space can be
defined by:
Z{00,11} ≡ zˆa P{00,11} = zˆb P{00,11} = 1
2
(zˆa + zˆb) , (3.9)
X{00,11} ≡ xˆa xˆb P{00,11} = − yˆa yˆb P{00,11} = 1
2
(xˆa xˆb − yˆa yˆb) , (3.10)
Y{00,11} ≡ xˆa yˆb P{00,11} = yˆa xˆb P{00,11} = 1
2
(xˆa yˆb + yˆa xˆb) , (3.11)
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Even though they are in fact multi-vectors in MSTA, they commute with P{00,11} and
satisfy the Pauli algebra G(3) in the projector space:
Z2{00,11} = X
2
{00,11} = Y
2
{00,11} = P{00,11} , Z{00,11} X{00,11} = −X{00,11} Z{00,11} , (3.12)
Z{00,11} Y{00,11} = −Y{00,11} Z{00,11} , X{00,11} Y{00,11} = −Y{00,11} X{00,11} , (3.13)
X{00,11} Y{00,11} Z{00,11} = ιP{00,11} , (3.14)
where ι is the correlated pseudoscalar introduced in (2.9). Therefore we can treat them as the
three basis vectors associated with the projector space.
The entanglement sphere is a unit sphere in the space expanded by the three basis vectors.
The rotor that rotate the sphere can be constructed as the usual. For example, the rotor that
describe the rotation around Y{00,11} is:
e−ιY{00,11}θ/2 = 1 + (cos
θ
2
− 1)P{00,11} + sin θ
2
ιY{00,11} ,
= (1− P{00,11}) + e−ιxˆayˆbθ/2 P{00,11} , (3.15)
where (1− P{00,11}) is the orthogonal projector:
1− P{00,11} = P{01,10} ≡ {01}+ {10} = 1− zˆazˆb
2
. (3.16)
Therefore, the rotor in (3.15) only perform the rotation in the projector space P{00,11} while
do nothing in the orthogonal space. We can also define the three basis vectors for the P{01,10}:
Z{01,10} ≡ zˆa P{01,10} = − zˆb P{01,10} = 12 (zˆa − zˆb) , (3.17)
X{01,10} ≡ xˆaxˆb P{01,10} = yˆayˆb P{01,10} = 12 (xˆaxˆb + yˆayˆb) , (3.18)
Y{01,10} ≡ yˆaxˆb P{01,10} = − xˆayˆb P{01,10} = 12 (yˆaxˆb − xˆayˆb) . (3.19)
The rotor in this projector space can be constructed similarly and it only rotate the space
P{01,10} while do nothing in P{00,11}.
Any point on the sphere represents a pure state in the projector space. To construct the
density operator for any state in P{00,11}, we can use the product state {00} as the reference
state as usual. This state is located at the north pole of the sphere:
{00} = 1
2
(P{00,11} + Z{00,11}) . (3.20)
Then any other state can be obtained by applying some rotor on {00}:
ρS = e
−ιZ{00,11} φ/2 e−ιY{00,11} θ/2 {00} eιY{00,11},θ/2 eιZ{00,11} φ/2 = 1
2
(P{00,11} + S{00,11}) , (3.21)
where S{00,11} is some unit vector on the sphere:
S{00,11} = cos θ Z{00,11} + sin θ cosφX{00,11} + sin θ sinφY{00,11} . (3.22)
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The angle θ is directly related to the entanglement between two qubits which will be explained
later. Combining the reference state, the spinor of the above state is:
ΨS = ψS {00} = e−ιZ{00,11} φ/2 e−ιY{00,11} θ/2 {00} . (3.23)
Furthermore, using the unitarity of S{00,11} (i.e., S2{00,11} = P{00,11}), it can be easily verified
that the density operator satisfy the pure state condition: ρ2S = ρS.
To find the density operator for a general two-qubit pure state, we simply need to use
more general orthogonal product states for the projector. For example, we can consider the
following two states:
{++} =
(
1 + mˆa
2
)(
1 + nˆb
2
)
, {−−} =
(
1− mˆa
2
)(
1− nˆb
2
)
, (3.24)
and the new projector will be:
P{++,−−} = {++}+ {−−} = 1 + mˆa nˆb
2
. (3.25)
We can follow the similar procedure to construct the new basis vectors for the sphere’s space
and the density operator. However, we will find out that the result is related to the density
operator in the previous projector by the local rotations of the qubits a and b (i.e., the local
unitary transformation). The rotations are described by some local rotors that connect the
product states in the two projectors:
Ra (xˆa, yˆa, zˆa)R
†
a = (mˆaa , mˆa` , mˆa) , Rb (xˆb, yˆb, zˆb)R
†
a = (nˆba , nˆb` , nˆb) , (3.26)
where (mˆaa , mˆa` , mˆa) and (nˆba , nˆb` , nˆb) form the new bases for the space of the qubit a and
b respectively. Then the density operator of a general pure state can be written as:
ρ′S =
1
2
(P{++,−−} + S{++,−−}) = RaRb ρSR
†
b R
†
b . (3.27)
A general spinor of two qubits can be written in this form:
ΨS′ = RaRb ΨS = RaRb e
−ιZ{00,11} φ/2 e−ιY{00,11} θ/2 {00} . (3.28)
As we have explained in (3.4), the trace operation in the MSTA is done by simply extracting
the scalar part while dumping anything else. The expectation value of any physical observable
for a general two-qubit pure state can be computed by:
Tr(O ρS′) → 4 〈O ρS′〉 , (3.29)
where O should be expressed in the MSTA. Furthermore, since any mixed state can be ex-
pressed as a probability-weighted sum of several pure states, we should be able to use this
formulation to compute any physical quantity for a general two-qubit system.
In some situations, we may need to do the partial trace operations. This can be achieved
by simply dumping any term contains the vectors of the qubits which have been traced out.
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For example, the reduced density operator of the first qubit ρa can be obtained by tracing out
the qubit b from the ρS in (3.21):
Trb(ρS) → 2 〈ρS〉b =
1
2
(1 + cos θ zˆa) = ρa , (3.30)
where the coefficient, 2, is the number of the states that has been traced out. This operation
〈 〉b simply drop the terms that contains any vector of the qubit b.
From the above expression, we can see that the ρa is no longer a pure state if the angle θ
is not zero or pi because the vector is no longer unitary. The length of this vector is related to
the von Neumann entropy of the ρa which can be used to measure the entanglement between
two qubits:
S = − Tr ρa log2 ρa = − Tr ρb log2 ρb . (3.31)
To compute the Von Neumann entropy in the MSTA for this simple case, it may be more
convenient to take the limit of the Renyi entropy:
S = lim
α→1
1
1− α log2 (Tr(ρ
α
a )) → lim
α→1
1
1− α log2 (2 〈ρ
α
a 〉) (3.32)
where 〈ραa 〉 is:
〈ραa 〉 =
1
2α
〈(1 + cos θ zˆa)α〉 = 1
2α+1
((1 + cos θ)α + (1− cos θ)α) . (3.33)
So the von Neumann entropy is:
S = −
(
1− cos θ
2
)
log2
(
1− cos θ
2
)
−
(
1 + cos θ
2
)
log2
(
1 + cos θ
2
)
. (3.34)
Therefore the angle θ determine the entanglement between two qubits and the entropy reach
the maximum S = 1 when θ is equal to pi/2. At that point, the ρa becomes completely mixed
and its vector part vanishes. That is when the two qubits become maximally-entangled.
3.3 Generalized spheres and three-qubit examples
Previously, we have identified the spheres of the entangled states in the projector P{00,11} and
P{01,10}. In fact, any projector built from two orthogonal product states will have the similar
sphere. For example, we can consider the following projector:
P{00,01} = {00}+ {01} = 1 + zˆa
2
. (3.35)
The three basis vectors associated with this projector will be:
Z = zˆb
1 + zˆa
2
, X = xˆb
1 + zˆa
2
, Y = yˆb
1 + zˆa
2
. (3.36)
The sphere is actually just the Bloch sphere of the qubit b times the projector (1 + zˆa)/2.
The rotors related to this sphere are just the conditional local rotations acting on the qubit b
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(i.e., they only rotate the qubit b when the qubit a is ‘0’). Out of the six projectors coming
from the different combinations of two product states, four of them are basically just some
conditional local rotations like the above example. The only two exceptions are P{00,11} and
P{01,10} which have been introduced previously.
This procedure can be generalized to any projector built from two orthogonal product
states1 of the multi-qubit systems. For example, we can consider the following projector of a
three-qubit system:
P{000,111} ≡ {000}+ {111} = 1
4
(1 + zˆazˆb + zˆazˆc + zˆbzˆc) . (3.37)
We will demonstrate the procedure to find the three basis vectors for the sphere associated
with this projector. In the following, we will denote them by X, Y, and Z without any super-
or sub-script and it should be understood that they are in the projector defined above.
At first, we need to decide the ordering of the two states in order to define the vector Z.
That is whether we set Z equal to {000} − {111} or {111} − {000}. This choice will affect
the handedness of the azimuthal angle but other than that there should not have any physical
significance. We will take the first choice:
Z ≡ {000} − {111} = 1
4
(zˆa + zˆb + zˆc + zˆazˆbzˆc) . (3.38)
The required properties of the X are:
XP{000,111} = P{000,111} X = X , X2 = P{000,111} , XZ = −ZX . (3.39)
To find the X, consider the following fact:
xˆaxˆbxˆc {000} = {111} xˆaxˆbxˆc . (3.40)
Note that any vector orthogonal to zˆ will have the similar effect as the xˆ. This implies that
X should contain the product of several unit vectors of only those qubits with the opposite
signs in the two states of the projector and each of these unit vectors should be orthogonal to
the spin of the corresponding qubit. This product will be square to one, commute with the
projector and anti-commute with Z. In order to maintain the simpler relation with the density
operator in the conventional matrix formulation, we will choose the following definition for
the X:
X ≡ xˆaxˆbxˆc P{000,111} = 1
4
(xˆaxˆbxˆc − xˆayˆbyˆc − yˆaxˆbyˆc − yˆayˆbxˆc) . (3.41)
Because of the presence of the projector, the following definitions are also true:
X = − xˆayˆbyˆc P{000,111} = −yˆaxˆbyˆc P{000,111} = −yˆayˆbxˆc P{000,111} . (3.42)
In fact, any simultaneous azimuthal rotations of two unit vectors in the opposite ways will
not change X. For example,
xˆa (cosφ xˆb + sinφ yˆb) (cosφ xˆc − sinφ yˆc)P{000,111} = X . (3.43)
1It may be possible to generalize to any two orthogonal pure states. But, it is unclear so far how to identify
the three basis vectors in general.
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Therefore, although the vector X seems to have three degrees of freedom coming from the
azimuthal angles of the three qubits, there is actually only one azimuthal angle associated to
this projector space.
The remaining vector Y can be found by using the fact: XYZ = ιP{000,111},
Y = ιXZ = ι xˆaxˆbxˆc ({000} − {111})
= xˆaxˆbyˆc P{000,111} = xˆayˆbxˆc P{000,111} = yˆaxˆbxˆc P{000,111}
=
1
4
(xˆaxˆbyˆc − yˆayˆbyˆc + yˆaxˆbxˆc + xˆayˆbxˆc) . (3.44)
As we have expected, we can rotate X to Y by the local rotation of one of the qubits. Notice
that in the eight combinations: xˆaxˆbxˆc , xˆaxˆbyˆc · · · , those with even number of yˆ are all
projected to X or −X and the ones with odd number of yˆ will be projected to Y or −Y. From
the definition of the X and Y, we see that the rotating of any small xˆ with the azimuthal angle
φ will also rotate the X with the same angle. However, if we pick Z = {111}−{000}, Y will be
flipped. In that case, the rotation angle of the X will become −φ. This is simply because the
definition of Z and the azimuthal angle of the projector sphere have changed but the effect of
the rotating of xˆ on X is still the same.
To save us from the confusion related to the effects of the local axial rotations of qubits
on the azimuthal angle of the X, we will point out the following rule. For a single qubit, the
definition of zˆ is always {0} − {1} which fix the ordering for any single qubit. If the ordering
in the definition of the Z agrees with the ordering of an individual qubit then the induced
change of the azimuthal angle of the X will be the same as the rotation angle of that qubit. If
not, the sign of the change will be opposite. For example, for the projector, P = {01}+ {10}
and Z = {01} − {10}, the rotating of the xˆa by φ will rotate the X by the same angle while
the rotating of the xˆb will have the opposite effect. This means if we rotate xˆa and xˆb with
the same angles, the X remains unchanged in this case.
The three basis vectors, Z, X and Y satisfy the required properties for a basis associated
with the projector. Therefore, one can build any rotor that rotates the unit sphere just like
the two-qubit case. Any unitary transformation in this projector space can be regarded as
some rotation generated by a rotor. Any pure state in the projector space can be identified as
a point on the sphere. To illustrate this explicitly, we can consider the unitary transformation
that takes |000〉 to α|000〉+ β|111〉 with the coefficients normalized. The global phase of the
state has no physical meaning but the phase difference of the coefficients will be related to
the azimuthal angle of the sphere. If we follow the definitions of Z and X in (3.38) and (3.42),
the points on the full circle along the X direction represent the real states (i.e., the state with
both the coefficients real after removing the global phase). The azimuthal angle of a point on
the sphere should be related to the coefficients of the corresponding state by:
φ = arg
(
β
α
)
. (3.45)
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The above unitary transformation corresponds to the following rotation:
e
−iXφ+pi2
θ
2 {000} eiXφ+pi2 θ2
=
(
cos
θ
2
− i sin θ
2
xˆa,φ+pi/2xˆbxˆc
)
{000}
(
cos
θ
2
+ i sin
θ
2
xˆa,φ+pi/2xˆbyˆc
)
= cos2
θ
2
{000}+ sin2 θ
2
{111}+ sin θ
2
cos
θ
2
xˆa,φxˆbxˆc ({000}+ {111}) (3.46)
=
1
2
(
P{000,111} + cos θ Z+ sin θXφ
)
, (3.47)
where the rotation angle θ are related to the absolute values of the coefficients (i.e., |α| and
|β|) and the xˆa,φ and the Xφ are defined by:
xˆa,φ ≡ cosφ xˆa + sinφ yˆa. Xφ ≡ cosφX+ sinφY . (3.48)
The last form in (3.47) is what we expect for such kind of the rotation. However, the expression
in (3.46) is also quite interesting since it has this kind of the structure: p{000} + q{111} +√
pq Xφ with p+ q = 1. The values p and q are the probabilities associated to the two product
states. They are related to α and β by:
p = |α|2 , q = |β|2 . (3.49)
Therefore, we can say that the first two terms represent the diagonal components of the
density operator in the conventional matrix formulation, while the last term, Xφ, represent
the off-diagonal components. Notice that the coefficient of the Xφ is completely determined by
the two probabilities p and q. This constraint can be traced back to the pure state condition
and will be explained later.
For the rotation with φ = 0 and θ = pi/2, the result is the well-known GHZ state:
1√
2
(|000〉+ |111〉). The corresponding density operator in the MSTA is:
ρGHZ =
1
8
(1 + zˆazˆb + zˆazˆc + zˆbzˆc) (1 + xˆaxˆbxˆc)
=
1
8
(1 + zˆazˆb + zˆazˆc + zˆbzˆc + xˆaxˆbxˆc − xˆayˆbyˆc − yˆaxˆbyˆc − yˆayˆbxˆc) . (3.50)
This state has the maximum three-way entanglement of three qubits and it will be discussed
further later.
Using the above procedure, we can basically construct the density operator in the MSTA
for any superposition of two orthogonal product states. For the superposition of more than two
states, we can apply several rotations sequently. For example, for the unitary transformation:
|000〉 to α|000〉+β|011〉+γ|110〉, we can break it into two sequential rotations in the projector
spaces P{000,011} and P{011,110}. The corresponding sequential rotors are:
e−iX2,φ2
θ2
2 e−iX1,φ1
θ1
2 , (3.51)
where X1,φ1 and X2,φ2 are associated to P{000,011} and P{011,110} respectively. Note that X1 and
X2 do not commute. The azimuthal angles φ1 and φ2 are related to the phase differences of the
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coefficients, α, β and γ. The rotation angles, θ1 and θ2 are determined by the absolute values
of the coefficients. Applying the rotors to {000}, the result will have the following structure:
p {000}+ q {011}+ r {110}+√p q X1,ψ1 +
√
q rX2,ψ2 +
√
p rX3,ψ3 , (3.52)
where p, q and r are:
p = |α|2 = cos2 θ1
2
, q = |β|2 = sin2 θ1
2
cos2
θ2
2
, r = |γ|2 = sin2 θ1
2
sin2
θ2
2
, (3.53)
and the X3,ψ3 is associated to the projector P{000,110}. The appearance of the X3,ψ3 may be
surprising but is understandable. Because during the second rotation, not only the components
in the projector P{011,110} are generated but also the ones in the projector P{000,110}.
The three azimuthal angles of the X-terms are related to the phase differences of the
coefficients: ψ1 = ± arg(βα), ψ2 = ± arg( γβ ) and ψ3 = ± arg( γα). The signs are depending
on how we choose Z. To fix the sign, we can pick a particular scheme for the ordering of
the product states. For example, we can fix the ordering like {000} = {(1)}, {011} = {(2)}
and {110} = {(3)} and define Z{(i),(j)} ≡ {(i)} − {(j)} with i < j. Then all of the signs are
positive. So we have:
ψ1 = φβ − φα , ψ2 = φγ − φβ , ψ3 = φγ − φα = ψ1 + ψ2 , (3.54)
where φα = arg(α), φβ = arg(β) and φγ = arg(γ). Therefore, not all of the azimuthal angles
of the X’s part are independent just like the phase differences of the α, β and γ.
3.4 General pure states of multi-qubit systems
The form of the density operator in (3.52) can be generalized to any pure state of multi-qubit
systems. However, there are some kinds of structure hidden in the X-terms. Specifically, notice
that each coefficient of the Xψ-terms is always determined by the probabilities of the two states
in its corresponding projector. Furthermore, the angles of the X-terms are not independent
and constrained somehow. These can all be traced back to the pure state condition: ρ2 = ρ.
To show this, consider a general density operator written in the following form:
ρ =
∑
i
pi {(i)} +
∑
i<j
qi,jXψi,j , i, j = 1 · · ·N , (3.55)
where {(i)} are the density operators of a series of the orthogonal product states from {(1)}
to {(N)}. All of the coefficients in the above expression should be real and nonnegative and
pi should sum to one. We will assume that the definition of Z is based on the labeled ordering
(i.e, Z{(i),(j)} = {(i)} − {(j)} with i < j). The Xψi,j is associated to the projector P{(i),(j)} and
the subscript ψi,j denote its azimuthal angle.
The computation of the ρ2 is greatly simplified by using the projector properties of {(i)}
and P{(i),(j)} and the unitarity of the X’s. Additionally, because Xψi,j anti-commute with
Z{(i),(j)} while commute with P{(i),(j)}, the symmetric product between {(i)} or {(j)} with
Xψi,j satisfy the following rules:
{(i)}Xψi,j + Xψi,j{(i)} = {(j)}Xψi,j + Xψi,j{(j)} = Xψi,j P{(i),(j)} = Xψi,j . (3.56)
12
Lastly, the only nontrivial product between two different X’s is when their projector spaces
are overlapping. In that case, we can show that the symmetric product of two X’s satisfy the
following rule:
Xξi,j Xξj,k + Xξj,k Xξi,j = Xξi,k , (3.57)
where Xξi,k is associated to P{(i),(k)} and the angle ξi,k is:
ξi,k = sign(j − i) ξi,j + sign(k − j) ξj,k . (3.58)
To show this, we will use an example. Consider {(i)} = {00000}, {(j)} = {10011} and
{(k)} = {11100}. If i < j < k, we have:
Xξi,j Xξj,k + Xξj,k Xξi,j = xˆa,ξi,j xˆdxˆe {(j)} xˆb,ξj,k xˆcxˆdxˆe + xˆb,ξj,k xˆcxˆdxˆe {(j)} xˆa,ξi,j xˆdxˆe
= xˆa,ξi,j xˆb,ξj,k xˆc ({(i)}+ {(k)}) = Xξi,k , (3.59)
and ξi,k = ξi,j + ξj,k. One can always show that (3.57) is true by adjusting the overlapping xˆ’s
to be in the same direction to cancel them and find the angle of the new X.
Before we compute the square of the ρ, notice that the number of the angles in (3.55) is
much larger than the degrees of freedom that a pure state should have. This implies there
should be some constraints on those parameters if the density operator is a pure state. We
will assume the following constraints:
ψi,k = sign(j − i)ψi,j + sign(k − j)ψj,k , i 6= j 6= k . (3.60)
This implies:
Xψi,kXψj,k + Xψj,kXψi,k = Xψi,j , for any k 6= i, j . (3.61)
Using the above assumption about angles and combining the properties of the projectors
and the X’s, it is straightforward to compute ρ2 and compare the result to ρ. The pure state
condition (i.e., ρ2 = ρ) require:
pi = p
2
i +
∑
j 6=i
q2i,j , (3.62)
qi,j = (pi + pj) qi,j +
∑
k 6=i,j
qi,k qk,j . (3.63)
By using the fact that pi sum to one, we can show that these equalities are satisfied if qi,j
equal to
√
pipj. The meaning of the assumption in (3.60) is to ensure that the angles ψi,j can
be parametrized to ψj − ψi or ψi − ψj. Then, the ψi can be understood as the phase of the
coefficient of the state |i〉. The total sum of the angles ψi are related to the global phase and
it will not affect the density operator.
From the above discussion, we can summary that if the following conditions are satisfied
qi,j =
√
pipj , Xψi,kXψj,k + Xψj,kXψi,k = Xψi,j , i 6= j 6= k (3.64)
the density operator in (3.55) represent the pure state:
∑
i αi |i〉 with:
pi = |αi|2 , ψi,j = (arg(αj)− arg(αi)) for i < j . (3.65)
For a mixed state, the above conditions (3.64) no longer hold and it can be basically regarded
as a state with some of the X’s terms missing or weakening.
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4 Bell states and Bell inequalities
The Bell states are four specific maximally entangled states of two qubits:
|Φ+〉 = 1√
2
(|0〉a ⊗ |0〉b + |1〉a ⊗ |1〉b) , |Φ−〉 = 1√2 (|0〉a ⊗ |0〉b − |1〉a ⊗ |1〉b) , (4.1)
|Ψ+〉 = 1√
2
(|0〉a ⊗ |1〉b + |1〉a ⊗ |0〉b) , |Ψ−〉 = 1√2 (|0〉a ⊗ |1〉b − |1〉a ⊗ |0〉b) , (4.2)
where |0〉a⊗|0〉b is corresponding to the product state {00} and etc. Since they are maximally
entangled (i.e., θ = pi/2), they should be located at the equator of the (entanglement) sphere.
From this and the projector space they should be in, it is straightforward to find out their
density operators:
|Φ+〉 → ρΦ+ = 1
2
(P{00,11} + X{00,11}) =
1
4
(1 + zˆazˆb + xˆaxˆb − yˆayˆb) , (4.3)
|Φ−〉 → ρΦ− = 1
2
(P{00,11} − X{00,11}) = 1
4
(1 + zˆazˆb − xˆaxˆb + yˆayˆb) , (4.4)
|Ψ+〉 → ρΨ+ = 1
2
(P{01,10} + X{01,10}) =
1
4
(1− zˆazˆb + xˆaxˆb + yˆayˆb) , (4.5)
|Ψ−〉 → ρΨ− = 1
2
(P{01,10} − X{01,10}) = 1
4
(1− zˆazˆb − xˆaxˆb − yˆayˆb) . (4.6)
Note that all of the Bell states are related by some local rotations. For example, if we rotate
the qubit a around the y-axis by pi, then xˆa → −xˆa and zˆa → −zˆa. Therefore, |Ψ−〉 → |Φ+〉.
On the other hand, |Ψ−〉 is a singlet state and it is rotational invariant. This can be seen from
the fact that the term: xˆaxˆb + yˆayˆb + zˆazˆb is invariant under the joint action of the local
rotors:
Rnˆa,zˆa Rnˆb,zˆb (xˆaxˆb + yˆayˆb + zˆazˆb)R
†
nˆb,zˆb
R†nˆa,zˆa = nˆaanˆba + nˆa`nˆb` + nˆanˆb (4.7)
= xˆaxˆb + yˆayˆb + zˆazˆb , (4.8)
where Rnˆa,zˆa and Rnˆb,zˆb are copies of the same rotor but acting on the spaces of the qubit a
and b respectively and (nˆa, nˆ`, nˆ) form the new basis after the space rotation.
An interesting feature of the singlet state is that the measurements of the two qubits are
always anti-correlated in any direction. To see this, we can consider the projective measure-
ment along some direction sˆ on the qubit ‘a’ and check how the reduced density operator of
the qubit ‘b’ change. Before the measurement, it is completely mixed (i.e., ρb =
1
2
). If the
result is positive, the post measurement state is
ρ′ab = 2
(
1 + sˆa
2
1− zˆazˆb − xˆaxˆb − yˆayˆb
4
1 + sˆa
2
)
, (4.9)
the factor of 2 coming from dividing the probability 1
2
which is needed for restoring the unit
trace. The reduced density operator of the qubit b after the measurement is:
ρ′b = 2 〈ρ′ab〉a = 2
〈
(1 + sˆa)
(
1− zˆazˆb − xˆaxˆb − yˆayˆb
4
)〉
a
=
1− sˆb
2
. (4.10)
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Therefore, originally a completely mixed state but after the measurement, the reduced density
operator of the qubit b become a pure state with its spin point at the opposite direction.
The correlations of the measurements on the maximally entangled states are very different
from the usual correlations in a classical system. This was shown by the violation of the Bell
inequalities which are supposed to be satisfied by any physical theory of local hidden variables
(e.g., classical physics). There are several variations of Bell inequalities. The most well known
is the CHSH inequality. It can be explained by an experiment performed on two systems,
‘a’ and ‘b’, with maybe some correlations between them due to their shared history. In the
experiment, a series of measurements on each of them is performed by choosing randomly
from two different observables, e.g., Q and R for the system ‘a’ and S and T for ‘b’. Each
measurement has two possible outcomes, either −1 or 1. If the two systems are separated far
apart so that their measurements cannot affect each other and assume local realism, it was
shown that the following inequality must be satisfied:
E(QS) + E(RS) + E(RT )− E(QT ) ≤ 2 , (4.11)
where E(·) denote the mean value of that quantity.
However, it was shown that this inequality can be violated by some quantum states. To
check that in the MSTA, consider the two qubits ‘a’ and ‘b’ in the singlet state and we measure
their spins in the directions of qˆ and rˆ for ‘a’ and sˆ and tˆ for ‘b’. The expectation value of
the qˆ sˆ is:
4 〈 qˆa sˆb ρΨ− 〉 = 4
〈
qˆa sˆb
1− zˆazˆb − xˆaxˆb − yˆayˆb
4
〉
= −qˆ · sˆ . (4.12)
Therefore, the left hand side of the inequality is:
4 〈 (qˆ sˆ + rˆ sˆ + rˆ tˆ− qˆ tˆ) ρΨ− 〉 = −(rˆ + qˆ) · sˆ− (rˆ− qˆ) · tˆ . (4.13)
To maximize this value, we can simply choose sˆ and tˆ along the opposite directions of (rˆ + qˆ)
and (rˆ− qˆ) respectively. The result is:
|ˆr + qˆ| + |ˆr− qˆ| = √2 + 2 cos θ + √2− 2 cos θ , (4.14)
where θ is the angle between rˆ and qˆ. The maximum is 2
√
2 when θ = pi/2. Clearly,
the singlet state violate the CHSH inequality. How about the other Bell states? Since the
other maximally entangled states are related to the singlet state by some local rotations, the
expectation values of the measurement results can be written as:
〈R†b R†a (qˆasˆb + rˆasˆb + rˆatˆb − qˆatˆb)RaRb ρΨ− 〉 = −(rˆ′ + qˆ′) · sˆ′ − (rˆ′ − qˆ′) · tˆ′ , (4.15)
where Ra,b are the rotors of the local rotations and we have used the the cyclic nature of the
operation 〈 〉. Clearly the maximum of this term is still 2√2 but the set of the measurement
that will achieve this value will depend on the state. How about the partially entangled states?
Since only the terms that contain vectors from both qubits will contribute to the inequality and
those terms are smaller for the partially entangled state, the state will violate the inequality
less strongly when the entanglement angle θ become smaller. And, the inequality will be
satisfied for any product state. How much the Bell inequality can be violated by a quantum
state is limited by the Tsirelson bound. For the CHSH inequality, this bound is 2
√
2 and we
have shown that this is true for a two-qubit system.
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5 Dynamics of two coupled qubits
To show how the MSTA formulation can help us analyze quantum systems in a geometrical
way, we use the dynamics of two coupled qubits as our examples. The time evolution of a
density operator is determined by the Hamiltonian H of the system:
ρ(t) = e−ιHt ρ(0) eιHt . (5.1)
Notice that this is similar to how we applying a rotor on the density operator. Indeed, the
time evolution of a pure state (for a closed system) is basically a unitary transformation and
as we have explained, can be regarded as the action of a rotor or a series of the rotors. This
provides some geometrical perspectives on the dynamics of quantum systems. We will show
some simple cases with the two-qubit systems in which the Hamiltonian can be realized as a
single rotor or two separated rotors.
5.1 Isotropic interaction
We consider the isotropic exchange interaction between two qubits. The Hamiltonian in the
MSTA is:
H =
ω
4
(xˆaxˆb + yˆayˆb + zˆazˆb) , (5.2)
where ω determine the strength of the coupling. We can rewrite the Hamiltonian in the
following form:
H =
ω
4
(xˆaxˆb + yˆayˆb + zˆazˆb)
(
P{00,11} + P{01,10}
)
, (5.3)
=
ω
4
(P{00,11} − P{01,10} + 2X{01,10}) . (5.4)
The projector terms in the Hamiltonian will do nothing to the states in the projector
P{00,11} or P{01,10}. The time evolution operator is clearly a rotor in the projector P{01,10}
around the axis X{01,10}. For example, if the initial density operator ρ(0) is any state in
P{01,10}, its time evolution will be:
e−ιX{01,10} (ωt/2) ρS(0) eιX{01,10} (ωt/2) =
1
2
(P{01,10} + e−ιX{01,10} (ωt/2)S{01,10} eιX{01,10} (ωt/2)) . (5.5)
Therefore, the dynamic can be pictured as the rotation of a unit vector around the axis X{01,10}.
On the other hand, if the initial density operator is in P{00,11}, then it will not change with
time. From these observations, we can see that the Hamiltonian preserve the structure of the
projectors and the reason is that it commutes with the projectors:
HP{00,11} = P{00,11} H , HP{01,10} = P{01,10} H . (5.6)
In other words, the time evolution operator can be regarded as a rotor in some projective
space only when the Hamiltonian commutes with the particular projector. Then, we can use
that projector to project the Hamiltonian to obtain the corresponding rotor.
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Additionally, from the above analysis, we can conclude the two of the eigenstates of this
Hamiltonian in the projector P{01,10} are those states along the rotation axis (i.e., the two Bell
states, ρΨ+ and ρΨ−) and the other two are any two orthogonal states in P{00,11}.
Since the Hamiltonian is isotropic, the time evolution of any state in which the spins of
the two qubits are aligned or anti-aligned can be pictured in this way. If the spins are neither
aligned nor anti-aligned initially, their directions will change with time. We will talk about
this more complicated case later.
5.2 Anisotropic interaction
We can also consider the anisotropic exchange interaction between two qubits. The Hamilto-
nian in the MSTA can be written as:
H =
1
4
(ωx xˆaxˆb + ωy yˆayˆb + ωz zˆazˆb) , (5.7)
where ωx, ωy and ωz control the coupling in different directions. This Hamiltonian can also
be projected by the same projectors:
H =
1
4
(ωx xˆaxˆb + ωy yˆayˆb + ωz zˆazˆb)
(
P{00,11} + P{01,10}
)
=
1
4
((ωx − ωy)X{00,11} + ωz P{00,11}) + 1
4
((ωx + ωy)X{01,10} − ωz P{01,10}) . (5.8)
Notice that the two parts commute and the time evolution will be regarded as the separated
rotations in the two projector spaces. For example, for the initial state {00} or {01}, the time
evolution will be:
ρ(t) = e−ιX{00,11} (ω−t/2) {00} eιX{00,11} (ω−t/2)
=
1
2
(P{00,11} + cos(ω−t)Z{00,11} − sin(ω−t)Y{00,11}) , (5.9)
ρ(t) = e−ιX{01,10} (ω+t/2) {01} eιX{01,10} (ω+t/2)
=
1
2
(P{01,10} + cos(ω+t)Z{01,10} − sin(ω+t)Y{01,10}) , (5.10)
where ω± ≡ (ωx ± ωy)/2. From the above evolution, we can also see how the entanglement
develop under interaction. Since the entanglement angle θ equal to ω±t, the entanglement
between two qubits change periodically. The period is depending on the initial state and it is
pi/ω− for {00} and pi/ω+ for {01}.
The time evolution of any state in which the spins of the two qubits are aligned or anti-
aligned in the directions of xˆ, yˆ or zˆ can all be pictured in this way. The reason is that the
Hamiltonian commutes with the corresponding projector. For the other initial states, one may
need to do the direct computation or consider the method described in section 5.4.
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5.3 Anisotropic interaction with an external field
We can also include some external magnetic field along the zˆ in the previous example. For
example, we can consider the following Hamiltonian:
H =
1
4
(ωx xˆaxˆb + ωy yˆayˆb + ωz zˆazˆb) +
1
2
(βa zˆa + βb zˆb) , (5.11)
where βa and βb are related to the strength of the magnetic field and the couplings of two
qubits with the filed. This Hamiltonian can also be projected by the same projectors:
H =
1
2
(
ω− X{00,11} + β+ Z{00,11} +
ωz
2
P{00,11}
)
+
1
2
(
ω+ X{01,10} + β− Z{01,10} − ωz
2
P{01,10}
)
,
(5.12)
where β± ≡ βa ± βb. Again, the time evolution can be regarded as the separated rotations
in the two projector spaces but around the different axes this time. For the states in P{00,11},
the axis is along:
A{00,11} =
ω−
ω00
X{00,11} +
β+
ω00
Z{00,11} , (5.13)
where ω00 ≡
√
ω2− + β2+ is the angular speed of the rotation. For the states in P{01,10}, the
axis is along:
A{01,10} =
ω+
ω01
X{01,10} +
β−
ω01
Z{01,10} , (5.14)
where ω01 ≡
√
ω2+ + β
2− is the angular speed of this rotation.
From the rotation axes, we can see that how the entanglement develop will depend on the
relative strength between β+ and ω− or β− and ω+. If β+  ω− or β−  ω+, the rotation axis
will be very close to Z and the entanglement in that corresponding projector will not change
much.
Additionally, we can conclude from the above analysis that the four eigenstates of the
Hamiltonian are:
ρ
(±)
1 =
1
2
(P{00,11} ± A{00,11}) , ρ(±)2 =
1
2
(P{01,10} ± A{01,10}) . (5.15)
Their corresponding eigenvalues are:
4 〈H ρ(±)1 〉 =
ωz ± 2ω00
4
, 4 〈H ρ(±)2 〉 =
−ωz ± 2ω01
4
. (5.16)
5.4 Starting from a general initial product state
We have seen that the time evolution of the states in the appropriate projectors (i.e., those
commute with the Hamiltonian) can be pictured as some simple rotations. For the other
states, we may need to do the direct computation to find out the evolution. However, we
will show that it is possible (at least in some cases) to break the initial density operator to
several pieces which can be identified as some elements in the appropriate projectors. Then,
the evolution of the state can be obtained as the result of the combined rotations of all pieces.
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The example we are going to use is the isotropic interaction in (5.2) with the following
initial state:
ρ(0) =
(
1 + mˆa
2
)(
1 + nˆb
2
)
, (5.17)
where mˆ and nˆ are two arbitrary unit vectors. We can rewrite the initial density operator in
this form:
ρ(0) =
1
4
(1 + (pa + qa) + (pb − qb) + (pa pb − qa qb + qa pb − pa qb)) , (5.18)
where pa,b and qa,b are:
pa,b ≡ mˆa,b + nˆa,b
2
= p pˆa,b , qa,b ≡ mˆa,b − nˆa,b
2
= q qˆa,b, . (5.19)
Note that mˆb point at the same direction as mˆa but it is a vector in the qubit b space and
similarly for nˆa.
Ignoring the scalar, we can break the initial density operator to three parts and deal with
them in three different projectors:
(A) =
1
4
(pa + pb + pa pb) , (B) =
1
4
(qa − qb − qa qb) , (C) = 1
4
(qa pb − pa qb) , (5.20)
Due to their resemblance with the aligned and anti-aligned product states, the evolution of
the first two parts can be easily seen by using the projectors: (1± pˆa pˆb)/2 and (1± qˆa qˆb)/2
to expand the Hamiltonian separately. The part (C) can be regarded as a component in the
following projector:
(C) =
p q
4
qˆa pˆb P{+−,−+} , P{+−,−+} =
1− rˆa rˆb
2
. (5.21)
where rˆa,b ≡ −ι pˆa,bqˆa,b.
Using what we have learned before, we find out that for the isotropic interaction, only the
following parts changed with time:
q
qˆa − qˆb
2
→ q
(
cos(ωt)
(
qˆa − qˆb
2
)
− sin(ωt)
(
rˆapˆb − pˆarˆb
2
))
, (5.22)
p q
qˆapˆb − pˆaqˆb
2
→ p q
(
cos(ωt)
(
qˆapˆb − pˆaqˆb
2
)
+ sin(ωt)
(
rˆa − rˆb
2
))
. (5.23)
The time evolution for the case with the anisotropic interaction or the other cases introduced
before can also be found out in a similar way.
From the above result, we can find out the reduced density operators for the two qubits:
ρa =
1
2
(1 + pa + cos(ωt) qa + p q sin(ωt) rˆa) , (5.24)
ρb =
1
2
(1 + pb − cos(ωt) qb − p q sin(ωt) rˆb) . (5.25)
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We can see clearly that the two spins are circling around the axis along pˆ. Furthermore, notice
that the lengths of the vectors of both qubits are not preserved during the process. The means
the two qubits entangle a bit with each other periodically. The maximum entanglement they
can achieve (which happen at ωt = pi/2, 3pi/2, · · · ) depends on the angle between the two spin
vectors initially. We can compute the shortest length of the vector of one of the qubits during
the process and the result is:
1
4
√
5 + 8 cosψ + 2 cosψ2 + cosψ4 , mˆ · nˆ = cosψ . (5.26)
This function monotonically decreases from one to zero when we change the angle ψ from zero
to pi. This means that the two qubits get entangled more if the angle between their spins is
larger and when the directions are anti-aligned, the entanglement can reach the maximum.
6 The local invariants and the space of two-qubit and
three-qubit pure states
One of the advantages of using the MSTA formulation is the transparency of the effects of
the local unitary transformations. From the geometric perspective, the local unitary trans-
formation of a particular qubit can be regarded as some rotation of the Bloch sphere of that
qubit. Then, because the vectors or bi-vectors of the different qubits will commute with each
other, the local operations simply rotate all of the involving vectors in the density operator
separately. This provides a natural way to define the local unitary invariants by extracting
the scalar part of the products of the several components in the density operator. Then, these
invariants can be used to parametrize pure states in a local-unitary invariant way.
To show how this work practically, we will use two-qubit and three-qubit pure states as our
examples. We will define the canonical coordinates2 for the pure states by using the invariants
introduced naturally in the MSTA formulation. The coordinates provide some sort of the local
invariant labels for these states. This enables us to study the space of these states with the
local and non-local degrees of freedom separated.
6.1 Two-qubit pure states
The density operator of any state of the two-qubits a and b can be written in this form:
ρab =
1
4
(1 + va + vb + Vab) , (6.1)
where Vab is the sum of several terms containing the vectors of both qubits. Then, the scalar
part of any product of several components will be a local unitary invariant. For example, v2a,
v2b , 〈vavbVab〉, 〈V2ab〉 and etc. To use these invariants to define the canonical coordinates for
2A similar idea for three-qubit pure states in matrix formalism was described in [12]. On the other hand,
a different method based on the Schmidt decomposition to define the canonical forms was introduced in [13].
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a pure state, we can expand the state by a particular set of the product states tailored to it.
For example, for the state in (6.1), we will use the following four product states:
{i j} =
(
1 + i vˆa
2
)(
1 + j vˆb
2
)
, i, j = ±. (6.2)
where vˆa = va/va and vˆb = vb/vb. The values va and vb are the lengths of the corresponding
vectors. For those states without the grade-one components (i.e., va and vb), we will discuss
them separately.
If the state is pure, then the density operator can be put in the following form:
ρab =
∑
i,j=+,−
p{ij} {i j} +
∑
ij 6=kl
√
p{ij}p{kl} X{ij ,kl} , (6.3)
where the four expansion probabilities are:
p{ij} = 4 〈 {i j} ρab 〉 = 1
4
(1 + i va + j vb + i j 〈vˆavˆbVab〉) , i, j = ±. (6.4)
If both of the values va and vb are not zero, the last term can be expressed as:
〈vˆavˆbVab〉 = 〈vavbVab〉
va vb
. (6.5)
Therefore, the expansion probabilities are parametrize by the three invariants va, vb and
〈vavbVab〉. However, these invariants are not independent and related to each other (if the
state is pure). Their relations can be verified by checking the following consistent condition.
By expanding the first part (i.e., diagonal components) in (6.3), we notice that both of the
va and vb in the density operator are coming from it. The consistency require that either
the second part (i.e., the X’s part) produce no grade-one vector of any qubit or all of that
produced are cancelled with each other. However, in general there are four terms in (6.3) that
can produce some grade-one vectors:
X{++,−+} = vˆa⊥
(
1 + vˆb
2
)
, X{+−,−−} = vˆ′a⊥
(
1− vˆb
2
)
, (6.6)
X{++,+−} = vˆb⊥
(
1 + vˆa
2
)
, X{−+,−−} = vˆ′b⊥
(
1− vˆa
2
)
, (6.7)
where vˆa⊥ , vˆ′a⊥ , vˆb⊥ and vˆ
′
b⊥ are some unit vectors orthogonal to the vˆa or vˆb respectively.
These vectors need to be cancelled in order to be consistent. Therefore, the following condi-
tions are required:
vˆ′a,⊥ = −vˆa,⊥ , vˆ′b,⊥ = −vˆb,⊥ , (6.8)
p{++} p{−+} = p{+−} p{−−} , p{++} p{+−} = p{−+} p{−−} . (6.9)
From the conditions involves the probabilities, we can see that the non-trivial solutions (i.e.,
without vanishing va and vb) exist only when both p{+−} and p{−+} vanish. This means:
va = vb ≡ v , 〈vavbVab〉 = va vb = v2 . (6.10)
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Therefore we find out that only two of the probabilities, p++ and p−−, remain and they are
parametrized by only one invariant v. This result agree with what we expect from the Schmidt
decomposition. The density operator is reduced to:
ρab =
(
1 + v
2
)
{++} +
(
1− v
2
)
{−−} +
(√
1− v2
2
)
X{++,−−} . (6.11)
Since the probabilities must be nonnegative, the range of the value v is between 0 and 1.
Besides of this invariant, there is still one degree of freedom remaining in the above density
operator and it comes from the direction of X{++,−−}:
X{++,−−} = vˆaa vˆba P{++,−−} , (6.12)
where vˆaa and vˆba are two unit vectors orthogonal to vˆa and vˆb. The direction of X{++,−−}
is controlled by the directions of vˆaa and vˆba which can be changed by some local rotations.
This implies that this degree of freedom is local and not really an invariant. Therefore, the
value v is actually the only invariant needed in the two-qubit case.
We can count the degrees of freedom of a two-qubit pure state to verify this. The state
is described by four complex numbers with eight degrees of freedom. After removing two of
them by applying the normalization condition and discarding the global phase, we still have
six degrees of freedom. Four of them are coming from choosing the directions of vˆa and vˆb
and one of them is related to the direction of the X (which are related to the local rotations
around the spins of two qubits). Therefore, we have the one remaining as the only invariant.
Since we have only one invariant, it should be directly related to the entanglement of
the two qubits. Indeed, the value v is basically the length of the vector part in the reduced
density operator of each qubit, its relation with the entanglement entropy (i.e., von Neumann
entropy) has been explained in (3.34). Furthermore, one can show that it is related to the
concurrence [14], a well-known entanglement measurement. For a two-qubit pure state, the
concurrence can be computed by:
C(ρab) =
√
2(1− Tr ρ2a) , (6.13)
where ρa is the reduced density operator of the qubit a. Therefore, the concurrence is equal
to
√
1− v2.
Combining all of the parameters (including the local ones), the state space is basically a
half sphere fibered with two S2 coming from the choices of the directions of vˆa and vˆb. The
pole of the half sphere is the product state {++} and that is when v equal to one. When
we approach to the equator, the value v decrease to zero and the state become maximally
entangled. If we take the limit of v → 0, the density operator in (6.11) becomes:
ρab =
1
4
(1 + vˆavˆb + vˆaavˆba − vˆa`vˆb`) (6.14)
where vˆa` and vˆb` are:
vˆa` = ι vˆaavˆa , vˆb` = ι vˆbavˆb . (6.15)
From the above density operator in (6.14), we can see that the state is related to the Bell states
by some local rotations. However, it does not mean that the space of maximally entangled
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states is topologically S2 × S2 × S1. Because we can verify that some points in that space
should be identified. For example, the two choices of the spin directions: (vˆa, vˆb) = (zˆa, zˆb)
and (xˆa, xˆb) will yield the same density operators if we choose their azimuthal angles in S1
accordingly. Therefore the space should be some kind of quotient space. The topology of this
space is indeed quite interesting however we will not discuss it further here.
6.2 Three-qubit pure states
The three-qubit case is much more complicated than two-qubit one because there are more
local unitary invariants. However, we can proceed similarly by choosing the appropriate set
of product states to expand the density operator and analyzing the consistent conditions.
6.2.1 The invariants and the consistent conditions
The density operator of a general three-qubit state can be written in the following form:
ρabc =
1
8
(1 + va + vb + vc + Vab + Vac + Vbc + Vabc) , (6.16)
where Vab, Vac and Vbc contain several products of the vectors from two of the qubits while
Vabc involves all of them. We will choose the following eight product states to expand the
density operator:
{ijk} ≡
(
1 + i vˆa
2
)(
1 + j vˆb
2
)(
1 + k vˆc
2
)
, i, j, k = ±. (6.17)
where vˆa = va/va , vˆb = vb/vb and vˆc = vc/vc. The values va, vb and vc are the lengths of the
three vectors. We will assume ρabc is a pure state and therefore it can be expanded into the
following form:
ρabc =
∑
i,j,k=+,−
p{ijk} {i j k} +
∑
ijk 6=lmn
√
p{ijk}p{lmn} X{ijk ,lmn} , (6.18)
where the pure state conditions (3.64) should be satisfied. The eight expansion probabilities
are:
p{ijk} = 8〈 {ijk} ρabc 〉 ,
=
1
8
(1 + i va + j vb + k vc + i j v¯ab + i k v¯ac + j k v¯bc + i j k v¯abc) , (6.19)
where the scalars, v¯ab, v¯bc, v¯ac and v¯abc are defined by:
v¯ab ≡ 〈vˆavˆbVab〉 , v¯ac ≡ 〈vˆavˆcVac〉 , v¯bc ≡ 〈vˆbvˆcVbc〉 , v¯abc ≡ 〈vˆavˆavˆaVabc〉 . (6.20)
If all of the values va, vb and vc are not zero, the above four scalars are all invariants. Therefore,
the expansion probabilities are parametrized by the seven invariants. However, they are not
independent and the relations between them will be uncovered by analyzing the consistent
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conditions in a similar way. For those states with one or more of the values va, vb and vc
vanishing, we will talk about them later.
By checking the expansion form of the density operator, we again find out that the grade-
one part (i.e., va, vb and vc) are produced completely from the first part (i.e., the diagonal
components) in (6.18). This means that all of the grade one vectors produced from the second
part should be cancelled with each other. There are twelve such terms (i.e, four terms for
each qubit) and they produced the following vectors:
X{+ij,−ij} → vˆ[⊥ij] , X{i+j,i−j} → vˆ[i⊥j] , X{ij+,ij−} → vˆ[ij⊥] , i, j = ±.
Hopefully the notation is not too confusing. The vector vˆ[⊥ij] denotes some unit vector of
the qubit a orthogonal to the vector vˆa while the vectors vˆ[i⊥j] and vˆ[ij⊥] are the orthogonal
unit vectors of the qubit b and c respectively. Therefore, we have four vectors on the plane
orthogonal to the spin for each qubit.
For a pure state, the directions of these twelve vectors can not be chosen independently.
They are related by the pure state condition in (3.64). Between any two of the qubits, we have
two constraints on how their vectors related with each others. For example, for the qubits a
and b, we have:
X{+++,−++} X{−++,−−+} + ↔ = X{+++,+−+} X{+−+,−−+} + ↔ , (6.21)
and this implies:
(vˆ[⊥++]vˆ[−⊥+] − vˆ[⊥−+]vˆ[+⊥+])({+ + +}+ {− −+}) = 0 . (6.22)
Using what we learned about the effects of the local axial rotations in the projector space,
we can see that the above equation implies that the angle between vˆ[⊥++] and vˆ[⊥−+] should
be equal to the angle between vˆ[+⊥+] and vˆ[−⊥+] (including the sign). We can also check the
relation from:
X{++−,−+−} X{−+−,−−−} + ↔ = X{++−,+−−} X{+−−,−−−} + ↔ . (6.23)
It implies that the angle between vˆ[⊥+−] and vˆ[⊥−−] should be equal to the angle between vˆ[+⊥−]
and vˆ[−⊥−] (including the sign). For the other pairs, we can follow the similar procedure to
obtain the relations between the vectors. We summarize them in the following:
]
(
vˆ[⊥++] , vˆ[⊥−+]
)
= ]
(
vˆ[+⊥+] , vˆ[−⊥+]
)
, ]
(
vˆ[⊥+−] , vˆ[⊥−−]
)
= ]
(
vˆ[+⊥−] , vˆ[−⊥−]
)
,
]
(
vˆ[⊥++] , vˆ[⊥+−]
)
= ]
(
vˆ[++⊥] , vˆ[−+⊥]
)
, ]
(
vˆ[⊥−+] , vˆ[⊥−−]
)
= ]
(
vˆ[+−⊥] , vˆ[−−⊥]
)
,
]
(
vˆ[+⊥+] , vˆ[+⊥−]
)
= ]
(
vˆ[++⊥] , vˆ[+−⊥]
)
, ]
(
vˆ[−⊥+] , vˆ[−⊥−]
)
= ]
(
vˆ[−+⊥] , vˆ[−−⊥]
)
.(6.24)
Note that once we fix the directions of all twelve vectors (under the above constraints), the
directions of the other X’s are completely fixed by the pure state condition. This means that
the state is completely determined by the expansion probabilities and the directions of these
twelve vectors.
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We can introduce the following non-unitary vectors by including the coefficients of the X’s
terms:
v[⊥ij] ≡ √p{+ij} p{−ij} vˆ[⊥ij] , v[i⊥j] ≡ √p{i+j}p{i−j} vˆ[i⊥j] ,
v[ij⊥] ≡ √p{ij+}p{ij−} vˆ[ij⊥] , i, j = ±.
In order to be consistent, the three sets of the vectors must all sum to zero separately. There-
fore, we have the following vector sum equations:∑
i,j=±
v[⊥ij] = 0 ,
∑
i,j=±
v[i⊥j] = 0 ,
∑
i,j=±
v[ij⊥] = 0 . (6.25)
The directions of these vectors are constrained by (6.24) so that the three equations are
coupled and not easy to solve. However, by utilizing their angle relations, we can extract the
equalities containing only the probabilities (related to the lengths of the vectors). At first,
from the vector sum equations of the qubit a and b, we have:
(v[⊥++] + v[⊥−+])2 = (v[⊥+−] + v[⊥−−])2 , (6.26)
(v[+⊥+] + v[−⊥+])2 = (v[+⊥−] + v[−⊥−])2 . (6.27)
Subtracting the second equality from the first will give us the equality that involves only the
probabilities because all of the cross terms are canceled due to the angle relations:
p{+++} p{−++} + p{+−+} p{−−+} − p{+++} p{+−+} − p{−++} p{−−+}
= p{++−} p{−+−} + p{+−−} p{−−−} − p{++−} p{+−−} − p{−+−} p{−−−} . (6.28)
This equality implies the following relation:
va v¯ac = vb v¯bc . (6.29)
Two more constraints can be obtained by considering the other two pairs of qubits.
(v[⊥++] + v[⊥+−])2 − (v[++⊥] + v[−+⊥])2 = (v[⊥−+] + v[⊥−−])2 − (v[+−⊥] + v[−−⊥])2 ,
(v[+⊥+] + v[+⊥−])2 − (v[++⊥] + v[+−⊥])2 = (v[−⊥+] + v[−⊥−])2 − (v[−+⊥] + v[−−⊥])2 .
The cross terms are again cancelled and we obtain two other relations of the probabilities.
They will require the two other relations between the invariants:
va v¯ab = vc v¯bc , vb v¯ab = vc v¯ac . (6.30)
These relations suggest that all of the invariants of two qubits are related:
〈vavbVab〉 = 〈vavcVac〉 = 〈vbvcVbc〉 ≡ v¯II . (6.31)
Naturally this means:
v¯ab =
v¯II
va vb
, v¯bc =
v¯II
vb vc
, v¯ac =
v¯II
va vc
. (6.32)
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We can also define:
v¯III ≡ 〈vavbvc Vabc〉 = va vb vc v¯abc . (6.33)
Therefore, the probabilities are parametrized by the five invariants: (va , vb , vc , v¯II , v¯III).
The next step is to solve the vector sum equations in order to constrained or fixed the
directions of the twelve vectors. To write down the equations specifically, we will use the
vectors, vˆ[⊥,+,+], vˆ[+,⊥,+] and vˆ[+,+,⊥] as the references and specify the directions of the other
vectors by the angles they make with these references. We denote their angles by:
vˆ[⊥,+,−] → φ(1)a , vˆ[⊥,−,+] → φ(2)a , vˆ[⊥,−,−] → φ(3)a , (6.34)
vˆ[+,⊥,−] → φ(1)b , vˆ[−,⊥,+] → φ(2)b , vˆ[−,⊥,−] → φ(3)b , (6.35)
vˆ[+,−,⊥] → φ(1)c , vˆ[−,+,⊥] → φ(2)c , vˆ[−,−,⊥] → φ(3)c . (6.36)
Due to the pure state condition, these angles are related by (6.24). We can define the following
six angles in order to incorporate the relations.
φ(2)a = φ
(2)
b ≡ φab , φ(3)a − φ(1)a = φ(3)b − φ(1)b ≡ φ′ab ,
φ(1)a = φ
(2)
c ≡ φac , φ(3)a − φ(2)a = φ(3)c − φ(1)c ≡ φ′ac ,
φ
(1)
b = φ
(1)
c ≡ φbc , φ(3)b − φ(2)b = φ(3)c − φ(2)c ≡ φ′bc . (6.37)
Note that these six angles are the angles between vectors and will not be affected by any
local rotation. Furthermore, out of these six angles, only five of them are independent. We
can expand the three vector sum equations (6.25) to the six equations in components and
express them with the above six angles. Even though the number of the equations is more
than the number of the independent valuables, the solutions still exist. That is because the
lengths of the vectors are not completely random but constrained by (6.31). Furthermore,
the solutions of the vector sum equations come in pairs in general. If we flip the signs of all
angles in one solution, the result is still a solution. The relation between these two solutions
is similar to a conjugate pair (i.e., the coefficients of one state are complex conjugate to the
other). Naturally, if all of the angles in one solution are either 0 or pi, then its pair is itself.
Moreover, there are some special states in which all of the twelve vectors vanishing. We will
talk about them later.
Unfortunately, we are unable to solve the vector sum equations analytically to obtain
the expression of the six angles in terms of the five invariants. However, we have solved the
equations numerically for many random combinations of the invariants. We find out that if the
solutions exist at all, we get only one conjugate pair in general. In some special cases, we get
only one solution with all of the angles being either 0 or pi. This suggests that the vector sum
equations are enough to fix all of the six angles (up to the overall sign) in general. Therefore,
the directions of all of the twelve vectors are basically determined once the directions of the
three references are fixed. Since those directions can be changed by the local axial rotations of
the three qubits, the degrees of freedom associated with them are actually local. Therefore, we
can conclude that the only non-local (continuous) degrees of freedom in the density operator
are coming from the five invariants.
We can also count the number of the degrees of freedom to verify this. A three-qubit pure
state is determined by the sixteen parameters (eight complex numbers). After applying the
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normalization condition and removing the global phase, we left with the fourteen parameters.
Six of them are related to the directions of vˆa, vˆb and vˆc. Three
3 of them are related to the
local rotations around the spins. Therefore, we left with the five invariants which are the only
non-local degrees of freedom.
6.2.2 The relations with the invariants in papers
We have shown how to construct the five invariants and they are the only non-local degrees of
freedom that we need to describe a general pure state. However, we define the five invariants
in a natural way of the MSTA formulation and they are different from the invariants generally
used in papers. In this section, we would like to find out the relation between our formulation
of the invariants and the others. Specifically, we will use the invariants defined in [12] as our
reference.
There are totally six invariants defined in [12]: (I1, I2, ..., I6). The first one, I1, is related
to the norm of the state. Since we are dealing with the density operator with the unit trace,
I1 will not appear in our formulation. The next three invariants are defined in the matrix
formulation by:
I2 = Tr(ρ
2
a) , I3 = Tr(ρ
2
b) , I4 = Tr(ρ
2
c) , (6.38)
where ρa, ρb and ρc are the reduced density operators obtained by tracing out the other qubits.
The relations of these invariants with the values va, vb and vc are clear:
I2 → 2
〈(
1 + va
2
)2〉
=
1 + v2a
2
, I3 → 1 + v
2
b
2
, I4 → 1 + v
2
c
2
. (6.39)
The next one is defined by:
I5 = 3 Tr[(ρa ⊗ ρb)ρab]− Tr(ρ3a)− Tr(ρ3b) , (6.40)
= 3 Tr[(ρa ⊗ ρc)ρac]− Tr(ρ3a)− Tr(ρ3c) , (6.41)
= 3 Tr[(ρb ⊗ ρc)ρbc]− Tr(ρ3b)− Tr(ρ3c) . (6.42)
The first expression is translated to:
I5 →
〈
12
(
1 + va
2
)(
1 + vb
2
)(
1 + va + vb + Vab
4
)
− 2
(
1 + va
2
)3
− 2
(
1 + vb
2
)3〉
=
1
4
(1 + 3〈vavbVab〉) = 1
4
(1 + 3 v¯II) . (6.43)
The other two expressions of I5 yield to
1
4
(1+3〈vavcVac〉) and 14 (1+3〈vbvcVbc〉) which should
be all equivalent. This agree with the relation in (6.31). So this conclude that I5 has a very
simple relation with v¯II.
The last one is related to the 3-tangle [15] which is suggested to be a measurement of the
three-way entanglement between qubits. It is more difficult to find out this invariant in our
3Note that unlike the two-qubit case, all of the three local axial rotations are independent degrees of
freedom.
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formulation since the 3-tangle is defined by the hyperdeterminant of the coefficients of the
states. However, the canonical coordinate defined in [12] is quite similar to our approach.
Therefore we can translate the expression of I6 in the section 5 of [12] more directly. The
result is:
I6 ≡ τ 2abc = (1 + v2a − v2b − v2c )2 − 4
(
va − v¯II
va
)2
−4 ((vb + vc) v[⊥,+,+] + (vb − vc) v[⊥,+,−] + (vc − vb) v[⊥,−,+] − (vb + vc) v[⊥,−,−])2 ,
where τabc denotes the 3-tangle. Clearly, this formula can only be used after the vector sum
equations are solved. It is much better if we can find a more direct relation to the five
invariants of our formulation. Fortunately, such relation indeed exists:
I6 = 1− 2 (v2a + v2b + v2c )− 2 (v2a v2b + v2a v2c + v2b v2c ) + (v4a + v4b + v4c ) + 4 (v¯II + v¯III) . (6.44)
This formula is found out by studying several examples and verified by many random states.
It may be possible to derive this formula in a parallel way as the original paper [15] but we
will leave this problem open for now.
6.2.3 The ranges of the five invariants and the special states
Before we can use the five invariants to describe the non-local part of the state space, we
need to know the physical ranges of the five invariants (i.e., where the state exist). There are
several conditions to ensure the state is physical. The most obvious condition is that all of the
eight probabilities in (6.19) must be nonnegative. This condition imposes a strong constraint
on the ranges of the five invariants and ensures that the lengths of the twelve vectors are real
and nonnegative. Furthermore, from the reduced density operators, we also need to require
that the three invariants va, vb and vc are between 0 and 1.
The last condition is that we need to ensure the solutions of the vector sum equations
(6.25) actually exist. To study this condition, we can check what happen on the boundary
between the part that the solutions exist and the other part that do not. We found out
that on the boundary, all of the vectors of each qubit are either vanishing or lie on a line.
This can be understood in the following way. We can picture the set of four vectors of each
qubit in a solution form a quadrilateral. The shapes of the three quadrilateral keep changing
as we change the lengths of the vectors by tuning the five invariants. The solution become
unavailable when all of the vectors lie on a line and we further change the lengths of vectors
in certain way. For example, we may have the following equality satisfied on some point of
the boundary:
v[⊥++] − v[⊥+−] − v[⊥−+] − v[⊥−−] = 0 , (6.45)
where v[...] is just the length of the vector v[...]. Then the solution is quite clear that all of
the vectors should lie on a line with v[⊥++] pointing at the opposite direction of the other
vectors. However, if we further change the invariants such that v[⊥++] increase while the
others decrease, the solution will no longer exist. Therefore, it is reasonable to assume the
boundary located at the points where the following function is equal to zero:
Fa ≡
∏
s1,s2,s3=+,−
(v[⊥++] + s1 v[⊥+−] + s2 v[⊥−+] + s3 v[⊥−−]) . (6.46)
28
This function is the product of the eight terms with the different combinations of the lengths
of the four vectors of the qubit a. Interestingly, the same function can be obtained by using
the vectors of the other two qubits. It can be expressed in terms of the five invariants:
F ≡ Fa = Fb = Fc = (v
2
av
2
bv
2
c − v¯IIv¯III)2
4096 v6a v
6
b v
6
c
B(va, vb, vc, v¯II, v¯III) , (6.47)
where B is:
B(va, vb, vc, v¯II, v¯III) = −v¯3III + (β + v¯II) v¯2III + (α v¯2II − 2 β v¯II + γ (1− α)) v¯III (6.48)
+v¯4II − α v¯3II + (β − 2 γ) v¯2II − γ (1− α) v¯II + γ2 , (6.49)
with α, β and γ:
α ≡ v2a + v2b + v2c , β ≡ v2a v2b + v2a v2c + v2b v2c , γ ≡ v2a v2b v2c . (6.50)
The function F is zero when v¯II v¯III is equal to v2av2bv2c or when B is zero. At first, we
examine the first possibiity. If v¯II v¯III is equal to v
2
av
2
bv
2
c , we have:
v[⊥++] = v[⊥−−] , v[⊥+−] = v[⊥−+] , v[+⊥+] = v[−⊥−] , v[+⊥−] = v[−⊥+]
v[++⊥] = v[−−⊥] , v[+−⊥] = v[−+⊥] . (6.51)
Because of the above relations and the angle relations in (6.24), the solution can not have all
of the vectors lie on a line in general. Therefore, the boundary should be located at B = 0.
By checking several examples, we found out that the solutions exist at the points where
B is non-positive. Therefore, we can summary all of the constraints on the invariants as the
following: 
p{ijk} ≥ 0 , i, j, k = ± ,
0 ≤ va ≤ 1 , 0 ≤ vb ≤ 1 , 0 ≤ vc ≤ 1 ,
B(va, vb, vc, v¯II, v¯III) ≤ 0 .
(6.52)
(6.53)
(6.54)
The states basically exist inside of a cube of the (va, vb, vc) space. Therefore, the main task is
to study the other two constraints on the two values v¯II and v¯III given a point inside of that
cube. We will check the allowed regions in the (v¯II, v¯III) graph for several combinations of va,
vb and vc to show the general traits. However, before we do that, we will study several special
states with some particular values of the v¯II and v¯III.
The seed states (v¯II = v¯III = va vb vc): this is a very special case when four of the proba-
bilities vanish. The remaining ones are:
p{+++} =
1
4
(1 + va + vb + vc) , p{+−−} = 14 (1 + va − vb − vc) , (6.55)
p{−+−} =
1
4
(1− va + vb − vc) , p{−−+} = 14 (1− va − vb + vc) . (6.56)
The nonnegativity of these probabilities impose an additional constraint on va, vb and vc:
1 + 2 vmin ≥ va + vb + vc , vmin ≡ min (va, vb, vc) . (6.57)
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Since B is exactly zero, this is the only additional condition for the existence of the state in
this case and these states are located on the boundary of the allowed region in the (v¯II, v¯III)
graph. However, notice that all of the twelve vectors vanish and therefore we will not be
able to obtain any information from the vector sum equations. How do we deal with the
remaining degrees of freedom in the directions of the X-terms? In fact, we can show that all
of the remaining degrees of freedom are just local. At first, notice that we only have three
independent directions needed to be determined (i.e., the other three are determined by the
pure state condition). These three directions are controlled by the local axial rotations of the
three qubits. For example, if we choose the directions of the following X’s as the independent
ones:
X{+++,+−−} , X{+−−,−+−} , X{−+−,−−+} . (6.58)
Then we can change the azimuthal angles of the above X’s by φ1, φ2 and φ3 respectively with
the local rotations around the spins of the three qubits by the following angles:
φa =
1
2
(φ1 + 2φ2 + φ3) , φb =
1
2
(φ1 + φ3) , φc =
1
2
(φ1 − φ3). (6.59)
Therefore, we can confirm that the degrees of freedom in the directions of X’s are local.
This special case is quite important because it provide a further constraint on the values
va, vb and vc. The reason is that if the state in this case does not exist for a particular
combination of (va, vb, vc), then there will be no other state (i.e., the state with other values
of v¯II and v¯III) exist for such combination. For example, if we have vc = 1 but va 6= vb, the
state in this case will not exist and there will be no state exist at all. More generally, if we
have the values va, vb and vc inside of the cube and satisfy:
0 ≤ va ≤ vb ≤ vc ≤ 1 , 1 + va < vb + vc ,
then we can show that it is not possible to find any combination of (v¯II, v¯III) such that all of
the following conditions are satisfied:
p{+−−} ≥ 0 , p{−++} ≥ 0 , p{−−−} ≥ 0 .
Due to this special property, we will refer to the state in this case as the seed state. Their
existence condition provide the additional criterion for the allowed values of the va, vb and vc.
This case includes several special states:
• The product states: when va = vb = vc = 1, the state is {+ + +} .
• The bi-separable states: when one of the v equal to one. For example if we have vc equal
to one, the constraint require the other two v’s to be the same value (i.e., va = vb = v).
If this value is smaller than one, the state is bi-separable and that is when only the first
two qubits are entangled. The density operator ρabc can be written as the product of
ρab and (1 + vˆc)/2, where ρab is some general two qubit state defined in (6.11).
Using the formula (6.44), we can check the invariant I6 related to the 3-tangle for the seed
states:
I
(s)
6 = (1 + va − vb − vc)(1− va + vb − vc)(1− va − vb + vc)(1 + va + vb + vc) . (6.60)
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From the formula, we can verify that the I6 for both of the product states and the bi-separable
states are zero. This is to be expected since the 3-tangle is supposed to measure the three-way
entanglement between qubits.
The negative seed states (v¯II = v¯III = −va vb vc): this is also a very special case quite
similar to the previous one. The four of the probabilities vanishing and the remaining ones
are:
p{++−} =
1
4
(1 + va + vb − vc) , p{+−+} = 14 (1 + va − vb + vc) , (6.61)
p{−++} =
1
4
(1− va + vb + vc) , p{−−−} = 14 (1− va − vb − vc) . (6.62)
The nonnegativity of the probabilities require:
va + vb + vc ≤ 1 . (6.63)
Again, since B is exactly zero, this is the only additional existence condition and the states in
this case are located on the boundary of the allowed region in the (v¯II, v¯III) graph. Furthermore,
just like the previous case, all of the twelve vectors vanish and the remaining degrees of freedom
in the X-terms are local. Because of their similarity, we will refer to the states in this case as
the negative seed states.
This case includes several well-known special states:
• The W-states: va = vb = vc = 13 . Up to some local rotations, the density operator can
be written as:
ρW =
1
8
(
1 +
1
3
(vˆa + vˆb + vˆc)− 1
3
(vˆavˆb + vˆavˆc + vˆbvˆc)− vˆavˆbvˆc
+
2
3
vˆa⊥vˆb⊥(1− vˆavˆb)(1 + vˆc) + 2
3
vˆa⊥vˆc⊥(1− vˆavˆc)(1 + vˆb)
+
2
3
vˆb⊥vˆc⊥(1− vˆbvˆc)(1 + vˆa)
)
, (6.64)
where vˆa⊥, vˆb⊥ and vˆc⊥ are some unit vectors orthogonal to vˆa, vˆb and vˆc respectively.
• The generalized W-states: va + vb + vc = 1. The structure of the density operator is
similar to the previous one with only some of the coefficients changed.
The I6 of the negative seed state is:
I
(ns)
6 = (1− va + vb + vc)(1 + va − vb + vc)(1 + va + vb − vc)(1− va − vb − vc) . (6.65)
From the formula, we can clearly see that the (generalized) W-states have zero 3-tangle.
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The maximum 3-tangle states: given a combination of (va, vb, vc), the state in this case
has the maximum 3-tangle if it exist. The values v¯II and v¯III in this case should be set to:
v¯II = v
2
min , v¯III =
v2a v
2
b v
2
c
v2min
. (6.66)
The nonnegativity of the probabilities require:
v2min ≥ va vb vc . (6.67)
Since B is also zero, this is the only additional condition for the existence of the states in this
case. The states in this case are also on the boundary just like the (negative) seed states.
However, the twelve vectors do not vanish in general but lie on a line.
The I6 of the state in this case is:
I
(m)
6 = (1− v2a − v2b − v2c + 2 v2min)2 . (6.68)
However, if the values of va, vb and vc does not satisfy the existence condition in (6.67), then
the seed state should be the one has the maximum 3-tangle in that case. This can be seen by
subtracting (6.60) from (6.68):
I
(m)
6 − I(s)6 = 4 (v2min − va vb vc)2/v2min . (6.69)
When v2min = va vb vc, their 3-tangles become identical. If v
2
min < va vb vc, the state in this case
does not exist and the seed state become the state with the maximum 3-tangle.
The zero 3-tangle states: given a combination of (va, vb, vc), the state in this case has
zero 3-tangle if it exist. This can be obtained by solving the following equations:
I6 = 0 , B = 0 , (6.70)
where I6 and B are defined in (6.44) and (6.48). We set B = 0 because we expect the zero
3-tangle states to be on the boundary. There are multiple solutions but only one of them is
possible to have nonnegative probabilities in general and that is:
v¯II = −1− v
2
a − v2b − v2c
2
+ ξ ,
v¯III =
1
4
(1− v4a − v4b − v4c + 2 (v2av2b + v2av2c + v2bv2c ))− ξ . (6.71)
where ξ is:
ξ ≡
√(
1 + v2a − v2b − v2c
2
)(
1− v2a + v2b − v2c
2
)(
1− v2a − v2b + v2c
2
)
. (6.72)
The nonnegativity of the probabilities require:
1 + 2 vmin ≥ va + vb + vc ≥ 1 . (6.73)
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The higher bound is just the existence condition of the seed state. The lower bound show that
the zero 3-tangle states are compensating with the negative seed states. This can be seen by
comparing the lower bound with the existence condition of the negative seed states in (6.63).
This means that the whole state space is divided to two part by the surface: va + vb + vc = 1
and the negative seed states only exist at the part where va + vb + vc ≤ 1 while the zero
3-tangle states only exist when va + vb + vc ≥ 1. On the boundary, the states of two cases
match with each others. This can be seen from (6.71) that when va+vb+vc = 1, the (v¯II , v¯III)
reduced to (−vavbvc,−vavbvc). Since the invariant I6 is nonnegative, the state in this case
has the minimum 3-tangle if it exist for a combination of (va, vb, vc). If it does not exist, the
negative seed state should have the minimum 3-tangle.
6.2.4 The (v¯II, v¯III) graphs
The two constraints (6.52) and (6.54) are difficult to analyze in general. Therefore, we would
like to show the allowed region in the (v¯II, v¯III) graph for several combinations of the values
va, vb and vc. By checking several examples, we can see the general traits of this region.
At first, we consider some special examples when all of the three values are equal: va =
vb = vc = v. When v equal to zero, the vector part vanish and the states in that case will be
discussed later. When v equal to one, the state is just {+ + +}. Therefore, the value v should
be larger than zero and less than one. We pick up the three values v = 1
10
, 1
3
and 2
3
as our
examples. We mark the regions where the conditions (6.52) and (6.54) are satisfied separately
in the (v¯II, v¯III) graph. The results are shown in fig. 1. The graphs also indicate the three
special states on the boundary: the seed state, the maximum 3-tangle state and the minimum
3-tangle state. The seed state is located at (v¯II, v¯III) = (v
3, v3). The maximum 3-tangle state
is located at (v¯II, v¯III) = (v
2, v4). For v ≥ 1
3
, the minimum 3-tangle state is the state with the
zero 3-tangle:
(v¯II , v¯III) =
1
4
(
−2 + 6 v2 +
√
2 (1− v2)3/2, 1 + 3 v4 −
√
2 (1− v2)3/2 .
)
(6.74)
However, when v < 1
3
, the zero 3-tangle state no longer exist. To find the minimum 3-tangle
state, we can minimize the I6:
I6|v1=v2=v3=v = 1− 6v2 − 3v4 + 4(v¯II + v¯III) , (6.75)
under the constraint of (6.52) and (6.54). The minimum point is at (v¯II, v¯III) = (−v3,−v3)
which is the negative seed state as we have mentioned before.
We also pick two examples for the case when va + vb + vc < 1 and two other examples for
the case when va + vb + vc > 1. The graphs are shown in fig. 2 and fig. 3. From these graphs,
we see that the states exist in a simply connected region of the (v¯II, v¯III) graph surround by
several special states. If we ignoring the local degrees of freedom, for now, there is only one
state on the boundary of the region but two solutions inside (i.e., the conjugate pair with the
opposite signs of the angles). Therefore, the state space in the (v¯II, v¯III) graph can be regarded
as a sphere topologically. Furthermore, on the boundary of the (va, vb, vc) space, where the
existence condition of the seed state is saturated (i.e., 1 + 2vmin = va + vb + vc), we can show
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Figure 1: The (v¯II, v¯III) graphs for va = vb = vc = v =
1
10
, 1
3
and 2
3
. The point A is the
seed state located at (v¯II, v¯III) = (v
3, v3). The point C is the maximum 3-tangle state located
at (v¯II, v¯III) = (v
2, v4). The point B is the minimum 3-tangle state and for v ≤ 1
3
, it is the
negative seed state located at (v¯II, v¯III) = (−v3,−v3). For v ≥ 13 , it indicate the zero 3-tangle
state.
that only the seed state can satisfy the probability condition (6.52). Therefore, the state space
shrink to a point on the outside boundary of the (va, vb, vc) space. However, we also have the
inside boundary where one or more of the values va, vb and vc go to zero. We will study this
case in the following.
6.2.5 The states with some of the vectors vanishing
For the states with some of the three vectors (i.e., va, vb and vc) vanishing, there will be
some ambiguity for choosing the expansion product states. The expansion probabilities are
no longer invariants if we just pick some random directions for the missing vectors. Even
though the procedure to generate the local invariant labels no longer work, we can still obtain
some information about the structure of the density operator from it for some cases.
On the other hand, notice that both of the invariants v¯II and v¯III become zero if any of
the three vectors vanishes. By continuity, this means the state space shrink to a point on the
inside boundary of the (va, vb, vc) space just like the outside boundary. This implies that if
our description of the state space is consistent, the only degrees of freedom left in the density
operator, in this case, should be just local besides of the remaining invariants. Therefore, we
can take the limit of some special states (e.g. the seed states) to obtain the density operator
in this case. The result should be able to represent the state up to some local rotations. We
will discuss the three cases based on the number of the remaining v’s.
The states with two of the vectors remaining: we will assume va equal to zero. Since va
do not appear in the density operator, the choice of the direction of vˆa become ambiguous and
the values v¯ab, v¯ac and v¯abc are no longer invariants. However, from the consistent conditions
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in (6.29) and (6.30), we obtain:
v¯bc = 0 ,
v¯ab
vc
=
v¯ac
vb
≡ v¯2 . (6.76)
We can use the two invariants vb and vc and the two other parameters v¯2 and v¯3 ≡ v¯abc to
parametrize the probabilities. The two new parameters are related to the original invariants
v¯II and v¯III (which are both vanishing) formally by:
v¯II = va vb vc v¯2 , v¯III = va vb vc v¯3 . (6.77)
The function F in (6.47) can be rewritten with these new parameters:
F = v
2
b v
2
c
4096
(1− v¯2v¯3)2 (v¯2 − v¯3)2 . (6.78)
Considering the continuity of this function extended from the part with small va, we find out
the part that play the role of the function B is (v¯2 − v¯3)2. This means the existence of the
state require v¯2 equal to v¯3. Combining the nonnegativity of the probabilities, the ranges of
the parameters are:
vb + vc ≤ 1 , −1 ≤ (v¯2 = v¯3 ≡ v¯) ≤ 1 . (6.79)
The value of v¯ can be changed by choosing the different direction of the qubit a in the expansion
product states or by some local rotations on the density operator. By changing the value of
v¯ to (minus) one, only four of the expansion probabilities remain and the state is resemble to
the (negative) seed state with vanishing va. Using the similar argument before, we can say
the degrees of freedom coming from the directions of the X-terms are all local. This conclude
that all of degrees of freedom left in the density operator are local besides of the remaining
invariants vb and vc.
On the other hand, we can also follow the appropriate seed state (i.e., with vb + vc ≤ 1) by
taking va to zero. It can be explicitly verified that for the result density operator v¯2 is equal
to v¯3 and that value is indeed controlled by the direction of vˆa used. The I6 for the states in
this case is:
I6 = (1− v2c )2 − 2 (1 + v2c ) v2b + v4b . (6.80)
The states with only one of the vectors remaining: we assume both va and vb equal
to zero. In this case, besides of vc, all of the other parameters (i.e., v¯ab, v¯ac, v¯bc and v¯abc) are
no longer invariants. But, from the consistent conditions, we can still deduce that v¯bc and
v¯ac should be zero. Therefore, we have one invariant vc and two parameters v¯ab and v¯abc to
parametrize the probabilities. On the other hand, the function F is exactly zero, so we can
not get any information from it. Since v¯ab and v¯abc are no longer invariants, their values can
be changed by some local rotations. We find out that if we change the values of v¯ab and v¯abc
to the following:
(v¯ab , v¯abc) = (vc , 1) , (6.81)
only four of the expansion probabilities remain which are exactly the same as the seed state’s
with va and vb vanishing. Therefore, we can conclude that the degrees of freedom associated
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to the directions of the X’s part is also completely local for the states in this case and once the
value vc is fixed, the density operator is completely determined up to some local rotations.
If we want to write down the density operator, we can follow the seed state by taking the
limit of va and vb to zero. The result is:
ρ =
1
8
(
1 + vc + vc vˆavˆb + vˆa⊥vˆb⊥(1 + vc vˆavˆb) +
√
1− v2c (vˆa⊥vˆc⊥ + vˆb⊥vˆc⊥)
+
√
1− v2c (vˆa⊥vˆc⊥ + vˆb⊥vˆc⊥) vˆavˆbvˆc + (1 + vˆa⊥vˆb⊥) vˆavˆbvˆc + vˆa⊥vˆb⊥vc
)
, (6.82)
where vˆa and vˆb in the products can be seen as coming from the limit when va and vb are
almost vanishing. We can see that the values v¯ab and v¯abc depending on the choice of the
directions of the qubits a and b in the expansion product states. Moreover, the values can
also be changed by rotating the direction of vˆa or vˆb in the density operator. The I6 for the
states in this case is:
I6 = (1− v2c )2 (6.83)
The states with none of the vectors remaining: all of the invariants become zero.
There is not much we can say about the states in this case by following the usual procedure.
All of the remaining parameters are not invariants and can be changed by some local rotations.
We will study the density operator in this case by taking the limit of several special states.
At first, we follow the seed state by taking all of the values va, vb and vc to zero. In this limit,
the density operator become:
ρ =
1
8
(1 + vˆa⊥vˆb⊥ + vˆa⊥vˆb⊥ + vˆa⊥vˆb⊥)(1 + vˆavˆbvˆc) , (6.84)
where vˆa⊥, vˆb⊥ and vˆc⊥ are some arbitrary unit vectors orthogonal to vˆa, vˆb and vˆc respec-
tively. If we follow the negative seed state, the density operator become:
ρ =
1
8
(1 + vˆ′a⊥vˆ
′
b⊥ + vˆ
′
a⊥vˆ
′
b⊥ + vˆ
′
a⊥vˆ
′
b⊥)(1− vˆavˆbvˆc) . (6.85)
On the other hand, we can also follow the maximum 3-tangle state by setting all of the values
va, vb and vc equal to v and then taking v to zero. With this approach, we will obtain:
ρ =
1
8
(1 + vˆavˆb + vˆavˆc + vˆbvˆc)(1 + vˆ
′′
a⊥vˆ
′′
b⊥vˆ
′′
c⊥) . (6.86)
From the above density operators, it should be clear that they are all related to each other by
some local rotations of three qubits. Furthermore, we can also see that they are all related to
the GHZ state in (3.50) by some local rotations. Therefore, we can conclude that the states
for this case are the same with the GHZ state up to some local rotations. The I6 for the states
in this case is exactly one which is the maximum possible values for the 3-tangle.
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Figure 4: The physical region in the (va, vb, vc) graph. It is basically consisted of two tetra-
hedrons. The local part of the state space is indicated on the outside boundary of the upper
tetrahedron.
6.2.6 The local degrees of freedom and the state space
From the above discussion, we can see that the nonlocal part of the state space basically
consists of two tetrahedrons in the (va, vb, vc) graph which are separated by the surface va +
vb + vc = 1 as shown in fig. 4. Inside the tetrahedrons, the state space also includes a sphere
(topologically) parametrized by the values v¯II and v¯III (up to the conjugated pair). The sphere
shrinks to a point on the boundary of the combined tetrahedrons.
From the point view of the entanglement, the values of va, vb and vc and therefore the point
in the (va, vb, vc) graph represent how much each qubit entangle with the others or equivalently,
how much information it shares with the others. On the other hand, the precise position of a
state on the inside sphere parametrized by v¯II and v¯III indicate how the qubits entangle with
each other. Specifically, the 3-tangle on the sphere can vary between certain range depending
on the value of va, vb and vc as we have explained before. This indicates the different points
on the same sphere may have different ways of the entanglement or distributing the shared
information among the qubits.
To complete the description of the state space, we consider the local degrees of freedom.
For the states with all of the three vectors va, vb and vc nonvanishing, there are always local
degrees of freedom coming from the directions of the vectors: S2 × S2 × S2. However, we
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also have the degrees of freedom associated with the local rotations around the spins (i.e., the
axial rotations). This part of the degrees of freedom basically coming from the directions of
the X-terms. The local degrees of freedom left in that part will depend on the number of the
independent directions remaining in the X-terms. The number will change for the different
positions in the (va, vb, vc) graph. We can find out the number at a particular position by
checking how many expansion probabilities left for the seed state at that point. The result is:
• The product state at the tip of the upper tetrahedron: one expansion probability left.
There is no X-term so that no local degree of freedom comes from the axial rotations.
The local part of the space at this point is S2 × S2 × S2.
• The bi-separable states at the three lines of the upper tetrahedron that connected to
the tip: two expansion probabilities left. There is one X-term and only one local degree
of freedom comes from the axial rotations. The local part of the space in this case is
S2 × S2 × S2 × S1.
• The states on the surface between two lines of the bi-separable states: three expansion
probabilities left. There are three X-terms but only two independent directions. There-
fore, there are two local degrees of freedom come from the axial rotations and the local
part of the space for this case is S2 × S2 × S2 × S1 × S1.
• The general seed states inside of the combined tetrahedrons: four expansion probabilities
left. There are six X-terms but only three independent directions. Therefore, there are
three local degrees of freedom come from the axial rotations and the local part of the
space for this case is S2 × S2 × S2 × S1 × S1 × S1.
We have indicated the local part of the space on the outside boundary of the upper
tetrahedron in the fig. 4. However, the states on the outside boundary of the lower tetrahedron
are those states with some of the three vectors vanishing. The local part of the space for those
states is not just some trivial product of the three local space but probably some kinds of the
quotient space. We will leave the question about the topology of this part of the space open
for now.
7 Summary and future directions
We have provided the method to write down the density operator in MSTA for any pure
state of multi-qubit systems. Using this MSTA formulation, we can analyze the quantum
problems from a geometric perspective without relying on the conventional matrix methods.
We demonstrate some advantages of using the MSTA by some examples including the analysis
of the Bell-inequality and the dynamics of two coupled qubits. Lastly, we show how to
construct the local unitary invariants in a natural way of the MSTA formulation and analyze
the space of the two and three-qubit pure states with the local and non-local degrees of freedom
separated.
In this work we mostly focus on the pure states, however, we can also use what we have
learned here to study the mixed states. The density operator of a mixed state is just the
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probability-weighted sum of the density operators of several pure states. Therefore it should
be possible to study the mixed states by using MSTA formulation. By following this approach,
it may provide some geometric insight into some entanglement and decoherence problems
related to the mixed states.
There are several problems that we have not yet addressed. At first, the formula of I6
in (6.44) seems very solid and convenient however we have not found a way to derive it. To
obtain this formula, we may need to define the corresponding quantity like the concurrence
for a mixed state of two qubits in MSTA and follow the procedure in [15] to derive the 3-
tangle. Furthermore, we have explored the basic structures of the state spaces of the two-qubit
and three-qubit pure states. However, we have not yet clarified the local parts of the spaces
(possibly quotient) of the maximally entangled states of two qubits and the pure states of
three qubits with some of the three vectors vanishing. The topology of these spaces seems
interesting and may be worth to pursue it further.
There are several directions we can pursue in the future. At first, it may be possible to
define the invariants for the system with an arbitrary finite number of qubits and follow the
similar procedure to obtain the nonlocal part of the state space. However, it is unclear that
if it is possible to deal with the consistent conditions in general.
Furthermore, we have shown that a time evolution operator can be regarded as a rotor
or a series of rotors in MSTA. With this realization, the change of the entanglement in some
simple dynamics of two-qubit systems can be seen clearly from a geometric perspective. It
will be interesting if we can study the evolution of the entanglement in the dynamics of the
system with three (or more than three) qubits in a similar way and show how the states flow
in the state space. Additionally, using the MSTA formulation, we may be able to compute
the energy levels or the evolution of the Heisenberg spin chain of finite qubits without relying
on the Bethe ansatz.
On the practical side, the formulation and computation in MSTA may provide some advan-
tages in dealing with quantum gates and quantum information problem. There are already
several works in this direction [9, 16, 17]. Hopefully, we have convinced the readers of the
usefulness of the MSTA formulation and more works will follow this approach.
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