We study a general class of multi-level uncapacitated p-location problems in which the selection of links between levels of facilities is part of the decision process. An exact algorithm based on a Benders reformulation is proposed to solve large-scale instances of the general problem and some well-known particular cases. We exploit the network flow structure of the reformulation to efficiently generate Pareto-optimal cuts. Extensive computational experiments are performed to assess the performance of several different variants of the Benders algorithm. Results obtained on benchmark instances with up to 3,000 customers, 250 potential facilities and four levels confirm its efficiency.
Introduction
Multi-level facility location problems (MLFLPs) lie at the heart of network design planning in transportation and telecommunications systems. Given a set of customers that have a service requirement and a set of potential facilities partitioned into k levels, MLFLPs consist of selecting a set facilities to open at each level so that every customer is assigned Ortiz-Astorquiza, Contreras, and Laporte: An Exact Algorithm for Multi-level Uncapacitated Facility Location Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!)
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Section 4 we present the enhancements of the algorithm and discuss the main characteristics of the problem that can be exploited in the implementation. Section 5 presents the results of extensive computational experiments performed to compare different versions of the Benders algorithm to each other, to that of the MILP formulation and to those of previously proposed methods for special cases of the problem. Conclusions follow in Section 6.
Problem Definition
Let G = (V ∪ I, E) be a graph with vertex set V ∪ I partitioned into k + 1 levels, where I represents the set of customers, V is partitioned into {V 1 , · · · , V k }, corresponding to the sets of potential facilities at levels 1 to k, and E is the set of edges. Also, for r = 1, · · · , k − 1, let E r = {{a, b} ∈ E : a ∈ V r and b ∈ V r+1 }, and let E 0 = {{i, b} ∈ E : i ∈ I and b ∈ V 1 }. Let c ij 1 ···j k be the profit associated with the allocation of customer i to the sequence of facilities j 1 , · · · , j k and p = (p 1 , p 2 , · · · , p k ) be a vector of positive integers. Now, for r = 1, · · · , k, and r = 1, · · · , k − 1, let f jr and d r ab be the non-negative fixed cost associated with the opening of facility j r at level r and those of opening the edge {a, b} ∈ E r , respectively. The
MUpLP-E consists of selecting sets of facilities and edges to open, so that no more than p r facilities are opened at level r and of assigning each customer to a set of open facilities, exactly one at each level, while maximizing the total profit minus the total setup cost.
An edge {a, b} ∈ E r can be opened if both of the corresponding facilities are open. Also, when a customer is assigned to a set of open facilities all the edges in the corresponding sequence must be activated.
We assume that the profit (or cost) c is additive with respect to the profits on the edges.
Typically, this assumption is made for the minimization version of the problem but as explained in Ortiz-Astorquiza, Contreras, and Laporte (2015), we can properly transform the problem to move from one version to the other from an optimization point of view.
Thus, the following assumption holds throughout the paper unless otherwise stated. Assumption 1. We assume that c is additive, that is, for all i ∈ I and j r ∈ V r for r = 1, · · · , k we have c ij 1 ···j k = c ij 1 + c j 1 j 2 + · · · + c j k−1 j k Ortiz-Astorquiza, Contreras, and Laporte: An Exact Algorithm for Multi-level Uncapacitated Facility Location 6 Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!)
When all the values of d r ab are set to zero, in conjunction with Assumption 1, there exists an optimal solution satisfying the single-assignment property from lower to upper level facilities. We now extend the arc-based formulation (ABF) (Aardal et al. 1996, Gabor and van Ommeren 2010) to the MUpLP-E as follows. We define binary location variables y jr equal to 1 if and only if a facility is located at node j r , and binary link activation variables w r ab equal to 1 if and only if edge {a, b} ∈ E r is selected. We also define binary assignment variables x ia equal to 1 if and only if customer i ∈ I is assigned to first-level facility a ∈ V 1 .
Finally, for r = 1, · · · , k − 1, we introduce binary arc variables z r iab equal to one if customer i ∈ I uses the edge {a, b} ∈ E r and 0 otherwise. The MUpLP-E can be stated as follows: i ∈ I, a ∈ V r , r = 2, · · · , k − 1 (3)
x ia ≤ y a {i, a} ∈ E 0 (4) i ∈ I, {a, b} ∈ E r , r = 1, · · · , k − 1 (6) jr∈Vr y jr ≤ p r r = 1, · · · , k
x ia ≥ 0 {i, a} ∈ E 1 (8) z r iab ≥ 0 i ∈ I, {a, b} ∈ E r , r = 1, · · · k − 1 (9) y jr ∈ {0, 1} j r ∈ V r , r = 1, · · · , k.
w r ab ∈ {0, 1} {a, b} ∈ E r , r = 1, · · · , k − 1. (11) Constraints (1) ensure that every customer is assigned to a first-level facility. The equalities (2) and (3) ensure the assignment of sequences of facilities for each customer.
7 Constraints (4)-(6) are linking constraints between variables and (7) the cardinality constraints. Constraints (8)-(11) are the standard nonegativity and integrality conditions on the decision variables. In this case, the variables x and z can be considered continuous without affecting the integer optimal solution. Moreover, in order to simplify the notation, whenever there is no ambiguity we will write b∈V r+1 instead of b∈V r+1 :{a,b}∈Er .
Some special cases of interest arise from the MUpLP-E. Clearly, when all fixed costs for the edges d r ab are zero, we obtain the MUpLP, which subsumes the uncapacitated p-location problem (UpLP) (Cornuéjols, Fisher, and Nemhauser 1977) when k = 1, which in turn, contains as special cases both the uncapacitated facility location problem (UFLP) (Kuehn and Hamburger 1963) and the p-median problem (p-MP) (Hakimi 1964 ). Thus, multi-level extensions of the UFLP and the p-MP are also special cases of the MUpLP. Namely, the well-known multi-level uncapacitated facility location problem (MUFLP) (Kaufman, Eede, and Hansen 1977) is obtained when all cardinality constraints are redundant, i.e. when p r = |V r | for all r, and the multi-level p-median problem (MpMP) is obtained when all setup costs are set to zero, that is, f jr = 0. Other related formulation for the special case when k = 2, p r = |V r | for all r, and d ≡ 0 was the one presented by Barros and Labbé (1994) and later used by Gendron, Khuong, and Semet (2016b) , denoted as TUFLP-C. Note that the following transformation of the ABF variables x ia and z iab into the TUFLP-C variables x bai for i ∈ I, a ∈ V 1 and b ∈ V 2 (considering that the corresponding edges exists) is sufficient to prove the equivalence in the LP bounds of both formulations. That is, x ia = b∈V 2 x bai and z iab = x bai .
Benders Decomposition for MUpLP-E
Benders decomposition is a well-known partitioning method applicable to mixed integer programs (Benders 1962) . It decomposes the original MILP problem into two simpler ones:
an integer master problem and a linear subproblem. The main idea of the method is to reformulate the problem by projecting out a set of complicating variables to obtain a formulation with fewer variables but typically with a huge number of constraints. These new constraints are usually referred to as Benders cuts and involve only the variables kept in the reduced problem, plus one additional continuous variable. Given that only a small Ortiz-Astorquiza, Contreras, and Laporte: An Exact Algorithm for Multi-level Uncapacitated Facility Location 8 Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) subset of these constraints are usually active in an optimal solution, a natural relaxation is obtained by dropping most of them and generate them on the fly as needed.
The standard Benders decomposition algorithm is an iterative procedure in which at every iteration a relaxed integer master problem, containing only a small subset of Benders cuts, is optimally solved to obtain a valid dual bound. The linear subproblem is then solved to obtain a primal bound and to determine whether additional Benders cuts need to be incorporated to the master problem. With the addition of Benders cuts at each iteration, new tentative solutions are generated by the master problem, and new cuts are produced until the convergence of the bounds is attained, if an optimal solution exists.
Although the standard Benders decomposition has been successfully implemented to solve a variety of difficult optimization problems (see for instance, Cordeau et al. 2001 , Contreras, Cordeau, and Laporte 2011 , Rahmaniani et al. 2016 , for other problems the method is clearly outperformed by other decomposition strategies, such as Lagrangean relaxation and column generation. One of its major drawbacks is the need to solve an integer master problem at each iteration. To overcome this difficulty, modern implementations of Benders decomposition have considered the solution of the Benders reformulation with a standard branch-and-cut framework, in which Benders cuts are separated not only at integer solutions but also at fractional solutions at the nodes of a single enumeration tree (see, Adulyasak, Cordeau, and Jans 2015 , Martins de Sá et al. 2015 , Fischetti, Ljubić, and Sinnl 2016b , Errico et al. 2017 . This results in the solution of a single integer program (the Benders reformulation) in order to obtain an optimal solution to the original problem. This is the approach we follow to develop an exact algorithm for MUpLP-E based on the following Benders reformulation of the ABF previously presented.
Benders Reformulation
Let Y denote the set of vectors (y, w) satisfying constraints (7), (10), and (11). For any fixed (ȳ,w) ∈ Y , the primal subproblem (PS) in the space of the x and z variables is
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Note that PS can be decomposed into |I| problems, one for each i ∈ I. Thus, we can construct the corresponding dual subproblem (DS i ) for each i ∈ I. Moreover, for every PS i if we redefine the variables x ia as z 0 iia , then constraints (13) can be seen as a special case of (14). Let λ, β ar , α 0 ia , α r ab , and θ br be the dual variables associated with constraints, (12), (14), (15), (17), and (16), respectively. For every i ∈ I, the DS i can be stated as follows:
There exists at least one solution in the set of feasible solutions associated with DS i . This is true because for an infeasible PS i , the corresponding DS i is either unbounded or infeasible. If the DS i is infeasible, then the PS i in the homogeneous form is unbounded, which is a contradiction since in this case the homogeneous form of the PS i yields a finite value. Thus, the DS i corresponding to an infeasible PS i is unbounded. This is actually a
Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) special case of a classical result of network flow problems (Greenberg 1987) . We will discuss the connection with network flow problems in the following sections. Therefore, we use the representation of each polyhedron associated with DS i in terms of its extreme points and extreme rays to determine whether PS is infeasible or feasible and bounded, we denote them EP i and ED i , respectively.
If, for a given (y, w) ∈ Y , there exists at least one i ∈ I and one extreme ray (λ, α, θ) ∈ ER i for which
then DS i is unbounded and PS i is infeasible. However, if
for each i ∈ I and each extreme ray (λ, α, θ) ∈ ER i , then all DS i are bounded and the PS is feasible. The optimal value of each DS i is then equal to 
We note that BR contains only the binary design variables (y, w) and |I| additional continuous variables. Constraints (25) and (26) are the so-called Benders optimality and feasibility cuts, respectively.
An Exact Algorithm for MUpLP-E
In this section we present an exact branch-and-cut (B&C) algorithm based on BR to solve MUpLP-E. We use several strategies to enhance the algorithm and speed up its convergence. In particular, (i) we exploit the structure of the subproblem to identify optimality cuts by efficiently solving several network flow problems, (ii) we generate Pareto-optimal cuts using a variable core-point selection strategy, and (iii) we introduce valid inequalities that help reduce the number of cuts added and improve the overall performance of the algorithm.
Network Flow Structure
One important characteristic of well-known MILP formulations of single-level FLPs is that the subproblems of a typical Benders decomposition algorithm possess a network flow structure (Magnanti, Mireault, and Wong 1986, Magnanti and Wong 1990) . This property conveniently extends to ABF and thus, can also be exploited to efficiently solve the subproblems.
First note that for every (undirected) edge {a, b} ∈ E r , with a ∈ V r and b ∈ V r+1 , we can work instead with its associated (directed) arc (a, b), as if there was a flow to be sent from each customer to the k-th level of facilities, without affecting the optimal solution.
In what follows, we refer to arcs (a, b) ∈ V r × V r+1 and edges {a, b} ∈ E r indistinctly. For every i ∈ I, the corresponding constraints of PS i are thus similar to those of a minimum cost flow problem. Equations (12)-(14) are the well-known flow conservation constraints, while (15) and (16) enforce the arc capacity constraints. In this case, inequalities (17) impose the capacity limits of the vertices in the network. Finally, we add a dummy vertex D to the network such that for every vertex a ∈ V k the arcs (a, D) exist and they have arc capacities equal to one. Also, we impose profits c and costs d equal to zero for these edges and a flow demand of −1 for vertex D. Therefore, we can consider each PS i as a minimum cost flow problem with negative costs c ab on the arcs (a, b) in which we require a unit of flow to be sent from customer i and received by the dummy vertex. That is, we include the extra redundant constraint a∈V k z k iaD = −1 in PS i with the corresponding variables. Moreover, it is well known that vertex capacity constraints can be viewed as arc capacity Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) constraints after a simple transformation on the graph (see Chapter 2, Ahuja, Magnanti, and Orlin 1993). Thus, we replace every vertex a ∈ V that has a capacity, with two copies a and a , and we link them by an arc (a , a ) which has the corresponding vertex capacity and a profit c a a equal to zero. Vertex a receives all the inflow associated with a, and a sends all the vertex outflow.
In the transformed graph
In what follows, we refer to the PS i with these modifications as PS i -N.
As before, for each i ∈ I we can obtain the dual of PS i -N. In this case, we have one dual variable for every vertex pair in the transformed graph which we denote as β 1 ar and β 2 ar for each a ∈ V r , and r = 2, · · · , k, and β 1 a1 for a ∈ V 1 , since the vertices from the first level are not duplicated. The dual variables corresponding to the customer and the dummy vertex are denoted by λ and λ D , respectively. We also have one dual variable for every arc, that is, α r ab for those arcs in the original network, and θ br for those between the duplicated vertices. Then, for every i ∈ I the corresponding DS i -N is
As before, feasibility and optimality cuts can be generated using the set of extreme points and extreme directions of the set of feasible solutions of DS i -N. However, as with singlelevel FLPs, the subproblems are solved in the primal space using a specialized algorithm for network flow problems such as the network simplex algorithm. These are already well implemented in general purpose solvers which also provide the values of the dual variables associated with the vertices of the network G T (i.e. λ, λ D , β). In order to obtain the rest 
Pareto-optimal Cuts
It is well known that when Benders decomposition is applied to network design and facility location problems, the primal subproblem is typically degenerate. That is, there are several possibilities for the selection of a Benders cut given a solution to the master problem.
Magnanti and Wong (1981) proposed a procedure for obtaining Pareto-optimal cuts, that is, cuts that are not dominated by any other cut. In this section we refer to the primal and dual subproblems in the network flow problem form (PS-N and DS-N), although the same procedure can be also applied to the original PS and DS.
Let (ŷ,ŵ) be a core point of the set Y = {(y, w) : (7), (10), and (11) are satisfied}, that is, a point in the relative interior of its convex hull. For a given (ȳ,w), let U i denote the optimal value of DS i -N. To identify a Pareto-optimal cut that separates the point (ȳ,w) using the procedure described by Magnanti and Wong (1981) , we must solve the following Pareto-optimal subproblem (PO i -N):
We note that constraints (33) guarantee that the optimal solution to PO i -N belongs to the set of optimal solutions to the original DS-N. That is, the separation problem of the Benders optimality cuts is optimally solved to identify either a Pareto-optimal inequality that is most violated by the point (ȳ,w) or conclude that none exist.
The dual of PO i -N, denoted as DPO i -N, can be obtained by using the corresponding dual variable x 0 of the additional constraint (33) as follows:
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Even though x 0 is unrestricted in sign, we note that the non-negativity conditions (44) can be added given that the equality sign of (33) can be modified to a less than or equal sign without affecting the optimal solution. This modification is particularly useful to mitigate numerical stability issues that arise when solving PO i -N.
Given that x 0 affects the right-hand side of flow conservation and capacity constraints, this problem can be seen as a parametric minimum cost flow problem. However, Magnanti, Mireault, and Wong (1986) show how this type of problems can be solved by only one minimum cost flow problem for each customer when setting
jr∈Vrŷ jr . Therefore, the only differences with respect to the original PS i -N are the amount of flow to be sent and received (1 + x 0 ), as well as the arc and node capacities, which now depend on the core point and on x 0 . An additional benefit of a priori fixing the value of x 0 is that there is no need to actually solve PS i -N or DS i -N to obtain U i .
A slightly different procedure for generating Pareto-optimal cuts is given in Papadakos (2008). It relies on two interesting observations about the original procedure proposed in Magnanti and Wong (1981) . First, Papadakos (2008) shows that there is no need to add Ortiz-Astorquiza, Contreras, and Laporte: An Exact Algorithm for Multi-level Uncapacitated Facility Location Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) 15 the extra constraint (33) to the Pareto-optimal subproblem to generate a Pareto-optimal cut and second, the requirement on (ŷ,ŵ) of being a core point may also be relaxed. With respect to the first point, the author argues that when the PS (and the DPO) is chosen instead of the DS (and the PO) to obtain the corresponding coefficients of the Benders cuts, typically because they can be handled more efficiently, and a -optimal solution to the PS is obtained, the DPO then becomes numerically unbounded due to the additional constraint (33). As for the second point, the author points out the practical difficulty of finding valid core points for some problems and suggests the use of a different class of points, referred to as Magnanti-Wong (MW) points, in order to obtain Pareto-optimal cuts. For special cases, Papadakos (2008) provide sufficient conditions for a point to be an MW point. Moreover, he shows that any strict convex combination of an MW point and a point in Y is also an MW point. That is, if (ŷ,ŵ) is an MW point and (ȳ,w) ∈ Y , for any
is also an MW point. This expression can be used to generate a sequence of MW points to construct different Pareto-optimal cuts by simply using as (ȳ,w) the current solution of the On one hand, this procedure has the potential benefit of avoiding the solution of the original DP to obtain the value U i used in constraint (33) before solving the Pareto-optimal subproblem. On the other hand, given that constraint (33) is relaxed from the model, it does not guarantee that the generated Pareto-optimal cut will be even violated by the current solution to the master problem. The convergence is thus guaranteed by limiting the number of possible updates to the MW point in which at the last iteration, a classical
Benders cut is generated.
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In Section 5, we compare the impact of using Magnanti-Wong and Papadakos procedures to generate Pareto-optimal cuts for MUpLP-E. In both procedures, we use a dynamic core point (or MW point) selection strategy based on (45). We also analyze the benefit of using such a strategy versus a static one when using the Magnanti-Wong procedure.
Valid Inequalities
We recall Therefore, the PS will tend to be infeasible and several feasibility cuts will have to be added before generating any optimality cut. To overcome this difficulty, we introduce the following structural constraints that provide additional information to the BR:
Constraints (46) ensure that if a facility is opened at node a in level r, then there must be at least one edge incident to a. Constraints (47)-(48) allow the activation of only those edges that are incident to open facilities. These constraints, although redundant for the BR, have shown to be useful in reducing the number of feasibility cuts as well as the overall CPU time consumed by the test instances. Thus, in our B&C algorithm we consider a slightly strengthened BF with Y = {(y, w) : (7), (10), (11) and (46) − (48) are satisfied}.
Given that in any feasible solution of the ABF, for every customer there is at least one path of opened edges with its corresponding facilities going from customer i ∈ I to an opened facility to level k, then the following constraints are valid for ABF.
For each i ∈ I and every subset S ⊆ V ∪ {i} with i ∈ S,
Ortiz-Astorquiza, Contreras, and Laporte: An Exact Algorithm for Multi-level Uncapacitated Facility Location Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) 17 where δ(S) = {{a, b} ∈ E : a ∈ S and b / ∈ S}. These constraints are the so-called cut-set inequalities and provide alternative feasibility conditions for the BR. That is, when PS i is infeasible (i.e. a feasibility Benders cut needs to be added) we can find the cut-set of minimum value and include it to the BR in order to cut off that solution. Moreover, note that these inequalities can be extended for the case in which we solve each PS i as a network flow problem (PS i -N). Simply, using the transformed graph G T , we can think of the variables y a as w r a a where a and a are the duplicated vertices for each a ∈ V \V 1 . Thus, we now have to select a set S from V T ∪ {i} instead of V ∪ {i}, and then for every i ∈ I and δ(S) ⊆ E T , the cut-set inequalities can be restated as
where δ(S) = {{a, b} ∈ E T : a ∈ S and b / ∈ S}. These inequalities guarantee that there is at least one path from each customer to the dummy vertex D, where a unit of flow can be sent. Therefore, constraints (49) define sufficient conditions for the feasibility of PS.
Interestingly, every cut-set inequality can actually be mapped to an extreme ray of the DS-N (or DS) as shown in following proposition.
Proposition 1. Every cut-set inequality of the form (49) corresponds to a Benders feasibility cut for DS-N.
Proof. For each i ∈ I and S ⊆ V T ∪ {i}, where S = ∅ and i ∈ S, consider the following values for the dual variables. We set to one the variables associated with a vertex in the graph G T , that is, λ, λ D and β, only if the corresponding vertex is not in the set S, and to zero otherwise. In this case, we always have λ = 0. For the dual variables associated with edges {a, b} ∈ E T (i.e. α and θ), we set them to one only if the edge {a, b} ∈ δ(S), or equivalently if a ∈ S and b / ∈ S. Recall that the edges defined between duplicated vertices {a , a } are associated with the variables θ. Then, it is not difficult to verify that for every subset S, using the above definition of the dual variables, constraints (27)- (32) are satisfied in the homogeneous form. This means that such a definition of the dual variables corresponds to an extreme ray of the associated polyhedral set and thus defines a Benders feasibility cut for DS-N.
An important benefit of this alternative set of cut-set inequalities that guarantees the feasibility of PS is that they can be efficiently separated. To this end, we have implemented the Edmonds-Karp algorithm (Edmonds and Karp 1972) to compute the maximum flow between customer i ∈ I and the dummy vertex. If the maximum flow does not satisfy the requirement, then we must obtain the values for a feasibility cut which can be found with the minimum i − D cut in the network using the same algorithm. Another important observation is that when working with k-partite complete graphs, the networks for each i ∈ I are identical. This means that the minimum i − D cut will be the same for every i.
Moreover, the extreme directions will be the same for each DS i -N since the only change from one DS to another is the value of c ia in the first set of constraints. Therefore, when the graph is k-partitive complete and we need to add feasibility cuts for a given solution,
we only have to find one cut instead of |I|.
In Section 5 we compare the computational performance of using standard feasibility cuts and cut-set inequalities. These experiments provide some insights into another interesting non-trivial open question which is to determine whether every feasibility cut actually corresponds to a cut-set inequality.
Computational Experiments
We have conducted an extensive computational study in order to assess the empirical performance of the different variants of Benders decomposition described in Sections 3 and 4. All versions of the algorithm were coded in C and run on an Intel Xeon E5 2687W V3 processor at 3.10 GHz under Linux environment. The algorithms were implemented using the callable library of CPLEX 12.6.3 with its default settings using only one thread. As mentioned, all variants of the Benders algorithm have been embedded within a B&C framework. For their implementation we use the lazycutcallback and usercutcallback functions of CPLEX. That is, we considered integer and fractional solutions to generate cuts. From now on, we refer to the above functions as LAZYC and USERC to simplify the notation.
Also, for presentation purposes, we only present summarized results of the experiments.
The interested reader is referred to the Online Appendix for the detailed results. we include 12 more which were generated following the same structure but with larger sets of customers and potential facilities and we include set-up costs for the edges (i.e. d > 0) in all 85 instances. We refer to this set of instances as CAP/RAND. We have also tested the algorithms on two sets of 90 instances each, which were used in Gendron, Khuong, and Semet (2016b) for the case where k = 2 and d = 0. Finally, we have tested the case in which we include set-up costs on the edges for these instances. These sets of instances are referred to as GAP and LGAP (Large GAP), respectively.
Some of the CAP/RAND instances were transformed from the capa, capb and capc instances from the OR-Library (Beasley 1990) for the UFLP to their multi-level versions.
Out of the 85 instances, 21 correspond to the type CAP where each one has 1,000 customers and 100 potential facilities. The setup costs for opening facilities were modified from the single level version in order to be dependent on its level and also scaled down by a factor However, it is important to mention that the underlying graphs are sparse, that is, not all the edges are available in order to select the sequence of facilities for each customer. This applies to the edges between first level and customers (E 0 ). In this case we used the same formula as for CAP/RAND instances for adding the set-up costs on the edges of E 1 for these sets of instances and we set p r = |V r | for r = 1, 2.
Setting up Parameters
In this section we describe some of the features that we consider to play an important role in the tuning of different versions of the Benders decomposition algorithm. Based on preliminary experiments we found that the algorithm is relatively unstable in the sense that variations of certain parameter values give rise to a different pool of cuts, which affects the performance of the algorithm. Thus, we empirically defined tolerance values and we assessed the impact on the changes of other parameters described in this section.
First, as mentioned in Section 4, due to numerical errors, checking the feasibility of (ȳ,w) in PS i -N is not always sufficient since DPO i -N may yield an infeasible solution. To overcome this problem we first tried changing the optimality tolerance of the solver, and if the problem persists, we either reinitialized the core point or found the corresponding values of the dual variables using the standard Benders optimality cut for that particular solution.
Moreover, in terms of tuning parameters we considered the following values in order to filter some of the numerical errors and to avoid adding unnecessary cuts. We defined the values TolMaxFlow, TolLAZYC and TolUSERC. The TolMaxFlow value was set to 1E-6 and represents the tolerance on the maximum flow for the Edmonds-Karp algorithm implemented in order to determine whether a solution is primal feasible or not. The other two parameters correspond to the tolerances on the violation of Benders optimality cuts by the current solution. In particular, we set these values to 0.0001 and 0.1, respectively.
Moreover, we noticed that in many cases it is preferable to branch in the enumeration tree instead of keep adding USERC cuts that are most of the time very similar to each other and do not improve the bound efficiently. Therefore, we have included a maximum number of USERC cuts at the root node and at every node, which we denote as MaxUSERC root
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and MaxUSERC, respectively. Similarly, we have set a maximum number of iterations per node in the B&C tree, except for the root node, that we call MaxIterNode. Finally, we also included a parameter denoted Depth which defines the frequency at which we solved the separation problem in the enumeration tree and therefore the frequency of adding Benders cuts. As its name indicates, this parameter is dependent on the depth of the B&C tree.
We considered the following values for tuning the parameters:
• MaxIterNode = {2, 5},
• Depth GAP/LGAP = {25, 50},
Recall that φ is a real number between 0 and 1 in the convex combination equation (45) to update the core point, and note that the values of Depth depend on the type of instance.
The reason for this is that the optimality gap for GAP/LGAP instances when exiting the root node is typically large (around 12 to 18%), while for each of the CAP/RAND instances it is less than 2%. Therefore, the number of nodes in the branching tree for a GAP/LGAP instance would be much larger than for the CAP/RAND instances.
It is well-known that considering the trade-off between solving the separation problem and branching in the enumeration tree is of critical importance. Adding Benders cuts too frequently could be rather counterproductive for those instances that have a large optimality gap after the root node. It is not difficult to extend this notion in a more general instance-independent implementation of the algorithm.
Testing all non-trivial configurations of parameters together with the many different variants of the Benders algorithm presented in Section 4 in the full set of instances would require an unreasonable computational effort. Thus, in order to identify the most promising version of the algorithm we have selected a subset of instances in which we tested the performance of the different versions. Accordingly, we randomly chose 16 instances out of the 174 instances (85 CAP/RAND and 89 feasible LGAP) of main interest. The remaining 74 feasible GAP instances were solved within five seconds for the ABF so we only chose one GAP instance for the preliminary tests. The obtained results showed that 
Analysis of Algorithmic Enhancements
We now present computational results obtained from a subset of chosen instances to assess the impact of the proposed strategies to enhance the B&C algorithm. As mentioned before, we randomly selected nine instances from CAP/RAND, seven from LGAP and one from GAP. For these preliminary tests we imposed a time limit of 7,200 seconds (2 hours) and we used the parameters configuration described in Section 5.2. In all the tables the average values are computed on the instances solved by the solution algorithms in comparison. We use the notation n/m to indicate that n instances were solved out of m. We omit this information when all variants in comparison solve all instances to optimality. Also, it is important to mention that for the GAP/LGAP instances which are not originally defined on a k-partite complete graph, it seems that solving the BR using only the edges that are in the network outperforms an algorithm for which the instance is redefined to be k-partite complete. Moreover, when defining the instances on sparse graphs, 17 out 180 (16 GAP and one LGAP) are infeasible, which is consistent with the results of Gendron, Khuong, and Semet (2016b).
We first evaluate the benefit of exploiting the network flow structure of the problem together with the two described procedures to generate Pareto-optimal cuts. In particular, we test the performance of our algorithm when solving the subproblems as network flow problem in the primal space or as a standard LP in the dual space. Also, we compare the Magnanti-Wong and Papadakos procedures to generate Pareto-optimal cuts. In Table 1 we summarize these comparisons. For all variants compared in this experiments, we consider the generation of standard Benders feasibility cuts and a dynamic core point selection strategy in which all components of the initial approximate core point are set to one, i.e., y jr = 1 and w r ab = 1. Although strictly speaking this point is not a core point of Y , it is a very simple starting point whenever the core point is updated using equation (45), which in turn approximates a valid core point of Y depending on the current solutionȳ,w.
In Table 1 , we left blank those values for which the corresponding variant did not solve all instances tested within the time limit. Note that for both sets of instances, in almost all criteria used in the comparison (i.e CPU time, BB nodes, etc), applying the MW procedure when solving the subproblems as network flow problems appear to be the best variant.
However, the Papadakos procedure works better when the usual LP solver of CPLEX is used instead. Moreover, this version provides the best average number of BB nodes for the GAP/LGAP instances among all algorithms compared. Table 2 compares three options for the core point selection strategy. In particular, we tested two dynamic variants with a variable approximate core point and one static version with a fixed one during the entire procedure. For this comparison we apply the MW procedure to generate optimality cuts and we use the standard Benders feasibility cuts.
For this case, we only work with the CAP/RAND subset because the fixed core point that we found is only applicable to instances in which the graph is k-partite complete. Thus, we consider two initial values for the (approximate) core point. One is where we set all variables to one as in the previous experiment. The second (actual) core point that we take is defined when the graph is k-partite complete. More precisely, we set y jr = 1/|V r | and w r ab = 0.5/|V r | when p r = 1, and when p r > 1 we take y jr = 1.5/|V r | and w r ab = 1/|V r | for all the respective values of r. It is not difficult to prove that this point is indeed a core point of Y .
Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) The results of Table 2 show that there is a reduction of almost 30% in the average CPU time when passing from a static core point strategy to a dynamic one where it is updated iteratively. Moreover, the selection of the point with all its values set to one seems to be the best choice for this set of instances.
We next assess the advantages of including in BR the valid inequalities (46)-(48). Table   3 compares two variants of the algorithm obtained by including constraints (46)- (48) with a dynamic core point strategy, and Benders feasibility cuts. All nine CAP/RAND and eight GAP/LGAP instances were solved to optimality within the time limit for the two variants. It seems that the algorithm with standard Benders feasibility cuts outperforms its counterpart with cut-set for the CAP/RAND instances, and the opposite happens for the GAP/LGAP instances.
Particular Cases and Comparison with Other Solution Procedures
In this section we present the results obtained when executing the most promising versions of the algorithm on the complete sets of instances and we compare their performance with those of the ABF and a direct implementation of Benders in a B&C algorithm. Moreover, we provide results for some special cases of the MUpLP-E when fixing values of the input and we compare the best variant of the Benders algorithm that we introduce with other solution algorithms proposed before for these special cases.
From the previous section, we know that using the Magnanti-Wong procedure for generating Pareto-optimal cuts with a dynamic approximate core point together with solving the subproblems as network flow problems seems to be the most efficient variant of our B&C algorithm. Following the notation of the previous section we denote this variant as MW. For the CAP/RAND instances we only consider standard Benders feasibility cuts while for GAP/LGAP we also compare the performance of using the cut-set inequalities (49). Tables 5 and 6 summarize this comparison. For all variants we use the configuration of parameters as described in Section 5.2. We have included the corresponding results of the ABF and those of the ABF with the extra constraints (46)- (48) denoted ABF+E. In particular, we present the number of instances solved according to their type. For example, in Table 5 , the row k = 2 provides the number of two-level instances solved to optimality (out of 40) for each implementation, whereas row p r = |V r | provides the same information for those instances for which the cardinality constraints are redundant. Moreover, we include in the last six rows the average values of the total CPU time, number of BB nodes, number of total feasibility cuts added, number of total optimality cuts added, CPU time spent in the PS/DS and CPU time spent in the separation of feasibility cuts. We computed these values considering only the 55 solved instances within the time limit by all four methodologies compared. In this case we imposed a time limit of 86,400 seconds (one day). We note that the number of cuts added may not correspond to the final number of cuts in the model due to the automatic purges executed by CPLEX.
Benders decomposition appears to be an appropriate solution methodology for the MUpLP-E. In particular, we see that a tuned up straight-forward BR (DB) variant already reduces the average CPU time from more than 13,000 to less than 300 seconds. Moreover, the algorithm with the enhancements described in Section 4 clearly outperforms the formulations and the DB approach. In comparison with the AFB we observe a reduction of the average CPU time of more than three orders of magnitude without a significant increase in the average number of BB nodes. Also, the MW implementation solved all 85 CAP/RAND instances within the time limit, whereas the ABF implementation only solved 62. Interestingly, in the MW version the maximum CPU time for solving an instance was hand, in the ABF case, only 10 instances were solved within that time limit. It is worth highlighting that, although the redundant constraints (46)- (48) We note that for the best version of the algorithm, we also assessed the algorithmic performance using as an initial lower bound the one obtained with a modified greedy heuristic presented in Ortiz-Astorquiza, Contreras, and Laporte (2015) for the MUpLP-E.
The modification on the heuristic simply consists on subtracting from the objective value the values for the set-up costs of the edges associated with the solution obtained with the greedy heuristic for the MUpLP. However, the results of these experiments are omitted from the tables because the improvement in CPU time and BB nodes is not considerable (less than 5%). Also, adding an initial set of Benders cuts obtained from a feasible solution generated with the same heuristic did not improve the performance of the best versions presented here. the 163 (feasible) instances within the time limit. Nevertheless, we observe a reduction of approximately 90% in the average CPU time, which seems to translate into a 25% increase in the average number of BB nodes when comparing the ABF with the MW algorithm with the cut-set inequalities approach. Also note that in the case of the GAP/LGAP instances in which the original graph is sparse, the cut-set inequalities seem to perform better. There is an important reduction in the number of optimality cuts, and correspondingly in the CPU time, when these inequalities are used to ensure feasibility. Tables 7 and 8 provide the results of the experiments when assessing the performance of the Benders algorithm described above (MW), for previously studied cases of the MUpLP-E. First, in Table 7 we show the results for the GAP/LGAP instances when there are no set-up costs on the edges. Recall that for these instances we have p r = |V r | for r = 1, 2 and k = 2.
In this case, we observe a reduction of almost 80% in the average CPU time between ABF and the MW variant of the algorithm. Moreover, the solution method proposed by Gendron, Khuong, and Semet (2016b) for these sets of instances shows an average CPU time over 1,100 seconds for LGAP instances, although the average number of BB nodes is less than 820. In comparison, the Benders algorithm yields an average CPU time of less than 44 seconds for the LGAP instances but almost 5,000 BB nodes on average. We also note that the authors compared the performance of the algorithm proposed with a slightly older version of CPLEX (12.6.1). However, for the GAP/LGAP instances, they present the results of CPLEX yielding a smaller average CPU time than the proposed algorithm. Table 8 summarizes the results for three special cases of the MUpLP-E namely, the MUpLP, the MpMP and the MUFLP (see Section 2). The first row for each special case corresponds to the number of CAP/RAND instances solved within two hours of CPU time.
The averages of time and BB nodes are computed based on the number of instances solved by all four methods in comparison. For this comparison we have included a new column named SF. In this column we provide the results obtained when using the Submodular Formulation (SF) introduced by for the MUpLP. This formulation is embedded in a B&C framework and it was shown to outperform other well-known MILP for the case of the MpMP and to be competitive for the general MUpLP. It is important to mention that we have executed the experiments following the configuration parameters of the authors, which showed to be most beneficial for the SF. Thus, only for the SF, we turned off the CPLEX heuristics and changed the default purge parameter of the USERC to filter. We also included the bound obtained with the greedy heuristic. For Table 8 the number of solved instances by all methodologies is 51 and 61 for the MUpLP and the MpMP, respectively. For the MUFLP case we consider 20 solved instances although the SF was only able to solve 12 within the time limit of two hours. We note that the Benders algorithm proposed outperforms the other methods in comparison for all the special cases of the MUpLP-E on the CAP/RAND set of instances.
Conclusions
We studied a general class of multi-level uncapacitated p-location problems in which link activation decision between levels of facilities are considered. A sophisticated exact algorithm based on a Benders reformulation was presented to solve large-scale instances of the problem. The results of extensive computational experiments confirm the efficiency of our Benders decomposition algorithm. In particular, we note that for the MUpLP-E, the Magnanti-Wong procedure using a dynamic core selection strategy combined with a network solver approach for the subproblems appears to be the most efficient variant.
Instances with up to 3,000 customers, 250 potential facilities, and four levels of hierarchy were solved to optimality. The best version of the Benders algorithm was able to solve each CAP/RAND instance within less than 360 seconds, reducing by more than three orders of magnitude the average CPU time from that obtained using the ABF. Also, some hard benchmark instances with large LP gaps were tested in the experiments. A 90% reduction in the average CPU time was obtained compared with the ABF solved by CPLEX.
Moreover, our Benders algorithm outperformed state-of-the-art solution algorithms when solving special cases of interests of the MUpLP-E.
Pareto-optimal cuts, (ii ) solution of the subproblems, (iii ) selection of feasibility cuts and (iv ) updating of the core point. We note that for all the variants we include the valid inequalities (46)- (48) and the implementation of the algorithm is done via a B&C framework. For the first criterion we can select among a Direct Benders (DB) or Magnanti-Wong (MW) approaches, or we can choose to implement the Papadakos (2008) (P) version in which we do not require an additional constraint in the PO but also leads to pareto-optimal cuts. Thus, there are three options in the first criterion namely, DB, MW and P. For the second criterion we can decide to solve them with an standard LP solver or with a more specialized network flow algorithm. We denote these two possibilities by
Ls and Ns, respectively. In particular, we use a general purpose solver (CPLEX) which has already implemented these two options. Also, for the third criterion we can select between using cut-set inequalities and standard Benders feasibility cuts, which we denote by Cf and Bf, respectively.
Finally, for the MW versions we can choose to keep a fixed core point throughout all iterations or we can update it as in equation (45). We call these two options fixed (F) and variable (V). Finally for the core point criterion, we write (o) when the initial approximate core point is set to all ones and (n) otherwise. Thus, an implementation using a Pareto-optimal cuts with standard Benders feasibility cuts in which we solve the subproblems with a network solver and that consider a variable core point for every subproblem, is denoted as MW-Bf-Ns-V. Note that for the case of DB we do not have core points and for the P version we always update the core point accordingly. In those cases where the criterion is obvious or does not exist we omit it from the variant name (i.e. DB-Bf-N).
Also, we tested different values for the configuration of parameters as discussed in Section 5.2. In Table 9 we present the list of configuration tests used to tune the different variants of the Benders algorithm. Note that in the row of Depth, we have only used 5 or 20 which corresponds to the values used for the CAP/RAND instances only. For the GAP/LGAP instances we used 25 and 50, respectively.
We preliminary tested the variants of the algorithm along with the configurations of parameters in subsets of instances. We were able to determine that two of the most beneficial configuration for most of the variants were test 4 and 8. Figure 1 shows the average CPU time per instance for these tests. The dominance in terms of CPU time of the MW method with the network solver approach
Article submitted to Transportation Science; manuscript no. (Please, provide the manuscript number!) Table 9 Configuration tests Parameter  Test T1 T2 T3  T4 T5 T6 T7  T8  T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 T19 T20 φ 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0. 5  MaxIterNode  2  2  2  2  5  5  5  5  5  5  2  2  2  2  5  5  5  5  5  5  MaxUSERC  8,2 8,2 80,20 80,20 8,2 8,2 80,20 80,20 12,4 12,4 8,2 8,2 80,20 80,20 8,2 8,2 80,20 80,20 12,4 The detailed computational results for the MUpLP-E are presented in Tables 10-14. Table 10 provides the results for the CAP/RAND instances where the first column describes the type of instance through its five subcolumns. The next 10 columns provide the CPU time in seconds needed to solve the instance and the number of nodes in the BB tree for all five methods. Whenever it is not possible to solve an instance within 86,400 seconds, we write TIME in the corresponding entry of the table. For the GAP/LGAP instances recall that for all of them k = 2, p r = |V r | for r = 1, 2
and |V 1 | = |V 2 |. For the GAP instances |V 1 | = 50 while for the LGAP case |V 1 | = 75.
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