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Magneto-oscillations of the electric dipole moment are predicted and analyzed for a single-electron
nanoscale ring pierced by a magnetic flux (an Aharonov-Bohm ring) and subjected to an electric
field in the ring’s plane. These oscillations are accompanied by periodic changes in the selection
rules for inter-level optical transitions in the ring allowing control of polarization properties of the
associated terahertz radiation.
PACS numbers: 73.22.-f,76.40.+b
I. INTRODUCTION
Progress in epitaxial techniques has resulted in burgeoning developments in the physics of quantum dots, i.e.,
semiconductor-based ‘artificial atoms’. More recently a lot of attention has been turned towards non-simply-connected
nanostructures, i.e., quantum rings, which have been obtained in various semiconductor systems.1–3 The fascination
with quantum rings is partially caused by a wide variety of purely quantum-mechanical effects, which are observed
in ring-like nanostructures (for a review, see Refs. 4–6). The star among them is the Aharonov-Bohm effect,7,8 in
which a charged particle is influenced by a magnetic field away from the particle’s trajectory, resulting in magnetic-
flux-dependent oscillations of the ring-confined particle energy. The oscillations of the single-particle energy are
strongly suppressed by distortion of the ring shape or by applying an in-plane (lateral) electric field, thus reducing the
symmetry of the system.9,10 However, there are other physical quantities, which might have even more pronounced
magneto-oscillations when the symmetry of the ring is reduced. For example, in the presence of a lateral electric field
exceeding a particular threshold it is possible to switch the ground state of an exciton in an Aharonov-Bohm ring
from being optically active (bright) to optically inactive (dark).11,12 Another hitherto overlooked phenomenon is the
flux-periodic change of an electric dipole moment of a quantum ring, which is the main subject of this work.
In Sec. II, we discuss the single-electron energy spectrum of an infinitely-narrow Aharonov-Bohm ring subjected
to a lateral electric field. In Sec. III, we consider magneto-oscillations of the ring’s electric dipole moment and study
their electric field and temperature dependence. Matrix elements of the dipole moment calculated between different
states define the selection rules for optical transitions. For experimentally attainable quantum rings these transitions
occur at terahertz (THz) frequencies. In Sec. IV, we discuss optical selection rules and show how the polarization
properties of the associated THz radiation can be tuned by external electric and magnetic fields. Section V contains
a brief discussion of the potential applications of the predicted effects. Whereas all of the results presented in the
main body of the paper are based on numerical diagonalization of large-size matrices, in the Appendix we provide an
analytical treatment of several of the lowest eigenstates using 3× 3 and 2× 2 matrices, which yields a clear physical
picture with only a marginal loss of accuracy.
II. ENERGY SPECTRUM OF A QUANTUM RING IN A LATERAL ELECTRIC FIELD
The Hamiltonian of an electron confined in an infinitely narrow quantum ring pierced by magnetic flux Φ depends
only on the polar coordinate ϕ
ĤΦ = − h¯
2
2MeR2
∂2
∂ϕ2
− ih¯e
2pi
Φ
MeR2
∂
∂ϕ
+
e2Φ2
8pi2MeR2
, (1)
where Me is the electron effective mass and R is the ring radius.
The 2pi-periodic eigenfunctions of the Hamiltonian defined by Eq. (1) are
ψm (ϕ) =
eimϕ√
2pi
, (2)
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FIG. 1: (a) The energy spectrum of an infinitely narrow quantum ring pierced by a magnetic flux Φ. Each parabola corresponds
to a particular value of the electron angular momentum m. The electron energies ε are plotted versus the number of flux quanta
Φ/Φ0. (b) Expanded view on a smaller energy scale.
and the corresponding eigenvalues are given by
εm(f) =
h¯2 (m+ f)
2
2MeR2
= (m+ f)
2
ε1(0) . (3)
Herem = 0,±1,±2... is the angular momentum quantum number, and f = Φ/Φ0 is the number of flux quanta piercing
the ring (Φ0 = h/e). The electron energy spectrum defined by Eq. (3) is plotted in Fig. 1. It exhibits oscillations
in magnetic flux with the period equal to Φ0, known as Aharonov-Bohm oscillations.
1,8 One can see intersections
(degeneracy) of the energy levels with different angular momenta, when Φ is equal to an integer number of Φ0/2.
Optical selection rules allow transitions between states with angular momentum quantum numbers different by unity
(∆m = ±1). For typical nanoscale rings1,2 the energy scale of the inter-level separation, ε1(0) = h¯2/2MeR2, is in the
THz range. When Φ exceeds Φ0/2 the electron possesses a non-zero angular momentum in the ground state.
Applying an in-plane electric field E removes the circular symmetry of the system. An additional term corresponding
to the electric field appears in the Hamiltonian, which acquires a form
Ĥ = ĤΦ + eER cosϕ. (4)
Now the angle ϕ is counted from the direction of the electric field. The field mixes electron states with different
angular momentum, which is not a good quantum number anymore. An eigenfunction of the Hamiltonian (4), which
maintains the 2pi-periodicity in ϕ, can be written as a linear combination of the wavefunctions (2)
Ψn (ϕ) =
∑
m
cnme
imϕ. (5)
Substituting the wavefunction (5) into the Schro¨dinger equation with the Hamiltonian (4), multiplying the resulting
expression by e−imϕ, and integrating with respect to ϕ leads to an infinite system of linear equations for the coefficients
cnm, [
(m+ f)2 − λn
]
cnm + β
(
cnm+1 + c
n
m−1
)
= 0 , (6)
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FIG. 2: (a) The energy spectrum of an infinitely narrow quantum ring of radius R pierced by a magnetic flux Φ and subjected
to an in-plane electric field E = 0.2ε1(0)/eR. The electron energies ε are plotted versus the number of flux quanta Φ/Φ0. (b)
Expanded view on a smaller energy scale.
where β = eER/2ε1(0) and λn = εn/ε1(0), with εn being the nth eigenvalue of the Hamiltonian (4). It is apparent
from Eq. (6) that all of the properties of the ring are periodic in magnetic flux. Therefore, it is sufficient to consider
0 ≤ f ≤ 1/2, whereas the calculations for other values of f can be performed by shifting m in Eq. (6) by an integer
number. Interestingly, exactly the same analysis is applicable to a nanohelix subjected to an electric field normal to
its axis.13–15 For a helix the role of magnetic flux is played by the electron momentum along the helical line.
It should be emphasized that we consider a single-electron problem and are interested only in a few low-energy
states. This treatment is relevant to nanoscale-sized semiconductor quantum rings or type-II quantum dots discussed
in Refs. 1–3,6,11,12 and neglects the many-body effects which are known to influence Aharonov-Bohm oscillations in
mesoscopic rings.4,5 The energy levels εn as well as the coefficients c
n
m can be found by cutting off the sum in Eq. (5)
at a particular value of |m|. The results of the numerical diagonalization of the matrix corresponding to the system
of linear equations (6), with a cut-off value of |m| = 11, are plotted in Fig. 2. The same cut-off value was chosen
in all numerical calculations presented in this paper, since a further increase of the matrix size does not lead to any
noticeable change in the results for the three lowest-energy states, which we are interested in. In small electric fields,
eER ≪ h¯2/2MeR2, a significant change in the ring’s energy spectrum occurs only for the ground and two lowest
excited states, when Φ is close to an integer number of Φ0/2 (the points of degeneracy in the absence of the electric
field). The most prominent change is associated with the linear in the electric field splitting between the ground and
first excited states for half-integer f . The less pronounced quadratic in the electric field splitting between the first and
second excited states occurs for integer f . These splittings can be easily understood with the help of perturbation
theory, as there is a non-zero matrix element of eER cosϕ between the ground and the first excited state, whereas
the two excited states are only repelled in the second order via the ground state. As shown in the Appendix, these
essential features of the low-energy spectrum are fully captured by considering small-size matrices, which allow an
analytical treatment: a 2× 2 matrix for half-integer f and a 3× 3 matrix for integer f .
As one can see from Fig. 2, energy oscillations in the ground state are strongly suppressed even for eER =
0.2h¯2/2MeR
2. This suppression is a major source of difficulty in spectroscopic detection of Aharonov-Bohm oscil-
lations. However, as we show in the next two sections, apart from the ground-state energy there are other physical
quantities, such as a dipole moment of the ring and polarization properties of the inter-level transitions, which have
highly-pronounced magneto-oscillations when the symmetry of the ring is reduced.
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FIG. 3: A polar plot of the electron density distribution in a single-electron quantum ring pierced by a half of the flux quantum
and subjected to a weak in-plane electric field, E ≪ ε1(0)/eR, applied at the zero angle: (a) for the electron ground state, and
(b) for the first excited state.
III. MAGNETO-OSCILLATIONS OF THE ELECTRIC DIPOLE MOMENT
In this section we consider Aharonov-Bohm oscillations of the quantum ring’s electric dipole moment. If an electron
occupies the nth state of the neutral single-electron quantum ring with a uniform positive background, or if a positive
charge +e is placed at the center of the ring, then the projection of the dipole moment on the direction of the lateral
electric field is given by
Pn = eR
∫
|Ψn|2 cosϕdϕ. (7)
Substituting the wavefunction (5) into Eq. (7) yields
Pn =
eR
2
∑
m
cnm
(
cnm−1 + c
n
m+1
)
, (8)
where the coefficients cnm can be found from the system of linear equations (6).
In the absence of an electric field, each of the electron states is characterized by a particular value of angular
momentum. The electron charge density is spread uniformly over the ring and there is no net dipole moment. The
same result is given by Eq. (8) – all of the products cnmc
n
m±1 entering Eq. (8) vanish for any value of n resulting in
the ring dipole moment being equal to zero. Let us now consider what happens to the ground state’s dipole moment
in the presence of a weak electric field, eER ≪ h¯2/2MeR2. For Φ = 0, the ground state is a practically pure m = 0
state with a tiny admixture of m 6= 0 wavefunctions. However, the situation changes drastically near the points of
degeneracy when the magnetic flux through the ring is equal to any odd integer of Φ0/2. For a half-integer flux,
even an infinitely small field modifies entirely the wave function of the ground state. As shown in the Appendix,
when f = 1/2, the ground-state wave-function angular dependence is well-described by sin (ϕ/2). Thus, the ground-
state electron density distribution becomes shifted to one side of the ring, against the applied electric field. Such a
shift is energetically favorable and results in the value of the dipole moment being close to eR. Simultaneously, the
first excited state wave-function angular dependence becomes well-described by cos (ϕ/2). For the excited state, the
electron is localized near the opposite side of the ring, resulting in a dipole moment of the same magnitude as for the
ground state but with the opposite sign.
The electron density distributions in the ground and first excited states, when Φ = Φ0/2 and the degeneracy is
lifted by a weak electric field, is shown in Fig. 3. With changing magnetic flux the ground state density oscillates with
a period Φ0 from an unpolarized to a strongly polarized distribution, resulting in the corresponding dipole moment
oscillations. However, the oscillations of the total dipole moment of the ring should be partially compensated if the
first excited state, which carries a dipole moment opposite to the ground state’s dipole moment for a flux equal to
an odd number of Φ0/2, is also occupied due to a finite temperature. The effect of temperature T can be taken into
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FIG. 4: Magneto-oscillations of the dipole moment of a ring at various temperatures for E = 0.2ε1(0)/eR. Different curves
correspond to different temperatures in the range from T = 0.01ε1(0)/kB to T = 0.41ε1(0)/kB with the increment 0.1ε1(0)/kB.
The upper curve corresponds to T = 0.01ε1(0)/kB.
account by thermal averaging over all states,
〈P 〉 =
∑
n
Pn exp (−εn/kBT )∑
n
exp (−εn/kBT ) . (9)
The results of our numerical calculations, using Eq. (9), for several temperature values are shown in Fig. 4. The
dipole moment oscillations, which are well-pronounced for kBT ≪ eER, become suppressed when the temperature
increases.
In this paper, we consider the limit of weak electric field only. Higher fields, eER > h¯2/2MeR
2, localize the ground
state electron near one side of the ring even in the absence of a magnetic field and the change of magnetic flux through
the ring can no longer influence the electron density distribution. For all values of Φ the ground state wavefunction
consists of a mixture of functions with different angular momenta, ensuring that this state is always strongly polarized.
The suppression of the dipole moment oscillations with increasing electric field can be seen in Fig. 5 where the upper
curves, corresponding to higher electric fields and higher dipole moments, exhibit less pronounced oscillations. The
energy oscillations for several lowest states are known to be completely suppressed in strong electric fields.10
At this point, it would be instructive to discuss conditions needed for an experimental observation of electric dipole
moment magneto-oscillations in quantum rings. A typical radius for experimentally attainable rings1–3 is R ≃ 20 nm.
This gives the characteristic energy scale of the inter-level separation ε1(0) ≃ 2meV (corresponding to 0.5THz) for
an electron of effective mass Me = 0.05me. For a ring with R = 20 nm, the magnitude of a magnetic field producing a
flux Φ = Φ0 is B ≃ 3T. Therefore, a further decrease of the ring radius would require magnetic fields which are hard
to achieve. A typical electric field needed for pronounced dipole moment oscillations is E = 0.1ε1(0)/eR ≃ 104V/m,
which can be easily created. By far the most difficult condition to be satisfied is the requirement on the temperature
regime, T < eER/kB. For the discussed electric field and ring radius this condition becomes T < 2K. In principle,
such temperatures can be achieved in laboratory experiments and magneto-oscillations can be detected, for example,
in capacitance measurements. However, for practical device applications, such as quantum-ring-based magnetometery,
higher temperatures are desirable. In the next section, we consider a process, that is less sensitive to the temperature-
induced occupation of excited states.
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FIG. 5: Magneto-oscillations of the dipole moment of a ring at various magnitudes of the in-plane electric field for T =
0.01ε1(0)/kB. Different curves correspond to different magnitudes of the electric field in the range from E = 0.2ε1(0)/eR to
E = 1.0ε1(0)/eR with the increment 0.2ε1(0)/eR. The upper curve corresponds to E = 1.0ε1(0)/eR.
IV. TERAHERTZ TRANSITIONS AND OPTICAL ANISOTROPY
In this section, we study the influence of the in-plane electric field on polarization properties of radiative inter-level
transitions in Aharonov-Bohm rings. We restrict our consideration to linearly-polarized radiation and dipole optical
transitions only. The case of circular polarization is briefly discussed at the end of the section.
The transition rate Tif between the initial (i) and final (f) electron states is governed by the matrix element
Pif = 〈f |ePˆ|i〉 , where Pˆ is the dipole moment operator and e is the projection of the radiation polarization vector
onto the plane of the ring. For our model infinitely-narrow ring
Pif (θ) = eR
∫
Ψ∗fΨi cos (θ − ϕ) dϕ, (10)
where θ is the angle between the vector e and the in-plane electric field E. The geometry of the problem is shown in
Fig. 6. Substituting the electron wave functions Ψi and Ψf , given by Eq. (5), into Eq. (10) yields
Tif ∼ P 2if (θ) = P−if
2
+ P+if
2 − 2P−ifP+if cos 2θ, (11)
where
P−if =
eR
2
∣∣∣∣∣∑
m
cfmc
i
m−1
∣∣∣∣∣ (12)
and
P+if =
eR
2
∣∣∣∣∣∑
m
cfmc
i
m+1
∣∣∣∣∣ . (13)
The double angle 2θ entering Eq. (11) ensures that the transition rate does not depend on the sign of e.
7FIG. 6: Relative directions of the external electric field E and the projection e of the THz radiation polarization vector onto
the quantum ring’s plane.
Let us consider transitions between the ground state and the first excited state of the Aharonov-Bohm ring in the
limit of weak in-plane electric field, eER≪ h¯2/2MeR2. Away from the points of degeneracy the ground and the first
excited states are characterized by a particular value of m and either P−if or P
+
if given by Eqs. (12) and (13) vanishes.
As a result, the angular dependence in Eq. (11) disappears and the transitions have no linear polarization. The
picture changes drastically when Φ is equal to an integer number of Φ0/2. Then, P
−
if = P
+
if , and therefore the rate of
transitions induced by the radiation polarized parallel to the direction of the in-plane electric field (θ = 0) is equal to
zero, Tif = T‖ = 0. Simultaneously, T⊥, which is the rate of transitions induced by the light polarized perpendicular
to the direction of the in-plane electric field (θ = pi/2), reaches its maximum possible value. This leads to the strong
optical anisotropy of the system. The results of our calculations for the whole range of Φ are shown in Fig. 7. Very
sharp peaks at Φ equal to an integer number of Φ0 are the result of splitting between the first and second excited
states, which were degenerate with energy ε1(0) in the absence of an external electric field (see Fig. 2). This splitting
occurs in the second order in eER and the spectacular sharpness of the peaks is due to the very fast change in the
electron first and second excited-state wave functions when one moves away from the point of degeneracy (for details,
see the Appendix). The optical transitions between the electron ground and second excited states are also linearly
polarized, but with θ = 0, so that the polarization of these transitions is normal to the polarization of transitions
between the electron ground and first excited states. Because these two peaks are very closely separated for Φ = 0,
the polarization effects are strongly suppressed if the finite linewidth of the radiation is taken into account.
In the case of circularly polarized light the degree of polarization oscillates as well. Inter-level transitions between
the “pure” states, characterized by the definite angular momentum values differing by one, are either right-hand or
left-hand polarized. However, one can easily see that transitions involving the states, which are strongly “mixed”
when the flux is an integer number of Φ0/2, have the same probabilities for both circular polarizations. Thus, the
magnetic-field-induced optical chirality of quantum rings oscillates with the flux.
The total probabilities of the inter-level transitions indeed depend on the populations of the states involved. How-
ever, the discussed oscillations of the degree of polarization do not depend on temperature. This effect allows
Aharonov-Bohm rings to be used as room-temperature polarization-sensitive detectors of THz radiation or optical
magnetometers.
V. DISCUSSION AND CONCLUSIONS
We have demonstrated that a lateral electric field, which is known to suppress Aharonov-Bohm oscillations in the
ground-state energy spectrum of a quantum ring, results in strong oscillations of other physical characteristics of the
system. Namely, the electric-field-induced dipole moment oscillates as a function of the magnetic flux piercing the
ring, with pronounced maxima when the flux is equal to an odd number of one-half of the flux quantum. This effect is
caused by lifting the degeneracy of states with different angular momentum by arbitrary small electric fields. It should
be emphasized that the discussed effect is not an artifice of the infinitely-narrow ring model used in our calculations,
but it persists in finite-width rings in a uniform magnetic field. Indeed, the essential feature required for this effect
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FIG. 7: Magneto-oscillations of the degree of polarization for the transitions between the ground state and the first excited
state. Here, T‖ and T⊥ are correspondingly the intensities of transitions polarized parallel (e ‖ E) and perpendicular (e ⊥ E)
to the direction of the in-plane electric field.
is the degeneracy of the states with the angular momenta differing by one at certain magnetic field values, which is
known to take place for finite-width rings as well.16
Future observation of the dipole moment magneto-oscillations would require careful tailoring of the ring parameters
and experiment conditions. For example, the size of the quantum ring should not exceed the electron mean free path
but should be large enough so that, for experimentally attainable magnetic fields, the flux through the ring is near
the flux quantum. The electric field should not be too large to avoid polarizing the ring strongly in the absence
of a magnetic field, but it should be large enough to achieve a splitting between the ground and first excited states
exceeding kBT . Our estimates show that all of these conditions can be met in existing quantum ring systems. However,
the temperature constraint constitutes the major obstacle for any potential applications outside the low-temperature
laboratory.
The temperature restrictions are less essential for another predicted effect – giant magneto-oscillations of the polar-
ization degree of radiation associated with inter-level transitions in Aharonov-Bohm rings. Notably, these transitions
for the rings satisfying the remaining constraints should occur at THz frequencies. Creating reliable, portable, and
tunable sources of THz radiation is one of the most formidable problems of contemporary applied physics. The unique
position of the THz range between the frequencies covered by existing electronic or optical mass-produced devices
results in an unprecedented variety of ideas aiming to bridge the so-called THz gap; for example, the proposed meth-
ods of down-conversion of optical excitations range from creating ultra-fast saturable absorbers17 and utilizing the
magnetic-field-induced energy gap in metallic carbon nanotubes18–21 to recent proposals of exciting THz transitions
between exciton-polariton branches in semiconductor microcavities.22–24 Arguably, the use of quantum rings for THz
generation and detection has its merits, since their electronic properties can be easily tuned by external fields. The
following scheme for using Aharonov-Bohm quantum rings as tuneable THz emitters can be proposed. The inversion
of population in semiconductor quantum rings or type II quantum dots can be created by optical excitation across
the semiconductor gap. Angular momentum and spin conservation rules do not forbid the creation of an electron in
the first excited state as long as the total selection rules for the whole system, consisting of an electron-hole pair and
a photon causing this transition, are satisfied. Terahertz radiation will be emitted when the electron undergoes a
transition from the excited to the ground state of the ring. As was shown in the previous sections, both the frequency
and polarization properties of this transition can be controlled by external magnetic and electric fields.
Other potential applications of the discussed effects are in the burgeoning areas of quantum computing and cryp-
9tography. The discussed mixing of the two states, which are degenerate in the absence of electric field, is completely
controlled by the angle between the in-plane field and a fixed axis. This brings the potential possibility for creating
nanoring-based qubits, which do not require weak spin-orbit coupling between the electric field and electron spin. Ar-
rays of the Aharonov-Bohm rings can also be used for polarization-sensitive single-photon detection, which is essential
for quantum cryptography.
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Appendix: Analytical solutions for small matrices
In the limit of weak electric field, β = eER/(h¯2/MeR
2) ≪ 1, the electron ground, first and second excited states
are well-described by the following 3× 3 system, which is obtained from Eq. (6) for |m| ≤ 1(f + 1)2 β 0β f2 β
0 β (f − 1)2
cn+1cn0
cn−1
 = λn
cn+1cn0
cn−1
 . (A.1)
Here f = (Φ−NΦ0)/Φ0 with N integer, so that 0 ≤ f ≤ 1/2. The eigenvalues λn of the system (A.1) are the roots
of the cubic equation
λ3n − λ2n
(
3f2 + 2
)
+ λn
(
3f4 + 1− 2β2)− f6 + 2f4 − f2 + 2f2β2 + 2β2 = 0. (A.2)
Solving Eq. (A.2) we find
λ1 = −2/3
√
1 + 12f2 + 6β2 cos (α/3) + f2 + 2/3, (A.3)
λ2 = −2/3
√
1 + 12f2 + 6β2 cos (α/3− 2pi/3) + f2 + 2/3, (A.4)
λ3 = −2/3
√
1 + 12f2 + 6β2 cos (α/3 + 2pi/3) + f2 + 2/3, (A.5)
with
cosα =
1− 36f2 + 9β2
(1 + 12f2 + 6β2)
3/2
.
Considering β ≪ 1 (the limit of weak electric field) we expand Eqs. (A.3-A.5) into the Taylor series in f to obtain
λ1 = f
2 − 2β2
∞∑
n=0
(2f)
2n
+O(β4), (A.6)
λ2 = 1 + f
2 + β2
[
1−
∞∑
n=0
(−1)n (2n)!
(1− 2n) (n!)2
(
f
β2
)2n]
+O(β4), (A.7)
λ3 = 1 + f
2 + β2
[
1 +
∞∑
n=0
(−1)n (2n)!
(1− 2n) (n!)2
(
f
β2
)2n]
+O(β4). (A.8)
It can be shown that Eqs. (A.7) and (A.8) coincide with the results of the perturbation theory in eER for quasi-
degenerate states25 if the coupling to the states with |m| > 1 is neglected.
The energy spectrum given by Eqs. (A.3–A.5) is plotted in Fig. 8. It is nearly indistinguishable from the energy
spectrum, which was obtained by numerical diagonalization of the 23× 23 system in Sec. II for the same value of β.
A small discrepancy between the plotted energy spectra is noticeable only for the first and second excited states. The
energy spectrum obtained by numerical diagonalization of the 23 × 23 system is slightly shifted towards the smaller
energies. This shift occurs because the considered 3 × 3 matrix does not take into account the coupling between the
m = ±1 and m = ±2 states. For the infinite system and f = 0, perturbation theory up to the second order in β yields
λ1 = −2β2, λ2 = 1− β2/3, λ3 = 1 + 5β2/3, (A.9)
whereas from Eqs. (A.6-A.8) one gets
λ1 = −2β2, λ2 = 1, λ3 = 1 + 2β2. (A.10)
The λ2 and λ3 values in Eq. (A.9) differ from the values in Eq. (A.10) by −β2/3 which corresponds to the repulsion
between the m = ±1 and m = ±2 states calculated using the second-order perturbation theory.
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FIG. 8: The normalized energy spectrum as a function of dimensionless parameter f for β = 0.1. Dashed line: the result of
analytical solution of the 3× 3 system. Solid line: the result of numerical diagonalization of the 23× 23 system. A horizontal
line is shown to indicate λ = 0 value.
When f = 1/2, and in the absence of a lateral electric field, them = 0 andm = −1 states are degenerate with energy
ε1 (0) /4, i.e. λ1 = λ2 = 1/4, whereas the m = +1 state energy is nine times larger (λ3 = 9/4). The contribution
from this remote state can be neglected, and the electron ground and first excited states are well-described by the
following 2× 2 system, which contains c−1 and c0 coefficients only:(
f2 β
β (f − 1)2
)(
cn0
cn−1
)
= λn
(
cn0
cn−1
)
. (A.11)
The eigenvalues λn of the system (A.11) are the roots of the quadratic equation
λ2n − λn
(
2f2 − 2f + 1)+ f4 − 2f3 + f2 − β2 = 0. (A.12)
Solving Eq. (A.12) we find
λ1,2 = f
2 − f + 1/2∓
√
f2 − f + β2 + 1/4, (A.13)
yielding for f = 1/2 the eigenvalue difference λ2−λ1 = 2β, corresponding to the energy splitting of eER as expected
from the perturbation theory for degenerate states. The energy spectrum given by Eq. (A.13) is plotted in Fig. 9
together with two lowest eigenvalues of the 23× 23 system demonstrating a spectacular accuracy of the approximate
solution for β = 0.1.
Let us now return to the 3 × 3 matrix and examine how its eigenvectors are modified with changing f . Near the
point f = 0, it is convenient to write the eigenvectors of the system (A.1) in the following form:cn+1cn0
cn−1
 = An

[
λn − (f − 1)2
] (
λn − f2
)− β2[
λn − (f − 1)2
]
β
β2
 , (A.14)
where An denotes the normalization constant corresponding to the eigenvalue λn, and (A.14) is valid only for β 6= 0.
For f = 0 in the limit of weak electric field (β ≪ 1), we obtainc1+1c10
c1−1
 =
(
1 + 1
√
1 + 8β2 + 8β2
)−1/2
√
2
 −2β1 +√1 + 8β2
−2β
 β→0−→
01
0
 , (A.15)
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FIG. 9: The normalized energy spectrum as a function of dimensionless parameter f for β = 0.1. Dashed line - the result of
analytical solution of the 2× 2 system. Solid line - the result of numerical diagonalization of the 23× 23 system. A horizontal
line is shown to indicate λ = 0 value.
c2+1c20
c2−1
 = 1√
2
−10
1
 , (A.16)
c3+1c30
c3−1
 =
(
1− 1
√
1 + 8β2 + 8β2
)−1/2
√
2
 2β√1 + 8β2 − 1
2β
 β→0−→ 1√
2
10
1
 . (A.17)
From Eqs. (A.15–A.17), one can see that for f = 0 and β ≪ 1, the electron ground state is almost a pure m = 0
state, whereas the angular dependencies of the wavefunctions of the first and second excited states are well-described
by sinϕ and cosϕ, respectively.
The structure of eigenfunctions near f = 1/2 is best understood from Eq. (A.11), which yields(
c10
c1−1
)
= A
(
β
1/2− f −
√
f2 − f + β2 + 1/4
)
, (A.18)
(
c20
c2−1
)
= A
(
f − 1/2 +
√
f2 − f + β2 + 1/4
β
)
. (A.19)
Here A is the normalization constant and β 6= 0. For f = 1/2 we obtain(
c10
c1−1
)
=
1√
2
(
1
−1
)
,
(
c20
c2−1
)
=
1√
2
(
1
1
)
. (A.20)
From Eq. (A.20) one can see that for f = 1/2 the angular dependencies of the ground and first excited states
wavefunctions are described by sin (ϕ/2) and cos (ϕ/2) respectively.
Figure 10 shows the magnetic-flux dependencies of the coefficients |c0|2, |c−1|2, and |c+1|2 for the electron ground,
first, and second excited states. From these plots, one can see that the electron ground state is almost a pure m = 0
state in a wide region 0 ≤ f <∼ 1/4. An admixture of the m = −1 wavefunction increases smoothly as we approach
the point of degeneracy f = 1/2. Finally, when f = 1/2, the ground-state wave function is expressed as a difference
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FIG. 10: Magnetic flux dependence of the wavefunction coefficients |c0|
2 (solid line), |c−1|
2 (dotted line), and |c+1|
2 (dashed
line): (a) for the ground state, (b) for the first excited state, and (c) for the second excited state.
of the m = −1 and m = 0 wave functions. The first and second excited states behave differently. In a small region
near the point f = 0, the electron first and second excited-state wave functions consist of a strong mixture of the
m = −1 and m = +1 functions with a tiny admixture of the m = 0 function. In particular, when f = 0, the first and
second excited-state eigenfunctions with good accuracy can be expressed as a difference and a sum of the m = −1
and m = +1 functions respectively. Optical transitions between these states and the ground state are only allowed
if the polarization of the associated optical excitations is either perpendicular (for the first excited state) or parallel
(for the second excited state) to the direction of the applied in-plane electric field. Away from the f = 0 region, only
the coefficient c−1 (in the case of the first excited state) or c+1 (in the case of the second excited state) remains in
Eq. (A.14), which now describes almost pure m = +1 and m = −1 states. When f exceeds 1/4, the first excited state
starts to contain a noticeable ad-mixture of m = 0 function, as discussed above, and for f = 1/2 the first excited-state
eigenfunction is expressed as a sum of the m = −1 and m = 0 wave functions in equal proportions, whereas the
second excited state remains an almost pure m = +1 state.
The same trend in the evolution of wave functions of the three lowest-energy states with changing the flux through
the ring can be seen from perturbation theory. For f = 0, the degeneracy between the first and second excited states
is removed in the second order in eER only. Nevertheless, as a result of the degeneracy, the introduction of any weak
perturbation drastically modifies the wavefunctions corresponding to these states, turning them from the eigenstates
of the angular momentum operator to the sine and cosine functions. With a slight increase of f , so that f > β2,
the first and the second excited states, which are not degenerate anymore for f 6= 0, become governed mainly by the
diagonal terms of the Hamiltonian, which do not mix the m = −1 and m = +1 functions. When f = 1/2, the m = −1
and m = 0 states are degenerate in the absence of the electric field. This degeneracy is removed in the first order
in eER. The off-diagonal matrix elements connecting the m = −1 and m = 0 functions remain of the same order
of magnitude as the difference between the diagonal terms of the Hamiltonian across a broad range of f values near
f = 1/2. This results in strong mixing of the m = −1 and m = 0 components in the eigenfunctions of the ground
and first excited states for 1/4 <∼ f ≤ 1/2.
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