Abstract-The artificial potential method of constrained robot control is presented. The method does not imply knowledge of a detailed robot model and, nevertheless, makes it possible to drive a robot in the environment with obstacles of any shape and along a desired trajectory as well as to take into account constructive constraints. The method is based on the construction of an artificial potential that provides the absence of intermediate equilibriums in which the robot can be locked.
I. INTRODUCTION
A robot manipulator is a complex nonlinear mechanical system with a large number of degrees of freedom and high dynamic interaction between manipulator links. Most robot manipulator control systems are based on the essential use of a dynamic model of the robot. The model is used to solve the inverse dynamics problem and to find torques for desired robot motion [1] - [6] . To compensate for the influence of perturbations and inaccuracies a stabilizing term is added to the control input [2] , [6] , [7] .
Under this approach, the high accuracy of the robot model becomes critical. However, many parameters of the robot and its environment can be unknown or known approximately, which makes obtaining of a precise model problematic. To solve this problem, different approaches have been suggested. One of them includes adaptive methods developed in numerous papers [8] - [14] . These methods open the way to improve the adequacy of the model in the course of motion, increasing accuracy of parameter estimates, or adjusting feedback gains. Another approach based on sliding mode control has been successfully applied to different tasks [15] - [20] . The control systems derived within this approach are insensitive to the disturbances and poor knowledge of the dynamic model. At last, a method employing an artificial potential [21] can be used when forces acting upon robot links are unknown, except for the gravitational forces.
The artificial potential is a potential function whose points of minimum are attractors for a dissipative controlled system. It was shown [21] that to drive a robot to a desired point in the environment with obstacles, it is possible to use inputs including partial derivatives of the artificial potential function, if this function has a minimum in the desired point. A similar method of robot control, the goal potential method, was developed by Doonskaya and Piatnitskiy [22] , [23] . Unfortunately, the artificial potentials constructed by these methods are restricted in application. Indeed, in the case of a complicated environment they can acquire additional minimum points where a robot can stop instead of the desired point. So, the requirement that the artificial potential would have only one minimum point becomes essential for robot control in a complex environment.
In this paper, the artificial potential method is extended to arbitrary motion constraints in the configuration space. Namely, it will be shown how the method can be used when the robot is restricted to move inside a configurational space region of any complicated shape. Such a description of constraints enables the control system 1) to drive the robot to a desired position within an environment that includes any number of obstacles of arbitrary complicated shape; 2) to take into account constructive constraints imposed at the joints on mutual position of adjacent links; and 3) to trace a desired space trajectory. The special kind of artificial potential suggested in this paper provides such a force field in which the robot has no intermediate equilibriums to be locked in. Additionally, the problem of limitation of robot energy resources is considered in this paper. In practice, the capacity of actuators is limited. When a control system is designed, it is necessary to take into account that too high control inputs are inadmissible. In Section IV, it will be shown that it is possible to construct limited control inputs inside the artificial potential method with no loss of stability or accuracy.
The artificial potential method essentially employs peculiarities of mechanical systems whose dynamics are described by the Lagrange equations. Therefore the method can be applied to control of not only robot manipulators, but of other mechanical systems whose motion can be described by Lagrange equations.
The format of this paper is as follows. In Section II, the artificial potential method is described basing on the results of [21] - [23] , and the problem is formulated. The artificial potential for constrained movements is derived in Section III. In Section IV, it is shown how the limitation of energy resources can be satisfied. Section V provides computer simulation examples. The proof of the theorem establishing the asymptotic stability on the base of Liapunove's theory is given in the Appendix.
II. ARTIFICIAL POTENTIAL METHOD
Dynamics of a mechanical system representing a robot with n rigid links can be described by the Lagrange equations a i;j (q)_ q i _ q j is the kinetic energy of the system, 5(q) is its potential energy, Qi (q; _ q) are dissipative forces (6 n i=1 Qi(q; _ q) _ qi 0): It is assumed that Qi (q;0) 0;i = 1;n: The control inputs generated by joint servo motors are denoted by u i (t): A scheme of the robot manipulator, whose movements are described by (1) , is represented in Fig. 1 .
The problem is to derive inputs u i (t) which enable system (1) to achieve a control goal. To do this, notice that inputs ui (t) of the mechanical system described by (1) can be viewed as the implementation of forces created by a special force field. In this paper, a method of constructing the potential of the force field is developed. This artificially created force field ensures motion of the mechanical system (1) in accordance with the desired control goal.
In many cases the control goal can be formulated as follows: to transfer system (1) to a desired point fq = a; _ q = 0g in the phase space and to provide system position satisfying the constraints q(t) 2 G; 0 t < 1 (2) during the whole movement. Here G R n is a given region in the space of the generalized coordinates whose boundaries restrict motion of system (1) . Region G will further be referred as a region of admissible movements. Condition (2) implies that region G has to be an invariant region of system (1). Many robot manipulator tasks can be formalized by such a control goal. These are all the tasks that imply driving the robot to the end point q = a with restrictions imposed in the configuration space.
Constructive constraints, constraints due to obstacles as well as a desired trajectory in the space of generalized coordinates can be represented by appropriate region G R n :
Indeed, constructive constraints usually have the form
In this case region G is the parallelepiped in the generalized coordinate space Rn [ Fig. 2(a) ]. If there are obstacles in the environment, region G is a region which is free of obstacles [ Fig. 2(b) ]. If the manipulator is assigned to track a trajectory in the generalized coordinate space R n ; region G is a tube in R n ; the center line of which is the desired trajectory [ Fig. 2(c) ]. The radius of the tube can be arbitrarily small. It is defined by a desired accuracy of trajectory tracking.
The artificial potential method is based on the use of the inputs
The first term in (3) is included to compensate the potential forces. 
The equations result from (1), if inputs (3) are used. The term @8=@q i
in (5) is a potential force. Hereafter the function 8(q) is referred to as an artificial potential. The problem is to construct an artificial potential 8(q) such that inputs (3) would enforce system (1) to move toward the position of equilibrium q = a; conditions (2) being satisfied for any t: An analysis of the dynamic system described by (5) will enable us to draw conclusions on the features of function 8(q) that provides reaching of the formulated control goal. Function 8(q) in (5) plays a role of a new potential energy of the system.
In this case, the potential field is generated artificially by means of the actuators used as energy sources. Therefore, total energy E of system (5) is given by According to the theorem of the total energy variation [24] , a derivative of function (6) is expressed by
It follows from the above assumptions of the functions Qi and ' i ( _ q i ) that the right side of equality (7) is negative, if 6 Therefore, the inequality
is valid for movements of system (5). The equality is obtained in (8) only if all _ q i = 0; i = 1; n: This means that system (5) is dissipative.
In accordance with features of dissipative systems, their movements come to the positions of equilibrium which correspond to the points of minimum of the potential energy 8(q): System (5) can be regarded as a system that carries out a search for minimum points of the function 8(q): Therefore, for the movement trajectory q(t) of the system (5) to converge to the point fq = a; _ q = 0g; the artificial potential 8(q) has to have a minimum at the point q = a and have no other stationary points.
Thus, in the case when there are no restrictions (2) imposed on system position the following definition can be formulated [23] .
Definition 1: The artificial potential of unconstrained movement is a continuously differentiable function 8(q) that has a minimum in the point q = a; has no other stationary points and satisfies the relation lim (q;a)!1 8(q) = 1 (9) where (q; a) is the distance from the point q to the point a: Definition 1 provides a formalization of the notion of an artificial potential that will be used in the next section in which the problem of constrained robot motion will be addressed.
The function
is an example of the artificial potential for a point-to-point task with no constraints on system position during movement. According to the well known theorems on asymptotic stability [25] , the position fq = a; _ q = 0g of a 2n-dimensional phase space will be a globally asymptotically stable equilibrium of system (5), if an artificial potential 8(q) is used in (3).
III. ARTIFICIAL POTENTIAL FOR CONSTRAINTED MOTION
We consider now the case when the restrictions given in form (2) are imposed on a position of system (5) in the course of its motion to the final point fq = a 2 G; _ q = 0g; where G is a region of admissible movements. Its complement G is an avoidance zone (Fig. 4) . The problem is to determine the function 8(q) on G; which would guarantee, first, that the mechanical system moves to the final Fig. 4 . Light region G is a region of admissible movements, shaded region G is an avoidance zone. point fq = a; _ q = 0g and, second, it does not leave region G; or in other words, that G is an invariant region of system (5).
To satisfy these requirements, it is clear that the function 8(q)
should have the properties analogous to those defined in Section II for the case with no restrictions imposed on movement toward the goal. This means that the function 8(q) should, on the one hand, have a single stationary point in the region G (namely, the point of minimum), and, on the other hand, grow without limit when the position q of the system approaches the boundary of G will be further denoted as @G:
Before constructing such a function it is necessary to introduce the following definition.
Definition 2: The potential of constraints is a nonnegative, continuous function 81(q) defined in G which grows up without limit with decrease in distance (q; @G) to the set @G; that is 8 1 (q) ! 1 when (q; @G) ! 0:
Now consider the following two types of the artificial potential 8(q) =8 0 (q) + 8 1 (q) (10) 8(q) = maxf80(q);81(q)g:
Here 8 1 (q) is a potential of constraints and 8 0 (q) is an artificial potential in the problem with no constraints. The use of one of potentials (10) or (11) orders the task performance. Indeed, if the mechanical system turns out to be near the avoidance zone where 81(q) 80(q); function 8(q) becomes equal to 81(q) if it has form (11) or close to 8 1 (q) if it has form (10). This reduces the goal of control to withdrawing the system from the dangerous region.
When this task is completed and the value of function 81(q) is low, potential 8(q) will become close to 8 0 (q); and the control inputs will be similar to those applied in the case of unconstrained motion. As a result, the system will tend asymptotically to the minimum point of 8 0 (q): This allows us to formulate the following statement. 
Function 81(q; ) grows without limit with q ! @G and 81(q; ) = 0 with (q; @G) > =c: The parameter c > 0 is a constant which ensures 8 1 (q; ) to be zero near the point a; is a positive coefficient defining the slope steepness of function 81(q; ):
Function (12) grows up with decrease in the distance to @G; as the definition of a potential of constraints dictates. However, the problem is that function (12) can have local minima and other stationary points that can be transferred into functions (10) and (11) .
There are the same difficulties in determining function 8 0 (q):
Obviously, if the shape of region G is ignored when the function is defined, other stationary points of functions (10) and (11) can emerge, additionally to the final point q = a: Thus, the central problem now is to find function (10) or (11) with no stationary points other than the final point q = a:
To construct the artificial potential with a single stationary point we need region G to have the following properties. Assumption 2: It is assumed that boundary @G is smooth, and that there is a ball at every point of boundary @G which is tangent to it at this point, which has the radius no less than some > 0; and which entirely belongs to G, except for the point of tangency to @G:
To construct the function with a single stationary point, we investigate stationary points of the function 8(q; ) = maxf 3 (q; a); 8 1 (q; )g: 
Function (14) represents length of the shortest curve connecting the points q 0 and a and lying inside the closed region G = G [ @G (Fig. 5) .
It is possible to demonstrate that function 3 (q; a) can always be defined in G [26] .
To find stationary points of function (13) Fig. 6(a) ]. We shall consider all these regions sequentially and show that > 0 exists such that for all < function 8(q; ) of form (13) has no stationary points with the exception of the point q = a: To begin, consider region Gn3; where 8(q; ) = 8 1 (q; ): Function 8 1 (q; ) can have stationary points in G and, in general, they can be found in Gn3: But it is possible to show [26] that Assumption 2 provides existence of the border region of width in G that includes no stationary points of function 8 1 (q; ): So, they all are at a distance of more then from boundary @G: Notice now that, when is decreased, region 3 extends and occupies the parts of G that belonged to Gn3 when was greater [ Fig. 6(b) ]. The smaller the nearer @3 is to @G: Therefore, by decreasing it is possible to provide that region 3 will reach the border region, which is free of stationary points of 81(q; ); thus excluding them from region Gn3:
In the same way, the elimination of stationary points of function (13) is provided in domain @3 [26] . If is chosen sufficiently small, function (13) will have no stationary points in region @3: Region 3 is the only region where such points can exist. Indeed, function 8(q; ) = 3 (q; a) in region 3: Note that there can be pointsq in G;
for which not one but several shortest curves exist connecting such a point and point a: For example, if the obstacle has the sphere shape (Fig. 7) , the straight line that goes through the center of the sphere and point a; includes ray AB all points of which can be connected with a by infinite number of the shortest curves. It has been shown [26] that the gradient of function 3 (q; a) can be equal to zero only at pointsq that can be connected with point a by several shortest curves.
Pointsq are defined only by the shape of region G and by the position of final point a: So, it is possible to remove all of them out of region G before the motion starts. This transforms region G to The analysis of stationary points that was successively performed in regions 3;Gn3 and their boundary @3 proves the following theorem.
Theorem 2:
LetG be an open region of the generalized coordinate space, obtained by the extraction of a neighborhood of stationary points of function (14) from G: If Assumptions 1 and 2 are valid forG then > 0 exists such that for all < function (13) has no stationary points inG; except for point q = a:
It follows from Theorem 2 that artificial potential (13) satisfies all conditions of Theorem 1. Therefore, being used in system (5), it ensures the invariance of regionG; and hence, the region G as well as the convergence of the system trajectories to point q = a:
Obviously, any function 8(q) that increases when function (13) increases and decreases when function (13) decreases can be used as an artificial potential. Remark: A noteworthy property of the artificial potential method is its indifference to some uncertainties of the robot model. Indeed, inertial parameters of the robot as well as friction in joints can be unknown. The suggested approach implies only the knowledge of the environment and the robot potential energy. Although errors of potential force estimation will cause errors of performance, nevertheless, it is quite possible to increase robustness of the method, including an appropriate adaptive procedure in it. We have described such a procedure that was based on a learning algorithm [11] . The later allowed an adjustment of the control parameters to the uncertainties of the potential energy during successive trials. Another way is to use an adaptive method of reconstruction of the potential energy as a function of generalized coordinates [26] .
IV. SYNTHESIS OF LIMITED CONTROL
All results presented above were developed without taking into consideration control resource limitation. Assume now that control forces ui(t) have to satisfy inequalities ju i (t)j h i ; i=1; n (15) were h i > 0: It is clear that forces u i (t) have to be sufficient to overcome the weight forces. This condition imposes the following restrictions on system (1) 
Since properties of an artificial potential do not change when it is multiplied by a constant, it is possible to construct limited control by finding an artificial potential with limited partial derivatives.
The partial derivatives of function (13) According to the inequality (8), the total energy of system (5) does not exceed its initial value E0: The total energy of the system (5) is sum E = T (q; _q) + 8(q): Since kinetic energy T (q; _q) is nonnegative, function 8(q) satisfies inequality (8) throughout the whole movement. This means that the trajectory of system (5) cannot leave the region A = fq: 8(q) E0g (18) and function 8(q) cannot take on values more then E 0 : So, the following statement can be formulated.
Statement:
Let functions ' i (_q i ) satisfy conditions (4) while forces Q i of system (5) are dissipative with Q i (q;0) 0;i = 1;n: If closed region A G is given and artificial potential 8(q) satisfying conditions (17) in A is constructed, system (5) will not leave region A; provided that initial energy value E 0 satisfies the following limitation E 0 max q2A 8(q): (19) V. COMPUTER SIMULATION To verify the validity of the control approach outlined above, computer simulation of controlled robot manipulator movements was performed. A model of a two-link planar manipulator with rotational joints moving in the vertical plane was used. It was assumed that the links of the manipulator were rigid and had lengths l 1 ; l 2 ; and point masses m1; m2 located at the distal ends of the links. The equations of motion of the manipulator were expressed with use of absolute coordinates representing angles of the links with a vertical line. Since values of the robot parameters influence transient process, simulation was performed for different sets of values of parameters l 1 ; l 2 ; m 1 ; m 2 : The control goal was to drive the robot end-effector along a desired trajectory in the plane of the manipulator to the final point located on this line. A horizontal straight line passing through the fixed end of the manipulator was chosen as the desired trajectory. The initial point did not lie on this line, but it belonged to region G of admissible movements. Region G was defined as a region inside and 81(q) had form (12) . It is seen from the figure that although parameters of the control and the manipulator varied in the wide range, this did not reduce performance. In all cases, the end effector moved from the initial point in G to the desired final point, without violating the assigned limitations of declination from the desired trajectory. These results give an example of successful achievement of the control goal when the artificial potential approach is applied.
VI. CONCLUSION
The method of artificial potential is described in this paper, and the procedure of construction of the artificial potential is developed. This potential provides movement of the robot to the desired point in the environment with obstacles of arbitrary shape and along the desired trajectory. The method enables the robot to avoid intermediate equilibrium points arising due to the complicated shape of obstacles or complexity of the desired trajectory. The asymptotic stability in gross is proved for the final point in the case of unlimited control inputs. It is also shown that the artificial potential method opens the way to take into account limitations imposed on robot energy resources. Limited input functions can be constructed by the method, thus providing asymptotic stability of the final point in general within the admissible movement region. These limited inputs also provide invariance of the admissible movement region despite possible complexity of its boundary shape.
The artificial potential method does not require knowledge of the full dynamic model of the robot. Only potential forces have to be known, but neither inertial nor friction forces have to be taken into account when the control law developed in the present work is applied.
APPENDIX

Proof of Theorem 1:
The proof of the first statement is analogous to the proof of the known theorem on asymptotic stability based on the generalization of Lagrange theorem for conservative systems [24] . Lyapunov's function used in the proof is the total energy of system (5) V (q; _ q) = T (q; _ q) + 8(q):
To prove the second statement, notice that it follows from inequality ( 
