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In this paper we gcnerali7c a result ol Blatt, San. and Simkani on the limit 
distribution of zeros of sequences of polynomials. In a typical application these 
polynomials converge on a compact subset E of the complex plane. The highest 
coeficient of the polynomials plays an important role in the theorem of Blatt, Saff, 
and Simkani. In this paper we replace the behavior of the highest coefftcient by the 
behavior of the sequence on some compact set in C:;E. Furthermore we show how 
this generalization can be applied to sequences of maximally convergent polynomials, 
f: 1990 Academlr: Press. Inc. 
I. INTRODUCTION AND STATEMENT OF RESULTS 
Throughout this paper, E will be a compact subset of C, the complex 
plane, such that C\E is connected and regular, i.e., there is a Green’s function 
G on @\B with pole at CC: 
G(z) is harmonic in Cl,,,E: 
G(z) -log 1z-I is harmonic at 3c, 
lim G(z) = 0. 
i -+ 2E 
(1.1) 
(1.2) 
(1.3) 
Then 
lim (G(z) -log 12;) = -log cap E, 
x 
(1.4) 
where cap E is the capacity of E (compare [6]). If we denote by prC the 
equilibrium measure of E and by C 1~ its logarithmic potential, then 
G(Z) = -U”‘(i) - log CLIP E 
(1.5) 
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(compare [6]). We set 6: := @ u (co}. Furthermore, we will assume that 
(p,) is a sequence of complex polynomials, such that pn E 17,(,,(C) and k(n) 
is the exact degree of p,,. Defining the zero-measure v, associated with p,, 
as 
v,(A) := 
# of zeros ofp, in A 
degree p,, 
for AL@, (l-6) 
where the zeros are counted with their multiplicity, we establish the following 
theorem. 
THEOREM 1. Assume the following conditions hold: 
(1) 
lim sup sup -L log lpn(z)l < 0. 
n-cc ( 2s~ k(n) ) 
(2) For every compact ME E”, where E” denotes the open interior 
of E, 
lim v,(M) = 0. (1.8) n-m 
(3) There is a compact set KG c\E with 
log I p,(z)1 - G(z) >I 2 0. 
Then 
v,+pE (1.10) 
weakly for n -+ co. 
Weak convergence is equivalent to 
(1.11) 
for all continuous 4 with compact support. 
The proof of Theorem 1 is contained in Section 2. Of course, (1) and (2) 
are satisfied, if the sequence (p,) converges uniformly on E to a function, 
which does not vanish on any connected open component of 6”. If (3) 
holds, we call G(z) an exact harmonic majorant of l/k(n) log Ip,(z)j on K 
(compare [S, 93). 
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Remark 1. If we define 
h,(z) := -!- log I P&N - G(z), k(n) 
(1.12) 
then h,(z) is subharmonic in C\E and harmonic in co. By the maximum 
principle for subharmonic functions and (1.7), we have equality in (1.7) 
and (1.9). Furthermore, “lim inf” and “lim sup” can both be replaced 
“lim.” We show now, that lim, ~ m k(n) = co. For otherwise, the polynomials 
have a limit point p, which has no zeros in E” by (1.8) and no zeros ia 
C\E” by (1.9), a contradiction. 
Remark 2. Theorem 1 remains true, if we replace k(n) = degree ofp, by 
some sequence if(n) 2 k(n) throughout Theorem 1. To see this, assume (1.7) 
and (1.9) hold with k(n) replaced by E(n). Then, by the maximum principle 
for subharmonic functions, 
& 1% I p,(z)1 - G(z) 
=’ (log Ip,(z)l -k(n) G(z)) + 
k(n) 
1 
Gz-- sup log I P&)1 + 
k(n) 
k(n) Zeal i > 
-----I G(z) 
Jan) 
(1.13 j 
for all ZE I(. Thus, by (1.7) and (1.9), 
(1.14) 
from which lim n+oo k(n)/&n)= 1 follows. Therefore, (1.7) and (1.9) hold 
for the sequence k(n) too. 
With K = ( 00 }, we get the theorem of Blatt, Saff, and Simkani Cl 3 for 
regular sets E. 
COROLLARY 1 (Blatt, Saff, Simkani). Let qn = zn + . . . k7e a sequence of 
manic polynomials of degree n, such that 
lim inf l/qn // p f cap E, 
n-m 
(1.15) 
where // ’ I/ denotes the sup-norm on E. Assume that qn has only o(n) zeros ipz 
every compact set MS E” for n --+ GO. Then the zero-measures Y, associated 
to the qn have pUE as a weak limit point. 
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ProoJ Define 
1 
AZ(z) := (cap E)” c&z(z). (1.16) 
Then 
lim inf h,( co ) = 0, (1.17) 
“-CC 
Thus, for a subsequence, (1.7) and (1.9) hold with K= {RI}. Equation (1.8) 
holds by assumption. The result follows from Theorem 1. i 
Corollary 1 can be applied, whenever the highest coefficient of the 
sequence (p,) is known. This includes the case where the sequence of 
polynomials is the truncated power series of a function. Then E is the circle 
of convergence. Truncated power series have been investigated by Jentzsch 
[4] and Szegij [S]. Szegii obtained the distribution result in Corollary 1. 
Further quantitative investigations have been done by Erdiis and 
Turan [2J. 
A special instance of Corollary 1 is the sequence of best uniform 
approximants on E to a function f, which is continuous on E, analytic in 
E” and does not vanish on any connected open component of E” 
(see Cl]). 
The advantage of Theorem 1 lies in the fact that it does not mention the 
highest coefficient. An application is a sequence of maximally convergent 
polynomials. The following definition was used by Walsh [IS]. 
DEFINITION 1. Define, for y B 1, 
E,, := (z E @\E: G(z) <log y} u E, (1.18) 
and assume that, for some y > 1 the function f: E + C has an analytic 
extension on E,, for all 7 < y, but not on E,. (By an extension on a compact 
set we mean an extension on a open neighborhood of that set.) Then a 
sequence of polynomials P,, E 17, is called maximally convergent to f, if 
(1.19) 
Note that we cannot have “ <” in (1.19), since otherwise by the 
generalized Bernstein inequality, 
II Pn II Ev G y”” II Pn II E1 (1.20) 
pn converges on some E,, y” > y (for this argument see [S]). 
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COROLL.ARY 2. Assume f‘hus cm analjvtic extension on E,.for all 7 < 7 hut 
not on E,, 7 > 1. Let p,, conocrge maximall~~ to j; us defined in Definiton 1. 
Assume that j’does not vanish on any closed connected component oaf E. Then 
the .wo-measures v,, associated to the p,, hate p IC, (the equilibrium metisure 
cf E;.) as u weak limit point. 
Pror,fI We apply Theorem 1 with E replaced by E := E,. By (1.19) and 
the generalized Bernstein inequality. we have 
lim sup ! p, -p,, i , II i? < : (12?) 
n - % i 
for all I d-?<y. Thus the sequence (p,) converges on Ej for all 7 < ;‘. 
Appiying (1.20) once more we get 
(1.22) 
Thus we have (1.7). Since the sequence (p,) converges on any compact set 
A4 z E*, we get (1.8). Let K be any connected compact set KC_ c\,,E, such 
that ZK is regular, and assume 
lim sup sup 
L ( 
; log I p,,(r)1 - G(z) 
!I 
1 c-3 <o, (1.23) 
n-r :eK 
where C(Z) = G‘(Z) - log 7 denotes the Green’s function of C’\,,i3’. Define a 
harmonic function g on C\(Eu K), which tends to 0 on ?E and to ci on 
CK. By the maximum principle for subharmonic functions and (1.21). 
lim sup b log I p,(z) ---pn+ l(z)l - G(z) d R(Z) - log 7 
n-3 
(1.24) 
for all z~c‘\(Eu K) and nE N. Thus 
lim sup II p, - p,! + , I’ !$I < 1. 
n-s JI 
(1.25) 
This implies 
lim sup I/ pn - p,, .+ , ;j ii..’ < 1, 
n * I- 
(1.26) 
for some -j> 7, using (1.20) for E. It follows that the sequence (,v,,) 
converges in E,, which is impossible. Thus we have (1.9). Corollary 2 now 
follows from Theorem 1 and Remark 2. ’ 
We remark here that Walsh investigated the zeros of maximally 
convergent sequences of polynomials 193. He proved that every point on 
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the boundary of E, is a limit point of such zeros, which is a consequence 
of Corollary 2. 
We have very little information on the distribution of the zeros, if (p,) 
is a sequence of “near best approximations” to a function f, which is not 
analytic on E (see [3]). However, Simkani [7] proved a result on sequences 
of interpolants in the roots of unity, where E is the unit circle. 
2. PROOF OF THEOREM 1 
Let x be a compact set in c, such that aI? is regular, K-c C\(Eu K) and 
C\(Eu K) is connected. Then (1.9) holds with K replaced by I?. For 
otherwise, there is a harmonic function 4 on c\(E u K), such that 
d(t) = 0 for tei?E 
d(t) = lim inf [sup h,(z)] < 0 for t E aIZ (2.1) 
n-t'x reK 
Thus, by the maximum principle for subharmonic functions, 
lim inf [sup h,(z)] d lim inf [sup d(z)] < 0, 
iz’cc ZEK n-co ZtZK 
G-2) 
which contradicts (1.9). 
Now we show that in any compact set SC C\E there are only o(k(n)) 
zeros of Pn. We may assume Kn S= 0. With (1.12) let us define, for n E IV, 
&z(z) =&z(z) + $j 1 G(z, z,,,), 
Y (2.3) 
where z,>, are the zeros ofp, in S, and G(z, w) denotes the Green’s function 
on c\ E with pole in w. Then h”, is subharmonic in c\E. Thus, by the 
maximum principle for subharmonic functions, 
lim sup (sup h,(z)) d 0, 
n-m ZtK 
where we used (1.7). Since x, >A, on C\E, we get from (1.9) 
(2.4) 
lim ( inf (h, -h,)(z)) = 0. (2.5) n-cc zsK 
Let 
inf inf G(z, w)=6>0. (2.6) ze.7 wts 
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(We have 6 > 0. since G(H, w) is continuous in (z, IV), 3 # I<). Then from 
(2.5) 
0= lim inf 1 c G(z, s,,,,) 
,I -. x. :cK k(n) , 
>/ lim sup(S . v,,(S)). 
n-x 
(2.7) 
Thus 
lim v,J S) = 0, (2.8) ,I .+ cc 
which implies that there are only o(k(n)) zeros in S. 
Since (v,?) is a sequence of unit measures on the Bore1 sets of c. every 
subsequence of (v,,) possesses a weak limit point. Let 1’ be the weak limit 
of the subsequence (v,(,,)). It remains to show that v = pE. 
Let Z() E C\\E and U= SW V the union of a circle S around z0 and a 
neighborhood k’ of infinity, such that U c C\E and C ,,,( E u U) is connec- 
ted. Then (1.9) holds with K replaced by S. Decompose p, = jn . y,,, such 
that 
q,,(z) = u,*. j-1 1: -~v.,,h (2.9) 
,=l 
where z,..,?, 1’ = 1, ,.., m(n), are the zeros of p,, in U and a, is the highest 
coefficient of I)~. 
Fix E > 0. Take R, > 0, such that I -71 > R, implies :E V. By the maximum 
principle for subharmonic functions, (1.7) and (2.8), 
c > h,,(z) 
=& log Ip,,(z)l -G(z) + & log Iv,,(=)1 
31ogcap E--E+& log iq,(z)l, 
for IL-/ = R, > R, and n Z N,, where R, and N, are chosen large enough. By 
the maximum principle applied to q,,(z), 
lim sup sup & log 14,(;)1 < -log cap E. 
,1 * -L ( r i- s > 
(2.10) 
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Let v”, denote the zero-measure associated with j,. Then, by (2.8) v is 
a weak limit point of v”,(,). Thus, for all z E S”, 
lim U”‘@)(z) = - lim 
s 1% Iz - 51 G,*,(5) n-tm n-rm c\u 
= - 
s 
log Iz-il dv(l) 
= V(z). (2.11) 
Let ,!? G S” be a compact neighborhood of zO, such that I?,!? is regular. Then 
the convergence in (2.11) is uniform in 3. Furthermore, (1.9) holds for ,!? 
too. Let E > 0. Then there is an NE N, such that for IZ 3 N 
1 
k(n) -m(n) 
log lq,(z)l < -log cap E+ E for all ZE S (2.12) 
log /p,(z)1 - G(z) (2.13) 
where we used (2.10), (1.9) and m(n)/k(n) -+ 0. Thus, for n 3 N, 
d sup ( -log cap E - G(Z) + 2~) 
ZES 
= sup U”“(z) + 2E. 
zes 
(2.14) 
By (2.11) and the uniform convergence in 3, we can deduce 
UY(z) < U”E(z) for ze:@\E, (2.15) 
since 3 and E > 0 was arbitrary. Since (U” - UpE)( co) = 0, we get 
U’(z) = t-F(z) for all ZE C\E. (2.16) 
Now we reproduce an argument in [ 11. Denote by 
XPI = j- U”(z) 4 (2.17) 
the energy of the measure ,u. Then pE is the unique measure, supported 
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on i?E, which minimizes I[,u] (compare [6]). Since C” is lower semi- 
continuous on c)E, we get 
for ZEZE. (2.18) 
Since v is supported on aE> 
(2.19) 
Thus v = pE and the proof of Theorem I is complete. 
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