ABSTRACT As a graphical model, Conditional Preference Networks (CP-nets) are used to describe the qualitative conditional preferences of attributes, and the structure learning plays an important role in the research of CP-nets. Different from traditional CP-nets structure learning methods, a Maximum Relevance Minimum Common Redundancy (mRMCR) algorithm based on the information theory and feature selection is proposed and discussed detailedly. Firstly, a mutual information solution formula on the preference database is established, it regards mutual information as mutual relation between one attribute and its feasible father set, which also avoids the calculation of conditional mutual information. Secondly, in order to make our graphical model include relevant, exclude irrelevant and control the use of redundant features, a formula for calculating mRMCR is designed. The mRMCR algorithm can measure the dependent relationship effectively and determine the causal relationship between variables, and can get the structure of CP-nets. Finally, the effectiveness of the algorithm is verified on the movie recommendation datasets. The experimental results show that the proposed mRMCR algorithm can not only obtain the causal relationship between variables quickly and effectively but also extract the feasible father set of each attribute and then obtain the topological structure of CP-nets.
I. INTRODUCTION
Preference processing is an important application in the field of artificial intelligence [1] , [2] . Compared with other selection, preference is given to choose more inclined items, which is popular among collaborative filtering, recommendation systems and product configurations. Currently, most applications of preferences are described based on the conditional preference network [3] , such as voting based on CP-nets [4] , [5] , preference aggregation based on CP-nets [6] , product recommendation based on CP-nets, etc. Preference processing combines acyclic graphs with probabilistic knowledge organically, and has obvious advantages in reasoning and dominating queries.
As a graphical model, CP-nets can represent the uncertain relationship between arbitrary variables. On the basis of summarizing the work research results of the predecessors, Boutilier et al first proposed a mathematical model for
The associate editor coordinating the review of this article and approving it for publication was Yongming Li. expressing preferences-CP-nets [3] . CP-nets are used as a tool for representing with conditional ceteris paribus preference statements. In recent years, research on CP-nets has become a hotspot in the field of artificial intelligence [7] and has been widely used in information retrieval, recommendation systems [8] and decision theory [9] - [12] . As a graphical model to encode the relationship among related variables, the research problems and research methods are various. In this article, the feature selection method is used to study the structure learning of CP-nets.
With the development of information technology and computer technology, feature selection has become an important data preprocessing work and the research method of feature selection attracts increasing interest of various fields [13] . Considering the change of preference of each attribute as a dependent variable and the feasible father of each attribute as an independent variable, feature selection screens out a highly relevant fathers set. At the same time, it requires redundancy between father sets to be as low as possible, to obtain the reason for the occurrence of the variable in order to make the feature selection of the variable. In this article, we use the method of maximum relevance minimum common redundancy to carry out the structure learning of CP-nets, which can improve the correlation, remove the independency and reduce the redundancy of the learning process [14] .
Different from the existing CP-nets structure learning methods, such as reference Bayesian network structure learning methods [15] , we use the mRMCR algorithm based on feature selection to achieve the learning of CP-nets structure.
This paper makes the following contributions:
• Different from the mutual information in traditional database, we find the CP-nets structure based on preference database.
• We use the mutual common information (Equation 8 ) to construct the dependent relationship between attributes on preference database, which reduces the use of conditional mutual information and improves the accuracy of CP-nets structure.
• For the first time, we propose the mRMCR algorithm to generate the CP-nets structure from preference database, and the detailed evaluation demonstrates that we can get a higher level of accuracy and good performance. This paper is organized as follows: In Section II, we discuss related works about CP-nets. Section III presents the concepts of CP-nets, induced graph of CP-nets and preference database. Section IV proposes the definition of maximum relevance minimum common redundancy. Section V discusses the algorithm design and algorithm theory analysis of structure learning. The experimental results and discussions are described in Section VI. In Section VII, the work of this article is summarized and prospected.
II. RELATED WORK A. LEARNING CLASSIFICATION
From a different research perspective, the existing approaches for learning CP-nets can be divided into the different categories: active learning [16] or passive learning [17] approaches, online learning [11] or off line learning [17] approaches, exact learning [18] or approximate learning [19] approaches. In the following, we give a brief overview of these approaches.
1) ACTIVE OR PASSIVE LEARNING APPROACHES
As a graphical model to express qualitative preference relationship, CP-nets learning can be divided into active learning [16] and passive learning [19] . Active learning is required to actively query relevant information for learning. The opposite of active learning is passive learning, which does not interact with the users, getting user's preference information only based on the data information.
2) ONLINE OR OFF-LINE LEARNING APPROACHES
As a dynamic learning model, online learning means that the content of a given preference database may change constantly, that is, as the data increases, users gain more and more preferences. Compared to online learning, off-line learning (also known as batch learning models) studies how to obtain preference models from static preference databases with the same preferences [17] . At present, most CP-nets learning methods are affiliated with off-line learning.
3) EXACT OR APPROXIMATE LEARNING APPROACHES
Exact learning approach refers to obtaining exact models of CP-nets,such as Lang's learning algorithm for learning separable preferences is an accurate learning algorithm, which means separable ceteris paribus preferences, namely, there does not exist any dependent relation between any attributes. Approximate learning approach refers to obtaining approximate models of CP-nets,such as the algorithm designed by Dimopoulos et al. uses transparent implication to perform CP-nets learning, which is essentially an approximate learning approach.
B. DIFFERENT RESEARCH ISSUES
There are two classes research issues for learning the structure of CP-nets. The first research problem is parameter learning. The second investigates specific CP-nets structure learning problems because the acyclic CP-nets structure learning problem is known to be a difficult problem.
CP-nets structure learning can be learned from noise samples using a hypothetical test [17] . Based on the chi-square test, the CP-nets structure model is obtained in polynomial time, at the same time, it is verified by experiments that the similarity between the learned CP-nets structure and the original model structure increases with the increase of sample size. But the father set is single, not taking into account other situations. Meanwhile, Liu et al did not consider the sparse data case and only gave the calculation process under the full-order relationship in the example. Therefore, the structure learning method of CP-nets is not representative.
C. FEATURE SELECTION
The feature selection method can be mainly classified into a filtering method [20] , a package method [21] , and an embedded method [22] in accordance with a search strategy and a feature subset evaluation method. The main idea of the filtering method is to give weight to each feature, comparing weights to the results of feature selection, independent of subsequent learning algorithms, it is a highly efficient and versatile method. The encapsulation method is to treat each subset as a search problem to generate different combinations, evaluate the combination, and subsequently compare the results between the two. The most typical algorithm in the embedded method is the decision tree algorithm.
In this paper, a method of learning CP-nets structure by the mRMCR algorithm is proposed, which is mainly different from the previous method: (1) Compared with active learning, this paper uses the passive learning method. The training samples are collected by observing the user's preference for the movies, so the user does not need to worry about being disturbed, and can process the noise data to make the result more accurate. (2) A new method for solving the structure of CP-nets is proposed, which considers the relevance between attributes and the redundancy between attributes but avoids the calculation of conditional mutual information and uses common redundancy to make correlation and redundancy comparable so that can improves the accuracy.
III. PRELIMINARIES
In this section, we give some definitions that will be used throughout the rest of the article. We briefly recall some fundamental concepts about CP-nets and describe the preference database which consists of pairwise comparisons.
A. CP-NETS
CP-nets are graphic in nature. In reality, preference for one variable sometimes depends on the other variables assignment, X j is a parent of X i , we use Pares(X i ) to denote the parents set of variable X i , Pares(X i ) can determine the user's preference order over all the possible values of Dom(X i ).
Definition 1 (CP-Nets [3] , [23] ): CP-net N is a directed graph as N = V , CE , in which, V = {X 1 , X 2 , . . . , X n } is a set of vertices corresponding to the set of attributes; The following example describes the concept of CP-nets. Example 1 (Vehicle Choice Recommendation): FIGURE 1 shows an example of CP-nets vehicle selection. It contains three variables S, W and D, representing consumption, weather, and distance, respectively. For distance, we prefer the close distance to long distance. Prefer good weather to bad weather for the weather. For the mode of travel, distance and weather are related. When the weather is good and the distances are close, we choose to take the bus. When the weather is bad and the distance is close, we choose to take a taxi. When the weather is good and it is far away, we choose to take the bus. When the weather is bad and the distance is long, we choose to take a taxi.
As shown in FIGURE 1:
The CP-nets of N = V , CE in example can transform into the FIGURE 1. 
B. INDUCED GRAPH OF CP-NETS
By Definition 1, we can quickly determine the preference relationship between a pair of exchangeable results. To compare the preference between any two results, we introduced an export map of the CP-nets structure. 
Definition 2 (Induced Graph of CP-Nets [17] [23]):
Let N =< V , CE >, then N ' =< , E > is the directed graph of N ,
C. PREFERENCE DATABASE
Definition 3 (Preference Database): P(a 1 , a 2 , . . . , a n ) is a preference schema, Tuple(P) be the set of all tuples over P, and the partial sequence set D = Tuple(P) × Tuple(P), Tuple(P) is called the preference database. For example the pairwise outcome (o 1 , o 2 ) ∈ D is usually called a pairwise comparisons, which represents the fact that user prefers outcome o 1 to o 2 [24] .
Pairwise comparisons are ubiquitous in reality [25] . For instance, the decision of a consumer to choose one product over another constitutes a pairwise comparison between these two products.
Definition 4 (Partial Order [26] ): The preference order is a necessary partial order. The partial order belongs to a binary linear relationship, including four situations ( , ≺, ∼, ≈). 
Definition 5 (Attribute Partition):
If the preference database is D and the attribute is X , then the attributes about X are divided into: 
As can be seen from above, for two discrete features A and B in the preference database, we use mutual information to evaluate the relationship of attributes in the CP-nets structure. Mutual information (MI ) can measure the interdependencies between features. The mutual information can be defined as follows:
When the mutual information MI (A, B) = 0 between any two attributes, it means that there is no correlation between the two attributes. The greater the value of mutual information is, the stronger the correlation between attributes is.
The purpose of feature selection is to find a set U with n features, so that these features have the greatest dependence on the target attribute X i . The maximum dependencies are as follows:
IV. MAXIMUM RELEVANCE MINIMUM COMMON REDUNDANCY
Definition 6 (Feature Selection [27] ): Selecting N features from the existing M features and satisfying the condition N ≤ M , so that the combination of the selected N features is optimal among all possible subset combinations in which all M features exist. It is the process of selecting some of the most effective features from the original features to reduce the dimension of the data set, called feature selection.
With the massive emergence of data, the research on feature selection also presents a trend of diversification. On the one hand, the development of feature selection tends to machine learning. On the other hand, the technology of feature selection also presents the characteristics of diversification and structure. Information is a way to understand how things perceive and express changes in the state of motion.
Definition 7: For X j ∈ U (U is the subset of selected features), the mutual information between X j and a candidate feature X i can be measured by MI (X j ; X i ) (Equation 1), so the redundancy information of the feature X i is defined as follows:
Definition 8 (Common Mutual Information [14] ): For a feature set U = {X 1 , X 2 , · · · , X n }, the feature selection process identifies a subset of U . So, we introduce the common mutual information CI (X i , U , Y ) as:
Definition 9 (Maximum Relevance Minimum Common Redundancy [14] ): To sum up, we measure the relevance information between X i and X j using the RI (X i , X j ), measure the redundancy information between the candidate feature X i and the subset of selected features U with respect to Y using the CI (X i , U , Y ), so the maximum relevance minimum common redundancy is given by:
Using the heuristic principle to select the feasible father, select the mth feature that satisfies the condition from W , and compare the difference ε to obtain the feature subset U :
where ε represents the difference between correlation and public redundancy.
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The mRMCR algorithm, recursively repeating Equation 6 until all attributes are selected and the best of them is selected, it reduces the use of conditional mutual information and improves the accuracy [13] , [14] .
V. CP-NETS LEARNING ALGORITHM DESIGN
In this section, we describe a algorithm for learning CP-nets structure in detail. First, in Section V-A, the designed Algorithm 1 and 2 is given formally, whereafter, we analyze the properties of our proposed algorithm in Section V-B, and give an elaborate example to explain the solving procedure of our algorithm.
Algorithm 1 The Calculation of the ∅ Dependency
Input: preference database P; (V , O) is a pairwise attributes. Output: Calculate the vertex X i with the highest dependency value. In Algorithm 1, first, the ensemble V is traversed, and the dependent value of each attribute in V is considered to be empty, and the largest value of the dependency is selected as the first vertex. Then select any vertex X i (i ∈ (1, n) ) in the complete set V = {X 1 , X 2 , · · · , X n }. Let the current father set U = ∅, W is the corpus V minus the remaining set of the current vertex X i , namely W = V − {X i }. In this way, there will be no situation in which X i becomes a possible father, and prepare for the next step to determine X i s father set Pare(X i ).
According to the Algorithm 2, we assume comparisons on the database to be swaps. In the second step, X j in W is taken as the possible father of X i . Using the mRMCR algorithm, the ε value between X i and X j is obtained (Equation 6), and each vertex in W is obtained as a single possible father of X i . At the same time, W = W − {X j }. In the second step of the loop, the obtained optimal father set U of the vertex X i is stored in the edge set CE.
Finally, according to Algorithm 1 and 2, the optimal father set of each vertex in the complete set V is obtained and merged into the edge set CE to form the CP-nets structure diagram.
Algorithm 2 Maximum Relevance Minimum Common Redundancy Algorithm
Input: Preference database P, (V , O) is a pairwise attributes, Max_value. Output: CP-nets structure N , N = (V , CE).
// Step1: Traverse vertices set V = {X 1 , X 2 , · · · , X i }, and solving for the value of the null set of the father of X i , the first vertex is a vertex that is highly dependent on the ∅. Algorithm 1 solves this problem.
// U is the current father set of X i , and W is the candidate father set of X i . The essence of Algorithm 1 and 2 is to regard the father set of attributes as the main cause of preference change. Learning with heuristics methods which take into account all possible fatherhood situations and don't leave anything out. Experimental verification was carried out for each possible combination of fathers to ensure the accuracy of the experiment and the correct recognition of CP-nets structure learning.
Theorem 1 (Correctness of Algorithm):
The CP-net that resulted from executing Algorithm 2 must be acyclic.
Proof: In Algorithm 2, the corresponding CP-nets structure is based on the principle of mRMCR algorithm, which is learned according to the way of heuristic selection of the father set, that is, the determination of each vertex father will select the vertex before and on which it depends. This ensures the acyclic nature of the CP-nets structure.
For example, let V = {X 1 , X 2 , · · · , X n }, if we select X 1 as the current vertex, the corresponding candidate parent sets composing of any subset of Pare(X 1 ) = {X 2 , X 3 , · · · , X n }. Choose the most dependent father of X 1 , for example the {X 2 , X 6 }.
Next, take {X 1 , {X 2 , X 6 }} as the current point, and the corresponding parent set only selects any subset of Pare({X 2 , X 6 }) = {X 3 , X 4 , X 5 , X 7 , · · · , X n }, such as {X 3 , X 5 }. Follow this step to learn until the position of all vertices is determined. In the learning process, the learned vertices will not appear as the father again. Therefore, the learning method does not occur when the vertices are each other's fathers.
In summary, the correctness of Algorithm 2 can be proved. Getting the CP-nets structure based on the mRMCR algorithm must be acyclic.
Theorem 2 (Completeness of Algorithm):
The learning method of obtaining the acyclic CP-nets structure based on mRMCR algorithm is a local optimal solution.
Proof: For mutual information, feature selection is to select the set U consisting of n features so that the feature has the largest dependence on the target attribute so that the optimal feature of the target attribute is obtained to form the CP-nets structure. However, because the implementation process of the maximum dependency is limited, this paper uses the algorithm to learn the topology of CP-nets.
Mutual information represents the dependence between the two and entropy represents the measure of the uncertainty of random variables,
According to the Equation 2, DMI = (U ; X i ). U can be used as a multivariate variable, so it can be derived from the definition of mutual information and Equation 7 .
H (·) represents the entropy of the multivariate (single) variable.
In order to make the calculation proof easy to understand, we define a new variable function here: F(U n ) = F(u 1 , · · · , u n ), according to the Equation 1:
Meanwhile, we define another new variable function:
We can easily derive Equation 11 and 12 from 9 and 10,
Bring the two new variable functions into Equation 8, we have: (13) Obviously, great correlation is equivalent to maximizing the first term and minimizing the second term at the same time.
According to the Equation 9: log(x) = 0 if and only if x = 1, so the variable function can be turned into:
It's easy to verify when the minimum is reached,
. When all n − 1 features are selected, it means that the mutual information between u n and u j (j = 1, · · · , n − 1) is minimized.
We can also introduce the upper bound of the first item from Equation 4, 3. For the sake of simplicity, let us first set:
It is easy to verify the maximum correlation. Therefore, according to Equation 13 , the mRMCR algorithm is equivalent to the maximum dependency property between the attribute and the feature, that is, the effect achieved by the Equation 7 is the same as the feature selection effect achieved by the maximum dependency 2.
So the learning method of obtaining the acyclic CP-nets structure based on mRMCR algorithm is a local optimal solution. 
Theorem 3 (Complexity of Algorithm):
In the worst case, Algorithm 1 and 2 takes the time taken by the father set of all vertices in the CP-nets structure to be O(n 2 m). The space complexity of Algorithm 1 and 2 is O(n) at worst case. Where n is the number of attributes of CP-nets and m is the size of preference database.
Proof: It can be known from Algorithm 1 and 2 that a vertice, such as X 1 , is arbitrarily selected in V = {X 1 , X 2 , · · · , X n } to find the optimal father set of X 1 . One of the n elements is taken as n.
Then, the computation of the maximum relevance minimum common redundancy between the pairs of attributes is O(n 2 ).
Finally, scanning the preference database, you can get the numerical results in Algorithm 2, and determine whether Pare(X 1 ) = U is true. Repeat the above process until all the vertices in V = {X 1 , X 2 , · · · , X n } are selected, find the optimal father set, and go to the edge set CE, the topology of CP-nets is obtained from each vertex and its father set.
In summary, the preference database size is m, so the time complexity of the algorithm is O(n 2 m).
Obviously, for our learning algorithm, we need to save each optimal attributes X i and its parent set Pare(X i ), so the space usage is O(n).
According to the above analysis, the time complexity of mRMCR algorithm is O(n 2 m), and the space complexity is O(n).
C. AN ILLUSTRATIVE EXAMPLE
Example 3: Given the preference database as shown in TABLE 2, which consists of 14 pairwise comparisons, each outcome is take from the cartesian product of four domains of attributes A, B, C, where
Known by Definition 5, Partition(A) = {a 1 a 2 } or {a 2 a 1 }, so we define α 1 = {a 1 a 2 } or {a 2 a 1 }; meanwhile
The mRMCR algorithm utilizes a heuristic learning method. The verifiable parent of each vertex includes {∅}, then when Pare(A) = ∅, the existence of an empty set may be both A and {∅}. So we have:
Meanwhile Pare(B) = {∅} = 0.155, Pare(C) = {∅} = 0.276. Compare the dependencies between each vertex and {∅}. The larger the value obtained, the higher the dependency between the two is. Thus, the feasible father of vertex C is selected as an empty set.
Here, point A is taken as an example to describe the Algorithm 1 in detail. The possible set value of the father of point A is {B},{C}. When Pare(A) = {B}:
Meanwhile:
So the feasible father of point A is C and U = U ∪ C, and then merges with point B to find the value of ε when Pare(A) = {C, B}.
When Pare(A) = {B, C}, we have:
So we have ε = 0.0132. Similar situation, we get data from other vertices, so a CP-nets structure learned by the mRMCR algorithm is shown in FIGURE 3. 
VI. EXPERIMENTAL RESULTS
This section introduces the content of the mRMCR algorithm experiment, the final goal is to evaluate the mRMCR algorithm and verify the validity the mRMCR algorithm's correctness and accuracy. The movie recommendation datasets is mainly divided into four categories. One is provided by Netflix, this dataset contains a total of 480,189 users, 17,770 movies, 100,480,507 scores, including 18 types of movies, such as action movies and adventure movies. Another one is provided by GroupLens Research, this datasets are used to generate the learning samples. Each type of movie can be seen as an attribute of CP-nets. The third is LDOS-CoMoDa dataset and the last one is AdomMovie dataset.
A. LEARNING FROM REAL DATASETS
In order to evaluate our method based on real-world datasets, some main elements are compared to evaluate the performance of the mRMCR algorithm. We use four movie recommendation datasets to compare the performance of the algorithms for learning CP-nets structures. The first is the algorithm execution time, which measures the learning algorithm and the computation time required to obtain CP-nets. The second is the algorithm accuracy.
1) THE RUNNING TIME OF OUR METHOD
In order to verify the validity of the mRMCR algorithm, this paper compares it with the Dependent degree method on the four movie recommendation datasets [28] .
In FIGURE 4, it can be concluded that the running time increases with the number of CP-nets attributes increases. FIGURE 4 clearly shows that as the attribute's numbers are increasing in the same preference database, the running time of the two methods will increase accordingly. When the number of attributes is small, the running time has little difference between the two approaches, as the number of attributes increases, the mRMCR algorithm uses the heuristic learning method to select the feasible father set of the attributes. Compared with the Dependent degree method, the running time is little different.
2) THE ACCURACY OF THE mRMCR ALGORITHM
The accuracy of CP-nets refers to whether the structure of CP-nets N learned through mRMCR algorithm is consistent with that of the original model CP-nets N 0 . It can be seen that the total mutual information value of the CP-nets structure is the sum of the mutual information of each vertex in the structure. The equation is defined as follows:
It can be seen from the study that the exacting solution of the structure is obtained by using the exhaustive method to study the CP-nets structure. Heuristic learning CP-nets structure is an approximate solution obtained by the mRMCR algorithm. However, it is very difficult to judge the accuracy between graphs. Therefore, according to Equation 16 , the accuracy of structure can be transformed into the accuracy of edge sets. The accuracy formula is defined as follows:
Among them, TotalMI (heuristic) stands for the total mutual information value of the CP-nets structure by using the heuristic method to search the feasible father set learning; TotalMI (exhaustive) represents the total mutual information value of the structure obtained by the exhaustive method, take the ratio as the standard to measure the accuracy of CPnets. The accuracy is close to 100%, the more accurate the mRMCR algorithm is.
We also evaluate the performance of our method by comparing with the Dependent degree method [28] . The comparison results are shown in FIGURE 5. The maximum relevance minimum common redundancy method is to exclude irrelevant, include relevant and control the use of redundant features, meanwhile avoid the calculation of conditional mutual information so that the attribute has the greatest dependence on its feasible father set. Although efficiency is less improved, the accuracy is significantly improved.
B. LEARNING FROM SYNTHTIC DATASETS
The running time of the algorithm increases with the number of attributes in the same size preference database. At the same time, it should be noted that the number of randomly generated CP-nets's attributes should be within 28. The reason is that the preference database is a transitive closure subset of the CP-nets export graph, and the space required to store the transitive closure matrix is 4 n . For a 64-bit computer, the upper limit of n is 28 [29] .
This paper discusses the effectiveness of the mRMCR algorithm from the different attribute sizes n and time it takes for preference database sizes m to find all feasible father sets. Since the number of attributes of the movie recommendation data set is up to 18, in order to better display the performance of the mRMCR algorithm, the synthesized data is used for verification on a 64-bit computer.
According to FIGURE 6, as the number of preference database attributes increases, for the same number of attributes, the runtime changes due to a change in the preference database. Because when the number of attributes is the same, the number of preference database samples increases, which will increase the experimental frequency of the attribute, increase the calculation amount and complexity, and increase the running time. Similarly, when the preference database is the same, the running time increases with the increasing number of attributes.
C. EXPERIMENTAL COMPARISON
Compared with the CP-nets structure learning method proposed by Dimopoulos et al. [19] . Because this method of learning CP-nets cannot deal with noise data, that is to say, in the process of learning CP-nets, if it is obtained through the user's observation, then in the process of passive learning, if error information is obtained, this method cannot obtain the structure of CP-nets which has to be learned. The learning method proposed in this paper considers the existence of noise data. Even under the influence of noise data, the CP-nets structure consistent with the original model can be obtained through learning. Therefore, our method is applicable to a wide range of fields. Compared with the learning algorithm of related CP-nets, this paper uses correlation to determine the strength of the causal relationship between variables of CP-nets, so as to obtain the structural information of CP-nets more accurately. Compared with the learning methods proposed by Liu et al. [17] , this article puts forward the method to consider the Pare(X i ) is much more comprehensive, CP-nets learning method of this paper thinks that in the set of V − X i all subset is likely to be X i s father, not only involved in Liu et al learning method of V − X i . The method verified all possible values of Pare(X i ) and tested them according to the evaluation criteria to determine the father of X i . Therefore, the mRMCR algorithm, the method of learning CP-nets is more comprehensive and specific, which can achieve the learning of the structure of CP-nets. Compared with the Dependent degree method proposed by Liu et al. [30] , the mRMCR algorithm with higher accuracy than the Dependent degree method.
VII. CONCLUSION AND FUTURE WORK
This paper proposes an algorithm based on feature selection to learn the structure of CP-nets, the mRMCR algorithm is designed to obtain the topology of CP-nets. In this paper, the mRMCR algorithm based on feature selection is applied to the CP-nets structure learning, and the candidate father set is evaluated by calculating the public redundancy, which reduces the calculation of conditional mutual information.
The experimental results show that the CP-nets structure obtained by the mRMCR algorithm is superior to other algorithms. The algorithm designed in this paper is malleable and lays the foundation for future work.
(1) Other methods of feature selection can be used to learn the CP-nets structure and compared with the methods used in this paper.
(2) By using the method of feature selection, the special structure learning of CP-nets, such as tree shape is considered, and the time complexity is reduced [31] .
(3) A parallel algorithm of CP-nets structure learning is designed based on Bayesian network structure learning [32] .
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