Complex systems may contain heterogeneous types of variables that interact in a multi-level and multi-scale manner. In this context, high-level layers may considered as groups of variables interacting in lower-level layers. This is particularly true in biology, where, for example, genes are grouped in pathways and two types of interactions are present: pathway-pathway interactions and gene-gene interactions. However, from data it is only possible to measure the expression of genes while it is impossible to directly measure the activity of pathways. Nevertheless, the knowledge on the inter-dependence between the groups and the variables allows for a multi-layer network inference, on both observed variables and groups, even if no direct information on the latter is present in the data (hence groups are considered as latent). In this paper, we propose an extension of the latent graphical lasso method that leverages on the knowledge of the inter-links between the hidden (groups) and observed layers. The method exploits the knowledge of group structure that influence the behaviour of observed variables to retrieve a two layers network. Its efficacy was tested on synthetic data to check its ability in retrieving the network structure compared to the ground truth. We present a case study on Neuroblastoma, which shows how our multi-level inference is relevant in real contexts to infer biologically meaningful connections.
Scientific background
The study of complex systems is typically performed through mathematical abstractions (graphs) that model the entities of the system as nodes and connections as edges. A graph is a pair G = (E, V) where V = {1, . . . , d} is the set of d nodes and E ⊆ V × V is the set of edges. In what follows we consider undirected graphs, for which there is no distinction between (i, j) ∈ E and (j, i). In many applications the underlying graph is not known a priori but it has to be inferred from real world observations. Gaussian graphical models (GGMs) are a popular set of methods which aim to solve the network inference problem [11] . Such models assume variables to be jointly distributed according to a zero-mean multivariate Gaussian distribution N (0, Σ) (the zero-mean assumption lets Σ completely describe the system, without loss of generality). While a direct estimation of the covariance Σ is possible, such matrix represents the marginal distribution of the variables, hence encoding both direct and indirect dependencies. A different approach is to estimate its inverse Θ = Σ −1 that encodes the conditional dependencies between variables, i.e., Θ ij = 0 means that variables i and j are conditionally independent given all the other variables in the graph. Hence Θ can be considered as the weighted adjacency matrix of the graph G. A way to infer such network is through optimization of penalized maximum likelihood [7] logdet(Θ) − tr(SΘ) − α Θ od,1 where S = variables interact only with few others. Sparsity in the graph helps with the identifiability of the graph in the case when the number of samples is much lower than the number of variables, improves interpretability of the results and reduces noise.
Such model does not consider that real world systems are often composed by heterogeneous entities or some high-level mechanisms that group the entities in a structured manner [5] . Indeed, considering such influence during the network inference may direct the analysis towards a robust estimation of the graph.
Notation In what follows, we will denote matrices with capital letters, such as A. We denote a square block of A as A B , meaning that A is restricted to the rows and columns corresponding to indices in the set B. Similarly, we denote a non-square block as A BC , considering rows in the set B and columns in the set C. A ij indicates the entry of A corresponding to the i-th row and j-th column.
Group induced graphical lasso
We want to infer a two-layers networks in which one layer model connections between observed variables and the other the connections between groups of these observed variables. Note that the activity of the groups cannot be directly measured and it is, therefore, latent. Nevertheless, we assume that the membership of each observed variable to one or more groups is known a priori. The goal of a advanced analysis is to provide a more complete overview of the system even though we do not expect the connections between groups to exhaustively explain the connections between observed variables. Hence we allow connections between variables that belong to different groups. To this aim we extend a state-of-the-art method for latent graphical inference (LGL) [4, 21] that takes into account the influence of latent factors without any assumption on their identities. The proposed method is Group Induced Graphical Lasso (GIGL) that considers structured regularisation over the network links to consider the group memberships of the variables.
The model
Consider N observations in O variables represented as a matrix X ∈ R N ×O drawn from a multivariate Gaussian distribution N (0,Σ O ). Observed variables O describe the available samples, but their interaction is perturbed by the influence of higher-level interactions of H groups which activity is unobserved (hidden). The matrix perturbation isΣ O 
H Σ OH where Σ O is the true underlying covariance of the observed variables. We aim at inferring the global precision matrix of the system given the observations X and the memberships of the O variables in H groups. These memberships are encoded into a binary matrix G ∈ {0, 1} o×h where G oh = 1 if the observed variable o belongs to the group h and 0 otherwise. Note that groups can overlap. Our goal is to estimate the precision matrix Θ of the following form:
where Θ H and Θ O represent the precision matrices between groups and variables respectively and Θ OH is a possibly non-squared matrix. Note that a non-zero entry in the precision matrix Θ OH should be found in correspondence of non-zero entries of G. Moreover, the model does not prevent the inference new connections between variables and groups, since there may be some dependency which is not known a priori.
The inference problems translates into the optimisation of a non-convex function F(Θ, S 0 , G)
where
Figure 1: ROC curves of GIGL and LGL methods. The experiments were performed with an increasing sparsity of the ground truth network. The AUC of GIGL increases as the sparsity increases, while for LGL it remains stable at 0.5 denoting that LGL tends to be less sparse than GIGL.
Problem (1) depends on three hyper-parameters λ, η and µ, which regulate the sparsity of the blocks of the matrix Θ. The sparsity on the block Θ OH is also enriched by the structured regularisation given byḠ. Appendix A includes the optimisation algorithm and related mathematical derivations.
Experiments
We tested the effectiveness of GIGL on both synthetic and real data. Synthetic experiments show its ability in retrieving the network structure. Results on real data show how GIGL, through the imposition of prior knowledge, allows some latent patterns to emerge. We performed a model selection procedure to choose the best hyper-parameters λ, µ and η based on the data at hand. The procedure was performed on a refined grid using the average log-likelihood score of the model with respect to test data on a 3-fold cross validation. The log-likelihood is computed as:
where S ts is the empirical covariance matrix of the test data and
Synthetic experiments
We generated four different data sets with increasing sparsity ρ of the connections, with ρ ∈ {0.2, 0.4, 0.6, 0.8}. Each data set has 100 latent variables and 200 observed variables. The blocks of Θ are generated such that both the global matrix and the differencẽ
H Θ OH are positive definite. We drew 500 samples from a multivariate Gaussian distribution N (0,Θ −1 ) to estimate the empirical covariance matrix, which is the input of GIGL. Also, we supplied to GIGL the mask for the non-zero positions of Θ OH . The performance of GIGL and LGL were evaluated in terms of structure recovery, based on the Receiving Operating Characteristic (ROC) curve and Area Under the Curve (AUC) (Figure 1) . Note that the ROC curve requires probabilities/confidence interval to be computed. To assess the robustness of the results we estimated a confidence interval by repeating the experiments 10 times. We then computed the average of all binarised resulting matrices Θ i for i = 1, . . . 10. We interpret the average matrixΘ as the probability of each edge to exist.
Neuroblastoma: a case study We applied our method on a TCGA neuroblastoma RNA-Seq dataset 1 . For computational ease, we considered a subset of genes known in literature to be involved in Neuroblastoma disease based on Phenopedia [20] . The resulting list of 203 genes was provided to Webgestalt [18] for a functional characterisation through a gene enrichment analysis. We ended up considereing 116 KEGG (Kyoto Encyclopedia of Genes and Genomes) [10] pathways where the subset of genes was found enriched. We then applied GIGL and LGL to this data by imputing the empirical covariance matrix of the gene expression and the membership of each gene to one or more pathways. Given the non-convexity of our model we optimise the model 20 times with different initialisations, which may lead to different solutions. Finally, we retain the links present at least 70% of the 20 times. Figure 2 shows the pathways-pathways interactions. The gene networks for both GIGL and LGL are included in Appendix B, due to space constraints. Table 1 : KEGG pathways description of the network nodes in Figure 2 
Discussion
Synthetic experiments show that our method is able to correctly identify the links between latent variables acting in the system also with an increasing sparsity. As shown in Figure 1, LGL always finds dense blocks in the latent variables, while GIGL better identify the links. We also note how an increase in sparsity results in a more accurate identification of missing edges. Considering the application on neuroblastoma, we retrieved two gene interactions network, one for both GIGL and LGL (in Appendix B Figures 4 and 5) . GIGL is able to identify pathways-pathways interactions (Figure 2) . The difference between the sparsity level of the networks as estimated by the two methods is also more generally visible in Figures 3a and 3b . The inferred co-expression networks (Figures 4  and 5 ) include four common genes that emerge above others. These genes are PLEKHA4, IL6, S100B and NTRK. While the relevance of IL6 [17, 22] and NTRK [13] in neuroblastoma is a known fact, the role of the remaining two genes is still under investigation. Differently from PLEKHA4 which is poorly annotated, S100B is a well characterized gene whose chromosomal rearrangements and altered expression are known to be implicated in several neurological, neoplastic, and other types of diseases, including Alzheimer's disease, Down's syndrome and epilepsy. In GIGL network (Figure 4) there are more hub genes (i.e., genes highly connected) than in LGL ( Figure 5 ). The hubs genes are: MICA, EGFR, NEFL, MYO10, VDR, HFE, HLA-C, GHR, PDLIM1, APOE, DAB2, PALU, CEBPA, IL-33. The involvement in Neuroblastoma of the first 7 genes of this list is present in literature [2, 3, 19, 1, 15, 6] . Also Figure 2 shows that "Alzheimer's disease" and "One carbon pool by folate" are the two most strongly connected pathways. Folic acid has been recently connected to childhood cancer [14] , while the one-carbon pathway was linked to Alzheimer's [8] . Figure 2 also shows a clique between "Wnt signaling", "Ubiquitin mediated proteolysis" and "One carbon pool by folate" pathway. It is known that WNT signaling pathway plays significant roles in the survival, proliferation, and differentiation of human neuroblastoma [16] and "Ubiquitin mediated proteolysis" is crucial in the regulated degradation of proteins involved in neuroblastoma proliferation and survival [9] . In this paper we proposed an extension of the latent graphical lasso that considers prior knowledge on the interlinks to retrieve connections between both observed and latent entities. Our method can be used to look at different network topologies that can emerge by imposing different group priors on the observed variables. The method allows for a straightforward application to real-world data, not limited to biological data sets. Indeed, while propose it for groups of variables this may also be used for general known connections between latent and observed variables that do not translate into memberships. In this work we applied our method only on a small subset of Neuroblastoma data, we aim at applying to a larger dataset and to compare the priors between different biological groups. We also plan to compare it with other methods that perform multi-layer inference [5, 12] that have different assumptions on data generation to look for evidence that emerges with more than one methodology.
A Optimization algorithm
Given problem (1), we report the mathematical steps required to reach the form of Algorithm 1. In particular the problem has H latent variables that need to be estimated from input data. This purpose is reached through Expectation Maximization.
Expectation step We compute the expected value of the penalized negative log-likelihood function given S O and K t−1 .
Maximization step After we compute the expectation we can reconstruct the global matrix S where we need to rectify S O by adding the influence of the hidden factors. Hence,
ending withS
The maximization step translates into a weighted graphical lasso [7] that can be easily be solved as the standard graphical lasso by using a matrix regulariser. This matrix regulariser will enforce the group structure and will allow pattern to emerge.
B Retrieved Neuroblastoma networks
We applied both GIGL and LGL to Neuroblastoma data to show how our method allows to extract information on group links rather than only on gene co-expression networks. This can be seen in Figures 3a and 3b . Here we show the adjacency matrices that are thresholded at 70% of occurrences of the edges. It is easy to see that LGL ( Figure 3b ) retrieves a completely dense network on the pathways interactions while GIGL (Figure 3a) is able to retrieve some strong connections between them.
Interestingly, the cross-validated hyper-parameter η is so high to enforce the Pathways-Genes interaction sub-matrices to contain only the prior knowledge links. This proves that this group structure is present in the data and the model automatically recognises it using a high regularisation.
(a) GIGL adjacency matrix of neuroblastoma gene co-expression and pathways-pathways interactions network.
(b) LGL adjacency matrix of neuroblastoma gene co-expression. LGL method does not enforce sparsity in the latent sub-block of the matrices, hence the pathways-pathways interaction as well as the pathways-genes interactions are completely dense. LGL. While there exists some shared hubs across the two networks, GIGL estimates more hubs emerging as relevant which were not found by LGL. It seems that the grouping of pathways enforces these genes to emerge. Interestingly, the majority of such genes can be found in literature to have well-known connections with Neuroblastoma. [21] . The more central and bigger nodes are the ones with highest degree.
