Assurance region (AR) restrictions on multipliers in data envelopment analysis (DEA) have been applied extensively in many performance measurement settings. They facilitate the derivation of multiplier values that reflect the reality of the problem situation under study. In measuring the operational efficiency of bank branches, for example, output multipliers would generally represent unit processing times for branch transactions such as deposits. AR restrictions on these multipliers are intended to ensure that the (multiplier) values assigned to the various outputs are relatively of the proper size. Current AR-DEA models presume that multiplier restrictions apply uniformly across all decision-making units (DMUs) in the analysis set. Such models can have severe shortcomings, however, in those situations where different circumstances prevail for some DMUs than for others. In the context of bank branches, for example, two sets of branches, whose transaction times are known to be different from each other, would generally require different sets of AR restrictions. This paper presents a methodology for incorporating multiple sets of AR restrictions, with each reflecting the context for a particular subset of DMUs. The resulting modified DEA model, referred to as CAR-DEA, evaluates performance in a manner that more accurately captures the circumstances in which the DMUs operate.
Introduction
Data envelopment analysis (DEA), as originally presented by Charnes et al. (1978) , has gained widespread appeal as a tool for evaluating the relative efficiencies of the members of sets of decision-making units (DMUs). Typical applications have involved studies of relative efficiency in such settings as hospitals, banks, schools, and maintenance units. In some of the earliest applications of DEA, it was discovered that the optimization model, in the absence of any bounding restrictions on multipliers, tended to produce efficiency scores that were unacceptable. As a result, various "constrained" versions of the original DEA model have been proposed, especially the assurance region (AR) model of Thompson et al. (1990) and the cone-ratio model of Charnes et al. (1990) .
Typically, multiplier restrictions imposed within the DEA structure are assumed to be universally applicable across all DMUs within the analysis set. In many situations, however, multiplier restrictions on the various inputs and outputs need to recognize differences across the DMU set. The lack of homogeneity within the DMUs can mean that the appropriate range of values for a given multiplier can be different, or context dependent for different "classes" of DMUs. One problem arising from having more than a single set of AR restrictions being imposed simultaneously is that infeasibility may result. We demonstrate this in the following section.
The issue of homogeneity of DMUs in DEA has never been precisely clarified in the literature, except for the discussion by Dyson et al. (2001) . They present three homogeneity assumptions, namely, that units (1) undertake similar activities, (2) have similar ranges of resources, and (3) operate in similar environments. At the same time, those authors recognize that in the real world, these homogeneity assumptions often fail, thus explaining the rationale for the development of various extensions to the DEA methodology, particularly those involving categorical and nondiscretionary variables. See Banker and Morey (1986) and Rousseau and Semple (1993) . Only recently, Cooper et al. (2004) have noted that the definition of DMUs must be generic, and flexible enough to accommodate the numerous applications of the DEA methodology.
Thus, it appears to be the rule rather than the exception, that substantial differences may exist between DMUs in actual applications, necessitating the development of better mechanisms to address such differences.
In this paper, we investigate the problem of contextdependent AR restrictions on output multipliers within the DEA structure. Two common forms of AR constraints are examined: In the first form, which arises naturally in efficiency measurement settings such as that involving bank branches, output multiplier restrictions are constructed indirectly, and as a consequence of upper and lower bounds on transaction processing times. This is a popular way to impose valid multiplier constraints when quantitative timestudy data or price limits are available. The second form of AR constraints, found in numerous applications of DEA, is that in which only subjective opinions are available to use in assessing the relative importance of pairs of outputs. This second form generally leads to AR inequality restrictions being imposed directly on multiplier pairs.
Section 2 examines these two forms of ARs. We present a modified version of the conventional DEA model (CAR-DEA), that permits inclusion of context-dependent ARs, and hence more accurately reflects the efficiencies of the members of the analysis set. In §3, we apply this new methodology to analyze a sample of bank branches from a major Canadian bank. Conclusions and discussion follow in §4.
Context-Dependent Assurance Region DEA (CAR-DEA) Models
Multiplier restrictions in the form of ARs, as discussed in Thompson et al. (1990) , have found widespread usage in DEA. A common form of such restrictions is that in which upper and lower bounds are imposed on the ratio of pairs of multipliers. While the usage of AR constraints is applicable to both output and input multipliers, we concentrate herein only on the former. Application of the methodology to input multipliers is straightforward. There appears to be at least two mechanisms whereby output multiplier bounds can be derived. In the first case, when multipliers represent unit times or prices, quantitative data are often available to generate bounds. In the second case, the only information available may be of the qualitative or subjective form, such as might arise from applying a tool like the analytic hierarchy process (AHP) (see Saaty 1980) . In this instance, multiplier restrictions will directly reflect this subjective data.
In the following subsections, these two settings are examined. In each case, we assume that DMUs are organized into distinct groups, with each having its own set of AR restrictions that reflect its context. We present a modified version of the conventional CCR model that allows for the imposition of these multiple constraints.
AR Restrictions Arising from
Unit Processing Times Transaction Processing Times. In an earlier study by Cook et al. (2000) , the constant returns to scale (CRS) model of Charnes et al. (1978) 
In the bank branch setting, the outputs y rj represent the numbers of transactions of various types (e.g., number of deposits, withdrawals, etc.) made during a given analysis period. Inputs x ij are different staff resources available during that period. In the case of outputs, the multipliers r are intended to represent relative unit processing times. In this sense, r∈R r y rj provides a measure of the total or aggregate workload accomplished by branch j.
Applied in the basic form of (2.1), the DEA analysis may provide a distorted profile of the relative efficiency standings of the branches by permitting multipliers, particularly the r , to assume values not representative of actual observed unit processing times. To counteract this phenomenon, Cook et al. (2000) proposed imposing AR constraints generated from processing time data supplied by the organization. The typical form of the bounds on processing times t rj for transaction r in branch j is a rj t rj b rj
In this case, a rj , for example, would represent the lowest observed processing time for activity r in the sample branch j during the time study period. A similar interpretation applies to upper limits given by b rj .
In the earlier study, the desire was to have a single (lower bound, upper bound) pair a r b r for each output r. Such a range can permit the generation of a set of AR constraints that apply universally to the entire set of DMUs. One approach to generating such an AR is to designate the multiplier for one of the outputs (e.g., r = 1) as the numeraire against which the other multipliers will be compared. Specifically, if a 1 t 1 b 1 and a 2 t 2 b 2 , then one can argue that the multipliers 1 and 2 should satisfy the ratio constraint
which reduces to the pair of linear constraints −b 2 1 + a 1 2 0 (2.3a)
To facilitate the development of the a r b r ranges, time studies were conducted by branch consultants in a small sample of bank branches spanning a range of sizes and geographic locations. From this sample, the resulting a rj and b rj were averaged to provide, for each output r, a single pair of values a r b r . It should be pointed out that the choice of which output r to use to represent the numeraire can influence the feasible region for the multipliers. We do not explore here the sensitivity of efficiency scores to this choice.
One might make the case that in this situation, the midpoint or average r = a r + b r /2 could be used as a fixed multiplier on output r. Using these fixed values, the multiple outputs can be collapsed into a single aggregate output. The issue of fixed weights is not a new concept in DEA. Thrall (1996) suggested the use of fixed weights (goal vectors), albeit on the envelopment side of the problem, to combine the multidimensional slacks. In the case that fixed weights or "prices" are applied on the multiplier side of the problem, we refer to the resulting efficiency scores as measures of allocative efficiency, as opposed to technical efficiency. This idea dates back to Farrell (1957) and Debreau (1951) .
In cases where we wish to evaluate pure technical efficiency of the type discussed herein, and where there are no clearly defined fixed multipliers, there are several standard approaches for constraining these multipliers to insure that they fall within the ranges believed to be appropriate. The most common of these methods is the AR approach of Thompson et al. (1990) . Arguing for replacing a range for a multiplier, by some point within that range would not seem to have wide appeal. Such would appear to destroy a basic premise of DEA, namely, that DMUs be given the opportunity to be seen in their best light. Forcing a DMU to be evaluated, using a fixed point in the range of possibilities, could provide an unfair advantage to some DMUs and a disadvantage to others. Furthermore, any such choice within an allowable range might be controversial and seen as ad hoc. Thus, the advantage of multiplier constraints is that there is still flexibility given to each DMU, yet known ranges will be reasonably respected.
It might appear that using fixed multipliers is more appropriate in some settings than in others. To a degree, it is true that when all outputs are measured on the same scale (e.g., time or money), one can attribute a price interpretation to output multipliers, and allocative efficiency would have more relevance here than if multipliers did not have such an economic meaning. On the other hand, in any situation where AR restrictions are imposed, exchange rates between the various outputs can then be derived. To an extent, such exchange rates render that setting equivalent to one with common scales. Therefore, regarding the usage of fixed multipliers, it is difficult to declare any given AR-DEA application as being one that is more appropriate than another.
Thus, while fixing weights is always a possibility, especially when multipliers are in common, economic units such as time or money, such an approach runs counter to the idea of allowing DMUs to be evaluated in the most favorable way. We therefore do not investigate this further here.
Branch-Specific Processing Times. In more recent time studies on a broader range of branches, bank consultants have been able to observe two important phenomena. First, it has been observed that the relative processing time for any given transaction versus another may be different for certain groups of branches than for others. For example, if it were found that a deposit takes twice as long as a withdrawal in one group of branches, with the reverse being true for another group, and if one attempted imposing both sets of restrictions on the multipliers for these two outputs (e.g., 1 2 2 for one group of branches while 2 2 1 for the other group), infeasibility would result. More to the point, without some rescaling of data, adhering to both such sets of constraints would amount to a mathematical impossibility within the conventional DEA framework. The second phenomenon observed is that there are significantly different processing times among some groups of branches than among others. This phenomenon is partially explained by the business focus of a particular branch. Specifically, some branches may be more service oriented, while others specialize in the sale of financial service products. Possibly, a more compelling explanation of differences in transaction processing times among branches is simply one of customer demographics. It has long been recognized, for example, that certain rural branches tend to exhibit higher processing times than is true of the fast-paced urban branch. Such rural branches often cater to a higher than normal percentage of seniors. Such customers can require more time to transact a deposit or withdrawal than is the case for nonseniors. Branches located in areas frequented by a high percentage of tourists tend to exhibit longer processing times as well. The same can be true of branches where the customer base consists of a high proportion of new immigrants with language difficulties.
If the objective of the DEA analysis is to evaluate the efficiency with which branch staff service the customer, then there is an argument that the branch should be neither penalized or rewarded because of the customer demographic that it serves. In simplistic terms, suppose that the customers in branch A require, on average, two minutes to transact a (counter) deposit, while those in branch B require four minutes. Then, it can be claimed that branch B would need to perform only half as many such transactions as is true of branch A for the two branches to be seen as being equally efficient (from the perspective of this type of transaction). Thus, the observed (time-study) processing time becomes a form of standard against which the efficiency of the branch can be evaluated. In the earlier study of Cook et al. (2000) , it was assumed that the standard, or at least the range a r b r in which this standard lies, is the same for all branches. In case different standards are required for different classes of branches, however, the earlier model structure is no longer appropriate. In the following section, we develop a modified version of the AR-DEA model to accommodate DMU-dependent AR constraints on multipliers. This approach leads to a DEA model for bank branch efficiency that caters to differences in the demographic makeup of the customer base at the branch level.
Before proceeding, we point out that in many situations, DMU anomalies can be addressed by way of categorical variables, as discussed above. Such variables are generally used in settings where the DMU groupings form a natural nesting. An example would be one wherein bank branches fall into several size categories, and where there is a desire to evaluate branches in any given group only against members of their own group and those in less advantaged groups. Hence, this concept works best when there is a single dimension according to which DMUs can be grouped in order of advantage. In the types of situations to be addressed herein, there appears to be at least two issues that hamper the applicability of categorical variables. The first is that in many settings, while there is lack of homogeneity of DMUs, there may be no clearly defined single dimension for creating a nesting of the units. For the case of bank branches, for example, one may wish to organize branches in groups according to whether they are in rural areas, urban areas, or tourist areas. For some of the outputs, such as investment products, these groupings may be ranked in a certain way, while for other outputs such as counter transactions, that ranking may not apply at all. Hence, the requisite nesting may not be present. The second issue involves situations where there are AR restrictions on the multipliers. The need for such restrictions to be different from one group to another cannot be addressed through the use of categorical variables.
Modeling Context-Dependent ARs. Consider a set J of DMUs (e.g., bank branches) organized into K subgroups J k K k=1 . Let the unit processing time t rk for output r in branches belonging to group J k be restricted as per (2.4):
Here, a rk and b rk are the minimum and maximum times, respectively, observed for that group. Clearly, if one attempts to incorporate multiple sets of AR constraints directly into the DEA model (2.1), to accommodate K different sets of time standards, infeasibility may occur as discussed above. Using the earlier argument, branches of a given class J k should be required to adhere only to the standards for that class. To accommodate this, consider two classes, say J 1 , J 2 , where (2.4) takes, for example, the forms 2 t r1 3 and 4 t r2 7 for a given output r. We can argue that an appropriate way to capture the differences in standards for the two groups is to focus attention on the lowest (best) achievable processing times for each group. That is, if two minutes is the bestpossible time for transaction r in J 1 versus four minutes in J 2 , then if r is the multiplier applied to y rj , j ∈ J 1 , it would appear that 4/2 r is the appropriate multiplier for y rj , j ∈ J 2 . This is equivalent to saying that one should apply the same standard (i.e., processing time r ) to branches in J 2 as in J 1 provided that one credits those in J 2 with adjusted output levels 4/2 y rj . Thus, adjusting the multiplier r to the scaled level a r2 /a r1 r is equivalent to adjusting the output quantity y rj to a r2 /a r1 y rj for j ∈ J 2 .
With these ideas in place, we replace the lower bound a rk on t rk by a r1 for all k. At the same time, we replace the upper bounds b rk by
Finally, we define
and let a r = a r1 . We now replace (2.4) by a r t r b r (2.6) Along the lines of (2.2), we impose the ratio constraints
which reduce to
We observe that one might well choose to define b r as the maximum rather than the minimum of the b rk values in (2.5), and it would be difficult to conclusively rule out such a choice. An argument in favor of using the "minimum" is that for each group k, the resulting range in (2.6) has been "observed." To illustrate, consider the case where there are two groups of DMUs with ranges 2 t r1 3 and 2 t r2 5. By using (2.5), we obtain the final range 2 t r 3, and argue that such values were observed in both groups. If we had taken the maximum of the b r values, the portion of the resulting range from 3 to 5 would never have been observed for group 1, and would unfairly permit DMUs in that group to give a higher weight to the rth output than they deserved. 
It is noted that this model differs from the traditional AR model by way of adjustments to the outputs for each DMU. It should be noted that rather than normalizing on the lower limits a rk , as has been done here, one might choose instead to base the normalization on the upper limits b rk . Clearly, different results in terms of final efficiency scores might arise with this approach. While the choice of the lower limit may appear rather arbitrary, the a rk do represent best-possible or benchmark performance levels. Thus, scaling the outputs so that all groups have the same best, or target performance standing a r , means that it is possible for final multipliers to be chosen so that these best targets are met. At the same time, choosing the upper limit as in (2.5) guarantees that no DMU can unfairly declare a processing time that is outside the range actually observed for that group. On the other hand, if the upper limit had been used to normalize, meaning that a common upper limit (worstperformance level) b r would have resulted, the common lower limit a r would then have been based on the maximum of the individual a rk values. However, this maximum would prevent any group k o , whose best performance a rk 0 is less than a r , from ever achieving its full potential (best or benchmark level) a rk 0 . Hence, it would appear that normalizing on the lower limits has advantages over using the upper limits.
The above model is tailored specifically to those settings where time-study data is available. We now examine the general context-dependent AR structure.
General AR Restrictions on Pairs of Output Variables
In many contexts, output multipliers r are intended merely to reflect the relative importance of outputs r = 1 2 R. They may not represent unit prices, processing times, or any other economic measures. In a wide range of applications, the various outputs may be measured on scales quite different from one another, and are, therefore, not comparable in the usual economic sense. If one uses the example of Zhu (1996) involving the measurement of the efficiencies of textile firms, typical outputs were "profit" and "net output value." In an effort to impose AR-type restrictions on output multipliers in that setting, only subjective information was available. This information was viewed in a ratio-scale context, using AHP principles as per Saaty (1980) . In this case, no relative price data were available to aid in developing AR restrictions. Rather, the subjective information employed immediately leads to constraints of the form:
Output 1 is at least three times, and not more than five times as important as Output 2.
In notational terms, this would translate to 3 2 1 5 2
In general terms, we assume again that DMUs are arranged into K groups with J k members in group k. Assume that assurance region constraints have been specified for group k. As in the previous subsection, we assume that output 1 is used as the numeraire against which other outputs are compared. In this case, no time ranges of the type (2.6) are available to allow for conversion of the multiple sets of AR restrictions to a single aggregate set. As such, rescaling of the data also cannot be accomplished as above.
To arrive at a single set of AR constraints, applicable to all K classes of DMUs, we can make the analogous argument to that given in the previous subsection. That is, if we attempt to impose the K sets simultaneously, infeasibility is very likely to occur. Again, we argue that a reasonable way to capture the spirit of the multiple sets of AR restrictions is to focus attention on one of the bounds for each r, say the lower bound c 
Comparability. In the following section, we apply the ideas of context-dependent ARs to a bank branch setting. Before proceeding, it is worth noting that care must be exercised in adopting such an approach in any given application, particularly if groupings of DMUs are clearly not "comparable." In the extreme case where, for example, two separate groups of bank branches were operating in very different regulatory environments (e.g., a set of branches in Canada versus a set in Europe), then presumably one would need to include variables, possibly categorical, that would attempt to capture those differences. If, for example, one group were permitted to sell certain financial services products, but the other group was not, then no form of AR restrictions is likely to capture this phenomenon. Obviously, as well, one would never wish to attempt comparison of two sets of DMUs that represent entirely different contexts, such as bank branches compared with schools.
In the application herein, we would appear to have a clear case of comparability. The groups of branches do operate under identical regulatory settings, have similar access to technology, and so on. While one group may have an advantage over another in terms of say having a greater potential to sell mutual funds (customer demographics come into play), both groups are in fact allowed to sell such.
Independent Analysis of Groups. One might argue in favor of tackling the multigroup problem by simply defining AR constraints for each group (as is done herein), and then performing a DEA analysis of each group on its own. There would appear to be pros and cons relating to this approach. In the case that two groups are clearly not at all comparable, as described above, separate analyses would appear to be required. Even when the groups are clearly comparable, but are managed under two separate environments, there may not be any advantage to knowing the relative efficiency of members of one group as compared to those in another. On the con side, when groups do operate under the same management umbrella, such as the case where we have urban bank branches and rural branches, it is desirable to compare each DMU to the entire set. This will be the principal focus of the analysis below. One might ask, however, whether it is possible to get at the comparison we want, without performing the abovedescribed AR adjustments at all. In the application in the next section, we do provide some insights into such a separate analysis.
Analysis of Bank Branch Efficiency
To illustrate the application of the models of the previous section to a practical setting, 100 branches of a major Canadian bank were selected for study. The branches have been separated into three general groups which we here designate as Type 1, Type 2, and Type 3:
Type 1-Primarily urban midsize branches, catering mainly to "business/professional" customers;
Type 2-Primarily rural midsize branches, catering to both business/professional customers, but with a significant percentage of retirees in the base;
Type 3-Rural/urban split, where a large percentage of the customers are new immigrants. Here transactions tend to be more time-intensive due to communication issues, as well as customers' lack of familiarity regarding local banking practices.
The initial study treated the 100 branches as belonging to a single homogeneous group. AR restrictions were based upon average times a r , b r across the full set. The results are displayed in Table 1 . We point out that the selection of outputs for the analysis herein is purely for illustration, and is not meant to reflect the full range of activities in a typical bank branch. Such additional data were not readily available for this study. One may wish to refer to other literature such as that due to Charnes et al. (1990) , Schaffnit et al. (1997) , Sherman and Gold (1985) , and others for a more detailed analysis of branch activities. A more refined analysis of transaction processing times for the three groups resulted in separate sets of ranges for the three groups of branches as displayed in Tables 2, 3 , and 4. Based on the values in these tables, a common set of ranges a r b r was created, as shown in Table 5 . These latter ranges have been used to develop AR constraints applicable to all branches. Table 6 displays efficiency outcomes.
Tables 6, 7, and 8 provide both the efficiency evaluations before and after the type-specific AR constraints are imposed. Specifically, the scores in the second column in each table, labeled "Unadjusted Efficiency," are based on AR restrictions derived from the time ranges in Table 1 . The "Adjusted Efficiency" scores are based on the common set of time ranges given in Table 5 . Some observations are worth making. First, Type 1 branches are clearly overstated, and Types 2 and 3 are understated, if we use the unadjusted scores. Due to the fact that transit times are significantly lower for branches in Type 1, and higher for those Table 5 .
Time ranges common to all branches. in Type 3, than is true of average branches, outputs are not given proper credit in these two types. Tables 9 and 10 provide summary statistics for the three types, before and after adjustment for transaction differences. Note that the average score in Type 1 drops and those in Types 2 and 3 rise as we move to the adjusted scores. This is to be expected, as Type 1 branches were being given more credit that deserved, while those in the other two types were being given less credit than should have been the case. It would appear that Types 2 and 3 branches are in reality the more dominant ones in terms of defining the efficient frontier (21 of the 26 efficient branches are in these two sets). This is a very different scenario from that provided by the unadjusted scores.
Included in Tables 6, 7 , and 8 as well are the results of DEA analyses performed on the three groups separately. The DMUs in Group 3, for example, were examined by themselves using the AR restrictions on the multipliers derived from Table 4 . A similar analysis was carried out for Groups 1 and 2. As expected, the DEA scores for members of any group when derived in this manner (column "Separate run"), tend to be higher than those derived in the presence of the entire set (columns "Unadjusted" and "Adjusted," respectively). Thus, from the perspective of obtaining a measure of branch performance relative to all 100 of its peers, the separate analyses do not help. What might be of interest is the extent to which the relative rankings of the DMUs within any group are consistent between the two methods. Here again, however, quite dif- Table 11 . Rankings of DMUs-Group 3.
