Let p t (x), f t (x) and q * t (x) be the densities at time t of a real Lévy process, its running supremum and the entrance law of the reflected excursions at the infimum. We provide relationships between the asymptotic behaviour of p t (x), f t (x) and q * t (x), when t is small and x is large. Then for large x, these asymptotic behaviours are compared to this of the density of the Lévy measure. We show in particular that, under mild conditions, if p t (x) is comparable to tν(x), as t → 0 and x → ∞, then so is f t (x).
Introduction
Real Lévy processes are very often involved in stochastic modeling of time dependent dynamics. For such a process (X, P), it is often crucial to have information on the law of X t and this of its past supremum at time t > 0, X t = sup s≤t X s , in terms of the characteristics of (X, P). However, most of the time there is no explicit form for these distributions. The only existing results regard the asymptotic behavior of the distribution functions P(X t ≤ x) and P(X t ≤ x), as t → ∞ and x → 0 or P(X t > x) and P(X t > x), as t → 0 and x → ∞, and very few works go beyond the stable case, see [13] .
In the present paper, assuming absolute continuity of the process (X, P) and its Lévy measure on [0, ∞), we obtain relationships between the asymptotic behaviour of the density of X t and this of X t , for small times and large space values. More specifically, let p t (x), f t (x) and ν(x) be the densities on [0, ∞) of X t , X t and the Lévy measure, respectively. Then under mild conditions essentially bearing on the smoothness of ν(x), we show in a series of results that if the asymptotic behaviour of p t (x), as t → 0 and x → ∞ is given by tν(x), then this is also the case for f t (x). The most famous example where this situation holds is the stable case [9] , [11] , [12] but other examples can be constructed in the spectrally positive case or for subordinated Brownian motions as it is done here. Actually, in all the particular situations where the asymptotic behaviour of p t (x) can be described, it is as expected and the behaviour of f t (x) can be derived.
Another important density in our work is this of the entrance law of the excursions of X reflected at its past infimum. Its close connection with p t (x) and f t (x) allows us to use results from fluctuation theory and is the main argument of our proofs. Whenever the half-line (0, ∞) is regular, this density, denoted here by q * t (x), corresponds to the density of the renewal measure of the space-time upward ladder process. This relationship reinforces the interest of the asymptotic behaviour of q * t (x) as t → 0 and x → ∞, as described here. The next section is devoted to reminders on the essentials of fluctuation theory and some preliminary results regarding the renewal measure of the ladder process. Then we state our main results in Section 3, first with asymptotic results for t → 0 + , then we give estimates in small t and large x regime and finally we state asymptotic results for x → ∞.
In Section 4 we give some examples in order to illustrate the possible applications of our results. Proofs will be given in Section 5.
Notation and preliminary results
We denote by D the space of càdlàg paths ω : [0, ∞) → R ∪ {∞} with lifetime ζ(ω) = inf{t ≥ 0 : ω t = ∞}, with the usual convention that inf ∅ = +∞. The space D is equipped with the Skorokhod topology, its Borel σ-field F and the usual completed filtration (F s , s ≥ 0) generated by the coordinate process X = (X t , t ≥ 0) on the space D. We write X and X for the infimum and supremum processes, that is X t = inf{X s : 0 ≤ s ≤ t} and X t = sup{X s : 0 ≤ s ≤ t} .
We also define the first passage time by X in the open half line (−∞, 0) by:
. We denote by P x the law on (D, F) of a Lévy process starting from x ∈ R and we will set P := P 0 . We will only mention X which will be understood as a Lévy process under the family of probability measures (P x ) x∈R .
In all this paper, we exclude the case where |X| is a subordinator and this of compound Poisson processes.
Recall that both reflected processes X − X and X − X are Markovian. Moreover the state 0 is regular for itself, for X − X if and only if 0 is regular for (−∞, 0), for the process X. When it is the case, we will simply write that (−∞, 0) is regular. Similarly, we will write that (0, ∞) is regular when 0 is regular for (0, ∞), for the process X, which is equivalent to the fact that 0 is regular for itself, for the process X − X. Since X is not a compound Poisson process, at least one of the half lines (−∞, 0) or (0, ∞) is regular.
If (−∞, 0) is regular, then the local time at 0 of the process X − X is a continuous, increasing, additive functional which we will denote by L * , satisfying L * 0 = 0, a.s., and such that the support of the measure dL * t is the set {t : X t = X t }. Moreover L * is unique up to a multiplicative constant. We will normalize it by
When (−∞, 0) is not regular, the set {t : (X − X) t = 0} is discrete and following [3] and [14] , we define the local time L * of X − X at 0 by
where for t > 0, R t = Card{s ∈ (0, t] : X s = X s }, R 0 = 0 and e (k) , k = 0, 1, . . . is a sequence of independent and exponentially distributed random variables with parameter
The Itô measure n * of the excursions away from 0 of the process X − X is characterized by the compensation formula. More specifically, it is defined for any positive and predictable process F by,
where E is the set of excursions, G is the set of left end points of the excursions, and s is the excursion which starts at s ∈ G. We refer to [3] , Chap. IV, [14] , Chap. 6 and [8] for more detailed definitions and some constructions of L * and n * . The measure n * is σ-finite and it is finite if and only if (−∞, 0) is not regular.
When (−∞, 0) is not regular, the measure n * of the excursions away from 0 is proportional to the distribution of the process X under the law P, killed at its first passage time in the negative half line. More formally, the excursion that starts at 0 ∈ G is given by
) and for any bounded Borel functional K on E,
In this case, the normalization (2.1) and the compensation formula (2.4) are direct consequences of definitions (2.2), (2.5) and the strong Markov property.
In any case, n * is a Markovian measure whose semigroup is this of the killed Lévy process when it enters in the negative half line. More specifically, for x > 0, let us denote by Q *
x the law of the process
. Then for all Borel positive functions f and g and for all s, t > 0,
x means the expectation under Q * x . Recall that Q * 0 is well defined when (−∞, 0) is not regular and in this case, from (2.5), we have Q * 0 = γ −1 n * .
We write X * := −X for the dual Lévy process whose law under P x will be denoted by P * x , that is (X * , P x ) = (X, P * x ) and we set P * = P * 0 . Then we define the probability measures Q x in the same way as in (2.6) with respect to the dual process (X, P * ). Let us denote by q * t (x, dy) (resp. q t (x, dy)) the semigroup of the strong Markov process (X, Q * x ) (resp. (X, Q x )) and by q * t (dx), t > 0, the entrance law of n * , that is for any positive Borel function f ,
The local time at 0 of the reflected process at its supremum X − X = X * − X * and the measure of its excursions away from 0 are defined in the same way as for X − X. They are respectively denoted by L and n. Then the entrance law q t (dx) of n is defined in the same way as q * t (dx). Let us now recall the definition of the ladder processes. The ladder time processes τ and τ * , and the ladder height processes H and H * are the following (possibly killed) subordinators:
Recall that the bivariate processes (τ, H) and (τ * , H * ) are themselves Lévy processes. We denote by κ and κ * their respective Laplace exponents, that is for all u, α, β ≥ 0,
E(e −ατu−βHu ) = e −uκ(α,β) and E(e −ατ * u −βH * u ) = e −uκ * (α,β) . The drifts d and d * of the subordinators τ and τ * satisfy
Recall that d > 0 if and only if (−∞, 0) is not regular. In this case, we can check that d = γ −1 , see [4] . Similarly, d * > 0 if and only if 0 is not regular for (0, ∞), so that dd * = 0 always holds since 0 is necessarily regular for at least one of the half lines.
for the renewal measure of the ladder process (τ, H). Then g(dt, dx) satisfies two useful convolution equations that are given in the following lemma. Note that (2.11) is the continuous time counterpart of (10) in [2] . It was stated and proved in the preprint version of [1] . Moreover, (2.12) is stated as (4.9) in [1] under the assumption that 0 is regular for both (−∞, 0) and (0, ∞) but no proof is given. A proof of Theorem 2.1 is given in Section 5.1.
Theorem 2.1. Let X be any real Lévy process which is not a compound Poisson process and such that |X| is not a subordinator. Then the renewal measure g(dt, dx) satisfies the following identities between measures on [0, ∞) 2 , x − z t − s P z (X t−s ∈ dx)g(ds, dz) dt.
The entrance law q * t (dx) is closely related to the renewal measure g(dt, dx) through the following identity
, which can be found in Lemma 1 of [4] . Since X is not a compound Poisson process, the only possible atom for the law of τ u and H u is 0 and this is the case if and only if (0, ∞) is not regular. Moreover, τ u = 0 if and only if H u = 0. It follows from these observations that g({0}, {0}) > 0 if and only if (0, ∞) is not regular and more precisely g({0}, {0}) = d * . Moreover in general, g({a}, A) = g(A, {a}) = 0 whenever a > 0 or A ⊂ (0, ∞). We derive from these remarks and (2.13) that the measure q * t (dx) on [0, ∞) is atomless for all t > 0. Moreover, plugging relation(2.13) into (2.11) and (2.12), we obtain the following identity between measures on (0, ∞) 2 ,
Let us now focus on the links between these different objects and the law of the supremum. From Corollary 3 of [4] , the law of X t fulfills the following representation
In all this paper, by absolute continuity on some set, we mean absolute continuity with respect to the Lebesgue measure on this set. From Lemma 1 of [4] , the distribution P(X t ∈ dx) is absolutely continuous on [0, ∞) if and only if q * t (dx) is absolutely continuous on [0, ∞) and when this is the case, the law of X t is absolutely continuous on (0, ∞). We will denote by f t (x) the corresponding density function. Moreover, this law has an atom at 0 if and only if (0, ∞) is not regular. The following representation derived from (2.16) will frequently be used in the sequel.
Moreover, by Corollary 4 of [4] , the following integral representation of the density of X t under P holds
Finally let us write expression (2.15) in the absolute continuous case
We emphasize that from (2.13) when the distribution P(X t ∈ dx) is absolutely continuous and (0, ∞) is regular, i.e. d * = 0, the renewal measure g(dt, dx) is absolutely continuous on [0, ∞) 2 and the function (t, x) → q * t (x) corresponds to its density.
Main results
We recall once again that in all the results of this paper the process |X| is not a subordinator and that X is not a compound Poisson process.
We shall denote by ν(dx) the Lévy measure of X. Apart from Proposition 3.1, most of our results relate to densities of the Lévy measure, the process at fixed times, the entrance law of the reflected excursions and the past supremum, hence the minimal assumptions for the statements of our results to make sense are as follows:
(H)
For all t > 0, the law of X t under P is absolutely continuous on [0, ∞) and the Lévy measure ν(dx) is absolutely continuous on (0, ∞).
Therefore, unless explicitly mentioned in Proposition 3.1, assumption (H) will be in force all along this paper. Then recall from the previous section that under assumption (H), q * t (dx) is absolutely continuous on [0, ∞) and P(X t ∈ dx) is absolutely continuous on (0, ∞). The corresponding densities will be denoted as follows:
3.1. Asymptotic results for t → 0 + . Let us start by looking at the small time asymptotic behaviour of p t (x), q * t (x) and f t (x). Recall that the general result states that for any Lévy process the measure P(X t ∈ dx)/t tends weakly as t → 0 + to the Lévy measure ν(dx) on |x| > ε with fixed ε > 0, see Exercise 1, Chap. I in [3] . Obviously, it does not imply in general that p t (x)/t tends to ν(x) for large x, but one may expect such a behaviour of p t (x) to hold and, in fact, it is true in many cases. Some of them are presented in Section 4. In the first result we show the relation between the asymptotic behaviour of p t (x) and this of q * t (x) as t → 0 + , for processes whose density of the Lévy measure is uniformly continuous (for large x). Note that ν(x) is uniformly continuous for example whenever it is continuous (for large x) and tends to 0 at infinity. Let us introduce the following notation
Then the following assertions are equivalent.
(a) There exists x 0 > 0 such that
uniformly for x ≥ x 0 .
This result will be used to establish the following relation between the asymptotic behaviour as t goes to 0 of f t (x) and this of p t (x).
uniformly for x ≥ x 0 , then there exists x 2 > 0 such that
uniformly for x ≥ x 2 .
As an immediate consequence of Theorems 3.1 and 3.2, we obtain that whenever p t (x)/t tends uniformly on (ε, ∞) to a uniformly continuous Lévy density ν(x), then q * t (x)dx/d * + N * (t) and f t (x)dx/t tend weakly on {x > ε} to ν(x)dx as t → 0 + . However, it seems that these weak convergence results are much more general and do not even require absolute continuity. These observations lead us to the following conjecture.
Conjecture For any Lévy process (X, P) and every ε > 0,
We finish this series of results with the observation that the result from Theorem 3.1 can also be applied to determine the behaviour of the joint law (X t , X t ). Note that in this case, we also require the regularity of p t (dx) and ν(dx) on both positive and negative half-lines.
uniformly on x, y ≥ x 1 .
Remark 3.1. Also in this case it seems reasonable to expect that the corresponding weak convergence result holds in full generality, i.e. for every Lévy process (X, P) and ε > 0,
Note that this result can be deduced from the Conjecture above together with the well-known fact that if e is an exponentially distributed random variable which is independent of X, then the random variables X e − X e and X e are independent. Moreover X e − X e has the same law as X * e . 3.2. Estimates in small t and large x regime. Since the uniform convergence of p t (x)/t to ν(x) implies that p t (x) ≈ tν(x) for x large and t small, it is natural to ask how those estimates are related to the corresponding estimates of q * t (dx) and f t (x). The following results are intended to give answers to these questions. For this purpose, we first state some auxiliary results related to general bounds of the entrance law. They are crucial in the proofs, but since we prove them in a fairly large generality, they also have an interest of their own. That is why they are stated here as separate results. Recall that in the following Proposition we do not require absolute continuity. Proposition 3.1. For every ε > 0 and x 0 > 0 there exists t 0 > 0 such that
for every 0 < t < t 0 and x > x 0 . If d = 0 (resp. d * = 0), then we can take x 0 = 0 in the estimates of q * t ((x, ∞)) (resp. q t ((x, ∞))). Moreover, for given ε > 0 and t 0 > 0, there exists x 0 > 0 such that
for every x > x 0 and t < t 0 .
For all the remaining results we will assume that hypothesis (H) on absolute continuity is in force.
Proposition 3.2. Assume that there exist x 0 , t 0 > 0 such that ν(x) and p t (x)/t are bounded for x > x 0 and t < t 0 . Then there exists x 1 > 0 and c > 0 such that
for every x > x 1 and t < t 0 . Conversely, if (3.28) holds, then p t (x)/t is bounded for large x and small t.
In the next results, we establish relations between sharp estimates of p t (x) and q * t (x). The regularity condition (3.29) below is not very restrictive and it holds in particular, when ν(x) is non-increasing or it is comparable with a non-increasing functions (for large x). Condition (3.30) holds in particular when ν(x) is regularly or slowly varying at infinity.
for every x and t belonging to some domain depending x 0 and t 0 . The notations f (t, x)
x) hold respectively, for every x and t belonging to some domain depending x 0 and t 0 . for every y > x > r, and
Then the following conditions are equivalent (i) For every x 0 , t 0 > 0, Remark 3.3. The statement of Theorem 3.4 holds true if we replace "for every x 0 , t 0 > 0" by "there exists x 0 , t 0 > 0" in conditions (i) and (ii) simultaneously. Remark 3.2 can be also applied in this case.
We use the results of Theorem 3.4 to study the corresponding estimates for a density of a supremum process. Theorem 3.5 is a justification of an intuitively obvious observation that a large level x > 0 is obtained by the supremum process at given (small) time t by one big jump, which is described by the Lévy measure density ν(x). 
If additionally (3.30) holds, then if for every x 0 , t 0 > 0
In particular, if both (3.29) and (3.30) hold and for every x 0 , t 0 > 0
then for every x 0 , t 0 > 0
Remark 3.4. We can replace "for every x 0 , t 0 > 0" by "there exists x 0 , t 0 > 0 such that" in each statement of the theorem above (simultaneously in the corresponding hypothesis and the conclusion).
3.3.
Asymptotic results for x → ∞. Next we give the results describing the relations between asymptotic behavior of p t (x), q * t (x) and f t (x), when x → ∞. In the first of them we show that there is a correspondence between asymptotic behavior of p t (x)/ν(x) and q * t (x)/ν(x) as x → ∞ and t is bounded. Theorem 3.6. Assume that (3.29), (3.30) hold and there exists x 0 > 0 such that for every a > x 0 we have
Let t 0 > 0. If
uniformly on (0, t 0 ], then
uniformly on (0, t 0 ], then The results of Theorem 3.6 can be applied to study the asymptotics of the supremum density at infinity, as it is done in the following theorem. uniformly on (0, t 0 ], then
uniformly on (0, t 0 ].
Examples and applications
In this section we present various examples in order to illustrate the wide range of possible applications of the above results. 4.1. Stable processes. The first example regards stable processes. It is easy to check that all the assumptions of the above-given results hold in this case. One can use the asymptotic results from [16] to verify the required uniform convergence of p t (x)/t and p t (x)/(tν(x)) as t goes to 0 and x → ∞ respectively. In particular we can recover results of [9] and [11] , [12] .
4.2.
Brownian motion with drift subordinated. In the next example we present a Lévy process whose density of the Lévy measure fulfills nice properties on the positive halfline (so that all assumptions of our results hold) but with less regularity on the negative half line. More precisely, we consider a Brownian motion with positive drift Y t = B t + at, a > 0, subordinated by the independent 1/2-stable subordinator T (1/2) , i.e. the process X t = Y Tt . Then the transition density function p t (x) of X t is given by
2s .
Using the integral representation
of the modified Bessel function (see for example 8.432 (6) in [10] ) we obtain
It is now straightforward that
uniformly on {|x| > ε} for every given ε > 0. One can easily show that using the asymptotic behavior K ν (z) ∼ = π 2z e −z , z → ∞, together with (zK 1 (z)) = −zK 0 (z), we obtain that ν(x) is non-increasing function on the positive half-line, it is regularly varying at ∞ with index 1 + 1/2 and all the regularity conditions required in theorems given in the previous sections hold. However we stress the fact that ν(x) decays exponentially on the negative half-line. Thus, in particular, the condition (3.30) does not hold, but since we do not require any regularity on the negative half-line, we can apply our results here.
Moreover, this example can be extended by considering general α/2-stable subordinator T (α/2) and the subordinated process X t = Y T (α/2) t , with Y t = B t + at as previously. Although the corresponding transition density function η 
as t → 0, uniformly on {|x| > ε}. Moreover, it can be also shown that p t (x)/(tν(x)) tends to 1, as x → ∞, uniformly for small t. Regularity of the above-given Lévy measure on positive half-line combined with our results give
where T (α/2) is α/2-stable subordinator, α ∈ (0, 2), independent from a Brownian motion with positive drift Y t = B t + at, a > 0. Then for given t 0 , x 0 > 0 we have uniformly on (0, t 0 ]. In particular
4.3.
Subordinator with negative drift. In order to give an example where (0, ∞) is not regular (i.e. d * > 0) and to which our results apply, let us consider the process X t = T
(1/2) t − at, a > 0, where T (1/2) is an 1/2-stable subordinator. Obviously this example can easily be extended to general α/2-stable subordinator with negative drift, as it was done in the example given above. The details are left to the reader. Note that the corresponding transition density function is given by
It is an easy exercise to check that p t (x)/t tends to ν(x) = x −3/2 / √ 2π, as t → 0, uniformly in x > ε, for every fixed ε > 0 and p t (x)/(tν(x)) tends to 1, as x → ∞, uniformly for small t. Consequently all the results can be used to study asymptotics and estimates of the supremum density f t (x).
4.4.
Unimodal Lévy process. We consider symmetric unimodal Lévy processes with regularly varying Lévy-Kchintchin exponent. Unimodality on a real line means that the density p t (·) of X t under P exists on R\{0} and that p t (·) is symmetric and non-increasing on (0, ∞). As it was shown in [15] , this is equivalent to assume that the corresponding Lévy measure has a symmetric density which is non-increasing on (0, ∞). Using Theorem 7 and Corollary 2 from [7] combined together with Theorems 3.7 and 3.2 above give the following.
Theorem 4.1. Assume that (X, P) is a symmetric unimodal Lévy process whose Lévy-Kchintchin exponent is regularly varying at zero, with index α ∈ (0, 2). Then for any t 0 , x 0 > 0,
uniformly on (0, t 0 ] and
Proofs
This section is organized as follows. We begin with proving the auxiliary results, i.e. Theorem 2.1, Lemma 5.1 introduced below and then Propositions 3.1 and 3.2. Then we give proofs of Theorems 3.1-4.1.
Proofs of auxiliary results.
Proof of Theorem 2.1. First recall the so-called Fristedt identity which relates the Laplace exponent κ(α, β) of (τ, H) to the law of (X, P x ), see Theorem 6.16 in [14] . For all α ≥ 0 and β ≥ 0, this exponent is given by:
(Note that the constant k which appears in Theorem 6.16 of [14] is equal to 1, according to our normalization (2.1)). Then recall the definition (2.9) of κ(α, β). This expression is differentiable, in α > 0, in β > 0 and in u > 0. Differentiating both sides in β, we obtain:
Then since
we derive from (5.46) and (5.47) that,
LetX be a copy of X which is independent of (τ u , H u ). Then the above expression may be written as:
ForX, we may take for instanceX = (X τu+t − X τu , t ≥ 0), so that it follows from a change of variables,
from which we deduce through an integration by part that
Applying the strong Markov property at time τ u , we obtain
x z=0
x − z t − s P z (X t−s ∈ dx)g(ds, dz) dt and (2.12) follows by inverting the Laplace transforms. Then (2.11) is obtained in the same way by differentiating (5.46) with respect to α.
Next we state and prove the following result, which will be used later in the proof of Theorem 3.4.
Lemma 5.1. Let X be any real Lévy process which is not a compound Poisson process and such that |X| is not a subordinator. Then
and (5.49) lim sup
Proof. The relation (5.48) was proved in the proof of Proposition 3 from [6] . To deal with (5.49) we recall formula (4.4) from [6] (see also formula (1) from [5] ) rewritten in the following form
with ε > 0. Since
we get, by setting ε = 1/t, that
Dividing both sides by h * (x) and taking the limit end the proof.
Proof of Proposition 3.1. It is enough to prove the bounds for q * t ((x, ∞)). We use monotonicity of h * (x) and get
where P ↑ stands for the law of the Lévy process (X, P) conditioned to stay positive. To prove the first estimate note that P ↑ (X t > x) ≤ P ↑ (X t > x 0 ) → 0, t → 0 + , by the right continuity of the paths. Since t → n * (t < ζ) is non-increasing we can make the expression P ↑ (X t > x)/n * (t < ζ) uniformly small in t < t 0 and x > x 0 by choosing t 0 small enough. If d = 0, then n * (t < ζ) tends to infinity as t → 0 + and consequently for every x > 0 we have
To prove the other bounds we write once again
for given t 0 > 0. Using the right continuity of the paths and monotonicity of the function x → P ↑ (X t > x) we can show that
for every t 1 ∈ [0, t 0 ]. Since [0, t 0 ] is compact we deduce that lim x→∞ P ↑ (X t > x) = 0, uniformly on (0, t 0 ). This ends the proof.
Proof of Proposition 3.2. Let x 0 , t 0 > 0 as in the assumptions of the proposition. We take r = x 0 /4 and denote by τ r = inf{t ≥ 0 : X t > r} the first passage time above level r. For every x < r, using the strong Markov property, we write
t (x, y) + I (2) t (x, y),
(r,y/2)
(y/2,∞)
Using boundedness of p t (x)/t and ν(x) we can find positive constant c > 0 such that for y > 3x 0 =: x 1 and t < t 0 we have
where we have used the fact that y − z ≥ y − y/2 ≥ x 0 for z ∈ (r, y/2). Moreover, since w < r < 2r < z and u < t, we have Q *
x (τ r ∈ du, X τr− ∈ dw, X τr ∈ dz) = q * u (x, w)ν(z − w) du dw dz, which follows from the Ikeda-Watanabe formula. Note that the condition w < r < 2r < z implies that X τr− = X τr . Thus we have Q * x (τ r ∈ du, X τr− ∈ dw, X τr ∈ dz) q * t−u (z, y)
For z ∈ (y/2, ∞) and w ∈ (0, r) we get z − w ≥ y/2 − r ≥ 3/2x 0 − x 0 /4 ≥ x 0 and consequently
Using (5.48) and (5.49) from Lemma 5.1 and the fact that tn * (t < ζ) ≤ N * (t), which follows from monotonicity of t → n * (t < ζ), we obtain
Conversely, assuming boundedness of q * t (x)/(d * +N * (t)) the boundedness of p t (x)/t follows directly from (2.18), since for x large enough we have
where the equality t 0 n(t − u < ζ)N * (u) du + dN * (t) + d * N (t) = t, (5.53) follows from (2.16) in the following way
Note that we have used the fact that dd * = 0. This ends the proof.
Proofs of asymptotic results as
Proof of Theorem 3.1. We begin with assuming (3.21) with some x 0 > 0 and fixing ε > 0. First, using the uniform continuity of ν(x) we find δ > 0 such that
for every x > x 2 . Using (3.26) we get
for t small enough and the δ < ε/(5x 0 ) gives
Finally, the remaining part Assuming that (3.22) holds with x 0 > 0 we use (2.18) and (5.53) to write
where δ is chosen as previously. Let x > x 2 = x 0 ∧ x 1 . Using (3.22) we get that the first integral above together with the last term are bounded by
for every x > x 2 , where we used once again (5.53) and the fact that dd * = 0. Then the integral
where in the last inequality we used (5.53 ). Finally, the boundedness of ν(x) on (x 2 , ∞) together with Proposition 3.1 entails that the remaining integral
by making t sufficiently small. Collecting all together we obtain the result.
Proof of Theorem 3.2. By (2.17) we can write
By Theorem 3.1, we have
uniformly on x > x 0 and the required convergence follows from (5.53).
5.3.
Proofs of estimates. Since Proposition 3.1 was proved in Subsection 5.1, we begin this part directly with the proof of Theorem 3.4.
Proof of Theorem 3.4. We begin with the implication (i) ⇒ (ii) and show the upper bounds in (3.32) . For fixed x 0 , t 0 > 0, we set r = x 0 /4 and we use the same arguments as in the proof of Proposition 3.2 in order to write
t (x, y) and I (2) t (x, y) are given by (5.51 ) and (5.52), respectively. To deal with I (1) t (x, y) we note that since z < y/2, we have |z − y| > y/2 > 2r. Consequently, (3.29) and (3.30) give ν(y − z) ≤ c(r)ν(y/2) ≤ c 2 (r)ν(y). Thus using the upper bounds in (3.31) we get
for some c 2 = c 2 (t 0 , x 0 ) > 0. Consequently, we can write
t (x, y) we will use the fact that for w < r < 2r < z and u < t we have Q *
x (τ r ∈ du, X τr− ∈ dw, X τr ∈ dz) = q * u (x, w)ν(z − w) du dw dz. which follows from the Ikeda-Watanabe formula. Note that the condition w < r < 2r < z implies that X τr− = X τr . Thus we have 
It gives
where the last inequality simply follows from estimating q * t−u (z, y) by p t−u (z, y) and enlarging the integration to the whole real line. Collecting all together we obtain
and Lemma 5.1 gives
The lower bounds can be shown as follows. For every x > x 0 and t ≤ t 0 , using (2.19), we write
We can estimate the last two quotients in the above-written integral using the lower bounds in (3.31) and (3.29)
Using the general upper bounds (3.26) with ε = h * (x 0 /2)/2 we obtain
for x > x 0 and t < t 1 , where the last inequality follows from monotonicity of h * (x). The same argument but using (3.27) instead of (3.26) leads to the desired lower bounds for x > x 1 and t < t 0 , where x 1 is some constant greater than x 0 . To finish the proof of the implication (i) ⇒ (ii) observe that the function
is a strictly positive continuous function of t > 0 and x > 0. Thus it is bounded from below by a strictly positive constant on the compact set
Now assume that (ii) holds. Since for every z > 0 and x > x 0 we have
, where the last inequality follows from (3.29), we get by (2.18) and (5.53) that for x > x 0 and t < t 1 with some t 1 ≤ t 0 . Finally, to deal with the lower bounds we use once again (2.18) and write for x > x 0 that
where the second line is a consequence of (ii) and in the last estimate we used (3.30).
Using the general upper bounds (3.26) for q t−u ((x, ∞)) allows us to write
for t < t 1 and x > x 0 , which by (5.53) gives
for t < t 1 and x > x 0 . The same holds true for t < t 0 and x > x 1 by using (3.27) instead of (3.26). The estimates on the remaining compact set [t 1 , t 0 ] × [x 0 , x 1 ] follows from the continuity argument as above. This ends the proof.
Using (5.57), (5.56) and then (5.58), we estimate the positive expression in (5.61) by
for every t < t 0 and x > x 2 . Note that we used the fact that δ > 1/2 in the first estimate and we also applied the substitution w = x − z in the inner integral. Integrability of the Lévy measure gives existence ofx > 0 such that ∞ x ν(z)dz ≤ ε 10(t 0 ∨ 1)(1 + c 5 )c 3 .
Thus we can write for x > x 3 = x 2 ∨ (2x) ∨ (5x/ε) that Collecting all together leads to The integrand in the integral above can be bounded in the following way
where the last function is integrable over (0, t) × (0, ∞). Thus, by dominated convergence and (3.34), we get that (5.60) tends to zero as x → ∞, uniformly in t < t 0 . It means that (3.36) follows. However, if we assume that ν(x) is non-increasing on (x * , ∞) we can deal with integral in (5.60) more carefully in the following way. In this case we assume that d * = 0, since for d * > 0 the result is obvious as it was explained in Remark 3.5. and obtain q * t (x) ν(x) − N * (t) ≤ ε N * (t), x > x 5 , t < t 0 which is just (3.37). Now we proceed in the opposite direction and assume that (3.37) holds. We fix ε > 0 and we find x 0 > 0 such that
for every t < t 0 and x > x 0 , where c 1 = c 1 (x 0 ) > 0 is chosen by using (3.29) to ensure that (5.64) ν(y) ≤ c 1 ν(x), y ≥ x ≥ x 0 .
Then we use (2.18) and (5.53) to write
The last term can be easily bounded directly by using (5.63) for given ε > 0, every t < t 0 and x > x 0 , where x 0 is large enough. This ends the proof.
