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When particles are magnetized, a diffusion process is influenced by the ambient magnetic field.
While the entropy increases, the constancy of the magnetic moment puts a constraint. Here, we
compare the E-cross-B diffusion caused by random fluctuations of the electric field in two different
systems, the Penning-Malmberg trap and the magnetic dipole trap. A Fokker-Planck equation
is derived by applying the ergodic ansatz on the invariant measure of the system. In the dipole
magnetic field particles diffuse inward and accumulate in the higher magnetic field region, while, in
a homogeneous magnetic field, particles diffuse out from the confinement region. The properties of
analogous transport in a more general class of magnetic fields are also briefly discussed.
I. INTRODUCTION
Dipole magnetic fields, which are commonly found in the universe, work as natural confinement devices for charged
particles (cf. [1]). The underlying mechanism of spontaneous confinement is the adiabatic invariance of the magnetic
moment, which puts a topological constraint on the diffusion process of particles across magnetic field lines. The same
mechanism can be applied to design an effective charged-particle trap [2, 3]. The sharp density gradient observed in
laboratory experiments [4, 5] is thought to be generated by a peculiar random walk, the so-called inward diffusion
[6, 7], which tends to homogenize the number of particles contained in each flux-tube [1, 8]. The creation of the
density gradient is fully consistent with the second law of thermodynamics because the thermodynamically consistent
entropy measure is defined on a magnetic coordinate system reflecting the conservation of the first adiabatic invariant
throughout the diffusion process [9–11]. Then, the confined plasma achieves an equilibrium (maximum entropy) state
characterized by a rigid rotation around the symmetry axis [2, 12], as it happens in the case of a Penning-Malmberg
trap [13–16]. Due to such peculiar properties, magnetic dipole traps for antimatter and pair plasma confinement are
currently under development [17, 18] and represent a promising source of applications [19].
The aim of the present paper is twofold. The first objective is the formulation of a thermodynamically consistent
diffusion operator in an inhomogeneous magnetic field. This is achieved by exploiting Liouville’s theorem [20] of
canonical Hamiltonian mechanics and by careful application of the ergodic hypothesis [21] on the corresponding
invariant measure (the phase space volume element preserved by the dynamical flow), where an H-theorem is proved.
The ergodic hypothesis on the invariant measure enables perturbations to be represented in terms of random processes,
which determine a Fokker-Planck equation for the plasma density. The obtained diffusion operator strongly departs
from conventional and phenomenological diffusion operators and reflects the inhomogeneity and the curvature of the
magnetic field, as well as the intrinsic properties of the fluctuations. The second goal of this study is to show that
the transport caused by E ×B drift in a dipole magnetic field pushes particles toward regions of high magnetic field
strength, resulting in spontaneous confinement of the plasma. It is concluded that such kind of magnetic trap should
provide a fundamental advantage when electrostatic fluctuations are taken into account.
II. EXB DRIFT FROM THE VIEWPOINT OF HAMILTONIAN MECHANICS
The equation of motion of a charged particle in an electromagnetic field is given by:
m
dv
dt
= q (E + v ×B) . (1)
In this notation, m, q, v = x˙, t, E = −∇φ−∂tA, B = ∇×A are particle mass, particle charge, particle velocity, time,
electric field and magnetic field respectively. Electric and magnetic fields are represented through the standard scalar
and vector potentials (φ,A). Equation (1) can be cast in canonical Hamiltonian form in terms of the Hamiltonian
function (representing particle energy):
H =
1
2m
(p− qA)2 + qφ, (2)
where the canonical variables are (p, q) = (mv + qA,x).
Purpose of the present study is to investigate the effect of E × B drift driven diffusion in different magnetic
topologies on transport and confinement. In the following, the magnetic field will be considered static, i.e. ∂tA = 0
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2and E = −∇φ. Furthermore, we shall not be concerned with the dynamics occurring at the time and length scales of
the fast cyclotron gyration around the magnetic field. In order to obtain the E ×B drift velocity, equation (1) must
be ‘reduced’ in the following way. First, the non-inertial limit m → 0 is taken. Physically, this is because when the
motion across field lines is considered the mass of a charged particle is effectively small, while inertial effects mainly
contribute to the cyclotron motion and to the dynamics along the magnetic field. The result of the reduction is:
0 = E + v ×B. (3)
Similarly, the Hamiltonian function becomes non-inertial:
H = qφ. (4)
It is worth to mention that equation (3) is still Hamiltonian [22].
Now observe that in the reduced equation of motion (3) the electric field is always perpendicular to the magnetic
field. Therefore, the charged particle is not subjected to any force along B. This allows a further reduction v‖ → 0,
where the velocity parallel to the magnetic field is completely discarded. Then, equation (3) can be inverted to give
the E ×B drift equation of motion:
v =
E ×B
B2
=
B
B2
×∇φ. (5)
It can be easily verified that the energy associated to equation (5) is qφ. Indeed:
φ˙ = ∇φ ·
(
B
B2
×∇φ
)
= 0. (6)
However, the E × B drift equation of motion (5) is not, in general, Hamiltonian. As it will be discussed in the
following section, the construction of a statistical theory of diffusion requires the existence of an invariant measure (a
volume element preserved by the dynamical flow). In the standard formulation of statistical mechanics such volume
element is provided by Liouville’s theorem of canonical Hamiltonian mechanics. Therefore, it is crucial to determine
the condition under which equation (5) admits an Hamiltonian form. Such condition is given by the so-called Jacobi
identity [23], which must be satisfied by the Poisson operator of the system. In the present case the candidate Poisson
operator is represented by the vector field B/B2, and the Jacobi identity reads:
B
B2
· ∇ ×
(
B
B2
)
=
B · ∇ ×B
B4
= 0. (7)
Clearly, equation (7) is not satisfied by a general magnetic field. In three dimensions, the condition (7) has a
geometrical interpretation: a smooth non-vanishing vector field obeying (7) is said to be integrable (in the sense of
the Frobenius theorem [24]) and, as such, admits the local representation B = λ∇C for some scalar functions λ and
C. Hence, the E ×B drift equation of motion (5) is Hamiltonian as long as the magnetic field is integrable.
Both the straight magnetic field of a Penning-Malmberg trap and the dipole magnetic field of a magnetic dipole
trap satisfy the vacuum condition ∇×B = 0 in those spatial regions that are accessible to the plasma (in the dipole
case ∇ ×B 6= 0 only within the coil generating the magnetic field). Therefore, in the domain of interest, equation
(7) is satisfied and the corresponding E ×B drift is Hamiltonian. Furthermore, notice that in both cases B = ∇C,
implying that C is a constant of motion (a so-called Casimir invariant):
C˙ = ∇C ·
(
∇C
|∇C|2 ×∇φ
)
= 0. (8)
It is useful to give C explicitly. In a straight magnetic field aligned to the z-axis of a cylindrical coordinate system
(r, z, θ), the Casimir invariant is C = z. In the case of a point dipole magnetic field [9],
B = ∇ψ ×∇θ, (9)
where ψ = r2
(
r2 + z2
)−3/2
is the flux function, one finds that C = z
(
r2 + z2
)−3/2
. Notice that physical units were
omitted. A contour plot of ψ and C is given in figure 1.
While the discussion of non-Hamiltonian diffusion in non-integrable magnetic fields is beyond the scope of the
present paper, some comments on the resulting statistical properties will be given in the conclusion.
3FIG. 1: Contour plot of ψ (red contours) and C (black contours) for the point dipole magnetic field (9) in the plane y = 0.
III. A STATISTICAL THEORY OF DIFFUSION
A. Invariant Measure
In the previous section it was shown that in straight and dipole magnetic fields E×B dynamics (5) is Hamiltonian.
Therefore, in virtue of Liouville’s theorem, an invariant measure dVI can be found. Let J be the Jacobian of the
coordinate change from the Cartesian reference system x = (x, y, z) to the coordinates spanning dVI :
dVI = J dV = J dx dy dz. (10)
The next step required to construct a diffusion operator is the explicit identification of J , which is in general a function
of the spatial variables x. By definition, the volume element dVI is said to be invariant with respect to the dynamical
flow v whenever
∇ · (Jv) = 0. (11)
Substituting equation (5), and recalling that in the case under examination B = ∇C, we arrive at the condition:
∇φ ·
[
∇
(
J
B2
)
×∇C
]
= 0. (12)
The solution of the nontrivial case C 6= φ is:
J = B2F (φ,C) , (13)
where F is an arbitrary scalar function of φ and C. However, for the statistical theory to be independent of the specific
properties of matter, the invariant measure cannot depend on the Hamiltonian qφ. Therefore, F is chosen to be only
a function of the Casimir invariant C, i.e. F = F (C). Notice that, in light of equation (13), the magnetic energy
contained in a volume Ω transported with velocity given by equation (5) is always preserved, E˙M =
d
dt
∫
Ω
B2
2µ0
dV = 0
where µ0 is the vacuum permeability.
B. Ergodic Hypothesis
Using the invariant measure dVI , the ergodic hypothesis can now be applied to obtain a convenient expression of
the turbulent electric field δE in terms of random processes. First, define the perturbation δE as the departure of
4the total electric field E from the ‘macroscopic’ term E = −∇φ as a result of random interactions among charged
particles in the ensemble:
E = E + δE = −∇φ+ δE. (14)
By definition,
〈δE〉 = 〈E −E〉 = 0. (15)
Notice that the ensemble average 〈 · 〉 is carried out on the invariant measure dVI :
〈E〉 =
∫
Ω
fE dVI , (16)
where f is the normalized distribution function such that dN = fdVI corresponds to the particle number contained
in the volume element, and Ω is the volume occupied by the plasma with
∫
Ω
f dVI = 1.
In virtue of the fact that dVI is an invariant measure, whose existence is a necessary condition of the ergodic theorem
[21], the ergodic hypothesis can be enforced and ensemble averages can be exchanged with time averages:
〈δE〉 = lim
T→∞
1
T
∫ T
0
δE dt = 0. (17)
Here, T is a time interval and equation (15) was used. Hence, the time average of the perturbation δE over a
sufficiently large T must vanish. It is only under these conditions that δE can be suitably represented by a random
process of zero time average:
δE = −D1/2Γ, (18)
where Γ = (Γx,Γy,Γz) is a three dimensional Gaussian white noise process and the constant and positive parameter
D1/2, bearing physical units of N C−1 s1/2, scales the strength of fluctuations. It is important to stress again that,
without the invariant measure, there would not be any statistical justification of the representation (18). Furthermore,
observe that the distribution function f characterizing the ensemble is defined on dVI , and not on the Cartesian
reference system (x, y, z). It will be shown soon that this second fact has fundamental implications for the consistency
of the diffusion process with the second law of thermodynamics.
C. Fokker-Planck Equation
This paragraph is dedicated at the derivation of the Fokker-Planck equation satisfied by the distribution function
f . First, notice that the total effective electric field E˜ acting on a charged particle is now:
E˜ = −∇φ−D1/2Γ− γ
2q
v. (19)
The last term in the equation is a friction force that is proportional (through the friction coefficient γ > 0) to the
velocity (5) as in the conventional definition. Such friction term, which counterbalances the self-induced fluctuations
δE, must be included to ensure preservation of total energy H = ∫
Ω
fqφ dVI . Thus, the stochastic equation of motion
satisfied by a charged particle in the turbulent electric field (19) is:
V = x˙ =
B
B2
×
(
∇φ+D1/2Γ + γ
2q
v
)
. (20)
Following the standard procedure (see [6, 7, 25]), equation (20) can be converted to a Fokker-Planck equation for
the particle density ρ in the Cartesian reference frame (x, y, z) where the stochastic velocity V is defined. The
Fokker-Planck equation reads [26]:
∂ρ
∂t
= ∇ ·
[
−ρ
(
v +
γB
2qB2
× v
)
+
1
2
D
B
B2
×∇×
(
B
B2
ρ
)]
. (21)
Observe how the diffusion operator of E ×B drift dynamics (the term proportional to D in the equation) strongly
depends on the topology of the magnetic field.
Finally, it must be emphasized that while the present derivation was limited to pure E×B drift to capture its role
in plasma transport, the general Fokker-Planck equation accounting for the full dynamical picture can be obtained
by application of the same procedure (see [6, 7]).
5D. H-Theorem
Purpose of the present section is to show that the Fokker-Planck equation (21) satisfies Boltzmann’s H-theorem
on the invariant measure dVI , and it is therefore consistent with the second law of thermodynamics. As a rewarding
result, the form of the distribution function at equilibrium will be obtained.
Let ρ be the (normalized) particle density in the Cartesian reference frame (x, y, z). Evidently:
fdVI = ρdV. (22)
Hence,
ρ = fJ = fB2F (C) . (23)
On the other hand, the entropy measure Σ of the system must be defined on the invariant measure dVI according to:
Σ = −
∫
Ω
f log f dVI = −
∫
Ω
ρ log
( ρ
J
)
dV. (24)
Here, equations (22) and (23) were used. Observe that the entropy measure Σ departs from the conventional measure
S = − ∫
Ω
ρ log ρ dV due to the Jacobian J . That Σ is the correct entropy measure can be verified by evaluating its
rate of change. For this purpose, take the domain Ω to be such that B × (∇f ×B) · n = 0 on the boundary ∂Ω,
where n is the outward normal to ∂Ω, and assume the boundary condition ∇φ = 0 on ∂Ω (these conditions ensure
that there is no probability flowing out of the prescribed domain so that the system is thermodynamically isolated).
Recalling that B = ∇C, F = F (C), and using boundary conditions and equation (21):
(25)
dΣ
dt
= −
∫
Ω
∂tρ
(
1 + log
( ρ
J
))
dV
=
∫
Ω
[
−ρ
(
v +
γB
2qB2
× v
)
+
1
2
D
B
B2
×∇×
(
B
B2
ρ
)]
· ∇
(
log
( ρ
J
))
dV
=
D
2
∫
Ω
ρ
[
γ
qD
∇φ+∇log
( ρ
B2
)]
× B
B2
·
[
∇ log
( ρ
B2
)
× B
B2
]
dV
=
D
2
∫
Ω
ρ
∣∣∣∣∇( γφqD + log ( ρB2)
)
× B
B2
∣∣∣∣2 dV − γ2q
∫
Ω
ρ
[
∇
(
γφ
qD
+ log
( ρ
B2
))
× B
B2
]
·
[
∇φ× B
B2
]
dV.
On the other hand, conservation of total energy demands that:
(26)
dH
dt
=
∫
Ω
∂tρqφ dV
= q
∫
Ω
[
ρ
(
v +
γB
2qB2
× v
)
− 1
2
D
B
B2
×∇×
(
B
B2
ρ
)]
· ∇φdV
= −qD
2
∫
Ω
ρ
[
∇
(
γφ
qD
+ log
( ρ
B2
))
× B
B2
]
·
[
∇φ× B
B2
]
dV
= 0.
Substituting this result in equation (25), it follows that:
dΣ
dt
=
D
2
∫
Ω
ρ
∣∣∣∣∇( γφqD + log ( ρB2)
)
× B
B2
∣∣∣∣2 dV ≥ 0. (27)
Therefore, Boltzmann’s H-theorem is satisfied. Furthermore, in the limit t→∞ the rate of change in Σ must vanish:
lim
t→∞
dΣ
dt
= 0. (28)
Then, assuming ρ > 0 and noting that the integrand in equation (27) is strictly positive, equation (28) implies:
lim
t→∞
[
∇
(
γφ
qD
+ log
( ρ
B2
))
×∇C
]
= 0 a.e. (29)
6Now define ρ∞ = limt→∞ ρ and further assume that ρ∞ ∈ C2 (Ω). From equation (29) one obtains:
ρ∞ = Z−1∞ B
2 exp {−β [qφ+ αG (C)]} , (30)
where Z−1∞ > 0 is a constant with units of m
−3T−2, α a constant with units of s−1, G (C) an arbitrary function of the
Casimir invariant C with units of Js, and β = γq−2D−1 the inverse temperature. The function G must be physically
determined by requiring that the argument of the exponential, which represents an effective ‘particle number’, satisfies
the additive property. Then, equation (30) can be interpreted as the probability distribution of a grand canonical
ensemble, G represents the ‘action’ associated to the invariant C, and the ‘frequency’ α the corresponding chemical
potential.
First, consider the implications of result (30) for a Penning-Malmberg trap. In such case, C = z and B = B0 with
B0 a positive constant. Furthermore, in a standard configuration ∂zρ∞ = 0, giving:
ρ∞ = Z−1∞ B
2
0 exp {−βqφ} , (31)
which reduces to the flat density ρ∞ = Z−1∞ B
2
0 for a neutral plasma φ = 0.
Next, consider a point dipole magnetic field. Recalling that C = z
(
r2 + z2
)−3/2
, now B2 = B2 (r, z) =(
r2 + 4z2
) (
r2 + z2
)−4
. Then,
ρ∞ = Z−1∞ B
2 (r, z) exp {−β [qφ+ αG]} = Z−1∞ M2
r2 + 4z2
(r2 + z2)
4 exp {−β [qφ+ αG]} , (32)
which is a strongly peaked profile toward the center of the dipole that can confine even a neutral plasma with density
ρ∞ = c0B2 (r, z) exp {−βαG}. Here, M is a physical constant with units of Tm3. Hence, the result (30) clearly shows
that the topology of the magnetic field can generate a steep density gradient as a result of E ×B drift.
Finally, one may wonder how equation (30) changes when the full guiding center dynamics is taken into ac-
count. In such case, the invariant measure is the 6-dimensional volume element dVI = d`dψdθdv‖dµdθc =
m−2Bdxdydzdv‖dµdθc = m−2BdV . Here, ` is the length coordinate along field lines, v‖ the velocity along the
magnetic field, µ the magnetic momentum, and θc the phase of the cyclotron gyration. Now the Jacobian J is the
field strength B and the Casimir invariant is C = µ, leading to a distribution function f˜ = fB on dV of the type
f˜ = Z−1∞ B exp {−β [H + αµ]}, with Z−1∞ a constant in appropriate units and H = µB + m2 v2‖ + qφ the Hamiltonian
function. The reader is referred to [6, 7, 11] for further details.
IV. NUMERICAL TEST IN A DIPOLE MAGNETIC FIELD
In this section, the theory is put to the test of numerical simulations. To capture the role of the magnetic field in
the diffusion process, the case of a neutral plasma φ = 0 is considered. The stochastic equation of motion (20) reduces
to:
V = D1/2
B
B2
× Γ. (33)
Equation (33) will be simulated for an ensemble of 8 · 106 particles in the straight magnetic field case, and for
an ensemble of 3.4 · 105 particles in the dipole magnetic field case (the smaller particle number is due to higher
computational cost). Typical orbits are shown in figure 3. Then, the resulting density will be compared with equation
(30). The initial condition is a flat density distribution in a cubic domain centered at the origin of (x, y, z) space for
the straight magnetic field case and a flat density distribution within the level set ψ0 = 0.6 in the dipole magnetic
field case. If B = ∇z is a straight magnetic field, a flat equilibrium density profile ρ∞ = Z−1∞ B20 is expected (recall
equation (31)). If B is a dipole magnetic field, an inhomogeneous density profile ρ∞ = Z−1∞ B
2 (r, z) exp {−βαG}
is expected (recall equation (32)). In the simulation, instead of the point dipole approximation, the magnetic field
generated by a current loop of infinitesimal section and finite radius will be used. The dipole magnetic field is now
written as:
B =
1√
Q
{
xz
r2
[
Q− 2r
Q− 4rE
(
k2
)−K (k2)] , yz
r2
[
Q− 2r
Q− 4rE
(
k2
)−K (k2)] , [2 (1 + r)−Q
Q− 4r E
(
k2
)
+K
(
k2
)]}
. (34)
In this expression, K and E are the complete elliptic integrals of first and second kind, k2 = 4r/Q, Q = (1 + r)
2
+ z2.
Furthermore, the magnetic field has been normalized to the reference magnetic field B0 = µ0I/2pia, where I is the
7FIG. 2: Density plot of B2 for the dipole magnetic field (34). Red lines are the contours of the flux function ψ and represent magnetic
field lines. Cyan contours correspond to the level sets of magnetic field strength B. (a) Density plot of the function B2 (x, y, 0). (b)
Density plot of the function B2 (r, z).
FIG. 3: (a) Orbit of a particle in the plane z = 0 for E × B diffusion in a straight magnetic field. (b) and (c): orbit of a particle in
the planes y = 0 and (r, z) for E ×B diffusion in a dipole magnetic field. Notice that both orbits lie on the surface C =constant, with
B = ∇C.
current flowing in a loop of radius a (the point dipole magnetic field can be obtained in the limit a → 0). Similarly,
the coordinates (x, y, z) are normalized in units of loop radius a. A density plot of B2 is given in figure 2.
The result of the numerical simulation in a straight magnetic field is shown in figure 4. As predicted, the distribution
is flat. Figure 5 shows the time evolution of the density profile in the case of diffusion in a dipole magnetic field. In
the left column of figure 5, the value u (x, y) =
∫
ρ (x, y, z) dz is shown as a function of time t. In the right column
of figure 5, the value
∫
ρ (r, z) dθ = 2piρ (r, z) is shown as a function of time t. Notice how ρ progressively approaches
B2 of figure 2 as expected (the left column of figure 4 should be compared with figure 2(a) and the right column with
figure 2(b)). The discrepancy between the profiles of ρ and B2 is due to the finiteness of the calculated time interval
and to the chosen initial condition ρ0 = ρ (t = 0) = Z
−1
0 θ (ψ − ψ0), with Z−10 > 0 a constant, which is such that
G (C) 6= 0 in equation (30). Indeed, since the diffusion process cannot redistribute particles among different level sets
of C, the number dN (C) of particles between C and C + dC is always constant, implying dN0 = 2piZ
−1
0 dC
∫∞
ψ0
dψ
B2 =
dN∞ = 2piZ−1∞ e
−βαGdC
∫∞
0
dψ, and therefore G (C) = − 1βα log
(
k
∫∞
ψ0
dψ
B2
)
with k = Z∞Z−10 /
∫∞
0
dψ.
8FIG. 4: Numerically calculated equilibrium density profile in the (x, y) plane for E ×B diffusion in a straight magnetic field.
V. CONCLUSION
In the present paper, the role of E × B drift transport driven by self-induced electromagnetic fluctuations in
integrable magnetic topologies was investigated. A Fokker-Planck equation was formulated by enforcing the ergodic
hypothesis on the invariant measure provided by Liouville’s theorem of Hamiltonian mechanics. Boltzmann’s H-
theorem was demonstrated, and the equilibrium distribution obtained. The derived distribution shows that, in the
presence of an inhomogeneous magnetic field, E × B drift dynamics can confine neutral and non-neutral plasmas
by creating a sharp density gradient. It is concluded that inhomogeneous magnetic fields, such as dipole magnetic
fields, should be advantageous with respect to plasma confinement in the absence of external driving if compared to
homogeneous magnetic configurations.
The results discussed here pertain to integrable magnetic fields, which make E ×B drift dynamics Hamiltonian.
However, it is of physical interest to elucidate how the diffusion process is modified by the introduction of non-
integrable magnetic fields, such as the Beltrami field arising in Taylor’s relaxation theory. Due to the loss of the
Hamiltonian structure that enabled the construction of the diffusion operator, the generalization of the theory to
arbitrary magnetic fields requires a fundamental change of perspective that was not addressed here. Nevertheless, it
is worth to mention that beyond integrable magnetic fields the discriminant between confinement and disruption of
the density profile is provided by Beltrami fields: in a Beltrami field of uniform strength, the density distribution will
become flat as a result of the diffusion process.
9FIG. 5: Time evolution of density profile for E ×B diffusion in a dipole magnetic field. The left column (plots (A), (B), and (C)) shows
the behavior of u (x, y) =
∫
ρ (x, y, z) dz. The right column (plots (a), (b), and (c)) shows the behavior of
∫
ρ (r, z) dθ = 2piρ (r, z). Time t
is given in arbitrary units. Contours of ψ and B are shown as in figure 1. Additional details are given in the text.
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