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Abstract
Let (x) = inf{t ¿ 0: Q(t)¿ x} be the time of .rst over/ow of a queueing process {Q(t)}
over level x (the bu1er size) and z=P((x)6 T ). Assuming that {Q(t)} is the re/ected version
of a L3evy process {X (t)} or a Markov additive process, we study a variety of algorithms for
estimating z by simulation when the event {(x)6 T} is rare, and analyse their performance. In
particular, we exhibit an estimator using a .ltered Monte Carlo argument which is logarithmically
e8cient whenever an e8cient estimator for the probability of over/ow within a busy cycle (i.e.,
for .rst passage probabilities for the unrestricted netput process) is available, thereby providing
a way out of counterexamples in the literature on the scope of the large deviations approach to
rare events simulation. We also add a counterexample of this type and give various theoretical
results on asymptotic properties of z=P((x)6 T ), both in the re/ected L3evy process setting and
more generally for regenerative processes in a regime where T is so small that the exponential
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1. Introduction
Let {Q(t)} be a queueing process, say the queue length, the workload or the /uid
bu1er content in continuous time, or the waiting time of successive customers in dis-
crete time, and de.ne (x) = inf{t ¿ 0: Q(t)¿ x}. We are interested in evaluating
z = P((x)6T )
by simulation in a situation where both x and T are large but T is small compared
to x in the sense that the event {(x)6T} is rare, i.e., z is small. This is a highly
relevant problem in telecommunications where one identi.es x with the bu1er size and
(x) with the time of the .rst bu1er over/ow, and the values of z of interest can be
as small as 10−9.
For simplicity, we will assume for most of the paper that {Q(t)} is the re/ected
version of a L3evy process {X (t)} (the netput process) and that Q(0) = X (0) = 0, i.e.,
Q(t) = X (t) + L(t) where L(t) =−inf{X (s): 06 s6 t}: (1.1)
Here L(t) is commonly referred to as the local time, and we denote by
() =
1
t
log E eX (t)
the L3evy exponent. See, e.g., Bertoin (1990) or Asmussen (2000, Chapter II) for
some relevant background. This set-up covers simple queueing models like the M=M=1
queue length or the M=G=1 workload (and, in discrete time, where {X (t)} is a random
walk, the GI=G=1 waiting time and many imbedded Markov chains in continuous-time
queues; however, we will stick to continuous time notation). We note additionally that
the discussion is easily extended to the case Q(0)¿ 0 as well as to Markov-modulated
models, see Section 6.
An important characteristics of the problem we study is that it deals with the queue-
ing process itself rather than the netput process for which there is an extensive literature
on rare events problems associated with !(x)=inf{t ¿ 0: X (t)¿ x}. Note in this con-
nection that
P((x)6T )¿P(Q(T )¿ x) = P(!(x)6T )¿P(X (T )¿ x) (1.2)
(the equality in the middle follows from the well-known fact that Q(T ) has the same
distribution as max06t6T X (t), cf. Asmussen (1987) III. 7–8). An important technique
in the literature relating to P(!(x)6T ) or P(X (T )¿ x) is exponential change of
measure which amounts to considering  with ()¡∞ and letting P; E refer to the
case where the L3evy exponent is changed from () to () = ( + ) − (). Of
particular importance in the case ′(0)¡ 0 of negative drift is the case where  = ,
the solution ¿ 0 of () = 0. The relevant exponential change of measure can often
be identi.ed via a large deviations argument identifying the most likely path leading
to the rare event. See Section 2 for more detail.
More recently, counterexamples indicating that the scope of this approach is lim-
ited have started to appear, see in particular Glasserman and Kou (1995a), Glasserman
and Wang (1997) and Asmussen et al. (2000). The example of Glasserman and Kou
(1995a) is of particular relevance for the present paper because the role of re/ecting
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boundaries is crucial. It shows (in the setting of two-dimensional random walks) that
even if the most likely path can be the same for the re/ected and the unrestricted
process, then the e8cient estimator for the unrestricted process may not work at all
for the re/ected one. We will present one further instant of this phenomenon when
analysing Algorithm I below (the .rst of Algorithms I–IV discussed in this paper); this
example is maybe conceptually simpler by being one dimensional. One of the main
contributions of this paper is to present an algorithm (Algorithm IV) which in simple
cases resolves this problem by means of a conditioning argument involving regenera-
tive cycles. It allows in fair generality to reduce the problem of e8cient simulation of
large deviations probabilities for a re/ected process to that of .nding e8cient estima-
tors within the cycle, a problem which typically only involves the unrestricted netput
process. We remark in this connection that this approach is di1erent from a conversion
from unrestricted processes to re/ected ones which has been extensively used in the
simulation literature (see, e.g., the survey in Asmussen and Rubinstein (1995) and ref-
erences there), namely to express the tail of the stationary r.v. Q(∞) in the re/ected
process as a .rst passage probability in the unrestricted one; in the setting of (1.2),
the identity is P(Q(∞)¿ x) = P(!(x)¡∞) and is obtained by letting T →∞.
In Section 2, we give a somewhat more elaborate discussion of rare events behaviour.
Also some limit results of independent interest for rare events in regenerative processes
are given. In the setting of re/ected L3evy processes, the discussion of Section 2 leads
to the suggestion of Algorithms I–III for simulating z e8ciently in Section 3. However,
numerical illustrations and theoretical results show that these algorithms do not meet
the optimality concept of logarithmic e8ciency discussed in the rare events simulation
literature. The positive results are then in Section 4, where we describe Algorithm IV
(the one involving conditioning via regenerative cycles as mentioned above) and show
certain optimality properties. We point out also that this algorithm has potential beyond
the re/ected L3evy process setting (but see the discussion of the di8culties arising in
cases such as the problem studied by Glasserman and Kou (1995a)). Finally, some of
the more technical proofs are deferred to Section 5 (a key tool is sample path large
deviations), and some concluding remarks and extensions are in Section 6.
2. Preliminaries
We start by three examples.
Example 2.1. The M=M=1 queue length process corresponds to X (t) = N(t) − N(t)
where N; N are independent Poisson processes with intensities ; resp.  ( denotes
the arrival intensity and  the service intensity). Further
() = log E eX (1) = (e − 1) + (e− − 1)
so that
() = (+ )− () = (e+ − e) + (e−− − e−)
= (e − 1) + (e− − 1);
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where =e; =e−. Thus P corresponds to a M=M=1 queue with arrival intensity
 and service intensity . It follows also that =−log  where = =; and hence
 = ;  = . The quantity ′() plays an important role in the following; and one
gets easily ′() =  − .
The busy cycle can be de.ned as either of
C′ = inf{t ¿ 0: Q(t) = 1; Q(t−) = 0 |Q(0) = 1};
C′′ = inf{t ¿ 0: Q(t) = 0; Q(t−) = 1 |Q(0) = 0}:
Example 2.2. The M=G=1 workload process corresponds to X (t)=
∑N(t)
i=1 Ui− t where
U1; U2; : : : are i.i.d. service times independent of N. Further ()=(E eU −1)− t and
it follows easily along the lines of Example 2.1 that P corresponds to a M=G=1 queue
with arrival intensity = E eU and service time distribution obtained by exponential
tilting with ;
P(U ∈ du) = e
u
E eU P(U ∈ du):
In the M=M=1 case; this means that P corresponds to a M=M=1 queue with arrival
intensity =+ and service intensity =−; i.e.; an additive change of intensities
rather than a multiplicative one as for the queue length. However;  and  are the
same for the two cases (for the M=M=1 workload;  =  −  and ′() = 1= − 1; in
the general M=G=1 case;  and ′() have to be computed numerically).
As in the preceding example, a busy cycle is composed of a busy period and an
idle period, the order of which is unimportant.
Example 2.3. If {X (t)} is Brownian motion with drift − and variance constant 2;
then {Q(t)} is re/ected Brownian motion with the same parameters. This process
occurs widely as an approximation to in part substantially more complicated queueing
processes (see; e.g.; Whitt; 2002). One has () =−+ 22=2 and it follows easily
along the lines of Example 2.1 that P corresponds to changing the drift to =+=2;
whereas the variance remains una1ected. Further; = 2; ′() = .
The choice of a regenerative cycle is less canonical than in the two preceding
examples, but one can take, e.g.,
C = inf{t ¿ 0: Q(t) = 0; (1)¡t |Q(0) = 0}
(“up to 1 from 0 and back to 0 again”).
The following result, covering all three examples, will be used in the following:
Lemma 2.4. For any L8evy process with ′(0)¡ 0 and ′()¡∞; there exists a
constant K such that for any choice of the regenerative cycle C for {Q(t)};
P((x)¡C) ∼ KEC e−x; x →∞:
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Proof. The asymptotic exponentiality follows by exponential change of measure; cf.
Asmussen (1999); and the independence of K of C is shown in Lemma 2.6(ii) of
Asmussen (1998).
The following results give the order of magnitude of the rare event probability z.
The proofs are more technical and deferred to Section 5.
Theorem 2.5. Let {Q(t)} be any regenerative process with generic cycle C; let Nf(x)=
P((x)¡C); Nf(t; x) = P((x)6 t ¡C) and assume that T (x) ↑ ∞; x →∞; in such
a way that
lim
x→∞
Nf(x)T (x) = 0; lim
x→∞
Nf(T (x); x)
Nf(x)
= 1 (2.1)
for all ¿ 0. Then P((x)6T (x)) ∼ Nf(x)T (x)=EC.
The result should be compared with the standard exponential approximation for (x),
stating that P((x)6T (x))→ 1−e−y provided Nf(x)T (x)=EC → y, see Keilson (1966),
Gnedenko and Kovalenko (1989) and Glasserman and Kou (1995b) [basically, Theorem
2.5 is a more informative version of this statement for the case y = 0].
Corollary 2.6. Under the conditions of Lemma 2.4; P((x)6T (x)) ∼ e−xT (x)K
provided e−xT (x)→ 0 and T (x)=x →∞.
Let
∗(m) = sup

[m− ()]
be the large deviations rate function (see, e.g., Dembo and Zeitouni (1998)). When
needed (as to avoid technicalities in the following theorem), we will tacitly assume
that (·) is steep in the sense of Dembo and Zeitouni (1998, p. 44) which implies
that the sup is attained for the unique  = (m) satisfying the saddlepoint equation
′() = m. For example, in the Brownian case (Example 2.3) with 2 = 1, one has
∗(x) = (x + )2=2, whereas for the M=M=1 queue length process (Example 2.1) one
gets
∗(x) = x log g(x)− (g(x)− 1)− (g(x)−1 − 1)
where g(x) =
1
2
(x +
√
x2 + 4):
Theorem 2.7. Consider a re;ected L8evy process {X (t)}; and assume x=T (x) → m
where m¿′(0)¿ 0 or ′(0)¡ 0; m¿′(). Then
1
x
logP((x)6T (x))→ −∗(m)=m:
Note that it is well known (Anantharam, 1988) that the same conclusion holds for the
(smaller, cf. (1.2)) probabilities P(Q(T (x))¿ x) and P(X (T (x))¿ x). Thus, basically
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{(x)6T (x)} occurs by {X (t)} reaching level x at time T (x) and not before and, as
the proof will show, level 0 is left almost instantaneously at t = 0 so that Q(t) and
X (t) are almost identical when t6T (x).
Now return to the problem of evaluating z= z(x)=P((x)6T ) by simulation. The
standard Monte Carlo procedure is to determine a r.v. Z =Z(x) which has mean z and
can be generated by simulation. Then N i.i.d. replicates Z1; : : : ; ZN of Z are generated
and the point estimator is the empirical mean
NZN =
1
N
N∑
i=1
Zi
with associated 95% con.dence interval NZN ± 1:96ˆ=N 1=2 where ˆ2 is the empirical
variance of Z1; : : : ; ZN .
Since we assume z to be small, the problem is one of rare events simulation, see e.g.,
the survey papers Heidelberger (1995) and Asmussen and Rubinstein (1995) where one
ideally looks for estimators Z(x) which have bounded relative error,
lim sup
x→∞
Var(Z(x))
z(x)2
¡∞
or at least has the slightly weaker property
lim sup
x→∞
Var(Z(x))
z(x)2−
¡∞ for all ¿ 0
of logarithmic e8ciency discussed in Heidelberger (1995) and Asmussen and Rubin-
stein (1995). In many examples, this can be achieved by importance sampling where
one uses a change of measure making the rare event A(x) (say) more likely. That
is, if P˜ is the changed measure (P˜ could depend on x), then Z(x) = dP=dP˜ · I(A(x)).
More speci.cally, it is well known that it often works to take P˜ close in an asymptotic
sense to the conditional distribution P(· |A(x)) given the rare event as possible (but
see the Introduction for counterexamples!). Via conditioned limit theorems such as in
Asmussen (1982), this leads into exponential change of measure as surveyed above.
The likelihood ratio is then
dP
dP
∣∣∣∣
T
= exp{−X (T ) + T()}
(T may be constant or a stopping time like (x) or (x) ∧ T ).
Three main examples of relevance for the following are:
1. A(x) = {X (T )¿ x} where x¿T′(0). Then the saddlepoint method suggests to
choose  such that EX (T ) = x, i.e.,  is the solution of T′() = x. The resulting
algorithm is logarithmically e8cient as x →∞ if T = T (x) varies with x in such a
way that x=T has a limit m¿′(0), cf. Bucklew et al. (1990).
2. A(x)={!(x)6T} where x¿T′(0)¿ 0 or ′(0)¡ 0; x¿T′(). Again, the sad-
dlepoint method suggests to choose  such that EX (T ) = x, i.e. T′() = x. The
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resulting algorithm is logarithmically e8cient as x →∞ if T = T (x) varies with x
in such a way that x=T has a limit m, cf. Asmussen (2000) X.4.
3. A(x)={!(x)¡∞} (assuming ′(0)¡ 0 to make A(x) rare). Here the choice = 
gives relative bounded error, cf., e.g., Asmussen and Rubinstein (1995).
As a fourth example, essentially a small variant of Item 3, consider A(x)={(x)¡C}
where C is a regenerative cycle for {Q(t)}. For a simple re/ected random walk with
the starts of cycles being de.ned as the return times to 0, exponential choice of measure
with =  gives bounded relative error (see Asmussen and Rubinstein, 1995, p. 436).
With some care, this holds quite generally, but that care is indeed needed, is illustrated
via the following example which also may serve as an introductory warning that the
presence of boundaries may cause trouble:
Example 2.8. Consider as in Example 2.1 the M=M=1 queue length; and recall the two
choices C′; C′′ of the busy cycles. If we choose C′; corresponding to starting the busy
cycle with one customer who just arrived; the paths of {Q(t)} and {1+X (t)} coincide
up to t =C′ when (x)¡C′; and the estimator corresponding to importance sampling
governed by P is
Z ′(x) = x−1I((x)¡C′) = X ((x))I((x)¡C′) = x−1I(X (!∗(x)) = x − 1);
where !∗(x)=inf{t ¿ 0: X (t)∈{−1; x−1}}. From this it is immediate that the second
moment is of order 2x and hence (since it is well known that P((x)¡C) is of order
x) that the estimator has bounded relative error.
Now apply instead the choice C′′, corresponding to starting the busy cycle with the
system empty. Using again importance sampling from P, the estimator is
Z ′′(x) = X ((x))I((x)¡C′′) = x−L((x))I((x)¡C′′);
where L((x)) coincides with the number M of .ctitious service events during the
idle period on {(x)¡C′′}. Conditionally upon an idle period of length x; M is
Poisson(x) w.r.t. P, and hence
P(M = m) =
∫ ∞
0
 e−x e−x
(x)m
m!
dx =
m
( + )m+1
=
m
(1 + )m+1
:
Therefore E−2M ¡∞ if and only if (1 + )¿ 1, i.e. ¿ 0:62, and since M and
{(x)¡C′′} are independent, this is also the condition for Z ′′(x) to have a .nite
second moment (then indeed one has bounded relative error).
An obvious modi.cation applies to produce an estimator which has bounded relative
error for all ¡ 1: do not use importance sampling in the idle period but turn it on at
the arrival time of the .rst customer. Similarly, in the Brownian case in Example 2.3
one should not use importance sampling in the whole cycle but only after (say) level
1 has been hit (we omit the details of calculation supporting this statement).
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3. Algorithms–'rst attempts
As discussed above, importance sampling aims at making the rare event in some
sense ‘typical’ in the changed distribution. We here suggest three ways to do this and
in the next section a fourth algorithm which has a somewhat di1erent structure.
The .rst idea is to impose a linear drift to take {Q(t)} to level x at time T (the
motivation for the procedure leading to Z ′I may not be clear at this stage, but is
motivated from Anantharam (1988) and further discussed in Section 6).
Algorithm I. (i) If ′(0)¿ 0; T′(0)¡x or ′(0)¡ 0; T′()¡x; choose  such that
T′() = x. Simulate from P until T ∧ (x) and use the estimator
ZI = ZI(x) = exp{−X ((x)) + (x)()}I((x)6T ):
(ii) If ′(0)¡ 0; T′()¿x, simulate without importance sampling until t(x)=T −
x=′() (or just (x) if (x)¡t(x)). If (x)¿t(x), simulate from P in (t(x); T ∧(x)].
The overall estimator is
Z ′I = Z
′
I (x) = I((x)6 t(x)) + exp{−[X ((x))− X (t(x))]}I(t(x)¡(x)6T ):
The second idea is to make T central in the distribution of (x) as follows:
Algorithm II. Choose  such that E(x)=T . Simulate from P until T ∧ (x) and use
the estimator
ZII = ZII(x) = exp{−X ((x)) + (x)()}I((x)6T ):
This choice of  is de.nitely more intricate than in Algorithm I; but feasible in rea-
sonable generality. In fact; Asmussen and Kella (2001) give a general formula for the
expected value of a general stopping time for a re/ected L3evy process. E.g.; for the
queue length process in M=M=1; this leads to
E(x) = (
−x e−2x − 1)− x(1−  e2)
(1−  e2)2 :
The approach generalizes to Markov-modulated systems; see Asmussen et al. (2002)
and references there.
The performance of Algorithms I and II is illustrated in Table 1 for the M=M=1
queue length process (Example 2.1) with  = 0:5;  = 1 and (as for Fig. 1 and
Table 1
Estimators for di1erent M=M=1 queues using Algorithms I and II
x T z zˆI Var(zˆI)=zˆ2I zˆII Var(zˆII)=zˆ
2
II
10 10 3:0× 10−4 3:9× 10−4 2.1 4:2× 10−4 6.7
15 15 5:7× 10−6 6:6× 10−6 2.9 6:8× 10−6 6.5
20 20 1:1× 10−7 1:3× 10−7 14.9 1:2× 10−7 4.3
25 25 2:2× 10−9 2:4× 10−9 6.2 2:5× 10−9 4.6
30 30 4:3× 10−11 5:1× 10−11 15.7 6:4× 10−11 12.7
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Table 2 below) 1000 replications. As comparison, we included also exact values of
the rare event probability z(x) which were obtained from the algorithm of Asmussen
et al. (2002) (the method behind is to obtain the Laplace transform of (x) explicitly
by optional stopping of a martingale of Kella and Whitt (1992), and to invert the
Laplace transform numerically).
It is seen that the di1erences between Algorithms I and II are minor (the values of
 were also almost identical), and both appear to produce reliable results. However,
the /uctuations in the estimated relative error appear surprisingly large, and in fact
the following theoretical results give an explanation of this and shows that one should
not trust Algorithm I at least for stable queues (in view of the similarities between
Algorithms I and II, we have omitted a theoretical analysis of Algorithm II). For the
proofs, see Section 5.
Theorem 3.1. Consider the limit x=T (x)→ m¿′(0). Then:
(a) Algorithm I(i) is logarithmic e<cient if (−)¡();
(b) Algorithm I(i) is not logarithmic e<cient if (−)¿().
On the positive side:
Corollary 3.2. If ′(0)¿ 0; then there exists m1¿′(0) such that for all m∈
(′(0); m1); Algorithm I(i) is logarithmic e<cient in the limit x=T (x)→ m.
However, in the stable case the result is disappointing:
Corollary 3.3. If ′(0)¡ 0; then there exists m2¿′() such that for no m∈
(′(); m2); Algorithm I(i) is logarithmic e<cient in the limit x=T (x)→ m. In the case
of re;ected Brownian motion with drift or the M=M=1 queue length process; m2 =∞.
We show below (Example 4.3) that nevertheless an e8cient estimator based upon
the same exponential choice of measure can be produced.
The third algorithm is more sophisticated and uses a regenerative argument, viewing
the exceedance of level x as result of independent trials in the busy cycles. This is
motivated by the crucial role this point of view plays in extreme value theory, cf.
Asmussen (1999) and references there. In fact, it appears at a .rst sight that this
algorithm is the one which is closest to the idea of simulating from a distribution close
to P(· | (x)6T ). Let C1; C2; : : : be the consecutive busy cycles and
M (T ) = inf{n: C1 + · · ·+ Cn¿T}
(here by convention C1 + · · ·+Cn=0 when n=0). Note that M (T ) is of order T=EC.
The importance sampling distribution P˜ is determined as follows. For each cycle, a
coin is /ipped coming up heads with probability p where p=EC=T (i.e., the expected
number of heads is approximatively 1). If tails come up, the cycle is simulated without
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change of measure, if heads come up P is used until the queueing process reaches
level x or the cycle is completed (whatever happens .rst). We get:
Algorithm III. At the start of cycle i; generate a 0–1 variable Ui with P(Ui =1)=p.
If Ui = 0; simulate cycle i without importance sampling. If Ui = 1; simulate from P
until {Q(t)} reaches level x or the cycle is completed; and let Li be the likelihood at
that time. De.ne further Vi =1 if the queue length reaches level x in the cycle; Vi =0
otherwise. The estimator is
ZIII = ZIII(x) = I((x)6T )
M (T )∧K∏
i=1
1
(1− p)1−Ui
[
1
p
Li
]Ui
;
where K = inf{i: Vi = 1}.
The empirical results on the performance of this estimator (omitted here; see Frantz,
2000) were, however, disappointing and in fact, the following example shows that the
relative error can be huge so that Algorithm III should not be used to estimate the
probability of a bu1er over/ow.
Example 3.4. Take x=21; T =10000; =0:5; =1:0 so that P(Ui =1) = 4× 10−4.
In one of our numerical experiments; an over/ow occurred in cycle C1000 without
importance sampling (U1000=0); so that the run is ended in cycle C1000. In the previous
999 cycles; importance sampling was turned on once; but no over/ow occurred. This
sample path gives a likelihood ratio of
1
(1− 4× 10−4)999p e
−log(0:5=1:0) ≈ 1864 (3.1)
and therefore has a large contribution to the estimator. We will show that also the
contribution to the second moment is huge. If (T ) is the probability of an over/ow in
the period [0; T ]; then by Theorem 2.5 (T=2) ∼ (T )=2. Hence we get asymptotically
that
EZ2III¿
(
Tp
2EC (1− )(1− p)
T=2EC−1
)
(T=2)
(

(1− p)T=EC−1p
)2
¿
T
2pEC (1− )
2(T=2) ≈ T
2
2EC2 (1− )
2 1
2
(T )
= T 2(T )
(1− )2
4EC2 :
In fact; note that (a) T=2EC is the average number of cycles in a time interval [0; T=2];
(b) for large bu1ers no over/ow in a cycle without importance sampling occurs with
probability (1−); (c) p(1−p)T=2EC−1 corresponds to exactly one cycle being simulated
using importance sampling. Considering the contribution from the speci.c sample path;
we therefore get the lower bound√
T 2(T )((1− ))=4EC2 − (T )2
(T )
≈ 12826
for the relative error.
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4. An e(cient algorithm
The .nal algorithm takes advantage of the fact that an e8cient algorithm for the
simulation of P((x)6C) is available, cf. Item 3 at the end of Section 2. This is then
combined with a conditioning argument using the renewal representation and thus the
algorithm contains the ingredient of conditional Monte Carlo, more precisely extended
conditional Monte Carlo in the sense of Bratley et al. (1987) (see also Glasserman,
1996).
Algorithm IV. We use the representation
P((x)6T ) =
∫ T
0
Nf(T − t; x)U (dt; x); (4.2)
where Nf(t; x) = P((x)6 t ¡C) as in Theorem 2.5 and
U (A; x) =
∞∑
k=0
P(C1 + · · ·+ Ck ∈A; (x)¿C1 + · · ·+ Ck)
(to obtain (4.2); condition upon the time t =C1 + · · ·+Ck where the cycle containing
(x) starts).
Simulate .rst a cycle {Q(t)}06t6C with importance sampling from P implemented
such that L∗(x)I((x)¡C) is an estimator of P((x)¡C) with bounded relative error
(cf. Example 2.8) where ∗(x) = (x) if (x)¡C; ∗(x) = ∞ otherwise and L∗(x)
is the likelihood ratio at time ∗(x). Then Nˆf(t; x) = L∗(x)I(∗(x)6 t) is an unbiased
estimator of f(t; x). Simulate next cycles
{Q(t)}06t6C1 ; {Q(t)}06t6C2 ; : : : ; {Q(t)}06t6CN (4.3)
without importance sampling, where
N = inf
{
k :C1 + · · ·+ Ck ¿T or max
06t6Ck
Q(t)¿ x
}
:
Then for A ⊆ [0; T ],
Uˆ (A; x) =
N−1∑
k=0
I(C1 + · · ·+ Ck ∈A)
is an unbiased estimator of U (A; x) and we can let
ZIV = ZIV(x) =
∫ T
0
Nˆf(T − t; x)Uˆ (dt; x)
= L∗(x)
N−1∑
k=0
I(∗(x)6T − C1 − · · · − Ck):
Note that if ∗(x) =∞, then ZIV = 0 and it is not necessary to simulate (4.3) (also if
∗(x)¡∞, it may happen that ZIV = 0, namely if ∗(x)¿T ).
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Fig. 1. Estimated probability of bu1er over/ow in an M=M=1 queuing system with bu1er size x=31, arrival
rate = 0:5 and service rate = 1:0. The .gure shows the estimates produced by Algorithms I and IV and
the exact values of z computed by transform inversion for di1erent simulation times T .
Table 2
Estimators for di1erent M=M=1 queues using Algorithm IV
x T z zˆIV Var(zˆIV)=zˆ2IV
12 35 1:2× 10−3 1:2× 10−3 1.6
16 53 1:1× 10−4 1:2× 10−4 1.3
20 80 1:1× 10−5 1:1× 10−5 1.5
24 121 1:2× 10−6 1:2× 10−6 1.2
28 184 1:3× 10−7 1:3× 10−7 1.0
32 279 1:3× 10−8 1:4× 10−8 0.9
36 422 1:3× 10−9 1:2× 10−9 1.2
40 640 1:3× 10−10 1:3× 10−10 1.0
44 970 1:3× 10−11 1:2× 10−11 1.2
The performance of Algorithm IV is illustrated in Table 2 for the same M=M=1
example as in Table 1. A further numerical study is in Fig. 1, including also numbers
produced by Algorithm I. The good results are con.rmed by:
Theorem 4.1. Assume ′(0)¡ 0; ′()¡∞; e−xT (x) → 0 and T (x)=x → ∞. Then
Algorithm IV has bounded relative error.
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Proof. According to the estimate of the rare event probability given by Theorem 2.5
and Corollary 2.6; we must show that
lim sup
x→∞
EZ2IV
( Nf(x)T (x))2
¡∞:
But clearly
EZ2IV6 E[L∗(x)2; ∗(x)¡∞] · EN 2 = E[L∗(x)2; ∗(x)¡C] · EN 2:
By assumption; the .rst factor on the r.h.s. is of order Nf(x)2; whereas we can bound
the second by the second moment of the number of renewals (starts of busy cycles)
before T (x) which is of order T (x)2. From this the result follows.
It is clear that the ideas behind Algorithm IV apply in considerably more general
situations than the one in Theorem 4.1. To this end, assume that a family Nˆf(t; x) of
unbiased estimators of the Nf(t; x) is available (not necessarily obtained by importance
sampling from P) and given such a family, de.ne Algorithm IV∗ just as above.
Precisely the same argument as in the proof of Theorem 4.1 yields:
Corollary 4.2. Assume that
06 Nˆf(t; x)6Y (x); 06 t6T
for some r.v.’s Y (x) satisfying
lim sup
x→∞
T (x)2EY (x)2
P((x)6T (x))2− ¡∞
for all ¿ 0 or; equivalently;
lim sup
x→∞
2 log T (x) + log[EY (x)2]
2 logP((x)6T (x)) ¿ 2: (4.4)
Then Algorithm IV∗ is logarithmically e<cient.
Example 4.3. In the setting of Algorithm I(i); choose again  such that T′() = x;
simulate {X (t)} from P until !(x) and let
Nˆf(t; x) = exp{−X (!(x)) + !(x)()}I(!(x)6 t):
Noting that the assumptions in case (i) of Algorithm I imply ()¿ 0; we can use
Y (x) = exp{−x + T()}= exp{−x∗(m)=m}
as upper bound (recall that x=T (x)m); condition (4.4) then immediately follows from
Theorem 2.7.
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Example 4.4. We consider here a discrete two-dimensional random walk example iden-
tical to the tandem queue setting in Glasserman and Kou (1995a). The unrestricted
process {Xn = (X (1)n ; X (2)n )}n=0;1;2; ::: has state space {0;±1;±2; : : :}2 and the restricted
one {Qn=(Q(1)n ; Q(2)n )}n=0;1;2; ::: state space E={0; 1; 2; : : :}2. The transition probabilities
for {Xn} are
pX ((n1; n2); (n1 + m1; n2 + m2)) =


=(+ 1 + 2) m1 = 1; m2 = 0;
1=(+ 1 + 2) m1 =−1; m2 = 1;
2=(+ 1 + 2) m1 = 0; m2 =−1;
0 otherwise:
For {Qn}; pQ((n1; n2); (n1 + m1; n2 + m2)) = pX ((n1; n2); (n1 + m1; n2 + m2)) when
n1¿ 0; n2¿ 0; for n1 = 0 or n2 = 0 certain modi.cations apply that are not needed in
detail for the following discussion. We assume Q0 = X0 = (0; 0); and de.ne
C = inf{n= 1; 2; : : : : Qn = (0; 0) |Q0 = (0; 0)};
(x) = inf{n= 1; 2; : : : : Q(1)n + Q(2)n = x};
!1(x) = inf{n= 1; 2; : : : : X (1)n + X (2)n = x}:
We assume stability; 1¡ 1; 2¡ 1 (then EC¡∞); and also that 2¡1. The rare
event probability under study is z = P((x)¡C). The exponential change of measure
in Glasserman and Kou (1995a) corresponds to interchanging  and 2 (write L(n)
for the corresponding likelihood ratio at time n). As discussed in Glasserman and Kou
(1995a); this change of measure is the one suggested by the large deviations approach
and is in fact e8cient for the unrestricted process {Xn} but it leads to an estimator for
z in the re/ected process {Qn} which has in.nite variance.
Tempting to adapt Algorithm IV∗, let
0 = inf{n¿ 0: Qn ∈E \ -};
k = inf{n¿k−1: Qn−1 ∈-;Qn ∈E \ -};
N = inf{k: (x)6 k or C6 k}; xk = x − Q(1)k − Q(2)k ;
where - = {(n1; n2): n1 = 0 or n2 = 0} (note that xk ∈{x − 1; x}). Simulate .rst the
segment X ∗0 ; : : : ; X
∗
!1(x) of an independent copy {X ∗n } of {Xn} with the change of
measure and next the segment X0; : : : ; XN of {Xn} without, and de.ne
.∗(m1; m2) = inf{n: (m1; m2) + X ∗n ∈-};
zˆ =
N−1∑
k=0
L(!1(xk))I(!1(xk)6 .∗(Q(1)k ; Q
(2)
k )):
Copying the calculations above now show that k with Q
(1)
k + Q
(2)
k contribute only
O(z2) to the variance (this uses e8ciency properties shown in Glasserman and Kou
(1995a)), whereas it is less clear how to control the (rare) k with either Q
(1)
k or
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Q(2)k close to x, and how Algorithm IV performs in this setting therefore require more
detailed large deviations calculations that we have not carried out.
See also Collamore (2002) for a more systematic discussion of e8cient estimators
for unrestricted multidimensional processes.
Remark 4.5. The exponential change of measure techniques we have used exclude ser-
vice times with heavy tails. In fact; it is an important problem how to perform rare
events simulation e8cient in this case but largely unsettled. Asmussen et al. (2000)
give two logarithmically e8cient algorithms for M=G=1; but also a number of coun-
terexamples indicating the di8culty of the problem.
Basically, Algorithm IV∗ reduces the problem of .nding a logarithmically e8cient
estimator for P((x)6T (x)) in the heavy-tailed case to .nding one for P((x)¡C).
This may not sound like a too ambituous goal but has not been done even for M=G=1.
5. Remaining proofs
Proof of Theorem 2.5. Recall that C1; C2; : : : are the lengths of the successive cycles
and de.ne U (· ; x) as in Algorithm IV and U (·) by
U (A) =
∞∑
n=0
I(C1 + · · ·+ Cn ∈A);
(U is the renewal measure associated with the regeneration points). If n(x) denotes
the expected number of cycles before T (x) (including the one straddling T (x)) where
level x is exceeded; then n(x) = Nf(x)U (T (x)) is of order Nf(x)T (x)=EC so that
lim sup
x→∞
P((x)6T (x))
Nf(x)T (x)=EC
6 lim sup
x→∞
n(x)
Nf(x)T (x)=EC
6 1:
Conversely; if x is so large that Nf(T (x); x)¿ (1− ) Nf(x); then (4.2) yields
P((x)6 T (x))
¿
∫ (1−)T (x)
0
Nf(T (x)− t; x)U (dt; x)
¿
∫ (1−)T (x)
0
Nf(T (x); x)U (dt; x)
¿ (1− ) Nf(x)U ((1− )T (x); x)
¿ (1− ) Nf(x)[U ((1− )T (x))− n(x)]
and we get
lim inf
x→∞
P((x)6T (x))
Nf(x)T (x)=EC
¿ (1− )lim inf
x→∞
U ((1− )T (x))− n(x)
T (x)=EC = (1− )
2 − 0:
Let  ↓ 0.
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Proof of Corollary 2.6. It is well known (e.g. Asmussen; 2000; IV.4) that under the
conditions of Lemma 2.4; one has
lim
x→∞
Nf(ax; x)
Nf(x)
=
{
0 a¡′();
1 a¿′():
This implies the second condition in (2.1); and the rest is easy translation.
Proof of Theorem 2.7. It is a standard large deviations estimate (e.g. Bucklew; 1990;
pp. 9–10) that in the given setting
1
x
logP(X (T (x))¿ x)→ −∗(m)=m:
From (1.2); it therefore follows that
lim inf
x→∞
1
x
logP((x)6T (x))¿− ∗(m)=m:
According to a well known large deviations estimate for !(x) we also have
1
x
logP(!(x)6T (x))→ −∗(m)=m
(see Asmussen; 2000; IV.4; X.4 and note that even if only the case ′(0)¡ 0; m¿′()
is treated there; the crucial feature of this assumption is ()¿ 0 which also holds
when m¿′(0)¿ 0). The upper bound for lim sup therefore follows from the follow-
ing Lemma 5.1.
Lemma 5.1. For some constants c; y¿ 0; it holds for all x¿y that
P((x)6T )6 cTP(!(x − y)6 T):
Proof. Assume for a moment that {X (t)} has discrete time t = 0; 1; 2; : : : : Then for
integer T ;
P((x)6T )6TP(!(x)6T ): (5.1)
Indeed; (x)6T implies X (m) − X (k)¿ x for some m; k with 06 k ¡m6T ; and
hence
P((x)6T )6
T−1∑
k=0
P
(
sup
m=k+1;:::;T
[X (m)− X (k)]¿ x
)
6
T−1∑
k=0
P
(
sup
m=k;:::;T+k+1
[X (m)− X (k)]¿ x
)
= TP(!(x)6T ):
In the general case; choose c; y with P(inf 06t61 X (t)¿−y)¿ c−1. Then if Q(t)¿ x
for some t; say k − 16 t6 k; we have Q(k)¿ x − y with probability at least c−1;
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and hence
P((x)6T )6P
(
sup
t6T
Q(t)¿ x
)
6 cP
(
sup
k=1;:::;T
Q(k)¿ x − y
)
6 cTP(!(x − y)6 T)
using (5.1) in the last step.
Remark 5.2. Theorem 2.7 can also be deduced from standard large deviations theory
in the form of Mogulskii’s theorem; see Dembo and Zeitouni (1998) and de Acosta
(1994) (note that Dembo and Zeitouni (1998) impose the condition that ()¡∞ for
all  which is unpleasant in the present queueing context since it excludes; say; the
M=M=1 or M=PH=1 workload process; see de Acosta (1994) Section 5 for the version
using only steepness that we use here).
The details go as follows. All functions f are assumed to be in L∞[0; 1] (equipped
with the supremum norm), and we use the acronym AC for absolutely continuous.
De.ne
1∗(f) =


∫ 1
0
∗(f′(t)) dt if f is AC;
∞ otherwise;
f(t) = inf
06s6t
f(s); (f) = inf{t ∈ [0; 1]: f(t)− f(t)¿m}
((f) =∞ if no such t exists). Let PT denote the distribution of {X (tT )=T}06t61 in
L∞ and de.ne 2 = {f: f(0) = 0; (f)6 1}. Then P((x)6T ) = PT (2). Since 2 is
closed with
AC ∩ @2 ⊆
{
f: sup
06t61
[f(t)− f(t)] = m
}
;
it is easily seen that for f∈ AC ∩ @2, there is a sequence fn ∈
◦
2 with fn →
f; 1∗(fn)→ 1∗(f). Hence by Mogulskii,
lim
T→∞
1
T
logPT (2) =− inf
f∈2
1∗(f): (5.2)
Let f∈ AC ∩ 2. Then by continuity, f((f))− f((f)) = m for some (f)¡(f),
and we get
1∗(f)¿
∫ (f)
(f)
∗(f′(t)) dt¿ ((f)− (f))∗
(
1
(f)− (f)
∫ (f)
(f)
f′(t) dt
)
= ((f)− (f))∗
(
m
(f)− (f)
)
¿ ∗(m);
where we used ∗¿ 0 in the .rst step, Jensen’s inequality in the second and the
convexity of ∗ on [′(0); m] combined with ∗(′(0))=0 and (f)−(f)6 (f)6 1
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in the last. Hence the inf in (5.2) is no smaller than ∗(m). On the other hand, the
value ∗(m) is attained for f0 ∈2 de.ned by f0(t) = mt. Hence the r.h.s. of (5.2) is
−∗(m), whereas the l.h.s. can be rewritten as m limx→∞ logP((x)6T )=x. From this
the result follows.
Proof of Theorem 3.1(a). According to the estimate of the rare event probability given
by Theorem 2.7; we must show that
lim sup
x→∞
1
x
log EZ2I 6− 2∗(m)=m:
Assume w.l.o.g. that T (x) = x=m. Now
EZ2I = E[exp{−2X ((x)) + 2(x)()}; (x)6T ]
= E[exp{−2Q((x)) + 2L((x)) + 2(x)()}; (x)6T ]
6 E[exp{−2x + 2L((x)) + x()=m}; (x)6T ]
= e−2x
∗(m)=mE[e2L((x)); (x)6T ]: (5.3)
To complete the proof, it therefore su8ces to show that E e2L(∞) is .nite when
(−)¡(). Now it is well known that for any L3evy process with ′(0)¡ 0 and 
steep, we have
E exp
{
 sup
06t¡∞
X (t)
}
¡∞ for all ¡:
Changing the sign shows that if instead ′(0)¿ 0, then E eL(∞) is .nite for all ¡4
where 4 satis.es (−4) = 0. Translating to the process with L3evy exponent , this
means that E eL(∞) is .nite for all ¡4 where 4 satis.es (− 4)=(). But since
(−)¡(), we have −¿−4, i.e. 4¿ 2 so that E eL(∞) is .nite when =2.
Proof of Theorem 3.1(b). We .rst present a heuristical argument. The idea is to .rst
note that reversing the estimates around (5.3) shows that
EZ2I ≈ e−2x
∗(m)=mE[e2L((x)); (x)6T ]
and next to look for a path {x0(s)}06s61 of {X (sT )=T}06s61 which makes L((x))
large, say of order Tty for some y¿ 0 and some t ∈ (0; 1), at the same time as it
makes P({X (·T )=T} ≈ x0) no smaller than that e2yP({X (·T )=T} ≈ x0; (x)6T ) is
large. We will see that this is achieved by requiring the drift to be changed from m to
−y in the time interval (0; Tt] and to m=(1− t) in the time interval (Tt; T ], cf. Fig. 2
(t and y will be speci.ed later). That is, x0 is the function whose graph connects the
points (0; 0); (t;−ty); (1; m− ty) linearly.
Now it is well known that the overshoot 5Q(x) is bounded in distribution and hence
by (5.3), it should hold that
EZ2I ≈ cE[exp{−2x + 2L((x)) + 2(x)())}; (x)6T ]:
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Fig. 2.
Using Mogulskii in the form
logP(X (sT )=T ≈ x0(s); s6 1) ∼ −tT∗(−y)− (1− t)T∗
(
m
1− t
)
and replacing {Q(T )¿ x} by {{X (sT )=T} ≈ x0(s); s6 1} and (x) by T yields
lim inf
T→∞
1
T
log EZ2I ¿− 2∗(m) + 2ty − t∗ (−y)− (1− t)∗
(
m
1− t
)
: (5.4)
For a complete proof, we therefore need to show that
2ty − t∗ (−y)− (1− t)∗
(
m
1− t
)
¿ 0 (5.5)
for an appropriate choice of y and t when (−)¿(), and to verify (5.4) rigorously.
Write (x; ) for the solution of ′() = x and so on. From (x; ) = (x; ) − ,
we get
∗ (x) = (x; )x − ((x; )) = ((x; )− )x − ((x; )) + ()
= ∗(x)− x + () = ∗(x)− ∗(m) + (m− x)
from which we conclude that (6; ∗) = (6+ ; 
∗). Write ˜() = (−) and so on.
Then
(x; ˜) =−(−x; ); ˜∗(x) = ∗(−x):
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It follows that the expression 2y − ∗ (−y) = 2y − ˜∗(y) is maximized by taking
y = (2; ˜∗) =−(−2; ∗) =−(−; ∗)
and that the maximum value is
˜∗∗ (2) = ˜(2) = (−2) = (−)− ()¿ 0:
Further, it is standard that ′(0) = m implies that 
∗
 attains its minimum 0 at m so
that ∗ (m=(1 − t)) ∼ (m2=2)t2∗
′′
 (m) as t ↓ 0. It follows that indeed (5.5) holds for
some small but positive t.
The proof of (5.4) is similar to the veri.cation of the lower bound in Varadhan’s
integral lemma (Dembo and Zeitouni, 1998; Glasserman et al., 1999) (the result cannot
be applied directly because of di8culties with continuity of say (f) on L∞). Let x; Nx
be the functions whose graph connects the points (0; 0); (t;−ty − ); (1; m − ty + ),
resp. (0; 0); (t;−ty + ); (1; m− ty + 2), linearly and let 2 be the open set
{f: x(s)¡f(s)¡ Nx(s) for all s∈ [0; 1]}:
It is readily checked that for f∈2,
1− .()6 (f)6 1 where .() = (1− t)
(
1− m− 2
m+ 
)
:
Hence
EZ2I = E[exp{−2X ((x)) + 2(x)()}; (x)6T ]
¿ E[exp{−2X ((x)) + 2(x)()}; {X (·T )=T}∈2]
¿ exp{−2T(m− ty + 2) + 2T()[1− .()]}P({X (·T )=T}∈2)
and Mogulskii yields
lim inf
T→∞
1
T
log EZ2I ¿− 2∗(m) + 2ty − 4− 2().()− inf
f∈2
1∗(f):
Since it is straightforward to check that
lim sup
↓0
inf
f∈2
1∗(f)61∗(x0);
it follows that
lim inf
T→∞
1
T
log EZ2I ¿− 2∗(m) + 2ty − 1∗(x0);
which is the same as (5.4).
Proof of Corollary 3.2. Since ′(0)¿ 0; we have ()¿ 0 for all ¿ 0 and (−)¡
0 for all small ¿ 0. Hence (−)− ()¡ 0 for all small ¿ 0.
Proof of Corollary 3.3. Since ¿ 0 and (−)¿ 0 for all ¿ 0 because ′(0)¡ 0;
the function (−)− () is strictly positive for =  and hence in an interval of the
form (; 2) with 2¿.
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For Brownian motion with drift −¡ 0 and 2 = 1, we have − + = m and
(−)− () =
[
 2
2
+ 
]
−
[
 2
2
− 
]
= 2¿ 0
for all ¿ 0, in particular when m¿′(). For the M=M=1 queue length with ¡,
write z=e. Since ′()=m¿′()¿ 0 implies ¿¿ 0, we have z¿ 1 and hence
(−)− () =
[

(
1
z
− 1
)
+ (z − 1)
]
−
[
(z − 1) + 
(
1
z
− 1
)]
= (− )
(
1
z
− z
)
;
which is strictly positive since each factor is strictly negative.
The function (−)−() is the di1erence between two convex functions and hence
it seems di8cult to say something about the set of ’s where it is negative (Algorithm
I is logarithmic e8cient). The intricacies may become clear if one compares Corollary
3.3 with the following example:
Example 5.3. Consider the M=G=1 workload process (Example 2.2); and assume that
E eU has the .nite radius + of convergence (the steepness assumption then means
E eU ↑ ∞ as  ↑ +; for example; U could be exponential or Gamma). In the sta-
ble case ′(0)¡ 0; (−)6 (−+) for all 6 +; and it follows that there exists
3 ∈ (; +) such that (−)− ()¡ 0 when ∈ (3; +). In fact; as upper bound for
3 one may take the solution 4 of (4) = (−+); and logarithmic e8ciency holds
then at least when m¿′(4).
6. Concluding remarks
1. All of our algorithms using exponential change of measure applies with small
changes to Markov-modulated queues where {Q(t)} is the re/ected version of an
additive process {X (t)} on a .nite Markov process {J (t)}. In this case, the expo-
nential change of measure with parameter  is performed by .rst determining the
matrix K[] such that the matrix with ijth entry
E[eX (t); J (t) = j | J (0) = i]
has the form etK[]. One then de.nes () as the eigenvalue with largest real part
of K[]. Letting h be the corresponding right eigenvector, the likelihood ratio up to
T is
dP
dP
∣∣∣∣
T
= exp{−X (T ) + T()} hJ (0)
hJ (T )
:
See Asmussen and Rubinstein (1995) for further details.
2. As an example related to but simpler than the problem of this paper, it is instruc-
tive to consider the case A(x) = {Q(T )¿ x} of a large queue length at time T .
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The conditional distribution of {Q(t)}06t6T given A(x) is described in Anantharam
(1988). The result is that
(a) If T′()¡x, then the P(· |A(x))–distribution of {Q(t)}06t6T is close to the
P-distribution where  is chosen according to a linear drift from level 0 at
time t=0 to level x at time T , i.e.,  is determined by the equation T′()= x
(note that this implies ¿). That is, for the simulation one would as a .rst
attempt use the corresponding exponential change of measure on the whole of
[0; T ].
(b) If T′()¿x, then the P(· |A(x))-distribution of {Q(t)}06t6T is instead close to
the P˜–distribution where P˜ is the distribution such that {Q(t)}06t6t(x) develops
normally with parameters ;  and {Q(t)}t(x)6t6T with parameters =; =
where t(x) = T − x=′(). Thus in the simulation one would as a .rst attempt
start ‘normally’ and .rst switch on the change of measure (corresponding to
P) at time t(x).
The results of this paper indicate, however, that these ideas do not work and
that one needs to modify along the lines of Algorithms IV, IV∗.
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Glasserman and Kou, 1995b
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