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search is important to advance the knowledge of a discipline.
esearch studies direct practitioners to significant interventions and serve as catalysts for altering certain therapeutic protocols. Formal research is essential for two reasons: philosophically, to challenge or test existing theories; and, technically, to assure the integrity of the research findings. This article will address both of these aspects of research.
FRAMING THE RESEARCH QUESTION
Nursing research questions are generated from two sources: theory development and practical application of nursing expertise in the clinical setting. Nurses in clinical practice are in ABOUTTHE AUTHOR:
SECTION EDITOR:
482 an excellent position to identify unanswered questions of "why," "how," and "what if." The question of why might surface when an unusual incident occurs or a trend is recognized; then how can the condition be managed; and, finally, what if an approach could be developed to change the condition. Examples in occupational health might be: "Why have hand injuries in Departments A and B increased?"; "How can hand injuries be better managed?"; and "What if reengineering was used as an attempt to control hand injuries?" All three of these questions are research questions.
PREVIOUS STUDIES
Once a research question has been framed, review of previous stud-ies related to this question will provide some answers. A literature review includes only research studies; articles of statistics or opinions may be referenced in the introduction or discussion sections of the research report, but not as a part of the review of previous studies.
The purpose of the literature review is to clarify and refine the research question. Findings from previous studies help to focus and narrow the factors to explore. For example, a previous study of management of hand injuries may have found success with a non-traditional approach that could be incorporated into new research.
It is quite acceptable to replicate another study. A replicated study on a different population may lend support or refute the previous study. If a new study is designed, it may be built on results of existing studies to add new knowledge for making clinical decisions.
ESTABLISHING A FRAMEWORK
Previous studies also may provide ideas for models or theories to use in guiding new research. A theoretical model is important as a foun-dation to steer the research; thus, at the conclusion of the research, the findings can be used to illustrate or contradict existing knowledge . For example, Pender's Health Belief Model (1987) may be used as the framework to examine the association of safety attitudes (cognitive perceptual factor) and safety behaviors (health promoting behavior) . Based on Pender's Model, it would be expected that workers with pronounced safety attitudes would demonstrate sound safety behaviors. This association can be tested; the findings will either support or refute the premise. In either case, knowledge will be increased and implications for nursing interventions will be acquired.
Because the purpose of nursing research is to advance the discipline of nursing, nursing theories and models should be used in framing studies (Polit, 1995) . Most of nursing's major theories are suitable for community health research; frequently used are those of King (interaction), Neuman (systems), Orem (needs), and Roy (adaptation) (Whall, 1990) .
DESIGNING THE RESEARCH
The research question and the theoretical framework direct the selection of the type of research. Basically, there are two types of research : intervention studies and survey studies. Surveys gather data from records reviews or questionnaires. Survey studies describe behaviors, attitudes, and perceptions. An intervention study conducts an experiment or project in one group then compares the out- comes to another group or to baseline data.
Using the example above, the final version of the research question might be: "What factors have contributed to the increase in hand injuries in Departments A and B?" This question would require a physical survey and an opinion survey of workers and supervisors. Another example of the final version of the research question might be: "Would ergonomic changes through reengineering decrease the number of hand injuries?" This question would require an intervention study. For example, it might be possible to reengineer the tasks or machines in Department A while keeping the status quo in Department B, then compare hand injuries occurring in the two departments during the following 6 months.
Another way of viewing research design is quantitative versus qualitative. The approach to each differs in concept, method, and interpretation (Parse, 1985) . Each type represents a specific view of phenomena to be studied. Quantitative research explores questions by assigning numbers to variables to obtain objective scores. These scores are used to make comparisons, inferences, and generalizations to other similar populations . However, quantitative research is limited to measuring only factors that have been identified previously. Conversely, qualitative research examines characteristics and human experiences for the purpose of discovering unknown elements and meanings that may influence outcomes.
Through qualitative research, factors may emerge that have not been recognized previously. Both quantitative and qualitative designs have important roles in developing theory and guiding practice.
SELECTING A SAMPLE
Random selection of subjects is desirable to avoid sample bias, thus allowing study results to be generalized to other populations. However, convenience samples are more common in social science research. When conducting an intervention study, if possible, the convenience sample should be divided randomly into treatment and control groups. The minimum number of subjects needed to show statistical significance depends on the expected difference between the groups following the intervention. For example, if it is expected that the group working in a reengineered environment will have 35% to 50% fewer hand injuries, that is considered a medium effect size and requires about 50 subjects in each group (Light, 1990) .
If effect size cannot be estimated, the Central Limit Theorem can be used to show that 30 is the minimum group size required for the sample distribution to approach a normal distribution, thus allowing certain statistical tests (Rosner, 1990) .
Questionnaires and confidential records reviews generally do not require formal consent. Completing the questionnaire implies consent to participate in the study. Intervention studies require signed informed consent. Informed consent addresses the research process, risks and benefits, confidentiality, and mechanisms to withdraw from the study.
PREPARING TO CONDUCT THE STUDY
Prior to beginning the study, all factors of interest must be defined. It should be clear which variables are dependent. Dependent variables are those that are expected to change or be affected by other variables. Variables that create change or are associated with outcomes are the independent variables. For example, hand injury is the dependent variable and reengineering is the independent variable. All variables of interest must be defined. Will abrasions and contusions be included as hand injuries, or just lacerations? Definitions determine specifically who and what will be included or excluded in the research process.
Instruments to measure variables are available from a variety of sources such as nursing libraries, published research, and standardized testing services. These
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resources are particularly suited for testing attitudes, beliefs, and self reported behaviors. However, in many cases, the researcher must develop a data collection instrument.
The advantage of using existing instruments is that many of them have track records of reliability and validity. Reliability means that the subject will obtain the same score if the test is administered twice. In many cases, reliability may be measured without administering the test twice. This is accomplished mathematically using subsets of the questionnaire.
Validity means that the questions are really testing the attribute being studied. For example, a group of questions about personal safety practices may not necessarily measure an attitude toward safety. Three specific measures of validity are: content-do items represent a comprehensive scope of the topic?; criterion--does a certain score predict another score on the same topic?; and construct-do scores support other research findings about this theory?
If a new instrument is designed, at a minimum it should be reviewed by a panel of experts for content validity. Pilot testing in a small group prior to administration in the main research sample would increase confidence that the questions are understandable, which affects reliability.
PROCEDURES IN THE STUDY
It cannot be emphasized strongly enough that procedures in the study must be consistent and uniform. Every subject must receive the exact same treatment in the precise way as every other subject. Once the study has started, questions and methods cannot be altered. There are only two exceptions to this mandate: if client safety becomes jeopardized; and if research is conducted with written records, which allows the researcher to revisit the records for additional data.
Using the example above, all subjects in Department A must work in reengineered jobs. No one in Department B may be exposed to the reengineered design.
Data collection must be accurate and precise. Scoring protocols must be developed and followed. Data collection by observation or interview is subjective and requires evidence that all observers are coding responses in the same way. Data collection generally includes some demographic data to characterize the study sample.
ANALYZING DATA
There are two types of statistical tests--descriptive and inferential. The decision of which to use is based on assumptions about the sample and the experiment. If certain assumptions cannot be met, descriptive statistics are used. However, researchers prefer inferential statistics because they yield stronger implications; therefore, these tests are often performed without confirmation of the assumed characteristics. This is possible because inferential statistics have been shown to be consistent even with moderate violations of the assumptions.
Descriptive statistics are frequencie s, correlations , and chi square analysis. They are useful in describing the chara cteristics of the sample and other variables, such as scores. Frequencies yield information on counts, averages, and standard deviation s. Correlations show associ ations between variables. Chi square analysis evaluates data in terms of expected numbers and indicat es significant differences between expected results and actual numbers.
Inferential statistics are t tests, analy sis of variance (ANOVA), and regression analysis. T tests measure the difference between the mean scores of two groups; ANOVA is the same test for more than two group s. Regre ssion analysi s is a method to predict an outcome based on a combination of factor s. For example, could a hand injury be predicted by knowing the age, department, safety education, and machine guard use?
There are software programs to perform statistical tests; the two most popular are the SAS system and the Statistical Package for the Social Sciences (SPSS). Occupat ional health nurses may find company resource s available for assist ance with data analysis, or use outside resources from a local university.
In the study above, descripti ve statistics describe the demographic characteristics of the employees in Department A and Department B. Chi square analysis demonstrates differences between these two group s of workers. A paired t test measures any significant improve-SEPTEMBER 1995, VOL. 43, NO.9 CE ARTICLE ment in hand injuries within each departm ent; and an independent t test compares the difference between Department A and Department B.
THREATS TO VALIDITY
Interpretation of study findings must be done in the context of the original research design . To state with confidence that findings were attributable to the intervention assume s that confounding variables have been controlled. When the independent variable accounts for the change in the depend ent variable it is referred to as internal validity. To state that findings would be the same in other samples implies that subjects and variables are representative and that the results would be the same even if other procedures were used . Ability to generalize findings is referred to as external validity.
There are man y factors that may interfere with internal validity, which means that something other than the experiment caused the difference between the research group s. Most of the threats are related to the subjects. Use of intact groups and self selected samples, rather than randomly assigned groups , may create a systematic bias . For example, workers in Departm ent A may work in that department because the work shift hour s are different than in Departm ent B, raising the issues of family and personal circum stances. Even if random sample s are used, varying number s will drop out of the study, creating unequal groups.
Experimental mortality must be evaluated to identify differences between those subjects who stayed in and those who dropped out. Subjects who are tested over time will change as time passes. Thi s is called maturation, which occurs at an individual pace, and may be import ant in studies that stretch over a period of years. Another factor related to time is called history, which refers to extraneous events that occur during the study. For example , if Department B suddenly requires overtime , workers' compensat ion injuries may increase disproportionall y.
If all subjects are given a test prior to the intervention, this may cause sensitization. The test itself may stimulate change in both groups even without an intervent ion, thus obscuring detectable differences when the posttest is administered. For example , the prete st may remind all worker s to be more careful about machine guardin g.
In addition to threats to internal validity caused by the sample, instrumentation and statistical factors may affect study results. Accuracy of the measuring instrument, whether it is a paper/pencil test or a piece of equipment, must be tested for reliability. If measurement is conducted by individual investigators, rater bias must be controlled by training.
Statistical threats to internal validity are regressions toward the mean and Type I stati stical error s. Repeated testin g will result in all scores moving toward the mean, which emphasizes the import ance of a control group. Type I errors result in claiming a difference between the treatment and control group, although a difference does not exist. The researcher sets the parameters for controlling statistical errors during the design phase of the research. Generally, the level of testing is set at P=.05, which means the risk of finding significance that does not truly exist is 5 times out of 100.
External validity, which enables generalizability of the research findings, is dependent on characteristics of the subjects and selection of variables. Subjects must represent the populations from which they are drawn, and populations to which inferences will be made. For example, if the reengineering does decrease injuries in Department A, will it work in other departments, other plants in distant locations, and other industries? Are the workers in the research sample like these other workers? Also, the variables in the study must truly test the concept and represent the key factors that affect results. Variables that are overlooked in the study may be the most important factors in other populations.
Threats to validity must be addressed when interpreting the results of the study. Often these threats are addressed as limitations of the study.
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SUMMARY
Occupational health nurses in clinical practice are in an excellent position to identify unanswered questions that affect the health and well being of employees. Once these questions have been asked, the occupational health nurses may proceed with structured research to find answers. The research begins with a thorough review of existing literature to learn the background of the issue and clearly define a research question. This question is then framed conceptually to guide the study. The theoretical framework may be supported or refuted by the research project.
The study method is dictated by the research question and the theoretical framework. Two basic research methods are intervention and descriptive studies. Intervention studies, with treatment and control groups, attempt to show differences between groups when one receives a certain treatment and the other group does not. Descriptive studies generally survey attitudes or activities, then test for associations. Data analysis is determined by the type of study and type of data collected. Descriptive statistics generate frequencies and correlations; inferential statistics yield stronger information about associations of the variables.
Interpretation of research findings must include consideration of threats to validity. Internal validity allows the investigator to state with confidence that the intervention was responsible for the difference between the groups. External validity allows for generalizability of the findings to other populations.
The purpose of nursing research is to advance the discipline of nursing. Research refines nursing theories and guides practice. It is through research that occupational health nurses gain confidence to alter procedures and provide interventions that have been shown to be effective.
