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Este trabalho tem como objetivo estudar as soluções de equações diferenciais parabóli-
cas usando o método das características. Este método consiste em transformar uma
equação diferencial parcial de segunda ordem, em um sistema de equações de primeira
ordem. Estas equações são resolvidas através de integração ao longo das linhas carac-
terísticas de cada equação. Porém na Difusão, não se pode obter duas equações. Desta
forma o método não se aplicaria a esse tipo de equação, por essa razão, foi necessária
uma adaptação no método das características tradicional para que pudesse ser usado em
equações parabólicas. Esta adaptação teve um preço alto, pois através dela foram gerados
sistemas que para serem resolvidos, exigem o conhecimento a priori da solução da equação.
A adaptação também gerou integrais que exigem um considerável esforço analítico para
sua resolução. Após aplicação do método verificou-se que a solução obtida através deste
”pseudo” método das característica era idêntica aquela obtida analiticamente, ou seja, o
método possui consistência suficiente para recuperar a solução.
Palavras-chave: Método das Características. Equação Parabólica. Adaptação.
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ABSTRACT
In this work we study the behavior of solutions of second-order parabolic partial differ-
ential equations by means of the method of characteristics. The equation is first converted
to a system of first-order equations which can then, in principle, be solved by simple
quadrature along the characteristic lines. It is well known, however, that this is not im-
mediately possible for parabolic equations: the resulting system in this case possesses only
one eigenvector, and therefore only one characteristic direction. In order to circumvent
this difficulty, it was necessary to adapt the method of characteristics as follows. We as-
sume that the solution is known, and change the first-order system of equations to recover
two eigenvectors. This comes at a high price, as the solution has to be known in advance.
Then, with derivatives of the solution incoporated to the first-order system of equations,
the method of characteristics can be applied, and the analytic solution is recovered. The
procedure can therefore be applied in a consistent way. We conjecture that our analytical
treatment can be adapted to generate iterative solutions by simple numerical methods.
Key-words: Characteristics method. Parabolic equation. Adaptation.
viii
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São muitas as aplicações existentes para as Equações Diferenciais Parciais. Sabe-se
que grande parte dos fenômenos físicos e de engenharia, podem ser descritos através de
uma Equação Diferencial Parcial. Tais equações são classificadas em três tipos: Elípticas,
Parabólicas ou Hiperbólicas. Esta classificação não é simplesmente acadêmica, pois cada
classe de Equação diferencial Parcial está associada a uma categoria diferente de fenô-
menos. Além disso, alguns métodos de solução que se aplicam a uma classe de equações
podem não se aplicar a outra.
Pode-se distinguir na natureza dois tipos de fenômenos físicos: transientes e esta-
cionários. Transientes são aqueles que evoluem com o tempo. Estacionários são os que
estão em equilíbrio Fortuna (2000). Há métodos específicos de simulação para os dois
tipos de fenômenos.
Problemas estacionários são em geral representados por equações do tipo elípticas,
cujo protótipo é a equação de Laplace. Problemas transientes são aqueles que envolvem
a variação temporal de grandezas físicas, por isso, podem ser modelados por equações do
tipo hiperbólico tal como a equação da onda ou parabólicos assim como a equação da
difusão. Esta última é o foco principal deste trabalho.
Problemas de difusão, podem ser resolvidos por diversos métodos, tanto numéricos
quanto analíticos. Neste trabalho, utiliza-se dois métodos: Primeiramente obtém-se a
solução analítica dos problemas de difusão, utilizando transformada de Laplace. Esta
solução é obtida para que se possa avaliar, posteriormente o comportamento da mesma
utilizando o método das características.
O método das características é um método tanto numérico (Romão et al., 2008) quanto
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analítico (Sarra, 2003) de solução de equações diferenciais parciais. Porém, classicamente,
o método das características é utilizado para resolução de problemas hiperbólicos, tal como
se pode verificar em Iório (2005). Neste trabalho procura-se explorar as informações que
o método das características pode trazer na análise de equações diferenciais parabólicas.
Embora o método em sua forma original seja incapaz de proporcionar soluções para este
tipo de equação diferencial parcial, ele pode, como veremos, ser modificado para explicar
o papel das linhas características na solução analítica. Isto tem um preço alto e , à
primeira vista, inconsistente: é preciso conhecer a própria solução do problema para
poder reescrevê-la na "forma"do método das características . Assim sendo, este trabalho
deve ser visto como uma primeira exploração do tipo de informação qualitativa que se
pode obter ao se ”aplicar” o método das características a problemas parabólicos.
Deve-se notar, entretanto, que numerosos métodos na literatura são construídos de
forma não muito diferente daquela que será exposta aqui; por exemplo, o método de
Gauss-Seidel para resolver iterativamente sistemas de equações lineares explicita cada
incógnita em função de todas as outras, parte de uma solução arbitrária, e geralmente
converge ao fim de algumas iterações, sendo inclusive muito mais eficiente, para sistemas
lineares grandes, do que o método de eliminação de Gauss. Desta forma, embora neste
trabalho, nós dependamos do conhecimento a priori da solução da equação diferencial
parcial parabólica, nós antevemos que a técnica de re-formatação do problema nos moldes
do método das características poderá dar lugar a métodos iterativos em que se parta de
uma estimativa inicial da solução.
Nos próximos capítulos é feita uma explanação do método das características tradi-
cional, com suas aplicações típicas e também algumas aplicações em equações diferenciais
parciais do tipo parabólicas.
Iniciamos esta explanação no capítulo 2, onde são relembrados alguns conceitos fun-
damentais para o conhecimento das equações diferenciais parciais. Também abordamos
as formas de obtenção das soluções de equações diferenciais parciais usando o método
das características. Primeiramente exploramos a classificação das equações diferenciais
parciais. Em seguida temos dois exemplos de utilização tradicional do método das carac-
terísticas, primeiro em um problema de primeira ordem linear em seguida em um problema
de primeira ordem não linear.
No capítulo 3 é abordada a equação da onda, da mesma maneira tradicional que foi
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resolvida por d’Alambert. Este problema é típico para utilização do método das carac-
terísticas, é considerado um bom exemplo para ilustrar o método aplicado em problemas
de segunda ordem.
No capítulo 4 vamos tratar de um primeiro caso de equação diferencial parcial do
tipo parabólica. Para solução desta equação, inicialmente vamos usar transformada de
Laplace para encontrar a solução analítica, em seguida vamos analisar a solução obtida
analiticamente sob a ótica do método das características. A conclusão obtida com este
estudo é a de que a solução obtida através de transformada de transformada de Laplace
é a mesma solução obtida através do método das características.
No capítulo 5 vamos abordar um segundo caso de equação diferencial parcial do tipo
parabólica em um problema de difusão. Neste caso também faremos o mesmo procedi-
mento do capítulo anterior. A diferença é que neste capítulo, a obtenção da solução através
do método das características é muito mais complicada do que no capítulo anterior.
No capítulo 6 temos as conclusões e as orientações para trabalhos futuros.
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Capítulo 2
A Forma Clássica de Utilização do
Método das Características
No capítulo 2 será abordado o Método das Características na sua forma clássica. Para
isso, vamos mostrar algumas soluções de equações diferenciais parciais que foram obtidas
usando o método. O objetivo desta seção é a familiarização com a versão analítica do
método das característicias, que é o cerne deste trabalho.
Na seção 2.1, é abordada a classificação das equações diferenciais parciais. O objetivo
desta seção é familiarizar o leitor com os tipos de equações abordadas neste trabalho.
Nas seções 2.2 e 2.3, são resolvidos dois exemplos de problemas envolvendo equações
diferencias parciais lineares e não lineares. O método das características é utilizado para
obtenção das soluções destas equações.
2.1 Classificação das Equações Diferenciais Parciais
Uma Equação Diferencial Parcial pode ter vários tipos de classificação, de acordo com
a ordem das derivadas, com os coeficientes das derivadas e com o termo independente na
equação.
Vamos começar pela classificação de acordo com a ordem da derivada:
• Uma equação diferencial parcial pode ser classificada de acordo com a ordem da
derivada de maior ordem que aparece na equação:








é uma equação diferencial parcial de segunda ordem, pois a derivada de maior













é uma equação diferencial parcial de ordem n, pois a ordem de sua maior
derivada é n.
• De acordo com os coeficientes das derivadas, uma equação diferencial parcial pode
ser linear, semilinear ou não-linear:
– Uma equação diferencial parcial é dita semilinear em um domínio M ∈ R2, se




















onde os coeficientes A, B e C, das derivadas de segunda ordem são funções
apenas de x e y e para todo (x, y) ∈ M pelo menos um dos coeficientes A, B
ou C é não nulo, ou seja:
A2(x, y) +B2(x, y) + C2(x, y) ̸= 0. (2.4)










onde o conjunto domínio desta equação é M = {(x, y) ∈ R2 : x2 − y2 > 0}.
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+ Fu+G = 0, (2.6)
onde A, B, C, D, E, F somente dependem das variáveis independentes x e y
e G pode ser constante ou função de x e y. Além disso, para todo (x, y) ∈M
A2(x, y) +B2(x, y) + C2(x, y) ̸= 0. (2.7)




+ u = x2,
∂u
∂y





= sen y + cosx.
(2.8)
– Equações diferenciais parciais não-linerares são aquelas que não obedecem aos























• Uma equação diferencial parcial pode ainda ser classificada como homogênea ou não
homogênea


















+ Fu+G = 0 (2.10)
onde os coeficientes A, B, C, D, E, F e G podem ser dependentes das variáveis
x e y, da função u = u(x, y) ou das derivadas de primeira ordem de u = u(x, y);
também é necessário que G(x, y) ̸= 0.
– Uma equação diferencial parcial é dita homogênea se puder ser escrita na forma
(2.10) mas com G(x, y) = 0.
2.2 Problemas Lineares de Primeira Ordem
Vamos agora apresentar uma equação diferencial parcial de primeira ordem linear
e em seguida vamos resolvê-la usando a forma clássica de solução através método das






= sin x+ cos y, (2.11)
sujeita à seguinte condição de contorno:
u(x, x) = p(x), x ∈ R, (2.12)
com p uma função conhecida.
Para solução através do método das características , primeiramente é necessário obter
as curvas características desta equação. Para isso calcularemos a derivada total da



























Figura 2.1: Curvas características e condição inicial da Equação (2.11).
e a partir desta observação, podemos concluir que as curvas características da Equação
(2.11), são do tipo
y = −3x+ c onde c é uma constante. (2.15)
Da condição (2.12) podemos concluir que a curva inicial do problema é dada por y = x.
Para facilitar o entendimento do problema vamos analisar a Figura (2.1), onde podemos
visualizar um ponto (x1, y1), pelo qual passa a curva característica y1 = −3x1 + c. Neste
caso, c é a constante que caracteriza esta curva, que pode ser dada por c = y1 + 3x1.
Também pode ser visto na Figura (2.1), um ponto (x0, y0), conhecido por interceptar
a curva inicial y = x. A partir deste ponto e das informações fornecidas pela condição de





Para finalmente obter a solução da Equação (2.11) é necessário realizar a integração







sen (ξ) + cos (−3ξ + c)dξ + p(x0) (2.17)
onde p(x0) é um valor conhecido de p dado em (2.12).
Assim, usando (2.16) podemos encontrar,



































usando c = y + 3x, encontrado anteriormente, finalmente temos


































































Simplificando, encontramos a resolução da Equação (2.11)





















Vimos neste exemplo, que o método das características pode ser utilizado na solução
de equações diferenciais parciais lineares e a solução é obtida de maneira simples.
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2.3 Problemas Não Lineares de Primeira Ordem
Vamos analisar, agora, uma equação diferencial parcial de primeira ordem não linear.
Aqui também será usado o método das características na sua forma clássica, de maneira
análoga ao problema resolvido na seção anterior.












u com u(x, 0) = f(x); (2.23)
onde f(x) é uma função qualquer.
Fazendo uma analogia com o primeiro caso, vamos iniciar a resolução deste problema,
















A partir da Equação (2.25), é possível encontrar as curvas características da Equação





que são as linhas características do problema (2.23), onde k é a constante que define as
várias linhas.



















Figura 2.2: Curvas características e condição inicial da Equação (2.23)










































χ1/3dχ+ u(x0, t0). (2.33)



































Vimos nestes exemplos que o método das características pode perfeitamente ser uti-
lizado na solução de equações diferenciais parciais lineares e não lineares, além de vários
outros tipos de equações. As soluções obtidas nestas seções nos remetem à idéia de que o
método pode ser usado de uma maneira quase que exclusivamente intuitiva e geométrica,




Solução da Equação da Onda
São muitos os fenômenos que podem ser descritos pela equação da onda. Ela governa o
movimento das ondas eletromagnéticas, ondas em água, fluidos supersônicos, pulsação de
fluxo sanguíneo, ondas elásticas em sólidos e vibração de cordas e membranas (Greenberg,
1998).
A equação da onda é uma equação do tipo linear de segunda ordem, este foi um
dos problemas mais importante do século XVIII. O primeiro a estudá-la foi d’Alambert,
seguido de Euler, Daniel Bernouilli e Lagrange. Foram obtidas soluções em diversas
formas e a discussão sobre os méritos e as relações entre essas soluções levantou questões
fundamentais (como, por exemplo, o que é uma função) que só foram resolvidas no final
do século XIX (Iório, 2005).
No capítulo 3 vamos mostrar a solução para a Equação da Onda que foi obtida por
d’Alambert, pois esta foi a primeira experiência feita a partir de linhas características, de
que se tem notícia.
3.1 A Solução de d’Alambert
A solução clássica obtida por d’Alambert para a equação da onda é uma bela forma de
utilização do método das características. Aqui mostra-se um problema de vibração para









com as seguintes condições:





(x, 0) = 0. (3.3)
Para simplificar a notação, vamos escrever a Equação (3.1) como
c2ϕxx − ϕtt = 0. (3.4)
O primeiro passo para a utilização do método das características em equações hiperbólicas
como esta consiste em transformar uma equação de segunda ordem em um sistema de
equações lineares de primeira ordem.
Para isso vamos usar a seguinte mudança de variáveis:
 u = ϕx,v = ϕt. (3.5)
Agora, reescrevemos a Equação (3.4), utilizando a mudança de variáveis proposta em
(3.5), para dessa forma obtermos o sistema
 c2ux − vt = 0,vx − ut = 0. (3.6)
















Observe que o sistema (3.7) envolve duas equações diferenciais parciais lineares acopladas,
ou seja, as equações devem ter como solução duas funções, uma função u(x, t) e outra
v(x, t). Para evitar esse problema, o ideal é desacoplar as equações, para isso é necessário
diagonalizar a matriz dos coeficientes do sistema (3.7).
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Para diagonalizar a matriz dos coeficientes do sistema (3.7), primeiramente é necessário
























V⃗ = 0 (3.10)
















Vale lembrar que (ξ, η), são as componentes do vetor das incógnitas V⃗ , na base dos
autovetores v⃗1, v⃗2, enquanto que (u, v), são as componentes deste mesmo vetor na base
canônica. Agora precisamos encontrar uma expressão para ξ e para η. Isto é possível
efetuando a seguinte mudança de base














= (u, v) (3.13)





































































Primeiramente, é necessária uma condição inicial. Sabe-se de (3.2) e (3.3) , que ϕ(x, 0) =
e−x
2 e ϕt(x, 0) = 0, também sabe-se de (3.5), que u = ϕx e que v = ϕt. Ainda de (3.16),
tem-se ξ = v−uc
2
. Com isso, pode-se concluir que
ξ(x, 0) = cxe−x
2
(3.21)
é uma condição inicial para o problema (3.20).
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Figura 3.1: Curvas características e condição inicial da Equação (3.20)
Agora é possível resolvê-lo usando o método das características. Procedendo de



















. Portanto as curvas características





onde k é a constante que vai definir cada uma das curvas características.
Na Figura (3.1) está representado um ponto (x1, t1), pelo qual passa a curva carac-





Analisando agora o ponto (x0, t0) é possível encontrar uma expressão para x0 sabendo
que este, intercepta a curva inicial em t0 = 0. Assim fica claro que o ponto x0 procurado
é dado por x0 = −kc, mas como k = ct1−x1c , então
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x0 = x− tc. (3.25)
Para resolver a Equação (3.20) basta, agora integrar a derivada total (3.22) ao longo




0dx+ ξ(x0, t0) (3.26)
Assim, de 3.21 obtém-se:
ξ(x, t) = cx0e
−x20 (3.27)
Sabe-se que x0 = x − tc, e assim fica fácil encontrar a solução da equação (3.20), dada
por
ξ(x, t) = c(x− tc)e−(x−tc)2 (3.28)








Como antes, precisamos atribuir uma condição inicial a esta equação. Sabe-se de (3.2)
e (3.3) , que ϕ(x, 0) = e−x2 e ϕt(x, 0) = 0; também sabe-se de (3.5), que u = ϕx e que
v = ϕt. Ainda de (3.17), tem-se que η = v+uc2 ; com isso é possível concluir que
η(x, 0) = −cxe−x2 (3.30)
é uma condição inicial para o problema (3.29).
Agora é possível resolver este problema usando o método das características.

















curva inicial t = 0
x
t
Figura 3.2: Curvas características e condição inicial da Equação (3.29)




, e que as curvas características
do problema são do tipo t = −x
c
+ k, onde k é a constante que vai definir uma curva
característica qualquer.
O problema está representado na Figura (3.1) onde há um ponto(x1, t1), pelo qual





Analisando, agora o ponto (x0, t0) é possível encontrar uma expressão para x0 sabendo
que este, intercepta a curva inicial em t0 = 0. Assim fica claro que o ponto x0 procurado
é dado por x0 = kc, mas como k = ct1+x1c , então
x0 = x+ tc. (3.33)
Portanto a solução da equação (3.20) pode ser obtida integrando ao longo das curvas




0dx+ η(x0, t0) (3.34)
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Assim, de (3.30) obtemos:
η(x, t) = −cx0e−x
2
0 . (3.35)
Sabe-se que x0 = x+ tc, logo a solução da equação (3.29) é dada por
η(x, t) = −c(x+ tc)e−(x+tc)2 . (3.36)
Agora voltamos ao início do problema para descobrir, quem é ϕ(x, t).
Tem-se em (3.5) que u = ϕx e que v = ϕt; assim, é possível encontrar ϕ integrando u












Então de (3.28) e (3.36) tem-se
u = −(x− tc)e−(x−tc)2 − (x+ tc)e−(x+tc)2 . (3.39)
Para resolver, basta integrar u:
ϕ(x, t) =
∫ (








Para encontrar v usa-se raciocínio análogo. Sabendo de (3.14) que
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ξ + η = v, (3.42)
então de (3.28) e (3.36) encontra-se
v = c(x− tc)e−(x−tc)2 − c(x+ tc)e−(x+tc)2 . (3.43)
Para resolver basta integrar v.
ϕ(x, t) =
∫ (





















Para encontrar a solução final precisamos de uma condição para definir f(t) e g(x). Neste
intuito recorremos à condição (3.3)
∂ϕ
∂t
(x, 0) = cxe−x
2 − cxe−x2 = 0. (3.47)
Desta forma podemos encontrar f(t) = g(x) = 0.






A solução (3.48) obtida através do método das características é a forma mais tradi-
cional de utilização deste método. Ela foi obtida facilmente, devido ao fato de que as
integrais envolvidas eram extremamente simples. Nos próximos capítulos, veremos casos
onde a integração não ocorre com essa facilidade.
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Capítulo 4
O Problema da Difusão
A equação da difusão,
Dϕxx = ϕt, (4.1)
também conhecida como equação do calor é utilizada para descrever situações físicas como
a condução de calor em copos sólidos, difusão de fluidos e outros processos semelhantes.
Esta é uma equação do tipo parabólica, para a qual não se consegue obter uma solução
analítica usando o método das características em sua forma clássica. Este fato será veri-
ficado neste capítulo.
Neste capítulo também será mostrada uma maneira de se analisar o comportamento
das curvas características de um problema parabólico. Nessa abordagem, veremos uma
nova forma de se utilizar o método das características e, com isso, talvez possamos evoluir
para uma maneira de resolução através de uma modificação deste método.
4.1 O Método das Características em sua Forma Clás-
sica
Vamos nesta seção tentar utilizar o método das características na sua forma clássica
para resolver um problema de difusão e com isso mostrar porque não é possível encontrar
tal solução.
Iniciaremos a solução de forma análoga à utilizada por d’Alambert na solução da
equação da onda, mas ao invés de utilizar a equação da difusão (4.1), vamos utilizar uma
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equação mais completa
Aϕxx + 2Bϕxt + Cϕtt = ϕt, (4.2)
onde A, B e C são funções de x e t e A ̸= 0. Procedendo de maneira análoga à que foi
utilizada na equação da onda, vamos propor a mesma mudança de variáveis:
 u = ϕx,v = ϕt. (4.3)
Agora utilizaremos a mudança de variáveis (4.3) na Equação (4.2), produzindo o seguinte
sistema de equações:
 Aux + 2But + Cvt = v,vx − ut = 0. (4.4)
Dividindo a primeira equação por A, obtém-se:
 ux + 2B/Aut + C/Avt = v/A,vx − ut = 0. (4.5)

































Seguindo a metodologia utilizada na solução da onda, o próximo passo seria encontrar
os autovalores e autovetores da matriz dos coeficientes do sistema (4.7) para que fosse
possível a formulação de um sistema desacoplado de duas equações lineares de primeira





Mas nesse caso, fica claro que a matriz dos coeficientes só produz um autovalor λ = 0.
Associado a este temos dois vetores
v⃗1 = (0, 0) e v⃗2 = (1, 0). (4.9)
Por definição (Leon, 1999) o vetor nulo , não pode ser considerado um autovetor e desta
maneira o sistema (4.7), possui apenas um autovetor, o que impossibilita sua diagonal-
ização.
Sendo assim, não é possível montar um sistema desacoplado, tornando impossível a
resolução da equação da difusão usando o método das características.
Para resolver este impasse nosso foco agora passa a ser não mais a solução da equação
da difusão, mas o estudo do comportamento da solução da equação da difusão usando um
”pseudo ” método das curvas características.
4.2 Primeiro Problema de difusão
Seja o seguinte problema :
Dϕxx = ϕt (4.10)
com as seguintes condições inicias
ϕ(x, 0) = 0 (4.11)
ϕ(∞, t) = 0 (4.12)
ϕ(0, t) = ϕ0. (4.13)
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Sabe-se que o método das características aplicado na sua forma clássica não resolve este
problema. Entretanto, é possível analisar o comportamento da solução deste problema
sob a ótica do método das características.
Vamos iniciar de maneira análoga à utilizada por d’Alambert na equação da onda,
usando uma equação mais completa
Aϕxx + 2Bϕxt + Cϕtt = ϕt. (4.14)
Vamos propor novamente a mesma mudança de variáveis:
 u = ϕx,v = ϕt. (4.15)
Usando a mudança proposta, escrevemos o seguinte sistema de equações:
 Aux + 2But + cvt = v,vx − ut = 0. (4.16)
Para que seja possível no futuro a obtenção de dois autovalores associados à dois autove-
tores, aqui vamos dividir a primeira equação por A, e acrescentar na segunda o termo vt
a ambos os lados da igualdade, para desta forma obtermos
 ux + 2B/Aut + C/Avt = v/A,vx + vt − ut = vt. (4.17)


































Nossa intenção é transformar o sistema (4.19) em um sistema de duas equações or-
dinárias, desacopladas. Para isso, vamos diagonalizá-lo.
Inicialmente, calculamos os autovalores e autovetores da matriz dos coeficientes.
∣∣∣∣∣∣ −λ 0−1 1− λ
∣∣∣∣∣∣ = 0, (4.20)
donde encontramos λ1 = 0 e λ2 = 1, que são os autovalores da matriz dos coeficientes.









Donde tiramos vi = vii e portanto
v⃗1 = (1, 1), (4.22)










neste caso temos v⃗i = 0 e que v⃗ii é qualquer, portanto
v⃗2 = (0, 1) (4.24)
é o outro autovetor do sistema (4.19).







V⃗ = F⃗ . (4.25)
Na Equação (4.25), temos V⃗ = (ξ, η), onde ξ e η, são as componentes de V⃗ na base
dos autovetores {v⃗1, v⃗2}, A é a matriz diagonalizada do sistema e F⃗ = (ψ, τ), onde ψ e τ ,
são também as componentes de F⃗ , na base dos autovetores.
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Para continuar a solução precisamos agora das expressões de ψ e τ . Para isso, vamos
encontrar as soluções analíticas da equação (4.10).
4.2.1 A Solução Analítica por Transformada de Laplace
Para resolver a equação da difusão (4.10) sujeita às condições (4.11), (4.12) e (4.13),















= sϕ̄(x, s)− ϕ(x, 0), (4.30)






= sϕ̄(x, s). (4.31)









































− sϕ̄ = 0. (4.35)
Esta equação diferencial ordinária, pode facilmente ser resolvida, e sua solução nos dá









onde A e B, são constantes à definir.
De acordo com a condição (4.12), sabemos que A = 0, para não ”explodir” ao infinito,
só nos resta encontrar B. Para isso, vamos aplicar a transformada também da condição
(4.13)




Assim encontramos que B = ϕ0
s









Agora, para finalmente encontrar ϕ(x, t), basta aplicar a transformada inversa usando
o teorema da convolução





























































A integral acima, pode ser calculada usando um programa de manipulação simbólica.
Sua solução nos fornece








é a solução analítica para a Equação (4.10).
4.2.2 As Componentes do Vetor F⃗
Já sabemos que ψ e τ , são as componentes do vetor (u, v), na base dos autovetores
já anteriormente encontrados, {v⃗1, v⃗2}. Vamos agora definir essas componentes, iniciando
com a seguinte mudança de base
ψv⃗1 + τ v⃗2 = (v/D, vt). (4.44)
Assim temos de (4.22) e (4.24), que












De acordo com (4.15), sabemos que v = ϕt e utilizando a solução analítica (4.43),



























Os resultados (4.49), (4.50) foram obtidos com base na solução analítica da equação
da difusão. O intuito de encontrar tais resultados é a sua utilização na solução do sistema
(4.28).
4.2.3 As Componentes do Vetor V⃗
Para fazer as comparações de resultados futuros vamos obter também ξ e η, com-
ponentes do vetor V⃗ , na base dos autovetores já anteriormente encontrados. Para isso,
iniciamos com a seguinte mudança de base
ξv⃗1 + ηv⃗2 = (u, v) (4.51)
assim, de (4.22) e (4.24), encontramos
31
ξ(1, 1) + η(0, 1) = (u, v), (4.52)
ou como sistema de equações
ξ = u,
ξ + η = v. (4.53)
Portanto
ξ = u (4.54)
e
η = v − u. (4.55)
Agora precisamos encontrar uma expressão para ξ e η; para tanto, usaremos a solução
analítica que foi obtida por transformada de Laplace em (4.43). Também vamos precisar
das mudanças de variáveis (4.15), feitas no início do capítulo.

















Estes resultados (4.56) e (4.57) foram obtidos com base na solução analítica, encon-
trada anteriormente. O intuito de se obter tais valores, é compará-los com a solução que
ainda vamos obter para o sistema (4.28), usando o método das características. No final
da próxima seção, podemos verificar que a solução que foi obtida para as equações deste
sistema, são idênticas à estas que foram obtidas da solução analítica.
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4.3 Resolução do Sistema
Agora podemos voltar ao sistema (4.28) e resolver as duas equações deste sistema de
maneira separada.
















Antes de resolvê-la precisamos de uma condição inicial. Para encontrar esta condição é
necessário novamente voltar à solução analítica do problema, mas especificamente em ξ,
já encontrado anteriormente (4.56). Assim temos








desta forma, a condição inicial é dada por
ξ(x, 0) = 0. (4.61)

















onde f(t) é uma função à ser determinada pela condição inicial.









é a solução para a primeira equação do sistema (4.28).
Como mencionando anteriormente, esta solução, coincide com a que foi encontrada
analiticamente em (4.56).






















Para resolver esta equação é necessária uma condição inicial. Encontrar esta condição
é possível se retornarmos à solução analítica do problema, mas especificamente em η, já
encontrado anteriormente (4.57). Assim temos









desta forma, a condição inicial é dada por
η(x, 0) = 0. (4.68)
Agora podemos resolver a Equação (4.65) usando o método das características. Vamos
























Figura 4.1: Curvas características e condição inicial da Equação (4.66)
Integrando, obtemos
x = t+ k, (4.71)
que são as curvas características da equação (4.66). Nesta expressão k é a constante que
define a curva.
Temos na Figura (4.1), a representação das curvas (4.71), também está representado
um ponto (x1, t1), por onde passa a curva t1 = x1 + k, a partir deste ponto podemos
encontrar k = x1 − t1 assim k pode ser definido para qualquer ponto como
k = x− t. (4.72)




















Como estamos integrando em θ devemos colocar x como função de θ, para isto usamos as











Desta maneira, a solução da equação (4.65), depende apenas da solução da integral





















A solução da integral (4.76), até onde sabemos, não foi encontrada nas bibliografias procu-
radas, tais como Gradshteyn e Ryzhik’s (2007). Como não havia solução pré-definida,
tentamos encontrar sua solução de diversas maneiras, tais como:
• Usando programação simbólica: Tentamos a solução desta integral utilizando os
programas de manipulação simbólica Maple e Mathematica. Estes se mostraram
ineficientes para este tipo de integração.
• Usando expansão em série : Também tentamos a solução, expandindo o integrando
em séries de potências. Mas este método também não funcionou, pois havia uma
singularidade que se propagava pela série. Esta tentativa de solução, pode ser vista
no Apêndice A.
Assim, a única forma que encontramos para resolver a integral (4.76) foi da maneira
que será descrita agora:

















































































































































































































4Dθ dθ︸ ︷︷ ︸
I1
. (4.80)


























Vamos substituir (4.82) em (4.81), mas para isso, é preciso inserir um termo constante
































Continuando com a solução vamos fazer a seguinte mudança de variáveis:
u = θ
−3
2 ; v = e
−θ

















4D dθ ; w = e
−k2
4Dθ .
Do produto triplo, temos
∫















































































































































































































































































Fazendo novamente a mudança de variáveis, temos
u = θ
−1
2 ; v = e
−θ
















4D dθ ; w = e
−k2
4Dθ .



















































































































































































































































































































4D(3t+ k)t3/2 e− (t+k)24Dt − 4Dk limc→+∞ c3/2e (1/c+k)2c4D︸ ︷︷ ︸
z
 . (4.102)
Na parte z da equação acima, fica claro que o denominador da fração tem um crescimento











A Equação (4.103), é a solução para a integral (4.76).
Continuando com a solução, vamos substituir o valor de k em (4.103). Sabendo de




















Como mencionando anteriormente, nesta solução (4.105), encontramos uma solução
através do método das características que coincide com a solução anteriormente encon-
trada através de transformada de Laplace em (4.57).
4.4 A Segunda Parte da Resolução
Depois de finalmente haver encontrado o valor de ξ e de η, agora é necessário voltar ao
que inicialmente foi proposto, mais precisamente em (4.15) para finalmente obter ϕ(x, t).
Primeiramente, é necessário relembrar que ξ = u e que η = v − u. Então com base







































Estas integrais podem facilmente ser resolvidas usando programas de manipulação sim-



















Agora vamos utilizar a condição (4.12), para encontrar as funções f(t) e g(x)










+ f(t) = 0. (4.111)
Passando o limite encontramos
−ϕ0 + f(t) = 0, (4.112)
portanto f(t) = g(x) = ϕ0.











































A partir desta integral, é possível encontrar finalmente a solução








A Equação (4.115), expressa a solução obtida para a equação da difusão através de
um ”pseudo” método das características. O fato de encontrar esta solução, mostra que
num futuro talvez seja possível a obtenção da solução da equação da difusão através deste
método, ou de um método adaptado para estes casos.
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Capítulo 5
Segundo Problema de Difusão
Mostraremos neste capítulo um segundo problema de difusão que pode ser analisado
sob a ótica do método das características, assim como foi visto no capítulo anterior.
Neste caso temos um problema cuja condição de contorno é uma função Heaviside.
A inserção deste fator ao problema, torna a integração para resolução final ainda mais
trabalhosa do que a anterior.
5.1 Segundo Problema de Difusão
Nesta seção vamos analisar o seguinte problema:
Dϕxx = ϕt (5.1)
com as seguintes condições inicias
ϕ(x, 0) = 0 (5.2)
ϕ(0, t) = f(t) (5.3)
onde
f(t) =
 ϕ0 0 < t ≤ t00 t > t0 (5.4)
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A condição inicial (5.4), também pode ser escrita como:
ϕ(0, t) = ϕ0H(t− t0), (5.5)
onde H(t− t0) é a função Heaviside.
A solução para esta equação, é semelhante a que utilizamos no capítulo anterior. Na
verdade ela é idêntica até certo ponto, por essa razão, poderíamos iniciar a solução já com
um sistema de duas equações desacopladas, mas como vamos precisar de alguns resultados
para a solução final, vamos relembrar como foi obtido este sistema.
Para isso vamos começar com uma equação mais completa
Aϕxx + 2Bϕxt + Cϕtt = ϕt (5.6)
comparando-a com (5.1) podemos propor o seguinte:
 u = ϕxv = ϕt (5.7)
e usando a mudança proposta escrevemos o seguinte sistema de equações:
 Aux + 2But + cvt = v,vx − ut = 0 . (5.8)
Dividindo a primeira equação por A, e acrescentando na segunda o termo vt a ambos
os lados da igualdade temos
 ux + 2BA ut + cAvt = vA ,ux + vt − ut = vt. (5.9)


































Nossa intenção é transformar o sistema (5.11) em um sistema de duas equações or-
dinárias, desacopladas. Para isso, vamos diagonalizá-lo.
Iniciamos o processo de diagonalização encontrando os autovalores e autovetores da
matriz dos coeficientes do sistema (5.11):
∣∣∣∣∣∣ −λ 0−1 1− λ
∣∣∣∣∣∣ = 0. (5.12)
O cálculo deste determinante nos fornece λ1 = 0 e λ2 = 1. Estes são os autovalores da
matriz dos coeficientes.









Donde tiramos vi = vii e portanto
v⃗1 = (1, 1), (5.14)
é um autovetor da matriz dos coeficientes do sistema (5.11).









neste caso temos v⃗i = 0 e que v⃗ii é qualquer, portanto
v⃗2 = (0, 1) (5.16)
é o outro autovetor da matriz dos coeficiente do sistema (5.11).
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V⃗ = F⃗ . (5.17)
Em (5.17) temos V⃗ = (ξ, η), onde ξ e η são as componentes de V⃗ na base dos autove-
tores {v⃗1, v⃗2}, A é a matriz diagonalizada dos coeficientes do sistema e F⃗ = (ψ, τ), onde
ψ e τ são as componentes de F⃗ , na base dos autovetores.










































Para prosseguir com a solução é necessário encontrar uma expressão para ψ e τ .
Encontrar esta expressão, ainda depende da solução analítica deste problema.
5.2 Resolução por Transformada de Laplace
Neste momento da solução, é necessária a utilização da solução analítica do problema
da difusão (5.1) sujeita às condições (5.2), (5.3) e (5.4), para resolvê-lo vamos utilizar
transformada de Laplace.
















= sϕ̄(x, s)− ϕ(x, 0), (5.22)






= sϕ̄(x, s). (5.23)










































− sϕ̄ = 0 (5.27)
Esta equação diferencial ordinária, pode facilmente ser resolvida, e sua solução nos dá







onde A e B, são constantes à definir.
De acordo com as condições do problema, sabemos que A = 0, para não ”explodir”
ao infinito. Só nos resta encontrar B, para isso, vamos utilizar a versão modificada da
condição de contorno (5.3) usando-a na forma da função Heaviside da seguinte forma:
f(t) =
 ϕ0 0 < t ≤ t00 t > t0 (5.29)
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pode ser escrita como
ϕ(0, t) = H(t− t0)ϕ0. (5.30)
Agora vamos aplicar transformada de Laplace também na condição (5.30)









Voltamos agora à solução da Equação diferencial ordinária (5.28), para substituir os










Agora, para finalmente encontrar ϕ(x, t) basta aplicar a transformada inversa, usando
o teorema da convolução.



























= H(t− t0)ϕ0. (5.34)
Na parte d também é aplicada a transformada inversa, mas para isso primeiro são















































onde 2a = x
√
D e portanto a = x/2
√

































A integral acima pode ser calculada usando um programa de manipulação simbólica
e sua solução nos fornece















Aplicando o limite temos:






usando a definição de função erro complementar a solução fica






Sabemos que a função Heaviside assume alguns valores pré-definidos, então nesse caso
podemos reescrever a solução acima como:





para t > t0 (5.41)
A Equação (5.41) é a solução analítica para o problema de difusão abordado nesse
capítulo. A utilização desta solução é necessária para resolver o sistema (5.20).
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5.2.1 As Componentes do Vetor F⃗
Já sabemos que ψ e τ , são as componentes do vetor (u, v), na base dos autovetores
já anteriormente encontrados, {v⃗1, v⃗2}. Vamos agora definir essas componentes, para isso
escrevemos as componentes na base dos autovetores




Assim temos de (5.14) e (5.16), que














De acordo com (5.7), sabemos que v = ϕt e utilizando a solução obtida com transfor-

















De maneira análoga podemos obter τ . Sabemos de (5.45) que τ = vt−v/D e utilizando









Essas expressões serão úteis na solução do sistema de equações (5.20).
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5.2.2 As Componentes do Vetor V⃗
Vamos obter também as componentes do vetor V⃗ = (ξ, η). Já sabemos que ξ e η,
são as componentes do vetor (u, v), na base dos autovetores já anteriormente encontra-
dos, {v⃗1, v⃗2}. Vamos agora definir essas componentes para realizar as comparações de
resultados futuros.
Inicialmente escrevemos as componentes na base dos autovetores
ξv⃗1 + ηv⃗2 = (u, v), (5.49)
de (5.14) e (5.16), encontramos
ξ(1, 1) + η(0, 1) = (u, v), (5.50)
ou como sistema de equações
 ξ = u,ξ + η = v. (5.51)
Desta forma encontramos
ξ = u (5.52)
e
η = v − u. (5.53)
Agora precisamos encontrar as expressões para ξ e η. Para isso, vamos usar as ex-
pressões de u e v.
Sabemos de (5.7) que u = ϕx, assim utilizando a solução analítica obtida por trans-























Os valores de ξ e η, aqui obtidos, são decorrentes apenas da solução analítica do problema
da difusão abordado nesse capítulo. Nossa intenção é utilizá-lo para comparação com a
solução que será obtida usando o método das características.
5.3 Resolução do Sistema de Equações
Agora que já encontramos tudo que era necessário, podemos voltar ao sistema (5.20)
para resolvê-lo.















Antes de resolvê-la, precisamos de uma condição inicial. Para encontrar esta condição,
voltaremos à solução analítica do problema, mas especificamente em ξ, já encontrado
anteriormente em (5.55) . Assim temos:






desta forma, a condição inicial para solução equação é dada por
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ξ(x, t0) = 0. (5.60)















onde f(t) é uma função à ser determinada pela condição inicial.






Note que o valor para ξ, aqui obtido, coincide com o valor encontrado através de
solução analítica em (5.55).






















Agora podemos resolver essa equação usando o método das características, mas primeiro
precisamos de uma condição inicial.
Para encontrar a condição inicial, voltaremos à solução analítica do problema, mas
especificamente em η, já encontrado anteriormente em (5.56). Assim temos
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deste limite é possível retirar a seguinte condição inicial:
η(x, t0) = 0 (5.67)
Agora vamos resolver a equação usando o método das características. Assim como ocorreu



















x = t+ k, (5.70)
são as curvas características da equação (5.65), onde k é a constante que define a curva.
Graficamente podemos ver essas curvas como retas paralelas. Sua representação, está
na Figura (5.1), onde também está representado um ponto qualquer (x1, t1), por onde
passa a curva característica t1 = x1 + k, definindo para esta curva k = t1 − x1.
Para um ponto qualquer, a constante k é definida como
k = x− t (5.71)













Figura 5.1: Curvas características e condição inicial da Equação (5.65)

































Assim como a integral (4.76), a integral acima também não possui (até onde sabemos)
solução catalogada. Sua solução só foi possível, porque foi baseada na anterior (4.76),
que aparentemente é mais simples do que essa. A solução que aqui será descrita, foi
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desenvolvida sem auxílio de nenhum programa de manipulação simbólica, já que estes
também se mostraram ineficientes nestes casos.









































































podemos reescrever a equação (5.77) como
























Agora é necessário fazer uma mudança de variável. Para isso vamos definir as novas
variáveis
θ = ζ − t0 (5.80)
e
α = t0 + k, (5.81)
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assim temos ζ + k = ζ − t0 + t0 + k = θ + α, dζ = dθ e os limites de integração agora
variam de 0 até ζ − t0.
Aplicando estas mudanças na integral (5.79) temos


























− 6D(θ + α)
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Retirando o termo constante



















a integral (5.84) pode ser reescrita como
















Novamente separamos o integrando
























































Agora retiramos as constantes para fora de todas as integrais
























































A partir deste ponto, vamos utilizar integrais indefinidas, para no final aplicarmos os
limites de integração.
Primeiro vamos definir algumas constantes para simplificar a notação:
C1 = −3Ca, (5.89)
C2 = −Ca(α+ 6D), (5.90)
C3 = Ca(3α





































4Dθ dθ︸ ︷︷ ︸
a
. (5.93)












Vamos resolvê-la usando a regra do produto triplo
∫











4Dθ e w = e
−α2
4Dθ (5.96)




























































Novamente vamos agrupar as constantes:









































Para o próximo passo, é necessária uma pequena modificação, na equação (5.101), mais




































Na parte b também utilizaremos a regra do produto (5.95), para isso vamos definir as













4Dθ dθ︸ ︷︷ ︸
dw
. (5.103)








































































Novamente vamos definir constantes para agrupar as integrais



































−3/2) (e−θ4D e−α24Dθ ).
(5.110)
Para que a solução da integral (5.93), seja de fato semelhante a que foi resolvida no
capítulo anterior, as constantes C7 e C8 devem ser nulas. Vamos verificar se isso ocorre:
• Vamos mostrar que C7 = 0: de acordo com (5.89), (5.91), (5.92), (5.100), (5.106) e
(5.85) sabemos que








2 − 6Dα) e C4 = Caα3,
portanto,




→ C7 = 0.
• Vamos mostrar que C8 = 0: de acordo com (5.107), temos que




C5 = C2 +
C4
α2
, C2 = −Ca(α+ 6D)
e C6 = 3Caα2,
portanto,




→ C8 = 0.
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−3/2) e−θ4D e−α24Dθ . (5.111)













2, Ca = Ce
−2α






















3, Ca = Ce
−2α




















































































































































(3t− 2t0 + k)e −(t+k)24D(t−t0)
(t− t0)3/2
 , (5.121)
mas sabemos de (5.71), que k = x− t, então
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η(x, t) =







Finalmente chegamos ao resultado final da segunda equação do sistema (5.20)
η(x, t) =







Este valor foi obtido utilizando o método das características, porém ele coincide com
aquele que foi encontrado em (5.56) usando transformada de Laplace.
5.3.1 A Segunda Parte da Resolução
Depois de finalmente haver encontrado o valor de ξ e de η, agora é necessário voltar ao
que inicialmente foi proposto, mais precisamente em (5.7) para finalmente obter ϕ(x, t).
Primeiramente, é necessário relembrar que ξ = u e que η = v − u, tanto o resultado
analítico obtido em (5.55) e (5.56), quanto o resultado obtido através do método das
























































Para finalmente encontrar ϕ(x, t) precisamos de uma condição para encontrar as
funções f(t) e g(x). Para isso vamos utilizar a condição (5.3)









+ f(t) = ϕ0. (5.129)
A partir desta condição fica fácil concluir que f(t) = ϕ0. Analogamente, concluímos que




















Desta forma podemos encontrar










usando a definição de função erro complementar encontramos








esta solução é válida para t > t0, se quisermos analisar esta função em todo o domínio,
basta acrescentar a função Heaviside à frente. Desta maneira a solução final será








A equação (5.132), é a solução para a Equação (5.1). O valor obtido aqui utilizando um
”pseudo” método das características, é idêntico ao que foi encontrado utilizando transfor-
mada de Laplace em (5.41). O fato desta solução ter sido encontrada, mostra que o método
das características pode no futuro ser uma importante ferramenta para ser utilizada na




Este trabalho visou a avaliação de possibilidade de utilização do Método das Carac-
terísticas em problemas parabólicos - mais especificamente a Equação da Difusão também
conhecida como Equação do Calor. Para esta finalidade o Método das Características
mostrou-se ineficiente, já que este baseia-se na transformação de uma equação diferencial
parcial de segunda ordem em um sistema de equações de primeira ordem. A solução
destas equações é obtida através de integração ao longo das linhas características. Porém
na Equação da Difusão não é possível obter um sistema de duas equações de primeira
ordem.
Devido à ineficiência do método em se obter uma solução para a Equação da Difusão,
o foco deste trabalho passou a ser o estudo do comportamento da solução analítica desta
equação. O primeiro obstáculo encontrado era a obtenção de um sistema de duas equações.
Este problema foi resolvido, inserindo um termo no sistema, este termo mais tarde passou
a ser o fator que determinou considerável grau de dificuldade à integração. O segundo
obstáculo também foi derivado do primeiro, devido ao fato de que o fator inserido, o
vetor F⃗ resultante do sistema, tinha em suas componentes expressões derivadas da função
solução. Sendo assim, tivemos que encontrar a solução para que suas derivadas fossem
utilizadas na solução do sistema.
Ao se realizar todas essas mudanças foi possível aplicar o método das características às
duas equações obtidas da Equação da Difusão. Esta aplicação exigiu considerável esforço
analítico em se resolver a quadratura ao longo das curvas características, já que a solução
destas integrais não foi encontrada nas fontes pesquisadas.
Após a integração, verificamos que o método era consistente no sentido de recuperar
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a solução analítica.
Nosso objetivo com relação ao trabalho foi alcançado, mas ainda há muito o que
pesquisar no campo das soluções analíticas. O método das características permite en-
contrar soluções analíticas de maneira simples e de fácil interpretação geométrica. As
integrais que aqui foram obtidas usando conceitos de cálculo diferencial e integral, talvez
possam ser obtidas de outras maneiras.
No campo das soluções numéricas, é possível a utilização de métodos iterativos para
determinar por exemplo as derivadas da função que são as componentes do vetor F⃗ .




Tentativa de Solução por Séries
Aqui vamos mostrar a tentativa de solução da integral (4.76), utilizando séries. Porém
neste caso temos limites de integração diferentes, por essa razão, vamos mostrar como se














com a seguinte condição inicial
η(x, 0) = 0. (A.2)
Esta condição foi obtida da mesma forma do capítulo 3, ou seja, utilizando a solução
analítica.
Para aplicar o método das características começamos com a derivada total que desta



















t = x+ k (A.5)
são as curvas características da equação (A.1), onde k é a constante que define a curva.
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Figura A.1: Curvas características e condição inicial da Equação (A.1)
Temos na Figura (A.1), a representação das curvas (A.5), também está representado
um ponto (x1, t1), por onde passa a curva t1 = x1 + k, a partir deste ponto podemos
encontrar k = x1 − t1 assim k pode ser definido para qualquer ponto como
k = x− t. (A.6)



















Como estamos integrando em x, devemos colocar t como função de x sendo assim, usamos
as curvas (A.5), também com base nas curvas, encontramos x0 = −k. Dessa forma a














































(χ+ k)3/2︸ ︷︷ ︸
iii
dχ. (A.11)
Sabemos que a definição para exponencial é:















vamos então usar esta definição, para expandir em série, cada parcela da equação (A.11)
separadamente:




































































































































































































































































































































































A solução final da integral (A.11), é dada pela soma das parcelas




























































A Equação (A.39) é a solução para a integral (A.11). Nosso próximo passo, seria
traçar o gráfico da solução obtida por série e compará-lo com um gráfico analítico, usando
a solução obtida por transformada de Laplace. Porém este gráfico não pôde ser traçado,
devido à uma singularidade na série.
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