As the e-commerce sales grow in global retail sector year by year, detecting anomalies that occur in the most important key performance indicators (KPI) in real-time has become a critical requirement for e-commerce companies. Such anomalies that may arise from software updates, server failures, or incorrect price entries cause substantial revenue loss in the meantime until they are detected with their root-causes. In this paper, we present a comparative analysis of various anomaly detection methods in detecting e-commerce anomalies. For this purpose, we first present the univariate analysis of six commonly used anomaly detection methods on two important KPIs of an e-commerce website. The highest F1 Scores and recall values on the test sets of both KPIs are obtained using Long-Short Term Memory (LSTM) network, showing that LSTM fits better to the dynamics of e-commerce KPIs than time-series based prediction methods. Then, in addition to the univariate analysis of the methods, we feed the campaign information into LSTM network considering that campaigns have significant effects on the values of KPIs in e-commerce domain and this information can be helpful to prevent false positives that may occur in the campaign periods. The results also show that constructing a multivariate LSTM by feeding the campaign information as an additional input improves the adaptability of the model to sudden changes occurring in campaign periods.
INTRODUCTION
Companies are more eager to point out and follow-up KPIs (Key Performance Indicators) with rapid growth on e-commerce business. Each performance metric in e-commerce business directly or indirectly affects the KPIs. Some of them which are directly related to KPIs like revenue and conversion rate are price changes, product campaigns/discounts, shipment costs, digital marketing budget, marketing channels, target segment and so on. Companies can identify anomalies in a timely manner by closely monitoring the KPIs. Anomaly detection can lead account managers to notice problematic events like poor mobile application performance caused by an update or failure in online payment system in the ecommerce domain and therefore potential issues can be avoided. (Laudon and Traver, 2016) In return, they can make necessary mitigation plans, prevent their a https://orcid.org/0000000306394867 major revenue losses, and optimize their marketing budget and tools (Ramakrishnan et al., 2019; Chandola, 2009; Ahmad et al., 2017) .
In this study, we present a comparative analysis of various anomaly detection methods on main KPIs of a e-commerce website, which are revenue and conversion rate. For this purpose, we apply six commonly used anomaly detection methods on two-year revenue and conversion rate data and present the comparative results using various evaluation metrics. Besides, we feed the product campaign and shopping cart discount rate information into the model considering that the campaigns have significant effects on the values of KPIs in e-commerce domain. Thus, we aim to prevent false positive alarms that may occur in the campaign periods. Although various anomaly detection systems have been implemented in the e-commerce domain for different tasks, this study represents a different aspect that performs anomaly detection by feeding product campaigns and shopping cart discounts rates.
One of the recent previous works that applied an anomaly detection approach on e-commerce data aimed at finding the incorrect data on Walmart online pricing algorithms (Ramakrishnan et al., 2019) . Incorrect price calculations due to data errors can cause legal problems with suppliers and financial losses. They used a combination of supervised and unsupervised model to detect price anomalies. In another study (Yelundur et al., 2018) , an anomaly detection approach was proposed to find the fake product reviews in an e-commerce website. Counterfeit comments and ratings about products are important problems that an e-commerce company have to deal with. Sellers take advantage of reviewers to write fake reviews on the products for obtaining superiority in the market. They used Bayesian semi-supervised tensor decomposition method to find anomalous behaviors in reviews. In another study (Yang et al., 2011) , linear discriminant analysis is used to detect anomalies on web transaction data. Besides, several anomaly detection systems have been carried out for fraud detection in e-commerce context (Massa and Valverde, 2014; Raghava-raju, 2017) .
The anomalies can be categorized under three categories, which are point, contextual and collective (Chandola, 2009) . When a single data point behaves abnormally from the general pattern of the data, it is called a point anomaly (Chandola, 2009) . For example, a sudden and sharp decrease in the number of purchases compared to the normal range of purchases may represent a point anomaly. A data point is regarded as a contextual anomaly if it is anomalous in a certain context (Chandola, 2009; Bhuyan et al., 2014) . Collective anomaly is referred to a group of data points when they have an abnormal behavior as a group in contrast to the rest of the data (Goldstein and Uchida, 2016) . The data points in the region of the collective anomaly may not be anomalous individually, however, their occurrence as a group may be anomalous (Goldstein and Uchida, 2016) . Point anomalies are prioritized in this study since sharp and sudden changes on data are very important for e-commerce software platform provider to meet SLA (Service Level Agreements) (Malik and Shakshuki, 2017; Hiles et al., 2016) with brands.
In this paper, several prediction-based anomaly detection algorithms are applied on a real e-commerce dataset including the values of two main KPIs. Firstly, the algorithms are implemented without campaign information and the results of these initial experiments are presented with various evaluation metrics. The obtained results showed that stateful Long-Short Term Memory (LSTM) network fits better to the dynamics of e-commerce KPIs than the other time-series based prediction methods used in this study. Then, we feed the campaign information into the LSTM network considering that giving the campaign information as input to the prediction model can improve its ability in predicting the sudden increases caused by the campaigns launched on the e-commerce website. The campaign information is represented with product campaign and shopping cart discount variables. The results obtained with multivariate LSTM are analyzed in order to see the effect of campaign information on the confidence interval level and anomaly score. With these variables, it was observed that LSTM produces better predictions in the campaign periods and thus shows a better anomaly detection performance on both of the KPIs used in this study.
The rest of this paper is organized as follows. Section 2 includes the description of the dataset, the methods used throughout the study, and the diagram of the proposed anomaly detection system. Section 3 presents the experimental results. Finally, the paper is concluded in Section 4.
MATERIALS AND METHODS

Dataset Description
In this study, the anomaly detection methods are applied to the de-identified values of two important KPIs, revenue and conversion rate, of an online retail company. While revenue represents the total sale income of the transaction, conversion rate stands for the average number of transactions in a session. The twoyear data belonging to 2016 and 2017 are obtained from Google Analytics which is a web analytic service that allows to manage and report website traffic (Evangelist et al., 2012) . The data in this service are kept in session-based format. When a session takes place, a record that may contain multiple page views, events, and e-commerce transactions is created. One of the most important latent factors whose absence in a prediction model may cause false positive alarms in the e-commerce anomaly detection platforms is the campaign information. In this study, two kinds of campaign information, product campaign and shopping cart discount rate, are fed as ad-ditional variables to the anomaly detection algorithm. The reason of giving campaign information as a ratio instead of true or false, is the campaign rate has an important effect on the revenue and conversion rate KPIs. When the campaign rates change, the predictions and so the upper/lower levels of the confidence interval will also change, which will directly affect the anomalies produced by the system.
Preprocessing
The dataset consists of the finalized transactions performed by the users in different times. Therefore, we applied an aggregation process in order to convert the KPI values into time-series signals. After analyzing the signals in different time-intervals and considering the dynamics of e-commerce, we have determined three-hour as the optimal time interval for aggregation process and calculated the summation of the revenue and average of the conversion rate data points of every three hours. The missing data was determined and completed with zero. Each dataset was standardized to have a mean of zero and a standard deviation of one.
Anomaly Detection Methods
There are wide range of anomaly detection techniques that can be applied to detect unusual patterns in a time-series signals. These methods can be categorized as statistical and learning-based approaches. In this study, we use both statistical and learningbased models and present the comparative analyses of the obtained results. The methods used in this study, which are Moving Average, Autoregressive Integrated Moving Average (ARIMA), Kalman filter, Time Series Decomposition, Holt-Winters, Markov Switching Model, and LSTM-Recurrent Neural Networks, are briefly described here.
The moving average method, which is based on the use of the mean and standard-deviation of a specific time-window to calculate the confidence interval, is a very commonly used technique for anomaly detection in time-series signals (Siwoon Son et al., 2017) . In this approach, the main assumption is that the value of the signal at time t + 1 will be close to the values of the records in that window. The moving average of the previous data points is considered to be the expected value for the present data point. The moving average method can be applied in two different ways. While exponential moving average assigns more weight to recent data in the related timewindow, simple moving average gives equal weight to all data points. We used simple moving average in our experiments.
ARIMA is another statistical-based commonly used model for time series forecasting and data analysis. ARIMA models incorporate auto-regression (AR), Moving Average (MA), and integration (I) processes and aim to make the time-series stationary using these mechanisms (Hyndman and Athanasopoulos, 2018) . For anomaly detection, the expected value for time t + 1 is calculated with ARIMA and a confidence interval is calculated based on the expected value. An anomaly alarm is produced if the observed value is outside the confidence interval.
The Kalman filter method uses a series of previous observations to estimate a probability distribution and predicts the future values accordingly (Knorn and Leith, 2008) . This approach is commonly used to remove the noise in a signal and provide a smoother representation. Removal of the noise with Kalman filter can be considered as a pre-processing step in anomaly detection process.
The Holt-Winters model, also called as triple exponential smoothing, is used to build estimation models for a seasonal time-series. For this purpose, it divides the time series into three smoothing components which are trend, season, and level (Hyndman and Athanasopoulos, 2018). The forecast equation is represented in terms these smoothing equations. Time series decomposition models, which divide the time-series into seasonality, trend, and residual components, are also used to deal with seasonality and trend. The seasonality and trends are removed from the signal and the anomaly detection is performed over the remaining signal. In this study, Twitter's model, which is referred to as Seasonal Hybrid ESD (S-H-ESD), is used for time series decomposition (Hochenbaum et al., 2017) .
A recurrent neural network (RNN) is a special type of neural network architecture that is specifically designed to process sequential data (Hochreiter and Urgen Schmidhuber, 1997; Singh, 2017) . In addition to the feedforward connections of a traditional multilayer perceptron, the units in the hidden layers of an RNN have self-connections and connections to units in the previous layers. LSTM-RNN is a special variant of RNNs which has been proposed to address vanishing gradient problem that occurs when backpropagating errors across many time steps (Ruiz et al., 1994) . There are two variations of LSTM-RNN that can be used according to the relations between batches in a sequence. While stateless LSTM-RNN initiates the hidden and cell states after each batch, stateful LSTM-RNN uses the hidden states and cell states of the previous batch to initiate the states of the next batch. We use both stateful and stateless imple-mentations of LSTM-RNN in our experiments.
We also utilize Markov Switching models (MSM), which is known as the regime switching models, in our experiments. MSM includes multiple equations to characterize the time series behaviors in different regimes (Chevallier et al., 2014) . In this study, the output of MSM is given as an input to LSTM-RNN and a multi-variate LSTM-RNN model is constructed for anomaly detection.
The methods that have been briefly described above are used to forecast the expected value of the time-series at t + 1, and then a confidence interval is calculated based on the expected value. The observed value at time t + 1 is considered to be an anomaly if it exceeds the lower or the upper level of the confidence interval. The confidence interval is calculated with
where p is the prediction produced by the algorithm, z is a value that is determined according to the desired level of confidence, σ is the standard deviation of the actual values, and n is the window size.
Anomaly Scoring
Any observed value outside of the confidence interval is an anomaly; however, not all anomalies are equal from the business point of view. A company may prefer to define different sensitivity levels for anomalies detected in different KPIs. The threshold can be decreased to increase the sensitivity of the anomaly detection system for some critical KPIs. On the other hand, a higher threshold can be determined to prevent high false positive rates.Therefore, when an anomaly is detected, we propose to assign an anomaly score of 0-100 to the related data point with the anomaly scoring method expressed by
where x is the data point, c is the boundary value of the confidence interval, and a refers to the hyperparameter with which the sensitivity to the level of deviation is controlled. Anomaly scoring system provides direction of anomalies which are up and down anomaly scores. The reason for two kind of score is that the decrease in revenue and conversion rate is more important than the increase since any kind of decrease in these KPIs indicates a revenue loss. Therefore, in our experiments, for the upper level of the confidence interval the value of hyper-parameter a is determined as 4, whereas a smaller value, 2, for the lower level is determined to increase the sensitivity of the model.
Performance Measures
The anomaly detection algorithms used in this study have many hyper-parameters to be optimized to construct a reliable model. This process brings the need of using a labeled dataset. To optimize the algorithms and also evaluate their performances, the data points are labeled as non-anomalous and anomalous points. Recall, precision and F1 Score performance metrics, which are the most commonly used measures in anomaly detection studies, are calculated in our experiments. The formulations of these performance metrics are given below: 
Proposed Anomaly Detection System
The system diagram of the proposed anomaly detection system is given in Figure 1 . The operations described above are performed in five layers. The required data is read from the dataset layer and pre-proecessing operations including aggregation and standardization are applied on the KPI values. The processed values in the pre-determined window size are fed to anomaly detection layer, in which the prediction algorithm is used to estimate the value of KPI at time t + 1. We should note that many prediction algorithms are applied on the related KPIs as described in Section 2.3 and the best-performing algorithm, LSTM-RNN, on both KPIs is shown in the system diagram. Then, the estimated value is used to determine the confidence interval and the observed value at time t +1 is compared to the confidence interval. If the estimated value is outside the confidence interval, the required inputs are passed to anomaly scoring function and an anomaly score is produced using Equation 2. Then, the finding is written to the output layer and the anomaly score is compared to the predetermined threshold value. Finally, if the anomaly score is higher than the threshold, the related anomaly information is displayed in the customer dashboard. 
EXPERIMENTAL RESULTS
In this section, the labeling process is conducted to assess and optimize the algorithms, experimental setup including the time-series cross-validation procedure, and the experimental results are presented.
Labeling Process
As mentioned in Section 2.5, a labeled dataset is required to evaluate and compare the anomaly detection algorithms. Labeling all data points in a time-series requires significant domain knowledge and is a very time-consuming process. As it is seen in the Figure 2 , each data point for both KPIs is examined by four experts. The anomalous points that have been detected by each of the experts have been analyzed by the other experts and full-consensus on the anomalous points has been reached. However, we are aware that some anomalous points may have been missed out during this labeling process. Therefore, we have evaluated the results using both F1 Score and recall evaluation metrics as detailed in Section 3.2. Figure 2 : Labeling process.
Experimental Setup
The first 18 months of two-year data of both KPIs are used as training data and the remaining six months were used for testing. Several window sizes and hyper-parameter values are tried for all models. Combinations of 5 x e −1 and e −1 for Covariance (Q) and Environmental (R) uncertainty parameters are applied on Kalman Filter models. When building stateless and stateful-LSTM models, a network of 2 hidden layers and 50 neurons per-layer are found to be the optimal architecture. The time-series decomposition method used in this study requires the maximum number of anomalies that the algorithm will detect as a percentage of the data as an input. In our experiments, 5%, 10%, and 20% are tried to find the optimum value of this hyper-parameter. Due to the nature of e-commerce data, there may be multiple regimes in the time-series signals analyzed in this study. Considering that the regime switching information can improve the learning ability of LSTM, the output of MSM is given to LSTM algorithm as input and a multivariate LSTM is trained. The optimal value of the number of the regimes is found to be 2. and LSTM referred to as MSM+LSTM, stateful-LSTM, and stateless-LSTM are applied on the labeled datasets.
Results on Initial Experiments
The best results together with the corresponding optimal window size for each algorithm obtained on the test sets for KPI revenue and conversion rate are shown in Tables 2 and 3, respectively. As seen in Table 2 , the highest F1 Score of 0.58 is obtained with stateful LSTM for KPI revenue. We should note that these results are obtained on the labeled dataset which may contain anomalous points that have been missed out during labeling as explained in Section 3.1. Therefore, recall is also an important performance measure that should be used to assess the performance of the algorithms on this task. As seen in Table 2 , the highest recall of 0.49 is also obtained with stateful LSTM. S-H-ESD and Stateless LSTM give the second and third best F1 Score of 0.55 and 0.53, respectively. The results show that combining LSTM with MSM does not improve the accuracy of individual LSTM. Although Kalman filter, MSM-LSTM, and Moving Average perform similarly with F1 Scores of 0.46, 0.46, and 0.45 respectively, it is seen that MSM-LSTM gives higher recall than Kalman filter.
As seen in Table 3 , on KPI conversion rate, the highest F1 Scores are again obtained with LSTM networks. The F1 Score of stateful LSTM (0.64) is significantly higher than that of stateless LSTM and MSM + stateful LSTM (0.38 and 0.48). These findings show that, similar to KPI revenue results, best anomaly detection performance in terms of both F1 Score and recall measures is obtained with stateful LSTM and giving the output of MSM as input to LSTM has a negative effect on the performance of individual LSTM. MSM-LSTM, after Stateful LSTM network, provides the highest F1 Score of 0.48. The ARIMA model has the lowest F1 score on both of the KPIs.
Results of Mutivariate LSTM with Campaign Information
As given in Section 3.3, the stateful LSTM network gave the best results on labeled dataset for both KPI revenue and conversion rate. Therefore, Stateful LSTM algorithm has been chosen to be tested on the campaign information appended dataset. In addition to the initial experiments, we incorporate the campaign information into the network considering that campaigns have significant effects on the values of KPIs in e-commerce domain. Thus, we expect the network to learn instantaneous increases that occur due to campaigns launched in website and thus produce better estimations. The campaign information is represented with two exploratory variables indicating the discount rate on the shopping cart and discount rate on specific products as a percentage. These values are set to zero if the corresponding date is not a campaign period. The stateful LSTM with multivariate input has Prediction with Campaign Information Prediction KPI X Figure 3 : Prediction of univariate LSTM and multivariate LSTM with the campaign information in a specific campaign period. Table 4 shows the results obtained with the use of campaign information for both KPIs. It is seen that the success of the LSTM networks on revenue and conversion rate have increased from 0.58 and 0.64 to 0.75 and 0.87, respectively. The recall values of the both networks have significantly improved from 0.49 and 0.69 to 0.67 and 0.90 for revenue and conversion rate, respectively. In Figure 3 , the predictions of univariate LSTM and multivariate LSTM with campaign information along with the actual values of revenue in a Mother's Day campaign period is shown. It is seen that with the the start of the campaign period on May 8, the multivariate LSTM with the additional campaign information starts to produce higher predictions which are closer to actual KPI values.
Examples of anomaly scores along with their direction and deviation information for revenue KPI are given for in Table 5 . The deviation represents the difference between the actual values and the up-per/lower level of the corresponding confidence interval for anomalies having up/down directions, respectively. Since the loss of revenue is more important in the e-commerce sector, the sensitivity of the downward anomalies in the anomaly scoring system is increased according to the ones upward as it is mentioned in Section 2.4. Although the deviation of Down-5 and Up-6, Down-4 and Up-19 or Down-2 and Up-38 are almost same, anomaly scores of downward anomalies are significantly higher than upward ones.
CONCLUSIONS
In this paper, we compared several anomaly detection methods in the context of e-commerce domain. Our experimental evaluation has shown that stateful LSTM outperformed the other models that have been tested in this paper. The findings also showed that LSTM can successfully use the additional campaign information in a multivariate manner to learn the sudden increases in campaign periods. Even if some of the data points in such periods are labeled as anomaly, smaller anomaly scores will be produced by the multivariate LSTM and thus prevent some of the false alarms depending on the pre-determined sensitivity level of the system.
Our results suggest that the proposed anomaly detection method is able to accurately detect the anomalies that occur in the predetermined KPIs. Although a carefully designed labeling process is performed by four experts in our study, the human bias during the labeling process can be regarded as a limitation. However, we should note that this limitation is not specific to our study but a limitation of the time-series based anomaly detection studies in general. As a future direction, multiple anomaly detection algorithms can be used in a hybrid way to improve the general success rate.
