We use computer simulations to investigate the amount of genetic variation for complex traits that can be revealed by single-SNP genome-wide association studies (GWAS) or regional heritability mapping (RHM) analyses based on full genome sequence data or SNP chips. We model a large population subject to mutation, recombination, selection, and drift, assuming a pleiotropic model of mutations sampled from a bivariate distribution of effects of mutations on a quantitative trait and fitness. The pleiotropic model investigated, in contrast to previous models, implies that common mutations of large effect are responsible for most of the genetic variation for quantitative traits, except when the trait is fitness itself. We show that GWAS applied to the full sequence increases the number of QTL detected by as much as 50% compared to the number found with SNP chips but only modestly increases the amount of additive genetic variance explained. Even with full sequence data, the total amount of additive variance explained is generally below 50%. Using RHM on the full sequence data, a slightly larger number of QTL are detected than by GWAS if the same probability threshold is assumed, but these QTL explain a slightly smaller amount of genetic variance. Our results also suggest that most of the missing heritability is due to the inability to detect variants of moderate effect (0.03-0.3 phenotypic SDs) segregating at substantial frequencies. Very rare variants, which are more difficult to detect by GWAS, are expected to contribute little genetic variation, so their eventual detection is less relevant for resolving the missing heritability problem.
S TUDY of the nature of variation for quantitative traits, also known as complex traits, is one of the most active areas of research in genetics. This is particularly the case in human genetics because many common genetic diseases, including cancers, obesity, heart disease, and stroke, are complex traits controlled by many loci and influenced by multiple environmental factors. Large numbers of genetic loci influencing complex traits have been discovered using genome-wide association studies (GWAS) by associating putatively neutral SNPs with variation for the trait. For example, analysis of 160 complex disease phenotypes and quantitative traits has revealed associations with more than 2000 SNPs in humans (Visscher et al. 2012) . A key general finding from GWAS is that the significantly associated SNPs account for only a small proportion of the trait's genetic variation, the so-called missing heritability problem (Manolio et al. 2009 ). For example, based on the resemblance between relatives, narrow-sense heritability for human height has been estimated to be as high as h 2 = 0.7-0.8 (Visscher 2008; Zaitlen et al. 2013) , but the 679 variants identified in the latest GWAS meta-analysis of 79 studies analyzing more than 250,000 individuals accounted for only 16% of that heritability (Wood et al. 2014 ). Even when the information contained in all the SNPs analyzed is used, only about 50-60% of the variance is explained in the case of human height (Yang et al. 2010 (Yang et al. , 2011 (Yang et al. , 2015 Golan et al. 2014; Wood et al. 2014) and about 27% in the case of body mass index (Yang et al. 2015) . This large gap between the heritability explained by the loci identified in GWAS and the trait's heritability is observed for most human disease traits (Visscher et al. 2012) , although increasingly refined analyses are succeeding in explaining more variation (Yang et al. 2015) .
A number of nonexclusive arguments have been proposed to explain missing heritability (Maher 2008; Manolio et al. 2009; Gibson 2012) . First, it has been argued that many alleles causing variation for quantitative traits may be either rare or have small effects, and GWAS lacks power to detect them (Yang et al. 2010 ; Thornton et al. 2013) . This is supported by the fact that increasingly large sample sizes tend to identify an increasingly large number of QTL (Wood et al. 2014) . Second, a substantial part of the heritability estimated by resemblance between relatives could be due to epistatic interactions between loci (Zuk et al. 2012; Bloom et al. 2013) , which cannot be captured in (single-locus) GWAS, suggesting that epistatic effects should be explicitly incorporated in GWAS (Hemani et al. 2013 ). On theoretical grounds, it has been argued, however, that most of the genetic variation for quantitative traits is likely to be additive (Hill et al. 2008; Hill 2010) and that epistatic interactions cannot be the main factor explaining missing heritability. Third, it also has been argued that synthetic associations between several rare causal variants and common tag SNPs are a common feature of GWAS Wang et al. 2010) and that the effect associated with a tag SNP underestimates the effects of the causal variants. Although several examples of synthetic associations have been found Wang et al. 2010) , theoretical arguments and simulation studies suggest that this may not be a common feature of GWAS. For example, Wray et al. (2011) showed that the distribution of frequencies of the most strongly associated SNPs under a synthetic association model would be highly skewed toward low frequencies, an expectation that is inconsistent with empirical GWAS results. In addition, it has been suggested there are few scenarios that give rise to synthetic associations that would not be detected by linkage analyses (Orozco et al. 2010) . Finally, simulation studies indicate that significantly associated markers tend to be in strong linkage disequilibrium with only a single causal QTL (Thornton et al. 2013 ).
If we accept that most missing heritability is explained by a lack of power to detect minor or rare variations, a question then arises as to whether a full genome sequence rather than a set of tag SNPs selected by frequency and linkage relationships (as in SNP chips) would increase the amount of genetic variation explained. Thornton et al. (2013) performed simulations to investigate the power of GWAS and other methods for the detection of genetic variants affecting complex traits. They compared the power of traditional SNP chips vs. resequencing studies and found that complete resequencing yielded only a modest improvement. For example, in their simulation model, the highest power, defined as the number of simulations in which at least one marker in a gene region exceeded the genome-wide significance threshold, peaked at 28% for GWAS but only increased to 38% for full resequencing. Spencer et al. (2009) also suggested that full resequencing is unlikely to improve the performance of GWAS using traditional SNP chips. However, Thornton et al. (2013) did not attempt to quantify the amount of genetic variance explained by full sequencing compared with that explained by GWAS.
Other QTL detection methods, assumed to be more powerful than traditional GWAS, have been developed that consider a composite P-value generated by a group of SNPs within a segment of the genome. These include the sequence kernel association test (SKAT) (Wu et al. 2011 ) and multiple-SNP methods such as regional heritability mapping (RHM), a variance-component approach based on restricted maximum-likelihood (REML) estimation of additive variance explained by genomic regions of a given size (Nagamine et al. 2012) . A comparison of the power of these two methods and other composite P-value methods and single-SNP methods has been made recently by Uemoto et al. (2013) . This study showed that RHM is more powerful for detecting rare variants than the other methods, particularly when applied to small genomic regions (containing 10-20 SNPs). However, the analysis was based on information from genotyped SNPs rather than on full sequence data. Thus, it is unknown whether RHM on full sequence data substantially improves the heritability explained compared to that explained by GWAS with full sequencing.
The preceding studies have compared the power of detection of genetic variants using full sequence information, single-SNP GWAS, and power composite P-value methods, but none have attempted to quantify the genetic variation revealed using these more powerful methods. This depends on the nature of genetic variation for complex traits. Several theoretical and simulation studies have recently investigated the genetic architecture of complex traits and its consequences for the nature of missing heritability. Eyre-Walker (2010) proposed a pleiotropic quantitative trait model in which mutations affecting a trait may have a range of relationships with fitness but assume a direct proportionality between trait and fitness effects. The model predicts that unless the trait and fitness effects are uncorrelated or the strength of selection acting on deleterious mutations is weak, most of the variance for the trait is contributed by rare mutations of large effect. For example, for scenarios that assume an intermediate correlation between the trait and fitness, and considering levels of selection as deduced from nonsynonymous mutations (Boyko et al. 2008) , the model predicts that most variation is contributed by mutations segregating at frequencies below 0.01 (Eyre-Walker 2010; Figure 3 ). Thus, under this model, it is expected that a very substantial part of variation for complex traits correlated with fitness is due to mutations with frequencies so rare that they may pass undetected by GWAS.
A number of simulations and analyses have been carried out following the pleiotropic model of Eyre-Walker (2010). Agarwala et al. (2013) used this model, assuming a range of correlations between trait and fitness, and compared the results with empirical data for type 2 diabetes. These authors found that scenarios where the trait and fitness are either uncorrelated or fully correlated were incompatible with the empirical data because there were too many or too few GWAS hits, respectively, relative to empirical observations. However, scenarios in which there was an intermediate correlation could not be ruled out, and these included a case in which rare variants [minor allele frequency (MAF) , 0.05] explain very little (,25%) heritability and another in which they explain most (.80%) heritability. Lohmueller (2014) and Simons et al. (2014) also used Eyre-Walker's model or an analogous one to investigate the impact of population bottlenecks and other demographic changes on the nature of deleterious mutation load. Lohmueller (2014) considered two scenarios in which the trait and fitness effects are uncorrelated or have an intermediate level of correlation. Simons et al. (2014) used a model of mutations with fixed weak or strong effect on fitness and effects on a quantitative trait that were either unrelated or proportional to the fitness effects. In both cases, the models assumed linkage equilibrium among mutations. Both studies produced consistent results, in agreement with Eyre-Walker (2010), suggesting that when trait and fitness effects are uncorrelated, common variants can account for most of the genetic variation regardless of demography. However, when there is proportionality between trait and fitness effects, rare deleterious mutations contribute much of the genetic variation, and this becomes more important if there are demographic fluctuations, particularly population expansions. Finally, North and Beaumont (2015) investigated the distribution of a complex trait under the Eyre-Walker (2010) model and concluded that it predicts trait distributions that are unrealistically leptokurtic when the correlation of mutational effects between the trait and fitness is high, suggesting that low or intermediate values for the correlation parameter are more realistic.
The possibility that most of the genetic variation for a quantitative trait (other than fitness itself) can be accounted for by mutations at low frequencies (say, below 0.01), as suggested by the Eyre-Walker (2010) model, could help to explain missing heritability. However, most SNPs found in GWAS segregate at intermediate to high frequencies (Yang et al. 2010; Lee et al. 2011 ) and explain about 50% of the heritability (Zaitlen et al. 2013 ). This makes it unlikely that most significant SNPs are tagged to rare causal variants (Yang et al., 2011) . Note that, as shown by Wray et al. (2011) , the variance explained by rare causal variants is expected to be several-fold higher than the variance explained by their associated SNPs. This implies that the heritability explained would be much larger than the real one if most common SNPs found in GWAS are due to single rare causal variants.
Here we investigate a different pleiotropic model in which the relationship between fitness effects and trait effects is not directly proportional, as in the Eyre-Walker (2010) model. The objective is to construct realistic models of quantitative variation by individual-based forward-in-time simulation to investigate whether single-SNP GWAS or RHM applied to full sequence data substantially increases the number of quantitative trait variants detected and the additive genetic variance explained relative to GWAS applied to traditional SNP chips. We also investigate whether our pleiotropic model of variation captures the main features of real GWAS and the extent of missing heritability and provides information on the nature of variants missed in association studies.
Materials and Methods
We carried out simulations using knowledge of the distribution of annotated coding and noncoding regions in the genome, empirical estimates of mutation and recombination rates in humans, and the empirically inferred distribution of effects for deleterious nonsynonymous mutations. The protocol involved the simulation of a complex trait correlated with fitness in a large population subject to mutation, drift, selection, and recombination. GWAS analysis of the complex trait was carried out using information on typical SNP chips or full sequence data. RHM of genetic variants also was applied to the whole genome sequence. The numbers, effects, and genetic variance explained by the QTL detected were compared, allowing an understanding of the nature of missing heritability and the possible advantages of using full sequence data and multiple-SNP methods. The model and simulation protocol are described in what follows, and more details are provided in an Appendix in the Supporting Information.
Quantitative trait model and simulation parameters
We assumed the organization (coding and noncoding regions) of a 10-Mb genome sequence in a randomly chosen piece of a mammalian chromosome (in particular, the region between nucleotides 14,000,000 and 24,000,000 of Mus musculus chromosome 19). This sequence includes 72 protein-coding genes and is partitioned into 971 alternating coding and noncoding regions in which only 77,522 positions (,1%) are in coding regions.
SLiM software (Messer 2013) , modified to provide mutations with pleiotropic effects on a quantitative trait and fitness, was used for the simulations. A constant unstructured population of size N = N e = 1000 individuals was run for 10,000 generations. This burn-in period ensured that allele frequencies were close to mutation-selection equilibrium. In the final burn-in generation, the population was expanded to 10,000 individuals to simulate a frequency distribution of genetic variants corresponding to an unscaled population size that was 10 times larger.
The per-nucleotide mutation rate u and recombination rate r were assumed to be equal to 10 27 , implying values of N e u = N e r = 10 24 , which are appropriate for human populations (Li and Sadler 1991; Kong et al. 2002) . Thus, because we used N e = 1000 in the simulations and effective sizes for human populations are an order of magnitude larger (see, e.g., Charlesworth 2009), we increased the mutation and recombination rates by an order of magnitude to simulate the genetic variation corresponding to a population that is 10 times larger.
The scaled recombination rate is consistent with an average value of 1 cM/Mb in the genome.
In noncoding regions of the sequence, mutations were assumed to be neutral for fitness and to have no effect on the trait. Synonymous sites, comprising 25% of sites in coding regions, were also assumed to evolve neutrally. The remaining 75% of mutations in coding regions were assumed to have a homozygous effect a on the quantitative trait and a correlated homozygous effect s on fitness. Values of a and s were obtained from a bivariate gamma distribution with shape parameter b = 0.2 and mean s such that 4N e s = 24000, and all mutations were deleterious, additive within loci, and had multiplicative gene action between loci. The distribution and mean effect of mutational effects for fitness are consistent with the empirical results of Boyko et al. (2008) for amino-acid-changing (nonsynonymous) mutations. For the quantitative trait, the mean absolute value of a = 1.0, positive or negative with equal probability, with additive gene action within and between loci. The correlation r between a and s was varied, taking values of 0, 0.25, 0.5, 0.75, and 1, but the marginal distributions of a and s were the same for all values of r.
Genotypic values for the quantitative trait were obtained by adding the effects of the mutations carried by the individual. Phenotypic values were obtained by adding a normal deviate N(0,V E ) to the genotypic value, where V E is the environmental variance. The equilibrium additive genetic variance for the quantitative trait varied for each correlation scenario because larger values of r imply a closer relationship between trait and fitness effects and thus lower mean values of mutations for the trait. Although traits more closely related with fitness have lower heritabilities (Mousseau and Roff 1987) , the intention here was to investigate a trait with a given heritability under different genetic correlations with fitness. Thus, to have the same heritability value (h 2 = 0.8) for the trait in all r scenarios, the additive variance was obtained in each scenario, and the appropriate environmental variance V E was calculated accordingly and applied for the calculation of phenotypic values.
To obtain quantities and statistics corresponding to the equivalent of a whole human genome sequence, the results of 300 simulation runs (with 10 Mb each) were added or averaged to produce results for a 3-Gb genome. This process was replicated six times for each of the five r values considered.
GWAS analysis
One thousand individuals were randomly sampled from the population and analyzed with the GenABEL package (Aulchenko et al. 2007) . Two types of analyses were carried out, one for a typical SNP chip (referred to as Chip) and the other involving all SNPs simulated, thus incorporating the full genome sequence (referred to as Sequence). For the Chip analysis, the following steps were carried out to model the discovery of SNPs in the HapMap Project and subsequent selection of tag SNPs: first, among all SNPs simulated (around 9.7 million per genome), a random sample was obtained so that an approximately uniform distribution of SNP frequencies was achieved. This was done by sampling SNPs with a probability equal to 4q(1 2 q), where q is the SNP frequency, so that all SNP frequency classes were chosen with approximately equal probability. Next, the program PLINK (Purcell et al. 2007 ) was used to prune out groups of SNPs with extremely high linkage disequilibrium. A threshold value of r 2 = 0.9 was considered using the indep-pairwise function with window size 1000 bp and step 500. The resulting SNP chip was composed of 1.36 million SNPs. Estimates of the additive variance explained by the whole SNP chip were obtained with the software REACTA (Cebamanos et al. 2014 ), a version of GCTA (Yang et al. 2011) .
The single-SNP GWAS analysis was performed with Gen-ABEL. For this analysis, SNPs were "cleaned" to remove those with a MAF , 0.05, leaving about 1.2 million SNPs to be analyzed in the Chip, i.e., about one-tenth the total number of segregating SNPs. Other cleaning options were implemented, such as exclusion of SNPs that deviate from Hardy-Weinberg equilibrium (HWE) [false discovery rate (FDR) , 0.2] and exclusion of individuals with unusually high heterozygosity (FDR , 1%), but this led to the exclusions of no further SNPs. Regression of the individual phenotypic values for the trait on single-marker frequencies was carried out with the function gtscore on the cleaned data. The threshold unadjusted probability P 1df used to consider significance was a = 10 28 , a typical cutoff value used in GWAS .
After detection of significant SNPs in a given simulation run, we carried out a procedure, following Dickson et al. (2010), to ascertain which causal SNPs (QTL) were responsible for the significance of each significantly detected SNP. For each significant SNP found in the analysis, GWAS was again carried out fitting every QTL in the model, one by one. For example, if there were, say, 80 QTL involved in a given run (whether or not included in the Chip), GWAS was carried out 80 times, fitting each QTL in the model in turn. Fitting a given QTL in the model implies that its effect is removed in the regression analysis. If the significance of a given SNP is lost after the fitting of a given QTL, this therefore implies that the QTL was responsible for the significance of the SNP. The loss of significance was assessed using a conservative P-value of a9 = 10 27 . When several significant SNPs were associated with (caused by) a given QTL, the most associated SNP was considered as the one with the lowest P-value.
For the Sequence analyses, the procedure was the same as described earlier, except that all SNPs simulated were analyzed rather than only those in the Chip. To check for type I error in QTL detection, all simulations for the scenario with r = 0.5 were repeated 100 times using random permutations of the individual phenotypes.
RHM analysis
RHM analysis was carried out for the whole sequence with the software REACTA (Cebamanos et al. 2014) using windows of 20 consecutive SNPs and an overlap of 10 SNPs. Thus, in a single 10-Mb run, 2400 regions were analyzed, i.e., about 720,000 windows per full genome. Estimates of the additive variance were assumed to be significant if the P-value a was less than a critical value ranging from 10 24 to 10 212 . All analyses were repeated using randomization of individual phenotypes to check for type I error in QTL detection.
Results

Simulated quantitative trait variation
The quantitative trait and fitness were simulated using a range of values for the genetic correlation parameter r from 0 (no correlation between the absolute mutational effects a on the trait and fitness s) to 1 (the trait is fitness itself) (Supporting Information, Figure S1 ). Our model is different from the pleiotropic model of Eyre-Walker (2010) in the sense that it allows for mutations with large effects on the trait and low fitness effects unless r = 1. To illustrate this difference, Figure S1F compares the joint distribution of trait and fitness effects assumed by Eyre-Walker (2010) [see also Figure 1 of Eyre-Walker (2010)] with that for the corresponding intermediate r value under our model ( Figure S1C ).
The distribution of the number of QTL segregating in the population for the different r values is shown in Figure 1A . For simplicity, the figure arbitrarily classifies the QTL as rare (with frequency q # 0.05) or common (q . 0.05) and as having small effects on the trait [with absolute effect a between 0 and 0.02-0.04 phenotypic SD (pSD) for r between 0 and 0.75 and between 0 and 0.18 pSD for r = 1] and large effects (the remainder). Note that 80% of QTL segregating in the population are rare, and the stronger the correlation between trait and fitness effects, the lower is the proportion of major QTL. However, for values of r , 1, there is a small proportion of mutations of large effect for the trait that are common in the population. For r = 1 (the trait is fitness itself), no common QTL of large effect segregate in the population, as expected. Figure 1B shows the proportion of additive genetic variance explained by the QTL. For r , 1, 85% of the variance is explained by common QTL of large effect, and most of the remaining variance is explained by rare QTL, also of large effect. For fitness itself (r = 1), however, all the variance is explained by rare, mostly large-effect alleles.
Significant SNPs found with GWAS
The average allele frequency of all SNPs simulated was 0.12, and the distribution of MAFs was highly leptokurtic ( Figure  S2 ). For the SNPs belonging to the Chip, the frequency distribution was approximately uniform ( Figure S2 ), as in typical SNP chips. The average number of significant SNPs detected per genome was about three times larger with the full Sequence than with the Chip (Figure 2A and Table S1 ), and there were generally more significant SNPs tagged to a given QTL in the Sequence analysis (mean 6.5 SNPs vs. 3.3 SNPs for Chip) ( Figure 2B and Table S2 ). Permutation of individual phenotypes for the case of r = 0.5 showed that only 0.07 SNPs, on average, would be detected per genome with a = 10 28 , suggesting that there is a very low type I error rate in the analysis. The average estimated effect for significant SNPs for the trait was around 0.15 pSD (range 0.11-0.18 pSD) for the different r scenarios (Table S1 ). No significant SNPs were detected for fitness itself (r = 1). The full Sequence analysis detected a substantially larger number of SNPs segregating at lower frequencies ( Figure 2D ), which were undetectable in the Chip analysis ( Figure 2C ).
Detection of QTL with GWAS
The causal QTL associated with the significant SNPs found in the Chip and Sequence analyses were identified and their contributions to the additive genetic variance calculated (see Materials and Methods). Figure 3 shows the average number of QTL detected per genome for the Chip and Sequence analyses, along with the proportion of the total additive genetic variance V A explained by them. The number of QTL detected was larger for cases with intermediate values of r ( Figure  3A) , corresponding to the larger number of significant SNPs (Figure 2A ), but the proportion of additive variance explained by them increased approximately linearly with the value of r ( Figure 3B ). The number of detected QTL was substantially larger (47% on average) with the Sequence analysis than with the Chip analysis ( Figure 3A ). In total, over all the genomes analyzed, 404 QTL were detected by both analyses, 89 were detected only by the Chip analysis and 314 only by the Sequence analysis ( Figure S3 ).The distribution of allele frequencies for the QTL detected by the two analyses is shown in Figure 4 (all r scenarios are combined because average allele frequencies were similar for all of them) (see Table S1 ). Clearly, the Sequence analysis detected a substantially larger number of QTL segregating at low frequencies, but these contributed little additive variance. Thus, the proportion of V A explained by the QTL detected was always lower than 50%, with only a modest improvement (,20%) with the Sequence analysis ( Figure 3B ).
When the additive variance was estimated using the information contained in the whole chip SNP, this was close to 100% for all values of r except r = 1; i.e., the estimated V A was 102, 98, 90, 89, and 1% of the true genic variance for r = 0, 0.25, 0.5, 0.75, and 1, respectively. Figure 3 , C-F, differentiates between the QTL detected directly in the analysis (i.e., the QTL itself is significant) and the QTL detected indirectly via a neutral significant tag SNP. Note that the increase in the number of QTL detected by the Sequence analysis was mainly due to an increase in the number of QTL detected directly (Figure 3 , C-F). Thus, the Sequence analysis detected QTL with a higher precision than the Chip analysis.
Regarding QTL detected indirectly via a tag SNP, estimated effects and frequencies of neutral tag SNPs in the Chip analysis were in good agreement with the effects of their corresponding causal QTL ( Figure S4 ). The mean physical distance between tag SNPs and their causal QTL was 15.9 kb (median 4.3 kb), with an average linkage disequilibrium r 2 value of 0.75 ( Figure S4 and Table S2 ). Thus, the most associated tag SNPs were generally close to their causal QTL, but in some cases the distance could be rather large (tens or even hundreds of kilobases) ( Figure S4C ).
We also addressed the issue of whether or not synthetic associations are a general feature of GWAS. Figure 5 presents the number of significant SNPs (mean numbers for each r scenario are given in Table S2 ) for which significance is due to one, two, three, or more causal QTL. The results are similar for both the Chip and Sequence analyses. About 65% of significant SNPs could be explained by a single causal QTL, about 25% by two QTL, and the remainder by three or more QTL. Therefore, synthetic associations between causal QTL are not found in most cases. In addition, in the cases where two or more QTL caused the significance of a given tag SNP, one of the QTL had a much larger effect on the trait and stronger linkage disequilibrium with the tag SNP than the others ( Figure S5 ). Thus, in these situations, one of the causal major QTL had the leading signal, and the other causal QTL had a secondary minor role.
Detection of QTL with RHM
Analyses of the full genome sequence also were carried out with the RHM method for simulations with r = 0.5, i.e., the scenario with the largest number of QTL detected by GWAS. We assumed a range of significance thresholds (a = 10 24 to 10 212 ) to detect significant genomic regions of 10 SNPs each. As expected, the number of QTL detected increased as a increased (Table S3 ), but the proportion of significant regions actually including QTL was correspondingly smaller, as expected, indicating that higher type I errors increased with increasing a (see also Rowe et al. 2013) . The contribution to the total additive variance of the QTL detected was not dramatically increased by increasing a, i.e., 46% with a = 10 24 and 31% with a = 10 28 (Table S3 ). Analyses carrying out random permutations of individual phenotypes showed that no significant regions were found if a = 10 28 (Table S3 ). Thus, we used this threshold value for further analysis, which is the same as that used for GWAS. Table 1 shows the total number of QTL segregating in all simulations for r = 0.5, distinguishing between rare (q # 0.05) and common (q . 0.05) QTL and between different ranges of effects on the trait. The table also shows the total number of QTL detected by GWAS (with the full Sequence), those detected by RHM, and those detected by both methods. The contributions of these detected QTL to the additive variance are also shown in the right-hand part of the table.
Characterization of the missing genetic variance
Regarding GWAS results, it can be seen that although 39% of the additive variance is recovered by the QTL detected, a large number of them are missed, particularly those that are rare and have small effects, but many common QTL of moderate effect are also missed. It is precisely these QTL that contribute the bulk of genetic variation. Therefore, most of missing heritability is due to the inability to detect these QTL with moderate effects (0.03-0.28 pSD) segregating at substantial frequencies rather than very rare ones, which contribute very little to the genetic variation. This is illustrated in Figure 6 , which shows the proportion of the total additive variance detected ( Figure 6A ) or missed ( Figure 6B ) by single-SNP GWAS as a function of the QTL effects and frequencies. Figure 6A shows that most of the variance detected (39.4% of the total) is explained by QTL of effect larger than 0.14 pSD segregating at intermediate frequencies.
The missing additive variance (60.6%) is mostly due to QTL of minor to moderate effect (0.03 , a , 0.28 pSD) segregating at intermediate frequencies ( Figure 6B ). The proportion of variance missed from QTL with frequency lower than 0.05 is only 15%. With the same threshold probability value, RHM detected about 13% more QTL than GWAS (Table 1) . From the 263 QTL detected by GWAS and the 298 QTL detected by RHM, only 135 were coincident. However, most of the additional QTL detected by RHM were rare and of minor effect, and some more common major QTL were missed with RHM that were detected with GWAS. Thus, the proportion of V A detected by RHM (31%) was lower than that detected by GWAS (39%). The combination of both methods (GWAS + RHM) detected up to 425 QTL but gave only a marginal increase in the proportion of variance detected (41%). A close inspection of the QTL detected by RHM shows that almost all QTL of small effect were close to a single major QTL in a given genomic region. Thus, RHM detected major rare QTL, and because their signals were extended to nearby regions, other minor QTL were detected by chance (see Figure S6 and Table S4 for illustrations of this observation).
Discussion
Nature of quantitative trait variation for complex traits
Our simulation model assumes an equilibrium among mutation, negative selection, and genetic drift. We based our distribution of fitness effects on that inferred by Boyko et al. (2008) from segregating amino acid polymorphisms in humans. According to this study, the best-fitting distribution of fitness effects among newly arising amino-acid-changing mutations is a log-normal or gamma distribution with a rather leptokurtic shape (corresponding to a shape parameter of around 0.2 for the gamma distribution) that peaked near neutrality and with a mean effect of mutations implying 4N e s of about 23,000. Lohmueller (2014) and North and Beaumont (2015) also assumed the parameters inferred by Boyko et al. (2008) in their simulations. We assumed this distribution shape both for the quantitative trait and for fitness using a bivariate distribution with correlation r. With this distribution, the average fitness effect for QTL segregating in the population was about 20.1, but the mean fitness effects of QTL detected in the Sequence analysis were 20.0009, 20.0014, 20.0070, and 20.0033 for r = 0, 0.25, 0.5, and 0.75, respectively. No QTL were detected with r = 1 (the trait is fitness itself) because major QTL were highly deleterious. These fitness effects are broadly consistent with the range of estimated fitness effects for rare segregating human amino-acid-changing alleles (20.003 to 20.001) estimated by Kryukov et al. (2007) .
In our simulations, we made some simplifying assumptions. Mutations with effect on the quantitative trait (and fitness) were assumed to occur only in coding regions because the data used for the distribution of mutational effects for fitness refer to amino-acid-changing (nonsynonymous) mutations (Boyko et al., 2008) . Many mutations for quantitative traits presumably also occur in noncoding regions, but their fitness effects are more poorly understood (Torgerson et al. 2009; Halligan et al. 2013) . The effective population size considered in the simulations was of 1000 individuals, which was expanded to 10,000 individuals in the last simulated generation. Given that the recent effective size of human populations is an order of magnitude larger than we simulated (see, e.g., Charlesworth 2009), we scaled the mutation and recombination rates, increasing them by an order of magnitude. This is, however, a common practice, and the scaling guarantees that the amount of genetic variance achieved for the quantitative trait is approximately that for a population that is 10 times larger than that simulated. We checked this by performing simulations with a population size five times larger, i.e., N = 5000, assuming r = 0.5 and scaled mutation and recombination rates and mean fitness effects to keep the same previous values of N e u = N e r = 10 24 and 4N e s = 24000. Six hundred simulations of 10-Mb sequences were run for 50,000 generations. The total number of SNPs found per genome was 11.4 million, close to the 9.7 million found with N = 1000, and the total additive genetic variance per genome was not significantly different from that obtained assuming N = 1000 (1089 6 35 for N = 1000 vs. 1037 6 20 for N = 5000). Note, in addition, that although the genetic variance increases indefinitely with increasing population size under a neutral model, under our pleiotropic model of mutations, this increase is very slow unless the correlation between trait and fitness is close to zero [see Keightley and Hill (1990) and Figure 6 of Caballero and Keightley (1994) ].
The pleiotropic model proposed by Eyre-Walker (2010) and assumed by Agarwala et al. (2013 ), Lohmueller (2014 , and North and Beaumont (2015) differs from ours in that it implies a direct proportionality between trait and fitness effects for all mutations. A proportional relationship between fitness s and trait a values also was assumed by Simons et al. (2014) such that a = cs, where s can be 0.0002 (weak fitness effect) or 0.01 (strong effect), and c is a constant between 0 and 1. With these models, nearly neutral mutations with large effects on the trait are not generally possible (see, e.g., Figure S1F ), except when the trait and fitness effects are uncorrelated or fitness effects are weak. However, mutational effects on fitness deduced from empirical data seem to be rather large (mean 4N e s~23000) (Boyko et al. 2008) . Thus, a strong relationship between s and a implies that genetic Figure 5 Distribution of the frequency of significant SNPs for which detection is due to a given number of causal QTL for the Chip analysis (blue) and the Sequence analysis (red) (results combining all simulations and values of r). variation is mostly explained by rare variants of large effect. For example, Figure 3A of Eyre-Walker (2010) shows that when 4N e s = 23000 and t = 0.5 (implying an intermediate correlation between trait and fitness) (see Figure S1F ), the peak for the density of variance occurs for mutations with frequencies between 10 23 and 10 24 . Mutations segregating at such low frequencies are expected to go undetected by GWAS but might contribute to explaining missing heritability. North and Beaumont (2015) showed that assuming intense selection, the model of Eyre-Walker (2010) is compatible with the observed distribution of quantitative traits only if the correlation between trait and fitness is intermediate or low. In addition, Agarwala et al. (2013) found that by assuming the model of Eyre-Walker (2010) , intermediate values of the correlation between trait and fitness also would be compatible with data from type 2 diabetes, but models assuming no correlation or a complete correlation could be ruled out.
In contrast, in our pleiotropic model, nearly neutral mutations of large effect can occur irrespective of their effect on the trait, except for the case of r = 1 (see Figure S1 , A-E), even though we assumed a conservatively large mean fitness effect of mutations (4N e s = 24000). It can be argued that even if a quantitative trait is strongly correlated with fitness, this should not necessarily imply that all mutations of substantial effect on the trait also must have a substantial negative fitness effect. In fact, most of the SNPs detected by GWAS are common (Yang et al. 2010; Lee et al. 2011; Zaitlen et al. 2013) , and these contribute about 50% of the heritability of the traits (Zaitlen et al. 2013) . Although common SNPs could be associated with either rare or common causal QTL, it seems unlikely that all common SNPs found by GWAS are associated with rare QTL Wray et al. 2011) , implying that common QTL of large effect are also possible. Thus, with the pleiotropic model assumed here, if r = 1, all variance is due to rare QTL (see Figure 1B) , in agreement with the model of Eyre-Walker (2010), and no significant SNPs are detected with GWAS. For other r values, however, we found that a substantial amount of variance is contributed by common QTL of substantial effect ( Figure 1B) , and thus, these QTL can be detected for all values of r (except r = 1). Even so, for intermediate values of r, our model predicts that variants of large effect are more likely at lower frequencies, in accordance with empirical results, as will be shown later.
Our results suggest that most of missing heritability is due to the inability to detect QTL of moderate effect segregating at substantial frequencies, perhaps because their effects are masked by the simultaneous segregation of other major QTL. This is clear from Table 1 and Figure 6B , which show that many QTL with a range of frequencies and effects between 0.03 and 0.28 pSD are missed, and these account for 41.5% of the total variance. An increasing number of these mutations with moderate effect and segregating at high frequencies are expected to be found as sample sizes increase and detection methods become more powerful, reducing the missing heritability. However, many other variants segregating at low frequencies (q , 0.05) across the full distribution of effects or segregating at intermediate frequencies (q . 0.05) but with very minor effects are also missed, and these will be more difficult to detect. Because they are expected to contribute very little to the genetic variation (Table 1) , their eventual detection will not contribute substantially to the general understanding of variation for the trait.
Significant SNPs found by GWAS
The genomic mutation rate assumed produced a total of about 9.7 million SNPs. For the Chip analysis, we considered a typical genotyping panel in which the distribution of SNP frequency was approximately uniform ( Figure S2 ) and in which SNPs segregating at low frequencies (MAF , 0.05) were excluded from the analysis. The number of significant SNPs found with the Chip analysis (of the order of a few dozen SNPs) (Figure 2A) is consistent with typical GWAS results. Likewise, the distribution of frequencies of significant SNPs is also consistent with that observed in real GWAS Table 1 Number of QTL and their contribution to the additive genetic variance V A (in percent) for all QTL segregating in the population and those detected by GWAS with the full sequence as a function of their gene frequencies (rare: q £ 0.05; common: q > 0.05) and absolute effects on the quantitative trait (a, in pSDs)
Frequency
Effect a (pSDs) The results correspond to the six whole genomes simulated under the scenario with r = 0.5. The threshold value for detection is a probability of a = 10 28 both for GWAS and for RHM.
[compare our Figure 2C with Figure 2A of Wray et al. (2011) , obtained from the GWAS catalog]. In addition, the average estimated effect of SNPs detected in the Chip analysis was in the range 0.11-0.18 pSD (Table S1 ), in broad agreement with the average effects of SNPs detected in GWAS, e.g., affecting human height (0.8 cm between the two homozygous genotypes, or about 0.12 pSD) (Visscher 2008) . With the Sequence analysis, the number of SNPs detected increased approximately threefold (Figure 2A ) compared to the Chip analysis, and this increase was manifest particularly for SNPs segregating at low frequencies ( Figure 2D ). Models assuming an intermediate correlation r between effects on the quantitative trait and fitness produced larger numbers of significant SNPs than lower or higher values of r. This is explained by a combination of two opposing factors. First, the larger the value of r, the lower is the mean trait effect for segregating mutations because mutations with large effect on the trait tended to have more deleterious effects on fitness. This factor increases the chances of QTL detection for low values of r. However, because we assumed a constant heritability for all r scenarios, the environmental variance assumed was necessarily lower with increasing values of r, so the power to detect significant SNPs of large effect was increased for high values of r, except for r = 1, where no significant SNPs were found because of their low frequency.
Recently, results from the UK10K Project (UK10K Consortium 2015), based on an analysis of whole genome or exome sequences of nearly 10,000 individuals, have allowed for the identification of a large number of variants affecting different disease traits. One of the main findings from this study is the allelic spectrum for single-marker association variants. This spectrum shows that variants segregating at high frequencies tend to have smaller effects on the trait than variants segregating at low frequencies [see Figure 3 of UK10K Consortium (2015) ]. A similar negative relationship between allelic effects and allelic frequencies has been shown by Yang et al. (2015) (see their Figure 4 ) regarding human height and body mass index. These observations are compatible with a pleiotropic model of mutations between the trait and fitness, as investigated in this paper.
We made a comparison between this empirical allelic spectrum and that obtained from our simulations. Figure 7 shows the predicted effects E(a) obtained for the 263 most associated tag SNPs obtained by GWAS with full sequences for the simulated scenario of r = 0.5 plotted against their corresponding SNP's MAF. Note that a large number of these tag SNPs, 191 of 263, are actually QTL. Figure 7 also presents empirical results obtained from data in Table S5 of UK10K Consortium (2015) , considering the 39 variants from the table with genome-wide significance and the values of b (estimated heterozygous effect) and frequencies obtained with whole genome sequenced samples and genome-wide analysis (WGS + GWA). Values of b from this table are multiplied by 2 to make them comparable with simulated homozygous effects. The figure clearly shows that simulated data from our pleiotropic model assuming an intermediate correlation between the trait and fitness are highly compatible with the empirical results for a variety of disease traits. Note that in concordance with empirical results, the simulation results show that rare tagged SNPs tend to have larger estimated effects than more common tag SNPs. However, it also may be noticed (see Figure S7 ) that the contribution to the predicted additive variance from common tagged SNP is much larger than that from rare SNPs, in agreement with the results shown in Table 1 .
QTL detected by GWAS
The number of QTL detected in the Sequence analysis was about 50% larger, on average, than in the Chip analysis ( Figure  3A ). This improvement is explained by an increase in the number of QTL directly detected (i.e., the QTL itself is detected as a significant SNP) ( Figure 3 , C and D), whereas the number of QTL detected via linkage to a significant neutral SNP was actually smaller than in the Chip analysis (Figure 3 , E and F). The full Sequence analysis therefore gives a substantial increase in the number of QTL detected, and this detection is made with higher precision, i.e., more frequent detection of the QTL than a nearby tag SNP. This 50% increase in the number of QTL detected with the Sequence analysis is compatible with the simulation results of Thornton et al. (2013) . These authors carried out simulations of a 100-kb sequence in which mutations affect a quantitative trait subject to stabilizing selection. Neutral mutations occurred 10 times more frequently than those affecting the trait, and these latter mutations had exponentially distributed effects with a variable mean. The main objective of that work was to investigate the power of detection of the trait variants under a number of methods. The authors concluded that traditional marker-by-marker GWAS has a maximum power of detection (proportion of simulation replicates with at least one significant SNP detected) of 28%, and this increased to 38% by making use of the full sequence data. This is a somewhat smaller improvement that we observed, perhaps reflecting differences in the models assumed, such as the shape of the distribution and mean effects of mutations considered, our joint distribution of effects on fitness and the trait rather than a trait subject to stabilizing selection, and differences in the heritability for the trait.
We further addressed the issue of the proportion of the additive genetic variance explained by the Chip and Sequence analyses. We found that the amount of variance explained increases with the value of r ( Figure 3B ). The higher its value, the lower is the number of major QTL that segregate at high frequencies in the population (Figure 1 ), susceptible to detection by GWAS, and thus the larger is their relative contribution to the total additive variance. The proportion of the total additive genetic variance explained by the QTL detected in the Chip analysis was always between 10 and 40% (and even lower if expressed as a fraction of the phenotypic variance). This is in broad agreement with the percentages of variation explained by significant SNPs in a range of studies (Visscher et al. 2012; Wood et al. 2014 ) with very large sample sizes. We found, however, that the whole SNP chip variation accounts for all or almost all (except for r = 1) of the additive variance in the population. Yang et al. (2010) showed that empirical SNP chips account for about 50% of the total additive variance for human height (similar proportions are also seen for other traits; Zaitlen et al. 2013) and that the missing 50% may be due to incomplete linkage disequilibrium between SNPs and QTL. Because our whole SNP chip explained close to 100% of V A , the missing heritability found in our simulated GWAS is likely to be due to SNPs whose effects are not large enough or that segregate at too low frequencies to reach statistical significance rather than due to incomplete linkage disequilibrium between causal QTL and their associated SNPs. This occurs because, in our simulations, sampling of individuals is made from a large part of the whole population, and the simulated chip is expected to provide precise information on most segregating variants. Real chips are expected to be less perfect than simulated ones, and real sample sizes are much smaller than the actual population size and also may be biased by population structure and other possible sampling complications. Thus, our results refer to an ideal scenario and should be considered as conservative.
The Sequence analysis detected about 50% more QTL than the Chip analysis, but these additional QTL were generally of small effect and produced an increase of less than 20% in the proportion of additive genetic variance explained ( Figure 3B ). This implies that increasing the efforts devoted to detecting new QTL of minor effect is likely to increase their number but will only marginally increase the additive variance explained. In fact, increasing sample size makes it possible to identify more causal variants, suggesting that many variants of small effect are yet to be found. For example, a GWAS of human height with a discovery sample of 130,000 individuals identified 180 loci, accounting for 10% of the phenotypic variation (Lango Allen et al. 2010). The latest GWAS meta-analysis of 79 studies analyzing more than 250,000 individuals identified 679 variants (Wood et al. 2014) , the effects of which range from very minor (,1 mm, 0.01 pSD) to vary large (.300 mm, .3 pSDs). However, this threefold increase in the number of identified variants implied a modest increase (up to 16%) in the proportion of phenotypic variance explained. In fact, when the number of variants considered was extended to the 9500 SNPs with the lowest P-value, the proportion of phenotypic variance explained rose only to 29%. This suggests that much missing heritability is due to a lack of power to detect variants of relatively small effect and/or frequencies (Lango Allen et al. 2010; Yang et al. 2010; Bloom et al. 2013 ) and that increasing the size of the GWAS will only decrease the missing heritability modestly.
For the Chip analysis, a large number of QTL were detected via linkage to a neutral tag SNP. The estimated effects and frequencies of these tag SNPs were generally highly correlated with the corresponding true effects and frequencies of the QTL ( Figure S4 ). However, the genetic distances between tag SNPs and causal QTL for the Chip analysis were typically large (mean 15.5 kb, median 5.2 kb) ( Figure S4 ). Thus, although most tag SNPs are close to and have high linkage disequilibrium with their corresponding causal QTL, some could be tens or even hundreds of kilobases apart. These results are consistent with a number of observations indicating that most GWAS-hit SNPs are within tens of or a few hundred kilobases of candidate QTL (see Orozco et al. 2010) .
We also addressed the issue of whether synthetic associations, as proposed by Dickson et al. (2010) , are a general feature of GWAS analysis. Under this hypothesis, the effect Figure 7 Allelic spectrum showing the simulated estimated homozygous effects E(a) of significant SNPs plotted against their MAF. Red dots refer to significant SNPs (263) found in simulations for the scenario r = 0.5. Black dots refer to the 39 variants (for different disease traits) with genomewide significance from Table S5 of UK10K Consortium (2015) . Homozygous effects E(a) are obtained by multiplying the b values given in the table (in SDs) by 2 under the columns for whole-genome sequenced samples and genome-wide analysis [WGS + GWA-based (four-way)]. MAF values are obtained from the corresponding column of EAF (Effects allele frequency).
sizes of causal variants are much larger that the effects associated with the common tag SNPs. We found that about 35% of significant SNPs detected in the Chip analysis were caused by two or more QTL ( Figure 5 ). However, these causal variants were common rather than rare. In addition, in these cases, one of the QTL had a leading effect on the tag SNP, whereas the other(s) had a secondary role, having a much smaller effect on the trait and much lower linkage disequilibrium with the tag SNP than the main causal QTL ( Figure S5) . Therefore, although a substantial proportion of the significant SNPs can be associated with more than one QTL, only one of them has a main role in the signal, the other contributing little to the variation for the trait. We thus conclude that synthetic associations are not expected to be a major explanation for missing heritability. This is in concordance with the simulation results of Thornton et al. (2013) and the arguments of Orozco et al. (2010) and Wray et al. (2011) regarding the disagreement between some of the predictions from the synthetic association model and the empirical GWAS observations.
QTL detection by multiple-SNP methods
Our results thus suggest that even with knowledge of full sequence data, single-SNP GWAS has power only to detect variants contributing at most 50% of the additive genetic variance. Other methods combining the P-values for multiple SNPs (e.g., SKAT) (Wu et al. 2011) or analyzing the amount of variance contributed by specific segments of the genome (e.g., RHM) (Nagamine et al. 2012) have been proposed as more powerful alternatives to single-SNP GWAS. For example, Thornton et al. (2013) found that SKAT and a new method developed by them [excess of significant markers (ESM)] based on the excess of marginally significant markers in a given genomic region could increase power substantially relative to that of single-SNP GWAS. Thus, for the most successful mutational scenario assumed by Thornton et al. (2013) , the power of detection was shown to be increased from 38% by single-SNP GWAS to 55 and 77% by SKAT and ESM, respectively. Uemoto et al. (2013) found that RHM had greater power to detect rare variants in a genomic region than the other single-or multiple-SNP methods, in some scenarios giving double the power of single-SNP GWAS.
Our simulations are analogous to those of Thornton et al. (2013) and Uemoto et al. (2013) . However, there are a number of differences regarding the mutational models considered. The simulations of Uemoto et al. (2013) assumed a fixed number of 1, 5, or 10 QTL in a given genomic region. Thornton et al. (2013) assumed mutation and recombination rates analogous to ours, but the number and distribution of effects of mutations with effects on the trait were somewhat different. They assumed that 10% of mutations had an effect on the trait, while we assumed a much lower proportion (,1%). In addition, they assumed that mutation effects were sampled from an exponential distribution with mean effect from 0 up to 0.5, whereas our assumed distribution was very much leptokurtic. Despite these differences between the models simulated, we also found that RHM detects about 13% more QTL, on average, than GWAS on full sequence data, in agreement with the preceding studies, suggesting that multiple-SNP or genomic region analyses are more powerful than single-SNP GWAS. Our results further show, however, that the additional QTL detected by RHM contribute very little to the overall additive genetic variance (Table 1) mainly because many QTL of small effect are captured by the signal of a QTL of strong effect in a nearby region ( Figure S6 and Table S4 ). In fact, some major QTL segregating at substantial frequencies detected by GWAS were missed by RHM if the same threshold probability value was assumed (Table 1) , implying that the amount of variance explained by the QTL detected by RHM was lower than that explained by those detected by GWAS (Table 1) .
Conclusions
The pleiotropic simulation model considered suggests that most variation is due to common QTL of substantial effect, except when the trait under study is fitness itself, in which case most variation is due to rare QTL. In this model, the missing heritability is explained by the inability to detect a substantial number of QTL of moderate effect (0.03-0.3 pSD) segregating at substantial frequencies rather than rare ones because these generally contribute little to genetic variation. The use of full sequence data and regional heritability mapping can improve the detection rate of variants, but they seem to be of limited efficiency in reducing missing heritability.
