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Non-Markovian random walks with memory lapses∗
Manuel Gonza´lez-Navarrete†, Rodrigo Lambert ‡
Abstract
We propose an approach to construct Bernoulli trials {Xi, i ≥ 1} combining dependence and
independence periods, and call it Bernoulli sequence with random dependence (BSRD). The struc-
ture of dependence, on the past Si = X1 + . . . + Xi, defines a class of non-Markovian random
walks of recent interest in the literature. In this paper, the dependence is activated by an auxiliary
collection of Bernoulli trials {Yi, i ≥ 1}, called memory switch sequence. We introduce the concept
of memory lapses property, which is characterized by intervals of consecutive independent steps in
BSRD. The main results include classical limit theorems for a class of linear BSRD. In particular,
we obtain a central limit theorem for a class of BSRD which generalizes some previous results in
literature. Along the paper, several examples of potential applications are provided.
Keywords: Bernoulli sequence, correlated random walks, memory lapses, law of large numbers, central
limit theorem
1 Introduction and motivation
Independent and identically distributed Bernoulli trials X1, . . . ,Xn and their related random walk
Sn = X1 + . . . + Xn are among the most studied subjects in statistics and probability theories.
The generalizations of such processes have also been widely investigated in the literature, either by
removing the identically distributed hypothesis, or by considering some dependence structure in the
sequence. For more detalis we refer the reader to Feller [8].
In this paper we define a sequence {Xi, i ≥ 1} of Bernoulli random variables, in which each trial
has probability of a success either as function of the number of previous successes Sn or independent
of that. The dependence will be activated/inactivated by a latent collection of independent Bernoulli
trials {Yi, i ≥ 1}, called the memory switch sequence. In other words, we construct Bernoulli sequences
which have flexibility to combine dependent and independent periods. The dependence will be in “on”
(resp. “off”) mode, whenever the switch factor “Yi = 1” (resp. “Yi = 0”). We call the model as
Bernoulli sequences with random dependence (BSRD).
The dependence structure is taken from classical applications in epidemiological studies (see, for
instance, Chapter 7 of Zelterman [22]). However, as noted in recent years, a class of non-Markovian
random walks [1, 12, 17, 19] can also be defined by that kind of dependence structure. Formally, let
Fi = σ(X1, . . . ,Xi) be the σ-field generated by the sequence X1, . . . ,Xi. The probability of a success
on the (i + 1)-th trial, given its past Fi satisfies P(Xi+1 = 1|Fi) = P(Xi+1 = 1|Si). In words: the
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whole information of the past is summarized in Si. In particular, for these processes, the present paper
adopts the following notation
P ∗i (s) = P(Xi+1 = 1|Si = s), (1.1)
for i ≥ 1 and 0 ≤ s ≤ i. The BSRD proposes another way to define the conditional probabilities of
Xi+1 given Si.
We characterize the BSRD and the property of memory lapses (see Definition 2), which is given
by a string of 0’s in {Yi, i ≥ 1} that represents a period of independence in the steps of the BSRD
{Xi, i ≥ 1}. The main results are classical limit theorems for Sn in a class of BSRD with linear
dependence. More specifically, we show conditions on the parameters to obtain strong law of large
numbers, central limit theorem and an invariance principle for Sn. We also generalize asymptotic
results for some models in literature, providing explicit limit quantities related to the asymptotic
distributions.
The paper is organized as follows. In Section 2 we define the BSRD and explain its relation with
a family of non-Markovian random walks. Section 3 includes the main results. Section 4 provides
examples and discusses applications and mathematical properties of the memory lapses. Finally, the
tools and proofs of main theorems and other results are given in Section 5.
2 Bernoulli sequences with random dependence
Let {Xi, i ≥ 1} be a sequence of Bernoulli trials and {Yi, i ≥ 1} an auxiliary collection of independent
Bernoulli random variables, with P(Yi = 1) = λi and independent of Si = X1 + . . . + Xi, for all
i ≥ 1. The dependence structure of {Xi} (for short notation) will be associated to the sequence {Yi},
which we call memory switch sequence. Formally, the probability of having a success at (i + 1)-th
trial is related to its past information Si and the realization of the random variable Yi, by P(Xi+1 =
1|FXi ,FYi ) = P(Xi+1 = 1|Si, Yi), where FXi = σ(X1, . . . ,Xi) is the σ-field generated by the sequence
{Xi}, and similar for FYi . Let denote
Pi(s, y) = P(Xi+1 = 1|Si = s, Yi = y), (2.1)
for all i ≥ 1, 0 ≤ s ≤ i and y = 0, 1. We recall that P is defined in a different probability space
than P ∗ in (1.1). We remark that, for y = 0 the probability Pi(s, 0) will not depend on the previous
successes Si. However, if y = 1, the dependence exists. We think random variable Yi as a latent factor
that determines the choice of dependence (or independence) on the past Si for the trial Xi+1. Now,
it is provided the definition for the so-called Bernoulli sequence with random dependence (BSRD).
Definition 1. A BSRD is the collection {Xi}, with memory switch sequence {Yi}, defined by condi-
tional probabilities (2.1) satisfying
Pi(s, 0) = P
∗
i (0) and Pi(s, 1) = P
∗
i (s), (2.2)
where P ∗i (·), given by (1.1), is the probability of an embedded dependent Bernoulli sequence.
We propose the formulation of some correlated random walks and related processes, as BSRD in
Definition 1. Based in the applications exposed in [12], the idea is to include a factor {Yi}, maybe
genetic, linguistic or economical that will provide some interference in the dependence structure. In
this sense, the Bernoulli random variables mean steps up or down, if Xi = 1 or Xi = 0, respectively.
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A first model to be analysed was studied by Hod and Keshet [12], and its representation by
conditional probabilities (1.1) is given by
P ∗i (s) =
1
2
(
1− µ i
i+ l
)
+ µ
s
i+ l
,
where −1 < µ < 1 and l > 0 is a constant transient time, that plays the following correlation rule:
For i << l, the past effect is not too intense, while for i >> l it does. In [12] the authors also discuss
several applications.
The second case was called elephant random walk (ERW) and has been introduced in [19]. In the
ERW it is supposed that the elephant remembers its full history and chooses its next step as follows.
First, it selects randomly a step from the past, and then, with probability p ∈ [0, 1], it repeats what
it did at the remembered time, whereas with the complementary probability 1− p, it makes a step in
the opposite direction. In this respect, the probability of i-step of ERW in a BSRD version is given
by
Pi(s, y) = (1− p) + (2p − 1)y s
i
, (2.3)
where p ∈ [0, 1] and {Yi} are i.i.d. with parameter λ ∈ [0.1]. For the BSRD in (2.3), a memory lapse
will be an interval of consecutive steps for which the elephant does not look to the history of steps.
That is, it makes the step independently of its past.
As noted in [1], the original ERW (that is λ = 1 in (2.3)) can be represented by a generalized
Polya-type urn. In fact, classical asymptotic results can be obtained by using different mathematical
approaches (for details, see [3, 17]).
In a different framework, a generalized binomial distribution was proposed by Drezner and Farnum
[6]. It is given by
P ∗i (s) = (1− β)p+ β
s
i
, (2.4)
where 0 ≤ β ≤ 1 and p = P(X1 = 1) is the initial probability. In [2] it was studied a model for which
each i-th individual makes up his mind about whether to adopt decision A (Xi = 1) or B (Xi = 0).
The model is related to Example 3 below and can be defined by same conditional probabilities (2.4).
The formulation was given as a generalization of the Polya urn, that is, if β = 1 the conditional
probabilities (2.4) define a Polya urn process.
In this sense, in Gonza´lez-Navarrete and Lambert [10] it was introduced an urn process with the
property of memory lapses. The relation between dependent Bernoulli sequences and Po´lya-type urn
processes is discussed therein. We refer the book of Mahmoud [18] for details about the theory of
Po´lya urns, to Baur and Bertoin [1] for its connection with the ERW, and to Janson [16] for a general
theory about convergence of Po´lya urn models.
Let us now state a simple technical result that allows us to obtain finite-dimensional laws P(X1, · · · ,Xn),
for all n ≥ 1 and then check the existence of the BSRD as a stochastic process. Consider a BSRD
{Xi, 1 ≤ i ≤ n}, as in Definition 1. Using independence of Yi and Si combined with definition 2.1 we
have
Pi(s) := P(Xi+1 = 1|Si = s) =
∑
y∈{0,1}
P(Xi+1 = 1|Si = s, Yi = y)P(Yi = y)
=
∑
y∈{0,1}
Pi(s, y)P(Yi = y)
= (1− λi)P ∗i (0) + λiP ∗i (s).
(2.5)
3
In other words, if λi ≡ 0 (λi = 0 for all i ≥ 1), the BSRD has the same probability measure
than independent Bernoulli trials, with probability of success P ∗i (0). In particular, if P
∗
i (0) = 1/2, we
obtain the well-known simple symmetric random walk. Instead, if λi ≡ 1, the BSRD correspond to
the embedded dependent trials defined in (1.1).
Now, let us take a look at BSRD as being stochastic processes. Particularly, we remark two
important facts related to a realization of such a process (see (3.1) as reference).
(R1) If Yi = 0 then Xi+1 is independent of its past. In other words, Xi+1 is chosen from a Bernoulli
distribution with parameter αi = P
∗
i (0) independent of the observation from (X1, . . . ,Xi).
(R2) If Yi = 1 then Xi+1 should be dependent of its past. The probability P
∗
i (s) is defined by the
embedded dependent Bernoulli sequence.
Note that, by (R1) a period of independence in the BSRD is given by a string of 0’s in the memory
switch sequence. This fact leads us to the following definition
Definition 2. A memory lapse in the BSRD {Xi} is an interval I ⊂ N such that Yi = 0 for all i ∈ I
and there is no interval J 6= I with J ⊃ I such that Yi = 0 for all i ∈ J . The length of the lapse is |I|.
In some sense, we think this period as a lapse because after these, the model always will recover
the dependence on the whole past, given by the conditional probability P ∗i (s). More details about
the notion of memory lapses, their applications and some mathematical properties will be discussed
in Section 4.
3 Main results
We study, as embedded dependent processes, the family of linear-dependent Bernoulli sequences de-
scribed in Wu et al. [21]. This leads us to an application of BSRD in a wide class of previous models
in the literature. Using notation (2.1) we provide the following definition
Pi(s, y) = αi + βi
sy
i
and P(X1 = 1) = P0(s) = α0, (3.1)
for all i ≥ 1, 0 ≤ s ≤ i and y = 0, 1. The sequences {αi} and {βi} of parameters must satisfy the
following conditions: αi, βi ≥ 0 and αi + βi ≤ 1. We remark that βi measures the strength of the
dependence, while parameter λi = P(Yi = 1) represents the probability to that dependence actually
exists.
In the following results we show conditions to obtain classical limit theorems for Sn in the BSRD
defined in (3.1). Let first define some quantities appearing in the main results. We start with a1 = 1,
and for n ≥ 2
an =
n−1∏
k=1
(
1 +
βk
k
λk
)
, A2n =
n∑
i=1
1
a2i
and B2n =
n∑
i=1
pi(1− pi)
a2i
, (3.2)
where pi = P(Xi = 1). Now we state the main theorems of this paper. The first one provides a strong
law of large numbers (SLLN) for Sn.
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Theorem 1. Consider a BSRD {Xi}1≤i≤n as in (3.1). Then,
lim
n→∞
Sn − E(Sn)
n
= 0 a.s (3.3)
if and only if,
∞∑
k=1
1− βkλk
1 + k
=∞. (3.4)
In (3.4) we recall that the relation between the real number sequences {βi}i∈N and {λi}i∈N plays
a central role in the SLLN. For instance, if βi = 1/λi for all i, we do not get the convergence (3.3).
A more accurated discussion about the relation between these parameters and its consequences is
provided at [10] in the context of Generalized Po´lya-type urns.
In what follows, we present the second theorem. It provides an invariance principle for Sn.
Theorem 2. Suppose in addition to the hypothesis of Theorem 1 that limn→∞Bn = ∞ and
lim supn→∞An/Bn < ∞. Then it is possible to redefine {Xi} in a new probability space without
changing its distribution and there exists a standard Brownian motion {W (t)} defined on the same
probability space such that
(a)
∣∣∣Sn−E(Sn)an −W (B2n)
∣∣∣
Bn
√
log logBn
a.s.−−→ 0 ; (b)
∣∣∣Sn−E(Sn)an −W (B2n)
∣∣∣
Bn
P−→ 0 . (3.5)
In (3.5), the symbols
a.s.−−→ and P−→ mean almost-sure convergence and convergence in probability,
respectivelly, with all limits taken as n diverges.
We recall that the central limit theorem (CLT) and also the law of the iterated logarithm (LIL)
for BSRD follow straightforward from Theorem 2 and the CLT and LIL for the standard Brownian
motion.
Finally, we generalize some asymptotic results for previous models in the literature. In particular,
the generalized binomial proposed in [6], as expressed in (2.4). The following result provides explicit
limiting proportion of successes for this particular class of BSRD.
Theorem 3. Let {Xi} a BSRD with {Yi} i.i.d. parameter λ ∈ [0.1]. The conditional probabilities
(3.1) are given by
Pi(s, y) = (1− β)α0 + βys
i
, (3.6)
where 0 ≤ β ≤ 1 and α0 = P(X1 = 1)
(i) If βλ < 1/2 then
1√
n
(
Sn − nα0(1− β)
1− βλ
)
d−→ N(0, σ2) ; as n→∞ , (3.7)
where
σ2 =
α0(1− α0 − β(λ− α0))(1 − β)
(1− 2βλ)(1 − βλ)2 (3.8)
(ii) If βλ = 1/2 then
Sn − 2nα0(1− β)√
n log n
d−→ N(0, σ2) ; as n→∞ , (3.9)
where
σ2 = 4α0
(
1
2
− α0(1− β)
)
(1− β) . (3.10)
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The proofs of all theorems will be given in Section 5 and are based on classical results for conver-
gence of bounded martingale differences (Theorems 1 and 2), and its relation with a class of generalized
Po´lya urns (Theorem 3).
4 The memory lapses property
This section presents various examples and discusses potential application for the BSRD. The notion
of memory lapses is exploited in the context of each example/application. The goal is to discuss the
flexibility provided by this property in further mathematical modelling of real problems.
Consider a contagious disease affecting a finite population. Each of the individuals can be described
by Bernoulli distributed indicators of their disease status. In other words, Xi = 1 if the i-th member
is a diseased case and Xi is zero if this member is otherwise healthy. The collection of Bernoulli trials
{Xi, i ≥ 1} has been extensively studied in literature by conditional probabilities (1.1). We refer for
instance [22].
In the approach of BSRD, we suppose that a genetic or environmental factor can be represented by
the memory switch sequence {Yi}. That is, such factor activates/inactivates the dependence structure
of the model. Then, for instance, consider the model in (3.6) and the following two situations.
Example 1. Let denote switch factor Yi = I{Zi<z}, where Zi is a continuous random variable which
represents the concentration of an “immunizing antibody” related to (i+1)-th individual, and z is the
critical value for immunization. Then, if Zi ≥ z, the probability of (i+1)-th member become diseased is
independent of the historical of such disease in the population. Otherwise, the probability will increase
by the (familiar) historical of successes Si, the number of sick individuals until time i.
Example 2. In other situations, Yi may denote a vaccine to prevent infection. Where Yi = 0 means
that the vaccine in effective when applied on the (i + 1)-th member of the population. Otherwise, the
vaccine does not actuate and the probability increases by the historical of sick individuals.
Therefore, as in Definition 2, a memory lapse of length l could be interpreted as a group of l
consecutively patients for which the vaccine is effective. That is, the historical of sickness is neglected.
In what follows we give other examples trying to understand better the memory lapses property
in a bit different situations.
Example 3. Customers can buy a product (Xi = 1) by necessity or by another reason. Thinking on
it, an advertising program {Yi} is launched, that can or cannot reach the customers. Consider the
conditional probabilities (3.1). Let be αi the quantity related to necessity and βi the quantity related
to the “social pressure” (history of selling) of the product as defined in [2], associated to (i + 1)-th
customer. Then, if Yi = 1, that is, the publicity reached him/her, the “social pressure” will raise the
probability of the customer buying the product (see remark (R2) in Section 2).
Example 4. Imagine that there is a robot (computer) used to buy/sell some asset in the stock market.
It obeys an algorithm that determines such decision. At the (i + 1)-th decision, the robot tries to
access the historical buying/selling activity. If it has success (Yi = 1), then its decision will be based
on the history of the asset. If it doesn’t, due by some noise or stoppage, for instance, then it decides
to buy (or sell) the asset only by flipping a coin. Here we are supposing that although its memory is
inaccessible (Yi = 0), it has to take a decision anyway.
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Example 5. (The hot hand in basketball) In basketball, there is a common belief that the probability
of hitting a shot after a hit is greater than the probability of hittting after a miss. Moreover, a sequence
of consecutive hits will increase the probability of a hit in the next shot. This is the so-caled ”hot hand
phenomena” (we refer the reader to the paper from Gilovich et al [9]). In the context of BSRD, the hot
hand can be regarded as a consecutive string of 1’s in {Xi} and {Yi} (or a string without misses and
without memory lapses). Then the probability of hitting will raise since the basketball player comes
from a success history.
Therefore, in Example 3 a memory lapse is denoted by consecutive costumers for which the publicity
does not reach them. In a similar sense, the memory lapses can be included in the model on social
behaviour about soft technologies introduced by Bendor et al. [2]. In the case of Example 4 the
memory lapses are periods of decisions taken without looking to the historical of selling of the asset,
described by interruptions in the system or the intranet connection. In view of Example 5 the memory
lapse can be though as a period in which the opposite team moves the defence to the player, which is
a common strategy when the objective is to stop some player in hot hand.
Finally we mention the work of Businger [4], which recently used similar ideas to construct the
so-called shark random swim.
4.1 Characterization of switch sequence
In a complementary line, we obtain some mathematical results about the occurrence of memory lapses
in a BSRD. In particular, we analyse the property of memory lapses by studying random variables
defined on {Yi}.
First of all, note that in previous sections we supposed the trials {Yi} being independent, with
P(Yi = 1) = λi. We highlight here that the problem to study patterns in an independent Bernoulli
sequence (Poisson trials) has been widely studied in literature [8]. Therefore there are several possi-
bilities to analyze such patterns by assuming different forms for the parameters collection {λi}. The
assumptions about that parameters are given by specific application of the BSRD. However, as an
illustration, we focus in two particular cases and compare their behaviours. The results are obtained
by using techniques from recent works in the study of pattern strings in Bernoulli sequences (see, for
instance [13, 14, 15, 20]).
In a first part we study waiting times for switch sequence {Yi} based on the approach introduced
in [7]. In this sense, we focus in the so called frequency (FQ) and succession (SQ) quotas for Bernoulli
trials. Revisiting the situations given above, we think applications to the analysis of these FQ and SQ
problems.
Formally, in the case of FQ, we denote WFQr the waiting time until r failures (or 0’s) has been
observed in {Yi}. We assume the memory switch sequence being i.i.d. We recall that since we are
counting how many independent Bernoulli trials until observe r failures. Therefore the random variable
WFQr follows a negative binomial distribution with parameters 1− λ and r.
Example 6. (Relation between FQ and Example 3) Suppose that there is a criterion to evaluate
publicity. For instance, if it completes a fixed quantity r of non-reached customers, then the publicity
is removed. That is, we are interested on the waiting time until attain a given quota of 0’s. As we said
above, decision of remove publicity should regard the probability distribution of a negative binomial
random variable
Note also, if we want to see the proportion of failures, then we will deal with a binomial distribution.
To illustrate this, suppose that we choose a “critical proportion” of failures δ ∈ (0, 1). Then the
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probability of reach this proportion will be given by P (Zn ≤ ⌊nδ⌋), where Zn ∼ Bin(n, 1 − λ). Here
we recall that by ⌊x⌋ we mean the greatest integer less or equal than x.
On the other hand, we consider a succession quota (SQ) problem. Let W SQs be the waiting time
until the first memory lapse of size s is observed. It is possible to obtain a probability generating
function for W SQs , given by
φW (t) =
(1− qt)(qt)s
(1− λt)(1 − qt)− λqt2(1− (qt)s−1) , (4.1)
where q = 1− λ (see [7]). In particular, we obtain E(W SQs ) = (1− qs)/(λqs).
However, as other situations from SQ, in next example we do not look at the waiting time of a
memory lapse. Instead, we analyse a pattern of 1’s, that gives us a particular information about the
situation under study. Of course, if one interchanges λ by q in (4.1) we obtain the corresponding
probability generating function.
Example 7. (Relation between SQ and Example 2) We define the waiting time given by the first
instant that we obtain s consecutive 1’s in the memory switch sequence. In other words, we are
interested in the first time for which the vaccine has not effects in s consecutive patients.
Let us now address a second kind of questions. We modify the approach to study pattern behaviours
of the memory lapses. Then, define the random variables Ml(n), l ∈ {1, 2, . . . , n}, representing the
number of memory lapses of length l in the first n trials of {Yi}. Formally,
Ml(n) =
n−l−1∑
k=1
Yk(1− Yk+1) · · · (1− Yk+l)Yk+l+1
+ (1− Y1) · · · (1− Yl)Yl+1 + Yn−l(1− Yn−l+1) · · · (1− Yn),
(4.2)
for n > l, and where second and third terms represent a memory lapse at the beginning and at the
end of the sequence, respectively. In other words, Ml(n) is the number of runs of 0’s (see [13, 15]) of
length l in the first n trials of {Yi}.
If we are able to obtain information about random variables given in (4.2) we could say something
about, for instance, the groups of consecutive customers for which the publicity does not reach, in
Example 3. Also with Ml(n) we count the strings of l consecutive decisions without looking for the
data in Example 4.
In addition to (4.2), we will be interested in periods of alternate dependence of BSRD. Formally,
as functions of sequence {Yi}, we have
Al(n) =
n−2l+1∑
k=1
Yk(1− Yk+1) · · · Yk+2l−2(1− Yk+2l−1), (4.3)
being the number of alternating dependence-independence periods of size 2l in the first n trials of the
BSRD {Xi}, where n > 2l. These random variables could give us information about periods of high
interference in Example 4. Of course their characterization complements the informations given by
(4.2).
In the next result we obtain expectation of random variables Ml(n) and Al(n). We consider the
assumptions i.i.d. and the collection λi = a/(a+ b+ i− 1) for a > 0, b ≥ 0 and i ≥ 1, usually denoted
by Bern(a, b) (see [14, 20]).
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Proposition 1. i) If {Yn} are i.i.d. with parameter λ, then
E(Ml(n)) = (1− λ)l[2λ+ λ2(n− l − 1)], l < n, (4.4)
and
E(Al(n)) = (n− 2l)(λ(1 − λ))l, 2l < n. (4.5)
ii) If {Yn} are Bern(1, b), then
E(Ml(n)) =
2b+ l
(b+ l)(b+ l + 1)
, 1 ≤ l < n, (4.6)
and
E(Al(n)) =
n−2l+1∑
k=1
l∏
i=1
1
k + b+ 2i− 1 2l < n. (4.7)
We remark that it is possible to obtain second moments as recursive functions of expectations in
Proposition 1. Note that (4.6) does not depend on the value of n, this is an interesting feature of Poisson
trials Bern(a, b), which have been studied in different contexts. For instance, the sequence Bern(1, 0)
arises in the limit in the study of cycles in random permutations and record values of continuous
random variables. Moreover, the sequenceBern(a, 0) has some applications in nonparametric Bayesian
inference and species allocation models (see [14, 20] and references therein).
Finally, we remark that, if
∑
k≥1 E(Yk) = ∞, by second Borel-Cantelli lemma we have that,∑
k≥1 Yk = ∞ almost sure. This implies that, with probability one, the successes occur infinitely
often. However, if {Yi} are Bern(1, b), the number of strings {11} is almost surely finite, since∑
k≥1 E(YkYk+1) <∞.
5 Proofs
Proof of Proposition 1. Note that by independence we have from equation (4.2)
E(Ml(n)) =
n−l−1∑
k=1
λk(1− λk+1) · · · (1− λk+l)λk+l+1
+ (1− λ1) · · · (1− λl)λl+1 + λn−l(1 − λn−l+1) · · · (1− λn).
(5.1)
In the part i), the case {Yn} are iid, by a straightforward calculation we obtain (4.4). Similarly,
we prove (4.5).
Now, in part ii), if {Yn} are Bern(1, b), we should calculate
E(Ml(n)) =
n−l−1∑
k=1
(
1
k + b+ l
− 1
k + b+ l + 1
)
+
b
(b+ l)(b+ l + 1)
+
1
n+ b
. (5.2)
Then, solving the telescoping sum, we obtain (4.6). By similar arguments we get E(Al(n)).
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Proof of main results
The proof of Theorem 1 is based in general results about convergence of martingale differences (see
[11]). First, let
Mn =
Sn − E(Sn)
an
(5.3)
where an are given by (3.2), and denote
D1 = M1 Dn =Mn −Mn−1, n ≥ 2. (5.4)
We aim to prove that {Dn,Fn, n ≥ 1} is a sequence of bounded martingale differences. First, we
need particular cases of Theorem 2.17 and Corollary 3.1 included in Hall and Heyde [11]. We state
the results without proof.
Lemma 1. Let {Zn,Fn, n ≥ 1} be a sequence of martingale differences. If
∑∞
n=1 E[Z
2
n|Fn−1] < ∞
a.s., then
∑n
i=1 Zi converges almost surely.
In order to check conditions in previous lemma, we need the next auxiliary result, which is stated
as follows
Lemma 2. {Dn,Fn, n ≥ 1} in (5.4) are bounded martingale differences.
Proof. First, we prove that Mn in (5.3) is a martingale:
E[Mn+1|Fn] = 1
an+1
E[Sn +Xn+1 − E(Sn)− E(Xn+1)|Fn]
=
1
an+1
(
Sn + E[Xn+1|Fn]− E(Sn)− E(Xn+1)
)
.
(5.5)
By noticing that
E[Xn+1|Fn] =
∑
y∈{0,1}
P(Xn+1 = 1|Fn, Yn = y)P(Yn = y)
= (1− λn)αn + λn
(
αn +
βn
n
Sn
)
= αn +
βn
n
λnSn,
(5.6)
and, given the independence of Yn and Sn
E(Xn+1) =
∑
y∈{0,1}
n∑
s=0
P(Xn+1 = 1|Sn = s, Yn = y)P(Sn = s)P(Yn = y)
= (1− λn)αn + λn
(
αnP(Sn = 0) + · · ·+ (αn + βn)P(Sn = n)
)
= αn +
βn
n
λn
n∑
i=0
iP(Sn = i) = αn +
βn
n
λnE(Sn).
(5.7)
Then {Mn}n∈N is a martingale. Now, observe that for all n ≥ 2
Dn =
Xn − E(Xn)
an
− Sn−1 − E(Sn−1)
n− 1
βn−1
an
λn−1, (5.8)
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and
|Dn| ≤ 2
an
, n ≥ 1. (5.9)
In other words, {Dn,Fn, n ≥ 1} are bounded martingale differences.
Proof of Theorem 1. First of all, note that
an
n
=
1
n
n−1∏
k=1
(
k + βkλk
k
)
=
n−1∏
k=1
(
k + βkλk
k + 1
)
, (5.10)
since βkλk ≤ 1, thus an/n is non-increasing. Moreover, ann = exp(
∑n−1
k=1 log(
k+βkλk
k+1 ))
= exp(−∑n−1k=1 1−βkλkk+1 +O(1)). Then, limn→∞ an/n = 0 if and only if ∑∞k=1 1−βkλkk+1 =∞
Initially assume (3.4). That implies an
n
→ 0. Given Lemma 2, define the martingale differences
Zi =
ai
i
Di. By (5.9)
∑∞
i=1 E[Z
2
i |Fi−1] ≤
∑∞
i=1
4
i2
< ∞ a.s. Lemma 1 implies that ∑∞i=1 Zi converges
a.s. Now we use Kronecker’s lemma to obtain (3.3), that is
an
n
Mn =
an
n
n∑
i=1
Di → 0 a.s. as n→∞. (5.11)
On the other hand, suppose
∑∞
k=1
1−βkλk
1+k <∞. Apply (5.10) to say v = limn→∞ ann ∈ (0.1] and using
(5.9),
∑∞
i=1 E[D
2
i |Fi−1] ≤
∑∞
i=1
4
a2
i
<∞ a.s. Again, from Lemma 1 we obtainMn =
∑∞
i=1Di converges
a.s. to some random variable M , with V ar(M) = limn→∞ V ar(Mn) =
∑∞
i=1 E(D
2
i ) > 0. Hence, M is
a non-degenerate random variable. Thus, an
n
Mn also converges to a non-degenerate random variable,
and that completes the proof.
Proof of Theorem 2. This proof will mainly follow the scheme presented in [23]. Proving item (a),
the Skorohod embedding theorem allows us to redefine {Xn,Fn} in a new probability space such that
there is a Brownian motion {W (t)} and a Fn−filtered sequence of random variables τn ≥ 0 such that
Mn
d
= W (Tn) (we can assume that Mn = W (Tn) without loss of generality), where Tn =
∑n
i=1 τi.
Furthermore
E[τj|Fj−1] = E[D2j |Fj−1] and also E[τpj |Fj−1] = E[D2pj |Fj−1] a.s.
Since n−1(Sn − E(Sn)) a.s.−−→ 0, we get that
E[D2j |Fj−1] =
pj(1− pj)
a2j
+ oa.s.
(
1
a2j
)
,
which implies that
n∑
j=1
E[τj|Fj−1] = B2n + oa.s.(A2n) = B2n + oa.s.(B2n) .
Here we recall that by “yn is oa.s.(xn)” we mean xn/yn
a.s.−−→ 0. By noticing that τˆj : d= τj − E(τj|Fj−1)
is a sequence of martingale differences with respect to Fj , and since |Dj | ≤ 2/aj , we conclude that
E(τˆj|Fj−1) ≤ Ca−4j , for some positive constant C. This implies that A−4j E(τˆ2j |Fj−1) is summable.
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Now we combine Theorem 2.18 from [11] with Kronecker’s lemma to conclude that
∑n
j=1 τˆj =
oa.s.(A
2
n) = oa.s.(B
2
n), which in turn implies that Tn = B
2
n + oa.s.(B
2
n). Then we apply Theorem 1.2.1
of [5] combined with the fact that Bn diverges to obtain
Mn = W (Tn) = W (T
2
n) + oa.s.(Bn
√
log logBn) .
Finally we divide both sides of the last equality above by Bn
√
log logBn, and let n goes to infinity to
conclude the proof.
For item (b), the goal is to prove that for any ǫ > 0 the probability P
(
|W (Tn)−W (B2n)|
Bn
> ǫ
)
vanishes
as n diverges. For any δ ∈ (0, 1) we can decompose the above probability to get
P
(
|W (Tn)−W (B2n)|
Bn
> ǫ, |Tn−B
2
n|
B2n
> δ
)
+ P
(
|W (Tn)−W (B2n)|
Bn
> ǫ, |Tn−B
2
n|
B2n
≤ δ
)
.
It is straightforward to see that the first term above vanishes as n → ∞. The second one can
be bounded above by P(lim sup|s−1|≤δ |W (s) −W (1)| > ǫ), which also goes to zero as δ → 0 by the
Le´vy modulus of continuity for Wiener processes. For a small enough δ, let n → ∞ to conclude the
proof.
Proof of Theorem 3. The strategy for this proof is to link the model to a generalized Po´lya urn prob-
lem, and then use the results stated by Svante Janson in [16].
The first step consists in relate the distribution of {Xn}n∈N with the distribution of the red balls in
a two-color Po´lya urn (namely {Rn}n∈N). First of all, let us construct the random replacement matrix
for the generalized Po´lya urn. Here we will follow the notation given in [16]. For this, consider the two
column replacement vectors ξ1 = (ξ11, ξ12) (red) and ξ2 = (ξ11, ξ12) (blue), with ξi ∈ {(0, 1), (1, 0)} (a
single ball is replaced at each time), and the random replacement matrix given by M = (ξ1; ξ2). Then
if we chose replacement vector ξ1 to reinforce the urn, it means that we will replace ξ11 red balls and
ξ12 blue balls. Otherwise we choose vector ξ2, and then replace ξ21 red, and ξ22 blue balls.
At each step, a ball is drawn from the urn, its color is observed, and the ball is replaced. The
replacement column vector is then chosen according to the color of the withdrawn ball.
Note that P(ξij = 1) = E(ξij), for all i, j. If at time n we get r red balls (Rn = r), then the
probabilities of replacing a red ball (success) or a blue ball (failure) at time n + 1 (conditioned on a
proportion r/Tn of red balls) are, respectively, given by
P(Rn+1 = r + 1|Rn = r) = P(ξ11 = 1) r
Tn
+ P(ξ21 = 1)
(
1− r
Tn
)
= E[ξ21] + (E[ξ11]− E[ξ21]) r
Tn
,
(5.12)
and
P(Rn+1 = r|Rn = r) = E[ξ22] + (E[ξ12]− E[ξ22]) r
Tn
, (5.13)
where Tn = Rn +Bn is the total number of balls at time n (Bn being the number of blue balls). Now
we obtain the transition probabilities for {Xn}. By the independence of Yn and Sn, we can repeat the
argument used in the proof of Lemma 2 (sum in all sets {Yn = y}) to obtain from (3.6) the following
probabilities (conditioned on a proportion s/n of previous successes)
P(Xn+1 = 1|Sn = s) = α0 − α0β + λβ s
n
(5.14)
P(Xn+1 = 0|Sn = s) = 1− α0 + α0β − λβ s
n
(5.15)
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The next step is to construct a matrix A given by
A = E(M) =
(
E(ξ11) E(ξ21)
E(ξ12) E(ξ22)
)
Then we relate (5.12) with (5.14) and (5.13) with (5.15) to obtain the expected replacement matrix
A =
(
α0 + β(λ− α0) α0 − βα0
1− α0 − β(λ− α0) 1− α0 + βα0
)
Now we obtain the key quantities to the limiting theorems stated in [16]. As is known by that paper,
the limiting theorems depend on the eigendecomposition of A. The two eigenvalues of A are ℓ1 = 1
and ℓ2 = βλ, and v1 =
1
1−βλ
(
α0−βα0
1−α0−β(λ−α0)
)
is the eigenvector associated to ℓ1.
Now all the calculations are done by using the results stated in [16] (and examples therein). For
item (i) we apply Theorem 3.22 of [16] combined with Lemmas 5.4 and 5.3(i) of the same paper to
obtain (3.7) and (3.8). For item (ii) we apply Theorem 3.23 of the same paper to obtain (3.9) and
(3.10).
These last two arguments conclude the proof.
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