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Résumé— Dans ce papier, nous avons étudié les conditions
suffisantes de détectabilité de défauts multidimensionnels.
Pour cela, nous avons établi une expression unifiée de la
condition de détectabilité des indices ayant une forme qua-
dratique. Partant de l’idée que la distance combinée est la
somme de deux indices de détection (SPE et T2 de Ho-
telling), nous avons analysé sa performance de détectabilité
vis-à-vis de ces deux derniers. Nous avons montré théorique-
ment que si un défaut est garanti détectable par la distance
combinée, il n’est pas forcément garanti détectable par les
indices T2 de Hotelling et SPE.
Mots-clés—ACP, Détectabilité, Distance combinée, SPE, T2
de Hotelling
I. Introduction
L’analyse en composantes principales (ACP) est une
technique descriptive permettant d’étudier les relations qui
existent entre les variables, sans tenir compte a priori d’une
quelconque structure. Son but est d’identifier la structure
de dépendance entre des observations multivariables afin
d’obtenir une description ou une représentation compacte
de ces dernières. L’utilisation de cette méthode a été res-
treinte à la projection des données sur les différents axes
factoriels et au calcul de distances par rapport à ces axes
comme outil de détection de défauts [2], [3], [6]. Depuis
les années 70, de nombreux travaux ont proposé d’utiliser
l’ACP comme un outil de modélisation des processus à par-
tir duquel un modèle peut être obtenu. Ce modèle permet
d’estimer les variables ou les paramètres du processus à
surveiller.
L’ACP est une technique de projection orthogonale li-
néaire qui projette les observations multidimensionnelles
représentées dans un espace de dimension égale au nombre
de variables à surveiller sur un sous-espace de dimen-
sion inférieure en maximisant les variances des projections.
L’ACP linéaire est un outil de modélisation des relations
linéaires entre les différentes variables représentant le com-
portement d’un processus quelconque. L’estimation des pa-
ramètres du modèle ACP est réalisée par calcul des valeurs
et vecteurs propres de la matrice de corrélation des don-
nées. Cependant, pour la détermination de la structure du
modèle, il faut déterminer le nombre optimal de compo-
santes utiles pour sa construction. En effet, plusieurs cri-
tères de sélection du nombre optimal de composantes prin-
cipales (CPs) sont présentés dans la littérature [4]. Nous
citons que la variance de l’erreur de reconstruction est le
critère le plus efficace [4], [9], [10], [11].
La modélisation est la première étape d’une démarche
de diagnostic de défauts par l’ACP. Le reste des étapes
sont principalement la détection, l’identification puis l’iso-
lation de défauts [2], [3]. Pour le suivi ou la surveillance du
processus, plusieurs indices donnant la possibilité de dé-
tecter l’existence de défauts sont proposés. Ils sont calculés
dans le sous-espace principal ou le sous-espace résiduel ou
le combiné des deux sous-espaces. Ainsi, ces statistiques de
détection sont généralement la distance T2 de Hotelling, le
carré de l’erreur de prédiction (SPE), le carré de l’erreur
pondérée ou la distance de Hawkins (SWE) et la distance
combinée. La principale étape qui suit est l’isolation ou bien
la localisation de variables en défauts. A ce stade, deux ap-
proches sont abordées dans la littérature. La première est
basée sur le principe de la contribution [7], [8]. Tandis que,
la deuxième approche est la reconstruction de défauts [2],
[3], [4], [5], [6].
L’existence de défauts dans des variables n’implique pas
nécessairement leurs détections par les indices de contrôle
utilisés. Pour cette raison, une condition suffisante pour
garantir la détectabilité de défauts avec seulement l’indice
SPE a été proposée dans la littérature. Puisque ces indices
de détection peuvent se représenter sous une forme quadra-
tique unique [7], nous proposons dans cet article d’étendre
l’étude de détectabilité et de la généraliser pour tout indice
quadratique. Nous montrons théoriquement qu’un défaut
peut ne pas être garanti détectable ni par l’indice SPE ni
par la distance T2 de Hotelling mais garanti détectable par
la distance combinée.
Ce papier est organisé comme suit : la section 2 pré-
sentera un rappel du principe de l’analyse en composantes
principales. Une unification des indices de détection ayant
une forme quadratique ainsi que leurs limites de contrôle
est établi dans la troisième section. Dans la section 4, nous
allons unifier la condition de détectabilité de défaut afin
d’étendre sa validité à n’importe quel indice quadratique.
Dans le but de dévoiler les avantages de la distance combi-
née, une analyse de sa détectabilité de défaut versus celle de
l’indice SPE et de T2 est réalisée au niveau de la cinquième
section. La section 6 présentera une conclusion.
II. Principe de l’ACP
L’intérêt majeur de l’ACP est d’offrir la meilleure visua-
lisation possible des données multivariées. L’ACP consiste
à remplacer une famille de variables par de nouvelles va-
riables de variance maximale non corrélées deux à deux.
Les nouvelles variables sont des combinaisons linéaires des
variables originelles. Elles sont appelées composantes prin-
cipales (CPs). Ainsi, elles définissent des plans factoriels
qui servent de base à une représentation graphique plane
de ces variables originelles.
Les variables d’un produit sont généralement exprimées
par des unités de mesures et dans des échelles différentes.
Pour cela, il est préférable d’aborder une étude ACP sur
une matrice de données X centrée et réduite (colonnes de
moyennes nulles et écarts-types unités). L’espace orthogo-
nal défini par l’ACP est engendré par les vecteurs propres
associés aux valeurs propres λa de la matrice de corrélation
Σ de X.
Considérons x ∈ IRm un vecteur de données aléatoires
constitué de m variables. Ainsi, X ∈ IRn×m la matrice de
données de vecteurs lignes xT qui rassemble les n mesures
sur les m variables. L’ACP détermine une transformation
optimale (vis-à-vis d’un critère de variance) et linéaire de
la matrice de données X comme suit :
X = TPT (1)
avec T = [t1 · · · ta · · · tm] ∈ IRn×m et a ∈ {1 . . .m}. Les vec-
teurs ta sont appelés scores ou CPs. P = [p1 · · · pa · · · pm] ∈
IRm×m est une matrice orthonormée où les vecteurs ortho-
gonaux pa sont les vecteurs propres associés aux valeurs
propres λa de la matrice de corrélation Σ de X :
Σ = PΛPT avec PPT = PTP = Im (2)
où Λ = diag (λ1 · · ·λa · · ·λm) est une matrice diagonale
dont les éléments sont mis dans l’ordre décroissant.
Puisque l’objectif de l’ACP est de réduire la dimension
de l’espace, les ℓ premières CPs (ℓ << m) sont les plus
significatives et suffisent pour expliquer la variabilité d’un
processus à travers sa base de données X. Par conséquent,
la partition de la matrice des vecteurs propres et celle des
composantes principales donne respectivement :
P = [Pˆ P˜ ] (3)
T = [Tˆ T˜ ] (4)
où Pˆ ∈ IRm×ℓ, P˜ ∈ IRm×(m−ℓ), Tˆ ∈ IRn×ℓ et T˜ ∈
IRn×(m−ℓ).
Les ℓ premiers vecteurs propres constituent le sous-
espace de representation ou le sous-espace principal (SP)
défini par : Sp = span{Pˆ}. Le sous-espace complémentaire
dit résiduel (SR) est décrit par : Sr = span{P˜}. Ces deux
sous-espaces, Sp et Sr, sont orthogonaux. Ainsi, un vecteur
d’observation x se décompose en le projetant sur les deux
sous-espaces SP et SR respectivement comme suit :
xˆ = Pˆ PˆTx = Cˆx ∈ Sp (5)
x˜ = P˜ P˜Tx = C˜x ∈ Sr (6)
xˆ
T
x˜ = x˜T xˆ = 0 (7)
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x = xˆ+ x˜ (8)
Cˆ et C˜ = (I− Cˆ) représentent les matrices de projection
respectivement sur le SP et le SR. Elles constituent le mo-
dèle ACP représentant le bon fonctionnement du système.
III. Détection de défauts
Les défauts et les valeurs aberrantes se traduisent par des
valeurs anormales que l’on peut mettre en évidence par pro-
jections sur certains axes principaux. Ces projections ont
pour but d’assurer la surveillance et le suivi du processus.
Après la construction du modèle ACP, une nouvelle obser-
vation est projetée différemment sur les sous-espaces pour
la tester. Ainsi, ce test est assuré par le calcul des distances
ou indices de détection. Ces derniers seront, à leurs tours,
comparés à leurs limites de contrôle.
Puisque la forme quadratique réunit toutes les statis-
tiques de détection existantes [7], notons γ un indice unifié
qui peut représenter n’importe quelle distance : T2 de Ho-
telling, SPE, SWE ou la distance combinée... :




γ est une matrice semi définie positive qui caractérise
l’indice de détection étudié.
Pour aborder l’étape de détection de défauts, le processus
est considéré en fonctionnement normal si l’indice γ est sous
sa limite de contrôle (10). Cette dernière aura une forme
aussi standard [1] qui dépend de l’indice étudié tout en
considérant un niveau de confiance α :
γ ≤ Γ2α = gγχ2(hγ ,α) (10)
hγ est le nombre de degrés de libertés de l’indice γ. Ce
paramètre ainsi que gγ sont déterminés comme suit [1] :
gγ = tr[(ΣΥγ)
2]/tr[ΣΥγ ] (11)
hγ = (tr[ΣΥγ ])
2/tr[(ΣΥγ)
2] (12)
Le tableau I présente un récapitulatif des expressions des
différents indices de détection ainsi que leurs matrices ca-
ractéristiques. I˜ ∈ IR(m−ℓ)2 n’est autre que la matrice iden-
tité correspondant au sous-espace résiduel. Les distances
SPE et SWE sont calculées dans le sous-espace résiduel.
Cependant, l’indice T2 de Hotelling est calculé dans le sous-
espace principal. La combinaison de ce dernier avec celui
du SPE, dont chacun est pondéré par sa limite de contrôle,
donne la distance combinée [5], [6], [9], [10].
IV. Détectabilité avec un indice de détection
quadratique
L’existence d’un défaut dans le système n’est garanti dé-
tectable par un indice de détection considéré que sous cer-
taines conditions. Ceci dépend de la performance de l’indice
utilisée et surtout de l’amplitude de défaut. Dans ce papier,
notre étude d’analyse de détectabilité sera généralisée tout
en considérant les cas des défauts multidimensionnels (mul-
tiples).
Partons de l’hypothèse qu’un groupe de variables " i "
est considéré en défaut. Ceci peut s’expliquer par un défaut
sous forme d’un vecteur f qui sera projeté sur un sous-
espace engendrant les directions de ces variables. Par consé-
quent, un vecteur d’observation quelconque peut s’écrire
comme étant la somme d’un vecteur sans défaut et un vec-
teur qui représente le défaut :
x = x∗ + Ξif (13)
f ∈ IRr est le vecteur d’amplitudes de défauts. Ξi ∈
IRm×r est une matrice orthonormée dont les vecteurs co-
lonnes sont ceux de la matrice identité qui correspondent
aux variables en défauts. r = dim{i} est le nombre de va-
riables supposées en défauts.























De cette équation, on peut établir l’inégalité suivante :
‖
γ







∗ représente la projection de la partie sans
défaut du vecteur d’observation sur le sous-espace engen-





∗ ‖ ≤ Γα (17)
A partir des équations (16) et (17), on peut extraire une
inégalité toujours vraie quelle que soit l’amplitude du dé-
faut :
‖ γx ‖2 ≥ (‖
γ
f ‖ − Γα)2 (18)
En présence d’un défaut détectable, l’indice de détection
γ dépasse sa limite de contrôle Γ2α :
‖ γx ‖2 > Γ2α (19)
L’inéquation (18) est toujours vérifiée. Cependant, (19)
n’est vraie que si le défaut est détectable. Ceci nous per-
met d’imposer une condition suffisante afin de garantir la
détection de défaut comme suit :
(‖
γ
f ‖ − Γα)2 > Γ2α (20)
Pour qu’un défaut soit garanti détectable par une telle




f ‖ > 2Γα (21)
V. Analyse de détectabilité avec la distance
combinée versus SPE et T2
Nous remarquons, d’après le tableau I, que les indices
de détection sont calculés dans principalement deux sous-
espaces différents. Chacun de ces indices peut présenter des
avantages différents. Ces avantages sont relatifs aux rela-
tions de dépendance ou indépendance entre les variables
ainsi qu’aux amplitudes de défauts.
Une variable indépendante se projette totalement avec
son défaut sur le sous-espace principal [9], [10], [11]. Elle ne
se projette plus sur le sous-espace résiduel. Par conséquent,
la détection d’un défaut affectant ce type de variables ne
peut être assurée que par une distance calculée dans le sous-
espace principal comme la T2 de Hotelling ou la distance
combinée. Cependant, un défaut dans une variable corrélée
sera majoritairement projeté dans le sous-espace résiduel.
Il peut apparaître dans le sous-espace principal quand son
amplitude atteint des valeurs assez importantes. Les dis-
tances SPE et SWE sont principalement utiles pour ces
cas de figures ainsi que la distance combinée.
Dans les deux cas, la distance combinée peut assurer la
détection de défauts qui se projettent sur le sous-espace
que se soit principal ou résiduel. Ceci présente un avantage
majeur pour cette distance. Cependant, nous ignorons sa
performance pour la détection de défauts par rapport aux
deux indices qu’elle combine.
D’après l’équation (14), le vecteur de défaut calculé avec


















D’après les équations (21) et (22), la condition de détec-














Supposons qu’un défaut est garanti détectable par la dis-
tance combinée, nous pouvons déduire une condition sur
l’amplitude de défaut calculée avec l’indice T2 de Hotel-
ling pour satisfaire cette hypothèse :
‖
T2






Cette inégalité ne peut exister que si le terme à droite
est positif ou nul :
‖
SPE
f ‖ ≤ 2δαβα (25)
Pour que le défaut soit garanti détectable par la distance
T2 de Hotelling tout en satisfaisant l’hypothèse d’être tou-









) ≥ 4τ2α (26)
Ceci prouve que :
‖
SPE
f ‖ ≤ 2δα
√
β2α − 1 (27)
De cette inégalité, le défaut peut ne pas être garanti dé-
tectable par la distance T2 si :
‖
SPE
f ‖ > 2δα
√
β2α − 1 (28)
Pour que l’inégalité (24) reste vraie, tout en gardant l’hy-
pothèse qu’un défaut est garanti détectable par ϕ (25) mais




β2α − 1 < ‖
SPE
f ‖ ≤ 2δαβα (29)
A partir de cette inégalité, nous pouvons déduire que le
défaut peut aussi ne pas être garanti détectable par l’indice
SPE tant que βα <
√
2.
Gardons l’hypothèse qu’un défaut est garanti détectable
par la distance combinée. La condition suffisante sur l’am-
plitude de défaut calculée avec l’indice SPE et qui satisfait
cette hypothèse est donnée par :
‖
SPE







f ‖ ≤ 2ταβα (30)
En plus et pour que le défaut soit garanti détectable par
l’indice SPE, il faut que :
‖
T2
f ‖ ≤ 2τα
√
β2α − 1 (31)
Le contraire de l’inégalité précédente signifie que le dé-
faut peut ne pas être garanti détectable par SPE :
‖
T2
f ‖ > 2τα
√
β2α − 1 (32)
Pour que l’inégalité (30) reste vraie, tout en gardant l’hy-
pothèse que le défaut peut ne pas être garanti détectable
par SPE (32), il faut que :
2τα
√
β2α − 1 < ‖
T2
f ‖ ≤ 2ταβα (33)
Ceci prouve que le défaut peut aussi ne pas être garanti
détectable par l’indice T2 pour βα <
√
2.
Nous avons montré théoriquement qu’il peut exister des
cas où le défaut est garanti détectable que par la distance
combinée. En plus, l’existence de ces cas est relative aux
valeurs de la limite de contrôle d’une telle distance. Pour
cela, nous pouvons analysé ce problème schématiquement.
L’équation (23) représente un quart de cercle de rayon
2βα et de variables pondérées ‖
SPE
f ‖δ−1α et ‖
T2
f ‖τ−1α . Un
défaut, admettant comme coordonnées ces deux variables,
est considéré non garanti détectable par ϕ s’il est situé sur
le périmètre ou à l’intérieur de ce quart de cercle. Dans le
cas contraire, le défaut est garanti détectable par cet in-
dice. En fonction de la valeur de la limite de contrôle d’une
telle distance, nous avons distingué schématiquement cinq
différents cas possibles (Figures 1,...,5). Dans ces figures, la
partie ponctuée représente la zone garantissant la détection
de défaut par la distance combinée. N’importe quel point
situé dans la zone hachurée signifie que le défaut est non
garanti détectable ni par l’indice SPE ni par la distance T2
de Hotelling. Ainsi dans le tableau II, nous récapitulons la
condition de détectabilité de défaut avec la distance com-
binée versus celle des indices T2 et SPE qu’elle combine.
Nous montrons clairement que si le défaut est non garanti
détectable ni par SPE ni par T2, il peut être garanti détec-
table par la distance combinée. Ceci est illustré par la zone
d’intersection entre la partie hachurée et celle ponctuée (Fi-
gures 1, 2 et 3). En plus, cette intersection correspond à des
valeurs de βα <
√
2.
Dans la pratique, si les deux indices (SPE et T2 de Hotel-
ling) ne détectent pas la présence de défaut, cela ne signifie
pas forcément son absence. Dans ce cas et si βα <
√
2, il
est très important de revérifier la détection en considérant
la distance combinée.
VI. Conclusion
La surveillance d’un système est assurée par une variété
d’indices de détection. Ces derniers sont calculés différem-
ment dans principalement deux sous-espaces afin de contrô-
ler les différentes projections de défauts. A cause de cette
variété d’indices de contrôle, la tâche de surveillance peut
être alourdie. Pour cette raison, la distance combinée re-
présente un premier avantage puisqu’elle combine deux in-
dices de détection (SPE et T2). Autrement, elle contrôle le
processus dans ces deux sous-espaces simultanément. Ce-
pendant, la détectabilité de cet indice, en la comparant à
celle du SPE et/ou T2, est encore non analysée.
Dans ce papier, nous avons montré que si un défaut est
garanti détectable par la distance combinée, il n’est pas for-
cément garanti détectable par les indices T2 de Hotelling et
SPE. Cette particularité, qui représente le deuxième avan-
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