This paper proposes a problem of estimation of the scale parameter θ in 2-parameter exponential distribution with prior information 0 θ . The estimators of θ are maximum likelihood estimator and a class of shrinkage estimators. The comparison of these estimators and also ranking all of them together are based on Multiple Criteria Decision Making (MCDM) method. The result turns out that (1) θ is the best estimator while
In this paper the estimators of scale parameter θ in 2-parameter exponential distribution are compared and ranked in terms of mean square errors (MSEs) using Multiple Criteria Decision Making (MCDM) method. MCDM method is briefly described in Section 2. Section 3 contains the mean square errors of each estimator. Result of comparing and ranking of the estimators is shown in theorem in Section 4. The conclusion is presented in the last section.
A brief description of MCDM method
In the context of a 'discrete ' The K estimators are then compared on the basis of these integrated risk factors. Integration of risks is done by defining an Ideal Row (IDR) with the smallest observed value for each column denoted as
and a Negative Ideal Row (NIDR) with the largest observed value for each column denoted as
For any given row , i we now compute the distance of each row from Ideal Row and from Negative Ideal Row based on a suitably chosen norm. Under L1-norm [4] , we compute 
The various rows are now compared and ranked based on an overall index computed as
A 'continuous' version of this setup which is relevant for our problem would involve 
x r u r w r dr In the case of L1-norm, Lertprapai [5] has shown that some estimators to be compare with respect to their mean square errors, the i th estimator is better than the j th estimator if 
where p is a non-zero real number, 
, (1) , (2) .
Main Result
In Section 3, MSEs of each estimator are computed. After using inequality (2.1) and (2.2) with the range 1 1 r − < < and 4 n ≥ , we can present the result in the following theorem. and (2) θ are lower in rank respectively for 4 n ≥ under MCDM approach using 1 L -norm and weight function defined by ( ) 1 w r = .
Proof: Let which are obtain from (3.1) and (3.2). Lertprapai [5] proposed that the i th estimator is better than the j th estimator if 
Comparing each pair of inequality, thus we show in 4 cases as follow:
Case 1: 12 6 4 99 n n n + + − is greater than zero for 4 n ≥ . So the statement is true for 4 n ≥ and its truth for n implies its truth for 1 n + . Therefore it is true for all . n Case 2: ( 
