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INTRODUCTION 
In immersed transducer setups, curved interfaces affect the beam profile through 
their focusing or defocusing properties. While it is often possible to approximate the 
interface geometry by elementary shapes with constant curvature like cylinders or spheres 
in order to employ canonical solutions to account for the object geometry, a more general 
approach is needed if CAD descriptions serve as input data for the geometry. 
This paper describes the application of the Rayleigh-integral method, extended to 
refraction through a smoothly curved liquid/solid interface by a geometrical optics 
approximation. In this model, the transducer is modeled as a number of sources of spherical 
waves, whose wavefront is distorted by the local curvatures at the stationary interface point 
(or points). Since the calculation of the local curvatures involves partial derivatives up to 
second degree, facetted approximations of the geometry can not be used. Instead, a rational 
B-Spline representation of the interface geometry is employed, which allows the extraction 
of derivatives of arbitrary degree and which is shown to also have advantageous properties 
for the stationary point search. Furthermore, a rational B-spline representation does not 
induce phase errors, as facetted approximations would do. 
THEORY 
The propagation of sound waves in a fluid can be desribed by the Rayleigh-integral 
in terms of a superposition of spherical wave point sources on the transducer surface. By 
using the appropriate Green's function for the problem, the integral can be expressed in the 
time or the frequency domain. If the expression for the time-domain is used, the pressure at 
a given observation point and time can be expressed in terms of a velocity potential 
() 
p(r,t) = p dt <I>(r,t) (1) 
where the velocity potential itself can be described as a convolution of the excitation signal 
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with the impulse response for the problem at the observation point [1] 
<l>(r,t) = v(t)*h(r,t) (2) 
where the impulse response itself is the integral of the appropriate time-domain Green's 
function over the transducer surface 
_ Sb(t-to -Ir-roll c) 
h(r,t) - I I dS. 
r 27r r - ro 
(3) 
Since the point sources are explicitly integrated, this expression can account for 
arbitrary transducer shapes. Although the expression is strictly valid only for planar 
transducers, it has been shown previously that focused transducers can be modeled as well 
as long as the curvature is relatively small. It is also possible to account for non-uniform 
excitation by introducing a weighting factor in the calculation of the impulse response. 
The impulse response has a simple geometric interpretation: For a given observation 
point and time, the impulse response is the superposition of all dirac sources at a distance 
s=ct. It is non-zero between the first and last arrival time, corresponding to the shortest and 
longest distances between the observation point and the probe surfaces. For on-axis 
observation points, the impulse response is concentrated in a short interval whose length 
depends on the transducer size. For off-axis observation points, however, the impulse 
response becomes spread out over a larger interval, so that special care must be taken to 
choose an appropriate temporal discretization in order to evaluate the impulse response 
numerically. 
An extension of the Rayleigh-integral to plane liquid/solid interfaces has been 
presented in [2], applying the approximation of geometrical optics to account for the 
refraction into the solid. In this extension, the longitudinal and transverse components of 
the displacement fields are calculated separately, with each point source contributing to the 
displacement field only along a stationary phase path. Knowing the polarization of each 
displacement component, the individual contributions can be added vectorially, weighted by 
a plane wave transmission coefficient and a divergence term, according to 
dU(L,T)(p P t)=T(L,T)(tJ)*8(t-R1 /c1 -Rz lcz)*e(L.T)(P P)dS (4) 
s' 0' 2 R s' 0 
1C eif 
where T is the pressureldisplacement transmission coefficient, RJ and R2 are the distances 
before and after the stationary phase point at the interface, e is the unity polarization vector, 
and Reff is the effective distance or ray divergence factor, 
For incidence angles below the first critical angle, the transmission coefficient is 
real-valued; after the first critical angle, however, it becomes complex, which induces a 
frequency-dependence, The resulting pulse distortion can be accounted for by a Hilbert-
transform in terms of a convolution with jf1tt, as described in [3]. 
The ray divergence factor can be obtained geometrically from the energy conservation law 
in a small tube of rays, or directly from the stationary phase method. Using purely 
geometrical considerations, the law of energy conservation in a ray tube requires the energy 
flux through cross sections of the ray beam to be identical, as shown in figure 1. The energy 
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being proportional to the square of the amplitude, this leads to the relation 
(5) 
for propagation in a fluid, or expressed in terms of wavefront curvatures 
(6) 
If applied to refraction at a planar interface and considering infinitesimally small opening 
angles of the ray tube, the effective distance factor can be obtained as 
R= (7) 
The same expression can be formally obtained by the method of stationary phase [4]. This 
is an approximate method to solve integrals with an oscillating phase term, based on the 
assumption that the major contributions to the integral come from locations where the phase 
term becomes stationary, while in regions far from these "stationary points", adjacent half-
periods cancel each other. To illustrate this, we can write the Rayleigh-integral in the 
frequency-domain 
-iOJpvo I exp(ikr) dS p(x,OJ) = -- , 
2,. r r 
(8) 
where the spherical waves appear explicitly under the integral. Each spherical wave, 
however, can be decomposed into an angular spectrum of plane waves, giving the Weyl 
integral 
exp(ikr) = _i II exp(ik. 1') dk dk 
r 2,. kz x y 
(9) 
Instead of carrying out the double integration explicitly by means of a fourier transform, 
applying a propagation term to each planar wave and recomposing the field by the inverse 
transform, the phase term can be expanded to second order around the stationary points and 
the integration can then be performed exactly. 
PI 
cIS, 
-=- ~D' --1) 
Figure 1. Energy conservation in a ray tube. 
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Since the stationary phase condition requires the first derivatives with respect to the 
interface point in curvilinear coordinates to diminish, the phase term can be developed to 
Using the substitution 
u=(x-x,) (11) 
and after some manipulations, the integral can be evaluated [5], giving (7) as the square root 
of the determinant of the Hessian matrix for the problem as the divergence factor. 
The same formalism, this time using the Kirchhoff approximation, can be applied to 
obtain a divergence term for curved interfaces, expressing the wavefront curvatures after 
passing the interface in terms of the local curvatures h11, h12 and h22: 
c, 1 ~ " , ll)' 4(1. C, cosO,, c, - COSO,)' + ,."c, cos", C, - cos", + '~, , q~ ~~ 
(12) 
The ray divergence factor can then be obtained by substituting this equation into (6). 
The local (or normal) curvatures can be calculated according to Euler's theorem from the 
principal curvatures and the angle of the actual line of curvature, which in this case is the 
projection of the incidence plane to the surface, with the directions of principal curvature. 
(13) 
The curvature tensor can then be expressed in terms of the principal curvatures and 
the angle with the principal directions of curvature 
~2 = h21 = -sin q> cos q>(l/ 'I -1/'2) 
h _ sin2 q> cos2 q> 22---+--
1j '2 
(14) 
A convenient way to calculate the principal curvatures and their directions without 
losing the correspondence between both is the Weingarten mapping. The matrix elements in 
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(15) are calculated from the coefficients of the first and second normal form of differential 
geometry, which are not shown for brevity. 
all = fF - eG / Ll 
al2 = eF - fE / Ll 
a21 = gF - fG / Ll 
a22 = fF - gE / Ll (15) 
The principal curvatures are then the Eigenvalues of the Weingarten matrix (16), and the 
associated Eigenvectors are the corresponding directions in curvilinear coordinates. 
(16) 
The Eigenvectors can then be transformed to cartesian coordinates (17), and the angle 
between the projection of the incidence plane and the direction of principal curvature can be 
calculated (18), allowing the calculation of the divergence term. 
as as 
t. =eu·-+e.v-
"aU'dv 
r'=r-(r·n)n 
(17) 
r'· tl = cos({J (18) 
The stationary point search itself is significantly more complex on curved 
geometries than on a planar interface. For a planar interface, the single stationary point 
always lies on the projection of the incidence plane on the surface, thus allowing for a one-
dimensional search technique like the Newton iteration. For a curved geometry, several 
stationary points can exist, which do not necessarily lie in the incidence plane. Thus, a 2-
dimensional search technique must be employed. We implemented the simplex minima 
search algorithm [6], which is a heuristic technique to find local minima on multi-
dimensional functions. The simplex search does not require derivatives, but a continuous 
evaluation of the interface in curvilinear coordinates. Since the simplex algorithm finds the 
local minimum closest to the starting point, it is essential to use different starting points in 
order to find all minima. In our implementation, we use up to four equally spaced starting 
points close to the comers of the interface. 
The number of stationary points depends on the intrinsic properties of the interface 
geometry: If the geometry has diverging properties, only a single stationary point exists, 
while focusing geometries can have multiple stationary points. As long as the stationary 
phase points are clearly separable, the second order phase approximation is valid, and each 
stationary point contribution can be treated separately. However, if stationary points are 
very close or merge to form a contour of stationary phase, the approximation breaks down. 
These regions correspond to caustics, which would require a higher order approximation or 
an entirely different treatment in order to be treated correctly, which is not done in our 
model. 
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CAD REPRESENTATION 
Summarizing the requirements of the model, a CAD representation is needed which 
is able to provide derivatives up to second order, has precise phase information, and can be 
evaluated in curvilinear coordinates. B-spline representations meet all these needs and are 
common in industry-standard CAD formats like IGES, SET or STEP. In our implemen-
tation, we chose Non-Uniform Rational B-Splines (NURBS) as the most general form[7], 
which cover the uniform and non-rational forms as well. Rational B-Splines have the 
additional advantage of being able to describe quadrics (second order surfaces like spheres 
and cylinders) correctly. 
The general Tensor product form for a NURBS surface is given in (19), where p and 
q are the degrees for both directions, P is the control point net and N are the basis functions 
of the given order. 
n m 
[
X(U' V)] ~~Nimp(U)Nj,q(V)Wi)~,j 
F(u, v) = y(u, v) = ..:......:....n~m------
z(u, v) LLNimp(u)Nj,q(v)wi,j 
F(u) = A(u, v) 
w(u, v) 
i=O j=O 
A(k)(U)- i(~}(i)(U)F(k-i)(U) 
F(k)(u) = 1 
w(u) 
(19) 
(20) 
Basis functions are calculated recursively (omitted for brevity), as are derivatives up 
to arbitrary degree based on the generalized quotient rule (20). The evaluation in curvilinear 
coordinates (in u,v-space) can be directly employed by the stationary point search. The 
geometry itself is loaded from a CAD file in SET format, as provided by most commercial 
CAD solid modellers. 
RESULTS 
The model has been implemented in a software producing three different types of 
results. On a given observation point, the time-dependent displacement amplitude can be 
calculated, with a choice of only the pressure or shear wave component or both. Performing 
the same calculation in an observation plane or volume perpendicular to the interface and 
stepping through time gives an animated series of wavefront images, as shown in figure 2 
for the indicated geometry and a 40mm focused transducer at lMHz burst excitation. This 
kind of representation gives a qualitative understanding of the underlying physics: In the 
example shown, the wavefront enters the interface at approximately lOus, when a refracted 
L-wave is created. At the l2us timeshot, aT-wave becomes apparent, and at l4us, a second 
L-wave with a higher amplitude appears. 
Calculating the maximum amplitude over time on an observation plane perpendi-
cular or parallel to the interface illustrates the energy distribution on this plane and for 
example shows the energy distribution in the vicinity of the focal spot. Performing this 
calculation along a line gives a quantitative understanding of the defocusing properties of a 
given surface, as shown in figure 4 for the L-wave displacement profile in lOOmm depth for 
the two different geometries shown in figure 3. In this figure, the dotted line corresponds to 
a geometry with a larger curvature and exhibits less pronounced minima and maxima along 
the profile. 
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Figure 2. Displacement amplitude snapshors. 
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Figure 3. Two test geometries. Figure 4. L-wave beam profile (100mm depth). 
CONCLUSIONS 
An extension of the impulse response approach to arbitrarily curved geometries is 
possible within the limits of the geometrical optics approximation and provides qualitative 
as well as quantitative insights into the modifications of the ultrasound beam profile due to 
refraction through a curved interface. The use of CAD models for non-canonical problems 
seems advantageous from a practical point of view, but requires B-Spline models to achieve 
the required accuracy for the stationary phase paths and for exact divergence calculations. 
The next step will be an experimental validation to verify the results and explore the limits 
of the model. 
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