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A  recent  series  of  tapered  roller  bearing  tests  have  been  conducted  at the  University  of 
Southampton to evaluate the effectiveness of using multiple sensing technologies to detect 
incipient  faults.  The  test  rig  was  instrumented  with  on-line  sensors  including  vibration, 
temperature and electrostatic wear and oil-line debris sensors. Off-line techniques were also 
used such as debris analysis and bearing surface examination. The electrostatic sensors, in 
particular, have the potential to detect early decay of tribological contacts within rolling 
element bearings. These sensors have the unique ability to detect surface charge associated 
with  surface  phase  transformations,  material  transfer,  tribofilm  breakdown  and  debris 
generation.  Thus,  they  have  the  capability  to  detect  contact  decay  before  conventional 
techniques such as vibration and debris monitoring. However, precursor electrostatic events 
can not always be clearly seen using time and frequency based techniques. Therefore, an 
intelligent system that can process signals from multiple sensors is needed to enable early 
and automatic detection of novel events and provide reasoning to these detected anomalies. 
Operators could then seek corroborative trends between sensors and set robust alarms to 
ensure safe running. This has been the motivation of this study. 
 
This  thesis  presents  the  development  of  an  integrated  data  fusion  and  bearing  fault 
detection/diagnostic scheme based on artificial intelligence (AI) methods. The core of this 
approach is to establish a valid Gaussian Mixture model (GMM) that detects anomalies in 
new data. To enable this, a large number of features are extracted from the raw vibration and 
electrostatic signals based on bearing rotation and defect frequencies. These were also used 
for fault diagnosis at a later stage. A series of baseline tests were conducted on new bearings 
under  various  test  conditions  to  generate  data  for  normal  model  training.  A  Gaussian 
Mixture Model (GMM) was used to summarise the probabilistic density of the training data 
and  to  build  the  normal  model.  During  the  model  training  procedure,  the  random 
effectiveness of the GMM was reduced by using a systematic evaluation method and by 
removing externally generated anomalies using novel approaches to eliminate fault masking. 
Hotelling’s T-squared statistic and the associated threshold defining method are then applied 
to extract prognostic information by measuring the distance between test samples and the 
origin of the established model. After an anomaly in the test data is detected, the contribution 
value of each extracted feature is calculated to diagnose fault signatures based on the sensor 
locations and feature characteristics. 
 
The  results  from  a  series  of  pre-indented  bearing  tests  have  demonstrated  that:  1)  the 
randomness of the GMM has been significantly reduced and the quality of the model has 
been improved by increasing the number of candidate models and the initial iterations (up to 
a  certain  level);  2)  model  adaptation  methods  based  on  information  theory  and  distance 
measurement  are  effective  in  removing  anomalies  in  the  training  data  to  minimise  fault 
masking and rate detections as high as 95% can be achieved with the combination of these 
methods; 3) the calculated T-squared statistic can detect failure precursors up to 10 hours 
prior to the fatigue failure which occur after 70 to 100 hours and the new threshold defining 
method based on extreme value theory can significantly decrease the false alarm rate with 
approximately 20% lower rates than that of the conventional approaches; 4) The contribution values of the extracted features can assist the operator in locating faulty bearings and their 
defective  parts  as  well  as  indicating  the  impact  ranking  of  the  applied  features.  These 
diagnostic  results  agree  well  with  off-line  debris  analysis  and  post-test  bearing  surface 
inspection. In addition to the experimental bearing data, multivariate simulated data were 
generated using a mixture of Gaussian methods and used to further validate the effectiveness 
of the condition monitoring scheme.  
 
Overall the most significant novelty of this work is that a fully integrated AI based condition 
monitoring  scheme  has  been  developed  that  is  able  to  extract  abnormal  events  in  both 
training and test datasets, and provide reasoning to the detected anomalies by correlating 
different sensor features from an instrumented bearing rig. Table of Contents 
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Chapter 1. Introduction 
 
1.1 Background and motivation 
 
The main motivation for this PhD project is to improve the reliability of rolling element 
bearings in complex running environments by developing state-of-the-art multi-sensing 
data analysis algorithms – detection and diagnostic – and by improving the understanding 
of the bearing fatigue propagation process in the lubricated environment.  
 
As one of the two main bearing types (another type is journal bearing), rolling element 
bearings exist in a broad range of applications across almost all industries and they play 
an effective and important role in all aspects of our modern life. One can expect to come 
across them in almost every industry, and without any doubt they are the key element of 
various rotating machines such as driving motors and gas turbine engines.    
 
Rolling element bearings are prone to wear, either in terms of which material is removed 
from the surfaces of the components, or by which of these surfaces are seriously damaged 
[1]. These wear phenomena might lead to some modes of failure during the operation, 
and failures represent a high percentage of the breakdowns in rotating machinery and 
results in catastrophic failures on many occasions. Such an example appears in the survey 
of [2], which indicated that 25% of machine shutdowns in the US Naval aircraft are due 
to bearing failure. It comes naturally then that considerable attention and a lot of research 
continues to be directed towards bearings, and in particular to their modes of failure, fault 
detection/diagnosis, fault propagation and remaining life prediction. One significant area, 
which has helped to detect, diagnose and predict bearing failure, is the implementation of 
condition monitoring systems, which use data from various measurement techniques to 
assess the state of the bearings. Condition monitoring is an essential part of Predictive 
Maintenance, which has been gaining acceptance over the past 30  years.  It generally 
consists  of  three  main  stages:  fault  detection,  diagnosis  and  prognosis.  Figure  1.1 Chapter 1. Introduction 
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illustrates  the  detection,  diagnostic  and  prognostic  parts  of  the  condition  monitoring 
process related to rolling element bearings.  
 
 
Figure 1.1 Detection, diagnostic and prognostic of rolling element bearings 
 
Measurements can be achieved using various sensing techniques. Traditionally, in the 
area of condition-based maintenance it is evidenced that the two most significant groups 
of  condition  monitoring  methodologies  used  are  vibration  analysis,  and  oil  and  wear 
debris analysis [3, 4]. Nowadays, more and more new sensing techniques are used to 
achieve the condition monitoring functions. Acoustic emission (AE) and electrostatic (ES) 
monitoring methodologies are such examples both showing their unique advantages over 
the traditional methods. Apart from sensing techniques, signal processing analysis has 
also  been  focused  on  and  widely  applied  to  the  raw  sensing  data  to  extract  fault 
signatures. Research over the past 50 years has established the effectiveness of using 
multiple sensing technologies for bearing fault detection and fault diagnosis.  
 
However, in modern condition monitoring, the amount of data collected from the sensors 
is vast with more than one dimensional feature, and it always needs a human expert to 
analyse the results from the various signal plots and diagnose faults of the monitored 
components. This leads to difficulties in interpretation and time consuming. Therefore, 
• Fatigue 
• Wear  
• Corrosion 
• Lubrication  
• …… 
Diagnostic: where and what? 
Cracks, pits and spalling 
Detection: whether?  Prognostic: When? Chapter 1. Introduction 
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the motivation for developing an automated condition monitoring scheme that could aid 
operators to make the judgment on the health of the monitored bearing components is 
clear. During the past 20 years, systems developed with artificial intelligence (AI) and 
statistical  modelling  algorithms  have  been  playing  an  increasingly  important  role  in 
assisting  people  to  solve  problems  such  as  minimising  uncertainty  and  achieving 
automation in both social and industrial applications. On the other hand, recently, at the 
University of Southampton, a series of tapered roller bearing fatigue life tests have been 
conducted to evaluate the effectiveness of using multiple sensing technologies to monitor 
the process of the bearing fatigue and detect incipient faults. The test rig is instrumented 
with  both  on-line  sensors,  including  vibration  and  electrostatic  sensors,  and  off-line 
analysis  such  as  debris  analysis  and  surface  examination.  The  advantages  of  using 
multiple  sensing  techniques  have  been  demonstrated  from  conventional  data  analysis 
results [5, 6]. However, univariate signal plots only exhibit significant changes when 
bearings are entering the severe wear stage, and small anomalies that lead to catastrophic 
failure and do not appear at the extreme tail of a single variable’s distribution might be 
overlooked; this results in the expected precursors becoming indistinguishable from the 
conventional  plots.  Thus,  it  would  be  extremely  valuable  if  an  automatic  condition 
monitoring scheme could be developed so that bearing failure signature could be detected 
or enhanced at an earlier stage, e.g. bearing fatigue failure initiation. This has been the 
second motivation of this study. 
 
GE Aviation, as a leading global provider of innovative solutions to manufacturers and 
operators of military and civil aircraft engines, has recently developed an in-house tool 
containing several kinds of AI and statistical machine learning algorithms for data mining 
and fusion. This tool has formed part of the toolset used in the project to develop an 
automated  condition  monitoring  scheme.  The  experimental  data  used  in  the  model 
development and evaluation in this study are from bearing tests carried out by Dr. Terry 
Harvey  and  Mr.  Mark  Craig  in  the  national  Centre  of  Advanced  Tribology  at 
Southampton.  
 
 Chapter 1. Introduction 
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1.2 Research aims and objectives 
 
Ultimately, the research aims to use the numerical data currently collected at a bearing 
wear rig to develop various techniques to automatically detect and identify tribological 
related maintenance events (or faults). These techniques may be used in collaboration 
with  the  current  monitoring  system  to  accurately  detect  and  diagnose  abnormal 
conditions in the course of bearing fatigue life. Technically, this project is to develop an 
automated  condition  monitoring  scheme,  including  model  establishment,  automatic 
abnormal detection, and fault location finding and fault nature reasoning. 
 
Such  a  goal  requires  the  development  of  a  series  of  data  analysis  and  modelling 
techniques for the observation of data. Consequently, the objectives can be devised as:  
 
-  Review  the  relevant  literatures.  The  research  is  based  on  understanding  the 
existing  developments  in  condition  monitoring,  including  modern  sensing 
technology,  signal  processing,  and  artificial  intelligence  and  statistical  based 
automated  condition  monitoring  systems.  The  conduction  of  these  surveys  is 
expected  to  help  the  author  to  find  appropriate  development  strategies  and 
approaches to the identified problems.     
 
-  Build diagnostic a training and testing database. Fundamentally, the training data 
are used to establish the model, while the testing data are tested against the model 
to evaluate its effectiveness.  
 
-  Develop an automated fault detection/diagnostic model with the training data. The 
model is required to be reliable, consistent and well performed. Thus, a systematic 
method is necessary to be developed to evaluate the training parameters of the 
selected  learning  algorithms  and  justify  the  use  of  the  model.  Since  relevant 
training parameters have significant influence on the reliability and performance 
of the model, this development phase is crucial to the whole proposed scheme.   Chapter 1. Introduction 
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-  Develop the methods that optimise the automated detection/diagnostic models, 
and  make  the  models  robust  to  noise  embedded  within  the  training  data  and 
changes over time. This requires that the models can be modified and updated 
throughout the period of application.  
 
-  Develop a data fusion technique to fuse applied features and extract or enhance 
the abnormal trend. This requires use of multivariate approaches which are more 
powerful, as univariate methods (i.e. single feature) can miss anomalies that do 
not  appear  at  the  extreme  tail  of  a  single  feature’s  distribution.  The  extracted 
abnormal  signatures  are  also  required  to  connect  with  the  bearing  fatigue 
propagation process and indicate bearing failure mechanisms.   
 
-  Develop  a  threshold  defining  method,  as  the  proposed  scheme  is  required  to 
automatically identify the significant anomalies and bring these to the operator’s 
attention.  The  proposed  method  needs  to  be  sensitive  to  the  tail  data  in  the 
probability plot, and examined by the fault detection rate and false alarm rate.   
 
-  Develop the diagnostic approaches to assist operators in finding the location and 
causes of the developed faults. It is necessary to investigate the influence of the 
sensor  features  on  the  detected  faults,  especially  for  the  electrostatic  sensors. 
Since  different  sensors  are  related  to  different  detectable  fault  mechanisms, 
diagnostic information can be provided in this way.   
 
-  Simulate  multivariate  data  with  various  features.  This  allows  the  developed 
scheme to be examined from a more general perspective, and shows the potential 
of the approaches which could apply not only to bearing data but to the other 
areas also.   
 
1.3 Thesis outline 
 
The structure of the remainder of this thesis is summarised below: Chapter 1. Introduction 
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Chapter  2  provides  a  comprehensive  review  of  the  latest  developments  in  condition 
monitoring  and  fault  diagnosis  for  the  condition  based  maintenance  (CBM 
). Firstly, various sensing technologies used for fault detection or condition monitoring 
are presented, followed by a review of some state-of-the-art artificial intelligence (AI) 
based fault detection and diagnosis applications.  
 
In Chapter 3, a summary based on the comprehensive review in Chapter 2 is given, and a 
proposed  methodology  for  the  development  of  the  automated  condition  monitoring 
scheme is generated at first. And ten, the bearing wear system is introduced, including 
details of the devices and implemented sensing and signal processing units. Of particular 
interest is a description of the collected data used to develop the automated condition 
monitoring scheme.  
 
The  task  of  this  project  is  to  develop  an  automated  condition  monitoring  scheme, 
including model establishment, automatic abnormal detection, and fault location finding 
and fault nature reasoning. These are addressed in chapters 4, 5 and 6 respectively.  
 
Specifically, Chapter 4 deals with how to build reliable, consistent and robust automated 
fault detection/diagnostic models. This chapter involves the topics of model justification 
by evaluating model training parameters, model adaptation and updating.  
 
Chapter 5 is about automatic anomaly detection, and can be divided into two parts. The 
first part is the threshold set-up which is used to accurately detect faults by decreasing 
false alarms and increasing true alarms. The second part is about the data fusion and fault 
signature  extraction.  In  this  chapter,  the  detected  anomalies  are  specifically  analyzed 
based on the bearing fatigue propagation process.  
 
In  Chapter  6,  more  directed  information  is  provided  by  reasoning  anomaly  detection 
outputs. In other words, the nature of the detected faults is automatically identified with 
the inputs of the abnormal detection.  Chapter 1. Introduction 
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Chapter 7 describes the simulation of the multivariate data, and shows the examination 
results after running through the developed scheme. 
 
Finally, Chapter 8 summarizes key elements of the work presented, and identifies major 
issues that need to be improved or implemented in the future work.  
 
The thesis is organised into eight chapters, and the general layout of the thesis and topics 
discussed in each chapter is illustrated in Figure 1.2.  
 
Figure 1.2 Thesis structure and layout 
 
1.4 Contributions from this study 
 
The first contribution of the thesis is the development of a systematic way to construct 
reliable and consistent anomaly detection model on the basis of the original Gaussian 
Mixture Model (GMM). Since the GMM-based clustering algorithm involves significant 
randomness, different initiations with the same training parameters will usually lead to 
Ch1: Introduction 
Ch2: Literature review 
Ch3: Experimental bearing data 
Ch4: Construction of anomaly detection model 
Ch5: Anomaly detection 
Ch6: Fault diagnosis 
Ch7: Examination of the developed scheme with simulated data 
Ch8: Conclusions and future work 
Abstract 
Introductory 
chapters 
Building, adapting and 
updating anomaly 
detection models 
Results of the threshold 
set-up, anomaly detection 
and fault diagnosis 
Results of the scheme 
examination with 
simulated data Chapter 1. Introduction 
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quite different results. With such a developed method, randomness of clustering can be 
minimised and consistent solutions can be brought to the anomaly detection in the later 
stage.    
 
The second contribution is the development of the multivariate-based model adaptation 
methods using information theory  and distance  measurements to identify  and  remove 
clusters in the Gaussian Mixture Model (GMM) associated with anomalies within the 
training datasets. This process is considered to be quite important, because not only can 
the  fault  masking  effects  be  eliminated,  but  also  the  anomaly  detection  rate  can  be 
increased.   
 
The third contribution is a GMM-based model updating method that has been developed 
for rolling element bearings. The clustering parameters of Occupation Probability of the 
testing data in the clusters (OP) and the number of trained clusters (NC) are innovatively 
applied to find the appropriate dataset to be utilised to update the constructed anomaly 
detection model.  
 
The fourth contribution is a novel threshold set-up strategy that has been developed. The 
strategy set-up is developed for the anomaly detection indices based on extreme value 
statistic. The developed strategy can significantly reduce the false alarm rate compared to 
other conventional methods.  
 
The fifth contribution is the development of a combined statistical anomaly detection 
system  for  rolling  element  bearings.  In  such  a  system,  the  Gaussian  Mixture  Model 
(GMM) is used to model the density of the training data to establish the normal model, 
while  additional  techniques,  including  the  T-squared  statistic  and  the  extreme  value 
statistic, are then calculated based on the normal model as the anomaly detection indices 
after fusing the applied variables of different sensors, to extract abnormal events from the 
testing data. With this approach more novel events that cannot be seen clearly in the 
conventional plots reveal more tribological information that is directly related to bearing 
failure initiation.  Chapter 1. Introduction 
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The  sixth  contribution  is  the  development  of  a  fault  localization  system  for  rolling 
element bearings based on Principal Component Analysis (PCA). The contribution values 
of the applied variables to the T-squared statistic are calculated, so the truth of which 
variables are the main causing factors to the anomalies can be revealed.  
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2.  Literature Review 
 
This chapter aims at giving a comprehensive survey on the subject of applications of 
various condition monitoring and AI/statistical based techniques for fault diagnosis of the 
rolling element bearings. A number of literatures are reviewed and classified into four 
categories.  The  first  category  is  on  publications  about  the  basics  of  rolling  element 
bearings, while the second category is on maintenance strategies and the need for bearing 
condition monitoring. The third and fourth parts include literatures about multiple sensing 
techniques and AI/statistical based decision support systems respectively.  
 
2.1. Rolling element bearings 
 
The term ‘rolling element bearings’ is used to describe a class of bearings in which the 
main  load  is  transferred  through  the  elements  via  rolling  contact  rather  than  sliding 
contact [1]. In particular, rolling element bearings exist in a broad range of applications 
across almost all industries.  
 
Figure 2.1 Rolling element bearing components and main geometry  
 
Outer race 
Roller 
Inner race 
Load zone 
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There are many types of rolling element bearings, each designed and used for a specific 
application and load with advantages and disadvantages. The main components of rolling 
element bearings are the inner race mounted on the rotating shaft, the outer race mounted 
to the stationary housing, the rolling elements and the cage. The rolling element may be 
balls and rollers, whereby the balls in the ball bearings transfer the load over a very 
limited point contact on the raceways, while the rollers transfer the load via line contact 
with  the  raceways  [2].  Therefore,  ball  bearings  carry  lower  radial  load  capacity  than 
roller bearings, but can carry higher axial load. The cage separates rolling elements and 
prevents contact between them during operation.  
 
Moreover, the important geometrical quantities of a rolling element bearing include the 
number of rolling elements Z, the rolling element diameter Db, the pitch diameter DP and 
the contact angle θ. The contact angle θ depends on the type of bearings: it is ≥0
o for 
ball bearings which carry a radial load, while thrust bearings only carry an axial load with 
the value of 90
o. Figure 2.1 shows these parameters and the components that exist, along 
with the load zone associated with the fixed outer race.  
 
2.1.1. Bearing failure mechanisms 
 
Rolling element bearings may fail due to a number of mechanisms and at different stages 
through the service life of the bearings. At the early stages, bearings may fail because of 
inappropriate design, misalignment, overload, false brinelling or contact corrosion. Near 
the  end  of  bearing  service  life,  bearings  failure  causes  may  include:  normal  rolling 
contact fatigue, contamination by solids (wear debris) or lubrication film breakdown [3]. 
Nisbet  and  Mullet  [4]  provided  a  comprehensive  overview  of  the  different  modes  of 
bearing  failure  and  explained  the  causes  and  symptoms  of  each  failure.  Figure  2.2 
illustrates the images of common bearing failure which are taken with permission from 
the Neale Consultancy Engineers Ltd website [5].   
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Figure 2.2 Rolling element bearings failure mechanisms [5] 
 
                  2.1.2. Rolling element bearing fatigue life  
 
Bearings  are  one  of  the  most  widely  used  components  in  rotating  machinery,  and 
inevitably suffer the contact surface failure due to rolling contact fatigue (RCF), even 
they are running in satisfactory environment [6]. RCF occurs due to heavy load applied in 
the Herzian contact zone, which creates localised defects such as cracks, pits and spalls 
on  the  rolling  contact  surfaces.  Operation  of  rolling  element  bearings  causes  fatigue 
cracks to form within the subsurface material of highly stressed rolling element-raceway 
contacts. Subsurface cracks propagate and coalesce cause subsequently material removal 
from the contacting surface. Subsurface cracks are caused by material inhomogeneities, 
particularly  oxide  inclusions  which  are  produced  in  the  steel  manufacturing  process; 
however, the amount of size of subsurface inclusions has been reduced as a result of the 
improvements of the steel making process in vacuum procedures [7]. Furthermore, under 
periodic loading, surface cracks are originated at surface irregularities such as indents or 
microholes [8]. Surface indentation is the dominant cause of surface originated bearing 
Misalignment of roller bearings causes 
edge loading and overstressing of the 
raceway and can result in premature 
fatigue. This is easily recognized as the 
damage is clearly restricted to one side  
If a bearing is subject to vibration 
when stationary, fretting damage 
occurs at the points of contact 
giving rise to what is known as 
'false brinelling'  
Corrosion can occur when the 
bearing is stationary and is not 
adequately protected by the 
lubricant.  
Rolling bearings ultimately fail by 
fatigue. This can either be on the 
rolling elements or on raceways. It 
starts from a single pit and proceeds 
from this point.  
Abrasive particles in the lubricant will 
cause wear. This is normally most 
severe with the softer cage material 
and can lead to cage fracture. Wear 
damage can be distinguished from 
lubrication breakdown by the 
appearance of the tracks.  
A characteristic of both types of 
lubrication failure is that the 
temperature rises through increased 
friction loss in the bearing. This 
may allow a breakdown in 
lubrication to be detected before 
failure occurs  Chapter 2. Literature Review 
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failure,  and  generated  debris  entrained  within  raceways  and  rollers  are  known  as  the 
predominant failure mechanism in rolling element bearings [9].          
 
After  initiation,  subsurface  cracks  are  stressed  at  a  shallow  angle  of  around  30°  by 
periodic forces, increasing plastic shear deformation which propagates to the fresh metal. 
During the load cycle, fluid entrapment is another reason for further propagation of the 
cracks, and the phenomenon found on crack surfaces produces spherical debris with a 
few  microns  in  diameter  [10].  Therefore,  impending  failure  can  be  detected  by 
monitoring this type of debris. The surface-originated crack extends to the region similar 
to the layer with maximum shear stress. Ultimately, the subsurface cracks propagate to 
the surface (see Figure  2.3 (a)),  causing removal of surface material. This process is 
recognised as spallation which generates significant cavities with angular edges, steep 
sides and flat bottoms [11]; Figure 2.3 (b) illustrates bearing surface pit after spallation. 
 
                  Figure 2.3 (a) A bearing sub-surface crack [14], (b) A bearing surface pit [15] 
 
After  the  generation  of  spallation,  modifications  of  surface  topography  result  in  an 
increasing contact stress which then establishes a response that is possibly the dominant 
mechanism of damage propagation [12]. Spallation is also a reason for the formation of 
obvious debris types. The major type of debris appears to have  a plate-shape with a 
polished surface and irregular form. Other particle types include spherical ones. Spherical 
debris generated from the fatigue failure process is usually smaller than 3 µm and several 
millions of them may be generated in the whole propagation process. However, larger 
spheres,  which  are  as  big  as  10  µm  can  be  produced  through  another  mechanism 
including melting and rapid cooling on the rough surface where flame temperatures exist. 
Through this process, melted part on the surface is cleared from the main body leading to 
production of large spherical debris [13]. 
Surface pit 
Sub-surface crack 
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2.1.3. Bearing defect frequencies  
 
Faults or abnormal conditions induced by the above bearing failure modes give rise to 
impulses  as  the  components  contact  the  generated  defects  producing  some  typical 
phenomena such as vibration and noise. These impulses are generated periodically and 
their characteristics are dependent on the location of the defects (i.e. inner race, outer race, 
rolling elements etc.).  
 
When a unidirectional vertical load is applied to the stationary outer race, the outer race 
fault would be located in the load zone, and have consistent effects when each rolling 
element passes through, giving a series of impulses in the signal transmission path. The 
frequency of generating the pulses is called ‘ball pass frequency in the outer race’.  
 
An inner race fault passes through the load zone at shaft speed, and the series of impulse 
responses at the ‘ball pass frequency of the inner race’ is modulated by this frequency.  
 
A fault on a rolling element passes through the load zone at cage speed (‘fundamental 
train frequency’ or FTF) (fixed outer race only), and the series of impulse responses is 
modulated at this frequency. In this case, the so-called ‘ball spin frequency’ (BSF) is the 
rate at which the fault strikes the same race.   
 
Equations are used to calculate the defect frequencies (Hz) for the case of the stationary 
outer race as follows [16]:  
 
-  Fundamental Train (or Cage) Frequency  (FTF) 
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-  Ball Pass Frequency of the Inner race (BPFI) 
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Where  α  is  the  contact  angle,  ωs  is  the  shaft  rotating  speed  in  rad/s,  d  is  the  roller 
diameter, and D is the pitch diameter, Z is the number of rolling elements. 
 
2.2. Machinery maintenance strategies  
 
2.2.1. The nature of machinery life and operation  
 
To summarise the life of rotating machinery, including fatigue life of rolling element 
bearings,  the  classic  ‘bath-tub’  curve  is  usually  adopted,  and  three  life  stages  are 
generally divided [17], as Figure 2.4 shows. When the machine is new, or after repair, the 
potential  for  failure  is  high,  and  the  time  the  machine  is  experiencing  is  called  the 
running-in period. The machine then goes into a phase of continuous operation with a 
reduced risk of failure – the steady state and useful life period of the machine. As the 
rotating machinery begins to wear, the risk of failure increases – the machine goes into its 
third and then final phase, wear out.  
 
Particularly for bearings, frequent surface contact and interaction between asperities or 
defect protrusions is usually found in the running-in phase, which leads to the plastic 
flow of surface peaks, over irregularity of the surface hollows [18]. For this reason, the 
running condition of the machinery is usually accompanied by impulse shocks which 
affect the failure rate at a relatively high level. However, during the running-in process, 
the  protuberance  on  the  surface  may  be  polished  by  the  constant  passing  of  rolling Chapter 2. Literature Review 
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contact, and the machinery then enters into a steady-state stage with a low failure rate. 
Basically,  the  steady  state  running  stage  should be  extended  as  long  as  possible  and 
avoiding machinery enters into the wear-out stage which may cause catastrophic failure 
and breakdown of the machine. To achieve this, improved product design and appropriate 
maintenance strategy are usually desired to increase the reliability of the machinery.       
 
 
Figure 2.4 Machine life ‘bath-tub’ curve  
 
2.2.2. Maintenance Strategies  
 
Reliability  has  been  an  important  and  valuable  issue  in  the  evaluation  of  industrial 
products or machinery for many years. Good product design and manufacturing could 
obviously benefit higher reliability. However, even the product is perfectly designed and 
manufactured, occurrence of deterioration is always found over time, due to operating 
stresses and loads applied in real running environment [19]. Therefore, maintenance is 
essential to ensure product is operating with an acceptable level of reliability.  
 
The earliest maintenance strategy is called run-to-failure maintenance (see Figure 2.5 (a)), 
which  only  takes  place  when  machines  break  down.  This  strategy  causes  unaccepted 
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downtime,  and  brings  significant  loss  for  the  manufacturers  and  operators.  A  later 
maintenance method is time-based preventive maintenance (see Figure 2.5 (b)), which 
sets  periodic  intervals  to  perform  maintenance  without  considering  the  health  of  the 
monitored machinery [20]. However, with the increase in the sophistication level of the 
modern machinery, unexpected abnormal conditions could not be fully covered by the 
time-based maintenance. Maintenance actions might be taken too early, e.g. without any 
evidence of fault or too late after the breakdown. Both situations lead to high cost for the 
plants  [21].  To  overcome  the  disadvantages  of  these  two  pre-described  maintenance 
strategies, a more effective maintenance approach, condition-based maintenance (CBM), 
is  implemented,  and  has  been  playing  a  more  and  more  important  role  in  health 
management of the plant machinery.  
 
 
 
Figure 2.5 Three maintenance strategies: (a) run-to-failure maintenance,  
(b) scheduled-based maintenance, (c) condition-based maintenance   
 
As Figure 2.5 (c) shows, CBM is a maintenance strategy where the maintenance actions 
are only permitted when physical measurement shows it to be necessary [22]. CBM tries 
to  collect  all  the  possible  physical  information  and  avoid  unnecessary  maintenance 
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actions to reduce costs  as much as possible. Therefore, CBM is a programme which 
strongly depends on the collected physical parameters. Various physical parameters could 
be obtained by condition-monitoring techniques.  
 
2.2.3. The concept of condition monitoring  
 
Since run-to-failure maintenance is almost unacceptable in any industrial plant and time-
based maintenance usually causes high cost, as an important part of the condition-based 
maintenance, condition monitoring was developed in the hope of avoiding unexpected 
breakdowns and reducing time and financial expenditures.   
 
The definition of Condition Monitoring was given in the British Standard BS3811:1984 
[23] as follows: -  
‘The continuous or periodic measurement and interpretation of an item to determine the 
need  of  maintenance.  Condition  Monitoring  is  normally  carried  out  with  the  item  in 
operation, in an operable state or removed but not subjective to major strip down.’  
 
Condition monitoring resolves the shortcomings of the traditional maintenance plans by 
evaluating the machinery performance criteria, such as temperature, wear rate, pressure, 
vibration, noise, etc. from the rotating machinery. As a result, service intervals can be 
extended and scheduled to suit production operations.  
 
Fundamentally, a condition-monitoring programme, as Figure 2.6 shows, includes three 
main steps [24]:  
 
-  Data collection, to obtain data related to the system status through various 
sensing technologies. Through the 1980s, novel and sophisticated sensing 
technologies were developed, which employed newly discovered physical 
properties and high-technology electronics. In section 2.3, various state-of-
the-art sensing technologies, particularly used to monitor the health of the 
bearings, are surveyed.    
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-  Data  processing,  to  analyse  data  obtained  from  step  one  for  better 
understanding and explanation. So far, numerous data processing methods 
have been specially developed for the specific sensing techniques, and some 
of them are introduced  in section 2.3 followed  by review of the sensing 
techniques. 
 
-  Decision support, to provide sufficient information, such as abnormal events, 
where the faults are in the monitored system, what the causes of the detected 
faults  are  and  what  the  remaining  lifetime  is.  These  allow  the 
implementation of an appropriate maintenance plan. With the development 
of  modern  computation,  artificial  intelligence  and  statistical  modelling 
algorithms have been applied to the condition monitoring during the past 20 
years to assist humans to facilitate and enhance this process. Section 2.4 
reviews the latest developments in this area.    
 
 
 
 
Figure 2.6 Three key steps in the condition monitoring programme 
 
2.3. Bearing condition monitoring using multiple sensing technologies    
 
Nowadays,  in  order  to  have  an  improved  and  completed  understand  to  the  running 
condition of the rolling element bearings, and avoid catastrophic failure, various sensing 
techniques have been developed and implemented to monitor bearings in real time. These 
sensing  technologies  all  have  their  unique  advantages,  and  play  an  important  role  in 
detecting faults and incipient failure of rotating machinery. Moreover, a large number of 
parameters are collected and analysed to inspect machine condition, and many studies 
have been performed to determine which is the most effective one. Unfortunately, not a 
single  parameter  has  been  chosen  as  being  consistently  the  best.  Results  have  varied 
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significantly from one application to another. According to [25], the main methods of 
condition monitoring can be classified into six categories, which are:  
i.  Visual monitoring; 
ii.  Vibration/noise and shock pulse monitoring; 
iii.  Wear debris and lubricant monitoring; 
iv.  Corrosion monitoring; 
v.  Performance monitoring; 
vi.  Thermal monitoring.    
 
Particularly, in this section, the review work is focused on the second and third categories 
of  condition  monitoring  techniques,  since  they  are  not  only  more  relevant  to  the 
completed  study  in  this  thesis,  but  are  also  connected  to  a  new  sensing  technique  - 
electrostatic monitoring - which requires examination.  
 
2.3.1. Wear debris monitoring  
 
Due  to  the  direct  relationship  to  the  cause  of  the  wear,  oil  analysis  is  a  very  useful 
approach to examine health of the machinery [26]. As a part of the oil analysis, wear 
debris analysis periodically evaluates oil samples by amounts of measurable attributes: 
quantity of debris, size distribution, chemical composition and their morphology [27]. 
These described features are usually applied to establish the relationship to the machinery 
physical conditions such as wear rate, severity of damage [28], wear mechanism [29] and 
source of failure [30]. Ferrography is one of the techniques to quantify these features [31], 
and  these  features  are  then  used  to  identify  wear  conditions  of  the  machinery.  An 
important policy in machinery condition monitoring is to provide early warning of failure; 
this task can be achieved by comparing the difference of their sizes between normal and 
abnormal  wear  debris,  because  it  is  assumed  that  the  number  and  size  of  the  debris 
collected  under  abnormal  condition  increases  significantly  comparing  to  that  of  the 
normal condition. Although this method has been demonstrated by various applications 
[32-34], and shown its effectiveness of detecting abnormal wear for a long period of time, 
debris analysis still receives a great popularity due to its easy-to-operate feature and long-
established successful rate in detection. Chapter 2. Literature Review 
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Nowadays, a series of the latest off-line debris analysis techniques have been developed 
and implemented to commercial products. HIAC portable oil diagnostic systems (PODS) 
[35] and Lasernet Fine systems [36] apply optical techniques which is on the basis of the 
light compensation method, where debris flowing through a light source creates a shadow 
on  a  photo-detection  unit,  which  is  then  used  to  identify  debris  size  and  shape  etc. 
Odahara et al [35] used PODS and other off-line approaches for the cooperative purpose 
to analyse debris generated from bearings and found that during normal conditions, flat 
trends in the steady state were all with sub 100 µm size indicated by the PODS, which is 
consistent to the result of ferrographic related indicator, the severity index. However, 
during abnormal condition, a significant increase in identification of 5 – 50 µm particles 
was found, correlating with a sharp increase in severity index.  
 
The off-line debris monitoring systems described above allow complicated analysis of oil 
samples; nevertheless, they require more reasoning support, experienced expert and need 
to  be  applied  regularly  to  maximise  the  usage  of  this  method.  Furthermore  the  wear 
debris analysis that is dependent on post processing has the restriction in providing real-
time information on the dynamic changes of the wear [37]. Therefore, on-line sensing 
techniques for detecting defects and faults in real time are essential. Nowadays, some on-
line wear debris detection devices have been developed and the most commonly used on-
line  debris  analysis  is  the  inductive  method.  These  devices  work  when  oil  passing 
through the transducer coil and the condition of this can be slightly changed as a result of 
the existence of metallic particles. Ferrous particles increase the inductance because of 
their  high  relative  permeability,  while  non-ferrous  metallic  particles  reduce  the 
inductance because of eddy currents occurred in the particles. Thus, the signal phase for 
ferrous and non-ferrous debris is opposite and enables the device to discriminate between 
ferrous  and  non-ferrous  debris.  Dempsey  et  al  [38-39]  used  an  inductive  sensor  to 
measure debris size and count particle numbers, and found that the debris mass showed a 
significant  increase  when  bearing  and  gear  pitting  damage  began  to  occur.  However, 
inductive devices are capable of detecting metallic debris typically >250 µm but seem to 
be insensitive to smaller ones [40]. This shortcoming might result in failure to detect 
initial stages of material breakdown.  Chapter 2. Literature Review 
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2.3.2. Condition monitoring data collection using vibration analysis  
  
In the early 1950s, vibration monitoring was introduced into various industries, and has 
been  proven  to  be  an  effective  tool  in  detecting  and  diagnosing  incipient  failures  of 
rotating  machinery  [41]. As  a  critical  component  of  the  rotating  machinery,  bearings 
perform  as  a  cause  of  vibration  because  of  either  modification  of  compliance  or  the 
occurrence  of  faults  within  them.  Vibrations  due  to  modification  of  compliance  are 
caused  by  changes  of  the  loading  position  when  the  rolling  elements  are  rotationally 
operating. This phenomenon gives rise to periodical variation on the raceways. Therefore, 
the  modification  of  the  compliance  can  produce  flexural  vibrations  no  matter  what 
conditions the bearings are in [42], and the signal generated from this type of vibration is 
usually regarded as the reference or baseline level.  
 
Moreover, the vibration level would be significantly increased if the existence of faults 
occurs.  Two  types  of  bearing  faults  are  usually  found  and  might  be  classified  as 
‘distributed’  and  ‘local’.  Distributed  faults  generally  comprise  surface  roughness, 
waviness,  misalignment  and  rolling  elements  with  incorrect  size  [43-44],  which  are 
caused by manufacturing incorrectness, inappropriate installation or abrasive wear with 
contaminants [45-46]. Localized faults comprise cracks, cavities and spalls on the rolling 
contact surfaces. Fatigue failure of the rolling elements or raceways is the major failure 
mechanism of rolling element bearings, and when a fault on an element occurs, sudden 
changes in the contact forces generate pulses in a very short time. These pulses then 
derive vibration which can be measured and used to monitor faults in the bearings.  
 
There  are  generally  two  approaches  adopted  to  generate  localized  faults  for  the 
observations  of  vibration  signal:  the  first  approach  is  to  test  the  bearing  from  good 
condition to failure and record any changes in their signals [47]. However, this run-to-
failure approach takes very long time, as it is not easy for the rolling element bearings or 
other tribological components to become failure, although some accelerating factors such 
as  over-loading  or  over-speeding  are  implemented.  The  second  one  is  intended  to 
introduce pre-defects on elements of a bearing by pre-indentation, scratching etc, and Chapter 2. Literature Review 
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then record their parameters to compare with each other or that of good bearings [48-49]. 
With this method, the pre-introduced defects are varied in size and position to simulate 
the progress of wear and location of faults, and the vibration parameters are measured to 
find the correlation with the quantified or qualified defects [49-50]. 
 
Whenever an increasing level of vibration level is detected, a further analysis should be 
carried out to diagnose the possible faults. Traditionally, condition monitoring has been 
conducted  by  either  a  simple  overall  vibration indication  in  the  time  domain  or  FFT 
analysis in the frequency domain by using the data processing unit. Furthermore, current 
signal processing techniques offer a wide variety of methods for analysis of vibration 
measurements, and aim to extract relevant information from the raw data by transforming 
it into a recognizable form.  
 
2.3.2.1. Statistical parameters in the time domain  
 
The time domain analysis displays how the amplitude of the signal varies over time. 
Since the amplitude of the transducer’s output voltage is proportional to the amplitude of 
vibration,  this  analysis  shows  the  vibration  amplitude  over  time  [51].  The  easiest 
vibration-based approach in the time domain is the calculation of the root-mean-square 
(RMS) value. This value can be plotted against time so that any trend can be observed 
and  compared  with  the  pre-defined  threshold  level.  However,  as  the  RMS  value 
represents the overall energy in the signal including noise and other elements that depend 
on the wear process [52], it may not be the most effective parameter compared with other 
measuring ones, so it was difficult to find effectiveness for detecting localized faults with 
this  parameter.  Some  researchers  proposed  the  probability  density  function  for  the 
calculated  RMS  values  [53,  54].  They  found  that  the  probability  density  of  RMS  in 
healthy bearing condition follows a Gaussian distribution, while a faulty bearing leads to 
non-Gaussian  distribution  (i.e.  Weibull  or  extreme  value  distribution),  which  obtains 
significant tails with lower density. Figure 2.7 shows the typical histograms of RMS 
values of healthy and inner race faulty bearings. It is found that the data from healthy and 
faulty bearings are following Gaussian and Weibull distributions respectively.      Chapter 2. Literature Review 
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Figure 2.7 Histograms of RMS of healthy (a) and faulty (b) bearings 
 
However, in [54], the phenomenon that data is following Gaussian distribution can also 
be observed in some bearings with faulty components, and this disadvantage limits the 
use of identifying bearing faults. Hence, other parameters in the time domain, such as 
statistical moments, have also been investigated for bearing fault detection. The first and 
second parameters are the mean value and variance of the examined data respectively. 
The third moment is normalised and calculated on the basis of standard deviation, named 
as the skewness. As the fourth moment, Kurtosis is the most frequently used moment 
parameter for bearing fault detection.   
 
It is because that vibration from a normal bearing is not impulsive and its derived signal 
generally follows a near Gaussian distribution, this characteristic results in value of the 
fourth moment-Kurtosis of 3. On the other hand, the vibration from a damaged bearing is 
impulsive, which affects the distribution, and results in Kurtosis value greater that 3. 
Dyer  and  Steward  [53]  firstly  explored  the  application  of  Kurtosis  for  bearing  fault 
diagnosis. They  found that the value of Kurtosis was close to 3, if the bearing is in 
healthy condition. Several other research works [48, 55] also demonstrated the success of 
Kurtosis in bearing condition monitoring. However, in [53], an obvious disadvantage of 
the Kurtosis was found that the value usually drops to the level of the healthy bearing 
even when the defect is further progressed, and unsuccessful to quantify the damaged 
level. This disadvantage gave rise to a recommendation that bearing component defect 
frequencies should be taken into account when calculating the Kurtosis; in other words, 
the Kurtosis should be calculated based on the amplitude at specific defect frequencies Chapter 2. Literature Review 
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Time  domain  analysis  also  contains  several  other  techniques  for  the  bearing  fault 
detection, such as Crest Factor, Spike Energy [56], Shock Pulse Method [57-58], etc. 
These methods have been applied by the researchers, but have proved not to be 100% 
reliable, as other factors can also affect the values of the processed parameters.     
 
2.3.2.2. Frequency-domain method  
 
The frequency-domain technique involves frequency analysis of the vibration signal and 
further  processing  of  the  resulting  spectrum  to  obtain  clearly  defined  diagnostic 
information.  In  particular,  relevant  information  about  bearing  faults  might  be  buried 
within the whole vibration signal, and could not be obtained through the time-domain 
analysis. Therefore, it is proposed that frequency-domain analysis should be conducted to 
extract bearing-related information in their particular frequency bands.   
 
Vibration-based frequency domain analysis is the most widely used method for bearing 
faults detection. Using signal processing techniques to analyze the frequency spectrum, it 
is possible to determine the defects of the various structural components. Fast Fourier 
Transform (FFT) has made the intention to obtain the narrowband spectra very effective.   
 
For  rolling  element  bearing  defect  detection,  it  is  important  to  note  that  there  is  a 
characteristic rotational frequency for each element within the bearing. If a defect occurs 
on  a  bearing  element,  increasing  vibration  energy  may  be  found  at  characteristic 
frequency of this element. Equations for calculating these frequencies could be found in 
various  publications  [59,  60].  However,  these  characteristic  frequencies  are  normally 
different from the theoretical values, because of slipping and skidding within the bearings 
[60]. Therefore, concerns about if these frequencies can be directly applied is raised.  
  
Several researchers [61, 62] have demonstrated effectiveness in bearing fault diagnosis 
by identifying these frequencies. But in [63], it has been highlighted that it is not easy to 
extract a significant signature at these frequencies. This is because of the energy involved 
in  cyclic  impacts  being  very  weak  and  usually  embedded  in  much  higher  levels  of 
vibration generated by macro structural components [64].  Chapter 2. Literature Review 
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To solve the problem discussed above and achieve a more effective frequency analysis, 
further signal processing is required. Envelope analysis or the high-frequency resonance 
technique (HFRT) is an important and widely used signal processing technique which 
identifying bearing faults by detecting abnormal vibration signal at characteristic defect 
frequencies. Envelope analysis is often explained in terms of amplitude modulation and 
demodulation [65]. When there are localized defects occurring on the races or the rollers, 
the vibration caused by impulses becomes amplitude modulated due to periodic changes 
in  the  forces.  And  then  the  repetitive  impacts  which  have  been  modulated  will  be 
demodulated and will appear in an envelope spectrum.  
 
 
Figure 2.8 The process of envelope analysis 
 
Figure 2.8 shows the four steps of envelope analysis for bearing defect detection. First, 
the high frequency structural excitation range of a bearing is determined by performing 
an impact test. Second, the raw vibration signal passes through a band-pass filter centred 
(a)  (b) 
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around the bearing resonance frequency, so that most of the unwanted signals from other 
sources can be eliminated to leave bursts of the narrow band bearing signals as Figure 2.8 
(b) shows. Next, the band-pass-filtered signal is then rectified by an envelope detector. At 
this stage, the enveloped time signal should be revealed, as shown in Figure 2.8 (c). 
Finally, the spectrums of the envelope signal at the bearing characteristic frequencies can 
be obtained. In Figure 2.8 (d), a bearing outer race defect is identified by the envelope 
spectrum. The outer race defect frequency and its harmonics (2 times, 3 times…) could 
be  located  in  the  figure.  Various  applications  have  demonstrated  the  effectiveness  of 
envelope analysis in detecting the localized faults of the bearings [66-68]. 
 
Generally, the integration of the time and frequency vibration analysis is an effective 
method to locate the source of the wear problem through frequencies, and to evaluate 
how  serious  the  damage  is  by  investigating  the  spectrum.  However,  as  the  vibration 
signal  contains  too  much  information,  and  is  hard  to  classify  into  different  regions 
through  its  signal  features,  this  type  of  condition  monitoring  technique  is  therefore 
inappropriate for the investigation of wear phenomena such as mechanism classification 
or wear rate evaluation.  
 
2.3.2.3. Time-frequency domain method  
 
Although Fast Fourier Transform (FFT) receives extreme popularity from the researchers 
and practitioners for applications of vibration monitoring, it is restricted to the stationary 
signals whose frequency contents do not change over time or exist for the whole duration 
of  the  signal.  Nevertheless,  various  kinds  of  factors,  such  as  the  changes  of  the 
environment and the faults of the machine of itself, often make the output of signals 
contain non-stationary components [69]. Therefore, to overcome the disadvantages of the 
frequency-domain  analysis,  the  time-frequency  analysis,  such  as  short  time  Fourier 
transform (STFT) with sliding windows and Wavelet transform, has been applied as the 
most frequently used method to investigate non-stationary signals.  
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The short-time Fourier transform (STFT) proposed by Gabor in 1946 [70] was the first 
tool to be used for analyzing the signal in the joint time-frequency domain. The basic idea 
was to find the spectrum of a signal x(t) at time t by analyzing a small portion of the 
signal at that time. Wang and McFadden [71] applied STFT to the vibration signal to 
detect gear failure, and the result shows that the failure of the gear could be detected at an 
early stage, which is superior to the traditional FFT method. Andrade et al [72] compared 
the performance of STFT with other statistical methods to detect gearbox fault, and found 
that STFT is an effective approach and performs better than other evaluated methods. 
However, the crucial drawback inherent in the STFT is that there is a trade-off between 
time and frequency resolution. Wide windows give good frequency resolution, but poor 
time  resolution.  In  contrast,  narrow  windows  provide  good  time  resolution,  but  poor 
frequency resolution. This problem is the result of choosing a window function, once and 
for all, and using that window in the entire analysis [23].  
 
Wavelet  transform  is  an  alternative  method  for  time-frequency  analysis,  which  is 
designed to give good time resolution and poor frequency resolution at high frequencies, 
and good frequency resolution and poor time resolution at low frequencies. As the most 
frequently used approach, continuous wavelet transform can be defined as [69]:  
 
1/2 * ( , ; ) ( ) x
t b
W a b a x t dt
a
ψ ψ
− −   =  
  ∫                                                                               (2.5) 
 
Where x(t) is the input signal, a and b are the scale and time parameters respectively, ψ(.) 
is a wavelet and ‘*’ represents the complex conjugate. The most commonly used wavelet 
functions  are  Morlet,  Mexican  hat,  etc.  So  far,  wavelet  transform  has  shown  its 
effectiveness in condition monitoring and fault diagnosis of the rotating machinery such 
as gears and bearings. Tse and Peng [73] evaluated the effectiveness of the envelope 
detection  (ED)  and  wavelet  transform  for  rolling  element  bearing  diagnosis,  and  the 
result showed that both methods are effective in detecting bearing faults, but the wavelet 
transform used less time expenditure. Apart from the standard fault diagnosis, wavelet 
transform  is  also  applied  to  fault  signature  extraction  [74],  denoising  [75],  signal Chapter 2. Literature Review 
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compression [76], etc. and has achieved success at a certain level. It has been indicated 
by  many  applications  that,  due  to  its  adaptive  ability,  wavelet  transform  generally 
performs  better  than  other  methods,  such  as  FFT  and  STFT,  etc.  However,  wavelet 
transform still suffers from several problems during application. For example, the phase 
spectrum of the wavelet is not robust to the noise embedded in the signals; occurrence of 
frequency overlapping is inevitable and usually misleads the analysis of the signals [69]. 
Moreover, an important issue of how to determine appropriate scale parameters in the 
wavelet transform is usually ignored, and scales out of ranges may lead to the wavelet 
transform becoming meaningless [77].     
  
2.3.3. Condition monitoring data collection using the acoustic emission method  
 
Acoustic emission (AE) is a naturally occurring situation caused by external effect, such 
as mechanical and thermal loading, generates elastic waves because of a rapid liberation 
of  strain  energy  [78].  The  phenomena  such  as  Propagation  of  cracks,  changes  of 
microstructures are usually associated with plastic deformation and are the main causes 
of AE [79]. Furthermore, the AE signal is usually generated and measured in frequency 
range that is greater than 100 kHz [78], and this profile has the advantage of detecting the 
progress of subsurface cracks without significant removal of material. Hence, it is a very 
effective tool for condition monitoring to indicate the initial stage of the material failure. 
 
 
Figure 2.9 Acoustic emission signal: schematic representation [80] 
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Generally, there are two basic types of signal generated by AE: burst and continuous, as 
Figure  2.9  shows.  These  two  signals  can  appear  individually  or  in  mixed  mode. 
Furthermore,  two  types  of  AE  signal  analysis  are  usually  recognized:  time  domain 
analysis and frequency domain analysis. In real time applications, the use of time domain 
analysis is common [80], but the amount of research using frequency analysis or even 
time-frequency analysis has been increasing in recent years. The most frequently used 
AE quantifiable characteristic in the time domain includes peak amplitude, root mean 
square  (rms),  ringdown  counts  and  events  [80].  Ringdown  counts  is  the  parameter 
calculating the number of times the AE signal is above the pre-defined threshold line in a 
specific period of time and provide a simple summary for the observed signal. An AE 
event not only includes a group of counts but also a transient wave [80]. Furthermore, as 
mentioned  earlier,  many  signal  processing  techniques  in  frequency  (e.g.  fast  Fourier 
transform (FFT)) and time-frequencies (i.e. wavelet transform) domains have also been 
applied to the AE signals to extract features for better monitoring.  
 
2.3.3.1. Time domain analysis    
 
The  time  domain  parameters  of  AE  have  been  widely  used  for  machinery  condition 
monitoring in two aspects, generally. The fist one aims to establish links between AE 
signatures  and  wear  mechanisms  or  contact  conditions  for  metal-on-metal  sliding 
contacts in real time. The other is intended to use AE responses to detect the local defects 
of the rotating machinery (i.e. rolling element bearings, gears, etc.).  
 
Various  researches  have  been  conducted  to  establish  the  correlations  between  AE 
parameters and the dominant wear mechanisms or rates of the bearings steel, and certain 
levels of success have been achieved; for example, McBride et al [81] indicated that the 
material removal from a dry sliding contact was observed with the characteristics of high 
amplitude, short rise time of AE signals, while in running-in condition, abnormality and 
plastic flow occurs with lower amplitude signals and much longer rise time. Jiaa and 
Donfield [82] found that the AE RMS level changed with the change of the running Chapter 2. Literature Review 
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stages, e.g. running-in, steady state and self-acceleration stage. Sun et al [37] stated the 
investigation into the feasibility of monitoring the single delamination wear mechanism 
using AE technique, and found that integrated AE RMS could distinguish three wear 
mechanisms: running-in, delamination/oxidation; oxidation.  
 
Compared with the wear investigation of the sliding contact, AE technique is usually 
adopted to monitor the local defects of the rotating machinery rather than assigning the 
specific  wear  mechanisms.  Generally,  two  approaches  have  been  employed  by 
researchers for simulating localized faults on bearings to study the AE responses and 
parameters. The first approach is to test the bearing to failure and to observe the changes 
in  their  responses.  With  this  approach,  Yoshioka  and  Fujiwara  [83,  84]  have 
demonstrated  that  AE  measures  could  detect  the  bearing  faults  earlier  than  the 
performance of vibration magnitudes and can also trace causes of AE generation in a ball 
bearing fatigue life test. They also used AE parameters to detect crack initiation and 
propagation  together  with  vibration  analysis  [85].  The  other  approach  is  intended  to 
introduce defects with varied sizes on different components of rotating machinery by 
techniques of mechanical indentation, scratching or other defects, and then record their 
parameters to compare with each other or that of good bearings. With this method, the 
pre-indented  defects  are  varied  to  simulate  the  progress  of  the  wear,  and  the  AE 
parameters  are  measured  to  find  the  correlation  with  the  quantified  defects  [79,  86]. 
Choudhury and Tandon [79] employed AE for bearing defect identification on various 
sized bearings and rotational speeds ranging from 500 to 1500 rev/min. It was found that 
AE counts increased with accelerating speed for damaged and undamaged bearings while 
an increasing in load did not result in any significant changes in AE counts for both 
damaged and undamaged bearings. In addition, they also observed that the parameter of 
ringdown counts is a very effective parameter for detecting defects in both inner race and 
roller of the bearings. Al-Ghamd and Mba [87] conducted an experiment in which defects 
of  varying  sizes  were  seeded  onto  the  outer  race  of  the  bearings,  and  both  AE  and 
vibration analysis over a range of speed and load conditions were implemented. It was 
found  that  AE  with  the  parameters  of  RMS  maximum  amplitude  and  kurtosis  offers 
earlier fault detection and improved identification capabilities than vibration analysis. Chapter 2. Literature Review 
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Furthermore, the AE technique also provided an indication of the defect size, allowing 
the users to monitor the rate of degradation on the bearing. Mba et al [88, 89] further 
extended their research by introducing varying seeded defects, a different range of load 
and speed on the bearing and  gear tests. Results showed that parameters of the time 
domain such as AE counts, RMS and energy performed satisfactory correlation with the 
pre-defined test conditions.  
 
2.3.3.2. Frequency domain analysis  
 
Apart  from  the  AE  parameters  of  the  time  domain,  the  AE  power  spectrum  in  the 
frequency domain has also been used to verify or enhance the analysis. Wang et al [90] 
conducted a test of the bearing steel under the lubricated sliding contact condition, and 
applied AE and electrostatic techniques to monitor various phases of wear. After the tests, 
the AE waveform was transformed by FFT and the power spectrum clearly showed an 
increased  power  content  in  a  broadband  before  the  onset  of  severe  scuffing;  this 
phenomenon was correlated with the changes of the AE waveform from a continuous 
signal to a burst type signal. A similar method was also applied by Price et al [91], and in 
their research programme, the AE power spectrum was used to detect a scuffing and 
pitting fatigue wear regime. The result showed that not only could the two fatigue wear 
regimes  be  successfully  detected,  but  a  precursor  to  pitting  by  the  detection  of  the 
subsurface cracks could also be possibly measured. However, while dealing with acoustic 
emission signals, the frequency content is time dependent or non-stationary, and it is 
usually difficult to process it using these techniques [92]. For this reason, the applications 
with AE frequency information are found to be limited.  
 
2.3.3.3. Time-frequency domain analysis  
 
Wavelet is one of the most commonly used signal processing techniques in the time-
frequency domains to handle non-stationary signals, and has attracted the attention of 
researchers to apply it to the AE signals for condition monitoring of rotating machinery. 
Feng and Schlindwein [93] recently developed a Normalized Wavelet Packets Quantifier, Chapter 2. Literature Review 
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and applied this technique to the AE signal from the faulty bearings. The result shows 
that,  if  the  appropriate  quantifier  is  selected,  both  localized  defects  and  advanced 
contamination faults can be detected and diagnosed, which is superior to the traditional 
signal processing methods in time or frequency domains. Baydar and Ball [94] applied 
wavelet transform to both vibration and acoustic signals, and found that acoustic signals 
processed by wavelet transform are very effective for the prognostic of faults and may 
provide a powerful tool to indicate the various types of progressing faults in gearbox.  
 
2.3.4. Condition monitoring data collection using electrostatic monitoring  
 
Electrostatic sensing technique is a newly developed on-line sensing approach to detect 
wear debris. This technique was originally developed by GE Aviation (formerly Smiths 
Aerospace) for monitoring debris in the gas path of jet engines and turbines [95, 96]. The 
principle of this is to sense abnormal conditions of electrostatic charge associated with 
debris by installing a sensor in the jet pipe of a jet engine. These abnormalities may be 
related to the initialisation of gas path component deterioration, such as blade rubbing, 
combustion chamber erosion and wear of seal or coatings. This forms the basic concept 
of the Engine Distress Monitoring System (EDMS). Electrostatic sensors installed in the 
intake of the engine can be utilised to detect foreign objects entering the engine. This is 
known as the Ingested Debris Monitoring System (IDMS) [97]. The advantage of the 
electrostatic system is that it uses a direct measurement of debris generated by engine 
faults,  rather  than  secondary  transmitted  effects  such  as  changes  of  vibration  or 
temperature  [40].  The  technique  can  be  used  to  sense  various  types  of  debris  with 
different sizes and materials such as ferrous, metallic and non-metallic debris.   
  
The electrostatic monitoring system consists of a passive sensor connected to a signal 
conditioner  (a  charge  amplifier)  from  which  a  voltage  signal  may  be  recorded  and 
processed. Figure 2.10 illustrates a diagram of the electrostatic charge sensing system. 
When  an  isolated  charge  particle  (E-)  flows  through  the  electrostatic  sensor  face,  an 
opposing charge (Q+) will be generated on the probe surface. The internal electrons of 
the sensor will be redistributed to compensate the additional charge centred around the Chapter 2. Literature Review 
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sensor face resulting in current flow, which can be quantified and measured. The signal 
conditioning thus converts the detected charge into a proportional voltage signal [37].  
 
 
Figure 2.10 Electrostatic charging sensing system [37] 
 
Due to the sensor’s finite area, not all of the E- field lines will terminate on the sensor 
face and hence not all charge Q+ will be detected. The dependency of the amount of 
charge detected by the sensor, QA, may be approximated as follows [40]:  
 
2 A
QA
Q
x
≈                                                                                                                          (2.6) 
 
Where A is the sensor area and x is the distance between the charged particles and sensor 
face.  
 
2.3.4.1. Electrostatic charging mechanisms 
 
The potential sources of the electrostatic charge in the tribological contacts have been 
investigated  by  [98],  and  found  that  tribocharging,  tribochemistry,  contact  charging, Chapter 2. Literature Review 
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triboemission,  contact  potential  difference  (CPD)  and  generated  wear  debris  can  all 
induce additional charges that can be measured. Sun and co-workers [37] summarized 
possible sources of electrostatic charge and their causes, as Figure 2.11 shows.  
 
 
 
Figure 2.11 Possible electrostatic charge sources in tribology [37]. 
 
As a newly developed condition monitoring technique, electrostatic monitoring has its 
own advantage of directly measuring products of faults produced during component wear 
processes, especially in the early stages. At the University of Southampton, research has 
been conducted to evaluate the effectiveness of using electrostatic sensing techniques to 
monitor the wear of materials. To achieve this goal, two main sensors, electrostatic wear 
site  sensor  and  oil  line  sensor,  have  been  developed  based  on  the  identification  of 
electrostatic charging mechanisms. 
 
2.3.4.2. Electrostatic wear site sensor (WSS)  
 
WSSs are the passive inductive devices that changes in electrostatic charge in the vicinity 
of  the  sensing  face  [37].  Charge  detection  is  affected  by  the  strength  of  the  charged 
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source, sensing area and distance from the sensing face. These three factors have been 
indicated by Equation 2.7. Therefore it is proposed that the sensing face should be located 
close to critical components, i.e. bearing rolling surfaces, to detect charge that may be 
correlated to surface distresses or generated debris.   
 
2.3.4.3. Electrostatic oil line sensor (OLS) 
 
In general, electrostatic oil line sensor includes two identical ring sensors located in the 
oil recirculation system. Ring sensors operate on the same inductive principles as the 
wear site sensors, with the only difference being the geometry of the sensing face. The 
sensing face (copper conductor) is wrapped around a glass tube [99], and then, charged 
sources such as debris or lubricants, or a combination of both, are passed through the 
bore of the sensor and the charge response is monitored by the usual inductive processes. 
The benefit of this monitoring tool is being sensitive to sub-100 µm debris and detecting 
non-metallic particles.  
 
2.3.4.4. Wear detection using a laboratory-based wear rig 
 
Although  electrostatic  sensing  is  a  relatively  new  condition  monitoring  technique, 
substantial work has been conducted at the University of Southampton for monitoring 
surface  performance  of  tribo-contacts  using  laboratory  wear  rigs.  These  tests  were 
generally  carried  out  under  dry  or  lubricated  conditions,  and  fundamental  wear 
mechanism identification and early fault indication are the main research objectives.  
 
For oil lubricated tests, electrostatic sensing technique has shown its versatile ability to 
indicate  the  onset  of  material  failure  [40,  100].  These  tests  were  carried  out  using 
laboratory tribometers, and detection of precursor charge activities were achieved prior to 
the onset of scuffing, which indicates the occurrence of adhesive wear on a surface in the 
lubricated condition. These precursor charge events were related to one or more of the 
change sources indicated in Figure 2.12, and could be used as an indication of material 
failure. Tasbaz et al [100] investigated unidirectional and bi-directional lubricated sliding Chapter 2. Literature Review 
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contacts  using  pin-on-disc  and  Plint  TE  77  tribometers.  The  experiment  detected  the 
electrostatic precursor charge events up to 1,200 seconds prior to severe scuffing which 
may eventually lead to catastrophic failure, and found that microstructural changes in 
contact and regions of increased wear coincided with the occurrence of these precursor 
charge events, as Figure 2.12 illustrates. Morris and co-workers [40] used two types of 
lubricants in scuffing tests on the pin-on-disc rig. With both types of oil, they found that 
additional charge features were developed which are believed to be caused by surface 
phase charge, associated with first transition scuffing, and hence the onset of failure. 
They  also  indicated  that  surface  phase  transformed  regions  will  result  in  a  charging 
mechanism  of  contact  potential  difference  (CPD)  and  could  be  explained  as  the 
electrostatic precursor signal prior to scuffing. Furthermore, Wang et al [90] investigated 
acoustic  emission  and  electrostatic  responses  to  the  decay  of  the  sliding  contact  that 
initially  has  boundary  lubrication  and  undergoes  mild  wear  but  due  to  oil  starvation 
transforms to a severe wear regime under partial oil entrainment and finally catastrophic 
scuffing. It is found that electrostatic charge on the wear track shows precursor features at 
certain  locations  prior  to  complete  scuffing  and  failure.  This  important  finding  was 
correlated to the increased power content of the AE spectra before the onset of severe 
scuffing.  
 
 
Figure 2.12 Precursors of the lubricated sliding contact [100] 
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Figure 2.13 Test results from the long-distance dry sliding test [37].  
 
For unlubricated tests, several experiments were conducted using a pin-on-disc wear test 
rig  with  conditions  designed  to  generate  a  delamination/oxidation  wear  mechanism. 
Morris et al [101] generated a mild-oxidation wear regime, and found that there is a 
direct correlation between both wear rate and coefficient of friction and the magnitude of 
electrostatic charge detected. According to the characteristic of the charging signal, four 
regions of activity were identified. The successful correlation between the electrostatic 
sensor signal, the delamination wear mechanism and the formation of oxide films proved 
that  electrostatic  charge  monitoring  is  a  very  effective  tool  to  identify  the  dynamic 
condition of dry sliding. Sun and co-workers [37] updated the former experiment; they 
used both acoustic emission and electrostatic sensing technologies to monitor the various 
phases of generated delamination wear. Tests were conducted using various condition 
monitoring  techniques  such  as  friction,  surface  temperature,  linear  wear,  acoustic 
emission and electrostatic signals. The experiment results showed a correlation between 
measured  acoustic  emission,  electrostatic  signals  and  friction  levels  and  wear  rate. 
Furthermore, three wear regimes were identified through the life of the tests as running-in, Chapter 2. Literature Review 
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delamination and oxidation. Figure 2.13 illustrates the test result, and distinct acoustic 
emission RMS and electrostatic charge signal could be found for each regime. It should 
be noted that during the tests, wear debris samples in each of the region were collected, 
and microscopy examinations were utilized to examine the worn surface and collected 
wear debris with the purpose of verifying the wear mechanism in each of the classified 
regions.  
 
2.3.4.5. Wear detection using realistic wear rig  
 
Powrie and co-workers [120] for the first time applied the electrostatic sensing technique 
to  monitor  component  degradation  in  an  oil  lubricated  system.  They  applied  both  an 
electrostatic wear site sensor (WSS) and oil line sensor (OLS) to monitor the wear of the 
FZG gear rig. During the test, incremental loads were applied to the gear rig every 15 
minutes with the charge activity monitored from three WSSs, positioned above, beside 
and below the gear mesh. Furthermore, OLS was installed in the recirculation pipework 
to detect generated wear debris. The testing result shows that the charge detected by the 
WSS is possibly due to phase transformation on the gear tooth surface, rather than being 
caused by discrete wear debris passing through the sensor. Moreover, the OLS could be 
used  to  detect  wear  debris  when  large  amounts  of  debris  pass  through  the  OLS. 
According to the testing result, they concluded that increased electrostatic charge signal 
is detected by the WSS in advance of significant debris being detected by the OLS.  
 
Harvey  et  al  [99]  extended  the  wear  evaluation  work  of  the  electrostatic  sensor to  a 
bearing wear rig. Firstly, the bearing was pre-indented on the inner race to simulate the 
accelerated life test, the WSSs were mounted inside the bearing chamber, and an OLS 
was  added  on  the  oil  scavenge  line  to  monitor  the  wear  debris.  Besides  electrostatic 
sensors, several other sensing technologies such as vibration, temperature and Macom 
debris  counters  using  eddy  current  and  ferromagnetism  were  implemented  for  rolling 
element bearing fault detection. From the tests, they found that all monitoring techniques 
could detect bearing deterioration prior to the function failure. WSSs and vibration could Chapter 2. Literature Review 
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both detect bearing deterioration 4 hours prior to function failure, while OLS detected 
increasing production of wear debris 4 hours before the function failure.  
 
As a newly developed condition monitoring technique, electrostatic monitoring has its 
unique  advantage  of  directly  measuring  the  products  of  faults,  rather  than  secondary 
effects such as vibration and temperature exceedance [40]. Furthermore, the collected 
sensing data could be utilized to investigate the wear mechanisms in the sliding contact 
wear. Furthermore, electrostatic sensors could detect primary fault mechanisms such as 
surface phase transformation associated with precursor charge that is undetectable for the 
other sensing technologies. 
   
2.3.5 Comparison of various condition monitoring techniques  
 
In this chapter, the most frequently used condition monitoring techniques in the field of 
machinery condition monitoring have been reviewed. Each of the techniques has a unique 
benefit,  and  should  play  an  appropriate  role  on  detecting  faults  during  condition 
monitoring.  
 
Wear  debris  analysis  is  the  most  visual  inspection  method  that  directly  reflects  the 
condition of the wear components, but this method is of limited capability in providing 
real-time  information  on  the  dynamic  wear  process,  and  is  not  suitable  for  on-line 
monitoring.  Although  on-line  debris  counters  have  been  developed  to  accumulate 
generated debris, they normally could only detect debris with a size of over 100 µm 
associated with severe fault conditions, and sometimes overlook other fault mechanisms 
such as fatigue initiation and crack propagation which are free of debris. Despite these 
concerns, wear debris analysis is still a popular abnormality detection technique, as it 
could provide solid physical evidence supporting other on-line detection techniques. As 
discussed  in  section  2.2.3,  due  to  the  lack  of  obvious  identifying  features,  vibration 
signals are difficult to use to identify the wear mechanisms of the steel sliding or rolling 
contacts, but statistical parameters such as RMS and Kurtosis of the time domain and 
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domain have been widely and successfully applied to detect and locate growing faults. 
This  method  is  especially  useful  in  sophisticated  systems  that  contain  a  number  of 
machinery  components.  Wavelet  transform  is  another  popular  signal  processing 
technique for vibration analysis, but as [69] indicated, a number of parameters need to be 
justified, which involves complex calculation; otherwise, the obtained results could be 
varied without a consistent solution. For this reason, most practitioners still prefer using 
FFT as the standard diagnostic tool for the vibration analysis. Moreover, vibration could 
only detect faults with the frequency range up to 50 kHz, and the effectiveness of this 
technique is that it could only detect surface cracks or other severe fault conditions such 
as spallation. As a high frequency detection technique, acoustic emission (AE) obtains 
the  advantage  of  detecting  lubrication  film  breakdown  and  sub-surface  cracks,  which 
induces high frequency signals. To analyse AE signals, data processing techniques in 
time, frequency as well as time-frequency domains have been utilized. Among them, time 
domain  parameters  such  as  events  and  counts  have  been  used  not  only  to  identify 
different wear mechanisms of sliding or rolling contacts, but also to quantify defects 
indicating  severity  of  faults.  Nevertheless,  very  few  AE  applications  with  frequency 
analysis  were  found,  because  the  AE  signals  are  very  non-stationary,  and  frequency 
bands  of  the  tracked  information  vary  with  the  changes  of  time,  which  leads  to  the 
extraction of frequency-related information difficulty. It has been acknowledged that the 
detection capability of acoustic emission monitoring is superior to vibration analysis; the 
reason  for  this  is  that  the  AE  can  detect  the  initial  failure  characteristics  such  as 
lubrication film breakdown and progress of sub-surface cracks, while the latter one can 
only detect defects when they are found on the contacting surfaces. Moreover, as a newly 
developed approach, electrostatic (ES) monitoring is developed directly relating to the 
wear of material, and various charging mechanisms have been investigated and are well 
known [32]. So far, many applications have shown the versatile characteristics of the ES 
technique; not only can it identify different wear mechanisms and sense generated wear 
debris, but also some fault mechanisms such as surface phase transformation, sub-surface 
crack  and spallation can be detected by electrostatic sensors. Similar to the vibration 
analysis,  the  statistical  parameters  of  the  time  domain  and  power  spectrum  of  the 
frequency domain have also been utilized to analyse ES signals.  Chapter 2. Literature Review 
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Figure 2.14 Machine operation life time with detection property of the sensors 
 
According  to  the  above  analysis,  each  sensing  technique  has  an  advantage  with 
appropriate signal processing techniques and could not be completely replaced by any 
one of the others. As  Figure 2.14 shows, they  could be used to detect relevant fault 
mechanisms in the operation life of the machinery. Although some of their detecting 
functions overlap, they could still play a complementary role to each other, and enhance 
the  confidence  of  fault  detection.  Table  2.1  summarizes  the  characteristics  of  these 
condition monitoring technologies. In modern condition monitoring, multiple sensors are 
implemented to get the most out of the monitored machinery, and if it is possible, it is 
recommended  that  the  above  described  sensing  technologies  are  applied  to  play 
complementary as well as cooperative roles.  
 
Therefore, in this thesis, the outputs of the multiple sensors which were equipped to the 
experimental bearing rig will be examined, and the fault detection and diagnosis analysis 
are obtained by multiple sensing data fusion and correlation evaluation.  
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However,  it  is  obvious  that  multiple  sensors  bring  multivariate  data  pictures  which 
increase the complexity of the analysis. Moreover, the data plots sometimes could only 
indicate severe fault conditions; some fatal abnormalities that lead to catastrophic failure 
are not significant, and might be overlooked. Under these circumstances, it is suggested 
that an automatic fault diagnosis scheme should be developed to fuse all these sensor 
features, provide decision support if abnormal events occur, and find out where the fault 
is and what the causes are.     Chapter 2. Literature Review 
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Has the privilege to detect surface phase 
transformation, sub-surface cracks and the 
generated ferrous and non-ferrous wear 
debris of the monitored machinery. 
Directly relate to wear, and charges could 
be detected through several well-known 
mechanisms. 
Time domain: RMS, 
skewness, standard deviation, 
kurtosis
Frequency domain: Power 
spectrum at different 
frequencies
Newly developed technique for wear 
mechanism analysis and machinery fault 
detection. 
Originally developed to detect debris of the 
gas path engines, now have been applied to 
monitoring lubricated transmission systems 
Electrostatic 
monitoring
Vibration monitoring
Collected features can be used for surface 
crack detection
Power spectrum at different frequency 
bands can be used to locate the developed 
faults
Time domain: RMS, 
Skewness, Standard deviation, 
Kurtosis
Frequency domain: Power 
spectral at different frequency 
band
Time-frequency analysis: 
wavelet transformation
Most frequently used method for the 
machinery on-line condition monitoring.
Well-suited for trend monitoring, with 
considerable scope for performing 
diagnostic-type analysis.  
Different features of the signal can be 
linked with different wear mechanisms.
Signal can be used to detect sub-surface 
crack and the propagation of defects.
As a non-stationery type of signal, 
frequency content of the AE is usually 
difficult to extract.  
Time domain : 
RMS,  Counts, event 
Frequency domain: Power 
spectral density
Time-frequency domain:
Wavelet transformation 
On-line technique for the wear mechanism 
analysis
On-line technique for the high frequency 
fault detection
Acoustic Emission
Different type of debris can be linked with 
different wear mechanism 
Different size of debris can be linked with 
wear severity
Characteristic ferrography
(severity index)
Optical technique (PODS)
Inductive technique 
(on-line debris counter)
Off line analysis for wear mechanism  
identification, but time consuming
On line analysis with debris counter to 
detect debris with different size, but 
normally detect severe conditions. 
Wear debris analysis
Fault mechanism detection Signal Processing Application Status Sensing Technology
 
Table2.1 Characteristics of the analysed sensing technologiesChapter 2. Literature Review 
  - 45 -
2.4. Automatic Machinery Fault Diagnosis Using Artificial Intelligence (AI) and 
Statistical Modelling Tools   
 
It should be noted that the research method summarized in section 2.3 is a fault diagnosis 
or wear evaluation process using human knowledge and intelligence. The problem of 
how  to  design  the  automated  decision  support  system  assisting  people  to  make 
appropriate maintenance plans through advanced methods has drawn great attention from 
researchers in the past 20 years. Artificial intelligence (AI) and statistical-based methods 
have been the most popular ones, and have been used to develop a  great number of 
automated systems. Techniques for the development of condition monitoring systems can 
be generally classified into two categories: diagnosis and prognosis. Fault diagnostics is 
mainly  on  detection  and  recognition  of  faults  when  they  occur.  On  the  other  hand, 
prognostics attempts to predict future status and remaining life time of the machinery. In 
this section, the author would like to review the most popular and frequently used AI and 
statistical-based methods for fault diagnostics. The applications in prognostics are not 
intended to discuss as they are not quite relevant to the research introduced in this thesis.  
 
2.4.1. Multi-class fault classification 
 
As  an  important  development  strategy  of  the  diagnostic  system,  multi-class  fault 
classification has attracted major attention from researchers. The fundamental concept of 
the multi-class fault classification system is to try to map multiple datasets representing 
different symptoms of the machinery into multiple categories through various pattern 
recognition algorithms.  
 
2.4.1.1. Computational expert system  
 
The expert system (ES), also known as knowledge-based systems (KBS), is basically a 
set of computer programs embodying knowledge about a narrow domain for the solution 
of problems related to that domain [103]. An ES mainly consists of a knowledge base and 
an inference mechanism. The knowledge base contains domain knowledge, which may 
be  expressed  as  any  combinations  of  ‘IF-THEN’  rules,  factual  ‘statements,  frames, 
objects,  procedures  and  cases,  while  the  inference  mechanism  manipulates  the  stored Chapter 2. Literature Review 
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knowledge  to  produce  solutions.  The  classical  expert  system  usually  requires  a  large 
amount  of  human  development  time  and  knowledge  for  even  moderately  complex 
systems.  
 
Su  et  al  [104]  in  1993  developed  a  very  user-friendly  expert  system  for  tribological 
failure diagnosis of spur gears. It was designed to evaluate a human expert in spur gear 
failure analysis and can be used by non-experts to determine the gear failure mechanism, 
to  provide  preliminary  leads  into  conducting  root-cause  analysis,  and  to  recommend 
corrective  actions.  In  this  system,  IF-THEN  rules  were  heavily  used  to  connect  the 
morphological attributes of the  wear debris and classified  failure mechanism. Walton 
[105]  developed  a  diagnostic  system  to  diagnose  probable  causes for  bearing  failure, 
using a large matrix of bearing failure phenomena and related causes, in which each cell 
contains a 0-100% confidence level that such a phenomenon would suggest a given cause.  
A  knowledge-based  expert  system  is  developed  which  incorporates  a  magnetic  chip 
detector (MCD), ferrography, filtergram, or filter debris analysis (FDA) [106]. Results 
are  obtained  and  advice  is  offered  to  the  user  by  means  of  logical  reasoning  of  an 
experienced analyst in determining the type of metallic material and wear condition of 
the components based on the morphological attributes of the wear debris.  
 
Expert  systems  are  sometimes  developed  together  with  other  types  of  numerical 
techniques. The combined expert and neural network systems are found in [107-109]. In 
these  applications,  the  neural  network  system  is  designed  to  extract  wear  debris 
morphology information in terms of visual features, while the expert system links the 
morphological attributes extracted from debris analysis to human expert analysis that is 
embedded in a knowledge-based system for wear assessment. Figure 2.15 illustrates the 
flow chart of a combined expert system for wear assessment [109]. Expert systems are 
usually utilized to evaluate wear, when wear debris analysis is used as the condition 
monitoring  technique.  This  is  because  the  extracted  features  of  the  collected  debris 
samples  are  relatively  discrete  and  more  convenient  to  be  used  for  classification; 
furthermore, the wear mechanism classification could be conducted accurately using the 
IF-THEN rule. On the other hand, fuzzy logic is at the edge of probability theory and the Chapter 2. Literature Review 
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Feature Extraction 
Expert System 
border of expert systems. The fuzzy logic systems (FLSs) are based on a set of rules. 
These  rules  allow  the  input  to  be  fuzzy,  i.e.  more  like  the  natural  way  that  humans 
express knowledge.  The use of fuzzy logic can enable ESs  to be more practical  and 
knowledge in an ES employing fuzzy logic can be expressed as fuzzy rules (or qualitative 
statements).  A  reasoning  procedure,  the  compositional  rule  of  inference,  enables 
conclusions  to  be  drawn  by  extrapolation  or  interpolation  from  the  qualitative 
information stored in the knowledge base. For tribological components [110, 111], fuzzy 
subsets  and  corresponding  membership  functions  are  used  to  describe  the  chosen 
parameters (i.e. vibration, acoustic emission, etc). Liu and co-workers [110] combined an 
ES and fuzzy logic classifier to identify bearing faults using the vibration features. In 
their work, a knowledge base consisting of rules and databases is built to support the 
fuzzy inference. 
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Figure 2.15 Schematic structure of expert system [109] 
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However,  the  ES  systems  need  rules  to  be  developed  by  experts,  and  this  is  still 
extremely time consuming. A small error in these complex rules can produce a significant 
error in diagnosis; and expert system cannot readily adapt to changes in the operating 
environment because it has a rigid decision boundary as defined by the human experts.    
 
2.4.1.2. Numerical Artificial Intelligence (AI) approaches 
 
Over the past three decades, various numerical AI techniques have been substantially 
investigated and applied to machinery condition monitoring. As these intelligent methods 
are developed with human-like reasoning and decision-making abilities, the applications 
have  shown  superior  performance  over  traditional  computational  approaches.  In  the 
literature,  the  most  popular  and  advanced  AI  techniques  for  machine  condition 
monitoring  are  fuzzy  logic  systems,  artificial  neural  networks  (ANNs),  neural-fuzzy 
systems and evolutionary algorithms (EAs).  
 
(1) Fuzzy logic system  
Fuzzy  logic  is  an  artificial  intelligence  technology  that  emulates  the  qualitative  and 
inexact nature of human reasoning [112]. The technology applies fuzzy set theory to data, 
where fuzzy set theory is a theory of classes with rough boundaries and the data belongs 
in a set based on its degree of membership [39]. The degree of membership can be any 
value between 0 and 1. Dempsey et al [113] used fuzzy logic to develop a feature that 
defines bearing damage levels based on the accumulated mass measured by the oil debris 
monitoring  system.  And  then  membership  values  based  on  the  accumulated  mass 
measured  by  the  oil  debris  sensor  were  defined  for  three  levels  of  bearing  damage: 
damage low, damage medium and damage high.  
 
(2) Artificial neural networks  
Although  the  first  artificial  neuron  was  produced  in  1943  by  the  neuro-physiologist 
Warren McCulloch and the logician Walter Pits [114], only in the past two decades has 
the real potential of Artificial Neural Networks (ANNs) been realized, and it has attracted 
more and more attention from the scientists and technologist. Consequently, ANN has Chapter 2. Literature Review 
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been widely applied to industrial fields such as automatic control, speech processing, and 
pattern recognition etc.  
 
An ANN is a computational system that is inspired by the structure of the human brain, 
and it processes information in a similar way to the human brain. It comprises a number 
of basic processing nodes connected with each other in a complex multi-layer structure 
which  enables  a  complicated  non-linear  function  to  be  trained  with  multi-input  and 
desired  multi-output.  The  ANN  then  learns  the  non-linear  function  by  adjusting  the 
weights which are located between the nodes with obtained input and desired output. This 
procedure is usually named as ANN training. There are various types of neural networks, 
and the most commonly used ones for pattern recognition and signal processing within 
the engineering applications are: Multi-Layer Perception networks (MLP), Radial Basis 
Function networks (RBF) and Self-Organising Maps (SOM).   
 
                  Input layer                        Hidden layer                        Output layer 
 
 
 
 
                                                                                    ym 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.16 Standard supervised training feed forward neural network 
 
There are a number of learning methods to train MLP networks but the feed forward back 
propagation  (FFBP)  paradigm  has  emerged  as  the  most  popular  training  mechanism. 
Many  of  the  applications  [115-119]  show  the  effectiveness  of  using  FFBP  for  fault 
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classification  and  severity  evaluation  of  the  machinery  components.  Figure  2.16 
illustrates a typical multilayered feed forward neural network. Neurons in the input layer 
act as buffers for distributing the input selected feature data x=(x1,…, xn) to neurons in the 
hidden layers. Each neuron in the hidden layer sums up its input signals after weighting 
them and computes its  output ym. Then, outputs of neurons in the output layer–wear 
classification, wear severity evaluation and faulty components location could be finally 
achieved.  The  FFBP  networks,  however,  have  a  major  limitation  of  difficulty  in 
determining the structure of the networks and number of nodes. Therefore, most of the 
FFBP networks in pattern recognition to date have intended to use a particular network 
model without sufficient justification [23]. Wang et al [23,119 and 120] developed a 
systematic approach for training and finding the best performance models from a large 
number of possible structures of multi-layered FFBP neural networks. They applied this 
approach to pump fault classification problem, and found that the performance of  an 
MLP network did not necessarily get better when the number of neurons in the hidden 
layer was increased. In fact, the accuracy of the classification rate is randomly changed 
with  a  change  in  the  number  of  hidden  neurons,  which  made  achieving  the  best 
performance very difficult.   
 
Apart from the FFBP, other neural network models are also usually applied in machinery 
condition monitoring, such as radial basis function [121], recurrent neural networks [122, 
123] and counter propagation neural networks [124]. However, the above ANN models 
are all required to use supervised learning algorithms which ask for classified input such 
as a priori information and the desired output [118]. For example, the pre-defined fault 
data were experimentally (with seeded defects) obtained to train the supervised networks. 
On  the  other  hand,  unsupervised  learning  does  not  necessarily  require  any  a  priori 
knowledge,  and  the  networks  learn  the  information  and  classify  the  input  vectors 
according to how they are distributed in the input space. Hoffman and Merwe [125] used 
self-organizing  maps  (SOM)  which  have  properties  of  both  vector  quantization  and 
vector  projection  algorithms  to  evaluate  the  multiple  fault  conditions  of  the  rolling 
element bearings. In this application, the SOM proved to be an easy-to-use tool for initial Chapter 2. Literature Review 
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data processing and for identifying hidden relationships between features. Furthermore, 
the SOM obtains the ability to adaptively modify when new input data are implemented.    
 
In practice, knowledge from specific domain expert is usually incorrect, and cannot be 
directly used as the input of models. Therefore, uncertainty measures of the knowledge 
are required for ANNs. The widely used uncertainty measures include probability, fuzzy 
sets and belief networks. A hybrid model of neural network and fuzzy logic (neural-fuzzy 
network) has been presented [75]. The neural-fuzzy system is an ANN structured upon 
fuzzy logic principles, which enables this system to provide qualitative description about 
the  fault  detection  and  wear  classification  process  [75].  There  are  many  possible 
combinations of these two systems, and Wilson Wang and co-workers [126] investigated 
four types of neural-fuzzy systems, and then compared their performances in gear system 
monitoring applications.  
 
Although ANN models are probably the most widely used decision support system for 
machinery diagnostics, there are still several concerns over this popular approach. In the 
main, neural networks perform associations between events and faults and are excellent 
for pattern recognition, but little is known about how to structure neural networks into 
assemblies of co-operative reasoning elements and how to physically explain the network 
models with a priori knowledge [127].   
 
(3) Evolutionary algorithms   
An evolutionary algorithm (EA), which simulates a process of how a population naturally 
evolutes, has also shown advantages in applications to machinery condition monitoring. 
The most frequently used form of EA is the Genetic algorithms (GAs). Zhang and co-
workers [128] used the GA to detect faults in rotating machinery. Features from two 
different  components  were  used  to  examine  the  performance  of  the  two-class 
normal/fault recognition. They compared results with another AI-based method, ANN, 
and demonstrated that performance is equal to or better than the results obtained by ANN. 
Moreover,  the  training  times  were  also  found  to  be  shorter  than  the  ANN  approach. 
Genetic algorithms have also been used to make the classification process faster  and Chapter 2. Literature Review 
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more accurate using  a  minimum number of features which primarily  characterize the 
system conditions with the optimized structure or parameters of ANNs [129, 130]. In 
recent work [131], the results of ANNs with GAs were presented for fault detection of 
gears using only time-domain features of vibration signals. In this approach, the features 
were extracted from the finite segments of two signals: one from a normal condition and 
the other from faulty gears, and then the GA was applied to reduce the dimension of the 
selected features before training with ANNs.   
 
2.4.1.3. Statistical Pattern Recognition  
 
Similar to the machinery fault classification with AI approaches, statistical methods have 
also been used in the pattern recognition way to provide automated condition monitoring 
techniques  for  the  machinery  condition-based  maintenance.  Within  the  engineering 
applications, linear discriminant function, support vector machine (SVM), and clustering 
analysis are the most widely used systems.  
 
Linear  discriminate  analysis  applies  the  linear  classification  rule   
: {1,2,..., }
n q x R Y c ⊆ → =  which is composed of a set of discriminant functions: 
  
                                                     , ( ) ( . ) y y y f x w x b = +               , y Y ∀ ∈                             (2.7) 
 
Which  are  linear  with  respect  to  the  input  vector 
n x R ∈  and  their  parameter 
vector
n w R ∈ , the scalars by, , y Y ∀ ∈  introduce the bias to the discriminant functions. 
 
Figure 2.17 (a) shows the binary case Y= {1, 2} and its trained linear hyperplane and two 
classified datasets. C. Li and S. Li [132] applied the pattern classification methodology 
for detecting defects on the outer race and rollers of the bearings. They established a liner 
discriminate function–based technique for identifying where the problem is by using two 
normalized and dimensionless features that are extracted from acoustic emission signals 
utilizing short-time signal processing techniques. Sun et al [133] also applied a piecewise 
linear discriminator to classify bearing fault conditions.  Chapter 2. Literature Review 
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The basic SVM deals with the binary problem, in which the labelled data are classified by 
a hyperplane defined by a number of support vectors. In the case of a two-dimensional 
situation, as Figure 2.17 (b) shows, a series of labelled data points for two classes are 
supposed to be utilized to train a hyperplane that could separate the two defined classes.  
In mathematical terms, for any point that lies on the boundary line (solid line), it could be 
written as: 
  
                                                         [ |( . ) 0] x w x b + =                                                      (2.8) 
 
Where w is a vector that defines the boundary line, x is an input vector, and b is a scalar 
threshold values. At the margins (dotted line), where the support vectors (data points with 
a circle in Figure 2.17 (b)) are located, the equations for class A and B respectively are: 
 
                                                         [ |( . ) 1] x w x b + = +                                                  (2.9) 
and 
                                                         [ |( . ) 1] x w x b + = −                                                  (2.10) 
 
Jack  and  Nandy  [134]  first  applied  the  SVM  to  the  rolling  element  bearing  fault 
detection. They compared the classification performance of both SVM and ANN, and 
concluded that ANNs generate well and achieve high training success, constant width 
SVMs achieve a high success rate on the training data, but they do not generalize well, 
while  the  averaged  width  SVMs  generalize  well,  but  do  not  achieve  a  high  training 
success rate. On the basis of this work, Jack and Nandy [135] also employed a genetic 
algorithm (GA) for feature selection, and both classifiers discussed above achieve very 
high training success and generalize well using significantly smaller numbers of features. 
Samanta and co-workers [129] also compared ANNs and SVMs with GA-based feature 
selection from time-domain vibration signals. In this work, the roles of different vibration 
signals  and  signal  processing  techniques  were  investigated,  and  they  found  that  the 
performance of SVM is substantially better than ANN with the entire feature set, and the 
classification  with  both ANNs  and  SVMs  gave  a  100%  rate  if  the  GA-based  feature 
selection was applied. Samanta [130, 131] extended work to the gear fault detection using Chapter 2. Literature Review 
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ANNs and SVMs with GA-based feature selection. The conclusion is similar to the fault 
diagnosis to the rolling element bearings. However, the research works reviewed above 
are not optimized and are at a relatively early stage of comparison with ANNs. Alfonso 
and Nandy [136] investigated SVM at a more advanced level. In their study, the training 
of SVM is conducted using the Sequential Minimal Optimization (SMO) algorithm, and a 
mechanism for selection of adequate parameters for SVMs with Radial Basis Function 
(RBF) kernel is also proposed. This research work found that the combination of the 
training method and proposed parameters selection mechanism make the fault diagnosis 
of the rolling element bearings fast and effective.  
 
Figure 2.17 Statistical pattern recognition results: (a) linear discriminant classifier 
(b) Support vector machine, (c) Bayesian classifier   
 
As Jardine [24] indicates, cluster analysis is a multivariate method that classifies data into 
different groups such that cases within a group are more similar to one another than to 
cases in other groups. The intention of this process is to minimise difference within the 
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same cluster and maximise difference between different clusters. Various researches [137, 
138] have been conducted to demonstrate the effectives of using clustering techniques for 
machinery fault diagnosis. Among these applications, distance measures are the main 
evaluation  index  to  examine  similarity  between  the  two  cases.  These  measures  are 
normally developed on the basis of discriminant functions in pattern recognition theory 
[139].  Most  widely  used  distance  indices  in  machinery  condition  monitoring  include 
Euclidean distance, Mahalanobis distance and Bayesian distance etc. Examples of the 
applications  for  these  distance  indices  can  be  found  in  [140-143].  A  more  advanced 
method  based  on  symmetric  Itakura  distance  in  time–frequency  domain  has  been 
developed in [144], the method shows the advantage in term of resolution, and more 
insignificant  anomalies  can  be  discovered.  Furthermore,  similarity  measures  such  as 
cross-correlation  is  also  used  for  machinery  fault  diagnosis  [143];  in  this  method, 
similarities between the features are evaluated so that the most uncommon one can be 
recognised as the abnormal feature. Apart from distance and similarity measures, many 
clustering algorithms are applied directly for determining the number and distribution of 
signal groups [145], and then the existed signal groups can be used as a classifier for the 
new detecting signals.  
 
Based on the trained clusters and their support cases, as a clustering classifier, Bayesian 
classifier is usually developed to construct the hyperplane between the population classes. 
The general statement of Bayesian theory is: 
 
                                                 
1
( | ) ( )
( | )
( ) ( | )
i i
i n
i i
i
p x w P w
P w x
P w p x w
=
=
∑
                                        (2.11) 
 
Where ( ) i P w is  the  prior  probability  of  class  wi,  ( | ) i p x w is  the  class  conditional 
probability  density  function  (i.e.  Gaussian,  exponential)  and ( ) p x represents  the 
unconditional probability density function of the observation. Then a decision on a fault 
is obtained according to the decision rule:  
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                                                  ( ) ( | ) ( ) ( | ) i i j j P w p x w P w p x w >       i j ∀ ≠                    (2.12) 
 
Figure 2.17 (c) shows the clustering space consisted of four clusters and its developed 
classification hyperplane. Although at the moment, the Bayesian classification technique 
is seldom applied in the field of tribological components fault diagnosis, its effectiveness 
for classification has been proven in many other application areas, such as plant process 
monitoring.  As  the  Bayesian  approach  has  the  advantage  of  estimating  parameters 
progressively from sampled data [147], the classification procedural could substantially 
update the estimation of fault parameters whenever the detected fault is classified.  
 
Hood and Ji [148] proposed an intelligent system using an adaptive learning machine. 
The system learns the normal behaviour of the detected component. Deviations from the 
norm are detected and the information is combined in the probabilistic framework of a 
Bayesian network. The proposed system is thereby able to detect unknown or unseen 
faults.  Lin  and  Shin  [147]  also  proposed  a  fault  classification  scheme  based  on  the 
Bayesian theory so that fault parameters could be estimated on-line using the most up-to-
date  information  via  detection  mechanism.  Wang  and  Mcgreavy  [149]  compared  the 
Bayesian approach with supervised back propagation neural networks, and reported that a 
major advantage of the Bayesian-based automatic classification approach is that it avoids 
the need to arbitrarily introduce vigilance factors, which are empirical and have to be 
estimated by trial and error. Padovese [150] did a similar comparison between the fault 
classification  performance  of  a  statistical  Bayesian  decision  rule  and  a  multilayer 
perception neural network. He found both methods could obtain excellent performance in 
fault classification for rolling element bearings by using acoustic noise (higher than a 
95% success rate), but discrimination of the results for four bearing fault patterns are 
better for the neural network than for the Bayesian rule.    
 
2.4.2. Anomaly detection approaches 
 
As  Jardine  et  al  [24]  indicated,  one  of  the  main  problems  inherent  in  the  current 
supervised or unsupervised multi-class fault diagnosis approaches is that training data Chapter 2. Literature Review 
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from all classes are required during the training phase. Class labels are essential in order 
for  the  decision  boundaries  to  be  drawn.  However,  the  problem  in  the  condition 
monitoring environment is that often only sufficient information from one class may be 
available, such as ‘normal’ condition; and the number of possible fault conditions is large, 
and many of them may not be characterized sufficiently to build a conventional multi-
class classifier. For those reasons discussed above, the concept of anomaly detection is 
developed  to  identify  abnormal  system  behaviour,  in  which  a  model  of  normality  is 
constructed, with deviations from the model identified as ‘abnormal’. Figure 2.18 shows 
the fundamental concept and consisted elements of the anomaly detection model. From 
the figure, it is seen that, at the beginning, the model of normality is constructed with 
‘normal’  data  and  learning  algorithms;  next,  one  of  the  anomaly  detection  indices  is 
calculated to indicate and quantify the state of the new arriving data; and finally the so-
called ‘contribution values’ or ‘driving factors’ of the applied variables are assessed to 
provide diagnostic information.  
 
 
Figure 2.18 Concept of the anomaly detection 
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The anomaly detection problem introduced above can be regarded as a hypothesis test 
program with null hypothesis H0: Anomaly A is existed, and opposite hypothesis H1: 
Anomaly  A  is  not  existed  [151].  In  a  conventional  anomaly  detection  application, 
hypotheses  described  above  are  usually  expressed  by  applying  specific  underlining 
distributions,  or  the  distribution  parameters,  such  as  location  and  scale  parameters. 
Anomaly detection indices are then calculated to indicate the condition of the monitored 
machinery so that the decision can be made to judge whether hypothesis H0: Anomaly A 
is existed or not. Based on such a principle, numerous anomaly detection approaches 
have been developed and applied in a variety of areas. However, these techniques have 
not been widely applied and tested in the field of machinery condition monitoring. In this 
section, the author would like to review the existing anomaly detection methods from the 
three  aspects  described  above  in  a  more  generic  perspective,  and  investigate  the 
possibility of using these approaches in machinery condition monitoring. 
 
2.4.2.1. Construction of a model of normality  
 
In anomaly detection, construction of a model of normality is the first step, and probably 
also  the  most  important  step.  Normal  data  representing  the  healthy  condition  of  the 
machinery  are  usually  utilized  to  be  the  training  data,  and  then  statistical  learning 
approaches  are  applied  to  the  ‘normal’  training  data  to  summarize  their  statistical 
properties.  
 
Fundamentally,  it  is  usually  assumed  that  normal  data  are  generated  from  a  specific 
underline  distribution,  which  may  be  estimated  from  example  data.  The  classical 
statistical approach is the use of kernel density estimation techniques to determine the 
underling  data  distribution  [152],  which  may  set  a  threshold  between  normal  and 
abnormal  areas  of  data  space.  These  approaches  are  developed  on  the  basis  of  the 
assumptions  that  are  made  about  the  type  of  the  underline  data  distribution,  and  the 
parameters of the distribution estimated from observed data. However, these assumptions 
ignore  the  real  distribution  of  the  ‘normal’  training  data,  and  may  usually  prove  too 
aggressive, leading to a poor fit between model and observed data [153].     Chapter 2. Literature Review 
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Another conventional approach, Multivariate Statistical Process Control (MSPC), which 
was developed on the basis of statistical process control (SPC), has been well recognised 
and substantially applied in performance monitoring in chemical plant monitoring [153-
158]. The main idea of the MSPC is to measure how deviated of the new data from a 
baseline dataset representing the healthy condition of the plant and to see if the new data 
is under the thresholds or not. Traditionally, the normal reference model is built with the 
technique  of  principal  component  analysis  (PCA)  to  find  a  set  of  combinations  of 
variables, or major principal components, which describes major variations and trends for 
the  operating  data.  And  then,  two  statistical  parameters,  Hotelling’s  T-squared  and 
Squared Prediction Error (SPE), are calculated as the anomaly detection indices for the 
current  incoming  data  vectors  to  see  if  they  fall  into  the  accepted  region.  Unlike 
traditional  SPC  schemes,  the  extracted  principal  components  (PCs)  can  reduce  the 
number of features when process performance is monitored. However, as Chen and Liu 
[159]  indicated,  it  is  difficult  to  detect  process  faults  when  the  normal  data  cannot 
represent a single set of the combination of variables only; the system is more likely to be 
distributed at several regions.  
 
The approaches discussed above have raised a common problem which is that ‘normal’ 
data  may  not  be  following  a  specific  distribution  and  are  distributed  in  a  more 
complicated way. Therefore, both non-parametric and parametric clustering approaches 
to  summarize  or  describe  ‘normal’  data  more  precisely  have  been  developed  and 
demonstrated  to  be  superior  to  the  conventional  methods.  It  should  be  noted  that 
clustering  algorithms  are  used  extensively,  not  only  for  data  organization  and 
categorization but also for data compression and model construction.  
 
Non-parametric clustering approaches do not make any assumption about the statistical 
properties  of  the  data  [160];  in  other  words,  no  specific  distribution  models  will  be 
applied to describe the evaluated data. One of the most well-known examples of this 
method  is  the  Parzen  window  which  involves  building  a  model  of  normality  by 
estimating the unconditional probability density function p(x) of the ‘normal’ training 
data. The density function of this non-parametric kernel-based method is represented by Chapter 2. Literature Review 
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identical sphere kernel functions around each training pattern in the data which are then 
summed  up  for  each  of  the  k  classes  [161].  For  most  of  the  applications  [162-164], 
Gaussian  kernels  are  selected  for  Parzen  window  methods  due  to  their  smooth  and 
convenient statistical properties. However, there are several problems that exist in this 
approach, including the fact that the size of the assigned window (kernel) function is the 
same and this property may lead to the capture of local characteristics of the training data 
distribution difficulty [165]. One simple approach to solve this problem is to assume that 
the fixed locations of the centres may be chosen randomly from the input data sets. This 
approach  is  considered  reasonable  and  provides  data  distribution  in  a  representative 
manner  [166].  Instead  of  fixing  the  centres  of  the  data  distribution,  other  clustering 
approaches utilize the elliptical basis functions which move the location of their centres 
in  a  self-organized  learning  rule,  such  as  k-means  clustering  and  fuzzy  clustering 
algorithms. The K-means clustering algorithm [167] is an iterative method of producing a 
set of prototype patterns µj (for j=1…k), and assigns each case to the specific clusters 
with  certainty.  Clifton  et  al  [168,  169]  applied  the  k-means  clustering  algorithm  to 
construct a model of normality, and calculated the Euclidean distance as the novelty score 
for  each  case  to  detect  abnormal  behaviour  of  the  jet  engines.  The  use  of  the  fuzzy 
clustering  algorithm  avoids  getting  stuck  with  the  local  minimum  of  the  objective 
function in which the classical k-means method suffers [153]. Fuzzy clustering analysis 
produces in each training data a degree of membership to each cluster. Moreover, fuzzy 
clustering methods are usually utilized to combine with other statistical approaches to 
achieve further functions. Frigui and co-workers [170] developed an unsupervised robust 
c-prototypes  algorithm  which  integrates  fuzzy  c-means  clustering  and  statistical 
estimation and the algorithm can remove and merge compatible clusters.  
 
Parametric clustering approaches make an assumption that evaluated data are following 
specific  statistical  distributions  such  as  exponential  and  Gaussian  distributions.  In 
practice, Gaussian is the most widely used distribution, and the data can be modelled with 
means and covariance. Fundamentally, many acquired normal signals are Gaussian like – 
in fact some signals (e.g. some engine data and transmission vibration signals) give good 
Gaussians.  However,  sometimes  the  data  is  not  truly  Gaussian  due  to  instrument Chapter 2. Literature Review 
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problems or unknown faults, but a mixture of Gaussians can give a good representation 
of  complex  distributions.  Therefore,  a  Gaussian  mixture  model  (GMM)  approach  is 
widely applied to characterize the ‘normal’ training data which can be distributed in the 
non-Gaussian way.  If a multivariate dataset x is modelled by a GMM, its probability 
density function can be formulated as: 
 
1
( ; ) ( ; )
k
m m
m
p x w p x θ
=
Θ =∑                                                                                                (2.13)       
                                                                                                                                           
Where  w1,  w2,…,  wk  are  the  weights  of  each  Gaussian  component  subject  to  wm>0 
and
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= = ∑ . Each component’s density p(x, θm) is a Gaussian probability distribution. 
And  θm=  { m, Cm}  represents  the m
th  component  mean  vector  and  covariance  matrix 
respectively. The complete set of parameters to define the mixture of Gaussians is Θ = 
{w1,…, wk,  1,…,  k, C1,…, Ck}.  
 
To  estimate  the  parameters  of  the  GMM,  the  log-likelihood  of  the  training  data  is 
consistently maximized by using iterative optimization algorithms such as Expectation-
Maximization (EM) method [171]. The combination of GMM and EM algorithm is a 
powerful  way  to  describe  data  and  extract  their  statistical  properties.  In  the  last  two 
decades, various applications [172-174] have used this algorithm as a standard approach 
for anomaly detection. However, like other clustering methods, this parametric clustering 
approach also suffers a number of problems which have drawn a lot of research interest.  
 
The first problem is that the number of clusters has to be predetermined. An indication of 
the number of clusters present in the data can be gained by running the EM algorithm a 
number of times and on each occasion requesting a different number of clusters. The 
algorithm can return a number of measures that indicate how well the model fits the data. 
Such measures can be the Akaike’s information criterion (AIC) [175] and the Bayesian 
information  criterion  (BIC)  [176].  Mclachlan  and  Peel  [177]  have  compared  the 
performance of the AIC and BIC, and found that the penalty term of the BIC is more 
significant than that of the AIC. Moreover, Fraley and Raftery [178] give a systematic Chapter 2. Literature Review 
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method to select an appropriate number of clusters, incorporating with the hierarchical 
agglomeration for EM initiation.    
 
The second problem is that EM algorithm involves some randomness and has many local 
maxima that cause inconsistent solutions from different initial conditions and directly 
affect  anomaly  detection.  To  overcome  this  random  characteristic,  Ueda  and  Nakano 
[179] proposed the deterministic annealing expectation maximization algorithm (DAEM) 
by  minimizing  the  thermodynamic  free  energy  instead  of  maximizing  the  likelihood 
function. They introduced a ‘temperature’ parameter and information entropy term in the 
cost function to smooth out the local maxima in the maximum likelihood function. This 
‘temperature’  gradually  reduces  to  achieve  a  global  minimum.  Biernacki  et  al  [180] 
chose  the  best  set  of  initial  conditions  to  obtain  maximum  likelihood  parameters  by 
running a few steps from multiple initial conditions to avoid being trapped in suboptimal 
solutions. Ding et  al [181] proposed an adaptive dimension reduction  EM algorithm. 
They  projected  the  dataset  to  the  lower  dimension  through  PCA  or  any  dimension 
reduction method and ran EM on the subspace. The solutions of the EM were expanded 
back to original variable space and the possible centres for each cluster were computed.  
 
Apart from the problems of the GMM itself and its associated EM algorithm, two major 
problems  are  usually  encountered  during  the  applications  of  models:  firstly,  the  true 
condition of the ‘normal’ training data may be unknown and data might contain a number 
of anomalies due to the sensor malfunction and environmental effect, so that the model 
cannot be expected to respond to the similar anomalies that appear in the new arriving 
data  [182];  secondly,  established  GMM  with  the  historical  training  data  may  have 
nothing  to  do  with  the  new  arriving  data,  which  leads  to  incomparable  phenomena 
between the established model and new observed data.    
 
Lauer [183] proposes an approach that solves the problem when the training data contains 
an  unknown  number  of  anomalies.  To  conduct  the  algorithm,  pre-defined  validation 
dataset  or  a  general  estimate  of  the  proportion  of  anomalies  in  the  training  data  are 
necessary.  The  method  started  by  assuming  the  data  distribution  consists  of  a  large Chapter 2. Literature Review 
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number  of  normalities  and  a  small  number  of  abnormalities.  He  defined  λ as  the 
percentage  of  abnormal  data,  PN  as  the  distribution  of  normal  data  and  PO  as  the 
distribution of abnormal data, and then the distribution of the completed training data can 
be given as: P(x)=(1-λ)PN(x)+λPO(x). The whole training process can then be summarised 
by three steps: first of all, estimate P(x) of the evaluated training data by assigning the 
GMM; and then, divide P(x) into PN(x) and PO(x); and finally, determine whether x is an 
abnormal data by defining the probabilities PN (x), PO(x) and the percentage of abnormal 
data λ. He pointed out that the second step is very difficult to achieve since it usually 
lacks of information on distribution of abnormal data and their quantities. Therefore, the 
second step cannot be achieved directly, and alternatively, estimation on the distribution 
PO(x) is conducted and the percentage λ and PN(x) is calculated according to the value of 
PO(x).  The  GMM  and  its  associated  EM  algorithm  are  adopted  in  this  approach  to 
estimate the GMM parameters, as described in the first step. After the assignment of the 
model, the approach can be validated with different values of λ which is used for defining 
percentage  of  anomalies.  In  this  method,  λ is  the  key  parameter  which  justifies  the 
relationship between the model or whole training data and abnormal data; and it has been 
indicated that it usually takes long time to obtain the optimised value, and an automatic 
searching program used to find satisfactory λ has also been proposed by the author. The 
approach  was  evaluated  with  a  simulated  datasets  of  various  situations  and  a  real 
database of medical data with patients, and result showed that the developed algorithm 
achieved  better  performance  than  the  traditional  approaches.  Besides  this  important 
method,  some  other  applications  also  call  this  anomaly  locating  problem  automated 
model-free  anomaly  detection  [184],  which  means  the  training  data  is  dealing  with 
themselves and detecting faults without any other reference models. Agogino and Tumer 
[184] incorporated information theory and clustering algorithms to detect faults in the 
Space Shuttle Main Engine system without too much historical knowledge. Yang and Ma 
[185]  developed  a  new  anomaly  detection  measurement  based  on  the  probability 
characteristics of intrusion instances and normal instances within the training data, and 
applied this technique for ‘intrusion detection’ on computer networks.  
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On  the  other  hand,  to  overcome  the  relationship  breakdown  between  the  established 
models  and  testing  data,  various  methods  [186-188]  have  been  developed  to  enable 
models to be incrementally updated and learnt over time. Hall and Hicks [186] proposed 
a method to consistently add Gaussian models based on original GMM space. The new 
resulting GMM is generally computed in two steps:  
 
a)  Concatenate – suppose a GMM has already been learned up to time t: 
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Where  each  Gaussian  component  is  represented  by  its  weight
t
m w ,  mean  t
m µ and 
covariance
t
m C . Then, if a set of new data is received, the updated model with k+1 
component could be obtained by trivially combining the original GMM and the new 
data into a single model:  
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b)  Simplify – if possible, merge some of the Gaussians to reduce the complexity of the 
model while still giving a precise description of the observations. Hall and Hicks [186] 
proposed  to  group  the  Gaussians  using  the  Chernoff  bound  to  detect  overlapping 
Gaussians. Different thresholds on this bound are then tested and the  most likely 
result is kept as the simplified GMM.  
 
However, as Declercq and Piater [187] indicated, this method is too slow for an on-line 
process, and they used a different criterion to develop an uncertain Gaussian model which 
provides a quantitative estimate λ of its ability to describe the associated data. With this 
value, the two given Gaussians could be merged if necessary without drifting from the 
real  data  distribution.  Furthermore,  Arandjelovic  and  Cipolla  [188]  addressed  the 
problem  of  learning  the  GMM  incrementally,  which  is  that  previous  approaches Chapter 2. Literature Review 
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universally assumed that new data come in blocks representable by GMMs which are 
then merged with the current model. They proposed a method of working for the case 
when new data points arrive one by one, which requires little additional memory.  
 
The approaches discussed above are all statistically based, and besides that, AI methods 
have also been developed to construct the model of normality. The most commonly used 
ones  include  support  vector  machines  (SVMs)  which  have  been  reviewed  by  section 
2.4.1.2 as well as self-organizing map (SOM). The SOM, which was initially proposed 
for  clustering  and  visualization  of  high  dimensional  data,  provides  an  unsupervised 
summary of training data using neural network. Various applications of the SOM to the 
anomaly detection have been described in [189, 190], while they have also been extended 
into generic density estimators for statistical anomaly detection [191].  
 
2.4.2.2. Anomaly detection indices   
 
The above described method obtains the advantages of fusing multi-dimensional data, 
clearly indicating abnormal events and aiding operators to make a decision. However, it 
is indicated that the traditional approach described above to calculate the control limit is 
based on the assumption that the normal data follows the single Gaussian distribution, but 
this assumption is not necessarily satisfied in the more complex processes [192]. The 
normal data might be distributed in a more complicated way, or it usually consists of a 
number of examples of ‘normal’ data with a smaller, but unknown, number of ‘abnormal’ 
data. If the traditional approaches are applied to theses two cases, the model runs the risk 
of fitting non-Gaussian data or ‘abnormal’ data and hence makes their detection more 
difficult. This might lead to the risk that out-of-control cases are missed or in-control 
situations  are  falsely  seen  as  out-of-control.  Under  this  circumstance,  Chen  and  co-
workers [192] applied a Gaussian Mixture Model (GMM) to describe the more complex 
normal  training  data,  and  the  statistic  of  log-likelihood  to  examine  how  good  the 
established GMM model fitting the current incoming vector was calculated as the fault 
detection index. Results show that more faulty events could be detected by the GMM-
based method than the conventional SPC approach. Zhang [193] also conducted GMM Chapter 2. Literature Review 
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for  the  reference  model  setup.  The  only  difference  is  that  fault  detection  indices  of 
Hotelling’s T-squared and SPE for the current vector are calculated based on each of the 
clustered components within the normal data. The result also shows the advantages over 
the traditional approaches.  
 
From the above examples, it is found that GMM is an effective way of overcoming the 
shortcomings of the traditional SPC method. It has its advantages which can be selected 
with  a  combination  of  the  other  statistics  for  the  development  of  novelty  detection. 
Roberts [194, 195] proposed Extreme Value Theory (EVT) for novelty detection that 
concerns abnormally low or high values in the tails of data distributions. His research is 
concerned with samples drawn from a distribution whose maxima distribution converges 
to the Gumbel form. This distribution gives a probability of observing some extreme 
value. The GMM is used to estimating the distribution of the normal data; hence the EVT 
probability can be used directly as the EVT distribution is derived from the same range of 
data that the GMM is fitted on. However, only the component closest to the data point 
with the minimum Mahalanobis distance is used to calculate the EVT probability as this 
dominates the EVT statistics.  
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Novelty detection has always been a hot topic for investigation. However, machinery 
fault  diagnostics  is  more  focused  on  fault  classification  rather  than  detecting  the 
occurrence of the faults. This can significantly reduce the sensitivity and accuracy of the 
fault diagnosis methods. Therefore, the above anomaly detection approaches have the 
greatest potential to be considered in the applications of machinery fault detection.  
 
2.4.2.3. Fault diagnosis 
 
It  has  been  shown  that  fault  detection  is  insufficient  for  providing  adequate  decision 
support. Fault diagnosis is always needed to identify or isolate abnormalities so that the 
appropriate maintenance plan can be carried out. In the SPC, an unsupervised method 
based on calculating the weightings of each of the applied variables to the trend of the 
fault detection indices such as T–squared and SPE has been developed, and variables 
with higher contribution values to the detected abnormal events can be identified, so that 
the location and causes of the faults could be determined. This is a complete data-driven 
approach;  no  pre-defined  knowledge  is  implemented  for  the  fault diagnosis.  Multiple 
variables  are  modulated  by  the  PCA  model,  and  then  the  contribution  values  of  the 
variables are demodulated in the same scale. This approach has been widely applied in 
chemical  plants  to  diagnose  faults  [196-198].  Although  faults  are  not  diagnosed 
automatically  with  this  approach,  it  could  help  operators  to  gain  an  insight  to  the 
abnormal process, so as to make correct judgments.  
 
On the other hand, Callan et al [182] developed a so-called ‘influence factor’ trace for 
each condition indicator in the transmission vibration monitoring system. This ‘influence 
factor’ trace could be used to locate which condition indicator is driving the detected 
anomalies. The combination of the anomaly detection index (log-likelihood in this case) 
and ‘influence factor’ is very valuable, since they could provide diagnostic information.  
 
Other diagnostic approaches also include a diagnostic GMM per-sensor method, in which 
independent  GMMs  are  trained  on  individual  sensors.  Martin  [199]  applied  such  a Chapter 2. Literature Review 
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method and calculated the independent log-likelihood score for each sensor. He reported 
that useful diagnostic capability was achieved, but required more calculating expenditure.  
 
2.4.3. Feature extraction and data filtering 
 
No  matter  what  scheme  the  practitioners  apply,  multi-fault  classification  or  anomaly 
detection, an appropriate data processing technique and extracted features from the raw 
data  are  essential  for  the  model  training.  This  is  because  these  techniques  could 
significantly improve the classification/detection rate and reduce the training time.  
 
Generally, features which are used as the inputs to models are extracted from raw data 
through  various  data  processing  techniques  in  time,  frequency  and  time-frequency 
domains. The development of these techniques associated with different sensors has been 
substantially  introduced  in  section  2.3.  But  they  could  be  playing  different  roles  in 
model-based fault classification/detection. Samanta and Al-Balushi [200] investigated the 
effects of different input signals and features on the success rate of training and testing of 
neural networks. The features were extracted through signal processing techniques, such 
as  high-pass  or  band-pass  filtration  of  the  vibration  signals,  with  and  without 
demodulation. Furthermore, they also used more elaborate signal processing techniques 
such as wavelet transform, and found that it does not affect the results significantly. They 
also found that a substantial reduction in training time was achieved due to processing 
and  the  number  of  extracted  features.  McCormick  [201]  examined  several  feature 
extraction methods including higher order statistics, velocity of vibrations etc. and their 
effects  on  the  classification  rate.  With  all  the  combinations  of  features,  a  successful 
classification rate of over 99% was achieved. Murray et al [202] investigated feature 
extraction  information  from  the  wavelet  transform,  and  compared  it  with  the  power 
spectrum  of  the  frequencies.  The  test  results  showed  that  slight  improvements  were 
obtained through the use of wavelet transforms. Lei et al [203] applied a compensation 
distance evaluation technique (CDET) to select sensitive features of time and frequency 
domains  before  using  them  as  the  input  of  the fuzzy  c-means  clustering.  The  results Chapter 2. Literature Review 
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indicated  that  the  feature  selection  process  is  critical  to  fault  classification,  and  this 
helped to increase the fault classification rate.  
 
Apart from the feature evaluation study on the model training and testing as discussed 
above, a very important issue about model training is that learning methods usually suffer 
from the curse of dimensionality [204] in the sense that if the dimensionality of the data 
is too high, a very large number of samples are needed to train the model. This requires 
reducing the dimensionality of the training data. To achieve this, a genetic algorithm (GA) 
has been applied to select appropriate features for model training. Section 2.4.1.2 has 
reviewed relevant literatures and showed that this technique could significantly improve 
the performance of fault diagnosis. On the other hand, PCA and independent component 
analysis  (ICA)  of  the  multivariate  analysis  are  also  found  to  be  very  valuable  in 
decreasing the dimensionality of the data with a complicated internal structure. In order 
to better detect lubrication abnormal condition in helicopter gearboxes, Stellman et al 
[205] applied PCA to morphology data for reducing the dimensionality. Allgood and 
Upadhyaya  [206]  performed  PCA  on  certain  statistics  in  DC  motor  diagnosis  and 
prognosis. Sun et al [207] incorporated PCA with a C4.5 decision tree to diagnose the 
faults  of  the  rotating  machinery.  These  approaches  have  all  achieved  a  better 
classification  rate  compared  with  those  without  dimensionality  reduction  techniques. 
However, as Bishop [204] indicated, the label of the applied features would be lost and 
replaced by the score vectors (principal components) after the calculation of PCA/ICA. 
This characteristic may not be serious, if the fault classification rate is the only evaluation 
index,  but  it  would  affect  the  usage  of  the  approaches  which  provide  diagnostic 
information through examining the contribution/influence factors of the applied variables, 
as these variables are related to fault mechanisms and locations. 
 
2.4.4. Comparison and combination of the AI and statistical modelling techniques for 
machinery condition monitoring   
 
In this chapter, a series of AI and statistical techniques employed in machinery fault 
classification  or  anomaly  detection  have  been  reviewed.  As  the  descriptions  of  the Chapter 2. Literature Review 
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various techniques progressed from items in section 2.3, it should have been noticed that 
there was a boundary in the development strategy that each system adopted. In fact, this 
boundary could be drawn based on the type of training data required to construct the 
model. The first category is the multi-class fault diagnostic systems which require multi-
class  training  data  representing  different  symptoms  of  the  machinery.  Based  on  this 
strategy, a large amount of automated classification systems have been developed, and 
are being improved through modification of the algorithms and implementation of the 
data pre-processing techniques. As a branch of the multi-class fault diagnostic system, 
expert systems  are basically  knowledge-based systems, and researchers usually spend 
more time collecting fault cases than developing the systems themselves. Knowledge-
based systems are easy to design, but lack the flexibility property when fresh situations 
occur. The rest of the multi-class fault diagnostic systems described in this chapter could 
all  be  classified  as  model-based  systems.  These  types  of  system  require  more 
understanding because once the system is learned, the algorithms exploit the information 
and produce a result as they are designed. It may also be found that there is a need for a 
discussion of techniques where a reduced level of knowledge is required. Fuzzy logic 
system needs a knowledge base to support the membership function, while the ANN or 
GA systems only need knowledge when they are conducting a training process. ANN has 
been recognized as the most popular and frequently used tool for automated machinery 
diagnosis and reasoning, because it contains significant advantages.  For example, the 
ANN models are relatively easy to build, and do not require too much knowledge about 
the models themselves. This benefit especially attracts the attention of engineers, and 
various engineering applications have been achieved. However, ANN still suffers from 
several problems. Firstly, at the time of writing, it is not easy to encode these networks 
with a priori knowledge, which means the physical meaning of the models could not be 
explained. On the other hand, it is not known how the training data is partitioned and 
their statistical properties could not be extracted; the only result that could be accessed is 
the  classification  rate.  Similar  to  the  AI  classification  systems,  statistical  based 
approaches have also been adopted for the development. Clustering and support vector 
machines (SVMs) are the most popular ones, but with these approaches, it can be clearly 
seen how the training data are partitioned, and these provide physical explanations of the Chapter 2. Literature Review 
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grouped areas and data. It has been proven by many applications that the statistical based 
fault classification systems obtain good classification capability, but probably need more 
system parameters of evaluation and justification. 
 
The  second  development  strategy  for  machinery  condition  monitoring  is  anomaly 
detection.  As  an  important  concept,  anomaly  detection  plays  an  important  role  in 
identifying abnormal events against the models of normality which are built with a single 
class  of  ‘normal’  training  data.  To  construct  the  normal  model,  the  kernel  density 
estimation method was originally developed with the assumption that the training data 
follow  specific  underline  distribution.  Statistical  process  control  (SPC)  was  then 
developed  and  widely  applied  in  the  chemical  plants.  However,  these  two  methods 
normally ignored the true condition of training data which may be distributed in the more 
complex way, and this led to a poor fit between the models and new observed data. 
Therefore, more sophisticated algorithms such as clustering techniques are investigated to 
construct anomaly detection models. Generally, the adopted clustering algorithms could 
be  divided  into  non-parametric  and  parametric  approaches,  in  which  non-parametric 
approaches such as k-means and fuzzy c-means clustering do not make any assumptions 
on the distribution of the training data, whereas parametric approaches assume that the 
training data could be described by a set of known mixture models such as GMM. The 
discussion about which type of clustering is superior is still on-going, but one thing that is 
already recognized and well understood is that if the form of the distribution is restricted, 
a GMM can be made to operate like k-means [208]. This important discovery unveils the 
relationship between the non-parametric and parametric clustering. Furthermore, Fraley 
and Raftery [178] also indicated that one advantage of the parametric approach is that it 
allows the use of  approximate Bayes factors to compare the model, and this gives a 
systematic means of selecting not only the parameterization of the model, but also the 
number  of  clusters.  As  mentioned  earlier,  the  other  two  important  issues  for  model 
construction are adaptation and updating which allow models to be more robust over 
time. It has also been proven that it is more practical to achieve these two requirements 
with parametric models. After the construction of the model of normality, the anomaly 
detection index needs to be calculated for each new observed data. Generally, anomaly Chapter 2. Literature Review 
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detection index could be classified into distance based and probability based. On the 
other hand, the calculation of the contribution/influence values of each variable proves to 
be very valuable to aid operators to locate faults and trace causes, although it is not an 
automatic process. Collected information from the anomaly detection could be used as 
the inputs to be fed into diagnostic or reasoning inference engines.  
 
Feature  selection  or  data  pre-processing  techniques  are  usually  conducted  before  the 
model  construction  stage  to  extract  more  information  from  the  datasets,  as  well  as 
overcoming curse of dimensionality problem. Numerical approaches have been applied to 
form series of feature sets in time, frequency and time-frequency domains, but other AI 
(e.g.  genetic  algorithm)  or  statistical  (e.g.  PCA  and  ICA)  approaches  are  utilised  to 
decrease  dimensionality  and  extract  variance  of  the  multivariate  data.  Developing 
effective pre-processing strategies can be difficult but it is a crucial stage of the process.     
 
Table  2.2  briefly  summarizes  the  most  commonly  used  AI  and  statistical  based 
approaches for the development of automated condition monitoring systems.  It should be 
noted that each of the described methods has its unique benefits and drawbacks, and has 
played  a  role  in  developing  diagnostic  systems.  The  principle  of  selection  of  these 
approaches should be based on the tasks as well as available a priori information.  
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Requires amount of work 
for model justification. 
Suffers random initial 
points problem. 
Assign cluster membership to the 
data. Easy to extract statistical 
properties of the data. Established 
methods for adapting and updating 
models.Compare models with 
varied parameters. 
Newly developed approach
A few applications on machinery 
fault diagnosis 
Parametric
Clustering
(i.e. GMM)
Not easy to extract 
statistical properties of 
the training data. Not 
easy to update models.
Models are built according to the 
distribution of training data. 
Decreasing the level of assumption. 
Newly developed approach
A few applications on machinery 
fault diagnosis 
Non-parametric
Clustering
(i.e. k-means)
unknown Easy to be built.  Mostly used method is SOM AI methods
Faults could only be 
detected, if the features
Are represented by single 
set of combination
Extract variance of the training 
data, provides more precise 
description than kernel density 
estimation. 
Widely utilized in chemical plant 
monitoring. Started been applied 
for machinery anomaly detection. 
Statistical 
Process control
(SPC)
Anomaly
detection
Ignore true condition of 
training data leading to 
poor fit. 
Easy to build, if the status of 
training data is known 
Originally developed for anomaly 
detection, less been used now
Kernel
Density estimation
Needs amount of work 
for model justification.
Multi-class training 
Obtain the good classification
Capability, data partitions are 
Clearly seen. 
Clustering and SVM algorithm are 
widely used, but seldom used for 
machinery fault classification
Statistical 
Pattern recognition
Time consuming. Needs 
multi-class training 
Increase the fault classification rate.  Newly developed approach for 
machinery fault diagnosis
Mainly used for feature selection 
Genetic algorithm
(GA)
difficult to physically 
explain the built model
Needs multi-class 
training data
Easy to build the model
does not require too much 
knowledge about model itself
Most frequently used methods for 
machinery automated fault 
diagnosis
Fuzzy logic &
ANN
Multi-class
fault
classification
Confused with novel
events
does not require too much 
computation
Widely used for automatic wear 
debris classification Expert System
Disadvantages Advantages Application status Sub-Category Category 
 
Table 2.2 Comparison of the analyzed AI/statistical methods Chapter 2. Literature Review 
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Chapter 3. Methodology and experiment of bearing wear system  
 
This  chapter  generally  consists  of  four  parts.  Section  3.1  proposes  the  development 
scheme for this study on the basis of summary of the survey in Chapter 2. In section 3.2, 
experiment  of  the  bearing  wear  system,  including  instrumentation  and  experimental 
procedure will be introduced. Sections 3.3 and  3.4 will provide the details about the 
feature  extraction  and  summary  of  the  obtained  datasets  for  the  intelligent  analysis 
respectively.  
 
3.1. Methodology of the condition monitoring scheme  
 
Chapter  2  attempts  to  summarise  recent  research  and  development  in  condition 
monitoring  techniques  and  automated  decision  support  systems  implementing  the 
condition  based  maintenance  (CBM)  programme.  Various  techniques,  models  and 
algorithms have been reviewed following the three main steps of a condition monitoring 
process, namely data collection, data processing and maintenance decision-making.  
 
In order to collect data, various sensors have been developed to reflect the health of the 
monitored components. It has been discussed that each of these sensing technologies has 
their unique benefit, and should not be easily neglected. Valuable features from multiple 
sensors are recommended for implementation for the multivariate analysis. In this study, 
one of the aims is to identify various bearing operation modes such as running-in, sub-
surface cracks, cracks and spallation in the operation life, and according to the reviewed 
literatures, some mechanisms can be detected by multiple sensors whereas several others 
could only be detected by specific ones. Therefore, in this study, multiple sensors have 
been implemented and are expected to extract multiple bearing failure mechanisms in a 
combined or unique way. Moreover, signal processing techniques in time, frequency and 
time-frequency  domains  are  essential  to  extract  reliable  sensor  features.  However,  as 
Peng and Chu [1] indicated, there is no standard rule to select wavelet functions for 
different  tasks,  and  the  problem  of  how  to  determine  the  scale  ranges  of  wavelet 
transforms is usually ignored. In order not to involve too much algorithm justification Chapter 3. Methodology and experiment of bearing wear system 
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work for wavelet transformation, it is preferred that the statistical parameters in the time 
domain  and  power  spectrum  of  the  frequency  domains  are  utilized  to  form  multiple 
feature sets. Moreover the extracted features are not always clean, and always contain 
missing or sparse data (i.e. single spikes), and these unusual data will sometimes confuse 
the fault detection results (i.e. increasing false alarm rate), so the problem of how to 
handle these unusual data is becoming important.  
 
Having obtained the processed multivariate features, decision support needs to be carried 
out  to  provide  information  on  whether  the  machinery  is  abnormal  or  not,  where  the 
anomalies are and what the causes are for these abnormalities. Among these tasks, the 
latter  two  have  drawn  great  attention  from  researchers,  and  various  automated  fault 
classification  systems  have  been  developed.  However,  irrespective  of  the  approaches 
mentioned above, the general procedure is almost unified for an automated scheme: a set 
of experimental data representing various conditions of the bearing needs to be generated 
by simulating or introducing faults on different components (e.g. inner race, outer race or 
rollers of bearings) or with varied severity (e.g. different sizes of defects), and then, the 
selected system can ‘learn’ from such training  datasets. Finally, the testing dataset is 
applied to validate how well developed the system is by calculating the classification rate. 
Although the performance of these developed systems is consistently being improved 
with the adaptation of algorithms or implementation of data pre-processing and feature 
selection techniques, there are still several concerns over this development strategy: 1) it 
is not easy to obtain training data covering all aspects of bearing symptoms, for example, 
data of bearing sub-surface cracks; 2) simulated faults represent realistic bearing fault 
conditions, as bearings usually experience much more complicated propagation processes, 
even if the seeded faults were introduced beforehand; 3) multi-class fault classification 
strategy is focused on accurate fault classification, but this seems insufficient if the task is 
to detect novel events (i.e. different bearing wear mechanisms such as crack and spllation) 
from the datasets. It should be noted that these concerns are not intended to doubt the 
classification capability of these developed systems but to point out that new strategies 
might be needed if the task is to extract and explain more valuable information from the 
time history of the datasets.  Chapter 3. Methodology and experiment of bearing wear system 
  - 91 -
 
In order to provide early warning of the potentially ill-defined possible failures, and to 
cope with the limitation of the multi-class training data which are required during the 
training  phase  of  the  machine  learning  methods,  anomaly  detection  is  conducted  to 
identify whether the machine condition deviates from a model of normality. Under this 
circumstance,  several  unsupervised  machine  learning  techniques  such  as  Gaussian 
mixture model (GMM), k-means clustering and self-organizing map (SOM) were applied 
to summarize the distribution of the training data. Although it is reported in many studies 
that the detection performance could be significantly improved by characterization of the 
training data, a very practical problem is also proposed which is that the training data 
might include a certain amount of unknown anomalies, so that the model could not be 
expected to respond to these anomalies that have been used to construct the model of 
normality. Therefore, the established model needs adaptation to make sure it is sensitive 
to these anomalies. Apart from fault detection, in the applications of SPC, the so-called 
contribution values are also calculated for each applied feature to examine which features 
are driving the detected anomalies so that diagnostic information can be obtained. The 
described anomaly detection strategy has three major advantages: 1) the model is built 
with a single class of normal data which is the most easy-to-obtain data; 2) the operating 
conditions  can  be  monitored  through  time  histories  of  anomaly  detection  indices  to 
extract abnormal information; 3) the diagnostic information is given by an unsupervised 
method without prior knowledge, and the feature impact can be examined at any period 
of  interest  to  extract  the  ‘where’  and  ‘what’  information.  These  characteristics  of 
anomaly  detection  satisfy  the  current  requirement  for  information  extraction,  hence 
anomaly detection is chosen as the fundamental development strategy for bearing fault 
detection and diagnosis. 
 
Figure  3.1  shows  a  flow  chart  of  the  methodology  of  the  proposed  scheme.  At  the 
beginning,  multiple  features  are  extracted  from  the  raw  data  by  signal  processing 
techniques, and both training and testing datasets are created for further analysis. Next, 
the Gaussian Mixture Model (GMM) is utilized to characterize the training data, and a 
preliminary anomaly detection model is established. Nevertheless, as described above, Chapter 3. Methodology and experiment of bearing wear system 
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the  constructed  model  needs  adaptation  to  make  sure  it  is  sensitive  to  anomalies,  so 
innovative  methods  are  adopted  to  locate  and  trim  Gaussian  components  that  are 
associated  with  anomalies.  After  the  model  adaptation,  cleaned  training  data  and  an 
adapted anomaly detection model are obtained, and these two elements are then used to 
generate a threshold line for anomaly detection. The scheme then calculates the anomaly 
detection index (Hotelling’s T-squared statistic in this study) of the testing data against 
the  adapted  model  to  discover  abnormal  events  which  are  above  the  threshold  line. 
Finally,  Principal  Component  Analysis  (PCA)  is  applied  to  the  adapted  model  and 
cleaned training data, and the testing data is fed into the PCA model, so that the features 
contribution values can be estimated to obtain diagnostic information.  
 
More details and the theoretical background of the methodology used  to develop the 
proposed scheme have been introduced in Chapter 2 of this thesis, and information on 
feature extraction and utilized experimental bearing datasets are provided in Chapter 3. 
Chapters 4, 5 and 6 present the results of the anomaly detection model construction and 
anomaly detection as well as diagnosis, respectively. In order to further investigate the 
robustness of the developed approaches, multivariate data are also simulated in Chapter 7. 
Finally, conclusions and future work are given in Chapter 8. Table 3.1 summarizes the 
key elements of the developed scheme, and could be utilized as the reference throughout 
the whole thesis.  Chapter 3. Methodology and experiment of bearing wear system 
  - 93 -
1.The bearing tests were carried out to obtain the 
multiple sensing data. On the other hand, synthetic
multivariate data are also implemented to validate
Developed scheme 
2.The Signal processing techniques were Applied to get 
various features in both time and frequency domains.
3.Normally,baseline tests are used as training data to 
build the model of normality; while the failure tests are 
used as the testing data to detect anomalies. 
Raw data
Processed
features
Training data
Testing data
4.Normalization
/median filtering
Normalized
Training data
Normalized
Testing data
7.Anomaly 
detection
2.Processing
Model of normality
Anomaly score
Normal/abnormal
classification
Original
Model of 
normality
Normal Model
Adaptation 
Normal Model
updating
5.Model generation
8.Features impact
evaluation
Features
Contribution values
For diagnosis
1.Experiment
3.Creation of
Training/testing 
datasets
6.Selecting 
appropriate 
testing data
Selected
Testing data
4.Normalization was applied to both training & testing
data, and the rogue data are also filtered by median 
filtering techniques.
5.Main work of the project: various training parameters and 
their effect on the model building anomaly detection were 
evaluated. And two key problems In the anomaly detection
were addressed by the developed  approaches of model
adaptation and updating. 
6.The method is developed to select appropriate
Testing data to update the model of normality.
7.Anomaly detection is conducted by calculating
the Hotelling’s T-squared distance between the
testing samples and origin of the model of normality
8.Contribution values of the applied features to the
T-squared distance are compared and the diagnostic
Information could be provided.
Flow chart of the developed anomaly detection/diagnostic scheme
Please see the page 69 for more detailed explanation:
1.The bearing tests were carried out to obtain the 
multiple sensing data. On the other hand, synthetic
multivariate data are also implemented to validate
Developed scheme 
2.The Signal processing techniques were Applied to get 
various features in both time and frequency domains.
3.Normally,baseline tests are used as training data to 
build the model of normality; while the failure tests are 
used as the testing data to detect anomalies. 
Raw data
Processed
features
Training data
Testing data
4.Normalization
/median filtering
Normalized
Training data
Normalized
Testing data
7.Anomaly 
detection
2.Processing
Model of normality
Anomaly score
Normal/abnormal
classification
Original
Model of 
normality
Normal Model
Adaptation 
Normal Model
updating
5.Model generation
Original
Model of 
normality
Normal Model
Adaptation 
Normal Model
updating
5.Model generation
8.Features impact
evaluation
Features
Contribution values
For diagnosis
1.Experiment
3.Creation of
Training/testing 
datasets
6.Selecting 
appropriate 
testing data
Selected
Testing data
4.Normalization was applied to both training & testing
data, and the rogue data are also filtered by median 
filtering techniques.
5.Main work of the project: various training parameters and 
their effect on the model building anomaly detection were 
evaluated. And two key problems In the anomaly detection
were addressed by the developed  approaches of model
adaptation and updating. 
6.The method is developed to select appropriate
Testing data to update the model of normality.
7.Anomaly detection is conducted by calculating
the Hotelling’s T-squared distance between the
testing samples and origin of the model of normality
8.Contribution values of the applied features to the
T-squared distance are compared and the diagnostic
Information could be provided.
Flow chart of the developed anomaly detection/diagnostic scheme
Please see the page 69 for more detailed explanation:
Figure 3.1 Flow chart of the developed scheme 
94 Chapter 3. Methodology and experiment of bearing wear system 
  - 94 -
1.The bearing tests were carried out to obtain the 
multiple sensing data. On the other hand, synthetic
multivariate data are also simulated and implemented 
to validate developed scheme. (chapter 3 & 7) 
Key words: multiple sensing data, simulated data
2.The Signal processing techniques were Applied to get 
various features from multiple sensors in both time and
frequency domains. (chapter 3)
Key words: signal processing, features
3.The processed datasets are divided into two parts: 
training and testing. Normally, baseline tests are used 
as training data to build the model of normality; while 
the failure tests are used as the testing data to detect 
anomalies. (chapter 3)
Key words: training data, testing data
4.Normalization was applied to both training & testing
data, and the rogue data are also filtered by median 
filtering techniques. (chapter 3)
Key words: Normalization
5.1.The model of normality was originally built with 
Gaussian mixture model (GMM). And  various training 
parameters and their effect on the model building 
anomaly detection were evaluated. (section 4.4)
The evaluated parameters includes: 
a. Number of candidate models: Controls the number 
of candidate models before selecting the best answer 
from set of tries. Because clustering involves some 
randomness, different attempts at clustering may 
produce quite different results. 
b. Initial Iteration: Value to limit the number of 
iterations used to generate each candidate model 
before the best model is selected for further iteration. 
c. Shape of the Gaussian components (diagonal or 
full covariance structure)
On the other hand, BIC score, similarity between 
clusters and accuracy rate of anomaly detection are 
used to examine these parameters.
Keywords: stabled model, evaluated parameters
6.The method is developed to select appropriate
testing data to update the model of normality. Basically,
We’d like to include the testing data at steady state to 
update the model without thinking of the data at 
running-in or faulty areas. The developed approach 
could identify the data of interest. (section 4.6)
Keywords: selection of appropriate testing data
7.Anomaly detection is conducted by calculating
the Hotelling’s T-squared distance between the
testing samples and origin of the model of normality.
On the other hand, the threshold value was set through 
running the training data through the model of normality 
and then to Incorporate with Extreme value statistic. 
(chapter 5)
Keywords: anomaly detection, T-squared distance, 
threshold set-up
8.Contribution values of the applied features to the
T-squared distance are compared, as the processed 
features are related to location of the sensors and  the
defect part within the bearings, so the contribution 
values relate to the indication of which sensor features 
are driving the detected anomalies. (chapter 6)
Keywords: contribution value, fault diagnosis
5.2.Apart from the parametric discussion, two key 
problems that are usually encountered in the model 
construction are also addressed. They are:
a. Model adaptation: it is expected that the model is 
trained with the data that includes anomalies,
So the model could not be expected to respond to 
these abnormal data if they occurred in the testing data.
Therefore the model is adapted so that its predictions 
do become sensitive to these anomalies. (section 4.5) 
b. Model updating: Sometimes, the developed model 
of normality might have nothing to do with the testing 
data, because of the changes of load or speed regimes. 
So it is necessary to consistently update with the data 
from the testing data, so that the testing data could be 
evaluated with the model of normality. (section 4.6)
Keywords: Adapted model, updated model
1.The bearing tests were carried out to obtain the 
multiple sensing data. On the other hand, synthetic
multivariate data are also simulated and implemented 
to validate developed scheme. (chapter 3 & 7) 
Key words: multiple sensing data, simulated data
2.The Signal processing techniques were Applied to get 
various features from multiple sensors in both time and
frequency domains. (chapter 3)
Key words: signal processing, features
3.The processed datasets are divided into two parts: 
training and testing. Normally, baseline tests are used 
as training data to build the model of normality; while 
the failure tests are used as the testing data to detect 
anomalies. (chapter 3)
Key words: training data, testing data
4.Normalization was applied to both training & testing
data, and the rogue data are also filtered by median 
filtering techniques. (chapter 3)
Key words: Normalization
5.1.The model of normality was originally built with 
Gaussian mixture model (GMM). And  various training 
parameters and their effect on the model building 
anomaly detection were evaluated. (section 4.4)
The evaluated parameters includes: 
a. Number of candidate models: Controls the number 
of candidate models before selecting the best answer 
from set of tries. Because clustering involves some 
randomness, different attempts at clustering may 
produce quite different results. 
b. Initial Iteration: Value to limit the number of 
iterations used to generate each candidate model 
before the best model is selected for further iteration. 
c. Shape of the Gaussian components (diagonal or 
full covariance structure)
On the other hand, BIC score, similarity between 
clusters and accuracy rate of anomaly detection are 
used to examine these parameters.
Keywords: stabled model, evaluated parameters
6.The method is developed to select appropriate
testing data to update the model of normality. Basically,
We’d like to include the testing data at steady state to 
update the model without thinking of the data at 
running-in or faulty areas. The developed approach 
could identify the data of interest. (section 4.6)
Keywords: selection of appropriate testing data
7.Anomaly detection is conducted by calculating
the Hotelling’s T-squared distance between the
testing samples and origin of the model of normality.
On the other hand, the threshold value was set through 
running the training data through the model of normality 
and then to Incorporate with Extreme value statistic. 
(chapter 5)
Keywords: anomaly detection, T-squared distance, 
threshold set-up
8.Contribution values of the applied features to the
T-squared distance are compared, as the processed 
features are related to location of the sensors and  the
defect part within the bearings, so the contribution 
values relate to the indication of which sensor features 
are driving the detected anomalies. (chapter 6)
Keywords: contribution value, fault diagnosis
5.2.Apart from the parametric discussion, two key 
problems that are usually encountered in the model 
construction are also addressed. They are:
a. Model adaptation: it is expected that the model is 
trained with the data that includes anomalies,
So the model could not be expected to respond to 
these abnormal data if they occurred in the testing data.
Therefore the model is adapted so that its predictions 
do become sensitive to these anomalies. (section 4.5) 
b. Model updating: Sometimes, the developed model 
of normality might have nothing to do with the testing 
data, because of the changes of load or speed regimes. 
So it is necessary to consistently update with the data 
from the testing data, so that the testing data could be 
evaluated with the model of normality. (section 4.6)
Keywords: Adapted model, updated model
The explanation and 
keywords in this table 
can be used as the 
reference throughout 
the thesis 
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3.2. Experiment and instrumentation 
 
The  original  proposed  bearing  condition  monitoring  strategy  at  the  beginning  of  this 
study has been developed and verified through both experimental and simulated data. 
This chapter presents how the experimental data were obtained with the details of the 
bearing tests. It should be noted that the experimental bearing data utilised in this thesis 
was originally collected by Dr. Terry Harvey and Mr. Mark Craig [2, 3]. The following 
sections  will  briefly  describe  the  experimental  set-up  and  test  conditions  used  to  run 
accelerated testing of taper roller bearings, as well as the signal processing techniques 
deployed for feature extraction.  
3.2.1. General 
 
The bearing rig is positioned on a concrete block with a steel-mounting frame upon an 
oil-drip  tray.  The  experimental  parameters  used  for  the  bearing  accelerated  tests  are 
shown in Table 3.2 [2].  
                                          General 
Speed:  2500 rpm  
Maximum load:  20 kN (200% max. dynamic 
load) 
Lubricant:  TRB 115-032 
Lubricant flow rate:  4 litres min
-1 
                                         Bearings 
Outer race:  LM67010 
Cone:  LM67048 
Contact angle:  13.5
o 
Pitch diameter:  1.78" (45.226 mm) 
Inner diameter:  1.25" (31.75mm) 
Outer diameter:  2.328" (59.13mm) 
Bearing width:  0.6467" (14.43 mm) 
Rollers per row:  19 
Mean roller diameter:  0.2436 in. (6.186 mm) 
 
Table 3.2 Experimental conditions 
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The bearings used in the experiments are taper roller bearings (Timken LM67010 and 
LM67048) see Table 3.2 for specification. The rig utilises four bearings: two support 
bearings are located in the two end housings and two test bearings are installed in the 
centre housing. Figure 3.2 shows a section of the bearing test chamber.  
 
Figure 3.2 Bearing test chamber 
  
There were two types of tests carried out, and their generated data were used in this thesis: 
one is the base-line test, in which healthy bearings were tested to obtain the base-line data; 
the other one is the run-to-failure tests that were accelerated by having an indent pre-
seeded on the inner race of the test bearing No.2 prior to each test. These tests were 
conducted by Dr. Terry Harvey and Mr. Mark Craig, and more details about the tests can 
be found in [2, 3]. As Figure 3.3 (a) shows, the pre-indenting conducted by Timken 
company was on the inner race and achieved by applying a Rockwell Hardness testing 
machine with a ‘C’ diamond and a Rockwell C scale. This process applies a 150-kgf load 
with an included angle of 120
o. The profile of pre-indentation on the modified surface is 
Support 
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shown in Figure 3.3 (b). The loading of the test bearings is also included as another 
driving factor of accelerated test; a hydraulic system was used to apply pressure (radial 
load) to a piston, which pushes against the centre housing accommodating the two test 
bearings (one with pre-indentation), as shown in Figure 3.2. Furthermore, drive end and 
bolt end in the figure respectively imply two ends of the shaft which connects the driving 
motor and is tightened by a bolt.  
 
Figure 3.3 (a) optical image of indent; (b) profile from 2-D Talysurf profilometer with 3 µm diamond tip 
stylus; (c) optical image of inner raceway and indent location 
 
The oil recirculation system (see Figure 3.4) consists of mainly copper and rarely nylon 
pipework with brass connectors [2]. The flow rate is controlled and monitored by the 
bypass system and flow meter respectively. The oil circulation system contains two types 
of filter: conventional paper filters which can capture debris up to 25 µm, positioned 
before  the  test  housing, and  the  one  for  the  collection  of  6  µm  debris,  after  the  test 
housing  but  before  the  oil  pump.  The  second  type  of  filter  is  magnetic,  to  enable 
collection of ferrous debris generated during testing, and this filter is located just before 
the bearing chamber.  
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A hydraulic system applied a radial load to a piston which induced pressure to the test 
housing. The bearing load was 20 kN, which produces an equivalent Hertzian contact 
pressure between the roller and raceway of 2.5 GPa, with a line contact width of 200 µm. 
The end load was applied axially by the screw thread. It should be noted that the test was 
accelerated by overloading the test bearings, approximately 200% dynamic rating. The 
reason for applying the dynamic loading rating rather than static load is that the static 
load of a bearing block for a given diameter ballscrew is a measure of the capacity of the 
bearing  block  to  support  the  load  under  non-operating  conditions.  The  dynamic  load 
rating is a measure of the applied operating load the bearing blocks can withstand. In a 
radial load application, the load is usually supported by raceways or rollers. The screw is 
primarily used to move the load. For this reason, the dynamic load rating of the bearing is 
more critical than the static load. As the Table 3.5 shows, all the bearing tests utilised in 
this thesis were accelerated with the dynamic load rating, and more introduction about 
dynamic load rating calculation can be found in [2,3].      
 
 
Figure 3.4 Schematics of the whole bearing monitoring system   
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3.2.2. Sensing technologies  
 
There are three sets of monitoring devices fitted to the rig and these include: vibration 
sensing, electrostatic sensing and two Macom Technologies devices [4] measuring debris 
production. The installation positions of all the sensors can be found in Figure 3.5.  
 
Among these sensors, a single vibration sensor is mounted on a vibration stock installed 
on the front housing. The vibration sensor is a piezoelectric type, with a sensitivity of 
28.9 pCg
-1. The set-up of this parameter can be found in [2, 3].  
 
The electrostatic sensors employed to monitor bearing performance can be divided into 
two types. The first type is a wear-site sensor (WSS), Which detects electrostatic charge 
in the vicinity of the bearings. There are three electrostatic wear-site sensors installed in 
the bearing rig, WSS1 and WSS3 monitor two support bearings (#1 and #4 respectively); 
WSS2 monitors two test bearings (#2 and #3), as illustrated in Figure 3.5. The second 
type of electrostatic sensor is the oil-line sensor (OLS). Generally, it consists of two ring 
sensors located in the oil recirculation system, which detect charge associated with the 
passing debris generated from the bearings.   
 
 
Figure 3.5 Installation poisons of the WSS sensors 
WSS1  WSS2  WSS3 
Sensor head/face 
No.1  No.2  No.3  No.4 
No.1      No.2    No.3      No.4 
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The Macom TA10 works when oil passing through the transducer coil and the condition 
of this can be slightly changed as a result of the existence of metallic particles. Ferrous 
particles increase the inductance because of their high relative permeability, while non-
ferrous metallic particles reduce the inductance because of eddy currents occurred in the 
particles.  Thus,  the  signal  phase  for  ferrous  and  non-ferrous  debris  is  opposite  and 
enables the device to discriminate between ferrous and non-ferrous debris. Furthermore, 
the  signal  magnitude  provides  a  measure  of  debris  size  and  concentration.  The 
measurement sensitivity of the TA10 is down to 50 µm [2, 4].   
 
The Macom TA20 is trigged at the time of oil samples flowing through the device. The 
accumulated ferrous debris collected by sensor probe can modify magnetic flux in the 
internal circuit. This modification of flux is then converted into an electrical signal, which 
correctly  reflects  the  total  amount  of  collected  debris.  The  TA20  detects  magnetic 
saturation while the flow cleans the accumulated particles as a result of a flush cycle 
where  the  magnet  is  drawn  back  from  the  oil  line.  A  non-magnetic  boundary  in  the 
middle of the oil and the magnet helps to keep integrity of oil line. Finally, the magnet 
precisely returned to the original position in the oil line after the completion of the flush 
cycle. Furthermore, factor of time is taken into account while measuring bulk particulate 
load, and rate of debris production can therefore be easily estimated [2, 4].  
 
Apart from the on-line sensing techniques, off-line debris analysis was conducted with 
the oil samples collected at a drain point during testing. Due to the large volume oil 
stored in the reservoir, the reduction of oil is assumed to have a limited effect on the 
lubrication of the bearings. These off-line techniques are generally used as the assistant 
physical evidence to the on-line data analysis.   
 
As a type of off-line analysis, Ferrographic analysis indicated the severity of wear index 
SI = (AL
2 – AS
2) where AL and AS represent the fractal area filled by large and small 
debris  respectively.  In  the  experiments  conducted  by  Mr.  Mark  Craig  [3],  the  large 
abnormal debris is greater than 15 µm and small normal debris is sub 5 µm [5, 6].  
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The HIAC portable oil  diagnostic system  (PODS) type 2 was also used in the Mark 
Craig’s  experiments  as  another  off-line  test.  An  average  count  from  3  test  cycles  is 
applied  to  ensure  consistent  debris  diffusion  throughout  the  whole  sample,  which  is 
accumulated  according  to  bin  size  between  4-64  µm  and  defined  using  National 
Aerospace Standard (NAS) 1638 [3].  
3.2.3. Data logging & analysis system  
 
Both electrostatic and vibration sensors are connected to a charge amplifier via low-noise 
microdot cables. The amplifier converts the charge signals to measurable voltage outputs 
that are fed into an A/D acquisition system. The raw voltage signal is then conditioned 
with a signal processing unit and processed in both time and frequency domains. Finally, 
AI-based  data  mining  techniques  are  carried  out  to  obtain  the  bearing  condition 
monitoring and fault diagnosis. The sampling rate for vibration and WSSs raw data was 
set to 8190 Hz, and for the OLS was set to 2048 Hz in the experiments [2, 3]. The band-
pass frequency requirement of the charge amplifier was fulfilled by a high pass filter of 
1Hz and low pass filter of 10 kHz, which excludes effect of dc drift and high frequency 
noise. This band-pass frequency set-up was experimentally tested and provided by the GE 
Aviation.  The  on-line  signal  processing  system,  developed  by  GE  Aviation,  includes 
processed parameters in both time (i.e. RMS value) and frequency (i.e. Power spectral 
density) domains recorded every 2 seconds.  
3.3. Feature extraction 
 
3.3.1. Time domain features  
 
The post-processed signal features from the three types sensors (vibration, WSSs and 
OLS) were extracted to construct the training and testing data sets. For vibration and 
WSS  sensors,  the  RMS  value  is  selected  as  the  time  domain  feature.  For  the  OLS 
analysis, three time domain parameters including RMS values of the two oil line sensors 
and  the  cross-correlated  value  that  couples  the  two  OLS  sensors  to  identify  charge 
moving at the oil flow rate were utilized to generate the training data set. This training 
and testing set was produced one point every two seconds [2, 3].  Chapter 3. Methodology and experiment of bearing wear system 
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Figure 3.6 illustrates the RMS values of the three types of sensors. It is found that, with 
the same processed feature, such as vibration RMS value in Figure 3.6 (a), mean value, 
minimum value and maximum value (each error bar implies the maximum, mean and 
minimum RMS values during each test) between different tests deviate significantly. This 
phenomenon appears obviously between the baseline tests (i.e. tests 9, 11 and 12) with 
the healthy bearing condition and the run-to-failure tests (i.e. tests 16, 17, 18 and 20) with 
the fatigue damaged condition at the end of the tests. In baseline tests, it is seen that the 
mean, minimum and maximum values are closed to each other; this is due to the flat trend 
and  low  value  of  the  data  throughout  the  tests. On  the  other  hand,  maximum  values 
dramatically increase in the run-to-failure tests because of the increasing trend and higher 
values associated with substantial damages. Furthermore, the RMS values between five 
sensors also show great difference. For example, WSS1 and WSS3 in Figures 3.6 (b) and 
(d) are found with lower RMS values with relatively flat trend compared to the ones in 
WSS2. Since these wear site sensors monitor different situations and bearings with varied 
fault conditions, which provide the ability to extract diagnostic information in this study. 
From  Figure  3.6,  two  discovered  characteristics  (differences  between  the  tests  and 
differences between the sensors for each individual test) can be found and maybe utilised 
in the later analysis. For example, the differences between the Max/Mean/Min values in 
baseline tests (e.g. test 9, 11, 12 and 19) are much smaller than those in run-to-failure 
tests (all except baseline tests); the difference between the sensors can help to locate the 
faults and this information is expected to be automatically extracted by the developed 
approaches.  
 
For the time domain features, other statistics such as standard deviation, skewness and 
kurtosis  can  also  be  calculated  and  implemented.  However,  having  considered  the 
number of data points, and in order not to trigger the problem of ‘curse of dimensionality’ 
(introduced in section 2.4.3), these time domain features have not been included in the 
datasets for the intelligent analysis, but may be considered in the future study.   
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Figure 3.6 Max, Mean and Min RMS values of the 5 applied sensors for all the 14 tests 
 (Max/min RMS values are top/bottom of the error bar) 
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3.3.2. Frequency domain features  
 
To form the vibration and WSSs training set, six dimensional features were selected for 
each of the two sensing technologies. In these features, the first and second dimensions 
were  chosen  as  the  RMS  value  of  the  time  domain  and  the  energy  at  the  rotational 
frequency respectively. The third to sixth features are based on the energies at the bearing 
defect  frequencies,  i.e.  races,  rollers  and  cage.  These  features  are  used  to  reveal  the 
information on the bearing components. Each energy was externally clocked using the 
once-per-revolution  signal  from  the  shaft  tachometer.  Datasets  of  RMS  value  and 
energies  at  bearing  defect  frequencies  were  produced  at  two  points  per  minute.  The 
bearing  defect  frequencies  are  listed  as  the  equations  (2.1)-(2.4)  show  and  Table  3.3 
summarises  calculated  frequencies  for  each  frequency-domain  feature.  Figure  3.7 
illustrates typical FFT spectra of vibration and WSS2 electrostatic signals at different 
sampling times obtained from test 16 data which shows a typical steady increasing trend 
of the amplitude at particular frequency bands.  
 
Shaft Rotating speed (rpm)  2500 
Tapered Roller Bearing element frequency   Value (Hz) 
Shaft rotating (Tacho) frequency  42 
Fundamental train (or Cage) frequency  18.063 
Roller spin frequency   149.617 
Inner Race defect frequency  448.473 
Outer race defect frequency  343.194 
Rolling element defect frequency  299.233 
  
 
From  Figure  3.7,  it  is  found  that,  with  the  time  progressing,  amplitude  at  specific 
frequency bands steadily increases, i.e. vibration amplitude at around 1000Hz and WSS2 
amplitude at 500 Hz. These amplitude values at specific frequency bands can be collected 
continuously as the time passes and then used to form the processed feature sets as the 
function of time for the intelligent analysis at later stages. Take WSS2 amplitude for 
example, it is seen that at particular frequency bands, such as 40-100 Hz and 300-400 Hz, 
the amplitude of the feature steadily increased, which means the elements of the bearing 
Table 3.3 Calculated frequencies for bearing elements  Chapter 3. Methodology and experiment of bearing wear system 
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associated with these frequencies may be experiencing a wear propagation process, and 
the proposed approaches are expected to extract or enhance this trend.   
 
 (a) 
(b) 
Figure 3.7 Waterfall plots for the frequency spectrum,  
(a)shows the plot of vibration signal, (b) shows the plot of WSS2 signals Chapter 3. Methodology and experiment of bearing wear system 
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Table  3.4  summarises  the  27  features  discussed  above  in  both  time  and  frequency 
domains. These features include the RMS values for vibration, WSSs and OLS; and the 
five  spectral  energies  at  bearing  defect  frequencies  for  vibration  and  WSSs.  These 
features are extracted for both training and testing data and used not only in a combined 
way  for  the  multivariate  anomaly  detection  but  also  in  a  separate  way  to  reveal  the 
diagnostic information     
 
Vibration  WSS1  WSS2  WSS3  OLS 
1.RMS  7.RMS  13.RMS  19.RMS  25.RMS1 
2.Tacho Energy  8.Tacho Energy  14.Tacho Energy  20.Tacho Energy  26.RMS2 
3.Cage Energy  9.Cage Energy  15.Cage Energy  21.Cage Energy  27.Cross-correlated values 
4.Roller Energy  10.Roller Energy  16.Roller Energy  22.Roller Energy   
5.Outer Race 
Energy 
11.Outer Race 
Energy 
17.Outer Race 
Energy 
23.Outer Race 
Energy   
6.Inner Race 
Energy 
12.Inner Race 
Energy 
18.Inner Race 
Energy 
24.Inner Race 
Energy   
Front 
housing 
Vicinity of  
Bearing1 
Vicinity of 
Bearings2&3 
Vicinity of 
Bearing4 
Oil-line 
 
Table 3.4 Extracted features for the data analysis  
 
It should be noted that the bearing fault frequencies used as features in the thesis are the 
theoretical values calculated for each of the bearing rolling elements. In practice, roller 
bearings experience slippage, which causes random variations in the fault frequencies. In 
addition, bearing fault frequencies usually have extremely low energy. Many research 
work have reported that the vibration based bearing diagnostics can be based on more 
advanced  signal  processing  techniques  such  as  envelope  analysis,  which  shows  up 
bearing fault frequencies indirectly via modulation of excited structural resonance.  It is, 
therefore, likely that this choice of features could lead to the difficulties in the different 
stages of the data fusion process, and evaluation of more advanced signal processing 
techniques are essential for the future study.  
3.4. Summary of the datasets  
 
In this thesis, 14 sets of data are utilized to validate the proposed anomaly detection and 
diagnostic scheme. Table 3.5 summarises the acquired datasets and their test conditions 
and functions. From the test condition used, there are two modes of test, the first one is Chapter 3. Methodology and experiment of bearing wear system 
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the baseline test, in which bearings are free from defects; the second one is the defect test, 
in which the inner race of one of the test bearings was pre-indented to accelerate the 
fatigue failure process (For details of the test conditions, such as bearing pre-indentation 
and dynamic load setup can be found in section 3.2.1). According to the investigation of 
the  development  strategy  of  the  condition  monitoring  scheme,  the  central  idea  of 
utilization  of  these  data  is:  the  baseline  datasets  are  collected  to  build  the  anomaly 
detection  model  representing  the  normal  operating  condition,  while  the  defect  test 
datasets  are  evaluated  against  the  established  model  to  detect  anomalies  as  well  as 
diagnosing detected anomalies. As Table 3.5 indicates, baseline tests 9, 11, 12 and 19 are 
used  to  construct  the  anomaly  detection  model,  while  the  remainder  of  the  data  are 
evaluated against the model as the testing data. It should be noted that although all the 
defined  testing  data  have  been  evaluated  against the  model,  five  cases  are  chosen  to 
present in this thesis based on their different damaged conditions. For example, test 20 
data  [3]  contains  the  insignificant  precursor  information;  the  anomaly  detection  and 
diagnostic results in this thesis will show how the prognostic window is significantly 
improved relative to the original feature plots. Another test (test 16) [2] will also be 
implemented to demonstrate the capability and benefits of the proposed scheme that the 
prognostic information can be extracted and enhanced.  
 
Figure 3.8 illustrates the input pattern matrix for each of the 14 bearing datasets, and it 
should be noted that the values of the matrices have been normalised and scaled, and 
suitable for being the input of modelling. In each matrix, extracted 27 features at selected 
sampling periods are presented. Take test 20 for example, feature values in the running-in 
period (5 hours) are relatively high, while the values in the steady state (10-50 hours) 
become steady and low. However, when the bearing was entering the wear-out stage (60 
hours), values of the features increases dramatically. These discovered characteristics in 
the input pattern matrix are expected to be analysed and found in intelligent processing 
stage.   
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Test Number  Test Load / kN(max.)  Load changes  Test Duration / hours  Defect Bearing #  Speed/rpm 
9  15  Increased to 15 kN at 4 hour 25 min.  72  None (baseline)  2500 
10  15  Increased to 15 kN at 4 hour 38 min.  34  2  2500 
11  15  Increased to 15 KN at 4 hour 15 min.  48  None (baseline)  2500 
12  15  Increased to 15 kN at 4 hour 25 min.  48  None (baseline)  2500 
13  15  Increased to 15 kN at 4 hour 00 min.  48  2  2500 
14  20  Increased to 15 kN at 4 hour 00 min. Increased to 20 kN at 71 hour 8 min.  85  3  2500 
15  20  Increased to 15 KN at 2 hour 49 min. Increased to 17.5 KN at 3 hour 36 min. Increased to 20 kN at 4 hour 5 min.  24  2  2500 
16  20  Increased to 15 KN at 4 hour 34 min. Increased to 17.5 hour at 24 hour 5 min. Increased to 20 kN at 48 hour 15 min.  72  2  2500 
17  17.5  Increased to 15 KN at 4 hour 8 min. Increased to 17.5 kN at 30 hour 00 min.   105  2  2500 
18  17.5  Increased to 15 KN at 4 hour 10 min. Increased to 17.5kN at 27 hour 5 min.  233  2  2500 
19  20  Increased to 20 kN at 4 hour  80  None (baseline)  2500 
20   20  Increased to 20 kN at 4 hour  62  2  2500 
21  20   Increased to 20 kN at 4 hour   76  2  2500 
22  20   Increased to 20 kN at 4 hour   165  2  2500 
           
Test Number  Available features  Damage (Comments)  Weight loss (races)  Application  Date 
9  6 Vib,18 WSS, 3 OLS  None  2.1 mg  Training data  Jun-02 
10  6 Vib,18 WSS, 3 OLS  Major damage to inner and outer races of bearing 2  304.9 mg  Anomaly detection & diagnosis  Jul-02 
11  6 Vib,18 WSS, 3 OLS  None  0.95 mg  Training data  Aug-02 
12  6 Vib,18 WSS, 3 OLS  None  0.93 mg  Training data  Sep-02 
13  6 Vib,18 WSS, 3 OLS  None (Debris recovered 13 mg)  13 mg  Anomaly detection & diagnosis  Sep-02 
14  6 Vib,18 WSS, 3 OLS  Damage near defect on the inner race of bearing 3, damage to shaft from bearing rotation  11.3 mg  Anomaly detection & diagnosis  Oct-02 
15  6 Vib,18 WSS, 3 OLS  None, but the motor was found damaged at later period of running, causing increasing level of vibration  3 mg  Anomaly detection & diagnosis  Oct-02 
16  6 Vib,18 WSS, 3 OLS  Major damage to inner race of bearing 2  1033.8 mg  Anomaly detection & diagnosis  Dec-02 
17  6 Vib,18 WSS, 3 OLS  Major damage to inner race of bearing 2  61.19 mg  Anomaly detection & diagnosis  Feb-03 
18  6 Vib,18 WSS, 3 OLS  damage to inner race of bearing 2, but lots of damage to one roller of bearing 2  149.03 mg  Anomaly detection & diagnosis  May-03 
19   6 Vib,18 WSS, 3 OLS  None  0.3716 mg  Training data  Mar-07  
20   6 Vib,18 WSS, 3 OLS  Major damage to outer race and rollers of bearing 4  255.79 mg  Anomaly detection & diagnosis   Jan-07 
21  6 Vib,18 WSS, 3 OLS  Small spalls to the inner race of bearing 2   23 mg  Anomaly detection & diagnosis    July-08 
22   6 Vib,18 WSS, 3 OLS  Small spalls to the inner race of bearing 2   19 mg  Anomaly detection & diagnosis    Oct-08 
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Chapter 4. Construction of Anomaly Detection Model  
 
In order to carry out automatic and data-driven anomaly detection, before examination of 
any  bearing  failure  tests,  anomaly  detection  models  need  to  be  established  with  the 
baseline  data  which  represents  the  healthy  condition  of  the  bearings.  The  following 
sections  will  describe  related  topics  about  model  construction,  including  data  status 
(normal  or  abnormal)  identification,  topology,  construction  of  optimised  models, 
adaptation of anomaly detection model and model updating and merging.   
 
4.1. Introduction to the application of mixture model based clustering in tapered 
roller bearing condition monitoring  
 
Generally, the mixture model based clustering approach is used to construct an anomaly 
detection model in the proposed taper roller bearing condition monitoring scheme. In 
practice, using clustering models to build a normal model for bearing fault detection and 
diagnosis will require the establishment of the baseline database representing the healthy 
condition  of  the  bearings.  To  fulfil  this  requirement,  the  laboratory  bearing  rig  was 
running  with  a  series  of  perfect  bearings  to  obtain  baseline  data,  and  then  this  was 
followed with the further processing steps to get the optimised model ready for fault 
detection and diagnosis.  After model construction, testing data can be tested against the 
model  to  see  whether  they  are  healthy  or  not.  Concept  and  example  of the  anomaly 
detection can be found in section 2.4.2 as a reference.  
 
The  general  steps  of  the  clustering  approach  to  construct  anomaly  detection  models 
consist of: 
￿  Signal processing to extract features, and identify training and testing datasets. 
￿  Use training data to construct optimised models by evaluating a set of cluster 
training parameters.  
￿  Adopt  novel  approaches  to  identify  anomalies  in  the  training  data  and  their 
associated clustering sub-spaces. This is step is very important, since the fault 
masking effect in the anomaly detection can be eliminated through this process.   Chapter 4. Construction of Anomaly Detection Model 
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￿  To ensure the established models are consistently robust, the appropriate testing 
data points also need to be selected to update the existing models.  
￿  The adapted and updated models are ready for the applications.  
 
This procedure is illustrated in Figure 4.1. It is seen that normalised training data is used 
in  step  1  to  build  stabled  original  normal  model  with  a  unique  systematic  approach 
(approach will be introduced in section 4.4), and then the original model will be checked 
in step 2 with the novel methods (Series of new methods will be explained in section 4.5) 
to  ensure  that  the  anomalies  within  the  normal  model  can  be  substantially  removed. 
Thirdly,  appropriate  testing  data  will  be  constantly  selected  for  updating  model;  this 
procedure is conducted in steps 3 and 4, and will be explained with details in section 4.6.   
     
 
 
Figure 4.1 The procedure of using the clustering approach to construct the anomaly detection model  
 
For the model optimisation, the quality of the obtained models with different training 
parameters is not only assessed by several evaluated indices including BIC score and 
similarity measure, but also by the model adaptation and anomaly detection rates. For the 
model adaptation, the developed novel approaches are firstly demonstrated with the two 
selected dimensional bearing data which contain typical patterns of anomalies and are 
then followed by the application of all the bearing baseline data. For the model updating, 
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a set of testing data is employed to demonstrate the method of how to select appropriate 
testing  points  to  compare  with  the  normal  data  and  update  existed  models.  The 
applications of the approaches for the anomaly detection will be presented in Chapter 5.     
 
4.2. Clustering model input patterns  
 
Figure 4.2 shows example traces of processed RMS values from 6 sensors from the 4 
baseline tests. From these figures, it is seen that amount of abnormal trend data are found 
in the features, and these abnormal data are expected to have an impact on the anomaly 
detection  causing  fault  masking  phenomenon,  and  crucial  to  be  eliminated  from  the 
training data. There are 8,476 data points for each of the 27 extracted features, hence a 
total of 228,852 data points are applied to train the anomaly detection models. At the 
current stage, a histogram is used to help define the state (i.e. normal or abnormal) of the 
baseline data in order to conduct model adaptation rate (Anomalies correctly identified in 
the training data/Total anomalies in the training data) calculations in the later stages. 
Figure 4.3 illustrates the histogram example of the vibration RMS value. From this plot, 
the data which are distributed with very low densities are defined as the anomalies, and 
the two red lines are the threshold values which are set by the mean value of the normal 
fit plus one standard deviation. The same selection criterion is used for the other 21 
features. The reason for choosing the one standard deviation as the reference value (not 
the 1.5σ, 2σ or 3σ) is that the other values are too conservative so that more obvious 
anomalies cannot be identified, and the effect of this set is worthwhile to be evaluated in 
the future study. 
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Figure 4.2 RMS values of the 6 sensors for the baseline data  
Figure 4.3 Histogram of the vibration RMS values of the baseline data Chapter 4. Construction of Anomaly Detection Model 
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Pre data identification  Total number  Normal data   Abnormal data 
Total data   8476  7923  553 
Test 9  1817  1782  35 
Test 11  2786  2438  348 
Test 12  681  647  34 
Test 19  3192  3056  36 
Table 4.1 Pre identification for the baseline data 
 
Table  4.1  shows  the  ‘normal/abnormal’  data  distribution  as  judged  by  the  histogram 
technique. The model adaptation rate will be calculated based on anomalies identified 
from the above.   
 
4.3. Clustering Model Topologies  
 
Clustering  is  a  method  that  intends  to  group  observations  into  clusters  so  that 
observations  within  the  same  cluster  are  more  closed  to  one  another  compared  with 
observations belonging to other clusters [1]. As a type of clustering method, a mixture-
model based clustering technique has attracted numerous attentions. This technique is 
developed based on probabilistic models where all observations can have a degree of 
membership to all the assigned clusters. And these observations assume that a mixture of 
underlining probability distributions has generated them. In a mixture model, a cluster is 
regarded as a component that is represented by a type of probability distribution (e.g. 
Gaussian and exponential). The association of an observation with a cluster is evaluated 
as a probability of membership.   
 
As the Gaussian distribution was selected as the underling probabilistic model in the 
current study, the parameters of mixture model consists of the mean,  covariance  and 
mixing coefficients for each cluster. To estimate these parameters, Dempster et al. [2] 
introduced  the  Expectation-Maximization  (EM)  algorithm  and  demonstrated  its 
application to a range of problems. EM can be applied to clustering, and the mixture Chapter 4. Construction of Anomaly Detection Model 
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model starts with a random partitioning of the training data and usually assumes an equal 
mixing coefficient (prior probability) for each cluster. The parameters for each cluster are 
estimated.  The  points  are  then  re-assigned  following  which  the  parameters  are  re-
estimated.  This  process  continues  until  convergence.  Details  of  the  EM  algorithm  is 
presented below.  
 
Each Gaussian density, k, has a mean vector  k, and covariance matrix Σk. The rotation of 
each component can be varied by placing restrictions on the form of Σk. For example, if 
Σk  is  restricted  to  a  diagonal  form  (all  off-diagonal  entries  are  zero)  the  component 
principal axes will not be rotated; otherwise, the axes will be rotated according to off-
diagonal entries. The form of ( ) | , k i k k f x µ Σ  is used to denote the density of observation i 
from component k:  
 
                      ( ) ( ) ( )
1
1
2 2
1 1
| , exp
2
(2 )
T
k i k k i k k i k p
k
f x x x µ µ µ
π
−   Σ = − − Σ −  
  Σ
               (4.1) 
 
Where p is the number of variables (the dimension of each observation’s description). 
Each  cluster  contributes  to  the  density  of  an  observation.  A  cluster’s  contribution  is 
weighted by a mixing coefficient P(k), and the unconditional probability function is: 
 
                                            ( )
1
( ) ( ) | ,
K
i k i k k
k
f x P k f x
=
= Σ ∑ µ                                              (4.2) 
 
Note that each mixing coefficient must have a value between 0 and 1 and the coefficient 
must be equal to 1. 
 
P (k | i) is regarded as the probability of clustering component k. Given an observation i, 
the  posterior  probability  for  this  component  is  defined  with  the  Bayesian  rule,  and 
indicated as:  
 
                                                
( | , ) ( )
( | )
( )
i k k
i
f x P k
P k i
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The EM algorithm is applied to the problem of parameter estimation. In particular, the 
parameters,  k, Σk, and P(k) of the mixture Gaussian density function need to be adjusted 
by  the  EM  algorithm.  To  achieve  this,  two  steps  are  usually  iterated.  The  E-step 
(Expectation)  calculates 
^
( | ) P k i which  acts  as  the  conditional  expectation  of  posterior 
component probability ( | ) P k i , with the given observation i and the latest estimates for  k 
and  Σk.  The  M  (Maximization)  step  updates  the  parameters   k  and  Σk  by  replacing 
( | ) P k i with its updated estimate
^
( | ) P k i . With N training data points, the equations for 
computing the next estimated parameters are:  
E-step: 
                                               
^ ^ ^
^
^
( | , ) ( )
( | )
( )
k k i
i
f x P k
P k i
f x
µ Σ
=                                              (4.4) 
M-step: 
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The solution of maximum log-likelihood function, L, is obtained by iterating the E and M 
steps until each parameter has converged to within a tolerance criterion.  
 
                                                
1 1
( , ) log ( ) ( | )
N K
i
i k
L P P k f x k
= =
θ =∑∑                                      (4.8) 
Where 
1 1 1 ( ,..., , ,..., , ,..., ) k k k P P = Σ Σ θ µ µ  
 
The method of determining the number of clusters typically requires multiple runs of the 
EM with various number of clusters. An information index for each run is evaluated to 
determine  the  most  suitable  number  of  clusters.  One  such  indication  is  the  Bayesian Chapter 4. Construction of Anomaly Detection Model 
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Information Criterion (BIC). In this index, Bayesian approach is utilized to select the best 
model (with each model having a different number of clusters). The posterior probability 
for each model conditioned on the training data is estimated and the model with the 
highest probability is considered to be the best model. So the BIC is a rule that adds a 
penalty factor to the log-likelihood. This penalty looks at the number of parameters used 
in the cluster. The BIC is usually written in a form whereby the lower the BIC the better 
the model. The rule is [3]:  
 
BIC = -2 L (θ, P) + V                                                                                                       (4.9) 
Where L is log likelihood and V = ln (number of cases) * Num of parameters.  
 
4.4. A systematic procedure to construct an optimised anomaly detection model  
 
The training mixture model based clustering algorithm is a sophisticated and relatively 
random  process,  especially  when  the  patterns  to  be  trained  are  distributed  in  a 
complicated manner. Therefore, finding the clustering model with the best performance is 
an  important  but  difficult  task.  So  far,  most  of  the  current  research  and  applications 
ignore  this  fact,  and  choose  the  clustering  training  parameters  randomly  because  the 
selected training parameters could lead to best performance of the model or it might be 
within the range of the best ones. However, this is not good enough, since the effect of 
randomness will not only lead to uncertainty in the training results but also the anomaly 
detection results that follow. The study in this section would like to demonstrate that a 
systematic way of finding the best performance models from a large number of possible 
structures  with  different  combinations  of  training  parameters  is  needed,  because  the 
performance  of  a  model  depends  on  several  parameters  in  the  mixture  model  based 
clustering topology with the EM algorithm, such as: 
•  Number of clusters in a clustering model 
•  Covariance structure  
•  Maximum iteration 
•  Stopping tolerance  
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However, it is widely known that the EM algorithm involves some randomness, and can 
cause inconsistent solutions from different initial conditions; these varied solutions at 
clustering  may  produce  quite  different  results  and  directly  affect  anomaly  detection. 
Therefore, the challenge becomes how can the practitioners reduce such randomness, and 
obtain a consistent optimized model indicated by the BIC. Therefore, the goal in this 
study is to identify a method that would give the highest likelihood in a fixed number of 
iterations, and provide consistent solutions. The key issue is finding the trade-off between 
adequately searching the parameter space with initial positions versus iterating the EM 
algorithm sufficiently to get close to the maximum [4]. Given a total iteration constraint, 
in  [4],  a  three  step  search/run/select  (S/R/S)  strategy  for  maximizing  the  likelihood 
considered: 
1.  Building a search method for generating p initial positions. This could be based 
on random starts or short runs of the standard EM algorithm.  
2.  Running the EM algorithm a set number of times at each initial position with a 
fixed number of initial iterations. 
3.  Selecting the solution that provides the highest likelihood among the p trials for 
further iteration. 
 
Based on the above principle, in our approach, a set of candidate models  ( ; )can p x Θ at 
different initiation points are generated for each clustering attempt (with different number 
of  clusters  k=  1,…,m)  before  the  best  model  (within  the  candidate  models)  with  the 
highest likelihood Lmax is selected for further EM iteration. And then, the same procedure 
with unchanged training parameters (i.e. number of candidate models, initial iteration for 
candidate models) needs to be repeated several times to examine whether the optimum 
models  (indicated  by  BIC)  show  more  stable  pictures.  Otherwise,  the  number  of  the 
candidate model nc could be increased until a more stable optimized model is obtained. 
Principally, increasing the number of the candidate model can reduce the opportunity of 
missing the best clustering solution, but this also requires more time expenditure. The 
flowchart in Appendix A1 shows the general procedure of the approach.   
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Based on the above issues that should be considered during the design of a clustering 
training programme for the bearing condition monitoring problem, a systematic way of 
finding the best performance clustering model from a large number of possible clustering 
models is proposed in this study. Since one of the purposes of this study is to achieve 
stable models, the evaluated training parameters in this study include:  
•  Number of clusters in a clustering model 
•  Number of candidate models for each clustering attempt 
•  Initial iteration for each candidate model 
•  Structure of the covariance matrix 
 
It should be noted that due to limited time, the evaluations of other two common training 
parameters,  maximum  iterations  and  stopping  tolerance,  are  ignored  in  this  training 
programme and set with the fixed values of 250 and 0.0001 respectively. 
 
 
Figure 4.4 The programme for finding the best performance of the clustering model   
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The  whole  training  procedure  is  illustrated  in  Figure  4.4.  The  loop  starts  with  the 
definition  of  the  input  for  the  clustering  models,  then  the  variables  of  the  clustering 
topology are required. For the proposed clustering models, the parameters include the 
number of clusters which runs from 1 up to 40, the number of candidate models for each 
clustering attempt which is between 1 and 35, the initial iterations for candidate models 
which is greater than 10 and smaller than 250, and the covariance matrices with diagonal 
and full structures. It should be noted that selected ranges for these parameters were set 
based on the initial examination and modelling; in these selected ranges, changes of the 
modelling results with different parameters are found significant, and therefore is more 
reasonable  to  demonstrate  the  importance  of  justifying  the  training  parameters.  Once 
these parameters are determined, the clustering training can be initialised, and after the 
model is trained, the programme should go back to the starting point in the loop. In the 
meantime, the model being trained is examined by the evaluated indices. The BIC score 
is used to select the optimum model from the series of models with varied 1 to 40 clusters. 
The similarity is then used to compare the differences between clustering attempts with 
the same training parameters. The accuracy rates of the model adaptation and anomaly 
detection are also important indices to inspect the quality of the models. Furthermore, the 
training time is also recorded for reference purposes.  
     
4.4.1. Model training programme and evaluation 
 
4.4.1.1. Model training scheme and matrix 
 
Features from the baseline tests 9,11,12 and 19 were used to establish the initial model of 
normality, and in this case, a clustering algorithm is running with different numbers of 
clusters (k= 1…40), while the BIC score for each clustering attempt is plotted to identify 
the  optimized  model  (with  the  lowest  BIC  value).  This  procedure  is  called  multiple 
clustering in this study for convenience. On the other hand, the number of candidate 
models  nc  for  each  clustering  attempt  within  the  multiple  clustering  process  is  set 
between 1 and 35, and the initial iteration for each candidate model is between 10 and 
250.  Figure  4.5  illustrates  the  concept  of  the  model  training  programme.  With  each Chapter 4. Construction of Anomaly Detection Model 
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number of candidate models and its associated initial iteration, the multiple clustering 
repeated 3 times, and tables 4.2 and 4.3 show the model training programme with the 
diagonal and full covariance structures respectively. Take Table 4.2 for example, with 
diagonal covariance structure, for each fixed initial iteration, the parameter of number of 
candidate models is modified between 1 and 35, and with each parameters combination 
(fixed initial iteration and one of the changed number of candidate models), the multiple 
clustering repeats 3 times. Similarly, for the next evaluated initial iteration value, the 
procedure  follows  the  instruction  described  above.  Having  finished  the  diagonal-
structured models, evaluation of the full-structured models as the Table 4.3 shows can be 
completed in the same way. Once the model training is finished, the result of different 
training  can  be  plotted  against  the  training  parameter,  and  the  changes  can  be 
conveniently observed.  
 
 
Figure 4.5 Concept of the training scheme  
0 2 4 6 8 10 12 14 16 18
6
7
8
9
10
11
12
13
x 10
5
Number of Clusters
B
I
C
Multiple clustering 
Candidate models                for each clustering attempt 
Nc=1…35  
( ; )can p x Θ
Initial Iterations for each candidate model (10-250) Chapter 4. Construction of Anomaly Detection Model 
  - 125 -
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 250
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 200
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 150
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 100
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 50
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 10
Covariance Diagonal Matrix 1
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 250
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 200
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 150
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 100
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 50
three times three times three times three times three times three times three times three times Repeated times
1~40 1~40 1~40 1~40 1~40 1~40 1~40 1~40 Number of clusters (BIC)
35 30 25 20 15 10 5 1 Number of candidate models
Initial Iteration 10
Covariance Diagonal Matrix 1
 
Table 4.2 Testing matrix under the diagonal covariance structure 
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4.4.1.2. Evaluation indices  
 
The quality of the trained clustering models is initially evaluated by the BIC score, which 
shows how good the trained model fits the data; the clustering with the lowest BIC score 
should be selected within each multiple clustering process. Moreover, since each multiple 
clustering  process  with  the  same  training  parameters  is  repeated  three  times,  to  see 
whether the obtained optimum models look consistent and stable with the increase of the 
number  of  candidate  models  and  their  associated  initial  iterations,  another  evaluation 
index of similarity between the optimum models with the same training parameters is also 
implemented.  
 
The similarity measure should depend on the mean value and covariance matrix of each 
cluster  that  determines  the  degree  of  sharing  of  each  point  among  all  clusters.  The 
similarity measure between clusters i and j can be defined as [5]: 
 
2 1/2
1 1
1
( , )
SIM 1
[ (max{ } min{ }) ]
c i j
ij n m m
lk lk l l
k
d G G
x x
= =
=
= −
− ∑
                                                                        (4.10) 
 
Where the denominator term in the equation on the right hand side denotes the Euclidean 
distance of the minimum and maximum values of each input vector on all the data for the 
operating region, and the nominator term refers to a metric dc for clusters Gi and Gj, 
which is defined as: 
 
2 2 T ( , ) tr(( ) ( )) c i j i j i j i j d G G C C C C µ µ = − + − −                                                             (4.11) 
 
Where the first term of the equation on the right hand side is the Euclidean distance as the 
dissimilarity measure between two cluster centres µi and µj. Since similarity cannot be 
determined only based on the distances between cluster centres, the second term is used 
to  explain  the  size  difference  between  the  two  clusters  (C  represents  the  covariance 
matrix of the cluster). The notation ‘tr’ represents the trace.   Chapter 4. Construction of Anomaly Detection Model 
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Having  confirmed  the  similarity  calculation  between  the  two  clusters,  the  similarity 
between the two clustering models can be defined using equations 4.10 and 4.11. As the 
proposed similarity is examined among the 3 clustering attempts which are with the same 
training parameters, at the beginning, each cluster in one of the clustering attempts n is 
compared with clusters in the other two attempts, and then the maximum similarity value 
is selected for each evaluated cluster in attempt n, followed by a summing up of these 
maximum  similarity  values,  and  finally  the  number  of  clusters  in  the  n
th  clustering 
attempt is divided to ensure the values fall into 0<SIM<=1. Equation 4.12 shows the 
normalized similarity between the clustering models which is repeated for the other two 
clustering attempts to complete the whole comparison.  
 
 
th
max max
th
Normalised SIM (between   clustering attempt and other two) =
SIM (1, ) ...  SIM ( , )
Number of clusters in   clustering attempt
n
n k n
n
+ +                                          (4.12)     
 
And SIM (k, n) represents the similarity between cluster k in n
th clustering attempt and 
the clusters of the other two clustering models. 
  
Apart from the quality (BIC score) and similarity assessment, the performance of the 
clustering models is also inspected by calculating their model adaptation and anomaly 
detection rates. The successful detection rate of clustering models is very important for 
all fault detection problems. The higher the accuracy rate that is achieved, the better the 
model performs. 100 percent accuracy rate is desired at all occasions. However, it is not 
always achievable in practice. The accuracy rate of the clustering model depends very 
much on the nature of the problem, the available inputs for the model training and the 
quality of the trained and adapted models. As the complexity of the problem increases, it 
becomes more difficult for the models to train their input patterns.  
 
The accuracy rate of anomaly detection (true positive) [6] is defined as the percentage of 
correctly detected anomalies in the total defined anomalies, which follows the equation 
4.13. On the other hand, the false alarm (false positive) rate is the percentage of the 
normal patterns incorrectly detected as the anomalies in the total defined normal data. 
The false alarm rate is calculated as equation 4.14 below.  Chapter 4. Construction of Anomaly Detection Model 
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Anomalies correctly detected 
(%)
Total anomalies
tp =                                                                          (4.13) 
 
Normalities incorrectly detected as anomalies 
(%)
Total normalities
fa =                                               (4.14)                      
 
4.4.2. Examples of the training results 
 
Figure 4.6 (a) shows the BIC plot of the 3 repeated multiple clustering (varied number of 
clusters from 1 to 40) with 10 candidate models. From this plot, the optimum models for 
each repeated multiple clustering could be selected with the number of clusters 30, 29 and 
29 respectively, and illustrated as the figures 4.6 (b), (c) and (d) show. From these figures, 
it is seen that the produced solutions are quite different from each other, especially for the 
generated clusters which are found to be widespread with low support cases. The similar 
unstable  solutions  are  also  found  in  the  clustering  results  with  15  candidate  models, 
shown in figures 4.6 (f), (g) and (h), which show that the effect of randomness is still 
strong, and leads to difficulty in choosing an appropriate model for anomaly detection. 
However, as the number of candidate models increases to 20, the optimum solutions to 
the repeated 3 clustering processes become more consistent and stable. As the figures 4.6 
(j), (k) and (l) show, data which are distributed very widely are almost grouped by the 
clusters with a similar shape in the 3 repeated clustering processes, although the clusters’ 
mean  and  covariance  values  are  slightly  different  from  each  other.  Therefore,  the 
anomaly detection model is chosen from these 3 consistent solutions with the lowest BIC 
score. 
 
Figures  4.7  (a)-(l)  illustrate  the  diagonal  clustering  models  with  10  (4.6(a)-(d)),  15 
(4.6(e)-(h)) and 20 (4.6(i)-(l)) candidate models. It is seen that the diagonal models have a 
similar trend with the full covariance models: the repeated models are not stable when the 
low number of candidate models are applied, while the models become more reliable and 
consistent when the number of candidate models is increased to 20. 
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Figure 4.6 Gaussian mixture models with different candidate models under the full structure
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Figure 4.7 Gaussian mixture models with different candidate models under the diagonal structure 
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
Third GMM attempt with 20 candidate models
0 5 10 15 20 25 30 35 40 45 50
-2000
0
2000
4000
6000
8000
10000
12000
14000
Cluster No.
B
I
C
 
S
c
o
r
e
GMM BIC Score with 10 candidate models
 
 
First attempt
Second attempt
Third attempt
0 5 10 15 20 25 30 35 40 45 50
-2000
0
2000
4000
6000
8000
10000
12000
14000
Cluster No.
B
I
C
 
S
c
o
r
e
GMM BIC Score with 15 candidate models
 
 
First attempt
Second attempt
Third attempt
0 5 10 15 20 25 30 35 40 45 50
-2000
0
2000
4000
6000
8000
10000
12000
14000
Cluster No.
B
I
C
 
S
c
o
r
e
GMM BIC Score with 20 candidate models
 
 
First attempt
Second attempt
Third attempt
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
First GMM attempt with 20 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
Second GMM attempt with 20 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
Third GMM attempt with 10 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
Second GMM attempt with 15 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
Third GMM attempt with 15 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
First GMM attempt with 10 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
First GMM attempt with 15 candidate models
-5 -4 -3 -2 -1 0 1 2 3
-8
-6
-4
-2
0
2
4
6
8
Vibration RMS
W
S
S
1
 
R
M
S
Second GMM attempt with 10 candidate models
(a) 
(b)     (c)       (d) 
(e)  (f)  (g)  (h
) 
(i)  (j
) 
(k
) 
(l) 
Cluster No. 
Cluster No. 
Vibration RMS  Vibration RMS  Vibration RMS 
Vibration RMS  Vibration RMS  Vibration RMS 
Vibration RMS  Vibration RMS  Vibration RMS 
B
I
C
 
S
c
o
r
e
 
B
I
C
 
S
c
o
r
e
 
B
I
C
 
S
c
o
r
e
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
W
S
S
1
 
R
M
S
 
GMM BIC Score with 20 candidate models 
GMM BIC Score with 15 candidate models 
Cluster No. 
Candidate 
model: 10 
Candidate 
model: 15 
Candidate 
model: 20 
1
st attempt   2
nd  attempt   3
rd  attempt  
GMM BIC Score with 10 candidate models Chapter 4. Construction of Anomaly Detection Model 
  - 131 -
4.4.3. Evaluation of the number of candidate models 
 
Training time and BIC score are the two important outputs from the model training. 
Initially, the models with good quality were chosen based on these two results. The lower 
the BIC value reaches and the shorter the training time, the better the model is. In this 
section, these two parameters are plotted against one of the evaluated parameters, the 
number of the candidate models, to see whether the quality of the obtained models can be 
improved with the increase of the candidate models for each clustering attempt. However, 
this seems insufficient, if the stability and randomness of the repeated multiple clustering 
also  needs  to  be  evaluated  through  calculating  the  index  of  similarity  between  the 
optimum models, which are selected from the repeated 3 multiple clustering processes 
with  the  same  training  parameters.  Hence,  the  similarity  is  also  plotted  and  assessed 
against  the  varied  number  of  candidate  models.  Table  4.4  summarises  the  evaluated 
parameter- number of candidate models and its evaluation indices in section 4.4.3.   
 
Evaluated parameter  Evaluation index 
 
Number of candidate models (NCM) 
BIC score (Section 4.4.3.1) 
Training time (Section 4.4.3.1) 
Similarity between models (Section 4.4.3.2) 
Table 4.4 Evaluated parameter and its evaluation index 
 
4.4.3.1. Lowest BIC score and training time  
 
Figures 4.8 and 4.9 illustrate the lowest BIC scores of the optimum clustering models and 
their training time under the diagonal and full covariance structure respectively. In each 
figure, there are two lines. One shows the change of the lowest BIC score versus the 
number of candidate models (pink), and the other one shows the training time change 
with the number of candidate models (blue).  
 
(1) Diagonal covariance structure  
From  the  relationships  shown  in  Figure  4.8,  for  almost  all  the  cases  with  the  same 
diagonal  covariance  structure  and  different  initial  iterations  (10-250),  the  clustering 
training time tends to linearly increase when the number of candidate models grows. It is Chapter 4. Construction of Anomaly Detection Model 
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seen from these figures that the training time for the models with a single candidate 
model are reasonably low, and all are below 10 minutes, but they dramatically increase to 
dozens of minutes when the number of candidate models reaches 35, and especially the 
models with 250 initial iterations and 35 candidate models (Figure 4.8 (f)), the time cost 
is greater than 2 hours.  
 
However, the lowest BIC scores which are used to evaluate the quality of the trained 
models are not really  following the linear trend as the increase of candidate models, 
except the models that are with 10 initial iterations. It is seen from Figure 4.8 (a) (with 10 
initial  iterations)  that  the  lowest  BIC  scores  show  a  decreasing  trend  and  the  value 
reaches the lowest point of -820. However, the other cases with different initial iterations 
illustrate another characteristic trend. It is found that the BIC scores of the models with 
the first 3 numbers of candidate models (1, 5 and 10) have an obvious decreasing trend 
and as the number of candidate models increases, the BIC scores become relatively flat 
and close to each other, which does not significantly improve the quality of the trained 
models.  
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Figure 4.8 Training result of the clustering models under the diagonal covariance and  
different initial iterations (10-250 (a-f)) 
 
(2) Full covariance structure  
Figures 4.9 (a)-(f) show all the cases with the same full covariance structure and different 
initial iterations (10-250). Similar to the models with the diagonal covariance structure, 
the  clustering  training  time  of  the  full  covariance  models  are  also  with  the  linear 
increasing trend as the number of candidate models grows. It is found from these figures 
that the training time for the models with a single candidate model are no longer low, and 
most of them have reached double figures, and not surprisingly, significantly increase to 
the high level which are all above 1 hour when the number of candidate models reaches 
(e) 
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35, and the training time for the models with 250 initial iterations (Figure 4.9 (f)) climb to 
the highest point with 278 minutes.  
 
However, similar to the diagonal models, the lowest BIC scores of the full models do not 
follow the linear decreasing trend as the increase of candidate models. Nearly all the 
cases with different initial iterations illustrate the same trend. It is found that the BIC 
scores of the models with the first 4 numbers of candidate models (1, 5, 10 and 15) 
illustrate an obvious decreasing trend and as the number of candidate models increases, 
the  BIC  scores  become  relatively  flat  and  fluctuated,  which  does  not  significantly 
improve the quality of the trained models. Therefore, it is not always true to assume that 
choosing a ‘large’ number of candidate models can achieve better quality models.   
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'full covariance','initial iteration=250' training result 
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4.4.3.2. Similarity between the clustering models    
 
The repeatability of the clustering training has always been difficult, because the model is 
initialized randomly at the beginning of the training. Therefore, in this study, the measure 
of similarity between the models with the same training parameters is calculated and used 
to  examine  whether  such  an  index  could  be  improved  by  increasing  the  number  of 
candidate models.  
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Figure 4.9 Training result of the clustering models under the full covariance and  
different initial iterations (10-250 (a-f)) 
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Figure 4.10 Similarity measures between clustering models under the diagonal 
covariance and different initial iterations (10-250) 
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Figures 4.10 (a) and (b) plot the calculated model similarity against the increased number 
of candidate models under the same diagonal structure and different initial iterations (10-
250).  It  is  seen  from  the  figures  that  the  calculated  similarity  associated  with  varied 
numbers  of  candidate  models  almost  have  the  same  characteristic  trend  under  the  6 
different initial iterations. For the first 4 numbers of candidate models (1-15), an obvious 
increasing trend can be found under the 6 initial iterations, which verifies the assumption 
that the modelling stability and repeatability could be improved by increasing the number 
of candidate models. But the values of similarity measure for the next 4 numbers of 
candidate models (20-35) seem to follow a relatively flat trend, which does not have a 
significant  impact  on  the  stability  of  the  modelling.  This  feature  is  examined  and 
compared with the lowest BIC trend in the last section, and these two types of trends 
were found to have a consistent characteristic in that the values of the first 4 numbers of 
candidate models show the linear trend and then become flat and close to each other for 
the next 4 numbers of candidate models.  
 
For the models under the full covariance structure, figures 4.11 (a) and (b) show similar 
calculation results. It is found that the trends of values under the different initial iterations 
Figure 4.11 Similarity measures between clustering models under the full 
covariance and different initial iterations (10-250) 
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also  have  the  ‘initially  increasing  and  then  flat’  trend,  and  seem  to  have  a  similar 
characteristic to the lowest BIC trend under the full covariance structure, in which the 
first 3 numbers of candidate models have significant influence on the calculated values 
while the rest of the number of candidate models are relatively weakly connected.    
 
In this section, the parameter of number of candidate models (NCM) has been evaluated 
by three evaluation indices, and found that the quality and consistency of the models can 
be significantly improved when values of the NCM are changing between 1 and 15. This 
finding can be used to find appropriate and optimised models for the anomaly detection. 
In the next section, similar procedure would be applied to another evaluated parameter 
initial iteration (II) to see its impact on the model construction.  
 
 4.4.4. Evaluation of initial iteration  
 
Similar to the evaluation approach to the number of the candidate models, in this section, 
the lowest BIC score, training time and similarity are also evaluated against the variation 
of  the  initial  iteration  for  the  candidate  models.  Table  4.5  summarises  the  evaluated 
parameter- initial iteration and its evaluation indices in section 4.4.4.  
 
Evaluated parameter  Evaluation index 
 
Initial Iterations (II) 
BIC score (Section 4.4.4.1) 
Training time (Section 4.4.4.1) 
Similarity between models (Section 4.4.4.2) 
Table 4.5 Evaluated parameter and its evaluation index 
 
4.4.4.1. Lowest BIC score and training time  
 
From the relationships shown in figures 4.12 and 4.13, for almost all the cases with 
diagonal or full covariance structures and different numbers of candidate models (1-35), 
the  clustering  training  time  tends  to  linearly  increase  when  the  value  of  the  initial 
iteration grows. These trends are also found to be similar to the ones that are with the 
increase of the number of candidate models in Section 4.4.3.1. The only difference is that Chapter 4. Construction of Anomaly Detection Model 
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the increasing trend of the time expenditure for the initial iteration is not as significant as 
the number of candidate models. 
 
However,  the  lowest  BIC  scores  that  are  used  to  evaluate  the  quality  of  the  trained 
models are not really following the linear trend as the increase of initial iterations. As 
Figure 4.12 shows, the lowest BIC scores of the diagonal covariance models generally 
show a decreasing trend, which is consistent with the trend of the number of candidate 
models. However, other cases of the full covariance models (see Figure 4.13) illustrate 
another  characteristic.  It  is  found  that  the  BIC  scores  of  the  models  do  not  have  an 
obvious  trend  and  as  the  number  of  candidate  models  increases,  the  BIC  scores  are 
relatively fluctuated and close to each other, which does not significantly improve the 
quality of the trained models.  
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Figure 4.12 Training result of the clustering models under the diagonal covariance and  
different candidate models (1-35 (a-h)) 
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Figure 4.13 Training result of the clustering models under the full covariance and  
different candidate models (1-35 (a-h)) 
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4.4.4.2. Similarity between the clustering models   
 
For the models under the diagonal and full covariance structures, figures 4.14 and 4.15 
show the similarity calculation results respectively. It is found that the trends of initial 
iteration values under the different number of candidate models also have the ‘increasing 
firstly and then flat’ trend, and seem to have a similar characteristic to the similarity trend 
of the number of candidate models in Section 4.4.3.2, in which the first 3 numbers of 
candidate models have a significant influence on the calculated values while the rest of 
the number of candidate models are relatively weakly connected.   
 
 
Figure 4.14 Similarity measures between clustering models under the diagonal covariance and different 
candidate models (1-35) 
 
Figure 4.15 Similarity measures between clustering models under the full covariance and different 
candidate models (1-35) 
 
Section  4.4.4  has  evaluated  another  training  parameter-initial  iteration  (II)  with 
evaluation indices, and found that model performance can still be improved by changing 
the value of II, but seems not as significant as the NCM.  
 
4.4.5. Evaluation of covariance structure  
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The above evaluated parameters, the number of the candidate models and its associated 
initial iterations are both examined under the diagonal and full covariance structures, and 
in this section, these two types of covariance structures are compared to see whether they 
could lead to any differences for the evaluated indices, training time, lowest BIC score 
and similarity.   
 
Figures 4.16 (a) and (b) illustrate the training time of the diagonal and full covariance 
structures respectively with the variation of the number of candidate models and initial 
iterations. It is seen that the training time of the two types of models are both increasing 
with the growth of the two training parameters, but the time cost of the full models seems 
to be much higher than that of the diagonal models.  
 
 
Figure 4.16 Training time of clustering models with different parameters 
 
  
Figure 4.17 BIC score of clustering models with different parameters 
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The BIC scores of the diagonal and full covariance models are presented in figures 4.17 
(a) and (b). It is found that the BIC values of the full models are much lower than those of 
the diagonal models. However, the diagonal and full models have different structures and 
characteristic parameters and have an influence on the BIC calculation; therefore, the BIC 
scores between these two covariance structures are not comparable.  
 
 
Figure 4.18 Similarity measures between clustering models with different parameters 
 
Figures 4.18 (a) and (b) show the similarity values of the diagonal and full covariance 
models. It is seen that the shapes of the two models are quite similar, but the highest 
value of the full covariance models could reach around 0.8 while the highest value of the 
diagonal covariance is only as high as around 0.6.  
  
4.4.6. Summary  
 
Section  4.4  has  introduced  a  systematic  procedure  for  using  clustering  models  for 
constructing  the  anomaly  detection  model.  In  this  procedure,  a  systematic  way  of 
approaching the consistent and stable models is proposed in this study.  
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number of candidate models and initial iterations, but full models generally cost 
much more time than diagonal ones under the same training parameters.  
•  3 training parameters are also varied to calculate corresponding BIC scores, and 
found  that  for  both  diagonal  and  full  structures,  BIC  values  are  obviously 
influenced and have the expected decreasing trend when candidate models are 
with small numbers, such as 1, 5, 10 and 15; but values become stable or slightly 
changed if the number of candidate models keep increasing. On the other hand, 
initial  iterations  also  contribute  to  changes  of  BIC  scores,  but  seem  not  as 
significant as the number of candidate models. This is probably due to the fact 
that the opportunity of missing the more appropriate solution with a low number 
of candidate models is increased, causing unstable BIC indication; on the other 
hand, when the number of candidate models reaches certain values, it is more 
possible to select qualified models with similar BIC values.  
•  The  similarity  index  is  an  important  parameter  to  measure  the  stability  and 
consistency between the clustering models. The calculated results indicate that the 
similarity index responds to both of the number of candidate models and initial 
iterations, but seems to only be effective when these two parameters are with 
small numbers, such as 1, 5, 10 and 15 for the number of candidate models and 10, 
50 and 100 for initial iterations. Furthermore, the values of similarity  for full 
covariance models are generally higher than those of diagonal models.  
•  From the results, since the quality of the clustering model (evaluated by BIC score) 
and  stability  between  the  models  (evaluated  by  similarity  measure)  are  not 
significantly affected by the training parameters after they have reached a certain 
level, it is unnecessary to consistently increase the value of training parameters, 
because  it  involves  much  more  training  time.  Hence,  it  should  be  carefully 
evaluated when selecting appropriate models for anomaly detection.  
•  The BIC and similarity are only the indices which are used to assess the models 
themselves,  and  it  is  also  very  necessary  to  examine  their  anomaly  detection 
capabilities, and to see the effect of the training parameters on the rate of the 
anomaly detection. This will be discussed in Chapter 5.   
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4.5. Adaptation of the anomaly detection model  
 
It was explained in Chapter 2 that the amount of unknown anomalies might be included 
in the training data which are modelled by the GMM. So the challenge is how to identify 
areas  of  cluster  space  that  are  associated  with  the  anomalies.  In  this  section,  the 
developed  novel  approaches  that  are  used  to  identify  and  eliminate  anomalies  in  the 
training data will be presented. Initially, the original methodologies are introduced and 
demonstrated with the selected bearing data, and then the improved optimized approaches 
which are based on the fundamental ones will be presented. The flowchart in Appendix 
A2  shows  the  general  procedure  of  the  model  adaptation.  Furthermore,  Table  4.6 
summarises the structure of the context which will be introduced in section 4.5.  
 
Fundamental method (4.5.1)  Optimised method (4.5.3) 
Information 
theory (4.5.1.1) 
Distance method 
(4.5.1.2) 
Multivariate 
segmentation (4.5.3.1) 
Density changes 
(4.5.3.2) 
Demonstrated by 
two dimensional 
bearing data 
(4.5.2.1) 
Demonstrated by 
two dimensional 
bearing data 
(4.5.2.2)  
Application to the 
integrated baseline 
data (4.5.4.1) 
Application to the 
integrated baseline 
data (4.5.4.2)  
Table 4.6 Structure of the context in section 4.5  
 
4.5.1. Fundamental methodology  
 
To  define  the  proposed  approach,  the  data  from  the  bearing  tests  were  reviewed 
beforehand,  and  it  was  found  that  there  are  basically  two  types  of  anomalies:  1)  an 
abnormal  trend  (unknown  fault)  is  occurring  at  occasional  time  intervals  of  the  time 
series; 2) discrete noise (instrumental or environmental effect) is spreading throughout 
the whole test, and is distant from the normal data. Therefore, the developed method 
needs to satisfy the requirements of: 1) locating regions of space associated with low and 
occasional support; 2) locating regions with points that are distant from other regions.  
 
4.5.1.1. Method based on information theory 
 
To  meet  the  first  requirement,  it  is  desirable  to  develop  an  uncertain  measure  of 
anomalies occurring in the time series. And in the developed approach, the statistic of Chapter 4. Construction of Anomaly Detection Model 
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entropy  in  information  theory  is  applied  to  cope  with  the  existence  of  occasional 
occurring anomalies. For n partitioned categories (equal time intervals) in the time series, 
and for a training vector x with all samples having a cluster ID v, the entropy E is defined 
as [7]:  
 
2
1
( )   log
n
i i
i
E x v p p
=
= = − ∑                                                                                              (4.15)  
and  
1
1
n
i
i
p
=
= ∑  
Where pi is the probability of training vector x coming from cluster v of category i occurs. 
 
 
Figure 4.19 Steps of the entropy-based approach to remove anomalies in the training data 
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Figure 4.19 shows the concept and steps of using the entropy statistic for finding the 
anomalies embedded in the GMM subspace. In the first step, the time series is discretized 
into  several  categories  (1,…,n).  Here,  each  bin  width  is  set  equally  according  to 
experience, but the issue of time series segmentation [8] needs to be considered to enable 
the categorization to be more reasonable and intelligent (i.e. to automatically segment 
abnormal  trend  into  separate  category).  And  then,  the  probability  of  the  data  from 
category i needs to be calculated in each trained cluster. Finally, the entropy statistic is 
applied to examine which elements each cluster consists of. Hence, the main idea of the 
entropy-based anomaly detection is to explore whether the support cases in a particular 
cluster  are  from  the  occasional  time  intervals  (i.e.  an  abnormal  trend  with  different 
distribution) or multiple time intervals (i.e. normal data with similar distribution). If data 
in a cluster is just from one time interval, the probability of the data points from this time 
interval in the current cluster will be high, i.e. approx 100%, and the probabilities of the 
data points from other time intervals are 0%, so that the entropy score for the current 
cluster  will  be  low  or  close  to  zero.  Otherwise,  the  entropy  score  of  other  clusters 
supported by multiple categories’ data will be much higher. Based on this method, the 
clusters with different data distribution can be distinguished.  
 
4.5.1.2. Method based on the distance 
 
Although anomalies are found to occur occasionally in the time series of the training data 
in most situations, anomalies are also appearing frequently throughout the test with strong 
certainties, and the entropy-based method can be insensitive to these anomalies. Hence, to 
fill the second requirement of locating the distant region, a distance-based method is 
developed to measure the data dispersion clusters with distant points from other regions 
being eliminated from the calculation. In this study, Hotelling’s T-squared distance is 
calculated between two clusters [9], using equations (4.16) and (4.17):  
  
1 ^
2 ( ) ( )
T A B
AB A B A B
A B
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Where nA and nB are the number of support cases in clusters A and B; μA and μB are 
sample means of clusters A and B, respectively; 
^
A ∑  and 
^
B ∑ are estimates of covariance 
matrices of the clusters A and B, respectively.  
 
4.5.2. Demonstration with two-dimensional bearing data 
 
In order to demonstrate the proposed method, two-dimensional electrostatic data with 
various characteristic features are selected from the test 19 as Figure 4.20 (a) shows. 
Obvious characteristic features of the selected bearing data such as the running-in feature 
(at the start of the test for each variable), abnormal increasing trend (at the end of the test 
for variable ‘a’) and discrete noise throughout the test (indicated in variable ‘b’) appeared. 
Moreover, data are trained with the EM algorithm to obtain the model, and 11 clusters are 
obtained to form the GMM space, as illustrated in Figure 4.20 (b).  
 
 
Figure 4.20 Selected two-dimensional electrostatic sensing data (a) 
and the trained clustering model (b)  
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Following the procedure of the approach introduced in Section 4.5.1.1, a two-dimensional 
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as  shown  in  Figure  4.20  (a);  next,  the  content  of  each  cluster  is  explored,  and  the 
probabilities of the divided categories in each cluster are calculated, as Figure 4.21 (a) 
shows.  It  is  seen  that  most  of  the  clusters  are  supported  by  the  cases  from  multiple 
categories with closed probabilities between 10% and 20%, except clusters 9 and 11. In 
these two clusters, nearly all the support cases are from category 1 with probability values 
of  98%  and  99%  respectively.  After  the  calculation  of  the  probabilities,  the  entropy 
scores  of  each  cluster  are  estimated,  and  from  Figure  4.21  (b),  an  entropy  score  of 
clusters 9 and 11 are seen as significantly lower than the other scores of clusters with 
values of 0.02 and 0.0017 respectively, because of the concentrated support cases. Thus, 
these  two  clusters  are  highly  suspected  to  be  the  regions  associated  with  occasional 
occurring anomalies, and it is suggested that they should be removed from the original 
normal space.    
 
 
 
Figure  4.22  (a)  shows  the  dataset  after  the  removal  of  clusters  9  and  11  and  their 
associated support cases. It is clearly seen that the abnormal trend at the running-in area 
has been successfully filtered out. However, the abnormal trend at the end of the test of 
variable ‘a’ and continuous noise in variable ‘b’ are still in the dataset. If the adapted 
clustering model is examined as Figure 4.22 (b) shows, it can be found that the associated 
regions of these two remaining features are clusters 7 and 10 which are supported by the 
cases from multiple categories in the time series and that is why the entropy score of 
these two clusters failed to be used, indicating abnormal behaviour.  
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It has been indicated at the beginning of Section 4.5.1 that another important feature of 
the  encountered  anomalies  is  their  distant  characteristic.  From  the  adapted  dataset  of 
Figure 4.22 (a), the remaining anomalies are distant from normal data, and their values 
cover more of a magnitude of bins in the ‘y’ axis than the normal data which are just 
distributing within a certain level. Therefore, it is suspected that the entropy scores of the 
clusters associated with these anomalies will be higher than the ones with the normal data, 
if the classified categories are set in the magnitude direction instead of the time direction.  
 
 
Figure 4.22 Selected two-dimensional electrostatic sensing data after  
the removal of clusters 9 and 11 (a) and the adapted clustering model (b)  
 
Nevertheless, the values of variables are different from each other, and it is impossible to 
set the categories separately for each variable, otherwise the multivariate samples would 
be  confusing  about  which  categories  of  the  magnitude  direction  they  belong  to.  To 
accommodate  this,  a  virtual  space  of   v=  [0,…,0];   
1 0
0 1
v
 
 
∑ =  
   
 
…
⋮ ⋱ ⋮
⋯
 is  created,  and  the 
Hotelling’s T-squared distance between the multivariate samples and the virtual space 
can be estimated, so that the separated variables are fused, and the categories could be set 
in the direction of distance.  
 
Figure 4.23 (a) illustrates the Hotelling’s distance between the simulated data and the 
virtual space.  In this figure, 12 categories are assigned in the distance direction, and 
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following the  entropy-based anomaly detection procedure, the  entropy score  for each 
cluster in the GMM space can be obtained as Figure 4.23 (b) illustrates. It is seen that the 
entropy scores of clusters 7, 9, 10 and 11 are significantly higher than the other ones 
which validates the support cases in these 4 clusters are distant from the normal data and 
are widely distributed in the distance direction. Figure 4.24 shows the two dimensional 
bearing data and the adapted clustering model after the removal of clusters 7, 9, 10 and 
11  and  their  associated  cases.  It  is  found  that  most  of  the  anomalies  have  been 
successfully removed, and both variables present a perfectly flat trend.      
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From the above experimental study, the proposed entropy and distance-based approaches 
show the capability of identifying anomalies within the training data. The combination of 
the categorization methods in both time and magnitude directions is powerful, as the 
occasional and wide-spread characteristics of the anomalies could not be caught by the 
derived entropy scores. 
 
4.5.2.2. Results of the distance method  
 
Apart  from  the  approach  with  the  entropy  statistic,  the  second  strategy  to  remove 
anomalies in the training data is the measure of cluster distance. With the second anomaly 
detection  strategy,  Hotelling’s  T-squared  distance  is  calculated  between  each  of  the 
Gaussian components (clusters). Figure 4.25 (a) illustrates the calculated result. It can be 
seen that clusters 9 and 11 are recognized as being distant from the other clusters, so the 
support cases associated with these two clusters are identified as anomalies. Figure 4.25 
(b) shows the calculated cluster distance after the removal of clusters 9 and 11. It is seen 
that the distance of clusters 7 and 10 to the other ones are higher. Therefore, clusters 7, 9, 
10 and 11 are defined as the abnormal regions. This discovery is found to be consistent 
with the findings of the entropy-based method.   
 
 
Figure 4.25 Hotelling’s T-squared distance between the clusters (a) 
and the distance after the removal of clusters 9 and 11 (b) 
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4.5.3.1. Entropy statistic associated with automatic multivariate segmentation approach 
 
For  the  entropy-based  method,  however,  a  difficult  task  is  to  determine  how  many 
categories are appropriate to be assigned to the training data. Different categorizations 
may directly affect detection. Principally, abnormal data in the time series are desired to 
be segmented from other types of data, and the clustering algorithm seems to obtain the 
capability  of  grouping  similar  data  points.  But  they  cannot  be  directly  applied  to  a 
multivariate time-series, because apart from similarity, data points in the clusters must 
also be contiguous in the data ID, and so the ID related data have to be considered during 
clustering.  In  such  a  case,  the  categorization  problem  can  be  defined  as  conditional 
clustering: data points should be grouped based on their similarity, but conditioned to the 
data ID, which means all data points in a cluster must come from a successive data point.  
 
Since the data ID related variable tn is included and independent from other features xn, 
the EM based clustering algorithm is implemented by the membership function of data ID 
points:  
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Where
t
m µ  and 
2
, m t σ  are the means and variances of the membership function.                                                                                                                                 
 
Hence, the joint unconditional probability function could be adapted from equation (4.1) 
and (4.2) to:  
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(4.20) 
And then, the algorithm could follow the classical EM iteration to estimate the maximum 
likelihood of Θ. It should be noted that this data ID conditional clustering is independent 
of the process of anomaly detection model construction, and the entropy score of the 
clusters in the anomaly detection model can be calculated based on the automatic time-
series categorization results obtained in this section.   Chapter 4. Construction of Anomaly Detection Model 
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Figure 4.26 shows the conditional clustering result and it is found that 9 conditional 
clusters are obtained and this result was assigned to the two-dimensional data as Figure 
4.27 illustrates. With this categorization result, the constructed model as Figure 4.20 (a) 
shows can be re-analyzed to examine which one of the 9 categories the support cases of 
each cluster (Figure 4.20 (a)) is from. And then, the entropy score for each cluster can be 
re-calculated based on new categorization results in the time series.  
 
Figure 4.28 is the calculated entropy score for each cluster in the trained model (Figure 
4.20 (b)). Compared to the entropy scores based on manual categorization results (Figure 
4.21 (b)), clusters 9 and 11 were found to be lower by both method, but cluster 7 was 
only found to have the low entropy score in Figure 4.28. This is because the abnormal 
trend at the end of variable ‘a’ (figure 4.20 (a)) was found in the support cases of cluster 7 
and has been intelligently separated from other types of data by the conditional clustering 
approach (introduced in this section and shown in Figure 4.27), while the abnormal trend 
of  variable  ‘a’  was  found  occupying  two  more  categories  in  the  original  manual 
categorization approach (see figure 4.20 (a)).    
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  Figure 4.28 Clusters’ entropy scores based on the multivariate segmentation result  
 
Clusters’ entropy scores based on multivariate segmentation result Chapter 4. Construction of Anomaly Detection Model 
  - 158 -
On the other hand, cluster 10 still failed to be detected, as its support cases are the noise 
throughout the test and it occupies multiple categories, even though it was assigned by 
the intelligent approach.  
 
4.5.3.2. Entropy statistic associated with the inspection of density changes  
 
In  Section  4.5.2.1,  while  using  the  entropy  score  to  measure  the  uncertainty,  the 
categories were also assigned in the magnitude direction to find anomalies which are 
widely  distributed  in  the  ‘y’  direction.  However,  similar  to  the  original  time  series 
category assignment, the categories in the magnitude direction were also set manually 
and  the  adaptation  of  the  anomaly  detection  model  was  strongly  affected  by  this 
randomness.  It  has  also  been  introduced  in  Section  4.5.2.1  that  the  categories  in  the 
magnitude direction was set in the fused T-squared statistic (see Figure 4.23 (a)), and it is 
desired to develop a method to automatically set categories in the ‘y’ direction of the T-
squared statistic.  
 
 
 
To examine the T-squared statistic, the data points were plotted on the normal probability 
plot (see Figure 4.29 (b)), and a long tail can be seen in the figure. Hence, the method 
should be developed to separate these tail points from other types of data. Moreover, the 
histogram of the T-squared statistic was also plotted, and it was found that the density of 
the normal data is changing frequently and with high values, but the density of the tail or 
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abnormal region is almost unified with a very low value. Based on the requirement and 
observation, the T-squared statistic was modelled by the GMM with the standard EM 
process, and 7 Gaussian components (clusters) were obtained. It is seen in Figure 4.29 (a) 
that  data  in  the  normal  regions  are  modelled  by  multiple  Gaussian  components  with 
higher densities while the anomalies in the tail region are modelled by fewer components 
with lower densities. Based on this training result, the categories can be set while the 
changes of the densities, and then the entropy values of the clusters (see Figure 4.20 (b)), 
can be calculated.   
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Figure 4.30 Clusters’ entropy scores based on the density inspection result 
 
Figure 4.30 illustrates the calculated entropy scores for the clustering space (Figure 4.20 
(a)). It is seen that clusters 7, 9, 10 and 11 were found with significantly lower entropy 
scores than others. Furthermore, in previous analyses, these 4 clusters were found to be 
associated with anomalies; therefore, the results obtained in this section are successful 
and consistent with the previous results.  
 
So far, approaches of using the entropy statistics to measure uncertainties have been 
introduced.  Table  4.7  summarizes  the  entropy  scores  obtained  by  both  original  and 
optimized methods. The scores of the clusters that are significantly lower or higher than 
other ones have been highlighted with a red colour. It is found that the clusters 9 and 11 
Clusters’ entropy scores based on density inspection result Chapter 4. Construction of Anomaly Detection Model 
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can  be  identified  as  the  regions  associated  with  anomalies  by  all  the  original  and 
optimised methods, but only the methods which assign the categories in the magnitude 
direction  can  locate  all  the  4  clusters  (7,  9,  10  and  11)  associated  with  anomalies. 
Furthermore, the posterior probabilities of all the 11 clusters in the trained GMM (see 
Figure  4.20  (b))  are  also  listed  in  the  table  and  the  cluster  number  is  sorted  in  the 
ascending  order.  It  is  interesting  to  find  that  the  clusters  which  are  identified  as  the 
abnormal regions also have lower posterior probabilities; in other words, these clusters 
are all supported by fewer cases. The reason for this finding is that in the time series, the 
anomalies are occurring occasionally, and in most situations, are distributed widely in the 
magnitude direction. Therefore, the number of the support cases, occasional occurrences 
and the wide distribution can be investigated cooperatively and can have an impact on the 
calculation of entropy scores.      
Cluster 
No. 
  
  
Posterior 
probability 
Pure entropy 
method 
Entropy method 
in the ‘y’ direction 
Entropy with 
segmentation 
Entropy with 
density inspection 
1  0.257  2.920  0.001  1.734  1.713 
2  0.242  2.968  0.129  2.512  1.835 
3  0.182  3.444  2.38E-11  2.894  0.990 
4  0.076  3.014  0.104  2.121  1.096 
5  0.054  3.299  0.135  2.717  1.669 
6  0.050  2.046  0.035  1.855  1.024 
7  0.048  2.677  2.284  0.582  0.446 
8  0.032  2.685  0.112  2.189  2.156 
9  0.028  0.022  1.769  0.022  0.270 
10  0.019  3.105  2.815  2.869  0.352 
11  0.007  0.001  3.215  0.002  0.001 
Table 4.7 Posterior probability of the trained clusters and their entropy score with different methods   
 
4.5.4. Application of the proposed approaches to the baseline data  
 
In this section, the demonstrated optimized entropy-based methods as well as the distance 
based method will be adopted to the combined baseline data that have been introduced in 
Section 4.2. The examined anomaly detection model is the optimized model that has been 
generated in Section 4.4.2, as Figure 4.6 (j) illustrates.   Chapter 4. Construction of Anomaly Detection Model 
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4.5.4.1. Entropy statistic associated with multivariate segmentation  
 
Figures 4.31 (b) and (c) show the Ai(t) = p(tk|ηi) Gaussian membership function (see 
Equation 4.18) and p(zk|ηi) conditional probabilities (see Equation 4.20). It can be seen 
that with these two parameters, the proposed method described in 4.5.3.1 has segmented 
the multivariate data into 10 categories. The segmentations were then applied to the in the 
baseline time series and the results for the vibration RMS data are shown in Figure 4.31 
(a). From this figure, it can be seen that some abnormal data are separated into individual 
categories from the normal data, e.g. data points in the third, sixth and seventh categories.  
 
Each  of  the  cases  in  the  anomaly  detection  model  (shown  in  Figure  4.6  (j)  with  30 
clusters) are categorised based on the above multivariate segmentation and the category 
identification of all cases in each of the 30 clusters are summarised in Figure 4.32 (b). It 
can be seen that most of the clusters are supported by the cases from more than two 
categories (shown as more than two colours in the figure). Clusters 13, 14, 17, 18, 20, 21, 
22, 24, 27 and 30 have supporting cases from only one category (shown as single colour). 
In these clusters, nearly all support cases are from a single category (dominant probability 
value  >  99%),  which  means  that  the  support  cases  in  these  clusters  are  occurring 
occasionally in the time series and are suspected as anomalies. The entropy scores of each 
cluster are calculated and shown in Figure 4.32 (a). The entropy scores of the clusters 
suspected to include anomalies are seen to be significantly lower than that of the others. 
This is because their support cases are from single category. This also confirms that these 
clusters  are  associated  with  anomalies,  and  should  be  removed  from  the  original 
clustering space.  
 
Figures  4.33  and  4.34  illustrate  the  anomaly  detection  models  before  and  after  the 
adaptation, i.e. after the removal of clusters 13, 14, 17, 18, 20-22, 24, 27 and 30. It can be 
seen that the clusters associated with anomalies that distributed widely and discretely 
have been removed after the adaptation. Most of the remaining clusters have relatively 
low variance values and high probability densities. However, two of the clusters (nos. 23 
and 28 in Figure 4.34) are not in this category. They are widely spread compared to other Chapter 4. Construction of Anomaly Detection Model 
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clusters in the adapted model. Thus, further adaptation will be required to remove these 
clusters and it will be discussed in the following section. 
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Figure 4.31 Results of the multivariate segmentation for the baseline data  
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Figure 4.33 Original model with 30 clusters 
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4.5.4.2. Entropy statistic associated with inspection of density changes 
 
It has been found that using the multivariate segmentation approach to adapt the anomaly 
detection model can detect most of the anomalies and their support regions, but entropy 
values of clusters 23 and 28 are calculated high and failed to be detected as the abnormal 
region.  Moreover,  as  mentioned  in  Section  4.5.3.2,  categories  can  also  be  set  in  the 
magnitude direction, and with this approach, the T-squared statistic of the baseline data 
(see figure 4.35 (a)) was evaluated by GMM associated with the EM algorithm, and 11 
Gaussian components (clusters) were obtained. Hence, 11 categories can be set as the 
density of the data changes. Figure 4.35 (b) illustrates the categorization result. It is seen 
that  the  outliers  between  5000  and  6000  data  points  only  occupy  small  number  of 
categories  while  the  normal  data  throughout  the  test  spreads  into  more  frequently 
changed categories.  
  
 
Figure 4.35 T-squared statistic of the baseline data (a) and the trained 11 clusters (b) 
 
Figure 4.36 shows the calculated entropy scores for the original clustering space (Figure 
4.33). It is found that clusters 23 and 28 have lower entropy values, and these two clusters 
are the ones that have not been detected in the results which were obtained from the 
optimized time series segmentation method. The success of detecting clusters 23 and 28 
proves that with the density changing method, the anomalies that are widely distributed in 
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the magnitude direction can be detected, and it is a necessary implementation to the time 
series segmentation approach.       
Clusters entropy score associated with the density inspection
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Figure 4.36 Entropy scores of the clusters based on the density inspection result 
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Figure 4.37 shows the adapted anomaly detection model after the removal of clusters that 
have been detected by both the segmentation and density changing methods. It is found 
that the remaining clusters have relatively low variance values as well as high probability 
densities. 
 
4.5.4.3. T-squared distance between the clusters  
 
Figure 4.38 (a) illustrates the calculated result. It can be seen that cluster 23 is recognized 
as being distant from the other clusters, so the support cases associated with these two 
clusters are identified as anomalies. Figure 4.38 (b) shows the calculated cluster distance 
after the removal of cluster 23. It is seen that the distances of clusters 14, 24 and 27 to the 
other ones are higher. Therefore, clusters 14, 23, 24 and 27 are defined as abnormal 
regions. This discovery is found to be consistent with the findings of the entropy-based 
method.   
 
 
Figure 4.38 Hotelling’s T-squared distance between the clusters (a) 
and the distance after the removal of cluster 23 (b) 
 
4.5.5. Effect of training parameters on the adaptation of the anomaly detection models  
 
It has been discussed in Section 4.4 that the GMM training parameters have an impact on 
the distribution of the clustering space as well as the model adaptation. Therefore, in this 
section, the influence of training parameters on the model adaptation will be discussed, 
and the anomaly detection rate (true positive rate) and false alarm rate are the evaluation 
indices.  
(a) 
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Figure 4.39 Anomaly detection rate versus false alarm rate with diagonal covariance structure 
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Figure 4.40 Anomaly detection rate versus false alarm rate with full covariance structure 
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Figures  4.39  and  4.40  illustrate  the  figures  of  anomaly  detection  (true  positive)  rate 
versus false alarm rate with the changes of the number of candidate models and initial 
iterations, under the diagonal and full covariance structure. The anomaly detection rates 
generally show a trend where the parameter of the number of candidate models increases 
for almost all the cases with different initial iterations and covariance structure, which 
proves that increasing the number of candidate models is crucial for the model adaptation. 
However, false alarm rates which are desired to be reduced are also increased with a low 
and  accepted  level.  Furthermore,  the  parameter  of  initial  iteration  seems  to  have 
insignificant impact on the evaluation indices, but the full covariance models are found to 
lead the higher detection and false alarm rate compared to that of diagonal models.       
 
4.5.6. Summary  
 
In  this  chapter,  the  approaches  to  adapt  the  anomaly  detection  model  have  been 
introduced.  Generally,  the  approaches  can  be  divided  into  entropy-based  method  and 
distance-based method.  
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For the entropy-based method, the main idea is to explore the components contained in 
each  trained  cluster,  and  examine  whether  they  are  from  occasional  or  multiple  pre-
defined equal categories in both time and magnitude directions; this could be achieved by 
calculating the probabilities of data from each category in a particular cluster, and this 
will  ultimately  be  indicated  by  the  entropy  statistic.  Based  on  this  original  idea,  the 
optimized methods were also developed to automatically assign the categories in both 
time and magnitude directions, and this showed more satisfied results. Furthermore, the 
distance-based method is an important implementation to examine the distant clusters, 
but  this  method  needs  to  be  further  developed,  because  the  distance  threshold  for 
identifying distant clusters is unclear at the time of writing. These methods have been 
summarized  in  Table  4.8.  It  should  be  noted  that  the  methods  have  their  unique 
characteristics and should be applied cooperatively to achieve the most reasonable results.   
 
4.6. Updating of Anomaly Detection Model  
 
Although  the  adaptation  of  the  anomaly  detection  model  could  minimize  the  risk  of 
missing the wanted anomalies, the modified model is still not robust enough, because of 
the unexpected rotating speed or load changes which could affect the background level of 
the  testing  data.  Therefore,  the  constructed  anomaly  detection  model  would  become 
incomparable to the new observed data with a different range. To solve this problem, 
several researches have been conducted to incrementally add new Gaussian components 
to  update  the  original  GMM  space  [10,  11].  In  the  anomaly  detection  task,  the  new 
Gaussian components could be associated with some new observed data. The difficulty is 
that the selection of appropriate new observed data for mixture model updating is blind 
and unwanted data such as running-in or faulty data may be included. Therefore, it is 
necessary to develop an intelligent multivariate method to choose appropriate data for 
model updating. Appendix A3 shows the general procedure of model updating.    
 
4.6.1. Approach to discover the difference between the two groups of data 
 
It has been recognized that the data used to update the anomaly detection model is desired 
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should be capable of identifying the normal data from the other type of points. In this 
section, the approach to discover the difference between the two groups of data will be 
introduced first, before the demonstration of how to update the model is described in 
Section 4.6.2.    
 
4.6.1.1. Static clustering   
 
To demonstrate the proposed approach, the data from test 16 was selected, and in this 
section, the extracted features from the three types of sensors (Vibration, WSS and OLS) 
are used as inputs into the clustering model to examine the behaviour of the features 
during the different running stages. From the conventional signal plots, three distinctive 
wear stages - running-in, steady state and wear-out - could be identified; samples were 
collected from these stages to see if they could be grouped separately. 
 
It is assumed that the bearing wear conditions are varied at different running stages, and 
are independent of each other. 300 samples were randomly collected between 30~32.5, 
57.5~60 and 60~62.5 hours from each sensor response. This preliminary test was not 
intended to detect any specific type of wear phenomena, but to be used to validate the 
ability of the clustering model to classify the different running stages. 
 
Figures 4.41 and 4.42 illustrate the clustering results and their projections with the six 
vibration and WSS2 features. From the figures, it could be found that both vibration and 
WSS2 features have three trained clusters, and these clusters have their corresponding 
support  cases.  To  define  these  clusters,  three  groups  of  parameters  -  Mean  Vector, 
Covariance Matrix and Mixing Coefficients - could be used. However, these parameters 
are not appropriate if the study purpose is to explore whether the samples collected at 
different running stages could be grouped separately by trained clusters. Therefore, it is 
better to further investigate the purity in each of the trained clusters, or in other words, to 
find the sources of the data points in each cluster. Chapter 4. Construction of Anomaly Detection Model 
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Figure 4.41 Result of vibration clustering analysis 
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Figure 4.42 Result of WSS2 clustering analysis Chapter 4. Construction of Anomaly Detection Model 
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Table 4.9 shows the results of cluster purity exploration for the three types of applied 
sensors. The numbers outside the brackets represent the support cases coming from each 
of the sampling periods, while the numbers in the brackets are the occupation percentages 
for the support cases. For the vibration sensor, which is discovered in each of the clusters, 
there is a major occupation component. In cluster 1, all the samples from 30~32.5 hours 
are  grouped  together,  and  the  occupation  percentages  of  57.5~60  hours  and  60~62.5 
hours are very low at 0.16% and 0.04% respectively. This could be explained by the fact 
that the bearing condition at 30~32.5 hours is different from the ones at the other two 
running  stages.  In  cluster  2,  the  purity  approaches  100%,  supported  by  most  of  the 
samples of 57.5~60 hours. In cluster 3, samples of 60~62.5 hours are dominant, reaching 
87.4%, but there are also 43 support cases from 57.5~60 hour; this is because the two 
sampling times are together, and some samples are not easily distinguished.  
 
For the WSS2, the exploration result is similar to that of the vibration sensor. In each of 
the trained clusters, there is a significant major occupation class. Nevertheless, the purity 
investigation of the WSS1, WSS3 and OLS is different from that of the vibration and 
WSS2. From Table 4.5, it is seen that there are 2 trained clusters for both WSS1 and 
WSS3, and in each of the clusters, there is no dominant occupation class and the number 
of constituent components are very close to each other. A similar result of inseparability 
is also found from the purity search of the OLS, although 4 clusters are obtained after the 
training.   
 
From the above analysis, three running stages can be identified from using the clustering 
method based on the vibration and WSS2 features. Thus, it is essential to analyze the 
signals from both vibration and WSS2 sensors with clustering analysis. However, the 
clustering result seems not to be satisfied if the samples are from WSS1, WSS3 and OLS. 
This  may  be  due  to  the  samples  being  collected  randomly  and  some  characteristic 
features  might  have  been  overlooked.  Under  these  circumstances,  it  is  necessary  to 
investigate the data from these sensors at continuous (from the beginning till the end) 
running stages to detect any wear condition by clustering.   
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 Purity Search  30-32.5 Hours     57.5-60 Hour     60-62.5 Hour 
Cluster1(Vib.)  300 (99.8%)    0.365(0.16%)    0.003(0.04%) 
Cluster2(Vib.)  0.04(0.06%)    257(99.9%)    0.004(0.04%) 
Cluster3(Vib.)  0.22(0.1%)     42.9(12.5%)     300(87.4%) 
Cluster1(WSS1)  142.7 (31.6%)    161.2(35.7%)    147.5 (32.7%) 
Cluster2(WSS1)  157.3 (35.1%)    138.8 (30.9%)    152.5 (34.0%) 
Cluster1(WSS3)  160.3 (35.3%)     153.6 (33.9%)     139.8 (30.8%) 
Cluster2(WSS3)  139.7 (31.3%)     146.4 (32.8%)     160.2 (35.9%) 
Cluster1(WSS2)  293(99.3%)     0.108(0.05%)     1.81(0.65%) 
Cluster2(WSS2)  0(0%)    235(81%)    59.6(19%) 
Cluster3(WSS2)  7.43(2.4%)     65.3(21%)     239(76.6%) 
Cluster1(OLS)  81(35.8%)     68(30%)     77(34.2%) 
Cluster2(OLS)  74(34.7%)    70(32.9%)    69(32.4%) 
Cluster3(OLS)  76(32.3%)    79(33.6%)    80(34.1%) 
Cluster4(OLS)  69(30.5%)     83(36.7%)     74(32.8%) 
 
Table 4.9 Result of cluster purity exploration 
 
4.6.1.2. Dynamic difference detection process 
 
In this section, a dynamic difference detection process is simulated to detect any new 
conditions in data during the test. Clustering is applied to base-line data from a known 
healthy bearing test (test 9) and data from continuous running stages (test 16) to see if the 
newly sampled data could be grouped separately from the known healthy data during the 
training. In this approach, although the training data are from two groups, i.e. base-line 
and newly sampled, the Bayesian Information Criterion (BIC) controls the number of 
training clusters. Furthermore, the number of base-line data and newly sampled data at 
different running stages are both set to 300.  
 
This method first randomly samples a specified number of points with a fixed length T 
from  the  time  series.  Next,  each  sampled  point,  originally  in  the  time  domain,  is 
transformed into the feature space by calculating a set of feature values. At the same time, 
the prepared base-line feature sets representing the healthy condition of the bearing are 
mapped  into  the  feature  space  as  well.  Thirdly,  the  feature  space  is  clustered  by  a 
mixture-model method to examine whether the sampled features are abnormal and could Chapter 4. Construction of Anomaly Detection Model 
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be  grouped  separately  from  the  base-line  features  by  wear.  Finally,  the  results  of 
clustering are explained according to the property of the particular sensing technologies. 
Figure  4.43  illustrates  the  working  procedure  of  the  clustering-based  bearing  wear 
detection technique.  
 
 
Figure 4.43 Working procedure of clustering-based wear detection 
 
 
(1) Results 
Figure 4.44 illustrates a few examples of the dynamic clustering process with the six 
vibration features. From the figure, it can be seen that the new data are inseparable from 
the base-line data between 40~55 hours (a–f). From hour 57.5, most of the newly inputted 
data starts to form a separate cluster. Furthermore, when the new data are collected at 
60~62.5 hours and 62.5~65 hours, very clear new clusters are created, and new data are 
further  grouped  into  two  more  clusters.  Another  interesting  phenomenon  is  that  the 
number of the trained clusters at each of the sampling stages is constant at 2, until 60~65 
hours when the number of the trained cluster increases to 3 and 7.   
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Figure 4.44 Dynamic clustering process of vibration features (Figures 5(a-i) illustrate the clustering 
examples of vibration features at a particular sampling period) 
 
A similar approach was applied to the WSS2 features (see Figure 4.45). In the first three 
examples, the new data could not be independently grouped from the base-line data. But 
in the rest of the trained samples, the new data are nearly separated from the base-line 
data, and the occupation probabilities of the new data in the clusters reach above 95%. 
Besides that, the distributions of the three clustering samples are found to be significantly 
different from the other trained results when they are recorded at 47.5~50 (d), 50~52.5 (e) 
and  57.5~60  (g)  hours.  These  three  trained  examples  all  show  a  very  discrete 
characteristic, and the number of trained clusters is higher than other samples.  
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Figure 4.45 Dynamic clustering process of WSS2 features (Figures 6 (a-i) illustrate the clustering examples 
of WSS2 features at a particular sampling period) 
 
In order to make it clear, the original plots of WSS2 features were traced, and the discrete 
charge  events  were  frequently  found  between  48~60  hours.  Figure  4.46  shows  the 
zoomed-in  picture  of  the  WSS2  inner  race  energy,  and  the  discrete  charge  could  be 
clearly identified. To explain this interesting phenomenon, the link between wear in the 
oil lubricated contact and electrostatic charge mechanisms needs to be understood. This 
link has been indicated elsewhere [12-14] and the discrete signals which have also been 
found  in  figures  4.45(d),  (e)  and  (g)  are  caused  by  the  surface  phase  transformation 
associated with the first transition scuffing, which hence leads to the onset of failure. The 
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presence of surface-transformed regions will result in contact potential differences (CPD) 
and generate discrete electrostatic precursor signals prior to the severe adhesive wear 
(scuffing) which can lead to catastrophic failure. However, rolling element bearings do 
not  suffer  the  adhesive  wear,  and  the  causes  of  these  discrete  signals  could  not  be 
explained by surface phase transformation with full confidence; they might be the result 
of  the  generated  wear  debris  or  some  other  sources.  Therefore,  the  reasons  for  the 
uncommon clustering result with the samples at 47.5~50 (d), 50~52.5 (e) and 57.5~60 (g) 
hours is not very clear, but the occurrence of these discrete charge events which was 
identified  with  clustering  is  still  invaluable,  as  they  could  be  used  to  detect  some 
abnormal conditions, and provide a precursor to severe wear. Here, we call them the 
precursor cluster. 
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Figure 4.46 WSS2 precursor signal of the inner race energy 
 
The dynamic clustering for the electrostatic oil line sensor features showed no separation 
from the base-line throughout the test until 62.5~65 hours. The occupation percentage of 
new data in the clusters suddenly increased from around 50% to 83%~100%. It has also 
been found that the number of clusters varies between 4 and 5 in the whole test. Figure 
4.47  shows  two  clustering  examples  of  the  OLS  features  before  and  after  hour  62.5 
respectively. 
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For the three sensors analyzed above, the dynamic clustering process has shown that two 
parameters are important, the occupation percentage of the newly sampled data in the 
clusters (OP) and the number of trained clusters (NC), to vary with the sampling time. 
Thus,  these  two  parameters  are  valuable  tools  with  the  potential  for  bearing  fault 
detection.  
 
 
Figure 4.47 Samples of OLS dynamic clustering process 
 
(2) Discussion  
Figure 4.48 shows the occupation probability of new data in the clusters that new data 
occupy, most starting from 35 hours for all sensors. The vibration features show a steady 
increasing trend: all the OP values are below 60%, until it is calculated at 55~57.5 hours, 
when it reaches 69%, and then, the OP values keep increasing until it is 100% at 62.5~65 
hours. The new vibration data started to become grouped independently at 55~57.5 hours, 
which means the wear condition is firstly detected by vibration features at 55~57.5 hours. 
As  the  sampling  time  passes,  the  more  severe  wear  conditions  which  have  the 
corresponding OP values (e.g. 57.5~60 hours with 78%, 60~62.5 hours with 95% and 
62.5~65 hours 100%) could also be detected. 
 
For the OP trend of WSS2 features, the value suddenly increased from 68% to nearly 
100% at 47.5~50 hours. And then, the OP keeps steady with a value of around 100%. It is 
found  that  the  new  WSS2  data  could  be  grouped  independently  and  earlier  than  the 
vibration data, which could be described as the precursor processes, and detected by 
WSS2 sensor, while the vibration could only detect the severe wear condition when the 
cracks occur on the contact surface. 
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The trend of OP for the oil line sensor is easier to explain, as the oil line sensor was 
installed in the recirculation pipework, and therefore it is not sensitive to the contact 
surface  changes.  It  is  designed  for  sensing  discrete  wear  debris  passing  through  the 
sensor, hence the OP values keep low for most of the time, although the contact surface 
has been greatly modified by wear. At the sampling time of 62.5~65 hours, the OP value 
suddenly reaches 83%~100%, as spalling occurs causing massive amounts of wear debris 
to pass through the oil line sensor. 
 
 
Figure 4.48 Occupation percentage of the new data in the cluster that newly input data occupies most 
 
The OP trend of WSS1 and WSS3 are also illustrated, and the flat trends were found 
throughout the test. As the WSS1 and WSS3 were utilized to monitor the two support 
bearings (bearing 1&4), the reason for this phenomenon might be explained by the fact 
that two support bearings were not experiencing the severe wear in the whole testing 
procedure, and the OP parameter did not detect any abnormal conditions.   
 
Another interesting clustering parameter is the number of the trained clusters (NC), which 
might be used for wear detection. Figure 4.49 shows the trends of NC for the 3 types of 
35 40 45 50 55 60 65
60
80
100
WSS2
P
r
o
b
a
b
i
l
i
t
y
35 40 45 50 55 60 65
60
80
100
Vibration
P
r
o
b
a
b
i
l
i
t
y
Initial Crack
Precursor Process
35 40 45 50 55 60 65
60
80
100
P
r
o
b
a
b
i
l
i
t
y
WSS1
35 40 45 50 55 60 65
60
80
100
Sampling Time (Hours)
P
r
o
b
a
b
i
l
i
t
y
WSS3
35 40 45 50 55 60 65
60 
80 
100
Sampling Time (Hour)
P
r
o
b
a
b
i
l
i
t
y
Oil Line Sensor
Initial SpallingChapter 4. Construction of Anomaly Detection Model 
  - 182 -
sensors. For vibration, differences in NC only occur when the bearing contact surface 
enters into the severe wear condition. However, for the WSS2 NC trend, four significant 
different  values  were  found  at  47.5~50,  50~52.5,  57.5~60  and  62.5~65  hours.  The 
clustering results with the samples at the first three sampling periods are called precursor 
clusters. Hence, the WSS2 NC values could be used to find out if the precursor signals 
exist, so that the severe wear could be pre-warned by the precursor NC values. The NC 
trend for the oil line sensor does not show any distinguishing features. So the examination 
of the NC value is of little value for the oil line sensor. The NC values of WSS1 and 
WSS3 showed a consistent flat trend with the OP trend, which enhanced the confidence 
that the two support bearings were not severely damaged.   
 
 
Figure 4.49 Number of the trained cluster 
 
In order to validate the above analysis, the pictorial evidence of the inner race damage is 
shown for all four bearings. In Figure 4.50, the photographs clearly show that the failure 
of the bearings during the test originated from the inner race of bearing 2. That is the 
reason that the precursor process and precursor NC values could be found from the OP 
and  NC  trend  of  WSS2.  The  figure  also  indicates  that  the  fatigue  damage  (spalling) 
occurred to the inner race of bearing 2, associated with high OP values of vibration and 
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OLS at the end of the test. However, no perceivable damages were found on the inner 
races  of  bearings  1  and  4,  which  proves  the  assumption  that  there  is  no  significant 
damage in these two bearings with a flat trend of OP and NC values.  
 
From the above analysis, the clustering parameters of OP and NC are both valuable for 
wear detection with particular sensing technologies. OP is useful for all the three sensors, 
and WSSs shows the advantage with clustering OP value to detect precursor processes 
that  indicate  contact  distresses  and  wear,  and  shows  that  OP  values  with  vibration 
features are sensitive to relatively severe conditions, and for the electrostatic oil line 
sensor, OP values could only detect the occurrence of severe wear (spalling) associated 
with  massive  amounts  of  wear  debris.  However,  the  parameter  of  NC  seems  only 
meaningful for WSS features, as it could be used to find and describe the electrostatic 
precursor signals that prove the advantage of the electrostatic wear-site sensor. 
 
 
Figure 4.50 Inner race examination of the four bearings 
 
4.6.2. Approaches to select appropriate dataset to update the anomaly detection model   
 
Bearing 1 (WSS1)  Bearing 2 (WSS2) 
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Having confirmed that occupation probability and the number of the trained model are 
useful to identify the difference between two groups of data, this section will demonstrate 
how to use these two parameters to select appropriate data which are used to update the 
anomaly  detection  model.  Figure  4.51  (a)  shows  the  simulated  two-dimensional  data 
which consist of typical features observed in the bearing run-to-failure test. In the dataset, 
the features of running-in, step changes, discrete fault signal and wear-out are added. On 
the other hand, as Figure 4.51 (b) shows, a 4-components GMM is also simulated and is 
to be used as the normal model. It is noted that this GMM is created with the intention of 
deviating from the simulated run-to-failure test in order to emphasize the importance of 
updating  the  anomaly  detection  model.  If  the  run-to-failure  data  are  plotted  into  the 
GMM space, as Figure 4.51 (c) illustrates, most of the run-to-failure data are deviated 
from the Gaussian kernels, and this results in most of the Hotelling’s T-squared statistic 
from the run-to-failure data being above the threshold line, which will thus trigger a very 
high false alarm rate. 
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Figure 4.51 Simulated dataset: (a) Simulated testing data (b) Simulated training data with 4 Gaussians 
(c) Scatter plot of the GMM space and testing data.(d) Hotelling’s T-squared statistic of the testing data 
based on 4 components of GMM. 
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Figure  4.51  (d)  is  the  Hotelling’s  T-squared  based  anomaly  detection  result  which 
indicates that a large amount of data are exceeding the threshold line, even though some 
of them belong to a steady normal state. This is due to the difference of background level 
between  the  training  and  testing  data.  Therefore,  appropriate  testing  data  need  to  be 
selected to update the original constructed GMM space. In this case, as the testing data 
contains various kinds of data, and background normal data are preferred to be included, 
the developed method should be able to identify the characteristic difference between the 
normal and other types of data. After the observation of the testing data, as illustrated in 
Figure 4.51 (a), it is found that data at running-in or faulty areas generally have high 
magnitude fluctuations, and if a set of categorized windows are set in these areas, two 
neighbouring datasets have a high probability of being clustered independently. On the 
other hand, data at a steady normal state are relatively normally distributed, and two 
neighbouring datasets are not easily separated, and may almost equally appear in the 
assigned  clusters.  Based  on  this  important  characteristic,  the  proposed  method  is 
summarized as: 
 
1)  Assigning a number of categorized windows in the time series, and number of 
points in each group is fixed and equalled. 
2)  Modelling every two neighbouring groups (previous and current) by EM algorithm.  
3)  Setting the ‘number of clusters’ as two. The method is not supposed to accurately 
describe the two neighbouring datasets, but to examine how separated the two 
datasets are, and see whether they could form independent clusters.  
4)  Checking the consisted elements in each cluster. As the number of data points of 
two  neighbouring  groups  (previous  and  current)  are  equalled,  and  each  group 
would occupy most in one of the two clusters. So the clusters are named based on 
which group of data occupies the most.  
5)  Plotting the occupation probability of each of two neighbouring groups (previous 
and current) for two clusters.  
 
Figure 4.52 shows the clustering samples of the three neighbouring groups. The first 
sample is groups 2 and 3 at the running-in area, and it is seen that most of the data from Chapter 4. Construction of Anomaly Detection Model 
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each group could form independent clusters, and the dominant data group could be found 
in each cluster; while the second sample from a steady state indicates a different feature: 
the occupation probabilities of two neighbouring groups are close to each other in the 
clusters, which means the dataset of groups 4 and 5 are mixed together, and could not be 
clustered independently. In the third sample, the data of two neighbouring groups are 
experiencing a step change, and the clustering result is similar to the first sample.   
 
 
 
Figure 4.52 Samples of clustering results with two neighbouring datasets 
 
If the probabilities of the two clusters are plotted according to which group of datasets 
(previous and current) occupies most, the occupation probability charts could be obtained, 
as Figure 4.53 illustrates. From these two charts, it is clearly found that the occupation 
probabilities of two groups of data have a large deviation in both clusters when they are 
at  the  running-in,  step  change,  faulty  and  wear-out  areas,  while  the  occupation 
probabilities of the two groups of data are much closer to each other when they are at the 
steady  normal  states.  Therefore,  the  occupation  probability  chart  could  be  used  to 
recognize data at steady normal states from other types of data, and in this case, it is 
advisable to utilize groups of 5, 11 and 19 datasets to update the anomaly detection model. 
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In addition to the simulation data, experimental data are also examined in this way to 
select appropriate points to update the model; examples of these tests can be found in 
Appendix C.    
 
 
 
4.6.3. Anomaly detection model updating and merging processes  
 
4.6.3.1. Concatenate process 
 
Having  determined  which  group  of  testing  data  should  be  appropriately  selected  for 
updating the anomaly detection model, the updating procedure could be followed with the 
method suggested by Hall and Hicks [10]:  
 
Concatenate – suppose a GMM has already been learnt up to time t: 
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Where  each  Gaussian  component  is  represented  by  its  weight
t
m w ,  mean  t
m µ and 
covariance
t
m C .  Then,  if  a  set  of  new  data  is  received,  the  updated  model  with  k+1 
components could be obtained by trivially combining the original GMM and the new data 
into a single model:  
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Figure 4.53 Occupation probabilities (a) cluster that current data 
occupies most; (b) cluster that previous data occupies most.  
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Figure 4.54 (a) illustrates the anomaly detection results after the GMM space is updated 
with the group of 5 dataset. It is found that most of the steady state data before the first 
step change have been classified as normal, but the other steady state data are still above 
the threshold line. Therefore, the group of 11 datasets is applied for updating, and in 
Figure 4.54 (b), nearly all the steady state data before the second step change are below 
the threshold line. The group of 19 datasets is finally extracted to update the model, and 
as Figure 4.54 (c) indicates, the steady state data are successfully treated as normal, and 
the running-in, discrete fault signal and wear out behaviours are also accurately detected.   
 
 
 
Figure 4.54 Anomaly detection results after the model updating with the group of 5 dataset (a), groups of 5 
and 11 datasets (b) and groups of 5, 11 and 19 datasets (c).  
 
4.6.3.2. Merging and simplifying process 
 
Simplify – if possible, merge some of the Gaussians by measuring the similarity which 
could be determined based on the distances between the Gaussian centres and difference 
of their covariance size. It is noted that the BIC index should be consistently used after 
each  merging  process,  to  ensure  the  optimized  standard  of  the  updated  model,  as  it 
directly affects the accuracy of anomaly detection.  
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Cluster No.  1  2  3  4  5  6  7 
1  1  0.81516  0.80172  0.87255  0.91731  0.78924  0.59573 
2  0.81516  1  0.76417  0.86681  0.80137  0.70753  0.59607 
3  0.80172  0.76417  1  0.89185  0.72162  0.59222  0.4126 
4  0.87255  0.86681  0.89185  1  0.80635  0.67978  0.51475 
5  0.91731  0.80137  0.72162  0.80635  1  0.87058  0.67668 
6  0.78924  0.70753  0.59222  0.67978  0.87058  1  0.78505 
7  0.59573  0.59607  0.4126  0.51475  0.67668  0.78505  1 
Table 4.10 Similarity values between the clusters 
 
 
Figure 4.55 Results of the clustering merging: (a) Clustering space for the entire training data; (b) 
Clustering space after the merging; (c) BIC scores for different clustering spaces; (d) T-squared statistic 
based on the merging space  
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calculated. Following the equation of 4.10, the similarity values between the 7 clusters 
(see Figure 4.54 (c)) is obtained as Table 4.10 indicates. It is found that the similarity 
between clusters 1 and 5 is above the threshold and reached about 0.92. Therefore, these 
two resulting Gaussians are merged using the usual equations (4.23-4.26) supplemented 
by the combination of the cumulative density functions [10]:    
 
  i j ω ω ω = +               (4.23)                                       
1
[ ] i i j j µ ω µ ω µ
ω
= +                     (4.24) 
( ) ( ) ( ) ( )
j T T i
i i i j j j C C C
ω ω
µ µ µ µ µ µ µ µ
ω ω
    = + − − + + − −                                        (4.25)                      
1
( ) [ ( ) ( )] i i j j F x F x F x ω ω
ω
= +                                                                                         (4.26) 
 
Figure 4.55 (b) shows the merged model, and Figure 4.55 (c) illustrates the BIC scores of 
the model before (red circle) and after (green cross) the merging; these two values are 
seen to be close to each other, and if compared to the BIC values measured for the entire 
training data as Figure 4.55 (a) illustrates, the difference between the BIC score of the 
optimized model (7 clusters) and those of the updated and merged models is limited. 
Thus, the quality of the model is not changed significantly after the merging process, and 
the testing data can be calculated based on this merged model. Figure 4.55 (d) is the T-
squared score of the testing data, and the testing result is quite similar to the one that is 
obtained based on the third updated model (see figure 4.54 (c)). Although the result does 
not indicate any improve through merging, it costs less time because of the reduction of 
model complexity.      
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Chapter 5. Anomaly detection   
 
5.1. Anomaly detection index  
 
In machine condition monitoring, univariate (i.e. single variable) methods can sometimes 
miss anomalies that do not appear at the extreme tail of a single variable’s distribution. 
Multivariate approaches are more powerful to enhance and extract these anomalies. In 
this thesis, Hotelling’s T-squared statistic is applied to fuse the multivariate (i.e. multiple 
features) and to calculate the distance between the centre of the anomaly detection model 
and the new testing samples.  
 
Based  on  the  assumption  that  random  features  can  be  approximated  by  a  Gaussian 
distributed random variable, Hotelling’s T-squared statistic can be defined as follows:  
1 ^
2 ( ) ( )
x y T
xy y x y x
x y
n n
T C
n n
µ µ µ µ
−
= − −
+
                                                                                 (5.1) 
 
^ ^ ^ 1
(( 1) ( 1) )
2
xy x y x y
x y
C n C n C
n n
= − + −
+ −
                                                                           (5.2)                                                                                         
Where 
^
x C  and 
^
y C are  estimates  of  covariance  matrices  of  the  samples  X  and  Y, 
respectively; and µx and µy are sample means of X and Y, respectively.  
 
As  for  each  new  test  vector  yi,  the  normal  model  is  a  Gaussian  mixture  with  k 
components. A decision is required to identify which of the components should be used 
to calculate the Hotelling’s T-squared statistic for the new data sample. It is proposed that 
the Mahalanobis distance [1, 2] is calculated for every new data sample based on each of 
the  Gaussian  mixtures.  The  Gaussian  component  with  the  minimum  Mahalanobis 
distance is then chosen for the current observed sample:    
 
 
1
min argmin ( ) ( )
T
i k K i k
k
k y C y
− = −µ −µ                                                                               (5.3) 
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5.2. Setting-up thresholds for bearing failure detection 
 
This  section  introduces  the  proposed  approach  to  set  the  threshold  and  probabilistic 
boundary for anomaly detection. At the beginning, the principle of the Extreme Value 
Theory (EVT) is presented as a statistical method to set probabilistic thresholds which are 
more sensitive to the anomalies. Next, the proposed approach that uses the EVT to set the 
threshold for the T-squared statistic is demonstrated using baseline data. The next two 
parts are about the evaluation of the effect of model adaptation on the threshold set-up 
and comparison with other conventional methods respectively. Appendix A4 illustrates 
the procedure of setting up the threshold level.   
 
5.2.1.  Approach  of  using  Extreme  Value  Theory  (EVT)  to  set  a  threshold  level  for 
anomaly detection (threshold for distance measure and probabilistic boundary)  
 
Extreme value statistics is a branch of statistics that effectively models the tails of the 
distributions,  concerning  where  the  extreme  large  or  small  values  extracted  from  the 
distribution of ‘normal’ data are expected to lie.  
 
Consider a set of data X = {x1…xm} of m is drawn from a distribution D (x). In this thesis, 
the X is assumed to be generated from a Gaussian distribution P(x) = N (µ, σ
2) and 
defines xm = max(X). Then, according to one of the fundamental principles in ‘classical’ 
extreme value statistics, the Fisher-Tippett theorem [3], the probability distribution PE(x) 
describing where the expected most extreme of those m samples is lying towards the 
Gumbel distribution (Gumbel distribution is a limited form of the generalized extreme 
value distribution which describes maxima):         
 
( , ) exp{ exp( )} m m m m P x x y µ σ ≤ = − −                                                                              (5.4) 
 
Which the Extreme Value Distribution (EVD) is termed, where ym is the reduced variable:  
 
1( ) m m m m y x σ µ
− = −                                                                                                            (5.5) Chapter 5. Anomaly detection 
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Where  m and σm are the location and scale parameters of the EVD as equations 5.6 and 
5.7 show. It is seen that the classical EVT assumes that location and scale parameters are 
dependent only on m.     
 
( )
1/2
1/2
lnln ln2
2ln
2(2ln )
m
m
m
m
π
µ
+
= −                                                                                      (5.6) 
( )
1/2
2ln m m σ
−
=                                                                                                               (5.7) 
 
However, the theory introduced above is only effective when xm is univariate. On the 
other hand, the assumption that the X = {x1…xm} is generated from Gaussian distribution 
P(x) = N (µ, σ
2) seems insufficient if the X is distributed in a more complicated way. 
Therefore, it is reassumed that in [1, 2], multivariate X is generated from the Gaussian 
Mixture  Model  (GMM)  P(x)  =  N  (µk,  Ck),  and  can  be  easily  evaluated  with  the 
Mahalanobis distance in its standard form:      
 
* * * *
1 ( ) ( ) ( )
T
k k k k h x x C x µ µ
− = − −                                                                                      (5.8) 
 
Hence, the information of multivariate vector xm can be transmitted by univariate value 
h(x)k, and in equations 5.4-5.7, the parameters xm and m can be replaced by  xm = h(x)k , 
mk = mp(k) (the selection of component k of GMM for specific vector is based on the 
minimum  h(x)),  therefore,  the  cumulative  EVT  probability  can  be  modified  from 
equation 5.4: 
 
*
* *
( )
( ) ( ( ) ) exp{ exp( ( ))}
m k
k k
m
h x
P x m P h x m
µ
σ
−
= = − −                                                    (5.9) 
 
5.2.2. Threshold set-up for distance measure (T-squared distance)   
 
Based on the above-described theory, the probabilistic boundary (P(x) >=95% or 99%) 
could be drawn for univariate or multivariate physical features. However, as introduced 
in the previous section, the Hotelling’s T-squared distance is selected as the anomaly Chapter 5. Anomaly detection 
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detection index, and the EVT probability can not be calculated directly for this statistic. 
Therefore, the conventional EVT approach needs to be modified and the EVT probability 
of the T-squared statistic needs to be evaluated.  
 
 
 
Figure 5.1 Statistical analysis of the T-squared distance from the training data  
As  discussed  in  Section  5.1,  the  anomaly  detection  index  is  calculated  based  on  the 
constructed  anomaly  detection  model.  In  this  study  of  setting  up  the  threshold,  the 
predicted T-squared statistic of the training data (TSOT for short) based on the model of 
normality (the optimized model is chosen as Figure 4.34 shows) is used to generate the 
alarm threshold. Figure  5.1 (a) shows the calculated TSOT. The density  of TSOT is 
shown in Figure 5.1 (b), and shows that the density does not follow a single Gaussian 
distribution which provides a poor fit to the data and contains a very long tail; hence, it 
would not be correct to base a threshold on a mean value plus several standard deviations. 
In order to describe TSOT more precisely, the GMM is applied to identify different 
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regions of density of TSOT instead of a single Gaussian model. It is seen in Figure 5.1 (c) 
that there are 6 Gaussian components (clusters) being created. Finally, the threshold line 
should also lie towards the tail of the cumulative distribution function (CDF) P(x), so that 
the anomalies could be detected when P(x) is > 95% or 99% (determined beforehand). In 
this particular study, the TSOT at different regions of density are modelled with the 
Extreme Value Theory (EVT) [4] so that the threshold line could be set at the tail of the 
cumulative distribution.  
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Figure 5.2 Threshold set-up using extreme value statistic 
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to fit the model. Therefore, variation of value m has an influence on the calculation of 
probability. Figure 5.2 shows the evolution of P (x | m) with m for the TSOT. The number 
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when the probability reaches 99%, as the figure illustrates, the threshold alerting values 
have a non-linear increasing trend with different m. It is also found that the difference 
between  the  99%  related  values  becomes  smaller  when  the  m  is  larger  than  7,000. 
Therefore, in this study, the m=7000 is selected to set the threshold value. Figure 5.2 
presents the EVT cumulative probability of the TSOT, and it is found that the threshold 
line is set to 99.2 when the probability reaches 99%.     
 
According to the analysis discussed above, the approach to set the threshold level for 
univariate anomaly detection index can be summarized as follows:  
1)  Calculate anomaly detection index of the training data based on the constructed 
model of normality.  
2)  Inspect the density changes of the anomaly detection index of the training data 
using GMM.  
3)  Select appropriate parameter m.  
4)  Calculate EVT probability of the anomaly detection index, and set a threshold 
level when the probability reaches a certain level (i.e. P (x) > 95% or 99%).  
 
5.2.3. Probabilistic boundary set-up  
  
Different  from  the  threshold  set-up  of  the  anomaly  detection  index,  the  probabilistic 
boundary can be calculated directly with multivariate features based on the constructed 
model of normality.  
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Figure 5.3 shows the surface mesh plot of the EVT probability for the first two features 
(vibration  RMS  and  WSS1  RMS)  space.  Figure  5.3  (b)  shows  the  boundaries  with 
different probability values, and any related data can be plotted in this two-dimensional 
space to check their status with different probability boundaries.  
 
5.2.4. Effect of model adaptation on the threshold set-up 
 
In  this  section,  the  method  is  repeated,  but  applied  to  the  original  training  data  and 
constructed model of normality (see Figure 4.33) before adaptation. The purpose of this 
study is to examine the effect of model adaptation on the threshold set-up.  
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components  were  provided  to  precisely  describe  the  density  changes  of  the  data,  as 
Figure 5.4 (c) illustrates. Finally, the EVT probability is calculated with selected m=8000 
for the data, and the threshold value is set to 364.1 when P (x) =99%. 
 
On the other hand, the probabilistic boundaries with the original training data and model 
of normality are also drawn. Figure 5.5 shows the surface mesh and contour of the EVT 
probability for the original model.       
 
 
Figure 5.5 Probabilistic boundary before the model adaptation 
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difference between the Gaussian and EVT distribution can be clearly demonstrated in the 
TSOT PDF function plot, as Figure 5.6 shows. It is seen that for both TSOT before and 
after the model adaptation, the PDF of EVT is more sensitive to the data in the tail 
position, while the Gaussian fit is more centred on the data with higher density. This 
obvious difference forms the motivation of the comparison between the Gaussian and 
EVT CDF.      
 
Figure 5.6 Comparison between the EVT and Gaussian PDF 
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On the other hand, the threshold line should also lie towards the tail of the cumulative 
distribution function (CDF) P(x), so that the anomalies could be detected when the P(x) 
is >95% or even 99% (determined beforehand). Conventionally, normal CDF could be 
used to achieve this function based on a single pair of Gaussian parameters   and σ or 
multiple sets of  k and σk generated by GMM. Figure 5.8 (with the red and orange curve) 
shows  the  normal  CDF  based  on  single  and  multiple  sets  of  Gaussian  parameters 
respectively. It is seen that the threshold line has been set when the probabilities reach 
99% with the corresponding values of 28 and 37 respectively. However, it is well known 
that normal distribution is not sensitive to the data at the extreme tail shown in Figure 
5.1(b), and may treat these data as anomalies; this will lead to a high false alarm rate 
when  conducting  anomaly  detection.  Figure  5.7  summarizes  the  procedure  of  the 
threshold set-up using different statistics and models.   
 
As a branch of Extreme Value Distribution, the Gumbel distribution is more sensitive to 
the tail region on the probability plot, and the majority of the data will not be in alert. The 
green and blue curves in Figure 5.8 illustrate the cumulative extreme value probability of 
the training data based on single Gaussian and GMM respectively. It is seen that the 
value  of  GMM-EVT  method  increases  to  around  100  and  higher  than  the  value  of 
Gaussian-EVT, if the threshold line is set at a 99% position. Therefore, it is concluded 
that  the  GMM  is  used  to  correctly  describe  density  of  the  training  data’s  T-squared 
statistic. The EVT is then applied to indicate the probability of the data point belonging to 
the extreme value distribution. The proposed method shows a more tolerated capability 
that  more  normal  data  will  not  be  triggered  as  the  abnormal.  Table  5.1  shows  the 
calculated threshold values with different methods and model status.  
 
Method  Before adaptation  After adaptation 
Gaussian-normal  49.2  28.8 
Gaussian-EVT  77.4  47.9 
GMM-normal  57.7  36.2 
GMM-EVT  364.1  99.2 
Table 5.1 Summary of the threshold-set results 
 
Moreover, Figures 5.9 illustrate the probabilistic boundary with the 4 compared methods 
before and after the model adaptation respectively.  Chapter 5. Anomaly detection 
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Figure 5.8 Threshold set-up before and after the adaptation of the model 
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Figure 5.9 Probabilistic boundary set-up before and after the adaptation of the model 
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5.3. Results of the anomaly detection 
 
Anomaly  detection  is  a problem  that  arises  in  a number  of  applications  in  condition 
monitoring. Primarily, it is used to indicate whether the monitored events are working 
properly or not. There is no precise definition of what anomalies are but, intuitively, they 
can be defined as follows: “an anomaly would be an observation that deviates so much 
from  other  observations  as  to  arouse  suspicions  that  it  was  generated  by  a  different 
mechanism” [5]. There are two main approaches to anomaly detection. The first approach 
is based on estimation of unconditional probability density. In this case a decision on 
novelty is made using a probability density function (pdf) p(x|normal) and a pre-defined 
threshold, the test point x is considered as an outlier while the p(x|normal) is less than the 
threshold [6]. The second approach to anomaly detection is based on the description of 
the data  region R that corresponds to the normal operating  regime.  The test event is 
considered as an anomaly when it is outside the region R. This approach has been widely 
applied in the statistical process control (SPC) domain [7-9]. Appendix A5 shows the 
general procedure for anomaly detection.  
 
 
Figure 5.10 Approach to select appropriate Gaussian component for anomaly calculation 
 
However, as discussed in Chapter 4, the Gaussian mixture model is used as the anomaly 
detection  model  which  consists  of  k  Gaussian  components.  Therefore,  to  judge  the 
abnormality of a test point yi, a decision has to be made on which of the k component 
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should  be  used  to  calculate  the  proposed  anomaly  detection  indices.  Figure  5.10 
illustrates the approach to select appropriate Gaussian component for each test point to 
compute anomaly detection indices. After obtaining multiple Gaussian components in 
step 1, the proposed problem is solved in step 2 by calculating the Mahalanobis distance 
for each test point based on each Gaussian component. The Gaussian component with the 
minimum Mahalanobis distance [1, 2] will then be chosen for the current test sample (it is 
achieved  in  step  3)  to  calculate  the  fault  detection  indices,  including  extreme  value 
statistic, Hotelling’s T-squared statistic or log-likelihood. 
 
In the following sections, analysis procedure of the anomaly detection will be introduced 
at  first;  an  example  will  be  given  to  explain  how  the  anomaly  detection  results  are 
interpreted. And then, an overview of the anomaly detection results of all 11 evaluated 
tests will be summarised and compared in section 5.3.2. Finally, four typical tests with 
distinctive features will be analysed with details in sections 5.3.3 and 5.3.4.  
5.3.1. Analysis procedure of the anomaly detection  
 
Generally, the aims of conducting anomaly detection can be divided into two parts. The 
first one is to extract or detect any abnormal trends which are related to rolling element 
bearing failure process; this requirement is fulfilled by the Hotelling’s T-squared statistic. 
The  second  one  is  incorporating  developed  threshold  set-up  strategy  to  automatically 
isolate the extracted anomalies from normal data.  
 
To achieve the first aim, time history of the T-squared statistic is plotted at first, and 
detected abnormal trends are then correlated to the phase of the machinery life cycle in 
rolling element bearings and the physical evidence that was observed in the course of 
testing. Figure 5.11 illustrates an example of the T-squared statistic calculated from the 
test 20 (details of this test can be found in section 5.3.3). It is seen that the T-squared 
statistic follows the well-known ‘bath-tub-curve’: in the running-in period (between 0 
and 15 hours), bearing was experiencing a highly dynamic process that involves surface 
interaction between asperities and defect protrusions, this behaviour is usually associated 
with the generation of plate-like particles which can be verified by debris counter [11]; Chapter 5. Anomaly detection 
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and then bearing was entering the steady state which lasted for about 18 hours, and in this 
period, there was also a significant reduction in debris detection; finally, activities of the 
T-squared statistic between 52 and 63 hours suggest that the bearing  may  be spalled 
generating  discrete  areas  of  nascent  surface  and  large-sized  particles.  Apart  from  the 
classic three running phases of the machinery life cycle, activities between 42 and 43 
hours are also worthwhile to be investigated, since they may be the invaluable precursors 
to the wear-out period. It should be noted that in the plotted T-squared statistic, a number 
of single spikes are also found (single spike at 12 and 48 hours), and have the obvious 
abnormal characteristic. However, at the time of writing, the cause for these anomalies is 
difficult to trace, because they may be the indication of bearing distress, or from the 
malfunction of instruments, or the contaminants in the lubricants. Therefore, there are 
generally three types of interesting activities (trends relating to the bath-tub-curve, early 
interesting consistent signs and single spike) are found, but the current study only focuses 
on the consistent abnormal trends in the T-squared statistics and the first two types of 
interesting activities will be analysed for each testing datasets in the following sections. 
 
Figure 5.11 Example of the T-squared statistic and its detected abnormal features (test 20) 
 
Running-in 
Steady state 
Wear-out 
Single spike Chapter 5. Anomaly detection 
  - 208 -
 
To achieve the second aim, threshold set-up strategies are investigated and developed. 
The quality of this work is evaluated by two parameters-anomaly detection rate (or true 
positive rate; the higher the value is, the better the strategy is) and false alarm rate (the 
lower the value is, the better the strategy is). Furthermore, in order to demonstrate that the 
Gaussian-EVT  threshold  strategy  (see  section  5.2  for  details)  is  superior  to  other 
evaluated methods as well as the importance of effect of model adaptation on threshold 
set-up, a evaluation strategy is designed as Figure 5.12 shows. In the figure, models are 
divided  as  the  adapted  and  non-adapted  at  the  beginning;  and  then  in  each  category, 
single Gaussian and GMM models are evaluated with their associated threshold set-up 
strategies. Ultimately, the evaluation of this study is intended to demonstrate that the 
adapted GMM model associated with the GMM-EVT threshold method can achieve the 
best anomaly detection result. 
   
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.12 Evaluation strategy of different models and thresholds  
 
 
5.3.2. Overview of the anomaly detection results  
 
Table 5.2 summarises the anomaly detection results with Hotelling’s T-squared statistic of 
Model choice 
 
  Single Gaussian   
 
 
 
 
  GMM     
 
 
Model 
Adaptation  
No 
Yes 
Yes 
No 
Threshold set-up 
 
 
  Gaussian-normal 
 
  Gaussian-EVT 
 
 
  GMM-EVT 
 
  GMM-normal 
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all the 11 evaluated run-to-failure tests (in the second column of the table). It is noted that 
these  results  were  predicted  based  on  the  adapted  anomaly  detection  model  with  18 
clusters obtained in Section 4.5.4; and according to the well known bath-tub-curve and 
discovered early interesting signs, the series of the testing results can be described as 4 
stages: running-in, steady state, early interesting signs and wear out. The discussion on 
the test results will thus be focused on these stages. In the third, fourth and fifth columns 
of  the  table,  the  descriptions  of  the  calculated  statistics  were  presented,  and  the 
photographic evidence of the mostly damaged bearing components is provided in the 
sixth column. The purpose of presenting this table is that the links between the detected 
abnormal trends or features and the observed elements of the bearings can be generally 
established  or  assumed,  and  then  more  analyses  in  details  can  be  conducted  through 
finding the correlations between the variables (i.e. energy at inner race frequency) and 
implementing more physical evidences (i.e. information of the collected debris).    
 
From this table, it is found that the results of the T-squared statistic vary significantly 
from one another and their associated bearing element inspection with different damaged 
size (level of damage) verifies that the T-squared testing results can reflect the spallation 
size of the bearings. Figure 5.13 (a) illustrates the weight loss of the damaged component 
and for all the 12 run-to-failure tests. It is seen that the weight loss of some tests is very 
limited, i.e. tests 13-15, while others have obvious weight loss, such as tests 16 and 20. 
Correspondingly, the maximum T-squared value of the testing results were also plotted in 
Figure 5.13 (b), and it was found that the values obtain a similar trend with the weight 
loss of the element. Therefore, it is interesting to find that, if the run-to-failure data is 
tested against the same anomaly detection model, the obtained T-squared results have a 
correlation with the weight loss of the damaged bearing failure component.  
 
Based on the T-squared statistics found in the detection results, the tests are set into two 
categories: 1) anomaly detection agrees with conventional analysis, e.g. tests 10, 14, 15, 
16, 17, 18, 22 and 23; 2) model detects more and earlier signs than conventional analysis, 
e.g. tests 13, 20 and 21. Among these tests, tests 13, 16, 18 and 20 are more typical than 
others and will be presented separately in sections 5.3.2 to 5.3.4.  Chapter 5. Anomaly detection 
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Test No.  T-squared statistic  Running stage  Links between the T
2 and bearing inspection  Additional features  Physical evidence 
 
10 
1
10
100
1000
10000
100000
1000000
10000000
100000000
1000000000
0 5 10 15 20 25 30
1 2
3
 
Runing-in:0-8 
hours 
Steady state:9-
27 hours 
Wear-out:28 
hour till the end 
Increasing trend starting from 28 h in the wear 
out region can be related to the visualized inner 
race spallation of bearing 2.  
Small abnormal trend extracted at 27 h might be 
the early failure indication of the bearing, and 
needs to be confirmed with more evidences.  
Significant deviation 
at 24 h was caused 
by malfunction of the 
WSS sensors. 
 
 
13 
1
10
100
1000
10000
100000
1000000
0 4 8 12 16 20 24 28 32 36 40 44 48
1 2
3
 
Runing-in:0-18 
hours 
Steady state:9-
37 hours 
Insignificant 
abnormality: 38 
hour till the end 
Insignificant increasing trend staring from 38 h 
is  extracted  (not  seen  clearly  in  the  original 
features) and can be related to the tiny area of 
spallation closed to the pre-indentation.  
Additional multiple 
and single peaks can 
be found throughout 
the test.  
 
 
14 
1
10
100
1000
10000
100000
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85
1
2
3
 
Runing-in:0-25 
hours 
Steady state:25-
72 hours 
Abnormal trend: 
73 h till the end 
Increasing trend starting from 73 h may be the 
reason  for  the  detection  of  the  defect  on  the 
inner race of bearing 3. 
None 
 
 
15 
1
10
100
1000
10000
100000
0 2 4 6 8 10 12 14 16 18 20 22 24
1
2
3
 
Runing-in:0-10 
hours 
Steady state:11-
23 hours 
Abnormal trend: 
24 h till the end 
Increasing trend at the end of the test seems not 
consistent  to  the  final  inspection,  in  which 
bearing was found not damaged.  
The failure of the motor can be explained as the 
reason  for  the  detection  of  the  significant 
abnormal trend in the T
2.  
Motor was found 
slowed dramatically 
at the end of the test, 
and vibration of the 
whole system was 
also found severe. 
 
 
16 
1
10
100
1000
10000
100000
1000000
10000000
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
1
2
3
 
Runing-in:0-24 
hours 
Steady state:25-
62 hours 
Abnormal trend: 
63 h till the end 
Inner race of bearing 2 was found substantially 
damaged,  and  this  may  be  related  to  the 
increasing trend starting from 62 h and two sets 
of early signs at 50 h and 57.5 h. 
  
The increasing trend 
and discrete spikes at 
around 50 h and 57.5 
h were detected 
 
 
 
17 
1
10
100
1000
10000
100000
0 10 20 30 40 50 60 70 80 90 100
2 1
3
 
Runing-in:0-18 
hours 
Steady state:19-
100 hours 
Abnormal trend: 
100 h till the 
end 
Inner race of bearing 2 was found spalled, and 
this  needs  to  be  confirmed  relating  to  the 
detected abnormal trends at the end of the test 
 
Two deviation trends 
at 60 h and 80 h were 
detected,  these  two 
features might be the 
early  indication  of 
inner race spallation. 
 
304.9 mg loss to the 
inner race of bearing 
13 mg loss to the inner 
race of bearing 2 
11.3  mg  loss  to  the 
inner race of bearing 3 
3  mg  loss  to  the  inner 
race of bearing 2 
1033.8  mg  loss  to  the 
inner race of bearing 2 
61.19  mg  loss  to  the 
inner race of bearing 2 Chapter 5. Anomaly detection 
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Table 5.2 Summary of the anomaly detection results
 
18 
1
10
100
1000
10000
100000
1000000
0           25          50            75           100          125          150         175          200        
225  
1
2
3
 
Runing-in:0-
75 hours 
Steady 
state:76-
190hours 
Abnormal 
trend: 190 h 
till the end 
One  of  the  rolling  elements  was  found 
significantly damaged, while a small area of 
spallation  was  found  closed  to  pre-
indentation on the inner race of bearing 2. 
These  two  features  may  be  linked  to  the 
increasing  trend  starting  from  200  h 
appeared in the statistic.  
The spikes at about 150 
h and 180 h were 
detected. These two 
features might be the 
early indications of the 
rolling element damage 
or inner race small 
defect.  
 
 
 
20 
(Mark) 
1
10
100
1000
10000
100000
1000000
0 5 10 15 20 25 30 35 40 45 50 55 60  
Runing-in:0-
13 hours 
Steady 
state:14-47 
hours 
Abnormal 
trend: 48 h till 
the end 
 
Bearing inspection showed that one of the 
rolling element and the outer race of bearing 
4  were  found  damaged,  but  it  was  also 
found  that  inner  race  of  bearing  2  has  a 
small  spallation  closed  to  pre-indentation. 
These can be linked to the increasing trend 
in  the  wear-out  area  appeared  in  the 
statistic. 
A small amount of 
anomalies at 43 hours 
was detected (not seen 
in the original features). 
This invaluable feature 
might be the precursor 
of the outer race 
damage. 
 
 
 
21 
(Mark) 
(with 
AE) 
1
10
100
1000
10000
100000
0 10 20 30 40 50 60 70  
Test  lasted  for 
about 76 hours 
Increasing trend starting from 60 hours.  
Need to identify the cause of this increasing 
trend in Chapter 6. 
Early signs at 24 hours 
and second early signs 
at 55 hours can be 
correlated with AE 
amplitude. 
 
5% spallation to the inner 
race of bearing 2 
 
 
22 
(Mark) 
(with 
AE) 
1
10
100
1000
10000
100000
0 20 40 60 80 100 120 140 160  
Test lasted for 
about 163 
hours 
Increasing trend starting from 120 hours. 
Need to identify the cause of this increasing 
trend in Chapter 6. 
Similar damage on the inner race of bearing 
2 was found, but the dynamic responses in 
the  T
2  may  be  caused  by  slightly  longer 
spall.  
Early signs at 70 hours 
and second early signs 
at 117 hours can be 
correlated with AE 
amplitude to find cause 
of it. 
 
5% spallation to the inner 
race of bearing 2 
 
 
23 
(Mark) 
 
 
1
10
100
1000
10000
100000
1000000
0 10 20 30 40 50 60  
Test  lasted  for 
about 68 hours 
Increasing trend starting from 50 hour 
can be correlated to the extensive spallation 
which was found on the inner race of 
bearing 2. 
Early signs at 50 hours 
and needs to be 
examined to see whether 
it is the early warning of 
the final significant 
damage which started at 
70 hours.  
 
50% spallation to the inner 
race of bearing 2 
149 mg loss to the rolling 
elements of bearing 2 
255.79 mg loss to the outer 
race of bearing 4 Chapter 5. Anomaly detection 
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Figure 5.13 (a) Weight loss of the failed components  
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Figure 5.13 (b) Maximum T-squared value  
 
In the following sections (5.3.3-5.3.4), detailed analyses of four typical tests which not 
only detect obvious abnormal trends but also extract additional signs are presented. The 
tests  studied  have  different  results,  i.e.  no  significant  damage  at  the  end;  expected 
(a) 
(b) Chapter 5. Anomaly detection 
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spallation to the inner race of the bearing, etc. The sections will not only focus on the 
anomaly detection rates with the combinations of different types of anomaly detection 
models (e.g. single Gaussian or GMM and before or after the model adaptation) and 
varied threshold level set-up strategies (introduced in sections 5.2 and 5.3.1) but will also 
explain the detected anomalies. The main aim of Section 5.3 is to demonstrate various 
anomaly detection results to validate that the: 
 
-  Developed adapted anomaly detection model based on GMM is more robust than 
other evaluated models, such as single Gaussian model, GMM before adaptation.  
-  Developed threshold level (GMM-EVT strategy) works well providing improved 
anomaly detection rate and false alarm rate. It is noted that, to conduct automated 
anomaly  detection,  every  single  point  in  the  tests  needs  to  be  pre-defined  as 
normal or abnormal. The method is to utilize a histogram to identify the data of 
every feature with high or low density with respect to normal or abnormal data. 
The detail of the method can be found in Section 4.2.   
-  Model can detect faults; faults can be correlated to the physical observations.  
 
 
5.3.3. Tests 16 and 18: model can detect anomalies appeared in conventional analysis  
 
(1) Test 16 
Table 5.3 shows the anomaly detection results (T-squared statistic plus anomaly detection 
and false alarm rates) with the test 16 data based on different types of anomaly detection 
models  (single  Gaussian  and  GMM)  and  threshold  level  set-up  strategies  (Gaussian-
normal,  Gaussian-EVT,  GMM-normal  and  GMM-EVT).  It  is  seen  in  Table  5.4  that 
although the value and trend of the T-squared statistics calculated with different anomaly 
detection models show some differences, apart from the first index (T-squared statistic 
calculated on the basis of single Gaussian model before adaptation, three distinctive areas 
of interest can be found in other three indices; they are: running-in region (0-24 hours), 
early signs (50 and 57.5 hours) and wear out regions (starting from 60 hours). Hence, in 
this test, variation of the models seems to have little impact on the trend of the T-squared 
statistic.     Chapter 5. Anomaly detection 
  - 214 -
However, apart from the trend examination, the anomaly detection rate (or true positive 
rate (TP)) and false alarm (FA) rates using different models associated with different 
threshold levels are also investigated. It is seen from Table 5.3 that the anomaly detection 
rate for the models after the adaptation are higher than the ones before adaptation, but the 
false  alarm  rate  is  also  found  to  increase  after  model  adaptation.  Moreover,  for  both 
models before and after the adaptation, the threshold level set-up with the GMM-EVT 
strategy  obviously  decreases  the  false  alarm  rate  compared  to  Gaussian-normal, 
Gaussian-EVT and GMM-normal strategies, while maintaining a relatively high anomaly 
detection rate.  
 
Anomaly model  Threshold set-up  Detected trend 
Before adaptation  Gaussian-normal  Gaussian-EVT  Testing result based on single Gaussian model 
 
 
 
Single Gaussian 
TP: 0.23  TP: 0.16 
0 10 20 30 40 50 60 70
10
0
10
1
10
2
10
3
10
4
 
FA: 0.01  FA: 0.01 
Before adaptation  GMM-normal  GMM-EVT  Testing result based on GMM 
 
 
 
GMM 
TP: 0.79  TP: 0.41 
0 10 20 30 40 50 60 70
10
0
10
2
10
4
10
6
10
8
 
FA: 0.37  FA: 0.05 
       
After adaptation  Gaussian-normal  Gaussian-EVT  Testing result based on single Gaussian model 
 
 
 
Single Gaussian 
TP: 0.94  TP: 0.92 
0 10 20 30 40 50 60 70
10
0
10
2
10
4
10
6
10
8
 
FA: 0.64  FA: 0.52 
After adaptation  GMM-normal  GMM-EVT  Testing result based on GMM 
 
 
 
GMM 
TP: 0.97  TP: 0.95 
0 10 20 30 40 50 60 70
10
0
10
2
10
4
10
6
10
8
 
 
 
FA: 0.23  FA: 0.14 
Table 5.3 Comparison of the anomaly detection of test 16 with different anomaly 
detection models and threshold set-up strategies Chapter 5. Anomaly detection 
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It is clearly found that the anomaly detection result with the adapted GMM and GMM-
EVT threshold set-up strategy can not only detect significant abnormal trends but also 
provides the second highest anomaly detection rate (95%) and the third lowest false alarm 
rate  (14%)  out  of  eight  evaluated  strategies,  which  is  the  most  satisfactory  result. 
Therefore, this result is selected for further analysis.   
 
Figure 5.14 (a) illustrates the four probabilistic boundaries with the test 16 data in a two-
dimensional space (Vibration RMS and WSS1 RMS). Details of the boundary setting up 
can be found in section 5.2. From Figure 5.14 (a), test data are identified as normal or 
abnormal by seeing if they are projected within or outside the boundaries. It is seen that 
most of the data are falling outside the Gaussian-normal and GMM-normal boundaries, 
leading to the situation that more normal data might be wrongly identified as abnormal 
compared to that with the Gaussian-EVT and GMM-EVT boundaries. This result agrees 
to the anomaly detection results using the T-squared statistic and threshold level shown in 
Table 5.4. Figure 5.14 (b) shows the trend of conventional analysis-vibration RMS and 
WSS2 RMS traces throughout the test. These two parameters are plotted as a reference in 
comparison  with  the  calculated  T-squared  statistic  to  examine  whether  the  significant 
abnormal trends in conventional analysis can be detected by the T-squared statistic.  
 
Figures 5.14 (c) illustrates the Hotelling’s T-squared statistic of test 16 data based on 
adapted  GMM  and  GMM-EVT  threshold  strategy.  It  is  noted  that  this  test  has  been 
previously published in [10], and result shows that WSS2 and vibration RMS can indicate 
bearing deterioration at the end of test. From Figure 5.14 (c), it is clearly seen that the 
running-in  region  (0-24  hours)  and  the  wear  out  region  (after  60  hours)  have  been 
successfully detected as anomalies by the predefined threshold. Also, obvious anomalies 
at  around  50  hours  and 57.5  hours  as  well  as  mild  anomalies  at  about  38  hours  are 
detected. The abnormal features at wear-out region and activities between 50 and 57.5 
hours were also seen in the conventional time domain plots (see Figure 5.14 (b)). Hence, 
in this test, the abnormal trends clearly seen in the original plots can be successfully 
detected by the T-squared statistic and automatically isolated by the threshold level.   Chapter 5. Anomaly detection 
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Figure 5.14 (a) Probabilistic boundaries, (b) vibration and WSS2 RMS traces, (c) anomaly 
detection results of the test 16 and (d) trends of the debris counter and temperature 
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Figure  5.14  (d)  illustrates  the  thermocouple  and  TA20  ferromagnetic  debris  counter 
responses. It is found that abnormal activities can be detected at running-in and wear-out 
areas in these two parameters and it is understood that a relatively large amount of debris 
associated  with  a  strong  heating  process  usually  occurs  in  these  two  regions  [11]. 
Moreover,  the  debris  monitoring  results  by  the  TA20  debris  counter  as  well  as 
thermocouples also confirm an obvious abnormal trend at around 50 hours. This trend at 
50 hours provides the correlation and physical evidence for the detection of the early 
signs  by  the  T-squared  statistic.  This  early  sign  is  debris  related  and  might  be  the 
indication of the fatigue failure initiation generating a small amount of debris and higher 
temperature.   
 
          
 
 
      
Figure 5.15 (a) Condition of inner race of bearing 2 after the testing 16, (b) SEM image of debris particles 
collected at the end of the test and (c) SEM image cross-section of the inner race from bearing 2 [10] 
  
Furthermore, the photographic evidence clearly shows that failure of the bearings during 
the accelerated test originated from the inner race of bearing 2, as shown in Figure 5.15 
(a). The inner race exhibited extensive spallation of 75% of the surface, and this provides 
evidence that the T-squared value at the end of test 16 is quite high and the T-squared 
(a)  (b) 
(c) 
50 µm 
100 µm Chapter 5. Anomaly detection 
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statistic is above the threshold value and consistently lasted for a longer time (i.e. 15 
hours). Furthermore, the SEM image of the debris obtained from the magnetic plug (see 
Figure 5.15 (b)) shows a variety of debris sizes from tens to hundreds of microns. The 
larger  particles  generally  show  some  cracking,  probably  due  to  crushing  between  the 
rollers and races. Figures 5.15 (c) shows SEM images of the damaged cross-section on 
the inner race of bearing 2. It can be seen that sub-surface cracking was the main failure 
mechanism that could produce both large and small fatigue debris particles with 5-50 µm.  
 
From the above analysis, the significant abnormal events in the T-squared statistic (see 
Figure 5.14 (c)) starting from around 60 hours correspond to the fatigue failure of the 
inner  race  of  bearing  2; this  process  also  leads to  a  rise  in  running  temperature  and 
number  or  size  of  the  particles  (see  Figure  5.14  (d)).  Nevertheless,  this  diagnostic 
information can only be provided at the end of the test by examining the bearing surfaces, 
and diagnostic information of the early signs (abnormal events at 50 and 57.5 hours) 
cannot be given. So far, it is unclear whether the abnormal events detected between 50 
and  57.5  hours  are  the  initiation  of  the  fatigue  failure  of  bearing  2.  Hence,  further 
evidence and diagnostic information will be discussed in Chapter 6.   
 
(2) Test 18 
Test 18 is another run-to-failure test with a significant abnormal trend in the conventional 
time/frequency analysis, but having more complicated failure conditions (failure occurred 
to  the  unexpected  bearing  component);  this  might  lead  to  difficulties  in  anomaly 
detection.  Therefore,  this  test  is  worthwhile  to  be  introduced  to  validate  that  the 
developed approach is robust to different situations.  
 
Test 18 data will also be evaluated against different models and their associated threshold 
set-up strategies to give further evidence of optimisation of the anomaly detection models 
and threshold set-up strategies. Table 5.4 lists the anomaly detection results using the 
combinations of four types of models and four different threshold set-up strategies. It is 
found that the calculated T-squared trend based on different models varies significantly, 
especially between the models before and after the adaptation. Compared to the trends Chapter 5. Anomaly detection 
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based on models before adaptation, T-squared trends based on adapted models have a 
more obvious running-in region before the 80 hours, and clear early signs between 170-
200 hours. This phenomenon demonstrates the benefit of conducting model adaptation, 
because more buried original abnormal trends (i.e. obvious running-in trend appeared in 
vibration and WSS2 RMS values, as Figure 5.16 (b) shows) have been recovered through 
model adaptation process. This advantage is also reflected by the significantly improved 
anomaly  detection  rate  and  false  alarm  rate,  and  found  that  the  adapted  GMM  plus 
GMM-EVT threshold provides the best result, so their generated T-squared statistic will 
be further investigated.    
 
Anomaly model  Threshold set-up   Detected trend 
Before adaptation  Gaussian-normal  Gaussian-EVT  Testing result based on single Gaussian model 
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After adaptation  Gaussian-normal  Gaussian-EVT  Testing result based on single Gaussian model 
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Table 5.4 Comparison of the anomaly detection of test 18 with different anomaly 
detection model and threshold set-up strategies 
Detected precursors 
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Figure 5.16 (a) Probabilistic boundaries, (b) vibration and WSS2 RMS traces, (c) anomaly 
detection results of the test 18 and (d) trends of the debris counter and temperature 
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Figures  5.16  (a)  and  (b)  illustrate  the  two  dimensional  features  of  test  18  on  four 
probabilistic  boundaries  and  time  history  of  conventional  RMS  analysis  respectively. 
Figure 5.16 (c) illustrates the calculated Hotelling’s T-squared statistic based on adapted 
GMM model and GMM-EVT threshold level. The T-squared statistic shows that it agrees 
with the conventional analysis in Figure 5.16 (b) and has a similar trend with significant 
consistent abnormal events over the first 80 hours and at the end of the test. Moreover, a 
number of events between 170 and 200 hours (early signs) are also found to exceed the 
threshold line in the statistic. In Figure 5.16 (d), the parameters of thermocouple and 
Macom debris counter were also found to have activities in the above-mentioned periods 
of  time.  The  events  of  the  first  80  hours  and  the  ones  at  the  end  of  the  test  can  be 
explained as the running-in and wear-out areas respectively, and the generated debris and 
the heating process were usually accompanied with the running process. However, for 
abnormal events between 170 and 200 hours, the debris and the rise in the temperature 
are also clearly seen, and these activities might be fatigue initiation of the component, but 
this needs to be corroborated by further evidence.  
 
         
Figure 5.17 (a) Condition of inner race and (b) rolling elements of bearing 2 after the testing 18 [10] 
 
Figure 5.17 illustrates pictures of the inner race and rollers from bearing 2 after the test. It 
was found that one of the rolling elements was unexpectedly fatigue damaged; therefore, 
the activities detected in the T-squared statistic at the end of the test could be due to the 
failure of the rolling element in bearing 2. However, a small damage near the artificial 
indentation was also found on the inner race of bearing 2; thus, the cause of the abnormal 
activities between 170 and 200 hours can not be determined, since they could be from 
either the initial spallation of rolling element or inner race damage. In Chapter 6, more 
analyses will be conducted to to see whether the precursors detected between 170 and 
200 hours are caused by inner race defect or initial spallation of the rolling element. 
   (a)     (b) Chapter 5. Anomaly detection 
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5.3.4. Tests 20 and 13: model can extract information not seen in conventional analysis 
 
The two examples introduced above have shown that the approach developed in this 
study can not only detect abnormal situations that shown in the conventional Vib/ES 
RMS analysis, but also provide satisfactory anomaly detection and false alarm rates with 
the  developed  model  adaptation  approach  and  GMM-EVT  threshold.  However,  some 
abnormal features are supposed to appear insignificantly and cannot be seen clearly in the 
conventional analysis, and it is hoped that the approach can discover or enhance these 
invaluable anomalies. 
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Table 5.5 Comparison of the anomaly detection of tests 13 and 20 with different anomaly 
detection models and threshold set-up strategies 
Increasing trend 
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(1) Test 20 
Test  20  is  a  type  of  data  that  no  early  signs  of  failure  can  be  seen  clearly  in  the 
conventional time/frequency domain analysis. Figure 5.18 (a) shows the RMS values of 
the vibration and WSS3 sensors, and found that before the wear-out region starting from 
54 hours, no obvious additional abnormal activities can be found. Therefore, data was run 
through the developed models to see whether any additional knowledge can be revealed. 
Table  5.5  gathers  the  anomaly  detection  results  based  on  different  models  and  their 
associated thresholds. It is found that all four T-squared statistics appeared in Table 5.5 
have  obvious  running-in  and  wear-out  regions,  but  results  based  on  single  Gaussian 
models (both before and after model adaptation) appear to show much more noise in the 
steady state than those based on GMM. Furthermore, from the results based on GMMs, 
the adapted GMM model can produce more information that a clear early interesting sign 
can be discovered at around 43 hours, and this interesting sign cannot be found in the 
statistic based on non-adapted GMM model. This is because the original model (prior to 
adaptation) included unexpected anomalies in the training data (tests 9-12). Thus, the 
non-adapted anomaly detection model could not be sensitive to the anomalies which are 
similar to the ones in the training data. This information is invaluable, since it not only 
provides a possible early indication of bearing failure, but also validates the benefit of 
model adaptation again (was demonstrated in the test 18 for the first time), although it 
needs more physical evidence to verify the meaning of its existence.  
 
Figure 5.18 (b) shows the Hotelling’s T-squared statistic of test 20, which was obtained 
using the adapted GMM model. This figure shows that there is evidence of this behaviour 
at the start of the test, which is due to the bearing running in [11]. The wear out to failure 
(i.e. high wear rate) from about 54 hours dominates the signals in this period. However, 
as discussed above, an interesting evidence of changes in advance of 54 hours can be 
found: an overall increase at around 36 hours, with obvious peaks between 43 and 45 
hours. It is also noted that these detected prognostic activities could not be seen clearly in 
the conventional time/frequency analysis (shown in Figure 5.18 (a)).  Chapter 5. Anomaly detection 
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According to the above analysis, the following three periods of interest are detected as 
abnormal by the developed approach: the first period of interest at the beginning of the 
test due to the running-in process; the second period of interest between 43 and 45 hours 
is the early sign before the wear-out region; the third period of interest staring from 54 
hours  is  the  wear-out  region  and  associated  with  significant  damage  to  the  bearing 
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Figure 5.18 (a) vibration and WSS2 RMS traces, (b) anomaly detection results of 
the test 20 and (c) trends of the debris counter and temperature 
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surfaces,  this  physical  phenomenon  has  been  validated  by  the  final  bearing  surface 
inspection.  Figures  5.19  (b)  and  (c)  show  the  outer  race  and  rolling  elements  of  the 
bearing 4 respectively. It is found that significant fatigue damage has occurred on these 
two components, and it is clear that the increasing trend of the wear-out region is caused 
by the spallation of material. So far, the cause of the third period of interest between 43 
and 45 hours visualized in Figure 5.18 (b) is unclear; they may result from wear debris 
generated by delamination from the pre-indent on the inner race of bearing 2 or surface 
debounding by subsurface cracks. Figure 5.19 (a) illustrates the SEM image of the pre-
indent area on the inner race of bearing 2; it is found that the initial stage of spallation 
with minor material removal is found and close to the pre-indentation; and second period 
of interest that appear between 43 and 45 hours might be the reflection of this physical 
process. However, the early signs are possibly the prognostic indication of the fatigue 
initiation of the failing rolling elements or outer race of bearing 4, as Figures 5.19 (b) and 
(c)  show.  Therefore,  the  cause  and  location  of  this  abnormal  situation  needs  to  be 
confirmed by further analysis.    
 
 
 
Figure 5.19 (a) Condition of inner race, (b) outer race and (c) rolling elements of bearing 4 after the testing 
20[11]  
 
Apart from the photographic images, it is also shown in Figure 5.18 (c) that the off-line 
debris counter PODS detected increases in debris production with a size between 5-15 
µm at the time of 43 hours. This correlates well with the detected activities by the T-
squared  statistic  over  the  similar  period  of  time.  Hence,  these  abnormal  events  are 
invaluable, as they could be used to detect debris-related abnormal conditions that result 
from distress or fatigue failure initiation of the bearings. 
 (a) 
 (b) 
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(2) Test 13 
Test 13 is a test which did not show extensive damage apart from a moderate spall close 
to the pre-indentation on the inner race of bearing 2. Figure 5.20 shows the inner race of 
bearing 2 after the running of the test. It is seen that a tiny spallation occurred close to the 
pre-indentation. The data from this test is evaluated to see whether the models can make 
an appropriate response to a relatively moderate fault conditions within the bearing and 
extract any indicating signals of the moderate abnormal conditions.  
 
     
Figure 5.20 Condition of inner race of bearing 2 after the testing 13 [10] 
 
Table 5.5 also shows the anomaly detection results from the test 13 based on different 
types of anomaly detection models and threshold level set-up strategies. It is found that 
the trends of the T-squared statistic based on different models have a very similar shape: 
an obvious running-in condition before 15 hours, a relatively flat trend of the steady state 
and a slight increasing trend starting from 40 hours. Therefore, the type of models seems 
to have little impact on the trends of T-squared statistic. However, the anomaly detection 
and false alarm rates based on different thresholds are varied seriously (the result is not 
shown in Table 5.5) and GMM model associated with GMM-EVT threshold achieved the 
most satisfactory result. Therefore, their generated T-squared statistic, as Figure 5.21 (b) 
shows, was selected for further analysis.  
 
Apart from the running-in region between 0 and 15 hours, in region III (Figure 5.21 (b)) 
of the calculated T-squared statistic, only a very mildly increasing trend is found and is 
consistent  with  the  temperature  trend  during  this  period  (see  Figure  5.21  (c)).  This 
Small 
spallation 
(a) 
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indicates that the T-squared statistic could be used to detect small abnormal events which 
might be related to initial spallation on the inner race of bearing 2 accompanied with the 
heating process. Although this assumption needs more evidence to validate, the small 
damage shown in Figure 5.20 is probably the cause of the increased trends of T-squared 
statistic and temperature at the end of the test.  
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Figure 5.21 (a) vibration and WSS2 RMS traces, (b) anomaly detection 
results of the test 13 and (c) trends of the debris counter and temperature  
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Furthermore, two original features are also utilized as an implementation tool to the T-
squared statistic for the anomaly detection. It is seen in Figure 5.21 (a) that in region III, 
an insignificant trend can also been seen in both vibration and WSS2 RMS values, which 
supports that in region III, abnormal events were highly suspected and found to deviate 
from the established model of normality. 
 
From this case, it is found that the T-squared statistic has the potential to be used to detect 
small sized damage, and further diagnostic information such as whether the insignificant 
trend at the end of the test in the T-squared statistic can be sensed by the inner race 
related features etc. will be provided in Chapter 6.  
 
5.3.5. Summary of the anomaly detection  
 
There are three aims for conducting anomaly detection in this chapter. The first aim is to 
demonstrate  that  the  developed  anomaly  detection  model  was  robust  and  can  make 
appropriate  responses  to  anomalies.  The  second  is  to  automatically  isolate  abnormal 
events from the normal ones using the proposed threshold set-up. Finally, the developed 
scheme  is  expected  to  extract  more  anomalies  which  can  not  be  seen  clearly  in  the 
original plots.  
 
According to the obtained results and discussions, different anomaly detection strategies 
will  often  lead  to  quite  different  results  which  can  be  reflected  by  the  trend  of  the 
anomaly detection index (T-squared statistic in this study), anomaly detection rate and 
false  alarm  rate.  In  Section  5.3,  different  anomaly  detection  strategies  (with  different 
anomaly detection models and their associated thresholds) have been applied to the four 
series of test, and found that the evaluated models (GMM or Single Gaussian and before 
or after adaptation) can all extract significant abnormal trends, such as running-in and 
wear-out regions, and changes of models seem to have a slight impact on the detection of 
obvious trends; this might be because the anomalies in these areas are large enough and 
deviated significantly from the centre of the models, so that the anomalies are outside the 
confidence regions of all varied models. However, the process of model adaptation seems Chapter 5. Anomaly detection 
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to have a significant influence on the detection of small abnormal trends, i.e. abnormal 
trends between 170-200 hours in test 18. It is found that the trends in this period of time 
were not seen on using non-adapted models. This is probably because a small amount of 
anomalies  appeared  in  the  original  training  data  and  the  model  adaptation  process 
eliminates data which is similar to the small abnormal trends.  
 
Moreover, in all four presented tests, it can be seen that the application of adapted GMM 
can increase the anomaly detection rate while the adoption of the proposed GMM-EVT 
threshold set-up method can decrease the false alarm rate. Although the combination of 
these two techniques cannot provide the best values of anomaly detection and false alarm 
rates individually, the most satisfactory can be obtained from this proposed approach. 
Furthermore,  it  is  also  found  that  the  application  of  the  GMM  to  build  the  anomaly 
detection model can optimise the trend of the anomaly detection index and extract hidden 
anomalies (test 20). This is invaluable, since this newly extracted information might be 
the early indication of bearing failure, and could provide warning in time. However, the 
detected anomalies should be explained associated with more physical information such 
as surface inspection of the bearings, debris counter, and thermocouple etc. The evaluated 
datasets have all been cross-correlated with this physical evidence, and have been found 
to have reasonable correlations.  
 
Therefore, the testing results have shown that: 
 
1)  The  anomaly  detection  approach  can  detect  significant  trends  detected  by  the 
conventional time/frequency domain analysis (see tests 16 and 18) 
2)  The adapted GMM associated GMM-EVT threshold can provide most satisfactory 
anomaly detection and false alarm rate.  
3)  The anomaly detection approach can extract or enhance insignificant abnormal trends 
that may be relating to the prognostic information (see tests 13 and 20).     
 
Although the proposed anomaly detection strategy obtains the advantages of simplifying 
pictures  of  the  multivariate  data,  automatically  dividing  normality  and  abnormality, 
enhancing the detected abnormal trend and extracting more interesting information etc, Chapter 5. Anomaly detection 
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the fused anomaly detection index buried the labels of the physical variables which may 
contain  invaluable  ‘where’  or  ‘what’  diagnostic  information,  and  extra  development 
methods are necessary to reveal more information about which variables are driving the 
detected or extracted anomalies. In this section, the causes of various detected anomalies 
are still unclear, and questions have been proposed in each presented case. Table 5.6 
summarises  the  detected  anomalies  of  the  four  presented  tests  in  section  5.3,  and 
proposed faults to be confirmed or diagnosed in the next chapter.   
 
Test No.  Anomalies detected by the T-squared statistic  Faults to be confirmed or diagnosed 
16 
Running-in region (0-24 hours); early signs at 
38, 50 and 57.5 hours; wear-out region (starting 
from 62 hours)  
Is the early sign occurred relating to the 
inner  race  of  bearing  2?  Can  the 
spallation occurred on the inner race of 
bearing 2 be sensed by the inner race 
related features?  
18 
Running-in  region  (0-80  hours);  early  signs 
between  170  and  200  hours;  wear-out  region 
(starting from 215 hours) 
Is  the  early  sign  relating  to  the  small 
damage on the inner race of bearing 2 
or the initial spallation on the rollers of 
bearing 2?  
20 
Running-in  region  (0-12  hours);  early  signs 
between  43  and  45  hours;  wear-out  region 
(starting from 52 hours) 
Is  the  early  sign  relating  to  the  small 
damage on the inner race of bearing 2 
or the initial spallation on the rollers of 
bearing 4? 
13 
Running-in  region  (0-17  hours);  insignificant 
abnormal trend at the end of test (starting from 
38 hours) 
Can  the  small  spallation  close  to  the 
pre-indentation be sensed by the inner 
race related features?  
Table 5.6 Summary of the detected anomalies and the issues need to be confirmed or diagnosed  
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Chapter 6. Diagnosis of bearing faults using statistical techniques 
 
6.1. Introduction 
 
In Chapter 5, the detailed process of detecting abnormal events was demonstrated, but it 
seems  insufficient  to  carry  out  an  appropriate  maintenance  plan  if  the  obtained 
information is just based on the unanalysed anomalies. Furthermore, the possible causes 
of the bearing faults were also proposed in the last chapter, and need further evidence to 
verify the assumptions. Therefore, in this chapter, it is necessary to develop a diagnostic 
method to recognize and isolate the detected faults. Moreover, all the features are fused 
by  one  of  the  univariate  fault  detection  indices,  and  this  process  simplifies  the 
complicated  data  plots  making  it  is  easy  to  establish  a  threshold  level  for  the  entire 
system; however, the trend of each feature, which could be correlated to the fault location 
or  mechanism,  is  also  masked.  Hence,  the  motivation  of  revealing  these  features  to 
analyse their influence on the detected anomalies is clear.   
 
The research carried out in this section proposes a new diagnostic scheme based on the 
statistical  data-driven  approach.  It  explores  the  use  of  Principal  Component  Analysis 
(PCA) to detect developing faults in the case of a bearing wear rig. It is acknowledged 
that  the  early  detection  of  faults  is  a  challenge;  the  approach  requires  small  fault 
conditions  are  tested  first  as  well  as  severe  fault  conditions.  In  order  to  verify  the 
capability  of  PCA  to  detect  bearing  abnormal  conditions,  the  PCA-based  model  was 
initially established for normal operating conditions. Any unexpected event such as a 
fault condition of the bearing would cause a significant deviation from the established 
PCA model. In this work, the Hotelling’s T-squared and Squared Prediction Error (SPE) 
statistics were calculated to detect faults. Apart from the fault detection, the contribution 
values of each monitored variable to the statistics of Hotelling’s T-squared and SPE were 
also calculated to isolate the dominating variables with the highest contribution values, so 
that the causes for the detected abnormal events could be analysed.    
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6.2. Background and method 
 
6.2.1. PCA algorithm 
 
The PCA is a technique of linear statistical predictors that has been applied in various 
fields of science. The primary objective of the approach is data compression. PCA was 
originally developed in the 1900s, and has now re-emerged as an important technique in 
data analysis [1]. It seeks to find a series of new variables which extracts the maximal 
amount  of  viability  in  the  data  and  linearly  maps  multi-dimensional  data  onto  lower 
dimensions with minimum loss of information (see Appendix D for PCA algorithm).  
 
6.2.2. Fault detection indices  
 
The PCA-based fault detection is done via statistical hypothesis tests on two indices, 
Hotelling’s T-squared and squared prediction error (SPE) statistics, respectively in the 
principal  component  subspace  and  residual  space.  The  T-squared
  statistic  measures 
distance to the origin in the principal component subspace, and the SPE statistic, also 
known as squared prediction error (SPE), is used to measure variability that breaks the 
normal process correlation and hence that usually indicates an abnormal condition (see 
Appendix D for the definition of fault detection indices).  
 
6.2.3. Contribution plots 
 
Contribution plots are known as the diagnostic tools for fault identification [2-4]. The 
indices  used  for  fault  diagnosis  with  contribution  plots  could  be  T-squared  and  SPE 
introduced  in  the  last  section.  A  contribution  plot  on  PCA  scores  indicates  the 
significance  of  the  effect  of  each  variable  on  the  T-squared  statistic,  while  the 
contribution plots on SPE indicate the significance of the effect of each variable on the 
SPE statistic. Therefore, the variables with the largest contribution value are considered 
major contributors to the fault. However, it is argued that although contribution plots are 
easy to calculate, they are often used and required to interpret the plots.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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The individual contribution of the j
th physical variable to the i
th principal component 
score is: 
 
                                                             
i t i
j ij j
i
t
c p x =
λ
                                                     (6.1) 
 
Where ti is the value of the i
th principal component score, λi is the variance of the i
th 
principal component scores. pij is the element of i
th row and j
th column of the loading 
matrix that represents the normal condition. xj is the value of j
th physical variable.  
 
The  individual  contribution  of  the  j
th  physical  variable  to  the  Hotelling’s  T-squared 
distance is actually the j
th physical variable to the overall principle component scores 
which have the first largest eigenvalues. Thus, the contribution value to the Hotelling’s T-
squared distance could be calculated as:  
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6.2.4. Steps for bearing fault detection and diagnosis with PCA 
 
a)  Acquire original training data matrix X which represents the normal conditions. 
 
b)  Establish the PCA subspace and obtain the loading matrix P with normal attributes. 
 
c)  Select k principal components in the established PCA model, based on the cumulative 
percentage (capture more than 80% variance in most of the applications). The first 3 
steps could be achieved through the calculations described in Section 6.2.1. 
 
d)  Obtain the new sampling data in the fixed time interval, scale it to Y.  
 
e)  Calculate the PCA statistics, T-squared distance and SPE.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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f)  Plot variable contribution chart for violation of SPE or T-squared distance to find out                  
the dominating process variable.  
 
g)  Scale the T-squared distance statistic contribution of each physical variable to the unit 
variance. 
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                                                     (6.3) 
Where 
2 T
j γ is the covariance matrix of the contribution value calculated with recorded 
normal data.   
 
However, in the case of a large number of features, it can be difficult to interpret the 
contribution  plots,  the  contribution  from  one  variable  may  be  propagated  to  other 
variables in calculation [5]. This ‘transfering’ effect can reduce the difference between 
contributing and non-contributing variables. An effective approach is to use multiple-
block fault diagnosis [6]. Qin et al. [7] report the use of hierarchical contribution plots for 
this  process.  The  process  is  usually  partitioned  into  several  blocks  based  on  the 
knowledge of the process in terms of sensing technologies. It is suggested in [6] to divide 
the process into sections that describe a unit or a specific physical operation (i.e. variables 
which are used to monitor one specific bearing). After grouping into blocks, the block T-
squared statistic and SPE are calculated and examined against their control limit; the 
variable contributions in that block can then be further examined.    
 
6.3. Results and Discussion 
 
6.3.1. Feature selection  
 
As discussed above, the bearing wear rig is implemented in this project as the case study 
to validate the developed approaches. Five groups of features, as Table 6.1 shows, have 
been selected to evaluate the conditions of the monitored bearings. The details of these 
features can be found in Chapter 3.   Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Table 6.1 Selected features and their relevant functions 
 
Within these  features, vibration and electrostatic oil-line features are used to monitor the 
shocks and generated wear debris of the whole bearing system respectively, according to 
their characteristic; but the vibration features have the additional functions of revealing 
bearing  element  information  (faults  that  occur  on  rollers,  outer  race  or  inner  race). 
Moreover, since there are three electrostatic wear-site sensors on the system that monitor 
the  four  bearings  respectively,  WSS  features  cannot  only  indicate  bearing  element 
information but also the corresponding bearing numbers.  
 
6.3.2 Establishment of the normal subspace  
 
In order to carry out the fault detection, normal healthy data are collected to establish the 
reference model; this process is similar to the fault detection approaches developed in 
Chapter 5. However, in this work, two methods were  chosen to extract the principal 
components of the normal healthy data to establish a PCA subspace. The first method is 
based on the percentage of captured variance. Here, the first 11 principal components 
captured more than 80% percent of the original data matrix (see Table 6.2 for details), as 
it can capture most of viability and eliminate most of noise in the data [5-7]. The second 
method is a graphical representation, where the last principal component to be chosen 
should show a sharp change on the graph. From Figure 6.1, 11 principal components 
should be selected. Therefore, the loading matrices of the first 11 principal components 
were  extracted  to  establish  the  normal  subspace.  After  the  establishment  of  the  PCA 
subspace  representing  the  normal  condition  of  the  bearings,  datasets  from  several 
experiments which have different wear conditions at the end of the test were examined to 
Bearing 4   Bearings 2 & 3  Bearings 1  All bearings Chapter 6. Diagnosis of bearing faults using statistical techniques 
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verify the diagnostic capability of the proposed approach. The evaluated cases are the 
ones  which  have  been  introduced  in  the  anomaly  detection  chapter,  and  the  detected 
anomalies  and  their  cause  assumptions  in  Chapter  5  are  expected  to  be  traced  and 
confirmed in the following sections.  
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Figure 6.1 Eigenvalues of the principal components 
 
Principal 
Component 
Number 
Eigenvalue of 
Cov(X) 
% Variance 
captured this  PC 
% Variance 
captured total 
1  8.77E+00  32.48  32.48 
2  3.31E+00  12.27  44.74 
3  2.14E+00  7.92  52.66 
4  1.46E+00  5.42  58.09 
5  1.18E+00  4.38  62.46 
6  1.03E+00  3.82  66.29 
7  9.73E-01  3.6  69.89 
8  9.38E-01  3.47  73.36 
9  8.74E-01  3.24  76.6 
10  8.14E-01  3.01  79.61 
11  7.83E-01  2.9  82.51 
12  6.49E-01  2.41  84.92 
13  5.99E-01  2.22  87.13 
14  5.42E-01  2.01  89.14 
15  5.27E-01  1.95  91.09 
16  5.03E-01  1.86  92.95 
17  4.40E-01  1.63  94.58 
18  3.06E-01  1.14  95.72 
19  2.60E-01  0.96  96.68 
20  2.06E-01  0.76  97.44 
Table 6.2 Obtained principal components and their parameters Chapter 6. Diagnosis of bearing faults using statistical techniques 
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6.3.3. Case 1 (expected failure to the inner race of bearing 2, test 16)  
 
As introduced in Section 5.3.3, the experimental result of this case has shown significant 
fatigue damage on the inner race of the test bearing 2. It is also seen from Figure 5.14 (c) 
that  the  Hotelling’s  T-squared  distance  has  a  corresponding  abnormal  trend  with 
significant and consistent novel events starting from 60 hours. These two discoveries 
reveal the correlation between the physical damage and detection of abnormal events in 
the monitored signals. However, it seems it is impossible to obtain diagnostic information 
from  the  anomaly  index,  indicating  that  the  spallation  occurred  to  the  inner  race  of 
bearing 2. Furthermore, some precursors observed between 50 and 57.5 hours are also 
found to exceed the confidence limits; the reasons for these events have been assumed in 
Section 5.3.3 to be the fatigue initiation accompanied with a small number of debris. In 
the following figure, the contribution values to the T-squared statistic are calculated to 
see whether they can support presumptions and provide more information.   
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Figure 6.2 Contribution values of inner race energy of four  
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Figure 6.2 shows the contribution values of the inner race energies of four sensors. From 
this figure, the rank of impact level of evaluated features to the periods of interest can be 
clearly seen, i.e. from 60 hours, the Vib. IR energy shows the most dominant impact on 
the trend, while the WSS1 IR energy is the least. Moreover, as the figure illustrates, there 
are  three  periods  of  interest  which  are  worth  examining  in  terms  of  the  contribution 
values of the different bearing elements (rollers, outer race and inner race) of the sensors.   
 
In order to have a greater insight of these values, the contribution figures of the three 
series  of  features  in  the fixed time  intervals  (running-in,  precursor  and  wear-out)  are 
plotted with individual plots for each bearing element, as Figure 6.3 shows.  
 
Figures 6.3 (a)–(c) show the features’ contribution values in the running-in region. It is 
clearly seen that the inner race elements dominate the activities, and Vibration and WSS2 
inner race energies are the two strongest impact factors during the running-in region. 
Therefore, it is assumed that running-in activities are probably due to the modifications to 
the bearing 2 inner race surface giving contacting difference and impulse shocks. 
 
For  the  prognostic  information  (see  Figures  6.3  (d)–(f)),  vibration  inner  race  energy 
seems to have the strongest impact on the increasing level of the precursors between 49 
and 52 hours, but WSS2 inner race energy contributes to the additional peaks. Moreover, 
WSS2 inner race and Rlg El energies are dominant for the precursors at 57.5 hours. Since 
WSS2 is used to monitor bearings 2 and 3 in which bearing 2 was pre-indented in the 
inner  race  and  expected  to  fail,  this  diagnostic  information  could  be  obtained:  1)  It 
occurred within bearing 2. 2) Activities are probably caused by an initial spallation at the 
artificial defect in the inner race of bearing 2. This correlates with the increasing activity 
seen on the TA20 particle counter. Although the cause of the precursors still cannot be 
confirmed, the diagnostic information that faults occurred on the inner race of bearing 2 
enhances the confidence of the assumption.   
 
It is clearly seen that vibration and WSS2 inner race energies dominate the wear-out 
region  (see  figures  6.3  (g)–(i)),  which  enhances  the  confidence  that  the  extended Chapter 6. Diagnosis of bearing faults using statistical techniques 
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spallation occurred to the inner race of bearing 2. This is because large amounts of debris 
and hugely modified contact surfaces between the rollers and inner race of bearing 2 
occurred  due  to  the  rolling  contact  fatigue  generating  high  charge  and  strong  impact 
energy,  which  are  sensitive  to  WSS  and  vibration  sensors,  respectively.  So  far,  the 
diagnostic information for the increasing trend of the wear-out region has been extracted 
from the features, and it is found to be consistent to the bearing surface inspection (see 
figures 6.3 (j)-(l)).   
 
From the above analysis, it is found that the abnormal events detected between 0-2.5 
hours  were  caused  by  the  running-in  process  particularly  seen  within  bearing  2.  The 
WSS2  features  could  detect  the  abnormal  events  at  50  and  57.5  hours,  which  are 
presumed to be precursor events with a small amount of released debris from contact 
surfaces of the inner race of bearing 2. Finally, the contribution values of vibration and 
WSS show that the severe symptom occurred to the inner race of the bearing 2. Therefore, 
nearly  all  the  abnormal  activities  are  found  on  the  inner  race  of  bearing  2,  which 
demonstrates a complete picture of component operating mechanism (i.e. from running-in, 
steady state, precursors and wear-out). Moreover, the contribution values of OLS features 
(see Figure 6.4) are also plotted and it is found that a significant impact is observed in the 
wear-out area, but seldom seen in the other regions, such as precursors and running-in; 
this might be due to the fact that the size of the debris generated in the wear-out region is 
big enough, and can be easily sensed by the OLS features.   
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Figure 6.3 Contribution values of the bearing element energies at 3 periods of interest (test 16) 
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Figure 6.4 Contribution values of the OLS features (test 16) 
 
6.3.4. Case 2 (unexpected failure to the rolling element of bearing 2, test 18)  
 
Test 18 was another test with detected precursors and a significant abnormal trend at the 
end of running, but it had an unexpected failure condition-fatigue failure that occurred to 
one of the rollers of bearing 2. The anomaly detection index extracted a number of events 
of interest, but all this information raised the questions of where they occurred and what 
caused them. Are the precursors detected between 170-200 hours the early indication of 
the failed rollers of bearing 2, or the reflection of small spallation observed beside the 
pre-indent on the inner race of bearing 2? And can the contribution values indicate that 
the failure occurred to the rollers of bearing 2? In the following section, the calculated 
contribution values of bearing elements in the three periods of interest are analysed.        
  
In the running-in region (see figures 6.5 (a)-(c)), the variable of WSS2 rolling elements 
occupies the leading positions with the highest contribution values. This phenomenon is 
consistently  found  in  the  contribution  plots  up  to  80  hours  in  Figure  6.5  (a).  This 
interesting  phenomenon  might  be  explained  by  the  rolling  elements  of  bearing  2 
experiencing an installation damage or having surface defect, which was generating an 
amount of debris; but this assumption needs to be further confirmed by the later analysis.    
 
OLS features 
show significant 
impact on the 
wear-out area.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Between 165 and 170 hours (see figures 6.5 (d)-(f)), it is found that the variable of the 
WSS2  rolling  element  feature  has  the  greatest  contribution  to  detected  abnormal 
precursor events. Furthermore, the TA20 was also affected by this abnormal event (see 
Figure 5.16 (d)). As the WSS sensor might have responded to the generation of debris, 
and the TA20 detected occurrence of the debris, it is likely that wear debris generation 
occurred at this point in the test. For the period of 190 to 200 hours, the WSS2 Rolling 
element energy still shows the highest contribution value, while vibration features have 
low impact. Moreover, the variable of TA20 detected particles again, so the causes to the 
abnormal event at the time of 190 to 195 hours could also be explained by the generated 
wear debris. This illustrates the advantage of the WSS sensors in detecting wear debris or 
surface  charge  from  the  monitored  components.  Furthermore,  as  the  WSS2  rolling 
element  variable  indicates  the  dominating  role,  it  is  reasonable  to  assume  that  the 
precursor events happened to the rollers of the monitored bearing 2 due to entrainment of 
particles into the rolling element-raceways contact. Therefore, at this point, it is almost 
certain  that  the  precursors  detected  between  170  and  200  hours  are  the  early  failure 
indication of rolling elements of bearing 2, not the true reflection of the small spallation 
next to the pre-indent on the inner race of bearing 2.  
 
In the last example of 220 to 225 hours (see figures 6.5 (g)-(i)), it is found that all the 
vibration  variables  are  found  to  provide  significant  contributions  to  the  abnormal  T-
squared value, while only the WSS2 energies at bearing rolling element defect frequency 
show  obvious  high  contribution  values  compared  to  the  energies  at  other  defect 
frequencies. This suggests severe wear occurred to the rolling elements of bearing 2. 
Furthermore, contribution values of OLSs are insignificant (see Figure 6.6), which might 
be  because  the  amount  of  debris  is  small  and  additional  signals  were  buried  in  the 
background level.  
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Figure 6.5 Contribution values of the bearing element energies at 3 periods of interest (test 18) 
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Figure 6.5 (j-l) shows different parts of the monitored bearings at the end of the test. It 
can be seen that one of the rolling elements of the monitored bearing 2 was significantly 
damaged, while the races are relatively healthy. Hence, diagnostic information from the 
contribution values is consistent to the failure component-rolling element of bearing 2, 
and can obtain a full picture of rolling contact fatigue of this failed unexpected failure 
component.  
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Figure 6.6 Contribution values of the OLS features (test 18) 
 
6.3.5. Case 3 (unexpected failure to the rolling elements of bearing 4, test 20)  
 
Although the two examples introduced above have different failing components, they still 
occur in bearing 2 which is expected to fail. In test 20, however, fatigue failure occurred 
to an unexpected bearing which was without pre-indent. Therefore, contribution values 
are expected to be examined to see whether they are robust enough and can respond to 
different  situations.  Furthermore,  precursors  at  43  hours  which  cannot  be  visualized 
clearly in the original features are discovered in anomaly detection, and off-line debris 
has confirmed that it is the debris related anomalies, but the location and cause of it is 
still unknown, and fatigue initiation of the failure component of bearing 4 and abnormal 
signal of the small spallation on the inner race of bearing 2 (similar to the test 18) are the 
two possible reasons, and require confirmation in the following section.       
 
OLS features show unobvious 
impact on any periods of test, 
including wear-out area. This 
may be due to fact that the 
additional signals were buried 
in the background level.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Figure 6.7 (a)-(c) illustrate the absolute contribution values of the bearing component 
energy for the four sensors during the running-in region. It is seen that the contribution 
value of Vib. Rlg El energy is predominant between 0–6 hours, and WSS3 Rlg El energy 
also shows relatively high impact between 2–6 hours. As for the other examined features, 
especially  the  energy  at  outer  and  inner  race  defect  frequencies,  they  appear  to  be 
independent of the running-in behaviour. Combining the explanation of the running-in 
process in [8], the dominant vibration phenomenon is probably due to the rolling element 
surface protuberance, defect or debris giving impulse shocks.  
 
At the second period of interest (prognostic activities between 36 and 43 hours), it can be 
seen that the WSS3 Rolling element energy dominates, while the other Rlg El energies 
show  insignificant  contributions  to  the  detected  abnormal  trend.  As  the  contribution 
values of outer race energy shows, Figure 6.7 (e), vibration and WSS3 elements have a 
relatively high impact, but seem to be less significant than WSS3 Rlg El energy. Figure 
6.7 (f) shows the contribution value of IR energies, the difference between the previous 
two bearing elements, Rlg El and OR, and is it is not easy to distinguish which variables 
are  the  major  contribution  resource  to  the  prognostic  activities,  and  which  have  a 
relatively weak impact. According to the above comparison, it is found that the WSS 3 
Rlg El and outer race energies obtain the highest impact on the detected prognostic events 
(between  37  and  43  hours),  from  which  two  diagnostic  facts  can  be  discovered:  1) 
abnormal conditions occurred within the bearing 4, since it was monitored by WSS3; 2) 
as the WSSs are designed to detect charge generated between the contacting surfaces and 
wear debris, it can be inferred that the delamination or initial spallation occurred between 
the contacting surfaces of rolling elements and outer race of bearing 4, and the small 
amount of debris generated is also detected by the PODS off-line debris counter (see 
Figure 5.18 (c)).    
 
Furthermore,  nearly  all  the  features  contribute  to  the  abnormal  condition  at  the  third 
period of interest (wear-out region between 54-63 hours), but the Rlg El and OR energies 
of vibration and WSS3 are the strongest (see figures 6.7 (g)-(i)). This could be explained 
by spallation within bearing 4 due to rolling  contact fatigue, hence large amounts of Chapter 6. Diagnosis of bearing faults using statistical techniques 
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debris and modified contact surfaces cause high charge levels and high vibration energies 
which are reflected by WSS3 and the vibration sensor respectively. Moreover, the OLS 
variables also show a significant trend during this period (see Figure 6.9 for details). This 
is  because  the  OLSs  are  installed  in  the  oil  line,  and  the  generated  fatigue  debris 
suspended in the oil flow passes through the OLSs, causing significant variations. 
 
The final bearing inspection revealed that the rolling elements and outer race of bearing 4 
were fatigue damaged (see Figure 5.19 (b) and (c)), which shows that not only is the 
diagnostic information obtained from the above analysis correct, but also the assumption 
that the dominant vibration energy at the running-in region is due to the defects on the 
rolling element of bearing 4 is reasonable, and these defects might be the reason causing 
the unexpected failure of bearing 4.  
 
However, the individual rolling element contribution value between the WSS2 and WSS3 
cannot be obviously distinguished from the figure, and to reveal which variables are the 
main factors to drive the detected precursor events, combined contribution values were 
calculated  for  the  different  groups  of  variables  based  on  the  established  PCA model. 
Figure 6.8 illustrates the calculated result of the combined contribution values with the 
different variables. It can be seen from Figure 6.8 (d) that the contribution value with the 
WSS3 feature set obtains the abnormal discrete trend at around 43 hours, while the score 
with other feature sets show a relatively flat trend. As the WSS3 sensor monitors bearing 
4, it is presumed that the precursor events happened within bearing 4 which had the 
potential to fail within a short time. Furthermore, the abnormal event trend at the wear-
out area is mainly driven by the vibration and OLS variable sets, as the spalling occurred 
generating  large  amounts  of  wear  debris.  At  the  end  of  the  test,  four  bearings  were 
disassembled to examine fault conditions, and it was found that the outer race and rolling 
elements  of  bearing  4  were  fatigue  damaged,  which  supports  the  assumption  that 
precursor events occurred within the bearing 4 and will lead to the failure of the system.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Figure 6.7 Contribution values of the bearing element energies at 3 periods of interest (test 20)
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Figure 6.8 Combined contribution values of the different sensors in the precursor area  
 
0 10 20 30 40 50 60
10
20
30
40
50
60
70
80
90
100
Time (hours)
C
o
n
t
r
i
b
u
t
i
o
n
 
v
a
l
u
e
 
Figure 6.9 Contribution values of the OLS features (test 20) 
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6.3.6. Case 4 (almost normal at the end of the test, test 13)  
 
Apart from the tests with significant failure conditions, in Chapter 5, test 13 that did not 
show significant defects on the parts of the bearings was also collected. The whole test 
lasted for around 48 hours, and the calculated fault detection index has been illustrated by 
Figure  5.20  in  Chapter  5.  From  the  calculated  result,  Hotelling’s  T-squared  statistic 
shows that a relatively constant increasing trend occurred starting from 39 hours, and the 
values between 44 and 46 hours are above the 99% confidence limit which is established 
through the threshold set-up strategy introduced in Chapter 5. Although this increasing 
trend was insignificant, it is still valuable to find out which bearing or what part of the 
bearing was generating the defect. 
 
Therefore, to diagnose the detected abnormal condition, the contribution values of each 
selected variables are calculated throughout the test. Figure 6.10 shows the calculated 
contribution values to the statistic of Hotelling’s T-squared statistic at three fixed time 
intervals – running-in, steady state and wear-out areas. It is found that the calculated 
contribution values for each of the variables are close to each other in the fixed time 
interval. However in each of the divided time intervals, the variable with the highest 
contribution  value  is  not  consistent,  which  supports  the  assumption  that  there  are  no 
dominating features when the components are in a healthy condition. Finally, in the wear-
out area, the rolling element and outer race energies of the sensors have low and closed 
contribution values, but the inner race energies of the vibration and WSS2 sensors have 
the  highest  impact  on  the  insignificant  trend  at  the  end  of  the  test.  From  the  above 
analysis,  the  defects  which  are  the  cause  of  the  increasing  trend  are  suspected  of 
occurring  on  the  inner  race  of  bearing  2.  Moreover,  the  final  bearing  inspection  in 
Chapter  5  showed  that  a  small  defect  did  occur  to  the  inner  race  of  bearing  2 
accompanied with the increasing of the temperature.  
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Figure 6.10 Contribution values of the bearing element energies at 3 periods of interest (test 13) Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Figure 6.11 illustrates the contribution values of the OLS features. As expected, a very 
low  impact  is  found  at  the  end  of  running,  which  means  no  large-sized  debris  was 
generated, resulting in relatively unmodified contact surfaces.   
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Figure 6.11 Contribution values of the OLS features 
 
6.3.7. Case 5 (correlation to the AE amplitude, test 21)  
 
At  the  later  stage  of  the  tests  [8],  the  sensor  of  acoustic  emission  (AE)  sensor  was 
equipped to the experimental rig, and is supposed to detect some abnormal behaviour in 
terms of the changes of the sub-surface condition. In this section, AE amplitude is used as 
an  assistant  tool  to  the  contribution  values  to  see  whether  any  additional  diagnostic 
information can be obtained.    
 
Figure 6.12 (a) shows the T-squared statistic calculated with 27 features and the collected 
AE  amplitude  respectively.  It  is  seen  from  the  figure  that  in  region  I,  running-in 
behaviour was experienced for around 25 hours and within this area, multiple peaks were 
found between 20 and 25 hours. In contrast, AE amplitude plotted in the figure is also 
found  to  have  additional  activities  in  the  running-in  region,  but  seems  to  have  no 
corresponding peaks to the multiple peaks in the T-squared statistic between 20 and 25 
hours. After a constant steady state for both evaluated parameters, a single peak is found 
in AE amplitude at 48 hours, but related activities cannot be visualized in T-squared 
statistic. And then, consistent and additional activities which show an increasing trend till 
the end is found in AE amplitude, and this increasing trend is also found to have the 
OLS features show 
insignificant 
impact on the 
wear-out area.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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corresponded activities in T-squared statistic, such as ‘C’ shape trend between 56 and 60 
hours and a constant increasing trend till the end of running.      
 
 
 
 
 
 
 
 
 
 
Figure 6.12 T-squared statistic of the test 21 data (a) and AE amplitude (b) 
 
Obviously, three interesting areas are found with additional activities above the threshold 
and  increasing  trends.  These  activities  are  expected  to  be  further  analysed  with  the 
combination of AE amplitude and calculated contribution values. Figures 6.13 (a)-(c) 
illustrate the bearing element contribution values in the running-in area. It is found that 
for the multiple peaks detected between 20-25 hours, vibration inner race energy shows 
the dominant impact to the additional increasing-decreasing trend, but the multiple peaks 
seem to be contributed equally by other WSS features. Therefore, the reason for this 
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running-in activity is unknown; it might be because of the reflection of the inner race 
running-in condition, but there is no extra evidence to validate it.    
 
At 48 hours, it is found that a single high peak appears in AE amplitude, but is invisible 
in the T-squared statistic. Figures 6.13 (d)-(f) show the contribution values in the period 
of precursors. It is clearly seen that WSS2 outer race energy (the red colour in Figure 
6.13  (e))  has  some  impact  factor  at  48  hours;  this  new  discovery  can  establish  the 
correlation with the single high peak in AE amplitude at the same time. Furthermore, 
vibration inner race energy (the blue colour in Figure 6.13 (f)) shows the strongest effect 
on the ‘C’-shaped trend between 56 and 60 hours. Although the bearing number of this 
activity cannot be confirmed because other impact factors of WSS features are close to 
each other, the pre-indent was on the inner race bearing 2, which enhances the possibility 
that the prognostic abnormal condition occurred to the inner race of bearing 2.  
 
Figures 6.13 (g)-(i) show the contribution values of the features in the wear-out region. It 
is found that the WSS2 inner race energy (the red colour in Figure 6.13 (i)) shows the 
relatively dominant impact on the increasing trend at the end of running. This diagnostic 
information is also found to be consistent with the final inspection of the bearings which 
indicates that a small spallation occurred to the inner race of bearing 2. Furthermore, 
from the contribution values of the OLS features (see Figure 6.14), an increased level is 
also seen from around 60 hours, which supports that a number of debris was generated 
associated with an increase in acoustic emission and vibration.  Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Figure 6.13 Contribution values of the bearing element energies at 3 periods of interest (test 21) Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Figure 6.14 Contribution values of the OLS features (test 21) 
 
In this case, AE amplitude was firstly utilized to correlate to the T-squared statistic and 
its contribution values. From the analysed results, it seems that additional AE activities 
can find related correlations in the T-squared statistic, apart from the single peak that 
solely appeared in AE amplitude at 48 hours (recovered in contribution values by WSS2 
outer race energy), but come across difficulties when using contribution values to explain 
these detected anomalies, especially for the confirmation of faulty bearing numbers.    
 
6.4. Summary  
 
This study suggests that multivariate statistics based on principal component analysis can 
be used as a reasonable tool for fault detection in rotating machinery. Abnormal events, 
such as the occurrence of faults, can change the correlation structures of the measured 
variables.  The  nominal  PCA  model  developed  for  normal  operating  conditions  is  no 
longer valid for the faulty conditions. Moreover, the contribution charts of the variables 
to  the  calculated  statistics,  such  as  T-squared  statistic,  is  also  applied  to  isolate  the 
dominant variables, so that the causes for the faults could be found. In this work, the 
analysis  of  the  contribution  values  to  the  abnormal  T-squared  statistic  showed  a 
consistent agreement with the bearing examined faults observed at the end of each test.   
 
 
Increased level  
Background level  
OLS features 
show increased 
level at the end 
of test.   Chapter 6. Diagnosis of bearing faults using statistical techniques 
  - 257 -
  Cases identified by both developed scheme  
and conventional plots 
Cases that developed scheme identified but  
not seen by conventional plots 
Test10  1. Activities in the running-in regions  1. Detected precursors at 27 hours 
  2. Spallation activities starting from 28 hours  2. Diagnostic information on detected 
precursors 
Test13  1. Activities in the running-in region  1. Diagnostic information on the activities at 
the end of the test 
  2. Insignificant activities at the end of the test    
Test14  1. Activities in the running-in region  None 
  2. Activities at the end of the test    
 
3. Diagnostic information on the activities at the 
end of the test   
Test15  1. Activities in the running-in region  1. Diagnostic information on the activities at 
the end of the test 
  2. Activities at the end of the test   
Test16  1. Activities in the running-in regions  1. Diagnostic information about the detected 
precursors 
  2. Precursors at 47.5 and 57.5 hours   
  3. Spallation activities starting from 60 hours   
  4. Diagnostic information about bearing spallation   
Test17  1. Activities in the running-in region  1. Diagnostic information on the detected 
precursors 
  2. Precursors at 55 and 85 hours  2. Diagnostic information on bearing spallation 
  3. Spallation activities starting from 95 hours   
Test18  1. Activities in the running-in region  1. Diagnostic information on the detected 
precursors 
  2. Precursors at 55 and 85 hours   
  3. Spallation activities starting from 95 hours   
Test20  1. Activities in the running-in regions  1. Debris related prognostic activities detected 
at 43 hours 
  2. Spallation activities starting from 54 hours  2. Diagnostic information about the detected 
precursors 
    3. Diagnostic information about bearing 
spallation 
Test21  1. Activities in the running-in regions  1.  Spallation occurred in inner race of bearing 
  2. Spallation activities starting from 50 hours  2.  AE activity occurred in bearing 2 
  3. AE activity at 48 hours   
Test22  1. Running-in activities  1. Precursors at around 100 and 117 hours 
  2.  Spallation activities  2. Spallation occurred to the inner race of 
bearing 2 
     
 
Table 6.3 Significant findings of the two cases relative to original plots 
 
12 sets of experimental data have been tested against the developed model and 5 of them 
have  been  presented  in  the  thesis.  Significant  new  information  has  been  successfully 
mined by calculating the Hotelling’s T-squared statistic and features contribution values. 
For  test  16  data,  diagnostic  information  was  extracted  showing  that  precursors  and 
spallation occurred to the inner race of bearing 2. These two sets of information were 
difficult to see in conventional plots. The diagnostic information obtained from the test Chapter 6. Diagnosis of bearing faults using statistical techniques 
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18 data clarifies that precursors between 170 and 200 hours are due to the fatigue failure 
initiation of the rolling element of bearing 2, not the indication of small spallation of 
bearing  2.  For  test  20  data,  prognostic  activities  missed  by  conventional  plots  were 
observed  approximately  10  hours  before  spallation;  diagnostic  information  were  also 
provided indicating that precursors and spallation occurred to the rolling elements and the 
outer race of bearing 4. Contribution values from test 13 data identify the reason for the 
small defect of the inner race of bearing 2. Other testing results have also shown that the 
application of anomaly detection and diagnosis methods can reveal more information. 
Table 6.3 summarizes these findings compared to the original data plots. 
 
In order to clearly present contribution values and reveal dominant features throughout 
the tests, colour maps of the contribution values have been drawn as Figure 6.15 (a-j) 
shows. The magnitude of the colour map represents the contribution values; the y axis is 
the number of the evaluated features which have been indexed, as Table 6.4 shows. It 
should be noted that only 15 features were used to plot the colour map, because these 
features were found to reveal most of the information. Therefore, readers could identify 
which features are dominant at the specific periods of the tests. The general explanations 
of these maps can be related to the description of the contribution value in Table 5.3 of 
Chapter 5.  
 
No.  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 
Features 
Vib. 
Rlg. 
Vib. 
OR 
Vib. 
IR 
WSS1 
Rlg. 
WSS1
OR 
WSS1 
IR 
WSS2
Rlg. 
WSS2 
OR 
WSS2 
IR 
WSS3 
Rlg. 
WSS3 
OR 
WSS3 
IR 
OLS 
1 
OLS 
2 
OLS 
Ind. 
 
Table 6.4 Feature number indication for the colour plot Chapter 6. Diagnosis of bearing faults using statistical techniques 
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Figure 6.15 Colour maps of the contribution values 
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Chapter 7. Evaluation of the developed scheme with simulated data 
 
From the previous chapters, although the developed anomaly detection and diagnosis 
system was demonstrated with the rolling element bearing tests, the number of available 
experimental  data  was  still  relatively  low.  Therefore,  multivariate  simulated  data  are 
generated  using  the  Gaussian  mixture  approach  to  further  evaluate  the  bearing  fault 
detection and diagnosis scheme.  
 
7.1. Characteristics of the simulated data and simulation plan   
 
To simulate multivariate data, the characteristics of the bearing data need to be reviewed 
and extracted as the reference. Figure 7.1 shows two typical features of the experimental 
bearing data. In these two features, typical characteristic trends of the bearing data can be 
seen, such as a discrete trend which usually occurs in running-in and precursor regions; a 
flat normal trend in the steady state period; an increasing trend at the end of the test 
representing significant abnormal conditions; and an oscillation trend with noise which 
are also usually seen throughout the tests. Therefore, these observed characteristics are 
expected to be used as examples for the proposed simulated data. It should be noted that 
the reason for including noise in the simulated data is to validate that the developed 
approaches are robust to noise and able to identify them in the training data.   
 
Before conducting simulation, a data simulation strategy needs to be confirmed. Since the 
developed scheme involves anomaly detection model construction/adaptation, anomaly 
detection and fault diagnosis, the number of the simulated data, the usage of the data and 
the characteristics of the data are determined by these three main tasks. To build the 
anomaly detection model, baseline data representing the healthy condition need to be 
prepared, and a series of abnormal features such as discrete anomalies, abnormal trends 
and noise are added to the flat baseline level to demonstrate the capability of the model 
adaptation. To conduct anomaly detection and fault diagnosis, run-to-failure tests need to 
be  simulated,  and  this  includes  usually  encountered  anomalies  such  as  step  change, Chapter 7. Examination of the developed scheme with simulated data 
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significant  increasing  trend,  discrete  trend,  etc.  Within  these  simulation  data,  seven 
baseline tests and four run-to-failure tests are expected to be prepared:  
 
•  Baseline test  
-  To simulate 7 sets of baseline data.  
-  To build the model of normality. 
-  To generate various abnormal features.  
-  To examine the capability of the developed approach to remove anomalies within 
the baseline (training) data, and justify the procedure of building the stable and 
reliable model. 
 
•  Run-to-failure test  
-  To simulate 4 sets of run-to-failure data.  
-  To test against the normal model. 
-  To generate various abnormal features.  
-  To examine the capability of the developed approach to detect and diagnose the 
anomalies in the run-to-failure (testing) data.  
-  To compare the anomaly detection results before and after the removal of 
anomalies within the baseline (training) data.  
 
Table 7.1 summarizes the proposed simulated data with specific characteristics which are 
appearing in the typical experimental bearing data [1, 2], such as noise with the form of 
spikes,  abnormal  trend,  oscillation  trend  etc.  To  prove  the  capability  of  the  model 
adaptation, these abnormal features are implemented in a more complicated way. Apart 
from  the  single  abnormal  feature  in  Baseline  1,  2  and  3,  other  Baseline  data  are  all 
simulated  with  multiple  abnormal  features:  i.e.  multiple  discrete  trend  in  Baseline  4; 
abnormal trend plus noise in Baseline 5; and oscillation trend as well as noise in Baseline 
6. The purpose of mixing these abnormal trends in one baseline test is to see whether the 
developed  model  adaptation  method  is  robust  enough  to  handle  more  complicated 
situations, such as the situation that anomalies appear throughout the test.  
 Chapter 7. Examination of the developed scheme with simulated data 
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Moreover, the run-to-failure data which are used to test against the model to extract fault 
detection  and  diagnostic information  consists  of four  datasets.  In  each  test,  single  or 
double abnormal features with different levels are added to see whether the model can 
respond to either the significant trend or small anomalies. In the following section, the 
approach to simulate related abnormal characteristics is introduced.  
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Simulating dataset  Dimensions  Characteristic features  Example 
Baseline 1  27 
Noise with the form of spikes throughout 
the test (for single or multiple variables)   
Baseline 2  27  Single abnormal trend 
 
Baseline 3  27  Discrete abnormal trend 
 
Baseline 4  27  Multiple abnormal trend 
 
Baseline 5  27  Abnormal trend + noise 
 
Baseline 6  27  Oscillation + noise 
 
Baseline 7  27  Oscillation + abnormal trend + noise 
 
Run-to-failure 1  27  Step changes 
 
Run-to-failure 2  27  Discrete trend + step changes 
 
Run-to-failure 3  27  Discrete trend + increasing trend 
 
Run-to-failure 4  27 
Discrete trend + step change + increasing 
trend   
Table 7.1 Data simulation plan and the characteristic features Chapter 7. Examination of the developed scheme with simulated data 
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7.2. Approaches to simulate multivariate data with a mixture of Gaussians  
 
A multivariate Gaussian (or normal) distribution is an extension of a univariate Gaussian. 
In a single dimension, a normal distribution has the familiar bell-shaped curve. In two 
dimensions,  each  feature  is  itself  a  normal  distribution.  If  the  two  dimensions  are 
independent then they tend to cluster as a circular cloud of points if they are correlated, 
and  then  they  form  an  ellipse.  This  can  be  extended  to  any  number  of  multiple 
dimensions. If two or more independent sources are generating data and are then pooled 
together,  a  multivariate  mixture  can  be  obtained.  Often  the  data  are  Gaussian  or  are 
nearly Gaussian and can be modelled by a mixture of Gaussians. 
 
It is well known that the means and covariance structure are the main  parameters to 
describe the Gaussian components. What if we wanted to estimate the parameters instead? 
Assume for now that we know the number of data sources. With the data that has clear 
distinct clusters, the model fit can be plotted using 1 standard deviation ellipse. But the 
example is more challenging if the clusters overlap each other. In fact, in this chapter, the 
clusters have been drawn without colouring by source to emphasize this fact. The ellipses 
are again the model fit and the red '+' markers indicate the true centres. 
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Figure 7.2 Approach to simulate noise throughout the dataset 
 
a)  Generating  noisy  data: method of simulating noise throughout the dataset, as the 
Figure 7.2 shows. The general procedure is: 1) The normal patterns are generated by a 
mixture  of  Gaussians  (clusters  1,  2  and  4)  with  small  variance  and  high  probability 
density;  2)  The  noise  (outliers)  are  randomly  generated  according  to  a  Gaussian 
distribution (cluster 3) with large variance and low probability density.  
   
b) Generating an abnormal trend in a data set: method of simulating an abnormal 
trend, as the Figure 7.3 shows. The general procedure is: 1) The normal patterns are 
generated  by  a  mixture  of  Gaussians  (clusters  1~3)  with  small  variance  and  high 
probability;  2)  The  abnormal  trend  is  added  by  steadily  changing  the  mean  of  the 
Gaussians in the short sampling periods, and the generated trend forms cluster 4. It is note 
that, the trend could not be directly generated by cluster 4; it has to be generated by 
steadily changing the means and variance in the time series. 3) The noise (outliers) are 
randomly generated according to a Gaussian distribution (cluster 5) with large variance 
and low probability density. 
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Figure 7.3 Approach to simulate abnormal trend 
 
c) Generating a discrete trend in a dataset: method of simulating discrete trend, as the 
Figure 7.4 shows. The general procedure is: 1) The normal patterns are generated by a 
mixture of  Gaussians  (clusters 1, 2) with small variance and high probability; 2) the 
discrete trend are generated according to a Gaussian distribution (cluster 3) with large 
variance. Please note: the difference between this and noise generation is that the discrete 
trend is generated in a particular sampling period, not throughout the test.  
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d)  Generating  an  increasing  trend  in  a  ‘noisy’  dataset:  method  of  simulating 
increasing trend and noise as the Figure 7.5 shows. The general procedure is: 1) The 
normal patterns are generated by a mixture of Gaussians with small variance and high 
probability (cluster 1); 2) The step changes could be added by increasing the mean of the 
Gaussians  (cluster  2).  To  make  the  step  change  more  fluctuated,  the  variance  of  the 
Gaussians could also be changed; 3) The noise is simulated by cluster 3.  
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Figure 7.5 Approach to simulate step changes 
 
 
 
7.3. Summary of the simulated data  
 
Having confirmed the simulation plan and approaches to the desired abnormal features, 
12 simulation datasets have been generated as the Table 7.2 summarises. For the baseline 
data, particular abnormal features were implemented to the first two features, and were 
expected to be detected with the model adaptation methods; and the rest of the 25 features 
are with the entire flat healthy trend. For the run-to-failure tests, abnormal trends were 
added with different aims. For example, in RTF2, different anomalies were generated in 
different features, and the approach is expected to locate each feature to identify their 
associated anomalies. Details of the aims and methods for each test can be found in Table 
7.2.
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Baseline data 
Simulating dataset  Dimensions  Method  Example (first two features) 
Baseline 1  27 
1) The normal  patterns are generated 
by a mixture of Gaussians  
with small variance and high 
Probability density (clusters 1-4) 
 
2) The noise (outliers) are randomly 
generated according to a Gaussian  
distribution with large variance and 
low probability density (cluster 5). 
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Baseline 2  27 
1) The normal  patterns are generated 
by a mixture of Gaussians with small 
variance and high Probability 
 
2) The abnormal trend is added by 
steadily changing the mean of the 
Gaussians in the short sampling 
periods, and the generated trend 
forms cluster 4.  
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Baseline 3  27 
1) The normal  patterns are generated 
by a mixture of Gaussians (clusters 1, 
2 and 3) with small variance and high 
Probability  
 
2) The discrete trends are generated 
according to a Gaussian distribution 
(cluster 4) with large variance. Its 
difference from the noise generation 
is that the discrete trend is generated 
in a particular sampling period. 
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Baseline 4  27 
 1) The normal  patterns are 
generated by a mixture of Gaussians 
(clusters 1-8) with small variance and 
high Probability;  
 
2) The discrete trends are generated 
according to a Gaussian Distribution 
(cluster 9-10) with large variance. 
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Baseline 5  27 
 
1) The abnormal trend is added by 
steadily changing the mean of the 
Gaussians in the short sampling 
periods, and the generated trend 
forms cluster 5 and 6.  
 
2) The noise (outliers) are randomly 
generated according to a Gaussian  
distribution with large variance and 
low probability density. 
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Baseline 6  27 
The oscillation trend is generated by 
changing Gaussian means and 
variance throughout the test (the 
method is similar to the increasing 
trend simulation) but limiting the 
means of each simulated period 
within a certain level.  
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Baseline 7  27 
Based on Baseline 6, the abnormal 
discrete trend is generated by cluster 
7.  
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Run-to-failure (RTF) data 
RTF1 
 
RTF2 
 
RTF3 
 
RTF4 
 
Table 7.2 Summary of the simulation data 
Features are simulated 
with different levels of 
abnormality; this is 
achieved by changes of 
means and variance of 
every feature. 
 
The aim of this simulation 
is to prove the diagnostic 
tool (contribution factor) 
could identify different 
abnormal levels and  
identify the dominant 
factor-feature 6.  
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The aim of this is to use 
the contribution factor to 
locate variables with 
different abnormal 
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small anomaly and step 
changes that occurred in 
feature 4 and 6 
respectively. 
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7.4. Results of the scheme evaluation with simulated data  
 
In this section, the developed integrated scheme will be examined with the simulated data 
following  such  a  procedure:  1)  Construction  of  an  anomaly  detection  model  with  7 
baseline data; 2) Adaptation of the constructed anomaly detection model; 3) Anomaly 
detection with 4 RTF data; 4) Fault diagnosis with 4 RTF data.  
 
(1) Construction of a stable and consistent anomaly detection model 
 
It was introduced in Section 7.3 that 7 sets of baseline data in total have been simulated, 
and  the  anomaly  detection  model  is  built  with  these  7  sets  of  data.  Following  the 
procedure of finding a consistent and best modelling solution, which was introduced in 
Section 4.4; the optimized model is constructed as shown in Figure 7.6. It is seen that 20 
clusters have been trained. Then colours represent that the cases are from the 7 tests. It is 
found that a couple of clusters such as clusters 14 and 19 are mainly supported by purple 
colour points which are from one single test. Thus, these two clusters are suspected to be 
associated  with  anomalies,  because  they  are  occurring  occasionally  in  just  one  single 
dataset. For other clusters, the support cases are with multiple colours suggesting they are 
from multiple tests; this indicates the cases in these clusters are from the normal condition, 
as they frequently occur in the different datasets.  
 
To confirm whether these two clusters are supported by the anomalies and to conduct the 
appropriate model adaptation, the support cases in these clusters will be examined with 
the  developed  approaches  introduced  in  Chapter  4,  to  examine  whether  they  occur 
occasionally in the time series or are widely distributed in the magnitude direction. Only 
these two requirements are met, the support cases can only be identified as the anomalies.  
 
In the following, 7 simulated baseline datasets are combined together in a sequent order to 
form  a  multivariate  time  series,  and  the  multivariate  segmentation  approaches  is 
conducted to separate any abnormal features appeared in the time series from normal ones.    
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Figure 7.6 The anomaly detection model built by baseline data using GMM (with 20 clusters) 
 
(2) Identification  of  the  anomaly  related  clusters  and  adaptation  of anomaly  detection 
model  
 
To  adapt  the  anomaly  detection  model,  the  approaches  of  multivariate  time-series 
segmentation  (introduced  in  Section  4.5.3.1)  and  magnitude  density  inspection 
(introduced in Section 4.5.3.2) are adopted, and the cluster entropy scores are calculated 
based on these automatic segmentations.  
 
Figure 7.7 shows the multivariate segmentation result and it is found that 9 conditional 
clusters are obtained and this result was assigned to the combined baseline data shown 
with two features for convenience (27 features in total) as Figure 7.7 illustrates. With this 
categorization  result,  the  constructed  model  shown  in  Figure  7.6  can  be  analyzed  to 
examine which one of the 9 categories the support cases of each cluster (Figure 7.6) is 
from.  Then  the  entropy  score  for  each  cluster  can  be  calculated  based  on  the  new 
categorization result in the time series.  
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Figure 7.8 (a) shows the entropy score of clusters and it is found that the entropy scores of 
clusters 14 and 19 are seen significantly lower than the other scores of clusters, because of 
the unified support cases. Thus, these two clusters are highly suspected to be the regions 
associated with occasional occurring anomalies, and it is suggested that these should be 
removed from the original normal space. Figures 7.8 (b) and 7.8 (c) illustrate the adapted 
model and the first two features of the dataset respectively after the removal of clusters 14 
and 19 and their associated support cases.  It is clearly seen that the several abnormal 
trends in the second features have been successfully filtered out. However, the abnormal 
trend in the first feature and continuous noise in both features are still in the dataset. And 
these abnormal characteristics are expected to affect the final anomaly detection, and it is 
recommended that they are removed from the dataset.    
Figure 7.7 Multivariate segmentation for the baseline data 
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Figure 7.8 Results of the entropy examination  
 
 Figure 7.9 Density changes inspection for the T-squared statistic of the baseline data 
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Figure 7.10 Results of the density changes inspection 
 
 
Furthermore, as Section 4.5.3.2 highlights, categories can also be set in the magnitude 
direction, and with this approach, the T-squared statistic of the baseline data (see Figure 
7.9  (a))  was  evaluated  by  GMM  associated  with  EM  algorithm,  and  13  Gaussian 
components (clusters) were obtained. Hence, 13 categories can be set as the density of the 
data changes. Figure 7.9 (b) illustrates the categorization result in the magnitude direction, 
and the entropy scores of the clusters can be calculated based on this categorisation result.  
 
Figure  7.10  (a)  shows  the  calculated  entropy  scores  for  the  original  clustering  space 
(Figure 7.6). It is found that apart from clusters 14 and 19 which have also been detected 
by the time series segmentation method, clusters 7 and 11 are also with the lower entropy 
values, this might be due to the fact that the support cases in these clusters are distributed 
widely in the magnitude direction. Figures 7.10 (b) and (c) show the adapted model and 
dataset after the removal of clusters 7, 11, 14 and 19, and it is found that the remaining 
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
-4
-2
0
2
4
f
e
a
t
u
r
e
 
1
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
-5
0
5
10
data point
f
e
a
t
u
r
e
 
2
Entropy score of the clusters based on density changes 
inspection
0
0.5
1
1.5
2
2.5
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Cluster No.
E
n
t
r
o
p
y
 
s
c
o
r
e
(a)  (b) 
  (c) 
Cluster entropy score based on 
density changes inspection 
Cluster No. 
E
n
t
r
o
p
y
 
s
c
o
r
e
 
F
e
a
t
u
r
e
 
1
 
 
 
F
e
a
t
u
r
e
 
2
 
Data point 
The model after the removal of  
clusters 7, 11, 14 and 19 
Feature 1 
F
e
a
t
u
r
e
 
2
 Chapter 7. Examination of the developed scheme with simulated data 
  - 281 -
clusters  are  more  concentrated,  which  is  consistent  to  the  red  line  boundary  drawn  in 
Figure  7.6  and  most  of  the  abnormal  characteristics  have  been  filtered  out  from  the 
combined  baseline  data  which  currently  are  within  a  certain  low  level.  Therefore,  the 
adapted model, as Figure 7.10 (c) shows, is used for the following anomaly detection.   
 
(3) Anomaly detection results 
 
After the construction of the anomaly detection model, 4 RTF tests are proposed to be 
examined against the model. Figure 7.11 shows the anomaly detection results of the 4 RTF 
tests based on the adapted model (see Figure 7.10 (b)). However, more anomaly detection 
tests based on different combinations of models and threshold set-up strategies were also 
conducted  to  compare  the  performances.  Table  7.3  shows  the  calculations  of  the  true 
positive and false alarm rates of the different anomaly detections for 4 RTF tests. It is 
found that for 4 RTF tests, the true positive rate of the tests based on adapted models can 
be significantly increased compared to the ones before the adaptation. Moreover, for both 
situations of before and after the model adaptations, the proposed GMM-EVT threshold 
set-up strategy can decrease the false alarm rate compared to the other strategies.  
 
Therefore,  with  the  simulated  data,  the  developed  scheme  has  again  validated  to  be 
superior to the other anomaly detection methods. As Figure 7.11 shows, the proposed 
anomalies within the 4 RTF tests can be successfully detected. For RTF1, a step change at 
the end of the test was recognized above the threshold level, a small abnormal trend and 
significant increasing trend was detected in RTF2, an abnormal oscillation trend can be 
seen throughout the RTF3 test, and the two small abnormal trends and an increasing trend 
can also be identified at the end of RTF4.  Chapter 7. Examination of the developed scheme with simulated data 
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Table 7.3 Summary of the anomaly detection rates based on different models and threshold set-up strategies 
 
G-N: Gaussian-normal 
G-E: Gaussian-EVT 
GMM-N: GMM-normal 
GMM-E: GMM-EVT Chapter 7. Examination of the developed scheme with simulated data 
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Figure 7.11 Results of the anomaly detection based on the adapted model and GMM-EVT threshold  
 
(4) Fault diagnosis  
 
For the detected anomalies, contribution values are proposed to calculate for examining 
whether  the  provided  diagnostic  information  is  consistent  to  the  pre-arrangement  (i.e. 
ranking of the features and their influences on the anomalies, as the Table 7.2 summarises). 
Figure 7.12 illustrates the contribution values of the applied features for 4 RTF tests. It is 
seen in RTF1 that feature 6 shows the strongest influence on the step change, while feature 
3 provides the second strongest impact; this diagnostic information is also found to be 
consistent to the pre-arrangement of the original features. In RTF2, feature 4 is found to 
have a significant contribution to the small abnormal trend while the increasing trend at 
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the end is found to be dominated by feature 6; these two findings are found to be the same 
as the original variables as well. For the other two RTFs, the provided information also 
demonstrates that the proposed scheme is an effective diagnostic approach.  
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Figure 7.12 Results of the contribution value for the fault diagnosis  
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Chapter 8. Conclusions and Future work  
 
This thesis presents a combination of data analysis, theoretical investigation and model 
development aimed at robust detection of early of bearing distress associated with longer 
term severe failure mechanisms. A wide range of literature has been critically reviewed 
throughout  the  whole  period  of  the  study.  Relevant  technologies  are  covered  from 
multiple condition monitoring technologies to modern artificial intelligence and statistical 
based fault diagnosis systems. Based on the existing techniques and previous research, an 
innovative condition monitoring scheme has been designed and developed not only for 
tapered  roller  bearings  but  for  more  generic  machinery  maintenance  applications.  To 
verify the capability of the new scheme, a series of tapered roller bearing experimental 
data and simulated multivariate data was utilized. In the scheme, a systematic method to 
find the best performing anomaly detection model has been developed. A GMM-based 
clustering  technique  was  selected  as  the  fundamental  development  tool,  and  the 
developed  systematic  approach  was  found  to  be  effective.  To  make  the  model  more 
robust,  innovative  methods  have  been  developed  to  adapt  and  update  the  anomaly 
detection models, and are shown to be crucial to improve the performance of the anomaly 
detection. Furthermore, multiple features were fused by Hotelling’s T-squared statistic to 
extract novel events in the history of the time series. The results have shown detection of 
early signs for bearing failure as well as the location of such distress.      
8.1. Conclusions  
 
The aim of this study was to develop an automated condition monitoring scheme for 
machinery  fault  detection  and  diagnosis.  This  scheme  is  aimed  at  providing  decision 
support to determine if machinery is faulty or not, as well as where the fault is and what 
causes these abnormal events.  
 
8.1.1 Summary of the completed work  
 
At the beginning of the thesis, the relevant literature has been reviewed. This review 
included  various  sensing  technologies  for  data  collection,  advanced  data  processing Chapter 8. Conclusions and Future work 
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approaches to extract useful features from the original dataset, and the most frequently 
applied AI based fault diagnostic methods. The aim of carrying out this comprehensive 
survey was to isolate the most appropriate approaches to use within the current project. 
On the basis of established knowledge, a proposed methodology flowchart was developed, 
and has been used as a guideline throughout this project.  
 
Following on from the  literature review, diagnostic training and testing database was 
built,  in  which  the  training  dataset  was  constructed  with  baseline  tests  (with  healthy 
bearings) while the testing data was grouped with the run-to-failure tests (with defect 
bearings).   
 
After the construction of the database, the anomaly detection model was established. In 
this thesis, the Gaussian mixture model (GMM) is chosen as the fundamental tool for 
establishing the model. However, the GMM involves a relatively complicated training 
process  and  various  training  parameters,  and  it  is  almost  impossible  to  generate  a 
consistent and well-performing model by just randomly selecting the values of training 
parameters. Therefore, the training parameters, such as the number of the clusters, the 
number  of  the  candidate  models,  the  initial  iterations  and  covariance  structures  were 
assessed to evaluate their influence on the model performance.  
 
Moreover, the problem that healthy training data might contain an amount of unknown 
anomalies was considered, and innovative multivariate based model adaptation methods 
using  information  theory  and  distance  measurements  were  developed.  And  these 
approaches were used to identify and remove clusters in the Gaussian mixture model 
associated with anomalies within the training datasets. This process is considered quite 
important, because not only the fault masking effects can be eliminated, but also the 
anomaly detection rate can also be increased. Apart from model adaptation and in order 
to make the model more robust, a novel approach to select the appropriate data to update 
the model is also implemented.   
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Before  conducting  anomaly  detection,  the  threshold  level  was  set  to  achieve  an 
automated process. In this thesis, a novel approach based on extreme value theory was 
developed. One of the important issues identified in this project was to detect abnormal 
events  in  real  time  accurately.  Under  this  consideration,  several novel  fault  detection 
techniques  were  developed.  Firstly,  a  mixture  model  based  clustering  algorithm  was 
applied  by  investigating  the  trained  parameters  of  purity  and  the  number  of  trained 
clusters; these two trained parameters were then used as the fault detection indices to find 
any abnormal events. Next, three statistical parameters including Hotelling’s T-squared 
statistic,  extreme  value  probability  and  log-likelihood  were  calculated  based  on  an 
established  normal  reference  model  developed  with  a  Gaussian  mixture  model  and 
healthy training data.  
 
After  completing  the  fault  detection  approaches,  a  complete  data-driven  method  was 
designed  for  fault  diagnosis  based  on  Principle  Components  Analysis  (PCA).  As  the 
candidate variables were fused by the fault detection indices, the trend of each variable 
was also masked by the Gaussian Mixture Model (GMM); the PCA was then utilized to 
reveal these variables again by calculating contribution values of the detected faults, so 
that the location and causes of the faults could be determined.  
 
It is obvious that the above fault detection and diagnosis are all numeric statistical tools 
and may not be fully demonstrated, if only bearing experimental data is applied to verify 
their performances. Under this circumstance, numerous multivariate data were simulated 
to evaluate the new condition monitoring scheme and its performance.   
 
Generally, proposed automated condition monitoring for the machinery fault diagnosis 
scheme has been constructed and developed. Several cases with the data of bearing wear 
rig were also tested to examine the capability of the developed scheme.    
 
8.1.2. Conclusions  
 
The conclusions drawn from the results of the completed work are as follows:  Chapter 8. Conclusions and Future work 
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1.  In  order  to  find  a  systematic  way  to  build  a  reliable  and  consistent  anomaly 
detection model, several GMM training parameters were  evaluated and  it was 
found that both the parameters of number of candidate models (NCM) and initial 
iteration (II) have an impact on the performance (indicated by BIC score) and 
stability of the models (indicated by similarity measure), when their values are 
low, such as 1, 5 and 10 for NCM and 10, 50 and 100 for II. Generally, the value 
of  the  BIC  decreases  from  –6400  to  –7200  (lower  the  better)  and  similarity 
between  the  models  can  be  improved  from  0.2  to  0.8  (larger  the  better,  1  is 
maximum).  However,  model  performance  and  stability  only  slightly  change, 
when  the  values  of  these  two  parameters  keep  increasing.  Furthermore,  the 
models with a full covariance structure generally perform better than the ones 
with a diagonal structure. 
 
2.  One of the important innovations in this thesis is the development of an approach 
to identify and remove anomalies within the training data. To achieve this, the 
entropy statistic of the information theory can be used to locate clustering regions 
associated with anomalies that are occurring occasionally in the time series. To 
identify  if  the  particular  feature  occurs  occasionally  in  the  time  series,  a  new 
multivariate  time  series  segmentation  method  has  been  designed.  With  this 
method, about 60% of the anomalies can be identified, but anomalies of different 
segmented categories are still grouped into one cluster. This leads to difficulty in 
recognition. Therefore, another new method in which the categories are assigned 
in  the  magnitude  direction  has  been  developed; this important  implementation 
increased the detection rate to about 90%. Moreover, a so-called distance based 
method is used to calculate distance between clusters, and to locate and remove 
distant ones. The result shows that the combination of these two methods can 
locate most of the abnormal patterns in the training data, leading to a significant 
increase in the anomaly detection rate in the later stages.  
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3.  To ensure that the developed model was consistently robust to new events, the 
approach to select appropriate data to update the anomaly detection model has 
also  been  generated.  The  approach  utilises  two  new  parameters  namely  the; 
occupation probability (OP) and number of clusters (NC) to identify steady state 
data from other data types (i.e. running-in data, noise and abnormal trend) in the 
run-to-failure tests, so that the model can be consistently updated to ensure its 
robustness. The results of the model updating can solve the problem that new 
events have nothing to do with the historical training data due to the changes of 
speed range or load regime.  
 
4.  To set the threshold level for anomaly detection, extreme value theory and GMM 
are used for the first time to set the alarm level for the anomaly detection index. 
The result shows that new threshold defining method (GMM-EVT approach) can 
significantly decrease the false alarm rate with approximately 20% lower than that 
of  the  other  evaluated  approaches  (i.e.  Gaussian-normal,  Gaussian-EVT)  in 
average.  
 
5.  The  developed  clustering  based  fault  detection  method  was  found  to  be  more 
sensitive to ‘small’ abnormal events/anomalies compared to conventional plots, 
and a number of precursors up to 10 hours prior to the fatigue failure have been 
extracted which can be correlated to valuable tribological findings. Furthermore, 
the developed anomaly detection model with the GMM can decrease the false 
alarm  rates  and  minimise  noise  up  to  20%,  by  using  three  anomaly  detection 
statistics:  Hotelling’s  T-squared  distance,  extreme  value  probability  and  log-
likelihood which were calculated for anomaly detection. 
 
6.  The contribution values of each variable to the detected abnormal events provide 
useful information and aid operators to locate and trace detected faults such as 
spallation that occurred on the inner race of bearing 2 (one of the test bearings), as 
well as to indicate the impact of the applied features. Further more, the amount of 
information  that  has  been  discovered  cannot  be  seen  clearly  in  the  original Chapter 8. Conclusions and Future work 
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processed features. Generally, about 70% of the detected anomalies have been 
successfully diagnosed by this approach, and verified by the physical analysis, 
such as bearing inspection, SEM and debris analysis.  
 
7.  A  series  of  multivariate  data  using  the  Gaussian  mixture  approach  have  been 
simulated  to  repeat  the  automatic  data  fusion  process.  Moreover,  the  unique 
advantages of this approach have been demonstrated during the construction and 
validation stages. Several tests were carried out to verify its capability and the 
results showed a satisfactory anomaly detection rate of 90% in average.  
 
8.  Most importantly, this study has developed an automated condition monitoring 
system including model optimisation, model adaptation, anomaly detection and 
fault diagnosis. These system elements are not only developed separately, but also 
incorporated into the system, so that the data can be processed step by step within 
the system.   
 
8.2. Future work  
 
Although this study has made significant advances for automated bearing fault detection 
and diagnosis, there are still places that need further development and optimization.  
 
As proposed in the methodology flow chart, data pre-processing should be carried out 
before the fault detection and diagnosis, since it directly affects the test results. In the 
future work, the data pre-processing strategies should be designed separately for both 
training and testing data. As discussed in the fault detection chapter, the training data 
usually contains a number of outliers which have a significant influence on the testing 
result, if the training data contained outliers are similar to the novelties within the test 
data. So far, the entropy based method has been developed to identify outliers within the 
training  data,  as  it  is  a  relatively  new  topic,  the  potential  of  further  investigation  is 
suggested.  On  the  other  hand,  testing  data  pre-processing  should  focus  on  handling 
missing value, sparse value and trend analysis.  It should be mentioned that the PCA 
based fault diagnosis method introduced in Chapter 6 was developed with the assumption Chapter 8. Conclusions and Future work 
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that the normal reference data could represent a single set of combined variables. This 
problem has been solved with the application of GMM. In future work, the contribution 
values  should  be  calculated  based  on  the  mixture  principle  components  to  see  if  the 
contribution values could reveal more valuable information. Finally, it is necessary to 
conduct bearing tests with the AI analysis on-line or real-time, so the tests can be stopped 
at the time when the analysis shows the precursor events and investigate the bearing 
components  for  the  location  and  cause  to  see  if  small  sub-surface  cracks  (early 
delamination) could be detected. In general, the developed scheme needs to be improved 
by implementing more meaningful techniques such as data filtering, and carrying out 
more data tests to update knowledge in the future study, in order to solve more realistic 
problems  like  reasoning  the  nature  of  the  faults,  isolation  of  the  sensor  faults  and 
providing decision support for the machinery health management. In the following, more 
specific  points  are  given  to  show  which  aspects  of  the  scheme  needs  to  be  further 
developed:  
 
1)  Data pre-processing: There are many other types of anomalies in the real bearing data 
(e.g. due to instrumentation malfunctions and maintenance actions) that could mask 
important abnormal trends due to bearing problems. One example of this had been 
found  in  the  data  review.  The  current  data  pre-processing  performs  a  kind  of 
differencing or filtering and does not obtain the ability to separate an abnormal trend 
and step change or existence of noise from each other. It is recommended that other 
trend pre-processing options be explored.  
 
2)  Advanced signal processing: More advanced signal processing techniques such as 
envelop detection and wavelet processing are worthwhile to be conducted for the raw 
data, to generate new features for the intelligent analysis. The purpose of doing this is 
to  examine  whether  there  will  be  more  information  discovered  through  the 
combination of the advanced signal processing and intelligent analysis.  
 
3)  Model  adaptation:  The  application  of  this  technology  is  relatively  new  and  more 
validation  process  is  needed  to  refine  the  models.  The  preliminary  result  of  the Chapter 8. Conclusions and Future work 
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anomaly detection showed that there are a large number of T-squared statistics with 
high  values  being  generated  by  the  models.  In  some  cases  this  is  because  of  the 
situation that the model adaptation was maybe too severe, hence the approach to re-
adapt the model is needed. However, in most cases the modelling is identifying real 
anomalous data. A great percentage of this is due to the instrumentation malfunctions. 
Although many problems related to bearings had been rectified, these instrumentation 
problems are more difficult to trace with the current anomaly detection capability. 
Furthermore, the process of model adaptation needs to be optimised. Current method 
suggests removing clusters with low entropy scores, but seems without sophisticated 
criteria to justify, and where to stop the finding procedure is also not defined. Hence, 
further work can be carried out based on the above concerns.   
 
4)  Probabilistic  threshold  set-up:  Setting  a  solid  threshold  on  the  anomaly  detection 
index  to  separate  abnormal  trends  from  normal  data  is  not  a  particularly  perfect 
method and restricts system capability such as on-line monitoring. Current threshold 
set-ups were established based on the evaluation of the historical training data, and 
suitable for off-line analysis. However, real-time information such as the status of the 
testing data has not been taken into account. There could be a difficult to compare the 
established  model  and  the  real-time  data  if  there  is  a  weak  link  between  them. 
Therefore, a probabilistic measure of an anomaly detection index of the testing data is 
more reasonable, and extremely helpful if this measure could be utilised to update the 
anomaly detection model and the threshold.  
 
5)  Anomaly  detection:  The  established  theoretical  models  are  required  to  be  further 
validated by the process of data mining of features with abnormal trends. Furthermore, 
as a part of the anomaly detection, model diagnostics can identify the features that are 
driving the trends and it would be very valuable to include these diagnostics in the 
system. Hence the established diagnostic information can be tested by mining the 
identified driving features. The future work on the anomaly detection is desired to be 
conducted  around  the  issue  of  discovering  more  diagnostic  knowledge  through 
anomaly detection capability.  Chapter 8. Conclusions and Future work 
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6)  Fault diagnosis: The current fault diagnostic capability is achieved by data-driven 
approaches; no more directed or automated information could be provided. Therefore, 
automated reasoning is required to be developed by learning the information across 
bearings. Reasoning could be performed not only on the form of the anomaly such as 
abnormal trends, step changes and single spikes etc. but also on the features driving a 
trend to provide more insight details on the cause of anomalies. Finally automated 
reasoning  could  be  achieved  by  searching  for  any  similar  stored  cases  in  the 
established database.    
 
7)  Feature evaluation: In the current study, the features of vibration and electrostatic 
sensors  have  been  assessed.  Other  new-implemented  features  such  as  acoustic 
emission and debris counter are required to be evaluated to examine their effect on 
the anomaly detection and diagnosis. 
 
 
Figure 8.1 Knowledge structure of the proposed future study 
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8)  Data  interpretation:  The  developed  system  seems  to  be  capable  of  performing 
anomaly  detection  and  diagnostic  behaviour  with  the  demonstrated  experimental 
bearing data and simulated multivariate data. However, there are still some defects 
throughout  the  whole  procedure.  a)  In  the  data  pre-processing  stage,  unexplained 
noise and anomalies existed in the pre-processed features; this might be due to the 
sensing malfunction, data logging problem or even the environmental effect. This is 
necessary  to  be  verified  in  the  future  study.  b)  In  the  anomaly  detection,  some 
expected abnormal trends were not significantly detected. This is probably because 
the model is over trimmed or still contains unwanted anomalies, so that the model 
cannot respond to similar abnormal trend in the run-to-failure test data; or abnormal 
trends do not actually exist in the original processed features. Therefore, the future 
development is required not only to confirm the reason but to quantify the effect of 
model  adaptation  on  the  anomaly  detection  results.  c)  In  the  fault  diagnosis,  the 
situation of failure components related features are not dominant and close to other 
health  components  related  features  are  sometimes  occurred.  Hence,  the  correct 
diagnostic information cannot be provided. This phenomenon is required to be further 
explored to confirm whether it is the algorithm related problem or the true reflection 
of the original features. d) To conclude the points described above, Figure 8.1 shows 
the knowledge structure that have the potential to be further analysed. It is seen that 
three processing elements (data acquisition, data manipulating and data knowledge 
discovery)  consists  of  the  whole  developed  system,  and  work  are  conducted 
surrounding the core working objective–data. As far as the author concerns at the 
time of writing, current developed systems mostly put their focus on the systems 
themselves, but lack of the interpretation on the inputs and outputs of the systems. 
Therefore, behaviour of the data distribution is sometimes not fully explained with 
the physical understandings, and leaves the gap between the processed data and real 
engineering  problems.  Some  efforts  have  been  tried  to  solve  this  problem  in  the 
current study, but improvements are required in the future study.     
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changing
• Others 
Initial or 
adapted model
Baseline data 
(used for training 
the initial model)
Identify features in 
the test data that 
related to test 
condition change
Cleaned 
baseline data
Update the 
model by 
adding these 
features in the 
Training data 
Updated model
(Mean vector, Covariance 
matrix and Probability 
vector)Appendix A4: Threshold set-up
Adapted model+ 
Training data 
T-squared statistic of
Training data
Modelling using
GMM
GMM of T-squared statistic
of training data
Using
Extreme value
Statistic to calculate 
probability
of the T-squared data,
based on built GMM
Threshold value
Using EVT and GMM
Nick has developed methods to set threshold value for the calculated anomaly 
detection index, based on extreme value statistic and GMM.Appendix A5: The model adaptation and fault 
detection
The initial model
(Mean vector, Covariance 
matrix and Probability 
vector)
(Output from model 
training)
Exported to a Matlab
program (by Nick)
Test data
(pre-processed)
Results:
• T2 statistics and M-distance (anomaly detection)
• Contribution values based on PCA (fault diagnosis) 
Appendix B: Developed approaches and their corresponding developing programs  
 
Developed approach   The tool (program) used  
 
Applying GMM to build the anomaly  
detection model  
 
 
GE data mining software 
 
Method of adjusting the training process of 
the GMM to obtain the optimized model 
 
 
GE data mining software and the program 
developed with MATLAB (B1) 
 
Approaches to adapt anomaly detection 
model  
 
 
Program developed with MATLAB (B2) 
 
Approach to select appropriate data to 
update anomaly detection model  
 
 
Program developed with MATLAB (B3) 
 
Approach to set threshold level  
 
 
Program developed with MATLAB (B4) 
 
Approach to detect anomalies using T-
squared statistic 
 
 
Program developed with MATLAB (B5) 
 
Approach to diagnose faults using 
contribution values 
 
 
Program developed with MATLAB (B6) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Appendix C: Method of selecting appropriate data to update model (bearing data)   
 
Test16 (500 points in each category) 
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Test17 (500 points in each category) 
 
Occupation probability of the cluster that current data occupies most
0
0.2
0.4
0.6
0.8
1
1.2
1
&
2
2
&
3
3
&
4
4
&
5
5
&
6
6
&
7
7
&
8
8
&
9
9
&
1
0
1
0
&
1
1
1
1
&
1
2
1
2
&
1
3
1
3
&
1
4
1
4
&
1
5
1
5
&
1
6
1
6
&
1
7
1
7
&
1
8
1
8
&
1
9
1
9
&
2
0
2
1
&
2
2
2
2
&
2
3
2
3
&
2
4
2
4
&
2
5
2
5
&
2
6
O
c
c
u
p
a
t
i
o
n
 
p
r
o
b
a
b
i
l
i
t
y
previous data
current data
 
 
Occupation probability of the cluster that previous data occupies most
0
0.2
0.4
0.6
0.8
1
1.2
1
&
2
2
&
3
3
&
4
4
&
5
5
&
6
6
&
7
7
&
8
8
&
9
9
&
1
0
1
0
&
1
1
1
1
&
1
2
1
2
&
1
3
1
3
&
1
4
1
4
&
1
5
1
5
&
1
6
1
6
&
1
7
1
7
&
1
8
1
8
&
1
9
1
9
&
2
0
2
1
&
2
2
2
2
&
2
3
2
3
&
2
4
2
4
&
2
5
2
5
&
2
6
O
c
c
u
p
a
t
i
o
n
 
p
r
o
b
a
b
i
l
i
t
y
previous data
current data
 
 
  
 
Test 18 (500 points in each category) 
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Test 20 (500 points in each category) 
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Appendix D: Algorithm of PCA and definition of fault detection index.   
 
Consider a data input matrix X (n*m) representing n observations of m variables. PCA is 
conducted to transform X as follows:  
 
                                          11 22
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=. . .
m
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=++ + = ∑                       (D-1) 
 
Where pi is called principal component loading vector and:  
 
                                                            
T PP I =                                                         (D-2) 
 
ti is called principal component score vector and:  
 
                                                  12 == d i a g ( , , . . . , )
T
m TT Δ λλ λ                                      (D-3) 
 
Where λi (i=1, 2, … , m) are eigenvalues of X
TX.  
 
If the singular value decomposition (SVD) factors for X are given by: X=UDV
T, where U 
is a m*m matrix, D is a m*n matrix and V
T is a n*n matrix. The matrix U and V are 
orthonormal, i.e. U
TU=I and V
TV=I. The n columns of V contain the eigenvectors of 
matrix X
TX and the diagonal elements of the D matrix contain the square roots of the 
corresponding eigenvalues of matrix X
TX. Therefore, the loading matrix P and the score 
matrix T can be obtained as P=V and T=UD=XV.  
 
Normally, the first k (k<m) principal components capture most of the variance, while less 
important components, which mostly describe noise information in the data, can be 
abandoned without loss of significant information. By doing so, input matrix X can be 
reconstructed as: 
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Where T is the principal component score matrix, P is the principal component loading 
matrix and E is the modelling residual. The score vectors span a lower dimensional 
subspace used for further analysis. 
 
The use of T-squared distance and SPE for fault detection can be explained with a simple 
example shown in Figure D-1. The training data (open circle) are synthetically generated 
from the three-dimensional Gaussian distribution. The PCA is applied to obtain two 
principal components (lines). The two indices of a new input sample (full circle) could be 
calculated as shown in Figure D-1.  
 
It should be noted that the version of Hotelling’s T-squared distance which is based on 
PCA subspace is different from the one described in Chapter 5, and could be expressed in 
terms of principal components:  
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For the calculation of SPE, the equation can be written as: 
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Figure D-1 Example of the principal component analysis 