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Abstract 
In high-tech industrial environment, skilled personnel are required to perform demanding maintenance and repair operations. 
Different learning technics supported by e-learning platforms have been developed to boost workers skills. Towards this direction 
new technologies, like Augmented Reality, change the way learning material is introduced to skilled people. Suggestions are to 
make learning more interesting, relevant, applied and though more efficient. Firstly, we focus on state-of-the-art about 
augmented reality technology and its application in educational technologies. Secondly, we focus on defining a method for 
introducing this solution into industrial learning tools in the field of hybrid and electric vehicles. To achieve that we introduce EU 
LLP TECMEHV project and its training modules. As a next step, we design an example of training using AR and compare it 
with an existing one focusing on its efficacy. Finally, we evaluate the future opportunities offered by this technology and its 
possible evolution. 
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1. Introduction 
In the past few years we have seen an incredible development of electrical devices and new discoveries in the 
field of alternative energy. If we focus on the field of car industry, research on the battery component has permitted 
the advent of a large number of new electric and hybrid vehicles. In order to be always competitive, the companies 
need -in addition to research- new solutions and new learning processes for maintenance (to inform of new 
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procedures, avoid errors and prevent danger situations). Introduction of new technologies has opened the door to a 
new kind of learning methods that can bridge theory and practice. In this work we suggest and analyse a new 
training and education method related to the safety, maintenance and repair procedures in the electric and hybrid 
vehicles. In the first part we focus on the state-of-art about augmented reality technology and its application to e-
learning. At a later stage we focus on defining a method for introducing this kind of technology in the next 
generation industrial learning tools in the field of hybrid and electric cars. In the last part we design an example of 
training using AR and compare it with an existing one focusing on its efficacy. Finally, we evaluate the future 
opportunity for this technology and its possible evolution. 
2. The Augmented Reality Technology 
The technology of augmented reality is quite new and has many applications. Today it is used for a large set of 
applications like art, commerce, education, construction, gaming, industrial design and advertising. There are 
several types of devices supporting AR: smartphones, tablets, computers, eyeglasses, head-mounted displays. To 
explain the power of this technology and how it works, it’s better to show some recent applications by EPFL and 
private companies. 
One of the most recent applications is augmented reality glasses. It consists of transparent glasses with a screen 
or a projector that shows images into the lens added to the reality seen by the user. Most of these images are icons 
that contain some information connected to the reality seen through the glasses. Some companies are focusing on 
developing prototypes of these devices. EPFL is focusing on creating a comfortable device that can give 
geographical information or also medical help in optical defect [1]. Another famous car brand is more focused on 
glasses presenting 3D modules for repair operations. 
One of the most common utilization of this technology are applications that can be installed in all sorts of tablets 
and smartphones. They are mostly used for advertising but different use is also be possible. In fact we can set a 2D 
image of a real object as the reality that we want to “augment”. Consequently we set the graphic/website/text 
information that we want to add to the image. When the integrated camera of the tablet or smartphone recognizes the 
real object (when the camera see the same 2D image that we have set for our application) we can see in our display 
the picture with the added information. Vidinoti, a startup of EPFL has developed a new application. This 
application can be used on all type of tablets using android and IOS and let the user implement his own AR projects. 
In every image graphic elements, web pages, video and 3D elements can be added. In this work we use this specific 
application to develop the training. An advantage is the fact that the application runs on multiple devices. A 
disadvantage is the fact that we can use only 2D objects (like a surface, a paper or a side of box) 
AR technology is also successful in design and art installations. The camera recognizes the object that is placed 
on a specific installation (like desk light, tables, computers, etc.). The user is called to interact with and discover the 
art installation trough a new hidden dimension. EPFL is actually working with the school of design of Lausanne on 
new projects including AR book, AR money and AR exposition museum. 
3. E-learning using Augmented Reality 
We analyzed multiple AR applications in order to find the device and application that is the most suitable for our 
project. Most of the research projects conducted in the past have been done in the field of e-learning. 
It is clear that “augmented reality enhances a user’s perception of and interaction with the real world. The virtual 
objects display information that the user cannot directly detect with his own senses” [2].  This means that an AR 
application that transfers knowledge on the hybrid and electric car, it can be an interesting middle step between 
theory (manual) and practice (maintenance and repair operation) that helps detect live problems.  “Triad interviews 
are usually documented as text document what is not sufficient for knowledge transfer beyond the personal 
exchange. Technology-based learning environments using virtual reality technologies reveal a great potential for the 
design of authentic learning tasks and the access to object or process-related expert knowledge.”[3] In our project, 
when an employee has to perform a particular procedure on a car, he is supposed to read and understand a paper 
manual. This is actually often the case for electric cars, because every year there are new developments that need to 
be studied. When someone reads a manual, it is not always clear and errors can occur if someone doesn’t understand 
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correctly. In the field of electric and hybrid car where high voltage cables are often involved, an error can be fatal 
for the operator. For this reason a middle step between paper manual and practical procedure can be an improvement 
of the efficiency and safety of the worker. Augmented Reality can be used like a live virtual manual that shows the 
procedure on the real object. 
 “The characteristic and the potential of virtual reality hypothesize that virtual reality is going to be enjoyable, 
especially for younger technicians who are familiar with new media” [3]. The users’ perception and their mood 
during the learning process is an important point. If someone enjoys this phase, he normally pays more attention to 
the lesson. A normal class course is usually composed by a presentation or printed material with someone 
responsible of explaining the task. AR is a new technology that demands more activity from the user than a normal 
presentation or text book. In fact the person trained needs to look for an image or object in the real world to learn 
from. This activity demands some action that is supposed to give motivation to complete the activity. “The virtual 
learning module changes the training in a way that now each trainee can discover the device interactively” [3]. 
With AR glasses the concept is really interesting considering the goals of the project. This kind of device would 
be great for improved user feeling. Actually we want to give information related to the domain of car maintenance 
but unfortunately in our case it is difficult to imagine multiples pairs of glasses correctly working for a large set of 
workers in the near future. This technology is at its beginning and therefor a commercially available device that can 
be used doesn’t exist. We decided to use a tablet because it’s easy to find in the market and it is commonly used in 
workshops. 
Another important point for AR projects is that like every digital asset, it is easy to store and transfer. In the 
development department of many electric and hybrid cars companies there is new information every day linked to 
the prototypes. This kind of information is transferred orally during meetings and live tests with the cars. There are 
often new procedures and usually it is difficult to register and document them. “Within the organization it is the 
challenge to transfer tacit knowledge among technicians. So far the exchange of experience is often bound to the 
personal exchange between experts and younger technicians. […] This procedure does not solve the problem that 
the knowledge transfer is restricted to individual employees only.” [3] In this case the storage of this new 
information with the AR technology would be very interesting for the workers. In fact the information is always 
linked to a real image and so it’s easier to explain it. If we think that every day some practical information can be 
stored in an AR image instead of some paper book, it could be easier to transfer the same information to another 
person that needs to perform the same procedure. It is enough to look for the real object and then augment it with all 
the new information. 
4. A method to introduce augmented reality in the hybrid/electric car maintenance 
In car maintenance, the introduction of new technology related to the new electric and hybrid cars needs 
new standard safety procedures. The need to introduce augmented reality in the Industrial learning tools 
came by the necessity to increase the level of understanding in order to reduce errors and misunderstanding 
related to new safety trainings. We introduce a method for developing trainings that use an augmented 
reality application. Based on the factors that we have established earlier in the report, a method for 
developing an AR e-learning training is described. It is constructed in a general way by taking into 
consideration software limitations as well as limitations due to the training aspects. It consists of taking 
original images and adding visual information. 
4.1. The scenario 
For proper training, it is essential to have a good idea of the kind of information that someone wants to transfer. 
In paper or presentation, it is necessary to build written text or oral speech. For a presentation for example, there 
needs to be a person that can explain the images. On the other hand, for an augmented reality application, it is 
important to provide visual information. In order to do this, it is essential to have direct links to reality, and make the 
information “come out” from the images. Creating a visual scenario is the first important step of development. It can 
be drawn like a storyboard or directly assembled with pictures. The next step is to create a connection between 
images, leading one to another. The training is done step-by-step. The next instruction is only given once the user 
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has already done the first step correctly, until the process is finished. If the task is not done correctly the same 
instruction remains, encouraging the user to repeat the step. A real application of the Scenario is shown in Fig. 1. 
Fig. 1. Scenario with tasks being fulfilled step-by-step. 
4.2. The images 
Once the scenario is settled, the images have to be chosen carefully. Choosing the right images is one of the most 
critical point because they have to fulfill many criteria. The images have to be created from real objects. Today, the 
software associated to AR technology recognizes almost perfectly the 2D objects like surfaces, flat objects, panels 
and boxes. Therefore, it is necessary to choose images that can represent 3 dimensional objects in such a way that 
the software of the device can reconstruct the information from a 2 dimensional image. In the future there will be 
more developed software for 3D recognition. Currently, most commercial augmented reality applications treat flat 
objects. Elements with textured, heterogeneous, surfaces are easier to recognize. Textured areas are defined as areas 
where a lot of different changes in color or gray intensity take place. If the surface is made from the same repeating 
pattern, the software has difficulties in establishing the exact position and orientation of the object. Finally it is 
helpful to maximize the spatial repartition of textured areas. For example, if the textured areas of the image is 
concentrated in one corner, the system will have trouble to recognize and track properly this targeted image [4]. 
Another important point is to have images of objects that are visible and easily accessible. If in some images the 
targeted object is hidden, or in an inconvenient position, the user will feel uncomfortable and will have difficulties to 
do the training. It is really important that the person trained can point easily the camera of the device towards the 
object. The device needs to be held by one or two hands. It is important to consider that the person has his hands 
occupied and cannot hold many elements. In our test, we choose to use a tablet handled by one hand, leaving the 
other one free. 
4.3. Software and device 
The choice of device is important. As we mentioned before, there are several types of devices. For a general 
application like maintenance training, a tablet or phone would be a good choice. These devices often integrate a 
good quality camera that can be used for this application. When a tablet is used, the developer of the training has the 
choice of using pattern recognition already available in the market. Finally, using a tablet/phone means that the 
device is light, ergonomic and easy to manipulate. The best option would have been to use AR glasses. This kind of 
devices are still in development today. For our AR approach in the industry, a tablet with a program using the 
integrated camera was chosen. 
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4.4. Graphic information 
To communicate information, we have a variety of available media. We can use graphic elements, 3D elements, 
images, video, text elements, etc. Concerning industrial training, we have mostly two kinds of important 
information: safety precautions and training steps. In the beginning, we developed some 3D elements that were 
interesting for some phases of the task’s explanation. When visiting the industrial partner, we were able to take the 
images shown throughout this report.  We came to the conclusion that it would be easier to follow the training using 
an instruction video than using a 3D simulation. We can say that in some applications, a 3D, or graphic element, 
could be enough to signal the instructional steps. Nevertheless, in longer trainings, for example in our case, it would 
be much clearer to use a video for the steps. On the other hand, when referring to safety precautions, we use clearly 
highlighted textual information rather than a video. We always use the same method for indicating the location of 
dangerous elements so that the user recognizes the danger quickly. In our case, we chose to use red writing. 
4.5. Use phase 
During the use phase, it is important to provide all the material (device, car, tools, etc.) and explain how to use 
AR technology. A person or a short presentation can do it. It is important to do it clearly because if not the trainee 
cannot complete the task. 
5. Example of application on hybrid/electric car emergency button 
We want to test if the introduction of AR in industrial learning tools is really useful or not. After analyzing some 
daily procedures performed in the partner’s research center, a scenario was chosen. In this scenario we consider that  
one person that is not familiar with the model of the car can do the training. The scenario is relatively simple. 
5.1. The Problem 
After discussing with our partner we understood that they have a persistent problem. When using and testing 
theirs cars, many people couldn’t understand the use of the emergency button. It is placed near the instrument panel 
and it is normally used only if an emergency occurs or if a maintenance or repair operation is required. It also 
happens that the user touches it in no serious emergency and the car stops for a long time until the user understands 
all the steps of the restart method. After pushing the button it is relatively difficult to restart because of the long 
procedure needed.  
The existing information related to this element comes from the user manual and it is the following: 
Fig. 2. Scenario with tasks being fulfilled step-by-step. 
5.2. Analysis 
The first thing that we can say is that the image in the instruction is not clear enough for being understood. The 
image is not clear and it can lead the user to mistakes because he can’t find the right button in the car. Secondly, the 
explanation is not really clear and the user has to perform a “start-up” procedure that he doesn’t understand. 
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Actually in the manual it is said that the user needs to repeat the start-up procedure, but not how many times and not 
exactly how. In the actual procedure the user has to start-up the vehicle 3 times pushing the brake at the same time. 
It is actually a problem if the person doesn’t know exactly when the procedure will end and how to do it. In addition, 
the manual is written and divided by basic subjects of information. There doesn’t exist a real procedure connected to 
this specific operation and the user has to find out by experience that this kind of information is inside the car 
manual. 
5.3. Proposed AR training 
In our AR application we decided to film a person performing the training “re-start the car”. We documented this 
procedure during our visit to the partner’s headquarter and it was part of the procedure “How to replace the BMI 
battery control unit”. In the beginning the user pushes the button and interrupts the electric power supply. At this 
moment he can proceed with the maintenance. When he finishes it he has to re-push the red emergency button and 
restart the car. At this moment he cranks the motor three times pushing the brake at the same time. Now the car can 
be used again. We decided to divide the training in steps. In the beginning the red button is armed and the user 
cannot use the car. The user has a tablet and someone explains to him how to point the camera and how to start the 
AR application. He points the camera of the tablet to the control panel of the car and sees one blue circle indicating 
the red button and a description of the procedure written in green. There is an indication in blue encouraging the 
user to push the button. If he touches the button he sees the video of the procedure starting explaining how to 
perform it. If the trained person wants to see one more time the video he has to push again the button in the tablet’s 
image and repeat the video. 
 
Fig. 3. Images taken from one of the developed trainings. 
5.4. Expected advantages 
The advantage of this training is that it is exclusively linked to one object of the image. The user cannot 
misunderstand which button or elements of the car he has to push. If the user has no idea where to find the first 
object, a preview of the image can be visualized helping the user find where to start the training. If we think about a 
long training, once the first image is settled, the following images can be found from the first one using video that 
connects to the next image. Another advantageous point is the fact that the user is trained in the car with real objects. 
He has a video explaining him exactly what to do in front of him and he can touch the images like he is touching the 
real objects before performing the training. He has to do it in “virtual” before preforming the training in reality. In 
addition just the use of new technology often transmits positive energy and feeling of excitement. 
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6. Evaluation 
In order to evaluate whether the AR application is really useful in the industry, we need to conduct a survey. In 
this survey the questions to be answered are the following: 
x Is the user able to finish the task? 
x How fast is the training? Was it faster with the AR application? 
x How does the user feel during the use of the AR application? (interested, bored?)  
The survey will help comparing trainees using the existing manual of the vehicle and trainees using the AR 
application. The users don’t need to know the procedure and the vehicle. Typically, it can be users trained in 
carburant cars and not used to work with electric/hybrid cars. The procedure was timed and compared. Finally, a 
questionnaire was filled where we asked whether the user finished the task and how he feels. 
Training based on paper manual: 
x Give the existing manual and start the chronometer 
x Follow the training and don’t help the user 
x When the task is fulfilled stop the chronometer 
x Give the questionnaire to the user 
Training based on AR application: 
x Explain the use of the AR application and how to point it to the objects. 
x Give the tablet to the user and start the chronometer 
x Follow the training and don’t help the user 
x When the task is fulfilled stop the chronometer 
x Give the questionnaire to the user 
During the practical test mechanics were asked to participate. These were people used to work with cars but not 
experienced with the model of electric car used for the training. The results are shown in Table 1. 
Table 1. Results in tabular form. 
Nr Type of 
Training 
Level of 
Task 
Completion 
Duration Interested Bored Happy Upset Neutral Comments1 Comments2 
1 PAPER 6 3:09 4 2 4 4 3   
2 AR 6 2:17 6 1 3 3 5 Difficult to 
identify the 
image 
Difficult to see 
the image 
3 AR 6 4:41 6 1 5 5 5 The touch 
screen didn’t 
respond quickly 
enough 
 
4 AR 6 3:47 6 1 6 1 6 After locking 
the image there 
is no possibility 
to move 
 
5 AR 6 1:23 5 2 5 3 4 The software 
needs 
improvement 
Wrong position 
of the camera 
6 PAPER 6 2:22 2 2 2 2 2 The procedure 
isn’t clear 
enough 
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The participants were open to the AR training and found it user friendlier than the hard copy manual. In fact, for 
finding the information about the training in the manual, they needed approximately 2.22 minutes. In addition the 
information provided in the manual was not clear enough for allowing them to understand correctly the procedure. 
They really understood the procedure by trial and error, they spent most of the time looking for the information, 
trying some solution and finally they found the correct one. Participants in the AR training, spent most of their time 
on technical aspects (point the camera to the right image, hold correctly the tablet…) but they followed correctly the 
training and they didn’t use the trial and error method. Actually, participants in order to have the next training 
information need to follow precise steps. Using this step-by-step method, the participants can be more precise and 
can follow a detailed procedure more accurately. There is less interpretation of information because the AR training 
starts from a real image that constrains the user from looking at others parts of the environment. 
7. Conclusions 
As a conclusion, the introduction of AR was warmly accepted by the trainees, as the scenario used was the result 
of deep elaboration among experts. The method developed is the first step to promote AR trainings.  The examples 
and the tests described suggest specific learning tools have to be organized through a systematic method to raise 
effectiveness. 
Currently, the software and hardware available is encouraging for creating AR applications. The software 
provides improved accuracy and the evolution points towards recognition of 3D objects with increasing percentage 
of success. In addition, AR technology is more and more linked to information like GPS, 3D elements, videos, 
images, websites, etc. This link could be a key element for lifelong learning and sharing knowledge in the technical 
field. In fact, knowledge in the industry can be transmitted more and more through electronic devices in order to 
increase user response against upgrades of equipment. We can assume that AR-based learning tools will evolve in 
parallel with AR software and AR hardware. We can predict an evolution towards recognition of 3D elements, a link 
to a larger shared knowledge base and finally the creation of different levels of training. This technology may also 
be useful for users of vehicles as additional material to maintenance and user manuals. 
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