Introduction
In paper [6] it was introduced EB-Min distribution compounding exponentially distributed lifetimes with zero truncated binomially distributed r.v. as alternative to the EP-Min lifetime distribution introduced by Kuş, C. [5] mixing the same lifetime with zero truncated Poisson distributed r.v.. In the both cases lifetimes are represented as minimum of k exponentially distributed r.v., k = 1, 2, .... If we substitute minimum by maximum we abtain EB-Max [4, 7] and EP-max [3] distributions which are a special case of complementary exponential power series (CEPS) distributions introduced in 2012 by Jose Flores D. et al. The purpose of this paper is to study possible connections between EP and EP lifetime distributions.
EP and EB lifetime distributions
First of all, we write a general formula [4] for distribution of r.v. max(W 1 , W 2 , ... ,W K ) , where (W i ) i≥1 are independent identically distributed random variables (i.i.d.r.v.) and K is a discrete r.v. such that P(K ∈ {1, 2, ...}) = 1. So, we consider that distribution function (d.f.) of r.v.
with respect to the distribution of r.v. K. Indeed
This formula show us that, if (W i ) i≥1 are r.v. of absolutely continuos type, then Y is a r.v. of the same type and its probability density function (p.d.f.) is
Similarly, can be write the general formula for distribution of r.v.Z= min(W 1 , W 2 , ... ,W K ). So, density function and probability density function are
Applying formulas (1) − (2), and considering that (W i ) i≥1 are independent identically exponentially distributed r.v. with parameter λ, λ > 0, i.e.
and K is a zero truncated binomially distributed r.v., i.e.,
we obtain the distribution called EB-max [4, 7] 
and p.d.f. of r.v. Y is
where
For the same lifetimes (W i ) i≥1 , substituting zero truncated binomial distribution for r.v. K by zero truncated Poisson distribution with parameter µ, µ > 0, i.e.,
in [3] it was introduced another new lifetime distribution called EP-Max distribution given by formula
In similar way it was introduced EB-Min [6] and EP-Min [5] life time distributions. According to [6] EB-Min distribution is given by d.f.
. (8) and according to [5] EP-Min distribution is given by d.f.
3 Approximating EB distributions by EP distributions
As we know [2] , Poisson's Limit Theorem show us that, in some conditions, binomial distribution may by approximated by Poisson distribution. This fact suggest us that between d.f. U max (x) and V max (x) and, on the other hand, between d.f. U min (x) and V min (x) does exist the similar connections. Indeed, it is true the following Proposition (Poisson's Limit Theorem for EB an EP distributions). In the conditions of the Poisson's Limit Theorem, i.e., if n −→ +∞ and p −→ 0 in a such way that np −→ µ, µ > 0, then [4, 7] 
Remark. Let us observe that the second part of this Proposition will be confirmed empirically in the Example 2 of our work (see Table 5 ).
On the statistical simulation of EB-Min distribution
We consider, as example, two techniques for statistical simulation for EB-min distribution [6, 7] .
The first method is based on the fact that distribution of r.v. X ∼ EB − M in(λ; n, p) coincide with distribution of r.v. min
, λ > 0, and r.v.Z is zero truncated binomially distributed with parameters n, n ∈ {2, 3, ...} and p, p ∈ (0, 1). So, we deduce the following algorihm Algorithm MixtEB-Min for statistical generation of number x of r.v. X ∼ EB − M in(λ; n, p).
Step 1. Simulate value z of r.v. Z ∼ Binomial (n, p) until z become different of zero;
Step 2. For this z we simulates values
Step 3. Take x = min
The second is enveloping procedure, as a particular case of rejection's Method, presented in [8] , which conduct us to the Algorithm EnvEB-Min for statistical generation of number x of r.v. X ∼ EB − M in(λ; n, p).
From (8) we deduce that p.d.f. of r.v. X ∼ EB − M in(λ; n, p) is given by formula
For u min (x) we choose as enveloping p.d.f.
So, for ∀x ≥ 0,
and
We observe that r (x) < 0, which implies r (x) < r (0) = α =
n , where α > 1.
Step 1. Generate value u of r.v.
Step 2. If u < 10 −7 then go to Step 1 ;
n−1 then go to Step 3 ;
Step.5. Take x = − 1 λ log (u). The probability of acceptance in this case is
In the following Table 1 we have, as a results, CPU's time (in seconds) θ(n, p, λ), executing N = 10000 simulations in the cases of both algorithms: On the base of the same simulations we may see (Table 2 and Table 3 ) how look mean value EX, variance DX and corresponding sample mean value − x and variance s 2 for r.v. X ∼ EB − M in(λ; n, p) in case of each Algorithm. 
EM algorithm and its application to the EB − M in distribution
If we consider sample of size m from population of r.v. X, i.e., (x 1 , x 2 ,..., x m ) ∼ X, where X ∼ EB − M in(λ; n, p), then, from (10) we deduce that maximum likelihood function L(x 1 , x 2 ,..., x m ; n, p, λ) is defined by formula
In order to obtain equations of Maximum likelihood estimations (MLE) λ, p
for parameters λ, p we consider
Parameter n considered be known, equations of MLE are
But this equations, with respect to the parameters λ and p, it is very difficult to solve by means of existing methods. So, EM Algorithm proposed in [1] , is more preferable. In this case r.v. Z it is interpreted as missing or latent variable.
Let's consider a sample ((x 1 , z 1 ), (x 2 , z 2 ), ... , (x m , z m )) of n observations on the r.v. (X, Z). That means ((x 1 , z 1 ), (x 2 , z 2 ) , ... , (x m , z m )) may be interpreted as complete data and (x 1 , x 2 ,..., x m ) as incomplete data's observations.
To formulate EM algorithm we need to know conditional mean value E(Z | X; θ), where parameter θ = (λ, p). P.d.f. u min (x; θ) of r.v. X, corresponding to the incomplete data, is given by formula (10). But p.d.f. of r.v. (X, Z), corresponding to the complete data, is given by formula Example 2. Let's consider the data about life time intervals between two successive strong earthquakes used in [5] , see Table 4 : After fitting EB-Min distribution to the above mentioned sample of size m = 25, using Kolmogorov-Smirnov (K-S) statistics we may compare our results (see the first row of Table 5 ) with results from [5] (see the last for rows of Table 5 ). 
Conclusions
This paper shows that EB-Min distribution is a good alternative to the EPMin distribution, even to the EG (compounding exponentially distributed lifetimes with zero truncated geometrically distributed r.v.), Weibull or Gamma distributions.
