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Optische Methoden zur Form- und Positionserkennung von Ko¨rpern
in Werkzeugmaschinen
Diese Arbeit untersucht optische Methoden zur Erzeugung von Tiefenbildern. Aufgrund
des speziellen Einsatzgebietes im Arbeitsraum von Werkzeugmaschinen, wurde ausge-
hend vom Prinzip der stereoskopischen Tiefendatengewinnung ein Verfahren entwickelt,
welches die schnelle Erzeugung von Tiefenbildern bei minimalem Platzbedarf des Mess-
kopfes ermo¨glicht. Durch die Wahl einer sehr kleinen stereoskopischen Basis la¨sst sich
das Auftreten des Korrespondenzproblems verhindern, und dadurch die Tiefeninforma-
tion in einer zu der Anzahl der Pixel linearen Zeit rekonstruieren. Das dem Verfahren
zugrunde liegende mathematische Modell wird ausfu¨hrlich diskutiert, mit dem Ergebnis,
Anforderungen an die verwendete Kamera, die Lichtquelle und den Messaufbau formu-
lieren zu ko¨nnen. In Experimenten wurden anhand der Vermessung von Testobjekten
diese Vorhersagen besta¨tigt. Die Arbeit schließt mit einer ausfu¨hrlichen Diskussion der
Resultate.
Optical methods for acquiring the figure and position of solids in the working
space of tooling machines
This thesis investigates optical methods for depth image acquisition. Due to the speci-
al application field in the working space of tooling machines, a method for acquiring
depth images with very low spatial requirements was developed, based on the principle
of stereoscopic depth image acquisition. By choosing a very small stereoscopical basis,
the occurrence of the correspondence problem can be avoided, and therefore the depth
information can be computed in to the number of pixels linear time. The underlying
mathematical model is discussed in detail, enabling the formulation of requirements on
the camera, the light source and the mechanical setup. Experimental measurements on
test-objects were used to approve these predictions. The thesis closes with a detailed
discussion of the results.
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Werkzeugmaschinen sind fu¨r moderne Produktionsanlagen besonders als numerisch ge-
steuerte CNC-Maschinen zu einem unentbehrlichen Hilfsmittel geworden. Die Mo¨glich-
keit, universelle Werkzeuge und Spannmittel fu¨r die Bearbeitung verschiedenster Werk-
stu¨cke einsetzen zu ko¨nnen, bietet eine enorme Flexibilita¨t, die besonders bei fu¨r die
Fertigung kleiner Serien zur Notwendigkeit geworden ist.
Bei der Umru¨stung der Maschinen auf neue Bearbeitungsfa¨lle treten jedoch gelegent-
lich Fehler bei der Eingabe der Geometrie der im Arbeitsraum befindlichen Objekte
- insbesondere Spannmitteln und Werkstu¨cken - in die Maschinensteuerung auf. Diese
Fehler ko¨nnen zu Kollisionen fu¨hren, die unter Umsta¨nden kostenintensive Maschinen-
scha¨den zur Folge haben, da z. B. Fu¨hrungen, Kugelgewindetriebe, Spindellagerungen,
Messsysteme und Antriebe Defekte erleiden ko¨nnen.
Daher ist es der Wunsch von Hersteller und Anwender der Werkzeugmaschine, ein
System zur Pru¨fung der Konsistenz von dem in der Maschine hinterlegten Modell des
Arbeitsraums mit der Realita¨t zur Verfu¨gung zu haben, welches rechtzeitig vor drohenden
Kollisionen warnen und gegebenenfalls automatisch entsprechende Gegenmaßnahmen
einleiten kann.
1.2 Aufgabenstellung
Ziel dieser Arbeit ist das Finden und Demonstrieren einer geeigneten Methode der opti-
sche Erfassung von Objekten im Arbeitsraum von Werkzeugmaschinen. Die Messungen
sollen am Ende des Einrichtprozesses ausgefu¨hrt werden und zur Ermittlung von Raum-
daten dienen, die zur Kollisionsvermeidung eingesetzt werden ko¨nnen.
Die zu vermessenden Objekte weisen aufgrund der speziellen Umgebung bestimm-
te Besonderheiten auf. So werden hauptsa¨chlich metallische Objekte untersucht, deren
Oberfla¨chen stark reflektierend sein ko¨nnen. Starke Periodizita¨ten sind denkbar, die sich
bei der Verwendung von stereoskopischen Verfahren negativ auswirken ko¨nnten. Ru¨ck-
sta¨nde von Ku¨hl- und Schmiermitteln sowie Abrieb und Spa¨ne ko¨nnten die Erscheinung
(Form und Farbe) der Oberfla¨chen vera¨ndert haben.
Da die Messung innerhalb eines abgeschlossenen Raumes und außerhalb der Bearbei-
tungsphasen erfolgt, ist zu erwarten, dass die Objekte still stehen und relativ konstante
Beleuchtungsverha¨ltnisse herrschen. Die Dauer der Datenaufnahme und Umrechnung in
3D-Daten soll wenige Sekunden betragen. Die gewu¨nschte ra¨umliche Auflo¨sung liegt bei
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1mm in jeder Dimension. Die zu erwartenden Objekte innerhalb des Maschinenarbeits-
raums sind definierte geometrische Strukturen. Es la¨sst sich jedoch nicht voraussetzen,
dass jedes Objekt deutlich
”
sichtbare“ geometrische Kanten aufweist, da z. B. gekru¨mmte
Oberfla¨chen und Kavita¨ten denkbar sind.
1.3 Erzeugung der Raumdaten
Die Erzeugung von dreidimensionalen Raumdaten des zu vermessenden Arbeitsraums
la¨sst sich in mehrere Phasen unterteilen. Zuna¨chst erfasst ein Sensor auf optischem Wege
einen Ausschnitt der Oberfla¨che des Arbeitsraums. Je nach Methode la¨sst sich in einem
oder mehreren Schritten die Lage der sichtbaren Bildpunkte im Koordinatensystem des
Sensors ermitteln. Diese Sensordaten werden mit Hilfe von Informationen u¨ber die Posi-
tion und Lage des Sensors im Raum zu einer Punktwolke verrechnet, die die Gesamtheit
aller (sichtbaren) Punkte im Raum darstellt. Die Beschreibung dieser Punktwolke kann
nun durch geeignete Algorithmen komprimiert werden, indem bestimmte Regionen im
Raum zum Beispiel durch geometrische Objekte beschrieben werden. Diese vereinfachten
Raumdaten eignen sich zur weiteren Verarbeitung durch die Routinen der Kollisionsver-
meidung.
Unabha¨ngig von der verwendeten Methode wird der Sensor im Allgemeinen nicht die
gesamte Oberfla¨che des Arbeitsraums auf einmal erfassen ko¨nnen, da es zum Beispiel
mo¨glich ist, dass einige Objekte andere verdecken. Es mu¨ssen also die Sensordaten von
verschiedenen Punkten des Arbeitsraums aus aufgenommen werden. Ein Ansatz wa¨re,
mehrere Sensoren fest in verschiedenen Positionen zu installieren. Dies wu¨rde aber eine
Verringerung des zur Verfu¨gung stehenden Arbeitsraumes bedeuten und es ließe sich
nicht die vollsta¨ndige Erfassung jeder mo¨glichen Szene garantieren.
Eine andere Mo¨glichkeit besteht darin, mit nur einem Sensor zu arbeiten, der innerhalb
des Arbeitsraums bewegt wird und so von verschieden Punkten aus Messerte aufnehmen
kann. Die Werkzeugmaschinen, auf denen das System eingesetzt werden soll, verfu¨gen
u¨ber eine Mechanik, welche in der Lage ist beliebige Werkzeuge mit hoher Geschwin-
digkeit und Pra¨zision innerhalb des Arbeitsraums zu bewegen. Es bietet sich daher an,
diese Mechanik fu¨r die Bewegung des Sensors zu nutzen.
Die so gewonnenen Punktwolken mu¨ssen anschließend zu einer einzigen registriert
werden, die ein vollsta¨ndiges Modell des vermessenen Arbeitsraums darstellt.
1.4 Aufnahmemethoden & Tiefenbilder
Es existiert eine Vielzahl optischer Sensoren zur Positionsbestimmung, die sich je nach
angewandter Methode und geplantem Einsatzbereich unterscheiden. Die Messung kann
entlang eines Strahls erfolgen (z. B. Laser-Messgera¨te bei Geschwindigkeitskontrolle im
Straßenverkehr) oder Daten zu Punkten liefern, die in einer bestimmten Ebene des
Raums liegen. Da diese Sensoren nur ein- bzw. zweidimensionale Daten liefern, wa¨re
ihre Verwendung fu¨r die vollsta¨ndige Erfassung eines Raums nur durch die Kombination
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sehr vieler Einzelmessungen mo¨glich. Der Sensor mu¨sste wa¨hrend der Messwertaufnahme
durch den Raum bewegt oder geschwenkt werden (
”
Scannen“).
Einen wesentlichen Geschwindigkeitsvorteil versprechen Verfahren, welche dreidimen-
sionale Daten liefern. Hier ist sofort vollsta¨ndig die Position aller in einem bestimmten
Raumwinkel liegenden Punkte bekannt. Ein solches System wu¨rde also Daten a¨hnlich
den Bildern einer Kamera liefern, jedoch neben der Lage in horizontaler und vertikaler
Richtung auch Informationen u¨ber die Entfernung der Bildpunkte liefern. Diese Bilder
werden als Tiefenbilder bezeichnet.
Drei Prinzipien kommen fu¨r die Gewinnung von Tiefenbildern hauptsa¨chlich zum Ein-
satz: Interferometrische Methoden basieren auf der indirekten Messung der Differenz der
Phase zwischen einem vom Objekt reflektierten Lichtstrahl und einem Referenzstrahl. Sie
liefern schnell und sehr pra¨zise Entfernungsdaten. Die hohe Empfindlichkeit ermo¨glicht
eine Genauigkeit der Entfernungsmessung im Bereich der Wellenla¨nge λ des verwende-
ten Lichtes (einige Hundert nm). Das bedeutet aber auch, dass sich sto¨rende Einflu¨sse
bereits in dieser Gro¨ßenordnung stark negativ auf die Messung auswirken. Das ganze
System muss also mechanisch so stabil sein, dass Verformungen in dieser Gro¨ßenord-
nung weitgehend vermieden werden. Temperaturstabilita¨t und Vibrationsfreiheit sind
aber bei Werkzeugmaschinen im Allgemeinen nicht vorauszusetzen. Außerdem mu¨ssen
die Oberfla¨chen der interferometrisch zu vermessenden Objekte so glatt sein, dass ihre
Rauhigkeiten unterhalb der Wellenla¨nge liegen. Diese Bedingung wird nur in Ausnah-
mefa¨llen erfu¨llt sein, daher la¨sst sich die Verwendung interferometrischer Methoden fu¨r
die gegebene Problemstellung ausschließen.
Die Messung der Zeit, die das Licht beno¨tigt, um von einer Quelle zum Objekt und
von diesem auf einen Detektor zu gelangen, ermo¨glicht ebenfalls eine Entfernungsbestim-
mung. Solche Flugzeit-basierten Methoden (engl. time-of-fligth = TOF depth sensor)
werden seit Jahrzehnten erfolgreich bei Messungen in einer Dimension u¨ber große Distan-
zen (> 10m) eingesetzt (zum Beispiel Geschwindigkeitskontrolle im Straßenverkehr oder
Messung des Abstandes zwischen Erde und Mond). Um eine mo¨glichst pra¨zise Messung
zu ermo¨glichen, wird ha¨ufig nicht die Laufzeit eines einzelnen Pulses erfasst, sondern die
Intensita¨t der Lichtquelle moduliert und die Differenz der Phase der Intensita¨t zwischen
gesendetem und detektiertem Licht ausgewertet. Auch Systeme zur direkten Erfassung
von Tiefenbildern basierend auf diesem Prinzip wurden vorgestellt (z. B. in [OLK+04]
oder [GYB04]). Da hier aber die Detektion der Phase in jedem Pixel mit sehr hoher
zeitlicher Auflo¨sung notwendig ist, erreichen sie bisher geringe Genauigkeiten: Der ab-
solute Fehler der Tiefenmessung liegt im Bereich von Millimetern bis Zentimetern bei
Sensorgro¨ßen von einigen Hundert bis Zehntausend Pixeln.
Die Abstandsbestimmung bei triangulationsbasierten Methoden erfolgt durch die Ana-
lyse des Dreiecks, welches durch die Sehstrahlen und die Verbindungslinie (Basis) zweier
optischer Systeme erzeugt wird. Es werden aktive und passive Verfahren unterschieden.
Aktive Verfahren verwenden eine Kamera und eine Beleuchtungseinheit, welche ein defi-
niertes Muster auf das zu vermessende Objekt projeziert. Um eine eindeutige Beziehung
zwischen den Sehstrahlen beider optischen Systeme herstellen zu ko¨nnen, ist fu¨r die
meisten Anwendungen die Verwendung nur eines Musters nicht ausreichend.
Bei passiven Verfahren werden zwei Kamerabilder eingesetzt. Hier ist die Zuordnung
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zusammengeho¨riger Sehstrahlen nur mit Hilfe rechenintensiver Algorithmen mo¨glich, die
die Bilder nach korrespondierenden Regionen absuchen. Das Finden der zusammengeho¨-
rigen Regionen wird als Lo¨sung des Korrespondenzproblems bezeichnet.
Zur Erho¨hung der erreichbaren ra¨umlichen Auflo¨sung wurden die triangulationsbasier-
ten Verfahren teilweise so erweitert, dass mit mehr als zwei optischen Systemen gearbeitet
werden kann. Es existieren passive Verfahren mit mehreren Kameras, aktive Verfahren
mit mehreren Projektoren und eine Vielzahl von Mischformen.
Es gibt eine Reihe weiterer Methoden zur optischen Gewinnung von Tiefenbildern,
die bestimmte Kenntnisse u¨ber die zu vermessenden Objekte oder spezielle Optiken
voraussetzen. Zu nennen wa¨ren hier zum Beispiel Verfahren, die im Englischen als depth-
from-motion, depth-from-shape und depth-from-focus bezeichnet werden. Bei depth-from-
shape-Verfahren wird mithilfe von Modellen der zu erkennenden Objekte deren Erschei-
nung in der Abbildung (abha¨ngig von ihrer Position im Raum) vorhergesagt und mit
den Bilddaten verglichen.
Bei dem Ansatz des depth-from-motion-Verfahrens werden Videosequenzen analysiert
und aus der Bewegung korrespondierender Bildausschnitte Schlu¨sse auf deren Position
gezogen. Eine Anwendung dieses Verfahrens sind etwa 3D-Scanner, bei welchen das zu
vermessende Objekt auf einem Teller vor einer Kamera rotiert. Hierbei wird vorausge-
setzt, dass das zu vermessende Objekt starr ist.
Depth-from-focus basiert auf entfernungsabha¨ngigen Bildscha¨rfe einer Abbildung und
wertet mindestens zwei unterschiedliche fokussierte Aufnahmen aus. Hohe Genauigkeiten
lassen sich mit diesem Verfahren besonders bei optischen Systemen erreichen, die u¨ber
eine geringe Tiefenscha¨rfe verfu¨gen (z. B. Mikroskope).
1.5 Kamerabasierte Bilddatengewinnung
1.5.1 Die zentralprojektive Abbildung
Das mathematische Modell der durch Kameras realisierten physikalischen Bildgewinnung
ist die Zentralprojektion. Sie wird folgendermaßen erhalten: Man fixiert einen Raumpunkt
C als Projektionszentrum und eine Projektionsebene E. Als Bild P ′ eines Raumpunktes
P (der ungleich C ist) wird der Schnittpunkt des Projektionsstrahls PC mit der Ebene
E definiert. Die dem folgen Unterabschnitt zugeordnete Zeichnung 1.1 zur Abbildung an
der du¨nnen Linse verwendet dieselben Bezeichnungen und kann zur Veranschaulichung
herangezogen werden.
1.5.2 Das Modell der du¨nnen Linse
Ein einfaches physikalisches Modell der Bildgewinnung ist die in Grafik 1.1 skizzierte
Abbildung der du¨nnen Linse. Alle von einem Punkt P auf die Linse auftreffende Licht-
strahlen werden in der Hauptebene H der Linse so gebrochen, dass sie in einem Punkt
P ′ der Bildebene E zusammenlaufen, welche sich im Abstand b zur Hauptebene befin-











Abbildung 1.1: Abbildung eines Punktes P in P ′ mit Hilfe einer du¨nnen Linse
und der Hauptebene H ist die Gegenstandsweite g. Der Abstand zwischen der optischen
Achse (in der Grafik als
”
o.A.“ abgeku¨rzt) und P wird als Gegenstandsho¨he G bezeich-
net. Als Bildho¨he B bezeichnet man den Abstand zwischen dem Bild des Punktes P ′
und der optischen Achse. Die Linse besitzt zwei Brennpunkte, welche auf beiden Seiten
der Hauptebene H, jeweils im Abstand f zu ihr und auf der optischen Achse liegen.
Die optische Achse durchsto¨ßt die Hauptebene H senkrecht. Der Durchstoßpunkt soll in
Analogie zum Modell der zentralprojektiven Abbildung als C bezeichnet werden.







Eine scharfe Abbildung, also das Zusammenlaufen aller von P ausgehenden Strahlen in











Fu¨r die Analyse und Beschreibung der vorgestellten Verfahren und Algorithmen ist es
zweckma¨ßig, verschiedene Koordinatensysteme zu defininieren. Das Kamerakoordinaten-
system (KKS) ist ein rechtsha¨ndiges karthesisches Koordinatensystem, welches fest mit
der Kamera verbunden ist. Seine Achsen werden mit x, y und z bezeichnet.
Parallel zur x-y-Ebene des Kamerakoordinatensystems verla¨uft durch z = −b (b =
Bildweite der Abbildung) die Projektionsebene E. In ihr liegt das zweidimensionale
Bildkoordinatensystem (BKS). Seine Koordinaten werden mit ξ und η bezeichnet. Die
ξ-Achse verla¨uft antiparallel zur x-Achse des KKS und die η-Achse parallel zur y-Achse
des KKS (siehe Abbildung 1.2). Die optische Achse durchsto¨ßt den Punkt (ξ0, η0) des
BKS und den Ursprung des KKS. Der Punkt C und der Ursprung des KKS fallen also zu-



















Abbildung 1.3: Bildkoordinatensystem und digitales Koordinatensystem. Die Entfer-
nung des Durchstoßpunktes der optischen Achse durch die Bildebene
(ξ0, η0) von dem Zentrum des Sensors wurde hier stark u¨bertrieben
dargestellt
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da Fehler in der optischen Abbildung eine minimale Verkippung beider Geraden gegen-
einander bewirken ko¨nnen. Es wird im Folgenden angenommen, dass die sich daraus
ergebenden Auswirkungen auf die Entfernungsbestimmung zu vernachla¨ssigen sind.
Innerhalb des Bildkoordinatensystems liegt das digitale Koordinatensystem (DKS).
Mit Hilfe der digitalen Koordinaten i und j lassen sich die Positionen einzelner Pixel
beschreiben. Die i- und ξ-Achse verlaufen parallel, die j- und η-Achse antiparallel. In
Abbildung 1.3 sind beide Koordinatensysteme dargestellt.
Das Kamerakoordinatensystem ist eingebettet in das Maschinenkoordinatensystem
(MKS).
Da die verwendeten Abbildungsmodelle Rotationssymmetrie aufweisen, ist fu¨r die Be-
schreibung von Orten in der Bildebene die Verwendung von Polarkoordinaten sinnvoll.








Bei einer (scharfen) Abbildung eines Punktes P in P ′ gilt also gerade, dass B = ρ(P ′)
ist. Fu¨r die spa¨tere Analyse der Effekte von Abbildungsfehlern wird es notwendig sein,
ein maximale Bildho¨he ρmax definiert zu haben. Diese ergibt sich aus den Abmessungen
des Kamera-Sensors und ist gleich dem maximalen Abstand eines lichtempfindlichen
Pixels vom Durchstoßpunkt der optischen Achse durch den Sensor. Außerdem werden
die Projektionen von ρmax auf die ξ- und η-Achsen des Bildkoordinatensystems beno¨tigt
werden. Sie werden mit ρξmax und ρηmax bezeichnet
1.
1.5.4 Kamerakalibrierung
Das Modell der Zentralprojektion ist fu¨r die Beschreibung realer Kameras nicht ausrei-
chend. Um die Durchfu¨hrung pra¨ziser Messungen zu ermo¨glichen, ist eine exakte Kennt-
nis der geometrischen Verha¨ltnisse innerhalb der Kamera notwendig. Auch die durch
bei realen Linsensystemen immer vorhandenen Abbildungsfehler verursachten Verzeich-
nungen mu¨ssen von dem erweiterten Modell beschrieben werden. Die Parameter dieses
erweiterten Modells zur werden in der Photogrammetrie als Parameter der inneren Ori-
entierung bezeichnet.
Fu¨r die Zuordnung von Bild- zu Raumpunkten muss die Lage der Kamera im Raum be-
kannt sein. Hierfu¨r werden sechs unabha¨ngige Parameter beno¨tigt, welche als Parameter
der a¨ußeren Orientierung bezeichnet werden.
Die Problematik der Kamerakalibrierung, also die Gewinnung der a¨ußeren und inneren
Parameter, ist ein gut untersuchtes Problem, zu dem eine reichhaltige Literatur existiert.
Deshalb sollen die hierfu¨r verwendeten Methoden an dieser Stelle nicht weiter vertieft
1Falls die optische Achse den Sensor der Kamera etwa in dessen Mitte durchsto¨ßt entsprechen ρξmax
und ρηmax also ca. der halben Chip-Breite bzw. -Ho¨he
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werden und es wird im Folgenden angenommen, dass die Kalibrierungsparameter der
verwendeten Kameras bekannt sind.
Fu¨r ein Verfahren, welches die Bewegung einer Kamera innerhalb des Arbeitsraums
einer Werkzeugmaschine mit Hilfe der Achsen dieser Maschine ausfu¨hrt, ist es sicherlich
sinnvoll, die Parameter der a¨ußeren Orientierung einmalig durch eine Kalibrierung bei
einer bestimmten Kameraposition zu ermitteln, und diese spa¨ter fu¨r alle anderen Kame-
rapositionen mit Hilfe von Positionsdaten der Maschinensteuerung zu aktualisieren.
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2 Stereoskopie bei minimaler Basis
2.1 Einleitung: Probleme Stereoskopischer Verfahren
Im vorangegangenen Kapitel wurden bereits passive triangulationsbasierte Verfahren
zur Tiefendatenbestimmung erwa¨hnt. Diese werden auch als stereoskopische Verfahren
bezeichnet und sollen nun fu¨r den Fall, dass zwei Kameras zur Verfu¨gung stehen, genauer
diskutiert werden.
Bei stereoskopischen Verfahren werden die Bilder des zu untersuchenden Objektes
von unterschiedlichen Positionen aus aufgenommen. Unter Kenntnis der Lage der Ka-
merapositionen zueinander und der inneren Kameraparameter la¨sst sich die Position
eines Raumpunktes, der in beiden Bildern identifiziert wurde, bestimmen. Um ein Tie-
fenbild, also eine Matrix von Abstandsdaten der sichtbaren Objektpunkte zu erhalten,
ist es notwendig, korrespondierende Bildregionen zu finden. Das setzt voraus, dass die
untersuchten Objekte u¨berhaupt Merkmale aufweisen, z. B. Kanten1, die sich in beiden
Bildern identifizieren lassen. Die Entfernungsmessung homogen gefa¨rbter Fla¨chen la¨sst
sich mit stereoskopischen Verfahren also nur realisieren, indem man diese ku¨nstlich mit
Merkmalen versieht. Ein Weg hierfu¨r wa¨re zum Beispiel die Projektion von Mustern
auf die zu vermessenden Objekte2. Im Folgenden soll vorausgesetzt werden, dass die
Oberfla¨che der zu vermessenden Objekte u¨ber gu¨nstige Merkmale in geeigneter Dichte
verfu¨gt. In Kapitel 3, Abschitt 3.2.4, wird diese Bedingung genauer spezifiziert. Auf die
Besonderheiten, die sich bei der Nutzung eines Muster projezierenden Gera¨tes ergeben,
wird kurz in Kapitel 5 eingegangen.
Die Suche nach korrespondierenden Punkten la¨sst sich unter gewissen Bedingungen
eingrenzen, z. B. ist bekannt, dass Geraden im Raum als Geraden im Bild abgebildet wer-
den. Da dies fu¨r alle Aufnahmen gilt, muss ein Objektpunkt, dessen Abbildung auf einer
bestimmten Gerade des einen Bildes erscheint, auf einer bestimmten - bei Kenntnis der
Kamerapositionen bereits bekannten - Gerade des anderen Bildes abgebildet werden. Es
muss also nicht jeweils das gesamte Bild nach einem korrespondierenden Punkt abgesucht
werden, sondern nur ein schmaler Streifen. (Stichwort Epipolarlinien, Epipolargeometrie,
z.B. in [VNS95])
Durch die Vorgabe eines erwarteten minimalen und maximalen Abstands der Objekt-
punkte la¨sst sich der Suchbereich weiter einschra¨nken: Statt des gesamten Streifens wird
nur ein Ausschnitt untersucht, sodass fu¨r jedes Pixel eines Bildes mehrere hundert Punkte
1Kanten sind Diskontinuita¨ten der ra¨umlichen Grauwertfunktion des Bildes.
2Im Gegensatz zu den aktiven triangulationsbasierten Verfahren ko¨nnen die hier verwendeten Muster
jedoch einfacher sein (z. B. statistisch), da sie keine Informationen zur Zuordnung einzelner Sehstrah-
len liefern mu¨ssen.
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des anderen Bildes in Betracht kommen. Die Suche kann weiter beschleunigt werden, in-
dem man iterative Verfahren verwendet und die Bilder erst in einer stark herabgesetzten
Auflo¨sung vergleicht, welche dann schrittweise wieder erho¨ht wird. In jedem Schritt wer-
den die gefundenen korrenspondierenden Regionen angepasst und verfeinert. Bisher sind
die verwendeten Algorithmen aber noch so rechenintensiv, dass Echtzeit-3D-Erkennung
(bei etwa einer halben Mio. Bildpunkte) nur auf spezieller, parallel rechnender Hardware
durchgefu¨hrt werden kann (ein entsprechendes System wurde zum Beispiel in [TKK+06]
beschrieben).
Die Lo¨sung dieses Korrespondenzproblems ist also nur mit sehr hohem Rechenauf-
wand mo¨glich und stellt bei der schnellen Berechnung der Entfernungsdaten das begren-
zende Element dar. Falls die zu vermessenden Objekte sehr regelma¨ßige Oberfla¨chen
aufweisen, ist außerdem unter zusa¨tzlichem Aufwand die Vermeidung fehlerhaft erkann-
ter Korrespondenzen sicherzustellen. Der Wunsch, diese Fehlerkennungen grundsa¨tzlich
zu vermeiden und die beno¨tigte Rechenzeit drastisch zu minimieren, fu¨hrte den Autor
zu der im folgenden beschriebenen U¨berlegung und dem darauf basierenden Verfahren
zur schnellen Gewinnung von Tiefenbildern.
2.2 Die Idee der Stereoskopie bei minimaler Basis
Rechnerische Vereinfachungen bei der Bestimmung der Entfernungsdaten ergeben sich,





rectified images“, z. B. in [FP03]).
Die optischen Achsen der Aufnahmesysteme sind nun parallel ausgerichtet. Wird der
Abstand der optischen Achsen verringert, verkleinert sich auch der nach korrespondie-
renden Regionen abzusuchende Raum, bis irgendwann der Fall eintritt, dass dieser nur
noch ein Pixel umfasst. Die kostenintensive Suche nach korrespondierenden Bildpunkten
ist nun nicht mehr notwendig, denn die Information u¨ber die Entfernung des Objektes
steckt allein in dem Intensita¨tswert des Pixels (und in denen seiner direkten Nachbarn).
Die zugrundeliegende Idee la¨sst sich so beschreiben: Bei Verschiebung der Kamera
senkrecht zur optischen Achse scheinen sich (aus Sicht der Kamera) nahe liegende Ob-
jekte schneller zu bewegen als weiter entfernte. Diese entfernungsabha¨ngige Verschiebung
s einzelner Bildregionen zeigt sich bei minimaler Variation der Kameraposition in der
A¨nderung einzelner Intensita¨tswerte. Wird die Kamera so bewegt, dass Abbildung der
Umgebung parallel zu den Pixelreihen oder -Spalten des optischen Sensors verschoben
wird, la¨sst sich die Entfernung einzelner Bildregionen sehr einfach (und schnell) berech-
nen. Im Folgenden wird angenommen, dass die Kamera in Richtung der x-Achse des
Kamerakoordinatensystems um die Strecke xa verschoben wurde. Da die Verschiebung
senkrecht zu den optischen Achsen stattfindet, ist der Abstand der optischen Achsen
beider Aufnahmen ebenfalls xa. Dies ist in Abbildung 2.1 skizziert worden.













Abbildung 2.1: Schematische Darstellung des Messaufbaus. Die Kamera wurde mit ihrer
optischen Achse vor und nach der Verschiebung eingezeichnet, ebenso
die Raumbereiche, die auf ein bestimmtes Pixel abgebildet werden. Im
Hintergrund ist das zu erfassende Objekt zu sehen.
2.3 Abscha¨tzung der Verschiebung s
Abbildung 2.2 veranschaulicht das angewendete Verfahren: Es wurde eine Pixelzeile j
fixiert und drei in Richtung i (also entlang der ξ-Achse) nebeneinanderliegende Pixel
na¨her betrachtet. Auf der Abszisse ist die Pixelposition aufgetragen. Die Ho¨he der Sa¨ulen
gibt die gemessenen Intensita¨ten des ersten Bildes wieder, welche durch ein Polynom
zweiten Grades angena¨hert wurden (dicke durchgezogene Kurve). Dies setzt voraus, dass
die Abbildung so unscharf erfolgte, dass jedes beliebig kleine Merkmal der Szene auf einen
Bereich in der Bildebene abgebildet wurde, der gro¨ßer als ein Pixel ist3. Die Koeffizienten









c = I0 (2.3)
, wobei mit I0, Il, Ir die Intensita¨ten des betrachteten Pixels sowie die des linken und
rechten Nachbarpixels bezeichnet wurden. Nun wird diejenige Pixelposition s (fu¨r
”
shift“
= Verschiebung) gesucht, die zu der Intensita¨t I02 des entsprechenden Pixels aus der
zweiten Aufnahme passt (du¨nne, gepunktete Linien). Die Verschiebung s errechnet sich





Abbildung 2.2: Zur Bestimmung der Verschiebung s
zu









. Hierbei ist I02 die Intensita¨t des betrachteten Pixels in der zweiten Aufnahme. Falls die
Wurzel in (2.4) ungleich Null ist, muss eine Lo¨sung von s1,2 verworfen werden. Hierzu
werden beide Lo¨sungen s1 und s2 berechnet und anschließend entschieden: Da nur Werte
fu¨r s im Intervall s ∈ (0, 1) sinnvoll sind, wird diejenige Lo¨sung verwendet, die in diesem
Intervall liegt. Sollten beide Lo¨sungen die Bedingung erfu¨llen, wird keine genutzt, da
nicht zu bestimmen ist, welche die richtige ist. Ist die Wurzel in (2.4) imagina¨r, sind
die gemessen Intensita¨tswerte wahrscheinlich mit einem starken Rauschen behaftet und
beide Lo¨sungen werden verworfen.
Die Gro¨ße s gibt also die sichtbare Verschiebung in der Einheit
”
Pixel“ an. Der Raum-
bereich, den ein Pixel abbildet, hat die Gestalt einer (im Allgemeinen schiefen) Pyra-
mide, deren Spitze im Zentrum der Zentralprojektion C liegt. Abbildung 2.3 zeigt die
Projektion dieser Pyramide auf die x-z-Ebene. Fu¨r das Pixel ist nur die Grundfla¨che
der Pyramide sichtbar - die Strecke xB ist also die Breite des von ihm abgebildeten
Bereichs. Die fu¨r das Pixel sichtbare Verschiebung s ist das Resultat einer ra¨umlichen
Verschiebung des abgebildeten Objektpunktes entlang der Strecke xB. Diese ra¨umliche
Verschiebung ist aber gleich dem Abstand der optischen Achsen xa und somit gilt
xB · s = xa (2.5)
. Die Strecke xB ist aufgrund des Strahlensatzen proportional zur Ho¨he der Pyramide z:






. Fu¨r Regionen, die zu dicht an der Kamera liegen, fu¨r die also z < zmin gilt, ist s > 1. Da
die Bestimmung von s mit der beschriebenen Methode nur fu¨r Werte s ∈ (0, 1) mo¨glich
ist, kann die Entfernung der zu dicht liegenden Regionen nicht gemessen werden. Der





, wobei αP den O¨ffnungswinkel des auf ein Pixel, welches nahe an der optischen Achse








Abbildung 2.3: Zur Berechnung der Entfernung z aus der sichtbaren Verschiebung s
In der Realita¨t wird die Grundfla¨che der Pyramide des auf ein Pixel abgebildeten
Sichtbereichs nicht wirklich eben sein und senkrecht von der z-Achse durchstoßen wer-
den. Da die gemessene Intensita¨t des betrachteten Pixels (und die seiner Nachbarn) die
ra¨umliche Mittelung der tatsa¨chlichen Intensita¨tsfunktion u¨ber den jeweiligen Sichtbe-
reich ist, ko¨nnen auch die errechneten Werte fu¨r s und z als Mittelwerte fu¨r das jeweils
betrachtete Pixel verstanden werden.
Aus den zwei Grauwertbildern kann die Berechnung von s und z fu¨r alle Pixel durch-
gefu¨hrt werden, die u¨ber zwei Nachbarpixel verfu¨gen. Ausgenommen sind also die Bild-
punkte der ersten und letzten Spalte (i = 1 und i = maximal). Die Matrix, die alle
4Genauer gesagt ist es der Winkel der Seitenfla¨che der Pyramide des abgebildeten Bereichs, der das
Projektionszentrum C einschließt. Er ergibt sich einfach als Quotient aus dem O¨ffnungswinkel des
Objektivs und der Anzahl der Pixel des Sensors entlang der i-Achse.
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Werte von s entha¨lt soll im Folgenden als Verschiebungsbild bezeichnet werden. Bei der
Matrix der z-Werte handelt es sich um das Tiefenbild.
2.4 Verwendung einer Marke
Die Strecke xa ist mit typischen La¨ngen von einigen Hundert µm sehr klein und ihre
Messung gestaltet sich deshalb schwierig. Da sich nach (2.7) der relative Fehler von xa
direkt auf die Bestimmung von z fortpflanzen wu¨rde, sollte versucht werden, die direkte
Messung von xa zu umgehen. Eine Mo¨glichkeit besteht darin, eine Marke im Messraum
anzubringen, deren Entfernung zM von der Kamera bekannt ist.
Ist die Position der Marke im Grauwertbild bekannt, kann sie auch leicht im Verschie-
bungsbild ausgemacht werden. Die Mittelung der s-Werte u¨ber den Bereich der Marke
ergibt eine Gro¨ße, die als sM bezeichnet werden soll. Mit ihrer Hilfe ergibt sich fu¨r die







Bei ra¨umlich hoch auflo¨senden Kameras erreicht man schon mit kleinen Marken (Fla¨-
che einige cm2) leicht Mittelungen u¨ber einige Hundert s-Werte und somit einen relativ
geringen Fehler ∆sM . Dazu sollte die Marke eine kontrastreiche Oberfla¨che aufweisen,
die die Gewinnung einer Vielzahl mo¨glichst pra¨ziser s-Werte ermo¨glicht. Gu¨nstig scheint
zum Beispiel die Verwendung schwarz-weiß gestreifter oder schachbrettartig bedruckter
Ebenen. Die Ausrichtung senkrecht zur optischen Achse hat zur Folge, dass alle gemesse-
nen Verschiebungen s des Bereichs der Marke theoretisch identisch sind (weil alle Pixel
dieselbe Entfernung z zur Kamera besitzen) und verbessert die Genauigkeit von sM .
Sind die Position der Marke, die Lage der Kamera im Raum und die inneren und
a¨ußeren Kameraparameter hinreichend genau bekannt (und das sollten sie, um das Tie-
fenbild spa¨ter in eine exakte 3D-Punktwolke umrechnen zu ko¨nnen), la¨sst sich die Lage
der Marke im Grauwertbild direkt berechnen.
Grundsa¨tzlich besteht die Gefahr, dass die Marke durch Objekte verdeckt wird und im
Grauwertbild u¨berhaupt nicht sichtbar ist. Ein Lo¨sungsansatz wa¨re hier, mehrere Marken
im Arbeitsraum zu platzieren, sodass mit hoher Wahrscheinlichkeit immer mindestens
eine sichtbar ist. Mit Algorithmen der Mustererkennung ko¨nnte u¨berpru¨ft werden, ob
sich in den Bereichen der Abbildung, in denen die Marke vermutet wird, auch tatsa¨chlich
eine befindet.
Die Nutzung von Kenntnissen u¨ber nicht-variable Teile des zu vermessenden Arbeits-
raumes ist ebenfalls denkbar. So ko¨nnte z. B. die gesamte Aufspannfla¨che als Tiefen-
referenz dienen, falls diese mit einer ausreichend kontrastreichen Oberfla¨che versehen
wurde.
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3 Mo¨glichkeiten und Grenzen
Ziel der Tiefenmessung ist die schnelle und pra¨zise Entfernungsbestimmung. Die absolute
Genauigkeit ∆z des vorgestellten Verfahrens ha¨ngt entscheidend von der Genauigkeit der
Intensita¨tsmessung des Lichtes durch die CCD-Kamera ab. Darum werden zuerst die
Ursachen fu¨r das Rauschen ∆I der Intensita¨tswerte untersucht und unter der Annahme
einer idealen Optik und optimalen Messumgebung bestimmt, in welcher Art die Fehler
∆s und demzufolge auch ∆z von ∆I abha¨ngen. Hieraus ergeben sich die optimalen
Kameraparameter (Blende, Fokus etc.), die ∆z minimieren.
Anschließend wird untersucht, welche Auswirkungen a¨ußere Faktoren wie Schwankun-
gen der Beleuchtungssta¨rke und die mechanische Stabilita¨t des Systems auf die Bestim-
mung der Entfernung einzelner Punkte haben.
Am Ende des Kapitels soll auf die Auswirkungen von Abbildungsfehlern des Objektivs
und Mo¨glichkeiten der Korrektur dieser eingegangen werden.
3.1 Der Fehler der Intensita¨tsmessung
3.1.1 Sensorrauschen: ∆I
Bei der Erfassung von Grauwertbildern durch die CCD-Kamera fu¨hrt jedes Pixel des
Kamera-Sensors eine Messung der Intensita¨t des auftreffenden Lichtes durch. Die einfal-
lenden Photonen erzeugen durch den inneren Photoeffekt Elektron-Loch-Paare, deren
Anzahl proportional zur Zahl der Photonen ist. Die Elektronen werden zum Rand der
lichtempfindlichen Fla¨che transportiert, analog versta¨rkt und digitalisiert.
Die Standardabweichung der gemessenen Intensita¨tswerte wird als Rauschen bezeich-
net und setzt sich aus verschiedenen Komponenten zusammen:
Das Photonenrauschen (engl. shot noise) ist die Folge statistischer Schwankungen der
Zahl der von der Lichtquelle emittierten Photonen und eine elementare Eigenschaft aller
Lichtquellen. Die Frage, wie viele Photonen innerhalb einer bestimmten Zeit auf den
Detektor auftreffen werden, la¨sst sich nur wahrscheinlichkeitstheoretisch behandeln. Mit
Hilfe der Poisson-Verteilung errechnet sich die durch das Photonenrauschen verursachte




, wobei mit N die Anzahl der detektierten Photonen bezeichnet wurde.
Durch thermische Schwingungen des Gitters werden Elektronen generiert, die den sog.
Dunkelstrom erzeugen. Dieser besteht aus einem zeitlich konstanten und einem zufa¨lligen
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Anteil, dem Dunkelstromrauschen. Durch Subtraktion eines Dunkelbildes1 vom Grauwert-
bild la¨sst sich der durch den konstanten Anteil verursachte Fehler nahezu eliminieren.
Das Dunkelstromrauschen σd tra¨gt zum Gesamtrauschen bei und ist stark temperatur-
abha¨ngig. Eine Reduktion der Temperatur um 9◦K halbiert das Dunkelstromrauschen,
weshalb fu¨r bestimmte Anwendungen hauptsa¨chlich geku¨hlte Kameras eingesetzt wer-
den2. Eine Formel zur Abscha¨tzung des Dunkelstromrauschens wird in [DH04] gegeben.
Das Ausleserauschen σa wird bei der Umwandlung der Ladungstra¨ger in digitale Ein-
heiten erzeugt. Es umfasst das Versta¨rker- und Quantisierungsrauschen ebenso wie die
zufa¨lligen Schwankungen, die durch Verlust von Ladungstra¨gern beim Verschieben zur




Da es sich bei den Komponenten um unkorreliertes weißes Rauschen handelt, errechnet









Fu¨r die Beurteilung der Qualita¨t einer Messung ist das Verha¨ltnis zwischen Signal und
Rauschen (engl. signal-to-noise ratio, SNR) entscheidend. Wird bei konstantem Licht-
einfall mehrmals von einem Pixel der Kamera die Intensita¨t erfasst, sollte der Mittelwert





Bei hohen Intensita¨ten wird (3.2) durch das Photonenrauschen dominiert, sodass na¨he-
rungsweise
∆I = σI ≈ σp (3.4)







abscha¨tzen. Jedes Pixel der CCD-Kamera akkumuliert wa¨hrend des Belichtungsvorgangs
Elektronen, wobei deren Anzahl gleich der Zahl der detektierten Photononen ist. Die im
Englischen als full well capacity bezeichnete durchschnittliche (
”
Elektronen“-)Kapazita¨t
eines einzelnen Pixels entspricht also der maximalen Anzahl detektierbarer Photonen.
Somit ergibt sich die folgende Abscha¨tzung:
SNRI ≤
√
full well capacity (3.5)
1Als Dunkelbild bezeichnet man eine unter vollsta¨ndiger Abdunklung der Kamera erzeugte Aufnahme.
2Z. B. in der Fluoreszenzmikroskopie, wo es auf die Detektion sehr kleiner Lichtmengen ankommt.
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3.2 Kameraparameter bei idealer Optik und Umgebung
3.2.1 Der Fehler der sichtbaren Verschiebung ∆s
In Abschnitt 2.3 aus Kapitel 2 wurde Gleichung (2.4) zur Berechnung der sichtbaren
Verschiebung s vorgestellt. Zur besseren U¨bersicht soll sie hier noch einmal abgedruckt
werden:









Mit Hilfe des Gauß’schen Fehlerfortpflanzungsgesetzes la¨sst sich aus (3.6) der Fehler












































. Ob in den partiellen Ableitungen von s nach a und b der letzte Bruch jeweils addiert
oder subtrahiert wird, richtet sich danach, welche Teillo¨sung von s gewa¨hlt wurde.
Die Parameter a, b und c errechnen sich nach (2.1) - (2.3) (Kapitel 2, Abschnitt 2.3) aus
den Intensita¨tswerten dreier benachbarter Pixel, die mit Il, I0 und Ir bezeichnet wurden.
Das Gauß’sche Fehlerfortpflanzungsgesetz ermo¨glicht auch hier die einfache Abscha¨tzung
der Fehler ∆a,∆b und ∆c, die sich unter der Annahme, dass die Standardabweichungen








(∆Il + ∆Ir) = 2∆I
∆c = ∆I0 = ∆I
Es ist also mo¨glich, aus den Intensita¨ten des Grauwertbildes zu jedem einzelnen s-Wert
einen Fehler ∆s abzuscha¨tzen. Die Informationen, die die ∆s-Werte liefern, lassen sich
zur Erho¨hung der Genauigkeit und Geschwindigkeit der Tiefenbestimmung nutzen. Bei-
spielsweise ko¨nnen vor der Berechnung des Tiefenbildes alle s-Werte, deren Fehler einen
gewissen Grenzwert ∆skrit u¨berschreitet, verworfen werden. So wird die Zahl der Berech-
nungen der z-Werte verringert und das Tiefenbild entha¨lt weniger Werte zu kontrast-
armen Bildregionen, womit die Genauigkeit der Tiefeninformation der verbleibenden
Punkte erho¨ht wird.
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3.2.2 Abha¨ngigkeit des Fehlers der Tiefenbestimmung ∆z von ∆s
Die Entfernung z eines Pixels errechnet sich nach der in Kapitel 2, Abschnitt 2.4 vorge-












·∆zM + sM · zM
s2
·∆s (3.8)
Die rechte Seite von (3.8) la¨sst sich stark vereinfachen: Da die Marke aufgrund ihrer
großen und speziell pra¨parierten Oberfla¨che sehr viele Referenzwerte sm,i erzeugt, ist
der gemittelte Wert fu¨r sM mit einem verha¨ltnisma¨ßig geringen Fehler behaftet. Daher
kann ∆sM = 0 angenommen werden. Ebenso la¨sst sich ∆zM vernachla¨ssigen, da beim
Einrichten der Maschine die Position der Marke und somit auch zM relativ genau be-
stimmt wurden. ∆z wird also durch den dritten Summanden dominiert, sodass es sich









sM · zM (3.10)
Da nach (3.10) z quadratisch in ∆z eingeht, wird der Fehler ∆z am Ende des Messbe-
reichs maximal. Um eine mo¨glichst genaue Tiefenwerte zu erhalten, sollten ∆s minimal
und sM sowie zM so groß wie mo¨glich sein. Die Positionierung der Marke sollte also am
Ende des Messbereichs erfolgen (zM maximal).
3.2.3 Wahl von xa und sM
Wie bei der Diskussion von (3.10) erwa¨hnt wurde, sollte sM zur Minimierung des Fehlers
der Tiefenbestimmung ∆z mo¨glichst groß sein. Da sM ∝ xa gilt (siehe (2.7) in Kapitel
2, Abschnitt 2.3), muss also auch xa mo¨glichst groß sein. Eine Erho¨hung von xa bewirkt
aber eine Erho¨hung der geringsten messbaren Entfernung zmin und schra¨nkt somit den
Messbereich ein (siehe (2.8) in Kapitel 2, 2.3).
Abha¨ngig von der minimal zu erwartenden Entfernung einzelner Objekte sollte die
Verschiebung xa also so groß wie mo¨glich, aber gleichzeitig so gering gewa¨hlt werden,
dass alle Objekte erfasst werden.
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3.2.4 Abbildungsgro¨ße minimaler Strukturen und Herleitung der
Tiefenscha¨rfe einer Kante
Fu¨r eine mo¨glichst genaue Bestimmung der sichtbaren Verschiebung s darf die Abbildung
der Kamera nicht zu scharf sein. Die Kameraparameter mu¨ssen so eingestellt werden,
dass der theoretisch unendlich du¨nne Farbu¨bergang einer Kante auf einen Bereich Bd ≥
Bd,min abgebildet wird. Bd,min ist etwa so groß wie der Abstand der a¨ußersten, zum
Scha¨tzen von s verwendeten Pixel. Wird diese Differenz (in Pixeln) mit np und der
Abstand zweier benachbarter Pixel (in Richtung der ξ-Achse) mit δp bezeichnet, gilt fu¨r
die Scha¨tzung von s aus drei Intensita¨tswerten also
Bd ≥ Bd,min = np · δp = 2 · δp (3.11)
. Gleichung (3.11) wird als
”
Unscha¨rfebedingung“ bezeichnet.
Im Folgenden soll hergeleitet werden, wie Bd von den Kameraparametern abha¨ngt.
Dazu wurde der Strahlengang in Abbildung 3.1 skizziert. Mittig ist das Objektiv mit
Abbildung 3.1: Skizze zur Herleitung der Breite Bd einer abgebildeten Kante
dem O¨ffnungsdurchmesser D dargestellt. Zur Vereinfachung wird davon ausgegangen,
dass das Objektiv nur eine Hauptebene besitzt, sich also wie eine du¨nne Linse verha¨lt.
Da die gesuchte Gro¨ße Bd sehr viel gro¨ßer als die Auflo¨sung des Objektivs ist, ist die-
se Na¨herung gerechtfertigt3. Links vom Objektiv befindet sich der Gegenstandsraum;
rechts der Bildraum. Die Kante, die sich im Abstand G zur optischen Achse und im
Abstand g zur Linse befindet, wird im Bildraum im Abstand b scharf abgebildet. Die
3Die hier vorgestellte rein strahlengeometrische Herleitung liefert nur einen grobe Scha¨tzwert fu¨r die
Scha¨rfe der Kante, der jedoch fu¨r die weitere Verwendung ausreichend ist. In Abschnitt 3.4 wird
kurz auf zusa¨tzliche Effekte wie die Beugung des Lichtes eingegangen. Eine exakte Beschreibung
erfordert die Herleitung der Optischen Transferfunktion (OTF) des Objektivs, welche sich nur mit
erheblichem numerischen Aufwand und unter genauer Kenntnis aller Kalibrierparameter des Objek-
tivs bestimmen ließe. Außerdem wa¨re die Kenntnis der spektralen Eigenschaften aller beteiligten
optischen Komponenten (Transmission des Objektivs, Emission der Lichtquelle, Reflektanz der zu
vermessenden Objekte, ...) erforderlich.
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Gro¨ße dieser scharfen Abbildung wird mit B0 bezeichnet. Betrachtet man die Abbildung
im Abstand b2 vom Objektiv, ist diese unscharf. Interessant ist nun die Breite Bd dieser
unscharf abgebildeten Kante, die sich als Differenz der Gro¨ßen B1 und B2 ergibt, welche
die Grenzen des unscharfen Bereichs darstellen. Der Hilfspunkt H ergibt sich als Schnitt-
punkt der optischen Achse mit der Verla¨ngerung des Strahls, der durch die Grenze B1
der unscharfen Abbildung verla¨uft. Dieser Schnittpunkt befindet sich im Abstand bH
vom Objektiv. Es gelten die bereits in Kapitel 1, speziell Abschnitt 1.5.2 erwa¨hnte New-
tonsche Linsensgleichung und die Abbildungsgleichung, welche zur besseren U¨bersicht
















Hierbei ist f die Brennweite des Objektivs. b und g bezeichnen die Bild- und Gegenstands-
weite, also die jeweilige Entfernung zur Hauptebene. Die Bild- und Gegenstandsho¨he

















































































Aus (3.17) und (3.18) folgt also:

















. Es ist also g die am Objektiv eingestellte Entfernung (Fokus) und die Gro¨ße g2 ent-
spricht der Entfernung eines beobachteten Objektes, weshalb g2 ≡ z gilt. Beachtet man
nun, dass die sich der Objektivdurchmesser als Quotient von Brennweite und Blenden-








g · z − z · f







g · (z − f)
)
(3.19)
Fu¨r eine Fla¨che, deren Oberfla¨che eine unendlich du¨nne Kante aufweist, die so verla¨uft,
dass ihre Abbildung senkrecht zur ξ-Achse der Bildebene orientiert ist, la¨sst sich ∆s ab-
scha¨tzen. Dazu wird angenommen, dass die Differenz der von den benachbarten Fla¨chen
zur Kamera reflektierten Intensita¨ten das l-fache der minimal auflo¨sbaren Intensita¨tsdif-




l · δp (3.20)
Die Gro¨ße l ist also die Anzahl der an der Kante auflo¨sbaren Graustufen. Das theoretische
Maximum fu¨r l entspricht gerade dem Signal-Rausch-Verha¨ltnis der Intensita¨tsmessung
SNRI . Bei einer realen Abbildung wird dieser Wert jedoch nicht erreicht werden ko¨n-
nen, da aufgrund von Streulicht selbst sehr dunkle Fla¨chen nicht vollkommen schwarz
erscheinen. Außerdem wird man die Belichtungsparameter so wa¨hlen, dass keine U¨ber-
steuerung auftritt, weshalb die ho¨chsten Intensita¨tswerte einige Prozent unter dem fu¨r
Vollaussteuerung erreichbaren Wert liegen werden. l kann somit unter experimentellen
Bedingungen zu
l ≈ 0, 90 · SNRI
abgescha¨tzt werden.
Mit den Objektivparametern in (3.19) ergibt sich aus (3.20) und (3.10):
∆z =
z2 · f 2 · (g − z)
sM · zM · l · δp · k · g · (z − f) (3.21)
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Durch die Fokussierung der Kamera auf eine Entfernung g, die hinter dem Messbe-
reich liegt (g > zmax), la¨sst sich erreichen, dass ∆z relativ konstant u¨ber den gesamten
Messbereich anwa¨chst. Die Belichtungszeit der Kamera und die Blendenzahl k mu¨ssen
so aufeinander abgestimmt werden, dass die Bedingung Bd ≥ Bd,min fu¨r alle messbaren
Werte von z nicht verletzt wird. Da fu¨r g > zmax die Scha¨rfe fu¨r z = zmax maximal (also
Bd minimal) wird, reicht es sicherzustellen, dass Bd(zmax) ≥ Bd,min erfu¨llt ist.
Abbildung 3.2 zeigt den nach (3.21) simulierten absoluten Fehler ∆z abha¨ngig von
der Entfernung z unter folgenden Annahmen: Messbereich z = 300 . . . 1000mm, zm =
1000mm, sm = 0, 3Pixel, l = 100, f = 8mm, g = 2000mm und k = 3, 2.

















Abbildung 3.2: Errechneter Fehler ∆z der Entfernungsbestimmung abha¨ngig von der
Entfernung z
Der Fehler ∆z der Entfernungsbestimmung liegt nach diesen Berechnungen im gesam-
ten Messbereich zwischen 35 und 68mm.
3.3 Umgebungseinflu¨sse
3.3.1 Schwankungen der Helligkeit der Lichtquelle
Die gemessene Intensita¨t einer abgebildeten Region des Messraums ist das Produkt der
Reflektanz R ihrer Oberfla¨che und der Gesamthelligkeit, mit der die Region beleuchtet
wird:
I(ξ, η) = R(x, y, z) · Lges
Die Gesamthelligkeit Lges ergibt sich durch die Aufsummierung der Intensita¨ten aller
Lichtquellen des Systems Lk, jeweils multipliziert mit einem Korrekturfaktor Gk, der
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Eine genaue Entfernungsbestimmung erfordert, dass die gemessene Intensita¨t I(ξ, η)
(bei unbewegter Kamera) zeitlich mo¨glichst konstant ist. Die Reflektanz der abgebildeten
Region R(x, y, z) kann als unvera¨nderlich angenommen werden. Dass sich die Gesamt-
helligkeit des Systems nicht a¨ndert, la¨sst sich hingegen nicht voraussetzen. Eventuelle
Schwankungen lassen sich aber korrigieren, falls eine der folgenden Vereinfachungen zu-
trifft:
 es existiert nur eine einzige Lichtquelle im System - oder -
 jede Lichtquelle beleuchtet die zu vermessenden Oberfla¨chen homogen
Ist mindestens eine dieser Bedingungen erfu¨llt, la¨sst sich die Gesamthelligkeit, die wa¨h-
rend der Aufnahme eines Grauwertbildes wirkte, abscha¨tzen, indem die Intensita¨tswerte
u¨ber eine geeignete Fla¨che des Bildes aufsummiert werden. Eine Division dieses Wertes
mit dem entsprechenden Wert des zweiten Bildes ergibt einen Faktor zur Helligkeits-
korrektur hkorr. Die Multiplikation aller Intensita¨tswerte des zweiten Bildes mit diesem
Faktor ergeben ein Grauwertbild, das scheinbar unter denselben Beleuchtungsbedingun-
gen wie das erste Bild erzeugt wurde.
3.3.2 Mechanische Stabilita¨t des Systems
Die Positionierung der Kamera im Raum ist nicht beliebig genau. Eine zufa¨llige Verschie-
bung oder Verkippung der Kamera bewirkt einen Fehler in der Abbildung, der zu einem
zusa¨tzlichen Fehler des erfassten Intensita¨tswerts fu¨hrt. Da das vorgestellte Verfahren
zur Tiefenbestimmung auf einer definierten Bewegung der Kamera im Raum (d. h. im
MKS) und Analyse der Variation der erfassten Intensita¨tswerte beruht, ist eine mo¨glichst
genaue Kontrolle dieser Positions- und Orientierungsa¨nderung erforderlich. Die folgen-
den Ausfu¨hrungen beziehen sich also auf die fu¨r die Tiefenbestimmung relevante relative
Bewegung zwischen den zur Erfassung der Grauwertbilder eingenommenen Positionen
der Kamera, und nicht auf die absolute Position und Orientierung dieser im MKS.
Die ra¨umliche Intensita¨tsfunktion in der Bildebene la¨sst sich nach dem Satz von Taylor
in einer Reihe entwickeln. Mit dieser Reihe (3.22) la¨sst sich der
”
positionsbedingte“ Fehler
der Intensita¨tsmessung (3.23) abscha¨tzen:






δη + . . . (3.22)





wobei mit ∆ξ und ∆η die Betra¨ge des Positions-Fehlers der Abbildung δξ und δη be-
zeichnet wurden.
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Im Folgenden soll die fehlerhafte Position aus dem Bezugssystem der Kamera heraus
untersucht werden. Die zufa¨llige Verschiebung eines Punktes P = (x, y, z) im Messraum
wird durch eine Translation entlang der Achsen des KKS beschrieben:
P = (x+ δx, y + δy, z + δz)
Verkippungen sollen durch eine Rotation von P um das Zentrum der Zentralprojektion C
modelliert werden. Zur Beschreibung werden die Winkel θx, θy und θz verwendet, welche
eine Drehung um die x-, y- und z-Achse des KKS bedeuten.









Abbildung 3.3: Auswirkung der Vera¨nderung der Lage eines Punktes in Richtung der
y-Achse auf das Bild des Punktes bei scharfer Abbildung
Eine Vera¨nderung der Lage eines Objektpunktes P in Richtung der y-Achse um die
Strecke δy bewirkt eine vera¨nderte Position der Abbildung P ′ in Richtung der η-Achse
um die Strecke δη des BKS. In Abbildung 3.3 ist dies skizziert. Das Verha¨ltnis von der




Die Gro¨ßen δy und δη sind also proportional zueinander. Der Proportionalita¨tsfaktor
M ist abha¨ngig von der Entfernung z des abgebildeten Objekts und steigt fu¨r z → 0
monoton an. Im Messbereich ergibt sich Mmax also fu¨r den minimalen Messabstand zmin.











4Die Abbildungsgleichung (3.13) gilt streng genommen nur fu¨r eine scharfe Abbildung. Da die fu¨r
die Tiefenbestimmung genutzten Grauwertbilder nur eine leicht defokussierte Kamera voraussetzen,
entsprechen die geometrischen Verha¨ltnisse in der Kamera fast denen einer scharfen Abbildung. Die
Abscha¨tzung (3.24) ist somit gerechtfertigt.
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und somit
∆ηy = |M · δy| ≤Mmax · |δy| = Mmax ·∆y (3.25)
Analog ergibt sich fu¨r Vera¨nderungen der Lage in Richtung der x-Achse5:
∆ξx ≤ |−Mmax · δx| = Mmax ·∆x (3.26)
Da aber bei Verwendung einer Marke die Position der Kamera in Richtung der x-Achse
nicht direkt gemessen, sondern aus der sichtbaren Verschiebung der Marke sM errechnet
wird, tra¨gt ∆ξx nicht zum Fehler ∆s der Verschiebung s bei. Dies wird modelliert, indem
∆ξx = 0 (3.27)
gesetzt wird.
Aufgrund der Orthogonalita¨t der y- und ξ-Achsen sowie der x- und η-Achsen gilt:
∆ξy = ∆ηx = 0
Fu¨r die Herleitung der Effekte von Positionierungsfehlern in Richtung der z-Achse
(siehe Abbildung 3.4) wird die Abbildungsgleichung (3.13) so umgeschrieben, dass sich




Außerdem wird angenommen, dass die Bildweite b fu¨r die Abbildungen der Punkte mit
den Entfernungen z und z + δz vom Zentrum der Zentralprojetion gleich sind. Diese








Abbildung 3.4: Auswirkung der Vera¨nderung der Lage eines Punktes in Richtung der
z-Achse auf das Bild des Punktes bei scharfer Abbildung
5Das negative Vorzeichen folgt aus der antiparallelen Lage der ξ und x-Achsen, wa¨hrend die η und
y-Achsen parallel verlaufen.
27
in Richtung der η-Achse ergibt sich dann zu









Die Gro¨ße δη wird nach (3.28) fu¨r das kleinstmo¨gliche z = zmin und das gro¨ßtmo¨gliche
B maximal. Bmax entspricht gerade einer Abbildung am Rand des CCD-Sensors, also




, wobei hier mit ∆z der Betrag von δz bezeichnet wurde.




Im Gegensatz zu dem durch Verschiebungen entlang der x-Achse verursachten Fehlers
∆ξx, der homogen auf das gesamte Tiefenbild wirkt und deshalb bei Verwendung einer
Marke ignoriert werden und gleich Null gesetzt werden konnte (siehe (3.27)), ist ∆ξz
abha¨ngig von der Bildho¨he (und somit der x− und y−Koordinate des Raumpunktes).












Abbildung 3.5: Vera¨nderung des Ortes der Abbildung aufgrund der Verkippung der Ka-
mera um die x-Achse
In Abbildung 3.5 ist die durch eine Verkippung der Kamera um die x-Achse verursachte




h2 = b2 +B2
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und deshalb la¨sst sich der Fehler der Bildho¨he zu
δB ≈ tan θ · h
cosα
=
tan θ · (b2 +B2)
b
abscha¨tzen.
Fu¨r eine Verkippung der Kamera um die x- oder y-Achse wird der Fehler der Po-
sition der Abbildung in Richtung der ξ- oder η-Achse also fu¨r den gro¨ßten Abstand
der Abbildung von der optischen Achse maximal. Daraus ergeben sich die folgenden
Abscha¨tzungen:
∆ηθx ≤




tan θ · (b2 + ρ2ξmax)
b
(3.32)
Aufgrund der Orthogonalita¨t der y- und ξ-Achsen sowie der x- und η-Achsen gilt:
∆ξθx = 0
∆ηθy = 0
Durch eine Verkippung der Kamera um die z-Achse ergibt sich ebenfalls eine Verschie-
bung der Position der Abbildung in der Bildebene. Diese betra¨gt maximal:
∆ηθz ≤ cosϕ · ρmax · tan θz = ρξmax · tan θz
∆ξθz ≤ sinϕ · ρmax · tan θz = ρηmax · tan θz
Zusammenfassung der Positionierungsfehler
Um ein Maximum fu¨r die durch eine fehlerbehaftete Kameralage- und -orientierung
verursachten Fehler des Ortes der Abbildung angeben zu ko¨nnen, mu¨ssen alle ermittelten
Fehler addiert werden:
∆ηPosition = ∆ηy + ∆ηz + ∆ηθx + ∆ηθz (3.33)
∆ξPosition = ∆ξx + ∆ξz + ∆ξθy + ∆ξθz (3.34)
Nach (3.23) la¨sst sich aus (3.33) und (3.34) ein positionionierungsbedingter Fehler der
erfassten Intensita¨t ∆IPosition errechnen:







Die gemessenen Intensita¨tswerte sind also zusa¨tzlich mit dem Fehler ∆IPosition behaftet.
Falls dieser eine Gro¨ßenordnung erreicht, die eine Vernachla¨ssigung unmo¨glich macht,
muss die Abscha¨tzung des Fehlers der gemessenen Intensita¨tswerte (3.4) um den Term
(3.35) additiv erga¨nzt werden.
Umgekehrt la¨sst sich aus einer geforderten Tiefenauflo¨sung ∆z die maximalen Un-
genauigkeit der Intensita¨tsmessung bestimmen und daraus die Toleranzen fu¨r die Po-
sitioniergenauigkeit errechnen. Dazu ist es erforderlich, eine geeignete Gewichtung fest-
zulegen, welche die Aufteilung der gegebenen Summe ∆ηPosition bzw. ∆ξPosition auf die
einzelnen Summanden reguliert.
Sollte aufgrund der mechanischen Eigenschaften des Systems der Anteil von ∆Iη,Position
stark dominieren, ist es denkbar, den daraus resultierenden Fehler fu¨r die Tiefenbestim-
mung zu minimieren, indem vor Beginn der Verarbeitung der Grauwertbilder diejenigen
Regionen aus dem Grauwertbild entfernt werden, die eine starke Verfa¨lschung der In-
tensita¨tsmessung erfahren. Nach (3.35) la¨sst sich dies realisieren, indem Bildbereiche, in
welchen ∣∣∣∣∣∂I(ξ, η)∂η
∣∣∣∣∣ ≥ ∆Iη,krit∆ηPosition (3.36)
gilt, durch einen entsprechenden Filter aus den Grauwertbildern gelo¨scht oder im daraus
errechneten Tiefenbild als stark fehlerbehaftet gekennzeichnet werden. Mit ∆Iη,krit wurde
der maximal vertretbare, durch Lageversetzungen der Abbildung parallel zur η-Achse
hervorgerufene Fehler der Intensita¨tsmessung bezeichnet.
3.4 Einflu¨sse einer nicht-idealen Optik: Abbildungsfehler
des Objektivs
In diesem Abschnitt sollen die Auswirkungen der bei realen Optiken auftretenden Ab-
bildungsfehler auf die Erzeugung von Tiefendaten nach dem vorgestellten Verfahren
untersucht werden. Es werden also die sich aus den Abweichungen realer Objektive zum
Modell der Zentralprojektion bzw. dem der du¨nnen Linse ergebenden Effekte genauer
betrachtet.
Jede reale Optik produziert Abbildungen, die nicht frei von Fehlern sind. Nach ihrer
Wirkung lassen sich die Abbildungsfehler in verschiedene Klassen einteilen. Da das vor-
gestellte Verfahren der Tiefendatengewinnung mit Schwarz-Weiß-Kameras arbeitet, sind
die Farbfehler von eher geringerer Bedeutung6.
Scha¨rfefehler, wie z. B. Spha¨rische Aberration, Koma oder Astigmatismus, bewirken
eine lokale Reduktion der Scha¨rfe der Bildpunkte. Auch die ha¨ufig den Lagefehlern zu-
geordnete Bildfeldwo¨lbung bewirkt im Wesentlichen eine Abha¨ngigkeit der Scha¨rfe vom
6Farbfehler bewirkten eine wellenla¨ngenabha¨ngige Abbildung und somit z. B. Versetzung der farbigen
”Teilbilder“ gegeneinander. Bei Verwendung einer Schwarz-Weiß-Kamera, also einer Kamera, die
einen großen Teil des sichtbaren Lichtes in einem einzigen Kanal aufzeichnet, werden die Teilbilder
gemischt und die Farbfehler bewirken, a¨hnlich den Scha¨rfefehlern, eine Reduktion der Bildscha¨rfe.
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Ort der Abbildung. Solange die Anforderung an die minimale Unscha¨rfe der abgebildeten
Kante (3.11) nicht verletzt wird, sind auch die Scha¨rfefehler zu vernachla¨ssigen.
Ein zum Rand hin auftretender Abfall der erfassten Intensita¨t wird als Vignettierung
bezeichnet. Er tritt besonders bei kurzbrennweitigen Objektiven auf, ist aber bei moder-
nen Optiken meist gut korrigiert. Weist das verwendete Objektiv starke Vignettierung
auf, kann der Effekt leicht durch die Multiplikation der gemessenen Intensita¨ten mit
einem ortsabha¨ngigen Faktor korrigiert werden.
Obwohl es sich bei den Effekten der Beugung nicht um Fehler des Objektivs handelt,
sollen sie hier im Sinne der Abweichung vom einfachen mathematischen Modell der Zen-
tralprojektion kurz betrachtet werden: Aufgrund seiner Wellennatur wird das Licht an
der O¨ffnung der Blende des Objktivs gebeugt. Eine sehr weit (d.h. mehrere hundert Me-
ter) entfernte punktfo¨rmige Lichtquelle, die mit der Wellenla¨nge λ emittiert, wird auf
ein sogenanntes Beugungsscheibchen mit dem Radius r = 1, 22 · λ · k abgebildet, wobei
k die Blendenzahl des Objektivs bezeichnet. Deutliche Beugungsscheibchen werden also
bei großen Blendenzahlen, weit entfernten Objekten und monochromatischer, scharfer
Abbildung sichtbar. Da bei dem verwendeten Tiefenmessverfahren nahe Objekte abgebil-
det werden, ein großer Wellenla¨ngenbereich genutzt wird und mo¨glichst kleine Blenden
verwendet werden, sind Beugungseffekte nicht direkt zu beobachten. Vielmehr kommt es
zu einer beugungsbedingten zusa¨tzlichen Unscha¨rfe der Abbildung, welche aber wie auch
die Scha¨rfefehler vernachla¨ssigt werden kann, solange die Unscha¨rfebedingung (3.11) er-
fu¨llt ist.
Fu¨r die beschriebene Methode der Tiefenbestimmung sind besonders die Lagefehler,
und unter diesen speziell die Verzeichung (Distorsion) relevant. Sie tritt bei asymmetri-
scher Anordnung der Linsen um die Blende des Objektivs tritt auf und bewirkt, dass der
Maßstab in dem ein Objekt abgebildet wird von seiner Entfernung zur optischen Achse
abha¨ngt. Die Bildho¨he B ist also in nichtlinearer Weise von der Ho¨he des entsprechenden
Objektpunkts G abha¨ngig. Dies a¨ußert sich zum Beispiel in der gekru¨mmten Abbildung
gerader Linien.
Die Tiefendatenbestimmung hat bisher eine gleichma¨ßige Verschiebung der Kamera
in eine Richtung vorausgesetzt. Im Bezugssystem der Kamera wurde also jeder Punkt
des Gegenstandsraum um eine geringe Distanz bewegt. Aufgrund der Distorsion ist die-
se scheinbare Distanz aber vom Abstand des betrachteten Punktes von der optischen
Achse abha¨ngig. Fu¨r eine korrekte Entfernungsberechnung muss dieser Effekt also na¨her
betrachtet und wenn mo¨glich korrigiert werden.
Die Distorsion wirkt rotationssymmetrisch um die optische Achse. Um sie zu beschrei-
ben, werden die bereits in 1.5.3 eingefu¨hrten Polarkoordinaten verwendet:
ρ =
√




Die Verzeichnung des Objektivs la¨sst sich dann mit Hilfe einer Funktion modellieren,
die zu der idealen Bildho¨he ρ die verzerrte Bildho¨he ρv liefert. Diese Funktion kann als
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Potenzreihe entwickelt werden:
ρv = f(ρ) = t1 · ρ+ t2 · ρ2 + t3 · ρ3 . . . (3.37)
Da fu¨r die folgende Fehlerbetrachtung nur der nichtlineare Teil von (3.37) interessant ist,
kann t1 = 1 gesetzt werden
7. Außerdem wird angenommen, dass die ho¨heren Fehlerterme
so schnell abnehmen, dass alle Koeffizienten ab dem dritten Glied gleich Null gesetzt
werden ko¨nnen: t3 = t4 = . . . = 0. Es ergibt sich also die Darstellung
ρv = f(ρ) = t1 · ρ+ t2 · ρ2 (3.38)
wobei die Umkehrfunktion








lautet 8. Die Distorsion wirkt nicht auf den Winkel ϕ; es gilt also ϕ = ϕv = ϕe. Typische
Werte sind t1 = 1 und t2 = −10−4.
Bisher wurde die Entfernung z eines betrachteten Pixels unter Verwendung einer Mar-




errechnet. Aufgrund der Objektivverzeichnung gilt dies aber nur in unmittelbarer Na¨he
der Marke; die fu¨r die Kamera sichtbare Translation xs ist nicht mehr gleich dem Ab-
stand der optischen Achsen xa, sondern ha¨ngt vom Ort der Abbildung und damit den
Bildkoordinaten ξ und η ab:
xs = f(xa, ξ, η)
.
Zur Herleitung denke man sich zwei Punkte des Gegenstandsraums, die so liegen, dass
sie unter Annahme einer idealen Optik auf zwei Punkte in der Bildebene abgebildet
werden, die sich nur in der ξ-Koordinate geringfu¨gig unterscheiden. Die Punkte in der























7Eine Variation von t1 fu¨hrt zu einer A¨nderung des Abbildungsmaßstabs im gesamten Bild. Da die zur
Kalibrierung der Tiefenbestimmung benutzte Bildgregion der Marke mit demselben Maßstab wie
das restliche Bild abgebildet wird, entfa¨llt der Beitrag von t1 zu den ermittelten Tiefenwerten bei
Verwendung einer Marke.
8Die Indizes bedeuten (v)erzerrt bzw. (e)ntzerrt.
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Aufgrund der Verzeichnung des Objektives werden sie aber auf die Punkte rv1 bzw. rv2
abgebildet, welche sich nach (3.38) errechnen:
ρi1 =
√
(ξi1 − ξ0)2 + (ηi1 − η0)2
ρi2 =
√






(ξi1 − τ − ξ0)
ρv1 = t1 · ρi1 + t2 · ρ2i1















rv1 − rv2 = drv =
(
ρv1 · cosϕv1 − ρv2 · cosϕv2







Das bedeutet, dass zwei Punkte, die bei einer fehlerfreien Optik entlang der ξ-Achse
im Abstand τ abgebildet werden wu¨rden, sich aufgrund der Distorsion im Allgemeinen
nun auch in ihrer η-Koordinate unterscheiden und (bei tonnenfo¨rmiger Verzerrung) in
einem geringeren Abstand zueinander befinden. Da die vorgestellte Methode der Tiefen-
bestimmung auf der Scha¨tzung der Kamerabewegung beruht, mu¨ssen die verfa¨lschenden
Eigenschaften des Objektivs beachtet werden.
Mithilfe numerischer Tests wurde ermittelt, dass fu¨r typische Werte von τ0 = 0, 2Pixel
und τ ∈ (0, 1) gilt:
vξ(τ) ≈ vξ(τ0) · τ
τ0
und
vη(τ) ≈ vη(τ0) · τ
τ0
, wobei der relative Fehler jeweils weniger als 10−5 betrug. Dies ero¨ffnet die Mo¨glichkeit,
schon wa¨hrend der Kamerakalibrierung die Werte von vξ(τ0) und vη(τ0) fu¨r alle Pixel-
koordinaten zu berechnen und abzuspeichern. Zur Laufzeit der Tiefenberechnung kann
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dann auf die im voraus berechneten v-Matrizen zugegriffen werden, was die Distorsions-
korrektur stark beschleunigt.
Die ξ-Komponente der sichtbaren Verschiebung la¨sst sich also schreiben als
xs,ξ = xa · vξ(ξ, η, τ)
vξ(ξ0, η0, τ)
≈ xa · vξ(ξ, η, τ0)
vξ(ξ0, η0, τ0)
womit sich fu¨r z ergibt
z ∝ xa · vξ(ξ, η, τ0)
vξ(ξ0, η0, τ0) · s




· zM · sM
vξ(ξM , ηM , τ0)︸ ︷︷ ︸
arithm.mitteln
(3.39)
Die objektivische Verzeichnung bewirkt, dass die Kamerabewegung scheinbar auch ent-
lang der η-Achse stattfindet. Da dies bei einem starken Kontrast in η-Richtung zu einer
Verfa¨lschung der errechneten z-Werte fu¨hren wu¨rde, ist es sinnvoll, die Information aus
vη fu¨r die Einstellung eines Filters zur Aufbereitung der Grauwertbilder analog zu (3.36)
aus Abschnitt 3.3.2 zu verwenden, und alle Bereiche aus den Grauwertbildern zu entfer-
nen, die die folgende Bedingung erfu¨llen:∣∣∣∣∣∂I(ξ, η)∂η
∣∣∣∣∣ ≥ ∆Iη,krit∆ηPosition + |vη(τmax)| (3.40)
Die Lagedifferenz τ der betrachtenten Punkte ist fu¨r eine Abscha¨tzung im Kontext der
Tiefengewinnung nach dem vorgestellten Verfahren nur fu¨r Werte fu¨r |τ | ≤ 1 interessant.




Gegenstand dieses Kapitels ist die praktische Durchfu¨hrung des beschriebenen Verfah-
rens zur Tiefendatengewinnung. Wie die vorangegangen U¨berlegungen zeigten, wird die
Tiefenauflo¨sung durch die Grauwertauflo¨sung der Kamera begrenzt. Um eine besonders
genaue Tiefenbestimmung durchzufu¨hren ist es daher notwendig eine Kamera zu ver-
wenden, die sehr viele Graustufen mit einem mo¨glichst hohen Signal-Rausch-Verha¨ltnis
SNRI auflo¨sen kann. Bei Verwendung einer Schwarz-Weiß-Kamera sollte dies deutlich
ho¨her als bei einer Farbkamera sein, da hier ein go¨ßerer Anteil der Sensorfla¨che zur In-
tensita¨tsmessung eingesetzt wird. Nach Abschnitt 3.1.2 aus Kapitel 3 muss die Kamera
außerdem u¨ber eine mo¨glichst hohe full-well-capacity verfu¨gen, da diese das Photonen-
rauschen und damit das gesamte Signal-Rausch-Verha¨ltnis maßgeblich beeinflusst. Um
eine ausreichende latererale Auflo¨sung sicherzustellen sollte der Sensor der verwendeten
Kamera mindestens eine Million Pixel bereit stellen. In Hinblick auf den spa¨teren Ein-
satz waren weiterhin der Preis mit maximal 5000e sowie eine kompakte Bauform der
Kamera entscheidend.
Wa¨hrend der Suche nach einer geeigneten Kamera erkla¨rten sich freundlicherweise zwei
Hersteller bereit, leihweise Kameras zur Durchfu¨hrung von Experimenten zur Verfu¨gung
zu stellen. So konnten mit der Mikroskopkamera ProgRes MF von Jenoptik sowie
dem Modell pixelfly HiRes von der pco AG Versuche durchgefu¨hrt werden.
Die Kamera ProgRes MF1 lief unter der FirmWare Version 2.6. Angesteuert wurde
die Kamera u¨ber den Treiber FirecamJ in Version 1.25.0.0 mit der Software Capture
Pro, Version 2.1. Sie wurde u¨ber die FireWire-Schnittstelle mit Energie versorgt. Da der
Anschluss des verwendeten Notebooks nicht in der Lage war, eine ausreichende Stromver-
sorgung sicherzustellen, kam zwischen Kamera und Laptop zusa¨tzlich ein FireWire-Hub
zum Einsatz. Dieser 6-Port Hub2 der Firma Belkin verfu¨gte u¨ber ein eigenes Netzteil.
Die Kamera verwendet den CCD-Sensor ICX285AL von Sony, welcher eine Diago-
nale von 11mm (dies entspricht 2/3”) aufweist und u¨ber 1360 × 1024 Pixel mit einer
full-well-capacity von 18000e− verfu¨gt. Die Pixelgro¨ße3 betra¨gt 6, 45µm×6, 45µm.
Die Kamera pixelfly HiRes4 war u¨ber ein Netzwerkkabel und die Framegrabber-
Karte 540SC 5 mit einem PC verbunden und wurde daru¨ber mit Energie versorgt.
1Seriennummer 2206-27-0114
2Seriennummer C600245172




Zum Ansteuern wurde die Software CamWare in Version 2.19.0141 verwendet. Die
Kamera erfasst 1392 × 1024 Pixel mit einer full-well-capacity von 13000e−. Der CCD-
Sensor hat eine Diagonale von 7, 68mm (welches 1/2” entspricht), was eine Pixelgro¨ße
von 4, 65µm×4, 65µm ergibt.
Beide Kameras verfu¨gen u¨ber einen 12Bit AD-Wandler und werden nicht aktiv geku¨hlt.
Fu¨r alle Aufnahmen wurde die Sensitivita¨t des Sensors minimal gewa¨hlt (also eine ggf.
verfu¨gbare zusa¨tzliche analoge Signalversta¨rkung abgeschaltet) und die Gammakorrektur
durch die Wahl von Γ = 1 deaktiviert. Vor den Messungen wurde bei abgedunkelter
Kamera ein Korrekturbild aufgenommen, welches von jeder Aufnahme subtrahiert wurde
(Dunkelstromkorrektur). Außerdem wurde der Schwarzpunkt manuell auf die Intensita¨t
eines dunklen Punktes im Bild gesetzt. Als Referenzmarke fu¨r das Schwarz diente das
offene Ende eines einseitig geschlossenen, hohlen Zylinders, der mit seiner Rotationsachse
auf das Objektiv der Kamera ausgerichtet wurde.
Bei der verwendeten Optik handelte es sich um das Objektiv M0814-MP der Firma
Computar mit einer Brennweite von f = 8mm. Die Blendenzahl konnte zwischen
k = 1, 4 und k =∞ variiert werden. Da das Objektiv u¨ber keine Skala verfu¨gt, ließ sich
die aktuelle Blendenzahl nicht abgelesen.
Die Verarbeitung der Bilddaten wurde inMatlab, Version 7.0.0.19920 (R14), durchge-
fu¨hrt. Dazu wurde die Mo¨glichkeit des Exports der Rohbilddaten als 16Bit Tiff-Datei
genutzt, die von der Software beider Kameras geboten wurde. Der Import der Tiff-
Dateien in Matlab erfolgte u¨ber die interne Funktion imread. Obwohl beide Kameras
die AD-Wandlung nur mit einer Auflo¨sung von 12Bit durchfu¨hren, nutzen die exportier-
ten Bilddaten den vollen Dynamikbereich der Tiff-Dateien von 16Bit. Es findet also
wa¨hrend der Verarbeitung durch die Kamera-Software eine Streckung der Intensita¨tswer-
te vom Intervall (0, 212 − 1) auf (0, 216 − 1) statt.
4.2 Voruntersuchungen
4.2.1 Bestimmung des maximalen Signal-Rausch-Verha¨ltnisses
Um das Signal-Rausch-Verha¨ltnis zu ermitteln, wurden Abbildungen von homogen be-
leuchtete Fla¨chen aufgenommen und ausgewertet. Die Abbildung erfolgte dabei mo¨g-
lichst unscharf, sodass sich der eventuell vorhandene tatsa¨chliche Kontrast der betrach-
teten Fla¨che vernachla¨ssigen ließ. Ausgewertet wurde jeweils nur ein rechteckiger Aus-
schnitt der Abbildung, der eine Fla¨che von ca. 5000 Pixeln aufwies. Als Lichtquelle
wurde ausschließlich mit Sonnenlicht gearbeitet, um die Messergebnisse nicht durch eine
zusa¨tzlich rauschende Lichtquelle zu verfa¨lschen.
Als abgebildete Objekte kamen unterschiedliche Dinge zum Einsatz: Ein weißes Blatt
Papier (Beleuchtung mit Auf- oder Durchlicht), die Oberfla¨che einer Milch-Wasser-Lo¨-
sung, eine weiße Moosgummimatte und stark bewo¨lkter sowie klarer Himmel.
Die Intensita¨tswerte der in dem betrachteten Ausschnitt liegenden Pixel wurden arith-
metisch gemittelt (Mittelwert I0) und es wurde die Standardabweichung σ berechnet.
Als Signal-Rausch-Verha¨ltnis ergab sich so SNRI = I0/σ. Bei dieser Methode wurde
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vorausgesetzt, dass sich die unterschiedlichen Pixel in ihrer Charakteristik sehr stark
a¨hneln und sich die zeitlichen Schwankungen der Intensita¨tswerte eines Pixels durch die
Schwankungen der Intensita¨tswerte vieler Pixel, die identisch beleuchtet und gleichzeitig
ausgelesen wurden, beschreiben la¨sst.
Die besten Werte fu¨r das Signal-Rausch-Verha¨ltnis wurden fu¨r die Abbildung der
Moosgummimatte ermittelt. Es betrug bei der Kamera Progres MF SNRProgResMF =
95, 3 und bei der pixelfly SNRpixelfly = 115, 3.
4.2.2 Ermittlung der Parameter zur Verzeichnungskorrektur
Um die in Kapitel 3, Abschnitt 3.4 beschriebenen Auswirkungen einer nicht-idealen Optik
korrigieren zu ko¨nnen, mussten die Verzeichnungsparameter des verwendeten Objektivs
bestimmt werden. Aus den dort beschriebenen Gru¨nden ist allein fu¨r die Tiefendatenbe-
stimmung (unter Verwendung einer Marke) die Kenntnis des Parameters t2 (siehe (3.38))
bereits ausreichend.
Um ihn zu bestimmen wurden mit der Kamera ProgRes MF unter Verwendung
des zu korrigierenden Objektivs Aufnahmen von geraden Objekten im Raum gemacht
und die Eigenschaft ausgenutzt, dass diese aufgrund der Distorsion im Bild gekru¨mmt
erscheinen. Als Objekte dienten Holzsta¨be, die in etwa einem Meter Abstand zur Kamera,
parallel zur Bildebene und am Rand des abbildbaren Raumbereiches positioniert wurden.
Die erzeugten Grauwertbilder wurden in Matlab geladen und mithilfe der Umkehr-
funktion von (3.38) wurde manuell der Wert t2,T est gesucht, der die Abbildungen der
Sta¨be wieder gerade erscheinen ließ. Als Durchstoßpunkt der optischen Achse wurde der
Mittelpunkt des Bildes angenommen. Es wurde so
t2,P rogResMF = (−1, 8± 0, 1) · 10−5 · 1
Pixel2
ermittelt. Da die Pixel-Abmessungen beider verwendeten Kameras bekannt waren, ließ
sich daraus der entsprechende Korrekturparameter fu¨r die pixelfly-Kamera berechnen:





= (9, 355± 0, 516) · 10−6 · 1
Pixel2
4.3 Aufbau zur Aufnahme geeigneter Grauwertbilder
Zur Durchfu¨hrung des beschriebenen Verfahrens der Tiefendatengewinnung mussten min-
destens zwei Bilder aus unterschiedlichen Raumpositionen aufgenommen werden. Dazu
wurde die Kamera auf einen Translationsschlitten montiert, welcher auf einen stabilen
Tisch geschraubt wurde. Der Translationsschlitten ermo¨glicht durch Drehung einer Stell-
schraube die Verschiebung der Kamera in Richtung der x-Achse des Kamerakoordinaten-
systems, sodass also die Abbildung antiparallel zur ξ-Achse des Bildkoordinatensystems
verschoben wurde. Die Stellschraube verfu¨gte u¨ber eine Skala zum Ablesen der Positi-
on. Ein Skalenteil entsprach einer Verschiebung der Kamera um 4µm - die Position der
Kamera konnte also sehr genau manipuliert werden. Um Hystereseeffekte zu vermeiden,
wurde bei den Messungen der Schlitten stets nur in eine Richtung verfahren.
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4.3.1 Karten
Zur Untersuchung der Tiefenmessung wurden quadratische Karten mit einer Kantenla¨n-
ge von 80mm verwendet, deren Oberfla¨che mit einem kontrastreichen Muster bedruckt
war. Das Muster bestand aus schwarzen und weißen Quadraten mit einer Kantenla¨nge
von 5mm, die in der Form eines Schachbretts angeordnet waren. Diese Karten wurden
parallel zur Bildebene ausgerichtet und - abha¨ngig vom jeweiligen Experiment - in ver-
schiedenen Absta¨nden z zur Kamera aufgestellt. Die letzte Karte diente jeweils als Marke
und befand sich im Abstand zM = 1000mm. Die Verschiebung der Kamera wurde bei
den durgefu¨hrten Experimenten so gewa¨hlt, dass die minimale Messdistanz zmin ≈ 25cm
betrug.
Da beide Kameras nicht kalibriert wurden und das Zentrum der Zentralprojektion
somit nicht genau bekannt war, wurde dieses in einer Ebene ca. 10mm hinter der Seite
des Kamerageha¨uses angenommen, in welcher sich die Objektivaufha¨ngung befand. Die
letzte Karte war also 990mm von der Vorderseite des Geha¨uses entfernt.
4.4 Datenauswertung
Die aufgenommenen Grauwertbilder wurden in Matlab durch die Funktion imread
geladen und in einer Matrix hinterlegt. Mithilfe einer weißen Fla¨che, die in beiden Auf-
nahmen manuell markiert wurde, konnte die Vera¨nderung der Helligkeit der Lichtquelle
abgescha¨tzt werden. Der so ermittelte Korrekturfaktor hkorr ergab sich als Quotient der
aufsummierten Intensita¨tswerte des markierten Bereichs beider Bildern. Durch Multipli-
kation der zweiten Aufnahme mit diesem Faktor standen nun zwei Bilder zur Verfu¨gung,
die bei scheinbar gleicher Helligkeit der Lichtquelle aufgenommen wurden.
Die Verarbeitung der Daten ist schematisch in Abbildung 4.1 dargestellt. Zur besseren
U¨bersicht wurden alle Matrizen mit einem rechteckigen Rahmen versehen. Funktionen
sind durch ein Oval gekennzeichnet worden und skalare Datentypen wurden nicht einge-
fasst. Der Datenfluss ist durch Pfeile gekennzeichnet worden.
Aus den korrigierten Grauwertbildern I wurde die sichtbare Verschiebung s und der
zugeho¨rige Fehler ∆s errechnet. Die Berechnung von ∆s erfordert die Festlegung der
zu erwartenden Fehler der Intensita¨tsmessung. Um die spa¨tere Analyse zu vereinfachen
wurde hierfu¨r ein unrealistisch kleiner Wert, na¨mliche eine Intensita¨tseinheit gewa¨hlt:
∆I = 1. Da sich unter den experimentellen Bedingungen die a¨ußeren Einflu¨sse recht gut
kontrollieren ließen, wurden eventuelle zufa¨llige Positionsa¨nderungen oder Verkippungen
der Kamera als vernachla¨ssigbar angenommen, also der in Kapitel 3, Abschnitt 3.3.2,
diskutierte positionsbedingte Fehler der Intensita¨tsmessung ∆IPosition = 0 gesetzt.
Abha¨ngig von dem angenommenen Fehler der Intensita¨tserfassung ∆I und dem Kon-
trast des Grauwertbildes la¨sst sich eine Schwelle des maximalen Fehlers der sichtbaren
Verschiebung ∆skrit definieren. Die Matrix der gefilterten Verschiebungswerte sflt ergibt
sich dann als Kopie der Matrix s, wobei alle Werte gelo¨scht werden, fu¨r deren Fehler
∆s ≥ ∆skrit gilt. Die in Kapitel 3, Abschnitt 3.4 vorgeschlagene Distorsionskorrektur
la¨sst sich an dieser Stelle einfach implementieren, indem elementweise durch die nume-
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Abbildung 4.1: Schematische Darstellung der Datenverarbeitung
risch ermittelte Matrix vξ dividiert wird
6 (siehe dazu Gleichung (3.39)). Ebenso la¨sst
sich der im selben Abschnitt vorgeschlagene Filter zum Ausschluss kritischer, parallel
zu ξ-Achse verlaufender Kanten (siehe (3.40)) gu¨nstig an dieser Stelle einsetzen. Bei
den durchgefu¨hrten Experimenten zeigte sich allerdings, dass dieser Filter einen nicht
messbaren Einfluss auf das generierte Tiefenbild ausu¨bt, da die Verzerrung der Optik
in Richtung der η-Achse selbst bei stark ausgepra¨gte Kanten einen sehr viel geringeren
Fehler der Intensita¨tsmessung bewirkt, als die durch das Sensor- und Photonenrauschen
verursachten Schwankungen.
In Matlab-Notation ergibt sich fu¨r die Erzeugung von sflt also folgender Code
7:
shift_flt=(shift.*(dshift<dshift_krit))./v_xi.*~etaFilter;
Da die aufgenommenen Grauwertbilder in der Regel nicht u¨ber kontrastreiche Merkmale
in ausreichender Dichte verfu¨gen, ist eine ra¨umliche Mittelung erforderlich. Hierzu wur-
de die Matrix in rechteckige
”
Kacheln“ unterteilt, aus deren Elementen die Methode T
die Werte einer Matrix mit reduzierten Abmessungen generierte. Die Kantenla¨nge der
Kacheln (in der Einheit
”
Pixel“) wurden mit KachelX und KachelY bezeichnet. Als
Methode T wurden verschiedene Varianten zur Scha¨tzung eines geeigneten Kachelwertes
untersucht, z.B. die Bildung von Mittelwerten (arithmetisch, geometrisch, harmonisch),
die Verwendung des Medians, gewichtete Methoden, die die Fehlermatrix ∆s verwenden,
sowie Scha¨tzer, die den Mittelwert der am dichtest beieinander liegenden s-Werte wa¨hlen.
Als genaueste Methode erwies sich die folgende: Die s-Werte einer Kachel werden ihrer
6Der zur Erzeugung von vξ verwendete Wert τ0 sollte im Intervall (0, 1) liegen.
7Im Quellcode wurden s und ∆s zur besseren Lesbarkeit als ”shift“ bzw. ”dshift“ ausgeschrieben.
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Gro¨ße nach sortiert. Nun werden die ho¨chsten und niedrigsten 25% der Werte verworfen.
Der arithmetische Mittelwert der verbleibenden Werte wird als Wert der betrachten Ka-
chel festgesetzt. Diese Operation la¨sst sich mit der Matlab-internen Funktion trimmean
durchfu¨hren.
Der Bereich der in den Grauwertbildern abgebildeten, als Entfernungsreferenz verwen-
deten Marke wurde bei den durchgefu¨hrten Versuchen manuell markiert. Nach (2.9)
ergibt sich die Tiefe, also Entfernung z der Bildpunkte von der Kamera durch Division
des Produktes von sM und zM durch die (gefilterte) sichtbare Verschiebung sflt. Die
direkte Ermittlung von sM aus den Werten der Matrix s des markierten Bereichs erwies
sich als ungu¨nstig. Sehr viel einfacher zu realisieren und numerisch stabiler ist die Bestim-
mung der Tiefendaten mithilfe einer zusa¨tzlichen Matrix tiefer, die unter der Annahme
sM = 1 und zM = 1 analog zur tatsa¨chlich gewu¨nschten Tiefenmatrix aus sflt erzeugt
wurde.
tiefe_r=1./(double(glatt(shift_flt,KachelX,KachelY,’trimmean’,50)));
Aus dem Verha¨ltnis des arithmetischen Mittelwerts MessungMarke.mean dieser ”
Tie-
fen-Roh-Daten“ aus dem Bereich der Tiefenmarke zu dem Tiefen-Soll-Wert des Bereichs
zM kann so die Matrix der Tiefendaten tiefe errechnet werden. Pixel, deren Tiefe als




Aufgrund der ra¨umlichen Mittelung umfasst das so erzeugte Tiefenbild weniger
”
Pixel“
als die verwendeten Grauwertbilder. Die Breite des Tiefenbildes errechnet sich aus der
Breite eines Grauwertbildes, dividiert durch die Breite der Kacheln KachelX. Analog
ergibt sich die Ho¨he des Tiefenbildes. Sollten bei dem Prozess der Kachelung aufgrund
eines ungu¨nstigen Verha¨ltnisses zwischen Kachel- und Grauwertbildgro¨ße am Rand nicht
mehr genu¨gend Pixel zur Verfu¨gung stehen, um eine Kachel komplett zu fu¨llen, so werden
diese verworfen.
Die Erho¨hung der Kachelgro¨ße vergro¨ßert die Genauigkeit der Tiefenbestimmung, wo-
bei jedoch die laterale Auflo¨sung reduziert wird. Die Auflo¨sungsgrenze in Richtung der
x- und y-Achse errechnen sich zu
∆x = z ·KachelX · αP
∆y = z ·KachelY · αP
, wobei z die Entfernung der abgebildeten Region und αP den O¨ffnungswinkel des auf ein
Pixel, welches nahe bei der optischen Achse liegt, abgebildeten Raumbereiches darstellt.





Dies entspricht in einem Abstand von z = zM = 1m einer lateralen Auflo¨sung von
∆x = ∆y = 6, 6mm.
Zur Beschreibung von
”
Pixel“-Positionen im erzeugten Tiefenbild sollen an dieser Stelle
die skalierten Pixelkoordinaten i′ und j′ eingefu¨hrt werden. Das skalierte und nicht-
skalierte (digitale) Koordinatensystem haben denselben Ursprung: Diejenige Kachel, in
der das Pixel (i, j) = (1, 1) liegt, besitzt die skalierten Koordinaten (i′, j′) = (1, 1). Die
Achsen des skalierten Koordinatensystems sind zu denen des nicht-skalierten Systems
parallel.
4.5 Analyse der Genauigkeit der ermittelten Tiefenwerte
4.5.1 Untersuchung der Unabha¨ngigkeit der Tiefenwerte von der
Position der abgebildeten Objekte im Messraum
In einem ersten Test sollte die Frage gekla¨rt werden, ob das untersuchte Verfahren tat-
sa¨chlich Tiefenwerte liefert, die unabha¨ngig von der Distanz des abgebildeten Objekt-
punktes zur optischen Achse, d.h. seiner Gegenstandsho¨he und damit auch seiner Bild-
ho¨he sind. Dazu wurde die Kamera ProgRes MF eingesetzt und die Messkarten wie
in der Abbildung 4.2 gezeigt, aufgestellt: Die als Marke verwendete Karte befand sich in
der Entfernung zM = 1000mm zur x-y-Ebene des Kamerakoordinatensystems und etwa
in der Mitte der spa¨teren Abbildung. Im Abstand z = 500mm wurden weitere Messkar-
ten so aufgestellt, dass auf einer Geraden parallel zur x-Achse das gesamte Sichtfeld der
Kamera abgedeckt wurde. Alle Karten waren parallel zur x-y-Ebene ausgerichtet.
Bei schwach geo¨ffneter Blende wurde das Objektiv auf ein etwa 4m entferntes Objekt
fokussiert. Nun wurde die Blende soweit geo¨ffnet, bis die Kanten der Tiefen-Marke auf
etwas mehr als ein Pixel abgebildet wurden. Die Belichtungszeit wurde dann schrittwei-
se soweit erho¨ht, bis die interessierenden Bildbereiche gerade noch nicht u¨berbelichtet
wurden.
Nun wurden zwei Grauwertbilder im Abstand von xa ≈ 400µm bei einer Belichtungs-
zeit von jeweils tbel = 32ms erzeugt und in Matlab geladen. Ein solches Grauwertbild
ist in Abbildung 4.3 gezeigt.
Die Erzeugung der Tiefendaten erfolgte auf die in Abschnitt 4.4 beschriebene Weise,
wobei der dort erwa¨hnte Parameter ∆skrit solange manuell verringert wurde, wie die
Dichte der erzeugten Tiefendaten noch ausreichend hoch fu¨r die weitere Datenverarbei-
tung war. So wurde der Wert zu ∆skrit = 0, 0006 festgesetzt.
Eine dreidimensionale Darstellung des errechneten Tiefenbildes ist in Abbildung 4.4
wiedergegeben. Hier wurde die Entfernung z (in mm) u¨ber den skalierten Pixelpositio-
nen i′ und j′ aufgetragen. Neben den als Ebenen erscheinenden Messkarten sind diverse
Spitzen zu erkennen, welche das Resultat vereinzelter Kanten in den erzeugten Grauwert-
aufnahmen sind (z.B. der im oberen Teil des Bildes 4.3 zu erkennenden Bu¨roklammern).
Zur Beurteilung der Unabha¨ngigkeit der bestimmten Tiefenwerte z von der Gegen-
standsho¨he G wurden die Tiefendaten des im Grauwertbild 4.3 den rechten Messkar-
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Abbildung 4.2: Aufbau des Distorsionstests: Im Vordergrund ist die Kamera auf dem
Translationsschlitten zu sehen. Dahinter sind die Messkarten, die wei-
ße Fla¨che zur Helligkeitskorrektur und der als Schwarzreferenz dienende
Zylinder zu erkennen.
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Abbildung 4.4: Dreidimensionale Darstellung der ermittelten Tiefenwerte z bei aktivier-
ter Distorsionskorrektur. Deutlich zu erkennen sind die in einer Ebene lie-
genden Punkte der vermessenen Oberfla¨che, die die Bildregion der Tiefen-
marke einschließen (Erho¨hung im Zentrum der Abbildung). Die daru¨ber
erscheinenden Spitzen entsprechen vereinzelten Regionen im Grauwert-
bild, deren hoher lokaler Kontrast eine Tiefenbestimmung ermo¨glichte.
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ten entsprechenden Bereichs isoliert betrachtet8. Diese Tiefendaten wurden entlang der
j′-Achse arithmetisch gemittelt und u¨ber der i′-Position des betrachteten Ausschnitts
aufgetragen. Die Berechnung erfolgte einmal mit und einmal ohne Distorsionskorrektur.
Die so erzeugten Datensa¨tze wurden durch eine lineare Funktion mit den Parametern
j′ = p1 · i′ + p2 angena¨hert und in einem gemeinsamen Diagramm (Abbildung 4.5) auf-
getragen. Die Regressionsparameter und die Wurzel des mittlere Fehlerquadrat σ als
Indikator fu¨r die Gu¨te der Regression lauteten:
Fit1: p1 = −0, 01272 p2 = 472, 2 σ = 2, 439
Fit2: p1 = 0, 15410 p2 = 473, 3 σ = 2, 450




































Abbildung 4.5: Entlang der j′-Achse gemittelte z-Werte aufgetragen u¨ber den skalierten
Pixelpositionen i′ des ausgewa¨hlten Ausschnitts und lineare Regressionen
Obwohl die Gu¨te beider Na¨herungen nicht sehr hoch ist, la¨sst sich doch vergleichend
aus dem geringeren Betrag des Wertes p1 schließen, dass die Distorsionskorrektur zu einer
Minderung der Abha¨ngigkeit der ermittelten Tiefenwerte von der Gegenstandsho¨he fu¨hrt
und somit eine Verbesserung bewirkt.
Der Effekt der Distorsionskorrektur la¨sst sich direkt beurteilen, indem man die Diffe-
renz der (j′-Richtung) gemittelten Tiefenwerte u¨ber der relativen skalierten Pixelposition
i′ auftra¨gt, wie dies in Abbildung 4.6 gezeigt wurde. Unabha¨ngig von dem großen Fehler
der Tiefenbestimmung la¨sst sich hier erkennen, dass die Distorsionskorrektur zu einer
Verringerung des systematischen Fehlers der Tiefenbestimmung beitra¨gt, der etwa linear
8Die skalierten Koordinaten des Bereichs betrugen: i′ = 80 . . . 122 und j′ = 58 . . . 77
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mit der Bild- bzw. Gegenstandsho¨he des abgebildeten Raumpunktes anwa¨chst und am
Rand des von der Kamera erfassten Bereichs ca. 8mm betra¨gt. An dieser Stelle muss
betont werden, dass dieses Resultat nur fu¨r einen Abstand der zu messenden Objekte
von z = 500mm gu¨ltig ist. Eine Verallgemeinerung des systematischen Fehlers der Tie-
fenbestimmung bei deaktivierter Distorsionskorrektur ist auf Basis der aufgenommenen
Messdaten nicht mo¨glich. Es ist jedoch naheliegend, dass eine Beru¨cksichtigung der ob-
jektivischen Verzeichnung eine Korrektur bewirkt, die im gesamten Messbereich in einer
a¨hnlichen Gro¨ßenordnung liegt.




































Abbildung 4.6: Differenz zwischen distorsionsunkorrigierten und -korrigierten, in j′-
Richtung gemittelten Tiefenwerten z, abha¨ngig von der relativen ska-
lierten Pixelposition i′
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4.5.2 Bestimmung der Tiefenauflo¨sung ∆z abha¨ngig von z
Gegenstand dieses Versuchs war die Bestimmung der tatsa¨chlich erzielbaren Tiefenauf-
lo¨sung ∆z in Abha¨ngigkeit von der Entfernung z des zu vermessenden Objektes. Dazu
wurden die Messkarten parallel zur x-y-Ebene ausgerichtet und so angeordnet, dass sich
die Entfernung z der Karten um ganzzahlige Vielfache von 100mm unterschied. Die letz-
te Karte wurde im Abstand z = 1000mm aufgestellt und diente als Tiefenmarke. Sie
stellte das Ende des Messbereichs dar: zmax = zM = 1000mm. Die erste Karte befand
sich einer Entfernung von 400mm zum Zentrum der Zentralprojektion. In Abbildung 4.7
ist die Aufstellung der Karten wiedergegeben.
Abbildung 4.7: Blick von oben auf den Aufbau der Messkarten fu¨r die Bestimmung der
Tiefenauflo¨sung ∆z
Die Fokussierung des Objektivs und die Einstellung der Blende wurden wie bei dem in
Abschnitt 4.5.1 beschriebenen Versuch durchgefu¨hrt: Es wurde auf ein ca. 4m entferntes
Objekt fokussiert und die Blende soweit geo¨ffnet, bis die Kanten der Tiefen-Marke auf
etwas mehr als ein Pixel abgebildet wurden. Anschließend wurde die Belichtungszeit
schrittweise erho¨ht, bis die erzeugten Aufnahmen die gewu¨nschte Helligkeit aufwiesen.
Es wurden zwei Grauwertbilder im Abstand von xa ≈ 400µm bei einer Belichtungszeit
von jeweils tbel = 32ms aufgenommen und in Matlab importiert. Anschließend wurden
die Tiefendaten erneut nach der in Abschnitt 4.4 beschriebenen Methode generiert. Der
Parameter ∆skrit wurde auch hier auf ∆skrit = 0, 0006 festgesetzt.
Das so erzeugte Tiefenbild wurde in Abbildung 4.8 wiedergegeben. Es wurden die


























Abbildung 4.8: Dreidimensionale Darstellung des erzeugten Tiefenbildes. Die Entfernung
der Bildregionen, die aufgrund unzureichenden Kontrastes keine Tiefen-
bestimmung ermo¨glichten, wurden auf z = 0 gesetzt.
dardabweichung der Tiefendaten untersucht. Die ermittelte Standardabweichung ∆zist
kann als Maß fu¨r den zufa¨lligen Fehler der Tiefenbestimmung verstanden werden, wa¨h-
rend die u¨ber die Messkarten ra¨umlich gemittelten Tiefenwerte zist eine Abscha¨tzung des
systematischen Fehlers des Verfahrens ermo¨glichen. Die errechneten Standardabweichun-
gen der Messwerte wurden zusammen mit den berechneten Mittelwerten in Abbildung
4.9 u¨ber dem Abstand zsoll der Messkarten aufgetragen. Diese Werte wurden in Tabelle
4.1 zusammengefasst. Zusa¨tzlich wurde hier die Differenz zwischen den Ist- und Soll-
Entfernungen ausgerechnet.
zsoll [mm] 1000,00 900,00 800,00 700,00 600,00 500,00 400,00
zist [mm] 1000,00 900,80 811,54 697,33 605,25 489,51 424,00
∆zist [mm] 44,11 32,66 32,70 19,62 17,94 11,42 24,71
(zist − zsoll) [mm] 0,00 0,80 11,54 -2,67 5,25 -10,49 24,00
Tabelle 4.1: Ermittelte Tiefenwerte z und Fehler ∆z.
Bei Betrachtung der Resultate aus Tabelle 4.1 la¨sst sich feststellen, dass Abweichung
der ermittelten Tiefenwerte von den Soll-Werten zist − zsoll im gesamten Messbereich
unter 24mm liegt. Im Bereich von z = 1000 . . . 500mm ist diese Abweichung sogar ge-
ringer als 1, 2% (bezogen auf die maximale Messdistanz zmax). Das Verschwinden der
Abweichung gegen Ende des Messbereichs ist eine Folge der Marken-basierten Datenver-
arbeitung.
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Abbildung 4.9: Mittelwert und Fehler der Tiefenwerte zist zu den im Abstand zsoll posi-
tionierten Messkarten.
Die zufa¨lligen Fehler ∆zist nehmen erwartungsgema¨ß mit Verringerung der Messdi-
stanz zsoll ab und liegen im gesamten Messbereich unter ∆z < 44, 11mm. Wie in Ab-
schnitt 4.4 erla¨utert, wurden die Parameter zur ra¨umlichen Mittelung dabei so gewa¨hlt,
dass die laterale Auflo¨sung im gesamten Messbereich mindestens ∆x = ∆y = 6, 6mm
betrug.
Der Anstieg des zufa¨lligen Fehlers ∆zist sowie der systematischen Abweichungen zist−
zsoll fu¨r die am dichtesten bei der Kamera positionierten Messkarte ist wahrscheinlich
durch eine ungu¨nstige, d. h. inhomogene Beleuchtung der Karten zu begru¨nden. Aller-
dings ist auch ein Zusammenhang mit der bei Verringerung der Messentfernung stark
sinkenden Scha¨rfe der abgebildeten Kanten nicht ausgeschlossen.
4.5.3 Untersuchung der Abha¨ngigkeit des Fehlers der
Tiefenbestimmung ∆z vom Signal-Rausch-Verha¨ltnis der
Kamera SNRI
In Kapitel 3, Abschnitt 3.2.4, wurde durch (3.21) postuliert, dass sich der Fehler der Tie-







Das Signal-Rausch-Verha¨ltnis der Kamera la¨sst sich in der Regel nicht direkt manipu-
lieren. Unter der Annahme, dass die Schwankungen der Intensita¨tsmessung durch das
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full well capacity (4.2)
abscha¨tzen la¨sst, kommen aber Mo¨glichkeiten in Betracht, die auf einer
”
ku¨nstlichen
Erho¨hung“ der full-well-capacity beruhen. Denkbar wa¨re hier z. B. das Zusammenfassen
mehrerer Pixel zu gro¨ßeren Gruppen und der Analyse der u¨ber diese Gruppen aufsum-
mierten Intensita¨ten. Dieser als binning bezeichnte Arbeitsmodus der Kamera war fu¨r
die geplanten Experimente zur Untersuchung der Genauigkeit der Tiefenbestimmung
nicht geeignet, da auch bei der Nutzung gro¨ßerer
”
Pixel“ eine ausreichend unscharfe Ab-
bildung sichergestellt sein musste (siehe Kapitel 3, Sektion 3.2.4, Unscha¨rfebedingung
(3.11)). Hier wurden die Grenzen der mo¨glichen Defokussierung des verwendeten Objek-
tivs erreicht.
Eine Alternative zu dieser ra¨umlichen Mittelung der Grauwertbilder stellt die zeitli-
che Mittelung dar. Hierbei werden n Aufnahmen nacheinander erzeugt und aufaddiert.
Die Summe dieser Grauwertbilder verha¨lt sich a¨hnlich einer Aufnahme, die bei n-fach
ho¨herer full-well-capacity generiert wurde. Da jeder einzelne Auslesevorgang Ausleserau-
schen erzeugt und jede Einzelmessung mit Dunkelstromrauschen behaftet ist, steigt auch
deren absoluter Beitrag zum Intensita¨tsrauschen. Fu¨r das aufsummierte Grauwertbild
gilt jedoch weiterhin, dass es durch das Photonenrauschen dominiert und deshalb durch
den Faktor n · full well capacity maßgeblich beeinflusst wird. Fu¨r die zeitlich gemittelten





n · full well capacity
definieren.
Die Kamera pixelfly bietet die Mo¨glichkeit, intern und damit sehr schnell solche
aufsummierten Intensita¨tsbilder zu erzeugen. Deshalb wurde die pixelfly-Kamera ana-
log zu der in Abschnitt 4.5.2 beschriebenen Messung positioniert und eingestellt. Die
um jeweils 10cm versetzte Aufstellung der Messkarten entsprach ebenfalls dem dort be-
schriebenen Aufbau.
Nun wurden zeitlich gemittelte Grauwertbilder im Abstand von jeweils etwa xa ≈
400µm erzeugt und mit Matlab ausgewertet. Die Belichtungszeit fu¨r ein einzelnes Bild
betrug 16ms - die Aufnahmezeit der gemittelten Bilder ergab sich also etwa als das
n-fache diesen Wertes:
tbel = n · 16ms
Die Erzeugung der Tiefendaten erfolgte auf die in Abschnitt 4.4 beschriebene Weise,
wobei wieder ∆skrit = 0, 0006 gewa¨hlt wurde.
In den so generierten Tiefenbild wurden die zu den einzelnen Messkarten geho¨renden
Bereiche erneut manuell markiert und deren Tiefenwerte analysiert. Die Standardabwei-
chungen der ermittelten Tiefendaten als Maß fu¨r den zufa¨lligen Fehler der Tiefenbestim-
mung wurden in Tabelle 4.2 abha¨ngig von der Anzahl der durchgefu¨hrten Grauwertmit-
telungen n sowie der Entfernung der jeweiligen Messkarte zsoll aufgetragen.
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Anzahl der zsoll [mm]
Mittelungen n 1000,00 900,00 800,00 700,00 600,00 500,00 400,00
1 39,46 34,21 35,90 21,42 21,76 12,21 31,42
4 31,55 31,32 26,30 11,97 11,15 6,02 8,33
16 31,43 27,73 21,98 10,56 7,12 4,89 3,75
64 29,09 32,06 26,35 9,38 9,14 9,95 4,09
Tabelle 4.2: Fehler der Tiefenbestimmung ∆z abh. von der Anzahl der erfolgten
Grauwert-Mittelungen n und der Entfernung der abgebildeten Messkarte
von der Kamera zsoll
Die erwartete Abnahme des zufa¨lligen Fehlers ∆zsoll mit zunehmender Anzahl der
Mittelungen n sowie abnehmender Entfernung zist der Messkarten von der Kamera wird
von verschiedenen Sto¨reffekten u¨berlagert: Die Abbildung der als Messmarke verwende-
ten Karte im Abstand zM = 1000mm ist mo¨glicherweise zu scharf, sodass die Anfor-
derung an die minimale Unscha¨rfe der abgebildeten Kante (siehe Kapitel 3, Abschnitt
3.2.4, (3.11)) nicht erfu¨llt wurde. Die Messungen der im Abstand zist = 400mm positio-
nierten Karte waren stets mit einem sehr hohen Fehler belastet, der die in Abschnitt
4.5.2 erwa¨hnte Vermutung, dies ko¨nne im Zusammenhang mit der stark defokussierten
Abbildung der Kanten stehen, besta¨rkt. Die starke Defokussierung bewirkt einen ver-
minderten Kontrast der abgebildeten Oberfla¨che, welcher sich in einer Verringerung der
Tiefenauflo¨sung auswirkt.
Um den erwartenten antiproportionalen Zusammenhang zwischen dem aufgrund der
zeitlichen Intensita¨tsmessung erho¨hten synthetische Signal-Rausch-Verha¨ltnisses SNRI,syn
und dem zufa¨lligen Fehler der Tiefenmessung (siehe (4.1)) zu visualisieren, wurden
in Abbildung 4.10 die Fehler ∆zist der Tiefenwerte jeder Karte u¨ber dem reziproken
Signal-Rausch-Verha¨ltnis 1/SNRI,syn aufgetragen. In dieser Darstellung sollten sich der
antiproportionale Zusammenhang der beiden Gro¨ßen dadurch zeigen, dass die einge-
tragenen Punkte auf Geraden liegen. Bei Betrachtung der entsprechenden Abbildung
ist dieser lineare Zusammenhang erkennbar. Auffa¨llig ist, dass alle Punkte, die u¨ber
1/SNRI,syn = 4, 385 · 10−3 aufgetragen wurden, die jeweiligen linearen Verla¨ufe deutlich
unterbrechen. Diese Messpunkte entsprechen der maximalen Mittelung von n = 64. Zeit-
lich inhomogene Eigenschaften der Lichtquelle (vor der Sonne vorbeiziehende Wolken),
die aufgrund der deutlich erho¨hten Aufnahmedauer der verwendeten Grauwertbilder hier
sta¨rker ins Gewicht fielen, scheinen die Ursache fu¨r diese Unregelma¨ßigkeiten zu sein.
4.6 Geschwindigkeit
Ziel des vorgestellten Verfahrens war neben einer mo¨glichst hohen Auflo¨sung in allen
drei Dimensionen die Gewinnung von 3D-Daten in sehr kurzer Zeit. Zur Untersuchung
der Geschwindigkeit der verwendeten Matlab-Implementierung wurde der in Abschnitt
4.5.2 beschriebene Versuch wiederholt und die Laufzeit jeder der an der Tiefenberech-
nung beteiligten Komponenten bestimmt. Hierzu wurde die Matlab-interne Funktion
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Abbildung 4.10: Fehler der Tiefenwerte ∆zist abh. vom inversen Signal-Rausch-Verha¨lt-
nis der Kamera fu¨r die in verschiedenen Absta¨nden zsoll positionierten
Messkarten
cputime zum Auslesen der Systemzeit verwendet. Der verwendete Computer war ein
Laptop mit einem 1, 4GHz Intel Pentium M-Prozessor und 992MB Arbeitsspeicher,
der unter Windows XP lief.
Bei dem in Abschnitt 4.5.2 beschriebenen Versuch wurde zur Berechnung der Tiefenma-
trix nur ein Ausschnitt der Grauwertbilder verwendet, der 503×1243Pixel umfasste. Die
beiden verwendeten Rohbilder hatten also jeweils eine Fla¨che von nPixel = 625229Pixel
2.
Vor Durchfu¨hrung der Tiefenberechnung mussten die Matrizen vξ und vη berechnet
werden. Diese Initalisierung ist nur einmal vor Beginn der Tiefenbestimmung notwendig.
Da die Resultate unabha¨ngig von den zu verarbeitenden Grauwertbildern sind und somit
zur Laufzeit bereits im Speicher hinterlegt sein ko¨nnen, wurde diese Zeit zum Initialisie-
ren nicht zur die Gesamtarbeitszeit der Tiefenbestimmung hinzugeza¨hlt. Die Dauer zum
Berechnung der Korrekturmatrizen betrug tDistorsion = 14, 560938s.
Die Gesamtzeit der Tiefenbestimmung betrug tGesamt = 8, 311952s. Sie setzte sich aus
den Laufzeiten ihrer Komponenten zusammen, die in Tabelle 4.3 wiedergegeben wurden.
Alle Rechenschritte besitzen lineare Komplexita¨t - eine Verdoppelung der zu verar-
beitenden Grauwertpixel beno¨tigt somit die doppelte Zeit. Aus der Gesamtzeit und
der Anzahl der verarbeiteten Grauwerte la¨sst sich die Verarbeitungsgeschwindigkeit zu
75221Pixel/s errechnen. Die Geschwindigkeit zum Initialisieren der Matrizen zur Distor-
sionskorrektur betrug 42941Pixel/s.
Da der fu¨r die Berechnungen verwendete Quellcode in Hinblick auf eine gute Lesbar-
keit und Flexibilita¨t geschrieben wurde, kann man die gemessenen Laufzeiten keinesfalls
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Komponente Laufzeit [s]
Laden der Grauwertbilder (von der Festplatte) 1,602304
Durchfu¨hren der Helligkeitskorrektur 0,070101
Berechnung shift und dshift 4,226077
Erstellen der Matrix sflt und 0,140202
Durchfu¨hrung der Distorsionskorrektur
Ra¨umliche Mittelung und 2,273269
Errechnung des Tiefenbildes tiefe
Tabelle 4.3: Laufzeit der Komponenten der Tiefenbestimmung
als Geschwindigkeitsoptimum verstehen. Ein erheblicher Geschwindigkeitszuwachs ließe
sich zuna¨chst durch die Implementierung der Algorithmen in einer effizienteren Program-
miersprache erzielen. Aber auch die folgenden Optimierungsoptionen wurden bisher nicht
genutzt:
 Laden der Grauwertbilder u¨ber Schnittstellen direkt von der Kamera
 Einfu¨hren von Abbruchbedingungen - bisher wird die Berechnung der Verschiebung
s fu¨r alle Pixel durchgefu¨hrt, eine fru¨hzeitige Einschra¨nkung auf die kontrastreichen
Regionen der Grauwertbilder wa¨re sinnvoll.
 Nutzung spezieller Prozessor-Befehle zum Durchfu¨hren mehrerer Einzeloperatio-
nen pro Takt
 Parallelisierung fu¨r mehrere Prozessorkerne usw.
Die Berechnung des Tiefenbildes umfasst ohne Beru¨cksichtigung der Initialisierung
der Distorsionskorrekturmatrizen sowie des Ladens der Bilddaten von der Festplatte
etwa 120 elementare Operationen pro Pixel. Theoretisch lassen sich somit bereits auf
einem 1GHz-System bei Verwendung einer 1MP-Kamera etwa 8, 3 Bilder pro Sekunde
prozessieren. In Kombination mit einer geeigneten Optik, die die parallele Erfassung der
Grauwertbilder ermo¨glicht, wa¨re mit dieser Methode also die Erfassung von Tiefenbildern
in Echtzeit auf Standard-Hardware mo¨glich.
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5 Zusammenfassung und Vergleich
Es konnte gezeigt werden, dass das vorgestellte Verfahren die Gewinnung von Tiefenbil-
dern unter sehr geringem Rechenaufwand ermo¨glicht. Da im Gegensatz zu konventionel-
len stereoskopischen Verfahren kein Korrespondenzproblem auftritt und das Verfahren
somit nur lineare Komplexita¨t besitzt, skaliert es stets besser als alle konventionellen ste-
reoskopischen Ansa¨tze. Weil die Informationen zur Entfernungsbestimmung allerdings
direkt aus den gemessenen Intensita¨ten errechnet werden, ist die Verwendung einer Ka-
mera mit hoher Intensita¨tsauflo¨sung und das Vorhandensein kontrastreicher Oberfla¨chen
erforderlich. Fu¨r die Vermessung homogener Fla¨chen ist die Projektion von geeigneten
Mustern notwendig. Da die Aufgabe des Musters nur darin besteht, den Kontrast der
abgebildeten Oberfla¨chen zu erho¨hen und nicht - wie bei den aktiven triangulatorischen
Verfahren mit einer Kamera - eine Zuordnung von Projektorstrahlen zu den Sehstrahlen
des Aufnahmesystems erforderlich ist, ist bereits ein einziges hochfrequentes Muster aus-
reichend. Streifen etwa, die senkrecht zur Verschiebungsrichtung der Kamera abgebildet
werden, wu¨rden ein geeignetes Muster darstellen.
Die derzeit von kommerziell erha¨ltlichen flugzeitbasierten Erfassungssystemen fu¨r Tie-
fenbilder (TOF-Systeme) erreichten ra¨umlichen Auflo¨sungen liegen in einer mit der
des vorgestellten Verfahrens vergleichbarer Gro¨ßenordnung. Im Gegensatz zu den TOF-
Systemen reagiert die vorgestellte Methode jedoch viel robuster auf Fremdlicht. Wei-
terhin sollte sich die Geschwindigkeit der TOF-Systeme von derzeit 25fps bereits mit
aktuellen Desktop-Prozessoren1 u¨bertreffen lassen (siehe [MES08] oder [OLK+04]).
Dennoch muss betont werden, dass das vorgestellte Messverfahren noch keine praktika-
ble Lo¨sung fu¨r den Einsatz in Werkzeugmaschinen mit dem Ziel der Kollisionsvermeidung
darstellt. Das Versehen der zu vermessenden Objekte mit kontrastreichen Oberfla¨chen
wird sich in einer realen Umgebung kaum umsetzen lassen. Daher kommen nur projekti-
onsbasierte Varianten ernsthaft in Frage, die sicherlich nur in Ausnahmefa¨llen eine opti-
male Ausleuchtung mit idealen Oberfla¨chenkontrasten erreichen werden. Im praktischen
Einsatz ist somit davon auszugehen, dass sich die Tiefenauflo¨sung gegenu¨ber der experi-
mentell ermittelten etwa um den Faktor 2 verringert. Zur Gewinnung von Tiefenbildern
mit ho¨herer Auflo¨sung sollten Kameras mit ho¨herer full-well-capacity eingesetzt werden.
Außerdem ist bei Sicherstellung einer ausreichenden Ausleuchtung des Messraums die
in Kapitel 4, Abschnitt 4.5.3, vorgeschlagene ku¨nstliche Erho¨hung der full-well-capacity
durch zeitliches Mitteln mehrerer Grauwertbilder denkbar.
Nach (3.21) aus Kapitel 3, Abschnitt 3.2.4, und (2.5) sowie (2.8) aus Kapitel 2, Ab-
schnitt 2.3, verringert sich der Fehler der Tiefenbestimmung ∆z bei Vergro¨ßerung der
1Bei Verwendung eines Prozessors mit 3GHz Taktfrequenz und 4 Prozessorkernen sollte sich die in
Kapitel 4, Abschnitt 4.6, abgescha¨tzte Geschwindigkeit von 8, 3fps um den Faktor 12 auf ≈ 100fps
steigern lassen.
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Kameraverschiebung xa, wobei sich jedoch auch der Messbereich einschra¨nkt, da zmin
vergro¨ßert wird. Falls eine la¨ngere Zeit zur Aufnahme der Daten und Prozessierung tole-
rierbar ist, kann auch eine mehrstufige Bilddatenerfassung in Erwa¨gung gezogen werden.
Hier wu¨rden drei oder mehr Grauwertbilder in unterschiedlichen Positionen erfasst, die
Tiefendaten aus jeweils zwei Bildern errechnet und anschließend kombiniert werden.
Die vorgestellte Tiefenbildgewinnung durch minimale Verschiebung einer Kamera lie-
fert nur korrekte Daten, falls sich die zu vermessende Szenerie im Zeitraum der Bild-
datenerfassung nicht a¨ndert. Bewegliche Objekte oder auch Schatten von in der Na¨he
befindlichen Personen oder Ko¨rpern ko¨nnen die Messung massiv sto¨ren. Fu¨r den Einsatz
des Verfahrens in Werkzeugmaschinen sollte daher eine optische Isolation zur Umgebung
sichergestellt werden. Viele Werkzeugmaschinen verwenden ein Schutzgeha¨use zur me-
chanischen Abgrenzung des Arbeitsraums, welches bereits eine geeignete Abgrenzung
darstellen wu¨rde. Falls das Geha¨use u¨ber ein Fenster zur einfacheren Kontrolle der Vor-
ga¨nge innerhalb der Maschine durch das Personal verfu¨gt, bestu¨nde ein mo¨glicher Weg
die optische Isolation dennoch sicherzustellen darin, mit der optischen Messung in einen
anderen Wellenla¨ngenbereich auszuweichen (z. B. nahes Infrarot) und das Fenster des Ar-
beitsbereichs z. B. durch einen Folienfilter fu¨r diesen Wellenla¨ngenbereich unpassierbar
zu machen.
Zusammenfassend la¨sst sich also festhalten, dass das vorgestellte Verfahren das Poten-
zial besitzt, zur optischen Raumdatenerfassung in Werkzeugmaschinen eingesetzt werden
zu ko¨nnen. Die stetige Steigerung der verfu¨gbaren Kameras bezu¨glich Empfindlichkeit
und Auflo¨sungsvermo¨gen wird das Erreichen der angestrebten ra¨umlichen Genauigkeits-
grenzen nach der vorgestellten Methode in naher Zukunft ermo¨glichen.
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