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resumo 
 
 
O presente trabalho propõe-se analisar a metodologia bayesiana para alguns 
modelos de séries temporais nomeadamente os autoregressivos, os de médias 
móveis, os inteiros autoregressivos e os inteiros de médias móveis. É feita 
uma apresentação dos fundamentos Bayesianos, sua aplicação aos modelos 
referidos, uma exemplificação para cada modelo utilizando um software 
adequado e uma aplicação da metodologia a dados de grupos de manchas 
solares de Palehua.  
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abstract 
 
This study proposes to examine the Bayesian approach for some models the of 
time series including the autoregressive, the moving average, the integer 
autoregressive and the integer of moving averages. Consists in a presentation 
of the bayesian methodology, its application to the refered models, an 
exemplification for each model using an appropriate software and an 
application of the methodology to the sunspots of Palehua data. 
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Introdução 
 
  
 
O estudo de séries temporais é um tema que tem tido grande interesse para 
matemáticos, economistas e muitos outros profissionais de diversas áreas. Em todas as 
áreas, um conhecimento prévio da evolução das variáveis em estudo fornece uma maior 
eficácia na tomada de decisões. A análise destas séries pode ser feita utilizando a 
metodologia clássica de modelação e previsão mas recentemente há uma outra 
metodologia que tem tido um crescente interesse: a metodologia bayesiana. 
 
Este trabalho tem portanto como objectivo uma abordagem da metodologia 
bayesiana na modelação e previsão de alguns modelos séries temporais. Os modelos aqui 
abordados são modelos autoregressivos (AR), modelos de médias móveis (MA), modelos 
inteiros autoregressivos (INAR) e modelos inteiros de médias móveis (INMA). A 
inferência para os parâmetros e as aplicações são feitas com base no Amostrador de Gibbs. 
 
O Capitulo 1 é destinado aos fundamentos utilizados neste trabalho, apresenta-se a 
inferência bayesiana e os métodos de simulação e controle de convergência. O Capitulo 2 
destina-se a análise dos modelos autoregressivos e de médias móveis como definido por 
Broomeling (1982). No Capitulo 3 descreve-se a metodologia bayesiana para os modelos 
inteiros autoregressivos e inteiros de médias móveis.  
Para as aplicações utilizam-se os softwares R e WinBUGS. 
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Capítulo 1 
 
 
Fundamentos da Estatística Bayesiana 
 
 
1.1 Introdução 
 
A análise Bayesiana de dados é uma alternativa importante aos procedimentos 
clássicos de modelação, estimação e previsão de dados, que tem tido uma crescente 
aplicação em problemas de várias áreas. Consiste num procedimento genérico de 
inferência a partir de dados, utilizando modelos probabilísticos para descrever 
variabilidade em quantidades observadas ou descrever graus de incertezas em quantidades 
sobre as quais se quer compreender (geralmente os parâmetros dos modelos ou funções 
destes parâmetros). 
 
Considera-se o vector aleatório ( )nYYYY K,, 21= , uma sua observação 
( ) nn Ryyyy ∈= K,, 21  e uma quantidade de interesse desconhecida θ . Se Θ  é o espaço de 
possíveis valores de θ , então pode-se considerar que { }Θ∈θθ :F  denota a família 
(paramétrica) de modelos para Y . A informação de que se dispõe sobre θ  pode ser 
representada probabilisticamente por ( )θh  e por ( )θ|yh  a distribuição amostral de y  
condicionada a θ . Observada y  e de acordo com um simples resultado da Teoria de 
Probabilidades (Teorema de Bayes), a função densidade de probabilidade que define a 
relação entre y  e θ , é dada por 
( ) ( ) ( ) ( ) ( ) ( )1.1.1,||, yhyhhyhyh ×=×= θθθθ  
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e então  
( ) ( ) ( )( ) ( )2.1.1.
||
yh
yhhyh θθθ ×=   
 
O denominador ( )yh  representa a distribuição marginal de y  e supondo que θ  é 
contínuo obtém-se através do integral 
( ) ( ) ( ) ( ) ( )3.1.1.|, θθθθθ dhyhdyhyh ×== ∫∫  
 
Note que em ( )2.1.1 , ( )yh
1
, que não depende de θ , funciona como uma constante 
normalizadora de ( )yh |θ . 
 
Para um valor fixo de y , a função ( )θ|yh  fornece a informação amostral de cada 
um dos possíveis valores de θ  enquanto ( )θh  é chamada distribuição a priori de θ . Estas 
duas fontes de informação, a priori e amostral, são combinadas levando a distribuição a 
posteriori de θ , ( )yh |θ . Assim, pode-se escrever a expressão ( )2.1.1  da seguinte forma 
( ) ( ) ( ) ( )4.1.1.|| θθθ yhhyh ×∝  
Isto é tem-se:  
 
distribuição a posteriori ∝   distribuição a priori ×  distribuição amostral, 
 
onde ∝  denota proporcionalidade. 
 
É intuitivo que a probabilidade a posteriori de um particular conjunto de valores de 
θ  será pequena se ( )θh  ou ( )θ|yh  for pequena para este conjunto. Em particular, se 
atribuirmos probabilidade a priori igual a zero para um conjunto de valores de θ  então a 
probabilidade a posteriori será zero, qualquer que seja a amostra observada. 
 
Suponha-se agora que é pretendida uma actualização da inferência, ou seja, a 
observação y  é obtida em k  fases ( 1y , 2y ,…, ky ). Na primeira fase, a distribuição a 
posteriori de θ  após a observação de 1y   é dada por: 
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( ) ( ) ( ) ( )5.1.1.|| 11 θθθ yhhyh ×∝    
 
Quando se observa 2y , segunda fase, a informação a priori de θ  é agora ( )1| yp θ , 
pelo que a distribuição a posteriori é obtida do seguinte modo: 
( ) ( ) ( ) ( )6.1.1.||,| 2121 θθθ yhyhyyh ×∝    
 
Substituindo agora ( )1| yh θ  pela expressão ( )5.1.1  tem-se: 
( ) ( ) ( ) ( ) ( )7.1.1.||,| 2121 θθθθ yhyhhyyh ××∝    
Procedendo de forma sucessiva, na fase k  tem-se: 
( ) ( ) ( ) ( )8.1.1.|,...,,|,,...,,| 121121 θθθ nnnn yhyyyhyyyyh ×∝ −−    
 
Pelo que se pode concluir que a ordem em que as observações são processadas pelo 
teorema de Bayes é irrelevante e permite a actualização da distribuição a posteriori a 
medida que a informação amostral é disponibilizada. 
 
Esta metodologia apresenta algumas dificuldades nomeadamente na escolha da 
distribuição a priori e na obtenção da distribuição a posteriori. A propósito destas 
dificuldades são apresentadas de seguida diferentes formas de especificação da distribuição 
a priori. 
 
1.2 Distribuições a priori 
 
A utilização da informação a priori em inferência Bayesiana requer a especificação 
de uma distribuição a priori para o parâmetro de interesse θ . Esta distribuição deve 
representar, probabilisticamente, o conhecimento que se tem sobre θ  antes da realização 
do estudo.  
 
A partir deste conhecimento pode-se definir uma família paramétrica de 
densidades, isto é, considera-se que a distribuição a priori de θ  pertence a uma família de 
distribuições. Os parâmetros indexadores desta família de distribuições são chamados 
hiperparâmetros e devem ser especificados de acordo com este conhecimento. 
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Geralmente a abordagem em que se considera uma família de distribuições facilita 
a análise e o caso mais importante é o das a priori’s conjugadas. Nesta perspectiva, a 
escolha da distribuição a priori que incorpore a informação sobre θ  deve ser feita através 
da família conjugada1 da distribuição ( )θ|yh  pois isso permite que as distribuições a 
priori e a posteriori pertençam à mesma classe de distribuições. Assim a actualização do 
conhecimento que se tem de θ  envolve apenas uma mudança nos hiperparâmetros.  
 
Quando não existe informação objectiva sobre θ  ou quando se espera que a 
informação a priori é vaga devem ser utilizadas distribuições a priori não informativas. A 
primeira ideia apresentada por Bayes e Laplace é de que no caso de não haver informação 
a priori suficiente, devem ser considerados todos os possíveis valores de θ  como 
igualmente prováveis, isto é, utilizar uma distribuição a priori uniforme. Contudo, esta 
escolha pode originar algumas dificuldades técnicas visto que se o intervalo de variação de 
θ  for ilimitado então ( ) ch =θ (constante positiva c ) e a distribuição é imprópria: 
( ) ∞=∫Θ θθ dh . 
 
Outra dificuldade pode surgir caso ( )θφ Ψ=  seja uma reparametrização não linear 
monótona de θ . Pelo teorema de transformação de variáveis ( )φh  é não uniforme.  
 
Jeffreys (1961) propôs uma classe de a priori’s não informativas invariantes a 
reparametrizações. Utilizando a medida de informação esperada de Fisher sobre θ , a 
priori não informativa de Jeffreys tem função de densidade dada por: 
 
( ) ( )[ ] 2/1θθ Ih ∝  , 
 
onde ( ) ( )














∂
∂
=
2
|
|ln
θ
θθ θ
YhEI Y . 
                                               
1  Se ( ){ }Θ∈= θθ :|yhF  é uma classe de distribuições amostrais então uma classe de distribuições P é 
conjugada a F se ( ) Fyh ∈∀ θ| e ( ) ( ) PyhPh ∈⇒∈ θθ | . (Gamerman, 1996-97, Cap. 2) 
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 Se θ  for um vector paramétrico então ( ) ( ) 2/1θθ Ih ∝  onde ( )θI  é o determinante 
da matriz de informação de Fisher ( ) ( )[ ]jiII θθθ ,= . 
 
Em geral esta regra conduz a distribuições impróprias, uma vez que ( ) 1≠∫Θ θθ dh ; 
contudo isto só levanta problemas se a distribuição a posteriori também for imprópria pelo 
que é necessário certificar que a distribuição a posteriori é própria antes de fazer qualquer 
inferência. 
 
Uma opção para se obter os parâmetros de modo a que a distribuição seja não 
informativa é determinar os valores dos hiperparâmetros tais que ( ) +∞→θVar . 
 
1.3 Inferência Bayesiana 
 
A distribuição a posteriori de um parâmetro θ  compreende toda a informação 
probabilística a respeito deste parâmetro e o gráfico da sua função de densidade2 a 
posteriori é a melhor forma de traduzir qualitativamente o comportamento distribucional 
( )yh |θ  de descrição do processo de inferência. Todavia, é de grande utilidade resumir a 
informação da distribuição a posteriori através de medidas de localização, dispersão e 
forma distribucional. Qualquer medida de localização a posteriori (média, mediana, moda) 
permitem estimar pontualmente o parâmetro θ . 
 
1.3.1 Estimação pontual 
 
A escolha das estimativas na perspectiva bayesiana depende da forma da 
distribuição a posteriori.  
 
A moda a posteriori é dada por: 
( ) ( ) ( )1.1.3.1.|max|ˆ:ˆ yhyh θθθ θ Θ∈=  
                                               
2  Admite-se a continuidade do parâmetro, ao longo do trabalho 
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Não é necessário o cálculo do integral dado em ( )3.1.1  pois é suficiente conhecer a 
distribuição a posteriori a menos de uma constante de proporcionalidade para determinar a 
moda e isso facilita a sua utilização como medida de localização.  
 
A medida mais utilizada é a média a posteriori que é [ ]yE |ˆ θθ = , onde  
[ ] ( )∫
Θ
= ,|| θθθθ dyhyE ii  ( )2.1.3.1.,...2,1 ki =  
A mediana a posteriori é ( )kθθθθ ˆ,...,ˆ,ˆˆ 21=   definida por 
( )
( ) ( )3.1.3.1.,...,2,1,
2
1|ˆ
2
1|ˆ
ki
yP
yP
ii
ii
=






≤≥
≥≥
θθ
θθ
 
A escolha da melhor estimativa baseia-se na relevância de cada uma destas 
quantidades para o problema e nas facilidades de cálculo. 
 
1.3.2 Estimação por regiões 
 
A principal restrição da estimação pontual é que, quando se estima um parâmetro 
através de um único valor numérico toda a informação presente na distribuição a posteriori 
é resumida através desse número. É importante também associar alguma informação sobre 
a precisão da especificação dessa quantidade numérica. Para tal é importante a estimação 
por regiões que contenham a maior parte da informação probabilística a posteriori. 
 
Diz-se que )( yR  é uma região de credibilidade para θ  de grau γ  se e só se 
( )( ) ( )
( )
( )1.2.3.1.|| γθθθ ≥=∈ ∫
yR
dyhyyRP  
Qualquer região de credibilidade é definida numericamente e admite uma 
interpretação probabilística e directa. 
 
Visto que existe uma infinidade de regiões de credibilidade com o mesmo grau de 
credibilidade γ  interessa considerar a região que compreenda todos os valores de γ  mais 
credíveis a posteriori, ou seja, 
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( ) ( ) ( )3.2.3.1).(),(,|| 2121 yRyRyhyh ∉∈∀≥ θθθθ  
 
Define-se, então, )( yR  como a região de credibilidade γ  com densidade a 
posteriori máxima (abreviadamente região HPD – Highest Posterior Density) se 
( ){ } ( )4.2.3.1,|:)( γθθ cyhyR ≥Θ∈=  
onde γc  é a maior constante tal que 
 ( )( ) ( )5.2.3.1.| γθ ≥∈ yyRP  
 
1.3.3 Testes de hipóteses  
 
Considera-se o teste de hipóteses 00 : Θ∈θH  versus 11 : Θ∈θH , onde 
01 Θ−Θ=Θ . A razão das vantagens a favor de 0H  é dada por: 
( ) ( )( ) ( )1.3.3.1.|
||,
1
0
10 yP
yP
yHHO
Θ∈
Θ∈
=
θ
θ
 
 
Rejeita-se a hipótese nula se ( ) ( ) ( ) 1|,|| 1010 <⇒> yHHOyHPyHP . 
Para analisar a influência dos dados y  na alteração da credibilidade relativa de 0H  e 1H  
compara-se a razão a posteriori ( ) ( )( )yHP
yHP
yHHO |
||,
1
0
10 =  com a razão a priori 
( ) ( )( )1
0
10 , HP
HP
HHO = . Tomando a razão destes quocientes, tem-se o que se designa por 
Factor de Bayes a favor de 0H  : 
( ) ( )( ) ( )1.3.3.1.,
|,
10
10
HHO
yHHO
yB =  
 
Este factor representa o peso relativo da evidência contida nos dados a favor de 
uma das hipóteses em causa. Se ( )yB  for muito grande ou muito pequeno relativamente à 
unidade tem-se evidência estatística muito forte nos dados a favor de 0H  ou 1H  
respectivamente. 
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A própria consideração de um problema de testes de hipóteses, é já uma indicação 
de algum tipo de informação a priori, provavelmente vaga, e isso não pode deixar de 
originar restrições ao uso de distribuições não informativas. A inconveniência destas 
acentua-se quando correspondem a distribuições impróprias visto que a indeterminação na 
sua definição se estende ao factor de Bayes. 
 
Para tornear esta dificuldade decorrente do uso de distribuições impróprias, Key e 
al (1999) sugerem uma série de medidas ajustadas do factor de Bayes, nomeadamente o 
uso de factor de Bayes parciais, factor de Bayes intrínsecas, factor de Bayes fraccionais, 
entre outros. 
 
1.4 Predição 
 
Assim como na estatística clássica, também na estatística bayesiana por vezes a 
inferência sobre os parâmetros do modelo escolhido não é a última finalidade, mas um 
meio que possibilita a predição de observações futuras. 
 
Dadas observações de um vector aleatório Y  com distribuição ( )θ|yh , pretende-se 
predizer um vector aleatório 
~
Y com distribuição amostral dependente de θ . Então a 
distribuição preditiva a posteriori é dada por: 
( ) ( )1.4.1.|,|| ~~ θθθ dyhyyhyyh ∫ 




=





 
Caso se verifique a independência entre y  e 
~
y  condicionado em θ , é possível reescrever 
a equação anterior como: 
( ) ( )2.4.1.||| ~~ θθθ dyhyhyyh ∫ 




=





 
 
 Portanto, ( )yh |θ  é a distribuição a posteriori de θ  em relação a y  (que já foi 
observado) mas é a priori de θ  em relação a 
~
y  (que ainda não foi observado).   
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1.5 Métodos Computacionais 
 
Como foi visto anteriormente, a inferência sobre o parâmetro θ , é feita através da 
distribuição a posteriori com base no cálculo de probabilidades e igualmente em 
esperanças.  
 
Muitas quantidades de interesse passam pela necessidade do cálculo de integrais do 
tipo: 
( ) ( ) ( )1.5.1.|∫
Θ
θθθ dyhg   
Em geral só é conhecida ( )yh |θ  a menos de uma constante de proporcionalidade e então 
estes cálculos representam uma dificuldade, uma vez que nem sempre se consegue obter 
expressões explícitas para os integrais em causa. Existem alguns métodos baseados em 
aproximações numéricas e analíticas que podem aproximar estes integrais. Nos métodos 
analíticos destacam-se a aproximação da distribuição a posteriori a uma Normal 
multivariada (Walker, 1986 ou 1969) e o método de Laplace (Tierney e Kadane, 1986). 
Nos métodos de integração numérica evidencia-se a quadratura iterativa (Naylor e Smith, 
1982). Outra alternativa é a utilização de métodos aproximados baseados em simulações 
para obtenção destes integrais, nomeadamente os métodos de Monte Carlo. Neste trabalho 
somente se tratam os métodos de Monte Carlo. 
 
1.5.1 Método de Monte Carlo Ordinário 
 
Este método permite obter uma aproximação do integral: 
( )[ ] ( ) ( ) ( )1.1.5.1.|| ∫
Θ
= θθθθ dyhgygE  
O método consiste em simular uma amostra aleatória de dimensão N, Nθθθ ...,,, 21  
da distribuição ( )yh |θ , calcular ( ) ( ) ( )Nggg θθθ ...,,, 21  e usar a média amostral como uma 
aproximação do valor esperado de ( )1.1.5.1 , isto é, 
 
( )[ ] ( ) ( )∑
=
≈
N
i
igN
ygE
1
2.1.5.1,1| θθ  
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que tem uma convergência quase certa pela lei dos grandes números3. Alem disso, a 
precisão desta aproximação pode ser medida pelo erro padrão de Monte Carlo 
( ) ( ) ( ) ( )3.1.5.1.
1
1
1 2
1
2
1 1 













−
−
∑ ∑
= =
N
i
N
i
ii gN
g
NN
θθ  
 
1.5.2 Método de Monte Carlo via cadeias de Markov 
 
Um método com muita relevância para o cálculo das estimativas bayesianas é o 
método de Monte Carlo via cadeias de Markov (MCMC). A ideia ainda é obter uma 
amostra da distribuição a posteriori e calcular estimativas amostrais de características 
desta distribuição. A diferença é a construção de um processo estocástico que seja fácil de 
simular e cuja distribuição estacionária convirja para a distribuição de interesse no 
problema. O processo estocástico utilizado é a cadeia de Markov cuja distribuição de 
equilíbrio é a que se pretende simular. 
 
O algoritmo de Metropolis-Hastings garante a convergência da cadeia de Markov 
para a distribuição de equilíbrio, que neste caso é a distribuição a posteriori. Uma vertente 
particular deste algoritmo é o método de amostragem de Gibbs que se baseia num resultado 
probabilístico em que, se a distribuição a posteriori for positiva em kΘ××Θ ...1 com iΘ  
suporte da distribuição de kii ,...,1, =θ , então ( )yh |θ  é determinada exclusivamente pelo 
conjunto das suas distribuições condicionais completas ( )yh ii ,| −θθ , ki ,...,1=  onde 
( )kiii θθθθθ ,...,,,..., 111 +−− = . 
Em termos práticos, o algoritmo de Gibbs pode ser especificado pelos seguintes 
passos, 
1. Inicializar o contador de iterações 0=i  e especifique um valor inicial 
( ))0()0(2)0(1)0( ,...,, kθθθθ = . 
                                               
3 Seja { }tYY ,...,1  uma sucessão de variáveis aleatórias i.i.d. e defina-se ∑ == NtN tYS 1 e  NSNNY 1= . Então, 
com ∞→N , NY converge quase certamente para um µ  finito se e só se ( ) ∞<YE onde ( ) µ=YE . 
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2. Para li ,....1= , gerar novos valores )(iθ  a partir de )1( −iθ  e assim sucessivamente 
gerando os valores: 
)(
1
iθ  a partir de ( )xh ikii ,.,...,,| )1()1(3)1(21 −−− θθθθ  
)(
2
iθ  a partir de ( )xh ikii ,.,...,,| )1()1(3)(12 −− θθθθ  
M  
)(i
kθ  a partir de ( )xh ikk ,.| )(−θθ  
 
Quando é obtida a convergência, ou seja, quando se aproxima da condição de 
equilíbrio, então o vector gerado nessa iteração )(iθ  pode ser considerado uma realização 
de valores de θ  com distribuição ( )yh |θ . 
 
Resultados associados as cadeias de Markov (ver Gilks et al, 1996) permite 
concluir que, quando ∞→t , ( ))()(2)(1)( ,...,, tkttt θθθθ =  tende em distribuição para um 
vector cuja função de densidade de probabilidade conjunta é ( )yh |θ  e o estimador da 
média dos parâmetros a posteriori é 
( ) ( )[ ]ygEg
t
t
i
i |1
1
)( θθ →∑
=
,  
para qualquer função ( )•g  , onde ( )[ ]ygE |θ  representa o valor esperado de ( )θg  em 
relação à distribuição a posteriori  ( )yh |θ . 
 
Os métodos de MCMC são uma óptima ferramenta para resolução de muitos 
problemas práticos na análise Bayesiana. Porém, algumas questões relacionadas à 
convergência nestes métodos ainda merecem bastante pesquisa. 
 
Entretanto, uma questão que pode surgir é “Quantas iterações deve ter o processo 
de simulação para garantir que a cadeia convirja para o estado de equilíbrio?”. Como a 
cadeia não é inicializada na distribuição estacionária, uma prática comum é usar um 
período de aquecimento (Gilks et al., 1996). A cadeia passa por ml +   iterações, sendo as 
primeiras l  iterações iniciais descartadas. Espera-se que depois deste período de 
aquecimento a cadeia tenha esquecido os valores iniciais e convergido para a distribuição 
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de equilíbrio; a amostra resultante de tamanho m , será uma amostra da distribuição de 
equilíbrio. Para eliminar uma possível autocorrelação dos valores gerados seleccionam-se a 
partir do período de aquecimento as observações espaçadas de um valor k  (espaçamento 
de amostragem).   
 
Para avaliar a convergência dos métodos de MCMC usam-se alguns critérios que 
existem na literatura. As técnicas mais populares são as Geweke (1992) que sugere 
métodos baseados em séries temporais, Raftery e Lewis (1992) que apresentam fórmulas 
que relacionam a dimensão da cadeia de Markov a ser construída, o espaçamento e a 
dimensão da amostra a ser utilizada e Gelman e Rubin (1992) que usa resultados baseados 
na análise de variância clássica para duas ou mais cadeias simuladas com valores iniciais 
diferentes. As técnicas de Geweke, Raftery-Lewis, Gelman-Rubin e outras estão 
implementadas no pacote CODA (Best el al, 1996) executável no freeware R. 
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Capítulo 2  
 
 
Análise Bayesiana de alguns modelos lineares 
de séries temporais  
 
 
 
Uma série temporal, também designada por série cronológica, é uma sucessão de 
observações feitas sequencialmente ao longo do tempo, onde a ordem de recolha 
desempenha um papel extremamente importante. Ou, por outras palavras, uma série 
temporal é uma sequência de dados obtidos em intervalos de tempo, igualmente espaçados, 
durante um período específico. Em geral denota-se essa dependência do tempo por t  e 
designa-se por tY  a t -ésima observação da série temporal. 
 
A maioria das análises económicas envolve séries temporais. Então é importante ter 
boas técnicas para a análise de modelos de séries temporais. A importância da metodologia 
Bayesiana em séries temporais tem aumentado rapidamente ao longo da última década, 
explicada pela facilidade de implementação computacional. Esta é, sem dúvida, alimentada 
por uma cada vez maior valorização das vantagens que implica a inferência bayesiana. 
Além disso, o paradigma bayesiano é particularmente natural para previsão, tendo em 
conta todos os parâmetros ou mesmo modelo de incerteza.  
 
Neste capítulo faz-se uma análise de determinados modelos de séries temporais 
para investigar como a metodologia Bayesiana pode ser aplicada na análise de séries 
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temporais. Esta abordagem é aplicada aos modelos autoregressivos (AR) e modelos de 
médias móveis (MA). 
 
2.1 Processos autoregressivos 
 
Seja um processo estocástico }{ ,...2,1: =tYt . Um modelo linear auto-regressivo de 
ordem p , abreviadamente AR ( )p  (do inglês Autoregressive), é aquele cujo valor corrente 
ty  é expresso como uma combinação linear de seus p  valores passados pttt yyy −−− ,...,, 21  e 
de um ruído branco tε . Um modelo autoregressivo pode, então, ser escrito da seguinte 
forma:  
tptpttt yyyy εφφφ ++++= −−− K2211 , ( )1.1.2,,,2,1 nt K=  
onde pφφφ   , ,  , 21 K  são números reais (com pφ diferente de zero) e tε  é um processo ruído 
branco, com media 0=εµ  e variância 2εσ . 
 
Utilizando o operador atraso tem-se: 
( ) ( )2.1.2,221 ttppt yBBBy εφφφ ++++= K  
ou 
( ) ttpp yBBB εφφφ =−−−− K2211 , ( )3.1.2.,2,1 nt K=  
Designando ( ) pp BBBB φφφ −−−−=Φ K2211 , que é denominado por 
polinómio autoregressivo de ordem p, obtém-se 
( ) ( )4.1.2.ttyB ε=Φ  
 
Neste contexto um conceito importante é o de estacionariedade. Um processo de 
séries temporais estacionário é um processo cuja distribuição é estável ao longo do tempo 
no seguinte sentido: se se fizer uma análise de qualquer colecção de variáveis aleatórias na 
sequência e deslocar-se essa sequência k  períodos de tempo, a distribuição deve 
permanecer inalterada. Especificamente a média e a variância do processo são constantes 
ao longo do tempo e a covariância entre ktt yy + e  depende somente da distância entre dois 
termos, k, e não da localização do período de tempo inicial, t. Segue imediatamente que a 
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correlação entre ktt yy + e  também somente depende de k. Portanto um processo AR ( )p  é 
estacionário se todas as raízes do polinómio autoregressivo de ordem ( ),  , Bp pΦ  estiverem 
fora do círculo unitário. Em particular para 1=p , temos que ( ) 01 1 =−=Θ BB φ  implica 
que 
1
1
φ=B  conduzindo a condição de estacionariedade 11 <φ . 
 
Ao contrário da abordagem clássica, a análise Bayesiana de um modelo AR ( )p  não 
exige a estacionariedade dos processos. Como salientado por Zellner (1971) o pressuposto 
de estacionariedade de um processo AR ( )p  pode ser considerado como um pressuposto a 
ser avaliado em vez de uma restrição necessária. 
 
2.1.1 Inferência bayesiana para processos AR(1) 
 
Considera-se o processo autoregressivo de primeira ordem AR ( )1 : 
ttt yy εφ += −11 , ( )1.1.1.2,,,2,1 nt K=  
onde 1 φ  é um número real diferente de zero e tε  é um processo ruído branco gaussiano, 
com media 0=εµ  e variância 2εσ . 
 
Sob estas condições, a função verosimilhança de 1φ  e σ  com base nas observações 
é dada por 
( ) ( ) ( )2.1.1.2,
2
1
exp1|,
2
1
1121








−−∝ ∑
=
−
n
t
ttn
yyyl φ
σσ
σφ  
onde ( )nyyyy ,...,, 21' =  é a série temporal, 1φ  e σ  são os parâmetros desconhecidos e 
pressupõe-se que é conhecida a primeira observação, 0y . 
 
i) Usando a distribuição a priori não informativa de Jeffreys 
 
No que se refere à informação prévia sobre 1φ  e σ , assuma-se que pouco se sabe 
sobre estes parâmetros e pode-se utilizar a abordagem de Zellner (1971) sem a restrição de 
estacionariedade usando uma distribuição a priori não informativa usual: 
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( ) ( )3.1.1.2,1,1 σσφ ∝h  
com ∞<<∞− 1φ  e ∞<< σ0 . Então, usando o teorema de Bayes, a distribuição a 
posteriori para os parâmetros é dada por 
( ) ( ) ( )4.1.1.2.
2
1
exp1|,
2
1
11211








−−∝ ∑
=
−+
n
t
ttn
yyyh φ
σσ
σφ  
 
Para obter a distribuição marginal a posteriori para 1φ  é necessário integrar 
( )4.1.1.3  em ordem a σ , 
( ) ( ) ( ) ( )5.1.1.2.
2
1
exp1|,|
2
1
112111 ∫ ∑∫








−−==
=
−+
σφ
σσ
σσφφ dyydyhyh
n
t
ttn
 
É claro que ( )
2
1
11∑
=
−
−
n
t
tt yy φ  é independente de σ , pelo que considera-se 
( ) Cyyn
t
tt =−∑
=
−
1
2
11φ . Desta forma o integral dado em ( )5.1.1.3  pode ser reescrito do 
seguinte modo 
( ) ( )6.1.1.2.
2
1
exp1| 211 ∫ 





−=
+
σ
σσ
φ dCyh
n
 
Efectuando uma mudança de variável 
21
2 22
1






=⇒=
w
C
wC σ
σ
 e 
dwwCd 2/3
21
22
1
−






−=σ , tem-se: 
( ) ( )
( )
( ) ( ) ( )( ) 22121
21
21
21
21
21
1 22
1
exp2
22
1
exp2| nn
nn
n
Cdw
w
w
C
CdwwC
C
wyh −+
+
−
+
+
∫ ∫ ∝





=














=φ . 
 
Visto que ( )( )∫ 




+ dw
w
w
n
22
1
exp2 21  é uma constante em relação a 1φ , tem-se 
( ) ( ) ( )7.1.1.2.|
2
1
2
11
2
1
n
n
t
tt
n yyCyh
−
=
−
−






−=∝ ∑ φφ  
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Mas 
( ) ( ) ( ) ( )[ ]
( ) ( ) ( )( )
( ) ( ) ( ) ∑∑∑
∑∑∑
∑∑∑
=
−
=
−
=
−
=
−−−
=
−
=
−
=
−−−
=
−−−
=
−
−+−=−+−=
=
−−+−+−=
−+−=−+−=−
n
t
t
n
t
t
n
t
tt
n
t
tttt
n
t
t
n
t
tt
n
t
tttt
n
t
tttt
n
t
tt
ysnyyy
yyyyyyy
yyyyyyyyyy
1
2
1
2
11
2
1
2
1
2
11
1
2
11
1
111111
1
2
1
2
11
1
2
11
1
2
111111
1
2
111111
1
2
11
ˆ)1(ˆˆ
0
ˆˆ2ˆˆ
ˆˆˆˆ
φφφφφ
φφφφφφ
φφφφφφφ
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onde ( )∑
=
−
−
−
=
n
t
tt yy
n
s
1
2
11
2 ˆ
1
1
ˆ φ  e 
∑
∑
=
−
=
−
=
n
t
t
n
t
tt
y
yy
1
2
1
1
1
1
ˆφ  estimador de 1φ  pelo método dos 
mínimos quadrados. Então a expressão dada em ( )7.1.1.2  é substituída por 
( ) ( ) ( )
( )
,
ˆ)1(ˆ)1(| 2
11
1
2
1
2
11
2
2
1
2
1
2
11
22
1
+−
−
=
−
−
=
−
−






−+−=





−+−=∝ ∑∑
n
n
t
t
n
n
t
t
n ysnysnCyh φφφφφ  
( )8.1.1.2  
pelo que se pode verificar que distribuição marginal a posteriori para 1φ  é uma t-Student 
univariada com 1−n  graus de liberdade.  
 
Do mesmo modo a distribuição marginal a posterior para σ  é pode ser obtida 
integrando ( )4.1.1.2  em ordem a 1φ ,  
( ) ( ) ( )
( )
( ) =


















−−





−−=
=











−+−
−
=
=








−−==
∫
∑
∑
∫ ∑
∫ ∑∫
=
−
=
−
+
=
−+
=
−+
1
1
2
1
2
1
2
112
1
2
1
2
21
1
1
2
1
2
11
2
21
1
2
1
112111
,
ˆ
ˆ
2
exp)1(
2
1
exp1
ˆ)1(
2
1
exp
1
2
1
exp1|,|
φ
σφ
φφ
σσσ
φφφ
σσ
φφ
σσ
φσφσ
d
yNdanucleo
y
sn
dysn
dyydyhyh
n
t
t
n
t
t
n
n
t
tn
n
t
ttn
4444 34444 21
 
 
 
20
( )
( ) ( ) .ˆ
2
1
exp)1(
2
1
exp
1
ˆ
2
exp
2
121
2
1
112
112
2
1
2
112
1
2
1
1
2
1
1
2
1
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1
1




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




−−∝
=






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

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−−=
∑
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=
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=
−
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t
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Logo a distribuição marginal a posteriori para 2σ  é uma distribuição gama invertida de 
parâmetros 1
2
−
n
 e ( )
2
1
112
1
∑
=
−
−
n
t
tt yy φ . 
 
ii) Usando a distribuição a priori conjugada 
 
Uma outra abordagem é a utilização de distribuições a priori conjugadas e aqui 
utiliza-se o parâmetro 2
1
σ
τ = , que é designado por precisão, em vez do parâmetro 2σ . 
Esta opção deve-se ao facto de ser mais prático considerar uma distribuição a priori gama 
para o parâmetro τ  do que uma distribuição gama invertida para 2σ . Então, a função 
verosimilhança dada na equação ( )2.1.1.2  pode ser rescrita da seguinte forma: 
( ) ( ) ( )9.1.1.2.
2
exp|,
2
1
11
2
1








−−∝ ∑
=
−
n
t
tt
n yyyl φτττφ  
Esta verosimilhança sugere uma distribuição a priori normal para 1φ  condicionado a τ  e 
uma distribuição a priori gama para τ , ou seja,  
 
tal que 
( ) ( )[ ] ( ) ( )10.1.1.2,~|,
2
exp| 121211 τµτφµφτττφ Nh






−−∝             
( ) { } ( ) ( )11.1.1.2,~,exp1 βατβτττ α Gamah −= −  
onde µ  é a média  e τ  a medida de precisão em ( )10.1.1.2 , α  e β  em ( )11.1.1.2  são 
conhecidos.  Logo a distribuição a priori conjugada é dada por 
( ) ( ) ( ),|, 11 ττφτφ hhh =
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( ) ( )[ ] ( )12.1.1.2.2
2
exp, 212
1
1






+−−∝
− βµφτττφ αh  
 
Visto que se está a trabalhar com a classe das a priori’s conjugadas para os 
parâmetros, a distribuição a posteriori conjunta dos parâmetros também é normal-gama, e 
podem-se encontrar os parâmetros a posteriori. 
 
Assim, a distribuição a posteriori conjunta, calculada de acordo com a equação 
( )4.1.1  é dada por 
( ) ( ) ( ) ( )13.1.1.2.2
2
exp|,
2
1
11
2
1
2
12
1
















−++−−∝ ∑
=
−
−+ n
t
tt
n
yyyh φβµφτττφ
α
 
 
Integrando ( )13.1.1.2  em ordem a τ , a distribuição marginal a posteriori para 1φ  é 
dada por 
( ) ( ) ( ) ( )∫ ∑∫
















−++−−==
=
−
−+
τφβµφττστφφ
α
dyydyhyh
n
t
tt
n 2
1
11
2
1
2
12
11 22
exp|,| . 
Suponha-se ( ) ( )








−++−= ∑
=
−
2
1
11
2
1 2
n
t
tt yyC φβµφ  e como C  é uma constante no integral 
então 
( ) ( )14.1.1.2.
2
exp| 2
12
1 ∫






−=
−+
τ
τ
τφ
α
dCyh
n
 
 
Efectuando uma mudança de variável 
C
w
wC 2
2
=⇒= τ
τ
 e dw
C
d 2=τ  tem-se: 
( ) ( ) ( ) ( ) ( )∫ ∫ −=−=
−+
+
−+−+
−+
,exp2212exp2| 2 12
1
2
12
2
12
2
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1 dwww
C
dw
C
w
C
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n
nn
n
α
αα
α
φ  
e visto que ( ) ( )∫ −
−+
dwww
n
exp22 2
12α
 pode ser vista como uma constante em relação a 1φ  
tem-se  
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pelo que, após algumas transformações pode-se verificar que a distribuição marginal a 
posteriori para 1φ  é uma t-Student com α2+n  graus de liberdade.  
 
Ainda, integrando ( )13.1.1.2  em ordem a 1φ , a distribuição marginal a posterior 
para τ  é  
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Para simplificar  
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Representando ∑∑∑
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então τ  tem uma densidade gama com parâmetros  
2
12 ++ αn
  e 
2
V
+β . 
 
2.1.2 Inferência bayesiana para processos AR(p) 
 
Considerando agora o processo autoregressivo de ordem p dado pela equação 
( )1.1.2 , a sua função verosimilhança é obtida na forma   
( ) ( ) ( )1.2.1.2,...
2
1
exp1|,
2
1
112








−−−−∝ ∑
=
−−
n
t
ptpttn yyyyl φφσσσφ  
ou na forma matricial, supondo tZY εφ += , 
( ) ( ) ( ) ( )2.2.1.2.
2
1
exp1|, '2 



−−−∝ φφ
σσ
σφ ZyZyyl
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i) Usando a distribuição a priori não informativa de Jeffreys 
 
Conhecidas as observações pyyy −− 110 ,...,,  e usando a distribuição a priori não 
informativa (Zellner, 1971) dada por ( )3.1.1.2  com ∞<<∞− pφφφ ,..., 21  e ∞<< σ0 , 
então pelo teorema de Bayes, a distribuição a posteriori para os parâmetros 
( )pφφφφ ,...,, 21=  e σ é 
( ) ( ) ( )3.2.1.2,
2
1
exp1|,
2
1
221121
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
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
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n
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ou  
( ) ( ) ( ) ( )4.2.1.2.
2
1
exp1|, '21 
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
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+
φφ
σσ
σφ ZyZyyh
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Integrando ( )4.2.1.2  em ordem a σ  e efectuando alguns cálculos análogos ao caso 
dos autoregressivos de primeira ordem, a distribuição marginal a posteriori para φ  é dada 
por 
( ) ( ) ( )[ ] ( )5.2.1.2.| 2' nZyZyyh −−−∝ φφφ  
 
Mas  
 
( ) ( ) ( ) ( )
( )[ ] ( )[ ] ( ) ( ) ( ) ( )
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onde ( ) ( ) pnv
pn
ZyZy
s −=
−
−−
= ,
ˆˆ
'
2 φφ
 e φˆ  é o estimador de φ  pelo método de mínimos 
quadrados. 
 
Então  
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Logo a distribuição marginal a posteriori para φ  é uma t-Student p-variada com v  graus 
de liberdade e parâmetro de localização φˆ . 
 
Ainda, integrando ( )4.2.1.2  em ordem a φ , a distribuição marginal a posteriori 
para σ  é  
( ) ( ) ( ) ( )6.2.1.2,ˆˆ
2
1
exp1| '2 



−−−∝
+
φφ
σσ
σ ZyZyyh pv  
e logo a distribuição marginal a posterior para 2σ  é uma distribuição gama invertida de 
parâmetros 
2
2−+ pv
 e ( ) ( )φφ ˆˆ
2
1 ' ZyZy −− . 
 
ii) Usando a distribuição a priori conjugada 
 
Utilizando a abordagem de Broomeling (1982) que utiliza a família de distribuições 
conjugadas pode-se observar que a forma da função verosimilhança dada na equação 
( )1.2.1.2  sugere uma distribuição a priori normal para φ  e uma gama τ , ou seja,  
( ) ( ) ( ) ( )7.2.1.2,|, ττφτφ hhh =  
tal que 
( ) ( ) ( )[ ] ( )( ) ( )8.2.1.2,~|,
2
exp| 1'2 −






−−−= PNPh p τµτφµφµφτττφ             
( ) { } ( ) ( )9.2.1.2,~,exp1 βατβτττ α Gamah −= −  
 
onde os hiperparâmetros  βαµ e,, P  são conhecidos, com 0,0, >>∈ βαµ pR  e P  uma 
matriz definida positiva de ordem p.  
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Assim, a distribuição a posteriori conjunta, calculada de acordo com o teorema de 
Bayes é dada por 
( ) ( )[ ] ( ) ( )[ ] ( )10.2.1.2,
2
exp|, 1'1122






+−−−= −−−++ DCAACAyh pn φφτττφ α  
onde ( )ijaPA += , ( )jcPC += µ  , CACyPD n
t
t
1'
1
2'2 −
=
−++= ∑µµβ , ( )ija  é matriz 
( )pp ×  com o ij-ésimo elemento  jt
n
t
itij yya −
=
−∑=
1
 e ( )jc  é vector ( )1×p  com o j-ésimo 
elemento  jt
n
t
tj yyc −
=
∑=
1
. 
 
Integrando ( )10.2.1.2  em ordem a τ , a distribuição marginal a posteriori para φ  é 
dada por 
( ) ( ) ( )[ ]( ) ( )11.2.1.2,
1| 22
1'1
pn
DCAACA
yh
++
−− +−−
∝
αφφ
φ  
 
então  φ   tem uma densidade t-Student com α2+n  graus de liberdade, localização CA 1−  
e matriz precisão ( ) 12 −+ ADn α . 
 
Ainda, integrando ( )10.2.1.2  em ordem a φ , a distribuição marginal a posterior 
para τ  é  
( ) ( )[ ] ( )12.2.1.2,
2
exp| 122 





−∝
−+ Dyh n τττ α  
então τ  tem uma densidade gama com parâmetros  
2
2α+n
  e 
2
D
. 
É de registar que quer admitindo a priori de Jeffreys ou conjugada, as distribuições 
marginais a posteriori são conhecidas pelo que facilmente se determinam as estimativas 
bayesianas dos parâmetros. 
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2.1.3 Previsão 
 
 
Como foi referido anteriormente, por vezes o objectivo da análise de séries 
temporais é prever valores futuros kttt yyy +++ ,...,, 21  do processo e assim como foi visto a 
distribuição preditiva fornece um procedimento de previsão. 
 
Suponha-se que é pretendida a previsão do valor futuro 1+ty , então a densidade de 
1+ty  dado τ,y  e φ  é 
( ) ( )( ) ( )1.3.1.2,2exp,,|
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onde Ryt ∈+1 , isto é ( )( )111211 ,~ −−−−+ +++ τφφφ ptpttt yyyNy K . Agora esta densidade 
pode ser escrita como 
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onde E  é uma matriz ( )pp ×  com o ij-ésimo elemento )1()1( −−−− jtit yy   e F  é um vector 
( )1×p  com o j-ésimo elemento )1(1 −−+ jtt yy , pois 
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Integrando em ordem a τ  e φ  obtém-se 
( ) ( ) ( ) ( )[ ]( ) ( )3.3.1.2
1| 2121'1'2
1
1 ++
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−
+
+
+++−++
∝
αn
t
t
FCEAFCCACDy
yyh  
para Ryt ∈+1 , é a densidade preditiva a um passo de previsão. Após simplificação verifica-
se que é uma densidade t-Student com α2+n  graus de liberdade. As previsões pontuais 
um passo a frente calculam-se, através de ( )yyEy tt |ˆ 11 ++ = . 
 
2.1.4 Exemplo de um processo autoregressivo usando o WinBUGS 
 
Para exemplificar a análise bayesiana de processo autoregressivo usando o 
WinBUGS utiliza-se um conjunto de dados gerados no software estatístico R. Parte-se do 
princípio de que o processo autoregressivo tem resíduos que seguem uma distribuição 
normal com média zero e variância unitária, 6,01 =φ  e com a relação 
ttt yy εφ += −11 , ( )1.4.1.2,,2,1 nt K=  
determina-se o conjunto de 300 observações que se encontra no Anexo A1. 
 
A definição da variável e algumas medidas de estatística descritiva, nomeadamente 
a média, o desvio padrão, o mínimo e o máximo do conjunto de dados são apresentados na 
tabela 2.1. 
 
Nº de 
observações Mínimo Máximo Média Desvio Padrão 
tY  300 -3.2455884 3.766128 0.09315 1.320281 
 
Tabela 2.1: Medidas descritivas da série tY   
A Figura 2.1 representa o comportamento das 300 observações geradas a partir de 
resíduos de Poisson 
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Figura 2.1: Comportamento da série tY  
  
Assuma-se que o parâmetro 1φ  segue uma distribuição a priori normal com media 2 
e variância unitária e o parâmetro τ  segue uma distribuição Ga (1.0E-4,1.0E-4). Sabe-se 
ainda que o modelo é da forma ( )1.1.1.3  , n =300 e portanto expressa-se o modelo para o 
WinBUGS da seguinte a forma: 
 
 
 
Consideram-se 6,01 =φ  e 1=τ  como valores iniciais para os parâmetros do 
modelo. Nota-se que a condição de estacionariedade se verifica pois [ ]1,16,01 −∈=φ . 
Portanto, ajustou-se um modelo autoregressivo de primeira ordem e calculou-se os 
valores das medidas de discrepância. O output com as estimativas dos parâmetros do 
modelo é apresentado na tabela 2.2.  
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Tabela 2.2: Output do WinBUGS com as estimativas dos parâmetros do modelo 
autoregressivo de primeira ordem da série tY   
 
Na Figura 2.2 são apresentados os gráficos das densidades marginais a posteriori 
dos parâmetros do modelo. Aqui pode-se comprovar as conclusões da análise efectuada no 
tópico 2.1.1 ii) em que o parâmetro 1φ  segue uma distribuição t-Student com 
0002,300)4(^1023002 =−×+=+ αn  graus de liberdade e o parâmetro τ  segue uma 
distribuição gama de parâmetros  
5001,150
2
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=
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Figura 2.2: Gráficos das densidades marginais a posteriori dos parâmetros do modelo 
autoregressivo de primeira ordem da série tY   
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O modelo autoregressivo de primeira ordem encontrado pelo WinBUGS é: 
 
ttt yy ε+= −10.5338 , ( )2.1.1.2,,2,1 nt K=  
com 0.8914=τ  
 
2.2 Processos de médias móveis 
 
O processo }{ tY  diz-se um processo de médias móveis de ordem q , 
abreviadamente MA ( )q  (do inglês Moving Average), se satisfaz a equação: 
          qtqtttty −−− −−−−= εθεθεθε K2211 ,  ( )1.2.2,,...,2,1 nt =      
onde qθθθ   , ,  , 21 K  são números reais (com qθ diferente de zero) e tε  é um processo de 
ruído branco, com média 0=εµ  e variância 2εσ . 
 
Utilizando o operador atraso, B , que é definido por: 
( )2.2.2,jttj yyB −=  
O processo pode ser escrita na forma: 
( ) ( ) ( )3.2.2.1 221 ttqqt BBBBy εεθθθ Φ=−−−−= K  
 
Uma propriedade muito importante para os processos MA ( )q  é a invertibilidade. 
Um processo MA ( )q  é invertível se as raízes da equação ( ) 0=Φ B , estiverem fora do 
círculo unitário, ou seja, se ( ) .1 para 0 ≤≠Φ BB  
 
Prova-se, após cálculos muito simples, que a média do processo é zero e a variância 
tem a seguinte forma ( )  ,
0
22
0 ∑
=
==
q
i
itYVar θσγ ε com .1 0 =θ  
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2.2.1 Inferência bayesiana para processos MA(1) 
 
Suponha-se que são obtidas n observações ( )nyyyy ,...,, 21' =  de um processo de 
médias móveis de primeira ordem invertível, isto é, do modelo: 
( )1.1.2.2,,...,1,11 nty ttt =−= −εθε  
onde ( )nεεεεε ,...,,, 210=  e ),0(~ 1−τε Ni .   
 
Supondo 0ε  conhecido e nulo, tem-se: 
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Consequentemente o modelo ( )1.1.2.2  pode ser escrito na forma matricial ( )εθ .1Ay =  
onde  
( ) ( )2.1.2.2.
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A função verosimilhança de 1θ  e τ  com base nas observações é dada por 
( ) ( ) ( ) ( )3.1.2.2,
2
exp
2
|,|,
1
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com ( ) 111111 yyy iiii −− +++= θθθε L . 
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i) Usando a distribuição a priori não informativa de Jeffreys 
 
Utilizando a abordagem de Zellner (1971) com a distribuição a priori não 
informativa de Jeffreys usual 
( ) ( )3.1.2.2, 211 ττθ ∝h  
com ∞<<∞− 1θ  e ∞<< τ0 . E usando o teorema de Bayes, a distribuição a posteriori 
para os parâmetros é   
( ) ( ) ( )4.1.2.2.
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Para obter a distribuição marginal a posteriori para 1θ  é necessário integrar 
( )4.1.2.2  em ordem a τ , 
( ) ( ) ( ) ( )5.1.2.2.
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Considerando ( ) Cn
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Efectuando uma mudança de variável w
C
wC 2
2
=⇒= τ
τ
 e dw
C
d 2=τ , tem-se: 
( ) ( ) { } ( ) { }∫ ∫ −
+
−
+
+
++
+
∝−=−=
1
2
1
2
1
1
2
1
2
1
2
1
1 exp22
1
exp22|
nn
nn
n
Cdwww
C
dww
C
C
wyh θ  
ou seja,  
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Do mesmo modo a distribuição marginal a posterior para σ  é pode ser obtida 
integrando ( )4.1.2.2  em ordem a 1θ ,  
( ) ( ) ( ) ( )8.1.2.2
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que não tem uma forma fechada. 
 
ii) Usando a distribuição a priori conjugada 
 
 
Supõe-se 1θ  e τ  independentes, a priori, e escolhe-se a distribuição marginal a 
priori de 1θ  como uma distribuição uniforme entre 0 e 1, (visto que a condição de 
invertibilidade permite que 1θ  se situe nesse intervalo) e a distribuição marginal a priori de 
τ  como uma distribuição Ga ( ),, βα isto é, com f.d.p ( ),exp1 τβτ α −∝ −h  0>τ . 
 
Aplicando o teorema de Bayes, a distribuição a posteriori é dada pela seguinte 
forma 
( ) ( ) ( )[ ] ( ) .2
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( )3.1.2.2  
Para a obtenção das distribuições marginais a posteriori, pode-se usar o modelo na forma 
matricial com a matriz ( )1θA  dada em ( )2.1.2.2 , e usa-se a relação ( ) ( )∑
=
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=
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iyAAy
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Assim, a distribuição marginal de 1θ  é  
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( )4.1.2.2  
Pode-se concluir que a distribuição marginal de 1θ  segue uma densidade t-Student com 
12 −+ αn  graus de liberdade. 
 
A distribuição marginal a posteriori de τ  é dada por  
( ) ( )[ ] ( )( ) ( )6.1.2.2,2
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que não tem uma forma fechada. Mas podem ser calculadas as condicionais completas para 
1θ  e τ  e utilizar o algoritmo de Gibbs para obter as estimativas dos parâmetros. 
 
 A posteriori condicional completa para 1θ  é dada por, obtida através de ( )3.1.2.2 , 
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Agora, a posteriori condicional completa para τ é 
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segue uma distribuição gama de parâmetros 
2
2 n+α
 e 
( )
2
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i
i θεβ
. Dadas as 
condicionais completas pode-se utilizar o algoritmo de Gibbs para obter as estimativas dos 
parâmetros 1θ  e τ .  
 
2.2.2 Inferência bayesiana para processos MA(q) 
 
Para o caso de um processo de médias móveis de ordem q, suponha-se que são 
obtidas n observações ( )nyyyy ,...,, 21' =  e seja: 
( )1.2.2.2,,...,1,2211 nty qtqttt =−−−= −−− εθεθεθε  
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Deste modo, a função verosimilhança de ),...,,( 21 qθθθθ =  e τ  com base nas 
observações é dada por 
( ) ( ) ( ) ( )2.2.2.2
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onde  ( ) qiqiiii y −−− ++++= εθεθεθθε ...2211 . 
 
i) Usando a distribuição a priori não informativa de Jeffreys 
 
Utilizando a abordagem de Zellner com a distribuição a priori não informativa de 
Jeffreys usual 
( ) ( )3.2.2.2,, 21ττθ ∝h  
com ∞<<∞− θ  e ∞<< τ0 . Então, usando o teorema de Bayes, a distribuição a 
posteriori para os parâmetros é   
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Para obter a distribuição marginal a posteriori para θ  é necessário integrar 
( )4.1.2.2  em ordem a τ , 
( ) ( ) ( ) ( )5.2.2.2,
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ou seja,  
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Do mesmo modo a distribuição marginal a posterior para σ  é pode ser obtida 
integrando ( )4.1.2.2  em ordem a θ ,  
( ) ( ) ( ) ( )7.2.2.2,
2
exp|,|
1
22
1
∫ ∑∫






−==
=
+
θθεττθτθτ ddyhyh
n
i
i
n
 
que não tem uma forma fechada.  
 
Assim como foi feito para os processos de médias móveis de primeira ordem, 
também nos modelos de ordem superior podem-se calcular as condicionais completas para 
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os parâmetros e utilizar de seguida o algoritmo de Gibbs para obter as estimativas 
bayesianas dos parâmetros.  
 
ii) Usando a distribuição a priori conjugada 
 
 
Com as mesmas distribuições utilizadas para o caso dos processos de médias 
móveis de primeira ordem, isto é, supõem-se θ  e τ  independentes, a priori, e escolhe-se a 
distribuição marginal a priori de θ  como uma distribuição uniforme entre 0 e 1, (visto que 
a condição de invertibilidade permite que θ  se situe nesse intervalo) e a distribuição 
marginal a priori de τ  como uma distribuição Ga ( ),, βα  0>τ . 
 
Aplicando o teorema de Bayes, a distribuição a posteriori é obtida na seguinte 
forma 
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( )8.2.2.2  
e a distribuição marginal de θ  é  
( ) ( )[ ] ( )
( ) ( )( )
.
2
1
2
12
2
exp|
2
2
1
''2
2
1
2
0 1
2122
αα
α
βθεβ
τθεβττθ
+
−
+
=
∞
=
−+
+
=






+
∝












+−=
∑
∫ ∑ nn
n
i
i
n
i
i
n
yAAy
dyh
 
( )9.2.2.2  
Logo a distribuição marginal de θ  segue uma densidade t-Student (q variada) com 
qn −+ α2 graus de liberdade. 
 
A distribuição marginal a posteriori de τ  é dada por  
( ) ( )[ ] ( )( ) ( )10.2.2.2,2
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que não tem uma forma fechada. E como foi visto anteriormente, podem ser calculadas as 
condicionais completas para θ  e τ  e utilizar o algoritmo de Gibbs para obter a distribuição 
marginal de τ . 
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 A posteriori condicional completa para qjj ,,1, K=θ  obtida através de ( )8.2.2.2  é 
dada por, 
( ) ( ) ,
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que não possui uma forma fechada. 
  
Agora, a posteriori condicional completa para τ é 
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2.2.3 Previsão 
 
O procedimento de previsão para os processos de médias móveis é similar a 
efectuada para os processos autoregressivos com a utilização da distribuição preditiva 
bayesiana. 
 
Considera-se então o processo de médias móveis de ordem q, AR(q)  
( )1.3.2.2.,...,1,2211 nty qtqttt =−−−= −−− εθεθεθε  
Seja 1+ty  a observação que se pretende prever, então a densidade de 1+ny  dado y , θ  e τ  é 
dada por 
( ) ( ) ( ) ( ) ( )2.3.2.2,,,
2
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onde  ( ) qiqiiii y −−− ++++= εθεθεθθε ...2211  e B  é semelhante a matriz A  definida 
anteriormente com mais uma coluna e uma linha referentes aos valores de 1+ty . 
 
Como ( ) ( ) ( ) τθτθτθ ddyhyyhyyh tt |,,,|| 11 ×= ∫ ++ , então a distribuição preditiva é 
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a partir da qual se podem fazer previsões um passo à frente. 
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2.2.4 Exemplo de um processo de médias móveis usando o WinBUGS 
 
Para este exemplo, utiliza-se também o sofware R para gerar os dados iniciais. 
Parte-se do princípio de que o processo de médias móveis tem resíduos que seguem uma 
distribuição normal com média zero e variância unitária e com a relação 
( )1.4.2.2,...,1,11 nty tt =−= −εθε  
determina-se o conjunto de 300 observações que se encontra no Anexo A2. 
A definição da variável e algumas medidas de estatística descritiva, nomeadamente 
a média, o desvio padrão, o mínimo e o máximo do conjunto de dados são apresentados na 
tabela 2.3. 
 
 
Nº de 
observações Mínimo Máximo Média Desvio Padrão 
tY  300 -1.203221 1.115298 0.00784706 0.4441194 
 
Tabela 2.3: Medidas descritivas da série tY   
A Figura 2.3 representa as 300 observações geradas e verifica-se uma normalidade 
dos dados da série tY . 
 
              Figura 2.3: Comportamento da série tY  
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Assuma-se que o parâmetro 1θ  segue uma distribuição a priori uniforme de 
parâmetros e o parâmetro τ  segue uma distribuição Ga (1.0E-4,1.0E-4). Sabe-se ainda que 
o modelo é da forma ( )1.1.1.3  , n =300 e portanto o modelo para o WinBUGS pode 
expressar-se pelas expressões: 
 
 
 
Consideram-se 6,01 =θ  e 1=τ  como valores iniciais para os parâmetros do 
modelo. Nota-se que a condição de invertibilidade se verifica pois [ ]1,16,01 −∈=θ . 
 
Portanto, ajustou-se um modelo de médias móveis de primeira ordem e calculou-se 
os valores das medidas de discrepância. O output com as estimativas dos parâmetros do 
modelo é apresentado na tabela 2.4.  
  
 
 
Tabela 2.4: Output do WinBUGS com as estimativas dos parâmetros do modelo de 
médias móveis de primeira ordem da série tY   
 
Na figura 2.4 são apresentados os gráficos das densidades marginais a posteriori dos 
parâmetros do modelo. Aqui pode-se comprovar as conclusões da análise efectuada no 
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tópico 3.2.1 ii) em que a distribuição marginal do parâmetro 1θ  é uma distribuição t-
Student com 0002,2991)4(^10230012 =−−×+=−+ αn  graus de liberdade enquanto a  
distribuição marginal do parâmetro τ  não era identificada. 
 
   
 
Figura 2.4: Gráficos das densidades marginais a posteriori dos parâmetros do modelo 
de médias móveis de primeira ordem da série tY   
 
O modelo de médias móveis de primeira ordem encontrado pelo WinBUGS é: 
 
10.461- −= ttty εε , ( )2.4.2.2,,2,1 nt K=  
com 0.2632=τ  
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Capítulo 3 
 
 
Análise Bayesiana de alguns modelos de 
contagem  
 
 
A modelação de séries temporais de valor discreto tem sido menos desenvolvido 
em todas as áreas de investigação de séries temporais, pois o facto de que os valores das 
variáveis serem inteiros limita a aplicação da metodologia desenvolvida para séries com 
representações mais tradicionais; nomeadamente modelos lineares visto que o produto de 
uma constante real por uma variável aleatória de valor inteiro produz uma variável 
aleatória real. Ultimamente tem havido um número de tentativas de desenvolver uma 
classe adequada de modelos que se possam aplicar as séries temporais de valor discreto. 
 
Variáveis discretas de séries temporais podem surgir em vários contexto, por 
contagem de acontecimentos, objectos ou indivíduos ao longo do tempo ou em intervalos 
consecutivos de tempo. Alguns exemplos são o número de acidentes de uma determinada 
fábrica em cada mês, o número de pacientes tratados por hora num hospital ou unidade de 
emergência, o número de pescado capturado por semana em determinada área do mar. 
Estes dados podem também surgir da “discretização” de uma variável contínua de séries 
temporais, por exemplo a redução de volumes diários de precipitação para uma série 
binária de 0 (dias secos) e 1 (dias molhados). Em muitos casos, existem muitos valores 
para a variável discreta e faz sentido uma aproximação a uma série continua. Porém, 
muitas vezes isso não é possível e é necessário encontrar modelos específicos para 
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processos de contagem. Além disso, frequentemente a série observada apresenta grande 
dependência no tempo ou mais geralmente dependência nas covariâncias. A natureza de 
tais dependências conduziu a modelos lineares generalizados ou uma abordagem 
semelhante a regressão, mais particularmente a regressão de Poisson. Portanto a 
distribuição de Poisson revela uma grande importância no processo de modelação de dados 
de contagem. 
 
Têm sido propostos vários modelos para processos estacionários com distribuição 
marginal discreta e neste capítulo serão estudados alguns deles, nomeadamente modelos 
autoregressivos de valores inteiros de primeira e segunda ordem (INAR (1) e INAR (2)) e 
modelos de médias móveis de valores inteiros de primeira e segunda ordem (INMA (1) e 
INMA (2)). Estes modelos baseiam-se numa operação designada operação thinning. 
 
3.1 Operação thinning 
 
Os processos INAR e INMA são respectivamente uma adaptação dos modelos AR 
e MA a dados inteiros em que a operação multiplicação é substituída pela operação 
thinning definida por Steutel e van Harn (1979). A operação thinning representa-se por 
“o ”. 
 A operação thinning entre o parâmetro α  e a variável aleatória Y  define-se como, 
( ) ,
1
∑
=
=
Y
i
iUY αα o                                                   ( )1.1.3        
 
onde ( ){ }αiU  é uma sucessão i.i.d de v.a.’s de Bernoulli com probabilidade de sucesso α , 
isto é ( ) ( )αα ,1~ BU i . A sucessão ( ){ }αiU  designa-se por processo de contagem. Assim, 
YY =oα  e 00 =Yo . 
 
Deste modo, a operação thinning é uma operação aleatória discreta com uma 
distribuição de probabilidade associada. Portanto, YY |oα  tem distribuição binomial de 
parâmetros Y  e α . Por este motivo, a operação dada em ( )1.1.3  é também designada 
operação thinning binomial. 
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Algumas propriedades da operação thinning binomial foram estudadas por Oliveira 
(2000). Assim, para a operação definida em ( )1.1.4  destacam-se as seguintes: 
( )1 ( ) ( )YEYE αα =o  
( )2 ( )[ ] [ ]WYEYWE αα =o  
( )3 ( )( )[ ] ( )YZEZYE αββα =oo  
onde WY ,  e Z  são variáveis aleatórias. 
 
3.2 Processos auto-regressivos de valor inteiro 
 
O processo auto-regressivo de valores inteiros (do inglês INteger-valued 
AutoRegressive) foi introduzido por McKenzie (1986, 1988) e posteriormente por Al-Osh 
& Alzaid (1987). Recorreram à operação thinning binomial definida por Steutel e van Harn 
(1979) para substituir a operação de multiplicação usual no processo AR(1) e propuseram 
o processo INAR(1) particularmente usado para séries de contagem.  
 
Um processo estocástico discreto de valor inteiro não negativo { }tY  diz-se um 
processo de contagem INAR (1) se satisfaz a condição 
,2,1 ≥+= − tyy ttt εα o                                                        ( )1.2.3  
onde ] ]1,0∈α ,  a operação o  é a operação thinning binomial definida em ( )1.1.3  e { }tε  é 
uma sucessão de variáveis aleatórias inteiras, não negativas, independentes e identicamente 
distribuídas, com média εµ , variância finita 2εσ  e independentes de 1−ty . Assim, este 
processo indica que, de modo independente, em cada momento t  cada elemento pode 
continuar no processo com probabilidade α  ou abdica com probabilidade α−1 . 
 
Para o processo INAR (1), Al-Osh & Alzaid (1987) entre outros, demonstraram que 
o valor esperado pode escrever-se como  
( ) ( ) ( ) ( ) ( ) ,111 εµαεαεα +=+=+= −−− tttttt YEEYEYEYE oo           ( )2.2.3  
 usando a propriedade ( )2  da operação thinning binomial. E ainda devido à 
estacionariedade do processo dada em ( )1.2.3  tem-se ( ) ( )1−= tt YEYE  e portanto a equação 
( )2.2.3  pode ser reescrita do seguinte modo: 
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( ) ( ) ( ) ( ) ( ) ( ) .1/11 αµµαµα εεε −=⇒=−⇒+= − tttt YEYEYEYE          ( )3.2.3  
A variância é dada por  
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[ ] ( ) 2112 εσαα ++= −− tt YEYVar                                                               ( )4.2.3  
 
Analogamente devida à estacionariedade do processo dada em ( )1.2.3  tem-se 
( ) ( ) K==
−1tt YVarYVar  e portanto a equação ( )3.2.3  pode ser reescrita do seguinte modo: 
( ) [ ] ( ) ( ) ( ) ( ) 2122112 εε σαασαα ++=⇒++= −−− tttttt YEYVarYVarYEYVarYVar  
( ) ( ) ( ) ( ) ( )2222 1/1 ασαµσαµα εεεε −+=⇒+=−⇒ tt YVarYVar  
 
Relativamente às funções de autocovariância e autocorrelação elas são definidas 
pelas expressões seguintes: 
( ) ( ) ( )0, γαγ kktt YYCovk == +  
( ) ( ) kktt YYCorrk αρ == +, . 
 
Portanto estas propriedades têm algumas semelhanças com as propriedades do processo 
AR (1) visto que ambos os modelos têm a mesma estrutura de autocorrelação. 
 
Du e Li (1991) propuseram uma extensão para a ordem p, INAR (p): 
,...2211 tptpttt yyyy εααα ++++= −−− ooo  
onde { }tε  é definido como em ( )1.1.4 , [ ]1,0∈iα , pi ,...,1= , 0≠pα  e as séries de 
contagem pky ktk ,...,1, =−oα são mutuamente independentes e independentes de  { }tε .  
 
Ainda Du e Li (1991) mostraram que as condições de estacionariedade de segunda 
ordem dos processos INAR (p) são as mesmas de um processo AR (p), ou seja, um 
processo INAR (p) é estacionário se as raízes do polinómio autoregressivo de ordem p 
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estiverem fora do círculo unitário. Mais tarde, Latour (1998) mostrou que a condição de 
estacionariedade é equivalente a 1
1
<∑
=
p
k
kα . Estes mesmos autores propuseram estimadores 
de Yule-Walker para os parâmetros desconhecidos e demonstraram que o método de 
mínimos quadrados condicionais fornece estimativas assimptoticamente normais. 
 
            Em 2005, Silva N., desenvolveu um trabalho com incidência nos modelos INAR de 
Poisson com um estudo comparativo entre as abordagens clássica e bayesiana. 
 
As distribuições que produzem soluções estacionárias para o processo auto-
regressivo de valor inteiro são: Poisson, geométrica e binomial negativa. Neste trabalho 
serão consideradas as distribuições de Poisson e geométrica para o processo das inovações. 
 
3.2.1 Inferência bayesiana para processos INAR (1) de Poisson 
 
Considerando um processo INAR (1), se se pretender obter uma distribuição de 
Poisson para a distribuição de { }tY  é necessário que { }tε  também tenha uma distribuição 
de Poisson. Mais concretamente, { }tY  tem distribuição de Poisson com média ( )αλ −1  se 
e só se { }tε  tem distribuição de Poisson de média λ . Portanto, a distribuição de Poisson 
tem um papel análogo ao da distribuição normal no modelo ARMA.  
 
Considera-se o processo auto-regressivo de valor inteiro de primeira ordem INAR 
(1) dado por: 
,2,1 ≥+= − tyy ttt εα o                                       ( )1.1.2.3  
 
onde a operação “ o ” é a operação thinning binomial, ( )1,0∈α  e { }tε  é uma sucessão de 
variáveis aleatórias de Poisson de parâmetro λ , não correlacionadas e independentes de 
1−ty .  
 
Sob estas condições e dado 1y  a função verosimilhança da amostra ( )nyyy ,...,2=  
é dada por, 
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A variável aleatória 1| −tt YY  é a convolução da distribuição binomial de parâmetros 1−tY  e 
α  com a distribuição de Poisson de parâmetro λ , portanto a sua função massa de 
probabilidade é dada por,  
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Deste modo, a função verosimilhança condicional a 1y  é dada por, 
 
( ) ( ) ( ) ( )2.1.2.3,1!|,, 1021
1 iy
iy
tiy
i
M
i t
tn
t
t
t
C
iy
eyyl −
−
−
==
−
−
−
=
−∑∏ ααλλα λ  
 
onde ( ) ntyyM ttt ,...,2,,min 1 == − .  
 
Consideremos a distribuição beta como distribuição a priori para o parâmetro α  e 
a distribuição gama como distribuição a priori para o parâmetro λ , isto é, 
 
( ) ( ) ( ) 0,,,~,1 11 >−∝ −− babaBeh ba αααα  
e 
( ) ( ) ( ) 0,,,~,exp1 >−∝ − dcdcGadh c λλλλ . 
 
A escolha das distribuições beta e gama para distribuições a priori dos parâmetros 
prende-se com o facto de serem as conjugadas da binomial e Poisson respectivamente. 
 
Supondo α  e λ  independentes, a distribuição a priori conjunta é dada por, 
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( ) ( ) ( ) ,1exp, 111 −−− −−∝ bac dh ααλλλα  
 
onde 10,0 <<> αλ  e os hiperparâmetros cba ,,  e d  são conhecidos e positivos. Nota-se 
que se 0→a , 0→b , 0→c  e 0→d  tem-se o caso de uma distribuição a priori não 
informativa. 
 
Assim, a distribuição a posteriori conjunta, calculada de acordo com a equação 
( )4.1.1  é dada por 
( ) ( )[ ] ( ) ( ) ( ) .1!1exp|,
11
02
111 iy
iy
tity
i
tM
i t
tn
t
bac C
iy
ndyh −
−
−
−
==
−
−−
−
−
×−+−∝ ∑∏ ααλααλλλα  
( )3.1.2.4  
Integrando ( )3.1.2.3  em ordem a α , a distribuição marginal a posteriori para λ  é 
dada por 
( ) ( )[ ] ( ) ( ) ( ) .1!1exp|
11
02
111 ααα
λ
ααλλλ dC
iy
ndyh iy
iy
tity
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i t
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Integrando ( )3.1.2.3  em ordem a λ , a distribuição marginal a posteriori para α  é 
dada por 
( ) ( )[ ] ( ) ( ) ( ) .1!1exp|
11
02
111 λααλααλλα dC
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iy
tity
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Como se pode verificar estes integrais são muito complexos e portanto é necessário utilizar 
a metodologia de Gibbs para obter as estimativas de λ e α . Para tal devem-se calcular as 
distribuições condicionais completas para os parâmetros λ  e α .  
 
A distribuição condicional completa para o parâmetro λ  é 
( ) ( )[ ] ( ) ( )4.1.2.3,,exp,|
02
1 ∑∏
==
− −×+−∝
tM
i
t
n
t
c iyitLndyh λλλαλ  
onde   
( ) ( ) ( )
iytiy
i
t
tC
iy
itL −−−
−
=
− 11
!
1
,
1 αα  e 0>λ . 
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A distribuição dada em ( )4.1.2.3  é uma combinação linear de funções densidade de 
probabilidade de variáveis aleatórias com distribuição gama. 
 
Analogamente a distribuição condicional completa para α  é dada por 
( ) ( ) ( ) ( ) ( )5.1.2.3,1,1,| 1
02
11 iyti
M
i
n
t
ba
t
itKyh −−
==
−
−
−×−∝ ∑∏ ααααλα  
onde  
( ) ( ) 1!, −−=
−
ty
i
t
t
C
iy
itK
iyλ
 e 10 << α . 
A distribuição dada em ( )5.1.2.3  é uma combinação linear de funções densidade de 
probabilidade de variáveis aleatórias com distribuição beta. 
 
Agora que são conhecidas as distribuições condicionais completas para os 
parâmetros pode-se utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
3.2.2 Inferência bayesiana para processos INAR(1) geométrica 
 
Considera-se o processo auto-regressivo de valor inteiro de primeira ordem INAR 
(1) dada por: 
2,1 ≥+= − tyy ttt εα o ,                                      ( )1.1.2.3  
 
onde a operação “ o ” é a operação thinning binomial, ( )1,0∈α  e { }tε  é uma sucessão de 
variáveis aleatórias geométricas com média 
p
p−1
 , ( )10 << p  não correlacionadas e 
independentes de 1−ty .  
 
Sob estas condições e dado 1y  a função verosimilhança da amostra ( )nyyy ,...,2=  
é dada por, 
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A variável aleatória 1| −tt YY  é a convolução da distribuição binomial de parâmetros 1−tY  e 
α  com a distribuição geométrica com média 
p
p−1
 , portanto a sua função massa de 
probabilidade é dada por, 
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Deste modo, a função verosimilhança condicional a 1y  é dada por, 
( ) ( ) ( ) ( )2.1.2.3,11|,, 1
02
1
1 iytiy
i
M
i
iy
n
t
t
t
t Cppypyl −−
=
−
=
−−=
−∑∏ ααα  
 
onde ( ) ntyyM ttt ,...,2,,min 1 == − .  
 
Considerando novamente a distribuição beta como distribuição a priori para os 
parâmetros α  e p , tem-se 
 
( ) ( ) ( ) 0,,,~,1 11 >−∝ −− babaBepppph ba  
e 
( ) ( ) ( ) 0,,,~,1 11 >−∝ −− dcdcBeh dc αααα . 
 
A escolha da distribuição beta para distribuição a priori dos parâmetros prende-se , 
novamente com o facto de ser a conjugada da binomial e da geométrica.  
 
Supondo α  e p  independentes, a distribuição a priori conjunta é dada por, 
( ) ( ) ( ) ,11, 1111 −−−− −−∝ dcba ppph ααα  
 
onde 10 << α  e os hiperparâmetros cba ,,  e d  são conhecidos e positivos. 
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Assim, a distribuição a posteriori conjunta, calculada de acordo com o teorema de 
Bayes é dada por 
( ) ( ) ( ) ( ) ( ) ( )3.1.2.3.1111|, 1
02
111 1 iytiy
i
M
i
iy
n
t
dcba t
t
t Cppppyph −−
=
−
=
−
−
−
−−×−−∝ −∑∏ ααααα  
 
Analogamente ao verificado na secção anterior, também não se obtêm formas 
fechadas para as distribuições a posteriori marginais de p  e λ , daí a necessidade da 
obtenção das distribuições condicionais completas. Assim, a distribuição condicional 
completa para o parâmetro p  é 
( ) ( ) ( ) ( ) ( )4.1.2.3,,11,|
02
1 ∑∏
=
−
=
−
−×−∝
t
t
M
i
iy
n
t
ba itNppnpyph α  
onde   
( ) ( ) iytiyi tCitN −−−= − 11, 1 αα  .  
A distribuição dada em ( )4.1.2.3  é uma combinação linear de funções densidade de 
probabilidade de variáveis aleatórias com distribuição beta. 
 
Do mesmo modo, a distribuição condicional completa para α  é dada por 
( ) ( ) ( ) ( ) ( )5.1.2.3,1,1,|
0
1
2
11 ∑∏
=
−
=
−
−
−
−×−∝
tM
i
ti
n
t
dc iyitMyph ααααα  
onde  
( ) ( ) 11, −−−= tt yiiy CpitM  e 10 << α . 
A distribuição dada em ( )5.1.2.3  é uma combinação linear de funções densidade de 
probabilidade de variáveis aleatórias também com distribuição beta. 
 
Agora que são conhecidas as distribuições condicionais completas para os 
parâmetros pode-se utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
3.2.3 Inferência bayesiana para processos INAR (2) de Poisson 
 
Consideremos o processo auto-regressivo de valor inteiro de segunda ordem, 
INAR(2) dado por: 
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3,2211 ≥++= −− tyyy tttt εαα oo                                      ( )1.2.2.3  
onde a operação “ o ” é a operação thinning binomial, ( )1,0, 21 ∈αα  e { }tε  é uma sucessão 
de variáveis aleatórias de Poisson de parâmetro λ , não correlacionadas e independentes de 
1−ty  e 2−ty . Admite-se a interpretação de Du e Li (1991), na qual ( )1.2.2.3  pode ser 
interpretado como um processo especial de renovamento múltiplo com imigração na qual 
num período e tempo t fixo cada contagem é filtrada duas vezes: uma por cada 1α  no 
instante 1+t  e seguidamente por 2α  no instante 2+t . Neste contexto 11 −tyoα   e 22 −tyoα  
são mutuamente independentes entre si e independentes de { }tε , onde  
( )11111 ,~| αα −−− ttt yByyo  e ( )22222 ,~| αα −−− ttt yByyo . 
 
O processo auto-regressivo de valor inteiro de segunda ordem é estacionário se 
121 <+ αα . O valor médio é dado por, 
( ) ( )211/ ααλ −−=tYE . 
Dados 1y  e 2y , a função verosimilhança da amostra ( )nyyyy ,...,, 21=  para o 
modelo INAR(2) é dada por, 
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Pode-se verificar que a variável aleatória 21 ,| −− ttt YYY  é a convolução das distribuições 
binomiais de parâmetros ( )11 ,α−tY  e ( )22 ,α−tY  com a distribuição de Poisson de parâmetro 
λ , portanto a sua função massa de probabilidade é dada por, 
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( )2.2.2.4  
Deste modo, a função verosimilhança condicional a 1y  e 2y  é dada por, 
( ) ( ) ( )3.2.2.3.,|,|,,,
3
212121 ∏
=
−−
=
n
t
ttt yyypyyyl λαα  
Uma vez que 121 <+ αα , as distribuições dos parâmetros 1α  e 2α  não poderão ser 
independentes. Assim e continuando a usar as distribuições conjugadas considera-se 
( )baBe ,~1α  , 0, >ba  
( )112 ,0,,~| ααα dcBeg , 0, >dc , 10 1 << α      4 
e 
( ) 0,,,~ >fefeGaλ . 
  
Assim, a distribuição a priori conjunta é dada por, 
( ) ( ) ( ) ( )( ) 11
1
21
1
21
1
1
1
1
21 1
11exp,,
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−−∝ dc
dc
bae fh
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onde 10,0 21 <+<> ααλ  e os hiperparâmetros edcba ,,,,  e f  são conhecidos e 
positivos. 
 
Assim, a distribuição a posteriori conjunta, calculada de acordo com a equação 
( )4.1.1  é dada por 
( ) ( ) ( ) ( )( ) ( )∏= −−−+
−
−
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( )4.2.2.3  
                                               
4  Ver Anexo D 
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onde ( )21 ,| −− ttt yyyp  é da forma dada em ( )2.2.2.3 . 
 
Facilmente se verifica que os integrais da equação ( )4.2.2.3  em ordem aos 
parâmetros 1α , 2α  e λ   são muito complexos e não se consegue obter uma forma fechada. 
Portanto é necessário utilizar a metodologia de Gibbs para obter as estimativas de 1α , 2α  e 
λ . Para tal devem-se calcular as distribuições condicionais completas para os parâmetros 
assim como foi feito para o processo auto-regressivo de valor inteiro de primeira ordem. 
( ) ( ) ( ) ( )( ) ( ).,|1
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ααλλλαα  
 
 As distribuições condicionais completas para os parâmetros 1α , 2α  e λ  são 
respectivamente: 
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( ) ( ) ( ) ( )7.2.2.3.,|exp,,|
3
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21 ∏
=
−−
− ×−∝
n
t
ttt
e yyypfyh λλααλ  
 
Conhecidas as distribuições condicionais completas para os parâmetros pode-se 
utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
 
3.2.4 Inferência bayesiana para processos INAR (2) geométrica 
 
Considera-se o processo auto-regressivo de valor inteiro de segunda ordem, 
INAR(2) dada por: 
,3,2211 ≥++= −− tyyy tttt εαα oo                                      ( )1.2.2.3  
onde a operação “ o ” é a operação thinning binomial, ( )1,0, 21 ∈αα  e { }tε  é uma sucessão 
de variáveis aleatórias geométricas com média 
p
p−1
, não correlacionadas e independentes 
de 1−ty  e 2−ty .  
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Dados 1y  e 2y , a função verosimilhança da amostra ( )nyyyy ,...,, 21=  para o 
modelo INAR(2) é dada por, 
 
( ) ( )∏
=
−−
=
n
t
ttt yyypyypyl
3
2121 ,|,|,,α . 
 
 Analogamente pode-se verificar que a variável aleatória 21 ,| −− ttt YYY  é a convolução das 
distribuições binomiais de parâmetros ( )11 ,α−tY  e ( )22 ,α−tY  com a distribuição geométrica 
com média 
p
p−1
; portanto a sua função massa de probabilidade é dada por, 
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( )2.2.2.3  
 
Deste modo, a função verosimilhança condicional a 1y  e 2y  é dada por, 
( ) ( ) ( )3.2.2.3.,|,|,,,
3
212121 ∏
=
−−
=
n
t
ttt yyypyypyl αα  
 
Consideram-se as seguintes distribuições para os parâmetros 1α , 2α  e p : 
( ),,~1 baBeα  ( )αα ,0,,|~1 dcBeg e ( )feBep ,~  com 0,,,,, >fedcba . Assim a 
distribuição a priori conjunta é dada por, 
( ) ( ) ( ) ( )( ) 11
1
21
1
21
1
1
1
11
1
111,
−+
−
−
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−
−
−
−
−−
−−∝ dc
dc
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α
ααα
ααα , 
 
onde 1,0,0,,,,, 21 <<> ααfedcba  e os hiperparâmetros edcba ,,,,  e f  são conhecidos.  
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Consequentemente, a distribuição a posteriori conjunta, calculada de acordo com a 
equação ( )4.1.2  é dada por 
( ) ( ) ( ) ( )( ) ( )∏= −−−+
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( )4.2.2.3  
onde ( )21 ,| −− ttt yyyp  é da forma dada em ( )2.2.2.3 . 
 
É necessário utilizar a metodologia de Gibbs para obter as estimativas de 1α , 2α  e 
p . Para tal devem-se calcular as distribuições condicionais completas para os parâmetros 
assim como foi feito para o processo auto-regressivo de valor inteiro de primeira ordem. 
 
As distribuições condicionais completas para os parâmetros 1α , 2α  e λ  são 
respectivamente: 
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( ) ( ) ( ) ( )7.2.2.3,,|1,,|
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−
− ×−∝
n
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Conhecidas as distribuições condicionais completas para os parâmetros pode-se 
utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
3.2.5 Previsão 
 
Considera-se o processo auto-regressivo de valores inteiros de primeira ordem dada 
em ( )1.1.1.3 , suponha-se que é pretendida a previsão do valor futuro hty + , então a 
densidade de hty +  dado ty  é,  
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( ) ( ) ( )thttththttht yypyYyYPyyf ||| ++++ ==== . 
 
A variável aleatória tht YY |+  é a convolução da distribuição binomial de parâmetros tY  e 
hα  com a distribuição de Poisson de parâmetro ( ) ( )ααλ −− 11 h  (Freeland, 1998), 
portanto a sua função massa de probabilidade é dada por, 
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de  K,1,0=+hty . 
 
Como a distribuição preditiva bayesiana é dada por  
( ) ( ) ( ) λαλαρρ ∫ ∫ ×= ++ ddyyylyy tthttht |,|| ,  
então 
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Esta expressão demonstra uma grande complexidade e a obtenção do integral torna-
se de difícil tratamento. No entanto, o que se pretende é a obter é uma previsão pontual 
para hty +   , ou seja, ( )ththt yyEy |ˆ ++ =  que pode ser determinada através da propriedade da 
esperança matemática  
 
( )[ ] ( )[ ][ ]tthttht yyyfEEyyfE |,,|| λα++ =   
Então, 
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Estes valores médios podem ser estimados, através de geração de valores obtido 
pelo algoritmo de Gibbs através de: 
∑∑
==
+
−
−
+≈
m
i i
h
i
i
m
i
h
itht
mm
yy
11
,
1
111
ˆ
α
αλα  
onde m  é o número de iterações usadas na amostragem de Gibbs (após a convergência) e 
iλ  e iα  são valores gerados a partir das distribuições condicionais completas. 
 
O caso da utilização da distribuição geométrica em vez da Poisson é de fácil 
aplicação e não será apresentada neste trabalho. 
 
 
3.2.6 Exemplo de um processo inteiro autoregressivo de Poisson utilizando 
WinBUGS 
 
Para este exemplo, utiliza-se também o software R para gerar os dados iniciais. 
Parte-se do princípio de que o processo de médias móveis tem inovações que seguem uma 
distribuição Poisson com média unitária e com a relação 
,2,1 ≥+= − tyy ttt εα o  
determina-se o conjunto de 50 observações que se encontra no Anexo A3. 
 
A definição da variável e algumas medidas de estatística descritiva, nomeadamente 
a média, o desvio padrão, o mínimo e o máximo do conjunto de dados são apresentados na 
tabela 3.1. 
 
 
Nº de 
observações Mínimo Máximo Média Desvio Padrão 
tY  50 0 4 1,5 1.199490 
 
Tabela 3.1: Medidas descritivas da série tY   
 
A Figura 3.1 representa as 300 observações geradas e o seu comportamento 
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              Figura 3.1: Comportamento da série tY  
  
Assuma-se que o parâmetro α  segue uma distribuição a priori Be(1.0E-4,1.0E-4) e 
o parâmetro λ  segue uma distribuição a priori Be(1.0E-4,1.0E-4). Sabe-se ainda que o 
modelo é da forma ( )1.1.1.3  , n =50 e portanto o modelo para o WinBUGS tem a forma: 
 
 
 
Consideram-se 45.0=α  e 1=λ  como valores iniciais para os parâmetros do 
modelo. Nota-se que a condição de estacionariedade se verifica pois [ ]1,145.0 −∈=α . 
 
Portanto, ajustou-se um modelo inteiro autoregressivo de primeira ordem e 
calculou-se os valores das medidas de discrepância. O output com as estimativas dos 
parâmetros do modelo é apresentado na tabela 3.2.  
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Tabela 3.2: Output do WinBUGS com as estimativas dos parâmetros do modelo 
autoregressivo inteiro de primeira ordem da série tY   
 
Na figura 3.2 são apresentados os gráficos das densidades marginais a posteriori dos 
parâmetros do modelo. Aqui pode-se comprovar as conclusões da análise efectuada no 
tópico 3.2.1 ii) em que a distribuição marginal do parâmetro 1θ  é uma distribuição t-
Student com 0002,2991)4(^10230012 =−−×+=−+ αn  graus de liberdade enquanto a  
distribuição marginal do parâmetro τ  é não tem uma forma fechada. 
 
  
 
Figura 3.2: Gráficos das densidades marginais a posteriori dos parâmetros do modelo 
autoregressivo inteiro de primeira ordem da série tY   
 
O modelo autoregressivo inteiro de primeira ordem encontrado pelo WinBUGS é: 
 
ttt yy ε+= −16107.0 o , ( )2.4.2.2,,2,1 nt K=  
com 0.65=λ . 
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3.3 Processos de médias móveis de valor inteiro 
 
O processo de médias móveis de valor inteiro INMA(q) – q order INteger valued 
Moving Average – é uma adaptação do processo MA(q) em que substitui-se a operação 
multiplicação usual pela operação thinning definida no tópico anterior. 
 
McKenzie (1986) introduziu o processo INMA(1) para distribuições marginais 
geométrica e binomial negativa fazendo uma analogia a um processo continuo com 
distribuição marginal exponencial proposto por Lawrence e Lewis (1980). Dois anos mais 
tarde Mackenzie (1982) desenvolveu o processo de médias móveis de valor inteiro de 
primeira ordem para a distribuição marginal de Poisson. 
 
Um processo estocástico discreto de valor inteiro não negativo { }tY  diz-se um 
processo de contagem INMA(1)  se satisfaz a condição 
,2,1 ≥+= − ty ttt εβε o                                                     ( )1.3.3  
onde ] ]1,0∈β ,  a operação o  é a operação thinning binomial definida em ( )1.1.3  e { }tε  é 
uma sucessão de variáveis aleatórias inteiras, não negativas, independentes e identicamente 
distribuídas, com média εµ , variância finita 2εσ  e independentes de 1−ty .  
 
Para o processo INMA(1), o valor esperado pode escrever-se como  
( ) ( ) ( ) ( ) ( ) ( ) ,1111 εεεε µβµβµεβµεβεεβε +=+=+=+=+= −−− tttttt EEEEYE oo           
( )2.3.3  
onde a penúltima igualdade deve-se à propriedade ( )2  da operação thinning binomial.  
 
A variância é dada por  
 
( ) ( ) ( ) ( ) =





+=+=+= ∑
−
=
−−
1
1
2
11
t
i
ittttt UVarVarVarVarYVar
ε
εσεβεεβε oo  
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    ( )3.3.3  
 
Al-Osh e Alzaid (1988) propuseram uma extensão para a ordem q, INMA(q): 
,...2211 qtqtttty −−− ++++= εβεβεβε ooo                                    ( )4.3.3  
onde { }tε  é definido como em ( )1.3.3 , [ ]1,0∈iβ , qi ,...,1= , 0≠qβ .  
 
As suas propriedades de valor médio, variância e funções autocovariância e 
autocorrelação foram estudados por Al-Osh e Alzaid (1988). Já Brännäs e Hall (2001) 
estudaram a estimação dos parâmetros do modelo de ordem q usando os métodos de Yule-
Walker, mínimos quadrados condicionais e método dos momentos generalizados.  
 
            Em 1998, Hall (1988) desenvolveu uma classe de modelos de contagem, GINMA 
(Generalized INteger Moving Average). Neste trabalho Hall estudou as propriedades 
básicas do modelo, estimação dos parâmetros e propriedades dos estimadores.  
 
A generalização para a ordem infinita INMA( ∞ ) é obtida através da equação 
,
0
∑
+∞
=
−
=
i
itity εβ o                                                    ( )5.3.3  
onde em muitas ocasiões 0β  é considerado unitário e { }tε  é definido como em ( )1.3.3 . 
Hall estudou a obtenção do INMA( ∞ ) através do INAR(1) utilizando a expressão ( )5.3.3 . 
Neal e Subba Rao (2004) fizeram uma análise da implementação da metodologia MCMC 
para a análise bayesiana de modelos inteiros ARMA (p, q), usando a priori’s uniformes 
não informativas para os parâmetros. 
 
Por analogia a abordagem utilizada para os processos INAR, serão consideradas as 
distribuições marginais de Poisson e geométrica para os processos INMA. Na análise feita 
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neste processo fez-se uma adaptação dessa metodologia apresentada por Neal e Subba Rao 
(2004). 
 
3.3.1 Inferência bayesiana para processos INMA(1) de Poisson 
 
Considera-se o processo de médias móveis auto-regressivo de valor inteiro de 
primeira ordem INMA(1) dado por: 
,1−+= ttty εβε o                                               ( )1.1.3.3  
 
onde a operação “ o ” é a operação thinning binomial, ] ]1,0∈β  e { }tε  é uma sucessão de 
variáveis aleatórias de Poisson de parâmetro λ , não correlacionadas e independentes de 
1−ty . 
Representando 1−tεβ o  por 1,tv  e para 1≥t , a expressão ( )1.1.3.3  pode ser reescrita 
na forma 
.1,ttt vy −=ε                                         ( )2.1.3.3  
Suponha-se ( )nne εεε ,,, 21 K=  com 0ε  conhecido e nulo, então para 1≥t  a função 
verosimilhança da amostra ( )nyyyy ,...,, 21=  é dada por, 
( ) ( ) ( )∏
=
−
==
n
t
tttn vlevlyl
1
101,00 ,,,|,,,|,,,| λβεεελβελβε       ( )3.1.3.3  
Verifica-se que a última expressão é uma convolução da distribuição binomial de 
parâmetros 1−tε  e β  com a distribuição de Poisson de parâmetro λ , portanto  
 
( ) ( ) ( )
( ) .1
!
,,,|,,,|,,,|,
1,1,
1,
11
101,10101,
tt
t
vtvt
v
t
t
ttttttt
Ce
vllvl
−
−
−
−
−−−
−×=
=×=
εε
ε
ββ
ε
λ
λβεελβεεελβεεε
λ    ( )4.1.3.3  
 
Considerando a distribuição beta como distribuição a priori para o parâmetro β  e a 
distribuição gama como distribuição a priori para o parâmetro λ , isto é, tem-se 
 
( ) ( ) ( ) 0,,,~,1 11 >−= −− babaBeh ba ββββ  
e 
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( ) ( ) ( ) 0,,,,~,exp1 >−∝ − λλλλλ dcdcGadh c . 
 
Supondo β  e λ  independentes, a distribuição a priori conjunta é dada por, 
( ) ( ) ( ) ,1exp, 111 −−− −−∝ bac dh ββλλλβ                                        ( )5.1.3.3  
 
onde 10,0 <<> βλ  e os hiperparâmetros cba ,,  e d  são conhecidos e positivos. 
 
Assim, a distribuição a posteriori conjunta, calculada de acordo com o teorema de 
Bayes é obtida através do cálculo  
( ) ( )[ ] ( ) ( ) .1
!
1exp|,
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111 ∏
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n
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ε
λββλλλβ  
( )6.1.3.3  
Integrando ( )6.1.3.3  em ordem a β , a distribuição marginal a posteriori para λ  é 
dada por 
( ) ( )[ ] ( ) ( )∫ ∏ 
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Integrando ( )6.1.3.3  em ordem a λ , a distribuição marginal a posteriori para β  é 
dada por 
( ) ( )[ ] ( ) ( ) λββ
ε
λββλλβ εε
ε
dCndyh
n
t
tvttvt
tv
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111 1
!
1exp| . 
 
Como se pode verificar, mais uma vez, estes integrais são muito complexos e não se 
consegue obter a sua forma fechada portanto é necessário utilizar a metodologia de Gibbs 
para obter as estimativas aproximadas para λ e β . Para tal devem-se calcular as 
distribuições condicionais completas para os parâmetros λ  e β .  
 
A distribuição condicional completa para o parâmetro λ  é 
( ) ( )[ ] ( ) ( )7.1.3.3,,exp,|
2
1 it
n
t
c tLndyh −∏
=
− ×+−∝ ελβλλβλ  
onde   
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( ) ( ) 1,1,
1,
11 1
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1
,
tt
t
vtvt
v
t
CtL −−− −= εε ββ
ε
β  e 0>λ . 
 
Analogamente a distribuição condicional completa para β  é dada por 
( ) ( ) ( ) ( ) ( )8.1.3.3,1,1,| 1,1, 1
2
11 tt vtv
n
t
ba tKyh −−
=
−
−
−×−∝ ∏ εββλββλβ  
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1,!
,
−
−
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t
t
t
CtK
i
ε
ε
ε
λλ  e 10 << β . 
 
Agora que são conhecidas as distribuições condicionais completas para os 
parâmetros pode-se utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
3.3.2 Inferência bayesiana para processos INMA(1) geométrica 
 
Considera-se o processo auto-regressivo de valor inteiro de primeira ordem 
INMA(1) dada por: 
,1−+= ttty εβε o                                               ( )1.2.3.3  
 
onde a operação “ o ” é a operação thinning binomial, ] ]1,0∈β  e { }tε  é uma sucessão de 
variáveis aleatórias geométrica com média 
p
p−1
 , não correlacionadas e independentes de 
1−ty .  
 
Suponha-se ( )nne εεε ,,, 21 K=  com 0ε  conhecido e nulo, então para 1≥t , a 
função verosimilhança da amostra ( )nyyyy ,...,, 21=  é dada por, 
( ) ( ) ( ).,,,|,,,|,,,|
1
101,00 ∏
=
−
==
n
t
tttn vlevlyl λβεεελβελβε       ( )2.2.3.3  
Verifica-se que a última expressão é uma convolução da distribuição binomial de 
parâmetros 1−tε  e β  com a distribuição geométrica de parâmetro p , portanto  
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Considera-se a distribuição beta como distribuição a priori para os parâmetros p  e 
β , isto é, 
( ) ( ) ( ) 0,,,~,1 11 >−= −− babaBepppph ba  
e 
( ) ( ) ( ) 0,,,~,1 11 >−= −− dcdcBeh dc ββββ  
 
Supondo p  e β  independentes, a distribuição a priori conjunta é dada por, 
( ) ( ) ( ) ,11, 1111 −−−− −−∝ dcba ppph βββ  
 
onde 10 << β  e os hiperparâmetros cba ,,  e d  são conhecidos e positivos. 
 
Assim, a distribuição a posteriori conjunta, calculada de acordo com a equação 
( )4.1.2  é dada por 
( ) ( ) ( ) ( ) ( ) .1111|,
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1111 ∏
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−×−×−−∝
n
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tvttvt
tv
tdcba Cppppyph εεε βββββ  
( )4.2.3.3  
Como se pode verificar os integrais em ordem a p  e β  da expressão ( )4.2.3.3  são muito 
complexos e não é possível encontrar a sua forma fechada pelo que devem ser calculadas 
as distribuições condicionais completas para os parâmetros p  e β .  
 
A distribuição condicional completa para o parâmetro p  é 
( ) ( ) ( ) ( ) ( )5.2.3.3,1,1,|
1
11 ∏
=
−
−
−×−∝
n
t
tba pptLppyph εβα  
onde   
( ) ( ) 1,1,
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11 1, tt
t
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−=
εε βββ  . 
 
Analogamente a distribuição condicional completa para β  é dada por 
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( ) ( ) ( ) ( ) ( )6.2.3.3,1,1,| 1,11,
1
11 tvttv
n
t
dc ptKyph −−
=
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−
−×−∝ ∏ εβββββ  
onde  
( ) ( ) 1
1,
1, −×−= tvt tCppptK
εε
 e 10 << β . 
 
Agora que são conhecidas as distribuições condicionais completas para os 
parâmetros pode-se utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
3.3.3 Inferência bayesiana para processos INMA(2) de Poisson 
 
Considera-se o processo auto-regressivo de valor inteiro de primeira ordem 
INMA(2) dada por: 
,2211 −− ++= tttty εβεβε oo                                               ( )1.3.3.3  
 
onde a operação “ o ” é a operação thinning binomial, ] ]1,0, 21 ∈ββ  e { }tε  é uma sucessão 
de variáveis aleatórias de Poisson de parâmetro λ , não correlacionadas e independentes de 
1−ty  e 2−ty . 
 
Representando iti −εβ o  por itv , , 2,1=i  e para 1≥t , a expressão ( )1.3.3.3  pode ser 
reescrita na forma 
.2,1, tttt vvy −−=ε  
Suponha-se ( )nne εεε ,,, 21 K=  com 0ε  e 1−ε  conhecidos, ( )2,1, , ttt vvv =  então para 
1≥t , a função verosimilhança da amostra ( )nyyyy ,...,, 21=  é dada por, 
( ) ( ) ( )∏
=
−−−−−
==
n
t
ttttnt vlevlyl
1
21211021102110 ,,,,,,|,,,,,|,,,,,| λββεεεεελββεελββεε  
 
Verifica-se que a última expressão é uma convolução das distribuições binomiais de 
parâmetros ( )11 , βε −t , ( )22 , βε −t  com a distribuição de Poisson de parâmetro λ , portanto  
 
 
 
69
( ) ( ) ( )
( ) ( ) .11
!
,,,,|,,,,,,|,,,,,|,
2,2
2
2,
2
2
2,
1
1,1
1
1,
1
1
1,
1
211021211021110
tvttvt
tv
n
t
tvttvt
tv
t
t
n
t
tttttttt
CCe
vllvl
−−
−
−
=
−
−
−
=
−−−−−−
−×−×=
=×=
∏
∏
εεεε
ε
ββββ
ε
λ
λββεελββεεεεελββεεεε
λ
sujeitas as restrições tttt yvv =++ 2,1,ε  , 2,1,, =≤ − iv itit ε . 
 
Consideram-se para 1β  , 12 | ββ  e λ  a distribuição beta, beta generalizada e gama 
respectivamente como distribuições a priori, isto é, ( ) 0,,,~1 >babaBeβ ,  
( )112 ,0,,~| βββ dcBeg  e ( ) 0,,,~ >fefeGaλ . 
 
A distribuição a priori conjunta é dada por, 
( ) ( ) ( ) ( )( ) ,1
11exp,, 1
1
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21
1
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−−∝ dc
dc
bae fh β
βββββλλλββ  
 
onde 10,0 21 <+<> ββλ  e os hiperparâmetros edcba ,,,,  e f  são conhecidos e 
positivos. 
 
Assim, a distribuição a posteriori conjunta, calculada de acordo com o teorema de 
Bayes é dada por 
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( )2.3.3.3  
 
As distribuições condicionais completas para os parâmetros 1β , 2β  e λ  são 
respectivamente: 
( ) ( ) ( )( ) ( ),,,1
11,,| 211
1
1
211
1
1
121 λβββ
ββββλββ Ayh dc
d
ba ×
−
−−
−∝
−+
−
−
−
                     ( )3.3.3.3  
( ) ( ) ( ),,,1,,| 211211212 λβββββλββ Ayh dc ×−−∝ −−                      ( )4.3.3.3  
( ) ( )[ ] ( ),,,exp,,| 21121 λββλλββλ Aneyh f ×+−∝ −                   ( )5.3.3.3  
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Agora que são conhecidas as distribuições condicionais completas para os 
parâmetros pode-se utilizar o algoritmo de Gibbs para determinar as estimativas. 
 
3.3.4 Inferência bayesiana para processos INMA(2) geométrica 
 
Considera-se o processo auto-regressivo de valor inteiro de primeira ordem 
INMA(2) dada por: 
,2211 −− ++= tttty εβεβε oo                                               ( )1.4.3.3  
 
onde a operação “ o ” é a operação thinning binomial, ] ]1,0, 21 ∈ββ  e { }tε  é uma sucessão 
de variáveis aleatórias com distribuição geométrica de parâmetro p , não correlacionadas e 
independentes de 1−tε  e 2−tε . 
 
Tal como se fez anteriormente, ter-se-á para a função verosimilhança da amostra 
( )nyyyy ,...,, 21=   
( ) ( ) ( )∏
=
−−−−
==
n
t
tttnt pvlpevlpyl
1
2111021102110 ,,,,,|,,,,,|,,,,,| ββεεεεββεεββεε . 
 
Verifica-se que a última expressão é uma convolução das distribuições binomiais de 
parâmetros ( )11 , βε −t  e ( )22 , βε −t  com a distribuição geométrica de parâmetro p , portanto  
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Consideram-se as seguintes distribuições  
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( ) 0,,,~1 >babaBeβ , 
( ) 0,,,0,,~| 112 >dcdcBeg βββ  e 
( ) 0,,,~ >fefeBep . 
 
A distribuição a priori conjunta é dada por, 
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onde 10 21 <+< ββ  e os hiperparâmetros edcba ,,,,  e f  são conhecidos e positivos. 
 
Assim, a distribuição a posteriori conjunta, é dada por  
( ) ( ) ( ) ( )( )
( ) ( ) ( ) 2,222,222,
1
1,1
1
1,
1
1
1,
1
1
1
21
1
21
1
1
1
11
21
111
1
111|,,
tvttvt
tv
n
t
tvttvt
tv
t
dc
dc
bafe
CCpp
ppyph
−−
−
−
=
−
−
−+
−
−
−−−
−
−×−×−
×
−
−−
−−∝
∏ εεεεε ββββ
β
βββββββ
 
( )2.4.3.3  
 
As distribuições condicionais completas para os parâmetros 1β , 2β  e p  são 
respectivamente: 
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( ) ( ) ( ),,,1,,| 211211212 pAyph dc βββββββ ×−−∝ −−                      ( )4.4.3.3  
( ) ( ) ( ),,,1,,| 211121 pAppyph fe ββββ ×−∝ −−                   ( )5.4.3.3  
 
onde ( ) ( ) ( ) ( ) 2,2,
2,
1,1,
1,
2
22
2
1
1
11
1
21 111,, ttt
tt
t
vtvt
v
n
t
vtvt
v
t CCpppA −− −−
=
−−
−×−×−= ∏ εεεεε ββββββ  
 
Uma vez conhecidas as distribuições condicionais completas para os parâmetros 
pode-se utilizar o algoritmo de Gibbs para determinar as estimativas. 
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3.3.5 Previsão 
 
Considera-se o processo de médias móveis de valores inteiros de primeira ordem 
dada em ( )1.1.3.3 , suponha-se que é pretendida a previsão do valor futuro hty + , então a 
densidade de hty +  dado ty  é,  
 
( ) ( )nhthttht evyYfyyf ,|| +++ ==  
 
Tem-se então a convolução da distribuição binomial de parâmetros tε  e hβ  com a 
distribuição de Poisson de parâmetro ( ) ( )ββλ −− 11 h , portanto a sua função massa de 
probabilidade é dada por, 
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onde  K,1,0=+hty . 
 
Como a distribuição bayesiana é dada por 
( ) ( ) ( ) λβλβρλβλβ ∫ ∫ ×= ++ ddyyylyyh tthttht |,,,|,,| , então  
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Neste caso, o problema da inferência preditiva é mais complexo, comparando com a 
situação INAR, no entanto, é possível de ser realizada através do método de decomposição 
de Tanner (1996). Muito sucintamente consiste num processo de geração de valores onde 
se começa por gerar valores dos parâmetros a partir da distribuição a posteriori conjunta 
(neste caso, é necessário a amostragem de Gibbs) e depois uma vez substituídos em 
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( )λβ ,,| tht yyl + , geram-se valores de hty +  a partir desta distribuição. O valor previsto 
pretendido, [ ]ththt yyEy |ˆ ++ =  pode ser estimado pela média amostral dos valores obtidos. 
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Capítulo 4 
 
 
Análise de grupos de manchas solares de 
Palehua 
 
 
Este capítulo apresenta a aplicação a um conjunto de valores da análise bayesiana 
de séries temporais e tem por finalidade modelar a evolução das manchas solares. O 
conjunto de valores observados forma uma série temporal tY . O software utilizado neste 
contexto é o WINGUBS. 
 
As manchas solares surgem como manchas no disco do Sol. A sua estrutura pode 
comportar uma região central (escura) denominada umbra e um contorno acinzentado 
denominado penumbra e podem surgir isoladas ou em grupos com diferentes aspectos e 
formas. As manchas movem-se do mesmo modo ao longo do Sol enquanto este roda no seu 
eixo e mudam num período de alguns dias, até mesmo de hora a hora, variando em 
tamanho, desde pequenas (poros) para grupos grandes de manchas cobrindo uma vasta área 
da superfície solar, que depois de um tempo tornam-se menores e desaparecem. O tempo 
que decorre desde o nascimento até a morte de um grupo de mancha solar varia de poucos 
dias a seis meses, com a mediana menos de duas semanas. 
 
Há registros chineses de observações solares que remontam desde a antiguidade. 
Estas observações provavelmente, eram efectuadas a olho nu (sem instrumentos), em 
épocas de máxima actividade solar, quando o Sol encontrava-se próximo ao horizonte ou 
mesmo em ocasiões com névoa. A partir do século XVII, com o surgimento da luneta, 
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Galileu observou o Sol e assim pode-se registrar as manchas periodicamente. Modernas 
medições sistemáticas das manchas solares começaram em 1835. Rudolf Wolf, em 1848, 
utilizou um coeficiente de contagem para quantificar os resultados das observações, 
chamado de Relative Sunspot Numbers (agora designado o Internacional Sunspot 
Numbers), como uma medida da actividade das manchas solares. Recentemente, Hoyt e 
Schatten (1998) introduziram o Group Sunspot Number, que utiliza o número de grupos de 
manchas solares observados, em vez de grupos e individuais manchas solares.  
 
Para ilustrar a técnica apresentada nesta secção, considera-se o número de grupos 
de manchas solares disponíveis on-line no National Geophysical Data Center 
(http://www.ngdc.noaa/gov/), na secção sobre Solar Sunspot Region. Os dados são 
referentes ao número total de grupos de manchas solares semanais que foram registradas 
no observatório solar Palehua Solar Observatory (Hawaii, E.U.A.) durante dois anos 
(1990-1991), em um total de n = 104 observações. Os dados são apresentados na Figura 
4.1. 
 
 
Figura 4.1: Número de Grupos de manchas solares semanais entre 1990 e 1991 
 
As Tabela 4.1 contêm as medidas descritivas da série dos grupos de manchas 
solares. Note que o número de grupos de manchas solares em uma semana pode ser 
considerado como o número de grupos de manchas solares existentes na semana anterior 
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que não tenham desaparecido, com probabilidade α  mais o novo grupo de mancha que 
aparecem na semana em curso. 
 
 
Nº de 
observações Mínimo Máximo Média Desvio Padrão 
Manchas solares 104 0 28 17.73077 5.099459 
 
Tabela 4.1: Medidas descritivas da série de grupos de manchas solares 
 
A função de autocorrelação amostral e a função autocorrelação parcial amostral da 
série dos grupos de manchas solares estão representados na Figura 4.2. Pela analise destas 
funções, Silva, I et al (2005) propõe um processo INAR(1) para modelar estes dados. A 
escolha de p = 1 é corroborada pelo critério AICC para a selecção na ordem modelos 
INAR (Silva, I 2005), que atinge um valor mínimo de 403,32 para p = 1, quando p é 
permitida a variar até 10. 
 
 
Figura 4.2: Funções de autocorrelação e autocorrelação parcial amostrais 
 
Considera-se então um modelo INAR(1)  de Poisson dado por 
.2,1 ≥+= − tyy ttt εα o  
Utilizando a perspectiva bayesiana de a priori’s conjugadas, assuma-se que o parâmetro α  
segue uma distribuição a priori Be ( )44 10,10 −−  e o parâmetro λ  segue uma distribuição a 
priori Ga ( )44 10,10 −− . Para valores iniciais considera-se 25.0=α  e 1=λ .  
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Na Tabela 4.2 pode-se verificar o output com as medidas estatísticas das 
estimativas dos parâmetros: 
 
 
Tabela 4.2: Output do WinBUGS com as estimativas dos parâmetros do modelo 
INAR(1) para o numero de grupos de manchas solares. 
 
Na Figura 4.3 tem-se as distribuições marginais a posteriori para os parâmetros do 
modelo INAR(1) para os dados: 
  
Figura 4.3: Gráficos das distribuições marginais a posteriori dos parâmetros do 
modelo INAR(1) 
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O modelo inteiro autoregressivo encontrado para modelar a série de grupos de manchas 
solares é o seguinte: 
.2, 0.2751 1 ≥+= − tyy ttt εo  
com 44.12=λ  
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Conclusão e Discussões 
 
 
 
O principal objectivo deste trabalho era perceber a importância e utilidade da 
metodologia bayesiana na estimação e previsão de alguns modelos ARMA e modelos de 
contagem de séries temporais. 
 
Para tal, foram apresentados os fundamentos da metodologia bayesiana com 
especial incidência nos métodos de estimação MCMC. Ainda a apresentação de alguns 
modelos nomeadamente modelos autoregressivos, modelos médias móveis, modelos 
inteiros autoregressivos e ainda modelos inteiros de médias móveis. Para cada um dos 
modelos determinou-se a função verosimilhança e calculou-se a densidade a posteriori via 
teorema de Bayes para a especificação de densidades a priori conjugadas e não-
informativas. Exemplificações foram efectuadas para as primeiras ordem dos modelos 
indicados. Foram feitas ilustrações dos modelos, através de simulações dos valores e 
usando o software WinBUGS. 
 
Finalmente, depois desta abordagem teórica, foi feita uma aplicação da metodologia 
bayesiana para estimar os grupos de manchas solares semanais de Palehua entre 1990 a 
1991 usando um modelo inteiro autoregressivo de médias móveis recorrendo ao software 
WinBUGS que tem por base os métodos MCMC. 
 
Neste momento é já longa a aplicação da abordagem bayesiana a modelos lineares e 
não lineares, continuas e de valores inteiros. No entanto, acresce dizer que esta 
metodologia tem-se revelado muito adequada para resolver problemas reais. E é tanto mais 
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apropriado quanto melhor se consegue fazer uma adequada aliciação da distribuição a 
priori. 
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Anexo A - Dados utilizados ao longo do 
trabalho 
 
 
A1 – Dados do modelo AR(1) 
 
 
N=1…50 N=51…100 N=101…150 N=151…200 N=201…250 N=251…300 
0,454144027 -1,156418665 -0,238387183 -0,118905612 0,711976177 2,445134135 
1,220066625 0,395790941 -2,128395094 -0,459953168 0,404439041 -0,054255807 
2,783829050 -0,328137140 -2,332345145 0,947604606 -0,257530458 -0,390751757 
1,837591048 -0,547289562 -1,608443856 1,192742892 -0,920760104 -0,945110861 
1,096205242 -0,316869689 -2,935027653 2,310662724 -0,712403793 -0,121819763 
3,684421665 1,075428534 -3,455883939 1,643620868 -0,968811641 1,599400331 
1,572456477 -0,456602916 -1,598913047 0,035946831 1,388516323 2,452257608 
-0,123218812 -0,238662877 -2,058042268 -1,164109950 0,837409180 2,594418204 
-0,543490683 -1,078932649 -1,764291143 -0,163260620 1,797975367 1,619426248 
-1,387158201 -1,636537437 0,527111723 -1,565983209 1,868656502 0,259520320 
-1,901156962 -0,724407188 1,755375321 -2,673336549 2,654218236 2,803494833 
-0,793195501 -1,167270844 1,252860105 -0,771282347 0,390851840 0,558179052 
0,373419684 1,057951317 0,036670116 -0,528609712 -0,152712152 -1,496105312 
-1,127573187 2,302210381 0,098853887 1,041541497 0,839077126 -1,428382837 
0,534864770 2,152772651 -1,309939604 1,666468157 -0,704860322 -0,231132516 
0,488346537 2,539731729 -1,574958972 0,567169365 -0,754708990 -0,001463524 
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-1,726195222 2,321668820 -2,489120714 -0,013637352 -2,270149494 0,323501959 
-0,951287757 1,069627924 -0,667441086 -0,668713053 -1,735737133 0,968488564 
-0,687412761 1,221800278 -1,946819014 -1,513398066 1,582337012 -0,315815185 
-0,059401417 1,053085832 0,622745682 -0,668397765 1,539960221 0,309381017 
-0,054038558 1,330595882 0,229456027 -1,025561403 2,560699762 1,655262563 
0,181734162 0,116635860 -0,449330048 0,082650176 0,466254712 -0,288910441 
-0,926481218 -0,120060012 0,852672890 1,101097337 -0,434090900 1,815860343 
-0,501022858 1,047570726 0,768241052 1,963274149 0,389255365 1,332535553 
-1,390777248 2,094524826 -0,928392590 0,346752796 -0,898647971 1,365624241 
-0,747750895 -0,748413135 -1,464204620 0,229555613 0,741852194 0,257864362 
0,751936399 -0,049922477 0,181773184 2,701460702 2,112678927 -1,514825499 
0,014969014 -0,525017025 1,991329738 -1,208657988 1,131214942 -0,408080028 
0,486679943 0,428239850 1,975989364 -1,205382080 0,344807697 -0,024930396 
1,406439124 -0,384413882 1,830510980 1,257221367 0,785372129 -0,796421180 
-0,502203063 -0,442778660 0,227710611 -0,512747414 0,424068810 -0,450770196 
0,335279579 -0,205769778 2,597481765 0,170712532 1,010359689 -1,753047330 
2,403922363 1,392810943 2,579299869 0,552881588 -0,671717979 0,592913413 
1,091751436 -1,208927815 3,766128263 0,326881826 -1,510494414 0,736400963 
-0,281655206 -0,514025940 3,257149687 -0,100468021 -1,441197013 -0,623086732 
-0,851418329 0,795865143 0,528414168 0,578183922 -0,481906277 -1,463006126 
-0,732723848 1,762150835 -0,128432666 0,167195159 -0,396906190 -1,458633743 
-0,888128814 1,833994410 0,430337456 -1,846510909 0,160034527 1,928628205 
-1,952318487 1,894813452 -0,414085927 -1,752589780 -0,108917905 1,495404989 
-0,815223032 1,718331053 -1,603753146 -1,598850798 0,442034143 -0,982113053 
-1,674196997 -0,264988919 0,592547852 1,486661157 1,434832887 -2,980882584 
-1,309668874 0,732774367 -1,945603656 0,224602442 1,809700727 -1,408068989 
1,020522440 1,432860475 -1,911118797 2,153250793 1,352189514 -0,912255938 
-0,659853457 0,099248890 -2,095063126 1,041347795 1,256497259 -1,309989016 
0,090248256 0,673744872 -1,546465113 0,052324274 1,881945421 -0,856654861 
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-0,981883195 0,301719509 -0,156468979 0,448485514 0,493348832 -1,152170968 
-0,699341051 -0,226648986 -0,675763529 1,104571896 1,504763596 -0,707363677 
0,100998890 -0,636897238 0,243708027 -0,603476135 0,687236036 -2,015654117 
-0,435724030 -0,842575942 -0,801261483 0,520453267 2,022619353 -2,685278287 
-1,142328276 -0,778724709 0,383257359 0,582684164 1,983010666 -2,534730591 
 
 
A2 – Dados do modelo MA(1) 
 
 
N=1…50 N=51…100 N=101…150 N=151…200 N=201…250 N=251…300 
-0,265029868 -0,566159464 0,236334823 -0,070049548 0,323525196 -0,240299913 
0,737118649 -0,133960554 0,308653266 0,479955290 -0,578373663 -0,189449519 
0,282637542 0,319874788 -0,249318121 -0,509776637 0,078917337 0,833739087 
0,088269667 -0,218513993 0,666032513 1,076311181 -0,129315460 0,214103712 
-0,562430400 0,238537037 -0,618431264 0,465989453 -1,113265612 -0,314557934 
0,276771784 -0,130057221 0,984888020 0,323099450 0,177428958 0,449820297 
0,405543807 0,116924193 0,139256682 -0,383045966 -0,481505729 0,438136537 
-0,147710672 0,046193871 -0,217296220 0,902533766 0,067421208 -0,435134355 
-0,457092192 -0,953108010 -0,684106523 0,576806351 0,809519018 0,632295442 
0,369527788 0,153745798 0,057462248 0,097419299 0,257243881 0,329146230 
0,077445751 0,373006379 -0,233708501 -0,252805643 0,487799745 -0,321156040 
0,138879676 -0,018680640 -0,327594817 0,344817335 -0,278149639 -0,492527501 
0,202894063 -0,762215619 0,401653824 0,126004258 -0,043051753 -0,353692045 
0,550118662 -0,367848644 0,399185252 0,277308444 0,025702433 -0,375215614 
0,071967341 -0,294621207 -0,143977990 0,005060442 0,391102336 0,540219920 
-0,048791715 -0,039542751 -0,328494651 0,474241248 -0,370370205 -0,072622915 
-0,301015394 0,110199005 -0,264232000 -0,220633839 -0,106140503 -0,090689086 
-0,592012208 -0,999962213 -0,215560618 -0,079967370 0,359263576 0,135888532 
-0,310249704 0,351240466 -0,313308107 0,028157010 -0,103173725 -0,039404281 
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0,655646144 -0,425117263 -0,197482220 0,403768676 -0,019520554 -0,316340562 
-0,365725265 0,931389879 0,775477250 0,036647015 0,530594466 0,317065992 
-0,473082663 -0,279562247 0,448196524 -0,135408320 0,515087600 -0,779695636 
0,229695353 0,236160839 0,029064653 0,514482982 -0,094955245 -0,608843979 
-0,155223139 0,940768288 0,222752224 -0,451687470 -0,765326865 0,074273539 
0,059643219 0,468054600 -0,094455535 0,260048913 0,382618631 -0,186808856 
0,438766856 -0,769012948 0,343459783 -0,460478590 -1,005660557 -0,654745536 
-0,110334587 0,396287576 0,276413827 -0,815091909 -0,625566053 -0,065500723 
0,160609777 -0,858716853 -0,356021601 0,458964005 0,479462789 -0,292870140 
-0,720820341 0,212367463 -0,323370515 0,352914069 0,449672152 -1,203221284 
0,445716143 -0,124992090 0,033250677 0,239909978 0,939702807 -0,102923277 
0,723106906 -0,293071891 -0,559383320 0,358365618 -0,773444648 0,204462942 
0,415870344 0,760549120 -0,513341756 0,338045668 0,264540900 -0,221039605 
0,822121154 0,496059034 -0,251170991 -0,148704420 -0,282109202 0,018118581 
-0,410869979 -0,758485637 0,018679476 0,146643344 -0,061340255 1,094781757 
-0,201457829 0,150096983 -0,092326191 -0,469669997 1,115297592 0,932158588 
-0,177079479 -0,599515863 0,388596083 -0,112069979 0,636875203 -0,139389069 
0,355532941 -0,044308148 -0,549279155 0,711629306 -0,104299338 0,625314473 
0,429660267 -0,761060126 0,498420993 0,290344927 -0,408040209 -0,052678637 
-0,106433585 0,156454712 -0,830491839 -0,062514393 -0,284048647 0,462212883 
-1,197078465 -0,594802279 0,030705317 0,774569613 0,382430675 0,411887702 
-0,558092568 0,318590791 -0,280757545 -0,206664019 -0,516841506 0,276514612 
-0,205937494 0,022041956 -0,259844197 -0,031980601 -0,012434245 0,001460973 
-0,215993602 -0,305957024 0,178258972 -0,560530168 0,404026265 -0,308416081 
-0,160916017 0,188851838 0,487878166 -0,530579476 0,258034741 0,290351217 
0,488688789 -0,126001174 0,011605219 -0,931984402 -0,004348207 -0,074267262 
0,237240965 -0,735168702 -0,476269561 -0,162024107 -0,236266376 0,074992302 
0,213749698 0,418641990 0,044840027 -0,032544470 -0,440411503 -0,510964701 
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0,074699029 0,461158054 -0,216506979 0,372763036 0,165883308 0,082636646 
0,238805415 0,764742459 -0,075936596 0,534606451 0,265977105 -0,387108969 
-0,098376784 -0,029340004 0,548126368 -0,015048979 0,282629144 -0,444498285 
 
 
A3 – Dados do modelo INAR(1) de Poisson 
 
 
N=1…10 N=11…20 N=21…30 N=31…40 N=41…50 
3 0 1 1 3 
3 1 1 0 1 
4 3 2 0 1 
2 3 0 0 1 
2 1 1 1 3 
0 1 1 2 1 
0 3 2 1 1 
0 4 3 4 1 
0 2 1 3 1 
0 2 2 2 0 
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Anexo B - Dados das manchas solares 
 
N=1…20 N=21…40 N=41…60 N=61…80 N=81…100 N=101…104 
12 15 20 23 18 21 
17 16 21 17 19 18 
13 17 17 12 26 16 
0 14 21 5 17 9 
18 15 18 12 26 
 
14 22 6 19 28 
 
19 17 10 26 22 
 
17 16 23 16 19 
 
0 20 25 18 15 
 
11 21 14 17 20 
 
20 20 5 14 18 
 
23 26 15 18 17 
 
17 25 19 19 22 
 
17 24 17 19 16 
 
16 17 15 21 15 
 
21 20 16 23 16 
 
13 20 17 19 22 
 
16 22 17 25 10 
 
16 16 26 22 18 
 
17 22 23 22 22 
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Anexo C - Códigos do R e do WinBUGS  
 
 
C1 – Códigos do R e WinBUGS para o exemplo da secção 2.1.4 
 
 
Para se obter os dados relativamente ao exemplo da secção 2.1.4 foram utilizados 
os seguintes códigos do R: 
 
e<-rnorm(800,0,1) 
y<-rep(0,800) 
for(t in 2:800){y[t]<- 0.6*y[t-1]+e[t]} 
y<-y[501:800] 
 
Como se sabe, os resíduos (e) seguem uma distribuição normal e escolhem-se como 
média o valor 0 e variância unitária para 800 valores. De seguida pretende-se obter 800 
observações da série temporal (y[t]) que é dada pela equação ttt yy εφ += −11 . E para 
serem utilizados como exemplo foram seleccionadas as observações de 501 a 800 o que 
perfaz 300 observações. 
 
Obtidas as observações pretende-se encontrar as estimativas dos parâmetros do 
modelo utilizando os seguintes códigos do WinBUGS: 
 
model { 
    for (t in  2:N) { 
                  y[t]~dnorm(miu[t],tau) 
                  miu[t]<-fi*x[t-1] 
                             sigma2[t]<-1/tau 
 
 
92
                                      } 
    fi~dnorm(2,1) 
    tau~dgamma(1.0E-4,1.0E-4) 
  }  
 
 
list(x=c(0.454144026667275, 1.22006662532924, 2.78382904974432, 1.83759104797137,  
1.09620524213133, 3.68442166535039, 1.57245647716938, -0.123218812283449,  
-0.543490683023542, -1.38715820133912, -1.90115696204414, -0.79319550125079,  
0.373419683804466, -1.12757318666781, 0.53486477032338, 0.488346536917337,  
-1.72619522178507, -0.951287757176387, -0.687412760668645, -0.0594014167856923,  
-0.0540385580601383, 0.181734161546537, -0.926481218151582, -0.5010228582216,  
-1.39077724794580, -0.747750894563888, 0.751936399388015, 0.0149690135735229,  
0.486679943310779, 1.40643912358257, -0.502203063080289, 0.335279579218144,  
2.40392236346932, 1.09175143639834, -0.281655206409375, -0.851418328898185,  
-0.732723848000608, -0.888128813898729, -1.95231848717627, -0.815223032267123,  
-1.67419699650046, -1.30966887373494, 1.02052243968984, -0.659853456534068,  
0.0902482559420269, -0.981883195376347, -0.699341051401808, 0.100998890057885,  
-0.435724029709174, -1.14232827565734, -1.15641866523815, 0.395790940814843,  
-0.328137140092601, -0.547289561731969, -0.316869688524324, 1.07542853392498,  
-0.45660291571161, -0.238662877007293, -1.07893264928187, -1.6365374373369,  
-0.724407187981778, -1.16727084413534, 1.05795131720635, 2.30221038100986,  
2.15277265136614, 2.53973172876217, 2.32166882001312, 1.06962792443363,  
1.22180027790628, 1.05308583244687, 1.33059588186189, 0.116635860442532,  
-0.120060012326213, 1.0475707261864, 2.09452482562559, -0.748413135411405,  
-0.0499224774671484, -0.525017025236694, 0.4282398500131, -0.384413882297222,  
-0.442778659722862, -0.205769777608462, 1.39281094338896, -1.20892781491755,  
-0.514025939640712, 0.795865142731204, 1.76215083515517, 1.83399441021509,  
1.89481345194602, 1.71833105255793, -0.264988919137421, 0.732774367073307,  
1.43286047493984, 0.0992488897361401, 0.673744871788527, 0.301719508597915,  
-0.226648986196909, -0.636897237887267, -0.842575942195722, -0.778724708765408,  
-0.238387182943674, -2.12839509378484, -2.33234514547843, -1.60844385612588,  
-2.93502765324701, -3.45588393903175, -1.59891304687438, -2.05804226805817,  
-1.76429114315196, 0.527111723011829, 1.75537532061857, 1.25286010542518,  
0.0366701160646699, 0.098853886525424, -1.30993960433615, -1.57495897232126,  
-2.48912071393229, -0.667441085810888, -1.94681901407497, 0.622745682049684,  
0.229456027065527, -0.449330047688023, 0.85267288980773, 0.768241052245673,  
-0.928392590146722, -1.46420462025709, 0.181773183513475, 1.99132973795583,  
1.97598936431021, 1.83051098039829, 0.227710611175207, 2.59748176518153,  
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2.57929986854922, 3.76612826258359, 3.25714968701099, 0.528414167867785,  
-0.128432665729932, 0.430337455608217, -0.414085927171568, -1.60375314636273,  
0.592547851675745, -1.94560365630626, -1.91111879687907, -2.09506312633468,  
-1.54646511324291, -0.156468979075033, -0.675763529050742, 0.243708026503022,  
-0.80126148260341, 0.383257358760704, -0.118905611766701, -0.459953167917297,  
0.94760460625223, 1.19274289225167, 2.31066272449563, 1.64362086754304,  
0.0359468308152163, -1.16410995047479, -0.163260619687998, -1.56598320925398,  
-2.67333654887617, -0.77128234738536, -0.528609711734667, 1.04154149691998,  
1.66646815702977, 0.567169365163762, -0.0136373519525679, -0.668713053136868,  
-1.51339806610721, -0.668397764684048, -1.02556140263853, 0.0826501755674929,  
1.10109733729233, 1.96327414902952, 0.346752795789870, 0.229555613284294,  
2.70146070238691, -1.20865798803886, -1.20538207964084, 1.25722136681063,  
-0.512747413721485, 0.170712531987699, 0.552881588241631, 0.326881826176312,  
-0.100468021324030, 0.578183922054244, 0.167195158980231, -1.84651090927011,  
-1.75258978014306, -1.59885079826031, 1.48666115678883, 0.224602441887099,  
2.15325079287894, 1.04134779543036, 0.0523242736304185, 0.448485514135918,  
1.10457189627236, -0.603476134975056, 0.520453266890686, 0.582684163707889,  
0.711976177454417, 0.404439041253542, -0.257530457907072, -0.920760104392358,  
-0.712403793280861, -0.96881164107399, 1.38851632338530, 0.837409180234817,  
1.79797536694476, 1.86865650195017, 2.65421823563469, 0.390851839768394,  
-0.152712152261708, 0.839077126353132, -0.704860321950632, -0.754708989909961,  
-2.27014949387177, -1.73573713313746, 1.58233701229872, 1.5399602208813,  
2.56069976245684, 0.466254711917777, -0.0434090903926740, 0.389255365458642,  
-0.898647971168866, 0.741852193940788, 2.11267892660286, 1.13121494153828,  
0.34480769728945, 0.7853721288873, 0.424068810460698, 1.01035968862303,  
-0.671717978634102, -1.51049441417100, -1.44119701316319, -0.481906276825807,  
-0.396906189914832, 0.160034526879983, -0.108917905399327, 0.442034142856031,  
1.43483288707876, 1.80970072729661, 1.35218951388562, 1.25649725873442,  
1.88194542076571, 0.493348831897298, 1.50476359550843, 0.687236036246245,  
2.02261935255103, 1.9830106663912, 2.44513413469624, -0.0542558071344912,  
-0.39075175743768, -0.945110860526275, -0.121819762661832, 1.59940033073184,  
2.45225760800085, 2.59441820367444, 1.61942624818342, 0.259520320294591,  
2.8034948332948, 0.558179052043916, -1.49610531187778, -1.42838283749143,  
-0.231132515632462, -0.00146352425020971, 0.323501959491250,  
0.96848856392722, -0.315815184645411, 0.309381016698166, 1.65526256342710,  
-0.288910440660041, 1.81586034257592, 1.33253555271746, 1.36562424132040,  
0.257864361511925, -1.51482549949391, -0.408080028200523, -0.0249303958228899,  
-0.79642118004365, -0.450770196480683, -1.75304733032718, 0.592913412558104,  
0.736400963097459, -0.623086731983225, -1.46300612625289, -1.45863374294834,  
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1.92862820538250, 1.49540498929196, -0.982113052519769, -2.98088258428067,  
-1.40806898914513, -0.912255938262374, -1.30998901571128, -0.856654861419774,  
-1.15217096835141, -0.707363676811833, -2.01565411720589, -2.68527828698592,  
-2.53473059099545), N=300) 
 
 
list(fi=0.6,tau=1) 
 
 
O modelo é aqui descrito na parte model, depois os dados são colocados na 
primeira list onde também é indicado o número de observações N. Os valores iniciais dos 
parâmetros do modelo apresentam-se na segunda list. 
 
 
C2 – Códigos do R e WinBUGS para o exemplo da secção 2.2.4 
 
 
Para se obter os dados relativamente ao exemplo da secção 2.2.4 foram utilizados 
os seguintes códigos do R: 
 
e<-rnorm(800,0,1) 
y<-rep(0,800) 
for(t in 2:800){y[t]<- e[t]-0.6*e[t]} 
y<-y[501:800] 
 
Aqui foram utilizados os mesmos códigos que os anteriores com excepção da 
descrição da série temporal (y[t]) que é dada pela equação 11 −−= ttty εθε . Foram 
igualmente seleccionadas 300 observações. 
 
Obtidas as observações pretende-se encontrar as estimativas dos parâmetros do 
modelo utilizando os seguintes códigos do WinBUGS: 
 
model { 
                for (t in  2:(N)){ 
                               y[t]~dnorm(0,sigma2[t]) 
                               sigma2[t]<-(1+teta*teta)*(1/tau) 
                               } 
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      teta~dunif(0,1) 
      tau~dgamma( 1.0E-4,1.0E-4) 
   } 
   
Analogamente aos códigos descritos no Anexo C1, os dados e os valores inicias são 
colocados nas list. 
 
 
C3 – Códigos do R e WinBUGS para o exemplo da secção 3.1.6 
 
 
Para se obter os dados relativamente ao exemplo da secção 3.1.6 foram utilizados 
os seguintes códigos do R: 
 
e<-rpois(50, 1) 
 
Como se sabe, os resíduos (e) seguem uma distribuição de Poisson e escolhe-se 
como média o valor 1 para 50 valores. De seguida pretende-se obter 50 observações da 
série temporal (y[t]) que é dada pela equação ttt yy εα += −1o .  A operação thinning não é 
usual em R mas sabe-se que a distribuição condicional de  tt yy |oα  é uma binomial de 
parâmetro ty  e probabilidade de sucesso α . Para começar escolhe-se um valor inicial 
31 =y  (por exemplo)  e 45.0=α e para determinar o valor seguinte utiliza-se o comando 
em R: 
 
y<-rbinom(1, 3, 0.45) 
 
Obtém-se assim 2y  e com esse valor faz-se novamente o comando acima 
substituindo 3 pelo valor de 2y . Este procedimento repete-se até serem encontradas as 50 
observações pretendidas. 
 
Sabe-se ainda que a função verosimilhança do modelo INAR(1) de Poisson é da 
forma   
( ) ( ) ( ) ,1!|,, 1021
1 iy
iy
tiy
i
M
i t
tn
t
t
t
C
iy
eyyl −
−
−
==
−
−
−
=
−∑∏ ααλλα λ  
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onde ( ) ntyyM ttt ,...,2,,min 1 == − .  
 
Para que seja representada no Winbugs é necessário fazer alguns cálculos 
auxiliares. Portanto, defina-se: 
[ ] ( )∑
=
−
=
−t tM
i t
y
i
iy
CitF
0 !
,
1
 
 
 E obtém-se estes valores com os seguintes comandos de R: 
 
mat_des_binom<-function(x){ 
n<-length(x); 
Mn<-1:(n-1); 
for(i in 1:(n-1)){Mn[i]<-min(x[i],x[i+1])} 
F<-array(0,dim=c(length(x)-1,max(Mn)+1)); 
for(i in 1:(n-1)){for(j in 
1:(Mn[i]+1)){F[i,j]<-factorial(x[i])/(factorial(j-1)*factorial(x[i]-(j-1))*factorial(x[i+1]-(j-1)))}}; 
Max.Mn<-max(Mn); 
return(Mn,F)} 
  
Obtidas as observações pretende-se encontrar as estimativas dos parâmetros do 
modelo utilizando os seguintes códigos do WinBUGS: 
 
model { 
 for (t in  1:(N-1)){ 
    zeros[t]<-0 
                zeros[t]~dpois(l[t]) 
                for(i in 1:(Max.Mn+1)){ 
   soma[t,i]<- F[t,i]*pow(alpha,i-1)*pow(1-alpha,x[t]-(i-1))*pow(lambda,x[t+1]-(i-
1))} 
   l[t]<-lambda-log(sum(soma[t,]))} 
  #-ln(verosimilhança da parcela t) 
 alpha~dbeta(0.0001,0.0001) 
 lambda~dgamma(0.0001,0.0001)} 
 
 
list(x=c(3, 3, 4, 2, 2, 0, 0, 0, 0, 0, 0, 1, 3, 3, 1, 1, 3, 4, 2, 2, 1, 1, 2, 0, 1, 1, 2, 3, 1, 2, 1, 0, 0, 0, 1, 2, 1, 4, 3, 2, 
3, 1, 1, 1, 3, 1, 1, 1, 1, 0) ,Max.Mn=3,N=50, F=structure(.Data=c(0.166666666666667,  
1.5, 3, 1, 0.0416666666666667, 0.5, 1.5, 1, 0.5, 4, 6, 0, 0.5,  
2, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0,  
0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0.166666666666667, 0.5, 0, 0, 0.166666666666667,  
1.5, 3, 1, 1, 3, 0, 0, 1, 1, 0, 0, 0.166666666666667, 0.5, 0,  
0, 0.0416666666666667, 0.5, 1.5, 1, 0.5, 4, 6, 0, 0.5, 2, 1,  
0, 1, 2, 0, 0, 1, 1, 0, 0, 0.5, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0,  
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0, 1, 1, 0, 0, 0.5, 1, 0, 0, 0.166666666666667, 1, 1, 0, 1, 3,  
0, 0, 0.5, 1, 0, 0, 1, 2, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0,  
0, 0, 1, 0, 0, 0, 0.5, 1, 0, 0, 1, 2, 0, 0, 0.0416666666666667,  
0.166666666666667, 0, 0, 0.166666666666667, 2, 6, 4, 0.5, 3,  
3, 0, 0.166666666666667, 1, 1, 0, 1, 3, 0, 0, 1, 1, 0, 0, 1,  
1, 0, 0, 0.166666666666667, 0.5, 0, 0, 1, 3, 0, 0, 1, 1, 0, 0,  
1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0), .Dim = c(49, 4))) 
 
list(alpha=0.45,lambda=1) 
  
Analogamente aos códigos descritos anteriormente, os dados e os valores inicias 
são colocados nas list. 
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Anexo D - Distribuições de Probabilidade 
 
 
 
Ao longo deste trabalho foram utilizadas algumas distribuições de probabilidade 
que serão sinteticamente apresentadas neste anexo. 
 
Beta 
 
A variável aleatória X  tem distribuição beta, simbolicamente ( )βα ,~ BeX  se a 
sua função de densidade de probabilidade for dada por 
 
 
( ) ( )( ) ( ) ( ) ,1,|
11 −−
−
ΓΓ
+Γ
=
βα
βα
βαβα xxxf
 
 
onde 0>α  é o parâmetro de forma, 0>β  é o parâmetro de escala  e ( )1,0∈x . Como a 
função beta, definida por 
 
( ) ( ) ,1, 1
0
11
∫
−
−
−= dxxxB βαβα
 
 
 
para  0>α  e 0>β , verifica a igualdade  
 
 
( ) ( ) ( )( ) ,, βα
βαβα
+Γ
ΓΓ
=B
 
 
então ( )βα ,|xf  pode ser representada por  
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( ) ( ) ( ) .1,
1
,| 11 −− −= βαβαβα xxBxf  
 
O valor médio e a variância de X  são dados, respectivamente, por: ( ) ( )βα
α
+
=XE  e 
( ) ( ) ( )12 +++= βαβα
αβXVar .  
A distribuição uniforme ( )1,0U  é um caso particular da beta, corresponde a 
considerar 1== βα . Os casos 5.0== βα  e 0== βα  são frequentemente utilizados 
como distribuições a priori não informativas. 
 
Beta Generalizada 
 
A variável aleatória X  tem distribuição beta generalizada, simbolicamente 
( )lkBegX ,,,~ βα  se a sua função de densidade de probabilidade for dada por 
 
 
( ) ( )
( ) ( )
( ) lxkkl
xlkx
B
lkxf <<
−
−−
=
−+
−−
,
,
1
,,,| 1
11
βα
βα
βαβα  
 
onde 0>α  é o parâmetro de forma, 0>β  é o parâmetro de escala  e ( )1,0∈x .  
 
Binomial 
 
A variável aleatória X  tem distribuição binomial com parâmetros ℵ∈n  e 
] [1,0∈p , simbolicamente ( )pnBiX ,~ , se a sua função de densidade de probabilidade for 
dada por 
 
( ) ( ) ,1,| xnx pp
p
n
pnxf −−





=
 
 
para nx ,,2,1,0 K= . O valor médio e a variância de X  são dados, respectivamente, por 
( ) npXE =  e ( ) ( )pnpXVar −= 1 .  
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A distribuição de Bernoulli ( )pBerr  é um caso particular da distribuição binomial 
que resulta de considerar 1=n . 
 
Binomial Negativa 
 
A variável aleatória X  tem distribuição binomial negativa com parâmetros ℵ∈r  e 
] [1,0∈p , simbolicamente ( )prBiNegX ,~ , se a sua função de densidade de 
probabilidade for dada por 
 
( ) ( ) ,11,| xr pp
x
rx
prxf −




 −+
=
 
 
para K,2,1,0=x . O valor médio e a variância de X  são dados, respectivamente, por 
( ) ( )
p
prXE −= 1  e ( ) ( )21p
prXVar −= .  
 
A distribuição Geométrica ( )pGeo  é um caso particular da distribuição binomial 
negativa que resulta de considerar 1=r . 
 
Gama 
 
A variável aleatória X  tem distribuição gama, simbolicamente ( )βα ,~ GaX  se a 
sua função de densidade de probabilidade é dada por 
( ) ( ) ,,|
1 xexxf βα
α
α
ββα −−
Γ
=
 
onde 0>α  é o parâmetro de forma, 0>β  é o inverso do parâmetro de escala e 0>x . A 
função Γ  designa-se por função gama e é definida por 
 
( ) ,
0
1
0
1
∫∫
∞
−−
∞
−−
==Γ dxexdxex xx βααα βα
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para  0>α . O valor médio e a variância de X  são dados, respectivamente, por: 
( ) β
α
=XE  e ( ) 2β
α
=XVar .  
 
A distribuição gama é a distribuição a priori conjugada para o inverso da variância 
da normal e para o valor médio da Poisson. Uma distribuição não-informativa é obtida no 
limite quando 0, →βα . 
 
Gama Invertida 
 
A variável aleatória X  tem distribuição gama invertida, simbolicamente 
( )βα ,~ GIX , se a sua função de densidade de probabilidade for dada por 
( ) ( )
( )
,,| 1 xexxf βα
α
α
ββα −+−
Γ
=
 
 
onde 0>α  é o parâmetro de forma, 0>β  é o parâmetro de escala e 0>x . O valor médio 
e a variância de X  são dados, respectivamente, por:  
( ) ,
1−
=
α
βXE  para 1>α  
( ) ( ) ( ) ,21 2 −−= αα
βXVar para 2>α . 
 
Se 1−X  tem distribuição gama de parâmetros βα , , então X  tem distribuição gama 
invertida com os mesmos parâmetros. Uma distribuição não-informativa é obtida no 
considerando 0, →βα . A distribuição gama invertida é a distribuição a priori conjugada 
da variância da normal. 
 
Normal 
 
A variável aleatória X  tem distribuição normal, simbolicamente ( )2,~ σµNX  se 
a sua função de densidade de probabilidade é dada por 
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( ) ,
2
1
exp
2
1
,|
2
2













 −
−=
σ
µ
piσ
σµ xxf  
onde ℜ∈µ  é o parâmetro de localização, 0>σ  é o parâmetro de escala e ℜ∈x . Se 
0=µ  e 1=σ  diz-se que X  tem distribuição padrão. O valor médio e a variância de X  
são dados, respectivamente, por: ( ) µ=XE  e ( ) 2σ=XVar . 
 
Normal Multivariada 
 
O vector aleatório contínuo ( )kxxxX ,,, 21 K=  tem distribuição normal 
multivariada de dimensão k  com vector médio ( ) kk ℜ∈= µµµµ ,,, 21 K  e matriz de 
covariâncias Σ , sendo Σ  uma matriz kk ×  simétrica e definida positiva, simbolicamente 
( )Σ,~ µkNX , se a sua função de densidade de probabilidade for dada por 
( ) ( ) ( ) ( ) ,2
1
exp
2
,| 1'´2
211






−Σ−−
Σ
=Σ −
−
µµ
pi
µ xxxf k  
para kx ℜ∈ . O vector de medias e a matriz de covariâncias de X  são dados, 
respectivamente, por: ( ) µ=XE  e ( ) Σ=XVar . Isto é ( ) iiXE µ=  e ( ) iiiXVar σ=  e 
( ) ijijXCov σ=  onde ( )ijσ=Σ . 
 
Poisson 
 
A variável aleatória X  tem distribuição de Poisson com parâmetros 0>λ , 
simbolicamente ( )λPoiX ~ , se a sua função de densidade de probabilidade for dada por 
 
( ) ,
!
1| λλλ −= e
x
xf x
 
 
para K,2,1,0=x . O valor médio e a variância de X  são dados, respectivamente, por 
( ) λ=XE  e ( ) λ=XVar .  
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T-Student 
 
A variável aleatória X  tem distribuição t-Student com 0>n  graus de liberdade, 
simbolicamente ( )2,~ σµntX  se a sua função de densidade de probabilidade for dada por 
 
( ) ,11
2
2
1
,,|
2
1
2
2
+
−













 −
+





Γ





 +Γ
=
n
x
n
n
n
n
nxf
σ
µ
pi
σµ
 
 
onde ℜ∈µ  é o parâmetro de localização,  0>σ  é o parâmetro de escala  e ℜ∈x . O 
valor médio e a variância de X  são dados, respectivamente, por:  
( ) ,µ=XE  para 1>n  
( ) ( ) ,2
2σ
−
=
n
nXVar para 2>n . 
 
T-Student Multivariada 
 
O vector aleatório contínuo ( )kxxxX ,,, 21 K=  tem distribuição de Student 
Multivariada de dimensão k , com parâmetros ( ) kk ℜ∈= µµµµ ,,, 21 K  , 0>n  e matriz de 
covariâncias Σ , sendo Σ  uma matriz kk ×  simétrica e definida positiva, simbolicamente 
( )Σ,,~ µαktX , se a sua função de densidade de probabilidade for dada por 
( ) ( )( )( )( ) ( ) ( ) ,
11
2
2
,,| 21'´12
kn
k xxnnn
kn
nxf
+
−
−−






−Σ−+Σ
Γ
+Γ
=Σ µµ
pi
µ  
para kx ℜ∈ . O vector médio e a variância de X  são dados, respectivamente, por: 
( ) µ=XE  e ( ) Σ=XVar .  
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Anexo A - Dados utilizados ao longo do 
trabalho 
 
 
A1 – Dados do modelo AR(1) 
 
 
N=1…50 N=51…100 N=101…150 N=151…200 N=201…250 N=251…300 
0,454144027 -1,156418665 -0,238387183 -0,118905612 0,711976177 2,445134135 
1,220066625 0,395790941 -2,128395094 -0,459953168 0,404439041 -0,054255807 
2,783829050 -0,328137140 -2,332345145 0,947604606 -0,257530458 -0,390751757 
1,837591048 -0,547289562 -1,608443856 1,192742892 -0,920760104 -0,945110861 
1,096205242 -0,316869689 -2,935027653 2,310662724 -0,712403793 -0,121819763 
3,684421665 1,075428534 -3,455883939 1,643620868 -0,968811641 1,599400331 
1,572456477 -0,456602916 -1,598913047 0,035946831 1,388516323 2,452257608 
-0,123218812 -0,238662877 -2,058042268 -1,164109950 0,837409180 2,594418204 
-0,543490683 -1,078932649 -1,764291143 -0,163260620 1,797975367 1,619426248 
-1,387158201 -1,636537437 0,527111723 -1,565983209 1,868656502 0,259520320 
-1,901156962 -0,724407188 1,755375321 -2,673336549 2,654218236 2,803494833 
-0,793195501 -1,167270844 1,252860105 -0,771282347 0,390851840 0,558179052 
0,373419684 1,057951317 0,036670116 -0,528609712 -0,152712152 -1,496105312 
-1,127573187 2,302210381 0,098853887 1,041541497 0,839077126 -1,428382837 
0,534864770 2,152772651 -1,309939604 1,666468157 -0,704860322 -0,231132516 
0,488346537 2,539731729 -1,574958972 0,567169365 -0,754708990 -0,001463524 
-1,726195222 2,321668820 -2,489120714 -0,013637352 -2,270149494 0,323501959 
84 
 
-0,951287757 1,069627924 -0,667441086 -0,668713053 -1,735737133 0,968488564 
-0,687412761 1,221800278 -1,946819014 -1,513398066 1,582337012 -0,315815185 
-0,059401417 1,053085832 0,622745682 -0,668397765 1,539960221 0,309381017 
-0,054038558 1,330595882 0,229456027 -1,025561403 2,560699762 1,655262563 
0,181734162 0,116635860 -0,449330048 0,082650176 0,466254712 -0,288910441 
-0,926481218 -0,120060012 0,852672890 1,101097337 -0,434090900 1,815860343 
-0,501022858 1,047570726 0,768241052 1,963274149 0,389255365 1,332535553 
-1,390777248 2,094524826 -0,928392590 0,346752796 -0,898647971 1,365624241 
-0,747750895 -0,748413135 -1,464204620 0,229555613 0,741852194 0,257864362 
0,751936399 -0,049922477 0,181773184 2,701460702 2,112678927 -1,514825499 
0,014969014 -0,525017025 1,991329738 -1,208657988 1,131214942 -0,408080028 
0,486679943 0,428239850 1,975989364 -1,205382080 0,344807697 -0,024930396 
1,406439124 -0,384413882 1,830510980 1,257221367 0,785372129 -0,796421180 
-0,502203063 -0,442778660 0,227710611 -0,512747414 0,424068810 -0,450770196 
0,335279579 -0,205769778 2,597481765 0,170712532 1,010359689 -1,753047330 
2,403922363 1,392810943 2,579299869 0,552881588 -0,671717979 0,592913413 
1,091751436 -1,208927815 3,766128263 0,326881826 -1,510494414 0,736400963 
-0,281655206 -0,514025940 3,257149687 -0,100468021 -1,441197013 -0,623086732 
-0,851418329 0,795865143 0,528414168 0,578183922 -0,481906277 -1,463006126 
-0,732723848 1,762150835 -0,128432666 0,167195159 -0,396906190 -1,458633743 
-0,888128814 1,833994410 0,430337456 -1,846510909 0,160034527 1,928628205 
-1,952318487 1,894813452 -0,414085927 -1,752589780 -0,108917905 1,495404989 
-0,815223032 1,718331053 -1,603753146 -1,598850798 0,442034143 -0,982113053 
-1,674196997 -0,264988919 0,592547852 1,486661157 1,434832887 -2,980882584 
-1,309668874 0,732774367 -1,945603656 0,224602442 1,809700727 -1,408068989 
1,020522440 1,432860475 -1,911118797 2,153250793 1,352189514 -0,912255938 
-0,659853457 0,099248890 -2,095063126 1,041347795 1,256497259 -1,309989016 
0,090248256 0,673744872 -1,546465113 0,052324274 1,881945421 -0,856654861 
-0,981883195 0,301719509 -0,156468979 0,448485514 0,493348832 -1,152170968 
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-0,699341051 -0,226648986 -0,675763529 1,104571896 1,504763596 -0,707363677 
0,100998890 -0,636897238 0,243708027 -0,603476135 0,687236036 -2,015654117 
-0,435724030 -0,842575942 -0,801261483 0,520453267 2,022619353 -2,685278287 
-1,142328276 -0,778724709 0,383257359 0,582684164 1,983010666 -2,534730591 
 
 
A2 – Dados do modelo MA(1) 
 
 
N=1…50 N=51…100 N=101…150 N=151…200 N=201…250 N=251…300 
-0,265029868 -0,566159464 0,236334823 -0,070049548 0,323525196 -0,240299913 
0,737118649 -0,133960554 0,308653266 0,479955290 -0,578373663 -0,189449519 
0,282637542 0,319874788 -0,249318121 -0,509776637 0,078917337 0,833739087 
0,088269667 -0,218513993 0,666032513 1,076311181 -0,129315460 0,214103712 
-0,562430400 0,238537037 -0,618431264 0,465989453 -1,113265612 -0,314557934 
0,276771784 -0,130057221 0,984888020 0,323099450 0,177428958 0,449820297 
0,405543807 0,116924193 0,139256682 -0,383045966 -0,481505729 0,438136537 
-0,147710672 0,046193871 -0,217296220 0,902533766 0,067421208 -0,435134355 
-0,457092192 -0,953108010 -0,684106523 0,576806351 0,809519018 0,632295442 
0,369527788 0,153745798 0,057462248 0,097419299 0,257243881 0,329146230 
0,077445751 0,373006379 -0,233708501 -0,252805643 0,487799745 -0,321156040 
0,138879676 -0,018680640 -0,327594817 0,344817335 -0,278149639 -0,492527501 
0,202894063 -0,762215619 0,401653824 0,126004258 -0,043051753 -0,353692045 
0,550118662 -0,367848644 0,399185252 0,277308444 0,025702433 -0,375215614 
0,071967341 -0,294621207 -0,143977990 0,005060442 0,391102336 0,540219920 
-0,048791715 -0,039542751 -0,328494651 0,474241248 -0,370370205 -0,072622915 
-0,301015394 0,110199005 -0,264232000 -0,220633839 -0,106140503 -0,090689086 
-0,592012208 -0,999962213 -0,215560618 -0,079967370 0,359263576 0,135888532 
-0,310249704 0,351240466 -0,313308107 0,028157010 -0,103173725 -0,039404281 
0,655646144 -0,425117263 -0,197482220 0,403768676 -0,019520554 -0,316340562 
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-0,365725265 0,931389879 0,775477250 0,036647015 0,530594466 0,317065992 
-0,473082663 -0,279562247 0,448196524 -0,135408320 0,515087600 -0,779695636 
0,229695353 0,236160839 0,029064653 0,514482982 -0,094955245 -0,608843979 
-0,155223139 0,940768288 0,222752224 -0,451687470 -0,765326865 0,074273539 
0,059643219 0,468054600 -0,094455535 0,260048913 0,382618631 -0,186808856 
0,438766856 -0,769012948 0,343459783 -0,460478590 -1,005660557 -0,654745536 
-0,110334587 0,396287576 0,276413827 -0,815091909 -0,625566053 -0,065500723 
0,160609777 -0,858716853 -0,356021601 0,458964005 0,479462789 -0,292870140 
-0,720820341 0,212367463 -0,323370515 0,352914069 0,449672152 -1,203221284 
0,445716143 -0,124992090 0,033250677 0,239909978 0,939702807 -0,102923277 
0,723106906 -0,293071891 -0,559383320 0,358365618 -0,773444648 0,204462942 
0,415870344 0,760549120 -0,513341756 0,338045668 0,264540900 -0,221039605 
0,822121154 0,496059034 -0,251170991 -0,148704420 -0,282109202 0,018118581 
-0,410869979 -0,758485637 0,018679476 0,146643344 -0,061340255 1,094781757 
-0,201457829 0,150096983 -0,092326191 -0,469669997 1,115297592 0,932158588 
-0,177079479 -0,599515863 0,388596083 -0,112069979 0,636875203 -0,139389069 
0,355532941 -0,044308148 -0,549279155 0,711629306 -0,104299338 0,625314473 
0,429660267 -0,761060126 0,498420993 0,290344927 -0,408040209 -0,052678637 
-0,106433585 0,156454712 -0,830491839 -0,062514393 -0,284048647 0,462212883 
-1,197078465 -0,594802279 0,030705317 0,774569613 0,382430675 0,411887702 
-0,558092568 0,318590791 -0,280757545 -0,206664019 -0,516841506 0,276514612 
-0,205937494 0,022041956 -0,259844197 -0,031980601 -0,012434245 0,001460973 
-0,215993602 -0,305957024 0,178258972 -0,560530168 0,404026265 -0,308416081 
-0,160916017 0,188851838 0,487878166 -0,530579476 0,258034741 0,290351217 
0,488688789 -0,126001174 0,011605219 -0,931984402 -0,004348207 -0,074267262 
0,237240965 -0,735168702 -0,476269561 -0,162024107 -0,236266376 0,074992302 
0,213749698 0,418641990 0,044840027 -0,032544470 -0,440411503 -0,510964701 
0,074699029 0,461158054 -0,216506979 0,372763036 0,165883308 0,082636646 
87 
 
0,238805415 0,764742459 -0,075936596 0,534606451 0,265977105 -0,387108969 
-0,098376784 -0,029340004 0,548126368 -0,015048979 0,282629144 -0,444498285 
 
 
A3 – Dados do modelo INAR(1) de Poisson 
 
 
N=1…10 N=11…20 N=21…30 N=31…40 N=41…50 
3 0 1 1 3 
3 1 1 0 1 
4 3 2 0 1 
2 3 0 0 1 
2 1 1 1 3 
0 1 1 2 1 
0 3 2 1 1 
0 4 3 4 1 
0 2 1 3 1 
0 2 2 2 0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
88 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
89 
 
 
 
 
 
 
 
 
 
Anexo B - Dados das manchas solares 
 
N=1…20 N=21…40 N=41…60 N=61…80 N=81…100 N=101…104 
12 15 20 23 18 21 
17 16 21 17 19 18 
13 17 17 12 26 16 
0 14 21 5 17 9 
18 15 18 12 26 
 
14 22 6 19 28 
 
19 17 10 26 22 
 
17 16 23 16 19 
 
0 20 25 18 15 
 
11 21 14 17 20 
 
20 20 5 14 18 
 
23 26 15 18 17 
 
17 25 19 19 22 
 
17 24 17 19 16 
 
16 17 15 21 15 
 
21 20 16 23 16 
 
13 20 17 19 22 
 
16 22 17 25 10 
 
16 16 26 22 18 
 
17 22 23 22 22 
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Anexo C - Códigos do R e do WinBUGS  
 
 
C1 – Códigos do R e WinBUGS para o exemplo da secção 2.1.4 
 
 
Para se obter os dados relativamente ao exemplo da secção 2.1.4 foram utilizados 
os seguintes códigos do R: 
 
e<-rnorm(800,0,1) 
y<-rep(0,800) 
for(t in 2:800){y[t]<- 0.6*y[t-1]+e[t]} 
y<-y[501:800] 
 
Como se sabe, os resíduos (e) seguem uma distribuição normal e escolhem-se como 
média o valor 0 e variância unitária para 800 valores. De seguida pretende-se obter 800 
observações da série temporal (y[t]) que é dada pela equação ttt yy εφ += −11 . E para 
serem utilizados como exemplo foram seleccionadas as observações de 501 a 800 o que 
perfaz 300 observações. 
 
Obtidas as observações pretende-se encontrar as estimativas dos parâmetros do 
modelo utilizando os seguintes códigos do WinBUGS: 
 
model { 
    for (t in  2:N) { 
                  y[t]~dnorm(miu[t],tau) 
                  miu[t]<-fi*x[t-1] 
                             sigma2[t]<-1/tau 
                                      } 
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    fi~dnorm(2,1) 
    tau~dgamma(1.0E-4,1.0E-4) 
  }  
 
 
list(x=c(0.454144026667275, 1.22006662532924, 2.78382904974432, 1.83759104797137,  
1.09620524213133, 3.68442166535039, 1.57245647716938, -0.123218812283449,  
-0.543490683023542, -1.38715820133912, -1.90115696204414, -0.79319550125079,  
0.373419683804466, -1.12757318666781, 0.53486477032338, 0.488346536917337,  
-1.72619522178507, -0.951287757176387, -0.687412760668645, -0.0594014167856923,  
-0.0540385580601383, 0.181734161546537, -0.926481218151582, -0.5010228582216,  
-1.39077724794580, -0.747750894563888, 0.751936399388015, 0.0149690135735229,  
0.486679943310779, 1.40643912358257, -0.502203063080289, 0.335279579218144,  
2.40392236346932, 1.09175143639834, -0.281655206409375, -0.851418328898185,  
-0.732723848000608, -0.888128813898729, -1.95231848717627, -0.815223032267123,  
-1.67419699650046, -1.30966887373494, 1.02052243968984, -0.659853456534068,  
0.0902482559420269, -0.981883195376347, -0.699341051401808, 0.100998890057885,  
-0.435724029709174, -1.14232827565734, -1.15641866523815, 0.395790940814843,  
-0.328137140092601, -0.547289561731969, -0.316869688524324, 1.07542853392498,  
-0.45660291571161, -0.238662877007293, -1.07893264928187, -1.6365374373369,  
-0.724407187981778, -1.16727084413534, 1.05795131720635, 2.30221038100986,  
2.15277265136614, 2.53973172876217, 2.32166882001312, 1.06962792443363,  
1.22180027790628, 1.05308583244687, 1.33059588186189, 0.116635860442532,  
-0.120060012326213, 1.0475707261864, 2.09452482562559, -0.748413135411405,  
-0.0499224774671484, -0.525017025236694, 0.4282398500131, -0.384413882297222,  
-0.442778659722862, -0.205769777608462, 1.39281094338896, -1.20892781491755,  
-0.514025939640712, 0.795865142731204, 1.76215083515517, 1.83399441021509,  
1.89481345194602, 1.71833105255793, -0.264988919137421, 0.732774367073307,  
1.43286047493984, 0.0992488897361401, 0.673744871788527, 0.301719508597915,  
-0.226648986196909, -0.636897237887267, -0.842575942195722, -0.778724708765408,  
-0.238387182943674, -2.12839509378484, -2.33234514547843, -1.60844385612588,  
-2.93502765324701, -3.45588393903175, -1.59891304687438, -2.05804226805817,  
-1.76429114315196, 0.527111723011829, 1.75537532061857, 1.25286010542518,  
0.0366701160646699, 0.098853886525424, -1.30993960433615, -1.57495897232126,  
-2.48912071393229, -0.667441085810888, -1.94681901407497, 0.622745682049684,  
0.229456027065527, -0.449330047688023, 0.85267288980773, 0.768241052245673,  
-0.928392590146722, -1.46420462025709, 0.181773183513475, 1.99132973795583,  
1.97598936431021, 1.83051098039829, 0.227710611175207, 2.59748176518153,  
2.57929986854922, 3.76612826258359, 3.25714968701099, 0.528414167867785,  
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-0.128432665729932, 0.430337455608217, -0.414085927171568, -1.60375314636273,  
0.592547851675745, -1.94560365630626, -1.91111879687907, -2.09506312633468,  
-1.54646511324291, -0.156468979075033, -0.675763529050742, 0.243708026503022,  
-0.80126148260341, 0.383257358760704, -0.118905611766701, -0.459953167917297,  
0.94760460625223, 1.19274289225167, 2.31066272449563, 1.64362086754304,  
0.0359468308152163, -1.16410995047479, -0.163260619687998, -1.56598320925398,  
-2.67333654887617, -0.77128234738536, -0.528609711734667, 1.04154149691998,  
1.66646815702977, 0.567169365163762, -0.0136373519525679, -0.668713053136868,  
-1.51339806610721, -0.668397764684048, -1.02556140263853, 0.0826501755674929,  
1.10109733729233, 1.96327414902952, 0.346752795789870, 0.229555613284294,  
2.70146070238691, -1.20865798803886, -1.20538207964084, 1.25722136681063,  
-0.512747413721485, 0.170712531987699, 0.552881588241631, 0.326881826176312,  
-0.100468021324030, 0.578183922054244, 0.167195158980231, -1.84651090927011,  
-1.75258978014306, -1.59885079826031, 1.48666115678883, 0.224602441887099,  
2.15325079287894, 1.04134779543036, 0.0523242736304185, 0.448485514135918,  
1.10457189627236, -0.603476134975056, 0.520453266890686, 0.582684163707889,  
0.711976177454417, 0.404439041253542, -0.257530457907072, -0.920760104392358,  
-0.712403793280861, -0.96881164107399, 1.38851632338530, 0.837409180234817,  
1.79797536694476, 1.86865650195017, 2.65421823563469, 0.390851839768394,  
-0.152712152261708, 0.839077126353132, -0.704860321950632, -0.754708989909961,  
-2.27014949387177, -1.73573713313746, 1.58233701229872, 1.5399602208813,  
2.56069976245684, 0.466254711917777, -0.0434090903926740, 0.389255365458642,  
-0.898647971168866, 0.741852193940788, 2.11267892660286, 1.13121494153828,  
0.34480769728945, 0.7853721288873, 0.424068810460698, 1.01035968862303,  
-0.671717978634102, -1.51049441417100, -1.44119701316319, -0.481906276825807,  
-0.396906189914832, 0.160034526879983, -0.108917905399327, 0.442034142856031,  
1.43483288707876, 1.80970072729661, 1.35218951388562, 1.25649725873442,  
1.88194542076571, 0.493348831897298, 1.50476359550843, 0.687236036246245,  
2.02261935255103, 1.9830106663912, 2.44513413469624, -0.0542558071344912,  
-0.39075175743768, -0.945110860526275, -0.121819762661832, 1.59940033073184,  
2.45225760800085, 2.59441820367444, 1.61942624818342, 0.259520320294591,  
2.8034948332948, 0.558179052043916, -1.49610531187778, -1.42838283749143,  
-0.231132515632462, -0.00146352425020971, 0.323501959491250,  
0.96848856392722, -0.315815184645411, 0.309381016698166, 1.65526256342710,  
-0.288910440660041, 1.81586034257592, 1.33253555271746, 1.36562424132040,  
0.257864361511925, -1.51482549949391, -0.408080028200523, -0.0249303958228899,  
-0.79642118004365, -0.450770196480683, -1.75304733032718, 0.592913412558104,  
0.736400963097459, -0.623086731983225, -1.46300612625289, -1.45863374294834,  
1.92862820538250, 1.49540498929196, -0.982113052519769, -2.98088258428067,  
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-1.40806898914513, -0.912255938262374, -1.30998901571128, -0.856654861419774,  
-1.15217096835141, -0.707363676811833, -2.01565411720589, -2.68527828698592,  
-2.53473059099545), N=300) 
 
 
list(fi=0.6,tau=1) 
 
 
O modelo é aqui descrito na parte model, depois os dados são colocados na 
primeira list onde também é indicado o número de observações N. Os valores iniciais dos 
parâmetros do modelo apresentam-se na segunda list. 
 
 
C2 – Códigos do R e WinBUGS para o exemplo da secção 2.2.4 
 
 
Para se obter os dados relativamente ao exemplo da secção 2.2.4 foram utilizados 
os seguintes códigos do R: 
 
e<-rnorm(800,0,1) 
y<-rep(0,800) 
for(t in 2:800){y[t]<- e[t]-0.6*e[t]} 
y<-y[501:800] 
 
Aqui foram utilizados os mesmos códigos que os anteriores com excepção da 
descrição da série temporal (y[t]) que é dada pela equação 11 −−= ttty εθε . Foram 
igualmente seleccionadas 300 observações. 
 
Obtidas as observações pretende-se encontrar as estimativas dos parâmetros do 
modelo utilizando os seguintes códigos do WinBUGS: 
 
model { 
                for (t in  2:(N)){ 
                               y[t]~dnorm(0,sigma2[t]) 
                               sigma2[t]<-(1+teta*teta)*(1/tau) 
                               } 
      teta~dunif(0,1) 
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      tau~dgamma( 1.0E-4,1.0E-4) 
   } 
   
Analogamente aos códigos descritos no Anexo C1, os dados e os valores inicias são 
colocados nas list. 
 
 
C3 – Códigos do R e WinBUGS para o exemplo da secção 3.1.6 
 
 
Para se obter os dados relativamente ao exemplo da secção 3.1.6 foram utilizados 
os seguintes códigos do R: 
 
e<-rpois(50, 1) 
 
Como se sabe, os resíduos (e) seguem uma distribuição de Poisson e escolhe-se 
como média o valor 1 para 50 valores. De seguida pretende-se obter 50 observações da 
série temporal (y[t]) que é dada pela equação ttt yy εα += −1o .  A operação thinning não é 
usual em R mas sabe-se que a distribuição condicional de  tt yy |oα  é uma binomial de 
parâmetro ty  e probabilidade de sucesso α . Para começar escolhe-se um valor inicial 
31 =y  (por exemplo)  e 45.0=α e para determinar o valor seguinte utiliza-se o comando 
em R: 
 
y<-rbinom(1, 3, 0.45) 
 
Obtém-se assim 2y  e com esse valor faz-se novamente o comando acima 
substituindo 3 pelo valor de 2y . Este procedimento repete-se até serem encontradas as 50 
observações pretendidas. 
 
Sabe-se ainda que a função verosimilhança do modelo INAR(1) de Poisson é da 
forma   
( ) ( ) ( ) ,1!|,, 1021
1 iy
iy
tiy
i
M
i t
tn
t
t
t
C
iy
eyyl −
−
−
==
−
−
−
=
−∑∏ ααλλα λ  
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onde ( ) ntyyM ttt ,...,2,,min 1 == − .  
 
Para que seja representada no Winbugs é necessário fazer alguns cálculos 
auxiliares. Portanto, defina-se: 
[ ] ( )∑
=
−
=
−t tM
i t
y
i
iy
CitF
0 !
,
1
 
 
 E obtém-se estes valores com os seguintes comandos de R: 
 
mat_des_binom<-function(x){ 
n<-length(x); 
Mn<-1:(n-1); 
for(i in 1:(n-1)){Mn[i]<-min(x[i],x[i+1])} 
F<-array(0,dim=c(length(x)-1,max(Mn)+1)); 
for(i in 1:(n-1)){for(j in 
1:(Mn[i]+1)){F[i,j]<-factorial(x[i])/(factorial(j-1)*factorial(x[i]-(j-1))*factorial(x[i+1]-(j-1)))}}; 
Max.Mn<-max(Mn); 
return(Mn,F)} 
  
Obtidas as observações pretende-se encontrar as estimativas dos parâmetros do 
modelo utilizando os seguintes códigos do WinBUGS: 
 
model { 
 for (t in  1:(N-1)){ 
    zeros[t]<-0 
                zeros[t]~dpois(l[t]) 
                for(i in 1:(Max.Mn+1)){ 
   soma[t,i]<- F[t,i]*pow(alpha,i-1)*pow(1-alpha,x[t]-(i-1))*pow(lambda,x[t+1]-(i-
1))} 
   l[t]<-lambda-log(sum(soma[t,]))} 
  #-ln(verosimilhança da parcela t) 
 alpha~dbeta(0.0001,0.0001) 
 lambda~dgamma(0.0001,0.0001)} 
 
 
list(x=c(3, 3, 4, 2, 2, 0, 0, 0, 0, 0, 0, 1, 3, 3, 1, 1, 3, 4, 2, 2, 1, 1, 2, 0, 1, 1, 2, 3, 1, 2, 1, 0, 0, 0, 1, 2, 1, 4, 3, 2, 
3, 1, 1, 1, 3, 1, 1, 1, 1, 0) ,Max.Mn=3,N=50, F=structure(.Data=c(0.166666666666667,  
1.5, 3, 1, 0.0416666666666667, 0.5, 1.5, 1, 0.5, 4, 6, 0, 0.5,  
2, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0,  
0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0.166666666666667, 0.5, 0, 0, 0.166666666666667,  
1.5, 3, 1, 1, 3, 0, 0, 1, 1, 0, 0, 0.166666666666667, 0.5, 0,  
0, 0.0416666666666667, 0.5, 1.5, 1, 0.5, 4, 6, 0, 0.5, 2, 1,  
0, 1, 2, 0, 0, 1, 1, 0, 0, 0.5, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0,  
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0, 1, 1, 0, 0, 0.5, 1, 0, 0, 0.166666666666667, 1, 1, 0, 1, 3,  
0, 0, 0.5, 1, 0, 0, 1, 2, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0,  
0, 0, 1, 0, 0, 0, 0.5, 1, 0, 0, 1, 2, 0, 0, 0.0416666666666667,  
0.166666666666667, 0, 0, 0.166666666666667, 2, 6, 4, 0.5, 3,  
3, 0, 0.166666666666667, 1, 1, 0, 1, 3, 0, 0, 1, 1, 0, 0, 1,  
1, 0, 0, 0.166666666666667, 0.5, 0, 0, 1, 3, 0, 0, 1, 1, 0, 0,  
1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0), .Dim = c(49, 4))) 
 
list(alpha=0.45,lambda=1)  
  
Analogamente aos códigos descritos anteriormente, os dados e os valores inicias 
são colocados nas list. 
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Anexo D - Distribuições de Probabilidade 
 
 
 
Ao longo deste trabalho foram utilizadas algumas distribuições de probabilidade 
que serão sinteticamente apresentadas neste anexo. 
 
Beta 
 
A variável aleatória X  tem distribuição beta, simbolicamente ( )βα ,~ BeX  se a 
sua função de densidade de probabilidade for dada por 
 
 
( ) ( )( ) ( ) ( ) ,1,|
11 −−
−
ΓΓ
+Γ
=
βα
βα
βαβα xxxf
 
 
onde 0>α  é o parâmetro de forma, 0>β  é o parâmetro de escala  e ( )1,0∈x . Como a 
função beta, definida por 
 
( ) ( ) ,1, 1
0
11
∫
−
−
−= dxxxB βαβα
 
 
 
para  0>α  e 0>β , verifica a igualdade  
 
 
( ) ( ) ( )( ) ,, βα
βαβα
+Γ
ΓΓ
=B
 
 
então ( )βα ,|xf  pode ser representada por  
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( ) ( ) ( ) .1,
1
,| 11 −− −= βαβαβα xxBxf  
 
O valor médio e a variância de X  são dados, respectivamente, por: ( ) ( )βα
α
+
=XE  e 
( ) ( ) ( )12 +++= βαβα
αβXVar .  
A distribuição uniforme ( )1,0U  é um caso particular da beta, corresponde a 
considerar 1== βα . Os casos 5.0== βα  e 0== βα  são frequentemente utilizados 
como distribuições a priori não informativas. 
 
Beta Generalizada 
 
A variável aleatória X  tem distribuição beta generalizada, simbolicamente 
( )lkBegX ,,,~ βα  se a sua função de densidade de probabilidade for dada por 
 
 
( ) ( )
( ) ( )
( ) lxkkl
xlkx
B
lkxf <<
−
−−
=
−+
−−
,
,
1
,,,| 1
11
βα
βα
βαβα  
 
onde 0>α  é o parâmetro de forma, 0>β  é o parâmetro de escala  e ( )1,0∈x .  
 
Binomial 
 
A variável aleatória X  tem distribuição binomial com parâmetros ℵ∈n  e 
] [1,0∈p , simbolicamente ( )pnBiX ,~ , se a sua função de densidade de probabilidade for 
dada por 
 
( ) ( ) ,1,| xnx pp
p
n
pnxf −−





=
 
 
para nx ,,2,1,0 K= . O valor médio e a variância de X  são dados, respectivamente, por 
( ) npXE =  e ( ) ( )pnpXVar −= 1 .  
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A distribuição de Bernoulli ( )pBerr  é um caso particular da distribuição binomial 
que resulta de considerar 1=n . 
 
Binomial Negativa 
 
A variável aleatória X  tem distribuição binomial negativa com parâmetros ℵ∈r  e 
] [1,0∈p , simbolicamente ( )prBiNegX ,~ , se a sua função de densidade de 
probabilidade for dada por 
 
( ) ( ) ,11,| xr pp
x
rx
prxf −




 −+
=
 
 
para K,2,1,0=x . O valor médio e a variância de X  são dados, respectivamente, por 
( ) ( )
p
prXE −= 1  e ( ) ( )21p
prXVar −= .  
 
A distribuição Geométrica ( )pGeo  é um caso particular da distribuição binomial 
negativa que resulta de considerar 1=r . 
 
Gama 
 
A variável aleatória X  tem distribuição gama, simbolicamente ( )βα ,~ GaX  se a 
sua função de densidade de probabilidade é dada por 
( ) ( ) ,,|
1 xexxf βα
α
α
ββα −−
Γ
=
 
onde 0>α  é o parâmetro de forma, 0>β  é o inverso do parâmetro de escala e 0>x . A 
função Γ  designa-se por função gama e é definida por 
 
( ) ,
0
1
0
1
∫∫
∞
−−
∞
−−
==Γ dxexdxex xx βααα βα
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para  0>α . O valor médio e a variância de X  são dados, respectivamente, por: 
( ) β
α
=XE  e ( ) 2β
α
=XVar .  
 
A distribuição gama é a distribuição a priori conjugada para o inverso da variância 
da normal e para o valor médio da Poisson. Uma distribuição não-informativa é obtida no 
limite quando 0, →βα . 
 
Gama Invertida 
 
A variável aleatória X  tem distribuição gama invertida, simbolicamente 
( )βα ,~ GIX , se a sua função de densidade de probabilidade for dada por 
( ) ( )
( )
,,| 1 xexxf βα
α
α
ββα −+−
Γ
=
 
 
onde 0>α  é o parâmetro de forma, 0>β  é o parâmetro de escala e 0>x . O valor médio 
e a variância de X  são dados, respectivamente, por:  
( ) ,
1−
=
α
βXE  para 1>α  
( ) ( ) ( ) ,21 2 −−= αα
βXVar para 2>α . 
 
Se 1−X  tem distribuição gama de parâmetros βα , , então X  tem distribuição gama 
invertida com os mesmos parâmetros. Uma distribuição não-informativa é obtida no 
considerando 0, →βα . A distribuição gama invertida é a distribuição a priori conjugada 
da variância da normal. 
 
Normal 
 
A variável aleatória X  tem distribuição normal, simbolicamente ( )2,~ σµNX  se 
a sua função de densidade de probabilidade é dada por 
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( ) ,
2
1
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
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
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
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

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 −
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σµ xxf  
onde ℜ∈µ  é o parâmetro de localização, 0>σ  é o parâmetro de escala e ℜ∈x . Se 
0=µ  e 1=σ  diz-se que X  tem distribuição padrão. O valor médio e a variância de X  
são dados, respectivamente, por: ( ) µ=XE  e ( ) 2σ=XVar . 
 
Normal Multivariada 
 
O vector aleatório contínuo ( )kxxxX ,,, 21 K=  tem distribuição normal 
multivariada de dimensão k  com vector médio ( ) kk ℜ∈= µµµµ ,,, 21 K  e matriz de 
covariâncias Σ , sendo Σ  uma matriz kk ×  simétrica e definida positiva, simbolicamente 
( )Σ,~ µkNX , se a sua função de densidade de probabilidade for dada por 
( ) ( ) ( ) ( ) ,2
1
exp
2
,| 1'´2
211






−Σ−−
Σ
=Σ −
−
µµ
pi
µ xxxf k  
para kx ℜ∈ . O vector de medias e a matriz de covariâncias de X  são dados, 
respectivamente, por: ( ) µ=XE  e ( ) Σ=XVar . Isto é ( ) iiXE µ=  e ( ) iiiXVar σ=  e 
( ) ijijXCov σ=  onde ( )ijσ=Σ . 
 
Poisson 
 
A variável aleatória X  tem distribuição de Poisson com parâmetros 0>λ , 
simbolicamente ( )λPoiX ~ , se a sua função de densidade de probabilidade for dada por 
 
( ) ,
!
1| λλλ −= e
x
xf x
 
 
para K,2,1,0=x . O valor médio e a variância de X  são dados, respectivamente, por 
( ) λ=XE  e ( ) λ=XVar .  
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T-Student 
 
A variável aleatória X  tem distribuição t-Student com 0>n  graus de liberdade, 
simbolicamente ( )2,~ σµntX  se a sua função de densidade de probabilidade for dada por 
 
( ) ,11
2
2
1
,,|
2
1
2
2
+
−













 −
+





Γ





 +Γ
=
n
x
n
n
n
n
nxf
σ
µ
pi
σµ
 
 
onde ℜ∈µ  é o parâmetro de localização,  0>σ  é o parâmetro de escala  e ℜ∈x . O 
valor médio e a variância de X  são dados, respectivamente, por:  
( ) ,µ=XE  para 1>n  
( ) ( ) ,2
2σ
−
=
n
nXVar para 2>n . 
 
T-Student Multivariada 
 
O vector aleatório contínuo ( )kxxxX ,,, 21 K=  tem distribuição de Student 
Multivariada de dimensão k , com parâmetros ( ) kk ℜ∈= µµµµ ,,, 21 K  , 0>n  e matriz de 
covariâncias Σ , sendo Σ  uma matriz kk ×  simétrica e definida positiva, simbolicamente 
( )Σ,,~ µαktX , se a sua função de densidade de probabilidade for dada por 
( ) ( )( )( )( ) ( ) ( ) ,
11
2
2
,,| 21'´12
kn
k xxnnn
kn
nxf
+
−
−−






−Σ−+Σ
Γ
+Γ
=Σ µµ
pi
µ  
para kx ℜ∈ . O vector médio e a variância de X  são dados, respectivamente, por: 
( ) µ=XE  e ( ) Σ=XVar .  
 
 
 
 
 
 
 
