Spatial autocorrelation and spatial interaction are two important analytical processes for geographical analyses. However, the internal relations between the two types of models have not been brought to light. This paper is devoted to integrating spatial autocorrelation analysis and spatial interaction analysis into a logic framework by means of Getis-Ord's indexes. Based on mathematical derivation and transform, the spatial autocorrelation measurements of Getis-Ord's indexes are reconstructed in a new and simple form. A finding is that the local Getis-Ord's indexes of spatial autocorrelation are equivalent to the rescaled potential energy indexes of spatial interaction theory. The normalized scatterplot is introduced into the spatial analysis based on Getis-Ord's indexes, and the potential energy indexes are proposed as a complementary measurement. The global Getis-Ord's index proved to be the weighted sum of the potential energy indexes and the direct sum of total potential energy. The empirical analysis of the system of Chinese cities are taken as an example to illustrate the effect of the improved methods. The mathematical framework newly derived from Getis-Ord's work is helpful for further developing the methodology of geographical spatial modeling and quantitative analysis.
Introduction
Spatial autocorrelation and spatial interaction models represent two theoretical cornerstones and 2 classic contents of geographical analyses. Spatial autocorrelation is based on the concept of correlation coefficient, and the main measurements include Moran's index (Moran, 1948) , Geary's coefficient (Geary, 1954) , and Getis-Ord's indexes (Getis and Ord, 1992; .
Spatial interaction is based on the gravity concept, and the chief models and methods including gravity model (Fotheringham and O'Kelly, 1989; Haggett et al, 1977; Haynes and Fotheringham, 1984) , potential energy formulae (Stewart, 1942; Stewart, 1948) , and entropy-maximizing model family (Wilson, 1968; Wilson, 1970; Wilson, 2000) . However, the mathematical links between spatial autocorrelation and spatial interaction have not been revealed at present. In fact, there are significant similarities and differences between the two methods. The similarities between spatial autocorrelation and interaction are as follows. First, both of them are based on size measurements and distance decay effect. Second, both of them can be used to describe strength patterns of spatial association between different geographical elements. The principal difference between the two methods rests with the correlation properties. Spatial autocorrelation is focused on the intracorrelation or self-correlation of a group of elements, while the spatial interaction is focused on the inter-correlation or cross-correlation between many different elements, especially two elements.
Sometimes, if we examine the same elements in a geographical system by using the same size and distance measurements, auto-correlation and cross-correlation are often weaved into one another.
Thus, spatial autocorrelation analysis may be combined with spatial interaction modeling. If so, we can find a new way of spatial analysis for characterizing geographical patterns and processes.
In a sense, spatial autocorrelation analyses are more widely made than spatial interaction analyses in scientific studies. The former is a theory of spatial statistics, while the latter is a geographical theoretical model. The methods of spatial autocorrelation have been developing (Bivand, 2009; Chen, 2013; Griffith, 2003; Haining, 2009; Li et al, 2007; Sokal and Oden, 1978; Tiefelsdorf, 2002) .
The statistics of spatial autocorrelation such as Moran's I and Ripley's K has been applied to spatial association processes in various fields (e.g., Beck and Sieber, 2010; Braun et al, 2012; Deblauwe et al, 2012; de la Cruz et al, 2014; Koester et al, 2012; Kumar et al, 2012; Lai and Law, 2015; Mateo-Tomás and Olea, 2010; Melo et al, 2017; Ng et al, 2012; Oreska et al, 2017; Scheuer et al, 2016; Wang et al, 2014; Weeks et al, 2004; Westerholt et al, 2016; Wilson et al, 2014) .
In contrast, spatial interaction analysis is mainly confined to geographical research. A discovery is that the Getis-Ord's indexes can be used to connect spatial autocorrelation and spatial interaction 3 based on the power-law decay. If we can express the inherent correlation between them by mathematical equations, we will be able to develop the methodology of spatial analysis. This paper is devoted to reconstructing the mathematical expressions of Getis-Ord's indexes and integrate the spatial interaction into spatial autocorrelation analysis using Getis-Ord's indexes. The rest parts are organized as follows. In Section 2, a new mathematical framework of spatial autocorrelation based on Getis-Ord's indexes are proposed, and the potential energy and potential energy indexes are derived from this framework. A scatterplot is introduced into the new framework to visualize the analytical process. In Section 3, the relationships between Getis-Ord's indexes, Moran's indexes, and potential energy indexes are discussed. The local Getis-Ord's indexes based on the power law distance decay are proved to be the rescaled potential energy indexes, and the global Getis-Ord's index proved to be the weighted sum of the local indexes. In Section 4, an urban system including the main Chinese cities are taken as an example to make an empirical analysis, illustrating how to use the analytical process. Finally, the discussion is concluded by summarizing the chief points.
Theoretical results

Reconstructing formulae of Getis-Ord's indexes
In spatial autocorrelation analysis, Getis-Ord's indexes are important complement to Moran's indexes and Geary's coefficients. Using Getis-Ord's indexes, we can reveal the inherent relationship between spatial autocorrelation and spatial interaction. First of all, the mathematical expression of Getis-Ord's indexes should be reconstructed in a new form. Then, we can reveal the mathematical relationships between Getis-Ord's indexes and potential indexes. Suppose that there are n geographical elements (e.g., cities) in a regional system (e.g., a network of cities) which can be measured by a size variable x (e.g., city population). A vector of the element sizes can be defined as
where x i is the size measurement of the ith element (i=1,2,…,n). The sum of x i is as below:
The unitized vector of x can be given by y=x/S=[y 1 , y 2 , …, y n ] T , in which the ith entry is
in which x denotes the average value of x i . The unitization processing depends on the mean of size variable, and average value represent the characteristic length of a sample. The concept of unitization is often confused with the notion of normalization in literature. The variable y meets the condition of unitization such as
Thus, Getis-Ord's index G can be re-expressed in a simple way by means of the unitized variable.
Based on a spatial contiguity matrix (SCM), we can construct a spatial weight matrix (SWM).
Suppose that there is an n-by-n unitized spatial weights matrix (USWM) such as
where i, j=1,2,…,n. The three properties of the matrix are as follows: (1) Symmetry, i.e., w ij =w ji ; (2) Zero diagonal elements, namely, |w ii |=0; (3) Unitization condition, that is
Thus the global Getis-Ord's index G can be expressed in a quasi-quadratic form as follows G  T y Wy ,
which is simple and more convenient than the conventional expression of Getis-Ord's index. In fact, G is not a really a quadratic form because W is not a positive definite matrix. Expanding equation (7) yields the original formula of Getis-Ord's index (Getis and Ord, 1992; 11
where w ij denotes the elements of a spatial weight matrix, W (Chen, 2013; Chen, 2015a) . Equation 
where G=[G 1 , G 2 ,…, G n ] T . Accordingly, the expanded form is
which represents an important measurement of local spatial autocorrelation. Now, we can investigate the association of spatial autocorrelation with spatial interaction. In fact, if we use the reciprocals of distances between geographical elements (locations) to construct a spatial contiguity matrix, equation (10) proved to be equivalent to the formula of potential energy.
Proposed by Stewart (1948; 1950a , 1950b , potential energy is a useful measurement in urban geography (Zhou, 1995) . In fact, the local Getis's G reflects a kind of normalized potential energy, and this will be demonstrated next. A normalized potential energy can be defined as follows
which bears an analogy with local Moran's index in form. It can be termed the Local Indicators of Spatial Interaction (LISI), which bears an analogy with the local indicators of spatial association (LISA) (Anselin, 1995; Anselin, 1996) . The G value is a relative measurement, while the E value is an absolute measurement for spatial association. It can be proved that
which indicates that the global Getis-Ord's index G equals the sum of the total potential energy E i .
Scientific description based on mathematical theory is to utilize characteristic scales, which can be represented by eigenvalues in linear algebra. The theoretical eigen equation of Getis's index can be derived from the abovementioned definitions. Equation (7) 
which is important for the autocorrelation analysis based on Getis-Ord's indexes. Comparing equation (15) with equation (11) shows that the elements in the diagonal of M * give the normalized total potential energy of a geographical system. The trace of M * is equal to the global Getis-Ord's index, G. The sum of each volume of M * yields the local Getis' G, that is
where i, j, k =1,2,…,n. Please note that equation (16) is different from equation (12). The sum of each row of M * gives the product of y i and the sum of G i , namely,
which implies
where i, j, k =1,2,…,n. Equations (16), (17), and (18) can be verified by a simple example. This suggests that we can calculate the normalized total potential energy, potential energy indexes, global
Getis-Ord's index, and local Getis-Ord's indexes by means of the matrix M * .
Actual spatial correlation matrix
The practical spatial correlation matrix is different from the ideal spatial correlation matrix. In empirical studies, the outer product yy T in equation (13) can be substituted with the inner product y T y. In fact, the result of y T y is a constant. So we have   TT yy y y yy y ,
which suggests that the parameter λ=y T y is the maximum eigenvalue of the outer product matrix yy T , and the unitized size vector y is the corresponding eigenvector. Developing equation (19) 
(20)
Further, it can be shown that λ=y T y is the maximum eigenvalue of yy T . For a square matrix, the trace of yy T is
where T r refers to "finding the trace (of yy T )". If λ 1 =λ max =y T y, then we will have max max , 0,
For arbitrary λ, the extended form of yy T is as below   
According to the Cayley-Hamilton theorem, the eigenvalues of any n-by-n matrix are identical to the characteristic roots of a polynomial equation. The characteristic polynomial of the matrix yy T is 
where E denotes the identity/unit matrix. Finding the characteristic roots of equation (24) yields λ 1 =λ max =y T y=y 1 2 +y 2 2 +…+y n 2 and λ 2 =λ 3 =…=λ n =0. 
In fact, equation (25) is left multiplied by y T yields equation (7). This implies that we can derive equation (7) 
If we use the mathematical software such as Matlab to calculate the eigenveactor of yy T W or λW, the result will be y° rather than y. Comparing equation (25) with equation (13) shows
This indicates that the eigenvector Wy is still the eigenvector of the outer product matrix yy T , and the corresponding eigenvalue is λ= y T y. Substituting equation (9) into equation (29) yields
which suggests that the vector of local Getis-Ord's index is the eigenvector of yy T corresponding to the eigenvalue λ. Thus we have
in which 0 refers to the zero/null vector. However, equations (29) and (31) 
where the arrow "→" denotes "infinitely approach to" or "be theoretically equal to". There are always errors between the inner product correlation matrix M=y T yW and the outer product 9 correlation matrix M * =yy T W. Based on the error vector, we can define an index to measure the degree of spatial autocorrelation. The stronger the spatial autocorrelation is, the closer the vector My will be to the vector M * y. A finding is that, according to the equations (13) and (26), the global Getis-Ord's index proved to be the eigenvalue of spatial correlation matrixes. An eigenvalue of a matrix is the characteristic root of the corresponding multinomial of the determinant of the matrix.
It represents a characteristic length of spatial analysis. This suggests that, like Moran's I, Getis-Ord's G is also a characteristic parameter of geographical spatial modeling.
Getis-Ord's scatterplot
The spatial analytical process based on Getis-Ord's index can be visualized by plots. In order to find new approaches to evaluating Getis-Ord's indexes and introducing Getis-Ord's scatterplot into spatial autocorrelation analysis, two vectors based on spatial correlation matrixes should be defined.
One is the outer product vector as below
which is based on equation (13). The other is the inner product vector as follows
which is based on equation ( 
where e f refers to the errors of the Getis-Ord's spatial autocorrelation. The squared sum of the
The value of e f fluctuates around 0; therefore, the S f value approaches zero.
By analogy with Moran's scatterplot, we can employ scatter point graphs to make local spatial autocorrelation analysis based on Getis-Ord's indexes. If the unitary vector y represents the x-axis, and the corresponding vector λWy represents the y-axis, a Getis-Ord's scatterplot will be generated.
Further, a "trend line" can be added to the plot: the x-axis is still the unitary vector, y, but the y-axis is yy T Wy. In other words, the relationship between y and λWy forms the scatter points, while the 10 relationship between y and yy T Wy makes the trend line. Differing from Moran's index which comes between -1 and 1, Getis-Ord's index ranges from 0 to 1. That is to say, G≥0. As a result, the trend line based on yy T Wy does not always match the scatter points based on λWy. In fact, for the positive spatial autocorrelation (Moran's I>0), a Getis-Ord's trend line is consistent with its scatter points;
however, for the negative spatial autocorrelation (Moran's I<0), a Getis-Ord's trend line is inconsistent with its scatter points. In many cases, a trend line of Getis-Ord's scatter plot serves for a dividing line, and the data points fall into two categories. By means of the scatter points and trend line, we can divide the geographical elements into two groups. we can draw a scatter plot for Getis-Ord's autocorrelation analysis. Using the scatter plot, we divide geographical elements into several groups. Third, Getis-Ord's index proved to be an eigenvalue of a spatial correlation matrix. This suggests that Getis-Ord's index is actually a characteristic length of spatial autocorrelation. Fourth, if we use the reciprocals of geographical distances to define spatial contiguity, Getis-Ord's index is demonstrated to be equivalent to potential energy. Suppose that spatial contiguity matrix is generated using power-law decay and the distance decay exponent equals 1. Getis-Ord's index can be converted into local potential energy. Thus, spatial autocorrelation is mathematically associated with spatial interaction.
Discussion
Association of autocorrelation with interaction
The precondition of the abovementioned innovations is reconstruction of Getis-Ord's index formula with matrixes and vectors. It is easy to prove the following relation:
where 11 nn ij ij
in which const denotes a constant. Thus, re-expressing equation (8) yields
which is equivalent to equation (7). The relation between the global Getis-Ord's index and the local Getis-Ord's index is
in which G i is defined by equation (9). It is obvious that equation (40) is equivalent to equations (12) and (16). This suggests that the global Getis-Ord's index is the weighted sum of local Getis-Ord's index based on the unitized size vector.
By comparison, the relationships and differences between Getis-Ord's indexes, Moran's indexes, and potential energy indexes can be made clearer. Getis-Ord's indexes are different from Moran's indexes. Getis and Ord (1992) proposed the indexes to make up the deficiencies of Moran's indexes.
However, there is an analogy between Getis-Ord's G and Moran's I. The similarities are as follows.
First, the method of improving the mathematical expressions of Getis-Ord's index is similar to that of improving the mathematical expressions of Moran's index. Ord's indexes is based on unitized size vector. So, Moran's index I comes between -1 and 1 (-1≤I≤1), while Getis-Ord's index G varies from 0 to 1 (0≤G≤1). 
Next, let's prove the relationship between Getis-Ord's indexes for spatial autocorrelation and the potential energy indexes for spatial interaction. The classical gravity model of geographical spatial interaction is as below (Haggett et al, 1977) :
where x i and x j are two size measures (e.g., city population), r ij is the distance between the i location and the j location, I ij denotes the attraction force between x i and x j , the parameter K refers to the gravity coefficient, and b to the distance decay exponent (b>1). The distance exponent proved to be a kind of fractal dimension (Chen, 2015b) . Thus the mutual energy between the i location and the j location can be defined as (Stewart, 1948; Stewart, 1950; Stewart and Warntz, 1958) 1
Thus, the gravitational potential can be defined as s j =I ij r ij /x i (Stewart and Warntz, 1958) . The total mutual energy (TME) between the i location and other locations can be given by
where q=b-1 denotes distance scaling exponent. The value of E i reflects the influence power of an element at the ith location in a regional network. Accordingly, the potential energy index (PEI)
indicating the total gravitational potential of the i location in a geographical system can be defined 13 as (Zhou, 1995) 11 1 11
which reflect the traffic accessibility of location i. Without loss of generality, let K=1 and b=2, then we have q=1. Suppose that the spatial proximity function (SPF) is v ij =1/r ij and x i and x j are replaced by y i and y j . Unitizing the spatial contiguity matrix, we can convert equation (44) into equation (10), and transform equation (43) into equation (11). This suggests that Getis-Ord's index is actually normalized potential energy, and spatial autocorrelation analysis and spatial interaction modeling reach the same goal by different routes.
Equivalence of Getis-Ord's G to potential energy
In order to further reveal the association of spatial autocorrelation with spatial interaction, the clearer and exacter relation between Getis-Ord's indexes and potential energy should be shown. Now, let's change an angle of view to examine them. In fact, by rescaling potential energy of geographical elements, we can obtained local Getis-Ord's indexes. By the mathematical derivation, we can find practical links between the two approaches of spatial modeling. To make a spatial autocorrelation analysis, a spatial contiguity matrix must be created by applying a weight function to a spatial proximity matrix (Chen, 2012; Getis, 2009 ). For n elements in a geographic system, a spatial contiguity matrix, V, can be expressed as 
in which v ij is a measure used to reflect the contiguity relationships between location i and location j (i, j=1,2,…,n). If i=j as given, then v ii ≡0. This indicates that the diagonal elements must be converted into zero. Thus a unitized spatial weights matrix, W, can be given by In above equations, the value v ii ≡0 results in the value w ii ≡0. Compared with spatial contiguity matrix V, the unitized spatial weights matrix W make the mathematical form of spatial autocorrelation become simple and graceful. If the spatial contiguity matrix is unitized by row, the result will violate the well-known distance axiom (Chen, 2016) . There are three types of spatial weight function that can be used to construct spatial continuity matrix, that is, inverse power function, negative exponential function, and staircase functions (Chen, 2012) . Among these weight functions, the inverse power function is the common one (Cliff and Ord, 1973) . This function stemmed from the impedance function of the gravity model (Haggett et al, 1977) . Generally speaking, the inverse power function is as below , 0,
where r ij refers to the distance between location i and location j, and q denotes the distance scaling exponent. Generally, we have q=1 for spatial autocorrelation (Cliff and Ord, 1981) . A total quantity of spatial continuity can be defined as 
Then, we can rescale the spatial distances as follows
Based on the unitized size measure y j and rescaled distances d ij , the potential energy is
which can be regarded as rescaled potential energy. Based on the rescaled distances, the unitized weight is as below
Substituting equation (51) 
which suggests that the rescaled potential energy index V i * equals local Getis-Ord's index G i .
Accordingly, the mutual energy index is E i * =y i V i * =y i G i . That is to say, Getis-Ord's indexes for spatial autocorrelation are equivalent to the potential energy indexes for spatial interaction based on the gravity model under certain conditions. This is a theoretical and methodological study for spatial autocorrelation and spatial interaction.
Compared with pure autocorrelation measurements based on Getis-Ord's indexes, the new framework can yield more systematic outputs of calculations and analyses. The equivalence relationship between Getis-Ord's indexes and potential energy indexes is useful for spatial modeling.
We can employ the gravity analysis of a regional network to estimate the distance scaling exponent value of spatial autocorrelation q. What is more, we can use spatial autocorrelation analysis to complement the spatial interaction analysis and vice versa. Getis-Ord's indexes are abstract and thus difficult to understand, but it is easy to understand the potential energy concept based on the gravity model. The chief shortcomings of this work are as follows. First, the method relies heavily on linear algebra theory. For the readers who are not familiar with linear algebra, especially matrix knowledge, it is hard to understand the methodology developed in this work. Second, the spatial autocorrelation and cross-correlation analyses are not integrated into framework. The spatial autocorrelation measures can be generalized to spatial cross-correlation measures (Chen, 2015a) . Using total potential energy, we can associate spatial interaction with spatial autocorrelation and spatial crosscorrelation. Due to the limited space, the problem remains to be solved in a companion paper.
Materials and Methods
Approaches to Getis-Ord's indexes
It is difficult for the learners of spatial autocorrelation and spatial interaction to compute Getis-Ord's index using the complex formulae. Students can calculate Getis-Ord's G by means of the professional software such as ArcGIS. However, the computational process is a black box for them.
If and only if a student knows how to fulfil a set of complete calculation steps of a measurement, he/she will really understand the principle of the mathematical method. Based on the new 16 framework of Getis-Ord's spatial autocorrelation expressed by linear algebra, a number of approaches to computing global and local Getis-Ord's indexes are proposed in this subsection. Each approach has its own advantages and disadvantages (Table 2) . Using the calculation results, we can make an analysis of spatial interaction with the potential energy values (Figure 1 ). Among these approaches, three ones bear analogy with those for Moran's index (Chen, 2013) . In other words, all the approaches to calculating Moran's index can be employed to compute global Getis-Ord's index.
The difference lies in the processing way of size measurements. However, for the local Getis-Ord's indexes, we should address them in the ways differing from those for local Moran's indexes. The main approaches to computing the local Getis-Ord's indexes are as follows.
(1)
Spatial contiguity matrix, V
Spatial size vector,
x Spatial weights matrix, W
Unitized size vector, y
Preparation of datasets
The simple approaches to local Getis-Ord's indexes G=Wy
Spatial autocorrelation analysis based on Getis-Ord's indexes
The main approaches to global Getis-Ord's index G=y T Wy, My=Gy, f * =Gy, G=(f *T f * /λ) 1/2 Conventional formula method. Using equation (10), we can calculate local Getis-Ord's indexes step by step. This is the traditional approach used in literature. (2) Matrix manipulation method.
The sizes and weights must be unitized by equations (3) and (46). Then, in terms of equation (9), using the unitized weight matrix W to multiple left the unitized size vector y yields the vector of local Getis-Ord's indexes G. The process is very simple and can be carried out by MS Excel. (3) Spatial correlation matrix method. Suppose that we obtain the ideal spatial correlation matrix, M * =yy T W. According to equation (16), the sums of the columns of matrix M * give the local Getis indexes. (4) Potential energy method. Local Getis-Ord's indexes are equal to the rescaled potential energy measurements. Using equation (3) to unitize size measurements, using equation (48) and (49) to rescale distance matrix, and using equation (52) to calculate the potential energy based on the special distance scaling exponent q=1, we can obtain the local Getis-Ord's indexes.
The approaches for calculating global Getis-Ord's index are more than seven ones, which are summarized as follows. (1) Conventional formula method. Using equation (8), we can compute the global Getis-Ord's index by the traditional method. (2) Three-step calculation method. This approach is very simple and the beginners of spatial autocorrelation analysis can master it easily.
The three steps of calculating Getis-Ord's index are as follows.
Step 1: unitize the size variable x.
In other words, convert the initial variable x based on equation (1) into the unitized variable in equation (3).
Step 2: compute the unitized spatial weight matrix. The weights matrix is defined in equations (5) and (6) and can be calculated by equation (45) and (46). Step 3: calculate Getis-Ord's index. According to equation (7), the unitized spatial weight matrix is first left multiplied by the transposition of y, and then the vector y T W is right multiplied by y. The final product of the continued multiplication is the global Getis-Ord's index. (3) Matrix scaling method. This approach is to find the maximum characteristic value of the spatial correlation matrix. If we work out the maximum eigenvalue of the matrix M * =yy T W or M=λW by using equation (13) (4), the sum of y's elements is 1. According to equation (33), we have
Thus the value of Getis-Ord's index can be calculated using the elements in the vector f * , that is
which indicates an alternative approach to working out global Getis-Ord's index. (15) and (16) Outer product sum Simple Directly yield Equations (33) and (54) Note: If the utilized variable y is replaced by the standardized variable z, the seven approaches can be employed to evaluate global Moran's I, for which the seventh method can also be termed standard deviation method.
Empirical analysis
The new framework of spatial autocorrelation based on Getis-Ord's indexes can be applied to
China's cities to make case studies. The study area includes the whole mainland of China, and the time points are 2000 and 2010, respectively (See Files S1 and S2). As an example of illustrating a methodology, the simpler, the better. Therefore, only the capital cities of the 31 provinces, 19 autonomous regions, and municipalities directly under the Central Government of China (CCC) are taken into account. The urban population from the fifth census in 2000 and the sixth census in 2010
can serve as the two size variables (x i ), and the railway mileage between any two cities are used as a spatial proximity measurement (r ij ). Because the cities of Haikou and Lhasa were not connected to Chinese network of cities by railway, only 29 cities are really considered in the spatial analysis, and thus the size of the spatial sample is n=29.
Using the methods shown above and the datasets of city sizes and spatial distances, we can calculate the Getis-Ord's indexes and potential energy measurements of Chinese systems of cities.
By means of one of the seven approaches above-shown, we can compute the global Getis-Ord's index. For example, by the three-step method based on the formula G=y T Wy, we have the following results, for 2000 year, G=0.001299, and for 2010 year, G=0.001345. By means of one of the four approaches displayed above, we can compute the local Getis-Ord's indexes. On the other, using the formula of potential energy index and mutual energy index (K=1, q=1), equations (43) and (44) (Table 3) . (Note: The trend line is added to the trend points based on the outer product correlation, yy T Wy, and we have perfect fit, R 2 =1. This implies that the connection line of the scattered points yielded by the linear relation between y and yy T Wy is just the trend line. ) (Table 4) 
where h i denotes the discriminant index. If h i >1, the ith point is above the trend line, otherwise, the point is beneath the trend line. By the way, the trend line represents the conditional mean value, and the potential energy indexes are equal to the local Getis-Ord's indexes and indicate accessibility. About the Getis-Ord's scatter plot, it is necessary to explain the two aspects. First, generally speaking, the scattered points are not consistent with the trend line. If we fit equation (34) to the dataset based on the relationship between λWy and y, the value of goodness of fit is abnormal. In normal circumstances, we have 0≤R 2 ≤1, however, actually, R 2 <0 (Figure 3) . Although the goodness of fit is absurd, the regression coefficient is always correct, and the slope of the trend line gives the expected global Getis-Ord's index. Second, there is an alternative form for the scatter plot. If we substitute the original x-axis represented by y with f * =yy T Wy, the pattern of the scattered points have no change. In other words, we can use the relationships between f * and f to replace the 23 relationships between y and f (Figure 4) . The relative spatial relationships between the scattered points do not change despite the variable substitution. The difference is that the trend line is superseded by the diagonal line from the lower left corner to the upper right corner (f * =f). Of course, the goodness of fit value is still abnormal and meaningless. Nanjing are adjacent to the megacity, Shanghai. Second, if a city is in the center of the network of cities, then its potential energy index is high to some extent. The typical city is Zhengzhou. The location of Wuhan is also superior, but its size is too large to increase its potential index. Third, during the period from 2000 to 2010, the potential energy indexes of these cities have no significant change. This suggests that the potential indexes of the main Chinese cities are very stable. The potential energy index depends on the location of a city in an urban network, but it has nothing to do directly with the size of the city itself. So the potential energy indexes and thus local Getis-Ord's indexes reflect the spatial association rather than spatial influence. The mutual energy indexes are function of city size and potential energy indexes, and can reflect the influence power of a city in a network of cities. Using the mutual energy indexes of the 29 Chinese cities, we can illustrate the absolute positions of these cities in the urban network ( Figure 6 ). The top cities of spatial influence are Beijing, Shanghai, and Tianjin, which are the old municipalities directly under the Central Government of China. From 2000 to 2010, the mutual energy indexes of the three municipalities have significant change. After the three old municipalities, the cities with higher mutual energy index values include Nanjing, Hangzhou, and Wuhan, which have high potential energy indexes or large city size.
Conclusions
In this paper, the analytical process and techniques of the spatial autocorrelation modeling based on Getis-Ord's indexes is normalized, developed, and improved. The chief contributions of this work to geographical spatial analysis lie in four aspects: (1) the computational process is significantly simplified and diversified, (2) the scatter plot is introduced into the analytical process, (3) the parameter characters of the global and local Getis-Ord's indexes are illustrated, and (4), the relationship between Getis-Ord's index and potential energy is revealed. If the spatial contiguity matrix is generated using power-law decay function, the local Getis-Ord's indexes proved to be equivalent to potential energy measurements. Based on these results and findings, we can reach the main conclusions as follows. First, the prerequisite for the effective use of Getis-Ord's indexes is that the spatial distributions and size distribution possess characteristic scales. The global Getis-Ord's index, which is a weighted sum of local indexes, is an eigenvalue of spatial correlation matrix, and the local indexes form an eigenvector of the outer product matrix of the unitized size vector. This suggests that the global index is a characteristic length of spatial correlation. For the scale-free geographical processes and patterns, the Getis-Ord's index is no longer valid. What is more, the unitization processing of size variable depends the average value, where represents the characteristic length of statistical analysis. This implies that we need new measurement for scalefree spatial autocorrelation. Second, the spatial autocorrelation and spatial interaction can be integrated into an analytical framework. The Getis-Ord's indexes are the measurements for spatial autocorrelation, while the potential energy indexes are the measurement based on spatial interaction. However, the two kinds of measurements are equivalent to one another if the distance decay function is an inverse power law. By unitizing size vector and rescaling spatial distances, we can obtain Getis-Ord's indexes by calculating potential energy indexes. This indicates that we can unify spatial autocorrelation and spatial interaction to a degree by means of spatial correlation functions. Third, the spatial analytical processes based on Getis-Ord's indexes can be visualized by normalized scatterplot. The scatterplots similar to Moran's plot can be employed to make both spatial autocorrelation and spatial interaction analyses in the new framework. The scatterplot can provide a visual pattern for spatial modeling results. Using the scattered points indicating observational values and the trend line indicating predicted values, we can make a simple spatial cluster for geographical elements in a study area. In practice, different researchers may obtain different types of geographical information from the scatter plots and the related cluster results.
