Skaggs WE, McNaughton BL, Permenter M, Archibeque M, Vogt J, Amaral DG, Barnes CA. EEG sharp waves and sparse ensemble unit activity in the Macaque hippocampus. J Neurophysiol 98: 898 -910, unit activity and EEGs were recorded from inferior temporal regions of three rhesus macaques chronically implanted with "hyperdrives" holding 12 individually movable tetrodes. Recordings were made from each monkey over a period of ϳ3 mo, while the electrodes were moved by small increments through the hippocampus and neighboring structures. After recording, the monkeys were necropsied, and the brains were sectioned and Nissl-stained, permitting identification of individual electrode tracks. The results establish that hippocampal pyramidal cells are "complex spike cells," firing at overall average rates of ϳ0.3 Hz, with spike trains consisting of long periods of silence interspersed with bursts of activity. The results also establish that the monkey hippocampal EEG shows "sharp wave" events consisting of a high-frequency "ripple" oscillation (ϳ110 Hz) together with a large slow-wave EEG deflection lasting several hundred milliseconds. The evidence suggests that monkey sharp waves are probably generated mainly in the CA1 region and that sharp waves are associated with an inactive/drowsy-or-sleeping behavioral state, which is also associated with increased hippocampal pyramidal cell activity and increased hippocampal EEG amplitude. The results of this initial study of ensembles of primate hippocampal neurons are consistent with previous studies in rodents and consistent with the hypothesis that theories and models of hippocampal memory function developed on the basis of rat data may be applicable to a wide range of mammalian species.
I N T R O D U C T I O N
A substantial body of evidence relates the hippocampal system to the acquisition and consolidation of certain types of memory, including "episodic" or "autobiographical" memory (Squire 1992) , spatial memory (O'Keefe and Nadel 1978) , and to the learning of some behaviors that require forming arbitrary associations (Brasted et al. 2003; Wise and Murray 1999) . Complementing this, a large body of neurophysiological data has permitted the creation of rather detailed theoretical models of the hippocampal role in memory (Burgess et al. 2001; Buzsáki 1989; Marr 1971; McNaughton and Morris 1987; Murre 1996; O'Reilly and Norman 2002; Treves et al. 1996) . A crucial contribution to such theories has come from the finding that hippocampal population activity, during sleep after a period of task-related activity, shows reactivation of population patterns that occurred previously in the context of the task (Kudrimoti et al. 1999; Wilson and McNaughton 1994) . This reactivation has been found (Kudrimoti et al. 1999 ) to be concentrated specifically during brief EEG perturbations, associated with bursts of hippocampal neuronal activity, called sharp waves (Buzsáki 1986; Chrobak and Buzsáki 1996; Ylinen et al. 1995) . In rats, sharp waves are brief (50 -100 ms), large deflections of the hippocampal EEG signal, associated with fast EEG oscillations (ripples; 130 -200 Hz) that can be observed from electrodes situated near the CA1 or CA3 cell body layers (Buzsáki 1986; Chrobak and Buzsáki 1996; O'Keefe and Nadel 1978) . They occur during states of behavioral quiessence, when the hippocampal EEG is in the large irregular activity (LIA) state (Vanderwolf 1969) . Accumulating evidence suggests that sharp waves are neural events that may underlie a memory consolidation process (Battaglia et al. 2004; Hoffman and McNaughton 2002; Qin et al. 1997; Skaggs and McNaughton 1996) , perhaps by providing "teaching" signals that then induce synaptic changes within the neocortex (Buzsáki 1989; Marr 1971; McClelland et al. 1995; Murre 1996) .
Most of what is currently known about hippocampal physiology comes from rats and mice. Only a small fraction of published studies have used other species, such as cats, dogs, monkeys, or humans, and most recently, bats (Ulanovsky and Moss 2007) . Many investigators who work with rodents make the assumption that the majority of findings in rodents will be applicable to other mammalian species, including humans. The evidence for the validity of this assumption is limited, however. Lesion studies have established that the hippocampal system plays a role in memory in several species, but showing that it is the same role in all species has been challenging (Eichenbaum 2000; Squire 1992; Squire et al. 2004) . The most striking feature of rodent hippocampal EEG, the theta rhythm, has been observed in rabbits, cats, and dogs, but has been difficult to observe in primates and humans (Ekstrom et al. 2005; Green and Arduini 1954; Halgren et al. 1978; Kahana et al. 2001 ), except in a study of urethane-anesthetized squirrel monkeys where it was clearly present (Stewart and Fox 1991) .
Also, it has not been clearly established that hippocampal neurons, in particular pyramidal cells, have similar spike train properties across the full range of species (Fox and Ranck 1975; Wirth et al. 2003 ). Furthermore, it has not been shown that the primate hippocampus shows distinct behavior-related physiological states corresponding to the rhythmic slow activity (RSA), LIA, and small irregular activity (SIA) states observed in rats (Buzsáki 1989; Jarosiewicz et al. 2002; Skaggs and McNaughton 1998; Vanderwolf 1969) . This study was designed to address these issues by using multitetrode recordings to examine whether hippocampal EEG and unit activity properties in rhesus macaques show these features that have been observed in rodents.
A major factor contributing to the difficulty of verifying similarities between rodent and primate hippocampal physiology has been technical: the methods used for recording hippocampal activity from behaving rats are quite different from those most commonly used with primates. For rats, the most productive approach has been to implant bundles of blunt-tipped electrodes chronically, advancing them into the cell layers over the course of days. This approach can yield stable recordings for hours or days and, particularly when tetrodes are used, permits high-quality isolation of units with very low firing rates (Thompson and Best 1990; Wilson and McNaughton 1993) . In primates, however, chronic implantation of electrodes for hippocampal unit recording has been more challenging, for at least four reasons: 1) primates require electrodes and devices that advance them that are well protected; 2) primates are more susceptible to infection than rodents; 3) the hippocampal target area in primates lies at the bottom of the forebrain, Ͼ30 mm below the brain surface, compared with the CA1 layer at a depth of 2 mm in rats; and 4) the number of subjects available for a primate experiment is generally limited by resource constraints and ethical concerns, making it essential to acquire a large amount of data from each subject. Because of these factors, recording from the primate temporal lobe has almost always been done using acutely implanted electrodes, which can be inserted and removed hundreds of times. The requirement for a large amount of data from each subject, in particular, has militated against the use of chronically implanted electrodes. To overcome this problem, this study used 12-tetrode "hyperdrives" (in which multiple cells can be isolated on each probe), whose tips were advanced through the hippocampus over the course of several weeks, yielding several hundred isolated hippocampal units per subject.
The data from these experiments permit three significant conclusions. First, primate hippocampal pyramidal cells are complex spike cells, generally firing at rates well below 1 Hz when averaged across a session, but often firing in bursts with interspike intervals (ISIs) Ͻ20 ms. Second, the primate hippocampal EEG shows sharp wave/ripple events resembling those observed in rats (Buzsáki 1986) , which occur during quiet/resting behavioral states. Third, it is confirmed that, as found in previous studies, there is little evidence for robust theta-frequency rhythmicity, at least under the behavioral conditions of this study.
M E T H O D S
Three rhesus macaques were habituated to handling and placement in a primate restraint chair, and trained inside a sound-attenuating isolation box to perform a sequence of visual recognition tasks of gradually increasing difficulty. Stimuli were images presented on a computer monitor located inside the box, and the monkey was required to respond to a subset of stimuli by releasing a bar. Once the monkeys reached criterion, they underwent surgery to implant a headpost, which was attached to the skull with dental acrylic and titanium skull screws. The headpost enabled eye-tracking by allowing the head to be immobilized. Eye position was tracked using a video camera mounted inside the box, focused on the monkey's eye, which fed data into a computer running ISCAN software (ISCAN, Burlington, MA). This system calculated eye position by measuring the distance between the center of the cornea and the reflection produced by an infrared illuminator. After headpost implantation, the monkeys were trained, using juice reward, to maintain fixation on small images for gradually increasing periods of time, with gradually increasing precision (i.e., fixation spot size 0.5 ϫ 0.5 cm, fixation duration Յ600 ms). For both training and recording, the behavioral tasks were managed by a computer running Cortex software (http://www.cortex. salk.edu).
Monkey 1 was a 31-yr-old (geriatric) female; monkey 2 was a 13-yr-old (middle-aged adult) male; and monkey 3 was a 14-yr-old female. These monkeys were part of a long-term study of the effects of aging on the primate temporal lobe; however, the number of subjects in this report is insufficient to support conclusions about age-related differences between subjects. All three monkeys were born and housed continuously at the California National Primate Research Center, Davis, CA. All procedures followed an Animal Care and Use protocol approved by the IACUC at the University of California, Davis, CA.
After training, the monkeys were chronically implanted with a hyperdrive holding 12 individually movable tetrodes (McNaughton et al. 1983) , plus a movable reference electrode and a fixed ground connection (Fig. 1A) . The design of the hyperdrive was based on models previously used to record from rat brains (Gothard et al. 1996; Qin et al. 1997; Wilson and McNaughton 1993) , but modified to permit the electrodes to reach structures located 30 -50 mm below the top of the brain and to handle the mechanical stresses that could be produced by primates. The tetrodes were glued into 160-m-diam silica tubing, beveled at the tip, which was ϳ5 mm back from the tip of the tetrode. These silica-encased tetrodes were directed into the temporal lobe through sharpened 28-gauge stainless steel cannulae. At maximum extension, the tetrodes could reach ϳ12 mm below the tips of the stainless steel cannulae. The placement of the hyperdrive was determined on the basis of MRI scans conducted before surgery. Locations varied slightly from monkey to monkey, but on average, the drives were aligned vertically in the standard stereotaxic frame of reference, centered 5-10 mm anterior to the interaural line and 10 -15 mm lateral from the midline. The cannulae were lowered to a depth of ϳ30 mm below the brain surface, which was intended to yield an initial electrode position slightly above the top of the hippocampus.
The tetrodes were constructed from 30-m polyimide-coated nichrome (75% nickel, 20% chromium, 5% nickel) wire (RO-800, Kanthal Precision Technology, Palm Coast, FL). The bare wire recording surface was ϳ23 m in diamater. The outer diameter of the twisted tetrode probe was ϳ71 m, and the impedances were reduced to 100 -200 KOhm by gold plating. The tetrode probes were arranged in a hexagonal array with mean spacing of ϳ1.2 mm at the top of the cannula tracks; however, the cannulae did not travel perfectly straight, and the spacing varied considerably at the temporal levels targeted in the study, as can be seen in the example CT scan section in Fig. 1B .
Electrophysiological data were acquired and recorded using a computer running Neuralynx Cheetah software (Neuralynx, Tucson, AZ). The Cheetah system was linked to the Cortex behavior control system through a custom-built electronic device that permitted each action taken by the Cortex system to produce a time-stamped event flag in the Cheetah data file. Also, analog eye position signals from the ISCAN system were fed to the Cheetah system and recorded continuously.
Recording started after recovery from the implantation surgery. For each recording session, the monkey was chaired, headposted, and placed in the isolation box. A headstage, with cables leading to the recording system, was plugged into a connector board at the top of the hyperdrive, and the data acquisition system was started. Most sessions began with a 10-to 20-min period of inactivity, intended to create the type of resting/sleeping state that has been associated with sharp waves in rodents (Kudrimoti et al. 1999) , one or more periods of task performance, lasting typically from 30 min to 2 h depending on the specific task requirements and the monkey's performance, and a second period of inactivity lasting 15-30 min. In the second inactive period, and to a lesser degree in the first inactive period, the monkeys often closed their eyes for several minutes at a time, although long periods of full sleep were rare. (Monkey 3, intolerant of more than a few seconds of inactivity at any time, was an exception.) The monkeys also occasionally stopped working for a while during the taskperformance periods, sometimes becoming drowsy.
The reference for EEG and unit recordings was a tetrode channel located in the temporal lobe above the level of the hippocampus. EEG signals were amplified 1,000 times, filtered with a band-pass of 1-475 Hz, digitized at a rate of 1,000 samples/s, and recorded continuously. Signals from spike channels were amplified 2,000 times, filtered with a band-pass of 600-6,000 Hz, and sampled at a rate of 32 KHz. Whenever the voltage on any of the four channels of a tetrode exceeded threshold, a 1-ms sample of "spike" data from all four channels was recorded. The spike threshold was set by the investigator using the Neuralynx control software. Different thresholds could be set for each channel of a tetrode, in cases where some channels were noisier than others. The aim, in choosing thresholds, was to record as many neuron-generated spikes as possible while excluding the majority of events generated by noise-driven voltage fluctuations. Unit isolation was performed off-line by manual cluster-cutting using the program xclust (M. A. Wilson). Further analyses of spike and EEG were done using custom-written software.
Sharp waves were identified using a method applied previously to data from rats (Jarosiewicz et al. 2002; Kudrimoti et al. 1999) , which searches for brief periods of high-frequency oscillation, in the 100ϩ Hz (ripple) range. As shown in Fig. 2 , the algorithm involves high-pass filtering the EEG signals with a cut-off frequency of 100 Hz, rectifying the result, smoothing by low-pass filtering with a cut-off of 20 Hz, and searching for peaks. The high-pass/rectify/low-pass procedure yields a positive-valued curve that approximately follows the envelope of the high-frequency component of the signal. Peaks with amplitude exceeding an observerspecified threshold were designated as ripples; the ripple amplitude was defined as the height of the peak. The threshold was chosen to yield a good match between events that appeared salient to a human observer and events that were detected by the algorithm.
For monkeys 1 and 3, hippocampal data were obtained from a hyperdrive implanted in the left temporal lobe; for monkey 2, the implant was on the right side. For monkeys 1 and 3, after the experiment, microlesions were made, 1 day before necropsy, by passing 10 A of current through one channel of each tetrode for 10 s. All monkeys were necropsied, and the brains were perfused with formalin, sectioned, and Nissl-stained, yielding tracks that could be identified and assigned to specific subregions of the hippocampus (Fig. 1) . The electrodes were guided into the medial temporal lobe by cannulae, whose trajectories could be followed in CT scans made shortly after the chronic implantation surgery (Fig. 1B) .
Monkeys 1 and 3 performed, during each recording session, a passive paired associate task (PPAT), which was a go/no-go task with predictors (Erickson and Desimone 1999) . The monkey initiated each trial by holding a bar while watching a computer monitor. The beginning of the trial was signaled by the appearance of a fixation spot. Once the monkey achieved fixation, a "predictor" image appeared on the monitor and stayed visible for 500 ms. The monitor then went blank for 800 -900 ms, after which a second choice image appeared. Depending on whether the choice image signaled a go or a no-go response, the monkey was required either to release the bar within 2 s or to continue holding the bar for 2 s FIG. 1. Recording methodology and localization of recording sites. A: photograph of 12-tetrode hyperdrive, with cannulae extending from the bottom. In use, the delrin base is inserted and locked into a standard primate recording well that is attached to the skull with dental acrylic, and cannulae are extended, 1 at a time, into the brain, ending just above target area. Tetrodes could be moved independently to regions of interest. B: CT scan section, near the level of the bottom of cannula bundle, showing monkey's skull and arrangement of cannulae in temporal lobe. C and D: two 30-m Fluoro-Jadestained sections, 60 m apart, showing the end of 1 of the electrode tracks from monkey 1. Bright green cells surrounding electrode tip are pyramidal cells that had been damaged by marker lesion made 1 day before necropsy; numerous apical dendrites are also stained. Other visible cells, and bright area at bottom, are caused by autofluorescence. E and F: Nissl-stained coronal sections showing 2 tetrode tracks passing through hippocampus (E, tetrode 4 from monkey 1; F, tetrode 8 from monkey 1).
FIG. 2. Method for identifying sharp wave-related high-frequency EEG ripples. First, raw EEG signal (filtered with band-pass 1-475 Hz during acquisition) is subjected to a high-pass filter, with cut-off frequency of 100 Hz; 2nd, resulting signal is rectified; 3rd, this result is subjected to a low-pass filter, with cut-off frequency of 20 Hz; 4th, peaks that exceed a user-specified threshold are identified as ripples.
to obtain a juice reward. Trials occurred at a maximum rate of approximately one every 5 s.
Monkey 2 performed a visual paired comparison (VPC) task (Zola et al. 2000) . In this task, the only behavioral requirement, to receive juice reward, was for the monkey to maintain fixation while images were being presented. The beginning of a trial was signaled by the appearance of a fixation spot. Once the monkey achieved fixation, a sample image appeared on the monitor and stayed visible for 2 s. The monitor then went blank for 1-20 s, after which a pair of images were shown for 2 s, one matching the sample image and the other a different image. The left-right relationship between the sample and novel images changed randomly from trial to trial.
For monkeys 1 and 2, each session began and ended with a 10-to 20-min period of inactivity, during which the monkeys sometimes became drowsy, and occasionally slept, but at other times simply waited patiently. These time periods were used to observe neural activity in the absence of a specific behavioral task, because the rat hippocampus shows enhanced activity under such conditions. Monkey 3 would only rarely relax enough to become drowsy, and at most times was intolerant of any interruption or delay of a behavioral task. Consequently, for this monkey, it was not possible to begin and end sessions with planned periods of inactivity.
Histology
At necropsy, the subjects were transcardially perfused for 2 min with 1% paraformaldehyde in 0.1 M phosphate buffer at a flow rate of 250 ml/min, followed by an 8-min perfusion with 4% paraformaldehyde in 0.1 M phosphate buffer at a rate of 250 ml/min and a 50-min perfusion with 4% paraformaldehyde in 0.1 M phosphate buffer at a rate of 100 ml/min. Ice was packed around the head of the animals during perfusion. After removal from the skull, the brains were postfixed in 4% paraformaldehyde in 0.1 M phosphate buffer for 6 h and cut into three blocks. The blocks were cryoprotected for 24 h by placement in 10% glycerol in 0.1 M sodium phosphate buffer ϩ 2% DMSO at 4°C and again for 72 h in 20% glycerol in 0.1 M sodium phosphate buffer at 4°C. Next, the brains were frozen in isopentane chilled with dry ice and ethanol bath ϳ40 min for large blocks and 25 min for small blocks. To allow for evaporation of isopentane from the surface of the brain blocks, they were stored for 24 h in a Ϫ72°C freezer before sectioning.
The brains were coronally sectioned at 30 m on a freezing sledge or sliding microtome. Sections were collected in four series for processing and storage. Two series were stored in formalin for later processing using cell and myelin stains. One of these series was Nissl-stained for the entire extent of the brain. For monkey 1, a portion of a second series, surrounding the sites at which tetrodes were implanted, was stained with Fluoro-Jade (Schmued et al. 1997) , to reveal tissue damage produced by the lesions that were made on the day before necropsy.
For each subject, a series of Nissl-stained sections encompassing the recording sites were photographed using a light microscope at ϫ100 and examined to permit visible tracks to be correlated with the arrangement of cannulae reconstructed from the postimplant CT. The aim of this procedure was to identify which tetrode was responsible for each visible track and thereby to know which brain structures were sampled by each tetrode.
R E S U L T S

Subjects and histology
As described in METHODS, recordings were obtained from three rhesus macaques, an aged female (monkey 1), a middleaged male (monkey 2), and a middle-aged female (monkey 3). Each was implanted chronically with a 12-tetrode hyperdrive (Fig. 1A) , which remained in place for ϳ3 mo, during which time recordings were made daily. The electrodes were usually advanced each day by small increments (100 -400 m in most cases), but sometimes an electrode was left in place for as long as a week in cases where multiple high-amplitude units could be recorded. After recordings were completed, the monkeys were necropsied, and histological procedures were carried out.
In Nissl-stained sections, the temporal lobe regions penetrated by the tetrodes appeared generally healthy. In several cases, hippocampal layers were pushed downward 1-2 mm by the electrodes. In one case where an electrode remained at a fixed location within the CA3 layer for Ͼ80 days (tetrode 6 from monkey 1), most pyramidal cells had disappeared within a radius of ϳ1 mm around the electrode tip. Such cell loss was not observed near the tips of tetrodes that were moved regularly. The dura and the tissue around the cannulae near the tops of the tracks appeared healthy for the subjects included in this study. Two of the monkeys showed transient neurological signs (pupil dilation and a tendency to favor the contralateral hand) for 1-2 wk after hyperdrive implantation, probably indicating that the cannulae caused some damage or swelling to the tissue they passed through. There were no signs of infection of the dura or brain tissue caused by these implants.
For monkey 1, the necropsy was carried out while the electrodes were still implanted, and all tetrode tracks could be identified, with their ends clearly distinguishable, as confirmed by Flouro-Jade staining of lesion-damaged neurons (Fig. 1, C  and D) . The histology showed that 5 of the 12 tetrodes encountered the hippocampus: tetrodes 4 ( Fig. 1E ) and 8 ( Fig.  1F ) passed tangentially through the CA1 layer; tetrode 3 ( Fig.  8A ) passed through the CA3 layer; and tetrode 5 ( Fig. 8B ) passed sequentially through the CA3 region, CA4/hilar region, dentate gyrus, a large cell-free space, and then into the CA1 layer near the point where it merges with the prosubiculum. For each of these tetrodes, depths at which unit activity was encountered correspond to depths at which cell layers are observed in the Nissl-stained sections. Thus units recorded from these tetrodes could be assigned with confidence to specific subregions of the hippocampus, some to CA1 and others to CA3. Tetrode 5 probably encountered cells from the fascia dentata (FD) as well, but because the FD is continuous with the hilar region and CA3, these areas are grouped together in this report. Two of the tetrodes proved to be especially valuable: tetrode 8, because it was inside the CA1 cell body layer for 45 consecutive days, moving tangentially, and picked up sharp waves during the entire time period; and tetrode 5, because it followed a trajectory moving perpendicularly through the hippocampal fissure and then the CA1 layer.
For monkey 2, the necropsy could not be carried out until 4 mo after the termination of recording and removal of electrodes. Nevertheless, tracks were clearly visible and could be identified with individual tetrodes, although not with complete certainty. The histology indicated that tetrodes 3, 4, and 8 passed through the hippocampus, and tetrode 9 skimmed the edge on the medial side. These identifications are considered probable but not certain because of the faintness of some tracks; the ends of the tracks were not sufficiently distinctive to permit "back-tracing" to identify which brain structure was recorded from in each individual session.
For monkey 3, as for monkey 1, the necropsy was carried out while the electrodes were still implanted; however, in this case, the cannulae could not easily be followed down into the brain using a CT scan because they were splayed; also, the marker lesions were not helpful because the electrodes were mostly extended beyond the deepest cortical layers at the time the lesions were made. The histological material showed that seven tetrodes penetrated hippocampal layers. Figure 3 shows, in schematic form, the hippocampal levels traversed by tetrode tracks in each monkey. The placement from monkey 1 was several millimeters more posterior than for the other two monkeys, but all tracks from these monkeys went through the anterior half of the curved structure of the hippocampus.
The account that follows focuses in several respects on the data from monkey 1, because for that monkey, the histology was sufficient to specify which hippocampal areas were recorded from by each tetrode in each session. For the other two monkeys, identification of particular recordings as hippocampal depends in part on the histology but also in part on unit and EEG properties. Although the data from these two monkeys cannot be used directly to establish regional unit firing characteristics, they provide corroboration for the results obtained from monkey 1. Table 1 summarizes the available unit data. The maximum number of units isolated from a single hippocampal tetrode in any recording session was 20 ( Fig. 4A) from monkey 2; the maximum yields for monkeys 1 and 3 were 16 and 14 units, respectively. There were 9 data sets yielding 16 -20 cells from a single tetrode and 33 data sets yielding 10 -15 cells. The majority of data sets, however, yielded between one and five cells. It should be noted that, in extracellular recordings, units can only be identified if they show some level of activity during the recording session. Because hippocampal units are often very quiet, it is possible that additional, unrecognized cells may have been present. This applies particularly to the data from monkey 3, who rarely entered the drowsy/inactive behavioral states associated with higher firing rates spread across a larger fraction of the population. When a cell was recorded on multiple days, it was counted separately for each day, in terms of the numbers given in Table 1 and the analyses shown in Figs. 4 -6. (This was necessary because it is often impossible to know with certainty whether a specific unit is identical to one recorded on the previous day.)
Unit activity
The great majority of well-isolated units recorded from by tetrodes located in hippocampal cell layers were of a type that could be described as complex spike cells (CS cells) (Fox and Ranck 1975 )-these units fired at overall rates Ͻ1 Hz, but with many ISIs Ͻ20 ms. Figure 4B shows basic properties of two such units (cells 1 and 2) : the mean spike waveform on each of the four tetrode channels; an autocorrelation plot; and an ISI histogram. The central peaks in the autocorrelations indicate a tendency to fire in bursts, and the ISI histograms (using a logarithmic axis) show a large fraction of intervals in the range 4 -20 ms. These features are shared by similar plots made using data from rat hippocampal pyramidal cells.
Note that the term complex spike cell has led to some misunderstanding. In some parts of the brain, such as the cerebellum, cells referred to by this term have a tendency to fire stereotyped bursts, consisting of numerous spikes in sequence, with ISIs falling within a narrow range (Ito 1984) . The CS cells found in the rat hippocampus do not behave in this FIG. 3. Illustration of anterior-posterior levels at which hippocampus was sampled by tetrodes for each monkey. Outlines of the brain and hippocampus were derived from the atlas of Paxinos et al. (2000) . Nissl-stained histological sections from this study, containing tetrode tracks, were matched to pages from the atlas on the basis of appearance of hippocampus and adjoining structures, especially lateral geniculate nucleus. Each track shown was one that penetrated some portion of hippocampal formation. Tetrodes that sampled only nonhippocampal structures are omitted. As the illustrations show, all tetrodes traversed the anterior half of hippocampus, although the most posterior tracks from monkey 1 approached the middle of the structure. For monkeys 2 and 3, ends of most tracks could not be distinguished clearly, and only the horizontal position of the shown tracks is meaningful. *Some area identifications are tentative, as explained above. For the tetrodes marked *, it could not be determined definitively whether recordings on any given day were taken from the hippocampus or from nearby structures. The numbers include only sessions in which at least one hippocampal unit was recorded. If a cell was recorded from on multiple days, it was counted once for each day. PPAT, passive paired associate task; VPC, visual paired comparison. way-they fire many bursts, but the number of spikes in a burst is quite variable, and the intervals between spikes are irregular (Harris et al. 2001 ). The CS cells recorded from the primate hippocampus in this study were similar to those in the rat in this respect.
In addition to CS cells, a much smaller number of higherfiring-rate cells were recorded from inside the hippocampus. However, very few of these cells had large enough action potential amplitudes for high quality unit isolation. (Consequently, they do not appear in the histograms in Fig. 4C , which count only units that appeared to be well isolated.) Their prevalence was difficult to estimate but was at least an order of magnitude smaller than the fraction of complex spike cells. (Note that it is usually easy to recognize the presence of a high-firing-rate cell even when the action potentials it generates are quite small. In constrast, cells that fire only a few action potentials usually cannot be distinguished from background activity unless the action potentials are well above background amplitudes.) The plots for cell 3 in Fig. 4B show the average waveform, autocorrelation, and ISI histogram for FIG. 4. Illustration of properties of units recorded from macaque hippocampus. A: cluster plot for spike events recorded from a tetrode in the CA1 layer. Each point represents a single spike event; X and Y coordinates represent spike heights on 2 of the 4 tetrode channels. Each cluster of points was classified as a different neuron: points are colored according to classifications assigned during manual spike-sorting process. In this case, 20 clusters were identified in data from tetrode. B: 3 examples of spike train properties for hippocampal units from monkey 1. Each example shows average waveform on each of the 4 tetrode channels, an autocorrelation plot with a 1-s time base, and an interspike interval (ISI) histogram with a logarithmic scale, for intervals ranging from 1 to 10,000 ms. Cells 1 and 2 examples were classified as complex spike cells (putative pyramidal cells) because of wide action potential waveforms, low firing rates, and bursty spike trains, as indicated by narrow peak in autocorrelations and large fraction of short ISIs. Majority of units encountered in CA1 and CA3 resembled these. Cell 3 shows a different type of unit, which is classified as a putative interneuron on the basis of its high firing rate, broad autocorrelation, and paucity of very short ISIs. C: firing rate histograms for units from CA1 and CA3/DG areas for monkey 1. Only units whose cluster plots showed good isolation from other units were used to construct this plot. For comparison, a firing rate histogram is also shown for units recorded from several neocortical areas in the same monkey. Mean firing rates of hippocampal units from both areas were ϳ0.3 Hz, an order of magnitude lower than mean rate for cortical cells.
FIG. 5. Neurons in hippocampus, entorhinal cortex, and neocortex tend to fall into separate clusters based on firing rate, burst fraction, and spike width. Scatterplots of spike width, firing rate averaged over a session, and burst fraction (fraction of ISIs Ͻ 20 ms), are shown for units from several inferior temporal structures. Plots show all possible pairwise combinations of these 3 variables. Average firing rate and burst fraction are plotted using a logarithmic scale. Each point represents 1 unit. Only units that were considered to be well isolated were used for these plots. A-C: data from monkey 1, showing units recorded from CA1, CA3/DG, or neocortical areas, in different colors. Note that data from different hippocampal subfields tend to fall into the same cluster, which (with some exceptions) is rather distinct from cluster for neocortical cells. D-F: combined data from all 3 monkeys used in this study, showing units recorded from hippocampus, neocortex, and entorhinal cortex, in different colors. All entorhinal data came from posterior areas EC or ELC from monkey 2; other regions had contributions from all 3 monkeys. Neocortical data came from areas IP, TE, TF, and TL. Plots indicate that points from each brain area cluster differently. Hippocampal cells in particular are characterized by low firing rates, bursty spike trains, and relatively broad spike waveforms.
one of the better-isolated non-CS cells from the sample. Some of these non-CS cells had comparatively narrow spike widths, in the range 0.15-0.25 ms, but many had spike waveforms similar to those of complex spike cells. In the rat hippocampus, the majority of putative interneurons have narrower spikewidths than pyramidal cells (Fox and Ranck 1975) .
Most of the hippocampal CS cells fired at very low overall rates. More than 40% of the cells showed firing rates Ͻ0.1 Hz when averaged over sessions lasting an hour or more (Fig. 4C) . The population average firing rate was only 0.29 Hz. For the monkey in which CA1 and CA3/DG recordings could be distinguished (monkey 1), the overall rates differed little between the two areas. For comparison, recordings from a group of nearby neocortical locations (mainly areas TE and IP) produced overall population average firing rates nearly 10 times higher, with only 6% of the sample firing at time-averaged rates Ͻ0.1 Hz. A) and 2 (B) . Each example shows 2 s of EEG data recorded from 9 -10 electrodes in the inferior temporal region. Electrodes histologically determined to be located in or near hippocampus (marked with asterisks) show sharp waves consisting of high-frequency ripples followed by large slow waves. Polarity of plots is positive-up. C and D: event-triggered average firing rate of CA3 and CA1 complex spike cells from monkey 1, time-locked to CA1 ripple peaks. E: ripple-triggered average firing rate of complex spike cells from monkey 2, with all hippocampal layers combined. Elevation of firing rates during ripples is similar to what has been reported in rats. F: expanded view of ripple component of a sharp wave, showing an irregular oscillation with frequency ϳ110 Hz. Figure shows asterisk-marked channels of the 1st sharp wave from A. G and H: ripple-triggered average firing rates of 2 CA1 interneurons from monkey 1, recorded simultaneously from the same tetrode.
Most hippocampal CS cells showed no significant taskrelated modulation, staying continuously silent except for an occasional isolated single spike or burst. However, a fraction did show reliable activation, in a few cases consisting of suppression of background activity, but more commonly consisting of brief periods of enhanced firing, during which the firing rates (averaged across trials) could rise to 10 Hz or more. Quantifying the types or levels of unit responses is beyond the scope of this study, but a general estimate is that substantially Ͻ10% of hippocampal CS cells showed clear task-related activation in our experimental conditions. In Fig. 5 , hippocampal units are compared with units from nearby cortical areas (TL, TE, TF, IP, and entorhinal regions EC and ELC) in terms of three properties: average spike width, measured from peak to valley on the channel with largest spike amplitude; firing rate averaged across the session; and fraction of burst spikes, defined as spikes occurring Ͻ20 ms after the previous spike. In Fig. 5 , A-C, scatterplots are shown for data from monkey 1, with units divided into CA1, CA3/DG, and neocortical categories. In Fig. 5 , D-F, scatterplots are shown that combine data from all three monkeys, with units divided into hippocampal, neocortical, and entorhinal categories. Entorhinal units, all of which came from monkey 2, are plotted separately because their spike train properties were quite distinctive.
In all of these plots, the majority of hippocampal units fall into a cluster. The edges of the cluster are not sharp, but can be described approximately by a combination of three criteria: spike width Ͼ0.25 ms; average firing rate Ͻ1 Hz; and Ͼ10% of spikes belonging to bursts. If this is taken as a working definition of a CS cell, across the three monkeys, 80% of well-isolated hippocampal units are classified as CS cells (496 of 618): 21% of neocortical units (84 of 402) and 0% of entorhinal units (1 of 173). Although 20% of hippocampal units did not meet the CS criteria, many of these had values close to the cut-offs. On the other hand, many of the neocortical units that met the criteria would have been difficult to distinguish from hippocampal units in terms of any basic spike train property. Thus the neocortex does contain cells with spike train properties similar to those of hippocampal pyramidal cells; however, they are a minority, mixed with numerous regular-spiking cells and other types of bursting cells.
EEG
Sharp waves resembling those seen in rats could be observed in all three monkeys. Monkey 3, however, was rarely in the drowsy/sleeping behavioral state associated with sharp waves and yielded too few events for detailed analysis to be possible. Sharp waves from the two monkeys with large numbers of events (monkeys 1 and 2) were analyzed. These events, consisting of a high-frequency ripple oscillation (100 -120 Hz) accompanied by a large slow wave lasting ϳ300 ms, could be observed simultaneously on all intra-hippocampal electrodes, as well as electrodes located adjacent to the hippocampus, but only minimally or not at all on electrodes located laterally in neocortical areas (such as TE, TF, and IPa). Figure 6 shows several examples; an enlarged view of the ripple component of one sharp wave can be seen in Fig. 6F . Note that the slow wave component of the sharp waves comes mainly after the highfrequency ripple. In typical recordings from the dorsal hip-pocampus of rats, in contrast, the ripples tend to appear centered on the slow deflections. (Positive polarity is plotted upward in this and subsequent figures.)
To analyze the incidence of sharp waves across time and their relations to unit activity, behavioral states, and behavioral events, we made use of our experience (gained from rodent studies) that high-frequency ripples are the most reliable marker of sharp waves (Csicsvari et al. 2000; Kudrimoti et al. 1999; Skaggs and McNaughton 1998) ; see METHODS for a description of the algorithm. As explained below, in monkey 1, high-amplitude ripples were observed only when electrodes were located in or near the CA1 layer. Fortuitously, one of the tetrodes from monkey 1 (Fig. 1F, number 8) , passed tangentially through the CA1 layer, remained within it for Ͼ40 days, and showed large-amplitude ripple events. Sharp waves are global events; therefore the ripples observed on tetrode 8 could be used as triggering events to detect sharp waves for purposes of analyzing their temporal pattern, as well as their relationship to electrode location and to EEG patterns on other electrodes. For monkey 2, high-amplitude ripples were observable on one of the electrodes over a period of ϳ2 wk and could be used in a similar way. Figure 6 , C-E, indicates that sharp waves were associated with bursts of increased unit activity, lasting 100 -200 ms, in both CA3 and CA1. Figure 6 , C and D, shows separately the responses of CA3 and CA1 complex spike units from monkey 1. Because CA3 and CA1 could not be distinguished for monkey 2, all hippocampal CS cell responses from this monkey are combined in Fig. 6E . Only a small number of putative interneurons were encountered in this study, but in general they showed either very weak responses to sharp waves or responses similar to those of complex spike cells, as shown in Fig. 6, G and H, which show the responses of two simultaneously recorded putative interneurons (from the same tetrode) from monkey 2. Monkey 2 showed a higher incidence of sharp waves than did monkey 1. In monkey 1, the highest number observed in one session was 620 sharp waves across 135 min, a rate of 4.6/min. Sessions with overall rates Ͻ2/min were, however, more common. Monkey 2 showed as many as 896 events in 98 min, for a rate of 9.2/min, and the overall rate was rarely Ͻ4/min in sessions where clear ripples were available. Both monkeys showed broadly similar behavior patterns, alternating between periods of task-performance and drowsiness. These rates of sharp wave occurrence can be compared with data from sleeping rats, where sharp waves occur at a rate of ϳ1/s, but in a very irregular temporal pattern (Gerrard et al. 2001; Skaggs and McNaughton 1998) . As described above, monkey 1 was an aged female, whereas monkey 2 was a middle-aged male, but because differences in electrode location and behavior can strongly affect the counted number of sharp waves and because of the limited number of subjects, conclusions should not be drawn at this point about age-or sex-related differences in numbers of sharp waves on the basis of these data. Also, it may be worth noting that 1) the rate of sharp waves in drowsy rats is somewhat lower than in rats that are fully asleep, but still substantially higher than the rate observed in these monkeys, and 2) in comparisons of young and old rats, no differences could be observed in the temporal distribution of sharp waves (Gerrard et al. 2001 ). The clear impression from these data, however, is that sharp waves in these monkeys were an order of magnitude less frequent than would be expected from rats in comparable behavioral states (except that the rats were not restrained).
Although the overall rate of sharp waves in these monkeys was never Ͼ0.2 Hz averaged across a session, they occasionally occurred in rapid sequences, separated by 1 s or less, as shown in Fig. 6A . In monkey 2, sharp waves sometimes occurred in rhythmic sequences, with a frequency of ϳ4 Hz. These almost never lasted for Ͼ2 s. Such rhythmicity was not observed in monkey 1. Note that the amplitudes of the ripples and sharp waves in the examples shown in Fig. 6, ϳ0 .2 mV for ripples and 1 mV for the slow component, are comparable with values commonly seen in rats (Buzsáki 1986 ), despite the larger brains of the monkeys. Amplitudes, however, vary greatly as a function of recording location.
In rats, sharp waves mainly occur during the LIA EEG state, which is associated with immobility, and particularly with drowsy/slow-wave sleep states Vanderwolf 1969) . In monkey 1, a comparable relationship could be observed between sharp waves, hippocampal EEG patterns, and behavior, as shown in Fig. 7 . At times when the monkey was drowsy and/or quiescent, the hippocampal EEG amplitude was relatively high (increased as much as twofold at some locations), the level of CA1 complex spike cell activity was increased as much as threefold (Fig. 6, D and E) , and occa-sional sharp waves were observed. For monkey 2, the same relationships appeared to be present, although the transitions between states were not as sharp (data not shown). A possible explanation is that the VPC task performed by this monkey did not require a high level of alertness. (Notes taken by observers indicate that most of the time the monkey was drowsy and only marginally attentive, rarely in a highly alert state.) For monkey 3, on the other hand, the behavior was almost always alert and attentive, with only occasional periods of drowsiness. Even so, the few sharp waves observed from this monkey came from periods when the monkey appeared to observers to be drowsy. Note that in Fig. 7 , many of the sharp waves appear near the ends of periods of increased unit activity and closed eyes, close to the time of transition to a different pattern. This effect could also be observed in some other data sets from monkey 1 but was not consistent, and could not be observed at all in monkey 2.
In rats, sharp waves originate with increases in CA3 unit activity, but the EEG components-the slow deflection and ripple-are generated mainly downstream, in CA1 (Chrobak and Buzsáki 1996; Ylinen et al. 1995) . Although data from this study are not extensive enough to support strong conclusions about whether the same thing happens in monkeys, there are indications that it might. The evidence is shown in Fig. 8 . Tetrode 5 from monkey 1 was particularly valuable, because of the trajectory with which it passed through the hippocampus, which replicated in reverse the trajectory most commonly used for studies of rat sharp waves. As described above, ripples recorded from tetrode 8 every day could be used as triggering events to construct a depth profile for tetrode 5, as it was lowered through the hippocampus. The profile shows a strong peak near the level of the fissure and a phase reversal in the CA1 layer; the same pattern as is observed in rats. Neither this nor any other tetrode showed phase reversals when passing through CA3 or the dentate gyrus. Average responses evoked at several other locations by ripples on tetrode 8, shown in Fig.  8A , are also consistent with CA1 being the primary generator. Furthermore, as stated above, for monkey 1, ripples were observed at all CA1 sites but not at CA3 sites. (A depth profile of ripple amplitude for tetrode 5 is shown in the inset of Fig.  8B) .
In contrast to sharp waves, the other dominant EEG pattern observed in the rat hippocampus, theta rhythmicity (Green and Arduini 1954; Vanderwolf 1969) , was not observed in these monkeys. The hippocampal EEG is extraordinarily complex, and there were many short episodes of apparent rhythmicity over a wide range of frequencies, but nothing resembling the long trains of rhythmic oscillations associated with locomotor behavior and REM sleep in rats.
D I S C U S S I O N
The data presented here provide support for three important conclusions. First, hippocampal pyramidal cells in monkeys are complex spike cells similar to those described in rodents: they fire at overall rates well under 1 Hz, with long intervals of silence interrupted by bursts of activity containing numerous ISIs Ͻ20 ms. Second, behavioral state has a powerful effect on EEG and unit activity in the monkey hippocampus, as is the case in rodents. Third, the monkey hippocampus generates sharp wave/ripple events that resemble in several respects not be calculated, usually because eyes were closed), integrated hippocampal EEG amplitude obtained by rectifying EEG signal and low-pass filtering with a cut-off frequency of 1 Hz, a raster plot of events in which the monkey responded to a visual cue by releasing a bar, and a raster plot of sharp wave events, detected as peaks of ripple amplitude. Figure shows that sharp waves were associated with increased hippocampal complex spike cell activity, closed eyes, increased hippocampal EEG amplitude, and nonoccurrence of active behavior (absence of bar releases). Bottom: continuation of top.
those described in rodents. In addition, the data provide preliminary evidence that the current sinks and sources underlying sharp waves are generated mainly in CA1 (as in rats) and that sharp waves are associated with a drowsy/sleeping behavioral state (as in rats). The evidence for these conclusions is summarized below, and their significance is considered.
Pyramidal cells from the macaque hippocampus are complex spike cells
The conclusion that the great majority of cells from the macaque hippocampus are complex spike cells was supported unequivocally for the six hippocampal-penetrating electrodes from monkey 1, for which each session could be matched precisely with an anatomical location on the basis of histology. It is highly probable that these complex spike cells were pyramidal cells, which make up Ͼ90% of the neurons in the CA3 and CA1 layers. For monkeys 2 and 3, the histological reconstruction was less precise, but it was found that most tetrodes that were observed to penetrate the hippocampus in the histological material encountered zones of low-firing-rate CS cells as observed in the unit recording data.
The finding that primate hippocampal pyramidal cells are CS cells is significant for at least two reasons. First, it gives criteria for distinguishing the hippocampus from neighboring cortical areas in future studies. Second, and more importantly, it provides essential support for computational models of the hippocampal role in memory that depend on sparse coding, the property that the fraction of neurons responding to any given event is small. Sparsity is required by the majority of existing models (Baum et al. 1988; Marr 1971; McNaughton and Nadel 1990; Rolls and Treves 1990; Treves and Rolls 1991; Tsodyks and Feigel'man 1988) , because it is necessary for storage of large numbers of memory patterns without interference. These models store memories by enhancing the strength of synapses whose presynaptic and postsynaptic elements are active simultaneously. The sparser the population activity, the fewer synapses are strengthened by any single event, and the more events can be stored before the pool of available synapses is "used up."
These findings may clarify the interpretation of a number of other studies of primate hippocampal unit responses. In older studies (Miyashita et al. 1989; Watanabe and Niki 1985) , and some more recent studies as well (Wirth et al. 2003) , the majority of units recorded from the vicinity of the hippocampus were reported to fire at relatively high rates-5 Hz or more-and few to possess complex spike cell characteristics. In several recent studies, however, substantial numbers of hippocampal units, and in particular units with certain types of responses, were reported to fire at overall rates well Ͻ1 Hz, with long periods of silence (Hori et al. 2005; Rolls 1999 ). The results of this study indicate that such units may have been hippocampal pyramidal cells, but that units with much higher rates are unlikely to have been. It should be noted that units with low levels of activity are particularly difficult to recognize using acutely implanted electrodes, which must be moved large distances at the beginning of each recording session, leaving little time to observe the accumulation of activity at any given depth.
It does not seem likely that the differences in unit characteristics reported by each group can be accounted for in terms of task variations. In this study, two tasks were used: a PPAT that was essentially a go/no-go task with predictors for two of the monkeys and a type of passive viewing task for the third monkey. Most of the studies referenced above used object recognition tasks, or object-place association tasks, requiring monkeys to make motor responses when presented with stimuli meeting certain conditions. Although the tasks have varied in detail in a number of ways, most were structured along the same general lines as the go/no-go task in this study, and it FIG. 8. Evidence that sharp wave EEG signals are generated mainly by CA1 layer. Each panel shows average of all sharp waves recorded from a given electrode in monkey 1, across a full recording session, with averaging triggered by high-frequency ripples on tetrode 8. Red square marks show approximate location of each electrode for each recording. Recordings were made on different days. For A, recording sites were all from different, but nearby, histological sections (top plot, tetrode 3, section 168; 2nd plot, tetrode 2, section 162; 3rd plot, tetrode 4, section 169; bottom plot, tetrode 8, section 184). Locations have been projected onto section 167 for comparability. (End of electrode track for tetrode 4 is visible in this section.) For B, all locations were from the same electrode track from tetrode 5. Note that the wave reversed sign between the bottom 2 locations: this is an indication that the electrode passed through a layer of cells involved in generating signal. Right inset: plot of number of complex spike cells recorded and amplitude of ripple oscillations at each depth along electrode track. Note that ripple amplitude only rose substantially above baseline at depths where the electrode was recording from CA1 cells. Together, the 2 panels show that sharp wave polarity reversed near the edge of CA1 cell body layer and that sharp wave amplitude was largest in the zone between CA1 layer and fascia dentata, near the hippocampal fissure. would be surprising if they produced major differences in the population statistics of hippocampal activity.
Behavioral state affects monkey hippocampal EEG and unit activity
In the rat hippocampus, three global states of neural population activity can be distinguished, commonly called the RSA, LIA, and SIA states, on the basis of the EEG patterns associated with each of them (Jarosiewicz et al. 2002; Skaggs and McNaughton 1998; Vanderwolf 1969) . In the RSA state (which appears during active locomotor behavior-voluntary movement, as Vanderwolf termed it-and REM sleep), and in the SIA state (which appears intermittently during sleep), the population activity of hippocampal pyramidal and granule cells is very sparse. During any randomly chosen 1-s period, Ͻ5% of these cells fire action potentials. For the remaining small fraction of cells, firing rates are distributed more or less exponentially, with as many as 40 -50 spikes/s emitted by the most active neurons (unpublished observations). For a typical neuron, the spike train consists of long periods of almost complete silence-sometimes lasting for minutes-punctuated by brief bursts of activity: sometimes weak and sometimes intense. In rats, these bursts of activity can occur when the rat passes through a particular place in an environment (Leutgeb et al. 2005; O'Keefe and Nadel 1978) and last from a minimum of ϳ500 ms to a maximum that depends on how much time the rat spends near that place, although the intensity of firing tends to fluctuate if the period of activity lasts longer than a second. The overall population firing rate is not constant but increases almost linearly as a function of running speed (McNaughton et al. 1983 ).
In the rat LIA state, which occurs during slow wave sleep and assorted waking behaviors not involving locomotion, the structure of population activity is quite different. Most of the spike activity is concentrated within sharp waves, which occur at average rates of up to once per second but are spaced irregularly in time. Different sharp waves usually activate different subpopulations of neurons. Consequently, the overall population activity, accumulated over 1 s or longer periods, is more evenly distributed during LIA than during RSA or SIA.
In this study, the macaque hippocampus showed distinct population activity patterns during active/alert versus inactive/ drowsy/sleeping states, corresponding to the LIA versus RSA distinction observed in rats. (No clear analog of the SIA state was observed.) The strongest evidence was obtained from monkey 1, in which eyes-closed periods were associated with increased hippocampal unit activity, increased hippocampal EEG amplitude, and the occasional appearance of sharp waves. Monkey 2 performed a passive visual task and was rarely in a highly alert state during recording. Nevertheless, when the monkey was not performing the task, hippocampal activity and EEG amplitude were increased, as was the incidence of sharp waves. Monkey 3, in contrast, was almost always highly alert and would not tolerate periods of inactivity. Consistent with this behavior pattern, few sharp wave events were observed from this monkey. vated by the behavioral task. In addition, extended periods of sleep or drowsiness before and after the task period are required. These conditions were not met in the data available for this report; there is no obvious reason why they should not be achievable as the techniques are refined.
In addition to sharp waves, a very different type of EEG phenomenon is easily observed in rats and many other species: regularly oscillating theta waves with frequencies usually in the 4-to 12-Hz range. Early studies suggested that theta is considerably less prevalent in behaving or sleeping primates (Green and Arduini 1954) , although it has been observed in monkeys anesthetized with urethane (Stewart and Fox 1991) . The monkeys in this study also did not show salient hippocampal theta rhythmicity. The hippocampal EEG was very complex, with occasional short-lasting bouts of rhythmicity in many frequency bands, but there was nothing resembling the dominant rhythmic pattern seen in rats and cats during active locomotion and REM sleep. The inability to observe theta here may not, however, be conclusive, because on one hand, our monkeys did not sleep deeply enough to enter the REM state, and on the other hand, it is possible that the head restraint needed for recording suppresses theta, as whole body restraint does in rats (Foster et al. 1989) .
Given that high-frequency ripples have also been described in the epileptic human hippocampus and temporal lobe Staba et al. 2002 Staba et al. , 2004 , it is likely that these observations carry over to humans as well. The similarity of sharp waves across a range of mammalian species encourages speculation that they play an important role in the functions of the hippocampal system and that theories of memory stabilization motivated by the properties of sharp wave/ripple events in rats may be applicable to primates as well, including humans.
