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Atomic systems display a rich variety of quantum dynamics due to the different possible sym-
metries obeyed by the atoms. These symmetries result in selection rules that have been essential
for the quantum control of atomic systems. Superconducting artificial atoms are mainly governed
by parity symmetry. Its corresponding selection rule limits the types of quantum systems that can
be built using electromagnetic circuits at their optimal coherence operation points (“sweet spots”).
Here, we use third-order nonlinear coupling between the artificial atom and its readout resonator
to engineer the selection rules of our atom, allowing us to drive transitions forbidden by the parity
selection rule for linear coupling to microwave radiation. A Λ-type system emerges from these newly
accessible transitions, implemented here in the fluxonium artificial atom coupled to its “antenna”
resonator. We demonstrate coherent manipulation of the fluxonium artificial atom at its sweet spot
by stimulated Raman transitions. This type of transition enables the creation of new quantum
operations, such as the control and readout of physically-protected artificial atoms.
I. INTRODUCTION
Atoms exhibit complex level-transition structures,
which are governed by the interactions between their
components. Superconducting artificial atoms, however,
presently have much simpler level-transition structures.
As superconducting circuits emerge as a leading platform
to investigate quantum information and coherent quan-
tum physics [1], there is growing interest in engineering
their selection rules [2–7] to implement a larger variety
of quantum dynamics in artificial atoms.
All superconducting circuits at their sweet spots - oper-
ating points where the circuits are insensitive to certain
environmental noise mechanisms - obey parity symme-
try. This symmetry forbids transitions between states of
the same parity under a microwave drive [2, 8]. Away
from the sweet spots, all transitions become allowed, but
at the cost of lower qubit coherence [9]. The ability to
drive such transitions can lead to the implementation of
a new class of artificial atoms. Moreover, it is necessary
for the control and measurement of physically-protected
qubits [10–13] - circuits which implement error correction
at the hardware level, but whose inherent protection re-
sults in the quasi-impossibility of manipulating them di-
rectly. Is it possible then, in superconducting circuits, to
break the parity selection rule while still operating at the
sweet spot?
In this article, we present a method for driving forbid-
den transitions in superconducting artificial atoms. Us-
ing nonlinear coupling between the atom and an ancilla
resonator, we create an atom with engineered selection
rules while maintaining the symmetry, and thus the co-
herence properties, of the sweet spot. We implement non-
linear coupling using a fluxonium artificial atom [14, 15]
inductively coupled to an “antenna” resonator [16, 17].
We demonstrate the creation of a Λ-type system in which
the states of the fluxonium can be manipulated by a res-
onator excitation using the now-allowed transition. We
then use this structure to cool the fluxonium atom to
one of its two lowest energy eigenstates by resonator de-
cay through spontaneous Raman scattering. Finally, we
present coherent manipulation of the fluxonium through
the Λ-type system by driving Rabi oscillations between
the fluxonium ground and excited states, using stimu-
lated Raman transitions through a virtual resonator ex-
citation.
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FIG. 1. Level diagram of a fluxonium atom at Φfext/Φ0 =
m + 1/2 coupled to an electromagnetic resonator. At these
sweet spots, only transitions between states of even parity
(red) to states of odd parity (blue) are allowed. Transitions
within the even or odd manifold are forbidden by a parity
selection rule. By using nonlinear coupling between the res-
onator and the artificial atom, we can break the selection rule
and drive forbidden transitions (magenta). We can thus con-
struct a Λ-type system spanned by the |g, 0〉, |e, 0〉 and |e, 1〉
states.
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2II. FLUXONIUM-RESONATOR SYSTEM
The fluxonium artificial atom is a superconducting cir-
cuit made up of a Josephson junction in parallel with
a large linear inductance. While the fluxonium can be
operated at any applied external flux through the fluxo-
nium loop, Φfext, its flux-noise insensitive sweet spots are
located at Φfext/Φ0 = m, m+ 1/2 where Φ0 is the mag-
netic flux quantum and m ∈ N. Here, we will focus on
the behavior of the fluxonium at its m+1/2 sweet spots,
where the transition frequency between its ground state
|g〉 and first excited state |e〉 is < 1 GHz. At the sweet
spots, the potential of the fluxonium is a symmetric func-
tion of the flux φq across the fluxonium junction. Hence,
transitions are only allowed between states of opposite
parity, and transitions such as |g〉 ↔ |f〉 are forbidden
by a parity selection rule [15, 18].
Coupling to a resonator breaks the fluxonium par-
ity symmetry, but the total parity of the fluxonium-
resonator excitations remains conserved and a parity se-
lection rule still holds in the coupled system [8, 19]. The
level digram for this system, with its allowed and forbid-
den transitions, is shown in Fig. 1. The states are labeled
as |s, n〉 where s is the state of the fluxonium and n is the
resonator photon number. States with even (odd) total
parity are shown in red (blue). Transitions are only al-
lowed between states of opposite total parity (solid black
lines).The dashed magenta lines show forbidden transi-
tions such as |g, 0〉 ↔ |e, 1〉 and |g, 0〉 ↔ |e, 1〉, and the
ability to drive them gives us access to a Λ-type structure
as shown in the figure. Low-frequency transitions such
as |g, 0〉 ↔ |e, 0〉 are not forbidden, but are suppressed
due to a small dipole moment and the filtering of the
fluxonium environment at low frequencies.
The parity selection rule only holds when the external
drive is coupled to the odd φq fluxonium operator via lin-
ear coupling to the antenna resonator. Nonlinear third-
order coupling between the fluxonium and the resonator
would lead to the drive coupling to operators such as φ2q
or φqφr, where φr is the resonator flux. These even op-
erators can drive transitions of equal parity at the fluxo-
nium sweet spot (see Appendix B for more details). One
would therefore like to implement third-order coupling
between the fluxonium and its resonator to drive these
forbidden transitions. Note that such coupling would pre-
serve the protection offered at the sweet spot with respect
to flux noise.
Figure 2a shows a diagram of a fluxonium atom non-
linearly coupled to its resonator. The fluxonium artificial
atom is made up of a small junction (black) shunted by
a large linear inductance (dark blue). The resonator is
composed of a linear inductance and a capacitor (light
blue). The nonlinear coupling is mediated by a nonlin-
ear inductance made up of five three-wave-mixing dipole
elements - each named the Superconducting Nonlinear
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FIG. 2. (a) Schematic of the fluxonium artificial atom
coupled to an antenna resonator. The fluxonium is made
up of a small phase-slip junction (black) shunted by a lin-
ear inductance (dark blue). It is coupled to the resonator
(light blue) by sharing an inductance comprising SNAILS
(magenta), which induce the nonlinear coupling. An exter-
nal flux Φfext is threaded through the fluxonium loop. (b)
The SNAIL is composed of three large Josephson junctions
in parallel with a smaller Josephson junction. An external
magnetic flux ΦSext is threaded through the SNAIL loop. (c)
An SEM image of the device sketched in (a), with colored ar-
rows indicating the different circuit elements. The area of the
fluxonium loop is Af = 350± 10 µm2 (d) An SEM image of a
SNAIL, where the junctions corresponding to the numbered
junctions in (b) are indicated. The ratio between the large
junction and small junction areas is α = 0.4 ± 0.02 and the
area of the SNAIL loop is AS = 6 ± 0.2 µm2. We can tune
Φfext and Φ
S
ext quasi-independently using a global magnetic
field due to the large ratio Af/AS ' 60.
Asymmetric Inductive eLement (SNAIL) [20] (magenta).
A circuit diagram of the SNAIL is shown in Fig. 2b,
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FIG. 3. (a)-(d) Two-tone spectroscopy of the |g, 0〉 ↔ |e, 1〉 transition with a SNAIL-fluxonium device in the vicinity of
Φfext/Φ0 = 0.5, 2.5, 4.5, and 6.5, respectively. As the external flux is increased, the third-order coupling strength of the SNAIL
grows, and the nominally forbidden transition becomes visible. The values for the |g, 0〉 ↔ |e, 1〉 coupling strength are given in
the insets. The change in the sign of the reflected phase near Φfext/Φ0 = 6.51 is due to a change in the dispersive coupling χ
between the fluxonium and the resonator.
which consists of three large Josephson junctions in paral-
lel with a smaller Josephson junction. As an external flux
ΦSext is threaded through the SNAIL, it becomes a non-
linear element with third-order nonlinearity. The SNAIL
design appears similar to that of the flux qubit [21, 22],
but the devices are operated in very different regimes.
In the flux qubit, the area ratio (α) between the small
and large junction is chosen to be ≈ 0.8, which leads
to a double-well potential at ΦSext = 0.5. The SNAIL is
designed to have α < 0.5 to maintain a single potential
well, and is operated around ΦSext = 0.1−0.4 to create the
asymmetric potential well necessary for three-wave mix-
ing. The three-wave-mixing capability of the SNAIL has
recently been proposed and implemented for quantum-
limited amplification [20, 23, 24], but we use it here to
implement nonlinear coupling between the fluxonium and
its antenna resonator. Figure 2d shows a scanning elec-
tron microscope (SEM) image of the SNAIL, composed of
Al/AlOx/Al junctions, fabricated using the bridge-free-
fabrication technique [25, 26] on a sapphire substrate. In
our implementation, α = 0.4± 0.02.
A SEM image of the full device is shown in Fig. 2c.
The large inductance of the fluxonium (dark blue) is built
from 126 array junctions. The resonator inductance in-
cludes the five shared SNAILs as well as six unshared
junctions. The antenna resonator capacitance is provided
by two 0.5 mm long leads. The resonator frequency was
fr = 6.82 GHz and the fluxonium qubit transition fre-
quency at its Φ0/2 sweet spots was fq = 500 MHz. This
sample was housed in a WR-102 waveguide and measured
in reflection through an impedance-matched waveguide-
SMA adapter [27].
III. SPECTROSCOPY
In Fig. 3, we show two-tone spectroscopy of the
|g, 0〉 ↔ |e, 1〉 transition around different fluxonium sweet
spots. A continuous-wave tone was swept around the
frequency of the |g, 0〉 ↔ |e, 1〉 transition, while another
tone at fr was used to measure the corresponding res-
onator response. The measurements were done around
the Φfext/Φ0 = m + 1/2 fluxonium sweet spots, where
m = 0, 2, 4, 6 for Fig. 3a-d respectively. Though iden-
tical drive and measurement parameters were used at
all the different sweet spots, the responses were signif-
icantly different. In Fig. 3a, no transition is observed
above the noise, which is consistent with previous fluxo-
nium measurements of this forbidden transition [15]. In
Figs. 3b-d, however, the transition emerges and becomes
increasingly visible at higher external flux. At higher ex-
ternal fluxes, the size of the three-wave-mixing term of
the SNAIL increases, which results in a corresponding
increase in the drive strength of the formerly forbidden
transition. The insets in Fig. 3 show, for each sweet spot,
the corresponding drive amplitude of the forbidden tran-
sition through the nonlinear coupling element. These
values are based on a theoretical estimate of our three-
wave-mixing coefficient, and a measurement of the drive
amplitude from Raman experiments (see Appendices C &
D). The fluxonium coherence time at the Φfext/Φ0 = 0.5
and 6.5 sweet spots was measured to be identical, and
equal to T2R = 6 µs.
The frequency of the |g, 0〉 ↔ |e, 1〉 transition is low-
est at the sweet spots because it is the sum of the
flux-dependent |g, 0〉 ↔ |e, 0〉 fluxonium transition fre-
quency and the approximately constant resonator fre-
quency. The resonator frequency decreased slightly at
higher external flux, due to the increasing linear induc-
tance of the SNAIL. This manifests itself in our measure-
ment as the minimum transition frequency being slightly
lower for sweet spots of higher external flux. Notice that
in Fig. 3d the sign of the phase response changes. This is
likely due to a change in the fluxonium-resonator disper-
sive shift, which is also observable in a direct measure-
4ment of the fluxonium transition [18].
IV. Λ-SYSTEM OPERATIONS
Driving parity-forbidden transitions, such as |g, 0〉 ↔
|e, 1〉 and |e, 0〉 ↔ |g, 1〉, allows us to construct a Λ-type
system in which the fluxonium qubit states |g, 0〉 and
|e, 0〉 are the low-energy states, and the excited state is a
resonator excitation state such as |g, 1〉 or |e, 1〉. Pre-
vious superconducting implementations of Λ-type sys-
tems employed flux-tunable qubits away from their sweet
spot [28–31], effective driven systems [32, 33], or two-
photon transitions [34–36]. Here we present a physical
implementation of Λ-type system at the fluxonium sweet
spot using direct drives.
We demonstrated that our circuit can be treated as a
Λ-type system by performing both incoherent and co-
herent operations using Raman transitions. All mea-
surements were performed at the Φfext/Φ0 = 6.5 fluxo-
nium sweet spot. We first demonstrate cooling of the
fluxonium artificial atom by spontaneous Raman scat-
tering. The black dots in Fig. 4a correspond to a stan-
dard amplitude-Rabi experiment on the fluxonium qubit,
where a Gaussian pulse of 20-ns σ width and varying am-
plitude was applied at fq. As the amplitude was varied,
the qubit population oscillated between thermal equilib-
rium and inverted population. From the oscillation am-
plitude we inferred that the qubit had 60% probability to
be in the ground state |g〉, which corresponds to a tem-
perature of 62 mK. This experiment was repeated after
applying a tone resonant with the |e, 0〉 ↔ |g, 1〉 tran-
sition for 5 µs. After this duration, the fluxonium had
94% probability to be in |g〉, which corresponds to 9 mK
- well below thermal equilibrium. We have thus demon-
strated cooling of the fluxonium to its ground state by
the Raman process shown in the inset of Fig. 4a. We
also initialized the qubit in |e〉 by applying a tone reso-
nant with the |g, 0〉 ↔ |e, 1〉 transition before performing
the Rabi experiment (blue). This inverted the fluxonium
population and prepared it in |e〉 with 91.5% probability.
The ground state population was calibrated from qubit
measurements in conjunction with a theoretical model
for Raman cooling (see Appendix D).
We were also able to coherently control the qubit
through the Λ-type system. Figure 4b shows Rabi os-
cillations of the fluxonium qubit via a virtual transi-
tion through the |e, 1〉 state. Two tones were applied
at the qubit for varying lengths of time after initially
preparing the fluxonium ground state using Raman cool-
ing. One was detuned 150 MHz below the resonator fre-
quency (black arrow in the inset of Fig. 4b), and the
other was detuned below the |g, 0〉 ↔ |e, 1〉 transition
by (150 + ∆) MHz where ∆ was a variable additional
detuning (magenta arrow in the inset of Fig. 4b). We
observed a typical Rabi oscillation pattern, which shows
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FIG. 4. (a) Rabi flops of the fluxonium |g, 0〉 ↔ |e, 0〉 transi-
tion with different initial preparations before applying a 20-ns
σ pulse at fq. The black dots correspond to the qubit start-
ing in thermal equilibrium, where we measured the qubit to
be 60% in |g〉, corresponding to 62 mK. The red dots corre-
spond to initially cooling the qubit to |g〉 by applying a tone
resonant with the |e, 0〉 ↔ |g, 1〉 transition (see inset). The
qubit then is in |g〉 with a 94% probability. The blue dots
correspond to initially preparing the qubit in |e〉 by applying
a tone resonant with the |g, 0〉 ↔ |e, 1〉 transition (see inset),
which results in a 91.5% probability for the qubit to be in |e〉.
The solid lines are sinusoidal fits to the measured Rabi oscil-
lations. (b) Rabi oscillations of the fluxonium |g, 0〉 ↔ |e, 0〉
transition by a Raman process through the |e, 1〉 state (see in-
set). The |e, 0〉 ↔ |e, 1〉 tone is applied 150 MHz detuned from
resonance, and the |g, 0〉 ↔ |e, 1〉 is applied at 150 MHz + ∆.
that we can control a qubit with transition frequency
fq = 500 MHz by only applying tones around 7 GHz.
Note that the optimal detuning of the |g, 0〉 ↔ |e, 1〉 tran-
sition corresponds to ∆ = 60 kHz, due to a Stark shift
of this transition. From ∆, we can extract a drive ampli-
tude of g3/2pi = 3 MHz for the |g, 0〉 ↔ |e, 1〉 transition
due to nonlinear coupling (see Appendix E).
The methods described above extend the quantum con-
trol of atomic physics by Raman transitions to supercon-
ducting circuits. In atomic physics, these transitions cou-
5ple levels whose direct transition is forbidden and thus
protected from environmental noise. However, the cir-
cumstances in which this idea can be exploited only occur
in a limited number of atoms. By contrast, in supercon-
ducting artificial atoms we can engineer circuits to im-
plement the transitions needed for this quantum control.
Here, as a proof-of-principle, we applied this method to
the fluxonium artificial atom, whose |g〉 ↔ |e〉 transi-
tion can be directly driven. This Raman control is ab-
solutely essential for more complex physically-protected
qubits [10–13], however, whose inherent protection makes
them impossible to directly control and read out. Note
also that our technique separates qubit control from the
qubit transition frequency. Previous two-photon imple-
mentations [35, 37] of the |g, 0〉 ↔ |e, 1〉 transition relied
on the direct |g, 0〉 ↔ |e, 0〉 transition, and thus can-
not be used for the control of protected qubits. With
our method, one can perform coherent operations on the
qubit while its direct transition remains completely iso-
lated.
V. CONCLUSIONS
In conclusion, nonlinear coupling between a qubit and
a resonator can be used to directly drive transitions for-
bidden by parity symmetry at the fluxonium sweet spot.
This method implements a Λ-type system within super-
conducting circuits. We created a new transition which
completes the triangle spanning the |g, 0〉, |e, 0〉, and |e, 1〉
states of the fluxonium qubit coupled to an antenna res-
onator. We then demonstrated cooling of the fluxonium
qubit by spontaneous Raman scattering, and coherent
oscillations between the ground and excited state driven
by a stimulated Raman process.
Furthermore, the ability to create new transitions in
a superconducting circuit opens the door to applications
in microwave quantum optics [38] and autonomous error
correction [39]. While we have focused here on Λ-system
physics, our ability to drive a two-excitation transition
can also be understood as tunable mode coupling, use-
ful for the single-drive implementation of protocols for
photon detection [33] and remote entanglement [40–42].
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APPENDICES
A. Theoretical description of a SNAIL
A sketch of a SNAIL circuit element can be seen in
Fig. 2b. A detailed derivation and analysis of this circuit
is given in Refs. 18 and 20, and in this Appendix we
only give a brief overview. We can express the potential
(inductive) energy of the SNAIL as:
USNAIL(ϕ) =− αEJ cosϕ
− nEJ cos
(
ΦSext/φ0 −ϕ
n
)
,
(1)
where ϕ is the superconducting phase across the small
junction of the SNAIL, EJ is the Josephson energy of the
large SNAIL junction, α is the ratio between the small
and large junction, n is the number of large junctions in
the SNAIL loop (in our implementation n = 3), ΦSext is
the external flux through the SNAIL loop and φ0 is the
reduced magnetic flux quantum. In this description we
have eliminated the dynamics of the modes within the n-
junction array, and consider the circuit as a single degree
of freedom with equal phases across the array junctions.
To expand Eq. 1 as a non-linear inductor, we must first
find the minimum ϕmin of the potential. This minimum
depends on ΦSext and α, and can be numerically obtained
for each of those. Then we can expand the SNAIL po-
tential around the minimum, using the new coordinate
ϕ˜ = ϕ − ϕmin. We express the Taylor expansion of the
potential as:
USNAIL(ϕ˜) = c2ϕ˜
2 + c3ϕ˜
3 + c4ϕ˜
4 + ..., (2)
where cm is the coefficient of the m-th order in the expan-
sion. c2 is related to the linear inductance of the SNAIL
as LS =
φ20
2c2EJ
. These coefficients also depend on ΦSext,
α, and n, and can be obtained numerically.
B. Theoretical description of the device
Fig. 2a shows a sketch of our circuit in which a fluxo-
nium artificial atom is coupled to an antenna resonator
by sharing a nonlinear inductance composed of SNAILs.
To understand the behavior of the circuit quantitatively,
let us simplify it into an effective circuit given in Fig. 5b.
The fluxonium is now represented by a small junction
(black) with Josephson energy EJ and capacitive en-
ergy EC , shunted by a linear inductance Lq (dark blue).
An external flux Φfext is threaded through the fluxonium
loop. The resonator (light blue) is represented as an LC
oscillator with capacitance Cr and unshared inductance
Lr. The N SNAIL array which couples the two systems
(in our implementation N = 5) is reduced to a single
effective SNAIL (magenta). We represent the SNAIL as
having only second-order and third-order terms.
6Lr
Crφr φq
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Φfext
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tot
FIG. 5. (a) The fluxonium artificial atom is made up of a small junction (black) shunted by a large inductance, itself made of
an array of larger Josephson junctions (dark blue). Some of this inductance is shared with the resonator (light blue). In this
design, the shared elements (magenta) are taken to be SNAILs, which allows us to break selection rules at the fluxonium sweet
spot. (b) The equivalent circuit diagram. This circuit has two DOF, and we express the Hamiltonian as a function of ϕr - the
flux across the resonator capacitor and ϕq, the flux across the fluxonium small junction.
We can label the superconducting phase across the
SNAIL array as ϕS, and assume it is divided equally
across all N SNAILs in the array. Thus, we can calcu-
late the coefficients of the total SNAIL array from those
of the SNAIL.
ctot2 ϕ
2
S = Nc2
(ϕS
N
)2
, (3)
where c2 is the second-order coefficient of a single SNAIL
in the array, and ctot2 is the second-order coefficient of
the whole array. Thus, ctot2 = c2/N or L
tot
S = NLS. Lin-
ear inductances in series are simply added, as expected.
A similar calculation shows that ctot3 =
c3
N2 , and so the
third-order non-linearity is suppressed by an additional
factor of N . Higher order non-linearities are similarly
suppressed by higher and higher factors, making the low-
order non-linearity assumption better.
The circuit in Fig. 5b has only two true degrees of free-
dom and we choose to use the phase across the Joseph-
son junction ϕq, and the phase across the resonator
capacitance ϕr. These are related to the fluxonium
and resonator flux operators given by ϕq = φq/φ0 and
ϕr = φr/φ0, where φ0 is the reduced magnetic flux quan-
tum.
We can derive the Hamiltonian for the circuit by fol-
lowing the circuit quantization protocol [43]. A very sim-
ilar derivation is given in Ref. 44, with a shared linear
inductance replacing the SNAIL. The addition of the
SNAIL adds a three-wave mixing term to the simple
fluxonium-resonator Hamiltonian, of the form:
H3WM = c
tot
3
(
LrL
tot
S
Lq(Lr + LtotS )
ϕq +
LtotS
Lr + LtotS
ϕr
)3
,
(4)
where we have assumed that Lq  Lr, LtotS . This three-
wave mixing Hamiltonian gives rise to several effects
through its different mixing terms, but let us focus on
two terms of special importance:
H|g〉−|f〉 = 3ctot3
(
LtotS
Lq
)2
L2rL
tot
S
(Lr + LtotS )
3
ϕrϕ
2
q (5)
H|g,0〉−|e,1〉 = 3ctot3
LtotS
Lq
Lr(L
tot
S )
2
(Lr + LtotS )
3
ϕ2rϕq (6)
The term in Eq. 5 is proportional to the term ϕrϕ
2
q.
With an additional resonator drive, this gives rise to an
even drive term of the form ϕ2q which is able to drive the
fluxonium |g〉 ↔ |f〉 transition at the fluxonium sweet
spot as 〈g|ϕ2q |f〉 6= 0. To understand this effective cou-
pling term, first notice that from circuit quantization
ϕr = ϕ
r
ZPF(ar + a
†
r) where ar is the resonator decay
operator and ϕrZPF are the zero-point fluctuations of the
7resonator phase operator. We can now add a drive term
of the form (ar + a
†
r) in the drive frequency rotating
frame, where  is the resonator drive amplitude. By ap-
plying the displacement operator, we end up with a drive
term of the form ϕrZPFαrϕ
2
q where αr is the coherent state
amplitude in the resonator.
The term in Eq. 6 similarly leads to a drive term of
the form ϕqϕr. This is another even term, but one that
allows us to drive the forbidden joint transitions such as
|g, 0〉 ↔ |e, 1〉 and |e, 0〉 ↔ |g, 1〉1. Eq. 6 should thus re-
mind us of tunable mode coupling, as it gives rise to both
a beam-splitter term which enables the |e, 0〉 ↔ |g, 1〉
transition, and a two-mode squeezing term which enables
the |g, 0〉 ↔ |e, 1〉 transition. Thus, our selection-rule-
breaking drive can also be understood as a tunable cou-
pling between modes, such that the parity is preserved.
There are two important things to notice in the coef-
ficients of Eqs. 5 and 6. First of all, they both depend
on Lr in the numerator. Lr is the unshared resonator
inductance, and thus one would expect that if the an-
tenna shares more of its inductance, it is more coupled
to the fluxonium and thus the SNAIL is better able to
drive the forbidden transitions. This intuition is false, as
when Lr = 0, the SNAIL element is the entire inductance
of the resonator and the phase across it is ϕr. There is
still coupling between the two modes, mediated by the Lq
inductor, but the SNAIL does not participate in it and
thus there is no three-wave mixing for the qubit mode.
Thus, a substantial Lr, comparable to L
tot
S , is necessary
to drive forbidden transitions.
The second thing to notice is that the coefficient in
Eq. 6 is larger than Eq. 5 by a factor of Lq/L
tot
S , which is
experimentally ≈ 50. Thus, this coupling scheme is more
suited to drive the two-mode forbidden transitions such
as |g, 0〉 ↔ |e, 1〉 and |e, 0〉 ↔ |g, 1〉.
C. Calculating the drive amplitude g3
The term in Eq. 6 allows us to quantify the effec-
tive coupling strength of our nonlinear transitions. Let
us take this term, and add a direct drive on the res-
onator of the form (ar + a
†
r). As mentioned in Ap-
pendix B, we can displace the resonator by the transfor-
mation ar → ar + αr, where the displacement is cho-
sen to be the coherent steady-state amplitude in the res-
onator αr =

iκ/2−∆r where ∆r is the drive detuning from
1 The distinction between ϕ2q and ϕqϕr and the terms they can
drive is not absolute, due to the coupling between the resonator
and the fluxonium. Both of these drive terms can drive the
transitions |g〉 ↔ |f〉 and |g, 0〉 ↔ |e, 1〉 to some extent. However,
as the coupling between the resonator and the fluxonium is weak
(we are in the dispersive regime), we associate each term with
the transitions it couples to more strongly.
the resonator resonance frequency and κ is its linewidth.
This transformation eliminates the direct drive term and
we end up with an effectively undriven resonator.
The term in Eq. 6, however, in this new frame gives
rise to the effective coupling term that we require. This
effective term is of the form:
Heff = 6ϕ
r
ZPFαrc
tot
3 φ
3
0
LtotS
Lq
Lr(L
tot
S )
2
(Lr + LtotS )
3
ϕrϕq, (7)
and drive amplitude term can then be simply obtained
by g3 = 〈g, 0|Heff |e, 1〉.
We can separate the discussion of this term into three
components. The first one is the bare coupling term:
gbare3 = 6ϕ
r
ZPFc
tot
3
LtotS
Lq
Lr(L
tot
S )
2
(Lr + LtotS )
3
, (8)
which includes the specific parameters of the design
which we have discussed in Appendix B. The flux ΦSext
through the SNAIL strongly influences the value of ctot3 ,
and to a lesser extent LtotS . Thus g
bare
3 is responsible
for the improved ability to drive the forbidden transi-
tion with increased flux (see Fig. 3). Fig. 6 shows gbare3
as a function of the flux through the fluxonium loop
,Φfext. Recall that due to the difference in loop areas,
ΦSext = Φ
f
ext/60.
Φfext/Φ0
0 5 10 15 20
0
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2
3
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FIG. 6. The bare coupling coefficient gbare3 (see Eq. 8) vs. the
external flux through the fluxonium loop Φfext.
The second component in the g3 term is the matrix
element 〈g, 0|ϕrϕq |e, 1〉. Note that ϕr and ϕq are
not the field operators of the resonator and fluxonium
modes, but simply convenient bases made up of their
linear parts. Especially, ϕq is the field operator of a lin-
ear mode very different from the fluxonium qubit. The
statements 〈g|ϕq |f〉 = 0 and 〈g|ϕ2q |f〉 6= 0 are true due
to the selection rules, but calculating the value of the
matrix element requires a diagonalization of the fluxo-
nium Hamiltonian, and is usually done numerically [44].
However, this matrix element is identical for all fluxo-
nium sweet spots Φfext/Φ0 = m + 1/2 where m ∈ N.
8Thus, is can be treated as a constant for the purposes of
this paper and from a numerical diagonalization of the
Hamiltonian we obtain 〈g, 0|ϕrϕq |e, 1〉 ' 2 at the fluxo-
nium Φ0/2 sweet spots. It is also important to note that
〈g, 0|ϕrϕq |e, 1〉 = 〈e, 0|ϕrϕq |g, 1〉 and thus our drive
term can excite |e, 0〉 ↔ |g, 1〉 and |g, 0〉 ↔ |e, 1〉 with
equal amplitude, and the selection is made by the tran-
sition frequency to which we tune our external drive.
The last component is the αr =

iκ/2−∆r , the coherent
population in the cavity during the drive. This term is
proportional to  and thus shows the increase in transi-
tion rate as our drive amplitude increases. This is the
component we cannot estimate from system parameters,
thus limiting our ability to predict the transition rate of
the nonlinear transition. However, we have independent
calibrations for the value of g3 from the spontaneous and
stimulated Raman transition measurements, as will be
discussed in Appendix D, and we can use them to esti-
mate the population of the resonator.
Note, however, that we can directly calculate the ra-
tio g3/, which is the ratio of the rate at which we drive
forbidden transitions such as |g, 0〉 ↔ |e, 1〉 and |e, 0〉 ↔
|g, 1〉, and the rate at which we directly drive the res-
onator transitions such as |g, 0〉 ↔ |g, 1〉 or |e, 0〉 ↔ |e, 1〉.
From our system parameters at Φfext = 6.5Φ0, we can es-
timate g3/ = 0.003. This rate comparison assumes the
transitions are driven using a tone of the same drive am-
plitude, at a frequency equal to the resonance frequency
for each transition.
D. Calibration of the fluxonium ground state
population
In Fig. 4 we present the measurements of spontaneous
and stimulated Raman transitions in terms of the flux-
onium ground state population. This axis is actually
calibrated by using known parameters and by assuming
a Raman cooling model for the results in Fig. 4a, and we
explain this calibration in detail in this Appendix.
Recall that we measure the state of the fluxonium via
its effect on the resonator frequency, and there are posi-
tions in the I-Q phase-space of the reflected signal which
correspond to the fluxonium being in |g〉 and |e〉. Let us
mark half of the distance in phase-space between these
two positions as A. Thus, if the initial state of the flux-
onium qubit is exactly |g〉 and it performs perfect Rabi
oscillations, the amplitude for these observed oscillations
would be A. However, as our qubit is in thermal equilib-
rium, the actual measured amplitude is:
Ath = A(P
g
th − P eth) = A(2P gth − 1), (9)
where P gth (P
e
th) is the probability the fluxonium is |g〉
(|e〉) in thermal equilibrium. Note that Ath is the ampli-
tude of oscillations measured in the black curve in Fig. 4a.
Similarly, we can define the probability in |g〉 after the
|e, 0〉 ↔ |g, 1〉 (red) Raman cooling sequence as P gred, and
the probability in |e〉 after the |g, 0〉 ↔ |e, 1〉 (blue) Ra-
man cooling sequence as P eblue. Their corresponding Rabi
oscillation amplitudes are then:
Ared = A(2P
g
red − 1) (10)
Ablue = A(2P
e
blue − 1) (11)
We can also find expressions for P gred and P
e
blue. Let us
label the transition rate of the |e, 0〉 ↔ |g, 1〉 transition
as gred. The Raman cooling thus involves a coherent ex-
citation to the state |g, 1〉 with a rate gred, followed by an
incoherent decay of the resonator to |g, 0〉 at rate κ. As
our resonator has a large decay rate κ = 2pi× 16.8 MHz,
we can reasonably assume that gred  κ. We can thus
adiabatically eliminate the higher state. A similar pro-
cess can be done for the |g, 0〉 ↔ |e, 1〉 transition and its
rate gblue. Note that we can assume gred = gblue = g3
as their corresponding matrix elements are identical, as
discussed in Appendix D. Thus, we express the cooling
rate for both processes using adiabatic elimination:
Γcool =
4g23
κ
. (12)
The thermal fluxonium population can be described in
terms of an “up” rate Γ↑ which is the rate of transition
|g〉 → |e〉, and a “down” rate Γ↓ which is the rate of
transition |e〉 → |g〉. Their sum equals the total thermal-
ization rate Γ↓ + Γ↑ = Γ1, and the qubit population is
related to them via:
P gth =
Γ↓
Γ↓ + Γ↑
=
Γ↓
Γ1
(13)
from a detailed balance assumption in equilibrium.
The Raman cooling tones then enter to aid the differ-
ent thermal equilibration rates. The red tone cools the
qubit to |g, 0〉, and thus the cooling rate Γcool aids Γ↓.
Similarly, the blue tone cools the qubit to |e, 0〉, and thus
the cooling rate Γcool aids Γ↑. We can thus express the
populations after cooling as:
P gred =
Γcool + Γ↓
Γcool + Γ↓ + Γ↑
=
4g23 + κΓ↓
4g23 + κΓ↓ + κΓ↑
(14)
P eblue =
Γcool + Γ↑
Γcool + Γ↓ + Γ↑
=
4g23 + κΓ↑
4g23 + κΓ↓ + κΓ↑
(15)
Let us summarize all these relations. Eqs. 9, 10, and
11 relate three measured quantities, Ath, Ared, and Ablue,
to expressions with several unknowns. From the follow-
ing equations, we see that we have expressed all of these
terms using only three unknowns: A, g3, and P
g
th. All
other unknowns can be expressed using these three, as
well as known quantities such as κ = 2pi× 16.8 MHz and
Γ1 which is related to the qubit lifetime 1/Γ1 = T1 =
5.7 µs. Thus, we can solve a set of three equations with
9three unknowns, and extract the thermal population of
our fluxonium qubit.
The extracted qubit equilibrium temperature is 62 mK,
which corresponds to P gth = 0.6. We also obtain the pop-
ulation after cooling to |g〉, P gred = 0.94, and the popula-
tion after cooling to |e〉, P eblue = 0.915. This is the cali-
bration of the qubit population which is used in Fig. 4.
This analysis also gives us the transition rate, g3 =
2pi × 0.87 MHz. Notice we self-consistently justify our
assumption g3  κ. We can also compare this mea-
surement to the theoretical prediction. In Appendix D
we discussed the calculation of the rate g3 (see Eq. 7),
where we can independently predict all the coefficients
besides αr, which is the coherent state population in the
resonator which enables this drive. From the measure-
ment of g3, we can estimate the photon population in the
resonator due to this cooling drive as |αr|2 = 0.35.
E. Estimation of drive rates from stimulated Raman
transition measurements
Notice that the Rabi-oscillations in Fig. 4b are not
quite centered at ∆ = 0, but rather are slightly offset
at ∆ = 60 kHz. This is a result of the Stark shift in
the nonlinear mode, and it is related to the drive ampli-
tude and the detuning by ∆Stark =
g23
∆r
. Notice that in
this case there is only one nonlinear mode, and only it
experiences a Stark shift.
This allows us to estimate g3 = 2pi × 3 MHz. Sim-
ilarly to the procedure at the end of Appendix D, we
can thus estimate the photon number in the resonator to
be |αr|2 = 4.3. This seems to contradict the transition
|g, 0〉 ↔ |e, 1〉 as there are more photons in the cavity.
But note that while this drive is on we are in a displaced
frame, and the states |g, 0〉 and |e, 1〉 are defined from
this displaced value. Also note this value is larger than
that of the cooling drive by a factor of ≈ 10, consistent
with the generator being set 10 dB higher for this mea-
surement. This is also the basis of the rate estimate in
Fig. 2, accounting for the change in the external drive
amplitude for the spectroscopy measurement.
Fig. 7 shows a cut of Fig. 4b at ∆ = 100 kHz. To
quantify these oscillations, we can compare then to a the-
oretical model given by:
HΛ/~ = ωra†rar +
ωq
2
σz +
χ
2
a†rarσz
+ 2 cos(ωdt)(ar + a
†
r)
+ 2g3 cos(ωnlt)(arσ− + a†rσ+),
(16)
where ar is the resonator annihilation operator and
the fluxonium is modeled as a two-level system in the
Pauli σz basis. g3 is the transition rate of the non-
linear drive (same coefficient as discussed in Appendix
C),  is the coefficient of the direct resonator drive and
0 2 4 6
1.0
0.5
0.0
Po
pu
la
tio
n 
in
 g
Time (µs)
FIG. 7. Rabi oscillations of the fluxonium qubit due to
stimulated Raman transitions. This is a cut of Fig. 4b at
∆ = 100 kHz. The green line shows a fit to Eq. 17 with only
one fit parameter 
χ = 2pi × 0.7 MHz is the dispersive coupling between
the fluxonium and the resonator (estimate from the I-Q
response of the fluxonium). ωd = ωr − ∆r is the drive
frequency of the direct cavity drive where ωr is the res-
onator frequency and ∆r = 2pi × 150 MHz is the drive
detuning. ωnl = ωr +ωq −∆r −∆ is the drive frequency
for the nonlinear transition, and it is detuned from the
|g, 0〉 ↔ |e, 1〉 resonance frequency by ∆r + ∆ where ∆ is
a variable detuning (see Fig. 4b).
By moving to the rotating frames Ur = e
ia†rarωdt,
Uq = e
iσz
ωq−∆
2 t and taking the rotating wave approx-
imation, we arrive at the time-independent Hamiltonian:
HΛ/~ = ∆ra†rar +
∆
2
σz +
χ
2
a†rarσz
+ (ar + a
†
r) + g3(arσ− + a
†
rσ+).
(17)
Notice that we have independent measurements of ev-
ery coefficient in Eq. 17 except . We also know all the
decay constants for the fluxonium and resonator, and the
initial population of the fluxonium (which was cooled to
94% in |g, 0〉 by Raman cooling). Thus, we can simu-
late the master equation for our system, and fit it to our
measurement in Fig. 7 with only a single fit parameter
. This numerical simulation result is shown as the green
line in the figure. Notice we obtain good agreement with
the measurement, and thus we conclude that our Hamil-
tonian in Eq. 17 is a good description for the dynamics
of the system.
The value we get is  = 2pi × 50.8 MHz, and from it
we obtain the effective Rabi rate of our oscillations ΩR =
2g3
∆r
= 2pi × 2 MHz. Recall that in Appendix C we es-
timated that for the same drive amplitude g3/ = 0.003,
and this is consistent with our measurements given that
the direct resonator generator was set to be −25 dB lower
10
than the nonlinear drive generator in our experiment.
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