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1. INTRODUCTION 
In this paper we discuss certain statistical characterizations of multivariate 
distributions, that is characterizations which involve properties of independently 
and identically distributed random vectors (i.e. samples from a multivariate 
population). The most important properties are: 
(1) Independence of two statistics. 
(2) A regression property, namely that one statistic has constant regression 
on an other statistic. I 
(3) Identity of the distribution of two statistics. 
While the meaning of (1) and (3) are obvious, we must define (2). 
Let X and Y be two random vectors, we say that X has constant regression 
on Y, if the relation 
86 I y> = P[=W)l U-1) 
is satisfied almost everywhere. Here p is a constant vector while b(X) denotes 
the vector whose components are the expectations of the components of X. 
In case p = 0 we say that X has zero regression on Y. 
This approach compelled us to omit some interesting results which characterize 
distributions by other than statistical properties. We excluded also the charac- 
terization of stochastic processes and of probability laws defined on general 
structures. 
We note the following important property of the constancy of regression. 
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LEMMA 1.1. A random vector. X has constant regression on a random vector Y 
if, and only if, 
S(Xeit’y) = L?(X) f9(e*t’y) 
for any (non-random) vector t. 
This lemma permits the use of characteristic functions in the study of charac- 
terizations by constant regression. 
In section 2 of this paper we deal with characterization theorems for the 
multivariate normal distribution. In section 3 we discuss the characterization 
of other multivariate distributions and mention also some unpublished results 
of the author. In section 4 we make a few remarks on multivariate stability 
problems. 
2. CHARACTERIZATIONS OF MULTIVARIATE NORMAL DISTRIBUTION 
The first univariate characterization theorem dealt with the characterization 
of the normal distribution by the independence of the sample mean and the 
sample variance (R. C. Gear-y [2], E. Lukacs [7]). It is therefore not surprising 
that the first multivariate characterization theorem was derived for the multi- 
variate normal distribution. The following result is given in [7]. 
THEOREM 2.1. Let X, = (XI, , X2, ,... , X,,), (a = l,..., n) be a sample of 
size n tahen from a p-variate population and assume that the second moments of 
the population distribution function exist. Denote the sample mean by X = 
(XI ,..., &) where Xk = (l/n) Cz==, X,, and the sample covariances by 
S,, = (l/n) CzSI (X,, - X,J(X,, - Xz). The population has a p-variate normal 
distribution if, and only if, the distributions of the S,, are independent of the joint 
distribution of the same sample means (XI ,..., J&J. 
The first formulation of the corresponding univariate theorem contained 
some unnecessary assumptions requiring the existence of moments. These were 
later either removed [18, 51 or the assumptions were modified in a way which 
made the existence of some moments necessary. We encounter a similar situation 
in connection with theorem 2.1. Here the following result [ll, theorem 6.2.91 
was obtained. 
THEOREM 2.2. Let X, , X, ,..., X, be n identically and idependently distributed 
p-dimensionul random vectors and assume that the common dispersion matrix A of 
the Xj is jinite. Let L = X, + X2 + *** + X, and let A = I/ ajk 11 be a constant 
n x n matrix such that B, = Cy=, afj # 0 while B, = Cam,& aik = 0. 
Suppose that Q = X’AX has constant regression on L, then the X, have p-variate 
normal distributions. The converse is also true (see Wang [17]). 
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Theorem 2.2 uses a regression property so that the assumption of the existence 
of the dispersion matrix is necessary. 
A special case was earlier derived by R. G. Laha [6], his theorem involves an 
unbiased estimate of A instead of a general quadratic statistic. 
A somewhat similar characterization of the multivariate normal distribution 
by the independence of a quadratic statistic and the joint distribution of the 
sample means is due to J. N. K. Rao [14]. 
Let Xi (j = 1, 2,..., n) be a sample of n observations on a random vector X 
and let Q be an unbiased quadratic estimate of the covariance matrix of X. 
Let L = C;, cjX, be a linear vector statistic. 
Y. H. Wang [17] characterized the multivariate normal distribution by the 
assumption that the random vector diag Q has constant regression on L [i.e. 
that b(diag Q / L) = ~31. 
Here diag Q is the vector formed from the diagonal elements of the random 
matrix Q. 
Other characterizations of the multivariate normal distribution are generaliza- 
tions of the Skitovic-Darmois theorem. V. P. Skitovic [15] obtained the following 
result. 
THEOREM 2.3. Let X, , X, ,..., X, be n independently but not necessarily 
identically distributed p-dimensional random vectors. Suppose that the two random 
vectors 
and 
Y, = aA + a&, + a-* + a,& 
Y,=b,X,+b.&+**.+b,X, 
are independently distributed. Then each random vector X, for which ajbj # 0 has 
a p-variate normal distribution. 
S. G. Ghurye and I. O&in [3] generalized this result by using matrices (instead 
of scalars) as coefficients of the two linear forms. 
THEOREM 2.4. Let X, , . . . , X, be n mutually independent p-dimenskmal rat&m 
vectors and let Al ,..., A,, , B1 ,..., B, be non-sing&r square matrices of order p. 
If CyDl 4.x and xya1 B& me independently distributed, then each Xi has a 
p-variate normal distributkm. 
Let X, ,..., X+, be n independently and identically distributed random vectors 
and let Al ,..., A, , B1 ,..., B, be non-singular square matrices of order p. 
A characterization theorem for the p-variate normal distribution, based on the 
assumption that x:-r &Xi and x:-r B,& are identically distributed can be 
found in Kagan-Linnik-Rao [4] (see Section 2.5). This characterization theorem 
requires also some supplementary assumptions. 
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: 3. CHARACTERIZATIONS OF NON-NORMAL MULTIVARUTJI DISTRIBUTIONS 
Let X be a p x p symmetric positive definite matrix with density function 
p(x) = c 1 A p/s 1 x p-w/B ,cl/a)t- (X > 0). 
Here c is a constant, n > p - 1 while A is a p x p positive definite matrix. 
1 X I and I A I denote the determinants of the matrices X and A respectively. 
The distribution which belongs to this density is called the Wishart distribution. 
I. Olkin and H. Rubin [13] characterized the Wishart distribution in the 
following way. 
THFDREM 3.1. Let U and V be two p x p positive definite matrices which are 
independently distributed and suppose that 
(i) U + V = ww’ is stochastically independent of Z = W-l’vw’-l 
(ii) the distribution of Z is invariant under the transf&rmation Z --f I’m 
where IT is orthogonal. 
Then U and V have a Wishart distribution with the same scale matrix. The 
converse is also true. 
The multivariate (p-variate) negative binomial distribution was defined by 
Bates and Neyman [l] in terms of its characteristic function 
f(t) =f(t1 ,***, tJ = 1 + 2 a,[1 - exp(it,)] 
1 i=l 1 
-=I (3.1) 
where a > 0 and aj > 0 (j = 1,2,...,p). For a = 1 one obtains the charac- 
teristic function 
f(t) = /I + i aj[l - exp(itJ]/-l 
j=-1 
which is called the p-variate geometric distribution. 
E. Lukacs [8] gave a characterization theorem for the multivariate geometric 
distribution. For its formulation we have to introduce the following notation. 
Let X, = (X1, ,..., X,,) (a = 1, 2 ,..., n) be a sample taken from a p-variate 
population, i.e. the X, are n independently and identically distributed random 
vectors. We form the following univariate random variables which depend on 
the components of the vectors X, 
sj = ;cx$ + ‘_ 1) C* XJ,, - C 4, (j = L..., 4, (3.3) 
a OL 
T*k = Tkj = i C X,&km - 2 n(n - 1) C* x,aXk, (j, h = 1,2,..., n; i Z 4. 
a 
(3.4) 
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Summation Z* extend over all different ‘greek subscripts from 1: to A. Using 
these functions we form the vector 
Z = (S, >a.., S, , Tn ,..., Tin , Tss ,... , Tn-I,,,). (3.5) 
We also define 
THEOREM 3.2. Let X, (a = 1, 2 ,..., n) be a sample of size n taken from a 
p-variate population with characteristic function f (t). Suppose that the components 
of X, are non-negative random variables and that the popnrlation distribution 
function is non-degenerate and that all its second moments exist. The population 
distribution function is a p-oariate geometric distribution [with characteristic 
function (2.2)] if, and only if, Z has zero regression on A. Here Z and A are defined 
by (2.5) and (2.6) respectively. 
A characterization theorem for the negative binomial distribution was derived 
by Lukacs [9]. 
To formulate it we introduce the random variables 
(j, K = 1, 2 )..., n; j # R). Here n(8) = n!/s!. We introduce the 2n(n - 1) 
dimensional vector 
Z = 6% ,..-, &.n--T, Tts ,... , Tn.,+3 (3.8) 
and use again the vzctor A defined by (3.6). 
THEOREM 3.3. Let X, (o = I,..., n) be a sample tahen f&m a p-variate 
population with distribution function F. Suppose that F satisjies the foltkwing 
conditsims: 
(i) F is nondegenerate and the third moments of F exist. 
(ii) If X is a vector with distribution function F then X has no pair of un- 
correlated components, moreover’ the components of X hre non-negative random 
variables. 
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Let Z and A be the random vectors de$ned by (3.8) and (3.6) the population 
distribution F is a p-variate negative binomial distribution if, and only if, Z has 
zero regression on A. 
The multivariate Poisson distribution was studied by H. Teicher [16] and he 
defined it in terms of its characteristic function in the following way 
f(t) = exp C h, exp(it’e) . 
I E 1 
Here E = (q ,..., l ,) is a p-dimensional vector whose components l 3 are either 
zero or one and t’e = cltl + czt, + **. + e,t, . The symbol C, denotes a sum- 
mation over all 29 possible values of E. The coefficients A, are real and non- 
negative scalars. 
We consider again a sample of size 1z (X, , Xr ,..,, &) taken from a p-variate 
population with distribution F. Here the X, = (XI,, X,, ,..., X,,) are in- 
dependently and identically distributed random vectors. We define p (scalar) 
statistics 
(3.10) 
(k = 1,2,...,p). The statistic S, is the difference between the second and first 
order K-statistic of the one dimensional marginal distribution of the k-th com- 
ponent of the vector X, . We denote again by A the vector statistic defined by 
(3.6). 
THEOREM 3.4. Let (X, ,..., X,) be a sample taken from a p-variate population 
with distribution function F and assume that all moments up to order 2 of F exist. 
Let S, and A be the statisticsgiven by (3.10) and (3.6) respectively. The distribution 
function F is a p-variate Poisson distribution if, and only if, the statistic S, has 
zero regression on A for k = 1,2 ,..., p. 
This theorem is a result of E. Lukacs and S. Beer [12]. 
Y. H. Wang [17] characterized the multivariate Poisson distribution by the 
assumption that the random vector diag Q has linear regression on L, i.e. 
S(diag Q 1 L) = 0rL + @. H ere diag Q is the vector formed from the diagonal 
elements of the random matrix Q while L = C” j-I cjx, is a linear vector statistic. 
Let X = (XI , X, ,..., X,) be a p-dimensional normally distributed random 
vector with density function 
where P = ]I pij 11 is the correlation matrix of X with pci = &‘(Xiz) = 1 and 
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pij = tqXJ,) (i # j; i, j = l,..., p). The characteristic function of the random 
vector Z = (Xra, Xaa,..., X,,*) with nonnegative components is taken 
gl(t) = {det 11 I - 2E’PT 1j}-1/2. (3.11) 
Here T is a diagonal matrix whose diagonal elements are t, ,..., t, while I 
is a diagonal matrix whose diagonal elements are 1’s. The distribution which 
corresponds to the characteristic function 
fn(t) = [gl(t)Jn = {det (I I - 2iPT Ill-“/2 
is ap-variate analogue to the &i-square distribution with n degrees of freedom. 
A p-variate analogue to the &i-square distribution was also considered by 
A. S. Krishnamoorthy and M. Parthasarathy [7] and by P. R. Krishnaiah and 
M. M. Rao [8]. 
It is not known (see [ll]) whether g,(t) is infinitely divisible, that is whether 
the function 
g,(t) = {det I/ I - 2iPT II>-” (3.12) 
is a characteristic function for all a! > 0. This problem is only solved for p = 2 
and p = 3. This writer is somewhat reluctant to call a distribution which is not 
infinitely divisible a multivariate chi-square distribution or a multivariate gamma 
distribution and restricts therefore his considerations to the bivariate case. 
However, the p-variate case can be treated in the same way. 
We put p = 2 and write p r2 = pzl = p and obtain from (3.12) the bivariate 
characteristic function 
ga(tl , t2) = (1 - 2it, - 2it, - 4t,t,(l - p2)}-“. (3.12a) 
A bivariate gamma distribution is obtained from (3.12a) by introducing 
positive scale factors. Its characteristic function is given by 
g(tl , ts 1 e, , ea , A) = [I - 2 - 2 + ~(itl,,it2)l-A, (3.13) 
where h > 0, f?r > 0, B2 > 0 and pa < 1. Multivariate gamma distributions 
were also investigated by D. Vere-Jones [21], R. C. Griflith [4] and P. A. P. 
Moran and D. Vere-Jones [16]. 
We consider a sample X, = (X1, , X,) (a = 1,2,..., n) of size n and define 
the following statistics 
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The statistic A, defined by (3.6), becomes for p = 2 
* = (4 94) with A, = f X,, (j = 1,2). (3.16) 
a=1 
E. Lukacs [lo] obtained the following characterization for the bivariate Gamma 
distribution. 
THEOREM 3.5. Let X, = (X,, , X,); OL = 1,2 ,..., n, be a sample of size n 
taken from a bivmiate population whose distribution filtrction F(x, , x2) is non- 
degenerate and whose murginal distributions are also non-degenerate. Let f (tl , t2) 
be the chura&risticfinction of F(x, , xe) and suppose that the components XI,, X,, 
of X, are non-negative random variables. Assume also that the moments of F(x, , x2) 
etit up to and including order 3. The distribution function F(x, , x2) is a bivariate 
gamma distribution [with characteristicfunction (3.13)] if, and only if, the statistic S 
as well as the statistics TI and T, have zero regression on A. 
The p-variate case-p > 2-can be treated in a completely analogous manner. 
Y. H. Wang [17] gave a characterization of the multivariate gamma distribu- 
tion by assuming that a certain quadratic vector statistic has linear regression 
on a linear vector statistic. His theorem is similar to his characterizations of the 
normal and of the Poisson distribution given in the same paper. 
4. MULTIVARIATE STABILITY THEOREMS 
Comparatively little work was done on multivariate stability theorems. 
Yu. R. GaboviL! [19,20] obtained a stability theorem for a multivariate extension 
of the Skitovic-Darmois theorem. 
The Levy distance between two p-variate distributions F(x) = F(x, ,..., x,) 
and G(x) = G(x, ,..., x,) is defined as L(F, G) = inf{h: F(x - he) - h < 
G(x) < F(x + he) + h} where e is the p-dimensional unit vector. 
Let X1 ,..., X, be n p-dimensional random vectors. They are said to be (L, l )- 
independent if the Levy distance between their joint distribution and the 
product of their marginal distributions does not exceed Q. 
Let !R2, be the set ofp-dimensional normal distributions. The random vector X 
is said to be (L, S)-normal if 
icf{L(Fx , @): # E ?I&,} < 6. 
We consider two linear forms (with constant coefficients) in the random vectors 
xx: 
11 = Xl + *-* + x, , la = b,X, + ... + b,,X, 
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such that 
$ bj = 0, b, f b, for j # k, min I bj I > 0. 
Gabovii: assumes that the X, ,..., X, are (L, E)-independent and he formulates 
also a condition which prevents that the probability mass escapes to infinity. 
If Zr and la are (L, e)-independent, then F is (15, a,)-normal where 
El = O(log log log l/,)(~f3”4(lOg log 1/6)-r/*. 
Important tools for the derivation of stability theorems are estimates of the 
distance between distribution functions in terms of their characteristic functions. 
In the univariate case such results were developed by V. M. Zolotarev [23] for 
the Levy metric. Results corresponding to Zolotarev’s estimates were obtained 
by V. V. Jurinskii [21] and by A. A. Abramov [22]. 
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