Abstract-
and queueing delay of hottleneck links, and the relationship with router and link properties, including router CPU load, router memory load, link traffic load, and link capacity+ We find that 2 0 7~ -3 0 2 of the source-destination pairs in our measurement have a persistent bottleneck: fewer than I O 9 of the destinations in a prefix cluster share a hottleneck more than half of the time; 60% of the bottlenecks on lossy paths can be correlated with a loss point no more than 2 hops away; and bottlenecks can be clearly correlated with link load, while presenting no strung relationship with link capacity, router CPU and memory load.
I. INTRODUCTION
Recent work has made it possible to identify the bottleneck link on Internet paths. An example is Pathneck [8]-a liphiweight active probing tool that allows end users to identify the bottleneck location on a network path. Bottleneck location information i s very useful for both Internet Service Providers (1SPs) and end users. ISPs can use it to locate network problems or to guide traffic engineering. End users can use it for server selection, multi-homing, and overlay routing. thus improving end-to-end performance.
However, before we can make intelligent use of bottleneck information, we need to gain a solid understanding of the properties of Internet bottlenecks. This includes the characterization of bottleneck link properties such as persistence, locality, path loss and queueing delay. A good Understanding of these aspects will not only guide the measurement frequency for bottleneck monitoring tools. but it will also help network operators determine what kind of traffic engineering algorithms should be used to avoid bottlenecks. Furthermore, the understanding of bottleneck properties may provide insights in the causes of bottlenecks and their impact on network and end user performance.
In this paper, we answer the following questions. (i) What is the bottleneck location persistence over time? (ii) Do paths from a source to the destinations in the same network cluster share the same bottleneck? (iii) What is the relationship between bottleneck location and end-to-end path properties (e.g., packet loss rate and queueing delay)'? (iv) What is the relationship between bottleneck location and router and link properties (e.g., routing change, link capacitylload, and router CPU and memory utilization)?
We use a Internet measurement study to address these questions. The bottleneck location information is obtained using Pathneck. The measurement sources and destinations are carefully selected to cover over 75.000 different Internet source-destination pairs. Some of these source-destination pairs are repeatedly measured for 38 days to study bottleneck persistence. To correlate bottlenecks with router and link properties, we obtain router and link statistics from a tier-1 ISP. Our main findings include the following. (i) On 20%-30% of the source-destination pairs in our measurements, the bottlenecks never change. (ii) For the end hosts within the same network prefix cluster, fewer than 10% of them share a bottleneck more than half the time. (iii) When correlating packet loss with bottleneck location, 60% of the bottlenecks on lossy paths can be correlated with a loss point no more thm 2 hops away. (iv) Finally, a case study on a tier-1 ISP shows that the bottleneck location is dearly correlated with link load. while demonstrating no strong relationship with link capacity, router CPU and memory load.
The remainder of this paper is organized as follows. In the next section we briefly review the Pathneck tool and describe our data collection methodology. In Secdons 1111 fV. and V, we look at bottleneck persistence, bottleneck sharing within network prefix clusters, and the relationship with loss rate and link queueing delay. Section VI provides a case study on a tier-1 ISP to reveal the relationship between bottleneck location and router and link properties. We discuss related work in Section VI1 and conclude in Section VIII.
MEASUREMENT METHODOLOGY
For each type of analysis, we use a variety of tools and methods to collect and analyze network measurement data. However, the Pathneck tool and the measurcment sources and destinations selection method are used in all the studies we present. We discuss them in this section. For the convenience of reference, Table I lists the definition of the terms used in this paper.
A. Background on Patheck
Pathneck is an active probing tool that allows end users to efficiently and accurateIy locate the bottleneck link on an Internet path. Pathneck is based on a novel probing technique called Recursive Packet Train (RPT) (Figure 1 In practice. queueing effects on both the forward and reverse paths and ICMP packet generation times can introduce noise in the train length measurements. To deal with this, Pathneck sends n consecutive RPTs (e.g.. n = 10). called a probing set, and "averages" across these n probes. Only if a link repeatedly (e.g., more than half h e probes) creates a significant increase in the train length (e.g.. more than 10%) is it considered to bt: a valid choke point. This requirement is the main reason that Pathneck sometimes can not identify a bottleneck. The last choke point on the path is typically the link with the lowest available bandwidth, i.e., the botdeneck. The details of the algorithms can be found in [XI.
Pathneck needs around 50 seconds to finish 10 probings. In 
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DNS names. If the remaining portion of the DNS names become identical. we consider them to be co-located.
These three heuristics allow us to identify 16, 572. and 190 pairs of co-located routers! respectively. Note that heuristics (2) and (3) are not perfect: stale information in DNS can cause mistakes in heuristic (2), while heuristic (3) is completely based on our limited knowledge of how ISPs assign DNS names to their IP addresses. Although we think the impact from these errors is small, better tools are needed to identify co-located IP addresses.
At the location level, we consider a route change only when the corresponding hops do not belong to the same or a colocated routers. Table I11 shows that 1,722 pairs of IP addresses are associated with hops that experience route changes. Given this definition for location-level route change: we define a persistent probing ser as a probing set where the route remains the same during the 10 probings.
2 ) Resrrlts: Figure 2 shows the route persistence results for the l-day periodic probing, at both the location and AS level. The top graph plots the cumulative distribution of the number of probing sets that are not persistent. As expected, AS-level routes are more persistent than Iocation-level routes. Some localion-level routes change fairly frequently. For example. about 5% of the source-destination pairs have more than 15 (out of 38) probing sets that ai-e no1 persistent at the location level. However overall, the vast majority of the routes are fairly persistent in the short term: at the location level, 57% of the source-destination pairs have perfect persistence (i.e.: all probing sets are persistent). while 80% have at most one probing set that is not persistent. The corresponding figures for AS level are 85% and 97%, respectively.
The bottom graph in Figure 2 illustrates long-term route persistence by plotting the distribution of the number of different location-level and AS-level routes that a sourcedestination pair uses, We observe that only about 6% of the source-destination pairs use one location-leve1 route, while about 6% of the source-destination pairs have more than 10 location-level routes [for 350 probings). The long-term route persistence at the location level i s quite poor. However. at the AS level. not surprisingly, the routes are much more persistent: 94% of the source-destination pairs have fewer than 5 different AS-level routes.
We have seen that most of the source-destination pairs use more than one route. For our bottleneck persistence analysis. we need CO know if there is a dominant route for a sourcedestination pair. Here, the rlowinant roilfe is defined as the route that is used by the highest number of persistent probing sets in all 38 probing sets for the same source-destination pair. Figure 3 shows the distribution of the dominant route for each source-destination pair. i.e.. the number of persistent probing sels hat use the dominant route. We can see that, at the location level. only around 15% of the source-deslination pairs have a route with a frequency of 20 or more (out of 38).
i.e., the "dominant" routes are usually not very dominant. At the AS level, for about 30% of the source-destination pairs, the dominant route is used by Iess than 20 (out of 38) probing sets. This is consistent with the observation in [253 that a total o f about 113 of Internet routes are short lived (i.e., exist for less than one day).
C. Spalial Bottleneck Persistence
We study spatial bottleneck persistence from two points of view: the route view and the end-to-end view. The route-view analysis provides the bottleneck persistence results excluding the effect of route changes, while end-to-end view can tell us the bottleneck persistence seen by a user, including the effect of route changes. The In Figure 4 , the two bottom curves (labeled with "route view") plot the cumulative distribution of the bottleneck persistence. We can see that. at both the location level and , AS level, around 50% of bottlenecks have persistence larger than 0.7, and over 2 5 % of them have perfect persistence. This shows that most of the bottlenecks are reasonably persistent in the route view. Note that the location-level curve and the AS-level curve are almost identical. This seems to contradict the intuition that bottlenecks should be more persistent at the AS level. Note however that for a source-destination pair. cnt in the AS level can be fager than that for the Iocation levei. so we cannot directly compare the persistence ar these two levels.
In Figure 5 : we look at the route-vie.w persistence in more detail by plotting the number of bottlenecks falling into each (bot, end) category. The results for the location level (top) and AS level (bottom) are fairly similar. We observe that most of the routes cluster in the triangular region within 0 < bot < 20 & 0 < cnt < 20. This is not surprising. since it reflects the fact that many routes for a source-destination pair appear in fewer than 20 of the daily probings. An important message is that there is a higher concentrations of botllenecks close to the diagonal. suggesting that bottlenecks are fairly persistent.
2) End-To-End Mew: In this view, we consider bottleneck persistence in terms of source-destination pairs. regardless of the route taken. We compute bottleneck persistence of end-to-end view in a way similar with that of route view.
The two top curves (labeled wtth "e2e view") in Figure 4 show the results for end-to-end bottleneck persistence. Again, the results for location level and AS level are very similar.
However, the persistence in the end-to-end view is much lower than that irk the route view -only 30% of bottlenecks have we can see that route changes can easily change the end user's perception of bottleneck persistence.
3) Relationship With Gap Vuhies: For those bottlenecks with high persistence, we find that they tend to have large gap values in the Pathneck measurements. This is confirmed in Figure 7 . where we plot the relationship between the bottleneck gap values and their persistence values in both the route view and end-to-end view. We split the bottlenecks that are included in Figure 4 into 4 groups based on their persistence value: I. [0.75. 11, [ O S , 0.75 figure) and end-to-end view (bottom figure) . The reason is, as discussed in [SI, that a larfer gap value corresponds to smaller available handwidth', and the smaller the available bandwidth, the less likely it is that there will be 
D. Temporal Bottleneck Persistence
So far our analysis has focused on the 1-day periodic probing results, which provide only a coarse-grained view of bottleneck persistence. The 4-hour and 1-hour periodic probings described early in this section atlow us to ifivestigale short-term bottleneck persistence. Although these two sets of experiments onIy cover a small number of source-destination pairs, it i s interesting to compare their results with those in the 1-day periodic probings. hour, 4-hour. and 1-day time periods. In the top graph, the 3:-axis for the 1-hour and 4-hour curves are scaled by 38/30 and 35/37 to get a fair comparison with the 1 day curve. For the 4-hour and 1-day periodic probings, the number of probing sets that are not persistent are very similar, while those for 1-hour periodic probing show a slightly higher percentage of probing sets that are not persistent. This seems to imply that there are a quite a few short-term route changes that can be caught by 1-hour periodic probings but not by 4-hour periodic probings. The bottom figure shows that the number of different routes for 1-day periodic probings is significantly larger than those for 4-hour and 1-hour periodic probings. We think this is mainly because the 1-day periodic probings cover a much longer period. Figure 9 plots the distribution of the dominant route at the location level. Clearly, in the 4-hour and 1-hour periodic and allow us to observe more route changes, while the 1-hour periodic probings can catch more short-term route changes. The same explanation can also explain the difference in bottleneck persistence plotted in Figure 10 . which compares the location-level bottleneck persistence for different probing periods. Again, we see that the l d a y and I-hour curves are closer to each other rn both the route view and the end-to-end view, while the 4-hour curves stand out distinctly, with higher persistence. This is because the 4-hour periodic probinps have the best dominant route coverage, so route changes have the least impact.
E. Surnman of Bottleneck Pei-sisreence SIudj
The analysis in this section shows that 20% -30% of the bottlenecks have perfect persistence. As expected, botdenecks at the AS level are more persistent &an bottlenecks at the locatron IeveI. Long-term Internet routes arc not very persistent. which has a significant impact on the bottleneck persistence. That is. people will reach different conclusions about bottleneck persistence depending on whether or not route changes are taken into account. We also confirm that bottlenecks with small available bandwidth tend to be more persistent, Finally, we show that bottleneck persistence IS also sensitive to the length of the time period over which it is defined. and the worst persistence results seem to occur for medium time periods. There are several reasons why we cannot always expect destinations whose IP addresses are within the same prefix lo have the same choke links from the perspective of a given vantage point. First of all, network paths from the probing source to those destinations may not necessarily follow the same ASlevel paths due to reasons such as BGP misconfiguration and address aggregation [IS] . Second, even assuming the AS-level paths are the same. the 1P level paths can disagree resulting in different choke links. Finally. the choke link locations may not be persistent. resulting in different path characteristics to destinations within the same cluster. To understand the degree of choke link sharing for end hosts within a cluster network, we conduct the following study.
Iv. CHOKE L I N K S H A R I K G IN DESTINATION

'4. Merhodology
We use 11 probing sources, all RON nodes, as shown in column "CL" in Table 11 , to collect the measurement data. To reduce the bias caused by not discovering the last mile bottleneck, we intentionally selected addresses from a large set of local DNS server IP addresses as target addresses. In addition. we ensure that all the selected IP addresses are responsive to ICMP ping requests, so that it is more likely that Pathneck can successfully probe the last several hops of the network path. To have conclusive results, we select 20 to 60 IP addresses belonging to each prefix cluster. As a resuIt. for each probing source, 1087 IP addresses are selected; they belong to a diverse set of prefixes originating from ASes across the entire Internet hierarchy. The measurements from all probing sources were conducted roughly around the same time-the starting times are within a 60-second interval, and the ending times are within a 60-minute interval. 
B. Chokp Link Shurinp Within ' 4 Prefir
same prefix
Degree of choke link sharing a[ different levels for IPS within the the IP addresses selected, and about half of the prefixes have at most 10% sharing. Second. there is a slight improvement from the IP level when either location or AS level correlation is used although the difference is negligible. However, we did find that in most cases, even thougb the network paths to the same prefix have different choke links, the difference in their position is only 1 or 2 hops. We also looked at the degree of sharing using the measurements from each individual source.
We did not observe significant differences across different probing sources.
One explanation for the low degree of choke link sharing within the same prefix is the large size of the prefix. Address aggregation can merge groups of smaller prefixes into a large prefix. Such smaller prefixes within a large prefix may not follow the same AS level path, so they may not share choke links. To test this hypothesis. we study the impact of address prefix length on the degree of sharing in Figure 12 . We observe that as the prefix length increases, the degree of sharing also tends to increase though not in a consistent way.
As part of the future work, we plan to probe more extensively to better understand why the degree of choke links sharing from a source to a destination cluster is very small. and to further validate our conjecture that aggregation plays a role in choke Iink sharing.
V. RELATIONSHIP WITH LINK Loss AND DELAY
In this section, we investigate whether there is a clear relationship between bottleneck and link loss and delay. Since network traffic congestion may cause queueing, packet loss and hence bottlenecks, we expect to see that bottleneck points are more likely to experience packet loss and queueing delay.
On the other hand, capacity determined bottlenecks may not experience packet loss. Therefore, the relationship between bottleneck position and loss position may help us to distinguish load-determined and capacity-determined bottlenecks. In this study. we use Tulip [17] to detect the packet loss position and estimate ling queueing delay. We probed 954
destinations from a CMU host. For each destination, we did one set of Pathneck probings, i.e., 10 RPT probing trains, followed by a Tulip loss probing and a Tulip queuing probing. Both types of Tulip probings are configured to conduct 500 measurements for each router along the path [I] . For each router dong the path, Tulip provides both the round trip loss rate and forward path loss rate. Because Pathneck can only measure forward path bottlenecks, we only consider the forward path loss rate. Table IV classifies the paths based on whether or not we can detect loss and bottleneck points on a path.
A. Relationship with Loss
Let us first look at how the positions of the bottleneck and loss points relate to each other. In Figure 13 . we plot the distances between loss and bottleneck points for the 382 paths where we observe both a bottleneck and loss points. In the top figure. the z-axis is the normalized position of a bottleneck point -the normalized position of a hop is defined to be the ratio between the hop index (the source node has index 1) and the length of the whole path. The y-axis is the relative distance from the closest loss point to that bottleneck point. If there is a loss point with equal distance on each side. we plot both. one with a positive disldnce, and the other with a negative distance. Positive distance means that the loss point has a larger hop index. i.e.. it is downstream from the bottleneck point; negative distance means that the loss point is earlier in the path than the bottleneck point. The bottom figure presents the data from Figure 14 shows the cumulative distribution of the distance from the closest loss point to each bottleneck points, using the same method as that used in the top graph of Figure 13 . We observe that over 30% of bottleneck points &so have packet loss? while around 60% of bottleneck points have a loss point no more than 2 hops away. This distance distribution skews to the positive side due to the bottleneck clustering at the beginning of the path, as shown in Figure 13 .
B. Relationship wirh Delay
Besides packet loss. queueing delay is another metric that is frequently used as an indication of congestion. Tulip provides queueing delay measurements as the difference between the median RTT and the minimum RTT from the probing source to a router. Note that the queueing delay computed this way corresponds to the cumulative queueing delay from the probing source 10 a router. including delay in both the forward and return path. The 500 measurements for each router in our experiment can providc a reasonable estimate lor this Fig. 15 . Bottlenecks YS. quzueing delay queueing delay. Based on these measurements, we look at the relationship between the hottlenecks and the corresponding queueing delays. Figure 15 shows the cumulative distribution of the queueing delays for bottleneck and non-bottleneck links. In our experiment. we observe queueing delays as large as 9~0 1 1 2 5 , bul we only plot up to 50177s in the figure. As expected, we tend to observe longer queueing delays at bottleneck points than at non-bottleneck points: fewer than 5% of the non-bottleneck links have a queue delay larger than 5ms, while around 15% of the bottleneck links have a queue delay lager than 5ms. We also observe the same relationship between the loss points and their queueing delays, i.e., we tend fo observe longer queueing delay at the loss points.
VI. IMPACT OF ROUTER AND LINK PROPERTIES
In this section, we use information obtained from the network of a tier-1 ISP A' to study various factors behind observed choke links or bottlenecks in the forwarding path segments that traverse X. These factors include router CPU load, router memory load, link capacity and link load. Below, we first describe how we use end-to-end probing to cover links inside X, and how we identify interhtra-AS links. We then present the relationship between choke links and the corresponding router and link performance properties.
A. Covei-ing ISP S
Ideally, we would like to run Pathneck for paths connecting each pair of ingress and egress interfaces of S, identify choke links and bottlenecks on each path, and then investigate the causes for the choke links and bottlenecks. Unfortunately, we do not have direct access to the ingress and egress points. Instead: we use probing sources outside of ISP X , and carefully choose a large set of destinations for each probing source to cover as many distinct inter-AS Iinks as possibie that connect to S. As a result, the probing paths can also traverse a large number of distinct intra-AS links within X. Specifically, we choose 19 RON and PlanetLab nodes as the probing sources as listed in the column "IN" of Table 11 . Due to their different positions in the Internet, they cover different numbers of inter-AS and intra-AS links of X. As a result. the number of probing desiinations selected for each probing source is different -it varies from around 800 to around 8,000. In total. we collected a total number of 66.876 probing sets. each containing 10 consecutive probings.
Our method of selecting measurement paths maximizes the coverage of A', but it does not guarantee that the bottlenecks are in X. First. the choke links and bottlenecks may be outside of ISP X. Second. due to route changes. some predetermined probing paths may not traverse X at all when we conducted the measurements, so they do not cover any links within X. Based on this classification, we use the following heuristics to identify the inter-AS and intra-AS links.
1)
If we identify two hops on a path as edge interfaces
[ Figure 16 (aj), we consider the links between these two hops as intra-AS links of X. The two end links, i.e., the link preceding the first edge interface and the link following the second edge interface are considered as "-AS links.
2) If we identify more than two hop? on a path as edge interfaces (Figure 16 [bj), we consider the first and the last edge interfaces as the "real" edge interfaces and apply Heuristics I).
3) If we can only identify one edge interface on a path (Figure 16(c) After applying the above heuristics to our probing data set, we get 429.908 "valid" probinps. Among them, we identified 7.641 distinct links related to ISP S . among which 3.419 links are intra-AS links and 4,222 links are intra-AS links.
C. Location of Choke Links
With an accurate identification of inter-AS and intra-AS links, we now validate the common belief Chat bottlenecks are more likeIy to be on the inter-AS links, including peering and access links. Due to the limitations of our data collection method mentioned earlier. we are unable to conduct a meaningful study on the bottleneck link, because the vast majority of the detected bottlenecks are outside of ISP X. This is not surprising because ISP S is a well-engineered tier-l service provider. In the following analysis, we study the location of the choke links detected in ISP X. We use the delection rate to measure how likely a link appears as a choke link on a path. The detection rate is defined as the number of times that a link is detected as a choke link divided by the number of times the link appears io the probing paths. Figure 17 shows the cumulative distribution of detection rate of inter-AS and intra-AS links. We observe that, in ISP X, inter-AS links are much more likely to be choke links than intra-AS links -only around 5% of the intra-AS links have detection rates larger than 0.3. while around 30% of inter-AS links have a detection rate over 0.3. This is consistent with the common belief that the bottlenecks are likely to be on the peering and access links. However. note that a choke link (or even bottleneck link) does not directly correspond to congestion in a network. In fact. based on the packet loss and link load information, we did not observe any congestion in ISP A' during the period we conducted our experiments. In 
D. Cartses of Choke Links
We further investigate the various factors that may cause a link to be a choke link. We consider the following two factors: router utilization and link utilization. We use four metrics in our analysis: roiiirr CPU load. router mmory load, link capacity and link-load. These data are obtained from Lhe 5-minute SNMP statistics collected from ISP X's internal routers. Note that other factors may affect choke links such as packet loss and routing changes. In our analysis. we do not consider packet loss because it rarely happens in ISP X; we will investigate the impact of route changes on choke links as part of future work.
Our conjecture is that the link capacity and traffic are major factors behind the choke links. while router performance has less impact. The intuition is that the packet forwarding processing is mostly done on the line cards [7]. We validate OUT conjecture below.
We do not observe a suonp correlation between the router CPU/memory utilization and the probability of the router being a choke point. mainly due to the light load on all routers. Figure 18(a) shows the cumulative distributions of router CPU load for choke routers and non-choke routers in ISP S. The CPU load on all the routers traversed by our Pathneck probes is lower than 35%. Similarly. router memory utilization is also low as illustrated in Figure 18 (b). These results confirm our conjecture that router CPU and memory load do not affect the likelihood of being a choke point. Second. there is no clear relationship between link capacity and the probability of being a choke point. Figure 1Sic) shows the cumulative distributions of normalized link capacity for choke links and non-choke links. Intuitively, one may think low capacity links are likely to be choke links. However, we observe that high capacity links have similar probabitity of being a choke link as the low capacity links. This might be due to the fact that the network is engineered such that traffic load is well-balanced according to the link capacities.
Finally. we do observe a correlation with the link load. Figure 18id) shows the cumulative distribuiions of normalized link load for choke links and non-choke links. Choke links have a slightly higher link load than non-choke links. Though the correlation between link load and its probability of being a choke link does not directly tell us what the causes of choke links are. it provides hints that traffic load might he one of the major factors that cause Internet bottlenecks.
VII. RELATED WORK
Our work studies the persisience of bottlenecks of Internet paths, the extent of bottleneck sharing among IP addresses in destination clusters, the correlation of different path properties. and the relationships between choke links and router and link properties, We review relaled work on each of these four topics. Persistence of Intennet parh properties. To our knowledge, the persistence of Internet bottleneck locations has not been well explored. However, the persistence of other Internet path properties have been investigated in the literature. These include control path (BGP route) and forwarding path persistence. path loss, packet ordering, path delay, and throughput. Labovitz et al. [14] . [15] [5] has corroborated their point-to-point delay meaSurement to fiber maps and router configuration in€ormation. Agarwal er al. found little correlation between router CPU utilization and RGP updates 133.
VIII. CONCLUSIOX
In this paper, we present a measurement study characterizing network bottlenecks. We look at four Internet bottleneck properties: the persistence of bottleneck location. the extent of bottleneck sharing among destination clusters, the correlation with link loss and delay, and the relationship with router and link properties, including router CPU and memory load. the link capacity and traffic load, We find that 20% -30% of the source-destination pair in our data set have perfect bottleneck persistence, and less than 10% of the IP addresses in the cluster share a bottleneck more than half of the time. We also observe that 60% of the bottlenecks on lossy paths can be correlated with a loss point no more than 2 hop away. The bottlenecks can he clearly correlated with link load, while there is no strong relationship with link capacity and the router CPU and memory load.
