Abstract. This paper presents two piecewise cubic finite element schemes for the biharmonic equation. One scheme involves the formulation of the (traditional) nonconforming finite element scheme, and the other involves the formulation of the interior penalty discontinuous Galerkin (IPDG) scheme. The optimal convergence rate is proved for both schemes on general triangulations; notably, for the IPDG scheme, the accuracy does not deteriorate as the penalty parameter tends to infinity. The basis for the two schemes is a piecewise cubic polynomial space, which can approximate the H 4 functions in broken H 2 norm with O(h 2 ) accuracy. Furthermore, this approximation property is proved by constructing and utilizing a discretized Stokes complex.
Introduction
In order to obtain a simpler interior structure, in the study of the numerical analysis of partial differential equations, lower-degree polynomials are often expected to be used with respect to the same convergence rate. When finite element spaces comprising polynomials whose total degree is not higher than k are used for discretizing H m elliptic problems, the convergence rate in energy norm cannot generally be expected to be higher than O(h k+1−m ) for general grids( [39] ).
Finite element schemes that possess convergence rates of O(h k+1−m ) for solutions in H k+1 are called optimal. It is of theoretical and practical interest to construct optimal finite element schemes; this paper is devoted to this task. This paper presents two piecewise cubic finite element schemes for the biharmonic equation on general triangulations, which are of the formulation of the (traditional) nonconforming finite element scheme and the formulation of interior penalty discontinuous Galerkin (IPDG) scheme, respectively. Optimal convergence rate can be proved for both of the schemes; in particular, for the IPDG scheme, the optimal accuracy is shown to be robust with respect to the penalty parameter.
Several research papers on optimal schemes have been published; these papers focus mainly on low-order problems. For the lowest-differentiation-order (H 1 ) elliptic problems, the standard Lagrangian conforming elements can yield optimal approximation on the simplicial grids of an arbitrary dimension. Further, the optimal nonconforming element spaces of k-th degrees are also constructed, c.f., e.g., [16] , [25] , and [15] for the cases k = 1, k = 2, and k = 3, respectively, and [9] for general k. However, for higher-differentiation-order (H m , m > 1) elliptic problems, minimal-degree approximations have been studied with the lowest accuracy order. Specifically, when the subdivision comprises simplexes, a systematic family of nonconforming finite elements has been proposed by [52] for H m elliptic partial differential equations in R n for any n m with polynomials with degree m. Known as the Morley-Wang-Xu family, these elements have played a significant role in numerical analysis. Moreover, the generalization to the cases n < m is attracting considerable research interest; cf., [55] . In [36] , minimal conforming element spaces were proposed for R n rectangular grids, where Q m polynomials are used for H m problems; for these spaces, composite grids are used. Besides, the constructions of finite element functions that do not depend on cell-by-cell definitions can be found in [35, 45, 61] , wherein minimal-degree finite element spaces are defined on general quadrilateral grids for H 1 and H 2 problems; for these schemes, the finite element spaces are defined globally and do not necessarily correspond to the finite element defined by Ciarlet's triple [13] . In contrast to these existing researches, the construction of higher-accuracy-order optimal schemes, conforming or nonconforming, for higher-differentiation-order problems is complicated, even for the planar biharmonic problem.
Conforming finite elements for biharmonic equation requires the C 1 continuity assumption.
It is well-known that with polynomials of degrees k 5, spaces of C 1 continuous piecewise polynomials can be constructed with local basis. Moreover, these spaces perform optimal approximations of H 2 functions with sufficient smoothness [2, 19, 40, 58, 59] . With polynomials of degrees 2 k 4, spaces of C 1 continuous piecewise polynomials can be shown to provide optimal approximation when the triangulation is of some special structures, such as the Powell-Sabin and Powell-Sabin-Heindl triangulations [33, 46, 47] , criss-cross triangulations [60] , Hsieh-Clough-Tocher triangulation [14] , and Sander-Veubeke triangulation [21, 50] . The conditions on the grids can be relaxed, but they are generally required on at least some part of the triangulation [12, 43, 44] . On general triangulations, as is shown in [20] and illustrated by a counterexample on a regular triangulation [17, 18] , optimal approximation cannot be obtained with C 1 continuous piecewise polynomials of degree k < 5. It is illustrated in [1] that not all the basis functions can be determined locally on general grids. In contrast, a nonconforming finite element methodology, namely, the Morley element [41] , which uses piecewise quadratic polynomials with a convergence rate of O(h), was shown to perform optimally for k = 2. However, to the best of our knowledge, optimal piecewise cubic or quartic finite element schemes (either conforming or nonconforming) for a planar biharmonic equation
convergence rate have not been discovered. We remark that several O(h 2 ) ordered finite element methods are designed with piecewise cubic polynomials enriched with higher-degree bubbles (e.g., [28, 53] ). As the degrees of the functions exceed three, these methods are not considered optimal. For a biharmonic problem in higher dimensions and other problems with higher orders, bigger difficulties can be expected.
A seemingly easy approach for constructing a low-degree finite element scheme is the discontinuous Galerkin method. In 1973, Reed and Hill [48] introduced the first discontinuous Galerkin (DG) method for hyperbolic equations. Since then, considerable attention has been paid to the development of DG methods for solving various problems, including those of pure elliptic types. The interior penalty (IP) methods of Nitsche's type are among the earliest DG schemes designed for elliptic problems ( [3, 8, 22, 54] ). One can refer to [4] for an overview of DG methods, particularly the interior penalty (IP) methods, for second order elliptic problems and the history. Further, IPDG methods have been introduced and used for the solution of fourth order elliptic problems; one of the earliest schemes based on the IPDG method can be found in [8] ; moreover, some important variants were presented in the 2000s, such as those designed in [11, 23, 26, 30, 42] for which the optimal convergence rate with respect to the mesh size h can be proved for arbitrary degrees of polynomials. For these IPDG methods, a penalty parameter is usually assumed to be sufficiently large and plays a crucial role. However, if the parameter is too large, the accuracy of the method is affected. This effect, observed numerically in [30, 31, 37] , is considered as a type of locking phenomenon in [30] and can also be realized in [11, 26] among others. Furthermore, it is observed that this effect is caused by the convergence of a discontinuous solution to a continuous function as the parameter tends to infinity, and it is the major difficulty in the practical implementation of IPDG schemes. The locking phenomenon may be mitigated if the limit function space can provide an optimal approximation. In [30] , two locking-free examples were presented for which the Morley element space and the Argyris element space each is the limit function space with the optimal approximation. Furthermore, in [32] , the authors gave a sufficient condition for avoiding locking: a C 1 subspace with optimal approximation properties should be contained in the piecewise polynomial space. This condition can hardly be satisfied on general triangulations with cubic or quartic polynomials, and thus, the construction of optimal IPDG methods for which the accuracy will not deteriorate as the penalty parameter tends to infinity is still an open problem. However, this condition in the other way motivates the need for optimal conforming or nonconforming finite element spaces.
In this paper, we construct two optimal schemes. We firstly construct a nonconforming finite element space B 3 h , which comprises piecewise cubic polynomials and provides O(h 2 ) approximation and consistency accuracy for H 2 problems. To control the consistency error, sufficient restrictions on the interfacial continuity have to be imposed across the edges of the cells. However, the constraints on the continuity are overdetermined in comparison to local shape functions; hence, the global finite element space do not correspond to a local finite element defined as Ciarlet's triple. Consequently, several challenges arise in both theoretical analysis and practical implementation, even on counting the dimension of the space. To avoid these challenges, in this paper, indirect methods are adopted; namely, the construction and utilization of discretized Stokes complexes constitute the bulk of the task in the construction of the space and schemes.
Discretized Stokes complexes are finite element analogs of the Stokes complex (or the de Rham complex with enhanced regularity), which reads in a two-dimensional space:
The finite element complexes have been widely used for stability analysis (c.f. [5] ), and, in this paper, is used for approximation analysis. We construct a discretized Stokes complex that starts with B h0 cannot trivially be known and the standard dimension counting technique cannot be used directly, the discrete Stokes complexes are indirectly constructed: an auxiliary discrete Stokes complex has to be constructed and then reduced to the desired one. This way, based on such an auxiliary discretized Stokes complex and an auxiliary finite element problem, we prove the O(h 2 ) approximation accuracy of B 3 h0 in energy norm for H 4 functions. Moreover, the proof does not require a convexity assumption on the domain. Two schemes are then constructed based on
h0 : the nonconforming finite element scheme (which is optimal) and the IPDG scheme (which is optimal and robust with respect to the penalty parameter). Similar to [30] , the IPDG scheme uses the strategy of reduced integration in the penalty terms; however, different bilinear form and function space are used for the ease of programming. The discretized Stokes complex is also helpful to the implementation and numerical solution of the systems by the aid of the discretized Poisson and discretized Stokes systems; we also refer to [6, 24, 27, 34, 49, 56, 57, 63] for relevant discussions.
Finally, we remark that in this paper, we focus on the primal schemes only. There have been several schemes that considered new variables and/or conduct the second order differentiation in a dual way: the mixed element method, local DG method, hybridized DG method, CDG method, weak Galerkin method, and so forth. We remark that the literature on related works in this context is vast, but we will not discuss them in this paper. Moreover, for DG methods in the primal formulation, we only discuss one IPDG scheme. However, based on the space
h0 , other DG schemes can be designed. One may be able to construct, for example, a weakly over-penalized IP method (c.f. [10] ) with piecewise cubic polynomials.
The remaining of the paper is organized as follows. Section 2 presents some finite element spaces and finite element complexes. Sections 3 and 4 present an optimal nonconforming finite element scheme and an optimal IPDG scheme, respectively, including their construction, theoretical analysis, and implementation. Finally, in Section 5, some conclusions and further discussions are given.
Finite element spaces and finite element complexes

Notations.
In what follows, we use Ω to denote a simply connected polygonal domain, and ∇, curl, div, rot, and ∇ 2 to denote the gradient operator, curl operator, divergence operator, rot operator, and Hessian operator, respectively. As usual, we use (Ω), respectively. Furthermore, we denoted vector-valued quantities by "˜", while ṽ 1 and ṽ 2 denote the two components of the function ṽ. We use (·, ·) to represent L 2 inner product, and ·, · to denote the duality between a space and its dual. Without ambiguity, we use the same notation ·, · for different dualities, and it can occasionally be treated as L 2 inner product for certain functions. We use the subscript " · h " to denote the dependence on triangulation. In particular, an operator with the subscript " · h " indicates that the operation is performed cell-bycell. Finally, = ∼ denotes equality up to a constant. The hidden constants depend on the domain, and when triangulation is involved, they also depend on the shape regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Let T h be a shape-regular triangular subdivision of Ω with mesh size h, such that Ω = ∪ T ∈T h T . The set of edges, interior edges, boundary edges, vertices, interior vertices, and boundary ver-
h , and X b h , respectively. For any edge e ∈ E h , the unit normal and tangential vectors of e are denoted by n e and t e , respectively, and the jump and average of a given scalar function across e are denoted by · e and {{·}} e , respectively. If particularly e ∈ E b h , both · e and {{·}} e denote the evaluation of the function on e. For a vector function, · e and {{·}} e represent the jump and average for each component. The subscript · e can be dropped when there is no ambiguity.
For a triangle T , we use P k (T ) to denote the set of polynomials on K of degrees not higher than k. In a similar manner, P k (e) is defined on an edge e. We define P k (T ) = P k (T ) 2 and similarly defined P k (e). We denote
Also, we denote basic finite element spaces by
and
h and p e ∈ P k−1 (e), j = 1, 2}.
The following stability result is well-known.
Lemma 1. [25] There exists a generic constant C depending on the domain and the regularity of the grid, such that
(2) sup ṽ h ∈G 2 h0 , ∇ h ṽ h 0,Ω =1 (div h ṽ h , q h ) C q h 0,Ω , ∀ q h ∈ P 1 h0 .
Remark 2. By the symmetry between the two components of H 1 (Ω), Lemma 1 remains true when "div h " is replaced by "rot h ."
2.
2. An auxiliary finite element Stokes complex. Given a grid T h , define
Lemma 3. A finite element complex is given by
h0 : rot h ṽ h =
0}. Thus we only have to check if dim(∇
h0 ), which can be verified by
and by the Euler formula. The proof is completed.
2.3.
A discretized Stokes complex that concerns the structure of B 3 h0 . Define 
Proof. By the definitions of B , then e ∂ n e w h p e = e ∂ t e w h p e = 0 for any e ∈ E h and p e ∈ P 1 (e). This implies w h ∈ B 3 h0 , and the proof is completed.
Theorem 5. A discretized Stokes complex is given by
Proof. The proof follows from Lemmas 1, 3, and 4.
Remark 6. A different proof of (4) can be found in [62] .
3. An optimal nonconforming finite element scheme
We consider the biharmonic equation with f ∈ L 2 (Ω):
The variational problem is to find u ∈ H 2 0 (Ω) such that
(Ω). In this section, we consider the nonconforming finite element discretization:
h0 .
By the weak continuity of B
h0 , and (7) is well-posed. The main result of this section is contained in the theorem below.
Theorem 7. Let u and u h be solutions of (6) and (7), respectively. Then, with a generic constant C depending on Ω and the regularity of the grid only, it holds for u ∈ H m (Ω), m = 3, 4, that
Moreover, when Ω is convex,
We postpone the proof of Theorem 7 after some technical lemmas. 
Then, by Theorem 5, there exists a unique w h ∈ B Proof. By definition, the interpolation error of I B h0 is the discretization error of (11), and (13) can be obtained by standard technique (with Ω either convex or nonconvex). 
Now, the Lagrange interpolation operator from H 2 (T ) to P 3 (T ) is denoted by Π
Thus we have Summing on all cells combined with (13) yields (14) . Hence, the proof is completed for general domains.
3.2.
Convergence analysis of the nonconforming scheme. For suitable ϕ and ψ, define the bilinear forms
Lemma 9. There exists a constant C such that for k = 3, 4,
Proof. Given e ∈ E h , by the definition of B 3
h0 , e p e ∂ n e w h e = 0, p e ∈ P 1 (e); for the tangential direction, e p e ∂ t e w h e = (p e (L e ) w h e (L e ) − p e (R e ) w h e (R e )) − e ∂ t e p e w h e = 0. Hence, (20) e p e ∇w h e = 0, ∀ p e ∈ P 1 (e), e ∈ E h . Therefore, (18) follows by standard techniques. It is easy to verify that the operator is well-defined. Moreover,
Now, define Π
By Green's formula,
Further,
Summing all above proves (19).
Proof of Theorem 7. The proof follows a similar approach as the one in [51] , with some technical modifications. By Strang lemma,
The approximation error estimate follows by Lemma 8. By Lemma 9,
which completes the proof of (8) .
Now, we turn our attention to the proof of (9) for convex Ω. Denote u
Further, set ϕ Π h = I B h0 ϕ, and
The proof is completed.
3.3.
On the implementation. The space B 3 h0 does not correspond to a locally defined finite element with Ciarlet's triple. Though it admits a set of basis functions whose supports are located within single vertex patches, and the finite element scheme can be implemented by writing these basis functions out [62] . Moreover, we suggest a decomposition below. 
Let u h be the solution of (7) . Then, u * h = u h .
The Lemma 10 follows from Theorem 5 and Lemma 4. The scheme (23) is not a convergent one for the Poisson equation; however, the problem (23) is well-posed given the continuity of A 3 h0 on vertices. With the formulation presented in Lemma 10, the spaces used are easy to formulate for Poisson equations and Stokes problems only; moreover, the problem can be implemented and solved in a friendly way.
An optimal IPDG scheme
In this section, we consider the IPDG scheme. For an edge e ∈ E h , denote by P 0 e the L 2 projection onto constant, and P 1 e the L 2 projection onto P 1 (e). We define the bilinear forms for w, v ∈ H 4 (T h ) as follows:
{{T e (w)}} v + {{T e (v)}} w with T e (w) := ∂ n e ∆w + ∂ n e t e t e w, Define for w, v ∈ H 4 (T h ), with β a penalty parameter,
An IPDG scheme is defined as
e {{T e (w)}} 2 + h e {{∂ n e n e w}} 2 + h
Remark 11. In the scheme, we assume the continuity of the functions at the vertices. It is possible to use completely discontinuous piecewise polynomial spaces, however, the continuity on the vertices can bring in convenience for the implementation, and we impose this mild assumption.
The main result of this section is Theorem 12 below.
Theorem 12. Let u and u d
β be the solutions of (6) and (24) , respectively. Assume u ∈ H 4 (Ω),
provided β > β 0 and with C a positive constant independent of h and β.
4.1.
Consistency analysis of the scheme. We begin with the Green's formula on a triangle T . 
where we have used the continuity of v h at the vertices. Now we symmetrize and stabilize (26) into the formulation:
This proves the Lemma 13 below.
Lemma 13. Let u be the solution of (6) and assume u ∈ H 4 (Ω). Then,
h0 . . Moreover, let u h be the solution of the nonconforming finite element scheme (7), then
Remark 14. It follows that
h0 . 
This assertion uses the fact that u h and v h are piecewise cubic and of some kind of continuity, and thus b h
Remark 16. Lemma 15 reveals that
Lemma 17. There is a constant β 0 > 0 such that for all β > β 0 , it holds for w h ∈ A 3 h0 that
The constant C is independent of h and β. 
Proof. Given
Further, by Lemma 15, with some β 0 big enough,
The proof is completed. 
Proof. 
Conclusion and discussion
In this paper, we present two piecewise cubic finite element schemes for the biharmonic equation. It is shown that on general shape-regular triangulations, optimal schemes can be constructed with piecewise cubic polynomials, and IPDG scheme can be constructed robustly with respect to a large penalty parameter. Utilizing the Poisson and Stokes problems, the nonconforming finite element scheme can be implemented and optimally solved with ease. On the other hand, though the accuracy will not deteriorate, it may concern us that the condition number of the generated IPDG linear system grows bigger as β grows bigger, and the system can be harder to solve. As B 3 h0 falls into the kernel of d h (·, ·), the generated system will thus fall into the category of nearly singular systems. Its numerical solution can studied in the framework of [38] , with the nonconforming finite element scheme playing an important role (c.f., e.g., [7] ), in future works.
The construction of the space B h still admits a set of locally supported basis functions (see [62] ); they may be used for interpolation-based technique and data-fitting-oriented problems. The space G k h with k = 3 corresponds to the Crouzeix-Falk pair studied in [15] . In that paper, the authors proved that the pair G 3 h0 − P 2 h0 is stable "for most reasonable meshes." Moreover, they presented a conjecture that the pair is stable "for any triangulation of a convex polygon satisfying the minimal angle condition and containing an interior vertex." Recently, some triangulations where G [29] . This hints the possibility to generalize the concept for optimal quartic element schemes (see [62] for details). is proved to possess optimal approximation property, robust optimal k−th degree IPDG scheme based on A k,a h0 can be immediately be designed; the specific formulation of the scheme will depend on k. Furthermore, based on the Stokes complex, an IPDG scheme can be constructed for a Stokes equation. These will be considered in future research.
The spaces A
