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The results of the work in this paper can be divided into two major parts. In the 
first part we develop formulae, using group inverses of irreducible M-matrices, for 
the second-order partial derivatives with respect to the entries of the Perron root r 
at an essentially nonnegative and irreducible matrix A. We use these formulae to 
obtain explicit expressions for the matrices (8r(A)/$,) and (8r(A)/~,,~,,) and 
examine these expressions at some special cases when, for example, in addition to A 
being essentially nonnegative and irreducible, A is row stochastic or A is of rank 1 
and so on. In the second major part of this paper we investigate, for a singular and 
irreducible M-matrix Q, a certain matrix G which is a positive diagonal scaling of 
the group inverse Q# of Q. We show, for instance, that zTGz 2 0 for all real vectors 
z and use this result and some of the formulae obtained in the first part of the paper 
to provide a matrix theoretic proof of a theorem due to J. E. Cohen (Mafh. Proc. 
Cambridge Philos. Sot., 86 (1979), 343-350), which states that for an essentially 
nonnegative and irreducible matrix A, the Perron root is a convex function of the 
main diagonal of A. 
1. INTRODUCTION 
The effects of the perturbation of the entries of an n x n nonnegative and 
irreducible matrix A = (qj) on its Perron root (see below) are well known. 
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For example, if any of the aiTs is increased, then the Perron root of A 
increases. Because nonnegative and irreducible matrices often represent 
physical or mathematical systems, it is of importance to measure the rate of 
change of the Perron root as the entries of these matrices vary. As examples 
of practical problems where such measurements are essential we mention 
(i) sensitivity analysis of eigensystems in modal control theory (see Porter 
and Crossley [20]) and (ii) Leslie matrices models used in demography (see 
Cohen [4]). Due to the analyticity of the Perron root as a function of 
each one of the entries aij of A, the partial derivatives of the root with 
respect o these entries can be used to measure the desired rates of change. 
In this paper we shall be concerned with the class of the essentially 
nonnegative and irreducible matrices 
CD *,II := {A = (aij) E R”,” ) aij 2 0 for i # j and A is irreducible}, 
where R”*” denotes the set of all n x n real matrices and where by an 
irreducible matrix is meant a matrix A = (Q) for which for each pair of 
distinct indices i # j, 1 < i, j < n, there exists a chain 
aii,, uizi2~*~~~ ai j I 
of nonzero elements in A. We mention that @“,” forms an open set in the set 
of the n x n essentially nonnegative matrices but not in R”*“. Next, let I 
denote the identity matrix in R”,” and for each A E R”,” let f,(n) = 
det(dI - A) be the manic characteristic polynomial of A. Then 
s(A) = max{Re@) If,@) = 0} 
is called the spektral abscissa of A. Clearly s(.) can be viewed as a function 
from R”*” into the set R of the real numbers. The restriction of s(.) to V” is 
commonly called the Perron root function and will be denoted by r(.). 
Suppose that A E Gin,“. Then since for a sufficiently large number a, A + al 
is a nonnegative and irreducible matrix, r(A + aI) = s(A + aI) is a simple 
eigenvalue of A + al. (This follows from the Perron-Frobenius theory of 
which a brief exposition is given in Section 2, the section on further 
notations and background material.) Thus r(A) = s(A) is a simple eigenvalue 
of A to which we shall refer as the Perron root r at A. 
Continuing, since r(A) is a simple eigenvalue of A = (aij) for A E Gnqn, 
there exists a neighborhood J; of A in R”,” such that each B E I 4’; has a 
simple eigenvalue n(B) and such that for B E Jy n cD”~“, L(B) = r(B). As is 
well known (cf. [28, pp. 66-671) A(.) . is analytic as a function of the n2 
entries of the elements in MA and so the partial derivatives of all orders of 
A(.) with respect to each of the n2 entries exist and are well defined. For 
1 < i, j < n, denote by Eii the n x n matrix whose i, jth entry is 1 and whose 
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remaining entries are 0. The first-order partial derivative of A(.) at A with 
respect to the (i, j)th entry is given by 
lim 
1(A + tE,) - d(A) 
I-0 t 
If if j and aij > 0, then, since A + tE, E <MA fl @n3n for sufficiently small 
values of t, we observe that the limit in (1.1) coincides with the partial 
derivative of the Perron root r at A with respect to the (i, j)th entry. If, 
however, i # j and aij = 0 the limit in (1.1) is the right partial derivative of 
the Perron root Y at A with respect to the (i, j)th entry. (Indeed, not only r(.) 
has not been defined outside @n*n but s(A + tEij) may not be an eigenvalue 
of A + tE, for t < 0.) If i = j, then the limit in (1.1) coincides with the 
partial derivative of the Perron root r at A with respect to the (i, i)th entry 
regardless of the value of the (i, i)th entry of A in (-co, co). The second- 
order partial derivatives of the Perron root or r at A should be interpreted in 
a similar way to the interpretation just given to the partial derivatives of the 
first order and, throughout the paper, we shall omit specific reference as to 
whether partial derivatives are right partial derivatives or two-sided ones. 
Formulae for the first-order partial derivatives of an eigenvalue of a 
matrix date back to Jacobi and can be found in a more explicit form in the 
literature in the works of Wilkinson [28] and Stewart 1241, for example. 
However, specific formulae for the first-order partial derivatives of the 
Perron root r with respect to the entries at nonnegative elements of Qn*‘, as 
well as estimates of their magnitude and other relationships between them, 
seem first to have been obtained by Vahrenkamp 1261 and Cohen 141. For 
example, both show that at any nonnegative matrix A in @“,*, 
for all i, j = l,..., n, where here, and throughout the paper, for A E R”,“, 
%A > a’r(A) 
3y’ T’ 
&-(A) 
-3&y’ 
etc., 
denote the partial derivatives offirst and second order of the Perron root r at 
A with respect o the entries under consideration in an obvious way. 
Let n 2 2. One main thrust of this paper is the development of formulae 
and relationships involving the second-order partial derivatives of the Perron 
root at A E W’*“. The main vehicle for our results here is the group inverse 
of a singular and irreducible M-matrix. Let A E @“,“. Then 
Q=r(A)Z-A 
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is a singular and irreducible M-matrix whose group inverse is Q#. (For a 
discussion concerning M-matrices and group inverses of matrices see 
Section 2 and references given therein.) We first give alternative formulas for 
&(A)/a, in terms of Q#. Specifically, we show that the matrix of the first- 
order derivatives (&(A)/a,) of r at A E @“*” is given by 
(1.2) 
where “T” denotes the transpose of a matrix. Formulae are then obtained for 
a2r(A)/aijakl, i, j, k, 1= l,..., n, which yield, in particular, explicit represen- 
tations for the n X n matrices 
0: := iyj and HA := [$$. (1.3) 
We show, for example, that the second matrix on the right of (1.3) is given 
by 
HA = GA + (GA)T, with GA := (I - QQ”)’ 0 Q#, (1.4) 
where for two matrices B = (b,) and C = (cij) in R”,“, B 0 C, the Hadamard 
product of B and C, is the n x n matrix whose i&h entry is given by b,c,, 
i, j = l,..., n. The development of the expressions in (1.2) through (1.4) is 
done in Section 3. 
In Section 4 we study the properties of the above expressions, (1.2)-( 1.4), 
and also of the Laplacian of r at A 
“, a*r(A) 
&r(A)) = 1 
i,j= 1 
7 
at arbitrary as well as at special elements of V,‘. Our examination includes 
rank 1 elements, elements possessing common left and right Perron vectors, 
row stochastic elements and the special case n = 2. We show, for example, 
that if A E @n*n has common right and left Perron vectors, then 
D; + (0;)’ = 2HA and A(r(A)) = 0. 
We further show that at any A E @***, A(r(A)) < 0, from which it follows 
that the Perron root is a superharmonic function everywhere in @2q2. We 
remark that many of the results in this section are obtained via 
straightforward observations, made in Corollaries 3.3 and 3.4 of Section 3, 
that both 0: and GA can be expressed as certain diagonal scalings of Q’. 
Let Q be an n x n irreducible M-matrix and consider the expression 
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in the spirit of the expression on the right of (1.4). As mentioned at the end 
of the preceding paragraph, G can be alternatively expressed as a certain 
diagonal scaling of Q#. In Section 5 we show that for any real n-vector z, 
zTGz > 0, (1.5) 
with equality holding in the inequality (1.5) if and only if z = ae for some 
scalar a, where e is the n-vector whose entries are all unity. This is done in 
Lemma 5.1 and Theorem 5.2. In Theorem 5.9 we characterize the case when 
G is symmetric. 
The results in Section 5 should be viewed in the context of properties of 
the group generalized inverse of an irreducible M-matrix rather than in the 
spectjic context of derivatives of the Perron root. However, (1.5) has the 
immediate implication that for A E @“,“, the matrix HA given in (1.3) and 
(1.4) is symmetric and positive semidefinite. Thus if HA is viewed as the 
Hessian at A of the Perron root as a function of the diagonal entries only, 
then the results of this section provide a matrix theoretic proof of a result 
due to Cohen [5] that the Perron root is a convex function of the diagonal 
entries, that is, for A E Gnqn and for any diagonal matrix D E R”,“, 
r{ (1 - h)A + h(A + D)} < (1 - h) r(A) + hr(A + D), h E (0, 1). 
2. FURTHER NOTATIONS AND BACKGROUND 
For a matrix A E R”,” it will be convenient o use the following notations: 
R(A)--denotes the range of A, 
N(A)--denotes the nullspace of A, 
a(A)-denotes the spectrum of A, 
p(A)-denotes the spectral radius of A. 
If A has all its entries nonnegative (positive) we shall write that A > 0 
(A > 0). Similar notations will be adopted to denote vectors whose entries 
are nonnegative and positive, respectively. Next, let R” denote the space of 
all real n-vectors. If for every vector w E R”, 
w=Aw>O, 
we shall call A positive semidefinite. Clearly A is positive semidetinite if and 
only if A + AT is symmetric positive semidefinite in the usual sense. The set 
of all matrices in R”*” whose principal minors are nonnegative will be 
denoted by Pr’. The subset of Pr’ consisting of all matrices whose principal 
minors of all orders j, 1 < j < k, where k is some integer smaller or equal to 
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IZ - 1, are positive will be denoted by Pgk. For w = (w, ,..., w,,)’ E R”, 
diag(w) denotes the diagonal matrix D = (d,) whose diagonal entries are 
given by dii = w,., i = l,..., n. On occasion it will be convenient o denote the 
(i, j)th component of a matrix A E R”,” by (A), and the ith component of a 
vector w E R n by (w)~. 
The formal definition of an n x n irreducible matrix given in the 
Introduction has the following more instructive interpretation. In the directed 
graph of A = (aij), which consists of a set of II distinct vertices and a set of 
directed edges with a directed edge joining vertex i to vertexj if aij # 0, there 
is a directed path connecting any two distinct vertices. Suppose now that 
A E @pn,n. Then by the Perron-Frobenius theory, r(A) = s(A) E o(A) and, as 
an eigenvalue of A, r(A) is simple. (If, in addition, A > 0, then 
r(A) = p(A) > 0.) Corresponding to r(A), there exist vectors x = 
(x I ,..., x,)~ > 0 and y = (y, ,..., y,)’ > 0 such that 
Ax = r(A)x and yTA = r(A) yT. 
We shall refer to x as a right Perron vector of A and to y as a left Perron 
vector of A. As r(A) is a simple eigenvalue, the right and left eigenspaces of 
A corresponding to r(A) are given by span{x) and span{y}, respectively. 
Note that for X= diag(x) and Y = diag(y), Xe = x and Ye = y, where e E R” 
is the vector whose entries are all ones. We shall refer to a matrix A E @“,” 
as row (column) stochastic if all its row (column) sums are identical. We 
shall refer to A E QnYn as doubly stochastic if all its row and column sums 
are identical. As references for some of the results mentioned in this 
paragraph, and for further background material on nonnegative matrices see 
the books by Berman and Plemmons [2], Seneta [23] and Varga [27]. 
Next, let A E R”‘” and consider the matrix equations 
(1) ABA =A, (2) BAB=B and (3) BA = AB. 
Let ,D = (1, 2, 3) and 4 # v L,U. A matrix B E R”,” satisfying equations (i) 
for all i E v is called a (generalized) v-inverse of A. Any matrix A E R”,” has 
a { 1, 2}-inverse. In fact if A is singular then A has infinitely many ( 1, 2}- 
inverses. If A is nonsingular, then its only { 1, 2}-inverse is A -I. For v =,u, a 
v-inverse of A, if it exists, is unique and is called the group (generalized) 
inverse of A and denoted by A#. A necessary and sufftcient condition for A# 
to exist is that R(A) and N(A) be complementary subspaces in R”, in which 
case AA# is the projection matrix of R” onto R(A) along N(A). We further 
mention that, by the theory of the Jordan Canonical Forms, R(A) and N(A) 
are complementary subspaces in R” if and only if the Jordan blocks of A 
corresponding to 0 are all of order 1 x 1. Note that if A” exists then for any 
nonsingular n x n matrix S, the group inverse of S-‘AS exists and 
(S-‘AS)#= S-‘A#S. More background material concerning the theory and 
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applications of generalized inverses of matrices can be found in the books by 
Ben-Israel and Greville [ 1) and Campbell and Meyer [3]. We remark that 
some of the first papers specifically concerned with the group inverse of a 
matrix are those by Erdelyi [8] and Robert [ 211. 
A class of matrices in R”,” closely associated with the essentially 
nonnegative matrices and which appears in numerous applications (see [ 2 ] 
and 1271) is the class of M-matrices. Let A be an essentially nonnegative 
matrix. Then 
Q=tI-A, t > r(A), (2.1) 
is called an n x n M-matrix. Note that any M-matrix Q belongs to the set 
z nqn := {A = (aij) E R”*” 1 aij < 0 for i # j}. 
If in (2.1) t = r(A), then, as r(A) E a(A), Q is a singular M-matrix, while, if 
in (2.1) t > r(A), then necessarily Q is a nonsingular M-matrix. It is well 
known that a matrix Q’ E Z”,” is an M-matrix if and only if Q’ E Pr’. If 
Q’ E Z”“’ has all its row and column sums nonnegative, then, as Q’ + (Q’)T 
is a diagonally dominant matrix with nonnegative diagonal entries, it follows 
by the Gerschgorin discs theorem that Q’ + (Q’)T has only nonnegative 
eigenvalues. Thus Q’ + (Q’)T is symmetric positive semidefinite and conse- 
quently Q’ is positive semidelinite. Furthermore, in these circumstances, Q’ 
is an M-matrix since then Q’ E Pr’ by Fiedler and Ptik [9, Theorem 2.91. 
In the special case when A E @“,” and t = r(A), the matrix Q given in 
(2.1) is called an n x n singular irreducible M-matrix. It follows from our 
discussion above on the Perron-Frobenius theory and on the group inverse 
of a matrix that: (i) there exist positive vectors x and y such that Qx = 0 and 
?‘Q = 0 to which we shall refer as right and left Perron vectors of (the 
singular and irreducible M-matrix) Q; (ii) Q# exists as 0 is a simple eigen- 
value of Q; (iii) I - QQ# is the projection matrix of R” onto N(Q) along 
R(Q); (iv) if x and y are right and left Perron vectors of Q normalized so 
that yTx = 1, then as demonstrated by Meyer and Stadelmaier [ 151, 
Z-QQ#=x# > 0. P-2) 
A comprehensive study of singular and nonsingular M-matrices is given in 
Berman and Plemmons [2, Chapter 61. 
Next let A E V,” and suppose that a(A) = (A, = r(A), A2 ,..., A,}. Let 
m(t) = (t - r(A)) . ni: z (t - AJ”‘” be the minimal polynomial of A. Then, 
as shown in Gantmacher [ 111 and Lancaster [ 131, the resolvent expansion of 
A at r(A) is given by 
(2.3) 
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where the matrices Z,, j = l,..., mk and k = l,..., p, known as the principal 
component matrices, have the following properties: Cz= I Zk, = I, Z,,Z,j = 0 
if k # 1, Z:, = Z,, for k = l,..., p, and Z,, Z, = Z, for j = l,..., mk and for 
k = l,..., p. Upon setting Q = r(A) I-A, it is evident that 
Z,, =I- QQ’. 
For t in some open neighborhood of r(A) set 
s(t) := Tl 7 (j - I)!, 
&* ,T’ (t - &lJ 
(2.4) 
zkj* (2.5) 
Kato [ 121 refers to S(t) as the reduced resoluent of A with respect o r(A). 
The results of the following lemma will not, specifically, be required in this 
paper and parts of its statement and proof can be found in the works of 
Rothblum [22] and Vahrenkamp [26]. However, the entire proof of the 
lemma is presented here for the sake of completeness and because it 
provides, for A E 4jnv”, alternative methods of computation for the matrices 
0: and HA of Corollaries 3.3 and 3.4, respectively. 
LEMMA 2.1. Let A E @n3n and for t # r(A) set 
U(t) = (t - r(A))(tI - A)-‘. (2.6) 
Then U(r(A)) exists and 
W(A)) = t&n, u(t) = I - QQ-#, (2.7) 
where Q = r(A) I-A. As a function of t, U(t) is differentiable at t = r(A) 
and 
U’ = U’(r(A)) = Q#. (2.8) 
Proof: By (2.3) through (2.6), for t # r(A), 
U(t) = (I - QQ#) + (t - r(A)) S(t). (2.9) 
Thus (2.7) is an immediate consequence of (2.9). Next from (2.9), for 
t f r(A), 
U’(t) = S(t) + (t - r(A)) S’(t), 
so that U’(r(A)) exists and 
U’ = U’(r(A)) = S(r(A)). 
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As S(r(A)) commutes with A, U’ commutes with A showing that 
U’Q = QU’. Next, from (2.6) we deduce that for t # r(A), 
U’(t)=(r(A)Z-A)(fZ-A)-2=Q(tZ-A)-2. (2.10) 
Hence, for t # r(A), 
(tZ - A) U’(t)(tZ - A) = Q, 
and so as U’(t) is well defined at t = r(A), U’ satisfies 
QU’Q = Q. 
Thus far we have demonstrated that U’ is a ( 1, 3}-inverse of Q. Continuing, 
from (2.6) we find that, for t # r(A), 
Z-U(t)=Z-(t-r(A))(tZ-A)p’=Q(tZ-A)pl=(tZ-A)U’(t), (2.11) 
where the last equality in (2.11) follows by (2.10). But then, for t # r(A), 
U’(t)(tZ - A) U’(t) = U’(t) - U’(t) U(t). (2.12) 
As all the expressions in (2.12) are well defined for t = r(A) and as 
U’U(r(A)) = U’(r(A)) U(r(A)) = 0, we see from (2.12) that 
U’QU’ = U’. 
Whence U’ is also a { 2}-inverse of Q and all together U’ is a { 1, 2, 3}- 
inverse of Q. As the { 1, 2, 3}-inverse Q# of Q is unique, (2.8) is valid and the 
proof is complete. I 
3. FORMULAE FOR PARTIAL DERIVATIVES 
As indicated in the Introduction, formulae for the first partial derivatives 
of the Perron root with respect to the n2 position entries i, j,..., n at an 
element A E W’5n have already been obtained in the literature. Whereas 
Cohen, in [4], was mainly concerned with &(A)/a,,, i = l,..., n, Vahrenkamp 
[26] derives formulae for &-(A)/a,, i, j= I,..., n. Our first lemma is essen- 
tially due to Vahrenkamp and is included here for the sake of completeness. 
We remark, though, that Vahrenkamp does not express the first partial 
derivatives in terms of the group inverse Q# of Q = r(A)Z - A which is 
essential to the derivation of our subsequent results. 
LEMMA 3.1. Let A E qV’*‘. Then 
0: := i?j = (I - QQ#)‘. 
1, 
(3.1) 
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ProuJ: Since r(A) is a simple eigenvalue of A there exists a neighborhood 
of A in R”*” such that each B E MA has a simple eigenvalue L(B) and such 
that if B EMA f7 Qi”‘“, then 1(B) = r(B). For B E Lki denote by x(B) the 
right eigenvector of B corresponding to L(B) for which 
Then x(.) is analytic as a function of each of the n* entries of the elements of 
LNA. Thus the partial derivatives ax(B)/a,, a2x(B)/aijak,, etc., of x(e) at B 
with respect o these entries exist and are well defined. 
Let B E MA and consider the relation Bx(B) = r(B)x(B). On differentiating 
both sides of this equality with respect o the (i, j)th entry, i, j = l,..., II, 
ax(B) 
+ W a... 
lJ 
(3.2) 
Let y(B) be a left eigenvector of B such that (Y(B))~ x(B) = 1. Then as 
aB/d, = E, and (Y(B))~ E,x(B) = (Y(B))~ (x(B)),, we obtain by 
premultiplying both sides of (3.2) by (y(B))’ that 
WB) -= (Y(B)), (X(B))j. 
aij 
Now put B = A in (3.3) and the conclusion (3.1) follows because, by (2.2) 
x(A) yT(A) = I - QQ# (and as per the discussion concerning the limit 
(1.1)). 1 
THEOREM 3.2. Let A E @“*“. Then for all i, j, k, 1= l,..., n 
a*r(A) 
~ = (I- QQ#>,i (Q">jk + (I- QQ">jk (Q#>,i. 
aijakl 
(3.4) 
Proof: We follow here the assumption and notations of the proof of 
Lemma 3.1. 
Let 1 < i, j < n and consider the equality (3.2). Then, as for any indices k 
and 1 with 1 < k, 1< n, 82B/~ij~kr = 0, it follows from the differentiation of 
both sides of (3.2) with respect o the (k, f)th entry that 
E,, ax(B) + E ax(B) + B a*-@) - ___ 
lJ akl k1 a, aijak, 
a21(B) ax(B) 
= r x(B) + (Y(B>)i (X(B))j 7 
IJ kl kl 
+ (Y(B)), (x(B)), F + W) s. 
IJ LJ kl 
(3.5) 
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Premultiplying both sides of (3.5) by (JJ(B))~ and taking into account that 
WNT B = WMBNT and that (JJ(B))~ x(B) = 1 yields, after some 
rearrangement, that 
a%(B) 
- = (y(B)), 
aijak, 
- (x(B)), (JJ(B))~ F ( 
kl 
a-w 
+ (Y(B)), ) (F) - MB)), WNT a, j + 
ij I 
(3.6) 
We shall now seek alternative expressions for the differences in 
brackets on the right-hand side of (3.6). For that purpose let g := l(B) I 
and let 1 <p, r < n. From (3.2) it follows that 
the 
-B 
B’ ax(B) - = E,,.x(B) - MB)), (x(B)),. x(B). a,,. 
Premultiplying both sides of this equality by B# yields, since B#x(B) = 0, 
that 
BB# a-w - = BB#Eu,.~(B), a L1 I(
and so, as fil? = I - (I - gB#), 
!p ((-BB1)!p= BW,,.X(B). 
WI u I, 
(3.7) 
Next, it is not difficult to ascertain that x(B)(y(B))’ = I- l?l?# Let 
1 < n < IZ. Then for the uth components of the vectors on both sides of (3.7) 
the following equality holds: 
- (x(B)), (JJ(B))~ F = @“I,, MB)),. . (3.8) 
FIX 
The substitution of (3.8) in (3.9) yields that 
$ = (I- EB”)(i (lwik + (I - myjk (B#),i. 
I,/ kl 
(3.9) 
Now for B=A, A(B)=r(A) and B= Q. The validity of (3.4) from the 
substitution B = A in (3.9) (and as per the discussion succeeding the limit 
(1.1) of Section 1). I 
In the first corollary to Theorem 3.2 we obtain representations for the 
matrix of the second-order derivatives. 
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COROLLARY 3.3. Let A E @n,n and let x = (x1,..., xJT and y = 
(Y,, Y, 3***3 y,)’ be right and left Perron vectors of A with yTx = 1. Set X = 
diag(x) and Y = diag(y). Then 
= 2(Q”)’ o (I - QQ”)’ = 2YQflX. (3.10) 
Proof: That the matrix 0: as defined on the left-hand side of (3.10) 
equals 2Q”’ o (1 - QQ-#)’ follows from the substitution k = i and I =j for all 
1 < k, I< n in (3.4). The last equality on the right-hand side of (3.10) 
follows readily from the fact that, by (2.2), I - QQ# = xyT. 1 
In the next corollary we obtain a representation for the matrix of the 
mixed second partial derivatives of r with respect to the diagonal entries. 
Recall that in the Introduction it was indicated that in Section 5 this matrix 
will be viewed as the Hessian of the Perron root as a function of the diagonal 
entries only of elements in a’*“. 
COROLLARY 3.4. Let A E Q3”‘” and let x = (x,,..., x,,)~ and y = 
(Y ,,..., y,)’ be right and left Perron vectors of A with yTx = 1. Set 
X = diag(x) and Y = diag(y). Then 
= (I- QQ#)’ 0 Q# + Q#’ 0 (I - QQ#> 
= YQ#X + XQ#T Y. (3.11) 
The proof of this corollary is similar to the proof of Corollary 3.3 and is 
thus omitted. 
Finally, we present an example of a matrix A for which we give the 
various types of matrices of partial derivatives obtained in this section. Let 
A= 
10 10 0 
0 0 1 0 
0 0 0 1 
16 0 0 0 
Here r(A) = 2. Then for Q =21-A, 
i 
E @434. (3.12) 
1 
‘# = (32)’ 
-384 192 
-256 -384 
/ 192 32 -16 -24 
32 -16 
192 32 
\ 5 12 -256 -384 192 i 
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(For methods of computing Q’ see [ 1 ] and [3].) Thus, 
8 16 32 64 
D;=(y) = 2(1- QQ#)’ o Q”’ 
1 
=2(32)2 
and, on setting 
192 -768 -1024 
16 192 -768 -1024 
-4 16 192 
-3 -4 16 
(3.13) 
GA := (I-QQ#)T o Q-x--& (3.14) 
we find, using (3.1 l), that 
/ 6 -2 -2 -2 \ 
We observe that GA in (3.14) has all its row and column sums zero. Indeed, 
in Section 5 it will be shown that for each A E Qnqn, GA = (I-- QQ#)’ o Q# 
has all its row and column sums zero, a fact of which much use will be made 
in that section. 
4. PROPERTIES OF THE PARTIAL DERIVATIVES 
The purpose of the study in this section is to determine properties of the 
partial derivatives of the Perron root, at general elements in @“,” as well as 
at special ones, which can be deduced from the formulae developed in the 
previous section. Our first observation should be attributed to Cohen [4] and 
to Vahrenkamp [26]. 
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PROPOSITION 4.1. Let A E Vn. Then 
(i) trace(#) = Cy= r (&(A)/aii) = 1. 
(ii) det(Df) = det(&(A)/aij) = 0. 
(iii) For i, j = l,..., n, 
WA) a..> O* 
1J 
(iv) For i = l,..., n, 
Proof: Let x and y be right and left Perron vectors of A such that 
yTx = 1. By (3.1) and (2.2), Df = yxT > 0. Thus Df is a positive idempotent 
matrix of rank 1. Claims (i) through (iv) are now immediate consequences of 
these properties of Df. 1 
PROPOSITION 4.2. Let A E W” and suppose that r(A) = p(A) = 1. Zf 
then 
/Al < 1, (4.1) 
(ATlk. (4.2) 
Zf, however, A has eigenvalues other than 1 on the unit circle, then 
where 
AT,:=(l-a)Z+aAT (4.4) 
and a is any number in (0, 1). 
Proof: If the condition (4.1) holds, then (cf. Neumann and Plemmons 
[171), 
k’;it (AT)k = Z - Q’Q#’ = (Z - QQ”)‘. 
Thus (4.2) follows by (3.1). If A also has eigenvalues other than 1 on the 
unit circle, then for any a E (0, l), the only eigenvalue of the matrix AZ 
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given in (4.4) of modulus 1 is 1 and its remaining eigenvalues lie in the 
interior of the unit disc. In 117, Theorem S] it was shown that under these 
conditions on Af;, 
k’ii~ (At;)” = Z - Q’Q”’ = (Z - QQ#)‘. (4.5) 
Thus (4.3) follows from (4.5) and (3.1). l 
Proposition 4.2 indicates that if A E @ n.n is nonnegative so that r(A) = 
p(A) > 0, then 0;” may be computed from the iterative scheme 
Bi+l =BOBi, i = 0, 1, 2,.. ., (4.6) 
with B, := AT/r(A) if A has no eigenvalues other than r(A) on its spectral 
circle or with B, := (1 - a)Z + a@ T/r(A)), a E (0, 1), if A has eigenvalues 
other than r(A) on its spectral circle. Furthermore, the smaller in magnitude 
is a subdominant eigenvalue of A, the fewer iterations with (4.6) are 
necessary to accurately approximate D’f . 
We proceed now to examine properties of the second-order partial 
derivatives of r. 
PROPOSITION 4.3 (Cohen [4, Theorem 31). Let A E W’,“. Then 
a2W > o 
--g-’ 
i = l,..., n. 
Proof. From (3.4) we have that for i = l,..., n, 
~ = 2(1- QQ#)ii (Q#)i/ * 
II 
(4.7) 
But (I - QQ#),, > 0 for 1 < i < n since (I - QQ#) > 0 and the diagonal 
entries of Q# are known to be positive, see [ 141, [ 16) and 122). 1 
We remark that the positivity of the right-hand side of (4.7) is also a 
consequence of Corollaries 5.4 and 5.6 of Section 5 in which a further proof 
of some of the results in [ 161 are given. We note from the example in (3.12) 
and from (3.13) that the second-order partial derivatives of Y with respect to 
the off-diagonal entries need not be negative. In this connection we observe 
the following. 
PROPOSITION 4.4. Let A E Qnqn and let x = (x, ,,.., x,)~ and y = 
(4 , ,*.., y,)’ be right and left Perron vectors of A with yTx = 1. Then: 
(i> 
<- uj a*@) = o 
jr, x,j y?y’ 
i = I,..., n, (4.8) 
409/102!1-2 
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and 
(4.9) 
(ii) Necessarily, for each index i, i = l,..., n, there exists an index j # i 
such that a’r(A)/ai < 0 and thus for each index i, there exists an index j # i 
and a neighborhood of A in Qn3” such that the Perron root is a concave 
function of the (i, j)th entry in that neighborhood. Similarly, for each index j, 
j = l,..., n, there exists an index i # j such that &(A)/a~ < 0 and hence for 
each index j there exists an index i # j and a neighborhood of A in W’*” such 
that the Perron root is a concave function of the (i, j)th entry in that 
neighborhood. 
Proof: (i) Let X= diag(x) and Y = diag(y). Then by (3.10), D:X-‘y = 
2YQ#Ty = 0. But for i = l,..., n, 
(D:X- ly)i = J$l 2 y 
1J 
from which (4.8) follows. The proof of (4.9) is obtained in a similar fashion 
as, by (3.10), xTY-‘D$ = ~x=Q#~X = 0. 
Part (ii) of the proposition follows from (4.8) and (4.9) because, by 
Proposition 4.3, a2r(A)/afi > 0, i = l,..., n, and as all the xI)s and yi)s are 
positive. 1 
PROPOSITION 4.5. Let A E @‘,“. Then 
Proof: The proof is a direct consequence of (3.10) since Q# is a singular 
matrix. I 
Next suppose that A E Q, ‘*” is of rank 1, that is, A = b’(c’)T for some 
vectors b’ = (b; ,..., b;)T and c’ = (c; ,..., CA)’ in R”. Since A is irreducible we 
observe that b’ and c’ cannot have zero entries. If we further assume that 
A > 0, then there exist positive vectors b and c such that A = bc’. It follows 
that r(A) = cTb and that b and c are right and left Perron vectors of A, 
respectively. 
PROPOSITION 4.6. Let A = (aij) > 0 be an element of @“*” of rank 1. 
Then: 
(9 
JI ar(A) = 
a.. 
aij 44 ’ 
i, j = 1 ,..., n. (4.10) 
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(ii) 
&(A) 2 
“:= 3 ujf(r(A) 6fj - aji)Y @(A)) 
i, j = 1 ,..., n, (4.11) 
where the Gi,[s are the usual Kronecker delta elements. 
(iii) The Laplacian at A satisfies 
n7 a*r(A) 
4r(A))= Z 
i.j=l 
at.<0 
1J 
(4.12) 
with the equality case holding in (4.12) if and only if A is a symmetric 
matrix. 
ProoJ As explained above there exist positive vectors b and c such that 
A = bcT and r(A) = cTb. Consequently, A2 = r(A)A. As usual let Q = 
r(A) I - A. Then Q’ = r(A) Q and, from the matrix equations satisfied by the 
group inverse Q# (see Section 2), it follows that Q#= (l/(r(A))*)Q. 
To prove (i) we observe, using (3.1), that 
Df = (I - QQ#)’ = (I - (l/r(A)) Q)’ = ( l/r(A))AT, (4.13) 
from which (4.10) follows readily. 
To demonstrate (ii) note that on substituting (4.13) in (3.10) one obtains 
that 
2 2 
0: = (r(A))3 AT 0 Q“ = (r(A))3 AT 0 (r(A)Z--A)T. 
Thus (4.11) is valid. 
We now prove part (iii). Since a,ii = bjc, for i,j = l,..., n, it follows from 
(4.11) that 
a’r(A) 2 4W)=\.~,,j=lT=-7 q3 
MA >> i.Z I 
b,,c,(r(A) 6, - b,c,) 
lJ 
2 n7 
= 0)3 i,L, bjci(cTb’ij - bjC0 
2 
=(r(A>>3 
[ (cTb)* - (bTb)(cTc)] ,< 0, (4.14) 
where the inequality follows by the Cauchy-Schwartz inequality. Thus 
(4.12) holds. Moreover, as is well known, equality holds in (4.14) if and only 
if b is a multiple by a scalar of c. But as A = bcT, c is a multiple by a scalar 
of b if and only if A is symmetric and the proof of (iii) is complete. m 
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Proposition 4.6 and its proof leads us to make two observations. First, 
suppose that A > 0 is in Vn and A is of rank 1 but that A is not symmetric. 
Then A > 0 and, by (4.12), d(r(A)) < 0. Hence there exists a sufficiently 
small closed ball A? in R”,” whose center is A in which A(r(B)) < 0 for each 
B E .g showing that the Perron root function is superharmonic throughout 
.s. Thus r(A) is greater or equal to the average value of r in .8. 
The second observation results from the proof of Proposition 4.6 and 
concerns the following question which was raised in Neumann et al. [ 18 J. If 
Q is an irreducible singular M-matrix, when is Q# an irreducible singular M- 
matrix? From the initial part of the proof of the proposition we observe that 
if Q = r(A) I-A, where A > 0 is an irreducible M-matrix of rank 1, then 
Q#= WW))*)Q, h s owing that Q# is a singular and irreducible M-matrix. 
PROPOSITION 4.7. Let A E W’,“. If A and AT have a common right 
Perron vector, then: 
0) 
ar(A) 6+(A) 
aa,=-> aa,, 
i, j = 1,. ., n. 
(ii) 
a2r(A) 
a; 
+ a2441 = 2 a2rW 
7 aiiajj’ I, J,..., 
. . n 
* (4.15) 
(iii) For all i, j= I,..., n, 
Proof: Since A and AT have a common right Perron vector, any left 
Perron vector of A is a multiple by a scalar of a right Perron vector of A. Let 
x = (Xl )...) xJT be a right Perron vector of A such that X=X = 1. Then by 
(2.21, 
2 - QQ# = xxT = (I - QQ#)‘. (4.16) 
Thus part (i) is an immediate consequence of (3.1) and (4.16). Part (iii) of 
the present proposition follows from Eqs. (4.8) and (4.9) by setting y, = xk, 
k = l,..., n, in these equations. 
Finally, to prove (ii), for the above vector x set Y = X := diag(x). We see, 
then, from (3.10) and (3.11) that 
0; + (D;)’ = 2(XQeTX + XQ”X) = 2HA 
from which (4.15) follows. 1 
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We remark that the class of matrices considered in Proposition 4.7 
contains, in particular, the class of the normal matrices and the class of the 
doubly stochastic matrices in Vn. 
PROPOSITION 4.8. Let A E W’,” be a row stochastic matrix. Then: 
6) 
WA > WA) -=.**=-5 
ail ai, 
i = l,..., ti. 
Tl WA) 1 
,r, aa,, = ’ j = I,..., n. 
(iii) 
(4.17) 
0 < ar(A) < 1 - 3 r( i, j = 1 ,.. ., n. 
'ij 
Proof Since A is a row stochastic matrix, x = e is a right Perron vector 
of A. Let y be a left Perron vector of A such that YTe = 1. Then, by (3.1), 
Df = (ey’)’ = yeT. (4.18) 
Thus Df has identical columns so that the claim made in (i) holds true. 
Next, from (4.18), for any 1 < j < n, 
T7 &(A) -= 
,Tl ai,j 
$ (D;),= 2 (Df)ji= T- 3. 
i=l i=l iT-1 aii 
Thus (4.17) is a consequence of part (i) of Proposition 4.1. Part (iii) is a 
consequence of part (ii) and Proposition 4.1 (iii). 1 
It is evident that a similar statement to that of Proposition 4.8 holds for 
the column stochastic matrices in Qnqn. In particular the following result is 
true. 
PROPOSITION 4.9. Let A E @“,” be a doubly stochastic matrix. Then 
&(A) 1 
a,=;' 
i, j = l,..., 12. 
PROPOSITION 4.10. Let A E Wn be a symmetric matrix. Then 
a’r(A) a’r(A) 
ag=-? aiiajj i, j = l,..., n. (4.19) 
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Proof: Since A is symmetric Q = r(A)Z - A is symmetric and hence Q# 
is symmetric. Thus as A has a common right and left Perron vector we see 
from (3.10) and (3.11) that 
from which (4.19) follows. I 
The last proposition of this section concerns the case when n = 2. Note 
that @2*2 is an open set in R232. 
PROPOSITION 4.11. Let A = (aij) E @2v2. Then 
V(r(A))= i q<O. 
i,j= I lJ 
Proof Let r(A) and II be the eigenvalues of A and recall that r(A) > A. 
By the Cayley-Hamilton theorem, Q2 = (r(A)Z - A)2 = (r(A) - ,I) Q and it 
follows from the matrix equations satisfied by Q’ (see Section 2) that Q# = 
(l/(r(A) - n)‘)Q. But then 
1 1 
Z - QQ' = Z - (r(A) _ n)2 Q2 = r(A) _ L (A - W, 
in which case, by simple considerations regarding roots of quadratic 
polynomials we obtain using (3.10) that 
2 
O’ = (r(A) -A)’ 
(r(A)Z-A)T o (A -AZ)’ 
2 
--a,, 
’ a12a21 
Thus 
q7 a’r(A) (aI2 - a2J2 
- ----=-’ (r(A)-43 “- ’ 
i,j= 1 at 
Proposition 4.11 establishes the fact that as a function from a’.’ to R the 
Perron root is superharmonic. Hence at any point in 4jzs2, the Perron root is 
greater or equal to the average value of the root in a closed sphere contained 
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in qb2g2 and centered at that point. A similar conclusion to Proposition 4.11 
for IZ > 3 is not possible as the example at the end of Section 3 illustrates. 
There, for A given in (3.12), we obtain from (3.13) that V(r(A)) = 549/2048. 
5. PROPERTIES OF THE GROUP INVERSE 
In Section 3 it was shown that if A E Qn,“, then 
HA = jzj = GA + (G”)T, 
11 .JJ 
(5.1) 
where 
GA = (I - QQ#)' o Q# = YQ"X. (5.2) 
Here Q = r(A)Z- A, with X= diag(x) and Y = diag(x) and where x = 
(x , ,..., xJT and y = (y, ,..., y,)’ are right and left Perron vectors of A with 
y’x = 1. Let B E @“*n and consider the set of matrices 
9, = {B + D 1 D E R”*“, D is a diagonal matrix}. (5.3) 
For A = (ali) E ‘I,, the matrix HA given in (5.1) may be viewed as the 
Hessian at A of the Perron root 
r,(a, 1 ,...’ u,,,J := r(A) (5.4) 
which is a function from aB into R. 
As mentioned in the Introduction, Cohen [5 ] has shown that for each 
B E Qn.” the Perron root is a convex function on GB, a fact which can be 
expressed as follows: for any diagonal matrix D E R”,” and for h E (0, l), 
r((l-h)B+h(B+D)}<(l-h)r(B)+hr(B+D). (5.5) 
Cohen’s approach to proving (5.5) is based on a Feynman-Kac formula (see 
references in [5 J) from the theory of random evolutions. In [ 5 ] Cohen 
mentions that a further proof of his result would follow if it could be shown 
that the Hessian matrix at A, given now explicitly in (5.1) and (5.2) is 
positive semidefinite for every A E QB. Since the appearance of [5 ] two 
further proofs of (5.5) have been published. One by Cohen himself in [6] 
using the Trotter product formula and a theorem on log-convexity due to 
Kingman. (See references in [6].) The second further proof of (5.5) is due to 
Friedland [lo], who bases his approach to (5.5) on the Donsker-Varadhan 
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variational principle for a maximal eigenvalue. (See references in [lo].) 
Neither of the two further proofs for inequality (5.5) just mentioned is based 
upon the positive semidefiniteness of HA. 
In this section we prove that, indeed, for each A E gB, HA is positive 
semidefinite. Thus Cohen’s results and comments in [S] could be regarded as 
having motivated our investigation here. However, as our results concern 
properties of group inverses of singular irreducible M-matrices, the obser- 
vations made in this section should be viewed in the context of properties of 
generalized inverses of M-matrices. 
Let, then, Q be an n x II singular and irreducible M-matrix, let x = 
(x,..., x,JT and y = (y r,..., y,)’ be right and left Perron vectors of Q with 
yTx = 1 and set X = diag(x) and Y = diag(y). Then it follows (similarly to 
(3.11)) that for G = (I- QQ#)’ o Q#, 
Since 
G = YQ#X. (5.6) 
YQ”Xe = YQ#x = 0 (5.7) 
and 
eT YQ”X = y’Q”x = 0, (5.8) 
we observe that G has all its row and column sums zero. 
Next, let Q, X and Y be as in the preceding paragraph and define 
K := YQX. (5.9) 
Then K E Z”,” and, by reasoning similar to (5.7) and (5.8), K has all its row 
and column sums zero. This implies, as explained in Section 2, that K is a 
singular and irreducible positive semidefinite M-matrix and so for each 
ZER”, 
zTKz > 0. 
The next lemma is of fundamental importance to this section. 
(5.10) 
LEMMA 5.1. Let Q be an n x n singular and irreducible M-matrix. Then 
for each vector u E R” there exists a vector v E R” such that for G and K 
given in (5.6) and (5.9), respectively, 
uTGru = vTKv. (5.11) 
Proof. Let u E R n and set 
v := X-‘Q#Xu. (5.12) 
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Then, 
v*Kv = uTXQ #T X-‘Y QXX-‘Q”Xu 
commute 
= uTXQ#*YX- ‘QQ#Xu 
= u*XQ #TYX?(I - xy’) xu (by (2.2)) 
= uTXQ#*Yu - uTXQ#*YX>yTXu 
e 
= uTGTu - u*XQ#~&~~XU 
Y 
y*Xu = u*G*u. I 
=o 
We can thus establish the following result. 
THEOREM 5.2. Let Q be an n x n singular and irreducible M-matrix and 
let x = (x1 ,..., x,)* and y = (y, ,..., y,) be right and left Perron vectors of Q 
with yTx = 1. Set X = diag(x) and Y = diag( y). Then G = YQ”X is positive 
semidefinite. 
Proof Since for every u E R n, u*Gu = uTGTu, the proof follows from 
(5.11) in Lemma 5.1 and by (5.10). 1 
COROLLARY (5.3) (COHEN [5, THEOREM 31). Let B E W’*” and consider 
the set gB defined in (5.3). Then the Perron root is a convex function on gB. 
ProoJ: For any A E %JB it follows, by Theorem 5.2, that GA given in 
(5.2) is positive semidefinite. But then the Hessian matrix at A, given in 
(5.1), of the Perron root function (5.4) on gB is positive semidefinite for 
each A E gB. Thus, by a well-known theorem on convex differentiable 
functions (cf. [25, Theorem 4.4.10]), the inequality (5.5) holds for each 
diagonal matrix D E R”,” and so the Perron root is a convex function 
on g8. I 
COROLLARY 5.4 (NEUMANN [ 161). Let Q be an n x n singular and 
irreducible M-matrix. Then Q# E Pr’. 
Proof Let x = (x1 ,..., x,)* and y = (y, ,..., y,)’ be right and left Perron 
vectors of Q such that yTx = 1. Set X = diag(x) and Y = diag(y). Then, by 
Theorem 5.2, for G = YQ”X, G + GT is a symmetric positive semidefinite 
matrix. But then G E Prc, by Fiedler and Ptik [9, Theorem 2.91. Since Q#= 
Y-rGX-’ with both Y-r and X-’ positive diagonal matrices, Q”E PC’. 1 
We can prove more about G. 
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THEOREM 5.5. Let Q be an n x n singular and irreducible M-matrix. Let 
x = (Xl )...) x,)* and y = (y, ,..., y,)’ be right and left Perron vectors of Q 
such that yTx = 1. Set X = diag(x) and Y = diag(y). Then for G = YQ#X, 
H := G + GT E P(“) _ 0,n 1’ (5.13) 
Proof: By Theorem 5.2 it readily follows that H is a symmetric positive 
semidefinite matrix. Thus H E PO . (“) To prove (5.13) suppose that H & P!$_, 
in which case we may assume, without loss of generality, that H has a 
singular leading principal submatrix H, of order k < n - 1. Then there exists 
a nonzero vector w E R k such that H, w = 0 from which, for u := (T) E R”, 
uTHu = uT(G + GT)u = 0 so that uTGTu = 0. Set 
v := X-‘Q”Xu. 
Then by Lemma 5.1 and, in particular, (5.12) and (5.1 I), 
(5.14) 
0 = vTKv = vT(K + KT)V. 
Since K + KT is symmetric positive definite, v E N(K + KT). But as, 
evidently, K + KT is a singular and irreducible M-matrix with all its row and 
column sums zero, N(K + KT) = span(e). Thus v = ae for some scalar a and 
so, from (5.14), we observe that 
Q#Xu = Xv = axe = ax. 
Premultiplying both sides of (5.15) by Q’ yields 
(5.15) 
QXu = aQ*x = 0, 
showing that XU E N(Q). Since Q is a singular and irreducible M-matrix, 
N(Q) is spanned by a positive vector, say, d. Thus Xu = ,!Id for some scalar 
p. As X is a nonsingular diagonal matrix, u itself is a multiple by a scalar of 
a vector whose entries are all nonzero. This contradicts the earlier 
assumption that u = (i) # 0. Thus (5.13) holds and the proof is 
complete. I 
Similar arguments to those used in the proof of the above theorem can be 
applied to sharpen the conclusion of Corollary 5.4, which we state as 
follows. 
COROLLARY 5.6 (NEUMANN [ 16, THEOREM 11). Let Q be an nxn 
singular and irreducible M-matrix. Then Q# E PEA-, . 
Continuing, in [5] Cohen conjectured that for B E @‘,” and h E (0, 1) the 
inequality (5.5) is strict if and only if D is not a multiple by a scalar of the 
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identity matrix. This conjecture was proved to be true by Friedland in [lo] 
making, once more, use of the Donsker-Varadhan variational principle 
mentioned earlier. Friedland comments that attempts to prove this conjecture 
using other than the Donsker-Varadhan variational principal were difficult 
to bring to a successful conclusion. Theorems 5.2 and 5.5 of this section 
allow us to obtain an additional proof to Cohen’s conjecture. To this end let 
us introduce, temporarily, some additional notations. Let B E @“,’ and 
suppose that A = (aij) E gB. Set dA := (a,, ,..., o,,~)~ and further denote the 
Hessian matrix at A given in (5.1) by 
(5.16) 
Since H(d,) = G” + (G”)T, where GA is given in (5.2), we conclude, by iden- 
tifying GA with G of (5.6), by (5.7) and (5.8) and by Theorems 5.2 and 5.5, 
that H(d,) is a symmetric positive semidefinite matrix of rank n - 1 whose 
row and column sums are all zero. Consequently N(H(d,)) = span(e} and so 
for w E R”, 
if and only if 
wTH(d,) w = 0 (5.17) 
w = De, p is a scalar. (5.18) 
COROLLARY 5.7 (FRIEDLAND [ 10, THEOREM 4.11). Lef BE W’,“. Then 
for a diagonal matrix D E R”,” and for h E (0, 1) strict inequality holds in 
(5.5) if and only iffor no scalar a, 
D = al. 
ProoJ In the spirit of (5.4), for A E Z?JB denote by 
rR(dA) := r(A). 
Next, for A,, AZ E QB with A, # AZ define the function 
g.+,2(h)=r,A4, +W4-4J. 
ThW,4,J2 (h) has the continuous second derivative 
g~,,A2(h)=(dA2-dAI)TH(da,+h(d~*-d,l))(d,2-d,,) (5.19) 
throughout the interval ]O, 11. Let h, be a value in (0, 1). Then, by (5.19), 
(5.17) and (5.18), g”(h,) = 0 if and only if d,,, - dA I = pe for some scalar p 
and so either of these equivalent conditions is (also) equivalent, by (5.17) 
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and (5.18), to the condition g”(h) = 0 for all h E (0, 1). Thus (cf. Stoer and 
Witzgall [25, Theorem 4.4.101) for all h E (0, I), 
if and only if for no scalar B, dA, - dA, = Be or, equivalently, if for no scalar 
p,A,-A,=pI.NowputA,=B,A,=BtDanda=pandtheconclusion 
of the corollary follows. I 
In the final part of this section we consider the following question: For an 
II x n singular and irreducible M-matrix Q, when is the matrix G given in 
(5.6) a symmetric matrix ? The example Q = 21 -A, where A is given in 
(3.12), clearly demonstrates as shown in (3.14) that in general G need not be 
symmetric. As an illustration of a singular irreducible M-matrix Q for which 
G is symmetric let 
Here 
Note that in our following results, Lemma 5.8 and Proposition 5.9, we do 
not require that the right and left Perron eigenvectors of Q satisfy y’x = 1, a 
condition which appears in most of our preceding results. 
LEMMA 5.8. Let Q be an n x n singular irreducible M-matrix and let 
x = (x1 )...) x,JT and Y = (Y, ,..., Y, )’ be right and left Perron vectors of Q. 
Set X = diag(x) and Y = diag(y). Then the following statements are 
equivalent: 
(i) The matrix G = YQ#X is symmetric. 
(ii) There exists a nonsingular diagonal matrix D E R”,” such that 
Q’ = D-‘QD, that is, Q is diagonally similar to QT. 
(iii) There exists a nonsingular diagonal matrix D E R”,” such that 
D- lQD = (D-lQD)T, that is, Q is diagonally similar to a symmetric matrix. 
(iv) The matrix YQ#TX is symmetric. 
Proof: The equivalence of (ii) and (iii) is known to be true for arbitrary 
matrices (cf. Engel and Schneider [7]). Part (i) implies (ii). Set D = XY-‘. 
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Then, as G = G’, YQ”X = XQ#TY so that Q”’ = D - ‘Q*D. Hence QT = 
(Q#T)#= (D-‘Q#D)#= D-‘Q’D, h w ere the last equality here follows by the 
properties of the group inverse mentioned in Section 2. Part (iii) implies (i). 
Let DE R”‘” be a nonsingular diagonal matrix for which D ‘QD is a 
symmetric matrix. By matrix similarity considerations, z = D - ‘x and 
z’ = Dy are right and left eigenvectors of D-‘QD corresponding to the 
simple eigenvalue 0 of Q. But then as D-‘QD is symmetric, z = az’ for 
some scalar a. We further observe that, since x has all its entries zero, z = 
(z I >*.a, zJT and hence z’ = (z; ,..., z;)’ = az have all their entries nonzero. Set 
Z = diag(z) and Z’ := diag(z’) = aZ. Then Z = D-‘X and 2’ = YD, in 
which case 
G = YQ”X= YDD-‘Q#DD-‘X = Z’D-‘Q”DZ = aZ(D-‘Q#D)Z. (5.21) 
As D-‘QD is a symmetric matrix, it readily follows from (5.2 1) that 
D-‘Q”D is symmetric and hence G is a symmetric matrix. The proof that 
(iv) implies (ii) follows along similar lines to the proof that (i) implies (ii) 
and the proof that (ii) implies (iv) follows similarly to the proof that (ii) 
implies (i). I 
Lemma 5.8 makes it possible, knowing Q, to determine precisely when G 
is symmetric. 
PROPOSITION 5.9. Let Q = (qij) be an n X n singular irreducible M- 
matrix and let x = (x, ,..., x,)~ and y = (y , ,..., y,) be right and left Perron 
vectors of Q. Set X = diag(x) and Y = diag(y). Then G = YQ”X is symmetric 
if and only if 
qijfo implies q,ii # 0, i, j = 1 ,..., n, (5.22) 
and for any chain of distinct indices i,, iz,..., i,, with k > 2 and 1 < 
. . 
I,, I~ ,..., i, < n, the products 
qi,i2qi2i, **’ qi,i, = qi,i,qi,i, *” qi,ik’ (5.23) 
ProoJ Suppose that G = YQ”X is a symmetric matrix. Then, by 
Lemma 5.8, Q is diagonally similar to a symmetric matrix. Conditions 
(5.22) and (5.23) are now a consequence of Parter and Youngs [ 19, 
Theorem 1 ] (see also Engel and Schneider [7]). Conversely, if conditions 
(5.22) and (5.23) hold, then, by the equivalence in the aforementioned 
theorem of Parter and Youngs, Q is diagonally similar to a symmetric matrix 
so that, by Lemma 5.8, G = YQ”X is a symmetric matrix. 1 
Observe that the M-matrix Q given in (5.20) satisfies conditions (5.22) 
and (5.23). Furthermore, as these conditions are primarily concerned with 
the off-diagonal elements of Q we have the following corollary. 
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COROLLARY 5.10. Let A = (aij) E @n,n. If 
UijfO implies aji # 0, i, j = l,.. ., n, 
and if for any chain of distinct indices i,, i, ,..., i,, with k > 2 and 1 < 
. . 
11, 12Y.9 k , i < n, the products 
then 
HA = /yj = 2(1- QQ”)’ 0 Q#, 
where, as customary, Q = r(A) I-A. 
Proof: The proof is an immediate consequence of Proposition 5.9 and 
Corollary 3.4. I 
Notes added in proof (1) Further proofs to Cohen’s results which we discussed in 
Section 5 have been recently given by L. Elsnev in his preprint “On convexity-properties of 
the spectral radius g non-negative matrices. (2) Reference [ 161 given above will be published 
shortly under the same title by the authors S. R. Mohan, M. Neumann, and K. G. 
Ramamurthy. 
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