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Abstract
We describe the possible noncommutative deformations of complex
projective three-space by exhibiting the Calabi–Yau algebras that serve as
their homogeneous coordinate rings. We prove that the space parametriz-
ing such deformations has exactly six irreducible components, and we give
explicit presentations for the generic members of each family in terms of
generators and relations. The proof uses deformation quantization to
reduce the problem to a similar classification of unimodular quadratic
Poisson structures in four dimensions, which we extract from Cerveau
and Lins Neto’s classification of degree-two foliations on projective space.
Corresponding to the “exceptional” component in their classification is
a quantization of the third symmetric power of the projective line that
supports bimodule quantizations of the classical Schwarzenberger bundles.
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1 Introduction
Complex projective space Pn, while it admits no deformations as a classical
algebraic variety, nevertheless admits several interesting quantum (i.e. noncom-
mutative) deformations. This paper is concerned with the classification of such
deformations in the case n = 3, and its relation to problems in Poisson geometry
and foliation theory.
Following the philosophy of noncommutative projective geometry, we model
quantum versions of Pn using their homogeneous coordinate rings, which are
noncommutative analogues of polynomial rings and satisfy the Artin–Schelter
(AS) regularity criterion. This criterion essentially encodes the smoothness of
the corresponding noncommutative Cn+1; it was introduced in [4], where the
classification is achieved in the case when n is at most two.
Shortly after their introduction, the AS regular algebras that correspond
to noncommutative versions of the projective plane P2 and the quadric surface
P1 × P1 were studied by Artin, Tate and Van den Bergh [2], and Bondal and
Polishchuk [6], where the classification is restated in geometric terms. Corre-
sponding to the fact that a Poisson structure on a surface is determined by a
section of the anticanonical bundle, there is a close link between the noncom-
mutative algebras and the geometry of anticanonical divisors in the classical
surfaces.
Since that work, a substantial theory of noncommutative curves and sur-
faces has been developed; see, for example, the survey article [45]. The study
of higher-dimensional quantum projective varieties is an active area of research,
and the case of P3, in the form of AS regular algebras of global dimension four,
has attracted considerable attention. In addition to the development in [22]
of several general properties of quantum P3s, numerous examples of their ho-
mogeneous coordinate rings are known; they include skew-polynomial rings,
the four-dimensional Sklyanin algebras [43, 44], extensions of three-dimensional
Artin–Schelter regular algebras [10, 31], double extension algebras [53]; and the
homogenization of the universal enveloping algebra of the sl(2) Lie algebra [30].
Nevertheless, the full classification remains “one of the central questions in non-
commutative projective geometry” [35].
Amongst all of the AS regular algebras are those that are also Calabi–Yau
in the sense of [21]. This subclass is important because other AS regular alge-
bras can be obtained from Calabi–Yau ones by various twisting procedures; see
[23, 24, 40]. In fact, as we explain in Section 2.2, although a given quantum
deformation of Pn may be representable by many different AS regular algebras,
there will be a unique one that is Calabi–Yau; this idea underlies Etingof and
Ginzburg’s approach [19] to noncommutative del Pezzo surfaces. Our main
result can thus be viewed as a classification of the quantum deformations of P3:
Theorem 1.1. Flat deformations of the polynomial ring C[x0, x1, x2, x3] as a
graded Calabi–Yau algebra come in six irreducible families. These families are
realized as the closures of the GL(4,C)-orbits of the normal forms summarized
in Table 1.
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Table 1: Generic graded Calabi–Yau deformations of C[x0, x1, x2, x3]
Type Orbit Relations Description
dimension
L(1, 1, 1, 1) 14 (3) A skew-polynomial ring that is
Calabi–Yau [40, Example 5.5]
L(1, 1, 2) 17 (5) An algebra from [11, Theorem 1.1]
that is Calabi–Yau
R(2, 2) 16 (7) A four-dimensional Sklyanin alge-
bra [5, 43, 44]
R(1, 3) 21 (9) A central extension of a three-
dimensional Sklyanin algebra [31]
S(2, 3) 17 (11) An Ore extension of C[x0, x1, x2] by
a divergence-free derivation
E(3) 13 (15) The quantization of the third sym-
metric power of P1
It is important to note that the families described in the theorem intersect
nontrivially; it is not clear how to describe all of the possible intersections,
which is why we focus in this paper on suitably generic elements of each family
(a Zariski open set in each component).
The strategy of the proof of Theorem 1.1 is to reduce the problem to the
study of the semi-classical limits using Kontsevich’s results [28, 29] on deforma-
tion quantization. Work of Dolgushev [15] shows that Kontsevich’s deformation
quantization of a given Poisson structure will be a Calabi–Yau algebra if and
only if the Poisson structure is unimodular in the sense of Weinstein [50], and
so Theorem 1.1 can be deduced from the related
Theorem 1.2. The variety parametrizing unimodular quadratic Poisson struc-
tures in four dimensions has exactly six irreducible components.
In Section 3, we give explicit formulae for the generic Poisson brackets in
each component. This classification of Poisson brackets is a consequence of
the celebrated work of Cerveau and Lins Neto [13] regarding codimension-one
foliations on P3 and the recent refinements of Loray, Pereira and Touzet [34],
together with the well-known correspondence between homogeneous quadratic
Poisson structures and Poisson structures on projective space [7, 37], which we
review. The Poisson structures on P3 corresponding to the algebras in Table 1
are illustrated in Figure 1.
As indicated, most of the algebras in Table 1 are familiar from the literature.
Remarkably, in order to obtain the full classification, only one more family—
namely E(3)—is required. The generic algebras in the family E(3) are all iso-
morphic, and can be obtained using the universal deformation formula of Coll,
Gerstenhaber and Giaquinto [14] associated with actions of the two-dimensional
3
L(1, 1, 1, 1) R(2, 2) S(2, 3)
L(1, 1, 2) R(1, 3) E(3)
Figure 1: Real slices of Poisson structures on P3, one from each irreducible
component in the classification. The blue surfaces represent symplectic leaves,
while the red curves represent one-dimensional components of the zero locus.
For ease of plotting, the L(1, 1, 1, 1), L(1, 1, 2) and S(2, 3) examples shown here
were chosen to have algebraic symplectic leaves. They therefore do not represent
“generic” elements of the corresponding families. Nevertheless, they do exhibit
several features of the generic geometry (such as the blue planes and red lines
in the L(1, 1, 1, 1) case).
nonabelian Lie algebra. Therefore, as we explain in Section 4, we can view the
quantization through the lens of equivariant geometry. We find that the cor-
responding quantum P3 contains three commutative rational curves—a line, a
plane conic, and a twisted cubic—corresponding to various embeddings of P1
in its symmetric power. In addition to these curves, one also finds a pencil of
noncommutative sextic surfaces whose classical limits are the level sets of the
j-invariant. Finally, the Schwarzenberger bundles [41], which served as early ex-
amples of indecomposable vector bundles on projective space, quantize to give
graded bimodules over the E(3) algebra.
Outline: The paper is organized as follows. In Section 2, we review some
basic facts about deformations of quadratic algebras and their semiclassical
limits with a view towards noncommutative projective geometry. We discuss
Calabi–Yau algebras, their superpotentials, their role as unique homogeneous
coordinate rings for quantum Pns, and their connection with the unimodularity
condition for Poisson structures. Most of this discussion consists of collecting
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results that are already in the literature, but we hope that the presentation may
yet be of some value. With these ideas in place, all that remains in order to
complete the proof of Theorem 1.1 is to give normal forms for the algebras in
Table 1 and compare their semiclassical limits with the foliations classified by
Cerveau and Lins Neto. This task is the subject of Section 3. We close the
paper in Section 4 with a brief discussion of the equivariant geometry of the
E(3) algebra and related examples.
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ate Scholarship (Doctoral), the University of Toronto, McGill University and
EPSRC Grant EP/K033654/1. Significant advances occurred during visits to
the Mathematical Sciences Research Institute for workshops associated with the
program on Noncommutative Algebraic Geometry and Representation Theory.
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2 Reduction to the semi-classical limits
2.1 Quadratic deformations
It is common in noncommutative projective geometry (see, e.g., [2, 3, 45]) to
describe quantum versions of projective space and other projective varieties
by their homogeneous coordinate rings. Just as classical projective space Pn
corresponds to the polynomial ring C[x0, . . . , xn], graded so that the degree
of each generator xi is equal to one, a quantum projective space should be
described by a noncommutative graded algebra A =
⊕
k≥0 Ak that resembles a
polynomial ring as much as possible. We focus in this paper on the case when
A arises as a deformation of the usual product on the polynomial ring, following
the approach of Bondal [7] and Kontsevich [29].
We begin by viewing the polynomial ring as a quotient of the free algebra
by a two-sided ideal:
C[x0, . . . , xn] =
C 〈x0, . . . , xn〉
(xixj − xjxi)0≤i<j≤n
The key point is that the ideal of relations is generated by r =
(
n+1
2
)
homoge-
5
neous quadratic expressions in x0, . . . , xn that express the commutativity of the
variables. More invariantly, we may consider a vector space V and present its
symmetric algebra as a quotient
S•V = T•V/(Λ2V).
of the tensor algebra by the ideal generated by the skew-symmetric two-tensors.
We therefore construct quantizations of the homogeneous coordinate ring by
deforming the subspace Λ2V ⊂ V ⊗ V to a new element R ∈ Gr(r,V ⊗ V) of the
relevant Grassmanian. In other words, we deform A as a quadratic algebra .
Such a deformation will always produce a new graded algebra A = T•V/(R) =⊕
k≥0 Ak with scalars A0 = C and generators A1 = V, but we wish to select
the deformations that have the same “size” as the polynomial ring, in the sense
that the Hilbert series HA(t) =
⊕
k≥0(dim Ak)t
k is equal to (1− t)−n−1.
Example 2.1. Choose constants qij ∈ C× for 0 ≤ i < j ≤ n. We can then form
the skew polynomial ring
A =
C 〈x0, . . . , xn〉
(xixj − qijxjxi)0≤i<j≤n .
The monomials of the form xk00 · · ·xknn clearly form a basis for A, and hence A
has the same Hilbert series as the polynomial ring.
If we choose an integer K ≥ 0 and look at algebras for which HA(t) =
(1− t)−n−1 mod tK+1 (i.e. algebras for which the dimensions are correct up to
degree K), we are imposing a collection of algebraic equations on the coefficients
in the relations, and so we obtain a closed subscheme
QA(V,K) ⊂ Gr(r,V ⊗ V) .
The set of all quadratic algebras with the correct Hilbert series is therefore
QA(V) =
⋂
K≥3
QA(V,K).
This set is obviously non-empty because it contains the point CommV = Λ
2V ∈
QA(V) that corresponds to the polynomial ring. A result of [16], known as the
Koszul deformation principle (see also [38, Theorem 2.1]), implies that for every
K ≥ 3, the subvariety QA(V,K) ⊂ QA(V, 3) contains an open neighbourhood
of CommV in QA(V, 3). Hence the germ of QA(V, 3) at the point CommV can
be viewed as the moduli space parametrizing germs of deformations of S•V as a
Koszul quadratic algebra with Hilbert series (1− t)−n−1 and fixed vector space
V of generators [7, 28]. Since S•V is the ring of functions on the dual vector
space V∗, we can think of this germ as parametrizing quantum deformations of
the variety V∗ that are compatible with the action of C× by rescaling.
Definition 2.2. The germ QDef(V) of QA(V, 3) at CommV is the space of
homogeneous quantum deformations of V∗.
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If ?~ is a family of products on C[x0, . . . , xn] that specializes to the usual
product when ~ = 0, we can take the semiclassical limit
{f, g} = d
d~
∣∣∣∣
~=0
(f ?~ g − g ?~ f)
to obtain a Poisson bracket. Similarly, for quadratic deformations as above, the
semiclassical limits of the relations give rise to quadratic Poisson brackets:
{xi, xj} =
n∑
k,l=0
cklijxkxl
for constants cklij ∈ C. Invariantly, the Poisson structure is determined by a
linear map Λ2V → S2V that specifies the bracket on generators. The Jacobi
identity imposes a set of homogeneous quadratic equations on the coefficients
cklij , and so the space of quadratic Poisson structures is given by a subscheme
PB(V) ⊂ Λ2V∗ ⊗ S2V
that is invariant under rescaling, i.e. a cone.
The process of taking semi-classical limits identifies PB(V) with the tangent
cone of QDef(V) [7]. Kontsevich has proved as a consequence of his formality
theorem that this tangent cone contains all of the information necessary for a
complete description of QDef(V):
Theorem 2.3 ([28, Proposition 6]). The identification of PB(V) with the tan-
gent cone of QDef(V) extends to an isomorphism Germ(PB(V), 0) ∼= QDef(V)
of analytic germs.
In fact, Kontsevich works with formal neighbourhoods rather than analytic
germs, and conjectures that the formal isomorphism he constructs is actually
analytic. The status of this conjecture is unclear, but by combining Kontsevich’s
formal isomorphism with Artin’s approximation theorem [1], we can deduce that
there exists some analytic isomorphism as in the theorem. This analytic isomor-
phism may, in principle, be different from the formal isomorphism constructed
by Kontsevich.
Corollary 2.4. The process of taking semiclassical limits gives a bijection be-
tween the set of irreducible components of QDef(V) and those of PB(V).
Proof. The statement is true at the level of germs. It therefore suffices to
observe that because PB(V) is a cone with vertex the zero Poisson structure,
the irreducible components of the germ of PB(V) at 0 are in bijection with the
irreducible components of PB(V) itself.
2.2 Descent to projective space and the Calabi–Yau con-
dition
The homogeneous coordinate ring of a projective variety depends on the ample
line bundle used to embed it in projective space. For projective space itself,
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there is a natural choice given by the ample generator of the Picard group, and
the result is the polynomial ring.
However, in the noncommutative setting, there is more room for ambiguity.
Namely, because there is no underlying topological space in noncommutative
geometry, it is generally understood that a quantum projective variety is best
described by its abelian category of quasi-coherent sheaves [3]. This category
can be obtained as a quotient of the category of graded left (or right) modules
over the homogeneous coordinate ring. Since different rings may have equivalent
module categories, it is perfectly possible, and indeed common, for two graded
rings A to describe the same quantum projective variety Proj(A).
This extra equivalence relation is (essentially) implemented by the formation
of so-called Zhang twists [52], in which a graded algebra A =
⊕
k≥0 Ak is
twisted by an automorphism σ : A → A to obtain a new algebra Aσ whose
underlying graded vector space is the same. The new product •σ is given by
the formula
f •σ g = fσk(g)
for f ∈ Ak and g ∈ A, and a similar formula allows one to twist any graded
A-module. Thus, the process of twisting does not change the category of graded
modules and so Proj(A) and Proj(Aσ) are equivalent as quantum varieties.
Example 2.5. The automorphism σ of C[x, y] that sends x to itself and y to
y − x produces the Zhang twist
C[x, y]σ ∼= C 〈x, y〉 /(xy − yx+ x2),
commonly known as the Jordan plane. Even though this algebra is noncom-
mutative, it should still be viewed as a homogeneous coordinate ring for the
classical projective line P1.
In order to remove this ambiguity, one can use the notion of a Z-algebra [6],
or put further constraints on the algebra A. We do so here using the notion of a
Calabi–Yau algebra [21] and its twisted version. This condition is homological
in nature and closely related to noncommutative Poincare´ duality. Since we
work with graded rings, the twisted Calabi–Yau condition is equivalent to AS
regularity [40, Lemma 1.2], but the (untwisted) Calabi–Yau condition is strictly
stronger. We will not need the precise formulation here; we simply require the
Theorem 2.6 ([5, 17, 18]). A Koszul algebra A is Calabi–Yau (respectively,
twisted Calabi–Yau) if and only if it is derived from a superpotential (resp.,
twisted superpotential) whose associated complex is exact.
For our purposes, a superpotential on a vector space V of dimension d will
be an element Φ ∈ V⊗d such that cyc(Φ) = (−1)dΦ, where cyc : V⊗d → V⊗d is
the linear automorphism that cyclically permutes the tensor factors. Similarly,
a twisted superpotential Φ ∈ V⊗d satisfies cyc(Φ) = (−1)d(Q ⊗ 1 ⊗ · · · ⊗ 1)Φ
for some linear automorphism Q ∈ GL(V). More generally, one can consider
superpotentials that are tensors of other degrees, but we shall not do so here.
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From a (possibly twisted) superpotential Φ, we obtain a quadratic algebra
by “differentiating” as follows: denote by ∂kΦ ⊂ V⊗(d−k) the subspace given by
contracting the first k factors of Φ with (V∗)⊗k. Then ∂d−2Φ gives a subspace
of V ⊗ V, and hence gives the relations for a quadratic algebra A. The tensor
Φ should be thought of as a volume form on the noncommutative affine variety
corresponding to A. Using the rest of the subspaces ∂kΦ, which serve as dif-
ferential forms of lower degree, one obtains the complex of A-bimodules whose
exactness is mentioned in the theorem.
Example 2.7 ([21]). For the case V ∼= C3 with basis x, y, z, consider the tensor
Φ = a(xyz + yzx+ zxy) + b(xzy + zyx+ yxz) + c(x3 + y3 + z3),
where we have omitted the symbol ⊗ for the tensor product. The contraction
with the dual basis vector ∂x in the first factor gives the “derivative”
∂xΦ = ayz + bzy + cz
2,
and similarly for ∂y and ∂z. The resulting algebra is the well-known three-
dimensional Skylanin algebra
A =
C 〈x, y, z〉axy + byx+ cz2,ayz + nzy + cx2,
azx+ bxz + cy2

of [2, 4], which describes a nontrivial family of quantum deformations of P2.
The key fact about twisted superpotentials that allows us to remove the
ambiguity in the homogeneous coordinate rings is that, for a Koszul, twisted
Calabi–Yau algebra, the automorphism Q ∈ GL(V) in the definition is unique.
Moreover, given a dth root σ of Q, one can perform a Zhang twist by σ to
replace Q with the identity [18, Sections 3 and 7]; see also [23, 24, 40] for related
constructions. Since any Q sufficiently close to the identity will have a dth root
that depends analytically on Q, it follows that any sufficiently small analytic
deformation of the polynomial ring as a Koszul twisted Calabi–Yau algebra
can be Zhang twisted to an analytic family of Koszul Calabi–Yau algebras,
and that this family of Calabi–Yau algebras is unique up to isomorphism. We
therefore obtain a canonical choice for the homogeneous coordinate rings of
the corresponding quantum projective spaces. As a result, we may restrict our
attention to the deformations that are Calabi–Yau:
Definition 2.8. For a vector space V, the space of quantum deformations
of P(V∗) is the closed subgerm QDef0(V) ⊂ QDef(V) parametrizing deforma-
tions of the polynomial ring as a Koszul Calabi–Yau algebra, i.e. deformations
that are derived from a superpotential with no twist.
Thus our main result (Theorem 1.1) describes the irreducible components of
QDef0(V) in the case when dim V = 4.
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Dolgushev [15] has shown that quantization relates the Calabi–Yau condi-
tion for noncommutative algebras to the unimodularity condition for Poisson
structures. Similarly, Shoikhet [42] has shown that quantization is compatible
with Koszul duality. Since the superpotential for a Koszul Calabi–Yau algebra
can be computed as a product in the Koszul dual algebra, we can combine their
results with Theorem 2.3 and Corollary 2.4 to deduce the
Proposition 2.9. The following statements hold:
1. The process of taking semiclassical limits identifies the tangent cone of
QDef0(V) at CommV with the subscheme PB0(V) ⊂ PB(V) consisting of
those quadratic Poisson structures that are unimodular.
2. This identification extends to an isomorphism Germ(PB0(V), 0) ∼= QDef0(V)
of analytic germs.
3. Taking semiclassical limits gives a bijection between the set of irreducible
components of QDef0(V) and those of PB0(V).
We recall that a Poisson structure on a manifold X is unimodular if there
is a volume form on X that is invariant under all Hamiltonian flows [50]. It is
known [7, 33] that a quadratic Poisson structure {·, ·} ∈ PB(V) can be uniquely
decomposed as
{f, g} = {f, g}unim + Z(f)E(g)− E(f)Z(g)
where {·, ·}unim is a unimodular quadratic Poisson structure, E is the Euler
derivation E(f) =
∑n
i=0 xi∂xif and Z is a homogeneous derivation (a linear
vector field) that is an infinitesimal symmetry of {·, ·}unim.
Since a quadratic Poisson structure is invariant under the action of C× on
the manifold V∗, it descends to a Poisson structure on P(V∗). Conversely,
a Poisson structure on projective space can always be lifted to a quadratic
Poisson structure [7, 37]. The decomposition above implies that there is a
unique unimodular lift, and that the other lifts differ by a term involving an
infinitesimal symmetry Z. Thus Z is the infinitesimal version of the Zhang
twist σ in the quantum case. The output of this discussion is the following
result, which we shall apply in the next section in order to complete the proof
of Theorem 1.1:
Theorem 2.10. Taking semiclassical limits gives a bijection between the set of
irreducible components of QDef0(V) and the set of irreducible components of the
variety parametrizing Poisson structures on P(V∗).
3 Deformations of P3
We now focus our attention on the quantum deformations of P3, i.e. the case
in which the vector space V of generators of the algebra has dimension four.
Throughout this section x0, . . . , x3 will be a basis for V. In this case, one
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can show using the Batalin–Vilkovisky formalism [37, 51] that any unimodular
quadratic Poisson structure may be written uniquely as
{f, g} = df ∧ dg ∧ dα
dx0 ∧ dx1 ∧ dx2 ∧ dx3 (1)
for a one-form α = α0dx0+α1dx1+α2dx2+α3dx3 that satisfies the integrability
condition α∧dα = 0, and whose coefficients are homogeneous cubic polynomials
satisfying
∑3
i=0 xiαi = 0.
At the level of the projective space P3, this one-form can be viewed as
an integrable section α′ ∈ H0(P3,Ω1P3(4)); the Poisson bivector field on P3
corresponding to {·, ·} is obtained through the identification Ω1P3(4) ∼= Λ2TP3
induced by the volume form dx0∧dx1∧dx2∧dx3. In particular, the symplectic
leaves of the Poisson structure on P3 are the leaves of the foliation defined by the
kernel of α′. Remarkably, the irreducible components in the space parametrizing
such foliations have been completely described in celebrated work of Cerveau
and Lins Neto:
Theorem 3.1 ([13]). For n ≥ 3, the variety parametrizing integrable global
sections of Ω1Pn(4) has exactly six irreducible components, called L(1, 1, 1, 1),
L(1, 1, 2), R(2, 2), R(1, 3), S(2, 3) and E(3). Moreover, there are explicit formulae
for the cubic one-forms that define each component.
Strictly speaking, Cerveau and Lins Neto dealt with the case of foliations
whose singular set has no components of dimension larger than one, but recent
work by Loray, Pereira and Touzet [34] shows that all of the other foliations
corresponding to Poisson structures lie in the closures of the families considered
by Cerveau and Lins Neto. Moreover, they described similar results for the
other Fano threefolds of Picard rank one. The components R(2, 2) and R(1, 3)
were also examined by Polishchuk [37], where they were identified as giving the
only examples of Poisson structures on P3 whose zero locus contains a smooth
curve as a connected component.
In what follows, we use the explicit description of the components in the
space of foliations to give similar descriptions of the Poisson brackets. For each
component, we select a Zariski open set of suitably generic foliations and put
the corresponding one-forms into a normal form. We then compute the brackets
via (1), obtaining normal forms for the unimodular quadratic Poisson struc-
tures. We therefore have an explicit description of the irreducible components
in PB0(V) as per Theorem 1.2.
With these normal forms for the Poisson brackets in hand, we are able to
find normal forms for the corresponding quantizations, and to deduce that they
are Koszul and Calabi–Yau with Hilbert series (1− t)−4. The Koszul condition
is easily checked since most of the algebras are already known. In order to prove
that they are Calabi–Yau, we simply exhibit their superpotentials and appeal
to the following
Lemma 3.2. Let A = T•V/(R) be a Koszul algebra that is derived from a
superpotential Φ and has the same Hilbert series as the polynomial ring in four
variables. If ∂3Φ = V, then A is Calabi–Yau.
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Proof. See the proof of [5, Proposition 7.1], where the lemma is used implicitly
to prove that the Sklyanin algebras are Calabi–Yau.
In this way, we obtain six irreducible families of flat deformations of S•V
as a Koszul Calabi–Yau algebra. The semiclassical limits of these six families
are the given six families of unimodular Poisson structures, so it follows from
Theorem 2.10 that these deformations describe all of the irreducible components
of QDef0(V), proving Theorem 1.1.
In writing the superpotentials, we use the symbol  to denote a sum over
cyclic permutations of tensor factors, weighted by alternating signs. Thus, for
example,
x0x1x
2
2 +  = x0x1x22 − x1x22x0 + x22x0x1 − x2x0x1x2.
We also use the symbols [·]+ and [·]− to denote symmetrization and anti-
symmetrization of monomials. Thus, for example
[x0x1x2]
+ = x0x1x2 + x0x2x1 + x1x0x2 + x1x2x0 + x2x0x1 + x2x1x0
and
[x0x1x2]
− = x0x1x2 − x0x2x1 − x1x0x2 + x1x2x0 + x2x0x1 − x2x1x0.
For brevity, we include only the details about the Poisson structures and their
quantizations that are necessary for the proof of Theorem 1.1. We have also
omitted several routine calculations, many of which were performed with the
aid of a computer.
3.1 The L(1, 1, 1, 1) component
Poisson structure
Consider the family of cubic one-forms on V∗ having of the form
α = x0x1x2x3
3∑
i=0
ai
dxi
xi
,
where a0, . . . , a3 ∈ C are constants such that
∑3
i=0 ai = 0. The corresponding
family of Poisson brackets has the form
{xi, xi+1} = (−1)i(ai+3 − ai+2)xixi+1
{xi, xi+2} = (−1)i(ai+1 − ai+3)xixi+2
(2)
where the indices are taken modulo four. The closure of the GL(V)-orbit of
this family is the component L(1, 1, 1, 1) in the space PB0(V) of unimodular
quadratic Poisson structures.
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Quantization
From the form of the Poisson brackets, it is clear that the quantizations should
be skew polynomial rings—that is, algebras with four degree-one generators
x0, x1, x2, x3 and quadratic relations xixj = pijxjxi, where pij = p
−1
ji ∈ C×.
Any such algebra is Koszul, but only certain choices of the constants pij will
produce a Calabi–Yau algebra [40, Example 5.5], namely those for which the
relations may be written
xixi+1 =
(
qi+3
qi+2
)(−1)i
xi+1xi
xixi+2 =
(
qi+1
qi+3
)(−1)i
xi+2xi
(3)
where q0, . . . , q3 ∈ C∗ satisfy
∏3
i=0 qi = 1, and again the indices are taken
modulo four. This algebra is given by the following superpotential:
ΦL(1,1,1,1) =
q0q2
q1q3
x0x1x2x3 − q2q3x0x1x3x2 −
q2
q1
x0x2x1x3
+ q0q1x0x2x3x1 +
q0
q3
x0x3x1x2 − x0x3x2x1+ 
where  denotes a supercyclic sum—the sum over cyclic permutations of the
given expression, with appropriate signs.
If we set qi = e
~ai for 0 ≤ i ≤ 3, then the Poisson brackets (2) are obtained
as the semi-classical limit ~→ 0 of the relations (3). This product is essentially
the Moyal–Vey quantization [36, 49].
3.2 The L(1, 1, 2) component
Poisson structure
Choose a homogeneous quadratic polynomial g ∈ S2V and consider the family
of cubic one-forms
α = x0x1g
(
a0
dx0
x0
+ a1
dx1
x1
+ b
dg
g
)
,
where a0, a1, b ∈ C are constants such that a0 + a1 + 2b = 0.
Generically, we can put this data into a normal form as follows. We make
the assumption that g is non-degenerate, and that the dual quadratic form
g−1 ∈ S2V∗ restricts to a nondegenerate form on the span of x0 and x1; this
assumption defines a Zariski open set in the space of quadratic forms. By
adjusting the coefficients a0, a1 and b, we may rescale x0 and x1 so that the
inner products are g−1(x0, x0) = g−1(x1, x1) = 1 and g−1(x0, x1) = λ ∈ C,
where λ is arbitrary. We may then choose our remaining basis vectors x2, x3 so
that
g = x20 +
λ
2x0x1 + x
2
1 + x2x3.
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Computing the bracket from the one-form using (1) and setting c0 = a0− b and
c1 = a1 − b gives the normal form for the Poisson brackets:
{x0, x1} = 0 {x2, x3} = (c0 − c1)
(
x20 + λx0x1 + x
2
1 + x2x3
)
{x0, x2} = c0x0x2 {x1, x2} = −c1x1x2
{x0, x3} = −c0x0x3 {x1, x3} = c1x1x3,
(4)
with c0, c1, λ ∈ C. The component L(1, 1, 2) ⊂ PB0(V) in the space of unimod-
ular quadratic Poisson brackets is the closure of the GL(V)-orbit of this normal
form.
Quantization
Most of the Poisson brackets in (4) resemble the brackets from the L(1, 1, 1, 1)
case, for which the quantization is a skew-polynomial ring. We therefore look
for Calabi–Yau algebras with relations of the form
x1x0 = x0x1 x3x2 = p
−1
0 p1 x2x3 + F
x2x0 = p
−1
0 x0x2 x3x0 = p0 x0x3
x2x1 = p1 x1x2 x3x1 = p
−1
1 x1x3
(5)
with F a quadratic polynomial in x0 and x1. These relations are readily seen
to be of the form described by Cassidy, Goetz and Shelton in [11, Theorem
1.1]. In particular, they define a Koszul, Artin–Schelter regular algebra with
Hilbert series (1− t)−4. A computer calculation shows that this algebra will be
Calabi–Yau exactly when
F = (p1 − p0)(x20 + λx0x1 + x21) + (1− p20)x20 + (p21 − 1)x21
for some λ ∈ C, in which case the algebra is determined by the superpotential
ΦL(1,1,2) = (1− p0 + p1 − p20)x30x1 + λ2 (p1 − p0)x0x1x0x1
+ (p21 − p0 + p1 − 1)x0x31 + p1p−10 x0x1x2x3 − x0x1x3x2
− p−10 x0x2x1x2 + p1p−10 x0x2x3x1 + p1 x0x3x1x2 − x0x3x2x1
+  .
Setting pi = e
~ci for i = 0, 1 and taking the semi-classical limit ~→ 0 recovers
the Poisson brackets (4).
3.3 The R(2, 2) component
Poisson structure
Given a pair of homogeneous quadratic forms g1, g2 ∈ S2V we may define a
cubic one-form on V∗ by
α = g1 dg2 − g2 dg1.
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Such one-forms define a Zariski open set in the irreducible component R(2, 2)
of the space of degree-two foliations on P(V∗). We now seek a normal form for
the Poisson brackets.
Clearly α depends only on the element g1 ∧ g2 ∈ Λ2(S2V∗), or up to scale,
on the pencil of quadrics in P(V∗) spanned by g1 and g2. Recall that every
sufficiently generic pencil of quadrics is equivalent to one in which g1 and g2
have the form
g1 = x
2
1 + x
2
2 + x
2
3
g2 = x
2
0 + a1x
2
1 + a2x
2
2 + a3x
2
3
with a1, a2, a3 ∈ C satisfying a1 + a2 + a3 = 0. Using (1), we arrive at the
Poisson brackets
{x0, x1} = (a3 − a2)x2x3 {x2, x1} = x0x3
{x0, x2} = (a1 − a3)x3x1 {x3, x2} = x0x1
{x0, x3} = (a2 − a1)x1x2 {x1, x3} = x0x2,
(6)
giving the famous Skylanin Poisson structure [43].
We remark that every scalar multiple of this Poisson structure is equivalent
to another one of the same form via the substitution x0 → cx0 with c ∈ C∗.
Hence the closure of the GL(V)-orbit of this normal form defines the component
R(2, 2) ⊂ PB0(V) in the space of unimodular quadratic Poisson structures.
Quantization
The quantizations of the generic Poisson structures in this component are the
Sklyanin algebras [43], which appear in the same paper as the Poisson brackets.
These algebras have been well studied; for example, they have Hilbert series
(1 − t)−4 and are Koszul and Calabi–Yau [5, 18, 44, 48], Moreover, various
modules have been constructed that correspond to the projective geometry of
the elliptic curve that is the base locus of the pencil of quadrics [32, 46]. For
completeness, we recall here the formulae for the relations and the superpotential
from [5, Section 7]. The elements
r1 = x0x1 − x1x0 − q1(x2x3 + x3x2) s1 = x0x1 + x1x0 − (x2x3 − x3x2)
r2 = x0x2 − x2x0 − q2(x1x3 + x3x1) s2 = x0x2 + x2x0 − (x3x1 − x1x3)
r3 = x0x3 − x3x0 − q3(x1x2 + x2x1) s3 = x0x3 + x3x0 − (x1x2 − x2x1)
(7)
in V ⊗ V give a basis for the space of relations, provided that the tuple of
constants (q1, q2, q3) ∈ C3 satisfies the equation
q1 + q2 + q3 + q1q2q3 = 0
and is not of the form (q1,−1, 1), (1, q2,−1) or (−1, 1, q3).
The corresponding superpotential is
ΦR(2,2) = κ1(r1s1 + s1r1) + κ2(r2s2 + s2r2) + κ3(r3s3 + s3r3),
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where the constants κ1, κ2, κ3 are determined by the equations
κi(1 + qi) = κi−1(1− qi−1),
with the indices i, i− 1 ∈ {1, 2, 3} taken modulo three.
3.4 The R(1, 3) component
Poisson structure
Given g ∈ S3V and x0 ∈ V, we obtain a cubic one-form on V∗ by the formula
α = 3g dx0 − x0 dg.
Such one-forms define the irreducible component R(1, 3) of PB0(V).
We obtain a normal form for the Poisson brackets as follows. On the hyper-
plane x3 = 0 in V
∗, we may choose coordinates x1, x2, x3 ∈ V and parameters
ν, λ ∈ C so that g has the Hesse form
g = ν3 (x
3
1 + x
3
2 + x
3
3)− λx1x2x3 mod x0.
Thus g is given by
g = ν3 (x
3
1 + x
3
2 + x
3
3)− λx1x2x3 +Q(x1, x2, x3)x0 + L(x1, x2, x3)x20 + Cx30
where L and Q homogeneous of degrees 1 and 2, respectively, and C ∈ C.
Provided that Q and L are suitably generic, a coordinate change of the form
xi 7→ xi + tix0 for 1 ≤ i ≤ 3 allows us to assume that L = 0, i.e., that g has the
simpler form
g = ν3 (x
3
1 + x
3
2 + x
3
3)− λx1x2x3 +Q′(x1, x2, x3)x0 + Cx30.
(A similar argument was used in [31] to find normal forms in the quantum case.)
Since the Poisson structure only depends on
dα = 4dg ∧ dx0
we may subtract Cx30 from g without changing the Poisson structure. Hence,
we may assume that
g = ν3 (x
3
1 + x
3
2 + x
3
3)− λx1x2x3 +Q(x1, x2, x3)x0
without loss of generality. Let us write
Q(x1, x2, x3) =
1
2
3∑
i=1
3∑
j=1
bijxixj
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for constants bij ∈ C with bij = bji. Using (1), we obtain the following normal
form for the corresponding Poisson brackets:
{x0, x1} = 0 {x2, x1} = λx3x1 − νx23 −
3∑
j=1
b1jxjx0
{x0, x2} = 0 {x3, x2} = λx3x2 − νx21 −
3∑
j=1
b2jxjx0
{x0, x3} = 0 {x1, x3} = λx1x3 − νx22 −
3∑
j=1
b3jxjx0
(8)
with ν, λ ∈ C and b = (bij) ∈ C3×3 a symmetric matrix.
Quantization
Since x0 is a Casimir (central) element for the Poisson bracket on C[x0, x1, x2, x3],
the bracket is a central extension of a Poisson bracket on C[x1, x2, x3]. Corre-
spondingly, the quantization should be a central extension of an Artin–Schelter
regular algebra with Hilbert series (1− t)−3. Such algebras were studied in [31],
where they are shown to be Koszul and one finds (essentially) the following form
for the relations:
[x0, x1] = 0 [x2, x1] = λ(x2x1 + x1x2)− νx23 −
3∑
j=1
b1jxjx0
[x0, x2] = 0 [x3, x2] = λ(x3x2 + x2x3)− νx21 −
3∑
j=1
b2jxjx0
[x0, x3] = 0 [x1, x3] = λ(x1x3 + x3x1)− νx22 −
3∑
j=1
b3jxjx0,
(9)
for constants λ, ν ∈ C and a symmetric matrix b = (bij) ∈ C3×3. Clearly, the
semi-classical limit of this family of noncommutative algebras, given by sending
λ, ν, b→ 0, is the Poisson structure (8).
We observe that these algebras are Calabi–Yau, being given by the following
superpotential:
ΦR(1,3) =
1
4 [x0x1x2x3]
− + ν x0(x31 + x
3
2 + x
3
3)− λx0[x1x2x3]+
+ 12x0
n∑
i=1
n∑
j=1
bij [x0xixj ]
++  .
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3.5 The S(2, 3) component
Poisson structure
The one-forms that define the component S(2, 3) are those that are pulled back
by a linear projection V∗ → C3. Thus, in appropriate coordinates, they have
the form
α = f1 dx1 + f2 dx1 + f3 dx1,
where the homogeneous cubic polynomials f1, f2, f3 depend only on x1, x2 and
x3.
Thus the derivative has the form
dα = g1 dx2 ∧ dx3 + g2 dx3 ∧ dx1 + g3 dx1 ∧ dx2
for quadratic functions g1, g2, g3. Computing the Poisson brackets using (1),
we see that x1, x2 and x3 must pairwise Poisson commute, and the remaining
Poisson brackets q1 = {x0, x1}, q2 = {x0, x2} and q3 = {x0, x3} depend only on
x1, x2 and x3. In other words, this Poisson algebra is an Ore extension of the
trivial Poisson structure on C[x1, x2, x3] by the derivation
X = g1∂x1 + g2∂x2 + g3∂x3 .
We note that the unimodularity of the Poisson bracket is equivalent to the
requirement that this vector field X be divergence-free.
If we projectivize C3, the derivation X corresponds to an OP2(1)-valued vec-
tor field Z ∈ H0(P2,X 1P2(1)) via the Euler sequence on P2. Since c2(X 1P(2)(1)) =
7, such a section will vanish at exactly 7 distinct points in P2, provided that
X is suitably generic; in fact, the section is determined up to rescaling by
these seven points [9]. Applying a linear automorphism, we may assume that
three of these points are [1, 0, 0], [0, 1, 0] and [0, 0, 1]. Correspondingly, X ∧ E
must vanish on the lines through (1, 0, 0), (0, 1, 0) and (0, 0, 1) in C3. Here,
E = x1∂x1 + x2∂x2 + x3∂x3 is the Euler vector field. With this constraint, one
can readily compute that the components of X must have the form
qi = aix
2
i + xi(bixi+1 + cixi−1) + dixixi−1
for constants ai, bi, ci, di ∈ C with the index i ∈ {1, 2, 3} taken modulo three.
The vector field X is divergence-free if and only if
2ai + bi−1 + ci−2 = 0
for all i. Assuming ai 6= 0 for all i, applying the transformation xi 7→ a−1i xi and
relabelling the other parameters, we arrive at the following normal form for the
Poisson brackets:
{x0, x1} = x21 + x1(b1x2 + c1x3) + d1x2x3 {x2, x3} = 0
{x0, x2} = x22 + x2(b2x3 + c2x1) + d2x3x1 {x3, x1} = 0
{x0, x3} = x23 + x3(b3x1 + c3x2) + d3x1x2 {x1, x2} = 0
(10)
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where bi, ci, di ∈ C for 1 ≤ i ≤ 3 satisfy
bi + ci−1 = −2
for all i. The closure of the GL(V)-orbit of this family gives the component
S(2, 3) ⊂ PB0(V) in the space of unimodular quadratic Poisson structures.
Quantization
Corresponding to the fact that the Poisson structure (10) is a Poisson Ore
extension of the trivial Poisson structure on C[x1, x2, x3], its quantization is a
graded Ore extension of the polynomial ring and is therefore Koszul [12].
The relations for the quantization take the same form as the Poisson brack-
ets:
[x0, x1] = x
2
1 + x1(b1x2 + c1x3) + d1x2x3 [x2, x3] = 0
[x0, x2] = x
2
2 + x2(b2x3 + c2x1) + d2x3x1 [x3, x1] = 0
[x0, x3] = x
2
3 + x3(b3x1 + c3x2) + d3x1x2 [x1, x2] = 0
(11)
where bi, ci, di ∈ C for 1 ≤ i ≤ 3 satisfy
bi + ci−1 = −2
for all i.
Define the tensors Q1, Q2, Q3 ∈ V⊗2 by
Qi =
1
8 (3bi + ci−1)(xixi+1 + xi+1xi) +
1
8 (3ci + bi+1)(xixi+2 + xi+2xi)
+ 14di(xi+1xi+2 + xi+2xi+1)
with the indices i, i + 1, i + 2 ∈ {1, 2, 3} taken modulo 3. Then the following
tensor is a superpotential for these algebras:
ΦS(2,3) =
1
4
[x0x1x2x3]
− +Q1(x3x2 − x2x3)
+Q2(x1x3 − x3x1) +Q3(x2x1 − x1x2)+  .
We conclude that these algebras are Calabi–Yau.
3.6 The E(3) component
Poisson structure
The final component in the classification is the one that Cerveau and Lins–Neto
call the exceptional component E(3). The Poisson structure is defined as follows:
in a basis x0, x1, x2, x3 ∈ V, consider the vector fields
X = − 54x0∂x0 − 14x1∂x1 + 34x2∂x2 + 74x3∂3
Y = 4x0∂x1 + 4x1∂x2 + 4x2∂x3 .
(12)
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on V∗. These vector fields satisfy the identity
[Y,X] = Y
and, as a result, the formula
{f, g} = X(f)Y (g)− Y (f)X(g)
for all f, g ∈ S•V defines a Poisson bracket. The elementary brackets are
{x0, x1} = 5x20 {x1, x2} = x21 + 3x0x2
{x0, x2} = 5x0x1 {x1, x3} = x1x2 + 7x0x3
{x0, x3} = 5x0x2 {x2, x3} = 7x1x3 − 3x22
(13)
This Poisson structure is rigid: any unimodular quadratic Poisson bracket that
is sufficiently close to this one differs from it by a linear change of variables
and therefore results in an isomorphic graded Poisson algebra. The component
E(3) ⊂ PB0(V) in the space of unimodular quadratic Poisson structures is the
closure of its GL(V)-orbit and contains nontrivial degenerations of this normal
form.
Quantization
The quantization of the Poisson bracket (13) can be obtained using the uni-
versal deformation formula of Coll, Gerstenhaber and Giaquinto [14], which we
presently recall.
Let A be a commutative C-algebra and let X,Y : A→ A be derivations such
that [Y,X] = Y . Define a map
? : A[[~]]⊗C A[[~]]→ A[[~]]
by the formula
f ? g =
∞∑
k=0
~kY k(f) ·
(
X
k
)
(g) (14)
where (
X
k
)
=
1
k!
X(X − 1) · · · (X − k + 1).
The result of [14] is that ? defines an associative product on A[[~]] whose semi-
classical limit ~→ 0 is the Poisson bracket
{f, g} = X(f)Y (g)− Y (f)X(g).
As it stands, the power series is merely formal, while we seek actual, convergent
deformations; we wish to set ~ = 1. Luckily, there is a useful criterion that can
be used to guarantee convergence. Recall that a derivation of Z : A → A is
locally nilpotent if for every a ∈ A there exists a k ∈ N such that Zk(a) = 0.
The following observation is immediate from the CGG formula (14):
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Lemma 3.3. If the derivation Y ∈ g acts locally nilpotent on A, then the CGG
formula for f ? g truncates to a polynomial in ~ for any f, g ∈ A, i.e., it defines
a map
A⊗C A→ A[~].
Evaluation at a particular value ~ ∈ C then gives an associative product
?~ : A⊗C A→ A.
It is straightforward to show using the commutation relation [Y,X] = Y that
for any ~ 6= 0, the C-linear automorphism e~X : A → A gives an isomorphism
between the products ?~ and ?1, and hence the quantizations for different values
of ~ 6= 0 are all isomorphic.
For the particular case of the E(3) Poisson structure, it is evident from
(12) that Y is locally nilpotent and so the lemma applies. Computing the
commutators and setting ~ = 1, we obtain the algebra with generators x0, . . . , x3
and relations
[x0, x1] = 5x
2
0
[x0, x2] = − 452 x20 + 5x0x1
[x0, x3] =
195
2 x
2
0 − 452 x0x1 + 5x0x2
[x1, x2] = − 32x0x1 + 3x0x2 + x21
[x1, x3] = 5x0x1 − 3x0x2 + 7x0x3 − 52x21 + x1x2
[x2, x3] = − 772 x0x2 − 772 x0x3 + 212 x1x2 + 7x1x3 − 3x22.
(15)
The sequence (x0, x1, x2, x3) is a normal regular sequence, and hence this algebra
is Koszul. It is derived from the following superpotential:
ΦE(3) =
75
2 x
3
0x1 − 100x30x2 − 25x30x3 − 754 x20x21 + 30x20x1x2 + 152 x20x1x3
+ 50x20x2x1 − 15x20x22 − 5x20x2x3 + 552 x20x3x1 + 5x20x3x2 − 6x0x1x0x1
+ 13x0x1x0x2 + 4x0x1x0x3 + 3x0x
3
1 − 92x0x21x2 − x0x21x3 − 12x0x1x2x1
+ 3x0x1x
2
2 + x0x1x2x3 − 6x0x1x3x1 − x0x1x3x2 + 8x0x2x0x2
+ 2x0x2x0x3 +
1
2x0x2x
2
1 − 2x0x2x1x2 − x0x2x1x3 + 3x0x22x1
+ x0x2x3x1 − x0x3x21 + x0x3x1x2 − x0x3x2x1+ 
In particular, it is Calabi–Yau, completing the description of the components of
QDef0(V).
4 Quantization of actions of the affine group
As explained in [8], the E(3) Poisson structure arises from an action of the group
G ∼= C× n C of automorphisms of P1 that preserve ∞ ∈ P1. In this section,
we briefly explain how this construction generalizes to other G-varieties, and
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how this viewpoint allows us to produce some interesting bimodules over the
quantizations.
Suppose that X is a projective variety carrying an action of G, and that L is
an ample invertible sheaf on X that is equipped with a G-equivariant structure.
For example, if X is Fano, then we can use the anticanonical line bundle. The
group G acts on the homogeneous coordinate ring
A(X,L) =
⊕
k≥0
H0
(
X,L⊗k)
by automorphisms that preserve the grading. Differentiating the G-action, we
obtain an action of the Lie algebra g = Lie(G) by homogeneous derivations as
in the previous section.
Lemma 4.1. The derivation Y acts locally nilpotently on A(X,L).
Proof. For k ≥ 0, consider the action of g on W = H0(X,L⊗k). We will
show that Y acts nilpotently on W. Indeed, W decomposes into generalized
eigenspaces for the action of X, and the relation [Y,X] = Y ensures that the
action of Y takes the generalized eigenspace with eigenvalue λ to the general-
ized eigenspace with eigenvalue λ − 1. Since W is finite-dimensional, there are
only finitely many nonzero generalized eigenspaces, and hence Y nW = 0 for
sufficiently large n.
As a result, we can apply Lemma 3.3 and conclude that for any value of
~ ∈ C, the CGG star product (14) defines an associate, noncommutative product
on A(X,L). We denote the corresponding graded ring by A(X,L, ~).
We see immediately that if Z ⊂ X is a G-equivariant subscheme, then the cor-
responding homogeneous ideal I ⊂ A(X,L) is also a two-sided ideal for A(X,L, ~).
Hence the embedding Z ⊂ X is quantized.
Similarly, if E is a G-equivariant sheaf on X, we can use the CGG formula to
make the graded vector space
M(X,L, E) =
⊕
k∈Z
H0
(
X,L⊗k ⊗ E)
into a bimodule over A(X,L, ~). Thus, for every ~ ∈ C, we have a functor which
takes G-equivariant sheaves on X to bimodules over A(X,L, ~). In particular,
the sheaves of differential forms and vector fields are quantized.
Example 4.2. Let X = Pn be the nth symmetric power of P1, on which G acts
diagonally. The ample line bundle L = OPn(1), being a root of the anti-canonical
bundle, carries a canonical action of G. We therefore obtain a quantization
A(Pn,OPn(1), ~) of the polynomial ring in n+ 1 variables.
For 1 ≤ k ≤ n, the embedding µk : P1 → Pn that sends the point p to the
degree-n divisor (n − k) · p + k · ∞ is G-equivariant, and therefore quantizes
to give commutative rational curves in the corresponding quantum Pn. When
n = 2, the curve µ2(P1) is a conic, and µ1(P1) is a line tangent to this conic, a
situation familiar from the classifications in [2, 6].
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When n = 3, we obtain the E(3) algebra of the previous section, which
contains three commutative rational curves: a twisted cubic, a plane conic and
a line that is tangent to both. The two-dimensional G-orbits are the symplectic
leaves of the corresponding Poisson structure and form a pencil of singular sextic
surfaces—the level sets of the j-invariant. Hence we obtain noncommutative
singular sextics, which is particularly interesting in light of the fact that there
are no Poisson structures on a smooth sextic.
Example 4.3. Let X = P1×Pn−1 where Pn−1 is viewed as the (n−1)st symmetric
power of P1 and G acts diagonally on X. The divisor D = {∞} × Pn−1 ⊂ X
is G-invariant and hence for every k ∈ Z, the sheaf OX(kD) has a canonical
G-equivariant structure. For k sufficiently large, its direct image under the
symmetrization map pi : P1×Pn−1 → Pn is an indecomposable vector bundle of
rank n, known as a Schwarzenberger bundle [41]. By the above procedure, we
can quantize the Schwarzenberger bundles to obtain graded bimodules for the
algebra A(Pn,OPn(1), ~) constructed in the previous example.
Example 4.4. In [34], one finds a classification of Poisson structures on Fano
threefolds of Picard rank one. Many of these Poisson structures are induced
by an action of the group G, and hence the procedure above can be used to
quantize them. Perhaps the most interesting example is the Mukai–Umemura
threefold, which is embedded in the 12th symmetric power P12 of P1. It is the
closure of the Aut
(
P1
)
-orbit of the divisor formed from the vertices of a regular
icosahedron.
Example 4.5. Let Γ ⊂ SL(2,C) be a finite subgroup and choose an embedding
G ⊂ SL(2,C). Then any equivariant compactification of SL(2,C) /Γ inherits a
G-action. SL(2,C)-equivariant bundles on such compactifications—particularly
P3 and the Mukai–Umemura threefold discussed above—play a central role in
Hitchin’s constructions [25, 26] of algebraic solutions of the sixth Painleve´ equa-
tion. It would be interesting to understand how those solutions are linked with
the corresponding quantum bimodules.
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