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PERSISTENCY OF ANALYTICITY FOR NONLINEAR WAVE
EQUATIONS: AN ENERGY-LIKE APPROACH
YANQIU GUO AND EDRISS S. TITI
Abstract. We study the persistence of the Gevrey class regularity of solutions to
nonlinear wave equations with real analytic nonlinearity. Specifically, it is proven
that the solution remains in a Gevrey class, with respect to some of its spatial vari-
ables, during its whole life-span, provided the initial data is from the same Gevrey
class with respect to these spatial variables. In addition, for the special Gevrey
class of analytic functions, we find a lower bound for the radius of the spatial an-
alyticity of the solution that might shrink either algebraically or exponentially, in
time, depending on the structure of the nonlinearity. The standard L2 theory for
the Gevrey class regularity is employed; we also employ energy-like methods for a
generalized version of Gevrey classes based on the ℓ1 norm of Fourier transforms
(Wiener algebra). After careful comparisons, we observe an indication that the ℓ1
approach provides a better lower bound for the radius of analyticity of the solu-
tions than the L2 approach. We present our results in the case of period boundary
conditions, however, by employing exactly the same tools and proofs one can ob-
tain similar results for the nonlinear wave equations and the nonlinear Schro¨dinger
equation, with real analytic nonlinearity, in certain domains and manifolds without
physical boundaries, such as the whole space Rn, or on the sphere Sn−1.
MSC Subject Classifications: 35L05, 35L72, 37K10.
Keywords: Gevrey class regularity, propagation of analyticity, nonlinear wave
equations.
Dedicated to Professor Neil Trudinger on the occasion of his 70th birthday.
1. Introduction
In this article we investigate the persistence of the Gevrey class regularity of solu-
tions to the nonlinear wave equation{
u+ u+ f(t, x, u,∇u, ut) = 0 in Tn = [0, 2π]n;
u(0) = u0, ut(0) = u1,
(1.1)
with periodic boundary condition on u, where f is periodic with respect to the spatial
variable x.
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Concerning the analytic regularity for (1.1), we shall mention a few results in the
literature. If f is real analytic in all its arguments and the initial data are real analytic,
then the classical Cauchy-Kowalewski Theorem asserts a unique real analytic solution
of (1.1) for t near 0. Ovsiannikov [24] and Nirenberg [21] generalized this theorem to
the case when the nonlinearity f is merely continuous in t with values as an analytic
function of the other variables. It is important to note that by these findings we only
know that the solution to (1.1) is analytic in a small neighborhood of t = 0. Later,
Alinhac and Metivier [1] improved this result by showing that the analyticity of the
solution to (1.1) lasts for as long as a classical solutions exists. Recently, Kuksin and
Nadirashvili [17] demonstrated a short and more transparent proof of this property
(and actually more general) based on the nonlinear semigroup generated by (1.1).
Nevertheless, none of the above mentioned results provide a lower estimate for the
radius of analyticity of the solution to the nonlinear wave equation (1.1). We attempt
to answer this question in the present paper by employing the well-developed Gevrey
class theory based on energy estimate tools.
Gevrey classes were introduced by Maurice Gevrey (1918) to generalize real analytic
functions. Briefly speaking, a Gevrey class is an intermediate space between the
spaces of C∞ functions and real-analytic functions. The tools and results developed in
this paper are concerned with Gevrey class functions in domains or manifolds without
boundaries; specifically, either periodic boundary conditions, the whole space or the
sphere. In literature, the Gevrey class energy-like technique has been a powerful
tool for studying the regularity of solutions to nonlinear evolution equations, such as
Navier-Stokes equations [4, 8, 11], parabolic PDE’s [7, 10, 15], and Euler equations
[16, 19]; see also [2] for persistence of analyticity of solutions of Euler equations in
domains with physical boundaries.
The authors of [18] investigated the analytic regularity of Euler-Voigt equations,
and provided rigorous justification to the formal tools and proofs that were intro-
duced in [19] (see also [14] for the analytic regularity of the attractor of the Navier-
Stoke-Voigt mode). Since the Euler-Voigt system behaves like a hyperbolic system
of equations, we are able to adopt the techniques of [18] to study the nonlinear wave
equation (1.1). Also we draw ideas from [10], in which the authors establish the
Gevrey class regularity of analytic solutions for general nonlinear parabolic equations
with analytic nonlinearity. Moreover, the authors of [16, 19, 22, 23] provide additional
tools for estimating lower bounds of the radius of analyticity of solutions to evolution
differential equations.
A function u ∈ C∞(Td) is said to be of Gevrey class s, for some s ≥ 1, if there exist
constants ρ > 0 and M <∞, such that for every x ∈ Td and every α ∈ Nd one has
|∂αu(x)| ≤M
(
α!
ρ|α|
)s
.
Next we shall introduce the Gevrey-Sobolev classes which will be used in this paper.
We set A :=
√
I −∆, thus Hp(Tn) = D(Ap) is the Sobolev space of functions with
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the periodic boundary condition. The norm of Hp is given by
‖u‖Hp(Tn) =
(∑
j∈Zn
|uj|2(1 + |j|2)p
) 1
2
,
where uj are the Fourier coefficients of u, i.e., u =
∑
j∈Zn uje
ij·x. A Gevrey-Sobolev
class of order s ≥ 1 is defined by D(ApeτA1/s), with its norm∥∥∥ApeτA1/su∥∥∥ = (∑
j∈Zn
|uj|2(1 + |j|2)pe2τ(1+|j|2)
1
2s
) 1
2
, s ≥ 1, (1.2)
where τ > 0. Throughout, ‖·‖ denotes the L2 norm. It is known that D(ApeτA1/s) is a
subclass of the Gevrey class s (cf. [19]). More importantly, for the special case s = 1,
the Gevrey-Sobolev class D(ApeτA), τ > 0, corresponds to the set of real analytic
functions with radius of analyticity bounded below by τ .
For the sake of clarity, throughout the paper we focus on functions in the Gevrey
class s = 1, i.e., the space of real analytic functions. Nonetheless, all results in this
manuscript equally hold for any Gevrey class s ≥ 1. Indeed, the main idea, as we
will see later, relies on the fact that
eτ(1+|m+j|
2)
1
2s ≤ eτ(1+|m|2)
1
2s · eτ(1+|j|2)
1
2s , for s ≥ 1.
It is important to stress that we are interested in initial data which are analytic in
merely some of its spatial variables, and aim to show the persistence of analyticity with
respect to these variables. To this end, we shall introduce a slightly modified Gevrey-
Sobolev class. Indeed, we define the operator A p : D(A p) ⊂ L2(Tn) → L2(Tn) by
A
pu =
∑
j∈Zn uj|j′|peij·x with its domain given by
D(A p) =
{
u ∈ L2(Tn) : u =
∑
j∈Zn
uje
ij·x,
∑
j∈Zn
|uj|2|j′|2p <∞
}
,
where j′ represents the first m components of j = (j1, . . . , jn) ∈ Zn, that is, j′ =
(j1, . . . , jm), for some fixed integer m ∈ [1, n]. With the operators A and A we
introduce a new Gevrey-Sobolev class D(ApeτA ), with its norm
∥∥ApeτA u∥∥ = (∑
j∈Zn
|uj|2(1 + |j|2)pe2τ |j′|
) 1
2
. (1.3)
In fact, D(ApeτA ) is a Hilbert space. Also Corollary 5.2 in the appendix states that
if u ∈ D(ApeτA ), p > n
2
, then u is real analytic in its first m arguments (x1, . . . , xm)
and τ is a lower bound of the radius of analyticity with respect to these variables.
The paper is organized as follows: in Section 2 we use the Gevrey-Sobolev class
D(ApeτA ) to analyse the regularity of solutions to nonlinear wave equations and esti-
mate the radius of analyticity. In Section 3 we work on the same problem by applying
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another type of Gevrey classes based on the ℓ1 norm of Fourier transforms (Wiener
algebra). Finally, in Section 4 we compare these two different estimates via the care-
ful investigation of a nonlinear Klein-Gordon equation and conclude that the Wiener
algebra approach provides a “better” lower bound for the radius of analyticity of the
solutions than the L2 approach (see also [23] and [12] for this kind of comparison).
2. L2 estimate
In this section we employ the Gevrey-Sobolev class D(ApeτA ) to study the analytic
regularity of solutions to (1.1). Since the norm (1.3) of D(ApeτA ) is based on the L2
norm, the estimate in this section relies on the standard L2 theory.
We begin with the definition of a solution of (1.1). Throughout the paper, (·, ·)
denotes the L2 inner product; while 〈·, ·〉 denotes the duality pairing between (H1)′
and H1.
Definition 2.1. We say a function u ∈ C([0, T ];Hp), with ut ∈ C([0, T ];Hp−1) and
utt ∈ C([0, T ];Hp−2), p ≥ 1, is a solution of the initial value problem (1.1) provided
u(0) = u0 ∈ Hp, ut(0) = u1 ∈ Hp−1 and
〈utt, φ〉+ (Au,Aφ) + 〈f(t, x, u,∇u, ut), φ〉 = 0 (2.1)
for every φ ∈ H1, and for every t ∈ [0, T ].
First of all let us deal with a simpler nonlinearity f(t, x, u), i.e., we shall study the
equation {
u+ u+ f(t, x, u) = 0;
u(0) = u0, ut(0) = u1,
(2.2)
where f satisfies the following assumption:
Assumption 2.2. Let f(t, x, u) =
∑
j∈Zn cˆj(t, u)e
ij·x, where cˆj(t, u) =
∑∞
k=0 ajk(t)u
k,
where ajk(t) are continuous functions on [0, T ]. Suppose f has a majorising function
g(t, s) :=
∞∑
k=0
∑
j∈Zn
|ajk(t)|(1 + |j|2)
p
2 eλ|j
′|sk (2.3)
converging for all s ∈ R, t ≥ 0, where λ > 0, and j′ = (j1, . . . , jm), 1 ≤ m ≤ n.
Remark 2.3. Note Assumption 2.2 implies the following properties of f : it is contin-
uous in t, real analytic in (x1, . . . , xm) ∈ Tm, and real analytic (entire) in u ∈ R. In
fact, for any fixed t ≥ 0 and u ∈ R, f(t, x, u) is, as a function of x, in the Gevrey
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class D(ApeλA ). To see this, we note∑
j∈Zn
|cˆj(t, u)|(1 + |j|2)
p
2 eλ|j
′|
≤
∞∑
k=0
∑
j∈Zn
|ajk(t)|(1 + |j|2)
p
2 eλ|j
′||u|k = g(t, |u|) <∞, (2.4)
which implies ∑
j∈Zn
|cˆj(t, u)|2(1 + |j|2)pe2λ|j′| <∞,
that is to say f(t, x, u) ∈ D(ApeλA ), for any fixed t ≥ 0 and u ∈ R. On the other
hand, for every fixed t ≥ 0 and x ∈ Tn, we notice
f(t, x, u) =
∑
j∈Zn
cˆj(t, u)e
ij·x =
∞∑
k=0
(∑
j∈Zn
eij·xajk(t)
)
uk
converges absolutely for all u ∈ R, that is to say, f(t, x, u) is real analytic (entire)
with respect to the variable u ∈ R.
In particular, any nonlinear function f˜(t, u) (independent of x), which is continuous
in t and real analytic (entire) with respect to u, satisfies Assumption 2.2.
Now we state our first result.
Theorem 2.4. Suppose the nonlinearity f(t, x, u) satisfy Assumption 2.2. Let u0 ∈
D(Ap+1eσA ) and u1 ∈ D(ApeσA ), where p > n2 and σ > 0. Assume the initial-value
problem (2.2) has a unique solution u ∈ C([0, T ];Hp) with ut ∈ C([0, T ];Hp−1), in
the sense of Definition 2.1. Suppose τ(t) is the solution of the differential equation
τ ′(t) = −τ 3(t)h(t) with τ(0) = τ0 := min{σ, λ}, (2.5)
that is,
τ(t) =
(
2
∫ t
0
h(s)ds+ τ−20
)− 1
2
, (2.6)
where the function h(t) ≥ 0 for all t ∈ [0, T ], given in (2.37), below, depends on
‖u(t)‖Hp ,
∥∥Ap+1eτ0A u0∥∥ and ∥∥Apeτ0A u1∥∥. Then, u(t) ∈ D(Ap+1eτ(t)A ) and ut(t) ∈
D(Apeτ(t)A ), for all t ∈ [0, T ].
Remark 2.5. Theorem 2.4 shows the solution of (2.2) remains spatial analytic, with
respect to some of its spatial variables, during its whole life-span, provided the initial
data is analytic with respect to these spatial variables.
Notice that the parameters σ and λ represent, respectively, the radius of analyticity
of the initial data and the nonlinearity f(t, x, u) for fixed t and u. (2.5) shows the
analytic regularity of the solution is influenced by both σ and λ. In Assumption 2.2
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we suppose λ is a constant; nevertheless, we can instead assume λ depends on t, and
under this more general setting, one may derive τ(t) ≤ λ(t) for all t ∈ [0, T ].
Also it is clear from Theorem 2.4 that, if g(t, s), the majorising function of the
nonlinearity f , is algebraic, and ‖u(t)‖Hp is bounded above by some algebraic in-
creasing function, then the radius of analyticity of the solution u(t) shrinks at most
algebraically fast. To demonstrate this idea, we will consider later, as an example,
the three-dimensional defocusing Klein-Gordon equation (cubic nonlinear wave equa-
tion), (4.8), for which it is known that the H2−norm remains bounded. In particular,
we will obtain, by applying our method to this explicit example, a lower bound for
the radius of analyticity, τ(t), of the solution that behaves like 1
t
, for large t. Hence
the radius of analyticity in this case cannot decay faster than algebraic.
Proof. The proof draws ideas from [10, 18, 19, 22], all of which are based on the
tools developed in [11] (see also [15]). We establish our result by employing the
Galerkin method. Denote by PN the L
2 projection onto the span of {eij·x}|j|≤N . Let
uN(t) =
∑
|j|≤N uN,j(t)e
ij·x be the solutions of the Galerkin system associated with
the initial-value problem (1.1), i.e., uN satisfies
uN + uN + PNf(t, x, uN) = 0 (2.7)
with the initial condition uN(0) = PNu0 and u
′
N(0) = PNu1. Clearly, (2.7) generates
a second-order (2N + 1)-dimensional system of ordinary differential equations with
continuous nonlinearity in the unknown functions uN,j(t). By the Cauchy-Peano
Theorem, for every N ≥ 1 system (2.7) has a solution uN(t) on [0, TN ] with uN,j(t) ∈
C2[0, TN ], for |j| ≤ N .
In what follows we focus our analysis on the interval [0, TN ]. In order to derive an
a-priori estimate for uN , we follow the standard approach in [10, 11, 18]. Applying the
operator ApeτA to both sides of (2.7) and taking the L2 inner product with ApeτA u′N ,
one has
(ApeτA u′′N , A
peτA u′N) + (A
peτAA2uN , A
peτA u′N)
+ (ApeτA PNf(t, x, uN), A
peτA u′N) = 0. (2.8)
It is clear that
1
2
d
dt
∥∥ApeτA u′N∥∥2
= (ApeτA u′′N , A
peτA u′N) + τ
′(t)
∥∥∥ApA 12 eτA u′N∥∥∥2 , (2.9)
and
1
2
d
dt
∥∥Ap+1eτA uN∥∥2
= (Ap+1eτA uN , A
p+1eτA u′N) + τ
′(t)
∥∥∥Ap+1A 12 eτA uN∥∥∥2 . (2.10)
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Substituting (2.9) and (2.10) into (2.8) gives
1
2
d
dt
(∥∥ApeτA u′N∥∥2 + ∥∥Ap+1eτA uN∥∥2)
≤ τ ′(t)
(∥∥∥ApA 12 eτA u′N∥∥∥2 + ∥∥∥Ap+1A 12 eτA uN∥∥∥2)
+
∥∥ApeτA PNf(t, x, uN)∥∥ ∥∥ApeτA u′N∥∥ . (2.11)
Now we compute the Gevrey norm of f(t, x, uN). Recall from Assumption 2.2, we
express f(t, x, u) =
∑
j∈Zn cˆj(t, u)e
ij·x, where cˆj(t, u) =
∑∞
k=0 ajk(t)u
k. Also, Lemma
5.3 in the appendix shows that D(ApeτA ) is a Banach algebra, for p > n
2
, so∥∥ApeτA f(t, x, uN(x))∥∥
≤
∑
j∈Zn
∥∥ApeτA [cˆj(t, uN(x))eij·x]∥∥
≤
∑
j∈Zn
C0
∥∥ApeτA cˆj(t, uN(x))∥∥ ∥∥ApeτA eij·x∥∥ . (2.12)
Let us mention Lemma 2 in [10], which states if u ∈ D(ApeτA) and F be an analytic
function with a majorising function g0, then F (u) ∈ D(ApeτA) and
∥∥ApeτAu∥∥ ≤
(1 + C−1p )g0(Cp
∥∥ApeτAu∥∥). By analogy with this result we derive
∥∥ApeτA cˆj(t, u)∥∥ ≤ C1 ∞∑
k=0
|ajk(t)|Ck−10
∥∥ApeτA u∥∥k . (2.13)
Clearly, ∥∥ApeτA eij·x∥∥ = (1 + |j|2) p2 eτ |j′|. (2.14)
If we require τ(t) ≤ λ, for all t ∈ [0, TN ], then combining (2.12)-(2.14) yields∥∥ApeτA f(t, x, uN)∥∥
≤ C1
∑
j∈Zn
∞∑
k=0
|ajk(t)|Ck0
∥∥ApeτA uN∥∥k (1 + |j|2) p2 eλ|j′|
= C1g(t, C0
∥∥ApeτA uN∥∥) <∞, (2.15)
due to Assumption 2.2.
We proceed to estimate the nonlinear term g(t, C0
∥∥ApeτA uN∥∥). Similar to Lemma
8 in [22], by using the elementary inequality e2x ≤ e2 + xℓe2x for all x ≥ 0, ℓ > 0, we
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deduce (taking ℓ = 3)∥∥ApeτA uN∥∥2 = ∑
|j|≤N
|uN,j|2(1 + |j|2)pe2τ |j′|
≤ e2
∑
|j|≤N
|uN,j|2(1 + |j|2)p + τ 3
∑
|j|≤N
|uN,j|2(1 + |j|2)p|j′|3e2τ |j′|
= e2 ‖uN‖2Hp + τ 3
∥∥∥ApA 32 eτA uN∥∥∥2 . (2.16)
Inspired by (2.16), we intend to obtain a similar estimate for
∥∥ApeτA uN∥∥k for any
integer k ≥ 1. In fact,∥∥ApeτA uN∥∥k = ( ∑
|j|≤N
|uN,j|2(1 + |j|2)pe2τ |j′|
) k
2
≤
(
e2
∑
|j|≤N
|uN,j|2(1 + |j|2)p + τ 6k
∑
|j|≤N
|uN,j|2(1 + |j|2)p|j′| 6k e2τ |j′|
)k
2
. (2.17)
By the discrete Ho¨lder’s inequality it follows∑
|j|≤N
|uN,j|2(1 + |j|2)p|j′| 6k e2τ |j′|
≤
( ∑
|j|≤N
|uN,j|2(1 + |j|2)pe2τ |j′|
)k−2
k
( ∑
|j|≤N
|uN,j|2(1 + |j|2)p|j′|3e2τ |j′|
) 2
k
≤ ∥∥ApeτA uN∥∥ 2(k−2)k ∥∥∥ApA 32 eτA uN∥∥∥ 4k . (2.18)
A combination of (2.17) and (2.18) yields∥∥ApeτA uN∥∥k ≤ 2 k−22 (ek ‖uN‖kHp + τ 3 ∥∥ApeτA uN∥∥k−2 ∥∥∥ApA 32 eτA uN∥∥∥2 ) (2.19)
for all k ≥ 2.
Notice that (2.19) is not valid for k = 1. To deal with the case k = 1, we simply
let k = 2 in (2.19) followed by taking the square root, obtaining∥∥ApeτA uN∥∥ ≤ e ‖uN‖Hp + τ 32 ∥∥∥ApA 32 eτA uN∥∥∥
≤ e ‖uN‖Hp +
1
2
τ 3
∥∥∥ApA 32 eτA uN∥∥∥2 + 1
2
(2.20)
where Cauchy’s inequality has been used.
Applying estimates (2.19) and (2.20) together with the definition (2.3) of g shows
g(t, C0
∥∥ApeτA uN∥∥) ≤ g(t, C0(√2e ‖uN‖Hp + 1))
+ τ 3g(t, C0(
√
2
∥∥ApeτA uN∥∥+ 1)) ∥∥∥ApA 32 eτA uN∥∥∥2 . (2.21)
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Obviously,
∥∥∥ApA 32 eτA uN∥∥∥ ≤ ∥∥∥Ap+1A 12 eτA uN∥∥∥. Thus, combining (2.11), (2.15)
and (2.21) yields
1
2
d
dt
(∥∥ApeτA u′N∥∥2 + ∥∥Ap+1eτA uN∥∥2)
≤ C1g(t, C0(
√
2e ‖uN‖Hp + 1))
∥∥ApeτA u′N∥∥
+
[
τ ′ + τ 3C1g(t, C0(
√
2
∥∥ApeτA uN∥∥+ 1)) ∥∥ApeτA u′N∥∥ ]
×
(∥∥∥ApA 12 eτA u′N∥∥∥2 + ∥∥∥Ap+1A 12 eτA uN∥∥∥2 ) (2.22)
for all t ∈ [0, TN ].
In order to use the estimate (2.22) to obtain the analytic regularity of the solutions,
we need to pass to the limit as N →∞. Therefore we shall study the convergence of
uN to the solution u. Indeed, if we let τ = 0 in (2.11) and (2.15), then it follows that
1
2
d
dt
(
‖u′N‖2Hp + ‖uN‖2Hp+1
)
≤ C1g(t, C0 ‖uN‖Hp) ‖u′N‖Hp . (2.23)
Define UN := (uN , u
′
N) and UN (0) = U0 := (u0, u1). Also set H := Hp+1 ×Hp. Then
(2.23) is reduced to
d
dt
‖UN (t)‖H ≤ C1g(t, C0 ‖UN‖H). (2.24)
Integrating (2.24) on [0, t] ⊂ [0, TN ] gives
‖UN(t)‖H ≤ ‖UN (0)‖H + C1
∫ t
0
g(s, C0 ‖UN(s)‖H)ds. (2.25)
Since ‖UN(0)‖H ≤ ‖U0‖H, by the continuity of ‖UN (t)‖H, there exists a T ∗N ∈
[0, TN ] ⊂ [0, T ] such that ‖UN (t)‖H ≤ ‖U0‖H + 1, for all t ∈ [0, T ∗N ]. Thus, by
(2.25) it follows that for all t ∈ [0, T ∗N ],
‖UN(t)‖H ≤ ‖U0‖H + C1t max
s∈[0,T ]
g (s, C0(‖U0‖H + 1)) . (2.26)
Note the right hand side of (2.26) is finite since g is continuous in its arguments.
In order to see that T ∗N does not approach 0 as N →∞, we demand the right-hand
side of (2.26) to be smaller than or equal to ‖U0‖H + 1, then we have the inequality
(2.26) holds for all t ∈ [0, T ∗] where
T ∗ = min
{
1
C1maxs∈[0,T ] g (s, C0(‖U0‖H + 1))
, T
}
. (2.27)
Thus 0 < T ∗ ≤ T ∗N , for all N , and
‖UN(t)‖H ≤ ‖U0‖H + 1 on [0, T ∗] (2.28)
for all N . Moreover, by (2.7) and (2.28) one has u′′N are uniformly bounded in
C([0, T ∗];Hp−1), and due to the uniform bound (2.28) of the H-norm, there exist
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U˜ := (u˜, u˜′) ∈ H such that UN → U˜ weak−∗ in L∞(0, T ∗;H), and u′′N → u˜′′ weak−∗
in L∞(0, T ∗;Hp−1). Then, it follows by the Aubin’s Compactness Theorem [25] that
on a subsequence uN → u˜ strongly in C([0, T ∗];Hp).
Next we show that u˜ is a solution of (2.2) on [0, T ∗]. For an arbitrary φ ∈ H1, we
obtain from (2.7) that
〈u′′N , φ〉+ (AuN , Aφ) + (PNf(t, x, uN), φ) = 0.
To see the convergence of the nonlinearity, we consider
‖PNf(t, x, uN)− f(t, x, u˜)‖ ≤ ‖PNf(t, x, uN)− PNf(t, x, u˜)‖
+ ‖PNf(t, x, u˜)− f(t, x, u˜)‖ . (2.29)
Now, we estimate the right-hand side of (2.29). Since Hp →֒ L∞, for p > n
2
, we obtain
from (2.28) that there exists C > 0 such that sup0≤t≤T ∗ ‖uN(t, x)‖L∞ ≤ C, for all N
and sup0≤t≤T ∗ ‖u(t, x)‖L∞ ≤ C. In addition, since
∑∞
k=0
∑
j∈Zn |ajk(t)|sk converges
for all s ∈ R, it follows that ∑∞k=0∑j∈Zn |ajk(t)|ksk−1 also converges for all s ∈ R.
Hence, for all t ∈ [0, T ∗],
‖PNf(t, x, uN)− PNf(t, x, u˜)‖
≤
∫
Tn
(∑
j∈Zn
|cˆj(t, uN)− cˆj(t, u˜)|
)2
dx
 12
≤ ‖uN − u˜‖
∑
j∈Zn
max
|s|≤C
∣∣∣∣ ddscˆj(t, s)
∣∣∣∣
≤ ‖uN − u˜‖
∑
j∈Zn
∞∑
k=0
|ajk(t)|kCk −→ 0 , (2.30)
as N → ∞, where we have used the Mean Value Theorem. Combining (2.29) and
(2.30) shows (PNf(t, x, uN), φ) → (f(t, x, u˜), φ). Thus u˜ is a solution. But by the
assumption u is the unique solution, and hence one must have u˜ = u on [0, T ∗]. It
follows that uN → u strongly in C([0, T ∗];Hp).
If T ∗ < T , then we let the time begins at t = T ∗ and make the extension by
reiterating the previous argument. By the formula (2.27) of T ∗, it is clear that after
finite number of steps, we obtain a sequence uN → u strongly in C([0, T ];Hp).
So there exists N ′ ∈ N such that √2e ‖uN(t)‖Hp ≤
√
2e ‖u(t)‖Hp + 1, on [0, T ], if
N ≥ N ′. Due to the fact g(t, s) is increasing for every fixed t, it follows that
g(t, C0(
√
2e ‖uN(t)‖Hp + 1)) ≤ g(t, C0(
√
2e ‖u(t)‖Hp + 2)) , (2.31)
on [0, T ], for N ≥ N ′.
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Now we return to the Gevrey norm estimate (2.22). By the above arguments, we
know (2.22) is valid on [0, T ], and thus, if we let τN (t) be the solution of the ODE
τ ′N + τ
3
NC1g(t, C0(
√
2
∥∥ApeτNA uN∥∥+ 1)) ∥∥ApeτNA u′N∥∥ = 0 , (2.32)
with τN (0) = τ0 = min{σ, λ}, for all t ∈ [0, T ], then it follows that
1
2
d
dt
(∥∥ApeτNA u′N∥∥2 + ∥∥Ap+1eτNA uN∥∥2)
≤ C1g(t, C0(
√
2e ‖uN‖Hp + 1))
∥∥ApeτNA u′N∥∥ . (2.33)
Define
YN(t) :=
( ∥∥ApeτN (t)A u′N(t)∥∥2 + ∥∥Ap+1eτN (t)A uN(t)∥∥2 ) 12 . (2.34)
Then, (2.33) reads
YN(t)Y
′
N(t) ≤ C1g(t, C0(
√
2e ‖uN‖Hp + 1))YN(t), t ∈ [0, T ],
and along with (2.31), one has
YN(t) ≤ Y0 + C1
∫ t
0
g(s, C0(
√
2e ‖u(s)‖Hp + 2))ds := ξ(t) , (2.35)
for t ∈ [0, T ], N ≥ N ′, where Y0 = (
∥∥Apeτ0A u1∥∥2 + ∥∥Ap+1eτ0A u0∥∥2) 12 .
If we let τ(t) satisfy the equation
τ ′(t) + C1τ
3(t)g(t, C0(
√
2ξ(t) + 1))ξ(t) = 0 , with τ(0) = τ0 , (2.36)
then by (2.32) and (2.35), we conclude τN(t) ≥ τ(t), for all t ∈ [0, T ]. It follows that(∥∥Apeτ(t)A u′N(t)∥∥2 + ∥∥Ap+1eτ(t)A uN(t)∥∥2 ) 12 ≤ YN(t) ≤ ξ(t) ,
for all t ∈ [0, T ]. In order to write (2.36) in a more compact form, we set
h(t) := C1g(t, C0(
√
2ξ(t) + 1))ξ(t) , (2.37)
where ξ(t) is defined in (2.35). Then, the equation (2.36) reads τ ′(t) + τ 3(t)h(t) = 0
with τ(0) = τ0, and its solution is given in (2.6).
Finally, we shall obtain the analytic regularity of the solution (u, ut) by passing to
the limit N →∞. Note∥∥Ap+1eτ(t)A uN(t)∥∥2 = ∑
|j|≤N
(1 + |j|2)p+1e2τ(t)|j′||uN,j(t)|2 ≤ ξ(t)
for any N ≥ N ′, t ∈ [0, T ]. Thus, for every fixed number N0, for all t ∈ [0, T ],∑
|j|≤N0
(1 + |j|2)p+1e2τ(t)|j′||uj(t)|2 = lim
N→∞
∑
|j|≤N0
(1 + |j|2)p+1e2τ(t)|j′||uN,j(t)|2 ≤ ξ(t).
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Note, in the above formula, we pass to the limit into finite sums and use the fact
uN(t) → u(t) in Hp, p > n2 , for every t ∈ [0, T ]. Therefore, since N0 ≥ 0 is arbi-
trarily selected,
∥∥Ap+1eτ(t)A u(t)∥∥ ≤ ξ(t) for all t ∈ [0, T ]. Similarly, one can show∥∥Apeτ(t)A u′(t)∥∥ ≤ ξ(t) for all t ∈ [0, T ]. 
Remark 2.6. In the proof of Theorem 2.4 we have essentially justified the existence
of a solution of the initial value problem (2.2). The uniqueness of solutions can be
obtained by routine arguments.
Remark 2.7. Define τ0 = min{σ, λ}. If we set τ(t) to be a constant τ0 in the inequality
(2.11) and (2.15), then we obtain
d
dt
y(t) ≤ C1g(t, y(t))
where y(t) =
√
‖Apeτ0A u′N(t)‖2 + ‖Ap+1eτ0A uN(t)‖2. Since y(0) is finite, by the
continuity of g, we see that y(t) is finite for a short time T ′. However T ′ may be
smaller than the life span T of the solution. The bottom line is that the lower bound
τ(t) of the radius of analyticity of a solution can remain constant for a short time but
need to decrease in order to prevent the blow up of the Gevrey norm.
Next we consider the equation (1.1) with the general nonlinearity f(t, x, u,∇u, ut)
which satisfies the following assumption:
Assumption 2.8. Let
f(t, x, u,∇u, ut) =
∑
j∈Zn
cˆj(t, u,∇u, ut)eij·x
where cˆj(t, u,∇u, ut) :=
∑
β ajβ(t)u
β0uβ1x1 · · ·uβnxnuβn+1t , β = (β0, β1, . . . , βn) ∈ Nn+20 ,
ajβ(t) are continuous functions in t. Suppose f has a majorising function
g(t, s0, s1, . . . , sn, sn+1) :=
∑
β∈Nn+20
bβ(t)s
β0
0 s
β1
1 · · · sβnn sβn+1n+1
converges for all (s0, s1, . . . , sn, sn+1) ∈ Rn+2, t ≥ 0, where bβ(t) :=
∑
j∈Zn |ajβ(t)|(1+
|j|2) p2 eλ|j′|, λ > 0.
Remark 2.9. Similar to Remark 2.3 one can see that Assumption 2.8 implies f is
continuous in t, real analytic (of special Gevrey class of regularity) in (x1, . . . , xm) ∈
Tm , and real analytic (entire) with respect to the rest arguments. In particular, any
nonlinear function f˜(t, u,∇u, ut) (independent of x), which is continuous in t and real
analytic (entire) in the other variables, satisfies Assumption 2.8.
The following result is concerned with the analytic regularity of solutions to the
more general nonlinear wave equation (1.1).
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Theorem 2.10. Let u0 ∈ D(Ap+1eσA ) and u1 ∈ D(ApeσA ) where p > n2 and σ > 0.
Assume the initial-value problem (1.1) has a unique solution u ∈ C([0, T ];Hp+1) with
ut ∈ C([0, T ];Hp), in the sense of Definition 2.1. Suppose τ(t) is the solution of the
differential equation
τ ′(t) = −τ(t)η(t) with τ(0) = τ0 := min{σ, λ},
that is,
τ(t) = τ0e
−
∫ t
0
η(s)ds,
where η(t) ≥ 0, for all t ∈ [0, T ], defined in (2.53) below, depends on ‖u(t)‖Hp+1,
‖ut(t)‖Hp,
∥∥Ap+1eτ0A u0∥∥ and ∥∥Apeτ0A u1∥∥. Then, u(t) ∈ D(Ap+1eτ(t)A ) and ut(t) ∈
D(Apeτ(t)A ), for all t ∈ [0, T ].
Remark 2.11. By Theorem 2.10, if the majorising function g in Assumption 2.8 is
an algebraic function, and the growth rates of ‖u(t)‖Hp+1 and ‖ut(t)‖Hp , p > n2 ,
are not higher than algebraic, then the analyticity radius of u(t) shrinks at most
exponentially fast as t → ∞. One may compare this result with Theorem 2.4 to
see how the structure of the nonlinearity affects the lower bound τ(t) of the radius
of spatial analyticity. On the other hand, a satisfactory estimate of the radius of
analyticity of u depends on sharp estimates of the Sobolev norms ‖u(t)‖Hp+1 and
‖ut(t)‖Hp, p > n2 .
Proof. Note the following estimates are formal, which can be justified rigorously using
the Galerkin method similar to the proof of Theorem 2.4. Suppose u is a solution of
(1.1). By referring to (2.11) we have
1
2
d
dt
(∥∥ApeτA ut∥∥2 + ∥∥Ap+1eτA u∥∥2)
≤ τ ′(t)
(∥∥∥ApA 12 eτA ut∥∥∥2 + ∥∥∥Ap+1A 12 eτA u∥∥∥2)
+
∥∥ApeτA f(t, x, u,∇u, ut)∥∥ ∥∥ApeτA ut∥∥ . (2.38)
We shall evaluate the nonlinear term
∥∥ApeτA f(t, x, u,∇u, ut)∥∥.
Like (2.12) one has∥∥ApeτA f(t, x, u,∇u, ut)∥∥
≤
∑
j∈Zn
C0
∥∥ApeτA cˆj(t, u,∇u, ut)∥∥ ∥∥ApeτA eij·x∥∥ . (2.39)
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Recall cˆj(t, u,∇u, ut) :=
∑
β ajβ(t)u
β0uβ1x1 · · ·uβnxnuβn+1t , where β = (β0, β1, . . . , βn) ∈
Nn+20 . By Lemma 5.3 we obtain∥∥ApeτA cˆj(t, u,∇u, ut)∥∥
≤ C˜
∑
β
|ajβ|C |β|−10
∥∥ApeτA u∥∥β0 n∏
k=1
∥∥ApeτA uxk∥∥βk ∥∥ApeτA uxt∥∥βn+1 (2.40)
where |β| =∑n+1k=0 βk.
It follows from (2.14), (2.39) and (2.40) that∥∥ApeτA f(t, x, u,∇u, ut)∥∥
≤ C˜g (t, C0 ∥∥ApeτA u∥∥ , C0 ∥∥ApeτA ux1∥∥ , · · · , C0 ∥∥ApeτA uxn∥∥ , C0 ∥∥ApeτA ut∥∥) .
(2.41)
Next we estimate the right-hand side of (2.41).
For k = 1, . . . , n with βk ≥ 1, similar to (2.16)-(2.20) we compute∥∥ApeτA uxk∥∥2 ≤ ∥∥Ap+1eτA u∥∥2 = ∑
j∈Zn
|uj|2(1 + |j|2)p+1e2τ |j′|
≤ e2
∑
j∈Zn
|uj|2(1 + |j|2)p+1 + τ
2
βk(n+2)
∑
j∈Zn
|uj|2(1 + |j|2)p+1|j′|
2
βk(n+2) e2τ |j
′|
≤ e2 ‖u‖2Hp+1 + τ
2
βk(n+2)
∥∥Ap+1eτA u∥∥2(1− 2βk(n+2)) ∥∥∥Ap+1A 12 eτA u∥∥∥ 4βk(n+2) , (2.42)
where the Ho¨lder’s inequality has been used. Taking the square root on both sides of
(2.42) immediately gives∥∥ApeτA uxk∥∥ ≤ e ‖u‖Hp+1 + τ 1βk(n+2) ∥∥Ap+1eτA u∥∥1− 2βk(n+2) ∥∥∥Ap+1A 12 eτA u∥∥∥ 2βk(n+2) .
Hence∥∥ApeτA uxk∥∥βk
≤ 2βk−1
(
eβk ‖u‖βk
Hp+1
+ τ
1
n+2
∥∥Ap+1eτA u∥∥βk− 2n+2 ∥∥∥Ap+1A 12 eτA u∥∥∥ 2n+2) , (2.43)
for βk ≥ 1 where k = 1, . . . , n.
Similarly, we have∥∥ApeτA u∥∥β0
≤ 2β0−1
(
eβ0 ‖u‖β0Hp + τ
1
n+2
∥∥ApeτA u∥∥β0− 2n+2 ∥∥∥ApA 12 eτA u∥∥∥ 2n+2) , (2.44)
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for β0 ≥ 1. Also, for βn+1 ≥ 1 one has∥∥ApeτA ut∥∥βn+1
≤ 2βn+1−1
(
eβn+1 ‖ut‖βn+1Hp + τ
1
n+2
∥∥ApeτA ut∥∥βn+1− 2n+2 ∥∥∥ApA 12 eτA ut∥∥∥ 2n+2) . (2.45)
For the sake of notations, we denote
γk := e
βk ‖u‖βk
Hp+1
, k = 0, 1, . . . , n,
γn+1 := e
βn+1 ‖ut‖βn+1Hp , (2.46)
and
δk := (1 +
∥∥Ap+1eτA u∥∥)βk− 2n+2 , k = 0, 1, . . . , n,
δn+1 := (1 +
∥∥ApeτA ut∥∥)βn+1− 2n+2 . (2.47)
We remark that βk, k = 0, 1, . . . , n+ 1 can be zero in (2.46)-(2.47).
Furthermore, we let α = (α0, α1, . . . , αn+1), where αk = 0 or 1, for all k =
0, 1, . . . , n+ 1. Also denote |α| :=∑n+1k=0 αk.
By (2.43)-(2.47) one has∥∥ApeτA u∥∥β0 n∏
k=1
∥∥ApeτA uxk∥∥βk ∥∥ApeτA ut∥∥βn+1
≤ 2|β|−(n+2)
∑
α
([
τ
( ∥∥∥ApA 12 eτA ut∥∥∥2 + ∥∥∥Ap+1A 12 eτA u∥∥∥2 )] |α|n+2 n+1∏
k=0
γ1−αkk δ
αk
k
)
≤ 2|β|−(n+2)
n+1∏
k=0
γk
+ 2|β|−(n+2)
∑
α6=~0
(
1 + τ
( ∥∥∥ApA 12 eτA ut∥∥∥2 + ∥∥∥Ap+1A 12 eτA u∥∥∥2 ) n+1∏
k=0
(γ1−αkk δ
αk
k )
n+2
|α|
)
,
for any (β0, . . . , βn+1) ∈ Nn+20 . It follows that
C˜g
(
t, C0
∥∥ApeτA u∥∥ , C0 ∥∥ApeτA ux1∥∥ , · · · , C0 ∥∥ApeτA uxn∥∥ , C0 ∥∥ApeτA ut∥∥)
≤ C˜
∑
β∈Nn+20
bβ(t)C
|β|
0
(
2|β| + 2|β|−(n+2)
n+1∏
k=0
γk
)
+ τC˜
∑
β∈Nn+20
bβ(t)C |β|0 2|β|−(n+2)∑
α6=~0
n+1∏
k=0
(γ1−αkk δ
αk
k )
n+2
|α|

×
(∥∥∥ApA 12 eτA ut∥∥∥2 + ∥∥∥Ap+1A 12 eτA u∥∥∥2 ). (2.48)
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To estimate the right-hand side of (2.48) we notice
C˜
∑
β∈Nn+20
bβ(t)C
|β|
0
(
2|β| + 2|β|−(n+2)
n+1∏
k=0
γk
)
= C˜g(t, 2C0, . . . , 2C0)
+
C˜
2n+2
g(t, 2eC0 ‖u(t)‖Hp+1 , . . . , 2eC0 ‖u(t)‖Hp+1 , 2eC0 ‖ut(t)‖Hp)
:= κ(t). (2.49)
Also
C˜
∑
β∈Nn+20
bβ(t)C |β|0 2|β|−(n+2)∑
α6=~0
n+1∏
k=0
(γ1−αkk δ
αk
k )
n+2
|α|

≤ C˜
∑
α6=~0
∑
β∈Nn+20
(
bβ(t)C
|β|
0 2
|β|−(n+2)
n+1∏
k=0
(γ1−αkk δ
αk
k )
n+2
|α|
)
≤ 2C˜g
(
t, 2eC0
[
1 + ‖u‖Hp+1 +
∥∥Ap+1eτA u∥∥]n+2 , . . . ,
2eC0
[
1 + ‖u‖Hp+1 +
∥∥Ap+1eτA u∥∥]n+2 , 2eC0 [1 + ‖ut‖Hp + ∥∥ApeτA ut∥∥]n+2 )
:= ψ
(
t, ‖u‖Hp+1 , ‖ut‖Hp ,
∥∥Ap+1eτA u∥∥ , ∥∥ApeτA ut∥∥) . (2.50)
It follows from (2.48)-(2.50) that
C˜g
(
t, C0
∥∥ApeτA u∥∥ , C0 ∥∥ApeτA ux1∥∥ , · · · , C0 ∥∥ApeτA uxn∥∥ , C0 ∥∥ApeτA ut∥∥)
≤ κ(t) + τ(t)ψ (t, ‖u‖Hp+1 , ‖ut‖Hp , ∥∥Ap+1eτA u∥∥ , ∥∥ApeτA ut∥∥)
×
(∥∥∥ApA 12 eτA ut∥∥∥2 + ∥∥∥Ap+1A 12 eτA u∥∥∥2 ). (2.51)
If we set
Y (t) :=
(∥∥Apeτ(t)A ut(t)∥∥2 + ∥∥Ap+1eτ(t)A u(t)∥∥2) 12 , (2.52)
then by (2.38), (2.41) and (2.51) we arrive at
Y (t)Y ′(t) ≤ κ(t)Y (t) + [τ ′(t) + τ(t)Y (t)ψ (t, ‖u‖Hp+1 , ‖ut‖Hp , Y (t), Y (t))]
×
(∥∥∥ApA 12 eτA ut∥∥∥2 + ∥∥∥Ap+1A 12 eτA u∥∥∥2 ).
Now we define
η(t) := ψ
(
t, ‖u‖Hp+1 , ‖ut‖Hp , Y0 +
∫ t
0
κ(s)ds, Y0 +
∫ t
0
κ(s)ds
)(
Y0 +
∫ t
0
κ(s)ds
)
,
(2.53)
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where κ, ψ are defined in (2.49) and (2.50) respectively, and Y0 = (
∥∥Apeτ0A u1∥∥2 +∥∥Ap+1eτ0A u0∥∥2) 12 . Thus, if τ(t) solves the differential equation
τ ′(t) + τ(t)η(t) = 0 with τ(0) = τ0 > 0, (2.54)
then analog to the proof of Theorem 2.4, we may conclude that Y (t) is finite for all
t ∈ [0, T ], i.e., u(t) ∈ D(Ap+1eτ(t)A ) and ut(t) ∈ D(Apeτ(t)A ) for all t ∈ [0, T ]. 
Remark 2.12. The results in this section are also valid for general Gevrey-Sobolev
classes D(ApeτA 1/s), s ≥ 1, with its norm (1.2). Note, functions in D(ApeτA 1/s),
s ≥ 1, have Gevrey class regularity of order s, in its first m spatial variables, m ≤ n.
(One may recall the definition of the operator A in the Introduction.) In fact, we
can follow the proof of the above results line by line to show if the initial data (u0, u1)
are in the spaces D(Ap+1eσA 1/s) and D(ApeσA 1/s), respectively, where p > n/2, s ≥ 1,
then the solution (u, ut) belong to D(Ap+1eτ(t)A 1/s) and D(Apeτ(t)A1/s), respectively,
with τ(t) specified in the above theorems. In short, our results are equally valid for
any Gevrey class s ≥ 1, provided the initial data are there.
3. ℓ1 estimate - the case of Wiener algebra
In this section we employ a different Gevrey class of real analytic functions, which
is based on the space of functions with summable Fourier series (Wiener algebra), to
study the analytic regularity of solutions to nonlinear wave equations. This type of
Gevrey classes of real analytic functions was introduced in [23]. In Section 4 one will
see, as it was also demonstrated in [23], that such Gevrey class has its advantage of
evaluating the radius of analyticity of solutions.
Let u ∈ L1(Tn) with its Fourier series∑j∈Zn ujeij·x. Then the ℓ1 norm of its Fourier
transform is given by ‖uˆ‖ℓ1 :=
∑
j∈Zn |uj|. This norm defines a Banach algebra, which
is called Wiener algebra, in the classic harmonic analysis.
The Gevrey norm based on the Wiener algebra is defined by
‖uˆ‖Gτ (ℓ1) :=
∑
j∈Zn
eτ |j
′||uj| (3.1)
where j′ stands for the first m components of j = (j1, . . . , jn) ∈ Zn, i.e., j′ =
(j1, . . . , jm) for some m ≤ n. Furthermore if u ∈ L1(Tn) such that ‖uˆ‖Gτ (ℓ1) is fi-
nite, we say that uˆ belongs to Gτ (ℓ
1).
For clarity purposes we demonstrate the estimate for the wave equation (2.2) with
the nonlinearity f(t, x, u), and briefly discuss the general system (1.1) in Remark 3.2.
The following theorem is concerned with Gevrey regularity of solutions with initial
data in the Gevrey class Gσ(ℓ
1). For the sake of comparing different estimates in the
next section, we assume the existence of the same type of solutions as in Theorem
2.4.
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Theorem 3.1. Assume f(t, x, u) satisfies Assumption 2.2. Let u0 ∈ Hp(Tn), u1 ∈
Hp−1(Tn), p > n
2
, and Âu0, û1 ∈ Gσ(ℓ1). Also suppose the initial value problem
(2.2) has a unique solution u ∈ C([0, T ];Hp(Tn)) with ut ∈ C([0, T ];Hp−1(Tn)), in
the sense of Definition 2.1. Then, Âu(t) and ût(t) both belong to the Gevrey class
Gτ(t)(ℓ
1), for all t ∈ [0, T ], provided τ(t) solves the differential equation
τ ′(t) = −τ 2(t)h˜(t) with τ(0) = τ0 := min{λ, σ},
where h˜(t) ≥ 0 for all t ∈ [0, T ], defined in (3.10) below, depends on
∥∥∥û(t)∥∥∥
ℓ1
,∥∥∥Âu0∥∥∥
Gτ0 (ℓ
1)
and ‖uˆ1‖Gτ0(ℓ1).
Proof. The following calculations are formal, which can be justified rigorously by
using the Galerkin method. Let the solution u(t) =
∑
j∈Zn uj(t)e
ij·x, where uj(t) are
Fourier coefficients. By assumption, the nonlinearity f is in the form f(t, x, u) =∑
j∈Zn
(∑∞
k=0 ajk(t)u
k
)
eij·x. Then since u is the solution of the equation utt −∆u+
u+ f(t, x, u) = 0, we obtain for all j ∈ Zn,
u′′j (t) + (1 + |j|2)uj(t) + aj0(t) +
∑
l∈Zn
∞∑
k=1
(
alk(t)
∑
m1+···+mk=j−l
um1(t) · · ·umk(t)
)
= 0
where m1, . . . , mk ∈ Zn.
Thusu
′′
ju
′
j + (1 + |j|2)uju′j + u′j
(
aj0 +
∑
l∈Zn
∑∞
k=1 alk
∑
m1+···+mk=j−l
um1 · · ·umk
)
= 0
u′′ju
′
j + (1 + |j|2)uju′j + u′j
(
aj0 +
∑
l∈Zn
∑∞
k=1 alk
∑
m1+···+mk=j−l
um1 · · ·umk
)
= 0.
Adding these two identities yields
d
dt
(|u′j|2 + (1 + |j|2)|uj|2)
≤ 2|u′j|
[
|aj0|+
∑
l∈Zn
∞∑
k=1
(
|alk|
∑
m1+···+mk=j−l
|um1 | · · · |umk |
)]
. (3.2)
If we denote
ϕj :=
(|u′j|2 + (1 + |j|2)|uj|2) 12 , (3.3)
then (3.2) implies
ϕ′j ≤ |aj0|+
∑
l∈Zn
∞∑
k=1
(
|alk|
∑
m1+···+mk=j−l
|um1| · · · |umk|
)
.
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It follows that
d
dt
(
eτ(t)|j
′|ϕj
)
≤ τ ′(t)|j′|eτ(t)|j′|ϕj + eτ(t)|j′||aj0|
+ eτ(t)|j
′|
∑
l∈Zn
∞∑
k=1
(
|alk|
∑
m1+···+mk=j−l
|um1| · · · |umk |
)
.
Now, a summation over all j ∈ Zn gives
d
dt
(∑
j∈Zn
eτ |j
′|ϕj
)
≤ τ ′
(∑
j∈Zn
|j′|eτ |j′|ϕj
)
+
∑
j∈Zn
eτ(t)|j
′||aj0|
+
∑
j∈Zn
(
eτ |j
′|
∑
l∈Zn
∞∑
k=1
|alk|
∑
m1+···+mk=j−l
|um1| · · · |umk |
)
. (3.4)
To evaluate the last term in (3.4), we rearrange the order of summations, obtaining
∑
j∈Zn
(
eτ |j
′|
∑
l∈Zn
∞∑
k=1
|alk|
∑
m1+···+mk=j−l
|um1| · · · |umk |
)
=
∞∑
k=1
∑
l∈Zn
(
|alk|
∑
j∈Zn
eτ |j
′|
∑
m1+···+mk=j−l
|um1 | · · · |umk |
)
≤
∞∑
k=1
∑
l∈Zn
(
|alk|eτ |l′|
∑
j∈Zn
∑
m1+···+mk=j−l
(eτ |m
′
1||um1|) · · · (eτ |m
′
k||umk |)
)
≤
∞∑
k=1
∑
l∈Zn
|alk|eλ|l′|
(∑
j∈Zn
eτ |j
′||uj|
)k , (3.5)
provided τ(t) ≤ λ, for all t ≥ 0, where we have used the Young’s inequality for
convolutions.
Combining (3.4) and (3.5) gives
d
dt
(∑
j∈Zn
eτ |j
′|ϕj
)
≤ τ ′
(∑
j∈Zn
|j′|eτ |j′|ϕj
)
+
∑
j∈Zn
eτ(t)|j
′||aj0|
+
∞∑
k=1
∑
l∈Zn
|alk|eλ|l′|(∑
j∈Zn
eτ |j
′||uj|
)k . (3.6)
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Like the proof of Theorem 2.4 we apply the elementary inequality ex ≤ e+xℓex for
x ≥ 0, ℓ ≥ 0, and it follows(∑
j∈Zn
eτ |j
′||uj|
)k
≤
(∑
j∈Zn
e|uj|+
∑
j∈Zn
τ
2
k |j′| 2k eτ |j′||uj|
)k
≤ 2k−1ek
(∑
j∈Zn
|uj|
)k
+ 2k−1τ 2
(∑
j∈Zn
|j′| 2k eτ |j′||uj|
)k
≤ 2k−1ek
(∑
j∈Zn
|uj|
)k
+ 2k−1τ 2
(∑
j∈Zn
eτ |j
′||uj|
)k−1(∑
j∈Zn
|j′|2eτ |j′||uj|
)
, (3.7)
where we have used the discrete Ho¨lder’s inequality.
A combination of (3.6) and (3.7) yields
d
dt
(∑
j∈Zn
eτ |j
′|ϕj
)
≤ 1
2
∞∑
k=1
∑
l∈Zn
|alk|eλ|l′|
(
2e
∑
j∈Zn
|uj|
)k
+
∑
j∈Zn
eτ(t)|j
′||aj0|
+
τ ′ + τ 2 ∞∑
k=1
∑
l∈Zn
|alk|eλ|l′|
(
2
∑
j∈Zn
eτ |j
′||uj|
)k−1(∑
j∈Zn
|j′|eτ |j′|ϕj
)
. (3.8)
If we define
y(t) =
∑
j∈Zn
eτ(t)|j
′|ϕj(t), (3.9)
the estimate (3.8) is reduced to
y′(t) ≤ g(t, 2e
∥∥∥û(t)∥∥∥
ℓ1
) + [τ ′ + τ 2g(t, 2y(t) + 1)]
(∑
j∈Zn
|j′|eτ |j′|ϕj
)
.
Therefore, similar to Theorem 2.4, we set
h˜(t) = g
(
t, 2y(0) + 2
∫ t
0
g(s, 2e
∥∥∥û(s)∥∥∥
ℓ1
)ds+ 1
)
, (3.10)
and let τ(t) solve the differential equation
τ ′(t) + τ 2(t)h˜(t) = 0 with τ(0) = τ0,
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then it can be shown that
y(t) ≤ y(0) +
∫ t
0
g(s, 2e
∥∥∥û(s)∥∥∥
ℓ1
)ds. (3.11)
Note for p > n
2
, Hp is imbedded in the Wiener algebra, which consists of all the
functions whose Fourier transform is in ℓ1. Since the solution u ∈ C([0, T ];Hp) and
Âu0, û1 ∈ Gτ0(ℓ1), it guarantees that the right-hand side of (3.11) is finite for all
t ∈ [0, T ].
By (3.3) and (3.9), it follows∑
j∈Zn
eτ |j
′||u′j|+
∑
j∈Zn
eτ |j
′|
√
1 + |j|2|uj| ≤ 2y(t), (3.12)
and since Au =
∑
j∈Zn uj
√
1 + |j|2eij·x, we obtain from (3.11)-(3.12) that Âu(t) and
ût(t) both belong to the Gevrey class Gτ(t)(ℓ
1) for all t ∈ [0, T ]. 
Remark 3.2. For the wave equation (1.1), which features the general nonlinearity
f(t, x, u,∇u, ut) satisfying Assumption 2.8, we can still study the regularity of its
solution by employing the Gevrey class Gτ (ℓ
1) and estimate the radius of analyticity
of the solution. Similar to Theorem 3.1, we conclude if u0 ∈ Hp+1(Tn), u1 ∈ Hp(Tn),
p > n
2
, and Âu0, û1 ∈ Gσ(ℓ1), and the initial value problem (1.1) has a unique
solution u ∈ C([0, T ];Hp+1(Tn)) with ut ∈ C([0, T ];Hp(Tn)), then Âu(t) and ût(t)
both belong to the Gevrey class Gτ(t)(ℓ
1) for all t ∈ [0, T ], provided τ(t) solves the
differential equation
τ ′(t) = −τ(t)η˜(t) with τ(0) = τ0 = min{λ, σ},
where the function η˜(t) > 0, for all t ∈ [0, T ], depending on
∥∥∥Âu0∥∥∥
Gτ0 (ℓ
1)
, ‖û1‖Gτ0(ℓ1),∥∥∥Âu(t)∥∥∥
ℓ1
and
∥∥∥ût(t)∥∥∥
ℓ1
. The proof of this result combines techniques from Theorems
2.10 and 3.1, and we omit the details.
4. Comparison of the L2 and ℓ1 estimates
In the previous sections we use two different Gevrey classes to investigate the
analytic regularity of solutions to nonlinear wave equations. In order to compare
these estimates we consider a nonlinear Klein-Gordon equation:{
u+ u± uk = 0, k ≥ 2;
u(0) = u0, ut(0) = u1,
(4.1)
with the periodic boundary condition on u. Under this scenario we can carry out
more accurate calculations due to the relatively simple structure of the nonlinearity
in (4.1). Our purpose is to give an evidence, as it was done in [23], to demonstrate
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that the ℓ1 estimate (Wiener algebra approach) can be more precise than the L2
estimate for evaluating the radius of analyticity of solutions.
First we employ the Gevrey class Gτ (ℓ
1) to study the regularity of the solution to
(4.1). In fact we have the following result.
Proposition 4.1. Let u0 ∈ Hp, u1 ∈ Hp−1, p > n2 , and Âu0, û1 ∈ Gσ(ℓ1). Suppose
the initial value problem (4.1) has a unique solution u ∈ C([0, T ];Hp) with ut ∈
C([0, T ];Hp−1), in the sense of Definition 2.1. Then, Âu(t) and ût(t) both belong
to the Gevrey class Gτ(t)(ℓ
1), for all t ∈ [0, T ], provided τ(t) solves the differential
equation
τ ′(t) = −τk+1(t)h1(t), with τ(0) = σ, (4.2)
where h1(t) ≥ 0 for all t ∈ [0, T ], defined in (4.5), depends on
∥∥∥û(t)∥∥∥
ℓ1
,
∥∥∥Âu0∥∥∥
Gσ(ℓ1)
and ‖û1‖Gσ(ℓ1).
Proof. Following the estimate in the proof of Theorem 3.1, we reach
d
dt
(∑
j∈Zn
eτ(t)|j
′|ϕj(t)
)
≤ τ ′
(∑
j∈Zn
|j′|eτ(t)|j′|ϕj(t)
)
+
(∑
j∈Zn
eτ(t)|j
′||uj(t)|
)k
(4.3)
where ϕj =
[|u′j|2 + (1 + |j|2)|uj|2] 12 .
Next, we evaluate the last term in (4.3). The estimate will be slightly different
from (3.7) in the proof of Theorem 3.1. Indeed, in the estimate (3.7) we require the
exponent of τ , on the right-hand side of the inequality, to remain the same for all
k ≥ 1, i.e., we demand the term τ 2 appears in the estimate, no matter what the value
of k is. This is important when we calculate the summation over all k ≥ 1. But in
the Klein-Gordon equation (4.1) the nonlinearity is a monomial uk, which provides
us more freedom to perform the evaluation. By using the inequality ex ≤ e+xℓex for
all x ≥ 0, ℓ ≥ 0, we deduce(∑
j∈Zn
eτ |j
′||uj|
)k
≤
(∑
j∈Zn
e|uj|+
∑
j∈Zn
τ
k+1
k |j′| k+1k eτ |j′||uj|
)k
≤ 2k−1ek
(∑
j∈Zn
|uj|
)k
+ 2k−1τk+1
(∑
j∈Zn
|j′| k+1k eτ |j′||uj|
)k
≤ 2k−1ek
(∑
j∈Zn
|uj|
)k
+ 2k−1τk+1
(∑
j∈Zn
|j′|eτ |j′||uj|
)k−1(∑
j∈Zn
|j′|2eτ |j′||uj|
)
, (4.4)
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where we have used the discrete Ho¨lder’s inequality.
If we let y(t) =
∑
j∈Zn e
τ(t)|j′|ϕj, then its follows from (4.3) and (4.4) that
y′(t) ≤ 2k−1ek
∥∥∥û(t)∥∥∥k
ℓ1
+ [τ ′ + 2k−1τk+1yk−1(t)]
(∑
j∈Zn
|j′|eτ |j′|ϕj
)
.
Now, we define
h1(t) = 2
k−1
(
y(0) + 2k−1ek
∫ t
0
∥∥∥û(s)∥∥∥k
ℓ1
ds
)k−1
=
(
2y(0) + 2kek
∫ t
0
∥∥∥û(s)∥∥∥k
ℓ1
ds
)k−1
. (4.5)
Therefore if τ(t) is the solution of the differential equation
τ ′(t) + τk+1(t)h1(t) = 0 with τ(0) = σ,
then y(t) ≤ y(0) + 2k−1ek ∫ t
0
∥∥∥û(s)∥∥∥k
ℓ1
ds for all t ∈ [0, T ], i.e., Âu(t) and ût(t) both
belong to the Gevrey class Gτ(t)(ℓ
1) for all t ∈ [0, T ]. 
In order to do the comparison, we study the same problem (4.1) by employing the
Gevrey-Sobolev class D(ApeτA ) defined in (1.3).
Proposition 4.2. Let u0 ∈ D(Ap+1eσA ) and u1 ∈ D(ApeσA ) for p > n2 and σ > 0.
Assume the initial-value problem (4.1) has a unique solution u ∈ C([0, T ];Hp) with
ut ∈ C([0, T ];Hp−1), in the sense of Definition 2.1. Then u(t) ∈ D(Ap+1eτ(t)A ) and
ut(t) ∈ D(Apeτ(t)A ), for all t ∈ [0, T ], provided τ(t) satisfies the equation
τ ′(t) = −τk+1(t)h2(t) with τ(0) = σ, (4.6)
where
h2(t) =
(
C0Y0 +
1
2
Ck0 (e
√
2)k
∫ t
0
‖u(s)‖kHp ds
)k−1
, (4.7)
where Y0 = (
∥∥ApeσA u1∥∥2 + ∥∥Ap+1eσA u0∥∥2) 12 .
Proof. Follow the estimate in the proof of Theorem 2.4 and adopt ideas from the
calculations in Proposition 4.1. We omit the details of the proof. 
Here, we provide an example of applications of the above proposition. Consider
the Klein-Gordon equation with cubic nonlinearity:{
u+ u+ u3 = 0, (t, x1, x2, x3) ∈ R× R3,
u(0) = u0, ut(0) = u1.
(4.8)
Notice, the energy of this equation is bounded and all solutions exist globally. In
particular, the strong solution (u, ut) ∈ H2×H1 exists globally with u ∈ L∞(R+, H2)
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[5, 6]. Therefore, by Proposition 4.2 (also valid for the equation defined in the whole
space Rn), we conclude, if the initial data u0 and u1 are both real analytic in the
spatial variable x1 (for instance), then the solution (u, ut) remains real analytic in x1
for all time, with the radius of analyticity bounded below by τ(t) of the asymptotic
decay rate
τ(t) ∼
1
t
.
Remark 4.3. Notice that the L2 approach (Proposition 4.2) requires (u0, u1) ∈ Hp+1×
Hp, p > n/2; while the Wiener algebra approach (Proposition 4.1) asks for less
smoothness of the initial data: (u0, u1) ∈ Hp ×Hp−1, p > n/2.
Also, we find the equations (4.2) and (4.6) are almost identical except the functions
h1 and h2. Thus in order to compare the lower bounds of the radius of analyticity
τ(t) given by Propositions 4.1 and 4.2, we shall compare the values of h1(t) and h2(t)
for t ∈ [0, T ].
Indeed, we consider
‖uˆ‖2ℓ1 =
(∑
j∈Zn
|uj|
)2
≤
(∑
j∈Zn
(1 + |j|2)−p
)(∑
j
(1 + |j|2)p|uj|2
)
=
(∑
j∈Zn
(1 + |j|2)−p
)
‖u‖2Hp . (4.9)
From Lemma 5.3 below we know that C20 = 2
2p+1
∑
j∈Zn(1 + |j|2)−p, i.e.,
∑
j∈Zn
(1 + |j|2)−p = C
2
0
22p+1
≤ C
2
0
4
, (4.10)
for p > n/2. It follows from (4.9) and (4.10) that
∫ t
0
∥∥∥û(s)∥∥∥k
ℓ1
ds ≤
(∑
j∈Zn
(1 + |j|2)−p
) k
2 ∫ t
0
‖u(s)‖kHp ds
≤ Ck02−k
∫ t
0
‖u(s)‖kHp ds. (4.11)
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Finally, we notice that
y(0) =
∑
j∈Zn
eσ|j
′|ϕj(0)
≤
(∑
j∈Zn
(1 + |j|2)−p
) 1
2
(∑
j∈Zn
e2σ|j
′|(1 + |j|2)pϕ2j (0)
) 1
2
≤ C0
2
(∥∥ApeσA u1∥∥2 + ∥∥Ap+1eσA u0∥∥2) 12 = C0
2
Y0. (4.12)
By substituting (4.11) and (4.12) into (4.5) we obtain
h1(t) ≤
(
C0Y0 + e
kCk0
∫ t
0
‖u(s)‖kHp ds
)k−1
≤ h2(t) (4.13)
for all t ∈ [0, T ], if k ≥ 2. It follows that the ℓ1 estimate provides larger radius of
analyticity than the L2 estimate does. Indeed, the reason of this fact is simply the
imbedding
‖uˆ‖ℓ1 ≤ C(p) ‖u‖Hp if p >
n
2
. (4.14)
As pointed out in [23], the inequality (4.14) becomes increasingly unsaturated - it
has a large gap between its left and right hand sides - when u is dominated by
contributions from high wavenumbers. For example, if we set u(x) = eimx, then the
right hand side of (4.14) increases with m, while the left hand side remains constant.
Remark 4.4. Another way to see the advantage of ℓ1 estimate is to study the scaling
behavior of the radius of analyticity with respect to physical parameters. In fact, for
the equation
utt − νuxx + λu− u3 = 0, (4.15)
[20] gives an explicit real analytic periodic solution
u =
√
2m2λ
1 +m2
sn
(√
λ
(1 +m2)(c2 − ν)(x− ct)
)
(4.16)
where sn is a Jacobi elliptic function with the modulus m, and c2 > ν > 0. Notice
that, the ODE which describes the steady states of (4.15) was considered in [23] and
it was shown that the estimates on the radius of analyticity obtained by the usual
Gevrey class approach do not scale optimally as a function of the physical parameters,
and in order to remedy it, the authors gave a modified definition of the Gevrey class
based on the Wiener algebra, which was shown to yield a sharp scaling behavior
of the estimates on the radius of analyticity. Their discovery can be verified here
as well, for the Klein-Gordon (4.15). For instance, it is easy to see from the explicit
solution (4.16) that, as ν → 0 the radius ρ of analyticity of u has the same asymptotic
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behavior with Cν
1
2 , that is, ρ ∼ Cν 12 , where C is a constant. By carrying out similar
evaluations as in Propositions 4.1 and 4.2 we find that τ(t), a lower bound of the
radius of analyticity of the solution to (4.15), obtained by the Gevrey estimate based
on Wiener algebra, scales optimally as ν → 0; while the usual L2 Gevrey estimate
shows τ ∼ Cν 1+p2 , which is lack of sharpness since p > 1
2
. But we omit the detail of
calculations.
Remark 4.5. Finally, we comment that, by using Fourier transforms instead of Fourier
series, our results in the paper are also valid for nonlinear wave equations in the
whole space Rn or on the sphere Sn−1. One refers to [22] for Gevrey estimates of
Navier-Stokes equations in R3, and to [7, 8] on S2, using spherical harmonics as a
basis instead of the trigonometric functions in the periodic. Furthermore, the tools
and results presented here can be extended in a straightforward manner to other
equations, such as the nonlinear Schro¨dinger equation with real analytic nonlinearity.
Recently, adopting the Gevrey class energy-like method, the authors of [12] con-
sidered the analytic regularity of a non-dispersive Hamiltonian equation: the cubic
Szego˝ equation. By taking advantage of the uniform boundedness of the ℓ1 norm
of the Fourier transform of the solution, the method based on the Wiener algebra
provided a substantially better estimate (exponential decay) of the analyticity radius
of the solution than the one (double exponential decay) obtained by the regular L2
approach. Furthermore, the idea of working in the Wiener algebra to study spa-
tial analyticity of solutions was recently applied to the incompressible Navier-Stokes
system on n-torus [3], where semigroup techniques were used.
Another important example is the following Cauchy problem for wave equations
with exponential nonlinearities in the two-dimensional space:
u + ueu
2
= 0 on R× R2. (4.17)
Ibrahim et al. [13] established the global well-posedness (in time) of (4.17), for
(C∞(R2)) initial data of restricted size. Later, Struwe [26, 27] improved this re-
sult and removed the restriction on the size of initial data. Since the nonlinearity
ueu
2
is analytic in u, the results and tools presented in this paper are applicable to
(4.17) with real analytic initial data in R2. Thus, by combining our results with the
global regularity result of Struwe [26, 27], one concludes that the solution of (4.17)
remains analytic for all t ≥ 0, provided the initial data is real analytic in R2.
5. Appendix
In the Appendix we prove some properties of the Gevrey classes used in the paper.
For more on Gevrey classes, see [10, 11, 19, 22, 23]. First we show the Gevrey classes
Gτ (ℓ
1) andD(ApeτA ) correspond to functions which are analytic in certain arguments.
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Lemma 5.1. Let u(x) =
∑
j∈Zn uje
ij·x, where x = (x1, . . . , xn) ∈ Tn, such that∑
j∈Zn |uj|eτ |j
′| < ∞ for all τ ∈ (0, σ), where j′ = (j1, . . . , jm), m ≤ n. Then u is
real analytic in the variable (x1, . . . , xm) ∈ Tm with uniform radius of analyticity σ.
That is, the function u(z1, . . . , zm, xm+1, . . . , xn) =
∑
j∈Zn uje
i(
∑m
k=1 jkzk)ei(
∑n
k=m+1 jkxk)
is analytic in the variables z1, . . . , zm, where zk = xk + iyk, in the domain x ∈ Tn,∑m
k=1 |yk|2 < σ2.
Proof. Notice that the function ei(
∑m
k=1 jkzk)ei(
∑n
k=m+1 jkxk) is entire in the variables
z1, . . . , zm. Thus we need to show that, the series
∑
j∈Zn uje
i(
∑m
k=1 jkzk)ei(
∑n
k=m+1 jkxk)
is convergent uniformly for all x ∈ Tn, ∑mk=1 |yk|2 ≤ τ 2 < σ2. In fact,∑
j∈Zn
|uj||ei(
∑m
k=1 jkzk)||ei(
∑n
k=m+1 jkxk)| ≤
∑
j∈Zn
|uj|e|y||j′| ≤
∑
j∈Zn
|uj|eτ |j′| <∞.

Corollary 5.2. Let u ∈ D(ApeτA ) for all τ ∈ (0, σ). If p > n/2, then u is real
analytic in the variables x′ = (x1, . . . , xm) ∈ Tm with uniform radius of analyticity σ.
Proof. By Ho¨lder’s inequality, we have
∑
j∈Zn
eτ |j
′||uj| ≤
(∑
j∈Zn
1
(1 + |j|2)p
) 1
2
(∑
j∈Zn
(1 + |j|2)pe2τ |j′||uj|2
) 1
2
<∞
if p > n
2
. 
The next result states the Gevrey-Sobolev class D(ApeτA ) is an algebra.
Lemma 5.3. If u and v are in the Gevrey-Sobolev class D(ApeτA ) with p > n/2,
then their product uv ∈ D(ApeτA ) and∥∥ApeτA (uv)∥∥ ≤ C0 ∥∥ApeτA u∥∥∥∥ApeτA v∥∥
where C0 = 2
p
√
2
∑
j∈Zn(1 + |j|2)−p.
Proof. Similar to Lemma 1 in [10] with careful estimate of the constant C0. 
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