We propose WIDL-expressions as a flexible formalism that facilitates the integration of a generic sentence realization system within end-to-end language processing applications. WIDL-expressions represent compactly probability distributions over finite sets of candidate realizations, and have optimal algorithms for realization via interpolation with language model probability distributions. We show the effectiveness of a WIDL-based NLG system in two sentence realization tasks: automatic translation and headline generation.
Introduction
The Natural Language Generation (NLG) community has produced over the years a considerable number of generic sentence realization systems: Penman (Matthiessen and Bateman, 1991) , FUF (Elhadad, 1991) , Nitrogen (Knight and Hatzivassiloglou, 1995) , Fergus (Bangalore and Rambow, 2000) , HALogen (Langkilde-Geary, 2002) , Amalgam (Corston-Oliver et al., 2002) , etc. However, when it comes to end-to-end, text-totext applications -Machine Translation, Summarization, Question Answering -these generic systems either cannot be employed, or, in instances where they can be, the results are significantly below that of state-of-the-art, application-specific systems (Hajic et al., 2002; Habash, 2003) . We believe two reasons explain this state of affairs.
First, these generic NLG systems use input representation languages with complex syntax and semantics. These languages involve deep, semanticbased subject-verb or verb-object relations (such as ACTOR, AGENT, PATIENT, etc., for Penman and FUF), syntactic relations (such as subject, object, premod, etc., for HALogen), or lexical dependencies (Fergus, Amalgam) . Such inputs cannot be accurately produced by state-of-the-art analysis components from arbitrary textual input in the context of text-to-text applications.
Second, most of the recent systems (starting with Nitrogen) have adopted a hybrid approach to generation, which has increased their robustness. These hybrid systems use, in a first phase, symbolic knowledge to (over)generate a large set of candidate realizations, and, in a second phase, statistical knowledge about the target language (such as stochastic language models) to rank the candidate realizations and find the best scoring one. The disadvantage of the hybrid approach -from the perspective of integrating these systems within end-to-end applications -is that the two generation phases cannot be tightly coupled. More precisely, input-driven preferences and target language-driven preferences cannot be integrated in a true probabilistic model that can be trained and tuned for maximum performance.
In this paper, we propose WIDL-expressions (WIDL stands for Weighted Interleave, Disjunction, and Lock, after the names of the main operators) as a representation formalism that facilitates the integration of a generic sentence realization system within end-to-end language applications. The WIDL formalism, an extension of the IDL-expressions formalism of Nederhof and Satta (2004) , has several crucial properties that differentiate it from previously-proposed NLG representation formalisms. First, it has a simple syntax (expressions are built using four operators) and a simple, formal semantics (probability distributions over finite sets of strings). Second, it is a compact representation that grows linearly in the number of words available for generation (see Section 2). (In contrast, representations such as word lattices (Knight and Hatzivassiloglou, 1995) or non-recursive CFGs (Langkilde-Geary, 2002) require exponential space in the number of words available for generation (Nederhof and Satta, 2004) .) Third, it has good computational properties, such as optimal algorithms for intersection with -gram language models (Section 3). Fourth, it is flexible with respect to the amount of linguistic processing required to produce WIDLexpressions directly from text (Sections 4 and 5). Fifth, it allows for a tight integration of inputspecific preferences and target-language preferences via interpolation of probability distributions using log-linear models. We show the effectiveness of our proposal by directly employing a generic WIDL-based generation system in two end-to-end tasks: machine translation and automatic headline generation.
The WIDL Representation Language

WIDL-expressions
In this section, we introduce WIDL-expressions, a formal language used to compactly represent probability distributions over finite sets of strings.
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For proofs and more details regarding WIDLexpressions, we refer the interested reader to (Soricut, 2006) . Theorem 1 ensures that highcomplexity hypothesis spaces can be represented efficiently by WIDL-expressions (Section 5).
WIDL-graphs and Probabilistic
Finite . Each path (and its associated string) has a probability value induced by the probability distribution functions associated with the edge labels of 
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Algorithms for Intersecting WIDL-expressions with Language Models
Algorithm WIDL-NGLM-A (Figure 3) (Soricut and Marcu, 2005) , using Equation 1 (unnormalized) for computing the event costs. Given the existence of the admissible heuristic and the monotonicity property of the unfolding provided by the priority queue m , the proof for A optimality (Russell and Norvig, 1995) guarantees that WIDL-NGLM-A finds a path in An important property of the WIDL-NGLM-A algorithm is that the UNFOLD relation (and, implicitly, the W p 1 acceptor) is computed only partially, for those states for which the total cost is less than the cost of the optimal path. This results in important savings, both in space and time, over simply running a single-source shortest-path algorithm for directed acyclic graphs (Cormen et al., 2001 ) over the full acceptor W 1 (Soricut and Marcu, 2005) .
Headline Generation using WIDL-expressions
We employ the WIDL formalism (Section 2) and the WIDL-NGLM-A algorithm (Section 3) in a summarization application that aims at producing both informative and fluent headlines. Our headlines are generated in an abstractive, bottom-up manner, starting from words and phrases. A more common, extractive approach operates top-down, by starting from an extracted sentence that is compressed (Dorr et al., 2003) and annotated with additional information (Zajic et al., 2004) .
Automatic Creation of WIDL-expressions for
Headline Generation. We generate WIDLexpressions starting from an input document. First, we extract a weighted list of topic keywords from the input document using the algorithm of Zhou and Hovy (2003) . This list is enriched with phrases created from the lexical dependencies the topic keywords have in the input document. We associate probability distributions with these phrases using their frequency (we assume that higher frequency is indicative of increased importance) and their position in the document (we assume that proximity to the beginning of the document is also indicative of importance). In Figure 4 , we present an example of input keywords and lexical-dependency phrases automatically extracted from a document describing incidents at the Turkey-Iraq border.
The algorithm for producing WIDLexpressions combines the lexical-dependency phrases for each keyword using a b operator with the associated probability values for each phrase multiplied with the probability value of each topic keyword. It then combines all the b -headed expressions into a single WIDL-expression using a operator with uniform probability. The WIDLexpression in Figure 1 is a (scaled-down) example of the expressions created by this algorithm. On average, a WIDL-expression created by this algorithm, using . Finally, we generate headlines from WIDLexpressions using the WIDL-NGLM-A algorithm, which interpolates the probability distributions represented by the WIDL-expressions with -gram language model distributions. The output presented in Figure 4 is the most likely headline realization produced by our system.
Headline Generation Evaluation.
To evaluate the accuracy of our headline generation system, we use the documents from the DUC 2003 evaluation competition. Half of these documents are used as development set (283 documents and the other half is used as test set (273 documents). We automatically measure performance by comparing the produced headlines against one reference headline produced by a human using ROUGE (Lin, 2004) .
For each input document, we train two language models, using the SRI Language Model Toolkit (with modified Kneser-Ney smoothing). A general trigram language model, trained on 170M English words from the Wall Street Journal, is used to model fluency. A document-specific trigram language model, trained on-the-fly for each input document, accounts for both fluency and content validity. We also employ a word-count model (which counts the number of words in a proposed realization) and a phrase-count model (which counts the number of phrases in a proposed realization), which allow us to learn to produce headlines that have restrictions in the number of words allowed (10, in our case). The interpolation weights e (Equation 2) are trained using discriminative training (Och, 2003) using ROUGE as the objective function, on the development set.
The results are presented in Table 1 . We compare the performance of several extractive algorithms (which operate on an extracted sentence to arrive at a headline) against several abstractive algorithms (which create headlines starting from scratch). For the extractive algorithms, Lead10 is a baseline which simply proposes as headline the lead sentence, cut after the first 10 words.
HedgeTrimmer ¦ is our implementation of the Hedge Trimer system (Dorr et al., 2003) , and Topiary § is our implementation of the Topiary system (Zajic et al., 2004) . For the abstractive algorithms, Keywords is a baseline that proposes as headline the sequence of topic keywords, Webcl is the system Figure 5 : Headlines generated automatically using a WIDL-based sentence realization system. described in (Zhou and Hovy, 2003) , and WIDLA¨is the algorithm described in this paper.
This evaluation shows that our WIDL-based approach to generation is capable of obtaining headlines that compare favorably, in both content and fluency, with extractive, state-of-the-art results (Zajic et al., 2004) , while it outperforms a previously-proposed abstractive system by a wide margin (Zhou and Hovy, 2003) . Also note that our evaluation makes these results directly comparable, as they use the same parsing and topic identification algorithms. In Figure 5 , we present a sample of headlines produced by our system, which includes both good and not-so-good outputs.
Machine Translation using WIDL-expressions
We also employ our WIDL-based realization engine in a machine translation application that uses a two-phase generation approach: in a first phase, WIDL-expressions representing large sets of possible translations are created from input foreignlanguage sentences. In a second phase, we use our generic, WIDL-based sentence realization engine to intersect WIDL-expressions with angram language model. In the experiments reported here, we translate between Chinese (source language) and English (target language).
Automatic Creation of WIDL-expressions for MT. We generate WIDL-expressions from Chinese strings by exploiting a phrase-based translation table (Koehn et al., 2003) . We use an algorithm resembling probabilistic bottom-up parsing to build a WIDL-expression for an input Chinese string: each contiguous span 
That is, reordering of the component tiles are permitted by the S c operators (assigned non-zero probability), but the longer the movement from the original order of the tiles, the lower the probability. (This distortion model is similar with the one used in (Koehn, 2004) .) When multiple tiles are available for the same span u 7 © ! , they are joined by a b B c operator, where Q is specified by the probability distributions specified in the translation table. Usually, statistical phrase-based translation tables specify not only one, but multiple distributions that account for context preferences. In our experiments, we consider four probability distributions: (Germann et al., 2003) , full A search is not usually possible, due to the large size of the search spaces. We therefore use an approximation algorithm, called WIDL-NGLM-A i , which considers for unfolding only the nodes extracted from the priority queue m which already unfolded a path of length greater than or equal to the maximum length already unfolded minus (we used Ã ¦ á in the experiments reported here).
MT Performance Evaluation.
When evaluated against the state-of-the-art, phrase-based decoder Pharaoh (Koehn, 2004) , using the same experimental conditions -translation table trained on the FBIS corpus (7.2M Chinese words and 9.2M English words of parallel text), trigram language model trained on 155M words of English newswire, interpolation weights e (Equation 2) trained using discriminative training (Och, 2003) (on the 2002 NIST MT evaluation set), probabilistic beam set to 0.01, histogram beam X set to 10 -and BLEU (Papineni et al., 2002) as our metric, the WIDL-NGLM-A algorithm produces translations that have a BLEU score of 0.2570, while Pharaoh translations have a BLEU score of 0.2635. The difference is not statistically significant at 95% confidence level.
These results show that the WIDL-based approach to machine translation is powerful enough to achieve translation accuracy comparable with state-of-the-art systems in machine translation.
Conclusions
The approach to sentence realization we advocate in this paper relies on WIDL-expressions, a formal language with convenient theoretical properties that can accommodate a wide range of generation scenarios. In the worst case, one can work with simple bags of words that encode no context preferences (Soricut and Marcu, 2005) . One can also work with bags of words and phrases that encode context preferences, a scenario that applies to current approaches in statistical machine translation (Section 5). And one can also encode context and ordering preferences typically used in summarization (Section 4).
The generation engine we describe enables a tight coupling of content selection with sentence realization preferences. Its algorithm comes with theoretical guarantees about its optimality. Because the requirements for producing WIDLexpressions are minimal, our WIDL-based generation engine can be employed, with state-of-the-art results, in a variety of text-to-text applications.
