Abstract. For every n ∈ N, let X 1n , . . . , Xnn be independent copies of a zero-mean Gaussian process Xn = {Xn(t), t ∈ T }. We describe all processes which can be obtained as limits, as n → ∞, of the process an(Mn − bn), where Mn(t) = max i=1,...,n X in (t) and an, bn are normalizing constants. We also provide an analogous characterization for the limits of the process anLn, where Ln(t) = min i=1,...,n |X in (t)|.
Introduction
Suppose that we are given a large number n of independent copies of some Gaussian process defined on an arbitrary set T . Let M n be the maximum of these processes, taken pointwise. The aim of this paper is to describe the class of processes which can be obtained as limits, as n → ∞ and after suitable normalization, of the process M n . To state our problem more precise, let X 1n , . . . , X nn be n independent copies of a zero-mean Gaussian process {X n (t), t ∈ T } with (1) r n (t 1 , t 2 ) := E[X n (t 1 )X n (t 2 )], σ 2 n (t) := r n (t, t) > 0. We define a process {M n (t), t ∈ T } by (2) M n (t) = max i=1,...,n X in (t).
Problem 1. Describe all sequences X n and all sequences of constants a n , b n for which the process a n (M n − b n ) converges as n → ∞ to some nontrivial limit.
Throughout, convergence of stochastic processes is understood as the weak convergence of their finite-dimensional distributions.
Hüsler and Reiss [5] proved that M n converges as n → ∞ to a nontrivial limiting process if the following two conditions are satisfied:
(1) σ n (t) = 1 for all t ∈ T .
(2) lim n→∞ log n · (1 − r n (t 1 , t 2 )) exists in (0, ∞) for all t 1 , t 2 ∈ T . We will complement the work of Hüsler and Reiss [5] by considering processes with non-unit variance, providing necessary and sufficient conditions for convergence, stressing the role of negative-definite functions, and giving a different representation for the limiting processes. This representation is related to a symmetry property of certain exponential intensity Poisson point processes with Gaussian increments which is of independent interest.
Extremes of independent stationary Gaussian processes on R d have been studied by [9] . We will extend some of the results of [9] to the non-stationary case.
We will also consider a similar problem for minima (always understood in the sense of absolute value) of independent Gaussian processes. With the above assumptions, we define a process {L n (t), t ∈ T } by (3) L n (t) = min i=1,...,n |X in (t)|.
Problem 2. Describe all sequences X n and all sequences of constants a n , b n for which the process a n (L n − b n ) converges as n → ∞ to some nontrivial limit.
The paper is organized as follows. In Section 2 we state Theorem 2.1 which is needed to define the class of limiting processes for both maxima and minima of independent Gaussian processes. We solve Problem 1 and Problem 2 in Section 3 and Section 4. In Section 5 we consider maxima and minima of independent fractional Brownian motions, and construct a new class of α-stable processes. The proof of Theorem 2.1 is given in Section 6.
A family of Gauss-Poisson point processes
2.1. Negative-definite kernels. We start by recalling some definitions related to negative-definite kernels, see [2, Chapter 3] . A kernel on a set T is a mapping from T × T to R. A kernel Γ : T × T → [0, ∞) is called negative definite if for every n ∈ N, t 1 , . . . , t n ∈ T and a 1 , . . . , a n ∈ R satisfying n i=1 a i = 0, we have
It is well known that d(t 1 , t 2 ) := Γ(t 1 , t 2 ) defines a pseudo-metric on T (which means that d(t 1 , t 1 ) = 0, d(t 1 , t 2 ) = d(t 2 , t 1 ), and d(t 1 , t 3 ) ≤ d(t 1 , t 2 ) + d(t 2 , t 3 ) for every t 1 , t 2 , t 3 ∈ T , but note that, in general, d(t 1 , t 2 ) = 0 does not imply that t 1 = t 2 ). Further, a pseudo-metric d on T arises in this way for some negative-definite kernel Γ if and only if the pseudo-metric space (T, d) is isometrically embeddable into a Hilbert space.
Example 2.1. If {W (t), t ∈ T } is a zero-mean Gaussian process, then its incremental variance
is a negative-definite kernel on T .
It will be convenient to use the following definition.
is called negative definite in the extended sense if there is a disjoint decomposition T = ∪ α∈A T α such that the following two conditions hold:
(1) Γ(t 1 , t 2 ) = +∞ if and only if there is α ∈ A such that t 1 ∈ T α and t 2 ∈ T α ; (2) for every α ∈ A, the restriction of Γ to T α × T α is negative definite in the usual sense.
Note that the above conditions show that Γ determines the decomposition T = ∪ α∈A T α uniquely. The next simple proposition establishes a link between positivedefinite and negative-definite kernels. Proposition 2.1. For each n ∈ N, let {X n (t), t ∈ T } be a zero-mean, unit-variance Gaussian process with covariance function r n (t 1 , t 2 ) := E[X n (t 1 )X n (t 2 )]. Suppose that there exists a sequence z n with lim n→∞ z n = +∞ such that for all t 1 , t 2 ∈ T ,
Then the kernel Γ is negative definite in the extended sense.
Proof. First we show that if for some t 1 , t 2 , t 3 ∈ T , both Γ(t 1 , t 2 ) and Γ(t 2 , t 3 ) are finite, then Γ(t 1 , t 3 ) is finite too. If the process {X n (t), t ∈ T } is defined on some probability space (Ω, P), then we can define an embedding of T into L 2 (Ω) by t → X n (t). This embedding induces a pseudometric d n on T defined by t 2 ) ). Now suppose that Γ(t 1 , t 2 ) and Γ(t 2 , t 3 ) are finite, which means that
By the triangle inequality,
This implies that Γ(t 1 , t 3 ) is finite too. Now we define an equivalence relation "∼" on T by declaring t 1 ∼ t 2 if and only if Γ(t 1 , t 2 ) = +∞. Let T = ∪ α∈A T α be the decomposition of T into equivalence classes induced by the relation "∼". To complete the proof, we need to show that for every α ∈ A, the restriction of Γ to T α × T α is negative definite in the usual sense. Take some k ∈ N, t 1 , . . . , t k ∈ T α and a 1 , . . . , a k ∈ R satisfying
Now, the right-hand side is ≤ 0 since the kernel (t ′ , t ′′ ) → r n (t ′ , t ′′ ), being the covariance function of the process X n , is positive definite. This verifies (4) and completes the proof.
2.2.
A family of Gauss-Poisson point processes. In the next theorem we construct a family of exponential intensity Poisson processes related to each other by Gaussian increments. This construction will be used to define limiting processes for both maxima and minima of independent Gaussian processes.
Theorem 2.1. Fix λ ∈ R and a negative-definite kernel Γ on a set T . Let {U i , i ∈ N} be a Poisson point process on R with intensity e −λu du, and let W i , i ∈ N, be independent copies of any zero-mean Gaussian process {W (t), t ∈ T } with incremental variance Γ. Denote by σ 2 (t) the variance of W (t). Define a function
Then the law of the random family of functions {U i , i ∈ N} depends only on Γ and λ(and does not depend on σ 2 ).
Remark 2.1. For a given negative-definite kernel Γ, there are many processes W with incremental variance Γ. For example, for every s ∈ T there is a unique in law Gaussian process W (s) with incremental variance Γ such that additionally, W (s) (s) = 0. The covariance function of this process is given by
Remark 2.2. We consider {U i , i ∈ N} as a Poisson point process on the space R T endowed with the product σ-algebra.
Remark 2.3. For every fixed t ∈ T , {U i (t), i ∈ N} is a Poisson point process on R with intensity e −λu du. We may view the map t → {U i (t), i ∈ N} as a family of dependent Poisson point processes on R related to each other via Gaussian jumps.
and W is a process with stationary increments, the statement of Theorem 2.1 can be deduced from [9] . In this case, the law of the family of functions {U i , i ∈ N} is translation invariant. The proof in the general case will be given in Section 6.
Maxima of independent Gaussian processes
The main result of this section is Theorem 3.2 which solves Problem 1. Before we can state and prove it, we need to define the class of limiting processes in Section 3.1 and to recall a result of Hüsler and Reiss [5] in a slightly generalized form and with a different representation of the limiting process in Section 3.2.
3.1. Construction of limiting processes. Let Γ be a negative-definite kernel on a set T . Let {U i , i ∈ N} be a Poisson point process on R with intensity e −u du, and let W i , i ∈ N, be independent copies of a zero-mean Gaussian process {W (t), t ∈ T } with incremental variance Γ and variance σ 2 . Then we set
Remark 3.1. By Theorem 2.1 with λ = 1, the law of M Γ depends only on Γ.
Remark 3.2. A standard calculation with Poisson point processes, see [14] , shows that the finite-dimensional distributions of M Γ are as follows: for every t 1 , . . . , t k ∈ T and y 1 , . . . , y k ∈ R, we have
Note that for every fixed t ∈ T , M Γ (t) is distributed according to the unit Gumbel distribution function e −e −y .
Remark 3.3. By construction, the process M Γ is max-stable, see [4] . This means that for every k ∈ N, the process
are independent copies of M Γ , has the same law as {M Γ (t) + log k, t ∈ T }.
We need to slightly extend the definition of M Γ given above. Let Γ be a negativedefinite kernel in the extended sense on a set T with the corresponding decomposition T = ∪ α∈A T α . Then we denote by {M Γ (t), t ∈ T } the stochastic process with the following properties:
(1) for every α ∈ A, the process {M Γ (t), t ∈ T α } is defined as in (8). (2) for α, β ∈ A with α = β, the processes {M Γ (t), t ∈ T α } and {M Γ (t), t ∈ T β } are independent.
3.2. Sufficient conditions for convergence. The next theorem is a slight modification of a result of Hüsler and Reiss [5] . Closely related results were obtained by [3] , [9] . Let u n be a sequence such that
Equivalently, one can take
Theorem 3.1. For every n ∈ N, let X 1n , . . . , X nn be independent copies of a zero-mean, unit-variance Gaussian process {X n (t), t ∈ T } with covariance function
Remark 3.4. By Proposition 2.1, the kernel Γ is negative definite in the extended sense. Hence, the process M Γ is well defined.
Remark 3.5. Hüsler and Reiss [5] proved Theorem 3.1 assuming that T is finite and that Γ(t 1 , t 2 ) < ∞ for all t 1 , t 2 ∈ T , but they gave a different expression for the limiting process.
Proof of Theorem 3.1. Suppose first that Γ(t 1 , t 2 ) < ∞ for all t 1 , t 2 ∈ T . We will use a method similar to that of [5] (see also [13] ). Let s ∈ T be arbitrary. It will be convenient to set u n (y) = u n + u −1 n y for y ∈ R. Conditioned on the event A n (y) := {X n (s) = u n (y)}, we have
Taking into account (11) and (12), we obtain (14) lim
Further, by the well-known formula for the conditional covariance,
). Together with (11) and (12) this implies that (16)
It follows from (14) and (16) that for every fixed y ∈ R, we have the following convergence of conditional processes
We are going to compute the finite-dimensional distributions of the process u n (M n −u n ) in the limit n → ∞. Fix some k ∈ N, t 1 , . . . , t k ∈ T , and y 1 , . . . , y k ∈ R. The density f n of the random variable u n (X n (s) − u n ) is given by
Conditioning on the event A n (y), we obtain
It follows from (10), (17), and a standard argument justifying the use of the dominated convergence theorem that (18)
By the definition of M n , we have
It follows from (18) and (19) that
Comparing this with (9), we obtain the statement of the theorem under the restriction that Γ(t 1 , t 2 ) < ∞ for all t 1 , t 2 ∈ T . (Note that by Remark 3.1, we can take W = W (s) on the right-hand side of (9).) To prove the general case, let Γ be a negative-definite kernel in the extended sense, with the corresponding decomposition T = ∪ α∈A T α . Take t 1 , . . . , t k ∈ T and y 1 , . . . , y k ∈ R. Let I α be the set of all i = 1, . . . , k with the property that t i ∈ T α . By the Bonferroni inequality,
n , where
(We write i ′ ∼ i ′′ if i ′ and i ′′ are contained in the same I α ). For every α ∈ A, choose s α ∈ T α arbitrarily. On the one hand, the above proof, see (18), shows that for every α ∈ A,
On the other hand, it follows from Lemma 3.1 below that we have lim n→∞ nS
This completes the proof since it follows from (9) and Section 3.1 that the righthand side is equal to P[∀j :
Lemma 3.1. Let X n , n ∈ N, be a sequence of Gaussian processes as in Theorem 3.1. Suppose that for some t 1 , t 2 ∈ T , Γ(t 1 , t 2 ) = ∞. Then for every y 1 , y 2 ∈ R,
n (t), t ∈ {t 1 , t 2 }} be a zero-mean, unit-variance Gaussian vector with covariance ρ n := 1 − λ/ log n. Recalling (12) and taking into account the fact that Γ(t 1 , t 2 ) = ∞, we obtain that r n (t 1 , t 2 ) < ρ n for sufficiently large n. By Slepian's comparison lemma, see [10, Corollary 4 
n y 2 ]. The limit of the right-hand side of (24) as n → ∞ was computed by [5] . It follows that lim sup
where Φ is the standard normal distribution function. Since the above is true for every λ > 0, we obtain the statement of the lemma by letting λ → ∞.
3.3.
Necessary and sufficient conditions for convergence. The next theorem solves Problem 1. To exclude trivial cases, we adopt the following definition: A process {M (t), t ∈ T } is called nondegenerate if there is t ∈ T such that M (t) is not a.s. constant.
Theorem 3.2. For every n ∈ N, let X 1n , . . . , X nn be independent copies of a zero-mean Gaussian process {X n (t), t ∈ T } with
(1) there exist sequences a n > 0 and b n such that the process a n (M n − b n ) converges as n → ∞ to a nondegenerate limit M , if and only if, the following two conditions hold: (a) the following limit exists in [0, ∞] for every t 1 , t 2 ∈ T :
; (b) the following limit exists in R for every t 1 , t 2 ∈ T :
(2) if Condition 1a holds, then the kernel Γ is negative definite in the extended sense; (3) if Conditions 1a and 1b are satisfied, then we can choose
where t 0 ∈ T is fixed and u n is as in (11) . In this case, the limiting process {M (t), t ∈ T } has the same law as {M Γ (t) + κ(t 0 , t), t ∈ T }, where M Γ is as in Section 3.1.
Remark 3.6. If we additionally assume that σ n ≡ 1, then Condition 1b is trivially fulfilled with κ(t 1 , t 2 ) = 0.
We will need the following lemma from [9] , see Lemma 21 there.
Lemma 3.2. Let the assumptions of Theorem 3.2 be satisfied and, additionally, σ n ≡ 1. Take some t 1 , t 2 ∈ T . Then the law of the bivariate random vector 
Proof of Theorem 3.2. Suppose that the process a n (M n − b n ) converges as n → ∞ to some nondegenerate limit M . First we prove the existence of the limit in (27). The random variable σ −1 n (t)M n (t) has the distribution of the maximum of n independent standard Gaussian random variables. Thus, the random variable u n σ −1 n (t)(M n (t) − σ n (t)u n ) converges as n → ∞ weakly to the Gumbel distribution, see [10, Theorem 1.5.3] . On the other hand, since we assume the process M to be nondegenerate, for some t ∈ T , the random variable a n (M n (t) − b n ) has a nondegenerate limiting distribution as n → ∞. By the convergence to types lemma, see [10, Theorem 1.2.3] , there exist constants a(t) > 0 and b(t) ∈ R such that (30) lim
Inserting t = t 1 and t = t 2 into the second equation in (30) and taking the difference, we obtain lim
Thus,
Recall that by (30), a n σ n (t 1 ) ∼ u n /a(t), and by (11), u 2 n ∼ 2 log n as n → ∞. Applying this to (31), yields Condition 1b.
We prove that Condition 1a is satisfied. Take some t 1 , t 2 ∈ T and assume that t 1 = t 2 , since otherwise, the limit in (26) is evidently 0. Define a unitvariance Gaussian process {X
We claim that the process u n (M ′ n − u n ) converges as n → ∞ to a nondegenerate limit. Recall that we assume that the process a n (M n −b n ) converges to M . We may write
It follows from (30) that the process on the right-hand side of (32) converges to {a(t)(M (t) − b(t)), t ∈ T }. The covariance function of X ′ n is given by (33) r ′ n (t 1 , t 2 ) = r n (t 1 , t 2 )/σ n (t 1 )σ n (t 2 ). Condition 1a follows then from Lemma 3.2.
The above proves the "only if" statement of part 1. Since the "if" statement of part 1 will follow from part 3, we proceed to the proof of part 2 of the theorem. Recall that X ′ n (t) = X n (t)/σ n (t). In view of (33), we may rewrite (26) as Γ(t 1 , t 2 ) = lim
Applying Proposition 2.1 to the process X ′ n , we obtain the statement of part 2. We prove part 3 of the theorem. Suppose that Conditions 1a and 1b hold. By Theorem 3.1, the process u n (M ′ n − u n ) converges to M Γ as n → ∞. With a n and b n as in (28) we have
Note that by (27),
This completes the proof of part 3 of the theorem.
Minima of independent Gaussian processes
In this section we solve Problem 2 using a method similar to that used in Section 3.
Construction of limiting processes.
We start by defining the class of limiting processes. Let Γ be a negative-definite kernel on a set T . Let {U i , i ∈ N} be a Poisson point process on R with Lebesgue measure as intensity, and let W i , i ∈ N, be independent copies of a zero-mean Gaussian process {W (t), t ∈ T } with incremental variance Γ and variance σ 2 . Then we define a process
Remark 4.1. By Theorem 2.1 with λ = 0, the law of L Γ depends only on Γ.
Remark 4.2. It follows from the basic properties of Poisson point processes that the finite-dimensional distributions of L Γ are as follows: for every t 1 , . . . , t k ∈ T and y 1 , . . . , y k > 0, we have
For every fixed t ∈ T , L Γ (t) has an exponential distribution with mean 1/2.
Remark 4.3. The process L Γ is max-infinitely divisible, which means (see [14] for a definition) that for every k ∈ N, we can represent L Γ as a pointwise minimum of k independent identically distributed processes. This follows from the fact that the Poisson point process on R with unit intensity can be represented as a union of k independent Poisson point processes with constant intensity 1/k. Note also that the property of max-infinite divisibility is weaker than that of max-stability, cf. Remark 3.3.
Exactly as in Section 3.1, the above definition of the process L Γ can be extended to the case when Γ is a negative-definite kernel in the extended sense.
Sufficient condition for convergence.
The next theorem is an analogue of Theorem 3.1 for minima (in the sense of absolute value) of independent Gaussian processes. Let
Theorem 4.1. For every n ∈ N, let X 1n , . . . , X nn be independent copies of a zero-mean, unit-variance Gaussian process {X n (t), t ∈ T } with covariance function r n (t 1 , t 2 ) := E[X n (t 1 )X n (t 2 )] such that for every t 1 , t 2 ∈ T ,
Let L n (t) = min i=1,...,n |X in (t)|. Then the process w n L n converges as n → ∞ to the process L Γ .
Remark 4.4. By Proposition 2.1, the kernel Γ is negative-definite in the extended sense. Hence, the process L Γ is well-defined.
Proof. The idea of the proof is analogous to that used in the proof of Theorem 3.1. First suppose that Γ(t 1 , t 2 ) < ∞ for every t 1 , t 2 ∈ T . Fix some s ∈ T . Conditioned on the event A n (y) := {X n (s) = w
Further, for every t 1 , t 2 ∈ T ,
It follows from (38) and (39) that for every y ∈ R, we have the following convergence of conditioned stochastic processes:
where W (s) is as in Remark 2.1. Take k ∈ N, t 1 , . . . , t k ∈ T , and y 1 , . . . , y k ≥ 0. The density f n of the random variable w n X n (s) is given by
Conditioning on the event A n (y), we get
It follows from (40) and (41) that
Again, we have omitted the standard justification of the use of the dominated convergence theorem. Recalling that L n is the minimum of n independent copies of |X n |, we obtain
Comparing this with (35) (we may take W = W (s) there) completes the proof of the theorem under the restriction that Γ(t 1 , t 2 ) is finite for all t 1 , t 2 ∈ T . The general case can be handled exactly as in the proof of Theorem 3.1 using Lemma 4.1 below.
Lemma 4.1. Let X n , n ∈ N, be a sequence of Gaussian processes as in Theorem 4.1. Suppose that for some t 1 , t 2 ∈ T , Γ(t 1 , t 2 ) = ∞. Then for every y 1 , y 2 > 0,
Proof. The density g n of the bivariate vector (w n X n (t 1 ), w n X n (t 2 )) is given by
.
It follows from (46) together with Γ(t 1 , t 2 ) = ∞ that the term exp(. . .) on the right-hand side converges to 1 as n → ∞. Furthermore, lim n→∞ ng n (z 1 , z 2 ) = 0. Thus,
This completes the proof of the lemma.
4.3.
Necessary and sufficient conditions. The next theorem solves Problem 2.
Theorem 4.2. For every n ∈ N, let X 1n , . . . , X nn be independent copies of a zero-mean Gaussian process {X n (t), t ∈ T } with
(1) there exists a sequence a n such that the process a n L n converges as n → ∞ to some nondegenerate limit L, if and only if, the following conditions hold: (a) the following limit exists in [0, ∞] for every t 1 , t 2 ∈ T :
; (b) the following limit exists in (0, ∞) for every t 1 , t 2 ∈ T :
(2) if Condition 1a holds, then the kernel Γ is negative definite in the extended sense;
(3) if Conditions 1a and 1b are satisfied, then we can choose (45) a n = (2π) −1/2 σ −1 n (t 0 )n for some fixed t 0 . In this case, the limiting process {L(t), t ∈ T } has the same law as {κ(t, t 0 )L Γ (t), t ∈ T }, where L Γ is as in Section 4.1.
Remark 4.5. Considering a more general normalization a n (L n − b n ) will not lead to any essentially new processes by the convergence to types lemma.
We will need the following two lemmas.
Lemma 4.2. Let the assumptions of Theorem 4.1 be satisfied and, additionally, σ n ≡ 1. Take some t 1 , t 2 ∈ T . Then the law of the bivariate random vector (w n L n (t 1 ), w n L n (t 2 )) converges weakly as n → ∞ if and only if the following limit exists in [0, ∞]:
Proof. The "if" part of the lemma follows from Theorem 4.1. To prove the "only if" part, suppose that the limit on the right-hand side of (46) does not exist, which means that the sequence n 2 (1 − r n (t 1 , t 2 )) has at least two different accumulation points c 1 , c 2 in [0, ∞]. It follows from Theorem 4.1 that the sequence of vectors (w n L n (t 1 ), w n L n (t 2 )) has at least two weak accumulation points, and these points are different, as it can be seen from the explicit formula (35). This contradiction completes the proof. Lemma 4.3. If Z i , i ∈ N, are independent standard normal variables, then the random variable w n min i=1,...,n |Z i |, where w n is as in (36), converges as n → ∞ to the exponential distribution with mean 1/2.
Proof. Let y > 0. Since the density of Z 1 is equal to 1/ √ 2π at 0, we have
It follows that
This completes the proof.
Proof of Theorem 4.2. We prove the "only if" statement of part 1 of the theorem. Suppose that the process a n L n converges as n → ∞ to some nondegenerate limit L. First we show that Condition 1b holds. The random variable σ
n (t)L n (t) has the distribution of the minimum (in the sense of absolute value) of n independent standard Gaussian random variables. By Lemma 4.3, the random variable w n σ −1 n (t)L n (t) converges as n → ∞ weakly to the exponential distribution with mean 1/2. On the other hand, by the assumption, the random variable a n L n (t) has a nondegenerate limiting distribution as n → ∞. By the convergence to types lemma, see [ n (t) a n = a(t).
Using this for t = t 1 and t = t 2 and taking the quotient, we obtain (44).
We prove that Condition 1a holds. Take t 1 , t 2 ∈ T with t 1 = t 2 (otherwise, the limit in (43) is 0). Define a unit-variance Gaussian process {X ′ n (t), t ∈ T } by X ′ n (t) = X n (t)/σ n (t), and let L ′ n (t) = L n (t)/σ n (t). We show that the process w n L ′ n converges as n → ∞. We have
It follows from (47) that the process w n L ′ n converges as n → ∞ to {a(t)L(t), t ∈ T }. Condition 1a follows then from Lemma 4.2.
To prove part 2 of the theorem, note that if Condition 1a is satisfied, then r ′ n , the covariance function of X ′ n , satisfies lim
Applying Proposition 2.1 to the process X ′ n , we obtain the statement of part 2. We prove part 3. If Condition 1a is satisfied, then by Theorem 4.1, the process w n L ′ n converges to L Γ . If a n is chosen as in (45), then
It follows from Condition 1b that the process on the right-hand side converges as n → ∞ to the process {κ(t, t 0 )L Γ (t), t ∈ T }. This completes the proof.
Examples and applications
5.1. Maxima of independent fractional Brownian motions. Recall that a zero-mean Gaussian process {B(t), t ∈ R} is called fractional Brownian motion with index α if
The next theorem describes the limiting processes for maxima of independent fractional Brownian motions. For the usual Brownian motion (part 2 of the theorem), it reduces to a result of Brown and Resnick [3] (whose proof was based on the Markov property of the Brownian motion). On the other hand, maxima of independent stationary Gaussian processes were studied by [9] . We call a process {M (t), t ∈ T } nontrivial if it is nondegenerate (i.e., M (t) is not a.s. constant for at least one t ∈ T ), and, additionally, there are t 1 , t 2 ∈ T such that M (t 1 ) and M (t 2 ) are not a.s. equal.
Theorem 5.1. Let B i , i ∈ N, be independent copies of a fractional Brownian motion {B(t), t ≥ 0} with index α ∈ (0, 2]. Fix t 0 > 0 and, with s n > 0 to be specified later, define M n (t) = max i=1,...,n B i (t 0 + s n t).
(1) Suppose that α ∈ (0, 1). Define u n as in (11), and let s n = t 0 /(2 log n) 1/α . Then the process u n (M n − u n ) converges as n → ∞ to the process {M Γ (t), t ∈ R}, where Γ(t 1 , t 2 ) = |t 1 − t 2 | α . (2) Suppose that α = 1. Define u n as in (11), and let s n = t 0 /(2 log n). Then the process u n (M n −u n ) converges as n → ∞ to the process {M Γ (t)+t/2, t ∈ R}, where Γ(t 1 , t 2 ) = |t 1 − t 2 |.
(3) Suppose that α ∈ (1, 2]. Then there exist no sequences a n , b n , and s n > 0 for which the process a n (M n −b n ) converges to a nontrivial limiting process.
Remark 5.
1. An additional rescaling represented by the sequence s n is needed to obtain a nontrivial limit, cf. [3, 9] .
Remark 5.2. Using methods of [9] , it can be shown that the convergence in parts 1 and 2 is weak on C([−A, A]), the space of continuous functions on [−A, A], for every A > 0.
Proof of Theorem 5.1. We are going to apply Theorem 3.2 with X n (t) = B(t 0 + s n t). First, let s n be an arbitrary sequence with s n → 0. The variance σ 2 n (t) := Var X n (t) satisfies, by (48),
Again using (48), we obtain for r n (t 1 , t 2 ) := Cov(X n (t 1 ), X n (t 2 )), the covariance function of X n ,
It follows from (49) that for every t 1 , t 2 ∈ R,
We prove part 1 of the theorem. Suppose that α ∈ (0, 1) and recall that s n = t 0 /(2 log n) 1/α . Then s n = o(s α n ) as n → ∞, and an easy calculation based on (49) and (50) yields
Hence, Condition 1a of Theorem 3.2 is fulfilled with Γ(t 1 , t 2 ) = |t 1 − t 2 | α . Further, it follows from (51) that Condition 1b of Theorem 3.2 is fulfilled with κ(t 1 , t 2 ) = 0. The statement of part 1 follows.
We prove part 2 of the theorem. Suppose that α = 1. Then s α n = s n and thus, a calculation based on (49) and (50) yields
Hence, Condition 1a of Theorem 3.2 is fulfilled with Γ(t 1 , t 2 ) = |t 1 − t 2 |. Further, it follows from (51) that Condition 1b of Theorem 3.2 is fulfilled with κ(t 1 , t 2 ) = (t 2 − t 1 )/2. The statement of part 2 follows. Finally, we prove part 3 of the theorem. Assume that α ∈ (1, 2] and that for some a n , b n , and s n > 0, the process a n (M n − b n ) converges to some nontrivial limit M . First of all, note that lim n→∞ s n = 0, since otherwise, Condition 1b of Theorem 3.2 is not fulfilled. We have s α n = o(s n ) as n → ∞, and an easy calculation based on (49) and (50) shows that
It follows from (51) that in order that Condition 1b of Theorem 3.2 be fulfilled, we need that lim n→∞ s n log n exists finitely. This implies that s n = O(1/ log n)
as n → ∞. It follows from (54) that in Condition 1a of Theorem 3.2, we have γ(t 1 , t 2 ) = 0. Thus, M (t 1 ) = M (t 2 ) for all t 1 , t 2 ∈ T , which means that the limiting process M is trivial.
5.2.
Minima of independent fractional Brownian motions. The next theorem describes possible limits for minima of independent fractional Brownian motions. In contrast with Theorem 5.1, there is no change in behavior at α = 1 here.
Theorem 5.2. Let B i , i ∈ N, be independent copies of a fractional Brownian motion {B(t), t ≥ 0} with index α ∈ (0, 2]. Fix t 0 > 0, and, with
Then the process (2π) −1/2 nL n converges as n → ∞ to the process {L Γ (t), t ∈ R}, where Γ(t 1 , t 2 ) = |t 1 − t 2 | α . [11, 12] , where minima of independent Bessel processes were studied. Note that the proofs of [11, 12] are based on the Markov property of Bessel processes. Global minima of stationary χ 2 -processes were studied by [1] .
Proof. We will apply Theorem 4.2 to the process X n (t) = B(t 0 + s n t). Since lim n→∞ s n = 0, we have, for every t ∈ R,
This implies that Condition 1b of Theorem 4.2 holds with κ(t 1 , t 2 ) = 1. As in the proof of Theorem 5.1, the variance and the covariance of X n satisfy (49) and (50). Hence,
It follows that Condition 1a of Theorem 4.2 holds with Γ(t 1 , t 2 ) = |t 1 − t 2 | α .
5.3. α-stable fields indexed by metric spaces. Let (T, d) be a pseudo-metric space admitting an isometric embedding into a Hilbert space. We are going to use Theorem 2.1 to construct a natural α-stable process on T whose dependence structure is determined by the metric d. Recall that the kernel Γ defined by Γ(t 1 , t 2 ) := d 2 (t 1 , t 2 ) is negative definite. Let {U i , i ∈ N} be a Poisson point process on R with intensity e −u du and let W i , i ∈ N, be independent copies of any zero-mean Gaussian process {W (t), t ∈ T } with incremental variance Γ. Let also σ 2 (t) = Var W (t). α α−1 ), 1 < α < 2. Then the process S Γ,α is an α-stable process totally skewed to the right, and the law of S Γ,α depends only on Γ and α (and does not depend on σ 2 ).
as a Poisson point process on R k whose intensity Λ (Γ(t i , t 1 ) + Γ(t j , t 1 ) − Γ(t i , t j ))u i u j   .
It follows that the measure µ i , i ∈ N} does not depend on the choice of s ∈ T . Remark 6.1. An alternative way to prove the result of Step 1 is as follows. Let {X n (t), t ∈ T } be a zero-mean Gaussian process whose covariance function is given by r n (t 1 , t 2 ) = e −Γ(t1,t2)/(4 log n) , t 1 , t 2 ∈ T.
