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Abstract
A number of mechanisms are responsible for the generation of reversible or irreversible drift in the response of
a sensor. In this letter, we discuss three approaches for the identiﬁcation of reversible state dependent drift in sensors
through the use of the Extended Kalman Filter. We compare their performance by simulation and demonstrate their
validity by estimating the drift of an accelerometer, modeled as a weakly nonlinear system.
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I. INTRODUCTION
Various uncertain inﬂuences may generate drift in a sensor response, which, depending on the application, may
constitute a signiﬁcant source of unreliability. To mitigate these effects, an integral part of intelligent sensing is a
drift compensation module [1]. A generic and universal approach for drift estimation cannot, however, be proposed
due to the essentially different underlying mechanisms responsible for its generation. A variety of approaches have
been discussed in the literature, including the use of classiﬁers based on Gaussian Mixture Models [2] and self-
organizing maps [3], [4], as well as a hypothesis based use of the Principal Component Analysis decomposition
[5].
In this letter, we attempt a classiﬁcation for the different types of drift, which we believe is a prerequisite for
any further analysis. In the case of state dependent reversible drift we argue that the Extended Kalman Filter (EKF)
constitutes a simple and efﬁcient baseline approach for drift estimation in weakly stationary sensors. We discuss
three possible implementations of EKF-based drift estimators in the case of weakly nonlinear sensors and compare
their performance in simulation. Finally our approach is validated by estimating the drift in real accelerometer
output data.
II. ALGORITHMIC DRIFT ESTIMATION
We propose the categorization of drift in sensor systems into the following classes:
1) Reversible, state dependent drift.
2) Reversible, state independent drift.
3) Irreversible, state dependent drift.
4) Irreversible, state independent drift.
Drift in the latter category is due to the long-term mean of non-stationary intrinsic noise sources (such as 1=f
noise in electronic sensors) and in general it is the most difﬁcult to identify and compensate.
Drift due to irreversible state dependent phenomena is the result of notable sensor non-stationarity (dynamic
behavior) in the time scale of interest. Such drift can severely compromise the performance of a sensor system,
such as an electronic nose. Common practice is to model the sensor dynamic behavior (e.g. expressed by an
exponential decay model) and develop a coupled drift model [3]. Such drift generally follows a speciﬁc trend and
an approach for its compensation is discussed by Vincent and Khargonekar in [6].2
Alternatively, reversible state independent drift can generally be evaluated. A representative example of this class
of drift is the gravitational offset (g-offset) in an accelerometer, generated from its relative to the ground angle. A
commonly-encountered approach for the accelerometer calibration is through the use of a pair of accelerometers at
known relative positions.
Reversible, state dependent drift arises from non-idealities in the sensor, the most common case being presented
by nonlinearities. In the case where a weak-stationarity requirement is fulﬁlled, it is possible to develop approximate
state space models of such sensors using the EKF. Hence, a tangible estimation of the mean drift/offset in the sensor
output is possible. Let us assume that the sensor can be efﬁciently modeled by the state space equations:
xk = Axk¡1 + Buk¡1 + wk¡1 (1)
zk = h(xk;ºk) (2)
with x;u;w 2 Rn£1, z;º 2 Rm£1 A;B 2 Rn£n and h(¢) being a mapping Rm£n ! Rm. Then it is possible to
approximate an offset in z as a function of the moments of x and u:
E[z] = g(E[x];E[xTx];E[u];E[uTu];:::) (3)
with g : Rm£n ! Rm and E[¢] denoting statistical expectation.
We proceed by considering the speciﬁc case where the function h(¢) is a low-order polynomial mapping, therefore
the sensor is modeled as a weakly nonlinear system. Even order nonlinearities generate dc offsets that depend on the
moments of the state x and of the control signal u. In the case of Gaussian zero-mean states, we can directly evaluate
the resulting dc terms by calculating the mean of the even order terms. For example the 2nd order nonlinearity will
result in an output with a Â2 distribution and mean
E[a2(xTx + uTu)] = a2(¾2
x + ¾2
u) (4)
while the 4th order nonlinearity will generate a dc offset of
E[a4(xTxTxx + uTuTuu)] = 3a4(¾4
x + ¾4
u) (5)
with ¾2
x and ¾2
u being the variances of the processes x and u respectively.
As a speciﬁc case, we assume a weakly nonlinear system with Gaussian state variables, modeled by (1) and (2),
with x = x 2 R;z = z 2 R and
h(xk;ºk) = a0 + a1xk + a2x2
k + ºk (6)
Furthermore, we consider A to be a constant linear gain, B = 0, wk and ºk to be zero-mean Gaussian noise
processes with variances Q and R respectively and a0, a1 and a2 to be constants in the polynomial representation
of the system time characteristic. It follows that we only need to estimate the variance of the state space variable3
xk. We present three possible implementations of the EKF algorithmic estimation of the drift due to the 2nd order
nonlinearity.
In the ﬁrst approach, labeled EKF1, the variance of the state variable x is estimated as the sample mean of the
variance of the a-posteriori state estimate ^ xk, while the drift dck at the kth state is estimated as the instantenuous
mean:
EKF1 : ¾2
x ' ¾2
^ xk =
(k ¡ 1)¾2
^ xk¡1 + ^ x2
k
k
(7)
dck = a2¾2
^ xk (8)
In the second approach, denoted as EKF2, the variance of the state variable is estimated as the instantenuous
variance of the kth a-posteriori estimate of the state variable while the drift is calculated as the sample mean up to
the kth state:
EKF2 : ¾2
x = ¾2
^ xk = ^ x2
k (9)
dck =
(k ¡ 1)dck¡1 + a2¾2
^ xk
k
(10)
In the third approach, both the variance and the drift are estimated from the sample mean values as below:
EKF3 : ¾2
x ' ¾2
^ xk =
(k ¡ 1)¾2
^ xk¡1 + ^ x2
k
k
(11)
dck =
(k ¡ 1)dck¡1 + a2¾2
^ xk
k
(12)
If x is a Gaussian random process, the algorithms EKF1 and EKF2 are equivalent and the estimated drift
converges to the actual dc offset. The algorithm EKF3 represents a smoother approach and should be used only
when it is desirable not to account for rapid dynamics in the process x. We will evaluate the performance of the
three algorithms in the case of simulated Gaussian state variables and experimental sinusoidal state variables.
III. SIMULATION RESULTS WITH GAUSSIAN STATE VARIABLES
We simulate a weakly nonlinear system described through (1), (2) and (6) with the process x being a zero-mean
Gaussian random process, (x»N(0;Q)), while we have set a1 = 1, a2 = 0:01, Q = 0:01 and R = 0:0001. In
Fig. 1 the estimated drift through algorithms EKF1, EKF2 and EKF3 is compared to the empirical sample mean
drift z = 1
n
Pn
k=1 zk. The estimated drift through EKF1 and EKF2 are practically indistinguishable, with less than
0:05 dB difference and converge rapidly to the empirical mean drift after less than 250 samples. Whereas the drift
estimated through algorithm EKF3 follows the trend of the empirical mean drift at a slower rate and has a residual
offset.
In order to quantitatively evaluate the performance of the proposed algorithms, we illustrate in Fig. 2 and 3
respectively the absolute difference, averaged over 1000 runs, between the estimated drift through algorithms EKF14
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Fig. 1. Evaluated drift through algorithms EKF1, EKF2 and EKF3 and empirical drift evaluated as the sample mean drift. We have set
a1 = 1, a1 = 0:01, Q = 0:01, R = 0:0001.
and EKF3 to the empirical drift as a function of the nonlinearity coefﬁcient a2 and the measurement noise variance
R. The results obtained for EKF1 are almost identical to the results of EKF2 and as a result the latter are not
included. In both cases better estimates are achieved for smaller values of a2 and R, although EKF1 outperforms
EKF3 in the case of Gaussian state variables and should be preferred.
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Fig. 2. Absolute difference between the estimated drift through algorithm EKF1 and the empirical drift evaluated as the sample mean as a
function of the nonlinearity coefﬁcient a2 and the measurement noise variance R. We have set a1 = 1 and Q = 0:01.
IV. MEASUREMENT RESULTS WITH SINUSOIDAL STATE VARIABLE
Based on spectral analyses of measurements from an Analog Devices ADXL203 dual-axis accelerometer, we
derived a weakly nonlinear model for the accelerometer. It was driven by an acoustic vibrator of sinusoidal input5
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Fig. 3. Absolute difference between the estimated drift through algorithm EKF3 and the empirical drift evaluated as the sample mean as a
function of the nonlinearity coefﬁcient a2 and the measurement noise variance R. We have set a1 = 1 and Q = 0:01.
at f100;125;150;175;200g Hz and we obtained N = 30 sets of n = 60 ¢ 103 measurements. We have used 25
of the sets to obtain a unique averaged 2nd order model for the accelerometer, while using these parameters we
algorithmically estimated the drift using EKF1 in the remaining 5 sets. In Fig. 4 we depict the estimated and
empirical drift values for each of the remaining 5 sets for a driving frequency of 100 Hz. The estimated drift
follows the empirical drift in mean value, although the actual state variable in the speciﬁc experiment is sinusoidal
and not Gaussian.
In Fig. 5 we have estimated the difference between the drift estimated using EKF1 and the mean empirical drift
for all input frequencies, averaged over the ﬁve sets. The estimated drift is a very good estimate of the actual drift,
with their difference being at least 5 dB lower than the actual drift for all input frequencies.
V. CONCLUSIONS
In the case of a sensor that can be described by a state space model, it is possible to use an EKF-based algorithmic
approach to estimate state-dependent drift. Speciﬁcally for an accelerometer, it has been shown that we can estimate
the drift due to the 2nd order nonlinearity through the use of a simple model. This approach can be extended to
drift estimation resulting from axis cross-correlation in the case of a dual axis accelerometer.6
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Fig. 4. Estimation of state dependent drift of an accelerometer using EKF1 driven by an acoustic vibrator at 100 Hz. The solid lines
represent estimations while the dot-lines are the empirical offsets.
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Fig. 5. Difference between the estimated drift using EKF1 and the empirical drift for an ADXL203 accelerometer for various driving
frequencies. In the same graph the empirical drift is also depicted.7
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