ABSTRACT Spectral clustering has become one of the most popular clustering algorithms in recent years. In real-world clustering problems, the data points for clustering may have considerable noise. To the best of our knowledge, no single clustering algorithm is able to identify all different types of cluster structures. In the existing spectral clustering methods, little effort has been made to explicitly handle both the possibly considerable noise in data points and the robustness of clustering methods, which often degrades the clustering performance. In this paper, motivated by resampling and matrix aggregation, we propose a method for robust spectral clustering. In our method, we first construct multiple transition probability matrices, each is constructed by a subset of randomly selected features. Then, these matrices can be used to recover a shared low-rank similarity matrix, which is the input to the spectral clustering, and several sparse matrices, which represent the noise. The corresponding optimization problem has a low-rank constraint on the transition probability matrix. To solve the corresponding optimization problem, an optimization procedure based on the scheme of Augmented Lagrangian Method of Multipliers is designed. Experimental results on several real-world datasets show that our method has superior performance over several state-of-the-art clustering methods.
I. INTRODUCTION
Clustering, a task of partitioning data points into multiple clusters, is a fundamental research problem in data mining and machine intelligence. There are two main clustering strategies: hard clustering scheme and soft clustering scheme [1] . In the former one, the membership of a sample belonging to a cluster is assigned as 0 or 1 [2] - [6] . In the latter one, the membership is a value in the range of [0, 1] , which denotes the degree of correlation between a sample and a cluster [7] , [8] . Among them, spectral clustering [2] , [9] - [13] is a widely-used clustering method due to its well-understood mathematical properties and superior empirical performances over the traditional clustering methods (e.g., k-means clustering).
In real life datasets for clustering, a considerable amount of data points may be corrupted by noise, some features may be irrelevant. The data points are represented by feature vectors, one of the main sources that introduces noise into data points is feature extraction (i.e., obtaining the vector representation of a datum sample). However, some of the existing clustering methods blindly try to recover the underlying clustering structures from these corrupted data points, which may degrade the performances of clustering. To our knowledge, no single clustering algorithm is able to identify all different types of cluster shapes and structures. So it is necessary to design some robust clustering methods.
To improve clustering quality and clustering robustness, many clustering methods have been proposed. Representative methods include ensemble cluster methods [14] - [16] , which aims to find a new partition that improves the performance by combining multiple clusterings with consensus function, and multiple kernel clustering [17] , [18] , which combines several base kernels. Liu [15] proposes spectral ensemble clustering, which first learns a co-association matrix and employs spectral clustering on that matrix. Zhao et al. [17] propose a clustering algorithm that finds the best cluster labeling by combining several base kernels. Each base kernel is constructed by a different kernel function. However, the above methods do not take the relationship of different base learners(kernel) into account, which may degrade the performances of clustering.
Multi-view data is common in a wide variety of application domains. These views often provide complementary information to each other. So many multiple view clustering methods have been proposed [9] , [10] , [19] . Xia et al. [9] proposed a robust Markov-chain-based multi-view spectral clustering method(RMSC) via low-rank and sparse decomposition. The key technique of RMSC is matrix aggregation. (2) Construct similarity matrices P (1) , P (2) , . . . P (m) according to the m new representations, (3) Learn a block diagonal latent matrix P and several sparse matrices E (1) , E (2) , . . . E (m) via matrix decomposition, where P will be used as input to the clustering algorithms.
In this paper, motivated by resampling and matrix aggregation, we propose a novel spectral clustering method that explicitly considers the possible noise in the data points and robustness of the method. Specifically, as shown in Figure 1 , we firstly construct multiple transition matrices, each of which is generated from a subset of randomly selected features in the data points. Because of the noise, we explicitly consider the possible noise in each of these transition matrices and recover a shared low-rank latent transition probability matrix from these transition matrices via low-rank and sparse decomposition. To learn this low-rank latent matrix, we develop an optimization procedure based on the method of Alternating Direction of Multipliers (ADMM) [21] . Finally, this learned latent transition probability matrix is used as input to the standard Markov-chains-based spectral clustering method to find the clustering solution.
Extensive experimental results on various datasets show that the proposed clustering method via matrix aggregation has superior performance gains over several clustering baseline methods.
The remainder of this paper is organized as follows. In Section II, we give a brief review of the related work. In Section III, we present the detail of spectral clustering. In Section IV, we present the proposed model that formulates the problem of low-rank and sparse decomposition and then develop an optimization procedure to recover the transition matrix. In Section V, we conduct various experiments to evaluate the performance of the proposed method on several benchmark datasets for clustering. Finally, we conclude the paper with a short discussion in Section VI.
II. RELATED WORK
Clustering is a classical problem in data mining. In the early research, one of the representative clustering methods is K -means [22] , which seeks to partition data points into K clusters by using Euclidean distance as the distance metric. K -means clustering tends to find clusters of similar size, which may degrade its performance in the cases that the data points lie in the clusters with different shapes.
Spectral clustering [10] uses the spectrum of the data points' similarity matrix to perform dimension reduction before conducting clustering in a low-dimensional space. The spectral clustering can be reformulated as the weighted kernel K -means clustering problem in which the data points are mapped to a low-dimensional feature space (instead of the Euclidean space in conventional K -means clustering). Spectral clustering usually has better empirical performance than K -means clustering.
Affinity propagation [23] is a clustering method based on message passing between data points. Unlike K -means clustering, affinity propagation does not require to determine the number of clusters (i.e., K ) before running the method.
Unlike hard clustering methods that assign each data point to exactly one cluster, fuzzy clustering [7] (or soft clustering) methods allow that a data point belongs to multiple clusters. For a data point and a particular cluster, a membership value is assigned to indicate the degree of this data point associating to the cluster. One of the widely-used fuzzy clustering methods is fuzzy c-means, which can be regarded as the variant of K -means for fuzzy clustering. Kernel fuzzy c-means is an extension of fuzzy c-means, where the data points are non-linearly projected to higher dimensional feature spaces.
A similar work with our work is multilayer bootstrap network [28] , [29] , which builds a gradually narrowed multilayer nonlinear network from bottom up for clustering, each layer consists of a group of k-centroids clusterings. The similarity that shared with our method is resampling. The main difference between the multilayer bootstrap network and our method is that the former constructs a new representation (or similarity matrix) by concatenating the results of k-centroids clusterings, which ignores the relationship of different k-centroids clusterings, while our method takes the relationship of different similarity matrices into account by learning a shared similarity matrix.
Another similar work with our work in machine learning is multitask clustering [30] , which tries to improve the clustering performance of multiple tasks by taking their relationship into account. The similarity that shared with our method is taking the relationship of different tasks(or matrices) into account. The main difference between the multitask clustering and our method is that the former clusters multiple tasks simultaneously, while our method processes one task.
III. SPECTRAL CLUSTERING
This paper focuses on Markov-Chains-Based spectral clustering. In this section, we briefly introduce the procedure of the spectral clustering via Markov chains. We refer the readers to [10] for detailed information.
Suppose we have n data points {x 1 , . . . , x n }. We define an similarity matrix S that S ij indicates the similarity between data points x i and x j . To define the similarities in the matrix S, a widely-used method is to use Gaussian kernels, i.e., S ij = exp(−
) where ||.|| 2 represents the 2 norm and σ 2 represents the standard deviation. 1 Define D as the diagonal degree matrix, where d ii = n j=1 S ij . Spectral clustering aims to find a partition of data points {x 1 , . . . , x n } on the weighted graph G. As shown in [10] , [11] , spectral clustering can be interpreted as trying to find a partition on the graph such that the random walk stays long within the same cluster and seldom jumps between clusters. The transition matrix of a random walk defined on the graph is P. One can define P as P = D −1 S. Given the transition matrix P, there exists a unique stationary distribution π satisfying π = Pπ .
In the following, we briefly outline the algorithm of Markov-chains-based spectral clustering.
• Compute the affinity matrix S according to the n data points.
• Given a weighted graph G = (V , E, S), define a random walk over G with a transition probability matrix P = D −1 S ∈ R n×n such that it has a stationary distribution π satisfying π = Pπ .
• Compute the normalized Laplacian L = − P+P T 2 , where denote the diagonal matrix with its ith diagonal elements being the stationary distribution π (i).
• Compute the r smallest eigenvectors u 1 , . . . , u r of the generalized eigenproblem Lu = λ u.
• Let U = {u 1 , . . . , u r }. Run k-means clustering to cluster the row vectors of U .
• Assign the data point x i to cluster c if the ith row of U is assigned to cluster c by the k-means algorithm.
IV. THE APPROACH
The proposed method aims to construct an accurate transition probability matrix from the data points, where this transition probability matrix is a key input to the spectral clustering method. As shown in the previous section, the conventional spectral clustering method directly constructs the affinity matrix S from data points, normalizes S to obtain the transition matrix P by P = D −1 S. However, in realworld applications, the input data points for clustering may have considerable noise. Not handling this possible noise in transition matrix construction often results in an inaccurate transition matrix, which may degrade the clustering performance.
By keeping the possible noise in mind, we propose to recover the transition probability matrix via matrix aggregation. Firstly, we construct multiple affinity matrices, each of which is constructed by feature sampling from the data points' feature space. Then, based on our observation, we have (1) the target transition probability matrix tends to be of low-rank; (2) each affinity matrix can be modeled as the sum of the latent transition probability matrix plus a sparse error matrix. With these modeling assumptions, we can formulate the problem of transition probability matrix recovery as a low-rank and sparse decomposition problem.
A. THE SIMILARITY MATRICES CONSTRUCTION
Firstly, we generate multiple sub-views from the input data points, where each sub-view contains a set of randomly selected features from the feature space of the data points.
Suppose we have a set of data points X = {x 1 , . . . ,
, where x i (s) is the s-th element in x i . In each sub-view, the set of indices is randomly selected. In other words, each sub-view can be regarded as a representation of containing a set of randomly selected features from the feature space of the original data points X .
For the points π j (X ) = {π j (x 1 ), π j (x 2 ), . . . , π j (x n )}, we construct a similarity matrix S (j) where S (j) s,t ≥ 0 denotes the similarity on a pair of points π j (x s ) and π j (x t ). A commonly-used way to define S (j) s,t is to use Gaussian kernels:
where . 2 represents the l 2 norm and σ 2 denotes the standard deviation (e.g., one can set σ 2 to be the average Euclidean distance over all pairs of points in π j (X )). The procedure of constructing the input similarity matrices is summarized in Algorithm 1.
Algorithm 1 The Similarity Matrices Construction
Input: the original data points X ∈ R n×d , the number m of sub-views, the dimension k of each sub-view For j=1,2,. . . ,m Construct π j by randomly selecting k features from the feature space {1, 2, . . . , d}.
Construct the data points π j (X ) = {π j (x 1 ), π j (x 2 ), . . . , π j (x n )}.
Construct the similarity matrix S (j) by S
). Output: the similarity matrices S (j) ∈ R n×n (j = 1, 2, . . . , m)
B. LOW-RANK AND SPARSE MODELING
After obtaining m similarity matrices S (1) , S (2) , . . . , S (m) , each of which associates to a sub-view, we propose a method to recover a latent similarity matrixŜ from S (1) , S (2) , . . . , S (m) . Figure 1 shows the framework of the proposed method for the latent matrix recovery. The basic assumptions in the proposed method are twofold: (1) The randomly selected k features in each sub-view are sufficient to identify most of the clustering structures of the data points.
(2) Some of the features in each sub-view might be corrupted by noise, i.e., this noise might result in a small portion of data points being assigned to wrong clusters. Based on these two assumptions, each similarity matrix S (j) associated to a sub-view can be naturally decomposed into two parts: a shared latent similarity matrixŜ that reflects the underlying true clustering information, combined with a deviation error matrix E (j) that encodes the noise in the similarity matrix of that sub-view.
OnceŜ is given, we can simply normalizeŜ to obtain the transition matrix P by P = D −1Ŝ , and then use P as the input transition matrix to the Markov chain method for spectral clustering to obtain the final clustering solution.
A key question arising here is how to model the latent matrixŜ and the error matrices E (j) .
It is worth noting that exchanging two columns/rows in a matrix A would not change the rank of A. Hence, in the general case with a set of data points generated by k clusters, we can re-organize the columns/rows of the resulting similarity matrix and convert it into a block-diagonal form with k blocks, and the rank of this block-diagonal matrix is not larger than k. In real-world clustering problems, it is still reasonable to assume that the similarity between any two points within the same cluster is high, and that between any two points in different clusters is low, which results in a matrix that tends to be of low-rank. In summary, these observations motivate us to assume that the similarity matrix which reflects the underlying true clustering information tends to be of low-rank.
Each error matrix E (j) represents the difference between S (j) andŜ. Since we assume the randomly selected features in each sub-view are sufficient to identify most of the clustering structures, it is reasonable to assume that there are only a small fraction of elements in S (j) being significantly different from the corresponding ones inŜ. That is, the deviation error matrix E (j) tends to be sparse.
C. PROBLEM FORMULATION
Under the block-diagonal and sparse assumptions, we formulate the similarity matrix recovery problem as:
where rank(Ŝ) represents the rank ofŜ, the 0 norm ||E (j) || 0 represents the number of non-zero entries in E (j) , e denotes the vector with all ones, and λ is a non-negative trade-off parameter. Here the constraintsŜ ≥ 0,Ŝe = e enforceŜ to be a normalized similarity matrix, i.e., each of its rows is a probability distribution.
The optimization problem in (1) is NP-hard in general, due to the non-convex rank(Ŝ) and the 0 norm ||E (j) || 0 . In this paper, we replace rank(Ŝ) with ||Ŝ TŜ || 1 [24] , and ||E (j) || 0 with the 1 norm ||E (j) || 1 , resulting in the following convex optimization problem:
Note that the regularizer Ŝ TŜ * with the constraint S ≥ 0 can encourage a block-diagonal and (potentially) sparse structure onŜ [24] . The 1 norm E (i) 1 = (i,j) |E ij | is well-known to be a convex surrogate of E 0 .
D. OPTIMIZATION
The optimization problem (2) is difficult to solve due to the constraintsŜ ≥ 0 andŜe = e. In this section, we propose an optimization algorithm to solve this problem via the Augmented Lagrangian Multiplier(ALM) scheme [21] , which has been widely used in many matrix learning problems.
By introducing an auxiliary variable Z , we rewrite (2) into the following equivalent form:
The corresponding augmented Lagrange function of (3) is:
where , represents the inner product of matrices, K and J (j) are the Lagrange multipliers, µ > 0 is an adaptive non-negative penalty parameter. Algorithm 2 shows the sketch of the proposed optimization algorithm for the similarity matrix recovery problem in (3). Next we will present the update rules for each ofŜ, Z and E (j) , respectively, by minimizing L in (4) with other variables being fixed. Please refer to Algorithm 2 for the details.
Algorithm 2 Optimization Algorithm for the Similarity Matrix Recovery Problem in (3)
Run Algorithm 3 by using C i as input to update Z i 4. UpdateŜ via Eq. (9) 5. For j=1,2, . . . , m
Update
1) SOLVINGŜ
With other variables being fixed, the subproblem w.r.t.Ŝ can be formulated as:
We denote H as an n × n all-one matrix. It is easy to verify that
where tr(A) represents the trace of the matrix A. Hence, we can rewrite (7) to the following form:
The gradient of f (Ŝ) with respect toŜ is By setting the gradient ∇f (Ŝ) to zero, we have that the solution to the sub-problem (7) is:
where I n represents the n × n identity matrix.
2) SOLVING E (i)
The subproblem with respect to E (j) (j = 1, 2, . . . , m) can be formulated as:
This problem has a closed form solution:
where S δ (X ) = max(X −δ, 0)+min(X +δ, 0) is the shrinkage operator.
3) SOLVINGẐ
With other variables being fixed, we can update Z by solving the problem in the following:
For ease of presentation, we define
Then the problem in (12) can be rewritten as:
We denote Z i , C i as the ith row of the matrix Z , C, respectively. Then, the problem in (14) can be regarded as n independent subproblems:
Each of the subproblems is a proximal operator problem with probabilistic simplex constraint, which can be solved efficiently by the projection algorithm in [25] . For self-containedness, we include the projection algorithm in Algorithm 3. VOLUME 6, 2018 Note that the objective (2) is convex subject to the linear constraints, and all of its subproblems can be solved exactly. Based on the existing theoretical results in [26] , we have that Algorithm 2 converges to the global optima with a linear convergence rate.
Algorithm 3 Algorithm for the Proximal Operator With
Sim- plex Constraint [25] Input: A vector C i ∈ R n Sort C i into u: u 1 ≥ u 2 ≥ · · · ≥ u n Findĵ = max{j : 1 − j r=1 (u r − u j ) ≥ 0} Let σ = 1 j ( ĵ i=1 u i − 1) Output: Z i where Z ij = max(C ij − σ, 0), j = 1, 2, · · · , n
V. EXPERIMENTS
In this section, we evaluate the performance of the proposed clustering method and compare its performance to several baseline methods on various real-world datasets.
A. DATASETS AND BASELINES
We report the experimental results on several real-world datasets: BBCSport 2 for article clustering; WebKB 3 for web pages clustering; Digits, 4 HAR, 5 and YaleB 6 for image clustering; Libras 7 for object clustering; Isolet 8 for voice clustering. Note that some of the datasets are in multiple views. For each of these multi-view datasets, we simply concentrate the features from all of its views to obtain a feature representation for our clustering experiments. Table 1 shows some statistics of the datasets used in our experiments.
In order to evaluate and compare the clustering performance of the proposed method, we chose the following clustering methods as baselines: (1) K-means Clustering (K-means): k-means clustering aims to partition a set of data points into k clusters in which each point belongs to the cluster with the nearest mean, serving as a prototype of the cluster. 
B. EVALUATION METRICS AND EXPERIMENT PROTOCOLS
To evaluate and compare the performance of the clustering methods, we use the following evaluation metrics in our clustering experiments: Precision, Recall, F-score, Entropy [27] , Adjusted Rand Index (Adj-RI) [18] and Normalized Mutual Information (NMI).
We compare all the approaches on a number of evaluation measures. Here we report F-score, Precision, Recall, average Entropy, Adj-RI and NMI. For all these measures, the higher value, the better clustering performance, except for average cluster entropy, for which lower value signifies better clustering performance. Different evaluation measures qualify the clustering performance from different aspects, so we report results on these diverse measures to do a comprehensive evaluation.
We use Gaussian kernel for computing the similarity matrix in all experiments if needed. By experience, the standard deviation of the Gaussian kernel is taken equal to the median of the pair-wise Euclidean distances between the data points except for the BBCSport datasets, we follow [19] to set the standard deviation to be 100. In all the experiments, the maximum number of iterations T is fixed to 1000. We set λ = 1000, per = 0.6, m = 6 in our method. The sensitivity of the three parameters will be analyzed in detail in Section D. Table 2 shows the results of our algorithm and the baselines'. As can be seen, in all the datasets, our algorithm shows superior performance gains over the baselines w.r.t. most of the six metrics. Here are some statistics. On Digits, the results of indicate a relative increase of 3.3%, 4.3% and 2.9% w.r.t. F-score, Recall and NMI, respectively, compared to the corresponding the best baseline. On Yaleb, the results of indicate a relative increase of 2.64%, 3.02% and 3.60% w.r.t. F-score, NMI, and Adj-RI, respectively, compared to the corresponding the best baseline. On HAR, the results of indicate a relative increase of 7.28%, 1.46% and 3.00% w.r.t. Precision, NMI, and Adj-RI, respectively, compared to the corresponding the best baseline. On WebKB, the results of indicate a relative increase of 0.96%, 5.43% and 2.84% w.r.t. Precision, NMI, and Adj-RI, respectively, compared to the corresponding the best baseline. On BBCSport, the results of indicate a relative increase of 33.3%, 35.7% and 53.7% w.r.t. F-score, NMI, and Adj-RI, respectively, compared to the corresponding the best baseline. Although it has an inferior performance on Recall, their difference is small.
C. EXPERIMENT RESULTS

D. PARAMETER SENSITIVITY
There are three parameters in our algorithm, they are feature percent(per), number of views(m) and λ. In unsupervised clustering, one needs to set those parameters empirically. A natural question arising here is whether the performance of our algorithm is sensitive to these parameters. To answer this question, we conduct experiments on some real world datasets to observe the effects on clustering performance with different values of parameters.
Firstly, we compare the performances of our method with different values of λ. By fixing per = 0.6, m = 6. Table 3 lists the NMI with λ being chosen from {0, 0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000, 10000}.
As can be seen, on all the three datasets, the values of NMI are close and bigger than the values of the best base-lines when λ is in the range of [1000 − 10000]. The results indicate that we need to set a relatively big λ in this task, and our method is insensitive to λ as long as λ is chosen from a suitable range(i.e., 1000).
Secondly, we explore the performance of our method with different values of per. In this experiment, we fix λ = 1000, and m = 6. Then we choose per from As shown in Figure 2 , on all the four datasets, the values of NMI are bigger than the values of the best base-lines when per is in the range of [0.45 − 0.9]. The results indicate that we need to set per in that section, and our method is insensitive to per as long as per is chosen from a suitable range(i.e., 0.6).
Thirdly, we explore the performance of our method with different values of m. In this experiment, we fix λ = 1000, and per = 0.6. Then we choose m from {2 − 16}.
As can be seen in figure 3 , on all the four datasets, the values of NMI are bigger than the values of the best base-lines when m is in the range of [6 − 16] . The results indicate that our method is insensitive to m as long as m is chosen from a suitable range. When the value of m is too large, the performance of our method will not be improved significantly, but the computation will be very large. So m is set to be 6.
In summary, our algorithm is relatively insensitive to its parameters as long as the parameters are chosen from a suitable range. This makes our algorithm easy to use without much effort for parameter tuning.
VI. CONCLUSION
In this paper, we propose a method for robust spectral clustering, which has a flavor of resampling and matrix aggregation. Extensive experiments in real-world datasets for clustering show that the method has encouraging performance gain over the state-of-the-art. Our method is easy to use without much effort for parameter tuning. 
