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Depuis une vingtaine d’années, le GRAMS et le CIMS travaillent en collaboration dans le
domaine de l’imagerie médicale, plus précisément sur la tomographie d’émission par posi-
trons destinée à la recherche préclinique sur petits animaux. Après le scanner TEP Sher-
brooke en 1994 et le LabPET I commercialisé par Advanced Molecular Imaging (AMI)
Inc., Gamma Medica Ideas et GE Healthcare au cours des années 2000, l’aspiration vers
de meilleures performances est le moteur de la réalisation d’une nouvelle version : le Lab-
PET II. L’augmentation importante du nombre de détecteurs, nécessaire pour atteindre
une meilleure résolution spatiale, amène de nouveaux défis autant sur le plan matériel
que logiciel. Un des défis est de compenser les disparités en gain des détecteurs à base de
photodiodes à avalanche (PDA) qui engendrent des différences intercanaux. Le but de ce
projet de maîtrise est de développer et d’implémenter un algorithme capable de corriger
ces différences de façon automatisée.
Mots-clés : Tomographie d’émission par positrons (TEP), photodiode à avalanche (PDA),
ASIC, FPGA, étalonnage automatisé, temps réel
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Ce projet de recherche s’inscrit dans le domaine de l’imagerie médicale qui a suivi une
évolution rapide depuis ses débuts. On peut distinguer plusieurs types d’imagerie selon le
type d’information recherchée :
– L’imagerie anatomique ou structurelle renseigne sur les structures anatomiques.
Parmi ces techniques, on peut citer : la radiographie par rayons X, la tomodensitomé-
trie (TDM/CT), l’imagerie par résonance magnétique (IRM/MRI) et l’échographie.
– L’imagerie fonctionnelle permet d’obtenir des informations sur la fonction des or-
ganes ou des tissus grâce à une utilisation dynamique de méthodes d’imagerie anato-
mique, tel que pour l’imagerie par résonance magnétique fonctionelle (IRMf /fMRI).
– L’imagerie moléculaire donne des informations sur la physiologie et le métabolisme
des tissus. Dans cette catégorie on trouve la tomographie d’émission monophoto-
nique (TEMP/SPECT), la tomographie d’émission par positrons (TEP/PET) et la
tomographie optique diffuse (TOD/DOT).
1.1 Évolution de l’imagerie médicale
1.1.1 Imagerie structurelle
L’histoire de l’imagerie médicale débute avec la découverte en 1895 des rayons X par le
physicien Wilhem Conrad Röntgen. En effet, les propriétés de cette nouvelle forme de
rayonnement sont énoncées dans un compte-rendu de séance de la Société de physique
médicale de Würzburg en Allemagne [Röntgen, 1896]. Röntgen y décrit entre autres les
différences de "transparence" qu’il observe en fonction de la densité des matériaux. Par
ailleurs, il observe qu’on peut fixer la fluorescence produite par ces rayonnements sur une
plaque photographique. Ainsi la première radiographie d’une main fut réalisée : les os
apparaissent plus foncés par rapport au reste des tissus de la main.
L’histoire se poursuit avec la découverte de la radioactivité par Henri Becquerel ainsi que
les travaux de Pierre et Marie Curie sur le radium qui eurent également de l’importance
pour l’imagerie médicale [Cherry et al., 2012]. Mais rapidement, les rayons X prennent le
dessus sur le radium dans ce type d’examens.
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La prochaine percée en imagerie par rayons X fut de réaliser une image tomodensitomé-
trique (en trois dimensions) du sujet. Indépendamment l’un de l’autre, Bocage (en 1920)
et Vallebona (en 1930) imaginent un système basé sur le déplacement de la source et de
l’objet à imager pour obtenir plusieurs vues du même objet [Vermandel et Marchandise,
2009]. En 1917 le mathématicien Radon propose la transformée qui porte aujourd’hui son
nom [Radon, 1917] et qui sera utilisée par la suite pour les algorithmes de reconstruc-
tion des images tomographiques. En 1963 le physicien Allan McLeod Cormack établit les
fondements théoriques de la tomodensitométrie [Cormack, 1963]. Le premier tomographe
clinique fut installé en 1971 par EMI (Electric and Music Industry) à Londres grâce aux
travaux de Hounsfield [Vermandel et Marchandise, 2009].
Parallèlement au développement de la TDM, une autre forme d’imagerie est mise au
point. En 1942, Karl Theo Dussik présente la possibilité d’utiliser les ultrasons en méde-
cine [Dussik, 1942]. Dans cet article, Dussik affirme que la localisation et le changement
en composition de tissus peuvent être détectés grâce aux ultrasons. Or, cette technique,
connue sous le nom d’échographie, ne se développa que dans les années 1950 et sera utilisée
pour observer en temps réel les organes tels le coeur et le foie ou bien encore pour suivre
l’évolution d’un embryon.
L’histoire de l’IRM, basée sur les propriétés magnétiques du noyau, découle de l’observation
de la RMN (résonance magnétique nucléaire) en 1946 par Bloch [Bloch, 1946] et Purcell
[Purcell et al., 1946]. En 1950, le physicien Erwin Hahn découvre l’écho de spin [Hahn,
1950] qui apparaît lorsqu’on applique plus d’un pulse RF (radiofréquence). Les premières
images avec cette technique furent réalisées par Lauterbur, Mansfield et Garroway en
1973-74 [Garroway et al., 1974; Lauterbur, 1973; Mansfield et Grannell, 1973]. Depuis la
technique est en développement constant.
1.1.2 Imagerie fonctionnelle et moléculaire
Parallèlement à l’imagerie structurelle, l’imagerie fonctionnelle a suivi une évolution dont
l’histoire s’est déroulée plus récemment.
L’imagerie nucléaire repose sur l’utilisation d’un traceur radioactif injecté dans le sujet à
examiner. En 1913, Georg de Hevesy décrit pour la première fois l’utilisation de radiotra-
ceurs dans des tissus biologiques [de Hevesy, 1913] et l’applique en 1923 sur des plantes
[de Hevesy, 1923].
La scintigraphie et la TEMP repose sur la détection de rayons γ émis par les radiotraceurs.
En 1958, Hal Anger développe le premier détecteur capable de former une image à l’aide
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de ces rayons [Anger, 1958]. En 1976 Kuhl et al. présentent le premier TEMP fonctionnel
[Kuhl et al., 1976].
Contrairement à la TEMP, la TEP ne repose pas sur la détection de rayons gamma, mais
de deux photons d’annihilation émis suite à l’émission d’un positron du noyau instable
(détection de coïncidence). Le fonctionnement de la TEP sera expliqué plus précisément
dans la section 2.1. En 1975, Phelps présente son prototype d’un tomographe basé sur la
détection de coïncidences [Phelps et al., 1975]. Depuis les améliorations sont constantes
dans ce domaine.
Parmi les méthodes d’imagerie non ionisantes il faut citer des types d’imagerie basés sur
les propriétés de diffusion de la lumière tel que l’imagerie optique planaire de fluorescence
et de bioluminescence et plus récemment, la tomographie optique diffuse (TOD), qui est en
développement. Cette technologie utilise des rayons lumineux se situant dans le domaine
visible (rouge) ou proche de l’infrarouge (≃ 500 nm < λ < 900 nm) [Hielscher, 2005].
L’application principale de la TOD est la détection de tumeurs mammaires et l’imagerie
du cerveau [Boas et al., 2001].
1.1.3 Imagerie multimodale
De plus en plus, l’imagerie moderne se dirige vers l’imagerie multimodale ou hybride en
combinant la TDM ou l’IRM à la TEMP ou la TEP. En effet, il est intéressant d’avoir
sur une même image des informations structurelles et fonctionnelles. On distingue deux
façons de procéder :
– Une approche logicielle : fusion des deux images obtenues indépendamment l’une de
l’autre.
– Une approche matérielle : fusion des deux appareils en un seul. La prise d’images se
fait soit séquentiellement, soit simultanément.
L’approche logicielle, utilisée dans un premier temps pour l’imagerie du cerveau puis éten-
due aux autres parties du corps [Townsend, 2008], utilise des repères anatomiques ou bien
des repères externes au patient pour superposer les deux images. Il est possible de prendre
en compte le mouvement du patient (respiration ou déplacement d’organes), grâce à des
algorithmes d’alignements non linéaires [Slomka, 2004]. En comparaison avec l’approche
matérielle, l’approche logicielle présente de moins bons résultats, mais peut être utilisée
avec du matériel déjà présent et demande donc moins d’investissement financier.
Le premier scanner TEMP/TDM combiné a été présenté en 1996 à l’Université de Califor-
nie à San Francisco [Blankespoor et al., 1996] par l’équipe de Hasegawa et Blankespoor.
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Les deux scanners de cet appareil partagent le même lit, afin de ne pas devoir déplacer le
patient entre les deux examens.
Le premier prototype TEP/TDM fonctionnel fut développé en 1998 par Beyer et al. [Beyer
et al., 2000]. Ici encore, les deux scanners sont disposés l’un derrière l’autre et partagent
le même lit. Les deux types d’imagerie peuvent également être opérés individuellement.
Lors du mode combiné, les images TDM sont utilisées pour corriger les données TEP.
Une autre combinaison possible est l’imagerie TEP/IRM ou SPECT/IRM. La combinaison
avec l’IRM est particulièrement intéressante, pour sa sensibilité supérieure aux tissus mous
comparativement à la TDM. Pour ce type de combinaison, l’approche séquentielle n’est
pas praticable, car contrairement à la TDM, un examen IRM est relativement long. Il est
donc préférable d’utiliser l’approche simultanée. Toutefois, lors de cette combinaison, des
problèmes liés soit à l’émission d’ondes RF par l’électronique du scanner TEP, soit au
champ magnétique nécessaire pour l’IRM [Cherry et al., 2008] apparaissent. Le premier
appareil TEP/IRM humain commercialisé est le Biograph mMR de Siemens qui est basé
sur l’utilisation de photodiodes à avalanche (PDA) [Delso et al., 2011].
1.1.4 Imagerie sur petits animaux
Les modèles animaux sont très utilisés pour mettre au point de nouveaux traceurs ou
encore pour tester de nouvelles méthodes de traitement et de nouveaux médicaments avant
de l’appliquer à l’humain. Auparavant, il était nécessaire de sacrifier un grand nombre
d’animaux au fur et à mesure de l’étude, afin de suivre l’évolution d’une maladie (par
exemple une tumeur). L’avantage de la TEP est de pouvoir suivre de façon longitudinale à
des intervalles réguliers cette évolution sur un même animal vivant. Ceci permet de réduire
l’influence interindividus sur les résultats.
1.2 Le projet LabPET
D’après l’évolution des dernières années, on voit une tendance vers l’imagerie multimo-
dale ainsi que l’imagerie de petits animaux. C’est dans ce contexte que s’inscrit le projet
LabPET II, un projet commun du Centre d’imagerie moléculaire de Sherbrooke (CIMS)
et du Groupe de recherche en appareillage médical de Sherbrooke (GRAMS).
Jusqu’à présent, les scanners multimodaux étaient la combinaison de deux scanners in-
dépendants dans un même boîtier, avec pour chacun des deux scanners, une chaîne de
détection indépendante. Dans le cas du LabPET II, il s’agit de développer un nouveau
scanner multimodal TEP/TDM utilisant pour les deux modes d’imagerie les mêmes dé-
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tecteurs et la même électronique, soit une chaîne de détection unique. Cela permettrait
d’éliminer les imprécisions dues au déplacement de l’objet à imager. Il a déjà été démon-
tré que les détecteurs utilisés pour le LabPET I et II permettent d’acquérir les données
nécessaires pour la TDM [Bergeron et al., 2011; Thibaudeau et al., 2012; Traore et al.,
2015].
L’amélioration des performances du scanner, pour atteindre une résolution spatiale sub-
millimétrique tout en gardant une sensibilité comparable, est un des plus grands défis du
nouveau scanner LabPET II. Pour le relever, la densité de pixels a été augmentée par
un facteur 5,6 1 et il a été nécessaire de revoir le système en entier, que ce soit au ni-
veau des détecteurs, de l’architecture matérielle et micrologicielle ou encore du système
d’acquisition de données.
À ce jour, un prototype de la version souris du scanner est testé à l’Université de Sher-
brooke.
1.3 Définition du projet de recherche
Le projet LabPET II est un projet d’envergure, pour lequel plusieurs choix stratégiques
ont été pris conduisant à la nécessité de ce projet de maîtrise. Ces choix seront justifiés
dans les prochains chapitres.
L’utilisation de modules de détection à base de PDA, couplés un-à-un aux scintillateurs a
été retenue pour le LabPET II (section 2.2) et une nouvelle méthode d’extraction d’infor-
mations temporelles et énergétiques a été développée (section 4.3). Cette méthode nécessite
1. Concernant l’augmentation de la densité de pixels par rapport au LabPET I on peut avoir différents
points de vues :
1. on regarde le nombre de canaux nécessaires pour une même taille d’animal (scanner rat : 4608
canaux pour le LabPET I, env. 37000 pour le LabPET II), soit une augmentation de la densité de
pixels de 37000/4608 ≃ 8 .
2. on regarde la surface de scintillateur par pixel :
Dans le LabPET II le scintillateur fait 1, 2× 1, 2 = 1, 44 mm2, on a donc une densité de pixels de
100/1, 44 ≃ 70 pixels/cm2
Dans le LabPET I on a deux scintillateurs différents pour une même photodiode :
– si l’on considère 1 pixel=1 scintillateur, on a 2 × 2 = 4 mm2, soit une densité de pixels de
100/4 = 25 pixels/cm2 et une augmentation de densité de pixels par un facteur 70/25 ≃ 2, 8.
– si l’on considère 1 canal=1 photodiode on a 2 × 2 × 2 = 8 mm2, soit une densité de canaux de
100/8 = 12, 5 canaux/cm2 et une augmentation de densité de canaux par un facteur 70/12, 5 ≃
5, 6.
3. on regarde non pas les pixels, mais les détecteurs incluant leur boitier :
Dans le LabPET I, on avait 4 PDA par boitier, alors que pour le LabPET II ce chiffre est multiplié
par 8 pour atteindre 32 photodiodes par boitier.
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que les gains des différents canaux soient semblables afin d’optimiser la quantité d’élec-
tronique intégrée nécessaire à l’extraction des données pertinentes. Or, le gain d’une PDA
dépend fortement de sa tension de polarisation, tout comme le bruit (section 3.1). Par
ailleurs, des études ont montré que les performances d’un scanner TEP sont étroitement
liées à la tension de polarisation Vbias des PDA. Il est donc primordial de bien régler cette
tension, afin d’atteindre des performances optimales.
En raison de l’augmentation significative du nombre de détecteurs dans le scanner, il est
désormais nécessaire d’organiser ces détecteurs sous forme de matrices. Les détecteurs
d’une même matrice sont alors alimentés par une même tension de polarisation (section
4.2.4). Ceci ajoute un défi supplémentaire, car les caractéristiques des PDA peuvent varier
d’un pixel à l’autre sur une même matrice.
En se basant sur les travaux des autres scanners TEP à base de PDA et parce que le
nombre anticipé de détecteurs dans les scanners exploseront pour atteindre jusqu’à 50 000
pixels, il devient nécessaire d’automatiser ce processus d’étalonnage des détecteurs et de
le réaliser en temps réel 2 afin qu’il puisse être exécuté régulièrement pour assurer le bon
fonctionnement du scanner.
Ceci mène à la question de recherche suivante : Comment optimiser, en temps réel et de
façon automatisée, les mesures temporelles et énergétiques d’un scanner TEP basé sur des
matrices à PDA?
L’objectif principal découlant de cette question de recherche est de produire un code
fonctionnel capable d’étalonner de manière automatisée et en temps réel les
détecteurs d’un scanner complet ou des parties de celui-ci.
On considère qu’un détecteur est étalonné correctement lorsque :
– La tension de polarisation unique par matrice de 32 PDA est fixée de manière opti-
male, c’est-à-dire lorsque le ratio signal sur bruit est maximal.
– Les gains (analogiques et électroniques) de chaque canal sont uniformisés par rapport
aux autres canaux de la matrice de détection.
– Les seuils ToT (Time over Threshold, section 4.3) sont appliqués de manière à réduire
l’erreur de mesure temporelle et énergétique du détecteur.
Ces trois points constituent donc les sous-objectifs de ce projet.
2. dans le cadre de ce projet, la notion de "temps réel" fait référence au fait que les traitements et
les acquisitions nécessaires sont réalisés directement et au fur et à mesure dans le FPGA, et non pas de
manière hors ligne sur un PC.
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L’objectif principal de ce mémoire constitue en même temps la contribution originale de
ce projet, car l’étalonnage automatique des détecteurs d’un système TEP aussi complexe
et avec autant de contraintes n’a pas encore été réalisée. La contribution originale de ce
projet est donc le développement du premier algorithme d’étalonnage pour scanners basé
sur des matrices de PDA avec ajustement des gains, seuils en bruit et énergie.
1.4 Plan du document
Suite à ce premier chapitre, qui met en contexte ce projet de maîtrise, le prochain chapitre
sera consacré à la présentation de la technologie TEP, en mettant en avant les différents
types de détecteurs.
Le troisième chapitre sera consacré à l’étalonnage des détecteurs de systèmes TEP, en dé-
montrant la nécessité de l’étalonnage, puis en présentant différentes méthodes d’étalonnage
déjà utilisées dans les scanners actuels.
Lors du quatrième chapitre, le projet du LabPET II sera décrit plus en détail. D’une
part l’architecture électronique sera présentée, d’autre part la communication avec l’ASIC
ainsi que l’extraction des informations temporelle et énergétique par méthode de double
seuillage (ToT) seront détaillées.
Dans le cinquième chapitre, les fonctions implémentées pour répondre à la question de
recherche seront décrites. Ce chapitre sera structuré selon les différentes étapes d’un éta-
lonnage complet et présentera les résultats des différentes parties de l’étalonnage.
Le sixième chapitre permettra de faire un bilan sur la méthode proposée et de discuter
d’aspects connexes à ce projet de maîtrise, tel que la parallélisation du code et la gestion
de la mémoire.
Finalement le septième chapitre conclura le mémoire.
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CHAPITRE 2
TOMOGRAPHIE D’ÉMISSION PAR POSI-
TRONS
2.1 Fonctionnement général de la TEP
Afin de mieux comprendre les enjeux de ce projet de recherche, il est nécessaire de prendre
connaissance des bases de la tomographie d’émission par positrons. Dans cette partie, le
fonctionnement de la TEP sera brièvement décrit en omettant la partie de la reconstruction
de l’image, qui n’est pas pertinente pour ce projet.
2.1.1 L’émission de positrons
La médecine nucléaire repose sur l’injection de traceurs radioactifs afin d’en mesurer la
distribution dans un sujet. Le radiotraceur se compose d’une molécule dont on a substitué
un de ses atomes ou groupe d’atomes par un isotope radioactif. Le traceur a pour fonction
de cibler certains tissus/cellules et de transporter le radioisotope. Ce dernier subira une
désintégration suivant un temps de demi-vie et le produit ou sous-produit de cette réaction
sera détecté/mesuré.
Figure 2.1 Réaction d’annihilation entre un positron β+ et un électron e− puis
émission de deux photons de 511 keV [Cherry et al., 2012].
Les isotopes utilisés pour la TEP sont des émetteurs de positrons. Dans ce type de dés-
intégration, un proton du noyau instable se transforme en un neutron avec émission d’un
positron B+ et d’un neutrino, tous deux éjectés du noyau. Le positron perd alors son éner-
gie cinétique par interactions coulombiennes jusqu’à s’annihiler avec un électron e− du
milieu et produire deux photons de 511 keV, émis à 180˚l’un de l’autre (figure 2.1).
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Les isotopes les plus communs en TEP sont le carbone 11 (11C, t1/2 = 20 min), l’azote 13
(13N, t1/2 = 10 min), l’oxygène 15 (15O, t1/2 = 2 min), le fluor 18 (18F, t1/2 = 120 min) et
le brome 76 (76Br, t1/2 = 16 h) [de Dreuille et al., 2004]. En cancérologie, le radiotraceur
le plus utilisé est le fluorodéoxyglucose (FDG), un glucose marqué au 18F. Cette molécule
est reconnue par l’organisme comme du glucose simple et est grandement consommée par
les cellules cancéreuses qui ont un grand besoin en énergie pour se multiplier.
2.1.2 Scintillateurs
Les photons émis lors de l’annihilation sont absorbés et caractérisés par des modules de
détection disposés en anneau autour du sujet sous étude. Chaque module de détection
se compose d’un scintillateur qui capte les photons et émet de la lumière visible, elle
même transformée en signal électrique par les photodétecteurs à proprement parler. Ces
derniers peuvent être de natures variées : tube photomultiplicateur (TPM), photodiode
à avalanche (PDA) ou encore une variante de la photodiode à avalanche opérée en mode
Geiger (PAMP). Les photodétecteurs seront traités plus en détail dans la section 2.2.
Les scintillateurs utilisés en TEP possèdent, dans la plupart des cas, les propriétés suivantes
[Cherry et al., 2012] :
– Un pouvoir d’arrêt (stopping power) élevé. Il traduit la capacité à arrêter les photons
de 511 keV. Le pouvoir d’arrêt est lié à la densité du scintillateur et au numéro
atomique des atomes entrants dans sa composition.
– Une constante de décroissance (decay time) courte. Plus le temps de décroissance est
court, meilleure est la précision de la mesure du temps d’occurence de l’événement
dans le scintillateur. De plus, un temps de décroissance court augmente le nombre
d’évènements pouvant être traités par unité de temps sans effet d’empilement.
– Un rendement de conversion des photons en lumière visible (photon yield) élevée.
Cette propriété est essentielle pour bien quantifier l’énergie du photon incident et
pouvoir discriminer une coïncidence vraie d’une coïncidence diffusée (section 2.1.3).
– Un indice de réfraction proche de celui du verre, ce qui correspond à la plupart des in-
terfaces entre le scintillateur et le photodétecteur, est désirable afin de permettre une
meilleure extraction de la lumière vers le photodétecteur [Pepin, 2008]. Cependant,
un indice de réfraction plus élevé permet une meilleure concentration de la lumière
vers l’interface du photodétecteur. Il y a donc un compromis à faire entre l’efficacité
d’extraction de lumière et la limitation des réflexions entre les scintillateurs.
– Un spectre d’émission de la lumière adapté au photodétecteur couplé au scintillateur.
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2.1.3 Types de coïncidences
Lors de l’annihilation, les photons de 511 keV sont éjectés par paires (section 2.1.1) et
détectés par des modules de détection de part et d’autre du sujet.
Afin de traiter les évènements détectés, on applique une fenêtre temporelle pour ne garder
que ceux à l’intérieur d’un délai temporel maximal. On obtient deux cas de figure. Dans un
premier cas, un seul des deux photons d’annihilation est détecté (photon simple), l’autre
sortant du champ de vue du scanner. C’est un évènement unique et il ne sera pas retenu.
Figure 2.2 Type de coïncidences : a) vraie, b) fortuite c) et d) diffusée [Fon-
taine, 2011].
Dans un deuxième cas, deux photons d’annihilations sont détectés dans la fenêtre tempo-
relle. On obtient une coïncidence et une ligne de réponse (LOR) peut être tracée entre les
deux détecteurs. Dans ce cas, on distingue entre :
– La coïncidence vraie : les deux photons détectés proviennent de la même réaction
d’annihilation et cette réaction se situe sur la LOR (figure 2.2(a)).
– La coïncidence diffusée : les deux photons détectés proviennent de la même réaction
d’annihilation, mais il y a diffusion par effet Compton d’un ou des deux photons.
Deux cas de figure se présentent :
– Diffusion dans la source : le photon est dévié au sein même du sujet par interaction
Compton (figure 2.2(c)).
– Diffusion dans les détecteurs : le phénomène de diffusion Compton a lieu dans le
scintillateur du détecteur. Une partie de l’énergie est alors transmise au scintilla-
teur voisin selon les énergies en cause (figure 2.2(d)).
Le (ou les deux) photon(s) est (sont) alors détecté(s) par un détecteur autre que
celui qui serait approprié : on obtient donc une mauvaise LOR et la localisation de
la réaction d’annihilation est erronée.
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– La coïncidence fortuite : deux photons sont détectés dans la même fenêtre temporelle,
mais ils ne proviennent pas de la même réaction d’annihilation. Il peut s’agir de deux
photons simples détectés dans la même fenêtre temporelle (figure 2.2(b)).
Les informations énergétiques des évènements détectés sont affichées sur le spectre d’éner-
gie sous forme d’histogramme. On y mesure la moyenne µ du photopic ainsi que l’écart-
type σ. On en déduit la largeur à mi-hauteur (LMH, en anglais FWHM ) qui équivaut à
≃ 2, 35σ. La LMH se mesure graphiquement sur le spectre en énergie avec :
LMH(%) = 100× ∆E(keV)
Epic(keV)
. (2.1)
Sur la figure 2.3 deux courbes sont représentées, car le module de détection utilisé est
composé de deux scintillateurs ayant des propriétés différentes. Plusieurs régions sont
identifiables :
– Le bruit électronique (1).
– Le front Compton (2).
– La vallée entre le front Compton et le photopic (3).





Figure 2.3 Spectres d’énergie pour un scintillateur phoswich LGSO-LYSO [Pe-
pin et al., 2007].
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2.1.4 Performances de la TEP
Afin de pouvoir comparer les scanners entre eux, il faut disposer de critères objectifs pour
évaluer leurs performances. Les deux critères habituellement utilisés sont la sensibilité,
ainsi que le contraste.
La sensibilité se définit comme le nombre de coïncidences vraies détectées par quantité de
radioactivité présente dans le champ du scanner. De par sa définition, on remarque qu’elle
dépend fortement de l’efficacité de détection des détecteurs. Il est important d’augmenter
la sensibilité afin de pouvoir réduire la quantité de radioactivité à injecter dans le sujet
ou bien de pouvoir mesurer des quantités plus infimes de radioactivité dans des petits
animaux.
Le contraste traduit la capacité de distinguer sur l’image entre des tissus ayant des concen-





avec Cl le contraste de la lésion à détecter, Rl le taux de comptage sur la lésion et Ro
le taux de comptage sur le tissu sain entourant la lésion. Le contraste dépend en grande
partie du radiotraceur utilisé, mais surtout du taux de comptage parasite. Ce dernier peut
provenir entre autres du bruit électronique, de rayonnements environnants, de la radioac-
tivité naturelle dans le détecteur, mais aussi de la diffusion Compton et des évènements
fortuits. Ainsi en prenant en compte ce taux de comptage parasite Rb, on a : [Cherry et al.,
2012]




Bien que l’augmentation du temps d’acquisition permette d’améliorer le contraste, deux
paramètres l’influencent directement : la résolution spatiale et la mesure du temps de
vol. La résolution spatiale se mesure au centre du scanner avec une source radioactive
ponctuelle. Elle exprime la capacité du scanner à différencier deux sources proches.






)2 + b2 + (0, 0044 ∗R)2 + r2, (2.4)
où :
– a : constante dépendant de l’algorithme de reconstruction utilisé.
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– d : largeur du scintillateur.
– b : constante dépendant du type de détecteur utilisé (tends vers 0 pour les systèmes
où le scintillateur est couplé individuellement à un photodétecteur comme dans le
cas des PDA des scanners LabPET I et II).
– R : rayon du scanner. Le facteur associé au rayon (tan(0, 25) = 0, 0044) provient de
la non-colinéarité des photons. En effet lors de la réaction d’annihilation, les deux
photons ne sont pas émis exactement à 180˚, il peut y avoir un défaut de colinéarité
de ±0,25˚.
– r : la distance parcourue d’un positron avant annihilation (positron range).
Selon l’application, le facteur limitant de l’équation 2.4 change. Ainsi, en TEP clinique, les
imprécisions engendrées par la non-colinéarité, dû au rayon R du scanner élevé, dominent
la résolution spatiale. En TEP préclinique sur petits animaux, le rayon R est petit et la
distance de parcours du positron devient le facteur limitant.
Des avancées récentes en mesure temporelle permettent de localiser le lieu de l’annihilation
sur la ligne de réponse (mesures du temps de vol). Des résolutions temporelles de 250 ps
FWHM peuvent maintenant être atteintes dans certains scanners cliniques. Cependant,
ces performances sont insuffisantes pour l’imagerie sur le petit animal qui nécessiterait une
mesure < 30 ps pour avoir un gain appréciable.
Cette courte explication de la TEP illustre la complexité du système requis pour réa-
liser cette modalité d’imagerie. Beaucoup de facteurs très variés entrent en compte et
influencent les performances d’un scanner TEP. Souvent l’amélioration d’un critère de
performance entraîne la dégradation d’un autre et des compromis doivent être effectués.
Les photodétecteurs jouent un rôle essentiel et seront traités en détail dans la prochaine
section.
2.2 Les photodétecteurs
Dans la section précédente, le fonctionnement global de la détection de coïncidences, par
des modules de détection, a été expliqué. Un module de détection se compose d’un scin-
tillateur qui capte les photons, puis émet de la lumière visible. C’est à ce niveau qu’inter-
viennent les photodétecteurs qui transforment cette lumière visible en signal électrique.
Les photodétecteurs les plus connus et utilisés sont les tubes photomultiplicateurs (TPM).
Plus récemment, les PDA ont été employées avec succès dans des scanners TEP. Finale-
ment la photodiode opérée en mode Geiger (PAMP) semble émerger comme le prochain
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photodétecteur de choix. Nous allons passer à travers les performances atteintes et les
avantages de ces trois types de détecteurs.
2.2.1 Tube photomultiplicateur
Comme tout photodétecteur, le TPM traduit l’énergie d’un photon lumineux en signal
électrique, afin de pouvoir traiter l’information. Plus précisément, les photons lumineux
émis par les scintillateurs sont transformés en photoélectrons par la photocathode du
TPM par effet photoélectrique. Ces photoélectrons sont ensuite accélérés et dirigés vers
la première d’une série de dynodes avec une énergie cinétique suffisante pour arracher des
électrons secondaires. Ceux-ci sont accélérés vers les dynodes suivantes où les électrons se
multiplient encore jusqu’à atteindre l’anode (figure 2.4).
Figure 2.4 Fonctionnement d’un type de tube photomultiplicateur [Cherry
et al., 2012].
Le facteur multiplicateur de chaque dynode dépend de la différence de tension entre l’étage
précédent et la dynode en question. Cette différence de tension est d’environ 50 à 150 V
[Cherry et al., 2012]. Suivant le nombre d’étages, il faut donc entre 1000 et 2000 V pour
alimenter un TPM et son gain total est alors de 106 à 107.
À cause de leur faible énergie (en moyenne de l’ordre de 100 eV [Knoll, 1999]), les électrons
transmis peuvent être facilement déviés de leur trajectoire sous l’influence d’un champ
magnétique ambiant et manquer la dynode suivante. Ceci rend le TPM très sensible à la
présence d’un champ magnétique. Même le champ magnétique terrestre peut être suffisant
pour perturber son bon fonctionnement. Un blindage magnétique devient donc nécessaire,
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ainsi que l’évitement de sources de rayonnements magnétiques comme lors d’un examen
IRM.
À l’origine les TPM étaient couplés individuellement à un scintillateur. Or, afin de réduire
la taille des scintillateurs et donc d’augmenter la résolution spatiale, plusieurs TPM sont
désormais couplés à une matrice de scintillateurs. On obtient un bloc détecteur, développé
dans les années 80 [Casey et Nutt, 1986]. Un calcul est réalisé pour estimer la position du
scintillateur ayant détecté le photon d’annihilation (figure 2.5).
Figure 2.5 Bloc détecteur à base de TPM [Cherry et al., 2012].
Malgré ces inconvénients, ce type de détecteur est très utilisé dans une grande partie des
scanners TEP actuellement commercialisés, car la technologie est bien maîtrisée.
2.2.2 Photodiode à avalanche
Une alternative aux TPM est la photodiode. La photodiode classique possède un gain
très faible ce qui dégrade le rapport signal sur bruit. Elle n’est donc pas utilisable dans
les applications TEP, et on utilise plutôt des PDA. Grâce à la tension élevée qui lui est
appliquée, des paires électrons-trous additionnels sont crées par un processus d’avalanche
dans la région multiplicatrice de la photodiode (figure 2.6).
Contrairement au TPM, dont le gain peut avoisiner les 106 - 107, le gain de la PDA est
plus modeste et ne dépasse pas les 103. Le gain ainsi que le bruit augmentent en fonction
de la tension de polarisation, le rapport signal sur bruit est donc moins bon que pour les
TPM. Ce rapport signal sur bruit faible doit être compensé par une électronique frontale
faible en bruit pour les traitements de signaux.
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Figure 2.6 Fonctionnement d’une photodiode à avalanche [Hergert, s. d.].
La taille plus réduite d’une PDA permet un couplage un à un des scintillateurs au dé-
tecteurs. Il n’y a donc pas d’incertitude quant à la position du scintillateur dans lequel
l’annihilation a été détectée et ceci permet d’augmenter le contraste de l’image obtenue.
Un autre grand avantage de la PDA est qu’elle est insensible aux champs magnétiques. Elle
peut donc être utilisée sans précautions particulières dans des applications multimodales
telles des appareils TEP/IRM (section 1.1.3).
2.2.3 Photodiode à avalanche monophotonique
Les photodiodes peuvent également être opérées à une tension de polarisation au-dessus de
la tension de claquage appelé mode Geiger [Renker, 2007]. L’absorption d’un photon crée
une avalanche divergente qui doit être étouffée par un circuit d’étouffement (quenching
circuit) avant de pouvoir remettre la photodiode dans son état initial, afin qu’elle soit
prête à détecter un nouveau photon [Nolet, 2016].
Un grand désavantage de la réponse divergente de la PAMP est qu’il n’y a pas de relation
linéaire entre l’énergie des photons incidents et l’amplitude du signal. Pour pallier à ce
problème, les PAMP sont habituellement organisées en matrices sous différentes configu-
rations :
– les photomultiplicateurs en silicium (SiPM ) organise les PAMP en parallèle avec un
mécanisme de sommation des courants (figure 2.7). Dans ce cas de figure, il n’est
pas possible de savoir quel PAMP de la matrice a fait feu.
– les modules de comptage monophotonique (MCMP, digital SiPM ) lisent chaque
PAMP individuellement et, selon les configurations, utilisent un ou plusieurs conver-
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tisseurs temps-numérique (CTN) pour mesurer le temps d’arrivée des photons [Cor-
beil Therrien et al., 2015; Nolet et al., 2016; Tétrault et al., 2015, 2016].
Figure 2.7 Structure d’un SiPM [Lee, 2010].
Dû à leur gain élevé (autour de 106), le rapport signal sur bruit est amélioré par rapport
aux PDA [McElroy et al., 2007b], ce qui élimine la nécessité d’une électronique de trai-
tement faible en bruit. De plus, la PAMP nécessite une tension de polarisation beaucoup
plus faible que la PDA (<30 V). Par ailleurs cette technologie amène de meilleures per-
formances temporelles, ce qui permet l’utilisation de la méthode de temps de vol (Time of
Flight, ToF). Un autre avantage de cette technologie est qu’elle est insensible aux champs
magnétiques, tout comme les PDA.
L’efficacité de détection des photons lumineux est plus faible que pour les PDA [Ziemons
et al., 2008], ce qui est un inconvénient majeur de ce type de détecteurs. Un autre inconvé-
nient était son prix très élevé, ce qui s’est relativisé ces dernières années. Plusieurs groupes
de recherche travaillent actuellement sur le développement d’un scanner préclinique TEP
à base de SiPM [Marcinkowski et al., 2016; Schug et al., 2016].
Les informations des précédentes sections sont résumées dans le tableau 2.1.
Tableau 2.1 Comparaison des détecteurs.
TPM PDA PAMP
Gain 106 à 107 102 à 103 106 à 107
Alimentation 1000 à 2000 V 500 V 50 V
Sensible au champ magnétique oui non non
Le survol des différents détecteurs indique une tendance à long terme claire vers les PAMP.
C’est une technologie très prometteuse et de très bonnes performances sont attendues. Or
au début de ce projet, ce n’était pas encore une technologie mature et ne pouvait donc
pas être utilisée pour un scanner comme le LabPET II.
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Entre les deux autres technologies, les PDA ont beaucoup d’avantages sur les TPM comme
illustré dans les sections précédentes. L’avantage majeur est la possibilité du couplage un à
un des PDA avec les scintillateurs ce qui améliore la résolution spatiale et s’adapte mieux
à la réalité de l’imagerie du petit animal.
Conclusion
Le survol de la physique à la base de la TEP nous a permis de comprendre les enjeux de
cette technologie. Puis, après avoir détaillé les différents types de détecteurs, le choix d’un
type de détecteur pour le LabPET II s’est imposé, soit la PDA, étant donné la maturité
de celle-ci par rapport à la PAMP qui est encore en développement. Un des objectifs du
LabPET II est d’améliorer considérablement la résolution spatiale. Pour atteindre une
résolution spatiale submillimétrique, il est nécessaire d’augmenter le nombre de pixels. Le
nouveau module de détection est constitué de quatre matrices de 4×8 scintillateurs couplés
individuellement à quatre matrices de 4×8 PDA. Cette organisation en matrice amène de
nouvelles difficultés surtout concernant le traitement du signal.
Dans le prochain chapitre, le fonctionnement d’une PDA et les différents facteurs influant
son gain seront expliqués, ce qui permettra de définir les enjeux et défis de la calibration
de détecteurs. Puis des méthodes de calibration seront présentées.
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CHAPITRE 3
ÉTALONNAGE DES DÉTECTEURS POUR
SYSTÈMES TEP
Dans les sections 2.1.2 et 2.2 du chapitre précédent les critères de sélection d’un bon détec-
teur pour la TEP ont été présentés. Tel qu’expliqué précédemment, le rôle du scintillateur
est de capter les photons de 511 keV et d’émettre de la lumière visible qui est transformée
en un signal électrique par le photodétecteur avec un certain gain.
Dans ce chapitre, le fonctionnement des PDA sera abordé, ce qui permettra de comprendre
la nécessité d’étalonnage. Puis des méthodes d’étalonnage des détecteurs de scanners TEP
seront présentées.
3.1 Fonctionnement des PDA
Le gain d’une PDA correspond au nombre de paires électron-trou créées à partir d’un
porteur originel [Pichler et Ziegler, 2004]. Ce gain dépend de plusieurs facteurs intrinsèques
à la PDA (conception, fabrication), mais aussi de la tension de polarisation appliquée et
de facteurs extrinsèques comme la température environnante.
3.1.1 Influence de la tension de polarisation
Sur la figure 3.1, on peut voir l’influence de la tension de polarisation Vbias d’une PDA sur
son gain ainsi que sur le bruit. Le bruit reste grossièrement constant avec les variations
de Vbias et ce n’est qu’en approchant la tension de claquage (Vbreakdown), qu’il augmente
exponentiellement. Le gain, lui, augmente tout au long de sa plage de fonctionnement.
Il y a donc un optimum en tension de polarisation suivant le rapport gain/bruit à atteindre,
qui se situe à environ 20-30 V en dessous de la tension de claquage Vbreakdown [Cadorette
et al., 1993].
Plusieurs études ont montré que cette dépendance gain-tension de polarisation influence
les performances d’un scanner TEP au niveau de la résolution en énergie (figure 3.2), mais
également au niveau de la résolution temporelle, comme dans le cas du scanner LabPET I
(figure 3.3).
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Figure 3.1 Gain et bruit d’une photodiode à avalanche en fonction de la tension
de polarisation [Lecomte et al., 1999].
3.1.2 Influence de la température
En plus de l’influence de la tension de polarisation, la température de la PDA a également
un impact sur ses performances. En effet, l’augmentation de la température entraîne une
diminution significative du gain. Avec la méthode de double seuillage ToT expliquée à la
section 4.3, il est probable que les informations énergétiques et temporelles de l’évènement
ne soit plus mesurées correctement. Effectivement, cette méthode consiste à extraire les
informations énergétiques et temporelles d’un évènement à partir du temps passé entre
deux seuils, donc de l’amplitude d’un signal issu du détecteur. Cet évènement peut alors
Figure 3.2 Résolution en
énergie par rapport au Vbias
[Lecomte et al., 1998].
Figure 3.3 Résolution tem-
porelle du scanner LabPET I
par rapport à Vbias [Fontaine
et al., 2008].
3.2. MÉTHODES D’ÉTALONNAGE 23
être rejeté par erreur [Zhang et al., 2012]. Ceci dégrade la résolution en énergie (figure
3.4), mais aussi la précision temporelle, car l’estampille de temps est erronée.
Figure 3.4 Influence de la température sur la résolution en énergie du
MADPET-II [Spanoudaki et al., 2005b].
La tension de polarisation ainsi que la température du système ont donc un effet important
sur les performances du scanner. Il y a donc nécessité de régler cette tension de polarisation,
soit étalonner les PDA, afin de limiter les différences intercanaux. Dans la régulation
de la tension, il faut également prendre en compte la température ou encore réguler la
température dans le scanner afin de compenser son influence sur le gain.
3.2 Méthodes d’étalonnage
Les scanners à base de PDA sont tous confrontés à un problème d’étalonnage. Dans les
premiers scanners à base de PDA, comme le scanner TEP Sherbrooke et le LabPET I, le
nombre de photodétecteurs permettait une polarisation individuelle. À l’inverse dans les
scanners plus récents, comme le MADPET-II et le RatCAP, utilisant des photodétecteurs
matricés avec une seule polarisation pour l’ensemble des pixels, la méthode d’étalonnage est
soumise à des contraintes additionnelles. Différents algorithmes d’étalonnage sont passés
en revue dans les prochains paragraphes.
Pour le scanner TEP Sherbrooke une attention particulière a été mise sur le fait de pouvoir
contrôler la mise en route du scanner ainsi que l’étalonnage des détecteurs par ordinateur
et un algorithme totalement automatisé a alors été mis au point [Lecomte et al., 1994,
1995]. Au cours du processus, des paramètres comme la tension de polarisation et le seuil
pour couper le bruit électronique, sont optimisés (figure 3.5). Chaque partie du processus
dure à lui seul plusieurs heures [Cadorette et al., 1993].
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Figure 3.5 Algorithme d’étalonnage du scanner TEP Sherbrooke [Cadorette
et al., 1993].
Dans le LabPET I, le processus d’étalonnage des détecteurs repose sur trois ajustements
clés [Bergeron et al., 2014] :
– Contrôle de la température Les PDA doivent être maintenues à une tempé-
rature constante pour éviter les variations de gains (section 3.1.2). Ceci est réalisé
grâce à des modules thermoélectriques avec un contrôleur proportionnel intégral (PI)
implanté dans un ASIC.
– Alignement temporel des canaux Une sonde temporelle (figure 3.6) est utilisée
afin d’éliminer les différences temporelles intercanaux. Les données issues des PDA
et de la sonde à base de TPM sont comparées et si besoin, un délai temporel est
rajouté au canal. Ceci permet de réduire la fenêtre temporelle appliquée et donc de
réduire le nombre de coïncidences fortuites (section 2.1.3).
– Ajustement de la tension de polarisation Cette même sonde donne aussi des
informations sur les performances temporelles de chaque canal. Elle peut donc être
utilisée pour ajuster la tension de polarisation Vbias de chaque PDA, afin d’optimiser
la résolution en temps de chaque canal individuellement.
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Figure 3.6 Sonde temporelle d’étalonnage [Bergeron et al., 2009].
Ces méthodes présentent le grand inconvénient qu’il est nécessaire d’avoir un opérateur
pour constamment ajuster les canaux. Pour les systèmes présentés jusqu’à présent, ceci
est toujours possible, car le nombre de canaux est assez réduit.
Dans les scanners récents, le nombre de détecteurs a énormément augmenté et polariser
les détecteurs individuellement devient une tâche colossale. Afin de réduire la consomma-
tion ainsi que la surface nécessaire pour l’électronique frontale, les PDA sont désormais
organisées en matrices. Chaque matrice possède son propre circuit de polarisation, tel que
présenté dans les scanners RatCAP, MadPET et LabPET II.
Cette organisation en matrices amène une difficulté supplémentaire, car les gains des PDA
d’une même matrice ne sont pas forcément tous égaux comme on peut le voir sur la figure
3.7. Cette disparité provient de la fabrication. Les processus d’étalonnage doivent donc
aussi prendre en compte ces différences.
Figure 3.7 Différences en gain des PDA d’une même matrice [Bérard et al.,
2008].
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L’équipe de recherche du MadPET a étudié différentes approches d’étalonnage :
– Les différences temporelles sont corrigées grâce aux mesures dans un canal de réfé-
rence [Spanoudaki et al., 2005a].
– Une sonde est utilisée, ce qui rejoint la méthode de la figure 3.6 [McElroy et al.,
2007a].
– Une méthode itérative est appliquée qui tend à minimiser la résolution en temps
grâce à une méthode χ2 [Tapfer et al., 2009].
Pour le RatCAP les circuits de diagnostic et d’étalonnage [Pratte et al., 2004] se situent sur
un circuit intégré et sont contrôlés par un module du FPGA [Junnarkar et al., 2008]. Afin
d’étalonner la caméra et définir les seuils de chaque canal pour compenser les variations
en gain des PDA, le nombre de comptes est mesuré (en relation avec le seuil du canal).
Ces seuils sont fixés grâce à un convertisseur numérique analogique (CNA) de 5 bits.
L’étalonnage des détecteurs est entièrement automatisée et réalisée par le FPGA. Mais le
nombre d’ASIC à contrôler par FPGA est réduit par rapport aux besoins du LabPET II.
En se basant sur les méthodes proposées auparavant, la solution retenue pour le LabPET II
est d’automatiser le processus d’étalonnage des détecteurs, grâce à une méthode itérative.
La difficulté particulière sera le grand nombre de canaux à gérer pour un FPGA.
3.3 Projets connexes
Comme décrit dans la section précédente, l’alignement temporel des canaux et le maintien
de la température sont importants pour garantir le fonctionnement adéquat du scanner et
profiter pleinement des détecteurs étalonnés. Le sujet de ce projet de maîtrise porte sur
l’étalonnage des détecteurs à proprement parler et ces deux étapes essentielles constituent
des projets à part entière. Pour cela, une sonde temporelle a été conçue dans le cadre
de la maîtrise d’Arnaud Samson au GRAMS et un système de régulation de température
pour le LabPET II est en développement en partenariat avec l’Université du Québec en
Outaouais (UQO).
3.3.1 Étalonnage temporel
L’imagerie TEP repose sur la détection de coïncidences, soit le repérage de deux évène-
ments dans des détecteurs opposés l’un à l’autre à l’intérieur d’une certaine fenêtre de
temps (section 4.2.3). Il y a un compromis à faire concernant la largeur de cette fenêtre
de coïncidence :
3.3. PROJETS CONNEXES 27
– elle doit être assez étroite pour rejeter le maximum de coïncidences fortuites (section
2.1.3),
– mais assez large pour ne pas rejeter d’évènements valides.
Ceci implique que les mesures temporelles du scanner doivent être les plus précises pos-
sibles. Or, cette mesure est dégradée pour principalement deux raisons :
– le temps de propagation du signal n’est pas identique dans l’électronique des diffé-
rents canaux, même si une attention particulière est portée sur l’uniformisation des
traces électroniques ;
– les canaux n’ont pas le même gain, ce qui implique que le bruit par canal n’est pas
uniforme et que le temps requis pour atteindre un certain seuil diffère, car la pente
dans la montée peut être plus ou moins lente. Ceci influence la mesure du temps
d’arrivée de l’évènement qui doit être corrigé.
Pour ces raisons, il est nécessaire de procéder à un réalignement temporel de tous les
canaux du scanner.
Figure 3.8 Sonde d’étalonnage temporel [Samson et al., 2017].
Afin de répondre à cette nécessité, une sonde temporelle a été développée au GRAMS
(figure 3.8). La sonde est constituée d’un scintillateur liquide qui détecte l’excès d’énergie
cinétique du positron avant annihilation et d’un PMT [Samson et al., 2016]. Ceci permet
d’attribuer une estampille temporelle de référence à l’émission du positron.
Lors de la procédure d’étalonnage temporel, cette sonde est placée au centre du scanner.
Seules les coïncidences entre la sonde et les détecteurs de l’anneau sont considérées lors
de la mesure d’étalonnage.
Les données issues de cette acquisition sont enregistrées par l’ordinateur d’acquisition du
scanner et un algorithme détermine le délai à appliquer à chaque canal afin de compenser
les disparités. Ces délais sont alors envoyés au scanner où ils sont stockés dans un tableau
puis ajoutés au temps de détection des évènements.
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Cet étalonnage temporelle permet d’améliorer considérablement les performances du scan-
ner (figure 3.9). L’application des résultats de l’étalonnage a permis de réduire la fenêtre
temporelle globale du scanner de 46,6%.




























FWHM : 6.96 ns







Figure 3.9 Résolution en temps du scanner avant et après étalonnage tempo-
relle [Samson et al., 2017].
Conclusion
Ce chapitre a mis en évidence la nécessité d’étalonner les détecteurs en présentant les
facteurs qui influencent le bon fonctionnement des PDA, soit principalement la tension
de polarisation et la température. Le survol des méthodes d’étalonnage des scanners à
base de PDA a permis de dégager plusieurs approches intéressantes. Afin de répondre
aux spécificités propres au LabPET II, la conclusion s’impose qu’il faut développer un
processus d’étalonnage automatisé qui porte une attention particulière au grand nombre
de canaux à gérer par FPGA. Lors du prochain chapitre, le projet LabPET II sera présenté




Afin d’atteindre les objectifs de performance du LabPET II, le système entier du scanner a
été repensé. L’équipe du LabPET II étant très multidisciplinaire, les efforts ont été réalisés
sur plusieurs fronts en parallèle :
– Un nouveau module de détection a été développé (section 4.2.1). Ceci implique entre
autres la caractérisation et le choix de scintillateurs et des détecteurs par l’équipe de
médecine nucléaire du groupe [Bergeron et al., 2015; Gaudin et al., 2015; Loignon-
Houle et al., 2017, 2014] ainsi que le design d’un nouvel ASIC [Arpin et al., 2011;
Ben Attouch et al., 2012; Koua, 2010] pour extraire et traiter les informations tem-
porelles et énergétiques d’un évènement TEP (section 4.2.4).
– Depuis le LabPET I [Fontaine et al., 2009; Tétrault et al., 2008] toute l’architecture
matérielle (circuits imprimés - PCB Printed Circuit Board) et micrologicielle (firm-
ware) a été repensée, conçue, testée et adaptée à plusieurs reprises pour aboutir à la
version du prototype du LabPET II présenté dans la section 4.2 [Njejimana et al.,
2016, 2013]. D’un point de vue plus théorique, des travaux ont été réalisés concer-
nant l’amélioration des performances du scanner, notamment en mettant à profit des
réseaux neuronaux [Geoffroy et al., 2015; Leroux et al., 2009; Michaud et al., 2015].
– Après l’acquisition des données brutes et le prétraitement de celles-ci par le firmware,
une partie importante du projet est dédiée à la reconstruction de l’image [Leroux,
2014; Thibaudeau et al., 2013].
– La conception de ce scanner amène, par ailleurs, des défis mécaniques sur plusieurs
niveaux : assemblage efficace des modules de détection, assemblage des circuits impri-
més, design d’un boitier avec la connectivité nécessaire, ainsi que d’une structure de
soutien pour les cartes électroniques et d’un système de maintien de la température.
Ces différentes parties sont fortement imbriquées et de nombreuses rétroactions existent
entre les membres de l’équipe.
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4.2 Architecture électronique
L’architecture du scanner LabPET II est modulaire et repose sur une structure à trois
étages (figures 4.1, 4.2) : 1) la carte de coïncidences, en arrière sur l’image (Coincidence
Board), 2) les cartes de traitement (Embedded Signal Processing Board), 3) les modules
de détection (Detector Module). Selon la taille de l’animal à imager, le nombre et les
caractéristiques des cartes électroniques peuvent changer (tableau 4.2), mais le module de
détection reste inchangé.
Figure 4.1 Prototype du scanner LabPET II - taille souris avec huit anneaux
de scintillateurs.
Au moment d’écrire ce mémoire, les équipes du GRAMS et du CIMS travaillent sur deux
tailles différentes : le prototype "lapin" avec 25 cm de diamètre est en réalisation et la
version "souris" de 8 cm est en test. Pour la suite du chapitre, seule la version souris du
scanner sera présentée.
Tableau 4.1 Les configurations du LabPET II.
Souris Lapin
Diamètre de l’anneau 8 cm 25 cm
Nombre de cartes de traitement 12 36
Longueur axiale 5 cm 12 cm
Nombre d’anneaux de scintillateurs 32 96
Nombre de détecteurs 6 144 55 296
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Tout le traitement des données du LabPET II jusqu’à l’appariement des évènements en
coïncidences est réalisé par une suite de traitements de signaux répartis dans des ASIC




















Figure 4.2 Architecture de traitement de données du LabPET II.
4.2.1 Module de détection
Le module de détection est l’élément de base du scanner LabPET II : il est indépendant
de la taille ou de la configuration du scanner.
Chaque module de détection (figure 4.3) se compose de :
1. quatre matrices de 4×8 scintillateurs LYSO couplés individuellement à :
2. quatre matrices de 4×8 PDA ;
3. deux ASIC (Sec. 4.2.4) contrôlants chacun deux matrices de photodiodes.
Figure 4.3 Module de détection du LabPET II.
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4.2.2 Carte de traitement
La carte de traitement (figure 4.5) permet de manipuler les données brutes des modules de
détection, avant de les envoyer vers la carte de coïncidences par des liens LVDS. Une carte
de traitement gère plusieurs modules de détection à 128 pixels chacun - dans le cas du
scanner souris une carte de traitement gère l’information de quatre modules de détection,
soit 512 pixels.
Figure 4.4 Détails de l’architecture de
la carte de traitement [Njejimana et al.,
2016].
Figure 4.5 Carte de
traitement - taille souris.
Préalablement au fonctionnement normal, la carte de traitement permet de réaliser l’éta-
lonnage des détecteurs (chapitre 5) par l’intermédiaire du module de commandes (section
4.2.4, figure 4.4).
Lors d’une acquisition, des corrections spectroscopiques et temporelles sont effectuées sur
les données des modules de détection, par souci d’uniformité. Puis ces données sont triées
par rapport à leur estampille temporelle avant d’être transmises au prochain étage.
En temps réel, des compteurs d’évènements sont incrémentés et les histogrammes d’énergie
par pixel sont créés dans la mémoire externe au FPGA.
4.2. ARCHITECTURE ÉLECTRONIQUE 33
4.2.3 Carte de coïncidences
La carte de coïncidences (figure 4.7) est la pièce centrale du scanner. Son rôle est d’apparier
les évènements simples (figure 2.2) dans un engin de coïncidences (figure 4.6), puis de les
transmettre à l’ordinateur d’acquisition par un lien Ethernet 1 Gb.
Figure 4.6 Détails de l’architecture
de la carte de coincidences [Njejimana
et al., 2016].
Figure 4.7 Carte de
coincidences - taille souris.
Pour cela, il est nécessaire que les évènements recueillis soient triés par rapport à leur
estampille temporelle (timestamp). Ceci est fait lors d’un tri parallèle de toutes les données
de tous les détecteurs du scanner, collectés grâce à trois liens LVDS efférents par carte de
traitement, soit un total de 36 liens LVDS pour le scanner souris.
Deux étapes sont ensuite réalisées pour obtenir les coïncidences :
– Une première étape vise à former les coïncidences avec la méthode des fenêtres de
temps glissantes [Njejimana et al., 2013] où chaque évènement ouvre sa propre fenêtre
de temps.
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– La seconde étape valide les coïncidences de façon temporelle et géométrique (pour
vérifier que la ligne de réponse entre deux évènements fait partie du champ de vue
du scanner).
Un autre rôle de l’engin de coïncidences est d’estimer les coïncidences fortuites par la
méthode de la fenêtre décalée (delayed window method [Oliver et Rafecas, 2015]).
En plus de la mémoire interne du FPGA, deux mémoires externes sont installées afin
de stocker les compteurs d’évènements simples avant l’engin de coïncidences et les paires
d’interactions après celui-ci.
Un module de commandes permet de lire ces mémoires externes, lorsque demandé par
l’utilisateur du scanner.
4.2.4 L’ASIC LabPET II
L’ASIC du LabPET II a été développé pour mettre en forme et filtrer le signal issu des
photodiodes à avalanche et en extraire les informations de timing et d’énergie nécessaires.
Chaque ASIC gère deux matrices de photodiodes, soit 64 canaux, notamment pour régler
la tension de polarisation de chaque matrice. Il mesure 4,6 mm × 5,9 mm, avec au centre
le module numérique. De part et d’autre du module numérique, se trouvent 64 canaux à si-
gnaux mixtes. Des contrôleurs de haute tension et des convertisseurs numérique-analogique
(DAC ) utilisés pour la ToT (section 4.3) sont localisés dans la partie supérieure de l’ASIC
(figure 4.8).
Figure 4.8 ASIC 64 canaux - LabPET II.
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Chaîne d’acquisition
La chaîne d’acquisition d’un canal électronique est schématisée sur la figure 4.9.
Lors de l’étalonnage des détecteurs, les paramètres suivants seront influencés :
1. le gain du pôle zero
2. le gain du circuit de mise en forme
3. les DAC fins 3-bits pour la ToT
4. les DAC globaux
Figure 4.9 Chaîne d’acquisition dans l’ASIC.
Communication avec l’ASIC
Afin de communiquer avec l’ASIC et de modifier les paramètres de la chaîne d’acquisition,
différentes commandes sont utilisées (tableau 4.2). Un paquet de commande se compose
de 48 bits, dont 6 bits de type de commande, 10 bits pour identifier l’ASIC en question
(noCarte + noASIC), 1 bit pour la matrice droite ou gauche de l’ASIC, 5 bits pour le
numéro du canal et 24 bits de données. La réponse de l’ASIC est construite de la même
manière sans les bits d’identification de l’ASIC.
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Tableau 4.2 Les commandes utilisés.
Nom de la commande Paramètres de la fonction
SetDACHV noCarte, noASIC, noMatrice
SetDACPulsor noCarte, noASIC, noMatrice
SetAnalogicChannel (dont les DAC fins
et les gains)
noCarte, noASIC, noMatrice, noCanal
SetDACToTAnalogThreshold noCarte, noASIC, noMatrice
Block/UnblockEventCounter noCarte, noASIC
GetEventCounter noCarte, noASIC, noMatrice, noCanal
SetMinEnergyThreshold (ou Max) noCarte, noASIC, noMatrice, noCanal
SetDigitalBlockTEPMode noCarte, noASIC
4.3 ToT
Pour mesurer l’énergie des évènements dans le LabPET II, on utilise la méthode de ToT
(Time over Threshold : Temps au-dessus d’un seuil), plus précisément de la ToT double
seuil [Bouziri, 2013]. Deux seuils, Seuil S1 et Seuil S2, sont fixés de telle sorte que le
bruit est minimisé lors des mesures temporelles afin de réduire l’erreur sur la mesure. Des
comparateurs emmagasinent la valeur d’une horloge rapide de 312,5 ps de résolution de
laquelle on peut déduire le temps d’occurence (T1) et la mesure d’amplitude du signal
∆T = T3− T1, proportionnel à l’énergie (figure 4.10).































Figure 4.10 Mesure d’amplitude du signal par double seuillage.
L’amplitude des signaux, ainsi que leur ∆T , varient en fonction de l’énergie déposée dans
le détecteur. C’est grâce à cette propriété qu’il sera possible de déduire du ∆T mesuré,
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l’énergie d’un signal reçu. Or, cette amplitude varie aussi suivant le gain de la PDA et de
la chaîne électronique.
Le temps T1 est aussi appelé estampille temporelle (de l’anglais timestamp). Cette es-
tampille est utilisée par la suite pour établir un ordonnancement par rapport au temps
d’arrivée des évènements. Ceci sert à détecter les coïncidences (section 2.1.3). Par ailleurs
il est préférable que l’amplitude du signal pour une énergie donnée soit semblable d’un
canal à l’autre, afin de réduire l’électronique nécessaire pour fixer les deux seuils.
Conclusion
Ce chapitre a permis d’obtenir une vue d’ensemble du projet LabPET II ainsi que de sa
complexité. L’architecture globale du scanner a été présentée et un regard plus précis a été
posé sur le module de détection et l’extraction des données temporelles et énergétiques.
Cela pose le cadre de ce projet de maîtrise : l’étalonnage des détecteurs. Dans le prochain
chapitre, le processus d’étalonnage mis en place afin de répondre à la question de recherche
sera détaillé et les résultats seront présentés.
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CHAPITRE 5
RÉALISATIONS ET RÉSULTATS
Étant donné les contraintes associées à la nécessité de matricer les PDA et les contraintes
imposées par la conception de l’ASIC, la réalisation d’une procédure d’étalonnage pour
l’optimisation de l’acquisition des données sans perte d’information se complexifie gran-
dement. Afin de simplifier la compréhension des travaux, la procédure d’étalonnage a été
divisée en trois grandes étapes : la première consiste à ajuster les phases du lien de com-
munication pour minimiser le taux d’erreur de transmission. Vient ensuite l’ajustement
de la polarisation et des gains des PDA et des canaux des ASIC comme tels pour aligner
les photopics, suivi de la l’ajustement des seuils de bruit et d’énergie. Ce chapitre
passera en revue ces étapes de calibration.
5.1 Alignement des phases du lien de communication
Dans tout système numérique, il est nécessaire d’ajuster les phases de lecture/écriture
lorsque des informations sont transmises en série. Cela est encore plus important quand
différents domaines d’horloge existent dans un même système électronique. Dans le cas
du LabPET II, des délais induits par les pilotes LVDS dans l’ASIC, différentes longueurs
de traces entre les ASIC et le FPGA et la présence d’arbres d’horloge déphasés à la fois
dans l’ASIC et dans le FPGA exigent de développer un module qui permet d’aligner les
cycles de lecture/écriture pour assurer une communication avec un faible taux d’erreur.
Une machine à états finis a été conçue pour gérer les gestionnaires d’horloge numérique
(digital clock manager - DCM). Les DCM peuvent être plus ou moins évolués selon les
besoins en espaces sur ASIC et la puissance disponible.
Dans le cas de la communication entre le FPGA et les ASIC, trois liens doivent être
considérés (figure 5.1) :
– envoi des commandes (du FPGA vers l’ASIC),
– réponse aux commandes (de l’ASIC vers le FPGA),
– envoi des données TEP (de l’ASIC vers le FPGA).
Dans le cas de la communication du FPGA vers l’ASIC, seul le DCM localisé dans le
FPGA (DCM1 de la figure 5.1) est ajusté, car il n’est pas possible d’ajuster la phase
de lecture dans l’ASIC pour des raisons de minimisation de la puissance et d’espace sur
silicium. Dans le cas de la transmission des données et de la réponse des commandes de
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Figure 5.1 Communication entre l’ASIC et le FPGA.
l’ASIC vers le FPGA, les signaux d’horloge des registres 2 et 3 de l’ASIC peuvent être
déphasés grâce la commande SetPhase à partir du FPGA (8 valeurs possibles 0...7). La
phase de transmission des données est modifiée pour s’aligner avec celle du DCM2 du
FPGA qui est utilisé pour l’ensemble du traitement numérique.
Un algorithme a été implémenté dans l’unité MicroBlaze 1 du FPGA de la carte de test
des ASIC, similaire à la carte de traitement du scanner, qui détermine la phase optimale
pour chaque DCM, ainsi que pour le signal d’horloge des registres 2 et 3.
Afin de comprendre le fonctionnement de l’algorithme implanté dans l’unité MicroBlaze,
un rappel du fonctionnement des DCM dans le FPGA Spartan6 est donné dans la section
suivante.
1. Une unité MicroBlaze™ est un microprocesseur développé par Xilinx qui utilise les cellules logiques
du FPGA.
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5.1.1 Fonctionnement des DCM
Sur un Spartan6 quatre modules de DCM_SP peuvent être instanciés pour créer des
signaux d’horloge à différentes fréquences et avec différents déphasages (figure 5.2).
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DCM Functional Overview
DCM Functional Overview
The DCM consists of four distinct functions that can operate independently or in tandem. 
Figure 2-2 shows a simplified block diagram of a DCM.
Delay-Locked Loop
The Delay-Locked Loop (DLL) provides an on-chip digital deskew circuit that effectively 
generates clock output signals with a net zero delay. The deskew circuit compensates for 
the delay on the clock routing network by monitoring an output clock, from either the 
CLK0 or the CLK2X outputs. The DLL effectively eliminates delay from the external clock 
input port to the individual clock loads within the device. The well-buffered global 
network minimizes the clock skew on the network caused by loading differences.
To accurately deskew the input routing, the BUIO2FB buffer must be used as shown in 
Figure 1-40, page 56. The BUFIO2FB is matched to the primary BUFIO2 buffer limiting the 
deskewing to a single DCM.
The input signals to the DLL unit are CLKIN and CLKFB. The output signals from the DLL 
are CLK0, CLK90, CLK180, CLK270, CLK2X, CLK2X180, and CLKDV.
The DLL unit generates the outputs for the clock doubler (CLK2X, CLK2X180), the clock 
divider (CLKDV) and the quadrant phase-shift functions.
X-Ref Target - Figure 2-2
















































Figure 5.2 Diagramme fonctionnel d’un DCM [Xilinx, 2015a].
Il xiste deux modes possibles de déphasage (phase shift) : à valeur fixe et variable. Ici, le
mode de déphasage variable est utilisé afin de pouvoir le contrôler p r l’unité MicroBlaze.
Pour appliquer un déphasage variable, l’unité MicroBlaze doit gérer l s signaux (figure
5.2) :
– PSINCDEC : 0 décrémentation de la phase (phase shift), 1 incrémentation.
– PSEN : signal d’amorçage (enable) du déphasage (doit être actif pour une seule
période d’horloge).
– PSDONE : indique que le déphasage (phase shift) a été réalisé.
– RESET : permet de revenir à la phase 0.
Un DCM possède déjà plusieurs sorties (CLK0, CLK90, CLK180 et CLK270) déphasées
respectivement de 0, 90, 180 et 270 degrés par rapport à l’horloge de référence . Lorsqu’un
déphasage (fixe ou variable) est appliqué, il le sera sur toutes les sorties de l’étage de sortie
du DCM.
Le pas d’incrémentation typique de 23 ps du DCM est donné par DCM_DELAY_STEP
avec 10 ps minimum et 40 ps maximum [Xilinx, 2015b]. Le tableau 5.1 résume les phases
d’horloge en fonction du nombre d’incrémentation/décrémentation et du pas.
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Tableau 5.1 Valeurs de CLK0 selon le pas.
Nombre d’incrémentations
ou décrémentations
-27 0 +27 +55
Phase souhaitée 337,5˚ 0˚ 22,5˚ 45˚
Pas de 10 ps 350,3˚ 0˚ 9,7˚ 19,8˚
Pas de 23 ps 337,6˚ 0˚ 22,4˚ 45,5˚
Pas de 40 ps 321,1˚ 0˚ 38,9˚ 79,2˚
On remarque au tableau 5.1 qu’il peut y avoir des incertitudes assez grandes selon le pas
réel. Ceci ne pose pas de problème, car la plage de phase qui convient pour la communi-
cation est assez grande et en se plaçant au centre de cette plage, la valeur exacte n’est pas
importante.
Pour réaliser l’ajustement de phase, trois modules VHDL et logiciels (DCM_Management,
MBlaze_Management et l’unité MicroBlaze) ont été développés dans le FPGA de la carte
de test des ASIC (figure 5.3) :
– le DCM_Management reçoit la commande Set_Phase de l’unité MicroBlaze et
contient une machine à états finis pour réaliser le déphasage souhaité. Il retourne
l’information Phase_Set quand la sortie du DCM est stabilisée à la valeur souhaitée.
– le Mblaze_Management gère la communication avec le PC. Ce module est remplacé
par le module de gestion de commandes dans l’unité MicroBlaze de la carte de
traitement (figure 4.4).
– l’unité MicroBlaze en elle-même exécute la fonction AdjustPhase (section 5.1.2) afin
de trouver la combinaison optimale de phases pour les DCM1, DCM2, et les registres






































































Figure 5.3 Signaux et modules VHDL pour contrôler les DCM.
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5.1.2 Procédure d’ajustement
Afin de pouvoir lancer l’ajustement de phases par le GUI, un nouveau type de commande
est créé (tableau 5.2). Contrairement aux commandes de type "0x" qui se destinent au
ASIC, les commandes de type "1x" sont utilisés seulement dans le FPGA et ne sont pas
transmises à l’ASIC.
Tableau 5.2 Commande pour l’ajustement de phases.
Type (Hexa) Côté ASIC Numéro Canal Données
Ajustement
de phase
1C inutile inutile Valeur des phases
des ASIC
Pour atteindre la phase optimale, la fonction AdjustPhase dans l’unité MicroBlaze tente
de lire le numéro de série de l’ASIC avec la commande ReadSerialNumber. Selon la version
de l’ASIC, cette réponse est unique et connue. La commande est lancée à différentes phases
d’écriture vers l’ASIC. Normalement, l’ASIC répondra sur une plage de phase s’il reconnait
la commande. À cette étape, la lecture du numéro de série peut être erronée, car la phase
de lecture n’est pas encore ajustée. Pour l’instant, il s’agit de savoir quand l’ASIC réagit.
On place ensuite le déphasage de DCM1 en centre de la plage où l’ASIC répond. Ensuite
le même exercice est réalisé sur une combinaison de DCM2 et de la phase de transmission
dans l’ASIC.
Cette façon de fonctionner est nécessaire, car il faut choisir à la fois le signal d’horloge
(CLK0, CLK90, CLK180 ou CLK270) dans le DCM du FPGA et celle de l’ASIC. Le
tableau 5.3 résume les choix possibles en fonction de Set_Phase qui choisit un déphasage
de ± 22.5 degrés et Assign_CLK qui choisit le signal d’horloge CLK0...270.
Tableau 5.3 Valeurs des signaux d’horloges utilisés pour la communication avec
l’ASIC selon les commandes Set_Phase et Assign_Clk.
```````````````Assign_Clk
Set_Phase 00 01 10 11
00 337,5˚ 0˚ 22,5˚ 45˚
01 67,5˚ 90˚ 112,5˚ 135˚
10 157,5˚ 180˚ 202,5˚ 225˚
11 247,5˚ 270˚ 292,5˚ 315˚
Une combinaison de phase est un ensemble {φDCM1,φDCM2,φASIC}, avec 16 valeurs pos-
sibles pour la phase de la DCM1, 16 valeurs pour la phase de la DCM2 et 8 valeurs pour
la phase de l’ASIC, ce qui fait un total de 2048 combinaisons possibles. Il y a une relati-
vement grande plage de combinaisons de phases pour laquelle on obtient 100% de réussite
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Figure 5.4 Distribution du pourcentage de communications réussies.
de communication sur 1000 commandes envoyés (figure 5.4) et l’algorithme se place au
milieu de cette plage, afin de devoir modifier uniquement la phase d’envoi des autres ASIC
liés à cette carte de traitement. Une fois que cette combinaison de phases est appliquée, il
n’y a plus d’échecs de communication. Cet étalonnage permet d’ajuster automatiquement
n’importe quelle modification à l’ASIC ou au circuit électronique et facilite le déverminage
par la suite.
5.2 Alignement des photopics
Des choix contraignants ont été pris dans l’ASIC au niveau de la flexibilité d’ajustement
des seuils dans le but de réduire la complexité de l’électronique dans chacun des canaux.
Ces contraintes exigent de minimiser les différences des amplitudes des signaux à la sortie
du filtre de mise en forme entre les canaux dans une même matrice pour des photons d’une
même énergie. Cela peut être réalisé en alignant les photopics d’une même matrice et du
coup assurerait une détection efficace des coïncidences.
Globalement et de façon simplifiée, le travail consiste à augmenter la tension de polari-
sation (donc son gain) d’une matrice, jusqu’à ce qu’une des PDA de la matrice atteigne
l’amplitude du signal souhaitée (section 5.2.1). Puis les amplitudes des autres PDA de
la matrice sont alignées sur la première en augmentant le gain électronique de leur canal
(section 5.2.2). Cependant, le processus réel est un peu plus compliqué et les prochaines
sections le décrivent.
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5.2.1 Ajustement de la tension de polarisation
Le gain de la chaîne électronique de chaque canal est a priori fixé à un gain typique de 14.
Le gain électronique d’un canal peut être fixé au niveau du préamplificateur de charge ou
au niveau du circuit de mise en forme (shaper) tel que résumé dans le tableau 5.4 (figure
4.9).
Tableau 5.4 Valeurs des gains.
Gain pôle zéro Gain shaper Gain chaîne complète
Gain minimal 1 1 1
Gain typique 14 1 14 (12,38 mV/fC)
Gain maximal 24 4 96 (77,8 mV/fC)
Le processus débute par l’évaluation de la tension de base (baseline) de chaque canal
sans que la matrice soit polarisée. La tension de base provient du fait que l’ASIC est
alimenté entre 0 et 1,8 V et que pour avoir une plage d’amplification analogique, une
tension DC de 0,4 V est maintenue sur le signal d’entrée. Les impulsions suivant des
interactions de photons de 511 keV dans le module de détecteur se produisent au-dessus
de cette tension de base. Il existe des variations inhérentes à la fabrication des ASIC et il
faut caractériser cette tension de base avant de faire quelque déduction que ce soit sur la
mesure. Cette tension de base est utilisée ultérieurement comme référence pour savoir si
une PDA a atteint sa tension de claquage (Breakdown Voltage, BV) ou pas. Pour cela, il
faut désactiver les circuits de maintien de tension de base (Baseline Holder, BLH) [Panier,
2014]. Pour déterminer la tension de base Vbaseline, le nombre de comptes/seconde pour
chacun des canaux est mesuré pendant qu’un balayage du seuil S1 (section 4.3) est réalisé.
Le balayage démarre en dessous de 0,4 V avec objectif de croiser la tension de base. Autour
de la tension de base l’histogramme du nombre de comptes/s suit une forme gaussienne
dont la largeur correspond au bruit électronique du transistor d’entrée de la chaine. Sur
cette zone d’intérêt, la moyenne µ et l’écart-type σ sont calculés où µ nous donne la tension
moyenne recherchée. La fonction qui évalue la tension de base peut prendre la décision
de fermer un canal lorsque celle-ci est anormalement élevée ou si elle est trop sensible
aux variations de gain électronique. Pour déterminer cette sensibilité, cette opération est
renouvelée avec un gain shaper maximal.
Suite à l’obtention de la tension de base, une polarisation de départ, typiquement de -
200 V, est appliquée à la matrice. Cette tension sera définie pour chaque matrice selon
les spécifications fournies par le fabricant des PDA. Les seuils de bruit dans l’ASIC sont
placés au maximum de la plage dynamique.
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Début :
- Gain typique dans ASIC pour tous les 
canaux 
- Seuils ToT = max
Augmentation du HV
Augmentation de 20%





Figure 5.5 Processus de calibration de la tension de polarisation.
La tension de polarisation Vbias est augmentée jusqu’à ce que le nombre de comptes d’un
des canaux augmente de plus de 20% entre deux incrémentations de Vbias (figure 5.5).
Cela signifie que l’on est près de la tension de claquage d’une des PDA de la matrice ou
que la plage dynamique d’un des canaux couvre toute la plage dynamique disponible dans
l’ASIC. Par la suite, les autres canaux seront ajustés en fonction de ce canal.
5.2.2 Ajustement de gains
Au début de cette partie, une des PDA de la matrice possède le gain souhaité. On ne
modifie donc plus Vbias à partir de ce moment et l’on tente d’aligner les autres canaux de
la matrice sur la première en augmentant leur gain électronique dans l’ASIC.
Afin de déterminer le gain électronique à appliquer à chaque canal, il faut déterminer la
position du photopic avant l’alignement. Pour cela on réalise une acquisition en présence
d’une source radioactive émettrice de photons de 511 keV, placée au centre du scanner, en
relevant les taux de comptage à différents seuils de S1=S2. La durée de lecture ReadTime
pour ces acquisitions est évaluée au début de la calibration en fonction de l’activité de la
source radioactive. ReadTime est fonction du taux de comptage. Cela permet d’obtenir
une courbe en "S" tel que décrit à la figure 5.6(a) avec la fonction Acquire_S_Curve,
dont la dérivée réalisée avec la fonction S_Curve_Derivation permet d’obtenir le spectre
en énergie (figure 5.6(b)). Cette acquisition est réalisée pour tous les canaux en parallèle
et on en déduit la position du photopic µ et l’écart-type σ de chacun des canaux avec
la fonction Mean_Sigma_ScurveDeriv après avoir lissé puis interpolée la dérivée obtenue
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Figure 5.6 Ajustement des gains.
précédemment. Il est alors possible de calculer le gain optimal à appliquer pour aligner les
photopics en utilisant les équations 5.1 à 5.3.










Vactuel − Vbaseline (5.3)
avec :
– Voptimal=214 qui correspond à la largeur temporelle optimale ToT d’un photon de
511 keV soit de 1,4 V,
– Vactuel = µ+ 3σ, le terme 3σ est ajouté afin d’être certain de couvrir toute la plage
dynamique.
– Vbaseline la tension de base du canal mesurée précédemment.
Une fois le facteur de gain calculé, le couple de gains (GPZ ; GShaper) est déterminé en
parcourant un tableau de gain qui a été stocké en mémoire, puis appliqué grâce à la
commande SetAnalogicChannel (tableau 4.2), pour aligner les photopics (figure 5.6(c)).
Bien que cette méthode soit très fiable pour déterminer µ et σ correctement, elle est longue
et nécessite beaucoup d’espace mémoire pour garder l’ensemble des valeurs d’une fonction
à l’autre.
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Pour palier ces inconvénients, on peut réaliser les mêmes opérations en parallèle, ainsi
que débuter le balayage des seuils pour l’acquisition des taux de comptage par la fin de
la plage dynamique, soit à S1=S2=1,6 V (fonction RapidSCurve). Avant que le taux de
comptage n’ait atteint un taux acceptable qui indique que l’on progresse dans la courbe en
"S" et non à l’extérieur c’est-à-dire complètement à droite de la montée (ReadTime/200),
les seuils S1=S2 sont abaissés de 10 bins (environ 50 mV) par itération, puis de 5 bins par
itération jusqu’à atteindre un second pallier de comptes (ReadTime/100). Puis on réalise
des itérations par pas de 1 en calculant en temps réel les valeurs de la dérivée première et
seconde et en sortant de la boucle quand le nombre de photopics détectés correspond au
nombre de canaux ouverts.
Cette méthode permet de garder en mémoire beaucoup moins de valeurs (le nombre dé-
pend du degré de lissage souhaité des courbes en "S" et des dérivées), ainsi que de réduire
considérablement le temps d’exécution de la fonction. Ce temps ne dépend plus unique-
ment du temps de lecture ReadTime et de la largeur de la plage à balayer, mais aussi
de l’uniformité de la matrice de PDA. En effet, plus les PDA de la matrice ont des gains
similaires, plus le temps d’exécution est réduit, car la plage de balayage à couvrir est plus
étroite.
Granularité des gains
Comme les valeurs de gain que l’on peut appliquer sont des valeurs discrètes (50 com-
binaisons de gains possibles, en excluant GPZ < 12 ), il n’est pas possible d’appliquer
exactement le facteur de gain optimal. Les photopics ne seront donc pas parfaitement





























Numéro de canal 
Vmesuré après alignement
avec granularité de 2
Vmesuré après alignement
avec granularité de 1
Voptimal calculé
Figure 5.7 Influence de la granularité des gains.
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Au début de ce projet, la granularité du gain pôle zéro était de 2, soit 5 keV, c’est-à-
dire que l’on pouvait appliquer un gain compris entre 0 et 24 par pas de 2. Puis cette
granularité a été diminuée à 1 (2,5 keV) dans une version améliorée de l’ASIC, ce qui
permet de multiplier par 2 le nombre de facteurs de gains applicables et de diviser par 2
l’amplitude de l’oscillation autour de Voptimal (figure 5.7).
5.2.3 Résultats
Cet algorithme permet de réduire le désalignement existant entre les canaux d’une même
matrice de détection. En effet la distribution de la position des photopics a été diminuée
de 17% de LMH, soit σ ≃ 0, 073, avant alignement (figure 5.8) à 6% de LMH, σ ≃ 0, 026,
après alignement (figure 5.9).
 Before Photopeak Alignment

















































Figure 5.8 Spectre en énergie (a) et distribution de la position relative des
photopics (b) avant l’alignement [Jurgensen et al., 2015].
 After Photopeak Alignment

















































Figure 5.9 Spectre en énergie (a) et distribution de la position relative des
photopics (b) après l’alignement [Jurgensen et al., 2015].
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5.3 Seuils ToT
Dans l’ASIC les seuils S1 et S2 pour la ToT sont fixés grâce à deux DAC globaux par
matrice, puis des DAC fins de 3 bits par canal. Ces derniers sont utilisés pour compenser
les différences de tension de base (baseline) entre les canaux.
Afin d’améliorer la résolution en ToT, il est nécessaire de choisir judicieusement ces deux







qui évalue l’influence du bruit sur la pente du signal en sortie du circuit de mise en forme
[Ben Attouch et al., 2012](figure 5.10).



























Figure 5.10 Seuils ToT optimaux.
Pour déterminer ces seuils, il s’agit de trouver la combinaison de seuils pour laquelle la
résolution énergétique en ToT σ/µ est minimale. Afin de réaliser cela de manière itérative,
il faut réaliser l’acquisition d’une série de spectres d’énergie en ToT où l’un des deux seuils
est fixé avec la fonction ReadAsicData et on y déduit la position du photopic µ et l’écart-
type σ avec la fonction sigma-energyToT. Cette fonction évalue également si le spectre en
ToT obtenu est valide et s’il y a suffisamment d’évènements dans le photopic. On évalue
alors la valeur de σ/µ pour chaque spectre, ce qui permet de fixer le seuil que l’on vient
de faire varier au minimum. Ce même stratagème est réalisé à nouveau en faisant varier
l’autre seuil lorsque le premier est localisé à son optimum.
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D’une façon plus pragmatique, on commence par trouver le seuil S1 optimal en fixant le
seuil S2 à Vbaseline moyen de la matrice + 100 mV (figure 5.11). Puis une fois S1optimal
déterminé, S2 est balayé (figure 5.12).

























du seuil S1 optimal avec S2
fixe.
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optimisé.
Les figures 5.11 et 5.12, démontrent une optimisation des seuils de bruit où le seuil S1
serait localisé à 26 mV et S2 à 122 mV après la procédure de calibration.
5.4 Conversion ∆T - énergie
La mesure de l’amplitude du signal en utilisant une méthode ToT à double seuils n’est
malheureusement pas linéaire en fonction de l’énergie (∆T (ns) vs énergie (keV)) et il est
nécessaire de réaliser une correction.
Pour cela on réalise des acquisitions ToT avec différentes sources radioactives émettrices
de positrons et de gammas d’énergies connues :
– germanium 68 (68Ge) : 511 keV,
– sodium 22 (22Na) : 511 keV + 1275 keV,
– césium 137 (137Cs) : 662 keV.
On utilise le 22Na afin de valider que son photopic de 511 keV se superpose à celui du




⇐⇒E = exp(∆T − a
b
), (5.5)
grâce à la position des photopics de 137Cs et de 68Ge, ainsi que des relations suivantes :
{
∆T1 = a+ b ln(E1)
∆T2 = a+ b ln(E2)
(5.6)
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{
a = ∆T1 − b ln(E1)
∆T2 = ∆T1 − b ln(E1) + b ln(E2)
(5.7)
{
a = ∆T1 − b ln(E1)
∆T2 −∆T1 = b(ln(E2)− ln(E1))
(5.8)
{









Cette méthode fonctionne, mais est plutôt pénible à réaliser. Une façon plus simple, basée
sur la variation des gains internes à l’ASIC a été proposée par Emilie Gaudin lors d’une
présentation orale "Dual Threshold Time-over-Threshold Nonlinearity Correction for PET
Imaging" au NSS/MIC 2016. Cette méthode n’a pas été implantée dans le cadre de cette
maîtrise.
Plus récemment, Danaë Dufour-Forget, stagiaire au sein du CIMS pour la session d’été
2017, a présenté un script Python pour déterminer les facteurs a et b de la courbe de
correction de façon automatisée. Pour cela, le gain shaper est fixé à sa valeur typique
de 1 et le gain pôle zéro est balayé de 5 à 20 (en dehors de cette plage le signal est
dégradé). La valeur typique GPZ = 14 est prise comme valeur de référence pour 511 keV,
il est donc possible de balayer une plage allant de 511∗5
14
= 182, 5 keV à 511∗20
14
= 730 keV.
Pour chaque valeur de gain une acquisition ToT de 5 min est réalisée et la position du
photopic est déterminée. Suite à cela une régression linéaire sur la valeur des paramètres
a et b est réalisée. Le script rejette les spectres anormaux et lorsqu’un pixel a moins de
4 acquisitions valides, celui-ci n’est pas utilisé pour la régression linéaire. Cette méthode
permet d’extraire de façon fiable les facteurs a et b de la courbe de correction.
5.5 Application d’une fenêtre d’énergie
Avant de lancer une acquisition ToT, il est nécessaire de resserrer la fenêtre d’énergie
autour de la position du photopic de 511 keV pour n’avoir que les évènements d’intérêt, soit
ceux issus de l’interaction entre le scintillateur et les photons issus d’une annihilation. La
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fonction SetEnergyWindow(min, max) permet d’appliquer une fenêtre aux bornes variables
selon le choix de l’utilisateur :
– min : front Compton, max : la position du photopic µ+ 3σ (correspond approxima-
tivement à 650 keV),
– min : vallée Compton (soit le centre de la vallée entre le front Compton et le photo-
pic), max : la position du photopic µ+ 3σ,
– min : vallée Compton, max : la symétrie du minimum par rapport à la position du
photopic µ.
Pour détecter les bornes, la fonction sigma-energyToT de la section 5.3 a été modifiée.
Cette fonction permet désormais de détecter les 4 positions d’intérêt : début front Comp-
ton, vallée Compton, photopic (µ), 650 keV (µ+ 3σ). La fonction calcule les valeurs ∆T
qui sont ramenés dans les registres de l’ASIC. Ce dernier ne laisse passer que les mesures
en énergie entre ∆Tmin et ∆Tmax.
Cette fonction peut être réalisée indépendamment des autres fonctions, mais lorsque les
seuils, le HV ou les gains des canaux sont modifiés il est nécessaire de réouvrir la fenêtre
d’énergie. Les quatre positions d’intérêt sont gardées en mémoire, il est donc possible de
changer la fenêtre d’acquisition voulue sans devoir refaire une acquisition ToT au préalable.
Conclusion
Dans ce chapitre, l’étalonnage réalisée en trois étapes distinctes, soit l’ajustement des liens
de communication, l’ajustement des gains et la détermination des seuils, a été présentée.
L’ajustement des liens de communication est une étape nécessaire pour minimiser le taux
d’erreur et implique d’ajuster les phases de transmission des données en fonction de l’hor-
loge de part et d’autre de l’ASIC et du FPGA. Bien que la longueur des fils dans le
PCB soit ajustée à quelques micromètres près, des délais importants entre la sortie des
bascules et les plots d’interconnexions sont engendrés par les pilotes électroniques, ce qui
nécessite un ajustement. D’autre part, comme un FPGA est branché à plusieurs ASIC et
qu’une seule horloge de traitement de données est utilisée dans le FPGA, il faut ajuster
la transmission dans l’ASIC, ainsi que la réception dans le FPGA. Cette approche a porté
fruit avec un ajustement aisé à travers une machine à états finis implantée dans une unité
MicroBlaze.
L’étalonnage des gains et seuils dans l’ASIC a nécessité le développement d’un algorithme
réfléchi où l’on s’adapte aux variations inhérentes de la fabrication d’une matrice de PDA.
Cette opération s’est résolue en ajustant la tension de polarisation jusqu’à l’obtention d’un
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canal répondant aux caractéristiques recherchées. Puis, une acquisition avec une source
radioactive est réalisée pour aligner le gain des autres PDA. Finalement les seuils de ToT
sont optimisés par matrice.
Bien que l’ensemble de ce traitement semble linéaire, la réalité en est très différente. Les
matrices de tests obtenues sont encore en développement, ce qui engendre des disparités
intercanaux plus grandes que prévues.
A priori, le processus décrit semble simple, mais il faut également considérer que plusieurs
canaux/matrices sont présents dans le scanner et que le temps requis pour réaliser l’éta-
lonnage de l’ensemble des détecteurs doit se faire dans un temps raisonnable. Le prochain
chapitre traitera de cet aspect.
CHAPITRE 6
DISCUSSION
La procédure développée a permis de mettre en lumière plusieurs difficultés et contraintes
à prendre en compte pour pouvoir réaliser une calibration aisée pour des systèmes matricés
comme le LabPET II. Ce chapitre discutera dans un premier temps des avantages et des
inconvénients de la méthode développée en comparaison avec d’autres méthodes. Dans
un second temps, la discussion portera sur la nécessité de diminuer le temps requis pour
réaliser une calibration à travers la parallélisation du code.
6.1 Comparaison avec d’autres méthodes
La méthode de calibration proposée présente des avantages ainsi que des inconvénients.
En effet, la méthode est très fiable et les fonctions sont indépendantes l’une de l’autre,
ce qui permet plus de flexibilité à l’utilisateur. Un effort particulier a été mis à rendre
les fonctions modulaires afin que la méthode puisse s’adapter à différentes géométries de
scanner possibles : les paramètres comme le nombre d’ASIC par carte de traitement ou
encore le nombre de canaux par ASIC sont génériques et sont modifiables à un seul endroit
dans le code. Par contre, la méthode proposée est relativement longue et utilise beaucoup
de mémoire dans le FPGA, même si des efforts ont été réalisés quant à la minimisation
d’espace mémoire.
Par rapport au LabPET I, le nombre de détecteurs par scanner a considérablement aug-
menté. Il n’est donc plus possible de permettre une polarisation individuelle des canaux
et les photodétecteurs sont désormais organisés en matrices. La méthode présentée dans
ce mémoire répond à cette complexification.
Les autres scanners à base de PDA matricés, le RatCAP et le MadPET, n’utilisent pas la
même méthode d’extraction d’informations temporelles et énergétiques que le LabPET II
et la méthode de calibration proposée ici s’adapte à cette réalité. Par ailleurs, le RatCAP
utilise lui aussi un algorithme entièrement automatisé et réalisé par des FPGA, mais les
nombres d’ASIC et de canaux à traiter par carte FPGA sont réduits par rapport au
LabPET II.
Peu de solutions ont été élaborées jusqu’à présent dans la littérature pour bien polariser et
ajuster les seuils d’une multitude de canaux. L’approche proposée a été testée sur une carte
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de test où la quantité de mémoire était limitée. Cela a engendré beaucoup de difficultés
d’implantation. Ce problème sera exacerbé dans un scanner complet où un FPGA devra
gérer jusqu’à 24 ASIC. Les prochains paragraphes discutent de solutions par rapport à ce
problème.
6.2 Parallélisation du code
Chaque carte de traitement doit gérer plusieurs ASIC (8 ASIC par carte de traitement
pour le scanner souris, 24 pour un scanner lapin). Il devient donc nécessaire de paralléliser
le code de calibration afin de réaliser certaines tâches en même temps. Outre le fait qu’il
est possible d’envoyer une même commande à tous les ASIC en même temps (soit aux
matrices gauches, soit aux matrices droites de l’ASIC), il faut réfléchir à des stratégies
multitâches.
Le but du multitâche est de séparer le programme en sous-fonctions (tâches), afin de
pouvoir les exécuter en même temps. Par exemple quand une tâche attend une réponse,
au lieu d’attendre sans rien faire, une autre tâche peut être exécutée.
Il existe différentes façons de gérer les processus parallèles et elles sont brièvement décrites
dans les sections suivantes.
6.2.1 Solutions sans OS
Si l’on ne veut pas utiliser de système d’exploitation (Operating System, OS) qui prend de
la mémoire, il est possible de gérer les différentes sous-fonctions à l’aide de drapeaux (flags)
qui sont levés quand une fonction doit être exécutée. La gestion des drapeaux permet de
réaliser aisément une priorisation des fonctions voire d’en bloquer d’autres si des fonctions
utilisent les mêmes ressources.
6.2.2 Solutions avec OS
Pour faire du multitâche il est possible d’utiliser un OS dans l’unité MicroBlaze qui gère
les tâches et ressources communes. Différents OS sont disponibles et sont plus ou moins
faciles d’utilisation :
– uCLinux est un OS très complet et performant. Malgré cela, uCLinux ne gère pas
l’inversion des priorités, c’est-à-dire d’augmenter la priorité d’une tâche bloquante.
– Xilkernel est un OS intégré au SDK de Xilinx. Au moment de la création d’un projet
SDK, il est possible de choisir entre le mode "standalone" et "xilkernel". Ansi tous
les outils sont disponibles pour gérer les tâches et les ressources communes. Bien que
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ce soit un OS moins complet que uCLinux, Xilkernel permet d’inverser les priorités
des tâches et possède l’avantage d’utiliser moins de mémoire que uCLinux.
– Il existe une multitude d’autres OS moins intéressants dans notre cas, comme freeR-
TOS ou Asterix.
6.2.3 Utilisation de plusieurs unités MicroBlaze
Afin de pouvoir réellement exécuter des bouts de code en parallèle, il est également possible
d’implanter plusieurs unités MicroBlaze au projet XPS. Un MDM (MicroBlaze Debug Mo-
dule) peut gérer jusqu’à 32 unités MicroBlaze et il est possible d’avoir jusqu’à 4 MDM dans
le Spartan6. Cette solution est très coûteuse en terme de mémoire et pose des difficultés
supplémentaires pour la gestion des ressources communes.
6.3 Gestion de la mémoire
Vu que les fonctions d’étalonnage décrites dans le chapitre 5 sont indépendantes l’une de
l’autre, il n’est pas nécessaire qu’elles soient toutes chargées dans le FPGA dès le début de
la calibration. Il est possible d’enregistrer des bouts de code séparément dans différentes
sections de la mémoire PROM (Programmable Read Only Memory, figure 6.1) et de les
charger dans le FPGA au besoin.
Figure 6.1 Stockage de données dans la PROM [Xilinx, 2005].
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Une autre possibilité d’utilisation de cet accès mémoire serait de fractionner le code de la
carte de traitement en fonction de son moment d’exécution. Ainsi, le code associé au fonc-
tionnement normal de la carte de traitement (corrections spectroscopiques et temporelles,
tri des données, compteurs d’évènements...) serait séparé du code associé aux fonctions
d’étalonnage des détecteurs et chargé dans le FPGA une fois l’étalonnage terminé.
Dans la plupart des cas, l’accès à la PROM est nécessaire uniquement au démarrage d’un
système pour pousser le programme dans la mémoire interne du FPGA. La PROM est
ensuite éteinte afin de réduire la consommation. Afin de pouvoir accéder de nouveau à la
PROM, il est nécessaire de modifier certains branchements (figure 6.2) lors du développe-
ment du PCB.
Figure 6.2 Considérations du PCB pour l’installation de la PROM [Xilinx,
2005].
6.4 Exécution du code sur PC
Une dernière approche serait d’utiliser le PC pour réaliser les calculs. Il serait ainsi possible
soit d’implanter des fonctions plus simples dans les FPGA, soit de carrément envoyer
toutes les données au PC qui se chargerait de les traiter avec son OS. La mémoire ne
devient plus un problème, mais cela exerce une pression sur le lien de communication qui
est actuellement un lien Ethernet 1 Gbit. Cette approche serait adéquate pour les petits
systèmes comme le scanner souris mais devient rapidement limitée pour les scanners plus
gros comme le scanner Lapin.
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Conclusion
Ce chapitre a discuté de la procédure d’étalonnage proposée en relation avec les autres
solutions de la littérature. La solution proposée est efficace et s’adapte à toutes les géomé-
tries de scanners. Elle nécessite, cependant, un certain temps pour être exécutée. D’autres
alternatives doivent être considérées pour les futurs développements dont la parallélisation
du code ou encore de faire le travail directement dans les PC en attendant de trouver des
solutions de multitâches consommant peu de mémoire.
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CHAPITRE 7
CONCLUSION
Ce document présente le projet de recherche réalisé au sein du GRAMS dans le cadre
d’un projet de plus grande envergure, le développement d’un scanner TEP à base de PDA
d’une résolution spatiale submillimétrique : le LabPET II. L’objectif de ce projet était le
développement et l’implantation d’un algorithme capable d’étalonner les détecteurs d’un
tel scanner TEP à base de PDA matricées.
7.1 Sommaire
Le premier chapitre a mis en contexte ce projet de maîtrise, en survolant l’évolution de
l’imagerie médicale depuis ses débuts au 19e siècle jusqu’à aujourd’hui. La présentation
sommaire du projet LabPET II a permis de dégager les enjeux auxquels ce projet doit faire
face : l’amélioration des performances du scanner, pour atteindre une résolution spatiale
submillimétrique tout en gardant une sensibilité comparable, nécessite l’augmentation de
la densité de pixels et l’organisation des photodétecteurs en matrices, ce qui complexifie
l’étalonnage de ce système. Ce chapitre a permis de formuler la question de recherche :
"Comment optimiser, en temps réel et de façon automatisée, les mesures temporelles et
énergétiques d’un scanner TEP basé sur des matrices à PDA?" et d’en préciser les objectifs.
Le deuxième chapitre est consacré à la présentation de la technologie TEP : le fonction-
nement général de la TEP a été expliqué et l’importance du bon choix de scintillateur et
de photodétecteur, afin de satisfaire aux performances attendues, a été démontrée. Ceci a
permis de mettre en évidence les enjeux technologiques auxquels le projet doit faire face et
de justifier le choix du type de photodétecteur (des matrices de PDA) pour le LabPET II.
Le troisième chapitre est dédié à l’étalonnage des détecteurs de systèmes TEP, en démon-
trant la nécessité de l’étalonnage, puis en présentant différentes méthodes d’étalonnage
déjà utilisées dans les scanners actuels. L’explication du fonctionnement des PDA, notam-
ment la mise en évidence de l’influence de la tension de polarisation et de la température
sur les performances, a permis de justifier la nécessité de l’étalonnage des détecteurs. La
présentation des méthodes d’étalonnage des détecteurs de scanners à base de PDA a per-
mis de conclure qu’il est nécessaire de développer un processus d’étalonnage automatisé
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qui met une attention particulière au grand nombre de canaux à gérer par FPGA, afin de
répondre aux spécificités propres au LabPET II.
Dans le quatrième chapitre, le projet du LabPET II a été décrit plus en détail. D’une part
l’architecture électronique a été présentée, d’autre part la communication avec l’ASIC ainsi
que l’extraction des informations temporelles et énergétiques par la méthode de double
seuillage du temps au-dessus du seuil (ToT) ont été détaillées. Ceci pose le cadre de ce
projet de maîtrise.
Dans le cinquième chapitre, les fonctions implantées pour répondre à la question de re-
cherche et les résultats ont été présentés. Ce chapitre est structuré selon les différentes
étapes d’un étalonnage complet : soit en premier lieu l’ajustement des communications
entre le FPGA et les ASIC, puis l’étalonnage des canaux de détection (polarisation et
ajustement des gains) et finalement la détermination des seuils ToT. Accessoirement deux
autres fonctions indépendantes de l’étalonnage des détecteurs sont présentées : la conver-
sion ∆T - énergie et la détermination d’une fenêtre d’énergie.
Le sixième chapitre a permis de discuter des avantages et inconvénients de la solution
proposée ainsi que de proposer des solutions pour la parallélisation du code et la gestion
de la mémoire.
7.2 Retour sur les objectifs et les contributions origi-
nales
L’objectif principal de ce projet était de produire un code fonctionnel capable d’éta-
lonner de manière automatisée et en temps réel le scanner complet ou des parties
de celui-ci. Les sous-objectifs étaient :
– fixer la tension de polarisation unique par matrice de 32 PDA de manière optimale.
– uniformiser les gains (analogiques et électroniques) de chaque canal par rapport aux
autres canaux de la matrice de détection.
– trouver et appliquer les seuils ToT de manière à réduire l’erreur de mesure temporelle
et énergétique du détecteur.
Tel que présenté dans le chapitre 5, ces trois sous-objectifs ont été atteints :
– Le lien de communication a un taux d’erreur de 0%.
– Les spectres d’énergies sont maintenant alignés à 2.5 keV près.
– Les seuils de bruit et d’énergie sont calculés automatiquement.
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L’atteinte des sous-objectifs implique l’atteinte de l’objectif principal. Les algorithmes
développées sont ainsi les premiers algorithmes capables d’étalonner les détecteurs d’un
scanner à base de matrices de PDA.
7.3 Travaux futurs
La prochaine étape serait de porter toutes les fonctions d’étalonnage dans le scanner
entier, afin de tester les différentes approches de parallélisation et d’évaluer l’apport global
de l’algorithme sur les performances du scanner. Ce travail devrait se réaliser en deux
étapes, soit la réalisation des fonctions sur PC pour s’assurer de leur fonctionnement.
Des tests sur le scanner souris et lapin permettrait de relever les limitations. Ensuite, les
fonctions devraient être migrées vers les unités MicroBlaze des cartes de traitement. La
même procédure d’étalonnage serait lancée et comparée à la méthode sur PC pour les
scanners souris et lapin. La parallélisation des fonctions doit être sérieusement envisagée
afin de limiter le temps requis pour réaliser l’étalonnage de l’ensemble des détecteurs d’un
scanner.
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