District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, prolonging the investment return period. The main scope of this paper is to assess the feasibility of using the heat demand -outdoor temperature function for heat demand forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were compared with results from a dynamic heat demand model, previously developed and validated by the authors. The results showed that when only weather change is considered, the margin of error could be acceptable for some applications (the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and improve the accuracy of heat demand estimations. 
Introduction
The lattice-Boltzmann method (LBM) provides an alternative to the conventional approach to computational fluid dynamics (CFD), in which the starting point is always a discretization of the Navier-Stokes equations. The method, which is basically based on Boltzmann's kinetic transport equation, instead describes a fluid by a number of interacting populations (called distributions functions) of particles moving and colliding on a fixed lattice. In recent years, the LBM has enjoyed much applied success modeling various complex flows in the domain of engineering interest (1) (2) (3) (4) (5) .
In this paper we suggest a LBE model for modeling in crystal growth. In particular the configuration used in the model and simulation is the arrangement in which the silicon seed is floating on top of the germanium melt. In this case, the silicon seed covers the melt's free surface. A schematic of the material configuration used in this work is shown in figure 1 . This arrangement is similar to the crucible stacking used in the liquid phase diffusion (LPD) growth system for SiGe single crystal [6] [7] [8] .
In this work we carry out a numerical study for this configuration (under 2D assumption). Instead solving the usual (PDEs) equations (i.e. the Navier-Stokes equations and both the advection-diffusion equation for the energy balance and the species balance), the lattice Boltzmann technique considers and solves others equations derived from the kinetic theory of gases, which called LBE "Lattice Boltzmann equations" [1] . Figure 1 . (a) The setup used in the experiment [9] and (b) the simulated domain [7] .
Lattice Boltzmann Model

Lattice Boltzmann equation (LBE) for the melt flow
The lattice Boltzmann equation LBE for the melt flow is given as,
and where k f is the one-particle distribution function associated with motion in the k th direction. The term k Ω of Eq. (1) is the collision operator that describes how the q values k f defined on the same node at given time step interact [2, 3] . The populations can only move with a finite number of velocities { }
. Furthermore, the model may be additionally simplified by specifying the collision integral as the Bhatnager -Gross -Krook (BGK) operator: 
Furthermore the hydrodynamic pressure is given as: 3 p ρ = . The local equilibrium distribution functions, for Navier-Stokes equations, are taken as
with the notation ( : ) is used for tensor product and the tensor k Q is defined as follows:
I . In equation (3) is found to be numerically most stable, and this choice is therefore most commonly adopted [10, 11] .
Lattice Boltzmann equations for heat and mass transports
Similar to momentum transport, the LB equations for energy and mass (solute) transports are given respectively as,
where T ω and C ω are the relaxation times towards equilibrium for energy and species transports respectively.
The macroscopic variables for energy and concentration equations are defined respectively as, ( )
Furthermore we use, respectively, the following equilibrium distribution functions for heat and species transports:
The relaxation times towards equilibrium for Navier-Stokes, energy and solute equations are given respectively as: 
Boundary conditions
Since it was assumed the no-slip condition for the fluid flow on the entire crucible walls, thus the Bounce-back conditions are imposed on the bottom, left, right and the top of the crucible. For the temperature field a Dirichlet boundary condition is imposed on the left, right and bottom surface, while on the top an adiabatic condition is adopted. For the concentration field all the crucible walls are insulated. At the dissolution interface the continuity condition is applied for velocity field.
Solid phase and dissolution interface
The problem can be greatly simplified when assuming that there is no species diffusion in the silicon solid, so that solid = u 0 (where solid u is the velocity vector in the solid phase). A similar procedure may be applied for solid phase by replacing the solid phase velocity ( solid = u 0) in the previous system of equations. We get the LBE system of equations for the silicon solid phase (for more details see articles [12, 7] .
Results and discussions
The simulations performed for the present crucible configuration, without magnetic field, exhibited an expected diffusion-dominated behavior in the dissolution process. Transport into the melt is relatively slow and continues to slow down as the concentration gradient flattens. The stable flow structure, caused by silicon buoyancy in the melt, results in a very flat dissolution interface. However, in the presence of an applied static magnetic field, the shape of the dissolution interface is significantly different as seen in figure 2 . While the interface is flat everywhere under no magnetic field, with application of the magnetic field, areas near the crucible wall experience a higher dissolution rate and more material is removed into the melt [9, 7] . The interface remains flat at the center of the material. However, near the wall the interface slightly curves into the material. There is more dissolution in this region than the center. This indicates a significant change to the melt flow structure. The upward strong hot convective flows, due to the action of combined thermosolutal buoyancy and magnetic body forces observed in the crucible near the heated lateral surface, hit the interface at the edges and contribute to the solute transport near this region. Some of these hot upward flows turn away to the center of the crucible and hence bring the diffused solute away from the edge to the center of the bulk melt. In the region close to the center of the interface, the convective flow is very weak [9, 7] . This is due to the domination of the diffusion in this region. The flow structures under various magnetic fields are illustrated in figures 3 and 5 (for lack of space only the 0.8 Tesla field is presented). The magnetic field appears to be acting to mix silicon away from the crucible wall and into the center. This action creates a higher concentration gradient at the crucible edge with increasing dissolution. Due to a slight increase in dissolved silicon, it appears that the applied field does not have a significant effect on the vertical (y- direction) flow structure, this is well observed in the distribution of the vertical velocity components, while the horizontal (x-direction) flow component appear to be increased (Figs. 5 and 6 ). These observations were supported by experiments [9, 13] . Note that here we have performed the simulation using a simplified 2D model, for which tridimensionality is ignored. The impact of the tri-dimensionality of the flow on the interface shape was well emphasized experimentally by [9] and numerically in [7] . It is well known that a static magnetic field is frequently utilized to suppress thermosolutal convection in crystal growth. In the present crucible configuration, it appears that the flow is not suppressed. Instead, the applied magnetic field enhances the already weak stable flow structure. Indeed, the applied field strengthens the upward flow near the lateral heated crucible wall and damps the downward flow in the crucible core. An external magnetic field, aligned perfectly with the axis of the growth cell (y-direction in our present 2D model), gives rise to a magnetic body force in the horizontal plane that balances the vertical gravitational body force, and consequently may weaken the convective flow [9, 7] .
Conclusions
The LBM numerical simulations conducted, using a 2D model, lead to the following conclusions: -Transport in a silicon germanium system, where silicon is being dissolved from the top of the melt, exhibits a diffusion-dominated behaviour.
-The application of a static magnetic field to the melt does not reduce the strength of the flow structure (near the lateral heated crucible wall). As the system is already relatively free of thermosolutal convection, the applied magnetic field serves to strengthen the vertical flow component. This appears to cause significant mixing of silicon away from the crucible wall into the core of the melt. This phenomenon may have application in controlling growth interface geometry. Specifically, it may be utilized to maintain a constant growth interface curvature during the LPD growth cycle [9, 7] . -The numerical results of the present setup show that the silicon dissolution was slightly enhanced under an applied vertical magnetic field. This enhancement peaked for field levels between 0.3 to 0.5 Tesla. The magnetic level of 0.8 Tesla is a fit choice for obtaining uniform concentration distribution. This observation can be attributed to the altered flow structure in the melt due to the magnetic field. -Finally by comparing numerical results and experiments it appears that the present 2D model may predict the flow structure and the interface shape, but the impact of the tri-dimensionality of the flow on the dissolution shape should be elucidated. Thus three dimensional simulations are required for the present growth system.
