We construct a framework which gives intuitive representation of local cohomology groups. By defining the concrete mappings among them, we show their equivalence. As an application, we justify intuitive representation of Laplace hyperfunctions.
Introduction
The theory of hyperfunctions was established by M. Sato in 1950s [S] , [SKK] . He defined hyperfunctions by applying the local cohomology functor to the sheaf of holomorphic functions and it was a starting point of algebraic analysis and microlocal analysis.
The definition of a hyperfunction depends on several general theories such as the sheaf theory, its cohomology theory and so on, which are not necessarily common among people who study analysis. To understand a hyperfunction without these heavy theories, A. Kaneko [Kn] and M. Morimoto [M] defined hyperfunctions in an intuitive way. Their idea is as follows; Let M be an open subset in R n and X its complex neighborhood. For the sheaf O of holomorphic functions, they realize a hyperfunction h ∈ B M (M ) as a formal sum of holomorphic functions f W ∈ O(W ), where W is an infinitisimal wedge of type M × √ −1Γ with an R + -conic open subset Γ, that is,
where W is a family of infinitisimal wedges with edge M . Their definition allows us to manipulate a hyperfunction like a function as it is represented by holomorphic functions on wedges. Their idea can be applied to not only the theory of hyperfunctions but also local cohomology groups H m M (X, F ) ⊗ ZM (M) or M/X (M ) , where X is a topological manifold, M is a closed submanifold of X of codimension m and F is a sheaf on X. The aim of this paper is to construct intuitive representationĤ(F (W)) of local cohomology groups, and show the equivalence of them. To justify their intuitive representation, we introduce a framework which consists of a triplet (T , U, W) satisfying several conditions. Here T is a family of stratifications of S m−1 , U is a family of open neighborhoods of M and W is a family of open sets in X. In this framework we define intuitive representationĤ(F (W)) of local cohomology groups byĤ
where R is a C-vector space so that two sections which coincide on their nonempty common domain give the same element inĤ(F (W)). We shall show the equivalence of local cohomology groups and their intuitive representation by constructing the isomorphisms concretely. In this course, we can construct the boundary value morphism b W from their intuitive representation to local cohomology groups in a functorial way due to Schapira's idea [KS] . The inverse map ρ of the boundary value morphism is, however, not obvious. Therefore by introducing an particular resolution which depends on the choices of a stratification χ ∈ T , we obtain the expression of local cohomology groups depending on χ. Then we realize the inverse map ρ thanks to this expression.
As an application, for example, we can construct a framework which realizes intuitive representation of Laplace hyperfunctions. The theory of Laplace hyperfunctions in one variable was established by H. Komatsu as a framework of operational calculus, and is extended to the one in several variables by K. Umeta and N. Honda [HU] . In particular, they established a vanishing theorem of cohomology groups on a pseudoconvex open subset for holomorphic functions with exponential growth at infinity. Their result is the extension of Oka-Cartan's vanishing theorem to D C n , and is a crucial key for constructing a framework in the application. Here D C n is the radial compactification of C n . In addition, we establish a theorem of Grauert type which guarantees the existence of a good open neighborhood in our sense, from which we can conclude the existence of the framework for Laplace hyperfunctions.
At the end of the introduction, we would like to show our greatest appreciation to Professor Naofumi Honda for the valuable advice and generous support in Hokkaido University.
Intuitive Representation
In this section, we introduce several definitions which are needed for constructing a framework. Then we define intuitive representation of local cohomology groups within this framework.
Preparation
Let X be a topological manifold and M a closed submanifold of X. Note that these manifolds are allowed to have their boundaries. Let F be a sheaf on X, Z X the constant sheaf on X having stalk Z and m a non negative integer. We denote by H m M (X, F ) the m-th local cohomology group of X supported by M . We also denote by D m the open unit ball in R m with the center at the origin and set S m−1 = ∂D m . Then we define X as follows.
We assume that there exists a homeomorphism ι : X → X which satisfies ι(M ) = M × {0}. Hereafter we identify X with X by ι.
As the first step of constructing framework, we introduce an appropriate partition of S m−1 .
Definition 2.1. Let k = 0, 1, · · · , m − 1. A simplex σ is said to be a linear k-cell in S m−1 if σ is oriented and it is written in the form
Here ϕ : R k+1 → R m is a linear injective map and {H i } is a finite family of open half spaces in R k+1 with 0 ∈ ∂H i whose intersection is non-empty. For convenience, we regard a empty set ∅ as a linear cell.
Let us recall the definition of a stratification of a set U . A partition U = ⊔ λ∈Λ U λ is called a stratification of U , if it is locally finite, and it satisfies for all the pairs (U λ , U τ )
and we call each U λ a stratum. Let |σ| denote the realization, i.e., just the set in S m−1 forgetting its orientation, of the simplex σ. Let χ be a stratification of S m−1 such that each stratum is a linear cell of S m−1 . We denote by ∆(χ) and ∆ k (χ) the set of all linear cells of χ and the set of all linear k-cells of χ, respectively. We also denote by |∆|(χ) the set of realizations |σ| of cells σ ∈ ∆(χ), that is,
The set |∆| k (χ) is also defined in the same way.
Definition 2.2. For two stratifications χ and χ ′ of S m−1 , χ ′ is finer than χ if and only if for any σ ′ ∈ ∆(χ ′ ) there exists σ ∈ ∆(χ) with σ ′ ⊂ σ, which is denoted by χ ≺ χ ′ .
Definition 2.3. For a cell σ ∈ ∆(χ) we define a star open set St χ (|σ|) as follows.
(2.5)
As a special case, we set St χ (|∅|) = S m−1 . We write St(|σ|) instead of St χ (|σ|) if there is no confusion.
Definition 2.4. Let χ be a stratification of S m−1 whose stratum is a linear cell and let σ, τ ∈ ∆(χ). We write σ ∧ τ = δ if and only if there exists a linear cell δ such that σ ∩ τ = δ holds.
Remark 2.5. δ is allowed to be ∅. Definition 2.6. For a subset K in S m−1 we define the subset M * K in X by
Intuitive representation
Let us define a framework (T , U, W) in which intuitive representation of local cohomology groups can be realized. Let F be a sheaf of C-vector spaces on X and T a family of stratifications of S m−1 . Firstly we assume the following conditions below for T .
(T-1) Each χ ∈ T is a stratification of S m−1 associated with partitioning by a finite family of hyperplanes in R m passing through the origin.
(T-2) For any χ ′ , χ ′′ ∈ T , there exists χ ∈ T such that χ ′ ≺ χ and χ ′′ ≺ χ.
Secondly let U be a family of open neighborhoods of M satisfying the following conditions.
(U-1) For any χ ∈ T , σ ∈ ∆(χ) and for any U ∈ U, we have
(U-2) For any U 1 ∈ U and U 2 ∈ U, there exists U ∈ U with U ⊂ U 1 and U ⊂ U 2 .
Finally we denote by W a family of open sets in X and assume the following conditions.
(W-1) For any χ ∈ T , σ ∈ ∆(χ) and U ∈ U, we have M * St χ (|σ|) ∩ U ∈ W.
(W-2) (Existence of a finer asyclic stratification.) For any W ∈ W, there exists χ ∈ T , σ ∈ ∆(χ) and
Then there exist χ which is finer than χ 1 and χ 2 , (m − 1)-cells τ 1 , τ 2 , . . . , τ ℓ ∈ ∆ m−1 (χ) and an open neighborhood U ′ ∈ U which satisfy the following conditions.
We call the above conditions the condition (T), (U) and (W), respectively. We give some examples of T , U and W satisfying the above conditions. In the following examples, let M be an open set in R n and X = M × √ −1R n . 
Example 2.8. Let F be the sheaf O X of holomorphic functions on X. We set T , U and W as follows. Example 2.9. Let F = O X . We set T = {χ}, where χ is the stratification which is associated by the set of hyperplanes H i = {y = (y 1 , y 2 , · · · , y n ) ∈ R n ; y i = 0} (i = 1, 2, · · · , n), and set U = {X}. Moreover we define H Now we are ready to define intuitive representation of local cohomology groups.
Definition 2.10. We define intuitive representationĤ(F (W)) of local cohomology groups as follows.
Here R is the C-vector space generated by the following elements.
Remark 2.11. We can consider a restriction map of intuitive representation. Let X be a topological manifold, M a closed submanifold of X and F a sheaf on X. We assume that there exists (T , U, W) satisfying the conditions (T), 
(2.12)
We set
satisfy the conditions (T) and (W). Hence by assuming the condition (U-1) for T
′ and U ′ , we can obtain intuitive representation of
Furthermore the restriction map of intuitive representation is induced from the one
3 The equivalence of local cohomology groups and their intuitive representation
Through this section, we shall prove the following main theorem. This theorem guarantees the equivalence of local cohomology groups and their intuitive representation.
Theorem 3.1. The boundary value morphism b W defined below gives an isomorphism from intuitive representation to local cohomology groups.
Construction of the boundary value morphism b W
First of all, we construct the boundary value morphism b W fromĤ(F (W)) to local cohomology groups thanks to Schapira's idea (p.497 [KS] ). Let G be a sheaf on X. We define the dual complex D(G ) of G by
Fix W ∈ W. By the condition (W-2), we can find U ∈ U, χ ∈ T and σ ∈ ∆(χ) satisfying (M * St(|σ|)) ∩ U ⊂ W . Hence we obtain the restriction map
We also get the restriction map of sheaves as M * St(|σ|) ⊃ M :
By applying D(•) and ⊗ CX C U to the above morphism, we have
Remark 3.2. We note the following well-known facts.
where
is the relative orientation sheaf on M . Thus by applying RHom CX (•, F ) to the above and taking the 0-th cohomology, we obtain
(3.20)
We can get the morphism b W by composing (3.17) and (3.20);
Then b W satisfies the proposition below.
Proposition 3.3. The map b W does not depend on the choices of U, χ and σ.
Proof. The fact that b W does not depend on the choices of U ∈ U is shown by the same argument as the following one. Hence we only show that it is independent of the choices of χ and σ. Let χ 1 and χ 2 be stratifications of S m−1 which belong to T , let σ 1 ∈ ∆(χ 1 ) and σ 2 ∈ ∆(χ 2 ). We can find an open neighborhood U ′ ∈ U, χ ∈ T and τ 1 , . . . , τ ℓ ∈ ∆ m−1 (χ) which satisfy the condition (W-3). Furthermore, by (U-2), we may assume
Therefore we obtain the following commutative diagram for i = k, k + 1.
By the repeated applications of the same argument for k = 1, 2, . . . , ℓ − 1, we have
Because of τ 1 ⊂ σ 1 and τ ℓ ⊂ σ 2 , we finally get the following commutative diagram.
Hence b W does not depend on the choices of χ and σ.
The next corollary follows from Proposition 3.3 immediately.
Corollary 3.4. For any W 1 and W 2 in W with W 2 ⊂ W 1 , and for any f ∈ F (W 1 ), we have
We finally extend
It follows from Corollary 3.4 that b W (f ) = 0 holds for f ∈ R. Hence b W passes throughĤ(F (W)) and we obtain
3.2 The interpretation of the boundary value map b W Our next purpose is to compute the boundary value map b W concretely.
Remember that all the cells are oriented. Let 1 denote a section which generates or M/X over Z M . Each σ ∈ ∆ m−1 (χ) induces a section of or M/X (M ), which is denoted by 1 σ .
Let σ ∈ ∆(χ) and τ ∈ ∆(χ ′ ) for χ, χ ′ ∈ T . We define < •, • > which reflects the orientation of two cells under the following situations:
1. σ and τ are cells of the same dimension and σ ⊂ τ or τ ⊂ σ holds.
Definition 3.5. Let σ and τ be cells satisfying the above condition either 1 or 2. We define < σ, τ > by
(the orientation of σ or the induced orientation from σ has the same orientation of τ ) −1 (otherwise).
Furthermore, we introduce a mapping whose image is in locally constant
defined by the formula
We construct an exact sequence which is needed when we compute the concrete expression of b W . Let χ be in T . 25) where
For convenience, we set L −m χ = C X . We also note that, for σ ⊂ τ , the image of c σ ∈ C σ by the canonical map C σ → C τ is denoted by c σ | τ for simplicity.
Then we have the following sequence. (3.26) where the map i is the embedding i : M −→ X. Note that, in the above sequence, the leftmost term
and for any c σ ∈ C σ , we define d
where c ∈ C X , c σ ∈ C σ with σ ∈ ∆ m−1 (χ) and ℓ1
Proof. Firstly we prove d
Let c σ ∈ C σ with σ ∈ ∆ m−2 (χ) and 1 ∈ i * or M/X . Here we remark that, there exists just two cells whose closure contains σ. Let τ and τ ′ be mutually distinct cells whose closure contains σ. Then we obtain
Here the last equation follows from the fact
Next we prove
We remark that for any σ ∈ ∆ k (χ) and τ ∈ ∆ k+1 (χ) we get < σ, τ > by comparing the orientation induced by τ with the orientation of σ. Here the orientation of σ is determined so that the outward pointing vector of τ followed by a positive frame of σ from that of τ . Note that, for any δ ∈ ∆ k+2 (χ) and σ ∈ ∆ k (χ) which satisfy σ ⊂ δ, there exist just two (k + 1)-cells which are contained in the closure of δ and whose closure contain σ. We denote by them τ and τ ′ . By the above observation we have
where c σ ∈ C σ and 1 ∈ i * or M/X .
By this lemma we see that the sequence (3.26) is a complex.
Proposition 3.8. The complex (3.26) is exact.
Before starting the proof of Proposition 3.8, we introduce some definitions and lemmas.
Definition 3.9. The set ∆ k (χ, x) is defined as follows. If x ∈ M , we define ∆ k (χ, x) = ∆ k (χ), and if x / ∈ M , we define 27) where σ x ∈ ∆(χ) is the unique cell with x ∈ M * σ x .
Then the following lemma holds.
Lemma 3.10. We have the isomorphism α
The proof follows immediately from correspondence below.
Here 1 σ denotes the image of 1 X by C X (X) −→ C σ (X).
Lemma 3.11. Two sequences
are dual to each other. Here ∂ is the boundary operator of the simplicial complex.
Proof. By applying the exact functor Hom C (•, C) to (3.30), we obtain
where ∂ * = Hom C (∂, C). Due to Lemma 3.10 we just prove the commutativity of the diagram below.
(3.33)
Here we recall that
Then we have
On the other hand, we have
Note that both the indices sets in the above two computations coincide because
where the cell δ x is the unique cell satisfying x ∈ M * δ x . Hence (3.33) becomes a commutative diagram. Now we are ready to prove Proposition 3.8.
Proof. It is enough to prove that the following sequence is exact.
By Lemma 3.11, the claim follows from the homology groups of St(|δ
1. The case of x / ∈ M .
Since St(|δ x |) is contractible to a point in |δ x |, its homology groups vanish except for the 0-th group, that is
Hence the complex (3.31) is concentrated in degree −m + 1 and its (−m + 1)-th cohomology group is C, and we have the exact sequence:
2. The case of x ∈ M .
Except for the 0-th and the (m − 1)-th homology groups, the homology groups of the (m − 1)-dimensional spherical surface vanish. Its 0-th homology group is isomorphic to C, and the (m − 1)-th homology gives the orientation of the surface which is isomorphic to C ⊗ Z (or M/X ) x . Hence we obtain the exact sequence;
The proof of Proposition 3.8 has been completed.
By Proposition 3.8 we have the quasi-isomorphism.
(3.35) Let U be in U. For convenience we set
Moreover we set
Lemma 3.12. We have the isomorphism β χ as follows.
(3.40)
Proof. By applying D(•) to (3.34) we obtain
Because the support of D(C M ) is contained in M we obtain, for U ∈ U,
Moreover, since each M * St(|σ|) is cohomologically trivial we get
Here the N • χ designates the complex
(3.42)
Since U satisfies the condition (U-1), we obtain
By taking the 0-th cohomology, we get
Finally we take the inductive limit in the above isomorphism with respect to U ∈ U, and then, the claim of the lemma follows.
Hereafter we identify the objects in both sides of (3.40) by β χ . For any σ ∈ ∆ m−1 (χ) the following diagram commutes.
(3.43)
Here ε χ,σ is the embedding map and η χ,σ is defined by (3.45) where c ∈ C M * St(|σ|) . By (3.43) the diagram of complexes below commutes.
By applying RHom CX (D(•) ⊗ C U , F ) to the above commutative diagram, taking the 0-th cohomology groups and taking the inductive limit lim − → U∈U of these cohomology groups, we obtain the commutative diagram.
(3.46)
Here vertical map on the right side is
Moreover the upper horizontal map is β χ and
By taking a direct sum with respect to σ ∈ ∆ m−1 (χ), we obtain 
is given by, for W ∈ W and f ∈ F (W )
through the identification by β χ . Here 1 is a section of or M/X (M ) which generates or M/X over Z M , σ ∈ ∆ m−1 (χ) and U ∈ U are taken such that
Note that a 1 (σ) ⊗ 1 does not depend on the choices of the generator 1 because another choice of the generator is, if M is connected, −1, and hence, we get on each connected component
The inverse map ρ of b W
The aim of this subsection is to construct the inverse map ρ of b W and complete the proof for Theorem 3.1.
Firstly we prove the commutativity of diagram [1], [2] and [3] .
[3]
[1]
(3.50) Here ̟ is a canonical morphism and ρ χ is defined as follows.
Definition 3.14. The map ρ χ ρ χ :
is defined by, for f σ ∈ F (σ),
where 1 is a section of or M/X (M ) which generates or M/X over Z M .
We note that ρ χ is well-defined. As a matter of fact, the set Im(F m−1 (χ) → F m (χ)) is generated by elements
for f ∈ F m−2 (τ ), τ ∈ ∆ m−2 (χ) and σ * ∈ ∆ m−1 (χ) with τ ⊂ σ * . Here * = + or − and σ + = σ − . Hence we obtain
The commutativity of [1] follows from Corollary 3.4. And the diagram [2] also commutes by Definition 3.14 and the definition of ̟. We prove the commutativity of the diagram [3] . Since ε 0 χ is surjective, it suffice to prove that 
does not depend on the choice of χ. Moreover the map ρ = ρ χ • β −1 χ is the inverse map of b W .
In the sequel, we shall prove Theorem 3.15. To see the first claim in Theorem 3.15, as T satisfies the condition (T-2), it suffices to show the claim only for the pair χ ≺ χ ′ in T . We construct the map
as follows. Let us take a choice function ψ
such that |ψ(σ)| ⊂ |σ| for any σ ∈ ∆ m−1 (χ). Then we define the Θ 0 by
where c σ ∈ C σ and 1 ∈ i * or M/X . We have the following commutative diagram.
As a matter of fact the commutativity of diagram above follows from
where σ ∈ ∆ m−1 (χ). We can extend this commutative diagram to that of the complexes L 
, it suffices to show Proposition 3.16 when M is a point. Hence, in what follows, we may assume that M is contractible until the end of the proof of the proposition.
To show the proposition, we prepare for several lemmas. Let H χ be the family {H i } i∈Λχ of open half spaces H i in R m passing through the origin which defines the stratification χ, that is, H χ is the minimal set satisfying that, for any σ ∈ ∆ m−1 (χ), σ is given by the intersection of some H i 's belonging to H χ and S m−1 . The most important property of the family H χ is that; for any σ ∈ ∆(χ) and for any H ∈ H χ , σ ∩ H = ∅ implies σ ⊂ H, and also σ ∩ ∂H = ∅ implies σ ⊂ ∂H. In subsequent arguments, this fact is constantly used.
Lemma 3.17. For any χ ∈ T and σ ∈ ∆(χ), the star open set St χ (|σ|) has the following expression.
Proof. Firstly we prove St χ (|σ|) ⊂ ∩ σ⊂Hi ∈Hχ
By the definition of St χ (|σ|) there exists a cell τ such that x ∈ τ and σ ⊂ τ . By considering the condition (T-1), there exist only two cases of the inclusion between τ and each H i .
Here we denote by (•) c the complement of (•).
However the first case never occurs. As a matter of fact, we have τ ⊂ (H i )
Moreover, by Lemma 3.18 we have
By (3.55), H k U∩V (V , C V ) = 0 holds for any k = 0, 1. Moreover we have the exact sequence Proof. We will show existence of Θ k under the assumption of that of Θ k+1 . Then by the induction we obtain all the Θ k (k = −m, −m + 1, · · · , −1). Assume that we construct Θ k+1 . By (3.34), we obtain the following exact sequence for k = −m, −m + 1, · · · , −1.
The following long exact sequence is induced from (3.56).
Therefore it is sufficient to prove the following equation for any k = −m, −m + 1, · · · , −1 and for any σ ∈ ∆(χ).
By taking the short exact sequence below into account
we can obtain the following long exact sequence.
(3.59)
Let us prove the following equation for any ℓ > 0.
By remembering the definition of R k χ ′ , we can calculate Ext
The last equation follows from Lemma 3.18. By (3.59) and (3.60) we obtain 
we have the following commutative diagram.
(3.62)
Hence we get
and we have seen that ρ = ρ χ • β −1 χ does not depend on the choices of χ. We finally show b W • ρ = id and ρ • b W = id. The formula b W • ρ = id follows from the commutativity of (3.50).
To show ρ • b W = id, we may fix χ ∈ T and W ∈ W, and take f ∈ F (W ). By Proposition 3.13 and Definition 3.14 we have
(3.63)
These complete the proof of Theorem 3.1.
Application to Laplace hyperfunctions
In the last section, we shall introduce intuitive representation of Laplace hyperfunctions as an application of Theorem 3.1. First we recall the sheaf of Laplace hyperfunctions. Let n be a natural number and S 2n−1 the unit sphere in C n ≃ R 2n .
Definition 4.1. We define the radial compactification D C n of C n as follows.
In the same way we define
A family of fundamental neighborhoods of z 0 ∈ C n consists of
for ε > 0, and that of ζ 0 ∞ ∈ S 2n−1 ∞ consists of an open cone Remark that A is the largest open set in D C n such that A ∩ C n = A holds. We also define the similar set B ⊂ D R n for a set B ⊂ R n . Sometimes we write • instead of •. 74) where or D R n /D C n is the orientation sheaf H n D R n (Z D C n ). Let Ω be an open cone in R n with vertex a ∈ R n . Note that Ω is not assumed to be convex. We define an open set X in C n as follows. X = {z = x + √ −1y ∈ C n ; x ∈ Ω, |y| 2 < |x − a| 2 + 1}. where R is a C-vector space generated by the following elements. By extending the morphism to X continuously, we obtain the homeomorphism between X and Ω × D n = M × D n .
Let U be a family of all the open subsets U in X which satisfy 1. U is a neighborhood of M .
2. U is regular at ∞.
U ∩ C n is a Stein open set.
Such an open subset surely exists thanks to Theorem 4.9.
Let T be a family of all the stratifications of S n−1 which are associated with partitioning by a finite family of hyperplanes passing through the origin in R n . It is clear that T satisfies the condition (T).
