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Abstract
Markerless human pose recognition using a single-depth camera plays an impor-
tant role in interactive graphics applications and user interface design. Recent pose
recognition algorithms have adopted machine learning techniques, utilizing a large
collection of motion capture data. The effectiveness of the algorithms is greatly influ-
enced by the diversity and variability of training data. Many applications have been
developed to use human body as a controller to utilize these pose recognition systems.
In many cases, using general props help us perform immersion control of the system.
Nevertheless, the human pose and prop recognition system is not yet sufficiently pow-
erful. Moreover, there is a problem such as invisible parts lower the quality of human
pose estimation from a single depth camera due to an absence of observed data.
In this thesis, we present techniques to manipulate the human motion data for
enabling to estimate human pose from a single depth camera. First, we developed
method that resamples a collection of human motion data to improve the pose vari-
ability and achieve an arbitrary size and level of density in the space of human poses.
The space of human poses is high-dimensional and thus brute-force uniform sampling
is intractable. We exploit dimensionality reduction and locally stratified sampling to
generate either uniform or application-specifically biased distributions in the space of
human poses. Our algorithm is learned to recognize such challenging poses such as
sit, kneel, stretching and yoga using a remarkably small amount of training data. The
Abstract III
recognition algorithm can also be steered to maximize its performance for a specific
domain of human poses. We demonstrate that our algorithm performs much better
than Kinect SDK for recognizing challenging acrobatic poses, while performing com-
parably for easy upright standing poses. Second, we find out environmental object
which interact with human beings. We proposed a new props recognition system,
which can applied on the existing human pose estimation algorithm, and enable to
powerful props estimation with human poses at the same times. Our work is widely
applicable to various types of controllers system, which deals with the human pose
and addition items simultaneously. Finally, we enhance the pose estimation result.
All the part of human body cannot be always estimated from the single depth image.
In some case, some body parts are occluded by other body parts, and sometimes
estimation system fail to success. For solving this problem, we construct novel neural
network model which called autoencoder. It is constructed from huge natural pose
data. Then it can reconstruct the missing parameter of human pose joint as new
correct joint. It can be applied to many different human pose estimation systems to
improve their performance.
keywords: Computer Graphics, Character Animation, Motion Capture, Human
Pose Recognition, Uniform Sampling, Machine Learning, Deep Learning.
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Chapter 1
Introduction
It is the one of final goals of human science that understanding, analyzing, reenact-
ing and applying the human beings. Among the many parts of human, research which
focuses the human movement has been thought an important work. In the 19 century,
Eadweard Muybridge first start records the movements of animals and human using
sequential photography (See Figure 1.1. It is a great worth. These results have been
the basis of various area researchers, for example, biomechanics and kinesiology.
Like this, many researchers use sequential image information for analyzing the
human movements and applying these results. Before the technological developments,
people performed a fast sketch which is an available technique for record human
movements. As technology develops, photography becomes a major technique for
recording human movements. However, there is only planar visual information using
photography, so we must deal with additional human movement data on the 3D space.
As computer development, much work of the real worlds has become in many
cases to be processed transferred to a computer environment. Many people have
1
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Figure 1.1: Pioneer photography of human motion ( from Boys Playing Leap Frog,
Eadweard Muybridge, 1887. )
been interested in the various types of data can be understood by the computer
form of the real world. For doing this, people have been much effort to understand
movement of the human. Among them capturing human pose and motion data is the
most important issues, many researchers have been perform solve this problem. For
the computer understands the human movements, we define the human pose in 3D
space and express the human movements with time series set. This sequential work
is developed, which called motion capture and is widely used as common tools. Now
a days optical motion capture system is established and it can provide high quality
human motion data to academic, movie, game and other various purpose. There has
been a breakthrough in each field and motion capture system. However there are still
somethings to improve on establishing high-cost equipment and labor-intensive and
so on.
Recently it has been made many studies to make can convert exactly human pos-
ture and motion information to the computer environment without high-cost optical
motion capture. These can be used freely transferred information to a computer en-
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vironment anywhere and with only a simple apparatus for obtaining the human pose
and motion. Then it allow any person who has a simple computer system can capture
his/her pose and motion easily and the possibility of use is intended to be infinite.
Among the various motion capture methods, the markerless motion capture has
recently attracted attention. Unlike the conventional method, this method can per-
form capturing to transfer human movements information to a computer environment
without wearing additional equipment. This can save the time and effort required to
wear additional equipment, and can prevent unnaturalness and behavioral limitations
when wearing the equipment. It is possible to capture at a fairly accurate level using
multiple pre-calibrated cameras in the studio.
Especially, the method of recognizing and capturing the human posture using only
a single single depth camera is very important meaning. Until now, motion capture
has been a means used by producers. In the future, users will be able to capture their
own actions and use them to consume content. While existing controller only inputs
pre-defined command set as a input, markerless capture controller accepts all the
human analog operations as inputs and can be used as a variety of controls. This not
only lowers the entry barriers to motion capture, but it also makes sense for motion
capture attempts to be easily made available to all personal users.
An additional process must be applied to recognize the human pose without using
a marker that directly represents the human pose. Among them, in order to obtain the
human pose from the depth image as an input, a model capable of distinguishing the
human pose from the single depth image through the pre-learning should be learned.
This process uses pre-distinguished human poses as learning data. However, it is
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difficult for a person to actually use various poses precisely and use them as learning
data. When synthetic learning data is used, time required to acquire data can be
shortened, and necessary pose can be easily obtained. In the process of obtaining
such synthetic learning data, the pose data obtained by optical motion capture will
be used. This is because, as mentioned earlier, it takes much time, but pose data with
high accuracy can be obtained.
We are facing following issues:
• Can you generate training data to ensure performance of markerless pose recog-
nition model?
• Is it possible to apply existing learned model to human pose with other objects
at the same time for recognition?
• If the pose you find is not complete, how will you solve it?
In this thesis, we present a solution to these issues and complete the markerless
pose recognition system using a single depth camera. We want to be able to recognize
this human poses accurately and effectively by learning prior knowledge which based
on understanding human movement to the computer. Contribution of this work is
following.
Controllable Data Sampling in the Space of Human Poses.
It is a much difficult to converting real human movement data into computer
environment. For acquiring enough through this process, we need somewhat repetition
activity. If an activity is easy to acting, there is no problem. But if an activity is
hard to acting, we need huge time and cost. In the view of a pose domain, these
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Figure 1.2: Illustration of human pose uniform sampling
unsatisfactory are more serious. Especially, a pose which is somewhat concealed by
other body parts is hard for getting from the motion capture system. If do so, more
expensive time needed. As a result, generating these kinds of data successfully based
on existing data, will be an awesome meaningful work.
Based on the given human movement data, we need to understand a property of
human pose data, for generating various style and detail pose with maintaining the
contents of data. Because dimension of human pose is much high, it is not easy to
apply common generating algorithm. Especially brute-force sampling never work in
this problem. Therefore, we must understand the space of human poses which forms
a manifold. Based on these knowledge we divide the space and reduce the dimension
with respect to property of human pose data then we can generate a desirable new
data.
We have propose a method that allows it to be possible to improve the performance
of all the solutions to leverage training data by utilizing the full advantage of existing
motion capture data. This will be apply on the process of choosing training data
which is used for system learning. A lot of motion capture data already accessible
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Figure 1.3: Illustraion of human pose and prop estimation
on public motion database by web, but these data are biased. There are enough
basic and standing motion, but highly dynamic and special contents motion are not.
There is also needed for even more effort to get himself these data. The performance
of most pose recognition algorithm using prior learning is greatly affected by the
distribution of the training data. Therefore it is possible to improve the posture
recognition performance using uniform reconstructed data in the human pose space
rather than using the learning data exists these imbalances.
Human pose estimation with interacting prop from single depth image.
For second issues, we divide human poses and additional arbitrary props. The pose
estimation method based on the learned model operates only when the human posture
enters the input. If an object and a person other than a person come together and
want to recognize it, you have to worry about it. If other objects and human come
in as inputs together and want to recognize them, we have to consider that situation.
Generally, if a human pose is to be recognized using prior learning, it is assumed that
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Figure 1.4: Illustration of missing joint estimation
data other than a human pose is considered as noise in the surrounding environment,
and only human data is used as input data. The reason is that the pose structure
of a human is almost the same, everyone is different in volume and length. However,
if other object is added as an input, the learning should be performed with the
environment. In order to learn this properly, it is necessary to use the input object
together with the human pose as the learning data. However, the learning process
generally uses a large amount of data, and therefore takes a long time to perform.
Therefore, it is necessary to use the input of objects other than human pose separately,
and a method to solve this problem efficiently in the process of pose recognition is
needed. We propose a method to easily distinguish human and props from each other
during pose recognition process.
Enhance the estimation of human pose from incomplete joints.
In the markerless motion capture system, pre-learning is performed based on depth
image information, which is input data. Sometimes, however, estimated human pose
information with this learning model shows incomplete results. For example, the learn-
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ing model may not be able to labeling enough information about a single joint to be
found at all, and the joint position may show a slightly out-of-place position. Many
researchers try to solve this problem by using tracking, which uses data before and
after. We still use a single depth image to successfully estimate the joint that failed
to estimate. To do this, we want to use the position of the estimated joint result
rather than the depth image. We will generate the model of pose structure using
joint positions of natural poses and improve pose estimation performance using this
learning model. We proposed a method to generate a neural network model that out-
puts complete posture without any additional information when incomplete posture
information is given as input using joint position
Our thesis is structured as follows. Chapter 2 introduces background and related
work about the improvement the human pose data and identify the movement mech-
anism. In Chapter 3 illustrate markerless recognition system and preprocess parts of
our thesis. Chapter 4 describes a new method that resamples a collection of human
motion data to improve pose variability. In Chapter 5 we present how to recognize
human pose and arbitrary props simultaneously. Chapter 6 explain how to recover
the missing joints of human pose and to improve performance. Finally, Chapter 7
concludes thesis and describe the future work.
Chapter 2
Background
This chapter gives the background knowledge and history of related work that
presented in the thesis.
2.1 Research on Motion Data
It has been performed use motion capture data in equipped facility for a long time.
In this place, which is called motion capture studio, human act various actions and
capture them. However it is much difficult to work. This process is time and labor
intensive. Even there is no guarantee get desirable data exactly. Therefore researchers
want to use these captured data effectively, they develop motion graph [38, 34, 3, 50].
Using motion graph, we can generate various motion sequence continuously with a
limited number of motion data. This structure used for understanding and researching
human movement frequently. There have also been studies that utilize motion data
by parameterizing [33], blending [49], classifying and synthesizing motions [35].
9
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2.2 Human Pose Estimation
Estimation of human body poses from images has been a major goal of computer
vision. The use of a depth camera greatly simplifies the human pose estimation prob-
lem. Shotton et al. [58] developed a body part recognition algorithm that is part of
the commercial KinectTM system. The algorithm first segments different body parts
using random decision trees and then estimates joint positions from body part labels.
Girshick et al. [17] suggested an alternative regression-based method that estimates
joint positions directly from depth images without intermediate steps for estimating
body part labels. Sun et al. [61] employed conditional regression forests to incorporate
prior knowledge and global variables, such as the user’s height and limb lengths, to
improve the recognition performance. Alternatively, Ye et al. [70] and Baak et al. [4]
independently explored a data-driven approach, that explicitly maintains a database
of human poses and searches best matching poses at runtime to facilitate pose recon-
struction. Wei et al. [67] combined full-body tracking with body part recognition to
improve the robustness of the algorithm. For improving joint estimation time, Jung et
al. [29] trained the probability distribution of the direction toward joint from pixels.
The KinectTM cameras have stimulated follow-up studies and have been employed
in a variety of user interfaces and applications. The use of a depth camera enables the
tracking of full articulation of human hands [48] and hand pose recognition [51, 31],
and facial expression recognition [68]. For more robust pose reconstruction from the
self-occlusion and noises, Liu et al. [43] adopted the Gaussian Process model. Low-
cost, real-time, 3D reconstruction of the environment using a hand-held moving depth
camera has been explored [27]. Touch-free, gesture interfaces are attracting attention
Chapter 2: Background 11
in medical applications because of the sterilization requirements in the operating
room [15].
There are some trials to reconstruct the human motions from hand-held sensors
which are without complex set up of human body [19, 32]. Other research reconstruct
human motion of kinematics and dynamics data using depth cameras and sensors to-
gether [71]. By adding a simple infrared module to the 2D camera, depth sensing and
near-object capture have become possible [54]. Recently, combining RGB and depth
images show good performance on 3D human motion capture [11]. A nonrigid recon-
struction system which is satisfying to respatio-temporally coherent has developed
from multiple RGBD cameras [10]. Rhodin et al [52] made it to possible egocentric
full-body motion capture regardless to the environments using fisheye view with a
convolution network body-part detector.
Nguyen et al. [47] show a technique for interacting with a physical model. There
has been an attempt to train human poses and props together for recognizing [20],
though it is dependent on the specific viewport of human pose and props.
2.3 Machine Learning on Human Pose Estimation
Human pose estimation/tracking algorithms are often learned from a large col-
lection of training data. Density estimation of human pose data [6] uncovers the
nonlinear structure of the data, which in turn can be exploited for pose estimation
and tracking. Our goal is different from density estimation of human pose data. Bi-
ased training data affect the learning performance. Yanmada et al. [69] applied a
weighted regression method to eliminate these biased in training data sets. Numerous
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approaches to change the data distribution from known data density are available.
Among the possibilities, we adopt the PCA based method for verifying that our al-
gorithm works well despite being a basic and simple methods based on dimension
reduction techniques. We explicitly change the distribution of the training data to
make it more effective for the learning process.
2.4 Dimension Reduction and Uniform Sampling
The key challenge is coping with the size and high-dimensionality of the training
data. Lau et al. [36] explored the modeling of spatial and temporal variations in motion
data based on a dynamic Baysian network model, which takes a small number of
motion examples as input and produces their variants. The results were demonstrated
with less than ten examples. A Gaussian Process Latent Variable Model is a good
approach among non-linear probabilistic PCA techniques [37]. But in only showed
fine results on a somewhat small number of examples. It is necessary to synthesize
a uniform sampling of human poses from a much larger (typically, ten of thousands
to millions) set of example poses. For motion data, it has been work dimensionally
reduced representation for efficient motion retrieval [14] and synthesize the motion
in low-dimensional spaces [56]
The notion of uniform sampling has been explored in the context of Poisson disk
sampling and blue noise [9, 12]. A number of sophisticated algorithms for Poisson
disk sampling, have been reported, but they do not generalize easily to deal with
high-dimensional data. Alternatively, the training data can be projected into lower-
dimensional space [57, 18]. Most dimensionality reduction algorithms require O(n3)
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computation and O(n2) memory, which is not feasible with a large training set. Ex-
ploiting locality is a common approach in large-scale machine learning [53].
2.5 Neural Networks on Motion Data
Recently, a neural network show a remarkable performance in vision area. It show
a high quality results on video a classification [30] and facial recognition [46]. More-
over, applying motion data is successfully used for action recognition [28], action
tracking [13] and speech recognition [2]. At human motion data, it is possible to
predict next pose from several previous frame [62]. Tompson et al. [63] applied a
convolutional neural network to feature extraction for enabling continuous tracking
of the skinned hand model. Wang et al. [66] encode motion data into deep signature
which is small and condensed representation. They can perform effectively motion
compression, indexing, retrieval and reconstruction. It has been trying to learning a
manifold of human motion [23] and can synthesize character movements with respect
to the manifold of human motion [22]. Bogo et al. [5] proposed a method to find out
the human pose and shape from a single image using CNN-based training and statis-
tical body shape model. Hong et al. [24] performed a successful pose reconstruction





In this section, we will talk about a system that constitutes a markerless human
pose recognition system proposed by Shotton et al [58]. An overview of markerless
recognition process and our thesis is illustrated in Figure 3.1. Markerless motion
capture using a single depth camera proceeds as follows. If a person takes a pose in
front of a depth camera, the corresponding depth value is input to the camera. The
camera obtains a depth image, then labels it by predicting which one of the pixels
corresponds to each human body part using a pre-learned learning model. Finally
human pose is estimated using the these labeled pixel data. We will explain separately
this process into three parts: the preprocessing data process, the randomized decision
tree, and the pose estimation evaluation process.
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Figure 3.1: Thesis overview
3.2 Preprocessing Data Process
Processing Motion Data
As mentioned in chapter 1, there is the way to obtain the learning data by directly
acquiring the actual human poses. However, this method is extremely time consuming
and labor intensive, and it may be more difficult to obtain desired poses. Therefore,
we have generated synthetic learning data using motion capture data.
We conducted experiments using 150 minutes of motion data downloaded from
motion databases available on the web [8, 59]. The motion data recorded a variety
of human activities including locomotion, gesture, dance, martial arts, acrobatic per-
formance, yoga, stretching, sports, and so on. The sampling rate of motion capture
data is usually higher than required for our purpose. We subsampled motion data to
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maintain three frames per second in our data set. The poses in the data set are dom-
inantly in an upright stance because such poses are easy to record in motion capture.
On the other hand, acrobatic poses are not as abundant as standing poses in the
public motion databases. We classified individual frames of motion data into three
categories (see Figure 3.2). The classification is based on the difficulty of recognition
in computer algorithms.
• Type I (Upright Stand) A Type I pose has the body upright standing on
the feet and has no contact between the upper and lower body parts.
• Type II (Acrobatic Stand) A Type II pose has the upper body leaning
more than 45◦ from the vertical axis, or either the knee or the foot above the
height of the pelvis, or has any of the upper body part and its lower body part
in contact (e.g., a hand on a knee).
• Type III (Sit and Squat) A Type III pose has the height of the pelvis from
the ground lower than the knee height in an upright position, or has a body
part other than the feet in contact with the ground surface.
Type I poses are abundant in the training data and thus pose recognition algo-
rithms work well with Type I poses, whereas we do not have sufficient Type II and
Type III data to learn a reliable recognition algorithm. In particular, Type III poses
are very difficult to recognize.
The articulated figure has 20 body parts and 19 joints (see Figure 3.3). The
pose of the figure is represented as a heterogeneous array (p0,q0, · · · ,q19), where
p0 ∈ R3 and q0 ∈ S3 are the position and orientation of the root segment (pelvis)
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and qi ∈ S3 for i > 0 is a unit quaternion representing the configuration of the
i-th joint. Given a collection of pose data, their position and orientation should be
normalized to remove the translation in the horizontal plane and the rotation about
the vertical axis. We use the optimal distance metric for articulated poses to convert
pose data into normalized pose vectors in R60 [40]. The skin model is a polygonal mesh
with a texture image, which encodes body parts in different colors. The articulated
skeleton is embedded in the skin model and thus the skin model deforms driven by the
skeleton. Rendering of the skin model with depth information at each pixel generates
a collection of synthetic depth images, which serve as training data to learn the body
part recognition algorithm.
Create 3D Human Mesh Models and Rigging
The data that we want to obtain is not just motion data that is generally used
to express human motion, but rather the data that is input to the depth camera.
Therefore, we should obtain the data by making the collected poses as if the real
human took it in front of the depth camera This requires a 3D mesh model that
can represent the actual human volume which is similar to real human. We have
created several 3D mesh models that are similar to common style people based on
the standard body shape information of a human. Because the recognition algorithm
is a scale invariant, we try to create various models of height-to-weight ratio. The
details are as shown in figure 3.4.
In order to rig the previously collected motion data and generated models, we
used a Motion builder which is commercial tool. [25]
Synthesize depth image
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Figure 3.3: The geometric model and its skeleton
Setting the depth camera in the same state as actual person standing in front of
the depth camera and getting the depth image. (See Figure 3.5) The position of the
depth camera is determined in order Ry, Z, Y , Rx. The depth camera always looks at
the origin, where the virtual 3D human model stand, and change the view direction
according to Ry. Z is the distance from subject to depth camera, Y is the height
of depth camera and Rx is the tilt of depth camera. We can generate 320x240 size
synthetic depth images which includes depth value and body parts label.
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Figure 3.4: 3D human model (Top) man 185cm 70kg, man 188cm 75kg, woman
158cm 49kg (Botton) man 179cm 73kg, man 178 100kg, woman 169cm 51kg
3.3 Randomized Decision Tree
The random decision trees are learned from a large collection of synthetic depth
images. We generated synthetic depth images by rendering human body models, which
have textures to label individual body parts (see Figure 3.3). Motion data are retar-
geted to each individual body model to animate, and rendered at different viewpoints
to generate labeled depth images. The synthetic depth images represent the variations
in body shapes, full-body poses, and viewing directions. The random decision trees
would be resilient to such variations if the synthetic depth images provided sufficient
variability. Among the aforementioned three categories, achieving variation in full-
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Figure 3.5: Synthetic depth generation
body poses is the most challenging. Our main contribution is a motion resampling
algorithm that improves the pose distribution in the training data set.
The property of a Random Decision Tree is close to a non-parametric model such
as k-nearest neighbor. The distribution of the learning model thus generally does not
affect the performance. But the pose data that are obtained from a public database
have too much sparsity and empty regions in the space of human poses because of
the vastness of the space. They consequently give unadoptable classification results.
From the view of machine learning, our work effectively generates adequate models
in the learning space for successful learning.
At runtime, random decision trees take a stream of depth images from a depth
camera and decide automatically which body part each pixel belongs to. The 3D joint
positions are estimated from the body-part-labeled depth images.
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Figure 3.6: Body parts labeling to joint estimation
3.4 Joint Estimation Process
After depth pixel labeling process, the pose joint estimation process is performed.
We have estimated the joint pose to be as accurate as possible in real-time using
a single depth image. Basically we estimate one joint from one label, exceptionally
hand and wrist, foot and ankle are considered as one joint. Moreover head joint is
estimated from 4 head labels, upper body and lower body is estimated from each 2
body labels. Consequently, we estimate 22 temporary joint positions from 31 body
parts labeling results(see figure 3.6). Each pixel from the labeling result is converted
to a 3D point from the 2D point position and the depth value of the pixel. Due to
depth camera specification, the px value is from 0 to 320, py value is from 0 to 240,
and the depth value is from 400 to 4,000. The 3D point position P = (Px, Py, Pz) is
determined as follows.




∗ depth Py = (120−py)Ratio ∗ depth Pz = depth
1
Ratio
is the normalization term for depth scale invariance.
First, we extracted the candidates for each label. For perform this process, we uses
the transformed 3D points and the mean shift clustering[7]. In this case, the radius
value R is differently applied for the mean shift for each label Li.
R(Li) = k ·
√
(max(N(Li), τr)
k is a constant, τr is a minimum threshold of radius value, and N(Li) is the number
of pixels labeled with the label Li on the current image.




Nradius(Li, Cp) is the number of pixels labeled Li in radius R(Li) from candidate
Cp. Therefore, the score is assigned a value between 0 and 1. The higher the score,
the higher the probability that the candidate will represent the correct joint position.
When the value of Nradius(Li, Cp) is less than threshold value regardless of N(Li),
the reliability is considered to be too low and the candidate is excluded.
The goal is to select the combination of candidates that maximize the sum of the
scores of the selected candidates. Then use them as the final joint positions. If each
candidate is independent, then the candidate with the highest score for each label
may be selected. There are some constraints that not all candidates are independent
and can not be selected together.
First, determine the joint positions of the upper and lower bodies. Because the
body part occupies a lot of pixels, it is relatively tolerant to the labeling error. So
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that the joint estimation is relatively accurate. Moreover the joint of the body parts
is fixed then estimating the joint of the arm and the leg becomes easier.
The remaining joints are divided into four groups as shown below, and the optimal
candidate combination is found for each group. ( left hand, left radius, left elbow, left
humerus, left shoulder, neck ) ( right hand, right radius, right elbow, right humerus,
right shoulder, neck ) ( left foot, left tibia, left knee, left femur, lower body ) ( right
foot, right tibia, right knee, right femur, lower body ) Neck and lowerBody already
have been determined in the previous step, and only the combination that includes
these joints is considered as valid.
For determining candidate combination of arms and legs, the following three con-
straints are applied.
distance constraint
It is assumed that the inter-joint distances forming the adjacent rigid bodies in the
human model are calculated in advance. Therefore, the joint distance of the hand to
elbow, elbow to shoulder, and shoulder to neck is measured in advance. From this dis-
tance information, it is possible to calculate the maximum possible distance between
two joints that are not immediately adjacent to each other. For example, the maxi-
mum distance between hand and shoulder is D(hand, elbow) + D(elbow, shoulder).
In this way, the maximum distance between joints can be calculated for joints not
adjacent to each other. Using this to find candidate cp for joint jp and candidate cq
for joint jq, if the distance between cp and cq exceeds the maximum distance between
jp and jq.
Line constraint
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A line constraint is a constraint between two joints. Adjacent joints are linearly
connected to each other on the body( eg. hand to radius, radius to elbow ). Therefore,
when a virtual line is drawn between two points of adjacent joints in a depth image,
there must be some part of the body at that position, and the background depth
value should not appear. If candidates c1 and c2 of two adjacent joints belong to the
same combination, when we draw a line connecting p1 and p2 that project c1 and c2
to the 2D point on the depth image, You should not have background depth.
Angle constraint
An angle constraint is a constraint among three joints. It is a constraint applied to
a joint that forms a rigid body among nonadjacent joints. For example, hand, radius,
and elbow must be placed in one rigid body part. Therefore, when candidates Chand,
Cradius, and Celbow for hand, radius, and elbow are all within a certain range, they can
enter the same combination at the same time. In other words, if ~V1 = Chand− > Cradius
, ~V2 = Cradius− > Celbow, then the following conditions must be met.
~V1 · ~V2 < τ
If Chand, Cradius, and Celbow do not satisfy this constraint, all three candidates can
not be selected in a combination.
Apply the above three constraints and select the candidate combination with the
highest score sum among the combinations satisfying all three constraints for each
group. We combine these combinations with previously determined body, neck, and
head candidates to determine the final candidate combination. If some joints have no
candidates at all, we determined that is a false positive.
Chapter 4
Controllable Sampling Data in the
Space of Human Poses
4.1 Overview
Markerless human pose and gesture recognition open up a number of new possi-
bilities in interactive graphics applications and user interface design. The advent of
KinectTM, a motion sensing input device by Microsoft, made it possible to recognize
full-body human poses and gestures for practical applications. The hardware of the
device includes a depth sensor, which outputs a stream of depth images at a frame
rate of 30Hz. The device is equipped with an automatic algorithm that recognizes
body parts and labels pixels accordingly in the depth images. The algorithm is based
on random decision trees that are learned from a large collection of synthetic body
part label images [58]. The synthetic training images are generated using a collection
of human motion capture data and assorted human body models.
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The effectiveness of the body part recognition algorithm is influenced by the diver-
sity and variability of the motion capture data. For example, if the training data set
includes an excessively larger collection of data in one motion category than the other
categories, this unbalance would affect the recognition performance negatively. The
training data should be collected uniformly from the space of human poses in a care-
fully planned manner. In practice, this is not easy to accomplish. Motion databases
that are available to the public [8, 59] include a lot of locomotion, gestures, and
standing actions, which are relatively easy to acquire through marker-based motion
capture. However, capturing actions that require the subject to squat, sit, kneel or
bend is more challenging due to marker occlusion, and thus such data are not as
abundant as standing actions. The recognition algorithm is learned using a large col-
lection of motion data from many motion categories, and sufficient variability may be
available only for certain categories.
The recognition algorithm can be learned for specific target applications. The key
technology is designing a training data set by mixing motion data with an application-
specifically-biased distribution over different categories. For example, a recognition al-
gorithm targeting yoga/stretching should include a wealth of yoga/stretching motions
in its training data, which is usually unnecessary for other applications. Yoga/stretching
is difficult to capture and thus there is not enough variability in the data set. Simply
putting all available data in the training set would make the application-specific data
a minority and the algorithm thus trained may not recognize actions in the minority
category.
We present a new method that resamples a collection of human motion data to
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improve pose variability and achieve an arbitrary level of density in the human pose
space. Pose samples should be distributed either uniformly or biased as intended. Hu-
man poses are high-dimensional and thus brute-force uniform sampling is intractable.
We exploit dimensionality reduction and locally stratified sampling to generate the
desired distribution in the human pose space. Our sampling method allows us to
manipulate a large data set flexibly to achieve any size, density, and the range of
variations.
Our work is largely supplementary to existing pose estimation algorithms. We
implemented an algorithm presented by Shotton et al. [58] as our testbed, but our
method can be used with other algorithms as well. Our sampling method facilitates
the machine learning process to improve the flexibility and versatility of the algo-
rithm. We demonstrate that the algorithm can be learned to recognize challenging
poses (for example, sit, kneel, stretching, and yoga positions) by using a remarkably
small amount of training data. The algorithm can also be steered to maximize its
performance for a specific domain of human poses.
Figure 4.1 shows a overview our work with sampling process. The key component is
data resampling at the preprocessing phase. Our resampling algorithm re-distributes
training samples uniformly in high-dimensional human pose spaces or in a manner
appropriate to specific applications.
4.2 Locally Stratified Sampling
Human poses are high-dimensional, yet highly coordinated. A variety of physi-
cal/physiological factors affect how humans pose and determine what poses are nat-
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ural and human-like. The pose space is extremely broad, but only a tiny fraction of
the space corresponds to natural-looking poses. Natural poses form a low-dimensional
sub-manifold in the high-dimensional pose space. Many researchers knows this and
accordingly have tried to improve dimension reduction techniques without loss of
expression power of human poses in low-dimensional space.
One such strategy is applying local linear coordination on motion data for human
tracking [42]. Ideally, we wish to have a collection of training data that cover the
space of natural poses comprehensively and uniformly. In practice, the distribution
of human pose data collected from public motion databases is domain-specific rather
than comprehensive, and severely biased rather than uniform. We need to remove
samples from dense regions and add new samples to sparse regions to make the
distribution balanced and fill in missing details. Our final goal to locally control the
density of human poses with a globally uniform distribution in the space of human
poses.
Several techniques for uniform resampling are available. One of the most popular
methods is stratified (a.k.a. jittered) sampling [9]. Stratified sampling overlays a grid
of cells over the space and takes only one sample at each cell. If more than one
sample initially belongs to a cell, one sample is chosen to remain and the others are
discarded. If a cell has no samples, a new sample is randomly generated in the cell.
Stratified sampling is simple and easy-to-implement, yet effective to reduce clustering
of samples.
Applying stratified sampling directly to a collection of human pose data is in-
tractable because of the high-dimensionality of human poses. We address this problem
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by exploiting the intrinsic dimension of the pose space and our locally stratified sam-
pling strategy. The key components of our algorithm are dimensionality estimation,
stratification of the space, and clustering and resampling of data.
Stratification. A cell in n-dimensional space is a hypercube with an edge length
of r. We stratify the space of human poses with a grid of cells. Each cell is supposed
to contain at most one pose data in resampling. The size of the cells is related to
the density of the output distribution. A smaller r generates a denser distribution of
samples. The average distance r0 from any sample pose to its closest neighbor serves
as an initial estimate of the cell size. In our experiments, r = 2r0 unless otherwise
specified.
Dimensionality. A large array of literature explores the estimation of intrinsic
dimensionality of data [41, 64]. Stratification allows us to estimate intrinsic dimen-
sionality by using a local PCA-based method. The principal component analysis of
a data set transforms the data into a new coordinate system spanned by a series of
orthogonal vectors, called principal components. The greatest variance of the trans-
formed data lies on the first principal component, the second greatest variance lies
on the second principal component, and so on. If the variance on a certain principal
component is smaller than the size of a cell, the variance would be discarded in strat-
ified sampling. Therefore, the intrinsic dimensionality of the data set is the number
of principal components retaining variance greater than the cell size r.
Clustering. We classify the training data into clusters. Each cluster should have
a low intrinsic dimension so that the resampling procedure can be tractable. We use
a method based on agglomerative hierarchical clustering: Each sample initially forms
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a single cluster, and pairs of clusters are merged incrementally to build a hierarchy
of clusters. We prioritize pairs of clusters by max-distance, which is the farthest
distance between the members of two clusters. Two clusters of minimal max-distance
are first examined for the possibility of merging. The merging is approved if their
min-distance, which is the shortest distance between their members, is below a user-
specified threshold and their intrinsic dimensionality does not increase beyond the
maximum threshold. In our experiments, the threshold for min-distance is 2r, which
makes the samples linked in stratified sampling. The threshold for dimensionality is
three.
Resampling. Projecting clusters of data into their low-dimensional PCA space,
stratified resampling is performed locally in the PCA space of each individual clus-
ter. Let d be the intrinsic dimension of the cluster. We traverse the cells in a lazy
manner (see Figure 4.2): a sample Pi ∈ Rd in the cluster is selected randomly, and
its neighborhood cells are visited for stratification. The neighborhood Nd(Pi) is a d-
dimensional grid of cells around Pi. In our experiments, the neighborhood is a grid of
either 3d or 5d cells. The size of the neighborhood is related to the range and variation
of data we would like to achieve through resampling. The cells that have been visited
are marked so that we do not need to visit them again. The fill ratio 0 < f ≤ 1 is the
ratio of cells holding a sample to the total number of cells. The fill ratio modulates
the number of output samples in a continuous scale according to the user’s intention.
The pseudocode of our algorithm is provided in Algorithm 1. The algorithm be-
gins by clustering input data into groups (line 1). For each cluster, the samples are
projected into a low-dimensional PCA space. We weed out redundant samples from
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Algorithm 1 Locally stratified resampling
r : The size of cells
f : The target fill ratio
Nd : A d-dimensional grid of neighborhood cells
D = {Pi} : A distribution of input samples (pose vectors)
D̂ : A distribution of output samples
1: {Cj} ← HierarchicalClustering(D);
2: for each cluster Cj do
3: Ĉj ← ∅;
4: d = EstimateDimension(Cj);
5: for each Pi ∈ Cj do
6: for each unmarked cell ∈ Nd(Pi) do
7: if the cell is not empty then
8: Pick a sample P̂ randomly in the cell;
9: Ĉj ← Ĉj ∪ {P̂};
10: end if
11: end for
12: while f <FillRatio(Nd(Pi)) do
13: Pick P̂ ∈ Ĉj from any unmarked non-empty cell;
14: Ĉj ← Ĉj \ {P̂};
15: end while
16: while f >FillRatio(Nd(Pi)) do
17: Pick P̂ randomly in any unmarked empty cell;
18: if IsValid(P̂ ) then Ĉj ← Ĉj ∪ {P̂};
19: end if
20: end while
21: Mark all cells ∈ Nd(Pi)
22: end for
23: end for
24: D̂ = RemoveCollision(∪jĈj);
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crowded cells (lines 6–11). If the fill ratio is above the target number, we randomly
remove samples until the ratio drops to the target (lines 12–15). If the fill ratio is
below the target, empty cells are randomly chosen to add new samples (lines 16–20).
A new sample is a synthesized variant of existing human poses. The synthesized pose
may violate joint limits, or may have its body parts interpenetrate with each other or
penetrate the ground (line 18). If the penetration depth is below a certain threshold
(5cm in our experiments), we use inverse kinematics to push them apart to resolve the
interpenetration [39]. If the penetration is deeper, self-collision resolution while main-
taining the quality of data is nontrivial. We simply reject such a sample. The last step
of the algorithm is to combine samples collected from individual clusters (line 24).
The grid of cells of one cluster may overlap with the grid of another cluster in the
high-dimensional pose space. We remove collisions so as not to have more than one
sample in any cell of any cluster. The bottleneck of the overall procedure is agglomer-
ative hierarchical clustering. The time complexity of clustering is O(n2 log n), where
n is the number of pose samples. Dimensionality estimation by PCA requires O(kD2)
time, where k is the average size of clusters and D is the average dimensionality of
pose data. The time complexity of the whole algorithm is O(n2(kD2 + log n)).
4.3 Experimental Results
The motion data generated by our sampling method are used to learn random
decision trees, which automatically label input depth images. Each pixel of depth
images is labeled according to which body part it belongs to. The final output of the
human pose recognition algorithm is reliable proposals for the positions of 3D skeletal
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joints. Pixel labeling by a decision tree is quite noisy. We compute joint proposals
from a noisy labeled image based on mean shift [58]. We exploit kinematic constraints
of the skeleton to improve the robustness and accuracy of joint proposals. The kine-
matic constraints are derived from the rigidity of bones and their fixed connectivity.
For example, a hip joint and a knee joint are connected by a femur, and the distance
between the joints is constrained within certain thresholds. The depth values between
the connected joints are supposed to measure on the surface of the thigh and there-
fore should vary linearly from the knee to the hip within an error threshold. These
constraints allows us to identify mislabeling of body parts.
The motion capture data are subsampled and classified into three categories. The
classification resulted in 8,699 Type I poses, 7,299 Type II poses, and 2,426 Type III
poses. The original motion data include a collection of stretching motions of about
13 minutes. Most of the Type III poses come from stretching motions. We used
four body models (Male/185cm/70kg, Male/178cm/100kg, Male/179cm/73kg, and
Female/158cm/49kg) to generate synthetic depth images at three viewing directions
(front, 30 degree left, and 30 degree right), and built three random decision trees
for each data set. Technically, exploiting wider variations of human body shapes and
viewing directions is not difficult. Learning a decision tree, however is computationally
demanding for a large collection of synthetic depth images. Our OpenMP implemen-
tation running on 40 cores (Intel Xeon processor E7-4870) can process approximately
10,000 images per hour.
We evaluate the performance of the body part recognition algorithm with respect
to pose variability while minimizing the influence of the other conditions. Two mea-





, are used for the evaluation. Here,
a true positive (TP) is an estimated joint located within 10cm from its ground-truth
location. A false positive (FP) is an estimated joint located further than 10cm from
its ground-truth location. A joint is considered true negative (TN) if the algorithm
does not generate its estimated location and the joint is occluded in the depth image.
An estimated joint is false negative (FN) if the algorithm fails to locate a visible joint
in the depth.
Evaluation using Stanford data. Ganapathi et al. [16] made their data ac-
quired from a time-of-flight camera available on their webpage. The test data come
with ground-truth marker locations. The time-of-flight camera has lower resolution
(176x144) than a Kinect camera (320x240), and the depth images are noisy and have
viewport distortion artifacts. We convert the data to Kinect field-of-view for compar-
ison. Most of the test data are easy to recognize, Type I (upright standing) poses and
the data set includes a small number of Type II poses in our classification. Our algo-
rithm was learned from three different sets with fill ratios of 25%, 50%, and 100%. The
smallest training set includes 61,000 synthetic images (where the fill ratio is 25%),
which is significantly smaller than one million training images of Kinect SDK.
Our algorithm performs comparably to Shotton et al. [58] and outperforms the
results of Ganapathi et al. [16] (Figure 4.3). In particular, the test data include high-
speed, energetic swings of the arms, for which our algorithm notably outperforms
both Shotton’s and Ganapathi’s algorithms. The precision of upper-body recognition
improves with the fill ratio, whereas a higher fill ratio does not result in a higher
precision for lower-body recognition. This is because the test poses are mostly upright
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standing poses and thus do not have lower-body pose variability that can benefit
from a higher density of the training set. On the other hand, training upper-body
recognition benefits from the uniformity and higher density of resampled training
data to show precision improvement for higher fill ratios.
Evaluation using Type II & III data. We collected our own test data for
further comparison with a wider variety of test poses. Our test data consist of 506 real
depth images, captured using a Kinect camera and hand-labeled with ground truth
joint positions (see Figure 4.4(a) and supplementary material for test images). The
test images are collected separately from the motion data used to train the decision
trees. We classified the test images into three categories. The classification resulted
in 106 test images in Type I, 150 images in Type II, and 250 images in Type III.
The comparison using Type II & III data reveals significant improvements of average
accuracy over the previous systems. Figure 4.4(b) shows that our algorithm signif-
icantly outperforms Kinect SDK for recognizing lower-body joints (31.27%), while
the average accuracy for upper-body joints is comparable. To examine the influence
of the choice of a threshold value, we plot the mean average accuracy with respect
to threshold values in Figure 4.5(a) where both our algorithm and Kinect SDK are
applied on our test data. The graph has an inflection point when the threshold value
is between 8cm and 10cm. This result is similar to Shotton el al. In our experiments,
the threshold is 10cm unless specified otherwise.
Comparison to Other Sampling. In previous work, the size of training data
was modulated by subsampling, which removes samples if they are close to their
neighboring samples. Two pose samples are considered to be similar if all matching
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joints are within a threshold distance. We tested with five threshold values, 2.5cm,
5cm, 7.5cm, 10cm, and 12.5cm, which resulted in 17,279, 12,221, 8,894, 5,567, and
4,086 frames, respectively, after subsampling (Figure 4.5(b)). For fair comparison, we
modulated the fill ratio of our algorithm to match the number of samples. In addi-
tion, for comparing other sampling method, we applied a Gaussian Mixture Model
on the test data. Our resampling method outperforms the subsampling and sam-
pling method regardless of the choice of a threshold value. The plot in the figure
shows that our uniform resampling improves the mean average accuracy with more
samples, while brute-force subsampling does not. Even the Gaussian Mixture Model
shows lower performance as more data is available. This implies that the performance
depends on how samples are distributed and the total number of samples is not im-
portant. Our uniform resampling makes use of extra samples effectively to achieve
performance gain. Figure 4.5(c) shows another comparison between our subsampling
and resampling algorithms on Type III testing data. This subsampling is a part of our
grid based sampling algorithm (See Algorithm 1 line 6-11). Our algorithm achieves a
10% improvement in accuracy over the original and subsampled training data with a
modest increase of the training data. Our algorithm is particularly useful when the
training data set is not large enough to model pose variability.
Mixture of Categories. We are particularly interested in understanding how
the distribution and mixture ratios of training data affect the performance of body
part recognition. To do so, we learned recognition algorithms from training data in
each individual pose category (Type I, Type II, and Type III) and mixtures of these
categories (Type I&II, Type I&III, Type II&III, and Type I&II&III). The cell size
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is r = 2r0. The fill ratios were determined to produce a set of samples of about the
same size (approximately 10,000 poses per each data set). These algorithms are ap-
plied to Type I, Type II, and Type III test data, respectively, in order to examine the
correlation between training and test datasets (see Figure 4.6). As expected, there
exists a positive correlation. The algorithm works better for Type-X test data if its
training set includes Type-X data. In addition to this basic correlation, the experi-
mental results show both positive and negative synergic effects. The positive synergy
means that the algorithm learned from the mixture of Type-X, and Type-Y train-
ing data would perform better than the single-type algorithm learned from Type X
training data if the Type-Z test data are disjoint from Type-X. The negative synergy
indicates an opposite effect. The algorithm learned from the mixture of Type-X, and
Type-Y training data would perform worse than the single-type algorithm learned
from Type-X training data if the test data are also Type X. In other words, mixing
extra data Y would influence the recognition performance positively on average, but
negatively for the specific target, assuming that Type-X, Type-Y , and Type-Z are
disjoint. The overall performance of a mixed set is better than the overall performance
of a single-category set. However, a single category set (for example, a set of Type I
training data) outperforms mixed sets (for example, a mixed set of either Type I&II
or Type I&III) for the corresponding category of test images, because a mixed set of
the same size encodes a wider variety of human poses. Moreover, this tendency also
can be seen in superset experiments. They shows slightly better performance because
of having more data with respect to combination sets of the same types.
Figure 4.7 show another example of positive synergy. We mixed Type I and Type
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III training data with different (Type I : Type III) ratios to build a series of training
sets. The overall performance is maximized when the training data are 50% : 50%
balanced. Good balance is a key factor to gain better overall performance, even if the
domain of training data does not match the domain of test data. The experimental
results give us insight as to how to process training data. If we want to design a general
purpose algorithm to recognize arbitrary human poses, uniformity across the whole
training data would be the most important criterion. If we have a specific application
utilizing only a small category of human poses, the training set requires a dense set
of relevant pose samples and we have to suppress irrelevant samples to maximize the
recognition accuracy.
4.4 Discussion
Our experiments lead to two conclusions. First, the body part recognition algo-
rithm can benefit from uniformly-distributed training data over biased training data
if the size of data sets is the same. Second, learning of the body part recognition algo-
rithm can be steered to maximize its recognition performance for a specific category
of human poses by providing an appropriate mixture of training data. Large motion
databases are cumbersome to handle. Our resampling algorithm provides a conve-
nient means of manipulating a large collection of human pose data. Our algorithm
can generate a data set of an arbitrary density, size, and ratio, and an arbitrary range
of pose variations.
Our resampling algorithm facilitates the use of many data-driven algorithms. Good
examples include style-based inverse kinematics [18], data-driven controller learn-
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ing [60], Gaussian process dynamics models [65], and deformable motion models [44].
These methods commonly exploit motion capture data to learn a model of human
motion, and therefore can benefit from well-distributed training data.
Currently, the uniformity of motion data has been explored only in the joint angle
space. The kinematic skeletal structure is projected onto the image space and then
learning is performed with pixel-level image features. Uniformity in the joint angle
space may not precisely correspond to uniformity in training images and features.
Feature sampling can also be biased; it tends to sample more image features for
larger body parts to make recognizing small parts difficult. An interesting direction
for future research is to study uniformity in either image spaces or feature spaces.
It might be possible to generate uniformly-distributed synthetic depth images and
features, which might affect the learning process more immediately.
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Figure 4.5: Experimental results. (a) Distance threshold vs. mean average accuracy
on our test data. (b) Comparison between brute-force subsampling (S, red plots) and
our uniform resampling (R, blue plots). (c) Comparison between our subsampling and
resampling.
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Figure 4.7: Accuracy plot with respect to the ratio of mixing Type I and Type III
training data.
Chapter 5
Human Pose Estimation with
Interacting Prop from Single
Depth Image
5.1 Introduction
Recognizing human poses combined with props is important in computer games
and virtual environment. Estimation of human body poses from images has been a
major goal of computer vision. The availability of depth cameras simplifies and im-
proves the human pose estimation. Shotton et al. [58] developed a body-part recogni-
tion algorithm, which is part of the commercial KinectTM system. This algorithm first
classifies different body parts using random decision trees and then estimates the joint
positions of human pose from the body-part labels. In Chapter 4, we proposed a sam-
pling method that can design a training set of random decision trees. They generated
48
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various samples of pose data in the space of human poses and controlled the distribu-
tion of human poses. Their work made it possible for any user to design the training
set, which includes the desired recognition pose data. Girshick et al. [17] estimated
the joint positions directly from depth images without body-part labels using an al-
ternative regression-based method. Sun et al. [61] utilized hard constraints of human
beings as prior knowledge to improve recognition performance. Wei et al. [67] added
full-body tracking to improve the robustness of the algorithm. Sharp et al. [55] im-
proved the hand-tracking accuracy, robustness, and flexibility using generative model
fitting.
Since the advent of KinectTM, using the movement of a human body as a controller
has been made possible, instead of holding a conventional controller or wearing com-
plex equipment. This technique is a completely new style of controller with a different
concept from the previous Joypad. Various games and applications using KinectTM
have been actively developed. Further, KinectTM has widened its range in various
fields such as engineering and medicine by taking advantage of its many possibilities.
The possibility of its application is extremely great; therefore, its application area
has been expanded to various fields such as game, engineering, and medical areas.
For touch-free applications, gesture interface is an attractive point in medical appli-
cations because of the sterilization requirements in an operating room [15]. KinectTM
has shown satisfactory results in applications that require a somewhat high level of
accuracy. As a result, its applied areas and performance levels have steadily increased
Joypad has been used in conjunction with other accessories in many circumstances.
For example, the replica gun-type controller increases immersion and user control
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when a user plays a gun-shooting game. Therefore, if the behavior of a user and the
props is used to fit a situation, control is expected to be even more spectacular and
impressive. If we can utilize an easily available common prop, then usefulness would
be further improved. Haggag et al. [20] added prop information into training data;
thus, they could label the body parts and prop together. Their work is far from being
considered as general props because of the limited view of its performance, the shape
of the prop, and the relationship between the prop and a human being.
In this chapter, we present a powerful system that can simultaneously recognize
human poses and props using a single depth camera. This system can both estimate
human poses and an interacting object and can quickly and precisely express the
interaction between the human and objects. This process serves as the basis of a
controller system that deals with interactions between humans and environmental
objects using depth camera.
5.2 Prop Estimation
In chapter 3, we have discussed the human pose estimation system from a single
depth image. This system focuses only on a human pose depth input and is strongly
associated with the structure of a human pose. If the depth of the props is added,
then the labeling system will fail to label the input depth images. In addition, prop
information is not considered. Therefore, to estimate the human pose and interacting
props, we need to separate the input depth values into a human pose and other
objects. This approach is also considered in the KinectTM system [26]. Our approach
is described as follows: we assume that D is a set of input depth pixels {pi}. If any
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other depth input is present except for the human body parts, we divide D into a
human pose and other partitions
D = Dpose ∪Dothers
The depth pixels of the prop belong to the other partition Dothers. Then, we
perform the body-part labeling using Dpose.
Dpose←label = LabelEstimator(Dpose)
After labeling the human body parts, we focus on the remaining input depth
images. In our experiment, we assume that only a single prop is present. Remaining
depth Dothers is composed of one prop and noises
Dothers = Dprops ∪Dnoises
Therefore, we apply mean shift clustering to choose one of the most important
depth inputs, which would be a prop with a high probability. We apply the joint and




If overlaps occur in the human body parts and the prop depth input, it would
mean as
Dpose ∩Dothers 6= φ
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To solve this problem, the failed parts of the joint estimation are considered as
props and are substituted for the prop estimation. We differentiate Dpose←label into the
successful and failed parts using the labeling result and model constraints as follows:
Dpose←label = Dpose←success ∪Dpose←failure
Then, Dprops∗ is defined as follows:
Dprops∗ = Dprops ∪Dpose←failure
We estimate the successful joint position jp∗i and prop position pp
∗
i as
{jp∗i } = JointEstimator(Dpose←success)
{pp∗i } = PropEstimator(Dprops∗)
Finally, we combine {jp∗i } and {pp∗i } to figure out the positions of the human pose
and prop.
5.3 Experimental Results
We collected human motion data from public motion databases [8], [59]. To
construct the decision trees, we used approximately 10,000 poses. We retargeted the
pose data on 185-cm 70-kg human models, which were labeled with 31 body parts.
Then, we generated synthetic depth images with body-part label numbers. Each pixel
of the depth images was labeled to which body part it belongs to. The synthetic
depth images were generated three times more than the pose data because they were
captured from three viewing directions (front, 30◦ and -30◦).
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The final output from the human pose recognition algorithm was proposed as
the positions of the 3D skeletal joints. To realize robustness and accuracy of the
joint proposal, we considered the kinematic constraints in estimating the joints. The
kinematic constraints were derived from the rigidity of the bones and their fixed
connectivity.
We used the Microsoft KinectTM v1.0 as a depth camera, which has a 320 x 240
depth resolution and 30 frames per second (fps) rate. When real depth input images
are incoming, as mentioned in Section 3, pose and prop estimation processes are
performed. After applying the pose estimator, we estimated 15 joints for the human
poses( See Figure 5.2(a) ).
We experimented on a basketball dribbling motion. Figure 4.4(a) shows still
images of the input depth stream result, which were obtained using our system. Figure
5.2(a) shows human pose estimation without a prop, and figure 5.2(b)∼ 5.2(d) show
human poses with a basketball. Because of the high speed of the bouncing ball with
respect to the fps rate of the depth camera, distortion occurred. The results show that
our system well performed simultaneous estimation of the human pose and props. In
particular, figure 5.2(c) and 5.2(d) show an occurring contacting and slight occluding
situation. We also show that an arbitrary object can be estimated( See right side of
Figure 5.3 ).
As shown in results, we experimented the dribbling a basketball motion. Fig-
ure 4.4(a) shows still shots of input depth stream result, which were applied with
our system. Figure 5.2(a) is a human pose estimation without prop, and figure
5.2(b)∼ 5.2(d) show human pose with a basketball. Due to the high speed of a bounc-
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(a) (b)
(c) (d)
Figure 5.2: Experimental results. (a) Only human pose (b)∼(d) still shots of human
pose with bouncing the basketball
Chapter 5: Human Pose Estimation with Interacting Prop from Single Depth Image56
Figure 5.3: Human pose and props estimation from single depth images (top) holding
a basket ball (bottom) holding an arbitrary box
ing ball with respect to FPS of depth camera, a distortion occurred. As shown as, our
system well performed estimation of human pose and props simultaneously. Especially
figure 5.2(c) and 5.2(d) show a occurring contacting and slightly occlusion situation.
We also show an arbitrary object can be estimated. ( See right side of Figure 5.3 )
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5.4 Discussion
We have proposed a system that can simultaneously recognize human pose and
props using a human pose recognition module from a single depth camera. These
props are ordinary items, which can be easily obtained from around us. These results
show that more props without any special manufacturing process can be used. Our
work is widely applicable to various types of controller systems that simultaneously
deal with human pose and additional items. Our system has the following limitations;
it fails to recognize props if the human body blocks the props. In addition, it fails to
recognize when the prop size is smaller than the human body parts, e.g., hand or wrist.
One of the solutions to these limitations is to use a sophisticated tracking system. We
expect that this technique would more easily help untangle contact problems. In this
case, we should use a series of images as an input and not just a single image.
Chapter 6
Enhancing the Estimation of
Human Pose from Incomplete
Joints
6.1 Overview
It has been an important topic that computer can recognize the human poses at
computer vision, computer graphics and many areas. Nowadays, various capture sys-
tems enable to recognize human pose. Beginning with optical motion capture system
and a variety of methods have been developed, for example inertial system, mechanical
system, magnetic system and markerless system.
Among them, using a single depth camera system without markers is spotlighted.
This approach received a lot of attention and quickly spread because it is the most
convenient way for users to use. A kind of this method has a pre-learning system that
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has learned from as many as possible human poses. At runtime, a user pose in front
of a single depth camera, real depth image entered, this system estimate human poses
using learning system. After whole process, we can generate estimated human joint
positions. But, this process is often fail because of mismatch between training data
and input data and of property of input poses
We present a new method which can enhance the estimation of human poses. It is
very effective and easily apply existing systems. We extract the human pose joint from
the depth camera. We trained this joint positions using autoencoder. This system can
operate at the existing an invisible or missing joint also. Moreover, this system can
work also any other system that uses a joint estimation from human pose estimation
system. It can work on real time with pre-learning system, so we can maintain real
time pose estimation performance.
6.2 Method
Given a single joint position set with missing joints, we use a autoencoder based
method to predict the complete joint positions.
Autoencoder is a kinds of neural network. It usually store compressed feature
from input data shape. Human pose data has a extremely high dimensionality and its
data lay on complex manifold. The property of autoencoder can generate the result
data within manifold of input data. We use this property of autoencoder for applying
human pose.
We train autoencoder network with large mount pose data with noise. After train-
ing process, we expect this network generate complete and correct joint position from
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Encoding
Input joint position 
Decoding








Figure 6.1: Structure of the autoencoder. Input joint position contains 3x15 values.
Layer 2, Layer 3, Layer 4 contains 1024, 512 and 256 nodes.
incomplete joint position set with missing joint. The range of joint positions value
(xi, yi, zi) is like a depth camera input parameter. Therefore a range of each value is
depend on performance of depth camera specification. In this work, we use a kinect
depth camera, then range is 0 ≤ xi ≤ 320, 0 ≤ yi ≤ 240, 400 ≤ z ≤ 4000. We normal-
ize the joint position data. First we matched all pose data align hip position to (0,
0, 0). Then, we normalize position for satisfying scale invariance. Our autoencoder is
composed of 3 layers except input layer (See figure 6.1). Let the input joint positions
vector x, then whose size expressed |x| = 45 (15 joints and each joint has x, y and
z axis values). Each layer is fully connected to adjacent layers, and with increasing
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layer order, hidden node size is decreased.
Our input and output data domain lays on nonnegative, than we use a simple
matrix multiplication. Let W is a weight , b is a bias of each layer, then input of next
layer Φ(x) is following:
Φ(x) = f(Wx + b)
Φ−1(x) = f(WTX + b
′
)
Each edge has a softplus function(f(x) = ln(1 + ex)) as rectifier function. We
use automatic derivatives calculated by TensorFlow [1]. We use a gradient descent
method for optimizing reduce the distance cost between output and desired output,
and learning rate set to the value of 0.001 [21].
Our autoencoder should be learned joint data with missed joint. There is a study
on reconstruction of missing data using auto encoder [45]. In many cases the input
data was applied in a continuous signal. On the other hand, we have to deal with
missing joint which has a discrete input value. For overcome this problem, we set the
input joint position to (0, 0, 0). Then, this input value decay the connected node
parameter with setting Wx is zero. For prevent this situation, we refine the weight of
other nodes. Let W
(l)
i,j is the parameter associated with the connection between unit
j in layer l, and unit i in layer l+1. If p-th joint is missed, then xp, yp, zp are missed.
We named the input layer as layer 0, then W
(0)
i,3p+k for 0 ≤ k ≤ 2 will be affected.
As result the value of Wx set to be zero. We multiply the weight |x||x|−3 by W
(0)
i,j for
j 6= 3p+ k to prevent node parameter from missing joints.
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6.3 Experimental Results
We collect human pose data from public motion database [8, 59]. We preprocess
human pose with removing the impossible pose(eg. swimming) data in front of camera
and with classifying with similar poses(eg. standing pose and sitting pose).
We generate synthetic 3D mesh models which is made by body shape of real
human and rigged by pose data. We extract joint position with respect to viewport of
depth camera from synthesized models. Finally we collect fifteen joint positions from
each poses which are looking forward toward the camera position. We selected the
data to use based on the pose data classified in Chapter 3.
Our first autoencoder network is generated from standing poses(Type I). Size
of training pose is about 90,000. Second autoencoder network learns from various
domain poses for estimate various poses. Type I, II and III poses are used evenly
about 10,000 each. These input data are obtained by sampling method described in
Chapter 4. Our test pose data is also driven from synthetic 3D mesh models with
rigging pose data. Our training process was performed using a GeForce GTX 1080
8GB. Training the network takes about 9 hours when the input data size is about
180,000.
Figure 6.2 shows estimation results using our autoencoder. Left pose is the com-
plete pose. We remove one joint from this ground truth pose(Middle). There is a
single missing joint position. In the figure, we can verify that it works properly. Some
missing joints are well estimated like ground truth. Figure 6.3 shows failure cases of
our network. It can be seen that the predictions on the arms and legs are largely
deviated.
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Figure 6.2: Experimental result. Success case (left) Ground truth (middle) missing
input (right) our result.
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Figure 6.3: Experimental result. Failure case (left) Ground truth (middle) missing
input (right) our result.















Figure 6.4: Experimental result. An average error graph of each missing joint
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This result also appear at quantitative results(See figure 6.4). Training set is com-
posed to various domain poses. Each domain has about 10,000 poses for Type I, Type
II and Type III and we added their horizontal reflexions. Totally about 60,000 poses
are used for autoencoder training. Test set belongs to Type II domain, and its size is
14,647. This error graph shows two meaningful results. First, body line joints (head,
neck, shoulder, femur) are well estimated by our network. Their average error is almost
bounded within 6.0cm. Second, Like figure 6.3, arms and legs(especially end joints)
have a large error value. If the end joint is missed and all the other joints match,
it is possible to have multiple positions. Thus missing joint position is extremely
overdetermined, estimated joint is far away from the original desired position.
6.4 Discussion
We proposed a method to improve human pose recognition. Our autoencoder net-
work can encode and decode the joint position of human poses. It receives incomplete
joint pose data as input and outputs the complete joint pose. This will contribute to
improving the performance by estimating the missing joints in the pose estimation
system. This system has the advantage of improving performance while maintaining
existing posture estimation systems.
In the case of an end joint, there are many choices of joints to be searched. There-
fore, it is hard to find exactly correspond desired position with information of the
other joint positions. One way to cope with this issue would be to use the depth val-
ues around the estimated joints for refining mismatch joint. However, this idea should
be applied independently of our network learning.
Chapter 7
Conclusion
In the thesis, we raised the issues about the pose recognition from a single depth
images. In many related studies, pose recognition was performed using prior learning
data. Therefore it is important to collecting the training data from a huge amount of
raw data, but it is hard work because of data size and dimension size of data. Many
human recognition system from single depth images always suffer from noise data and
invisible body parts. Therefore, it should be made up for in various way.
To cope with these problems, we addressed three ways to get over issues that can
occur while performing pose recognition. First we can control and generate human
poses in the space of human poses. Nevertheless human pose data has extremely
high dimension, we define pose data group at the low dimension space which can
express human poses well. It made unbalanced pose data to balanced pose data with
desired pose density. It can helps all the other pose database system construction
with satisfying desired pose distribution. Second, our system can recognize arbitrary
props with interacting human. It has a advantage that perform no annotation or pre-
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labeling. Last, we shows a enhanced pose estimation system that using neural network
system. Our autoencoder network has trained for recovering complete human joint
pose from incomplete or unstable input pose data. This system can make it possible
that increase the performance of any other estimation system.
We showed a possibility to enable sampling high-dimensional pose data in the
space of human poses. To other field can apply our sampling method, especially to
the character animation. For the more worthy apply, we should extend our sampling
algorithm operates in the space of human poses to operate in the space of human
poses and continuous motion in the future. It will not only generate good quality
data for performing other data-driven learning data-based works, but we can utilize
a result of motion sampling directly. It is very useful because people usually need a
human motion rather than a single pose, for example retrieval motion, editing motion,
and synthesis motions. It is very useful because people often need a human motion
data rather than a single pose data.
Through the thesis, we have made great efforts to computer understand the human
poses. We would make it possible to computer understand human motions, further-
more understand human behavior and enable to behavior capture.
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초 록
하나의깊이카메라를이용하여마커를부착하지않은사람의자세를인식하는
문제(markerless pose recognition)는 대화식 그래픽 응용 프로그램 및 사용자 인터
페이스디자인에서중요한역할을한다.최근의자세인식알고리즘은거대한양의
모션캡쳐데이터를활용하는기계학습방법을많이이용한다.이러한알고리즘의
효과는 학습 데이터의 다양성과 변동성에 크게 영향을 받는다. 이러한 자세 인식
시스템을 활용하기 위해 사람의 자세를 컨트롤러로 사용하도록 하는 많은 어플리
케이션이개발되었다.많은경우,주변에흔히있는일반적인소품을함께사용하면
몰입하여 제어를 수행하는 데 도움이 된다. 그럼에도 불구하고, 아직 사람 자세와
소품 인식을 함께 인식하는 시스템은 아직 성공적으로 수행되지 못하고 있다. 또
한,하나의깊이카메라를사용하면카메라에보이지않는부분은관측된데이터가
없어 사람의 자세 인식 품질을 낮추는 등의 문제들이 있다.
본 논문에서는 하나의 깊이 카메라에서 성공적으로 사람의 자세를 추정할 수
있도록인간의동작데이터를다루는방법을제시한다.먼저우리는사람의자세데
이터를 재생성하여 자세 변동성을 개선하고, 사람 자세의 공간에서 임의의 크기와
밀도 수준을 달성하는 방법을 개발했다. 사람 자세의 공간은 고차원에서 형성되기





인식하도록 했다. 또한 인식 알고리즘은 사람 자세의 특정 도메인에 대한 성능을
최대화하도록 조정될 수 있다. 우리의 알고리즘은 Kinect SDK만큼이나 똑바로 서
있는 자세도 쉽게 인식할 수 있음을 보여주면서도, 도전적인 곡예 자세 인식에 훨
씬 좋은 성능을 보여준다. 둘째, 우리는 사람과 상호 작용하는 주변 물건들을 함께
인식할 수 있기를 바란다. 이를 위해 우리는 기존의 사람 자세 추정 알고리즘에
적용할 수있는 새로운 소품 인식 시스템을 제안하였고, 자세와 함께 소품 추정을
동시에 가능하게 하였다. 우리의 방법은 사람의 자세와 추가적인 물체를 동시에
처리하는 다양한 유형의 시스템에 널리 적용할 수 있다. 마지막으로 하나의 깊이
카메라시스템을이용하는자세추정결과를향상시켰다.사람자세의모든부분이
하나의깊이이미지만으로항상예측될수는없다.어떤경우에는일부신체부위가
다른 신체 부위에 의해 가려지며, 때로는 추정 시스템이 성공하지 못할 수도 있다.
이를보완하기위해우리는사람자세데이터를이용하여오토인코더(autoencoder)
라는 새로운 신경망 모델을 구성했다. 이는 방대한 규모의 자연스러운 자세 데이
터로부터 생성되고, 찾는 못한 사람의 자세 관절을 새롭게 찾아낸 올바른 관절로
재구성할 수 있도록 한다. 이러한 시스템은 다양한 자세 추정 시스템에 적용되어
성능을 향상시킬 수 있다.
주요어: 컴퓨터 그래픽스, 캐릭터 애니메이션, 모션 캡쳐, 사람 자세 인식, 균일
샘플링, 기계 학습, 딥 러닝.
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