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Compared with silicon based solar cells, organic solar cells (OSCs) are less expensive 
alternatives because the thin and flexible OSCs can be easily fabricated onto the substrate by roll 
to roll painting. The current power conversion efficiency (PCE) of OSCs is about 8%. For 
commercialization of OSCs, a reasonable PCE (10%), at which those devices could generate 
electricity at a comparable cost to that of silicon based solar cells, is required. This requirement 
is the major driving force of this Ph.D. thesis to optimize OSCs with high PCE. 
To optimize the performance of OSCs, guidance from theoretical and simulation studies 
will play a key role. After solving coupled Poisson and Continuity equations, we first developed 
a macroscopic simulation tool which can precisely describe the current-voltage (J-V) 
characteristics of organic solar cells under known conditions such as device physical dimension 
(device layer thickness), physical parameters (absorption, carrier mobility), carrier 
generation/recombination kinetics, and boundary conditions. With this macroscopic simulation 
tool, the loss mechanism in BHJ OSCs is first investigated by fitting the simulated intensity 
dependent current-voltage (J-V) curves to experimental measurements. It is found that 
monomolecular recombination is dominant. Then, we have used the simulation tool to 
investigate performance optimization regarding thickness optimization, lowering bandgap of 
conjugated polymer, and balancing carrier transport in OSCs. 
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SIMULATION AND CHARACTERIZATION 
Liming Liu, PhD 
University of Pittsburgh, 2011
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For the characterization, single-walled carbon nanotubes (SWCNTs) were introduced in 
OSCs to increase the carrier mobility. It is observed that the performance of the device increased 
with small amount of SWCNTs but decreased if large amount of SWCNTs were introduced. The 
effects of semiconducting and metallic SWCNTs were explored by J-V characterization. It is 
found that semiconducting SWCNTs benefit the transport of photoexcited carrier while metallic 
SWCNTs introduce severe bimolecular recombination. Moreover, Kelvin Probe Force 
Microscopy is utilized to locally investigate the electrical role of SWCNTs in OSCs. The 
observation indicates that SWCNTs work as donor materials to transport holes. 
The simulation and characterization studies not only provide fundamental understanding 
on the physics of OSCs but also offer a feasible way to further optimize their performance. 
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1.0  INTRODUCTION 
As the global energy demand continues to increase every year, it is indispensable to explore 
renewable energy sources because of the limited supply of today’s main energy sources (i.e. 
oil, coal, natural gas and uranium) and their long-term detrimental effects on the natural 
balance on our planet. Today’s plants are unable to absorb the huge amount of extra carbon 
dioxide which is released in the atmosphere mainly by burning of fossil fuel. The increased 
concentration of carbon dioxide in the atmosphere adds to the greenhouse effect, which will 
increase the global average surface temperature. The consequence of these changes is already 
seen by an increase in the frequent and severe natural disasters [1]. Comparing with fossil 
fuel, solar energy is clean, renewable and sustainable, helping to protect our environment. 
Therefore, harvesting energy directly from the sunlight by photovoltaic (PV) technology is 
being widely recognized as an essential component of energy production in the future [2]. 
Figure 1.1 is schematic diagram of solar-electric system based on silicon solar cells.  
A solar cell is a device that converts solar energy into electricity by the PV effect. The 
PV effect was first recognized in 1839 by French physicist A. E. Becquerel [3]. However, the 
PV cells have not been extensively studied until 1954 when Bell Laboratories, experimenting 
with semiconductors, accidentally found that silicon doped with certain impurities was very 
sensitive to the light. The first silicon based solar cell made in Bell Laboratories had a power 
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conversion efficiency (PCE) of 6% [4]. Since then, PCE has reached 24% for crystalline 
silicon solar cell [5], which is close to the theoretical upper limit of 30% [6]. Nowadays, 
people are trying to fabricate solar cell using amorphous silicon, which is much cheaper than 
crystal ones. However, crystalline silicon solar cells are still by far the most dominant PVs 
because of the poor PCE of amorphous silicon (below 10% [7]) and short life time.  
 
 
Figure 1.1 The components of PV solar-electric system. 
 
The inorganic solar cell material is not limited to silicon. For spacecraft application, 
Gallium arsenide (GaAs) is often used to achieve higher PCE (more than 30%) [8]. There are 
several advantages of GaAs solar cells compared with silicon-based ones: First, the 
absorption spectrum of GaAs matches solar spectrum better than that of silicon. Theoretical 
studies show that the optimal band gap to match the solar spectrum is 1.4eV [9] and the band 
gap for silicon and GaAs is 1.12eV and 1.42eV respectively at room temperature. Second, the 
carrier mobility in GaAs is much faster than in silicon. GaAs based solar cells are expected to 
exhibit low recombination loss. Moreover, GaAs is direct band gap material, which absorbs 
and emits light more efficiently than silicon, an indirect band gap material. However, the high 
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cost of the material and fabrication is the major disadvantage of GaAs PVs, which limits its 
application mainly in aerospace engineering and other fields with critical needs.  
Although the production of PV modules is increased steadily by an annual average of 
40%, the semiconductor PV still accounts for less than 1% of the total world energy 
production. One major obstacle for the market implementation is the expensive production 
costs for silicon based technology. The present cost of electricity from PV installations is 
about an order of magnitude higher than the current commercial price of electricity generated 
by fossil fuels or coals [10]. Therefore, the development of new materials and device 
structures, which can reduce the PV cost, are urgent in order to use the sustainable, 
environment-friendly energy source—solar energy.  
1.1 ORGANIC SOLAR CELLS 
Compared with inorganic materials such as silicon in the commercial market, organic solar 
cells (OSCs) are a less expensive alternative because they have extremely high optical 
absorption coefficients, offering the possibility for the production of very thin solar cells (for 
600nm illumination wavelength, the absorption length of Si is ~10um, but for organic 
materials, the absorption length can be as short as several hundred nanometer [2]). Additional 
attractive features of OSCs are the possibilities for thin flexible devices which can be 
fabricated by high-throughput, low-cost approaches such as roll to roll painting, simple brush 
and ink jet method, compared with complicated procedures such as high vacuum CVD and 
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ion implantation for the fabrication of silicon based solar cells [11-13]. Silicon based solar 
cell with large area is always limited by the commercial available wafer size. 
The first investigation of organic PVs dates back to 1959 when Kallman and Pope 
made an OSC using anthracene single crystal, which produced only 0.2 volts open circuit 
voltage (Voc) with extremely low PCE about 2x10-4% [14]. Since then, twenty years of 
investigation on OSCs has shown that the typical PCE for single junction configuration is less 
than 0.1%, making it useless for commercial application. The major breakthrough in OSCs 
was achieved in 1986 by Tang, who increased PCE up to 1% by introducing donor-acceptor 
bi-layer configuration [15]. Although the built-in potential at the interface between donor and 
acceptor materials separates excitons more efficiently compared with the organic /metal 
interface in single layer devices, the exciton dissociation efficiency is still very low in bi-
layer configuration, because the exciton diffusion length (10nm) is much shorter than the 
thickness of the film. The milestone in organic PVs came in 1995 with the introduction of 
bulk heterojunction (BHJ), where the donor and acceptor materials are blended together to 
maximize the interfacial area between them [16]. After some techniques to optimize the 
nanomorphology of the active layer, such as carefully choosing solvent, thermal annealing 
treatment, and slow drying of the active layer (solvent annealing) after it is spun on the 
substrate, the PCE has been increased up to 5% [17, 18]. Tandem configuration was utilized 
to increase light absorption, in which two solar cells with different absorption spectrum are 
stuck together by a transparent layer of titanium oxide (TiOx). PCE of  such tandem OSCs 
has increased up to 6% by Tim in 2007 [19]. Moreover, chemists also tried to synthesize 
novel organic materials with proper energy band structure, such as: 1. increase the difference 
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between Highest Occupied Molecular Orbital (HOMO) of donor and Lowest Unoccupied 
Molecular Orbital (LUMO) of acceptor to increase Voc [20]; 2. lower the band gap of 
conjugated polymer to enhance the light absorption and thus increase the short circuit current 
(Jsc) [21].  
1.1.1 Conjugated Polymer 
Since Shirakawa, MacDiarmid, and Heeger demonstrated in 1977 that the conductivity of 
conjugated polymers can be controlled by doping, a new field has emerged [22]. They were 
rewarded for their discovery with chemistry Nobel Prize in 2000. These conjugated polymers 
have been successfully used in organic light-emitting diodes (OLEDs) [23] and OSCs [15, 
16]. Although the ordinary polymer is insulator, the conjugated polymer (also called 
conductive polymer) is electrical conducting. The electronic structure of organic 
semiconductors is based on conjugated π-electrons (sp2 hybridized). A conjugated organic 
system is made of an alternation between single and double carbon-carbon bonds as shown in 
Figure 1.2. Single bonds are known as σ-bonds and are associated with localized electrons, 
and double bonds contain a σ-bond and a π-bond. The π-electrons are much more mobile than 
the σ-electrons; they can jump from site to site between carbon atoms due to the mutual 
overlap of π-orbital along the conjugation path. The π-bands are either filled with electrons 
(HOMO, similar to the valence band in solid state semiconductor) or empty (LUMO, similar 
to the conduction band). This π-electron system has all the essential electronic features of 
organic materials: light absorption and emission, charge generation and transport. Figure 1.3 
shows several examples of conjugated organic materials. 
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Figure 1.2 In the conjugated polymer, the bonds between adjacent carbon atoms are alternatively single (σ-
bonds) and double (π-bond). 
 
MDMO-PPV P3HT PCPDTBT  
Figure 1.3 The chemical structures of  three conjugated polymers: Poly[2-methoxy-5-(3’,7’-dimethyloctyloxy)-
1,4-phenylenevinylene] (MDMO-PPV), Poly(3-hexylthiophene-2,5-diyl) (P3HT), and Poly[2,6-(4,4-bis-(2-
ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b’]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] (PCPDTBT). 
 
1.1.2 Bulk Heterojunction Configuration 
The donor/acceptor bi-layer configuration of silicon based PV only has single junction 
between p doping and n doping materials. The configuration of single junction in OSCs leads 
to low PCE (no more than 1%) [15]. Instead of free electron and holes as in the solid state 
materials, tightly bound electron-hole pairs (exciton) present in the organic material due to its 
low dielectric constant [24]. The properties of the exciton in the inorganic and organic 
materials are compared in Table 1.1. 
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Table 1.1 Exciton binding energy in the inorganic and organic materials. 
 Dielectric 
constant 
Binding 
energy 
Separation method configuratio
n 
Inorganic High 
Si---11 
GaAs--13 
Low 
Si---10mev 
GaAs--4mev 
Thermal energy 
26mev@RT 
Bi-layer 
Organic Low 
~2 to 3 
High 
0.2 to 0.6ev 
Thermal energy is not 
enough! 
Built-in potential 
BHJ 
 
In order to convert the solar energy to electricity, exciton must be separated to free 
carriers (electrons and holes) before they can be extracted by the external circuit. The exciton 
can only be separated to free electron and hole at the interface between the donor and 
acceptor materials by the built-in potential, arising from the offset of Fermi level between 
donor and acceptor materials. Unfortunately, the diffusion length of the exciton (after 
traveling the diffusion length, excitons will recombine or decay very quickly) is only about 
10nm, which makes the exciton dissociation very inefficient in bi-layer configuration. As 
shown in Figure 1.4, the distance between the exciton excited by photon 1 and the interface 
of donor/acceptor is less than 10nm [2] and hence this exciton is able to be dissociated to free 
electron and hole with the help of built-in potential at the interface. But for the exciton 
excited by photon 2, it is too far to reach the interface before it recombined. Instead of 
converting photon energy to electric ones, the recombination of excitons transfers the photon 
energy to phonon or heating(as shown by a symbol of crossing), which is useless for the 
application of solar cells [25]. Considering the absorption length of the ordinary organic 
materials is about several hundred nanometers, the thickness of OSCs is also about several 
hundred nanometers to sufficiently absorb the light. In the single junction configuration, no 
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more than 5% exciton will be dissociated [25]. In another word, only 5% absorbed energy 
will contribute to the electric energy assuming all the free carriers are extracted by the 
external circuit. Therefore, the single junction configuration is not proper for OSCs due to the 
inefficient exciton dissociation. 
 
donor acceptor
Useful region 
10nm
Transparent
contact
photon 1
photon 2
X
 
Figure 1.4 Schematic diagram to show the inefficient exciton separation for bi-layer configuration in OSCs. 
 
The revolutionary improvement in organic PVs came in the mid 1990s with the 
introduction of bulk heterojunction [16], where donor and acceptor materials are blended 
together. If the length scale of the blend is similar to the exciton diffusion length, the exciton 
decay process (as indicated by photon 2 in Figure 1.4) is significantly reduced because there 
exists enough interface in the proximity of every generated exciton, which facilitates the 
separation of the exciton. The BHJ configuration improved PCE up to 5% by some post-
product treatment to improve the morphology of the thin film [17, 18]. In the following, BHJ 
configuration is used for all the OSCs. 
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1.1.3 Carrier Transport in BHJ OSCs 
In order to optimize the performance of OSCs, it is imperative to investigate the work 
principle and factors limiting the performance of OSCs. For example, recombination loss 
plays a very important role in OSCs because the carrier mobility is so slow that photoexcited 
carriers can not be fully extracted by the external circuit. Up to now, to  our knowledge, the 
fully exact understanding of how OSCs work is not clear.  
However, there are several main procedures in the operation of OSCs as in Figure 1.5. 
The light passed through the transparent electrode (ITO) and excited the electron in 
conjugated polymer from HOMO to LUMO, leaving a hole in the LUMO as indicated in 
Figure 1.5a. For the light absorption, the more overlap between absorption spectrum of the 
conjugated polymer and solar spectrum, the more solar energy will be absorbed. The optimal 
band gap for the solar cell materials is about 1.4V. Unfortunately, the band gap of the 
ordinary conjugated polymer is about 2 V [21], which limits the efficiency of OSCs. 
Therefore, some research groups in material science tried to lower the band gap of conjugated 
polymer to increase the light absorption in OSCs [20, 21]. Theoretically, semiconductor 
materials with smaller band gap will absorb more solar energy considering all the photon 
with the energy bigger than the band gap will excite the electron from valence band (or 
HOMO) to conductive band (or LUMO). The reason for the optimal band (~1.4eV) is that 
there is a tradeoff between the absorption energy and Voc. To be specified, the semiconductor 
material I with band gap of 0.5eV will absorb more energy than the material II with 1.5eV 
band gap because the photon with the energy range from 0.5eV to 1.5eV will be absorbed by 
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material I but not by II. On the other hand, materials II will have higher Voc due to its higher 
band gap. It is well known that PCE depends not only on Jsc (higher absorption of photon 
results in higher Jsc), but also on Voc (generally, higher band gap results in higher Voc). For the 
same material, the thicker the active layer, the more energy will be absorbed given the 
thickness of active layer is smaller than the absorption length and recombination (loss) is 
same for the thin and thick devices. But it is not always true that the device with thicker 
active layer results in high PCE. This issue will be discussed later. 
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Figure 1.5 Schematic diagram to show the basic work principle of OSCs (a-d) and the possible recombination 
mechanisms (e-f). 
 
Figure 1.5b-c shows free charge carrier generation. After light absorption in the active 
layer (photoexcitation), instead of free electron and hole, tightly bounded exciton is created 
as shown in Figure 1.5a. Free charge carriers must be created by splitting the exciton into free 
electron and hole in order to be extracted by external circuit. The diffusion length of exciton 
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is about 10nm. In bipolar heterojunction configuration, splitting of exciton is inefficient 
because only the exciton near the interface can be separated. This problem has been tackled 
by BHJ configuration in which the donor and acceptor materials are blended together to 
increase the interface area.  
Figure 1.5d shows that free carriers are transported through their respective phases to 
the electrodes in order to be extracted. 
Figure 1.5e-f shows two possible loss mechanisms. Figure 1.5e demonstrates exciton 
decay which has been overcome by the concept of BHJ. Figure 1.5f describes recombination 
loss during free carrier extraction. The recombination of free charge carriers arise from the 
low mobility of carriers in OSCs, especially in the configuration of BHJ. For solid state 
materials with the symmetric structure, by Bloch theorem and Schrödinger equation, it is 
found that the electron is delocalized which means it is not able to tell which electron is 
belong to some certain atom. Therefore, the mobility is relatively high in solid state materials. 
But for organic materials, due to its disordered structure, instead of delocalized state, 
localized states are formed and charge carriers can only “jump” from one state to another, 
which is called hopping. The mobility of hopping mechanism is much lower because “jump” 
is much more difficult compared with “swimming” in the “electron sea” for solid state 
materials. For example, the carrier mobility in silicon is on the order of 102 cm2 V-1s-1 
depending on the doping; while for the organic conjugated polymer, the mobility is on the 
order of 10-3 cm2 V-1s-1 [26]. Due to the low mobility, free carriers can not totally be 
extracted by the external circuit, which increases the possibility of carrier recombination. 
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Configuration of BHJ increased the degree of disorder in the organic materials and it makes 
the carrier transport more difficult even compared with OSCs of single junction.  
The recombination mechanism is strongly related to the basic processes of the carrier 
transport in OSCs as discussed above. There are primarily two kinds of recombination during 
transport of free electrons and holes: bimolecular recombination due to intermixing of 
donor/acceptor in nanometer scale for BHJ configuration and monomolecular recombination 
caused by defects and trapping in disordered organic materials. Determination of dominant 
recombination in BHJ OSCs is crucial to simulate the performance and further optimize the 
performance of OSCs. This issue will be discussed in Chapter 3. 
 
1.2 MOTIVATION 
Although promising progress has been seen in the last decade, OSCs are still not 
commercially viable due to the low efficiency. OSCs can only be widely used  if reasonable 
PCE (more than 10%) is achieved such that those devices could generate electricity at a lower 
cost compared with crystalline silicon solar cells [27]. A recent study reported an internal 
quantum efficiency approaching 100% in OSCs under optimal conditions [28]. This 
observation implies that there is no fundamental limit to prevent the carrier collection and 
there is still plenty of room to optimize the performance of OSCs.   
However, it is not easy to experimentally optimize the performance of OSCs. Because 
of their unique properties, parameters of OSCs are always correlated to each other. Therefore, 
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there are many parameters/factors need to be balanced and optimized to get the best 
performance as discussed below. 
• The thickness of active layer
• 
: Because of the slow carrier mobility in the disordered 
organic materials, the thickness of active layer should be as thin as possible to prevent 
significant recombination loss. However, the device with the thin layer will result in 
insufficient light absorption. Therefore, the thickness of the active layer needs to be 
carefully optimized. 
Nanomorphology of BHJ configuration
• 
: The nanoscale morphology of the active layer 
has to be optimized such that there is enough interface area to separate the tightly 
bounded excitons while at the same time, enough interconnection pathways should be 
guaranteed to extract charge carriers. 
Weight ratio between donor (absorber) and acceptor materials
• 
: Too little donor material 
leads to insufficient light absorption. On the other hand, too little acceptor material will 
result in reduced interface area and hence the inefficient exciton dissociation.  
Electron and hole mobility
Because of the complexity of OSCs as discussed above, it is not possible to simply 
tune one or a few parameters to achieve optimal performance. Instead, the optimization of 
OSCs is a fine balancing art. Therefore, in this Ph.D dissertation, we are trying to optimize 
the performance of OSCs by simulation and characterization. It is expected that the 
: The electron and hole mobility also need to be balanced to 
prevent charge space limitation, where one kind of carriers has much higher mobility 
than the others.   
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simulation and characterization are able to provide the feasible method to improve the 
performance of OSCs and eventually to make them commercialized in the near future.  
1.3 THESIS OUTLINE 
In Chapter 2, we have discussed the modeling and simulation method for BHJ OSCs by 
numerically solving the coupled Poisson and continuity equations, which can precisely 
describe the performance of OSCs.  
The recombination loss mechanism is investigated in Chapter 3 by simulating the 
intensity dependent J-V curves of OSCs. It is found that Langevin bimolecular recombination 
rate is not proper to describe BHJ OSCs and monomolecular recombination dominates their 
performance. 
After developing the simulation tool (Chapter 2) and determining the dominant loss 
mechanism (Chapter 3), we have investigated several possible methods to optimize the 
performance of OSCs by the simulation in Chapter 4. Because of slow carrier mobility in the 
disordered organic materials, there exists a balance between light absorption and extraction of 
photoexcited carriers. Therefore, the thickness of active layer needs to be optimized 
considering the interference effect in the thin-film devices. Due to the relatively high bandgap 
of conjugated polymer and consequently the insufficient light absorption, lowering bandgap 
of the absorber is another effective way to improve the performance of OSCs. The simulation 
also indicates that unbalanced carrier transport is detrimental to the extraction of carriers and 
need to be further optimized. 
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To optimize unbalanced transport of electrons and holes in BHJ OSCs, experiments 
on SWCNTs enhanced P3HT/PCBM solar cells are discussed in Chapter 5. J-V characteristic 
shows that by introducing small portion of SWCNTs in the active layer, PCE does increase 
due to the ballistic pathway provided by semiconducting SWCNTs. However, further 
increasing the concentration of SWCNTs degrades performance because of the detrimental 
effect of metallic SWCNTs in the active layer.  
Microscopically, the electrical role of SWCNTs is explored in Chapter 6. By scanning 
Kelvin Probe Force Microscopy (KPFM) of SWCNTs on top of P3HT/PCBM, we have 
concluded that SWCNTs is a donor material to transport holes and hence the unbalanced 
transport of electrons and holes in OSCs is alleviated by the introduction of SWCNTs. 
The conclusion and future work are discussed in Chapter 7. 
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2.0  MODELING AND SIMULATION METHOD FOR BHJ OSCS 
It is well known that theoretical and simulation studies will give insight and guidance to 
optimize the performance of OSCs. The theoretical part of this Ph.D dissertation is to explore 
the modeling of OSCs from both the fundamental understandings on the device physics and 
experimental evidences. The modeling and simulation method for BHJ OSCs will be first 
developed in this chapter. Then, this simulation tool will be used to investigate the loss 
mechanism in Chapter 3 and also to optimize the performance of BHJ OSCs in Chapter 4. 
2.1 BASIC EQUATIONS 
The basic operation of BHJ OSCs can be summarized as follows: Tightly bound excitons are 
initially created in the conjugated polymer after photoexcitation because of the low dielectric 
constant of organic materials. Subsequently, excitons diffuse to the donor/acceptor interface 
and dissociate to charge-transfer excitons (CTEs), which can either undergo geminate 
recombination or be separated to free electrons and holes. Then, free carriers are transported 
through segregated phases and are eventually collected by electrodes. 
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It is necessary to mention that one-dimension simulation is enough to describe the 
performance of OSCs because they are thin film devices (thickness is around 100nm) [29]. 
Therefore, only one-dimension simulation is considered for clarity.  
The electrical behavior of semiconductor devices is described by Poisson’s equation 
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and continuity equations for electrons and holes  as [30]: 
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in which, ϕ  represents electric potential, q is unit charge, ε  is dielectric constant of the 
semiconductor, n and p are electron and hole density respectively, Jn (Jp) is electron (hole) 
current density, G is generation rate and Rn(p) is recombination rate. For the steady state 
analysis ( tn ∂∂ / = tp ∂∂ / =0), Eq. 2.2-2.3 can be simplified as: 
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Jn (Jp) can be written as functions of ϕ , n and p, consisting of drift and diffusion components:    
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where )( pnµ  is electron (hole) mobility and Dn(p) is electron (hole) diffusion coefficients. The 
mobility and diffusion coefficient are governed by classical Einstein relation as  
q
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Our goal is to obtain carrier density )(xn , )(xp  as well as electric potential )(xϕ  in 
the semiconductor. Therefore, put Eq. 2.6-2.7 back to Eq. 2.4-2.5 to eliminate Jn and Jp. Then, 
we can obtain three differential equations (one is Poisson Equation and other two are carrier 
continuity equation) as follows: 
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Ohmic contacts are always implemented as simple Dirichlet boundary conditions, where the 
surface potential, electron and hole densities ( )(),0(),(),0(),(),0( LppLnnLϕϕ ) are fixed at 
both ends. The assumption of ohmic contact is a kind of approximation, which simplifies the 
modeling of BHJ OSCs. We will further discuss this issue in Section 7.2. 
To simulate BHJ OSCs by the physics model above, several issues need to be 
addressed because of their unique properties. First, ε is spatially averaged dielectric constant 
of donor/acceptor blending and depends on the weight ratio between donor and acceptor 
materials [31]. Second, apparent carrier mobility (μe in the acceptor and μh in the donor) in 
BHJ configuration is different from the value in their pristine phase, and strongly related to 
the nano-morphology in the blending [32, 33]. Third, it has been experimentally verified that 
Voc was mainly determined by the potential difference between HOMO of the donor ( dHOMOE ) 
and LUMO of the acceptor ( aLUMOE ) [34]. Therefore, the effective bandgap (Eg) in the 
simulation was expressed as dHOMO
a
LUMOg EEE −=  [29]. Although Einstein relation 
( qkTD // =µ ) might not hold well in disordered materials [35], it was still assumed in the 
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simulation for simplicity without causing significant deviation [29, 36]. This issue will be 
further discussed in the next chapter.  
2.2 ALGORITHM TO SOLVE COUPLED DIFFERENTIAL EQUATIONS 
To solve coupled differential equations (Eq 2.9-2.11) is not trivial because the change of 
electric potential in the semiconductor is gradual but the change of carrier density is very fast. 
The general calculation method will always result in non-converge situation. Therefore, finite 
difference (FD) method and special iteration technique (Gummel method and Newton 
method) will be used to solve the coupled nonlinear differential equations. 
2.2.1 Normalization 
It is well known that normalization is an important technique to simplify the calculation in 
the numerical simulation, especially for Poisson and continuity equations (ϕ , n, p) in which 
there are some constant parameters. The other reason for normalization is that the values of n, 
p ,ϕ  have large difference which need reduce the order of n, p ϕ  in the calculation to make 
the numerical simulation feasible and accurate. The normalization parameters [37] are Debye 
length ( iD nqkTL
2/ε= ), intrinsic carrier density (ni),  and thermal energy (kT/q) as shown 
in the Table 2.1. 
After normalization, Eq. 2.1, 2.4, 2.5-2.7 change to: 
Poisson Equation: )()()()]()([)( 2
2
2
2
xpxnx
x
xpxnqx
x
−=
∂
∂
⇒−=
∂
∂ ϕ
ε
ϕ                              2.1’ 
 21 
Electron Continuity Equation: nnnn RGx
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Table 2.1 Parameter normalization. 
Parameter Normalization  parameter unit After normalization 
Position (x) 
iD nqkTL
2/ε=  cm X=X/LD 
Potential (ϕ ) qkTVkT /=  V kTV/ϕϕ =  
Carrier density (n, p) ni cm-3 n=n/ni 
Diffusion (Dn,p) D0 cm2/s Dn,p= Dn,p/D0 
Mobility ( pn,µ ) kTqD /00 =µ  cm
2/V*s 
0,, /µµµ pnpn =  
Time (t) 020 / DLt D=  s 0/ ttt =  
Recombination rate (R) 2
00 / Di LnDR =  1/cm
3*s 
0/ RRR =  
Current density (Jn,p) Di LnqDJ /00 =  A/cm
2 
0/ JJJ =  
 
2.2.2 Discretization  
To solve the differential equations on a computer, they much be discretized on a simulation 
grid so that the continuous functions are represented by vectors values at the nodes and the 
differential function are replaced by suitable difference operators.  
One dimensional ununiform grid is shown in Figure 2.1. The region considered here 
(x=0 to x=W) has been discretized to Nw nodes, which were numbered as 1, 2, …, N, …, Nw. 
The discretization is flexible and is dependent on different situations. For example, 
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considering p-n junction, node separation near the charge depletion region should be denser 
because electric potential changes much faster in the charge depletion region. The middle 
point between N node and N+1 node was named M. Therefore, there are totally Nw-1 middle 
points between the nearest nodes, named 1, 2, …, M, …, Mw (Mw=Nw-1).  
 
 
Figure 2.1 Schematic of one dimensional discretization. 
 
Assuming the distance between N node and N+1 node is h(M) and the distance 
between middle point M-1 and M is h(N), it is clear that: 
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For Poisson equation, using central difference formula, it is obtained that 
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Neglecting higher orders, it is 
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Considering Eq 2.14, the second derivative of ϕ  respect to x can be expressed as: 
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Therefore, the discretization of normalized Poisson Equation (Eq 2.1’) can be expressed as: 
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The next step is to discretize the normalized continuity equations (Eq. 2.4’-2.5’), which 
requires more care since it is necessary to approximate the carrier densities between two grid 
points in order to get a finite difference equation. The technique used above for surface 
potential, which is simply approximating the surface potential by averaging between grid 
points, will lead to serious instabilities as the carrier concentrations can change very rapidly 
between grid points [29, 37, 38]. For example, it is very common that the carrier density in 
silicon p-n junction can change from 108/cm3 to 1018/cm3. Therefore, Scharfetter and 
Gummel method [38] was applied to discretize the continuity equations. In the following, 
only electron continuity equation is considered and discretization of hole continuity equation 
has similar formation. 
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In order to derive the relation between Jn and n in the middle points (Mi) of grids (Ni), 
electron current (Jn) near the middle point (M+1) will be expressed as: 
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Eq 2.6 can be modified as: 
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in which cn and cp are constant to be determined. 
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And neglect 
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After eliminating Jn and Jp, it is obtained that: 
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Based on Eq 2.23-2.24, set x=M and we can get the relation between Jn and n in the 
middle points (Mi) of grids (Ni) as: 
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in which, Ber(x) is Bernoulli function as 
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From Eq 2.25, it is clear that at middle between nearest grid points, the carrier density has 
nonlinear relation versus the distance. Therefore, the simple central difference formula can 
not be used to express the derivative of carrier density. From Eq 3.25-3.26, we can get the 
express of Jn(p) as a function of carrier density: 
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in which, )()1()( NNN ϕϕϕ −+=∆ . At this stage, we have finished the discretization of 
potential )(xϕ  as well as carrier density )()( xJ pn . 
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2.2.3 Linearization 
Discretized equations (Eq 2.16, 28, 29) need to be linearized in order to use computer to get 
the numerical solutions of )(xϕ , )(xn  and )(xp . The discretized Poisson equation (Eq 2.16) 
can be linearized as: 
000
3
0
2
0
1
321
)1()()()()1()(
)1()()()()1()()()(
pnNNrNNrNNr
NNrNNrNNrNnNp
−++−−−−
=+++−+−
ϕϕϕ
δϕδϕδϕδδ
,               2.30 
and ri are defined in Eq 2.16. For linearization of carrier continuity equation, we can write: 
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Recombination (R) can be expressed as: 
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Put Eq 2.31-2.33 back to continuity equations of electrons and holes (Eq 2.4-2.5), we can get 
the linearization of continuity equations as followed: 
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2.2.4 Iteration Method  
Basically, two methods (Figure 2.2) are available to solve the discretized and linearized 
Poisson and continuity equations numerically: decoupled method (Gummel’s method) [37] 
and coupled method (Newton method)[39].  
 
 
Figure 2.2 Simulation flow diagram of decoupled method (a) and coupled method (b). 
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Equations are solved sequentially if decoupled method is applied. Assuming fixed 
quasi-Fermi levels, Poisson equation is solved by an inner Newton loop. Then new potential 
is substituted into continuity equations to solve the electron and hole density. The new carrier 
concentrations are substituted back into the charge term of Poisson equation and another 
iteration begins. The flow diagram of decoupled simulation is shown in Figure 2.2a [29, 37, 
40]. The advantage of decoupled method is for each time, the dimension of the calculation 
matrix is N*N, which is smaller than coupled method (3N*3N) discussed below. Therefore, 
the memory occupation is smaller and calculation time is shorter than coupled method. 
However, the success of the decoupled method depends on the degree of coupling between 
electric potential and carrier densities, and therefore sometimes the converge of the 
decoupled method is very slow.      
As shown in the flow diagram of coupled method in Figure 2.2b, all variables 
( )(),(),( xxpxn ϕ ) are allowed to change during each iteration and all of the coupling effects 
between these variables is taken into account, which makes the Newton algorithm is very 
stable and the solution time is nearly independent of initial guess. The basic idea of Newton 
iteration is as followed. 
Express Eq 2.30, 34, 35 in matrix form as: 
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If we define: 
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Because there are N nodes, N equations of the form Eq 2.36 need to be solved 
numerically. The disadvantage of Newton’s method is that for large grids, the time and 
computer memory consuming to invert the big Jacobian matrix is excessive. However, for 
Jacobian matrix, it is clear that most elements are zero. Therefore, sparse matrix can be used 
to reduce the memory consumption and accelerate the computing.  
Decoupled method was applied in our simulation of BHJ OSCs considering two 
reasons: 1. For OSCs, the mobility is much lower than inorganic materials and therefore, the 
coupling between drift current and built-in potential ( xJd ∂∂∗∝ /ϕµ ) is small and converge 
is fast. 2. The computation time is fast (N*N matrix) compared with coupled method (3N*3N 
matrix).  
2.3 SIMULATION OF J-V CURVES 
After successfully solving Poisson and continuity equations in Section 2.2, we are able to 
obtain the current density (J) at fixed bias voltage (V). In order to predict the behavior of 
OSCs, Gummel iteration was repeated at different applied voltage V to simulate J-V curves. 
The typical J-V curves of the PV device in the dark (black, dashed-dot) and under 
illumination (red, solid line) are simulated as shown in Figure 2.3. It is obvious that the curve 
shows typical diode behavior in the dark as we expect. When the cell is illuminated, J-V 
curve is shifted down by the amount of photocurrent phJ  (blue, dashed line). The open circuit 
voltage ocV  is the maximum voltage that can be generated in the cell and corresponds to the 
voltage where current under illumination is zero. The current density that can run through the 
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cell at zero applied voltage is called short circuit current scJ . VFB is called flat band voltage, 
where the extraction of photocurrent is absolutely zero. VFB is bigger compared with Voc, 
because there should be non-zero electric field at Voc so that the drift current (proportional to 
electric field) can absolutely cancel the diffusion current.   
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Figure 2.3 J-V characteristic curves of the typical PV device in the dark (black dashed-dot) and under 
illumination (red solid line). The blue dashed line represents the extracted photocurrent Jph under illumination. 
 
The maximum electrical power maxP  is located in the fourth quadrant where the 
product of current density J and voltage V reached its maximum value. It is obvious from 
Figure 2.3 that maxP  is bigger when the J-V curve resembles a rectangular with the area 
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scoc JV × . The ratio between maxP  and scoc JV ×  resembles the quality of J-V curve shape and is 
defined as the fill factor (FF) 
scoc JV
JVFF
×
×
= maxmax . 
The PCE of a solar cell is the ratio between the maximum output power maxP  and the power 
of the incident light lightP  
light
scoc
light P
FFJV
P
PPCE ××== max . 
In order to increase the efficiency, either ocV , scJ  or FF need to be increased. The simulation 
indicates that Voc is strongly related to the bandgap of semiconductor; the light absorption in 
solar cells mainly determines Jsc; and fill factor is affected by the recombination loss in the 
solar cell devices. 
2.4 SUMMARY  
Under certain condition and simplification, J-V characteristics of OSCs can be simulated by 
the physics models for classical semiconductor devices. In this chapter, we have successfully 
developed the numerical tools by Gummel iteration to simulate the behavior of OSCs (J-V 
curves). The simulation indicates that increasing bandgap of semiconductors, enhancing the 
light absorption, and reducing recombination loss are the effective way to increase PCE.  
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3.0  INVESTIGATION ON RECOMBINATION LOSS IN BHJ OSCS 
Determining the mechanism of recombination loss is crucial for the accurate modeling and 
simulation of OSCs [41]. However, this loss mechanism is still under hot debate. Although 
some research groups insist that bimolecular recombination is the dominant loss mechanism 
[42], more and more researchers are convinced that monomolecular recombination dictates 
the performance of OSCs [43-45].  
The complexity of interpenetrating bicontinuous networks in BHJ configuration limits 
theoretical analysis of recombination in OSCs. Experimental studies using transient 
luminescence with ultrafast lasers is considered a powerful tool for exploring recombination 
dynamics in semiconductor materials. Unfortunately, luminescence quenching is dominant in 
OSCs because photoexcited electrons transfer rapidly from donor materials to acceptors (50 
fs) [25]. Given the inherent difficulty in investigating the loss mechanism either by 
theoretical analysis or by experimental observation, numerical simulation offers a feasible 
alternative for identifying recombination kinetics in OSCs. 
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3.1 LANGEVIN TYPE BIMOLECULAR RECOMBINATION 
Modeling studies of BHJ OSCs, which incorporated Onsager theory [46] and charge transport 
(CT) state proposed by Braun [47], have been relatively limited. Koster et al. provided most 
of these using Langevin type bimolecular recombination [29]. However, we point out that the 
Langevin type bimolecular recombination is not proper to describe BHJ OSCs and will lead 
counterintuitive simulation results. 
 As schematic diagram in Figure 3.1, bimolecular recombination rate is related to two 
steps: Step 1. finding each other; Step 2. direct recombination rate. In semiconductors with 
high mobility such as crystal silicon, carriers move very fast to find their counterpart (step 1) 
and hence direct recombination (step 2) is dominant. However, in materials with low mobility 
the time to find each other (step 1) is dominant for recombination. Langevin recombination is 
always used to describe the materials with low mobility, only considering the time for 
carriers to find counterpart (step 1) and ignoring the direct recombination (step 2).   
 
 
Figure 3.1 Schematic diagram to explain Coulomb radius rc and Langevin-type bimolecular recombination rate. 
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For Langevin recombination, Coulomb radius rc is defined as: 
kT
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r
qEE c
c
thermalcoulomb πεπε 44
22
=⇒=⇒= ,                                     3.1 
in which q is unit charge, ε  is dielectric constant, cr  is Coulomb radius and kT is thermal 
energy. The drift current density for the mobile electron (relatively fixed hole) is: 
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c
hee nr
qEqnj µµ
πε
µµ +=+= 2
2
4
.                                           3.2 
Considering bimolecular recombination can only take place if they find each other in low-
mobility materials, which is the electron current density flowing into the sphere of radius rc 
around the hole. 
( ) rqnnqrjI hecee =+=∗= µµεπ
2
24 ,                                            3.3 
in which r is called Langevin recombination rate as: 
( )he
qr µµ
ε
+= .                                                            3.4 
The recombination loss in pristine semiconductor with low carrier mobility can be 
described by Langevin recombination rate, in which step 2 is ignored. However, besides the 
low mobility, there is another unique property for BHJ OSCs: two kinds of materials 
blending together instead of the pristine material and hence photoexcited electrons and holes 
are not only energy separated but also spatially confined in different phases within nanometer 
scale, i.e., electrons in the acceptor phase and holes in donor phases. This scenario can not be 
fully described by Langevin-type bimolecular recombination rate [42, 43, 48].  
As shown in Figure 3.2, for pristine materials with low mobility (a), step 1 is the 
dominant factor to determine recombination, which can be described by Langevin 
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recombination rate as ( )he
qr µµ
ε
+= . For BHJ OSCs (b), Koster et. al. [42] modified 
Langevin recombination rate as ( )he
qr µµ
ε
,min=  considering that electrons in acceptor 
arriving first at interface have to wait for the slow holes in donor to reach the interface to 
recombine. However, the value of bimolecular recombination rate proposed by Koster is still 
too larger compared with the value acquired directly by experiments in BHJ OSCs [49, 50]. 
The fundamental assumption to determine the bimolecular recombination in Figure 3.2 is: for 
low mobility materials, step 1 (to find each other) dominate the recombination, which is true 
for pristine material as shown in Figure 3.2a. However, for BHJ OSCs (Figure 3.2b), when 
Koster proposed recombination rate as ( )he
qr µµ
ε
,min= , it implicitly assumed that step 2 
(direct recombination rate) is much faster compared with step 1 (to find each other). This 
might not be true because for BHJ OSCs, instead of bulk recombination in pristine materials, 
the recombination occurred at the nanoscale interface between donors and acceptors [50]. In 
order to properly simulate the performance of OSCs, the recombination at the interface 
should be carefully investigated. 
 
 
Figure 3.2 Bimolecular recombination in low-mobility materials. (a) pristine materials. (b) BHJ OSCs. 
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Theoretically, it has been discussed that Langevin-type bimolecular recombination is 
not proper to describe the recombination in organic BHJ solar cells above. In the following, 
we will show the counterintuitive simulation results based on Langevin-type bimolecular 
recombination. J-V curves for different mobility by considering Langevin type bimolecular 
recombination is simulated in Figure 3.3 and Table 3.1. The y axis in the inset is logarithm 
scale to clearly see the change of Voc. The mobility ratio between electron and hole is fixed at 
1.0/ =eh µµ , which is always true for conjugated polymer/fullerene solar cells. It is obvious 
that with the increase of mobility, fill factor increases a little bit. However, Voc decreases 
dramatically with increasing carrier mobility. The simulation, based on Langevin type 
bimolecular recombination, indicates that there is an optimal carrier mobility [51]. If the 
carrier mobility increased beyond this value, the performance will decrease due to decreased 
Voc. Koster explained that the decreased Voc for high mobility situation as: the difference 
between the quasi Fermi level of electrons and holes decreased, due to the efficient carrier 
extraction. However, this statement is questionable as discussed by R. A. Street [43]. At Voc, 
the extraction of electron and hole is almost zero and therefore, instead of carrier extraction, 
the recombination loss determines Voc. Our opinion is coincident with R. A. Street that: the 
counterintuitive simulation results in Figure 3.3 (high carrier mobility results in low open 
circuit voltage as well as efficiency) arise from the improper recombination mechanism 
(Langevin type bimolecular recombination) assumed in the simulation. 
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Figure 3.3 Simulation of mobility dependent J-V curves using Langevin bimolecular recombination. 
 
Table 3.1 Simulation results based on Langevin type recombination. 
 
       
 
 
 
R. A. Street debates Koster’s statement (Voc is determined by extraction of carrier) 
from theoretical aspect [43]. In the following, we validate Street’s argument by simulation 
(Figure 3.4). Instead of using Langevin type bimolecular recombination rate, the 
recombination rate was fixed for different carrier mobility in the following simulation. If 
 Isc(mA/cm2) Voc(V) FF efficiency 
1X mobility 8.047 0.71 0.51 2.91% 
10X 8.216 0.65 0.584 3.1% 
100X 8.237 0.59 0.63 3.0% 
1000X 8.239 0.53 0.66 2.8% 
10000X 8.24 0.47 0.68 2.55% 
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Koster’s statement was true, Voc should have decreased with increasing mobility because 
extraction of carrier was efficient for high mobility materials, even though the recombination 
is not Langevin type. But the following simulations show that if the recombination was fixed, 
Voc is almost fixed for different carrier mobility (inset of Figure 3.4). Combining the 
simulation results by Langevin type recombination (Figure 3.3) and by fixed recombination 
(Figure 3.4), it is concluded that Voc is determined by carrier recombination instead of carrier 
extraction as suggested by R. A. Street. 
 
 
Figure 3.4 Simulation of mobility dependent J-V curves using fixed recombination rate. 
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3.2 INTENSITY DEPENDENT PHOTOCURRENT 
The relationship between photocurrent density (Jph) of OSCs and illumination intensity (I) 
can be expressed as αIJ ph ∝ . Jph is obtained by subtracting dark current from J-V curves at 
different light intensity. The theoretical analysis including ours suggests that when 
monomolecular recombination is dominant, α equals one, and α decreases monotonically 
from the unit with increasing bimolecular recombination [52-54]. However, C. Deibel argued 
that intensity-dependent photocurrent is not strongly related to the loss mechanism [55]. 
Therefore, we carried out the rigorous numerical simulation to study intensity-dependent 
photocurrent.  
The simulation parameters of intensity-dependent photocurrent (Jph∝Iα) can be found 
in Table 3.2 and simulation results are shown in Figure 3.5a for monomolecular 
recombination and in Figure 3.5b for bimolecular recombination. The light intensity 
investigated here is around one sun intensity (I0), varying from 0.4I0 to 1.2I0 with step of 0.2I0, 
because the loss mechanism under ordinary operation condition (one sun intensity) is most 
important for the optimization of OSCs. As shown in Figure 3.5a, J-V curves under different 
light intensity were first calculated at fixed recombination rate (1us-1 in the inset of Figure 
3.5a); then the value of α in Jph∝Iα was derived by fitting log10(Jph) as a linear function of 
log10(I) at different bias voltage (0V, 0.2V and 0.3V). This procedure was repeated at 
different recombination rate and thus we derived the value of α as a function of 
recombination rate as shown in Figure 3.5. For easy comparison, the bimolecular 
recombination rate (Figure 3.5b) is normalized against Langevin type recombination rate 
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defined as )()/(0 pn uqr +∗= µε . It should be pointed out that the bimolecular recombination 
in BHJ OSCs is not assumed as Langevin type, which has been discussed in the previous 
section.  
 
Table 3.2 Parameters used in the simulation on intensity-dependent photocurrent [55]. 
Parameter Symbol Value 
Dielectric constant <ε> 3*10-13 F/cm 
Effective band gap Eg 1.05 eV 
Effective density of state Nc, Nv 1*1020 cm-3 
Carrier mobility μn, μp 1*10-4 cm2/Vs 
Thickness of active layer L 100 nm 
Generation rate (1 Sun) G0 6*1021 cm-3s-1 
Temperature T 300 K 
 
 
Figure 3.5 Investigation on intensity-dependent photocurrent (Jph∝Iα) for the case of monomolecular 
recombination loss (a) and of bimolecular recombination loss (b). The symbols are the calculated value of α at 
different recombination rate (connected by dotted line as a guide). 
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From the simulation, it can be seen that α equals one in Jph∝Iα when monomolecular 
recombination (R = rm*n) dominates. Such relation remains unchanged irrespective of the 
recombination rate (rm) as well as the applied voltage (Figure 3.5a) [55]. However, for the 
case that bimolecular recombination dominates (R = rb*n*p), different behaviors are observed 
as shown in Figure 3.5b. When the bimolecular recombination rate is less than 0.01*r0, α is 
close to one at all applied voltage investigated (0V, 0.2V, 0.3V). When the bimolecular 
recombination rate is larger than 0.01*r0, the deviation of α from the unit becomes greater 
and greater as the bimolecular recombination rate becomes larger and larger.             
To corroborate our observation, theoretical analysis has been also applied to 
investigate intensity-dependent photocurrent in addition to the simulation study above. 
Because carrier extraction by the electrodes is in the monomolecular form [53, 56], change 
rate of carrier density can be expressed as: 
             nVPnrnrGdtdn mb ⋅−⋅−⋅−= )(/
2 ,                                      3.5 
in which n is carrier density, G is generation rate, rb is bimolecular recombination rate, rm is 
monomolecular recombination rate and P is extraction efficiency, which is related to the 
electric field in the device [56]. For the steady state analysis ( 0/ =dtdn ),   
                      0)(2 =⋅−⋅−⋅− nVPnrnrG mb .                                        3.6 
If bimolecular recombination is negligible ( nrnr mb ⋅<<⋅
2 ), 
                      0)( =⋅−⋅− nVPnrG m .                                             3.7 
Jph is proportional to the carrier extraction as:  
                   )/()( PrGPnVPJ mph +⋅=⋅∝ .                                       3.8 
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Because G is proportional to the light intensity I, αIJ ph ∝  with α=1, irrespective of 
recombination magnitude rm. However, this behavior changes if bimolecular recombination 
loss dominates ( nrnr mb ⋅>>⋅
2 ), 
0)(2 =⋅−⋅− nVPnrG b .                                            3.9 
Based on Eq 3.9, α is less than one for general situation; while for special case in which 
bimolecular recombination is much smaller compared with carrier extraction 
( nVPnrb ⋅<<⋅ )(
2 ), InVPJ ph ∝⋅∝ )( . The detailed mathematical deviation is attached in 
Appendix A. This theoretical analysis is in coincidence with simulation results in Figure 3.5: 
the loss mechanism (bimolecular or monomolecular recombination) can not be inferred from 
intensity dependent photocurrent if recombination is negligible, because carrier extraction has 
monomolecular form and α always equals one.  
From both simulation study and theoretical analysis, we can find that two situations 
could lead to α=1: First, small bimolecular recombination rate such as R=0.01*r0 in Figure 
3.5b. Second, monomolecular recombination, irrespective of its magnitude. As suggested by 
C. Deibel [55], the observation that α equals one may not absolutely lead to a conclusion of 
monomolecular recombination as under low recombination condition. However, when the 
recombination is not negligible, bimolecular recombination always suggests the deviation of 
α from unit while the observation that α equals one suggests a monomolecular recombination. 
Therefore, it is safe to make a conclusion that monomolecular is dominant when α close to 
unit if the recombination is non-negligible. 
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3.3 INVESTIGATION OF RECOBMINATION BY SIMULATING INTENSITY 
DEPENDENT J-V MEASUREMENTS 
The intensity-dependent J-V curves were chosen to investigate the recombination loss in BHJ 
OSCs because the simulation on a set of experiments (intensity-dependent J-V curves) can 
provide more reliable results compared with data from a single experiment, which can be 
easily simulated by manipulating fitting parameters. Before exploring intensity dependent J-V 
curves by the simulation tool developed in Chapter 2, we first investigated intensity-
dependent photocurrent ( αIJ ph ∝ ) by experiments as shown in Figure 3.6. It is shown that α 
equals one for both annealed and non-annealed devices at all bias voltages. As clarified in 
Section 3.2, two different situations could result that α equals one: First, bimolecular 
recombination dominates but the bimolecular recombination rate must be very small 
(rb<0.01*r0); Second, monomolecular recombination dominates, irrespective of its magnitude. 
Therefore, in the following, both bimolecular and monomolecular recombination loss will be 
applied to simulate intensity dependent J-V curves.   
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Figure 3.6 Experimental data for intensity-dependent photocurrents (Jph vs. I) in both annealed (a) and non-
annealed (b) P3HT/PCBM BHJ OSCs. 
 
Bimolecular recombination (Rn = Rp = rb * n * p) was first applied to simulate 
intensity dependent J-V curves of the annealed P3HT/PCBM devices as shown in Figure 3.7. 
The symbols represent the experimental data and solid lines are simulation results. We first 
derived the bimolecular recombination rate (rb) as well as other parameters in Table 3.3 by 
fitting J-V curve of 100mW/cm2 illumination intensity (red square in Figure 3.7). The derived 
parameters are similar to the reported values by others [32, 57]. Then all other parameters 
were fixed except generation rate (G) to simulate intensity dependent J-V curves at other 
illumination intensity. It is clear that simulation results in Figure 3.7 fit experiments in 
Region 1 and 3. However, in Region 2, the discrepancies between simulation and 
experimental values become more and more pronounced as light intensity decreases. It is well 
known that the extraction of photoexcited carriers is efficient in Region 1 due to the strong 
electric field at large reversed bias and hence the current in Region 1 is primarily determined 
by the generation rate G; In Region 2 where the internal electric field is moderate, the 
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extraction of photoexcited carriers is not efficient as in Region 1 and thus the current in 
Region 2 is strongly reduced by the loss mechanism (R); while in Region 3, carrier mobility 
(μ) determines the current at forward bias. Therefore, deviation of the simulation from the 
experiment in Region 2 implies that the loss mechanism (bimolecular recombination) 
assumed in the simulation is unsuitable.  
 
 
Figure 3.7 Simulation of intensity-dependent current-voltage (J-V) curves (symbols) in annealed P3HT/PCBM 
devices using bimolecular recombination (solid lines). 
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Table 3.3 Simulation parameters on intensity dependent J-V curves of annealed P3HT/PCBM devices. 
Quantity Symbol Value 
Dielectric constant ε 3*10-13 F/cm 
Effective band gap Eg 1.05eV 
Effective density of state Nc, Nv 1*1020cm-3 
Electron mobility μn, 1*10-3cm2/Vs 
Hole mobility μp 8*10-5cm2/Vs 
100mW/cm2 absorption rate G 8.2*1021cm-3s-1 
Thickness of active layer L 100nm 
 
The bimolecular recombination rate used for the above simulation is 0*14.1 rrb = , in 
which 0r  is Langevin type bimolecular recombination rate as defined previously. Based on 
the simulation results in Figure 3.5, α should be smaller than one if bimolecular 
recombination rate was so large (rb=1.14 r0>>0.01r0). Unfortunately, this phenomenon is not 
observed in our experimental study of intensity-dependent photocurrent in Figure 3.6.  
Moreover, lots of fundamental studies such as time-of-flight [50] and transient 
absorption spectroscopy [58] revealed that the bimolecular recombination rate in BHJ OSCs 
is not Langevin-type but significantly suppressed (10-2~10-3 smaller) due to their specific 
configuration [43, 50]. Therefore, the large discrepancy between bimolecular recombination 
rate derived from the simulation and the value determined directly by the experiment also 
indicates that bimolecular recombination should not dominate in BHJ OSCs.   
As discussed in Section 3.2, if bimolecular recombination dominates, the situation 
that α equals one can only occur at small recombination rate, which is corresponding to a 
high fill factor (FF>65% for all light intensities at 0.01*r0 in Figure 3.5b, as indicated in 
Table 3.4). However, the fill factor of the annealed device (Figure 3.7) is no more than 50%, 
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which means that the recombination in our devices is not negligible. Therefore, for the 
annealed devices investigated herein, the fact that α equals one can imply that 
monomolecular recombination loss dominates. To verify this statement, we applied 
monomolecular recombination (Rn = rm * n) to simulate J-V curves of the annealed 
P3HT/PCBM device as shown in Figure 3.8. The exact match between the simulations (solid 
lines) and experimental measurements (symbols) at all intensities verifies that 
monomolecular recombination is the primary loss mechanism in OSCs. In annealed devices, 
the carrier lifetime derived from the simulation is about τ = 1/rm = 201 ns. Based on the 
simulation results in Figure 3.7 and 3.8, the maximum deviation of the simulation results 
from experimental measurements is presented in Figure 3.9. A good fitting at one sun 
intensity for both recombination mechanisms is expected because all the parameters are 
extracted from this experimental curve. However, the deviation of simulation on bimolecular 
recombination becomes larger and larger as the intensity decreased; while the simulation 
based on monomolecular recombination matches the experiments with negligible deviation 
and the fitting error does not change significantly with variation of light intensity.   
 
Table 3.4 Fill factor at different light intensity for the simulated device with bimolecular recombination rate of 
0.01r0 in Figure 3.5, annealed device in Figure 3.7, and non-annealed device in Figure 3.10. 
 0.4I0 0.6I0 0.8I0 I0 1.2I0 
Simulation device (0.01r0)  83.4% 72.8% 71.5% 70.4% 69.5% 
Annealed device 45.1% 44.2% 43.6% 42.3% --- 
Non-annealed device  34.9% 34.2% 33.5% 32.9% --- 
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Figure 3.8 Simulation of intensity-dependent current-voltage (J-V) curves (symbols) in annealed P3HT/PCBM 
devices using monomolecular recombination (solid lines). 
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Figure 3.9 The maximum deviation of the simulation results from experimental measurements of the annealed 
P3HT/PCBM devices. The solid black rectangle represents the device in Figure 3.8 and three other annealed 
devices are shown by hollow symbols. 
 
To further verify the conclusion that monomolecular recombination dominates the 
performance of OSCs, similar studies on non-annealed devices also show that simulation 
results with monomolecular recombination (solid lines in Figure 3.10) fit experimental data 
well, but those using bimolecular recombination do not (dashed lines in Figure 3.10). The 
maximum deviation of the simulation from experimental results of the non-annealed devices 
is shown in Figure 3.11. The fitting parameters for the non-annealed devices are shown in 
Table 3.5. The thermal annealing of P3HT/PCBM devices not only increases carrier mobility 
but also enhances light absorption [32], which can be clearly seen by comparing Table 3.3 
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and 3.5. The carrier lifetime in the non-annealed device derived from the simulation is 
approximately τ = 1/rm = 126 ns, indicating that the monomolecular recombination rate in 
non-annealed devices is higher than that in annealed devices.  
 
 
Figure 3.10 Simulation of intensity-dependent current-voltage (J-V) curves (symbols) in non-annealed devices 
using monomolecular recombination (solid lines) and bimolecular recombination (dashed lines). 
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Figure 3.11 The maximum deviation of the simulation from experimental results of the non-annealed 
P3HT/PCBM devices. The solid black rectangle represents the device in Figure 3.10 and three other non-
annealed devices are shown by hollow symbols. 
 
Table 3.5 Simulation parameters on intensity dependent J-V curves of non-annealed P3HT/PCBM devices. 
Quantity Symbol Value 
Dielectric constant εr 3*10-13 F/cm 
Effective band gap Eg 1.05 eV 
Effective density of state Nc, Nv 1*1020 cm-3 
Electron mobility μn, 2.2*10-4 cm2/Vs 
Hole mobility μp 1.2*10-6 cm2/Vs 
100mW/cm2 absorption rate G 6.5*1021 cm-3s-1 
Thickness of active layer L 100 nm 
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As mentioned in Chapter 2, classic Einstein relation (D/μ = kT/q) might not be 
accurate for the disordered organic materials. The deviation of classical Einstein relation is 
owing to the property of disorder, which has been investigated by both experiment [59] and 
theoretical analysis [35]. In the generalized Einstein relation (D/μ =β*kT/q) for OSCs, β is a 
parameter related to the disorder and high value of β  implies high degree of disorder (in the 
case of solid-state materials, β =1) [35]. For detailed mathematical derivation, refer to 
Appendix B. Simulations by 1=β  and 2=β (disordered materials) are both performed to 
check the validity of using 1=β  in our simulation. It is found that with the change of β from 
1 to 2, if carrier mobility (μ) and effective bandgap (Eg) are simultaneously tuned, the 
simulation still fits intensity dependent J-V experiments for both annealed and non-annealed 
devices, without changing the monomolecular recombination rate. It is well known that the 
intrinsic property of disorder in OSCs not only related to β in the generalized Einstein 
relation, but also affects the carrier mobility [60] and effective bandgap [61]. Therefore, 
carrier mobility, effective bandgap (Eg) and degree of disorder are all correlated, which 
indicates that nano-morphology is very critical to the performance of OSCs. Herein, we only 
focus on the recombination mechanism. The nano-morphology is neglected for simplicity and 
will be further discussed in Section 7.2.  
The simulation of intensity-dependent J-V curves demonstrates that instead of 
bimolecular recombination, monomolecular recombination dominates the performance of 
P3HT/PCBM OSCs. However, the fundamental physics mechanism to cause monomolecular 
recombination is still not clear at present and need to be further investigated in the future to 
improve the performance of OSCs. Currently, researchers think that there are two possible 
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reasons for the monomolecular recombination: First, geminate recombination of charge 
transfer excitons (CTEs); Second, interface state recombination due to the defects and 
trapping in the disordered organic materials. 
If CTEs recombination accounts for the monomolecular loss, the reduced geminate 
recombination of CTEs through thermal annealing can be explained by the reduced interface 
area between donor and acceptor after thermal annealing, which decreases the possibility of 
CTEs’ recombination at the interface. An alternative explanation, based on the Monte-Carlo 
simulation, is that the increased local carrier mobility within ordered domains after annealing 
facilitates the escape of carriers from CTEs and hence reduces the geminate recombination 
[62]. On the other hand, if interface state recombination dominates, the annealing of 
P3HT/PCBM OSCs improves the crystallization and nanoscale morphology of solar cells, 
which is proved by TEM and XRD [17]. Therefore, the ameliorated defects and trapping 
reduce the interface recombination in the annealed device. Whichever explanation is correct, 
the nanoscale morphology of donor/acceptor is clearly crucial to the performance of BHJ 
OSCs. 
3.4 SUMMARY 
By simulation, we have first proved that Langevin type bimolecular recombination is not 
proper to describe the loss mechanism in BHJ OSCs due to their unique properties. Then, 
intensity-dependent photocurrent is investigated by both simulation and theoretical analysis. 
It is concluded that the fact α =1 can not absolutely role out the situation that bimolecular 
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recombination dominate in BHJ OSCs. However, if the recombination is non-negligible, the 
fact that α =1 can guarantee that monomolecular recombination is the dominant loss. Finally, 
we have investigated the recombination mechanism in P3HT/PCBM BHJ OSCs by 
simulating intensity-dependent J-V curves for both annealed and non-annealed devices. By 
comparing simulation results with experimental data, we have found that monomolecular 
recombination loss dominates in BHJ OSCs. This finding is consistent with experimental 
results, which demonstrates that bimolecular recombination is significantly suppressed in 
BHJ OSCs. Further investigation of the physical mechanism to cause the monomolecular loss 
is indispensable and imperative to understanding BHJ OSCs more thoroughly and hence 
improving their performance.  
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4.0  PERFORMANCE OPTIMIZATION OF OSCS BY SIMULATION 
By fitting simulation results to experimental J-V measurements, we have concluded that the 
dominant loss mechanism in BHJ OSCs is monomolecular recombination. The determination 
of recombination loss in BHJ OSCs improves the accuracy of simulation, and therefore it is 
feasible to find the optimal parameters for the best performance of OSCs through simulation 
study. In the following discussions, the developed simulation tools are applied to provide the 
guideline to optimize the performance of OSCs. 
4.1 THICKNESS OPTIMIZATION 
The thickness-dependent performance of OSCs has been experimentally investigated as 
shown in Figure 4.1. Five devices with active layer (P3HT/PCBM of 1:1 ratio by weight) of 
different thickness are fabricated by changing the spin speed. The thickness of active layer is 
acquired by AFM scanning in tapping mode. All other parameters remain the same for these 
five devices. It is observed that Voc remains almost the same for these five devices but Jsc 
varies corresponding to the thickness of the active layer. It is obvious that there exists an 
optimal thickness around 85nm. 
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Figure 4.1 Normalized JSC of P3HT/PCBM device as a function of the thickness of active layers. 
 
PCE of solar cells can be represented as CGA ηηηη =  [63], in which Aη  is the 
absorption efficiency; Gη  is the exciton dissociation efficiency to describe how many 
absorbed photons can be separated to free carriers; Cη  is the charge collection efficiency, 
relating to the carrier mobility and recombination loss. For BHJ OSCs, the exciton 
dissociation is so sufficient that Gη  is close to 100% [25]. Therefore, PCE is mainly limited 
by the insufficient light absorption due to the thin active layer (low Aη ) and the 
recombination loss due to the intrinsic properties in the disordered OSCs (low Cη ). The 
absorption efficiency can be expressed by Beer-Lambert theory as: 
)/exp(1/ 0 AaA LdII −−==η ,                                           4.1 
where Ia is the light absorbed by the active layer, I0 is the illumination intensity, d is the 
thickness of the active layer and LA is a constant named absorption length. It is necessary to 
point out that, for the first order approximation, the interference effect in the thin film device 
is not considered, which will be discussed later. When the thickness decreases from the 
optimal value, the decreased performance is due to the insufficient light absorption as the 
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light absorption decreased exponentially with respect to the thickness of the active layer. The 
charge collection efficiency Cη  is related to the carrier mobility. Carrier drift length is 
determined by the carrier mobility, life time and the electric field as  
EL µτ= .                                                               4.2 
In order to obtain high collection efficiency Cη , the thickness of the active layer d  should be 
shorter than carrier drift length L  in order to prevent significant recombination loss [16]. For 
the thickness dependent measurement, if the thickness of the active layer is increased beyond 
the optimal situation, Aη  increases according to Eq.4.1. However, the increased thickness 
also makes Ld <  not valid and thus Cη  decreases dramatically due to the insufficient 
extraction of the free carriers, which accounts for the decreased performance.  
As discussed above, there exists a tradeoff between light absorption and carrier 
extraction in OSCs because of the slow carrier mobility (hopping and tunneling) in the 
disordered organic materials. Therefore, the thickness of active layer should be carefully 
optimized to improve the performance of OSCs. 
4.1.1 Optical Transfer Matrix 
To optimize the thickness of active layer, it is indispensable to precisely determine the light 
distribution as well as light absorption in the active layer. In general, Beer-Lambert Law type 
absorption is used to describe the light intensity in bulk materials, assuming exponential 
decay as I (x)=I0*exp(-α*x). I(x) is the light intensity at position x, I0 is the incident light 
intensity, α is absorption coefficient. However, light absorption in thin-film devices will be 
greatly affected by optical interference effect given that the thickness of each layer is 
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comparable with the light wavelength. Thus, optical transfer matrix theory will be applied to 
rigorously determine the optical electric field distribution in the thin-film device as a function 
of depth and light wavelength. 
For the theory of optical transfer matrix, only light at normal incidence to the 
substrate is considered in the thin-film device. As the schematic in Figure 4.2, a plane wave 
was incident from left at a m-layers structure (layer 1 to layer m) between a semi-infinite 
transparent ambient and a semi-infinite substrate. Due to the optical interference in the thin-
film device, the optical electric field at any point x in layer j is a complex quantity and 
consists of a positive component Ej+(x) and a negative component Ej-(x). The optical 
properties of each layer (j) are described by the complex index of refraction as jjj inn κ+=~  
and thickness dj.  
 
ambient Layer 1 Layer j Layer n Substrate
E0+
E0-
E1+
E1-
Ej+
Ej-
Em+
Em-
Em+1+
Em+1-
I0 x
dj Sj''Sj'  
Figure 4.2 Schematic of m-layers structure between ambient and substrate. The light is incident from the left, 
with intensity I0(λ) for different wavelength λ in the solar spectrum. Each layer j (j=1,2,…m) has a thickness dj 
and its optical properties are described by its complex index of refraction as jjj inn κ+=~ . The optical electric 
field at any point (x) in layer j is represented by two components: one propagating in the positive direction (Ej+, 
left to right) and one in the negative direction (Ej-, right to left).  
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Two special cases need to be carefully considered in the theory of optical transfer 
matrix: First is the light behavior at the interface between adjacent layers (interface matrix 
Ijk); second is the light propagating in each layer (layer matrix Lj). The light behavior at the 
interface between j and k=j+1 layers can be described by a 2x2 matrix containing the 
complex Fresnel coefficients. The interface matrix Ijk can be expressed as: 
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The light propagating in layer j can be described by the layer matrix Lj as:  
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in which, wave number 
λ
π j
j
n
k
~2
= . From layer matrix Lj, it is clear that the real part of 
complex refraction (nj) is response for the phase propagation and image part of complex 
refraction ( jκ ) is related to the light absorption. The optical electric field in the ambient 
(subscript 0) is related to that in the substrate (subscript m+1) by the total transfer matrix S: 
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in which the total optical transfer matrix S is the product of all interface and layer matrices as: 
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The electric field at a distance x within layer j (Figure 4.2) can be expressed as:   
)()()( xExExE jjj
−+ += .                                                  4.7 
To express )(xE j  in term of known quantities, Eq 4.6 is split into two partial transfer 
matrices 'jS  and 
''
jS  as in Figure 4.2, 
'''
jjj SLSS = . These two matrices can be expressed as: 
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The electric field in layer j can be expressed by the partial system as: 
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in which, +'jE  and 
−'
jE  refer to the left boundary (j-1)j in layer j. 
+''
jE  and 
−''
jE  refer to the 
right boundary j(j+1) in layer j. After algebraic manipulation, Eq. 4.7 can be rewritten as: 
[ ] +−+−+ +=+= 0)2('')()()( EeretxExExE xdikjxikjjjj jjj ,                           4.12 
in which, +0E  is the electric field of the incident light from the ambient. 
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For the detailed derivation, please refer to [64]. 
After determining the distribution of optical electric field )(xE j  in layer j as Eq.4.12, 
the light intensity at a distance x within layer j of the device can be expressed as: 
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where )(0 λI  is the intensity of the incident light, 
2
0 )/(
+= jjj tnnT is the internal intensity 
transmittance, and ''jρ  and 
''
jδ  are the absolute value and the argument of the complex 
reflection coefficient for the second subsystem given by Eq 4.14. nj is the real part of 
refractive index, and jα  is the absorption coefficient as λπκα /4 jj = . 
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The first term of Eq 4.15 on the right hand side originates from the optical electric 
field propagating in the positive x direction )(xE j
+ , the second term from the field 
propagating in the negative x direction )(xE j
− , and the third term is due to optical 
interference of the first two terms. The third term becomes especially important when the 
thickness of thin film is comparable with the light wavelength ( jj de α−  is not negligible). As 
the thickness of active layer is much larger than the light wavelength ( λ>>jd , 1<<
− jj de α ), 
second term and third term will be approximately zero and only the first term dominates. 
Mathematically, when λ>>jd ,  
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which is Beer-Lambert Law type absorption for bulk materials. 
Once the distribution of light intensity in the active layer is determined, the rate of 
energy dissipated per unit volume Q can be determined as: 
                      ),()(),( λλαλ xIxQ = .                                                 4.17 
Then, the density of photon absorbed in the active layer is: 
λλλ dxQ
hc
xn ),()(
800
350
∫= .                                                4.18 
where h is Planck’s constant. The integration is performed from 350nm to 800nm because 
glass absorbs strongly below 350nm and active layer of P3HT/PCBM seldom absorbs light 
beyond 800nm due to the relative high bandgap of conjugated polymer (~2eV). 
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4.1.2 Solar Spectrum 
The energy flow within the sun results in a surface temperature of around 5800K, so the 
radiation spectrum from the sun is similar to 5800K blackbody radiation. The radiation power 
density of black body radiation can be expressed as: 
1)/exp(
12),( 5
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−
⋅=
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hcTI
λλ
πλ ,                                       4.19 
in which, λ  is wavelength, h is plank’s constant, c is light velocity in vacuum and kT is 
thermal energy. The radiation power density of the sun on the external atmosphere of the 
earth (without considering absorption of the earth atmosphere) is: 
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in which, rs is radius of the sun and dSE is the distance between the sun and the earth. 
rs=6.96*108m, dSE =1.496*1011m.  
For the characterization of ordinary OSCs on the earth, the incident spectrum AM 1.5 
global is always used because the earth atmosphere absorbs incident light with certain 
wavelength, which results in the deviation of solar spectrum on the earth from 5800K black 
body radiation, as indicated in Figure 4.3. In the following study, we will use AM 1.5 global 
spectrum (red curve, certificated by the National Renewable Energy Laboratory), in which 
there are some distinct features corresponding to the specific absorption of the earth 
atmosphere. 
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Figure 4.3 Solar spectrum. Blue curve is extraterrestrial measurement data, black is calculation based on 5800K 
blackbody radiation, and red curve represents AM 1.5G spectrum [65]. 
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4.1.3 Thickness-Dependent Performance of P3HT/PCBM Solar Cells 
The configuration of OSCs is: Glass/ITO (120nm)/PEDOT:PSS (30nm) 
/P3HT_PCBM/Al(100nm). The real part and imaginary part of complex refraction for 
different materials are shown in Figure 4.4 [66]. 
First, we used Eq 4.15-4.18 to calculate the photon absorption in P3HT/PCBM layer 
as a function of thickness for two different incident wavelengths (350nm, 500nm). There are 
mainly three observations in Figure 4.5. First, when the thickness of active layer is small 
(<500nm), there exists strong oscillation features arising from the interference effect as 
discussed above, while the oscillation gradually diminished when the thickness of active 
layer increases up to 800nm; Second, the oscillation period for the incident light with 350nm 
wavelength is shorter (peak to peak oscillation is about 100nm) compared with 550nm 
incident light (peak to peak oscillation is about 135nm), because enhanced interference 
distance (d) for a single thin film should be quarter wavelength as d=1/4*λ; Third, the light 
absorption with 550nm wavelength (red curves in Figure 4.5) is more sufficient compared 
with the absorption of 350 nm due to higher absorption coefficient of P3HT/PCBM at 550nm 
as shown in Figure 4.4b.    
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Figure 4.4 The optical constants of materials used in simulation: (a) refractive indices n, real part of complex 
index of refraction. (b) extinction coefficients, imaginary part of complex index of refraction [66]. 
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Figure 4.5 Calculated photons absorbed in P3HT/PCBM active layer versus the thickness of active layer for 
incident light with different wavelength (350nm, 500nm). 
 
Then, the photon absorption versus thickness of active layer (P3HT/PCBM) was 
calculated for AM 1.5G solar spectrum as shown in Figure 4.6. It is clear that there does exist 
optical interference effect if optical transfer matrix method (red curve) is used and as the 
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result, the absorption is enhanced at certain thickness compared with exponential decay of 
incident intensity calculated by Beer-Lambert theory (black curve). The inset of Figure 4.6 
shows that the absorbed photon calculated by both methods (optical transfer matrix & Beer-
Lambert theory) converged when the thickness of active layer increases up to 1000nm, as we 
discussed before (Eq 4.16). The simulation in Figure 4.6 indicates that the optimal thickness 
of active layer is around 90nm for P3HT/PCBM OSCs, which is in coincidence with our 
experimental results in Figure 4.1, which shows that P3HT/PCBM device with 88nm 
thickness has the best performance. 
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Figure 4.6 Calculated photons absorbed of AM1.5G solar spectrums in P3HT/PCBM active layer versus the its 
thickness based on optical transfer matrix (red curve, Eq 4.15) and Beer-Lambert theory (black curve), 
describing exponential decay of light intensity as I (x)=I0*exp(-α*x). 
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To clearly see the interference effect from the aspect of the optical electric field, let us 
focus on the first peak in Figure 4.5. The optical electric field for 87nm thickness device (first 
peak) at 500nm incident light is calculated based on both optical transfer matrix and Beer-
Lambert theory as shown in Figure 4.7. The incident optical electric field is E0 at 500nm. The 
electric field is bigger than incident field E0 due to the enhanced interference. However, the 
electric field in the active layer is underestimated if Beer-Lambert method is used.  
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Figure 4.7 Distribution of optical electric field in ITO/PEDOT:PSS/P3HT:PCBM/Al OSCs. Wavelength of 
incident light is 500nm and electric field is E0. The thickness of active layer is 87nm. Optical transfer matrix 
theory is used in red curve and black curve is based on Beer-Lambert theory. 
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After determining the optical electric field and photon absorption under AM 1.5G 
solar spectrum in the thin-film OSCs using optical transfer matrix, we are able to optimize the 
thickness of OSCs by simulating J-V curves for devices with different thickness and then 
extracting parameters such as Jsc, Voc, fill factor (FF) and PCE as a function of the thickness 
of the active layer. The simulation results are shown in Figure 4.8 for P3HT/PCBM solar cell 
devices with different post-treatments: as-casted (black curve), thermal annealed at 70oC 
(blue curve) and annealed at 140oC for half hour (red curve), respectively. It is well known 
that thermal annealing of P3HT/PCBM improves the crystallization of P3HT and hence 
increases the carrier mobility as indicated in Table 4.1 [32]. Thickness dependent PCE is 
shown in Figure 4.8a. There are two observations: First, PCE increases with the increase of 
carrier mobility, irrespective of the thickness of the active layer; Second, with the increase of 
carrier mobility, the thickness at which PCE get maximum value increased as indicated by 
the arrow in the inset because high carrier mobility can guarantee sufficient carrier extraction 
when increasing the thickness. Jsc is shown in Figure 4.8b. The blue dashed curve represents 
the maximum Jsc assuming the internal quantum efficiency is 100%, which is calculated by 
the optical transfer matrix discussed above. For red curve, it is clear that when the thickness 
is smaller than 150nm, charge collection is efficient comparing with the maximum current 
density. However, Jsc is much smaller for slower carrier mobility because of increased 
recombination loss and hence the insufficient carrier extraction. Voc in Figure 4.8c are almost 
the same, which is mainly determined by the difference between HOMO of donor (P3HT) 
and LUMO of acceptor (PCBM). The fill factor is shown in Figure 4.8d. Therefore, 
compared with the other two devices, the increased performance of the device annealed at 
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140oC is mainly due to the increased carrier mobility, which can be observed from the 
increased Jsc and FF.    
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Figure 4.8 Thickness dependent power conversion efficiency PCE (a), short circuit current Jsc (b), open circuit 
voltage Voc (c) and fill factor (d) for P3HT/PCBM solar cells as prepared (black curve), annealed at 70oC (blue 
curve) and annealed at 140oC (red curve), respectively. 
 
Table 4.1 Carrier mobility for the simulation in Figure 4.8. 
Device μn (cm2/Vs) μp (cm2/Vs) 
as-cast 2*10-4 4*10-8 
annealed at 70oC 1*10-3 1*10-6 
annealed at 140oC 2.5*10-3 3*10-4 
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4.2 LOWERING BANDGAP OF CONJUGATED POLYMER  
The simulation in Figure 4.8 indicates that increasing the carrier mobility and optimizing the 
thickness of active layer are two efficient methods to improve the performance of OSCs. 
However, the mobility for the annealed P3HT/PCBM device at 140oC almost reached 
theoretical maximum value in their pristine phase [32] and therefore, there is not too much 
space to increase the mobility. Moreover, for the device annealed at 140oC, at the optimal 
thickness (100nm), the extraction of photoexcited carrier is efficient (Figure 4.8b) and 
recombination loss is negligible (Figure 4.8d, FF>65%). The theoretical maximum PCE of 
P3HT/PCBM is no more than 5% as indicated in Figure 4.8a and unfortunately, there is not 
too much space to further increase PCE based on P3HT/PCBM devices.  
In order to be commercialized, PCE of OSCs should be increased up to 10%. 
Therefore, besides increasing carrier mobility and optimizing the thickness of the active layer, 
we should explore other method to further improve the performance of OSCs. Shockley had 
already calculated that the optimal bandgap for the solar cell is around 1.5ev in 1961 [6]. 
High bandgap in P3HT (~2eV) prevents the absorption of the solar spectrum beyond 650nm 
(Figure 4.4b). Therefore, lowering the bandgap of conjugated polymer seems like a feasible 
and promising alternative to enhance the light absorption and further increase PCE of OSCs. 
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As a candidate for new low-bandgap conjugated polymer materials, PCPDTBT (the 
chemical structure is in Figure 1.3) is receiving more and more attention recently due to its ideal 
bandgap, excellent absorption and excellent electrical properties [21]. The optical bandgap of 
PCPDTBT is about Eg~1.5eV, which can extend the absorption into infrared region (~850nm) as 
shown by blue curve in Figure 4.9a. Because of insufficient absorption of the solar spectrum 
with the wavelength between 400nm to 600nm for PCPDTBT/PC60BM, PC70BM is used as 
acceptor materials to increase the absorption from 400nm to 600nm wavelength, which is clear 
by comparing the blue and red curves. Based on the extinction coefficient in Figure 4.9a, the 
thickness-dependent maximum absorptions are calculated based on the optical transfer matrix. 
The result is shown in Figure 4.9b, which clearly validates that lowering the bandgap is an 
effective way to increase light absorption.  
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Figure 4.9 (a) extinction coefficient of P3HT/PCBM (black), PCPDTBT/PC60BM (blue) and PCPDTBT/PC70BM 
(red) as a function of light wavelength. (b) thickness dependent maximum photocurrent under AM1.5 spectrum for 
P3HT/PCBM (black), PCPDTBT/PC60BM (blue) and PCPDTBT/PC70BM (red). 
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To further verify that lowering the bandgap of conjugated polymer is an effective method 
to increase light absorption, the light wavelength dependent absorbance is calculated as shown in 
Figure 4.10. The thickness of active layer is fixed at 100nm, which is a reasonable value for 
OSCs. It is clear that lowering the bandgap of conjugated polymer (PCPDTBT/PC60BM, blue 
curve) extends the light absorption of P3HT/PCBM (black curve) from 700nm to 900nm 
wavelength. Compared with PC60BM, PC70BM is able to enhance the light absorption from 
400nm to 600nm wavelength (red curve). 
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Figure 4.10 Light wavelength dependent absorption with active layer of 100nm thickness for P3HT/PCBM (black), 
PCPDTBT/PC60BM (blue), and PCPDTBT/PC70BM (red). 
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We tried the similar procedure to optimize the performance of OSCs as shown in Figure 
4.11. The solid line is for PCPDTBT/PC70BM with actual mobility while the dashed line 
represents the maximum electron mobility in pure PC70BM phase and hole mobility in pure 
PCPDTBT phase. The value of mobility can be found in Table 4.2. The increased mobility 
results that the PCE increases from 3.8% to 5.5%, which is still far below 10%. Therefore, 
increasing the carrier mobility is not an effective method to optimize PCPDTBT/PC70BM solar 
cells because the recombination loss in this type device is very high, which can be seen from the 
relatively small fill factor (for the device with ideal maximum mobility, FF=50% at optimal 
performance). The lifetime in the simulation is 0.3 µs, which is two orders smaller than the 
optimized lifetime of P3HT/PCBM solar cells (50 µs) [67]. 
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Figure 4.11 Thickness dependent power conversion efficiency (a), short circuit current (b), open circuit voltage (c), 
and fill factor (d) for PCPDTBT/PC70BM with actual carrier mobility (solid line) and ideal maximum carrier 
mobility (dashed line) [68, 69].  
 
Table 4.2 Carrier mobility for the simulation of PCPDTBT/PCBM solar cells. 
mobility μn (cm2/Vs) μp (cm2/Vs) 
actual value   3*10-4 8*10-4 
maximum value 5.5*10-4 2*10-3 
 
Therefore, instead of increasing the carrier mobility, we simulated the effect of reducing 
recombination loss as shown in Figure 4.12. The black curve is for the actual recombination loss 
(life time is 0.3µs) right now. The reduced recombination with life time of 3µs and 30µs are 
represented by blue curve and red curve, respectively. The lifetime of red curve is comparable to 
P3HT/PCBM. The simulation indicates that decreasing the recombination loss is an effective 
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way to optimize the performance of OSCs. As shown in Figure 4.12a, if the recombination loss 
could be reduced as similar to P3HT/PCBM solar cells, PCE could be increased up to 10% at 
around 100nm thickness. The reduced recombination can increase Jsc as shown in Figure 4.12b 
as well as fill factor in Figure 4.12d as we expected. It is necessary to point out that the reduced 
recombination can also increase Voc as we discussed before. Therefore, for PCPDTBT/PCBM 
solar cells, reducing the recombination loss is an effective way to optimize its performance. 
Right now, researchers found that adding some additive besides PCPDTBT/PCBM will increase 
the nanomorphology and hence reduced the recombination loss. However, the reduction of 
recombination loss is not so significant and the fill factor of PCPDTBT/PCBM solar cells is only 
about 55% [70].  It is imperative to find new method to improve the nanomorphology in order to 
decrease the recombination loss and hence optimize the performance of OSCs. 
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Figure 4.12 Thickness dependent power conversion efficiency (a), short circuit current (b), open circuit voltage (c), 
and fill factor (d) for PCPDTBT/PC70BM with life time of 0.3µs (black curve), 3µs (blue curve) and 30µs (red 
curve). The simulation indicates that reducing recombination loss is an effective method to increase performance of 
PCPDTBT/PCBM solar cells. 
 
4.3 BALANCING CARRIER TRANSPORT IN OSCS 
It is well known that electron mobility in the fullerene derivatives (acceptor) is faster compared 
with hole mobility in the conjugated polymer (donor) even after thermal annealing [32], which 
results the unbalanced carrier transport [18]. The unbalanced carrier transport is detrimental to 
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extraction of photoexcited carriers and hence limits PCE, which is simulated in Figure 4.13. It is 
clear that Jsc and fill factor are all reduced (dash line) compared with the situation of balanced 
carrier transport (solid line) because of the unbalanced carrier transport.  
 
 
Figure 4.13 Simulation of the detrimental effect due to unbalanced carrier transport. Dash line represents the 
situation where hole mobility is one order slower than electron mobility and solid line is for the balanced carrier 
transport where electron and hole mobility is the same. 
 
For OSCs with the disordered nanomorphology, low carrier mobility is a main factor to 
limit the power conversion efficiency. If one kind of carriers (electrons in acceptor phase) has 
much larger mobility compared with the other (holes in donor phase), the slower carriers (holes) 
can not be fully extracted, resulting space charge limited current. The effect of space charge is 
simulated in Figure 4.14 and the parameters are the same as in Figure 4.8. The carrier density of 
electrons and holes versus position are calculated at short circuit current (applied voltage is zero). 
It is clear that if electron and hole has similar mobility (solid line), the extraction of electrons and 
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holes is balanced. However, if hole mobility is one order smaller compared with electron 
mobility, there is space charge (holes) near the anode which can not be fully extracted. There are 
two detrimental effects of this space charge near the anodes: First, the space charge will reduce 
the built-in electric field and thus impede the efficient carrier extraction; Second, the space 
charge near the anode will increase the carrier recombination between the active layer and the 
electrode and hence significantly decreases the performance of OSCs.   
 
 
Figure 4.14 Space charge due to unbalanced carrier transport in OSCs. The parameters are: thickness of the active 
layer 100nm, effective density of state Nc = Nv = 2.8*1019cm-3, electron mobility μn=1*10-3cm2/Vs. 
 
The simulation above indicates that balancing the carrier transport is a feasible way to 
optimize the performance of OSCs. In the followed chapter, single-walled carbon nanotubes 
(SWCNTs) were introduced in BHJ OSCs to improve the balance of carrier transport and hence 
increase the power conversion efficiency.  
 79 
4.4 SUMMARY  
Using the developed simulation tool in Chapter 2 and the determined monomolecular 
recombination loss in Chapter 3, we have investigated several methods to optimize the 
performance of OSCs. First, the thickness of active layer has been optimized due to the tradeoff 
between light absorption and photoexcited carrier extraction. Because OSCs are thin-film 
devices, optical transfer matrix is used to exactly determine the light absorption in the active 
layers. However, for P3HT/PCBM devices, with the optimized thickness and carrier mobility, 
PCE is still only 5%, which can not be commercialized. Then, the simulation results indicate that 
lowering the band gap of conjugated polymer is a promising alternative to further optimize the 
performance of OSCs because of the enhanced light absorption compared with P3HT. However, 
the nanomorphology of OSCs with low bandgap materials need to be further optimized to 
decrease the recombination loss. It is expected from the simulation that PCE can significantly 
boost up to 10%, if the recombination loss could be reduced as low as P3HT/PCBM devices. 
Moreover, unbalanced carrier transport is also investigated and the simulation indicates that 
increasing the hole mobility is a feasible way to optimize the performance of OSCs.     
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5.0  SINGLE-WALLED CARBON NANOTUBE ENHANCED OSCS 
Considering the most important factor to limit PCE is the intrinsic slow carrier mobility (hopping 
and tunneling) in the disordered organic materials, single-walled carbon nanotubes (SWCNTs) 
are experimentally introduced in OSCs to increase the carrier mobility through the ballistic 
pathway provided by SWCNTs. 
When SWCNTs are blended together with regioregular poly 3-hexylthiophene (P3HT) 
and 6,6-phenyl C61-butyric acid methyl ester (PCBM) for the fabrication of OSCs, sufficient 
exciton dissociation is achieved at P3HT/PCBM interface, and meanwhile, free carriers transport 
through a ballistic pathway provided by SWCNTs with much lower resistance instead of hopping 
between the disordered organic materials. In this way, it is expected that the introduction of 
SWCNTs can optimize the performance of OSCs.  
However, it has been observed that too much SWCNT decreased the performance of 
OSCs. Unfortunately, there is no convincing explanation based on theoretical analysis. In order 
to further optimize the performance of OSCs incorporated with SWCNTs, it is imperative to 
explore how SWCNTs exactly work in OSCs. In the following, different effects of 
semiconducting and metallic SWCNTs in BHJ OSCs have been experimentally investigated. 
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5.1 MATERIALS AND FABRICATION METHOD 
The schematic structure of SWCNTs enhanced OSCs is shown in Figure 5.1. SWCNTs (1-2nm 
in diameter, 0.5-2um in length and 90% in purity, as indicated in Figure 5.2) as received from 
Sigma were dissolved in chloroform. After sonicated for 2 hours, SWCNTs were introduced to 
PCBM in chloroform and sonicated for another hour in order to blend SWCNTs and PCBM 
uniformly. Then P3HT in chloroform were added to the blended PCBM and SWCNTs solution. 
After stirring for 2 hour, the solution was left to settle down inside inert atmosphere for about 48 
hours to allow remaining impurities and some bundled SWCNTs to sedimentate out. Therefore, 
the actual concentration of SWCNTs should be much lower than their nominal values. The active 
layer was spun on ITO glass (8Ω /square) coated with PEDOT:PSS with around 20nm thickness. 
Four kinds of devices (50:50 wt.-% P3HT/PCBM) with different weight ratio of SWCNTs to 
P3HT (nominal 0%, 1%, 3% & 5%) were fabricated and the thickness of active layers remains 
the same (100nm) for all devices. Finally, Aluminum (Al) was coated on top as cathode by 
thermal evaporation using a shadow mask at vacuum of 10-6 mbar and the area of the device was 
10mm2, which was determined by the overlap between ITO and Al. It should be pointed out that 
the value of concentration is not accurate because after preparing the active layer solution, they 
are moved to a vacuum box for two days in order to deposit insoluble carbon nanotubes on the 
bottom. The real device is shown in Figure 5.3. 
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Figure 5.1 Chemical structure of P3HT, PCBM and SWCNTs (top) and the schematic of a PV device (bottom). 
 
 
Figure 5.2 SWCNTs investigated by (a) AFM image and (b) SEM image. Some SWCNTs have diameter about 1-
2nm as shown in the black circle.  Diameter of other SWCNTs is about 5nm, which is bundled SWCNTs.  
    
 
Figure 5.3 Solar cell devices. 
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5.2 J-V OF SWCNTS ENHANCED OSCS UNDER ILLUMINATION 
The current-voltage (J-V) characteristics of those four devices were measured under the same 
illumination intensity of 2/100 cmmW and the results are shown in Figure 5.4. For the device 
with nominal 5% SWCNTs, it is short circuit as the actual concentration of SWCNTs exceeds 
the percolation threshold. Therefore, the performance of this device will not be further analyzed. 
It is observed that, in comparison with the device without SWCNTs, Jsc for the device with 
nominal 1% SWCNTs increased around 30%. However, for the device with nominal 3% 
SWCNTs, Jsc, Voc as well as fill factor are all decreased. In order to optimize the performance of 
OSCs incorporated with SWCNTs, it is imperative to explore the underlying reason to cause the 
decreased performance.  
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Figure 5.4 J-V characteristics of OSCs with same thickness (100nm) and different concentration of SWCNTs under 
illumination intensity of 100mW/cm2. 
 
Both theoretical and rigorous simulation have proved that, for the situation with non-
negligible recombination loss (fill factor is less than 50%) as in Fig.5.4, the fact that α in 
αIJ ph ∝ equals one indicates that monomolecular recombination is dominant; while α decreases 
monotonically from unit with the increase of bimolecular recombination. For the detail of 
intensity dependent photocurrent, please refer to Section 3.2. The dependence of photocurrent 
phJ  on light intensity I  measured by subtracting dark current from the respective current-
voltage curves at three different applied voltages (0V, 0.2V and 0.4V) is presented in Figure 5.5. 
For devices with 0% and nominal 1% SWCNTs, α  close to unit at any bias voltage means that 
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the bimolecular recombination for these two devices is negligible. But for the device with 
nominal 3% SWCNTs, α =0.88 0.83 and 0.69 at 0V, 0.2V and 0.4V respectively indicates the 
strong bimolecular recombination in the device with higher concentration of SWCNTs.  
 
 
Figure 5.5 Intensity dependence of the photocurrent for three devices at different applied voltages. 
 
In general, SWCNTs are grown as mixed bundles of semiconducting and metallic tubes 
according to different chirality [71]. Even though only about 1/3 is metallic, the detrimental 
effect of metallic SWCNTs in the active layer of OSCs is not negligible. Due to the presence of 
metallic SWCNTs, some photoexcited free electrons in PCBM phase and holes in P3HT phase 
will recombine directly in metallic SWCNTs in the form of bimolecular recombination instead of 
being totally extracted by external circuit as shown in the schematic diagram (Figure 5.6). 
Therefore, it is reasonable to conclude that the degraded performance of the device with high 
concentration of SWCNTs (nominal 3%) is attributed to the abundance of metallic SWCNTs in 
the active layer. 
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Figure 5.6 Schematic energy diagram to show that the presence of metallic SWCNTs causes serious bimolecular 
recombination of photoexcited electrons from PCBM and holes from P3HT. 
 
To verify that introduction of semiconducting SWCNTs can improve the electrical 
conductivity, the carrier mobility is investigated under illumination. Figure 5.7 presents the 
reverse bias dependence of photocurrent for devices with 0% and nominal 1% SWCNTs under 
illumination intensity of  2/100 cmmW  (only these two devices are analyzed because both have 
negligible bimolecular recombination, which makes them comparable). phJ  is plotted as a 
function of the effective applied voltage across the devices VVFB − ,where FBV  is flat band 
voltage, at which 0=phJ  (Figure 2.3). As shown in Figure 5.7, at small effective potential, 
implying a small electric field in the device, the photocurrent is extraction limited and linearly 
increased with the voltage as described by [72]: 
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where q is the electron charge, G  is the generation rate of electron hole pairs, eu ( hu ) is electron 
(hole) mobility and eτ  ( hτ ) is the lifetime of electron (hole). When the electric field increased to 
certain value at which carrier drift length Eµτω =  exceeds the device thickness L , all the 
photoexcited free charge carriers are extracted at the contacts. The photocurrent is then 
photoexcitation limited and saturated as qGLJ ph = [73, 74]. At turning point from linear to 
saturation region, carrier drift length ω  is equal to the thickness of active layer L  [74], i.e. 
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It is reasonable to assume that the carrier life time τ  is the same for devices with 0% and 
nominal 1% SWCNTs because the intensity dependence measurement demonstrates that the 
bimolecular recombination is negligible for both devices. The fabrication process guarantees that 
the thickness of the active layer L  is also the same. According to Eq 5.2, for fixed τ  and L , 
carrier mobility µ  is reversely proportional to VV −0  at the turning point. As shown in Figure 
5.7, compared with high voltage of turning point ( VVB 41.0= ) of the device without SWCNTs, 
lower voltage of turning point ( VVA 19.0= ) of device with nominal 1% SWCNTs shows that 
average carrier mobility is doubled (
19.0
41.0
==
A
B
B
A
V
V
µ
µ ) after the introduction of SWCNTs into the 
active layer.  
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Figure 5.7 Jph of devices with 0% and 1% SWCNTs as a function of effective applied voltage at illumination 
intensity of 100mW/cm2. 
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5.3 J-V OF SWCNTS ENHANCED OSCS IN THE DARK 
For illumination measurement above, carriers come from photoexcitation and then are extracted 
by the external circuit; while for dark measurement carriers are from the injection through 
external circuit and the device behaves a diode. For both situations, there are electrons and holes 
in the active layer which transport between two electrodes. Due to the presence of metallic 
SWCNTs in the active layer, the electron and hole will recombine in the metallic SWCNTs in 
the form of bimolecular recombination, whatever the electrons and holes come from either 
photoexcitation (under illumination) or from injection (in the dark). 
Figure 5.8 shows J-V characteristics in the dark for three devices with nominal 0%, 1% 
and 3% SWCNTs. All devices show typical diode behavior without light illumination. For the 
device with nominal 3% SWCNTs, the forward current is decreased compared with other two 
devices because electron and hole, injecting from the external circuit, will recombine together in 
the metallic SWCNTs in the form of bimolecular recombination as discussed above. Then, dark 
J-V data were fitted to the standard diode current voltage relation, )exp(*
nkT
qVJJ sF =  to 
determine the ideality factor n and saturation current density Js. q is unit electronic charge, V is 
the forward bias voltage, kT is thermal energy. According to [30, 75], carrier recombination 
results in the increase of ideality factor n. The fitting results at room temperature (kT=0.0256eV) 
are shown in Table 5.1. 
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Figure 5.8 Dark J-V characteristics of OSCs with different concentration of SWCNTs. The inset is the logarithm 
scale of J-V to show that all curves go through (V=0, J=0) point, which indicates that the capacitance effect is 
negligible in our solar cell devices. 
 
            Table 5.1 Fitting parameters of dark J-V curves based on the ideal diode equation. 
 0% SWCNTs 1% SWCNTs 3% SWCNTs 
Ideality factor (n) 3.2 3.09 6.51 
Saturation Current Js  (mA/cm2) 3.707*10-4 10*10-4 247*10-4 
 
The ideality factors of 0% SWCNTs device (n=3.2) and 1% SWCNTs device (n=3.09) 
are almost same, which indicates the recombination of carriers for these two devices are 
comparable. This is in coincidence with the conclusion from Figure 5.5 (α  is almost same for 
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0% and 1% SWCNTs, indicating the bimolecular recombination is comparable in the 
illumination situation). However, for 3% SWCNTs, the ideality factor is much larger (twofold 
higher than that of devices with 0% and 1% SWCNTs). Therefore, the decreased forward current 
of 3% SWCNTs device is attributed to the increased ideality factor, which arises from the 
increased carrier recombination in metallic SWCNTs.  
After investigation of ideal factor n, let us focus on the saturation current Js. According to 
[30], 
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in which, Lp and Ln are diffusion length, which can be expressed as  
)()()( npnpnp DL τ= .                                                     5.4 
Dp(n)  is the diffusion coefficient and according to Einstein relation  
)()( )/( npnp qkTD µ= .                                                  5.5 
Based on Eq 5.3-5.5, saturation current density Js is related to carrier mobility and high mobility 
results in high saturation current density. According to Table 5.1, with increasing concentration 
of SWCNTs, Js increases as well because the introduction of SWCNTs improves the carrier 
mobility. However, the device with 3% SWCNTs (highest mobility) did not have the best 
performance because even though the carrier mobility increased, the carrier recombination also 
increased (high ideality factor) and the carrier recombination dominates the performance of the 
device with 3% SWCNTs. 
The bimolecular recombination is negligible for both devices of 0% and nominal 1% 
SWCNTs, so dark J-V curves of these two devices are comparable. Because the presence of 
semiconducting SWCNTs provides a ballistic pathway which has lower resistance compared 
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with carrier hopping in the device without SWCNTs [76, 77], introduction of SWCNTs with low 
concentration (nominal 1%) into the device improved the electrical conductivity of the active 
layer as demonstrated by the enhanced forward current under the same applied voltage compared 
with the device without SWCNTs.  
5.4 SUMMARY 
The experiments show that the introduction of SWCNTs with small weight-ratio into BHJ OSCs 
can improve the performance as we expected; However, it has been observed that excessive 
SWCNTs decreased the performance of OSCs. The different effects of semiconducting SWCNTs 
and metallic SWCNTs have been investigated by J-V characterization both under illumination 
and in the dark. It is found that on one hand, the presence of semiconducting SWCNTs provides 
additional ballistic pathways for carriers to be extracted directly instead of slow hopping between 
disordered organic materials, which improve the performance of OSCs; on the other hand, 
metallic SWCNTs cause the electron and hole recombine, which decrease the efficiency of PV 
devices. This calls for a critical need to enrich the semiconducting ones in bulk SWCNTs either 
from fabrication or from post-fabrication process.  
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6.0  ELECTRICAL CHARACTERIZATION OF SWCNTS IN OSCS BY KELVIN 
PROBE FORCE MICROSCOPY 
Introducing carbon nanotubes in BHJ OSCs has shown the ability to improve PCE because 
carbon nanotubes can provide ballistic pathways for carriers to transport with smaller electrical 
resistance instead of slow hopping and tunneling in disordered organic materials [76-78]. 
However, the fundamental question, whether carbon nanotubes work as donor (hole rich) or 
acceptor (electron rich) in BHJ OSCs, remains controversial in the literature [77]. Some assumed 
that nanotubes worked as acceptor materials and photoexcited electrons transported into 
nanotubes [78]; While others claimed that nanotubes were donor materials and became hole-rich 
after photoexcitation [79]; Until now, direct measurement is not available to support either side. 
Therefore, to further optimize the device performance, there is a critical need to fully understand 
the electrical role of SWCNTs in OSCs.  
We assume that instead of acceptor materials, SWCNTs are donor materials to transport 
photoexcited holes in P3HT/PCBM OSCs. There are three macroscopic observations that can 
support our opinion. 
 The first observation is based on the experiment results in [80]. When nanotubes are 
placed between active layer (P3HT/PCBM) and cathode (Al), the performance degrades 
according to illumination J-V measurement; while the efficiency increased when 
SWCNTs was coated between PEDOT:PSS and active layer. From this observation, it is 
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assumed that carbon nanotubes can not act as acceptor materials. (Aluminum as cathode, 
which is connected with SWCNTs, extracts electron) 
 For P3HT/PCBM BHJ OSCs, the electron mobility in the PCBM phase is about 1 orders 
higher than the hole mobility in P3HT phase [18, 32]. If nanotubes were acceptor 
materials, the electron mobility would increase further and the difference between 
electron and hole mobility would also increase, which would result in unbalanced carrier 
transport and hence worse performance [18]. However, Figure 5.4 demonstrates that the 
fill factor (FF) and Jsc of 0% SWCNT device is 32.7% and 7.6mA/cm2 while for nominal 
1% CNTs device, %4.42=FF  and 2/8.9 cmmAJsc =  (Voc is almost same). If carbon 
nanotubes worked as acceptor materials, the unbalanced charge transport can not result in 
the improvement of the performance as discussed in Section 4.3. It should be pointed out 
that the decreased performance of nominal 3% SWCNTs device is due to the carrier 
recombination.  
 The unbalanced carrier transport is detrimental for carrier extraction in PVs, especially 
for OSCs due to the low carrier mobility. For OSCs, if one kind of carriers has much 
larger mobility compared with the other, the slower carriers can not be fully extracted as 
quickly as fast carriers, which will result in the space charge limited photocurrent [74]. 
For space charge limited photocurrent, 2/10 )( VVJ ph −∝ . However, there does not exist 
such region as that the slope of log(Jph) vs (V0-V) is 0.5 in Figure 5.7, which means the 
introduction of nanotubes to the OSCs did not unbalance the charge transport. We believe: 
Even though individual SWCNTs are known to possess an extremely high carrier 
mobility (around 10000cm2/Vs), when SWCNTs are blended with P3HT/PCBM, the 
mobility of SWCNTs decreased compared with individual ones because of the random 
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network of SWCNTs (however, it is still higher than carrier mobility in P3HT and PCBM 
phase). 
 
The analysis above indicates that SWCNTs in OSCs is donor materials to transport holes. 
However, the argument so far is based on macroscopic evidences and might not be convincing. 
Therefore, in the following, Scanning Kelvin Probe Force Microscopy (KPFM) will be employed 
to locally investigate the electrical role of SWCNTs in P3HT/PCBM BHJ solar cells. For a 
comprehensive review of KPFM on organic thin film, refer to [81]. 
6.1 INTRODUCTION TO KELVIN PROBE FORCE MICROSCOPY 
Atomic force microscope (AFM) [82] uses a piezo scanner to move a silicon (Si) or silicon 
nitride (SiN) cantilever with a sharp tip (radius is about 10nm) across the sample surface in a 
raster scan manner. AFM topographical images have lateral resolution down to nanometer scale 
and normal resolution down to atomic level, which can determine roughness, grain size, and 
features of the sample at nanometer scale. Comparing to scanning electron microscopy (SEM) 
and transmission electron microscopy (TEM), AFM can operate in ambient condition as well as 
in the liquid without destroying the sample, which offers the advantages of in-situ 
characterization and easy operation. Besides its capability of imaging high-resolution topography, 
AFM can also be used to study surface properties including electrical and magnetic 
characterizations at nanometer scale by its derivatives (also called advanced modes) such as 
current AFM (C-AFM) [83], electrostatic force microscopy (EFM) [84], scanning capacitance 
microcopy (SCM) [85], scanning spread resistance microscopy (SSRM) [86] and scanning 
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Kelvin probe force microscopy (KPFM) [87], etc. These advanced modes can perform 
simultaneous characterization of morphological and physical properties with high spatial 
resolution. Among all these advanced AFM modes, KPFM is probably the most complicated but 
most useful one, especially in the area of OSCs [88, 89]. It combines AFM and classical Kelvin 
probe technology and has ability to quantitatively map the surface potential difference between 
the sample and AFM tip at nanometer scales.  
6.1.1 Classical Kelvin Probe Technique 
The classical Kelvin Probe is a non-contact, non-destructive device to measure the contact 
potential difference (VCPD) between the tip and the sample, based on the electrostatic force 
between them. VCPD between two different materials depends on work function, electric dipole at 
interface, adsorption layers and doping concentration in semiconductors [87]. The physics 
principle of classical Kelvin Probe technique is shown in Figure 6.1.   
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Figure 6.1 Schematic diagram to show the physics principle of classical Kelvin Probe technique. (a) two materials 
with different work function (Φ1, Φ2) and Fermi level (EF1, EF2). (b) When these two materials are electrically 
contacted, electrons will move from material 2 with higher Fermi level (EF2) to materials 1 with lower Fermi level 
(EF1), until two Fermi levels are aligned. The charges present in these two materials cause electrostatic field (E) and 
the contact potential difference VCPD between these two materials. (c) if an external potential Vc is applied between 
these two materials until the electrostatic force is nullified, the applied potential Vc equals to the contact potential 
difference between these two materials as Vc=VCPD. 
 
 
In reality, a mechanical oscillation is introduced in the capacitor consisting of two 
materials (Kelvin Probe tip and the sample) with different work functions as shown in Figure 6.2. 
The capacitance (C) is reversely proportional to the distance between these two materials (d) 
as: dC /1∝ . Due to the introduced mechanical oscillation, the distance d is: 
                                              )cos( 110 tddd ω+= ,                                                            6.1 
in which, d0 is the initial distance between these two materials and )cos( 11 td ω  is the introduced 
mechanical oscillation. The current introduced by this oscillation can be expressed as: 
                       V
dt
dCCV
dt
dti == )()( ,                                                         6.2 
in which, the voltage on the capacitor (V) is: 
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                       cCPD VVV −= .                                                                6.3 
If the applied voltage Vc is tuned to nullify the current i(t) in the circuit of Figure 6.2, the contact 
potential difference can be obtained as: VCPD=Vc. 
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Figure 6.2 Schematic to show how to obtain the contact potential difference VCPD in the classical Kelvin Probe. 
 
6.1.2 Work Principle of Scanning Kelvin Probe Force Microscopy  
KPFM is able to measure VCPD at nanometer scale. Instead of Van der Waals force, KPFM is 
based on the long range electrostatic interaction between a conductive AFM tip and the sample 
surface. When a voltage V is applied between the sample and the tip (usually the sample is 
grounded and the voltage is placed on the AFM tip), the total energy (U) stored in the capacitor 
formed by the tip, substrate and the air gap is [90]: 
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1 CVU −= .                                                            6.4 
By assuming V is irrelevant to z, the electrostatic force can be expressed as  
2
2
1 V
z
CF
∂
∂
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acdccp VVVV ++= ,                                                           6.6 
where cpV  is the contact potential difference between the tip and the sample, dcV  and acV are 
applied AC and DC voltage to the AFM tip respectively. The voltage (V) between the AFM tip 
and the sample can be modified as: 
)sin()( tVVVV eacdccp ×++= ω ,                                                 6.7 
in which ωe is the frequency of AC voltage on the tip. Combining Eq. 6.2 and 6.4, electrostatic 
force can be expressed as 
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Focus on the second term of the electrostatic force,  
)sin(*)( tVVV
z
CF eacdccpe ×+∂
∂
= ωω ,                                        6.9 
which is the electrostatic force with the electric driving frequency (ωe). If a close loop is applied 
to adjust Vdc such as the signal of first order frequency (ωe) is nullified, Vcp=-Vdc. Moreover, for 
the common used AFM coated with metal, the work function of the metal is well known. From 
the value of Vcp, the work function of substrate can be obtained at nanometer scale [91]. 
 100 
There are basically two methods to implement KPFM. The first is called dual-path lift-up 
scan mode, in which the electrostatic force is nullified by coupling a DC voltage Vdc= –Vcp signal 
to the probe when the probe is being lifted to a small height (10nm-20nm) above the sample 
surface and then following the exact profile of the surface acquired by the previous scan. In this 
case, electrical driving frequency (ωe) can be set at the mechanical resonant frequency (ωm) to 
achieve high sensitivity; Second method is single scan, in which the photo detector records the 
combination of the tip oscillation both at ωm and ωe as shown in Figure 6.3. In such case, ωe 
must be set to a different value than ωm. “Lock in 1” amplifier as shown in Figure 6.3 isolates the 
oscillation signal at ωm and compares the oscillation amplitude with the set point value. The 
feedback loop of “Z servo” follows the topography of the sample to maintain the oscillation 
amplitude at the set point, and therefore, acquires the surface topography. At the same time, 
“Lock in 2” amplifier extracts the oscillation signal at ωe. The feedback loop of “KFM servo” 
applies a DC voltage (Vdc) to the AFM tip to nullify the electrostatic force at ωe. According to Eq. 
6.9, if the signal at ωe is nullified (Vcp=-Vdc), the surface potential can be precisely acquired. In 
summary, by using two different driving signals and two separated feedback loops, topography 
and surface potential can be simultaneously mapped at nanometer scales using single-scan mode 
SKPM.  
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Figure 6.3 Mechanism of KPFM in single scan mode based on Agilent 5500 AFM with Mac III controller. 
 
Figure 6.4 demonstrates the capability of “KPFM servo” to nullify the electrical 
oscillation F(ωe). X axis is the tuning frequency in unit of kHz and y axis represents F(ωe) signal 
in unit of volt. In Figure 6.4a where “KPFM servo” is off, oscillation amplitude at 
ωe=10.234kHz is 0.186V. This is called electrostatic force microscopy (EFM) without nullifying 
F(ωe). When “KPFM servo” is turned on in Figure 6.4b, it is clear that F(ωe) is almost fully 
nullified. The oscillation amplitude at ωe (3mV) is comparable with the electrical oscillation 
noise of the system, which is about 1.6mV.    
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Figure 6.4 F(ωe) signal when KPFM servo off (a) and on (b). 
 
Dual scan and single scan KPFM are compared in Table 6.1. Considering the small 
feature of SWCNTs with diameter only about 1nm, single-scan mode KPFM is chosen due to the 
higher spatial resolution compared with dual scan mode. 
 
Table 6.1 Comparison between single-scan and dual-scan KPFM. 
 Single Scan Dual Scan 
Speed Fast Slow 
Spatial resolution High Low 
ωe ωe≠ωm ωe =ωm 
Sensitivity Low High 
Crosstalk Need to be minimized Low 
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6.2 INVESTIGATION AND MINIMIZATION OF CROSSTALK IN KPFM  
For the single-scan KPFM, topography and surface potential are acquired simultaneously. 
Therefore, there is inevitably crosstalk, which might cause the significant deviation of surface 
potential and topography from their actual value. We have done a comprehensive study to 
minimize the crosstalk between the topography and surface potential image. The experimental 
investigation shows that the crosstalk is almost negligible if the electrical frequency in the 
second lock-in (ωe) is carefully tuned such that it is neither a multiple nor a factor of the 
mechanical frequency in the first lock-in (ωm).  
In our KPFM studies, the mechanical drive frequency (ωm) was determined by the first 
flexural resonant frequency of the cantilever. The AFM tip (Veeco SCM-PIT, k=2.8N/m, coated 
with Pt/Ir) has a nominal ωm about 75kHz. The electrical drive frequency (ωe) was set around 
10kHz. However, the exact value of ωe needs to be carefully tuned in order to eliminate the 
crosstalk between the oscillation signals at ωm and at ωe. Intuitively, the cross-talk should be 
significantly reduced if the electrical frequency in the second lock-in (ωe) is neither set at a 
multiple nor at a factor of the mechanical frequency in the first lock-in (ωm). For example, if 
ωm=80kHz, we choose ωe =10.234kHz instead of 10kHz to avoid crosstalk.   
To verify our hypothesis, we set up the following experiment to study cross-talk between 
topography and surface potential images: A square-wave test voltage from an external function 
generator (peak to peak voltage of 0.6V and frequency of 4Hz) was applied to a cleaned ITO 
glass substrate and KPFM was employed to the ITO glass surface while setting scan size to zero. 
With this set-up, we can simulate an absolute flat surface with periodic potential when the 
scanning rate is a factor of the frequency of the square wave. Ideally, the surface potential signal 
should change periodically because of the applied square wave voltage, while there should be no 
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topography feature as the scan size was set to zero. In reality, the feature in the topography 
image represents the crosstalk from surface potential image to the topography image. In our 
experiment, the mechanical drive frequency (ωm) is set at 80kHz. Figure 6.5a and 6.5b are 
topography and surface potential image acquired when ωe was set to 10kHz, which is a factor of 
ωm. Figure 6.5a’ and 6.5b’ are the topography and surface potential image when ωe=10.234kHz, 
which is not a factor of ωm. All other parameters, such as scan rate (0.5Hz), proportional gain (P 
gain), integral gain (I gain) for two feedback loops and the amplitude of AC bias to the tip, are 
kept the same for both situations. In Figure 6.5a, it is observed that there exists non-ignorable 
crosstalk from SP signal to the topography because ωe was a factor of ωm. The crosstalk in 
Figure 6.5a is about 1.3nm, which is comparable to the diameter of SWCNTs. When we set 
ωe=10.234kHz to avoid being a factor of ωm, the crosstalk from SP signal to the topography was 
significantly reduced from 1.3nm (Figure 6.5a) to 0.15nm (Figure 6.5a’), which is about one 
order smaller than the diameter of SWCNTs. Therefore, if ωe is not a factor of ωm, the crosstalk 
from SP signal to the topography is negligible compared to the feature size studied herein 
(SWCNTs). It is necessary to mention that the scan rate is set to 0.5Hz and frequency of square 
wave is 4Hz, which is a multiplier of scan rate. Ideally, surface potential pattern should be like a 
vertical strip. However, in SP images, strips are tilted due to the different timing synchronies 
between the frequency of external square wave voltage source (from the function generator) and 
internal scan rate (from AFM). 
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Figure 6.5 Investigation of crosstalk from surface potential to topography. Comparison of the crosstalk between the 
situations in which ωe is a factor of ωm (a, b) and ωe is not a factor of ωm (a’, b’). a & a’ represent the crosstalk from 
surface potential to topography. 
 
Every time before KPFM study of SWCNTs, the above testing experiment (square wave 
voltage applied to ITO surface with zero scan size) was always performed for two reasons: first, 
to fine tune the KPFM control feedback parameters (P gain and I gain for the second feedback 
loop); second, to make sure the parameters we chose such as ωe, ωm, scan rate, I gain, P gain for 
both two feedback loops will not induce large crosstalk between topography and surface 
potential image. 
The above experiment verifies that the crosstalk from SP signal to the topography is 
negligible in our KPFM study of SWCNTs if electric driving frequency (ωe) was carefully 
chosen. It is also necessary to investigate the crosstalk from topography signal to SP signal. The 
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following experiment was set up to explore the crosstalk from topography to SP signal: a grating 
(depth 200nm) was scanned in tapping mode by using the KPFM tip, where no electric 
oscillation (ωe) was applied to AFM tip. “Lock in 1” extracts the topography signal as usual 
tapping mode AFM; while at the same time, “Lock in 2” acquired the signal at 10.234kHz, 
which is electrical driving frequency in KPFM mode. The difference between this experiment 
and KPFM is that there are neither electrical oscillation (AC signal) nor electric bias (DC signal) 
applied to the conductive AFM tip in this experiment even though the signal at electric drive 
(10.234kHz) is also acquired. Therefore, the crosstalk from topography to SP signal can be 
ideally simulated. The signal in “lock in 2” arises from the nonlinear interaction between the 
AFM tip and the sample. The experiment result is shown in Figure 6.6. It is clear that the cross 
talk from topography to SP is only about 0.007 V, which is negligible.  
 
 
Figure 6.6  Investigation of crosstalk from topography to SP image. (a) the topography of a grating with 200nm 
depth. (b) the signal extracted at ωe without electric drive at ωe, which indicates the crosstalk from topography (a) to 
surface potential (b). 
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At this stage, it is safe to conclude that the crosstalk between topography and surface 
potential image (crosstalk from surface potential to topography as well as from topography to 
surface potential) is negligible in our experiments. 
6.3 KPFM OF SWCNTS ON OSCS  
KPFM has been utilized to analyze MDMO-PPV/PCBM OSCs because it is feasible to detect the 
relative large PCBM clusters (in size larger than 100nm) from the blending [92, 93]. However, 
KPFM has rarely been used to study P3HT/PCBM OSCs due to the difficulty to differentiate 
PCBM from P3HT because of the uniform distribution of these two materials in sub nanometer 
scale. Wu, et al. [79] used KPFM to study the film blending with P3HT and multi-wall carbon 
nanotubes. However, it was hard to distinguish nanotubes from P3HT because nanotubes were 
imbedded in the polymer and might not be exposed at the sample surface to the AFM tip. In 
order to tackle this problem, SWCNTs were carefully coated on top of active layer in our 
experiment as shown in the schematic diagram (Figure 6.7). Thus, it is feasible to differentiate 
SWCNTs from other materials and characterize their electrical properties by KPFM.  
 
 108 
 
Figure 6.7 Schematic of KPFM of SWCNTs on top of active layer. 
 
In our study, KPFM was first applied to investigate SWCNTs on top of P3HT film as 
shown in Figure 6.8. The fabrication procedure followed our previous study as in [52] except 
that instead of Aluminum, SWCNTs were carefully coated on top of P3HT in order to expose 
both P3HT and SWCNTs to the AFM tip. The topography in the dark (Figure 6.8a) and under 
illumination (not shown here) are almost the same except for some thermal drift. The sample was 
illuminated by a halogen lamp with intensity of 90mW/cm2 calibrated by a thermal power meter. 
The surface potential (SP) images are shown in Figure 6.8b (in the dark) and Figure 6.8c (under 
illumination). Figure 6.8d indicates SP values of cross sections both in the dark and under 
illumination. Figure 6.8e is the band schematic diagram to show the heterojunction between 
P3HT and SWCNTs. SP images show that the width of SWCNTs is about 90nm, which is much 
larger than the actual diameter of SWCNTs. There are two factors which might account for the 
enlarged diameter of SWCNTs. First, due to the coating of conductive layer on the AFM tip, the 
radius of KPFM tip is around 25nm, which is larger than that of bare silicon tip (≤10nm). 
Second, long-range electrostatic force also limits the spatial resolution of KPFM image [90, 94]. 
Comparing Figure 6.8b and 6.8c, SP contrast between SWCNTs and P3HT slightly decreased 
from 0.14V in the dark to 0.08V under illumination. The decreased SP contrast under 
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illumination indicates the transport of photoexcited carriers from active layer (P3HT) to 
SWCNTs, which can be explained with the help of the schematic band diagram (type I 
heterojunction) in Figure 6.8e. In the dark, SP of P3HT is higher than that of SWCNTs, which 
implied the direction of local electric field (E) is from P3HT to SWCNTs (refer to the relative 
vacuum level).  As indicated by the arrow in Figure 6.8e, holes can move to SWCNTs after light 
absorption by P3HT, which is energy favored; While electrons tend to remain in P3HT because 
the energy barrier △E in the conduction band. The reduced SP contrast under illumination is 
attributed to the induced electric field by both photoexcited electrons in P3HT and holes in 
SWCNTs, which has opposite direction as the local electric field in the dark. KPFM study of 
SWCNTs on top of P3HT clearly verifies that SWCNTs work as donor in P3HT/SWCNTs OSCs.  
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Figure 6.8 (a) Topography of SWCNTs on top of P3HT in the dark. (b) SP image in the dark. (c) SP image under 
illumination. (d) SP values of the cross section indicated by the dash line in SP images. The position of SWCNTs 
shifts under illumination compared with in the dark because of thermal drift. (e) Band schematic diagram of type I 
heterojunction between P3HT and SWCNTs. 
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In order to explore electrical role of SWCNTs in P3HT/PCBM/SWCNTs OSCs, KPFM 
was again used to study SWCNTs on top of P3HT/PCBM blended film. Figure 6.9a is 
topography of SWCNTs on top of P3HT/PCBM blended film in the dark. The SP images in the 
dark (Figure 6.9b) and under illumination (Figure 6.9c) as well as their SP values of the cross 
section (Figure 6.9d) indicate that SP contrast between SWCNTs and P3HT/PCBM under 
illumination almost disappeared. Specifically, SP contrast decreases from 0.19V in the dark to 
0.04V under illumination. Compared with SWCNTs on P3HT in Figure 6.8, decrease of SP 
contrast between SWCNTs and P3HT/PCBM under illumination is more significant because 
more holes transport from active layer (P3HT/PCBM) to SWCNTs and as a result, the induced 
electric field by photoexcited electrons and holes is much stronger to make the band flatten [95]. 
The heterojunction band schematic diagram in Figure 6.9e indicates photoexcited charge 
transport. When SWCNTs were coated on top of P3HT/PCBM blending, photoexcited excitons 
are effectively separated to free carriers at the interface between blended P3HT and PCBM due 
to BHJ configuration [25]. While for SWCNTs on top of P3HT, only small amount of excitons 
located at interface between P3HT and SWCNTs can be separated to free carriers considering the 
exciton diffusion length is only about 10nm. For SWCNTs on top of P3HT film, insufficient 
holes transport can not change SP contrast between P3HT and SWCNTs (Figure 6.8d) as much 
as for SWCNTs on top of P3HT/PCBM film (Figure 6.9d), which can explain that the low 
efficiency of conjugate polymer/SWCNTs solar cells is attributed to insufficient exciton 
dissociation [77]. The comparison between Figure 6.8 and 6.9 also demonstrates that BHJ is very 
important for photoexcited exciton to be separated to free electrons and holes, as we discussed 
before. 
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Figure 6.9 (a) Topography of SWCNTs on top of P3HT/PCBM in the dark. (b) SP image in the dark. (c) SP image 
under illumination. (d) SP values of the cross section. (e) Band schematic diagram of type I heterojunction between 
P3HT/PCBM and SWCNTs. 
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KPFM study on P3HT/PCBM/SWCNTs also demonstrates that photoexcited holes are 
present in SWCNTs and thus SWCNTs work as donor, which is coincident with the macroscopic 
fact that introducing SWCNTs in P3HT/PCBM BHJ solar cells is able to increase PCE due to the 
increased hole mobility. For blended P3HT/PCBM solar cells, the electron mobility in PCBM is 
about one order higher than the mobility of holes in P3HT [18]. If nanotubes were acceptor to 
transport electrons, the electron mobility would increase and hence the mobility difference 
between electron and hole would further increase, which could result in much more unbalanced 
carrier transport [18]. Therefore, the improved performance of P3HT/PCBM/SWCNTs solar 
cells at least proves that the introduction of SWCNTs increases hole mobility, which means 
SWCNTs work as donors more than as acceptors.  
To further verify that the improved performance of P3HT/PCBM/SWCNTs OSCs is 
attributed to the increased hole mobility because of the introduction of SWCNTs, KPFM of 
SWCNTs on PEDOT:PSS was performed. Figure 6.10a is the topography of SWCNTs on top of 
PEDOT:PSS in the dark. SP images in the dark (Figure 6.10b) and under illumination (Figure 
6.10c) are almost the same, indicated by the cross-section value in Figure 6.10d because of 
absence of light absorption. There is a dust near SWCNTs in topography image while it is not 
detectable in SP image, which also demonstrates that the topography and SP signal are well 
separated and there is no interference between them, as we discussed in Section 6.2. Different 
from SWCNTs on top of P3HT/PCBM film where SP value of SWCNTs is smaller compared 
with the substrate, SP of SWCNTs is larger than that of PEDOT:PSS, which indicates the 
direction of local electric field at the interface is from SWCNTs to PEDOT:PSS (refer to the 
relative vacuum level in Figure 6.10e). The band schematic diagram in Figure 6.10e shows that 
transports of photoexcited holes from SWCNTs to PEDOT:PSS are energetically favored. 
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Therefore, photoexcited holes can transport effectively from active layer (P3HT/PCBM) to 
SWCNTs, to PEDOT:PSS and then be extracted by anode. SWCNTs work as a bridge to extract 
photoexcited holes. 
 
 
Figure 6.10 (a) Topography of SWCNTs on top of PEDOT:PSS in the dark. (b) SP image in the dark. (c) SP image 
under illumination. (d) SP values of the cross section. (e) Schematic diagram to show contact between PEDOT:PSS 
and SWCNTs. 
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6.4 KPFM OF ZINC OXIDE NANOWIRE ON OSCS 
The electric role (donor materials) of SWCNTs in P3HT/PCBM OSCs has been investigated by 
both macroscopic observations as well as KPFM. The electric role of Zinc Oxide (ZnO) 
nanowires in P3HT/PCBM OSCs was also investigated. Because the valence band of ZnO 
nanowires is much lower compared with HOMO of P3HT as indicated in Figure 6.11, it is well 
known that ZnO is acceptor materials and should be electron rich after photoexcitation. 
 
 
Figure 6.11 Schematic of energy band structure of P3HT, PCBM and ZnO. 
 
Figure 6.12 is Scanning Electron Microscopy (SEM) of ZnO nanowires as prepared 
(Figure 6.12a) and coated on P3HT/PCBM (Figure 6.12b). The length is about 2um and width is 
about hundreds nanometer. It is necessary to mention that the size of ZnO nanowires is not 
uniform. The KPFM of ZnO nanowires on P3HT/PCBM is shown in Figure 6.13. From the 
topography (a), the length is about 2um and width is about 150nm, which is in coincident with 
SEM image. Comparing the SP image in the dark (b) and under illumination (c), it is clear that 
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photoexcited electrons are present in ZnO nanowires after photo absorption by the active layer 
because ZnO is a well-known acceptor material as indicated in Figure 6.11. 
 
 
Figure 6.12 SEM image of vertical ZnO nanowires on substrate as prepared (a) and on P3HT/PCBM active layer (b). 
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Figure 6.13 The KPFM of ZnO nanowire on P3HT/PCBM. (a) topography, (b) SP image in the dark, (c) SP image 
under illumination. (d) Band schematic diagram to show type II heterojunction between P3HT/PCBM and ZnO 
nanowires. 
  
6.5 SUMMARY 
The electrical role of SWCNTs in P3HT/PCBM OSCs has been experimentally investigated by 
KPFM. By comparing the surface potential contrast between SWCNTs and active layers in the 
dark and under illumination, it is confirmed that SWCNTs are donor materials to transport 
photoexcited holes. This microscopic observation is in coincidence with the macroscopic results 
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that introducing of SWCNTs is able to balance the carrier transport between electron and holes 
and hence improve the performance of OSCs. It is necessary to point out that the cross talk 
between surface potential signal and topography signal should be minimized in the single-scan 
mode KPFM.  
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7.0  CONCLUSION AND FUTURE WORK 
7.1 MAJOR ACCOMPLISHMENTS 
This Ph.D dissertation is focused on both theoretical modeling/simulation and experimental 
characterization of BHJ OSCs to optimize their performance. The major accomplishments are 
listed as follows: 
1. After numerically solving the coupled Poisson and Continuity equations by Gummel 
iteration, we have successfully developed the simulation tool to predict the operation of 
BHJ OSCs (J-V curves). 
2. Then, the recombination loss has been investigated by simulating intensity dependent J-V 
curves for both annealed and non-annealed P3HT/PCBM cells. It is found that instead of 
bimolecular recombination, monomolecular recombination dominates the performance of 
BHJ OSCs. 
3. Based on the developed simulation tool and the determined loss mechanism, we have 
investigated the optimization of OSCs in three different aspects as: 
• Thickness optimization. For the thin film device, the interference effect has been 
considered by optical transfer matrix. 
• Lowering bandgap of conjugated polymer. Considering the relative large bandgap 
of regular conjugated polymer (~2eV), we have theoretically investigated the 
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effect of lowering bandgap of conjugated polymer and have found that conjugated 
polymer with low bandgap increased the absorption of infrared light. 
• Balancing carrier transport in BHJ OSCs because the fast transport of electrons in 
acceptor (fullerene) and the slow transport of holes in conjugated polymer result 
in the space charge, which is detrimental to the carrier extraction.  
4. As for experiments, considering the slow carrier mobility in the disordered organic 
materials, we have introduced SWCNTs in the active layer to increase carrier mobility. It 
is observed that small portion of SWCNTs improve the performance but large portion of 
SWCNTs is detrimental. The investigation on J-V curves, both under illumination and in 
the dark, have proved that the improved performance in P3HT/PCBM/SWCNTs device is 
attributed to the increased carrier mobility as the semiconducting SWCNTs provide 
ballistic pathways for carriers directly to the electrodes in contrast to the normal hopping 
conduction in the disordered organic devices. However, for OSCs with large 
concentration of SWCNTs, metallic SWCNTs cause electron-hole pair recombination, 
and as a result degrade the device performance.  
5. The electrical role of SWCNTs in OSCs is locally investigated by scanning Kelvin Probe 
Force Microscopy. By comparing the surface potential (SP) contrast between dark and 
illumination, it is concluded that instead of acceptor, SWCNTs work as donor materials 
to transport photoexcited holes. 
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7.2 FUTURE WORK 
7.2.1 Determination of Boundary Condition by KPFM 
The determination of boundary condition is critical to solve the coupled Poisson and continuity 
equations and to predict the behavior of OSCs. An ohmic contact at both electrodes is always 
assumed as in Chapter 2. Under this approximation, Voc is mainly determined by the difference 
between HOMO of the donor and LUMO of the acceptor [34]. However, it is realized that not 
only the energy band structure of donor/acceptor, but also the interface between the active layer 
and electrodes affect Voc of OSCs [96, 97]. Even for ohmic contact, there is still a voltage drop at 
the interface between the active layer and electrodes due to the band bending [98]. Therefore, it 
is desirable to precisely determine the boundary condition through direct measurement of the 
interface potential.  
KPFM is a good candidate to serve this purpose. Using single scan mode KPFM, we have 
identified the electrical role of SWCNT in OSCs as a donor material in Chapter 6. In the future, 
KPFM can be used to investigate the boundary condition between the active layer and the 
electrodes as shown in Figure 7.1. The difficulty of this future work is to flatten the cross-section 
of the device. There are two possible methods to prepare such sample: (1) breaking a device to 
expose the cross-section and then followed by polishing; (2) directly cutting a device to expose 
the cross-section. The latter method is the same as in preparation of TEM samples but, in this 
device, the ITO has to be on a plastic surface instead of glass. Using the measurement data from 
KPFM, we can obtain the correct boundary condition for our simulation study and further to 
optimize the performance of OSCs. 
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Figure 7.1 Schematic diagram to show the investigation of boundary condition of OSCs by KPFM. 
 
7.2.2 Nanomorphology Investigation by Monte-Carlo Simulation 
As discussed in Section 3.3, nanomorphology is strongly related to the macroscopic parameters 
such as carrier mobility, effective bandgap and generalized Einstein relation. In the future, the 
simulation tool can be significantly improved by combining the Monte-Carlo simulation with the 
device modeling (Poisson and continuity equations). Monte-Carlo simulation will relate 
macroscopic parameters with the nanomorphology. Then, these morphology-related parameters 
will be considered in the device modeling. In this way, it is able to predict the best morphology 
to optimize the performance of OSCs.  
After determination of the boundary condition by KPFM (Section 7.2.1) and 
investigation of nanomorphology by Monte-Carlo simulation (Section 7.2.2), the comprehensive 
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simulation tool is able to optimize the performance of OSCs regarding the thickness of active 
layer, the electrode/buffer materials, and the nanomorphology as shown in Figure 7.2. 
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Figure 7.2 The schematic diagram showing comprehensive simulation tool to optimize the performance of OSCs. 
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7.2.3 Corrugated Surface 
It has been theoretically proved that V-shape active layer can increase the light absorption [99]. 
In the future, we want to manipulate the flat active layer to corrugated shape as shown in Figure 
7.3. There are mainly two advantages of this configuration: First, light absorption is enhanced 
because light bounces back and forth many times in the active layer; Second, the carrier 
extraction is improved because carrier transport length Lt is smaller than the light absorption 
length La as shown in Figure 7.3. 
 
Bounce back and forth
La
Lt
 
Figure 7.3 Schematic of the proposed corrugated surface to enhance light absorption and to improve carrier 
transport. 
 
            We investigated OSCs with corrugated configuration and the simulation results are 
shown in Figure 7.4. For the device with corrugated surface (blue curve), the transport length Lt 
is fixed at 80nm and x axis (thickness) represents absorption length La. It is clear that for the 
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device with corrugated surface, with the increase of absorption length La, PCE also increases due 
to the increased light absorption and fixed carrier loss arising from the fixed transport length Lt at 
80nm. 
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Figure 7.4 Simulation of thickness dependent PCE for OSCs with flat surface (red curve) and with corrugated 
surface (blue curve). 
 
 
Even though OSCs is still not commercially available due to some disadvantages such as 
low PCE and short lifetime, it is still promising to generate green electricity at lower cost 
compared with silicon based solar cells and thereby help to preserve our environment in the near 
future. We believe the contribution of this Ph.D dissertation and the success of our future work 
will provide major advancement down the road for commercialization of OSCs.   
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APPENDIX A 
INTENSITY DEPENDENT PHOTOCURRENT 
In the following, we will prove the statement in Section 3.2: When monomolecular 
recombination is negligible, α equals one when bimolecular recombination loss is much smaller 
compared with the carrier extraction. With the increase of bimolecular recombination, α  
monotonically decreases from one. 
If bimolecular recombination dominates, Eq. 3.9 can be expressed as   
nPnrG b ⋅+⋅=
2 .                                                                A1 
α≡
+⋅
+⋅
==
Pnr
Pnr
dndG
nG
Gd
nd
b
b
2/
/
)(ln
)(ln .                                                 A2 
Solving the differential equation Eq.A2, it is obtained that 
ααα GcGcncGn ⋅=⋅=⇒+⋅= 100 )exp()ln()ln( ,                                   A3 
in which, c0 c1 are constant with exp(c0)=c1. Because photocurrent Jph is proportional to carrier 
density n and generation rate G is proportional to light intensity I, it is derived that: 
                             αIJ ph ∝ ,                                                                       A4 
in which, α was defined in Eq.A2 as: 
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Therefore, α is a monotonic function of Pnrb /⋅ . If bimolecular recombination loss is negligible 
compared with carrier extraction ( nPnrb ⋅<<⋅
2 ), α equals one. With the increase of bimolecular 
recombination rate, α  monotonically decreases from the unit, which is in coincident with the 
simulation results in Figure 3.5. 
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APPENDIX B 
EINSTEIN RELATION 
Einstein relation only for electrons is discussed in this appendix. Einstein relation for holes can 
be similarly investigated and therefore it will not be mentioned here. 
In order to derive Einstein relation in the ordered solid-state materials, let us first look at 
Eq.2.6, which is  
xxnqDxxxqnJ nnn ∂∂∗+∂∂∗−= /)(/)()( ϕµ  .                                             B1 
At equilibrium:   Jn=0  → )//(/ dxdnnFD nn −=µ ,                                                                     B2 
electric field:     xxF ∂−∂= /)(ϕ  
Electron is Fermion with spin 1/2, which obeys Fermi-Dirac statistics as: 
  
)exp(1
1)(
kT
EEEn F−+
=                                                                  B3 
in which n(E) is the possibility of electron to occupy the energy level E, EF is Fermi energy, kT is 
thermal energy. If materials are not extremely heavy doped for the non-degenerated situation, 
Boltzmann approximation is a good approximation of Fermi-Dirac statistics (Eq.B3). The 
Boltzmann distribution can be expressed as: 
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Therefore, the electron density of solid state materials at position x is:  
)
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 .                               B5 
in which,  g(E)∝(E-Ec)1/2 
Combing Eq. B2 and B5, we can get: 
qkTkT
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c
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−
=−=µ .                                    B6 
This is classical Einstein relation for solid-state materials in the non-degenerated situation. 
However, Eq.B5 is invalid for disordered materials because the DOE is Gaussian distribution, 
which can be expressed as: 
g(E)∝ )2exp()/1( 22 σσ E−∗                                                    B7 
Combining Eq.B2, B4 and B7, the generalized Einstein relation for disordered materials can be 
expressed as [35]: 
)/(*/ qkTD nn βµ = ,                                                          B8 
in which )(σβ  is a parameter related to the degree of disorder (σ ) in the OSCs. β  can be 
expressed as [35]: 
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