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Abstract
A general continuous mean-variance problem is considered for a diffu-
sion controlled process where the reward functional has an integral and a
terminal-time component. The problem is transformed into a superposition
of a static and a dynamic optimization problem. The value function of the
latter can be considered as the solution to a degenerate HJB equation ei-
ther in viscosity or in Sobolev sense (after a regularization) under suitable
assumptions and with implications with regards to the optimality of strate-
gies. There is a useful interplay between the two approaches – viscosity and
Sobolev.
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1 Introduction
Mean-variance optimization problems have been established as a dominant
methodology for portfolio optimization. Markowitz [11] introduced the single-
period formulation of the problem in 1952. It was not until the beginning of the
new century, however, that dynamic mean-variance optimisation by means of dy-
namic programming received much attention, mainly due to the difficulties that
the non-markovianity of the variance introduced to the problem. As an alternative
to dynamic programming, the problem was solved using martingale methods (see,
e.g., Bielecki et al. [4]) or risk-sensitive functionals (see, e.g., Bielecki et al. [5]),
whose second order Taylor expansion has the form of a mean-variance functional.
A major advance in the theory for mean-variance functionals came by embed-
ding the original problem into a class of auxiliary stochastic control problems that
are in Linear-Quadratic form. This approach was introduced by Li and Ng [9]
in a discrete-time setting, while an extension of this method to a continuous-time
framework is presented in Zhou and Li [16], and further employed in Lim [10].
This approach leads to explicit solutions for the efficient frontier under some con-
straints imposed on the optimisation problem (they assume that the reward func-
tion is a linear function of the controlled process). Wang and Forsyth [15] design
numerical schemes for auxiliary linear-quadratic problems formulated in [16] and
construct an efficient frontier. In [14], Tse et al. show that the numerical schemes
designed in [15] provide indeed all the Pareto-optimal points for the efficient fron-
tier.
Aivaliotis and Veretennikov [1] propose an alternative methodology that em-
beds the mean-variance problem into a superposition of a static and a dynamic
optimisation problem, where the latter is suitable for dynamic programmingmeth-
ods. Solutions in the spaces of functions with generalised derivatives (henceforth
called Sobolev spaces) are obtained through reqularisation. A further extension of
this method is presented in [2] where the viscosity solutions approach is followed.
In the latter, each of the functionals either depends on the terminal value of the
controlled process or on the integral from time 0 to time T of the controlled pro-
cess are considered but separately. This approach does not in general provide any
explicit solutions, but is geared towards numerical approximations that are proven
to work efficiently. One advantage of the proposed methodology is that the prob-
lem can be solved for a pre-determined coefficient of risk aversion. For the LQ
approach, the whole efficient frontier has to be traced and then optimal strategies
can be assigned to different coefficients of risk-aversion. We should note that the
strategies discussed in this paper are "precommitment" strategies. Alternatively
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one can consider "equilibrium" strategies (see Björk et al. [6]) or dynamically
optimal strategies (see Pedersen and Peskir [12]) however these refer to different
notions of optimality.
Let us consider a d-dimensional SDE driven by a d-dimensional Wiener pro-
cess (Wt,Ft, t ≥ 0)
dXt = b(αt, t, Xt) dt+ σ(αt, t, Xt) dWt, t ≥ t0, Xt0 = x. (1)
We will specify the assumptions on the coefficients b and σ later, depending on
one or another approach that we take: based on Sobolev derivatives and solutions,
or on viscosity solutions. The strategy (αt, t0 ≤ t ≤ T ) may be chosen from the
class A of all progressive measurable processes with values in a compact convex
set A ⊂ Rℓ. Admissible strategies are those for which the equation (1) has a
unique solution on (Ω,F ,P, (Ft)). The second approach in this paper based on
solutions of Bellman’s equation in Sobolev spaces assumes that on our probability
space there is another independent Wiener process (W˜t) of dimension d such that
the couple (Wt, W˜t) is (Ft)-adapted.
We will use the standard short notation where the dependence of X on the
strategy, initial data x and t0 is shown by E
α
t0,x in the expectation; the full notation
would beX
α,t0,x
t . Another important class of strategiesAM is a family of feedback
ones – also called Markov strategies – given by an equality αt = a(t, Xt) with
some Borel measurable function α(·) with values in A such that there exists a
(strong) solution of the equation
dXt = b(α(Xt), t, Xt) dt+ σ(α(Xt), t, Xt) dWt, t ≥ t0, Xt0 = x. (2)
The issue of existence (and uniqueness) of solution for it has to be examined sepa-
rately because the standard assumptions (see below) sufficient for the equation (1)
may easily fail here. This sub-class of strategies will only be briefly mentioned
in the last section with a proper reference for the interested reader; hence, we do
not discuss how to tackle this problem here. Yet, note that in section 5.1 Markov
strategies will generally speaking depend on time t and on two state variables x
and an auxiliary y, not just on (t, x).
Consider a (Borel measurable) instantaneous reward function f : Rℓ× [0, T ]×
R
d → R. The (random) reward from time t0 to T for a certain path of a process
(1) and strategy α ∈ A is expressed by the integral
∫ T
t0
f(αs, s, X
α,t0,x
s ) ds. At the
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terminal time T , we will consider a “final payment" Φ(XT ). Thus the expected
reward from t0 to T for a control strategy α ∈ A will be
Eαt0,x
(∫ T
t0
f(αs, s, Xs) ds+ Φ(XT )
)
.
In the mean-variance control problem, one aims at maximising the expected re-
ward function while penalizing for variance (that represents risk). For a control
strategy α ∈ A the functional is defined as
vα(t0, x) := E
α
t0,x
(∫ T
t0
f(αs, s, Xs) ds+ Φ(XT )
)
− θ Varαt0,x
(∫ T
t0
f(αs, s, Xs) ds+ Φ(XT )
)
, θ ∈ R. (3)
θ > 0 indicates a risk averse investor, whereas θ < 0 a risk seeking investor. The
value function is defined as a supremum,
v(t0, x) := sup
α∈A
vα(t0, x). (4)
The class AM is called sufficient for the control problem (1) & (4) iff
sup
α∈A
vα(t0, x) = sup
α∈AM
vα(t0, x).
In this paper we consider solutions to the problem of computing the value
function via HJB equation both in Sobolev spaces and in viscosity sense and of
finding an optimal or nearly optimal strategy for it. The contribution of this paper
is twofold: we consider a general combined integral and terminal time payment
functional and we discuss the optimality of strategies in different settings.
With regards to the functional, the problem when Φ(·) = 0 has been discussed
in [1] with solutions in Sobolev spaces. Both (Φ = 0, f = 1) and (Φ = 1, f = 0)
cases have been discussed in [2] using viscosity solutions. It is clear, however, that
the solution to problem (4) may not be derived as a combination of the previous
two partial cases due to the nonlinearity because of the supremum involved.
When looking for solutions in Sobolev spaces, we need to use regularisation
(similar to [1]) as we cannot relax the non-degeneracy assumption. (This is not
necessary for viscosity solutions; yet, the latter do not provide a clue for finding
an optimal or nearly optimal strategy). We also do relax the assumptions regard-
ing the boundness of the drift and diffusion coefficients in the first setting based
on viscosity approach, as well as of the reward function f in comparison to the
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assumptions used in [1]. Finally we show that regularisation results into exis-
tence of ε−optimal or nearly optimal strategies, whereas a verification theorem
for viscosity solutions is only available under rather strict boundness assumptions
which are not fulfilled in our context. Certain links between viscosity and Sobolev
approaches are also shown with some useful consequences for both.
2 Mean-Variance Control
The goal of this paper is to propose a way to compute a maximum of a linear
combination of the mean and variance of a payoff function which involves both
an integral and a final payment. The value function (4) presents a genuinely non-
markovian optimisation problem. This is due to the time-inconsistency of the
variance term due to the square of the expectation and the square of an integral of
the process. In detail
v(t0, x) := sup
α∈A
{
Eαt0,x
(∫ T
t0
f(αs, s, Xs) ds+ Φ(XT )
)
− θ
[
Eαt0,x
( ∫ T
t0
f(αs, s, Xs) ds+ Φ(XT )
)2
−
(
Eαt0,x
( ∫ T
t0
f(αs, s, Xs) ds+ Φ(XT )
))2]}
.
In order to deal with the square of the integral, we define the following state
process (Xt, Yt) by the following stochastic differential equation (as in Aivaliotis
and Veretennikov [1] or Aivaliotis and Palczewski [2]):
dXt = b(αt, t, Xt) dt+ σ(αt, t, Xt) dWt, Xt0 = x
dYt = f(αt, t, Xt) dt, Yt0 = y.
(5)
The assumptions set later on will ensure existence and uniqueness of solutions
to the above SDE. The different sets of assumptions, depending on the approach
we follow, will result in different types of solutions of the above SDE. We will
comment on these in the relevant sections. Note that f drives the dynamics of Yt
in the extended state process (Xt, Yt); therefore, we will need to impose on f the
same assumptions which we impose on b.
Naturally, in order to write down a (backward) PDE, we have to allow the
process Yt to depend on the initial data Yt0 = y ∈ R. Then the value function can
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be written as v(t0, x) := v˜(t0, x, 0), where
v˜(t0, x, y) = sup
α∈A
{
Eαt0,x,y
(
gα(XT , YT )
− θ
[
Eαt0,x,y
(
gα(XT , YT )
)2
−
(
Eαt0,x,y
(
gα(XT , YT )
))2]}
,
with the terminal condition v˜(T, x, y) = gα(x, y) = y + Φ(x).
For the square of the expectation, we follow the dual representation x2 =
supψ∈R{−ψ
2 − 2ψx} (as in Aivaliotis and Veretennikov [1]). This results in the
following representation:
v˜(t0, x, y) = sup
α∈A
{
Eαt0,x,yg(XT , YT )− θ E
α
t0,x,y
(
g(XT , YT )
)2
− sup
ψ∈R
{
− θψ2 − 2θψEαt0,x,yg(XT , YT )
}}
= sup
ψ∈R
{
V (t0, x, y, ψ)− θψ
2
}
,
where V (t0, x, y, ψ) = supα∈AE
α
t0,x,y
(
(1− 2θψ)g(XT , YT )− θ
(
g(XT , YT )
)2)
.
REMARK 2.1. In principle, it is possible to deal with higher moments of the
function g by a linear approximation of the form E(gn) = supψ,φ(φ+ ψg). How-
ever one can show that the optimal φ will be the (n − 1)th moment of g making
this approach impractical for n > 2.
2.1 Viscosity solutions
For an introduction to viscosity solutions for stochastic control problems, we refer
the interested user to [13, Chapter 4] or [3]. In particular see [13, Def. 4.2.1] for
a definition of a viscosity solution.
In this section we make the following assumptions:
(AV ) • The functions σ, b, f,Φ are Borel with respect to (a, t, x) and continu-
ous with respect to (a, x) for every t; moreover, there exist constants
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K1, K2 such that
‖σ(a, t1, x)− σ(a, t2, z)‖ ≤ K1 (‖x− z‖+ |t1 − t2|)
‖b(a, t1, x)− b(a, t2, z)‖ ≤ K1 (‖x− z‖+ |t1 − t2|)
|f(a, t1, x)− f(a, t2, z)| ≤ K2 (‖x− z‖+ |t1 − t2|)
(Lipschitz condition)
•
‖b(a, t, x)‖ ≤ K1
(
1 + ‖x‖
)
‖σ(a, t, x)‖ ≤ K1
(
1 + ‖x‖
)
|f(a, t, x)| ≤ K2
(
1 + ‖x‖
) (linear growth condition)
• |Φ(x)| ≤ K1(1 + ‖x‖
m).
For viscosity solutions we do not need to assume non-degeneracy of matrix σσT .
Note that the process (Xt, Yt)would have been strongly degenerate even if we had
assumed non-degeneracy of σσT . Under (AV ) it follows from standard moment
bounds on SDE solutions that the value function may grow at infinity no faster
than some polynomial.
THEOREM 2.2. Under assumptions (AV ) for every ψ ∈ R the value function
V (t0, x, y, ψ) is a unique continuous polynomially growing viscosity solution of
the following HJB equation:
Vt0 + supa∈A
{
b(a, t0, x)
TVx +
1
2
tr
(
σσT (a, t0, x)Vxx
)
+ f(u, t0, x)Vy
}
= 0,
V (T, x, y, ψ) = (1− 2θψ)g(x, y)− θ
(
g(x, y)
)2
,
(6)
Proof. We rewrite (6) in a canonical form:{
−Vt0(t0, x˜, ψ)−H
(
t0, x˜, Vx˜(t0, x˜, ψ), Vx˜x˜(t0, x˜), ψ
)
= 0,
V (T, x˜, ψ) = 0,
where x˜ = (x, y), the HamiltonianH is given by
H
(
t, (x, y), p˜, M˜
)
= sup
u∈A
[
b(u, t, x)Tp1 +
1
2
tr
(
σσT (u, t, x)M
)
+ p2f(u, t, x)
]
,
with p˜ = (p1, p2) andM is obtained from M˜ by removing the last row and column.
Assumptions (AV ) imply that the domain of the Hamiltonian is the whole space
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(dom(H) = {(t, x, p,M) ∈ [0, T ] × Rn × Rn × Sn}) and H is continuous. By
virtue of [13, Theorem 4.3.1], V is a viscosity solution of (6) (it is clearly of
polynomial growth because f satisfies the linear growth condition). Due to the
Lipschitz property of f and Φ the value function V is continuous at the terminal
time t = T . Hence, the comparison theorem ([13, Theorem 4.4.5]) yields the
continuity of V and assures that V is a unique continuous polynomially growing
viscosity solution to (6).
REMARK 2.3. Note that under assumptions (AV ) the value function is the same
for any filtration (Ft). This will be used in the section 4 in Theorem 4.1.
We will need a similar result about the regularised version of the state process
(Xt, Yt) given by the SDE system
dXt = b(αt, t, Xt) dt+ σ(αt, t, Xt) dWt, Xt0 = x,
(7)
dY εt = f(αt, t, Xt) dt+ εdW˜t, Yt0 = y.
Here W˜ is a d-dimensional Wiener process independent ofW . As was prompted
earlier, we assume that the pair (Wt, W˜t) is adapted to the filtration (Ft). Accord-
ingly we define the regularized value function:
v˜ε(t0, x, y) = sup
α∈A
{
Eαt0,x,yg(XT , Y
ε
T )− θ E
α
t0,x,y
(
g(XT , Y
ε
T )
)2
+ sup
ψ∈R
{
− θψ2 − 2θψEαt0,x,yg(XT , Y
ε
T )
}}
= sup
ψ∈R
{
V ε(t0, x, y, ψ)− θψ
2
}
,
where V ε(t0, x, y, ψ) = supα∈AE
α
t0,x,y
(
(1− 2θψ)g(XT , Y
ε
T )− θ
(
g(XT , Y
ε
T )
)2)
.
THEOREM 2.4. Under assumptions (AV ) for every ψ ∈ R the value function
V ε(t0, x, y, ψ) is a unique continuous polynomially growing viscosity solution of
the following HJB equation:

Vt0 + sup
a∈A
{
b(a, t0, x)
TVx +
1
2
tr
(
σσT (a, t0, x)Vxx
)
+ f(u, t0, x)V
ε
y +
ε2
2
V εyy
}
= 0,
V (T, x, y, ψ) = (1− 2θψ)g(x, y)− θ
(
g(x, y)
)2
,
(8)
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The proof is similar. Of course, for the regularised system solution of the HJB
equation also exists in the Sobolev sense which is the content of the next section.
3 Sobolev Solutions
In this section we suggest suitable HJB equations for the mean-variance prob-
lem, as reformulated in the previous section. The solutions of parabolic HJBs
will be considered in the Sobolev classes W
1,2
p,loc with one derivative with re-
spect to t and two with respect to x in Lp in any bounded domain. Denote
W
1,2
loc =
⋂
p>1W
1,2
p,loc
⋂
C. For the functions of three variables, v(t, x, y), 0 ≤
t ≤ T, x, y ∈ Rd, we will use the Sobolev class W
1,2,2
loc =
⋂
p>1W
1,2,2
p,loc
⋂
C. To
ensure uniqueness of solutions of the forthcoming Bellman’s equations, we will
be looking for these solutions growing at infinity no faster than some polynomial.
These classes will be denoted, respectively, by CW
1,2
loc,poly and CW
1,2,2
loc,poly.
Throughout this section, we assume the following
AS • The functions σ, b, f are Borel with respect to (α, t, x), continuous
with respect to (α, x) and continuous with respect to x uniformly over
u for each t. Φ(x) is continuous with respect to x. Moreover, there are
constantsK1, K2 such that
• ‖σ(α, t, x)− σ(α, t, x′)‖ ≤ K1|x− x
′|,
• ‖b(α, t, x)− b(α, t, x′)‖ ≤ K1|x− x
′|,
• |f(α, t, x)− f(α, t, x′)| ≤ K2|x− x
′|,
• ‖σ(α, t, x)‖+ ‖b(α, t, x)‖ ≤ K,
• |f(α, t, x)| ≤ K2,
• |Φ(x)| ≤ K2(1 + ‖x‖
m),
• σσT is uniformly non-degenerate.
In order to establish the existence of solutions in Sobolev spaces, it is essential
that the resulting HJB equations are non-degenerate. Yet, the state process (5) is
strongly degenerate and so will be the resulting HJB equation for problem (6). In
order to avoid degeneracy, apart from assuming non-degeneracy for σσT we add
a small constant positive diffusion coefficient ε > 0 with an independent (toWt)
Wiener process to the variable Yt in (5). The regularised state process (Xt, Yt) has
been introduced in ghe previous section in the equation (7).
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THEOREM 3.1. Under assumptions (AS) for every ψ ∈ R the value function
V ε(t0, x, y, ψ) is a unique solution in CW
1,2,2
loc,poly of the HJB equation (8).
Proof. Under Assumptions (AS) the result follows from [8, Chapters 3 and 4].
In the next section, we will show that the function V ε is locally Lipschitz
in ψ and grows at most linearly in this variable. Hence, the supremum is again
attained at some ψ from a closed interval. Then the external optimisation problem
becomes:
vε(t0, x, y) = sup
ψ
[
V ε(t0, x, y, ψ)− θψ
2
]
. (9)
4 Properties of value functions
In this sections we show some properties of the value functions that are common
in both approaches described above. These are important properties that allow
the numerical solution of the mean-variance problem to be tractable. We assume
that a new set of assumptions (A0) holds, which is the union (mathematically
intersection: both of them are satisfied) of the assumptions (AS) and (AV ).
THEOREM 4.1. Under Assumptions (A0), viscosity and Sobolev solutions of the
HJB equation coinside. In particular, the Sobolev solution coinsides with the
value function computed for the class of strategies adapted to any filtration (Ft)
which means that the value function does not depend on the particular filtration.
In a way, this is a repetition of the Remark 2.3.
THEOREM 4.2. Under Assumptions (A0):
i) The functions V, V ε, (V (ε) in short which stands either for V , or for V ε in
the sequel) are continuous in ψ and convex in ψ. If f,Φ are non-negative,
V, V ε are decreasing in ψ.
ii) There exists a constant C such that
|V (ε)(t0, x, y, ψ)− V
(ε)(t0, x, y, ψ
′)| ≤ C (1 + ‖x‖) |ψ − ψ′|.
iii) The value function v is given by
v(t0, x) = sup
ψmin≤ψ≤ψmax
{
V (ε)(t0, x, 0, ψ)− θψ
2
}
,
10
where
ψmin = − sup
α∈A
Eαt0,x,yg(t, Xt, Yt) > −∞,
and
ψmax = − inf
α∈A
Eαt0,x,yg(t, Xt, Yt) < +∞.
Proof. The proof follows the same line of reasoning as in [2, Theorem 2.2] and
making use of the definition for the function g. For part (i), it is straightforward
to prove convexity, which implies continuity with respect to ψ where finite (recall
that our function under consideration is finite everywhere, though). It is clear
from the definition of V, V ε that they are decreasing in ψ for non-negative f,Φ.
For part (ii) we check that V ε grows at most linearly in ψ, which implies that the
mapping h(ψ) = V ε(t0, x, y, ψ)− θψ
2 attains its maximum in a compact interval.
By convexity, V ε has well-defined directional derivatives. Hence, h also has well-
defined directional derivatives and in a point where the maximum is attained the
left-hand side derivative is non-negative while the right-hand side derivative is
non-positive. We then show that ∂+h(ψ) > 0 for ψ < ψmin and ∂
−h(ψ) < 0 for
ψ > ψmax. This implies that the conditions for maximum can only be satisfied
in the interval [ψmin, ψmax]. We skip further details and refer the reader to [2,
Theorem 2.2].
THEOREM 4.3. Under assumptions (A0):
sup
t,x,y
|vε(t0, x, y)− v(t0, x, y)| ≤ |θ|(ε
2(T − t0) + εCT
√
T − t0). (10)
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Proof. We have,
|vε(t0, x, y)− v(t0, x, y)|
≤ sup
ψ
|
(
V ε(t0, x, y, ψ)− θψ
2 − V (t0, x, y, ψ) + θψ
2
)
|
= sup
ψ
|
{
sup
α∈A
Eαt0,x,y
(
g(XT , Y
ε
T )[1− 2θψ]− θ
(
g(XT , Y
ε
T )
)2)
− sup
α∈A
Eαt0,x,y
(
g(XT , YT )[1− 2θψ]− θ
(
g(XT , YT )
)2)}
|
≤ sup
ψ
sup
α∈A
|Eαt0,x,y
{(
g(XT , Y
ε
T )− g(XT , YT )
)
[1− 2θψ]
− θ
((
g(XT , Y
ε
T )
)2
−
(
g(XT , Y
ε
T )
)2)}
|
= sup
ψ
sup
α∈A
|Eαt0,x,y
{
[1− 2θψ]
∫ T
t0
ε dW˜t − θ
(
g(XT , Y
ε
T )
− g(XT , YT )
)(
g(XT , Y
ε
T ) + g(XT , YT )
)}
|
= sup
ψ
sup
α∈A
|Eαt0,x,y
{
[1− 2θψ]
∫ T
t0
ε dW˜t − θ
(
2
∫ T
t0
ε dW˜t
∫ T
t0
f(t, Xt) dt
+
(∫ T
t0
ε dW˜t
)2
+ 2Φ(XT )
∫ T
t0
ε dW˜t
)}
|
≤ |θ|(ε2(T − t0) + εCT
√
T − t0) := Cε,θ,T . (11)
The last inequality comes from the growth assumptions on (A0) and the use of
Cauchy–Bunyakovsky-Schwarz inequality along with moment estimates for XT
and YT . We add that the reason for using Cauchy–Bunyakovsky-Schwarz inequal-
ity is dependence of any strategy α on W˜ for any ε > 0 and, hence, dependence
of X and W˜ .
Clearly, the power function (T−t0)
1/2 in (11) can be replaced by any (T−t0)
β
with 0 < β < 1 at the expence of the constant CT , if we use Hölder’s inequality
instead.
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5 Optimal Strategies
5.1 Sobolev approach
While working with solutions of HJB equations in Sobolev spaces, there is a veri-
fication theorem that ensures the optimality of the strategy that corresponds to the
particular solution, or, at least a nearly optimality of a smoothed version of such a
strategy; here smoothing is available due to the convexity of the set A. Since the
initial problem has been regularised, we can now only hope for “almost-optimal”
strategies for the original problem.
DEFINITION 5.1. Let δ ≥ 0. A strategy α ∈ A is said to be δ−optimal for (t, x)
if v(t, x) ≤ vα(t, x)+ δ, where v(t, x) = supα∈A v
α(t, x). We say that there exists
a nearly optimal strategy iff a δ-optimal strategy can be found for any δ > 0.
LEMMA 5.2. Under assumptions (A0), for any strategy α ∈ A, we have the
following bounds
|vε,α(t0, x, y)− v
α(t0, x, y)| ≤ Cε,θ,T . (12)
Proof. Quite similarly to Theorem 4.3, by the same calculus without supα one
can show that
|vε,α(t0, x, y)− v
α(t0, x, y)| ≤ Cε,θ,T .
The only difference is that now the bounds are written for a fixed particular strat-
egy. Therefore,
vε,α(t0, x, y)− Cε,θ,T ≤ v
α(t0, x, y) ≤ v
ε,α(t0, x, y) + Cε,θ,T , (13)
as required.
THEOREM 5.3. Assume (A0). Let the strategy α¯
ε ∈ A be an optimal strategy
for the problem (9), or if the supremum is not attained, let the strategy α˜ε ∈ A be
a κ−optimal strategy for the same problem . Then, the same strategy is δ-optimal
for the original degenerate value function with appropriate choice of the constant
δ, so that δ → 0 as ε, κ→ 0, i.e., there exists a nearly optimal strategy.
Proof. Suppose that the value function of the degenerate problem attains its supre-
mum for a strategy α¯ ∈ A. Then, we would have from Lemma 5.2,
vα¯(t0, x, y)− Cε,θ,T ≤ v
ε,α¯(t0, x, y) ≤ v
α¯(t0, x, y) + Cε,θ,T . (14)
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Furthermore, because the strategy α¯ε is optimal for the regularised value function
(assuming that the supremum is attained), we know that
vε,α¯
ε
(t0, x, y) ≥ v
ε,α¯(t0, x, y). (15)
So,
vα¯(t0, x, y)− Cε,θ,T ≤ v
ε,α¯(t0, x, y) ≤ v
ε,α¯ε(t0, x, y) ≤ v
α¯ε(t0, x, y) + Cε,θ,T .
(16)
Hence
vα¯(t0, x, y)− 2Cε,θ,T ≤ v
α¯ε(t0, x, y), (17)
i.e. α¯ε is 2Cε,θ,T−optimal for v
α or δ = 2Cε,θ,T in this case.
In the case if the degenerate value function does not attain a supremum, a
γ−optimal strategy exists for any γ > 0; let us denote any such strategy by α˜.
Then
vα˜(t0, x, y) ≥ sup
α∈A
vα(t0, x, y)− γ (18)
and due to the bounds (12) and inequality (18) we have
sup
α∈A
vα(t0, x, y)−γ−Cε,θ,T ≤ v
α˜(t0, x, y)−Cε,θ,T ≤ v
ε,α˜(t0, x, y) ≤ v
α˜(t0, x, y)+Cε,θ,T .
(19)
Now, suppose again that vε,α¯
ε
(t0, x, y) = supα∈A v
ε,α(t0, x, y). That means
vε,α¯
ε
(t0, x, y) ≥ v
ε,α˜(t0, x, y).
So,
sup
α∈A
vα(t0, x, y)− γ − Cε,θ,T ≤ v
α˜(t0, x, y)− Cε,θ,T ≤ v
ε,α˜(t0, x, y)
≤ vε,α¯
ε
(t0, x, y) ≤ v
α¯ε(t0, x, y) + Cε,θ,T . (20)
Thus,
sup
α∈A
vα(t0, x, y) ≤ v
α¯ε(t0, x, y) + γ + 2Cε,θ,T , (21)
i.e. α¯ε is an (γ + 2Cε,θ,T )−optimal strategy for v
α(t0, x, y) or δ = γ + 2Cε,θ,T in
this case.
Finally, in the case that supα∈A v
ε,α(t0, x, y) is not attained, let us consider a
κ−optimal strategy α˜ε such that vε,α˜
ε
(t0, x, y) ≤ supα∈A v
ε,α(t0, x, y) − κ. Fol-
lowing the same reasoning as previously (note that α˜ is γ−optimal for vε), we
get
sup
α∈A
vα(t0, x, y)− γ − κ− Cε,θ,T ≤ v
α˜(t0, x, y)− Cε,θ,T − κ
≤ vε,α˜(t0, x, y)− κ ≤ v
ε,α˜ε(t0, x, y) ≤ v
α˜ε(t0, x, y) + Cε,θ,T . (22)
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Therefore,
sup
α∈A
vα(t0, x, y) ≤ v
α˜ε(t0, x, y) + γ + κ+ 2Cε,θ,T , (23)
i.e. α˜ε is an (γ + κ + 2Cε,θ,T )−optimal strategy for v
α(t0, x, y) or δ = γ + κ +
2Cε,θ,T . Since ε, γ > 0 and κ > 0 here can be chosen arbitrarily small, this implies
the statement about a nearly optimal strategy as required.
Finally, a little bit about Markov strategies. Recall that Markov strategies are
sufficient for the regularised problem (7), see [8]. Due to the previous result, we
have also the following
PROPOSITION 5.4. Let assumptions (A0) hold. Then for the equation (5)
Markov strategies are also sufficient.
Proof. We leave the reader to consult [8] about using Markov strategies. Since
we deal everywhere with "first moment theory" and additionally an optimal ψ¯
can always be found in a bounded real interval, the class of Markov strategies is,
indeed, sufficient for the problem due to Theorem 5.3.
Alternatively, we could refer directly to the calculus in the proof of Theorem 5.3.
Emphasize that Markov strategies here even for the degenerate system depend on
(x, y), not just on x variable.
5.2 Viscosity approach
When working with viscosity solutions, there is no verification theorem that can
be applied under the assumptions made in this paper (see Gozzi et al. [7] for the
latest results on the verification theorem for viscosity solutions). One possible ap-
proach is to verify the optimality of the strategies using Monte Carlo simulations
using the strategy calculated from the solution of the HJB equation and compare
the value of the value function obtained by simulation to the one from the numer-
ical scheme.
6 Concluding Remarks
In this paper, we formulated a general mean-variance problem in continuous time
that includes a functional with two terms: an integral that depends on the whole
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trajectory of the controlled process and a terminal time one. We interpreted the
problem first as a terminal time problem, through the introduction of a coupled
state process with an additional dimension and then transformed it into a superpo-
sition of a static and a dynamic optimization problem, where the latter is feasible
for dynamic programming methods and for which we were able to write down an
HJB equation. We proved existence and uniqueness of solutions both in viscosity
sense and also in classical (Sobolev) sense. The advantage of the first approach
is that there is no need to address the inherent degeneracy of the coupled state
process, whereas numerical solutions can be employed to solve the problem and
to even show optimality thought Monte Carlo simulations. A verification theorem
is not readily applicable under the assumptions we use.
When following the Sobolev approach, a regularisation of the state process
is required. This has the advantage that a verification theorem can be obtained
(through Itô-Krylov’s formula). We then showed that strategies obtained through
this route are nearly optimal.
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