A globally optimized factor analysis is presented to estimate shale volume of groundwater formations. Wireline log data, including natural gamma-ray intensity (GR), spontaneous potential (SP), density (GG), neutron-neutron intensity (NN) and shallow resistivity (RS) logs are processed simultaneously to estimate the values of factor scores along a section of the investigated borehole. Then the so-called first factor log is related to the shale volume of formations by regression analysis. In the investigated borehole, a strong linear relationship is found between the first factor log and the shale volume. Invasive weed optimization is implemented into factor analysis to reduce the misfit between the measured and theoretical data calculated by the factor model and it also permits the estimation of theoretical values of well logging data. The method provides an independent estimate of shale volume, which can be later used in the further interpretation of data.
INTRODUCTION
As the demand for freshwater is increasing, new approaches are being developed to more accurately model groundwater formations. As a statistical tool, factor analysis is capable to extract unobserved variables from measured data. Applied on well logging data, it can provide so-called factor logs that can be associated with petrophysical parameters by regression analysis [1] . Simone et al. suggested factor analysis for the investigation of ambiguity in geophysics [2] . Szabó et al. applied it on direct-push logging data for estimating water content in unconsolidated heterogeneous formations [3] . Xiang et al. used it for regional geochemical pattern recognition [4] .
Global optimization methods are also widely used in earth sciences, such as the genetic algorithm or simulated annealing. It was shown that using the genetic algorithm, spontaneous potential data can be effectively inverted [5] . Yin and Hodges applied simulated annealing for the inversion of airborne electromagnetic data and it was shown that it greatly reduces the start model dependence of the inversion procedure [6] . In this paper, factor analysis is combined with invasive weed optimization (IWO), a global optimization approach that was introduces by Mehrabian and Lucas [7] . The method is suggested to more accurately calculate the factor scores and to improve the fit between the observed and calculated well logs.
INVASIVE WEED OPTIMIZATION CONTROLLED FACTOR ANALYSIS
IWO is inspired by the colonization of invasive weeds. In general, biological invasion is a phenomenon where groups of individuals migrate to new environments and challenge the native population. This phenomenon can be used as a framework for the design of optimization algorithms [8] . IWO has already been successfully applied to a variety of optimization problems [9] [10] [11] . For the formulation of the optimization algorithm the following steps need to be taken. First, we have to initialize a population of weeds, which are spread over the search space randomly, each representing a solution of the optimization problem. Then each weed of the population is allowed to produce seeds based on its own and based on the worst and best cost of the population to mimic the mechanism of natural selection. The number of produced seeds increases linearly, the weed with the worst cost produces the pre-defined minimal number of seeds and the one with the best cost value produces the pre-defined maximal number of seeds. The generated seeds are randomly distributed over the search space by normally distributed random numbers with mean equal to zero but with varying variance. This guarantees that the produced seeds will be generated near the parent weed. However, the standard deviation of the function is reduced according to Eq. 1 during the iteration process to ensure that the probability of generating a seed in a distant area decreases nonlinearly. This condition ensures that plants with better cost values are grouped and those with worse cost values are eliminated over time
where qmax is the maximum number of iterations, iter  is the current value of the standard deviation, q is the current iteration step, n is the nonlinear modulation index, initial  is the pre-defined initial value of standard deviation and final  is the value of standard deviation at the end of the iteration process. There is also a need for competition between plants to limit their number. After some iterations, the number of plants will reach a user-defined maximum number, Pmax. When Pmax is reached each plant is allowed to produce seeds as detailed above and then the whole population is ranked based on their costs. Those with better cost values survive and are allowed to reproduce in the next iteration step. This process continues until the user-defined maximum number of iterations is reached and the weed with the best cost value is accepted as the optimal solution. In this study, IWO is combined with factor analysis, which is a statistical tool for describing several measured quantities with fewer unobserved variables. In case of wireline logging, the measured well logs are the input variables, which are simultaneously processed to extract factors. Here, the extracted factors can be also seen as factor logs, which can be connected to petrophysical parameters through regression analysis [12] . In this paper, we derive the shale volume based on the first factor log in a Hungarian aquifer. First, wireline logging data are standardized and collected into the data matrix D, where every column represents the measured data of a given logging tool
where K represents the number of different logging tools and N is the number of measured depths in the given borehole. Factor analysis is realized by the following
where F is the N-by-M matrix of factor scores, L denotes the K-by-M matrix of factor loadings and E is the N-by-K error matrix. As it can be seen in Eq. 3, the observed variables are derived as linear combinations of extracted factors. The factor loadings describe the correlation between the observed variables and the factors. The largest part of data variance is described by the first column of matrix F, which is the socalled first factor log. The values of the factor loadings can be determined by a noniterative approach suggested by Jöreskog [13] 
where Γ is the diagonal matrix of the first M number of sorted eigenvalues of the sample covariance matrix S, Ω denotes the matrix of the first M number of eigenvectors and U is an arbitrary M-by-M orthogonal matrix. The factor scores generally are estimated by a maximum likelihood method suggested by Bartlett [14]  
The traditional method of factor analysis is modified such that the factor scores are estimated by the IWO algorithm instead of Eq. 5. The developed method is called FA-IWO. In the first step of this optimization problem, the model of factor analysis defined in Eq. 3 is rearranged
where d denotes the KN length vector of standardized measured data, L represents the NK-by-NM matrix of factor loadings, f is the MN length vector of factor scores and e is the KN length residual vector. First, all data are collected into a column vector, then the matrix of factor loadings L is estimated by Eq. 4 and then rotated by the varimax algorithm suggested by Kaiser [15] for easier interpretation. The values of matrix L are then fixed for the whole procedure, while the vector of factor scores f is estimated by the IWO algorithm. To solve this inverse problem, an objective function is needed, which is then minimized to find the optimal solution. In this study, the objective function is defined based on the L2 norm as
where ) ( m d and ) (c d are the standardized vectors of measured and calculated well logging data, respectively. In Eq. 6, the term f L denotes the calculated data and D denotes the measured data. This multiplication of the factor loadings and factor scores permits the estimation of the theoretical values of well logs, which can be considered as the solution of the forward problem. For finding the optimal values of matrix f, a population of weeds is generated with uniform distribution in the search space of the optimization problem. The size of the search space is estimated by solving Eq. 5. Then in each iteration step new seeds are generated and the whole population is evaluated based on Eq. 7 and the ones with the worst costs are eliminated to meet the criteria of population limit, Pmax. At the end of the iteration process, the member of the population with the best cost is accepted as the optimal solution of the problem. Then the first factor extracted by the FA-IWO algorithm is directly used for the calculation of shale volume. It was previously published that for intervals up to 150 m, shale volume Vsh (in percent) correlates linearly to the first factor log (F1) scaled into the range of 0 and 100 [12] [16]
where a is the slope, and b is the intercept of the regression line.
FIELD EXAMPLE
The suggested method is tested in a Hungarian thermal water exploratory well located in Baktalórántháza. The depth of the well is 1197 m and for this study data is taken from the interval of 100 m to 193 m. In the upper part of the well, upper Pleistocene aquifers are located with varying grain sizes. The horizontal porous layers are separated by shales. Between 100 m and 160 m, mainly sandy layers can be found, and below that thick coarse-grained beds with thickness of 10 to 15 m are deposited. The measured well logs include the natural gamma-ray intensity (GR), spontaneous potential (SP), density (GG), shallow resistivity (RS) and neutron-neutron intensity log (NN) logs, which serve as the input variables of the suggested method. At first, the values of factor loadings are estimated by Eq. 4 and can be seen in Table 1 . As seen above, three factors were extracted from the data set, the first of which is usually a lithological indicator in case of wireline log data [1] . In this case, where a groundwater formation is investigated, the natural gamma-ray intensity has the highest load (0,75) on the first resultant factor and both the density (-0,59) and shallow resistivity logs (-0,50) have moderate influence on it.
Having the factor loadings, in the next step, the factor scores can be estimated by the algorithm of IWO based on the objective function defined in Eq. 7. First, the control parameters of the algorithm need to be set, an initial population of 10 weeds is generated, and the maximal number of the population is limited at 25. The plant with the worst cost value is allowed to produce 1 seed per iteration step, and in a linearly increasing manner, the plant with the best cost produces 6 seeds. In Eq. 2 that controls the placement of the generated seeds, initial  is set to 0.1 and final  is 0.001 and the n, nonlinear modulation index is 2. With these parameters the algorithm runs twenty thousand iterations and then the member of the population with the best cost is accepted as the optimal solution. Fig. 1 shows the decrease of the value of the objective function during the iteration process on the left and the value of the standard deviation according to Eq. 1 on the right. It can be seen that the algorithm is highly stable during the iteration process, and even starting from a very distant solution it was able to find the optimal solution. The objective function reached its minimum after about twenty thousand iterations under 5 minutes on a quad-core workstation. Fig. 1 Decrease of the objective function with the iteration steps on the left, value of standard deviation with the iteration steps on the right Fig. 2 shows the regression relation between the scaled first factor and the shale volume estimated by the FA-IWO method using Eq. 8. The regression analysis revealed a strong linear connection between the first factor and the shale volume. Fig. 3 . On tracks 1 to 5, the standardized input well logs (black solid line) and the calculated logs (red dotted line) are shown. The calculated logs are derived from Eq. 6, by multiplying the factor loadings with the factor scores. One can see that the misfit between the observed and calculated logs is quite small. Track 6 represents the first factor log scaled into the range of 0 to 100. On the last track, the shale volume determined by the suggested FA-IWO method (red dotted line) is compared to deterministic modeling [17] (black solid line) that was done based on the GR log and to core data (blue dots). Fig. 3 The results of the FA-IWO algorithm It can be seen that the derived shale volumes agree well with each other, which indicates that the FA-IWO method can be a useful tool for shale volume estimation in aquifers.
CONCLUSION
It is shown that the presented globally optimized factor analysis is capable of reliable shale volume estimation in ground water formations. The results of the presented FA-IWO method are compared and verified by gamma-ray log based deterministic modeling and core data. In the investigated section of the well, the study revealed a strong linear relation between the first extracted factor and the shale volume calculated by deterministic modeling. An added advantage of the implementation of the invasive weed optimization into factor analysis, that it permits the calculation of the theoretical values of well logs without any preliminary knowledge about the investigated area. The method delivers the results within 5 minutes and is also very reliable in the iteration process. It delivers an independent estimate for shale volume that can be later used during interpretation and also in further inversion procedures for increasing overdetermination and thus improving their estimations.
