TWO MAIN QUESTIONS arise naturally in the study of neural systems: "What does the system do?" and its logical companion and sequel, "How does the system do this?" Answering the first question involves the ability to predict the system response to any stimulus, and it is therefore usually carried out through the performance of suitable stimulus-response experiments. As this endeavor is directed to the discovery of the system function (in its processing of stimuli signals into response signals), we term it functional identification of the system. In this series of papers (parts I, II, and III) we attempt to answer both of these questions for the neural systems in the catfish retina. While part I (24) dealt with answering the structural question and part II (28) dealt with answering the functional question by traditional methods, part III (this paper) concentrates on answering the functional question with the white-noise analysis technique and with pooling the results of parts I, II, and III for the comprehensive identification of the vertebrate retinal neurons.
Twenty years ago, approximately, Wiener (49) proposed that a nonlinear system could be identified functionally by stimulating it with a Gaussian white-noise input, i.e., a random signal containing all frequencies within the system bandwidth with equal power (and whose amplitude is distributed in Gaussian fashion). Wiener's proposal was based on the idea that, since the principle of superposition does not hold for nonlinear system, we would need to test such a system exhaustively with all possible inputs; this is exactly what a white-noise input does. In practice, of course, the system is tested with a great variety of inputs (instead of all), because of the finite duration of the experiment, and the resulting functional characterization is a statistically averaged one. Thus, in this sense, a whitenoise stimulus becomes the universal probe for testing and identifying a system functionally, and the resulting characterization is global, as it describes the system over its entire stimulus-response function space.
In spite of the power and generality of the white-noise "universal" experiment, no attempts except one (39) were made to apply it to biological systems until recently, when we made an extensive study on the application of the theory (properly formulated and extended) to the systematic description of the dynamic characteristics of certain neuron chains in the vertebrate retina (16, (18) (19) (20) (21) . In that series of studies we concluded that the theory could be successfully applied to the functional identification of neuron chains and that the resulting characterizations could predict the nonlinear response of these neuron chains with a good degree of accuracy. Inasmuch as the major objective of these studies was the exploration of the potentialities of the "white-noise methods," the biological scope of these studies was limited. Accordingly, the application of the methods was confined to the horizontal cell responses (a slow potential) and the spike discharges of the ganglion cells (a discrete signal), thus examining the two representative classes of neural signals. Although the great advantages of the method, especially when applied to intracellular recording, were recognized at this earlier stage of the development, we also realized that for such a functional identification to be of much biological significance it had to be conducted together with the structural identification of the neural system. It is to this latter task that part I (24) of this study is directed-structural characterization. Part II (28) attempts to correlate these findings with traditionally oriented functional studies.
In this paper (part III of the series) we apply the nonlinear analysis technique (through white-noise stimulation of the receptive-field components) to the intracellular responses of the vertebrate neurons.
Following the white-noise test, dye is intracellularly injected into the unit being tested. The objective is to identify both functionally and structurally the classes of neurons in the catfish retina. When applied to intracellular responses, the white-noiseanalysis technique has distinct advantages in that a) it allows us to gather a large amount of diverse stimulus-response data in a short span of time; and b) unwanted contaminating noise, such as may arise from the electrode, can be eliminated (because of the cross-correlating process employed (18, 21)). These are important factors to be considered when one tries to record intracellular responses from retinal neurons and, at the same time, tries to establish the morphological type of the neuron through intracellular dye injection. Particularly, in this part, we will attempt to correlate the functional characteristics of the neurons, as derived from the nonlinear white-noise analysis, to their morphological characteristics which we have described in parts I and II: a series of kernels (18,2 1) will define functionally the neurons, and a majority of these neurons will also be identified morphologically by Procion dye injection.
The central theme of this paper is to answer the question, "Can we reconcile the morphological classification of neurons with the classification of similar neurons based on their functional traits?" So far it has been commonly assumed that there is a oneto-one correspondence between a morpholog ical class of neurons and a characteristic class of responses. That is, it is commonly asserted that a given class of morphologically defined neurons gives rise to characteristic responses or, conversely, that knowing the response of a given neuron one can identify it morphologically.
The best such example is the argument presented to identify a class of neurons as "amacrine cells" by observing their responses (11, 12, 44, 47, 48 ).
We will conclude that I) the nonlinearanalysis technique can be applied successfully to the intracellular responses of the retinal neurons; 2) their nonlinear responses can be predicted by a small set of characterizing kernels which may include, for some neuron types, up to the third-order nonlinear kernel; 3) identification of the horizontal and bipolar cells (as classes of neurons) is straightforward; 4) it is not possible to classify the neurons in the proximal layers into two distinct classes, namely, amacrine and ganglion cells; and 5) instead, we propose to classify them into three functional types, types N, C, and Y, which have no strict correspondence (but rather a loose one) to morphologically established classes.
Finally, in the APPENDIX we attempt a preliminary classification analysis of the neurons in this vertebrate retina to assess the objectivity and validity of the classification we propose in this paper.
METHODS

Experimental
The retina of the channel catfish, Ictalurus $~nctatus, in eye cup preparation, was used for the experiments.
The apparatus used and the general experimental conditions have been described previously (18, 26, 27) . In this experiment the moist oxygen was not supplied as in the previous series but we did not find any adverse effects (compare with results in part II (28)). The optical bench used in previous experiments (26) was modified by placing glow modulator tubes (R-l l?llC, Sylvania Electric) in appropriate places in the apparatus. The glow tubes were driven by amplifiers with large negative feedback in order to linearize the current through them. The spectral composition of the light produced by the glow modulators remains unchanged for the range of intensities used in the experiments of this study (18). The white-noise signals were generated digitally and converted into analog form by a D/A converter and appropriate low-pass filtering. Subsequently, these signals were stored on analog magnetic tape to be used in the experiments, to modulate the glow-tube light sources. The resulting white-noise signals have an amplitude dynamic range of about 40 to 1 and a flat power spectrum from 0 to 60 Hz. In the experiments NAKA, MARMARELIS, AND CHAN described here, two light-stimulus patterns were used; a spot of light (0.30 mm in diameter) placed at the center of the receptive field of the neural unit under study, and a concentric annulus of light (0.35-mm inner diameter and 5.0-mm outer diameter). Three kinds of stimulation (experiments) were utilized: 1) the spot area and annulus area were simultaneously stimulated by separate light sources whose intensities were modulated by separate, statistically independent, white-noise signa ls; 2) the spot area alon .e was stimulated bY a white-noise light signal while the ann ulus area was kept at dark; annulus area alone was stimu lated and bY a 3) the whitenoise light signal while the spot area-is kept at dark. In addition, in a particular series of experiments, a single input "field"
(spatially uniform) stimulus, covering nearly two-thirds of the entire retinal surface, was used ( Fig. 1 ). In this case, the maximum intensity of the light input was similar to that of the spot input and decreased by neutral-density filters. In all two-input experiments the intensity of the annular light was dimmer by about 0.8 log units than the spot light. In some experiments the intensities of two inputs were decreased by interposing neutral-density filters combined in to one.
after the two were
After the functional identification experiment (through white noise), Procion yellow dye (M4-RAN) was injected iontophoretically into the cell by pulses of current (about 10 nA and duty cycle of 0.5) for 30 s. In the earlier part of these experiments the sections were made according to the method described by Matsumoto and Naka (Z?), but later the flat-mount method developed and described in part II was used to detect injected neurons. All pictures of Procion neurons shown in this paper were from radially or tangentially sectioned prepara tions.
Analytical
For a time-invariant system with input x(t) and o utput y(t), both of which are functions of -31' 7 h3(tl, z2, z2)x(t -QdTldt, (2) 0 where P is the power level of the white-noise stimulus; i.e., P = @,,(f) (where f is the frequency in hertz) and Q&(f) is the power spectrum of the stimulus white noise. In practice, of course, Q,,(f) becomes less than P for frequencies much higher than the system bandwidth.
The system is characterized functionally by the set of kernels {h,, h,(x), h2(t1, TV), h&r, z2, $)' l l .}. That is, if we have knowledge of these kernel functions, we are able to describe quantitatively the system response to any stimulus x(t) by carrying out the integration indicated by equation 2 and summing. Each kernel is a symmetric function of its arguments. Kernel ho, a constant, indicates the DC response value to the white-noise stimulus signal and it plays a significant role in the signal processing by the retinal neurons, as we will see later. Kernel h,(z) is the "impulse response" if the system is approximated as a linear system. That is, for example, if the system is linear, the response to a brief flash of light (at the mean intensity level of the white-noise signal) would be given exactly by h,(z) as a function of time t. Similarly, the nonlinear kernels [h2(z1,z2), h& z2, zs) . . .I quantify the nonlinear "crosstalk" between different portions of the past history of the stimulus as it affects the system response at the present; i.e., how much the response to (two, three . . .) different impulses deviates from the superimposed responses due to each impulse separately. For example, for a second-order nonlinear system (i.e., h, = 0, K > S), kernel h,(t, t -to) denotes this deviation, at time t, from linear superposition (for t > to) between an impulse input at t = 0 and an impulse at t = to. Thus this kernel, in some cases, can be interpreted to signify effects such as saturation, facilitation, refractoriness, etc.
Lee and Schetzen (15) showed that the kernels {hi} can be readily obtained through the use of cross-correlation techniques. Specifically, the n thorder kernel would be given by
m= 0 1 > where x(t) is the Gaussian white-noise stimulus, y(t) is the corresponding system response, P is the stimulus power level, and E{.) signifies a statistical average over the entire record length, i.e., statistical "expected value" of the quantity inside the brackets.
The method was extended to systems with more than one input and output (18, 21). This extension alleviates greatly some of the persistent difficulties in dealing with neural systems, such as the short lives of the experimental preparations over which the identification process must be carried out. As an example, let us consider a system with two inputs, x(t) and u(t), and one output y(t). The two inputs used for the identification are statistically independent Gaussian white-noise processes. Then, r(t) = I?4 G,Kh>,~ w 491 (4) 7Z= 0 where {h}, is the set of kernels of degree n. Terms of different degrees as well as those that arise from each input exclusively are mutually orthogonal and normalized. The first three terms of this series are given by G,KhlO~ x(t), WI = h,
where Pa, where Pa, Pu, are the power levels of (indePu, are the power levels of (independent)
white-noise inputs x(t) and u(t), rependent)
white-noise inputs x(t) and u(t), respectively. Kernels h&tl, t2) and h2&r1, zZ) spectively. Kernels h2e&l, t2) and h2&r1, z2) (we call them self-kernels) along with h,,(z) and (we call them self-kernels) along with h,,(z) and h&), are symmetric functions of their arguh&), are symmetric functions of their arguments, while h2,&, t2) (we call a cross kernel) ments, while h22u(tl, t2) (we call a cross kernel) is, in general, is, in general, asymmetric with respect to its asymmetric with respect to its arguments. arguments.
The cross kernel describes the The cross kernel describes the (second order) nonlinear interaction of the two (second order) nonlinear interaction of the two inputs as it affects the system response, while the inputs as it affects the system response, while the self-kernels describe the individual nonlinear self-kernels describe the individual nonlinear contribution of each input to the response. contribution of each input to the response. These kernels can be estimated through the use These kernels can be estimated through the use of cross-correlation techniques. They are given of cross-correlation techniques. They are given by the following equations, where z(t) is either by the following equations, where z(t) is either x(t) or u(t) and it has zero mean (18, 21): x(t) or u(t) and it has zero mean (18, 21):
h&&p 02) = (w&p{Yw(t -o&G -62)) P-9 h&&p 02) = (w&p{Yw(t -o&G -62)) P-9
Because of the orthogonality of the terms of Because of the orthogonality of the terms of equation 5 and the independence of the inputs, equation 5 and the independence of the inputs, it is possible to describe the transfer characterit is possible to describe the transfer characteristic due to each input separately. Thus, a twoistic due to each input separately. Thus, a twoinput identifying experiment provides the ininput identifying experiment provides the information of two one-input experiments and, in formation of two one-input experiments and, in addition, the information about the interaction addition, the information about the interaction between the two inputs. In consideration that between the two inputs. In consideration that experimental life times are very limited in the experimental life times are very limited in the case of neural systems (in particular in this case of neural systems (in particular in this study, where both intracellular recording and study, where both intracellular recording and dye injection are done on the same unit) the dye injection are done on the same unit) the two-input characterization through white-noise two-input characterization through white-noise stimulation is critically efficient. Thus, the sysstimulation is critically efficient. Thus, the system response to two inputs can be "separated" tem response to two inputs can be "separated" into three components, two of them each deinto three components, two of them each describing the effect of each input to the response scribing the effect of each input to the response and the third describing the interaction between and the third describing the interaction between the two inputs. This is easily seen from equathe two inputs. This is easily seen from equation 4 and 5 as follows. Without loss of generaltion 4 and 5 as follows. Without loss of generality we assume that inputs x(t) and u(t) have zero ity we assume that inputs x(t) and u(t) have zero means (i.e., means (i.e., these signals are measured from these signals are measured from their average values). Then, if we set u(t) = 0 their average values). Then, if we set u(t) = 0 (i.e., (i.e., u(t) is constant at its average value) we u(t) is constant at its average value) we easily see from equations 4 and 5 that easily see from equations 4 and 5 that 00 Y#) = $h&)x(t -tldz 0 where we have also subtracted the average value of the response (h,) from the data. Thus we obtain by equation 7 the contribution of input x(t) to the response when input u(t) is held at zero (i.e., its constant average value). Similarly we obtain the contribution *of input u(t) to the response Y,(9 = J h,&>u(t -ddt 0
Subtracting r,(t) and mu from the total response r(t) we can obtain the interaction signal between inputs x(t) and u(t):
which is a measure of the dynamic nonlinear crosstalk between the two inputs x(t) and u(t) (note that this term depends on the product of x(t) and u(t)). In all the catfish two-input (spot and concentric annulus) experiments this term was very small, signifying that there is no dynamic interaction between these two inputs. However, the self-kernels for each input (component)
were different for one-input experiments (in which the complementary component is totally absent) and two-input experiments (in which the complementary component is present but equal to a constant, unmodulated DC value). This indicates that there is interaction between the two receptive-field components (as excited by the spot and annulus stimuli) but that this interaction takes place only for DC or very low frequencies.
Computational
Prior to the execution of a white-noise experiments several preliminary measurements and analyses must be made in order to achieve an optimal functional identification. These include a) choice of the stimulus mean level and amplitude range, b) choice of the stimulus white-noise bandwidth so as to minimize undesirable effects but still evaluate the system over its entire bandwidth, c) measurement of the system "memory" (settling time) to be used in estimating the times up to which the system kernels should be evaluated, d) the number of terms (kernels) to be identified for a desirable accuracy of the system characterization, e) the length of the identifying experiment required by the types of noise, the specific system features (nonlinearities, etc.), and other issues. All these preliminary steps have been described in detail and the experimental and analytical procedures to deal with them established (18, 21). In addition, the effect on the kernel estimates of many types of contaminating noise as well as stimulus deviations from gaussianness and whiteness has been analyzed. For the present studies, a series of preliminary experiments and analyses were made and these parameters were settled and fixed for all subsequent experiments.
The mean intensity level in the two-input experiments was about 5 X 10-S pW/mm2 for the spot input and 0.56 X 10-s pW/mrn" for the annular input without attenuation.
In the oneinput experiments the mean intensity level without attenuation was the same as the spot input. Generally the mean intensity level of whitenoise inputs was attenuated by interposing the appropriate neutral density filter (Kodak type M carbon), the value of which is given in the text. Naturally the depth of modulation remained constant throughout the experiment. The amplitude range of the input in each case was about 40 to 1. The white-noise bandwidth extended flat from DC to about 100 Hz. The first-order kernels h,(z) were measured up to at least z = 0.4 s and the second-order kernels up to at least z1 = z2 = 0.32 s. For most neural systems the kernels only up to and including the second order were measured. For some neurons the third-order (nonlinear) kernels were also measured, as they contributed significantly to the response. The length of the white-noise experiments varied, depending on conditions, from 10 to 50 s.
The data were initially stored on magnetic tape and subsequently transmitted through a special-purpose multichannel A/D converter onto the disc memory of a digital computer (IBM 370/ 135). The large spike discharges present in the recording from ganglion cells were filtered out by selecting appropriate low-pass filters but, as will be seen from the computed kernels, it was not possible to eliminate completely these spike components. (4) . The spectral density function is a measure of the energy present at each frequency (Hz) in the signal. The relationship between input x(t) and output r(t) and transfer function H(jj of a linear system is where Q(fl and a&f) are the spectral density functions of response r(t) and input x(t), respectively. Since, in our case, the input x(t) is broadband white noise, a,&) = 1 over all frequencies of interest. Then, and therefore the power spectrum of the response is a direct measure of the linear system transfer function. In this series of experiments, the vertebrate retinal neurons were functionally identified through white-noise stimulation and the subsequent estimation of a small set of kernels for each neuron; in addition, these neurons, in the majority of cases, were also identified morphologically through intracellular dye injection.
Scaling of kernels
To avoid any possible bias from morphological clues we classified responses (neurons) based solely on functional traits, such as waveform and polarity of kernels, frequency response and power contribution of each component, degree of nonlinearity involved, and predictability of model responses. From these functional clues it was possible to classify about 75a/, of the neurons (responses), except the receptors, into five distinct types: two of them were identified as the horizontal and bipolar cells while the remaining three could not be correlated to well-defined morphological types. To avoid any structural implications we will refer to them simply as types N, C, and Y responses (neurons). All these three types were recorded from neurons in the proximal parts of the retina.
As discussed in METHODS, the functional identification of each neuron by a two-input (spot and concentric annulus) white-noise experiment results in a set of six kernels for this neuron: ho, h Is/a(t)9 h2s/a( h, t2)9 hla/f3(t)p h2a,s(tl, t2), and h,(tI, tz>. These kernels are interpreted as: kernel ho (the zeroorder kernel) is simply the average value by 10.220.32.247 on October 28, 2016 http://jn.physiology.org/ Downloaded from (DC) of the response to the white-noise stimuli. Kernel hlSia (the linear spot kernel in the presence of an annular white-noise input) is the impulse response of the best linear system approximation if an impulse is delivered to the spot input while the annular input is kept constant (unmodulated) at its average value, as shown schematically in the upper diagram in Fig. 2 . In other words, it denotes the linear responses of the neuron if a brief flash of light is given on top of the average intensity of the spot white-noise signal, while the annulus of light is kept at a constant value equal to the average intensity of the annulus white-noise signal. Similarly, the annular first-order kernel is the best linear response of the system to a brief flash of light superposed on the constant input in the presence of similar spot input, as shown in the lower diagram in Fig. 2 .
The nonlinear crosstalk kernel, h,,, for all the two-input (spot and concentric annulus) experiments in the catfish retina was very small; i.e., improvement of the model performance by the interaction (model) response, NM,,, was always less than 3%. This signifies that, for this stimulus configuration, there is no dynamic interaction because of changing signals between these two receptive-field components as excited by the spot and annulus of light. However, the "self-kernels" for each input were quite different for one-input experiments (in which the complementary input stimulus is totally absent or kept at dark), and twoinput experiments (in which the complementary input is present but equal to a constant, unmodulated, DC value). This The average length of the white-noise records analyzed in this experiment were 15-25 s for horizontal, bipolar, and type N neurons and 2045 s for types C and Y neurons. Although longer records were desirable for a more accurate kernel computation, the need for performing three sets of white-noise input experiments and injection of the dye into the same neuron limited the practical length of each white-noise experiment.
Horizontal cells
In part I of this study (24) we showed that there are three subclasses of horizontal cells in the catfish retina: external, intermediate, and internal All these three subclasses of horizontal cells produced slow, hyperpolarizing responses to photic stimuli. Examples of Procion dye-injected horizontal cells are shown in Fig. 3 , in which the external and intermediate horizontal cells are shown in radial sections and the internal cell in a semitangential section. As we have already mentioned in part I, the three horizontal cells share morphological features common to those found in other fish (11, 14, 40) .
In this part, the analysis will be limited to the external and internal horizontal cells because the frequency response of the intermediate horizontal cell is so slow that within the normal length of 15-25 s of the white-noise test, the power content in the low frequencies was so limited that this neuron seemed to produce only sustained (DC responses (cf. ref 14)). A typical response of an internal horizontal cell to a two-input (spot and concentric annulus), white-noise stimulus is shown in Fig. 4 in which record A is by a white-noise input of unit average intensity (0 log), while record B is by a similar input whose average intensity and also depth of modulation are decreased by 0.8 log units.
Some the external and internal horizontal cells have been described previously (19, 20). There, it was shown that these cells are fairly linear and act essentially as low-pass filters. In this paper we describe the response characteristics of the horizontal cells in order to facilitate a comparison with similar responses from other types ot neurons in the retina. Specifically, tile analysis has been pcr-lorrnctl on all cells which were identifietl morphologically through intracellular dye injection. As seen frorn records in Fig. 4 , the horizontal cell responses were characterized by a large IX component on which modulation due Co white-noise was superposed; the horizontal cells were responding mainly to the rnagnitutle and less to the faster changes of the level of input signal. As already noted, the horizontal cells are essentially low-pass filter devices wllicli detect the DC level of the input signal. This characteristic of the horizontal cells, together with the fact that they form a monotonic receptive field, enabled Naka and Kushton (30) to derive the log-stimulus intensity versus resl)orise-;~~~l~~lit~~~fe curves (V-log I curve) and show that the relationship between these two quantities is the tanh-log curve. 'I'his relationship has since been found as a general stimulus-response transfer characleristic in the horizontal and receptor cells, which equally exhibited the low-pass filter characteristics (1, 3, 6) . However, as will be discussed lacer, any conclusion drawn from a similar analysis on neuron responses exhibiting a bandpass frequency charactcrislic (a transient response) must be interpreted carefully.
The four first-order (linear) kernels shown in Fig. 5 wcrc computed from the data shown in Fig. 4 which were obtained from an internal horizontal cell; curves 1 and 2 are hIr,:, and h,:,,, at 0 log mean intensity, while curves 3 and 4 arc the corresponding kernels from the same neuron at -0.8 log units rnean intensity. From these kernels we observe the following traits of the horizontal cell responses: I) The annular response component, as exhibited by lilt,,,, is much larger than the spot component L/w a fact which can be predicted from the assumption that the horizontal cells form a laminar layer (or S space) of low intercellular resistivity (17, 30, 37). However, the relative amplitude of the spot. component was larger in the external cells than in the internal cells due to a difference in spatial decay characteristics of the two types of cells (17, 37).
2) The annular kernels are slightly underdamped.
3) The latency and peak response time become shorter as the average intensity of the in- put signal is increased; i.e., at higher intensities the response becomes faster. At 0 log average intensity the latency was 25 ms and the peak response time was 70 ms. At a given intensity and under similar adaptation conditions those parameters of the horizontal cell h, were surprisingly consistent and they did not differ significantly from cell to cell, a conclusion which is consistent with our hypothesis that the horizontal cells form a laminar layer, a structure which would tend to minimize individual cell differences (see APPENDIX). This observation is in contrast with the responses from other types of cells which showed a large variation in the response parameters although all responses were recorded under similar experimental conditions.
Two sets of horizontal cell response power spectra from the same unit are shown in Fig. 6 , one obtained at 0 log (A) and the other at -0.8 log (I?) average intensity. These spectra were calculated from the responses ihown in Fig. 4 and the kernels of A decrease of the average mean intensity level by 0.8 log units resulted in a decrease of the response power level by 10 dB and the cutoff frequency shifted from 12 to 8 Hz. At the same average mean intensity level, the common response characteristics as seen from these power spectra are that: I) Agreement between experimental and model power spectra is extremely good (MSE of about 10%) indicating the small amount of noise present in the system. 2) The system is a low-pass filter and has a highfrequency attenuation at about 24 dB/octave of frequency; for the stimulus of less than 3 Hz the system gain is almost constant.
3) The responses are dominated by the annular component as seen by close agreement between the power spectra of the total response and those of the annular component.
These observations, made on the horizontal cell power spectra, augment as well as confirm the similar observations made on the system response ( Fig. 4 ) and the system kernels (Fig. 5) .
Practically the same results have been obtained from the external horizontal cells even though the gain of the spot component increased in the presence of the annular input as already described in a previous paper. This analytical study suggests that such an increase in the gain of the spot component is due to an increase in the space decay constant of the potential in the laminar structure formed by the external horizontal cells (17).
Another feature of the horizontal cell response is the speeding up of the spot component in presence of the annular input (20). We have hypothesized that this is due to the feeding of the horizontal cell potential back to the receptors in order to improve the frequency response of these initial stages in the processing of the visual signal. This hypothesis is in accord with results of more direct experiments reported in the turtle retina (3, 10).
Bipolar cells
As already described in part II (28), the catfish bipolar cells produce only slow potentials, an observation similar to that already made in other vertebrate retinas (11, 12, 22, 43, 46, 48) . In contrast with the horizontal cells, which have a monotonic receptive field, the catfish bipolar cells form a field which is referred to as a biphasic receptive field; i.e., the spot and concentric _ annulus of light give rise to responses of opposite polarity (part II).
Responses from two bipolar cells to twoinput white noise are shown in Fig. 7 in which one produced a hyperpolarizing, Bb (A>, and the other a depolarizing response, Ba (B). The former cell is apparently what is known as an off-center bipolar cell and the latter cell an on-center bipolar cell (11, 12, 43).
As in the horizontal cells: bipolar cell responses have a DC response component on which modulation due to the whitenoise input is superposed. In some bipolar cells we observed a large on-transient due to the response of the cell to a sudden increase in the level of input, practically the same on-response having been observed with a step input. In others these initial transient responses were less prominent ( Fig. 7A The response characteristics of the catfish bipolar cells are not at all consistent and a considerable variability was observed: some bipolar cells had very fast-frequency responses (as judged from the latency of h1 and the cutoff frequency of their response power spectra), while others were very slow. Although the most obvious explanation is that the former responses are from the smaller (cone) bipolar cells and the latter ones are from the larger (rod) bipolar cells, the dye-injection results could not confirm or deny this possibility.
In part II (28) we have shown that all the catfish bipolar cells had a biphasic receptive-field organization in which a spot of light and concentric annulus of light produced responses of opposing polarity. It further was observed that when the two inputs were given together, the DC response level was set somewhere between the two DC response levels produced either by a spot or by an annulus of light alone (part II, Fig. 1C ). Toyoda (43) reported a similar observation in a teleost retina, that of the carp.
The first-order (linear) kernels of a bipolar cell, as evaluated from these stimulusresponse data, are shown in Fig. 8 2) The annular kernels (Fig. 8, traces 1 and 4) have both longer latency (40 ms for annular response versus 24-30 ms for spot response) and longer peak response time (80 versus 70 ms).
3) In the presence of an annular input, both the latency and peak response time of the spot hI (Fig. 8 , trace 2 versus trace 3) becomes shorter but no such speed up of the annular kernel is observed in the presence of the spot input. 4) The amplitude (and, therefore, the dynamic gain) of both the spot and annular kernels becomes larger in the presence of the complementary member of these two inputs (Fig. 8, trace 1 for annulus and trace 2 for spot). 5) The amplitude of the spot kernels (traces 2 and 3) is comparable to that of the annular kernels (traces 1 and 4) but the polarity is opposite, an observation which is characteristic of the bipolar cell kernels and which is in sharp contrast with the horizontal cell kernels for which the amplitude of the spot hl is much smaller than that of the annular hl, but of the same polarity (Fig. 5) .
The response power spectra of one of the slower bipolar cells are shown in Fig. 9 . They are the power spectra of the experimental response (R), of the spot NM,,, and annular NM,,, components in the two-input experiment and of the spot and annular experimental responses in the one-input experiments. In a large number of spectra obtained from bipolar cells we note the following frequency-response characteristics of the bipolar cells: 1) Some have a low-pass characteristic while others exhibit a band-pass characteristic (corresponding, respectively, to the "slow" and "fast" bipolar cells) but they do not segregate into two well-defined groups. 2) Both the spot and annular response components increase their gain in the presence of the complementary member of these two inputs. 3) In the presence of the annular input, the frequency response of the spot component t shows an im provemen t; a similar effect is not observed for the annular corn ponent. @Ve have already reached the same conclusion by observing the first-order kernels.) 4) In the particular bipolar cells analyzed in Fig. 9 the difference in the power levels of the spot and annular components is about 4 dB at 5 Hz, while in the horizontal cells the corresponding difference is about 12 dB. 5) The bipolar response power spectra have a steep asymptote (about 24-30 dB/octave) and no high-frequency component is present.
Of the observations made above the most interesting is the increase in the dynamic gain of each component response in the presence of the complementary member of the two-input stimulus; no other types of retinal neurons showed such a mutual enhancement of the two components. In the horizontal cells, Marmarelis and Naka (17) have observed an increase in the gain of the spot component in the presence of an annular input, but not vice versa, and in other neurons, as will be described later, mutual depression was commonly observed.
In part II (28) we showed that, in the catfish bipolar cells, the step responses to (low intensity) spot and annulus inputs had opposite polarities and that when two inputs were given simultaneously, the DC level of the resulting response was settled somewhere between the two opposi te-polarity DC levels resulting from stimulation by each input alone (part II, Fig. 1C) . In interpreting the self-kernels (hl,/B, hl,,,, etc.) of the two-input white-noise experiments we noted that the complementary input (e.g., the spot for hl,,,) can be treated (as seen from the other input) as a DC input whose amplitude is the average mean intensity level of this particular input, a fact illustrated in Fig. 2 . This is a direct consequence of the orthogonality of the response terms arising from the two inputs. For example, hl,,, is the annular (linear) kernel describing the dynamics of the annulus contribution to the response resulting from modulation at the mean intensity level of the annular white-noise signal, while the input to the spot is a constant (DC) light equal to the mean intensity of the spot white-noise signal. Thus, in the bipolar cells, the effect of the complementary input (due to the presence of white-noise stimulation) in the two-input experiments, is to bring the DC level of the cell potential closer to the resting (dark) level. We also note that the bipolar cell response to a spot or an annulus of light, when given alone, has a very small dynamic range and the response shows an amplitude saturation even with a small increase in the stimulus intensity (13, 45, 46). The increase of the dynamic response gain in the two-input experiments can best be interpreted as due to a shift of the operating point (DC response level) of the bipolar cell from points near the saturation level back toward the middle of the range (near the dark level).
By analyzing the ganglion cell discharges resulting from extrinsic polarization of the horizontal cells, Naka and Nye (27) and Naka and Witkovsky (31) have concluded that both catfish and dogfish bipolar cells must be comparing two signals, a local signal coming from the spot (center of receptive field) and an integrating signal coming from the annulus (surround of receptive field). Similarly, Marmarelis and Naka (17) by 10.220.32.247 on October 28, 2016 http://jn.physiology.org/ Downloaded from have concluded from white-noise analysis of the horizontal and ganglion (spike) cell responses that the following relationship must exist: (bipolar cell response) E (horizontal cell input) -(receptor cell input). Thus, the present results of the nonlinear analysis on the bipolar cells give further and more direct evidence to support this conclusion drawn in previous studies.
Examples of Procion dye-injected neurons of the type classified functionally as bipolar cells (from the functional traits described above) are shown in Fig. 10 . We note that these neurons exhibit a geometry characteristic of the bipolar cells With their dendrites in the outer synaptic layer and with their axons in the inner synaptic layer. We also note that some of the bipolar cells have their smaller and round somata in the proximal layer of the inner nuclear layer while some others had their larger vaseshaped somata in the proximal layer of the inner nuclear layer. So far, we have not been able to correlate such morphological subclasses to functional subclasses.
The Neurons whicll l~orlucetl this type of rcsponse generally had their somata in the proximal region of the inner nuclear layer (INL) and a principal dendrite descended down lo the inner synaptic layer (ISL) where longer dendrites were seen spreading laterally through the layer (Fig. 11) Fig. 5 ). However, exceptions could be found and some of those neurons classified as type N had their somata in the ISL with their lateral dendrites spreading throughout the layer (see part II (28), Fig.  4) .
Responses from the type N neurons are always depolarizations (type Na) or hyperpolarizations (type Nb) of the membrane potentials. Examples of types Na and Nb responses are shown in Fig. 12 in which we observe that the responses, regardless of their polarity, are composed of a small DC component on which modulations due to the white-noise input are superposed. Lack of a high-frequency component in the response indicates that spike activities or regenerative slow potentials are absent in this system. Thus the responses from type N neurons are strikingly similar to those from the bipolar cells shown in Fig. 7 . In part II we have already noted that the step responses of the type N neurons were very similar to those from the bipolar cells. Figure  13 shows the four first-order kernels of types Na and Nb neuron responses; hl,, hlsr hla,s, and hl,,, were obtained by the three standard white-noise stimulus modes. We note that the annular kernel, whether obtained by single or twoinput stimulation, are either depolarizing or hyperpolarizing and underdamped. This suggests that the annular component of this system responds to changes in the annular signal (slightly differentiating).
The form and amplitude of the annular kernels are little affected by the presence of the spot input.
The spot kernels, on the other hand, are slower latencywise and peak response timewise and they are overdamped. In the type Na neurons, the presence of the annular input completely depresses the spot response component, as shown by curve 2, h Is/a, in Fig. 13A ; while in the type Nb response, the presence of the annular component increases slightly the spot response, as shown by curve 3 in Fig. 13B . The latenties of the annular and spot responses are 25 and 35 ms and peak response times are 65 and 85 ms, respectively.
The MSEs of Na and Nb model responses, as predicted by the system kernels in Fig. 13 stimulation because of the improvement in the performance of the model response by the introduction of the second-order model response (computed from h,'s) is less than 6%. 2) In the two-input experiment the response is largely due to the annular component, particularly in the type Na response.
3) The introduction of the interaction term (NM,,) or the difference in MSES between (NM,,, + NM,,, and MR) improves the predictability by less than 3%, indicating the absence of any significant dynamic interaction between the two inputs. As seen in Tables 1 and 2 , the MSEs of the model responses from the type N neurons, therefore, are comparable to those of the linear and more distally located neurons, such as the bipolar and horizontal cells. It is interesting that neurons which belong to the ISL have a linear characteristic, a strong indication of the absence of any regenerative activity.
The functional traits of the type Na response, as observed from the first-order kernels and also from the performance of the model responses, are confirmed in the power spectra of these responses, as shown in Fig. 14 . We note, in addition to the points made above, the following: I) In the two-input experiment the system exhibits a low-pass characteristic with a small peak at 4 Hz. 2) In the one-input experiments the annular response shows something of a band-pass characteristic, while the spot response shows a low-pass characteristic (Fig.  14B). 3) In the presence of the annular input the power level of the spot response is depressed to nearly 20 dB below the level of the response to a spot input alone (Fig.  14A , NM, and B, RPOt).
Thus, in summary, the functional traits of the type N neuron (response) are in marked contrast with those of the bipolar cells in which the annular and spot components have opposite polarity (biphasic receptive-field organization), and these two components are mutually enhancing.
Type C neurons (response)
In part II (28) of these series, it was shown that, in the catfish retina, there is a class of neurons which give rise to transient on-off responses very similar to those obtained from a class of neurons identified as amacrine cells in the mudpuppy (47, 48), carp, and goldfish (11, l&44). In a majority of cases, the somata of those neurons giving rise to type C responses could be found in the proximal regions of the INL. In part II we reported that this response originated from the spindle-type neurons (part II, Two examples of type C responses to white-noise input are shown in Fig. 16 in which A shows the response including the initial transient and B is a part of the response from another unit. We observe that the response is composed of high-frequency transients and no DC component. We also notice that some of the transients are much larger in their amplitudes relative to others, suggesting a strong nonlinearity in the system. In the type C neurons, spike discharges can be seen occasionally to superpose on the depolarizing phase of the response, but such cases are the exception rather than the rule. Although not so conspicuous, a closer observation of B in Fig. 16 reveals the presence of spike discharges of very small amplitude.
Type C responses produce consistently very small and noisy h,'s and two such examples are shown in Fig. 17 . These noisy first-order (linear) kernels indicate that the response is highly nonlinear (as we have already noted from the records in Fig. 16 ) and that this type of neuron is responding to more complex stimulus parameters than those taken care of by a linear transformation., On the other hand, the type C responses produce consistent and characteristic nonlinear kernels h,; four such examples are shown in Fig. 18 . We note that the secondorder (nonlinear) kernels of type C neurons have a large negative peak on the diagonal at about 65 ms and two off-diagonal positive peaks at t1 = 65 ms, and t2 z 130 ms. In consideration that hI is very small, the second-order kernel is interpreted as follows: two pulses of light given in close succession (within 50 ms) would produce, 65 ms later, a negative (depolarizing) response, whereas, if the two pulses are separated by about 65 ms, they would produce, 65 ms after the occurrence of the second pulse, a positive (hyperpolarizing) response. Strictly speaking, of course, these responses due to h2 are in addition to the responses (to the two pulses) due to h, (but h1 is very small in this case, as we have seen). Although the positions of the peaks in h2 are slightly different among type C neurons, the number, size, extent, and relative locations of the peaks are very consistent and can be used as a reliable functional identifier (a signature) of type C neurons (responses).
The responses from a type C neuron to annular white-noise inputs, together with polarizing responses which are evident in the records shown in this figure.
The linear model (predicted by h,) of the type C neurons performed poorly, as expected from the noisy first-order kernels, two examples of which are shown in Fig.  17 , and the MSE of such a model is of the order of SO-90% (for average figures see Table 2 ). The introduction of the secondorder nonlinear term improved the predictability of the model considerably (with a MSE of about 45%); still the performance of the second-order model is not satisfactory when compared with the system response (Fig. 19) . The addition, however, of the third-order nonlinear term reduced the MSE of the model response to 15-20%, the main improvement seen as a sharpening of the large depolarizing transient peaks which are characteristic of the type C response (Fig. 19) .
The fact that a third-order nonlinear term has to be introduced to describe the sharp peaks is probably an indication of some threshold mechanism followed bv a regenerative slow potential. The time scale of the response is about 30 ms and this does not warrant us the description of this phenomenon as a "spike" and, as we have already shown, fast spike discharges are clearly present in the type C neurons in addition to the transient depolarization. It is conceivable that in large neurons, such as those found in the catfish retina, the need for a regenerative slow potential might arise if signals are to be transmitted over a large distance without involving spike generation.
Type 1' neurons (responses)
Neurons (responses) classified functionally as type Y exhibit the following characteristics: 1) they produce well-defined linear kernels, and 2) they have a large secondorder nonlinearity.
Those responses classified as type Y, based on these two criteria, originate from neurons of various morphological types (as could be expected from the great morphological variation of neurons in the proximal region of the retina).
Examples of typical type Y neurons in the Procion preparation are shown in Fig. 20 in which we observe that the somata of the type Y neurons lie close to the inner limiting membrane or in the layer of the classical ganglion cells. Some of the type Y neurons are observed having round somata in the flat-mount preparations, suggesting that they correspond to one of the polar (ganglion) cells described in part I (24); other type Y neurons have elongated and more complex somata.
Oscilloscope recordings of the type Y responses are shown in Fig. 21 in which three examples are shown; in the first example, shown in A, the neuron produces a spike discharge of large amplitude (about 30 mV); in the second example, shown in B, the amplitude of the spike discharges are less than the amplitudes of the postsynaptic potentials; and in the third example, shown in C, the amplitude of the spike discharge is very small and barely visible in the record.
It was often observed that penetration of the electrode resulted in a gradual loss of the spike activity without any apparent effect on the slow potential activity of the impaled neuron. Rarely did we encounter type Y responses without any trace of spike activity. As we have already discussed in parts I and II, the amplitude and/or time course of the spike discharge is not thought to be an indication of the type of neurons, but rather depends on such incidental factors as the distance between the spike-generating site and tip of recording electrode. In part I, we showed that in some neurons the axons took off from one of the principle dendrites, some distance away from the soma. In Fig. 21 we also notice that the slow potentials (synaptic or generator potentials) look as if they are half-wave rectified and that no appreciable DC component is present in the response.
The type Y responses produce well-defined but somewhat noisy first-order kernels (probably because of the presence of the spike discharges which could not be filtered out completely due to the overlap in the frequency ranges of the spike discharges and the slow synaptic potentials). In Fig. 22 are shown two such sets of hl's, one producing depolarizing (type Y,) and the other producing hyperpolarizing (type Yb) responses. Although the polarity is reversed, the two sets of kernels are, otherwise, very similar and display common features: 1) The annular kernels hl, are overdamped and faster than the spot kernels latencywise and frequency responsewise. 2) The spot kernels, hl,, are underdamped and slower latencywise and frequency responsewise. 3) In the two-input experiments the presence of the annular input depresses completely the spot compo,nent, hr,,a, while the presence of the spot component either depresses or enhances the annular components, hlalfi, although such changes are not as drastic as in the case of the spot component. Thus, the interaction between the spot and annular components is rather unilateral for type Y responses, while in the bipolar cells such an interaction is mutual. In analyzing the spike discharges in the catfish retina, Marmarelis and Naka (20) reported that the annular input gave rise to a slow, overdamped kernel and that the faster component depressed the slower component. In fact the set of kernels (derived from spike discharges) shown in Fig. 7 those in Fig. 22 shown here. If we assume that the frequency of the spike discharge is proportional to the amplitude of the depolarizing (intracellular) slow potentials, the close agreement between the results of the two analyses (one, on the spike discharges and the other, on the intracellular slow potentials) is what one could expect if both responses are recorded from the same class of neurons.
Although indirect in approach, it might thus be possible to identify morphologically the origin of the extraccllularly recorded spike discharges by comparison with the intracellular recordings in which morphological identification is possible through the intracellular dye-injection technique. For example, the set of kernels shown in Fig.  22B were recorded from a three-polar ganglion cell, and the fact that this set of kernels is very similar to those shown in Fig. 7 Fig. 23 ; it is for the annular component in a two-input experiment (the corresponding spot kernel is not shown since it is almost zero). The kernel has three peaks; one at the diagonal at t, = t2 = 64 ms, and the other two off the diagonal at tl = 64 ms ad t2 = 128 ms. Fig. 24 . We observe the following:
I) The spectra have some characteristics of band-pass filter.
2) The spectra have large high-frequency components as seen from the slower asymptote at frequencies 2040 Hz and the secondary peaks at very high frequencies.
3 ence of high-frequency components in the response. Such high-frequency components seem to originate from two sources: one, the intracellular slow potentials and the other, the remnant of the spike discharges left unfiltered. However, it is worth mentioning here that despite the presence of the high-frequency component, the model response based on hI and h2 can predict the system response with reasonable accuracy, in contrast with the type C response in which h3 had to be introduced to predict the system response with comparable accuracy (see Table 2 ).
Com,pa retinal rison of neurons responses from catfish
In the preceding sections we ha ve described the function al traits of the catfish retinal neurons as revealed by morphological (through intracellular dye injection) and functional (through white-noise analysis) identification the responses experimen into five ts, and classified major categories based on a few selected ex .amples which we believed to be typical of a given class of neurons. As we will amplify in the APPEN-DIX, such a traditional classification aPpreach fails to indicate how objective the classification response is is or how clearly each cla ss of separated from the rest. To overcome partially this difficulty and also to give some objectivity to the classification scheme which we propose for the catfish retinal neurons, the responses from about 100 neurons on which two-input whitenoise analysis have been performed are classified into five types based on their functional (mainly through the kernels) and morphological characteristics, and the MSEs for each class of neurons are tabulated in Table 2 . In the table are shown five sets of values: MSE for LM,,,, LMa,s, LM,,, -I-LM,/S? and MR, and the difference between the last two MSEs or the improvement in the model performance by the addition of the second-order terms predicted by hS's.
In the table we notice that both the external and internal horizontal cells (which were identified by dye injection) are linear because the introduction of the secondorder term improves the MSE of the external cells by 1% and worsens the MSE of the internal cells by 2%. Such worsening of the model response by the addition of the second-order term is due to the fact that the term is composed mainly of the high-frequency noise because of the nearperfect fit of the annular linear model (MSE of 9%). This fact also indicates that in the horizontal cells the total response MR is almost entirely due to the annular inputs, a fact which is predictable from our assumption that the horizontal cells form a laminar layer (17, 30, 37).
The bipolar cells, both types Ba and Bb, are linear, but less so than the horizontal cells, as the second-order model showed an improvement in the MSE of about 5% over the linear model. However, contrary to what we have seen in the horizontal cells, the MSEs for the spot and the annular linear models are quite comparable, indicating almost equal contribution to the total response from the two inputs. Together with the fact that the polarities of the spot and annular h,'s are opposite, this table indicates that the bipolar cells form a biphasic receptive field. We notice that in the bipolar cells the MSEs for the total MR models are about 20%, while in the horizontal cells it is about 10%. To judge from the absence of the high-frequency components in the bipolar cell responses, the poor predictability of the second-order model seems to reflect more difficult recording conditions rather than the presence of the higher order terms. The second-order nonlinearity in the type N neurons is also small; an improvement in the model performance of 3% is seen by the addition of the second-order term. In the type N neurons the annular linear model predicts the system response with a MSE of about 30%, while a similar spot model predicts the system response with a MSE of 90%, thus indicating that in the type N neurons, as in the horizontal cells, the total response mainly arises from the annular input.
The type C neurons are characterized by the fact that the first-order models perform very poorly, thus indicating the highly nonlinear characteristics of the neuron. The improvement of the model response by the introduction of the second-order term is about 40%, the largest in the catfish retinal neurons, a fact which further substantiates the high nonlinearity in the type C response. We have already mentioned that the addition of the third-order term improves the predictability of the model response by nearly 20%.
In the type Y responses the improvement in the MSE by an addition of the secondorder term is IS%, a value halfway between the similar improvements in the linear (horizontal and bipolar cell) and in the highly nonlinear (type C) responses. Under the present experimental conditions the type Y responses are largely due to the annular inputs the spot inp and only a small part is due to ut.
2
Those observations we made in Table  agree fully and augment further the classification scheme we proposed earlier of the catfish retinal neuronsA and also the conclusions we have drawn on the functional traits of each class of neurons.
Dynamic response ranges of catfish retinal neurons
Thus far the study of the relationship existing between input and output in the neurons in vertebrate retinas has been explored mainly through stimulating the system by step or sinusoidal functions. The most ubiquitous relationship found so far was originated in Naka and Rushton's (29) treatment of the tenth horizontal cell 'responses to step inputs. In this study they showed that the relationship between the amplitude of the light input and the amplitude of the resulting horizontal cell response (V-log I) could be fitted by a tanh-log curve. In some other retinas, such as those of the carp and mudpuppy, similar curves were constructed for the responses arising from neurons other than the horizontal cells (13, 4547) . However, such a relationship can be unambiguously established only if the system under study shows a constantgain low-pass frequency response; i.e., if the system detects only the magnitude of the stimulus. Otherwise it is a strong function of frequency. Another condition for the meaningful interpretation of such a static V-log I curve is a monotonic receptivefield organization;
if the receptive fields are organized in a more complex fashion, such as those found in the bipolar cells, the interpretation of the resulting V-log I curves becomes problematic. In the catfish retina the analysis performed so far has shown that, except for the horizontal cells and probably also the receptors, the retinal neurons have complex receptive-field organizations and, often, strong band-pass characteristics. Therefore, their input-output relationships must be established based on the dynamics of their responses, preferably by the use of two-input white-noise analysis, so that both receptive-field components are accounted for. This is due to the fact that the dynamics of a given system can be efficiently described in terms of a small set of kernels and that the two-input analysis technique is capable of separating the responses from the two components.
In the present study, however, we limit our analysis to one-input experiments which could, although not as completely as twoinput experiments, describe the dynamic response range of the catfish retinal neurons. In this study we confine the stimulus to field illumination (Fig. l) , which covered about two-thirds of the entire retinal surface and whose average mean intensity level was controlled by interposing neutral density filters (while keeping the modulation depth constant). To make interpretation easier, the analysis was performed on the linear neurons in which the magnitude of the first-order kernels can be taken as an Fig. 25 are shown results from one horizontal (A), two bipolar (B and C), and one type 3J (D) cells; those records marked 1 were obtained by inputs whose average intensity level was 0 log units (without any neutraldensity filter) and for the records 2 through 5, the average intensity levels were decreased by a decrement of 0.8 log units. In the figure we notice that the amplitude of the horizontal cell h1 decreases rapidly as the level of mean intensity is decreased and such a decrease is roughly proportional to the decrease in b; i.e., the DC component of the response. Thus the dynamic range of the horizontal cell is comparable to the response range when it is explored by step inputs. The response from the other types of neurons, however, has a much larger dynamic range and a decrease in the mean intensity level by one or two log units does not produce a marked change in the amplitudes of the first-order kernels (cf. Fig. 25) . In some cases a decrease in the mean intensity level results in an increase in the dynamicgain of the system. A possible explanation for this observation will be discussed later. However, all types of neurons show a common feature: a shorter peak response time as the mean intensity level is increased and a similar decrease in latency (although the latter cannot be seen as clearly as the former).
Clearly, the response range (or sensitivity) of a neural system, unless it shows a constant-gain low-pass characteristic, is a function of the stimulus frequency. Therefore, a natural way to study this matter is through the response (to white noise) power spectra, which in effect measures the power (or amplitude) of the response at each frequency. These spectra, of course, would have to be measured for different mean intensity levels (while the modulation depth is kept constant). Incidentally, such an approach to measuring the dyna .mic response range of a neuron circumvents the problems of nonlinearity as these are also accounted for in the spectrum.
One such&attempt is shown in Fig. 26 in which are shown the power spectra of bipolar cell responses recorded at two different mean intensity 1 evels, one at 0 log and the other at -0.8 log units. From the re- In both records responses are scaled by the same factor so that the power level of the system response at 0 log in tensi ty is close to 0 dB. sults of each two-input experiment six power spectra are computed for each set: the power spectra of the system experimental response, R, of the model response, MR, the nonlinear annular-component, NM,, the linear annular-component, LM,, the nonlinear spot-component, NM,, and the spot linear component, LM,. In addition to the features we have already described these power spectra show that 1) there is a very close agreement between model and system responses, and 2) a similar close agreement exists between the linear and nonlinear model responses. Comparing sets of power spectra, we notice 1) at higher mean intensity, the system exhibits a band-pass characteristic which is mainly due to the annular component; 2) as the mean intensity level is decreased the system becomes overdamped, due to predominance of the response by the spot component; and 3) decreases in the level of intensity result in a faster decrease in the power level of the spot than the annular component.
Similar characteristics have been observed consistentIy in the power spectra of the linear neurons and they were not confined to the bipolar cell responses. We conclude that the dynamic response range of the horizontal cells (and probably the receptors) is the smallest (for the range of intensities used) and is comparable to the static V-log I relationship of these cells, while other proximal neurons such as the bipolar cells, have much larger dynamic ranges, well over 34 log units, although their static response range, as probed by the step inputs, is reportedly very limited (13, 45).
DISCUSSION
Classification of neurons
During the late 19th and early 20th century, vertebrate retinal neurons were classified into taxonomical sets based on such morphological traits as the degree of dendritic expansion, location of somata, or the presence or absence of axons. As already recognized by Ramon y Cajal (5), such a morphological classification was necessarily tentative, as any class of neurons requires functional as well as structural definition.
The introduction of the intracellular dyeinjection technique, particularly of Procion dyes, offers now the possibility of testing the validity of the classical classification of the retinal neurons. Pioneering studies by Dowling and Werblin (7, 48) and especially, Kaneko (1 l), followed by Matsumoto and Naka (22), have shown that intracellular recordings, as well as dye injection, can be performed in the vertebrate retinal neurons. Although these studies have brought forth valuable information, they were unsatisfactory in four respects: 1) No appreciable effort was made to establish the classical morphology of the neurons in the retina in which intracellular dye injection was attempted. For successful structural identification of a class of neurons through intracellular dye injection, 2) The histological procedure employed by the earlier investigators reduced the number of recovered neurons, due to the tedious sectioning involved, and eliminated virtually any characterization of the neurons based on the lateral spread of their dendrites. We have already shown in part I (24) that morphological classification of retinal neurons in radial section (or side view) is of limited value in the catfish retina; some of the drawings by Ramon y Cajal (ref 5, plate III, Fig. 4e ) indicate the importance of viewing the neurons in flatmount preparation.
3) The scope of the functional identification of the neurons was severely restricted by being based only on the responses to step (pulse) input. In part II (28) of this series we have already described the difficulties involved when such step inputs are used as a functional probe. 4) Due to the diversity in shape and size of the retinal neurons (cf. ref 5, 24, 40) , morphological and functional identifications have to be performed on the same neurons; any conclusion on the correlation between structure and function must be statistically based on the results of a large number of such dual identification experiments. Unfortunately, in the intracellular dye-injection experiments so far carried out in the vertebrate retina, such conditions have not been fully met, except for the excellent studies on the turtle horizontal cells (23, 34, 37).
In this series of studies we have avoided these obstacles found in the earlier attempts to correlate structure and function in the vertebrate retina. Moreover, each paper in this series was developed independently, so that results from one part would not bias any conclusion drawn from any other parts.
While our analysis of the neurons in the distal layers of the retina agrees fully with the conclusions reached in the earlier studies, our identifications of the neurons in the proximal layers deviate from the previously accepted views. However, we also realize that our identification of the proximal neurons is not yet complete, and to circumvent any further complications, we have assigned them the noncommital designations, types N, C, and Y neurons, reflective of their response characteristics. A more quantitative categorization procedure, such as the one attempted in the APPENDIX, might be able to establish a more definitive classification of these neurons.
Functional identification
The functional identification of a neural system involves the complete determination of the input (stimulus) versus output (response) dynamic relationship of the system in the form of a compact mathematical representation. For a linear system the identification procedure is simple and well established; a step or a series of sinusoidal stimuli of different frequencies are well suited for this purpose because the principle of superposition holds for these systems. Except for a few cases where certain linearization techniques have been used (38), a step or sinusoidal stimulus has been used almost exclusively to identify functionally the response characteristics of a given neuron. Here we mention an attempt by Schellart and Spekreijse (35) to study the dynamics of the retinal ganglion cells by cross correlating the noise input and the resulting spike discharges.
When applied to the study of sensory systems, testing (in order to identify functionally) by these traditional inputs is very disadvantageous in that such stimuli are unnatural, inefficient in gathering data over a short period of time and, most of all, unsuitable for the nonlinear quantitative description of the system stimulus-response behavior. In a series of studies we have successfully applied Wiener's theory (49) of nonlinear analysis to the horizontal and ganglion (spike) cell responses from the catfish retina and have shown that this method is applicable and well suited to the study of the retinal ne cifically, the white-noise ural systems. Spemethod of testing a sensory neural system (in order to identify it functionally) has four major advantages over the traditional methods of testing by pulses and/or sinusoidal inputs: 1) It allows a concise quantitative description of the dynamics and nonlinearities of the system.
2) The white-noise stimulus, by its nature, nearly maximizes the rate of information gathering about the stimulus-response behavior of the system as compared with a sinusoidal stimulation or a brief pulse given once in a few seconds. This is a very important point in the study of the vertebrate retina (or any other part of the central nervous system), where stable intracellular recording time is limited to less than a few minutes, during which a given neuron must be identified morphologically (through dye injection) as well as functionally. 3) Most types of unwanted, contaminating noise are eliminated through either the cross-correlation process involved or the orthogonali ty of the white-noise characterization. This is also important in intracellular recordings from smaller neurons where noise is indeed a problem. 4) When expanded to multi-input systems, necessary because of the biphasic or concentric nature of retina1 receptive fields, the whitenoise analysis allows us to identify the dynamics of each field component separately as well as their interaction in a single experiment.
For example, we have shown that a 20. to 40-s-long experiment on a bipolar cell is sufficient to give information on the contributions to the total response from each compnent, spot or annular, and also on the nature of their mutual dynamic interaction (which was found to be rather small in all the catfish retina1 neurons). Moreover, the effect of each receptive-field component on the other is manifested clearly and completely by the change of the kernels from the one-input experiments to t.he two-input experiments (e.g., the change of hl, and hZa to hl,,, and h2a,s). Thus white-noise analysis is an ideal tool to identify functionally the retinal neurons which have either concentric, biphasic, or monotonic receptive-field organizations (in which the spot and annular stimuli play important roles) and which transmit signals primarily through analog potentials. As we have discussed elsewhere (18, 2 1) the white-noise analysis of spike discharges requires a recording time of 5-10 times longer than for slow potentials (in order to achieve similar statistical accuracy) and produces less satisfactory results.
Horizontal cells
The morphological and functional identification of the horizontal cells is straightforward. The horizontal cells, both external and internal, have independent monotonic receptive fields (cf. ref 17, 30, 37). As shown above, their dynamic as well as static range of responses to the light stimulus is limited. The horizontal cells have a large DC response component (h,) which together with the first-order kernels is sufficient to describe the response of the cell with very good accuracy. Although there is a certain dynamic, "small signal" nonlinearity associated with the cell, i.e., asymmetric rising and falling phases, besides the usual saturating nonlinearity, the horizontal cell is, with the depth of modulation used, essentially a linear device with a constant-gain, low-pass filter characteristic.
The results of the nonlinear analysis so far performed on the cell, as well as those from other mathematical analyses (17, 30, 37), lead to the conclusion that the cell's function is simply to detect the magnitude of the input signal and integrate it by means of its laminar structure. We have also noted a remarkable consistency in the responses from horizontal cells, a feature easily attributable to a group of cells acting as a syncytium (see APPENDIX).
Bipolar cells
The identification of the bipolar cells as a class of neurons did not pose any difficulty, morphologywise (part I (24)) or functionwise (part II (28)). However, the patterns of responses from individual cells encompassed a large range in which certain response parameters varied continuously (see APPENDIX).
Thus, it was not possible from the present analysis to classify them into two classes which might correspond to the smaller and larger bipolar cells. Such classification of the bipolar cells can perhaps be obtained in the near future by an experiment in which the diameter of Their functional traits are very similar to those of the horizontal or bipolar cells. However, in type N neurons (responses) both the spot and annular inputs give rise either to depolarizing (Na) or hyperpolarizing (Nb) responses, while in the internal horizontal cells and the neurons giving rise to the type N responses face each other directly at the junction of the inner nuclear layer and inner synaptic layer, the possibility cannot be excluded that there is a direct-signal transmission between these two classes of neurons. However, they are distinguished from one another functionally by different response patterns: 1) although both neurons form monotonic receptive fields, the spot response is not depressed by an annular input in the horizontal cells, while in the type Na neurons the presence of an annular stimulus completely depresses the spot response component; and 2) the dynamic gain of the type N response covers a far larger range than the horizontal cell response.
Type C responses
The type C response, evoked by step inputs, is a transient depolarization at the on-and offset of the stimulus. Similar depolarizing transient responses have been seen in the mudpuppy and goldfish retinas all the bipolar cells these stimuli produce by Werblin and Dowling (48) and by responses of opposing polarity. If type N Kaneko (11, 12), who ascribed them as neuron responses result from inputs coming originating from amacrine cells. Procion from one type of bipolar cell, then the sig-dye injection performed concurrently with nal due to one of these two inputs must be white-noise analysis has revealed that the inverted somewhere along the chain of majority of the type C responses was proprocessing. However, it should be noted duced by a class of neurons referred to as that the "decision" (for the inversion of this the spindle-type (ganglion) neuron in part signal) by an observer sitting at the output I (24) of this series; the observations made of the bipolar cell (which must be the site in part II (28) substantiate this conclusion. of the decision by the type N neuron syn-
The most striking feature of the type C by 10.220.32.247 on October 28, 2016
http://jn.physiology.org/ response is the absence of well-defined firstorder (linear) kernels, suggesting the existence of a high nonlinearity involved in the response. Another characteristic feature of the response is the large, spikelike depolarization which apparently is produced by some thresholdlike mechanism. This feature requires the introduction of the third-order nonlinear kernel in order to describe the response with a reasonable degree of accuracy. Similar depolarizing (regenerative) slow potentials which bear close resemblance to the type C response were seen in the turtle photoreceptors (ref 10, Fig. 9;  ref 33, Fig. 3) . It has been shown in the catfish retina that some neurons have very large dendritic fields, reaching nearly 1 mm in diameter, and it is conceivable that some sort of a regenerative mechanism is set up in order to transmit signals over such a large distance. In the horizontal cells this type of problem is overcome by the formation of a laminar layer in which the potential decays much more slowly than in a simple tubular structure (cf. ref 17 , Fig. 2) .
In their studies on the discharge patterns of the catfish ganglion cells Naka and Nye (26, 27) have reported that these cells form concentric receptive fields in which a spot and an annulus of light produce responses of opposing modes; i.e., transient versus sustained discharges. We have found that the pattern of the type C response to a large extent is invariant of the stimulus parameters (part 11). Therefore there are two possibilities: a) Naka and Nye failed to record spikes from a class of ganglion cells, if indeed the type C neurons are ganglion cells; or b) type C neurons feed signals into the ganglion cells or type Y neurons. However, the fact that type C neurons do not exhibit any clearly defined first-order kernels indicates that the noisy but well-defined first-order kernels seen in type Y neurons are likely due to signals from other neurons, such as type N or bipolar cells.
Type Y responses
Responses were classified as type Y based on two criteria: a noisy but well-defined first-order kernel and a large second-order nonlinearity.
These were produced by a large variety of neurons which fit best the definition of "classical" ganglion cells. In the methylene blue preparations it was always possible to find a group of neurons with axons which had a close morphological resemblance to the Procion neurons which gave rise to type Y responses. Apparently, neurons which produce type Y responses constitute .a large population of neurons which may include many morphological as well as functional subclasses. In one of the companion papers (part I (24)) we showed that the morphology of the ganglion cells encompasses a whole gamut of structural variation. A further study has to be undertaken to correlate the rich variety of morphological shapes with the response characteristics of these is interesting to It has been reported that ganglion cell discharges showed a strong rectifying nonlinearity which was commonly believed to be simply a manifestation of the fact that there are no "negative" spike discharges (38). However, in a recent paper Marmarelis and Naka (18, 19) have suggested that such rectification takes place at the ganglion cell stage, probably at the ganglion-bipolar cell synapses, and the results of more direct observations made in this study on the intracellular potentials have shown that this rectification takes place when the signals are transmitted from bipolar or type N cells to types Y and C neurons. Apparently in the catfish retina, then, initiation of spike discharges is not the main site of rectification.
Morphological and functional characteristics of the catfish retinal neurons studied in this trilogy are summarized in Table 3 .
Comparison with results obtained in other retinas
The morphological and functional identification of the horizontal cells agrees fully with the results in earlier studies (11, 14, 40 Toyoda (43) in his study on the carp bipolar cells observed an increase in the depolarizing response evoked by a step input in the presence of an annular illumination; in the carp retina, however, the reverse was not true.
In his recent study on the mudpuppy retina, Werblin (45, 46) concluded that the presence of a background (annular) illumination brought forth a lateral shift of the bipolar cell V-log I curve toward a lower sensitivity. In the catfish bipolar cells a simultaneous presentation of the center (through a spot of light) and surround (through an annulus of light) stimuli resulted in a mutual enhancement of the dynamic gain of the two receptive-field components. If the presence of an annular input brought forth a lateral shift of the V-log I curve to increase the dynamic gain of the spot component, a similar shift for the annular component must take place by the presence of a spot input, a situation hard to visualize. Therefore, the observations we made in this paper cannot be explained by a simple shift of V-log I curves. In the mudpuppy it was further shown that effects of surround illumination were seen 250 ms after the onset of the center response (46) were recorded from a class of neurons with the characteristic spindle-shaped cell body. In part II it was further shown that each of these type C neurons had a characteristic process which descended down to the ganglion cell layer.
Here we recall our definition of type C responses as those which lack well-defined first-order kernels, necessitating a thirdorder term to describe their responses. When tested by step inputs, the resulting responses are transient depolarizations at the on-and offset of pulses. Some ganglion cells (type Y neurons) produce similar transient on-off depolarizations in response to step inputs (26, 27), but such responses are modeled with reasonable accuracy with the first-and second-order terms (18-20).
Clearly, these transient depolarizations from amacrine cells published so far are not well documented in terms of their functional and morphological characteristics and, therefore, we are not in a position to resolve the di screpancy between results in the catfish and other animals. the
Dynamics of catfish retinal neurons
In the cat as well as in the goldfish retinas it was observed that the ganglion cell responses (as represented by their spike discharges) changed from a strictly low-pass filter to a band-pass filter when the intensity of the background illumination was increased (9, 35). Catfish retinal neurons show exactly the same characteristic when the average mea .n in tensi ty level is increased; this is reflected by a transformation of the overdamped hl at low-intensity levels into the under-damped hl at high-intensity levels (Fig. 25) . In the cat ganglion cells the low-frequency cutoff (i.e., the band-pass characteristics) was proved to be due not to lateral inhibition from the surround but to the nonlinear feedback in which the horizon mission .t al ccl 1 potential controlled transfrom the receptors to the bipolar cells (9). Schellart and Spekreijse (35) have also suggested that spatial summation played an important role in the shift to higher values of the cutoff frequencies. Marmarelis and Naka (20) suggested that the speedup of the horizontal cell responses at higher mean intensity levels could be explained conveniently if the horizontal cell potentials (integrating signal) were assumed to feed negatively back to the receptors. The results of analysis on other retinal neurons give support to this assump tion.
Kaneko and Hashimoto (13) were the first to note that the neurons in the INL had steeper V-log I curves; their observations were later confirmed by Werblin (45, 46). As we have already mentioned in RESULTS, the static V-log I curve plotted in their experiments serves as a measure of sensitivity only and only if the system under study has a constant-gain low-pass characteristic (i.e., if it is not a function of frequency for frequencies within the system bandwidth). The horizontal cell response (generated by a single class of receptors) is the only neuron, except for the receptors, which partially satisfies such a condition. As we have shown in RESULTS, the dynamic range of the catfish retinal neurons (except for the horizontal cell and possibly the receptors) is much larger than what was predicted by the static V-log I curves. The fact that such a large dynamic range is seen first in the bipolar cells gives further support to our hypothesis that the cell acts essentially as a comparator of two signals, each with a large DC bias, one from the receptor and the other from the horizontal cells.
CONCLUSIONS
A number of (about 150) white-noise experiments have been performed on the catfish retina; the stimulus consists of light intensities exciting the center (by a spot of light) and surround of the receptive field (by a concentric annulus) and modulated by independent white-noise signals. The elici ted response is measured intracellularly from neurons throughout the retina. For each two-input experiment a set of five functions (kernels) is computed from these stimulus-response data., This set of kernels describes completely the nonlinear dynamic behavior of each neuron. In still other experiments a single white-noise stimulus is used (a field or spot or annulus only) and a similar set of characterizing kernels is measured.
The method allows us to describe separately (in the two-input experiments) the contributions (linear as well as nonlinear) of each input to the response. Furthermore, as applied to intracellular recordings, it allows us nearly to maximize the amount of diverse stimulus-response data we can obtain over a limited amount of time and it greatly alleviates the problems caused by unwanted noise. Besides these advantages, the universal nature of the white-noise signals results in a global functional identification of each neuron (i.e., over its entire operational range) and the characterization in terms of the kernels is given in a canonical form (i.e., in the same fixed format for all neurons). These three features of the method, in turn, allow us to proceed in an objective and efficient way with the functional classification of the retinal neurons.
We have correlated the morphology of the catfish retinal neurons with their (nonlinear) dynamic characteristics as derived from white-noise stimulation.
From such combined structural and functional studies we propose to revise the classical classific cation of the retinal neurons, at least in the catfish retina, based on the functional properties of each class of neurons as repres$ted by a small set of kernels.
: In our scheme the neurons are classified as horizontal, bipolar, and types N, C, and Y neurons, the latter three types encompassing cells otherwise known as amacrine and ganglion cells. The objectivity of this categorization system and the degree of separation among the types of neurons (or the clusters formed by classes of neurons) are shown in a scatter-gram in the APPENDIX, in which morphologically identified neurons are grouped according to their common function al features.
The characteristics of the five types of catfish neurons are: 1) Horizontal cells. Both the external and internal (and probably the intermediate, too) horizontal cells form independent monotonic receptive fields through the S space, in which center and surround stimulations give rise to responses which are synergistic. The static and dynamic ranges of the cells are limited, and the system is essentially a low-pass filter which detects mainly the amplitude of the input signal. The functional significance of the cells is twofold; first, they integrate the signal over the entire retinal area and then transmit it to the bipolar cells, and second, the same signal is fed back to the receptors to improve their frequency response (and, consequently, that of the subsequent stages).
2) Bipolar cells. There are two opposing subtypes, one on-center and the other offcenter bipolar cells, both of which are linear (within the depth of modulation) and show characteristics of a low-pass to band-pass filter. The functional parameters of bipolar cells cover a large range, as evidenced by the loose clusters in the scattergram in the APPENDIX.
In the bipolar cells, stimulation by a spot of light produces an overdamped kernel, which is transformed in the presence of an annular input into an underdamped kernel, accompanied also by a shortening of the latency and the peak response time. The annular response has always longer latency and peak response time, but is faster frequencywise, than the spot response. In the bipolar cells two receptivefield components, one a local signal activated by a spot input and the other an integrating signal derived from the horizontal cell, are mutually enhancing. All evidence obtained so far supports the original contention by Naka and Nye (26) that the bipolar cells act as a comparator of the two signals.
3) Type N neurons. There are two types, Na which depolarizes and Nb which hyperpolarizes, to any form of input. The neurons are linear, within the depth of modulation used and show characteristics of a low-pass to band-pass filter without any highfrequency components.
Morphologically, these neurons correspond to most of the amacrine cells described by Ramon y Cajal (3, including the giant amacrine cells in lizards.
4) Type C neurons. This neuron is highly nonlinear, requiring a third-order term to model the response with a reasonable degree of accuracy. It does not produce any welldefined first-order kernels but has a characby 10.220.32.247 on October 28, 2016 http://jn.physiology.org/ Downloaded from teristic second-order kernel which can be used as a signature to identify the neuron. Morphologically, the type C neuron corresponds to those neurons with a spindleshaped soma, commonly found in the INL. Type C response may or may not be accompanied by spike discharges. 5) Type Y neurons. This neuron is characterized by a noisy but well-defined first-order kernel and fits more closely the description of the classical ganglion cells. The response is normally accompanied by spike discharges, the amplitudes of which vary from neuron to neuron. This neuron type is probably composed of a large variety of subtypes. Type Y neurons produce either sustained or transient responses to step inputs.
In conclusion, the results obtained in this series of papers indicate that the relation of the function of a type of neurons to the underlying morphology is not as simple or homologous as hitherto assumed, and any such correlation at the present time must be statistical rather than a discrete one-to-one correspondence. The application of the intracellular dye-injection technique to the neurons in the central nervous system for identification purposes must be conducted with prudence. 
APPENDIX
