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As the use of the Internet proliferates, so does the amount of infor-
mation available. With the introduction of Web 2.0, which includes
users as content generators, finding relevant information is even more
complex. To tackle this problem of information overload, a number of
different techniques have been introduced, including search engines,
Semantic Web, and recommender systems, among others.
Social networks and communities have become an important environ-
ment for exchanging information about products, services, music, and
movies, among other things. In an information and knowledge society,
such technologies could also improve democratic processes, increase
citizens’ interest in political issues, enhance participation, and renew
civic engagement. However, the difficulty of finding other citizens or
parties that share common goals is still a barrier to overcome.
In this work, a fuzzy-based recommender system architecture for stim-
ulating political participation and collaboration is proposed. The
SmartParticipation project uses the database of smartvote, a well-
known voting advice applications (VAAs) for local, cantonal, and na-
tional elections in Switzerland. The recommendation engine works
with a modified fuzzy c-means algorithm (FCM) and the Sammon
mapping technique, which is used for visualizing recommendations.
Additionally, an evaluation framework for eParticipation is presented,
which allows one to analyze different projects and their development
towards the enhancement of citizens’ participation and empowerment.
Initial results demonstrate the potential for building political commu-




Mit zunehmendem Wachstum und Verbreitung des Internets steigt
auch die Menge an vorhandenen Informationen stetig an. Beson-
ders seit der Einführung des Web 2.0 und der damit verbundenen
Etablierung von Nutzern als Informationsquelle, wurde die Suche nach
der richtigen Information im Web komplexer. Eigens zur Meisterung
dieser Problematik wurden Lösungen Entwickelt, die in Form von
Empfehlungssystemen, dem Semantic Web und Suchmaschinen auf
dem Internet verfügbar sind.
Soziale Netzwerke und digitale Gemeinschaften sind zu wichtigen Um-
gebungen mutiert, in denen Informationen über Produkte, Dienstleis-
tungen, Musik, Filme und andere Produkte ausgetauscht werden.
In solch einer Informationsgesellschaft ist es dementsprechend na-
heliegend technische Hilfsmittel einzuführen und bereitzustellen, die
Bürgern darin helfen ihre demokratischen Rechte besser wahrnehmen
zu können. Dadurch wird der demokratische Prozess verbessert und
das zivile Engagement erhöht. Lediglich die Auswahl der richtigen
Kandidaten bei einer Wahl ist eine Hürde, die es noch zu überwinden
gilt.
In dieser Arbeit wird ein Empfehlungssystem vorgeschlagen, welches
auf Fuzziness basiert und dessen Ziel es ist den politischen Prozess
und die Kandidatenwahl zu erleichtern. Das SmartParticipation Pro-
jekt nutzt Daten von smartvote, einem bekannten voting advice ap-
plications (VAAs) für lokale, kantonale und nationale Wahlen in der
Schweiz. Das Empfehlungssystem arbeitet mit einem modifizierten
c-means algorithmus (FCM) und der Sammon mapping zur visual-
isierung der Empfehlungen.
ix
Zusätzlich wird ein Evaluations Framework für eParticipation vorges-
tellt. Dieses ermöglicht unterschiedliche Projekte und deren Beitrag
zur Verbesserung der Partizipation und Stärkung des demokratis-
chen Prozesses auszuwerten. Erste Resultate zeigen auf, das grosses
Potenzial im Bereich der Bildung von digitalen, politischen Gemein-




La popularisation d’Internet a graduellement accru la quantité de don-
nées disponibles. Avec l’apparition du Web 2.0, au sein duquel les
utilisateurs sont également des créateurs de contenu, trouver des in-
formations pertinentes est une tâche complexe. Dans le but d’aborder
ce problème, un certain nombre de techniques ont été implémentées
afin de faire face au risque de surcharge d’information. Parmi ces
derniers on peut compter les moteurs de recherche, le Web séman-
tique, les systèmes recommandeurs.
Les réseaux sociaux et communautés sont devenus un environnement
propice à l’échange d’informations au sujet de produits, de services, de
musique, de films, etc. Dans une société de connaissance et d’informa-
tion, de telles technologies sont également à même d’améliorer les
processus démocratiques, d’éveiller l’intérêt des citoyens pour la poli-
tique, d’augmenter la participation, et de donner un nouveau souﬄe
à l’engagement civique. Toutefois la difficulté à trouver des citoyens
ou des partis qui partagent la même visée est toujours une barrière à
franchir.
Dans cette étude, une architecture de système recommandeur basée
sur une logique floue est proposée afin d’inciter à la participation
politique et à la collaboration. Le projet SmartParticipation utilise
la base de données smartvote, une voting advice applications (VAAs)
répandue pour les élections locales, cantonales et nationales en Suisse.
Le moteur de recherche recommandeur emploie un fuzzy c-means al-
gorithme (FCM), ainsi que la technique de la mise en correspondance
Sammon adoptée pour la visualisation des recommandations.
xi
Un cadre d’évaluation pour la eParticipation est en outre présenté.
Ce dernier permet d’analyser différents projets, de même que leur
développement en fonction du renforcement de la participation des
citoyens et de leur prise de pouvoir. Les premiers résultats ont dé-
montré un potentiel notable pour la construction de communautés
politiques ainsi que pour la dynamisation de la participation civique.
xii
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This chapter gives the reader a general overview and scope of this Ph.D. thesis,
which uses a fuzzy-based recommender system approach for stimulating citizens’
participation in the field of Information Systems (IS). Additionally, a summary
of the technical contributions and the list of the papers previously published by
the author of this dissertation are provided. The chapter is structured as follows:
First, Sect. 1.1 provides the motivation of this work; then, Sect. 1.2 delimits the
main objectives. Section 1.3 provides the research questions that will be answered
during the development of the thesis; Sect. 1.4 delineates the research method
framework; Sect. 1.5 enumerates the research issues that are addressed in this
thesis. Finally, Sects. 1.6 and 1.7 provide the outline of this thesis and describe
the published contributions that are part of this work.
1.1 Motivation
Nowadays, the use of the Internet has a specific purpose: the search for infor-
mation. Unfortunately, the amount of information available on the Internet has
grown unexpectedly and exponentially (Internet World Stats [2012]). This rapid
growth has generated a question: How do we find relevant information? To re-
solve the problem of information overload on the World Wide Web (WWW), a
number of technologies are used, such as search engines, recommender systems
(RSs) and the Semantic Web. These technologies are briefly described as follows:
3
Introduction
• Search Engines. These are technologies based on “search” robots (e.g.,
Google, Yahoo!, and Bing, among others), which automatically and peri-
odically scan the Web in search of a new uniform resource locator (URL),
which is a sequence of characters that complies with a standard format
and a model that is used to name resources on the Internet for location or
identification, indexing, and storage in databases.
When a user searches for information on the Web through a search engine,
he must interact with the system by entering keywords. The system then
will deliver, according to certain algorithms (these algorithms are not public
and are only developed to meet certain general criteria), the Web addresses
of sites that have something to do with what the user is looking for. These
search engines are becoming more powerful, and because of the large amount
of information the Web contains, you can be confident that the results
obtained by the search engines are really the most relevant (Baeza-Yates &
Ribeiro-Neto [2011]).
• Recommender Systems (RSs). The term “recommender system” refers
to software tools and techniques that help reduce the problems of informa-
tion overload, providing suggestions for items that might interest the users.
RSs are based on collaborative filtering (CF) methods. These techniques
are most used in eCommerce (some examples of sites that use RSs are
amazon.com, and ebay.com, among others) to suggest items using different
decision-making processes (Ricci et al. [2011]).
• Semantic Web. Also known as the “Web of Data,” the Semantic Web
is based on the aggregation of semantic and ontological metadata of infor-
mation contained on the Web. It is not a separate Web but an extension
of the current one, and it gives a well-defined meaning, description of con-
tent, and relationship of the data with the aim of achieving a “Smart Web.”
Examples of the standards used by Semantic Web are Extensible Markup
Language (XML), Resource Description Framework (RDF) and Web On-
tology Language (OWL) (Hitzler et al. [2009], Fensel et al. [2011]).
In the eGovernment sector, the amount of available information that is con-
sumed by citizens (government plans, interviews, candidate profiles, political par-
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ties, and discussion forums, among others) is also increasing. Political instability
is not a recent problem, but a historical one. A key issue is that part of the pop-
ulation has not had access to education, among other basic goods and services.
This social structure has made the “lack of memory” of citizens the best way to
keep politicians in power. Thus, the social and political processes have based
proposals on solving immediate problems and not a strategic development plan.
On the other hand, constantly providing information about political proposals,
offers and fulfillment thereof by the various political actors becomes a social obli-
gation to make the political process truly democratic; and, thus, contribute to
the so-called “Open Government” (Lathrop & Ruma [2010]).
Democratic processes are becoming a significant issue for citizens when they
face election processes that require them to select their representatives from a
large list of candidates since, in many cases, the candidates are relatively un-
known to their constituents. Moreover, the need of citizens to create their own
communities that can lead to projects, the creation of new political movements,
and proposals for referendums, among others, can have a big impact on the in-
clusion of citizens and the enhancement of participation. Additionally to the
problems mentioned above, the user must to be taken into account together with
the limitations of the analysis of data, management of technology, and digital
divide, among others. For that reason, providing a tool that can be used and
understood by everyone is highly relevant.
1.2 Objectives
To address the problems listed above, this Ph.D. thesis proposes a Web-based
platform called SmartParticipation, which intends to provide citizens with a sim-
ple, innovative, and independent alternative to enhance participation by using a
fuzzy-based approach to provide recommendations and focusing on three partic-
ipation areas: eCollaboration, eDemocracy, and eCommunity.
In the area of eCollaboration, the platform can be used by governments or
private sectors to find citizens interested in taking part in various projects based
on their profiles. In the area of eDemocracy, the platform can be used to moni-
tor, evaluate and provide relevant information on different political actors. In the
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area of eCommunity, the platform could provide tools for creating virtual com-
munities. Additionally, the SmartParticipation platform can contribute toward
enhancing the so-called public memory, which leads to better political control
(Meier [2012], p. 160). The information presented by SmartParticipation should
be displayed in a user-friendly interface and be easy to understand, aiming at a
sector of society that might not be familiar with the latest technologies. This
application offers the possibility for citizens to participate in national issues by
opening channels of discussion and debate through the use of information and
communication technologies (ICT), Web 2.0 and Semantic Web. To meet these
objectives, the system must be designed taking into account different disciplines
such as RSs, eParticipation, Semantic Web, human computer interaction (HCI),
and data visualization.
1.3 Research Questions
In this section, a number of research questions are presented that provide an
overview of the goals and scope of this Ph.D. thesis. In the conceptual and
implementation phases, the following research questions shall be investigated:
1. What are the differences between classic RSs used in eBusiness and those
used in eGovernment?
2. How can RSs be used to improve citizens’ participation?
3. How can fuzzy logic be applied in RSs?
4. What are the advantages and disadvantages of using a fuzzy-based recom-
mender system?
5. What type of architecture shall be chosen for the development of a fuzzy-
based recommender system?





This Ph.D. thesis uses the guidelines for design science in IS research proposed
by Hevner et al. [2004] and summarized in Table 1.1, which consists of seven
guidelines to assist researchers, reviewers, editors, and readers to understand the
requirements for effective design-science research.
Table 1.1: Design-Science Research Guidelines. Adapted from Hevner et al. [2004]
Guideline Description
1st. Design as an Artifact Design-science research must produce a viable artifact
in the form of a construct, a model, a method, or an
instantiation.
2nd. Problem Relevance The objective of design-science research is to develop
technology-based solutions to important and relevant
business problems.
3rd. Design Evaluation The utility, quality, and efficacy of a design artifact must
be rigorously demonstrated via well-executed evaluation
methods.
4th. Research Contributions Effective design-science research must provide clear and
verifiable contributions in the areas of the design arti-
fact, design foundations, and/or design methodologies.
5th. Research Rigor Design-science research relies upon the application of
rigorous methods in both the construction and evalua-
tion of the design artifact.
6th. Design as a Search Process The search for an effective artifact requires utilizing
available means to reach desired ends while satisfying
laws in the problem environment.
7th. Communication of Research Design-science research must be presented effectively
both to technology-oriented as well as management-
oriented audiences.
Design science is a problem-solving-based information technology research
methodology that offers specific guidelines for evaluation and iteration within re-
search projects. It focuses on the development and performance of artifacts with
the explicit intention of improving the functional performance of the artifact.
Design science research is typically applied to categories of artifacts including al-
gorithms, human/computer interfaces, and design methodologies, among others.
Since the main objective of this Ph.D. thesis is to develop a Web application, the
design science approach gives the necessary framework for the implementation
and development of this thesis. Design-science research requires the creation of
an innovative artifact (1st guideline); and, in the case of this thesis, the artifact to
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develop is a Web application. The artifact belongs to a specified problem domain
(2nd guideline); in the case of this thesis, the domain is eParticipation. Since the
artifact is purposeful, it must be useful in resolving the specified problem. Hence,
thorough evaluation of the artifact is crucial (3rd guideline).
Novelty is similarly crucial since the artifact must be innovative, solving a
heretofore unsolved problem or solving a known problem in a more effective or
efficient manner (4th guideline). In this way, design-science research is differen-
tiated from the practice of design. The artifact itself must be rigorously defined,
formally represented, coherent, and internally consistent (5th guideline). The
process by which it is created, and often the artifact itself, incorporates or en-
ables a search process whereby a problem space is constructed and a mechanism
posed or enacted to find an effective solution (6th guideline).
Finally, the results of the design-science research must be communicated effec-
tively (7th guideline), both to a technical audience (researchers who will extend
them and practitioners who will implement them) and to a managerial audience
(researchers who will study them in context and practitioners who will decide if
they should be implemented within their organizations).
1.5 Research Issues
This Ph.D. thesis is divided in three phases that combine academic research,
implementation of prototypes, and evaluation. The first phase of this thesis
will be focused on literature research in the domains of RSs, fuzzy logic, fuzzy
classification, fuzzy clustering, HCI, data visualization and open government. It
will give first indications regarding which concepts can be used, modified, or need
to be newly developed. This will help to demarcate the scope of the thesis.
The second part of this work is the implementation of prototypes of the desired
system based on previous research that can meet the objectives of both user
and designer in terms of usability and data analysis, among others. Finally,
the evaluation of the system will take place using the prototypes developed and
various techniques of clustering and data visualization. In order to evaluate the




This thesis is organized in five parts, each part containing different chapters. The
first part provides the background; the second part, the conceptual background;
the third part, the evaluation framework; the fourth part, implementation; and
the fifth part, concluding remarks and outlook. In this section, a brief description
and the content of each chapter is presented.
Part II - Background
• Chapter 2 - eGovernment. In this chapter, the eGovernment frame-
work used in this Ph.D. thesis is described. It introduces the concepts of
eCollaboration, eDemocracy, eCommunity, and eParticipation, which make
up the goals of this work.
• Chapter 3 - Recommender Systems. In this chapter, a brief intro-
duction of RSs, challenges, and problems of RSs, the most-used techniques
in RSs based on CF technologies, and different CF methods are presented.
• Chapter 4 - Fuzzy Logic. This chapter gives a brief introduction to fuzzy
logic and fuzzy sets theory. Additionally, the main fuzzy set operations
are described. This chapter gives a brief introduction of sharp and fuzzy
clustering. It describes the main advantages of using the fuzzy methods used
in the recommendation approach compared to the classical sharp clustering
methods.
Part III - Conceptual Framework
• Chapter 5 - Fuzzy Recommender System. In this chapter, the archi-
tecture of the recommender system used by SmartParticipation, the proto-
type developed, and the different types of GUI are presented. The results
presented in this section are used with the data provided by the smartvote
[2012b] system.
• Chapter 6 - SmartParticipation. This chapter shows the growth of
research in the area of eParticipation. Moreover, it introduces the five
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participation levels that are used by the SmartParticipation project. Addi-
tionally, it describes three maturity models for eCollaboration, eDemocracy,
and eCommunity.
Part IV - Evaluation Framework
• Chapter 7 - Evaluation Framework. In this chapter, a quantitative
framework for evaluating eParticipation projects is presented. Additionally,
it presents the evaluation of a number of various VAAs, which are used in
the area of eDemocracy.
Part V - Implementation
• Chapter 8 - Architecture and Implementation. This chapter presents
the implementation of the SmartParticipation project and the different so-
lutions implemented.
Part VI - Conclusions
• Chapter 9 - Discussion and Conclusions. In this chapter, concluding
remarks and suggestions for future research are presented.
1.7 Published Work
In this section, a summary of the technical contributions and the list of the papers
published by the author of this dissertation are provided. These resources are all
related to the motivation or a part of this thesis.
• Terán & Drobnjak [2013]. In this work, the authors describe five lev-
els of participation, which takes into account the advantages of the social
Web or Web 2.0, together with a quantitative approach for the evaluation
of eParticipation projects. Each participation level is evaluated indepen-
dently, taking into account three main components: Web evolution, media
richness, and communication channels. This paper presents the evaluation
of a number of existing VAAs. The results provide an overview of the main
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features implemented by each project, their strengths and weaknesses, and
the participation levels reached.
• Terán [2012]. In this work, a new clustering visualization for the creation
of Political Communities based on issues is presented. It also includes a
new definition of the so-called fuzzy profiles that allows visualization of
recommended citizens and candidates close to the preferences of users based
taking as reference the various issues that are proposed by the smartvote
project.
• Terán et al. [2012]. This work compares the FRS introduced in the
previous work using an existing VAA (smartvote [2012a]) that is used in
this Ph.D. thesis for analysis and evaluation of results. The smartvote
system provides recommendations to voters about candidates who are close
to their political preferences and tendencies for local, cantonal, and national
elections in Switzerland.
• Terán [2011]. This paper introduces the creation of political communities
using a variation of the FRS introduced in previous works and some infor-
mation about the user’s profile. Initial results demonstrate the potential for
building political communities and the stimulation of civic participation.
• Terán & Meier [2011]. In this paper, the SmpartParticipation platform is
introduced. The goal of this project is to offer the possibility for citizens to
participate in national issues by opening channels of discussion and debate
through the use of ICT and the use of Web 2.0.
• Terán & Meier [2010]. This paper presents the architecture of RSs for
eElections using fuzzy clustering methods, is presented. The objective is
to assist voters in making decisions by providing information about can-
didates close to the voters’ preferences and tendencies. The use of RSs in
eGovernment aims to increase participation of citizens in democratic pro-
cesses through the use of information and communication technologies. In











The European Commission refers to Electronic Government (eGovernment) as
the use of information technologies to improve the interaction between public
administrations, citizens, and the private sector. In this chapter, the reader will
be presented with the different levels that are part of the eGovernment frame-
work, which is used in this work, in order to understand to what extent Electronic
Participation (eParticipation) is important to this work and what can be covered
by the SmartParticipation project. The chapter is structured as follows: First,
Sect. 2.1 gives a brief introduction about the framework used in this Ph.D the-
sis. Then, Sect. 2.2 describes the different tools that can be used to enhance a
collaborative environment. Section 2.3 gives a brief introduction of Electronic
Democracy (eDemocracy) and the process steps for Electronic Voting (eVoting)
and Electronic Elections (eElections). In Sect. 2.4, some alternative communi-
cation and Web-based tools for community formation are presented. Section 2.5
presents some remarks about the eGovernment framework that is used by the
SmartParticipation system. Finally, further readings are presented in Sect. 2.6.
2.1 eGovernment Framework
Three types of relationships are defined for eGovernment: Administration to
Citizens (A2C), Administration to Business (A2B), and Administration to Ad-
















Figure 2.1: eGovernment Framework of the University of Fribourg. Adapted from Meier [2012]
is adopted from the work of Meier [2012], which is used by the SmartParticipation
project and is a process-oriented maturity model with three primary levels. It is
illustrated in Fig. 2.1.
2.1.1 Process Level I - Information and Communication
Electronic Assistance (eAssistance) corresponds to the lowest level, which pro-
vides information and communication facilities for eGovernment. It focuses on
the design of communal Web portals; respectively, more extensive eGovernment
portals, and the use of Web 2.0 technologies. For barrier-free Web access, com-
pliance with the Web Content Accessibility Guidelines (WCAG) proposed by the
World Wide Web Consortium (W3C) is imperative.
2.1.2 Process Level II - Production
The middle process level consists of administrative public services required for
options A2A, A2C, and A2B. These services include management services for
Electronic Procurement (eProcurement); traditional services, such as taxation,
residents’ registration, identification acquisition, Electronic Health (eHealth), and
public education known as Electronic Service (eService); contracts based on
digitally signed electronic documents are managed by Electronic Contracting
(eContracting); and fulfillment elements, such as electronic shipment, electronic




2.1.3 Process Level III - Participation
Notably, the top level emphasizes civic collaboration and participation, requisites
of a progressive and responsible knowledge society. Virtual forms of collaboration
(eCollaboration), including the utilization of social and Semantic Web technolo-
gies, enable the knowledge society to develop further. In addition to eVoting,
communication platforms, including processes to build new communities and po-
litical networks (eCommunity), as well as stimulate participation and knowledge
exchange between citizens.
In evaluating public services for eGovernment, most countries are focusing on
information exchange and support for administrative processes in public affairs.
In other words, governmental authorities have implemented process elements of
the two lower levels (I and II), as shown in the eGovernment framework in Fig. 2.1.
2.2 eCollaboration
In the work of Meier [2012], important procedures and systems for computer-
aided collaboration are described. The different tools that can be used to enhance
collaborative environment in a Web-based information systems in eGovernment
are briefly described in this section.
Document Management. This section analyzes the components of a Web-
based information system and deals with document administration.
Content Management. Content management aims at planning and coordi-
nating all activities for the supply and use of content.
Wiki Tools. Wiki tools were introduced first by Ward Cunningham (Leuf &
Cunningham [2001]) and aim to facilitate users’ ability to edit entries quickly and
easily.
Use of Weblogs. A Weblog, or short blog, is a frequently updated digital
journal whose entries are displayed in a chronologically descending way. The
editor (blogger) of a Weblog is either an individual person (private blog) or a
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group of people (corporate blog). A Weblog can be a textual or multimedia
journal, or its content can be a linked collection dedicated to different matters
and topics. Normally, the readers of a Weblog comment on the content.
Collaborative Working Environment. Groupware systems are technically
mature products for information exchange, workflow control, collaboration, and
data management.
Virtual Organizations and Forms of Cooperation. Depending on the com-
plexity of the services, the administrative units must rethink their organization.
Organizations and administrative units are undergoing changes due to market
alterations and social developments. Electronic Collaboration (eCollaboration)
can also be considered a type of crowdsourcing, which is a distributed problem-
solving and production process that involves outsourcing tasks to a network of
people, also known as a crowd. This method can be used to accomplish tasks.
The constituent characteristics of virtual organizations are:
• Voluntary cooperation of several independent network partners:
The fusion of organizations to a virtual organizational network is voluntary
and requires that the individual group members and the management body
trust each other.
• Common goal: Every virtual organization formulates a common organi-
zational goal and comes to an agreement regarding task sharing and collab-
oration.
• Bundling of core competences: Virtual organizations try to obtain the
required expertise through their network partners.
• Utilization of information and communication technology: Virtual
organizations consequently use the possibility of electronic communication
and the electronic exchange of service; for example, by running a collabo-
rative portal. Such a platform is needed for information, communication,
and handling of projects in the virtual organization.
Figure 2.2 illustrates four different options of organizations, depending on the
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Figure 2.2: Strategies of Organizational Development. Adapted from Meier [2012]
2.3 eDemocracy
The term eDemocracy refers to the use of information and communication tech-
nologies to enable citizens to exercise their rights and fulfill their obligations in
the information and knowledge society in a time- and place-independent man-
ner. In his work, Meier [2012] mentions the importance of citizen participation in
eDemocracy (e.g., eElections and eVoting). Meier defines the term eDiscussion as
a stage in which citizens know more about the candidates or the subject during
the voting process. eDiscussion uses information and communication technolo-
gies, such as discussion forums, decision-making aids, and subscription services,
to aid voters (users) in making decisions. According to Meier, the next stage of
eDemocracy, following eVoting and eElections, is ePosting, which facilitates the
publication of results and gives voters (users) the chance to open up discussion
channels about eVoting and eElections.
2.3.1 Process Steps for eVoting and eElections
Electronic votes and elections differ from traditional voting and election proce-
dures mainly in their subsequent and post-processing phases (refer to Fig. 2.3) if
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the advantages of electronic exchange relations are exploited. Through changed
and expanded information and discussion of politics in the process steps of eDis-
cussion and ePosting, it is hoped that citizens will become more involved with po-
litical issues and engage in further community-building. Figure 2.3 distinguishes
the following process steps:
eDiscussion. Prior to a vote or election, citizens can enhance their own opinion-
forming process by requesting not only information, but also opinions and evalu-
ations from discussion forums. Furthermore, subscription services allow the citi-
zens to draw on documents or bases of decision-making and learn about changes
in and extensions of topical issues.
eVoting. Within the timespan established by the authorities, citizens can fill
out their electronic ballot and submit it. Before that, they identify themselves
and register with a governmental institution; the subsequent vote, however, is
made anonymously. The governmental institution can add an optional survey
questionnaire to the ballot in order to, for example, get citizens’ feedback on
questions of procedure and implementation.
eElections. The published spiderweb profiles of political candidates and addi-
tional information on their abilities and skills make it easier for voters to fill out
the electronic ballot (during the eDiscussion step). Again, citizens must regis-
ter by means of an election and checking card and request a valid ballot from
the governmental institution before voting electronically. Requesting that voters
answer additional optional questions may be beneficial.
ePosting. The publication of voting and election results on the eGovernment
portal for the associated governmental institution is directed at citizens but can
also be studied and used by organizations and the press. To that end, suitable
visualization and analysis tools can be offered so that electoral and voting behav-
ior, and voting and election results, may be analyzed and discussed. Public blogs
make it possible to comment on electronic votes and elections even after election
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Figure 2.3: eVoting and eElections as Part of a Process Chain. Adapted from Meier [2012]
actual voting and election results, voting and election cards and un-ambiguous
identification numbers should be published. By these means, all citizens will be
able to verify whether their vote has actually been registered and processed. This
method is more transparent than traditional votes and elections and will thus help
to win the citizens’ trust in eVoting and eElections. The description of the pro-
cess steps for eDiscussion, eVoting, eElections, and ePosting shows that the use
of electronic information and exchange relations increases citizens’ involvement
and stimulates public discussion.
2.4 eCommunity
The Internet is developing into an environment in which citizens display them-
selves, meet with others, exchange information and services, promote common
projects, and overcome linguistic and cultural boundaries. This section presents
some alternative communication and Web-based tools for Electronic Commu-
nity (eCommunity), as demonstrated by Meier [2012]. Computers and communi-
cation channels not only serve collaborators in the administration, enabling them
to handle their workload, but also make encounters and communities possible.
In the same way that street cafes, markets, and exhibitions serve as points of
encounter in real life, besides home and the workplace, the computer network of
networks develops into a virtual location. Topic-specific, cultural, or scientific
meeting points on the Internet engender a new kind of community-building.
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Computer networks are populated by citizens and avatars1; Internet, or cy-
berspace, can enhance one’s living environment. As in real living environments,
infrastructures are developed for virtual spaces; platforms for exchange are sup-
plied and services offered. In addition, rules of conduct and protective measures
are implemented with the aim of safeguarding privacy and preventing misuses.
Among the communities created on the Internet, two kinds are the most relevant:
• Communities of interest. These comprise citizens who share interest in
a common thing or hobby.
• Communities of practice. These comprise groups of citizens who par-
ticipate in a project together for a governmental institution, investing time
and knowledge.
Both kinds of communities can benefit from information and communication
systems. Community support systems serve as meeting places for members, as
well as a place for them to exchange know-how and master tasks or challenges.
Thus, Web-based platforms not only facilitate the development of communities,
but also make it possible for people to meet other community members and utilize
the community’s collective know-how.
2.5 Remarks on the eGovernment Framework
The European Union has been pushing different measurement plans that point
to enhancement of the development of eGovernment. Consequently, 12 areas
of services for citizens and eight areas for services for the business sector are
proposed. These services can be placed in the first and second levels of the
eGovernment framework used in this Ph.D. thesis: Information & Communication
and Production (Sects. 2.1.1 and 2.1.2).
The eGovernment framework proposed by the University of Fribourg is a ma-
turity model that also aims to include in its third level (refer to Sect. 2.1.3) three
processes that can lead to a better participation. The approach proposed in this
Ph.D. thesis for advising citizens on elections (eDemocracy) and the creation of




political communities (eCommunity) is based on the generation of a fuzzy cluster
and uses a modified version of the fuzzy c-means algorithm (FCM) that is de-
scribed in more detail in Sect. 5.3.1. Future work will also include eCollaboration
in the SmartParticipation platform.
2.6 Further Readings
• Meier [2012]. “The reference book reviews and presents systematically
the use of Internet in administration and politics. A process-oriented layer
model defines the options of exchange and participation for all claim groups
covering these topics: eAssistance, eProcurement, eService, eContracting,
eSettlement, eCollaboration, eDemocracy, and eCommunity” (abs.).
• Sloane [2011]. “Open innovation and crowdsourcing are among the hottest
topics in strategy and management today. The concept of capturing ideas
in a hub of collaboration, together with the outsourcing of tasks to a large
group of people or community is a revolution that is rapidly changing busi-
ness culture” (abs.).
• XRDS Magazine [2011]. “This issue of XRDS is about how computer
science can be used in service of democracy. There are so many projects
under way—both inside and outside of government—aimed at improving
governance with information technology, that it would be impossible to
capture even a narrow segment of these in a single issue” (abs.).
• Lathrop & Ruma [2010]. “In a world where web services can make
real-time data accessible to anyone, how can the government leverage this
openness to improve its operations and increase citizen participation and
awareness? Through a collection of essays and case studies, leading vision-
aries and practitioners both inside and outside of government share their
ideas on how to achieve and direct this emerging world of online collabora-
tion, transparency, and participation” (abs.).
• Al-Hakim [2006]. “Interest in e-government, both in industry and in
academia, has grown rapidly over the past decade, and continues to grow.
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Global E-Government: Theory, Applications and Benchmarking is writ-
ten by experts from academia and industry, examining the practices of
e-government in developing and developed countries, presenting recent the-
oretical research in e-government, and providing a platform to benchmark




Recommender systems (RSs) are computer-based techniques that attempt to
present information about products that are likely to be of interest to a user.
These techniques are mainly used in Electronic Commerce (eCommerce) in order
to provide suggestions on items that a customer is, presumably, going to like.
Nevertheless, there are other applications that make use of RSs, such as social
networks and community-building processes, among others. In this chapter, the
reader will be presented with different recommender system techniques, which are
discussed in the academic literature and are part of the background information
in this work. The SmartParticipation platform uses a fuzzy-based recommender
system engine. This chapter is structured as follows: First, Sect. 3.1 gives a brief
introduction of RSs, their challenges, and problems. Then, Sect. 3.2 describes the
most-used techniques for RSs in eCommerce. Section 3.3 presents the most-used
techniques in RSs, which are based on collaborative filtering (CF) technologies.
Section 3.4 presents some remarks about the recommender system techniques pre-
sented in this chapter and the approach that is used by the SmartParticipation
system. Finally, further readings are presented in Sect. 3.5.
3.1 Introduction to RSs
A recommender system is a specific type of information filtering technique that
tries to present users with information about items (movies, music, books, news,
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web pages, among others) in which they are interested. The term “item” is
used to denote what the system recommends to users. To achieve this goal, the
user profile is contrasted with the characteristics of the items. These features
may come from the item content (content-based approach) or the user’s social
environment (CF). The use of these systems is becoming increasingly popular in
the Internet because they are very useful to evaluate and filter the vast amount of
information available on the Web in order to assist users in their search processes
and retrieval.
RSs have been highly used and play an important role in different Internet sites
that offer products and services in social networks, such as Amazon, YouTube,
Netflix, Yahoo!, TripAdvisor, Facebook, and Twitter, among others. Many dif-
ferent companies are developing RSs techniques as an added value to the services
they provide to their subscribers. The use of RSs for eGovernment may reduce
information overload, which could help to improve democratic processes. In this
Ph.D. thesis, the recommendation engine developed provides citizens with a bi-
dimensional, political/issue-based landscape to better understand their proximity
to politicians or issues.
3.1.1 Challenges and Problems of RSs
A recommender system specifies two basic entities, which include the user (i.e.,
citizen, candidates) and the item (i.e., product, services). The main problems of
RSs, according to Vozalis & Margaritis [2003], include the following:
1. Quality of Recommendations: The information received from a recom-
mender system must be reliable; for that reason, RSs should minimize the
number of false positive results (i.e., the products that the customer does
not like).
2. Sparsity: A recommendation system is related to the number of recom-
mendations made by customers. The sparsity problem of RSs emerges when
the number of rated items is small compared to the total number of items,




3. Scalability: Increasing the number of users and products elevates the cost
in terms of computations in RSs.
4. Loss of Neighbor Transitivity: The correlations between users cannot
be expressed unless they have purchased and rated common items.
5. Synonymy: RSs generally cannot link products with different names that
belong to the same category.
6. First-rater Problem: A product cannot be recommended unless another
customer has previously rated it.
7. Unusual User Problem: This problem refers to users who cannot define
their opinion about a product. This causes inconsistent recommendations.
In their work, Vozalis &Margaritis [2003] describe the challenges and problems
of RSs. The most relevant are the sparsity and first-rater problems.
3.2 RSs for eCommerce
According to Yager [2003], RSs used in eCommerce are targeted marketing meth-
ods that rely on past experiences to increase the sales of products for eCommerce
and specify two basic entities: the user (customer) and the item (product). The
main goal of this type of recommender system used in eCommerce is basically to
increase the sales of products. In the work of Vozalis & Margaritis [2003] and
Sarwar et al. [2001], the more widely used techniques in RSs are based on CF
methods. The goal of CF is to recommend or to predict the benefit of a specific
product based on previously ranked items by the user and the opinions of other
users with similar likings. CF methods include those that are memory-based (i.e.,
user-based) and model-based (i.e., item-based).
3.2.1 Collaborative Filtering
The goal of CF algorithms is to recommend a product or predict the benefit of a
specific product based on previously ranked items by the user and the opinions





Item for which prediction is sought
in








 (Prediction on 







}  (Top-N 




















R  (user–item matrix of ratings r
mn
 )
Figure 3.1: The CF Process. Adapted from Sarwar et al. [2001]
U = {u1, u2, . . . , um} and a list of items I = {i1, i2, . . . , in}. Each user has a list
of items, Iui, of which the user has expressed his opinions (rating score). The
active user, expressed as ua ∈ U , is the user to whom the benefit of a specific
product is recommended. In the matrix ~R (user–item matrix), which has m× n
dimensions, each entry, rij, represents the ratings of user ui about an specific
item, ij. This rating is a numerical value varying from 0 to a maximum value (0
value means that the user has not ranked the product yet). Figure 3.1 shows a
diagram of a CF process.
3.3 Recommender System Techniques
In the work of Ekstrand et al. [2011], six different collaborative algorithms to
predict user preferences have been identified. These techniques are baseline pre-
dictors, user–user CF, item–item filtering, dimensionality reductions, probabilis-
tic methods, and hybrid recommenders. The strategies presented in this work
differ in their structure, but they keep in common the use of a preference-ranked
list of items. In this section, the most-used techniques in RSs, which are based
on CF technologies according to Guo & Lu [2007] and Sarwar et al. [2001], are
presented. These two techniques are memory-based (user-based), and model-based
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(item-based). These techniques use the calculation of similarities between individ-
uals (memory-based) or items (model-based). Additionally, the use of dimension-
ality reduction for RSs is presented, due to the kernel of the FRS proposed in this
Ph.D. thesis. The use of dimensionality reduction, together with an evaluation
of different algorithms, is described in Chap. 5.
3.3.1 Memory-Based CF Algorithms.
These techniques are based on the computation of “neighborhood formation”
using the user–item matrix ~R, which contains the ratings of items by users. Users
are not required to provide their opinion on all items, which may cause the
previously mentioned problem of sparsity. The most common techniques used to
reduce the effect of sparsity consist of default voting, preprocessing using averages,
the use of filterbots, and the use of dimensionality reduction techniques.
In order to compute the similarity between users ui and uk from ~R, two
methods are mentioned in this section: Cosine/Vector Similarity and Pearson
Correlation Similarity (introduced by Pearson [1901]). Nevertheless, these are
not the only similarity measures; a more detailed description can be found in
Amatriain et al. [2011].
Cosine/Vector Similarity. To compute the proximity between two users, ui
and uk, by calculating the similarity between their vectors, as the cosine of the
angle formed between them, Eq. (3.1) is used as follows:











The summations are computed over the l items that both users ui and uk have
ranked.
Pearson Correlation Similarity. The Pearson correlation was initially intro-
duced in the context of the GroupLens project by Resnick et al. [1994]. To find
the Pearson correlation similarity between two users, ui and uk, Eq. (3.2) is used.
29
Recommender Systems






Figure 3.2: Neighborhood Formation
simik = corrik =
∑l
j=1 (rij − r¯i)(rkj − r¯k)√∑l
j=1 (rij − r¯i)2
∑l
j=1 (rkj − r¯k)2
(3.2)












The summations are computed over the l items that both users ui and uk have
ranked. Using the Pearson Correlation Similarity or Cosine/Vector Similarity,
the similarity matrix ~S (m × m), which includes the similarity values between
users, can be generated. After the generation of ~S, neighborhood formation
can be computed based on several schemas. Figure 3.2 illustrates the process
of neighborhood formation. According to Vozalis & Margaritis [2003], the most
commonly used techniques for neighborhood formation are:
• Centered-based schema. Creates a neighborhood of size l for the active
user (ua) by simply selecting from the similarity matrix, ~S; and, more
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specifically, from the row of matrix ~S, which corresponds to the active user
and those users who have the l highest similarity values with the active
user.
• Aggregate neighborhood schema. Creates a neighborhood of users, not
by finding the users who are closest to the active user (ua), but by collecting
the users who are closest to the center of the current neighborhood.
Once the neighborhood of users has been created, the final step in the rec-
ommendation process is to generate either a prediction or top-n recommendation,
which are explained below:
Prediction. Prediction, Paj, is a numerical value that expresses the possible
opinion of the active user (ua) about an item, ij, regarding which he has expressed
his opinion by computing the sum of the ratings given by the user on the items
similar to ij. It can be computed using Eq. (3.5):
Paj = r¯a +
∑v
i=1 (rij − r¯i)× simai∑l
j=1 |simai|
(3.5)
where v is the number of similar neighbors of ua; rij is the rating of item ij for
neighbor i; r¯a and r¯i are the average rating value over all rated items for the users
who belongs to the neighborhood; and simai is the similarity between the users
described above.
Top-N Recommendation. A list of N items that the active user (ua) will
like the most. Two techniques are the most commonly used in order to find the
top-N recommendation according to Vozalis & Margaritis [2003] and Sarwar et al.
[2000a]:
• Most-Frequent Item Recommendations. The system looks at the N
neighborhoods of the active user (ua) and performs a frequency count of the
items that each neighbor user has purchased or rated. Once all neighboring
users have been taken into account and the total counts for their rated
items have been calculated, the system excludes the items rated by the
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active user (ua), sorts the remaining items according to their frequency
counts, and returns the N most frequent items.
• Association Rule-based Recommendation. Based on the traditional
data mining, association rule-based introduced by Lee & Stolfo [1998]. It
does not make use of the entire population of customers to generate rules
and considers only l neighbors for rule generation.
3.3.2 Model-based CF Algorithms.
The model-based (i.e., item-based) CF algorithm uses the set of items that the
active user (ua) has ranked, computes the similarities between these items and
a target item ij, and to selects the n most similar items. The first step in the
computation of similarities between items ii and ij, using the item-based recom-
mendation algorithm, is to isolate the users who have rated both items. Figure 3.3
illustrates the use of isolation of co-rated items. It shows that the similarity is
computed by taking into account those items that have been ranked by all users.
The main techniques used to compute the similarity (simij), according to Sarwar
et al. [2001], are Cosine/Vector Similarity, Pearson Correlation Similarity, and
Weighted Sum, which are briefly presented as follows.
Cosine/Vector Similarity. Equation (3.6) is used to compute the proximity
between two items, ii, and ij, by calculating the similarity between their vectors,
as the cosine of the angle formed between them.











where rik and rjk are the ratings of items ii and ii that have been given by user
uk. Obviously, the summations are computed over the l users who have been
isolated (refer to Fig. 3.3), and who have expressed their opinions of both items.
Pearson Correlation Similarity. Equation (3.7) is used to find the Pearson
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Figure 3.3: Isolation of Co-rated Items. Adapted from Sarwar et al. [2001]
simij = corrij =
∑l
k=1 (rik − r¯i)(rjk − r¯j)√∑l
k=1 (rik − r¯i)2
∑l
k=1 (rjk − r¯j)2
(3.7)
where r¯i and r¯j are the average rating values, which are computed using Eqs. (3.8)
and (3.9) respectively. The summations are computed over the l users that have











Adjusted Cosine Similarity. A fundamental difference between user-based
and item-based techniques is that, in the case of item-based techniques, the sim-
ilarity is computed along the columns. This technique has a drawback, which
is that the differences in rating scale between different users are not taken into
account. The adjusted cosine similarity, presented by Sarwar et al. [2001], tackles
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Figure 3.4: Item-based CF Algorithm. Adapted from Sarwar et al. [2001]
pair. To find the Pearson Correlation Similarity between items ii and ij, Eq. (3.10)
is used.
simij = adjcosij =
∑l
k=1 (rik − r¯i)(rjk − r¯k)√∑l
k=1 (rik − r¯k)2
∑l
k=1 (rjk − r¯k)2
(3.10)
where rik and rjk are the ratings that items ii and ij have received from user uk ,
while r¯k is the average of the k-th user’s ratings. The summations are computed
over the l users that have been isolated (refer to Fig. 3.3).
After the computation of the similarities of items, the predictions of the n
items that are the most similar to target item ij are generated from its neighbor-
hood N of items. According to Vozalis & Margaritis [2003], the most commonly
used technique in order to find the prediction is the Weighted Sum (Sarwar et al.
[2001]), which is described as follows.
Weighted Sum. Generates a prediction of item ij for an active user (ua) by
computing the sum of ratings given by the active user on the items similar to
ij (belonging to the neighborhood of ij). Each rating is weighted by the corre-
sponding similarity, simik, between items ij and ik. Using the notion shown in
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Fig. 3.4 and Eq. (3.11), the prediction Praj is computed. The summations are
computed over n items in the neighborhood N .
Praj =
∑n
k=1 simjk ∗ rak∑n
k=1 |simak|
(3.11)
Example 3.1 Figure 3.4 is used to illustrate the computation of prediction using
the item-based CF. It shows that the prediction is computed from the similarity
among each of the ranked items by the active user and the objective item.
3.3.3 Dimensionality Reduction
Traditional CF methods view the user–item domain as a vector space in a very
high-dimensional space. A first approach to using dimensionality reduction tech-
niques is described in the work of Sarwar et al. [2000b]. The approach presented
in this work attempts to solve the sparsity problem (refer to Sect. 3.1.1) by inte-
grating semi-intelligent filtering methods, which use singular value decomposition
(SVD) algorithms to produce top-N recommendations. SVD is also used in in-
formation retrieval in order to find a document expressed as a term-document
matrix, in which the cells represents the number of times each term is presented
in a specific document.
Singular Value Decomposition
SVD is a matrix factorization method of a matrix, R, divided into three matrices
as defined in Eq. (3.12).
R = U · S ·V> (3.12)
where U and V are two orthogonal matrices of size m× r and n× r, respectively.
The rank of R is represented by the values r. S is a diagonal matrix of size r× r,
which has all singular values of matrix R in its diagonal, and stored in descending
order. V> denotes the conjugated transposition of the n× n unitary matrix, V.
It is possible to reduce R in terms of the Frobenius norm. Additionally, it is
possible to reduce S (n× n) to have the k largest diagonal values and obtain Sk,
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where k < r. By reducing the matricesU and V in the same way, a reconstructed
matrix, Rk, which is close to R, is generated. Rk minimizes the Frobenius norm
||R −Rk||.
Rk = Uk · Sk ·V>k (3.13)
Example 3.2 To illustrate how SVD is used for dimensionality reduction, the
following matrices are used R = U · S ·V> correspondingly:
1 1 1 0 0
2 2 2 0 0
1 1 1 0 0
5 5 5 0 0
0 0 0 2 2
0 0 0 3 3



















0.58 0.58 0.58 0 0
0 0 0 0.71 0.71
]
It is clear that S is a 2 × 2 matrix with singular values arranged in descending
order. The smallest singular value of S is 5.29. If we extract the smallest singular
value and the corresponding column and row from U and V, we have Rk ∼ R
such that Rk = Uk · Sk ·V>k :
1 1 1 0 0
2 2 2 0 0
1 1 1 0 0
5 5 5 0 0
0 0 0 0 0
0 0 0 0 0


















0.58 0.58 0.58 0 0
]
Finally, from the expression above, we can derive R ∼ Rk as follows:
1 1 1 0 0
2 2 2 0 0
1 1 1 0 0
5 5 5 0 0
0 0 0 2 2
0 0 0 3 3




1 1 1 0 0
2 2 2 0 0
1 1 1 0 0
5 5 5 0 0
0 0 0 0 0
0 0 0 0 0








Figure 3.5: Neighbor Formation in a Bi-dimensional Space. Adapted from Sarwar et al. [2000b]
The use of dimensionality reduction in RSs allows a representation of original
customer–product space and then the computation of the neighbor formation in
the low-dimensional space. An example of a bi-dimensional representation of
neighborhood formation (k = 5) is presented in Fig. 3.5.
Dimensionality reduction in RSs is used mainly to reduce the complexity and
noise that could be presented in the data. At the same time, noise reduction
allows a less sparse data set. Besides SVD, other matrix factorization method are
used for dimensionality reduction (e.g., the Eigentaste algorithm, introduced by
Goldberg et al. [2001] uses Principal Component Analysis (PCA)). In Sect. 5.4.3
different dimensionality reduction methods are described and evaluated, which
includes the PCA.
3.4 Remarks on RSs
According to Yager [2003], recommender systems, which are used in eCommerce,
can be classified as “targeted marketing” since they use information that is based
on the actions or past experiences of users. The accuracy of the recommendation
of this type of method depends directly on users’ participation. In targeted
marketing, the main objective of the recommendation is to increase the margin
of sales by recommending products that the users are likely to find appealing.
This type of recommender system is only suitable for repeating items men-
tioned in Guo & Lu [2007], where the user can purchase an item even though
some of them have been sold. Additionally, Yager [2003] makes a distinction
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between RSs and targeted marketing. Yager considers a recommender system a
“participatory” system in which the user intentionally provides information about
his preferences. In a targeted marketing effort, the recommendation is based on
extensional information, which is nothing but information predicated upon one’s
actions or past experiences with respect to specific objects. The definition of RSs,
as introduced by Yager, is used in this Ph.D. thesis. In addition, it is assumed
that users are willing to provide information about their preferences. It is im-
portant to mention that participants (candidates and/or citizens) of RSs used for
eElections in which events such as election processes occur only once cannot be
considered unique since their presence at such events and their way of thinking
can vary over time. The same argument is used for eCommunity. People’s politi-
cal orientations can evolve or change over time. Therefore, using sharp clustering
does not make sense even in the case of politicians who are usually members of
a specific political party. According to their personal profiles, they may stand at
different distances from the centers of political parties.
The approach proposed in this Ph.D. thesis for advising citizens on elections
and the creation of political communities is based on the generation of a fuzzy
cluster and uses a modified version of the fuzzy c-means algorithm (FCM). This
approach takes most of the ideas from RSs for eCommerce since it provides top-
N recommendations, of candidates, citizens, and political issues that are close
to the user’s preference (profile). It also incorporates visualization by using a
bi-dimensional political landscape to facilitate the evaluation of results and rec-
ommendations. This is described in more detail in Chap. 5.
Given that this work focuses on RSs, which can contribute to improved demo-
cratic processes in eGovernment, Yager’s definition of RSs is used in this thesis
with the assumption that, in eGovernment systems, users are willing to par-
ticipate in the process of providing information about their preferences (Yager
[2003]).
3.5 Further Readings
• Yoo et al. [2013]. “Whether users are likely to accept the recommenda-
tions provided by a recommender system is of utmost importance to system
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designers and the marketers who implement them. By conceptualizing the
advice seeking and giving relationship as a fundamentally social process,
important avenues for understanding the persuasiveness of RSs open up”
(abs.).
• Ricci et al. [2011].
“Recommender Systems Handbook, an edited volume, is a multi-disciplinary
effort that involves world-wide experts from diverse fields, such as artifi-
cial intelligence, human computer interaction, information technology, data
mining, statistics, adaptive user interfaces, decision support systems, mar-
keting, and consumer behavior” (abs.).
• Ekstrand et al. [2011]. “Collaborative Filtering Recommender Systems
discusses a wide variety of the recommender choices available and their
implications, providing both practitioners and researchers with an intro-
duction to the important issues underlying recommenders and current best
practices for addressing these issues” (abs.).
• Jannach et al. [2010].
“This book offers an overview of approaches to developing state-of-the-art
RSs. The authors present current algorithmic approaches for generating
personalized buying proposals, such as collaborative and content-based fil-
tering, as well as more interactive and knowledge-based approaches. They
also discuss how to measure the effectiveness of RSs and illustrate the meth-






Fuzzy logic is a multi-value logic that allows a better understanding of the result
of a statement that is more approximate than precise in real life. In this chap-
ter, the reader will be presented with the basic concepts of fuzzy logic and fuzzy
sets, which are part of the core recommender system engine used by the Smart-
Participation platform. This chapter is structured as follows: First, Sect. 4.1
gives a brief introduction of fuzzy logic and fuzzy set theory. Section 4.2 gives
an overview of the basic operations of fuzzy sets. Then, Sect. 4.3 introduces the
most-used techniques for sharp and fuzzy clustering. Section 4.4 presents some
remarks about the fuzzy c-means algorithm (FCM) that is used by the Smart-
Participation platform. Finally, further readings are presented in Sect. 4.5.
4.1 Fuzzy Logic and Fuzzy Sets Theory
In contrast with “sharp logic,” where the results of a statement are binary (“true
or false” or “one or zero”), fuzzy logic admits a set of truth-values in the interval
[0, 1]. Fuzzy logic is derived from fuzzy set theory, introduced by Zadeh [1965],
where a fuzzy set is determined by a membership function with a range of values
between 0 and 1. In his work, Zadeh [1965] gives a definition of fuzzy sets, which
is shown in Definition 4.1.
Definition 4.1 A fuzzy set is built from a reference set called a universe of dis-














































μold (t1) = 0
100
(b) Fuzzy Set
Figure 4.1: Examples of Sharp & Fuzzy Sets
verse of discourse, then a fuzzy set A in U (A ⊂ U) is defined as a set of ordered
pairs: {(xi, µA(xi))} where xi ∈ U, µA : U→ [0, 1] is the membership function of
A, and µA(x) ∈ [0, 1] is the degree of membership of x in A.
Example 4.1 Figure 4.1 illustrates the difference between sharp sets and fuzzy
sets, with the concepts “young,” “middle-aged,” and “old” as functions of the age
of a citizen.
In Fig. 4.1a, it is clear that a person can move from young to middle and
from middle-aged to old in a fraction of a second at t1 and t2, respectively. Even
though the sets young, middle-aged, and old are clearly delimited, they seem,
therefore, unnatural as they do not match human perception due to their sharply
fixed boundaries. On the other hand, Fig. 4.1b shows the membership functions
µyoung(t), µmiddle(t), and µold(t) of age t. It is clear that, at age t1, a person




Figure 4.1 introduces an essential concept in the fuzzy logic theory called
a linguistic variable. A linguistic variable is a variable whose values are words
or terms instead of numerical values, as described by Zadeh [1975a,b,c], and is
presented in Definition 4.2. These terms (also linguistic or verbal terms) are
represented by fuzzy sets.
Definition 4.2 A linguistic variable is characterized by a quintuple:
(X,T,U, G,M)
where X is the name of the variable, T is the set of terms of X, U is the universe
of discourse, G is a syntactic rule for generating the name of the terms, and M
is a semantic rule for associating each term with its meaning; i.e., a fuzzy set
defined on U.
Example 4.2 The linguistic variable represented in Fig. 4.1b is defined by the
quintuple (X,T,U, G,M) where X is age and T is the set {young, middle-aged,
old} generated by G and M specifies for each term a corresponding fuzzy set on
the universe U = [0, 100] given in years.
As seen above, fuzzy logic is a form of many-valued logic that helps to better
understand ambiguous concepts that cannot be sharply defined. In this section,
an instance using the concepts young, middle-aged, and old as functions of the
age of a person have been used to illustrate the advantages of fuzzy sets over
classic sharp sets.
4.2 Fuzzy Set Operations
This section gives an overview of the basic operations of fuzzy sets introduced by
Zadeh [1965], which are an extension of the classic set theory. In the literature,
different authors have introduced additional operations that are applied in fuzzy
set theory, which are described in more detail in Dubois & Prade [1980, 1985];





















Figure 4.2: Set Students
Definition 4.3 The fuzzy set A is defined as empty if and only if:
A = ∅ = {x | x ∈ U, µA(x) = 0}
Example 4.3 Figure 4.2 is used to illustrate the definition of an empty fuzzy
set. In this figure, people who belongs to a universe of students is presented and
it is clear to conclude that: µyoung 6= ∅, µmiddle−edge 6= ∅ and µold = ∅.
Definition 4.4 Two fuzzy sets, A and B, are defined as equal if and only if:
A = B = {x | x ∈ U, µA(x) = µB(x)}
Definition 4.5 The fuzzy set A is defined to be contained in another fuzzy set
B if and only if:
A ⊆ B = {x | x ∈ U, µA(x) < µB(x)}
Definition 4.6 The complement of fuzzy set A, denoted by A¯, is defined by:
A¯ = {x | x ∈ U, µA¯(x) = 1− µA(x)}
Definition 4.7 The fuzzy set A is defined as convex if and only if:
µA(λx+ (1− λ)y) ≤ min(µA(x), µA(y)),∀x, y ∈ U, ∀λ ∈ [0, 1]
Example 4.4 Figure 4.3 is used to illustrate the definition of a convex and that









































Figure 4.3: Convex and Non-convex Sets
Definition 4.8 The support of fuzzy set A is a crisp subset defined by:
Supp(A) = {x | x ∈ U, µA(x) > 0}
Definition 4.9 The α-cut of fuzzy set A is a crisp subset defined by:
Aα = {x | x ∈ U, µA(x) ≤ α, α ∈ [0, 1]
Example 4.5 Figure 4.4 is used to illustrate the definition support, α-cut, and
kernel of a fuzzy set. In this figure and for simplicity, only the linguistic term























Figure 4.4: Support, α-cut, and Kernel of a Fuzzy Set
Definition 4.10 The kernel of fuzzy set A is a crisp subset defined by:








































(b) young ∩middle− aged
Figure 4.5: Union and Intersection of Two Sets
Definition 4.11 The union of two fuzzy sets, A and B, is another set defined
by:
A ∪B = {x | x ∈ U, µA∪B(x) = max(µA(x), µB(x))}
Definition 4.12 The intersection of two fuzzy sets, A and B, is another set
defined by:
A ∩B = {x | x ∈ U, µA∩B(x) = min(µA(x), µB(x))}
Example 4.6 Figure 4.5 is used to illustrate the definition of the union and
intersection of two fuzzy sets.
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4.3 Sharp vs. Fuzzy Clustering
Clustering is an unsupervised learning task that aims to decompose a set of
objects into “clusters” based on similarities, where the objects belonging to the
same cluster are as similar as possible. Using sharp clustering, each element is
associated with just one cluster. Two well known algorithms used to generate
clusters are: c-means (sharp clustering) and FCM (fuzzy clustering). The FRS
proposed in this Ph.D. thesis uses a modified version of the FCM that is explained
in more detail in Sect. 4.3.2.
4.3.1 C-Means Algorithm
The c-means algorithm, also know as the k-means algorithm, was proposed by
MacQueen [1967]. It is one of the simplest unsupervised learning algorithms that
solve the well known clustering problem that aims to partition n observations into
c clusters. Each observation belongs to one and only one cluster. This algorithm
aims at minimizing an objective function; in this case, a squared error function






uij ‖ xj − yi ‖2 (4.1)
where c-means defines a given set of samples X = {x1, ..., xn}, a set of clusters Γj
(i = 1, ..., c and 2 ≤ c < n), and a c× n binary matrix ~U = [uij]. The membership
degree uij of an observation xi in a cluster Γj is such that: uij = µΓi(xj) ∈ {0, 1}.
The individual elements, uij = µΓi(xj) ∈ {0, 1}, indicate whether an element be-
longs to a cluster or not (e.g., uij = 1 if the element xj is assigned to cluster Γi;
i.e., xj ∈ Γi; and uij = 0 otherwise). Constraints in Eqs. (4.2) and (4.3) guarantee




uij > 0, ∀i ∈ {1, ..., c} (4.2)
c∑
i=1
uij = 1,∀j ∈ {1, ..., n} (4.3)
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The c-mean algorithm is an iterative process that is defined as follows. First,
the centers are placed at random (different locations cause different results). At
this point each data point is assigned to its closest cluster using Eq. (4.4).
uij =
 1 if i = argmin
c
l=1 ‖ xj − yi ‖2
0 otherwise
(4.4)
then, the data partition matrix ~U is held fixed and new cluster centers are com-










Although it can be proved that the procedure will always terminate, the c-
means algorithm does not necessarily find the most optimal configuration, corre-
sponding to the global objective function minimum. The algorithm is significantly
sensitive to the random nature of its initialization of cluster centers. In order to
find the optimal solution, the c-means algorithm can be executed multiple times.
A pseudocode of the c-means method is presented in Algorithm 4.1.
Algorithm 4.1 C-Means Algorithm
Input: c
Output: ~U (k+1), ~Y (k+1)
1: Set iteration number: k ← 0
2: Generate matrix of cluster centers: ~Y (k) ← random
3: Compute ~U (k) ← ~Y (k)
4: repeat
5: Update ~Y (k+1) ← ~U (k)
6: Update ~U (k+1) ← ~Y (k+1)
7: until ~U (k+1) and ~Y (k+1) no longer move
8: return ~U (k+1), ~Y (k+1)
Example 4.7 Figure 4.6 illustrates the execution of the c-means algorithm. It
presents the movement of two cluster centers, y1 and y2, and shows that the
centers moved from a starting point to their final position following the path de-
scribed by the arrows. At the end of the run of the algorithm, the classification is
identified by the final boundary.
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Figure 4.6: C-means Algorithm Execution
As mentioned above, the output of the final position of the centers depends
on the initialization of the algorithm. To make sure that we are in the presence
of a local optimum (a solution that is not exactly the best), several executions of
the algorithm should be made.
4.3.2 Fuzzy C-Means Algorithm
The FCM originally developed by Dunn [1973a] and improved by Bezdek [1981] is
an extension of the c-means algorithm that allows for gradual membership of data
points in clusters with different degrees of membership according to the fuzzy set
theory introduced by Zadeh [1965]. Thus, FCM defines a given set of samples:
X = {x1, ..., xn}, a set of clusters Γj (i = 1, ..., c and 2 ≤ c < n), and a c× n fuzzy
partition matrix ~U = [uij]. The membership degree uij of an observation xi in
a cluster Γj is such that: uij = µΓi(xj) ∈ [0, 1]. A probabilistic cluster partition
defined by the constraints in Eqs. (4.6) and (4.7) guarantee that clusters are not
empty and that the sum of the membership for each x is equal to 1.
n∑
j=1





uij = 1,∀j ∈ {1, ..., n} (4.7)
Thus, the FCM algorithm is based on the minimization of the objective function






umij ‖ xj − yi ‖2 (4.8)
where xj is the j-th element of d-dimensional measured data, yi is the d-dimen-
sional center of cluster i, m is any real number greater than 1 (m determines
the level of “fuzziness”; m = 2 is a typical value used), and ‖ ∗ ‖ is any norm
expressing the similarity between any measured data and the center. In Eq. (4.8),
~Y = [yi] is the matrix of cluster centers (i = {1, ..., c}).
The membership function uij and the center of clusters yi are computed by
taking the derivative of the objective function Jm with respect to the parameters
to optimize equal to zero. With the constraint in Eq. (4.7), Eqs. (4.9) and (4.10)


















The FCM algorithm is a two-step iterative process that is defined as follows.
First, set the input variables c, m, and  ( is a termination criterion, normally
 ∈ [0, 1]). Second, set an iteration number k = 0. Third, randomly generate a
matrix of cluster centers ~Y (k). Then, given the initial matrix ~Y (k), compute the
fuzzy partition matrix ~U (k).
Finally, using a repeat-until loop, update ~Y (k+1) using ~U (k), and then update
~U (k+1) using ~Y (k+1). Repeat this process until the termination criterion is reached
(|~U (k+1) − ~U (k)| ≤ ). To illustrate the use of FCM, a pseudocode is presented in
Algorithm 4.2.
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uij
x2 x3 x4 x5 x6 x7x1




Figure 4.7: FCM Instance
Example 4.8 Figure 4.7 shows an example that illustrates how the FCM algo-
rithm classifies in one dimension a set of nine elements. The x-axis shows the
position of the data, and the y-axis is the membership function.
Algorithm 4.2 Fuzzy C-Means Algorithm
Input: c,m, 
Output: ~U (k+1), ~Y (k+1)
1: Set iteration number: k ← 0
2: Generate matrix of cluster centers: ~Y (k) ← random
3: Compute ~U (k) ← ~Y (k)
4: repeat
5: Update ~Y (k+1) ← ~U (k)
6: Update ~U (k+1) ← ~Y (k+1)
7: until |~U (k+1) − ~U (k)| ≤ 
8: return ~U (k+1), ~Y (k+1)
In Fig. 4.7, the highest point of each cluster also represents the final positions
of the centers once the algorithm has finished its execution. The membership
values of the data set are shown in Table 4.1; e.g., element x5 is located between
the two clusters, and the membership of this element is u15 = 0.5 and u25 = 0.5.
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In the examples show the constraints on Eqs. (4.6) and (4.7) are guaranteed, since
there are no empty clusters and the sum of the membership of each element is
equal to 1.
Table 4.1: Fuzzy Partition of the Data Set










4.4 Remarks on the FCM Algorithm
Although the FCM algorithm is used in different applications, it does have some
weaknesses. First, a priori specification of the number of clusters is manda-
tory. To solve this problem, different techniques have been proposed (Dudoit &
Fridlyand [2002]; Sugar & James [2003]; Tibshirani et al. [2001]). Secondly, the
way to initialize the means was not specified. Given these issues, one popular
way to start is to randomly choose c centers.
Finally, lower values of  gives better result, but at the expense of more
iterations. The approach proposed in this Ph.D. thesis for advising citizens on
elections and the creation of political communities is based on the generation of
a fuzzy cluster and uses a modified version of the FCM that is described in more
detail in Sect. 5.3.1.
4.5 Further Readings
• Lam et al. [2011]. “This book focuses on computational intelligence
techniques and its applications—fast-growing and promising research topics
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that have drawn a great deal of attention from researchers over the years. It
brings together many different aspects of the current research on intelligence
technologies such as neural networks, support vector machines, fuzzy logic
and evolutionary computation, and covers a wide range of applications from
pattern recognition and system modeling, to intelligent control problems
and biomedical applications” (abs.).
• Miyamoto et al. [2010]. “The main subject of this book is the FCM pro-
posed by Dunn and Bezdek and their variations including recent studies. A
main reason why we concentrate on fuzzy c-means is that most methodol-
ogy and application studies in fuzzy clustering use fuzzy c-means, and hence
fuzzy c-means should be considered to be a major technique of clustering
in general, regardless whether one is interested in fuzzy methods or not”
(abs.).
• Valente de Oliveira & Pedrycz [2007]. “Fuzzy clustering is now a
mature and vibrant area of research with highly innovative advanced ap-
plications. Encapsulating this through presenting a careful selection of re-
search contributions, this book addresses timely and relevant concepts and
methods, whilst identifying major challenges and recent developments in
the area” (abs.).
• Nascimento [2005]. “Development of models with explicit mechanisms
for data generation from cluster structures is of major interest in order to
provide a theoretical framework for cluster structures found in data. Es-
pecially appealing in this regard are the so-called typological structures in











The SmartParticipation project is a Web platform that uses a fuzzy-based ap-
proach for the creation of political/thematic groups, assuming that citizens and
candidates cannot be considered unique items. In this chapter, the reader will
be presented with the architecture and main features of the fuzzy recommender
system’s engine. Additionally, an evaluation of different dimensionality reduction
and fuzzy clustering methods is presented. This chapter is structured as follows:
First, Sect. 5.1 gives a brief overview of the systems architecture. Then, Sect. 5.2
describes the method used to generate the so-called fuzzy profiles. Section 5.3
presents the different components of the recommender system’s engine used by
the SmartParticipation system. Afterwards, Sect. 5.4 describes the different vi-
sualization methods of the recommendation approach proposed and includes an
evaluation of different dimensionality and clustering algorithms. Section 5.5 pro-
vides some remarks about the recommender system techniques presented in this
chapter and the approach that is used by the SmartParticipation system. Finally,
further readings are presented in Sect. 5.6.
5.1 General Architecture
The recommendation procedure is divided into three steps. In the first step, the
voters (users) and candidates must create their profiles using a fuzzy interface,





Voter (User) / Candidate
Database
















Figure 5.1: Fuzzy-based Recommender System Architecture
ment, and relevance for each specific question. The fuzzy profiles are stored in
a database. In the second step, once all necessary profiles have been created,
the user selects the recommendation target and the type of output (top-N recom-
mendation, fuzzy cluster analysis, or political community). In the final step, once
the recommendation engine has computed all the information, the user receives
the recommendation in the pre-established format. The architecture of the fuzzy
recommendation approach is presented in Fig. 5.1, and each element is presented
in more detail in the following sections.
5.2 User Profile Generation
In order to provide a recommendation, voters (users) and candidates must gen-
erate a profile that describes their preferences using a fuzzy interface to complete
a questionnaire regarding political issues (each question has different possible re-
sponses). The fuzzy interface is a convenient tool used to determine the level of
agreement/disagreement and relevance for a specific question.
Unlike other similar tools, this interface provides a higher number of possibil-
ities for each citizen/candidate to answer the questions. The interface is designed
to be as intuitive and convenient as possible for users. In addition to the fuzzy














Figure 5.2: Fuzzy Profile (FP)
(FP), which is defined as a point in a multi-dimensional Euclidean space with a
total of n elements (dimensions) and is defined as follows:
FPi = (fpc1i,1, fpc1i,2, ..., fpc1i,a1︸ ︷︷ ︸
I1(a1)










where FPi is the FP of i-th user. The fpckij is the j-th fuzzy profile component
(fpc), and Il represents a specific issue (with a total number of issues = k). Each
issue Il has a set of a positive number of questions defined by al, and the total of
questions of all issues is equal to n, such that: ∑kl=1 al = n.
Example 5.1 Figure 5.2 shows an instance of FP for the i-th user. It has three
fpc’s and two issues (I1 and I2). The I1 has only one component (a1 = 1), while








Fully disagree = -1* || (-1, 1) ||
            = -1.41 
Fully agree =  1* || (1, 1) ||
       = 1.41
fpci,j
k  = -1* || (-1, 0.5) ||
           = -1.11
Indifferent
and Irrelevant
Figure 5.3: Fuzzy Profile Component (fpc)
The fpc has two components: agreement (agrkij → [−1, 1]) and relevance
(relkij → [0, 1]). Each fpc corresponds to the answer of a question that belongs to
a specific issue Il and is defined as follows:
fpckij = α(agrkij) ∗ ||(agrkij, relkij)||
and
α(agrkij) =
 1 if agr
k
ij ∈ [0, 1]
−1 if agrkij ∈ [−1, 0)
where agrkij is the j-th component of agreement on the k-th issue and relkij is the
j-th component of relevance on the k-th issue for the i-th user.
Example 5.2 Figure 5.3 shows an instance of fpckij. It represents the j-th com-
ponent of the k-th issue of the i-th user, and it is equal to −1.11.
Additionally, Fig. 5.3 shows the references that are used for specifying full
agreement, full disagreement, and indifference/irrelevance. They are used for





The recommendation engine is based on the generation of fuzzy clusters using a
modified version of the FCM, which is described in more detail in the following
section. Once the profiles are generated, the next step is to ask for a recommenda-
tion. At this point, the user selects a particular event and the type of recommen-
dation (top-N recommendation, fuzzy clustering analysis, or political/issue-based
community). The request is sent to the recommendation engine, which processes
the query. The approach proposed in this Ph.D. thesis focuses on the Sammon
mapping method for the visualization of clustering results, which preserves inter-
pattern distances. Nevertheless, in Sect. 5.4.3, a non-exhaustive evaluation of
dimensionality reduction methods is presented, and the results are discussed.
5.3.1 Fuzzy Cluster Algorithm
Once the profiles are mapped to a low-dimensional space with the Sammon map-
ping technique, the recommendation engine generates fuzzy clusters by using a
modified FCM algorithm, which requires two main inputs: the number of clus-
ters, and a matrix of cluster centers. For this reason, prior knowledge of the
dataset is required. The modified FCM algorithm is a two-step iterative process
that is defined as follows. First, set the input variables: c (number of clusters is
equal to number of political parties or number of issues), m (level of fuzziness),
 (termination criterion, normally  ∈ [0, 1]), and t (type of clustering which can
be either “Political Party” or “Issue-based”).
• First Case. If type is equal to “Political Parties,” the recommendation
engine considers the number of clusters to be equal to the number of political
parties. In the second step, the algorithm sets an iteration number, k = 0.
The second input required by the FCM algorithm is the matrix of initial
centers, which is generated at random. Consequently, the algorithm may
converge to a local minima given the random nature of the algorithm. In
order to avoid this problem, the modified version of the FCM algorithm
initializes the matrix of cluster centers ~Y (k), taking the mean average of
answers from all candidates in the same political party (Pi).
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The initialization process is based on two assumptions. First, cluster for-
mation relies on the existence of political parties. Second, members of
political parties have similar ideology as mentioned in the definition of po-
litical parties from the ACE Project [2012]. Thus, given the initial matrix
~Y (k), compute the fuzzy partition matrix ~U (k). Finally, using a repeat-until
loop, update ~Y (k+1) using ~U (k) and then update ~U (k+1) using ~Y (k+1). Repeat
this process until the termination criterion is reached (|~U (k+1) − ~U (k)| ≤ ).
The termination criterion can also be a predefined number of iterations, or
a condition that updates the centers, only if the number of candidates in
a political party are the majority in the cluster; otherwise, the center does
not update.
• Second Case. If type is equal to “issue-based,” the algorithm sets the
center of all issues for both: full agreement and full disagreement (refer
to Fig. 5.3). After that, and given the initial matrix ~Y (k), compute the
fuzzy partition matrix ~U (k). The reason it takes only one iteration is that
the centers are not expected to move. The modified FCM algorithm is
presented in Algorithm 5.1.
The outputs of the modified FCM algorithm are a fuzzy partition matrix
~U (k+1) that contains the membership degree of voters (users) and candidates/citi-
zens with respect to each cluster, and a matrix of cluster centers ~Y (k+1).
5.4 Visualization of the FRS
To provide a graphical representation of results that users can easily analyze, the
recommendation engine transforms the high-dimensional space of profiles to a
lower-dimensional space (bi-dimensional), which reduces the complexity of data
analysis. In the following section, an analysis of five dimensionality reduction
methods is presented. Figure 5.4 provides an illustration of dimensionality re-
duction from a three-dimensional space to a bi-dimensional space. The proto-
type developed in this work displays, in a bi-dimensional map, the locations of
the voter (user) and the candidates (labeled by political parties), the clusters
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Algorithm 5.1 Modified Fuzzy C-means Algorithm
Input: c,m, , t
Output: ~U (k+1), ~Y (k+1)
1: if t = Political − Party then
2: Set iteration number: k ← 0
3: for i = 1 to c do
4: yi ← mean average of answers from the i-th Political Party (Pi)
5: end for
6: Compute ~U (k) ← ~Y (k)
7: repeat
8: Update ~Y (k+1) ← ~U (k)
9: Update ~U (k+1) ← ~Y (k+1)
10: until |~U (k+1) − ~U (k)| ≤ 
11: else if t = Issue−Based then
12: for i = 1 to c do
13: yi ← full agreement on issue Ii
14: yi+1 ← full disagreement on issue Ii
15: end for
16: Compute ~U (k) ← ~Y (k)
17: end if
18: return ~U (k+1), ~Y (k+1)
that are generated according to each political party, and the percentage of the





















Figure 5.5: Fuzzy Cluster Analysis Graphical Interface
Figure 5.5 displays the formation of clusters with a clear concentration of
candidates from the same political party. It shows that the closest political party
with respect to the voter (user) is the Federal Democratic Union (66%), followed
by the Social Democratic Party (22%) and the Radical Democratic Party (12%).
5.4.1 Top-N Recommendations
The top-N candidates/citizens similar to the preferences of the voter (user) v are
generated by using the bi-dimensional profiles. The distances of all candidates,
with respect to voter (user) v, are computed, and the N closest candidates are
displayed. The similarity percentage (Svci(%)) of a voter (user) v and the i-th
candidate (ci) is computed using the most distant candidate or citizen (dmax) as
a reference. Equation (5.1) presents the computation of similarity percentage.




where dvci is the distance between voter (user) v and the i-th candidate/citizen.
The prototype developed in this Ph.D. thesis displays the location of a voter (user)
and candidates (labeled by political parties), the clusters generated according to
each political party (with a percentage of closeness of the voter (user) to each
cluster), and the N closest candidates labeled with the percentage of proximity
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Bold figures: Top-10 
candidates
Figure 5.6: Top-N Recommendation Graphical Interface
to the voter (user). Figure 5.6 shows the results with the same dataset used in
Fig. 5.5. It shows the formation of clusters by political party and the top 10
candidates close to the voter (user), together with the similarity percentages.
Example 5.3 Figure 5.7 illustrates the computation of top-N recommendations,
taking three candidates (c1, c2, and c3). It is clear that dmax = dvc3, so the
similarity percentage between v and c1is given as follows:
Svc1(%) = 100− (
100 ∗ dvci
dmax
) = 100− (100 ∗ 13 ) = 66.66%










The recommendation engine presented in this work can also be used during eDis-
cussion and ePosting, which is presented in the work of Meier [2012], with the
creation of virtual communities, allowing citizens to interact through specific me-
dia and potentially crossing geographical and political boundaries in order to
pursue mutual interests or goals. The use of the user-friendly, bi-dimensional
interfaces can help voters (users) to establish which citizens are the most similar
according to their preferences and tendencies (profiles). To create political com-
munities, the recommendation engine uses the datasets of citizens together with
the datasets of candidates. The prototype developed has two types of references
for the centers of clusters: political parties and issue-based.
First Case: In the case of using political parties as references, the recommenda-
tion engine transforms the high-dimensional profiles into a bi-dimensional space.
Secondly, in order to compute the fuzzy clusters, only the bi-dimensional pro-
files of candidates and the voter (user) looking for the recommendation are used.
Once the fuzzy clusters are computed, the datasets are merged (voter, citizens,
and candidates) and displayed in a bi-dimensional map. In Fig. 5.8a, not only
the candidates but also the citizens involved in the system are included in the
bi-dimensional map. The citizens are represented by black squares, and for this
experiment, the 20 closest citizens are represented by filled black squares.
Second Case: In the case of using issues as references, the recommendation
engine transforms the high-dimensional profiles into a bi-dimensional space. Sec-
ondly, in order to compute the fuzzy clusters, only the bi-dimensional references
of issues are taken for both full agreement and full disagreement. Once the fuzzy
clusters are computed, the datasets are displayed (voter and citizens) in a bi-
dimensional map. Figure 5.8b shows how close the user is with respect to issues
3 and 5 (the issues are taken from the smartvote dataset). It shows that the
selected user is 45% to the full agreement on issue 3 and 38% to full disagreement
on issue 5. The citizens are represented by black squares, and for this experiment
the 20 closest citizens are represented by filled black squares.
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(a) Reference: Political Parties
Voter (user)
Issue 5 (Fully Agree) 8%
Issue 5 (Fully Disagree) 38%
Issue 3 (Fully Agree) 45%
Issue 3 (Fully Disagree) 9%
20 Closest Citizens
Citizens
(b) Reference: Political Issues
Figure 5.8: Political Communities Graphical Interface
5.4.3 Evaluation of Dimensionality Reduction Methods
Dimensionality reduction is being used in different research areas, such as im-
age processing, multivariable data analysis, machine learning, and data mining,
among others. The understanding of high-dimensional data requires the extrac-
tion of information from it. The FRS is based on dimensionality reduction to
provide users with a visualization of political landscapes. For this reason, an eval-
uation of different methods is presented in this section. In the work of Van der
Maaten et al. [2009], a taxomony of different techniques for dimensionality reduc-
tion is presented. A subdivision is made into convex and non-convex techniques,
and is presented in Fig. 5.14.
Evaluation Measures for Dimensionality Reduction
In the academic literature, several measures for evaluating non-linear dimension-
ality methods have been proposed. In this section, a methodology presented in
the work of Venna & Kaski [2001, 2006] is used to evaluate five dimensionality
reduction algorithms. It considers two measures: “trustworthiness” and “conti-
nuity.” Trustworthiness is defined in Eq. (5.2).
T (k) = 1− 2















































Figure 5.9: Taxonomy of Dimensionality Reduction Techniques. Adapted from Van der Maaten
et al. [2009]
where r(i, j) is the rank of low-dimensional data point j with respect to the
pairwise distances between the low-dimensional set of points. The variable U (k)i
represents the set of k closest neighbors in the low-dimensional space, but not in
the high-dimensional space. The second measure for evaluation of dimensionality
reduction is continuity. It is defined in Eq. (5.3).
C(k) = 1− 2





rˆ(i, j)− k (5.3)
where rˆ(i, j) is the rank of high-dimensional data point j with respect to the
pairwise distances between the high-dimensional set of points. The variable V (k)i
represents the set of k closest neighbors in the high-dimensional space, but not
in the low-dimensional space.
Dimensionality Reduction Methods
The FRS proposed in this Ph.D thesis makes use of dimensionality reduction
to better understand the inter-distance relations in a recommendation. A non-
exhaustive analysis of dimensionality reduction methods is presented. In this sec-
tion, five dimensionality reduction methods are analyzed and compared: (1) Prin-
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cipal Component Analysis (PCA; Pearson [1901]), (2) Sammon mapping (Sam-
mon [1969]), (3) t-Distributed Stochastic Neighbor Embedding (t-SNE; van der
Maaten & Hinton [2008]), (4) Isomap (Tenenbaum et al. [2000]), and (5) Locally
Linear Embedding (LLE; Roweis & Saul [2000]). To visualize the results provided
by each fuzzy clustering method, two datasets provided by the smartvote project
(smartvote [2012b]) are used. The first dataset corresponds to candidates of three
political parties (83 candidates in total), and the second dataset corresponds to
the candidates of 15 political parties (257 candidates in total). Both datasets are
composed of profiles with 73 dimensions (questions).
Principal Component Analysis (PCA). A technique introduced by Pearson
[1901], involves a mathematical procedure that transforms a number of (possi-
bly) correlated variables into a (smaller) number of uncorrelated variables called
principal components. The first principal component accounts for as much of the
variability in the data as possible, and each succeeding component accounts for
as much of the remaining variability as possible. The main objectives of PCA
are to identify new meaningful underlying variables and to discover or reduce the
dimensionality of the data set.
The mathematical background lies in eigenanalysis. The eigenvector asso-
ciated with the largest eigenvalue has the same direction as the first principal
component. The eigenvector associated with the second largest eigenvalue deter-
mines the direction of the second principal component. In this thesis, the second
objective of PCA is used. In that case, the covariance matrix of the data set,




(xk − xk)(xk − xk)T (5.4)
where xk is the mean of the data set. N is equal to the number of objects in
the data set. The PCA technique is based on the projection of correlated high-
dimensional data onto a hyper-plane. This mapping uses only the first few q
non-zero eigenvalues, and the corresponding eigenvectors of the covariant matrix
are defined in Eq. (5.5) as:
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(a) 3 Political Parties (b) 15 Political Parties
Figure 5.10: Dimensionality Reduction by PCA for 3 and 15 Political Parties
Fi = UiΛiUTi (5.5)
The covariant matrix Fi is decomposed to the matrix Λi, which includes the
eigenvalues λi,j of Fi in its diagonal in decreasing order, and to the matrix Ui,
which includes the eigenvectors that correspond to the eigenvalues in its columns.
The vector yi,k = W−1i (xk) = WTi (xk) is a q-dimensional reduced representation
of the observed vector xk, where the weight matrix Wi contains the q principal





Example 5.4 Figure 5.10 shows the output of the FRS using the PCA method
for dimensionality reduction. Two datasets provided by the smartvote project
(smartvote [2012b]) are used in this example. Figure 5.10a corresponds to the
visualization of candidates of three political parties (83 candidates in total), and
Fig. 5.10b corresponds to the visualization of candidates of 15 political parties (257
candidates in total). Both datasets are composed of profiles with 73 dimensions
(questions).
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Figure 5.10 shows that, due to the nonparametric nature of the PCA, only
one output is presented for each dataset (3 and 15 political parties). Section 5.4.3
presents an evaluation of different dimensionality reduction methods.
Sammon Mapping. Sammon mapping is a well-known technique that trans-
forms a high-dimensional space (n-dimensions) into a space with lower dimension-
ality (q-dimensions), finding N points in the lower dimensional space. Denoting
the distances between two different points xi and xj (i 6= j) in the original space
as dij, and the distance between points yi and yj in the mapped space as d′ij, the











where λ = ∑N−1i=1 ∑Nj=i+1 dij. In order to minimize E, the Sammon method applies
a steepest descent technique in which the new yil at iteration t+ 1 is given by





where yil(t) is the l-th coordinate of point yi in the mapped space and α is a
constant that has been computed empirically to be α ≈ 0.3 or 0.4. The partial
































A pseudocode of the Sammon mapping method for dimensionality reduction
is presented in Algorithm 5.2.
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(a) 3 Political Parties (b) 15 Political Parties
Figure 5.11: Dimensionality Reduction by Sammon Mapping for 3 and 15 Political Parties
Algorithm 5.2 Sammon Mapping Algorithm
Input: data set X = {x1, x1, ..., xn}, k-nearest neighbors k, lower dimension d
Output: low-dimensional data representation Y = {y1, y1, ..., yn}
1: compute all pairwise distances dy(i, j) in the d-dimensional data space.
2: initialize the p-dimensional coordinates of all points y(i), either randomly or
with the p principal components (PCA or MDS)
3: repeat
4: compute the right-hand side of Eq. (5.8) for all points of y(i)
5: update the co-ordinates of all points of y(i)
6: until return until the value of the stress function no longer decreases
7: return Y (T ) = {y1, y1, ..., yn}
Example 5.5 Figure 5.11 shows the output of the FRS using the Sammon map-
ping method for dimensionality reduction. Two datasets provided by the smartvote
project (smartvote [2012b]) are used in this example. Figure 5.11a corresponds
to the visualization of candidates of three political parties (83 candidates in to-
tal), and Figure 5.11b corresponds to the visualization of candidates of 15 political
parties (257 candidates in total). Both datasets are composed of profiles with 73
dimensions (questions).
Three problems that must be taken into account when the Sammon mapping
technique is used are as follows. First, the prototypes of clusters are usually not
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known a priori. They are generally calculated while partitioning of the data.
These prototypes can be vectors that are dimensionality equal to the examined
data points, but they can also be defined as geometrical objects (i.e., linear or
non-linear sub-spaces or functions). Sammon mapping is a projection method
that is based on the preservation of the Euclidean inter-point distance norm,
so it can only be used by clustering algorithms that are calculated with this
type of distance norm. As mentioned in Sect. 5.2, FPs are defined to be a multi-
dimensional Euclidean spaces, which fulfills the required condition of the Sammon
mapping technique. Secondly, the Sammon mapping algorithm forces to find, in
a high n-dimensional space, N points in a lower q-dimensional subspace, such
that these inter-point distances correspond to the distances measured in the n-
dimensional space. This causes a computationally expensive algorithm, since
every iteration step requires the computation of N(N − 1)/2 distances.
Finally, this gradient-descent method has the possibility of reaching a local
minimum in the error surface, while searching for the minimum of E, so ex-
periments with different random initializations are necessary. In order to avoid
this problem, the initialization is estimated using the PCA technique introduced
by Pearson [1901], which maps the data points into a lower dimensional space.
As mentioned previously, Sammon mapping has a disadvantage due to the ran-
dom selection of the initial projection. In order to avoid this issue, PCA has
been selected instead. This initial condition, and the nonparametric nature of
Sammon mapping, provide a unique output for each dataset (3 and 15 political
parties). For these reasons, no further evaluation is made for Sammon map-
ping. In Sect. 5.4.3, an evaluation of different dimensionality reduction methods
is presented.
t-Distributed Stochastic Neighbor Embedding (t-SNE). t-SNE is a tech-
nique for dimensionality reduction introduced in the work of van der Maaten &
Hinton [2008]. It is capable of capturing local structure, as well as revealing
the presence of clusters, from the high-dimensional space to a low-dimensional
space. t-SNE is an extended version of the Stochastic Neighbor Embedding (SNE)
method present in the work of Hinton & Roweis [2002], and aims to tackle the
problems of SNE, which are cost function optimization and the so-called crowd-
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ing problem. In this section, a brief description of the algorithm used by t-SNE
is presented. The cost function used by t-SNE uses a symmetric version of SNE
with simpler gradients, and a Student-t distribution rather than Gaussian to
compute similarity in the low-dimensional space. SNE converts high-dimensional
Euclidean distances among data points into a representation of conditional prob-
abilities pj|i of data point xj to data point xi, that xi would pick xj as a neighbor
if neighbors were picked in relation to their probability density, and σi, which is
the variance of the Gaussian that is centered on data point xi. The conditional
probability is given in Eq. (5.9).
pj|i =






In the low-dimensional space, t-SNE converts distances into probabilities
with a Gaussian distribution. The result mapping in the low-dimensional space,
t-SNE can use a different distribution allowing moderate distance in the high-
dimensional space to be modeled by a larger distance in the mapped space, elim-
inating unattractive mapped forces representing dissimilar data points. t-SNE
employs a Student t-distribution with one degree of freedom (same as Cauchi
distribution) as a distribution in the low-dimensional space. The joint probabil-
ity is defined in Eq. (5.10).
pj|i =






Finally, a gradient of the Kullback-Leibler divergence between P and the






(pij − qij)(yi − yj)(1 + ||yi − yj||2)−1 (5.11)
A pseudocode of the t-SNE method for dimensionality reduction is presented
in Algorithm 5.3. In the examples presented in this section, the following param-
eters are used: initial dimensionality reduction using PCA to 30 dimensions to
speed up the computation of pairwise distances, and perplexity perp = 30.
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(a) 3 Political Parties - t-SNE 1 (b) 3 Political Parties - t-SNE 2
(c) 15 Political Parties - t-SNE 1 (d) 15 Political Parties - t-SNE 2
Figure 5.12: Dimensionality Reduction by t-SNE for 3 and 15 Political Parties
Example 5.6 Figure 5.12 shows the output of the FRS using the t-SNE method
for dimensionality reduction. Two datasets provided by the smartvote project
(smartvote [2012b]) are used in this example. Figures 5.12a and 5.12b correspond
to the visualization of candidates of three political parties (83 candidates in total),
and Figs. 5.12c and 5.12d correspond to the visualization of candidates of 15
political parties (257 candidates in total). Both datasets are composed of profiles
with 73 dimensions (questions).
Figure 5.12 presents the execution of t-SNE with two different datasets. Fig-
ures 5.12a and 5.12b present two different executions of the algorithm taking
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Algorithm 5.3 t-Distributed Stochastic Neighbor Embedding Algorithm
Input: data set X = {x1, x1, ..., xn}, perplexity perp, optimization parameters:
number of iterations T , learning rate η, momentum α(t)
Output: low-dimensional data representation Y (T ) = {y1, y1, ..., yn}
1: compute pairwise affinities pj|i with perplexity perp (using Eq. (5.9))
2: set pij =
pj|i+pi|j
2n
3: sample initial solution Y (0) = {y1, y1, ..., yn} from N(0, 10−4I)
4: for i = 1 to T do
5: compute low-dimensional affinities qij (using Eq. (5.10))
6: compute gradient δC
δY
(using Eq. (5.11))
7: set Y (t) = Y (t−1) + η δC
δY
+ α(t)(Y (t−1) − Y (t−2))
8: end for
9: return Y (T ) = {y1, y1, ..., yn}
three political parties. It shows that due to the random initial conditions of the
algorithm (line 3, Algorithm 5.3) the results presented are different. The same
results are presented in Figs. 5.12c and 5.12d, which include 15 political parties.
In order to perform an evaluation of t-SNE and to compare it with different di-
mensionality reduction methods (refer to Sect. 5.4.3), different executions of the
algorithm are used and are presented in Fig. 5.13, which shows that different
initial conditions produce different performances in terms of trustworthiness and
continuity. The evaluation of multiple executions of t-SNE, with two datasets,
are presented and commented on. Figures 5.13a and 5.13b present the execution
of t-SNE for 3 political parties and show that the second execution of t-SNE
has a better performance for a higher number of neighbors. On the other hand,
Figs. 5.13c and 5.13d show that different executions of t-SNE present similar
performance for a higher number of political parties (bigger dataset).
Isomap. Isomap is a method of dimensionality reduction presented in the work
of Tenenbaum et al. [2000] and is considered the simplest nonlinear dimensionality
reduction. It uses graph distances as an approximation of geodesic distance. In
order to illustrate the concept of geodesic distances, Fig. 5.14 shows an adapted
version presented in the work of Lee & Verleysen [2007]. The intuition is that
the manifold presented in the bi-dimensional space is unrolled and made into a
straight line. In contrast with Euclidean distance, geodesic distances are measures
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(d) Continuity - 15 Political Parties
Figure 5.13: Evaluation of t-SNE for Different Initial Conditions
along the manifold. Isomap attempts to preserve pairwise geodesic distances
between data points. The geodesic distances are computed by constructing a
neighbor graph G, with each data point connected to the k nearest neighbors
xij with j = 1, 2, ..., k or within a fixed radius . Isomap replaces the Euclidean
distances with the graph distances computing aD matrix. The shortest paths are
computed using Dijkastra’s (Dijkstra [1959]) or Floyd’s algorithm (Floyd [1962]).
Isomap then applies multidimensional scaling (MDS; Cox & Cox [2008]) to the
geodesic distances to find a low-dimensional mapping and is briefly described as
follows. Given a n×n matrix D of distances, MDS attempts to find n data points
y1, ..., yn in d dimensions such that, if dˆij is the Euclidean distance between yi
















(d(X)ij − d(Y )ij )2 (5.12)




whereH = I− 1
n








(xTi xj − yTi yj)2 (5.14)
Finally, the output of MDS is Y = Λ1/2VT , where V is the eigenvectors of XTX
corresponding to the d eigenvalues. Λ is the top d eigenvalues of XTX. A pseu-
docode of the Isomap method is presented in Algorithm 5.4.
In the examples presented in this section, two values of k (closest neighbors)
are used for each dataset. The first dataset (83 candidates) was tested with
k = 60 and k = 80, and the second dataset (257 candidates) was tested with
k = 60 and k = 240.
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Algorithm 5.4 Isomap Algorithm
Input: data set X = {x1, x1, ..., xn}, k-nearest neighbors k
Output: low-dimensional data representation Y = {y1, y1, ..., yn}
1: build a graph with the k-rule or -rule
2: weight the graph by labeling each edge with its Euclidean length.
3: compute geodesic pairwise distances using and storing them in matrix D
4: convert matrix D into a Gram matrix S by double centering
5: with Gram matrix S, compute spectral composition S = UΛUT
6: a p-dimensional representation of Y is obtained by computing the product
Xˆ = IP×NΛ1/2UT
7: return Y = {y1, y1, ..., yn}
Example 5.7 Figure 5.16 shows the output of the FRS using the Isomap method
for dimensionality reduction. Two datasets provided by the smartvote project
(smartvote [2012b]) are used in this example. Figures 5.15a and 5.15b corresponds
to the visualization of all candidates of three political parties (83 candidates in
total), and Figs. 5.15c and 5.15d corresponds to all candidates of 15 political
parties (257 candidates in total). Both datasets are composed of profiles with 73
dimensions (questions).
Figure 5.16 presents the execution of Isomap with two different datasets. Fig-
ures 5.12a and 5.12b present two different executions of the algorithm taking
three political parties using k = 60 and k = 80, respectively. The same re-
sults are presented in Figs. 5.12c and 5.12d, which include 15 political parties
using k = 60 and k = 240, respectively. In order to perform an evaluation of
Isomap and compare it with different dimensionality reduction methods (refer
to Sect. 5.4.3), three different values of k are used. Each execution presented
different performances in terms of trustworthiness and continuity. Figures 5.16a
and 5.16b present the execution of Isomap for 3 political parties. It is clear that
both trustworthiness and continuity perform better for k = 60. Similar results




(a) 3 Political Parties - Isomap k = 60 (b) 3 Political Parties - Isomap k = 80
(c) 15 Political Parties - Isomap k = 60 (d) 15 Political Parties - Isomap k = 240
Figure 5.15: Dimensionality Reduction by Isomap for 3 and 15 Political Parties
Locally Linear Embedding (LLE). This method was introduced in the work
of Roweis & Saul [2000], and it is based on the visualization of the manifold as a
collection of overlapping coordinates. The same was applied with Isomap, which
uses neighborhood formation in the initial phase. Let N(i) be the set of k nearest
neighbors of xi. Initially, the algorithm attempts to characterize linear patches
representing xi as weighted convex combinations of closest neighbors. The weights
are chosen to minimize the squared error for each i. It is presented in Eq. (5.15)
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(d) Continuity - 15 Political Parties





where each row on the weighted matrix must sum to one andWij = 0 if j /∈ N(i),
a closest solution using the concept of Lagrange multipliers. Particularly, the










where C is the local covariance matrix with Cjk def= (xi−ηj)T (xi−ηk) and ηj, ηk are
neighbors of xi. Additionally, Wi def= W˜i characterizes the local geometry of the
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manifold around xi. The second step of the algorithm is to find a configuration in
the low-dimensional space, whose geometry is characterized by W and where the
dimension d must be known a priori. Finding the d-dimensional representation








where ||y(k)||2 = 1 for ∀k, and y(k) represents the k-th column of the solution
matrix Y . The coordinates of the low-dimensional space yi are found by comput-
ing the eigenvectors corresponding to the smallest nonzero d eigenvalues of the
product:
(I−W)T (I−W) (5.18)
where W is a sparse n × n; Wij = W˜il if xj is the l-th neighbor of xi, and is 0
if j /∈ N(i). In Eq. (5.18), I is the n × n identity matrix. A pseudocode of LLE
method for dimensionality reduction is presented in Algorithm 5.5.
Algorithm 5.5 Locally Linear Embedding Algorithm
Input: data set X = {x1, x1, ..., xn}, k-nearest neighbors k, lower dimension d
Output: low-dimensional data representation Y = {y1, y1, ..., yn}










2: Let U be the matrix whose columns are the eigenvectors of (I−W)T (I−W)
with nonzero accompanying eigenvalues.
3: return Y def= [U]n×d
In the examples presented in this section, two values of k (closest neighbors)
are used for each dataset. The first dataset (83 candidates) was tested with
k = 60 and k = 80, and the second dataset (257 candidates) was tested with
k = 60 and k = 240.
Example 5.8 Figure 5.18 shows the output of the FRS using the LLE method
for dimensionality reduction. Two datasets provided by the smartvote project
(smartvote [2012b]) are used in this example. Figures 5.17a and 5.17b correspond
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(a) 3 Political Parties - LLE k = 60 (b) 3 Political Parties - LLE k = 80
(c) 15 Political Parties - LLE k = 60 (d) 15 Political Parties - LLE k = 240
Figure 5.17: Dimensionality Reduction by LLE for 3 and 15 Political Parties
to the visualization of all candidates of three political parties (83 candidates in
total), and Figs. 5.17c and 5.17d correspond to all candidates of 15 political par-
ties (257 candidates in total). Both datasets are composed of profiles with 73
dimensions (questions).
Figure 5.18 presents the execution of LLE with two different datasets. Fig-
ures 5.17a and 5.17b present two different executions of the algorithm taking three
political parties and two different values of k (k = 60 and k = 80), respectively.






















































































(d) Continuity - 15 Political Parties
Figure 5.18: Evaluation of LLE for Different Local Minima
parties with k = 60 and k = 240, respectively. In order to perform an evaluation
of LLE and compare it to different dimensionality reduction methods (refer to
Sect. 5.4.3), three different values of k are used. Each execution presented differ-
ent performances in terms of trustworthiness and continuity. Figures 5.18a and
5.18b present the execution of LLE for 3 political parties. It is clear that both
trustworthiness and continuity perform better for k = 60. Similar results are
presented in Figs. 5.18c and 5.18d with k = 60 for a higher number of political
parties (bigger dataset).
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Evaluation of Results
In this section, the evaluation of five dimensionality reduction methods, described
in the previous section, is presented. Before presenting the results of the evalua-
tion, it is important to describe the setup of the experiments for each algorithm.
Table 5.1 summarizes the different parameters used for the evaluation. The re-
sults of the evaluation are presented in Fig. 5.19 and use the datasets provided
by the smartvote project (smartvote [2012b]). To better understand the results
presented, the analysis has been divided into two datasets, one with 3 political
parties and the second with 15 political parties.
Table 5.1: Parameters Used for the Evaluation
Method Parameters
PCA none
Sammon Initialization: PCA, max iterations: 1000,  = 1e−10
t-SNE Initialization: PCA, perplexity: 30
LLE Dataset with 3 Political Parties, k = 60. Dataset with 15 Political Parties,
k = 60
Isomap Dataset with 3 Political Parties, k = 60. Dataset with 15 Political Parties,
k = 60
Dataset with three political parties. Figures 5.19a and 5.19b present the
evaluation of trustworthiness and continuity using a dataset with 3 political par-
ties. In the case of trustworthiness, the performance of all the algorithms is sim-
ilar for a small number of neighbors (5 neighbors). Nevertheless, for the higher
number of neighbors, there is a considerable improvement with respect to the
best (t-SNE) and worst (Sammon) cases of approximately 11.5%. For the case
of continuity, there is a clear improvement of performance for the best (t-SNE)
and worst (Sammon) cases while increasing the number of neighbors. The perfor-
mance increased from approximately 5% (5 neighbors) to approximately 12.7%
(50 neighbors).
Dataset with 15 political parties. Figures 5.20c and 5.19d present the eval-
uation of trustworthiness and continuity using a dataset with 15 political parties.
The results presented show that, for both trustworthiness and continuity, there is




























































































(d) Continuity - 15 Political Parties
Figure 5.19: Evaluation of Five Dimensionality Reduction Methods
the number of neighbors. The performance increased from approximately 9%
(5 neighbors) to approximately 7.3% (50 neighbors) in the case of trustworthi-
ness, and from approximately 10.6% (5 neighbors) to approximately 8.6% (50
neighbors) in the case of continuity.
Analysis of Results
In the previous section, a non-exhaustive quantitative evaluation of dimension-
ality reduction methods is presented. Nevertheless, selecting the algorithm does
not depend only on the performance but also on the number of parameters to
be adjusted. It is important to mention that different algorithms have different
performances depending on the dataset, number of dimensions, and number of
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data points. In the work of Van der Maaten et al. [2009], 12 techniques were
tested with artificial and natural datasets. The authors showed that, for artificial
datasets, techniques based on neighborhood graphs such as Isomap, MVU, LLE,
Laplacian Eigenmaps, Hessian LLE, and LTSA presented better performances.
The techniques that do not employ neighborhood graphs such as PCA, Sammon
mapping, and autoencoders, presented better performances. In the case of the
FRS presented in this work, the selection of the dimensionality reduction method
considers two factors: stability of the algorithm, and computational and memory
performance. Table 5.2 summarizes the three main properties of each algorithm
evaluated.
Table 5.2: Properties of Techniques for Dimensionality Reduction. Adapted from Van der
Maaten et al. [2009]
Method Parameters Computational Memory
PCA none O(D3) O(D2)
Sammon none O(in2) O(n2)
t-SNE perplexity: perp O(n2) O(n2)
LLE neighbors: k O(pn2) O(pn2)
Isomap neighbors: k O(n3) O(n2)
Table 5.2 shows that the PCA and Sammon techniques can both be consid-
ered non-parametric. The other methods studied can be considered parametric,
and their performance depends on the selection of these parameters. In the case
of t-SNE, for different executions of the algorithm that produce different outputs,
the interpretation is that they can fall in a local optimum (a solution that is not
exactly the best), but only an approximation. They often require a careful ad-
justment of several hyperparameters (e.g., k neighbors) to fasten the convergence
and avoid the local minima and converge to a global minima. Taking into ac-
count that the FRS works using Euclidean distances for simplicity proposes, the
FRS uses the Sammon mapping technique in order to provide the visualization
of dimensionality reduction. Additionally, to guarantee the presence of a local
optimum, an initialization with the PCA is taken into consideration.
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(a) Spherical (b) Linear (c) Hollow
Figure 5.20: Cluster Shapes in R2. Adapted from Balasko et al. [2005]
5.4.4 Validation of Fuzzy Clustering Methods
Balasko et al. [2005] refers to fuzzy cluster validation as the problem of whether
a given fuzzy partition fits a given data point. Different fuzzy clustering meth-
ods are proposed in academic literature, aiming to find the best fit for a fixed
number of clusters and cluster shapes. The results provided by different fuzzy
clustering methods depend on the number of cluster selected, the initialization
method selected and cluster shapes. Figure 5.20 shows four examples of different
cluster shapes. As mentioned in previous sections, fuzzy clustering is part of the
kernel used by the FRS. For that reason, different validation methods, which are
proposed in the academic literature, are presented. Additionally, three different
fuzzy clustering methods are validated with the methods presented.
Validation Methods for Clustering
In this section, seven cluster validation methods described in the work of Balasko
et al. [2005] are presented as follows:
Partition Coefficient (PC). Method introduced by Bezdek [1981] that mea-








where uij is the membership of the j-th cluster i. The highest value of PC
represents a highest overlapping between clusters.
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Classification Entropy (CE). It is similar to PC and measures the fuzziness
of the cluster partition only. The highest value of CE represents the highest level








Partition Index (SC). Method introduced by Bensaid et al. [1996] as the
ratio of the sum of compactness and separation of clusters. The lowest value of








k=1 ||vk − vi||
(5.21)
Separation Index (S). Method introduced by Bensaid et al. [1996] that mea-
sures the separation index using a minimum-distance for partition. The lowest






N mini,j ||vk − vi||2 (5.22)
Xie and Beni’s Index (XB). Method introduced by Xie & Beni [1991] that
aims to quantify the ratio of the total variation within clusters. The lowest







N mini,j ||xj − vi||2 (5.23)




Dunn’s Index (DI). Method introduced by Dunn [1973b] that is used in the
identification of “compact and well separated clusters.” The highest value of DI








maxk∈c {maxx,y∈C d(x, y)}
}}
(5.24)
Alternative Dunn’s Index (ADI). It aims to simplify the calculations when
the dissimilarity between two clusters (minx∈Ci , y ∈ Cjd(x, y)) is rated by Eq. (5.25)
d(x, y) ≥ |d(y, vj)− d(x, vj)| (5.25)
where vj is the cluster center of the j-th cluster. Highest value of ADI indicates







min x∈Ci,y∈Cj |d(y, vj)− d(x, vj)|




The FRS in this Ph.D. thesis makes use of fuzzy clustering to provide recom-
mendations using the center of clusters as a reference for both political parties
and issues in a bi-dimensional landscape. A non-exhaustive analysis of fuzzy
clustering methods is presented. In this section, three methods are analyzed
and compared: (1) Fuzzy C-means Algorithm (FCM; Pearson [1901]), (2) Fuzzy
Gustafson-Kessel Algorithm (FGK; Gustafson & Kessel [1978]), and (3) Fuzzy
Gath-Geva Algorithm (FGG; Bezdek & Dunn [1975]). To visualize the results
provided by each fuzzy clustering method, two datasets provided by the smartvote
project (smartvote [2012b]) are used. The first dataset corresponds to candidates
of three political parties (80 candidates in total), and the second dataset corre-
sponds to the candidates of 15 political parties (213 candidates in total). Both
datasets are composed of profiles with 73 dimensions (questions).
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(a) 3 Political Parties (b) 13 Political Parties
Figure 5.21: Fuzzy Clustering by the FCM for 3 and 13 Political Parties
Fuzzy C-means Algorithm (FCM). In this section, two outputs of the mod-
ified FCM, introduced in Sect. 5.3.1, are presented as in Fig. 5.21.
Example 5.9 Figure 5.21 shows the output of the FRS using the FCM method
for clustering. Two datasets provided by the smartvote project (smartvote [2012b])
are used in this example. Figure 5.21a corresponds to the visualization of candi-
dates of three political parties (81 candidates), and Fig. 5.21b corresponds to the
visualization of candidates of 13 political parties (213 candidates in total). Both
datasets are composed of profiles with 73 dimensions (questions).
Figure 5.21 presents the execution of the FCM with two different datasets.
Figures 5.21a and 5.21b show that the clusters have similar shapes and can be
considered as concentric clusters. The reason is that the FCM uses the standard
Euclidean distance norm for the calculation of the partition matrix.
Fuzzy Gustafson-Kessel Algorithm (FGK). It extends the FCM by an
adaptive distance norm to detect clusters of different shapes, and was introduced
in the work of Gustafson & Kessel [1978]. Each cluster has a norm Ai with the
following inner-product presented in Eq. (5.27).
D2ikA = (xk − vi)TAi(xk − vi), 1 ≤ i ≤ c, 1 ≤ k ≤ N (5.27)
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where matrices Ai optimize the c-means, allowing clusters to adapt the distance
norm to the topological structure of the data. Furthermore, the objective function







Varying the determinant of Ai to optimize the cluster shape while its volume
remains constant, the following expression is used:
||Ai|| = ρi, ρ > 0, (5.29)
where ρi is fixed for each cluster. With the use of a Lagrange multiplier, Ai is
derived and shown in Eq. (5.30).
Ai = [ρi det(Fi)]1/nF−1i (5.30)




k=1(uik)m(xk − vi)(xk − vi)T∑N
k=1(uik)m
(5.31)
The validation conducted in this section uses an improved version of the FGK
introduced by Babuka et al. [2002]. A pseudocode of the improved FGK method
for clustering is presented in Algorithm 5.6.
Example 5.10 Figure 5.22 shows the output of the FRS using the FGK method
for clustering. Two datasets provided by the smartvote project (smartvote [2012b])
are used in this example. Figure 5.22a corresponds to the visualization of candi-
dates of three political parties (81 candidates), and Fig. 5.22b corresponds to the
visualization of candidates of 13 political parties (213 candidates in total). Both
datasets are composed of profiles with 73 dimensions (questions).
Figure 5.22 presents the execution of the FCM with two different datasets.
Figures 5.22a and 5.22b show that the clusters have different shapes. The reason
is that the FGK forces each cluster to have its own norm with the induction of
matrix Ai, so it adapts the distance norm to the local topological structure of
92
Visualization of the FRS
Algorithm 5.6 Fuzzy Gustafson-Kessel Algorithm
Input: c, , ρ
Output: ~U (l), ~V (l)
1: Set iteration number: l← 0
2: for i = 1 to c do
3: vli ← mean average of answers from the i-th political party (Pi)
4: end for
5: repeat











, 1 ≥ i ≥ c













Add a scaled identity matrix:
Fi := (1− γ)Fi + γ(F0)1/nI
Extract eigenvalues γij and eigenvectors φij, find γi,max = maxj γij and set:
γi,max = γij/β, ∀j for which γi,max/γij ≥ β
Reconstruct Fi by:
Fi = [φi,1...φi,n]diag(γi,1...γi,n)[φi,1...φi,n]−1














2/(m−1) , 1 ≥ i ≥ c, 1 ≥ k ≥ N
10: until |~U (l) − ~U (l−1)| ≤ 
11: return ~U (l), ~V (l)
the data points. Additionally, the FGK uses the Mahalanobis distance instead of
the Euclidean distance. This includes another input parameter ρi. It is set equal
to 1 if there is no a priori knowledge of it for each cluster.
Fuzzy Gath-Geva Algorithm (FGG). It is based on the computation of
the fuzzy maximum likelihood estimator (FMLE) proposed by Bezdek & Dunn


















(a) 3 Political Parties (b) 13 Political Parties
Figure 5.22: Fuzzy Clustering by the FGK for 3 and 13 Political Parties
The fuzzy covariance matrix of the i-th cluster is given by Eq. (5.33).
Fwi =
∑N
k=1(uik)w(xk − vi)(xk − vi)T∑N
k=1(uik)w
, 1 ≥ i ≥ c (5.33)
where w = 2, so the partition becomes fuzzy to compensate the exponential








The membership degree uik is the posterior probability of selecting the i-th
cluster given the data point xk. A pseudocode of the FGG method for clustering
is presented in Algorithm 5.7.
Example 5.11 Figure 5.23 shows the output of the FRS using the FGG method
for clustering. Two datasets provided by the smartvote project (smartvote [2012b])
are used in this example. Figure 5.23a corresponds to the visualization of candi-
dates of three political parties (81 candidates), and Fig. 5.23b corresponds to the
visualization of candidates of 13 political parties (213 candidates in total). Both
datasets are composed of profiles with 73 dimensions (questions).
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Algorithm 5.7 Fuzzy Gath-Geva Algorithm
Input: c,m, 
Output: ~U (l), ~V (l)
1: Set iteration number: l← 0
2: for i = 1 to c do
3: vli ← mean average of answers from the i-th political party (Pi)
4: end for
5: repeat











, 1 ≥ i ≥ c
7: Compute the distance measure D2ik.
The distance of the prototype is calculated with the fuzzy covariance ma-







































2/(m−1) , 1 ≥ i ≥ c, 1 ≥ k ≥ N
9: until |~U (l) − ~U (l−1)| ≤ 
10: return ~U (l), ~V (l)
Figure 5.23 presents the execution of the FCM with two different datasets.
Figures 5.23a and 5.23b show that the clusters have different shapes. The outputs
presented in this section using the FGK can be compared to c-means algorithm
(refer to Sect. 4.3.1). In Fig. 5.23a one can see that voter 1 has a membership
degree of 100% to the CDU, 0% to SDP, and 0% to RDP. Similar results can be
observed in Fig. 5.23a; the only difference is that voter 1 has a membership degree
of 99% to FDU and 1% to CDU. For the other 11 political parties, voter 1 has
a membership degree of 0%. Another problem that is visualized in Fig. 5.23b is
that the FGG can overflow at large values of c. This is problem is also mentioned
in the work of Balasko et al. [2005].
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(a) 3 Political Parties (b) 13 Political Parties
Figure 5.23: Fuzzy Clustering by the FGG for 3 and 13 Political Parties
Evaluation of Results
In this section, the validation of three fuzzy clustering methods described in the
previous section is presented. Seven different methods for validation are used
(refer to Sect. 5.4.4). To better understand the results presented, the analysis
has been divided into two datasets, one with 3 political parties and the second
with 13 political parties.
Dataset with 3 political parties. Table 5.3 presents the validation with
methods described in Sect. 5.4.4 and use a dataset with 3 political parties. The
results show that the FCM algorithm has a better performance using the valida-
tion methods CE and DI. The FGG algorithm shows better performance when
using the validation methods SC and S. Finally, the FGG algorithm shows better
performance when using the validation methods PC, XB, and ADI. The values
shown in bold represent the highest performance.
Dataset with 15 political parties. Table 5.4 presents the validation with
methods described in Sect. 5.4.4 and uses a dataset with 13 political parties. The
first observation that has to made is that the performance of different validation
methods decreases when the number of clusters increases. The results presented
in Table 5.4 show that the FCM algorithm has a better performance with the
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Method PC1 CE2 SC3 S4 XB5 DI6 ADI6
FCM 0.7069 0.5372 1.1041 0.0160 4.2152 0.1327 0.0014
FGK 0.7455 0.4719 1.0416 0.0154 3.5832 0.0905 0.0051
FGG 0.9614 0.0707 2.1258 0.0311 1.6861 0.0202 0.1118
1 The highest value represents a highest overlapping between clusters.
2 The highest value represents a highest level of fuzzyness.
3 The lowest value represents a better partition.
4 The lowest value represents a highest separation between clusters.
5 The lowest value represents a highest level of compactness and well separated clusters.
6 Highest value represents a highest level of compactness and well separated clusters.
Table 5.3: Validation of Fuzzy Cluster Methods - 3 Political Parties
validation methods CE, SC, XB, and DI. The FGK algorithm presented a better
performance when using the validation method S. Finally, the FGG algorithm
performed better using the validation methods PC and ADI. The values shown
in bold represent the highest performance.
Method PC1 CE2 SC3 S4 XB5 DI6 ADI6
FCM 0.4287 1.4122 0.7680 0.0064 1.8545 0.0652 0.0004
FGK 0.4703 1.2803 0.7795 0.0059 2.3409 0.0521 0.0015
FGG 0.8504 NaN7 NaN7 NaN7 NaN 7 0.0514 0.0438
1 The highest value represents a highest overlapping between clusters.
2 The highest value represents a highest level of fuzziness.
3 The lowest value represents a better partition.
4 The lowest value represents a highest separation between clusters.
5 The lowest value represents a highest level of compactness and well separated clusters.
6 Highest value represents a highest level of compactness and well separated clusters.
7 Not a number.
Table 5.4: Validation of Fuzzy Cluster Methods - 15 Political Parties
Table 5.4 shows that FGG presents NaN values when using CE, SC, S, and
XB. It can be explained due to the hardly detectable connection to the data
structure and the high level of overlapping of cluster centers when using the FGG
algorithm. In the work of Balasko et al. [2005], the authors mention that the
most useful validation methods when comparing different clustering algorithms
are SC and S with the same value of c.
Analysis of Results
In the previous section, a non-exhaustive quantitative evaluation of fuzzy clus-
tering methods is presented. Nevertheless, making a selection of the algorithm
does not depend only on the performance but also on the number of parameters
to be adjusted. It is important to mention that different algorithms have differ-
ent performances depending on the structure of the dataset and the number of
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clusters. In their work, Balasko et al. [2005] mentioned that, besides of having
different methods for the validation of fuzzy clustering, none of these methods
can be considered as perfect. Based on the results presented in previous sections,
some conclusions can be made.
Firstly, the FCM algorithm has a good performance and a lower complexity
compared to the FGK and FGG algorithms. Both the FCM and FGK algo-
rithms are more suitable for spherical clusters (refer to Fig. 5.20a) and the FGK
algorithm is more suitable for linear clusters (refer to Fig. 5.20b).
Secondly, the FGK algorithm presents an advantage compared to the FCM
algorithm since each cluster has the property to adapt the distance norm to the
local topological structure. A disadvantages of this algorithm, is that, it requires
a priori knowledge of ρ for each cluster. In the examples shown in previous
sections, a constant value of ρ = 1 was used, so the algorithm finds clusters with
approximately equal volume.
Finally, the FGG algorithm has shown better performance in terms of vali-
dation in the case of small number of clusters, Nevertheless, it can be compared
to c-means algorithm (refer to Sect. 4.3.1). In Fig. 5.23a, one can see that voter
1 has a membership degree of 100% to the CDU, 0% to SDP, and 0% to RDP.
Similar results can be observed in Fig. 5.23a; the only difference is that voter
1 has a membership degree of 99% to FDU and 1% to CDU. For the other 11
political parties, voter 1 has a membership degree of 0%.
For the reasons mentioned above, the author recommends the use of the FCM
and the FGK for the implementation of the recommender system approach pro-
posed in this Ph.D. thesis, which uses the datasets provided by the smartvote
project. It is important to mention that the results provided by different al-
gorithms directly depend on the datasets selected, number of clusters, and the
particular shapes of the clusters, among other reasons.
5.5 Remarks about the FRS
In this chapter, a recommender system architecture for eParticipation has been
proposed. The Web-based recommendation engine can be used to visualize dif-
ferentiated clusters of politicians as well as of citizens. It, therefore, supports
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collaboration, eElection processes for candidates, building processes for political
communities that share common objectives, and civic participation. The recom-
mender system proposed in this work can be used for eCollaboration, eDemocracy,
and eCommunity. Based on a fuzzy clustering approach, it computes similari-
ties between citizens and politicians in a multi-dimensional space. The Sammon
mapping technique allows for a better understanding and evaluation of the re-
lationships among citizens and/or politicians using a bi-dimensional graphical
interface. The recommender system approach presented in this work differs from
collaborative filtering methods in that the latter are based on past experiences.
It is also suitable in the one-and-only scenario, in which events such as election
processes occur only once, and their participants (candidates and/or citizens)
cannot be considered unique, since their presence at such events and their way
of thinking can vary over time.
5.6 Further Readings
• Steele & Iliinsky [2010]. “Visualization is the graphic presentation of
data—portrayals meant to reveal complex information at a glance. Think
of the familiar map of the New York City subway system, or a diagram of
the human brain. Successful visualizations are beautiful not only for their
aesthetic design, but also for elegant layers of detail that efficiently generate
insight and new understanding” (abs.).
• Mazza [2009]. “Information Visualization is a relatively young field that
is acquiring more and more consensus in both academic and industrial
environments. Information Visualization explores the use of computer-
supported interactive graphical representations to explain data and am-
plify cognition. It provides a means to communicate ideas or facts about
the data, to validate hypotheses, and facilitates the discovery of new facts
via exploration” (abs.).
• Gorban [2007]. “In 1901 Karl Pearson invented PCA. Since then, PCA
serves as a prototype for many other tools of data analysis, visualization
and dimension reduction: Independent Component Analysis (ICA), Mul-
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tidimensional Scaling (MDS), Nonlinear PCA (NLPCA), Self Organizing
Maps (SOM), etc” (abs.).
• Lee & Verleysen [2007]. “This book describes established and advanced
methods for reducing the dimensionality of numerical databases. Each de-
scription starts from intuitive ideas, develops the necessary mathematical
details, and ends by outlining the algorithmic implementation. The text
provides a lucid summary of facts and concepts relating to well-known meth-
ods as well as recent developments in nonlinear dimensionality reduction”
(abs.).
• Balasko et al. [2005]. “The Fuzzy Clustering and Data Analysis Toolbox
is a collection of Matlab functions. Its propose is to divide a given data set
into subsets (called clusters), hard and fuzzy partitioning mean, that these




The SmartParticipation project is Web-based platform, which intends to enhance
participation of citizens through the use of information and communication tech-
nologies. In this chapter, the reader will be presented with a five level par-
ticipation model, which includes the concepts of Web 2.0 in order to provide
community-building processes and discussion between citizens and authorities.
The levels defined in this chapter are also used for evaluation of different par-
ticipation platforms in Chap. 7. Additionally, this chapter presents a maturity
model, which includes implementation instances of the fuzzy recommender system
(FRS) presented in the previous chapter. This chapter is structured as follows:
First, Sect. 6.1 discusses the growth of research on eParticipation and presents the
definitions of participation levels, which will be used for evaluation in Chap. 7.
Section 6.2 gives a brief introduction and scope of the SmartParticipation project.
Then, Sect. 6.3 introduces three maturity models for eCollaboration, eDemocracy,
and eCommunity. Section 6.4 presents some remarks about SmartParticipation.
Finally, further readings are presented in Sect. 6.5.
6.1 eParticipation
The need of citizens and other stakeholders for a free democratic debate, and
the right to be involved in the decision-making process, has been emphasized by
many democratic theorists. The use of ICT has opened new channels for free
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discussion of political issues, and day by day it is moving away from traditional
media like TV, radio, mail, and newspapers. eParticipation is an emerging and
growing research area that aims to increase citizens’ participation in order to
promote a fair and efficient society and government support by using the latest
technology developments. In the last years, eParticipation has been addressed
more often by the academic world. For example, Sanford & Rose [2007] provide
a formative analysis of this emerging research area.
The authors identified 99 academic articles that are considered highly rele-
vant to eParticipation. In the latest years, a number of dedicated conferences,
workshops, and projects related to the field have appeared, such as the Inter-
national Conference on eParticipation (ePart [2012]), IPIP e-government Con-
ference (EGOV [2012]), International Conference on Electronic Government and
the Information Systems (EGOVIS [2012]), International Conference on Infor-
mation Society (i-Society [2012]), and MOMENTUM project the (MOMENTUM
[2012]). Panopoulou et al. [2010] present an analysis and evaluation of differ-
ent eParticipation initiatives in the European Union. In their work, the authors
identified 255 initiatives from 23 European countries, 230 of which were contacted
and evaluated via a survey. In this section, the author points out the increasing
interest in the academic sector regarding eParticipation. Many different govern-
mental, non-governmental, and research-oriented projects with the potential to
support participation are readily available or in development.
6.1.1 Participation Levels
In academic literature, different methods for describing the level of participation
have been proposed. For instance, the work of Grönlund [2009] describes different
methods for determining the level of participation, which are summarized in
Table 6.1. The table also shows a brief description and the levels of participation
proposed by different authors.
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Table 6.1: eParticipation Levels by Grönlund [2009]
Authors Focus Brief Description of Work Particip. Levels
Arnstein
[1969]
Participation This model is designed to define stages of
citizen influence over policy. The model









IAP2 [2012] Participation This model is designed to define stages of
citizen influence over policy. The model








ICT use This model is an attempt to produce a
framework for assessing not only










This model is designed to improve
representative democracy by introducing
participation with citizens. It is open to










This model is designed to improve










This model does not detail steps
concerning either participation or





The evaluation framework proposed in this Ph.D. thesis is inspired by the work
of Tambouris et al. [2007] and includes the concepts of Web 2.0 in order to provide
community-building processes and discussion between citizens and authorities.
The model proposed in this work consists of five levels: eInforming, eConsulting,
103
SmartParticipation
eDiscussion, eParticipation, and eEmpowerment. Each of these levels is described
in more detail as follows:
Level I - eInforming. This is the lowest level and uses a unidirectional (top-
down) information channel to provide citizens with relevant information about
different policies and projects. At this stage, citizens are only informed by the
government; no interaction, participation, or decision is present.
Inform
Figure 6.1: eInforming
Level II - eConsulting. This level of involvement uses a bi-directional in-
formation channel and gives the authorities the ability to collect feedback from
citizens. At this stage, citizens are consulted by the government and minimal




Level III - eDiscussion. This level of involvement uses a bi-directional infor-
mation channel and provides citizens and government with the ability to establish
discussion channels and create virtual communities by building citizen communi-
cation centers. Public project ideas and plans can be discussed and commented
on, taking advantage of specialized groups (communities) in order to promote the
opinion-forming process. At this stage, citizens are able to establish communica-




Level IV - eParticipation. This level of involvement uses a bi-directional
information channel and provides citizens with the ability to collaborate on public
projects and developing bases for decision-making. At this stage, citizens are able
to establish much bigger communication channels, which include more capabilities
such as working collaboratively to enhance participation. The first steps toward
empowerment are taken here.
Figure 6.4: eParticipation
Level V - eEmpowerment. This level of involvement uses a bi-directional
information channel and places the final decision in the hands of the citizens, thus
implementing what they have decided. At this stage, citizens are empowered,





It is important to point out that, from the processes in Fig. 6.1 to Fig. 6.5,
the comparative size of the government is reduced gradually. This visual repre-
sentation was created intentionally. The interpretation behind this idea is that





















Figure 6.6: The SmartParticipation Project
Figure 6.5 shows that, at the eEmpowerment level, the final decisions are now
placed with the citizens.
6.2 Project Description
The SmartParticipation project intends to provide citizens with a simple and in-
novative alternative using a fuzzy-based recommender system (see Chap. 5) to en-
hance participation of citizens in three main areas, eCollaboration, eDemocracy,
and eCommunity, which are part of the eGovernment Framework used in this
Ph.D. thesis (refer to Sect. 2.1). The project is based on the participation lev-
els presented in previous sections in order to create maturity models taking into
account three main components: Web evolution, media richness, and communi-
cation channels. More details about the use of these three components and an
evaluation framework for eParticipation projects are described in Chap. 7. The
current recommendation engine, described in this Ph.D. thesis, has been designed
for eDemocracy and eCommunity. Further work will also cover eCollaboration.




6.3 eParticipation Maturity Models
In this section, a brief description of a maturity model for eParticipation is pre-
sented. It uses the FRS (refer to Chap. 5) and the five levels of participation
presented in previous sections. The FRS provides visualization tools for commu-
nity creation processes and recommendations for citizens and governments looking
for specific profiles or topics of interest. The participation levels determine the
level of empowerment reached by different participation projects. The three par-
ticipation components that are the focus of the SmartParticipation project (i.e.,
eCollaboration, eDemocracy, and eCommunity) are used to illustrate the use of
the maturity model.
6.3.1 eParticipation Maturity Model for eCollaboration
Collaboration can be defined as a process by which people work together on in-
tellectual, academic, or practical objectives. On the other hand, eCollaboration
made this process possible by means of electronic technologies, using tools such
as e-mail, instant messaging, application sharing, videoconferencing, collabora-
tive workspace, and document management. The term eCollaboration is also
related to collaborative working environments (CWE) and makes reference to
other terms, such us online collaboration, online communities of practice, open
source community, groupware, and open innovation principles.
CWE allows collaborators to communicate anytime and anyplace. People
from different areas (e.g., buildings, states, countries, or continents) can exchange
information, collaborate on shared documents and ideas, study together, or pro-
pose new projects. The SmartParticipation project presented in this work extends
the idea of CWE by taking into account the five participation levels to enhance
citizens’ participation and to empower citizens in the decision-making process.
Each level is briefly defined as follows:
eInforming. eInforming is often used by governments as a channel or tool to
distribute and share information about new projects. At this level, citizens could













Figure 6.7: eParticipation Maturity Model for eCollaboration
eConsulting. This level of involvement uses a bi-directional information chan-
nel and gives authorities the ability to collect feedback from citizens about various
projects.
eDiscussion. This level of involvement uses a bi-directional information chan-
nel and provides citizens and government with the ability to establish discussion
channels and create virtual communities by building citizen communication cen-
ters. Public project ideas and plans can be discussed and commented on, taking
advantage of specialized groups (communities) in order to promote the opinion-
forming process.
eParticipation. Based on their know-how, citizens can form communities in
order to take part in different initiatives and projects. The creation of groupware
among citizens allows for interaction and participation through social media,
potentially crossing geographical and political boundaries.
eEmpowerment. The highest level of participation could provide citizens the
opportunity to express their will on various initiatives and projects. At this point,
the decision of a specific initiative or project is placed in the hands of a group of
citizens.
Figure 6.7 shows the schema of the maturity model for eCollaboration used
in the SmartParticipation project.
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6.3.2 eParticipation Maturity Model for eDemocracy
In academic literature, RSs that are used in eDemocracy are known as voting ad-
vice applications (VAAs) or decision-making aids. Such applications are used in
the stage defined in the work of Meier [2012] as eDiscussion (refer to Sect. 2.3.1).
The SmartParticipation project presented in this work extends the idea of FRS
used mainly in eDiscussion to be used in the third level of the eGovernment frame-
work at the University of Fribourg (refer to Fig. 2.1) to enhance and stimulate
citizens’ participation.
eInforming. eInforming is often used by governments as a channel or tool to
distribute and share information with citizens. This one-sided approach, however,
leaves room for improvement, meaning that citizens should get involved more in
the process of supplying information. By balancing the amount of information
supplied by different sources, citizens would have a larger pool of opinions to
choose from, and, therefore, more freedom of choice.
eConsulting. Politicians, as well as citizens, should be given the opportunity
to fill out questionnaires regarding their political preferences and receive, in re-
turn, customized recommendations for candidates and political parties. Such
recommendation systems should not only include the names of candidates and
parties, but also a short description of why these choices are being recommended
by the application.
eDiscussion. While a majority of RSs are good at eInforming, only a few have
gone a step further and implemented eDiscussion features, which give citizens
and politicians the opportunity to discuss different political programs and issues.
A more widespread implementation of eDiscussion would be beneficial for all
parties, as it would allow more personalized questions to be raised and answered.
An additional positive effect is the reduction of distance between citizens and
politicians, which renders politicians more tangible.
eParticipation. Based on their political preferences, citizens can form com-

















Figure 6.8: eParticipation Maturity Model for eDemocracy
political organizations (e.g., political parties, and NGOs).
eEmpowerment. The highest level of participation can provide citizens with
the opportunity to express their will on various initiatives based on better inform-
ing, consulting, discussion, participation, and the recommendations provided by
the VAAs. It could also be used in eElection or eVoting processes in the same
platform. Citizens also use a Political Controlling process with Public Memory
described in the work of Meier [2012]. This maturity model of VAAs can be used
to evaluate whether candidates really act the way they claim they will. Addition-
ally, citizens who are voting discuss the election results in order to influence the
success of implemented solutions.
Figure 6.8 shows the schema of the maturity model for eDemocracy used in
the SmartParticipation project.
6.3.3 eParticipation Maturity Model for eCommunity
The SmartParticipation project allows citizens to create virtual communities
based on their profiles, such as new political parties, thematic groups, and civic
networks, and participate in national issues by opening channels of discussion
and debate through the use of ICTs and Web 2.0.
eInforming. At this level, citizens are informed on various communities of
interest or communities of practice based on thematic profiles.
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Citizens Community-Building Process eCommunity
Voter (user)
Issue 5 (Fully Agree) 8%
Issue 5 (Fully Disagree) 38%
Issue 3 (Fully Agree) 45%
Issue 3 (Fully Disagree) 9%
20 Closest Citizens
Citizens
Figure 6.9: eParticipation Maturity Model for eCommunity
eConsulting. Citizens are given the opportunity to fill out questionnaires about
their preferences and receive, in return, customized recommendations of various
communities that are close to their preferences.
eDiscussion. This level of involvement uses a bi-directional information chan-
nel and provides citizens and government with the ability to establish discussion
channels and create virtual communities by building citizen communication cen-
ters.
eParticipation. The creation of thematic communities and social networks
among citizens allows for interaction and participation through social media,
potentially crossing geographical and political boundaries. Contacting people
with similar profiles, building exchange platforms, and stimulating participation
will enrich the information and knowledge-based society in the future.
eEmpowerment. The highest level of participation can provide citizens with
the opportunity to express their will on various initiatives proposed by civic
networks.
Figure 6.9 shows the schema of the maturity model for eCommunity used in
the SmartParticipation project.
6.4 Remarks on the SmartParticipation Project
In this chapter, five levels of participation based on the work of Tambouris et al.
[2007] have been proposed. These participation levels includes Web 2.0 concepts
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and emphasize community-building processes to enhance participation. Each of
the participation levels can be evaluated independently. The creation of political
communities and social networks among citizens allows for interaction and par-
ticipation through social media, potentially crossing geographical and political
boundaries.
Contacting people with similar political profiles, building exchange platforms,
and stimulating participation will enrich the information and knowledge-based
society in the future. The SmartParticipation project can be used to evaluate
whether candidates really act the way they claim they will. The FRS can displays
their location in the bi-dimensional map as candidates and shows their changes
in position during their political engagement as elected officials, allowing voters
to easily understand politicians’ behavior.
6.5 Further Readings
• Tambouris et al. [2011]. “This book constitutes the refereed proceedings
of the Third International Conference on Electronic Participation, ePart
2011, held in Delft, The Netherlands, in August/September 2011” (abs.).
• Tambouris et al. [2010]. “This volume constitutes the refereed proceed-
ings of the Second International Conference on Electronic Participation,
ePart 2010, held in Lausanne, Switzerland, in August/September, 2010”
(abs.).
• Shark & Toporkoff [2009]. “To help local governments navigate the
path through eGovernment implementation towards enhanced citizen en-
gagement, Public Technology Institute (PTI) and ITEMS International in-
troduce beyond eGovernment” (abs.).
• Tambouris & Macintosh [2009]. “This book constitutes the refereed
proceedings of the First International Conference on eParticipation, ePart








In the last few years, eParticipation has been addressed more often by the aca-
demic world. Similarly, different approaches for evaluation have been proposed.
In this chapter, the reader is presented with a quantitative method for the evalu-
ation of different eParticipation projects. A number of voting advice applications
(VAAs), used in eDemocracy, are evaluated using the proposed framework. The
chapter is structured as follows: First, Sect. 7.1 briefly describes the framework
used for evaluation. Then, Sect. 7.2 presents a quantitative evaluation of the
different participation levels introduced in Sect. 6.1.1. Additionally, Sect. 7.3
shows the evaluation of different VAAs. Section 7.4 presents some remarks about
the evaluation framework introduced. Finally, further readings are presented in
Sect. 7.5.
7.1 eParticipation Evaluation Framework
In the first part, a number of existing frameworks proposed by different authors
together with a brief description of the framework proposed are presented. Then,
different participation levels proposed in the academic literature and a detailed
description of the levels of participation that are part of the framework described
in this section are discussed. Finally, a number of ICT tools for eParticipation





In academic literature, different frameworks for the evaluation of eParticipation
projects have been proposed. In the work of Panopoulou et al. [2010], six frame-
works have been identified. They are summarized in Table 7.1, which also presents
a brief description of a number of frameworks for evaluation of eParticipation.
Table 7.1: eParticipation Evaluation Frameworks
Authors Brief Description of Research
Smith et al. [2011]
This paper presents a framework for evaluating
eParticipation, distinguishing between internal project
components and external moderators and between the
front and back regions of eParticipation from a governance
perspective.
Macintosh & Whyte [2008]
The paper seeks to demonstrate the use of a range of per-
spectives and methods to evaluate eParticipation initiatives.
Macintosh [2004]
In this work, the authors present a characterization frame-
work for eParticipation.
Kalampokis et al. [2008]
In this paper, the authors make an attempt to model the
domain of eParticipation using a set of Unified Modeling
Language (UML) packages and class diagrams.
Tambouris et al. [2007]
In this paper, the authors present a framework for assessing
eParticipation projects and tools.
Rowe & Frewer [2000]
In this work, the authors present a framework for evaluation
of public participation.
General Overview. In order to evaluate eParticipation projects, a simple
framework is proposed that includes two main dimensions. The first dimension
specifies the different participation areas. In this work, three main participation
areas defined by the eGovernment framework (i.e., eCommunity, eCollaboration,
and eDemocracy) are used. Nevertheless, the model proposed can be implemented
in other participation areas.
The second dimension used by this framework takes into account the partici-
pation levels, which include the following: eInforming, eConsulting, eDiscussion,
eParticipation and eEmpowerment. These levels were presented in a previous
chapter (refer to Sect. 6.1.1). In the work of Tambouris et al. [2007], 20 different
participation areas have been identified; e.g., community informatics, community-

















































Figure 7.1: eParticipation Evaluation Output Example
Example 7.1 In order to visualize the evaluation provided by the framework,
Fig. 7.1 illustrates an instance output of four eParticipation projects (P1 to P4)
that belong to different participation areas.
In the previous example, each of these projects belongs to different partici-
pation areas. The evaluation shows the performance of each level by percentage.
This example shows the following results: project P1 has all participation lev-
els (eInforming, eConsulting, eDiscussion, eParticipation, and eEmpowerment);
project P2 has four participation levels (eInforming, eConsulting, eDiscussion,
and eParticipation); project P3 has two levels (eInforming and eEmpowerment);
and project P4 has only one level (eParticipation).
The evaluation framework presented allows one to identify the strengths and
weaknesses for the various levels. Each participation area and participation level
are independent from on each other. The figure also shows that projects can
focus on various participation levels. In the example shown, P4 has a focus only
on the eParticipation level. The quantitative approach used by the evaluation





























































Figure 7.2: Evaluation Framework for eDemocracy
Framework Description. In this work, the author presents the evaluation of
a number of VAAs, which are defined by Meier [2012] to be part of eDemocracy.
Nevertheless, the model proposed can be implemented in other participation ar-
eas. Section 7.3 shows in more detail the evaluation of VAAs. The framework
proposed in this work uses the participation levels described in Sect. 6.1.1, which
are eInforming, eConsulting, eDiscussion, eParticipation, and eEmpowerment.
The evaluation of each eParticipation areas includes three steps. In the first step,
all the ICT tools are identified and filtered into each of the five participation lev-
els. In the second step, a quantitative method is used to evaluate all the ICT tools
identified; this quantitative method is described in detail in Sect. 7.2. Finally, in
the third step, the results of the evaluation are merged and displayed.
Example 7.2 Figure 7.2 shows an example of the evaluation of an eParticipation
project for eDemocracy.
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Source: Radar Networks & Nova Spivack, 2007 - www.radarnetworkds.com
Smart WebRead-only Web
Figure 7.3: Web Evolution
7.2 Evaluation of Participation Levels
In order to evaluate the different participation levels described in Sect. 6.1.1, the
framework proposed includes three components: Web evolution, media richness,
and communication channels. Each of the dimensions are described in more detail
below.
Web Evolution. Finding information on the World Wide Web is not an easy
task. One of the main problems is the exponential growth of data available on
the Internet, which can be considered as an almost infinite, non-structured, and
evolving network. In academic literature, and in order to describe the evolution
of the Web, two main descriptors have been used: Web X.0 (e.g., Murugesan
[2009a]) and Web X.Y (e.g., Weber & Rech [2009]). The latter provides a higher
granularity of each “version” of the Web. In this work, the descriptor Web X.0
is used for simplicity. It is described graphically in Fig. 7.3 and includes a brief
description of the technologies used and the ratio of amount of data vs. the
productivity of searches. It shows that, to increase the productivity of searches
due to the increase in data available, higher standards of Web development have
to be implemented. In this work, no extra argumentation will be made to support
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the need for a higher standards of Web development. The evaluation framework
uses the evolution of the Web as a main feature. Figure 7.3 identifies four stages
of the evolution of the Web. A so-called PC era, where data was managed on local
PCs and databases, took place before the Web era. The first stage of the Web
era is Web 1.0 (World Wide Web), a system of hypertext documents accessed via
the Internet. It is also known as the Information-centric Web, Web of cognition,
and read-only Web. At this stage, the content was managed privately, and only
the administrator could modify the content. The following technologies related
to Web 1.0 have been identified:
• Core Web Protocols:
– HyperText Markup Language (HTML): markup language for display-
ing Web pages.
– Hypertext Transfer Protocol (HTTP): an application protocol.
– Uniform Resource Identifier (URI): a string of characters used to iden-
tify a name or a resource.
• Server-side Scripting:
– Active Server Pages (ASP): server-side script engine for dynamically
generated Web pages.
– PHP: server-side scripting language designed to produce dynamic Web
pages.
– JavaServer Pages (JSP): a technology that helps to create dynamically
generated Web pages.
– Computer-generated Imagery (CGI): application to create or con-
tribute to images.
– Perl: a high-level, general-purpose, interpreted, dynamic programming
language.
• Client-side Scripting:
– JavaScript: prototype-based scripting language.
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– Visual Basic Scripting Edition (VBScript): active scripting language.
– Flash: multimedia platform used to add animation, video, and inter-
activity to Web sites.
• Downloadable Components: ActiveX / Java.
– ActiveX: framework for defining reusable software components.
– Java: set of several computer software products and specifications.
The second stage is Web 2.0 (Social Web). It is also known under differ-
ent names, such as Wisdom Web, People-centric Web, Participative Web, and
Read/Write Web. It includes content sharing, social networks, democratization
of information, and participation-oriented tools. At this level, not only are the
administrators able to manage the content, but the consumers of the content are
considered the source with the ability to create, update, and erase content. The
following technologies related to Web 2.0 have been identified:
• Blogs: discussion or informational sites published on the Web.
• Social Networks: online services that focuses on building social interac-
tions.
• Wikis: sites that allow their users to add, modify, or delete their content
via a Web browser.
• Communication Tools: e.g., email, online chat, instant messaging.
• Mashup: site, or Web application, that uses and combines data, presenta-
tion, or functionality from two or more sources to create new services.
• Really Simple Syndication (RSS): family of Web feed formats used to
publish frequently updated works.
• Folksonomies: system of classification derived from collaboratively creat-
ing and managing tags.
• Tag: non-hierarchical keyword or term assigned to a piece of information.
The third state, Web 3.0 (Semantic Web), is also known as a content-oriented
Web, semantic-based Web, Web of cooperation, and context-sensitive Web. It
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promotes common data formats by encouraging the inclusion of semantic content
and aims at converting unstructured and semi-structured Web documents into
the so-called Web of data. Web 3.0 refers to the formats and technologies that
enable it, are specified as W3C standards, and include the following:
• Resource Description Framework (RDF): general method for describ-
ing information.
• RDF Schema (RDFS): set of classes with certain properties that uses
the RDF extensible knowledge representation language.
• Simple Knowledge Organization System (SKOS): family of formal
languages designed for representation of thesauri, classification schemes,
taxonomies, subject-heading systems, or any other type of structured con-
trolled vocabulary.
• SPARQL Protocol: RDF Query Language.
• Notation3 (N3): designed with human-readability in mind.
• N-Triples: format for storing and transmitting data.
• Turtle: Terse RDF Triple Language.
• Web Ontology Language (OWL): family of knowledge representation
languages.
According to the World Wide Web Consortium (W3C) [2012], “The Seman-
tic Web provides a common framework that allows data to be shared and reused
across application, enterprise, and community boundaries”; thus, Web 3.0 is lead-
ing us towards the so-called Intelligent Web. Figure 7.4 presents the Semantic
Web Stack to illustrates the architecture of the Semantic Web. The last state has
been defined as Web 4.0 (Intelligent Web). It is also known as the agent-centric
Web. At this state, the services provided are meant to be autonomous, proac-
tive, content-exploring, self-learning, and collaborative, and content agents will
include maturity technologies for semantics, reasoning, and artificial intelligence
(AI). Despite the Web having not even reached maturity in Web 3.0, Web 4.0
has been proposed in the evaluation of future applications.
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Figure 7.4: Semantic Web Stack
Media Richness. The second feature used to evaluate eParticipation projects
is based on content richness. The model proposed in this work uses the Media
Richness Theory proposed by Daft & Lengel [1984], which was primarily used
to describe and evaluate communication media within organizations. A brief
summary of the hierarchy of the Media Richness Theory is presented in Table 7.2.
Table 7.2: Characteristics of Media that Determine Richness of Information. Adapted from
Daft & Lengel [1984]





















In order to evaluate the content provided by the different eParticipation
projects, a hierarchical model deducted from the complexity of media and Media
Richness Theory is presented in Fig. 7.5. It starts at static media types (text
and image), then moves to dynamic media types (audio and video), and, finally,
to interactive media types (e.g., interactive television, interactive narrative, in-
teractive advertizing, video games, social media, virtual reality, etc.). This is a
five-level hierarchical model based on the supported media by various platforms





















Figure 7.5: Media Richness
Communication Channels. The third feature used to evaluate eParticipation
projects is based on two types of communication channels: asynchronous (differ-
ent place/different time) and synchronous (different place/same time). The model
proposed considers that synchronous channels facilitate collaborative processes.
Table 7.3, adapted from Andriessen [2003], provides a non-exhaustive search of
ICT tools used for various types of services.
Table 7.3: Types of Collaboration Technologies
Support for Asynchronous Communica-
tions.









2. Audio systems (e.g., micro, speaker)








Cooperation Systems 1. Document co-authoring (e.g., Wikipedia2) 1. Shared CAD3
2. Whiteboards
3. Word processor
4. Spreadsheet (e.g., Open Office4)
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Table 7.3 – continued from previous page
Support for Asynchronous Communica-
tions.





2. Shared planning (e.g., Zoho planner1)
3. Shared workflow management systems
4. Event manager
5. Subgroup spaces (e.g., Yahoo groups2,
Google groups3)
1. Notification systems (e.g., Active Batch4)
Social Encounter
System
1. Social networking sites (e.g., MySpace5,
Facebook6, Flickr7)
1. Media spaces (e.g., IMVU8)
2. Virtual reality (e.g., Second Life9)
Quantitative Evaluation. The quantitative method presented in this section
is a modified version of the framework proposed by Drobnjak [2012] and defined
for evaluation of social network platforms. The objective of the evaluation method
presented herein is to provide a quantitative analysis that takes into consideration
the participation levels described in Chap. 6 and the components introduced in
Sect. 7.2. One of the advantages of the model presented is the flexibility to add
more components, which depend on the needs of the evaluation. In this work,
the evaluation of three components is proposed, Web evolution, media richness,
and communication channels. Equation (7.1) shows the quantitative evaluation









where nc corresponds to the number of components used for the evaluation. In












Web Evolution. The first component corresponds to the Web evolution of the





where welk is the k-th level of Web evolution, and levelmax = 3, which represents
the highest level of Web development to be evaluated. In this section, only three
levels are used: Web 1.0, Web 2.0, and Web 3.0. The values of welk have to fulfill
the following constraint in the previous expression. Additionally, to guarantee
that the presence of higher levels of Web evolution provide a comparative advan-







k ∗ β = 1, where: β = 1∑levelmax
k=1 k
= 1/6
Table 7.4 presents the values of welk for the k-th media richness level. It
is clear that the highest levels have a better ranking compared with the lowest
levels.
Table 7.4: Web Evolution Levels
k-th Level Type of Media Value
3 Web 3.0 wel3 = 3 ∗ β = 3/6 = 1/2
2 Web 2.0 wel2 = 2 ∗ β = 2/6 = 1/3
1 Web 1.0 wel1 = 1 ∗ β = 1/6
The values proposed in Table 7.4 are assumed by the author of this work
to guarantee the importance of having higher standards of Web evolution im-
plemented. The expression presented can be used for different goals and it can
include more levels. An example of another Web evolution level is Web 4.0, which
can be considered to have higher importance compared to previous levels.
Another example of Web evolution is the so-called Web 2.5, also known as the
mobile Web. It was defined by Weber & Rech [2009] as a Web that is “always
on” for users who carry mobile devices connected to the Internet. Some examples
of this type of definition are the applications for mobile devices provided by
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Facebook, Twitter, Google+, and LinkedIn, among others. The questions here
is: how important is this for our evaluation.
Another question arises at this point, and it is the fact that different Web
evolution levels include more than one standards. In the case of Web 3.0, its def-
inition in the Semantic Web Stack (see Fig. 7.4) includes degrees of development
that can also be used in this evaluation model.
For simplicity purposes, this work considers each Web evolution level as a
group. The evaluation presented in Sect. 7.3 shows that, if a participation project
uses any of the standards of the Semantic Web Stack, it will be considered part
of the third level in the evaluation model.
Example 7.3 To illustrate the evaluation using the Web evolution as an exam-
ple, two sites (A and B) are used. Site A is built with HTML (we = 1/6), and
site B includes RDF (we = 1/6 + 1/2 = 0.66).
Media Richness. The second component for the evaluation method corre-





wheremrlk is the k-th level of Media Richness, and levelmax = 5, which represents
the highest level of media richness to be evaluated. In this section, five levels are
used: text, image, audio, video, and interactive video. The values of mrlk have
to fulfill the constraint previously expressed. Additionally, to guaranteed that
the presence of higher levels of media richness provide a comparative advantage







k ∗ β = 1, where: β = 1∑levelmax
k=1 k
= 1/15
Table 7.5 presents the values of mrlk for the k-th media richness level. It is
clear to see that the highest levels have a better ranking compared with the lowest
levels. The values proposed in Table 7.5 are assumed by the author of this work to
guarantee the importance of having higher levels of media richness implemented.
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Like the Web evolution component, this evaluation method is flexible enough to
use different values at different levels.
Table 7.5: Media Richness Levels
k-th Level Type of Media Value
5 Interactive Media mrl5 = 5 ∗ β = 5/15
4 Video mrl4 = 4 ∗ β = 4/15
3 Audio mrl3 = 3 ∗ β = 3/15
2 Image mrl2 = 2 ∗ β = 2/15
1 Text mrl1 = 1 ∗ β = 1/15
Example 7.4 To illustrate the use of media richness for evaluation, three sites
that provide the ICT tool “chat room” are used. Site A provides text-only chat
(mr = 1/15), site B provides audio-only chat (mr = 3/15), and site C provides
text, audio, and video chat (mr = 1/15 + 3/15 + 4/15 = 8/15).
Communication Channel. The third component corresponds to the com-
munication channel of the j-th ICT tool (ccj). It is a binary value defined as
follows:
ccj =
1, if ICT tool is Synchronous0, if ICT tool is Asynchronous
The evaluation method presented gives the possibility of assessing, in different
ways, the components proposed. In the case of communication channels, the
method provides binary values when having either synchronous or asynchronous
communication channels.
Example 7.5 Two sites that provide customer support are used to illustrate the
use of communication channels for evaluation. Site A provides email-based sup-
port (cc = 0), and site B has a chat room for support (cc = 1).
7.2.1 Voting Advice Applications
The amount of data available on the Internet is growing rapidly, a phenomenon
that affects not only our daily lives but politics and electoral campaigns as well.
128
Evaluation of VAAs
For this reason, in recent years, the use of VAAs and different eParticipation
projects have become popular. Thus, the advice given is of great political im-
portance for opinion formation, decision-making, and voting behavior. VAAs are
Web-based systems that provide voters with information about a political party
or candidate who is closest to their preferences and political values. Voters are
asked to create a political profile by filling out a questionnaire on different polit-
ical issues. Then, the VAA compares their answers with the positions of parties
or candidates in the system who have also completed the questionnaire.
Finally, voters are provided with a voting recommendation in the form of a list,
ranking parties or candidates according to the degree of their issue congruence
with the particular voter. In his work, Meier [2012] positioned VAAs as part of
eDemocracy in a stage defined as eDiscussion; where, prior to a vote or election,
citizens could enhance their own opinion-forming process by requesting not only
information but also opinions and evaluations. VAAs are quite diverse; they vary
in design as well as in the features they offer, but, in the end, they all share the
same key functions. According to Ladner et al. [2010b], the first operational VAA
was the Dutch project StemWijzer [2012]. It went online for the first time in 1998
and provided voting advice to 250,000 people. In 2006, this figure had exploded
to 4.7 million people who received voting advice, which represented 40% of the
Dutch electorate (Walgrave et al. [2008]). Fivaz & Felder [2009] also proffer clear
evidence of the increasing popularity of VAAs, and Wagner & Ruusuvirta [2009]
examine the recommendations given by 12 VAAs in seven European countries,
describing problems of effectiveness at establishing party positions, which can
lead to faulty recommendations.
7.3 Evaluation of VAAs
In this section, an evaluation of 21 VAAs (see Appendix A) is shown. The results
are presented in four parts: the three main components to evaluate participation
levels (Web evolution, media richness, and communication channels; see Fig. 7.6),
and the participation level present in each project (see Fig. 7.7). The fist step
is to identify the ICT tools for each level of participation. Appendix C shows a














































































































Figure 7.6: Components Evaluation
areas of eParticipation. Table C.1 provides a non-exhaustive list of ICT tools used
for eParticipation, together with a brief description. For simplicity, the analysis
of components takes the mean values of all VAAs used for evaluation. These
results provide a general view of all projects evaluated. Nevertheless, to have
a better understanding, one must make an individual evaluation. The analysis
of participation levels presents the individual evaluation of all VAAs, and the
following findings are presented below.
Web Evolution. The results presented show that there is a small percentage
of development on Web 2.0, but apart from that, Web 3.0 has a bigger impact
on Web evolution. It suggests that “Web developers” themselves need to appear
in the search engine rankings. This effect is seen in all participation levels with
an emphasis on eDiscussion.
Media Richness. The results provided show that both text and image are












































































































































































































































Figure 7.7: VAAs Evaluation
impact at the eInforming level than audio. Nevertheless, at higher levels, both
are used in similar proportions. Interactive video was not considered at any level
of participation.
Communication Channels. To understand the evaluation of communication
channels (synchronous and asynchronous, shown in Fig. 7.6), the following ser-
vices were defined as synchronous: presentation of information, contact including
synchronous channels (e.g., phone), synchronous profile generation, synchronous
community creation, and synchronous recommendations, among others. Addi-
tionally, the following services were defined as asynchronous: blogs, asynchronous
profile generation, contact forms, asynchronous community creation, and asyn-
chronous recommendations, among others. The results show that asynchronous
services are used mainly for eConsulting and eDiscussion, and synchronous ser-
vices are used mainly for eInforming. Figure 7.6 summarizes the evaluation of
the three components mentioned above.
Participation Levels. According to the proposed framework, the highest par-
ticipation level reached is eDiscussion. There are no ICT tools that can be
considered as part of eParticipation or eEmpowerment. The first consideration to
be made is how to filter each ICT tool for each participation level. The following
unidirectional and informative ICT tools have been identified for eInformation:
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home pages, contacts, help, about us, campaigns, team, RSS feeds, newsletters,
methodology, search engine, and FAQs, among others. The ICT tools that are
used for eConsulting include political profile, recommendation of political parties,
political landscapes, and recommendation of candidates.
Finally, the ICT tools that are used for eDiscussion are site blogs, blogs of
politicians, community creation, discover friends that vote, discover races you
can affect, and win votes for candidates. The evaluation shows that only 5 out
of 21 VAAs have reached the level of eDiscussion. Figure 7.7 summarizes the
evaluation of participation levels for all VAAs.
Example 7.6 To better understand the evaluation method introduced in this
chapter, an example of evaluation of the smartvote project is presented in Ap-
pendix B. The example shows the components that are characterized for the dif-
ferent participation levels. The final evaluation is computed using the mean value
of all components that are part of the same participation level. Finally, Fig. B.1d
shows that the smartvote project presented the following evaluation: eInforming
(63%), eConsulting (78%), and eDiscussion (72%).
7.4 Remarks on the Evaluation Framework
The framework proposed in this chapter presents a quantitative evaluation of dif-
ferent eParticipation projects based on three components: Web evolution, media
richness, and communication channels. The framework can be extended depend-
ing on the objectives of the evaluation. In this chapter, the evaluation of 21
existing voting advice aplication projects was presented. The VAAs are consid-
ered by Meier [2012] to be part of eDemocracy in the eGovernment framework
used in this Ph.D. thesis and developed at the University of Fribourg, Switzer-
land. The VAAs evaluated have reached only the first three levels of participation
proposed (eInforming, eConsulting, and eDiscussion).
The results of the evaluation show that there is a lack of the use of the fol-
lowing technologies: Web 2.0, Web 3.0, audio, video, interactive video, and syn-
chronous communication channels, which are considered by the authors to provide
a competitive advantage compared with the other technologies used for the eval-
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uation (Web 1.0, text, image, and asynchronous communications). Therefore,
eParticipation is best performed on such platforms, granting an increased chance
of reaching users from the targeted audience. At the same time, eParticipation
remains highly efficient, meaning that the amount of work and time invested in
transmitting information to other users from the targeted audience is kept at a
minimum.
7.5 Further Readings
• Fensel et al. [2011]. “After years of mostly theoretical research, Semantic
Web Technologies are now reaching out into application areas like bioinfor-
matics, eCommerce, eGovernment, or Social Webs. Applications like ge-
nomic ontologies, semantic web services, automated catalogue alignment,
ontology matching, or blogs and social networks are constantly increas-
ing, often driven or at least backed up by companies like Google, Amazon,
YouTube, Facebook, LinkedIn and others” (abs.).
• Cedroni & Garzia [2010]. “Voting Advice Applications (VAAs) have
literally taken Europe by storm in the past decade, with millions of voters
turning to these web-based tests at election time. VAAs help users cast-
ing a vote by comparing their policy preferences on major issues with the
programmatic stands of political parties on such issues” (abs.).
• Murugesan [2009b]. “The Handbook of Research on Web 2.0, 3.0, and
X.0: Technologies, Business, and Social Applications is a comprehensive ref-
erence source on next-generation Web technologies and their applications”
(abs.).
• Hitzler et al. [2009].
“The book concentrates on Semantic Web technologies standardized by the
World Wide Web Consortium: RDF and SPARQL enable data exchange
and querying, RDFS and OWL provide expressive ontology modeling, and










The SmartParticipation platform aims to fulfill the five levels of participation
presented in Chap. 6. In this chapter, the reader is presented with a general
overview of the technologies, GUI, and features proposed for this platform. Ad-
ditionally, a number of modules that can be used to fulfill the five participation
levels are listed. The chapter is structured as follows: First, Sect. 8.1 presents
the architecture used by SmartParticipation. Then, Sect. 8.2 briefly describes
the Web framework used by the platform. Section 8.3 discusses the two types
of profiles that utilize the architecture developed in this work. In Sect. 8.4, the
implementation and features of the FRS are presented. Finally, further readings
are presented in Sect. 8.5.
8.1 SmartParticipation Architecture Overview
In this section, the architecture of SmartParticipation is described in more detail.
Two frameworks have been used to implement the platform, one for designing a
dynamic Web interface (DWI) and the second for computing and visualizing rec-
ommendations by the FRS. The framework used for the development of the DWI
is an open-source solution, and has been positioned as one of the most-used frame-
works, according to the reports produced by Water&Stone [2011]; Water&Stone
& CMS Wire [2009]. It includes a number of custom modules to develop the
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Web Interface Fuzzy Recommender System (FRS)
Figure 8.1: Architecture of SmartParticipation Platform
(refer to Sect. 6.1.1) and to fulfill the requirements proposed by the evaluation
framework in Chap. 7.
Figure 8.1 shows a general overview of the architecture and is divided in
two blocks. The right side of the architecture corresponds to the FRS and is
implemented by using a MATLAB Compiler1 that computes the dimensionality
reduction, fuzzy clustering, and visualization of recommendations with a runtime
engine called the MATLAB Compiler Runtime (MCR).2 On the left side, a DWI,
developed using the Drupal framework, is used to feed the FRS using two types
of profiles: static and dynamic. A more detailed description of the two types of
profiles is presented in Sect. 8.2.
Two types of user profiles are defined in this work: static and dynamic. The
former is generated when a user subscribes to the system, and the latter is gener-
ated according to the activity of users. In contrast to the VAAs evaluated in the
previous chapter, the inclusion of a dynamic profile gives users more options, and
the enhancement of their profiles leads to better recommendations. The develop-
ment of the FRS uses a separated framework, which requires that users install the
application via MCR, which is clearly a disadvantage in terms of usability. Future
work must include an FRS module developed exclusively for the Web framework
that includes both computation and visualization of recommendations.
1MATLAB Compiler: http://www.mathworks.com/products/compiler/
2MATLAB Compiler Runtime: http://www.mathworks.com/products/compiler/mcr/
138
Web Interface
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Figure 8.2: Overview of Drupal Modules. Adapted from Tomlinson & VanDyke [2010]
8.2 Web Interface
In order to implement the SmartParticipation platform, the first step is to select
the appropriate framework that can fulfill the requirements proposed in the evalu-
ation of eParticipation projects (see Chap. 7). This environment includes the use
of Web. 2.0 and 3.0, synchronous communication channels, and media richness.
For that reason, the Drupal content management systems (CMS),1 an open-source
software maintained and developed by a community of more than 630.000 users
and developers. In the technical reports produced by Water&Stone [2011], the
big three CMS, namely, WordPress, Joomla!, and Drupal, remain firmly in com-
mand of the market, according to the report presented by Water&Stone & CMS
Wire [2009].
Drupal CMS is a framework with functionalities that can be added as mod-
ules, which can be enabled or disabled. It includes more than 22,000 modules
developed for different purposes, such as social networking, Semantic Web, work-
groups, user management, and forums. Figure 8.2 shows an overview of the main
core and custom modules (not all modules are shown). To guarantee that the




work (Web evolution, media richness, and communication channels) described in
Chap. 7, a number of modules developed for Drupal have been used. A descrip-
tion of the main modules used by the SmartParticipation platform are presented
as follows:
Web Evolution:
• Schema.org. This module was developed by Corlosquet [2012] and enables
the collections of schemas available at Schema.org.1 The schemas are a set
of “types,” each associated with a set of properties arranged in a hierarchy.
Schema.org is recognized by major search engines such as Bing, Google,
and Yahoo. This module allows RDF schemas for different fields, which are
part of the content types developed.
• Taxonomy. This module was developed by Drupal.org [2012], and it is
one of the core modules used for categorization of articles using keywords
or terms assigned to information known as tags.
Media Richness:
• Video Embed Field. This module was developed by Caldwell [2012] and
allows users to upload video media types and include descriptions.
• AudioField Module. This module was developed by Zoubi & Bačelić
[2012] and allows users to upload audio media types and include descrip-
tions.
Communication Channels:
• DrupalChat. This module was developed by Srivastava [2013] and allows
visitors to chat with each other privately or in a public chatroom.
• Video Chat. This module was developed by Trojan [2012] and adds a
fully hosted free video chat to a Drupal website.
A number of modules that are used for the different participation levels pro-





• Content Types. In Drupal, each information page is called a node, and
each node belongs to a single content type. Each content type can have
different features, templates, fields, and media types. Drupal comes with
basic content types (e.g., article, basic page, forum) out of the box, as well
as customized ones (e.g., poll, Web forms).
• CKEditor editor. This module was developed by Walc [2013] and allows
Drupal to replace text area fields with the CKEditor,1 which is a visual
HTML editor.
• Views. This module was developed by Miles [2013]. It is one of the most-
used modules in Drupal and includes a number of features such as sort
data fields, filter content, contextual filtering, add relationships, creation of
blocks, and creation of pages.
eConsulting:
• AJAX Poll. This modules was developed by Haug [2011] and allows users
to vote on polls without reloading the page. It works with the normal poll
module included with Drupal core.
• Advanced Poll. This module was developed by Kennedy [2012] and
and provides multiple voting systems, decision-making tools, and manage-
ment options. Voting systems implemented are basic polls, approval voting,
Borda count, and instant-runoff voting.
eDiscussion:
• Organic Groups. This module was developed by Burstein [2013] and
enables users to create, manage, subscribe to, and maintain groups.
• User Relationships. This module was developed by Karshakevich [2013]
and enables administrators to create relationship types (e.g., friend, cowor-




• Comment Easy Reply. This module was developed by Colella [2013]
and allows users to directly reply to comments posted on a content type.
eParticipation:
• Wikitools. This module was developed by Gordon [2011] and provides a
wiki-like environment and includes the following features: node creation,
node search, redirect, and unique titles, among others.
• Advanced Forum. This module was developed by Troky &Webber [2013]
and enhances the capabilities of Drupal’s core forum module.
• Filedepot. This module was developed by Lang [2013] and is a full-featured
document management module, which integrates file management support
by role and user-based security.
• Calendar. This modules was developed by Agrawal [2013] and allows
users to Add/Edit/View events in pop-up windows by clicking on a box in
an event calendar view.
eEmpowerment:
• Voting API. This module was developed by Eaton [2013] for developers
who want to use a standardized API and schema for storing, retrieving, and
tabulating votes for Drupal content.
• Rate. This module was developed by Lawende et al. [2012] and provides
flexible voting widgets for nodes and comments. It includes the following
widgets: thumbs up/down, number up/down, five-star, emotion, yes/no,
and slider.
The list of modules described above can be categorized as ICT tools for
eParticipation. Appendix C provides a more detailed list of ICT tools developed




Figure 8.3: Static Profile GUI
8.3 User Profile
The SmartParticipation platform has been designed to include two types of pro-
files: static and dynamic. Figure 8.1 shows that both profiles are generated using
DWI, with the main difference between the two profiles being that the static
profile is generated when the user signs up for the system and includes a fixed
definition of preferences, whereas the dynamic profile is generated when the user
participates in different blogs, discussion, comments, etc. A better description of
the implementation of these profiles is presented in the next section.
8.3.1 Static Profile
The static profile is generated when the user subscribes to the system and includes
a general overview of his/her preferences. In this Ph.D. thesis, the profile pro-
vided by smartvote [2012b] is used and is comprised of 11 topics, each containing
different questions.
Figure 8.3 shows an example of a GUI that uses the questions and topics
from smartvote. The profile generation includes a fuzzy interface to determine
the level of agreement/disagreement and relevance for a specific question. This
figure shows that, for the topic “welfare, family, and health,” seven questions are
included. The first question is evaluated by using two fuzzy sliders, tendency
and relevance. The profiles provided by smartvote are considered static because
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they are proposed by the developers of system and do not consider user feedback
(citizens and candidates).
8.3.2 Dynamic Profile
The dynamic profile aims to enhance users’ participation and to improve profile
generation. As discussed in Chap. 7, the profiles in this participation projects
are generated only by answering predetermined questions about different political
topics. Unlike VAAs, the SmartParticipation platform allows users to be content
generators. The dynamic profile is generated on the basis of the activity of users
using the DWI. In this work, an example of a dynamic profile is presented with
the implementation of a content type called a discussion topic. Appendix D
shows an instance of a mockup of the content type used to feed the dynamic user
profile. It consists of five blocks: general information, additional sources, rating,
comments, and list of comments. Each block has different fields defined with
RDF using Schema.org.1 The blocks are described in more detail as follows:
Block 1 - General Information. This block includes information about con-
tent types (e.g., discussion topic, blog, and article) and includes the following
fields: title, tags, username, date of publication, body, and source. The fields
tags are used by the fuzzy profile to define a specific issues (refer to Sect. 5.2).
Figure 8.4 is a screenshot of block 1.




Block 2 - Additional Sources. This block includes different media sources
such as audio, video, and images. It contributes higher levels of media rich-
ness, which gives users a better understanding of various issues. Figure 8.5 is a
screenshot of block 2.
Figure 8.5: Block 2 - Additional Sources
Block 3 - Rating. This block includes an rating tool that uses a fuzzy slider.
It includes two inputs, tendency and relevance, and allows users to better describe
their opinion about the topic being discussed. A user has to register with the sys-
tem to be able to provide a rating, and the evaluation will be used by the FRS to
better define the user’s profile and preferences and for further recommendations.
Figure 8.6 shows a screenshot of block 3.
Figure 8.6: Block 3 - Rating
Block 4 - Comments. This block allows users to include comments on a
specific topic. This field was developed using the CKEditor module described in
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the previous section, which is a WYSIWYG tool used to include different types
of media in the body of the comment. Additionally, a mandatory option field was
included to allow a better presentation of opinions about the topic in discussion.
Figure 8.7 is a screenshot of block 4.
Figure 8.7: Block 4 - Comments
Block 5 - List of Comments. This block is used to display the various
comments submitted about the topic in discussion. This field was developed
using the Views and Comment Easy Reply modules described in the previous
section. This block has two main features and it separates the agree and disagree
comments into two columns. Additionally, a reply feature puts comments in
sequential order and lets users provide tags for multiple comments (two choices for
default: #COMMENT_NUMBER and @COMMENT_AUTHOR). Figure 8.8 is
a screenshot of block 5.











MATLAB  Desktop End-User Machine
Figure 8.9: The Process of Compilation and Distribution to End Users
8.4 FRS Implementation
In this section, a description of the implementation and the main features im-
plemented by FRS is presented. The computations of different dimensionality
reduction methods, fuzzy clustering, and the GUI for visualization of recommen-
dations have been implemented using the MATLAB Compiler, which generates
standalone applications and C/C++ shared libraries from MATLAB code and
distributes them to end users who do not have a MATLAB installed in their
local computers. Figure 8.9 shows the compilation and distribution process of
a MATLAB application. Besides the compiler package, MATLAB provides two
additional packages: MATLAB Builder NE,1 which lets one integrate these com-
ponents into larger .NET, COM, and Web applications, and MATLAB Builder
JA,2 which enables one to create Java classes. The FRS developed in this work
includes the following blocks: type of recommendation, type of relevance, dimen-
sionality reduction method, political parties, topics, and recommendation GUI.
Figure 8.10 shows the GUI of the FRS produced using the MCR. Each of the
blocks developed by the FRS, which are shown in Fig. 8.10, and their main func-
tionalities are briefly described below:
1MATLAB Builder NE: http://www.mathworks.com/products/netbuilder/
2MATLAB Builder JA: http://www.mathworks.com/products/javabuilder/
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Figure 8.10: FRS GUI
Type of Recommendation. This field allows users to select the type of rec-
ommendation that will be displayed. It can be either fuzzy cluster analysis, top-N
recommendation, political community, or issue-based community. More details
about the options presented in this block are described in Sect. 5.4.
Types of Relevance. This field allows users to select the three types of rele-
vance defined for the profile of candidates in the dataset provided by smartvote
[2012b], which defines a measure of relevance for citizens only. For this reason,
three methods have been implemented in this block: no-relevance, same-as-voter,
and random. The no-relevance method extracts the relevance values from the
profiles of all citizens. The same-as-voter method includes the same relevance of
a specific voter to all candidates. Finally, the random method generates a ran-
dom value of relevance for each candidate. These methods have been developed
as research objectives. The option of no relevance is used in all the experiments
presented in this work in order to avoid noise in candidates’ profiles.
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Dimensionality Reduction Method. This field allows users to select from
among five reduction methods for visualization. It can be one of the following:
(1) Principal Component Analysis (PCA; Pearson [1901]), (2) Sammon map-
ping (Sammon [1969]), (3) t-Distributed Stochastic Neighbor Embedding (t-SNE;
van der Maaten & Hinton [2008]), (4) Isomap (Tenenbaum et al. [2000]), and (5)
Locally Linear Embedding (LLE; Roweis & Saul [2000]). More details about the
options presented in this block are described in Sect. 5.4.3. This field is used by
the FRS proposed for evaluation and research objectives. It is not intended to be
used in the production version of the SmartParticipation project.
Fuzzy Clustering Method. This field allows users to select three fuzzy clus-
tering methods for visualization. It can be one of the following: (1) Fuzzy C-
means Algorithm (FCM; Bezdek [1981]), (2) Fuzzy Gustafson-Kessel Algorithm
(FGK; Gustafson & Kessel [1978]), and (3) Fuzzy Gath-Geva Algorithm (FGG;
Bezdek & Dunn [1975]). This field is used by the FRS proposed for evaluation
and research objectives. It is not intended to be used in the production version
of the SmartParticipation project.
Political Parties. This field allows users to select from a list of political par-
ties. This block can be used for three options of recommendations: fuzzy cluster
analysis, top-N recommendation, and political community. More details about
the options presented in this block are described in Sect. 5.4.
Topics. This field allows the user to select topics of interest to him/her. In the
case of the FRS GUI, the topics selected are those selected by smartvote: (1) wel-
fare, family, and health, (2) education and sport, (3) migration and integration,
(4) society, culture, and ethics, (5) finance and taxes, (6) economy and work, (7)
environment, transport, and energy, (8) state institutions and political rights, (9)
justice and order, (10) foreign policy and foreign trade, and (11) fields of activity.
Recommendation GUI. This field provides users with a bi-dimensional land-
scape for both political parties and issues to better understand their proximity
using the concept of membership degree and fuzzy clusters. Additionally, it pro-
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vides a legend of the different political parties and issues with a percentage of
proximity to each of the clusters generated.
8.5 Further Readings
• Water&Stone [2011]. “This report is about the brand strength and mar-
ket share of 20 open source web content management systems. As such, it
contains important information relevant to selecting a CMS, but it should
not be read as a final judgment on the feature quality, stability, or a par-
ticular system’s suitability for any project” (abs.).
• Nordin [2011]. “This concise guide helps small teams and solo website
designers understand how Drupal works by demonstrating the ways it out-
puts content. You’ll learn how to manage Drupal’s output, design around
it, and then turn your design into a theme” (abs.).
• Tomlinson & VanDyke [2010]. “This book updates the most popular
development reference for the newest major release of Drupal. With several
new and completely-rewritten essential APIs and improvements in Drupal
7, this book will not only teach developers how to write modules ranging
from simple to complex, but also how Drupal itself works” (abs.).
• Siciliano [2008]. “The book begins by looking at the main tools, in partic-
ular the Desktop, the Command and History Window, the Editor and the
Help Browser. The selected number of functions, graphics objects, related
properties and operators, considered fundamental in MATLAB, is a unique








In this chapter, the reader is presented with a description of the main contri-
butions, outlook, and conclusions of this Ph.D. thesis. In the first section, the
author presents a comparison of the fuzzy-based recommendation engine with
the method used by smartvote for recommending candidates and political par-
ties. The chapter is structured as follows: First, Sect. 9.1 presents a discussion
of the fuzzy recommender system FRS compared to the smartvote project that
points out the main contributions. Then, Sect. 9.2 gives the outlook and future
work for the SmartParticipation project. Finally, Sect. 9.3 provides a the conclu-
sions and a brief analysis of the research questions proposed in the introduction
of this work.
9.1 Discussion
Wagner & Ruusuvirta [2009] examine the recommendations given by 12 vot-
ing advice applications (VAAs) in seven European countries. They describe the
problems in effectiveness of establishing party positions, which can lead to faulty
recommendations. Additionally, they show that smartvote includes a broader
profile generation, which consists of 73 questions from 11 groups of topics, which
is a clear advantage in terms of profile diversification. The second system that
provides a broader user profile corresponds to Kieskompas [2012], which includes
36 questions. The rest of the VAAs analysed by Wagner & Ruusuvirta [2009]
have an average of 26 questions.
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In order to evaluate the different existing VAAs, one must understand the
algorithms used to provide recommendations. Unfortunately, few VAAs have
made their algorithms public. This problem is also mentioned in the work of
Wagner & Ruusuvirta [2009]. The authors assume that the VAAs follow the
assumptions of the Downsian proximity model proposed by Downs [1957]. The
algorithm used by smartvote is accessible and available online (refer to smartvote
[2012a]). It gives points to candidates according to the distance between the
responses of the candidates and those of the user. The concept used by smartvote
has been the basis for other applications, such as Politikkabine [2012], EU Profiler
[2012], Koimipasva [2005], and Holyrood [2007]. In the work of Ladner et al.
[2010a] other advantages of smartvote compared to different VAAs are presented
and discussed.
Additionally, two characteristics of the profile generation proposed by smart-
vote must be taken into consideration for the analysis, and are mentioned as
follows. First, smartvote provides two types of profiles, one for candidates and
another for citizens. The candidates’ profiles do not include the values of weight
for each question; therefore, the questionnaire must be completed. On the other
hand, citizens can include weights for each question and answer only those ques-
tions that they consider relevant. Second, the recommendations are based on a
comparison of distances between the answers of candidates and those of citizens.
A simple calculation of distances is presented in Eq. (E.5) in Appendix E.
In this equation, the value of weight provided by the citizens is used in the
same way for both citizens and candidates. It can be considered an inclusion
of noise, because it assumes candidates agree with each citizen’s weight value
for the recommendations since it is multiplied for the corresponding answers of
citizens and candidates. A summary of the methodology used to provide the
recommendations of candidates is given in Appendix E.
Contributions of SmartParticipation. This Ph.D. thesis focuses on the
study of recommender systems (RSs) in eGovernment. In particular, the ap-
proach proposed corresponds to the fuzzy-based recommender systems used in
eParticipation, which is suitable for the one-and-only item; here, past actions are
not used for the recommendation.
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The main contributions of this work, compared to the smartvote project, are
listed as follows:
• Profile Generation. Unlike the smartvote system, the platform devel-
oped allows candidates to provide relevance to each question. This tool
prevents the problem of adding noise to the profiles of candidates when
providing a recommendation. Additionally, a fuzzy-based profile genera-
tion using sliders is included. The objective of this GUI is to provide users
with a wider range of options to describe their tendencies and relevance for
the issues they are concerned with.
• Dynamic Profiles. SmartParticipation provides new channels for dis-
cussion of various issues through the integration of dynamic profiles, which
are generated on the basis of the activity of users using the DWI. Unlike
VAAs, the platform developed allows users to become content generators,
enhancing the participation and improving the profile generation. The rec-
ommendations would also improve, since they are not based only on static
profiles as they are in most of the VAAs.
• Visualization of Political Parties. With the inclusion of fuzzy cluster-
ing methods, an alternative for the calculation of centers of political parties
is presented. In general, VAAs compute the position of political parties by
taking a mean average of the positions of all candidates of each political
party. The same approach is used by smartvote. Unlike other VAAs, the
centers of political parties are computed using a fuzzy clustering method,
which moves the centers to where the mass of members is located.
The assumption for this approach is that the position of a political party
should move along with the positions of its members. The author of this
work considers that the status quo of a political party cannot be static in
time; just as persons can evolve in the way they think, so can political
parties.
• Issue-based Clustering. Another feature of the FRS developed for
SmartParticipation is the provision of a bi-dimensional issue-based land-
scape. It allows users to better position themselves on different issues of
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their interest. This recommendation approach allows communities of inter-
est and, in the case of eCollaboration, helps users (candidates, government,
companies, and citizens) look for citizens with specific skills.
• Higher Levels of Participation. Another objective of the platform de-
veloped is to improve citizens’ participation. In Chap. 6, five levels of par-
ticipation are identified and are used in this work as a reference framework.
An advantage of using these guidelines is that, in contrast to other VAAs,
SmartParticipation opens the possibility of becoming a more advanced dis-
cussion channel for political issues, not only during electoral campaigns
(eDemocracy) but also for other ways of participation, such as eCommunity
and eParticipation.
9.2 Outlook
RSs can be considered a multidisciplinary research topic that includes a wide
range of areas, such as machine learning, data mining, information retrieval,
human computer interaction (HCI), and data visualization, among others. In
addition to the various solutions developed in this Ph.D. thesis, many ideas have
been proposed and other questions remain open. These ideas and questions need
to be analyzed in greater depth in future work. Some of the subjects that this
work can be extended to include the following:
• Sentiment Analysis. The concept of sentiment analysis (or opinion min-
ing) is defined by Feldman [2013] as the task of finding the opinions of
authors about specific entities. The eParticipation platform developed in-
cludes a first approach of sentiment analysis with dynamic profiles. Never-
theless, more advanced tools for including sentiment analysis in profile gen-
eration, such as data mining, machine learning, and artificial intelligence,
should be included.
• Context-Awareness in Recommendation. Contextual information
could used to improve the prediction accuracy of RSs. The use of context-
awareness has been studied by a number of researchers to improve the
quality of recommendations, as mentioned in the work of Adomavicius &
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Tuzhilin [2011]. Future work can include additional functionalities to sup-
port context-awareness for the SmartParticipation project.
• Self Control Platform. One of the problems in developing a discussion
channel (e.g., forums, blocks) is how to promote communication and to
avoid the censorship of administrators. A mechanism that includes “com-
munity censorship” can be implemented to guarantee the correct use of
these channels. Data mining tools and a mechanism of community voting
to control the misuse of comments and content could be developed. To
guarantee that the voting community is not biased, the FRS can provide
different points of view.
• Fuzzy Voting. The SmartParticipaton platform is intended to reach the
highest level of participation, the so-called eEmpowerment, which places
the final decision in the hands of the citizens. In addition to traditional
crisp voting systems, an alternative, fuzzy-based, method could be tested.
In the work of Côrte-Real [2007], a comparison of crisp voting procedures
with more general mechanisms of fuzzy preference aggregation is presented.
• Evaluation of GUI. The platform developed in this Ph.D. thesis includes
a number of GUIs, such as fuzzy clustering analysis, top-n recommendation,
community-building, and dynamic profile. Future work could include an
in-depth evaluation of the features provided by the platform, conducted by
users. The work of Kortum [2008] describes the human factors involved in
the design and implementation of non-traditional interfaces.
• eElections & eVoting on SmartParticipation. VAAs can be consid-
ered as an additional source of information for the decision-making process
in eElections and eVoting processes. In future work, SmartParticipation can
provide the possibility of promoting candidates and/or political initiatives
to enhance the political debate. The opportunity to link recommendations
directly to polling stations can be addressed in future research, which will
open new possibilities for research on legal, political and technical issues.
• Open Government. The platform developed in this Ph.D. thesis presents
the possibility of using the concepts of RSs used mainly in Electronic Busi-
ness (eBusiness) for the community-building processes in eParticipation.
157
Discussion and Conclusions
This type of solution could also contribute to so-called “Open Government.”
An example of this type of project is the Swiss Open Government Data Pilot
Portal (Swiss Confederation [2013]), introduced in september 2013, which
contains 1625 datasets for evaluation and development of applications in-
cluding visual representations. This type of platform is a great opportunity
to include the features presented by the SmartParticipation project to pro-
mote citizens’ participation.
• Political Controlling and Public Memory. Besides all the features
proposed by the SmartParticipation project, future work could include ad-
ditional tools for improving political controlling. An example of this can
be the analysis of voting from elected authorities. Their profiles can be
analyzed before and after an election process using the answers provided
to the system and the dynamic profile, which can give additional informa-
tion for the analysis. Political programs can also be analyzed, including an
evaluation of their performance.
9.3 Conclusions
RSs have been used mainly in eCommerce to evaluate and filter the vast amount
of information available on the Web in order to assist users in their search pro-
cesses and retrieval. These systems have been used to a great degree and play an
important role for different Internet sites that offer products and services on so-
cial networks such as Amazon, YouTube, Netflix, Yahoo!, TripAdvisor, Facebook,
and Twitter. Many different companies are developing recommender system tech-
niques as an added value to the services they provide to their subscribers. The use
of RSs for eGovernment is a new research area focused on reducing information
overload, which could improve democratic processes and enhance participation.
In the case of eDemocracy, a specific type of recommender system, also known as
voting advice applications, has been used to provide recommendations to citizens
about political parties and candidates facing eVoting and eElections processes.




• What are the differences between classic RSs used in eBusiness
with those used in eGovernment?
RSs are computer-based techniques used to reduce information overload
and to provide recommendations of products likely to interest a user. This
technique is mainly used in eCommerce to suggest items that a customer is
presumably going to buy.
The recommender system proposed in this work is a participatory system,
in which users intentionally provide information about their preferences. In
contrast, RSs used in eCommerce, also called targeted marketing methods,
are based on extensional information, which refers to actions or past ex-
periences with specific objects. The recommender system approach differs
from collaborative filtering methods in that they are based on past experi-
ences. It is also suitable in the one-and-only scenario in which events such
as voting and election processes occur only once.
• How can RSs be used to improve citizens’ participation?
One of the main objectives of the recommender system approach proposed
in this work is to increase citizens’ participation, to provide more informa-
tion to citizens about candidates, and to create political communities. The
creation of political communities and social networks among citizens allows
interaction and participation through social media, potentially crossing geo-
graphical and political boundaries. Contacting people with similar political
profiles, building exchange platforms, and stimulating participation will en-
rich the information- and knowledge-based society in the future.
The recommender system approach proposed in this work can be used for
eCollaboration, eDemocracy, and eCommunity, but could be extended to
other participation areas.
• How can fuzzy logic be applied in RSs?
Classical approaches of RSs are based on collaborative filtering methods.
Nevertheless, Ekstrand et al. [2011] mention that the dimensionality re-
duction method is used more often. The kernel of the FRS is based on di-
mensionality reduction together with fuzzy clustering to provide recommen-
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dations using a bi-dimensional political and issue-based landscape, which
includes the percentage of similarity of the n-closest candidates/citizens.
Therefore, relationships to the closest neighbor can be derived and ana-
lyzed by users.
• What are the advantages and disadvantages of using a fuzzy-
based recommender system?
The approach proposed in this Ph.D. thesis for advising citizens on elections
and the creation of political communities is based on the visualization of
political and issue-based landscapes, together with the generation of a fuzzy
cluster. The main advantage of using fuzzy clustering is that it allows a
gradual membership of data points to clusters with different degrees of
membership according to the fuzzy set theory introduced by Zadeh [1965].
Nevertheless, the FRS approach has some weaknesses. First, a priori speci-
fication of the number of clusters is mandatory. Additionally, the output of
the final position of the centers depends on how the algorithm is initialized.
To make sure that we are in the presence of a local optimum (a solution
that is not exactly the best), several executions of the algorithm should
be made. Another problem of using fuzzy clustering methods is related to
computational complexity. This issue has to be resolved when the systems
begins to face large amounts of data, which may lead to performance and
usability issues for users.
• What type of architecture shall be chosen for the development
of a fuzzy-based recommender system?
The architecture used to develop the SmartParticipation platform was di-
vided in two blocks. One part is dedicated to generating the different profiles
from users. This block uses a DWI supported by a CMS. The development
of the DWI is very important, because it will feed the FRS. The second
block corresponds to the FRS and is implemented using a MATLAB Com-
piler to execute the computation of the dimensionality reduction, fuzzy clus-
tering, and visualization of recommendations with a runtime engine. This
architecture allows a degree of flexibility for the development of additional
features, algorithms, and distribution since, with the use of MATLAB Com-
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piler, end users do not need to have any type of license to install the runtime
environment. A disadvantage of this architecture is the need for additional
packages to execute the GUI. Future work should integrate solutions into
the DWI.
• How can one conceptually evaluate the system developed and the
implementation?
One of the most challenging tasks faced by this work was the develop-
ment of a framework that could be used to evaluate different eParticipation
projects and be reduced to an analysis of VAAs only. For this reason,
a five-level participation model is proposed in this work. The levels are
eInforming, eConsulting, eDiscussion, eParticipation, and eEmpowerment.
These participation levels are evaluated independently using a framework
which includes three main components: web evolution, media richness, and
communication channels.
The evaluation framework proposed is meant to be scalable, giving the
opportunities to include more components for further development. For
instance, for the evaluation of Web development, a so-called Web. 2.5, also
known as the mobile Web, can be integrated. This version of the Web was
defined by Weber & Rech [2009] as a Web that is “always on” for users who
carry mobile devices connected to the Internet. Some examples of this type
of definition are the applications for mobile devices provided by Facebook,
Twitter, Google+, and LinkedIn, among others.
This type of applications could also improve the levels of participation pro-
viding what can be considered a synchronous channel of communication
and participation.
“There are so many things that can be accomplished when a










List of VAAs used by the evaluation framework described in Chap. 7
• Bússola [2012]
• Choose 4 Greece [2012]
• Cabina Elettorale [2012]













• Vote Match [2012]
• VoteMatch Europe [2012]
• Vote Smart [2012]
• Wahlkabine [2012]
• Wahlomath [2012]
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(c) Evaluation of eInforming
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(d) Evaluation of Participation Levels
Figure B.1: Evaluation of the smartvote project
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ICT Tools for eParticiapation
A number of ICT tools have been identified and classified according to differ-
ent areas of eParticipation, which are defined in the eGovernment framework.
Table C.1 provides a non-exhaustive list of ICT tools used for eParticipation,
together with a brief description.
Table C.1: ICT Tools for eParticipation
Part. Levels Areas
















Content Analysis Tools These software tools allow analysis of commu-
nication content. An example of such a tool is
the WebCAT project (WebCAT [2012]), which
extracts meta-data and generates RDF descrip-
tions for existing Web documents.
X X X X
Natural Language User
Interface (LUI)
A type of computer human interface where lin-
guistic phenomena such as verbs, phrases, and
clauses act as UI controls for creating, selecting,
and modifying data in software applications. Ex-
amples include Ubiquity (Firefox), Wolfram Al-
pha, and Siri (Apple), among others.
X X X X
Publication of Results Software tools that allow citizens to see the re-
sults of eVoting and eElections. An example of
such tools is the project Connect 2 Congress by
Kinnaird [2012].
X X
Public Memory & Po-
litical Controlling
Software tools that allow the digitalization of
important works, documents, images, speeches,
movies, television or radio recording, governmen-
tal programs and resolutions, citizens, initiatives,
etc.
X X
Search Engines Also known as information retrieval systems,
these are software tools designed to find infor-
mation on a computer system.
X X X X
Semantic Web Aims to convert the current Web of unstructured
documents into a “Web of data” in a a com-
mon framework that allows data to be shared and
reused across applications, enterprises, and com-
munity boundaries (W3C [2012]).
X X X X
Subscription Services Software tools that allow citizens to follow news
in real time. Examples of such services are: RSS
feeds, newsletters, SMS, mailing lists, podcasts,
vodcasts, etc.
X X X X
Consultation Platforms Also known as eConsultation or ePanel, these
are software tools used in consultation processes.
An example of such a tool is the eConsultation
project (eConsultation [2012])
X X X X
Online Survey Tools They are software tools that allows to create and
deploy web-based surveys to gather important
feedback.
X X X X
Continued on next page
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Table C.1 – continued from previous page
Part. Levels Areas
















Buddy Systems Shows where colleagues or friends are currently
located and how they can be reached electroni-
cally. It makes it possible for members to meet
virtually or exchange experiences.
X X
Civic Network Systems Also known as community networks, these are
electronic meeting points for citizens whose com-
mon ground is a shared place or living environ-
ment. Apart from discussion forums, these focus




CMSs are software tools that support the col-
lection, management, and publishing of informa-
tion, and provide procedures for managing the
workflow in a collaborative environment.
X X X X
Discussion Forums Also known as Internet forums, these are online
discussion platforms where people can hold con-
versations in the form of posted messages.
X X X X
Matchmaking Systems Matchmaking is about establishing social and
economic exchange relations. These systems pro-
mote contacts and activities in a commonly used
environment. Networks of acquaintances are uti-
lized to make new contacts, based on an already
existing mutual trust, and exchange information.
X X X X
recommender systems
(RSs)
These systems learn Internet users’ preferences
and make suggestions for further development.
X X X X
Voting Advice Applica-
tions (VAAs)
Also known as Voting Aid Applications are Web-
based applications that help citizens find a party
or candidate that stands closest to their prefer-
ences.
X X
Web Logs Software tools used as personal journals pub-
lished on the Web and consisting of discrete en-
tries (posts). They make it possible to share
knowledge, discuss topics, and nurture relation-
ships.
X X X X
Web Virtual Meeting
Places
Software tools that provide the development of






Facilitate and manage group activities (e.g., elec-
tronic calendars, project management systems,
workflow systems, knowledge management sys-
tems, enterprise bookmarking). Designed to help




Supports people in their individual and cooper-
ative work. They involve organizational, tech-
nical, and social issues. The following appli-
cations or services are considered elements of a
CWE: email, instant messaging, application shar-
ing, videoconferencing, collaborative workspace
and document management, task- and workflow-





Addresses how collaborative activities and their
coordination can be supported by means of com-
puter systems. CSCW focuses on the study of
tools and techniques of groupware as well as their
psychological, social, and organizational effects.
X X X
Deliberative Polling Software tools intended to incorporate the prin-
ciples of deliberative democracy to decision-
making. An example of such a tool is the PI-
COLA project (PICOLA [2012]).
X X X X
eVoting & eElections Place- and time-independent voting and elections
using ICT technologies. An example of such a
tools is the eVoting project in Geneva (eVoting
[2012]).
X X
Table C.1 illustrates that an eParticipation project can use different ICT tools,





Climate change is a significant and lasting change in the statistical distribution of weather 
patterns over periods ranging from decades to millions of years. It may be a change in 
average weather conditions, or in the distribution of weather around the average 
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smartvote Match Points Computation
The latest version of matching points computation is presented in smartvote
[2012a]. In order to generate the recommendations, smartvote computes the
match points using the Euclidean distance between the position of candidates




(vi − ci)2 (E.1)
where vi is the position of voter v on question i, and ci is the position of voter
c on question i. Tables E.1 and E.2 show the values given for budget and stan-







n ∗ (100)2 (E.2)





The matching value in terms of distance is computed by subtracting 1 from
distnorm(v, c). For an easy interpretation of the results, the correlation value is
given as a percentage.







smartvote Match Points Computation
Table E.1: Budget Questions
Answer Options Assigned Values
Clearly spend more (+ +) 100
Spend more (+) 75
Spend the same (=) 50
Spend less (−) 25
Spend significantly less (− −) 0
Table E.2: Standard Questions






The voters also have the option to assign an individual weight to each question.
This consists of five options, where the following weighting factors are assigned:
• 3 → important
• 2 → somewhat important
• 1 → normal weight
• 0.5 → rather unimportant
• 0.33 → unimportant
Part of the calculation of the weighting choice recommendation is included as




(wi ∗ (vi − ci))2 (E.5)




(wi ∗ 100)2 (E.6)
where Wi is the weight value assigned by voter v on question i.
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Calculation of the lists-choice recommendation
In addition to a recommendation to vote for individual candidates, the system
can also provide an internal list selection recommendation. This procedure is
basically the same as for the recommendation for individual candidates. The
only difference is that the answers from all candidates are aggregated into unified
“response lists” for each question, before the matching computation. This is done
by calculating the arithmetic mean of all candidates’ answers.
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A Fuzzy set, page 42
A¯ Complement of a fuzzy set A, page 44
ADI Alternative Dunn’s Index, page 90
adjcosij Adjusted Cosine Similarity between items ii and ij, page 34
agrkij j-th agreement component of user i on the k-th issue, page 59
Aα α-cut of a fuzzy set A, page 45
ri Average raging of user i, page 30
ri Average raging of item i, page 33
c Number of clusters, page 50
CE Classification Entropy, page 89
corrij Pearson correlation similarity between items i and j, page 33
corrik Pearson correlation similarity between user i and k, page 30
cosik Cosine similarity between user i and k, page 29
simik Similarity between user i and k, page 29
cosij Cosine similarity between items i and j, page 32
DI Dunn’s Index, page 90
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dist(v, c) Distance between voter v and candidate c, page 173
distnor(v, c) Normalized distance between voter v and candidate c, page 173
distw(v, c) Distance between voter v and candidate c including weight values,
page 174
match(v, c) Matching value between voter v and candidate c, page 173
mdist(v) Theoretical maximum possible match score including the weight val-
ues, page 174
mdist(v) Theoretical maximum possible match score, page 173
F Data dispersion matrix, page 69
xk Mean of data set xk, page 69
Fi Covariance matrix, page 69
FPi Fuzzy Profile of user i, page 59
fpckij j-th fuzzy profile component of user i on the k-th issue, page 59
I Set of items, page 28
Jfcm Objective function of FCM algorithm, page 50
ij Item j, page 28
Jcm Objective function of c-means algorithm, page 47
Aα Kernel of a fuzzy set A, page 46
m Level of fuzziness, page 50
PC Partition Coefficient, page 88
Paj Prediction of a possible opinion of active user ua about an item ij,
page 31
~R User-item matrix, page 29
relkij j-th relevance component of user i on the k-th issue, page 59
~S Similarity matrix, page 30
S Separation Index, page 89
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SC Partition Index, page 89
Supp(A) Support of a fuzzy set A, page 45
U Set of users, page 28
Ui Matrix of eigenvectors, page 69
ua Active user, page 28
Iui List of i items rated by user u, page 28
uij Membership degree of an observation xi in a cluster Γi, page 49
ui User i, page 28
U Universe of discourse, page 42
~U Fuzzy partition matrix, page 49
Wi Weigh matrix, page 69
we Web Evolution component, page 126
Praj Prediction of item ij for an active user ua, page 35
xk Observed vector in a high-dimensional space, page 69
XB Xie and Beni’s Index, page 89
xi i-th element of fuzzy set A, page 42
~Y Vector of cluster centers, page 50
yi,k Vector of q-dimensional reduced representation o the observed vector
xk, page 69
Greek Symbols
 Termination criteria, page 50
Γi Set of clusters, page 49
λi,j Eigenvalues, page 69
Λi Matrix of eigenvalues, page 69
µA Membership function of fuzzy set A, page 42
µA(xi) Degree of membership of xi in a fuzzy set A, page 42
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Acronyms
ADI Alternative Dunn’s Index
AI Artificial Intelligence
ASP Active Server Pages
A2A Administration to Administration
A2C Administration to Citizens




CMS Content Management Systems
CMT Collaborative Management Tools
CSCW Computer-Supported Cooperative Work
CWE Collaborative Working Environments
DI Dunn’s Index





















FCM Fuzzy C-means Algorithm
FGG Fuzzy Gath-Geva Algorithm
FGK Fuzzy Gustafson-Kessel Algorithm
FMLE Fuzzy Maximum Likelihood Estimator
FRS Fuzzy Recommender System
FP Fuzzy Profile
fpc Fuzzy Profile Component
GUI Graphical User Interface
HCI Human Computer Interaction
HTML HyperText Markup Language
HTTP Hypertext Transfer Protocol




smartvote Match Points Computation
LLE Locally Linear Embedding
LUI Natural Language User Interface
MCR MATLAB Compiler Runtime
MDS Multidimensional Scaling
N3 Notation3
OWL Web Ontology Language
PC Partition Coefficient
PCA Principal Component Analysis
RDF Resource Description Framework
RDFS RDF Schema
RSs recommender systems
RSS Really Simple Syndication
S Separation Index
SC Partition Index
SKOS Simple Knowledge Organization System
SNE Stochastic Neighbor Embedding
SPARQL SPARQL Protocol An RDF Query Language
SVD Singular Value Decomposition
Turtle Terse RDF Triple Language
t-SNE t-Distributed Stochastic Neighbor Embedding
UI User Interface
UML Unified Modeling Language
URI Uniform Resource Identifier
URL Uniform Resource Locator
VAAs Voting Advice Applications
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VBScript Visual Basic Scripting Edition
WCAG Web Content Accessibility Guidelines
WWW World Wide Web
W3C World Wide Web Consortium
XHTML Extensible HyperText Markup Language
XML Extensible Markup Language
XB Xie and Beni’s Index
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smartvote Match Points Computation
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