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Abstract - -Ths  concepts of lexical ordering and minimallty of matrices are introduced and the 
connection between them is shown. An algorithm is developed to check isomorphism of lexically 
ordered matrices, which is then used to complete the classification algorithm of [1] for strongly 
regular graphs. A new generating algorithm for strongly regular graplm is developed, which is based 
on properties of the non-nelghbour graphs of a graph. 
1. INTRODUCTION 
In this text we will consider elements of a totally ordered set N, with ordering relation "<". We 
will assume that this set contains a minimal element and we will denote it by 0. For all practical 
purposes we can take N to be the set of non-negative integers with the natural ordering. We 
will also consider matrices with entries in N, but we restrict ourselves to those matrices that are 
symmetric and have an all-zero diagonal. Let Mr be the set of such n x n matrices. 
We define A,B E M,, to be isomorphic ff there exists a permutation r G Sn, which yields 
the matrix B when applied to both the rows and columns of A. Such a permutation is called 
an isomorphism of A onto B and we denote B - r(A). Note that different isomorphisms may 
map the same matrix A onto the same matrix B. Isomorphisms that map a matrix A onto itself 
are called automorphisms of A. The set Aut A of automorphisms of a given matrix A G M,~ is a 
subgroup of Sn. 
In section 2 we introduce the concepts of lexical ordering and minimality for matrices. A 
theorem showing the connection between these concepts is proven. This is a new proof of the 
theorem we proved in [1], as the latter is an immediate consequence of the present heorem. 
In section 3 we prove a theorem which allows us to formulate an algorithm to check the 
isomorphism of lexically ordered matrices. This algorithm can then be used in combination with 
generating algorithms to tackle problems of generating all matrices atisfying a given property, 
and this up to isomorphism. 
An example of this is given in section 4 where algorithms are described for the classification 
of strongly regular graphs. The theory of strongly regular graphs was introduced by Bose [2] in 
1963. Since then several surveys of the theory and of constructions have appeared. For the theory 
we refer to Seidel [3] and Cameron and van Lint [4]. Surveys of results concerning construction, 
uniqueness or nonexistence of strongly regular graphs are given by Hubaut [5] in 1975 and by 
Brouwer and van Lint [6], who updated Hubant's ummary in 1984. In [1] we described an 
algorithm for the classification of strongly regular graphs, which generates adjacency matrices 
corresponding to strongly regular graphs and which uses the property of lexical ordering. In this 
paper we discuss the results of the algorithm of section 3, used to check the isomorphism of the 
matrices obtained in [1]. We also develop another algorithm for the classification of strongly 
regular graphs, which uses properties of the non-neighbour g aphs of a graph. 
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2. LEX ICAL  ORDERING AND MIN IMAL ITY  
Consider the n-tuples (a l , . . . ,  an), (b l , . . . ,  bn), with as, b~ E N. We write 
(a l , . . .  , an) < (b l , . . .  , bn) 
iff there exists an index i < n such that al = bl , . . .  ,ai = bi but ai+l < bi+l. The ordering 
defined in this way is called the lezical ordering on n-tuples. 
In a similar way we define a lexical ordering on matrices with entries in N. Let A = (ao), 
B - (bij) E Mn, we define A < B iff there exists an index i < n such that (a j l , . . .  ,ajn) = 
(bj l , . . .  ,bin) for every j _< i, but (ai+l,1,. . .  ,ai+l,n) < (bi+l,1,... ,bi+l,n), using the ordering 
on n-tuples as defined above. 
A matrix A = (aij) G Mn is called k-minimal, k <_ n, iff (ail, . . .  ,ao,) <. (a j l , . . .  ,ajk) for 
every i , j  with i _< k < j.  Clearly, every matrix A E Mn is 0-minimal, 1-minimal and n-minimal 
in a trivial way. 
A matrix A = (aij) E Mn is called lexically ordered i f f (a ix, . . .  ,a~,) _< (a j l , . . .  ,a/ ,)  for every 
i < j .  Clearly, a lexically ordered matrix is h-minimal for every k, O < k < n. 
A matrix A E Mn is called minimal if A <_ B for every matrix B E Mn isomorphic to A. 
There is a connection between minimality and ]exical ordering given by the following theorem. 
THeOReM 1. If A E M,  is minimal, then A is lexically ordered. 
PROOF. Assume A is not lexically ordered. By definition, there must exist indices i and j such 
that i < j and 
(aix,... ,ain) > (ajl , . . .  ,ajn) 
Consider the permutation ~'0 that interchanges the rows and columns with indices i and j ,  and 
let B = I"o(A ). We will prove that B < A, and hence that A is not minimal. 
The first row of A is equal to (axx,... , aix,.. .  , aj x, . . .  , anx) and the first row of B is equal to 
(a11,...  , aj l , . . .  ,a i l , . . .  , an1). Because of the special choice of i and j we know that a j l  _< aix- 
When ajl < ail then B < A which proves our case, hence assume that ajl  =a i l ,  in which case 
the first row of A is equal to the first row of B. 
Applying the same reasoning to the second row, we have to consider only the case where 
aj2 = ai2. And again the same reasoning can be maAe for the third row, the fourth row, . . . ,  
upto the i - 1-th row. So now we only have to consider the case where the first i - 1 rows of A 
are the same as the corresponding rows of B. Assuming this, we have 
a l l  "- a j l , .  . .  , a i , i -1  ~ a j , i -1  
And hence, since the i-th row of A is greater than the j - th row, we have aii >_ aji. Now a ,  is a 
diagonal element and therefore aii = 0, the smallest element of N. Hence, aji = 0 = ai~. As a 
consequence, the i-th row of B, which is equal to (a j l , . . .  ,aj~ = 0,. . .  ,ajj = 0,. . .  ,ajn) is now 
also equal to the j - th row of A. Hence, the i-th row of B is smaller than the i-th row of A, and 
therefore B < A. II 
As a consequence of this we have the following corollary. 
COROLLARY 2. For every matrix A E Mn there exists a matrix B isomorphic to A which is 
lexically ordered. 
Indeed, let B be the smallest of all matrices isomorphic to A. In [1] we have given a different 
proof of this property in the case where N -- {0, 1), 0 < 1. 
3. ISOMORPHISM AND AUTOMORPHISM 
In [1] we used this result in order to try and tackle the problem of generating all matrices 
in Mn that satisfy a given property, and this apto isomorphism. We did this by generating 
only matrices that are lexically ordered, for by corollary 2, we know that each isomorphism class 
contains at least one of them. 
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Unfortunately, a given isomorphism class may contain several lexically ordered elements. Hence 
it is important to develop an algorithm to find out whether two lexically ordered matrices are 
isomorphic or not. We now prove the theorem which allows us to formulate such an algorithm. 
THEOREM 3. Consider A • Mn.  Let Hi(A) be the set of all permutations 7r such that r(A) 
is /-minimal for every i, 0 < i < k. Then H0(A) = HI(A) = Sn and Ht+I(A) is the set of all 
permutations r' ,  with r '  -" rj,t+l • ~r, where ~r • Ht(A) and j > k is such that 
(b j l , . . .  ,bit) _< (b/i , . . .  ,biA), Vi > k, 
with ~r(A) = (bq). 
PROOF. As every matrix in Mn is 0-minimal and 1-minimal, we clearly have H0(A) = HI(A) = 
S.. 
Now, let 7d -- rj,k+1 • 7r as defined above and denote 7d(A) by (cq). It is easily proved that the 
transposition rj,k+x does not change the i-minimality of a matrix for any i _< k. So we only have 
to prove that 7d(A) is always k + 1-minimal. 
Clearly, because of the way j was chosen, the k + 1-tuple (Ck+l,1,.. • , ck+x,k+1) is not greater 
than any of the k + 1-tuples (Ci,l,... , ci,t+1) with i > k + 1. (Note that ck+1,t+1 = 0.) Now 
assume there is a row number p < k + I and a row number q > k + i for which the k + 1-tuple 
(cp,x,... ,cp,t+l) is greater than the k + 1-tuple (cg,1,... ,cq,k+1). As 7r(A) is k-minimal, this 
can only be the case when cp,1 = cq,1,... ,cp,t = Cq,t and when cp,t+1 = 1 and cq,t+1 = 0. 
Because of the way j was chosen and because ~r'(A) is h-minimal, this implies that cp,1 = Cq,l = 
Ct+l,1,... ,cp,t = cq,t = ct+1,A. Therefore, cpp = ct+1,p must equal cp,A+z = i by symmetry. 
This is impossible and hence we proved that ~"(A) is k + 1-minimal. 
Conversely, take ~d • IIt+l(A). Then ~r'(A) is/-minimal for every i,0 < i < k + i. If we take 
Ir = 7r' and j = k + 1, then the conditions of the theorem are satisfied, for clearly ~r ~ • IIA(A) and 
also, because of the k + 1-minimality of ~d(A), the k-tuple (bA+l,1,... , bA+1,t) cannot be larger 
than any of the k-tuples (bil, .... bit), with i > k. | 
Using theorem 3 we can now formulate an algorithm to generate Hn (A). Observe the following 
fact : If~r • HA(A) and ~r' • Sn has the property ~r(i) = ~d(i),Vi, 1 < i < k, then ~r' • HA(A). 
Hence, when generating IIA(A), it is sufficient to generate only the k-tuples (~r(1),... ,  ~r(k)). 
This leads us to the following algorithm :
ALGORITHM 1. for the generation of IIn(A ). 
(1) III(A) = Sn, which corresponds to all possible 1-tuples (r(1) = i), Vi, 1 < i < n. 
(2) For each k, 1 _< k < n, Ht+I(A) corresponds to those k + 1-tuples (~r(1),... ,Tr(k),j) for 
which j satisfies the conditions of theorem 3. 
Observing the fact that every lexically ordered matrix is k-minimal for every k, 0 < k < n, it 
is easily seen that the following algorithm is correct. 
ALGORITHM 2. to check whether a number of lexically ordered matrices A, B, C, ... are iso- 
morphic. 
(1) Generate Hn(A) using algorithm 1. 
(2) For every ~r • I I ,(A) generate r(A). 
(3) B, C, ... are isomorphic to A iff they are equal to one of the matrices generated in step 2. 
A similar algorithm can be formulated to generate the automorphism group of a given lexically 
ordered matrix A, for observe that AutA = {lr • I I ,(A) I lr(A) = A}. 
ALGORITHM 3. for the generation of Aut A for a given lexically ordered matrix A. 
(1) Generate Hn(A) using algorithm 1. 
(2) For every lr • H.(A)  generate z'(A). 
(3) Retain only those 7r • H.(A) for which 7r(A) = A. 
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4. APPLICATIONS TO GRAPH THEORY 
~.1 Definitions 
A finite graph G is a structure consisting of a finite set of vertices V and an adjacency relation 
'~'  on V which is symmetric and anti-reflexive. The number v = #V of vertices is called the 
order of the graph. The set E of edges of the graph is the set of all pairs {x, y} C V such that 
x~y.  
The complement of a graph G is the graph G whose edge set E is the set of all pairs {z, y) C V 
such that x ~ y. 
The non-neighbour g aph of a vertex z of a given graph G is the induced subgraph of G 
consisting of all vertices that are neither equal nor adjacent to x. 
If we identify the set of vertices of a finite graph with the set {1,... , v) of natural numbers, 
then we can associate a v x v matrix A -- (aij) with the graph in the following way : 
1, i f i~ j ,  
ai j  = O, otherwise. 
Such a matrix A is called an adjacency matrix of the graph G. Note that A E Mn, if we take 
N = {0, 1}. Depending on the chosen numbering of the vertices everal adjacency matrices of 
the same graph can be constructed. Such matrices are isomorphic. 
A graph G is called regular if each vertex of G is adjacent to a constant number k of vertices 
of G. This constant k is called the degree or valency of the graph. 
A regular graph G is called strongly regular with parameters (~, p) if it satisfies the following 
two conditions : 
(1) For each pair of adjacent vertices x and y of G there are exactly ~ vertices of G adjacent 
to both x and y; 
(2) For each pair of non-adjacent vertices x and y of G there are exactly p vertices of G 
adjacent to both x and y. 
It can be proved [4] that the complement ofa strongly regular graph with parameters (v, k, ~, p) 
is also strongly regular with parameters (v, v - k - 1, v - 2k - 2 + p, v - 2k + ~). 
If G is strongly regular with parameters (v, k, ~, p) then every non-neighbour g aph of G is 
regular with parameters (v - k - 1, k - p). 
~.P Classification of strongly regular graphs 
In [1] we presented an algorithm for the classification of strongly regular graphs, which gener- 
ated all lexically ordered adjacency matrices corresponding tostrongly regular graphs with given 
parameters. As this algorithm generates several adjacency matrices per isomorphism class in 
most cases, we still have to determine whether the obtained adjacency matrices are isomorphic 
or not, in order to obtain the desired classification up to isomorphism. For this we can use 
algorithm 2. 
In Table 1 we summarize the obtained results. For some specific parameter sets (v, k, ~, p) we 
applied Algorithm 2 to the results we obtained in [1]. We repeat here the theoretically known 
number of graphs [6], the number of graphs obtained in [1] and the necessary CPU time. Finally, 
for the cases where more than i matrix was obtained in [1], we list the number of graphs obtained 
by applying Algorithm 2 to these results. Again, in order to give a idea of the complexity of the 
algorithm, we also mention the CPU time used. For each graph considered, we also generated its 
complement, the results for complementary graphs are shown together in the table. The program 
is written in C and runs on an NCR Tower 32-600 mini computer. In each case the number of 
non-isomorphic matrices obtained corresponds to the theoretically known number of graphs. 
In [1] we noted that it is sometimes useful to generate the complement of a graph instead of 
the graph itself. This is again clear here. In some cases, typically the graphs with the smallest 
k-value and the largest p-value for equal k-values, the number of matrices which has to be checked 
for isomorphism is smaller. In some of the examples this number is already 1, in which case we 
don't have to check isomorphism at all. As for CPU-times, even in the cases where the number of 
matrices to be checked for isomorphism is the same for the complementary graphs, the necessary 
time is smaller for the graph with the largest k-value or the smallest p-value for equal k-values. 
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Table 1 
Resulta of the isomorphlmrn checking algorithm (Algorithm 2). 
(v, k, A, #) no. of graphs no. of matrices CPU t ime no. of matrices CPU t ime 
[6] generated retained 
(5, 2 ,0 ,  I )  1 1 0 . I  -- -- 
(9, 4 ,1 ,  2) 1 1 0.0 -- -- 
( I0 ,  3, O, I) 1 2 0.0 1 0.8 
(I0, 6, 3, 4) 1 1 0.I - -- 
(13, 6, 2,3) 1 2 0.1 1 1.1 
(15, 6, 1 ,3 )  1 2 0.8 1 10.2 
(15, 8, 4 ,4 )  1 1 0.2 -- -- 
(16,10,6,6) 1 I 0.2 - - 
(16, 5, O, 2) 1 2 2.3 1 31.1 
(16, 6, 2, 2) 2 11 1.4 2 26.9 
(16, 9, 4, 6) 2 2 0.5 2 10.0 
(17, 8, 3, 4) 1 6 4.9 1 12.9 
(21, 10,3,6) 1 2 6 : 38.9 1 8 : 46.8 
(21, 10, 5, 4) 1 1 1.5 -- - 
(25,8,3,2) 1 1 4 : 57 : 14.6 -- - 
(25, 16, 9,12) 1 1 31.9 -- - 
(27,16, I0, 8) I 1 59 : 46.8 -- - 
(27, I0, I, 5) 1 -- > 24h - - 
(36, 25,16, 20) 1 I 31 : 51.6 - - 
(36,10,  4, 2) 1 -- > 24h  - - 
4.3 Improved generation algorithm 
Using the results of section 3, we can also try to improve the algorithm for the generation of 
all strongly regular graphs with given parameters as discussed in [1]. First consider the following 
theorems, which will lead to a new generating algorithm. 
THEOREM 4. Every adjacency matrix A is isomorphic to a lexically ordered matrix whose first 
row and column corresponds to a vertex of minimal degree. 
PROOF. Let v be the order of the matrix and k be the minimal degree. The smallest v-tuple 
that can be formed with at least k elements equal to 1, is the v-tuple 
v-k  els. k els. 
It is easily seen that we can find a permutation ~r such that the first row of ~r(A) is exactly this 
v-tuple. It follows that the minimal matrix isomorphic to A must have this v-tuple as a first row, 
and because of Theorem 1 this completes our proof. | 
If A = (a#) is a lexically ordered adjacency matrix of a given graph, then the matrix 
AA = 
I a22 " " " a2N-k  1 
• . .  " 
\ av--k,2 • • • av -k ,u -k  
where v is the order of the graph, and k is the degree of vertex 1, is the adjacency matrix of the 
nononeighbour g aph of vertex 1. It is easily proved that AA is lexically ordered if A is lexically 
ordered. We prove the following theorem. 
THEOREM 5. Let A ~ be a given lexically ordered matrix, and let B be a lexically ordered matrix 
whose first row and column correspond to a vertex of minimal degree and for which AB is 
isomorphic to A'. Then there exists a lexically ordered matrix A, isomorphic to B, such that 
AA = A ~ and such that the isomorphism ~r, ~r(B) = A, satisfies 7r(1) = 1. 
PROOF. Consider the set S of all matrices ~r(B) with lr(1) = 1 and AIr(B) = A'. Clearly this 
set is not empty, for the isomorphism that maps AB onto A ~ induces uch a permutation, and 
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it is easy to see that every matrix in this set will have a first row and column that corresponds 
to a vertex of minimal degree. We win now prove that the minimal matrix A of this set must be 
lexically ordered. 
Assume that the i-th row of .4 is larger than the j-th row, with i < j. Since ~r(1) - 1 the first 
column of A must he the same as the first column of B, and hence must be lexically ordered. 
This implies that a i l -  ajl. 
If ail -- ajl - 1, then with a similar proof as in theorem 1, we can show that interchanging 
the i-th and j -th rows and columns of A will yield a matrix C smaller than A. As the i-th and 
j -th rows and columns of A do not contribute to AA in this case, C must belong to S, and this 
contradicts the fact that A is the minimal element of S. 
So we need only consider the case where a~l - ajl  -- 0. Because the first row of A has minimal 
degree, and is of the form 0. . .  01. . .  1, i cannot be 0 and hence 0 < i < j. 
The i-th and j -th rows of A correspond to the i -  1-th and j -  1-th of AA = A' which is lexically 
ordered, hence, for the i-th row of A to be lexically greater than the j -th row, the i - 1-th row of 
AA -- A' must be equal to the j - 1-th row of A'. Hence, interchanging the i-th and j -th rows 
and columns of A will yield a matrix C for which AC = AA, so C E A. But, as C < A, this 
contradicts the fact that A is the minimal element of S. | 
It is now easily seen that the following algorithm is correct. 
ALGORITHM 4. to generate (up to isomorphism) all strongly regular graphs with a given param- 
eter set 
(v,k,~,p).  
(1) Generate all lexically ordered adjacency matrices A' corresponding to regular graphs of 
order v - k - 1 with degree k - p. 
(2) Test the isomorphism of these matrices A' (using algorithm 2) and keep only one repre- 
sentative per isomorphism class. 
(3) For each of these representatives A' generate all lexically ordered adjacency matrices A 
corresponding to strongly regular graphs, such that AA = A'. 
(4) Test the isomorphism of these matrices A (using algorithm 2) and keep only one represen- 
tative per isomorphism class. 
Generating the regular graphs of step 1 can be done by a recursive back-tracking algorithm, 
similar to the generation algorithm described in [1]. As 'pruning' property we can use the fact 
that each row (and each column) of the adjacency matrix of a regular graph contains exactly k 
ones, where k is the degree of the graph. 
Also, the generation process of step 3 can be done with a similar algorithm as in [1]. In this 
case, a submatrix of the matrix to generate is given already, so for those elements, only one 
'choice' is possible. For the rest the back-tracking algorithm is the same and the same properties 
are used to 'prune' the generation tree. 
Table 2 gives the results of steps 1 and 2 of Algorithm 4 for those regular graphs (v -k-  1, k -p )  
which are needed in step 3, in order to generate the same strongly regular graphs as in Table 1. 
We list the number of matrices obtained in step 1 (the generation) and the number of matrices 
obtained in step 2 (the isomorphism test). For all cases we also list the CPU-time used for both 
steps. Again, we group complementary graphs and again the same phenomenon can be noticed :
both the generation and the isomorphism test are faster for the graph with the largest k-value 
and less matrices are generated for larger k-values. 
Table 3 lists the results obtained by steps 3 and 4 of algorithm 4, completing a regular non- 
neighbour graph to a strongly regular graph, for the same parameter sets as in Table 1. Also 
here we list the number of matrices generated in step 3 and the number of matrices obtained by 
the isomorphism test (step 4), as well as the CPU-time needed. 
Comparing the generation times in Table 1 and Table 3, where we assume the regular non- 
neighbour graphs are given, we note that the new algorithm is faster for all given examples. If we 
add the time needed to generate the necessary regular graphs and to eliminate the isomorphism 
(Table 2), we see that the new algorithm is still faster in those cases where the CPU-time becomes 
significantly large. 
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Table 2 
Results of steps I and 2 of Algorithm 4, generating adjacency matrices corresponding 
to regular graphs. 
(v -k - l , k - I t )  no. ofmatriccs CPUtime no. ofmatrices CPUtime 
generated retained 
(2, I )  1 0.0 - - 
(3 ,2 )  1 o.1 - - 
(4, 2)  1 0 .1  - -  - -  
(5,4)  1 0.1 -- -- 
(6, 2) 3 o.1 2 o.1 
(6,3) 2 0.1 2 0.0 
(6, 4) 1 0.1 -- - -  
(8,3)  23 0.3 6 1.9 
(8, 4) 22 0.3 6 1.6 
(9, 4) 175 1.9 16 6.9 
(10, 3) 506 6.3 21 42.5 
(10, 6) 229 3.0 21 15.3 
(10,4) 1615 20.0 60 2 : 20.2 
(10,5) 1487 18.5 60 1 : 54.2 
(10,8)  1 0.1 - - 
Table 3 
Results of steps 3 and 4 of Algorithm 4, completing a regular non-neighbour graph 
to a strongly regular graph. 
(v, k, ~, It) (v - k - 1,/c - It) no. of matrices CPU time no. of matrices CPU time 
generated retained 
(5 ,2 ,0 ,1 )  (2 ,1 )  1 0 .0  - - 
(9 ,  4 ,1 ,  2)  (4 ,  2 )  1 0 .0  - - 
(10,3,  0, I)  (6, 2) 1 0.0 - - 
(10, 6, 3, 4) (3, 2) 1 0.0 -- - 
(13, 6, 2, 3) (6, 3) 2 0.1 1 1.1 
(15 ,6 ,1 ,3 )  (8 ,3)  1 0.1 - - 
(15 ,8 ,4 ,4 )  (6,4)  1 0.1 - - 
(16 ,10 ,6 ,6 )  (5,4)  1 0.2 - - 
(10, 5, 0, 2) (10, 3) 1 0.5 - - 
(16,8,  2, 2) (9, 4) 2 0.4 2 25.0 
(16 ,9 ,4 ,6 )  (6,3)  2 0.3 2 9.4 
(17 ,8 ,3 ,4 )  (8,4)  2 0.5 1 7.7 
(21, lO, 3, 6) (10, 4) 1 12.8 - - 
(21, 10, 5, 4) (10, 6) 1 0.8 - --  
(25,16,  9, 12) (8, 4) 1 5.1 - - 
(27 ,16 ,10 ,  8)  (10,  8 )  1 59  : 32 .6  - - 
(36, 25,16,  20) (10, 5) 1 10 :27 .3  - - 
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