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Abstract
In this paper we investigate bounds on rate and minimum distance of codes with t availability. We present bounds on minimum
distance of a code with t availability that are tighter than existing bounds. For bounds on rate of a code with t availability, we
restrict ourselves to a sub-class of codes with t availability called codes with strict t availability and derive a tighter rate bound.
Codes with strict t availability can be defined as the null space of an (m×n) parity-check matrix H , where each row has weight
(r+1) and each column has weight t, with intersection between support of any two rows atmost one. We also present two general
constructions for codes with t availability.
Index Terms
Distributed storage, codes with locality, availability, multiple erasures.
I. INTRODUCTION
Let C denote a linear [n, k] code. The code is C said to have locality r if each of the n code symbols of C can be recovered
by accessing at most r other code symbols. Equivalently, there exist n codewords h1 · · ·hn in the dual code C⊥ such that
i ∈ supp(hi) and |supp(hi)| ≤ r + 1 for 1 ≤ i ≤ n where supp(hi) denotes the support of the codeword hi.
a) Codes with Availability: Let C denote a linear [n, k] code over Fq . C is said to be a code with t availability if for
every code symbol ci in C, there exist t codewords hi1, ..., hit in the dual code, each of Hamming weight ≤ r + 1, such that
supp(hig)∩ supp(hij) = {i}, ∀ 1 ≤ g 6= j ≤ t. We denote the matrix with these hji , ∀ 1 ≤ j ≤ n, 1 ≤ i ≤ t as rows by Hdes(C)
(local parity check matrix of C).
The parameter r is called the locality parameter and we will refer to this class of codes as (n, k, r, t)a codes. When the
parameters n, k, r, t are clear from the context, we will simply term the code as a code with t availability.
b) Codes with Strict Availability: Codes in this class can be defined as the null space of an (m×n) parity-check matrix
H over a field Fq . In H each row has weight (r + 1) and each column has weight t, with nt = m(r + 1). Additionally, if
the support sets of the rows in H having a non-zero entry in the ith column are given respectively by S(i)j , j = 1, 2, · · · t, then
we must have that S(i)j ∩ S(i)l = {i},∀ 1 ≤ j 6= l ≤ t. Thus each code symbol ci is protected by a collection of t orthogonal
parity checks each of weight (r+ 1). The parameter r is called the locality parameter and we will formally refer to this class
of codes as (n, k, r, t)sa codes. Again, when the parameters n, k, r, t are clear from the context, we will simply term the code
as a code with strict t availability. We will focus only on (n, k, r, t)sa codes for rate bound calculations. We note here that in
[1] the authors describe a construction of the most general known availability codes with rate rr+t ; these codes also belong to
the class of (n, k, r, t)sa codes. Therefore there is evidence to suggest that if (n, k, r, t)sa codes are constructable then they
are good candidates for best possible availability codes in terms of rate. Discussion of strict availability codes can be found
in a recent paper [2].
A. Background
In [3] Gopalan et al. introduced the concept of codes with locality (see also [4], [5]), where an erased code symbol is
recovered by accessing a small subset of other code symbols. The size of this subset denoted by r is typically much smaller
than the dimension of the code, making the repair process more efficient compared to MDS codes. The authors of [3] considered
codes that can locally recover from single erasures. (see also [3], [6], [7], [8])
Approaches for local recovery from multiple erasures can be found in [9], [7], [10], [1], [11], [12], [13], [14], [15], [8],
[16], [17]. In this paper we concentrate on codes with t availability and codes with strict t availability.
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2B. Our Contributions
Our contributions in this paper include the following: 1.
1) In subsection II-A we derive a bound Eq.(2) on rate of an (n, k, r, 3)sa code using a greedy algorithm.
2) In subsection II-B we derive a bound Eq.(23) and (24) on rate of an (n, k, r, t)sa code for general t using a simple
observation on the parity check matrix of a strict availability code and its transpose. The resulting bounds are tighter
than the bound given in [14] when applied to codes with strict availability.
3) In section III we derive field-size dependent (Eq.(45))and field-size independent bounds Eq.(50) and (52) on minimum
distance of an (n, k, r, t)a code. Our bounds are tighter than the bounds in [14] and [18].
4) Finally in section ?? we present two general constructions for codes with t availability over the binary field. Some
instances of these general constructions give codes with rate higher than rr+t .
II. BOUNDS ON THE RATE OF (n, k, r, t)sa CODES
In [14] the following rate-bound was given:
If C is an (n, k, r, t)a code then,
k
n
≤ 1∏t
j=1(1 +
1
jr )
. (1)
We compare our rate-bounds with the above bound.
A. A Rate Bound for (n, k, r, 3)sa Codes
We present a greedy algorithm and analyse the algorithm to get a bound on the rate of an (n, k, r, 3)sa code.
Let C be an (n, k, r, 3)sa code over a field Fq . Without loss of generality the Tanner graph of C is assumed to be connected.
If not, we can puncture the code and take a subset of code symbols and form a code C′ with rate ≥ rate of C such that C′
is also an (n′, k′, r, 3)sa code with a connected Tanner graph for some n′, k′ with kn ≤ k
′
n′ and we can apply the following
theorem on C′ which has connected tanner graph.
Theorem 1. The code C which is an (n, k, r, 3)sa code over the field Fq having connected Tanner graph, has rate upper
bounded by the following expression:
k
n
≤ 1− 3(1 + L1 + L2)
(r + 1)(3 + L1 + 2L2)
, (2)
where: m =
3n
r + 1
, L′1 =
⌈
(2r − 1)m
3(r + 2)
− 1
r + 2
− 1
⌉
,
L2 =
⌊
m− 3− L′1
2
⌋
, L1 = m− 3− 2L2.
Proof. We present and analyse a greedy algorithm. By definition, C is the null space of an m × n matrix H which contains
in its rows, all the orthogonal parities protecting all the symbols with m(r+ 1) = 3n. Let Rows(H) = the set of row vectors
of the matrix H .
Greedy Algorithm:
1) Let S = ∅, P = ∅.
2) Step 1: Pick an arbitrary number σ1 from [n] and set S = {σ1} and P = {c ∈ Rows(H) : σ1 ∈ Support(c)}.
3) Step i, i ≥ 2: Choose a number σi ∈ [n]− S such that
σi = argmax{j∈[n]−S}(|Dj | × I(|Dj | ≤ 2))
where Dj = {c ∈ P : j ∈ Support(c)} and I(|Dj | ≤ 2) is an indicator function which is 1 if |Dj | ≤ 2 and 0 otherwise.
If there are multiple argument values attaining the maximum, choose one of them randomly and assign it to σi. Now
S = S ∪ {σi} and P = P ∪ {c ∈ Rows(H)− P : σi ∈ Support(c)}.
4) Pseudocode for the Greedy Algorithm:
Set P = ∅
Set S = ∅
Set i = 1
while |P | < m
3execute Step i
i = i+ 1
end while.
5) It is clear that, k ≤ n− |S| at the end of the algorithm.
Analysis of the Greedy Algorithm:
In the below arguments, wherever we write S it refers to the set S at the end of the greedy algorithm (i.e., when |P | = m).
Let gi be the number of new codewords added to P at step i. Since the Tanner graph of C is connected, gi ∈ {1, 2} for
2 ≤ i ≤ |S|. We define g|S|+1 = 0 at the end of the algorithm. Let P = {c1, .., cf} after the step i. Now define a partial parity
check matrix Hipar = [c
T
1 , ..., c
T
f ]
T (we refer to the codeword ci as a row vector). Let s
i
1, s
i
2, s
i
3 be the number of weight 1, 2, 3
columns in Hipar respectively. Let us introduce four collections of variables Ii, φi, Ji, ψi for each 1 ≤ i ≤ |S| − 1.
Keeping in mind the properties of the greedy algorithm, we have the following recursive update for i ≥ 2:
if gi+1 = 2, gi+2 = 2 then
si+11 = s
i
1 + 2r − 1
si+12 = s
i
2 + 0 (⇐ si2 = 0 because gi+1 = 2 and si+12 = 0 because gi+2 = 2)
si+13 = s
i
3 + 1
if gi+1 = 1, gi+2 = 2 then
si+11 = s
i
1 − φi + r + 1
si+12 = s
i
2 − φi (⇐ si+12 = 0 because gi+2 = 2)
si+13 = s
i
3 + φi (⇐ φi two weight columns gets converted to three weight columns)
for some 0 ≤ φi ≤ r + 1 (⇐ column indices corresponding to φi three weight columns, added in step i+ 1, corresponds to
a subset of the support of the codeword added to P at step i+ 1 (gi+1 = 1). Hence φi ≤ r + 1)
if gi+1 = 2, gi+2 = 1 then
si+11 = s
i
1 + 2r − 1− 2Ii
si+12 = s
i
2 + Ii (⇐ si2 = 0 because gi+1 = 2 )
si+13 = s
i
3 + 1
for some 0 < Ii ≤ 2r
if gi+1 = 1, gi+2 = 1 then
si+11 = s
i
1 + r + 1− Ji − 2ψi
si+12 = s
i
2 − Ji + ψi (⇐ ψi new two weight columns gets added and
Ji already existing two weight columns gets converted to three weight columns)
si+13 = s
i
3 + Ji (⇐ Ji two weight columns gets converted to three weight columns)
for some si2 ≥ Ji ≥ 1, r + 1 ≥ Ji + ψi ≥ 0
if gi+1 = 1, gi+2 = 0 then
si+11 = s
i
1 + 0
si+12 = s
i
2 − (r + 1) (⇐ final step )
si+13 = s
i
3 + r + 1
Writing the first two steps of the update explicitly:
s11 = 3r
s12 = 0
s13 = 1
4s21 = 3r + 2r + 2− 3− 2γ1
s22 = γ1
s23 = 2
for some 0 ≤ γ1 ≤ 4
Let lkj = |{i + 1 : gi = k, gi+1 = j, |S| ≥ i ≥ 3}| and Skj = {i : gi+1 = k, gi+2 = j, |S| − 1 ≥ i ≥ 2} at the end of the
algorithm. We set Ii = 0,∀i /∈ S21. We set φi = 0,∀i /∈ S12. We set Ji = 0,∀i /∈ S11. We set ψi = 0,∀i /∈ S11. We note that
lkj = |Skj |
Now using the Global constriants (s|S|1 = 0, s
|S|
2 = 0, s
|S|
3 = n at the end of the algorithm i.e., after the final step all the
columns in the partial parity check matrix must have weight 3 (Hence partial parity check matrix after the final step is the
full matrix H with rows permuted.)):
s3 = 2 + l22 + l21 +
∑
i∈S11
Ji +
∑
i∈S12
φi + r + 1 = n (3)
s2 = γ1 −
∑
i∈S12
φi +
∑
i∈S21
Ii −
∑
i∈S11
Ji +
∑
i∈S11
ψi − (r + 1) = 0 (4)
s1 = 5r − 1− 2γ1 + l22(2r − 1) + l21(2r − 1)−
2
∑
i∈S21
Ii + l11(r + 1)−
∑
i∈S11
Ji − 2
∑
i∈S11
ψi +
l12(r + 1)−
∑
i∈S12
φi = 0 (5)
l11 ≥
∑
{i: gi+1=2,gi+2=1, 2≤i≤|S|−1}
Ii − 2
2
(6)
l21 − 1 ≤ l12 ≤ l21 (7)
m =
3n
r + 1
= 5 + g3 + 2(l22 + l12) + l21 + l11 (8)
Equation (8) is true because we are counting the second index of lkj for codewords in the dual added to P . This is the reason
we have i+ 1 in the definition of lkj instead of i (putting i in definition of lkj would have given the same value of lkj).
Inequality (6) is true because whenever gi+1 = 2, gi+2 = 1, i ≥ 2, it is followed by at least z = Ii−22 , (1,1) transitions i.e.,
gi+2+j = 1, gi+2+j+1 = 1,∀0 ≤ j ≤ z − 1. This is because at least 2(z + 1) new 2 weight columns appears in the partial
parity check matrix Hi+1par compared to H
i
par. Among the coordinates (column indices) corresponding to these new 2(z + 1)
two weight columns at least a subset of size z + 1 corresponds to a subset of support of one of the new codeword added in
step i+ 1 to the set P and hence these z + 1 new 2 weight columns can become 3 weight columns only one by one at each
of the following steps as the intersection between support of any two codewords in H is atmsot one (since there is 2 weight
column in each of these steps, we will be adding only one codeword to P in each of these steps). Let,∑
i∈S11
Ji =
∑
{i: gi+1=1,gi+2=1, 2≤i≤|S|−1}
Ji = l11
∑
{i: gi+1=1,gi+2=1, 2≤i≤|S|−1} Ji
l11
= l11J
∑
i∈S11
ψi =
∑
{i: gi+1=1,gi+2=1, 2≤i≤|S|−1}
ψi = l11
∑
{i: gi+1=1,gi+2=1, 2≤i≤|S|−1} ψi
l11
= l11ψ
∑
i∈S21
Ii =
∑
{i: gi+1=2,gi+2=1, 2≤i≤|S|−1}
Ii = l21
∑
{i: gi+1=2,gi+2=1, 2≤i≤|S|−1} Ii
l21
= l21I
∑
i∈S12
φi =
∑
{i: gi+1=1,gi+2=2, 2≤i≤|S|−1}
φi = l12
∑
{i: gi+1=1,gi+2=2, 2≤i≤|S|−1} φi
l12
= l12φ
Now 0 ≤ J + ψ ≤ r + 1
0 ≤ φ ≤ r + 1
0 < I ≤ 2r.
5Now (6) becomes:
2l11 + 2l21 ≥ l21I (9)
1) Manipulating the equations and inequalitie given above:
By equation (4) :
l12φ+ l11J + (r + 1)− γ1 = l21I + l11ψ (10)
Substituting r + 1 ≥ J + ψ in (10) :
l12φ+ l11(r + 1− ψ) + (r + 1)− γ1 ≥ l21I + l11ψ
l12φ− l21I + l11(r + 1) + (r + 1)− γ1
2
≥ l11ψ (11)
Substituting (3) in (4) :
0 = γ1 + l21I + l11ψ − (r + 1) + 2 + l22 + l21 + r + 1− n
l22 = n− γ1 − 2− l21 − l21I − l11ψ (12)
Substituting (11) in equation (12) :
l22 ≥ n− γ1
2
− 2− l21 − l21I
2
− l12φ
2
− l11(r + 1)
2
− (r + 1)
2
(13)
Substituting (9) in inequality (13) :
l22 ≥ n− γ1
2
− (r + 1)
2
− 2− l21 − l11 − l21 −
l12φ
2
− l11(r + 1)
2
(14)
Rewriting (8) and substituting the inequality (14) in (8) :
m =
3n
r + 1
= 5 + g3 + 2(l22 + l12) + l21 + l11
m ≥ 5 + g3 + 2n− γ1 − (r + 1)− 4− 2l21 − 2l11 − 2l21 − l12φ
−l11(r + 1) + 2l12 + l21 + l11
0 ≥ 5 + g3 + 2n−m− γ1 − (r + 1)− 4− 3l21
−l12(φ− 2)− l11(r + 2) (15)
Now first substituting φ ≤ r + 1 and then substituting l12 ≤ l21 in the inequality (15) :
0 ≥ 5 + g3 + 2n−m− γ1 − (r + 1)− 4
−l21(r + 2)− l11(r + 2) (16)
l21 + l11 ≥ 5 + g3 + 2n−m− γ1 − (r + 1)− 4
r + 2
l21 + l11 ≥ (2r − 1)m
3(r + 2)
+
5 + g3 − γ1 − (r + 1)− 4
r + 2
(17)
Substituting g3 ≥ 1, γ1 ≤ 4 in (17) :
l21 + l11 ≥ (2r − 1)m
3(r + 2)
− (r + 3)
r + 2
which gives
l11 + l21 ≥ (2r − 1)m
3(r + 2)
− 1
r + 2
− 1 (18)
2) For j = 1, 2, let Lj = |{i : gi = j, |S| ≥ i ≥ 1}| at the end of the algorithm. Using |S| = L1 + L2 + 1 and
m = L1 + 2L2 + 3 we get:
6k
n
≤ 1− |S|
n
= 1− 1 + L1 + L2
n
k
n
≤ 1− m(1 + L1 + L2)
nm
= 1− 3(1 + L1 + L2)
(r + 1)(3 + L1 + 2L2)
(19)
3) Now using (18) we get :
L1 ≥ l11 + l21 ≥
⌈
(2r − 1)m
3(r + 2)
− 1
r + 2
− 1
⌉
(20)
Using the inequality (20) on L1 and m = L1 + 2L2 + 3, we have:
L′1 =
⌈
(2r − 1)m
3(r + 2)
− 1
r + 2
− 1
⌉
L2 ≤
⌊
m− 3− L′1
2
⌋
(21)
L1 ≥ m− 3− 2
⌊
m− 3− L′1
2
⌋
. (22)
Substituting the bounds (21),(22) in (19) we get the bound given in the theorem.
Fig. 1 shows the plot of the new rate bound (2) along with the rate bounds given in [14] ( kn ≤ 1∏3
j=1(1+
1
jr )
) and [19]
( kn ≤ r
2
(r+1)2 ) for t = 3, n =
(
r+3
3
)
. It can be seen that the new bound given in (2) is tighter, although the tightness is in
the restricted setting of strict availability. Even if we plot for different n, the new bound remains tighter barring some small
values of r as low as r ≤ 3. The fact that the new rate bound depends on n is by itself interesting and such bounds might
throw insight on optimal value of n for (n, k, r, 3)sa codes with connected tanner graph. We note that the achievability curve
plotted corresponds to a construction taken from [1] which corresponds to a code having strict availability.
Fig. 1: Plotting locality vs rate for t = 3, n =
(
r+3
3
)
. Here we compare the bound (2) with the bounds given in [14] and [19] and the
achievable rate r
r+3
given by the construction in [1]. Note that our bound (2) is tighter than the bound given in [14] and [19].
B. A simple rate bound for an (n, k, r, t)sa code:
Here we derive a bound on rate of an (n, k, r, t)sa code using a very simple transpose trick.
Theorem 2.
Let R(r, t) = sup{(k,n):(n,k,r,t)sa code exists over some field Fq}
k
n
.
Then, R(r, t) = 1− t
r + 1
+
t
r + 1
R(t− 1, r + 1)) (23)
R(r, t) ≤ 1− t
r + 1
+
t
r + 1
1∏r+1
j=1(1 +
1
j(t−1) )
(24)
7Proof. Let R(n,q)(r, t) be the maximum achievable rate of a code with strict t availability for fixed n, r, t over the field Fq . If
(n, k, r, t)sa code doesn’t exist for any k for fixed n, r, t, q then we define R(n,q)(r, t) = −∞. Let us choose n, r, t, q such that
R(n,q)(r, t) > 0. Let C be an (n, k, r, t)sa code over the field Fq with rate R(n,q)(r, t). By definition C is the null space of an
m× n matrix H with all columns having weight t and all rows having weight r+1. This matrix H contains all t orthogonal
parity checks protecting any given symbol. Now the null space of HT (transpose of H) corresponds to an (m, k′′, t−1, r+1)sa
code over the field Fq . Hence we have the following inequality:
rank(H) = n(1−R(n,q)(r, t))
rank(H) = rank(HT ) ≥ m(1−R(m,q)(t− 1, r + 1))
Hence we have
m(1−R(m,q)(t− 1, r + 1)) ≤ n(1−R(n,q)(r, t))
Using m(r + 1) = nt :
t
r + 1
(1−R(m,q)(t− 1, r + 1)) ≤ (1−R(n,q)(r, t))
R(n,q)(r, t) ≤ 1− t
r + 1
+
t
r + 1
R(m,q)(t− 1, r + 1)
R(n,q)(r, t) ≤ 1− t
r + 1
+
t
r + 1
(sup{m≥0,q=pw:p is a prime and w∈Z+}R
(m,q)(t− 1, r + 1))
sup{n≥0,q=pw:p is a prime and w∈Z+}R
(n,q)(r, t) ≤ 1− t
r + 1
+
t
r + 1
(sup{m≥0,q=pw:p is a prime and w∈Z+}R
(m,q)(t− 1, r + 1))
R(r, t) ≤ 1− t
r + 1
+
t
r + 1
R(t− 1, r + 1))
Now swapping the roles of H and HT in the above derivation i.e., we take an (m, k′, t− 1, r+1)sa code C over the field Fq
with rate R(m,q)(t− 1, r + 1) and repeat the above argument in exactly the same way. By doing so we get :
R(r, t) ≥ 1− t
r + 1
+
t
r + 1
R(t− 1, r + 1)
Hence we get:
R(r, t) = 1− t
r + 1
+
t
r + 1
R(t− 1, r + 1) (25)
Now substituting the rate bound R(t− 1, r + 1)) ≤ 1∏r+1
j=1(1+
1
j(t−1) )
given in [14] into (25), we get:
R(r, t) ≤ 1− t
r + 1
+
t
r + 1
1∏r+1
j=1(1 +
1
j(t−1) )
(26)
Remark 1. Tightness of the bound:
The bound on R(r, t) given in (24) becomes tighter than the bound R(r, t) ≤ 1∏t
j=1(1+
1
jr )
given in [14] as r increases for a
fixed t. As an example lets calculate R(r, 2). From (24):
R(r, 2) ≤ 1− 2
r + 1
+
2
r + 1
1∏r+1
j=1(1 +
1
j )
R(r, 2) ≤ 1− 2
r + 1
+
2
r + 1
1
r + 2
R(r, 2) ≤ r
r + 2
.
The above abound on R(r, 2) obtained from (23) and (24) is a tight bound as it is known that rate rr+2 is achievable for t = 2
and any r using a complete graph code ([9]) and hence clearly tighter than R(r, 2) ≤ r2
(r+1)(r+ 12 )
given in [14]. We show a
plot of the bound given in (24) for t = 4 in Fig. 2. The plot shows that the bound given by (24) is tighter than the bound
given in [14] for t = 4, r > 2.
Even though our bound becomes tighter as r increases for a fixed t than the bound in [14], the bound given in [14] is for
8Fig. 2: Plotting locality vs rate for t = 4. Here we compare the bound (24) with the bound given in [14] and the achievable rate r
r+4
given
by the construction in [1]. Note that our bound (24) is tighter than the bound given in [14].
(n, k, r, t)a codes but the bound in (23) and (24) is applicable only for (n, k, r, t)sa codes. But we also would like to draw
attention to the fact that most of the high rate constructions known in literature for (n, k, r, t)a codes are also (n, k, r, t)sa
codes. In fact the most general high rate construction for (n, k, r, t)a is given in [1] and it is also an (n, k, r, t)sa code. Hence
there is a very good reason to think that when it comes to rate-optimality (n, k, r, t)sa codes will give good candidate codes.
C. A numerical bound on rate of an (n, k, r, t)sa code
A technique to bound rate of an (n, k, r, t)a code with given minimum distance was proposed in [20]. We follow a similar
approach to give a numerical bound on rate of an (n, k, r, t)sa code.
We have not defined information symbol availability code in this paper but for our purpose it suffices to note that bounds on
dimension and minimum distance for t information symbol availability code also hold for codes with t availability. A field-size
dependent bound is given by Huang et al. in [13] for information symbol availability codes : For any linear [n, k, d]q code
with t information symbol availability and hence for an (n, k, r, t)a code with minimum distance d, the dimension satisfies:
k ≤ min
1≤x≤d k−1(r−1)t+1e,x∈Z+,
y∈([t])x,
A(r,x,y)<k
{A(r, x,y) + k(q)l−opt[n−B(r, x,y), d]}, (27)
where x is a positive integer and y = (y1, ..., yx) ∈ ([t])x is a vector of x positive integers, k(q)l−opt[n, d] is the largest possible
dimension of a linear code over Fq with block length n and minimum distance d and
A(r, x,y) =
x∑
j=1
(r − 1)yj + x, (28)
B(r, x,y) =
x∑
j=1
ryj + x. (29)
In this section, we provide a Linear Programming upper bound on the rate of a binary (n, k, r, t)sa (strict availability) code C
with minimum distance dmin(C) = d and compare the bound for a special case with the bounds Eq.(1) and Eq.(27).
Let C be an (n, k, r, t)sa code over a field Fq and C⊥ be its dual code. By defintion, C is the null space of an m× n matrix
H which contains all the orthogonal parities protecting all the symbols with m(r+ 1) = nt. Let Ai and Bi be the number of
codewords of weight i in C and C⊥ respectively. Then due to linearity of the code and its dual we have
n∑
i=0
Ai = 1 +
n∑
i=d
Ai = |C| = qk, (30)
n∑
j=0
Bj = |C⊥| = qn−k. (31)
9From MacWilliam’s identity we have,
Bj =
1
|C|
n∑
i=0
AiKj(i), 1 ≤ j ≤ n, (32)
where Kj(i) =
∑j
a=0(−1)a(q − 1)j−a
(
i
a
)(
n−i
j−a
)
are Krawtchouk polynomials.
For a strict availability code upon equating the sum of the row weights and sum of column weights of the matrix whose
rows contain exactly all the codewords in the dual of weight equal to r + 1 we have:
(r + 1)Br+1 ≥ nt. (33)
For a code with strict t availability, we make the following observation:
For a codesymbol ci, 1 ≤ i ≤ n there are t codewords hi1, ..., hit in the rows of H with support sets S(i)1 , ..., S(i)t (S(i)h ∩S(i)g =
{i},∀1 ≤ h 6= g ≤ t) as described in the definition of a strict availability code. Now adding any pair of rows hix and hiy out
of the
(
t
2
)
such combinations will result in dual codewords of weight exactly 2r. If we do the same for every codesymbol, it
can be seen that n
(
t
2
)
distinct 2r weight codewords in the dual are generated if r > 2. The fact that these n
(
t
2
)
, 2r weight
codewords in the dual result in distinct codewords is due to the property of strict availability that the support sets of any two
codewords in the rows of H can intersect at at most one coordinate. The same property also implies that in the (m×n) matrix
H upon adding every pair of rows we get at most(exact for r > 2) n
(
t
2
)
dual codewords of weight 2r and
(
m
2
) − n(t2) dual
codewords of weight 2(r + 1). Thus we have
B2r ≥ n
(
t
2
)
, for r > 2, (34)
B2(r+1) ≥
(
m
2
)
− n
(
t
2
)
=
( nt
r+1
2
)
− n
(
t
2
)
. (35)
We also have dmin(C) ≥ t+ 1 for any availability t code. Upon simplification inequalities (34) and (35) take the form:
n∑
i=t+1
Ai
(
n
(
t
2
)
−K2r(i)
)
≤ (q − 1)2r
(
n
2r
)
− n
(
t
2
)
, for r > 2, (36)
n∑
i=t+1
Ai
(( nt
r+1
2
)
− n
(
t
2
)
−K2(r+1)(i)
)
≤ (q − 1)2(r+1)
(
n
2(r + 1)
)
−
( nt
r+1
2
)
+ n
(
t
2
)
. (37)
Also, from the non-negativity constraints on Ai and Bi,
Ai ≥ 0, for 1 ≤ t+ 1 ≤ n, (38)
n∑
i=t+1
AiKj(i) ≥ −(q − 1)j
(
n
j
)
, for 0 ≤ j ≤ n. (39)
Now the problem of finding an upper bound on the dimension is one of maximizing the number of codewords in the code C
subject to the mentioned constraints that are linear in At+1, ..., An. Thus we have the following linear program formulation:
maximize 1 +
n∑
i=t+1
Ai (40)
s.t. (38), (39), (36), (37), (33) hold. (41)
If M is the maximum value of the objective function of the linear program described above then we have the following bound
on the dimension of the code:
k ≤ logq(M) (42)
The above formulation can be extended by adding further linear constraints obtained by linear combinations for 3 rows of the
parity check matrix H and so on. The above linear program (40),(41) was evaluated using MATLAB for q = 2, n = (r+ 1)2
and compared with the bounds (1) and (27) and an improvement was observed for the special case of strict availability codes
with r > 2. (see figure 3)
III. BOUNDS ON MINIMUM DISTANCE OF CODES WITH t AVAILABILITY
In this section, we present field-size dependent and field-size independent bounds on minimum distance of (n, k, r, t)a codes.
Let dqmin(n, k, r, t) denote the maximum possible minimum distance of an (n, k, r, t)a code over the field Fq . Let dmin(n, k, r, t)
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Fig. 3: Comparison of the LP rate bound on binary strict availability codes with existing bounds
denote the maximum possible minimum distance of an (n, k, r, t)a code independent of field size. Two field-size independent
bounds are available in literature: In [14] the following bound on minimum distance of an (n, k, r, t)a code was presented:
dmin(n, k, r, t) ≤ n−
t∑
i=0
⌊
k − 1
ri
⌋
(43)
In [18] the following bound on minimum distance of a code with information symbol availability was presented:
dmin(n, k, r, t) ≤ n− k + 2−
⌈
t(k − 1) + 1
t(r − 1) + 1
⌉
(44)
We compare our field size independent minimum distance bounds with the above two bounds.
A. Field-Size Dependent Bound on Minimum Distance of an (n, k, r, t)a Code
Here we present field-size dependent bound on minimum distance of an (n, k, r, t)a code. We calculate it using Generalized
Hamming Weights (GHW) of the dual of an (n, k, r, t)a code.
Theorem 3. Let C be an (n, k, r, t)a code over a field Fq with minimum distance dqmin(n, k, r, t) then:
dqmin(n, k, r, t) ≤ min
i∈S
dqmin(n− ei, k + i− ei, r, t), (45)
where S = {i : ei− i < k, 1 ≤ i ≤ b} and b is any integer such that n− k ≥ b ≥ 1 and {ei : 1 ≤ i ≤ b} are a set of numbers
such that that d⊥i ≤ ei,∀1 ≤ i ≤ b and {d⊥i : 1 ≤ i ≤ n− k} are the GHWs of C⊥.
Proof. Let 1 ≤ i ≤ b. Let S′ = {s1, ..., sd⊥i } be the co-ordinates corresponding to the support of an i dimensional subspace
whose support has cardinality exactly d⊥i in C⊥. Add ei − d⊥i arbitrary extra co-ordiantes to S′ and let the resulting set be
S. Now shorten the code C in the co-ordinates given by S i.e., take CS = {c|Sc : c ∈ C, c|S = 0} . c|A refers to the code
symbols in the codeword c corresponding to the co-ordinates in the set A .The resulting code CS has block length n− ei and
dimension ≥ n− ei− (n− k− i) = k+ i− ei and minimum distance ≥ dqmin(n, k, r, t) (if k+ i− ei > 0) and locality r and
availability t. Hence:
dqmin(n, k, r, t) ≤ min
i∈S
dqmin(n− ei, k + i− ei, r, t).
Following is an example for calculating ei. By using the expression for ei given in the following example, we will get a
tighter bound on minimum distance of a code with t availability over Fq .
Example 1. We can calculate ei using the recursion given in [9] (given below) for calculating upper bounds on GHWs with
slight modification and using the rate bound given in [14] for t > 3 and rate bound given in [19] for t = 3 and rate bound
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given in [9] for t = 2:
R′(r, t) =

r
r+2 if t = 2
r2
(r+1)2 if t = 3
1∏t
j=1(1+
1
jr )
if t > 3,
(46)
b = dn(1−R′(r, t))e , (47)
eb = n, (48)
For b ≥ i ≥ 2, ei−1 = min(ei, ei −
⌈
2ei
i
⌉
+ r + 1). (49)
The expression for ei given in (47),(48), (49) for calculating an upper bound on d⊥i (i
th GHW of C⊥) of an (n, k, r, t)a code
C can be obtained by taking the matrix Hdes(C) and taking a set of b (Eq. (47)) linearly independent rows in Hdes(C) and
forming a matrix H ′des(C) with these b linearly independent rows and applying Lemma 5.4 in [9] to the support sets of the
rows of H ′des(C). Note that the upper bound ei (47),(48), (49) continues to apply even if some rows of H ′des(C) have weight
< r + 1. One can always take a set of b (Eq. (47)) linearly independent rows in Hdes(C) because the equation given for b
(Eq. (47)) is the minimum possible number of linearly independent rows (codewords) in Hdes(C). When we apply Lemma 5.4
in [9] as mentioned above it only gives the recursion without the min in (49) but one can see the min can be put as in (49)
by a simple observation in the proof of Lemma 5.4 in [9].
Corollary 4. Let C be an (n, k, r, t)a code over a field Fq with minimum distance dmin(n, k, r, t). Then field-size dependency
on the bound (45) can be removed and written as:
dmin(n, k, r, t) ≤ mini∈S dmin(n− ei, k + i− ei, r, t)
≤ mini∈S n− k − i+ 1−
∑t
j=1
⌊
k+i−ei−1
rj
⌋
(50)
where S = {i : ei − i < k, 1 ≤ i ≤ b} and ei, 1 ≤ i ≤ b are calculated using example 1 using (47),(48),(49).
Equation (50) is derived by substituting the bound (43) for dmin(n− ei, k+ i− ei, r, t). Note that the calculation of ei using
(47),(48),(49) is independent of the field Fq and applies even if some rows in Hdes(C) have weight < r + 1. Since (50) is a
simple observation on (45), we skip the proof.
Remark 2. Tightness of the Bound: We use (50) along with expression for ei given in Eg. 1 (Eq.(47),(48),(49)) to calculate
a bound on dmin(n, k, r, t). The resulting bound is tighter than the bounds (43),(44). We plot our bound for t = 3 in Fig. 4.
It can be seen from the plot in Fig. 4 that our bound is tigher than the bounds (43),(44).
Fig. 4: Plotting locality vs minimum distance for t = 3 with n =
(
r+3
3
)
, k = nr
r+3
. Here we are comparing our bound (50) given in Corollary
4 with the bounds (43),(44). In the plot, bounds (43),(44) overlap at lot of points. Note that our bound (50) is tighter than the bounds
(43),(44).
Corollary 5. Let C be an (n, k, r, t ≥ 2)a code over a field Fq and Hdes(C) be the corresponding local parity check matrix
as defined in introduction section with only local parity checks. Let B0 = RowSpace(Hdes(C)). Let the dimension of B0 be
M . If the code B0 has a generator matrix with full rank such that the Hamming weight of all the columns of the matrix is
≤ δ and all the rows have Hamming weight ≤ r + 1 then,
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ei (an upper bound on d⊥i (i
th GHW of C⊥)), ∀1 ≤ i ≤ M can be calculated as follows: (Since the calculation of ei is a
function of M, δ, we refer to it as ei(M, δ).)
e1(M, δ) = r + 1, J1 = 0,
For M ≥ i ≥ 2 :
J ′1i = r + 1−
⌊
δ(n− ei−1(M, δ))
M − i+ 1
⌋
,
J ′2i =
⌈
2ei−1(M, δ)− (i− 1)− (i− 1)(r + 1)
M − i+ 1
⌉
,
Ji =

max(J ′1i, J
′
2i, 1) if F (M, δ) ≥M, r + 1− Ji−1 ≥ 2
max(J ′1i, J
′
2i, 0) if F (M, δ) ≥M, r + 1− Ji−1 < 2
max(J ′1i, 1) if F (M, δ) < M, r + 1− Ji−1 ≥ 2
max(J ′1i, 0) if F (M, δ) < M, r + 1− Ji−1 < 2,
where F (M, δ) = n− ei−1(M, δ),
ei(M, δ) = ei−1(M, δ) + r + 1− Ji (51)
and Let minimum distance of C be dmin(M, δ)(n, k, r, t) then using (45),(43) as in Corollary 4:
dmin(M, δ)(n, k, r, t) ≤ min
i∈S
dmin(n− ei(M, δ), k + i− ei(M, δ), r, t)
≤ min
i∈S
n− k − i+ 1−
t∑
j=1
⌊
k + i− ei(M, δ)− 1
rj
⌋
(52)
where S = {i : ei(M, δ)− i < k, 1 ≤ i ≤M}.
For a bound on dmin independent of M, δ we take:
dmin(n, k, r, t) ≤ max
(M,δ)∈S1
dmin(M, δ)(n, k, r, t),
≤ max
(M,δ)∈S1
min
i∈S
n− k − i+ 1−
t∑
j=1
⌊
k + i− ei(M, δ)− 1
rj
⌋
(53)
where S1 = {dn(1−R′(r, t))e ≤M ≤ n− k, n− k ≥ δ ≥ 0} and S = {i : ei(M, δ)− i < k, 1 ≤ i ≤M}.
Proof. The only thing we have to prove is that the expression (51) given for ei(M, δ) gives an upper bound on d⊥i .
Proof of equation (51) for calculating ei(M, δ):
To avoid cumbersome notation we refer to ei(M, δ) as ei in the proof. In this proof we denote support of a vector v by
Supp(v). Let {h1, ..., hM} denote a set of M codewords which are basis of B0 such that |Supp(hi)| ≤ r + 1,∀1 ≤ i ≤ M
and the following matrix H1 has all column wights ≤ δ (by the assumption in the theorem):
H1 =
 h1...
hM

Lets take the codeword h1 and set e1 = r + 1. Let A1 = Supp(h1). Now assume that we have a set of co-ordinates Ai−1
such that |Ai−1| = ei−1 and ∪i−1j=1Supp(hsj ) ⊆ Ai−1 for some distinct s1, ..., si−1. Now we are going to select ei − ei−1
co-ordinates from [n] − Ai−1 and add these co-ordinates to Ai−1 to form Ai such that Ai contains the support of at least i
distinct codewords from {h1, ..., hM}. Now write the matrix H1 after permuting rows and columns such that the co-ordinates
represented by Ai−1 are the first ei−1 columns of the matrix and the first i− 1 rows of the matrix are the rows hs1 , .., hsi−1
(upto permutation of columns). Hence the resulting matrix can be written as:
H ′1 =
[
H4 0
H2 H3
]
The matrix H4 is the i− 1× ei−1 matrix with columns corresponding to the coordinates in Ai−1 and hs1 , .., hsi−1 as its rows
(upto permutation of columns and after throwing away some zero weight columns). Now take the matrix H2. Lets write the
matrix H2 as H2 = [A|B] after permuting its columns such that the matrix A has exactly the columns corresponding to the
co-ordinates Fi−1 = ∪i−1j=1Supp(hsj ). In H ′1, since the sum of weight of the columns indexed by Fi−1 = ∪i−1j=1Supp(hsj )
(i.e., sum of weight of columns corresponding to the co-ordinates in Fi−1 = ∪i−1j=1Supp(hsj )) is ≥ 2|Fi−1| − (i − 1) (since
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t ≥ 2, number of weight one columns in H ′1 from among the columns indexed by Fi−1 is atmost i − 1), the sum of weight
of columns of A is ≥ 2|Fi−1| − (i − 1) − (i − 1)(r + 1). Now the columns of the matrix H4 corresponding to the columns
in B has 0 weight. Hence sum weight of the columns in B is at least 2(ei−1 − |Fi−1|). If not, we can remove these extra
ei−1 − |Fi−1| co-ordinates corresponding to the columns in B from Ai−1 and add to Ai−1 arbitrarily chosen ei−1 − |Fi−1|
co-ordinates from the rest of n − |Fi−1| co-ordinates (i.e., from co-ordinates outside Fi−1 = ∪i−1j=1Supp(hsj )) such that the
columns in H ′1 corresponding to the chosen ei−1−|Fi−1| co-ordinates have hamming weight at least 2 in each of the column.
Such a choice of the columns is always possible at each step i−1 as long as n−|Fi−1| ≥M +ei−1−|Fi−1| as the number of
columns having hamming weight one in H ′1 is atmost M . Hence under the condition n−|Fi−1| ≥M +ei−1−|Fi−1|, the sum
of weights of all columns in H2 is ≥ 2|Fi−1| − (i− 1)− (i− 1)(r+1)+ 2(ei−1− |Fi−1|) = 2ei−1− (i− 1)− (i− 1)(r+1).
The condition boils down to n − ei−1 ≥ M . Now under this condition the average row weight of the matrix H2 is at least
J ′′2i =
2ei−1−(i−1)−(i−1)(r+1)
M−i+1 . Hence there will be a row h
′
2 in H2 with weight ≥ dJ ′′2ie = J ′2i. The corresponding row in H ′1
will have weight ≤ r+1− J ′2i outside the cordinates in Ai−1. Now the sum of column weights in H3 is atmost δ(n− ei−1).
Hence the average weight of rows in H3 is atmost J ′′1i =
δ(n−ei−1)
M−i+1 . Hence there is row h
′
1 in H3 with weight ≤ bJ ′′1ic = J ′1i.
If r+1− Ji−1 ≥ 2, the number of new co-ordinates that are added to Ai−2 to form Ai−1 is at least 2. Hence the sum weight
of all columns H2 is alteast 1. Hence there is a row h′3 in H3 with weight ≤ r.
Now we pick a row in H ′1 from [H2|H3] part of the matrix from among the rows in H ′1 corresponding to h′1, h′2, h′3 such
that the row has least weight in the co-ordinates [n]−Ai−1. Adding the support of the picked row to Ai−1 we form A′i such
that it contains the support of at least i distinct codewords in {h1, ...hM} and has cardinality ≤ ei. Now add co-ordinates
arbitrarily to A′i to form Ai of cardinality exactly ei.
Since Ai contains the support of i linearly independent codewords in the dual, it is clear the d⊥i ≤ |Ai| = ei (The column
and row permutations that we are doing, does not affect the upper bound calculation).
Note that column weight ≤ δ constraint in corollary 5 applies to some full rank generator matrix of RowSpace(Hdes(C))
and may not apply to columns of Hdes(C) directly. Note that calculation of ei(M, δ) is independent of field size Fq .
Remark 3. Tightness of the bound: In the Fig. 5 and Fig. 6, we plot the bound given by (52) and (53) respectively for
t = 3. It can be seen from Fig. 5 that the new bound given in (52) is tighter when plotted for a specific value of M, δ as it
optimizes the bound on minimum distance for the given value of M, δ. It can be seen from Fig. 6 that the bound given in
(53) is still tighter than the bounds(43), (44) even after maximizing over all possible M, δ. Our bound depending on M, δ
might throw insight as to what M, δ is optimal for minimum distance for a given n, k, r, t. It may be expected that the least
possible value of M for a given n, k, r, t to be optimal for minimum distance but we are far away from a proof of such statement.
Fig. 5: Plotting locality vs minimum distance for t = 3 with n =
(
r+3
3
)
, k = nr
r+3
,M = n− k, δ = t. Here we are comparing the bounds in
(52),(50) with the bounds (43),(44). Note that the bound (50) plotted above is independent of choice of M, δ. In the plot, bounds (43),(44)
overlap at lot of points. Here we are plotting the bound in (52) with M = n − k, δ = t and this value of M, δ corresponds to the correct
value for the code construction given in [1] for the given n, r, t = 3. Note that our bounds (52), (50) are tighter than the bounds (43),(44).
Example 2. It can be seen from the corollary 5 and its proof that d⊥i ≤ ir + 1 for r ≥ 2, t ≥ 2. Hence using this upper
bound, the bound in (45) can be wriiten as:
dqmin(n, k, r, t) ≤ min{i:i(r−1)+1<k} dqmin(n− ir − 1, k − (i(r − 1) + 1), r, t)
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Fig. 6: Plotting locality vs minimum distance for t = 3 with n =
(
r+3
3
)
, k = nr
r+3
. Here we are comparing the bounds in (53),(50) with the
bounds (43),(44). In the plot, bounds (43),(44) overlap at lot of points. Note that our bounds (53), (50) are tighter than the bounds (43),(44).
which is tighter than the bound given in [13]. The bound given in [13] is for information symbol availability. But here we
consider all symbol availability. Hence the tightening may be natural. But we would like to draw the attention to the fact that
our bound can be further tightened by using more accurate upper bound ei (equation (47),(48),(49)) on GHWs of dual.
B. Binary (n, k, r, t)sa Codes Based on Partitions
Construction 1. Let r + 1 be a given integer. Let {P1, ..., Ph} be a collection of partitions of [n] (n = (r + 1)g for some
g ≥ 1) with Pi = {Qi1, .., Qi n
r+1
}, ∀1 ≤ i ≤ h such that |Qix| = r + 1, |Qix ∩Qiy| = 0, ∀1 ≤ x 6= y ≤ nr+1 , ∀1 ≤ i ≤ h and
|Qix ∩Qjy| ≤ 1, ∀1 ≤ x, y ≤ nr+1 , ∀1 ≤ i 6= j ≤ h. Let the maximum number of such partitions that can be formed be T (n).
i.e., h ≤ T (n). Then we can show by explicit recursive construction of partitions that (explained below):
T (n) ≥ f(r + 1) T
(
n
r + 1
)
+ 1⇒ T (n) ≥ f(r + 1)
g − 1
f(r + 1)− 1 ,
where f(r + 1) = N(r + 1) + 1 and N(r + 1) is the maximum number of mutually orthogonal Latin squares of order r + 1.
For 1 ≤ i ≤ t, 1 ≤ a ≤ nr+1 , the set Qia, constructed using our recursive construction defines the support of a codeword cia (a
parity check) in the dual of our code. Form a binary matrix H with the codewords {cia : 1 ≤ i ≤ t, 1 ≤ a ≤ nr+1} as rows. H
defines the parity check matrix of our construction. Note that for this construction to work we need to pick t partitions out of
f(r+1)g−1
f(r+1)−1 partitions we constructed. Hence this construction gives an (n, k, r, t)sa code for some k, for any t ≤ f(r+1)
g−1
f(r+1)−1 .
We demonstrate the recursive construction for r = 1. Although r = 1 may look like a trivial case, the basic idea is clearly
visible in this case and the construction for general r is similar.
1) Aim: Form a collection of partitions of [n] = [2g], {P1, ....P2g−1} such that each set in a partition contains just 2
elements and if {a, b} appears as a set in partition Pi then the set must not appear in any other partition Pj , i 6= j.
2) It can be recursively shown that such a collection of partition can be formed. T (n) denotes the maximum number of
such collection of partitions of n = 2g elements. It will be seen that T (n) ≥ 2T (n/2) + 1. From this by recursively
solving, we get T (n) ≥ 2g−1. The recursive bound T (n) ≥ 2T (n/2)+1 and also the construction can be seen as follows:
a) Pick a partition P1= {A1 = {a1, a2}, ..., A2g−1 = {a2g−1, a2g}} of [n] arbitrarily.
b) Let WT (n/2) = {Q1, ..., QT (n/2)} be a collection of T (n/2) partitions of [n2 ] satisfying the required conditions.
c) Now take a partition Q1 from WT (n/2). Let the partition be: Q1= {B1 = {b1, b2}, ..., B2g−2 = {b2g−1−1, b2g−1}}.
d) Now using the above partition Q1 we form 2 more partitions P3, P4 of [n] as follows:
Let P3 = P4 = ∅
For each set Bj = {b2j−1, b2j} from Q1, do the following (we simply pick the sets Aj1 , Aj2 with j1 = b2j−1 and
j2 = b2j and combine the elements in Aj1 = {a2j1−1, a2j1} and Aj2 = {a2j2−1, a2j2} to form the sets as shown
below):
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P3 = P3 ∪ {{a2j1−1, a2j2−1}, {a2j1 , a2j2}}
P4 = P4 ∪ {{a2j1−1, a2j2}, {a2j1 , a2j2−1}}
The resulting collection of sets P3, P4 can be easily seen to be partitions of [n]. Similarly we can form 2 more
partitions of [n] for each of the partition in WT (n/2). It is easy to see that the resulting collection of partitions of
[n] satisfy the required conditions since WT (n/2) satisfies the required conditions. Hence T (n) ≥ 2T (n/2) + 1.
We demonstrate in the following, the recursive construction for general r.
Let Pn1 = {(Q1n)1, ..., (Q1n) nr+1 } be the natural partition of [n] i.e. {{1, ..., r + 1}, {r + 1 + 1, ..., 2(r + 1)}, ..., {n − (r +
1) + 1, ..., n}}. Now assume we have constructed h = T ( nr+1 ) partitions {P
n
r+1
1 , ..., P
n
r+1
h } of [ nr+1 ] satisfying the required
intersection properties. Let one of these partitions be P
n
r+1
i = {(Qi nr+1 )1, ..., (Q
i
n
r+1
) n
(r+1)2
}. Each set of this partition has size
r + 1. Let S1, ..., SN(r+1) be mutually orthogonal Latin squares of order r + 1. For 1 ≤ i ≤ N(r + 1), the latin square Si is
written as r + 1× r + 1 matrix. Let S0 be an r + 1× r + 1 matrix:
S0 =

1 1 . . . 1
2 2 . . . 2
...
... . . .
...
r + 1 r + 1 . . . r + 1
 . (54)
Let SN(r+1)+1 be another matrix that is mutually orthogonal with S0, S1, ..., SN(r+1) given by:
SN(r+1)+1 =

1 2 . . . r + 1
1 2 . . . r + 1
...
... . . .
...
1 2 . . . r + 1
 (55)
We follow the steps:
For 2 ≤ j ≤ T (n), set Pnj = ∅
Do for all {(i, p, j) : 1 ≤ i ≤ h, 1 ≤ j ≤ N(r + 1) + 1, 1 ≤ p ≤ n(r+1)2 }:
1) Let (Qi n
r+1
)p = {σi(1,p), ..., σi(r+1,p)} and for 1 ≤ x ≤ nr+1 , if (Q1n)x = {β1(1,x), ..., β1(r+1,x)} then let (q1n)x =
[β1(1,x), ..., β
1
(r+1,x)]. Then form an r + 1× r + 1 matrix:
U =

(q1
n
)σi
(1,p)
...
(q1
n
)σi
(r+1,p)
.
2) Let W (a, b) be (a, b)th entry of a matrix W . For 1 ≤ x ≤ r + 1, let Ajx = {(a, b) : Sj(a, b) = x} and let
(Q
(i−1)f(r+1)+j
n )(p−1)(r+1)+x = {U(a, b) : (a, b) ∈ Ajx}.
For 1 ≤ x ≤ r + 1:
Pn(i−1)f(r+1)+j = P
n
(i−1)f(r+1)+j ∪ {(Q(i−1)f(r+1)+jn )(p−1)(r+1)+x}
i.e., {U(a, b) : (a, b) ∈ Ajx} is made as one of the sets of the partition Pn(i−1)f(r+1)+j .
Pna , ∀2 ≤ a ≤ hf(r + 1) constructed as described above along with Pn1 are the final partitions that we want. Hence we have
explicitly constructed hf(r + 1) = T ( nr+1 )f(r + 1) partitions of [n]. It can be seen that these partitions satisfy the required
intersection properties by using the fact that partitions of [ nr+1 ] also satisfy the required intersection properties and the fact
that we using orthogonal latin squares.
1) For all 1 ≤ x 6= x′ ≤ r + 1: |(Q(i−1)f(r+1)+jn )(p−1)(r+1)+x ∩ (Q(i−1)f(r+1)+jn )(p−1)(r+1)+x′ | = 0 due to the fact that
Ajx ∩Ajx′ = ∅.
2) For all 1 ≤ j 6= j′ ≤ f(r+ 1), 1 ≤ x, x′ ≤ r+ 1: |(Q(i−1)f(r+1)+jn )(p−1)(r+1)+x ∩ (Q(i−1)f(r+1)+j
′
n )(p−1)(r+1)+x′ | ≤ 1
due to the fact that Sj and Sj′ are mutually orthogonal latin squares.
3) For all 1 ≤ p 6= p′ ≤ n(r+1)2 and 1 ≤ j, j′ ≤ f(r + 1) and 1 ≤ x, x′ ≤ r + 1:
|(Q(i−1)f(r+1)+jn )(p−1)(r+1)+x ∩ (Q(i−1)f(r+1)+j
′
n )(p′−1)(r+1)+x′ | = 0 due to the fact that (Qi n
r+1
)p ∩ (Qi n
r+1
)p′ = ∅.
4) For all 1 ≤ i 6= i′ ≤ h, 1 ≤ p, p′ ≤ n(r+1)2 and 1 ≤ j, j′ ≤ f(r + 1) and 1 ≤ x, x′ ≤ r + 1:
|(Q(i−1)f(r+1)+jn )(p−1)(r+1)+x ∩ (Q(i
′−1)f(r+1)+j′
n )(p′−1)(r+1)+x′ | ≤ 1 due to the fact that |(Qi n
r+1
)p ∩ (Qi′n
r+1
)p′ | ≤ 1
and the fact that we pick only one element from each row of U by using latin squares to form a set of a partition.
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Hence we have T (n) ≥ f(r+ 1) T
(
n
r+1
)
at the same time explicitly constructed f(r+ 1) T
(
n
r+1
)
partitions satisfying the
required conditions recursively.
For r+ 1 = q = pm, for p a prime amd m ≥ 1, the parameters n, r, t of our construction match with that of a construction
based on incidence matrix of lines and points in Fqg . Our construction for r+1 = q = pm has rate higher than the construction
given in [1]. For picking t partitions, we are left with the choice of picking it from f(r+1)
g−1
f(r+1)−1 partitions. We are currently
exploring on the optimal choice of partitions. So we do not make any explicit rate comparisons here. We leave this as open
problem for future work. Our construction can also be used to form a matrix H1 = [I |H] where H1 defines a parity check
matrix of an information symbol availability code which can be used in the setting [17].
C. Binary (n, k, r, t)sa Codes Based on Functions with Certain Structure
Construction 2. Let X = {x1, ..., xn}, Y = {y1, ..., yl}. Let F = {f1, ..., ft} where fi : X → Y , for 1 ≤ i ≤ t. Define
inverse set of a function as f−1i (y) = {x : fi(x) = y}. Choose F such that |f−1i (y)| ≤ r + 1 for every fi ∈ F , y ∈ Y and
|f−1i (yl) ∩ f−1j (yp)| ≤ 1 for every fi 6= fj ∈ F , or fi = fj and yl 6= yp ∈ Y . We will define a code based on the above
quantities by describing its parity check matrix as:
• Let H be an lt×n matrix over F2. Index the columns of H by distinct elements of X . Index the rows by 2-tuples (fi, yj),
1 ≤ i ≤ t and 1 ≤ j ≤ l.
• The entry H((fi, y), x) is 1 if fi(x) = y and 0 otherwise for every x ∈ X, fi ∈ F , y ∈ Y .
From the definition of H , it can be seen that H is a parity check matrix of an (n, k, r, t)sa code over F2 for some k.
Example 3. For q a power of a prime, Let X = Fn1q , Y = Fm1q with 2m1 ≥ n1,m1 < n1. For x ∈ X , the functions
we choose are fi(x) = Aix, 1 ≤ i ≤ t where Ai is an m1 × n1 matrix over Fq such that rank([AiAj ]) = n1 for all
t ≥ i 6= j ≥ 1 and rank(Ai) = m1, ∀1 ≤ i ≤ t . It can be seen that the matrix H formed as described in Construction 2
using {f1 = A1, ..., ft = At}, X = Fn1q , Y = Fm1q describes a strict t availability code with n = qn1 , r + 1 = qn1−m1 . A
special case of our construction for m1 = 1, n1 = 2 yields a construction with rate higher than the construction in [1] and it
turns out it is based on orthogonal Latin squares [21]. We are currently exploring on which set of Ai, ∀1 ≤ i ≤ t are optimal.
We therefore do not make any explicit rate comparisons. We can also take [I|H] to be a parity check matrix of an information
symbol availability code which can be used in the setting [17].
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