In view of the disadvantages of traditional neural network technology application, neural network integration technology is applied to traffic forecast for the first time. Neural network integration is used to study the same problem with a finite number of neural networks, and the output of each network is synthesized, which significantly improves the generalization ability of the learning system.Based on Boosting and Bagging integration method, the neural network integration method is proposed based on divide and conquer strategy, and discussed the network weights allocation algorithm. Using these three kinds of neural network integration prediction model, the real-time traffic volume of a certain intersection in Zhengzhou city is predicted, and the result is better than that of single neural network forecasting method. The experiments show that the neural network integration is better used in traffic forecasting.
INTRODUCTION
In recent years, many researchers conducted in-depth research on the traffic flow, and proposes some effective methods, the neural network technology is regarded as a better non model method, has been widely used (Zhang et al., 2013; Lelithaet al., 2014; Park, 2012) .Although the literature (Horniket al., 2015) has proved that only a nonlinear hidden layer feed-forward network can be arbitrary precision approximation of arbitrary complexity function, however, the configuration and training of the network is the NP problem.In practical applications, due to the lack of prior knowledge of the problem, often need to go through a lot of laborious and time-consuming experimental exploration, in order to determine the appropriate neural network model, algorithm and parameter settings, the effect depends entirely on the user experience (Kennedy et al., 2013; Kirby et al., 2014; Zhuet al., 2008; Zhuet al., 2015) , this will affect the generalization ability of the network to improve.
Hansen and Salamon put forward a creative method (network integration neural), which provides a simple and feasible solution for the above problems. The research results show that the neural network integration method is not only easy to use, but also can significantly improve the generalization ability of the learning system with a very small computational cost (Doughetry et al., 2012; Smith et al., 2013; Corinne, 2015) . Therefore, the technology has been successfully used in many fields.
In this paper, neural network integration technology is first introduced into traffic flow prediction, and it is used to predict the real time traffic flow of agricultural roadhuayuan road intersection in Zhengzhou city. Using three different integration methods of neural network prediction of real-time traffic flow, the experimental results show that the accuracy of the model and the prediction results are ideal. The neural network integration for real-time traffic prediction is feasible and effective, and the prediction than the single neural network model is more superior.
NEURAL NETWORK INTEGRATION METHOD
At present there is no uniform definition of neural network integration, a widely accepted definition is as follows: the integration of neural networks is a problem with learning a neural network with limited output, integrated output in a sample of the input consists of the integrated neural network in the sample under the joint decision (Zhuet al., 2012) . There are two key problems in neural network integration. One is how to generate the individual network, and the two is how to combine the output of multiple neural networks.
The first overview of the famous Boosting and Bagging algorithm to solve the above two problems of the scheme, followed by a discussion of an individual network is effective to determine the weight of new method based on integration, finally put forward a neural network integration method based on divide and conquer strategy.
Individual network generation method
In the generation of integration in the individual network, the most classical and important technology is the Boosting and Bagging methods .
In the Boosting algorithm, the training set of each network is determined by the network performance which is produced before it. The example of the error of the existing network will appear in the training set of the new network with great probability. In this way, the new network will be able to handle a very good example of the existing network is very difficult (Hansen et al., 2010; Breiman, 2012; Silveiraet al., 2013) .
Bagging is similar to Boosting technology, the basis of which is repeatable sampling. In this method, the training set of each neural network is randomly selected from the original training set. The size of the training set is usually equal to the original training set. As a result, some samples of the original training set may appear several times in the new training set, while others may not appear at once. The Bagging method increases the difference degree of the neural network integration by the repeated selection of training set, which improves the generalization ability (Ghasemi et al., 2010; Despotovicet al, 2012; Kobayakawaet al., 2009 ).The main difference between Bagging and Boosting methods is Bagging in the selection of training set is random, the training set is independent of each other, the individual network parallel generation; and the Boosting training set selection are not independent, choose the training set and in front of the learning effect, the individual network can only be generated sequentially.
The theoretical study of Krogh et al., showed that the larger the difference of the network integration, the better the effect of integration, and the neural network which is very similar to each other may not have a role to improve the generalization ability of the integration (Yakubov, 2009; Bibik, 2007; Liuet al., 2016) . In the case that the generalization error of the integrated network is kept constant, the error of the neural network integration can be reduced effectively by increasing the difference degree.Literature (Wuet al., 2010) uses genetic algorithm to select the neural network which has a different degree of difference, so as to form a neural network integration, which is a better way to select individual network.
Conclusion generating method
The integrated output is usually generated by the simple average (equal weight) or weighted average of the output of each network.Bagging in the use of simple average, while the use of Boosting weighted average; on whether the use of weights, there are different views. It is considered that the weighted average can get better generalization ability than the simple average. The other is that the optimization of weights will lead to over-fitting, which can reduce the generalization ability of the integration.
If the equal right is regarded as a kind of weighted, the integration of individual network results becomes the problem of how to determine the weight. Conclusion generation is a combination of prediction, but here, the combination of the various prediction methods are neural network. Therefore, a series of methods and models to determine the weights in the combination forecasting can be used here. The commonly used methods for solving the combined forecasting weights are linear, nonlinear dynamic programming and neural networks.
In literature (Chen, 2015) , the concept of forecasting method validity is proposed to predict the accuracy of forecasting method, which is reasonable. Prediction method based on a combination of the maximum availability as the optimization objective, the mathematical model for solving the weight coefficient is a relatively new method, but the solving process is very complex, the literature (Wang, 2014) gives an approximate method of this optimization model to find the optimal solution. In this paper, based on the concept of effective degree, using a more direct and simple, physical meaning of the method to determine the weight. The greater the effectiveness of an individual network, the higher the accuracy of the network prediction, the more effective the network, the larger the weight should be assigned. Considering the normative constraints of the weighted coefficient, the effectiveness of the network can be normalized as a weighted factor.
Assuming that there are m neural network,
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Assuming that k i is the weight of the ith neural network, and s i will be normalized to get the weighted coefficient k i , then
In order to facilitate the description, the original training set is divided into 2 groups: day and night, training 2 neural network. The day and the night are 2 fuzzy sets, and its membership degree curve is shown in figure 1, figure 2 . Assuming the prediction point is t, the daytime, night membership was f 1 (t)and f 2 (t), the membership normalized weight calculation
This will give a sample grouping, neural network learning method can reduce the scale of network partition, shorten the learning time, fast convergence, good learning ability. The following experiments show the effectiveness of this approach.
EXAMPLE OF TRAFFIC VOLUME PREDICTION
As the application of neural network integration, using Boosting, Bagging and partition integrated 3 schemes to predict the real time traffic flow of agricultural road -huayuan road intersection in Zhengzhou city.The November 27, 2014 24h to the intersection of traffic flow (a total of 96 data, the sampling time is 15min) as the training samples.Set S={x i i=1,2,…,N} as the initial training, setS=N, N=96 for all training samples.The traffic volume data of November 28th is the test sample, and it is independent.
Neural network integration based on Boosting
Using the error back-propagation learning algorithm, the maximum learning times is 25000, the learning rate of Ir=0. 01, =0. 1 and err goal square is learning goals. Set the initial value of the network connection weights [-1, 1] random number.
Using Boosting technology to train two networks, all training samples of S to train first network NN 1 , the network structure is 4x4x1 BP net,Using the error back propagation learning algorithm, the maximum number of learning is 25000 times, learning rate Ir=0.01, learning goal is the error square goalerr_goal=0.1.Set the initial value of the network connection weights [-1, 1] random number.
After the studyofNN 1 , so thatS 2 ={x i x i fitting error is greater than 0.10},set all the samples of S 2 as a training to train the network NN 2 , set the lower limit of S 2 ,M=0.75N,when the concentration of NN 2 training samples is less than M, the number of samples from the fitting error is less than 0.10 in the sample set randomly selected to add to the S 2 , so that the number of samples containing S 2 to M.The structure of NN 2 and its parameters are set to the same as NN 1 .
The integration results of NN 1 and NN 2 using weighted average, NN 1 and NN 2 weights are calculated according to the network's effectiveness. The initial weight k 1 =k 2 =0.5,the output of the NN 1 and NN 2 weighted average as the predictive value. The effectiveness of the two networks is re calculated for each predicted value, and then the new k 1 and k 2 are obtained for the integration of the next output value of the two networks.
On November 28th 7: 00 ~ 9: 30 time period traffic volume forecast results are shown in Table 1 , at the same time, the output of NN 1 and NN 2 for comparison, the relative error of the unit is %.
Neural network integration based on Bagging
Two networks are trained using the Bagging method.S 1 and S 2 were randomly selected from the initial sample set S,S 1 =0.75N,S 2 =0.75N,S 1 training network is NN 1 , S 2 training network is NN 2 , the NN 1 network structure is 4*4*1 forward to the network, NN 2 network structure is 4*6*1 forward to the network, other parameters setting up the same as above. The results of the integrated use of simple average, on November 28th 2: 30 ~ 5: 00 time period of traffic volume prediction results and the relative error in table 2. 
Neural network integration based on divide and conquer
Thought to divide the sample above to introduce the use of divide and rule, by night and daytime traffic volume of each training a network.The two network structures are 4*1*4 forward network, and other parameters are set up as above.NN 1 and NN 2 integration of the results of the weighted average, the weight based on the fuzzy membership of the prediction point calculation, see above.In November 28th 4: 45~7: 15 time period traffic volume forecast result and the relative error is shown in table 3. 
CONCLUSION
From the analysis of the above examples, it is shown that the application of neural network integration technology can achieve better results than the single neural network. In practical application, because it can not be known in advance which network generalization error is the smallest, so the neural network ensemble has practical application value. The integrated effect of the method is remarkable, even ordinary engineering engineer who lack the experience of neural computing canoperate properly. Therefore, this technique is a very effective method of engineering neural computation. The essence of neural network integration method is combination forecasting, and it has been proved that the precision of combination forecasting is certainly better than that of the combined forecasting model.
The literature (Wuet al., 2010) has shown that the weighted generalization error of neural network integration is not greater than the average value of the neural network generalization error, namely in any case integrated performance can reach or exceed the average performance of each network composed of the integrated network. The generalization error can be reduced by increasing the difference among different networks. Therefore, as far as possible independent training of neural networks, the use of different training sets, network structure, learning algorithm to generate the difference between the network that can improve the accuracy of neural network ensemble prediction.
In specific applications, the use of the two similar network integration structure ,but in the neural network based on divide and conquer strategy integration, can also according to the traffic flow peak to non peak to divide the sample and generate the individual network. In addition, the author makes a comparison between the results of simple average and weighted average integration in the same scheme, which can sometimes lead to excessive configuration. When it comes to the specific traffic flow prediction problem, how to determine the structure and number of the sub network, whether or not the weight, how to assign the weight and so on, still need to be further studied.
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