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Preface
The present book aims at presenting in a systematic, painstaking and rather ex-
haustive way the incompressible viscous fluid limits of the Vlasov-Maxwell-Boltzmann
system for one or two species. In these regimes, the evolution of the fluid is governed
by equations of Navier-Stokes-Fourier type, with some electromagnetic forcing. De-
pending on the precise scaling, this forcing term takes on various forms : it may be
linear or nonlinear, electrostatic or governed by some hyperbolic wave equations,
possibly constrained by some relation of Ohm’s type.
From the mathematical point of view, these models have very different be-
haviors ; in particular, the existence and stability of solutions require sometimes
very weak notions of solutions. The asymptotic analysis, which consists most often
in retrieving the structure of the limiting system in the scaled Vlasov-Maxwell-
Boltzmann system, uses therefore various mathematical methods with important
technical refinements. Thus, in order to make the reading easier, different tools will
be presented in separated chapters.
The first part of this work is devoted to the systematic formal analysis of viscous
hydrodynamic limits. Chapter 1 introduces the Vlasov-Maxwell-Boltzmann system
as well as its formal properties. An important point to be noted is that the a priori
bounds coming from these physical laws are not enough to prove the existence of
global solutions, even in the renormalized sense of DiPerna and Lions [30], which
is a major difficulty for the study of fast relaxation limits. This actually explains
the dividing of the three other parts of this book, of increasing difficulty, giving
rigorous convergence results in more and more general settings.
Chapter 2 introduces the different scaling parameters arising in the system,
and details the formal steps leading to the constraint relations and the evolution
equations in each regime. We therefore obtain a rather precise classification of
physically relevant models for viscous incompressible plasmas, some of which
actually do not seem to have been previously described in the literature.
Chapter 3 presents a mathematical analysis of these different models. The most
singular of them have a behavior which is actually more similar to the incompress-
ible Euler equations than to the Navier-Stokes equations : the lack of weak stability
does not allow to prove the existence of global solutions, with the exception of very
weak solutions in the spirit of dissipative solutions introduced by Lions for the Euler
equations [57]. This lack of stability for limiting systems is the second major
difficulty for the study of hydrodynamic limits.
The goal of the second part is to make precise and rigorous the convergence
results described formally in the first part. In order to isolate the difficulties which
are specific to the asymptotic analysis, we choose here to prove first conditional
results, i.e. to consider the convergence of renormalized solutions even though their
existence is not known. This of course does not imply the convergence of weaker
solutions which will be studied in the sequel (renormalized solutions with defect
measure, and a fortiori solutions with Young measures), but most of the proof will
vii
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remain unchanged. The important point is that the analysis is based essentially on
the uniform estimates coming from the scaled entropy inequality, which holds in all
situations.
Furthermore, we will focus exclusively on two typical regimes, namely leading :
• from the one species Vlasov-Maxwell-Boltzmann equations to the incom-
pressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson system ;
• from the two species Vlasov-Maxwell-Boltzmann equations to the two-
fluid incompressible Navier-Stokes-Fourier-Maxwell system with Ohm’s
law in the case of strong interspecies collisions, or to the two-fluid incom-
pressible Navier-Stokes-Fourier-Maxwell system with solenoidal Ohm’s law
in the case of weak interspecies collisions.
These asymptotic regimes are critical, in the sense that they are the most singular
ones among the formal asymptotics mentioned in Chapter 2 and that all remaining
regimes can be treated rigorously by similar or even simpler arguments.
We will not detail in this preface the content of all chapters of the second part,
but rather insist on the main points requiring a treatment different from usual
hydrodynamic limits [68]. In the case with only one species, the main difference
is due to the fact that the transport equation contains force terms involving a
derivative with respect to v, which does not allow to transfer equi-integrability
from the v-variable to the x-variable as in [37]. This is a major complication. The
new idea here consists in getting first some strong compactness in v by using
regularizing properties of the gain operator [51] and, then, in transferring this
strong compactness onto the spatial variable by means of refined hypoelliptic
arguments developed in [6]. The second important difference comes from the fast
temporal oscillations which couple acoustic and electromagnetic modes. Note
that we introduce here a simple method to avoid dealing with non local projections.
Overall, we are eventually able to establish through weak compactness methods
a very general result (Theorem 4.4) asserting the convergence of renormalized solu-
tions of the one species Vlasov-Maxwell-Boltzmann system towards weak solutions
of corresponding macroscopic systems.
In the case of two species, the situation not only requires to exploit the methods
for one species, it is considerably more complex :
• First of all, there is an additional scaling parameter measuring the
strength of interspecies interactions (and, incidentally, the typical size of
the electric current, which can be much smaller than the bulk velocities
of each of the two species of particles) : this implies that the (formal)
expansions involve a larger number of terms (for instance, the constraint
equations are derived at different orders).
• Secondly, the linearized collision operator has a more complicated
vectorial structure. The inversion of fluxes and the computation of dissi-
pation terms in the limiting energy inequalities are therefore substantially
more technical.
• In the most singular regimes, we get nonlinear constraint equations. This
means that renormalization methods, compensated compactness
techniques and controls on the conservation defects are already
required at this stage of the proof.
• We have no sufficient uniform a priori bound on the electric current to
handle nonlinear terms, which prevents from taking limits in the approx-
imate conservation of momentum law. To avoid this difficulty we need
to introduce a modified conservation law involving the Poynting
vector.
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• Even in this more suitable form, the evolution equations are not sta-
ble under weak convergence, and we have no equi-integrability in these
singular regimes. We develop therefore some improved modulated en-
tropy method, which allows to consider renormalized solutions without
important restriction on the initial data. Note that this renormalized
modulated entropy method should also lead to some improvements
concerning the convergence of the Boltzmann equation (without any elec-
tromagnetic field) to the Navier-Stokes equations for ill-prepared initial
data.
The third and fourth parts (which will be published in a second volume) are
more technical. They show how to adapt the arguments presented in the conditional
case of the second part to take into account the state of the art about the Cauchy
theory for the Vlasov-Maxwell-Boltzmann system.
In the case of long-range microscopic interactions giving rise to a collision cross-
section with a singularity for grazing collisions, treated in the third part, we start by
proving the existence of renormalized solutions with a defect measure in the spirit
of the construction by Alexandre and Villani [1]. This result, which is important
independently of the study of hydrodynamic limits, has been addressed in the note
[7]. The study of hydrodynamic limits follows then essentially the lines of [4]
(combined with the results of the conditional part). We would like however to
mention some important contributions :
• The first one concerns the estimate of the defect measure. A re-
fined analysis of the convergence of approximate solutions to the Vlasov-
Maxwell-Boltzmann system shows that the defect measure can be con-
trolled by the entropy dissipation. This remark allows for a simplification
of the proofs from [4], especially the passage to the limit in the kinetic
equation leading to the characterization of the limiting form of the dissi-
pation, and the control of conservation defects.
• The other simplification is related to the renormalization process. Here
we choose a decomposition of the renormalized collision operator which
allows both to control the singularity due to the collision cross-section,
and to preserve the good scalings for the fluctuation. In particular, the
same decomposition can be used for the control of the transport and of
the conservation defects (with a loop estimate).
In the case of general microscopic interactions (including for instance the case
of hard spheres), it is not known how to prove the convergence of approximation
schemes of the Vlasov-Maxwell-Boltzmann system, due to a lack of compactness
produced by the electromagnetic interaction. The existence of renormalized solu-
tions is therefore still an open problem. Nevertheless, Lions [53] has defined a very
weak notion of solution – the measure-valued renormalized solutions – defined as
limit of approximate solutions : the equation to be satisfied involves indeed Young
measures.
In the fourth part, we begin by refining the control of Young measures for
such solutions by the entropy inequality. We then proceed by showing that the
estimates obtained in the second part are very stable, so that they can be general-
ized with Young measures. By using convexity properties and Jensen inequalities,
we can extend all the arguments, and operate both the moment method and the
entropy method in more singular regimes. This extension to solutions of the Vlasov-
Maxwell-Boltzmann system defined in a very weak sense shows that the methods
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based on the entropy inequality are extremely robust, and that the convergence is
essentially determined by the limiting system.
These good asymptotic properties seem to further indicate that the measure-
valued solutions defined by Lions (which have never been really studied from the
qualitative point of view) are relevant in some sense.
Paris, France, Diogo Arse´nio & Laure Saint-Raymond
January 2016
Part 1
Formal derivations and
macroscopic weak stability

CHAPTER 1
The Vlasov-Maxwell-Boltzmann system
In the present monograph, we intend to investigate in a rather systematic way
the scaling limits of the Vlasov-Maxwell-Boltzmann system
(1.1)

∂tf + v · ∇xf + q
m
(E + v ∧B) · ∇vf = Q(f, f),
(Vlasov-Boltzmann)
µ00∂tE − rotB = −µ0q
∫
R3
fvdv,
(Ampe`re)
∂tB + rotE = 0,
(Faraday)
divE =
q
0
(∫
R3
fdv − 1
)
,
(Gauss)
divB = 0,
(Gauss)
leading to viscous incompressible magnetohydrodynamics, and to justify rigorously
the corresponding asymptotics.
More precisely, the Vlasov-Maxwell-Boltzmann system describes the evolution
of a gas of one species of charged particles (cations and anions (or electrons), i.e.
positively and negatively charged ions, respectively) of mass m > 0 and charge
q ∈ R, subject to auto-induced electromagnetic forces. Such a gas of charged
particles, under a global neutrality condition, is called a plasma. The particle
number density f(t, x, v) ≥ 0, where t ∈ [0,∞), x ∈ Ω ⊂ R3 and v ∈ R3, represents
the distribution of particles which, at time t, are at position x and have velocity v.
The evolution of the density f is governed by the Vlasov-Boltzmann equation,
which is the first line of (1.1). In essence, it tells that the variation of the density
f along the trajectories of the particles (represented by the transport term ∂tf +
v · ∇xf) is subject to the influence of a Lorentz force q (E + v ∧B) (represented
by the Vlasov term qm (E + v ∧B) · ∇vf) and inter-particle collisions in the gas
(represented by the Boltzmann collision operator Q(f, f)).
The Lorentz force acting on the gas is auto-induced. That is, the electric field
E(t, x) and the magnetic field B(t, x) are generated by the motion of the particles
in the plasma itself. Their evolution is governed by Maxwell’s equations, which
are the remaining lines of (1.1), namely Ampe`re’s equation, Faraday’s equation
and Gauss’ laws. Here, the physical constants µ0, 0 > 0 are, respectively, the vac-
uum permeability (or magnetic constant) and the vacuum permittivity (or electric
constant). Recall that the speed of light is determined by the formula c = 1√µ00 .
3
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We will also consider the two species Vlasov-Maxwell-Boltzmann system
(1.2)
∂tf
+ + v · ∇xf+ + q
+
m+
(E + v ∧B) · ∇vf+ = Q(f+, f+) +Q(f+, f−),
(Vlasov-Boltzmann for cations)
∂tf
− + v · ∇xf− − q
−
m−
(E + v ∧B) · ∇vf− = Q(f−, f−) +Q(f−, f+),
(Vlasov-Boltzmann for anions)
µ00∂tE − rotB = −µ0
∫
R3
(
q+f+ − q−f−) vdv,
(Ampe`re)
∂tB + rotE = 0,
(Faraday)
divE =
1
0
∫
R3
(
q+f+ − q−f−) dv,
(Gauss)
divB = 0,
(Gauss)
which is more physically accurate, since it describes the evolution of a gas of two
species of oppositely charged particles (cations of charge q+ > 0 and mass m+ > 0,
and anions of charge −q− < 0 and m− > 0), subject to auto-induced electromag-
netic forces.
Thus, the particle number density f+(t, x, v) ≥ 0 represents the distribution
of the positively charged ions (i.e. cations), while the particle number density
f−(t, x, v) ≥ 0 represents the distribution of the negatively charged ions (i.e. an-
ions). Note that the collision operators Q(f+, f−) and Q(f−, f+) have been added
to the right-hand sides of the respective Vlasov-Boltzmann equations in (1.2) in
order to account for the variations in the densities f+ and f− due to interspecies
collisions.
We refer to [62] for a discussion of the validity of such systems from a physical
viewpoint.
Henceforth, for the mere sake of mathematical convenience, we will make the
simplification that both kinds of particles have the exact same mass m± = m > 0
and charge q± = q > 0. Even though this reduction may first appear rather
unphysical, it remains nevertheless a reasonable approximation since the mass of
cations and anions only differs by the mass of a few electrons, which is several
orders of magnitude less than that of atomic nuclei. Anyway, we believe that the
essential mathematical difficulties are contained in this case, and we expect that
most of the analysis contained in this work carries over to the case of distinct
masses, as long as they remain of a comparable order of magnitude. We refer
to [46] for an independent formal study of some hydrodynamic limits of the two
species Vlasov-Maxwell-Boltzmann system including the case of unequal masses,
leading in particular to a formal justification of the Hall effect, which we will not
address here.
The mathematical framework we shall consider is the one defined by physical
a priori estimates, namely entropy and energy bounds, which corresponds to
renormalized or even weaker solutions of the Vlasov-Maxwell-Boltzmann systems.
For the sake of simplicity, we will consider, throughout this work, that the spatial
domain is, in fact, the whole space Ω = R3, thus avoiding the complicated discussion
of boundary conditions.
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The general strategy that will be used to study magnetohydrodynamic limits
is therefore based on uniform a priori bounds, weak compactness and either the
moment method of Grad, or some generalized relative entropy method,
which are the only way to deal with very weak solutions : strong convergence
requires indeed – at least – that local conservation laws are satisfied.
1.1. The Boltzmann collision operator
The Boltzmann collision operator, present in the right-hand side of the Vlasov-
Boltzmann equations in (1.1) and (1.2), is the quadratic form, acting on the velocity
variable, associated to the bilinear operator
(1.3) Q(f, h) =
∫
R3
∫
S2
(f ′h′∗ − fh∗) b(v − v∗, σ)dσdv∗,
where we have used the standard abbreviations
f = f(v), f ′ = f(v′), h∗ = h(v∗), h′∗ = h(v
′
∗),
with (v′, v′∗) given by
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ.
One can easily show that the quadruple (v, v∗, v′, v′∗) parametrized by σ ∈ S2 pro-
vides the family of all solutions to the system of four equations
(1.4)
v + v∗ = v′ + v′∗,
|v|2 + |v∗|2 = |v′|2 + |v′∗|2.
At the kinetic level, these relations express the fact that interparticle collisions are
assumed to be elastic and thus conserve momentum and energy, where (v, v∗) denote
the pre-collisional velocities and (v′, v′∗) denote the post-collisional velocities of two
interacting particles. Notice that the transformation (v, v∗, σ) 7→
(
v′, v′∗,
v−v∗
|v−v∗|
)
is
involutional.
It is to be emphasized that the definition of the Boltzmann operator for inter-
species collisions with distinct masses is more complex. Indeed, in this case, the
microscopic conservations of momentum and energy are
m+v+ +m−v− = m+v′+ +m−v
′
−,
m+|v+|2 +m−|v−|2 = m+|v′+|2 +m−|v′−|2.
Therefore, the masses must appear in the convolution relations defining the mixed
collision operators, which become highly singular whenever the mass ratio tends to
infinity or to zero. Again, for mathematical convenience, we will not deal with this
case and stick to equal masses.
The Boltzmann collision operator can therefore be split, at least formally, into
a gain term and a loss term
Q(f, h) = Q+(f, h)−Q−(f, h)
=
∫
R3×S2
f ′h′∗bdv∗dσ −
∫
R3×S2
fh∗bdv∗dσ.
The loss term counts all collisions in which a given particle of velocity v will en-
counter another particle, of velocity v∗, and thus will change its velocity leading
to a loss of particles of velocity v, whereas the gain term measures the number of
particles of velocity v which are created due to some collision between particles of
velocities v′ and v′∗.
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The cross-section b = b(z, σ), or collision kernel, where (z, σ) ∈ R3×S2, present
in the integrand of (1.3), is a measurable function positive almost everywhere, which
somehow measures the statistical repartition of post-collisional velocities (v′, v′∗)
given the pre-collisional velocities (v, v∗). Its precise form depends crucially on the
nature of the microscopic interactions, thus, it is determined by the intermolecu-
lar forces that are being considered. However, due to the Galilean invariance of
collisions, it only depends on the magnitude of the relative velocity |z| and on the
deviation angle θ, or deflection (scattering) angle, defined by cos θ = k · σ where
k = z|z| . We will therefore sometimes abuse notation and write b(z, σ) = b(|z|, cos θ)
without any confusion since the arguments of b are then either vectors or scalars.
It is a common mathematical simplification, called the cutoff assumption, to
suppose that the cross-section is at least locally integrable, i.e. b(z, σ) ∈ L1loc
(
R3 × S2).
However, this hypothesis fails to hold when long-range interaction forces are present
between the particles in the gas. Thus, in this non-cutoff case, the collision kernel
is non-integrable. This is due to a strong singularity of the kernel in the angu-
lar variable created by the enormous amount of grazing collisions in the gas, i.e.
collisions whose deflection angle is almost null.
For instance, if the particles are assumed to interact via a given repulsive po-
tential Φ(r), where r > 0 denotes the distance between two interacting particles,
then the post-collisional velocities and especially the deviation angle θ can be com-
puted in terms of the impact parameter β, i.e. the distance of closest approach if
the particles were not to interact, and the relative velocity z = v − v∗ as the result
of a classical scattering problem (see [19] for instance) :
θ(β, z) = pi − 2
∫ β
s0
0
du√
1− u2 − 4|z|2 Φ
(
β
u
) ,
where s0 is the positive root of
1− β
2
s20
− 4Φ(s0)|z|2 = 0.
Then the cross-section b is implicitly defined by
b(|z|, cos θ) = β
sin θ
∂β
∂θ
|z|.
It can be made fully explicit in the case of hard spheres
b(|z|, cos θ) = a2|z|,
where a > 0 is the (scaled) radius of the spheres.
As shown by Maxwell, it is possible to obtain a rather explicit expression for a
wide class of physically relevant collision kernels (see [74] and references therein),
namely the so-called inverse power kernels. This terminology stems from the fact
that these kernels model a gas whose particles interact according to an inverse
power potential Φ(r) = 1rs−1 , where r > 0 represents the distance between two
particles and s > 2. Maxwell’s calculations show that in such a case one has
b (|z|, cos θ) = |z|γb0(cos θ), γ = s− 5
s− 1 ,
where the angular cross-section b0(cos θ) is smooth on θ ∈ (0, pi) and has a non-
integrable singularity at θ = 0 behaving as
b(cos θ) sin θ ∼ 1
θ1+ν
, ν =
2
s− 1 ,
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where the factor sin θ accounts for the Jacobian determinant of spherical coordi-
nates. Notice that, in this particular situation, b(z, σ) is thus not locally integrable,
which is not due to the specific form of inverse power potential. In fact, one can
show (see [74]) that a non-integrable singularity arises if and only if forces of infinite
range are present in the gas.
The case of Maxwellian molecules s = 5 corresponds to γ = 0, which is not phys-
ically relevant but enables one to perform many explicit calculations in agreement
with physical observations. It is customary to loosely classify cross-sections into
two categories : hard and soft, respectively corresponding to the super-Maxwellian
(s > 5) and the sub-Maxwellian cases (s < 5). We will however not employ this
dichotomy since our hypotheses will allow us to treat all hard and soft kernels in a
single unified theory.
It turns out that the limiting case s = 2, which corresponds to Coulombian
interactions, is not well suited for Boltzmann’s equation as the Boltzmann collision
operator should be replaced by the Landau operator in order to handle that situ-
ation (see [74]). The other limiting case s = ∞ corresponds formally to the hard
spheres case.
1.2. Formal macroscopic properties
Using the well-known facts (see [20]) that transforming (v, v∗, σ) 7→ (v∗, v,−σ)
and (v, v∗, σ) 7→
(
v′, v′∗,
v−v∗
|v−v∗|
)
merely induces mappings with unit Jacobian deter-
minants, known as the pre-post-collisional changes of variables or simply collisional
symmetries, one can show that
(1.5)
∫
R3
Q(f, f)(v)ϕ(v)dv
=
1
4
∫
R3×R3×S2
(f ′f ′∗ − ff∗) b(v − v∗, σ) (ϕ+ ϕ∗ − ϕ′ − ϕ′∗) dvdv∗dσ,
for all f(v) and ϕ(v) regular enough. It then follows from (1.4) that the above inte-
gral vanishes if and only if ϕ(v) is a collision invariant, i.e. any linear combination
of
{
1, v1, v2, v3, |v|2
}
.
Thus, successively multiplying the Vlasov-Boltzmann equation in (1.1) by the
collision invariants and then integrating in velocity yields formally the local con-
servation laws
(1.6) ∂t
∫
R3
f
 1v
|v|2
2
 dv +∇x · ∫
R3
f
 vv ⊗ v
|v|2
2 v
 dv = q
m
∫
R3
f
 0E + v ∧B
E · v
 dv,
which provide the link to a macroscopic description of the gas.
In the case of two species (1.2), we obtain (recall that we are assuming equal
masses m± = m and charges q± = q)
(1.7) ∂t
∫
R3
f±dv +∇x ·
∫
R3
f±vdv = 0
and
(1.8)
∂t
∫
R3
(
f+ + f−
)( v
|v|2
2
)
dv +∇x ·
∫
R3
(
f+ + f−
)(v ⊗ v
|v|2
2 v
)
dv
=
q
m
∫
R3
(
f+ − f−)(E + v ∧B
E · v
)
dv.
On the other hand, the standard energy estimates for Maxwell’s system in (1.1)
and (1.2) (we refer to [45] for more details on Maxwell’s equations) are obtained,
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first, by taking the scalar product of the Ampe`re and Faraday equations with E and
B, respectively, and summing the resulting quantities, which yields the conservation
laws for one species
(1.9) ∂t
(
µ00|E|2 + |B|2
2
)
+∇x · (E ∧B) = −µ0q
∫
R3
fE · vdv,
and for two species
(1.10) ∂t
(
µ00|E|2 + |B|2
2
)
+∇x · (E ∧B) = −µ0q
∫
R3
(
f+ − f−)E · vdv.
Second, by taking the vector product of the Ampe`re and Faraday equations with
B and E, respectively, employing Gauss’ laws when necessary and summing the
resulting quantities, which yields the conservation laws for one species
(1.11)
µ00∂t (E ∧B) +∇x
(
µ00|E|2 + |B|2
2
)
−∇x · (µ00E ⊗ E +B ⊗B)
= −µ0q
∫
R3
f (E + v ∧B) dv + µ0qE,
and for two species
(1.12)
µ00∂t (E ∧B) +∇x
(
µ00|E|2 + |B|2
2
)
−∇x · (µ00E ⊗ E +B ⊗B)
= −µ0q
∫
R3
(
f+ − f−) (E + v ∧B) dv,
Notice the similitude of the source terms in (1.6), (1.9), (1.11), and in (1.8), (1.10),
(1.12).
The other very important feature of the Boltzmann equation comes also from
the symmetries of the collision operator. Without caring about integrability issues,
we plug ϕ = log f into the symmetrized integral (1.5) and use the properties of the
logarithm to find
(1.13)
D(f)
def
= −
∫
R3
Q(f, f) log fdv
=
1
4
∫
R3×R3×S2
(f ′f ′∗ − ff∗) log
(
f ′f ′∗
ff∗
)
b(v − v∗, σ)dvdv∗dσ ≥ 0.
The so defined entropy dissipation
∫
R3 D(f)(t, x)dx is non-negative and the func-
tional
∫ t
0
∫
R3 D(f)(s, x)dxds is therefore nondecreasing on t > 0.
This leads to Boltzmann’s H-theorem, also known as the second principle of
thermodynamics, stating that the entropy∫
R3
f log fdv
is (at least formally) a Lyapunov functional for the Boltzmann equation. Indeed,
formally multiplying the Vlasov-Boltzmann equation in (1.1) by log f and then
integrating in space and velocity clearly leads to
(1.14)
d
dt
∫
R3
f log f(t, x, v)dv +∇x ·
∫
R3
f log f(t, x, v)vdv +D(f)(t, x) = 0.
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A similar procedure on the two species Vlasov-Boltzmann equations in (1.2) yields
(1.15)
d
dt
∫
R3
(
f+ log f+ + f− log f−
)
(t, x, v)dv
+∇x ·
∫
R3
(
f+ log f+ + f− log f−
)
(t, x, v)vdv
+
(
D
(
f+
)
+D
(
f−
)
+D
(
f+, f−
))
(t, x) = 0,
where we have denoted the mixed entropy dissipation
(1.16)
D (f, h)
def
= −
∫
R3
Q(f, h) log f +Q(h, f) log hdv
=
1
2
∫
R3×R3×S2
(f ′h′∗ − fh∗) log
(
f ′h′∗
fh∗
)
b(v − v∗, σ)dvdv∗dσ ≥ 0.
As for the equation Q(f, f) = 0, it is possible to show, since necessarily D(f) =
0 in this case, that it is only satisfied by the so-called Maxwellian distributions
MR,U,T defined by
MR,U,T (v) =
R
(2piT )
3
2
e−
|v−U|2
2T ,
where R ∈ R+, U ∈ R3 and T ∈ R+ are respectively the macroscopic density, bulk
velocity and temperature, under some appropriate choice of units. The relation
Q(f, f) = 0 expresses the fact that collisions are no longer responsible for any
variation in the density and so, that the gas has reached statistical equilibrium.
In fact, it is possible to show that if the density f is a Maxwellian distribution for
some R(t, x), U(t, x) and T (t, x), then the macroscopic conservation laws (1.6) turn
out to constitute a compressible Euler system with electromagnetic forcing terms.
Similarly, for two species of particles, if the plasma reaches thermodynamic
equilibrium so that the equations Q (f+, f+) + Q (f+, f−) = 0 and Q (f−, f−) +
Q (f−, f+) = 0 are solved simultaneously, then necessarily D (f+) + D (f−) +
D (f+, f−) = 0, which implies that f+ = MR+,U+,T+ and f− = MR−,U−,T− with
U+ = U− and T+ = T−, but not necessarily equal masses. In this case, it is possible
to show that the macroscopic system of conservation laws (1.7)-(1.8) constitute a
compressible Euler system with electromagnetic forcing terms.
Finally, we define the (global) relative entropy, for any particle number density
f ≥ 0 and any Maxwellian distribution MR,U,T , by
(1.17) H (f |MR,U,T ) (t) =
∫
R3×R3
(
f log
f
MR,U,T
− f +MR,U,T
)
(t)dxdv ≥ 0.
We will more simply denote the relative entropy by H(f), whenever the relative
Maxwellian distribution is clearly implied. The global control of the relative en-
tropies follows then from the non-negativity of the entropies dissipations. Indeed,
combining the H-theorem (1.14) with the global conservation of mass and energy
from (1.6) and Maxwell’s energy conservation (1.9), it is in general possible to es-
tablish for one species (see [32], for instance), further integrating in time and space,
by virtue of the convexity properties of the entropies and the entropy dissipations,
10 1. THE VLASOV-MAXWELL-BOLTZMANN SYSTEM
the following weaker relative entropy inequality, for any t > 0,
(1.18)
∫
R3×R3
(
f log
f
M
− f +M
)
(t)dxdv
+
1
2
∫
R3
(
0
m
|E|2 + 1
mµ0
|B|2
)
(t)dx+
∫ t
0
∫
R3
D(f)(s)dxds
≤
∫
R3×R3
(
f in log
f in
M
− f in +M
)
dxdv
+
1
2
∫
R3
(
0
m
|Ein|2 + 1
mµ0
|Bin|2
)
dx,
where
(
f in, Ein, Bin
)
denotes the initial data and M denotes a global normalized
Maxwellian distribution
M = M1,0,1 =
1
(2pi)
3
2
e−
|v|2
2 .
Similarly, for two species, combining the H-theorem (1.15) with the global con-
servation of mass and energy from (1.7)-(1.8) and Maxwell’s energy conservation
(1.10), we get the entropy inequality, for all t > 0,
(1.19)
∫
R3×R3
(
f+ log
f+
M
− f+ +M
)
(t) +
(
f− log
f−
M
− f− +M
)
(t)dxdv
+
1
2
∫
R3
(
0
m
|E|2 + 1
mµ0
|B|2
)
(t)dx
+
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+D
(
f+, f−
))
(s)dxds
≤
∫
R3×R3
(
f+in log
f+in
M
− f+in +M
)
dxdv
+
∫
R3×R3
(
f−in log
f−in
M
− f−in +M
)
dxdv
+
1
2
∫
R3
(
0
m
|Ein|2 + 1
mµ0
|Bin|2
)
dx,
where
(
f+in, f−in, Ein, Bin
)
denotes the initial data.
Generally speaking, the H-theorem and the entropy inequalities (1.18) and
(1.19) together with the conservation laws (1.6) and (1.7)-(1.8) constitute key ele-
ments in the study of hydrodynamic limits.
1.3. The mathematical framework
The construction of suitable global solutions to the Vlasov-Maxwell-Boltzmann
system (1.1) 
∂tf + v · ∇xf + (E + v ∧B) · ∇vf = Q(f, f),
∂tE − rotB = −
∫
R3
fvdv,
∂tB + rotE = 0,
divE =
∫
R3
fdv − 1,
divB = 0,
1.3. THE MATHEMATICAL FRAMEWORK 11
or to the two species Vlasov-Maxwell-Boltzmann system (1.2)
∂tf
± + v · ∇xf± ± (E + v ∧B) · ∇vf± = Q(f±, f±) +Q(f±, f∓),
∂tE − rotB = −
∫
R3
(
f+ − f−) vdv,
∂tB + rotE = 0,
divE =
∫
R3
(
f+ − f−) dv,
divB = 0,
for large initial data is considered of outstanding difficulty, due to the lack of dis-
sipative phenomena in Maxwell’s equations, which are hyperbolic. Here, for the
sake of simplicity, we have discarded all free parameters, since these are irrelevant
for the existence theory. Thus, so far, the only known answer to this problem is
due to Lions in [53], where a rather weak notion of solutions was derived : the
so-called measure-valued renormalized solutions. However, these solutions failed to
reach mathematical consensus on their usefulness due to their very weak aspect.
It should be mentioned that an alternative approach yielding strong solutions,
provided smallness and regularity assumptions on the initial data are satisfied, was
obtained more recently by Guo in [41]. But such solutions fall out of the scope
of our derivation of hydrodynamic limits since they are not based on the physical
entropy and energy estimates. Anyway, were we to consider such strong solution,
our approach and strategy would remain strictly the same, for, as we are about to
see in Chapter 2 below, the only uniform bounds valid in the hydrodynamic limit
are precisely the physical entropy and energy estimates.
This poor understanding of the mathematical theory of the Vlasov-Maxwell-
Boltzmann system is the reason why getting rigorous convergence results is so
complex. For the sake of readability, we have therefore decided to separate the
different kinds of difficulties.
• In a first part, we will prove conditional convergence results restricting our
attention to the case of Maxwellian cross-sections, i.e. b ≡ 1, for mere technical
simplicity, and assuming the existence of renormalized solutions to (1.1) and
(1.2), which is actually not known. It is to be emphasized that, even if this notion
of solution is relatively rough, the convergence proof in this weak case has no purely
technical difficulty specific to this roughness. Indeed, were we to deal with stronger
solutions, the strategy of proof would not be any different or easier because we are
considering here only the uniform bounds which come from physical estimates.
In this framework, we can focus on the key arguments of the convergence proof,
which are not so different from the ones used for hydrodynamic limits of neutral
gases. A crucial point is to understand how to get strong compactness on macro-
scopic fields, which cannot be dealt with using L1 mixing lemma such as in [37]
because of the electromagnetic forcing terms. We will thus first prove strong com-
pactness with respect to velocity, and then use refined hypoelliptic estimates es-
tablished in [6] in order to transfer the strong compactness to the spatial variable
(Chapter 7).
The other key point which requires a specific treatment is the study of fast
time oscillations insofar as they possibly couple weak compressibility with strong
electromagnetic effects (Chapter 10).
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The second and third part will be then devoted to the understanding of addi-
tional technical difficulties related to the fact that we are not able to build renor-
malized solutions to the Vlasov-Maxwell-Boltzmann systems, but only even weaker
solutions.
• In the case of singular collision kernels, using the regularizing properties of
the collision operator with respect to v, we will actually show the existence of
renormalized solutions with a defect measure in the sense of Alexandre and
Villani. The major change is the fact that the renormalized kinetic equation is
replaced by an inequality (the consistency coming from the conservation of mass).
This leads to the introduction of a defect measure.
The important new step of the convergence proof is then to establish that
this defect measure vanishes in the fast relaxation limit, which comes from refined
entropy dissipation estimates.
There are also many additional technical steps due to the singularity of the
collision kernel, which makes the control of the conservation defects and the hy-
poelliptic transfer of compactness more difficult.
• In the apparently simpler case of cutoff collision kernels, because of the lack of
strong compactness estimates, we are not able to prove that approximate solutions
fN to the Vlasov-Maxwell-Boltzmann systems (1.1) and (1.2) converge to actual
renormalized solutions. Indeed, without strong compactness properties, it is not
possible to establish that β(fN )→ β(f) for any renormalization β, which accounts
for the introduction of Young measures and the definition of a very rough notion of
solution, namely the measure-valued renormalized solutions. Of course the
physical meaning of such weak solutions is unclear, which probably explains why
they have not been studied so far.
Nevertheless, we will establish here that – in the fast relaxation limit – they
exhibit the expected behavior, converging to the relevant magnetohydrodynamic
model, which can be considered as an indication of their physical relevance.
The key point of the proof will be to obtain integrated versions of all estimates
with respect to the Young measures, and to prove that asymptotically the Young
measures are not seen by the limiting equation, even though they do not converge
to Dirac masses due to lack of uniqueness of solutions in the limiting systems.
CHAPTER 2
Scalings and formal limits
In view of what is known on hydrodynamic limits of the Boltzmann equation
(see [69] and the references therein), which corresponds to the particular case where
particles are not charged, i.e. q = 0 in (1.1), we will focus on incompressible diffu-
sive regimes, since we do not expect to be able to obtain a complete mathematical
derivation for other choices of scalings.
2.1. Incompressible viscous regimes
In the absence of electromagnetic field, the Boltzmann equation can be rewrit-
ten in non-dimensional variables
St∂tf + v · ∇xf = 1
Kn
Q(f, f),
where we have introduced the following parameters :
• the Knudsen number Kn = λ0l0 , measuring the ratio of the mean free path
λ0 to the observation length scale l0 ;
• the Strouhal number St = l0c0t0 , measuring the ratio of the observation
length scale l0 to the typical length c0t0 run by a particle during a unit
of time t0, where c0 is the speed of sound (or thermal speed) ;
• choosing the length l0, time t0 and velocity scales u0 in such a way that we
observe a macroscopic motion, i.e. u0 =
l0
t0
, we have the identity St = Ma
where the Mach number Ma = u0c0 is defined as the ratio of the bulk
velocity u0 to the thermal speed.
Hydrodynamic approximations are obtained in the fast relaxation limit Kn→
0, which precisely corresponds to the asymptotic regime where the fluid under
consideration satisfies the continuum hypothesis, for the mean free path becomes
infinitesimally small. Because of the von Ka´rma´n relation for perfect gases, we then
expect the flow to be dissipative when the Reynolds number
Re ≈ Ma
Kn
,
measuring the inverse kinematic viscosity of the gas, is of order 1, i.e. when the
Mach number also tends to 0.
In order to ensure the consistency of these scaling assumptions, we will consider
– as usual – data which are fluctuations g of order Ma
f = M(1 + Ma g),
around a global normalized Maxwellian equilibrium
M(v) =
1
(2pi)
3
2
e−
|v|2
2 ,
of density 1, bulk velocity 0 and temperature 1.
Thus, as is well-known since the works of Bardos, Golse and Levermore [9,
10], the viscous incompressible hydrodynamic regimes of collisional kinetic systems
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are obtained in the fast relaxation limit when the above-mentioned dimensionless
numbers Kn, St and Ma, are all of the same order  > 0, say. In the sequel, we will
therefore restrict our attention to the scaled Vlasov-Maxwell-Boltzmann system
∂tf + v · ∇xf + ql0
mc20
(E + c0v ∧B) · ∇vf = 1

Q(f, f),
f = M (1 + g) ,
c0µ00∂tE − rotB = −µ0qc0l0
∫
R3
fvdv,
c0∂tB + rotE = 0,
divE =
ql0
0
(∫
R3
fdv − 1
)
,
divB = 0,
and to the scaled two species Vlasov-Maxwell-Boltzmann system
∂tf
± + v · ∇xf± ± ql0
mc20
(E + c0v ∧B) · ∇vf±
=
1

Q(f±, f±) +
δ2

Q(f±, f∓),
f± = M
(
1 + g±
)
,
c0µ00∂tE − rotB = −µ0qc0l0
∫
R3
(
f+ − f−) vdv,
c0∂tB + rotE = 0,
divE =
ql0
0
∫
R3
(
f+ − f−) dv,
divB = 0,
where we have introduced another bounded parameter δ > 0 in front of the in-
terspecies collision operator to differentiate the strength of interactions. The size
of the parameter δ will be compared to the Knudsen number Kn =  and we will
distinguish three cases, due to their distinct asymptotic behavior :
• δ ∼ 1, strong interspecies interactions ;
• δ = o(1) and δ unbounded, weak interspecies interactions ;• δ = O(), very weak interspecies interactions.
Notice also that we have performed the same nondimensionalization on the whole
Vlasov-Maxwell-Boltzmann systems, which explains the presence of the parameters
, c0 and l0 in Maxwell’s equations.
2.2. Scalings for the electromagnetic field
First, from (1.18), we get the scaled entropy inequality for one species, for all
t > 0,
(2.1)
1
2
∫
R3×R3
(
f log
f
M
− f +M
)
(t)dxdv
+
1
2c20
2
∫
R3
(
0
m
|E|2 + 1
mµ0
|B|2
)
(t)dx+
1
4
∫ t
0
∫
R3
D(f)(s)dxds
≤ 1
2
∫
R3×R3
(
f in log
f in
M
− f in +M
)
dxdv
+
1
2c20
2
∫
R3
(
0
m
|Ein|2 + 1
mµ0
|Bin|2
)
dx,
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where
(
f in, Ein, Bin
)
denotes the initial data.
As for the two species case, from (1.19), we get the scaled entropy inequality,
for all t > 0,
(2.2)
1
2
∫
R3×R3
(
f+ log
f+
M
− f+ +M
)
(t) +
(
f− log
f−
M
− f− +M
)
(t)dxdv
+
1
2c20
2
∫
R3
(
0
m
|E|2 + 1
mµ0
|B|2
)
(t)dx
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+, f−
))
(s)dxds
≤ 1
2
∫
R3×R3
(
f+in log
f+in
M
− f+in +M
)
dxdv
+
1
2
∫
R3×R3
(
f−in log
f−in
M
− f−in +M
)
dxdv
+
1
2c20
2
∫
R3
(
0
m
|Ein|2 + 1
mµ0
|Bin|2
)
dx,
where
(
f+in, f−in, Ein, Bin
)
denotes the initial data.
Note that the entropy inequalities (2.1) and (2.2) are the only uniform controls
we have on the particle number densities and on the electric and magnetic fields,
meaning that whatever the repartition of the free energy at the initial time, all the
contributions are expected to be of the same order.
Thus, up to a change of units in E and B, namely setting
E˜ =
1
c0
√
0
m
E, B˜ =
1
c0
√
mµ0
B,
so that E˜ and B˜ are uniformly controlled by the scaled entropy inequalities (2.1)
or (2.2), we have (dropping the tildes for the sake of readability), for one species,
(2.3)

∂tf + v · ∇xf + (αE + βv ∧B) · ∇vf = 1

Q(f, f),
f = M (1 + g) ,
γ∂tE − rotB = − β
2
∫
R3
fvdv,
γ∂tB + rotE = 0,
divE =
α
2
(∫
R3
fdv − 1
)
,
divB = 0,
and, for two species,
(2.4)
∂tf
± + v · ∇xf± ± (αE + βv ∧B) · ∇vf± = 1

Q(f±, f±) +
δ2

Q(f±, f∓),
f± = M
(
1 + g±
)
,
γ∂tE − rotB = − β
2
∫
R3
(
f+ − f−) vdv,
γ∂tB + rotE = 0,
divE =
α
2
∫
R3
(
f+ − f−) dv,
divB = 0,
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where there are only three free parameters left (else that  and δ) to describe the
qualitative behaviors of the systems, namely :
• α =  ql0c0√m0 measuring the electric repulsion according to Gauss’ law ;
• β = ql0
√
µ0
m measuring the magnetic induction according to Ampe`re’s
law ;
• γ = c0√0µ0 = u0√0µ0 which is nothing else than the ratio of the bulk
velocity to the speed of light.
Notice that these parameters are naturally constrained to the relation
β =
αγ

.
We will impose some natural restrictions on the size of α, β and γ. First
of all, we will require that γ = O(1). Note, however, that an unbounded γ =
c0
√
0µ0 may seem physically unrealistic since it corresponds to a regime where
the thermal speed (i.e. the speed of sound) exceeds the speed of light. As usual,
such situations should only be interpreted as asymptotic regimes where appropriate
physical approximations are valid.
Moreover, in the one species case, we will demand that α and β are of order
O(), so that electric and magnetic forces create bounded acceleration terms in the
Vlasov-Boltzmann equation in (2.3).
Situations where one of these parameters is large compared to  are much more
complicated. Indeed, we expect the Lorentz force to strongly penalize the system,
leading asymptotically to some nonlinear macroscopic constraint that we are not
able to deal with in the one species case. Actually, as far as we know, there is no
systematic mathematical method to investigate such problems of nonlinear singular
perturbation. For instance, understanding the dynamo effect is a related question
which remains challenging.
Thus, on the whole, for one species, we will consider bounded parameters α, β
and γ satisfying
α = O(), β = O(), γ = O(1) and β =
αγ

.
We will then distinguish two critical cases, namely
(1) α = , β = , γ = ,
(2) α = 2, β = , γ = 1,
and will explain how all other cases can be easily deduced from the above, just
eliminating lower order terms which are too small. The full range of parameters
will be described later on by the Figure 1 on page 26. For the moment, we merely
emphasize that the above-mentioned critical cases correspond exactly to the vertices
of the domain represented in Figure 1.
For two species, the restrictions on the size of the parameters α, β and γ are
not so explicitly deduced by inspection of the system (2.4), except in the case
δ = O(), which lowers the order of the interspecies collision term δ
2
 Q(f
±, f∓) in
(2.4) and is thus analog to the one species case. However, when δ is unbounded,
the interspecies collision term δ
2
 Q(f
±, f∓) becomes a singular perturbation and,
as a matter of fact, the need of asymptotically bounded acceleration terms in the
macroscopic laws associated with the Vlasov-Boltzmann equations in (2.4) leads us
to require that α = O() and β = O(δ). Note that β = O() is not required in this
case, which is in sharp contrast with the one species case.
Thus, on the whole, for two species, we will consider bounded parameters α,
β, γ and δ satisfying either
α = O(), β = O(), γ = O(1) and β =
αγ

,
2.3. FORMAL ANALYSIS OF THE ONE SPECIES ASYMPTOTICS 17
when δ = O(), or
α = O(), β = O(δ), γ = O(1) and β =
αγ

,
otherwise.
We will then distinguish two critical cases, namely
(1) α = , β = , γ = ,
(2) α = 2, β = , γ = 1,
when δ = O(), and
(1) α = , β = δ, γ = δ,
(2) α = δ, β = δ, γ = 1,
when δ is unbounded (note that the latter two cases coincide when δ ∼ 1), and will
explain how all other cases can be easily deduced from the above, just eliminating
lower order terms which are too small. Thus, as for one species, when δ = O(), the
full range of parameters will be described by the Figure 1 on page 26. Furthermore,
when δ ∼ 1, the range of parameters will be represented by the Figure 2 on page 50,
while the case δ = o(1) with δ unbounded will be described by the Figure 3 on page
52. Again, we merely emphasize, for the moment, that the above-mentioned critical
cases correspond exactly to the vertices of the respective domains represented in
Figures 1, 2 and 3.
2.3. Formal analysis of the one species asymptotics
Thus, for a plasma of one species of particles, our starting point is the scaled
system
(2.5)

∂tf + v · ∇xf + (αE + βv ∧B) · ∇vf = 1

Q(f, f),
f = M (1 + g) ,
γ∂tE − rotB = −β

∫
R3
gvMdv,
γ∂tB + rotE = 0,
divE =
α

∫
R3
gMdv,
divB = 0,
supplemented with some initial data satisfying
1
2
H
(
f in
)
+
1
2
∫
R3
|Ein |2 + |Bin |2dx <∞,
where H
(
f in
)
= H
(
f in |M
)
. In particular, the corresponding scaled entropy in-
equality, where t > 0,
(2.6)
1
2
H (f) +
1
2
∫
R3
|E|2 + |B|2dx+ 1
4
∫ t
0
∫
R3
D(f)(s)dxds
≤ 1
2
H
(
f in
)
+
1
2
∫
R3
|Ein |2 + |Bin |2dx,
guarantees that the solution will remain – for all non-negative times – a fluctuation
of order  around the global equilibrium M :
f = M(1 + g).
Note that the kinetic equation in (2.5) can then be rewritten, in terms of the
fluctuation g, as
(2.7) ∂tg+v·∇xg+(αE+βv∧B)·∇vg−α

E ·v (1 + g) = −1

Lg+Q(g, g),
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where we denote
(2.8) Lg = − 1
M
(Q(Mg,M) +Q(M,Mg)) and Q(g, g) = 1
M
Q(Mg,Mg).
2.3.1. Thermodynamic equilibrium. The entropy inequality (2.6) provides
uniform bounds on E, B and g. Therefore, assuming some formal compactness,
up to extraction of subsequences, one has
E ⇀ E, B ⇀ B, g ⇀ g,
in a weak sense to be rigorously detailed in a subsequent chapter.
Then, multiplying (2.7) by , and taking formal limits as  → 0 shows that
Lg = 0. It can be shown (see Proposition 5.5, below) that the kernel of the linearized
Boltzmann operator L coincides exactly with the vector space spanned by the
collision invariants
{
1, v1, v2, v3, |v|2
}
. Thus, we conclude that g is an infinitesimal
Maxwellian, that is a linear combination of collision invariants
(2.9) g = ρ+ u · v + θ
( |v|2
2
− 3
2
)
,
where ρ ∈ R, u ∈ R3 and θ ∈ R only depend on t and x, and are respectively the
fluctuations of density, bulk velocity and temperature.
The fact that the fluctuations assume the infinitesimal Maxwellian form de-
scribes that the gas reaches thermodynamic (or statistical) equilibrium, in the fast
relaxation limit.
We define now the macroscopic fluctuations of density ρ, bulk velocity u and
temperature θ by
ρ =
∫
R3
gMdv,
u =
∫
R3
gvMdv,
θ =
∫
R3
g
( |v|2
3
− 1
)
Mdv,
and the hydrodynamic projection Πg of g by
Πg = ρ + u · v + θ
( |v|2
2
− 3
2
)
,
which is nothing but the orthogonal projection of g onto the kernel of L in
L2 (Mdv).
Note that the previous step establishing the convergence of g towards ther-
modynamic equilibrium yields, in fact, the uniform boundedness of 1Lg, which
implies, at least formally, that
(2.10) g −Πg = O().
This convergence may also be derived directly from the uniform control of the
entropy dissipation 14D(f) in the entropy inequality (2.6), provided we can control
the large values of the fluctuations. Indeed, according to (1.13), we write
D(f) =
1
4
∫
R3×R3×S2
(
f ′f
′
∗ − ff∗
ff∗
)
log
(
1 +
f ′f
′
∗ − ff∗
ff∗
)
ff∗bdvdv∗dσ.
Therefore, since the non-negative function z log(1+z) behaves essentially as z2, for
small values of |z|, we deduce a formal control on
1
44
∫
R3×R3×S2
(
f ′f
′
∗ − ff∗
ff∗
)2
ff∗bdvdv∗dσ.
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Then, since
f ′f
′
∗ − ff∗ =  (g′ + g′∗ − g − g∗) + 2 (g′g′∗ − gg∗) ,
we infer that 1 (g
′
 + g
′
∗ − g − g∗) is uniformly bounded, which, in other words,
amounts to a control on 1Lg.
The asymptotic dynamics of (ρ, u, θ) is then governed by fluid equations, to
be obtained from the moment equations associated with (2.7). Thus, successively
multiplying (2.7) by the collision invariants 1, v and |v|
2
2 , and integrating in Mdv,
yields
(2.11)
∂tρ +
1

div u = 0,
∂tu +
1

∇x(ρ + θ)− α
2
E =
(
α

ρE +
β

u ∧B
)
− 1

div
∫
R3
gφMdv,
3
2
∂t(ρ + θ) +
5
2
div u =
α

u · E − 1

div
∫
R3
gψMdv,
where
(2.12) φ(v) = v ⊗ v − |v|
2
3
Id, ψ(v) =
( |v|2
2
− 5
2
)
v.
Recall that we are assuming α = O() and β = O(). Hence, the nonlinear
terms in the right-hand side of (2.11) containing the electromagnetic fields are
expected to be bounded. Furthermore, notice that the polynomials φ(v) and ψ(v)
are orthogonal to the collision invariants in the L2(Mdv) inner-product. That is
to say
∫
R3 ϕφMdv = 0 and
∫
R3 ϕψMdv = 0, for all collision invariants ϕ(v). Since,
according to (2.10), g converges towards an infinitesimal Maxwellian with a rate
O(), it is therefore natural to expect, at least formally, that the terms
1

∫
R3
gφMdv =
1

∫
R3
(g −Πg)φMdv,
1

∫
R3
gψMdv =
1

∫
R3
(g −Πg)ψMdv,
in (2.11) are bounded and have a limit.
More precisely, it can be shown that, in general, the linearized Boltzmann
operator L is self-adjoint and Fredholm of index zero on L2(Mdv) (or a variant of
it depending on the cross-section). Therefore, its range is exactly the orthogonal
complement of its kernel. It follows that φ ∈ L2(Mdv) and ψ ∈ L2(Mdv) belong to
the range of L and, thus, that there are inverses φ˜ ∈ L2(Mdv) and ψ˜ ∈ L2(Mdv)
such that
(2.13) φ = Lφ˜ and ψ = Lψ˜,
which can be uniquely determined by the fact that they are orthogonal to the kernel
of L (i.e. to the collision invariants).
Consequently, the macroscopic system (2.11) can be recast as
(2.14)
∂tρ +
1

div u = 0,
∂tu +
1

∇x(ρ + θ)− α
2
E =
(
α

ρE +
β

u ∧B
)
− 1

div
∫
R3
Lgφ˜Mdv,
3
2
∂tθ +
1

div u =
α

u · E − 1

div
∫
R3
Lgψ˜Mdv,
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where the terms 1Lg will be expressed employing the Vlasov-Boltzmann equation
(2.7). The above macroscopic system (2.14) is coupled with Maxwell’s equations
on E and B :
(2.15)

γ∂tE − rotB = −β

u,
γ∂tB + rotE = 0,
divE =
α

ρ,
divB = 0.
A careful formal analysis of the whole coupled macroscopic system (2.14)-(2.15)
will yield the asymptotic dynamics of (ρ, u, θ, E,B).
2.3.2. Macroscopic constraints. At leading order, the system (2.14)-(2.15)
describes the propagation of acoustic (ρ, u,
√
3
2θ) and electromagnetic (E, B)
waves :
(2.16) ∂t

ρ
u√
3
2θ
E
B
+W

ρ
u√
3
2θ
E
B
 = O(1),
where the wave operator W, containing the singular terms from (2.14)-(2.15)
and defined explicitly below, is antisymmetric (with respect to the L2(dx) inner-
product) and, therefore, can only have purely imaginary eigenvalues. The semi-
group generated by this operator may thus produce fast time oscillations, which we
are about to discuss briefly.
(1) When γ ∼ 1 (so that α = O(2)), we have
(2.17) W =

0 1 div 0 0 0
1
∇x 0 1
√
2
3∇x 0 0
0 1
√
2
3 div 0 0 0
0 0 0 0 0
0 0 0 0 0
 .
Thus, the singular perturbation creates only high frequency acoustic waves.
Consequently, averaging over fast time oscillations as  → 0, we get the
macroscopic constraints
(2.18) div u = 0, ρ+ θ = 0,
respectively referred to as incompressibility and Boussinesq relations. These
are supplemented by the asymptotic constraints coming from Gauss’ laws
in (2.15)
divE = 0, divB = 0.
(2) When γ = o(1) and α = O(2), we have
(2.19) W =

0 1 div 0 0 0
1
∇x 0 1
√
2
3∇x 0 0
0 1
√
2
3 div 0 0 0
0 0 0 0 − 1γ rot
0 0 0 1γ rot 0
 .
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Thus, the singular perturbation creates both high frequency acoustic and
electromagnetic waves. However, these waves remain decoupled and have
a comparable frequency of oscillation if and only if γ ∼ . By averaging
these fast time oscillations as → 0, we get the macroscopic constraints
(2.20)
div u = 0, ρ+ θ = 0,
rotB = 0, rotE = 0.
These are supplemented by the asymptotic constraints coming from Gauss’
laws in (2.15)
divE = 0, divB = 0.
Hence,
E = 0, B = 0.
(3) When γ = o(1) and α2 is unbounded, we have
(2.21) W =

0 1 div 0 0 0
1
∇x 0 1
√
2
3∇x − α2 Id 0
0 1
√
2
3 div 0 0 0
0 α2 Id 0 0 − 1γ rot
0 0 0 1γ rot 0
 .
Thus, the singular perturbation creates both high frequency acoustic and
electromagnetic waves, which are coupled. These waves may or may not
have comparable frequency of oscillation. By averaging these fast time
oscillations as → 0, we get the macroscopic constraints
(2.22)
div u = 0, ∇x(ρ+ θ) =
[α

]
E,
rotB =
[
β

]
u, rotE = 0,
where we have denoted by
[
α

]
and
[
β

]
the respective limits of α and
β
 as  → 0. As usual, when α = o(), the weak Boussinesq relation∇x(ρ+θ) = 0 can be improved to the strong Boussinesq relation ρ+θ = 0,
assuming ρ and θ enjoy enough integrability. These are supplemented by
the asymptotic constraints coming from Gauss’ laws in (2.15)
divE =
[α

]
ρ, divB = 0.
The exact nature of time oscillations produced by the system (2.16), in the
limit  → 0, will be rigorously discussed, with greater detail, later on in Chapter
10.
2.3.3. Evolution equations. The previous step shows that, since W is sin-
gular, the asymptotic dynamics of
(
ρ, u,
√
3
2θ, E, B
)
becomes constrained to
the kernel KerW as  → 0. Moreover, since W is antisymmetric, its range is
necessarily orthogonal to its kernel. Therefore, in order to get the asymptotic evo-
lution equations for
(
ρ, u,
√
3
2θ,E,B
)
, it is natural to project the system (2.16)
onto KerW, which will rid us of all the singular terms in (2.16) and allow us to
pass to the limit. In other words, we will obtain the limiting dynamics of the system
(2.16) by testing it against functions in KerW.
We will denote by P : L2(dx) → L2(dx) the Leray projector onto solenoidal
vector fields and P⊥ = Id−P the projector onto the orthogonal complement, that
is P = −∆−1 rot rot and P⊥ = ∆−1∇div.
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(1) When γ ∼ 1, the kernel of W, defined in (2.17), is obviously determined
by all
(
ρ0 , u
0
 ,
√
3
2θ
0
 , E
0
 , B
0

)
which satisfy
div u0 = 0 and ρ
0
 + θ
0
 = 0.
It is then readily seen that its orthogonal complement KerW⊥ is deter-
mined by all
(
ρ˜, u˜,
√
3
2 θ˜, E˜, B˜
)
such that
Pu˜ = 0 and
3
2
θ˜ − ρ˜ = 0.
Hence, projecting the system (2.14)-(2.15) onto KerW⊥ yields
(2.23)
∂tPu +
1

P div
∫
R3
Lgφ˜Mdv = P
(
α
2
E +
α

ρE +
β

u ∧B
)
,
∂t
(
3
2
θ − ρ
)
+
1

div
∫
R3
Lgψ˜Mdv = α

u · E.
(2) When γ = o(1) and α = O(2), the kernel of W, defined in (2.19), is
obviously determined by all
(
ρ0 , u
0
 ,
√
3
2θ
0
 , E
0
 , B
0

)
which satisfy
div u0 = 0, ρ
0
 + θ
0
 = 0,
rotE0 = 0, rotB
0
 = 0.
It is then readily seen that its orthogonal complement KerW⊥ is deter-
mined by all
(
ρ˜, u˜,
√
3
2 θ˜, E˜, B˜
)
such that
Pu˜ = 0,
3
2
θ˜ − ρ˜ = 0,
P⊥E˜ = 0, P⊥B˜ = 0.
Hence, projecting the system (2.14) onto KerW⊥ also yields the system
(2.23). Moreover, in view of Gauss’ laws, the projection of Maxwell’s
equations (2.15) onto KerW⊥ yields no useful information.
(3) When γ = o(1) and α2 is unbounded, the wave operator W is defined
by (2.21). Notice then that Gauss’ laws from (2.15) are invariant under
the action of the wave operator W. Consequently, it is enough to con-
sider the restriction of W to electromagnetic fields which verify Gauss’
laws. It follows that the kernel of W is obviously determined by all(
ρ0 , u
0
 ,
√
3
2θ
0
 , E
0
 , B
0

)
which satisfy
rotB0 =
β

u0 , ∇x
(
ρ0 + θ
0

)
=
α

E0 ,
divE0 =
α

ρ0 , divB
0
 = 0.
It is then readily seen that its orthogonal complement KerW⊥ is deter-
mined by all
(
ρ˜, u˜,
√
3
2 θ˜, E˜, B˜
)
such that
3
2
θ˜ − ρ˜ = 0, rot u˜ + β

B˜ = 0,
div E˜ =
α

ρ˜, div B˜ = 0.
Considering the magnetic potential B˜ = rot A˜, uniquely determined if
div A˜ = 0 (i.e. fixing the Coulomb gauge), the above set of constraints
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can be rephrased as
3
2
θ˜ − ρ˜ = 0, P u˜ + β

A˜ = 0,
div E˜ =
α

ρ˜, div A˜ = 0.
Hence, projecting the system (2.14) onto KerW⊥ yields
(2.24)
∂t
(
Pu +
β

A
)
+
1

P div
∫
R3
Lgφ˜Mdv = P
(
α

ρE +
β

u ∧B
)
,
∂t
(
3
2
θ − ρ
)
+
1

div
∫
R3
Lgψ˜Mdv = α

u · E,
where B = rotA and divA = 0, and where we have used that Faraday’s
equation from (2.15) implies
β

∂tA +
α
2
PE = 0.
There only remains to evaluate the flux terms 1
∫
R3 Lgφ˜Mdv and 1
∫
R3 Lgψ˜Mdv
in (2.23) and (2.24). Following [9, 10], this is done by employing (2.7) to evaluate
that
(2.25)
1

Lg = Q(g, g)− v · ∇xg + α

E · v +O(),
which yields formally in the limit, by virtue of the infinitesimal Maxwellian form
(2.9),
lim
→0
1

Lg = Q(g, g)− v · ∇xg +
[α

]
E · v
=
1
2
L (g2)− v · ∇xg + [α

]
E · v
=
1
2
utL(φ)u+ θu · L(ψ) + 1
2
θ2L
( |v|4
4
)
− div
(
(ρ+ θ)v +
|v|2
3
u+ φu+ θψ
)
+
[α

]
E · v
=
1
2
utL(φ)u+ θu · L(ψ) + 1
2
θ2L
( |v|4
4
)
− div (φu+ θψ) ,
where we have used, in the last line, that div u = 0 and∇x(ρ+θ) =
[
α

]
E, whatever
the asymptotic regime.
Next, we use that φ˜ and ψ˜ have similar symmetry properties as φ and ψ,
thanks to the rotational invariance of L. More precisely, following [28], it can be
shown (see also [13, Section 2.2.3]) that there exist two scalar valued functions
α, β : [0,∞)→ R such that
φ˜(v) = α (|v|)φ(v) and ψ˜(v) = β (|v|)ψ(v),
which implies (see [9, Lemma 4.4]) that
(2.26)
∫
R3
φij φ˜klMdv = µ
(
δikδjl + δilδjk − 2
3
δijδkl
)
,∫
R3
ψiψ˜jMdv =
5
2
κδij ,
where
(2.27) µ =
1
10
∫
R3
φ : φ˜Mdv and κ =
2
15
∫
R3
ψ · ψ˜Mdv.
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Hence, we conclude through tedious but straightforward calculations that
lim
→0
1

∫
R3
Lgφ˜Mdv =
∫
R3
1
2
(
utφu
)
φMdv −
∫
R3
div (φu) φ˜Mdv
= u⊗ u− |u|
2
3
Id−µ (∇xu+∇txu) ,
lim
→0
1

∫
R3
Lgψ˜Mdv =
∫
R3
θu · ψψMdv −
∫
R3
div (θψ) ψ˜Mdv
=
5
2
θu− 5
2
κ∇xθ.
We finally identify the advection and diffusion terms
lim
→0
1

P div
∫
R3
Lgφ˜Mdv = P (u · ∇xu)− µ∆xu,
lim
→0
1

div
∫
R3
Lgψ˜Mdv = 5
2
u · ∇xθ − 5
2
κ∆xθ.
On the whole, provided nonlinear terms remain stable in the limiting process,
we obtain the following asymptotic systems :
(1) When γ ∼ 1, letting  tend to zero in the system (2.23) coupled with
Maxwell’s equations (2.15) yields
∂tu+ u · ∇xu− µ∆xu = −∇xp+
[ α
2
]
E +
[
β

]
u ∧B,
∂tθ + u · ∇xθ − κ∆xθ = 0,
[γ] ∂tE − rotB = −
[
β

]
u,
[γ] ∂tB + rotE = 0,
with the constraints from (2.18)
div u = 0, ρ+ θ = 0,
divE = 0, divB = 0.
(2) When γ = o(1) and α = O(2), letting  tend to zero in the system (2.23)
coupled with Maxwell’s equations (2.15) yields{
∂tu+ u · ∇xu− µ∆xu = −∇xp,
∂tθ + u · ∇xθ − κ∆xθ = 0,
with the constraints from (2.20)
div u = 0, ρ+ θ = 0,
E = 0, B = 0.
(3) When γ = o(1) and α2 is unbounded, letting  tend to zero in the system
(2.24) coupled with Maxwell’s equations (2.15) yields
∂t
(
u+
[
β

]
A
)
+ u · ∇xu− µ∆xu = −∇xp+
[α

]
ρE +
[
β

]
u ∧B,
∂t
(
3
2
θ − ρ
)
+
5
2
u · ∇xθ − 5
2
κ∆xθ =
[α

]
u · E,
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with the constraints from (2.22)
div u = 0, ∇x(ρ+ θ) =
[α

]
E,
rotB =
[
β

]
u, rotE = 0,
divE =
[α

]
ρ, divB = 0,
rotA = B, divA = 0.
The above system can be rewritten more explicitly by defining the ad-
justed electric field E˜ = −∂tA+ E. It then holds that
∂tu+ u · ∇xu− µ∆xu = −∇xp+
[
β

]
E˜ + ρ∇xθ +
[
β

]
u ∧B,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0,
∂tB + rot E˜ = 0,
with the constraints
div u = 0, ∆x(ρ+ θ) =
[α

]2
ρ,
rotB =
[
β

]
u, divB = 0,
div E˜ =
[α

]
ρ.
Notice, finally, that if further α = o(), then the above system is greatly
simplified and becomes
∂tu+ u · ∇xu− µ∆xu = −∇xp+
[
β

]
E˜ +
[
β

]
u ∧B,
∂tθ + u · ∇xθ − κ∆xθ = 0,
∂tB + rot E˜ = 0,
with the constraints
div u = 0, ρ+ θ = 0,
div E˜ = 0, divB = 0,
rotB =
[
β

]
u, E = 0.
2.3.4. Summary. At last, we see that the asymptotics of the Vlasov-Maxwell-
Boltzmann system (2.5) can be depicted in terms of the limits of the following
parameters :
• the strength of the electric induction α,
• the strength of the magnetic induction β = αγ ,• the ratio of the bulk velocity to the speed of light γ.
Figure 1 summarizes the different asymptotic regimes, on a logarithmic scale, of
the Vlasov-Maxwell-Boltzmann system (2.5).
Thus, up to multiplicative constants, we reach the following asymptotic systems
of equations :
(1) If α = o() and β = o(), we obtain the incompressible Navier-Stokes-
Fourier system :{
∂tu+ u · ∇xu− µ∆xu = −∇xp, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0.
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Figure 1. Asymptotic regimes of the one species Vlasov-Maxwell-
Boltzmann system (2.5).
This system satisfies the following formal energy conservation laws :
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
= 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
(2) If α = 2 and γ = 1, we obtain the incompressible Navier-Stokes-Fourier-
Maxwell system :
∂tu+ u · ∇xu− µ∆xu = −∇xp+ E + u ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −u, divE = 0,
∂tB + rotE = 0, divB = 0.
This system satisfies the following formal energy conservation laws :
1
2
d
dt
(
‖u‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
+ µ ‖∇xu‖2L2x = 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
(3) If α = o(), β =  and γ = o(1), we obtain the incompressible quasi-static
Navier-Stokes-Fourier-Maxwell system :
(2.28)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ E + u ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
rotB = u, divE = 0,
∂tB + rotE = 0, divB = 0.
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This system satisfies the following formal energy conservation laws :
1
2
d
dt
(
‖u‖2L2x + ‖B‖
2
L2x
)
+ µ ‖∇xu‖2L2x = 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
Here, the electric field is defined indirectly as a mere distribution, through
Faraday’s equation, by
E = −∂tA,
where B = rotA and divA = 0.
(4) If α =  and γ = , we obtain the incompressible quasi-static Navier-
Stokes-Fourier-Maxwell-Poisson system :
(2.29)
∂tu+ u · ∇xu− µ∆xu = −∇xp+ E + ρ∇xθ + u ∧B,
div u = 0,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0, ∆x(ρ+ θ) = ρ,
rotB = u, divE = ρ,
∂tB + rotE = 0, divB = 0.
This system satisfies the following formal energy conservation law (see
Proposition 3.1 for an explicit computation of the energy) :
1
2
d
dt
(
‖ρ‖2L2x + ‖u‖
2
L2x
+
3
2
‖θ‖2L2x +
∥∥P⊥E∥∥2
L2x
+ ‖B‖2L2x
)
+µ ‖∇xu‖2L2x +
5
2
κ ‖∇xθ‖2L2x = 0.
Here, the solenoidal component of the electric field is defined indirectly as
a mere distribution, through Faraday’s equation, by
PE = −∂tA,
where B = rotA and divA = 0, while its irrotational component is deter-
mined, through Gauss’ law, by
P⊥E = ∇x (ρ+ θ) .
Notice that the equations in this system are all coupled.
(5) If α =  and γ = o(), we obtain the incompressible Navier-Stokes-Fourier-
Poisson system :
(2.30)
∂tu+ u · ∇xu− µ∆xu = −∇xp+ ρ∇xθ, div u = 0,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0, ∆x(ρ+ θ) = ρ.
This system satisfies the following formal energy conservation law :
1
2
d
dt
(
‖ρ‖2L2x + ‖u‖
2
L2x
+
3
2
‖θ‖2L2x + ‖∇x (ρ+ θ)‖
2
L2x
)
+µ ‖∇xu‖2L2x +
5
2
κ ‖∇xθ‖2L2x = 0.
Physically, in this system, the fluid is subject to a self-induced static
electric field E determined by
rotE = 0, divE = ρ,
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hence
E = ∇x(ρ+ θ).
Notice that the equations in this system are all coupled.
2.3.5. The Vlasov-Poisson-Boltzmann system. The Vlasov-Poisson-Boltzmann
system describes the evolution of a gas of one species of charged particles (ions or
electrons) subject to an auto-induced electrostatic force. This system is obtained
formally from the Vlasov-Maxwell-Boltzmann system by letting the speed of light
tend to infinity while all other parameters remain fixed. Accordingly, setting γ = 0
in (2.5) yields the scaled Vlasov-Poisson-Boltzmann system :
(2.31)

∂tf + v · ∇xf + α∇xφ · ∇vf = 1

Q(f, f),
f = M (1 + g) ,
∆xφ =
α

∫
R3
gMdv.
Here, the plasma is subject to a self-induced electrostatic field E determined by
rotE = 0, divE =
α

∫
R3
gMdv,
hence
E = ∇xφ.
The above system is supplemented with some initial data satisfying
1
2
H
(
f in
)
+
1
2
∫
R3
|Ein |2dx <∞.
In particular, solutions of (2.31) satisfy the corresponding scaled entropy inequality,
where t > 0,
1
2
H (f) +
1
2
∫
R3
|E|2dx+ 1
4
∫ t
0
∫
R3
D(f)(s)dxds
≤ 1
2
H
(
f in
)
+
1
2
∫
R3
|Ein |2dx.
Thus, the formal asymptotic analysis of (2.31) is contained in our analysis of
the Vlasov-Maxwell-Boltzmann system (2.5). Specifically, setting γ = β = 0 in
the limiting systems obtained in Section 2.3.3, we see that the Vlasov-Poisson-
Boltzmann system (2.31) converges, when α = o(), towards the incompressible
Navier-Stokes-Fourier system in a Boussinesq regime, with E = 0 :{
∂tu+ u · ∇xu− µ∆xu = −∇xp, div u = 0
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0.
While, when
[
α

] 6= 0, we find the convergence towards the incompressible Navier-
Stokes-Fourier-Poisson system :
∂tu+ u · ∇xu− µ∆xu = −∇xp
+ ρ∇xθ, div u = 0,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0, ∆x(ρ+ θ) =
[α

]2
ρ,
where the electrostatic field is determined by
[
α

]
E = ∇x(ρ+ θ).
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In fact, the Vlasov-Poisson-Boltzmann system is inherently simpler than the
Vlasov-Maxwell-Boltzmann system, because it couples the Vlasov-Boltzmann equa-
tion with a simple elliptic equation, namely Poisson’s equation, while the Vlasov-
Maxwell-Boltzmann system couples the Vlasov-Boltzmann equation with an hyper-
bolic system, namely Maxwell’s system of equations. Thus, the rigorous mathemat-
ical analysis on the Vlasov-Maxwell-Boltzmann system, presented in the remainder
of this work, will also apply to the Vlasov-Poisson-Boltzmann system and, therefore,
analog results will hold.
2.4. Formal analysis of the two species asymptotics
We turn now to the formal asymptotic study of the incompressible viscous
regimes of the two species Vlasov-Maxwell-Boltzmann system (1.2). Recall that
we are only considering the case of equal masses and opposite charges. The anal-
ysis follows exactly the same steps as in the one species case (1.1). However, the
situation obviously becomes now more complex and general.
For a plasma of two species of particles, our starting point is the scaled system
(2.32)
∂tf
±
 + v · ∇xf± ± (αE + βv ∧B) · ∇vf± =
1

Q(f± , f
±
 ) +
δ2

Q(f± , f
∓
 ),
f± = M
(
1 + g±
)
,
γ∂tE − rotB = −β

∫
R3
(
g+ − g−
)
vMdv,
γ∂tB + rotE = 0,
divE =
α

∫
R3
(
g+ − g−
)
Mdv,
divB = 0,
supplemented with some initial data satisfying
1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
|Ein |2 + |Bin |2dx <∞,
where H
(
f±in
)
= H
(
f±in |M
)
. In particular, the corresponding scaled entropy
inequality, where t > 0,
(2.33)
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
2
∫
R3
|E|2 + |B|2dx
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds
≤ 1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
|Ein |2 + |Bin |2dx,
guarantees that the solution will remain – for all non-negative times – a fluctuation
of order  around the global equilibrium M :
f± = M(1 + g
±
 ).
Note that the kinetic equations in (2.32) can then be rewritten, in terms of the
fluctuation g, as
(2.34)
∂t
(
g+
g−
)
+ v · ∇x
(
g+
g−
)
+ (αE + βv ∧B) · ∇v
(
g+
−g−
)
− α

E · v
(
1 + g+
−1− g−
)
= −1

(Lg+ + δ2L (g+ , g− )
Lg− + δ2L (g− , g+ )
)
+
(Q(g+ , g+ ) + δ2Q (g+ , g− )
Q(g− , g− ) + δ2Q (g− , g+ )
)
,
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where we denote
(2.35)
L(g, h) = − 1
M
(Q(Mg,M) +Q(M,Mh)) and Q(g, h) = 1
M
Q(Mg,Mh).
It turns out that, in the limit → 0, we will have now three types of constraints :
• conditions on the velocity profiles coming from the fast relaxation to-
wards thermodynamic equilibrium (i.e. small Knudsen regime, see Section
2.4.1) ;
• linear macroscopic hydrodynamic constraints due to the weak compress-
ibility (i.e. small Mach regime, see Section 2.4.3) ;
• nonlinear macroscopic electrodynamic constraints coming from momen-
tum and energy exchange between species due to interspecies collisions
(see Section 2.4.5).
As in the case of one species of charged particles, we expect the first two types of
constraints to be weakly stable, and thus to be derived from simple uniform a priori
estimates. The procedure leading to the last couple of electrodynamic constraint
equations (including Ohm’s law) is a little bit more complex and will depend on the
strength of interspecies collisional interactions, that is to say, on the size of δ > 0
compared to  > 0. In fact, the nature of the whole asymptotic systems obtained in
the limit → 0 will be conditioned by the size of δ, and we will therefore distinguish
three different asymptotic regimes :
• Very weak interspecies collisional interactions, δ = O() ; in this regime,
the interspecies collision operators δ
2
 Q(f
±
 , f
∓
 ) in (2.32) are a regular
perturbation. Therefore, the corresponding limiting systems will be com-
posed of two hydrodynamic systems – one for each species – coupled
mainly through the mean field interactions of the electromagnetic forces.
The derivation of these regimes will be easily deduced from the asymptotic
analysis for one species from Section 2.3 and will therefore be treated first
in Section 2.4.2.
• Weak interspecies collisional interactions, δ = o(1) and δ unbounded ; in
this regime, the interspecies collision operators δ
2
 Q(f
±
 , f
∓
 ) in (2.32) are
a singular perturbation, whose order may vary from the other singular
perturbations present in the system (2.32). In particular, it is not the
most singular perturbation of (2.32).
• Strong interspecies collisional interactions, δ ∼ 1 ; in this regime, the
interspecies collision operators δ
2
 Q(f
±
 , f
∓
 ) in (2.32) are a singular per-
turbation of the most singular order present in the system (2.32).
2.4.1. Thermodynamic equilibrium. The entropy inequality (2.33) pro-
vides uniform bounds on E, B, g
+
 and g
−
 . Therefore, assuming some formal
compactness, up to extraction of subsequences, one has
E ⇀ E, B ⇀ B, g
±
 ⇀ g
±,
in a weak sense to be rigorously detailed in a subsequent chapter.
Then, multiplying (2.34) by , and taking formal limits as → 0 shows that
lim
→0
Lδ
(
g+
g−
)
= L[δ]
(
g+
g−
)
=
(
0
0
)
,
where
Lδ
(
g
h
)
=
(Lg + δ2L (g, h)
Lh+ δ2L (h, g)
)
=
(Lg + δ2 ∫R3×S2 (g + h∗ − g′ − h′∗) bM∗dv∗dσ
Lh+ δ2 ∫R3×S2 (h+ g∗ − h′ − g′∗) bM∗dv∗dσ
)
,
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and
L[δ]
(
g
h
)
=
(Lg + [δ]2 L (g, h)
Lh+ [δ]2 L (h, g)
)
=
(
Lg + [δ]2 ∫R3×S2 (g + h∗ − g′ − h′∗) bM∗dv∗dσ
Lh+ [δ]2 ∫R3×S2 (h+ g∗ − h′ − g′∗) bM∗dv∗dσ
)
.
It can be shown (see Proposition 5.7) that, when [δ] 6= 0, the kernel of the vectorial
linearized Boltzmann operators Lδ and L[δ] coincide exactly with the vector space
spanned by the set
(2.36)
{(
1
0
)
,
(
0
1
)
,
(
v1
v1
)
,
(
v2
v2
)
,
(
v3
v3
)
,
(|v|2
|v|2
)}
.
However, when [δ] = 0, the kernel of L[δ] is larger and is composed of all vectors(
ϕ1(v)
ϕ2(v)
)
such that ϕ1(v) and ϕ2(v) are collision invariants whose coefficients are
independent.
Thus, we conclude, if [δ] 6= 0, that g± is an infinitesimal Maxwellian of the
form
(2.37)
(
g+
g−
)
=
ρ+ + u · v + θ ( |v|22 − 32)
ρ− + u · v + θ
(
|v|2
2 − 32
) ,
while, if [δ] = 0,
(2.38)
(
g+
g−
)
=
ρ+ + u+ · v + θ+ ( |v|22 − 32)
ρ− + u− · v + θ−
(
|v|2
2 − 32
) ,
where ρ+, ρ− ∈ R, u, u+, u− ∈ R3 and θ, θ+, θ− ∈ R only depend on t and x, and
are respectively the fluctuations of density, bulk velocity and temperature.
In fact, whenever δ is unbounded, we show below that necessarily u
+ = u− and
θ+ = θ−, as well, because of higher order singular limiting constraints. Therefore,
the infinitesimal Maxwellian form (2.38) will be assumed by the limiting fluctuations
in the case δ = O() only, that is in the case of very weak interspecies collisions.
The fact that the fluctuations assume the infinitesimal Maxwellian form de-
scribes that the gas reaches thermodynamic (or statistical) equilibrium, in the fast
relaxation limit.
We define now the macroscopic fluctuations of density ρ± , bulk velocity u
±

and temperature θ± by
ρ± =
∫
R3
g± Mdv,
u± =
∫
R3
g± vMdv,
θ± =
∫
R3
g±
( |v|2
3
− 1
)
Mdv,
and the hydrodynamic projection Πg± of g
±
 by
Πg± = ρ
±
 + u
±
 · v + θ±
( |v|2
2
− 3
2
)
,
which is nothing but the orthogonal projection of g± onto the kernel of L in
L2 (Mdv).
Note that the previous step establishing the convergence of g± towards ther-
modynamic equilibrium yields, in fact, the uniform boundedness of 1Lδ
(
g+
g−
)
.
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Therefore, if [δ] 6= 0, we deduce, at least formally, that(
g+
g−
)
−
(
ρ+ −ρ−
2 + Π
g+ +g
−

2
ρ− −ρ+
2 + Π
g+ +g
−

2
)
= O(),
where
(
ρ+ −ρ−
2 + Π
g+ +g
−

2
ρ− −ρ+
2 + Π
g+ +g
−

2
)
clearly defines the orthogonal projection of
(
g+
g−
)
onto
the kernel of Lδ, which is spanned by (2.36). This bound implies, in particular,
that
(g+ − ρ+ )− (g− − ρ− ) = O() and g± −Πg± = O().
However, if [δ] = 0, we can only formally deduce, for the moment, that
g± −Πg± = O().
Just as in the one species case (see Section 2.3.1), the convergence of g+ and
g− with a rate O() towards their hydrodynamic projections Πg
+
 and Πg
−
 can also
be inferred, at least formally, from the uniform control of the entropies dissipations
1
4D (f
+
 ) and
1
4D (f
−
 ) in (2.33). We are now going to show how the exact same for-
mal reasoning applied to the control of the mixed entropy dissipation δ
2
4D (f
+
 , f
−
 )
in (2.33) yields formally that
(2.39) (g+ − ρ+ )− (g− − ρ− ) = O
( 
δ
)
,
which is not so readily deduced by direct inspection of (2.34). Note that this control
is relevant in the cases of weak or strong interspecies interactions only, that is when
δ
 is unbounded.
Thus, as in Section 2.3.1, formally approximating z log(1 + z) by z2, which is
valid in a neighborhood of z = 0, in the definition (1.16) of the mixed entropy
dissipation, we deduce a control of
δ2
24
∫
R3×R3×S2
(
f+
′
f−∗
′ − f+ f−∗
f+ f
−
∗
)2
f+ f
−
∗bdvdv∗dσ.
Then, since
f+
′
f−∗
′ − f+ f−∗
= 
((
Πg+
)′
+
(
Πg−
)′
∗ −
(
Πg+
)− (Πg− )∗)
+ 2
((
g+ −Πg+

)′
+
(
g− −Πg−

)′
∗
−
(
g+ −Πg+

)
−
(
g− −Πg−

)
∗
)
+ 2
(
g+
′
g−∗
′ − g+ g−∗
)
,
we infer that δ
(
(Πg+ )
′
+ (Πg− )
′
∗ − (Πg+ )− (Πg− )∗
)
is uniformly bounded. Fi-
nally, a direct computation of the integral
δ2
2
∫
R3×R3×S2
((
Πg+
)′
+
(
Πg−
)′
∗ −
(
Πg+
)− (Πg− )∗)2 bdvdv∗dσ,
shows that
u+ − u− = O
( 
δ
)
and θ+ − θ− = O
( 
δ
)
,
which incidentally establishes (2.39). Of course, the rigorous demonstration of such
bounds, later on in Section 5.3.2, will necessitate the control of the large values of
the fluctuations in order to justify the formal approximation of z log(1 + z) by z2.
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On the whole, we have shown that, for all cases of strong, weak and very weak
interspecies interactions, it holds
(2.40) g± −Πg± = O() and (g+ − ρ+ )− (g− − ρ− ) = O
( 
δ
)
.
Note that this implies that(
g+
g−
)
−
(
ρ+ −ρ−
2 + Π
g+ +g
−

2
ρ− −ρ+
2 + Π
g+ +g
−

2
)
=
(
g+
g−
)
−
(
Πg+
Πg−
)
+
(
Π
(g+ −ρ+ )−(g− −ρ− )
2
−Π (g+ −ρ+ )−(g− −ρ− )2
)
= O
( 
δ
)
.
We will therefore henceforth denote, when considering weak or strong interspecies
collisions, (
h+
h−
)
=
δ

[(
g+
g−
)
−
(
ρ+ −ρ−
2 + Π
g+ +g
−

2
ρ− −ρ+
2 + Π
g+ +g
−

2
)]
.
In particular, further note that, for weak interspecies collisions, that is whenever
δ = o(1) and δ is unbounded,
(2.41) lim
→0
(
h+
h−
)
−
(
Πh+
Πh−
)
= lim
→0
(
h+
h−
)
− δ

(
Π
(g+ −ρ+ )−(g− −ρ− )
2
−Π (g+ −ρ+ )−(g− −ρ− )2
)
= 0,
so that the weak limits h± ⇀ h
± are necessarily infinitesimal Maxwellians. But
this does not seem to hold for strong interspecies interactions, that is δ ∼ 1.
In light of the above formal controls, we define new macroscopic hydrodynamic
variables
ρ =
ρ+ + ρ
−

2
, u =
u+ + u
−

2
, θ =
θ+ + θ
−

2
,
and electrodynamic variables (irrelevant for very weak interspecies collisions be-
cause δ is bounded in this case)
n = ρ
+
 − ρ− , j =
δ

(
u+ − u−
)
, w =
δ

(
θ+ − θ−
)
,
namely the electric charge n, the electric current j and the internal electric energy
w. We will also consider their formal weak limits
ρ ⇀ ρ, u ⇀ u, θ ⇀ θ, n ⇀ n, j ⇀ j, w ⇀ w.
Notice that
Πh± = ±
1
2
(
j · v + w
( |v|2
2
− 3
2
))
,
hence, for weak interspecies collisions,
lim
→0
h± = h
± = ±1
2
(
j · v + w
( |v|2
2
− 3
2
))
,
whereas, for strong interspecies collisions, we only have that
(2.42) lim
→0
Πh± = Πh
± = ±1
2
(
j · v + w
( |v|2
2
− 3
2
))
.
The asymptotic dynamics of (ρ+ , u
+
 , θ
+
 , ρ
−
 , u
−
 , θ
−
 ), or equivalently (ρ, u, θ, q, j, w),
is then governed by fluid equations, to be obtained from the moments equations
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associated with (2.34). Thus, successively multiplying (2.34) by the collision invari-
ants 1, v and |v|
2
2 , and integrating in Mdv, yields
(2.43)
∂tρ
±
 +
1

div u± = 0,
∂tu
±
 +
1

∇x
(
ρ± + θ
±

)∓ α
2
E +
δ2
2
∫
R3
L (g± , g∓ ) vMdv =
±
(
α

ρ± E +
β

u± ∧B
)
− 1

div
∫
R3
g± φMdv +
δ2

∫
R3
Q (g± , g∓ ) vMdv,
3
2
∂t
(
ρ± + θ
±

)
+
5
2
div u± +
δ2
2
∫
R3
L (g± , g∓ ) |v|22 Mdv = ±α u± · E
− 1

div
∫
R3
g± ψMdv +
δ2

∫
R3
Q (g± , g∓ ) |v|22 Mdv,
where φ(v) and ψ(v) have already been defined in (2.12). The above system will be
used in the case of very weak interspecies interactions only. For weak and strong
interspecies interactions, the evolution equations can then be recast, in terms of
the new hydrodynamic and electrodynamic variables, as
(2.44)

∂tρ +
1

div u = 0,
∂tu +
1

∇x (ρ + θ) =
(
α
2
nE +
β
2δ
j ∧B
)
− 1

div
∫
R3
g+ + g
−

2
φMdv,
3
2
∂tθ +
1

div u =
α
2δ
j · E − 1

div
∫
R3
g+ + g
−

2
ψMdv.
Recall that we are assuming α = O() and β = O() for very weak interspecies
collisions, i.e. when δ = O(), and α = O() and β = O(δ) for weak and strong
interspecies collisions, i.e. when δ is unbounded. Hence, the nonlinear terms in the
right-hand side of (2.43), for very weak interspecies collisions, and (2.44), for weak
and strong interspecies collisions, containing the electromagnetic fields are expected
to be bounded. Furthermore, just as in the case of one species, the polynomials φ(v)
and ψ(v) are orthogonal to the collision invariants in the L2(Mdv) inner-product.
That is to say
∫
R3 ϕφMdv = 0 and
∫
R3 ϕψMdv = 0, for all collision invariants ϕ(v).
Since, according to (2.40), the fluctuations g+ and g
−
 converge towards infinitesimal
Maxwellians with a rate O(), it is therefore natural to expect, at least formally,
that the terms
1

∫
R3
g± φMdv =
1

∫
R3
(
g± −Πg±
)
φMdv,
1

∫
R3
g± ψMdv =
1

∫
R3
(
g± −Πg±
)
ψMdv,
in (2.43) and (2.44) are bounded and have a limit.
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Thus, following the strategy for one species in Section 2.3.1, we rewrite (2.43)
as
(2.45)
∂tρ
±
 +
1

div u± = 0,
∂tu
±
 +
1

∇x
(
ρ± + θ
±

)∓ α
2
E +
δ2
2
∫
R3
L (g± , g∓ ) vMdv =
±
(
α

ρ± E +
β

u± ∧B
)
− 1

div
∫
R3
Lg± φ˜Mdv +
δ2

∫
R3
Q (g± , g∓ ) vMdv,
3
2
∂tθ
±
 +
1

div u± +
δ2
2
∫
R3
L (g± , g∓ ) |v|22 Mdv = ±α u± · E
− 1

div
∫
R3
Lg± ψ˜Mdv +
δ2

∫
R3
Q (g± , g∓ ) |v|22 Mdv,
and (2.44) as
(2.46)

∂tρ +
1

div u = 0,
∂tu +
1

∇x (ρ + θ) =
(
α
2
nE +
β
2δ
j ∧B
)
− 1
2
div
∫
R3
L (g+ + g− ) φ˜Mdv,
3
2
∂tθ +
1

div u =
α
2δ
j · E − 1
2
div
∫
R3
L (g+ + g− ) ψ˜Mdv,
where φ˜ and ψ˜ are the pseudo-inverses of φ and ψ, respectively, defined in (2.13), and
where the terms 1Lg± will be expressed employing the Vlasov-Boltzmann equations
(2.34). Each of the above macroscopic systems (2.45) and (2.46) is coupled with
Maxwell’s equations on E and B :
(2.47)

γ∂tE − rotB = −β

(
u+ − u−
)
= −β
δ
j,
γ∂tB + rotE = 0,
divE =
α

(
ρ+ − ρ−
)
=
α

n,
divB = 0.
A careful formal analysis of the whole coupled macroscopic systems (2.45)-
(2.47), for very weak interspecies collisions, and (2.46)-(2.47), for weak and strong
interspecies collisions, will yield the asymptotic dynamics of (ρ±, u±, θ±, E,B) and
(ρ, u, θ, E,B), respectively. However, note that, in the case of weak or strong in-
terspecies collisions only, the above coupled system (2.46)-(2.47) remains under-
determined, as the evolution for n, j and w is missing. It turns out that the
electrodynamic variables will be determined by nonlinear constraint equations. In
particular, j will be asymptotically determined by the so-called Ohm’s law, which
we derive below in Section 2.4.5.
2.4.2. The case of very weak interspecies collisions. The reader should,
at this point, take some time to compare the two species system (2.45)-(2.47) with
the one species system (2.14)-(2.15). When δ = O(), the coupling between cations
and anions in the two species system (2.45)-(2.47) is caused only by the mean field
interaction of the electromagnetic field (E,B) and by the low order interspecies
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collision terms
δ2
2
∫
R3
L (g± , g∓ )
(
v
|v|2
2
)
Mdv and
δ2

∫
R3
Q (g± , g∓ )
(
v
|v|2
2
)
Mdv.
As we are about to discuss, the system (2.45)-(2.47) essentially behaves, in the limit
→ 0, as two coupled one species systems of the kind (2.14)-(2.15).
Indeed, when compared with (2.14), the only additional terms that one finds
in (2.45) are :
• The linear interspecies collision terms δ22
∫
R3 L (g± , g∓ )
(
v
|v|2
2
)
Mdv, which
converge, as → 0, towards[
δ

]2 ∫
R3
L (g±, g∓)( v|v|2
2
)
Mdv = ±
[
δ

]2(
σ−1 (u+ − u−)
5
2λ
−1 (θ+ − θ−)
)
,
where the electrical conductivity σ > 0 and the energy conductivity λ > 0
are constants defined by
1
σ
=
1
2
∫
R3
v · L (v,−v)Mdv
=
1
2
∫
R3×R3×S2
|v − v′|2 b(v − v∗, σ)MM∗dvdv∗dσ
=
1
2
∫
R3×R3
|v − v∗|2m(v − v∗)MM∗dvdv∗,
and
1
λ
=
1
20
∫
R3
|v|2L (|v|2,−|v|2)Mdv
=
1
20
∫
R3×R3×S2
(|v|2 − |v′|2)2 b(v − v∗, σ)MM∗dvdv∗dσ
=
1
20
∫
R3×R3
(|v|2 − |v∗|2)2m(v − v∗)MM∗dvdv∗,
where the cross-section for momentum and energy transfer m(v − v∗) is
defined in Proposition A.1.
• The nonlinear interspecies collisions terms δ2
∫
R3 Q (g± , g∓ )
(
v
|v|2
2
)
Mdv,
which are at least of formal order O() and thus, vanish in the limit → 0.
Thus, the remainder of the formal asymptotic analysis of the two species system
(2.45)-(2.47) follows exactly the same steps as the analysis of the one species system
(2.14)-(2.15) performed in Sections 2.3.2 and 2.3.3, which we somewhat detail now.
Note first that the system (2.45)-(2.47) can be rewritten as a singular pertur-
bation
∂t

ρ+
u+√
3
2θ
+

ρ−
u−√
3
2θ
−

E
B

+W

ρ+
u+√
3
2θ
+

ρ−
u−√
3
2θ
−

E
B

= O(1),
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which describes the propagation of waves in the system, where the wave operator
is given by
W =

0 1 div 0 0 0 0 0 0
1
∇x 0 1
√
2
3∇x 0 0 0 − α2 Id 0
0 1
√
2
3 div 0 0 0 0 0 0
0 0 0 0 1 div 0 0 0
0 0 0 1∇x 0 1
√
2
3∇x α2 Id 0
0 0 0 0 1
√
2
3 div 0 0 0
0 α2 Id 0 0 − α2 Id 0 0 − 1γ rot
0 0 0 0 0 0 1γ rot 0

.
We derive then the macroscopic constraint equations on (ρ±, u±, θ±, E,B) repro-
ducing the reasoning from Section 2.3.2.
(1) When γ ∼ 1 (so that α = O(2)), averaging over fast time oscillations as
→ 0, we get the macroscopic constraints
div u± = 0, ρ± + θ± = 0,
respectively referred to as incompressibility and Boussinesq relations. These
are supplemented by the asymptotic constraints coming from Gauss’ laws
in (2.47)
divE = 0, divB = 0.
(2) When γ = o(1) and α = O(2), averaging over fast time oscillations as
→ 0, we get the macroscopic constraints
div u± = 0, ρ± + θ± = 0,
rotB = 0, rotE = 0.
These are supplemented by the asymptotic constraints coming from Gauss’
laws in (2.47)
divE = 0, divB = 0.
Hence,
E = 0, B = 0.
(3) When γ = o(1) and α2 is unbounded, averaging over fast time oscillations
as → 0, we get the macroscopic constraints
div u± = 0, ∇x
(
ρ± + θ±
)
= ±
[α

]
E,
rotB =
[
β

] (
u+ − u−) , rotE = 0.
As usual, when α = o(), the weak Boussinesq relation ∇x (ρ± + θ±) = 0
can be improved to the strong Boussinesq relation ρ±+ θ± = 0, assuming
ρ± and θ± enjoy enough integrability. These are supplemented by the
asymptotic constraints coming from Gauss’ laws in (2.47)
divE =
[α

] (
ρ+ − ρ−) , divB = 0.
Next, following the reasoning from Section 2.3.3, we derive the asymptotic
evolution equations associated with the two species system (2.45)-(2.47). To this
end, notice that (2.34) implies, in particular, that
1

Lg± = Q(g± , g± )− v · ∇xg± ±
α

E · v +O(),
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which is analog to (2.25) in the one species case. Hence, we obtain the advection
and diffusion terms, as in Section 2.3.3,
lim
→0
1

P div
∫
R3
Lg± φ˜Mdv = P
(
u± · ∇xu±
)− µ∆xu±,
lim
→0
1

div
∫
R3
Lg± ψ˜Mdv =
5
2
u± · ∇xθ± − 5
2
κ∆xθ
±,
where
µ =
1
10
∫
R3
φ : φ˜Mdv and κ =
2
15
∫
R3
ψ · ψ˜Mdv.
We are now in a position to obtain the limiting evolution of the system (2.45)-
(2.47).
(1) When γ ∼ 1, letting  tend to zero in the system (2.45)-(2.47) yields
∂tu
± + u± · ∇xu± − µ∆xu±
±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp± ± [ α
2
]
E ±
[
β

]
u± ∧B,
∂tθ
± + u± · ∇xθ± − κ∆xθ±
±
[
δ

]2
1
λ
(
θ+ − θ−) = 0,
[γ] ∂tE − rotB = −
[
β

] (
u+ − u−) ,
[γ] ∂tB + rotE = 0,
with the constraints
div u± = 0, ρ± + θ± = 0,
divE = 0, divB = 0.
(2) When γ = o(1) and α = O(2), letting  tend to zero in the system
(2.45)-(2.47) yields
∂tu
± + u± · ∇xu± − µ∆xu± ±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp±,
∂tθ
± + u± · ∇xθ± − κ∆xθ± ±
[
δ

]2
1
λ
(
θ+ − θ−) = 0,
with the constraints
div u± = 0, ρ± + θ± = 0,
E = 0, B = 0.
(3) When γ = o(1) and α2 is unbounded, letting  tend to zero in the system
(2.45)-(2.47) yields
∂t
(
u± ±
[
β

]
A
)
+ u± · ∇xu± − µ∆xu±
±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp± ± [α

]
ρ±E ±
[
β

]
u± ∧B,
∂t
(
3
2
θ± − ρ±
)
+
5
2
u± · ∇xθ± − 5
2
κ∆xθ
±
±5
2
[
δ

]2
1
λ
(
θ+ − θ−) = ± [α

]
u± · E,
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with the constraints
div u± = 0, ∇x
(
ρ± + θ±
)
= ±
[α

]
E,
rotB =
[
β

] (
u+ − u−) , rotE = 0,
divE =
[α

] (
ρ+ − ρ−) , divB = 0,
rotA = B, divA = 0.
The above system can be rewritten more explicitly by defining the ad-
justed electric field E˜ = −∂tA+ E. It then holds that
∂tu
± + u± · ∇xu± − µ∆xu± ±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp± ± [β

]
E˜
+ ρ±∇xθ± ±
[
β

]
u± ∧B,
∂t
(
3
2
θ± − ρ±
)
+ u± · ∇x
(
3
2
θ± − ρ±
)
− 5
2
κ∆xθ
±
±5
2
[
δ

]2
1
λ
(
θ+ − θ−) = 0,
∂tB + rot E˜ = 0,
with the constraints
div u± = 0, ∆x
(
ρ± + θ±
)
= ±
[α

]2 (
ρ+ − ρ−) ,
rotB =
[
β

] (
u+ − u−) , divB = 0,
div E˜ =
[α

] (
ρ+ − ρ−) .
Notice, finally, that if further α = o(), then the above system is
greatly simplified and becomes
∂tu
± + u± · ∇xu± − µ∆xu±
±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp± ± [β

]
E˜ ±
[
β

]
u± ∧B,
∂tθ
± + u± · ∇xθ± − κ∆xθ±
±
[
δ

]2
1
λ
(
θ+ − θ−) = 0,
∂tB + rot E˜ = 0,
with the constraints
div u± = 0, ρ± + θ± = 0,
div E˜ = 0, divB = 0,
rotB =
[
β

] (
u+ − u−) , E = 0.
On the whole, we conclude that, in the case of very weak interspecies colli-
sions δ = O(), the parameters α, β and γ determine the asymptotics of the two
species Vlasov-Maxwell-Boltzmann system (2.32) exactly as they do determine the
asymptotics of the one species Vlasov-Maxwell-Boltzmann system treated in Sec-
tion 2.3. More precisely, the limiting two fluid macroscopic systems we obtain here
can always be interpreted as two systems for one species – one for cations and one
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for anions – coupled through their mean field interaction with the electromagnetic
field (E,B) and, whenever δ ∼ , by an interspecies exchange of momentum and
energy expressed by the linear terms 1σ (u
+ − u−) and 1λ (θ+ − θ−). Therefore, the
different asymptotic regimes for two species are also described by Figure 1 on page
26.
Thus, when δ ∼ , up to multiplicative constants, we reach the following as-
ymptotic systems of equations :
(1) If α = o() and β = o(), we obtain the two fluid incompressible Navier-
Stokes-Fourier system :
∂tu
± + u± · ∇xu± − µ∆xu± ± 1
σ
(
u+ − u−) = −∇xp±, div u± = 0,
∂tθ
± + u± · ∇xθ± − κ∆xθ± ± 1
λ
(
θ+ − θ−) = 0, ρ± + θ± = 0.
This system satisfies the following formal energy conservation laws :
1
2
d
dt
(∥∥u+∥∥2
L2x
+
∥∥u−∥∥2
L2x
)
+ µ
(∥∥∇xu+∥∥2L2x + ∥∥∇xu−∥∥2L2x)+ 1σ ∥∥u+ − u−∥∥2L2x = 0,
1
2
d
dt
(∥∥θ+∥∥2
L2x
+
∥∥θ−∥∥2
L2x
)
+ κ
(∥∥∇xθ+∥∥2L2x + ∥∥∇xθ−∥∥2L2x)+ 1λ ∥∥θ+ − θ−∥∥2L2x = 0.
(2) If α = 2 and γ = 1, we obtain the two fluid incompressible Navier-Stokes-
Fourier-Maxwell system :
(2.48)
∂tu
± + u± · ∇xu± − µ∆xu±
± 1
σ
(
u+ − u−) = −∇xp± ± E ± u± ∧B, div u± = 0,
∂tθ
± + u± · ∇xθ± − κ∆xθ±
± 1
λ
(
θ+ − θ−) = 0, ρ± + θ± = 0,
∂tE − rotB = −
(
u+ − u−) , divE = 0,
∂tB + rotE = 0, divB = 0.
This system satisfies the following formal energy conservation laws :
1
2
d
dt
(∥∥u+∥∥2
L2x
+
∥∥u−∥∥2
L2x
+ ‖E‖2L2x + ‖B‖
2
L2x
)
+µ
(∥∥∇xu+∥∥2L2x + ∥∥∇xu−∥∥2L2x)+ 1σ ∥∥u+ − u−∥∥2L2x = 0,
1
2
d
dt
(∥∥θ+∥∥2
L2x
+
∥∥θ−∥∥2
L2x
)
+ κ
(∥∥∇xθ+∥∥2L2x + ∥∥∇xθ−∥∥2L2x)+ 1λ ∥∥θ+ − θ−∥∥2L2x = 0.
(3) If α = o(), β =  and γ = o(1), we obtain the two-fluid incompressible
quasi-static Navier-Stokes-Fourier-Maxwell system :
(2.49)
∂tu
± + u± · ∇xu± − µ∆xu±
± 1
σ
(
u+ − u−) = −∇xp± ± E ± u± ∧B, div u± = 0,
∂tθ
± + u± · ∇xθ± − κ∆xθ±
± 1
λ
(
θ+ − θ−) = 0, ρ± + θ± = 0,
rotB = u+ − u−, divE = 0,
∂tB + rotE = 0, divB = 0.
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This system satisfies the following formal energy conservation laws :
1
2
d
dt
(∥∥u+∥∥2
L2x
+
∥∥u−∥∥2
L2x
+ ‖B‖2L2x
)
+µ
(∥∥∇xu+∥∥2L2x + ∥∥∇xu−∥∥2L2x)+ 1σ ∥∥u+ − u−∥∥2L2x = 0,
1
2
d
dt
(∥∥θ+∥∥2
L2x
+
∥∥θ−∥∥2
L2x
)
+ κ
(∥∥∇xθ+∥∥2L2x + ∥∥∇xθ−∥∥2L2x)+ 1λ ∥∥θ+ − θ−∥∥2L2x = 0.
Here, the electric field is defined indirectly as a mere distribution, through
Faraday’s equation, by
E = −∂tA,
where B = rotA and divA = 0.
(4) If α =  and γ = , we obtain the two fluid incompressible quasi-static
Navier-Stokes-Fourier-Maxwell-Poisson system :
(2.50)
∂tu
± + u± · ∇xu± − µ∆xu±
± 1
σ
(
u+ − u−) = −∇xp± ± E + ρ±∇xθ± ± u± ∧B,
div u± = 0,
∂t
(
3
2
θ± − ρ±
)
+ u± · ∇x
(
3
2
θ± − ρ±
)
− 5
2
κ∆xθ
±
± 5
2λ
(
θ+ − θ−) = 0,
∆x
(
ρ± + θ±
)
= ± (ρ+ − ρ−) ,
rotB = u+ − u−,
∂tB + rotE = 0,
divE = ρ+ − ρ−,
divB = 0.
This system satisfies the following formal energy conservation law :
1
2
d
dt
(∥∥ρ+∥∥2
L2x
+
∥∥ρ−∥∥2
L2x
+
∥∥u+∥∥2
L2x
+
∥∥u−∥∥2
L2x
+
3
2
∥∥θ+∥∥2
L2x
+
3
2
∥∥θ−∥∥2
L2x
+
∥∥P⊥E∥∥2
L2x
+ ‖B‖2L2x
)
+ µ
(∥∥∇xu+∥∥2L2x + ∥∥∇xu−∥∥2L2x)+ 52κ(∥∥∇xθ+∥∥2L2x + ∥∥∇xθ−∥∥2L2x)
+
1
σ
∥∥u+ − u−∥∥2
L2x
+
5
2λ
∥∥θ+ − θ−∥∥2
L2x
= 0.
Here, the solenoidal component of the electric field is defined indirectly as
a mere distribution, through Faraday’s equation, by
PE = −∂tA,
where B = rotA and divA = 0, while its irrotational component is deter-
mined, through Gauss’ law, by
P⊥E = ±∇x
(
ρ± + θ±
)
.
Notice that the equations in this system are all coupled.
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(5) If α =  and γ = o(), we obtain the two fluid incompressible Navier-
Stokes-Fourier-Poisson system :
(2.51)

∂tu
± + u± · ∇xu± − µ∆xu± ± 1
σ
(
u+ − u−) = −∇xp± + ρ±∇xθ±,
div u± = 0,
∂t
(
3
2
θ± − ρ±
)
+ u± · ∇x
(
3
2
θ± − ρ±
)
− 5
2
κ∆xθ
±
± 5
2λ
(
θ+ − θ−) = 0,
∆x
(
ρ± + θ±
)
= ± (ρ+ − ρ−) .
This system satisfies the following formal energy conservation law :
1
2
d
dt
(∥∥ρ+∥∥2
L2x
+
∥∥ρ−∥∥2
L2x
+
∥∥u+∥∥2
L2x
+
∥∥u−∥∥2
L2x
+
3
2
∥∥θ+∥∥2
L2x
+
3
2
∥∥θ−∥∥2
L2x
+
∥∥∇x (ρ± + θ±)∥∥2L2x
)
+ µ
(∥∥∇xu+∥∥2L2x + ∥∥∇xu−∥∥2L2x)+ 52κ(∥∥∇xθ+∥∥2L2x + ∥∥∇xθ−∥∥2L2x)
+
1
σ
∥∥u+ − u−∥∥2
L2x
+
5
2λ
∥∥θ+ − θ−∥∥2
L2x
= 0.
Physically, in this system, the fluid is subject to a self-induced static
electric field E determined by
rotE = 0, divE = ρ+ − ρ−,
hence
E = ±∇x
(
ρ± + θ±
)
.
Notice that the equations in this system are all coupled.
When δ = o(), one obtains the corresponding asymptotic systems by simply dis-
carding the linear terms ± 1σ (u+ − u−) and ± 1λ (θ+ − θ−) in the preceding systems.
The above interpretation of two fluid systems as a coupling of one fluid systems
will no longer hold for the more singular case of weak and strong interactions, i.e.
when δ is unbounded, which we treat next.
2.4.3. Macroscopic hydrodynamic constraints. Let us focus now on the
analysis of the weak and strong interspecies collisional interactions. Contrary to
the one species case, in the two species case, when δ is unbounded, the acoustic
waves are always decoupled from the electromagnetic waves, which we treat below
in Section 2.4.5. We deal now with the acoustic waves.
At leading order, the system (2.46) describes the propagation of acoustic (ρ, u,
√
3
2θ)
waves :
(2.52) ∂t
 ρu√
3
2θ
+W
 ρu√
3
2θ
 = O(1),
where the wave operator W, containing the singular terms from (2.46), is defined
by
(2.53) W =

0 1 div 0
1
∇x 0 1
√
2
3∇x
0 1
√
2
3 div 0
 .
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The wave operator W is antisymmetric (with respect to the L
2(dx) inner-
product) and, therefore, can only have purely imaginary eigenvalues. The semi-
group generated by this operator may thus produce fast time oscillations. Con-
sequently, averaging over fast time oscillations as  → 0, we get the macroscopic
constraints
(2.54) div u = 0, ρ+ θ = 0,
respectively referred to as incompressibility and Boussinesq relations. The exact
nature of time oscillations produced by the system (2.52), in the limit  → 0, will
be rigorously discussed, with greater detail, later on in Chapter 10.
2.4.4. Hydrodynamic evolution equations. The previous step shows that,
since W is singular, the asymptotic dynamics of
(
ρ, u,
√
3
2θ
)
becomes con-
strained to the kernel KerW as  → 0. Moreover, since W is antisymmetric,
its range is necessarily orthogonal to its kernel. Therefore, in order to get the as-
ymptotic evolution equations for
(
ρ, u,
√
3
2θ
)
, it is natural to project the system
(2.52) onto KerW, which will rid us of all the singular terms in (2.52) and allow
us to pass to the limit. In other words, we will obtain the limiting dynamics of the
system (2.52) by testing it against functions in KerW.
The kernel ofW, defined in (2.53), is obviously determined by all
(
ρ0 , u
0
 ,
√
3
2θ
0

)
which satisfy
div u0 = 0 and ρ
0
 + θ
0
 = 0.
It is then readily seen that its orthogonal complement KerW⊥ is determined by all(
ρ˜, u˜,
√
3
2 θ˜
)
such that
Pu˜ = 0 and
3
2
θ˜ − ρ˜ = 0.
Hence, projecting the system (2.46) onto KerW⊥ yields
(2.55)
∂tPu +
1

P div
∫
R3
L
(
g+ + g
−

2
)
φ˜Mdv = P
(
α
2
nE +
β
2δ
j ∧B
)
,
∂t
(
3
2
θ − ρ
)
+
1

div
∫
R3
L
(
g+ + g
−

2
)
ψ˜Mdv =
α
2δ
j · E.
There only remains to evaluate the flux terms 1
∫
R3 L
(
g+ +g
−

2
)
φ˜Mdv and
1

∫
R3 L
(
g+ +g
−

2
)
ψ˜Mdv in (2.55). Just as for one species in Section 2.3.3, following
[9, 10], this is done by employing (2.34) to evaluate that
1 + δ2

L (g+ + g− ) = [Q(g+ , g+ ) +Q(g− , g− )]+ δ2 [Q (g+ , g− )+Q (g− , g+ )]
− v · ∇x
(
g+ + g
−

)
+O(),
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which yields formally in the limit, by virtue of the infinitesimal Maxwellian form
(2.37),
lim
→0
1

L
(
g+ + g
−

2
)
=
1
2(1 + [δ]2)
[Q(g+, g+) +Q(g−, g−)]
+
[δ]2
2(1 + [δ]2)
[Q (g+, g−)+Q (g−, g+)]
− 1
1 + [δ]2
v · ∇x
(
g+ + g−
2
)
=
1
4
[
L
(
g+
2
)
+ L
(
g−2
)]
− 1
1 + [δ]2
v · ∇x
(
g+ + g−
2
)
=
1
2
utL(φ)u+ θu · L(ψ) + 1
2
θ2L
( |v|4
4
)
− 1
1 + [δ]2
div
(
(ρ+ θ)v +
|v|2
3
u+ φu+ θψ
)
=
1
2
utL(φ)u+ θu · L(ψ) + 1
2
θ2L
( |v|4
4
)
− 1
1 + [δ]2
div (φu+ θψ) ,
where we have used, in the last line, that div u = 0 and ∇x(ρ+ θ) = 0.
Next, we use that φ˜ and ψ˜ have similar symmetry properties as φ and ψ,
thanks to the rotational invariance of L. More precisely, following [28], it can be
shown (see also [13, Section 2.2.3]) that there exist two scalar valued functions
α, β : [0,∞)→ R such that
φ˜(v) = α (|v|)φ(v) and ψ˜(v) = β (|v|)ψ(v),
which implies (see [9, Lemma 4.4]) that∫
R3
φij φ˜klMdv = (1 + [δ]
2)µ
(
δikδjl + δilδjk − 2
3
δijδkl
)
,∫
R3
ψiψ˜jMdv = (1 + [δ]
2)
5
2
κδij ,
where
(2.56) µ =
1
10(1 + [δ]2)
∫
R3
φ : φ˜Mdv and κ =
2
15(1 + [δ]2)
∫
R3
ψ · ψ˜Mdv.
Hence, we conclude through tedious but straightforward calculations that
lim
→0
1

∫
R3
L
(
g+ + g
−

2
)
φ˜Mdv =
∫
R3
1
2
(
utφu
)
φMdv
− 1
1 + [δ]2
∫
R3
div (φu) φ˜Mdv
= u⊗ u− |u|
2
3
Id−µ (∇xu+∇txu) ,
lim
→0
1

∫
R3
L
(
g+ + g
−

2
)
ψ˜Mdv =
∫
R3
θu · ψψMdv
− 1
1 + [δ]2
∫
R3
div (θψ) ψ˜Mdv
=
5
2
θu− 5
2
κ∇xθ.
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We finally identify the advection and diffusion terms
lim
→0
1

P div
∫
R3
L
(
g+ + g
−

2
)
φ˜Mdv = P (u · ∇xu)− µ∆xu,
lim
→0
1

div
∫
R3
L
(
g+ + g
−

2
)
ψ˜Mdv =
5
2
u · ∇xθ − 5
2
κ∆xθ.
On the whole, provided nonlinear terms remain stable in the limiting process,
we obtain the following asymptotic system :
(2.57)
 ∂tu+ u · ∇xu− µ∆xu = −∇xp+
1
2
[α

]
nE +
1
2
[
β
δ
]
j ∧B,
∂tθ + u · ∇xθ − κ∆xθ = 0,
with the constraints from (2.54)
(2.58) div u = 0, ρ+ θ = 0.
Unfortunately, as will be discussed later on in Section 3.2, the rigorous weak sta-
bility of the nonlinear terms nE ⇀ nE and j ∧ B ⇀ j ∧ B remains unclear, in
general. This will be, in fact, one of the main reasons for the breakdown of the
weak compactness method in the most singular cases of hydrodynamic limits of the
two species Vlasov-Maxwell-Boltzmann system (2.32), which will lead us to develop
new relative entropy methods and consider dissipative solutions (see Section 3.2.3
and Chapter 12).
There only remains now to formally establish the asymptotic system for the
electrodynamic variables (n, j, w) and the electromagnetic field (E,B), which we
do next.
2.4.5. Macroscopic electrodynamic constraints and evolution. The con-
straint equations for the electrodynamic variables will be obtained from the analysis
of the difference of both components of (2.34) :
(2.59)

δ
∂t
(
g+ − g−
)
+
1
δ
v · ∇x
(
g+ − g−
)
+
(
α
δ
E +
β
δ
v ∧B
)
· ∇v
(
g+ + g
−

)− α
δ
E · v
(
2 + 
(
g+ + g
−

))
= − 1
δ2
L (h+ − h− )− L (h+ − h− , h− − h+ )
+
1− δ2
2δ
Q (g+ + g− , n)+ 1 + δ22δ Q (n, g+ + g− )
+ 
1− δ2
2δ2
Q (g+ + g− , h+ − h− )+ 1 + δ22δ2 Q (h+ − h− , g+ + g− ) .
However, the analysis in the case δ ∼ 1 will slightly differ from the case δ = o(1),
with δ unbounded.
We begin with the case δ ∼ 1 of strong interspecies interactions. First, inte-
grating (2.59) in Mdv and letting → 0 easily yields the continuity equation
(2.60) ∂tn+
1
[δ]
div j = 0.
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Moreover, the above equation (2.59) contains no singular term in this situation.
Therefore, letting → 0 yields, employing (2.37),
1
[δ]
v · ∇xn− 2
[
β
δ
]
(u ∧B) · v − 2
[ α
δ
]
E · v
= − 1
[δ]2
L (h+ − h−)− L (h+ − h−, h− − h+)
+ [δ]nL
(
u · v + θ |v|
2
2
,−u · v − θ |v|
2
2
)
.
Further defining the linear operator
(2.61) Lg = L(g,−g),
we have
(2.62)
(
1
[δ]
∇xn− 2
[
β
δ
]
(u ∧B)− 2
[ α
δ
]
E
)
· v
= [δ]nL
(
u · v + θ |v|
2
2
)
− 1
[δ]2
L (h+ − h−)− L (h+ − h−) .
Now, it can be shown that, in general, the linear operator 1[δ]2L + L is self-
adjoint and Fredholm of index zero on L2(Mdv) (or a variant of it depending on
the cross-section, see Propositions 5.4 and 5.8). Therefore, its range is exactly the
orthogonal complement of its kernel, which is composed of all constant functions
(see Proposition 5.9). It follows that Φ(v) = v ∈ L2(Mdv) and Ψ(v) = |v|22 −
3
2 ∈ L2(Mdv) belong to the range of 1[δ]2L + L and, thus, that there are inverses
Φ˜ ∈ L2(Mdv) and Ψ˜ ∈ L2(Mdv) such that
(2.63) Φ =
1
[δ]2
LΦ˜ + LΦ˜ and Ψ = 1
[δ]2
LΨ˜ + LΨ˜,
which can be uniquely determined by the fact that they are orthogonal to the kernel
of 1[δ]2L+L (i.e. to constant functions). Furthermore, it can be shown that Φ˜ and Ψ˜
have similar symmetry properties as Φ and Ψ, thanks to the rotational invariance
of L and L. More precisely, employing methods from [28] (see also [13, Section
2.2.3]), one verifies that there exist two scalar valued functions α, β : [0,∞) → R
such that
Φ˜(v) = α (|v|) Φ(v) and Ψ˜(v) = β (|v|) Ψ(v),
which implies that
(2.64)
∫
R3
ΦiΦ˜jMdv =
1
2
σδij ,
where
(2.65) σ =
2
3
∫
R3
Φ · Φ˜Mdv
defines the electrical conductivity σ > 0. For completeness, we also define the
energy conductivity λ > 0 by
(2.66) λ =
∫
R3
ΨΨ˜Mdv.
Then, multiplying (2.62) by Φ˜, integrating inMdv, exploiting the self-adjointness
of L and L and the limiting representation (2.42) of Πh±, yields Ohm’s law
(2.67) j − [δ]nu = σ
(
− 1
2[δ]
∇xn+
[ α
δ
]
E +
[
β
δ
]
u ∧B
)
.
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Similarly, multiplying (2.62) by Ψ˜, we obtain the energy equivalence relation
(2.68) w = [δ]nθ.
Finally, in the case δ ∼ 1, the whole asymptotic system (2.57)-(2.58)-(2.60)-
(2.67)-(2.68) will be fully determined when considering the coupling with the lim-
iting Maxwell’s equations from (2.47) :

[γ]∂tE − rotB = −
[
β
δ
]
j,
[γ]∂tB + rotE = 0,
divE =
[α

]
n,
divB = 0.
Let us focus now on the case δ = o(1), which turns out to be more compli-
cated than the case δ ∼ 1, for it contains yet another singular limit, as we are
about to see. Indeed, the most singular term in (2.59) being − 1δ2L (h+ − h− ), we
begin by projecting (2.59) onto the collision invariants in order to eliminate this
singular term. This yields (this system may also be deduced directly from (2.43)
by considering the difference of the equations for cations and anions)
(2.69)
∂tn +
1
δ
div j = 0,
2
δ2
∂tj +
1
δ
∇x
(
n +

δ
w
)
− 2α
δ
E +
∫
R3
L (h+ − h− , h− − h+ ) vMdv
=
(
2α
δ
ρE +
2β
δ
u ∧B
)
− 
δ
div
∫
R3
1

(
g+ −Πg+ − g− + Πg−
)
φMdv
+ δ
∫
R3
[Q (g+ , g− )−Q (g− , g+ )] vMdv,
32
2δ2
∂tw +

δ2
div j +
∫
R3
L (h+ − h− , h− − h+ ) |v|22 Mdv
=
2α
δ
u · E
− 
δ
div
∫
R3
1

(
g+ −Πg+ − g− + Πg−
)
ψMdv
+ δ
∫
R3
[Q (g+ , g− )−Q (g− , g+ )] |v|22 Mdv.
Then, since Πh± = ± 12
(
j · v + w
(
|v|2
2 − 32
))
, straightforward computations based
on symmetry of integrands show that
∫
R3
L (Π (h+ − h− ) ,Π (h− − h+ )) vMdv = 2σ j∫
R3
L (Π (h+ − h− ) ,Π (h− − h+ )) |v|22 Mdv = 1λw
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where the electrical conductivity σ > 0 and the energy conductivity λ > 0 are
constants defined by
(2.70)
1
σ
=
1
6
∫
R3
v · L (v,−v)Mdv
=
1
6
∫
R3×R3×S2
|v − v′|2 b(v − v∗, σ)MM∗dvdv∗dσ
=
1
6
∫
R3×R3
|v − v∗|2m(v − v∗)MM∗dvdv∗,
and
(2.71)
1
λ
=
1
4
∫
R3
|v|2L (|v|2,−|v|2)Mdv
=
1
4
∫
R3×R3×S2
(|v|2 − |v′|2)2 b(v − v∗, σ)MM∗dvdv∗dσ
=
1
4
∫
R3×R3
(|v|2 − |v∗|2)2m(v − v∗)MM∗dvdv∗,
where the cross-section for momentum and energy transfer m(v − v∗) is defined in
Proposition A.1. It follows that the system (2.69) may be rewritten as
(2.72)
∂tn +
1
δ
div j = 0,
2
σ
j +
1
δ
∇x
(
n +

δ
w
)
− 2α
δ
E
=
(
2α
δ
ρE +
2β
δ
u ∧B
)
− 
2
δ2
∂tj
− 
δ
div
∫
R3
1

(
g+ −Πg+ − g− + Πg−
)
φMdv
−
∫
R3
L (h+ −Πh+ − h− + Πh− , h− −Πh− − h+ + Πh+ ) vMdv
+ δ
∫
R3
[Q (g+ , g− )−Q (g− , g+ )] vMdv,
1
λ
w +

δ2
div j
=
2α
δ
u · E − 3
2
2δ2
∂tw
− 
δ
div
∫
R3
1

(
g+ −Πg+ − g− + Πg−
)
ψMdv
−
∫
R3
L (h+ −Πh+ − h− + Πh− , h− −Πh− − h+ + Πh+ ) |v|22 Mdv
+ δ
∫
R3
[Q (g+ , g− )−Q (g− , g+ )] |v|22 Mdv.
In fact, the system (2.72) coupled with Maxwell’s equations (2.47) still contains
a singular perturbation, which will be treated much like the singular perturbation
of the one species case in Sections 2.3.2 and 2.3.3. Thus, by virtue of (2.41), it is
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readily seen that the system (2.72) may be further simplified to
(2.73)

div j = O(δ),
∇x
(
n +

δ
w
)
=
2α

E +O(δ),
P j = σP
(
α
δ
E +
β
δ
u ∧B
)
+ o(1),
w = o(1).
We discuss now the limit → 0 of the coupled system (2.47)-(2.73).
(1) When γ ∼ 1 (so that α = O(δ)), letting → 0 in (2.47)-(2.73), we obtain
[γ]∂tE − rotB = −
[
β
δ
]
j, divE = 0,
[γ]∂tB + rotE = 0, divB = 0,
j = σ
(
−∇xp¯+
[ α
δ
]
E +
[
β
δ
]
u ∧B
)
, div j = 0,
n = 0, w = 0,
where p¯ is an electrodynamic pressure.
(2) When γ = o(1) and α = O(δ), letting → 0 in (2.47)-(2.73), we obtain
E = 0,
rotB =
[
β
δ
]
j, divB = 0,
j = σ
(
−∇xp¯+
[
β
δ
]
u ∧B
)
, div j = 0,
n = 0, w = 0,
where p¯ is an electrodynamic pressure.
(3) When γ = o(1) and αδ is unbounded, we need to further use Faraday’s
equation from (2.47), as in Section 2.3.3, to write that
β
δ
∂tA +
α
δ
PE = 0,
where B = rotA and divA = 0. Thus, letting  → 0 in (2.47)-(2.73),
we obtain
divE =
[α

]
n, rotE = 0,
rotB =
[
β
δ
]
j, divB = 0,
rotA = B, divA = 0,
j = σ
(
−∇xp¯−
[
β
δ
]
∂tA+
[
β
δ
]
u ∧B
)
, div j = 0,
∇xn = 2
[α

]
E, w = 0,
where A → A and p¯ is an electrodynamic pressure. Note that ∆xn =
2
[
α

]2
n, so that necessarily n = 0 and E = 0. The above system can be
rewritten more explicitly by defining the adjusted electric field E˜ = −∂tA.
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It then holds that
rotB =
[
β
δ
]
j, divB = 0,
∂tB + rot E˜ = 0, div E˜ = 0,
j = σ
(
−∇xp¯+
[
β
δ
]
E˜ +
[
β
δ
]
u ∧B
)
, div j = 0,
n = 0, w = 0.
2.4.6. Summary. At last, we see that the asymptotics of the two species
Vlasov-Maxwell-Boltzmann system (2.32) can be depicted in terms of the limits of
the following parameters :
• the strength of the electric induction α,
• the strength of the magnetic induction β = αγ ,• the ratio of the bulk velocity to the speed of light γ,
• the strength of the interspecies collisional interactions δ.
The case of very weak interspecies collisions has already been discussed in Section
2.4.2 and is analogous to the one species case. Regarding the weak and strong
interspecies collisions, Figures 2 and 3 summarize the different asymptotic regimes,
on a logarithmic scale, of the two species Vlasov-Maxwell-Boltzmann system (2.32).
Figure 2. Asymptotic regimes of the two species Vlasov-Maxwell-
Boltzmann system (2.32) for strong interspecies interactions.
Thus, up to multiplicative constants, in the case of strong interactions δ = 1,
we reach the following asymptotic systems of equations :
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(1) If α = o(), we obtain the two fluid incompressible resistive Navier-Stokes-
Fourier system :
∂tu+ u · ∇xu− µ∆xu = −∇xp, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tn+ u · ∇xn− σ
2
∆xn = 0, j − nu = −σ
2
∇xn, w = nθ.
This system satisfies the following formal energy conservation laws :
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
= 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0,
1
2
d
dt
‖n‖2L2x +
σ
2
‖∇xn‖2L2x = 0.
(2) If α =  and γ = 1, we obtain the two fluid incompressible Navier-Stokes-
Fourier-Maxwell system with Ohm’s law :
(2.74)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
(nE + j ∧B) , div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = n,
∂tB + rotE = 0, divB = 0,
j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
, w = nθ.
This system satisfies the following formal energy conservation laws (see
Proposition 3.3 for an explicit computation of the energy) :
1
4
d
dt
(
2 ‖u‖2L2x +
1
2
‖n‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
+ µ ‖∇xu‖2L2x +
1
2σ
‖j − nu‖2L2x = 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
(3) If α =  and γ = o(1), we obtain the two fluid incompressible Navier-
Stokes-Fourier-Poisson system with Ohm’s law :
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
n∇xφ, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tn+ u · ∇xn− σ
2
∆xn+ σn = 0, ∆xφ = n,
j − nu = σ∇x
(
φ− 1
2
n
)
, w = nθ.
This system satisfies the following formal energy conservation laws :
1
4
d
dt
(
2 ‖u‖2L2x +
1
2
‖n‖2L2x + ‖∇xφ‖
2
L2x
)
+ µ ‖∇xu‖2L2x +
1
2σ
‖j − nu‖2L2x = 0,
1
2
d
dt
‖n‖2L2x +
σ
2
‖∇xn‖2L2x + σ ‖n‖
2
L2x
= 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
Finally, up to multiplicative constants, in the case of weak interactions δ = o(1),
we reach the following asymptotic systems of equations :
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Figure 3. Asymptotic regimes of the two species Vlasov-Maxwell-
Boltzmann system (2.32) for weak interspecies interactions.
(1) If β = o(δ), we obtain the incompressible Navier-Stokes-Fourier system :
∂tu+ u · ∇xu− µ∆xu = −∇xp, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
n = 0, j = 0, w = 0.
This system satisfies the following formal energy conservation laws :
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
= 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
(2) If α = δ and γ = 1, we obtain the two fluid incompressible Navier-Stokes-
Fourier-Maxwell system with solenoidal Ohm’s law :
(2.75)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
j ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = 0,
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ E + u ∧B) , div j = 0,
n = 0, w = 0.
This system satisfies the following formal energy conservation laws (see
Proposition 3.3 for an explicit computation of the energy) :
1
4
d
dt
(
2 ‖u‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
+ µ ‖∇xu‖2L2x +
1
2σ
‖j‖2L2x = 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
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(3) If β = δ and γ = o(1), we obtain the two fluid incompressible quasi-static
Navier-Stokes-Fourier-Maxwell system with solenoidal Ohm’s law :
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
j ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
rotB = j, divE = 0,
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ E + u ∧B) , div j = 0,
n = 0, w = 0.
This system satisfies the following formal energy conservation laws :
1
4
d
dt
(
2 ‖u‖2L2x + ‖B‖
2
L2x
)
+ µ ‖∇xu‖2L2x +
1
2σ
‖j‖2L2x = 0,
1
2
d
dt
‖θ‖2L2x + κ ‖∇xθ‖
2
L2x
= 0.
Here, the electric field is defined indirectly as a mere distribution, through
Faraday’s equation, by
E = −∂tA,
where B = rotA and divA = 0. Note that the above system can be
rewritten as
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
rotB ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tB + u · ∇xB − 1
σ
∆xB = B · ∇xu, divB = 0,
which is nothing but the well-known magnetohydrodynamic system. The
rigorous derivation of this system starting from other macroscopic systems
such as (2.48) and (2.75) as been investigated in [5].
2.4.7. The two species Vlasov-Poisson-Boltzmann system. The two
species Vlasov-Poisson-Boltzmann system describes the evolution of a gas of two
species of charged particles (cations and anions) subject to an auto-induced elec-
trostatic force. This system is obtained formally from the two species Vlasov-
Maxwell-Boltzmann system by letting the speed of light tend to infinity while all
other parameters remain fixed. Accordingly, setting γ = 0 in (2.32) yields the
scaled Vlasov-Poisson-Boltzmann system :
(2.76)

∂tf
±
 + v · ∇xf± ± α∇xφ · ∇vf± =
1

Q(f± , f
±
 ) +
δ2

Q(f± , f
∓
 ),
f± = M
(
1 + g±
)
,
∆xφ =
α

∫
R3
(
g+ − g−
)
Mdv,
Here, the plasma is subject to a self-induced electrostatic field E determined by
rotE = 0, divE =
α

∫
R3
(
g+ − g−
)
Mdv,
hence
E = ∇xφ.
The above system is supplemented with some initial data satisfying
1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
|Ein |2dx <∞.
54 2. SCALINGS AND FORMAL LIMITS
In particular, solutions of (2.76) satisfy the corresponding scaled entropy inequality,
where t > 0,
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
2
∫
R3
|E|2dx
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds
≤ 1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
|Ein |2dx,
Thus, the formal asymptotic analysis of (2.76) is contained in our analysis of the
two species Vlasov-Maxwell-Boltzmann system (2.32). Specifically, setting γ = β =
0 in the limiting systems first obtained in Section 2.4.2, for very weak interspecies
collisions, we see that the two species Vlasov-Poisson-Boltzmann system (2.76)
converges, when α = o() and δ = O(), towards the two fluid incompressible
Navier-Stokes-Fourier system in a Boussinesq regime, with E = 0 :
∂tu
± + u± · ∇xu± − µ∆xu± ±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp±, div u± = 0
∂tθ
± + u± · ∇xθ± − κ∆xθ± ±
[
δ

]2
1
κ
(
θ+ − θ−) = 0, ρ± + θ± = 0.
While, when
[
α

] 6= 0 and δ = O(), we find the convergence towards the two fluid
incompressible Navier-Stokes-Fourier-Poisson system :
∂tu
± + u± · ∇xu± − µ∆xu± ±
[
δ

]2
1
σ
(
u+ − u−) = −∇xp± + ρ±∇xθ±,
div u± = 0,
∂t
(
3
2
θ± − ρ±
)
+ u± · ∇x
(
3
2
θ± − ρ±
)
− 5
2
κ∆xθ
±
±5
2
[
δ

]2
1
λ
(
θ+ − θ−) = 0,
∆x
(
ρ± + θ±
)
= ±
[α

]2 (
ρ+ − ρ−) ,
where the electrostatic field is determined by
[
α

]
E = ±∇x (ρ± + θ±).
Regarding weak interspecies interactions, setting γ = β = 0 in the correspond-
ing limiting systems obtained in Sections 2.4.4 and 2.4.5, we see that the two species
Vlasov-Poisson-Boltzmann system (2.76) always converges, when δ = o(1) and δ is
unbounded, towards the incompressible Navier-Stokes-Fourier system in a Boussi-
nesq regime, with E = 0 :
∂tu+ u · ∇xu− µ∆xu = −∇xp, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
n = 0, j = 0, w = 0.
Finally, in the case of strong interspecies interactions, setting γ = β = 0 in
corresponding the limiting systems obtained in Sections 2.4.4 and 2.4.5, we see that
the two species Vlasov-Poisson-Boltzmann system (2.76) converges, when α = o()
and δ = 1, towards the two fluid incompressible resistive Navier-Stokes-Fourier
system in a Boussinesq regime, with E = 0 :
∂tu+ u · ∇xu− µ∆xu = −∇xp, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tn+ u · ∇xn− σ
2
∆xn = 0, j − nu = −σ
2
∇xn, w = nθ.
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While, when
[
α

] 6= 0 and δ = 1, we find the convergence towards the two fluid
incompressible Navier-Stokes-Fourier-Poisson system with Ohm’s law :
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
[α

]
n∇xφ, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tn+ u · ∇xn− σ
2
∆xn+ σ
[α

]2
n = 0, ∆xφ =
[α

]
n,
j − nu = σ∇x
([α

]
φ− 1
2
n
)
, w = nθ,
where the electrostatic field is determined by E = ∇xφ.
In fact, the two species Vlasov-Poisson-Boltzmann system is inherently sim-
pler than the two species Vlasov-Maxwell-Boltzmann system, because it couples
the Vlasov-Boltzmann equations with a simple elliptic equation, namely Poisson’s
equation, while the two species Vlasov-Maxwell-Boltzmann system couples the
Vlasov-Boltzmann equations with an hyperbolic system, namely Maxwell’s system
of equations. Thus, the rigorous mathematical analysis on the two species Vlasov-
Maxwell-Boltzmann system, presented in the remainder of this work, will also apply
to the two species Vlasov-Poisson-Boltzmann system and, therefore, analog results
will hold.

CHAPTER 3
Weak stability of the limiting macroscopic systems
In the previous chapter, we have formally derived numerous viscous incompress-
ible systems for plasmas starting from Vlasov-Maxwell-Boltzmann systems and we
intend to provide, in the remainder of our work, justifications of these derivations.
Nevertheless, prior to any rigorous proof of hydrodynamic limit, it is crucial to
understand the well-posedness of the asymptotic macroscopic models and to study
their stability properties.
Describing the Cauchy problem of each single macroscopic system from Chapter
2 would be unreasonable. Rather, we are now going to focus on the following three
systems found therein :
• the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson sys-
tem (2.29),
• the two-fluid incompressible Navier-Stokes-Fourier-Maxwell system with
Ohm’s law (2.74),
• the two-fluid incompressible Navier-Stokes-Fourier-Maxwell system with
solenoidal Ohm’s law (2.75),
and establish the existence of weak or dissipative solutions to their respective initial
value problems. In fact, these three systems are among the most singular ones
found in Chapter 2. Thus, we hope the reader will find it clear that the existence
of appropriate weak or dissipative solutions to the remaining macroscopic systems
from Chapter 2 will then follow from straightforward adjustments of the existence
theories presented here.
In the remaining Parts 2, 3 and 4 of our work, we will also focus on the three
aforementioned systems and give complete justifications of their derivation from
hydrodynamic limits of Vlasov-Maxwell-Boltzmann systems.
3.1. The incompressible quasi-static
Navier-Stokes-Fourier-Maxwell-Poisson system
We are first concerned here with the incompressible quasi-static Navier-Stokes-
Fourier-Maxwell-Poisson system (2.29), which we rewrite, for mere convenience :
(3.1)
∂tu+ u · ∇xu− µ∆xu = −∇xp+ E + ρ∇xθ + u ∧B,
div u = 0,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0, ∆x(ρ+ θ) = ρ,
rotB = u, divE = ρ,
∂tB + rotE = 0, divB = 0.
Although it looks more complicated because it involves more terms, the system
(3.1) has the same structure as the incompressible Navier-Stokes equations : it is
indeed a system of parabolic equations, in which the nonlinear advection terms are
well-defined by the energy estimate.
The following formal proposition shows how to compute the energy.
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Proposition 3.1. Let (ρ, u, θ, B) be a smooth solution to the incompressible
quasi-static Navier-Stokes-Fourier-Maxwell-Poisson system (3.1).
Then, the following global energy inequality holds :
(3.2)
1
2
(
‖ρ(t)‖2L2x + ‖u(t)‖
2
L2x
+
3
2
‖θ(t)‖2L2x + ‖∇x (ρ+ θ) (t)‖
2
L2x
+ ‖B(t)‖2L2x
)
+
∫ t
0
µ ‖∇xu(s)‖2L2x +
5
2
κ ‖∇xθ(s)‖2L2x ds
≤ 1
2
(∥∥ρin∥∥2
L2x
+
∥∥uin∥∥2
L2x
+
3
2
∥∥θin∥∥2
L2x
+
∥∥∇x (ρin + θin)∥∥2L2x + ∥∥Bin∥∥2L2x
)
,
where ∇x(ρ+ θ) = P⊥E 6= E.
Proof. Multiplying the equation expressing the conservation of momentum
in (3.1) by u and integrating with respect to space variables, we get
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
=
∫
R3
u · E + ρu · ∇xθdx
=
∫
R3
rotB · E + ρu · ∇xθdx
= −1
2
d
dt
‖B‖2L2x +
∫
R3
ρu · ∇xθdx.
Then, multiplying the equation expressing the conservation of energy by θ, we get
similarly
3
4
d
dt
‖θ‖2L2x +
5
2
κ ‖∇xθ‖2L2x =
∫
R3
θ∂tρ+ θu · ∇xρdx
= −1
2
d
dt
‖ρ‖2L2x +
∫
R3
(ρ+ θ) ∂tρ− ρu · ∇xθdx
= −1
2
d
dt
‖ρ‖2L2x −
1
2
d
dt
‖∇x (ρ+ θ) ‖2L2x −
∫
R3
ρu · ∇xθdx.
Summing the above identities, we obtain the expected global conservation of energy.

Using the a priori estimates provided by the energy inequality (3.2) and repro-
ducing the arguments of Leray [48], we can easily establish the global existence of
weak solutions. Indeed, combining first the bound on ∇x(ρ+θ) with the additional
spatial regularity on u and θ, coming from the dissipation terms in the energy in-
equality (3.2), we infer that all three terms ρ, u and θ enjoy some spatial regularity.
More precisely, they are all uniformly bounded in L2loc
(
dt;H1(dx)
)
. Furthermore,
recalling that PE = −∂tA, where B = rotA with divA = 0, some temporal regu-
larity on u+A and 32θ− ρ is clearly inherited from the evolution equations, which
allows us to establish, invoking a classical compactness result by Aubin and Lions
[8, 50] (see also [71] for a sharp compactness criterion), that u + A and 32θ − ρ
are strongly relatively compact in all variables in L2loc (dtdx). Finally, noticing that
one may express
ρ =
2∆x
3− 5∆x
(
3
2
θ − ρ
)
, u =
−∆x
1−∆x (u+A) ,
θ =
2− 2∆x
3− 5∆x
(
3
2
θ − ρ
)
, B =
rot
1−∆x (u+A) ,
using Poisson’s equations
−∆xA = u, ∆x (ρ+ θ) = ρ,
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we easily find that all four observables ρ, u, θ and B belong to a compact subset
of L2loc (dtdx).
The above compactness properties, which also hold for the similar systems
(2.28), (2.30), (2.49),(2.50) and (2.51), allow us to prove the weak stability of the
nonlinear terms in (3.1) and, therefore, to take weak limits in any suitable approx-
imation scheme to establish the existence of weak solutions. Analogous existence
results hold for systems (2.28), (2.30), (2.49),(2.50) and (2.51), as well.
Henceforth, we will utilize the prefixes w- or w∗- to express that a given space
is endowed with its weak or weak-∗ topology, respectively.
Theorem 3.2. Let
(
ρin, uin, θin, Bin
) ∈ L2 (R3, dx) be such that
div uin = 0, divBin = 0, rotBin = uin, ∆x
(
ρin + θin
)
= ρin.
Then, there exists (at least) one global weak solution (in the sense of Leray
[48])
(ρ, u, θ, B) ∈ C ([0,∞); w-L2 (R3, dx)) ∩ L∞ ([0,∞), dt;L2 (R3, dx)) ,
(u, θ) ∈ L2
(
[0,∞), dt; H˙1 (R3, dx)) ,
to the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson system
(3.1). Furthermore, it satisfies the energy inequality (3.2).
As usual for such weak solutions, uniqueness is not known to hold. To prove
that the system (3.1) is well-posed in the sense of Hadamard, we would have to deal
with a stronger notion of solution. Note however that, by modulating the energy
inequality, we can establish some weak-strong uniqueness principle, meaning that
if a somewhat regular solution to (3.1) is known to exist, then any weak solution
with matching initial data coincides with the smooth one as long as it exists. We
refer to the next Section 3.2 for details on how to modulate the energy and, thus,
establish such weak-strong uniqueness principles.
3.2. The two-fluid incompressible Navier-Stokes-Fourier-Maxwell
system with (solenoidal) Ohm’s law
We focus now on the two-fluid incompressible Navier-Stokes-Fourier-Maxwell
system with Ohm’s law (2.74) :
(3.3)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
(nE + j ∧B) , div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = n,
∂tB + rotE = 0, divB = 0,
j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
, w = nθ,
and on the two-fluid incompressible Navier-Stokes-Fourier-Maxwell system with
solenoidal Ohm’s law (2.75) :
(3.4)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
j ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = 0,
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ E + u ∧B) , div j = 0,
n = 0, w = 0.
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The above models (3.3) and (3.4) are not stable under weak convergence in the
energy space and, thus, share more similarities with the three-dimensional incom-
pressible Euler equations, as we are about to discuss.
To this end, note first that the advection-diffusion equation on θ is not really
coupled with the other equations on (u, n, j, E,B) in (3.3) and (3.4), and that it is
linear provided the velocity field u is given. It is therefore sufficient to focus on the
reduced systems of equations
(3.5)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
(nE + j ∧B) , div u = 0,
∂tE − rotB = −j, divE = n,
∂tB + rotE = 0, divB = 0,
j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
,
and
(3.6)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
j ∧B, div u = 0,
∂tE − rotB = −j, divE = 0,
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ E + u ∧B) , div j = 0.
Remark. The system (3.6) can be viewed as an asymptotic regime of system
(3.5). Indeed, at least formally, it is obtained, as δ → 0, from the system
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
(δnE + j ∧B) , div u = 0,
∂tE − rotB = −j, divE = δn,
∂tB + rotE = 0, divB = 0,
j − δnu = σ
(
− 1
2δ
∇xn+ E + u ∧B
)
,
which is consistent with the formal derivations from Section 2.4.
A natural framework to study these equations (coming from physics) should be
the energy space, i.e. the functional space defined by the (formal) energy conserva-
tion. We indeed expect solutions in this space to be global.
The following formal proposition shows how to compute the energy of the two-
fluid incompressible Navier-Stokes-Maxwell system with Ohm’s law (3.5), or with
solenoidal Ohm’s law (3.6).
Proposition 3.3. Let (u,E,B) be a smooth solution to the two-fluid incom-
pressible Navier-Stokes-Maxwell system with Ohm’s law (3.5), or with solenoidal
Ohm’s law (3.6).
Then the following global conservation of energy holds :
E(t) +
∫ t
0
D(s)ds = E(0), for all t > 0,
where the energy E and the energy dissipation D are given by, for the system (3.5),
E(t) = 1
2
‖u(t)‖2L2x +
1
8
‖n(t)‖2L2x +
1
4
‖E(t)‖2L2x +
1
4
‖B(t)‖2L2x ,
D(t) = µ ‖∇xu(t)‖2L2x +
1
2σ
‖(j − nu) (t)‖2L2x ,
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or, for the system (3.6),
E(t) = 1
2
‖u(t)‖2L2x +
1
4
‖E(t)‖2L2x +
1
4
‖B(t)‖2L2x ,
D(t) = µ ‖∇xu(t)‖2L2x +
1
2σ
‖j(t)‖2L2x .
Proof. We consider the system (3.5) first. Multiplying the equation express-
ing the conservation of momentum in (3.5) by u and integrating with respect to
space variables, we get
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
=
1
2
∫
R3
(nE + j ∧B) · udx,
while multiplying Ohm’s law in (3.5) by j − nu and integrating in space yields the
identity
1
σ
‖j − nu‖2L2x =
∫
R3
(
1
2
ndiv j + E · j − (nE + j ∧B) · u
)
dx,
where we have employed the incompressibility of the velocity field. Hence, we
obtain, further exploiting the continuity equation ∂tn + div j = 0 (deduced by
taking the divergence of Ampe`re’s equation and from Gauss’ law), that
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
+
1
2σ
‖j − nu‖2L2x =
∫
R3
1
4
ndiv j +
1
2
E · jdx
= −1
8
d
dt
‖n‖2L2x +
∫
R3
1
2
E · jdx.
As for the system (3.6), similar and, actually, simpler computations yield that
1
2
d
dt
‖u‖2L2x + µ ‖∇xu‖
2
L2x
+
1
2σ
‖j‖2L2x =
∫
R3
1
2
E · jdx.
Next, for both systems (3.5) and (3.6), the conservation of the electromagnetic
energy is given by Maxwell’s equations
1
2
d
dt
(
‖E‖2L2x + ‖B‖
2
L2x
)
= −
∫
R3
E · jdx.
Summing the above formal identities leads to the expected global conservation of
energy. 
The uniform bounds resulting from the energy conservations in Proposition
3.3 imply that all the terms in systems (3.5) and (3.6) make sense, especially the
nonlinear terms in the motion equations and in Ohm’s laws.
Notice, however, that it is at first not clear that the Lorentz force nE + j ∧
B in (3.5) is a well-defined distribution, based on the natural a priori estimates
provided by the energy and energy dissipation, because j does not necessarily lie
in L1tL
2
x. Nevertheless, it is possible to give it a rigorous sense by exploiting simple
identities. A first approach consists in identifying the force term nE + j ∧ B with
the conservation law for the electromagnetic energy flux E ∧ B (also called the
Poynting vector, see [45, Section 6.7])
(3.7) ∂t (E ∧B) + 1
2
∇x
(
E2 +B2
)−∇x · (E ⊗ E +B ⊗B) = −nE − j ∧B
derived directly from Maxwell’s equations in (3.5) (see the derivation of (1.11)
and (1.12)), so that the force makes sense in some Sobolev space with negative
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regularity index. In fact, it will be much more appropriate to estimate the Lorentz
force directly using Ohm’s law from (3.5) as follows
nE + j ∧B = (j − nu) ∧B + n (E + u ∧B)
= (j − nu) ∧B + 1
σ
n (j − nu) + 1
4
∇x
(
n2
)
,
so that the force is now understood as the sum of a locally integrable function and
a pressure gradient. All other terms from (3.5) and (3.6) are obviously well-defined.
Unfortunately, the uniform energy bounds do not guarantee the weak stability
of the nonlinear terms nE and j ∧B composing the Lorentz forces. This is a major
obstacle to establishing the global existence of weak solutions in the spirit of Leray
[48], which are therefore not known to exist in general.
There are two evident strategies, which unfortunately turn out to be unsuc-
cessful, that one would want to apply here in order to circumvent the lack of weak
stability of the Lorentz forces in systems (3.5) and (3.6).
The first one consists in propagating strong compactness or regularity in Maxwell’s
equations, which are indeed the archetype of hyperbolic equations, meaning that
singularities are propagated. In general, these singularities, or oscillations, may be
created either by boundary data, by initial data or by the source terms, and they
remain localized on the corresponding light cones. Here, we are not considering
boundaries and the initial data can always be well-prepared. However, it remains
unclear how to prevent the emergence of oscillations from the source term −j in
Maxwell’s equations, which is determined by the nonlinear Ohm’s laws in (3.5) and
(3.6). Therefore, we do not expect to gain regularity (or even compactness) on the
electromagnetic field (E,B). So, this strategy fails in general.
It is to be noted, though, that this approach has been successfully applied by
Masmoudi [58] to a slightly different system coupling the incompressible Navier-
Stokes equations with Maxwell’s equations in the two-dimensional case. Since the
equations studied therein are very similar to (3.5) and (3.6), we present Masmoudi’s
result below in Section 3.2.1 in order to emphasize the mathematical difficulties
inherent to the coupling with Maxwell’s equations through Ohm’s law and its sim-
ilarities with the two-dimensional Euler equations. Also, we believe that similar
results on systems (3.5) and (3.6) can be achieved.
The second strategy consists in utilizing the linear structure of Maxwell’s equa-
tions with the specific quadratic structure of the Lorentz force to apply the theory
of compensated compactness of Murat and Tartar [63, 64, 73] (see also [72] for an
introduction to the subject) and, thus, filter any undesired nonlinear resonances.
This approach plainly fails and it seems that it can only potentially succeed by
exploiting the full nonlinear structure of the whole systems (3.5) and (3.6). But we
are not aware of such successful nonlinear treatment of resonances. We refer to [5]
for some more details about the failure of the method of compensated compactness
in the electromagnetic setting.
Following the concise Section 3.2.1 below, where we present the main result from
[58] on the well-posedness of an incompressible Navier-Stokes-Maxwell system in
two dimensions, we will discuss very briefly in Section 3.2.2 the well-posedness of
the same system in three dimensions and for small initial data. Finally, in Section
3.2.3, we will introduce the dissipative solutions of the systems (3.5) and (3.6) and
justify their global existence in any dimension, which will be particularly relevant
to our work.
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3.2.1. Large global solutions in two dimensions. In [58], Masmoudi
studied the following incompressible Navier-Stokes-Maxwell system :
(3.8)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ j ∧B, div u = 0,
∂tE − rotB = −j, j = σ (E + u ∧B) ,
∂tB + rotE = 0, divB = 0,
which is somewhat related to the systems (3.5) and (3.6), and satisfies the formal
energy conservation
(3.9)
1
2
d
dt
(
‖u‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
+ µ ‖∇xu‖2L2x +
1
σ
‖j‖2L2x = 0.
Notice that, in this system, there is no constraint on divE or div j. He restricted
his analysis to the two-dimensional case, which is obtained by assuming that
u =
u1(x1, x2)u2(x1, x2)
0
 , E =
E1(x1, x2)E2(x1, x2)
0
 and B =
 00
B3(x1, x2)
 .
In order to understand the propagation of singularities in Maxwell’s system
(in two or three dimensions), it is often convenient to express it using vector and
scalar potentials in an equivalent form (see [45, Sections 6.2 and 6.3]). To this end,
since the magnetic field B is solenoidal, we may always write B = rotA, for some
vector potential A. Moreover, taking into account Faraday’s equation, we see that
necessarily E = −∇xϕ− ∂tA for some scalar potential ϕ. As a matter of fact, the
potentials A and ϕ are not uniquely determined. Indeed, the electromagnetic field
is invariant under the so-called gauge transformation (A,ϕ) 7→ (A+∇xψ,ϕ−∂tψ).
This gauge invariance allows us to impose a further condition on the poten-
tials. Typically, one may impose the so-called Coulomb gauge divA = 0, which
is simple and natural for stationary settings. Another classical example of gauge
fixing includes the Lorenz (not to be confused with Lorentz) gauge divA = −∂tϕ,
which usually yields an evolution for the potentials governed by decoupled wave
equations.
Here, for the Maxwell system in (3.8), we choose the slight variant of the Lorenz
gauge
(3.10) divA = −∂tϕ− σϕ,
which yields the decoupled damped wave equation
(3.11) ∂2tA+ σ∂tA−∆xA = σu ∧ (rotA) .
Note that it is always possible to find A and ϕ satisfying (3.10). Indeed, if (3.10)
is not satisfied, one may always apply a gauge transformation with ψ solving the
damped wave equation ∂2t ψ + σ∂tψ − ∆xψ = divA + ∂tϕ + σϕ and produce new
potentials for which (3.10) holds.
Now, if the velocity field u is bounded in L1 ([0, T ], dt;L∞(dx)), for some T > 0,
it is possible to show, through standard energy estimates, that the damped wave
equation (3.11), which is linear in A, propagates the strong compactness of ∂tA
and ∇xA in L∞
(
[0, T ], dt;L2(dx)
)
. This would obviously imply the propagation of
strong compactness for the magnetic field B.
Unfortunately, in two dimensions of space, the H1 estimate on the velocity field
u provided by the conservation of energy barely fails to yield, by Sobolev embedding,
an L∞ bound on u. Masmoudi’s idea was then to compensate this lack of critical
embedding by placing the initial electromagnetic field in a better Hs space, with
0 < s < 1, and to propagate this initial regularity with Maxwell’s equations at the
same time that the parabolic regularity of the Stokes flow is employed to estimate
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the velocity field in a higher regularity space. This approach eventually allows to
bound u in L1tL
∞
x in terms of its L
2
t H˙
1
x norm with some logarithmic loss.
As a byproduct of these estimates, it is also possible to establish the exponential
growth of the Hs norms. In Masmoudi’s own words : “One can compare this growth
estimate with the double exponential growth estimate of the Hs norms in the two-
dimensional incompressible Euler system.”
Finally, it is interesting to note that Masmoudi’s proof uses neither the diver-
gence free condition of the magnetic field nor the decay property of the linear part
coming from Maxwell’s equations.
The following theorem contains the main well-posedness result from [58]. Note
that it gives the existence and uniqueness for initial data in a very large dense
subspace of L2, namely in ∪0<s<1Hs, but it fails to guarantee the existence of a
weak solution when the initial data lies merely in L2.
Theorem 3.4 ([58]). Take 0 < s < 1,
uin ∈ L2 (R2) and Ein, Bin ∈ Hs (R2) .
Then, there exists a unique global solution (u,E,B) of (3.8) such that for all
T > 0,
u ∈ C ([0, T ];L2) ∩ L2 ([0, T ]; H˙1) and E,B ∈ C ([0, T ];Hs) .
Moreover,
j ∈ L2 ([0, T ];L2) ∩ L1 ([0, T ];Hs) and u ∈ L1 ([0, T ];Hs′) ,
for each 1 < s′ < min (2s+ 1, 2). In addition, the energy identity (3.9) holds and
we have the following exponential growth estimate for all t > 0 :
‖u‖L1([0,t];Hs′) + ‖E(t)‖Hs + ‖B(t)‖Hs ≤
(
1 +
∥∥Ein∥∥
Hs
+
∥∥Bin∥∥
Hs
)
eC
in(1+t),
where C in = C
(
1 +
∥∥uin∥∥2
L2
+
∥∥Ein∥∥2
L2
+
∥∥Bin∥∥2
L2
)
for some constant C.
3.2.2. Small global solutions in three dimensions. As we have seen, there
are serious obstacles to the construction of global solutions of the system (3.8) for
large initial data in the energy space. Nevertheless, it is in general possible to
achieve the well-posedness of a system, globally in time, by showing its strong
stability for small initial data in some space satisfying the same scaling invariance
as the given system of equations.
This is precisely what Ibrahim and Keraani managed to obtain in [43] for
the three-dimensional incompressible Navier-Stokes-Maxwell system (3.8) using the
strategy of Fujita and Kato [35], which is based on refined a priori estimates ob-
tained by paradifferential calculus and some fixed point argument. Note that the
results from [43] do not imply the local existence of strong solutions for large data,
which has been established in a separate work by Ibrahim and Yoneda in [44].
These results have then been unified and extended to a more natural setting
by Germain, Ibrahim and Masmoudi in [36].
We believe that the methods employed in [36, 43, 44] can potentially lead
to similar results for the analogous incompressible Navier-Stokes-Maxwell systems
(3.5) and (3.6). The main result in this three-dimensional setting is contained in the
following theorem (we refer directly to [36] for definitions of the functional spaces).
Theorem 3.5 ([36, 43, 44]). To any initial data
uin, Ein, Bin ∈ H˙ 12 (R3) ,
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there corresponds an existence time T > 0 and a unique local solution of (3.8)
u ∈ L˜∞
(
(0, T ); H˙
1
2
)
∩ L2
(
(0, T ); H˙
3
2 ∩ L∞
)
and E,B ∈ L˜∞
(
(0, T ); H˙
1
2
)
.
Furthermore, the solution is global (i.e. T = ∞) if the initial data is sufficiently
small.
3.2.3. Weak-strong stability and dissipative solutions. On the one hand,
As already explained, there is no known global well-posedness theory for the sys-
tems (3.5), (3.6) and (3.8) in the energy space, due to their lack of weak stability.
On the other hand, in Sections 3.2.1 and 3.2.2, we have briefly presented theorems
on the existence and uniqueness of strong solutions to the system (3.8).
Around such smooth solutions and in order to circumvent the lack of weak
stability, we introduce now the dissipative solutions of these incompressible Navier-
Stokes-Maxwell systems. Generally speaking, the concept of dissipative solutions
is based on the weak-strong stability, when available, of a given system, i.e. the
uniqueness of all weak solutions provided at least one strong solution exists. It
seems that such weak-strong stability principles were first introduced by Dafermos
[24] in the context of conservation laws.
Dissipative solutions are not new in fluid and gas dynamics. They are precisely
employed to treat the instability of nonlinear terms in the energy space. Lions
first defined them for the Boltzmann equation in [52]. He then established their
existence for the incompressible Euler system in [57, Section 4.4], as an alternative
to the very weak notion of measure-valued solutions introduced by DiPerna and
Majda [34], which have later been shown in [15] to be actually stronger (at least
not weaker, as each measure-valued solution is shown to be a dissipative solution,
as well). It can more easily be shown that any weak solution of the incompressible
Euler system is a dissipative solution (see [25, Appendix B] for a proof). This,
however, is not known to hold in general for renormalized solutions of the Boltzmann
equation, i.e. renormalized solutions are not known, in general, to be dissipative
solutions as defined by Lions in [52].
It is sometimes argued that dissipative solutions are too weak and that they
do not express any physical reality, because they are not shown to be unique in
general. Even so, they do enjoy certain definite qualities :
• they exist globally in time for large initial data in the energy space ;
• they coincide with the unique strong solution when the latter exists ;
• they allow energy dissipation phenomena to occur.
The last property above is especially significant in light of recent results on the
energy dissipation in the incompressible Euler flow establishing, in particular, the
existence of weak solutions with kinetic energy strictly decaying (or increasing,
which is equivalent since the Euler flow is reversible) over time (see [25, 70]). This
energy dissipation cannot hold beyond a certain regularity threshold (see [21, 23] on
Onsager’s conjecture) and, therefore, it is crucial to consider rather low regularity
weak solutions of the incompressible Euler system in order to understand energy
dissipation and turbulent flow. In this context, we wish to mention the striking
recent developments [16, 17, 18, 22, 26, 27] demonstrating the existence of energy-
dissipating flows enjoying some Ho¨lder regularity.
Dissipative solutions have found an important application in a wide range of
asymptotic problems, for they are especially well adapted, through relative entropy
methods (or modulated energy methods), to situations presenting a lack of com-
pactness. In particular, they were employed by the second author in [67, 69] to
establish the hydrodynamic convergence of renormalized solutions of the Boltzmann
equation towards dissipative solutions of the incompressible Euler system (see also
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[68]). Another application by Brenier [14] concerns the convergence of the Vlasov-
Poisson system towards the incompressible Euler equations in the quasi-neutral
regime.
3.2.3.1. The incompressible Navier-Stokes-Maxwell system. We explain now how
the energy (3.9) can be modulated and establish a weak-strong stability principle,
which will eventually lead to a suitable notion of dissipative solution for the in-
compressible Navier-Stokes-Maxwell system (3.8) in any dimension. We will then
move on to apply the same strategy to the more complex systems (3.5) and (3.6) by
modulating the energies from Proposition 3.3 and thus produce similar dissipative
solutions.
Proposition 3.6. Let (u,E,B) be a smooth solution to the incompressible
Navier-Stokes-Maxwell system (3.8). Further consider test functions
(
u¯, j¯, E¯, B¯
) ∈
C∞c
(
[0,∞)× R3) such that
(3.12)
{
∂tE¯ − rot B¯ = −j¯, div u¯ = 0,
∂tB¯ + rot E¯ = 0, div B¯ = 0.
We define the acceleration operator by
A
(
u¯, j¯, E¯, B¯
)
=
(−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ P (j¯ ∧ B¯)
− 1σ j¯ + E¯ + u¯ ∧ B¯
)
,
and the growth rate by
λ(t) =
(
2
µ
+ σ
)
‖u¯(t)‖2L∞x +
2C20
µ
‖j¯(t)‖2L3x ,
where C0 > 0 denotes the operator norm of the Sobolev embedding H˙
1
(
R3
)
↪→
L6
(
R3
)
.
Then, one has the stability inequality
(3.13)
δE(t)+1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
[∫
R3
A ·
(
u− u¯
j − j¯
)
dx
]
(s)e
∫ t
s
λ(σ)dσds,
where the modulated energy δE and energy dissipation δD are given by
(3.14)
δE(t) = 1
2
‖(u− u¯) (t)‖2L2x +
1
2
∥∥(E − E¯) (t)∥∥2
L2x
+
1
2
∥∥(B − B¯) (t)∥∥2
L2x
,
δD(t) = µ ‖∇x(u− u¯)(t)‖2L2x +
1
σ
‖(j − j¯) (t)‖2L2x .
Proof. We have already formally established in (3.9) the conservation of the
energy for the system (3.8). The very same computations applied to the test func-
tions
(
u¯, j¯, E¯, B¯
)
yield the identity
1
2
d
dt
(
‖u¯‖2L2x +
∥∥E¯∥∥2
L2x
+
∥∥B¯∥∥2
L2x
)
+ µ ‖∇xu¯‖2L2x +
1
σ
‖j¯‖2L2x = −
∫
R3
A ·
(
u¯
j¯
)
dx.
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Furthermore, another similar duality computation gives
d
dt
∫
R3
u · u¯+ E · E¯ +B · B¯dx+
∫
R3
2µ∇xu : ∇xu¯+ 2
σ
j · j¯dx
= −
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx
+
∫
R3
(
(j − j¯) ∧ (B − B¯)) · u¯+ ((u− u¯) ∧ (B − B¯)) · j¯dx
−
∫
R3
A ·
(
u
j
)
dx.
On the whole, combining the above identities with the formal energy conserva-
tion (3.9), we find
1
2
d
dt
(
‖u− u¯‖2L2x +
∥∥E − E¯∥∥2
L2x
+
∥∥B − B¯∥∥2
L2x
)
+ µ ‖∇x(u− u¯)‖2L2x +
1
σ
‖j − j¯‖2L2x
=
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx
+
∫
R3
(
j¯ ∧ (B − B¯)) · (u− u¯)− ((j − j¯) ∧ (B − B¯)) · u¯dx
+
∫
R3
A ·
(
u− u¯
j − j¯
)
dx.
The next step consists in estimating the terms in the right-hand side above that are
nonlinear in (u, j, E,B) and to absorb the resulting expressions with the modulated
energy δE(t) and the modulated energy dissipation δD(t) by suitable uses of Young’s
inequality and Gro¨nwall’s lemma. Thus, we obtain
d
dt
δE(t) + δD(t)
≤ ‖u¯‖L∞x ‖u− u¯‖L2x ‖∇x(u− u¯)‖L2x
+ ‖j¯‖L3x
∥∥B − B¯∥∥
L2x
‖u− u¯‖L6x + ‖u¯‖L∞x
∥∥B − B¯∥∥
L2x
‖j − j¯‖L2x
+
∫
R3
A ·
(
u− u¯
j − j¯
)
dx
≤ 1
µ
‖u¯‖2L∞x ‖u− u¯‖
2
L2x
+
(
σ
2
‖u¯‖2L∞x +
C20
µ
‖j¯‖2L3x
)∥∥B − B¯∥∥2
L2x
+
µ
2
‖∇x(u− u¯)‖2L2x +
1
2σ
‖j − j¯‖2L2x +
∫
R3
A ·
(
u− u¯
j − j¯
)
dx.
Hence,
d
dt
δE(t) + 1
2
δD(t) ≤ λ(t)δE(t) +
∫
R3
A ·
(
u− u¯
j − j¯
)
dx,
which concludes the proof of the proposition with a direct application of Gro¨nwall’s
lemma. 
Note that the test functions satisfying the linear constraints (3.12) are eas-
ily constructed by considering scalar potentials ϕ¯ ∈ C∞c
(
[0,∞)× R3) and vector
potentials A¯ ∈ C∞c
(
[0,∞)× R3) and then setting
(3.15) E¯ = −∇xϕ¯− ∂tA¯ and B¯ = rot A¯.
One may prefer, for various reasons, to deal, in a completely equivalent manner,
with test functions
(
u¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) satisfying the stationary con-
straints
div u¯ = 0, div B¯ = 0, j¯ = σ
(
E¯ + u¯ ∧ B¯) ,
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rather than the constraints (3.12). In this case, instead of (3.13), we obtain the
stability inequality
δE(t)+1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
∫
R3
A ·
 u− u¯E − E¯
B − B¯
 dx
 (s)e∫ ts λ(σ)dσds,
where the acceleration operator is now defined by
A
(
u¯, j¯, E¯, B¯
)
=
−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ P (j¯ ∧ B¯)−∂tE¯ + rot B¯ − j¯
−∂tB¯ − rot E¯
 .
The preceding proposition provides an important weak-strong stability prop-
erty for the incompressible Navier-Stokes-Maxwell system (3.8). Indeed, the sta-
bility inequality (3.13) essentially implies that a solution (u¯, j¯, E¯, B¯) of (3.8) such
that u¯ ∈ L2tL∞x and j¯ ∈ L2tL3x, if it exists, is unique in the whole class of weak
solutions in the energy space, for any given initial data.
Remark. In order to impose minimal local integrability assumptions on the
test function u¯, it is tempting to employ the method of Lions and Masmoudi
[56] for estimating the nonlinear term [u¯⊗ (u− u¯)] : ∇x (u− u¯) by splitting u¯ =
u¯1{|u¯|≤K} + u¯1{|u¯|>K}, for some large K > 0, which yields
‖[u¯⊗ (u− u¯)] : ∇x (u− u¯)‖L1x
≤ K ‖u− u¯‖L2x ‖∇x(u− u¯)‖L2x +
∥∥u¯1{|u¯|>K}∥∥L3x ‖u− u¯‖L6x ‖∇x(u− u¯)‖L2x
≤ 1
ν
K2
4
‖u− u¯‖2L2x + ν ‖∇x(u− u¯)‖
2
L2x
+ C0
∥∥u¯1{|u¯|>K}∥∥L3x ‖∇x(u− u¯)‖2L2x ,
for any ν > 0, where C0 > 0 denotes the operator norm of the Sobolev embedding
H˙1x ↪→ L6x. Then, choosing K > 0 large enough so that
∥∥u¯1{|u¯|>K}∥∥L3x is arbitrarily
small and setting ν > 0 small enough, it is readily seen that the last two terms above
can be absorbed by the modulated entropy dissipation. Of course, the choice of the
parameter K is not uniform for all u¯ ∈ L3x. This approach definitely allows us to
merely consider velocity fields u¯ ∈ L2tL∞x + L∞t L3x when establishing weak-strong
stability principles for the incompressible Navier-Stokes system (see [56]). Here,
however, considering the coupling of the fluid equations with Maxwell’s system
introduces other nonlinear terms in the estimates, which unfortunately require that
u¯ ∈ L2tL∞x in order to be duly controlled.
By analogy with Lions’ dissipative solutions to the incompressible Euler system
[57, Section 4.4], we provide now a suitable notion of dissipative solution for the
incompressible Navier-Stokes-Maxwell system (3.8), based on Proposition 3.6, and
establish their existence next.
Definition. We say that
(u,E,B) ∈ L∞ ([0,∞);L2 (R3)) ∩ C ([0,∞); w-L2 (R3))
such that
div u = 0, divB = 0,
is a dissipative solution of the incompressible Navier-Stokes-Maxwell sys-
tem (3.8), if it solves Maxwell’s equations{
∂tE − rotB = −j,
∂tB + rotE = 0,
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with Ohm’s law
j = σ (E + u ∧B) ,
in the sense of distributions, and if, for any test functions
(
u¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3)
satisfying the linear constraints (3.12), the stability inequality (3.13) is verified.
As previously mentioned, dissipative solutions define actual solutions in the
sense that they coincide with the unique strong solution when the latter exists.
The following theorem asserts their existence.
Theorem 3.7. For any initial data
(
uin, Ein, Bin
) ∈ L2 (R3) such that
div uin = 0, divBin = 0,
there exists a dissipative solution to the incompressible Navier-Stokes-Maxwell sys-
tem (3.8).
Proof. Following Lions [57], we easily build the dissipative solutions by in-
troducing viscous approximations of the system (3.8). Thus, for each ν > 0, we
consider weak solutions of the following system :

∂tuν + uν · ∇xuν − µ∆xuν = −∇xpν + jν ∧Bν , div uν = 0,
∂tEν − rotBν = −jν , jν = σ (Eν + uν ∧Bν) ,
∂tBν + rotEν − ν∆xBν = 0, divBν = 0,
associated with the initial data
(
uin, Ein, Bin
)
and satisfying the energy inequality,
for all t > 0,
1
2
(
‖uν‖2L2x + ‖Eν‖
2
L2x
+ ‖Bν‖2L2x
)
(t)
+
∫ t
0
µ ‖∇xuν(s)‖2L2x +
1
σ
‖jν(s)‖2L2x + ν ‖∇xBν(s)‖
2
L2x
ds
≤ 1
2
(∥∥uin∥∥2
L2x
+
∥∥Ein∥∥2
L2x
+
∥∥Bin∥∥2
L2x
)
.
Such weak solutions are easily established following the method of Leray [48], for
the nonlinear term jν ∧ Bν is now stable with respect to weak convergence in the
energy space defined by the above energy inequality, thanks to the dissipation on
Bν .
Then, repeating the computations of Proposition 3.6, it is readily seen that
d
dt
∫
R3
uν · u¯+ Eν · E¯ +Bν · B¯dx+
∫
R3
2µ∇xuν : ∇xu¯+ 2
σ
jν · j¯dx
= −
∫
R3
u¯⊗ (uν − u¯) : ∇x(uν − u¯)dx
+
∫
R3
(
(jν − j¯) ∧ (Bν − B¯)
) · u¯+ ((uν − u¯) ∧ (Bν − B¯)) · j¯dx
−
∫
R3
A ·
(
uν
jν
)
dx−
∫
R3
ν∇xBν : ∇xB¯dx.
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Hence, defining the modulated energy δEν(t) and modulated energy dissipation
δDν(t) by simply replacing (u, j, E,B) by (uν , jν , Eν , Bν) in (3.14), we infer that
δEν(t) +
∫ t
0
δDν(s) + ν ‖∇xBν(s)‖2L2x ds
≤ δEν(0) +
∫ t
0
∫
R3
u¯⊗ (uν − u¯) : ∇x(uν − u¯)dxds
+
∫ t
0
∫
R3
(
j¯ ∧ (Bν − B¯)
) · (uν − u¯)− ((jν − j¯) ∧ (Bν − B¯)) · u¯dxds
+
∫ t
0
∫
R3
A ·
(
uν − u¯
jν − j¯
)
+ ν∇xBν : ∇xB¯dxds.
Then, following the proof of Proposition 3.6, we arrive at
δEν(t) +
∫ t
0
1
2
δDν(s) + ν ‖∇xBν(s)‖2L2x ds
≤ δEν(0) +
∫ t
0
λ(s)δEν(s) +
[∫
R3
A ·
(
uν − u¯
jν − j¯
)
+ ν∇xBν : ∇xB¯dx
]
ds
≤ δEν(0) +
∫ t
0
λ(s)δEν(s) +
[∫
R3
A ·
(
uν − u¯
jν − j¯
)
dx
]
ds
+
∫ t
0
ν
2
‖∇xBν‖2L2x +
ν
2
∥∥∇xB¯∥∥2L2x ds,
and an application of Gro¨nwall’s lemma yields
δEν(t)+1
2
∫ t
0
δDν(s)e
∫ t
s
λ(σ)dσds ≤ δEν(0)e
∫ t
0
λ(s)ds
+
∫ t
0
[∫
R3
A ·
(
uν − u¯
jν − j¯
)
dx+
ν
2
∥∥∇xB¯∥∥2L2x
]
(s)e
∫ t
s
λ(σ)dσds.
We may now pass to the limit in the above stability inequality. Thus, up to
extraction of subsequences, we may assume that, as ν → 0,
uν
∗
⇀ u in L∞t L
2
x ∩ L2t H˙1x,
jν ⇀ j in L
2
tL
2
x,
Eν
∗
⇀ E in L∞t L
2
x,
Bν
∗
⇀ B in L∞t L
2
x.
Furthermore, noticing that ∂tuν , ∂tEν and ∂tBν are uniformly bounded, in L
1
loc
in time and in some negative index Sobolev space in x, it is possible to show (see
[57, Appendix C]) that (uν , Eν , Bν) converges to (u,E,B) ∈ C
(
[0,∞); w-L2 (R3))
weakly in L2x uniformly locally in time. Then, by the weak lower semi-continuity
of the norms, we obtain that, for every t > 0,
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds ≤ lim inf
ν→0
δEν(t) + 1
2
∫ t
0
δDν(s)e
∫ t
s
λ(σ)dσds.
Hence, the stability inequality (3.13) holds.
Finally, invoking a classical compactness result by Aubin and Lions [8, 50] (see
also [71] for a sharp compactness criterion), we infer that the uν ’s converge towards
u strongly in L2loc (dtdx). Therefore, it is readily seen that Ohm’s law is satisfied
asymptotically, which concludes the proof of the theorem. 
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3.2.3.2. The two-fluid incompressible Navier-Stokes-Maxwell system with Ohm’s
law. Following the strategy of Proposition 3.6, the next result establishes a cru-
cial weak-strong stability principle for the two-fluid incompressible Navier-Stokes-
Maxwell system with Ohm’s law (3.5).
Proposition 3.8. Let (u, n,E,B) be a smooth solution to the two-fluid incom-
pressible Navier-Stokes-Maxwell system with Ohm’s law (3.5). Further consider
test functions
(
u¯, n¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) such that
(3.16)

div u¯ = 0,
∂tE¯ − rot B¯ = −j¯, div E¯ = n¯,
∂tB¯ + rot E¯ = 0, div B¯ = 0.
We define the acceleration operator by
A
(
u¯, n¯, j¯, E¯, B¯
)
=
(−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ 12P (n¯E¯ + j¯ ∧ B¯)− 12σ (j¯ − n¯u¯) + 12 (− 12∇xn¯+ E¯ + u¯ ∧ B¯)
)
,
and the growth rate by
λ(t) =
(
3
µ
+
4
σ
+ 2σ
)
‖u¯(t)‖2L∞x +
3C20
µ
(∥∥∥∥(12∇xn¯− E¯
)
(t)
∥∥∥∥2
L3x
+
1
2
‖j¯(t)‖2L3x
)
,
where C0 > 0 denotes the operator norm of the Sobolev embedding H˙
1
(
R3
)
↪→
L6
(
R3
)
.
Then, one has the stability inequality
(3.17)
δE(t)+1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
[∫
R3
A ·
(
u− u¯
j − j¯ − n(u− u¯)
)
dx
]
(s)e
∫ t
s
λ(σ)dσds,
where the modulated energy δE and energy dissipation δD are given by
(3.18)
δE(t) = 1
2
‖(u− u¯) (t)‖2L2x +
1
8
‖(n− n¯) (t)‖2L2x
+
1
4
∥∥(E − E¯) (t)∥∥2
L2x
+
1
4
∥∥(B − B¯) (t)∥∥2
L2x
,
δD(t) = µ ‖∇x(u− u¯)(t)‖2L2x +
1
2σ
‖(j − nu− (j¯ − n¯u¯)) (t)‖2L2x .
Proof. We have already formally established in Proposition 3.3 the conserva-
tion of the energy for systems (3.5). The very same computations applied to the
test functions (u¯, n¯, j¯, E¯, B¯) yield the identity
(3.19)
d
dt
E¯(t) + D¯(t) = −
∫
R3
A ·
(
u¯
j¯ − n¯u¯
)
dx,
where the energy E¯ and energy dissipation D¯ are obtained simply by replacing the
unknowns by the test functions in the respective definitions of Proposition 3.3.
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Furthermore, other similar duality computations yield that
d
dt
∫
R3
(
u · u¯+ 1
4
nn¯+
1
2
E · E¯ + 1
2
B · B¯
)
dx+
∫
R3
2µ∇xu : ∇xu¯dx
= −
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx
+
1
2
∫
R3
(nE + j ∧B) · u¯+ (n¯E¯ + j¯ ∧ B¯) · udx
− 1
2
∫
R3
j ·
(
E¯ − 1
2
∇xn¯
)
+ j¯ ·
(
E − 1
2
∇xn
)
dx−
∫
R3
A ·
(
u
0
)
dx,
and
1
σ
(j − nu) · (j¯ − n¯u¯)
=
1
2σ
(j − nu+ (n− n¯)u¯) · (j¯ − n¯u¯) + 1
2σ
(n− n¯)u¯ · (j − nu− (j¯ − n¯u¯))
+
1
2σ
(j − nu) · (j¯ − nu¯)
=
1
2
(j − nu+ (n− n¯)u¯) ·
(
−1
2
∇xn¯+ E¯ + u¯ ∧ B¯
)
−A ·
(
0
j − nu+ (n− n¯)u¯
)
+
1
2σ
(n− n¯)u¯ · (j − nu− (j¯ − n¯u¯)) + 1
2
(
−1
2
∇xn+ E + u ∧B
)
· (j¯ − nu¯),
whence, considering the sum of the preceding relations,
d
dt
∫
R3
(
u · u¯+ 1
4
nn¯+
1
2
E · E¯ + 1
2
B · B¯
)
dx
+
∫
R3
2µ∇xu : ∇xu¯+ 1
σ
(j − nu) · (j¯ − n¯u¯)dx
= −
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx+ 1
2
∫
R3
(n− n¯)(u− u¯) ·
(
1
2
∇xn¯− E¯
)
dx
+
1
2
∫
R3
(
(j − nu− (j¯ − n¯u¯)) ∧ (B − B¯)) · u¯+ ((u− u¯) ∧ (B − B¯)) · j¯dx
+
1
2σ
∫
R3
(n− n¯)(j − nu− (j¯ − n¯u¯)) · u¯dx−
∫
R3
A ·
(
u
j − nu+ (n− n¯)u¯
)
dx.
On the whole, combining the above identities with the energy decay imposed
by the formal energy conservations from Proposition 3.3, we find the following
modulated energy inequality :
d
dt
δE(t) + δD(t)
≤
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx− 1
2
∫
R3
(n− n¯)(u− u¯) ·
(
1
2
∇xn¯− E¯
)
dx
− 1
2
∫
R3
(
(j − nu− (j¯ − n¯u¯)) ∧ (B − B¯)) · u¯+ ((u− u¯) ∧ (B − B¯)) · j¯dx
− 1
2σ
∫
R3
(n− n¯)(j − nu− (j¯ − n¯u¯)) · u¯dx+
∫
R3
A ·
(
u− u¯
j − j¯ − n(u− u¯)
)
dx.
The next step consists in estimating the terms in the right-hand side above that
are nonlinear in (u, n, j, E,B) and to absorb the resulting expressions with the
modulated energy δE(t) and the modulated energy dissipation δD(t) by suitable
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uses of Young’s inequality and Gro¨nwall’s lemma. Thus, we obtain
d
dt
δE(t) + δD(t)
≤ ‖u¯‖L∞x ‖u− u¯‖L2x ‖∇x(u− u¯)‖L2x +
1
2
∥∥∥∥12∇xn¯− E¯
∥∥∥∥
L3x
‖n− n¯‖L2x ‖u− u¯‖L6x
+
1
2σ
‖u¯‖L∞x
(
‖n− n¯‖L2x + σ
∥∥B − B¯∥∥
L2x
)
‖j − nu− (j¯ − n¯u¯)‖L2x
+
1
2
‖j¯‖L3x
∥∥B − B¯∥∥
L2x
‖u− u¯‖L6x +
∫
R3
A ·
(
u− u¯
j − j¯ − n(u− u¯)
)
dx
≤ 3
2µ
‖u¯‖2L∞x ‖u− u¯‖
2
L2x
+
(
3C20
8µ
∥∥∥∥12∇xn¯− E¯
∥∥∥∥2
L3x
+
1
2σ
‖u¯‖2L∞x
)
‖n− n¯‖2L2x
+
(
σ
2
‖u¯‖2L∞x +
3C20
8µ
‖j¯‖2L3x
)∥∥B − B¯∥∥2
L2x
+
µ
2
‖∇x(u− u¯)‖2L2x +
1
4σ
‖j − nu− (j¯ − n¯u¯)‖2L2x
+
∫
R3
A ·
(
u− u¯
j − j¯ − n(u− u¯)
)
dx.
Hence,
d
dt
δE(t) + 1
2
δD(t) ≤ λ(t)δE(t) +
∫
R3
A ·
(
u− u¯
j − j¯ − n(u− u¯)
)
dx,
which concludes the proof of the proposition with a direct application of Gro¨nwall’s
lemma. 
Again, note that the test functions satisfying the linear constraints (3.16) are
easily constructed employing the relations (3.15). Now, one may prefer to deal, in a
completely equivalent manner, with test functions
(
u¯, n¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3)
satisfying the stationary constraints
div u¯ = 0, div E¯ = n¯, div B¯ = 0, j¯ − n¯u¯ = σ
(
−1
2
∇xn¯+ E¯ + u¯ ∧ B¯
)
,
rather than the constraints (3.16). In this case, instead of (3.17), we obtain the
stability inequality
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
∫
R3
A ·
 u− u¯E − 12∇xn− (E¯ − 12∇xn¯)
B − B¯
 dx
 (s)e∫ ts λ(σ)dσds,
where the acceleration operator is now defined by
A
(
u¯, n¯, j¯, E¯, B¯
)
=
−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ 12P (n¯E¯ + j¯ ∧ B¯)1
2
(−∂tE¯ + rot B¯ − j¯)
1
2
(−∂tB¯ − rot E¯)
 .
The preceding proposition provides an important weak-strong stability prop-
erty for the two-fluid incompressible Navier-Stokes-Maxwell system with Ohm’s
law (3.5). Indeed, the stability inequality (3.17) essentially implies that a solution
(u¯, n¯, j¯, E¯, B¯) of (3.5) such that u¯ ∈ L2tL∞x , j¯ ∈ L2tL3x and 12∇xn¯− E¯ ∈ L2tL3x, if it
exists, is unique in the whole class of weak solutions in the energy space, for any
given initial data.
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By analogy with Lions’ dissipative solutions to the incompressible Euler system
[57, Section 4.4], we provide now a suitable notion of dissipative solution for the
two-fluid incompressible Navier-Stokes-Maxwell system with Ohm’s law (3.5), based
on Proposition 3.8, and establish their existence next.
Definition. We say that
(u, n,E,B) ∈ L∞ ([0,∞);L2 (R3)) ∩ C ([0,∞); w-L2 (R3))
such that
div u = 0, divE = n, divB = 0,
is a dissipative solution of the two-fluid incompressible Navier-Stokes-
Maxwell system with Ohm’s law (3.5), if it solves Maxwell’s equations{
∂tE − rotB = −j,
∂tB + rotE = 0,
with Ohm’s law
j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
,
in the sense of distributions, and if, for any test functions
(
u¯, n¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3)
satisfying the linear constraints (3.16), the stability inequality (3.17) is verified.
As previously mentioned, dissipative solutions define actual solutions in the
sense that they coincide with the unique strong solution when the latter exists.
The following theorem asserts their existence.
Theorem 3.9. For any initial data
(
uin, nin, Ein, Bin
) ∈ L2 (R3) such that
div uin = 0, divEin = nin, divBin = 0,
there exists a dissipative solution to the two-fluid incompressible Navier-Stokes-
Maxwell system with Ohm’s law (3.5).
Proof. As in the proof of Theorem 3.7, it is possible, here, to justify the exis-
tence of dissipative solutions by introducing viscous approximations of the system
(3.5). Thus, for each ν > 0, we consider weak solutions of the following system :
(3.20)
∂tuν + uν · ∇xuν − µ∆xuν = −∇xpν + 1
2
(nνEν + jν ∧Bν) , div uν = 0,
∂tEν − rotBν − ν∆xEν = −jν , divEν = nν ,
∂tBν + rotEν − ν∆xBν = 0, divBν = 0,
jν − nνuν = σ
(
−1
2
∇xnν + Eν + uν ∧Bν
)
,
associated with the initial data
(
uin, nin, Ein, Bin
)
and satisfying the energy in-
equality, for all t > 0,(
1
2
‖uν‖2L2x +
1
8
‖nν‖2L2x +
1
4
‖Eν‖2L2x +
1
4
‖Bν‖2L2x
)
(t)
+
∫ t
0
(
µ ‖∇xuν‖2L2x +
1
2σ
‖jν − nνuν‖2L2x
+
ν
4
‖∇xnν‖2L2x +
ν
2
‖∇xEν‖2L2x +
ν
2
‖∇xBν‖2L2x
)
(s)ds
≤ 1
2
∥∥uin∥∥2
L2x
+
1
8
∥∥nin∥∥2
L2x
+
1
4
∥∥Ein∥∥2
L2x
+
1
4
∥∥Bin∥∥2
L2x
.
Such weak solutions are easily established following the method of Leray [48], for the
nonlinear terms nνEν and jν ∧Bν are now stable with respect to weak convergence
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in the energy space defined by the above energy inequality, thanks to the dissipation
on nν , Eν and Bν .
Then, repeating the computations of Proposition 3.8, it is readily seen that
d
dt
∫
R3
(
uν · u¯+ 1
4
nν n¯+
1
2
Eν · E¯ + 1
2
Bν · B¯
)
dx
+
∫
R3
2µ∇xuν : ∇xu¯+ 1
σ
(jν − nνuν) · (j¯ − n¯u¯)dx
= −
∫
R3
u¯⊗ (uν − u¯) : ∇x(uν − u¯)dx+ 1
2
∫
R3
(nν − n¯)(uν − u¯) ·
(
1
2
∇xn¯− E¯
)
dx
+
1
2
∫
R3
(
(jν − nνuν − (j¯ − n¯u¯)) ∧ (Bν − B¯)
) · u¯+ ((uν − u¯) ∧ (Bν − B¯)) · j¯dx
+
1
2σ
∫
R3
(nν − n¯)(jν − nνuν − (j¯ − n¯u¯)) · u¯dx
−
∫
R3
A ·
(
uν
jν − nνuν + (nν − n¯)u¯
)
dx
−
∫
R3
ν
4
∇xnν : ∇xn¯+ ν
2
∇xEν : ∇xE¯ + ν
2
∇xBν : ∇xB¯dx.
Hence, defining the modulated energy δEν(t) and modulated energy dissipation
δDν(t) by simply replacing (u, n, j, E,B) by (uν , nν , jν , Eν , Bν) in (3.18), we infer
that
δEν(t) +
∫ t
0
δDν(s) + ν
2
(
1
2
‖∇xnν‖2L2x + ‖∇xEν‖
2
L2x
+ ‖∇xBν‖2L2x
)
(s)ds
≤ δEν(0) +
∫ t
0
∫
R3
u¯⊗ (uν − u¯) : ∇x(uν − u¯)dxds
− 1
2
∫ t
0
∫
R3
(nν − n¯)(uν − u¯) ·
(
1
2
∇xn¯− E¯
)
dxds
− 1
2
∫ t
0
∫
R3
(
(jν − nνuν − (j¯ − n¯u¯)) ∧ (Bν − B¯)
) · u¯dxds
− 1
2
∫ t
0
∫
R3
(
(uν − u¯) ∧ (Bν − B¯)
) · j¯dxds
− 1
2σ
∫ t
0
∫
R3
(nν − n¯)(jν − nνuν − (j¯ − n¯u¯)) · u¯dxds
+
∫ t
0
∫
R3
A ·
(
uν − u¯
jν − j¯ − nν(uν − u¯)
)
dxds
+
∫ t
0
∫
R3
ν
4
∇xnν : ∇xn¯+ ν
2
∇xEν : ∇xE¯ + ν
2
∇xBν : ∇xB¯dxds.
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Then, following the proof of Proposition 3.8, we arrive at
δEν(t) +
∫ t
0
1
2
δDν(s) + ν
2
(
1
2
‖∇xnν‖2L2x + ‖∇xEν‖
2
L2x
+ ‖∇xBν‖2L2x
)
(s)ds
≤ δEν(0) +
∫ t
0
λ(s)δEν(s) +
[∫
R3
A ·
(
uν − u¯
jν − j¯ − nν(uν − u¯)
)
dx
]
ds
+
ν
2
∫ t
0
∫
R3
1
2
∇xnν : ∇xn¯+∇xEν : ∇xE¯ +∇xBν : ∇xB¯dxds
≤ δEν(0) +
∫ t
0
λ(s)δEν(s) +
[∫
R3
A ·
(
uν − u¯
jν − j¯ − nν(uν − u¯)
)
dx
]
ds
+
ν
4
∫ t
0
1
2
‖∇xnν‖2L2x + ‖∇xEν‖
2
L2x
+ ‖∇xBν‖2L2x ds
+
ν
4
∫ t
0
1
2
‖∇xn¯‖2L2x +
∥∥∇xE¯∥∥2L2x + ∥∥∇xB¯∥∥2L2x ds,
and an application of Gro¨nwall’s lemma yields
δEν(t) + 1
2
∫ t
0
δDν(s)e
∫ t
s
λ(σ)dσds ≤ δEν(0)e
∫ t
0
λ(s)ds
+
∫ t
0
[∫
R3
A ·
(
uν − u¯
jν − j¯ − nν(uν − u¯)
)
dx
]
(s)e
∫ t
s
λ(σ)dσds
+
ν
4
∫ t
0
[
1
2
‖∇xn¯‖2L2x +
∥∥∇xE¯∥∥2L2x + ∥∥∇xB¯∥∥2L2x
]
(s)e
∫ t
s
λ(σ)dσds.
We may now pass to the limit in the above stability inequality. Thus, up to
extraction of subsequences, we may assume that, as ν → 0,
uν
∗
⇀ u in L∞t L
2
x ∩ L2t H˙1x,
nν
∗
⇀ n in L∞t L
2
x,
Eν
∗
⇀ E in L∞t L
2
x,
Bν
∗
⇀ B in L∞t L
2
x.
Furthermore, noticing that ∂tuν , ∂tnν , ∂tEν and ∂tBν are uniformly bounded,
in L1loc in time and in some negative index Sobolev space in x, it is possible
to show (see [57, Appendix C]) that (uν , nν , Eν , Bν) converges to (u, n,E,B) ∈
C
(
[0,∞); w-L2 (R3)) weakly in L2x uniformly locally in time. Moreover, invok-
ing a classical compactness result by Aubin and Lions [8, 50] (see also [71] for a
sharp compactness criterion), we infer that the uν ’s converge towards u strongly in
L2loc (dtdx). In particular, it follows that, up to extraction,
nνuν
∗
⇀ nu in L∞t L
1
x ∩ L2tL6x,
jν − nνuν ⇀ j − nu in L2tL2x.
Then, by the weak lower semi-continuity of the norms, we obtain that, for every
t > 0,
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds ≤ lim inf
ν→0
δEν(t) + 1
2
∫ t
0
δDν(s)e
∫ t
s
λ(σ)dσds.
Hence, the stability inequality (3.17) holds. Finally, it is readily seen that Ohm’s
law is satisfied asymptotically, which concludes the proof of the theorem. 
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We present now an alternative kind of stability inequality for the two-fluid
incompressible Navier-Stokes-Maxwell system with Ohm’s law (3.5), whose un-
derstanding will be crucial for the relative entropy method – developed later on
in Chapter 12 – in the hydrodynamic limit of the two species Vlasov-Maxwell-
Boltzmann system (2.32). It is based on the identity (3.7) linking the Lorentz force
with the Poynting vector E∧B, which will allow us to stabilize the modulated non-
linear terms solely with the modulated energy δE (i.e. without absorbing nonlinear
terms with the modulated dissipation δD ; note the different coefficient in front of
δD in the stability inequalities (3.17) and (3.21), below).
Proposition 3.10. Let (u, n,E,B) be a smooth solution to the two-fluid in-
compressible Navier-Stokes-Maxwell system with Ohm’s law (3.5). Further consider
test functions
(
u¯, n¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) such that ‖u¯‖L∞t,x < 1 and

div u¯ = 0,
∂tE¯ − rot B¯ = −j¯, div E¯ = n¯,
∂tB¯ + rot E¯ = 0, div B¯ = 0.
We define the acceleration operator by
A
(
u¯, n¯, j¯, E¯, B¯
)
=
(−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ 12P (n¯E¯ + j¯ ∧ B¯)− 12σ (j¯ − n¯u¯) + 12 (− 12∇xn¯+ E¯ + u¯ ∧ B¯)
)
,
and the growth rate by
λ(t) =
2 ‖∇t,xu¯(t)‖L∞x
1− ‖u¯(t)‖L∞x
+
√
2 ‖(j¯ − n¯u¯) (t)‖L∞x
2
(
1− ‖u¯(t)‖L∞x
) + ∥∥∥∥(12∇xn¯− E¯ − u¯ ∧ B¯
)
(t)
∥∥∥∥
L∞x
.
Then, one has the stability inequality
(3.21)
δE(t)+
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
[∫
R3
A ·
(
u− u¯
j − nu− (j¯ − n¯u¯)
)
dx
]
(s)e
∫ t
s
λ(σ)dσds,
where the modulated energy δE and energy dissipation δD are given by
(3.22)
δE(t) = 1
2
‖(u− u¯) (t)‖2L2x +
1
8
‖(n− n¯) (t)‖2L2x
+
1
4
∥∥(E − E¯) (t)∥∥2
L2x
+
1
4
∥∥(B − B¯) (t)∥∥2
L2x
− 1
2
∫
R3
((
E − E¯) (t) ∧ (B − B¯) (t)) · u¯(t)dx,
δD(t) = µ ‖∇x(u− u¯)(t)‖2L2x +
1
2σ
‖(j − nu− (j¯ − n¯u¯)) (t)‖2L2x .
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Proof. Following the proof of Proposition 3.8, using that div u = div u¯ = 0,
we consider first the identity
d
dt
∫
R3
(
u · u¯+ 1
4
nn¯+
1
2
E · E¯ + 1
2
B · B¯
)
dx+
∫
R3
2µ∇xu : ∇xu¯dx
=
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx
+
1
2
∫
R3
(nE + j ∧B) · u¯+ (n¯E¯ + j¯ ∧ B¯) · udx
− 1
2
∫
R3
j ·
(
E¯ − 1
2
∇xn¯
)
+ j¯ ·
(
E − 1
2
∇xn
)
dx−
∫
R3
A ·
(
u
0
)
dx
=
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx
+
1
2
∫
R3
(
(n− n¯) (E − E¯)+ (j − j¯) ∧ (B − B¯)) · u¯dx
+
1
2
∫
R3
(j¯ − n¯u¯) · ((u− u¯) ∧ (B − B¯)) dx
+
1
2
∫
R3
(n− n¯) (u− u¯) ·
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
dx
+
1
2
∫
R3
(j − nu) ·
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
+ (j¯ − n¯u¯) ·
(
1
2
∇xn− E − u ∧B
)
dx
−
∫
R3
A ·
(
u
0
)
dx.
Further using Ohm’s laws, we find
(3.23)
d
dt
∫
R3
(
u · u¯+ 1
4
nn¯+
1
2
E · E¯ + 1
2
B · B¯
)
dx
+
∫
R3
2µ∇xu : ∇xu¯+ 1
σ
(j − nu) · (j¯ − n¯u¯) dx
=
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx
+
1
2
∫
R3
(
(n− n¯) (E − E¯)+ (j − j¯) ∧ (B − B¯)) · u¯dx
+
1
2
∫
R3
(j¯ − n¯u¯) · ((u− u¯) ∧ (B − B¯)) dx
+
1
2
∫
R3
(n− n¯) (u− u¯) ·
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
dx
−
∫
R3
A ·
(
u
j − nu
)
dx.
Then, expressing the modulated Lorentz force with a modulated Poynting vec-
tor as
∂t
((
E − E¯) ∧ (B − B¯))+ 1
2
∇x
(∣∣E − E¯∣∣2 + ∣∣B − B¯∣∣2)
−∇x ·
((
E − E¯)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯))
= − (n− n¯) (E − E¯)− (j − j¯) ∧ (B − B¯) ,
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we arrive at the relation
d
dt
∫
R3
(
u · u¯+ 1
4
nn¯+
1
2
E · E¯ + 1
2
B · B¯ + 1
2
((
E − E¯) ∧ (B − B¯)) · u¯) dx
−
∫
R3
1
2
((
E − E¯) ∧ (B − B¯)) · ∂tu¯dx
+
∫
R3
2µ∇xu : ∇xu¯+ 1
σ
(j − nu) · (j¯ − n¯u¯) dx
=
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx
− 1
2
∫
R3
((
E − E¯)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯)) : ∇xu¯dx
+
1
2
∫
R3
(j¯ − n¯u¯) · ((u− u¯) ∧ (B − B¯)) dx
+
1
2
∫
R3
(n− n¯) (u− u¯) ·
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
dx
−
∫
R3
A ·
(
u
j − nu
)
dx.
On the whole, combining the preceding identity with the energy conservation
law for test functions (3.19) and the energy decay imposed by the formal energy
conservations from Proposition 3.3, we find the following modulated energy inequal-
ity :
d
dt
δE(t) + δD(t)
≤ −
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx−
∫
R3
1
2
((
E − E¯) ∧ (B − B¯)) · ∂tu¯dx
+
1
2
∫
R3
((
E − E¯)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯)) : ∇xu¯dx
− 1
2
∫
R3
(j¯ − n¯u¯) · ((u− u¯) ∧ (B − B¯)) dx
− 1
2
∫
R3
(n− n¯) (u− u¯) ·
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
dx
+
∫
R3
A ·
(
u− u¯
j − nu− (j¯ − n¯u¯)
)
dx.
The next step consists in estimating the terms in the right-hand side above that are
nonlinear in (u, n, j, E,B) and to absorb the resulting expressions with the mod-
ulated energy δE(t) by suitable uses of Young’s inequality and Gro¨nwall’s lemma.
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Thus, we obtain
d
dt
δE(t) + δD(t)
≤ ‖∇t,xu¯‖L∞x
(
‖u− u¯‖2L2x +
1
2
∥∥E − E¯∥∥2
L2x
+
1
2
∥∥B − B¯∥∥2
L2x
)
+
1
2
(
‖j¯ − n¯u¯‖L∞x
∥∥B − B¯∥∥
L2x
+
∥∥∥∥12∇xn¯− E¯ − u¯ ∧ B¯
∥∥∥∥
L∞x
‖n− n¯‖L2x
)
‖u− u¯‖L2x
+
∫
R3
A ·
(
u− u¯
j − nu− (j¯ − n¯u¯)
)
dx
≤ ‖∇t,xu¯‖L∞x
(
‖u− u¯‖2L2x +
1
2
∥∥E − E¯∥∥2
L2x
+
1
2
∥∥B − B¯∥∥2
L2x
)
+
√
2
4
‖j¯ − n¯u¯‖L∞x
(
‖u− u¯‖2L2x +
1
2
∥∥B − B¯∥∥2
L2x
)
+
1
2
∥∥∥∥12∇xn¯− E¯ − u¯ ∧ B¯
∥∥∥∥
L∞x
(
‖u− u¯‖2L2x +
1
4
‖n− n¯‖2L2x
)
+
∫
R3
A ·
(
u− u¯
j − nu− (j¯ − n¯u¯)
)
dx.
Hence, further noticing that(
1− ‖u¯‖L∞x
)(1
2
‖u− u¯‖2L2x +
1
8
‖n− n¯‖2L2x +
1
4
∥∥E − E¯∥∥2
L2x
+
1
4
∥∥B − B¯∥∥2
L2x
)
≤ 1
2
‖u− u¯‖2L2x +
1
8
‖n− n¯‖2L2x +
1
4
∥∥E − E¯∥∥2
L2x
+
1
4
∥∥B − B¯∥∥2
L2x
− 1
2
‖u¯‖L∞x
∫
R3
∣∣E − E¯∣∣ ∣∣B − B¯∣∣ dx
≤ 1
2
‖u− u¯‖2L2x +
1
8
‖n− n¯‖2L2x +
1
4
∥∥E − E¯∥∥2
L2x
+
1
4
∥∥B − B¯∥∥2
L2x
− 1
2
∫
R3
((
E − E¯) ∧ (B − B¯)) · u¯dx
= δE(t),
we find, since ‖u¯‖L∞t,x < 1, that
d
dt
δE(t) + δD(t) ≤ λ(t)δE(t) +
∫
R3
A ·
(
u− u¯
j − nu− (j¯ − n¯u¯)
)
dx,
which concludes the proof of the proposition with a direct application of Gro¨nwall’s
lemma. 
Remark. Notice that the preceding method of modulation of the Poynting
vector is not applicable to the incompressible Navier-Stokes-Maxwell system (3.8),
for the divergence of the electric field E is not determined therein, i.e. Gauss’ law
divE = n cannot be used to provide a bound on divE.
The preceding proposition provides another weak-strong stability property for
the two-fluid incompressible Navier-Stokes-Maxwell system with Ohm’s law (3.5).
Indeed, the stability inequality (3.21) essentially implies that a solution (u¯, n¯, j¯, E¯, B¯)
of (3.5) such that u¯ ∈ L∞t,x, ∇t,xu¯ ∈ L1tL∞x , j¯ − n¯u¯ ∈ L1tL∞x and ‖u¯‖L∞t,x < 1, if it
exists, is unique in the whole class of weak solutions in the energy space, for any
given initial data.
3.2. THE TWO-FLUID INCOMPRESSIBLE NAVIER-STOKES-FOURIER-MAXWELL. . . 81
We do not know whether the condition ‖u¯‖L∞t,x < 1 in Proposition 3.10 is ac-
tually necessary or merely a technical limitation. Nevertheless, this result shows
that such a condition has a stabilizing effect on the two-fluid incompressible Navier-
Stokes-Maxwell system with Ohm’s law (3.5). Furthermore, this restriction is phys-
ically relevant since it imposes that the modulus of the bulk velocity u¯ remains
everywhere and at all times below the speed of light. More precisely, keeping track
of the relevant physical constants in the formal derivations of Chapter 2, we see
that the system (3.5) can be recast as
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
(cnE + j ∧B) , div u = 0,
1
c
∂tE − rotB = −j, divE = cn,
1
c
∂tB + rotE = 0, divB = 0,
j − nu = σ
(
−1
2
∇xn+ cE + u ∧B
)
,
where the constant c > 0 denotes the speed of light. Notice that the formal energy
conservation law satisfied by this system is independent of c > 0 and is thus given by
Proposition 3.3. Moreover, expressing the Lorentz force with the Poynting vector
as in (3.7) yields now
1
c
∂t (E ∧B) + 1
2
∇x
(
E2 +B2
)−∇x · (E ⊗ E +B ⊗B) = −cnE − j ∧B.
Therefore, applying the proof of Proposition 3.10 to the preceding system, we arrive
at a stability inequality valid under the restriction that the bulk velocity remains
bounded by the speed of light ‖u¯‖L∞t,x < c, which is natural.
Following the previous developments, it is also possible to use now the stability
inequality (3.21) from Proposition 3.10 to define another notion of dissipative so-
lutions for the two-fluid incompressible Navier-Stokes-Maxwell system with Ohm’s
law (3.5), whose existence is then established by reproducing the arguments from
Theorem 3.9. Indeed, applying the computations from the proof of Proposition 3.10
to the viscous approximation (3.20) only produces new dissipative terms which are
easily controlled in the limit ν → 0 (note that the condition ‖u¯‖L∞t,x < 1 has to be
used in order to absorb the dissipative terms produced by expressing the Lorentz
force with the Poynting vector through the viscous Maxwell system from (3.20)).
Thus, the only remaining argument from the proof of Theorem 3.9 that needs spe-
cial care in order to conclude the existence of dissipative solutions resides in the
weak lower semi-continuity of the modulated energy δE(t) defined by (3.22), which
we establish now.
To this end, let us consider
Eν⇀E in L
2
x,
Bν⇀B in L
2
x,
as ν → 0. It is enough to show that
(3.24)
1
2
‖E‖2L2x +
1
2
‖B‖2L2x −
∫
R3
(E ∧B) · u¯dx
≤ lim inf
ν→0
(
1
2
‖Eν‖2L2x +
1
2
‖Bν‖2L2x −
∫
R3
(Eν ∧Bν) · u¯dx
)
,
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provided ‖u¯‖L∞x < 1, which will follow from a convexity argument. Indeed, defining
the bilinear form B : R6 × R6 → R by
B
((
E
B
)
,
(
Eν
Bν
))
= E · Eν +B ·Bν − (E ∧Bν) · u¯− (Eν ∧B) · u¯,
it is readily seen that B is symmetric and positive definite :
B
((
E
B
)
,
(
E
B
))
= |E|2 + |B|2 − 2 (E ∧B) · u¯ ≥ (1− |u¯|)
(
|E|2 + |B|2
)
≥ 0.
In particular, it follows that
B
((
E
B
)
,
(
Eν
Bν
))
≤ 1
2
B
((
E
B
)
,
(
E
B
))
+
1
2
B
((
Eν
Bν
)
,
(
Eν
Bν
))
.
Hence, we deduce∫
R3
B
((
E
B
)
,
(
E
B
))
dx = lim
ν→0
∫
R3
B
((
E
B
)
,
(
Eν
Bν
))
dx
≤ 1
2
∫
R3
B
((
E
B
)
,
(
E
B
))
dx
+ lim
ν→0
1
2
∫
R3
B
((
Eν
Bν
)
,
(
Eν
Bν
))
dx,
which establishes (3.24).
3.2.3.3. The two-fluid incompressible Navier-Stokes-Maxwell system with solenoidal
Ohm’s law. Following the strategy of Propositions 3.6 and 3.8, the next result es-
tablishes a crucial weak-strong stability principle for the two-fluid incompressible
Navier-Stokes-Maxwell system with solenoidal Ohm’s law (3.6).
Proposition 3.11. Let (u,E,B) be a smooth solution to the two-fluid incom-
pressible Navier-Stokes-Maxwell system with solenoidal Ohm’s law (3.6). Further
consider test functions
(
u¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) such that
(3.25)

div j¯ = 0, div u¯ = 0,
∂tE¯ − rot B¯ = −j¯, div E¯ = 0,
∂tB¯ + rot E¯ = 0, div B¯ = 0.
We define the acceleration operator by
A
(
u¯, j¯, E¯, B¯
)
=
(−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ 12P (j¯ ∧ B¯)− 12σ j¯ + 12P (E¯ + u¯ ∧ B¯)
)
,
and the growth rate by
λ(t) =
(
2
µ
+ 4σ
)
‖u¯(t)‖2L∞x +
2C20
µ
‖j¯(t)‖2L3x ,
where C0 > 0 denotes the operator norm of the Sobolev embedding H˙
1
(
R3
)
↪→
L6
(
R3
)
.
Then, one has the stability inequality
(3.26)
δE(t)+1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
[∫
R3
A ·
(
u− u¯
j − j¯
)
dx
]
(s)e
∫ t
s
λ(σ)dσds,
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where the modulated energy δE and energy dissipation δD are given by
δE(t) = 1
2
‖(u− u¯) (t)‖2L2x +
1
4
∥∥(E − E¯) (t)∥∥2
L2x
+
1
4
∥∥(B − B¯) (t)∥∥2
L2x
,
δD(t) = µ ‖∇x(u− u¯)(t)‖2L2x +
1
2σ
‖(j − j¯) (t)‖2L2x .
Proof. We have already formally established in Proposition 3.3 the conser-
vation of the energy for system (3.6). The very same computations applied to the
test functions (u¯, j¯, E¯, B¯) yield the identity
(3.27)
d
dt
E¯(t) + D¯(t) = −
∫
R3
A ·
(
u¯
j¯
)
dx,
where the energy E¯ and energy dissipation D¯ are obtained simply by replacing the
unknowns by the test functions in the respective definitions of Proposition 3.3.
Furthermore, another similar duality computation yields that
(3.28)
d
dt
∫
R3
(
u · u¯+ 1
2
E · E¯ + 1
2
B · B¯
)
dx+
∫
R3
2µ∇xu : ∇xu¯+ 1
σ
j · j¯dx
= −
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx
+
1
2
∫
R3
(
(j − j¯) ∧ (B − B¯)) · u¯+ ((u− u¯) ∧ (B − B¯)) · j¯dx
−
∫
R3
A ·
(
u
j
)
dx.
On the whole, combining the above identities with the energy decay imposed
by the formal energy conservations from Proposition 3.3, we find the following
modulated energy inequality :
d
dt
δE(t) + δD(t)
≤
∫
R3
u¯⊗ (u− u¯) : ∇x(u− u¯)dx
− 1
2
∫
R3
(
(j − j¯) ∧ (B − B¯)) · u¯+ ((u− u¯) ∧ (B − B¯)) · j¯dx
+
∫
R3
A ·
(
u− u¯
j − j¯
)
dx.
The next step consists in estimating the terms in the right-hand side above that are
nonlinear in (u, j, E,B) and to absorb the resulting expressions with the modulated
energy δE(t) and the modulated energy dissipation δD(t) by suitable uses of Young’s
inequality and Gro¨nwall’s lemma. Thus, we obtain
d
dt
δE(t) + δD(t)
≤ ‖u¯‖L∞x ‖u− u¯‖L2x ‖∇x(u− u¯)‖L2x
+
1
2
‖j¯‖L3x
∥∥B − B¯∥∥
L2x
‖u− u¯‖L6x +
1
2
‖u¯‖L∞x
∥∥B − B¯∥∥
L2x
‖j − j¯‖L2x
+
∫
R3
A ·
(
u− u¯
j − j¯
)
dx
≤ 1
µ
‖u¯‖2L∞x ‖u− u¯‖
2
L2x
+
(
σ ‖u¯‖2L∞x +
C20
2µ
‖j¯‖2L3x
)∥∥B − B¯∥∥2
L2x
+
µ
2
‖∇x(u− u¯)‖2L2x +
1
4σ
‖j − j¯‖2L2x +
∫
R3
A ·
(
u− u¯
j − j¯
)
dx.
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Hence,
d
dt
δE(t) + 1
2
δD(t) ≤ λ(t)δE(t) +
∫
R3
A ·
(
u− u¯
j − j¯
)
dx,
which concludes the proof of the proposition with a direct application of Gro¨nwall’s
lemma. 
Note that the test functions satisfying the linear constraints (3.25) are easily
constructed by considering vector potentials A¯ ∈ C∞c
(
[0,∞)× R3) and then setting
E¯ = −∂t rot A¯ and B¯ = rot rot A¯.
Now, one may prefer to deal, in a completely equivalent manner, with test functions(
u¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) and j¯ ∈ C∞ ([0,∞)× R3) (here, we cannot impose
that j¯ be compactly supported) satisfying the stationary constraints
div u¯ = 0, div E¯ = 0, div B¯ = 0, j¯ = σP
(
E¯ + u¯ ∧ B¯) ,
rather than the constraints (3.25). In this case, instead of (3.26), we obtain the
stability inequality
δE(t)+1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
∫
R3
A ·
 u− u¯E − E¯
B − B¯
 dx
 (s)e∫ ts λ(σ)dσds,
where the acceleration operator is now defined by
A
(
u¯, j¯, E¯, B¯
)
=
−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ 12P (j¯ ∧ B¯)1
2
(−∂tE¯ + rot B¯ − j¯)
1
2
(−∂tB¯ − rot E¯)
 .
The preceding proposition provides an important weak-strong stability prop-
erty for the two-fluid incompressible Navier-Stokes-Maxwell system with solenoidal
Ohm’s law (3.6). Indeed, the stability inequality (3.26) essentially implies that a
solution (u¯, j¯, E¯, B¯) of (3.6) such that u¯ ∈ L2tL∞x and j¯ ∈ L2tL3x, if it exists, is
unique in the whole class of weak solutions in the energy space, for any given initial
data.
By analogy with Lions’ dissipative solutions to the incompressible Euler system
[57, Section 4.4], we provide now a suitable notion of dissipative solution for the
two-fluid incompressible Navier-Stokes-Maxwell system with solenoidal Ohm’s law
(3.6), based on Proposition 3.11, and establish their existence next.
Definition. We say that
(u,E,B) ∈ L∞ ([0,∞);L2 (R3)) ∩ C ([0,∞); w-L2 (R3))
such that
div u = 0, divE = 0, divB = 0,
is a dissipative solution of the two-fluid incompressible Navier-Stokes-
Maxwell system with solenoidal Ohm’s law (3.6), if it solves Maxwell’s equa-
tions {
∂tE − rotB = −j,
∂tB + rotE = 0,
with solenoidal Ohm’s law
j = σ (−∇xp¯+ E + u ∧B) ,
in the sense of distributions, and if, for any test functions
(
u¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3)
satisfying the linear constraints (3.25), the stability inequality (3.26) is verified.
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As previously mentioned, dissipative solutions define actual solutions in the
sense that they coincide with the unique strong solution when the latter exists.
The following theorem asserts their existence.
Theorem 3.12. For any initial data
(
uin, Ein, Bin
) ∈ L2 (R3) such that
div uin = 0, divEin = 0, divBin = 0,
there exists a dissipative solution to the two-fluid incompressible Navier-Stokes-
Maxwell system with solenoidal Ohm’s law (3.6).
Proof. As in the proof of Theorems 3.7 and 3.9, it is possible, here, to justify
the existence of dissipative solutions by introducing viscous approximations of the
system (3.6). However, it will be much more judicious to recover the system (3.6) as
an asymptotic regime of the two fluid incompressible Navier-Stokes-Maxwell system
(2.48) for very weak interspecies interactions, which we recast here, for all ν > 0,
as
(3.29)
∂tu
+
ν + u
+
ν · ∇xu+ν − µ∆xu+ν
+
1
σν2
(
u+ν − u−ν
)
= −∇xp+ν +
1
ν
(
Eν + u
+
ν ∧Bν
)
, div u+ν = 0,
∂tu
−
ν + u
−
ν · ∇xu−ν − µ∆xu−ν
− 1
σν2
(
u+ν − u−ν
)
= −∇xp−ν −
1
ν
(
Eν + u
−
ν ∧Bν
)
, div u−ν = 0,
∂tEν − rotBν = −1
ν
(
u+ν − u−ν
)
, divEν = 0,
∂tBν + rotEν = 0, divBν = 0,
associated with an initial data
(
u±inν , E
in, Bin
)
satisfying
uin =
u+inν + u
−in
ν
2
.
The above two fluid system satisfies the energy inequality, for all t > 0,
1
2
(∥∥u+ν ∥∥2L2x + ∥∥u−ν ∥∥2L2x + ‖Eν‖2L2x + ‖Bν‖2L2x) (t)
+
∫ t
0
µ
(∥∥∇xu+ν (s)∥∥2L2x + ∥∥∇xu−ν (s)∥∥2L2x)+ 1σ
∥∥∥∥u+ν (s)− u−ν (s)ν
∥∥∥∥2
L2x
ds
≤ 1
2
(∥∥u+inν ∥∥2L2x + ∥∥u−inν ∥∥2L2x + ∥∥Ein∥∥2L2x + ∥∥Bin∥∥2L2x) .
Further defining the variables
uν =
u+ν + u
−
ν
2
and jν =
u+ν − u−ν
ν
,
the system (3.29) can be rewritten as
(3.30)
∂tuν + uν · ∇xuν + ν
2
4
jν · ∇xjν − µ∆xuν
= −∇xpν + 1
2
jν ∧Bν , div uν = 0,
ν2
2
(∂tjν + uν · ∇xjν + jν · ∇xuν − µ∆xjν)
+
1
σ
jν = −∇xp¯ν + Eν + uν ∧Bν , div jν = 0,
∂tEν − rotBν = −jν , divEν = 0,
∂tBν + rotEν = 0, divBν = 0,
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and the corresponding energy inequality becomes, for all t > 0,(
1
2
‖uν‖2L2x +
ν2
8
‖jν‖2L2x +
1
4
‖Eν‖2L2x +
1
4
‖Bν‖2L2x
)
(t)
+
∫ t
0
µ
(
‖∇xuν(s)‖2L2x +
ν2
4
‖∇xjν(s)‖2L2x
)
+
1
2σ
‖jν(s)‖2L2x ds
≤ 1
2
∥∥uin∥∥2
L2x
+
ν2
8
∥∥jinν ∥∥2L2x + 14 ∥∥Ein∥∥2L2x + 14 ∥∥Bin∥∥2L2x ,
where jinν =
u+inν −u−inν
ν .
Weak solutions of the above systems (3.29) and (3.30) are easily established
following the method of Leray [48], for the nonlinear terms u±ν ∧Bν (or, equivalently,
uν ∧ Bν and jν ∧ Bν) are stable with respect to weak convergence in the energy
space defined by the above energy inequalities.
Now, for any test functions
(
u¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) satisfying the linear
constraints (3.25), we define the approximate acceleration operator by
Aν
(
u¯, j¯, E¯, B¯
)
= A
(
u¯, j¯, E¯, B¯
)− ν2
4
(
P (j¯ · ∇xj¯)
∂tj¯ + P (u¯ · ∇xj¯ + j¯ · ∇xu¯)− µ∆xj¯
)
.
Then, a straightforward energy estimate yields that
d
dt
(
1
2
‖u¯‖2L2x +
ν2
8
‖j¯‖2L2x +
1
4
∥∥E¯∥∥2
L2x
+
1
4
∥∥B¯∥∥2
L2x
)
+ µ
(
‖∇xu¯‖2L2x +
ν2
4
‖∇xj¯‖2L2x
)
+
1
2σ
‖j¯‖2L2x = −
∫
R3
Aν ·
(
u¯
j¯
)
dx.
Moreover, another similar duality computation gives that
d
dt
∫
R3
(
uν · u¯+ ν
2
4
jν · j¯ + 1
2
Eν · E¯ + 1
2
Bν · B¯
)
dx
+
∫
R3
2µ∇xuν : ∇xu¯+ µν
2
2
∇xjν : ∇xj¯ + 1
σ
jν · j¯dx
= −
∫
R3
u¯⊗ (uν − u¯) : ∇x(uν − u¯) + ν
2
4
u¯⊗ (jν − j¯) : ∇x(jν − j¯)dx
− ν
2
4
∫
R3
j¯ ⊗ (jν − j¯) : ∇x(uν − u¯) + j¯ ⊗ (uν − u¯) : ∇x(jν − j¯)dx
+
1
2
∫
R3
(
(jν − j¯) ∧ (Bν − B¯)
) · u¯+ ((uν − u¯) ∧ (Bν − B¯)) · j¯dx
−
∫
R3
Aν ·
(
uν
jν
)
dx.
Hence, defining the modulated energy δEν(t) and modulated energy dissipation
δDν(t) by
δEν(t) = 1
2
‖(uν − u¯) (t)‖2L2x +
ν2
8
‖(jν − j¯) (t)‖2L2x
+
1
4
∥∥(Eν − E¯) (t)∥∥2L2x + 14 ∥∥(Bν − B¯) (t)∥∥2L2x ,
δDν(t) = µ ‖∇x(uν − u¯)(t)‖2L2x +
µν2
4
‖∇x(jν − j¯)(t)‖2L2x +
1
2σ
‖(jν − j¯) (t)‖2L2x ,
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we find that
δEν(t) +
∫ t
0
δDν(s)ds
≤ δEν(0) +
∫ t
0
∫
R3
u¯⊗ (uν − u¯) : ∇x(uν − u¯) + ν
2
4
u¯⊗ (jν − j¯) : ∇x(jν − j¯)dxds
+
ν2
4
∫ t
0
∫
R3
j¯ ⊗ (jν − j¯) : ∇x(uν − u¯) + j¯ ⊗ (uν − u¯) : ∇x(jν − j¯)dxds
− 1
2
∫ t
0
∫
R3
(
(jν − j¯) ∧ (Bν − B¯)
) · u¯+ ((uν − u¯) ∧ (Bν − B¯)) · j¯dxds
+
∫ t
0
∫
R3
Aν ·
(
uν − u¯
jν − j¯
)
dxds.
The next step consists in estimating the terms in the right-hand side above that
are nonlinear in (uν , jν , Eν , Bν) and to absorb the resulting expressions with the
modulated energy δEν(t) and the modulated energy dissipation δDν(t) by suitable
uses of Young’s inequality and Gro¨nwall’s lemma. Thus, we obtain
δEν(t) +
∫ t
0
δDν(s)ds
≤ δEν(0) +
∫ t
0
‖u¯‖L∞x ‖uν − u¯‖L2x ‖∇x(uν − u¯)‖L2x ds
+
ν2
4
∫ t
0
‖u¯‖L∞x ‖jν − j¯‖L2x ‖∇x(jν − j¯)‖L2x ds
+
ν2
4
∫ t
0
‖j¯‖L∞x ‖jν − j¯‖L2x ‖∇x(uν − u¯)‖L2x + ‖j¯‖L3x ‖uν − u¯‖L6x ‖∇x(jν − j¯)‖L2x ds
+
1
2
∫ t
0
‖j¯‖L3x
∥∥Bν − B¯∥∥L2x ‖uν − u¯‖L6x + ‖u¯‖L∞x ∥∥Bν − B¯∥∥L2x ‖jν − j¯‖L2x ds
+
∫ t
0
∫
R3
Aν ·
(
uν − u¯
jν − j¯
)
dxds
≤ δEν(0) +
∫ t
0
1
µ
‖u¯‖2L∞x ‖uν − u¯‖
2
L2x
+
(
σ ‖u¯‖2L∞x +
C20
2µ
‖j¯‖2L3x
)∥∥Bν − B¯∥∥2L2x ds
+
∫ t
0
(
µ
2
+
µν2
16
+
ν2C20
4µ
‖j¯‖2L3x
)
‖∇x(uν − u¯)‖2L2x +
µν2
8
‖∇x(jν − j¯)‖2L2x ds
+
∫ t
0
(
1
4σ
+
ν2
4µ
‖u¯‖2L∞x +
ν2
4µ
‖j¯‖2L∞x
)
‖jν − j¯‖2L2x +
[∫
R3
Aν ·
(
uν − u¯
jν − j¯
)
dx
]
ds
≤ δEν(0) +
∫ t
0
λ(s)δEν(s) +
[∫
R3
Aν ·
(
uν − u¯
jν − j¯
)
dx
]
ds
+
∫ t
0
(
1
2
+ ν2β(s)
)
δDν(s)ds,
where
β(t) =
1
16
+
C20
4µ2
‖j¯‖2L3x +
σ
2µ
(
‖u¯‖2L∞x + ‖j¯‖
2
L∞x
)
.
Hence,
δEν(t) +
∫ t
0
1
2
δDν(s)ds
≤ δEν(0) +
∫ t
0
λ(s)δEν(s) +
[∫
R3
Aν ·
(
uν − u¯
jν − j¯
)
dx
]
+ ν2β(s)δDν(s)ds,
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and an application of Gro¨nwall’s lemma yields
δEν(t) + 1
2
∫ t
0
δDν(s)e
∫ t
s
λ(σ)dσds ≤ δEν(0)e
∫ t
0
λ(s)ds
+
∫ t
0
[[∫
R3
Aν ·
(
uν − u¯
jν − j¯
)
dx
]
(s) + ν2β(s)δDν(s)
]
e
∫ t
s
λ(σ)dσds.
We may now pass to the limit in the above stability inequality. Thus, up to
extraction of subsequences, we may assume that, as ν → 0,
uν
∗
⇀ u in L∞t L
2
x ∩ L2t H˙1x,
jν ⇀ j in L
2
tL
2
x,
Eν
∗
⇀ E in L∞t L
2
x,
Bν
∗
⇀ B in L∞t L
2
x.
Furthermore, noticing that ∂tuν , ∂tEν and ∂tBν are uniformly bounded, in L
1
loc
in time and in some negative index Sobolev space in x, it is possible to show (see
[57, Appendix C]) that (uν , Eν , Bν) converges to (u,E,B) ∈ C
(
[0,∞); w-L2 (R3))
weakly in L2x uniformly locally in time. Then, by the weak lower semi-continuity
of the norms, we obtain that, for every t > 0,
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds ≤ lim inf
ν→0
δEν(t) + 1
2
∫ t
0
δDν(s)e
∫ t
s
λ(σ)dσds.
Hence, further assuming that δEν(0) → δE(0), as ν → 0, the stability inequality
(3.26) holds. Notice that the convergence of the initial data is satisfied whenever∥∥u+inν − u−inν ∥∥L2x → 0, as ν → 0.
Finally, invoking a classical compactness result by Aubin and Lions [8, 50] (see
also [71] for a sharp compactness criterion), we infer that the uν ’s converge towards
u strongly in L2loc (dtdx). Therefore, passing to the limit in the evolution equation
for jν in (3.30), it is readily seen that Ohm’s law is satisfied asymptotically, which
concludes the proof of the theorem. 
As before, we present now an alternative kind of stability inequality for the
two-fluid incompressible Navier-Stokes-Maxwell system with solenoidal Ohm’s law
(3.6). It is a mere adaptation of Proposition 3.10 to the present case, which relies
on the interpretation of the Lorentz force with the Poynting vector. We recall that
this method allows us to stabilize the modulated nonlinear terms solely with the
modulated energy δE .
Proposition 3.13. Let (u,E,B) be a smooth solution to the two-fluid incom-
pressible Navier-Stokes-Maxwell system with solenoidal Ohm’s law (3.6). Further
consider test functions
(
u¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) such that ‖u¯‖L∞t,x < 1 and
div j¯ = 0, div u¯ = 0,
∂tE¯ − rot B¯ = −j¯, div E¯ = 0,
∂tB¯ + rot E¯ = 0, div B¯ = 0.
We define the acceleration operator by
A
(
u¯, j¯, E¯, B¯
)
=
(−∂tu¯− P (u¯ · ∇xu¯) + µ∆xu¯+ 12P (j¯ ∧ B¯)− 12σ j¯ + 12P (E¯ + u¯ ∧ B¯)
)
,
and the growth rate by
λ(t) =
2 ‖∇t,xu¯(t)‖L∞x
1− ‖u¯(t)‖L∞x
+
√
2 ‖j¯(t)‖L∞x
2
(
1− ‖u¯(t)‖L∞x
) .
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Then, one has the stability inequality
(3.31)
δE(t)+
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
[∫
R3
A ·
(
u− u¯
j − j¯
)
dx
]
(s)e
∫ t
s
λ(σ)dσds,
where the modulated energy δE and energy dissipation δD are given by
(3.32)
δE(t) = 1
2
‖(u− u¯) (t)‖2L2x +
1
4
∥∥(E − E¯) (t)∥∥2
L2x
+
1
4
∥∥(B − B¯) (t)∥∥2
L2x
− 1
2
∫
R3
((
E − E¯) (t) ∧ (B − B¯) (t)) · u¯(t)dx,
δD(t) = µ ‖∇x(u− u¯)(t)‖2L2x +
1
2σ
‖(j − j¯) (t)‖2L2x .
Proof. Following the proof of Proposition 3.11, we consider first the identity
d
dt
∫
R3
(
u · u¯+ 1
2
E · E¯ + 1
2
B · B¯
)
dx+
∫
R3
2µ∇xu : ∇xu¯+ 1
σ
j · j¯dx
=
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx
+
1
2
∫
R3
(
(j − j¯) ∧ (B − B¯)) · u¯+ ((u− u¯) ∧ (B − B¯)) · j¯dx
−
∫
R3
A ·
(
u
j
)
dx.
Note that this relation can be recovered by formally discarding all terms involving
the charge density n in (3.23).
Then, expressing the modulated Lorentz force with a modulated Poynting vec-
tor as
∂t
((
E − E¯) ∧ (B − B¯))+ 1
2
∇x
(∣∣E − E¯∣∣2 + ∣∣B − B¯∣∣2)
−∇x ·
((
E − E¯)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯))
= − (j − j¯) ∧ (B − B¯) ,
we arrive at the relation
d
dt
∫
R3
(
u · u¯+ 1
2
E · E¯ + 1
2
B · B¯ + 1
2
((
E − E¯) ∧ (B − B¯)) · u¯) dx
−
∫
R3
1
2
((
E − E¯) ∧ (B − B¯)) · ∂tu¯dx+ ∫
R3
2µ∇xu : ∇xu¯+ 1
σ
j · j¯dx
=
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx
− 1
2
∫
R3
((
E − E¯)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯)) : ∇xu¯dx
+
1
2
∫
R3
j¯ · ((u− u¯) ∧ (B − B¯)) dx− ∫
R3
A ·
(
u
j
)
dx.
On the whole, combining the preceding identity with the energy conservation
law for test functions (3.27) and the energy decay imposed by the formal energy
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conservations from Proposition 3.3, we find the following modulated energy inequal-
ity :
d
dt
δE(t) + δD(t)
≤ −
∫
R3
(u− u¯)⊗ (u− u¯) : ∇xu¯dx−
∫
R3
1
2
((
E − E¯) ∧ (B − B¯)) · ∂tu¯dx
+
1
2
∫
R3
((
E − E¯)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯)) : ∇xu¯dx
− 1
2
∫
R3
j¯ · ((u− u¯) ∧ (B − B¯)) dx+ ∫
R3
A ·
(
u− u¯
j − j¯
)
dx.
The next step consists in estimating the terms in the right-hand side above that are
nonlinear in (u, j, E,B) and to absorb the resulting expressions with the modulated
energy δE(t) by suitable uses of Young’s inequality and Gro¨nwall’s lemma. Thus,
we obtain
d
dt
δE(t) + δD(t)
≤ ‖∇t,xu¯‖L∞x
(
‖u− u¯‖2L2x +
1
2
∥∥E − E¯∥∥2
L2x
+
1
2
∥∥B − B¯∥∥2
L2x
)
+
1
2
‖j¯‖L∞x
∥∥B − B¯∥∥
L2x
‖u− u¯‖L2x +
∫
R3
A ·
(
u− u¯
j − j¯
)
dx
≤ ‖∇t,xu¯‖L∞x
(
‖u− u¯‖2L2x +
1
2
∥∥E − E¯∥∥2
L2x
+
1
2
∥∥B − B¯∥∥2
L2x
)
+
√
2
4
‖j¯‖L∞x
(
‖u− u¯‖2L2x +
1
2
∥∥B − B¯∥∥2
L2x
)
+
∫
R3
A ·
(
u− u¯
j − j¯
)
dx.
Hence, further noticing that(
1− ‖u¯‖L∞x
)(1
2
‖u− u¯‖2L2x +
1
4
∥∥E − E¯∥∥2
L2x
+
1
4
∥∥B − B¯∥∥2
L2x
)
≤ 1
2
‖u− u¯‖2L2x +
1
4
∥∥E − E¯∥∥2
L2x
+
1
4
∥∥B − B¯∥∥2
L2x
− 1
2
‖u¯‖L∞x
∫
R3
∣∣E − E¯∣∣ ∣∣B − B¯∣∣ dx
≤ 1
2
‖u− u¯‖2L2x +
1
4
∥∥E − E¯∥∥2
L2x
+
1
4
∥∥B − B¯∥∥2
L2x
− 1
2
∫
R3
((
E − E¯) ∧ (B − B¯)) · u¯dx
= δE(t),
we find, since ‖u¯‖L∞t,x < 1, that
d
dt
δE(t) + δD(t) ≤ λ(t)δE(t) +
∫
R3
A ·
(
u− u¯
j − j¯
)
dx,
which concludes the proof of the proposition with a direct application of Gro¨nwall’s
lemma. 
The preceding proposition provides another weak-strong stability property for
the two-fluid incompressible Navier-Stokes-Maxwell system with solenoidal Ohm’s
law (3.6). Indeed, the stability inequality (3.31) essentially implies that a solution
(u¯, j¯, E¯, B¯) of (3.6) such that u¯ ∈ L∞t,x, ∇t,xu¯ ∈ L1tL∞x , j¯ ∈ L1tL∞x and ‖u¯‖L∞t,x < 1,
if it exists, is unique in the whole class of weak solutions in the energy space, for
any given initial data.
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As in Proposition 3.10, the condition ‖u¯‖L∞t,x < 1 in Proposition 3.13 is phys-
ically relevant, for it imposes that the modulus of the bulk velocity u¯ remains
everywhere and at all times below the speed of light. More precisely, keeping track
of the relevant physical constants in the formal derivations of Chapter 2, we see
that the system (3.6) can be recast as
∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
j ∧B, div u = 0,
1
c
∂tE − rotB = −j, divE = 0,
1
c
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ cE + u ∧B) , div j = 0,
where the constant c > 0 denotes the speed of light. Then, applying the proof of
Proposition 3.13 to the preceding system, we arrive at a stability inequality valid
under the restriction that the bulk velocity remains bounded by the speed of light
‖u¯‖L∞t,x < c, which is natural.
Following the previous developments, it is also possible to use now the stability
inequality (3.31) from Proposition 3.13 to define another notion of dissipative solu-
tions for the two-fluid incompressible Navier-Stokes-Maxwell system with solenoidal
Ohm’s law (3.6), whose existence is then established by reproducing the arguments
from Theorem 3.12. The only argument from the proof of Theorem 3.12 that needs
special care in order to conclude the existence of dissipative solutions resides in the
weak lower semi-continuity of the modulated energy δE(t) defined by (3.32), which
we have already established in (3.24).

Part 2
Conditional convergence results

CHAPTER 4
Two typical regimes
We will now focus on two specific regimes which are critical, in the sense that
all the formal asymptotics mentioned in Chapter 2 can be rigorously obtained by
similar or even simpler arguments.
The first scaling we will investigate here is the one leading from the one
species Vlasov-Maxwell-Boltzmann equations (2.5) to the incompressible quasi-
static Navier-Stokes-Fourier-Maxwell-Poisson system (2.29). More precisely, we
will set α = , β =  and γ =  in (2.5). As discussed in Section 3.1, the resulting
limiting model is then very similar to the incompressible Navier-Stokes equations
and, thus, the usual methods of hydrodynamic limits will apply. We shall focus
specifically on the influence of the electromagnetic field, which induces numerous
technical complications.
The second regime we will study is more singular since the magnetic forcing is
much stronger. Specifically, we will consider the scaling leading from the two species
Vlasov-Maxwell-Boltzmann equations (2.32) to the two-fluid incompressible Navier-
Stokes-Fourier-Maxwell system with Ohm’s law (2.74) in the case of strong inter-
species collisions, or to the two-fluid incompressible Navier-Stokes-Fourier-Maxwell
system with solenoidal Ohm’s law (2.75) in the case of weak interspecies collisions.
More precisely, we will set α = δ, β = δ and γ = 1 in (2.32), with δ unbounded.
Actually, as discussed in Section 3.2, the corresponding limiting models (2.74) and
(2.75) are not stable under weak convergence in the energy space and, thus, share
more similarities with the three-dimensional incompressible Euler equations. So
will our proofs of hydrodynamic convergence in this setting.
All along this second part on rigorous hydrodynamic convergence proofs, we
will consider renormalized solutions, whose definition we recall below in Section 4.1,
of the Vlasov-Maxwell-Boltzmann systems for any number species. In fact, their
existence is not established, which is precisely the reason why the convergence
results presented here are deemed conditional, and remains a challenging open
problem of outstanding difficulty.
Loosely speaking, the specific complexity of the Vlasov-Maxwell-Boltzmann
system originates in the nonlinear coupling of the Vlasov-Boltzmann equation with
a hyperbolic system, namely Maxwell’s equations. This essential difficulty remains
ubiquitous in our analysis of its hydrodynamic limits and is passed on to the most
singular asymptotic models present in our work, such as the systems (2.74) and
(2.75), whose well-posedness is not fully understood (see Section 3.2) and contains
very challenging open questions, as well.
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4.1. Renormalized solutions
We are now going to recall the notion of renormalized solutions for the Vlasov-
Maxwell-Boltzmann systems (2.5)
(4.1)

∂tf + v · ∇xf + (E + v ∧B) · ∇vf = Q(f, f),
∂tE − rotB = −
∫
R3
fvdv,
∂tB + rotE = 0,
divE =
∫
R3
fdv − 1,
divB = 0,
and (2.32)
(4.2)

∂tf
± + v · ∇xf± ± (E + v ∧B) · ∇vf± = Q(f±, f±) +Q(f±, f∓),
∂tE − rotB = −
∫
R3
(
f+ − f−) vdv,
∂tB + rotE = 0,
divE =
∫
R3
(
f+ − f−) dv,
divB = 0,
where we have discarded the free parameters.
4.1.1. The Vlasov-Boltzmann equation. Let us focus first on the simpler
Vlasov-Boltzmann equation :
(4.3) ∂tf + v · ∇xf + F · ∇vf = Q (f, f) ,
with a given force field F (t, x, v) satisfying, at least,
F,∇v · F ∈ L1loc
(
dtdx;L1 (Mαdv)
)
for all α > 0.
The above conditions on the force field are minimal requirements so that it is
possible to define renormalized solutions of (4.3) (see definition below). We will,
however, further restrict the range of applicability of force fields :
• we assume that ∇v · F = 0, so that the local conservation of mass is
verified ;
• we assume that F · v = 0, so that the global Maxwellian M(v) is an
equilibrium state of (4.3).
Renormalized solutions of (4.3) are known to exist since the late eighties, thanks
to DiPerna and Lions [30] (at least for the Boltzmann equation, i.e. for the case
F = 0). We are going to briefly describe their derivation, their limitations and
emphasize the main mathematical difficulties preventing their construction for the
above Vlasov-Maxwell-Boltzmann systems.
Throughout this work, we are interested in the fluctuations of a density f(t, x, v)
around a global normalized MaxwellianM(v), we will therefore conveniently employ
the density G(t, x, v) defined by f = MG. In this notation, the Vlasov-Boltzmann
equation (4.3) reads
(4.4) ∂tG+ v · ∇xG+ F · ∇vG = Q (G,G) ,
where we denote
Q(G,H) = 1
M
Q(MG,MH).
Thus, DiPerna and Lions formulated in [30] the first theory yielding global
solutions to the Boltzmann equation (4.4), with F = 0, for large initial data
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G(0, x, v) = Gin(x, v) ≥ 0. Their construction heavily relied on a new notion
of solutions, namely the renormalized solutions.
Recall that we utilize the prefixes w- or w∗- to express that a given space is
endowed with its weak or weak-∗ topology, respectively.
Definition. We say that a nonlinearity β ∈ C1 ([0,∞);R) is an admissible
renormalization if it satisfies, for some C > 0,
|β′(z)| ≤ C
(1 + z)
1
2
for all z ≥ 0.
A density function f(t, x, v) = MG(t, x, v) ≥ 0, where (t, x, v) ∈ [0,∞)× R3 ×
R3, such that
(4.5)
G ∈ C ([0,∞); w-L1loc (dxdv)) ∩ L∞ ([0,∞), dt;L1loc (dx;L1 ((1 + |v|2)Mdv))) ,
is a renormalized solution of the Vlasov-Boltzmann equation (4.4) if it
solves
(4.6) ∂tβ(G) + v · ∇xβ(G) + F · ∇vβ(G) = β′(G)Q(G,G)
in the sense of distributions for any admissible renormalization, and satisfies the
entropy inequality, for all t > 0,
H(f(t)) +
∫ t
0
∫
R3
D(f(s))dxds ≤ H(f in) <∞,
where f in = MGin is the initial value of f = MG and the relative entropy H(f) =
H(f |M) is defined in (1.17), while the entropy dissipation D(f) is defined in (1.13).
Note that the renormalized collision operator β′(G)Q(G,G) is well-defined in
L1loc
(
dtdx;L1 (Mαdv)
)
, with α > 0, for any admissible renormalization, any func-
tion in (4.5) and any integrable cross-section b(z, σ) ∈ L1loc
(
R3 × S2) satisfying the
so-called DiPerna-Lions assumption
(4.7) lim
|v|→∞
1
|v|2
∫
K×S2
b(v − v∗, σ)dv∗dσ = 0,
for any compact subset K ⊂ R3.
Indeed, it is possible to show directly from (4.7) that (see [4], for instance, for
more details), for any α > 0,
lim
|v|→∞
1
|v|2
∫
R3×S2
b(v − v∗, σ)Mα∗ dv∗dσ = 0.
Therefore, considering first non-negative renormalizations satisfying 0 ≤ β′(z) ≤
C
1+z , the renormalized loss part β
′(G)Q−(G,G) is easily estimated as∫
R3
β′(G)Q−(G,G)Mαdv
=
∫
R3
G∗(1 + |v∗|2)M∗
[
1
1 + |v∗|2
∫
R3×S2
β′(G)Gb(v − v∗, σ)Mαdvdσ
]
dv∗
≤ C ‖G‖L1((1+|v|2)Mdv) ,
while the renormalized gain term β′(G)Q+(G,G) is well-defined in L1loc
(
dtdx;L1 (Mαdv)
)
by the renormalized Vlasov-Boltzmann equation (4.6) because it is the only un-
estimated expression remaining and it is non-negative. These controls are eas-
ily extended to signed renormalizations satisfying |β′(z)| ≤ C1+z , for the Vlasov-
Boltzmann equation (4.6) is linear with respect to renormalizations so that we may
decompose β′(z) with respect to its positive and negative parts.
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Alternatively and as was originally performed in [30], we could also use the
elementary inequality (B.9), setting z =
G′G′∗
GG∗
− 1 and y = logK, with K > 1,
which implies that∫
R3
β′(G)Q+(G,G)Mdv ≤ K
∫
R3
β′(G)Q−(G,G)Mdv
+
1
logK
∫
R3×R3×S2
β′(G) (G′G′∗ −GG∗) log
(
G′G′∗
GG∗
)
MM∗bdvdv∗dσ,
to claim that the gain part belongs to L1loc
(
dtdx;L1 (Mdv)
)
, since it is natural to
control the entropy dissipation term above.
Finally, it is possible to extend the definition of the renormalized collision op-
erator β′(G)Q(G,G) to all admissible renormalizations by decomposing the renor-
malized collision integrand as
β′(G) (G′G′∗ −GG∗) = β′(G)
(√
G′G′∗ −
√
GG∗
)2
+ 2β′(G)
√
GG∗
(√
G′G′∗ −
√
GG∗
)
,
and noticing that∫
R3×R3×S2
(√
f ′f ′∗ −
√
ff∗
)2
b(v − v∗, σ)dvdv∗dσ
≤ 1
4
∫
R3×R3×S2
(f ′f ′∗ − ff∗) log
(
f ′f ′∗
ff∗
)
b(v − v∗, σ)dvdv∗dσ = D(f),
which follows from the elementary inequality (B.8).
Thus, by a solution G of the renormalized equation (4.6), we naturally mean
that G should satisfy, for every α > 0 and any non-negative test functions ρ(t, x) ∈
C∞c
(
[0,∞)× R3) and ϕ(v) ∈W 1,∞ (dv), that
−
∫
R3×R3
β
(
Gin
)
ρ(0, x)ϕ(v)Mαdxdv
−
∫
[0,∞)×R3×R3
β (G) (∂t + v · ∇x + F · ∇v) [ρ(t, x)ϕ(v)Mα] dtdxdv
=
∫
[0,∞)×R3×R3
β′ (G)Q (G,G) ρ(t, x)ϕ(v)Mαdtdxdv.
The following theorem is a modern formulation of the existence result found in
[30]. The existence of renormalized solutions for Vlasov-Boltzmann systems where
the force field derives from a self-induced potential, such as the Vlasov-Poisson-
Boltzmann system, has been established in [53], while the study of renormalized
solutions close to Maxwellian equilibrium has been performed in [54].
Theorem 4.1 ([30, 32]). Let b(z, σ) be a locally integrable collision kernel
satisfying the DiPerna-Lions assumption (4.7) and F (t, x, v) ∈ L1loc(dtdxdv) a given
force field such that
(4.8) ∇v · F = 0, F · v = 0 and F ∈ L1loc
(
dt;W 1,1loc (dxdv)
)
.
Then, for any initial condition f in = MGin ∈ L1loc
(
dx;L1
(
(1 + |v|2)dv)) such
that f in = MGin ≥ 0 and
H(f in) = H(f in|M) =
∫
R3×R3
(
Gin logGin −Gin + 1)Mdxdv <∞,
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there exists a renormalized solution f(t, x, v) = MG(t, x, v) to the Vlasov-Boltzmann
equation (4.4). Moreover, it satisfies the local conservation of mass
∂t
∫
R3
fdv +∇x ·
∫
R3
fvdv = 0,
and the global entropy inequality, for any t ≥ 0,
(4.9) H(f(t)) +
∫ t
0
∫
R3
D(f(s))dxds ≤ H(f in).
The proof of the above theorem follows the usual steps found in the analy-
sis of weak solutions of partial differential equations, that is to say, solving an
approximate truncated equation, establishing uniform a priori estimates and the
weak compactness of the approximate solutions, and finally passing to the limit (by
showing the weak stability of nonlinear terms) and, thus, recovering the original
equation. It is often the case that these steps reduce to the study of the crucial
weak stability of solutions. Thus, for the Vlasov-Boltzmann equation (4.4), the
above theorem naturally follows from the weak stability of renormalized solutions,
or, in other words, from the weak stability of weak solutions of the renormalized
equation (4.6) satisfying the uniform bounds provided by the entropy inequality
(4.9).
DiPerna and Lions showed the weak stability of the Boltzmann equation, i.e.
when F = 0, in [30] and refined their result in [32] by establishing the entropy
inequality (4.9). Note that, since we are assuming ∇v · F = 0 and F · v = 0,
the entropy inequality (4.9) easily follows from formal estimates on the Vlasov-
Boltzmann equation (4.4), even when F 6= 0. Later, Lions improved the method of
proof in [51, 52, 53]. We briefly explain now Lions’ strategy, which relies on velocity
averaging lemmas, heavy renormalization techniques and, most importantly, on the
compactifying (even regularizing, in some cases) effect of the gain term Q+ (f, f)
of the collision operator.
To this end, let us consider a sequence {fk}k∈N of actual renormalized solutions
to (4.3), with initial data
{
f ink
}
k∈N, which converges weakly (at least in L
1
loc, say)
as k → ∞ to f in. We further assume that the initial data satisfies the following
strong entropic convergence
lim
k→∞
H
(
f ink
)
= H
(
f in
)
,
so that the entropy inequality is uniformly satisfied
(4.10) H (fk(t)) +
∫ t
0
∫
R3
D (fk(s)) dxds ≤ H
(
f ink
)
.
Notice that a uniform bound on the entropies H (fk(t)) yields, with a direct
application of the elementary Young inequality (B.3), a uniform bound on fk(t, x, v)
in L∞loc
(
dt;L1loc
(
dx;L1
(
(1 + v2)dv
)))
. Moreover, it is possible to show, with a
slightly more refined application of the Young inequality (B.3) with the Dunford-
Pettis compactness criterion (see [66] and Section 5.1 for details), that the fk’s are in
fact weakly relatively compact in L1loc
(
dtdx;L1 (dv)
)
. Therefore, up to extraction,
we may assume that the sequence {fk}k∈N converges weakly, as k →∞, to some f
in L1loc
(
dtdx;L1 (dv)
)
.
Similarly, uniform bounds on the nonlinear terms
Q± (fk, fk)
1 + δfk ∗v
[∫
S2 b(·, σ)dσ
] and β′ (Gk)Q± (fk, fk) ,
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where fk = MGk, for any δ > 0 and any admissible nonlinearity β(z) ∈ C1 ([0,∞);R),
are easily obtained from (4.10) through the standard use of the elementary inequal-
ity (B.9), setting z =
f ′kf
′
k∗
fkfk∗
− 1 and y = logK, with K > 1, which yields
f ′kf
′
k∗ ≤ Kfkfk∗ +
1
logK
(f ′kf
′
k∗ − fkfk∗) log
(
f ′kf
′
k∗
fkfk∗
)
.
The above functional inequality further implies the weak compactness of the above
nonlinear terms, thanks to the Dunford-Pettis compactness criterion (see [66]).
At this point, using the convexity methods from [32], one can already establish
the limiting entropy inequality (4.9), passing to the limit in (4.10).
Next, since each fk = MGk is a weak solution of the renormalized equation
(4.6), it is also possible to show, with a standard use of velocity averaging lemmas
(one can use the results from [33], for instance, treating F ·∇vβ(Gk) = ∇v·(Fβ(Gk))
as a source term), that, for any admissible nonlinearity β(z) ∈ C1 ([0,∞);R) and
any cutoff ϕ(v) ∈ C∞c
(
R3
)
,
(4.11)
∫
R3
β(Gk)(t, x, v)ϕ(v)dv is relatively compact in L
1
loc (dtdx) ,
and, up to further extraction of subsequences,
(4.12)
fk ∗v
[∫
S2
b(·, σ)dσ
]
→ f ∗v
[∫
S2
b(·, σ)dσ
]
as k →∞ in L1loc (dtdxdv) and almost everywhere,
where b(z, σ) may in fact be replaced by any collision kernel satisfying the DiPerna-
Lions assumption (4.7). In particular, it follows that
Q± (fk, fk)
1 + δfk ∗v
[∫
S2 b(·, σ)dσ
]ϕ(t, x)→ Q± (f, f)
1 + δf ∗v
[∫
S2 b(·, σ)dσ
]ϕ(t, x)
as k →∞ in w-L1 (dtdxdv) ,
for any ϕ(t, x) ∈ C∞c
(
[0,∞)× R3).
Lions showed in [51], using Fourier integral operators, that the weak conver-
gence of fk towards f in L
1
loc(dtdxdv), the strong relative compactness of the ve-
locity averages (4.11)-(4.12) and the uniform bounds from the entropy inequality
(4.10) are sufficient to imply that, up to extraction of a subsequence, for every
δ > 0,
Q+ (fk, fk)
1 + δfk ∗v
[∫
S2 b(·, σ)dσ
]ϕ(t, x)→ Q+ (f, f)
1 + δf ∗v
[∫
S2 b(·, σ)dσ
]ϕ(t, x)
as k →∞ in L1 (dtdxdv) and almost everywhere,
for any ϕ(t, x) ∈ C∞c
(
[0,∞)× R3). Therefore, it holds in particular that
(4.13) Q+ (fk, fk)→ Q+ (f, f) almost everywhere.
Following [53], we fix now the specific renormalization βδ(z) =
z
1+δz , for any
0 < δ < 1, and we assume, without loss of generality, up to extraction of subse-
quences, that, as k →∞,
βδ(Gk) =
Gk
1 + δGk
⇀ βδ ≤ βδ(G),
β′δ(Gk) =
1
(1 + δGk)
2 ⇀ hδ ≥ β′δ(G),
β′δ(Gk)Gk =
Gk
(1 + δGk)
2 = βδ(Gk) (1− δβδ(Gk)) ⇀ gδ ≤ βδ (1− δβδ) ,
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in w∗-L∞loc(dtdxdv). Therefore, passing to the limit in (4.6), we obtain, in view of
the strong convergences (4.12) and (4.13),
(4.14) ∂tβδ + v · ∇xβδ + F · ∇vβδ = hδQ+(G,G)− gδf ∗v
[∫
S2
b(·, σ)dσ
]
,
where the last term hδQ+(G,G) is well-defined in L1loc (dtdxdv) by its mere non-
negativeness.
Note that, for any λ > 0, choosing K > 0 large enough so that, by equi-
integrability of the Gk’s,
sup
k∈N
∥∥Gk1{Gk≥K}∥∥L1loc(dtdxdv) ≤ λ,
we find
‖G− βδ‖L1loc(dtdxdv) ≤ lim infk→∞ ‖Gk − βδ(Gk)‖L1loc(dtdxdv)
≤ δK
1 + δK
sup
k∈N
‖Gk‖L1loc(dtdxdv) + λ,
and
‖G− gδ‖L1loc(dtdxdv) ≤ lim infk→∞ ‖Gk − β
′
δ(Gk)Gk‖L1loc(dtdxdv)
≤ δ
2K2 + 2δK
(1 + δK)
2 sup
k∈N
‖Gk‖L1loc(dtdxdv) + λ.
Hence, by the arbitrariness of λ > 0,
lim
δ→0
‖G− βδ‖L1loc(dtdxdv) = 0,
lim
δ→0
‖G− gδ‖L1loc(dtdxdv) = 0.
Similarly, it is readily seen that, for any 1 ≤ p <∞,
lim
δ→0
‖1− hδ‖Lploc(dtdxdv) = 0.
Finally, notice that βδ, gδ and hδ are all increasing as δ vanishes. Hence, as δ → 0,
both βδ and gδ converge towards G almost everywhere, while hδ converges toward
a constant almost everywhere.
Now comes a fundamental idea of Lions from [52, 53], which will be of particu-
lar interest to us and which has numerous qualitative consequences on renormalized
solutions. This key idea consists in renormalizing equation (4.14) over again ac-
cording to the following simple yet crucial lemma from [31].
Lemma 4.2 ([31, Theorem II.1, p. 516]). Let f(t, x) ∈ L∞ ([0, T ];Lploc (Rn)),
with 1 < p ≤ ∞, T > 0 and n ∈ N, be a solution of the linear transport equation
(4.15) ∂tf + b · ∇xf + cf = h,
where
b ∈ Lγ
(
[0, T ];W 1,αloc (R
n)
)
,
c ∈ Lγ ([0, T ];Lαloc (Rn)) ,
h ∈ Lγ
(
[0, T ];Lβloc (R
n)
)
,
for some p′ ≤ α <∞, 1p + 1p′ = 1, 1 ≤ γ <∞ and 1 ≤ β <∞ such that 1β = 1α + 1p .
Then, for any χδ(x) =
1
δnχ
(
x
δ
)
, with χ ∈ C∞c (Rn), χ ≥ 0,
∫
Rn χ(x)dx = 1 and
δ > 0, the mollification fδ = f ∗ χδ satisfies
∂tfδ + b · ∇xfδ + cfδ = h+ rδ,
where the remainder rδ vanishes in L
γ
(
[0, T ];Lβloc (Rn)
)
, as δ → 0.
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In particular, it follows that, for any renormalization β ∈ C1(R) such that β′
is bounded on R,
∂tβ(f) + b · ∇xβ(f) + cfβ′(f) = hβ′(f).
The above lemma has fundamental consequences in transport theory and in
the theory of ordinary differential equations. Indeed, as established by DiPerna
and Lions in [31], it can be shown that, loosely speaking, as soon as Lemma 4.2
applies, weak solutions of (4.15) are, in fact, renormalized solutions, unique and
time continuous in the strong topology, and that the transport equation (4.15)
propagates strong compactness. In turn, the properties of the transport equa-
tion have important consequences on ordinary differential equations, and the exis-
tence and uniqueness of a Lagrangian flow was also established in [31] under very
weak assumptions on the corresponding Eulerian flow, which should typically be in
L1
(
[0, T ];W 1,1loc (Rn)
)
.
Thus, in view of the regularity hypothesis (4.8) on the force field
F ∈ L1loc
(
dt;W 1,1loc (dxdv)
)
,
applying Lemma 4.2 to the transport equation (4.14) (transport by the vector field
(v, F (t, x, v)) ∈ R6) yields that βδ is a renormalized solutions of (4.14), that is to
say, for any admissible renormalization β,
(4.16)
∂tβ (βδ) + v · ∇xβ (βδ) + F · ∇vβ (βδ)
= β′ (βδ)hδQ+(G,G)− β′ (βδ) gδf ∗v
[∫
S2
b(·, σ)dσ
]
.
Finally, we let δ → 0 in the above renormalized equation. To this end, no-
tice that β′ (βδ) gδ is bounded uniformly by a constant pointwise and converges
almost everywhere to β′(G)G. Therefore, the last term above converges towards
the expected renormalized loss term while it remains uniformly locally integrable.
Moreover, we see that, integrating (4.16) locally in all variables, the gain term
β′ (βδ)hδQ+(G,G) remains uniformly locally integrable, so that it converges to-
wards the expected renormalized gain term. On the whole, since the left-hand side
of (4.16) is easily handled by the strong convergence of βδ towards G, we conclude,
letting δ → 0 in (4.16), that G solves (4.6) in the sense of distributions, which
completes the justification of Theorem 4.1 according to [30, 32, 51, 52, 53].
It is to be emphasized that Theorem 4.1 can be easily generalized to a system
of Vlasov-Boltzmann equations for two species of particles.
4.1.2. Coupling the Boltzmann equation with Maxwell’s equations.
Thus, we see that the validity of Theorem 4.1 rests crucially upon Lemma 4.2 and,
so, that the regularity hypothesis on the force field F ∈ L1loc
(
dt;W 1,1loc (dxdv)
)
cannot be weakened, at least not with this method of proof. This is precisely
the unique obstacle which prevents the construction of renormalized solutions for
the Vlasov-Maxwell-Boltzmann systems (4.1) and (4.2), whose force fields are not
regular.
As far as the existence theory of global solutions is concerned, notice that
the nonlinear coupling of a kinetic equation with Maxwell’s equations through the
influence of a Lorentz force is not always a problem. In particular, it is possible
to show the weak stability of the Vlasov-Maxwell system (without collisions) for
densities in L∞t L
2
x,v and, therefore, to establish the existence of (non-renormalized)
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weak solutions for this system (see [29]). Indeed, neglecting the collision operators
in (4.1) and (4.2), the only remaining nonlinear terms are
(E + v ∧B) · ∇vf and (E + v ∧B) · ∇vf±.
Since the densities f in (4.1) and f± in (4.2) do enjoy some strong compactness
(even some kind of regularity) in time and space by virtue of velocity averaging
lemmas (see [33], for instance), while the Lorentz force E + v ∧ B is smooth in
velocity (obviously, E and B do not depend on v), it is clear that the above nonlinear
electromagnetic forcing terms are weakly stable as long as no renormalization is
required. In conclusion, problematic difficulties arise when entering the realm of
collisional kinetic theory, where renormalizing becomes a necessity. Nevertheless,
it is to be noted that the existence of renormalized solutions for such collisionless
Vlasov-Maxwell systems remains unknown, as well.
In contrast with the Vlasov-Maxwell-Boltzmann systems, the Vlasov-Poisson-
Boltzmann systems (2.31) and (2.76) do enjoy the existence of renormalized solu-
tions (see [53]). Indeed, thanks to Poisson’s equation, the force fields therein have
enough regularity to apply Lemma 4.2 and the strategy of proof of Theorem 4.1
applies.
Of course, since then, there have been generalizations of Lemma 4.2 and inci-
dentally of the results from [31], most notably by Ambrosio [2], where the local
Sobolev regularity of the vector field was relaxed to a local BV regularity, and by
Le Bris and Lions [47], where a specific structure of the vector field, which un-
fortunately doesn’t match the structure of (4.14), was used in order to impose a
mere partial W 1,1loc regularity on it. In any case, it is apparent, much like in the
Cauchy-Lipschitz theorem on ordinary differential equations, that a minimum of
a control on one full derivative of the vector field is necessary to crank the proof
of Theorem 4.1, which is far from reach in the case of Vlasov-Maxwell-Boltzmann
systems where E,B ∈ L∞ (dt;L2(dx)), at best. This viewpoint is also corroborated
by the counterexamples presented at the end of [31].
Thus, it seems that any result confirming the existence of renormalized solu-
tions for Vlasov-Maxwell-Boltzmann systems will have to exploit the very specific
structure of the electromagnetic interaction within the plasma.
Surprisingly the situation is much better when the microscopic interactions
described by the collision operator have infinite range so that the collisional cross-
section has a singularity at grazing collisions : the entropy dissipation indeed con-
trols some derivative with respect to v in this case. Using the hypoellipticity of
the kinetic transport operator, we can then transfer part of this regularity onto the
x variable. Following the strategy by Alexandre and Villani [1], and renormaliz-
ing the Vlasov-Boltzmann equation by concave functions, we thus get some global
renormalized solutions involving a defect measure (which is formally 0 because of
the conservation of mass). This construction has been sketched in [7]. It will be
detailed and used to obtain fully rigorous convergence results in Part 3.
An alternative approach based on Young measures, as introduced by Lions
in [53] will be the focus of our work in Part 4. We will see that, even though
the notion of solution is very poor, the asymptotic analysis is robust and leads to
similar convergence results.
Note that Parts 3 and 4 will be more technical as we will have to deal with very
weak solutions. However the strategy of proof as well as the main arguments will
be similar to the ones presented here, this is why we start with conditional results.
4.1.3. The setting of our conditional study. We provide now a precise
definition of renormalized solutions for the Vlasov-Maxwell-Boltzmann systems
(4.1) and (4.2), even though their existence remains uncertain.
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Definition. We say that a density function f(t, x, v) = MG(t, x, v) ≥ 0 and
electromagnetic vector fields E(t, x) and B(t, x), where (t, x, v) ∈ [0,∞)×R3×R3,
such that
G ∈ C ([0,∞); w-L1loc (dxdv)) ∩ L∞ ([0,∞), dt;L1loc (dx;L1 ((1 + |v|2)Mdv))) ,
E,B ∈ C ([0,∞); w-L2 (dx)) ∩ L∞ ([0,∞), dt;L2 (dx)) ,
are a renormalized solution of the one species Vlasov-Maxwell-Boltzmann
system (4.1) if they solve

∂tβ (G) + v · ∇xβ (G) + (E + v ∧B) · ∇vβ (G)− E · vβ′ (G)G
= β′ (G)Q(G,G),
∂tE − rotB = −
∫
R3
MGvdv,
∂tB + rotE = 0,
divE =
∫
R3
MGdv − 1,
divB = 0,
in the sense of distributions for any admissible renormalization, and satisfies the
entropy inequality, for all t > 0,
(4.17)
H (f) +
1
2
∫
R3
(|E|2 + |B|2) dx+ ∫ t
0
∫
R3
D(f)(s)dxds
≤ H (f in)+ 1
2
∫
R3
(|Ein|2 + |Bin|2) dx <∞,
where f in = MGin is the initial value of f = MG and the relative entropy H(f) =
H(f |M) is defined in (1.17), while the entropy dissipation D(f) is defined in (1.13).
Definition. We say that density functions G+(t, x, v) ≥ 0 and G−(t, x, v) ≥ 0,
and electromagnetic vector fields E(t, x) and B(t, x), where (t, x, v) ∈ [0,∞)×R3×
R3, such that
G± ∈ C ([0,∞); w-L1loc (dxdv)) ∩ L∞ ([0,∞), dt;L1loc (dx;L1 ((1 + |v|2)Mdv))) ,
E,B ∈ C ([0,∞); w-L2 (dx)) ∩ L∞ ([0,∞), dt;L2 (dx)) ,
are a renormalized solution of the two species Vlasov-Maxwell-Boltzmann
system (4.2) if they solve
∂tβ
(
G±
)
+ v · ∇xβ
(
G±
)± (E + v ∧B) · ∇vβ (G±)∓ E · vβ′ (G±)G±
= β′
(
G±
)Q(G±, G±) + β′ (G±)Q(G±, G∓),
∂tE − rotB = −
∫
R3
M
(
G+ −G−) vdv,
∂tB + rotE = 0,
divE =
∫
R3
M
(
G+ −G−) dv,
divB = 0,
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in the sense of distributions for any admissible renormalization, and satisfy the
entropy inequality, for all t > 0,
(4.18)
H
(
f+
)
+H
(
f−
)
+
1
2
∫
R3
(|E|2 + |B|2) dx
+
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+D
(
f+, f−
))
(s)dxds
≤ H (f+in)+H (f−in)+ 1
2
∫
R3
(|Ein|2 + |Bin|2) dx <∞,
where f±in = MG±in is the initial value of f± = MG± and the relative entropies
H (f±) = H (f±|M) are defined in (1.17), while the entropy dissipations D (f±)
and D (f+, f−) are defined in (1.13) and (1.16).
4.1.4. Macroscopic conservation laws. As already explained in Section
1.2, the one species Vlasov-Maxwell-Boltzmann system (4.1) formally satisfies the
macroscopic conservation laws
∂t
∫
R3
f
 1v
|v|2
2
 dv +∇x · ∫
R3
f
 vv ⊗ v
|v|2
2 v
 dv = ∫
R3
f
 0E + v ∧B
E · v
 dv,
while the two species Vlasov-Maxwell-Boltzmann system (4.2) formally satisfies the
macroscopic conservation laws
∂t
∫
R3
f±dv +∇x ·
∫
R3
f±vdv = 0,
and
∂t
∫
R3
(
f+ + f−
)( v
|v|2
2
)
dv +∇x ·
∫
R3
(
f+ + f−
)(v ⊗ v
|v|2
2 v
)
dv
=
∫
R3
(
f+ − f−)(E + v ∧B
E · v
)
dv.
However, it is at first unclear whether such formal laws are actually rigorously
satisfied by the renormalized solutions defined in the previous section. It is therefore
necessary to justify their validity.
To this end, we suppose now that such renormalized solutions (f,E,B) and
(f±, E,B) have been previously obtained through an approximation procedure
as detailed in Section 4.1.1. More precisely, we assume that there are sequences
{(fk, Ek, Bk)}k∈N and
{(
f±k , Ek, Bk
)}
k∈N of smooth solutions to (4.1) and (4.2) (or
appropriate approximations of these systems), for some uniformly bounded initial
data, satisfying all macroscopic conservation laws and respectively converging in
some suitable weak sense towards (f,E,B) and (f±, E,B). Therefore, in virtue
of the uniform bounds provided by the entropy inequalities (4.17) and (4.18), it is
readily seen that the terms fk, fkv, f
±
k and f
±
k v are all respectively converging to
f , fv, f± and f±v weakly in L1loc
(
dtdx;L1 (dv)
)
.
It follows that the conservations of mass
∂t
∫
R3
fdv +∇x ·
∫
R3
fvdv = 0,
∂t
∫
R3
f±dv +∇x ·
∫
R3
f±vdv = 0,
are easily established for renormalized solutions. This is in general the case when
dealing with collisional kinetic equations.
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However, the same is unfortunately not true for the conservations of momentum
and energy. Indeed, these laws involve higher moments of f and f±, which may
be singular due to high velocities build-up, as well as products of electromagnetic
fields with particle densities, which may not even make sense if not renormalized.
In order to account for large velocities, we introduce now, following [55], since
the terms fk|v|2, f |v|2, f±k |v|2 and f±|v|2 are uniformly bounded in L1loc
(
dtdx;L1 (dv)
)
,
the Radon measures mij ∈ Mloc
(
[0,∞)× R3), i, j = 1, 2, 3, defined as the follow-
ing defects in the limit k →∞ (up to extraction of subsequences) :∫
R3
fkvivjdv
∗
⇀
∫
R3
fvivjdv +mij in Mloc
(
[0,∞)× R3) ,
in the one species case, and∫
R3
(
f+k + f
−
k
)
vivjdv
∗
⇀
∫
R3
(
f+ + f−
)
vivjdv +mij in Mloc
(
[0,∞)× R3) ,
in the two species case. Note that the measures mij are also defined by the limits,
valid for any R > 0,∫
R3
fkvivj1{|v|≥R}dv
∗
⇀
∫
R3
fvivj1{|v|≥R}dv +mij ,∫
R3
(
f+k + f
−
k
)
vivj1{|v|≥R}dv
∗
⇀
∫
R3
(
f+ + f−
)
vivj1{|v|≥R}dv +mij ,
in Mloc
(
[0,∞)× R3). In particular, it follows that the matrix measure m =
(mij)1≤i,j≤3 is symmetric and positive definite in the sense that, for any ϕ ∈
Cc
(
[0,∞)× R3;R3),∫
[0,∞)×R3
ϕt(dm)ϕ =
3∑
i,j=1
∫
[0,∞)×R3
ϕiϕjdmij ≥ 0,
whence, for any ϕ,ψ ∈ Cc
(
[0,∞)× R3;R3),∣∣∣∣∣
∫
[0,∞)×R3
ϕt(dm)ψ
∣∣∣∣∣ ≤ 12
∫
[0,∞)×R3
ϕt(dm)ϕ+
1
2
∫
[0,∞)×R3
ψt(dm)ψ.
Further substituting ϕ and ψ in the preceding inequality by λ
1
2ϕ and λ−
1
2ψ, with
λ > 0, respectively, and then optimizing the resulting inequality in λ > 0 yields
that
(4.19)
∣∣∣∣∣
∫
[0,∞)×R3
ϕt(dm)ψ
∣∣∣∣∣ ≤
(∫
[0,∞)×R3
ϕt(dm)ϕ
) 1
2
(∫
[0,∞)×R3
ψt(dm)ψ
) 1
2
,
for any ϕ,ψ ∈ Cc
(
[0,∞)× R3;R3).
The matrix measure m will be used to characterize the flux terms in the conser-
vation of momentum and the density terms in the conservation of energy. However,
the flux terms in the conservation of energy contain higher order moments which
cannot be handled and we will therefore simply leave them out of the analysis by
only considering the global conservation of energy.
As for the forcing terms involving the electromagnetic fields, they do not even
make sense with the sole use of the a priori estimates provided by the entropy
inequalities (4.17) and (4.18). It is therefore necessary to use now the conservation
laws of energy (1.9)-(1.10) and for the Poynting vector (1.11)-(1.12) in Maxwell’s
equations to recast these forcing terms with quadratic expressions involving the
electromagnetic fields only.
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Thus, using the identities (1.9), (1.10), (1.11) and (1.12), the local conservations
of momentum may be rewritten as
(4.20)
∂t
(∫
R3
fkvdv + Ek ∧Bk
)
+∇x ·
(∫
R3
fkv ⊗ vdv − Ek ⊗ Ek −Bk ⊗Bk
)
+∇x
( |Ek|2 + |Bk|2
2
)
= Ek,
in the one species case, and as
(4.21)
∂t
(∫
R3
(
f+k + f
−
k
)
vdv + Ek ∧Bk
)
+∇x ·
(∫
R3
(
f+k + f
−
k
)
v ⊗ vdv − Ek ⊗ Ek −Bk ⊗Bk
)
+∇x
( |Ek|2 + |Bk|2
2
)
= 0,
in the two species case, whereas the global conservations of energy may be expessed
as
(4.22)
d
dt
∫
R3
(∫
R3
fk
|v|2
2
dv +
|Ek|2 + |Bk|2
2
)
dx = 0,
in the one species case, and as
(4.23)
d
dt
∫
R3
(∫
R3
(
f+k + f
−
k
) |v|2
2
dv +
|Ek|2 + |Bk|2
2
)
dx = 0,
in the two species case.
Passing to the limit k → ∞ therefore requires the introduction of yet another
set of Radon measures aij ∈ Mloc
(
[0,∞)× R3), i, j = 1, 2, 3, 4, 5, 6, where the
matrix measure a = (aij)1≤i,j≤6 is defined as the following defect :(
Ek
Bk
)
⊗
(
Ek
Bk
)
∗
⇀
(
E
B
)
⊗
(
E
B
)
+ a in Mloc
(
[0,∞)× R3) .
Note that the matrix measure n is also defined by the limit(
Ek − E
Bk −B
)
⊗
(
Ek − E
Bk −B
)
∗
⇀ a in Mloc
(
[0,∞)× R3) .
It then follows that, as before, the matrix measure a is symmetric and positive
definite in the sense that, for any ϕ ∈ Cc
(
[0,∞)× R3;R6),∫
[0,∞)×R3
ϕt(da)ϕ =
6∑
i,j=1
∫
[0,∞)×R3
ϕiϕjdaij ≥ 0,
whence (see the analogous inequality (4.19))
(4.24)
∣∣∣∣∣
∫
[0,∞)×R3
ϕt(da)ψ
∣∣∣∣∣ ≤
(∫
[0,∞)×R3
ϕt(da)ϕ
) 1
2
(∫
[0,∞)×R3
ψt(da)ψ
) 1
2
,
for any ϕ,ψ ∈ Cc
(
[0,∞)× R3;R6).
For mere convenience of notation, we further introduce the matrix measures
e = (aij)1≤i,j≤3 and b =
(
a(i+3)(j+3)
)
1≤i,j≤3.
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Now, letting k → ∞ in the conservation laws (4.20), (4.21), (4.22) and (4.23)
respectively yields the local conservations of momentum
∂t
∫
R3
fvdv + E ∧B +
a26 − a35a34 − a16
a15 − a24

+∇x ·
(∫
R3
fv ⊗ vdv +m− E ⊗ E − e−B ⊗B − b
)
+∇x
( |E|2 + |B|2 + Tr a
2
)
= E,
in the one species case, and
∂t
∫
R3
(
f+ + f−
)
vdv + E ∧B +
a26 − a35a34 − a16
a15 − a24

+∇x ·
(∫
R3
(
f+ + f−
)
v ⊗ vdv +m− E ⊗ E − e−B ⊗B − b
)
+∇x
( |E|2 + |B|2 + Tr a
2
)
= 0,
in the two species case, as well as the global energy decay∫
R3
(∫
R3
f
|v|2
2
dv +
Trm
2
+
|E|2 + |B|2 + Tr a
2
)
dx
≤
∫
R3
(∫
R3
f in
|v|2
2
dv +
|Ein|2 + |Bin|2
2
)
dx,
in the one species case, and∫
R3
(∫
R3
(
f+ + f−
) |v|2
2
dv +
Trm
2
+
|E|2 + |B|2 + Tr a
2
)
dx
≤
∫
R3
(∫
R3
(
f+in + f−in
) |v|2
2
dv +
|Ein|2 + |Bin|2
2
)
dx,
in the two species case.
Note that the above global energy decay containing the defect measures may be
incorporated into the entropy inequalities (4.17) and (4.18), so that renormalized
solutions of the Vlasov-Maxwell-Boltzmann systems (4.1) and (4.2) may be assumed
to respectively satisfy the entropy inequalities
(4.25)
H (f) +
1
2
∫
R3
(|E|2 + |B|2) dx+ 1
2
∫
R3
Tr (m+ e+ b) dx+
∫ t
0
∫
R3
D(f)(s)dxds
≤ H (f in)+ 1
2
∫
R3
(|Ein|2 + |Bin|2) dx <∞,
in the one species case, and
(4.26)
H
(
f+
)
+H
(
f−
)
+
1
2
∫
R3
(|E|2 + |B|2) dx+ 1
2
∫
R3
Tr (m+ e+ b) dx
+
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+D
(
f+, f−
))
(s)dxds
≤ H (f+in)+H (f−in)+ 1
2
∫
R3
(|Ein|2 + |Bin|2) dx <∞,
in the two species case.
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The preceding characterization of defects in macroscopic conservation laws will
not be of further use in our study of the hydrodynamic limits of the one species
Vlasov-Maxwell-Boltzmann system (4.1). It will, however, be of crucial utility
in the renormalized relative entropy method developed later on in Chapter 12 in
relation with hydrodynamic limits of the two species Vlasov-Maxwell-Boltzmann
system (4.2).
Notice, finally, that the symmetry and the positive definiteness of the matrix
measuresm and a imply that the bounds on the non-negative measures Tr (m+ e+ b),
provided a priori by the entropy inequalities (4.25) and (4.26), are sufficient to con-
trol all components of m and a. Indeed, the inequalities (4.19) and (4.24) provide
all necessary estimates of m and a in terms of Tr (m+ e+ b).
In particular, it is readily seen that, for any u ∈ Cc
(
R3;R3
)
,
∣∣∣∣∣∣
∫
R3
u ·
a26 − a35a34 − a16
a15 − a24
 dx
∣∣∣∣∣∣ ≤ 6 ‖u‖L∞
(∫
R3
(Tr e) dx
) 1
2
(∫
R3
(Tr b) dx
) 1
2
.
Still, since the above defect stems from a vector product, it is possible to improve the
constant in the preceding inequality. We record such improvement in the following
result, for later use.
Lemma 4.3. For any u ∈ Cc
(
R3;R3
)
, it holds that
∣∣∣∣∣∣
∫
R3
u ·
a26 − a35a34 − a16
a15 − a24
 dx
∣∣∣∣∣∣ ≤ ‖u‖L∞
(∫
R3
(Tr e) dx
) 1
2
(∫
R3
(Tr b) dx
) 1
2
.
Proof. Using (4.24), we first obtain
∣∣∣∣∣∣
∫
R3
u ·
a26 − a35a34 − a16
a15 − a24
 dx
∣∣∣∣∣∣ ≤
∣∣∣∣∫
R3
(a15u3 − a16u2) dx
∣∣∣∣+ ∣∣∣∣∫
R3
(a26u1 − a24u3) dx
∣∣∣∣
+
∣∣∣∣∫
R3
(a34u2 − a35u1) dx
∣∣∣∣
≤
(∫
R3
a11dx
) 1
2
(∫
R3
(
a55u
2
3 − 2a56u3u2 + a66u22
)
dx
) 1
2
+
(∫
R3
a22dx
) 1
2
(∫
R3
(
a66u
2
1 − 2a64u1u3 + a44u23
)
dx
) 1
2
+
(∫
R3
a33dx
) 1
2
(∫
R3
(
a44u
2
2 − 2a45u2u1 + a55u21
)
dx
) 1
2
.
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It follows that, for any α > 0,∣∣∣∣∣∣
∫
R3
u ·
a26 − a35a34 − a16
a15 − a24
 dx
∣∣∣∣∣∣ ≤ α2
∫
R3
(Tr e) dx
+
1
2α
∫
R3
(
a55u
2
3 − 2a56u3u2 + a66u22
)
dx
+
1
2α
∫
R3
(
a66u
2
1 − 2a64u1u3 + a44u23
)
dx
+
1
2α
∫
R3
(
a44u
2
2 − 2a45u2u1 + a55u21
)
dx
=
α
2
∫
R3
(Tr e) dx+
1
2α
∫
R3
(Tr b) |u|2dx
− 1
2α
∫
R3
(
utbu
)
dx
≤ α
2
∫
R3
(Tr e) dx+
‖u‖2L∞
2α
∫
R3
(Tr b) dx,
which, upon optimizing in α > 0, concludes the justification of the lemma. 
4.2. The incompressible quasi-static
Navier-Stokes-Fourier-Maxwell-Poisson system
Henceforth, in this second part of our work on conditional results, unless oth-
erwise stated, we will focus, for the mere sake of technical simplicity, on some
Maxwellian cross-section, say b ≡ 1. All other mathematically and physically perti-
nent cross-sections (deriving from hard, soft, short-range and long-range interaction
potentials) will be discussed and treated in full generality in the remaining parts of
our work on unconditional results.
Following Section 2.3, we first consider a plasma constituted of a gas of cations
(positively charged ions), with a uniform background of heavy anions (negatively
charged ions) assumed to be at statistical equilibrium. Elementary interactions are
taken into account by both a mean field term (corresponding to long-range interac-
tions) and a local collision term (associated to short-range interactions) involving
possibly different mean free paths. Thus, the charged particles evolve under the
coupled effect of the Lorentz force due to the self-induced electromagnetic field,
and of the collisions with other particles, according to the following scaled Vlasov-
Maxwell-Boltzmann system :
(4.27)

∂tf + v · ∇xf +  (E + v ∧B) · ∇vf = 1

Q(f, f),
f = M (1 + g) ,
∂tE − rotB = −
∫
R3
gvMdv,
∂tB + rotE = 0,
divE =
∫
R3
gMdv,
divB = 0.
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In this scaling, the entropy inequality states that
(4.28)
1
2
H (f) +
1
2
∫
R3
(|E|2 + |B|2) dx+ 1
4
∫ t
0
∫
R3
D(f)(s)dxds
≤ 1
2
H
(
f in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx,
where H (f) = H (f|M). In particular, it yields uniform bounds on E, B and
g.
Since we are interested in the limiting fluctuation g ⇀ g, it is then natural to
rewrite the kinetic equation in terms of the fluctuations g,
(4.29) ∂tg+v ·∇xg+(E+v∧B) ·∇vg−E ·v (1 + g) = −1

Lg+Q(g, g).
According to the formal analysis from Section 2.3, we then expect the limit-
ing macroscopic observables to solve the incompressible quasi-static Navier-Stokes-
Fourier-Maxwell-Poisson system :
(4.30)
∂tu+ u · ∇xu− µ∆xu = −∇xp+ E + ρ∇xθ + u ∧B,
div u = 0,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0, ∆x(ρ+ θ) = ρ,
rotB = u, divE = ρ,
∂tB + rotE = 0, divB = 0.
As discussed in Section 3.1, this system is similar to the usual Navier-Stokes equa-
tions, since it is weakly stable in the class of functions of finite energy.
Because of this crucial weak stability property, the study of hydrodynamic
limits follows closely what has been previously done for the incompressible Navier-
Stokes-Fourier limit of the Boltzmann equation (see [4, 68] and the references
therein for a survey of related results). In particular, we will be able to prove a
convergence result which :
• holds globally in time ;
• does not require any assumption on the initial velocity profile ;
• does not assume any constraint on the initial thermodynamic fields.
We would also be able to take into account boundary conditions, and describe their
limiting form, but this point will not be dealt with here. We refer to [59, 68] for a
complete treatment of boundary conditions in the viscous hydrodynamic limits of
the Boltzmann equation, based on the renormalized solutions on bounded domains
constructed by Mischler in [60, 61].
As we will see, if we assume that the Vlasov-Maxwell-Boltzmann system (4.27)
has renormalized solutions (which, again, is not known), the main challenge here
lies in understanding the influence of the electromagnetic force both on hypoelliptic
processes of the kinetic transport equation and on fast time oscillations.
Our goal, here, is to establish the convergence of scaled families of renormal-
ized solutions to the one species Vlasov-Maxwell-Boltzmann system (4.27) towards
solutions of the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson
system (4.30), without any restriction on their size, regularity or well-preparedness
of the initial data.
Following the program proposed by Bardos, Golse and Levermore in [9] (which
relies essentially on weak compactness arguments), we can prove the following the-
orem. Recall that, in this second part, we are only considering the Maxwellian
cross-section b ≡ 1.
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Theorem 4.4. Let
(
f in , E
in
 , B
in

)
be a family of initial data such that
(4.31)
1
2
H
(
f in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx ≤ C in,
for some C in > 0, and
(4.32) divEin =
∫
R3
gin Mdv, divB
in
 = 0,
where f in = M
(
1 + gin
)
. For any  > 0, we assume the existence of a renormalized
solution (f, E, B) to the scaled one species Vlasov-Maxwell-Boltzmann system
(4.27) (for the Maxwellian cross-section b ≡ 1) with initial data (f in , Ein , Bin ). We
define the macroscopic fluctuations of density ρ, bulk velocity u and temperature
θ by
ρ =
∫
R3
gMdv,
u =
∫
R3
gvMdv,
θ =
∫
R3
g
( |v|2
3
− 1
)
Mdv,
and denote their respective initial value by ρin , u
in
 and θ
in
 .
Then, the family (ρ, u, θ, B) is weakly relatively compact in L
1
loc(dtdx) (while
the family of initial data
(
ρin , u
in
 , θ
in
 , B
in

)
is weakly relatively compact in L1loc(dx))
and any of its limit points (ρ, u, θ, B) is a weak solution of the incompressible quasi-
static Navier-Stokes-Fourier-Maxwell-Poisson system (4.30) with initial data
ρin =
∆x
3− 5∆x
(
3θin0 − 2ρin0
)
, uin =
rot
1−∆x
(
rotuin0 +B
in
0
)
,
θin =
1−∆x
3− 5∆x
(
3θin0 − 2ρin0
)
, Bin =
1
1−∆x
(
rotuin0 +B
in
0
)
,
where
(
ρin0 , u
in
0 , θ
in
0 , B
in
0
) ∈ L2(dx) is the weak limit of (ρin , uin , θin , Bin ).
The proof of Theorem 4.4 is built over the course of the coming chapters and
is per se the subject of Chapter 11.
Note that, strictly speaking, the weak solution we obtain in the limit (and which
depends in general on the subsequence under consideration) is not necessarily a
Leray solution of the system (4.30), since it is does not satisfy the energy inequality
(3.2), but only a bound. However, it is possible to obtain asymptotically a Leray
solution by strengthening the initial well-preparedness of the data. More precisely,
one would have to impose that the initial data converges entropically (as introduced
in [9]) in the sense that
1
2
H
(
f in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx
→ 1
2
∫
R3
(
ρin
2
+
∣∣uin∣∣2 + 3
2
θin
2
+
∣∣∇x (ρin + θin)∣∣2 + |Bin|2) dx.
In fact, the above entropic convergence has rather strong implications on the
initial data. Indeed, further denoting by gin0 and E
in
0 the weak limits of g
in
 and
Ein , respectively, standard convexity arguments on weak convergence (see Lemma
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5.1 below, or [9, Proposition 3.1]) yield that
1
2
∫
R3
(
ρin0
2
+
∣∣uin0 ∣∣2 + 32θin0 2
)
dx =
1
2
∫
R3×R3
(
Πgin0
)2
Mdvdx
≤ 1
2
∫
R3×R3
(
gin0
)2
Mdvdx ≤ lim inf
→0
1
2
H
(
f in
)
,
and
1
2
∫
R3
(∣∣Ein0 ∣∣2 + ∣∣Bin0 ∣∣2) dx ≤ lim inf
→0
1
2
∫
R3
(∣∣Ein ∣∣2 + ∣∣Bin ∣∣2) dx.
Moreover, one easily verifies that ρ
in
0√
3
2θ
in
0
Ein0
 7→

3
3−5∆x
(
ρin0 − divEin0
)
+ ∆x3−5∆x
(
3θin0 − 2ρin0
)
2
3−5∆x
√
3
2
(
ρin0 − divEin0
)
+ 1−∆x3−5∆x
√
3
2
(
3θin0 − 2ρin0
)
5
3−5∆x∇x
(
ρin0 − divEin0
)
+ 13−5∆x∇x
(
3θin0 − 2ρin0
)

defines the orthogonal projection onto the subspace of L2(dx) defined by the con-
straint
∇x
(
ρin0 + θ
in
0
)
= Ein0 ,
while (
uin0
Bin0
)
7→
( rot
1−∆x
(
rotuin0 + PB
in
0
)
1
1−∆x
(
rotuin0 + PB
in
0
))
corresponds to the orthogonal projection onto the subspace of L2(dx) defined by
the constraints
rotBin0 = u
in
0 and divB
in
0 = 0.
Therefore, it follows that
1
2
∫
R3
(
ρin
2
+
∣∣uin∣∣2 + 3
2
θin
2
+
∣∣∇x (ρin + θin)∣∣2 + ∣∣Bin∣∣2) dx
≤ 1
2
∫
R3
(
ρin0
2
+
∣∣uin0 ∣∣2 + 32θin0 2 + ∣∣Ein0 ∣∣2 + ∣∣Bin0 ∣∣2
)
dx,
with equality if and only if ρin = ρin0 , u
in = uin0 , θ
in = θin0 , ∇x
(
ρin + θin
)
= Ein0 and
Bin = Bin0 , which, when combined with the above entropic convergence of the initial
data and according to Proposition 4.11 from [9], implies that
(
ρin , u
in
 , θ
in
 , E
in
 , B
in

)
converges strongly to
(
ρin, uin, θin,∇x
(
ρin + θin
)
, Bin
)
, where
(4.33) div uin = 0, divBin = 0, rotBin = uin, ∆x
(
ρin + θin
)
= ρin,
and that gin converges strongly to
ρin + uin · v + θin
( |v|2
2
− 3
2
)
, in L1loc
(
dx;L1
((
1 + |v|2)Mdv)) .
The strong convergence of gin towards an infinitesimal Maxwellian implies the
vanishing of the initial relaxation layer, while the strong convergence of the ini-
tial macroscopic observables towards initial data satisfying the constraints (4.33)
implies that there are no acoustic-electromagnetic waves. In fact, the weak con-
vergence result in Theorem 4.4 could be strengthened into a strong convergence
result, for well-prepared initial data and provided that the limiting system has a
unique solution satisfying the energy equality (see [9, Theorem 7.4] on the strong
Navier-Stokes limit).
It is to be emphasized that the generalized relative entropy method, which
is developed later on in Chapter 12 and is used to prove Theorems 4.5 and 4.6
below, is also applicable to the asymptotic regime studied in Theorem 4.4. This
method would provide some strong convergence result even for ill-prepared initial
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data provided we can build an approximate solution which is smooth and accounts
for the corrections due to the initial layer and the acoustic-electromagnetic waves.
4.3. The two-fluid incompressible Navier-Stokes-Fourier-Maxwell
system with (solenoidal) Ohm’s law
According to Section 2.4, we consider now a plasma constituted of two species of
oppositely charged particles with approximately equal mass, namely cations (posi-
tively charged ions) and anions (negatively charged ions). Elementary interactions
are taken into account by both mean field terms (corresponding to long-range in-
teractions) and some local collision terms (associated to short-range interactions)
involving possibly different mean free paths. Thus, the charged particles evolve un-
der the coupled effect of the Lorentz force due to the self-induced electromagnetic
field, and of the collisions with other particles, according to the following scaled
two species Vlasov-Maxwell-Boltzmann system :
(4.34)
∂tf
±
 + v · ∇xf± ± δ (E + v ∧B) · ∇vf± =
1

Q(f± , f
±
 ) +
δ2

Q(f± , f
∓
 ),
f± = M
(
1 + g±
)
,
∂tE − rotB = −δ

∫
R3
(
g+ − g−
)
vMdv,
∂tB + rotE = 0,
divE = δ
∫
R3
(
g+ − g−
)
Mdv,
divB = 0,
where δ is asymptotically unbounded. In this scaling, the entropy inequality states
that
(4.35)
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
22
∫
R3
Trmdx+
1
2
∫
R3
(|E|2 + |B|2 + Tr a) dx
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds
≤ 1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx,
where H (f± ) = H (f
±
 |M) and the symmetric positive definite matrix measures
m and a are the defects introduced in Section 4.1.4 stemming from the terms∫
R3 (f
+
 + f
−
 ) v ⊗ vdv and
(
E
B
)
⊗
(
E
B
)
, respectively. In particular, it yields
uniform bounds on E, B and g
±
 .
Since we are interested in the limiting fluctuation g± ⇀ g
±, it is then natural
to rewrite the kinetic equations in terms of the fluctuations g± ,
(4.36)
∂t
(
g+
g−
)
+ v · ∇x
(
g+
g−
)
+ δ(E + v ∧B) · ∇v
(
g+
−g−
)
− δE · v
(
1 + g+
−1− g−
)
= −1

(Lg+ + δ2L (g+ , g− )
Lg− + δ2L (g− , g+ )
)
+
(Q(g+ , g+ ) + δ2Q (g+ , g− )
Q(g− , g− ) + δ2Q (g− , g+ )
)
.
According to the formal analysis from Section 2.4, we then expect the limiting
macroscopic observables to solve, in the case of strong interspecies collisions δ =
1, the two-fluid incompressible Navier-Stokes-Fourier-Maxwell system with Ohm’s
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law :
(4.37)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
(nE + j ∧B) , div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = n,
∂tB + rotE = 0, divB = 0,
j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
, w = nθ,
and, in the case of weak interspecies collisions δ = o(1), with δ unbounded, the two-
fluid incompressible Navier-Stokes-Fourier-Maxwell system with solenoidal Ohm’s
law :
(4.38)

∂tu+ u · ∇xu− µ∆xu = −∇xp+ 1
2
j ∧B, div u = 0,
∂tθ + u · ∇xθ − κ∆xθ = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = 0,
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ E + u ∧B) , div j = 0,
n = 0, w = 0.
As previously emphasized in Section 3.2, the above limiting models (4.37) and
(4.38) are not stable under weak convergence in the energy space and, thus, share
more similarities with the three-dimensional incompressible Euler equations.
Our goal, here, is to establish the convergence of scaled families of renormal-
ized solutions to the two species Vlasov-Maxwell-Boltzmann system (4.34) towards
dissipative solutions of the two-fluid incompressible Navier-Stokes-Fourier-Maxwell
system with Ohm’s law (4.37), in the case of strong interspecies interactions δ = 1,
or with solenoidal Ohm’s law (4.38), in the case of weak interspecies interactions
δ = o(1), with δ unbounded, without any restriction on their size or regularity. We
will, however, impose some well-preparedness of the initial data.
Improving on the program by the second author completed in [67, 69] (which
relies essentially on modulated entropy arguments), we can prove the following
theorems. Recall that, in this second part, we are only considering the Maxwellian
cross-section b ≡ 1.
4.3.1. Weak interactions. In the case of weak interspecies interactions δ =
o(1), with δ unbounded, we have the following result.
Theorem 4.5. Let
(
f±in , E
in
 , B
in

)
be a family of initial data such that
(4.39)
1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx ≤ C in,
for some C in > 0, and
(4.40) divEin = δ
∫
R3
(
g+in − g−in
)
Mdv, divBin = 0,
where f±in = M
(
1 + g±in
)
. We further assume that the initial data is well-
prepared in the sense that, as → 0,
g±in ⇀ g
in = ρin + uin · v + θin
( |v|2
2
− 3
2
)
in w-L1loc (Mdxdv) ,
where ρin, uin, θin ∈ L2 (dx) satisfy the incompressibility and Boussinesq constraints
div uin = 0, ρin + θin = 0,
116 4. TWO TYPICAL REGIMES
and that the following strong convergences hold, as → 0,
(4.41)
1
2
H
(
f+in
)
+
1
2
H
(
f−in
)→ ∫
R3×R3
(
gin
)2
Mdvdx =
∫
R3
∣∣uin∣∣2 + 5
2
(
θin
)2
dx,
Ein → Ein, in L2 (dx) ,
Bin → Bin, in L2 (dx) ,
for some Ein, Bin ∈ L2(dx). In particular, in view of (4.40), it necessarily holds
that
divEin = 0, divBin = 0.
For any  > 0, we assume the existence of a renormalized solution (f± , E, B) to
the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) (for the Maxwellian
cross-section b ≡ 1), where δ = o(1) and δ is asymptotically unbounded, with initial
data
(
f±in , E
in
 , B
in

)
. We define the macroscopic fluctuations of density ρ± , bulk
velocity u± and temperature θ
±
 by
ρ± =
∫
R3
g± Mdv,
u± =
∫
R3
g± vMdv,
θ± =
∫
R3
g±
( |v|2
3
− 1
)
Mdv.
We finally define the hydrodynamic variables
ρ =
ρ+ + ρ
−

2
, u =
u+ + u
−

2
, θ =
θ+ + θ
−

2
,
and electrodynamic variables
n = ρ
+
 − ρ− , j =
δ

(
u+ − u−
)
, w =
δ

(
θ+ − θ−
)
.
Then, the family (ρ, u, θ, n, j, w, E, B) is weakly relatively compact in
L1loc(dtdx) and any of its limit points (ρ, u, θ, n, j, w,E,B) is a dissipative solution of
the two-fluid incompressible Navier-Stokes-Fourier-Maxwell system with solenoidal
Ohm’s law (4.38) with initial data
(
uin, θin, Ein, Bin
)
– that is, it verifies the en-
ergy inequality corresponding to (4.38), it enjoys the weak temporal continuity
(u, θ, E,B) ∈ C ([0,∞); w-L2 (R3)), it solves the system
div u = 0, ρ+ θ = 0,
∂tE − rotB = −j, divE = 0,
∂tB + rotE = 0, divB = 0,
j = σ (−∇xp¯+ E + u ∧B) , div j = 0,
n = 0, w = 0,
in the sense of distributions, and it satisfies the stability inequality
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
∫
R3
A ·

u− u¯
5
2
(
θ − θ¯)
j − j¯
E − E¯ + u¯ ∧ (B − B¯)
B − B¯ + (E − E¯) ∧ u¯
 (s)dxe
∫ t
s
λ(σ)dσds,
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for any test functions
(
u¯, θ¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) with
div u¯ = div j¯ = div E¯ = div B¯ = 0 and ‖u¯‖L∞(dtdx) < 1,
where the modulated energy and modulated energy dissipation are respectively given
by
δE(t) = ‖u− u¯‖2L2(dx) +
5
2
∥∥θ − θ¯∥∥2
L2(dx)
+
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx,
δD(t) = 2µ ‖∇x (u− u¯)‖2L2x + 5κ
∥∥∇x (θ − θ¯)∥∥2L2x + 1σ ‖j − j¯‖2L2x ,
the acceleration operator is defined by
A
(
u¯, θ¯, j¯, E¯, B¯
)
=

−2 (∂tu¯+ P (u¯ · ∇xu¯)− µ∆xu¯) + P
(
j¯ ∧ B¯)
−2 (∂tθ¯ + u¯ · ∇xθ¯ − κ∆xθ¯)
− 1σ j¯ + P
(
E¯ + u¯ ∧ B¯)
− (∂tE¯ − rot B¯ + j¯)
− (∂tB¯ + rot E¯)
 ,
and the growth rate is given by
λ(t) = C
(‖u¯(t)‖W 1,∞(dx) + ‖∂tu¯(t)‖L∞(dx) + ‖j¯(t)‖L∞(dx)
1− ‖u¯(t)‖L∞(dx)
+
∥∥θ¯(t)∥∥
W 1,∞(dx) +
∥∥θ¯(t)∥∥2
W 1,∞(dx)
)
,
with a constant C > 0 independent of test functions.
In particular, this dissipative solution coincides with the unique smooth solution
with velocity field bounded pointwise by the speed of light (i.e. ‖u‖L∞(dtdx) < 1) as
long as the latter exists.
The proof of Theorem 4.5 is built over the course of the coming chapters and
is per se the subject of Section 12.2.
4.3.2. Strong interactions. In the case of strong interspecies interactions
δ = 1, we have the following result.
Theorem 4.6. Let
(
f±in , E
in
 , B
in

)
be a family of initial data such that
(4.42)
1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx ≤ C in,
for some C in > 0, and
(4.43) divEin =
∫
R3
(
g+in − g−in
)
Mdv, divBin = 0,
where f±in = M
(
1 + g±in
)
. We further assume that the initial data is well-
prepared in the sense that, as → 0,
g±in ⇀ g
±in = ρ±in + uin · v + θin
( |v|2
2
− 3
2
)
in w-L1loc (Mdxdv) ,
where ρ±in, uin, θin ∈ L2 (dx) satisfy the incompressibility and Boussinesq con-
straints, denoting ρin = ρ
+in+ρ−in
2 ,
div uin = 0, ρin + θin = 0,
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and that the following strong convergences hold, as → 0,
(4.44)
1
2
H
(
f+in
)
+
1
2
H
(
f−in
)→ ∫
R3×R3
1
2
(
g+in
)2
+
1
2
(
g−in
)2
Mdvdx
=
∫
R3
1
4
(
nin
)2
+
∣∣uin∣∣2 + 5
2
(
θin
)2
dx,
Ein → Ein, in L2 (dx) ,
Bin → Bin, in L2 (dx) ,
for some Ein, Bin ∈ L2(dx). In particular, in view of (4.43), it necessarily holds
that, denoting nin = ρ+in − ρ−in,
divEin = nin, divBin = 0.
For any  > 0, we assume the existence of a renormalized solution (f± , E, B) to
the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) (for the Maxwellian
cross-section b ≡ 1), where δ = 1, with initial data (f±in , Ein , Bin ). We define the
macroscopic fluctuations of density ρ± , bulk velocity u
±
 and temperature θ
±
 by
ρ± =
∫
R3
g± Mdv,
u± =
∫
R3
g± vMdv,
θ± =
∫
R3
g±
( |v|2
3
− 1
)
Mdv.
We finally define the hydrodynamic variables
ρ =
ρ+ + ρ
−

2
, u =
u+ + u
−

2
, θ =
θ+ + θ
−

2
,
and electrodynamic variables
n = ρ
+
 − ρ− , j =
1

(
u+ − u−
)
, w =
1

(
θ+ − θ−
)
.
Then, the family (ρ, u, θ, n, j, E, B) (note that we have excluded the vari-
able w) is relatively compact in the sense that for every sequence in this family
there exists a subsequence such that
(ρ, u, θ, n, rj, E, B) ⇀ (ρ, u, θ, n, j, E,B) in w-L
1
loc(dtdx),
where r(t, x) is a sequence of mesurable scalar functions converging almost every-
where towards the constant function 1.
Moreover, up to further extraction of subsequences, one also has the convergence
r
1

(
g+ − g− − n
)
⇀ h in w-L1loc
(
dtdx;L1 ((1 + |v|)Mdv)) .
We set
w =
∫
R3
h
( |v|2
3
− 1
)
Mdv.
Note that w is not necessarily a limit point of w.
Any such limit point (ρ, u, θ, n, j, w,E,B) is a dissipative solution of the two-
fluid incompressible Navier-Stokes-Fourier-Maxwell system with Ohm’s law (4.37)
with initial data
(
uin, θin, nin, Ein, Bin
)
– that is, it verifies the energy inequality
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corresponding to (4.37), it enjoys the weak temporal continuity (u, θ, n,E,B) ∈
C
(
[0,∞); w-L2 (R3)), it solves the system
div u = 0, ρ+ θ = 0,
divE = n, divB = 0,
∂tB + rotE = 0, j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
,
w = nθ,
in the sense of distributions (note that we have voluntarily left Ampe`re’s equation
out of the above system), and it satisfies the stability inequality
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds
+
∫ t
0
∫
R3
A ·

u− u¯
5
2
(
θ − θ¯)
j − nu− (j¯ − n¯u¯)
E − E¯ + u¯ ∧ (B − B¯)− 12∇x (n− n¯)
B − B¯ + (E − E¯) ∧ u¯
 (s)dxe
∫ t
s
λ(σ)dσds,
for any test functions
(
u¯, θ¯, n¯, j¯, E¯, B¯
) ∈ C∞c ([0,∞)× R3) with
div u¯ = div B¯ = 0, div E¯ = n¯ and ‖u¯‖L∞(dtdx) < 1,
where the modulated energy and modulated energy dissipation are respectively given
by
δE(t) = 1
4
‖n− n¯‖2L2(dx) + ‖u− u¯‖2L2(dx) +
5
2
∥∥θ − θ¯∥∥2
L2(dx)
+
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx,
δD(t) = 2µ ‖∇x (u− u¯)‖2L2x + 5κ
∥∥∇x (θ − θ¯)∥∥2L2x + 1σ ‖(j − nu)− (j¯ − n¯u¯)‖2L2x ,
the acceleration operator is defined by
A
(
u¯, θ¯, j¯, E¯, B¯
)
=

−2 (∂tu¯+ P (u¯ · ∇xu¯)− µ∆xu¯) + P
(
n¯E¯ + j¯ ∧ B¯)
−2 (∂tθ¯ + u¯ · ∇xθ¯ − κ∆xθ¯)
− 1σ (j¯ − n¯u¯)− 12∇xn¯+ E¯ + u¯ ∧ B¯− (∂tE¯ − rot B¯ + j¯)
− (∂tB¯ + rot E¯)
 ,
and the growth rate is given by
λ(t) =
C
(‖u¯(t)‖W 1,∞(dx) + ‖∂tu¯(t)‖L∞(dx) + ∥∥θ¯(t)∥∥W 1,∞(dx) + ‖(j¯ − n¯u¯) (t)‖L∞(dx)
1− ‖u¯(t)‖L∞(dx)
+
∥∥θ¯(t)∥∥2
W 1,∞(dx) +
∥∥∥∥(12∇xn¯− E¯ − u¯ ∧ B¯
)
(t)
∥∥∥∥
L∞(dx)
)
,
with a constant C > 0 independent of test functions.
In particular, this dissipative solution coincides with the unique smooth solution
with velocity field bounded pointwise by the speed of light (i.e. ‖u‖L∞(dtdx) < 1) as
long as the latter exists.
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The proof of Theorem 4.6 is built over the course of the coming chapters and
is per se the subject of Section 12.3.
In both Theorems 4.5 and 4.6, we focus on the case of well-prepared initial
data. That is to say, we assume that the initial distribution has a velocity profile
close to local thermodynamic equilibrium
g±in = ρ±in + uin · v + θin
( |v|2
2
− 3
2
)
,
(with g+in = g−in in the case of weak interactions) in order that there is no re-
laxation layer, and that the asymptotic initial thermodynamic fields satisfy the
incompressibility and Boussinesq constraints
div uin = 0, ρin + θin = 0,
which ensures that there are no acoustic waves.
The case of ill-prepared initial data could be handled by constructing an ac-
curate approximate solution as in [69]. The corresponding result should be even
better in the present viscous incompressible regime because we can control con-
servation defects and fluxes without any additional integrability assumptions on
renormalized solutions to (4.34). Note, however, that such a result would still be
conditional as the existence of renormalized solutions to (4.34) has to be assumed.
Relaxing the regularity assumption on the asymptotic solution would require
new ideas : the stability in the energy and entropy methods is indeed controlled by
higher integrability or regularity norms of the limiting fields. As discussed in Sec-
tion 3.2, the two-fluid incompressible Navier-Stokes-Fourier-Maxwell systems with
(solenoidal) Ohm’s law (4.37) and (4.38) are not known to have weak solutions, so
that we do not expect to extend our convergence results for distributional solutions
with low regularity.
4.4. Outline of proofs
We expect the Vlasov-Maxwell-Boltzmann systems (4.27) and (4.34) to exhibit
very different qualitative behaviors in the three asymptotic scalings we consider :
one species, two species with weak interactions, and two species with strong inter-
actions. However, estimates coming directly from the entropy inequalities (4.28)
and (4.35) and leading to weak compactness results are similar in all regimes, so we
will gather them in Chapter 5. We will also obtain the thermodynamic equilibria
coming from relaxation estimates in Chapter 5.
Then, Chapter 6 will be devoted to the derivation of constraints which are
stable under weak convergence and can be handled with the weak bounds from
Chapter 5. These constraints include, for instance, some lower order macroscopic
constraints (such as the Boussinesq and incompressibility relations) for one species
or two species with weak interactions. We will also establish the limiting energy
inequalities for one species and two species with weak interactions and discuss the
limiting form of Maxwell’s system. This chapter does not handle the constraints
pertaining to two species with strong interactions, which will require the more
advanced techniques of the following chapters.
A major difference between regimes appears in Chapter 7 regarding spatial
regularity. The basic idea is to use the hypoellipticity of the free transport operator
– as studied in [6] – to transfer regularity from the v variable to the x variable. But,
because of the singularity in the Lorentz force, source terms in the kinetic equations
are of different sizes so that different renormalizations of the kinetic equations will
have to be considered for the three different regimes. Roughly speaking, we will be
able to establish some strong compactness and equi-integrability on the fluctuations
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in the less singular regime with only one species, and only some weaker analog on
some truncated fluctuations for two species (with a truncation depending on the
asymptotic parameter δ).
Another important difference comes from the nonlinear constraints (which oc-
cur only in the cases of two species). We will see in Chapter 8 that, for weak
interactions, Ohm’s law is obtained as a higher order singular perturbation. Its
derivation will use the renormalized form of the kinetic equations as well as the
partial equi-integrability established in Chapter 7. In the case of strong interac-
tions, even though Ohm’s law appears at leading order, proving its stability is much
more intricate as it will require an additional macroscopic renormalization. Chapter
8 will also contain the derivation of the energy inequality for strong interactions,
which will require the use of the strong compactness bounds from Chapter 7, as
well.
The last pieces of information we will need to get the consistency of the hydro-
dynamic limits are the approximate conservation laws, for which we have to go even
further in the asymptotic expansions (see Chapter 9). In the case of one species, this
will require to use some suitable renormalization as well as the equi-integrability
established in Chapter 7. In the case of two species, such strong equi-integrability
properties are no longer available and we will have to rely on weaker bounds. Thus,
in this case, we will only obtain a conditional result, in the sense that the conserva-
tion defects and remainders will be controlled by some modulated entropy. We will
therefore need, later on (in Chapter 12), some loop argument based on Gro¨nwall’s
lemma to prove both the consistency and the convergence in these regimes.
In view of these differences, the convergence proofs will follow different strate-
gies.
In the case of one species, we will use a weak compactness method which relies
on some precise study of acoustic and electromagnetic waves (described in Chapter
10) and compensated compactness.
The core of the proof of convergence for one species will then be the content of
Chapter 11.
For two species with both weak and strong interactions, we will finally introduce
in Chapter 12 a novel renormalized relative entropy method, which will allow to
get some stability without any a priori spatial regularity.

CHAPTER 5
Weak compactness and relaxation estimates
In this chapter, we establish and recall, from previous works on the hydro-
dynamic limit of the Boltzmann equation, essential weak compactness estimates
on the fluctuations based on the uniform bounds provided by the scaled relative
entropy inequalities (4.28), in the case of Theorem 4.4, and (4.35), in the case of
Theorems 4.5 and 4.6.
The results presented here are somewhat preliminary to the core of the proofs of
Theorems 4.4, 4.5 and 4.6. Thus, they include the first rigorous steps in the proofs
of our main theorems and are sometimes straightforward adaptations of lemmas
from previous works on the hydrodynamic limit of the Boltzmann equation, while
some are new or non-trivial adaptations. In particular, the estimates for two species
of particles presented below are all novel.
First, recall that we are considering, in Theorem 4.4, a sequence of renormalized
solutions (f, E, B) of the scaled one species Vlasov-Maxwell-Boltzmann system
(4.27) with initial data
(
f in , E
in
 , B
in

)
satisfying the uniform bound (4.31), while in
Theorems 4.5 and 4.6, we consider a sequence of renormalized solutions (f± , E, B)
of the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) with initial data(
f±in , E
in
 , B
in

)
satisfying the uniform bound (4.39).
We will conveniently employ the notations for fluctuations
f = MG = M (1 + g) , f
in
 = MG
in
 = M
(
1 + gin
)
,
f± = MG
±
 = M
(
1 + g±
)
, f±in = MG
±in
 = M
(
1 + g±in
)
,
and for scaled collision integrands
q =
1
2
(G′G
′
∗ −GG∗) ,
q+ =
1
2
(
G+
′
G+∗
′ −G+ G+∗
)
,
q− =
1
2
(
G−
′
G−∗
′ −G− G−∗
)
,
q+,− =
δ
2
(
G+
′
G−∗
′ −G+ G−∗
)
,
q−,+ =
δ
2
(
G−
′
G+∗
′ −G− G+∗
)
.
5.1. Controls from the relative entropy bound
Following [9], we introduce the non-negative convex function
h(z) = (1 + z) log(1 + z)− z,
defined over (−1,∞). We may then recast the entropy inequalities (4.28) and (4.35)
utilizing this notation to get the relative entropy bounds, for all t ≥ 0,
(5.1)
1
2
H (f) =
1
2
H (f|M) =
∫
R3×R3
1
2
h (g)Mdxdv ≤ C in,
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and
(5.2)
1
2
H
(
f±
)
=
1
2
H
(
f± |M
)
=
∫
R3×R3
1
2
h
(
g±
)
Mdxdv ≤ C in.
The relative entropy bounds are expected to control the size of the fluctuations
g and g
±
 since
h(z) ∼ 1
2
z2, near z = 0.
However, this behavior only holds asymptotically, as z → 0, and thus, in order
to exploit the relative entropy bounds, we will have to rely crucially on Young’s
inequality (B.3) for h(z), presented in Appendix B.
The following lemma is a mere reformulation of Proposition 3.1 from [9]. It
is a consequence solely of the fact that the fluctuations satisfy the entropy bounds
(5.1) and (5.2).
Lemma 5.1. Let f(t, x, v) be a family of measurable, almost everywhere non-
negative distribution functions such that, for all t ≥ 0,
1
2
H (f) (t) =
∫
R3×R3
1
2
h (g) (t)Mdxdv ≤ C in.
Then, as → 0 :
(1) any subsequence of fluctuations g is uniformly bounded in
L∞
(
dt;L1loc
(
dx;L1
((
1 + |v|2
)
Mdv
)))
,
and weakly relatively compact in
L1loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
.
(2) if g is a weak limit point in L1loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
of the family
of fluctuations g, then g belongs to L
∞ (dt;L2 (Mdxdv)) and satisfies, for
almost every t ≥ 0,
1
2
∫
R3×R3
g(t)2Mdxdv ≤ C in.
Proof. For the sake of completeness, we recall the main ideas from the proof
of Proposition 3.1 in [9], which is based on an application of inequality (B.3). Thus,
setting y = 14
(
1 + |v|2), z = g, β = 4 and α ≥ 4 in (B.3) yields, almost everywhere
in (t, x, v), (
1 + |v|2) |g| ≤ α
2
h (g) +
16e
1
4
α
e
|v|2
4 .
This is then integrated in all variables on suitable sets to demonstrate, with the
entropy bound, the equi-integrability and tightness of the sequences, and thus their
weak compactness.
We set α = 1 first. Then, for each measurable set E ⊂ R3 of finite measure, it
holds that, for every 0 <  ≤ 14 , i.e. for all but a finite number of ’s,∫
E×R3
(1 + |v|2) |g(t)|Mdxdv ≤ C in + 16e 14 |E|
∫
R3
e
|v|2
4 Mdv.
Hence, the family
(
1 + |v|2) g is uniformly bounded in L∞ (dt;L1loc (dx;L1 (Mdv))).
Similarly, for arbitrary α ≥ 4 and for any measurable set E ⊂ [0, T ]×R3×R3,
where T > 0, one has that∫
E
(1 + |v|2) |g|Mdtdxdv ≤ αTC in + 16e
1
4
α
|E|.
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This shows, by the arbitrariness of α ≥ 4, that the family (1+|v|2)gM is uniformly
integrable on [0, T ]× R3 × R3.
Finally, for arbitrary α ≥ 4, any time T > 0, any compact set K ⊂ R3 and
any large radius R > 0, we find that∫
[0,T ]×K×{|v|≥R}
(
1 + |v|2) |g|Mdtdxdv ≤ αTC in + 16e 14
α
T |K|
∫
{|v|≥R}
e
|v|2
4 Mdv,
which, by the arbitrariness of α ≥ 4, clearly implies the tightness in velocity of the
family (1 + |v|2)gM .
On the whole, by virtue of the Dunford-Pettis criterion [66], we infer the weak
relative compactness of the family (1 + |v|2)gM in L1loc
(
dtdx;L1 (dv)
)
, which con-
cludes the demonstration of the first assertion of the lemma.
The second assertion will follow from a convexity analysis of the relative entropy
functional H(f). Indeed, by convexity of h(z), it holds that
1
2
h(g) +
1

h′(g) (g − g) ≤ 1
2
h(g).
Hence, for any large λ > 0, any times 0 ≤ t1 < t2 and any compact set K ⊂ R3, by
the non-negativity of h(z), we have that, for  < 1λ (so that g > −1),∫ t2
t1
∫
K×R3
(
1
2
h(g) +
1

h′(g) (g − g)
)
1{|g|≤λ}Mdxdvdt
≤
∫ t2
t1
∫
R3×R3
1
2
h(g)Mdxdvdt.
Furthermore, notice that h(z) = 12z
2−∫ z
0
1
(1+y)2
(y−z)2
2 dy and h
′(z) = z−∫ z
0
1
(1+y)2 (y−
z)dy, from which we easily deduce the strong convergences
1
2
h(g)1{|g|≤λ} → 1
2
g21{|g|≤λ} and
1

h′(g)1{|g|≤λ} → g1{|g|≤λ} in L∞ (dtdxdv) .
Therefore, taking weak limits in the above convexity inequality yields∫ t2
t1
∫
K×R3
1
2
g21{|g|≤λ}Mdxdvdt ≤ lim inf
→0
∫ t2
t1
∫
R3×R3
1
2
h(g)Mdxdvdt
≤ C in(t2 − t1),
which, by monotonicity of the integrands, gives∫ t2
t1
∫
R3×R3
1
2
g2Mdxdvdt ≤ C in(t2 − t1).
Finally, the proof of the lemma is concluded by the arbitrariness of t1 and t2. 
The second assertion of the preceding lemma shows that, in the vanishing 
limit, the limiting fluctuation belongs to L2(Mdxdv) uniformly in t. Hence, the
weighted L1-bound implied by the first assertion of Lemma 5.1 is certainly not
optimal.
Thus, in order to refine our understanding of the limit  → 0, we consider the
following renormalized fluctuations√
G = 1 +

2
gˆ,
√
Gin = 1 +

2
gˆin ,√
G± = 1 +

2
gˆ± ,
√
G±in = 1 +

2
gˆ±in ,
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or, equivalently,
(5.3)
gˆ =
2

(√
G − 1
)
, gˆin =
2

(√
Gin − 1
)
,
gˆ± =
2

(√
G± − 1
)
, gˆin± =
2

(√
Gin± − 1
)
.
Such square root renormalizations have already been used in previous works on
hydrodynamic limits. The advantages of these renormalized fluctuations over the
original ones become apparent in the coming lemma, which is, essentially, a modern
reformulation of Corollary 3.2 from [9].
Lemma 5.2. Let f(t, x, v) be a family of measurable, almost everywhere non-
negative distribution functions such that, for all t ≥ 0,
1
2
H (f) (t) =
∫
R3×R3
1
2
h (g) (t)Mdxdv ≤ C in.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ is uniformly
bounded in L∞
(
dt;L2 (Mdxdv)
)
.
Proof. The elementary inequality (B.5) implies that, for all t ≥ 0,
(5.4)
∫
R3×R3
gˆ2 (t)Mdxdv =
∫
R3×R3
4
2
(√
1 + g − 1
)2
(t)Mdxdv
≤ 4
2
H(f)(t) ≤ 4C in,
which is the announced result. 
The simple Lemma 5.2 provides important information on any subsequence of
fluctuations g. Indeed, a very natural application of this refined a priori estimate
follows from decomposing the fluctuations as
(5.5) g = gˆ +

4
gˆ2 ∈ L∞
(
dt;L2 (Mdxdv)
)
+ L∞
(
dt;L1 (Mdxdv)
)
.
Therefore, we see from Lemma 5.2, that the fluctuations g are uniformly bounded in
L∞
(
dt;L2 (Mdxdv)
)
, up to a remainder of order  in L∞
(
dt;L1 (Mdxdv)
)
. In par-
ticular, according to Lemma 5.1, if g is a weak limit point in L1loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
of a converging subsequence of fluctuations g, then gˆ also converges towards g in
the weak-∗ topology of L∞ (dt;L2 (Mdxdv)).
As we will see later on, it will be crucial to establish sharper properties of
tightness and equi-integrability on the sequence of integrable functions gˆ2 . These
refinements will follow from the joint control of the fluctuations by the entropy and
the entropy dissipation bounds.
5.2. Controls from the entropy dissipation bound
Following [9], again, we introduce the non-negative convex function
r(z) = z log(1 + z),
defined over (−1,∞). We may then recast the entropy inequalities (4.28) and (4.35)
utilizing this notation to get the entropy dissipation bounds (here, exception-
ally, we consider any cross-section b ≥ 0, for more generality), for all t ≥ 0,
1
4
∫ t
0
∫
R3
D(f)(s)dxds
=
∫ t
0
∫
R3
∫
R3×R3×S2
1
44
r
(
2q
GG∗
)
ff∗bdvdv∗dσdxds ≤ C in,
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and
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds
=
∫ t
0
∫
R3
∫
R3×R3×S2
1
44
r
(
2q+
G+ G
+
∗
)
f+ f
+
∗bdvdv∗dσdxds
+
∫ t
0
∫
R3
∫
R3×R3×S2
1
44
r
(
2q−
G− G−∗
)
f− f
−
∗bdvdv∗dσdxds
+
∫ t
0
∫
R3
∫
R3×R3×S2
δ2
24
r
(
2q+,−
δG+ G
−
∗
)
f+ f
−
∗bdvdv∗dσdxds ≤ C in.
The entropy dissipation bounds are expected to control the size of the collision
integrands q, q
+
 , q
−
 , q
±
 and q
∓
 since
r(z) ∼ z2, near z = 0.
However, this behavior only holds asymptotically, as z → 0, and thus, in order to
exploit the entropy dissipation bounds, we will have to rely crucially on Young’s
inequality (B.4) for r(z) and on inequality (B.8), presented in Appendix B. Fur-
thermore, when coupled with a coercivity estimate for some suitable non-singular
linearized collision operator, the entropy dissipation bounds will actually provide
some control on the relaxation to equilibrium of the fluctuations g and g
±
 (see
Section 5.3 below).
In order to refine our understanding of the limit → 0, we consider the following
renormalized collision integrands
(5.6)
qˆ =
2
2
(√
G′G′∗ −
√
GG∗
)
,
qˆ+ =
2
2
(√
G+′ G+′∗ −
√
G+ G
+
∗
)
,
qˆ− =
2
2
(√
G−′ G−′∗ −
√
G− G−∗
)
,
qˆ+,− =
2δ
2
(√
G+′ G−′∗ −
√
G+ G
−
∗
)
,
qˆ−,+ =
2δ
2
(√
G−′ G+′∗ −
√
G− G+∗
)
.
The advantages of these renormalized collision integrands over the original ones
become apparent in the coming lemma.
Lemma 5.3. Let f+ (t, x, v) and f
−
 (t, x, v) be two families of measurable, almost
everywhere non-negative distribution functions such that, for all t ≥ 0,
δ2
4
∫ t
0
∫
R3
D
(
f+ , f
−

)
(s)dxds
=
∫ t
0
∫
R3
∫
R3×R3×S2
δ2
24
r
(
2q+,−
δG+ G
−
∗
)
f+ f
−
∗bdvdv∗dσdxds ≤ C in.
Then, as  → 0, any subsequence of renormalized collision integrands qˆ+,− is
uniformly bounded in L2 (bMM∗dtdxdvdv∗dσ).
128 5. WEAK COMPACTNESS AND RELAXATION ESTIMATES
Proof. The elementary inequality (B.8) implies that, for all t ≥ 0,
(5.7)
1
2
∫ t
0
∫
R3
∫
R3×R3×S2
(
qˆ+,−
)2
bMM∗dvdv∗dσdxds
= 2
∫ t
0
∫
R3
∫
R3×R3×S2
δ2
4
√1 + 2q+,−
δG+ G
−
∗
− 1
2 f+ f−∗bdvdv∗dσdxds
≤ δ
2
4
∫ t
0
∫
R3
D
(
f+ , f
−

)
(s)dxds ≤ C in,
which is the announced result. 
The simple Lemma 5.3 provides important information on any subsequence of
collision integrands q+,− . Indeed, a very natural application of this refined a priori
estimate follows from decomposing the collision integrands as
(5.8) q+,− =
√
G+ G
−
∗qˆ+,− +
2
4δ
(
qˆ+,−
)2
.
Therefore, at least in the simpler case of the Maxwellian cross-section b ≡ 1, we see
from Lemma 5.3 that, for any admissible renormalization β(z), the renormalized col-
lision integrands β′ (G+ ) q
+,−
 are uniformly bounded in L
1
loc
(
dtdx;L1 (MM∗dvdv∗dσ)
)
,
provided the natural entropy and entropy dissipation bounds are satisfied. More-
over, employing Lemma 5.2 and Egorov’s theorem, it is possible to show that
β′
(
G+
)√
G+ G
−
∗ → β′(1) in L2loc
(
dtdx;L2 (MM∗dvdv∗dσ)
)
.
In particular, if q+,− is a weak limit point in L2 (MM∗dtdxdvdv∗dσ) of a con-
verging subsequence of collision integrands qˆ+,− , then β
′ (G+ ) q
+,−
 converges – up
to extraction of jointly converging subsequences – towards β′(1)q+,− in the weak
topology of L1loc
(
dtdx;L1 (MM∗dvdv∗dσ)
)
.
5.3. Relaxation towards thermodynamic equilibrium
In this section, we establish the relaxation of fluctuations towards thermody-
namic equilibrium as a consequence of the relative entropy and the entropy dis-
sipation bounds. As we consider fluctuations around a global equilibrium, the
linearized collision operator L, defined in (2.8) and (2.35), is expected to play here
a fundamental role.
We recall that, for the sake of simplicity, we restrict our attention, in this part
of our work, to the case of Maxwellian molecules, that is to constant collision cross-
sections, say b ≡ 1. Nevertheless, up to additional technical difficulties, the results
in this section will be extended to general cross-sections in the remaining parts of
the present work.
The spectral analysis of the linearized collision operator uses crucially the fol-
lowing decomposition based on a clever change of variables sometimes called “Carle-
man’s collision parametrization”, although it goes back to Hilbert [42] (see equation
(17) in [42] and the computations therein). We refer to [68] for more details and
to [49] for a modern and general treatment of the linearized Boltzmann operator.
Proposition 5.4 (Hilbert’s decomposition of L). The linearized collision op-
erator L defined by
Lg = − 1
M
(Q(Mg,M) +Q(M,Mg)) =
∫
R3×S2
(g + g∗ − g′ − g′∗)M∗dv∗dσ,
5.3. RELAXATION TOWARDS THERMODYNAMIC EQUILIBRIUM 129
can be decomposed as
Lg = g −Kg,
where K is a compact integral operator on L2(Mdv).
As an immediate consequence of the preceding proposition, the operator L
satisfies the Fredholm alternative, as well as some coercivity estimate, which will
be used to control the relaxation process. We refer to [49] or [68] for details
and justifications of the following proposition, or to the proof of the more general
Proposition 5.7 below.
Proposition 5.5 (Coercivity of L). The linear collision operator L is a non-
negative self-adjoint operator on L2(Mdv) with nullspace
Ker(L) = span{1, v1, v2, v3, |v|2} .
Moreover, the following coercivity estimate holds : there exists C > 0 such that, for
each g ∈ Ker(L)⊥ ⊂ L2(Mdv),
‖g‖2L2(Mdv) ≤ C
∫
R3
gLg(v)M(v)dv.
In particular, for any g ∈ Ker(L)⊥ ⊂ L2(Mdv),
‖g‖L2(Mdv) ≤ C ‖Lg‖L2(Mdv) .
We will also need the generalization of the preceding propositions to the lin-
earized collision operator for two species of particles L. In fact, employing the
results from [49], we easily obtain the following Hilbert’s decomposition for L.
Proposition 5.6 (Hilbert’s decomposition of L). The linearized collision op-
erator for two species L defined by
L
(
g
h
)
=
(Lg + L (g, h)
Lh+ L (h, g)
)
,
where
L (g, h) = − 1
M
(Q(Mg,M) +Q(M,Mh)) =
∫
R3×S2
(g + h∗ − g′ − h′∗)M∗dv∗dσ,
can be decomposed as
L
(
g
h
)
= 2
(
g
h
)
−K
(
g
h
)
,
where K is a compact integral operator on L2(Mdv).
As an immediate consequence of the preceding proposition, the operator L
satisfies the Fredholm alternative, as well as some coercivity estimate, which will
be used to control the relaxation process for two species of particles. For the sake
of completeness, we provide here a brief justification of the following proposition.
Proposition 5.7 (Coercivity of L). The linear collision operator L is a non-
negative self-adjoint operator on L2(Mdv) with nullspace
Ker(L) = span
{(
1
0
)
,
(
0
1
)
,
(
v1
v1
)
,
(
v2
v2
)
,
(
v3
v3
)
,
(|v|2
|v|2
)}
.
Moreover, the following coercivity estimate holds : there exists C > 0 such that, for
each
(
g
h
)
∈ Ker(L)⊥ ⊂ L2(Mdv),∥∥∥∥(gh
)∥∥∥∥2
L2(Mdv)
≤ C
∫
R3
(
g
h
)
· L
(
g
h
)
(v)M(v)dv.
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In particular, for any
(
g
h
)
∈ Ker(L)⊥ ⊂ L2(Mdv),∥∥∥∥(gh
)∥∥∥∥
L2(Mdv)
≤ C
∥∥∥∥L(gh
)∥∥∥∥
L2(Mdv)
.
Proof. The non-negativity and the self-adjointness of L easily follow from a
standard use of the collision symmetries by showing that
(5.9)
∫
R3
(
g
h
)
· L
(
g¯
h¯
)
(v)M(v)dv
=
1
4
∫
R3×R3×S2
(g + g∗ − g′ − g′∗) (g¯ + g¯∗ − g¯′ − g¯′∗)MM∗dvdv∗dσ
+
1
4
∫
R3×R3×S2
(h+ h∗ − h′ − h′∗)
(
h¯+ h¯∗ − h¯′ − h¯′∗
)
MM∗dvdv∗dσ
+
1
2
∫
R3×R3×S2
(g + h∗ − g′ − h′∗)
(
g¯ + h¯∗ − g¯′ − h¯′∗
)
MM∗dvdv∗dσ.
Next, consider
(
g
h
)
∈ Ker(L). We deduce from (5.9) that, necessarily, g = Πg,
h = Πh and ∫
R3×R3×S2
(
Π (g − h)− (Π (g − h))′)2MM∗dvdv∗dσ = 0.
A simple and direct computation shows then that h and g have the same bulk
velocity and temperature, which completes the characterization of the kernel of
L. In particular, the orthogonal projection onto the kernel of L in L2(Mdv) is
explicitly given by
P
(
g
h
)
=
(
1
2
∫
R3(g − h)Mdv + Π g+h2
− 12
∫
R3(g − h)Mdv + Π g+h2
)
.
Finally, since L is positive definite, self-adjoint and satisfies Hilbert’s decompo-
sition from Proposition 5.6, we easily obtain, by the spectral theorem for compact
self-adjoint operators, writing
(
g
h
)
in the Hilbert basis of eigenvectors of L, that∥∥∥∥(gh
)
− P
(
g
h
)∥∥∥∥2
L2(Mdv)
≤ C
∫
R3
(
g
h
)
· L
(
g
h
)
Mdv,
which concludes the justification of the proposition. 
Finally, we also extend the preceding propositions to the linearized collision
operator L. In fact, employing the results from [49], we easily obtain the following
Hilbert’s decomposition for L.
Proposition 5.8 (Hilbert’s decomposition of L). The linearized collision op-
erator L defined by
Lg = L(g,−g) = − 1
M
(Q(Mg,M)−Q(M,Mg))
=
∫
R3×S2
(g − g∗ − g′ + g′∗)M∗dv∗dσ,
can be decomposed as
Lg = g − Kg,
where K is a compact integral operator on L2(Mdv).
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Note that the definition of L above coincides with (2.61).
As an immediate consequence of the preceding proposition, the operator L
satisfies the Fredholm alternative, as well as some coercivity estimate, which will
be used to control the relaxation process for two species of particles. For the sake
of completeness, we provide here a brief justification of the following proposition.
Proposition 5.9 (Coercivity of L). The linear collision operator L is a non-
negative self-adjoint operator on L2(Mdv) with nullspace
Ker(L) = span {1} .
Moreover, the following coercivity estimate holds : there exists C > 0 such that, for
each g ∈ Ker(L)⊥ ⊂ L2(Mdv),
‖g‖2L2(Mdv) ≤ C
∫
R3
gLg(v)M(v)dv.
In particular, for any g ∈ Ker(L)⊥ ⊂ L2(Mdv),
‖g‖L2(Mdv) ≤ C ‖Lg‖L2(Mdv) .
Proof. The non-negativity and the self-adjointness of L easily follow from a
standard use of the collision symmetries by showing that
(5.10)
∫
R3
gLh(v)M(v)dv
=
1
4
∫
R3×R3×S2
(g − g∗ − g′ + g′∗) (h− h∗ − h′ + h′∗)MM∗dvdv∗dσ.
Next, consider g ∈ Ker(L). We deduce from (5.10) that, necessarily,
g − g∗ = g′ − g′∗,
almost everywhere. Hence, since the change of variable σ 7→ −σ merely exchanges
v′ and v′∗, we find, averaging over σ ∈ S2,
g − g∗ = 1|S2|
∫
S2
(g′ − g′∗) dσ = 0,
for every v, v∗ ∈ R3. It follows that g is a constant function.
Finally, since L is positive definite, self-adjoint and satisfies Hilbert’s decompo-
sition from Proposition 5.8, we easily obtain, by the spectral theorem for compact
self-adjoint operators, writing g in the Hilbert basis of eigenvectors of L, that∥∥∥∥g − ∫
R3
g∗M∗dv∗
∥∥∥∥2
L2(Mdv)
≤ C
∫
R3
gLgMdv,
which concludes the justification of the proposition. 
It is to be emphasized that, since we are only considering here the case of
Maxwellian molecules b ≡ 1, the linearized operator L can be explicitly rewritten,
using that
∫
S2 (g
′ − g′∗) dσ = 0, as
Lg =
∣∣S2∣∣ (g − ∫
R3
g∗M∗dv∗
)
,
which renders the proofs of Propositions 5.8 and 5.9 trivial. However, we chose to
provide more robust justifications of both propositions, which work in more general
settings of hard and soft potentials, as well.
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5.3.1. Infinitesimal Maxwellians. Using the usual relative entropy and en-
tropy dissipation bounds together with the coercivity of the linearized collision
operator, we easily get that each species of particles reaches almost instantaneously
the local thermodynamic equilibrium in the fast relaxation limit. More precisely,
we have the following lemma.
Lemma 5.10. Let f(t, x, v) be a family of measurable, almost everywhere non-
negative distribution functions such that, for all t ≥ 0,
1
2
H (f) (t) +
1
4
∫ t
0
∫
R3
D (f) (s)dxds ≤ C in.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ satisfies the
relaxation estimate
(5.11) ‖gˆ −Πgˆ‖L2(Mdv) ≤ O() ‖gˆ‖2L2(Mdv) +O ()L2(dtdx) ,
where Π denotes the orthogonal projection on KerL in L2(Mdv).
Proof. We start from the elementary decomposition
(5.12) Lgˆ = 
2
Q (gˆ, gˆ)− 2

Q
(√
G,
√
G
)
,
and we estimate each term in the right-hand side separately.
First, since b ≡ 1, it is readily seen that the quadratic collision operator is
continuous on L2(Mdv) :
‖Q(gˆ, gˆ)‖L2(Mdv) =
∥∥∥∥∫
R3×S2
(gˆ′gˆ
′
∗ − gˆgˆ∗)M∗dv∗dσ
∥∥∥∥
L2(Mdv)
≤ ∣∣S2∣∣ 12 ∥∥∥∥∥
(∫
R3×S2
(gˆ′gˆ
′
∗ − gˆgˆ∗)2M∗dv∗dσ
) 1
2
∥∥∥∥∥
L2(Mdv)
≤ 2 ∣∣S2∣∣ ‖gˆ‖2L2(Mdv) ,
which, when combined with the bound (5.4) from the proof of Lemma 5.2, yields
‖Q(gˆ, gˆ)‖L1(dx;L2(Mdv)) ≤ 8
∣∣S2∣∣C in.
Furthermore, employing the uniform L2-estimate (5.7) from the proof of Lemma
5.3 on the renormalized collision integrands qˆ and the Cauchy-Schwarz inequality,
we deduce that∫ t
0
∫
R3
∫
R3
(
1
2
Q
(√
G,
√
G
))2
Mdvdxds
=
1
4
∫ t
0
∫
R3
∫
R3
(∫
R3×S2
qˆM∗dv∗dσ
)2
Mdvdxds
≤
∣∣S2∣∣
4
∫ t
0
∫
R3
∫
R3×R3×S2
(qˆ)
2
MM∗dvdv∗dσdxds
≤
∣∣S2∣∣
4
∫ t
0
∫
R3
D(f)(s)dxds ≤
∣∣S2∣∣C in.
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Therefore, combining (5.12) with the coercivity estimate from Proposition 5.5
leads to
‖gˆ −Πgˆ‖L2(Mdv) ≤ C ‖Lgˆ‖L2(Mdv)
≤ C
(
‖Q(gˆ, gˆ)‖L2(Mdv) +
∥∥∥∥ 12Q(√G,√G)
∥∥∥∥
L2(Mdv)
)
≤ C
(
‖gˆ‖2L2(Mdv) +
∥∥∥∥ 12Q(√G,√G)
∥∥∥∥
L2(Mdv)
)
= C ‖gˆ‖2L2(Mdv) +O ()L2(dtdx) ,
which concludes the proof of the lemma. 
5.3.2. Bulk velocity and temperature. When considering the two species
Vlasov-Maxwell-Boltzmann system (4.34), we have an additional relaxation esti-
mate on bulk velocities and temperatures coming from the mixed entropy dissipa-
tion.
Lemma 5.11. Let f+ (t, x, v) and f
−
 (t, x, v) be two families of measurable, al-
most everywhere non-negative distribution functions such that, for all t ≥ 0,
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds ≤ C in.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ± satisfies the
relaxation estimate
(5.13)
∥∥∥∥(gˆ+gˆ−
)
− P
(
gˆ+
gˆ−
)∥∥∥∥
L2(Mdv)
≤ O()
∥∥∥∥(gˆ+gˆ−
)∥∥∥∥2
L2(Mdv)
+O
( 
δ
)
L2loc(dt;L
2(dx))
,
where P denotes the orthogonal projection on Ker L in L2(Mdv).
In particular, further considering the densities ρˆ± , bulk velocities uˆ
±
 and tem-
peratures θˆ± respectively associated with the renormalized fluctuations gˆ
±
 , it holds
that
(5.14) hˆ =
δ

[(
gˆ+ − gˆ−
)− nˆ] is uniformly bounded in L1loc (dtdx;L2(Mdv)) ,
where nˆ = ρˆ
+
 − ρˆ− , and
jˆ =
δ

(
uˆ+ − uˆ−
)
and wˆ =
δ

(
θˆ+ − θˆ−
)
are uniformly bounded in L1loc (dtdx) .
Finally, one also has the refined relaxation estimate
(5.15)∥∥∥∥hˆ − δ2 nˆ (gˆ± − ρˆ± )
∥∥∥∥
L2(Mdv)
≤ O(δ)∥∥gˆ+ − gˆ− − nˆ∥∥L2(Mdv) ∥∥gˆ± ∥∥L2(Mdv) +O (1)L2loc(dt;L2(dx)) .
Proof. First, a direct application of Lemma 5.10 yields
(5.16)
∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) ≤ O()∥∥gˆ± ∥∥2L2(Mdv) +O ()L2loc(dt;L2(dx)) .
Next, we apply similar arguments from the proof of Lemma 5.10 to the mixed
entropy dissipation D (f+ , f
−
 ). Thus, according to the definitions of L(g, h) and
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Q(g, h) in (2.35), we start from the elementary decomposition
(5.17) L (gˆ± , gˆ∓ ) = 2Q (gˆ± , gˆ∓ )− 2Q(√G± ,√G∓ ) ,
and we estimate each term in the right-hand side separately.
Since b ≡ 1, it is readily seen that the quadratic collision operator is continuous
on L2(Mdv) :
(5.18)∥∥Q (gˆ± , gˆ∓ )∥∥L2(Mdv) = ∥∥∥∥∫R3×S2 (gˆ±′ gˆ∓′∗ − gˆ± gˆ∓∗)M∗dv∗dσ
∥∥∥∥
L2(Mdv)
≤ ∣∣S2∣∣ 12 ∥∥∥∥∥
(∫
R3×S2
(
gˆ±′ gˆ
∓′
∗ − gˆ± gˆ∓∗
)2
M∗dv∗dσ
) 1
2
∥∥∥∥∥
L2(Mdv)
≤ 2 ∣∣S2∣∣ ∥∥gˆ+ ∥∥L2(Mdv) ∥∥gˆ− ∥∥L2(Mdv) ,
which, when combined with the bound (5.4) from the proof of Lemma 5.2, yields
∥∥Q (gˆ± , gˆ∓ )∥∥L1(dx;L2(Mdv)) ≤ 8 ∣∣S2∣∣C in.
Furthermore, employing the uniform L2-estimate (5.7) from the proof of Lemma
5.3 on the renormalized collision integrands qˆ± and the Cauchy-Schwarz inequality,
we deduce that
(5.19)
∫ t
0
∫
R3
∫
R3
(
δ
2
Q
(√
G+ ,
√
G−
))2
Mdvdxds
=
1
4
∫ t
0
∫
R3
∫
R3
(∫
R3×S2
qˆ+,− M∗dv∗dσ
)2
Mdvdxds
≤
∣∣S2∣∣
4
∫ t
0
∫
R3
∫
R3×R3×S2
(
qˆ+,−
)2
MM∗dvdv∗dσdxds
≤
∣∣S2∣∣ δ2
24
∫ t
0
∫
R3
D
(
f+ , f
−

)
(s)dxds ≤
∣∣S2∣∣
2
C in.
Notice that the same estimate holds on the renormalized collision integrands qˆ−,+ ,
which yields
(5.20)
∫ t
0
∫
R3
∫
R3
(
δ
2
Q
(√
G− ,
√
G+
))2
Mdvdxds
≤
∣∣S2∣∣ δ2
24
∫ t
0
∫
R3
D
(
f+ , f
−

)
(s)dxds ≤
∣∣S2∣∣
2
C in.
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Therefore, combining (5.16) and (5.17) with the coercivity estimate from Propo-
sition 5.7 leads to∥∥∥∥(gˆ+gˆ−
)
− P
(
gˆ+
gˆ−
)∥∥∥∥
L2(Mdv)
≤ C
∥∥∥∥L(gˆ+gˆ−
)∥∥∥∥
L2(Mdv)
≤ C
∥∥∥∥(Lgˆ+Lgˆ−
)∥∥∥∥
L2(Mdv)
+ C
∥∥∥∥(L (gˆ+ , gˆ− )L (gˆ− , gˆ+ )
)∥∥∥∥
L2(Mdv)
≤ C
∥∥∥∥(gˆ+ −Πgˆ+gˆ− −Πgˆ−
)∥∥∥∥
L2(Mdv)
+ C
∥∥∥∥(Q (gˆ+ , gˆ− )Q (gˆ− , gˆ+ )
)∥∥∥∥
L2(Mdv)
+ C

δ
∥∥∥∥∥∥ δ2
Q(√G+ ,√G− )
Q
(√
G− ,
√
G+
)∥∥∥∥∥∥
L2(Mdv)
≤ O()
∥∥∥∥(gˆ+gˆ−
)∥∥∥∥2
L2(Mdv)
+O()L2loc(dt;L2(dx)) +O
( 
δ
)
L2loc(dt;L
2(dx))
,
which concludes the proof of the relaxation estimate (5.13).
Then, in order to deduce the control of hˆ, jˆ and wˆ, it suffices to notice that(
1
−1
)
·
[(
gˆ+
gˆ−
)
− P
(
gˆ+
gˆ−
)]
=
(
gˆ+ − gˆ−
)− (ρˆ+ − ρˆ− ) ,
and
Π
[(
gˆ+
gˆ−
)
− P
(
gˆ+
gˆ−
)]
=
(
Π
gˆ+ −gˆ−
2 − 12
∫
R3 (gˆ
+
 − gˆ− )Mdv
Π
gˆ− −gˆ+
2 − 12
∫
R3 (gˆ
−
 − gˆ+ )Mdv
)
=
 uˆ+ −uˆ−2 · v + θˆ+ −θˆ−2 ( |v|22 − 32)
uˆ− −uˆ+
2 · v + θˆ
−
 −θˆ+
2
(
|v|2
2 − 32
) ,
whence ∥∥∥∥Π [(gˆ+gˆ−
)
− P
(
gˆ+
gˆ−
)]∥∥∥∥2
L2(Mdv)
=
1
2
(
uˆ+ − uˆ−
)2
+
3
4
(
θˆ+ − θˆ−
)2
.
There only remains to establish the more precise relaxation estimate (5.15) on
hˆ, which is achieved by employing the coercivity of the operator L. To this end,
we use the identities (5.17) to decompose
Lhˆ =
δ

L
(
gˆ+ − gˆ−
)
=
δ
2
[Q (gˆ+ , gˆ− )−Q (gˆ− , gˆ+ )]− 2δ2 [Q(√G+ ,√G− )−Q(√G− ,√G+ )]
=
δ
2
[Q (gˆ+ − gˆ− , gˆ± )−Q (gˆ± , gˆ+ − gˆ− )]− ∫
R3×S2
(
qˆ+,− − qˆ−,+
)
M∗dv∗dσ.
It follows that
L
(
hˆ − δ
2
nˆgˆ
±

)
=

2
[
Q
(
hˆ, gˆ
±

)
−Q
(
gˆ± , hˆ
)]
−
∫
R3×S2
(
qˆ+,− − qˆ−,+
)
M∗dv∗dσ.
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Therefore, repeating the estimates (5.18), (5.19) and (5.20), we find that∥∥∥∥L(hˆ − δ2 nˆgˆ±
)∥∥∥∥
L2(Mdv)
≤ O()
∥∥∥hˆ∥∥∥
L2(Mdv)
∥∥gˆ± ∥∥L2(Mdv) +O (1)L2loc(dt;L2(dx))
= O(δ)
∥∥gˆ+ − gˆ− − nˆ∥∥L2(Mdv) ∥∥gˆ± ∥∥L2(Mdv)
+O (1)L2loc(dt;L2(dx))
.
Finally, employing the coercivity of L from Proposition 5.9, we easily conclude that
(5.15) holds, which concludes the proof of the lemma. 
Remark. Under the hypotheses of the preceding lemma, it is possible to obtain
a very explicit identity providing some improved information on the relaxation of
hˆ. To this end, we decompose∫
R3×S2
(
qˆ+,− − qˆ−,+
)
M∗dv∗dσ
=
2δ
2
Q
(√
G+ ,
√
G−
)
− 2δ
2
Q
(√
G− ,
√
G+
)
=
2δ
2
Q
(√
G+ −
√
G− − 
2
nˆ
1 + 2 ρˆ
±

√
G± ,
√
G±
)
− 2δ
2
Q
(√
G± ,
√
G+ −
√
G− − 
2
nˆ
1 + 2 ρˆ
±

√
G±
)
= Q
(
hˆ − δ
2
nˆ
gˆ± − ρˆ±
1 + 2 ρˆ
±

,
√
G±
)
−Q
(√
G± , hˆ − δ
2
nˆ
gˆ± − ρˆ±
1 + 2 ρˆ
±

)
.
Then, since we are only considering here the Maxwellian cross-section b ≡ 1, notice
that the gain terms cancel each other out
Q+
(
hˆ − δ
2
nˆ
gˆ± − ρˆ±
1 + 2 ρˆ
±

,
√
G±
)
−Q+
(√
G± , hˆ − δ
2
nˆ
gˆ± − ρˆ±
1 + 2 ρˆ
±

)
= 0,
for the change of variable σ 7→ −σ merely exchanges v′ and v′∗, and that one of the
two loss terms vanishes
Q−
(√
G± , hˆ − δ
2
nˆ
gˆ± − ρˆ±
1 + 2 ρˆ
±

)
= 0.
Thus, on the whole, we are left with the identity∣∣S2∣∣ ((1 + 
2
ρˆ±
)
hˆ − δ
2
nˆ
(
gˆ± − ρˆ±
))
= Q−
(
hˆ − δ
2
nˆ
gˆ± − ρˆ±
1 + 2 ρˆ
±

,
√
G±
)
= −
∫
R3×S2
(
qˆ+,− − qˆ−,+
)
M∗dv∗dσ,
which yields the control, in view of Lemma 5.3,(
1 +

2
ρˆ±
)
hˆ − δ
2
nˆ
(
gˆ± − ρˆ±
)
= O(1)L2(Mdtdxdv).
In particular, further integrating against vMdv and
(
|v|2
3 − 1
)
Mdv, we obtain that(
1 +

2
ρˆ±
)
jˆ − δ
2
nˆuˆ
±
 = O(1)L2(dtdx),(
1 +

2
ρˆ±
)
wˆ − δ
2
nˆθˆ
±
 = O(1)L2(dtdx).
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These estimates are slightly more precise than (5.15). However, their significance
is unclear.
5.4. Improved integrability in velocity
Another important consequence of the control on the relaxation is to provide
further integrability on the renormalized fluctuations gˆ and gˆ
±
 with respect to
the v variable at infinity. The following result, which was first established as such
in [68] (see Lemma 3.2.5 therein) and [38] (see Proposition 3.2 therein), improves
Lemma 5.2 and is a direct consequence of Lemma 5.10. It constitutes a significant
simplification with respect to earlier works on hydrodynamic limits of the Boltz-
mann equation, which required convoluted estimates to establish some improved
integrability in the v variable.
Lemma 5.12. Let f(t, x, v) be a family of measurable, almost everywhere non-
negative distribution functions such that, for all t ≥ 0,
1
2
H (f) (t) +
1
4
∫ t
0
∫
R3
D (f) (s)dxds ≤ C in.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ is uniformly
bounded in L2loc
(
dtdx;L2
((
1 + |v|2)Mdv)).
Furthermore, the family |gˆ|2 is equi-integrable in v (or uniformly integrable in
v) in the sense that, for any η > 0 and every compact subset K ⊂ [0,∞)×R3×R3,
there exists γ > 0 such that, if A ⊂ K is a measurable set satisfying
sup
(t,x)∈[0,∞)×R3
∫
R3
1A(t, x, v)dv < γ,
then
sup
>0
∫
A
|gˆ|2dtdxdv < η.
We also have that, for any λ > 0 and any 1 ≤ p < 2, the families 1{λ|gˆ|≤1}|gˆ|2
and |gˆ|
2
1+λ
√
G
are uniformly bounded in L1loc (dtdx;L
p (Mdv)).
Proof. The crucial idea behind these results rests upon decomposing gˆ ac-
cording to
(5.21) gˆ = (gˆ −Πgˆ) + Πgˆ,
and then using the control on the relaxation provided by Lemma 5.10 :
gˆ −Πgˆ = O()L1loc(dtdx;L2(Mdv)).
• First, we establish the uniform control on the high speed tails of |gˆ|2, i.e. the
uniform weighted integrability estimate in L2loc
(
dtdx;L2
((
1 + |v|2)Mdv)). To this
end, we start from the decomposition
(5.22) (1 + |v|)2 |gˆ|2 = gˆ
[
(1 + |v|)2Πgˆ
]
+ [(1 + |v|)gˆ] [(1 + |v|) (gˆ −Πgˆ)] .
Next, recalling from Lemma 5.2 that
gˆ is uniformly bounded in L
∞ (dt;L2 (Mdxdv)) ,
we see, by definition of the hydrodynamic projection Π, for any 1 ≤ p <∞, that
(5.23) (1 + |v|)2Πgˆ is uniformly bounded in L∞
(
dt;L2 (dx;Lp (Mdv))
)
,
whence, for any 1 ≤ r < 2,
(5.24) gˆ
[
(1 + |v|)2Πgˆ
]
is uniformly bounded in L∞
(
dt;L1 (dx;Lr (Mdv))
)
,
which takes care of the first term in right-hand side of (5.22).
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In order to estimate the second term in the right-hand side of (5.22), we first
apply Young’s inequality (B.3) with z = g, y =
(1+|v|)2
γ , α = 4γ, β =
4γ
 and
γ > 0, to get, employing the elementary inequality (B.7),
(5.25)
(1 + |v|)2gˆ2 ≤ (1 + |v|)2
4
2
|G − 1| = 4γ

|g| (1 + |v|)
2
γ
≤ 4γ
2
h (g) +
4γ
2
e
(1+|v|)2
γ .
Therefore, setting γ = 4 in (5.25), we obtain that
|(1 + |v|)gˆ(1 + |v|) (gˆ −Πgˆ) |
≤ 4

√
h (g)(1 + |v|) |gˆ −Πgˆ|+ 4

e
(1+|v|)2
8 (1 + |v|) |gˆ −Πgˆ|
≤ 16
2
h (g) +
1
4
(1 + |v|)2 |gˆ −Πgˆ|2 + 4

e
(1+|v|)2
8 (1 + |v|) |gˆ −Πgˆ|
≤ 16
2
h (g) +
1
2
(1 + |v|)2
(
|gˆ|2 + |Πgˆ|2
)
+
4

e
(1+|v|)2
8 (1 + |v|) |gˆ −Πgˆ| ,
which, by virtue of the uniform entropy bound, the uniform estimate (5.23) and
the relaxation estimate (5.11) from Lemma 5.10, yields
(5.26) |(1 + |v|)gˆ(1 + |v|) (gˆ −Πgˆ) | ≤ O(1)L1loc(dtdx;L1(Mdv)) +
1
2
(1 + |v|)2 |gˆ|2 .
On the whole, incorporating (5.24) and (5.26) into the decomposition (5.22),
we deduce that
(1 + |v|)2|gˆ|2 ≤ O(1)L1loc(dtdx;L1(Mdv)) +
1
2
(1 + |v|)2 |gˆ|2 .
Hence, we conclude
(1 + |v|)2|gˆ|2 = O(1)L1loc(dtdx;L1(Mdv)),
which is the expected result.
• We establish now the uniform integrability statement of the lemma. To this end,
we start from the decomposition, for any large λ > e,
(5.27) |gˆ|2 = 1{G>λ} |gˆ|2 + 1{G≤λ}gˆΠgˆ + 1{G≤λ}gˆ (gˆ −Πgˆ) .
Then, we use the relative entropy bound, a pointwise estimate of h(z), for z > λ,
and the elementary inequality (B.7) to control the large tails of G as follows
(5.28)
1{G>λ} |gˆ|2 ≤
4
2
1{G>λ} |G − 1| ≤
8
2
1{G>λ}G
≤ 8
2 (log λ− 1)1{G>λ}G (logG − 1) ≤
8
2 (log λ− 1)h (g)
= O
(
1
log λ
)
L∞(dt;L1(Mdxdv))
,
which takes care of the first term in the right-hand side of (5.27), while the second
term is handled by estimate (5.24). As for the remaining term in (5.27), we deduce
from the relaxation estimate (5.11) in Lemma 5.10 and from the pointwise estimate∣∣1{G≤λ}gˆ∣∣ ≤ 2 (1 +√λ), which follows straightforwardly from (B.7), that
1{G≤λ}gˆ (gˆ −Πgˆ) = O
(√
λ
)
L1loc(dtdx;L
2(Mdv))
.
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Thus, on the whole, we have established from the decomposition (5.27) that,
for any arbitrarily large λ and each 1 ≤ r < 2,
|gˆ|2 = O
(
1
log λ
)
L∞(dt;L1(Mdxdv))
+O
(√
λ
)
L1loc(dtdx;L
r(Mdv))
,
which clearly implies that |gˆ|2 is locally uniformly integrable in v.
• The final statement is easily obtained by combining decomposition (5.21) with
the bounds
gˆ
1 + λ |gˆ| = O(1)L∞(dt;L2(Mdxdv)),
gˆ
1 + λ |gˆ| = O
(
1
λ
)
L∞(dtdxdv)
,
for any λ > 0, and noticing that 1 + λ |gˆ| ≤ max {2, 1 + 2λ}
(
1 + λ
√
G
)
. We
indeed find, for any 1 ≤ p < 2, that∥∥∥∥ gˆ21 + λ |gˆ|
∥∥∥∥
Lp(Mdv)
=
∥∥∥∥(gˆ −Πgˆ) gˆ1 + λ |gˆ| + Πgˆ gˆ1 + λ |gˆ|
∥∥∥∥
Lp(Mdv)
≤ 1
λ
‖gˆ −Πgˆ‖Lp(Mdv) + ‖gˆΠgˆ‖Lp(Mdv)
≤ C
λ
‖gˆ −Πgˆ‖L2(Mdv) + C ‖gˆ‖2L2(Mdv)
≤ C ‖gˆ‖2L2(Mdv) + ‖qˆ‖L2(MM∗dvdv∗dσ)
= O(1)L∞(dt;L1(dx)) +O(1)L2(dtdx),
which concludes the proof of the lemma. 
In the two species case, the preceding lemma has simple but important conse-
quences on the integrability of the difference of fluctuations, which is the content
of the next lemmas.
Lemma 5.13. Let f+ (t, x, v) and f
−
 (t, x, v) be two families of measurable, al-
most everywhere non-negative distribution functions such that, for all t ≥ 0,
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds ≤ C in.
Then, as  → 0, considering the densities ρ± , bulk velocities u± and temper-
atures θ± respectively associated with any subsequence of fluctuations g
±
 , it holds
that
(5.29)
h =
δ

[(
g+ − g−
)− n]
is uniformly bounded in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
where n = ρ
+
 − ρ− , and
j =
δ

(
u+ − u−
)
and w =
δ

(
θ+ − θ−
)
are uniformly bounded in L1loc (dtdx) .
Proof. According to the decomposition (5.5), it is readily seen that
h = hˆ +
δ
4
[∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2 + ∫
R3
(∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2)Mdv] ,
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whence, by virtue of Lemma 5.12,
h = hˆ +O(δ)L1loc(dtdx;L1((1+|v|2)Mdv)),
which establishes the uniform bound on h, thanks to the uniform bound on hˆ
from Lemma 5.11.
Finally, integrating the above decomposition against vMdv and
(
|v|2
3 − 1
)
Mdv
clearly yields
j = jˆ +O(δ)L1loc(dtdx) and w = wˆ +O(δ)L1loc(dtdx),
which, employing the uniform bounds on jˆ and wˆ from Lemma 5.11, concludes
the justification of the lemma. 
Lemma 5.14. Let f+ (t, x, v) and f
−
 (t, x, v) be two families of measurable, al-
most everywhere non-negative distribution functions such that, for all t ≥ 0,
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
4
∫ t
0
∫
R3
(
D
(
f+
)
+D
(
f−
)
+ δ2D
(
f+ , f
−

))
(s)dxds ≤ C in.
Then, as  → 0, in the case of weak interspecies interactions, i.e. when δ =
o(1) and δ is unbounded, any subsequences of fluctuations g
±
 and renormalized
fluctuations gˆ± satisfy that
h =
δ

[(
g+ − g−
)− n] and hˆ = δ

[(
gˆ+ − gˆ−
)− nˆ]
are weakly relatively compact in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
and
j =
δ

(
u+ − u−
)
, w =
δ

(
θ+ − θ−
)
,
jˆ =
δ

(
uˆ+ − uˆ−
)
, wˆ =
δ

(
θˆ+ − θˆ−
)
,
are weakly relatively compact in L1loc (dtdx) .
Moreover, as  → 0, in the case of strong interspecies interactions, i.e. when
δ = 1, any subsequences of fluctuations g± and renormalized fluctuations gˆ
±
 satisfy
that
hˆ
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is uniformly bounded in L2loc
(
dt;L2 (Mdxdv)
)
,
and
jˆ
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) and wˆ1 + ∥∥gˆ+ − gˆ− ∥∥L2(Mdv)
are uniformly bounded in L2loc
(
dt;L2 (dx)
)
,
while
h
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is
uniformly bounded in L2loc
(
dtdx;L1((1 + |v|)Mdv))
and weakly relatively compact in L1loc
(
dtdx;L1 ((1 + |v|)Mdv)) ,
and
j
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is uniformly bounded in L2loc (dtdx) .
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Proof. We handle the case δ = o(1) first.
We have already established the uniform boundedness of hˆ, jˆ and wˆ in
Lemma 5.11, while the uniform boundedness of h, j and w comes from Lemma
5.13. Moreover, the tightness in v of hˆ is easily deduced from the bound (5.14)
from Lemma 5.11. Therefore, according to the Dunford-Pettis compactness cri-
terion (see [66]), it suffices to show that h, j, w, hˆ, jˆ and wˆ are uniformly
integrable in all variables and that h is tight in v.
We deal with hˆ, jˆ and wˆ first. To this end, simply notice Lemma 5.11
provides the control∣∣∣jˆ∣∣∣+ |wˆ| ≤ C ∥∥∥hˆ∥∥∥
L2(Mdv)
≤ O(δ)
∥∥∥∥(gˆ+gˆ−
)∥∥∥∥2
L2(Mdv)
+O (1)L2loc(dt;L2(dx))
,
whence, by Lemma 5.2,∣∣∣jˆ∣∣∣+ |wˆ| ≤ C ∥∥∥hˆ∥∥∥
L2(Mdv)
≤ O(δ)L∞(dt;L1(dx)) +O (1)L2loc(dt;L2(dx)) ,
which establishes the equi-integrability of jˆ, wˆ and
∥∥∥hˆ∥∥∥
L2(Mdv)
in t and x. Fur-
thermore, since hˆ is clearly equi-integrable in v thanks to the bound (5.14) from
Lemma 5.11, a direct application of Lemma 5.2 from [37] yields that hˆ is equi-
integrable in all variables.
Next, we deduce the relative weak compactness of h, j and w from the relative
weak compactness of hˆ, jˆ and wˆ employing the decomposition (5.5), which clearly
yields
h = hˆ +
δ
4
[∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2 − ∫
R3
(∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2)Mdv] .
Therefore, since δ = o(1), it is readily seen, by virtue of the uniform integrability of
jˆ, wˆ and hˆ and the uniform boundedness of gˆ
±
 in L
2
loc
(
dtdx;L2
((
1 + |v|2)Mdv))
from Lemma 5.12, that j, w and h are uniformly integrable in all variables, as
well, and that h is tight in v in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv)).
We turn now to the case δ = 1.
It is readily seen that the estimate (5.15) from Lemma 5.11 provides the refined
control∥∥∥hˆ∥∥∥
L2(Mdv)
≤ C ∥∥gˆ+ − gˆ− ∥∥L2(Mdv) ∥∥gˆ± ∥∥L2(Mdv) +O (1)L2loc(dt;L2(dx)) .
In particular, in view of the boundedness of gˆ± in L
∞ (dt;L2 (Mdxdv)) from
Lemma 5.2, it follows that
hˆ
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is uniformly bounded in L2loc
(
dt;L2 (Mdxdv)
)
,
and, incidentally, that∣∣∣jˆ∣∣∣+ |wˆ|
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is uniformly bounded in L2loc
(
dt;L2 (dx)
)
.
Next, we deduce the relative weak compactness of h and the uniform bound on
j from the uniform bound on hˆ employing the decomposition (5.5), which clearly
yields
(5.30) h = hˆ +
1
4
[(
gˆ+ − gˆ−
) (
gˆ+ + gˆ
−

)− ∫
R3
(
gˆ+ − gˆ−
) (
gˆ+ + gˆ
−

)
Mdv
]
.
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Therefore, it is readily seen that
‖h‖L1((1+|v|)Mdv) ≤ C
∥∥∥hˆ∥∥∥
L2(Mdv)
+ C
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) ∥∥gˆ+ + gˆ− ∥∥L2((1+|v|2)Mdv) ,
whence
h
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is uniformly bounded in L2loc
(
dtdx;L1((1 + |v|)Mdv)) ,
and, incidentally,
j
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) is uniformly bounded in L2loc (dtdx) .
Now, it is readily seen from the uniform bound on hˆ in L
1
loc
(
dtdx;L2(Mdv)
)
established in Lemma 5.11 and from the equi-integrability in v of the families |gˆ± |2
established in Lemma 5.12 that the decomposition (5.30) yields that h is equi-
integrable in v, as well. Consequently, a direct application of Lemma 5.2 from [37]
yields that the family h
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
is equi-integrable in all variables, which,
according to the Dunford-Pettis compactness criterion (see [66]), implies its weak
relative compactness in L1loc
(
dtdx;L1(Mdv)
)
. Finally, further using the uniform
bound (5.29) from Lemma 5.13, we deduce that the family h
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
is
weakly relatively compact in L1loc
(
dtdx;L1 ((1 + |v|)Mdv)), which concludes the
proof of the lemma. 
CHAPTER 6
Lower order linear constraint equations and
energy inequalities
In the preceding chapter, we have established uniform estimates and controls
on the fluctuations and collision integrands by analyzing the relative entropy and
entropy dissipation bounds. At this stage, we have now all the necessary tools to
derive the asymptotic lower order linear constraint equations and energy inequalities
from Theorems 4.4 and 4.5. This first part of the rigorous convergence proofs is
therefore very similar for both theorems.
The derivation of higher order and nonlinear constraint equations – in partic-
ular, constraints pertaining to Theorem 4.6 – is performed in Chapter 8 and will
require more advanced methods and refined properties on the fluctuations. More
precisely, strong compactness and nonlinear weak compactness properties of the
fluctuations, established later on in Chapter 7, will allow us to obtain the remain-
ing constraint equations such as Ohm’s law.
6.1. Macroscopic constraint equations for one species
The macroscopic constraint equations are obtained by integrating the limiting
kinetic equation against the collision invariants. In the simplest case of a one species
plasma, taking limits in the kinetic equation is straightforward once we introduce
the suitable renormalization.
Proposition 6.1. Let (f, E, B) be the sequence of renormalized solutions
to the scaled one species Vlasov-Maxwell-Boltzmann system (4.27) considered in
Theorem 4.4. In accordance with Lemmas 5.1, 5.2 and 5.3, denote by
g ∈ L∞ (dt;L2 (Mdxdv)) , q ∈ L2 (MM∗dtdxdvdv∗dσ) ,
and E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families gˆ and qˆ defined by (5.3) and (5.6), E and
B, respectively.
Then, one has
(6.1)
∫
R3×S2
qM∗dv∗dσ = φ : ∇xu+ ψ · ∇xθ,
where u and θ are, respectively, the bulk velocity and temperature associated with
the limiting fluctuation g, and φ and ψ are the kinetic fluxes defined by (2.12).
Furthermore, ρ, u, θ and E satisfy the following constraints
(6.2) div u = 0, ∇x (ρ+ θ)− E = 0,
where ρ is the density associated with the limiting fluctuation g.
Proof. We start from some square root renormalization of the scaled Vlasov-
Boltzmann equation (4.27). More precisely, we choose the admissible renormaliza-
tion
β(z) =
√
z + a − 1

,
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for some given 1 < a < 4, which yields, using the decomposition of collision inte-
grands (5.8),
(6.3)
(∂t+v · ∇x +  (E + v ∧B) · ∇v)
√
G + a − 1

− E · v G
2
√
G + a
=
√
G
2
√
G + a
∫
R3×S2
√
G∗qˆM∗dv∗dσ +
2
8
√
G + a
∫
R3×S2
qˆ2M∗dv∗dσ
def
= Q1 +Q
2
 .
Then, thanks to Lemma 5.2, it holds that√
G∗ = 1 +O()L2loc(dt;L2(M∗dxdv∗)),
whence, employing the uniform bound qˆ ∈ L2 (MM∗dtdxdvdv∗dσ) from Lemma
5.3,
(6.4)
Q1 =
√
G
2
√
G + a
∫
R3×S2
qˆM∗dv∗dσ +O()L1loc(dtdx;L2(Mdv)),
Q2 = O
(
2−
a
2
)
L1(Mdtdxdv)
.
Next, since, decomposing according to the tails of G,∣∣∣∣√G + a − 1 −
√
G − 1

∣∣∣∣ = a−1√a +G +√G
≤ 
a−1
√
a +G +
√
G
1{G> 12} + 
a
2−11{G≤ 12}
≤ O (a−1)
L∞(dtdxdv) + 
a
2
(
2 +
√
2
) ∣∣∣∣√G − 1
∣∣∣∣ ,
one proves, by virtue of Lemma 5.2 or Lemma 5.12, that
(6.5)
2
√
G + a − 1

− gˆ = O
(

a
2−1
)
L∞(dtdxdv) ,
2
√
G + a − 1

− gˆ = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L∞(dt;L2(Mdxdv)) ,
2
√
G + a − 1

− gˆ = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L2loc(dtdx;L
2((1+|v|2)Mdv)) ,
and
E · v G√
G + a
= E · v
(
1 + 
√
G + a − 1

)
− E · v 
a
√
G + a
= E · v +O
(
+ 
a
2+1
)
L∞(dt;L1(Mdxdv)) +O
(
a + 
a
2
)
L∞(dt;L2(Mdxdv)) .
In particular, employing (6.5) to deduce that∣∣∣∣ √G√G + a − 1
∣∣∣∣ = √G + a
∣∣∣∣√G + a − 1 − 12 gˆ
∣∣∣∣
≤ 1− a2
∣∣∣∣√G + a − 1 − 12 gˆ
∣∣∣∣
≤ O ( a2 )
L∞(dtdxdv) +O ()L2loc(dtdx;L2((1+|v|2)Mdv)) ,
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we obtain the following refinement of (6.4)
Q1 =
1
2
∫
R3×S2
qˆM∗dv∗dσ +O
(

a
2
)
L2(Mdtdxdv)
+O()L1loc(dtdx;L1((1+|v|)Mdv)),
Q2 = O
(
2−
a
2
)
L1(Mdtdxdv)
.
Therefore, taking weak limits in (6.3) leads to
(6.6) v · ∇xg − E · v =
∫
R3×S2
qM∗dv∗dσ,
which, together with the fact, according to Lemma 5.10, that g is an infinitesimal
Maxwellian, provides that∫
R3×S2
qM∗dv∗dσ = div
(
(ρ+ θ)v +
|v|2
3
u+ φu+ θψ
)
− E · v
= (φ : ∇xu+ ψ · ∇xθ) + (∇x(ρ+ θ)− E) · v + 1
3
(div u) |v|2.
Then, remarking that q inherits the collisional symmetries of q and qˆ, we get∫
R3×R3×S2
q
 1v
|v|2
2
MM∗dvdv∗dσ = 0,
so that, since φ(v) and ψ(v) are orthogonal to the collisional invariants, the con-
straints (6.2) hold.
The proof of the proposition is complete. 
6.2. Macroscopic constraint equations for two species, weak
interactions
In the case of a two species plasma, the renormalization process is more com-
plicated because there are two different distributions. Nevertheless, for weak inter-
species interactions, i.e. δ = o(1) and δ unbounded, we have a result quite similar
to the preceding proposition. As for strong interspecies interactions, i.e. δ = 1,
even the lowest order constraints will require the dealing with nonlinear terms and,
therefore, will be handled with more advanced techniques in Chapter 8 (see Propo-
sitions 8.3 and 8.4).
Proposition 6.2. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded. In
accordance with Lemmas 5.1, 5.2 and 5.3, denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) , q±, q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ) ,
and E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families gˆ± , qˆ
±
 and qˆ
±,∓
 defined by (5.3) and (5.6),
E and B, respectively.
Then, one has
(6.7)
∫
R3×S2
q±M∗dv∗dσ = φ : ∇xu+ ψ · ∇xθ,
where u and θ are, respectively, the bulk velocity and temperature associated with
the limiting fluctuations g±, and φ and ψ are the kinetic fluxes defined by (2.12).
Furthermore, ρ±, u and θ satisfy the following constraints
(6.8) div u = 0, ∇x
(
ρ± + θ
)
= 0,
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where ρ± are the densities respectively associated with the limiting fluctuations g±.
In particular, the strong Boussinesq relation ρ±+ θ = 0 holds and, moreover, since
∇x (ρ+ − ρ−) = 0, it also holds that ρ+ = ρ−.
Proof. We start from some square root renormalization of the scaled Vlasov-
Boltzmann equation (4.34). More precisely, we choose, as previously in the proof
of Proposition 6.1, the admissible renormalization
β(z) =
√
z + a − 1

,
for some given 1 < a < 4, which yields, recalling the definitions (5.6) of renormalized
collision integrands and using the decomposition of collision integrands (5.8),
(6.9)
(∂t + v · ∇x ± δ (E + v ∧B) · ∇v)
√
G± + a − 1

∓ δE · v G
±

2
√
G± + a
=
√
G±
2
√
G± + a
∫
R3×S2
√
G±∗qˆ± M∗dv∗dσ
+
2
8
√
G± + a
∫
R3×S2
(
qˆ±
)2
M∗dv∗dσ
+
δ
√
G±
2
√
G± + a
∫
R3×S2
√
G∓∗qˆ±,∓ M∗dv∗dσ
+
2
8
√
G± + a
∫
R3×S2
(
qˆ±,∓
)2
M∗dv∗dσ.
The proof follows then the exact same lines as the proof of Proposition 6.1. In
particular, we obtain without any additional difficulty the fact that the right-hand
side of (6.9) converges weakly to
1
2
∫
R3×S2
q±M∗dv∗dσ,
while the renormalized densities satisfy, following (6.5),
2
√
G± + a − 1

− gˆ± = O
(

a
2−1
)
L∞(dtdxdv) ,
2
√
G± + a − 1

− gˆ± = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L∞(dt;L2(Mdxdv)) ,
2
√
G± + a − 1

− gˆ± = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L2loc(dtdx;L
2((1+|v|2)Mdv)) .
Next, using the uniform L∞
(
dt;L2(dx)
)
bounds on E and B, as well as
the L2loc
(
dtdx;L2(Mdv)
)
bounds on the renormalized fluctuations
√
G± +a−1
 and
G±
2
√
G± +a
, we easily obtain that all the terms coming from the Lorentz force in (6.9)
vanish in the weak limit :
±δ (E + v ∧B) · ∇v
√
G± + a − 1

∓ δE · v G
±

2
√
G± + a
→ 0.
Therefore, taking weak limits in (6.9) leads to
(6.10) v · ∇xg± =
∫
R3×S2
q±M∗dv∗dσ,
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which, together with the fact, according to Lemmas 5.10 and 5.11, that g+ and
g− are infinitesimal Maxwellians, which differ only by their densities ρ+ and ρ−,
provides that∫
R3×S2
q±M∗dv∗dσ = div
(
(ρ± + θ)v +
|v|2
3
u+ φu+ θψ
)
= (φ : ∇xu+ ψ · ∇xθ) +∇x(ρ± + θ) · v + 1
3
(div u) |v|2.
Then, remarking that q± inherits the collisional symmetries of q± and qˆ
±
 , we get∫
R3×R3×S2
q±
 1v
|v|2
2
MM∗dvdv∗dσ = 0,
so that, since φ(v) and ψ(v) are orthogonal to the collisional invariants, the con-
straints (6.8) hold.
The proof of the proposition is complete. 
Proposition 6.3. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded. In
accordance with Lemmas 5.1, 5.2, 5.3, 5.13 and 5.14 denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) ,
q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ) ,
h ∈ L1loc
(
dtdx;L1
(
(1 + |v|2)Mdv)) ,
any joint limit points of the families gˆ± , qˆ
±,∓
 and h defined by (5.3), (5.6) and
(5.29), respectively.
Then, one has h = j · v + w
(
|v|2
2 − 32
)
and
(6.11) ± 2
∫
R3×S2
q±,∓M∗dv∗dσ = −L(h) = −j · L (v)− wL
( |v|2
2
)
,
where j and w are, respectively, the bulk velocity and temperature associated with
the limiting fluctuation h, i.e. j is the electric current and w is the internal electric
energy.
Proof. We start from the decomposition
(6.12) h = hˆ +
δ
4
[∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2 − ∫
R3
(∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2)Mdv] ,
which follows from the decomposition (5.5) of fluctuations. In particular, integrat-
ing (6.12) against vMdv and
(
|v|2
3 − 1
)
Mdv yields
j = jˆ +
δ
4
∫
R3
(∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2) vMdv,
w = wˆ +
δ
4
∫
R3
(∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2)( |v|23 − 1
)
Mdv.
According to Lemma 5.14, we consider now weakly convergent subsequences
h ⇀ h, hˆ ⇀ hˆ,
in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)), and
j ⇀ j, w ⇀ w, jˆ ⇀ jˆ, wˆ ⇀ wˆ,
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in L1loc (dtdx). Clearly, since δ = o(1), we easily obtain, in view of the uniform
L2loc
(
dtdx;L2
((
1 + |v|2)Mdv)) bound on gˆ± provided by Lemma 5.12, passing to
the limit in (6.12), that
h = hˆ, j = jˆ and w = wˆ.
Furthermore, using the relaxation estimate (5.11) from Lemma 5.10, it holds that
hˆ −Πhˆ = δ

(
gˆ+ −Πgˆ+ − gˆ− + Πgˆ+
)
= O(δ)L1loc(dtdx;L2(Mdv)),
whence hˆ = Πhˆ, for δ vanishes asymptotically, and, therefore,
(6.13) h = hˆ = j · v + w
( |v|2
2
− 3
2
)
.
Next, it is readily seen that the elementary decompositions
L (gˆ± , gˆ∓ ) = 2Q (gˆ± , gˆ∓ )− 2Q(√G± ,√G∓ ) ,
L (gˆ± , gˆ∓ ) = ± 2δL(hˆ)+ 12L (gˆ+ + gˆ− ) ,
yield that
(6.14)
L
(
hˆ
)
= ∓δ

L (gˆ+ + gˆ− )± δQ (gˆ± , gˆ∓ )∓ 4δ2Q(√G± ,√G∓ )
= ∓δ
(
L
(
gˆ+ −Πgˆ+

)
+ L
(
gˆ− −Πgˆ−

)
−Q (gˆ± , gˆ∓ ))
∓ 2
∫
R3×S2
qˆ±,∓ M∗dv∗dσ.
Therefore, passing to the limit  → 0 in (6.14), we find, in view of the control
(5.11) from Lemma 5.10 and since the linear and quadratic collision operators are
continuous on L2(Mdv) (see (5.18)), that
L (h) = ∓2
∫
R3×S2
q±,∓M∗dv∗dσ.
Further employing the infinitesimal Maxwellian expression of h from (6.13), we
arrive at
j · L (v) + 1
2
wL
(|v|2) = ∓2 ∫
R3×S2
q±,∓M∗dv∗dσ,
which concludes the proof of the proposition. 
6.3. Energy inequalities
In view of the results from Sections 6.1 and 6.2, we are now able to establish
the limiting energy inequalities for one species and for two species in the case of
weak interactions only. The limiting energy inequality for strong interactions will
require the results from Section 8.2 and, thus, will be treated later on in Section
8.3.
Proposition 6.4. Let (f, E, B) be the sequence of renormalized solutions
to the scaled one species Vlasov-Maxwell-Boltzmann system (4.27) considered in
Theorem 4.4. In accordance with Lemmas 5.1, 5.2 and 5.3, denote by
g ∈ L∞ (dt;L2 (Mdxdv)) , q ∈ L2 (MM∗dtdxdvdv∗dσ) ,
and E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families gˆ and qˆ defined by (5.3) and (5.6), E and
B, respectively.
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Then, one has the energy inequality, for almost every t ≥ 0,
1
2
(
‖ρ‖2L2x + ‖u‖
2
L2x
+
3
2
‖θ‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
(t)
+
∫ t
0
(
µ ‖∇xu‖2L2x +
5
2
κ ‖∇xθ‖2L2x
)
(s)ds ≤ C in,
where ρ, u and θ are, respectively, the density, bulk velocity and temperature associ-
ated with the limiting fluctuation g, and the viscosity µ > 0 and thermal conductivity
κ > 0 are defined by (2.27).
Proof. First, by the estimate (5.7) from Lemma 5.3 and the weak sequential
lower semi-continuity of convex functionals, we find that, for all t ≥ 0,
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
q2MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
qˆ2MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
D (f) (s)dxds,
which, when combined with Lemma 5.1, yields, passing to the limit in the entropy
inequality (4.28), for almost every t ≥ 0,
1
2
∫
R3×R3
g2(t)Mdxdv +
1
2
∫
R3
(|E|2 + |B|2) (t)dx
+
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
q2MM∗dvdv∗dσdxds ≤ C in.
Since, according to Lemma 5.10, the limiting fluctuation g = ρ+u ·v+θ
(
|v|2
2 − 32
)
is an infinitesimal Maxwellian, we easily compute that∫
R3
g2Mdv = ρ2 + |u|2 + 3
2
θ2,
which implies
(6.15)
1
2
(
‖ρ‖2L2x + ‖u‖
2
L2x
+
3
2
‖θ‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
+
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
q2MM∗dvdv∗dσdxds ≤ C in.
There only remains to evaluate the contribution of the entropy dissipation in
(6.15), which will result from a direct application of the following Bessel inequality,
established in [9, Lemma 4.7] :
(6.16)
2
µ
∣∣∣∣∫
R3×R3×S2
qφ˜MM∗dvdv∗dσ
∣∣∣∣2 + 85κ
∣∣∣∣∫
R3×R3×S2
qψ˜MM∗dvdv∗dσ
∣∣∣∣2
≤
∫
R3×R3×S2
q2MM∗dvdv∗dσ,
where φ˜ and ψ˜ are defined by (2.13).
For the sake of completeness and for later reference, we provide a short justifi-
cation of (6.16) below. But prior to this, let us conclude the proof of the present
proposition. To this end, we employ the identity (6.1) from Proposition 6.1 in com-
bination with the relations (2.26), which we reproduce here for the mere convenience
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of the reader : ∫
R3
φij φ˜klMdv = µ
(
δikδjl + δilδjk − 2
3
δijδkl
)
,∫
R3
ψiψ˜jMdv =
5
2
κδij ,
to deduce from the inequality (6.16) that
2µ
∣∣∣∣∇xu+∇txu− 23(div u) Id
∣∣∣∣2 + 10κ |∇xθ|2 ≤ ∫
R3×R3×S2
q2MM∗dvdv∗dσ,
whence, thanks to the solenoidal constraint on u established in (6.2),∫ t
0
(
µ ‖∇xu‖2L2x +
5
2
κ ‖∇xθ‖2L2x
)
(s)ds
≤ 1
4
∫ t
0
∫
R3
∫
R3×R3×S2
q2MM∗dvdv∗dσdxds.
Combining this with (6.15) concludes the proof of the proposition.
Now, as announced above, we give a short proof of (6.16). To this end, following
[9, Lemma 4.7], we recall that, for any traceless symmetric matrix A ∈ R3×3 and
any vector a ∈ R3, one computes straightforwardly, employing the identities (2.26)
(reproduced above, for convenience) and the collisional symmetries, that
1
16
∫
R3×R3×S2
(
A :
(
φ˜+ φ˜∗ − φ˜′ − φ˜′∗
)
+ a ·
(
ψ˜ + ψ˜∗ − ψ˜′ − ψ˜′∗
))2
MM∗dvdv∗dσ
=
1
4
(A⊗A) :
∫
R3
(
φ⊗ φ˜
)
Mdv +
1
4
(a⊗ a) :
∫
R3
(
ψ ⊗ ψ˜
)
Mdv
=
1
2
µA : A+
5
8
κa · a.
Therefore, defining, for any q0 ∈ L2 (MM∗dvdv∗dσ), the projection
q¯0 = A0 :
1
4
(
φ˜+ φ˜∗ − φ˜′ − φ˜′∗
)
+ a0 · 1
4
(
ψ˜ + ψ˜∗ − ψ˜′ − ψ˜′∗
)
,
where
A0 =
1
2µ
∫
R3×R3×S2
q0
(
φ˜+ φ˜∗ − φ˜′ − φ˜′∗
)
MM∗dvdv∗dσ,
a0 =
2
5κ
∫
R3×R3×S2
q0
(
ψ˜ + ψ˜∗ − ψ˜′ − ψ˜′∗
)
MM∗dvdv∗dσ,
we find that∫
R3×R3×S2
q0q¯0MM∗dvdv∗dσ =
1
2
µA0 : A0+
5
8
κa0·a0 =
∫
R3×R3×S2
q¯20MM∗dvdv∗dσ.
Hence the Bessel inequality
(6.17)
1
2
µA0 : A0 +
5
8
κa0 · a0 =
∫
R3×R3×S2
q¯20MM∗dvdv∗dσ
≤
∫
R3×R3×S2
q20MM∗dvdv∗dσ.
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Therefore, setting q0 = q in (6.17), we find, exploiting the collisional symmetries
of q, that
2
µ
∫
R3×R3×S2
qφ˜MM∗dvdv∗dσ :
∫
R3×R3×S2
qφ˜MM∗dvdv∗dσ
+
8
5κ
∫
R3×R3×S2
qψ˜MM∗dvdv∗dσ ·
∫
R3×R3×S2
qψ˜MM∗dvdv∗dσ
≤
∫
R3×R3×S2
q2MM∗dvdv∗dσ,
which concludes the justification of (6.16). 
Proposition 6.5. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded. In
accordance with Lemmas 5.1, 5.2, 5.3 and 5.14, denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) , h ∈ L1loc (dtdx;L1 ((1 + |v|2)Mdv)) ,
q±, q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ) and E,B ∈ L∞
(
dt;L2 (dx)
)
,
any joint limit points of the families gˆ± , h, qˆ
±
 and qˆ
±,∓
 defined by (5.3), (5.29)
and (5.6), E and B, respectively.
Then, one has the energy inequality, for almost every t ≥ 0,
1
2
(
2 ‖u‖2L2x + 5 ‖θ‖
2
L2x
+ ‖E‖2L2x + ‖B‖
2
L2x
)
(t)
+
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
+
1
σ
‖j‖2L2x +
1
2λ
‖w‖2L2x
)
(s)ds ≤ C in,
where ρ, u and θ are, respectively, the density, bulk velocity and temperature asso-
ciated with the limiting fluctuation g, while j and w are, respectively, the electric
current and the internal electric energy associated with the limiting fluctuation h,
and, finally, the viscosity µ > 0, thermal conductivity κ > 0, electric conductivity
σ > 0 and energy conductivity λ > 0 are respectively defined by (2.56), (2.70) and
(2.71).
Proof. First, by the estimate (5.7) from Lemma 5.3 and the weak sequential
lower semi-continuity of convex functionals, we find that, for all t ≥ 0,
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
(
q±
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
(
qˆ±
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
D
(
f±
)
(s)dxds,
and
1
2
∫ t
0
∫
R3
∫
R3×R3×S2
(
q±,∓
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
2
∫ t
0
∫
R3
∫
R3×R3×S2
(
qˆ±,∓
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
δ2
4
∫ t
0
∫
R3
D
(
f+ , f
−

)
(s)dxds,
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which, when combined with Lemma 5.1, yields, passing to the limit in the entropy
inequality (4.35), for almost every t ≥ 0,
1
2
∫
R3×R3
((
g+
)2
+
(
g−
)2)
(t)Mdxdv +
1
2
∫
R3
(|E|2 + |B|2) (t)dx
+
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
((
q+
)2
+
(
q−
)2
+
(
q+,−
)2
+
(
q−,+
)2)
MM∗dvdv∗dσdxds
≤ C in.
Since, according to Lemmas 5.10 and 5.11 and Proposition 6.2, the limiting fluctu-
ations g± = ρ+u ·v+θ
(
|v|2
2 − 32
)
are infinitesimal Maxwellians which coincide, we
easily compute that, in view of the strong Boussinesq relation ρ + θ = 0 following
from (6.8),
1
2
∫
R3
((
g+
)2
+
(
g−
)2)
Mdv = ρ2 + |u|2 + 3
2
θ2 = |u|2 + 5
2
θ2,
which implies
(6.18)(
‖u‖2L2x +
5
2
‖θ‖2L2x +
1
2
‖E‖2L2x +
1
2
‖B‖2L2x
)
+
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
((
q+
)2
+
(
q−
)2
+
(
q+,−
)2
+
(
q−,+
)2)
MM∗dvdv∗dσdxds
≤ C in.
There only remains to evaluate the contribution of the entropy dissipation in
(6.18). To this end, applying the method of proof of Proposition 6.4, based on the
Bessel inequality (6.16), with the constraints (6.7) and (6.8) from Proposition 6.2,
note that it holds
(6.19)
∫ t
0
(
µ ‖∇xu‖2L2x +
5
2
κ ‖∇xθ‖2L2x
)
(s)ds
≤ 1
4
∫ t
0
∫
R3
∫
R3×R3×S2
(
q±
)2
MM∗dvdv∗dσdxds.
Next, the contributions of the mixed entropy dissipations q±,∓ will be evaluated
through a direct application of the following Bessel inequality :
(6.20)
2σ
∣∣∣∣∫
R3×R3×S2
q±,∓vMM∗dvdv∗dσ
∣∣∣∣2 + λ ∣∣∣∣∫
R3×R3×S2
q±,∓|v|2MM∗dvdv∗dσ
∣∣∣∣2
≤
∫
R3×R3×S2
(
q±,∓
)2
MM∗dvdv∗dσ.
For the sake of completeness, we provide a short justification of (6.20) below.
But prior to this, let us conclude the proof of the present proposition. To this
end, we employ the identity (6.11) from Proposition 6.3 in combination with the
relations (2.70) and (2.71) to deduce from the inequality (6.20) that
(6.21)
2
σ
|j|2 + 1
λ
|w|2 ≤
∫
R3×R3×S2
(
q±,∓
)2
MM∗dvdv∗dσ.
Combining this with (6.18) and (6.19) concludes the proof of the proposition.
Now, as announced, we give a short proof of (6.20). To this end, for any
vector A ∈ R3 and any scalar a ∈ R, one computes straightforwardly, employing
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Proposition A.1 and the collisional symmetries, that∫
R3×R3×S2
(
A · (v − v∗ − v′ + v′∗) + a
(|v|2 − |v∗|2 − |v′|2 + |v′∗|2))2MM∗dvdv∗dσ
= 4
∫
R3×R3×S2
(
A · (v − v′) + a (|v|2 − |v′|2))2MM∗dvdv∗dσ
=
8
σ
|A|2 + 16
λ
a2.
Therefore, defining, for any q0 ∈ L2 (MM∗dvdv∗dσ), the projection
q¯0 = A0 · (v − v∗ − v′ + v′∗) + a0
(|v|2 − |v∗|2 − |v′|2 + |v′∗|2) ,
where
A0 =
σ
8
∫
R3×R3×S2
q0 (v − v∗ − v′ + v′∗)MM∗dvdv∗dσ,
a0 =
λ
16
∫
R3×R3×S2
q0
(|v|2 − |v∗|2 − |v′|2 + |v′∗|2)MM∗dvdv∗dσ,
we find that∫
R3×R3×S2
q0q¯0MM∗dvdv∗dσ =
8
σ
|A0|2 + 16
λ
a20 =
∫
R3×R3×S2
q¯20MM∗dvdv∗dσ.
Hence the Bessel inequality
(6.22)
8
σ
|A0|2 + 16
λ
a20 =
∫
R3×R3×S2
q¯20MM∗dvdv∗dσ
≤
∫
R3×R3×S2
q20MM∗dvdv∗dσ.
Therefore, setting q0 = q
±,∓ in (6.22), we find, exploiting the collisional sym-
metries of q±,∓, that
2σ
∣∣∣∣∫
R3×R3×S2
q±,∓vMM∗dvdv∗dσ
∣∣∣∣2 + λ(∫
R3×R3×S2
q±,∓|v|2MM∗dvdv∗dσ
)2
≤
∫
R3×R3×S2
(
q±,∓
)2
MM∗dvdv∗dσ,
which concludes the justification of (6.20). 
6.4. The limiting Maxwell’s equations
Using the uniform L∞
(
dt;L2 (dx)
)
bounds on the electromagnetic fields E and
B, and the controls from Chapter 5 on the fluctuations, we can also take limits
in the full Maxwell system for one species and for two species in the case of weak
interactions only. Because of the scaling of the light speed, we obtain different kinds
of limiting systems in the two regimes to be considered, but there is no particular
difficulty here, for everything remains linear.
As for the case of two species with strong interactions, we will not be able to
pass to the limit in Maxwell’s equations. Indeed, Ampe`re’s equation is nonlinear
in this setting, which is a major obstacle to the weak stability of the system. More
comments on this issue are provided below.
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In the regime leading to the incompressible quasi-static Navier-Stokes-Fourier-
Maxwell-Poisson system, considered in Section 4.2, we start from
∂tE − rotB = −
∫
R3
gvMdv,
∂tB + rotE = 0,
divE =
∫
R3
gMdv,
divB = 0.
Then, the weak compactness of the fluctuations from Lemma 5.1, inherited from
the scaled entropy inequality (4.28), allows us to consider converging subsequences
E
∗
⇀ E in L∞
(
dt;L2 (dx)
)
,
B
∗
⇀ B in L∞
(
dt;L2 (dx)
)
,
g ⇀ g in L
1
loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
,
which easily leads to
rotE = 0, divE = ρ, rotB = u, divB = 0,
where ρ and u respectively denote the density and bulk velocity associated to the
limiting fluctuation g. Formally, this limit amounts to discarding the terms involv-
ing time derivatives in Maxwell’s equations, which accounts for the terminology of
“quasi-static approximation” since temporal variations are neglected.
Next, in the regime leading to the two-fluid incompressible Navier-Stokes-
Fourier-Maxwell system with (solenoidal) Ohm’s law, considered in Section 4.3,
we start from
∂tE − rotB = −δ

∫
R3
(
g+ − g−
)
vMdv = −
∫
R3
hvMdv,
∂tB + rotE = 0,
divE = δ
∫
R3
(
g+ − g−
)
Mdv,
divB = 0.
We consider first the simpler case of weak interspecies collisions, i.e. the case δ =
o(1) and δ unbounded. The weak compactness of the fluctuations from Lemmas 5.1
and 5.14, inherited from the scaled entropy inequality (4.35), allows us to consider
converging subsequences
E
∗
⇀ E in L∞
(
dt;L2 (dx)
)
,
B
∗
⇀ B in L∞
(
dt;L2 (dx)
)
,
g± ⇀ g
± in L1loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
,
h ⇀ h in L
1
loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
,
which easily leads to 
∂tE − rotB = −j,
∂tB + rotE = 0,
divE = 0,
divB = 0,
where j denotes the electric current, that is the bulk velocity associated to the
limiting fluctuation h.
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Now, we see that in the case of strong interspecies collisions, i.e. δ = 1, Lemma
5.14 provides no longer enough compactness on h to take weak limits in Ampe`re’s
equation. Indeed, in view of Lemma 5.13, it holds, at best, that the h’s are
uniformly bounded in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)), but nothing prevents the
fluctuations h from concentrating on small sets and, therefore, to converge towards
a singular measure. Thus, in this asymptotic regime, Ampe`re’s equation will not
be satisfied in the sense of distributions but only in a dissipative sense, which will
be encoded in the inequality defining the dissipative solutions obtained in Chapter
12 through a generalized relative entropy method.
A closer inspection of Ampe`re’s equation in the limiting system (4.37) (or
(2.74)) provides some insight on its lack of weak stability in the hydrodynamic limit.
Indeed, even though Maxwell’s system in (4.37) is linear in the variables (E,B, n, j),
the energy inequality associated with (4.37) suggests that the right mathematical
variables are rather (E,B, j−nu, n, u), which renders Ampe`re’s equation nonlinear.
Nevertheless, the rest of Maxwell’s system remains linear and we can easily pass
to the limit in Faraday’s equation and Gauss’ laws. Indeed, the weak compactness
of the fluctuations from Lemma 5.1, inherited from the scaled entropy inequality
(4.35), allows us to consider converging subsequences
E
∗
⇀ E in L∞
(
dt;L2 (dx)
)
,
B
∗
⇀ B in L∞
(
dt;L2 (dx)
)
,
g± ⇀ g
± in L1loc
(
dtdx;L1
((
1 + |v|2
)
Mdv
))
,
which easily leads to 
∂tB + rotE = 0,
divE = n,
divB = 0,
where n = ρ+ − ρ− is the electric charge associated with the limiting fluctuations
g±, i.e. ρ± are the macroscopic densities of g±.

CHAPTER 7
Strong compactness and hypoellipticity
In Chapter 5, we have established uniform bounds and relaxation estimates on
the fluctuations and collision integrands as consequences of the scaled relative en-
tropy inequalities (4.28) and (4.35). This is sufficient to handle linear terms. Thus,
in Chapter 6, we exploited these uniform estimates to derive limiting constraint
equations and energy inequalities.
In order to go any further in the rigorous derivation of the hydrodynamic limits
under study, we need now to obtain precise strong compactness estimates on the
fluctuations through a refined understanding of the Vlasov-Boltzmann equations
from (4.27) and (4.34). More precisely, in the present chapter, we are going to
introduce mathematical tools used to study the dependence in x and v
of the families of fluctuations and, then, deduce important strong compactness
properties of these fluctuations.
The first and simplest step, performed in Section 7.1 below, consists in un-
derstanding the dependence of fluctuations with respect to the velocity
variable, which is essentially controlled by the relaxation mechanism. Since these
estimates in v are based only on results from functional analysis and on the relative
entropy and entropy dissipation bounds, they will hold similarly in both regimes
(4.27) and (4.34).
This first step is novel and differs considerably from previous works on hydro-
dynamic limits of Boltzmann equations with cutoff assumptions in that it shows
strong compactness of the fluctuations in velocity, whereas former results only em-
ployed weak bounds in v, such as the equi-integrability in v from Lemma 5.12. This
strong compactness is crucial in order to carry out the next stage of the proof in
Section 7.2. Note that strong velocity compactness has also been used in [4] to
treat hydrodynamic limits of the Boltzmann equation without any cutoff assump-
tions. The approach therein heavily relied on the smoothing effect in v peculiar to
long-range interactions, though. In fact, the methods developed here can also be
used to improve the results from [4] (see Part 3).
The second, more convoluted step, performed in Section 7.2, uses then the
hypoellipticity in kinetic transport equations studied in [6] to transfer strong
compactness from the velocity variable v to the space variable x. Some non-trivial
technical care will be required in order to extend the results from [6], which mainly
concern the stationary kinetic transport equation, to the non-stationary transport
equation with a vanishing time derivative.
Note that this second step also differs substantially from previous works on
the subject, for these traditionally relied on classical velocity averaging lemmas to
show some strong space compactness of the moments of the fluctuations (not the
fluctuations themselves).
It is to be emphasized that the compactness properties for the two species
regime (4.34) obtained in Section 7.2.3, below, are substantially weaker than those
corresponding to the one species regime (4.27) and derived in Section 7.2.2. Essen-
tially, the two species regime considered here being quite singular, the correspond-
ing fluctuations cannot be shown to enjoy as much equi-integrability as in the one
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species regime, which will lead to significant difficulties in the remainder of our
proofs.
The results from the present chapter constitute a crucial and difficult step in
the rigorous proofs of hydrodynamic convergence. They will allow us to obtain
higher order nonlinear constraint and evolution equations in the coming chapters.
Finally, note that the results obtained here are only concerned with the compactness
properties of fluctuations in x and v, but not in t. In fact, there may be oscillations
in time and the temporal behavior of fluctuations will be analyzed later on in
Chapter 10.
7.1. Compactness with respect to v
We have already shown in Section 5.4 how the relaxation process towards statis-
tical equilibrium provides improved integrability in v on the fluctuations. We show
now how it further yields dissipative properties in the velocity variable. Loosely
speaking, such a dissipation mechanism stems from the fact that the entropy dis-
sipation controls the distance from the solutions to the set of statistical equilibria,
which are in general smooth distributions in velocity.
As we consider fluctuations around a global equilibrium, the linearized collision
operator will play a fundamental role, just as in Section 5.3 on the relaxation.
In order to get strong compactness results, we will further need to control the
correctors coming from the nonlinear part of the collision operator. To this end,
we recall now the important regularizing effects of the gain term of the Boltzmann
collision operator. This property will be crucial in our proof of compactness.
The results presented in Section 7.1.1, below, concern general cross-sections
satisfying some integrability assumptions. The properties from Section 7.1.2, how-
ever, only concern the Maxwellian collision kernel b ≡ 1. The corresponding results
for general cross-sections will be discussed in the remaining parts of our work.
7.1.1. Compactness of the gain term. In [51], Lions exhibited the com-
pactifying and regularizing effects of the gain term of the Boltzmann collision op-
erator. The essential result contained therein establishes the regularity of the gain
term for a smooth and truncated collision kernel. The precise result from [51] which
is of interest to us is recalled in the following theorem. Variants and refinements
of this result were obtained in [12, 75]. In particular, a simple argument based
on the Fourier transform, due to Bouchut and Desvillettes in [12], also provides a
convenient compactness result.
Theorem 7.1 ([51]). Let b(z, σ) = b
(
|z|, z|z| · σ
)
∈ C∞c ((0,∞)× (0, pi)) be a
smooth compactly supported collision kernel.
Then, there exists a finite C > 0 such that∥∥Q+ (f, g)∥∥
H1(R3) ≤ C ‖f‖L2(R3) ‖g‖L1(R3) ,
for any f ∈ L2 (R3) and g ∈ L1 (R3), and∥∥Q+ (f, g)∥∥
H1(R3) ≤ C ‖f‖L1(R3) ‖g‖L2(R3) ,
for any f ∈ L1 (R3) and g ∈ L2 (R3).
Note that, in the statement of the above theorem, we have carefully avoided the
endpoints on the domain of definition of the collision kernel in order to restrict the
compact support of b(z, σ). More precisely, Lions’ result only considers smooth ker-
nels whose support is contained in
{
λ < |z| < 1λ ,
∣∣∣ z|z| · σ∣∣∣ < 1− λ}, for some small
λ > 0. This hypothesis is definitely not optimal, but at least some truncation is
clearly required in order to obtain the optimal gain of regularity for Q+(f, g).
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For more general collision kernels, it is still possible to obtain some compact-
ness of the gain operator by standard approximation procedures based on convo-
lution inequalities for the gain term Q+(f, g). See for instance [3] for such general
convolution inequalities. Here, we will merely use an elementary version of these
inequalities which we presently recall for convenience.
Thus, let 1 ≤ s ≤ p, q ≤ r′ ≤ ∞ be such that
1 +
1
s
=
1
p
+
1
q
+
1
r
and consider f ∈ Lp (R3), g ∈ Lq (R3), ϕ ∈ Ls′ (R3) and a general collision kernel
b(z, σ) ∈ Lr (R3;L1 (S2)). Then, employing the collision symmetries with Ho¨lder’s
and Young’s inequalities and using the change of variables v∗ 7→ V = v − v∗, we
find ∣∣∣∣ ∫
R3
Q+(f, g)(v)ϕ(v)dv
∣∣∣∣
≤
∫
R3×R3×S2
|fg∗ϕ′| b(v − v∗, σ)dvdv∗dσ
=
∫
R3×R3×S2
∣∣∣∣f(v)g(v − V )ϕ(v − V2 + |V |2 σ
)∣∣∣∣ b(V, σ)dV dvdσ
≤ ‖ϕ‖Ls′
∫
R3
‖f(v)g(v − V )‖Lsv
∫
S2
b(V, σ)dσdV
≤ ‖ϕ‖Ls′
∥∥∥‖f(v)g(v − V )‖Lsv∥∥∥Lr′V
∥∥∥∥∫
S2
b(V, σ)dσ
∥∥∥∥
LrV
= ‖ϕ‖Ls′
∥∥∥∥∫
R3
|f(v)|s |g(v − V )|s dv
∥∥∥∥ 1s
L
r′
s
V
∥∥∥∥∫
S2
b(V, σ)dσ
∥∥∥∥
LrV
≤ ‖ϕ‖Ls′ ‖f‖Lp ‖g‖Lq
∥∥∥∥∫
S2
b(V, σ)dσ
∥∥∥∥
LrV
.
Notice that the exact same reasoning can be applied to the loss operator Q−(f, g),
so that, considering the supremum over all ϕ ∈ Ls′ (R3), we arrive at the following
estimate
(7.1)
∥∥Q±(f, g)∥∥
Ls
≤ ‖f‖Lp ‖g‖Lq
∥∥∥∥∫
S2
b(z, σ)dσ
∥∥∥∥
Lrz
.
It turns out that it is possible to extend the above inequality to the full range
of parameters 1 ≤ p, q, r, s ≤ ∞ for the gain term Q+(f, g) only, provided we have a
better control on the angular collision kernel. This is consistent with the fact that
Q+(f, g) behaves nicely and better than Q−(f, g). Such results can be found in [3].
Thus, combining the regularizing properties from Theorem 7.1 with the convo-
lution inequalities (7.1), we obtain the following convenient proposition.
Proposition 7.2. Let b(z, σ) be a cross-section such that∫
S2
b(z, σ)dσ ∈ L2 (R3,M(z)αdz) ,
for some given α < 12 .
Then, the bilinear operator
L2
(
R3,Mdv
)× L2 (R3,Mdv) −→ L2 (R3,M1+2αdv)
(f, g) 7−→ Q+ (f, g)
is locally compact. That is to say, it maps bounded subsets of L2 (Mdv)×L2 (Mdv)
into relatively compact subsets of L2loc (dv).
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Proof. First, it is easy to check that
(Mf)
′
(Mg)
′
∗M
α− 12 =
(√
Mf
)′ (√
Mg
)′
∗
MαM
1
2∗
≤ C
(√
Mf
)′ (√
Mg
)′
∗
(MM∗)
α
≤ C
(√
M |f |
)′ (√
M |g|
)′
∗
(M(v − v∗))
α
2 ,
for some C > 0. Hence, in virtue of the convolution inequality (7.1), we obtain
(7.2)∥∥Q+ (f, g)Mα∥∥
L2(Mdv)
≤ C
∥∥∥∥∫
R3×S2
(√
M |f |
)′ (√
M |g|
)′
∗
b(v − v∗, σ)M(v − v∗)α2 dv∗dσ
∥∥∥∥
L2(dv)
≤ C ‖f‖L2(Mdv) ‖g‖L2(Mdv)
∥∥∥∥∫
S2
b(z, σ)dσ
∥∥∥∥
L2(Mαdz)
,
which establishes the boundedness of the quadratic operator.
Next, in order to show the local compactness of the operator, we consider any
bounded sequences {fn}n∈N , {gn}n∈N ⊂ L2 (Mdv). Then, defining Q+λ (fn, gn),
for any λ > 0, by simply replacing b(z, σ) by some smooth kernel bλ(z, σ) =
bλ
(
|z|, z|z| · σ
)
∈ C∞c ((0,∞)× (0, pi)) such that 0 ≤ bλ ≤ b and∥∥∥∥∫
S2
|b− bλ|(z, σ)dσ
∥∥∥∥
L2(Mαdz)
< λ,
we deduce, thanks to (7.2), that theQ+ (fn, gn)’s can be uniformly approximated by
the Q+λ (fn, gn)’s in L2
(
M1+2αdv
)
. Since, by Theorem 7.1, the Q+λ (Mfn,Mgn)’s
are relatively compact in L2loc(dv), we conclude that the original sequence {Q+ (Mfn,Mgn)}n∈N
is relatively compact in L2loc (dv), which concludes the justification of the proposi-
tion. 
7.1.2. Relative entropy, entropy dissipation and strong compactness.
Combining the uniform controls from the relative entropy and entropy dissipation
with the compactness of the gain term presented in the previous section, we estab-
lish now the following result, valid for the Maxwellian collision kernel b ≡ 1.
Lemma 7.3. Let f(t, x, v) be a family of measurable, almost everywhere non-
negative distribution functions such that, for all t ≥ 0,
1
2
H (f) (t) +
1
4
∫ t
0
∫
R3
D (f) (s)dxds ≤ C in.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ is locally
relatively compact in v in L2 (dtdxdv) in the sense that, for any η > 0 and every
compact subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0 such that, if h ∈ R3
satisfies |h| < γ, then
sup
>0
‖gˆ(t, x, v + h)− gˆ(t, x, v)‖L2(K,dtdxdv) < η.
Proof. Loosely speaking, the present proof can be summarized in three main
steps, each corresponding to a decomposition of gˆ. First, we will show how to
control the very large values of gˆ, i.e. values larger than
1
 , with the entropy
bound. This is a rather standard and simple estimate. Second, we obtain the
strong compactness in velocity of gˆ from the entropy dissipation bound and the
compactness of the gain term (see Proposition 7.2) making sure that we remain
away from vacuum, i.e. away from the values
∫ (
1 + 2 gˆ
)
Mdv ≈ 0, for our estimates
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degenerate in this case. Finally, we deduce the strong compactness near vacuum
arguing that the vacuum state gˆ ≡ − 2 is actually smooth since it is constant.
Control of very large values. Using the entropy inequality, we first introduce
some microscopic truncation of large values. For any fixed small 0 < λ < 12 and
any cutoff χ(r) ∈ C∞c (R) such that 1{|r|≤1} ≤ χ(r) ≤ 1{|r|≤2}, we have, since
2gˆ2 ≤ 4G as soon as gˆ ≥ −1,
|gˆ (1− χ (λgˆ))|2 ≤ gˆ21{gˆ≥ 1λ>2}
≤ 4
2
G1{G> 14λ2 }
≤ 2
2 |log 2λ|G logG1{G> 14λ2 },
so that, by the relative entropy bound,
(7.3) gˆ (1− χ (λgˆ)) = O
(
1
| log λ| 12
)
L∞(dt;L2(Mdxdv))
,
as λ→ 0, uniformly in .
Away from vacuum. We use now Hilbert’s decomposition (see Proposition 5.4)
for the Maxwellian cross-section b ≡ 1 :
Lgˆ = gˆ −Kgˆ,
where K is a compact integral operator on L2(Mdv). Then, from the identity
Lgˆ = 
2
Q (gˆ, gˆ)− 2

Q
(√
G,
√
G
)
,
we deduce that
gˆ = Lgˆ +Kgˆ
=

2
Q+ (gˆ, gˆ)− 
2
gˆ
∫
R3×S2
gˆ∗M∗dv∗dσ − 
∫
R3×S2
qˆM∗dv∗dσ +Kgˆ,
or, equivalently,
(7.4) gˆ
(
1 +

2
∫
R3
gˆ∗M∗dv∗
)
= −
∫
R3×S2
qˆM∗dv∗dσ +Kgˆ + 
2
Q+ (gˆ, gˆ) .
We are now going to control each term in the right-hand side above separately.
The first term is easily estimated employing the uniform L2-estimate from
Lemma 5.3. It yields that
(7.5) 
∫
R3×S2
qˆM∗dv∗dσ = O ()L2(Mdtdxdv) .
The second term Kgˆ satisfies the bound
‖Kgˆ‖L2(Mdv) ≤ C ‖gˆ‖L2(Mdv) ,
so that, in view of Lemma 5.2 and by the compactness of the operator K,
(7.6) Kgˆ = O(1)L∞(dt;L2(dx;CL2(Mdv))),
where we have used the notation CL2(Mdv) to indicate that it is relatively compact
with respect to the velocity variable in L∞
(
dt;L2 (Mdxdv)
)
. Similarly, the third
term 2Q+ (gˆ, gˆ) satisfies, in virtue of Proposition 7.2, the control
(7.7)

2
Q+ (gˆ, gˆ) = O()L∞(dt;L1(dx;CL2loc(dv))),
where, again, we have used the notation CL2loc(dv) to indicate that it is relatively
compact with respect to the velocity variable in L∞
(
dt;L1
(
dx;L2loc (dv)
))
.
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On the whole, incorporating the controls (7.5), (7.6) and (7.7) into the decom-
position (7.4), we have established that
(7.8)
gˆ
(
1 +

2
∫
R3
gˆ∗M∗dv∗
)
= O ()L2(Mdtdxdv)
+O(1)L∞(dt;L2(dx;CL2(Mdv)))
+O()L∞(dt;L1(dx;CL2loc(dv))).
Next, since the left-hand side of the above decomposition degenerates close to
vacuum, i.e. whenever the density 2
∫
R3 gˆ∗M∗dv∗ is close to −1, we introduce a
macroscopic truncation
χ,r(t, x) = 1{1+ 2 ∫ M(v)gˆ(t,x,v)dv≥r},
for some small r > 0, thus excluding the domain where this degeneracy is present.
It then follows, dividing (7.8) by 1 + 2
∫
R3 gˆ∗M∗dv∗, that
(7.9)
χ,rgˆ = O
( 
r
)
L2(Mdtdxdv)
+O
(
1
r
)
L∞(dt;L2(dx;CL2(Mdv)))
+O
( 
r
)
L∞(dt;L1(dx;CL2loc(dv)))
.
Next, for any small h ∈ R3 and any compact subset K ⊂ [0,∞)× R3 × R3, it
holds that∫
K
χ,r |χ(λgˆ)gˆ(t, x, v + h)− χ(λgˆ)gˆ(t, x, v)|2 dtdxdv
= 2
∫
K
χ,rχ(λgˆ)gˆ(t, x, v) [χ(λgˆ)gˆ(t, x, v)− χ(λgˆ)gˆ(t, x, v + h)] dtdxdv
≤ C
∫
K
χ,r |χ(λgˆ)gˆ(t, x, v) (gˆ(t, x, v + h)− gˆ(t, x, v))| dtdxdv.
Therefore, since
‖χ(λgˆ)gˆ‖L2loc(dtdxdv) ≤ C,
‖χ(λgˆ)gˆ‖L∞(dtdxdv) ≤
2
λ
,
we conclude from (7.9) that, for any fixed 0 < λ, r < 1,
lim sup
|h|→0
lim sup
→0
∫
K
χ,r |χ(λgˆ)gˆ(t, x, v + h)− χ(λgˆ)gˆ(t, x, v)|2 dtdxdv = 0,
which is the expected relative compactness statement away from vacuum on χ,rχ(λgˆ)gˆ.
Consequently, combining this result with the control (7.3) on the very large values
of gˆ yields that, for any given small r > 0,
(7.10)
χ,rgˆ is relatively compact
with respect to the velocity variable in L2loc(dtdxdv).
Near vacuum. It only remains then to get a compactness estimate near vacuum
on (1− χ,r)gˆ. To this end, we simply decompose, for any given small λ > 0,
(7.11) χ(λgˆ)gˆ = χ(λgˆ)
2

(
1 +

2
gˆ
)
+ (1− χ(λgˆ)) 2

− 2

,
and we control each term in the right-hand side above individually.
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Thus, noticing that, for any 0 < r ≤ 12 ,
1

(1− χ,r) = 1

1{ 2
<
− ∫ Mgˆdv
1−r
} ≤ −
∫
Mgˆdv
2(1− r) ≤ ‖gˆ‖L2(Mdv) = O(1)L∞(dt;L2(dx)),
and that, on the support of (1− χ,r),∫
R3
∣∣∣χ(λgˆ)(1 + 
2
gˆ
)∣∣∣2Mdv ≤ ∫
R3
M
(
1 +

2
gˆ
)
dv
(
1 +
1
λ
)
≤ r
(
1 +
1
λ
)
= O
( r
λ
)
L∞(dtdx)
,
we obtain concerning the first term in the right-hand side of (7.11) that
(7.12) (1− χ,r)χ(λgˆ)2

(
1 +

2
gˆ
)
= O
(√
r
λ
)
L∞(dt;L2(Mdxdv))
.
Then, the second term is easily handled through the estimate
1

(1− χ(λgˆ)) ≤ 1

1{|λgˆ|>1} ≤ λ |gˆ| ,
whereby
(7.13) (1− χ,r) (1− χ(λgˆ)) 2

= O (λ)L∞(dt;L2(Mdxdv)) .
The remaining term in the right-hand side of (7.11) is constant, in particular
it is smooth, and so there is no need to further control it, so that, on the whole,
incorporating (7.12) and (7.13) into (7.11), we find
(1−χ,r)χ(λgˆ)gˆ = O
(√
r
λ
)
L∞(dt;L2(Mdxdv))
+O (λ)L∞(dt;L2(Mdxdv))−
2

(1−χ,r).
We therefore conclude, for any small h ∈ R3 and any compact subset K ⊂
[0,∞)× R3 × R3, that
(7.14)
lim sup
|h|→0
lim sup
→0
∫
K
(1− χ,r) |χ(λgˆ)gˆ(t, x, v + h)− χ(λgˆ)gˆ(t, x, v)|2 dtdxdv
≤ O
( r
λ
)
+O
(
λ2
)
.
Conclusion of proof. On the whole, combining the above estimate (7.14) near
vacuum with the control (7.3) on the very large values of gˆ and the compactness
statement (7.10) away from vacuum, we finally arrive at the control, for any compact
subset K ⊂ [0,∞)× R3 × R3,
lim sup
|h|→0
lim sup
→0
∫
K
|gˆ(t, x, v + h)− gˆ(t, x, v)|2 dtdxdv
≤ O
( r
λ
)
+O
(
λ2
)
+O
(
1
| log λ|
)
,
which, by the arbitrary smallness of r > 0 and λ > 0, clearly implies that gˆ is
locally relatively compact with respect to the velocity variable in L2(dtdxdv) and
thus concludes the proof of the lemma. 
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7.2. Compactness with respect to x
In order to get a refined description of the dependence of the fluctuations g and
g± with respect to x, we will use the compactness properties of the free transport
operator v · ∇x. More precisely, there are two types of mechanisms at play here :
• the transfer of compactness, which expresses the fact that the free
transport mixes the spatial and velocity variables and is a consequence of
hypoellipticity ;
• the averaging lemma, which predicts some regularizing effect for the
averages with respect to v, due to the fact that the symbol of the free
transport is elliptic on a large microlocal subset.
Of course both mechanisms require that we have a good control on the advec-
tion terms v · ∇xgˆ and v · ∇xgˆ± or some similar quantity (since the square root
renormalization is singular at the origin, and thus is not admissible ; see proofs
of Lemmas 7.8 and 7.10 below). In particular, we see at this point that the sit-
uation is quite different in the one species scaling leading to the incompressible
quasi-static Navier-Stokes-Fourier-Maxwell-Poisson system, and in the two species
scaling leading to the two-fluid incompressible Navier-Stokes-Fourier-Maxwell sys-
tem with (solenoidal) Ohm’s law.
In the first case, at the formal level, it is natural to expect from (4.29) that, up
to some suitable renormalization, the advection term v ·∇xg is uniformly bounded.
However, for the multi-species model, we see that (4.36) provides, at least formally,
some uniform control on the advection terms v · ∇xg± , and therefore some strong
compactness on the hydrodynamic variables ρ± , u
±
 and θ
±
 , but it does not provide
any information on v · ∇x δ (g+ − g− ) which controls the electrodynamic variables
j and w.
As for the limiting systems (4.37) and (4.38), we therefore do not expect the
electromagnetic terms j ∧ B from the Lorentz force to be weakly stable (unfortu-
nately, compensated compactness methods also fail here ; see [5] for some details on
this issue). In this case, we will use, later on in Chapter 12, some weak-strong sta-
bility principle instead of a priori estimates. In other words, the dependence with
respect to x is partially understood a posteriori, by comparison with the solutions
to the limiting systems.
7.2.1. Hypoellipticity and the transfer of compactness. We first explain
our global strategy, presenting the main abstract results we will use on the free
transport operator.
As mentioned in the introduction of the present chapter, the key idea here is
to transfer the compactness with respect to v inherited from the structure of the
collision operator (see Lemma 7.3) onto the spatial variable x. To this end, we need
the following result.
Theorem 7.4 ([6]). Let the bounded family of functions
{φλ(t, x, v)}λ∈Λ ⊂ Lp
(
Rt × R3x × R3v
)
,
for some 1 < p <∞, be locally relatively compact in v and such that
(∂t + v · ∇x)φλ = (1−∆t,x)
β
2 (1−∆v)
α
2 Sλ,
for all λ ∈ Λ and for some bounded family
{Sλ(t, x, v)}λ∈Λ ⊂ Lp
(
Rt × R3x × R3v
)
,
where α ≥ 0 and 0 ≤ β < 1.
Then, {φλ(t, x, v)}λ∈Λ is locally relatively compact in Lp
(
Rt × R3x × R3v
)
(in
all variables).
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The above result was formulated in [6]. It may also be deduced from the
methods of [11] or from the use of standard averaging lemmas from [33] for instance.
However, it is to be emphasized that the methods from [6] are more natural and
direct.
It turns out that, for the sake of the rigorous derivation of hydrodynamic limits,
it is crucial to understand what happens to Theorem 7.4 when p = 1 (carefully note
that this case is not covered by the above theorem). To be precise, Theorem 7.4
will be sufficient to control oscillations but not concentrations. The basic result in
this direction is given by the L1 mixing lemma obtained by Golse and the second
author in [37], which allows to transfer equi-integrability from v to x when the
source term of the kinetic transport equation is locally integrable.
The point here is that, because of the electromagnetic force, the source term
involves derivatives with respect to v and, therefore, is not locally integrable. An
analogous situation has been dealt with by the first author in [4] when considering
non-cutoff collision operators, which behave as nonlinear fractional derivatives with
respect to v. In this singular setting, we are then able to transfer strong compact-
ness, but – to the best of our knowledge – not mere weak compactness, as the
results from [37] do not apply. More precisely, we have the following statement.
Theorem 7.5 ([6]). Let the bounded family of non-negative functions
{φλ(t, x, v)}λ∈Λ ⊂ L1
(
Rt × R3x;Lr
(
R3v
))
,
for some 1 < r <∞, be locally relatively compact in v and such that
(∂t + v · ∇x)φλ = (1−∆t,x)
β
2 (1−∆v)
α
2 Sλ,
for all λ ∈ Λ and for some bounded family
{Sλ(t, x, v)}λ∈Λ ⊂ L1
(
Rt × R3x;Lr(R3v)
)
,
where α ≥ 0 and 0 ≤ β < 1.
Then, {φλ(t, x, v)}λ∈Λ is locally relatively compact in L1
(
Rt × R3x × R3v
)
(in
all variables).
The crucial idea behind such hypoelliptic results is that the free transport oper-
ator is “invariant” by Fourier transform in (x, v), so that frequencies are transported
by the semi-group. The argument relies then on a good interpolation formula which
expresses both the transport and the elliptic nature of the transport operator away
from the characteristic manifold. Nevertheless, because L1 is not a convenient
space for Fourier analysis, the proof is quite complex and requires in particular the
use of singular integral operators, as well as a characterization of equi-integrability
in terms of compactness in weak Hardy spaces. We refer to [6] for a complete
discussion of the subject.
Note that, in the problem we consider in this work, the time derivative of the
kinetic equations has a factor , so that we cannot expect to establish temporal
strong compactness and the above theorems cannot be applied as such. However,
it is possible to get strong compactness with respect to the fast time variable t , but
this does not provide any information on the slow dynamics. Thus, we reformulate
now the preceding theorems in the following lemmas in order that they be directly
applicable to our problem.
Lemma 7.6. Let the bounded family of functions
{φ(t, x, v)}>0 ⊂ Lp
(
Rt × R3x × R3v
)
,
for some 1 < p <∞, be locally relatively compact in v and such that
(∂t + v · ∇x)φ = (1−∆x)
β
2 (1−∆v)
α
2 S,
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for all  > 0 and for some bounded family
{S(t, x, v)}>0 ⊂ Lp
(
Rt × R3x × R3v
)
,
where α ≥ 0 and 0 ≤ β < 1.
Then, {φ(t, x, v)}>0 is locally relatively compact in Lp
(
Rt × R3x × R3v
)
in x
and v (but not necessarily in t).
Proof. This result is directly deduced from Theorem 7.4 (and its proof). To
this end, we define
φ˜(t, x, v) = 
1
pφ(t, x, v),
S˜(t, x, v) = 
1
pS(t, x, v),
so that
(∂t + v · ∇x) φ˜ = (1−∆x)
β
2 (1−∆v)
α
2 S˜,
and φ˜ and S˜ are uniformly bounded in L
p
(
Rt × R3x × R3v
)
.
We apply now Theorem 7.4 to the above transport equation to deduce that{
φ˜
}
>0
is locally relatively compact in Lp
(
Rt × R3x × R3v
)
. In fact, a closer in-
spection of the proof of this theorem in [6] reveals that, by possibly localizing with-
out loss of generality the above functions in v only, one has the following global
estimate :
lim
γ→0
sup
>0
sup
|k|+|h|+|l|<γ
∥∥∥φ˜(t+ k, x+ h, v + l)− φ˜(t, x, v)∥∥∥
Lp(Rt×R3x×R3v)
= 0.
It follows that
lim
γ→0
sup
>0
sup
|h|+|l|<γ
‖φ(t, x+ h, v + l)− φ(t, x, v)‖Lp(Rt×R3x×R3v) = 0,
which concludes the proof of the lemma. 
Lemma 7.7. Let the bounded family of non-negative functions
{φ(t, x, v)}>0 ⊂ L1
(
Rt × R3x;Lr
(
R3v
))
,
for some 1 < r <∞, be locally relatively compact in v and such that
(∂t + v · ∇x)φ = (1−∆x)
β
2 (1−∆v)
α
2 S,
for all  > 0 and for some bounded family
{S(t, x, v)}>0 ⊂ L1
(
Rt × R3x;Lr(R3v)
)
,
where α ≥ 0 and 0 ≤ β < 1. We further assume that, for any compact set K ⊂
R3 × R3, {∫
K
φ(t, x, v)dxdv
}
>0
is equi-integrable (in t).
Then, {φ(t, x, v)}>0 is equi-integrable (in all variables) and locally relatively
compact in L1
(
Rt × R3x × R3v
)
in x and v (but not necessarily in t).
Moreover, if the φ’s are signed (in the sense that the functions may assume
both positive and negative values), the conclusion still holds true, i.e. {φ(t, x, v)}>0
is locally relatively compact in L1
(
Rt × R3x × R3v
)
in x and v (but not necessarily
in t), provided {φ(t, x, v)}>0 is equi-integrable (in all variables) a priori.
Proof. When the φ’s are signed and a priori equi-integrable (in all variables),
this result is deduced from Theorem 7.5 (and its proof) utilizing the strategy of
proof of Lemma 7.6, that is by dilation of the time variable. To this end, we define
φ˜(t, x, v) = φ(t, x, v),
S˜(t, x, v) = S(t, x, v),
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so that
(∂t + v · ∇x) φ˜ = (1−∆x)
β
2 (1−∆v)
α
2 S˜,
and φ˜ and S˜ are uniformly bounded in L
1
(
Rt × R3x;Lr
(
R3v
))
.
We apply now Theorem 7.5 to the above transport equation to deduce that{
φ˜
}
>0
is locally relatively compact in L1
(
Rt × R3x × R3v
)
. In fact, a closer in-
spection of the proof of this theorem in [6] reveals that, by possibly localizing with-
out loss of generality the above functions in v only, one has the following global
estimate :
lim
γ→0
sup
>0
sup
|k|+|h|+|l|<γ
∥∥∥φ˜(t+ k, x+ h, v + l)− φ˜(t, x, v)∥∥∥
L1,∞(Rt×R3x×R3v)
= 0,
where L1,∞ denotes the standard weak Lebesgue space (or Lorentz space). Note
that L1,∞ has the same homogeneity as the Lebesgue space L1. It follows that
lim
γ→0
sup
>0
sup
|h|+|l|<γ
‖φ(t, x+ h, v + l)− φ(t, x, v)‖L1,∞(Rt×R3x×R3v) = 0.
Next, for any compact set K ⊂ Rt × R3x × R3v and any large R > 1, we have
that
‖φ(t, x+ h, v + l)− φ(t, x, v)‖L1(K)
=
∫ ∞
0
|{(t, x, v) ∈ K : |φ(t, x+ h, v + l)− φ(t, x, v)| > λ}| dλ
≤
∫ R
1
R
|{(t, x, v) ∈ K : |φ(t, x+ h, v + l)− φ(t, x, v)| > λ}| dλ+ |K|
R
+
∥∥(φ(t, x+ h, v + l)− φ(t, x, v))1{|φ(t,x+h,v+l)−φ(t,x,v)|>R}∥∥L1(K)
≤ 2 logR ‖φ(t, x+ h, v + l)− φ(t, x, v)‖L1,∞(K) +
|K|
R
+
∥∥(φ(t, x+ h, v + l)− φ(t, x, v))1{|φ(t,x+h,v+l)−φ(t,x,v)|>R}∥∥L1(K) .
Hence, we deduce, provided the φ’s are equi-integrable in all variables and by the
arbitrariness of R > 1, that
lim
γ→0
sup
>0
sup
|h|+|l|<γ
‖φ(t, x+ h, v + l)− φ(t, x, v)‖L1loc(Rt×R3x×R3v) = 0,
which concludes the proof of the lemma when the φ’s are signed and a priori
equi-integrable.
Therefore, there only remains to establish the equi-integrability of {φ(t, x, v)}>0
when it is not already known a priori and when each φ is non-negative. However,
the preceding strategy based on time-dilations to deduce results from Theorem 7.5
cannot be repeated here, for the notion of equi-integrability does unfortunately not
behave suitably under partial dilations. Instead, the proof of Theorem 2.4 from [6]
has to be adapted to treat the present setting, which is rather involved. Therefore,
in order to provide a self-contained justification based on [6] and for the sake of
clarity, we have moved the remainder of the proof of the present lemma to Appendix
C. 
7.2.2. Compactness of fluctuations for one species. The next step con-
sists in combining the velocity compactness result from Lemma 7.3 with the hy-
poelliptic transfer of compactness contained in Lemma 7.7 to infer the compactness
in x and v (but not in t) of the fluctuations gˆ and gˆ
±
 . To this end, we will need to
consider the action of the transport operator (∂t + v · ∇x) on the fluctuations gˆ,
gˆ± (to control oscillations) and their square gˆ
2
 , gˆ
±2
 (to control concentrations), or
truncated versions of these fluctuations.
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Again, note that this strategy differs from the methods developed in previous
works on hydrodynamic limits, since we do not use classical averaging lemma. In-
deed, we prove below that the fluctuations themselves, and not only their moments
with respect to v, are strongly compact in x and v.
Let us first focus on the regime considered in Theorem 4.4 (with one species)
leading to the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson
system (4.30). In this case, we have the following lemma.
Lemma 7.8. Let (f, E, B) be the sequence of renormalized solutions to the
scaled one species Vlasov-Maxwell-Boltzmann system (4.27) considered in Theorem
4.4.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ is locally
relatively compact in (x, v) in L2 (dtdxdv) in the sense that, for any η > 0 and
every compact subset K ⊂ [0,∞)×R3×R3, there exists γ > 0 such that, if h, l ∈ R3
satisfy |h|+ |l| < γ, then
sup
>0
‖gˆ(t, x+ h, v + l)− gˆ(t, x, v)‖L2(K,dtdxdv) < η.
In particular, the family |gˆ|2 is equi-integrable (in all variables t, x and v).
Proof. The proof of this lemma proceeds with two main steps. The first one
establishes the compactness of gˆ in x and v in L
1
loc, while the second one shows
the equi-integrability of gˆ2 in all variables. The combination of these two steps will
eventually allow us to conclude the proof.
An admissible renormalization β1(G). We consider first the admissible square
root renormalization
β1(z) =
√
z + a − 1

,
for some given 1 < a < 4. This renormalization is introduced to circumvent the
fact that the natural renormalization 2
√
z−1
 corresponding to gˆ is not admissible
for Vlasov-Boltzmann equations, for it is singular at z = 0, i.e.
(
2
√
z−1

)′
→∞ as
z → 0.
In fact, we have already used a similar strategy in the proof of Proposition 6.1,
where we showed, as a consequence of the entropy and entropy dissipation bounds,
that (see (6.5))
(7.15)
2
√
G + a − 1

− gˆ = O
(

a
2−1
)
L∞(dtdxdv) ,
2
√
G + a − 1

− gˆ = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L∞(dt;L2(Mdxdv)) ,
2
√
G + a − 1

− gˆ = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L2loc(dtdx;L
2((1+|v|2)Mdv)) ,
so that strong compactness properties of
√
G+a−1
 in L
p
loc (dtdxdv), for any given
1 ≤ p ≤ 2, will entail similar properties on gˆ in the same space and vice versa.
Compactness of β1(G) in v. In particular, since, in view of Lemma 7.3, the
renormalized fluctuations gˆ are locally relatively compact in v in L
2
loc(dtdxdv), the
same holds true for any subsequence of
√
G+a−1
 in the sense that, for any η > 0
and every compact subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0 such that, if
h ∈ R3 satisfies |h| < γ, then
(7.16) sup
>0
‖β1 (G) (t, x, v + h)− β1 (G) (t, x, v)‖L2(K,dtdxdv) < η.
Action of the transport operator on β1(G). Thus, using β1(z) to renormalize
the Vlasov-Boltzmann equation in (4.27) and decomposing the collision integrands
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according to (5.8), we find that (see (6.3))
(7.17)
(∂t+v · ∇x +  (E + v ∧B) · ∇v)
√
G + a − 1

− E · v G
2
√
G + a
=
√
G
2
√
G + a
∫
R3×S2
√
G∗qˆM∗dv∗dσ +
2
8
√
G + a
∫
R3×S2
qˆ2M∗dv∗dσ.
It follows, employing the uniform bounds gˆ ∈ L∞
(
dt;L2 (Mdxdv)
)
and qˆ ∈
L2 (MM∗dtdxdvdv∗dσ) from Lemmas 5.2 and 5.3, respectively, that (see (6.4))
(7.18)
(∂t+v · ∇x)
√
G + a − 1

=
√
G
2
√
G + a
E · v
(
1 +

2
gˆ
)
− ∇v · (E + v ∧B)
√
G + a − 1

+
√
G
2
√
G + a
∫
R3×S2
qˆM∗dv∗dσ +

√
G
4
√
G + a
∫
R3×S2
gˆ∗qˆM∗dv∗dσ
+
2
8
√
G + a
∫
R3×S2
qˆ2M∗dv∗dσ
= O(1)L1loc(dtdxdv) +O()L1loc(dtdx;W
−1,1
loc (dv))
.
Compactness of β1(G) in (x, v). On the whole, we have established the com-
pactness in velocity of β1(G) in (7.16) and a bound on the transport operator
acting on β1(G) in (7.18). Therefore, a direct application of Lemma 7.7 yields
that β1(G) =
√
G+a−1
 is locally relatively compact in (x, v) in L
1
loc (dtdxdv).
Combining this result with (7.15), implies that the renormalized fluctuations
gˆ are relatively compact in (x, v) in L
1
loc (dtdxdv) as well, in the sense that, for
any η > 0 and every compact subset K ⊂ [0,∞)×R3×R3, there exists γ > 0 such
that, if h, l ∈ R3 satisfy |h|+ |l| < γ, then
(7.19) sup
>0
‖gˆ(t, x+ h, v + l)− gˆ(t, x, v)‖L1(K,dtdxdv) < η.
An admissible renormalization β2(G). In order to improve this local strong
compactness in x and v from L1loc to L
2
loc, we only have to show now that gˆ
2
 is
locally equi-integrable in all variables, which will also be seen as a consequence of
Lemma 7.7.
To this end, we consider now the admissible renormalization
β2(z) =
(√
z + a − 1

)2
γ
(
λ
(√
z + a − 1)) ,
where γ(z) ∈ C1 (R) is a cutoff satisfying 1[−1,1] ≤ γ(z) ≤ 1[−2,2], for some given
1 < a < 4 (in fact, we will further restrict the range of a so that necessarily a = 2
below) and any small enough λ > 0. As before, this renormalization is introduced
to circumvent the fact that the natural renormalization
(
2
√
z−1

)2
corresponding
to gˆ2 is not admissible for Vlasov-Boltzmann equations, for it is singular at z = 0,
i.e.
[(
2
√
z−1

)2]′
→ −∞ as z → 0, and its growth at infinity is not admissible, i.e.(
2
√
z−1

)2
∼ z as z →∞.
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Next, it is readily seen that (7.15) implies that
(7.20)(
2
√
G + a − 1

)2
− gˆ2 = 2gˆ
(
2
√
G + a − 1

− gˆ
)
+
(
2
√
G + a − 1

− gˆ
)2
= O
(
a−1 + 
a
2
)
L∞(dt;L1loc(dx;L1(Mdv)))
,
so that the equi-integrability of β2(G) =
(√
G+a−1

)2
γ
(
λ
(√
G + a − 1
))
will
entail the equi-integrability of gˆ2γ
(
λ
(√
G + a − 1
))
, which, when combined with
the following control on the very large values of fluctuations (see (5.28)) :
(7.21)
(1− γ)
(
λ
(√
G + a − 1
))
|gˆ|2 ≤ 1{λ(√G+a−1)>1} |gˆ|
2
= O
(
1
|log λ|
)
L∞(dt;L1(Mdxdv))
,
for any small enough λ > 0, will eventually imply the equi-integrability of gˆ2 .
Compactness of β2(G) in v. Furthermore, note that the velocity compactness
stated in (7.16) implies a corresponding property for β2(G). Indeed, expressing
β2(z) = β1(z)
2γ (λβ1(z)) and noticing that, for any z1, z2 ∈ R,
(7.22)∣∣z21γ(λz1)− z22γ(λz2)∣∣ = |(z1 − z2)z1γ(λz1) + z2 (z1γ(λz1)− z2γ(λz2))|
≤ C|z1 − z2| (|z1|+ |z2|) ,
we deduce, for any h ∈ R3, that
‖β2 (G) (t, x, v + h)− β2 (G) (t, x, v)‖L1loc(dtdxdv)
≤ C ‖β1 (G)‖L2loc(dtdxdv) ‖β1 (G) (t, x, v + h)− β1 (G) (t, x, v)‖L2loc(dtdxdv) .
It then follows from (7.16) that any subsequence of β2(G) is locally relatively
compact in v in L1 (dtdxdv) in the sense that, for any η > 0 and every compact
subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0 such that, if h ∈ R3 satisfies
|h| < γ, then
(7.23) sup
>0
‖β2(G)(t, x, v + h)− β2(G)(t, x, v)‖L1(K,dtdxdv) < η.
However, in order to use the above velocity compactness of β2(G) in Lemma
7.7, we still need to show that β2(G) enjoys an improved integrability with respect
to the velocity variable, namely that β2(G) is locally bounded in L
1 (dtdx;Lr(dx)),
for some r > 1. To this end, we introduce the following decomposition
β2(G) =
1
2
Πgˆ
√
G + a − 1

γ
(
λ
(√
G + a − 1
))
+
(√
G + a − 1

− 1
2
gˆ
) √
G + a − 1

γ
(
λ
(√
G + a − 1
))
+
1
2
(gˆ −Πgˆ)
√
G + a − 1

γ
(
λ
(√
G + a − 1
))
.
Since Πgˆ belongs to L
∞ (dt;L2 (dx;Lp (Mdv))), for any 1 ≤ p < ∞, we therefore
get, for any 1 ≤ r < 2,
β2(G) ≤ O(1)L1loc(dtdx;Lr(Mdv)) +
C
λ
∣∣∣∣√G + a − 1 − 12 gˆ
∣∣∣∣+ Cλ |gˆ −Πgˆ| .
7.2. COMPACTNESS WITH RESPECT TO x 171
Then, by (7.15) and by the relaxation estimate (5.11), we obtain, provided 2 ≤ a <
4,
β2(G) = O(1)L1loc(dtdx;Lr(Mdv))
+O
(

a−2
2
λ
)
L1loc(dtdx;L
2(Mdv))
+O
(
1
λ
)
L1loc(dtdx;L
2(Mdv))
= O
(
1
λ
)
L1loc(dtdx;L
r(Mdv))
,
for any 1 ≤ r < 2.
Finally, combining the preceding estimate with the compactness estimate (7.23),
we deduce, for any 1 ≤ r < 2, that β2(G) is locally relatively compact in v
in L1 (dtdx;Lr(dv)) in the sense that, for any η > 0 and every compact subset
K ⊂ [0,∞)×R3×R3, there exists γ > 0 such that, if h ∈ R3 satisfies |h| < γ, then
(7.24) sup
>0
‖(β2(G)(t, x, v + h)− β2(G)(t, x, v))1K(t, x, v)‖L1(dtdx;Lr(dv)) < η.
Action of the transport operator on β2(G). Thus, using β2(z) to renormal-
ize the Vlasov-Boltzmann equation in (4.27), decomposing the collision integrands
according to (5.8) and writing for convenience
Γ(z) = z (2γ(λz) + λzγ′(λz)) ,
so that β′2(z) = β
′
1(z)Γ (β1(z)), we have now that (note that this renormalization
procedure amounts to multiplying (7.17) by Γ (β1(G)))
(∂t + v · ∇x +  (E + v ∧B) · ∇v)β2(G)− E · vGΓ (β1(G))
2
√
G + a
=
√
GΓ (β1(G))
2
√
G + a
∫
R3×S2
√
G∗qˆM∗dv∗dσ +
2Γ (β1(G))
8
√
G + a
∫
R3×S2
qˆ2M∗dv∗dσ.
It follows, employing the uniform bounds gˆ ∈ L∞
(
dt;L2 (Mdxdv)
)
and qˆ ∈
L2 (MM∗dtdxdvdv∗dσ) from Lemmas 5.2 and 5.3, respectively, and the direct es-
timates
|Γ (β1(G))| ≤ C |β1 (G)| = O (1)L2loc(dtdxdv) ,
Γ (β1(G)) = O
(
1
λ
)
L∞(dtdxdv)
,
|β2(G)| ≤ C
λ
|β1 (G)| = O
(
1
λ
)
L2loc(dtdxdv)
,
that, provided 1 < a ≤ 2,
(7.25)
(∂t+v · ∇x)β2 (G)
=
√
GΓ (β1(G))
2
√
G + a
E · v
(
1 +

2
gˆ
)
− ∇v · [(E + v ∧B)β2 (G)]
+
√
GΓ (β1(G))
2
√
G + a
∫
R3×S2
qˆM∗dv∗dσ
+

√
GΓ (β1(G))
4
√
G + a
∫
R3×S2
gˆ∗qˆM∗dv∗dσ +
2Γ (β1(G))
8
√
G + a
∫
R3×S2
qˆ2M∗dv∗dσ
= O
(
1
λ
)
L1loc(dtdx;W
−1,1
loc (dv))
.
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Equi-integrability of β2(G) in (t, x, v). On the whole, we have established the
compactness in velocity of β2(G) in (7.24) and a bound on the transport operator
acting on β2(G) in (7.25). Therefore, further noticing that β2(G) is non-negative
and, recalling gˆ2 ∈ L∞
(
dt;L1 (Mdxdv)
)
and the error estimate (7.20), that the
family
∫
K
β2(G)dxdv is equi-integrable, for any compact set K ⊂ R3×R3, a direct
application of Lemma 7.7 yields that β2(G) =
(√
G+a−1

)2
γ
(
λ
(√
G + a − 1
))
is equi-integrable in all variables (t, x, v).
Combining this result with (7.20) and (7.21), implies that the renormalized
fluctuations gˆ2 are equi-integrable in all variables (t, x, v) as well.
Finally, further combining the equi-integrability of gˆ2 with the local strong
compactness estimate (7.19), we deduce that the renormalized fluctuations gˆ are
relatively compact in (x, v) in L2loc (dtdxdv), in the sense that, for any η > 0 and
every compact subset K ⊂ [0,∞)×R3×R3, there exists γ > 0 such that, if h, l ∈ R3
satisfy |h|+ |l| < γ, then
sup
>0
‖gˆ(t, x+ h, v + l)− gˆ(t, x, v)‖L2(K,dtdxdv) < η,
which concludes the proof of the lemma. 
Immediate consequences of the preceding strong compactness lemma are :
• the relative compactness in (x, v) in L1 (dtdxdv) of any subsequence of
renormalized fluctuations gˆ2 in the sense that, for any η > 0 and every
compact subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0 such that, if
h, l ∈ R3 satisfy |h|+ |l| < γ, then
(7.26) sup
>0
∥∥gˆ2 (t, x+ h, v + l)− gˆ2 (t, x, v)∥∥L1(K,dtdxdv) < η.
• the nonlinear weak compactness property, for any p < 2,
(7.27) (1 + |v|p) gˆ2 is weakly relatively compact in L1loc
(
dtdx;L1 (Mdv)
)
,
which follows from the Dunford-Pettis compactness criterion (see [66]) by
deducing the equi-integrability of gˆ2 from Lemma 7.8 and the tightness of
(1 + |v|p) gˆ2 from Lemma 5.12.
• the strong spatial compactness of the moments ∫R3 gˆϕ(v)Mdv in L2loc(dtdx),
for any ϕ(v) ∈ L2
((
1 + |v|2)−1Mdv), in particular
(7.28)
lim
|h|→0
sup
>0
‖ρˆ(t, x+ h)− ρˆ(t, x)‖L2loc(dtdx) = 0,
lim
|h|→0
sup
>0
‖uˆ(t, x+ h)− uˆ(t, x)‖L2loc(dtdx) = 0,
lim
|h|→0
sup
>0
∥∥∥θˆ(t, x+ h)− θˆ(t, x)∥∥∥
L2loc(dtdx)
= 0.
The next lemma is also a direct consequence of the strong compactness proper-
ties from the preceding lemma and concerns a refinement of the relaxation estimate
(5.11) to L2loc(dtdxdv).
Lemma 7.9. Let (f, E, B) be the sequence of renormalized solutions to the
scaled one species Vlasov-Maxwell-Boltzmann system (4.27) considered in Theorem
4.4.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ satisfies the
relaxation estimate
gˆ −Πgˆ → 0 in L2loc
(
dtdx;L2 (Mdv)
)
.
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Proof. On the one hand, we already know from Lemma 5.10 that
(7.29) gˆ −Πgˆ = O()L1loc(dtdx;L2(Mdv)).
On the other hand, the uniform integrability in all variables of |gˆ|2 from Lemma
7.8 and the tightness in v of |gˆ|2M implied by Lemma 5.12 shows that∫
R3
|Πgˆ|2Mdv ≤ C
∫
R3
|gˆ|2Mdv is uniformly integrable in t and x.
Therefore, we deduce that
(7.30) ‖gˆ −Πgˆ‖2L2(Mdv) is uniformly integrable in t and x.
Then, decomposing, for any large λ > 0,
gˆ −Πgˆ = (gˆ −Πgˆ)1{‖gˆ−Πgˆ‖L2(Mdv)≤λ} + (gˆ −Πgˆ)1{‖gˆ−Πgˆ‖L2(Mdv)>λ},
we find that
‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv)) ≤
√
λ ‖gˆ −Πgˆ‖
1
2
L1loc(dtdx;L
2(Mdv))
+
∥∥∥(gˆ −Πgˆ)1{‖gˆ−Πgˆ‖L2(Mdv)>λ}∥∥∥L2loc(dtdx;L2(Mdv)) ,
whence, by virtue of (7.29),
lim sup
→0
‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv))
≤ sup
>0
∥∥∥(gˆ −Πgˆ)1{‖gˆ−Πgˆ‖L2(Mdv)>λ}∥∥∥L2loc(dtdx;L2(Mdv)) .
Finally, thanks to the uniform integrability (7.30) and by the arbitrariness of λ, we
infer
lim
→0
‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv)) = 0,
which concludes the proof of the lemma. 
7.2.3. Compactness of fluctuations for two species. We move on now
to the study of strong compactness properties of the fluctuations considered in
Theorems 4.5 and 4.6 leading to the two-fluid incompressible Navier-Stokes-Fourier-
Maxwell systems with Ohm’s laws (4.37) and (4.38).
Unlike the estimates from Chapter 5 infered from entropy and entropy dissipa-
tion bounds, here, we cannot deduce results for the two species case from results
for the one species case. In fact, the regimes considered in Theorems 4.5 and 4.6
are much more singular than the regime studied in Theorem 4.4 and, as a result,
the compactness properties asserted in Lemma 7.8 may not hold in the two species
case.
It is to be emphasized that this lack of compactness is one the main drawbacks
and difficulties preventing the improvement of Theorems 4.5 and 4.6 to a weak com-
pactness result similar to Theorem 4.4. Recall, however, that such an improvement
is not to be expected so readily since the limiting systems (4.37) and (4.38) are
not stable under weak convergence in the energy space and, in particular, are not
known to have global weak solutions (see corresponding discussion in Section 3.2).
Thus, in the two species case, we only have the following weaker strong com-
pactness result.
Lemma 7.10. Let (f± , E, B) be the sequence of renormalized solutions to the
scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in Theorems
4.5 and 4.6.
Then, as  → 0, any subsequence of renormalized fluctuations gˆ± is locally
relatively compact in (x, v) in Lp (dtdxdv), for any 1 ≤ p < 2, in the sense that,
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for any η > 0 and every compact subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0
such that, if h, l ∈ R3 satisfy |h|+ |l| < γ, then
sup
>0
∥∥gˆ± (t, x+ h, v + l)− gˆ± (t, x, v)∥∥Lp(K,dtdxdv) < η.
Furthermore, for any λ > 0, the families |gˆ± |21{δλ|gˆ± |≤1} are equi-integrable
(in all variables t, x and v).
Remark. We do not know whether the families |gˆ± |2 are equi-integrable (in
all variables t, x and v) or not.
Proof. The method of proof of this lemma is similar to the strategy used in
the proof of Lemma 7.8.
An admissible renormalization β1(G
±
 ). As in the proof of Lemma 7.8, we
consider first the admissible square root renormalization
β1(z) =
√
z + a − 1

,
for some given 1 < a < 4.
Similarly to (7.15), as a consequence of the entropy and entropy dissipation
bounds, we have now that
(7.31)
2
√
G± + a − 1

− gˆ± = O
(

a
2−1
)
L∞(dtdxdv) ,
2
√
G± + a − 1

− gˆ± = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L∞(dt;L2(Mdxdv)) ,
2
√
G± + a − 1

− gˆ± = O
(
a−1
)
L∞(dtdxdv) +O
(

a
2
)
L2loc(dtdx;L
2((1+|v|2)Mdv)) ,
so that strong compactness properties of
√
G+a−1
 in L
p
loc (dtdxdv), for any given
1 ≤ p ≤ 2, will entail similar properties on gˆ± in the same space and vice versa.
Compactness of β1(G
±
 ) in v. In particular, since, in view of Lemma 7.3, the
renormalized fluctuations gˆ± are locally relatively compact in v in L
2
loc(dtdxdv),
the same holds true for any subsequence of
√
G± +a−1
 in the sense that, for any
η > 0 and every compact subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0 such
that, if h ∈ R3 satisfies |h| < γ, then
(7.32) sup
>0
∥∥β1 (G± ) (t, x, v + h)− β1 (G± ) (t, x, v)∥∥L2(K,dtdxdv) < η.
Action of the transport operator on β1(G
±
 ). Thus, using β1(z) to renormalize
the Vlasov-Boltzmann equations in (4.34) and decomposing the collision integrands
according to (5.8), we find that (see (6.9))
(∂t + v · ∇x ± δ (E + v ∧B) · ∇v)
√
G± + a − 1

∓ δE · v G
±

2
√
G± + a
=
√
G±
2
√
G± + a
∫
R3×S2
√
G±∗qˆ± M∗dv∗dσ
+
2
8
√
G± + a
∫
R3×S2
(
qˆ±
)2
M∗dv∗dσ
+
δ
√
G±
2
√
G± + a
∫
R3×S2
√
G∓∗qˆ±,∓ M∗dv∗dσ
+
2
8
√
G± + a
∫
R3×S2
(
qˆ±,∓
)2
M∗dv∗dσ.
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It follows, employing the uniform bounds gˆ± ∈ L∞
(
dt;L2 (Mdxdv)
)
and qˆ± , qˆ
±,∓
 ∈
L2 (MM∗dtdxdvdv∗dσ) from Lemmas 5.2 and 5.3, respectively, that
(7.33)
(∂t+v · ∇x)
√
G± + a − 1

= ± δ
√
G±
2
√
G± + a
E · v
(
1 +

2
gˆ
)
∓ δ∇v · (E + v ∧B)
√
G± + a − 1

+
√
G±
2
√
G± + a
∫
R3×S2
qˆ± M∗dv∗dσ +

√
G±
4
√
G± + a
∫
R3×S2
gˆ±∗qˆ
±
 M∗dv∗dσ
+
2
8
√
G± + a
∫
R3×S2
(
qˆ±
)2
M∗dv∗dσ
+
δ
√
G±
2
√
G± + a
∫
R3×S2
qˆ±,∓ M∗dv∗dσ +
δ
√
G±
4
√
G± + a
∫
R3×S2
gˆ∓∗qˆ
±,∓
 M∗dv∗dσ
+
2
8
√
G± + a
∫
R3×S2
(
qˆ±,∓
)2
M∗dv∗dσ
= O(1)L1loc(dtdxdv) +O(δ)L1loc(dtdx;W
−1,1
loc (dv))
.
Compactness of β1(G
±
 ) in (x, v). On the whole, we have established the com-
pactness in velocity of β1(G
±
 ) in (7.32) and a bound on the transport operator
acting on β1(G
±
 ) in (7.33). Therefore, a direct application of Lemma 7.7 yields
that β1(G
±
 ) =
√
G± +a−1
 is locally relatively compact in (x, v) in L
1
loc (dtdxdv).
Combining this result with (7.31), implies that the renormalized fluctuations
gˆ± are relatively compact in (x, v) in L
1
loc (dtdxdv) as well. Moreover, since the
families gˆ± are uniformly bounded in L
∞ (dt;L2 (Mdxdv)), we easily deduce that
the renormalized fluctuations gˆ± are relatively compact in (x, v) in L
p
loc (dtdxdv),
for any 1 ≤ p < 2, in the sense that, for any η > 0 and every compact subset
K ⊂ [0,∞)×R3×R3, there exists γ > 0 such that, if h, l ∈ R3 satisfy |h|+ |l| < γ,
then
sup
>0
∥∥gˆ± (t, x+ h, v + l)− gˆ± (t, x, v)∥∥Lp(K,dtdxdv) < η,
which concludes the proof of the first part of the lemma.
An admissible renormalization β2(G
±
 ). We proceed now to showing that, for
any λ > 0, the families |gˆ± |21{δλ|gˆ± |≤1} are equi-integrable (in all variables t, x
and v), which will also be seen as a consequence of Lemma 7.7.
To this end, we consider now the admissible renormalization
β2(z) =
(√
z + a − 1

)2
γ
(
δλ
(√
z + a − 1

))
,
where γ(z) ∈ C1 (R) is a cutoff satisfying 1[−1,1] ≤ γ(z) ≤ 1[−2,2], for some given
1 < a < 4 (in fact, we will further restrict the range of a so that necessarily a = 2
below) and any small enough λ > 0.
Next, expressing β2(z) = β1(z)
2γ (δλβ1(z)) and using a slight variant of (7.22),
it is readily seen that (7.31) implies that
(7.34)
∣∣∣∣4β2 (G± )− gˆ±2 γ (δλ2 gˆ±
)∣∣∣∣ ≤ C ∣∣2β1 (G± )− gˆ± ∣∣ (∣∣β1 (G± )∣∣+ ∣∣gˆ± ∣∣)
= O
(
a−1 + 
a
2
)
L∞(dt;L1loc(dx;L1(Mdv)))
,
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so that the equi-integrability of β2(G
±
 ) =
(√
G± +a−1

)2
γ
(
δλ
(√
G± +a−1

))
will clearly entail the equi-integrability of |gˆ± |21{δλ|gˆ± |≤1}, for any λ > 0.
Compactness of β2(G
±
 ) in v. Furthermore, note that the velocity compactness
stated in (7.32) implies a corresponding property for β2(G
±
 ). Indeed, using a slight
modification of (7.22) again, we deduce, for any h ∈ R3, that∥∥β2 (G± ) (t, x, v + h)− β2 (G± ) (t, x, v)∥∥L1loc(dtdxdv)
≤ C ∥∥β1 (G± )∥∥L2loc(dtdxdv) ∥∥β1 (G± ) (t, x, v + h)− β1 (G± ) (t, x, v)∥∥L2loc(dtdxdv) .
It then follows from (7.32) that any subsequence of β2(G
±
 ) is locally relatively
compact in v in L1 (dtdxdv) in the sense that, for any η > 0 and every compact
subset K ⊂ [0,∞) × R3 × R3, there exists γ > 0 such that, if h ∈ R3 satisfies
|h| < γ, then
(7.35) sup
>0
∥∥β2(G± )(t, x, v + h)− β2(G± )(t, x, v)∥∥L1(K,dtdxdv) < η.
However, in order to use the above velocity compactness of β2(G
±
 ) in Lemma
7.7, we still need to show that β2(G
±
 ) enjoys an improved integrability with respect
to the velocity variable. To this end, we introduce the following decomposition
β2(G
±
 ) =
1
2
Πgˆ±
√
G± + a − 1

γ
(
δλ
(√
G± + a − 1

))
+
(√
G± + a − 1

− 1
2
gˆ±
) √
G± + a − 1

γ
(
δλ
(√
G± + a − 1

))
+
1
2
(gˆ± −Πgˆ± )
√
G± + a − 1

γ
(
δλ
(√
G± + a − 1

))
.
Since Πgˆ± belongs to L
∞ (dt;L2 (dx;Lp (Mdv))), for any 1 ≤ p <∞, we therefore
get, for any 1 ≤ r < 2,
β2(G
±
 ) ≤ O(1)L1loc(dtdx;Lr(Mdv)) +
C
λδ
∣∣∣∣∣
√
G± + a − 1

− 1
2
gˆ±
∣∣∣∣∣+ Cλδ ∣∣gˆ± −Πgˆ± ∣∣ .
Then, by (7.31) and by the relaxation estimate (5.11), we obtain, provided 2 ≤ a <
4,
β2(G
±
 ) = O(1)L1loc(dtdx;Lr(Mdv))
+O
(

a
2
λδ
)
L1loc(dtdx;L
2(Mdv))
+O
( 
λδ
)
L1loc(dtdx;L
2(Mdv))
= O
(
1
λ
)
L1loc(dtdx;L
r(Mdv))
,
for any 1 ≤ r < 2.
Finally, combining the preceding estimate with the compactness estimate (7.35),
we deduce, for any 1 ≤ r < 2, that β2(G± ) is locally relatively compact in v
in L1 (dtdx;Lr(dv)) in the sense that, for any η > 0 and every compact subset
K ⊂ [0,∞)×R3×R3, there exists γ > 0 such that, if h ∈ R3 satisfies |h| < γ, then
(7.36) sup
>0
∥∥(β2(G± )(t, x, v + h)− β2(G± )(t, x, v))1K(t, x, v)∥∥L1(dtdx;Lr(dv)) < η.
Action of the transport operator on β2(G
±
 ). Thus, using β2(z) to renormalize
the Vlasov-Boltzmann equations in (4.34), decomposing the collision integrands
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according to (5.8) and writing for convenience
Γ(z) = z (2γ(λδz) + λδzγ′(λδz)) ,
so that β′2(z) = β
′
1(z)Γ (β1(z)), we have now that
(∂t + v · ∇x ± δ (E + v ∧B) · ∇v)β2(G± )∓ δE · v
G± Γ (β1(G
±
 ))
2
√
G± + a
=
√
G± Γ (β1(G± ))
2
√
G± + a
∫
R3×S2
√
G±∗qˆ± M∗dv∗dσ
+
2Γ (β1(G
±
 ))
8
√
G± + a
∫
R3×S2
(
qˆ±
)2
M∗dv∗dσ
+
δ
√
G± Γ (β1(G± ))
2
√
G± + a
∫
R3×S2
√
G∓∗qˆ±,∓ M∗dv∗dσ
+
2Γ (β1(G
±
 ))
8
√
G± + a
∫
R3×S2
(
qˆ±,∓
)2
M∗dv∗dσ.
It follows, employing the uniform bounds gˆ± ∈ L∞
(
dt;L2 (Mdxdv)
)
and qˆ± , qˆ
±,∓
 ∈
L2 (MM∗dtdxdvdv∗dσ) from Lemmas 5.2 and 5.3, respectively, and the direct es-
timates ∣∣Γ (β1(G± ))∣∣ ≤ C ∣∣β1 (G± )∣∣ = O (1)L2loc(dtdxdv) ,
Γ
(
β1(G
±
 )
)
= O
(
1
λδ
)
L∞(dtdxdv)
,
∣∣β2(G± )∣∣ ≤ Cλδ ∣∣β1 (G± )∣∣ = O
(
1
λδ
)
L2loc(dtdxdv)
,
that, provided 1 < a ≤ 2,
(7.37)
(∂t+v · ∇x)β2(G± )
= ±δ
√
G± Γ (β1(G± ))
2
√
G± + a
E · v
(
1 +

2
gˆ
)
∓ δ∇v ·
[
(E + v ∧B)β2(G± )
]
+
√
G± Γ (β1(G± ))
2
√
G± + a
∫
R3×S2
qˆ± M∗dv∗dσ
+

√
G± Γ (β1(G± ))
4
√
G± + a
∫
R3×S2
gˆ±∗qˆ
±
 M∗dv∗dσ
+
2Γ (β1(G
±
 ))
8
√
G± + a
∫
R3×S2
(
qˆ±
)2
M∗dv∗dσ
+
δ
√
G± Γ (β1(G± ))
2
√
G± + a
∫
R3×S2
qˆ±,∓ M∗dv∗dσ
+
δ
√
G± Γ (β1(G± ))
4
√
G± + a
∫
R3×S2
gˆ∓∗qˆ
±,∓
 M∗dv∗dσ
+
2Γ (β1(G
±
 ))
8
√
G± + a
∫
R3×S2
(
qˆ±,∓
)2
M∗dv∗dσ
= O
(
1
λ
)
L1loc(dtdx;W
−1,1
loc (dv))
.
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Note here that the critical term in (7.37) preventing a better control on the trans-
port acting on β2(G
±
 ) and, thereby, on the concentrations of |gˆ± |2, is precisely
∓δ∇v · (v ∧B)β2(G± ).
Equi-integrability of β2(G
±
 ) in (t, x, v). On the whole, we have established the
compactness in velocity of β2(G
±
 ) in (7.36) and a bound on the transport operator
acting on β2(G
±
 ) in (7.37). Therefore, further noticing that β2(G
±
 ) is non-negative
and, recalling gˆ±2 ∈ L∞
(
dt;L1 (Mdxdv)
)
and the error estimate (7.34), that the
family
∫
K
β2(G
±
 )dxdv is equi-integrable, for any compact set K ⊂ R3×R3, a direct
application of Lemma 7.7 yields that β2(G
±
 ) =
(√
G± +a−1

)2
γ
(
δλ
(√
G± +a−1

))
is equi-integrable in all variables (t, x, v).
Finally, combining this result with (7.34), implies that the renormalized fluctu-
ations |gˆ± |21{δλ|gˆ± |≤1}, for any λ > 0, are equi-integrable in all variables (t, x, v)
as well, which concludes the proof of the lemma. 
Remark. Note that the estimates for one species (7.26), (7.27) and (7.28),
which were deduced directly from Lemma 7.8, are no longer valid for two species
in the settings of weak or strong interactions considered here.
Notice, however, that the control (5.28) on the very large values of fluctuations
holds in all cases, for it is a mere consequence of the entropy bound only. Thus, on
the one hand, estimate (5.28) implies, for any λ1 > 0 small enough, that∣∣gˆ± ∣∣2 1{λ1|gˆ± |>1} = O( 1|log λ1|
)
L∞(dt;L1(Mdxdv))
,
while, on the other hand, we showed in Lemma 7.10 by controlling the action of
the transport operator on the fluctuations that, for any λ2 > 0,
|gˆ± |21{δλ2|gˆ± |≤1} is equi-integrable (in all variables t, x and v).
In order to establish the equi-integrability of |gˆ± |2, there would therefore only
remain to control the quantity
|gˆ± |21{ 1
δλ2
<|gˆ± |≤ 1λ1
},
by showing that it is equi-integrable or uniformly small in L1loc(dtdxdv) as λ2 → 0.
But nothing seems to imply such a control. At least, we do not know how to prove
it.
The compactness results stated in Lemma 7.10 are valid in both regimes of
weak and strong interspecies interactions. However, it is to be emphasized that the
equi-integrability of |gˆ± |21{δλ|gˆ± |≤1} contained therein definitely becomes a weaker
compactness property as the parameter δ converges slower to zero. In other words,
the more singular the regime, the weaker the compactness. In particular, in the
extreme case of strong interspecies interactions considered in Theorem 4.6, i.e. in
the case δ = 1, the above equi-integrability statement is void, for |gˆ± |21{δλ|gˆ± |≤1}
is then uniformly bounded pointwise by λ−2.
On the other hand, the more singular the regime, the stronger the bounds on
the fluctuations provided by the entropy dissipation. This fact is epitomized by
Lemmas 5.13 and 5.14, where it is apparent that the fluctuations g+ − g− − n
and gˆ+ − gˆ− − nˆ vanish faster as the parameter δ converges slower to zero. From
this perspective, the extreme case of strong interspecies interactions, i.e. the case
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δ = 1, enjoys better convergence properties than other less singular settings. In
particular, employing the electrodynamic continuity equation from (4.34)
∂tn +
1
δ
∇x · j = 0,
it is possible to deduce some strong compactness of n in both t and x when δ = 1.
This fails whenever δ = o(1). This crucial compactness will then allow us to consider
the renormalized convergence of h and hˆ, which is the content of the following
lemma.
Lemma 7.11. Let (f± , E, B) be the sequence of renormalized solutions to the
scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in Theorem
4.6 for strong interspecies interactions, i.e. in the case δ = 1.
Then, as → 0, any subsequence of renormalized fluctuations gˆ± satisfies that
nˆ is relatively compact in L
p
loc (dtdx), for any 1 ≤ p < 2, and that gˆ+ − gˆ− is
relatively compact in Lploc
(
dtdx;L2(Mdv)
)
, for any 1 ≤ p < 2. In particular,
‖gˆ+ − gˆ− ‖L2(Mdv) − |nˆ| → 0 in Lploc (dtdx), for any 1 ≤ p < 2.
Furthermore, let n ∈ L∞(dt;L2(dx)) be a limit point of nˆ and, according to
Lemma 5.14, let H ∈ L1loc
(
dtdx;L1 ((1 + |v|)Mdv)) and Hˆ ∈ L2loc (dtdx;L2(Mdv))
be limit points of h
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
and hˆ
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
, respectively.
Then, there exist h ∈ L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) and hˆ ∈ L1loc (dtdx;L2 (Mdv))
such that
H =
h
1 + |n| and Hˆ =
hˆ
1 + |n| .
Proof. It is readily seen from Lemma 7.10, that the family nˆ is locally rela-
tively compact in x in Lploc(dtdx). Therefore, according to the decomposition (5.5),
so is n in L
1
loc(dtdx).
Furthermore, taking the divergence of Ampe`re’s equation in (4.34) yields the
continuity equation
∂tn + div j = 0,
which, since j is uniformly bounded in L
1
loc(dtdx) by Lemma 5.13, yields some
temporal regularity on n allowing us to establish, invoking a classical compactness
result by Aubin and Lions [8, 50] (see also [71] for a sharp compactness criterion),
that the family n is strongly relatively compact in all variables in L
1
loc (dtdx).
Employing the decomposition (5.5), again, we deduce that nˆ is strongly relatively
compact in all variables in L1loc (dtdx).
Then, by virtue of the uniform bounds on gˆ± from Lemma 5.2, which clearly
imply that nˆ is uniformly bounded in L
∞(dt;L2(dx)), we conclude, by interpola-
tion, that nˆ is strongly relatively compact in all variables in L
p
loc (dtdx), for any
1 ≤ p < 2.
Finally, we decompose
gˆ+ − gˆ− =
(
gˆ+ − gˆ− − nˆ
)
+ nˆ = hˆ + nˆ,
to deduce, using the bound (5.14) on hˆ from Lemma 5.11, that gˆ
+
 − gˆ− is relatively
strongly compact in L1loc
(
dtdx;L2(Mdv)
)
and that∥∥gˆ+ − gˆ− ∥∥L2(Mdv) − |nˆ| → 0 in L1loc (dtdx) .
Then, again, by virtue of the uniform bounds on gˆ± from Lemma 5.2, which clearly
imply that ‖gˆ+ − gˆ− ‖L2(Mdv) is uniformly bounded in L∞(dt;L2(dx)), we conclude,
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by interpolation, that gˆ+ − gˆ− is strongly relatively compact in all variables in
Lploc
(
dtdx;L2(Mdv)
)
and that∥∥gˆ+ − gˆ− ∥∥L2(Mdv) − |nˆ| → 0 in Lploc (dtdx) ,
for any 1 ≤ p < 2.
There only remains to characterize the weak limits of h
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
and
hˆ
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
. To this end, we first assume, up to extraction of subsequences,
that ‖gˆ+ − gˆ− ‖L2(Mdv) converges almost everywhere to |n|. Therefore, by the weak
compactness results from Lemma 5.14 and the Product Limit Theorem (see [9,
Appendix B] and [68, Appendix A]), we obtain that, for every λ > 0,
h
1 + λ
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) =
1 + ‖gˆ+ − gˆ− ‖L2(Mdv)
1 + λ
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) h1 + ∥∥gˆ+ − gˆ− ∥∥L2(Mdv)
⇀
1 + |n|
1 + λ|n|H in w-L
1
loc
(
dtdx; w-L1 ((1 + |v|)Mdv)) ,
and, similarly,
hˆ
1 + λ
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) =
1 + ‖gˆ+ − gˆ− ‖L2(Mdv)
1 + λ
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) hˆ1 + ∥∥gˆ+ − gˆ− ∥∥L2(Mdv)
⇀
1 + |n|
1 + λ|n|Hˆ in w-L
2
loc
(
dtdx; w-L2(Mdv)
)
.
Therefore, for any ϕ(v) ∈ C∞c
(
R3
)
such that |ϕ(v)| ≤ (1 + |v|2), we find∥∥∥∥ 1 + |n|1 + λ|n|Hϕ
∥∥∥∥
L1loc(dtdx;L
1(Mdv))
≤ lim inf
→0
‖h‖L1loc(dtdx;L1((1+|v|2)Mdv)) ,
and ∥∥∥∥ 1 + |n|1 + λ|n|Hˆ
∥∥∥∥
L1loc(dtdx;L
2(Mdv))
≤ lim inf
→0
∥∥∥hˆ∥∥∥
L1loc(dtdx;L
2(Mdv))
,
so that, in view of the bound on h from Lemma 5.13 and the bound on hˆ from
Lemma 5.11 and by the arbitrariness of λ and ϕ, we conclude
(1 + |n|)H ∈ L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
and
(1 + |n|) Hˆ ∈ L1loc
(
dtdx;L2 (Mdv)
)
.
The justification of the lemma is complete. 
CHAPTER 8
Higher order and nonlinear constraint equations
In Chapter 6, using weak compactness methods, we have derived lower order
linear macroscopic constraint equations for one species and for two species in a
weak interactions regime. For the one species case considered in Theorem 4.4,
this is sufficient to obtain all constraint equations contained in the limiting sys-
tem (4.30). As for the two species case considered in Theorems 4.5 and 4.6, the
corresponding limiting systems (4.38) and (4.37), respectively, contain higher order
constraint equations (appearing as singular perturbations of the equations of mo-
tion) and nonlinear constraint equations, namely the (solenoidal) Ohm’s law and
the internal electric energy constraint, which cannot be deduced solely from the
weak compactness bounds established in Chapter 5. We address now these singular
limits employing the strong compactness bounds obtained in Chapter 7.
8.1. Macroscopic constraint equations for two species, weak
interactions
As seen in Section 6.2 (see (6.10) in the proof of Proposition 6.2), it is possible
to derive limiting kinetic equations of the type
(8.1) v · ∇xg± =
∫
R3×S2
q±M∗dv∗dσ,
from (4.34) when δ = o(1).
What we intend to do next is to take advantage of the symmetries of the collision
integrands q± and q±,∓ and of the strong compactness bounds from Chapter 7 to
go one order further and, thus, to derive a singular limit in the regime considered
in Theorem 4.5. This singular limit is precisely the content of Proposition 8.1,
which will eventually yield the solenoidal Ohm’s law and internal electric energy
constraint from (4.38) in Proposition 8.2 below. Of course, since we are considering
renormalized fluctuations, we do not expect that the integrals in v of the right-hand
sides of the Vlasov-Boltzmann equations in (4.34) against collision invariants are
zero, but they should converge to zero as  → 0 provided that we choose some
appropriate renormalization which is sufficiently close to the identity. To estimate
the ensuing conservation defects, we will also need to truncate large velocities.
Note that, even if conservation laws were known to hold for renormalized so-
lutions of (4.34), we would have to introduce similar truncations of large tails and
large velocities in order to control uniformly the flux and acceleration terms.
The main result in this section concerning the derivation of higher order non-
linear constraint equations in the regime considered in Theorem 4.5 is contained in
the following proposition.
Proposition 8.1. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded. In
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accordance with Lemmas 5.1, 5.2 and 5.3, denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) , q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ) ,
and E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families gˆ± and qˆ
±,∓
 defined by (5.3) and (5.6), E
and B, respectively.
Then, one has
(8.2)
±
∫
R3×R3×S2
q±,∓vMM∗dvdv∗dσ = ∇xp¯− (E + u ∧B) ,∫
R3×R3×S2
q±,∓
( |v|2
2
− 5
2
)
MM∗dvdv∗dσ = 0,
where u is the bulk velocity associated with the limiting fluctuations g± and p¯ ∈
L1loc (dtdx) is a pressure.
The proof of Proposition 8.1 is lengthy and contains several steps. Therefore,
for the sake of clarity, it is deferred to Section 8.1.1, below.
As a direct consequence of the previous proposition, we derive in the next result
the solenoidal Ohm’s law and the internal electric energy constraint from (4.38).
Proposition 8.2. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded. In
accordance with Lemmas 5.1, 5.2, 5.13 and 5.14 denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) , h ∈ L1loc (dtdx;L1 ((1 + |v|2)Mdv)) ,
and E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families gˆ± and h defined by (5.3) and (5.29), E and
B, respectively.
Then, one has
j = σ (−∇xp¯+ E + u ∧B) and w = 0,
where u is the bulk velocity associated with the limiting fluctuations g±, j and w
are, respectively, the electric current and the internal electric energy associated with
the limiting fluctuation h, p¯ ∈ L1loc (dtdx) is a pressure and the electric conductivity
σ > 0 is defined by (2.70).
Proof. By Proposition 8.1, we have that
±
∫
R3×R3×S2
q±,∓vMM∗dvdv∗dσ = ∇xp¯− (E + u ∧B) ,∫
R3×R3×S2
q±,∓
( |v|2
2
− 5
2
)
MM∗dvdv∗dσ = 0.
Then, further incorporating identity (6.11) from Proposition 6.3 into the above
relations yields that
E + u ∧B − 1
2
∫
R3
j · L (v) vMdv − 1
2
∫
R3
wL
( |v|2
2
)
vMdv = ∇xp¯,∫
R3
j · L (v)
( |v|2
2
− 5
2
)
Mdv +
∫
R3
wL
( |v|2
2
)( |v|2
2
− 5
2
)
Mdv = 0.
Finally, since, by symmetry considerations,
∫
R3 L (v)
(
|v|2
2 − 52
)
Mdv =
∫
R3 L
(
|v|2
2
)
vMdv =
0 and
∫
R3 L (vi) vjMdv = 0, if i 6= j, we compute that
E + u ∧B − 1
σ
j = ∇xp¯ and 1
λ
w = 0,
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where σ > 0 and λ > 0 are defined in (2.70) and (2.71), respectively, which con-
cludes the proof of the proposition. 
8.1.1. Proof of Proposition 8.1. Here, we analyze the equations (4.36),
which have to be renormalized, at a higher order. This becomes more complicated
than the previous asymptotic analysis of (6.9) in the proof of Proposition 6.2,
because we do not have enough strong compactness to take limits in the nonlinear
terms
± (v ∧B) · ∇v
√
G± + a − 1

,
therein. More precisely, we are not able to control the concentrations of |gˆ± |2 (see
Lemma 7.10).
We will therefore consider a stronger renormalization of the equation for the
fluctuations of density and exploit the equi-integrability from Lemma 7.10, however
weak it may be.
8.1.1.1. An admissible renormalization. We introduce the admissible renormal-
ization Γλ(z) defined by
Γλ(z)− 1 = (z − 1)γ
(
λδ
z − 1

)
,
where δ ≤ λ ≤ 1 is small and γ ∈ C1 (R) satisfies that
1[−1,1](z) ≤ γ(z) ≤ 1[−2,2](z), for all z ∈ R.
Without distinguishing, for simplicity, the notation for cations and anions, we
denote γλ for γ (λδg
±
 ) and γˆ
λ
 for Γ
′
λ (G
±
 ). Thus, renormalizing the Vlasov-
Boltzmann equation from (4.34) with respect to Γλ(z) yields(

δ
∂t +
1
δ
v · ∇x ± (E + v ∧B) · ∇v
)
g± γ
λ
 ∓ E · vG± γˆλ
=
1
δ2
γˆλ Q
(
G± , G
±

)
+
δ
2
γˆλ Q
(
G± , G
∓

)
.
Notice here that there are two singular terms in the equations above, namely
1
δ v · ∇xg± γλ and the first term in the right-hand side (as shown below, the second
term in the right-hand side is not singular). Therefore, in order to annihilate
asymptotically these singular expressions, we integrate now the above equations
against ϕ(v)χ
(
|v|2
Kδ
)
Mdv, with Kδ = K |log δ|, for some large K > 0 to be fixed
later on, for any collision invariant ϕ(v) and some smooth compactly supported
truncation χ ∈ C∞c ([0,∞)) satisfying 1[0,1] ≤ χ ≤ 1[0,2], which leads to
(8.3)

δ
∂t
∫
R3
g± γ
λ
 ϕχ
( |v|2
Kδ
)
Mdv +
1
δ
∇x ·
∫
R3
g± γ
λ
 ϕχ
( |v|2
Kδ
)
vMdv
∓
∫
R3
g± γ
λ
 (E + v ∧B) · ∇v
(
ϕχ
( |v|2
Kδ
)
M
)
dv
∓ E ·
∫
R3
(
1 + g±
)
γˆλ ϕχ
( |v|2
Kδ
)
vMdv
=
1
δ2
∫
R3
γˆλ Q
(
G± , G
±

)
ϕχ
( |v|2
Kδ
)
Mdv
+
δ
2
∫
R3
γˆλ Q
(
G± , G
∓

)
ϕχ
( |v|2
Kδ
)
Mdv.
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8.1.1.2. Convergence of collision integrals. Let us focus on the right-hand side
of (8.3) first. One has
(8.4)
δ
2
∫
R3
γˆλ Q
(
G± , G
∓

)
ϕχ
( |v|2
Kδ
)
Mdv
=
∫
R3×R3×S2
γˆλ
√
G± G∓∗qˆ±,∓ ϕχ
( |v|2
Kδ
)
MM∗dvdv∗dσ
+
2
4δ
∫
R3×R3×S2
γˆλ
(
qˆ±,∓
)2
ϕχ
( |v|2
Kδ
)
MM∗dvdv∗dσ.
Since δ vanishes, ϕχ
(
|v|2
Kδ
)
is bounded pointwise by a constant multiple of |log δ|
and the collision integrands qˆ±,∓ are uniformly bounded in L
2 (MM∗dtdxdvdv∗dσ),
according to Lemma 5.3, we find that the second term from the right-hand side of
(8.4) vanishes in L1 (dtdx). Further utilizing that, thanks to Lemma 5.2,
√
G± = 1 +O()L2loc(dt;L2(Mdxdv)),√
G±∗ = 1 +O()L2loc(dt;L2(M∗dxdv∗)),
and that γˆλ
√
G± is uniformly bounded pointwise, it is readily seen that the weak
limit of the first term of the right-hand side of (8.4) coincides with the weak limit
of
∫
R3×R3×S2
γˆλ qˆ
±,∓
 ϕχ
( |v|2
Kδ
)
MM∗dvdv∗dσ,
which, since γˆλ ϕχ
(
|v|2
K
)
is dominated by |ϕ| and converges almost everywhere to
ϕ, is easily shown to converge weakly in L2(dtdx) towards
∫
R3×R3×S2
q±,∓ϕMM∗dvdv∗dσ.
Thus, so far, we have established that the second term in the right-hand side of
(8.3) satisfies
(8.5)
δ
2
∫
R3
γˆλ Q
(
G± , G
∓

)
ϕχ
( |v|2
Kδ
)
Mdv ⇀
∫
R3×R3×S2
q±,∓ϕMM∗dvdv∗dσ
in L1loc (dtdx) .
The first term of the right-hand side of (8.3) is more singular and, therefore,
harder to control. One has, in this case, taking advantage of collisional symmetries,
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that
(8.6)
1
δ2
∫
R3
γˆλ Q
(
G± , G
±

)
ϕχ
( |v|2
Kδ
)
Mdv
=
2
4δ
∫
R3×R3×S2
γˆλ ϕχ
( |v|2
Kδ
)(
qˆ±
)2
MM∗dvdv∗dσ
− 1
δ
∫
R3×R3×S2
γˆλ ϕ
(
1− χ
( |v|2
Kδ
))
qˆ±
√
G± G±∗MM∗dvdv∗dσ
+
1
δ
∫
R3×R3×S2
γˆλ
(
1− γˆλ∗
)
ϕqˆ±
√
G± G±∗MM∗dvdv∗dσ
+
1
δ
∫
R3×R3×S2
γˆλ γˆ
λ
∗
(
1− γˆλ′ γˆλ′∗
)
ϕqˆ±
√
G± G±∗MM∗dvdv∗dσ
− 
2
4δ
∫
R3×R3×S2
γˆλ γˆ
λ
∗γˆ
λ′
 γˆ
λ′
∗ϕ
(
qˆ±
)2
MM∗dvdv∗dσ
def
= D1 (ϕ) +D
2
 (ϕ) +D
3
 (ϕ) +D
4
 (ϕ) +D
5
 (ϕ),
where we have used that ϕ is a collision invariant to symmetrize the last term.
Now, we control each term Di(ϕ), i = 1, . . . , 5, separately.
• The vanishing of the first term D1 (ϕ), for any function ϕ(v) growing at most
quadratically at infinity, easily follows, using Lemma 5.3, from the estimate
(8.7)
∥∥D1 (ϕ)∥∥L1(dtdx) ≤ 24δ ∥∥qˆ± ∥∥2L2(MM∗dtdxdvdv∗dσ) ∥∥γˆλ ∥∥L∞
∥∥∥∥χ( |v|2Kδ
)
ϕ
∥∥∥∥
L∞
≤ C 
2
δ
Kδ = CK
2
δ
| log δ|.
• The second term D2 (ϕ) is controlled by the following estimate on the tails of
Gaussian distributions : for any p ∈ R, as R→∞,
(8.8)
∫
{|v|2>R}
|v|pM(v)dv ∼
√
2
pi
R
p+1
2 e−
R
2 ,
in the sense that the quotient of both sides converges to 1 as R → ∞, which is
easily established by applying Bernoulli-l’Hospital’s rule.
We have indeed∣∣D2 (ϕ)∣∣
≤ 1
δ
∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ ϕ1{|v|2≥Kδ}√G± G±∗∥∥∥L2(MM∗dvdv∗dσ)
≤ C
δ
∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ√G± ∥∥∥L∞ ∥∥∥√G± ∥∥∥L2(Mdv) ∥∥1{|v|2≥Kδ}ϕ∥∥L2(Mdv) .
Thus, using the bound from Lemma 5.3, the pointwise boundedness of Γ′λ(z)
√
z and
the Gaussian decay estimate (8.8), we get, for all ϕ(v) growing at most quadratically
at infinity,
(8.9) D2 (ϕ) = O
(
δ
K
4 −1 |log δ| 54
)
L1loc(dtdx)
,
which tends to zero as soon as K > 4.
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• The last term D5 (ϕ) is mastered using the same tools. For high energies, i.e.
when |v|2 ≥ K| log δ|, we obtain
D5> (ϕ)
def
=
2
4δ
∫
R3×R3×S2
γˆλ γˆ
λ
∗γˆ
λ′
 γˆ
λ′
∗ϕ1{|v|2≥Kδ}
(
qˆ±
)2
MM∗dvdv∗dσ
≤ 1
δ
∥∥∥γˆλ√G± ∥∥∥2
L∞
∥∥γˆλ ∥∥2L∞ ∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥ϕ1{|v|2≥Kδ}∥∥L2(MM∗dvdv∗dσ) ,
so that, using the estimate (8.8) on the tails of Gaussian distributions and the
bound on qˆ± from Lemma 5.3,
(8.10) D5> (ϕ) = O
(
δ
K
4 −1 |log δ| 54
)
L2(dtdx)
,
which tends to zero as soon as K > 4.
For moderate energies, i.e. when |v|2 < K| log δ|, we easily find
D5< (ϕ)
def
=
2
4δ
∫
R3×R3×S2
γˆλ γˆ
λ
∗γˆ
λ′
 γˆ
λ′
∗ϕ1{|v|2<Kδ}
(
qˆ±
)2
MM∗dvdv∗dσ
≤ CK 
2
δ
|log δ|∥∥qˆ± ∥∥2L2(MM∗dvdv∗dσ) ,
so that the entropy dissipation bound from Lemma 5.3 provides
(8.11) D5< (ϕ) = O
(
2
δ
|log δ|
)
L1(dtdx)
.
• The handling of D3 (ϕ) accounts for the introduction of the small parameter λ.
First, one has, by the Cauchy-Schwarz inequality,∣∣D3 (ϕ)∣∣
≤ 1
δ
∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ (1− γˆλ∗)ϕ√G± G±∗∥∥∥L2(MM∗dvdv∗dσ)
≤ C ∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ√G± ∥∥∥L∞
∥∥∥∥1δ (1− γˆλ )√G±
∥∥∥∥
L2(Mdv)
‖ϕ‖L2(Mdv)
≤ C ∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ√G± ∥∥∥L∞
∥∥∥∥1δ (1− γˆλ )
∥∥∥∥
L2(Mdv)
‖ϕ‖L2(Mdv)
+ C

δ
∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ√G± ∥∥∥L∞ ∥∥gˆ± ∥∥L2(Mdv) ‖ϕ‖L2(Mdv) .
Moreover, in view of the hypotheses on γ(z), the support of Γ′λ(z)−1 = γ
(
λδ z−1
)−
1 + λδ z−1 γ
′ (λδ z−1 ) is clearly restricted to λδ |z−1| ∈ [1,∞), so that, employing
the decomposition (5.5),
(8.12)
1
δ
∣∣1− γˆλ ∣∣ = 1δ ∣∣1− γˆλ ∣∣1{|gˆ± |≤1} + 1δ ∣∣1− γˆλ ∣∣1{|gˆ± |>1}
≤ λ ∣∣1− γˆλ ∣∣ ∣∣g± ∣∣1{|gˆ± |≤1} + δ ∣∣1− γˆλ ∣∣ ∣∣gˆ± ∣∣1{|gˆ± |>1}
≤ Cλ
∣∣∣gˆ± + 4 gˆ±2 ∣∣∣1{|gˆ± |≤1} + C δ ∣∣gˆ± ∣∣
≤ C
(
λ+

δ
) ∣∣gˆ± ∣∣ .
Therefore, thanks to the bound on qˆ from Lemma 5.3, we infer∥∥D3 (ϕ)∥∥L1loc(dtdx) ≤ C (λ+ δ)∥∥gˆ± ∥∥L2loc(dtdx;L2(Mdv)) .
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Thus, we conclude that
(8.13)
∥∥D3 (ϕ)∥∥L1loc(dtdx) ≤ Cλ.
• A similar argument provides the convergence of the remaining term D4 (ϕ). Thus,
one has by the Cauchy-Schwarz inequality, for any 2 < p <∞,∣∣D4 (ϕ)∣∣
≤ 1
δ
∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ γˆλ∗ (1− γˆλ′ γˆλ′∗)ϕ√G± G±∗∥∥∥L2(MM∗dvdv∗dσ)
≤ C ∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥∥γˆλ√G± ∥∥∥2L∞
∥∥∥∥1δ (1− γˆλ′ γˆλ′∗)ϕ
∥∥∥∥
L2(MM∗dvdv∗dσ)
≤ Cp
∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ)
∥∥∥∥1δ (1− γˆλ )
∥∥∥∥
Lp(Mdv)
.
Therefore, thanks to the bound on qˆ± from Lemma 5.3, we infer, for any 2 < p <∞,∥∥D4 (ϕ)∥∥L1loc(dtdx) ≤ C
∥∥∥∥1δ (1− γˆλ )
∥∥∥∥
L2loc(dtdx;L
p(Mdv))
.
Next, using estimate (5.11) from Lemma 5.10 and the bound (8.12), we find
that
1
δ2
∣∣1− γˆλ ∣∣2
≤ C
(
λ+

δ
) ∣∣gˆ± ∣∣ 1δ ∣∣1− γˆλ ∣∣
≤ C
(
λ+

δ
) (∣∣Πgˆ± ∣∣+ ∣∣gˆ± −Πgˆ± ∣∣) 1δ ∣∣1− γˆλ ∣∣
≤ C
(
λ+

δ
)2 ∣∣Πgˆ± ∣∣ ∣∣gˆ± ∣∣+ C (λ+ δ) 1δ ∣∣gˆ± −Πgˆ± ∣∣
≤ O
((
λ+

δ
)2)
L1loc(dtdx;L
r(Mdv))
+O
((
λ+

δ
) 
δ
)
L1loc(dtdx;L
2(Mdv))
,
for any 1 ≤ r < 2.
Then, we end up with
(8.14)
∥∥D4 (ϕ)∥∥L1loc(dtdx) ≤ Cλ.
Finally, incorporating (8.7),(8.9), (8.10), (8.11), (8.13) and (8.14) into (8.6), we
have shown that the first term in the right-hand side of (8.3) is uniformly bounded
in L1loc(dtdx) and satisfies, for any λ > 0,
(8.15) lim sup
→0
∥∥∥∥ 1δ2
∫
R3
γˆλ Q
(
G± , G
±

)
ϕχ
( |v|2
Kδ
)
Mdv
∥∥∥∥
L1loc(dtdx)
≤ Cλ.
In particular, combining (8.5) and (8.15), it follows from the Banach-Alaoglu
theorem, up to further extraction of subsequences, that the right-hand side of (8.3)
converges in the weak-∗ topology of Radon measures Mloc
(
[0,∞)× R3) towards
(8.16)
∫
R3×R3×S2
q±,∓ϕMM∗dvdv∗dσ +Qλ(ϕ),
where the Radon measure Qλ(ϕ) ∈Mloc
(
[0,∞)× R3) satisfies the control
(8.17)
∥∥Qλ(ϕ)∥∥Mloc([0,∞)×R3) ≤ Cλ.
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8.1.1.3. Decomposition of flux terms. Next, we treat the convergence in (8.3)
of the flux terms
1
δ
∇x ·
∫
R3
g± γ
λ
 ϕχ
( |v|2
Kδ
)
vMdv.
To this end, we use the decomposition (5.5) to write
g± = gˆ
±
 +

4
(
gˆ±
)2
= Πgˆ± +
(
gˆ± −Πgˆ±
)
+

4
(
gˆ±
)2
,
where Π is the orthogonal projection on KerL in L2 (Mdv), which yields the de-
composition of flux terms
(8.18)
1
δ
∇x ·
∫
R3
g± γ
λ
 ϕχ
( |v|2
Kδ
)
vMdv =

4δ
∇x ·
∫
R3
(
gˆ±
)2
γλ ϕχ
( |v|2
Kδ
)
vMdv
+
1
δ
∇x ·
∫
R3
(
gˆ± −Πgˆ±
)
γλ ϕχ
( |v|2
Kδ
)
vMdv
+
1
δ
∇x ·
∫
R3
Πgˆ± ϕ
(
χ
( |v|2
Kδ
)
γλ − 1
)
vMdv
+
1
δ
∇x ·
∫
R3
Πgˆ± ϕvMdv
def
= F 1 (ϕ) + F
2
 (ϕ) + F
3
 (ϕ) + F
4
 (ϕ).
Then, from the condition on the support of γ and since |gˆ± | =
∣∣∣ g±
1+ 4 gˆ
±

∣∣∣ ≤ 2 |g± |,
we deduce that, on the support of γλ ,∣∣gˆ± ∣∣ ≤ 2 ∣∣g± ∣∣ ≤ 4λδ ≤ 4 .
Therefore, by Lemma 5.12, for any 1 ≤ p < 2, we have that (gˆ± )2 γλ is uniformly
bounded in L1loc (dtdx;L
p(Mdv)). Hence, we conclude that
(8.19) ‖F 1 (ϕ)‖W−1,1loc (dtdx) ≤ C

δ
‖(gˆ± )2γλ ‖L1loc(dtdx;Lp(Mdv))‖vϕ‖Lp′ (Mdv) ≤ C

δ
.
Moreover, by (5.11), we easily get
(8.20)
‖F 2 (ϕ)‖W−1,1loc (dtdx) ≤
C
δ
‖gˆ± −Πgˆ± ‖L1loc(dtdx;L2(Mdv))‖γ‖∞‖vϕ‖L2(Mdv) ≤ C

δ
,
which handles the second term.
Further note that, by definition of the projection Π, we have, for any 2 < p <∞,
‖Πgˆ± ‖L∞(dt;L2(dx;Lp(Mdv))) ≤ Cp‖gˆ± ‖L∞(dt;L2(Mdxdv)),
whence
‖F 3 (ϕ)‖W−1,1loc (dtdx)
≤ Cp‖gˆ± ‖L∞(dt;L2(Mdxdv))
∥∥∥∥1− γλδ
∥∥∥∥
L2loc(dtdx;L
2(Mdv))
‖vϕ‖Lq(Mdv)
+ C
1
δ
‖gˆ± ‖L∞(dt;L2(Mdxdv))
∥∥∥∥vϕ(1− χ( |v|2Kδ
))∥∥∥∥
L2(Mdv)
,
with 1q =
1
2 − 1p . Then, using estimate (8.12) (with γλ instead of γˆλ ) and the
control of Gaussian tails (8.8) to respectively bound the first and second terms in
the right-hand side above, we infer that
‖F 3 (ϕ)‖W−1,1loc (dtdx) ≤ Cλ+ Cδ
K
4 −1| log δ| 74 ,
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which is small provided that K > 4. Therefore, up to further extraction of subse-
quences, we deduce that
(8.21) F 3 (ϕ) ⇀ ∇x ·Rλ(ϕ) in the sense of distributions,
where the Radon measure Rλ(ϕ) ∈Mloc
(
[0,∞)× R3) satisfies the control
(8.22)
∥∥Rλ(ϕ)∥∥Mloc([0,∞)×R3) ≤ Cλ.
The form of the last remaining flux term F 4 (ϕ) depends on the collision invari-
ant ϕ :
• If ϕ(v) = v, we get, using that φ(v) = v ⊗ v − |v|23 Id is orthogonal to the
collision invariants,
(8.23)
F 4 (ϕ) =
1
δ
∇x ·
∫
R3
Πgˆ± v ⊗ vMdv
=
1
3δ
∇x
∫
R3
Πgˆ± |v|2Mdv
=
1
δ
∇x
(
ρˆ± + θˆ
±

)
,
where ρˆ± and θˆ
±
 denote the densities and temperatures respectively as-
sociated with the renormalized fluctuations gˆ± . Thus, this term takes the
form of a gradient and will therefore vanish upon integrating it against
divergence free vector fields as required by the theory of weak solutions of
Leray.
• If ϕ(v) = |v|22 − 52 , we obtain
(8.24) F 4 (ϕ) =
1
δ
∇x ·
∫
R3
Πgˆ±
( |v|2
2
− 5
2
)
vMdv = 0,
for ψ(v) =
(
|v|2
2 − 52
)
v is orthogonal to the collision invariants.
Thus, on the whole incorporating (8.19), (8.20), (8.21), (8.23) and (8.24) into
(8.18), we conclude that the flux terms satisfy the following convergences in the
sense of distributions :
(8.25)
P
(
1
δ
∇x ·
∫
R3
g± γ
λ
 χ
( |v|2
Kδ
)
v ⊗ vMdv
)
⇀ P
(∇x ·Rλ(v)) ,
1
δ
∇x ·
∫
R3
g± γ
λ
 χ
( |v|2
Kδ
)( |v|2
2
− 5
2
)
vMdv ⇀ ∇x ·Rλ
( |v|2
2
− 5
2
)
,
where P denotes the Leray projector onto solenoidal vector fields.
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8.1.1.4. Decomposition of acceleration terms. It only remains to deal with the
terms involving the electromagnetic field in (8.3), which we decompose as
(8.26)∫
R3
g± γ
λ
 (E + v ∧B) · ∇v
(
ϕχ
( |v|2
Kδ
)
M
)
dv
+ E ·
∫
R3
(
1 + g±
)
γˆλ ϕχ
( |v|2
Kδ
)
vMdv
=
[
E ·
∫
R3
g± γ
λ
∇v
(
ϕχ
( |v|2
Kδ
)
M
)
dv + E ·
∫
R3
g± γˆ
λ
 ϕχ
( |v|2
Kδ
)
vMdv
]
+
[
E ·
∫
R3
ϕvMdv + E ·
∫
R3
(
χ
( |v|2
Kδ
)
γˆλ − 1
)
ϕvMdv
]
−
[
B ·
∫
R3
g± γ
λ
 v ∧∇vϕMdv +B ·
∫
R3
g± γ
λ
 v ∧ (∇vϕ)
(
χ
( |v|2
Kδ
)
− 1
)
Mdv
]
def
= A1(ϕ) +A
2
(ϕ)−A3(ϕ).
From the condition on the support of γ and since |gˆ± | =
∣∣∣ g±
1+ 4 gˆ
±

∣∣∣ ≤ 2 |g± |, we
clearly have that
(8.27)
‖A1(ϕ)‖L∞(dt;L1(dx))
≤ C‖E‖L∞(dt;L2(dx))
∥∥∥g± 1{|λδg± |≤2}∥∥∥L∞(dt;L2(Mdxdv))
∥∥∥∥ϕχ( |v|2Kδ
)
v
∥∥∥∥
H1(Mdv)
≤ C
∥∥∥(gˆ± + 4 gˆ±2 )1{|λδgˆ± |≤4}∥∥∥L∞(dt;L2(Mdxdv)) ≤ C∥∥gˆ± ∥∥L∞(dt;L2(Mdxdv)) ,
which handles the first acceleration term.
Then, in order to deal with the second acceleration term, we estimate first,
using (8.12) and the control of Gaussian tails (8.8), that
∥∥∥∥∫
R3
(
χ
( |v|2
Kδ
)
γˆλ − 1
)
ϕvMdv
∥∥∥∥
L2loc(dtdx)
≤
∥∥∥∥∫
R3
(
γˆλ − 1
)
ϕvMdv
∥∥∥∥
L2loc(dtdx)
+
∥∥∥∥∫
R3
(
χ
( |v|2
Kδ
)
− 1
)
ϕvMdv
∥∥∥∥
L2loc(dtdx)
≤ Cλδ ∥∥gˆ± ∥∥L2loc(dtdx;L2(Mdv)) + CδK2 | log δ|2,
whence, as → 0,
(8.28) A2(ϕ)
∗
⇀ E ·
∫
R3
ϕvMdv in L∞
(
dt;L2(dx)
)
.
As for the remaining term A3(ϕ), note first, using (8.8) again, that∥∥∥∥B · ∫
R3
g± γ
λ
 v ∧ (∇vϕ)
(
χ
( |v|2
Kδ
)
− 1
)
Mdv
∥∥∥∥
L∞(dt;L2(dx))
≤ C
λδ
‖B‖L∞(dt;L2(dx))
∫
R3
(
χ
( |v|2
Kδ
)
− 1
)
|v|2Mdv ≤ C
λ
δ
K
2 −1| log δ| 32 ,
8.1. MACROSCOPIC CONSTRAINT EQUATIONS FOR TWO SPECIES. . . 191
which is small as soon as K > 2. Moreover, in view of (5.5), we find∥∥∥∥B · ∫
R3
(
g± − gˆ±
)
γλ v ∧∇vϕMdv
∥∥∥∥
L1loc(dtdx)
=
∥∥∥∥B · ∫
R3

4
gˆ±2 γ
λ
 v ∧∇vϕMdv
∥∥∥∥
L1loc(dtdx)
≤ C 
λδ
‖B‖L2loc(dtdx)
∥∥gˆ± ∥∥L2loc(dtdx;L2(Mdv)) ,
so that, on the whole, the weak limit of A3(ϕ) will coincide with the weak limit of
B ·
∫
R3
gˆ± γ
λ
 v ∧∇vϕMdv.
In order to take the weak limit of the preceding term, notice, in view of Lemma
7.10 through a straighforward application of the mean value theorem to the function
zγ
(
λδ
(
z + 4z
2
))
, that gˆ± γ
λ
 = gˆ
±
 γ
(
λδ
(
gˆ± +

4 gˆ
±2

))
is locally relatively compact
in (x, v) in Lp(dtdxdv), for any 1 ≤ p < 2. In fact, Lemma 7.10 further implies that∣∣gˆ± γλ ∣∣2 ≤ |gˆ± |2 1{λδ|gˆ± |≤4} is equi-integrable. Therefore, we conclude that gˆ± γλ
is locally relatively compact in (x, v) in L2(dtdxdv). In particular, for any fixed
λ > 0, it is possible to approximate gˆ± γ
λ
 , uniformly in  > 0, in L
2
loc(dtdxdv) by
its regularized version
(
gˆ± γ
λ

) ∗x,v χa, where a > 0 and χa(x, v) = 1a6χ (xa , va) is an
approximate identity, with χ ∈ C∞c
(
R3 × R3) such that ∫R3×R3 χ(x, v)dxdv = 1.
We use now compensated compactness in the following form. From the Faraday
equation in (4.34), we deduce that
∂tB ∈ L∞
(
dt;H−1(dx)
)
,
so that B enjoys some strong compactness with respect to the time variable. We
then deduce, up to extraction of subsequences, that
B
(
gˆ± γ
λ

) ∗x,v χa ⇀ Bg± ∗x,v χa,
where g± is the weak limit of gˆ± γ
λ
 , which coincides with the weak limits of gˆ
±
 and
g± (note that γ
λ
 → 1 almost everywhere). Incidentally, by the uniformity of the
approximation of gˆ± γ
λ
 by
(
gˆ± γ
λ

) ∗x,v χa in L2loc(dtdxdv), we infer that
Bgˆ
±
 γ
λ
 ⇀ Bg
±,
in L1loc(dtdxdv), whence
(8.29) A3(ϕ) ⇀ B ·
∫
R3
g±v ∧∇vϕMdv in L1loc(dtdx).
Thus, incorporating (8.27), (8.28) and (8.29) into (8.26), we finally conclude
that
(8.30)
∫
R3
g± γ
λ
 (E + v ∧B) · ∇v
(
ϕχ
( |v|2
Kδ
)
M
)
dv
+ E ·
∫
R3
(
1 + g±
)
γˆλ ϕχ
( |v|2
Kδ
)
vMdv
⇀ E ·
∫
R3
ϕvMdv −B ·
∫
R3
g±v ∧∇vϕMdv,
in L1loc(dtdx).
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8.1.1.5. Convergence. We are now in a position to pass to the limit in (8.3). To
this end, note first that, since δ → 0 and g± is uniformly bounded in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv))
by Lemma 5.1, the density term

δ
∂t
∫
R3
g± γ
λ
 ϕχ
( |v|2
Kδ
)
Mdv,
vanishes as  → 0 and thus brings no contribution to the weak limit. Therefore,
according to the weak limits of conservation defects (8.16), flux terms (8.25) and
acceleration terms (8.30), we conclude, letting → 0 in (8.3) in the sense of distri-
butions for the collision invariants ϕ = v and ϕ = |v|
2
2 − 52 , that
P
(∇x ·Rλ(v)∓ (E + u ∧B) )
= P
(∫
R3×R3×S2
q±,∓vMM∗dvdv∗dσ +Qλ(v)
)
,
∇x ·Rλ
( |v|2
2
− 5
2
)
=
∫
R3×R3×S2
q±,∓
( |v|2
2
− 5
2
)
MM∗dvdv∗dσ +Qλ
( |v|2
2
− 5
2
)
,
where u denotes the bulk velocity associated with the limiting fluctuations g± (recall
that, according to Lemmas 5.10 and 5.11, g+ and g− are infinitesimal Maxwellians
which differ only by their densities).
Next, in view of the bounds (8.17) and (8.22) on the Radon measures Qλ and
Rλ, respectively, we deduce, by the arbitrariness of λ > 0, that
P
(
E + u ∧B ±
∫
R3×R3×S2
q±,∓vMM∗dvdv∗dσ
)
= 0,∫
R3×R3×S2
q±,∓
( |v|2
2
− 5
2
)
MM∗dvdv∗dσ = 0,
which concludes the proof of Proposition 8.1. 
8.2. Macroscopic constraint equations for two species, strong
interactions
We move on now to the regime of strong interspecies interactions considered
in Theorem 4.6. In this setting, the derivation of even the simplest macroscopic
constraint equations (such as the incompressibility and Boussinesq contraints) in-
volves the handling of nonlinear terms. Indeed, the limiting kinetic equation (8.1)
for weak interspecies interactions (obtained in Chapter 6 with weak compactness
methods) corresponds now, for strong interspecies interactions, to the nonlinear
equation
(v · ∇x ± (v ∧B) · ∇v)g± ∓ E · v =
∫
R3×S2
(
q± + q±,∓
)
M∗dv∗dσ,
which is obtained in the proof of Proposition 8.3, below (see (8.37)), and requires
the compactness properties established in Chapter 7.
The next result fully characterizes the limiting kinetic equations in the regime
of strong interactions.
Proposition 8.3. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.6 for strong interspecies interactions, i.e. δ = 1. In accordance with
Lemmas 5.1, 5.2 and 5.3, denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) and q±, q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ)
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any joint limit points of the families gˆ± , qˆ
±
 and qˆ
±,∓
 defined by (5.3) and (5.6),
respectively, and by
E,B ∈ L∞ (dt;L2 (dx))
any joint limit points of the families E and B, respectively.
Then, one has
(8.31)
1
2
∫
R3×S2
(
q+ + q− + q+,− + q−,+
)
M∗dv∗dσ = φ : ∇xu+ ψ · ∇xθ,
and
(8.32)
1
2
∫
R3×S2
(
q+ − q− + q+,− − q−,+)M∗dv∗dσ
=
(
1
2
∇x(ρ+ − ρ−)− (E + u ∧B)
)
· v,
where ρ±, u and θ are, respectively, the densities, bulk velocity and temperature
associated with the limiting fluctuations g±, and φ and ψ are the kinetic fluxes
defined by (2.12). Furthermore, ρ±, u and θ satisfy the following constraints
(8.33) div u = 0, ∇x
(
ρ+ + ρ−
2
+ θ
)
= 0.
In particular, the strong Boussinesq relation ρ
++ρ−
2 + θ = 0 holds.
Proof. The case δ = 1 is more complicated because we do not have enough
strong compactness to take limits in the nonlinear terms
± (v ∧B) · ∇v
√
G± + a − 1

.
More precisely, we are not able to control the concentrations of |gˆ± |2 (see Lemma
7.10).
The idea is therefore to consider a stronger renormalization of the equation for
the fluctuations of density. To this end, we introduce the admissible renormalization
Γλ(z) defined by
Γλ(z)− 1 = (z − 1)γ
(
λ
z − 1

)
,
where λ > 0 is small and γ ∈ C1 (R) satisfies that
1[−1,1](z) ≤ γ(z) ≤ 1[−2,2](z), for all z ∈ R.
Without distinguishing, for simplicity, the notation for cations and anions, we de-
note γλ for γ (λg
±
 ) and γˆ
λ
 for Γ
′
λ (G
±
 ). Thus, renormalizing the Vlasov-Boltzmann
equation from (4.34) with respect to Γλ(z) yields
(8.34)
(∂t + v · ∇x ± (E + v ∧B) · ∇v)g± γλ ∓ E · vG± γˆλ
= γˆλ
√
G±
∫
R3×S2
√
G±∗qˆ± M∗dv∗dσ +
2
4
γˆλ
∫
R3×S2
(
qˆ±
)2
M∗dv∗dσ
+ γˆλ
√
G±
∫
R3×S2
√
G∓∗qˆ±,∓ M∗dv∗dσ +
2
4
γˆλ
∫
R3×S2
(
qˆ±,∓
)2
M∗dv∗dσ.
Next, employing a strategy similar to the proof of Proposition 6.1, in particular,
since γˆλ
√
G± is uniformly bounded pointwise, utilizing that, thanks to Lemma 5.2,√
G± = 1 +O()L2loc(dt;L2(Mdxdv)),√
G±∗ = 1 +O()L2loc(dt;L2(M∗dxdv∗)),
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and that, thanks to Lemma 5.3, the collision integrands qˆ± and qˆ
±,∓
 are uniformly
bounded in L2 (MM∗dtdxdvdv∗dσ), we see that the weak limit of the right-hand
side of (8.34) coincides with the weak limit of∫
R3×S2
(
qˆ± + qˆ
±,∓

)
M∗dv∗dσ +Qλ ,
where we denote the remainder
Qλ =
[
γˆλ − 1
] ∫
R3×S2
(
qˆ± + qˆ
±,∓

)
M∗dv∗dσ.
Then, since |Γ′λ(z)− 1| ≤ Cr
∣∣λ z−1 ∣∣ 1r , for any given 1 ≤ r ≤ ∞ and for every
z ≥ 0, it holds that, employing the uniform bounds from Lemmas 5.1 and 5.3, for
any 2 ≤ r ≤ ∞,∣∣Qλ ∣∣ ≤ Cλ 1r ∣∣g± ∣∣ 1r ∫
R3×S2
(
qˆ± + qˆ
±,∓

)
M∗dv∗dσ
≤ Cλ 1r ∣∣g± ∣∣ 1r (∫
R3×S2
(
qˆ± + qˆ
±,∓

)2
M∗dv∗dσ
) 1
2
= O
(
λ
1
r
)
L
2r
2+r
loc (dtdxdv)
.
Moreover, when r = 2, it is readily seen, in view of the weak relative compact-
ness of g± in L
1
loc(dtdxdv) established in Lemma 5.1 and employing the Dunford-
Pettis compactness criterion (see [66]), that Qλ is weakly relatively compact in
L1loc(dtdxdv), as well.
Therefore, up to extraction of a further subsequence as → 0, we may assume
that Qλ converges weakly in L
2r
2+r
loc (dtdxdv) to some Q
λ ∈ L
2r
2+r
loc (dtdxdv), for any
2 ≤ r ≤ ∞, whose magnitude is at most of order λ 1r . On the whole, we have
evaluated that the right-hand side of (8.34) converges weakly towards∫
R3×S2
(
q± + q±,∓
)
M∗dv∗dσ +Qλ
=
∫
R3×S2
(
q± + q±,∓
)
M∗dv∗dσ +O
(
λ
1
r
)
L
2r
2+r
loc (dtdxdv)
.
As for the left-hand side of (8.34), we first have that
(8.35) E · vG± γˆλ = E · v + E · v
(
γˆλ − 1
)
+ E · vg± γˆλ .
Therefore, since g± γˆ
λ
 is uniformly bounded pointwise and |Γ′λ(z)− 1| ≤ Cr
∣∣λ z−1 ∣∣ 1r ,
for any given 1 ≤ r ≤ ∞ and for every z ≥ 0, we find, for any 2 ≤ r ≤ ∞,
E · vG± γˆλ = E · v +O
(
λ
1
r
)
L
2r
2+r
loc (dtdxdv)
+O
( 
λ
)
L2loc(dtdxdv)
,
so that the expression from (8.35) converges weakly, for any 2 ≤ r ≤ ∞, towards
E · v +O
(
λ
1
r
)
L
2r
2+r
loc (dtdxdv)
.
Next, since g± is weakly relatively compact in L
1
loc(dtdxdv), by Lemma 5.1,
it holds that g±
(
1− γλ
)
is uniformly small in L1loc(dtdxdv), when λ > 0 is small.
In particular, we deduce that the family g± γ
λ
 , which is weakly relatively compact
in Lploc (dtdxdv), for any 1 ≤ p < ∞, converges weakly towards some g±,λ ∈
Lploc (dtdxdv) such that
g±,λ = g± + o(1)L1loc(dtdxdv),
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as λ→ 0. In fact, we claim that this can be improved to
(8.36) g±,λ = g± + o(1)L2loc(dtdxdv),
as λ→ 0. Indeed, up to extraction of subsequences, denoting by r± ∈ L2loc(dtdxdv)
the weak limit of |g± | in L1loc(dtdxdv), which coincides, in view of (5.5), with
the weak limit of |gˆ± | in L2loc(dtdxdv), it clearly holds that, for any non-negative
ϕ ∈ C∞c
(
[0,∞)× R3 × R3),∫
[0,∞)×R3×R3
∣∣g± − g±,λ∣∣ϕdtdxdv
≤ lim inf
→0
∫
[0,∞)×R3×R3
∣∣g± (1− γλ )∣∣ϕdtdxdv
≤ lim inf
→0
∫
[0,∞)×R3×R3
∣∣g± ∣∣ϕdtdxdv
=
∫
[0,∞)×R3×R3
r±ϕdtdxdv,
whence
∣∣g± − g±,λ∣∣2 is dominated by the integrable function (r±)2. It then follows
from a direct application of Lebesgue’s dominated convergence theorem that (8.36)
holds.
At last, we deal with the convergence of the problematic nonlinear term Bg
±
 γ
λ

from (8.34). To this end, note first, according to (5.5) and Lemma 7.10, for any given
λ > 0, that the family g± γ
λ
 is locally relatively compact in (x, v) in L
2(dtdxdv).
In particular, for any fixed λ > 0, it is possible to approximate g± γ
λ
 , uniformly
in  > 0, in L2loc(dtdxdv) by its regularized version
(
g± γ
λ

) ∗x,v χa, where a > 0
and χa(x, v) =
1
a6χ
(
x
a ,
v
a
)
is an approximate identity, with χ ∈ C∞c
(
R3 × R3) such
that
∫
R3×R3 χ(x, v)dxdv = 1.
We use now compensated compactness in the following form. From the Faraday
equation in (4.34), we deduce that
∂tB ∈ L∞
(
dt;H−1(dx)
)
,
so that B enjoys some strong compactness with respect to the time variable. We
then deduce, up to extraction of subsequences, that
B
(
g± γ
λ

) ∗x,v χa ⇀ Bg±,λ ∗x,v χa,
and, incidentally, by the uniformity of the approximation of g± γ
λ
 by
(
g± γ
λ

)∗x,vχa
in L2loc(dtdxdv), that
Bg
±
 γ
λ
 ⇀ Bg
±,λ,
in L1loc(dtdxdv).
We may now take weak limits in (8.34) to infer that, for any given 2 ≤ r ≤ ∞,
(v · ∇x± (v ∧B) · ∇v)g±,λ ∓ E · v
=
∫
R3×S2
(
q± + q±,∓
)
M∗dv∗dσ +O
(
λ
1
r
)
L
2r
2+r
loc (dtdxdv)
.
Finally, in view of (8.36), letting λ→ 0, we arrive at
(8.37) (v · ∇x ± (v ∧B) · ∇v)g± ∓ E · v =
∫
R3×S2
(
q± + q±,∓
)
M∗dv∗dσ,
which, together with the fact, according to Lemmas 5.10 and 5.11, that g+ and
g− are infinitesimal Maxwellians, which differ only by their densities ρ+ and ρ−,
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provides that∫
R3×S2
(
q± + q±,∓
)
M∗dv∗dσ
= div
(
(ρ± + θ)v +
|v|2
3
u+ φu+ θψ
)
∓ (E + u ∧B) · v
= (φ : ∇xu+ ψ · ∇xθ) +
(∇x(ρ± + θ)∓ (E + u ∧B)) · v + 1
3
(div u) |v|2.
Equivalently, we find that
1
2
∫
R3×S2
(
q+ + q− + q+,− + q−,+
)
M∗dv∗dσ
= (φ : ∇xu+ ψ · ∇xθ) +∇x
(
ρ+ + ρ−
2
+ θ
)
· v + 1
3
(div u) |v|2,
and
1
2
∫
R3×S2
(
q+ − q− + q+,− − q−,+)M∗dv∗dσ
=
(
1
2
∇x(ρ+ − ρ−)− (E + u ∧B)
)
· v.
Then, remarking that q± and q±,∓ inherit the collisional symmetries of q± ,
q±,∓ , qˆ
±
 and qˆ
±,∓
 , we get∫
R3×R3×S2
(
q+ + q− + q+,− + q−,+
) 1v
|v|2
2
MM∗dvdv∗dσ = 0,
so that, since φ(v) and ψ(v) are orthogonal to the collisional invariants, the con-
straints (8.33) hold.
The proof of the proposition is now complete. 
The next proposition further characterizes the limiting collision integrands.
Proposition 8.4. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.6 for strong interspecies interactions, i.e. δ = 1. In accordance with
Lemmas 5.1, 5.2, 5.3, 5.13, 5.14 and 7.11 denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) ,
q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ) ,
h ∈ L1loc
(
dtdx;L1
(
(1 + |v|2)Mdv)) ,
any joint limit points of the families gˆ± , qˆ
±,∓
 and h defined by (5.3), (5.6) and
(5.29), respectively.
Then, one has
(8.38)
∫
R3×S2
(
q+ − q−)M∗dv∗dσ = −L (h) ,
(8.39)
∫
R3×S2
(
q+,− − q−,+)M∗dv∗dσ = nu · L(v) + nθL( |v|2
2
)
− L (h) ,
and
(8.40) q+ + q− − q+,− − q−,+ = 0,
where n = ρ+ − ρ−, u and θ are, respectively, the charge density, bulk velocity and
temperature associated with the limiting fluctuations g±.
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Proof. We start from the decomposition
(8.41)
h = hˆ +
1
4
[∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2 − ∫
R3
(∣∣gˆ+ ∣∣2 − ∣∣gˆ− ∣∣2)Mdv]
= hˆ +
1
4
[(
gˆ+ − gˆ− − nˆ
) (
gˆ+ + gˆ
−

)
+ nˆ
(
gˆ+ + gˆ
−

)]
− 1
4
[∫
R3
(
gˆ+ − gˆ− − nˆ
) (
gˆ+ + gˆ
−

)
Mdv + nˆ
(
ρˆ+ + ρˆ
−

)]
,
which follows from the decomposition (5.5) of fluctuations. In order to apply the
compactness results from Lemmas 5.14 and 7.11, we consider the following renor-
malization of the above decomposition :
(8.42)
h
R
=
hˆ
R
+
1
4
[

hˆ
R
(
gˆ+ + gˆ
−

)
+
nˆ
R
(
gˆ+ + gˆ
−

)]
− 1
4
[

∫
R3
hˆ
R
(
gˆ+ + gˆ
−

)
Mdv +
nˆ
R
(
ρˆ+ + ρˆ
−

)]
,
where we have written R = 1 + ‖gˆ+ − gˆ− ‖L2(Mdv), for convenience.
Then, according to Lemmas 5.14 and 7.11, we have now weakly convergent
subsequences
h
R
⇀
h
1 + |n| in w-L
1
loc
(
dtdx; w-L1 (Mdv)
)
,
where h ∈ L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)), and
hˆ
R
⇀
hˆ
1 + |n| in w-L
2
loc
(
dtdx; w-L2 (Mdv)
)
,
where hˆ ∈ L1loc
(
dtdx;L2 (Mdv)
)
. Hence, taking weak limits in (8.42), we find,
further utilizing the strong convergence nˆR → n1+|n| in L2loc (dtdx) from Lemma
7.11, that
(8.43) h = hˆ+
1
2
n
(
u · v + θ
( |v|2
2
− 3
2
))
.
Next, it is readily seen that the elementary decompositions
L (gˆ± ) = 2Q (gˆ± , gˆ± )− 2Q(√G± ,√G± ) ,
L (gˆ± , gˆ∓ ) = 2Q (gˆ± , gˆ∓ )− 2Q(√G± ,√G∓ ) ,
yield that
(8.44)
L
(
hˆ
)
=
1
2
[Q (gˆ+ , gˆ+ )−Q (gˆ− , gˆ− )]
− 2
2
[
Q
(√
G+ ,
√
G+
)
−Q
(√
G− ,
√
G−
)]
=
1
2
[Q (gˆ+ − gˆ− − nˆ, gˆ+ )+Q (gˆ− , gˆ+ − gˆ− − nˆ)]
+
1
2
nˆ
[Q (1, gˆ+ )+Q (gˆ− , 1)]− ∫
R3×S2
(
qˆ+ − qˆ−
)
M∗dv∗dσ,
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and
(8.45)
L
(
hˆ
)
=
1
2
[Q (gˆ+ , gˆ− )−Q (gˆ− , gˆ+ )]
− 2
2
[
Q
(√
G+ ,
√
G−
)
−Q
(√
G− ,
√
G+
)]
=
1
2
[Q (gˆ+ − gˆ− − nˆ, gˆ− )−Q (gˆ− , gˆ+ − gˆ− − nˆ)]
+
1
2
nˆ
[Q (1, gˆ− )−Q (gˆ− , 1)]− ∫
R3×S2
(
qˆ+,− − qˆ−,+
)
M∗dv∗dσ.
We also have the simple decomposition
qˆ+ + qˆ
−
 − qˆ+,− − qˆ−,+ =
1
2
(
gˆ+ − gˆ−
)′ (
gˆ+ − gˆ−
)′
∗ −
1
2
(
gˆ+ − gˆ−
) (
gˆ+ − gˆ−
)
∗
=

2
(
gˆ+ − gˆ−
)′
hˆ′∗ −

2
(
gˆ+ − gˆ−
)
hˆ∗ +

2
hˆ′nˆ −

2
hˆnˆ.
As previously, we renormalize the above identities into
L
(
hˆ
R
)
=

2
[
Q
(
hˆ
R
, gˆ+
)
+Q
(
gˆ− ,
hˆ
R
)]
+
nˆ
2R
[Q (1, gˆ+ )+Q (gˆ− , 1)]− 1R
∫
R3×S2
(
qˆ+ − qˆ−
)
M∗dv∗dσ,
L
(
hˆ
R
)
=

2
[
Q
(
hˆ
R
, gˆ−
)
−Q
(
gˆ− ,
hˆ
R
)]
+
nˆ
2R
[Q (1, gˆ− )−Q (gˆ− , 1)]− 1R
∫
R3×S2
(
qˆ+,− − qˆ−,+
)
M∗dv∗dσ,
and
1
R
(
qˆ+ + qˆ
−
 − qˆ+,− − qˆ−,+
)
=

2
(
gˆ+ − gˆ−
)′( hˆ
R
)′
∗
− 
2
(
gˆ+ − gˆ−
)( hˆ
R
)
∗
+

2
(
hˆ
R
)′
nˆ − 
2
hˆ
R
nˆ.
Finally, taking weak limits, we find, utilizing again the strong convergence from
Lemma 7.11, that
L
(
hˆ
)
= −
∫
R3×S2
(
q+ − q−)M∗dv∗dσ,
L
(
hˆ
)
=
1
2
nu · [Q (1, v)−Q (v, 1)] + 1
4
nθ
[Q (1, |v|2)−Q (|v|2, 1)]
−
∫
R3×S2
(
q+,− − q−,+)M∗dv∗dσ
=
1
2
nu · L(v) + 1
4
nθL
(|v|2)− ∫
R3×S2
(
q+,− − q−,+)M∗dv∗dσ,
and
q+ + q− − q+,− − q−,+ = 0,
which yields, in view of (8.43), that
L (h) = −
∫
R3×S2
(
q+ − q−)M∗dv∗dσ,
and
L (h) = nu · L(v) + 1
2
nθL
(|v|2)− ∫
R3×S2
(
q+,− − q−,+)M∗dv∗dσ,
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and concludes the proof of the proposition. 
As a direct consequence of the previous propositions, we derive in the next
result Ohm’s law and the internal electric energy constraint from (4.37).
Proposition 8.5. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.6 for strong interspecies interactions, i.e. δ = 1. In accordance with
Lemmas 5.1, 5.2, 5.13, 5.14 and 7.11 denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) , h ∈ L1loc (dtdx;L1 ((1 + |v|2)Mdv)) ,
and E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families gˆ± and h defined by (5.3) and (5.29), E and
B, respectively.
Then, one has
j − nu = σ
(
−1
2
∇x
(
ρ+ − ρ−)+ E + u ∧B) and w = nθ,
where ρ±, u and θ are, respectively, the densities, bulk velocity and temperature
associated with the limiting fluctuations g±, j and w are, respectively, the electric
current and the internal electric energy associated with the limiting fluctuation h
and the electric conductivity σ > 0 is defined by (2.65).
Proof. By Proposition 8.3, we have that
∫
R3×R3×S2
(
q+ − q− + q+,− − q−,+)Φ˜MM∗dvdv∗dσ
= σ
(
1
2
∇x(ρ+ − ρ−)− (E + u ∧B)
)
,∫
R3×R3×S2
(
q+ − q− + q+,− − q−,+)Ψ˜MM∗dvdv∗dσ
= 0,
where we have used the identity (2.64) and Φ˜ and Ψ˜ are defined by (2.63). Then,
further incorporating identities (8.38) and (8.39) from Proposition 8.4 into the
above relations yields that
∫
R3
(
nu · L(v) + nθL
( |v|2
2
)
− (L+ L) (h)
)
Φ˜Mdv
=σ
(
1
2
∇x(ρ+ − ρ−)− (E + u ∧B)
)
,∫
R3
(
nu · L(v) + nθL
( |v|2
2
)
− (L+ L) (h)
)
Ψ˜Mdv
=0.
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Finally, using (2.63) and the self-adjointness of L+ L, we deduce that
nu− j =
∫
R3
(nu · Φ + nθΨ− h) ΦMdv
=
∫
R3
(L+ L) (nu · Φ + nθΨ− h) Φ˜Mdv
=
∫
R3
(
nu · L(v) + nθL
( |v|2
2
)
− (L+ L) (h)
)
Φ˜Mdv
= σ
(
1
2
∇x(ρ+ − ρ−)− (E + u ∧B)
)
,
3
2
(nθ − w) =
∫
R3
(nu · Φ + nθΨ− h) ΨMdv
=
∫
R3
(L+ L) (nu · Φ + nθΨ− h) Ψ˜Mdv
=
∫
R3
(
nu · L(v) + nθL
( |v|2
2
)
− (L+ L) (h)
)
Ψ˜Mdv
= 0,
which concludes the proof of the proposition. 
8.3. Energy inequalities
In view of the results from Section 8.2, we are now able to establish the limiting
energy inequality for two species in the case of strong interactions.
Proposition 8.6. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.6 for strong interspecies interactions, i.e. δ = 1. In accordance with
Lemmas 5.1, 5.2, 5.3 and 7.11, denote by
g± ∈ L∞ (dt;L2 (Mdxdv)) , h ∈ L1loc (dtdx;L1 ((1 + |v|2)Mdv))
and q±, q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ)
any joint limit points of the families gˆ± , h, qˆ
±
 and qˆ
±,∓
 defined by (5.3), (5.29)
and (5.6), respectively, and by
E,B ∈ L∞ (dt;L2 (dx))
any joint limit points of the families E and B, respectively.
Then, one has the energy inequality, for almost every t ≥ 0,
1
2
(
1
2
‖n‖2L2x + 2 ‖u‖
2
L2x
+ 5 ‖θ‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
(t)
+
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
+
1
σ
‖j − nu‖2L2x +
9
8λ
‖w − nθ‖2L2x
)
(s)ds
≤ C in,
where ρ±, u and θ are, respectively, the densities, bulk velocity and temperature
associated with the limiting fluctuations g± and the charge density is given by n =
ρ+−ρ−, while j and w are, respectively, the electric current and the internal electric
energy associated with the limiting fluctuation h, and, finally, the viscosity µ > 0,
thermal conductivity κ > 0, electric conductivity σ > 0 and energy conductivity
λ > 0 are respectively defined by (2.56), (2.65) and (2.66).
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Proof. First, by the estimate (5.7) from Lemma 5.3 and the weak sequential
lower semi-continuity of convex functionals, we find that, for all t ≥ 0,
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
(
q±
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
(
qˆ±
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
D
(
f±
)
(s)dxds,
and
1
2
∫ t
0
∫
R3
∫
R3×R3×S2
(
q±,∓
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
2
∫ t
0
∫
R3
∫
R3×R3×S2
(
qˆ±,∓
)2
MM∗dvdv∗dσdxds
≤ lim inf
→0
1
4
∫ t
0
∫
R3
D
(
f+ , f
−

)
(s)dxds,
which, when combined with Lemma 5.1, yields, passing to the limit in the entropy
inequality (4.35), for almost every t ≥ 0,
1
2
∫
R3×R3
((
g+
)2
+
(
g−
)2)
(t)Mdxdv +
1
2
∫
R3
(|E|2 + |B|2) (t)dx
+
1
4
∫ t
0
∫
R3
∫
R3×R3×S2
((
q+
)2
+
(
q−
)2
+
(
q+,−
)2
+
(
q−,+
)2)
MM∗dvdv∗dσdxds
≤ C in.
Since, according to Lemmas 5.10 and 5.11, the limiting fluctuations g± = ρ± + u ·
v + θ
(
|v|2
2 − 32
)
are infinitesimal Maxwellians which differ only by their densities
ρ+ and ρ−, we easily compute that, in view of the strong Boussinesq relation
ρ++ρ−
2 + θ = 0 following from (8.33),
1
2
∫
R3
((
g+
)2
+
(
g−
)2)
Mdv =
(ρ+)
2
+ (ρ−)2
2
+ |u|2 + 3
2
θ2
=
1
4
n2 + |u|2 + 5
2
θ2,
where n = ρ+ − ρ−, which implies
(8.46)
(
1
4
‖n‖2L2x + ‖u‖
2
L2x
+
5
2
‖θ‖2L2x +
1
2
‖E‖2L2x +
1
2
‖B‖2L2x
)
+
1
16
∫ t
0
∫
R3
∫
R3×R3×S2
(
q+ + q+,− + q− + q−,+
)2
MM∗dvdv∗dσdxds
+
1
8
∫ t
0
∫
R3
∫
R3×R3×S2
((
q+ − q−)2 + (q+,− − q−,+)2)MM∗dvdv∗dσdxds
≤ C in,
where we have used the identity (8.40).
There only remains to evaluate the contribution of the entropy dissipation in
(8.46). To this end, applying the method of proof of Proposition 6.4, based on
the Bessel inequality (6.16) (where µ and κ are now defined by (2.56) with δ = 1
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instead of (2.27), which introduces a factor 2 in (6.16)), with the constraints (8.31)
and (8.33) from Proposition 8.3, note that it holds
(8.47)
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
)
(s)ds
≤ 1
16
∫ t
0
∫
R3
∫
R3×R3×S2
(
q+ + q+,− + q− + q−,+
)2
MM∗dvdv∗dσdxds.
Next, the remaining contributions in the entropy dissipation will be evaluated
through a direct application of the following Bessel inequality :
(8.48)
8
σ
∣∣∣∣∫
R3×R3×S2
(
q+ + q+,− − q− − q−,+) Φ˜MM∗dvdv∗dσ∣∣∣∣2
+
4
λ
(∫
R3×R3×S2
(
q+ + q+,− − q− − q−,+) Ψ˜MM∗dvdv∗dσ)2
≤
∫
R3×R3×S2
((
q+ − q−)2 + (q+,− − q−,+)2)MM∗dvdv∗dσ,
where Φ˜ and Ψ˜ are defined by (2.63).
For the sake of completeness, we provide a short justification of (8.48) below.
But prior to this, let us conclude the proof of the present proposition. To this end,
we employ the identities (8.38) and (8.39) from Proposition 8.4 in combination with
the relations (2.63) and the self-adjointness of L+L to deduce from the inequality
(8.48) that
(8.49)
8
σ
|j − nu|2 + 9
λ
(w − nθ)2
≤
∫
R3×R3×S2
((
q+ − q−)2 + (q+,− − q−,+)2)MM∗dvdv∗dσ.
Combining this with (8.46) and (8.47) concludes the proof of the proposition.
Now, as announced above, we give a short proof of (8.48). To this end, for any
vector A ∈ R3 and any scalar a ∈ R, one computes straightforwardly, employing
the identities (2.64) and (2.66), and the collisional symmetries, that
∫
R3×R3×S2
∣∣∣∣∣∣
A · (Φ˜ + Φ˜∗ − Φ˜′ − Φ˜′∗)+ a(Ψ˜ + Ψ˜∗ − Ψ˜′ − Ψ˜′∗)
A ·
(
Φ˜− Φ˜∗ − Φ˜′ + Φ˜′∗
)
+ a
(
Ψ˜− Ψ˜∗ − Ψ˜′ + Ψ˜′∗
)∣∣∣∣∣∣
2
MM∗dvdv∗dσ
=
∫
R3×R3×S2
( ∣∣∣A · (Φ˜ + Φ˜∗ − Φ˜′ − Φ˜′∗)∣∣∣2 + ∣∣∣A · (Φ˜− Φ˜∗ − Φ˜′ + Φ˜′∗)∣∣∣2
+
∣∣∣a(Ψ˜ + Ψ˜∗ − Ψ˜′ − Ψ˜′∗)∣∣∣2 + ∣∣∣a(Ψ˜− Ψ˜∗ − Ψ˜′ + Ψ˜′∗)∣∣∣2)MM∗dvdv∗dσ
= 4 (A⊗A) :
∫
R3
(
Φ⊗ Φ˜
)
Mdv + 4a2
∫
R3
(
ΨΨ˜
)
Mdv
= 2σA ·A+ 4λa2.
Therefore, defining, for any q0, q1 ∈ L2 (MM∗dvdv∗dσ), the projection
(
q¯0
q¯1
)
=
A0 · (Φ˜ + Φ˜∗ − Φ˜′ − Φ˜′∗)+ a0 (Ψ˜ + Ψ˜∗ − Ψ˜′ − Ψ˜′∗)
A0 ·
(
Φ˜− Φ˜∗ − Φ˜′ + Φ˜′∗
)
+ a0
(
Ψ˜− Ψ˜∗ − Ψ˜′ + Ψ˜′∗
) ,
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where
A0 =
1
2σ
∫
R3×R3×S2
q0
(
Φ˜ + Φ˜∗ − Φ˜′ − Φ˜′∗
)
MM∗dvdv∗dσ
+
1
2σ
∫
R3×R3×S2
q1
(
Φ˜− Φ˜∗ − Φ˜′ + Φ˜′∗
)
MM∗dvdv∗dσ,
a0 =
1
4λ
∫
R3×R3×S2
q0
(
Ψ˜ + Ψ˜∗ − Ψ˜′ − Ψ˜′∗
)
MM∗dvdv∗dσ
+
1
4λ
∫
R3×R3×S2
q1
(
Ψ˜− Ψ˜∗ − Ψ˜′ + Ψ˜′∗
)
MM∗dvdv∗dσ,
we find that∫
R3×R3×S2
(
q0
q1
)
·
(
q¯0
q¯1
)
MM∗dvdv∗dσ = 2σA0 ·A0 + 4λa20
=
∫
R3×R3×S2
∣∣∣∣(q¯0q¯1
)∣∣∣∣2MM∗dvdv∗dσ.
Hence the Bessel inequality
(8.50)
2σA0 ·A0 + 4λa20 =
∫
R3×R3×S2
∣∣∣∣(q¯0q¯1
)∣∣∣∣2MM∗dvdv∗dσ
≤
∫
R3×R3×S2
∣∣∣∣(q0q1
)∣∣∣∣2MM∗dvdv∗dσ.
Therefore, setting q0 = q
+ − q− and q1 = q+,− − q−,+ in (8.50), we find,
exploiting the collisional symmetries of q± and q±,∓, that
8
σ
∣∣∣∣∫
R3×R3×S2
(
q+ + q+,− − q− − q−,+) Φ˜MM∗dvdv∗dσ∣∣∣∣2
+
4
λ
(∫
R3×R3×S2
(
q+ + q+,− − q− − q−,+) Ψ˜MM∗dvdv∗dσ)2
≤
∫
R3×R3×S2
((
q+ − q−)2 + (q+,− − q−,+)2)MM∗dvdv∗dσ,
which concludes the justification of (8.48). 

CHAPTER 9
Approximate macroscopic equations
The most difficult part of the asymptotic analysis consists in deriving the evo-
lution equations for the bulk velocity and temperature insofar as they involve a
singular limit and nonlinear advection terms. In particular, we expect the situation
to be very different according to the asymptotic regime from Theorems 4.4, 4.5 and
4.6 under consideration. Indeed, the corresponding limiting systems, (4.30) and
(4.38), respectively, do not enjoy the same stability properties : as explained in
Chapter 3, the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson
system (4.30) is weakly stable in the energy space, which is not the case for the two-
fluid incompressible Navier-Stokes-Fourier-Maxwell system with solenoidal Ohm’s
law (4.38).
Before focusing on this question of stability, we will first investigate the con-
sistency of the electro-magneto-hydrodynamic approximation. For renor-
malized solutions (even though we cannot prove their existence, see Section 4.1), it
is not known that conservation laws are satisfied.
We therefore have to prove that approximate conservation laws hold and control
their conservation defects. However, the uniform bounds established in Chapter 5
are not sufficient to do so :
• In the regime of Theorem 4.4 leading to the incompressible quasi-static
Navier-Stokes-Fourier-Maxwell-Poisson system (4.30), we will also use the
nonlinear weak compactness contained in Lemma 7.8.
• In the more singular regimes of Theorems 4.5 and 4.6 leading to the two-
fluid incompressible Navier-Stokes-Fourier-Maxwell systems with (solenoidal)
Ohm’s laws (4.37) and (4.38), we are not able to establish such an a priori
nonlinear control (compare Lemma 7.8 to the weaker nonlinear compact-
ness statement of Lemma 7.10). The idea is therefore to use a modulated
energy (or relative entropy) argument, in the same spirit as the weak-
strong stability results of Chapter 3.
In order to simplify the presentation, we will first detail the decompositions
and convergence proof in the one species case of Theorem 4.4, thus enlightening
the points where the equi-integrability from Lemma 7.8 is required. We will then
explain how to adapt these parts of the proof to the more singular regimes of
Theorems 4.5 and 4.6.
9.1. Approximate conservation of mass, momentum and energy for one
species
In fact, in Chapter 8, we have already treated a similar singular limit (of lower
order, though) in the regime of weak interactions for two species, which led to
the derivation of the solenoidal Ohm’s law and internal electric energy constraint
(see Proposition 8.2). Here, in order to deduce the limiting evolution equations for
one species, we are confronted with an even more singular limit and face similar
difficulties, which we briefly recall now.
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We have seen in Section 6.1 that it is possible to derive limiting kinetic equations
of the type
v · ∇xg − E · v =
∫
R3×S2
qM∗dv∗dσ,
from (4.27) (see (6.6) in the proof of Proposition 6.1). Here, we intend to take
advantage of the symmetries of the collision integrand q to go one order further and,
thus, to derive a singular limit. Of course, since we are considering renormalized
fluctuations, we do not expect that the integrals in v of the right-hand side of
the Vlasov-Boltzmann equation in (4.27) against collision invariants are zero, but
they should converge to zero as  → 0 provided that we choose some appropriate
renormalization which is sufficiently close to the identity. To estimate the ensuing
conservation defects, we will also need to truncate large velocities. The precise
construction is detailed below and will be essentially the same, later on in Section
9.2, for approximate conservation laws of mass, momentum and energy associated
with (4.34).
Note that, even if conservation laws were known to hold for renormalized solu-
tions of (4.27) and (4.34), we would have to introduce similar truncations of large
tails and large velocities in order to control uniformly the flux and acceleration
terms.
Thus, similarly to the proof of Proposition 8.1, we start from the Vlasov-
Boltzmann equation from (4.27) renormalized with the admissible nonlinearity Γ(z)
defined by
Γ(z)− 1 = (z − 1)γ(z),
where γ ∈ C1 ([0,∞);R) satisfies the following assumptions, for some given C > 0 :
(9.1)
γ(z) ≡ 1, for all z ∈ [0, 2],
γ(z)→ 0, as z →∞,
|γ′(z)| ≤ C
(1 + z)
3
2
, for all z ∈ [0,∞).
Note that necessarily |γ(z)| ≤ 2C
(1+z)
1
2
.
With the notation γ for γ(G) and γˆ for Γ
′(G), the scaled Vlasov-Boltzmann
equation in (4.27) renormalized relatively to the Maxwellian M with the admissible
nonlinearity Γ(z) reads
(9.2)
∂t (gγ) +
1

v · ∇x (gγ) + (E + v ∧B) · ∇v (gγ)−1

E · vGγˆ
=
1
3
γˆQ (G, G) .
We also introduce a truncation of large velocities χ
(
|v|2
K
)
, with K = K| log |,
for some large K > 0 to be fixed later on, and χ ∈ C∞c ([0,∞)) a smooth compactly
supported function such that 1[0,1] ≤ χ ≤ 1[0,2].
Thus, multiplying each side of the above equation by ϕ(v)χ
(
|v|2
K
)
, where ϕ is
a collision invariant, and averaging with respect to Mdv leads to the approximate
conservation laws
(9.3) ∂t
∫
R3
gγϕχ
( |v|2
K
)
Mdv +∇x · F(ϕ) = A(ϕ) +D(ϕ),
with the notations
(9.4) F(ϕ) =
1

∫
R3
gγϕχ
( |v|2
K
)
vMdv,
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for the fluxes,
(9.5)
A(ϕ) =
1

E ·
∫
R3
(1 + g)γˆϕχ
( |v|2
K
)
vMdv
+
∫
R3
gγ(E + v ∧B) · ∇v
(
ϕχ
( |v|2
K
)
M
)
dv
=
1

E ·
∫
R3
γˆϕχ
( |v|2
K
)
vMdv + E ·
∫
R3
gγˆϕχ
( |v|2
K
)
vMdv
+ E ·
∫
R3
gγϕ
(
2
K
χ′
( |v|2
K
)
− χ
( |v|2
K
))
vMdv
+
∫
R3
gγ(E + v ∧B) · (∇vϕ)χ
( |v|2
K
)
Mdv,
for the acceleration terms, and
(9.6) D(ϕ) =
1
3
∫
R3
γˆQ(G, G)ϕχ
( |v|2
K
)
Mdv,
for the corresponding conservation defects.
By describing the asymptotic behavior of F(ϕ), A(ϕ) and D(ϕ), we will prove
the following consistency result (compare with the formal macroscopic conservation
laws (2.14)).
Proposition 9.1. Let (f, E, B) be the sequence of renormalized solutions
to the scaled one species Vlasov-Maxwell-Boltzmann system (4.27) considered in
Theorem 4.4 and denote by ρ˜, u˜ and θ˜ the density, bulk velocity and temperature
associated with the renormalized fluctuations gγχ
(
|v|2
K
)
.
Then, one has the approximate conservation laws
∂tρ˜ +
1

∇x · u˜ = R,1,
∂tu˜ +∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id−
∫
R3×R3×S2
qˆφ˜MM∗dvdv∗dσ
)
= −1

∇x
(
ρ˜ + θ˜
)
+
1

E + ρ˜E + u˜ ∧B +R,2,
∂t
(
3
2
θ˜ − ρ˜
)
+∇x ·
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆψ˜MM∗dvdv∗dσ
)
= u˜ · E +R,3,
where φ˜ and ψ˜ are defined by (2.12) and (2.13), and the remainders R,i, i = 1, 2, 3,
converge to 0 in L1loc
(
dt;W−1,1loc (dx)
)
.
The proof of Proposition 9.1 consists in three steps respectively devoted to the
study of conservation defects, fluxes and acceleration terms in (9.3). It does not
present any particular difficulty and relies on refined decompositions of the different
terms in the same spirit as the proof of Proposition 8.2.
For the sake of clarity, these three steps are respectively detailed in Sections
9.1.1, 9.1.2 and 9.1.3, below.
More precisely, Proposition 9.1 will clearly follow from the combination of the
approximate conservation laws (9.3) with Lemma 9.2, which handles the vanishing
of conservation defects D(ϕ), for any collision invariant ϕ, Lemma 9.3, which es-
tablishes the asymptotic behavior of the fluxes F(v) and F
(
|v|2
2 − 52
)
, and Lemma
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9.4, which characterizes the acceleration terms A(1), A(v) and A
(
|v|2
2 − 52
)
as
→ 0.
In order to easily extend, later on in Section 9.2, the arguments from the
present section to the case of two species, we are going to carefully keep track
of and emphasize the different points where the equi-integrability property from
Lemma 7.8 is used.
9.1.1. Conservation defects. The first step of the proof is to establish the
vanishing of conservation defects.
Lemma 9.2. The conservation defects defined by (9.6) converge to zero. More
precisely, for any collision invariant ϕ,
D(ϕ)→ 0 in L1loc(dtdx) as → 0.
Proof. Following the strategy of proof of Proposition 8.1, we introduce a
convenient decomposition of D(ϕ), for any collision invariant ϕ, and then estimate
the different terms using the uniform bounds from Lemmas 5.2 and 5.3 (provided by
the relative entropy and entropy dissipation), the relaxation estimate (5.11) from
Lemma 5.10, as well as the equi-integrability coming from Lemma 7.8.
Thus, using (5.8), we decompose D(ϕ), taking advantage of collisional sym-
metries :
(9.7)
D(ϕ) =

4
∫
R3×R3×S2
γˆϕχ
( |v|2
K
)
qˆ2MM∗dvdv∗dσ
− 1

∫
R3×R3×S2
γˆϕ
(
1− χ
( |v|2
K
))
qˆ
√
GG∗MM∗dvdv∗dσ
+
1

∫
R3×R3×S2
γˆ (1− γˆ∗)ϕqˆ
√
GG∗MM∗dvdv∗dσ
+
1

∫
R3×R3×S2
γˆγˆ∗ (1− γˆ′γˆ′∗)ϕqˆ
√
GG∗MM∗dvdv∗dσ
− 
4
∫
R3×R3×S2
γˆγˆ∗γˆ′γˆ
′
∗ϕqˆ
2
MM∗dvdv∗dσ
def
= D1 (ϕ) +D
2
 (ϕ) +D
3
 (ϕ) +D
4
 (ϕ) +D
5
 (ϕ),
where we have used that ϕ is a collision invariant to symmetrize the last term.
Now, we show that each term Di(ϕ), i = 1, . . . , 5, vanishes separately.
• The vanishing of the first term D1 (ϕ), for any function ϕ(v) growing at most
quadratically at infinity, easily follows, using Lemma 5.3, from the estimate∥∥D1 (ϕ)∥∥L1(dtdx) ≤ 4 ‖qˆ‖2L2(MM∗dtdxdvdv∗dσ) ‖γˆ‖L∞
∥∥∥∥χ( |v|2K
)
ϕ
∥∥∥∥
L∞
≤ CK = CK| log |.
• The second term D2 (ϕ) is controlled by estimate (8.8) on the tails of Gaussian
distributions. Using the bound from Lemma 5.3 and the pointwise boundedness of
Γ′(z)
√
z, we get indeed, for all ϕ(v) growing at most quadratically at infinity,∥∥D2 (ϕ)∥∥L1loc(dtdx) ≤ C ‖qˆ‖L2(MM∗dtdxdvdv∗dσ) ∥∥∥γˆ√G∥∥∥L∞
×
∥∥∥√G∥∥∥
L2loc(dtdx;L
2(Mdv))
∥∥1{|v|2≥K}ϕ∥∥L2(Mdv)
≤ CK4 −1 |log | 54 ,
which tends to zero as soon as K > 4.
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• The last term D5 (ϕ) is mastered using the same tools. For high energies, i.e.
when |v|2 ≥ K| log |, we obtain
D5> (ϕ)
def
=

4
∫
R3×R3×S2
γˆγˆ∗γˆ′γˆ
′
∗ϕ1{|v|2≥K}qˆ
2
MM∗dvdv∗dσ
≤ 1

∥∥∥γˆ√G∥∥∥2
L∞
‖γˆ‖2L∞ ‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥ϕ1{|v|2≥K}∥∥L2(MM∗dvdv∗dσ) ,
so that, using the estimate (8.8) on the tails of Gaussian distributions and the
bound on qˆ from Lemma 5.3,
D5> (ϕ) = O
(

K
4 −1 |log | 54
)
L2(dtdx)
,
which tends to zero as soon as K > 4.
For moderate energies, i.e. when |v|2 < K| log |, we easily find
D5< (ϕ)
def
=

4
∫
R3×R3×S2
γˆγˆ∗γˆ′γˆ
′
∗ϕ1{|v|2<K}qˆ
2
MM∗dvdv∗dσ
≤ CK |log | ‖qˆ‖2L2(MM∗dvdv∗dσ) ,
so that the entropy dissipation bound from Lemma 5.3 provides
D5< (ϕ) = O ( |log |)L1(dtdx) .
• The handling of D3 (ϕ) requires the equi-integrability coming from Lemma 7.8.
First, one has, by the Cauchy-Schwarz inequality,∣∣D3 (ϕ)∣∣
≤ 1

‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥γˆ (1− γˆ∗)ϕ√GG∗∥∥∥
L2(MM∗dvdv∗dσ)
≤ C ‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥γˆ√G∥∥∥
L∞
∥∥∥∥1 (1− γˆ)√G
∥∥∥∥
L2(Mdv)
‖ϕ‖L2(Mdv)
≤ C ‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥γˆ√G∥∥∥
L∞
∥∥∥∥1 (1− γˆ)
∥∥∥∥
L2(Mdv)
‖ϕ‖L2(Mdv)
+ C ‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥γˆ√G∥∥∥
L∞
‖(1− γˆ) gˆ‖L2(Mdv) ‖ϕ‖L2(Mdv) .
As the support of Γ′(z)− 1 = γ(z)− 1 + (z− 1)γ′(z) is a subset of [2,∞) and since
G ≥ 2 implies that gˆ ≥ 2(
√
2− 1), we infer
(9.8)
∥∥D3 (ϕ)∥∥L1loc(dtdx) ≤ C ‖(1− γˆ) gˆ‖L2loc(dtdx;L2(Mdv)) .
Next, from the equi-integrability of gˆ2 (see Lemma 7.8) and the fact that 1− γˆ
is uniformly bounded in L∞ and converges almost everywhere to zero (possibly up
to extraction of a subsequence), we deduce by the Product Limit Theorem that
(9.9) (1− γˆ) gˆ → 0 in L2loc
(
dtdx;L2 (Mdv)
)
.
Thus, we conclude that
D3 (ϕ)→ 0 in L1loc (dtdx) .
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• A similar argument provides the convergence of the remaining term D4 (ϕ). Thus,
one has by the Cauchy-Schwarz inequality, for any 2 < p <∞,∣∣D4 (ϕ)∣∣
≤ 1

‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥γˆγˆ∗ (1− γˆ′γˆ′∗)ϕ√GG∗∥∥∥
L2(MM∗dvdv∗dσ)
≤ C ‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥γˆ√G∥∥∥2
L∞
∥∥∥∥1 (1− γˆ′γˆ′∗)ϕ
∥∥∥∥
L2(MM∗dvdv∗dσ)
≤ Cp ‖qˆ‖L2(MM∗dvdv∗dσ)
∥∥∥∥1 (1− γˆ)
∥∥∥∥
Lp(Mdv)
.
Therefore, thanks to the bound on qˆ from Lemma 5.3, we infer, for any 2 < p <∞,
(9.10)
∥∥D4 (ϕ)∥∥L1loc(dtdx) ≤ C
∥∥∥∥1 (1− γˆ)
∥∥∥∥
L2loc(dtdx;L
p(Mdv))
.
Next, the hypotheses (9.1) on γ(z) imply that∣∣∣∣1 (1− γˆ)
∣∣∣∣ ≤ 12 (√2− 1) |1− γˆ| |gˆ| ≤ 12 (√2− 1) |1− γˆ| (|Πgˆ|+ |gˆ −Πgˆ|) ,
whence∣∣∣∣ 12 (1− γˆ)
∣∣∣∣ ≤ 12 (√2− 1)  |1− γˆ| (|Πgˆ|+ |gˆ −Πgˆ|)
≤ 1
4
(√
2− 1)2 |1− γˆ| |gˆΠgˆ|+ 12 (√2− 1) |1− γˆ| 1 |gˆ −Πgˆ| ,
which, with the relaxation estimate (5.11) from Lemma 5.10, shows that, for all
1 ≤ r < 2,
1
2
(1− γˆ) = O(1)L1loc(dtdx;Lr(Mdv)).
Therefore, for every 2 ≤ p < 4,
(9.11)
1

(1− γˆ) = O(1)L2loc(dtdx;Lp(Mdv)).
Moreover, from the equi-integrability of gˆ2 and the fact that 1− γˆ is uniformly
bounded in L∞ and converges almost everywhere to zero (possibly up to extraction
of a subsequence), we deduce by the Product Limit Theorem that
1

(1− γˆ)→ 0 in L2loc
(
dtdx;L2 (Mdv)
)
.
Therefore, by interpolation, we obtain that, for every 2 ≤ p < 4,
(9.12)
1

(1− γˆ)→ 0 in L2loc (dtdx;Lp (Mdv)) .
Thus, we conclude that
D4 (ϕ)→ 0 in L1loc (dtdx) .
On the whole, we have shown that each term from (9.7) vanishes as  → 0 in
L1loc(dtdx), which leads to the expected convergence and concludes the proof of the
lemma. 
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9.1.2. Decomposition of flux terms. We characterize now the asymptotic
behavior of the flux terms.
Lemma 9.3. The flux terms defined by (9.4) satisfy
F(v)− 1

(
ρ˜ + θ˜
)
Id−
(
u˜ ⊗ u˜ − |u˜|
2
3
Id
)
+
∫
R3×R3×S2
qˆφ˜MM∗dvdv∗dσ → 0,
F
( |v|2
2
− 5
2
)
− 5
2
u˜θ˜ +
∫
R3×R3×S2
qˆψ˜MM∗dvdv∗dσ → 0,
in L1loc(dtdx) as  → 0, where φ˜, ψ˜ ∈ L2 (Mdv) are the kinetic momentum and
energy fluxes defined by (2.12) and (2.13).
Proof. In order to characterize the asymptotic behavior of fluxes, we use,
following the strategy of proof of Proposition 8.1, the linearized version of the
Chapman-Enskog decomposition
gˆ = Πgˆ + (gˆ −Πgˆ) ,
where Π is the orthogonal projection onto KerL in L2 (Mdv) and gˆ is the renormal-
ized fluctuation. Note, however, that we need here a more refined decomposition
than the one used in the proof of Proposition 8.1 as we consider now a more singular
limit.
• Notice that, modulo the diagonal term in the momentum flux
1

∫
R3
gγχ
( |v|2
K
) |v|2
3
Mdv =
1

(ρ˜ + θ˜),
the flux terms have the following structure
F˜(ζ) =
1

∫
R3
gγζχ
( |v|2
K
)
Mdv,
where ζ ∈ Ker(L)⊥ ⊂ L2 (Mdv). Indeed, it is readily seen that the kinetic fluxes
φ(v) and ψ(v), defined by (2.12), are orthogonal to collision invariants.
Furthermore, using the identity (5.5), the fluxes can be rewritten in the follow-
ing form
(9.13)
F˜(ζ) =
1
4
∫
R3
gˆ2γζχ
( |v|2
K
)
Mdv +
1

∫
R3
gˆγζχ
( |v|2
K
)
Mdv
=
1
4
∫
R3
(Πgˆ)
2ζMdv +
1

∫
R3
gˆζMdv
+
1
4
∫
R3
(
gˆ2 − (Πgˆ)2
)
γχ
( |v|2
K
)
ζMdv
+
1
4
∫
R3
(
γχ
( |v|2
K
)
− 1
)
(Πgˆ)
2
ζMdv
+
1

∫
R3
gˆ
(
γχ
( |v|2
K
)
− 1
)
ζMdv
def
=
1
4
∫
R3
(Πgˆ)
2
ζMdv +
1

∫
R3
gˆζMdv + F
1
 (ζ) + F
2
 (ζ) + F
3
 (ζ).
Now, by (5.4), (5.11) and Lemma 7.8, the remainder terms F 1 (ζ), F
2
 (ζ) and
F 3 (ζ) will all be shown below to converge to 0 in L
1
loc(dtdx) as → 0. Furthermore,
explicit computations will identify the asymptotic behavior of the first term in the
above right-hand side. However, there still remains to handle the second term in
the right-hand side above, for the limit of this singular expression is not apparent
yet (even formally). It is precisely for this term that we have to employ the crucial
fact that ζ belongs to Ker(L)⊥, as we now explain.
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Indeed, note first that the properties of the linearized Boltzmann operator L
stated in Propositions 5.4 and 5.5 combined with the Fredholm alternative imply
that L is self-adjoint and Fredholm of index zero on L2(Mdv). Therefore, its
range is exactly the orthogonal complement of its kernel. It follows that any ζ ∈
Ker(L)⊥ ⊂ L2 (Mdv) belongs to the range of L and, thus, that there is an inverse
ζ˜ ∈ L2(Mdv) such that
ζ = Lζ˜,
uniquely determined by the fact that it is orthogonal to the kernel of L (i.e. to the
collision invariants).
Then, making use of the simple identity
Lgˆ = 
2
Q (gˆ, gˆ)− 
∫
R3×S2
qˆM∗dv∗dσ,
one has therefore
(9.14)
1

∫
R3
gˆζMdv =
1

∫
R3
gˆLζ˜Mdv = 1

∫
R3
Lgˆζ˜Mdv
=
1
2
∫
R3
Q (gˆ, gˆ) ζ˜Mdv −
∫
R3×R3×S2
qˆζ˜MM∗dvdv∗dσ
=
1
2
∫
R3
Q (Πgˆ,Πgˆ) ζ˜Mdv −
∫
R3×R3×S2
qˆζ˜MM∗dvdv∗dσ + F 4 (ζ),
where
F 4 (ζ)
def
=
1
4
∫
R3
Q (gˆ −Πgˆ, gˆ + Πgˆ) ζ˜Mdv + 1
4
∫
R3
Q (gˆ + Πgˆ, gˆ −Πgˆ) ζ˜Mdv.
Now, combining (9.13) with (9.14) and using the identity
Q (Πgˆ,Πgˆ) = 1
2
L
(
(Πgˆ)
2
)
,
which straightforwardly follows from the following computation, valid for any col-
lision invariant ϕ,
ϕ′ϕ′∗ − ϕϕ∗ =
1
2
(
(ϕ′ + ϕ′∗)
2 − (ϕ+ ϕ∗)2
)
︸ ︷︷ ︸
=0
+
1
2
(
ϕ2 + ϕ2∗ − ϕ′2 − ϕ′2∗
)
,
we deduce that
(9.15)
F˜(ζ)− 1
2
∫
R3
(Πgˆ)
2
ζMdv +
∫
R3×R3×S2
qˆζ˜MM∗dvdv∗dσ
= F˜(ζ)− 1
4
∫
R3
(Πgˆ)
2
ζMdv
− 1
4
∫
R3
L
(
(Πgˆ)
2
)
ζ˜Mdv +
∫
R3×R3×S2
qˆζ˜MM∗dvdv∗dσ
= F 1 (ζ) + F
2
 (ζ) + F
3
 (ζ) + F
4
 (ζ).
Explicit computations show that the advection terms can be conveniently ex-
pressed with the moments of Πgˆ (which are equal, by definition, to those of gˆ).
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Indeed, decomposing
(Πgˆ)
2
=
(
ρˆ + uˆ · v + θˆ
( |v|2
2
− 3
2
))2
= ρˆ2 − 3ρˆθˆ −
3
2
θˆ2 + 2
(
ρˆ + θˆ
)
uˆ · v +
(
|uˆ|2
3
+ ρˆθˆ + θˆ
2

)
|v|2︸ ︷︷ ︸
∈KerL
+ uˆ ⊗ uˆ : φ+ 2θˆuˆ · ψ + θˆ2
( |v|4
4
− 5|v|
2
2
+
15
4
)
︸ ︷︷ ︸
⊥KerL
,
where φ and ψ are defined in (2.12) and ρˆ, uˆ and θˆ are, respectively, the density,
bulk velocity and temperature associated with gˆ, we find that
(9.16)
1
2
∫
R3
(Πgˆ)
2
φMdv = uˆ ⊗ uˆ − |uˆ|
2
3
Id,
1
2
∫
R3
(Πgˆ)
2
ψMdv =
5
2
uˆθˆ.
In particular, it follows from (9.15) that
(9.17)
F˜(φ)−
(
uˆ ⊗ uˆ − |uˆ|
2
3
Id
)
+
∫
R3×R3×S2
qˆφ˜MM∗dvdv∗dσ
= F 1 (φ) + F
2
 (φ) + F
3
 (φ) + F
4
 (φ),
F˜(ψ)− 5
2
uˆθˆ +
∫
R3×R3×S2
qˆψ˜MM∗dvdv∗dσ = F 1 (ψ) + F
2
 (ψ) + F
3
 (ψ) + F
4
 (ψ).
Next, writing
gγχ
( |v|2
K
)
− gˆ = 1
2
gˆ
(
γχ
( |v|2
K
)(√
G + 1
)
− 2
)
,
using the equi-integrability of gˆ2 from Lemma 7.8, the fact that the second fac-
tor γχ
(
|v|2
K
) (√
G + 1
) − 2 is uniformly bounded in L∞ and converges almost
everywhere to 0, observe that, by the Product Limit Theorem,
(9.18) gγχ
( |v|2
K
)
− gˆ → 0 in L2loc
(
dtdx;L2(Mdv)
)
.
In particular
(9.19) ρ˜ − ρˆ → 0, u˜ − uˆ → 0 and θ˜ − θˆ → 0 in L2loc(dtdx) as → 0.
Therefore, on the whole, combining (9.17) with (9.19), we see that proving
Lemma 9.3 comes down to establishing the vanishing of the four remainder terms
F 1 (ζ), F
2
 (ζ), F
3
 (ζ) and F
4
 (ζ), for any ζ = O
(|v|3) as |v| → ∞.
• The first term
F 1 (ζ) =
1
4
∫
R3
(
gˆ2 − (Πgˆ)2
)
γχ
( |v|2
K
)
ζMdv,
requires a careful treatment because of the growth of ζ(v) = O(|v|3) for large
velocities. By the Cauchy-Schwarz inequality, it holds that
(9.20)
‖F 1 (ζ)‖L1loc(dtdx) ≤
∥∥∥∥(gˆ + Πgˆ)γχ( |v|2K
)
ζ
∥∥∥∥
L2loc(dtdx;L
2(Mdv))
× ‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv)) .
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We already know from Lemma 7.9 that
(9.21) ‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv)) → 0 as → 0.
It remains then to bound the first term in the right-hand side of (9.20) by obtain-
ing a suitable control of large velocities. This follows from Lemma 5.12 and the
definition of Π, which yields, for all 2 ≤ p < 4,
(9.22) |(gˆ + Πgˆ)γ| ≤ C |gˆ|
1 +
√
G
+ C |Πgˆ| = O(1)L2loc(dtdx;Lp(Mdv)).
Hence, incorporating this last estimate in (9.20) leads to, in view of (9.21),
(9.23) F 1 (ζ)→ 0 in L1loc(dtdx) as → 0.
• The term
F 2 (ζ) =
1
4
∫
R3
(
γχ
( |v|2
K
)
− 1
)
(Πgˆ)
2
ζMdv,
is easily disposed of, using the equi-integrability of gˆ2 from Lemma 7.8 which implies
in particular that
(Πgˆ)
2
(1 + |v|p)M is uniformly integrable on [0, T ]×K × R3,
for each T > 0, each compactK ⊂ R3 and each p ∈ R. Indeed, by the Product Limit
Theorem, as
(
γχ
(
|v|2
K
)
− 1
)
is bounded in L∞ and converges almost everywhere
to zero, we obtain, for any p ∈ R,
(9.24) (Πgˆ)
2
(
γχ
( |v|2
K
)
− 1
)
→ 0 in L1loc
(
dtdx;L1 ((1 + |v|p)Mdv)) .
In particular, it follows that
(9.25) F 2 (ζ)→ 0 in L1loc(dtdx) as → 0.
• In order to get the convergence of
F 3 (ζ) =
1

∫
R3
gˆ
(
γχ
( |v|2
K
)
− 1
)
ζMdv,
we use both the estimate (8.8) on the tails of Gaussian distributions and the con-
vergence (9.12) previously obtained in the proof of Lemma 9.2.
Since ζ2(v) = O
(|v|6) as |v| → ∞, one has first, by (8.8), that
(9.26)∥∥∥∥1
∫
R3
gˆγ
(
χ
( |v|2
K
)
− 1
)
ζMdv
∥∥∥∥
L∞(dt;L2(dx))
≤ 1

‖γ‖L∞‖gˆ‖L∞(dt;L2(Mdxdv))
(∫
R3
1{|v|2>K}ζ
2Mdv
)1/2
≤ CK4 −1| log | 74 ,
which vanishes as soon as K > 4. Furthermore, by (9.12), we find
(9.27)
∥∥∥∥1
∫
R3
gˆ(γ − 1)ζMdv
∥∥∥∥
L2loc(dt;L1loc(dx))
≤
∥∥∥∥ζ γ − 1
∥∥∥∥
L2loc(dtdx;L
2(Mdv))
‖gˆ‖L∞(dt;L2(Mdxdv)) = o(1).
Thus, combining the preceding estimates yields
(9.28) F 3 (ζ)→ 0 in L1loc(dtdx) as → 0.
• Finally, the continuity of Q
‖Q(g, g)‖L2(Mdv) ≤ C‖g‖2L2(Mdv),
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easily implies that
(9.29)
‖F 4 (ζ)‖L1loc(dtdx) ≤ C‖ζ˜‖L2(Mdv) ‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv))
× ‖gˆ + Πgˆ‖L2loc(dtdx;L2(Mdv))
≤ C‖ζ˜‖L2(Mdv) ‖gˆ −Πgˆ‖L2loc(dtdx;L2(Mdv))
× ‖gˆ‖L2loc(dtdx;L2(Mdv)) ,
whence, in view of (9.21),
(9.30) F 4 (ζ)→ 0 in L1loc(dtdx) as → 0.
On the whole, combining estimates (9.23), (9.25), (9.28) and (9.30) leads to the
expected vanishing of flux remainders which concludes the proof of the lemma. 
9.1.3. Decomposition of acceleration terms. It only remains to deal with
the acceleration terms.
Lemma 9.4. The acceleration terms defined by (9.5) satisfy
A(1)→ 0,
A(v)− 1

E − (ρ˜E + u˜ ∧B)→ 0,
A
( |v|2
2
− 5
2
)
− u˜ · E → 0,
in L1loc(dtdx) as → 0.
Proof. By definition of the acceleration terms, one has the decomposition
(9.31)
A(ϕ)− 1

E ·
∫
R3
ϕvMdv −
∫
R3
gγ (E + v ∧B) · (∇vϕ)χ
( |v|2
K
)
Mdv
= A1 (ϕ) +A
2
(ϕ) +A
3
(ϕ),
with
A1(ϕ) = −
1

E ·
∫
R3
ϕ(v)(1− χ)
( |v|2
K
)
vMdv,
A2(ϕ) = E ·
∫
R3
(
gγˆ − 1− γˆ

− gγ
)
ϕ(v)χ
( |v|2
K
)
vMdv,
A3(ϕ) =
2
K
E ·
∫
R3
gγϕ(v)χ
′
( |v|2
K
)
vMdv.
As previously, describing the convergence requires a careful treatment.
• By the Gaussian decay estimate (8.8) and the uniform L2 bound on E inherited
from the entropy inequality (4.28), we get, for all vϕ(v) = O
(|v|3) as |v| → ∞,
(9.32) A1(ϕ) = O
(

K
2 −1| log |2
)
L2loc(dtdx)
,
which tends to 0 as soon as K > 2.
• For the second term, recalling γˆ = γ+gγ′ (G) and writing g = 12 gˆ
(
1 +
√
G
)
,
an easy computation provides
A2(ϕ) = E ·
∫
R3
(
g2γ
′(G)− 1− γˆ

)
ϕ(v)χ
( |v|2
K
)
vMdv
= E ·
∫
R3
(
1
2
gˆ
(
1 +
√
G
)
(G − 1) γ′(G)− 1− γˆ

)
ϕ(v)χ
( |v|2
K
)
vMdv.
216 9. APPROXIMATE MACROSCOPIC EQUATIONS
By (9.12), we have∫
R3
1− γˆ

ϕ(v)χ
( |v|2
K
)
vMdv → 0 in L2loc(dtdx).
Similarly, from the equi-integrability of gˆ2 (see Lemma 7.8) and the fact that,
by the hypotheses (9.1) on γ(z),
(
1 +
√
G
)
(G − 1) γ′(G) is uniformly bounded
in L∞ and converges almost everywhere to zero (possibly up to extraction of a
subsequence), we deduce by the Product Limit Theorem that
(9.33) gˆ
(
1 +
√
G
)
(G − 1) γ′(G)→ 0 in L2loc
(
dtdx;L2 (Mdv)
)
.
Therefore, it follows that∫
R3
(
1
2
gˆ
(
1 +
√
G
)
(G − 1) γ′(G)− 1− γˆ

)
ϕ(v)χ
( |v|2
K
)
vMdv → 0,
in L2loc(dtdx), which, when combined with the uniform L
2 bound on E, implies
that
(9.34) A2(ϕ)→ 0 in L1loc(dtdx).
• The last remainder term is easy to control. From the uniform L2 estimates on E
and |gγ| = 12
∣∣gˆ (1 +√G) γ (G)∣∣ ≤ C |gˆ|, and the fact that
1
K2
∫
R3
ϕ2χ′
( |v|2
K
)2
|v|2Mdv → 0,
we deduce that
(9.35) A3(ϕ)→ 0 in L1loc(dtdx).
Thus, on the whole, incorporating the convergences of remainder terms (9.32),
(9.34) and (9.35) into the decomposition (9.31) and performing direct computations
of
∫
R3 ϕvMdv and
∫
R3 gγ(E + v ∧ B) · (∇vϕ)χ
(
|v|2
K
)
Mdv leads then to the
expected convergences and concludes the proof of the lemma. 
9.2. Approximate conservation of mass, momentum and energy for two
species
In a way very similar to the one species case from Section 9.1, we can write ap-
proximate conservation laws for the two species Vlasov-Maxwell-Boltzmann system
(4.34). However, there are two main differences. The first one is that we do not
expect the momentum and energy of each species to be conserved separately, for the
mixed collision operators in (4.34) do not vanish (even formally) when integrated
against collision invariants (except constants) unless they are added together. The
second one is that the perturbation in (4.34) is more singular so that we do not
expect to be able to establish a weak compactness statement such as Lemma 7.8 :
the remainders will therefore be controlled by a modulated entropy, which will yield
the convergence of remainders to zero at the very end of the proof using Gro¨nwall’s
lemma (see Chapter 12).
Having in mind to establish some loop estimates with Gro¨nwall’s lemma, which
are characteristic of modulated energy (or relative entropy) methods, we impose
now some bound from below on the renormalizations. More precisely, we consider
here an admissible nonlinearity Γ(z) defined by
Γ(z)− 1 = (z − 1)γ(z),
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where γ ∈ C1 ([0,∞);R) satisfies the following assumptions, for some given C1, C2 >
0 :
(9.36)
γ(z) ≡ 1, for all z ∈ [0, 2],
γ(z) ≤ 1, for all z ∈ [0,∞),
γ(z)→ 0, as z →∞,
γ(z) ≥ C1
(1 + z)
1
2
, for all z ∈ [0,∞),
|γ′(z)| ≤ C2
(1 + z)
3
2
, for all z ∈ [0,∞).
The above hypotheses on Γ(z) are clearly more restrictive than the corresponding
assumptions (9.1) in the one species case. Note that necessarily |γ(z)| ≤ 2C2
(1+z)
1
2
and
(9.37) C1
(√
z − 1)2 ≤ (z − 1)2 γ(z)2 = (Γ(z)− 1)2 .
With the notation γ± for γ (G
±
 ) and γˆ
±
 (G) for Γ
′ (G± ), the scaled Vlasov-
Boltzmann equation in (4.34) renormalized relatively to the Maxwellian M with
the admissible nonlinearity Γ(z) reads
(9.38)
∂t
(
g± γ
±

)
+
1

v · ∇x
(
g± γ
±

)± δ

(E + v ∧B) · ∇v
(
g± γ
±

)∓ δ

E · vG± γˆ±
=
1
3
γˆ± Q
(
G± , G
±

)
+
δ2
3
γˆ± Q
(
G± , G
∓

)
.
Following the strategy of Section 9.1, we also introduce a truncation of large
velocities χ
(
|v|2
K
)
, with K = K| log |, for some large K > 0 to be fixed later on,
and χ ∈ C∞c ([0,∞)) a smooth compactly supported function such that 1[0,1] ≤
χ ≤ 1[0,2].
Thus, multiplying each side of the above equation by ϕ(v)χ
(
|v|2
K
)
, where ϕ
is a collision invariant, and averaging with respect to Mdv leads to the moment
equations
(9.39) ∂t
∫
R3
g± γ
±
 ϕχ
( |v|2
K
)
Mdv +∇x · F± (ϕ) = ±A± (ϕ) +D± (ϕ) + ∆± (ϕ),
with the notations
(9.40) F± (ϕ) =
1

∫
R3
g± γ
±
 ϕχ
( |v|2
K
)
vMdv,
for the fluxes,
(9.41)
A± (ϕ) =
δ

E ·
∫
R3
(1 + g± )γˆ
±
 ϕχ
( |v|2
K
)
vMdv
+
δ

∫
R3
g± γ
±
 (E + v ∧B) · ∇v
(
ϕχ
( |v|2
K
)
M
)
dv
=
δ

E ·
∫
R3
γˆ± ϕχ
( |v|2
K
)
vMdv + δE ·
∫
R3
g± γˆ
±
 ϕχ
( |v|2
K
)
vMdv
+ δE ·
∫
R3
g± γ
±
 ϕ
(
2
K
χ′
( |v|2
K
)
− χ
( |v|2
K
))
vMdv
+
δ

∫
R3
g± γ
±
 (E + v ∧B) · (∇vϕ)χ
( |v|2
K
)
Mdv,
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for the acceleration terms, and
(9.42)
D± (ϕ) =
1
3
∫
R3
γˆ± Q
(
G± , G
±

)
ϕχ
( |v|2
K
)
Mdv,
∆± (ϕ) =
δ2
3
∫
R3
γˆ± Q
(
G± , G
∓

)
ϕχ
( |v|2
K
)
Mdv,
for the corresponding conservation defects.
By describing the asymptotic behavior of F± (ϕ), A
±
 (ϕ), D
±
 (ϕ) and ∆
±
 (ϕ),
we will prove the following consistency result (compare with the formal macroscopic
conservation laws (2.46) and (2.69) by setting α = δ, β = δ and γ = 1 therein).
Proposition 9.5. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded, or
in Theorem 4.6 for strong interspecies interactions, i.e. δ = 1, and denote by ρ˜± , u˜
±

and θ˜± the density, bulk velocity and temperature associated with the renormalized
fluctuations g± γ
±
 χ
(
|v|2
K
)
. Further define the hydrodynamic variables
ρ˜ =
ρ˜+ + ρ˜
−

2
, u˜ =
u˜+ + u˜
−

2
, θ˜ =
θ˜+ + θ˜
−

2
,
and electrodynamic variables
n˜ = ρ˜
+
 − ρ˜− , j˜ =
δ

(
u˜+ − u˜−
)
, w˜ =
δ

(
θ˜+ − θ˜−
)
.
Then, one has the approximate hydrodynamic conservation laws
∂tρ˜ +
1

∇x · u˜ = R,1,
∂tu˜ +∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id−
∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
= −1

∇x
(
ρ˜ + θ˜
)
+
1
2
(
δn˜E + j˜ ∧B
)
+R,2,
∂t
(
3
2
θ˜ − ρ˜
)
+∇x ·
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
= R,3,
where :
• φ˜ and ψ˜ are defined by (2.12) and (2.13),
• and the remainders R,i, i = 1, 2, 3, satisfy
(9.43)
‖R,i‖W−1,1loc (dx)
≤ Cδ ∥∥E − E¯∥∥L2(dx) ∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥
L2(Mdxdv)
+ C
∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥2
L2(Mdxdv)
+ C
∥∥(qˆ+ − q¯+, qˆ− − q¯−, qˆ+,− − q¯+,−, qˆ−,+ − q¯−,+)∥∥L2(MM∗dxdvdv∗dσ)
×
∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥
L2(Mdxdv)
+ o(1)L1loc(dt),
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for any two given infinitesimal Maxwellians, which differ only by their
densities,
g¯± = ρ¯± + u¯ · v + θ¯
( |v|2
2
− 3
2
)
,
with ρ¯±, u¯, θ¯ ∈ L∞(dtdx)∩L∞ (dt;L2(dx)), any collision integrands q¯±, q¯±,∓ ∈
L∞
(
dtdx;L2 (MM∗dvdv∗dσ)
) ∩ L2 (MM∗dtdxdvdv∗dσ) and any electric
field E¯ ∈ L∞(dtdx) ∩ L∞ (dt;L2(dx)).
One also has the approximate electrodynamic conservation laws
∂tn˜ +
1
δ
∇x · j˜ = R,4,
2
δ2
∂tj˜ +
1
δ
∇x
(
n˜ +

δ
w˜
)
= 2 (E + u˜ ∧B)
+
∫
R3×R3×S2
(
qˆ+,− − qˆ−,+
)
vMM∗dvdv∗dσ +R,5,
∂t
(
3
2
2
δ2
w˜ − 
δ
n˜
)
=
∫
R3×R3×S2
(
qˆ+,− − qˆ−,+
)( |v|2
2
− 5
2
)
MM∗dvdv∗dσ
+R,6,
where :
• the remainder R,4 also satisfies (9.43),
• and the remainders R,i, i = 5, 6, converge to 0 in L1loc
(
dt;W−1,1loc (dx)
)
.
Just like in the proof of proposition 9.1, the proof of Proposition 9.5 consists
in three steps respectively devoted to the study of conservation defects, fluxes and
acceleration terms in (9.39).
For the sake of clarity, these three steps are respectively detailed in Sections
9.2.1, 9.2.2 and 9.2.3, below.
More precisely, Proposition 9.5 will clearly follow from the combination of the
approximate conservation laws (9.39) with Lemma 9.11, which handles the conser-
vation defects D± (ϕ) and ∆
±
 (ϕ), for any collision invariant ϕ, Lemma 9.12, which
establishes the asymptotic behavior of the fluxes F± (v) and F
±

(
|v|2
2 − 52
)
, Lemma
9.13, which characterizes the acceleration terms A± (1), A
±
 (v) and A
±

(
|v|2
2 − 52
)
as → 0, and with the following simple estimates of nonlinear terms :
(9.44)
∣∣∣∣12 (u˜+ ⊗ u˜+ + u˜− ⊗ u˜− )− u˜ ⊗ u˜
∣∣∣∣
=
1
4
∣∣ (u˜+ − u¯)⊗ (u˜+ − u¯)+ (u˜− − u¯)⊗ (u˜− − u¯)
− (u˜+ − u¯)⊗ (u˜− − u¯)− (u˜− − u¯)⊗ (u˜+ − u¯) ∣∣
≤ C
∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥2
L2(Mdv)
,∣∣∣∣12 (u˜+ θ˜+ + u˜− θ˜− )− u˜θ˜
∣∣∣∣
=
1
4
∣∣ (u˜+ − u¯) (θ˜+ − θ¯)+ (u˜− − u¯) (θ˜− − θ¯)
− (u˜+ − u¯) (θ˜− − θ¯)− (u˜− − u¯) (θ˜+ − θ¯) ∣∣
≤ C
∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥2
L2(Mdv)
.
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As it turns out, the macroscopic conservation laws provided by Proposition
9.5 will not be sufficient to complete the renormalized relative entropy method in
Chapter 12, for the renormalized electric current j˜ in the approximate conservation
of momentum of Proposition 9.5 is not controlled by the entropy dissipation. This
difficulty will be bypassed by expressing the Lorentz force with the Poynting vector
E∧B (as performed in Section 4.1.4), which will consequently require the handling
of the defect measures m and a, introduced in Section 4.1.4, stemming from the
terms
∫
R3 (f
+
 + f
−
 ) v ⊗ vdv and
(
E
B
)
⊗
(
E
B
)
, respectively. Fortunately, the
defects m and a are naturally controlled by the scaled entropy inequality (4.35).
The following proposition appropriately provides an alternate approximate con-
servation of momentum law based on the Poynting vector, which will be crucial for
the renormalized relative entropy method detailed in Chapter 12. For convenience,
the proof of this proposition is deferred to Section 9.2.4 below.
Proposition 9.6. Let (f± , E, B) be the sequence of renormalized solutions
to the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) considered in
Theorem 4.5 for weak interspecies interactions, i.e. δ = o(1) and δ unbounded, or
in Theorem 4.6 for strong interspecies interactions, i.e. δ = 1, and denote by ρ˜± , u˜
±

and θ˜± the density, bulk velocity and temperature associated with the renormalized
fluctuations g± γ
±
 χ
(
|v|2
K
)
. Further define the hydrodynamic variables
ρ˜ =
ρ˜+ + ρ˜
−

2
, u˜ =
u˜+ + u˜
−

2
, θ˜ =
θ˜+ + θ˜
−

2
.
Then, one has the approximate conservation of momentum law
∂t
u˜ + 1
2
E ∧B + 1
2
a26 − a35a34 − a16
a15 − a24

+∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id +
1
22
m −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
− 1
2
∇x · (E ⊗ E + e +B ⊗B + b) +∇x
( |E|2 + |B|2 + Tr a
4
)
= −1

∇x
(
ρ˜ + θ˜
)
+ ∂t
(
o(1)L∞(dt;L1loc(dx))
)
+R,7,
where :
• φ˜ is defined by (2.12) and (2.13),
• the remainder R,7 satisfies
‖R,7‖W−1,1loc (dx) ≤ C1
∫
R3×R3
(
1
2
h
(
g+
)− 1
2
(
g+ γ
+
 χ
( |v|2
K
))2)
Mdxdv
+ C1
∫
R3×R3
(
1
2
h
(
g−
)− 1
2
(
g− γ
−
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt),
for any two given infinitesimal Maxwellians, which differ only by their
densities,
g¯± = ρ¯± + u¯ · v + θ¯
( |v|2
2
− 3
2
)
,
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with ρ¯±, u¯, θ¯ ∈ L∞(dtdx) ∩ L∞ (dt;L2(dx)),
• and the symmetric positive definite matrix measures m and a are the de-
fects introduced in Section 4.1.4 stemming from the terms
∫
R3 (f
+
 + f
−
 ) v⊗
vdv and
(
E
B
)
⊗
(
E
B
)
, respectively, with the notation e = (aij)1≤i,j≤3
and b =
(
a(i+3)(j+3)
)
1≤i,j≤3.
In the limit → 0 and for well-prepared initial data, we expect that
∥∥∥g± γ± χ( |v|2K )− g¯±∥∥∥2L2(Mdv)
should converge strongly to zero for a suitable choice of g¯±. Propositions 9.5 and
9.6 provide then the expected consistency.
A close inspection of (9.2) and (9.38) shows that the main specificities of the
two species case handled here, by comparison with the one species case treated in
Section 9.1, are the following :
• Mixed collision terms do not have all the usual microscopic symmetries, so
that we cannot expect macroscopic momentum and energy conservation
to hold for each species separately. In other words, there is an exchange
of momentum and energy (but not mass) between cations and anions.
Symmetries and conservation laws are retrieved by considering the total
momentum and total energy.
• The magnetic force is stronger, so that its contribution to the acceleration
terms has to be studied carefully.
• The assumptions (9.36) on the renormalization Γ(z) are more restrictive
than (9.1). Whereas (9.1) permitted us to consider a uniformly bounded
renormalization if necessary, (9.36) requires Γ(z) to behave like
√
z for
large values of z. Thus, we can no longer have an L∞ bound on the
renormalized fluctuations. However, it still holds true that
√
G± γ± and√
G± γˆ± are uniformly bounded pointwise, which is the only property of
Γ(z) that we have actually used in Section 9.1.
The precise usefulness of hypotheses (9.36) will become apparent in
the proof of Lemma 9.7 below, where the growth properties of Γ are em-
ployed to compare gˆ± with g
±
 γ. (Note that this is an instance of the
importance of having a theory of renormalized solutions valid for square
root renormalizations.) It would be possible to consider here more gen-
eral renormalizations by working with auxiliary renormalizations when
controlling the remainders in Proposition 9.5. However, this would only
add useless technical cumbersomeness to the estimates, which we prefer
to avoid by imposing the more restrictive assumptions (9.36) on Γ.
• The equi-integrability of |gˆ|2 stated in Lemma 7.8 is no longer valid here
(only Lemma 7.10 holds here) and we have to substitute compactness
estimates by the consistency estimates provided by Lemmas 9.7 and 9.8
below.
To be precise, in Section 9.1, the equi-integrability of |gˆ|2 has been used to
control D3 and D
4
 in the conservation defects, F
1
 , F
2
 , F
3
 and F
4
 in the fluxes, as
well as A2 in the acceleration terms.
In order to circumvent this lack of compactness, we need to understand how
to substitute the convergences (9.9), (9.12), (9.18), (9.21), (9.24) and (9.33) by
bounds which will be absorbed through appropriate loop estimates later on (us-
ing Gro¨nwall’s lemma). This is precisely the goal of the following lemmas, whose
technical proofs are postponed to Section 9.2.5 below, for clarity.
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Lemma 9.7. For any 2 ≤ p < 4 and 1 ≤ q <∞, and denoting, for convenience,[
g± γ
±
 − g¯±
]
=
∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L2loc(dtdx),
one has the following consistency estimates∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) ≤ C [g± γ± − g¯±] ,(9.45) ∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
≤ C [g± γ± − g¯±] ,(9.46) ∥∥g± γ± − gˆ± ∥∥L2(Mdv) ≤ C [g± γ± − g¯±] ,(9.47) ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) ≤ C [g± γ± − g¯±] ,(9.48) ∥∥∥∥(Πgˆ± )2(γ± χ( |v|2K
)
− 1
)∥∥∥∥
Lq(Mdv)
≤ C [g± γ± − g¯±]2 ,(9.49) ∥∥∥∥11{G± ≥2}
∥∥∥∥
Lp(Mdv)
≤ C [g± γ± − g¯±] .(9.50)
Lemma 9.8. For any 2 ≤ p < 4 and 1 ≤ q < 2, one has the following consis-
tency estimates ∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) = o(1)Lqloc(dtdx),(9.51) ∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
= o(1)Lqloc(dtdx),(9.52) ∥∥g± γ± − gˆ± ∥∥L2(Mdv) = o(1)Lqloc(dtdx),(9.53) ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) = o(1)Lqloc(dtdx),(9.54) ∥∥∥∥11{G± ≥2}
∥∥∥∥
Lp(Mdv)
= o(1)Lqloc(dtdx).(9.55)
The following lemma provides a refinement, displaying improved velocity inte-
grability, of the bound (9.45) from Lemma 9.7. It is based on the method of proof
of Lemma 5.12 and is crucial in the demonstration of Proposition 9.6.
Lemma 9.9. One has the following consistency estimates∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2((1+|v|)2Mdv) ≤ C1
∫
R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±

)2)
Mdv
+ C2
∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
and∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|)2Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt).
The next result comprises yet another important consistency estimate following
from the preceding lemma. This estimate is not used in the present chapter, we
only record it here for later reference in the proof of Theorem 4.6 in Chapter 12 for
strong interspecies interactions.
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Lemma 9.10. One has the following consistency estimates∥∥(gˆ+ − gˆ− − nˆ) gˆ± ∥∥L1((1+|v|)2Mdv) ≤ C1 ∫R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±

)2)
Mdv
+ C2
∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
and∥∥(gˆ+ − gˆ− − nˆ) gˆ± ∥∥L1loc(dx;L1((1+|v|)2Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt),
where nˆ is the charge density associated with gˆ
±
 .
9.2.1. Conservation defects. The first step of the proof of Proposition 9.5
is to establish the control of conservation defects.
Lemma 9.11. The conservation defects defined by (9.42) satisfy the controls,
for any collision invariant ϕ,∣∣D± (ϕ)∣∣ ≤ C ∥∥qˆ± − q¯±∥∥L2(MM∗dvdv∗dσ) ∥∥g± γ± − g¯±∥∥L2(Mdv)
+ o(1)L1loc(dtdx),∣∣∆+ (ϕ) + ∆− (ϕ)∣∣ ≤ Cδ ∥∥(qˆ+,− − q¯+,−, qˆ−,+ − q¯−,+)∥∥L2(MM∗dvdv∗dσ)
× ∥∥(g+ γ+ − g¯+, g− γ− − g¯−)∥∥L2(Mdv) + o(1)L1loc(dtdx),∣∣∆± (1)∣∣ ≤ Cδ ∥∥qˆ±,∓ − q¯±,∓∥∥L2(MM∗dvdv∗dσ)
× ∥∥(g+ γ+ − g¯+, g− γ− − g¯−)∥∥L2(Mdv) + o(1)L1loc(dtdx),

δ
∆± (ϕ) =
∫
R3×R3×S2
qˆ±,∓ ϕMM∗dvdv∗dσ + o(1)L1loc(dtdx).
Proof. We follow the proof of Lemma 9.2 in the one species case. Thus, we
first note that D± (ϕ) can be decomposed exactly as in (9.7), which yields
(9.56)
D± (ϕ) =

4
∫
R3×R3×S2
γˆ± ϕχ
( |v|2
K
)
qˆ±2 MM∗dvdv∗dσ
− 1

∫
R3×R3×S2
γˆ± ϕ
(
1− χ
( |v|2
K
))
qˆ±
√
G± G±∗MM∗dvdv∗dσ
+
1

∫
R3×R3×S2
γˆ±
(
1− γˆ±∗
)
ϕqˆ±
√
G± G±∗MM∗dvdv∗dσ
+
1

∫
R3×R3×S2
γˆ± γˆ
±
∗
(
1− γˆ±′ γˆ±′∗
)
ϕqˆ±
√
G± G±∗MM∗dvdv∗dσ
− 
4
∫
R3×R3×S2
γˆ± γˆ
±
∗γˆ
±′
 γˆ
±′
∗ ϕqˆ
±2
 MM∗dvdv∗dσ
def
= D±1 (ϕ) +D
±2
 (ϕ) +D
±3
 (ϕ) +D
±4
 (ϕ) +D
±5
 (ϕ),
where we have used that ϕ is a collision invariant to symmetrize the last term.
Then, we estimate the defects D±1 (ϕ), D
±2
 (ϕ) and D
±5
 (ϕ) exactly as D
1
 (ϕ),
D2 (ϕ) and D
5
 (ϕ) in the one species case. Indeed, the control of these terms only
depends on the bounds provided by the relative entropy and entropy dissipation
224 9. APPROXIMATE MACROSCOPIC EQUATIONS
through Lemmas 5.2 and 5.3 and, therefore, holds in both the one species and two
species cases. Thus, we have that
D±1 (ϕ), D
±2
 (ϕ), D
±5
 (ϕ)→ 0 in L1loc(dtdx) as → 0.
The remaining terms cannot be handled as in Lemma 9.2 and do not necessarily
vanish, because of the lack of equi-integrability of |gˆ± |2. Note, however, that the
estimates (9.8) and (9.10) can be reproduced here without difficulty, which yields,
for any 2 < p <∞,
∣∣D±3 (ϕ)∣∣ ≤ C ∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ) ∥∥(1− γˆ± ) gˆ± ∥∥L2(Mdv)
≤ C ∥∥qˆ± − q¯±∥∥L2(MM∗dvdv∗dσ) ∥∥(1− γˆ± ) gˆ± ∥∥L2(Mdv)
+ C
∥∥q¯±∥∥
L∞(dtdx;L2(MM∗dvdv∗dσ))
∥∥(1− γˆ± ) gˆ± ∥∥L2(Mdv) ,∣∣D±4 (ϕ)∣∣ ≤ C ∥∥qˆ± ∥∥L2(MM∗dvdv∗dσ)
∥∥∥∥1 (1− γˆ± )
∥∥∥∥
Lp(Mdv)
≤ C ∥∥qˆ± − q¯±∥∥L2(MM∗dvdv∗dσ)
∥∥∥∥1 (1− γˆ± )
∥∥∥∥
Lp(Mdv)
+ C
∥∥q¯±∥∥
L∞(dtdx;L2(MM∗dvdv∗dσ))
∥∥∥∥1 (1− γˆ± )
∥∥∥∥
Lp(Mdv)
.
Then, instead of using the convergences (9.9) and (9.12) (which are not valid here),
we employ the pairs of controls (9.45)-(9.51) and (9.50)-(9.55), respectively, pro-
vided by Lemmas 9.7 and 9.8, which yields
∣∣D±3 (ϕ)∣∣ ≤ C ∥∥qˆ± − q¯±∥∥L2(MM∗dvdv∗dσ) ∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L1loc(dtdx),∣∣D±4 (ϕ)∣∣ ≤ C ∥∥qˆ± − q¯±∥∥L2(MM∗dvdv∗dσ) ∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L1loc(dtdx).
On the whole, combining the preceding estimates clearly concludes the proof
of the control of D± (ϕ).
We turn to the analysis of the mixed terms ∆± (ϕ), which are handled in a
very similar fashion. Let us just recall that we do not expect the conservation of
momentum and energy to hold for each species separately, so that only the total
mixed conservation defects ∆+ (ϕ) + ∆
−
 (ϕ) are expected to vanish in the limit, in
general.
First, we decompose
∆+ (ϕ) + ∆
−
 (ϕ) = ∆
1
(ϕ) + ∆
2
(ϕ) + ∆
3
(ϕ) + ∆
4
(ϕ) + ∆
5
(ϕ),
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where we define
(9.57)
∆1(ϕ) =

4
∫
R3×R3×S2
γˆ+ ϕχ
( |v|2
K
)(
qˆ+,−
)2
MM∗dvdv∗dσ
+

4
∫
R3×R3×S2
γˆ− ϕχ
( |v|2
K
)(
qˆ−,+
)2
MM∗dvdv∗dσ,
∆2(ϕ) = −
δ

∫
R3×R3×S2
γˆ+ ϕ
(
1− χ
( |v|2
K
))
qˆ+,−
√
G+ G
−
∗MM∗dvdv∗dσ
− δ

∫
R3×R3×S2
γˆ− ϕ
(
1− χ
( |v|2
K
))
qˆ−,+
√
G− G+∗MM∗dvdv∗dσ,
∆3(ϕ) =
δ

∫
R3×R3×S2
γˆ+
(
1− γˆ−∗
)
ϕqˆ+,−
√
G+ G
−
∗MM∗dvdv∗dσ
+
δ

∫
R3×R3×S2
γˆ−
(
1− γˆ+∗
)
ϕqˆ−,+
√
G− G+∗MM∗dvdv∗dσ,
∆4(ϕ) =
δ

∫
R3×R3×S2
γˆ+ γˆ
−
∗
(
1− γˆ+′ γˆ−′∗
)
ϕqˆ+,−
√
G+ G
−
∗MM∗dvdv∗dσ
+
δ

∫
R3×R3×S2
γˆ− γˆ
+
∗
(
1− γˆ−′ γˆ+′∗
)
ϕqˆ−,+
√
G− G+∗MM∗dvdv∗dσ,
∆5(ϕ) = −

4
∫
R3×R3×S2
γˆ+ γˆ
−
∗γˆ
+′
 γˆ
−′
∗ ϕ
(
qˆ+,−
)2
MM∗dvdv∗dσ
− 
4
∫
R3×R3×S2
γˆ− γˆ
+
∗γˆ
−′
 γˆ
+′
∗ ϕ
(
qˆ−,+
)2
MM∗dvdv∗dσ.
Note that we use the fact that ϕ is a collision invariant, i.e. that ϕ+ϕ∗ = ϕ′+ϕ′∗,
only to symmetrize ∆5(ϕ) :
∆5(ϕ) =
δ

∫
R3×R3×S2
γˆ+ γˆ
−
∗γˆ
+′
 γˆ
−′
∗ ϕqˆ
+,−

√
G+ G
−
∗MM∗dvdv∗dσ
+
δ

∫
R3×R3×S2
γˆ− γˆ
+
∗γˆ
−′
 γˆ
+′
∗ ϕqˆ
−,+

√
G− G+∗MM∗dvdv∗dσ
=
δ

∫
R3×R3×S2
γˆ+ γˆ
−
∗γˆ
+′
 γˆ
−′
∗ (ϕ+ ϕ∗) qˆ
+,−

√
G+ G
−
∗MM∗dvdv∗dσ
=
δ
2
∫
R3×R3×S2
γˆ+ γˆ
−
∗γˆ
+′
 γˆ
−′
∗ (ϕ+ ϕ∗) qˆ
+,−

×
(√
G+ G
−
∗ −
√
G+′ G−′∗
)
MM∗dvdv∗dσ
= − 
4
∫
R3×R3×S2
γˆ+ γˆ
−
∗γˆ
+′
 γˆ
−′
∗ (ϕ+ ϕ∗)
(
qˆ+,−
)2
MM∗dvdv∗dσ.
This is precisely the point where we need to consider the sum of the mixed collision
integrands over both species. Note that, if ϕ ≡ 1, then we have ϕ = ϕ∗, so that
the conservation defects can be dealt with separately.
Anyway, the terms in (9.57) are all similar to those in (9.56). We even have
an additional factor δ in the terms ∆2(ϕ), ∆
3
(ϕ) and ∆
4
(ϕ). Therefore, with the
exact same arguments used to treat the conservation defects D± (ϕ), we conclude
the proof of the controls over ∆+ (ϕ) + ∆
−
 (ϕ) and ∆
±
 (1).
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Finally, in order to derive the control of δ∆
±
 (ϕ), we consider the simple de-
composition, writing
√
G∓∗ = 1 + 2 gˆ
∓
∗,

δ
∆± (ϕ)−
∫
R3×R3×S2
qˆ±,∓ ϕMM∗dvdv∗dσ
=

2
∫
R3×R3×S2
γˆ±
√
G± χ
( |v|2
K
)
gˆ∓∗qˆ
±,∓
 ϕMM∗dvdv∗dσ
+
∫
R3×R3×S2
(
γˆ±
√
G± χ
( |v|2
K
)
− 1
)
qˆ±,∓ ϕMM∗dvdv∗dσ
+
2
4δ
∫
R3×R3×S2
γˆ±
(
qˆ±,∓
)2
ϕχ
( |v|2
K
)
MM∗dvdv∗dσ.
Then, since δ vanishes, ϕχ
(
|v|2
K
)
is bounded pointwise by a constant multiple
of |log |, the renormalized fluctuations gˆ∓∗ are uniformly bounded in L∞
(
dt;L2 (M∗dxdv∗)
)
and the collision integrands qˆ±,∓ are uniformly bounded in L
2 (MM∗dtdxdvdv∗dσ),
we find that the first and third terms from the right-hand side above vanish in
L1loc (dtdx).
Further noticing that
(
γˆ±
√
G± χ
(
|v|2
K
)
− 1
)
ϕ is dominated by |ϕ| and con-
verges almost everywhere to 0, it is easily shown that the second term in the above
right-hand side vanishes in L1loc(dtdx), as well.
The proof of the lemma is now complete. 
9.2.2. Decomposition of flux terms. We characterize now the asymptotic
behavior of the flux terms.
Lemma 9.12. The flux terms defined by (9.40) satisfy∣∣∣∣∣F± (v)− 1 (ρ˜± + θ˜± ) Id−u˜± ⊗ u˜± + |u˜± |
2
3
Id +
∫
R3×R3×S2
qˆ± φ˜MM∗dvdv∗dσ
∣∣∣∣∣
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
and ∣∣∣∣F± ( |v|22 − 52
)
− 5
2
u˜± θ˜
±
 +
∫
R3×R3×S2
qˆ± ψ˜MM∗dvdv∗dσ
∣∣∣∣
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
where φ˜, ψ˜ ∈ L2 (Mdv) are the kinetic momentum and energy fluxes defined by
(2.12) and (2.13).
Proof. Flux terms are strictly identical to those handled in Lemma 9.3 for
the one species case, so that we can reproduce essentially the same arguments.
Thus, we notice first that, modulo the diagonal term in the momentum flux
1

∫
R3
g± γ
±
 χ
( |v|2
K
) |v|2
3
Mdv =
1

(ρ˜± + θ˜
±
 ),
the flux terms have the following structure
F˜± (ζ) =
1

∫
R3
g± γ
±
 ζχ
( |v|2
K
)
Mdv,
where ζ ∈ Ker(L)⊥ ⊂ L2 (Mdv). Indeed, it is readily seen that the kinetic fluxes
φ(v) and ψ(v), defined by (2.12), are orthogonal to collision invariants.
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Then, reproducing the decomposition (9.15) from the proof of Lemma 9.3, we
find
(9.58)
F˜± (ζ)−
1
2
∫
R3
(
Πgˆ±
)2
ζMdv +
∫
R3×R3×S2
qˆ± ζ˜MM∗dvdv∗dσ
= F±1 (ζ) + F
±2
 (ζ) + F
±3
 (ζ) + F
±4
 (ζ),
where ζ = Lζ˜ and
F±1 (ζ) =
1
4
∫
R3
(
gˆ±2 −
(
Πgˆ±
)2)
γ± χ
( |v|2
K
)
ζMdv,
F±2 (ζ) =
1
4
∫
R3
(
γ± χ
( |v|2
K
)
− 1
)(
Πgˆ±
)2
ζMdv,
F±3 (ζ) =
1

∫
R3
gˆ±
(
γ± χ
( |v|2
K
)
− 1
)
ζMdv,
F±4 (ζ) =
1
4
∫
R3
Q (gˆ± −Πgˆ± , gˆ± + Πgˆ± ) ζ˜Mdv
+
1
4
∫
R3
Q (gˆ± + Πgˆ± , gˆ± −Πgˆ± ) ζ˜Mdv.
The remainder terms F±1 (ζ), F
±2
 (ζ), F
±3
 (ζ) and F
±4
 (ζ) cannot be handled
here as in Lemma 9.3 and do not necessarily vanish, because of the lack of equi-
integrability of |gˆ± |2. Note, however, that the estimates (9.20), (9.22), (9.26), (9.27)
and (9.29) can be reproduced here without difficulty, which yields, for any 2 < p < 4
and 1 < q <∞,
∣∣F±1 (ζ)∣∣ ≤ C (∥∥gˆ± ∥∥L2(Mdv) + ∥∥qˆ± ∥∥ 12L2(MM∗dvdv∗dσ))∥∥gˆ± −Πgˆ± ∥∥L2(Mdv)
≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv)
+ C
(∥∥g¯±∥∥
L2(Mdv)
+
∥∥qˆ± ∥∥ 12L2(MM∗dvdv∗dσ))∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) ,∣∣F±2 (ζ)∣∣ ≤ C ∥∥∥∥(Πgˆ± )2(γ± χ( |v|2K
)
− 1
)∥∥∥∥
Lq(Mdv)
,
∣∣F±3 (ζ)∣∣ ≤ C ∥∥gˆ± ∥∥L2(Mdv) ∥∥∥∥1− γ±
∥∥∥∥
Lp(Mdv)
+ C
K
4 −1| log | 74 ∥∥gˆ± ∥∥L2(Mdv)
≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) ∥∥∥∥1− γ±
∥∥∥∥
Lp(Mdv)
+ C
∥∥g¯±∥∥
L2(Mdv)
∥∥∥∥1− γ±
∥∥∥∥
Lp(Mdv)
+ C
K
4 −1| log | 74 ∥∥gˆ± ∥∥L2(Mdv) ,∣∣F±4 (ζ)∣∣ ≤ C ∥∥gˆ± ∥∥L2(Mdv) ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv)
≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv)
+ C
∥∥g¯±∥∥
L2(Mdv)
∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) .
Then, instead of using the convergences (9.12), (9.21) and (9.24) (which are not
valid here), we employ the combinations of controls (9.50)-(9.55), (9.48)-(9.54) and
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(9.49), respectively, provided by Lemmas 9.7 and 9.8, which yields∣∣F±1 (ζ)∣∣ ≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) ∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L1loc(dtdx),∣∣F±2 (ζ)∣∣ ≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),∣∣F±3 (ζ)∣∣ ≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) ∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L1loc(dtdx),∣∣F±4 (ζ)∣∣ ≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) ∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L1loc(dtdx).
On the whole, using (9.47) and then incorporating the preceding estimates into
(9.58), we obtain∣∣∣∣F˜± (ζ)− 12
∫
R3
(
Πgˆ±
)2
ζMdv +
∫
R3×R3×S2
qˆ± ζ˜MM∗dvdv∗dσ
∣∣∣∣
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
which, when further combined with the direct computation (9.16), yields∣∣∣∣∣F˜± (φ)−
(
uˆ± ⊗ uˆ± −
|uˆ± |2
3
Id
)
+
∫
R3×R3×S2
qˆ± φ˜MM∗dvdv∗dσ
∣∣∣∣∣
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),∣∣∣∣F˜± (ψ)− 52 uˆ± θˆ± +
∫
R3×R3×S2
qˆ± ψ˜MM∗dvdv∗dσ
∣∣∣∣
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
where uˆ± and θˆ
±
 are, respectively, the bulk velocity and temperature associated
with gˆ± .
Finally, employing (9.46), (9.47) and (9.52), we easily obtain that∣∣∣∣∣
(
u˜± ⊗ u˜± −
|u˜± |2
3
Id
)
−
(
uˆ± ⊗ uˆ± −
|uˆ± |2
3
Id
)∣∣∣∣∣
≤ C ∣∣u˜± − uˆ± ∣∣ ∣∣u˜± − u¯∣∣+ C ∣∣uˆ± − u¯∣∣ ∣∣u˜± − uˆ± ∣∣+ C ∣∣u˜± − uˆ± ∣∣ |u¯|
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),∣∣∣∣52 u˜± θ˜± − 52 uˆ± θˆ±
∣∣∣∣
≤ C ∣∣u˜± − uˆ± ∣∣ ∣∣∣θ˜± − θ¯∣∣∣+ C ∣∣uˆ± − u¯∣∣ ∣∣∣θ˜± − θˆ± ∣∣∣
+ C
∣∣u˜± − uˆ± ∣∣ ∣∣θ¯∣∣+ C |u¯| ∣∣∣θ˜± − θˆ± ∣∣∣
≤ C ∥∥g± γ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx).
Combining the preceding estimates concludes the proof of the lemma. 
9.2.3. Decomposition of acceleration terms. It only remains to deal with
the acceleration terms.
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Lemma 9.13. The acceleration terms defined by (9.41) satisfy∣∣A± (1)∣∣ ≤ Cδ ∣∣E − E¯∣∣ ∥∥g± γ± − g¯±∥∥L2(Mdv)
+ o(1)L1loc(dtdx),∣∣∣∣A± (v)− δE − δρ˜± E − δ u˜± ∧B
∣∣∣∣ ≤ Cδ ∣∣E − E¯∣∣ ∥∥g± γ± − g¯±∥∥L2(Mdv)
+ o(1)L1loc(dtdx),∣∣∣∣A± ( |v|22 − 52
)
− δu˜± · E
∣∣∣∣ ≤ Cδ ∣∣E − E¯∣∣ ∥∥g± γ± − g¯±∥∥L2(Mdv)
+ o(1)L1loc(dtdx).
Proof. We follow a strategy similar to the proof of Lemma 9.4 in the one
species case.
Thus, by definition of the acceleration terms, we consider the decomposition
(9.59)
A± (ϕ)−
δ

E ·
∫
R3
ϕvMdv − δ

∫
R3
g± γ
±
 (E + v ∧B) · (∇vϕ)χ
( |v|2
K
)
Mdv
= A±1 (ϕ) +A
±2
 (ϕ) +A
±3
 (ϕ),
with
A±1 (ϕ) = −
δ

E ·
∫
R3
ϕ(v)(1− χ)
( |v|2
K
)
vMdv,
A±2 (ϕ) = δE ·
∫
R3
(
g± γˆ
±
 −
1− γˆ±

− g± γ±
)
ϕ(v)χ
( |v|2
K
)
vMdv,
A±3 (ϕ) =
2δ
K
E ·
∫
R3
g± γ
±
 ϕ(v)χ
′
( |v|2
K
)
vMdv.
Then, we estimate the remainders A±1 (ϕ) and A
±3
 (ϕ) exactly as A
1
(ϕ) and
A3(ϕ) in the one species case. It yields that
A±1 (ϕ), A
±3
 (ϕ)→ 0 in L1loc(dtdx) as → 0.
The remaining term A±2 (ϕ) cannot be handled as in Lemma 9.4. Note, how-
ever, that, writing g± =
1
2 gˆ
±

(
1 +
√
G±
)
, an easy computation provides
A±2 (ϕ) = δE ·
∫
R3
(
g±2 γ
′(G± )−
1− γˆ±

)
ϕ(v)χ
( |v|2
K
)
vMdv
= δE ·
∫
R3
1
2
gˆ±
(
1 +
√
G±
) (
G± − 1
)
γ′(G± )ϕ(v)χ
( |v|2
K
)
vMdv
− δE ·
∫
R3
1− γˆ±

ϕ(v)χ
( |v|2
K
)
vMdv.
Then, simply noticing, in view of the hypotheses (9.36) on the renormalization,
that (1 +
√
z)(z − 1)γ′(z) is bounded pointwise and supported on values z ≥ 2, we
deduce∣∣A±2 (ϕ)∣∣ ≤ Cδ |E|∥∥∥gˆ± (1 +√G± ) (G± − 1) γ′ (G± )∥∥∥
L2(Mdv)
+ Cδ |E|
∥∥∥∥1− γˆ±
∥∥∥∥
L2(Mdv)
≤ Cδ |E|
∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv)
≤ Cδ ∣∣E − E¯∣∣ ∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) + Cδ ∣∣E¯∣∣ ∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) ,
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so that we easily obtain from (9.45) in Lemma 9.7 and (9.51) in Lemma 9.8 that∣∣A±2 (ϕ)∣∣ ≤ Cδ ∣∣E − E¯∣∣ ∥∥g± γ± − g¯±∥∥L2(Mdv) + o(1)L1loc(dtdx).
Finally, incorporating the preceding remainder estimates into (9.59) and per-
forming direct computations of
∫
R3 ϕvMdv and
∫
R3 g
±
 γ
±
 (E+v∧B)·(∇vϕ)χ
(
|v|2
K
)
Mdv
leads then to the expected controls of acceleration terms and concludes the proof
of the lemma. 
9.2.4. Proof of Proposition 9.6. We justify here the validity of the approx-
imate conservation of momentum law provided by Proposition 9.6.
Proof of Proposition 9.6. According to Section 4.1.4, renormalized solu-
tions of the two species Vlasov-Maxwell-Boltzmann system (4.34) satisfy the con-
servation of momentum
(9.60)
∂t
∫
R3
(
g+ + g
−

)
vMdv + E ∧B +
a26 − a35a34 − a16
a15 − a24

+∇x ·
(
1

∫
R3
(
g+ + g
−

)
v ⊗ vMdv + 1
2
m − E ⊗ E − e −B ⊗B − b
)
+∇x
( |E|2 + |B|2 + Tr a
2
)
= 0.
Next, we decompose
(9.61)
g± = g
±
 γ
±
 χ
( |v|2
K
)
+ g± γ
±

(
1− χ
( |v|2
K
))
+ g±
(
1− γ±
)
= g± γ
±
 χ
( |v|2
K
)
+ g± γ
±

(
1− χ
( |v|2
K
))
+ gˆ±
(
1− γ±
)
+

4
gˆ±2
(
1− γ±
)
.
Then, using that g± γ
±
 is dominated by |gˆ± | with the uniform bounds from Lemma
5.2 and the control of Gaussian tails (8.8), it holds that, for any p ∈ R,∫
R3
∣∣∣∣g± γ± (1− χ( |v|2K
))∣∣∣∣ |v| p2Mdv ≤ C ∫{|v|2≥K} ∣∣gˆ± ∣∣ |v| p2Mdv
≤ C ∥∥gˆ± ∥∥L2(Mdv)
(∫
{|v|2≥K}
|v|pMdv
) 1
2
≤ C (K| log |) p+14 K4 ∥∥gˆ± ∥∥L2(Mdv)
= o()L∞(dt;L2(dx)),
as soon as K > 4.
Moreover, since G± ≥ 2 implies gˆ± ≥ 2(
√
2− 1), whence∣∣g± ∣∣ = ∣∣∣gˆ± + 4 gˆ±2 ∣∣∣ ≤ Cgˆ±2 ,
we find, employing the uniform bounds from Lemmas 5.1 and 5.2, that∫
R3
∣∣g± (1− γ± )∣∣ (1 + |v|)Mdv ≤ C 12 ∫
R3
∣∣g± ∣∣ 12 ∣∣gˆ± ∣∣ (1 + |v|)Mdv
≤ C 12 ∥∥g± ∥∥ 12L1((1+|v|2)Mdv) ∥∥gˆ± ∥∥L2(Mdv)
= o(1)L∞(dt;L1loc(dx))
.
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Alternately, using Lemma 5.12, we obtain
∫
R3
∣∣∣gˆ± (1− γ± )+ 4 gˆ±2 (1− γ± )∣∣∣ (1 + |v|)Mdv ≤ C∥∥gˆ± ∥∥2L2((1+|v|)Mdv)
= o(1)L1loc(dtdx).
If, instead of Lemma 5.12, one applies Lemma 9.9, then one finds that
1

∥∥∥∥∫
R3
∣∣∣gˆ± (1− γ± )+ 4 gˆ±2 (1− γ± )∣∣∣ (1 + |v|2)Mdv
∥∥∥∥
L1loc(dx)
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|2)Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt).
Thus, combining the preceding estimates with the decomposition (9.61), we
arrive at
(9.62)
∫
R3
g± ϕ(v)Mdv =
∫
R3
g± γ
±
 χ
( |v|2
K
)
ϕ(v)Mdv + o(1)L∞(dt;L1loc(dx))
,
for all ϕ(v) such that ϕ(v)1+|v| ∈ L∞(dv), and
1

∥∥∥∥∫
R3
(
g± − g± γ± χ
( |v|2
K
))
ϕ(v)Mdv
∥∥∥∥
L1loc(dx)
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt),
for all ϕ(v) such that ϕ(v)1+|v|2 ∈ L∞(dv), which, when incorporated into (9.60), yields
the approximate conservation law
∂t
∫
R3
(
g+ γ
+
 + g
−
 γ
−

)
χ
( |v|2
K
)
vMdv + E ∧B +
a26 − a35a34 − a16
a15 − a24

+∇x ·
(
1

∫
R3
(
g+ γ
+
 + g
−
 γ
−

)
χ
( |v|2
K
)
v ⊗ vMdv + 1
2
m
)
−∇x · (E ⊗ E + e +B ⊗B + b) +∇x
( |E|2 + |B|2 + Tr a
2
)
= ∂t
(
o(1)L∞(dt;L1loc(dx))
)
+ R˜,
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where the remainder R˜ satisfies
(9.63)∥∥∥R˜∥∥∥
W−1,1loc (dx)
≤ C1
∫
R3×R3
(
1
2
h
(
g+
)− 1
2
(
g+ γ
+
 χ
( |v|2
K
))2)
Mdxdv
+ C1
∫
R3×R3
(
1
2
h
(
g−
)− 1
2
(
g− γ
−
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥(g+ γ+ χ( |v|2K
)
− g¯+, g− γ− χ
( |v|2
K
)
− g¯−
)∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt).
Then, expressing the flux terms above with Lemma 9.12, we find that
∂t
2u˜ + E ∧B +
a26 − a35a34 − a16
a15 − a24

+∇x ·
(
u˜+ ⊗ u˜+ + u˜− ⊗ u˜− −
|u˜+ |2 + |u˜− |2
3
Id +
1
2
m
)
−∇x ·
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
−∇x · (E ⊗ E + e +B ⊗B + b) +∇x
( |E|2 + |B|2 + Tr a
2
)
= −2

∇x
(
ρ˜ + θ˜
)
+ ∂t
(
o(1)L∞(dt;L1loc(dx))
)
+ R¯,
where the remainder R¯ also satisfies (9.63).
Finally, an application of the estimate (9.44) concludes the proof of the propo-
sition. 
9.2.5. Proofs of Lemmas 9.7, 9.8, 9.9 and 9.10. At last, we provide a
complete justification of Lemmas 9.7, 9.8, 9.9 and 9.10.
Proof of Lemma 9.7. This lemma hinges upon the simple fact that the renor-
malization Γ(z) enjoys the suitable bound from below (9.37). In terms of the renor-
malized fluctuations, this bound implies that
1
C
∣∣gˆ± ∣∣ ≤ ∣∣g± γ± ∣∣ ≤ C ∣∣gˆ± ∣∣ ,
for some C > 1, which will be used repeatedly throughout the present proof.
• In order to establish the first bound (9.45), notice that, since G± ≥ 2 implies
gˆ± ≥ 2(
√
2− 1),∣∣∣1{G± ≥2}gˆ± ∣∣∣ ≤ C ∣∣∣1{G± ≥2}γ± g± ∣∣∣
≤ C ∣∣g± γ± − g¯±∣∣+ C ∣∣∣1{G± ≥2}g¯±∣∣∣
≤ C ∣∣g± γ± − g¯±∣∣+ C ∣∣gˆ± ∣∣ ∣∣g¯±∣∣ ,
whence∥∥∥∥1{G± ≥2}gˆ± χ( |v|2K
)∥∥∥∥
L2(Mdv)
≤ C ∥∥g± γ± − g¯±∥∥L2(Mdv)
+ CK
∥∥gˆ± ∥∥L2(Mdv) ∥∥∥∥ g¯±1 + |v|2
∥∥∥∥
L∞(dtdxdv)
.
9.2. APPROXIMATE CONSERVATION OF MASS, MOMENTUM AND ENERGY. . . 233
Moreover, it is readily seen that∥∥∥∥1{G± ≥2}gˆ± (1− χ( |v|2K
))∥∥∥∥
L2(Mdv)
≤ C
K
1
2

∥∥gˆ± ∥∥L2((1+|v|2)Mdv) .
Therefore, it follows that, combining the preceding estimates and considering
the uniform bounds from Lemmas 5.2 and 5.12,∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) ≤ C ∥∥g± γ± − g¯±∥∥L2(Mdv)
+O (| log |)L∞(dt;L2(dx)) +O
(
1
| log | 12
)
L2loc(dtdx)
,
which concludes the proof of (9.45).
• To deduce the second bound (9.46), we decompose, writing g± = gˆ±
(
1 + 4 gˆ
±

)
and using that
(
1 + 4 gˆ
±

)
γ± is uniformly bounded pointwise,∣∣∣∣g± γ± χ( |v|2K
)
− gˆ±
∣∣∣∣ = ∣∣∣∣gˆ± ((1 + 4 gˆ± ) γ± χ
( |v|2
K
)
− 1
)∣∣∣∣
≤ C
∣∣∣∣g± γ± ((1 + 4 gˆ± ) γ± χ
( |v|2
K
)
− 1
)∣∣∣∣
≤ C ∣∣g± γ± − g¯±∣∣
+ C
∣∣∣∣g¯±((1 + 4 gˆ± ) γ± χ
( |v|2
K
)
− 1
)∣∣∣∣
≤ C ∣∣g± γ± − g¯±∣∣+ C ∣∣∣∣g¯±(1− χ( |v|2K
))∣∣∣∣
+ C
∣∣∣∣g¯±gˆ± γ± χ( |v|2K
)∣∣∣∣+ C ∣∣∣∣g¯± (γ± − 1)χ( |v|2K
)∣∣∣∣ ,
which implies∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
≤ C ∥∥g± γ± − g¯±∥∥L2(Mdv) + CK ∥∥gˆ± ∥∥L2(Mdv) ∥∥∥∥ g¯±1 + |v|2
∥∥∥∥
L∞(dtdxdv)
+ C
∥∥∥∥(1 + |v|2)(1− χ( |v|2K
))∥∥∥∥
L2(Mdv)
∥∥∥∥ g¯±1 + |v|2
∥∥∥∥
L∞(dtdxdv)
.
Then, employing the control of Gaussian tails (8.8) and the uniform bound
from Lemma 5.2, we infer that∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
≤ C ∥∥g± γ± − g¯±∥∥L2(Mdv) +O (| log |)L∞(dt;L2(dx)) + CK4 | log | 54 ,
which establishes (9.46).
• The third bound (9.47) easily follows from the estimate∥∥g± γ± − gˆ± ∥∥L2(Mdv)
≤
∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
+
∥∥∥∥gˆ± (1− χ( |v|2K
))∥∥∥∥
L2(Mdv)
≤
∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
+
C
K
1
2

∥∥gˆ± ∥∥L2((1+|v|2)Mdv) ,
234 9. APPROXIMATE MACROSCOPIC EQUATIONS
which, when combined with the second bound (9.46), concludes its justification.
• The justification of (9.48) is simple. Since Πg¯± = g¯±, we easily estimate∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) ≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) + C ∥∥Πg¯± −Πgˆ± ∥∥L2(Mdv)
≤ C ∥∥gˆ± − g¯±∥∥L2(Mdv) .
Therefore, the bound (9.48) is obtained by combining the preceding control with
(9.47).
• We focus now on (9.49). We first easily find that∥∥∥∥(Πgˆ± )2(γ± χ( |v|2K
)
− 1
)∥∥∥∥
Lq(Mdv)
≤ C ∥∥Π (gˆ± − g¯±)∥∥2L2q(Mdv) + C ∥∥∥∥(g¯±)2(γ± χ( |v|2K
)
− 1
)∥∥∥∥
Lq(Mdv)
≤ C ∥∥gˆ± − g¯±∥∥2L2(Mdv)
+ C
∥∥∥∥ g¯±1 + |v|2
∥∥∥∥2
L∞(dtdxdv)
∥∥∥∥(1 + |v|4)χ( |v|2K
)(
γ± − 1
)∥∥∥∥
Lq(Mdv)
+ C
∥∥∥∥ g¯±1 + |v|2
∥∥∥∥2
L∞(dtdxdv)
∥∥∥∥(1 + |v|4)(χ( |v|2K
)
− 1
)∥∥∥∥
Lq(Mdv)
.
Therefore, utilizing the control of Gaussian tails (8.8) and the fact that G± ≥ 2 on
the support of γ± − 1, we deduce that∥∥∥∥(Πgˆ± )2(γ± χ( |v|2K
)
− 1
)∥∥∥∥
Lq(Mdv)
≤ C ∥∥gˆ± − g¯±∥∥2L2(Mdv) + CK2  2q ∥∥gˆ± ∥∥ 2qL2(Mdv) + C| log |2+ 12q K2q ,
which, when combined with (9.47), concludes the proof of (9.49).
• Next, we establish the last bound (9.50). Note first that the case p = 2 is easily
deduced from (9.45), using again that G± ≥ 2 implies gˆ± ≥ 2(
√
2− 1). Thus, the
difficulty here lies in obtaining a gain of velocity integrability.
To this end, we introduce the macroscopic truncation
χ± = 1{‖g± γ± −g¯±‖
L2(Mdv)
≤1
}.
Then, we have(
1− χ±
) ∥∥∥∥11{G± ≥2}
∥∥∥∥
Lp(Mdv)
≤ C ∥∥g± γ − g¯±∥∥L2(Mdv) .
Moreover, controlling Gaussian tails with (8.8), it clearly holds that
χ±
∥∥∥∥11{G± ≥2}
(
1− χ
( |v|2
K
))∥∥∥∥
Lp(Mdv)
≤ C K2p−1 |log | 12p ,
which is small as soon as K ≥ 8 > 2p, so that we only have to control the size of
1
1{G± ≥2}χ
(
|v|2
K
)
on the support of χ± .
Thus, employing the decomposition
1

1{G± ≥2} ≤
3
2
1{G± ≥2}
∣∣gˆ± ∣∣ ≤ 321{G± ≥2} (∣∣Πgˆ± ∣∣+ ∣∣gˆ± −Πgˆ± ∣∣) ,
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we find, for any 1 < r < 2, the interpolation estimate
1
2
1{G± ≥2}χ
( |v|2
K
)
≤ C
2−
2
r
1{G± ≥2}χ
( |v|2
K
)(∣∣Πgˆ± ∣∣+ ∣∣gˆ± −Πgˆ± ∣∣) 2r
≤ C1{G± ≥2}
∣∣gˆ± ∣∣2− 2r ∣∣Πgˆ± ∣∣ 2r χ( |v|2K
)
+
C
2−
2
r
∣∣gˆ± −Πgˆ± ∣∣ 2r
≤ C1{G± ≥2}
∣∣gˆ± ∣∣2− 2r ∣∣Π (gˆ± − g¯±)∣∣ 2r
+ C1{G± ≥2}
∣∣gˆ± ∣∣2− 2r ∣∣g¯±∣∣ 2r χ( |v|2K
)
+
C
2−
2
r
∣∣gˆ± −Πgˆ± ∣∣ 2r
≤ C1{G± ≥2}
∣∣gˆ± ∣∣2− 2r ∣∣Π (gˆ± − g¯±)∣∣ 2r
+ CK
2
r
 
4
r−2
∣∣gˆ± ∣∣ 2r ∥∥∥∥ g¯±1 + |v|2
∥∥∥∥ 2r
L∞(dtdxdv)
+
C
2−
2
r
∣∣gˆ± −Πgˆ± ∣∣ 2r .
Therefore, combining the preceding estimate with the relaxation (5.11) from Lemma
5.10, we deduce that∥∥∥∥ 121{G± ≥2}χ
( |v|2
K
)∥∥∥∥
Lr(Mdv)
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥2− 2rL2(Mdv) ∥∥Π (gˆ± − g¯±)∥∥ 2rL 22−r (Mdv)
+ C |log | 2r  4r−2 ∥∥gˆ± ∥∥ 2rL2(Mdv) + C2− 2r ∥∥gˆ± −Πgˆ± ∥∥ 2rL2(Mdv)
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥2− 2rL2(Mdv) ∥∥gˆ± − g¯±∥∥ 2rL2(Mdv)
+ C |log | 2r  4r−2 ∥∥gˆ± ∥∥ 2rL2(Mdv) + C2− 2r
(

∥∥gˆ± ∥∥2L2(Mdv) +O()L2(dtdx)) 2r
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv) + C ∥∥gˆ± − g¯±∥∥2L2(Mdv)
+ C |log | 2r  4r−2 ∥∥gˆ± ∥∥ 2rL2(Mdv) + C 4r−2 ∥∥g± γ± ∥∥ 4rL2(Mdv) +O ( 4r−2)Lr(dtdx)
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv) + C ∥∥gˆ± − g¯±∥∥2L2(Mdv)
+ C |log | 2r  4r−2 ∥∥gˆ± ∥∥ 2rL2(Mdv) + C 4r−2 ∥∥g± γ± − g¯±∥∥ 4rL2(Mdv)
+ C
4
r−2
∥∥g¯±∥∥ 4r
L2(Mdv)
+O
(

4
r−2
)
Lr(dtdx)
.
Note that these controls do not yield vanishing remainders in the endpoint case
r = 2, which explains the use of the interpolation parameter 1 < r < 2.
Then, recalling that the preceding estimate only needs to be performed on the
support of χ± and denoting p = 2r, we infer
χ±
∥∥∥∥11{G± ≥2}χ
( |v|2
K
)∥∥∥∥
Lp(Mdv)
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) + C ∥∥gˆ± − g¯±∥∥L2(Mdv) + C ∥∥g± γ± − g¯±∥∥L2(Mdv)
+ C |log | 2p  4p−1 ∥∥gˆ± ∥∥ 2pL2(Mdv) + C 4p−1 ∥∥g¯±∥∥ 4pL2(Mdv) +O ( 4p−1)
Lp(dtdx)
,
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which, when combined with the bounds (9.45) and (9.47), concludes the proof of
(9.50).
The proof of the lemma is now complete. 
Proof of Lemma 9.8. This lemma is a simple consequence of the relaxation
estimate provided by Lemma 5.10 :
gˆ± −Πgˆ± = O()L1loc(dtdx;L2(Mdv)).
• In order to establish the first bound (9.51), notice that, since G± ≥ 2 implies
gˆ± ≥ 2(
√
2− 1),∣∣∣1{G± ≥2}gˆ± ∣∣∣ ≤ ∣∣gˆ± −Πgˆ± ∣∣+ ∣∣∣1{G± ≥2}Πgˆ± ∣∣∣
≤ ∣∣gˆ± −Πgˆ± ∣∣+ C ∣∣∣1{G± ≥2} (1 + |v|2)∣∣∣ ∥∥gˆ± ∥∥L2(Mdv) ,
whence∥∥∥∥1{G± ≥2}gˆ± χ( |v|2K
)∥∥∥∥
L2(Mdv)
≤ ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) + CK ∥∥gˆ± ∥∥2L2(Mdv) .
Moreover, it is readily seen that∥∥∥∥1{G± ≥2}gˆ± (1− χ( |v|2K
))∥∥∥∥
L2(Mdv)
≤ C
K
1
2

∥∥gˆ± ∥∥L2((1+|v|2)Mdv) .
Therefore, it follows that, combining the preceding estimates and considering
the uniform bounds from Lemmas 5.2 and 5.12,∥∥∥1{G± ≥2}gˆ± ∥∥∥L2(Mdv) = o(1)L1loc(dtdx),
which concludes the proof of (9.51) by interpolation.
• To deduce the second bound (9.52), we decompose, writing g± = gˆ±
(
1 + 4 gˆ
±

)
and using that
(
1 + 4 gˆ
±

)
γ± is uniformly bounded pointwise,∣∣∣∣g± γ± χ( |v|2K
)
− gˆ±
∣∣∣∣ = ∣∣∣∣gˆ± ((1 + 4 gˆ± ) γ± χ
( |v|2
K
)
− 1
)∣∣∣∣
≤ C ∣∣gˆ± −Πgˆ± ∣∣+ C ∣∣∣∣Πgˆ± ((1 + 4 gˆ± ) γ± χ
( |v|2
K
)
− 1
)∣∣∣∣
≤ C ∣∣gˆ± −Πgˆ± ∣∣+ C ∣∣∣∣Πgˆ± (1− χ( |v|2K
))∣∣∣∣
+ C
∣∣∣∣Πgˆ± gˆ± γ± χ( |v|2K
)∣∣∣∣+ C ∣∣∣∣Πgˆ± (γ± − 1)χ( |v|2K
)∣∣∣∣ ,
which implies, since
∥∥∥ Πgˆ1+|v|2 ∥∥∥
L∞(Mdv)
≤ C ‖gˆ‖L2(Mdv),∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
≤ C ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv) + CK ∥∥gˆ± ∥∥2L2(Mdv)
+ C
∥∥∥∥(1 + |v|2)(1− χ( |v|2K
))∥∥∥∥
L2(Mdv)
∥∥gˆ± ∥∥L2(Mdv) .
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Then, employing the control of Gaussian tails (8.8) and the uniform bound
from Lemma 5.2, we infer that
∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
≤ C ∥∥gˆ± −Πgˆ± ∥∥L2(Mdv)
+O (| log |)L∞(dt;L1(dx))
+O
(

K
4 | log | 54
)
L∞(dt;L2(dx))
,
which, with an interpolation argument, establishes (9.52).
• The third bound (9.53) easily follows from the estimate
∥∥g± γ± − gˆ± ∥∥L2(Mdv)
≤
∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
+
∥∥∥∥gˆ± (1− χ( |v|2K
))∥∥∥∥
L2(Mdv)
≤
∥∥∥∥g± γ± χ( |v|2K
)
− gˆ±
∥∥∥∥
L2(Mdv)
+
C
K
1
2

∥∥gˆ± ∥∥L2((1+|v|2)Mdv) ,
which, when combined with the second bound (9.52), concludes its justification.
• Next, simply notice that the fourth bound (9.54) is a reformulation of Lemma
5.10 with an interpolation argument, which we have incorporated here for mere
convenience.
• Finally, we easily establish the last bound (9.55). To this end, note first that
the case p = 2 is easily deduced from (9.51), using again that G± ≥ 2 implies
gˆ± ≥ 2(
√
2− 1). Furthermore, repeating the estimate leading to the bound (9.11)
yields here that, for every 2 ≤ p < 4,
1

1{G± ≥2} = O(1)L2loc(dtdx;Lp(Mdv)).
Therefore, the bound (9.55) is obtained by interpolation.
The proof of the lemma is thus complete. 
Proof of Lemma 9.9. First, we utilize (5.25), with some fixed γ > 4 therein
to be determined later on, to estimate
(1 + |v|)2 ∣∣gˆ± ∣∣2 ≤ 2γ 12
√
h
(
g±
)
(1 + |v|) ∣∣gˆ± ∣∣+ 2γ 12 e (1+|v|)22γ (1 + |v|) ∣∣gˆ± ∣∣
≤ 2γ
2
h
(
g±
)
+
1
2
(1 + |v|)2 ∣∣gˆ± ∣∣2 + 2γ 12 e (1+|v|)22γ (1 + |v|) ∣∣gˆ± ∣∣ ,
whence
(1 + |v|)2 ∣∣gˆ± ∣∣2 ≤ 4γ2 h (g± )+ 4γ
1
2

e
(1+|v|)2
2γ (1 + |v|) ∣∣gˆ± ∣∣ .
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It follows that, for any 2 < p < 4,
(9.64)
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2((1+|v|)2Mdv)
≤ 4γ
2
∫
R3
1{G± ≥2}h
(
g±
)
Mdv
+ 2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv) + 2
∥∥∥∥∥γ
1
2

1{G± ≥2}e
(1+|v|)2
2γ (1 + |v|)
∥∥∥∥∥
2
L2(Mdv)
≤ 4γ
2
∫
R3
1{G± ≥2}h
(
g±
)
Mdv + 2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv)
+ 2γ
∥∥∥∥11{G± ≥2}
∥∥∥∥2
Lp(Mdv)
∥∥∥∥e (1+|v|)22γ (1 + |v|)∥∥∥∥2
L
2p
p−2 (Mdv)
.
Here, we need to set the parameter γ so large that pp−2 <
γ
2 in order to yield a
finite constant in the last term above.
Then, further using that h(z) = 12 (zγ(1 + z))
2
+O(z3), we deduce
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2((1+|v|)2Mdv)
≤ C1
2
∫
R3
1{G± ≥2}
(
h
(
g±
)− 2
2
(
g± γ
±

)2)
Mdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
Lp(Mdv)
≤ C1
∫
R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±

)2)
Mdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
Lp(Mdv)
+
C2
2
∫
R3
1{G± <2}
∣∣∣∣h (g± )− 22 (g± γ± )2
∣∣∣∣Mdv
≤ C1
∫
R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±

)2)
Mdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2(Mdv) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
Lp(Mdv)
+ C2
∫
R3
1{|g± |<1}
∣∣g± ∣∣ ∣∣g± γ± ∣∣2Mdv,
where, C1 > 0 and C2 > 0 denote diverse constants which only depend on fixed
parameters and which we do not distiguinsh for simplicity.
Finally, combining the preceding estimate with the bounds (9.45) and (9.50),
modulating the last term |g± γ± |2 = |g± γ± − g¯±|2 + 2g± γ± g¯± − |g¯±|2, and using
that 1{|g± |<1} |g± | is bounded pointwise and converges almost everywhere to zero
(possibly up to extraction of subsequences) with the Product Limit Theorem, we
deduce the first estimate of the lemma.
The remaining estimate requires some care, for the function h(z)− 12 (zγ(1 + z))2
can take negative values. Integrating locally in x the previous bound (9.64), we
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first observe that∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|)2Mdv))
≤ C1
2
∫
R3×R3
1{
h(g± )≥ 22
(
g± γ
±
 χ
( |v|2
K
))2}
×
(
h
(
g±
)− 2
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2(Mdv)) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
L2loc(dx;L
p(Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2(Mdv)) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
L2loc(dx;L
p(Mdv))
+
C2
2
∫
R3×R3
1{
h(g± )< 
2
2
(
g± γ
±
 χ
( |v|2
K
))2}
×
(
2
2
(
g± γ
±
 χ
( |v|2
K
))2
− h (g± )
)
Mdxdv,
whence∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|)2Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2(Mdv)) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
L2loc(dx;L
p(Mdv))
+
C2
2
∫
R3×R3
1{
h(g± )< 
2
2 (g
±
 γ
±
 )
2
}(2
2
(
g± γ
±

)2 − h (g± ))χ( |v|2K
)2
Mdxdv.
Next, considering N > 0 so large that h(z) < 12 (zγ(1 + z))
2
implies |z| ≤ N ,
for any z ∈ [−1,∞), which is always possible in view of the assumptions (9.36) on
γ(z), and using that h(z) = 12 (zγ(1 + z))
2
+O(z3) again, we infer that∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|)2Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2(Mdv)) + C2
∥∥∥∥11{G± ≥2}
∥∥∥∥2
L2loc(dx;L
p(Mdv))
+ C2
∫
R3×R3
1{|g± |≤N}
∣∣g± ∣∣ ∣∣∣∣g± γ± χ( |v|2K
)∣∣∣∣2Mdxdv.
Then, as before, combining the preceding estimate with the bounds (9.45) and
(9.50), and modulating the last term 12
∣∣∣g± γ± χ( |v|2K )∣∣∣2 ≤ ∣∣∣g± γ± χ( |v|2K )− g¯±∣∣∣2 +
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|g¯±|2, we arrive at∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|)2Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt)
+ C2
∫
R3×R3
1{|g± |≤N}
∣∣g± ∣∣ ∣∣g¯±∣∣2Mdxdv.
Finally, since g¯± belongs to L∞
(
dt;L2 (Mdxdv)
)
and 1{|g± |<1} |g± | is bounded
pointwise and converges almost everywhere to zero, we deduce, through a straight-
forward application of Egorov’s theorem, that the last term above vanishes locally
in L1(dt), which concludes the proof of the lemma. 
Proof of Lemma 9.10. We begin by estimating, using the relaxation esti-
mate (5.14) from Lemma 5.11,∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± ≥2}∥∥∥L1((1+|v|)2Mdv)
≤
∥∥∥gˆ± 1{G± ≥2}∥∥∥2L2((1+|v|)2Mdv) + 14 ∥∥(gˆ+ − gˆ− − nˆ)∥∥2L2((1+|v|)2Mdv)
≤
∥∥∥gˆ± 1{G± ≥2}∥∥∥2L2((1+|v|)2Mdv) + 14 ∥∥(gˆ+ − gˆ− − nˆ) (∣∣gˆ+ ∣∣+ ∣∣gˆ− ∣∣)∥∥L1((1+|v|)2Mdv)
+
1
4
∥∥gˆ+ − gˆ− − nˆ∥∥L2(Mdv) ‖nˆ‖L2((1+|v|)4Mdv)
≤
∥∥∥gˆ± 1{G± ≥2}∥∥∥2L2((1+|v|)2Mdv) + 14 ∥∥(gˆ+ − gˆ− − nˆ) (∣∣gˆ+ ∣∣+ ∣∣gˆ− ∣∣)∥∥L1((1+|v|)2Mdv)
+ C
∥∥gˆ+ − gˆ− − nˆ∥∥L2(Mdv) ∥∥gˆ+ − gˆ− ∥∥L2(Mdv)
≤
∥∥∥gˆ± 1{G± ≥2}∥∥∥2L2((1+|v|)2Mdv) + 14 ∑±
∥∥(gˆ+ − gˆ− − nˆ) gˆ± ∥∥L1((1+|v|)2Mdv)
+ C
∑
±
∥∥gˆ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx).
It follows that∑
±
∥∥(gˆ+ − gˆ− − nˆ) gˆ± ∥∥L1((1+|v|)2Mdv)
≤
∑
±
∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv)
+
∑
±
∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± ≥2}∥∥∥L1((1+|v|)2Mdv)
≤
∑
±
∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv)
+
∑
±
∥∥∥gˆ± 1{G± ≥2}∥∥∥2L2((1+|v|)2Mdv) + 12 ∑±
∥∥(gˆ+ − gˆ− − nˆ) gˆ± ∥∥L1((1+|v|)2Mdv)
+ C
∑
±
∥∥gˆ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx),
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whence∑
±
∥∥(gˆ+ − gˆ− − nˆ) gˆ± ∥∥L1((1+|v|)2Mdv)
≤ 2
∑
±
∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv)
+ 2
∑
±
∥∥∥gˆ± 1{G± ≥2}∥∥∥2L2((1+|v|)2Mdv) + C∑±
∥∥gˆ± − g¯±∥∥2L2(Mdv) + o(1)L1loc(dtdx).
Thus, in view of the estimates (9.46) and (9.47) from Lemma 9.7 and utilizing
Lemma 9.9, we deduce that, in order to conclude the proof of the lemma, it is
sufficient to establish that
(9.65)
∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv) ≤ C∑±
∥∥gˆ± − g¯±∥∥2L2(Mdv)
+ o(1)L1loc(dtdx).
To this end, employing the estimate (5.15) from Lemma 5.11, we first obtain that∥∥∥(gˆ+ − gˆ− − nˆ) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv)
≤
∥∥∥(gˆ+ − gˆ− − nˆ − 2 nˆ (gˆ± − ρˆ± )) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv)
+
1
2
|nˆ|
∥∥∥(gˆ± − ρˆ± ) gˆ± 1{G± <2}∥∥∥L1((1+|v|)2Mdv)
≤
∥∥∥gˆ+ − gˆ− − nˆ − 2 nˆ (gˆ± − ρˆ± )∥∥∥L2(Mdv)
∥∥∥gˆ± 1{G± <2}∥∥∥L2((1+|v|)4Mdv)
+ C
(∑
±
∥∥gˆ± ∥∥2L2(Mdv)
)∥∥∥gˆ± 1{G± <2}∥∥∥L2((1+|v|)4Mdv)
≤ C
(∑
±
∥∥gˆ± ∥∥2L2(Mdv)
)∥∥∥gˆ± 1{G± <2}∥∥∥L2((1+|v|)4Mdv) + o(1)L1loc(dtdx).
Then, noticing that, in view of Lemma 5.12,∥∥∥gˆ± 1{G± <2}∥∥∥L2((1+|v|)4Mdv) = O(1)L∞(dtdx),∥∥∥gˆ± 1{G± <2}∥∥∥L2((1+|v|)4Mdv) = O()L2loc(dtdx),
we conclude that (9.65) holds, which completes the proof of the lemma. 

CHAPTER 10
Acoustic and electromagnetic waves
In Chapter 5, we conducted a rather extensive study of the scaled relative
entropy and entropy dissipation bounds. These yielded controls on the fluctuations
in all variables t, x and v in appropriate function spaces and, thus, allowed us
to establish essential weak compactness estimates on the fluctuations. Moreover,
relaxation estimates were also obtained therein, showing that fluctuations remain
close to their hydrodynamic projection, which implied improved controls in the v
variable.
Then, in Chapter 7, we showed that the control of the behavior of fluctuations
in v could be improved to strong compactness estimates in v, which could then be
transfered – exploiting the hypoelliptic phenomenon in kinetic transport equations –
to the x variable to deduce strong compactness estimates in both x and v.
Thus, we know so far that there are no oscillations in x and v in the fluctuations
as the Knudsen number tends to zero. Note, however, that nothing is claimed about
the control of oscillations in the t variable in the fluctuations and the control of
oscillations in t and x in the electromagnetic fields.
In fact, because of the scaling of the transport operator ∂t + v · ∇x, we do
not expect to obtain additional regularity or compactness with respect to time on
the fluctuations : the natural variable is indeed the fast time t (see discussion in
Section 7.2.1). We are however interested in the slow macroscopic dynamics. Since
there is nothing to prevent an oscillatory behavior in t, we need to further describe
the dependence of fluctuations with respect to time and filter the fast oscillations.
There may also be persistence of fast oscillations in both t and x in the electro-
magnetic fields (and electrodynamic macroscopic variables, such as the electric cur-
rent), which we do not expect to control due to the hyperbolic nature of Maxwell’s
equations.
It turns out that oscillations in fluctuations and electromagnetic fields are some-
times coupled. We will therefore need to treat and filter them simultaneously.
In the context of the viscous incompressible hydrodynamic limit of the Boltz-
mann equation, the filtering of acoustic waves was first understood by Lions and
Masmoudi in [55].
In the present chapter, we are going to focus exclusively on the one species
setting treated in Theorem 4.4, i.e. on the regime leading to the incompressible
quasi-static Navier-Stokes-Fourier-Maxwell-Poisson system. The proof of this result
is based on weak compactness methods which require the handling of possible time
and electromagnetic oscillations. In this case, the available strong compactness with
respect to spatial variables is good enough and we are actually able to get here a
rough description of oscillations, which will be sufficient to derive the weak stability
and convergence of the Vlasov-Maxwell-Boltzmann system (4.27) as → 0.
As for Theorems 4.5 and 4.6 concerning the two species setting, i.e. in the regime
leading to the two-fluid incompressible Navier-Stokes-Fourier-Maxwell system with
(solenoidal) Ohm’s law, the previous filtering method cannot be applied, and – as
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already mentioned – there is no asymptotic weak stability of the Vlasov-Maxwell-
Boltzmann system (4.34) (nor existence of weak solutions to the corresponding
limiting model). In order to bypass this difficulty, the idea in this setting is then
to compare the actual solutions of the scaled Vlasov-Maxwell-Boltzmann system
to some approximate solutions (known a priori to be regular in t and x) capturing
the fast oscillations. This method of proof, detailed in Chapter 12 later on, is
the so-called renormalized modulated entropy method, which is only performed in
this work in the case of well-prepared initial data, for the sake of simplicity. The
oscillations are therefore automatically filtered out by the method and we do not
need to further describe the time dependence of fluctuations. Of course, the case
of ill-prepared initial data for two species is interesting and should be addressed.
Nevertheless, this issue only seems to present difficulties somewhat similar to those
encountered in the handling of initial data in the asymptotic problems considered
in [65] and [68, Chapter 5], for instance.
10.1. Formal filtering of oscillations
Now, as mentionned above, let us focus exclusively, for the remainder of the
present chapter, on the regime of Theorem 4.4 (with one species of particles only)
leading to the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-Poisson
system (4.30).
On the one hand, going back to the corresponding formal analysis from Chapter
2, we expect that the fast time oscillations are governed by the following singular
linear system given by (2.16) and (2.21) :
(10.1) ∂t

ρ
u√
3
2θ
E
B
+
1

W

ρ
u√
3
2θ
E
B
 = O (1) ,
where the antisymmetric differential operator W : L2(dx) → H−1(dx) – the wave
operator – is defined by
(10.2) W =

0 div 0 0 0
∇x 0
√
2
3∇x − Id 0
0
√
2
3 div 0 0 0
0 Id 0 0 − rot
0 0 0 rot 0
 .
On the other hand, looking back at the formal macroscopic nonlinear system
(2.24), we see that, in order to derive the limiting system (4.30), we will eventually
need to pass to the limit in the nonlinear terms
(10.3) P (∇x · (u ⊗ u)− ρE − u ∧B) and 5
2
∇x · (uθ)− u · E,
where P : L2(dx) → L2(dx) denotes the Leray projector onto solenoidal vector
fields, and establish their weak stability. Since there are oscillations, this will only
be possible if one can show that the linear structure (10.1) is somehow “compatible”
with the quadratic forms defined by (10.3).
We explain now why such a “compatibility” between the structures of (10.1)
and (10.3) is to be expected, at least formally. First, we decompose the nonlinear
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terms (10.3) into
(10.4)
P (∇x · (u ⊗ u)− ρE − u ∧B)
= P
(
u div u +
1
2
∇x |u|2 − u ∧ rotu − ρE − u ∧B
)
= P (u (∂tρ + div u) + ρ (∂tu +∇x (ρ + θ)− E))
− P (ρ∇x (ρ + θ) + u ∧ (rotu +B) + ∂t (ρu))
= P (u (∂tρ + div u) + ρ (∂tu +∇x (ρ + θ)− E))
− P
(
2ρ − 3θ
5
∇x (ρ + θ) + 3
10
∇x (ρ + θ)2
)
− P (u ∧ (rotu +B) + ∂t (ρu))
= P (u (∂tρ + div u) + ρ (∂tu +∇x (ρ + θ)− E))
− P
(
2ρ − 3θ
5
∇x (ρ + θ) + u ∧ (rotu +B) + ∂t (ρu)
)
,
where we used that P 12∇x |u|2 = P 310∇x (ρ + θ)2 = 0, and
(10.5)
5
2
∇x · (uθ)− u · E
=
5
2
θ div u +
5
2
u · ∇xθ − u · E
=
5
2
θ
(
3
2
∂tθ + div u
)
+ u · (∂tu +∇x (ρ + θ)− E)
+ u · ∇x
(
3
2
θ − ρ
)
− 15
8
∂tθ
2
 −
1
2
∂tu
2
 ,
which formally implies, using the first three equations from (10.1), that
P (∇x · (u ⊗ u)− ρE − u ∧B)
= −P
(
2ρ − 3θ
5
∇x (ρ + θ) + u ∧ (rotu +B)
)
+O(),
5
2
∇x · (uθ)− u · E = u · ∇x
(
3
2
θ − ρ
)
+O().
Thus, this decomposition is sufficient to deduce the weak stability of the non-
linear terms (10.3) provided the oscillating part of
(
ρ, u,
√
3
2θ, E, B
)
can be
restricted to the constraints 3θ− 2ρ = 0 and rotu +B = 0, i.e. provided we can
find a decomposition
(10.6)

ρ
u√
3
2θ
E
B
 =

ρ¯
u¯√
3
2 θ¯
E¯
B¯
+

ρ˜
u˜√
3
2 θ˜
E˜
B˜
 ,
such that
(
ρ¯, u¯,
√
3
2 θ¯, E¯, B¯
)
is relatively compact in the strong topology of
L2loc(dtdx), whereas
(
ρ˜, u˜,
√
3
2 θ˜, E˜, B˜
)
⇀ 0 in L2loc(dtdx), with 3θ˜ − 2ρ˜ = 0
and rot u˜ + B˜ = 0.
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In order to obtain such a decomposition, it is very natural to orthogonally
project
(
ρ, u,
√
3
2θ, E, B
)
onto the kernel of W
KerW =
{(
ρ, u,
√
3
2
θ,E,B
)
∈ L2(dx) : E = ∇x (ρ+ θ) and u = rotB
}
,
and on its orthogonal complement
KerW⊥ =
{(
ρ, u,
√
3
2
θ,E,B
)
∈ L2(dx) : 3
2
θ = ρ = divE and B = − rotu
}
.
More precisely, we define
ρ¯
u¯√
3
2 θ¯
E¯
B¯
 = PW

ρ
u√
3
2θ
E
B
 =

3
3−5∆x (ρ− divE) + ∆x3−5∆x (3θ − 2ρ)
rot
1−∆x (rotu+B)
2
3−5∆x
√
3
2 (ρ− divE) + 1−∆x3−5∆x
√
3
2 (3θ − 2ρ)
5
3−5∆x∇x (ρ− divE) + 13−5∆x∇x (3θ − 2ρ)
1
1−∆x (rotu+B −∇x divB)
 ,
where PW : L
2(dx)→ L2(dx) is the orthogonal projection onto KerW , and
ρ˜
u˜√
3
2 θ˜
E˜
B˜
 = P⊥W

ρ
u√
3
2θ
E
B
 =

3 div
3−5∆x (E −∇x (ρ+ θ))
1
1−∆x (u− rotB −∇x div u)
2 div
3−5∆x
√
3
2 (E −∇x (ρ+ θ))
5 rot rot
3−5∆x E +
3
3−5∆x (E −∇x (ρ+ θ))
rot
1−∆x (rotB − u)
 ,
where P⊥W : L
2(dx) → L2(dx) is the orthogonal projection onto KerW⊥. Note
that these projections can also be computed explicitly using basic linear algebra in
Fourier variables.
Then, recalling that W is antisymmetric so that its range is orthogonal to its
kernel, it holds that PWW = 0, whence
∂t

ρ¯
u¯√
3
2 θ¯
E¯
B¯
 = O (1) ,
which implies that
(
ρ¯, u¯,
√
3
2 θ¯, E¯, B¯
)
is expected to be compact in t. Moreover,
since
(
ρ, u,
√
3
2θ, E, B
)
belongs to KerW in the limit  → 0, it is naturally
expected that
(
ρ˜, u˜,
√
3
2 θ˜, E˜, B˜
)
⇀ 0. Finally, the constraints 3θ˜ − 2ρ˜ = 0
and rot u˜ + B˜ = 0 are implied by the fact that
(
ρ˜, u˜,
√
3
2 θ˜, E˜, B˜
)
belongs to
KerW⊥.
On the whole, we have shown the formal existence of a decomposition (10.6),
which explains why the nonlinear terms (10.3) are expected to be weakly stable as
→ 0, at least formally.
Generally speaking, such methods are called “compensated compactness” (fol-
lowing Murat and Tartar [63, 64, 73]), for they consist in compensating the lack of
strong compactness in the quadratic terms (10.3) by carefully studying the linear
structure (10.1) of oscillations.
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10.2. Rigorous filtering of oscillations
This chapter aims at rendering the preceding developments rigorous. Thus, the
main result concerning the filtering of acoustic and electromagnetic waves in the
nonlinear terms through the method of compensated compactness is described in
the following proposition.
Proposition 10.1. Let (f, E, B) be the sequence of renormalized solutions
to the scaled one species Vlasov-Maxwell-Boltzmann system (4.27) considered in
Theorem 4.4 and denote by ρ˜, u˜ and θ˜ the density, bulk velocity and temperature
associated with the renormalized fluctuations gγχ
(
|v|2
K
)
employed in Proposition
9.1. In accordance with Lemma 5.2, denote by
ρ, u, θ, E,B ∈ L∞ (dt;L2 (dx)) ,
any joint limit points of the families ρ˜, u˜, θ˜, E and B, respectively.
Then, as → 0, one has the weak stability of nonlinear terms
(10.7)
P (∇x · (u˜ ⊗ u˜)− ρ˜E − u˜ ∧B) ⇀ P (∇x · (u⊗ u)− ρE − u ∧B) ,
5
2
∇x ·
(
u˜θ˜
)
− u˜ · E ⇀ 5
2
∇x · (uθ)− u · E,
in the sense of distributions (where we only consider smooth compactly supported
solenoidal test functions).
Proof. First of all, it is to be emplasized that compactness in x is not an
issue at all here, for none of the nonlinear terms in (10.7) involves a product of the
electromagnetic fields E and B only.
Indeed, from the strong compactness (7.28) obtained in Chapter 7
lim
|h|→0
sup
>0
‖ρˆ(t, x+ h)− ρˆ(t, x)‖L2loc(dtdx) = 0,
lim
|h|→0
sup
>0
‖uˆ(t, x+ h)− uˆ(t, x)‖L2loc(dtdx) = 0,
lim
|h|→0
sup
>0
∥∥∥θˆ(t, x+ h)− θˆ(t, x)∥∥∥
L2loc(dtdx)
= 0,
where ρˆ, uˆ and θˆ respectively denote the density, bulk velocity and temperature
of the renormalized fluctuations gˆ defined by (5.3), and the comparison (9.19)
between gˆ and gγχ
(
|v|2
K
)
established in Chapter 9
ρ˜ − ρˆ → 0, u˜ − uˆ → 0 and θ˜ − θˆ → 0 in L2loc(dtdx) as → 0,
we deduce that the following local spatial compactness property holds :
lim
|h|→0
sup
>0
‖ρ˜(t, x+ h)− ρ˜(t, x)‖L2loc(dtdx) = 0,
lim
|h|→0
sup
>0
‖u˜(t, x+ h)− u˜(t, x)‖L2loc(dtdx) = 0,
lim
|h|→0
sup
>0
∥∥∥θ˜(t, x+ h)− θ˜(t, x)∥∥∥
L2loc(dtdx)
= 0.
In particular, denoting by ρ˜δ , u˜
δ
 , θ˜
δ
 , ρ
δ, uδ and θδ the respective spatial con-
volutions of ρ˜, u˜, θ˜, ρ, u and θ with a smooth compactly supported mollifier
1
δ3χ
(
x
δ
)
, where δ > 0 and χ ∈ C∞c
(
R3
)
, with
∫
R3 χ(x)dx = 1, we see that it is
possible to replace each ρ˜, u˜ and θ˜ in (10.7) by ρ˜
δ
 , u˜
δ
 and θ˜
δ
 , respectively, pro-
ducing remainders that are uniformly small in L1loc
(
dt;W−1,1loc (dx)
)
as δ → 0. This
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reduces (10.7) to showing the nonlinear convergence
P
(∇x · (u˜δ ⊗ u˜δ)− ρ˜δE − u˜δ ∧B)⇀ P (∇x · (uδ ⊗ uδ)− ρδE − uδ ∧B) ,
5
2
∇x ·
(
u˜δ θ˜
δ

)
− u˜δ · E ⇀
5
2
∇x ·
(
uδθδ
)− uδ · E,
in the sense of distributions.
Then, denoting by Eδ , B
δ
 , E
δ and Bδ the respective spatial convolutions of
E, B, E and B with the mollifier
1
δ3χ
(
x
δ
)
, we notice, since we are only seeking to
establish a convergence in the sence of distributions, that we may also replace E
and B by E
δ
 and B
δ
 , respectively, thus further reducing the proof of the present
proposition to establishing the nonlinear convergence, for any fixed δ > 0,
P
(∇x · (u˜δ ⊗ u˜δ)− ρ˜δEδ − u˜δ ∧Bδ )⇀ P (∇x · (uδ ⊗ uδ)− ρδEδ − uδ ∧Bδ) ,
5
2
∇x ·
(
u˜δ θ˜
δ

)
− u˜δ · Eδ ⇀
5
2
∇x ·
(
uδθδ
)− uδ · Eδ,
in the sense of distributions.
Now, according to Proposition 9.1, coupling the linear part of the macroscopic
equations derived therein with Maxwell’s equations, one has the following acoustic-
electromagnetic wave system, for any fixed δ > 0 :
(10.8) ∂t

ρ˜δ
u˜δ√
3
2 θ˜
δ

Eδ
Bδ
+
1

W

ρ˜δ
u˜δ√
3
2 θ˜
δ

Eδ
Bδ
 = O (1)L1loc(dt;L∞loc(dx)) ,
where the wave operator W is defined in (10.2). In particular, it holds that
∂t
(
2ρ˜δ − 3θ˜δ
)
= O (1)L1loc(dtdx)
,
∂t
(
rot u˜δ +B
δ

)
= O (1)L1loc(dtdx)
,
whence 2ρ˜δ − 3θ˜δ and rot u˜δ +Bδ are relatively compact in the strong topology of
L2loc(dtdx) (in both variables t and x). It follows that
(10.9)
2ρ˜δ − 3θ˜δ → 2ρδ − 3θδ,
rot u˜δ +B
δ
 → rotuδ +Bδ,
in L2loc(dtdx).
Next, we reproduce here rigorously the formal identities (10.4) and (10.5), which
yields (for fixed , notice that ρ˜δ , u˜
δ
 and θ˜
δ
 are now differentiable once in t with a
derivative lying in L1loc (dt;L
∞
loc (dx)), due to (10.8))
P
(∇x · (u˜δ ⊗ u˜δ)− ρ˜δEδ − u˜δ ∧Bδ )
= P
(
u˜δ
(
∂tρ˜
δ
 + div u˜
δ

)
+ ρ˜δ
(
∂tu˜
δ
 +∇x
(
ρ˜δ + θ˜
δ

)
− Eδ
))
− P
(
2ρ˜δ − 3θ˜δ
5
∇x
(
ρ˜δ + θ˜
δ

)
+ u˜δ ∧
(
rot u˜δ +B
δ

)
+ ∂t
(
ρ˜δ u˜
δ

))
,
and
5
2
∇x ·
(
u˜δ θ˜
δ

)
− u˜δ · Eδ
=
5
2
θ˜δ
(
3
2
∂tθ˜
δ
 + div u˜
δ

)
+ u˜δ ·
(
∂tu˜
δ
 +∇x
(
ρ˜δ + θ˜
δ

)
− Eδ
)
+ u˜δ · ∇x
(
3
2
θ˜δ − ρ˜δ
)
− 15
8
∂t
(
θ˜δ
)2
− 1
2
∂t
∣∣u˜δ ∣∣2 .
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Consequently, since (10.8) implies that, for fixed δ > 0,
∂tρ˜
δ
 + div u˜
δ
 = O()L1loc(dt;L∞loc(dx))
,
∂tu˜
δ
 +∇x
(
ρ˜δ + θ˜
δ

)
− Eδ = O()L1loc(dt;L∞loc(dx)),
3
2
∂tθ˜
δ
 + div u˜
δ
 = O()L1loc(dt;L∞loc(dx))
,
we deduce, in view of the strong convergences (10.9), that
P
(∇x · (u˜δ ⊗ u˜δ)− ρ˜δEδ − u˜δ ∧Bδ )
⇀ −P
(
2ρδ − 3θδ
5
∇x
(
ρδ + θδ
)
+ uδ ∧ (rotuδ +Bδ)) ,
5
2
∇x ·
(
u˜δ θ˜
δ

)
− u˜δ · Eδ ⇀ uδ · ∇x
(
3
2
θδ − ρδ
)
,
in the sense of distributions. Finally, using from Proposition 6.1 that div uδ = 0
and Eδ = ∇x
(
ρδ + θδ
)
to deduce
2ρδ − 3θδ
5
∇x
(
ρδ + θδ
)
= ρδ∇x
(
ρδ + θδ
)− 3
10
∇x
(
ρδ + θδ
)2
= ρδEδ − 3
10
∇x
(
ρδ + θδ
)2
,
uδ ∧ rotuδ = −∇x ·
(
uδ ⊗ uδ)+ uδ div uδ + 1
2
∇x
∣∣uδ∣∣2
= −∇x ·
(
uδ ⊗ uδ)+ 1
2
∇x
∣∣uδ∣∣2 ,
uδ · ∇x
(
3
2
θδ − ρδ
)
=
5
2
∇x
(
uδθδ
)− uδ · ∇x (ρδ + θδ)− 5
2
θδ div uδ
=
5
2
∇x ·
(
uδθδ
)− uδ · Eδ,
concludes the proof of the proposition. 

CHAPTER 11
Grad’s moment method
We are now in a position to proceed to the demonstration of Theorem 4.4.
Generally speaking, the formal approach to this proof follows the method of Grad
from [39, 40], which consists in studying the moments of Boltzmann equations as
the densities remain close to statistical equilibrium through the formal Hilbert’s
expansions from [42]. In our fully rigorous setting, since we are considering renor-
malized solutions of the Vlasov-Maxwell-Boltzmann system (4.27) (which, we re-
call, are not known to exist in general), our method of proof proceeds through the
asymptotic analysis of renormalized moments satisfying approximate macroscopic
conservation laws leading to the incompressible quasi-static Navier-Stokes-Fourier-
Maxwell-Poisson system (4.30).
We insist on the fact that the result we are about to establish holds globally
in time and does not require any additional assumption on the initial data, neither
on the initial velocity profile, nor on the initial thermodynamic fields, nor on the
corresponding solution to the limiting system.
11.1. Proof of Theorem 4.4
Most of the difficult steps of this proof have been performed in the preceding
chapters. We therefore only have to appropriately gather previous results together.
11.1.1. Weak convergence of fluctuations, collision integrands and
electromagnetic fields. Thus, we are considering here a family of renormalized
solutions (f, E, B) to the scaled one species Vlasov-Maxwell-Boltzmann system
(4.27) satisfying the scaled entropy inequality (4.28).
According to Lemmas 5.1 and 5.2, the corresponding families of fluctuations g
and renormalized fluctuations gˆ are weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv))
and L2loc
(
dt;L2 (Mdxdv)
)
, respectively, while, in view of Lemma 5.3, the corre-
sponding collision integrands qˆ are weakly compact in L
2 (MM∗dtdxdvdv∗dσ).
Thus, using Lemma 5.1 again and the decomposition (5.5), we know that there exist
g ∈ L∞ (dt;L2 (Mdxdv)), (E,B) ∈ L∞ (dt;L2(dx)) and q ∈ L2 (MM∗dtdxdvdv∗dσ),
such that, up to extraction of subsequences,
g ⇀ g in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
gˆ
∗
⇀ g in L∞
(
dt;L2 (Mdxdv)
)
,
(E, B)
∗
⇀ (E,B) in L∞
(
dt;L2 (dx)
)
,
qˆ ⇀ q in L
2 (MM∗dtdxdvdv∗dσ) ,
as  → 0. Therefore, one also has the weak convergence of the density ρ, bulk
velocity u and temperature θ corresponding to g :
ρ ⇀ ρ, u ⇀ u and θ ⇀ θ in L
1
loc(dtdx) as → 0,
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where ρ, u, θ ∈ L∞ (dt;L2(dx)) are, respectively, the density, bulk velocity and
temperature corresponding to g. In fact, Lemma 5.10 implies that
(11.1) g = Πg = ρ+ u · v + θ
( |v|2
2
− 3
2
)
.
Based on the uniform initial bound (4.31), a very slight modification of Lemma
5.1 allows us to deduce similar weak compactness properties on the initial data.
Thus, the initial fluctuations gin are weakly relatively compact in L
1
loc
(
dx;L1
((
1 + |v|2)Mdv))
and so, up to further extraction of subsequences, we may also assume that there
are gin0 ∈ L2 (Mdxdv) and (Ein0 , Bin0 ) ∈ L2(dx), such that, up to extraction of
subsequences,
gin ⇀ g
in
0 in L
1
loc
(
dx;L1
((
1 + |v|2)Mdv)) ,(
Ein , B
in

)
⇀
(
Ein0 , B
in
0
)
in L2 (dx) ,
as  → 0. Therefore, one also has the weak convergence of the initial density ρin ,
bulk velocity uin and temperature θ
in
 corresponding to g
in
 :
ρin ⇀ ρ
in
0 , u
in
 ⇀ u
in
0 and θ
in
 ⇀ θ
in
0 in L
1
loc(dx) as → 0,
where ρin0 , u
in
0 , θ
in
0 ∈ L2(dx) are, respectively, the initial density, bulk velocity and
temperature corresponding to gin0 . Note that the infinitesimal Maxwellian form
(11.1) does not necessarily hold for the initial data gin0 .
11.1.2. Constraint equations, Maxwell’s system and energy inequal-
ity. In view of Proposition 6.1, we already know that the limiting thermodynamic
fields ρ, u and θ satisfy the incompressibility and Boussinesq relations
(11.2) div u = 0, ∇x (ρ+ θ)− E = 0.
Furthermore, the discussion in Section 6.4 shows that the limiting electromagnetic
field satisfies the electrostatic approximation of Maxwell’s equations :
(11.3) rotE = 0, divE = ρ, rotB = u, divB = 0.
By passing to the weak limit in the initial Gauss’ laws (4.32), one also has initially
that
divEin0 = ρ
in
0 , divB
in
0 = 0.
As for the energy bound, Proposition 6.4 states that, for almost every t ≥ 0,
1
2
(
‖ρ‖2L2x + ‖u‖
2
L2x
+
3
2
‖θ‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
(t)
+
∫ t
0
(
µ ‖∇xu‖2L2x +
5
2
κ ‖∇xθ‖2L2x
)
(s)ds ≤ C in,
where the viscosity µ > 0 and thermal conductivity κ > 0 are defined by (2.27). In
particular, it holds that
(ρ, u, θ, B) ∈ L∞ ([0,∞), dt;L2 (R3, dx)) ,
(u, θ) ∈ L2
(
[0,∞), dt; H˙1 (R3, dx)) .
This energy bound can be improved to the actual energy inequality (3.2) pro-
vided some well-preparedness of the initial data is assumed. This is discussed in
the few remarks following the statement of Theorem 4.4.
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11.1.3. Evolution equations. We move on now to the rigorous derivation
of the asymptotic macroscopic evolution equations.
We know from Chapter 9 that some approximate macroscopic evolution equa-
tions, which look like the Navier-Stokes-Fourier system with electromagnetic forces,
are satisfied up to a remainder which is small in some distribution space. More pre-
cisely, according to Proposition 9.1, defining the macroscopic variables ρ˜, u˜ and
θ˜ as the density, bulk velocity and temperature, respectively, corresponding to the
renormalized fluctuations gγχ
(
|v|2
K
)
used therein, it holds that
(11.4)
∂tρ˜ +
1

∇x · u˜ = R,1,
∂tu˜ +∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id−
∫
R3×R3×S2
qˆφ˜MM∗dvdv∗dσ
)
= −1

∇x
(
ρ˜ + θ˜
)
+
1

E + ρ˜E + u˜ ∧B +R,2,
∂t
(
3
2
θ˜ − ρ˜
)
+∇x ·
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆψ˜MM∗dvdv∗dσ
)
= u˜ · E +R,3,
where φ˜ and ψ˜ are defined by (2.12) and (2.13), and the remainders R,i, i = 1, 2, 3,
converge to 0 in L1loc
(
dt;W−1,1loc (dx)
)
.
Since, up to further extraction of subsequences, γχ
(
|v|2
K
)
converges almost
everywhere towards 1, g is weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv)) and
gγ is uniformly bounded in L
∞ (dt;L2 (Mdxdv)), we deduce, by the Product
Limit Theorem, that
gγχ
( |v|2
K
)
∗
⇀ g in L∞
(
dt;L2 (Mdxdv)
)
.
In particular, one also has the convergence of the renormalized moments
ρ˜
∗
⇀ ρ, u˜
∗
⇀ u and θ˜
∗
⇀ θ in L∞
(
dt;L2(dx)
)
,
and the same argument yields the convergence of the initial renormalized moments
ρ˜in ⇀ ρ
in
0 , u˜
in
 ⇀ u
in
0 and θ˜
in
 ⇀ θ
in
0 in L
2(dx),
where ρ˜in = ρ˜(t = 0), u˜
in
 = u˜(t = 0) and θ˜
in
 = θ˜(t = 0).
Next we consider the magnetic potentialsA, A ∈ L∞
(
dt; H˙1 (dx)
)
andAin , A
in
0 ∈
H˙1 (dx) in the Coulomb gauge defined by
A =
rot
−∆xB, A =
rot
−∆xB and A
in
 =
rot
−∆xB
in
 , A
in
0 =
rot
−∆xB
in
0 ,
so that
B = rotA, divA = 0,
B = rotA, divA = 0,
Bin = rotA
in
 , divA
in
 = 0,
Bin0 = rotA
in
 , divA
in
0 = 0.
Faraday’s equation from (4.27) can then be recast as
(11.5) ∂tA +
∇x div
−∆x E + E = 0.
Further note that
A ⇀ A and A
in
 ⇀ A
in
0 ,
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in the sense of distributions.
Now, incorporating the preceding relation (11.5) into the evolution equation
for u˜ in (11.4), we obtain the following system of evolution equations :
∂t (u˜ +A) +∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id−
∫
R3×R3×S2
qˆφ˜MM∗dvdv∗dσ
)
= −1

∇x
(
ρ˜ + θ˜ +
div
−∆xE
)
+ ρ˜E + u˜ ∧B +R,2,
∂t
(
3
2
θ˜ − ρ˜
)
+∇x ·
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆψ˜MM∗dvdv∗dσ
)
= u˜ · E +R,3,
whose weak formulation is given by
−
∫
R3
(
u˜in +A
in

) · ϕ(t = 0)dx− ∫
[0,∞)×R3
(u˜ +A) · ∂tϕdtdx
−
∫
[0,∞)×R3
(
u˜ ⊗ u˜ −
∫
R3×R3×S2
qˆφ˜MM∗dvdv∗dσ
)
: ∇xϕdtdx
=
∫
[0,∞)×R3
(ρ˜E + u˜ ∧B) · ϕdtdx+ o(1),
−
∫
R3
(
3
2
θ˜in − ρ˜in
)
χ(t = 0)dx−
∫
[0,∞)×R3
(
3
2
θ˜ − ρ˜
)
∂tχdtdx
−
∫
[0,∞)×R3
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆψ˜MM∗dvdv∗dσ
)
· ∇xχdtdx
=
∫
[0,∞)×R3
u˜ · Eχdtdx+ o(1),
where ϕ(t, x) ∈ C∞c
(
[0,∞)× R3;R3) and χ(t, x) ∈ C∞c ([0,∞)× R3;R) are test
functions such that divϕ = 0.
By the weak stability result stated in Proposition 10.1, we can then pass to
limit  → 0 in the above weak formulation, thus yielding the following asymptotic
system :
(11.6)
−
∫
R3
(
uin0 +A
in
0
) · ϕ(t = 0)dx− ∫
[0,∞)×R3
(u+A) · ∂tϕdtdx
−
∫
[0,∞)×R3
(
u⊗ u−
∫
R3×R3×S2
qφ˜MM∗dvdv∗dσ
)
: ∇xϕdtdx
=
∫
[0,∞)×R3
(ρE + u ∧B) · ϕdtdx,
−
∫
R3
(
3
2
θin0 − ρin0
)
χ(t = 0)dx−
∫
[0,∞)×R3
(
3
2
θ − ρ
)
∂tχdtdx
−
∫
[0,∞)×R3
(
5
2
uθ −
∫
R3×R3×S2
qψ˜MM∗dvdv∗dσ
)
· ∇xχdtdx
=
∫
[0,∞)×R3
u · Eχdtdx,
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which is precisely the weak formulation of the system
(11.7)
∂t (u+A) +∇x ·
(
u⊗ u−
∫
R3×R3×S2
qφ˜MM∗dvdv∗dσ
)
= −∇xp+ ρE + u ∧B,
∂t
(
3
2
θ − ρ
)
+∇x ·
(
5
2
uθ −
∫
R3×R3×S2
qψ˜MM∗dvdv∗dσ
)
= u · E,
with initial data
(u+A) (t = 0) = uin0 +A
in
0 and
(
3
2
θ − ρ
)
(t = 0) =
3
2
θin0 − ρin0 .
By Proposition 6.1, we can further identify the diffusion terms involving the
limiting collision integrand q. Indeed, utilizing identity (6.1) with formulas (2.26),
we obtain∫
R3×R3×S2
qφ˜MM∗dvdv∗dσ =
∫
R3
φ : ∇xuφ˜Mdv = µ
(
∇xu+∇txu−
2
3
div u Id
)
,∫
R3×R3×S2
qψ˜MM∗dvdv∗dσ =
∫
R3
ψ · ∇xθψ˜Mdv = 5
2
κ∇xθ,
where the constants µ, κ > 0 are defined in (2.27) and φ, ψ are the kinetic fluxes
defined by (2.12). Incorporating the above relations into (11.7) and recalling that
u is a solenoidal vector field, we finally find the evolution system
∂t (u+A) +∇x · (u⊗ u)− µ∆xu = −∇xp+ ρE + u ∧B,
∂t
(
3
2
θ − ρ
)
+∇x ·
(
5
2
uθ
)
− 5
2
κ∆xθ = u · E.
Then, defining the adjusted electric field by
E˜ = PE˜ + P⊥E˜ = −∂tA+∇x (ρ+ θ) ,
the above evolutions system, when combined with the constraint equations (11.2)
and (11.3), can be recast as
∂tu+ u · ∇xu− µ∆xu = −∇xp+ E˜ + ρ∇xθ + u ∧B,
div u = 0,
∂t
(
3
2
θ − ρ
)
+ u · ∇x
(
3
2
θ − ρ
)
− 5
2
κ∆xθ = 0, ∆x(ρ+ θ) = ρ,
rotB = u, div E˜ = ρ,
∂tB + rot E˜ = 0, divB = 0,
which is precisely the incompressible quasi-static Navier-Stokes-Fourier-Maxwell-
Poisson system (4.30).
11.1.4. Temporal continuity, initial data and conclusion of proof.
There only remains to establish the weak temporal continuity of the observables :
(11.8) (ρ, u, θ, B) ∈ C ([0,∞); w-L2 (R3, dx)) ,
and to identify their respective initial data.
For the moment, we only know from the weak formulation (11.6) that, for any
solenoidal ϕ(x) ∈ C∞c
(
R3;R3
)
and χ(x) ∈ C∞c
(
R3;R
)
,∫
R3
(u+A) (t, x)ϕ(x)dx ∈ C ([0,∞);R) ,∫
R3
(
3
2
θ − ρ
)
(t, x)χ(x)dx ∈ C ([0,∞);R) ,
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and
(u+A) (0, x) =
(
uin0 +A
in
0
)
(x),(
3
2
θ − ρ
)
(0, x) =
(
3
2
θin0 − ρin0
)
(x).
Notice, replacing the test function ϕ by rotϕ, that one also has∫
R3
(rotu+B) (t, x)ϕ(x)dx ∈ C ([0,∞);R) ,
for any ϕ(x) ∈ C∞c
(
R3;R3
)
, and
(rotu+B) (0, x) =
(
rotuin0 +B
in
0
)
(x).
In particular, a straightforward density argument yields that
rotu+B,
3
2
θ − ρ ∈ C ([0,∞); w-L2 (R3, dx)) .
Finally, using the relations rotB = u and ∆x (ρ+ θ) = ρ, it is easy to express
each observable ρ, u, θ and B in terms of rotu+B and 32θ − ρ, only :
ρ =
3∆x (ρ+ θ)− 5∆xρ
3− 5∆x =
2∆x
3− 5∆x
(
3
2
θ − ρ
)
,
u =
rotB −∆xu
1−∆x =
rot
1−∆x (rotu+B) ,
θ =
1−∆x
∆x
ρ =
2− 2∆x
3− 5∆x
(
3
2
θ − ρ
)
,
B =
rot
−∆xu =
1
1−∆x (rotu+B) .
It follows that (11.8) holds true and that the initial data is provided by
ρ(t = 0) =
∆x
3− 5∆x
(
3θin0 − 2ρin0
)
, u(t = 0) =
rot
1−∆x
(
rotuin0 +B
in
0
)
,
θ(t = 0) =
1−∆x
3− 5∆x
(
3θin0 − 2ρin0
)
, B(t = 0) =
1
1−∆x
(
rotuin0 +B
in
0
)
,
which, at last, concludes the proof of Theorem 4.4. 
CHAPTER 12
The renormalized relative entropy method
We are now going to investigate the more singular asymptotics leading to the
two-fluid incompressible Navier-Stokes-Fourier-Maxwell systems with (solenoidal)
Ohm’s law. As explained in Section 3.2, the limiting models obtained in these
regimes are not weakly stable and, thus, are not known to have global solutions
(except under suitable regularity and smallness assumptions on the initial data).
However, from the physical point of view, these asymptotic regimes are impor-
tant insofar as they justify Ohm’s laws, which are fundamental in plasma physics.
From the mathematical point of view, the Navier-Stokes-Fourier-Maxwell sys-
tems obtained in the limit share many features with the three-dimensional incom-
pressible Euler equations. Proving some convergence results requires then methods
which are different from the weak compactness techniques used in the proof of
Theorem 4.4 in Chapter 11 and which are typically based on weak-strong stabil-
ity principles and dissipative solutions (see Section 3.2.3). The main novelty here,
compared to the convergence results from the Boltzmann equation to the incom-
pressible Euler equations (see [68, Chapter 5]), is to use renormalization techniques
together with the relative entropy method.
12.1. The relative entropy method : old and new
The principle of the relative entropy method is to compare the distribution
with its formal asymptotics in some appropriate metrics :
• The idea of using the relative entropy H (f± |M) to build such metrics goes
back to Yau [76] in the framework of the asymptotic study of Ginzburg-
Landau’s equation, then to Golse [13] for the hydrodynamic limits of
the Boltzmann equation. The important points of this method are the
fact that the scaled relative entropy is a Lyapunov functional for the
Boltzmann equation and that it controls the size of the fluctuations.
• An approximate solution is obtained by formal expansions (the so-called
Hilbert expansions ; see [42]), which consist in seeking a formal solution
to the scaled system in the form
f±app = M
(
1 + g±0 + 
2g±1 + . . .
)
.
Note that the successive approximations g±n should depend a priori both
on macroscopic variables t, x and on fast variables t ,
t
2 , . . . ,
x
 ,
x
2 , . . . .
For well-prepared initial data, that is for data satisfying some profile
condition (thermodynamic equilibrium) as well as macroscopic linear con-
straints (incompressibility and Boussinesq relations, for instance), there is
neither kinetic initial layer nor fast oscillating waves, so that g±0 reduces
actually to the solution of the limiting system. Note that, in the cases
considered here, the nonlinear constraints (Ohm’s laws) have a different
status : solutions of the limiting models are well-defined even though these
constraints are not defined initially. This is similar to the existence theory
for parabolic equations with initial data which are not in the domain of
the diffusion operator.
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• The core of the proof consists then in getting some stability inequality for
the scaled modulated entropy∑
±
1
2
H
(
f± |f±app
)
=
∑
±
1
2
∫
R3×R3
(
f± log
f±
f±app
− f± + f±app
)
dxdv,
which measures in some sense the distance between the fluctuations g±
and their expected limits g±0 . The convergence relies then on some tech-
nical computations and Gro¨nwall’s lemma.
The stability inequality we expect to obtain should be reminiscent of the in-
equality defining the corresponding dissipative solutions of the limiting systems (see
Section 3.2.3). Thus, it should be based solely on the decay of the entropy and on
local conservation laws. In particular, there is no need for a priori strong compact-
ness : nonlinear terms should be controlled by a loop estimate using Gro¨nwall’s
lemma.
Unfortunately, this simple strategy fails, in general :
• even for weak solutions in the sense of distributions (not renormalized),
provided they exist, we have no control on large velocities ;
• for renormalized solutions in the sense of DiPerna and Lions, provided
they exist, local conservation laws are not known to hold.
The main novelty here is to use renormalization techniques combined
with the relative entropy method. More precisely, we will not use the usual
modulated entropy inequality for renormalized solutions to the kinetic equations.
Rather, we will modulate a renormalized version of the entropy inequality, which
requires much less a priori information on the solutions.
12.2. Proof of Theorem 4.5 on weak interactions
Several steps of this demonstration have been performed in the preceding chap-
ters. We therefore begin our proof by appropriately gathering previous results
together.
12.2.1. Weak convergence of fluctuations, collision integrands and
electromagnetic fields. Thus, we are considering here a family of renormalized
solutions (f± , E, B) to the scaled two species Vlasov-Maxwell-Boltzmann system
(4.34), in the regime of weak interspecies interactions, i.e. δ = o(1) and δ is un-
bounded, satisfying the scaled entropy inequality (4.35).
According to Lemmas 5.1 and 5.2, the corresponding families of fluctuations g±
and renormalized fluctuations gˆ± are weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv))
and L2loc
(
dt;L2 (Mdxdv)
)
, respectively, while, in view of Lemma 5.3, the corre-
sponding collision integrands qˆ± and qˆ
±,∓
 are weakly compact in L
2 (MM∗dtdxdvdv∗dσ).
Thus, using Lemma 5.1 again and the decomposition (5.5), we know that there exist
g± ∈ L∞ (dt;L2 (Mdxdv)), (E,B) ∈ L∞ (dt;L2(dx)) and q±, q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ),
such that, up to extraction of subsequences,
(12.1)
g± ⇀ g
± in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
gˆ±
∗
⇀ g± in L∞
(
dt;L2 (Mdxdv)
)
,
(E, B)
∗
⇀ (E,B) in L∞
(
dt;L2 (dx)
)
,
qˆ± ⇀ q
± in L2 (MM∗dtdxdvdv∗dσ) ,
qˆ±,∓ ⇀ q
±,∓ in L2 (MM∗dtdxdvdv∗dσ) ,
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as  → 0. Therefore, one also has the weak convergence of the densities ρ± , bulk
velocities u± and temperatures θ
±
 corresponding to g
±
 :
ρ± ⇀ ρ
±, u± ⇀ u
± and θ± ⇀ θ
± in L1loc(dtdx) as → 0,
where ρ±, u±, θ± ∈ L∞ (dt;L2(dx)) are, respectively, the densities, bulk velocities
and temperatures corresponding to g±. In fact, Lemma 5.10 implies that
g± = Πg± = ρ± + u± · v + θ±
( |v|2
2
− 3
2
)
.
Next, we further introduce the scaled fluctuations
h =
δ

[(
g+ − g−
)− n] ,
where n = ρ
+
 − ρ− is the charge density, and the electrodynamic variables
j =
δ

(
u+ − u−
)
, w =
δ

(
θ+ − θ−
)
,
which are precisely the bulk velocity and temperature associated with the scaled
fluctuations h. In view of Lemma 5.13, the electric current j and the internal
electric energy w are uniformly bounded in L
1
loc (dtdx), which necessarily implies,
letting δ → 0, that u+ = u− and θ+ = θ−. Furthermore, Proposition 6.2 asserts
that ρ+ = ρ−, as well. Therefore, we appropriately rename the limiting macroscopic
variables
ρ = ρ+ = ρ−, u = u+ = u−, θ = θ+ = θ−,
and the limiting fluctuation
g = g+ = g− = ρ+ u · v + θ
( |v|2
2
− 3
2
)
.
Now, according to Lemma 5.14, it holds that h is weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv))
and that j and w are weakly compact in L
1
loc(dtdx), so that, up to extraction of
subsequences, there are h ∈ L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) and j, w ∈ L1loc(dtdx)
such that
h ⇀ h in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
j ⇀ j in L
1
loc (dtdx) ,
w ⇀ w in L
1
loc (dtdx) ,
as → 0. Moreover, by Proposition 6.3, one has the infinitesimal Maxwellian form
h = j · v + w
( |v|2
2
− 3
2
)
.
12.2.2. Constraint equations, Maxwell’s system and energy inequal-
ity. In view of Proposition 6.2, we already know that the limiting thermodynamic
fields ρ, u and θ satisfy the incompressibility and Boussinesq relations
(12.2) div u = 0, ρ+ θ = 0.
Moreover, the discussion in Section 6.4 shows that the limiting electromagnetic
field satisfies the following form of Maxwell’s equations :
∂tE − rotB = −j,
∂tB + rotE = 0,
divE = 0,
divB = 0.
Note that, taking the divergence of the Ampe`re equation above, necessarily div j =
0.
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Finally, Proposition 8.2 further establishes that the electrodynamic variables j
and w satisfy the solenoidal Ohm’s law and the internal electric energy equilibrium
relation
j = σ (−∇xp¯+ E + u ∧B) , w = 0,
where the electric conductivity σ > 0 is defined by (2.70) and the pressure gradient
−∇xp¯ is the Lagrange multiplier associated with the solenoidal constraint div j = 0.
As for the energy bound, Proposition 6.5 states that, for almost every t ≥ 0,
1
2
(
2 ‖u‖2L2x + 5 ‖θ‖
2
L2x
+ ‖E‖2L2x + ‖B‖
2
L2x
)
(t)
+
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
+
1
σ
‖j‖2L2x
)
(s)ds ≤ C in,
where the viscosity µ > 0, thermal conductivity κ > 0 and electric conductivity
σ > 0 are respectively defined by (2.56) and (2.70). In particular, it holds that
(u, θ, E,B) ∈ L∞ ([0,∞), dt;L2 (R3, dx)) ,
(u, θ) ∈ L2
(
[0,∞), dt; H˙1 (R3, dx)) ,
j ∈ L2 ([0,∞)× R3, dtdx) .
This energy bound can be improved to the actual energy inequality
1
2
(
2 ‖u‖2L2x + 5 ‖θ‖
2
L2x
+ ‖E‖2L2x + ‖B‖
2
L2x
)
(t)
+
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
+
1
σ
‖j‖2L2x
)
(s)ds
≤ 1
2
(
2
∥∥uin∥∥2
L2x
+ 5
∥∥θin∥∥2
L2x
+
∥∥Ein∥∥2
L2x
+
∥∥Bin∥∥2
L2x
)
,
using the well-preparedness of the initial data (4.41).
12.2.3. The renormalized modulated entropy inequality. We move on
now to the rigorous derivation of a stability inequality encoding the asymptotic
macroscopic evolution equations for u and θ in the spirit of the weak-strong stability
inequalities used in Section 3.2.3 to define dissipative solutions for some Navier-
Stokes-Maxwell systems. Recall that, as explained therein, such systems are in
general not known to display weak stability so that their weak solutions in the
energy space are not known to exist.
To this end, as in Section 9.2, we define the renormalized fluctuations g± γ
±
 χ
(
|v|2
K
)
,
with K = K| log |, for some large K > 0, and χ ∈ C∞c ([0,∞)) a smooth com-
pactly supported function such that 1[0,1] ≤ χ ≤ 1[0,2], and where γ± = γ (G± ) for
some renormalization γ ∈ C1 ([0,∞);R) satisfying (9.36).
Since, up to further extraction of subsequences, γ± χ
(
|v|2
K
)
converges almost
everywhere towards 1, g± is weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv)) and
g± γ
±
 is uniformly bounded in L
∞ (dt;L2 (Mdxdv)), we deduce, by the Product
Limit Theorem, that
g± γ
±
 χ
( |v|2
K
)
∗
⇀ g in L∞
(
dt;L2 (Mdxdv)
)
.
Therefore, one has the weak convergence of the densities ρ˜± , bulk velocities u˜
±
 and
temperatures θ˜± corresponding to g
±
 γ
±
 χ
(
|v|2
K
)
:
ρ˜±
∗
⇀ ρ, u˜±
∗
⇀ u and θ˜±
∗
⇀ θ in L∞
(
dt;L2(dx)
)
as → 0.
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In particular, the hydrodynamic variables ρ˜ =
ρ˜+ +ρ˜
−

2 , u˜ =
u˜+ +u˜
−

2 and θ˜ =
θ˜+ +θ˜
−

2
also obviously verify
(12.3) ρ˜
∗
⇀ ρ, u˜
∗
⇀ u and θ˜
∗
⇀ θ in L∞
(
dt;L2(dx)
)
as → 0.
It follows that, since u is solenoidal,
(12.4) P⊥u˜
∗
⇀ 0 in L∞
(
dt;L2(dx)
)
as → 0,
and, in view of the limiting Boussinesq relation,
(12.5) ρ˜ + θ˜
∗
⇀ 0 in L∞
(
dt;L2(dx)
)
as → 0.
We establish now the convergence of the electric current j˜ =
δ
 (u˜
+
 − u˜− ).
Since gˆ± ≥ 2
(√
2− 1) on the support of 1 − γ± , we easily estimate, using the
uniform bound from Lemma 5.12, that∣∣∣∣δ g± (1− γ± )
∣∣∣∣ = ∣∣∣∣δ (gˆ± + 4 gˆ±2 ) (1− γ± )
∣∣∣∣
≤
∣∣∣∣δ gˆ± (1− γ± )
∣∣∣∣+ δ4 gˆ±2
≤ Cδgˆ±2 = O(δ)L1loc(dtdx;L1((1+|v|2)Mdv)),
whereas, using the Gaussian decay (8.8), we also obtain, provided K > 4,∣∣∣∣δ g±
(
1− χ
( |v|2
K
))∣∣∣∣ = ∣∣∣∣δ (gˆ± + 4 gˆ±2 )
(
1− χ
( |v|2
K
))∣∣∣∣
≤
∣∣∣∣δ gˆ±
(
1− χ
( |v|2
K
))∣∣∣∣+ δ4 gˆ±2
≤ C δ
2
(
1− χ
( |v|2
K
))2
+ Cδgˆ±2
= O(δ)L1loc(dtdx;L1((1+|v|2)Mdv)).
Thus, we infer that
(12.6)
δ

(
u˜± − u±
)→ 0 in L1loc (dtdx) as → 0,
whence
j˜ ⇀ j in L
1
loc (dtdx) as → 0.
Now, the L2 (Mdxdv) norm of g± γ
±
 χ
(
|v|2
K
)
is not a Lyapunov functional but
it is nevertheless controlled by the relative entropy
(12.7)
1
2
∥∥∥∥g± γ± χ( |v|2K
)∥∥∥∥2
L2(Mdxdv)
≤ C
2
H
(
f±
)
,
for some C > 1, and therefore by the initial data (4.39). One may therefore try,
in a preliminary attempt to show an asymptotic stability inequality, to modulate
the approximate energy associated with g± γ
±
 χ
(
|v|2
K
)
, i.e. its L2 (Mdxdv) norm,
by introducing a test function g¯ in infinitesimal Maxwellian form :
g¯ = u¯ · v + θ¯
( |v|2
2
− 5
2
)
,
where
u¯(t, x), θ¯(t, x) ∈ C∞c
(
[0,∞)× R3) with div u¯ = 0,
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and then establishing a stability inequality for the modulated energies
(12.8)
1
2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯
∥∥∥∥2
L2(Mdxdv)
.
Notice that it holds, utilizing the elementary identity a2 + 32b
2 = 35 (a+ b)
2
+
5
2
(
3b−2a
5
)2
, for any a, b ∈ R,∥∥∥∥g± γ± χ( |v|2K
)
− g¯
∥∥∥∥2
L2(Mdxdv)
≥
∥∥∥∥Π(g± γ± χ( |v|2K
))
− g¯
∥∥∥∥2
L2(Mdxdv)
=
(∥∥ρ˜± + θ¯∥∥2L2(dx) + ∥∥u˜± − u¯∥∥2L2(dx) + 32 ∥∥∥θ˜± − θ¯∥∥∥2L2(dx)
)
=
3
5
∥∥∥ρ˜± + θ˜± ∥∥∥2
L2(dx)
+
∥∥u˜± − u¯∥∥2L2(dx) + 52
∥∥∥∥∥3θ˜± − 2ρ˜±5 − θ¯
∥∥∥∥∥
2
L2(dx)
 .
It turns out that this approach is not quite suitable for our purpose because,
even though, for any 0 ≤ t1 < t2 (see the proof of Lemma 5.1),
(12.9)
∫ t2
t1
1
2
‖g‖2L2(Mdxdv) dt ≤ lim inf→0
∫ t2
t1
1
2
H
(
f±
)
dt,
it is not possible to set C = 1 in (12.7). Indeed, the first term in the polynomial
expansion of the function h(z) = (1 + z) log(1 + z)− z defining the entropy is 12z2,
but the second term is − 16z3 and may be negative.
Some entropy (or energy) is therefore lost by considering the modulated ener-
gies (12.8). These considerations lead us to introduce a more precise modulated
functional in replacement of (12.8) capturing more information on the fluctuations.
To be precise, instead of (12.8), we consider now the renormalized modulated
entropies
(12.10)
1
2
H
(
f±
)− ∫
R3×R3
g± γ
±
 χ
( |v|2
K
)
g¯Mdxdv +
1
2
‖g¯‖2L2(Mdxdv) .
Note that the above functional may be negative for fixed  > 0. However, in view
of (12.9), it recovers asymptotically a non-negative quantity, which is precisely the
asymptotic modulated energy :
(12.11)∫ t2
t1
1
2
(
‖u− u¯‖2L2(dx) +
5
2
∥∥θ − θ¯∥∥2
L2(dx)
)
dt
=
∫ t2
t1
1
2
‖g − g¯‖2L2(Mdxdv) dt
≤ lim inf
→0
∫ t2
t1
(
1
2
H
(
f±
)− ∫
R3×R3
g± γ
±
 χ
( |v|2
K
)
g¯Mdxdv +
1
2
‖g¯‖2L2(Mdxdv)
)
dt,
for all 0 ≤ t1 < t2.
The first term in (12.10) is precisely the entropy of f± and will be controlled by
the scaled entropy inequality (4.35), whereas the last term in (12.10) only involves
smooth quantities and will therefore be controlled directly. As for the middle term
in the modulated entropy (12.10), its time derivative will involve the approximate
macroscopic conservation laws for g± γ
±
 χ
(
|v|2
K
)
.
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Recall that a major difficulty in the relative entropy methods developed for the
hydrodynamic limit of the Boltzmann equation towards the incompressible Euler
equations (see [67, 68, 69]) pertains to the handling of large velocities. Here,
large velocities are no longer a problem, for we deal now with conservations laws
of renormalized fluctuations g± γ
±
 χ
(
|v|2
K
)
whose defects are well controlled. Thus,
the present method is more robust than the usual relative entropy method which
cannot deal with fluctuations of temperature.
Furthermore, thanks to the flatness assumption (9.36) on γ(z) near z = 1, the
conservation defects are expected to vanish in the limit (at least formally). In fact,
as shown in Section 9.2, they can be estimated in terms of the modulated entropy
and entropy dissipation. The convergence will then be obtained through a loop
estimate based on an appropriate use of Gro¨nwall’s lemma.
Now, in order to establish the renormalized modulated entropy inequality lead-
ing to the convergence stated in Theorem 4.5, we introduce further test functions
E¯(t, x), B¯(t, x), j¯(t, x) ∈ C∞c
(
[0,∞)× R3) with div E¯ = div B¯ = div j¯ = 0,
and we define the renormalized modulated entropy
δH(t) = 1
2
H
(
f+
)
+
1
2
H
(
f−
)
−
∫
R3×R3
(
g+ γ
+
 + g
−
 γ
−

)
χ
( |v|2
K
)
g¯Mdxdv + ‖g¯‖2L2(Mdxdv)
+
1
2
∥∥E − E¯∥∥2L2(dx) + 12 ∥∥B − B¯∥∥2L2(dx) + 12
∫
R3
(
1
2
Trm + Tr a
)
dx
−
∫
R3
(E − E¯) ∧ (B − B¯)+
a26 − a35a34 − a16
a15 − a24
 · u¯dx,
where the matrix measures m and a are the defects introduced in Section 4.1.4
and controlled by the scaled entropy inequality (4.35).
We also define the renormalized modulated energy
δE(t) = 1
2
∥∥∥∥g+ γ+ χ( |v|2K
)
− g¯
∥∥∥∥2
L2(Mdxdv)
+
1
2
∥∥∥∥g− γ− χ( |v|2K
)
− g¯
∥∥∥∥2
L2(Mdxdv)
+
1
2
∥∥E − E¯∥∥2L2(dx) + 12 ∥∥B − B¯∥∥2L2(dx) + 12
∫
R3
(
1
2
Trm + Tr a
)
dx
−
∫
R3
(E − E¯) ∧ (B − B¯)+
a26 − a35a34 − a16
a15 − a24
 · u¯dx,
which is asymptotically equivalent to δH(t), at least formally. Note that δH(t)
controls more accurately the large values of the fluctuations g± than δE(t). Lemma
12.1 below shows how the modulated entropy δH(t) controls the modulated energy
δE(t).
Finally, we introduce the renormalized modulated entropy dissipation
δD(t) = 1
4
∥∥qˆ+ − q¯+∥∥2L2(MM∗dxdvdv∗dσ) + 14 ∥∥qˆ− − q¯−∥∥2L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥qˆ+,− − q¯+,−∥∥2L2(MM∗dxdvdv∗dσ) + 14 ∥∥qˆ−,+ − q¯−,+∥∥2L2(MM∗dxdvdv∗dσ) ,
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where
(12.12)
q¯± = ∇xu¯ :
(
φ˜+ φ˜∗ − φ˜′ − φ˜′∗
)
+∇xθ¯ ·
(
ψ˜ + ψ˜∗ − ψ˜′ − ψ˜′∗
)
,
q¯±,∓ = ∓1
2
j¯ · (v − v∗ − v′ + v′∗) ,
so that ∫
R3×S2
q¯±M∗dv∗dσ = ∇xu¯ : Lφ˜+∇xθ¯ · Lψ˜ = ∇xu¯ : φ+∇xθ¯ · ψ,∫
R3×S2
q¯±,∓M∗dv∗dσ = ∓1
2
j¯ · L (v) ,
with φ, ψ, φ˜ and ψ˜ defined by (2.12) and (2.13).
Then, assuming from now on that ‖u¯‖L∞(dtdx) < 1 and using the lower weak
sequential semi-continuity of the entropies (12.11) and of the electromagnetic energy
(3.24) together with Lemma 4.3, we find that, for all 0 ≤ t1 < t2,
(12.13)
∫ t2
t1
δE(t)dt ≤ lim inf
→0
min
{∫ t2
t1
δH(t)dt,
∫ t2
t1
δE(t)dt
}
,
where
δE(t) = ‖g − g¯‖2L2(Mdxdv) +
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx
= ‖u− u¯‖2L2(dx) +
5
2
∥∥θ − θ¯∥∥2
L2(dx)
+
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx,
while, repeating mutatis mutandis the computations leading to (6.19) and (6.21)
in the proof of Proposition 6.5, we obtain, for all 0 ≤ t1 < t2,
(12.14)
∫ t2
t1
δD(t)dt ≤ lim inf
→0
∫ t2
t1
δD(t)dt,
where
δD(t) = 2µ ‖∇x (u− u¯)‖2L2x + 5κ
∥∥∇x (θ − θ¯)∥∥2L2x + 1σ ‖j − j¯‖2L2x
≤ 1
4
∥∥q+ − q¯+∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q− − q¯−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q+,− − q¯+,−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q−,+ − q¯−,+∥∥2
L2(MM∗dxdvdv∗dσ)
.
The following lemma shows how the modulated entropy δH controls the mod-
ulated energy δE up to a small remainder.
Lemma 12.1. It holds that
δE(t) ≤ CδH(t) + o(1)L∞(dt),
for some fixed constant C > 1.
Proof. Recall first, in view of the hypotheses on the renormalization (9.36),
that
1
C
∣∣gˆ± ∣∣ ≤ ∣∣g± γ± ∣∣ ≤ C ∣∣gˆ± ∣∣ ,
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for some C > 1, and that the elementary inequality (B.5) implies
1
4
gˆ±2 ≤
1
2
h
(
g±
)
.
We proceed then with the straightforward estimate, where C0 > 1 is a large
constant and λ > 0 is a small parameter to be determined later on,
(12.15)
1
2
(
g± γ
±
 χ
( |v|2
K
)
− g¯
)2
1{|g± γ± |>λ}
≤
(
C0
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |>λ}
≤ C0
(
1
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |>λ}
+ (C0 − 1)g± γ± χ
( |v|2
K
)
g¯1{|g± γ± |>λ}
≤ C0
(
1
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |>λ} +
CK |log |
λ
gˆ±2 .
Furthermore, utilizing the simple inequality (B.6), we deduce that
1
2
(
g± γ
±
 χ
( |v|2
K
)
− g¯
)2
1{|g± γ± |≤λ}
≤
(
1
2
h
(
g± γ
±
 χ
( |v|2
K
))
− g± γ± χ
( |v|2
K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |≤λ}
+

6
(
g± γ
±
 χ
( |v|2
K
))3
1{|g± γ± |≤λ}
≤
(
1
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |≤λ}
+
1
6
(
g± γ
±
 χ
( |v|2
K
)
− g¯
)2 ∣∣g± γ± ∣∣1{|g± γ± |≤λ}
+
1
3
g± γ
±
 χ
( |v|2
K
)
g¯
∣∣g± γ± ∣∣1{|g± γ± |≤λ}
≤
(
1
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |≤λ}
+
λ
6
(
g± γ
±
 χ
( |v|2
K
)
− g¯
)2
1{|g± γ± |≤λ} + CK |log | gˆ±2 ,
whence, fixing 0 < λ < 3,
(12.16)(
1
2
− λ
6
)(
g± γ
±
 χ
( |v|2
K
)
− g¯
)2
1{|g± γ± |≤λ}
≤
(
1
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
1{|g± γ± |≤λ} + CK |log | gˆ±2 .
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Therefore, combining estimates (12.15) and (12.16) and using the uniform
bound on gˆ± from Lemma 5.2, we obtain that
min
{
1
C0
,
(
1− λ
3
)}
1
2
(
g± γ
±
 χ
( |v|2
K
)
− g¯
)2
≤
(
1
2
h
(
g±
)− g± γ± χ( |v|2K
)
g¯ +
1
2
g¯2
)
+O ( |log |)L∞(dt;L1(Mdxdv)) ,
which, upon integrating against Mdxdv and adding the contributions of the elec-
tromagnetic field and the defect measures to the energy, concludes the proof of the
lemma. 
The following result establishes the renormalized modulated entropy inequality
at the order , which will eventually allow us to deduce the crucial weak-strong
stability of the limiting thermodynamic fields, thus defining dissipative solutions.
Proposition 12.2. One has the stability inequality
(12.17)
δH(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δH(0)e
∫ t
0
λ(s)ds
+
∫ t
0
∫
R3
A ·

u˜ − u¯
3
2 θ˜ − ρ˜ − 52 θ¯−σ2
∫
R3×R3×S2 (qˆ
+,−
 − qˆ−,+ ) vMM∗dvdv∗dσ − j¯
E − E¯ + u¯ ∧
(
B − B¯
)
B − B¯ +
(
E − E¯
) ∧ u¯
 (s)dx
× e
∫ t
s
λ(σ)dσds+ o(1)L∞loc(dt),
where the acceleration operator is defined by
A
(
u¯, θ¯, j¯, E¯, B¯
)
=

A1
A2
A3
A4
A5
 =

−2 (∂tu¯+ P (u¯ · ∇xu¯)− µ∆xu¯) + P
(
j¯ ∧ B¯)
−2 (∂tθ¯ + u¯ · ∇xθ¯ − κ∆xθ¯)
− 1σ j¯ + P
(
E¯ + u¯ ∧ B¯)
− (∂tE¯ − rot B¯ + j¯)
− (∂tB¯ + rot E¯)
 ,
and the growth rate is given by
λ(t) = C
(‖u¯(t)‖W 1,∞(dx) + ‖∂tu¯(t)‖L∞(dx) + ‖j¯(t)‖L∞(dx)
1− ‖u¯(t)‖L∞(dx)
+
∥∥θ¯(t)∥∥
W 1,∞(dx) +
∥∥θ¯(t)∥∥2
W 1,∞(dx)
)
,
with a constant C > 0 independent of test functions and .
Proof. The main ingredients of the proof of this stability inequality are :
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• The scaled entropy inequality (4.35)
(12.18)
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
22
∫
R3
Trmdx+
1
2
∫
R3
(|E|2 + |B|2 + Tr a) dx
+
1
4
∫ t
0
∫
R3×R3×R3×S2
((
qˆ+
)2
+
(
qˆ−
)2
+
(
qˆ+,−
)2
+
(
qˆ−,+
)2)
MM∗dxdvdv∗dσds
≤ 1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx,
which is naturally satisfied by renormalized solutions of the scaled two
species Vlasov-Maxwell-Boltzmann system (4.34) (provided they exist)
and where we have used the inequality (5.7) from Lemma 5.3 in order to
conveniently simplify the dissipation terms.
• The approximate conservation of energy obtained in Proposition 9.5
(12.19)
∂t
(
3
2
θ˜ − ρ˜
)
+∇x ·
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
= R,1,
where the remainder R,1 satisfies
(12.20) ‖R,1‖W−1,1loc (dx) ≤ CδE(t) + C (δE(t)δD(t))
1
2 + o(1)L1loc(dt),
for some C > 0. Note that we do not employ the approximate conservation
of momentum from Proposition 9.5.
• The approximate conservation of momentum law from Proposition 9.6
(12.21)
∂t
u˜ + 1
2
E ∧B + 1
2
a26 − a35a34 − a16
a15 − a24

+∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id +
1
22
m −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
− 1
2
∇x · (E ⊗ E + e +B ⊗B + b) +∇x
( |E|2 + |B|2 + Tr a
4
)
= −1

∇x
(
ρ˜ + θ˜
)
+ ∂t (R,2) +R,3,
where the remainders R,2 and R,3 satisfy
(12.22)
R,2 = o(1)L∞(dt;L1loc(dx))
‖R,3‖W−1,1loc (dx) ≤ C1δH(t) + C2δE(t) + o(1)L1loc(dt),
for some C1, C2 > 0.
• The approximate Ohm’s law
(12.23) ±
∫
R3×R3×S2
qˆ±,∓ vMM∗dvdv∗dσ = ∇xp¯ − (E + u˜ ∧B) +R,4 +R,5,
where the remainder R,4 vanishes weakly
(12.24) R,4 = o(1)w-L1loc(dtdx),
whereas R,5 satisfies
(12.25) ‖R,5‖L1(dx) ≤
CδE(t)
1− ‖u¯‖L∞(dx)
+ o(1)w-L1loc(dt).
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This approximate law is obtained directly from the limiting laws de-
rived in Proposition 8.1. Indeed, it is easily deduced from (8.2) that
(12.23) holds with the remainders
R,4 = (E − E)±
∫
R3×R3×S2
(
qˆ±,∓ − q±,∓
)
vMM∗dvdv∗dσ
+ (u˜ − u) ∧B + u ∧ (B −B) ,
R,5 = (u˜ − u) ∧ (B −B) =
O (δE(t) + δE(t))L1(dx)
1− ‖u¯‖L∞(dx)
,
where we have used that
(12.26)
1− ‖u¯‖L∞(dx)
2
(∥∥E − E¯∥∥2L2(dx) + ∥∥B − B¯∥∥2L2(dx))
≤ 1
2
(∥∥E − E¯∥∥2L2(dx) + ∥∥B − B¯∥∥2L2(dx))− ∫R3 ((E − E¯) ∧ (B − B¯)) · u¯dx.
The above estimate on R,5 is then readily improved to (12.25) upon
noticing from (12.13) that
δE(t) ≤ δE0(t),
where δE0(t) is the limit, up to extraction of subsequences, of δE(t) in
w∗-L∞(dt), and then writing
δE(t) + δE(t) ≤ 2δE(t) + δE0(t)− δE(t)
= 2δE(t) + o(1)w∗-L∞(dt).
It is to be emphasized that it would be possible to derive the above ap-
proximate Ohm’s law directly from Proposition 9.5. However, the method
used here is more robust and we find it much more satisfiying to derive
the consistency of the approximate law from the knowledge of the limiting
equation. Indeed, morally, it is much more difficult to the derive limiting
equations, which require some kind of weak stability property, than to
merely establish the consistency of approximate equations.
• Maxwell’s equations
(12.27)

∂tE − rotB = −j = −j˜ +R,6,
∂tB + rotE = 0,
divE = δn,
divB = 0,
where the remainder R,6 = j˜ − j satisfies, thanks to the convergence
(12.6),
(12.28) R,6 = o(1)L1loc(dtdx).
Notice that we cannot rigorously write the identities (1.10) and (1.12)
for the above system, because the source terms j and n do not belong
to L2loc(dtdx) a priori. Nevertheless, one has the following modulated
identities :
(12.29)
∂t
(
E · E¯ +B · B¯
)
+∇x ·
(
E ∧ B¯ + E¯ ∧B
)
= − (j˜ −R,6) · E¯ − (j¯ + A4) · E −A5 ·B,
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and
(12.30)
∂t
((
E − E¯
) ∧ (B − B¯))+ 1
2
∇x
(∣∣E − E¯∣∣2 + ∣∣B − B¯∣∣2)
−∇x ·
((
E − E¯
)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯))
= ∂t (E ∧B) + 1
2
∇x
(
|E|2 + |B|2
)
−∇x · (E ⊗ E +B ⊗B)
+ (j¯ + A4) ∧
(
B − B¯
)
+
(
E − E¯
) ∧A5
+
(
j˜ −R,6
) ∧ B¯ + δnE¯.
• The asymptotic characterization (6.7) of the limiting collision integrands
q± from Proposition 6.2, which implies that
(12.31)
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
− µ (∇xu˜ +∇txu˜)→ 0,(∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
− 5
2
κ∇xθ˜ → 0,
in the sense of distributions, where µ, κ > 0 are defined by (2.56).
• The asymptotic characterization (6.11) of the limiting collision integrands
q±,∓ from Proposition 6.3, which implies that
(12.32) σ
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
+ j˜ → 0,
in the sense of distributions, where σ > 0 is defined by (2.70). Moreover,
since j is solenoidal, it holds that
(12.33) P⊥
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
⇀ 0 in L2(dtdx).
Now, by definition of the acceleration operator A, straightforward energy com-
putations, similar to those performed in the proof of Proposition 3.3, applied to the
test functions
(
u¯, θ¯, j¯, E¯, B¯
)
, show that the following energy identity holds :
(12.34)
d
dt
E¯(t) + D¯(t) = −
∫
R3
A ·

u¯
5
2 θ¯
j¯
E¯
B¯
 dx,
where the energy E¯ and energy dissipation D¯ are defined by
E¯(t) = ‖g¯‖2L2(Mdxdv) +
1
2
∥∥E¯∥∥2
L2(dx)
+
1
2
∥∥B¯∥∥2
L2(dx)
= ‖u¯‖2L2(dx) +
5
2
∥∥θ¯∥∥2
L2(dx)
+
1
2
∥∥E¯∥∥2
L2(dx)
+
1
2
∥∥B¯∥∥2
L2(dx)
,
and
D¯(t) = 2µ ‖∇xu¯‖2L2x + 5κ
∥∥∇xθ¯∥∥2L2x + 1σ ‖j¯‖2L2x
=
1
4
∥∥q¯+∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q¯−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q¯+,−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q¯−,+∥∥2
L2(MM∗dxdvdv∗dσ)
.
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Next, similar duality computations applied to the approximate conservation of
energy (12.19) yield that
d
dt
∫
R3
(
3
2
θ˜ − ρ˜
)
· θ¯dx+
∫
R3
(
u¯ · ∇xθ¯
(
3
2
θ˜ − ρ˜
)
− κ∆xθ¯
(
3
2
θ˜ − ρ˜
))
dx
−
∫
R3
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
· ∇xθ¯dx
=
∫
R3
R,1 · θ¯ − 1
2
A2
(
3
2
θ˜ − ρ˜
)
dx.
Further reorganizing the preceding equation so that all remainder terms appear on
its right-hand side, we find that
d
dt
∫
R3
(
3
2
θ˜ − ρ˜
)
· θ¯dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
ψ˜MM∗dvdv∗dσ
)
· ∇xθ¯dx
=
∫
R3
R,1 · θ¯ − 1
2
A2
(
3
2
θ˜ − ρ˜
)
+
5
2
(u˜ − u¯) · ∇xθ¯
(
θ˜ − θ¯
)
dx
+
∫
R3
5
4
P⊥u˜ · ∇x
(
θ¯2
)
+
(
u¯ · ∇xθ¯ − κ∆xθ¯
) (
θ˜ + ρ˜
)
dx
+
∫
R3
5
2
κθ˜∆xθ¯ +
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
· ∇xθ¯dx.
It then follows, using the convergences (12.4), (12.5), (12.31), the estimate (12.20)
and Lemma 12.1 (allowing to control the energy by the entropy), that
(12.35)
d
dt
∫
R3
(
3
2
θ˜ − ρ˜
)
· θ¯dx+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
ψ˜MM∗dvdv∗dσ
)
· ∇xθ¯dx
≥ −C ∥∥θ¯∥∥
W 1,∞(dx)
(
δE(t) + (δE(t)δD(t))
1
2
)
− 1
2
∫
R3
A2
(
3
2
θ˜ − ρ˜
)
dx+ o(1)w-L1loc(dt)
≥ −C
(∥∥θ¯∥∥
W 1,∞(dx) +
∥∥θ¯∥∥2
W 1,∞(dx)
)
δH(t)− 1
4
δD(t)
− 1
2
∫
R3
A2
(
3
2
θ˜ − ρ˜
)
dx+ o(1)w-L1loc(dt).
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Likewise, using the solenoidal property div u¯ = 0, analogous duality computa-
tions applied to the approximate conservation of momentum (12.21) yield that
d
dt
∫
R3
u˜ · u¯+ 1
2
(E ∧B) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯−R,2 · u¯
 dx
−
∫
R3
1
2
(E ∧B) · ∂tu¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · ∂tu¯−R,2 · ∂tu¯
 dx
+
∫
R3
(
(Pu˜)⊗ u¯− u˜ ⊗ u˜ − 1
22
m
)
: ∇xu¯dx
+
∫
R3
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
: ∇xu¯− µ∆xu¯ · u˜dx
+
1
2
∫
R3
(E ⊗ E + e +B ⊗B + b) : ∇xu¯dx
=
∫
R3
R,3 · u¯+ 1
2
P
(
j¯ ∧ B¯) · u˜ − 1
2
A1 · u˜dx,
whence, reorganizing some terms so that remainders are moved to the right-hand
side,
d
dt
∫
R3
u˜ · u¯+ 1
2
(E ∧B) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
=
∫
R3
R,3 · u¯+ 1
2
P
(
j¯ ∧ B¯) · u˜ − 1
2
A1 · u˜dx
+
∫
R3
(
u¯⊗ (P⊥u˜)+ (P⊥u˜)⊗ u¯+ (u˜ − u¯)⊗ (u˜ − u¯) + 1
22
m
)
: ∇xu¯dx
+
∫
R3
µu˜ ·∆xu¯+
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
+
∫
R3
1
2
(E ∧B) · ∂tu¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · ∂tu¯−R,2 · ∂tu¯
 dx
− 1
2
∫
R3
(E ⊗ E + e +B ⊗B + b) : ∇xu¯dx+ d
dt
∫
R3
R,2 · u¯dx.
Then, using the convergences (12.4), (12.31), the estimates (4.19), (4.24), (12.22)
and Lemmas 4.3 and 12.1 (allowing to control the energy by the entropy), we arrive
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at
d
dt
∫
R3
u˜ · u¯+ 1
2
(E ∧B) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(
‖u¯‖W 1,∞(dx) +
‖∂tu¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
)
δH(t)− 1
2
∫
R3
A1 · u˜dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
P
(
j¯ ∧ B¯) · u˜dx
+
1
2
∫
R3
(E ∧B) · ∂tu¯− (E ⊗ E + e +B ⊗B + b) : ∇xu¯dx.
The next step consists in combining the preceding inequality with the identity
(12.30) in order to modulate the Poynting vector E ∧B. This yields
d
dt
∫
R3
u˜ · u¯+ 1
2
((
E − E¯
) ∧ (B − B¯)) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(
‖u¯‖W 1,∞(dx) +
‖∂tu¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
)
δH(t)
− 1
2
∫
R3
A1 · u˜dx+ 1
2
∫
R3
(
A4 ∧
(
B − B¯
)
+
(
E − E¯
) ∧A5) · u¯dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
(
δnE¯ −R,6 ∧ B¯
) · u¯− (u˜ ∧B) · j¯ − (u¯ ∧ B¯) · j˜ − (j¯ ∧ B¯) · P⊥u˜dx
+
1
2
∫
R3
(
j¯ ∧ (B − B¯)) · (u¯− u˜) + ((E − E¯) ∧ (B − B¯)) · ∂tu¯dx
− 1
2
∫
R3
((
E − E¯
)⊗ (E − E¯)+ e + (B − B¯)⊗ (B − B¯)+ b) : ∇xu¯dx.
It then follows, using the convergence (12.4), the estimates (4.24), (12.28) and
Lemmas 4.3 and 12.1 (allowing to control the energy by the entropy), that
d
dt
∫
R3
u˜ · u¯+ 1
2
((
E − E¯
) ∧ (B − B¯)) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C ‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
δH(t)
− 1
2
∫
R3
A1 · u˜dx+ 1
2
∫
R3
(
A4 ∧
(
B − B¯
)
+
(
E − E¯
) ∧A5) · u¯dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)− 1
2
∫
R3
(u˜ ∧B) · j¯ +
(
u¯ ∧ B¯) · j˜dx.
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Now, for mere convenience of notation, we introduce the following integrand :
I = u˜ · u¯+ 1
2
(
E · E¯ +B · B¯
)
+
1
2
((
E − E¯
) ∧ (B − B¯)) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯.
Thus, further employing the identity (12.29), we find that
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C ‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
δH(t)
− 1
2
∫
R3
A1 · u˜ + A4 ·
(
E + u¯ ∧
(
B − B¯
))
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
R,6 · E¯ − (E + u˜ ∧B) · j¯ −
(
E¯ + u¯ ∧ B¯) · j˜dx,
whence, in view of the estimate (12.28),
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C ‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
δH(t)
− 1
2
∫
R3
A1 · u˜ + A4 ·
(
E + u¯ ∧
(
B − B¯
))
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
− 1
2
∫
R3
(E + u˜ ∧B) · j¯ +
(
E¯ + u¯ ∧ B¯) · j˜dx.
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Using then the approximate Ohm’s law (12.23) and reorganizing the resulting
inequality so that all remainder terms appear on its right-hand side, we obtain
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
−
∫
R3
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
· j¯dx
≥ −C ‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
δH(t)
− 1
2
∫
R3
A1 · u˜ + A4 ·
(
E + u¯ ∧
(
B − B¯
))
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+
σ
2
∫
R3
A3 ·
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)− 1
2
∫
R3
(R,4 +R,5) · j¯dx
+
σ
2
∫
R3
(
E¯ + u¯ ∧ B¯) · P⊥(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
dx
− 1
2
∫
R3
(
σ
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
+ j˜
)
· (E¯ + u¯ ∧ B¯) dx.
Thus, in view of the convergences (12.32), (12.33), the estimates (12.24), (12.25)
and Lemma 12.1 (allowing to control the energy by the entropy), we infer that
(12.36)
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
−
∫
R3
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
· j¯dx
≥ −C ‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
δH(t)
− 1
2
∫
R3
A1 · u˜ + A4 ·
(
E + u¯ ∧
(
B − B¯
))
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+
σ
2
∫
R3
A3 ·
(∫
R3×R3×S2
qˆ+,− − qˆ−,+
2
vMM∗dvdv∗dσ
)
dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
.
At last, we may now combine the inequalities (12.35) and (12.36) to deduce,
employing the symmetries of collision integrands and (12.12) to rewrite dissipation
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terms, that
d
dt
∫
R3
(g+ γ+ + g− γ− )χ( |v|2K
)
g¯ + E · E¯ +B · B¯
+
(E − E¯) ∧ (B − B¯)+
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
1
2
∫
R3×R3×R3×S2
(
qˆ+ q¯
+ + qˆ− q¯
− + qˆ+,− q¯
+,− + qˆ−,+ q¯
−,+)MM∗dxdvdv∗dσ
≥ −λ(t)δH(t)−
∫
R3
A ·

u˜
3
2 θ˜ − ρ˜−σ2
∫
R3×R3×S2 (qˆ
+,−
 − qˆ−,+ ) vMM∗dvdv∗dσ
E + u¯ ∧
(
B − B¯
)
B +
(
E − E¯
) ∧ u¯
 dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)− 1
2
δD(t).
Next, assembling the preceding inequality with the scaled entropy inequality
(12.18) and the energy estimate (12.34), we finally obtain
d
dt
δH(t) + δD(t)
≤ λ(t)δH(t) +
∫
R3
A ·

u˜ − u¯
3
2 θ˜ − ρ˜ − 52 θ¯−σ2
∫
R3×R3×S2 (qˆ
+,−
 − qˆ−,+ ) vMM∗dvdv∗dσ − j¯
E − E¯ + u¯ ∧
(
B − B¯
)
B − B¯ +
(
E − E¯
) ∧ u¯
 dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
δD(t),
which, with a straightforward application of Gro¨nwall’s lemma (carefully note that
this is valid even though δH(t) may be negative), concludes the proof of the propo-
sition. 
Remark. The proof of Proposition 12.2 is based on the construction of the
stability inequality (3.31) from Proposition 3.13 for the two-fluid incompressible
Navier-Stokes-Maxwell system with solenoidal Ohm’s law (3.6). This approach has
the great advantage of using the approximate macroscopic conservation of momen-
tum established in Proposition 9.6 rather than the one from Proposition 9.5.
Indeed, if we were to use the latter approximate conservation law from Propo-
sition 9.5, we would have to modulate the nonlinear term j˜ ∧ B into
(
j˜ − j¯
) ∧(
B − B¯
)
(much like in the proof of Proposition 3.11 ; see (3.28)). The term(
B − B¯
)
would then have to be absorbed (through Gro¨nwall’s lemma) by a renor-
malized modulated energy (or entropy), whereas
(
j˜ − j¯
)
would need to be con-
trolled by a renormalized modulated entropy dissipation provided j˜ is replaced by
the collision integrands −σ
(∫
R3×R3×S2
qˆ+,− −qˆ−,+
2 vMM∗dvdv∗dσ
)
. However, this
last step produces remainders which may not belong to L2(dtdx) and, therefore,
cannot multiply B. Thus, this procedure would fail.
It is therefore not possible (at least, we do not know how to make it work) to
establish a similar renormalized relative entropy inequality for renormalized solu-
tions of the scaled two species Vlasov-Maxwell-Boltzmann system (4.34) based on
the construction of the stability inequality (3.26) from Proposition 3.11.
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Using the strategy of Proposition 3.13 removes this difficulty altogether by
expressing the Lorentz force j˜ ∧ B with the Poynting vector E ∧ B (and some
other terms). However, the drawback of this approach resides in the necessity of
the restriction ‖u¯‖L∞t,x < 1. Recall, nevertheless, that this restriction is physically
relevant, since it merely entails that the modulus of the velocity u¯ be less than the
speed of light (see comments after the proofs of Propositions 3.10 and 3.13).
12.2.4. Convergence and conclusion of proof. We may now pass to the
limit in the approximate stability inequality (12.17) and, thus, derive the crucial
modulated energy inequality for the limiting system (4.38). To this end, we simply
integrate (12.17) in time against non-negative test functions and then let  → 0,
which yields, in view of the well-preparedness of the initial data (4.41), the weak
convergences (12.1), (12.3) and the lower semi-continuities (12.13), (12.14), that
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds
+
∫ t
0
∫
R3
A ·

u− u¯
3
2θ − ρ− 52 θ¯−σ2
∫
R3×R3×S2 (q
+,− − q−,+) vMM∗dvdv∗dσ − j¯
E − E¯ + u¯ ∧ (B − B¯)
B − B¯ + (E − E¯) ∧ u¯
 (s)dx
× e
∫ t
s
λ(σ)dσds.
Finally, using (12.2) and the characterization (6.11) of the limiting collision inte-
grands q±,∓ from Proposition 6.3, we deduce that
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds +
∫ t
0
∫
R3
A ·

u− u¯
5
2
(
θ − θ¯)
j − j¯
E − E¯ + u¯ ∧ (B − B¯)
B − B¯ + (E − E¯) ∧ u¯
 (s)dxe
∫ t
s
λ(σ)dσds,
which is precisely the stability inequality we were after.
As for the temporal continuity of
(
u, 52θ, E,B
)
, it is readily seen from the
approximate macroscopic conservation laws from Proposition 9.5 and Maxwell’s
equations (12.27) that ∂tPu˜, ∂t
(
3
2 θ˜ − ρ˜
)
, ∂tE and ∂tB are uniformly bounded,
in L1loc in time and in some negative index Sobolev space in x. It is therefore
possible to show (see [57, Appendix C]) that
(
Pu˜,
3
2 θ˜ − ρ˜, E, B
)
converges to(
u, 52θ,E,B
) ∈ C ([0,∞); w-L2 (R3)) weakly in L2(dx) uniformly locally in time.
At last, the proof of Theorem 4.5 is complete. 
12.3. Proof of Theorem 4.6 on strong interactions
This demonstration closely follows the method of proof of Theorem 4.5 pre-
sented in the preceding section. However, the asymptotic limit treated in Theorem
4.6 is more singular than the one from Theorem 4.5. Some steps in the coming proof
will therefore require some greater care than their counterparts from the previous
section.
As before, we begin our proof by appropriately gathering previous results to-
gether.
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12.3.1. Weak convergence of fluctuations, collision integrands and
electromagnetic fields. Thus, we are considering here a family of renormalized
solutions (f± , E, B) to the scaled two species Vlasov-Maxwell-Boltzmann system
(4.34), in the regime of strong interspecies interactions, i.e. δ = 1, satisfying the
scaled entropy inequality (4.35).
According to Lemmas 5.1 and 5.2, the corresponding families of fluctuations g±
and renormalized fluctuations gˆ± are weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv))
and L2loc
(
dt;L2 (Mdxdv)
)
, respectively, while, in view of Lemma 5.3, the corre-
sponding collision integrands qˆ± and qˆ
±,∓
 are weakly compact in L
2 (MM∗dtdxdvdv∗dσ).
Thus, using Lemma 5.1 again and the decomposition (5.5), we know that there exist
g± ∈ L∞ (dt;L2 (Mdxdv)), (E,B) ∈ L∞ (dt;L2(dx)) and q±, q±,∓ ∈ L2 (MM∗dtdxdvdv∗dσ),
such that, up to extraction of subsequences,
(12.37)
g± ⇀ g
± in L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) ,
gˆ±
∗
⇀ g± in L∞
(
dt;L2 (Mdxdv)
)
,
(E, B)
∗
⇀ (E,B) in L∞
(
dt;L2 (dx)
)
,
qˆ± ⇀ q
± in L2 (MM∗dtdxdvdv∗dσ) ,
qˆ±,∓ ⇀ q
±,∓ in L2 (MM∗dtdxdvdv∗dσ) ,
as  → 0. Therefore, one also has the weak convergence of the densities ρ± , bulk
velocities u± and temperatures θ
±
 corresponding to g
±
 :
ρ± ⇀ ρ
±, u± ⇀ u
± and θ± ⇀ θ
± in L1loc(dtdx) as → 0,
where ρ±, u±, θ± ∈ L∞ (dt;L2(dx)) are, respectively, the densities, bulk velocities
and temperatures corresponding to g±. In fact, Lemma 5.10 implies that
g± = Πg± = ρ± + u± · v + θ±
( |v|2
2
− 3
2
)
.
Next, we further introduce the scaled fluctuations
h =
1

[(
g+ − g−
)− n] ,
where n = ρ
+
 − ρ− is the charge density, and the electrodynamic variables
j =
1

(
u+ − u−
)
, w =
1

(
θ+ − θ−
)
,
which are precisely the bulk velocity and temperature associated with the scaled
fluctuations h. In view of Lemma 5.13, the electric current j and the internal
electric energy w are uniformly bounded in L
1
loc (dtdx), which necessarily implies,
letting → 0, that u+ = u− and θ+ = θ−. Carefully note, though, that the limiting
densities ρ+ and ρ− may be distinct here. Therefore, we appropriately rename the
limiting macroscopic variables
ρ =
ρ+ + ρ−
2
, n = ρ+ − ρ−, u = u+ = u−, θ = θ+ = θ−,
whence
g± = ρ± + u · v + θ
( |v|2
2
− 3
2
)
,
g+ + g−
2
= ρ+ u · v + θ
( |v|2
2
− 3
2
)
,
g+ − g− = n.
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Now, according to Lemma 5.14, it holds that h
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
is weakly com-
pact in L1loc
(
dtdx;L1 ((1 + |v|)Mdv)) and that j
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
is weakly com-
pact in L2loc(dtdx). Moreover, Lemma 7.11 indicates that, up to extraction of
subsequences, there is h ∈ L1loc
(
dtdx;L1
((
1 + |v|2)Mdv)) such that
h
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) ⇀ h1 + |n| in L1loc
(
dtdx;L1 ((1 + |v|)Mdv)) ,
as → 0. Note, however, that h is not characterized by an infinitesimal Maxwellian
form. Here, we only have that
Πh = j · v + w
( |v|2
2
− 3
2
)
,
where the electric current j and the internal electric energy w are defined by
j =
∫
R3
hvMdv, w =
∫
R3
h
( |v|2
3
− 1
)
Mdv.
In particular, it holds that
(12.38)
j
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) ⇀ j1 + |n| in L2loc (dtdx) .
Finally, since n ∈ L∞ (dt;L2 (dx)), setting
r =
1 + |n|
1 +
∥∥gˆ+ − gˆ− ∥∥L2(Mdv) ∈ L∞
(
dt;L2loc (dx)
)
,
which, according to Lemma 7.11 and up to extraction of subsequences, converges
almost everywhere towards the constant function 1, we see that
rj ⇀ j in L
1
loc (dtdx) .
Similarly, since h
1+‖gˆ+ −gˆ− ‖
L2(Mdv)
is bounded in L2loc
(
dtdx;L1 ((1 + |v|)Mdv)) uni-
formly, by virtue of Lemma 5.14, it is possible to show that
rh ⇀ h in L
1
loc
(
dtdx;L1 ((1 + |v|)Mdv)) .
12.3.2. Constraint equations, Maxwell’s system and energy inequal-
ity. In view of Proposition 8.3, we already know that the limiting thermodynamic
fields ρ, u and θ satisfy the incompressibility and Boussinesq relations
(12.39) div u = 0, ρ+ θ = 0.
Moreover, the discussion in Section 6.4 shows that the limiting electromagnetic
field satisfies the Faraday equation and Gauss’ laws :
∂tB + rotE = 0,
divE = n,
divB = 0.
Recall, however, that we do not know from Section 6.4 whether Ampe`re’s equation
is necessarily satisfied in the sense of distributions in the limit.
Finally, Proposition 8.5 further establishes that the electrodynamic variables j
and w satisfy Ohm’s law and the internal electric energy equilibrium relation
j − nu = σ
(
−1
2
∇xn+ E + u ∧B
)
, w = nθ,
where the electric conductivity σ > 0 is defined by (2.65).
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As for the energy bound, Proposition 8.6 states that, for almost every t ≥ 0,
1
2
(
1
2
‖n‖2L2x + 2 ‖u‖
2
L2x
+ 5 ‖θ‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
(t)
+
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
+
1
σ
‖j − nu‖2L2x
)
(s)ds ≤ C in,
where the viscosity µ > 0, thermal conductivity κ > 0 and electric conductivity
σ > 0 are respectively defined by (2.56) and (2.65). In particular, it holds that
(n, u, θ, E,B) ∈ L∞ ([0,∞), dt;L2 (R3, dx)) ,
(u, θ) ∈ L2
(
[0,∞), dt; H˙1 (R3, dx)) ,
j − nu ∈ L2 ([0,∞)× R3, dtdx) .
This energy bound can be improved to the actual energy inequality
1
2
(
1
2
‖n‖2L2x + 2 ‖u‖
2
L2x
+ 5 ‖θ‖2L2x + ‖E‖
2
L2x
+ ‖B‖2L2x
)
(t)
+
∫ t
0
(
2µ ‖∇xu‖2L2x + 5κ ‖∇xθ‖
2
L2x
+
1
σ
‖j − nu‖2L2x
)
(s)ds
≤ 1
2
(
1
2
∥∥nin∥∥2
L2x
+ 2
∥∥uin∥∥2
L2x
+ 5
∥∥θin∥∥2
L2x
+
∥∥Ein∥∥2
L2x
+
∥∥Bin∥∥2
L2x
)
,
using the well-preparedness of the initial data (4.44).
12.3.3. The renormalized modulated entropy inequality. We move on
now to the rigorous derivation of a stability inequality encoding the asymptotic
macroscopic evolution equations for u and θ and the Ampe`re equation in the spirit
of the weak-strong stability inequalities used in Section 3.2.3 to define dissipative so-
lutions for some Navier-Stokes-Maxwell systems. Recall that, as explained therein,
such systems are in general not known to display weak stability so that their weak
solutions in the energy space are not known to exist.
The strategy used here closely follows the method employed in the case of weak
interactions detailed in Section 12.2.3.
Thus, as in Section 9.2, we define the renormalized fluctuations g± γ
±
 χ
(
|v|2
K
)
,
with K = K| log |, for some large K > 0, and χ ∈ C∞c ([0,∞)) a smooth compactly
supported function such that 1[0,1] ≤ χ ≤ 1[0,2], and where γ± = γ (G± ) for some
renormalization γ ∈ C1 ([0,∞);R) satisfying (9.36).
Since, up to further extraction of subsequences, γ± χ
(
|v|2
K
)
converges almost
everywhere towards 1, g± is weakly compact in L
1
loc
(
dtdx;L1
((
1 + |v|2)Mdv)) and
g± γ
±
 is uniformly bounded in L
∞ (dt;L2 (Mdxdv)), we deduce, by the Product
Limit Theorem, that
g± γ
±
 χ
( |v|2
K
)
∗
⇀ g± in L∞
(
dt;L2 (Mdxdv)
)
.
Therefore, one has the weak convergence of the densities ρ˜± , bulk velocities u˜
±
 and
temperatures θ˜± corresponding to g
±
 γ
±
 χ
(
|v|2
K
)
:
ρ˜±
∗
⇀ ρ±, u˜±
∗
⇀ u and θ˜±
∗
⇀ θ in L∞
(
dt;L2(dx)
)
as → 0.
In particular, the hydrodynamic variables ρ˜ =
ρ˜+ +ρ˜
−

2 , u˜ =
u˜+ +u˜
−

2 and θ˜ =
θ˜+ +θ˜
−

2
also obviously verify
(12.40) ρ˜
∗
⇀ ρ, u˜
∗
⇀ u and θ˜
∗
⇀ θ in L∞
(
dt;L2(dx)
)
as → 0,
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while the charge density n˜ = ρ˜
+
 − ρ˜− satisfies
(12.41) n˜
∗
⇀ n in L∞
(
dt;L2(dx)
)
as → 0.
It follows that, since u is solenoidal,
(12.42) P⊥u˜
∗
⇀ 0 in L∞
(
dt;L2(dx)
)
as → 0,
and, in view of the limiting Boussinesq relation,
(12.43) ρ˜ + θ˜
∗
⇀ 0 in L∞
(
dt;L2(dx)
)
as → 0.
Here, in constrast with the convergence properties of the electric current es-
tablished in Section 12.2.3 for weak interactions, we cannot show the convergence
of the electric current j˜ =
1
 (u˜
+
 − u˜− ) towards j unless we renormalize it as in
(12.38). Instead, we establish below in (12.64) a useful consistency relation for j˜
by suitably controlling remainders in the spirit of Section 9.2.
Now, just as in the case of weak interspecies interactions, the L2 (Mdxdv) norm
of g± γ
±
 χ
(
|v|2
K
)
is not a Lyapunov functional but it is nevertheless controlled by
the relative entropy
(12.44)
1
2
∥∥∥∥g± γ± χ( |v|2K
)∥∥∥∥2
L2(Mdxdv)
≤ C
2
H
(
f±
)
,
for some C > 1, and therefore by the initial data (4.42). One may therefore try,
in a preliminary attempt to show an asymptotic stability inequality, to modulate
the approximate energy associated with g± γ
±
 χ
(
|v|2
K
)
, i.e. its L2 (Mdxdv) norm,
by introducing a test functions g¯± in infinitesimal Maxwellian form :
g¯± = ρ¯± + u¯ · v + θ¯
( |v|2
2
− 3
2
)
,
where
ρ¯±(t, x), u¯(t, x), θ¯(t, x) ∈ C∞c
(
[0,∞)× R3) with div u¯ = 0, ρ¯+ + ρ¯−
2
+ θ¯ = 0,
and then establishing a stability inequality for the modulated energies
(12.45)
1
2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
.
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Notice that it holds, utilizing the elementary identity a2 + 32b
2 = 35 (a+ b)
2
+
5
2
(
3b−2a
5
)2
, for any a, b ∈ R,∑
±
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
≥
∑
±
∥∥∥∥Π(g± γ± χ( |v|2K
))
− g¯±
∥∥∥∥2
L2(Mdxdv)
=
∑
±
(∥∥ρ˜± − ρ¯±∥∥2L2(dx) + ∥∥u˜± − u¯∥∥2L2(dx) + 32 ∥∥∥θ˜± − θ¯∥∥∥2L2(dx)
)
= 2 ‖ρ˜ − ρ¯‖2L2(dx) +
1
2
‖n˜ − n¯‖2L2(dx)
+
∑
±
(∥∥u˜± − u¯∥∥2L2(dx) + 32 ∥∥∥θ˜± − θ¯∥∥∥2L2(dx)
)
=
1
2
‖n˜ − n¯‖2L2(dx)
+
∑
±
3
5
∥∥∥ρ˜ + θ˜± ∥∥∥2
L2(dx)
+
∥∥u˜± − u¯∥∥2L2(dx) + 52
∥∥∥∥∥3θ˜± − 2ρ˜5 − θ¯
∥∥∥∥∥
2
L2(dx)
 ,
where we have denoted ρ¯ = ρ¯
++ρ¯−
2 and n¯ = ρ¯
+ − ρ¯−.
As before, it turns out that this approach is not quite suitable for our purpose
because, even though, for any 0 ≤ t1 < t2 (see the proof of Lemma 5.1),
(12.46)
∫ t2
t1
1
2
∥∥g±∥∥2
L2(Mdxdv)
dt ≤ lim inf
→0
∫ t2
t1
1
2
H
(
f±
)
dt,
it is not possible to set C = 1 in (12.44). Indeed, the first term in the polynomial
expansion of the function h(z) = (1 + z) log(1 + z)− z defining the entropy is 12z2,
but the second term is − 16z3 and may be negative.
Some entropy (or energy) is therefore lost by considering the modulated ener-
gies (12.45). These considerations lead us to introduce a more precise modulated
functional in replacement of (12.45) capturing more information on the fluctuations.
To be precise, instead of (12.45), we consider now the renormalized modulated
entropies
(12.47)
1
2
H
(
f±
)− ∫
R3×R3
g± γ
±
 χ
( |v|2
K
)
g¯±Mdxdv +
1
2
∥∥g¯±∥∥2
L2(Mdxdv)
.
Note that the above functional may be negative for fixed  > 0. However, in view of
(12.46), it recovers asymptotically a non-negative quantity, which is precisely the
asymptotic modulated energy :
(12.48)
∫ t2
t1
1
2
(∥∥ρ± − ρ¯±∥∥2
L2(dx)
+ ‖u− u¯‖2L2(dx) +
3
2
∥∥θ − θ¯∥∥2
L2(dx)
)
dt
=
∫ t2
t1
1
2
∥∥g± − g¯±∥∥2
L2(Mdxdv)
dt
≤ lim inf
→0
∫ t2
t1
(
1
2
H
(
f±
)
−
∫
R3×R3
g± γ
±
 χ
( |v|2
K
)
g¯±Mdxdv +
1
2
∥∥g¯±∥∥2
L2(Mdxdv)
)
dt,
for all 0 ≤ t1 < t2.
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The first term in (12.47) is precisely the entropy of f± and will be controlled by
the scaled entropy inequality (4.35), whereas the last term in (12.47) only involves
smooth quantities and will therefore be controlled directly. As for the middle term
in the modulated entropy (12.47), its time derivative will involve the approximate
macroscopic conservation laws for g± γ
±
 χ
(
|v|2
K
)
.
Now, in order to establish the renormalized modulated entropy inequality lead-
ing to the convergence stated in Theorem 4.6, we introduce further test functions
E¯(t, x), B¯(t, x), j¯(t, x) ∈ C∞c
(
[0,∞)× R3) with div E¯ = n¯, div B¯ = 0,
and we define the renormalized modulated entropy
δH(t) = 1
2
H
(
f+
)
+
1
2
H
(
f−
)
−
∫
R3×R3
(
g+ γ
+
 χ
( |v|2
K
)
g¯+ + g− γ
−
 χ
( |v|2
K
)
g¯−
)
Mdxdv
+
1
2
∥∥g¯+∥∥2
L2(Mdxdv)
+
1
2
∥∥g¯−∥∥2
L2(Mdxdv)
+
1
2
∥∥E − E¯∥∥2L2(dx) + 12 ∥∥B − B¯∥∥2L2(dx) + 12
∫
R3
(
1
2
Trm + Tr a
)
dx
−
∫
R3
(E − E¯) ∧ (B − B¯)+
a26 − a35a34 − a16
a15 − a24
 · u¯dx,
where the matrix measures m and a are the defects introduced in Section 4.1.4
and controlled by the scaled entropy inequality (4.35).
We also define the renormalized modulated energy
δE(t) = 1
2
∥∥∥∥g+ γ+ χ( |v|2K
)
− g¯+
∥∥∥∥2
L2(Mdxdv)
+
1
2
∥∥∥∥g− γ− χ( |v|2K
)
− g¯−
∥∥∥∥2
L2(Mdxdv)
+
1
2
∥∥E − E¯∥∥2L2(dx) + 12 ∥∥B − B¯∥∥2L2(dx) + 12
∫
R3
(
1
2
Trm + Tr a
)
dx
−
∫
R3
(E − E¯) ∧ (B − B¯)+
a26 − a35a34 − a16
a15 − a24
 · u¯dx,
which is asymptotically equivalent to δH(t), at least formally. Note that δH(t)
controls more accurately the large values of the fluctuations g± than δE(t). Lemma
12.3 below shows how the modulated entropy δH(t) controls the modulated energy
δE(t).
Finally, we introduce the renormalized modulated entropy dissipation
δD(t) = 1
4
∥∥qˆ+ − q¯+∥∥2L2(MM∗dxdvdv∗dσ) + 14 ∥∥qˆ− − q¯−∥∥2L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥qˆ+,− − q¯+,−∥∥2L2(MM∗dxdvdv∗dσ) + 14 ∥∥qˆ−,+ − q¯−,+∥∥2L2(MM∗dxdvdv∗dσ) ,
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where
(12.49)
q¯± =
1
2
∇xu¯ :
(
φ˜+ φ˜∗ − φ˜′ − φ˜′∗
)
+
1
2
∇xθ¯ ·
(
ψ˜ + ψ˜∗ − ψ˜′ − ψ˜′∗
)
∓ 1
σ
(j¯ − n¯u¯) ·
(
Φ˜ + Φ˜∗ − Φ˜′ − Φ˜′∗
)
,
q¯±,∓ =
1
2
∇xu¯ :
(
φ˜+ φ˜∗ − φ˜′ − φ˜′∗
)
+
1
2
∇xθ¯ ·
(
ψ˜ + ψ˜∗ − ψ˜′ − ψ˜′∗
)
∓ 1
σ
(j¯ − n¯u¯) ·
(
Φ˜− Φ˜∗ − Φ˜′ + Φ˜′∗
)
,
so that
1
2
∫
R3×S2
(
q¯+ + q¯− + q¯+,− + q¯−,+
)
M∗dv∗dσ = ∇xu¯ : Lφ˜+∇xθ¯ · Lψ˜
= ∇xu¯ : φ+∇xθ¯ · ψ,∫
R3×S2
(
q¯+ − q¯−)M∗dv∗dσ = − 2
σ
(j¯ − n¯u¯) · L
(
Φ˜
)
,∫
R3×S2
(
q¯+,− − q¯−,+)M∗dv∗dσ = − 2
σ
(j¯ − n¯u¯) · L
(
Φ˜
)
,
q¯+ + q¯− − q¯+,− − q¯−,+ = 0,
with φ, ψ, φ˜ and ψ˜ defined by (2.12) and (2.13) and Φ˜ defined by (2.63).
Then, assuming from now on that ‖u¯‖L∞(dtdx) < 1 and using the lower weak
sequential semi-continuity of the entropies (12.48) and of the electromagnetic energy
(3.24) together with Lemma 4.3, we find that, for all 0 ≤ t1 < t2,
(12.50)
∫ t2
t1
δE(t)dt ≤ lim inf
→0
min
{∫ t2
t1
δH(t)dt,
∫ t2
t1
δE(t)dt
}
,
where
δE(t) = 1
2
∥∥g+ − g¯+∥∥2
L2(Mdxdv)
+
1
2
∥∥g− − g¯−∥∥2
L2(Mdxdv)
+
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx
= ‖ρ− ρ¯‖2L2(dx) +
1
4
‖n− n¯‖2L2(dx) + ‖u− u¯‖2L2(dx) +
3
2
∥∥θ − θ¯∥∥2
L2(dx)
+
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx
=
1
4
‖n− n¯‖2L2(dx) + ‖u− u¯‖2L2(dx) +
5
2
∥∥θ − θ¯∥∥2
L2(dx)
+
1
2
∥∥E − E¯∥∥2
L2(dx)
+
1
2
∥∥B − B¯∥∥2
L2(dx)
−
∫
R3
((
E − E¯
) ∧ (B − B¯)) · u¯dx,
while, repeating mutatis mutandis the computations leading to (8.47) and (8.49)
in the proof of Proposition 8.6, we obtain, for all 0 ≤ t1 < t2,
(12.51)
∫ t2
t1
δD(t)dt ≤ lim inf
→0
∫ t2
t1
δD(t)dt,
where
δD(t) = 2µ ‖∇x (u− u¯)‖2L2x + 5κ
∥∥∇x (θ − θ¯)∥∥2L2x + 1σ ‖(j − nu)− (j¯ − n¯u¯)‖2L2x
≤ 1
4
∥∥q+ − q¯+∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q− − q¯−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q+,− − q¯+,−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q−,+ − q¯−,+∥∥2
L2(MM∗dxdvdv∗dσ)
.
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The following lemma shows how the modulated entropy δH controls the mod-
ulated energy δE up to a small remainder. It is obtained by repeating the proof of
Lemma 12.1 and, thus, we skip the details of its demonstration.
Lemma 12.3. It holds that
δE(t) ≤ CδH(t) + o(1)L∞(dt),
for some fixed constant C > 1.
The following result establishes the renormalized modulated entropy inequality
at the order , which will eventually allow us to deduce the crucial weak-strong
stability of the limiting thermodynamic fields, thus defining dissipative solutions.
Proposition 12.4. One has the stability inequality
(12.52)
δH(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δH(0)e
∫ t
0
λ(s)ds
+
∫ t
0
∫
R3
A ·

u˜ − u¯
3
2 θ˜ − ρ˜ − 52 θ¯
− ∫R3×R3×S2∑± (±qˆ± ± qˆ±,∓ ) Φ˜MM∗dvdv∗dσ − (j¯ − n¯u¯)
E − E¯ + u¯ ∧
(
B − B¯
)− 12∇x (n˜ − n¯)
B − B¯ +
(
E − E¯
) ∧ u¯
 (s)dx
× e
∫ t
s
λ(σ)dσds+ o(1)L∞loc(dt),
where the acceleration operator is defined by
A
(
u¯, θ¯, n¯, j¯, E¯, B¯
)
=

A1
A2
A3
A4
A5

=

−2 (∂tu¯+ P (u¯ · ∇xu¯)− µ∆xu¯) + P
(
n¯E¯ + j¯ ∧ B¯)
−2 (∂tθ¯ + u¯ · ∇xθ¯ − κ∆xθ¯)
− 1σ (j¯ − n¯u¯)− 12∇xn¯+ E¯ + u¯ ∧ B¯− (∂tE¯ − rot B¯ + j¯)
− (∂tB¯ + rot E¯)
 ,
and the growth rate is given by
λ(t) =
C
(‖u¯(t)‖W 1,∞(dx) + ‖∂tu¯(t)‖L∞(dx) + ∥∥θ¯(t)∥∥W 1,∞(dx) + ‖(j¯ − n¯u¯) (t)‖L∞(dx)
1− ‖u¯(t)‖L∞(dx)
+
∥∥θ¯(t)∥∥2
W 1,∞(dx) +
∥∥∥∥(12∇xn¯− E¯ − u¯ ∧ B¯
)
(t)
∥∥∥∥
L∞(dx)
)
,
with a constant C > 0 independent of test functions and .
Proof. The main ingredients of the proof of this stability inequality are :
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• The scaled entropy inequality (4.35)
(12.53)
1
2
H
(
f+
)
+
1
2
H
(
f−
)
+
1
22
∫
R3
Trmdx+
1
2
∫
R3
(|E|2 + |B|2 + Tr a) dx
+
1
4
∫ t
0
∫
R3×R3×R3×S2
((
qˆ+
)2
+
(
qˆ−
)2
+
(
qˆ+,−
)2
+
(
qˆ−,+
)2)
MM∗dxdvdv∗dσds
≤ 1
2
H
(
f+in
)
+
1
2
H
(
f−in
)
+
1
2
∫
R3
(|Ein |2 + |Bin |2) dx,
which is naturally satisfied by renormalized solutions of the scaled two
species Vlasov-Maxwell-Boltzmann system (4.34) (provided they exist)
and where we have used the inequality (5.7) from Lemma 5.3 in order to
conveniently simplify the dissipation terms.
• The approximate conservation of energy obtained in Proposition 9.5
(12.54) ∂t
(
3
2
θ˜ − ρ˜
)
+∇x ·
(
5
2
u˜θ˜ −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
where the remainder R,1 satisfies
(12.55) ‖R,1‖W−1,1loc (dx) ≤
CδE(t)
1− ‖u¯‖L∞(dx)
+ C (δE(t)δD(t))
1
2 + o(1)L1loc(dt),
for some C > 0, where we have used (12.26). Note that we do not employ
the approximate conservation of momentum from Proposition 9.5.
• The approximate conservation of momentum law from Proposition 9.6
(12.56)
∂t
u˜ + 1
2
E ∧B + 1
2
a26 − a35a34 − a16
a15 − a24

+∇x ·
(
u˜ ⊗ u˜ − |u˜|
2
3
Id +
1
22
m −
∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
− 1
2
∇x · (E ⊗ E + e +B ⊗B + b) +∇x
( |E|2 + |B|2 + Tr a
4
)
= −1

∇x
(
ρ˜ + θ˜
)
+ ∂t (R,2) +R,3,
where the remainders R,2 and R,3 satisfy
(12.57)
R,2 = o(1)L∞(dt;L1loc(dx))
‖R,3‖W−1,1loc (dx) ≤ C1δH(t) + C2δE(t) + o(1)L1loc(dt),
for some C1, C2 > 0.
• The approximate Ohm’s law
(12.58)
1
σ
∫
R3×R3×S2
(
qˆ+ − qˆ− + qˆ+,− − qˆ−,+
)
Φ˜MM∗dvdv∗dσ
=
1
2
∇xn˜ − (E + u˜ ∧B) +R,4 +∇xR,5 +R,6,
where σ > 0 is defined by (2.65) and the remainders R,4 and R,5 vanish
weakly
(12.59) R,4 = o(1)w-L1loc(dtdx) and R,5 = o(1)w-L1loc(dtdx),
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whereas R,6 satisfies
(12.60) ‖R,6‖L1(dx) ≤
CδE(t)
1− ‖u¯‖L∞(dx)
+ o(1)w-L1loc(dt).
This approximate law is obtained directly from the limiting laws de-
rived in Proposition 8.3. Indeed, it is easily deduced from (8.32) that
(12.58) holds with the remainders
R,4 =
1
σ
∫
R3×R3×S2
(
qˆ+ − qˆ− + qˆ+,− − qˆ−,+
)
Φ˜MM∗dvdv∗dσ
− 1
σ
∫
R3×R3×S2
(
q+ − q− + q+,− − q−,+) Φ˜MM∗dvdv∗dσ
+ (E − E) + (u˜ − u) ∧B + u ∧ (B −B) ,
R,5 = −1
2
(n˜ − n) ,
R,6 = (u˜ − u) ∧ (B −B) =
O (δE(t) + δE(t))L1(dx)
1− ‖u¯‖L∞(dx)
,
where we have used (12.26). The above estimate on R,6 is then readily
improved to (12.60) upon noticing from (12.50) that
δE(t) ≤ δE0(t),
where δE0(t) is the limit, up to extraction of subsequences, of δE(t) in
w∗-L∞(dt), and then writing
δE(t) + δE(t) ≤ 2δE(t) + δE0(t)− δE(t)
= 2δE(t) + o(1)w∗-L∞(dt).
As in the case of the approximate solenoidal Ohm’s law (12.23) for
weak interspecies interactions, it would be possible to derive the above
approximate Ohm’s law employing the methods of proof of Proposition
9.5. Nevertheless, the method presented here is more robust.
• Maxwell’s equations
(12.61)

∂tE − rotB = −j = −j˜ +R,7,
∂tB + rotE = 0,
divE = n = n˜ −R,8,
divB = 0,
where the remainders R,7 = j˜ − j and R,8 = n˜ − n satisfy
(12.62) ‖R,7‖L1loc(dx) ≤ CδH(t) + o(1)L1loc(dt),
and
(12.63) R,8 = o(1)L∞(dt;L1loc(dx))
.
The convergence (12.63) straightforwardly follows from (9.62). As for
the control (12.62), it is obtained through the following estimate. First,
since G± ≥ 2 and gˆ± ≥ 2
(√
2− 1) on the support of 1 − γ± , we easily
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deduce, using Lemma 9.9, that∥∥∥∥1 g± (1− γ± )
∥∥∥∥
L1loc(dx;L
1((1+|v|)2Mdv))
=
∥∥∥∥1 (gˆ± + 4 gˆ±2 ) (1− γ± )
∥∥∥∥
L1loc(dx;L
1((1+|v|)2Mdv))
≤ C
∥∥∥1{G± ≥2}gˆ± ∥∥∥2L2loc(dx;L2((1+|v|)2Mdv))
≤ C1
∫
R3×R3
(
1
2
h
(
g±
)− 1
2
(
g± γ
±
 χ
( |v|2
K
))2)
Mdxdv
+ C2
∥∥∥∥g± γ± χ( |v|2K
)
− g¯±
∥∥∥∥2
L2(Mdxdv)
+ o(1)L1loc(dt)
≤ C1δH(t) + C2δE(t) + o(1)L1loc(dt).
Furthermore, using the Gaussian decay (8.8) and that g± γ
±
 is comparable
to gˆ, we also obtain∥∥∥∥1 g± γ±
(
1− χ
( |v|2
K
))∥∥∥∥
L1((1+|v|)2Mdv)
≤ C
∥∥∥∥1 gˆ±
(
1− χ
( |v|2
K
))∥∥∥∥
L1((1+|v|)2Mdv)
≤ C ∥∥gˆ± ∥∥L2(Mdv) ∥∥∥∥1
(
1− χ
( |v|2
K
))∥∥∥∥
L2((1+|v|)4Mdv)
= O
(
K
5
4 |log | 54 K4 −1
)
L∞(dt;L2(dx))
.
Thus, further using Lemma 12.3, we infer, provided K > 4, that
1

∥∥∥∥g± − g± γ± χ( |v|2K
)∥∥∥∥
L1loc(dx;L
1((1+|v|)2Mdv))
≤ CδH(t) + o(1)L1loc(dt),
whence
(12.64)
∥∥j˜ − j∥∥L1loc(dx) ≤ CδH(t) + o(1)L1loc(dt),
which establishes (12.62).
Notice that we cannot rigorously write the identities (1.10) and (1.12)
for the above system, because the source terms j and n do not belong
to L2loc(dtdx) a priori. Nevertheless, one has the following modulated
identities :
(12.65)
∂t
(
E · E¯ +B · B¯
)
+∇x ·
(
E ∧ B¯ + E¯ ∧B
)
= − (j˜ −R,7) · E¯ − (j¯ + A4) · E −A5 ·B,
and
(12.66)
∂t
((
E − E¯
) ∧ (B − B¯))+ 1
2
∇x
(∣∣E − E¯∣∣2 + ∣∣B − B¯∣∣2)
−∇x ·
((
E − E¯
)⊗ (E − E¯)+ (B − B¯)⊗ (B − B¯))
= ∂t (E ∧B) + 1
2
∇x
(
|E|2 + |B|2
)
−∇x · (E ⊗ E +B ⊗B)
+ (j¯ + A4) ∧
(
B − B¯
)
+
(
E − E¯
) ∧A5
+
(
j˜ −R,7
) ∧ B¯ + (n˜ −R,8) E¯ + n¯ (E − E¯) .
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Finally, taking the divergence of the approximate Ampe`re equation
from (12.61), we obtain the approximate conservation of charge (or ap-
proximate continuity equation)
(12.67) ∂tn˜ +∇x · j˜ = ∂tR,8 +∇x ·R,7.
Note that we could just as well use the approximate conservation of charge
from Proposition 9.5.
• The asymptotic characterization (8.31) of the limiting collision integrands
from Proposition 8.3 combined with (8.40) from Proposition 8.4, which
implies that
(12.68)
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
− µ (∇xu˜ +∇txu˜)→ 0,(∫
R3×R3×S2
qˆ+ + qˆ
−

2
ψ˜MM∗dvdv∗dσ
)
− 5
2
κ∇xθ˜ → 0,
qˆ+ + qˆ
−
 − qˆ+,− − qˆ−,+ → 0,
in the sense of distributions, where µ, κ > 0 are defined by (2.56).
• The asymptotic characterizations (8.38) and (8.39) of the limiting collision
integrands from Proposition 8.4, whose proofs imply that
(12.69)
∫
R3×R3×S2
(
qˆ+ − qˆ− + qˆ+,− − qˆ−,+
)
Φ˜MM∗dvdv∗dσ + j˜ − n˜u˜ = R,9,
where the remainder R,9 satisfies
(12.70) ‖R,9‖L1loc(dx) ≤ CδH(t) + o(1)L1loc(dt).
Indeed, we first obtain from (8.41), using Lemmas 9.10 and 12.3, that
(12.71)
∥∥∥∥h − hˆ − 14 nˆ (gˆ+ − ρˆ+ + gˆ− − ρˆ− )
∥∥∥∥
L1loc(dx;L
1((1+|v|2)Mdv))
≤ CδH(t) + o(1)L1loc(dt),
where hˆ =
1
 [(gˆ
+
 − gˆ− )− nˆ], nˆ = ρˆ+ − ρˆ− and ρˆ± are the densities
associated with the fluctuations gˆ± . Next, combining (8.44) with (8.45),
straightforward computations yield that
(L+ L)
(
h − 1
2
nˆ
(
gˆ+ + gˆ
−

))
+
∫
R3×S2
(
qˆ+ − qˆ− + qˆ+,− − qˆ−,+
)
M∗dv∗dσ
=
1
2
Q (gˆ+ − gˆ− − nˆ, gˆ+ + gˆ− )+ (L+ L)(h − hˆ − 14 nˆ (gˆ+ − ρˆ+ + gˆ− − ρˆ− )
)
− 1
2
nˆL
(
gˆ+ + gˆ
−
 −Π
(
gˆ+ + gˆ
−

))
,
which implies, using (2.63) and the self-adjointness of L + L and then
employing Lemmas 9.7, 9.8 (on consistency estimates) and 12.3 (allowing
to control the energy by the entropy) with the estimates (5.14) and (12.71),
that∥∥∥∥j − nˆuˆ + ∫
R3×R3×S2
(
qˆ+ − qˆ− + qˆ+,− − qˆ−,+
)
Φ˜MM∗dvdv∗dσ
∥∥∥∥
L1loc(dx)
≤ CδH(t) + o(1)L1loc(dt),
where uˆ =
1
2
∫
R3 (gˆ
+
 + gˆ
−
 ) vMdv. Finally, utilizing the control (12.64)
with yet another application of Lemma 9.7 allows us to deduce the validity
of (12.69) from the preceding estimate.
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Now, by definition of the acceleration operator A, straightforward energy com-
putations, similar to those performed in the proof of Proposition 3.3, applied to the
test functions
(
u¯, θ¯, n¯, j¯, E¯, B¯
)
, show that the following energy identity holds :
(12.72)
d
dt
E¯(t) + D¯(t) = −
∫
R3
A ·

u¯
5
2 θ¯
j¯ − n¯u¯
E¯ − 12∇xn¯
B¯
 dx,
where the energy E¯ and energy dissipation D¯ are defined by
E¯(t) = 1
2
∥∥g¯+∥∥2
L2(Mdxdv)
+
1
2
∥∥g¯−∥∥2
L2(Mdxdv)
+
1
2
∥∥E¯∥∥2
L2(dx)
+
1
2
∥∥B¯∥∥2
L2(dx)
= ‖ρ¯‖2L2(dx) +
1
4
‖n¯‖2L2(dx) + ‖u¯‖2L2(dx) +
3
2
∥∥θ¯∥∥2
L2(dx)
+
1
2
∥∥E¯∥∥2
L2(dx)
+
1
2
∥∥B¯∥∥2
L2(dx)
,
=
1
4
‖n¯‖2L2(dx) + ‖u¯‖2L2(dx) +
5
2
∥∥θ¯∥∥2
L2(dx)
+
1
2
∥∥E¯∥∥2
L2(dx)
+
1
2
∥∥B¯∥∥2
L2(dx)
,
and
D¯(t) = 2µ ‖∇xu¯‖2L2x + 5κ
∥∥∇xθ¯∥∥2L2x + 1σ ‖j¯ − n¯u¯‖2L2x
=
1
16
∥∥q¯+ + q¯− + q¯+,− + q¯−,+∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
8
∥∥q¯+ − q¯−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
8
∥∥q¯+,− − q¯−,+∥∥2
L2(MM∗dxdvdv∗dσ)
=
1
4
∥∥q¯+∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q¯−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q¯+,−∥∥2
L2(MM∗dxdvdv∗dσ)
+
1
4
∥∥q¯−,+∥∥2
L2(MM∗dxdvdv∗dσ)
.
Next, notice that a slight variant of the estimate (12.35) derived in the proof of
Proposition 12.2 on weak interactions is also valid here in the case of strong inter-
actions. Indeed, reproducing the very same duality computations preceding (12.35)
onto the approximate conservation of energy (12.54) and, then, using the conver-
gences (12.42), (12.43), (12.68), the estimate (12.55) and Lemma 12.3 (allowing to
control the energy by the entropy), yields that
(12.73)
d
dt
∫
R3
(
3
2
θ˜ − ρ˜
)
· θ¯dx
+
1
2
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−
 + qˆ
+,−
 + qˆ
−,+

)
ψ˜MM∗dvdv∗dσ
)
· ∇xθ¯dx
≥ −C ∥∥θ¯∥∥
W 1,∞(dx)
(
δE(t)
1− ‖u¯‖L∞(dx)
+ (δE(t)δD(t))
1
2
)
− 1
2
∫
R3
A2
(
3
2
θ˜ − ρ˜
)
dx+ o(1)w-L1loc(dt)
≥ −C
( ∥∥θ¯∥∥
W 1,∞(dx)
1− ‖u¯‖L∞(dx)
+
∥∥θ¯∥∥2
W 1,∞(dx)
)
δH(t)− 1
4
δD(t)
− 1
2
∫
R3
A2
(
3
2
θ˜ − ρ˜
)
dx+ o(1)w-L1loc(dt).
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Likewise, following the proof of Proposition 12.2, using the solenoidal property
div u¯ = 0, analogous duality computations applied to the approximate conservations
of momentum (12.56) and charge (12.67) yield that
d
dt
∫
R3
1
4
n˜n¯+ u˜ · u¯+ 1
2
(E ∧B) · u¯
+
1
2
a26 − a35a34 − a16
a15 − a24
 · u¯−R,2 · u¯− 1
4
R,8n¯
 dx
−
∫
R3
1
2
(E ∧B) · ∂tu¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · ∂tu¯−R,2 · ∂tu¯− 1
4
R,8∂tn¯
 dx
+
∫
R3
1
4
(
n˜∇x · j¯ − j˜∇xn¯
)
+
(
(Pu˜)⊗ u¯− u˜ ⊗ u˜ − 1
22
m
)
: ∇xu¯dx
+
∫
R3
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
: ∇xu¯− µ∆xu¯ · u˜dx
+
1
2
∫
R3
(E ⊗ E + e +B ⊗B + b) : ∇xu¯dx
=
∫
R3
R,3 · u¯− 1
4
R,7 · ∇xn¯dx
+
∫
R3
1
2
P
(
n¯E¯ + j¯ ∧ B¯) · u˜ − 1
2
A1 · u˜ − 1
4
n˜∇x ·A4dx,
whence, reorganizing some terms so that remainders are moved to the right-hand
side,
d
dt
∫
R3
1
4
n˜n¯+ u˜ · u¯+ 1
2
(E ∧B) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
=
∫
R3
R,3 · u¯− 1
4
R,7 · ∇xn¯− 1
2
A1 · u˜ − 1
4
n˜∇x ·A4dx
+
∫
R3
1
2
P
(
n¯E¯ + j¯ ∧ B¯) · u˜ + 1
4
(
j˜∇xn¯− n˜∇x · j¯
)
dx
+
∫
R3
(
u¯⊗ (P⊥u˜)+ (P⊥u˜)⊗ u¯+ (u˜ − u¯)⊗ (u˜ − u¯) + 1
22
m
)
: ∇xu¯dx
+
∫
R3
µu˜ ·∆xu¯+
(∫
R3×R3×S2
qˆ+ + qˆ
−

2
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
+
∫
R3
1
2
(E ∧B) · ∂tu¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · ∂tu¯−R,2 · ∂tu¯− 1
4
R,8∂tn¯
 dx
− 1
2
∫
R3
(E ⊗ E + e +B ⊗B + b) : ∇xu¯dx+ d
dt
∫
R3
R,2 · u¯+ 1
4
R,8n¯dx.
Then, using the convergences (12.42), (12.68), the estimates (4.19), (4.24), (12.57),
(12.63) and Lemmas 4.3 and 12.3 (allowing to control the energy by the entropy),
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we arrive at
d
dt
∫
R3
1
4
n˜n¯+ u˜ · u¯+ 1
2
(E ∧B) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(
‖u¯‖W 1,∞(dx) +
‖∂tu¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
)
δH(t)− 1
4
∫
R3
R,7 · ∇xn¯dx
−
∫
R3
1
2
A1 · u˜ + 1
4
n˜∇x ·A4dx+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
∫
R3
1
2
P
(
n¯E¯ + j¯ ∧ B¯) · u˜ + 1
4
(
j˜∇xn¯− n˜∇x · j¯
)
dx
+
1
2
∫
R3
(E ∧B) · ∂tu¯− (E ⊗ E + e +B ⊗B + b) : ∇xu¯dx.
The next step consists in combining the preceding inequality with the identity
(12.66) in order to modulate the Poynting vector E ∧B. This yields
d
dt
∫
R3
1
4
n˜n¯+ u˜ · u¯+ 1
2
((
E − E¯
) ∧ (B − B¯)) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(
‖u¯‖W 1,∞(dx) +
‖∂tu¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
)
δH(t)
+
∫
R3
1
2
(
A4 ∧
(
B − B¯
)
+
(
E − E¯
) ∧A5) · u¯− 1
2
A1 · u˜ − 1
4
n˜∇x ·A4dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
((
u¯ ∧ B¯ − 1
2
∇xn¯
)
·R,7 −R,8E¯ · u¯
)
+
(
n¯E¯ + j¯ ∧ B¯) · P⊥u˜dx
+
1
2
∫
R3
n¯E¯ · u˜ + n˜E¯ · u¯+ n¯
(
E − E¯
) · u¯dx
+
1
2
∫
R3
(
1
2
∇xn˜ − u˜ ∧B
)
· j¯ +
(
1
2
∇xn¯− u¯ ∧ B¯
)
· j˜dx
+
1
2
∫
R3
(
j¯ ∧ (B − B¯)) · (u¯− u˜) + ((E − E¯) ∧ (B − B¯)) · ∂tu¯dx
− 1
2
∫
R3
((
E − E¯
)⊗ (E − E¯)+ e + (B − B¯)⊗ (B − B¯)+ b) : ∇xu¯dx.
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It then follows, using the convergence (12.42), the estimates (4.24), (12.63) and
Lemma 4.3, that
d
dt
∫
R3
1
4
n˜n¯+ u˜ · u¯+ 1
2
((
E − E¯
) ∧ (B − B¯)) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
∫
R3
(∫
R3×R3×S2
(
qˆ+ + qˆ
−

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
)
δH(t)
+
∫
R3
1
2
(
A4 ∧
(
B − B¯
)
+
(
E − E¯
) ∧A5) · u¯− 1
2
A1 · u˜ − 1
4
n˜∇x ·A4dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
(
u¯ ∧ B¯ − 1
2
∇xn¯
)
·R,7dx
+
1
2
∫
R3
n¯E¯ · u˜ + n˜E¯ · u¯+ n¯
(
E − E¯
) · u¯dx
+
1
2
∫
R3
(
1
2
∇xn˜ − u˜ ∧B
)
· j¯ +
(
1
2
∇xn¯− u¯ ∧ B¯
)
· j˜dx
+
1
2
∫
R3
(
j¯ ∧ (B − B¯)) · (u¯− u˜) dx.
Now, for mere convenience of notation, we introduce the following integrand :
I = 1
4
n˜n¯+ u˜ · u¯+ 1
2
(
E · E¯ +B · B¯
)
+
1
2
((
E − E¯
) ∧ (B − B¯)) · u¯+ 1
2
a26 − a35a34 − a16
a15 − a24
 · u¯.
Thus, further employing the identity (12.65), we find that
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
∑
±
qˆ± φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
)
δH(t)− 1
2
∫
R3
A1 · u˜dx
− 1
2
∫
R3
A4 ·
(
E + u¯ ∧
(
B − B¯
)− 1
2
∇xn˜
)
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
(
1
2
∇xn˜ − E − u˜ ∧B
)
· (j¯ − n¯u¯) dx
+
1
2
∫
R3
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
· (j˜ − n˜u˜) dx
+
1
2
∫
R3
(
(u˜ − u¯) ∧
(
B − B¯
)) · (j¯ − n¯u¯) + 1
4
P⊥u˜ · ∇x
(
n¯2
)
dx
+
1
2
∫
R3
((n− n¯) (u− u¯)−R,7) ·
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
dx,
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whence, in view of the convergence (12.42), the estimate (12.62) and Lemma 12.3
(allowing to control the energy by the entropy),
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
∑
±
qˆ± φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
≥ −C
(‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯ − n¯u¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
+
∥∥∥∥12∇xn¯− E¯ − u¯ ∧ B¯
∥∥∥∥
L∞(dx)
)
δH(t)− 1
2
∫
R3
A1 · u˜dx
− 1
2
∫
R3
A4 ·
(
E + u¯ ∧
(
B − B¯
)− 1
2
∇xn˜
)
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+ o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
∫
R3
(
1
2
∇xn˜ − E − u˜ ∧B
)
· (j¯ − n¯u¯) dx
+
1
2
∫
R3
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
· (j˜ − n˜u˜) dx.
Using then the approximate Ohm’s law (12.58) with the control (12.69) and
reorganizing the resulting inequality so that all remainder terms appear on its right-
hand side, we obtain
d
dt
∫
R3
Idx+
∫
R3
(∫
R3×R3×S2
∑
±
qˆ± φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
− 1
σ
∫
R3
(∫
R3×R3×S2
∑
±
(±qˆ± ± qˆ±,∓ ) Φ˜MM∗dvdv∗dσ
)
· (j¯ − n¯u¯) dx
≥ −C
(‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯ − n¯u¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
+
∥∥∥∥12∇xn¯− E¯ − u¯ ∧ B¯
∥∥∥∥
L∞(dx)
)
δH(t) + o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
− 1
2
∫
R3
A4 ·
(
E + u¯ ∧
(
B − B¯
)− 1
2
∇xn˜
)
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+
1
2
∫
R3
A3 ·
(∫
R3×R3×S2
∑
±
(±qˆ± ± qˆ±,∓ ) Φ˜MM∗dvdv∗dσ
)
−A1 · u˜dx
− 1
2
∫
R3
(R,4 +∇xR,5 +R,6) · (j¯ − n¯u¯)−
(
1
2
∇xn¯− E¯ − u¯ ∧ B¯
)
·R,9dx.
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Thus, in view of the estimates (12.59), (12.60), (12.68), (12.70) and Lemma 12.3
(allowing to control the energy by the entropy), we infer that
(12.74)
d
dt
∫
R3
Idx+ 1
2
∫
R3
(∫
R3×R3×S2
∑
±
(
qˆ± + qˆ
±,∓

)
φ˜MM∗dvdv∗dσ
)
: ∇xu¯dx
− 1
σ
∫
R3
(∫
R3×R3×S2
∑
±
(±qˆ± ± qˆ±,∓ ) Φ˜MM∗dvdv∗dσ
)
· (j¯ − n¯u¯) dx
≥ −C
(‖u¯‖W 1,∞(dx) + ‖∂tu¯‖L∞(dx) + ‖j¯ − n¯u¯‖L∞(dx)
1− ‖u¯‖L∞(dx)
+
∥∥∥∥12∇xn¯− E¯ − u¯ ∧ B¯
∥∥∥∥
L∞(dx)
)
δH(t) + o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
− 1
2
∫
R3
A4 ·
(
E + u¯ ∧
(
B − B¯
)− 1
2
∇xn˜
)
+ A5 ·
(
B +
(
E − E¯
) ∧ u¯) dx
+
1
2
∫
R3
A3 ·
(∫
R3×R3×S2
∑
±
(±qˆ± ± qˆ±,∓ ) Φ˜MM∗dvdv∗dσ
)
−A1 · u˜dx.
At last, we may now combine the inequalities (12.73) and (12.74) to deduce,
employing the symmetries of collision integrands and (12.49) to rewrite dissipation
terms, that
d
dt
∫
R3
(g+ γ+ χ( |v|2K
)
g¯+ + g− γ
−
 χ
( |v|2
K
)
g¯−
)
+ E · E¯ +B · B¯
+
(E − E¯) ∧ (B − B¯)+
a26 − a35a34 − a16
a15 − a24
 · u¯
 dx
+
1
2
∫
R3×R3×R3×S2
(
qˆ+ q¯
+ + qˆ− q¯
− + qˆ+,− q¯
+,− + qˆ−,+ q¯
−,+)MM∗dxdvdv∗dσ
≥ −λ(t)δH(t) + o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)− 1
2
δD(t)
−
∫
R3
A ·

u˜
3
2 θ˜ − ρ˜
− ∫R3×R3×S2 (qˆ+ − qˆ− + qˆ+,− − qˆ−,+ ) Φ˜MM∗dvdv∗dσ
E + u¯ ∧
(
B − B¯
)− 12∇xn˜
B +
(
E − E¯
) ∧ u¯
 dx.
Next, assembling the preceding inequality with the scaled entropy inequality
(12.53) and the energy estimate (12.72), we finally obtain
d
dt
δH(t) + δD(t)
≤ λ(t)δH(t) + o(1)w-L1loc(dt) +
d
dt
(
o(1)L∞(dt)
)
+
1
2
δD(t)
+
∫
R3
A ·

u˜ − u¯
3
2 θ˜ − ρ˜ − 52 θ¯
− ∫R3×R3×S2 (qˆ+ − qˆ− + qˆ+,− − qˆ−,+ ) Φ˜MM∗dvdv∗dσ − (j¯ − n¯u¯)
E − E¯ + u¯ ∧
(
B − B¯
)− 12∇x (n˜ − n¯)
B − B¯ +
(
E − E¯
) ∧ u¯
 dx,
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which, with a straightforward application of Gro¨nwall’s lemma (carefully note that
this is valid even though δH(t) may be negative), concludes the proof of the propo-
sition. 
Remark. The proof of Proposition 12.4 is based on the construction of the
stability inequality (3.21) from Proposition 3.10 for the two-fluid incompressible
Navier-Stokes-Maxwell system with Ohm’s law (3.5). As in the proof of Proposition
12.2, this approach has the great advantage of using the approximate macroscopic
conservation of momentum established in Proposition 9.6 rather than the one from
Proposition 9.5 and, thus, removes the difficulties associated with the nonlinear
Lorentz force n˜E+ j˜∧B by expressing it with the Poynting vector E∧B (and
some other terms).
However, the drawback of this approach resides in the necessity of the restric-
tion ‖u¯‖L∞t,x < 1. Recall, nevertheless, that this restriction is physically relevant,
since it merely entails that the modulus of the velocity u¯ be less than the speed of
light (see comments after the proofs of Propositions 3.10 and 3.13).
Note finally that it is not possible (at least, we do not know how to make it
work) to establish a similar renormalized relative entropy inequality for renormal-
ized solutions of the scaled two species Vlasov-Maxwell-Boltzmann system (4.34)
based on the construction of the stability inequality (3.17) from Proposition 3.8
(see the remark following the proof of Proposition 12.2).
12.3.4. Convergence and conclusion of proof. We may now pass to the
limit in the approximate stability inequality (12.52) and, thus, derive the crucial
modulated energy inequality for the limiting system (4.37). To this end, we simply
integrate (12.52) in time against non-negative test functions and then let  →
0, which yields, in view of the well-preparedness of the initial data (4.44), the
weak convergences (12.37), (12.40), (12.41) and the lower semi-continuities (12.50),
(12.51), that
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds
+
∫ t
0
∫
R3
A ·

u− u¯
3
2θ − ρ− 52 θ¯
− ∫R3×R3×S2∑± (±q± ± q±,∓) Φ˜MM∗dvdv∗dσ − (j¯ − n¯u¯)
E − E¯ + u¯ ∧ (B − B¯)− 12∇x (n− n¯)
B − B¯ + (E − E¯) ∧ u¯
 (s)dx
× e
∫ t
s
λ(σ)dσds.
Finally, using (12.39) and the characterizations (8.38), (8.39) of the limiting collision
integrands q±, q±,∓ from Proposition 8.4, we deduce that (see also the proof of
Proposition 8.5 for more detailed computations yielding the term j − nu)
δE(t) + 1
2
∫ t
0
δD(s)e
∫ t
s
λ(σ)dσds
≤ δE(0)e
∫ t
0
λ(s)ds
+
∫ t
0
∫
R3
A ·

u− u¯
5
2
(
θ − θ¯)
j − nu− (j¯ − n¯u¯)
E − E¯ + u¯ ∧ (B − B¯)− 12∇x (n− n¯)
B − B¯ + (E − E¯) ∧ u¯
 (s)dxe
∫ t
s
λ(σ)dσds,
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which is precisely the stability inequality we were after.
As for the temporal continuity of
(
u, n, 52θ,E,B
)
, it is readily seen from the
approximate macroscopic conservation laws from Proposition 9.5 and Maxwell’s
equations (12.61) that ∂tPu˜, ∂tn˜, ∂t
(
3
2 θ˜ − ρ˜
)
, ∂tE and ∂tB are uniformly
bounded, in L1loc in time and in some negative index Sobolev space in x. It is
therefore possible to show (see [57, Appendix C]) that
(
Pu˜, n˜,
3
2 θ˜ − ρ˜, E, B
)
converges to
(
u, n, 52θ,E,B
) ∈ C ([0,∞); w-L2 (R3)) weakly in L2(dx) uniformly
locally in time.
At last, the proof of Theorem 4.6 is complete. 
Part 3
Unconditional convergence
results : long-range interactions

Part 4
Unconditional convergence
results : short-range interactions

Appendices

APPENDIX A
Cross-section for momentum and energy transfer
The cross-section for momentum and energy transfer m(z) = m(|z|) ∈
L1loc
(
R3
)
, such that m(z) ≥ 0, is defined by∫
S2
(v − v′) b(v − v∗, σ)dσ = m(v − v∗) (v − v∗) ,∫
S2
( |v|2
2
− |v
′|2
2
)
b(v − v∗, σ)dσ = m(v − v∗)
( |v|2
2
− |v∗|
2
2
)
.
Clearly, it is defined as the average transfer of momentum and energy in any collision
between any two particles having pre-collisional velocities v ∈ R3 and v∗ ∈ R3. The
following proposition guarantees that m(z) is well-defined by the relations above.
Proposition A.1. Let
m(v − v∗) = m(|v − v∗|) = 1
2
∫
S2
(1− cos θ) b (|v − v∗|, cos θ) dσ,
with cos θ = v−v∗|v−v∗| · σ.
It holds that ∫
S2
(v − v′) b(v − v∗, σ)dσ = m(v − v∗) (v − v∗) ,∫
S2
|v − v′|2 b(v − v∗, σ)dσ = m(v − v∗) |v − v∗|2 ,∫
S2
(
|v|2 − |v′|2
)
b(v − v∗, σ)dσ = m(v − v∗)
(|v|2 − |v∗|2) ,
and ∫
R3×R3×S2
(v − v′)⊗ (v − v′)b(v − v∗, σ)MM∗dvdv∗dσ
=
1
3
∫
R3×R3
m(v − v∗)|v − v∗|2MM∗dvdv∗ Id,∫
R3×R3×S2
(v − v′)
(
|v|2 − |v′|2
)
b(v − v∗, σ)MM∗dvdv∗dσ
= 0,∫
R3×R3×S2
(
|v|2 − |v′|2
)2
b(v − v∗, σ)MM∗dvdv∗dσ
=
∫
R3×R3
m(v − v∗)
(|v|2 − |v∗|2)2MM∗dvdv∗.
Proof. Note first that, using the spherical symmetries of the cross-section b,
b(v − v∗, σ) = b(v − v∗, σ˜),
where
σ˜ = 2
(
σ · v − v∗|v − v∗|
)
v − v∗
|v − v∗| − σ ∈ S
2.
303
304 A. CROSS-SECTION FOR MOMENTUM AND ENERGY TRANSFER
Hence, we compute∫
S2
(v − v′) b(v − v∗, σ)dσ =
∫
S2
(
(v − v′) · v − v∗|v − v∗|
)
v − v∗
|v − v∗|b(v − v∗, σ)dσ
=
1
2
∫
S2
(1− cos θ) (v − v∗)b(v − v∗, σ)dσ.
Next, since |v − v′|2 = 12 (1− cos θ)|v − v∗|2, we easily find that∫
S2
|v − v′|2b(v − v∗, σ)dσ = 1
2
∫
S2
(1− cos θ) |v − v∗|2b(v − v∗, σ)dσ.
Further straightforward computations yield, employing the previous identities, that∫
S2
(|v|2 − |v′|2) b(v − v∗, σ)dσ = ∫
S2
(
2v · (v − v′)− |v − v′|2) b(v − v∗, σ)dσ
= m(v − v∗)
(
2v · (v − v∗)− |v − v∗|2
)
= m(v − v∗)
(|v|2 − |v∗|2) .
Finally, we obtain, using the pre-post-collisional change of variables and the previ-
ous identities,∫
R3×R3×S2
(v − v′)⊗ (v − v′) b(v − v∗, σ)MM∗dvdv∗dσ
= 2
∫
R3×R3×S2
(v − v′)⊗ vb(v − v∗, σ)MM∗dvdv∗dσ
= 2
∫
R3×R3
m(v − v∗) (v − v∗)⊗ vMM∗dvdv∗
=
∫
R3×R3
m(v − v∗)(v − v∗)⊗ (v − v∗)MM∗dvdv∗
=
1
3
∫
R3×R3
m(v − v∗)|v − v∗|2MM∗dvdv∗ Id,∫
R3×R3×S2
(v − v′)
(
|v|2 − |v′|2
)
b(v − v∗, σ)MM∗dvdv∗dσ
= 2
∫
R3×R3×S2
(v − v′) |v|2b(v − v∗, σ)MM∗dvdv∗dσ
= 2
∫
R3×R3
m(v − v∗) (v − v∗) |v|2MM∗dvdv∗
=
∫
R3×R3
m(v − v∗)(v − v∗)
(
|v|2 − |v∗|2
)
MM∗dvdv∗
= 0,
and ∫
R3×R3×S2
(
|v|2 − |v′|2
)2
b(v − v∗, σ)MM∗dvdv∗dσ
= 2
∫
R3×R3×S2
(
|v|2 − |v′|2
)
|v|2b(v − v∗, σ)MM∗dvdv∗dσ
= 2
∫
R3×R3
m(v − v∗)
(|v|2 − |v∗|2) |v|2MM∗dvdv∗
=
∫
R3×R3
m(v − v∗)
(|v|2 − |v∗|2)2MM∗dvdv∗,
which concludes the justification of the proposition. 
APPENDIX B
Young inequalitites
The use of generalized Young inequalities has been ubiquitous in the theory
of hydrodynamic limits of the Boltzmann equation since its early treatment in [9].
In its most general version, Young’s inequality (also known as Fenchel-Young
inequality or Fenchel’s inequality, in this case) states that
(B.1) 〈z, y〉E,E∗ ≤ f(z) + f∗(y),
where E is a real vector space, E∗ is its algebraic dual space, f(z) is a real-valued
functional defined on a domain D ⊂ E and f∗(y) is its Legendre transform (or
Legendre-Fenchel transform) defined by
(B.2) f∗(y) = sup
z∈D
(
〈z, y〉E,E∗ − f(z)
)
,
on the dual domain
D∗ =
{
y ∈ E∗ : sup
z∈D
(
〈z, y〉E,E∗ − f(z)
)
<∞
}
.
Note that D∗ is convex and that f∗ is lower semi-continuous and convex, for it is
defined as the supremum of affine functions. Thus, the transform f∗ is also called
the convex conjugate of f . Clearly, the inequality (B.1) is an obvious consequence
of the definition (B.2).
The Young inequalities are fundamental in extracting useful information and
controls from the entropy and the entropy dissipation bounds in (2.6) and (2.33).
To this end, following [9], we introduce the non-negative convex functions
h(z) = (1 + z) log(1 + z)− z,
r(z) = z log(1 + z),
defined over z > −1. Notice that h(z) ≤ r(z). In this notation, we may then recast
the entropy as
1
2
H(f) =
1
2
H(f|M) =
∫
R3×R3
1
2
h (g)Mdxdv,
where f = M(1 + g), and the entropy dissipation as
1
4
D(f) =
1
44
∫
R3×R3×S2
r
(
f ′f
′
∗
ff∗
− 1
)
ff∗b(v − v∗, σ)dvdv∗dσ.
We recall now some useful properties, which are already found in [9], of the
convex functions h(z) and r(z). Thus, we consider the Legendre transformations
h∗(y) and r∗(y) of h(z) and r(z), respectively, well-defined for any y ∈ R by
h∗(y) = ey − 1− y,
and
r∗(y) =
z20
1 + z0
,
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where z0 > −1 is the unique solution to y = log (1 + z0) + z01+z0 . Since h(z) ≤ r(z),
notice that h∗(y) ≥ r∗(y). Then, of course, for any z > −1 and y ∈ R, the Young
inequalities hold :
zy ≤ h(z) + h∗(y) = [(1 + z) log(1 + z)− z] + [ey − 1− y] ,
zy ≤ r(z) + r∗(y) = [z log(1 + z)] + r∗(y).
It is also possible to show that r(z) and h(z) satisfy the reflection inequalities,
for any z > −1,
h (|z|) ≤ h(z),
r (|z|) ≤ r(z),
and that h∗(y) and r∗(y) have the following exponential growth control, for any
y ≥ 0,
h∗ (y) ≤ ey,
r∗ (y) ≤ ey,
and the superquadratic homogeneity, for any y ≥ 0 and 0 ≤ λ ≤ 1,
h∗ (λy) ≤ λ2h∗(y),
r∗ (λy) ≤ λ2r∗(y),
which is easily obtained by proving that λ 7→ h∗(λy)λ2 and λ 7→ r
∗(λy)
λ2 are increasing
functions.
Thus, combining the above properties we arrive at the most useful inequalities
(B.3)
|zyβ| ≤ α
2
(
h (|z|) + h∗
(
|βy|
α
))
≤ α
2
h(z) +
β2
α
e|y|,
for any z > −1

, y ∈ R, α ≥ |β| > 0,
and
(B.4)
|zyβ| ≤ α
4
(
r
(
2|z|)+ r∗(2|βy|
α
))
≤ α
4
r
(
2z
)
+
β2
α
e|y|,
for any z > − 1
2
, y ∈ R, α ≥ 2|β| > 0.
The above Young inequalities (B.3) and (B.4) are intensively used throughout
this work to extract bounds and compactness properties from the various entropy
and entropy dissipation bounds.
Finally, for reference, we list some elementary inequalities in connection with
the convex functions h(z) and r(z) and their corresponding Young inequalities :
• For every z > −1, it holds that
(B.5)
(√
1 + z − 1)2 ≤ h(z),
which follows straightforwardly from the identity, for all z > −1,(√
1 + z − 1)2 + 2h (√1 + z − 1)√1 + z = h(z),
or by showing that the function defined on z > −1 by
f(z) =

h(z)
(
√
1+z−1)2
if z 6= 0,
2 if z = 0,
is increasing and reaches the value 1 as z → −1.
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• For every z > −1, it holds that
(B.6)
1
2
z2 ≤ h(z) + 1
6
z3,
which is obtained by integrating twice the elementary inequality
1 ≤ 1
1 + z
+ z = h′′(z) + z,
valid for every z > −1.
• For every z > −1, it holds that
(B.7)
(√
1 + z − 1)2 ≤ |z|,
which is a consequence of the direct computation
|z| − (√1 + z − 1)2 = {2 (√1 + z − 1) if z ≥ 0,
2
√
1 + z
(
1−√1 + z) if z ≤ 0.
• For every z > −1, it holds that
(B.8)
(√
1 + z − 1)2 ≤ 1
4
r(z),
which follows straightforwardly by integrating twice the inequality
1
(1 + z)
3
2
≤ 1
2
(
1
1 + z
+
1
(1 + z)2
)
.
• For every z > −1 and y ∈ R, it holds that
(B.9)
zy = zy1{y≥0,y≤log(1+z)}∪{y<0,y>log(1+z)}
+ zy1{y≥0,z<ey−1}∪{y<0,z≥ey−1}
≤ z log(1 + z) + (ey − 1)y = r(z) + (ey − 1)y.
This implies, in particular, that r∗(y) ≤ (ey − 1)y, for every y ∈ R.

APPENDIX C
End of proof of Lemma 7.7 on hypoelliptic
transfer of compactness
The justification of Lemma 7.7 has not been fully completed in Chapter 7 lest
it become unclear and tedious. Instead, we complete it now with a full justification
of Lemma 7.7, when the equi-integrability of {φ(t, x, v)}>0 is not known a priori
and when each φ is non-negative, based on the proof of Theorem 2.4 from [6].
Recall that, according to the partial proof following the statement of Lemma 7.7,
it is sufficient in this case to establish the equi-integrability of {φ(t, x, v)}>0 in all
variables.
For convenience of the reader, we first recall the precise result which we are
about to justify.
Lemma C.1. Let the bounded family of non-negative functions
{φ(t, x, v)}>0 ⊂ L1
(
Rt × R3x;Lr
(
R3v
))
,
for some 1 < r <∞, be locally relatively compact in v and such that
(∂t + v · ∇x)φ = (1−∆x)
β
2 (1−∆v)
α
2 S,
for all  > 0 and for some bounded family
{S(t, x, v)}>0 ⊂ L1
(
Rt × R3x;Lr(R3v)
)
,
where α ≥ 0 and 0 ≤ β < 1. We further assume that, for any compact set K ⊂
R3 × R3, {∫
K
φ(t, x, v)dxdv
}
>0
is equi-integrable (in t).
Then, {φ(t, x, v)}>0 is equi-integrable (in all variables).
We advise the reader of the difficulty to grasp the full content of the proof
below without any prior knowledge of the work from [6]. Therefore, we suggest
that this appendix be read in parallel with the article [6].
Proof. We first notice, repeating the proof of Lemma 3.1 from [6], that we
have the following interpolation formula (compare with (5.17) in [6]), for any R > 0
and δ > 0, denoting by (τ, η, ξ) the Fourier variables of (t, x, v) and by F the Fourier
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transforms :
(C.1)[
F−1x,v (1− χ)
( η
R
)
χ
(
ξ
λ
)
Fx,v
]
φ(t, x, v)
=
1
(2pi)
3
∫
R×R3×R3
λ3χˆ (λ(u− v))K1(t− s, x− y, u)[
F−1x,v (1− χ)
( η
R
)
ψ
(
ξ
λ
)
Fx,v
]
φ(s, y, u)dsdydu
− 2δi
(2pi)
3
∫
R×R3×R3
λ3χˆ (λ(u− v))K2(t− s, x− y, u)[
F−1x,v (1− χ)
( η
R
)
R1−β
〈η〉β
|η| χ
(
ξ
10λ
) 〈ξ〉α
λα
Fx,v
]
S(s, y, u)dsdydu,
where λ = δ
1
1+αR
1−β
1+α , χ, ψ ∈ C∞c
(
R3
)
are cutoff functions such that 1{|r|≤ 12} ≤
χ(r) ≤ 1{|r|≤1} and 1{1≤|r|≤5} ≤ ψ(r) ≤ 1{ 12≤|r|≤ 112 }, and the singular kernels Ki,
i = 1, 2, are defined by
K1(t, x, u) = F−1t,x
[
ρ
(
2λ
|η| (η · u+ τ)
)]
,
K2(t, x, u) = F−1t,x
[
γ
(
2λ
|η| (η · u+ τ)
)]
,
where ρ ∈ S (R) is such that ρ(0) = 12pi
∫
R ρˆ(σ)dσ = 1 and supp ρˆ ⊂ {1 ≤ |σ| ≤ 2},
and γ(r) = 1−ρ(r)r for all r ∈ R.
The rather deep meaning of the above interpolation formula (C.1) resides in
the presence of the frequency cutoff functions ψ
(
ξ
λ
)
and χ
(
ξ
10λ
)
in its right-hand
side, which is only possible through a precise analysis of dispersive and hypoelliptic
phenomena, i.e. the transport of frequencies, in the kinetic transport equation. This
requires that the support of ρˆ(σ) be restricted to {1 ≤ |σ| ≤ 2}, though.
Now, we claim that the mappings
(C.2)
f(t, x, v) 7→ 1
(2pi)
3
∫
R×R3×R3
λ3χˆ (λ(u− v))Ki(t− s, x− y, u)f(s, y, u)dsdydu,
with i = 1, 2, have bounded extensions between
(C.3) L1
(
Rt × R3x;Lr
(
R3v
)) −→ Lr (R3v;L1,∞ (Rt × R3x)) .
As shown in [6], this boundedness follows from an application of Theorem 5.2
therein (or a very slight variant of it allowing different dimensions for different
variables, i.e. (t, x) ∈ R4 and v ∈ R3) provided we establish that
(C.4)
sup
v∈R3
∥∥∥∥∥ sup(s,y) 6=0
∫
{|(t,x)|≥2|(s,y)|}
|Av]Ki (t− s, x− y, u)−Av]Ki (t, x, u)| dtdx
∥∥∥∥∥
Lr′ (|λ3χˆ(λ(u−v))|du)
<∞,
where Av]Ki(t, x, u) = |detAv|Ki (Av(t, x), u), for some family of automorphisms
Av of R × R3 fixing the origin (the remaining hypotheses of Theorem 5.2 from
[6] being easily verified through standard arguments from the analysis of Fourier
multipliers). Here, we will consider, for each v ∈ R3, the automorphism Av of
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R× R3 defined by
Av(t, x) = (λt, x+ λtv) ,
so that
Av]K1(t, x, u) = F−1t,x
[
ρ
(
2λ
η · (u− v)
|η| + 2
τ
|η|
)]
,
Av]K2(t, x, u) = F−1t,x
[
γ
(
2λ
η · (u− v)
|η| + 2
τ
|η|
)]
.
In turn, the estimate (C.4) is established employing classical methods from
harmonic analysis (in [6], the corresponding step is performed in Lemmas 5.3 and
5.4). Thus, it can be shown that (C.4) will hold as soon as the following Ho¨rmander-
Mikhlin condition for homogeneous Fourier multipliers is verified :
(C.5)
∫
1<|(τ,η)|<2
∣∣∂ντ,ηFt,x (Av]Ki) (τ, η, u)∣∣2 dτdη ≤ C (1 + λ|u− v|)N ,
for some independent constant C > 0 and some possibly very large N ∈ N, and for
any multi-index ν ∈ N4 such that ν1 ∈ {0, 1} and 0 ≤ ν2 + ν3 + ν4 ≤ 2.
The preceding control is easily verified for K1 through a straightforward cal-
culation using that ρ(r) decays rapidly. As for K2, this step requires some greater
care because γ(n)(r) only decays as 1|r|n+1 for large values of r, for all n ∈ N. Nev-
ertheless, it is also straightforwardly verified upon noticing, for any multi-index ν
as before, that
|(τ, η)||ν|
∣∣∣∣∂ντ,η [γ (2λη · (u− v)|η| + 2 τ|η|
)]∣∣∣∣
≤ C
3∑
n=0
(1 + λ|u− v|)n
(
1 +
|τ |
|η|
)n+2 ∣∣∣∣γ(n)(2λη · (u− v)|η| + 2 τ|η|
)∣∣∣∣
≤ C
(
1 +
|τ |
|η|
) 3∑
n=0
(1 + λ|u− v|)2n+1∣∣∣∣∣
(
1 +
∣∣∣∣λη · (u− v)|η| + τ|η|
∣∣∣∣)n+1 γ(n)(2λη · (u− v)|η| + 2 τ|η|
)∣∣∣∣∣
≤ C
(
1 +
|τ |
|η|
)
(1 + λ|u− v|)7 ≤ C|η| (1 + λ|u− v|)
7
,
which implies that (C.5) holds with N = 14, for 1|η|2 is locally integrable in R
3.
So far, we have thus established the weak type boundedness on the spaces (C.3)
of the mappings (C.2). Therefore, we conclude from the interpolation formula (C.1)
that ∥∥∥[F−1x (1− χ)( ηR)Fx]φ∥∥∥LrvL1,∞t,x ≤ C
∥∥∥∥[F−1v (1− χ)( ξλ
)
Fv
]
φ
∥∥∥∥
L1t,xL
r
v
+ C
∥∥∥∥[F−1v ψ( ξλ
)
Fv
]
φ
∥∥∥∥
L1t,xL
r
v
+ Cδ ‖S‖L1t,xLrv ,
whence, since the φ’s are relatively compact in v, since limR→∞ λ =∞ and by the
arbitrariness of δ > 0,
(C.6) lim
R→∞
sup
>0
∥∥∥[F−1x (1− χ)( ηR)Fx]φ∥∥∥LrvL1,∞t,x = 0.
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Next, applying spatial Riesz transforms f 7→ F−1x ηi|η|Fxf , i = 1, 2, 3, to the
identity (C.1) and repeating the preceding arguments, we deduce that it also holds
(C.7) lim
R→∞
sup
>0
∥∥∥∥[F−1x (1− χ)( ηR) ηi|η|Fx
]
φ
∥∥∥∥
LrvL
1,∞
t,x
= 0.
Consequently, we obtain that the φ’s are relatively compact in x in the quasi-
Banach space defined by the quasi-norm
‖f‖LrvL1,∞t,x +
3∑
i=1
∥∥∥∥F−1x ηi|η|Fxf
∥∥∥∥
LrvL
1,∞
t,x
,
which can be shown, repeating standard (but difficult) arguments from the analysis
of weak Hardy spaces (see [6] and the references therein for details), to be equivalent
to the quasi-norm
(C.8)
∥∥∥∥sup
s>0
|ϕs ∗x f |
∥∥∥∥
LrvL
1,∞
t,x
,
where ϕ(x) ∈ C∞c
(
R3
)
is such that
∫
R3 ϕ(x)dx 6= 0 and ϕs(x) = 1s3ϕ
(
x
s
)
.
Finally, following [6], we explain how the ensuing spatial compactness in the
topology given by the quasi-norm (C.8) is sufficient to entail the equi-integrability
of the φ’s, provided they are non-negative. To this end, we note first, for every
a, b > 0 and any compact subset K ⊂ R× R3 × R3, that∫
K∩{|φ|>a}
|φ(t, x, v)| dtdxdv
≤
∫
K∩
{
|φ|>a, ‖fλ‖L1x≤b
} |φ(t, x, v)| dtdxdv +
∫
{
‖φ‖L1x>b
} ‖1Kφ(t, x, v)‖L1x dtdv.
Clearly, in view of the equi-integrability hypotheses, the family ‖φ(t, x, v)‖L1x is
locally equi-integrable in t and v, so that the last term above can be made uniformly
small by choosing b > 0 arbitrarily large.
Thus, the proof will be finished upon showing that, for each fixed b > 0 and
every compact subset K ⊂ R× R3 × R3,
lim
a→∞ sup>0
∫
{
(t,x,v)∈K : |φ|>a, ‖φ‖L1x≤b
} |φ(t, x, v)| dtdxdv = 0,
which, following the arguments from the end of the proof of Theorem 2.4 in [6]
based on Proposition 5.5 therein (which is only valid for non-negative functions),
is a direct consequence of the compactness estimates (C.6) and (C.7).
The justification of the lemma is thus complete. 
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