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Abstract-Several interesting analytic and geometric properties of the fuzzy controllers are dis- 
cussed. From these discussions, some kind of measure of nonlinearity of the fuzzy controllers is 
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out and the result is compared with that of linear control. @ 2003 Elsevier Ltd. All rights reserved. 
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1. PRELIMINARIES 
To introduce the nomenclatures, we shall consider a reasonably simple fuzzy control system, 
namely, a control system with twoinput and one-output. 
Let X and Y be the universes of input variables x and y, respectively, and Z be the universe of 
output v=khle z. Denoting A = {A}(I~++ B = {Bj}(l~j+), and C = {Gj}(~~i~~, l<j<,), 
where Ai E F(X), Bj E F(Y), C, E F(Z), and -4, B, and C are linguistic variables, thus, we 
can form the fuzzy inference rule as follows: 
if x is Ai and y is Bj, then z is CQ, (1) 
wherei=1,2 ,..., n,j=l,2 ,... , m, and x E X, y E Y, and z E 2 are the base variables. 
Given A’ E F(X) and B’ E F(Y), according to Zadeh’s compositional rule of inference [l], the 
conclusion of the (i,j)“h control rule Clj E F(Z) can be determined as 
Cij = (A’ X B’) 0 &j, i=l,...,n, j=l ,...,w (2) 
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where “o” is the operator of the relation composition, and 
C&(z) = v [(A’(x)TB’(y)) A R(A(z)TB~(~)), C,(z)]. (3) 
(s,Y)EXxy 
The implication R is a binary operator on [0, l] x [0, l] and “T” is a triangular norm. 
Since the n x m inference rules should be jointed by the operator “or”, which corresponds to 
the set-theoretical operator “U”, the conclusion of all the rules C’ E F(Z) can be expressed as 
where 
C’(z) = \j q C&(z). 
In general, the inputs to the fuzzy logic system are crisp or real quantities; 
fuzzified. We shah adopt the following most frequently used fuzzification system: 
A’(x) = 
1, x=2’, 
0, xfx’, 
B’(Y) = 
1, Y=Y’, 
07 Y # Y’. 
Using the above fuzzification system, expression (3) is reduced to 
C& = v [(A’(X)‘-‘(Y)) A R(Ai(x)TBj (Y)), Cij (z)] 
XXY 
= R (Ai (x’) TB, (y’)) , Cij(s). 
Ram (5), we obtain the output of the inference system, C’, 
c’(z) = (j Q R(Ai (5’) TBj (y’)) ,&(z) 
(4 
they must be 
(5) 
(6) 
i=l j=l 
where C’ is a fuzzy output. To obtain a crisp quantity, the fuzzy set C’ will be defuzz&ed by the 
use of the following centroid method: 
J d?‘(z) dz z’ = .%EZ 
J C’(z) dz ZEZ 
We still need to adopt an implication operator. Many implication operators have been proposed 
in the literature [2,3]. We shall consider the following: 
(1) Mamdani’s mini-fuzzy implication 
Rc(x, Y) = x A Y, 
(2) Larson’s product-fuzzy implication 
%(x9 Y) = xy, 
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(3) Zadeh’s arithmetic implication 
R,(~c,Y)=wl-~+Y), 
(4) Zadeh’s maxmin implication 
&n(~,Y) = (x A Y) v (1 - x)7 
(5) standard sequence fuzzy implication 
R&Y)= 
{ 
1, 2 I Y, 
o x>y 
1 , 
(6) bounded product implication 
Rb&C, y) = 0 v (x + Y - I), 
(7) drastic product implication 
{ 
x, Y = 1, 
&&>Y) = Y, x = 1, 
0, x,y < 1. 
2. FUZZY CONTROLLERS WITH 
ONEINPUT AND ONEOUTPUT 
2.1. Typical Control Functions 
The control rules of a fuzzy control system with one-input and one-output are 
if x is Ai, then y is Bi, i=1,2 ,..., n. 
Without losing generality, we shall assume that {Ai}(l~i~n) and {Bi}(lli+) are groups of 
linear-baaed elements [4,5] on the universes of X = [-E, E] and Y = [-V, U], respectively. As 
shown in Figure 1, their peak point sets {zi}(r<i+) and {yi}(r~i+) satisfy -E = zr < 22 < 
. . . < x, = E and -U = yr < ys < . . . < yn = U, respectively. From Figure 1, we can see that 
(x - 22) 
AI(X) = (a- ~2)’ 
Xl L 2 5 x2, 
0, x2Lx1xn, 
(x -xi-l) 
(Xi - Xi-l) ’ 
xi-1 I x I xi, 
Ai(x) = (x - xi+l) 
(Xi - %+1)' 
xi I x < xi+l, - 
otherwise, 
x 5 X,-l, 
(x-x,+1) x 
(x,-x2,-1), '%-1~X1%7 
BI(Y) = 
Yl I Y I Y2, 
Y2 Iv LYm 
w-1 5 Y I Yir 
WY) = yi I y < yi+l, 
- 
otherwise, 
Y I Yn-1, 
(8) 
(9) 
WY) = (Y - Y*-1) 
(Yn - Yn-1) ' 
Yn-1 I y 5 %a. 
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Yl Y2 Yn Y 
(b) 
Figure 1. Linear-based elements. 
Thus, A = {Ai}~<i<n and B = {&)(~<i<n) are fuzzy partitions [4] on X and Y, respectively. 
Furthermore, we have 
(Vs E X)(3!i E {1,2,. . . ) n))(Ai(x) + &+I@) = 11, 00) 
(VyEY)(3!jE{1,2,..., +(q4 + Bj+l@) = 1). (11) 
Following equations (2)-(7), for all x’ E X, we obtain 
where 
From (12),(13), we have 
Y@(Y) & 
B’(Y) dy ’ 
B’(y) = (j R (Ai (x’) , WY)) . 
i=l 
(12) 
(13) 
(14 
Based on (14), we can obtain a control function, F(x), which represents the relationship be- 
tween the input variable z and the output variable y, 
(15) 
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From (lo), we can see that, when z E [zi,zi+r] (i = 1,2,. . . ,, n), z only activates the following 
two control rules: 
if x is Ai, then y is Bi; if x is Ai+l, then y is Bi+l. 
Thus, (14) simplifies to 
J 
u 
y=F(x)= -“u 
WMx), W)) v %&+1(x), Bi+l(t))] d-t 
J NWWW)) v %4+1(x), &+I@))] dt ' -u 
(16) 
Suppose that B = {B&lg+) is an equally spaced fuzzy partition on Y; i.e., 
h by2 -yl = y3 -y2 = --. = y,, -yn-l. 
Perform a binary linear transformation rj by means of two linear transforms cp and $J for y = F(x), 
9 : [%Xi+11 x [Yi,Yi+-11 - 1 x 1, 
(GY) - ((P(x), NY)) b 
( 
x - xj 
, y - yi 
xi+1 - xi yi+1 - yi > 
, 
(17) 
where I = [0, 11. Because ‘p and $J are linear functions, the fuzzy partitions on [xi, xi+11 and 
[-U, U] can be transformed by linear topological isomorphisms as shown in Figure 2. 
1 
k 
-x 2; 
X 
0 1 
(4 
Figure 2. Fuzzy partitions. 
(b) 
Similar to equation (16), we can also obtain a function 
y= f(x) ii J R t [R (I- x, B:(t)) v R (2, B:(t))] dt 
J w [R (1 - x,B,O@)) v R (x,B:W)] dt ’ 
where x E I. It can be proven easily that the function f can be obtained from the function F 
through the linear transforms cp and 1(1, as follows: 
f(t) = (F((xk+l h - zip + Xi) - Yi) ) t E I. (19) 
In view of (18), f is not related to i. Thus, f can be called a typical function of F. 
Without difficulty, we can show that f and F have identical nonlinearity on [xi, xi+r]. In other 
words, if F is a linear function on [xi, xi+r], then f is also, and vice versa; if F is a nonlinear 
function on (xi, x;+r], then so is f, and vice versa. Moreover, we have Lemma 1 as follows. 
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LEMMA 1. Under the above conditions, we have the following. 
(a) f is moQotonically increasing on I. 
(b) If (Z/,X” E [~i,q+l], VA E I) (F(Xx’ + (1 - X)x”) 2 (<)F(z’) + (1 - X)F(x”)), then 
(Vp E (O,.l)) (f(&+ (1 -,u)w”) > (<)pLf(w’) + (1 -p)f(w”)), where w’ E I and w” E I 
satisfy f(w’) = (F(s’) - yi)/h and f(w”) = (F(z”) - yi)/h, respectively. The reverse is 
also true. 
Because F(z) is monotonically increasing on [xi, q+l], (a) is obviously true and (b) can be 
proved easily and thus is omitted. 
Lemma lb means that F and f have identical convexity on interval [xi, q+l] as shown in 
Figure 3. 
(4 
Figure 3. Identical convexity. 
lb) 
2.2. Some Analytic and Geometric Properties 
Let 
Ro={R~F(lxI)(R(l,O)=O, R(O,y)=O} 
and 
R1 = {R E F(I x I) 1 R(l,O) = 0, R(0, y) = 1). 
We can verify easily that the implication operators R,, I$.,, RbP,, a@ R+, E &, and 
R,, R,, R, E RI. In the present investigation, we are mainly concerned with fuzzy controllers in 
which implication operators belong to 720. 
THEOREM 1. Under the above conditions, the control function F(x) corresponds to the given 
fuzzy controller that satisfies: 
(a) (Vi E {l,... , n)) (yi = FW); 
. (b) 
(Vi E (1,. . . , n - 1)) (Yi + Yi+d 2 =F(,x~+;~+d)), 
PROOF. According to (19), we can prove that f(1) = 1, f(0) = 0, and f(1/2) = l/2. From (IS), 
we have 
/ t [R@&(t)) v R(l,B,o(t))] dt 
f(l) = R 
/‘tR(l,@‘(t)) dt 
J 
92 [R (0, B;(t)) v R (1, @@I)] dt = i2 R (1, B:(t)) dt ’ 
Since the function B:(y) itself is symmetrical about the line y = 1 as shown in Figure 2, SO is 
the function R(l, B:(y)). Therefore, we obtain f(l) = 1. 
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Using a similar approach, we can obtain f(0) = 0. From (18), we have 
J 
2 
1 
f(-) 
t [R (l/2, B,O(t)) v R (W, B!(t))] dt 
= 0 
2 J o2 [R(l/‘V:(t)) vR(W',@W)] dt 
When t 5 0, we have R(1/2,Bt(t)) V R(1/2,BT(t))] = R(1/2,Bg(t)) V R(1/2,0)], and when 
t 2 1, we have R(1/2,Bi(t)) V R(1/2,By(t)) = R(1/2,0) V R(1/2,By(t)). Thus, the function 
R(1/2, B;(y)) V R(1/2, By(y)) is symmetrical about the line y = l/2, and thus f (l/2) = l/2. 1 
Expression (20) implies that once a group of control rules is given, each peak point xi of the 
input universe X corresponds to the peak point yi of the output universe Y. In the general usage 
of interpolation, (xi, yi) (i = 1,. . . , n) can be considered as a interpolation node. Furthermore, 
( 6% + G+1) (Yi + Yi+1) 2 ’ 2 > ’ i = 1,2, * . . ) n - 1, 
can be considered as another node, which is determined by the interaction between the control 
rules. 
From the proof of Theorem 1, we have 1 5 f (cc) 5 1, x E I. 
THEOREM 2. Under the conditions of Theorem 1, the function F on [xi, xi+l] is symmetrical 
about the point ((xi + xi+1)/2, (yi + yi+l)/Z). 
PROOF. We can prove that f itself is symmetrical about the point (l/2,1/2); i.e., f(x) + 
f(1 -z) = 1. 
From (18), we have 
J 
2 
t [R(x,B,O(t)) v R(1 -x$:(t))] dt 
f(l-x)= -'z 
J -l [R (2, %I) v R (1 - 2, B:(t))] dt 
J 2 (I- t) [R (x, B;(t)) v R (1 - x, B:(t))] dt = 1 - -1 
J 
2 ' -1 [R (O:(t)) v R(1 - xc,@(t))] dt 
and because 
J 2 (1 - t) [R (x, B:(t)) v R (1 - x, B;(t))] dt -1 
= o(~-t)[R(x,t+l)vR(l-x,O)]dt+~1(l-t)[R(x,l-t)vR(1-x,t)]dt J -1 0 
+ 2(l-t)[R(x,0)vR(1-x,2-t)]dt J 1 
1 0 =- J u[R(x, 2 - u) v R(1 - x, 0)] du - 2 J u[R(x, u) v R(l - x, 1 - u)] du 1 
J 
-1 
- u[R(x, u) v R(l - 2, 1 + u)] dzl 
0 = J 2 u [R (1 - x, B:(u)) V R (2, R$))] du -1 
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similar to the above proof, we have 
1; [R (x&(t)) v R (1 - 2, B:(t))] ~2 = JI: [R (1 - x> &b)) VR 65 @b))] & 
Thus, f(1 - CC) = 1 - f(x). I 
According to Theorem 2 and Lemma 1, once we understand the nonlinearity of f on [0,1/2], 
we can obtain the nonlinearity of F on [xi, zi+i]. 
Suppose that (Va: E (0,1/2]) C&i R(z,u) du. # 0) and let 
(21) 
The function 6(x, R) will be called the discriminant function in regard to the implication opera- 
tor R. 
THEOREM 3. Under the conditions of Thorem 1, if (Vz E (0,1/2]) (6(z, R) 2 (<)O), then the 
control function F in relation to R on [xi,&] satisfies: F(x) 5 (>)h(x - zi)/(zi+l- zi), where 
i = 1,2,. . . ,n - 1, Ii = (Xi + x(+1)/2. 
The last part of the theorem shows that the control function F is under (or over) the line 
Y = qx-Xi)/( x +i - xi) as that shown in Figure 4a. From this conclusion and also since we i 
know that a fuzzy controller is approximately a global multilevel relay [!I, we can obtain the 
state of the multilevel relay of a fuzzy controller. 
Y YA 
(4 (b) 
Figure 4. Typical control functions. 
PROOF. We can prove that (Vrc E (0,1/2]) (f(x) 5 (2)~). In fact, since 
s 2 t [R (1 - 2, B:(t)) V R (2, B;(t))] dt 
f(x) = -; 
J 
-l [R (1 - 2, B:(t)) ” R (d’(t))] dt 
s 2 J 2 R (1 - x, B;(t)) dt R (2, %W) dt M -1 
D 
*o+ -l D . 1, 
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0 
0 J -1 
1 2 
R(x, 0) dt + R(z, t) dt + R(x, 2 - t) dt 
f(x) = 
.(J -1 J 0 
1 J 0 J 1 1 2 
R(1 - x,1 + t) dt + R(l - z, 1 - t) dt > + (J 0 R(x, t) dt + J 1 R(z, 2 - t) dt > J 0 1 
R(x, t) dt 
= J' 0 R(1 - x, 1 - t) dt + J 0 1 R(x, t) dt (22). 
1 = 
(I 0 1 R(l - x,1 - t) dt IS 0 1 R(x, t) dt + 1 1’ 
If (Vz E (0,1/2]) (6(x, R) L 0), then 
fCx) 5 ((1 - x;,x +1) = x. 
Sirmlar to the above proof, if (Ida: E (0,1/2]) (6(x, R) 5 0), then f(z) 2 5. I 
The discriminate functions of some implication operators and the states of typical control 
functions are listed in Table 1, where the typical functions are 
f&> = 
-22 + 2x 
J-p(x) = 2, 
X2 
-2x2+22+1’ fbP(X) = 222-2x+1’ 
Table 1. 
R Jbc, R) (0,0.5) f & x NW) 
RC 
(l- 2)(2r - 1) _ 
42-r) f(x) L 2 0.189 
RP 0 0 f(x)=x 0 
Rbp (1 
- 
z)(l 
- 
22) 
22 
+ f(x) Ix 0.386 
Since the area between the line y = yi + h/(x$+1 - xi)(z - xi) and the curve F on [xi, xi+r] is 
.=l:i”(F(x)- (yi+hx:,r”ai)i dx 
= (xi+1 - xi) J1;’ IF((xi+l - xi)t + xi) - yi - htl dt 
= h(xi+l - xi) J ’ If(t) - tl dt, 0 
we have 
J =i+1 IF(x) i (h((x - xi)/(xi+l - xi)> yi)l da: xi J = o1 If(t) - 4 dt h(xi+l - xi) 1 ’ (23) 
where i = 1,2 ,..., n-l. Expression (23) implies that for every interval [xi,zi+i], the rate 
between the shaded area and the square area (see Figure 4a) does not relate to i. Clearly, the 
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larger the rate is, the higher the nonlinearity of F is. In addition, according to Theorem 2, if we 
denote 
NL(R) 2 8 
s 
l/2 
If@) - 4 & (24 o 
then we can use NL(R) to describe the degree of nonlinearity of F. Clearly, 0 5 NL(R) 5 1. 
If NL(R) = 1, then the fuzzy controller is a multilevel relay. If NL(R) = 0, then the fuzzy 
controller is a linear controller on every interval [xi, xi+r]. Table 1 lists some of the NL(R), which 
corresponds to these implication operators. 
From the above analysis and Table 1, we can obtain the curves of the typical control func- 
tions fc, fP, and fbp, which correspond to R,, RP, and Rbp, respectively, as shown in Figure 4b. 
On the interval [xi-i, xi+r], since 
F:(xi + 0) = z>zy+o F(x) - F(G) = h lim fct> I 2 - xi xi+1 - xi t-+0+0 t 
and 
FL(xa - 0) = lim F(x) -F(Q) = h . f(t) - 1 
Z-+Zi--0 x - xi xi -x&l&o t - 1 ’ 
from f (I - x) + f(x) = 1, we can obtain 
f(t) - 1 
&o t-1 
f(t) . -‘t>got. 
Therefore, we have Theorem 4 as follows. 
THEOREM 4. If A = {Ai}(l<i<,j is an equally spaced fuzzy partition on X, then the correspond- -- 
ing control function F is smooth on every peak point (xi, yi) (i = 1, . . . , n). 
3. FUZZY CONTROLLERS. WITH 
TWO-INPUT AND ONEOUTPUT 
3.1. Typical Control Functions 
We now consider a fuzzy control system with two-input and one-output. The fuzzy “IF-THEN” 
control rules are 
if x is Ai and y Bj, then z is Ck, (25) 
where k = i+j (i.e., linear control rules [S]). {Ai}(-~<ig, {Bj}(-~ljg), and {Ck}(-sJ<k<sJ) 
are groups of linear-based elements on the universes X = [-E, E], Y = [-EC, EC], and 2 = 
[-U, U], respectively, where J is an integer and where the peak points satisfy -E = X-J < 
X-J+1 < ... < x0 < Xl < ... < XJ = E, -EC = Y-J < y-J+1 < ... < yo < ‘& < ... < YJ = 
EC, and -u = Z-2J < Z-2 J+l < . ’ < ze < zr < . . . < zz J = u (see Figure 5). 
Thus, A = {Ai}(~~i~,), a = {Bj}(~<j<,), and C = {Ck}(-2JIk<2J) are fuzzy Partitions on X, -- 
Y, and 2, respectively. 
Similar to (2)-(7), for all (x’, y’) E X x Y, we can have 
s 
zC’(z) dz 
z’ = ZEZ 
s 
C’(z)dz ’ 
ZEZ 
where 
C’(Z) = q \;I R (A (2’) TBj (Y’)) 1 C(i+j)(z). 
i=-Jjz-J 
(26) 
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(B-J) (B-d f&J w CBJ) 
t 
P 
C-Z&J c-1 co Cl 
(b) 
Figure 5. Linear-based elements. 
Therefore, we have a control function F(z, y) with input variables 2, y, and output variable t 
z=F(x,y) = 
~~t,~Jj~JR(AI(x)TBj(Y),c(i+j)(t)) dt 
J 
~~ i~Jj~J 
R (AWWY), C(i+j,(t>) dt 
When (2, Y) E [ 2 i, zi+l] x [yj, yj+l], input (z, y) activates only the following four control rules: 
if x is A; and y Bj, then z is Ci+j; 
if z is Ai+l and Y Bj, then z is Ci+j+l; 
if x is Ai and y Bj+l, then .Z is Ci+j+l; 
if z is Ai+l and Y Bj+l, then z-is Ci+j+z. 
Thus, 
where 
J 
u 
tC’(t) dt 
z=F(x,y)= -; 
J 
C’(t) dt ’ 
-u 
C’(t) = R (A(x>TBj (Y>l C(i+j) (t)) V R (Ai+ (x)TBj (Y>, C(i+j+l) (t>) 
VR (Ai(x)TBj+l(Y),C(i+j+l)(t)) V R (A+l(x)TBj+l(Y), C(i+j+z)(t)) . 
Suppose that C = {G)(-~.J~LQJ) is an equally spaced fuzzy partition on 2; i.e., 
(27) 
(28) 
h fi 22J -  Z2J-1 = ZzJ-1 -  225-2 = ... = .Z-zJ+1 -  Z-ZJ. 
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Similar to (17), we carry out three linear transforms ‘pi, (~2, and $ for z = F(z, y) as follows: 
‘$ : [%%+l] x [yj, yj+l] x [zk,zk+l] - 1 x 1 x 1, 
The fuzzy partitions on [q,cci+l], [yj, Y~+I], and [-J-J, U] can be transformed by linear topological 
isomorphism as that shown in Figure 2. 
Similar to (27), we have 
I %=f(z,y): R 
tc*(t, 2, y) czt 
J 
C*(t,z,y)dt ’ 
(29) 
$2 
where 
C*(~,X,~)~R((~-~)T(~-Y),~(~))VR(~T(~-Y),C,O(~)) 
vR ((1 - ~)TY, C;(t)) v R (STY, C,“(t)) . 
P-9 
It can be proved easily that 
f(x,y) = [F((%,l -%h+% (Yj+l-Yj)Y+Yj) - G+j] 
h (31) 
and (CC, y) E I x I. We can see from (30) that f(z,y) is not related to (i, j), and thus, we called 
it as a typical control function of F(z, y). 
Similar to Section 2, F and f have identical nonlinearity on [cc~, zi+i] x [yj, yj+i]. Moreover, 
we have Lemma 2 as follows. 
LEMMA 2. Under the above conditions, we have 
(a) f(z, y) is monotonically increasing with respect to x and y; 
(b) F(x, y) ((z, y) E [zi,zi+i] x [yj,yj+i]) and f have identical convexity 
The proof is omitted. 
From (30)) since 
c*(t,z, 0) = R (I - 2, C,“(t)) v R (2, C;(t)) = R (I- 2, C,“(t)) V R (+(t)) 7 
we have 
J 
2 
t [R (1 - x$,“(t)) v R (@f(t))] dt 
f(x,O) = -; 
J -l [R(l-x,C,O(t))vR(xc,~(t))] dt ' 
J 
2 
t [R(l -Y,C:W) vR(y,C,oW)] dt 
f(O,Y) = -; 
J -1 [R(l-y&‘(t)) v R(d'(t))] dt 
Therefore, for a certain R, the above two expressions and (18) are similar. Thus, we can also 
introduce NL(R) to represent the degree of nonlinearity of F(z, y). 
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3.2. Some Analytic and Geometric Properties 
THEOREM 5. Under the conditions of Section 3.1, the control function F(x, y) satisfies 
(a) (Vi,j E {-J,. . . 9 4) (Zi+j = Fh Yj)h 
(b) (Vi, j E {-J, ., J - 1)) ((zi+j + zi+j+1)/2 = F(?&, &)), where Zi, gj satisfy the relation 
zi - xi + !Jj - Yj 1. 
xi+1 - xi Yj+l - Yj = 
PROOF. According to (31), we can prove that 
f(O, 0) = 0, f(L 1) = 2, f(x, 1 - x) = 1, 
where f is the typical function of F. 
From (29), considering T(z:, 0) = 0, T(x, 1) = x, we have 
J 
tC*(t, 0,O) dt 
fK40) = R 
J C*(t, 0,O) dt ’ 82
where 
Thus, 
c*(t,o,o) = R(l,c(t)) v R (W;(t)) VR (W;(t)) = R&C,O(t)). 
J tR (1, C,“(t)) dt f&ho) = p 
J 
= 0. RU, C:(Q) dt R 
Similarly, f (1,l) = 2. 
Since 
J tC* (t, x, 1 - x) dt f(x,l -x) = 3? 
J C*(t,x,l -x)dt ’ w 
where 
C*(t,x,l -x) = R((l -x)Tx,C,(t)) v R(xTx,C;(t)) 
v R ((1 - x)T(l - x)&‘(t)) v R (xT(1 - x), C,“(t)) 
= R (xT(l - x), C,“(t)) v R (xTx, C,“(t)) 
v R ((1 -x)57(1 -xc), C;(t)) v R (xT(1 -x)&!(t)), 
and because C:(t) and C;(t) are reciprocally symmetrical about the line z = 1 (see Figure 2), 
R(xT(1 - x), C:(t)) and R(xT(1 - x),C$(t)) are also reciprocally symmetrical about the line 
z = 1. R(x, C:(t)) V R(l - x, C:(t)) itself is also symmetrical about the line z = 1. So we have 
f (x,1 - x) = 1. I 
THEOREM 6. For all (x, y) E [xi,xi+l] x [yj, yj+l] (i, j E (-24.. . ,25 - l}), we have 
J’(x, Y) = F(G + (Y - Yj), Yj •t (X - xi)). (32) 
NOTE. Expression (32) implies that F(x, y) itself is symmetrical about the plane: (y - Yj)/ 
(Yj+1 - Yj) = (z - %)/(%+I - Xi). 
PROOF. We can prove that f(x,y) = f(y,x). From (29) and (30), it is obviously true. I 
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THEOREM 7. On[ i, z ici+l] X [yj, yj+l], F(z, y) itself is symmetrical about the line 
5 - 2, + Y-Y, 1, 
xi+1 - 2, Yj+1 - Yj = 
z = (G -t .%+1) 
2 . 
PROOF. We only prove 
1 - f(% Y) = f (2’7 Y’) - 1, 
where x’ = 1 - y, y’ = 1 - x; i.e., 
f(X,Y) + f(l - Y, 1 - xl = 2. (33) 
Since 
J 
tC* (t, x’, y’) dt J tC*(t, x, y) dt 
f(X’,Y’) = R 
J C* (t,x’, y’) dt ’ 
f(X,Y) = 92 J C*(t, x, y) dt ’ R 8-2 
where 
C*(t,x’,y’) fi R((l-z’)T(l-y’),C,(t)) vR(x’T(l-y/)$:(t)) 
v R ((1 - x’) Ty’, C:(t)) v R (x’Ty’, C,“(t)) 
= R (xTY, C,“(t)) v R ((1 - YP’x, C,“(t)) 
(34) 
v R (YW - xc), C,“(t)) v R (Cl- x)W - Y>, C,“(t)) , 
and 
C*(t,x,y) b R((1 -x)T’(l -Y),@)) vR(xW -y)&;(t)) 
v R ((1 - x)TY, C,“(t)) v R (x~~,c,O(t)) 7 
(35) 
and because C:(t) and C;(t) are reciprocally symmetrical about the line z = 1, C:(t) itself is 
symmetrical about the line z = 1. In addition, 
and thus, 
J C*(t, x, y) dt = C* (t, x’, y’) dt, R J !R
fb, Y) + f (x’, Y’> = 2 
J t [C*(t,x,y) +C* (t,x’,y’)] dt 
aR 
J 
= 2. I 
[C*(t, 2, Y) + C* (t, x’, Y’)] dt 
R 
From Theorems 6, 7, and equation (31), we can conclude that once we know the structure of 
the typical control function f on ((2, y) E I x I ] x > y, x + y < l}, we can understand the whole 
structure of F on [-E,E] x [-EC,EC]. 
Now we denote 
I1 = {(z, y) E I x I ] 2 > y, 5 + y < l}, I2 = ((2, y) E I x I 1 x > y, x + y > l}, 
13={(x,y)EIxIIx<y, x+y>l}, 14 = {(x,y) E I x II x <y, x+y < 1) 
(see Figure 6a). Usually, f(x, y) h as i d ff erent analytic expressions in regions II, 12, 13, and I,. 
Therefore, we write 
( fl(?Y), (Z,Y) E 11, 
fhY) i 
fi(X,Yh (GY) E I23 
f&Y), (2, Y) E 13, 
(36) 
f&Y), by) E 14, 
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where fr, fs, fs, and f4 have different expressions. Because of symmetry (see equations (32) 
and (33)), f2, f 3, and f4 can be obtained from fi as follows: 
f2(2,Y) = 2- fl(l -Y71 -x:>, 
f3(? Y) = 2 - fl(l - z, 1 - Y), 
f4(2,Y) = fl(Y,~). 
Yjtl 
Yj-1 
(37) 
(b) 
Figure 6. The regions of (zi,yi). 
Suppose that A = {A~}(-J~~~J) and a = {Bj}(-Jy<J) are equally spaced fuzzy partitions 
on X and Y, respectively. Denoting h, b q+r - ZC~ and h, 5 Yj+r - yj , and considering the region 
[G-I,x~+I] X [I/j-l,Yj+lI h s own in Figure 6b, we can divide it into eight regions as 5’1, S’s,. . . , Ss. 
The expressions of the typical function f corresponding to these regions in the neighborhood of 
(xi, yj) are also shown in Figure 6b. 
We denote 
ab lim -, fl@, 0) 
x+0+0 2 
ck lim fl(l,Y) - 1 
y-+0+0 Y ’ 
be lim p, fl(%Y) 
y-a+0 y 
d 5 li~-~ fl(?O) - 1 
2-l ’ 
(38) 
if there exist the above limits. 
According to Theorems 6,7, and expression (37), the normal vectors of the surface z = F(z, Y) 
at the point (xi, Yj, zi+j) corresponding to the regions Sr, Ss, . . . , Ss can be obtained a~ follows: 
(S1):%= ($,$1); (s2):?i’2= ($34); 
(S3):T?t3= ($,$); (S4):T?t4= ($51); 
(&):&= ($$-1); (s6):x+s= (g-1); 
(S,):%=(g$,-1); (Ss):~s=(~r~,-l). 
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Therefore, there are four tangent planes corresponding to the regions 4, Sz, . , Ss, and their 
equations are 
(S1,Ss) : z = zi+j + P(x -Xi) + jy(Y - Yj), 
z Y 
(Sa, Sfj) : z = zi+j + $x - Xi) + $Y - Y3)r 
5 Y 
(AL& ST) : z = z,+j + ;(x - Xi) + F(Y - Yj), 
s Y 
(Sd, Sg) : 2 = Zi+j + $x - Xi) + F(Y - Yj). 
z Y 
Thus, we have Theorem 8 as follows. 
THEOREM 8. Under the above conditions, in the peak points (CC;, yj) (i, j = -J, . . . , J), the 
connection between the two control surfaces z = F(x, y) corresponding to the regions S1 and 85 
is smooth. Other connections such as S, and 5’6, Ss and ST, and Sd and Ss are alSo smooth. 
Moreover, in the neighborhood of the peak points (xi, yj) (i,j = -J, . . . , .I), the performance 
of the fuzzy controller is approximately equivalent to alternately appearing of the four linear 
controls according to the states of the inputs. 
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