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a b s t r a c t
Recently newclasses of directed, acyclic graphswithn vertices, namelyAm-orderswherem
is a larger than 1 integer, have been presented. These classes contain the interval orders, but
are incomparable to trees. Here it is shown that the complexity of recognizing theAm-order
class is O(n9), hence independent of m. However, recognizing if a graph is in Am-orders
for allmmight be done in O(n3) time. These classes have an application in the preemptive
multiprocessor scheduling problem. This problem is NP-hard if the number of processors is
arbitrary but open for a fixed number of processorsm. When the task graph is anAm-order,
the problem is polynomial on m processors. Hence it is interesting to recognize such task
graphs in a polynomial, independent ofm time, especially when the number of processors
is large, for instance on a computation grid.
© 2009 Published by Elsevier B.V.
1. Preliminaries
Consider a directed, acyclic graph denoted by G = (V ,≺). Throughout the paper it is supposed for simplicity that G is
equal to its transitive closure. If x ≺ y, then x is a predecessor of y and y is a successor of x. Γ +(x) (resp. Γ −(x)) denotes the
set of all successors (resp. predecessors) of x. Two nodes x and y are incomparable, denoted x ‖ y, if neither precedes the
other. Otherwise, they are said to be comparable. A subset X ⊂ V is linearly ordered if X does not contain any incomparable
tasks. An antichain is a set of tasks no two of which are comparable.
A directed graph is called an interval order if its vertices a ∈ V can be represented by intervals [ua, va[ on the real line
such that a ≺ b if and only if va ≤ ub. Papadimitriou and Yannakakis have shown in [7] that a precedence graph G = (V ,≺)
is an interval order if and only if G does not contain a suborder isomorphic to the structure described in Fig. 1.
A partial order (V ,≺) is called a quasi-interval order (see [4]) if and only if it does not contain a suborder isomorphic to a
structure of either type I or type II or type III as described in Fig. 2. Chardon andMoukrim (see [1]) introduced a generalization
of quasi-interval orders called over-interval orders. A partial order G = (V ,≺) is an over-interval order if and only if it does
not contain a suborder isomorphic to a structure of either type I or type II as described in Fig. 2.
For any precedence graph G = (V ,≺), let
[G]≤m = {A : A ⊂ V such that |A| ≤ m and A is an antichain}.
For any antichains A and B in [G]≤m, let
Max(A, B) = {x ∈ A ∪ B such that there exists y in A ∪ Bwith y ≺ x}
Min(A, B) = {x ∈ A ∪ B such that there exists y in A ∪ Bwith x ≺ y}
Max(A, B) = (A ∩ B) ∪Max(A, B)
Min(A, B) = (A ∩ B) ∪Min(A, B).
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Fig. 1. Forbidden structure for interval orders.
Fig. 2. Forbidden structures for quasi-interval orders.
Fig. 3. Forbidden structures for precedence graphs which areA-orders.
Remark 1. Let G be a precedence graph. For any two antichains A and B in [G]≤m, Min(A, B) and Max(A, B) are antichains.
Definition 1. G = (V ,≺) is an Am-order if and only if there do not exist two antichains A and B in [G]≤m such that
|Max(A, B)| ≥ m+ 1 or |Min(A, B)| ≥ m+ 1.
Furthermore, G = (V ,≺) is anA-order if and only if G is anAm-order for anym.
This definition (and especially the use ofMax(A, B) andMin(A, B)) is motivated by the application presented in Section 4.
For anym ≥ 2, the class ofAm-orders strictly contains over-interval orderswhich strictly contain quasi-interval orders. Also,
quasi-interval orders strictly contain interval orders [5]. The graph with V = {a, b, c, d, e} and a ≺ c , a ≺ d, b ≺ e (Type I
in Fig. 2) is anAm-order, but not an over-interval order.
In Section 2, we present a recognition algorithm for Am-orders whose complexity is independent of m. Also, we show
in Section 3 that recognizing whether a graph is inA-orders might be done in O(n3) time. Then in Section 4, it is explained
how this result may be used to polynomially solve a scheduling problem.
2. Recognition algorithm ofAm-order class
In order to verify whether a precedence graph G is anAm-order, a straightforward way is to consider any two antichains
A and B in [G]≤m, compute |Max(A, B)| and |Min(A, B)| and verify whether |Max(A, B)| ≥ m + 1 or |Min(A, B)| ≥ m + 1.
This leads to a complexity of O(m2n2m). Now we propose a polynomial algorithm to recognizeAm-orders for any m with a
complexity independent ofm. First, we recall the following result.
Proposition 1 ([5]). Let G be a directed graph. For any two antichains A and B in [G]≤m such that |Min(A, B)| ≥ m + 1, there
exist {a, e, f } ⊂ A and {c, d, b} ⊂ B such that the subgraph of G induced by {a, b, c, d, e, f } is isomorphic to GII from Fig. 3.
Algorithm 1 enumerates all existing GII structures. From each such sextuple, it tries to build two antichains A and B such
that |Min(A, B)| ≥ m + 1. If it succeeds, this means G is not an Am-order. Otherwise, from Proposition 1, G must be an
Am-order. Treating GI structures is symmetrical. Before providing the formal proof, we give an example to show how it
works.
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Fig. 4. A directed graph that is not inA6-orders
Weapply Algorithm1 to the directed graph described in Fig. 4withm = 6. For the 6-tuple {a, b, c, d, e, f }whose induced
subgraph has type GII, we obtain M = {1, 2, 4, 6}, X = {4, 6}, Y = {1, 2, 4} and S = {2, 4, 6}. Hence, Algorithm 1 returns
FLAG = 1. The procedure of the proof of Proposition 2 builds the two antichains A = {a, e, f , 4, 6} and B = {b, c, d, 2, 4}
with |Min(A, B)| = {c, d, e, f , 2, 4, 6}. This shows that G does not belong toA6-orders.
Proposition 2. Algorithm 1 recognizes whether G is anAm-order or not for any m ≥ 3.
Proof. Suppose first that the algorithm stops with FLAG = 1, due to some 6-tuple {a, b, c, d, e, f }whose induced subgraph
has type GII. Wewill show that two antichains A and B in [G]≤m such that |Min(A, B)| ≥ m+1may be built by the following
procedure.
A := {a, e, f }; B := {b, c, d};
Let S be the set produced by Algorithm 1; S0 := S;
while (|A| < m) and (S ∩ (X ∩ Y ) 6= ∅) do
choose z ∈ S ∩ (X ∩ Y );
A := A ∪ {z}; B := B ∪ {z}; S := S − {z};
end while;
if |A| = m then STOP endif
while (|A| < m) and (S ∩ X 6= ∅) do
choose z ∈ S ∩ X;
A := A ∪ {z}; S := S − {z};
end while;
if |A| = m then STOP endif
while (|B| < m) and (S 6= ∅) do
choose z ∈ S;
B := B ∪ {z}; S := S − {z};
end while;
Algorithm 1Am-orders recognition
Require: A directed graph G = (V ,≺), an integerm ≥ 3.
Ensure: A variable FLAG which is 0 if G is anAm-order and 1 otherwise.
FLAG := 0;
Compute I := {{a, b, c, d, e, f } ⊂ V such that the subgraph of G induced by {a, b, c, d, e, f } has type GII};
while (I 6= ∅) and (FLAG = 0) do
Let {a, b, c, d, e, f } ∈ I; I := I − {{a, b, c, d, e, f }};
LetM = {v ∈ V − {a, b, c, d, e, f }/v ‖ c, v ‖ d, v ‖ e, v ‖ f };
Let X = {x ∈ M/x ‖ a};
Let Y = {y ∈ M/y ‖ b};
Look for an antichain of maximum cardinality in the subgraph of G induced by X ∪ Y , say S;
if |S| + 4 ≥ m+ 1 then FLAG := 1; return; end if
end while;
(* do the same for type GI *)
During the first loop, tasks incomparable to a, b, c, d, e and f of the 6-tuple are added to both A and B which remain
antichains. During the second loop, the tasks added to A belong to X − Y . Hence they are predecessors of b which is in B.
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During the third loop, the tasks added to B belong to Y − X . They are predecessors of a which is in A. By definition of S, X
and Y , A and B are antichains at the end of the procedure and (A ∪ B)− {a, b} ⊂ Min(A, B).
The procedure above stops with |A| = m, |B| = m or S = ∅.
Case 1: |A| = m. Since (A ∪ B)− {a, b} ⊂ Min(A, B) and {c, d} ⊂ B, we have |Min(A, B)| ≥ |(A− {a}) ∪ {c, d}| = m+ 1.
Case 2: |B| = m. Since (A ∪ B)− {a, b} ⊂ Min(A, B) and {e, f } ⊂ A, we have |Min(A, B)| ≥ |(B− {b}) ∪ {e, f }| = m+ 1.
Case 3: S = ∅. So S0 ⊂ Min(A, B) and |Min(A, B)| ≥ |S0 ∪ {c, d, e, f }| ≥ m− 3+ 4 = m+ 1.
Hence |Min(A, B)| ≥ m+ 1, and G is not anAm-order. Of course the reasoning applies if the 6-tuple is of GI type.
Now suppose that the algorithm never encountered any 6-tuple of type GII (and of type GI), such that |S| + 4 ≥
m + 1 (FLAG = 0), and that G is not an Am-order. Then there are two antichains A and B such that |Min(A, B)| ≥ m + 1
or |Max(A, B)| ≥ m + 1. Consider the first case. According to Proposition 1, G contains necessarily a suborder isomorphic
to GII, with a, e, f ∈ A, b, c, d ∈ B. Hence Min(A, B) contains {c, d, e, f }. Let X, Y , S be the sets computed by the algorithm
for the 6-tuple {a, b, c, d, e, f }. We will show that Min(A, B) ⊆ X ∪ Y ∪ {c, d, e, f }. Indeed, let v be a vertex of Min(A, B).
Suppose v ∈ A − {e, f }. Since A is an antichain, we have v ‖ e, v ‖ f , v ‖ a. If v ∈ A ∩ B, v ‖ c follows immediately. If
v 6∈ A ∩ B, we have v ∈ A and v ∈ Min(A, B) and then v has a successor in B. This successor would also be a successor
of c if c ≺ v, a contradiction. So c 6≺ v. Moreover, v 6≺ c. Otherwise, we would have v ≺ a. Hence v ‖ c , v ‖ d and
then v ∈ X . In the same way, if v ∈ B − {c, d}, then v ∈ Y . So Min(A, B) ⊆ X ∪ Y ∪ {c, d, e, f }. Moreover, according to
Remark 1,Min(A, B) is an antichain of S∪{a, b, c, d, e, f }. Amaximumantichain of this set is S∪{c, d, e, f }whose cardinality
is |S| + |{c, d, e, f }| < m− 3+ 4 = m+ 1: a contradiction with |Min(A, B)| ≥ m+ 1.
This completes the proof. 
Theorem 1. The algorithm complexity is O(n9).
Proof. There are O(n6) possible 6-tuples. For each 6-tuple of type GII, the building of X and Y is O(n) if the adjacency matrix
of G is available. Finally, finding a maximum antichain (also called independent or stable set) in a comparability graph G is
O(n3) [3]. Here |X ∪ Y | = O(n). Hence the result holds. 
3. A-order class
Before we describe the recognition algorithm forA-orders, we recall the following result.
Proposition 3 ([5]). Let G be a directed graph. Then the following statements are equivalent:
(1) G is an A-order
(2) G does not contain a suborder isomorphic to GI or GII from Fig. 3.
From Propositions 2 and 3, it is clear thatA-orders andA3-orders are of the same class. Furthermore, from Algorithm 1,
we immediately deduce that if G is not anAm+1-order, it is not anAm-order either form ≥ 3. Finally,A2-orders contain all
orders [5]. These results may be summarized as:
A = A3 ⊆ A4 ⊆ · · ·An = A2. (1)
The algorithm of previous section can be used to check if G is inA-orders, with complexity O(n6). This section provides
a recognition algorithm ofA-orders that can be implemented in O(n3).
First, we state characterizations of directed graphs not containing a suborder isomorphic to GII (symmetrical
characterization holds for GI). The proof of the lemma is easy and left to the reader.
Lemma 1. Let G = (V ,≺) be a transitive directed graph. Then the following statements are equivalent.
1. G does not contain a suborder isomorphic to GII from Fig. 3;
2. For each 5-tuple a, b, c, d, e ∈ V , with c ≺ a, d ≺ a, e ≺ b, a ‖ b, a ‖ e, b ‖ c, b ‖ d, c ‖ d, c ‖ e, d ‖ e, we have that if
f ∈ V − {a, b, c, d, e}, f ≺ b, f ‖ a, f ‖ c, f ‖ d, then e and f are comparable;
3. For each pair i, j ∈ V , with both Γ −(i) − Γ −(j) and Γ −(j) − Γ −(i) non-empty, we have that Γ −(i) − Γ −(j) is linearly
ordered or Γ −(j)− Γ −(i) is linearly ordered.
The following proposition is straightforward from Lemma 1, third statement.
Proposition 4. Let G = (V ,≺) be a directed graph. G is inA-orders if and only if we have simultaneously
• For each pair i, j ∈ V , with both Γ +(i) − Γ +(j) and Γ +(j) − Γ +(i) non-empty, we have that Γ +(i) − Γ +(j) is linearly
ordered or Γ +(j)− Γ +(i) is linearly ordered;
• For each pair i, j ∈ V , with both Γ −(i) − Γ −(j) and Γ −(j) − Γ −(i) non-empty, we have that Γ −(i) − Γ −(j) is linearly
ordered or Γ −(j)− Γ −(i) is linearly ordered.
From the above proposition, an algorithm may be immediately designed. For any pair of independent vertices i and j,
it checks whether the two conditions are verified. Note that this algorithm is very similar to the recognition algorithm for
over-interval orders proposed in [1], and its time and space complexity are the same. With appropriate data structures, the
four sets Γ +(i) − Γ +(j), Γ +(j) − Γ +(i), Γ −(i) − Γ −(j) and Γ −(j) − Γ −(i) may be built in O(n). To verify if one set is
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linearly ordered, it suffices to sort it by the number of its elements’ successors. This number being bounded by n, this is also
done linearly.
This leads to the following theorem.
Theorem 2. The recognition of A-orders can be done in O(n3) time and O(n2) space.
4. Application to scheduling problem [6,5]
A polynomial algorithm to recognize the class ofAm-orders has been proposed. This class, form ≥ 3, contains properly
interval orders and its extensions, quasi-intervals and over-intervals. As interval orders play a key role inmany applications,
adding a new polynomially recognizable class should prove useful. Furthermore, A-orders which intersects all Am-orders
also contains over-intervals, and its recognition algorithm is of much lower complexity. Here we focus on scheduling
applications.
Let us consider n partially ordered tasks to be executed on m identical parallel machines. Let T = (G = (V ,≺), p)
be the task system where V is the set of tasks and p the vector of arbitrary durations. The task graph G is directed and
acyclic. Preemption of the tasks is allowed. The goal is to minimize the overall finishing time or makespan. That problem is
NP-complete ifm is arbitrary [9] but open for a fixedm ≥ 3.
Using linear programming, Sauer and Stone [8] showed that the problem is polynomial for a fixedm for interval orders.
Djellab [2] gave another formulation with O(n2) variables to remove that condition on m. In [6], it is proved that if G is
an Am-order, the optimal makespan can be computed as the optimal value of a linear program whose variables are the
durations associated with all antichains of [G]≤m. However, the solution of the linear program is not a feasible schedule,
hence Moukrim and Quilliot [5] propose a way to compute such a schedule:
Proposition 5 ([5]). For each fixed positive integer m and each task system T = ((V ,≺), p) whose precedence graph
G = (V ,≺) is an Am-order, an optimal preemptive schedule can be found in polynomial time by solving at most n + 1 linear
programs with at most O(nm) variables and O(n) constraints.
It follows that for a fixed but largem, it is possible to recognize in polynomial timewhether a precedence graph is anAm-
order and to compute, also in polynomial time, an optimal schedule. It seems unlikely that this class could be still enlarged,
at least when considering scheduling algorithms based on linear programming. But such works should be extended to other
scheduling problems, as for instance resource constrained project scheduling problems.
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