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a b s t r a c t
A square real matrix with positive row sums is a B-matrix if all its off-diagonal elements
are bounded above by the corresponding row means. We give error bounds for the linear
complementarity problem when the matrix involved is a B-matrix. Perturbation bounds
for B-matrix linear complementarity problems are also considered. The sharpness of the
bounds is shown.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Linear programming problems with structured matrices can present nice properties (see, for instance, [1]). It is well-
known that this also happens with linear complementarity problems. The linear complementarity problem consists of
finding vectors x ∈ Rn satisfying
Mx+ q ≥ 0, x ≥ 0, xT(Mx+ q) = 0, (1.1)
where M is an n × n real matrix and q ∈ Rn. We denote this problem by LCP(M, q) and its solutions by x∗. Many problems
can be posed in the form (1.1) (see [2]).
Let us recall that an n × n real matrix M is a P-matrix if all its principal minors are positive and that M is a P-matrix
if and only if the LCP(M, q) has a unique solution x∗ for any q ∈ Rn (see [2]). Error bounds have been given in [3–7]. If
the P-matrix also satisfies additional properties, then additional consequences can be derived for the corresponding linear
complementarity problem. A typical example is provided by the subclass of P-matrices given by theH-matriceswith positive
diagonals. There are many bounds for the linear complementarity problem when the matrix involved is an H-matrix with
positive diagonals: see, for instance, [3,4,6]. This work shows bounds when the P-matrix belongs to another subclass of
P-matrices: the B-matrices.
A square real matrix A = (aik)1≤i,k≤n with positive row sums is a B-matrix if all its off-diagonal elements are bounded
above by the corresponding row means, i.e., for all i = 1, . . . , n,
n∑
k=1
aik > 0, and
1
n
(
n∑
k=1
aik
)
> aij ∀ j 6= i.
B-matrices have been used in [8–10]. By Corollary 2.6 of [8], a B-matrix is a P-matrix. However, there exist B-matrices which
are not H-matrices. For instance, for any 0 < ε < 1, the matrix
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A =
(1+ ε 1 1
1 1+ ε 1
1 1 1+ ε
)
is a B-matrix and is not an H-matrix.
In Theorem 2.2 we provide an error bound for the linear complementarity problem (1.1) when M is a B-matrix.
Example 2.3 shows that the bound is sharp. A bound of a constant used tomeasure the sensitivity of the solution of B-matrix
linear complementarity problems is presented in Theorem 2.4.
2. Main results
Given a real matrixM = (mij)1≤i,j≤n, for each i = 1, . . . , n let us define
r+i := max{0,mij|j 6= i}.
Then we can writeM = B+ + C , where
B+ =

m11 − r+1 . . . m1n − r+1
...
...
...
...
mn1 − r+n . . . mnn − r+n
 and C =

r+1 . . . r
+
1
...
...
...
...
r+n . . . r
+
n
 . (2.1)
The following characterization of B-matrices is a consequence of Proposition 2.3 of [8].
Proposition 2.1. . Let M be a real matrix and let us write M = B+ + C as in (2.1). Then M is a B-matrix if and only if B+ is
strictly diagonally dominant, by rows with positive diagonal entries.
As recalled above, by Corollary 2.6 of [8], a B-matrixM is a P-matrix. Thenwe can apply toM the third inequality of Theorem
2.3 of [3] and obtain
‖x− x∗‖∞ ≤ max
d∈[0,1]n
‖(I − D+ DM)−1‖∞‖r(x)‖∞
where x∗ is the solution of the LCP(M, q), r(x) := min(x,Mx + q), D = diag(di) with 0 ≤ di ≤ 1, and the min operator
denotes the componentwise minimum of two vectors.
The following result provides a bound for maxd∈[0,1]n ‖(I − D+ DM)−1‖∞ whenM is an n× n B-matrix. This bound can
be calculated with O(n2) elementary operations.
Theorem 2.2. . Suppose that M = (mij)1≤i,j≤n is an n × n B-matrix and let B+ = (bij)1≤i,j≤n be the matrix of (2.1). Let
βi := bii −∑j6=i |bij| and β := mini∈{1,...,n}{βi}. Then
max
d∈[0,1]n
‖(I − D+ DM)−1‖∞ ≤ n− 1min{β, 1} .
Proof. It is straightforward to check that MD := I − D + DM is a B-matrix for each diagonal matrix D = diag(di) with
0 ≤ di ≤ 1. Taking into account thatM = B+ + C , with B+ and C given in (2.1), then we can write
MD = I − D+ DM = I − D+ D(B+ + C) = (I − D+ DB+)+ DC . (2.2)
Observe that C and CD := DC have rank 1. By Proposition 2.1, B+ is a strictly diagonally dominant matrix with positive
diagonal elements. Then it is straightforward to check that B+D := I − D + DB+ is also a strictly diagonally dominant
matrix with positive diagonal elements. Then by (2.2), MD = B+D + CD and since B+D is a nonsingular matrix, we can write
M−1D = (B+D (I + (B+D )−1CD))−1 = (I + (B+D )−1CD)−1(B+D )−1 and so
‖M−1D ‖∞ ≤ ‖(I + (B+D )−1CD)−1‖∞‖(B+D )−1‖∞. (2.3)
Let us now prove the following formula:
‖(B+D )−1‖∞ ≤ max
{
1
β
, 1
}
= 1
min{β, 1} . (2.4)
Since B+D is a strictly diagonally dominant matrix with positive diagonal elements, then
αDi := (1− di)+ biidi −
∑
j6=i
|bij|di > 0
M. García-Esnaola, J.M. Peña / Applied Mathematics Letters 22 (2009) 1071–1075 1073
for all i. Then by Theorem 1 of [11] and taking into account that αDi = (1− di)+ diβi, we have for each matrix D
‖(B+D )−1‖∞ = ‖(I − D+ DB+)−1‖∞ ≤
1
min
i
αDi
= 1
min
i
{(1− di)+ diβi} . (2.5)
Let k ∈ {1, . . . , n} be such that αDk = mini{αDi }. Then, by (2.5) we get
‖(B+D )−1‖∞ ≤
1
(1− dk)+ βkdk ≤
1
(1− dk)+ βdk . (2.6)
If β ≥ 1 then we clearly have
‖(B+D )−1‖∞ ≤ 1.
If β < 1 then, by (2.6) and taking into account that 0 ≤ dk ≤ 1, we can write
‖(B+D )−1‖∞ ≤
1
1− (1− β)dk ≤
1
1− (1− β) =
1
β
.
Therefore, (2.4) holds.
Observe that thematrix B+ of (2.1) has all its off-diagonal entries nonpositive and so the same property holds for B+D . Since
it is also strictly diagonally dominant with positive diagonal entries, we conclude from Theorem 2.3 of Chapter 6 of [12] that
B+D is anM-matrix and so (B
+
D )
−1 =: (b¯ij)1≤i,j≤n with b¯ij ≥ 0 for all i, j.
Since thematrixC of (2.1) is nonnegativewe also deduce thatCD is nonnegative andwe canwrite it asCD = (c1, . . . , cn)Te,
where e = (1, . . . , 1) and ci = dir+i ≥ 0. Then we can write
I + (B+D )−1CD =

1+ a1 a1 . . . a1
a2 1+ a2 . . . a2
...
...
...
...
...
...
an an . . . 1+ an

and
(I + (B+D )−1CD)−1 =

1− a1
1+
n∑
i=1
ai
− a1
1+
n∑
i=1
ai
. . . − a1
1+
n∑
i=1
ai
− a2
1+
n∑
i=1
ai
1− a2
1+
n∑
i=1
ai
. . . − a2
1+
n∑
i=1
ai
...
...
...
...
...
...
− an
1+
n∑
i=1
ai
− an
1+
n∑
i=1
ai
. . . 1− an
1+
n∑
i=1
ai

,
where ai :=∑nj=1 b¯ijcj ≥ 0, i = 1, . . . , n. Hence we can conclude that
‖(I + (B+D )−1CD)−1‖∞ = 1+
(n− 2)max
i
ai
1+
n∑
i=1
ai
≤ 1+ (n− 2) = n− 1.
By the previous formula, (2.4) and (2.3), the result follows. 
The following examples show that the bound given by Theorem 2.2 is sharp.
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Example 2.3. . Let us first consider the n× n B-matrixM1:
M1 =

n n− 1 . . . n− 1 n− 1
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
0 0 . . . 0 1
 , M−11 =

1
n
1
n
− 1 . . . 1
n
− 1 1
n
− 1
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
0 0 . . . 0 1
 .
ThenM1 = B+1 + C1, where B+1 = I and
C1 =

n− 1 n− 1 . . . n− 1 n− 1
0 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 0
0 0 . . . 0 0
 .
Therefore β = 1 and the upper bound of Theorem 2.2 is n − 1. Let us observe that, for D = I , ‖(I − D + DM1)−1‖∞ =
‖M−11 ‖∞ > n−2. Let us now consider the 2×2 B-matrixM2 =
(
1+ ε 1
1 1+ ε
)
, with ε > 0. ThenM−12 =
( 1+ ε
2ε + ε2
−1
2ε + ε2−1
2ε + ε2
1+ ε
2ε + ε2
)
and M2 = B+2 + C2, where B+2 =
(
ε 0
0 ε
)
and C2 =
(
1 1
1 1
)
. Therefore β = ε and the upper bound of Theorem 2.2 is 1
ε
. Let
us observe that for D = I , ‖(I − D + DM2)−1‖∞ = ‖M−12 ‖∞ = 1ε and the bound is achieved. Finally, let us consider the
matrixM3 =
(
10 −9
−9 10
)
, which is simultaneously a B-matrix and anH-matrix and forwhich the upper bound of Theorem 2.2
is considerably smaller than the bound for H-matrices given by formula (2.4) of [3]. This last bound for an H-matrix M is
given by ‖M˜−1max(Λ, I)‖∞, where M˜ is the comparison matrix of M , Λ is the diagonal part of M (Λ := diag(mii)) and
max(Λ, I) := diag(max{m11, 1}, . . . ,max{mnn, 1}). Now M−13 =
(
10/19 9/19
9/19 10/19
)
and M3 = B+3 + C3, where B+3 = M3
and C3 is the null matrix. Therefore β = 1 and the upper bound of Theorem 2.2 is 1. Let us observe that for D = I ,
‖(I − D + DM3)−1‖∞ = ‖M−13 ‖∞ = 1 and the bound is achieved. Moreover, the bound given by formula (2.4) of [3] is
‖M˜3−1max(Λ, I)‖∞ =
∥∥∥M3−1 (10 00 10)∥∥∥∞ = 10, considerably greater than our bound 1.
In Section 2 of [4], there was introduced a constant for a P-matrixM ,
βp(M) = max
d∈[0,1]n
‖(I − D+ DM)−1D‖p, (2.7)
where D = diag(di), with 0 ≤ di ≤ 1, i = 1, 2, . . . , n and ‖.‖p is the matrix norm induced by the vector norm for p ≥ 1.
This constant was used in [4] to measure the sensitivity of the solution of the P-matrix linear complementarity problem.
Theorem 2.4. . Suppose that M = (mij)1≤i,j≤n is a B-matrix and let B+ = (bij)1≤i,j≤n be the matrix defined in (2.1). Let
βi := bii −∑j6=i |bij| and β := mini∈{1,...,n}{βi}. Then
β∞(M) ≤ n− 1min{β, 1} .
Proof. Observe that
max
d∈[0,1]n
‖(I − D+ DM)−1D‖∞ ≤ max
d∈[0,1]n
‖(I − D+ DM)−1‖∞ max
d∈[0,1]n
‖D‖∞
and, since maxd∈[0,1]n ‖D‖∞ = 1, the result follows from Theorem 2.2. 
For the matricesM1,M2 andM3 of Example 2.3, using again D = I , we can show that the bound of Theorem 2.4 is sharp.
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