Abstract -Application Layer (AL) multicast protocols emerged, and in large number, as a response to the slow deployment of IP multicast. However, the gain of different AL multicast mechanisms, in terms of resources consumption over unicast, is questionable. In this paper, we investigate the efficiency of AL multicast protocol NICE, in terms of the number of hops a packet traverses on its path toward the destinations. We propose four alternative algorithms for the creation of NICE overlay and compare their efficiency to the efficiency of unicast, IP multicast, and another two previously evaluated AL multicast protocols (MCAN and Scribe). Further, we investigate the influence of the underlying topology awareness on the efficiency. Our analysis has been performed via simulations, as well as via measurements on the PlanetLab network. We show that the NICE structure achieves better results than MCAN and Scribe.
I. INTRODUCTION A myriad of multimedia applications that involve multiple simultaneous users has emerged in the last decade (e.g. video streaming, distance learning, and many others). Most of them are considerably bandwidthdemanding, hence the efficient delivery is indispensable. The simplest way to achieve the delivery of group applications is to use unicast. Unicast represents a point-to-point communication between a single sender and a single receiver. When using unicast to realize group communication, a source of multimedia has to send a copy of the packet carrying that content as many times as there are users, wasting the network resources.
The best efficient way of distributing same multimedia to multiple users is through network layer (IP) multicasting [5] . In IP multicast only one copy of packet is sent out, up to the point in the network at which the paths to the destinations split, where it is replicated and sent out to links leading to those destinations. Packet replication and routing are handled by network routers, which need to support multicast routing. Due to the lack of a widely available IP multicast service and the boom of peer-to-peer (P2P) applications, a possibility of implementing multicast services in the application layer (AL) has been examined [14] [2] [7] [9] [4] . In AL multicast, data packets are replicated at end users. End users self-organize into a logical overlay network (e.g. CAN [8] , Chord [12] , Pastry [10] and Tapestry [13] ), and transfer data along the edges of the overlay network using unicast. The goal of AL multicast protocols is thus to construct and maintain an efficient overlay for data transmission. AL multicast has several attractive features. The major advantage of AL multicast is that the network infrastructure may remain unchanged, since it uses unicast for data transmission. However, as data is replicated and forwarded by end hosts (users), packets may traverse the same link several times, resulting in an inefficient use of bandwidth. Hence, AL multicast can only make sense if it outperforms unicast in terms of resources utilization. In the last several years, a vast number of AL multicast protocols have emerged. They all claim to be more efficient than unicast, but due to their scarce and limited evaluation drawing strong conclusions is not justified. This paper examines the efficiency of NICE [1] [2] . NICE (recursive acronym of Nice is the Internet Cooperative Environment) is a structured P2P multicast mechanism in which nodes self-organize into a clustered and layered topology. Due to its hierarchical structure, NICE is considered one of the most promising protocols in terms of scalability. However, the clustering and layering mechanism has a direct impact on the efficiency.
Our analysis represents the extension of our study of CAN-based multicast and Scribe presented in [6] . The main purpose of this paper is to evaluate to what extent do the different schemes for the creation of overlay structures (i.e. topology-aware or topologyunaware) impact the efficiency. To investigate the influence of the creation schemes of the NICE, we compare their performance with other scalable AL multicast algorithms, CAN-based multicast [9] and Pastrybased Scribe [4] . We further compare these schemes to unicast and IP multicast. As a performance metric, both the hopcount (the number of hops between nodes) and the node degree have been evaluated. The evaluation is carried out both via simulations, and experiments on the PlanetLab 1.
To the best of our knowledge, the only study of the NICE protocols to this end has been provided by Banarjee et al. [1] [2]. However, our study differs in several aspects: First, we present four alternative methods for NICE overlay construction, in which hopcount and node degree are optimized respectively. Further, we perform our simulations on a large number of different underlying topologies (up to 105) . Finally, we evaluate our observations via experiments on the PlanetLab network, which, to the best of our knowledge, has not previously been done for the NICE protocol. One of the major criticisms of AL multicast is that the end users do not possess the IP topology information available to routers, causing even more inefficiencies than unicast. In this paper, two extreme situations have been considered. In the topology-unaware overlay network, the nodes are organized and connected in a random fashion, without taking the underlying IPlayer topology into account. In the other extreme, we assume that the underlying substrate is fully known and this information is optimally exploited for the overlay creation. The paper is organized as follows: Section II provides a brief description of the NICE protocol and the four alternatives for overlay construction in the layer Lo, and they form a cluster in the layer L1. The leader of the cluster in L1 is F. Thus, F belongs to layer L2 as well. Once the overlay is created, the data in NICE is disseminated along the tree, implicitly embedded in this layered structure. The root of the tree is the user in the highest layer. The users in the other layers become the children of their cluster leaders. Figure 2 depicts the data transmission tree. the source node is also chosen randomly, and they all belong to the 79 measurement end-hosts of PlanetLab.
The results of our PlanetLab experiments are given in Figure 7 and Figure 8 . Figure 7 shows the trend of E[HN] as the m increases when cluster size k = 8.
This figure corresponds to Figure 5 obtained A possible explanation is that TPL topology has a low link density, hence, the hopcount between 2 nodes may be large (in our experiment, the average hopcount between a source and a random multicast destination is about 15 hops). If the size of the cluster is too small, when the cluster i is full, any new coming user, even if the best candidate for joining is the leader of the cluster i, has to join another cluster j (j # i)
in the same layer. This can result in a higher total hopcount. We illustrate this in an example. Figure 9 shows a sparse network topology with 12 routers. To each of them an end user is attached. We create one HNICE overlay for k=6 and k=12 respectively. The total hopcount in HNICE built overlay with k = 6 is 27, larger than that the hopcount of 24 for k=12. When k is small, if node C and node E join after the cluster of cluster leader F is full, they will be designated to another cluster leader, e.g. D.
In the extreme situation, when k is larger than m (in Figure 10, each of the schemes. This figure corresponds to Figure  6 mance than the node degree-based algorithm DNICE. The degree and the hopcount combination algorithm DHNICE performs better than DNICE, however worse than HNICE. * The effect of the cluster size (k) on the efficiency in NICE has been investigated. The simulation results in PlanetLab suggest that all topology aware NICE schemes obtain lower total hopcount with the increase of k.
