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れてきた [5], [6], [8]～[15]．この問題を解決する手法
の一つとして，評価者の特性を表すパラメータを
付与した項目反応モデルが近年多数提案されてい
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ここで，受験者の集合を I = {1, · · · , I}，評価者の
集合を R = {1, · · · , R}，ルーブリックの評価項目
の集合を J = {1, · · · , J}，評価カテゴリーの集合を
K = {0, · · · ,K−1}とおき，受験者 i ∈ I のパフォー
マンスに対し，評価者 r ∈ R が評価項目 j ∈ J に
基づいて与える評点を xijr とする．このとき，デー
タ U は次のように定義できる．
U = {xijr|xijr ∈ {−1} ∪ K, i ∈ I, j ∈ J , r ∈ R}
(1)
































1+exp [−αj(θi−βjk)] k = 1, · · · ,K − 1
P ∗ij0 = 1
P ∗ijK = 0
ここで，θi は受験者 i の能力，αj は項目 j の識別力，
βjk は項目 j において評価カテゴリー k と反応する困











多数提案されている [6], [8], [10], [12], [13], [16]～[19]．
次節では，Uto and Ueno [8]のモデルを紹介する．
3. 2 評価者特性パラメータを付与した項目反応モ
デル
Uto and Ueno [8] は，評価者の厳しさと一貫性の
特性を表すパラメータを付与した GRMを提案してい
る．このモデルでは，受験者 i のパフォーマンスに対
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ここで，αj は評価項目 j の識別力，βjk は評価項目 j
において評点 k を得るための困難度を表す．ただし，
βj1 < βj2 < · · · < βjK−1 とする．また，αr は評価者
r の評価の一貫性，r は評価者 r の評価の厳しさを
表す．また，パラメータの識別性のために αr=1 = 1，




特に Uto and Ueno [8]のモデルでは，評価者数が多
い場合にも高精度な能力推定が可能であり，大規模テ
ストのように評価者数が多くなる場合に高い有効性が



















いる．このモデルでは，受験者 i が項目 j において評
点 k を得る確率 Pijk を次式で定義する．
Pijk = P
∗








] k = 1, · · · , K − 1
P∗ij0 = 1
P∗ijK = 0
ここで，L は能力の次元数，θil は受験者 i の
l ∈ {1, · · · , L} 次元目の能力，αjl は項目 j の l 次元
目の能力に対する識別力を表す．また，βjk は項目 j
において評点 k を得るための困難度を表す．ただし，






で比較したとき項目 j と項目 j′ の値が突出して高かっ




























] k = 1, · · · , K − 1
P∗ijr0 = 1
P∗ijrK = 0
ここで，αjl は評価項目 j の l 次元目の能力に対する識
別力を表し，βjk は評価項目 j において評点 kを得るた
めの困難度を表す．ただし，βj1 < βj2 < · · · < βjK−1
とする．また，モデルの識別性のために，αr=1 = 1，
1 = 0 を仮定する．
4. 1 パラメータの解釈
ここで，提案モデルのパラメータの解釈を説明する
ために，次元数 L = 2，評価カテゴリー数 K = 4 に
おいて，表 1 のパラメータを所与としたときの，式
表 1 図 1 で使用するパラメータ
Table 1 Parameters used in Fig. 1.
αj1 αj2 βj1 βj2 βj3
項目 1 2.0 2.0 −4.0 0.0 4.0
項目 2 2.0 0.5 −4.0 0.0 4.0
項目 3 2.0 2.0 −4.0 2.0 4.0
αr r
評価者 1 1.0 0.0
評価者 2 2.0 0.0
評価者 3 0.5 0.0
評価者 4 1.0 2.0
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図 1 表 1 のパラメータを適用した場合の項目反応曲面
Fig. 1 Item response surfaces given parameters in Table 1.
(5) で表される項目反応曲面（IRS: Item Response
Surface）を図 1 に示す．例えば，図 1 (a)は，表 1 に
おける項目 1と評価者 1のパラメータを適用したとき








図 1 (b)は，図 1 (a)から識別力 αj2 を小さくした






図 1 (c) は，困難度 βj2 が高い場合の IRS である．
困難度パラメータ βjk は，値が大きくなるほど評点 k
以上を取ることが難しくなる．項目 3では，k = 1 と
k = 2 の IRS の境界位置における能力値が項目 1 と
比べて高くなっていることがわかる．これは，項目 3
で評点 k = 2 を得るには，項目 1 で同じ評点を得る
より高い能力が必要であることを意味する．また，困
難度パラメータは，隣接する値 βjk+1 − βjk の差が大
きくなるほど，評点 k への反応確率が高くなる．項目
3 は βj2 − βj1 が大きいため，図 1 (a) と比べて評点
k = 1 を得る確率が全体的に高くなっている．反対に，
βj3 − βj2 については相対的に差異が小さくなってい
るため，評点 k = 2 を得る確率は図 1 (a)と比べて全
体的に低く表現されている．
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を一貫して与えるとともに，同等の能力の受験者に対
しては安定して同一の評点を与える傾向が強いことを









図 1 (f) は，評価者の厳しさパラメータ r が大き


























項目 j′ の値が突出して高ければ，次元 l は評価項目







カルロ（MCMC: Markov Chain Monte-Carlo）アル









ここで，各パラメータの集合を θ = {θ11, · · · , θIL}，
αj = {α11, · · · , αJL}，β = {β11, · · · , βJK−1}，
αr = {α1, · · · , αR}， = {1, · · · , R} と表す．ま






g(θ,αj ,β,αr , , |U) ∝ L(U|θ,αj ,β,αr , )
g(θ|τθ)g(αj |ταj )g(β|τβ)g(αr |ταr )g(|τ) (6)
ここで，














⎩1 : xijr = k のとき0 : 上記以外 (8)
提案アルゴリズムでは，式 (6)の事後分布をMCMC
により求める．ここで，λ = (θ,αj ,β,αr , ) とする





ティングを用いて行う．具体的には，τ ∈ λ について，




















と同様に，θil ∼ N(0.0, 1.02)，αjl ∼ LN(1.0, 0.52)，
βj1 ∼ N(−1.5, 1.02)，βj2 ∼ N(0.0, 1.02)，βj3 ∼
N(1.5, 1.02)，αr ∼ LN(1.0, 0.52)，r ∼ N(0.0, 1.02)
とする．ここで，N(μ, σ2) は平均 μ，標準偏差 σ の








を αl = {αjl|j ∈ J }，l 次元目の能力ベクトルを











J ′ ∈ {J + 1, · · · , J + L} を用いて，以下の手順でパ
ラメータ推定精度の評価を行った．
（ 1） ダミー項目 j ∈ J ′ はカテゴリー数 K = 2
とし，パラメータを以下の値に設定した．⎧⎨
⎩αjl = 1.65 j = J + lαjl = 0.22 j = J + l (9)
βjk = 0 (10)
（ 2） ダミー項目以外の項目 j ∈ J のパラメータ
と評価者パラメータ，受験者の能力値を 4. 3に示した
分布に従ってランダムに生成した．
（ 3） 手順 (1)と手順 (2)で生成したパラメータを
所与として，データ U を式 (5)に基づいて生成した．





αr=1 = 1，1 = 0 の制約は適用しなかった．
（ 5） 得られたパラメータ推定値と手順 (1)で生成
したパラメータ真値との平均平方 2 乗誤差（RMSE:
Root Mean Square Error）とバイアスを算出した．
（ 6） 手順 (2)～(5)を 50回行い，RMSEとバイア
スの平均と標準偏差を算出した．
上記の実験を，評価項目数 J = 5, 10, 15，評価者数
R = 5, 10, 15，次元数 L = 1, 2, 3 のそれぞれの場合に
おいて行った．受験者数と評価カテゴリー数は，次章
で行う実データ実験の設定に合わせて I = 30，K = 4
とした．






















表 2 では，少数ではあるが，次元数 L = 3 のときに評
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表 2 パラメータ・リカバリ実験における RMSE の平均値と標準偏差（カッコ内）
Table 2 Average and standard deviation of RMSE values for parameter recovery
experiment.
J = 5 J = 10 J = 15
L R = 5 R = 10 R = 15 R = 5 R = 10 R = 15 R = 5 R = 10 R = 15
1 0.229 0.146 0.140 0.231 0.161 0.142 0.231 0.158 0.138
(0.084) (0.057) (0.044) (0.072) (0.052) (0.052) (0.065) (0.051) (0.050)
αjl 2 0.243 0.194 0.165 0.237 0.189 0.174 0.245 0.173 0.154
(0.064) (0.067) (0.049) (0.068) (0.044) (0.044) (0.043) (0.032) (0.032)
3 0.281 0.203 0.174 0.279 0.208 0.174 0.258 0.201 0.170
(0.071) (0.052) (0.047) (0.061) (0.038) (0.047) (0.049) (0.038) (0.027)
1 0.163 0.141 0.128 0.166 0.145 0.121 0.165 0.146 0.106
(0.056) (0.042) (0.076) (0.045) (0.046) (0.051) (0.030) (0.052) (0.030)
βjk 2 0.171 0.151 0.116 0.169 0.141 0.137 0.166 0.136 0.133
(0.053) (0.068) (0.037) (0.032) (0.066) (0.032) (0.030) (0.032) (0.056)
3 0.183 0.148 0.151 0.180 0.148 0.125 0.174 0.148 0.135
(0.061) (0.050) (0.077) (0.045) (0.049) (0.044) (0.035) (0.032) (0.039)
1 0.140 0.128 0.130 0.107 0.103 0.102 0.089 0.093 0.087
(0.052) (0.045) (0.054) (0.052) (0.031) (0.033) (0.037) (0.039) (0.032)
αr 2 0.124 0.124 0.130 0.118 0.105 0.099 0.093 0.083 0.095
(0.045) (0.058) (0.033) (0.055) (0.033) (0.037) (0.049) (0.036) (0.047)
3 0.136 0.131 0.116 0.094 0.100 0.097 0.086 0.084 0.087
(0.041) (0.050) (0.035) (0.042) (0.040) (0.027) (0.032) (0.027) (0.030)
1 0.204 0.211 0.195 0.184 0.184 0.171 0.170 0.177 0.152
(0.070) (0.078) (0.053) (0.098) (0.078) (0.070) (0.097) (0.088) (0.060)
r 2 0.215 0.200 0.195 0.177 0.185 0.182 0.165 0.156 0.141
(0.097) (0.067) (0.058) (0.082) (0.078) (0.063) (0.078) (0.059) (0.050)
3 0.192 0.196 0.188 0.163 0.162 0.164 0.167 0.165 0.143
(0.089) (0.075) (0.051) (0.067) (0.051) (0.047) (0.075) (0.065) (0.054)
1 0.329 0.240 0.222 0.253 0.198 0.175 0.235 0.179 0.145
(0.075) (0.057) (0.074) (0.065) (0.057) (0.046) (0.058) (0.053) (0.040)
θil 2 0.439 0.333 0.275 0.371 0.284 0.261 0.337 0.258 0.214
(0.064) (0.055) (0.042) (0.076) (0.056) (0.059) (0.057) (0.046) (0.050)
3 0.469 0.371 0.314 0.444 0.311 0.274 0.385 0.287 0.243





















（ 1） 真の次元数を Lt とし，モデルパラメータを
4. 3で示した分布に従って生成した．
（ 2） 生成したパラメータを所与として，式 (5)に
基づいてデータ U を生成した．
（ 3） データ U を用いて次元数 Le = 1, 2, 3 を仮
定してMCMCによるパラメータ推定を行い，情報量
が高い次元数順に順位づけを行った．
（ 4） 上記の実験を 50 回繰り返し，順位の平均と
標準偏差を算出した．
以上の実験は，項目数 J = 5, 10, 15，評価者数
R = 5, 10, 15，真の次元数 Lt = 1, 2, 3 のそれぞれの
場合において同様に行った．また，項目数と評価者数
が多い場合を想定して，項目数 J = 20, 25, 30，評価
者数 R = 20, 25, 30 の場合でも同様の実験を行った．
受験者数とカテゴリー数は，前節の実験同様，I = 30，




Table 3 Average and standard deviation of bias values for parameter recovery
experiment.
J = 5 J = 10 J = 15
L R = 5 R = 10 R = 15 R = 5 R = 10 R = 15 R = 5 R = 10 R = 15
1 0.039 −0.001 −0.006 −0.005 −0.017 0.007 −0.026 −0.011 −0.015
(0.127) (0.091) (0.090) (0.136) (0.091) (0.101) (0.122) (0.087) (0.088)
αjl 2 −0.014 −0.036 0.003 −0.033 −0.015 0.003 0.002 −0.006 −0.002
(0.096) (0.102) (0.092) (0.088) (0.082) (0.084) (0.071) (0.065) (0.074)
3 −0.011 0.012 −0.017 0.002 −0.015 −0.000 −0.016 0.008 −0.007
(0.104) (0.087) (0.072) (0.073) (0.073) (0.067) (0.079) (0.076) (0.057)
1 0.007 0.007 0.004 0.006 0.022 0.013 0.009 0.021 0.012
(0.049) (0.045) (0.041) (0.045) (0.046) (0.042) (0.039) (0.048) (0.025)
βjk 2 0.004 0.026 0.006 −0.003 0.004 0.022 0.010 0.015 0.018
(0.055) (0.046) (0.031) (0.039) (0.038) (0.049) (0.034) (0.036) (0.043)
3 0.007 0.007 0.012 0.003 0.013 −0.001 0.008 0.019 0.019
(0.055) (0.046) (0.057) (0.044) (0.050) (0.040) (0.042) (0.044) (0.040)
1 0.006 0.015 0.005 0.051 0.016 0.016 0.020 0.033 0.009
(0.104) (0.091) (0.101) (0.085) (0.077) (0.077) (0.074) (0.076) (0.071)
αr 2 0.004 0.028 −0.010 0.034 0.021 0.013 0.026 0.017 0.026
(0.090) (0.088) (0.080) (0.104) (0.078) (0.072) (0.084) (0.064) (0.080)
3 0.034 0.014 0.020 −0.008 0.034 0.015 0.013 0.017 0.017
(0.079) (0.089) (0.071) (0.079) (0.070) (0.068) (0.070) (0.061) (0.066)
1 0.015 −0.029 0.037 −0.023 −0.034 −0.017 −0.014 −0.038 −0.031
(0.147) (0.162) (0.112) (0.174) (0.153) (0.134) (0.169) (0.170) (0.120)
r 2 0.009 0.016 −0.017 0.014 0.004 −0.007 0.001 −0.022 −0.008
(0.176) (0.139) (0.119) (0.156) (0.156) (0.135) (0.152) (0.124) (0.097)
3 −0.020 0.013 0.029 −0.017 0.010 0.006 −0.009 0.013 0.010
(0.165) (0.137) (0.118) (0.115) (0.115) (0.117) (0.154) (0.148) (0.110)
1 0.032 −0.007 0.035 −0.006 0.014 0.016 0.006 0.016 −0.004
(0.134) (0.107) (0.116) (0.104) (0.111) (0.093) (0.128) (0.106) (0.074)
θil 2 0.016 0.035 −0.013 0.006 −0.002 0.024 0.009 0.002 0.015
(0.097) (0.090) (0.071) (0.084) (0.076) (0.097) (0.079) (0.071) (0.073)
3 −0.002 0.012 0.019 −0.003 0.011 −0.001 0.005 0.022 0.017
(0.073) (0.062) (0.063) (0.054) (0.060) (0.052) (0.064) (0.064) (0.056)
表 4 次元数選択精度
Table 4 Accuracy of dimensionality determination.
R = 5 R = 10 R = 15
J = 5 J = 10 J = 15 J = 5 J = 10 J = 15 J = 5 J = 10 J = 15
Lt Le BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC
1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.02 1.00 1.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00)
1 2 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 1.98 2.00 2.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00)
3 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
1 1.12 1.28 1.36 1.90 1.80 2.50 1.44 1.84 2.22 2.82 2.42 2.88 1.46 1.98 2.24 2.76 2.80 2.98
(0.32) (0.53) (0.56) (0.88) (0.72) (0.67) (0.61) (0.70) (0.70) (0.43) (0.67) (0.38) (0.67) (0.73) (0.74) (0.43) (0.40) (0.14)
2 2 1.88 1.76 1.68 1.44 1.38 1.10 1.62 1.34 1.16 1.04 1.10 1.02 1.64 1.28 1.18 1.00 1.00 1.00
(0.32) (0.43) (0.47) (0.50) (0.49) (0.30) (0.49) (0.47) (0.37) (0.20) (0.30) (0.14) (0.48) (0.45) (0.38) (0.00) (0.00) (0.00)
3 3.00 2.96 2.96 2.66 2.82 2.40 2.94 2.82 2.62 2.14 2.48 2.10 2.90 2.74 2.58 2.24 2.20 2.02
(0.00) (0.20) (0.20) (0.47) (0.38) (0.49) (0.24) (0.38) (0.49) (0.40) (0.50) (0.30) (0.30) (0.44) (0.49) (0.43) (0.40) (0.14)
1 1.12 1.58 1.68 2.56 2.38 2.98 1.90 2.48 2.74 3.00 2.94 3.00 2.34 2.74 2.96 3.00 3.00 3.00
(0.38) (0.67) (0.73) (0.67) (0.75) (0.14) (0.81) (0.73) (0.48) (0.00) (0.31) (0.00) (0.74) (0.59) (0.20) (0.00) (0.00) (0.00)
3 2 1.90 1.52 1.56 1.36 1.42 1.60 1.40 1.36 1.34 1.66 1.62 1.82 1.24 1.28 1.60 1.82 1.86 1.98
(0.30) (0.50) (0.50) (0.48) (0.49) (0.53) (0.49) (0.48) (0.47) (0.47) (0.49) (0.38) (0.43) (0.45) (0.49) (0.38) (0.35) (0.14)
3 2.98 2.90 2.76 2.08 2.20 1.42 2.70 2.16 1.92 1.34 1.44 1.18 2.42 1.98 1.44 1.18 1.14 1.02
(0.14) (0.30) (0.59) (0.77) (0.82) (0.49) (0.50) (0.76) (0.74) (0.47) (0.57) (0.38) (0.64) (0.62) (0.57) (0.38) (0.35) (0.14)
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表 5 データ数が多い場合の次元数選択精度
Table 5 Accuracy of dimensionality determination for larger data.
R = 20 R = 25 R = 30
J = 20 J = 25 J = 30 J = 20 J = 25 J = 30 J = 20 J = 25 J = 30
Lt Le BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC
1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.06 1.02 1.04 1.00 1.04 1.02 1.04 1.00 1.02 1.00 1.04
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.31) (0.14) (0.28) (0.00) (0.20) (0.14) (0.28) (0.00) (0.14) (0.00) (0.20)
1 2 2.00 2.00 2.00 2.00 2.00 2.00 2.02 2.00 1.98 1.98 2.00 1.96 1.98 1.98 2.00 1.98 2.00 1.98
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.28) (0.14) (0.14) (0.00) (0.20) (0.14) (0.14) (0.00) (0.14) (0.00) (0.24)
3 3.00 3.00 3.00 3.00 3.00 3.00 2.98 2.94 3.00 2.98 3.00 3.00 3.00 2.98 3.00 3.00 3.00 2.98
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.24) (0.00) (0.14) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00) (0.00) (0.14)
1 3.00 3.00 3.00 3.00 3.00 3.00 2.98 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
2 2 1.00 1.00 1.02 1.02 1.00 1.02 1.00 1.02 1.02 1.02 1.00 1.02 1.00 1.00 1.00 1.02 1.00 1.02
(0.00) (0.00) (0.14) (0.14) (0.00) (0.14) (0.00) (0.14) (0.14) (0.14) (0.00) (0.14) (0.00) (0.00) (0.00) (0.14) (0.00) (0.14)
3 2.00 2.00 1.98 1.98 2.00 1.98 2.02 1.98 1.98 1.98 2.00 1.98 2.00 2.00 2.00 1.98 2.00 1.98
(0.00) (0.00) (0.14) (0.14) (0.00) (0.14) (0.14) (0.14) (0.14) (0.14) (0.00) (0.14) (0.00) (0.00) (0.14) (0.00) (0.14) (0.00)
1 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00 3.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
3 2 1.98 2.00 2.00 2.00 2.00 2.00 1.96 1.98 1.98 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00
(0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.20) (0.14) (0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
3 1.02 1.00 1.00 1.00 1.00 1.00 1.04 1.02 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.20) (0.14) (0.14) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
得られた結果を表 4 と表 5 に示す．表中の値は，各




まず，真の次元数 Lt = 1 のときの順位に着目する
と，全ての条件において正しい次元数 Le = 1 を精度
よく選択していることがわかる．真の次元数 Lt = 2，























下ら [7]が開発した表 6 のルーブリックを用いて 4段






データ U から次元数 L = 1, · · · , 5 を仮定して BIC
と AICを算出した．結果を図 2 に示す．図 2 の横軸
は次元数 L の値であり，縦軸は各次元を仮定したとき
の情報量規準値である．図 2 より，いずれの情報量規












Table 6 Rubric used in actual data experiment.
項目 1：背景と問題 項目 2：主張と結論 項目 3：根拠と事実 項目 4：対立意見の検討 項目 5：全体構成













































































k = 0 k = 1 未満の水準 k = 1 未満の水準 k = 1 未満の水準 k = 1 未満の水準 k = 1 未満の水準
図 2 実データにおける次元数選択
Fig. 2 Dimensionality selection for actual data.
表 7 項目パラメータ推定値
Table 7 Item parameter estimates.
項目 1 項目 2 項目 3 項目 4 項目 5
αjl=1 0.810 1.073 0.629 0.350 1.084
αjl=2 0.745 0.495 0.383 1.639 0.591
βjk=1 −3.946 −3.884 −3.477 −1.342 −3.606
βjk=2 −0.973 −1.009 −0.502 1.064 −0.875












Table 8 Rater parameter estimates.
評価者 1 評価者 2 評価者 3 評価者 4 評価者 5
αr 1.000 1.343 0.845 1.072 1.115
r 0.000 −0.652 0.567 −1.327 −0.279
評価者 6 評価者 7 評価者 8 評価者 9 評価者 10
αr 1.059 1.079 1.649 1.033 1.883











困難度を表 7 に，評価者特性値を表 8 に示す．表 7
から，評価項目間で困難度に差異があることがわかる．
例えば，評価項目 4は βj1，βj2 が他の項目より極端
に高く，低得点を得にくい項目であることがわかる．
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図 3 能力推定値





























（ 2） 評価者 10人からランダムに 5人選択して作
表 9 能力測定精度の評価結果
Table 9 Accuracy of ability measurement.
提案モデル 従来モデル 評価者母数
固定モデル
μ = 0.432 μ = 0.514 μ = 0.446
σ = 0.118 σ = 0.088 σ = 0.134
従来モデル t = 30.227 - -
p < 0.01 - -
評価者母数 t = 5.309 t = 24.919 -
固定モデル p < 0.01 p < 0.01 -
成した評価者群を 60群生成した．
（ 3） 手順 (1)で推定した項目パラメータ，評価者
パラメータを所与とし，各評価者群の評点データから
能力パラメータを推定した．
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