Gaze direction is an important communicative cue. In order to use this cue for human-robot interaction, software needs to be developed that enables the estimation of head pose. We began by designing an application that is be able to make a good estimate of the head pose, and, contrary to earlier neural network approaches, that works for non-optimal lighting conditions. Initial results show that the approach using multiple networks trained with differing datasets, gives a good estimate of head pose, and it works well in poor lighting conditions. The solution is not optimal yet. Smart selection rules taking into account different lighting conditions would enable us to select the neural networks trained with images with similar lighting conditions. This research will allow us to use head orientation cues in Human-Robot interaction with lowresolution cameras and in poor lighting conditions. The software allows the robot to give a timely reaction to the dynamical communicative cues used by humans.
INTRODUCTION
A thorough understanding of human-human interaction is considered important to improve on the likability and acceptability of household humanoid robots.
In human-human interaction, gaze direction serves as an important non-verbal communication medium. It has been shown that the head orientation of a robot influences the perception of gaze direction (Staudte & Crocker, 2009) . Not only are users more engaged in the interaction when robots have their gaze fixed on the user (Sidner, Lee, Kidd, Lesh, & Rich, 2005) , but the engagement is also influenced by conversational cues like joint attention (Kozima, Nakagawa, & Yano, 2003) . Such interactions require the robot to be able to detect the gaze direction of the user.
Specifically, in the context of homecare it is important for the robot to detect the engagement of the user during interaction. Head orientation presumably gives an indication of engagement. With this in mind, we developed a fast way to estimate the head pose of the user. The highly variable lighting conditions within the home environment are taken into account as well.
NEURAL NETWORK SOLUTION
We chose a neural network approach based on the work of Voit, Nickel and Stiefelhagen (2005) . It is relatively fast and remains robust in low spatial resolution. This allows detection of head orientation even when the person is far from the robot. We used two different datasets to train the neural network: Yale's dataset with variable lighting directions (Georghiades, Belhumeur, & Kriegman, 2001 ) and the Face Pointing04 dataset (Gourier, Hall, & Crowley, 2004) . For every image in both datasets, both the pitch and pan of every head was known.
Creating the dataset
We detected faces within the pictures provided by the dataset using Viola and Jones' (2001) object detection method. The cut-out was first transformed to a grayscale image, and then the edges were determined. Instead of outputting an image containing both the grayscale image and the edge detected image, like Voit et al. (2005) , we found that the edge detected image creates sufficient results by itself. For all database images we created an output image of 30x90 pixels (see figure 1) . We ignored some extreme lighting conditions and head orientations resulting in 5756 training images. 
Training the networks
We used the Levenberg-Marquardt training method to train two-layer feed-forward neural networks for the pitch and pan values. For every dataset we trained three different neural network sets (a set contains one pitch and one pan neural network). Four sets were trained with data from both datasets.
RESULTS
Our approach is able to give a good estimate of the head pose coming from a camera, if the mean over all networks is taken. The sample data shown in figure 2 clearly demonstrates that some individual networks perform rather badly (NN 1, 2, 3, 4, 5, 6, 7) , with a lot of high-frequency noise. Figure 2 shows the pitch data only because a nodding gesture was captured; the pan data remained virtually the same. As expected, the noise seems not to be systematic across networks. The combination of a low-frequency filter, averaging over three time frames and over multiple networks results in a good overall estimate of head movements.
CONCLUSION
This solution will be implemented in our robot. After successful implementation the method can be improved. One idea would be to select the best x networks by defining certain lighting variables prior to choosing the trained networks. Using different datasets to train the networks has resulted in complementary output. If one network does not work for, a particular lighting condition, a network trained with a different dataset might result in improvements.
