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「自身の口座に 10000 円を預け入れる」処理と「利子で預金残高の 1%に相当する金額を口
座に追加する」処理がほぼ同時に発生した場合，この二つの処理のどちらを先に実行するか
によって最終的な預金残高の値は異なる結果になる．しかし，ネットワーク的に距離の離れ
たノード A とノード B が存在したとき，ノード A のデータベースには先に「自身の口座に
1000 円を預け入れる」処理が到着し，ノード B のデータベースには先に「利子で預金残高
の 1%に相当する金額を口座に追加する」処理が到着したとする．この場合，処理を到着順



























































































































第 3章 研究の方法論 
 第 1 章を踏まえ，どのようなシステムとどのような評価を行うべきかを説明する． 
 
第 4章 実装 
第 3 章の調査方法に基づいて，どのようなプログラムによって調査を行うかを説明する． 
 








第 7章 将来展望 
今回の結果を元に，今後どのような研究が求められるかを議論する． 
 

































て例えば Spanner[5]と言う分散データベースの TrueTime API のように原子時計を用いた
















例えば Bitcoin を例に取ると，Proof-of-Work の仕組みと難易度調整，そして生成される
ブロックのサイズ制限からシステムのスループットや約 7tx/s (トランザクション/秒) と言
われている．これは VISA などの既存決済システムの平均 2000 tx/s の値と比較しても大き
























































実装してないバージョンで１種類の計 4 種類のバージョンを実装し評価した．概要を表 4.1





























4.2  開発環境 
本研究ではブロックチェーンの開発プログラミング言語に Python を利用した．また Web
フレームワークとして Flask を利用した．サーバーとして uWSGI および nginx を利用し
稼働させた．また，評価においてスケーリング等を完結にするために Docker を利用した．
コンテナのオーケストレーションとして Docker-Compose を利用した．またデータベース
として MongoDB を利用した．MongoDB はブロックチェーンの値や接続されたノード情
報，transaction pool と呼ばれる未承認トランザクションの格納場所など原則的に永続化す
る情報の大半を管理している．各ソフトウェアのバージョンは以下の表 4.2 に示す． 
 

















表 4.3 アプリケーションのインタフェース 
フィールド 説明 
GET /balance 残高を表示する 
GET /mine マイニングによりブロックを追加する 
POST /transaction/new 新規トランザクションを発行する 
GET /chain id 番目の投稿データの詳細画面を表示する 















する処理を実行する．ここで行われる計算は Bitcoin で行われる Proof-of-Work[18]を簡素
化したもので，乱数によって生成された値 proof と，直前に存在したブロックの proof 値
(lastproof)を並べてハッシュ関数の引数に用いた時，ハッシュの先頭 4 文字が 0000 になる
ものを次の正しい proof とし，その値を発見するまで試行するという処理である．
/transaction/new は新しいトランザクションを発行し，接続されたノードにその情報を送
る．/mine によってブロックに取り込まれるまでは，transaction pool と呼ばれる一時的な

























実際の値を用いて説明する．ノードが 3 台稼働していた時，全ノードのクロック値を v = [0, 
0, 0], 個別のクロック値をノード ID が i のとき v[i] = 0 で表現できる．ID:0 のノードが初
めてメッセージを送るときには，[0,0,0]の値をメッセージに付与して送信し，送信完了後に
自身のクロック値 v[0]に 1 加算する．この例では v=[1, 0, 0]になる．メッセージを受信した
とき，例えば 1 番目のノードが[2, 3, 4]を保持していてメッセージに[3, 2, 5]のベクトル情







4.4.2  CBCAST (Causal Multicast) 







2. ベクトルの要素 v[i]はノード ID: i から正しく受信したメッセージの最後の番号とする 




較する．送信元のノード ID が j であるとき，メッセージ内の v[j]が自身の v[j]より 1 大
きい，かつ j 以外の全ての要素が自身の要素より同値または小さい，この条件を満たし
たときにメッセージを受け入れる．それ以外はキューに保存する． 
5. 3 においてキューに保存されたメッセージは再び 3 の条件を満たした場合に受け入れら
れる． 
 
実際の値を用いて説明する．4.4.1 と同じように 3 台のノードが存在し，ノード 1(ID:1)の
ベクトルが[0,0,0]であったとする．この時，ノード 0(ID:0)から[2,0,0]の値を乗せたメッセ
ージが届いた．このときノード 1 はルールに満たないためメッセージをキューに保存する．






















5.1  検証環境 
 調査に用いたシステムの構成を説明する．本研究では Amazon Web Services の EC2 イ
ンスタンス上で Docker コンテナを起動し評価を行った．インスタンスの仕様を表 5.1 に示
す．  
 




専用 EBS 帯域幅 2000Mbps 
OS Amazon Linux 
 
5.2  調査項目 
本研究では第 4 章で示した 4 種類のアプリケーションを調査対象とする．各アプリケー
ションを Docker コンテナとしてシステム上に配置する．このアプリケーションに対して調
査用のスクリプトを実行し，その結果を解析することで調査を行う． 














5.2.2  スループットに対してのメッセージ量 
二つ目に，ノードに送信するメッセージ量のスループット値に対して，実際のメッセージ













シナリオを定義し考察することで導出した．シナリオは 5.3.3 に示す． 
 
5.3  分析および結果 




 得られた結果を表 5.2 に示す．no-clock はクロック無し実装，vector はベクタークロック
を実装したバージョン，cbcast は CBCAST を実装したバージョン，physical は物理グロー
バルクロックを実装したバージョンである．表 5.2 の単位は 1 秒あたりのトランザクショ
ン数 (tx/s)である．また，表 5.2 をまとめたグラフを図 5.1 に示す．図 5.1 の横軸はノード
数，縦軸は 1 秒あたりのトランザクション数 (tx/s)を表す． 
 
表 5.2 ノード数に対してのメッセージ量 
ノード数 no-clock vector cbcast physical 
1 724 747 759 759 
5 682 711 719 720 
10 631 558 363 549 
50 395 298 64 286 





図 5.1 ノード数に対してのメッセージ量 
 
5.3.2  スループットに対してのメッセージ量 
 得られた結果を表 5.3 に示す．送信したメッセージスループット値 (tx/s)に対して，実際
のブロックチェーンが時間内に処理したメッセージ数を表す．凡例の名称は 5.2.1 と同一で
ある．また表 5.3 をグラフとして図 5.2 に示す．図 5.2 の横軸は送信した 1 秒あたりのトラ




表 5.3 スループットに対してのメッセージ量 
送信したメッセ
ージスループッ
ト(tx / s) 
no-clock vector cbcast physical 
1 600 600 58 600 
2 910 288 120 210 
4 83 59 231 306 
5 320 300 134 198 






















時点でマイナーA とマイナーB には既に 99 個のブロックのデータが最新のブロックチェー
ンとして存在しているため，もしマイニングに成功すればこのブロックは 100番目になる．
やがて 10 分経過後，マイナーA がマイニングに成功しハッシュ値 0000abcd を発見した．
 18 
 
すぐさまマイナーA はブロック 100 を生成し，自身に近いノードにその情報をブロードキ
ャストした．一方で，マイナーAが発見して数秒後に，偶然マイナーBがハッシュ値0000ef12
を発見した．すぐさまマイナーB はブロック 100 を生成し，自身に近いノードにその情報
をブロードキャストした．ここでネットワーク上に存在するあるノード C を考える．ノー
ド C はあるとき自身に近いノードからマイナーA が生成したブロックの情報が送られてく
る．ノード C はそのブロックの情報を検証し，正しいことが分かったため，自身のブロッ
クチェーンにブロック 100 として追加した．その後，また自身に近いノードから今度はマ
イナーB が生成したブロック 100 の情報が送られてきた．ノード C は両者のブロック 100
を比較し，マイナーB の発見したハッシュ値 0000ef12 の方が優れていることが計算によっ










トワーク A と 51%が所属するネットワーク B が出来た．その時，両ネットワークで共通し
ていた最新のブロックのブロック番号は 99 だったとする．ある日，ネットワーク A に所属
するユーザーが送金のためにトランザクション A’を発行した．そのトランザクション A’は
ネットワーク A に所属するマイナーA によってブロック 100 に含まれることで確定した．
やがて時間経過と共にマイニングが様々なノードで行われブロック 200までが生成された．
一方で，ネットワーク B でも独自でマイニングが行われ続け，ブロック 201 までが生成さ
れた．ネットワーク B のノードにトランザクション A’は到達することがなかったため，時
系列的にブロック 100 に含めるべきであっても，ネットワーク B 上のブロックチェーンに
は存在しない．ある日，ネットワークの分断が解消されネットワーク A とネットワーク B
は統合された．この時，優れたブランチは長さの長いネットワーク B のブランチ（ブラン
チ B）であった．やがて時間経過と共に，かつてネットワーク A に所属していたノードは
ネットワーク A 内でマイニングされ続けていたブランチ A を破棄し，ブランチ B を採用し





































ロック 100 の次に連なるブロック 101 が 2 種類存在した時の採用するブランチを考える．
ブロック 100 の生成時刻が Unix 時間で 1000 であり，ブロックの平均生成時間が 10 分で
あったとする．2 種類のブロック 101 の時刻は Unix 時間で 1100 と 1500 であったとする．
この時，次のブロック 102 の生成が完了する予想時刻はそれぞれ 1700 と 2100 になる．そ




のスループットは 200/700 = 0.286 tx / s, 200 / 1100 = 0.182 tx /s となり，約 0.1 tx / s の
差が出る．ブロック 200 完了時のスループットの差は 100 * 100 / (1100 – 1000 + 600 * 
100) = 0.166 tx / s, 100 * 100 / (1500 + 600 * 100) – 1000 = 0.165 tx / s となり約 0.001 tx 
/ s となる．このように微々たる差ではあるがシステムのスループットを向上させることが
可能である．一般化すると，ブロックに含まれるトランザクション数の平均値が s, ブロッ
ク生成時間の平均が m, 採用すべきブロック候補のブロック生成時間がそれぞれ𝑡1 , 𝑡2 
(𝑡1 < 𝑡2)とする時，n ブロック先のスループット差は 
𝑠𝑛
𝑡1 +𝑚(𝑛 − 1)
−
𝑠𝑛
𝑡2 +𝑚(𝑛 − 1)
 
となる．Bitcoin の実例の値に当てはめる．Blockchain.info[19]によれば，s≒2000, m≒600
となる．この時，𝑡1 = 0, 𝑡2 = 600 であったとき,6 ブロック先では約 0.667tx/s のスループ
ットが発生する．Bitcoin トランザクションスループットは最大で 7tx/s と言われており，

















続して 5 つ並ぶハッシュを正解とする（1/1048576 の確率）．この設定で得られた平均マイ
ニング完了時間は 1.295 秒であった．この設定で物理グローバルクロックありと無しの 2











生成数 (block / s) 
初期値あり 18.56 0.539 






第 5 章で得られた結果を元に考察を行う． 
 
6.1 クロック概念を導入する意義 
























クと CBCAST との実装面での差異は，主に CBCAST がメッセージの受信可否を判定して
拒否する場合はキューにメッセージを移動させ，再び受信可能になるまで待機することに
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