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Abstract
We study chordal Loewner families in the upper half-plane and
show that they have a parametric representation. We show one, that
to every chordal Loewner family there corresponds a unique measur-
able family of probability measures on the real line, and two, that to
every measurable family of probability measures on the real line there
corresponds a unique chordal Loewner family. In both cases the cor-
respondence is being given by solving the chordal Loewner equation.
We use this to show that any probability measure on the real line with
finite variance and mean zero has univalent Cauchy transform if and
only if it belongs to some chordal Loewner family. If the probability
measure has compact support we give two further necessary and suf-
ficient conditions for the univalence of the Cauchy transform, the first
in terms of the transfinite diameter of the complement of the image
domain of the reciprocal Cauchy transform, and the second in terms
of moment inequalities corresponding to the Grunsky inequalities.
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1 Introduction
In this paper we discuss chordal Loewner families, the chordal Loewner equa-
tion, and probability measures on the real line whose reciprocal Cauchy trans-
form is univalent in the upper half-plane.
Reciprocal Cauchy transforms of probability measures on the real line
play an important role in describing the sum of two noncommutative random
variables, namely for the free additive convolution developed by Voiculescu
[14], and the monotonic convolution developed by Muraki [11].
In [13], Schramm introduced a family of random compact sets, growing
in a domain of the complex plane. He showed that any random, growing,
and compact set that satisfies a certain Markovian-type and conformal in-
variance property belongs to this family, and that it can be generated by
solving Loewner’s equation driven by a Brownian motion on the boundary of
the domain. This family is now known as stochastic (or Schramm-) Loewner
evolution (SLE). Its discovery soon lead to rigorous proofs of various con-
jectures of conformal field theory about the behavior of certain statistical
mechanical systems at criticality, see [15] and references therein.
In [2], we noted that a solution of the (chordal) Loewner equation at a
fixed time is the reciprocal Cauchy transform of some probability measure
on the real line. Since any solution of Loewner’s equation takes values in
the set of univalent functions this raised the question of what characterizes
probability measures whose reciprocal Cauchy transform is univalent in the
upper half-plane. In particular, does any such measure arise by solving a
suitable Loewner equation, and if so, what kind of driving functions need to
be considered?
To begin to treat this question we found it necessary to study the chordal
Loewner equation beyond the cases we found in the literature. These being
either to narrow for our purposes, such as the case of compact complement
for SLE, [9], or to general, as in [5], where, at least to our knowledge, no
consistent normalization and thus parametrization of chordal Loewner fam-
ilies with a complete correspondence with driving functions is possible. On
the other hand, for the (radial) Loewner equation on the unit disk D there
exists just such a treatment, given in [12]. In that case it is convenient to
normalize a univalent function f on D by f(0) = 0 and f ′(0) > 0. (Ra-
dial) Loewner families, i.e maximal subordination chains of such functions,
are then parametrized by the derivative at z = 0 and one can show that
there is a one-to-one correspondence between (radial) Loewner families and
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so-called Herglotz families, the correspondence being given by solving the
(radial) Loewner equation.
In the chordal case in the upper half-plane we have to deal with compact-
ness questions that do not arise in the (radial) disk case. A suitable class
of univalent functions to consider are those f that map the upper half-plane
into the upper half plane and satisfy
|f(z)− z| ≤ Cℑ(z)
for some C > 0 for all z in the upper half-plane. Such functions are in fact
reciprocal Cauchy transforms of probability measures on the real line with
finite variance and mean zero. We show that the least constant C in the
above inequality serves as a parameter for chordal Loewner families and that
chordal Loewner families are in one-to-one correspondence with measurable
families of probability measures on the real line, the correspondence being
given by solving the chordal Loewner equation. The structure of our proof of
these results is identical to the structure of the proof of the analogous result
in the radial case in [12]. However, the basic tools and inequalities used at
the various steps in the argument are very different. We give a detailed proof
in Sections 4 and 5, taking up the bulk of this paper. We hope that our
general treatment may be of use in the context of the stochastic Loewner
evolution if the driving function—Brownian motion—is replaced by more
general stochastic processes, for example superprocesses.
As a consequence of our results in Sections 4 and 5 we can answer the
question, whether every probability measure on the real line with univalent
Cauchy transform belongs to some chordal Loewner family, in the affirmative,
at least when the probability measure has finite variance.
In the case where the probability measure has compact support we give
two further characterizations based on classical results in the theory of uni-
valent functions. The first characterization is in terms of the transfinite
diameter of the complement of the image, and is a consequence of a Theo-
rem by Hayman. The second is an application of the Grunsky inequalities.
It gives, at least in principle, a characterization of probability measures with
univalent Cauchy transform in terms of the moments of the measure.
The paper is structured as follows. In Section 2 we fix notation and collect
some results about reciprocal Cauchy transforms of probability measures
on the real line. In Section 3 we begin by recalling some general results
on domains of univalence of reciprocal Cauchy transforms and then obtain
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three characterizations of univalent Cauchy transforms, Theorems 3.1 and
3.2, Corollary 3.1, and Theorem 3.4. In Section 4 we introduce and describe
chordal Loewner families, culminating in the representation as parametrized
families in Theorem 4.3. Finally, in Section 5 we show in Theorem 5.3 that to
every chordal Loewner family there corresponds a unique measurable family
of probability measures on the real line, where the correspondence is being
given by solving the chordal Loewner equation, and in Theorem 5.6 that
to every measurable family of probability measures on the real line there
corresponds a unique chordal Loewner family, the correspondence again being
given by solving the chordal Loewner equation.
The author would like to thank Hari Bercovici for asking the question
that inspired this paper.
2 Preliminaries
For the complex plane C denote H ≡ {z ∈ C : ℑ(z) > 0} the upper half-
plane, −H ≡ {z ∈ C : ℑ(z) < 0} the lower half-plane, and for every positive
real number a, let Ha = {z ∈ C : ℑ(z) > a}. Let µ be a finite positive Borel
measure on R. The Cauchy transform G = Gµ of µ is defined by
z ∈ H 7→ G(z) =
∫
R
µ(dx)
z − x ∈ −H.
G is an analytic function with the property
lim sup
y→∞
y|G(iy)| <∞. (1)
In fact, lim supy→∞ y|G(iy)| = µ(R). Conversely, every analytic function
mapping H into −H that satisfies (1) is the Cauchy transform of a finite
positive Borel measure on R, [1, Satz 3, Teil 59, Kapitel VI]. We can recover
µ from its Cauchy transform using Stieltjes’ inversion formula
µ((a, b)) + µ([a, b]) = −2
π
lim
ǫց0
∫ b
a
ℑ(G(x+ iǫ)) dx.
Since G(z) 6= 0 for all z ∈ H the reciprocal Cauchy transform F ≡ 1/G is an
analytic function that maps H into H. Thus F is a Pick function for which
the following representation is known.
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Theorem 2.1 (Nevanlinna Representation, [6]). Every analytic func-
tion F such that ℑ(F (z)) ≥ 0 for z ∈ H has a representation
F (z) = b+ cz +
∫
R
1 + tz
t− z ν(dt), z ∈ H,
where b = b¯, c ≥ 0 and ν is a finite nonnegative Borel measure on R. The
triple (b, c, ν) is unique and satisfies b = ℜ(F (i)),
c = lim
0<y→∞
ℑ(F (iy))
y
,
and ν(R) = ℑ(F (i))− c.
Besides being a Pick function, the reciprocal Cauchy transform F of a
probability measure µ satisfies
inf
z∈H
ℑ(F (z))
ℑ(z) = 1, (2)
see [10], and the following characterization is known
Theorem 2.2. [10] For an analytic function F : H → H the following are
equivalent:
(i) F is the reciprocal Cauchy transform of a probability measure µ on R.
(ii) There exist a real number b ∈ R and a finite nonnegative Borel mea-
sure ν on R such that
F (z) = b+ z +
∫
R
1 + tz
t− z ν(dt), z ∈ H.
(iii) F satisfies equation 2.
For probability measures with finite variance and zero mean this result
can be specified to
Proposition 2.1. [10] For an analytic function F : H → H the following
are equivalent:
(i) F is the reciprocal Cauchy transform of a probability measure on R
with finite variance and mean zero.
(ii) There exists a finite positive measure ρ on R such that for all z ∈ H,
F (z) = z −
∫
R
ρ(dx)
z − x .
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(iii) There exists a positive number C such that for all z ∈ H,
|F (z)− z| ≤ Cℑ(z) .
Moreover, the variance σ2 of µ in (i), the total weight ρ(R) of ρ in (ii),
and the smallest possible constant C in (iii) are all equal.
3 Univalent Cauchy transforms
We first recall some general results about domains of univalence for Cauchy
transforms. Denote Γα,β the Stolz angle
Γα,β = {z ∈ H : |z| > β and − αℑ(z) < ℜ(z) < αℑ(z)}.
Proposition 3.1 ([4]). Let µ be a probability measure on R, and let 0 <
ǫ < α. There exists a β > 0 such that
(i) F = 1/G is univalent in Γα,β, and
(ii) F (Γα,β) ⊃ Γα−ǫ,β(1+ǫ).
For completeness we reproduce the proof of [4].
Proof. Choose β so that |F (z) − z| < ǫ|z| for z ∈ Γα−ǫ,β(1+ǫ). To prove the
proposition it is enough to show that each w ∈ Γα−ǫ,β(1+ǫ) is assumed by F
exactly once in Γα,β. Indeed, if β
′ > β is sufficiently large, then the boundary
of {z ∈ Γα,β : |z| < β ′} is mapped by F into a curve surrounding w exactly
once.
For a probability measure µ with finite variance there is a stronger result.
Proposition 3.2. Let µ be a probability measure on R with finite variance
σ2 and reciprocal Cauchy transform F . Then the restriction of F to Hσ takes
every value in H2σ precisely once.
Proof. This follows immediately from [10, Lemma 2.4] where the result is es-
tablished under the additional assumption that µ has mean-value 0. Indeed,
if µ has mean value a, set F˜ (·) = F (·+ a). Then F˜ is the reciprocal Cauchy
transform of µ˜, where µ˜ is the push-forward of µ under the map x 7→ x− a.
µ˜ has mean value 0 and so Lemma 2.4 in [10] applies to F˜ . This in turn
implies the result for F .
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It follows that there is a right-inverse F−1 : H2σ → Hσ and hence that F
is univalent on F−1(H2σ).
We now come to the question that was the initial impetus for this paper,
namely, when is the Cauchy transform of a probability measure univalent in
the entire upper half-plane?
As a consequence of our general investigation of chordal Loewner families
in Section 4 we have the following
Theorem 3.1. Suppose that µ is a probability measure on the real line with
variance σ2 and mean zero. The reciprocal Cauchy transform F of µ is
univalent in H if and only if there is a chordal Loewner family {f(t; ·), t ∈
[0,∞)} such that F (z) = f(σ2; z), z ∈ H.
Using the relation between chordal Loewner families and the chordal
Loewner equation that we develop in Section 5 we get
Theorem 3.2. Suppose that µ is a probability measure on the real line with
variance σ2 and mean zero. The reciprocal Cauchy transform F of µ is
univalent in H if and only if there is a measurable family {µt, t ∈ [0,∞)}
of probability measures on R such that if we define the family {f(t; z), t ∈
[0,∞)} as the unique solution to the initial value problem
∂
∂t
f(t; z) = −
∫
R
µt(dx)
z − x ·
∂
∂z
f(t; z), f(0; z) = z,
then F (z) = f(σ2; z), z ∈ H.
For the definition of chordal Loewner family and the precise meaning of
the differential equation see Sections 4 and 5.
In the case where µ has compact support we now provide two further
characterizations of the univalence of the reciprocal Cauchy transform Fµ.
The first characterization is a consequence of a result by Hayman about the
transfinite diameter of the “omitted set” under meromorphic functions, and
the second characterization is in terms of moment conditions based on the
Grunsky inequalities.
We begin by recalling Hayman’s result [8].
Theorem 3.3. Suppose that f is meromorphic in a domain D whose comple-
ment E is compact and that f maps D into a domain D′ whose complement
is E ′. Further suppose that f ′(∞) = 1 which means that
f(z) = z + a0 +
a1
z
+ · · · for large z.
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Then d(E ′) ≤ d(E), where d(E) and d(E ′) denote the transfinite diameter of
E and E ′ respectively. Equality holds if f is univalent and maps D onto D′.
Let µ be a compactly supported probability measure on the real line with
Cauchy transform G = Gµ and reciprocal Cauchy transform F = Fµ. Denote
[Aµ, Bµ] the convex closure of the support of µ. Using the Schwarz reflection
principle it is easy to see that both G and F extend as analytic functions to
C\[Aµ, Bµ], [3]. Denote these extensions also by G and F . Then we have the
following
Corollary 3.1. With the notation from above, µ has Cauchy transform uni-
valent in the upper half-plane if and only if the transfinite diameter of the
complement of F (C\[Aµ, Bµ]) equals Bµ −Aµ.
Next we consider the characterization by moments. To simplify notation
we will assume that the support of µ is contained in the interval [−2, 2]. Let
an =
∫
R
xn µ(dx), n = 0, 1, 2, . . . ,
and note that
G(z) =
∞∑
n=0
anz
−(1+n), |z| > 2.
G extends as an analytic function to C\[−2, 2]. Define
ψ : {z ∈ C : |z| > 1} → C\[−2, 2]
by ψ(z) = z + 1/z. Then ψ is univalent and onto. From the expansion
(
z +
1
z
)−1
=
1
z
· 1
1 + z−2
=
∞∑
k=0
(−1)kz−(2k+1)
valid for |z| > 1, we get
(
z +
1
z
)−(n+1)
=
∞∑
k=0
(−1)k
(
n+ k
n
)
z−(n+2k+1), |z| > 1,
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since
(
n+k
n
)
is the number of distinct, positive, and odd integer solutions to
x1 + · · ·+ xn+1 = n+ 2k + 1. Thus, by rearranging,
G(ψ(z)) =
∞∑
n=0
an
∞∑
k=0
(−1)k
(
n+ k
n
)
z−(n+2k+1)
=
∞∑
n=0

[n/2]∑
k=0
an−2k(−1)k
(
n− k
n− 2k
) z−(n+1),
and the latter expansion holds for |z| > 1. For n = 0, 1, 2, . . . , set
αn =
[n/2]∑
k=0
an−2k(−1)k
(
n− k
n− 2k
)
.
If F = Fµ = 1/G, then
F (ψ(z)) =
1
G(ψ(z))
=
∞∑
n=0
βnz
1−n,
where
α0β0 = 1,
α0β1 + α1β0 = 0,
α0β2 + α1β1 + α2β0 = 0,
. . .
Since a0 = µ(R) = 1, we have α0 = 1 and β0 = 1. Solving the above system
inductively and substituting back the ans for the αns we find for instance
β1 = −a1, β2 = 1 + a21 − a2, and β3 = −a31 + 2a1a2 − a3. For the function
F ◦ ψ we can now consider the Grunsky inequalities.
We briefly recall the definition for the Grunsky coefficients. All results we
use regarding these coefficients can be found in [7]. For an analytic function
g with an expansion
g(z) = z + b0 + b1z
−1 + b2z
−2 + · · ·
valid for |z| > 1, consider
ζg′(ζ)
g(ζ)− w =
∞∑
n=0
Fn(w)ζ
−n,
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where the expansion is valid for all ζ in some neighborhood of ∞ with
Fn(w) = w
n +
∑n
k=1 ankw
n−k, the n-th Faber polynomial of g. Then
Fn(g(z)) = z
n +
∞∑
k=1
βnkz
−k, n = 1, 2, . . .
The coefficients βnk are known as the Grunsky coefficients of g. Set
cnk =
√
k
n
βnk, (n, k) ∈ (Z+)2.
Then the (weak) Grunsky inequalities hold if for each N ∈ Z+, (λ1, . . . , λN) ∈
CN , ∣∣∣∣∣
N∑
n=1
N∑
k=1
cnkλnλk
∣∣∣∣∣ ≤
N∑
n=1
|λn|2.
These inequalities are a necessary and sufficient condition for g to be univa-
lent on {z ∈ C : |z| > 1}. We now apply this fact to F ◦ ψ.
Theorem 3.4. Suppose that µ is a probability measure on R such that its
support is contained in [−2, 2]. Then the reciprocal Cauchy transform F of
µ is univalent in H if and only if for each N ∈ Z+ the real symmetric matrix
[cnk]
N
n,k=1 has all its eigenvalues in [−1, 1].
Proof. Apply the Grunsky inequalities to F ◦ψ. Since all coefficients of F ◦ψ
are real, its Grunsky coefficients are also real. Now the Grunsky inequalities
reduce to bounds on the eigenvalues of the matrices [cnk]
N
n,k=1.
These conditions become quickly intractable. For N = 1 we get |c11| =
|1 + a21 − a2| ≤ 1, while for N = 2 the matrix [cnk]2n,k=1 reads[
1 + a21 − a2 −
√
2(a31 − 2a1a2 + a3)
−√2(a31 − 2a1a2 + a3) 1 + 3a41 − 8a21a2 + 3a22 + 4a1a3 − 2a4
]
.
If µ is even, i.e. all odd moments vanish, then this gives the two conditions,
a2 ≤ 2 and |1 + 3a22 − 2a4| ≤ 1. Thus the Grunsky inequalities may be
useful to quickly rule out that a certain distribution has a reciprocal Cauchy
transform univalent in the upper half-plane just by looking at a few of its
moments.
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4 Chordal Loewner families
Denote R the class of analytic functions f : H→ H which are univalent and
satisfy
|f(z)− z| ≤ Cℑ(z) , z ∈ H, (3)
for some constant C ∈ [0,∞). Denote a the least such constant. By Propo-
sition 2.1, part (ii),
iy[iy − f(iy)] =
∫
R
iy
iy − x ρ(dx),
where ρ is a nonnegative Borel measure on R with total mass a. Thus, by
bounded convergence,
lim
y→∞
iy[iy − f(iy)] = ρ(R) = a.
Remark 4.1. If K ⊂ H is compact and such that H\K is connected and
simply connected, then there exists a unique f ∈ R such that f(H) = H\K,
see [9].
For an example, let t ∈ [0,∞) and define the function f(t; ·) by
f(t; z) =
√
z2 − 2t = z − t
z
+O
(
1
|z|2
)
, z →∞.
Then f(t; ·) belongs to R and its range Gt is the upper half-plane with a
slit along the imaginary axis from zero to
√
2t. We note that f(t; ·) is the
reciprocal Cauchy transform of the arcsine law with density 1/(π
√
2t− x2)
supported in [−√2t,√2t]. The functions f(t; ·), t ∈ [0,∞), form a totally
ordered “chain” relative to the partial ordering induced by inclusion of the
image domains. In fact, {Gt}t∈[0,∞) is a maximal totally ordered family of
simply connected regions in H.
Let f, g ∈ R. We say f is subordinate to g and write f ≺ g if f = g ◦ h
for some h ∈ R.
Lemma 4.1. If f, g ∈ R, then f ≺ g if and only if f(H) ⊆ g(H). In this
case
lim
y→∞
iy [iy − f(iy)] ≤ lim
y→∞
iy [iy − g(iy)] (4)
with equality if and only if f ≡ g.
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Proof. If f = g ◦ h with h ∈ R, then f(H) = g(h(H)) ⊆ g(H), so the
condition is necessary. Conversely, if f(H) ⊆ g(H), then h ≡ g−1◦f : H→ H
is univalent. Denote a, b ∈ (0,∞) the least constants such that
|f(z)− z| ≤ bℑ(z) , z ∈ H, (5)
|g(z)− z| ≤ aℑ(z) z ∈ H. (6)
We then also have
f(iy) = i
(
y +
b
y
)
+ o
(
1
y
)
, y →∞, (7)
g(iy) = i
(
y +
a
y
)
+ o
(
1
y
)
, y →∞. (8)
By (7) and (6), f(iy) ∈ g(H1) for all y large enough, and if f(iy) = g(z) for
some z with ℑ(z) > 1, then
|g−1(f(iy))− f(iy)| = |z − g(z)| < a.
Since also |f(iy)− iy| < b for y > 1 we get
|g−1(f(iy))− iy| ≤ |g−1(f(iy))− f(iy)|+ |f(iy)− iy| < a+ b
for all y large enough. Hence
lim
y→∞
y
|g−1(f(iy))| = 1
and g−1 ◦ f is the reciprocal Cauchy transform of a probability measure on
the real line. Let z = g−1(iy) and set y˜ = y − a/y. For y large enough both
ℑ(z) ≥ 1 and y˜ ≥ 1. Then g(iy˜) = iy + o(1/|y|) and so
|z − iy˜| = |g−1(iy)− g−1(g(iy˜))| = o
(
1
|y|
)
since |(g−1)′(z)| is bounded for ℑ(z) ≥ 1. Similarly |g′(z)| is bounded for
ℑ(z) ≥ 1 and so
|g(z)− g(iy˜)| ≤ C|z − iy˜| = o
(
1
|y|
)
.
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In particular z = O(|y|) and
iy[iy − g−1(iy)] = g(z)[g(z)− z]
= z[g(z)− z] + o(1) = iy˜[g(iy˜)− iy˜] + o(1).
So
lim
y→∞
iy[iy − g−1(iy)] = lim
y˜→∞
iy˜[g(iy˜)− iy˜] = −a.
Since
iy[iy − g−1(f(iy))] = iy[iy − f(iy)] + iy[f(iy)− g−1(f(iy))]
= iy[iy − f(iy)]
+ i
(
y +
b
y
)[
i
(
y +
b
y
)
− g−1
(
i
(
y +
b
y
))]
+ o(1),
we now get
lim
y→∞
iy[iy − g−1(f(iy))] = b− a. (9)
If F is the reciprocal Cauchy transform of a probability measure µ on R we
introduce the function
y ∈ (0,∞) 7→ CF (y) ≡ y
(
1
F (iy)
− 1
iy
)
∈ C.
One can show, [10], that
lim
y→∞
yℑ(CF (y)) =
∫
R
x2 µ(dx),
and, if
∫
R
x2 µ(dx) <∞, then
lim
y→∞
ℜ(CF (y)) =
∫
R
x µ(dx).
On the other hand,
CF (y) = − iy
F (iy)
[iy − F (iy)]
and so for F = g−1 ◦ f
lim
y→∞
yCF (y) = − lim
y→∞
y
F (iy)
lim
y→∞
iy[iy − F (iy)] = i(b− a).
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Hence g−1 ◦ f is the reciprocal Cauchy transform of a probability measure
on the real line with mean zero and variance b − a. It follows in particular
that f ≺ g and also that b ≥ a, i.e. (4). Finally, if b = a, then µ has mean
and variance both equal to zero, that is µ is a unit point mass at zero. In
that case
∫
R
µ(dx)/(z − x) = 1/z and so g−1(f(z)) = z.
Note that the above result implies in particular that the functions f in R
are determined by their image domains. Subordination is a partial ordering
on R. By a chain in R we mean a nonempty totally ordered subset C of R,
and by a chordal Loewner family L we mean a maximal chain, i.e. whenever
L ⊆ C where C is a chain in R, then L = C.
Theorem 4.1. Every f ∈ R belongs to some chordal Loewner family. More
generally, every chain C in R is contained in a chordal Loewner family.
Proof. See proof of Theorem B in section 7.10 in [12].
The following theorem plays in the chordal case the role the Carathe´odory
convergence theorem plays in the radial (disk) case.
Theorem 4.2. Let {fn}∞n=1 be a sequence in R and for every n ∈ Z+ let
an = limy→∞ iy[iy− fn(iy)]. If a = limn→∞ an exists and is finite, then there
exists a function f ∈ R and a subsequence n1, n2, . . . , such that for every
m ∈ Z+
sup
z∈H1/m
|f(z)− fnk(z)| → 0, as k →∞. (10)
Furthermore, if Ao denotes the interior of a set A, then
f(H) =
∞⋃
m=1
∞⋃
l=1
(
∞⋂
k=l
fnk(H1/m)
)o
, (11)
and
a = lim
y→∞
iy[iy − f(iy)]. (12)
If, in addition, the family {fn}∞n=1 is totally ordered, then f is unique and
(10) and (11) hold without going to subsequences.
Proof. Since
|fn(z)| = |(fn(z)− z) + z| ≤ anℑ(z) + |z|,
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the family {fn} is locally bounded and there exists a subsequence n1, n2, . . .
and an analytic function f : H→ H such that fnk → f uniformly on compact
subsets of H as k → ∞. Furthermore, since fn is univalent for each n, f is
either univalent or constant. For each z ∈ H,
|f(z)− z| = |(f(z)− fnk(z))− (fnk(z)− z)|
≤ |f(z)− fnk(z)| +
ank
ℑ(z) .
It follows that f is nonconstant, that |f(z) − z| ≤ a/ℑ(z), and that a is
the least constant such that this inequality holds. This proves (12) along a
subsequence.
We have
fn(z) = z −
∫
R
ρn(dx)
z − x , f(z) = z −
∫
R
ρ(dx)
z − x ,
where ρn and ρ are nonnegative Borel measures with total mass an and a,
respectively. Suppose that a > 0. Then
1
ank
∫
R
ρnk(dx)
z − x →
1
a
∫
R
ρ(dx)
z − x ,
uniformly on compact subsets of H. Since ρn/an and ρ/a are probability
measures, it follows by [10, Theorem 2.5] that ρn/an converges weakly to
ρ/a. This implies that ∫
R
ρnk(dx)
z − x →
∫
R
ρ(dx)
z − x
uniformly on H1/m, for every m ∈ Z+, see [3]. The case a = 0 is easily treated
directly. This proves (10) along a subsequence.
Next, if
w ∈
∞⋃
m=1
∞⋃
l=1
(
∞⋂
k=l
fnk(H1/m)
)o
,
then there exist m, k ∈ Z+ and ǫ > 0 such that
{w′ : |w − w′| < ǫ} ⊂
(
∞⋂
k=l
fnk(H1/m)
)o
.
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Consider Ank ≡ f−1nk ({w′ : |w−w′| < ǫ}) ⊂ H1/m. Then, by (10), w ∈ f(Ank)
for all k large enough. Conversely, suppose w ∈ f(H). Then there exist
m ∈ Z+ and ǫ > 0 such that {w′ : |w − w′| < ǫ} ⊂ f(H1/m). Consider A ≡
f−1({w′ : |w − w′| < ǫ}). Then, by (10), fnk(H1/m) ⊃ {w′ : |w − w′| < ǫ/2}
for all k large enough and this proves (11) along a subsequence.
Finally, suppose that {fn}∞n=1 is totally ordered. Given m,n ∈ Z+ we
may assume without loss of generality that fn ≺ fm. Then fn = fm ◦ g for
some g ∈ R. By Lemma 4.1
|g(z)− z| ≤ an − amℑ(z) .
Thus |fn(z)−fm(z)| = |fm(g(z))−fm(z)| → 0, uniformly on compact subsets
of H, as m,n→∞, and this proves the theorem.
Lemma 4.2. Let f, f1, f2, . . . and g, g1, g2, . . . belong to R. For each n ∈ Z+
let an = limy→∞ iy[iy − fn(iy)], bn = limy→∞ iy[iy − gn(iy)]. Assume that
supn an < ∞, supn bn < ∞, and fn → f , gn → g, uniformly on compact
subsets of H, as n→∞. If fn ≺ gn for each n ∈ Z+, then f ≺ g.
Proof. For each n ∈ Z+, define the function hn by fn = gn ◦ hn. Then
limy→∞ iy[iy − h(iy)] = an − bn. By Theorem 4.2, there exists h ∈ R and a
subsequence n1, n2, . . . such that hnk → h uniformly on compact subsets of
H, as k →∞. Since
|g(h(z))− f(z)| ≤ |g(h(z))− g(hnk(z))| + |g(hnk(z))− gnk(hnk(z))|
+ |fnk(z)− f(z)|,
and gnk → g, fnk → f uniformly, the right hand side tends to zero as
k →∞.
Lemma 4.3. Let γ : [0, 1)→ H be a Jordan arc such that
γ(0) ∈ ∂H and lim
tր1
ℑ(γ(t)) =∞.
For each t ∈ [0, 1) let f(t; ·) ∈ R be the unique function whose range is the
complement of γ([0, t]) in H, and set a(t) = limy→∞ iy[iy − f(t; iy)]. Then
t ∈ [0, 1) 7→ a(t) ∈ [0,∞) is nondecreasing, continuous, and onto.
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Proof. Let t, t1, t2, . . . be points in [0, 1) such that tn → t, as n → ∞. By
Remark 4.1, supn a(tn) < ∞, and so there is a convergent subsequence.
Applying the first part of Theorem 4.2, it follows that there is a subsequence
n1, n2, . . . such that f(tnk) → f ∈ R, and a(tnk) → a. It is straightforward
to check that
∞⋃
m=1
∞⋃
l=1
(
∞⋂
k=l
f(tnk ;H1/m)
)o
= H\γ([0, t]),
and so f = f(t). Now we apply the second part of Theorem 4.2 and it follows
that t 7→ a(t) is continuous. It remains to check that a(t) → ∞ as t ր 1.
By Proposition 3.2, f(t;H) contains H
2
√
a(t)
and the lemma follows.
Lemma 4.4. Let f ≺ g where f, g ∈ R, a = limy→∞ iy[iy − f(iy)], b =
limy→∞ iy[iy − g(iy)], and let c be a positive number.
(i) If c < b, there is an h ∈ R such that
lim
y→∞
iy[iy − h(iy)] = c and g ≺ h.
(ii) If b < c < a, there is an h ∈ R such that
lim
y→∞
iy[iy − h(iy)] = c and f ≺ h ≺ g.
(iii) If a < c, there is an h ∈ R such that
lim
y→∞
iy[iy − h(iy)] = c and h ≺ f.
Proof. The result can be reduced to the case where the complements of the
ranges of f and g in H are compact, bounded by Jordan arcs, and separated
by at least ǫ > 0 in H. To reduce to the case of compact complement, let
fn be the element of R such that fn(H) = f(H) ∪ {z ∈ H : |ℜ(z)| > n}.
By Theorem 4.2, fn → f , uniformly on compact subsets of H. Define gn
similarly. By construction, fn ≺ gn, and it follows from Lemma 4.2 that
it is enough to proof the result for fn and gn. Approximating the compact
complement K of the range of f in H by lemniscates we may assume that
K is bounded by Jordan arcs, and, after shifting the range of f by a small
amount along the imaginary axis, we may assume that the complements of
the ranges of f and g in H are separated by at least ǫ.
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Now the proof proceeds as in [12, Lemma 7.11D]. The Jordan arc γ used
to produce h first traces out the boundary of the range of g in H, say from left
to right. If this part of the boundary consists of more than one component,
then the Jordan arc connects the components by moving along the real axis
between components. After γ has traced the boundary of g(H) in H, it then
moves out to trace the boundary of f(H) in H from right to left. Since the
two boundaries are separated, γ continues to be a Jordan arc. Finally, after
γ has traced both boundaries it continues to ∞ so that its imaginary part
also goes to ∞.
Theorem 4.3. If L is any chordal Loewner family, then
f ∈ L 7→ lim
y→∞
iy[iy − f(iy)] ∈ [0,∞)
is one-to-one and onto. Thus the family L has a parametric representation
L = {f(t; ·)}t∈[0,∞), where each f(t; ·) satisfies
f(t; iy) = i
(
y +
t
y
)
+ o
(
1
|y|
)
, y →∞,
f(b; ·) is subordinate to f(a; ·), whenever 0 ≤ a ≤ b <∞, and f(0; z) = z.
Proof. The proof is analogous to the proof of [12, Theorem 7.12] and is
omitted.
5 Chordal Loewner equation
Let L be any chordal Loewner family with parametric representation {f(t; ·), t ∈
[0,∞)}. If 0 ≤ a ≤ b <∞, then f(b; ·) ≺ f(a; ·) and therefore
f(b; z) = f(a;B(a, b; z))
for some function B(a, b; ·) ∈ R. Then B(a, a; z) = z,
lim
y→∞
iy[iy −B(a, b; iy)] = b− a,
and
B(a, c; z) = B(a, b;B(b, c; z)), (13)
whenever 0 ≤ a ≤ b ≤ c < ∞. We say L is a chordal Loewner family with
associated semigroup {B(a, b; ·), 0 ≤ a ≤ b < ∞}. Since f(t; z) = B(0, t; z),
t ∈ [0,∞), z ∈ H, the semigroup determines L.
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Theorem 5.1. Let L be a chordal Loewner family with associated semigroup
{B(a, b; ·), 0 ≤ a ≤ b <∞}. Then for all z ∈ H,
|B(a, c; z)−B(b, c; z)| ≤ b− aℑ(z) , (14)
|B(a, b; z)−B(a, c; z)| ≤
(
1 +
b− a
ℑ(z)2
)
c− b
ℑ(z) , (15)
whenever 0 ≤ a ≤ b ≤ c <∞. Thus, for each z ∈ H,
(i) the function t ∈ [0,∞) 7→ f(t; z) ∈ H is absolutely continuous,
(ii) if b > 0, a ∈ [0, b] 7→ B(a, b; z) ∈ H is absolutely continuous,
(iii) if a ≥ 0, b ∈ [a,∞) 7→ B(a, b; z) ∈ H is absolutely continuous.
Proof. We have
|B(a, c; z)− B(b, c; z)| = |B(a, b;B(b, c; z))− B(b, c; z)|
≤ b− aℑ(B(b, c; z)) ≤
b− a
ℑ(z) ,
which proves (14). For (15), note that
B(a, b; z) = z −
∫
R
ρa,b(dx)
z − x ,
for some nonnegative Borel measure ρa,b with ρa,b(R) = b− a. So
|B′(a, b; z)− 1| =
∣∣∣∣
∫
R
ρa,b(dx)
(z − x)2
∣∣∣∣ ≤ b− aℑ(z)2 .
Since also |B(b, c; z)− z| ≤ (c− b)/ℑ(z), we get
|B(a, b; z)−B(a, c; z)| = |B(a, b; z)− B(a, b;B(b, c; z))|
≤
(
1 +
b− a
ℑ(z)2
)
c− b
ℑ(z) .
Theorem 5.2. Assume the same situation as in Theorem 5.1.
(i) There is a subset N of [0,∞) of Lebesgue measure zero such that if
t ∈ [0,∞)\N , then
∂
∂t
f(t; z) = lim
h→0
f(t+ h; z)− f(t; z)
h
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exists, uniformly on compact subsets of H.
(ii) For each b > 0, there is a subset N of [0, b] of Lebesgue measure zero
such that if a ∈ [0, b]\N , then
∂
∂a
B(a, b; z) = lim
h→0
B(a + h, b; z)−B(a, b; z)
h
exists, uniformly on compact subsets of H.
(iii) For each a ≥ 0, there is a subset N of [a,∞) of Lebesgue measure
zero such that if b ∈ [a,∞)\N , then
∂
∂b
B(a, b; z) = lim
h→0
B(a, b+ h; z)− B(a, b; z)
h
exists, uniformly on compact subsets of H.
Proof. We will only check (i). The other parts can then be handled in a
similar way. By Theorem 5.1, for fixed z, (∂/∂t)f(t; z) exists a.e. on (0,∞).
The exceptional null set depends on z, but we may choose a single nullset
N ⊂ [0,∞) such that the derivative exists for all t ∈ [0,∞)\N and z =
1/2, 2/3, 3/4, . . . . Fix t ∈ [0,∞)\N , and consider the difference quotients{
f(t+ h; z)− f(t; z)
h
, 0 < |h| < t/2
}
(16)
as analytic functions on H. Note that f(t+ h; z)− f(t; z) = B(0, t+ h; z)−
B(0, t; z), and so, by (15),
|f(t+ h; z)− f(t; z)| ≤


(
1 + t
ℑ(z)2
)
h
ℑ(z)
, if t/2 > h > 0,(
1 + t+h
ℑ(z)2
)
−h
ℑ(z)
, if −t/2 < h < 0.
(17)
Thus, for all 0 < |h| < t/2,∣∣∣∣f(t+ h; z)− f(t; z)h
∣∣∣∣ ≤
(
1 +
t
ℑ(z)2
)
1
ℑ(z)
and the family (16) is locally bounded. Now apply Vitali’s theorem to com-
plete the proof of (i).
In the following we will identify two measurable families of probability
measures on the real line, {µt, t ∈ [0,∞)}, {νt, t ∈ [0,∞)}, if there is a subset
N ⊂ [0,∞) of Lebesgue measure zero such that µt = νt for all t ∈ [0,∞)\N .
20
Theorem 5.3. If {f(t; ·), t ∈ [0,∞)} is any chordal Loewner family, then
there is a unique measurable family {µt, t ∈ [0,∞)} of probability measures
on the real line and a subset N ⊂ [0,∞) of Lebesgue measure zero such that
∂
∂t
f(t; z) = −
∫
R
µt(dx)
z − x ·
∂
∂z
f(t; z) (18)
for all t ∈ [0,∞)\N , and z ∈ H.
Proof. Let {B(a, b; ·), 0 ≤ a ≤ b < ∞} be the semigroup associated to the
chordal Loewner family {f(t; ·), t ∈ [0,∞)}. Then
f(b; z)− f(a; z)
b− a =
f(a;B(a, b; z))− f(a; z)
b− a
=
f(a;B(a, b; z))− f(a; z)
B(a, b; z)− z ·
B(a, b; z)− z
b− a .
By (15), B(a, b; z)→ z, as bց a. So
lim
bցa
f(a;B(a, b; z))− f(a; z)
B(a, b; z)− z =
∂
∂z
f(a; z).
Since (∂/∂z)f(a; z) 6= 0, the limit
lim
bցa
B(a, b; z)− z
b− a (19)
also exists. Furthermore, since
y
∣∣∣∣B(a, b; iy)− iyb− a
∣∣∣∣ = 1 + o(1), as y →∞,
each function [B(a, b; z)− z]/(b−a) is the Cauchy transform of a probability
measure on R. By [10, Theorem 2.5], the limit is also the Cauchy transform
of a probability measure on R, say µa.
For fixed z ∈ H, the function a ∈ [0,∞)→ Ga(z) ≡
∫
R
µa(dx)/(z − x) is
measurable. It follows that a ∈ [0,∞) 7→ Ga ∈ C(H;−H) is also measurable
if we endow C(H;−H), the space of continuous functions, with the topology
of uniform convergence on compact subsets and consider the Borel σ-field.
By [10, Theorem 2.5], the map a ∈ [0,∞) 7→ µa ∈M1(R) is then measurable
if we endow M1(R), the space of probability measures on the real line, with
the topology of weak convergence. Finally, the family {µt, t ∈ [0,∞)} is
unique because the measures are determined, a.e. in t, by (18).
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Theorem 5.4. In Theorem 5.3, let {B(a, b; ·), 0 ≤ a ≤ b < ∞} be the
semigroup associated to the chordal Loewner family.
(i) On [a,∞),
∂
∂s
B(a, s; z) = −
∫
R
µs(dx)
z − x ·
∂
∂z
B(a, s; z), B(a, a; z) = z.
(ii) If b > 0, then on [0, b]
∂
∂t
B(t, b; z) =
∫
R
µt(dx)
B(t, b; z)− x, B(b, b; z) = z.
Proof. On [a,∞),
∂
∂s
f(s; z) =
∂
∂s
f(a;B(a, s; z)) = f2(a;B(a, s; z))
∂
∂s
B(a, s; z),
and ∫
R
µs(dx)
z − x ·
∂
∂z
f(s; z) =
∫
R
µs(dx)
z − x · f2(a;B(a, s; z))
∂
∂z
B(a, s; z).
By Theorem 5.1 the application of the chain rule is valid, [12, Theorem 8.3C].
Now (18) implies (i).
If 0 ≤ a ≤ t ≤ b, then B(a, b; z) = B(a, t;B(t, b; z)). Therefore
0 =
∂
∂t
B(a, b; z)
= B2(a, t;B(t, b; z)) +B3(a, t;B(t, b; z))
∂
∂t
B(t, b; z).
Since
B2(a, t;w) = −
∫
R
µt(dx)
w − x · B3(a, t;w)
by (i), we get
B3(a, t;B(t, b; z))
∂
∂t
B(t, b; z) =
∫
R
µt(dx)
B(t, b; z)− x · B3(a, t;B(t, b; z)).
Again by Theorem 5.1 the application of the chain rule is justified and,
together with B3(a, t;w) 6= 0, this proves (ii).
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We now want to show that every measurable family {µt, t ∈ [0,∞)} of
probability measures on the real line determines a unique chordal Loewner
family {f(t; ·), t ∈ [0,∞)} such that
∂
∂t
f(t; z) = −
∫
R
µt(dx)
z − x ·
∂
∂z
f(t; z).
Theorem 5.5. Let {µt, t ∈ [0,∞)} be a measurable family of probabil-
ity measures on the real line. There exists a unique family of functions
{B(a, b; ·), 0 ≤ a ≤ b <∞} with these properties:
(i) For fixed a, b, B(a, b; ·) is in R, limy→∞ iy[iy − B(a, b; iy)] = b − a,
and
B(a, c; z) = B(a, b;B(b, c; z)) (20)
whenever 0 ≤ a ≤ b ≤ c.
(ii) For fixed b > 0 and z ∈ H, a ∈ [0, b] 7→ B(a, b; z) ∈ H is absolutely
continuous such that
∂
∂a
B(a, b; z) =
∫
R
µa(dx)
B(a, b; z)− x, (21)
a.e. on [0, b], and B(b, b; z) = z.
Furthermore, if for each b ∈ [0,∞) there exists an M ∈ Z+ such that
supp µa ⊂ [−M,M ] for every a ∈ [0, b], then
B(a, b; z) = z − b− a
z
+O
(
1
|z|2
)
, z →∞.
Proof. If B(·, b; z) solves the initial value problem (21), then it also solves
the integral equation
B(a, b; z) = z −
∫ b
a
(∫
R
µs(dx)
B(s, b; z)− x
)
ds, 0 ≤ a ≤ b. (22)
Furthermore, continuous solutions of (22) satisfy
ℑ(B(a, b; z)) ≥ ℑ(z), 0 ≤ a ≤ b, (23)
since ℑ(− ∫ µ(dx)/(z − x)) > 0 if ℑ(z) > 0. To solve (22) we construct
functions B0(a), B1(a), . . . , a ∈ [0, b] such that B0(a) ≡ z and
Bn+1(a) = z −
∫ b
a
(∫
R
µs(dx)
Bn(s)− x
)
ds, a ∈ [0, b],
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n = 0, 1, 2, . . . . Then
B1(a) = z −
∫ b
a
(∫
R
µs(dx)
z − x
)
ds, a ∈ [0, b],
satisfies ℑ(B1(a)) ≥ ℑ(z), a ∈ [0, b] and by induction it follows immediately
that ℑ(Bn(a)) ≥ ℑ(z) for all n ∈ Z+ and a ∈ [0, b]. Furthermore,
|B1(a)−B0(a)| =
∣∣∣∣
∫ b
a
(∫
R
µs(dx)
z − x
)
ds
∣∣∣∣ ≤ b− aℑ(z) .
Similarly,
|B2(a)− B1(a)| =
∣∣∣∣
∫ b
a
(B2(s)−B1(s))
(∫
R
µs(dx)
(B2(s)− x)(B1(s)− x)
)
ds
∣∣∣∣
≤ 1ℑ(z)2
∫ b
a
|B1(s)− B0(s)| ds ≤ 1ℑ(z)3 ·
(b− a)2
2!
.
Continuing inductively we obtain continuous functions B0(a), B1(a), B2(a), . . . ,
a ∈ [0, b], satisfying
|Bn+1(a)− Bn(a)| ≤ 1ℑ(z)2n+1 ·
(b− a)n+1
(n+ 1)!
, a ∈ [0, b],
for each n ∈ N. The estimates imply that the limit
B(a) = lim
n→∞
Bn(a) = z +
∞∑
n=0
(Bn+1(a)−Bn(a))
exists uniformly on [0, b], that ℑ(B(a)) ≥ ℑ(z), a ∈ [0, b], and that a ∈
[0, b] 7→ B(a) ∈ H satisfies (22). To show that B is the unique solution of
(22) suppose that B˜ is another continuous function on [0, b] satisfying (22).
Then ℑ(B˜(a)) ≥ ℑ(z) and
|B(a)− B˜(a)| =
∣∣∣∣
∫ b
a
(B˜(s)−B(s))
(∫
R
µs(dx)
(B(s)− x)(B˜(s)− x)
)
ds
∣∣∣∣
≤ 1ℑ(z)2
∫ b
a
|B(s)− B˜(s)| ds.
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Now Gronwall’s inequality implies B(a) = B˜(a), a ∈ [0, b]. To show that
B(a) = B(a, b; z) is analytic as a function of z ∈ H note first that B0(a) ≡ z
is analytic on H. Suppose now that Bn(a) = Bn(a, b; z) is analytic on H.
Since ℑ(Bn(a, b; z)) ≥ ℑ(z) we get by bounded convergence that z ∈ H 7→
Bn+1(a, b; z) ∈ H is continuous and, by Fubini’s theorem, that for any closed
triangle ∆ in H∫
∆
Bn+1(a, b; z) dz =
∫ b
a
[∫
R
(∫
∆
1
Bn(s, b; z)− x dz
)
µ(dx)
]
ds = 0.
It follows by Morera’s theorem that Bn+1(a, b; z) is analytic as a function of
z in H. Since Bn(a, b; z)→ B(a, b; z), n→∞, uniformly on compact subsets
of H, it follows that B(a, b; z) is analytic as a function of z in H.
We show that B(a, b; z) is univalent on H for a ∈ [0, b]. This is clear for
a = b and to prove it for a ∈ [0, b) suppose that B(a0, b; z1) = B(a0, b; z2) for
some a0 ∈ [0, b) and z1, z2 ∈ H. Note that
∂
∂a
(B(a, b; z1)−B(a, b; z2))
= (B(a, b; z1)−B(a, b; z2))
∫
R
µa(dx)
(B(a, b; z1)− x)(B(a, b; z2)− x) ,
for almost every a ∈ [0, b]. Hence, setting w(a) = B(a, b; z1)−B(a, b; z2), we
have w(a0) = 0 and∣∣∣∣ ∂∂aw(a)
∣∣∣∣ ≤ 1ℑ(z1)ℑ(z2) |w(a)| for a.e. a ∈ [0, b].
Choose M > 0 such that |w(a)| ≤M for a ∈ [a0, b]. Then
|w(a)| =
∣∣∣∣
∫ a
a0
(
∂
∂s
w(s)
)
ds
∣∣∣∣ ≤ Mℑ(z1)ℑ(z2)(a− a0)
and
|w(a)| ≤
∫ a
a0
1
ℑ(z1)ℑ(z2) |w(s)| ds
=
1
ℑ(z1)ℑ(z2)
∫ a
a0
∣∣∣∣
∫ s
a0
(
∂
∂t
w(t)
)
dt
∣∣∣∣ ds
≤ M
(ℑ(z1)ℑ(z2))2 ·
(a− a0)2
2!
.
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Upon iteration we obtain a sequence of estimates which imply that w(a) = 0
for a ∈ [a0, b]. In particular, w(0) = 0 implies z1 = z2 and this completes the
proof that B(a, b; z) is univalent on H.
Next, for fixed 0 ≤ a ≤ c and z ∈ H define t ∈ [0, c] 7→ u(t) ∈ H by
u(t) =
{
B(t, a;B(a, c; z)), if t ∈ [0, a],
B(t, c; z), if t ∈ (a, c]. (24)
We will show that u satisfies (22). Uniqueness of the solution to (22) then
implies the flow identity (20). To show that u solves (22) note first that u is
continuous and that it solves (22) for t ∈ (a, c] by definition. For t ∈ [0, a]
we have
u(t) = B(a, c; z)−
∫ a
t
(∫
R
µs(dx)
B(s, a;B(a, c; z))− x
)
ds
= z −
∫ c
a
(∫
R
µs(dx)
B(s, c; z)− x
)
ds
−
∫ a
t
(∫
R
µs(dx)
B(s, a;B(a, c; z))− x
)
ds
= z −
∫ c
t
(∫
R
µs(dx)
u(s)− x
)
ds.
Hence u solves (22) on [0, c] and (20) follows.
Next, by bounded convergence,
iy [iy − B(a, b; iy)]
=
∫ b
a
(∫
R
iy
B(s, b; iy)− x µs(dx)
)
ds→ b− a,
as y →∞.
Finally, if b ∈ [0,∞) andM ∈ Z+ such that supp µa ⊂ [−M,M ] for every
a ∈ [0, b], then for all z ∈ H such that ℑ(z) > M∫
R
µa(dx)
B(a, b; z)− x =
1
B(a, b; z)
+
∞∑
k=1
ma(k)
(B(a, b; z))k+1
, (25)
where ma(k) =
∫
R
xk µa(dx). Since |(∂/∂a)B(a, b; z)| ≤ 1/ℑ(z) for a.e.
a ∈ [0, b] it is clear that
lim
z→∞
(B(a, b; z)− z) = 0,
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and so (22) and (25) imply
B(a, b; z) = z −
∫ b
a
ds
z
+O
(
1
|z|2
)
, z →∞,
which proves the last statement of the theorem.
By Theorem 5.3, for every chordal Loewner family {f(t; ·), t ∈ [0,∞)}
there is a measurable family {µt, t ∈ [0,∞)} of probability measures on R
such that
∂
∂t
f(t; z) = −
∫
R
µt(dx)
z − x ·
∂
∂z
f(t; z). (26)
Every measurable family of probability measures on R arises in this way.
Theorem 5.6. If {µt, t ∈ [0,∞)} is any measurable family of probability
measures on the real line, then there exists a unique chordal Loewner family
{f(t; ·), t ∈ [0,∞)} such that (26) holds.
Proof. Construct {B(a, b; ·), 0 ≤ a ≤ b <∞} as in Theorem 5.5 and set
f(t; z) = B(0, t; z), z ∈ H, t ∈ [0,∞).
By (20), {f(t; ·), t ∈ [0,∞)} is a chain inR which, by the statement preceding
(20) and Theorem 4.3, is maximal, i.e. {f(t; ·), t ∈ [0,∞)} is a chordal
Loewner family. By Theorem 5.3
∂
∂t
f(t; z) = −
∫
R
νt(dx)
z − x ·
∂
∂z
f(t; z)
for some measurable family {νt, t ∈ [0,∞)} of probability measures on the
real line. Since f(a; z) = f(t;B(t, a; z)) for t ∈ [0, a],
0 = f1(t;B(t, a; z)) + f2(t;B(t, a; z))
∂
∂t
B(t, a; z)
= f1(t;B(t, a; z)) + f2(t;B(t, a; z))
∫
R
µt(dx)
B(t, a; z)− x.
It follows that µt = νt a.e. in t and therefore f(t; z) satisfies (26) for the
given family {µt, t ∈ [0,∞)}.
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Suppose that {g(t; ·), t ∈ [0,∞)} is another chordal Loewner family that
satisfies (26). Then, by the generalized chain rule and Theorem 5.4 (ii),
∂
∂t
[g(t;B(t, a; z))] = g1(t;B(t, a; z)) + g2(t;B(t, a; z))
∂
∂t
B(t, a; z)
= −
∫
R
µt(dx)
B(t, a; z)− x · g2(t;B(t, a; z))
+ g2(t;B(t, a; z))
∫
R
µt(dx)
B(t, a; z)− x
= 0
a.e. on [0, a]. Therefore
g(t;B(t, a; z)) = g(a;B(a, a; z)) = g(a; z)
for all t ∈ [0, a]. In particular,
g(a; z) = g(0;B(0, a; z)) = B(0, a; z) = f(a; z).
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