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Abstract
The fundamental matrix solution of the quantum Knizhnik-Zamolodchikov equation
associated with Uq(ŝl2) is constructed for |q| = 1. The formula for its determinant is
given in terms of the double sine function.
1 Introduction
The aim of this paper is to compute the determinant of the fundamental matrix solution of
the quantum Knizhnik-Zamolodchikov equation associated with Uq(ŝl2) for |q| = 1.
In [6] and [7], Tarasov and Varchenko studied the rational qKZ equation associated with
the sl2 Yangian and the trigonometric qKZ equation associated with Uq(ŝl2), respectively.
The case studied in [6] is the limit q → 1 of the case studied in [7]. However, there is a
difference in these two cases. In the former, the unknown function ψ(β1, . . . , βn) is defined
on Cn, while in the latter the unknown function ψ˜(z1, . . . , zn) is defined on (C\{0})n. If we
set
q = e−
pi2i
ρ , zm = e
2piβm
ρ (1 ≤ m ≤ n),
the limit q → 1 corresponds to ρ→∞. Therefore, the period ρi in βm is lost in this limit.
We will study the qKZ equation on Cn with finite ρ. In [7], the solutions are single-
valued on (C\{0})n. The price for this restriction is that the multiplicative step p in zm of
the difference equation is restricted by the condition 0 < |p| < 1 (or |p| > 1 in a different
convention). We consider the case p = e−
2piiλ
ρ with real ρ and λ. Namely, the additive step
in βm is −λi. Then, the solutions are not single-valued in zm.
In the applications to physics, this difference corresponds to the difference of the models.
In the application to the XXZ spin chain in the massive regime [3], the deformation parameter
1
q satisfies −1 < q < 0, and the multiplicative step is given by p = q−4 for the correlation
functions and by p = q4 for the form factors. On the other hand, in the application to the
sine-Gordon model [5], the deformation parameter q satisfies |q| = 1 and the additive step
is given by λ = 2pi (i.e., p = q4).
We follow [4, 7, 8] for the construction of solutions of the qKZ equations. We consider
the evaluation modules of the Uq(sl2) Verma modules with the spectral parameter zm and
the highest weight 2Λm. The unknown function ψ(β1, . . . , βn) takes a value in their tensor
product. We will fix l and consider the subspace of weight 2(
∑n
m=1 Λm − l), which has
dimensions d =
(
n+l−1
n−1
)
. The qKZ equation is defined on this subspace. We will choose
a basis of this space. The qKZ equation is then written as a system of equations for a
d-dimensional unknown function.
We will construct a non-degenerate d × d matrix such that each column solves the
qKZ equation following a similar construction in [6]. We call it the fundamental solution.
The fundamental solution is constructed symmetrically with respect to the parameters ρ and
λ. Namely, each row solves another qKZ equation with
q = e−
pi2i
λ , zm = e
2piβm
λ (1 ≤ m ≤ n),
and −ρi being the additive step in βm. We remark that in [1] the co-existence of two systems
of equations has already been discussed in the setting of elliptic equations.
We give the fundamental solution in terms of l-dimensional integrals. To prove the non-
degeneracy of the matrix we compute its determinant. The integrands of these integrals are
meromorphic functions given explicitly in terms of the double sine function. We express the
determinant itself as a simple product of double sine functions. In [6,7], similar determinant
formulas are obtained. We follow their line of arguments in the evaluation of the determinant.
We introduce another parameter µ which couples to the sl2 generator h1 acting on the m-
th component of the tensor product. Therefore, the determinant is a function of the variables
β1, . . . , βn,Λ1, . . . ,Λn and ρ, λ, µ. The dependence on β1, . . . , βn is easily determined by
using the two sets of qKZ equations. In order to determine the multiplicative factor which is
independent of β1, . . . , βn, we compute the asymptotics of the fundamental solution in the
region β1 << · · · << βn. This asymptotics is triangular, and the diagonal extries are the
same kind of integrals with n = 1.
The computation of the n = 1 integrals is done in two steps. The first step is to derive
difference equations in µ with steps 2pi
ρ
and 2pi
λ
. The dependence on µ is determined by these
equations. Finally, the multiplicative factor which is independent of µ is determined by
taking the asymptotics when µ→ i∞.
The plan of the paper is as follows. Section 2 contains preliminaries of the qKZ equation.
In Section 3, we construct the fundamental matrix solution. In Section 4, the asymptotics of
the determinant is computed in terms of the n = 1 integrals. These integrals are computed
in Section 5. The formula for the determinant is given in Section 6. A short Appendix is
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given on the double sine function for the convenience of the reader.
2 The qKZ equation
Let q be a nonzero complex number which is not a root of unity. Consider the quantum
affine algebra Ûq = U
′
q(ŝl2) with generators ei, fi, q
±hi (i = 0, 1) and relations:
qhiqhj = qhjqhi, qhiq−hi = q−hiqhi = 1,
qhiejq
−hi = qaijej, q
hifjq
−hi = q−aijfj ,
[ei, fj] = δij
qhi − q−hi
q − q−1 ,
e3i ej − [3]qe2i ejei + [3]qeieje2i − eje3i = 0 (i 6= j),
f 3i fj − [3]qf 2i fjfi + [3]qfifjf 2i − fjf 3i = 0 (i 6= j).
Here a00 = a11 = 2, a01 = a10 = −2, and [n]q is the q-integer defined by [n]q = qn−q−nq−q−1 . We
also use [n]q! =
∏n
m=1[m]q.
We use the coproduct
∆(qhi) = qhi ⊗ qhi, ∆(ei) = ei ⊗ 1 + qhi ⊗ ei, ∆(fi) = fi ⊗ q−hi + 1⊗ fi.
We denote by Uq the subalgebra generated by e1, f1, q
±h1. Let Λ be a complex number
and V qΛ be the Verma module for Uq with the highest weight q
2Λ. We denote the highest
weight vector of V qΛ by v
(0) and use the following basis {v(k)}k≥0.
e1v
(k) = [2Λ− k + 1]qv(k−1), qh1v(k) = q2(Λ−k)v(k), f1v(k) = [k + 1]qv(k+1).
For a nonzero complex number z, we can give V qΛ the Ûq module structure by setting
e0v = zf1v, q
h0v = q−h1v, f0v = z
−1e1v, (v ∈ V qΛ).
We denote by V qΛ(z) the Ûq module defined in this way.
Let Λ1,Λ2 be complex numbers, and v
(k)
1 , v
(k)
2 the base vectors of V
q
Λ1
, V qΛ2, respectively.
For generic z1, z2, there exists a map R
q
Λ1Λ2
(z1/z2) ∈ End
(
V qΛ1(z1)⊗ V qΛ2(z2)
)
such that
R qΛ1Λ2(z1/z2)v
(0)
1 ⊗ v(0)2 = v(0)1 ⊗ v(0)2 , (2.1)
R qΛ1Λ2(z1/z2) ◦∆(x) = σ(∆(x)) ◦R qΛ1Λ2(z1/z2) for allx ∈ Ûq, (2.2)
where σ is the permutation map σ(a ⊗ b) = b ⊗ a. Such a map R qΛ1Λ2(z1/z2) is uniquely
determined by (2.1) and (2.2).
Let V qΛ1⊗V qΛ2 = ⊕∞l=0V qΛ1+Λ2−2l be the decomposition of the Uq module into the irreducible
components. We denote by Πl the projection to the component V
q
Λ1+Λ2−2l
. Then we have
(see, e.g., [6])
R qΛ1Λ2(z1/z2) = R
q
Λ1Λ2
(0)
∞∑
l=0
Πl
l−1∏
j=0
1− q−2(Λ1+Λ2−j)z1/z2
1− q2(Λ1+Λ2−j)z1/z2 , (2.3)
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where
R qΛ1Λ2(0) = q
2Λ1Λ2−
h1⊗h1
2
∞∑
k=0
qk(1− q2)2k∏k
j=1(1− q2j)
(q−h1e1 ⊗ qh1f1)k.
Note that R qΛ1Λ2(0) is triangular with respect to the basis v
(j)
1 ⊗ v(k)2 .
Consider the tensor productW q = V qΛ1(z1)⊗· · ·⊗V qΛn(zn). Let R qij(zi/zj) ∈ EndW q be the
operator acting on the i-th and j-th components as RqΛi,Λj(zi/zj) ∈ End(V qΛi(zi) ⊗ V qΛj(zj)).
We denote by Hm the operator on W
q given by
Hm = 1⊗ · · ·⊗
m−th
h1 ⊗ · · · ⊗ 1.
Let p, r be non-zero complex numbers. For m = 1, . . . , n, set
K˜m(z1, · · · , zn; q, p, r) = R qm,m−1(pzm/zm−1) · · ·R qm,1(pzm/z1)r2Λm−Hm
×R qm,n(zm/zn) · · ·R qm,m+1(zm/zm+1).
The quantum Knizhnik-Zamolodchikov equation is the following system of equations for
unknown function ψ˜(z1, · · · , zn) that takes a value in W q:
ψ˜(z1, · · · , pzm, · · · , zn) = K˜m(z1, · · · , zn; q, p, r)ψ˜(z1, · · · , zn), (1 ≤ m ≤ n) (2.4)
In this paper, we consider the qKZ equation where the step p satisfies |p| = 1. In this
case, solutions to (2.4) are not necessarily single-valued with respect to the parameters
z1, . . . , zn, q, p, r. Therefore, we rewrite (2.4) as follows. We set
z
(ρ)
k = e
2piβk
ρ , q(ρ) = e−
pi2i
ρ , p(ρ,λ) = e−
2piiλ
ρ , r(λ) = e−
µλi
2 ,
ψ(β1, · · · , βn) = ψ˜(z(ρ)1 , · · · , z(ρ)n ),
Km(β1, · · · , βn; ρ, λ, µ) = K˜m(z(ρ)1 , · · · , z(ρ)n ; q(ρ), p(ρ,λ), r(λ)). (2.5)
Then (2.4) is equivalent to the following system of equations for ψ:
ψ(β1, · · · , βm − λi, · · · , βn) = Km(β1, · · · , βn; ρ, λ, µ)ψ(β1, · · · , βn), (1 ≤ m ≤ n). (2.6)
For a non-negative integer l, set
W ql = {v ∈ W q; h1v = 2(
n∑
m=1
Λm − l)v}.
Since the matrix Km acts on W
q
l for each l, the equation (2.6) for ψ splits into the equations
for the weight-l component ψl ∈ W ql . We denote by Km,l the W ql block of Km. Then, we
have
ψl(β1, · · · , βm − λi, · · · , βn) = Km,l(β1, · · · , βn; ρ, λ, µ)ψl(β1, · · · , βn), (1 ≤ m ≤ n).(2.7)
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Let W q∗l be the dual space of W
q
l with the coupling 〈v∗, v〉 for v∗ ∈ W q∗l and v ∈ W ql . In
Section 3, we construct Ψl(β, . . . , βn; ρ, λ, µ) taking a value in W
q(ρ)
l ⊗W q
(λ)
l such that for
any v∗ ∈ W q(λ)∗l ,
ψl(β1, . . . , βn) = 〈v∗,Ψl(β, . . . , βn; ρ, λ, µ)〉 ∈ W q
(ρ)
l
satisfies (2.7) and also, for any w∗ ∈ W q(ρ)∗l ,
ψl(β1, . . . , βn) = 〈w∗,Ψl(β, . . . , βn; ρ, λ, µ)〉 ∈ W q
(λ)
l
satisfies (2.7) with ρ and λ interchanged.
3 The hypergeometric solutions
For a non-negative integer l, we set
Znl =
{
(l1, · · · , ln) ∈ Zn≥0;
n∑
m=1
lm = l
}
.
For L = (l1, · · · , ln) ∈ Znl , set
ΓLm = {l1 + · · ·+ lm−1 + 1, · · · , l1 + · · ·+ lm},
and define a map γL : {1, · · · , l} → {1, · · · , n} by
γL(j) = m
def⇐⇒ j ∈ ΓLm.
We also define a partial order  on Znl by
L  L′ def⇐⇒ ln ≤ l′n, ln−1 + ln ≤ l′n−1 + l′n, . . . , l2 + · · ·+ ln ≤ l′2 + · · ·+ l′n.
We define a function w
(ρ)
L as follows:
w
(ρ)
L (α1, · · · , αl; β1, · · · , βn) = Skew
(
g
(ρ)
L (α1, · · · , αl; β1, · · · , βn)
)
, (3.8)
g
(ρ)
L (α1, · · · , αl; β1, · · · , βn) = q(ρ)
∑
m<m′ lmlm′
∏
1≤j<j′≤l
sh
pi
ρ
(αj′ − αj − pii)
×
l∏
j=1
(
e−
pi
ρ
(αj−βγL(j)+ΛγL(j)pii)
∏
m<γL(j)
sh
pi
ρ
(αj − βm + Λmpii)
∏
m>γL(j)
sh
pi
ρ
(αj − βm − Λmpii)
 ,
where Skew is the skew-symmetrization with respect to (α1, · · · , αl), i.e.,
Skewf(α1, · · · , αl) = 1
l!
∑
σ∈Sl
(sgnσ)f(ασ1 , · · · , ασl).
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We abbreviate w
(ρ)
L (α1, · · · , αl; β1, · · · , βn) to w(ρ)L (β1, · · · , βn) (or w(ρ)L (α1, · · · , αl)) when the
dependence on the abbreviated variables is irrelevant.
We set
F (ρ) =
∑
L∈Zn
l
Cw
(ρ)
L .
Now we define a pairing between F (ρ) and F (λ). We use
ϕ(x; Λ) =
1
S2(ix− Λpi)S2(−ix− Λpi) , φ(x) =
n∏
m=1
ϕ(x− βm; Λm), ψ(x) = ϕ(x;−1),
(3.9)
where S2(x) = S2(x|ρ, λ) is the double sine function with periods ρ and λ (see Appendix).
In this paper, we assume that the auxiliary parameters, ρ, λ, µ and −Λm (1 ≤ m ≤ n),
are in R>0.
Suppose that f, g are entire functions in the variables α1, . . . , αl. For fixed β1, . . . , βn ∈ R
we set
I(f, g) =
∫
C
· · ·
∫
C
dα1 · · ·dαl eµ
∑l
j=1 αj
l∏
j=1
φ(αj)
∏
1≤j<j′≤l
ψ(αj − αj′)
× f(α1, . . . , αl)g(α1, . . . , αl). (3.10)
Here the contour C for the variable αj is taken to be the real line R. Note that the poles of
the integrand at
βm − Λmpii+ ρiZ≥0 + λiZ≥0, αj′ + pii+ ρiZ≥0 + λiZ≥0
are above C and the poles at
βm + Λmpii− ρiZ≥0 − λiZ≥0, αj′ − pii− ρiZ≥0 − λiZ≥0
are below C. As we will see in Section 4, there is a region of the parameters where the
integral (3.10) is absolutely convergent.
The integral, in particular, defines the pairing I(w(ρ), w(λ)) between w(ρ) ∈ F (ρ) and
w(λ) ∈ F (λ) .
Theorem 3.1. For w(λ) ∈ F (λ), we set
ψl =
∑
L∈Zn
l
I(w
(ρ)
L , w
(λ))v
(ρ)
L where v
(ρ)
L = v
(l1)
1 ⊗ · · · ⊗ v(ln)n ∈ V q
(ρ)
Λ1
(z
(ρ)
1 )⊗ · · · ⊗ V q
(ρ)
Λn
(z(ρ)n ).
Then, ψl is a solution to (2.7).
Proof. For L = (l1, . . . , ln), set L
(m) = (l1, · · · , lm+1, lm, · · · , ln) and L = (ln, l1, · · · , ln−1). It
is easy to see that ψl is a solution to (2.7) if the following relations (3.11) and (3.12) hold.∑
L∈Fn
l
w
(ρ)
L(m)
(β1, · · · , βm+1, βm, · · · , βn)v(ρ)L
=
∑
L∈Fn
l
Rq
(ρ)
Λm,Λm+1
(z(ρ)m /z
(ρ)
m+1)w
(ρ)
L (β1, · · · , βn)v(ρ)L , (3.11)
I(w
(ρ)
L
(βn − λi, β1, · · · , βn−1), w(λ)(β1, · · · , βn − λi)) = e−µlnλiI(w(ρ)L , w(λ)). (3.12)
The relation (3.11) follows from Lemma 5.2.2 in [4]. We prove (3.12) in the form
I(g
(ρ)
L , w
(λ))(β1, · · · , βn + λi) = eµlnλiI(g(ρ)L (βn, β1, · · · , βn−1), w(λ)(β1, · · · , βn)). (3.13)
First note that
w(λ)(α1, · · · , αj + λi, · · · , αl) = (−1)n+l−1w(λ)(α1, · · · , αj, · · · , αl), (3.14)
w(λ)(β1, · · · , βn−1, βn + λi) = (−1)lw(λ)(β1, · · · , βn−1, βn). (3.15)
From (6.59), we find
ϕ(x− λi; Λ)
ϕ(x; Λ)
= −
sh pi
ρ
(x+ Λpii)
sh pi
ρ
(x− Λpii− λi) . (3.16)
Set
fL(α1, · · · , αl; β1, · · · , βn) = eµ
∑l
j=1 αj
l∏
j=1
φ(αj)
∏
1≤j<j′≤l
ψ(αj − αj′)
×g(ρ)L (α1, · · · , αl; β1, · · · , βn).
Then
I(g
(ρ)
L , w
(λ))(β1, · · · , βn)
=
∫
C
· · ·
∫
C
dα1 · · ·dαlfL(α1, · · · , αl; β1, · · · , βn)w(λ)(α1, · · · , αl; β1, · · · , βn).
First, we consider the case ln = 0. In this case, fL has no poles at
αj = βn + Λnpii− ρiZ≥0.
Therefore, when we make the analytic continuation βn → βn + λi, no poles of fL cross the
contour C. From (3.15) and (3.16), we find
fL(β1, · · · , βn + λi)w(λ)(β1, · · · , βn + λi) = fL(βn, β1, · · · , βn−1)w(λ)(β1, · · · , βn).
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Therefore, the equation (3.13) holds if ln = 0.
In the case of ln > 0, if j ∈ ΓLn , the poles of fL at
αj = βn + Λnpii− ρiZ≥0
may cross the contour C. In order to avoid this crossing, we shift the contour C to C + λi
for all j ∈ ΓLn . We note that fL has no poles at
αj = βm − Λmpii+ ρiZ≥0 (m = 1, · · · , n− 1),
αj = αj′ + pii+ ρiZ≥0 (j
′ ∈ ΓLm, m = 1, · · ·n− 1)
for j ∈ ΓLn . Hence, this shift of the contours does not cause any crossing of poles.
By changing the variables αj → αj + λi (j ∈ ΓLn) after this shift and using (3.14), (3.15),
and (3.16), we get
I(g
(ρ)
L , w
(λ))(β1, · · · , βn + λi) = (−1)ln(l−ln)eµlnλi
∫
C
· · ·
∫
C
dα1 · · ·dαl
×fL(αl−ln+1, · · · , αl, α1, · · · , αl−ln ; βn, β1, · · · , βn−1)w(λ)(α1, · · · , αl; β1, · · · , βn).(3.17)
Symmetrizing the integrand of (3.17), we obtain (3.13).
We define the fundamental matrix solution by
Ψl(β1, . . . , βn; ρ, λ, µ) =
∑
L,L′∈Zn
l
I(w
(ρ)
L , w
(λ)
L′ )v
(ρ)
L ⊗ v(λ)L′ ∈ W (ρ)l ⊗W (λ)l . (3.18)
Then, it has the property announced in Section 2.
4 Asymptotics of the Determinant in β1, · · · , βn
In the following sections we calculate the determinant
Dl(β1, · · · , βn) = det
[
I(w
(ρ)
L , w
(λ)
L′ )
]
L,L′∈Zn
l
.
From Theorem 3.1, we find
Dl(β1, · · · , βm − λi, · · · , βn)
Dl(β1, · · · , βm, · · · , βn) = detKm,l(β1, · · · , βn; ρ, λ, µ), (4.19)
Dl(β1, · · · , βm − ρi, · · · , βn)
Dl(β1, · · · , βm, · · · , βn) = detKm,l(β1, · · · , βn;λ, ρ, µ). (4.20)
Using the formula (2.3), we see that
detKm,l(β1, · · · , βn; ρ, λ, µ)
=
(
e−µλi
)(n+l−1n ) l−1∏
j=0
(
m−1∏
k=1
sh pi
ρ
(βm − βk − λi+ (Λm + Λk − j)pii)
sh pi
ρ
(βm − βk − λi− (Λm + Λk − j)pii)
×
n∏
k=m+1
sh pi
ρ
(βm − βk + (Λm + Λk − j)pii)
sh pi
ρ
(βm − βk − (Λm + Λk − j)pii)
)(n+l−j−2n−1 )
,
8
where
(
a
b
)
is the usual binomial coefficient.
We consider the following function
El(β1, · · · , βn) =(
eµ
∑n
m=1 βm
)(n+l−1n ) l−1∏
j=0
( ∏
1≤m<m′≤n
S2(i(βm − βm′) + (Λm + Λm′ − j)pi)
S2(i(βm − βm′)− (Λm + Λm′ − j)pi)
)(n+l−j−2n−1 )
.(4.21)
By using (6.59), we can check that El(β1, · · · , βn) satisfies both (4.19) and (4.20). Therefore,
we have
Proposition 4.1.
Dl(β1, · · · , βn) = cl(ρ, λ, µ; Λ1, · · · ,Λn)El(β1, · · · , βn), (4.22)
where cl(ρ, λ, µ; Λ1, · · · ,Λn) is a constant independent of β1, . . . , βn.
In order to determine cl(ρ, λ, µ; Λ1, · · · ,Λn), we consider the asymptotics of Dl/El as
β1, · · · , βn ∈ R, β1 ≪ · · · ≪ βn. (4.23)
Hereafter we use the notation ∼ as follows:
f(β1, · · · , βn) ∼ g(β1, · · ·βn) def⇐⇒ f(β1, · · · , βn)
g(β1, · · · , βn) → 1 in the limit.
We use the abbreviation βmm′ = βm − βm′ . From (6.57), we find
El(β1, · · · , βn) ∼ dl∏
L∈Zn
l
PL(β1, . . . , βn)
(4.24)
where
dl = exp
(ρ+ λ
ρλ
pi2i
((
n + l − 1
n
)
(n− 1)
n∑
m=1
Λm −
(
n
2
)(
n+ l − 1
n + 1
)))
, (4.25)
PL(β1, . . . , βn) = exp
(2pi2
ρλ
(
n∑
m,m′=1
lmΛm′ |βmm′ | −
∑
m<m′
lmlm′βm′m
)
− µ
n∑
m=1
lmβm
)
.
Here we used the equalities∑
L∈Zn
l
lm1 · · · lmk =
(
n+ l − 1
n+ k − 1
)
(1 ≤ m1 < · · · < mk ≤ n).
We have
Dl(β1, · · · , βn)
El(β1, · · · , βn) ∼
1
dl
det
[
PLI(w
(ρ)
L′ , w
(λ)
L )
]
L,L′∈Zn
l
. (4.26)
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In the following, we consider the asymptotics of PLI(w
(ρ)
L′ , w
(λ)
L ). We note that
I(w
(ρ)
L′ , w
(λ)
L ) =
1
l!
∑
σ∈Sl
(sgn σ)I(g
(ρ)
L′ (ασ1 , . . . , ασl), g
(λ)
L (α1, . . . , αl)).
By changing the integral variables αp → αp + βγL(p), we have
I(g
(ρ)
L′ (ασ1 , . . . , ασl), g
(λ)
L (α1, . . . , αl)) =
∫
C
· · ·
∫
C
dα1 · · · dαleµ
∑l
j=1 αj+µ
∑n
m=1 lmβm
×
l∏
j=1
φ(αj + βγL(j))
∏
1≤j<j′≤l
ψ(αj − αj′ + βγL(j)γL(j′))
×g(ρ)L′ (ασ1 + βγL(σ1), . . . , ασl + βγL(σl))g(λ)L (α1 + βγL(1), . . . , αl + βγL(l)). (4.27)
We set
JσL,L′(α1, . . . , αl; β1, . . . , βn) = PL(β1, . . . , βn)× (the integrand of (4.27)).
From (6.58), we have
ϕ(x; Λ) ∼ exp
(
∓piρ+ λ+ 2Λpi
ρλ
x
)
, (x→∞,±Re x > 0) (4.28)
Therefore, if |Im x| < K, we have an estimate
|ϕ(x; Λ)| ≤ γK exp
(
−piρ+ λ+ 2Λpi
ρλ
|x|
)
(4.29)
where γK is a constant independent of x. Set ξ(x) = x + |x|. Using (3.9), and (4.29), we
obtain the following uniform estimate in the asymptotic region (4.23).
|JσL,L′(α1, . . . , αl; β1, . . . , βn)| ≤ γ exp
(
µ
l∑
j=1
αj +
2pi2
ρλ
∑
j<j′
|αj − αj′|
−2pi
2
ρλ
l∑
j=1
n∑
m=1
Λm|αj| − pi
λ
l∑
j=1
ξ(αj)− pi
ρ
l∑
j=1
ξ(ασj + βγL(σj )γL′ (j))
)
. (4.30)
Here γ is a constant independent of α1, . . . , αl, β1, . . . , βn.
Now, it is easy to see that JσL,L′ is uniformly integrable in (4.23) if
2pi2
ρλ
(
l − 1−
n∑
m=1
Λm
)
< µ <
2pi
λ
− 2pi
2
ρλ
(
l − 1−
n∑
m=1
Λm
)
. (4.31)
For simplicity, in the following calculation, we assume that ρ and λ are sufficiently large.
We have, in particular, that the region of convergence (4.31) is not void.
If L 6 L′, then for any σ ∈ Sl there exists j such that γL(σj) > γL′(j). Therefore, by
Lebesgue’s convergence theorem, we have
L 6 L′ =⇒ PLI(w(ρ)L′ , w(λ)L )→ 0
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in the limit (4.23). Therefore, we get
Dl(β1, · · · , βn)
El(β1, · · · , βn) ∼
1
dl
∏
L∈Zn
l
PLI(w
(ρ)
L , w
(λ)
L ). (4.32)
Let us calculate the asymptotics of PLI(w
(ρ)
L , w
(λ)
L ). Note that
γL(σp) ≤ γL(p) for all p ⇐⇒ σ ∈ SLdef=Sl1 × · · · × Sln ⊂ Sl.
Therefore, we have
PLI(w
(ρ)
L , w
(λ)
L ) ∼
1
l!
∑
σ∈SL
(sgn σ)
∫
· · ·
∫
dα1 · · · dαl JσL,L(α1, . . . , αl; β1, . . . , βn).
Using (3.9), and (4.28), we can calculate the limit of JσL,L (σ ∈ Sl1 × · · · × Sln) as (4.23):
PLI(w
(ρ)
L , w
(λ)
L )→
l1! · · · ln!(q(ρ)q(λ))
∑
m<m′ lmlm′
4l(n−1)+
∑
1≤m<m′≤n lmlm′ l!
×
n∏
m=1
FΛmlm
(
µ+
2pi2
ρλ
(
m−1∑
j=1
(lj − Λj)−
n∑
j=m+1
(lj − Λj)
)
− ρ+ λ
ρλ
pi
)
.(4.33)
Here FΛk (x) is given by
FΛk (x) =
∫
C
· · ·
∫
C
dα1 · · · dαk ex
∑k
j=1 αj
k∏
j=1
ϕ(αj; Λ)
∏
1≤j<j′≤k
ψ(αj − αj′)
× Skew
( ∏
1≤j<j′≤k
sh
pi
ρ
(αj′ − αj − pii)
) ∏
1≤j<j′≤k
sh
pi
λ
(αj′ − αj − pii).(4.34)
From (4.22), (4.32), and (4.33), we get
Proposition 4.2.
cl(ρ, λ, µ; Λ1, · · · ,Λn) = (q
(ρ)q(λ))(
n
2)(
n+l−1
n+1 )+(
n+l−1
n )
∑n
m=1 Λm
4n(n−1)(
n+l−1
n )+(
n
2)(
n+l−1
n+1 )(l!)(
n+l−1
n−1 )
l∏
j=1
(j!)n(
n+l−j−2
n−2 )
×
∏
L∈Zn
l
n∏
m=1
FΛmlm
(
µ+
2pi2
ρλ
(
m−1∑
j=1
(lj − Λj)−
n∑
j=m+1
(lj − Λj)
)
− ρ+ λ
ρλ
pi
)
, (4.35)
where FΛmlm (x) is defined by (4.34).
5 Calculation of the integral
In this section, we find an explicit formula of FΛl (x).
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The integral (4.34) is absolutely convergent if
|Rex| < pi
ρ
+
pi
λ
− 2pi
2
ρλ
(l − 1− Λ). (5.36)
In fact, FΛl (x) is analytically continued in x to the whole complex plane. To see this, we
derive difference equations satisfied by FΛl (x). Namely, we relate the values of F
Λ
l at x+
2pi
ρ
and x+ 2pi
λ
to FΛl (x).
Proposition 5.1. The function FΛl (x) satisfies
FΛl (x+
pi
λ
)
FΛl (x− piλ)
=
l−1∏
k=0
ch
(
ρi
2
x− pi2i
λ
(k − Λ)
)
ch
(
ρi
2
x+ pi
2i
λ
(k − Λ)) , (5.37)
FΛl (x+
pi
ρ
)
FΛl (x− piρ )
=
l−1∏
k=0
ch
(
λi
2
x− pi2i
ρ
(k − Λ)
)
ch
(
λi
2
x+ pi
2i
ρ
(k − Λ)
) . (5.38)
Proof. Because of the symmetry between ρ and λ, it is enough to show (5.37).
We set
fΛ(x|α1, · · · , αl) = ex
∑l
j=1 αj
l∏
j=1
ϕ(αj ; Λ)
∏
1≤j<j′≤l
ψ(αj − αj′)
× Skew
( ∏
1≤j<j′≤l
sh
pi
ρ
(αj′ − αj − pii)
)
, (5.39)
h(α1, · · · , αl) =
∏
1≤j<j′≤l
sh
pi
λ
(αj′ − αj − pii).
The poles of fΛ in the variable αj that are lying above the contour C are at −Λpii+ρiZ≥0+
λiZ≥0 and αj′ + pii+ ρiZ≥0 + λiZ≥0.
Consider
Ik =
∫
C
· · ·
∫
C
(∫
C+ρi
−
∫
C
)
dα1 · · ·dαlfΛ(x|α1, · · · , αl)
× h(α1, · · · , αl) sh pi
λ
(αl + Λpii)e
−pi
λ
(
∑k−1
j=1 αj−
∑l−1
j=k αj). (5.40)
The integrand has no poles inside the strip 0 < Imαl < ρ, and the integral is absolutely
convergent if |Re x| is sufficiently small. Therefore, we have
Ik = 0.
Now we transform the variable αl to αl + ρi so that the contour C + ρi is modified to C.
From (3.9) and (3.16), we have
fΛ(x|α1, · · · , αl + ρi)
fΛ(x|α1, · · · , αl) = (−1)
lexρi
sh pi
λ
(αl − Λpii)
sh pi
λ
(αl + Λpii+ ρi)
l−1∏
j=1
sh pi
λ
(αj − αl − pii)
sh pi
λ
(αl − αj − pii+ ρi) .(5.41)
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Therefore, the equality Ik = 0 gives rise to
0 =
∫
C
· · ·
∫
C
dα1 · · · dαlfΛ(x|α1, · · · , αl)e−
pi
λ
(
∑k−1
j=1 αj−
∑l−1
j=k αj)
×
{
(−1)lexρi sh pi
λ
(αl − Λpii)h(αl, α1, · · · , αl−1)− sh pi
λ
(αl + Λpii)h(α1, · · · , αl)
}
.(5.42)
We use the notation
aj = e
2pi
λ
αj , τ = e
Λpi2i
λ , q = q(λ).
Symmetrizing the integrand of (5.42), we get
0 =
∫
C
· · ·
∫
C
dα1 · · · dαlfΛ(x− pi
λ
|α1, · · · , αl)Ak(x|α1, · · · , αl), (5.43)
where
Ak(x|α1, · · · , αl)
= Skew
{(−exρi(τ−1a1 − τ)ak+1 · · ·al − (τal − τ−1)ak · · · al−1)h(α1, · · · , αl)} .
Since (aj − q−2aj+1)h(α1, · · · , αl) is symmetric with respect to αj and αj+1, we have
Skew (ajh(α1, · · · , αl)) = q−2Skew (aj+1h(α1, · · · , αl)) . (5.44)
Using (5.44) repeatedly, we get
Skew (a1ak+1ak+2 · · · alh(α1, · · · , αl)) = q−2(k−1)Skew (akak+1 · · · alh(α1, · · · , αl)) ,
Skew (ak · · · al−1h(α1, · · · , αl)) = q−2(l−k)Skew (ak+1 · · · alh(α1, · · · , αl)) ,
and therefore
Ak(x|α1, · · · , αl) = −(τ−1exρiq−2(k−1) + τ)Skew (akak+1 · · ·alh(α1, · · · , αl))
+ (τexρi + τ−1q−2(l−k))Skew (ak+1 · · · alh(α1, · · · , αl)) . (5.45)
Substituting (5.45) for (5.43), we get
(τ−1exρiq−2(k−1) + τ)
∫
C
· · ·
∫
C
dα1 · · · dαlfΛ(x− pi
λ
|α)Skew (ak · · · alh(α1, · · · , αl))
= (τexρi + τ−1q−2(l−k))
∫
C
· · ·
∫
C
dα1 · · · dαlfΛ(x− pi
λ
|α)Skew (ak+1 · · · alh(α1, · · · , αl)) ,
(5.46)
and therefore,
l−1∏
k=0
(τ−1exρiq−2k + τ)
∫
C
· · ·
∫
C
dα1 · · · dαlfΛ(x− pi
λ
|α)Skew (a1 · · · alh(α1, · · · , αl))
=
l−1∏
k=0
(τexρi + τ−1q−2k)
∫
C
· · ·
∫
C
dα1 · · · dαlfΛ(x− pi
λ
|α)Skew (h(α1, · · · , αl)) .
If |Rex| is small, both x± pi
λ
lie in the region (5.36). Therefore, we obtain (5.37).
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Consider
GΛl (x) =
l−1∏
k=0
1
S2
(
ρ+λ
2
− pi(k − Λ)− ρλ
2pi
x
)
S2
(
ρ+λ
2
− pi(k − Λ) + ρλ
2pi
x
) , (5.47)
where S2(x) = S2(x|ρ, λ). We can check that GΛl also satisfies (5.37) and (5.38). Therefore,
we obtain
Proposition 5.2.
FΛl (x) = c˜l(ρ, λ; Λ)G
Λ
l (x), (5.48)
where c˜l(ρ, λ; Λ) is independent of x.
In order to determine c˜l(ρ, λ; Λ), we consider the asymptotics of F
Λ
l and G
Λ
l as x→ +i∞.
From (6.58), we have
GΛl (x) ∼ exp
(
−xpii
l−1∑
k=0
(Λ− k)
)
, (x→ +i∞).
Therefore,
c˜l(ρ, λ; Λ) = lim
x→+i∞
exp
(
xpii
l−1∑
k=0
(Λ− k)
)
FΛl (x). (5.49)
We calculate the limit (5.49). We use the following equalities.
Skew
( ∏
1≤j<j′≤l
sh
pi
ρ
(αj′ − αj − pii)
)
=
[l]q(ρ) !
l!
∏
1≤j<j′≤l
sh
pi
ρ
(αj′ − αj), (5.50)
e
pi2i
2ρ
(l−1)(l−2Λ−2)Skew
(
e−
pi
ρ
∑l−1
j=1 αj
l∏
j=2
sh
pi
ρ
(αj + Λpii)
l−2∏
j=1
l∏
j′=j+2
sh
pi
ρ
(αj′ − αj − pii)
)
=
1
l!
∏
1≤j<j′≤l
sh
pi
ρ
(αj′ − αj). (5.51)
Combining (4.34), (5.50), and (5.51), we have
exp
(
xpii
l−1∑
k=0
(Λ− k)
)
FΛl (x) =
[l]q(ρ)![l]q(λ) !
l!
e
pi2i
2ρ
(l−1)(l−2Λ−2)
×
∫
C
· · ·
∫
C
dα1 · · · dαlex(
∑l
j=1 αj+pii
∑l−1
k=0(Λ−k))
l∏
j=1
ϕ(αj ; Λ)
∏
1≤j<j′≤l
ψ(αj − αj′)
× e−piρ
∑l−1
j=1 αj
l∏
j=2
sh
pi
ρ
(αj + Λpii)
l−2∏
j=1
l∏
j′=j+2
sh
pi
ρ
(αj′ − αj − pii)
∏
1≤j<j′≤l
sh
pi
λ
(αj′ − αj).
(5.52)
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We denote by IΛl the integrand of (5.52). The integral is zero in the limit x→ +i∞ if
Im
(
l∑
j=1
αj + pii
l−1∑
k=0
(Λ− k)
)
> 0. (5.53)
Therefore, we can compute the integral by shifting the contour in the positive imaginary
direction, and taking the residues at the poles which we are crossing. Note that we assume
that ρ and λ are large. Therefore, the only pole we cross is the one at α1 = Λpii. Thus we
get
lim
x→i∞
∫
C
· · ·
∫
C
dα1 · · · dαlIΛl = 2pii lim
x→i∞
∫
C−Λpii+i0
· · ·
∫
C−Λpii+i0
dα2 · · · dαlresα1=−ΛpiiIΛl .
(5.54)
Now the integrand has a pole at α2 = (1− Λ)pii. Repeating a similar argument, we obtain
lim
x→i∞
∫
C
· · ·
∫
C
dα1 · · · dαlIΛl = (2pii)lresαl=(l−1−Λ)pii · · · resα1=−ΛpiiIΛl . (5.55)
From (5.49), (5.52), (5.55) (6.60) and (6.61), we get
Proposition 5.3.
c˜l(ρ, λ; Λ) =
[l]q(ρ) ![l]q(λ)!
4(
l
2)l!
l∏
k=1
S2(pi)
√
ρλ
S2(kpi)S2((k − 2Λ− 1)pi) ,
where S2(x) = S2(x|ρ, λ).
6 Formula for the determinant
Combining (4.21), (4.22), (4.35), (5.47), (5.48), and (5.56), we obtain the following formula
for the determinant Dl(β1, . . . , βn).
Theorem 6.1.
det
[
I(w
(ρ)
L′ , w
(λ)
L )
]
L,L′∈Zn
l
=
(
q(ρ)q(λ)
)(n2)(n+l−1n+1 )+(n+l−1n )∑nm=1 Λm (S2(pi)√ρλ)n(n+l−1n )
4n(n−1)(
n+l−1
n )+(
n+1
2 )(
n+l−1
n+1 )(l!)(
n+l−1
n−1 )
×
l∏
j=1
n∏
m=1
(
[j]q(ρ)! [j]q(λ)!∏j
k=1 S2(kpi)S2((k − 2Λm − 1)pi)
)(n+l−j−2n−2 )
×
l−1∏
j=0
(
S2(
ρλ
2pi
µ− (∑nm=1 Λm − j)pi)
S2(
ρλ
2pi
µ+ (
∑n
m=1 Λm − j)pi)
)(n+j−1n−1 )
El(β1, . . . , βn).
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Proof. It remains only to calculate cl(ρ, λ, µ; Λ1, · · · ,Λm) by using (4.35), (4.21) and (5.56).
It is easy to see that∏
L∈Zn
l
n∏
m=1
c˜lm(ρ, λ|Λm)
=
(
S2(pi)
√
ρλ
)n(n+l−1n )
4n(
n+l−1
n+1 )
l∏
j=1
n∏
m=1
(
[j]q(ρ)![j]q(λ)!
j!
∏j
l=1 S2(lpi)S2((l − 2Λm − 1)pi)
)(n+l−j−2n−2 )
.
From (5.47), (6.59), and (6.60), we have
GΛmlm
(
µ+
2pi2
ρλ
(
m−1∑
j=1
(lj − Λj)−
n∑
j=m+1
(lj − Λj)
)
− ρ+ λ
ρλ
pi
)
=
lm−1∏
l=0
S2(
ρλ
2pi
µ− pi(Λ(m) − l˜m − l))
S2(
ρλ
2pi
µ− pi(Λ(m−1) − l˜m + l))
,
where Λ(m) =
∑m
j=1 Λj −
∑n
j=m+1 Λj, and l˜m =
∑m−1
j=1 lj −
∑n
j=m+1 lj.
Now we rewrite ∏
L∈Zn
l
n∏
m=1
lm−1∏
k=0
S2(
ρλ
2pi
µ− (Λ(m) − l˜m − k)pi)
S2(
ρλ
2pi
µ− (Λ(m−1) − l˜m + k)pi)
. (6.56)
Let us consider the following sets:
T (m)± =
⊔
L∈Zn
l
{l˜m ± k|k = 0, 1, · · · , lm − 1} (m = 1, · · · , n),
where
⊔
means a disjoint union. For a ∈ Z, we set
mult
(m)
± (a) = #{t ∈ T (m)± |t = a}.
We set mult
(0)
± (j) = mult
(n+1)
± (j) ≡ 0. Then, we have
(6.56) =
n∏
m=0
∏
j∈Z
S2
(ρλ
2pi
µ− (Λ(m) − j)pi
)mult(m)+ (j)−mult(m+1)− (j)
=
l−1∏
j=0
S2
(
ρλ
2pi
µ− (Λ(n) − j)pi
)
S2
(
ρλ
2pi
µ− (Λ(0) + j)pi
)
(
n+j−1
n−1 )
,
by using
mult
(n)
+ (j) = mult
(1)
− (−j) =

(
n+j−1
n−1
)
, if j = 0, 1, · · · , l − 1;
0, otherwise,
mult
(m)
+ (j)−mult(m+1)− (j) = 0, (m = 1, · · · , n− 1), for all j ∈ Z.
This completes the proof.
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Appendix Double sine function
Here we summarize the property of the double sine function S2(x) = S2(x|ω1, ω2) following
[2].
We assume Reω1 > 0,Reω2 > 0. S2(x|ω1, ω2) is a meromorpic function of x and sym-
metric with respect to ω1, ω2. Its zeros and poles are given by
zeros at x = ω1Z≤0 + ω2Z≤0, poles at x = ω1Z≥1 + ω2Z≥1.
Its asymptotic behavior is as follows:
logS2(x) =
= ±pii
(
x2
2ω1ω2
− ω1 + ω2
2ω1ω2
x− 1
12
(
ω1
ω2
+
ω2
ω1
+ 3
))
+o(1), (x→∞, ± Im x > 0).(6.57)
This implies
log S2(a + x)S2(a− x) = ±pii2a− ω1 − ω2
ω1ω2
x+ o(1), (x→∞, ± Im x > 0). (6.58)
The following formulae hold:
S2(x+ ω1)
S2(x)
=
1
2 sin pix
ω2
, (6.59)
S2(x)S2(−x) = −4sin pix
ω1
sin
pix
ω2
, (6.60)
S2(x) =
2pi√
ω1ω2
x+O(x2) (x→ 0). (6.61)
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