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Nonlinear ultrasound (NLU) techniques such as second harmonic generation 
(SHG) and nonlinear resonant ultrasound spectroscopy (NRUS) have shown promise in 
detecting microstructural damage in materials before macroscopic failure can occur. 
However, before these methods can be implemented in the field, a better understanding 
of the relationship between the microstructural mechanisms and the parameters that are 
measured by these nonlinear techniques needs to be established. This is done in this 
research by isolating multiple mechanisms and studying their relationship to the 
nonlinearity parameters β and α. These are the two parameters that are measured using 
SHG and NRUS, respectively. These parameters can then be related back to material 
properties through the nonlinear elastic stress-strain relationship. This research focuses 
on three microstructural mechanisms: precipitate growth in and along the grain 
boundaries, dislocations, and precipitate pinned dislocations. These mechanisms are 
studied through the sensitization of 304 stainless steel, the annealing of 316L stainless 
steel, and the heat treatment of Fe-Cu, respectively. Additionally, the results from two 
previous studies are considered to get a deeper overall understanding of the mechanisms 
and their relationship to NLU. Through the experimental measurements and analysis, the 
response of β and α to each microstructural mechanism is determined. It is found that 
both techniques are highly sensitive to changes in the microstructure but do not always 
have the same response to each mechanism. It was found that α is sensitive to nonlinear 
energy dissipation mechanisms and β is sensitive to interactions between mechanisms. 
 1 
CHAPTER 1. INTRODUCTION 
1.1 Motivation and Background 
With the aging of infrastructure, there is an increased need to determine the remaining 
life of these structures. While remaining life can sometimes be determined using 
destructive tests, this is not always a viable option. Additionally, it can be very difficult to 
model the exact wear that has occurred in a structure. Therefore, it is important to 
develop nondestructive evaluation (NDE) techniques that can be used to predict the 
remaining life of these structures. It is also important to detect the initial onset of 
microstructural damage of structures before macro-cracking occurs. Such detection of the 
amount of microstructural damage can help provide quantitative inputs for algorithms 
capable of predicting the remaining life of a structure before catastrophic failure occurs.  
One example of these aging structures is the reactor pressure vessel (RPV) in light 
water nuclear power reactors. With the current fleet of nuclear reactors in the United 
States entering the first period of license renewal (operation to 60 years) and planning has 
begun for a second renewal (operation to 80 years), RPV steel will see more neutron 
exposure and duty cycles than was originally anticipated. Therefore, it is very important 
to be able to inspect the condition of these RPVs. If microstructural damage is not caught 
before macro-cracking occurs, the results could be catastrophic. This early detection of 
microstructural damage would allow for the nuclear reactors to be in service past their 
predicted lifespan. This example demonstrates just one of the plethora of situations where 
the detection of precursors to macroscopic damage will be useful. 
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Currently, the NDE methods capable of detecting initial microstructural damage in 
these structures are very limited and have not proven easy to perform field tests. The 
prominent NDE method of using linear ultrasound has shown excellent results in many 
applications and is capable of detecting cracks or other features on the same order of 
magnitude as the wavelength of the ultrasonic wave. In conjunction, the current research 
on linear ultrasound has shown that it is unable to detect this onset of microstructural 
damage at very small length scales. However, there have been numerous accounts of 
promising results with nonlinear ultrasound techniques such as second harmonic 
generation (SHG) [1–16] and nonlinear resonant ultrasound spectroscopy (NRUS) for 
this application [17–26].  
1.1.1 Previous Research on NLU 
1.1.1.1 Second Harmonic Generation (SHG) 
Many research studies have shown the potential of SHG to detect microstructural 
damage in a variety of conditions, and SHG has been shown as a promising technique for 
metals as well as cement-based materials. These studies have shown the ability of SHG to 
detect “material damage” such as dislocations [9–11], dislocation dipoles [12,13], 
precipitates [6,7], and precipitate pinned dislocations [10,14–16] which are all known 
precursors to macroscopic cracking and damage. Research has shown that the sensitivity 
of SHG to this microstructural damage is useful in a variety of applications. In one study, 
SHG gave promising results in the detection of radiation damage in RPV steels [3,4]. 
Another study shows how SHG can be used to determine damage in thermally treated 
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materials [5]. Additionally, a study looked at cement-based materials and determined the 
sensitivity of SHG to microcracks and other microstructural changes [8]. 
1.1.1.2 Nonlinear Resonant Ultrasound Spectroscopy (NRUS) 
Like SHG, NRUS has proven to be useful in many damage situations. So far, the 
majority of the research has focused on highly hysteretic, nonmetallic materials such as 
rock [20,21], concrete [22,23], and bone [24]. Research on these materials has shown that 
the source of hysteretic nonlinearity is from “soft” inclusions found in a “hard” matrix 
[26]. One study has demonstrated the sensitivity of NRUS theoretically and 
experimentally to damaged and undamaged concrete bars [22]. Another study looked at 
the feasibility of NRUS to predict microcracking in bones and saw significant changes in 
the hysteretic nonlinearity parameter, α, with increased damage while wave velocity saw 
minimal change [24].  
While there has been minimal research and understanding on the mechanisms 
behind the hysteretic response of metals, there have been a couple of studies that have 
demonstrated very promising results[18,25]. One study looked at how dislocation 
densities in Al and Cu contribute to the nonlinearity [25]. A different study demonstrated 
the sensitivity of NRUS to precipitate growth [18].  
1.2 Objectives 
While SHG and NRUS have shown promise in detecting changes in the 
microstructure for a wide range of materials, the issue remains that these techniques are 
sensitive to multiple microstructural mechanisms which can lead to complications when 
 4 
studying materials with complicated microstructures. Therefore, it is important to 
understand the sensitivity and relationship of the NLU parameters, β and α (SHG and 
NRUS, respectively) to individual mechanisms before more complicated situations can 
be studied as a whole. This knowledge will then allow these parameters to be used in the 
future as inputs into quantitative algorithms which would be invaluable for in-situ 
measurements. Therefore, this research aims to expand the understanding and versatility 
of these NLU techniques and aims to build another portion of the bridge between the 
laboratory measurements and in-situ measurements. This will be done through the series 
of objectives described below. 
Objective 1. Investigate the sensitivity of NRUS to microstructural damages in metals. 
This portion of the research will investigate different types of microstructural damage 
that may occur in metals such as precipitate formation and dislocations. While there have 
been many studies on NRUS that have looked at geomaterials, little is known about the 
relationship between NRUS and metals. 
Objective 2. Investigate the sensitivity of SHG to microstructural damages in metals 
and consider the application to thin specimens. In order to allow a comparison between 
the NLU methods, the sensitivity of SHG to the same microstructural damages explored 
using NRUS is considered. While a great deal is known about the links between SHG and 
the mechanisms, the study of specific conditions will allow for a better comparison of the 
methods. 
Objective 2b. Consider a geometrical implication on SHG by examining thin 
specimens. In many applications, only thin specimens are available to study the material. 
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However, because of the need to avoid interference between the incident and reflected 
waves, many researchers steer clear of thin specimens. This research will look at how 
SHG can still be used to look at these materials. 
Objective 3. Compare SHG and NRUS and draw a link between their sensitivities and 
mechanisms. By making SHG and NRUS on samples with the same damage, a study will 
be done to compare each of these NLU techniques. A model of this kind will allow for a 
better understanding of the techniques individually as well as allow future comparisons 
between the measurement methods. 
1.3 Structure of Thesis 
This dissertation will be presented through the following sections. Chapter 2 will 
present the theory for these nonlinear ultrasound techniques as well as demonstrate that in 
perturbation situations these parameters can be considered completely separate. Chapter 3 
will present an overview of the material that was studied in this research as well as 
provide an understanding of the “ground truth” of these specimens. Chapter 4 will present 
the experimental procedure for these nonlinear ultrasound techniques. Chapter 5 will 
present the results for the thin specimens geometric study for SHG. Chapter 6 will 
present the experimental results for the NRUS and SHG measurements Chapter 7 
provides a discussion on the microstructural mechanisms and their relationship to α and 
β. Finally, chapter 8 summarizes the conclusions, provides some insights into future 
work, and describes the significant impact.  
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CHAPTER 2. THEORY 
2.1 Nonlinear Elasticity 
Nonlinear elastic behavior is observed in materials when the linear stress-strain 
relationships no longer hold. Considering a 1-D case, the nonlinear stress-strain 
relationship can be defined as 
 𝜎 = 𝐾0 (1 + 𝛽 + 𝛿
2 +⋯) + 𝐾0
𝛼
2
[𝑠𝑔𝑛( ̇)((∆ )2 − 2) − 2(∆ ) ] (1) 
where 𝐾0 is the linear elastic modulus, 𝛽 is the quadratic classical nonlinearity parameter, 
𝛿 is the cubic classical nonlinearity parameter, 𝛼 is the hysteretic nonlinearity parameter, 
∆  is the local strain amplitude, and ̇ is the strain rate. When looking at the equation of 
state, 𝐾0  refers to the linear elastic behavior, the terms containing 𝛽 and 𝛿 are 
considered classical nonlinear elastic behavior, and the term containing 𝛼 is considered 
nonclassical nonlinear elastic or hysteretic behavior.  
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Figure 1. Stress-strain curves showing linear and nonlinear material relationships, 
from Maier [27] which was adopted from [28] 
Figure 1 graphically demonstrates the stress-strain behaviors for the linear regime (a), 
the classical nonlinear regime (b-c), and the nonclassical nonlinear regime(d). The linear 
regime demonstrates classical behavior and is representative of Hooke’s law. The 
classical nonlinear regime consists of both quadratic and cubic nonlinearity.  
Current research has shown that classical nonlinearity is dependent on the material 
crystalline structure and the related local nonlinear (or excessive) strain fields on the 
atomic scale [9–16,29]. Studies have shown that these local strain fields are caused by 
“material damage” such as dislocations [9–11], dislocation dipoles [12,13], precipitates 
[29], and precipitate pinned dislocations [10,14–16]. Section 2.3.1 will go through the 
theoretical models that have been previously developed to explain the effect each of these 
“damages” has to the classical nonlinearity.  
Nonclassical nonlinearity demonstrates hysteresis and results from nonlinear energy 
dissipation. The mechanisms behind this energy dissipation are things such as 
opening/closing of microcracks, friction, sliding of rough contact, etc. Nonclassical 
nonlinearity focuses on the material at a mesoscopic scale (scale between nanolevel and 
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macroscopic scale), and was first observed in materials such as sandstone, rock, and 
concrete which is now known as mesoscopic-elastic materials. These materials 
demonstrate very high nonlinearity even at very low strain rates. Physically, the 
hysteresis in these materials may be due to “soft” inclusions found in a “hard” matrix 
[26]. While a great deal of research has been done on looking at hysteresis in these 
mesoscopic materials, very little research has been done looking at the mechanisms 
behind hysteresis in metals. It is hypothesized that the mechanisms in metals will be 
similar but will focus on dislocations and interaction between precipitates and the grain 
structure. 
2.2 Nonlinear Wave Equation 
The general one-dimensional nonlinear wave equation (Eq. 3) can be derived by 
substituting the nonlinear stress-strain relationship described in Eq. 1 into the one-

























































Now that the generic nonlinear wave equation has been established, it is of 
interest to determine the equation for the displacement, 𝑢, for two different forcing 
conditions. These forcing conditions will be synonymous to conditions seen in 
experimental SHG and NRUS. The first forcing condition investigated will be a 
monochromatic propagating wave. The focus for the first forcing condition will be the 
response from classical nonlinearity where the following sections will derive the classical 
nonlinearity parameter, 𝛽, for both longitudinal and Rayleigh waves. The second forcing 
condition investigated will be a forced resonance. In this section, the focus will be on the 
response from hysteresis nonclassical nonlinearity. 
Additionally, these sections will show that for the perturbation situation on the 
order of O(ε2) β and α can be completely decoupled where hysteretic nonlinearity has no 
effect of the SHG results, and classical quadratic nonlinearity has no effect on the NRUS 
results. 
2.2.1 Propagating waves 
The displacement response to a sinusoidal propagating wave will be the first case 
considered, and this section will follow the derivation proposed by Chen et al. [30]. For 
this case, it will be assumed that the displacement solution linearly adds the linear 
(fundamental wave, 𝑢1) and nonlinear displacement portions (second-order solution, 𝑢2): 
𝑢 = 𝑢1 + 𝑢2 and that the nonlinear behavior is much smaller than the linear behavior, 
|𝑢2| ≪ |𝑢1|. Keeping in mind these assumptions, the displacement solution is plugged 






































































 In order to simplify the above equation, a couple of simplifications will be taken 
into consideration. Since |𝑢2| ≪ |𝑢1|, the higher order terms of 𝑢2 (as found in the terms 
associated with 𝛽 and 𝛼) are considered negligible an are not considered in the final 






 because 𝑢1 satisfies the linear 
wave equation, leading to the cancellation of these terms in the final equation. Finally, 
the sign change from the second order wave is ignored. The simplified version of the 









































2.2.1.1 Classical quadratic nonlinearity 
Classical quadratic nonlinearity will be the first case considered, and the well-
known solution to the nonlinear wave equation will be investigated [30–32]. When 
looking at classical nonlinearity, only the corresponding portion of the nonlinear wave 















SHG is the typical experimental technique associated with classical quadratic 
nonlinearity. SHG looks at the generation of second harmonic waves in a material due to 
material nonlinearities. For SHG, a monochromatic wave is introduced into the material 
through either longitudinal or Rayleigh waves. This wave interacts with nonlinearities 
found in the material, and higher harmonic waves are generated. While the generation of 
higher harmonics is possible, the focus of SHG is relating the amplitude of the second 
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harmonic wave to the amplitude of the fundamental frequency. This can be done through 
the classical nonlinearity parameter, 𝛽, which will be derived later in this section. 
2.2.1.1.1 Longitudinal waves 
 Consider a sinusoidal longitudinal wave, with an angular frequency of 𝜔, which 
propagates in the x-direction through a quadratic nonlinear, isotropic, elastic material, 
and the equation for this fundamental wave can be written as the following where 𝐴1 is 
the wave amplitude and 𝑘 is the wave number. 
 𝑢1 = 𝐴1 sin(𝑘𝑥 − 𝜔𝑡) (7) 
 By plugging the equation for the fundamental wave (Eq 7) into the nonlinear wave 
equation (Eq. 6), one can solve for the equation of the second harmonic wave which can 






cos2(𝑘𝑥 −𝜔𝑡) = 𝐴2 cos2(𝑘𝑥 −𝜔𝑡) (8) 
With the amplitude of the second harmonic wave denoted as 𝐴2, the classical nonlinearity 











 Eq. 9 shows that the nonlinearity parameter, β is a direct function of the amplitudes of 
the fundamental and second harmonic waves, which makes the accurate extraction of 
each of these amplitudes from a measured tone-burst signal critical for successful SHG 
measurements. 
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2.2.1.1.2 Rayleigh waves 
 The derivation for Rayleigh waves is more in depth than the longitudinal waves 
because a Rayleigh wave contains both longitudinal and shear wave components. Let’s 
consider the propagation of a Rayleigh wave in the positive x-direction in an isotropic 
infinite half-space where the z-direction is pointing into the half-space. Assuming plane 
wave propagation and a stress-free surface, the x and z particle displacements can be 
decomposed as the following 
 















𝑒−𝑠𝑧) 𝑒𝑖(𝑘𝑅𝑥−𝜔𝑡) (11) 
where 𝑝2 = 𝑘𝑅
2 − 𝑘𝑃
2, 𝑠2 = 𝑘𝑅
2 − 𝑘𝑆
2, 𝑘𝑅 is the wavenumber of the Rayleigh wave, 𝑘𝑃 is 
the wavenumber of the longitudinal wave, and 𝑘𝑆 is the wavenumber of the shear wave. 
For the second harmonic Rayleigh wave, the displacement components can be 
approximated as following at a sufficiently large distance [33,34] 
 
















It is known for isotropic materials that the acoustic nonlinearity due to shear waves 
disappears due to symmetry conditions making the longitudinal wave the only component 
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responsible for the acoustic nonlinearity. The acoustic nonlinearity parameter, β, in terms 
of out-of-plane components can then be derived as [33] where ?̅?𝑧 is the displacement 



















2.2.1.2 Hysteretic nonlinearity 
This section will focus on the hysteretic nonlinearity portion of the nonlinear 
wave equation (Eq 15). Eq 15 can be seen below. In order to simplify Eq 15, a new 
variable, 𝑋 = 𝑥 − 𝑐𝑡, will be introduced allowing the consolidation of the number of 







































































Using the same equation for the fundamental longitudinal wave as was used in the 
SHG section as well as the following reductions seen in Eq. 17, one can reduce the 
hysteretic portion of the wave equation even further as seen in Eq. 18. 
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3 cos(𝑘𝑋) sin(𝑘𝑋) + 2𝐴1𝑘
3 sin(𝑘𝑋)} 
(18) 
Next, the Fourier series expansion (Eq. 19) for 𝑠𝑔𝑛(sin(𝑘𝑋)) is substituted into 
the hysteretic excitation term, and the expanded term can be seen in Eq. 20. 
 



























) cos((𝑛 + 2)𝑘𝑋)] + 𝜋 sin(𝑘𝑋)} 
(20) 
The above equation for the hysteretic excitation term shows that all the frequencies 
will be odd multiples of the fundamental frequency leading to the conclusion that 
hysteretic nonlinearity generates only odd harmonics.  
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This leads to the conclusion that any second harmonic component in propagating 
longitudinal waves will be due to classical nonlinearity. This means that any changes in β 
will be solely due to classical quadratic nonlinearity. Note that this is only the case for the 
perturbation solution (strain levels are much lower than 1 on the order of O(u2/u1)
2. If the 
strain levels are larger, then this argument will not hold. 
2.2.2 Forced Wave Resonance 
This section focuses on the forced wave resonance in a 1D bar with length L and 
will follow the analytical solution proposed by Van Den Abeele [35]. In this instance, the 
nonlinear wave equation has additional terms which account for both the external 
sinusoidal excitation and the attenuation. The excitation considered is a sinusoidal force 
with an amplitude of ?̃? and a circular frequency of Ω applied at one end of the bar. The 
response is measured at the opposite end of the bar. Eq. 21 shows this nonlinear wave 
equation where 𝑄 is the frequency independent quality factor and 𝛿𝑥,0 is the Kronecker 
















































+ ?̃? cos(Ω𝑡) 𝛿𝑥,0 
(21) 
 17 
It is assumed that the displacement field can be written as the summation of 
products between the spatial, 𝜓𝑖(𝑥), and temporal functions, 𝑧𝑖(𝑡). This summation is 
seen in Eq. 22. 
 𝑢(𝑥, 𝑡) = ∑ 𝜓𝑖(𝑥)𝑧𝑖(𝑡)𝑖  for 𝑖 = 0,1,2,⋯ ,+∞ (22) 
The spatial functions, 𝜓𝑖(𝑥), are chosen such that they satisfy the boundary 
conditions: free boundaries, 𝜓𝑛(𝑥) = cos(
𝑛𝜋𝑥
𝐿⁄ ). Additionally, the spatial functions 
represent the normal modes and are chosen such that the shape functions for both the 














= 0 for 𝑖 ≠ 𝑗 
(23) 


















































































) + ?̃? cos(Ω𝑡) 𝛿𝑥,0 
(24) 
The next step for finding the general solution to this problem is multiplying both 
sides of Eq. 24 by 𝜓𝑖(𝑥) and integrating over 𝑥 from 0 to L (the entire length of the bar). 
Using the mutually orthogonal relationship and some tedious math, the simplification of 
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all but the hysteretic term is fairly straight forward and can be seen in Eq. 25. However, 
the hysteretic term is fairly complicated so a couple of assumptions are made to simplify 
the equation. First, it is assumed that the dominant contribution in the strain field 






𝐴𝑚 is used. 
Second, it is assumed that the excitation frequency is close to one of the resonance 
frequencies (mth mode). These assumptions can then be used to simplify the hysteretic 
term which is also seen in Eq. 25. 𝜔𝑛 is defined as the linear (low amplitude) resonance 
frequencies where 𝜔𝑛 = 𝑛(
𝜋𝑐














































































2.2.2.1 Linear Solution 
In this section, the linear response of the bar for this forced resonance system is 
considered. It is assumed that the source frequency Ω is close to 𝜔𝑚, and this is the only 
mode activated because the driving frequency is too far away to activate any other 
modes. For this solution, the material is considered completely linear with the absence of 
all nonlinearity (𝛽 ≡ 0, 𝛿 ≡ 0, and 𝛼 ≡ 0). With this knowledge and assumptions, the 













 is the forcing amplitude. Using differential equations, the particular 
solution to the wave equation can be written in the following form. 
 𝑧𝑝 = 𝐴 cos(Ω𝑡) + 𝐵 sin(Ω𝑡) (30) 
Plugging the particular solution back into the wave equation (Eq. 31) and equating 
corresponding terms (Eq. 32 and Eq. 33), one can solve for the constants 𝐴 𝑎𝑛𝑑 𝐵 seen in 
Eq. 34. The particular solution for the temporal function can then be related to the 
amplitude of the displacement as seen in Eq. 35. The amplitude of the displacement can 
be solved for using 𝐴 𝑎𝑛𝑑 𝐵 as seen in Eq. 36. The tangent of the phase can be solved for 





2 − Ω2𝐴 +
Ω2
𝑄




𝐴) sin(Ω𝑡) = 𝐹 cos(Ω𝑡) (31) 
 
(𝐴𝜔𝑚
2 − Ω2𝐴 +
Ω2
𝑄




2 − Ω2𝐵 −
Ω2
𝑄























𝐹 sin(Ω𝑡) (34) 
 𝑧𝑝 = 𝐴 cos(Ω𝑡) + 𝐵 sin(Ω𝑡) = 𝐴𝑚 cos(Ω𝑡 + 𝜙𝑚) (35) 
 
𝐴𝑚 = √𝐴2 + 𝐵2 =
𝐹






























The maximum amplitude response (𝑑𝐴 𝑑Ω⁄ = 0) can then be used to determine the true 
resonance frequency of a linear damped oscillator which can be seen in Eq. 39. This 
equation shows that the true resonance frequency for a linear response is independent of 
the excitation amplitude. 
 Ω𝑟𝑒𝑠 =
𝜔𝑚
√1 + 1 𝑄2⁄
 
(39) 
2.2.2.2 Quadratic Nonlinearity 
This section will focus on the solution to the quadratic (classical) nonlinearity 
portion (𝛼 ≡ 0 and 𝛿 ≡ 0) of the wave equation under forced resonance. This section 
will focus on the integral of the spatial portion of the displacement seen in Eq. 26 because 
it will be shown that this integral will go to zero under the assumptions made for this 
problem. For a thin bar (1D case) under longitudinal vibration, the spatial portion of the 
displacement can be written as the following because of the free-free boundary 
conditions. 




Since the excitation frequency is chosen to be close to one of the resonance modes (m), it 
can be assumed that this will be the only mode of excitation, and the integral in the 
quadratic nonlinearity term can be written as the following equation. Note that it is also 




















To solve this integral, trigonometric identities and a function substitution are used to 
















































For even resonance modes, the above equation will be equal to zero. Since quadratic 
nonlinearity is only nonminimal for even harmonics, this assumption can be made. With 
the above integral equaling zero, the entire quadratic nonlinearity term goes to zero. This 
is a crucial finding. It demonstrates that for a forced resonance system (same 
circumstances seen for the NRUS measurements) under these conditions and assumptions 
the quadratic nonlinearity will have no influence on the response of the material.  
2.2.2.3 Cubic nonlinearity 
This section will focus on the solution to the nonlinear wave equation where only 
the effects of cubic nonlinearity (𝛽 ≡ 0 and 𝛼 ≡ 0) are considered. The excitation 
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frequency is chosen to be close to one of the modes of resonance (m), and it will be 
assumed that this will be the only mode that will be excited. Therefore, the nonlinear 
wave equation can be written in the following form where Eq. 44 is the wave equation 
and Eq. 45 is the definition for D. Assuming that the spatial portion of the displacement 
can be written the same as Eq. 40, the definition for D can be expanded as the second 









2𝑧𝑚 = 𝐹 cos(Ω𝑡) − 𝐷𝑚𝑚𝑚𝑚𝑧𝑚































In order to solve for the temporal portion of the displacement, the particular solution to 
the differential equation can be chosen as 
 𝑧𝑚 = 𝐴𝑚 cos(Ω𝑡 + 𝜙𝑚) (46) 
This solution for 𝑧𝑚 can then be plugged back into the wave equation. Next, by equating 
like coefficients in the wave equation, the following two equations can be determined 
where the only two unknowns are the amplitude, 𝐴𝑚, and phase, 𝜙𝑚, of the 
displacement. 
 






2) cos(𝜙𝑚) − (
Ω2
𝑄
) sin(𝜙𝑚)] (47) 
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The resonance frequency for the peak resonance amplitude response can then be 


















Using the definition for the maximal strain amplitude of 𝑚 =
𝑚𝜋
𝑙
𝐴𝑚,𝑚𝑎𝑥, the resonance 
frequency can be written as a function of the strain. Eq. 51 demonstrates that the 
resonance frequency due to cubic nonlinearity is a function of the square of the strain. 
 
Ω𝑟𝑒𝑠 ≈ Ω𝑟𝑒𝑠(0) (1 +
3
4𝐿 𝑚











2.2.2.4 Hysteresis nonlinearity 
In this section, only the effects of hysteresis are considered, and the classical 
nonlinearity components are set to zero (𝛽 ≡ 0 and 𝛿 ≡ 0). With this consideration, the 



















The first step is to find all of the oscillating terms on the right-hand side of Eq. 52 with 
circular frequencies that are approximately equal to 𝑛 𝑚⁄ Ω ≈ 𝜔ℎ because these are the 
only terms that contribute to the amplitude of 𝑧𝑛(𝑡). This is done by expressing the sign 
function as a Fourier series as seen in Eq. 53. The sine function in the Fourier series 
shows that only odd harmonics will be generated. Additionally, no other oscillating terms 
on the right-hand side of Eq. 52 contain even multiples of Ω meaning that hysteresis will 















Using this definition for the sign function and choosing a sinusoidal excitation frequency 
close to mode m (n=m), the nonlinear wave equation can be written as seen in Eq. 54 















2 sin(Ω𝑡 + 𝜙𝑚) − 2𝐴𝑚
2 cos(Ω𝑡 + 𝜙𝑚) + ⋯ ] 
(54) 
It is assumed that the displacement term 𝑧𝑚 will be of the same form seen in the linear 
solution: 𝑧𝑚 = 𝐴𝑚 cos(Ω𝑡 + 𝜙𝑚) where the amplitude and phase are unknown and will 
be solved for by plugging 𝑧𝑚 into Eq. 54. After plugging in 𝑧𝑚, the coefficients between 
corresponding terms (for both cos(Ω𝑡) and sin(Ω𝑡)) can be equated as seen in Eq. 55 and 
Eq. 56.  
 
𝐹 = 𝐴𝑚 [−(Ω
2 − 𝜔𝑚






𝐻𝑚𝑚𝐴𝑚) sin(𝜙𝑚)] (55) 
 
0 = 𝐴𝑚 [(Ω
2 − 𝜔𝑚








These two equations can be solved simultaneously to obtain the displacement amplitude, 














This solution provides a relationship between the response amplitude and the drive 
frequency for a fixed excitation amplitude. Similar to the linear situation, the resonance 
frequency is the frequency at which the response amplitude is maximum. If it is assumed 
that there are only small nonlinear contributions, the resonance frequency can be written 
as the following where it can be approximated as a function of the resonance frequency at 
a minimal excitation amplitude. 
 
Ω𝑟𝑒𝑠(𝐴𝑚) =
𝜔𝑚√(1 − 2 𝜔𝑚2⁄ )(1 + 4 3𝜋𝑄⁄ )𝐻𝑚𝑚𝐴𝑚
√1 + 1 𝑄2⁄








It is of interest to relate the resonance frequency to the maximal strain amplitude. The 
maximal strain amplitude is dependent on the excitation mode and is a function of the 







This equation is then substituted into the resonance frequency equation for the response 
amplitude, and the equation for the resonance frequency as a function of the strain can be 
written as the following. 
 





















Eq 60 shows that for hysteretic nonlinearity the relative frequency shift is a linear 
function of the strain which is the same result that has been seen across the literature 
[28,36–42] 
2.2.2.5 Resonance frequency response for forced vibration 
Now that each portion (linear and nonlinear) of the nonlinear wave equation for 
forced vibration has been considered on its own, let's combine all the contributions to 
determine the response of the material. Through the derivations, it was seen that the 
linearity portion, cubic nonlinearity portion, and hysteretic nonlinearity portion will all 
contribute to the resonance response of the material while the quadratic nonlinearity 
portion vanishes. The contributions to the resonance frequency from the cubic 
nonlinearity and hysteretic nonlinearity can be seen again in Eqs. 61 and 62, respectively. 
These equations show very clearly that the resonance frequency due to cubic nonlinearity 
has a quadratic relationship with the strain while the resonance frequency due to 
hysteretic nonlinearity has a linear relationship with the strain. Both resonance 
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frequencies are functions of the resonance frequency at minimal amplitude (Ω𝑟𝑒𝑠(0), 
linear). The response of the resonance frequency can be seen qualitatively in Figure 2. 
 
Ω𝑟𝑒𝑠 = Ω𝑟𝑒𝑠(0) (1 +
3
4𝐿 𝑚

























Figure 2. Resonance frequency response from change in strain for each linear and 
nonlinear portion 
The contributions from each portion can be combined to determine the overall 
response of the material as seen below. This research will only be dealing with situations 
in the perturbation regime where the strain levels are very small ( 𝑚 ≪ 1). With strain 
levels so small, the higher order term goes to zero. Consequently, it can be assumed that 
the response of the resonance frequency is solely due to the hysteretic nonlinearity for 









the conditions and assumptions listed in this section. This leads to the conclusion that the 
changes in α seen in this research are due only to hysteretic nonlinearity. 
 
Ω𝑟𝑒𝑠 = Ω𝑟𝑒𝑠(0) (1 +
3
4𝐿 𝑚




















𝑥)|) 𝑚 ≫ 𝑚
2  
(63) 
 Ω𝑟𝑒𝑠 ≅ Ω𝑟𝑒𝑠(0)[1 − 𝐴] (64) 
2.3 Theoretical derivations of contributions to nonlinearity 
2.3.1 Classical quadratic nonlinearity 
This section will explore the theoretical derivations for β from dislocation pinning 
and precipitate pinned dislocations. 
2.3.1.1 Dislocation pinning 
The theoretical model for the effect of dislocation pinning on the acoustic 
nonlinearity parameter was originally proposed by Hikata et al [31]. In this model, a 
dislocation line segment that has been pinned at two points a distance of 2L apart is 
considered. This pinning may be due to grain boundaries, other dislocations, or point 
defects in the material. When a small longitudinal stress, 𝜎, is applied to this dislocation 
segment, it will bow between the two pinning points forming a circular arc with a radius 
of 𝑟. This stress is small enough that the dislocation does not break away from the 
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pinning points. The shear stress component can be related to the longitudinal stress 
through the Schmid factor: 𝜏 = 𝑅𝜎.  
If the dislocation density is small enough, the bowing of the dislocation segment 
will have no effect on the surrounding dislocations, and the line tension can be written as 
𝑇 = 𝐺𝑏2/2 where 𝐺 is the shear modulus and 𝑏 is the Burgers’ vector and the shear 









The corresponding shear strain, 𝛾𝑑, from the dislocation can then be resolved as a 










The angle 𝜃 can be approximated as 𝜃 = sin−1(𝐿 𝑟⁄ ) and then expanded as a power series 
up the fifth power. Using this expansion along with Eq. 65, the shear strain can be 














) 𝜏3 (67) 
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This shear strain from dislocations can then be combined with the lattice strain, 𝑙, to get 
the total strain, , in the material where Ω is the conversion factor from shear to 
longitudinal strain. 
 = 𝑙 + Ω𝛾𝑑 (68) 
Using the expression for the classical quadratic nonlinear stress-strain relationship to 

















Now consider the case where a small oscillatory stress, Δ𝜎 is applied to the dislocation 
segment in addition to the internal stress, 𝜎, where the oscillatory stress can be written as 
























Δ 2 (70) 
The classical nonlinearity parameter can be found by comparing the form of Eq. 70 to the 
classical nonlinear stress-strain relationship where β is the negative ratio of the 
coefficients of the first two terms. From this, the total nonlinearity parameter can be 


















For most materials, the ratio 
2ΩΛ𝐿2𝑅
3𝐺
 can be assumed to be much smaller than 
1
𝐸1
, and 𝛽𝑡𝑜𝑡 










The ratio of Young’s modulus 
𝐸2
𝐸1
 is known as the lattice nonlinearity so the change in the 







2.3.1.2 Precipitate pinned dislocations 
This section will consider the contribution of precipitate pinned dislocations to β. 
The theoretical model for precipitate pinned dislocations was developed by Cantrell and 
Yost [15]. In their model, they start with the derivation for a pinned dislocation segment 
(Eq. 73) and define an expression for the radial stress caused by the precipitate. Figure 3 
gives a schematic of a precipitate pinned dislocation where the two pinning precipitates 
and one bending precipitate can be seen. 
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Figure 3. Precipitate pinned dislocation segment 
In this model, Cantrell and Yost consider precipitates that are spherical, elastically 
isotropic, and randomly distributed throughout the material. The radial stress in the 
material stems from the mismatch between the lattice structures of the precipitate and the 
matrix. Cantrell and Yost define this radial stress seen in Eq. 74 as a function of the 
radius of the spherical precipitate, 𝑟1, where 𝛿 is the misfit parameter between the 






3  (74) 
This equation for the radial stress can be plugged into Eq. 73 to get the following 









In this equation, all of the variables are material constants except for 𝐿 and 𝑟1. The radius 
of the precipitate can be defined as a function of the critical radius, 𝑟𝑐𝑟𝑖𝑡, the volume 
fraction of critical radii, 𝑓𝑛, and the volume fraction of growing radii, 𝑓𝑔, seen in the 
equation below. 
 






Since it is assumed that the precipitates are randomly distributed throughout the matrix, 𝐿 











These definitions for the precipitate radius and the loop length can be plugged back into 










In order to account for differences between the elastic properties of the precipitate 
and the matrix, Hurley et al. modified the above model by developing a new expression 
for the radial stress around the precipitate [16]. In their model, the radial stress (Eq. 79) is 
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a function of the bulk modulus of the precipitate, 𝐵, and the shear modulus of the matrix, 
𝐺.  
 








The expression for the radial stress can be plugged into the model from Cantrell 
and Yost. Assuming that the average precipitate radius is the critical radius and that all of 













2.3.2 Nonclassical hysteresis nonlinearity 
While there have been several models proposed for classical quadratic nonlinearity, 
there are still few models for nonclassical hysteresis nonlinearity because not much is 
known about the physics of the hysteresis mechanisms. Right now, a model developed by 
Granato and Lücke which investigates the effect of dislocations on hysteresis is one of 
the few models available for explaining hysteresis nonlinearity [43]. In this model, they 
consider a dislocation line that has been pinned in multiple locations as seen in Figure 4. 
This dislocation line is then subjected to an external stress which will cause an elastic 
strain as well as a dislocation strain from the dislocations in the material. Figure 4 shows 
the dislocation segment as the stress increases on the material. (A) shows the dislocation 
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segment pinned down with no external stress. When the external stress is very small, the 
individual loops will begin to bow. As the amount of stress is increased, the loops will 
bow even further until the breakaway stress is reached (C to D). As breakaway from the 
pinning points occurs, the strain level will continue to increase while the stress level 
remains the same. As the stress level increases even further, this new longer dislocation 
segment will continue to bow as seen in D to E. In this model, it will be assumed that the 
network pins (the pins at the ends of the dislocation segment) are so strong that there will 
be no break away from these pins. If the stress is increased even further, then new closed 
dislocation loops will form and the damage will be irreversible (plastic strain, F to G). 
 
Figure 4. Dislocation pinning model showing increasing stress on the dislocation 
segment, also showing the stress-dislocation strain relationship– from Granato and 
Lücke [43] 
This model looks at the loss due to damping mechanisms. The Granato and Lücke 
model considered in this research will be the frequency dependent model because of its 
resonance nature and the applied stresses are still relatively small. The equation of motion 
for this model can be seen in the equation below where the strain is the sum of the elastic 







= 0 (81) 
The elastic strain can be determined through elasticity theory: 𝛾𝑒𝑙 = 𝜏/𝐺, and the 
dislocation strain can be calculated from the displacement of the dislocation. The average 
displacement of the dislocation segment with length 𝑙 can be written as the following 









The strain from the dislocations can then be written as the following equation where Λ is 









The dislocation displacement can then be related to the applied shear stress through the 
following equation where 𝐴 is the effective mass per unit length, 𝐵 is the damping force 
per unit length, and 𝐶 is the force from the tension of bowed dislocation per unit length. 












= 𝑎𝜏 (84) 
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The equation of motion, average displacement, dislocation strain, and displacement-stress 




























It is of interest to consider a shear stress that is periodic in time and independent of y as 
written below, and the dislocation lines are normal to the wave propagation direction. 
 𝜏 = 𝜏0𝑒
−𝑎𝑥𝑒𝑖𝜔(𝑡−𝑥/𝑣) (86) 
Knowing the shear stress in the material, the displacement can be solved for as the 
following equation where 𝑑 = 𝐵/𝐴, 𝜔𝑛 = (2𝑛 + 1)𝜋 𝑙⁄ √𝐶 𝐴⁄ , and 𝛿𝑛 =
tan−1(𝜔𝑑 (𝜔𝑛
2 − 𝜔2)⁄ ). If the damping is not small, the higher order terms of this series 















Using these equations for the shear stress and displacement, the attenuation and velocity 
of the stress wave can be defined as the following equations where 𝑣0 = √𝐺 𝜌⁄ , Δ0 =










2 − 𝜔2) + (𝜔𝑑)2
 (88) 
 







2 − 𝜔2) + (𝜔𝑑)2
] 
(89) 
The decrement, ∆, can be defined as the energy lost per cycle, ∆𝑊 over the total 










Knowing the terms for the attenuation and velocity, the decrement can be solved for in 








(1 − (𝜔 𝜔0⁄ )2)2 + (𝜔 𝜔0⁄ )2/(𝜔0 𝑑⁄ )2
] (91) 
This derivation shows that for very small damping the decrement response is linear for 
frequencies up to the resonance frequency and then decreases and for large damping the 
is linear up to a point before the resonance frequency and then decreases through the 
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resonance frequency. Additionally, for small damping, the maximum loss occurs at the 
resonance frequency, and for large damping the maximum loss occurs at 𝜔0
2/𝑑. 
 The loss is seen to be a function of the number of dislocations as well as the 
dislocation loop length. As the number of dislocations or loop length increases, the loss 
will increase. Since it cannot be assumed that all dislocations will have the same loop 
length in a material, an effective loop length must be determined. This derivation can be 
seen in full in Granato and Lücke’s paper [43], but qualitatively, the loss will have the 
same response. 
2.4 Nonlinear Ultrasound Resonant Spectroscopy 
Nonlinear ultrasound resonant spectroscopy (NRUS) is a nonlinear ultrasound 
technique which looks at the shift in resonance frequency curves as a function of 
increasing excitation amplitude (in turn increasing strain) and is used to determine the 
nonlinearity parameter α associated with the nonclassical nonlinearity mentioned earlier. 
NRUS is an expansion of the linear resonance ultrasound spectroscopy (RUS) technique. 
RUS measures the equilibrium resonance frequency of a material and then uses the 
equilibrium resonance frequency to determine the stiffness parameters.  
Figure 5 takes a look at a set of sample resonance curves that may be obtained using 
NRUS. A negative shift in the resonance frequency can be seen with increasing excitation 
amplitude indicating a softening of the material. From these resonance curves, one can 
determine the shift in the resonance frequency, ∆𝑓. The relationship between the shift in 
resonance frequency, the strain amplitude, ∆ , and the hysteretic nonlinearity parameter, 
𝛼, can be seen in Equation 92 where 𝑓 is the resonance frequency of the current 
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= 𝛼∆  (92) 
The following section will explore how to determine the strain amplitude. 
 
Figure 5. Sample NRUS resonance curves 
2.4.1 Vibration of 1D Bar 
 While the resonance frequency and equilibrium resonance frequencies can be 
determined directly from the resonance curves, the determination of the strain amplitude 
is a little more complicated. To be consistent with the experimental setup used in this 
research, the vibration of a 1D thin bar with free-free boundary conditions will be 
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considered [44]. Additionally, the derivation of the natural frequencies of the bar will be 
considered. 
2.4.1.1 Longitudinal Strain 
 Consider the bar shown in Figure 6 with a length of L and a constant cross-
sectional area of A and two points marked on the bar at locations x and x+dx. Now by 
applying a force to the left end of the bar, both points will move a distance in the x-
direction of u and u+du, respectively.  
 
Figure 6. 1D Free-Free bar 
In small strain situations, the displacement in the beam can be written as the following 
Taylor series with respect to x 
 
𝑢 + 𝑑𝑢 = 𝑢 + (
𝜕𝑢
𝜕𝑥
) 𝑑𝑥 (93) 
Eq. 93 can be rearranged so that we get the change in displacement (increase in length) as 
follows 





















where 𝑣 is the velocity at the end of the bar and 𝑐 is the wave velocity.  
2.4.1.2 Natural Frequencies of a Free-Free Bar 














is the complex harmonic solution to this wave equation. Since we are considering the 
case where the boundary conditions are free-free, the strain amplitude (
𝜕𝑢
𝜕𝑥
) at the ends of 
the bar (x=0 and x=L) will be equal to 0 leading to the following relationship between the 
amplitude coefficients 
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 −𝑨 + 𝑩 = 𝟎 → 𝑨 = 𝑩 (98) 
Using this relationship, Eq. 97 can be simplified to 
 𝒖 = 𝑨𝑒𝑖𝜔𝑡(𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥) = 2𝑨𝑒𝑖𝜔𝑡 cos(𝑘𝑥) (99) 
By plugging in that the strain is equal to 0 at x=L, one gets sin(𝑘𝐿) = 0 which leads to 




   𝑛 = 1,2,3, … (100) 
The strain amplitude for the n-th mode can then be related to the natural frequency by 






2.4.2 Resonant Ultrasound Spectroscopy (RUS) 
The linear version of NRUS, RUS, can be used to determine Young’s modulus, E, of 
the material. RUS measures the linear resonance frequency, 𝑓0, of the material by 
exciting the material at a sufficiently low strain amplitude. The linear frequency can then 
be related to Young’s modulus using Eq 100 and the relationship 𝑐 = √𝐸/𝜌. 
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The experimental setup for the RUS measurements is the same as the setup used for the 
NRUS measurements seen in section 4.3. 
2.5 Quality Factor 
For an idealized system when vibration is initiated, wave motion will continue to 
increase indefinitely however this is in stark contrast to “real life” behavior. In “real life” 
materials, the amplitude of the wave motion will attenuate as the wave propagates. This 
attenuation can be due to a multitude of constraints, but they can be grouped into the 
category of internal friction. Quantitatively, this internal friction can be defined by a term 
known as the quality factor, 𝑄. The quality factor is a method to quantify the amount of 
damping in the material. If the quality factor is large, then the system is said to have a 
small amount of damping, and similarly, if the quality factor is small, the system is said 
to have a large amount of damping. 
Both linear and nonlinear quality factors can be defined. The linear quality factor is 
dependent on the resonance frequency but is independent of drive amplitude meaning that 
the resonance curves retain the same shape with increasing drive amplitude. The linear 
quality factor can be defined in multiple different ways but two manners are explored 
here: 𝑄 relating the energy in the system to the energy loss in the system and 𝑄 relating 
the resonance frequency to the half power frequencies. First, 𝑄 relating the energy in the 
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system to the energy loss in the system is defined. Eq. 103 defines the quality factor as 







If it can be assumed that the attenuation is linear (wave may be broken into Fourier 
components) and the medium has a linear stress-strain relationship, then the wave 
amplitude is proportional to the square root of the energy (𝐸1/2). If it is also assumed that 








Next, 𝑄 relating the resonance frequency to the half power frequencies is defined as 
seen in Eq. 105. 𝑓0 is the resonance frequency of the system and 𝑓𝑢 and 𝑓𝑙 are the 






While a significant amount is known about linear hysteresis and the linear quality 
factor and this knowledge is important in the field of vibrations, it is important to note 
that this is not the same as the hysteresis nonlinearity being studied in this research. For 
materials with hysteresis nonlinearity, research has shown that the quality factor is a 
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function of the linear quality factor but is no longer linear. Van Den Abeele derived the 
quality factor for hysteretic nonlinearity in his modeling paper for NRUS [35] where this 
quality factor can be seen in Eq. 106 where 𝐻𝑚𝑚 is defined in Eq. 28, and other papers 















3  (106) 
The equation for the nonlinear Q factor demonstrates that the loss factor is 
amplitude dependent meaning the Q factor will change depending on the excitation 
amplitude. This can be seen experimentally in the broadening of the resonance curves to 
the left with increasing input strain. It is important to note that this amplitude dependence 
of the Q factor is only seen in systems with hysteretic nonlinearity [35]. 
2.6 Analysis of variance (ANOVA) 
The analysis of variance (ANOVA) test will be the statistical method used in this 
research to determine the statistical significance of the experimental results. Please note 
that this section is meant to give the reader a brief understanding of ANOVA and how to 
understand the results. For more detailed information on the mathematics, the reader is 
referred to the following textbook [45]. 
ANOVA is a statistical method used to test whether two or more means are 
significantly different. This is done by testing the null hypothesis and determining 
whether to reject it or accept the alternative hypothesis. The null hypothesis for an 
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ANOVA can be defined as no significant difference between groups and can be written 
as follows 
 𝐻0: 𝜇1 = 𝜇2 = ⋯ = 𝜇𝐿 (107) 
For this research, the null hypothesis is written as: material change (such as growth in 
precipitate radius) has no effect on the values of either 𝛼 or 𝛽 (ie. even with a material 
change the mean value for both 𝛼 and 𝛽 will remain the same). The alternative 
hypothesis for an ANOVA can be defined as the averages for each of the groups are 
significantly different and can be written as the following 
 𝐻1: 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛𝑠 𝑖𝑠 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 (108) 
For this research, the alternative hypothesis is written as: material change will cause a 
change in the value of both 𝛼 and 𝛽. If the null hypothesis is rejected and alternative 
hypothesis accepted, then the groups or in this instance mean values are said to be 
significantly different. 
 There are two main types of ANOVA tests: one-way and two-way where the 
difference is the number of independent variables. For a one-way ANOVA, there is one 
independent variable whereas for a two-way ANOVA, there are two independent 
variables. For this research, the one-way ANOVA will be used because there is only one 
material change per experimental group. 
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 The data analysis toolbox in Excel is used to perform the ANOVA for the 
experimental results. This toolbox calculates the F-value, p-value, and F-critical for the 
data set. First, the F-value is compared to the F-critical, and if it is found to be larger, 
then it is said that there is a statistically significant finding. Next, the p-value is 
considered. The p-value says the percent chance that the finding is due to random error 
alone. The p-value is compared to the significance level, alpha, (which will be written out 
so that it is not confused with the hysteresis nonlinearity parameter). The significance 
level is the probability of falsely rejecting the null hypothesis and is typically chosen to 
be 0.05. If the p-value is found to be less than or equal to alpha, then the null hypothesis 




CHAPTER 3. MATERIAL DESCRIPTION 
3.1 Overview 
This chapter describes the materials and microstructural mechanisms studied in this 
research. Since this research investigates the effects of different microstructural 
mechanisms on the classical and nonclassical nonlinearity parameters, β and α, it is 
important to choose mechanisms that are known to be precursors to macroscale damage. 
A better understanding of these mechanisms allows for easier detection in the future. The 
mechanisms chosen for study in this research are: growth of precipitates in and along 
grain boundaries, dislocation removal, and precipitate growth in the grain structure 
(precipitate pinned dislocations). These mechanisms were primarily chosen for their ease 
of isolation allowing the ability to study a single mechanism at a time. This chapter will 
provide details for each of the materials studied and their relationship to a particular 
microstructural mechanism. It will also provide insight into the “ground truth” of the 
materials studied. 
3.2 304 stainless steel 
One of the material mechanisms studied in this research is the growth of 
precipitates along grain boundaries. This mechanism is investigated by looking at 304 
stainless steel because of its susceptibility to sensitization and in turn intergranular stress 
corrosion cracking (IGSCC). As will be described in more detail below, sensitization is a 
known precursor to IGSCC making the detection of sensitization desirable. The research 
on this material extends a previous study where the researchers examined the sensitivity 
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of SHG to sensitization [29]. This research examines an annealed and a sensitized 304 
sample. One sample was annealed at 1080°C for 30 min removing any cold working 
effects in the form of excessive dislocations and residual stresses. The second sample was 
annealed and subsequently heat treated at 675°C for 4 hr resulting in full sensitization. 
The following sections will provide an overview of IGSCC and sensitization to give the 
reader a better understanding of the material. 
3.2.1 Intergranular stress corrosion cracking 
IGSCC is a well-known and studied failure mechanism that occurs in a variety of 
materials. One situation that may see IGSCC is the austenitic stainless steels found in 
recirculating boiling water reactors (BWR). IGSCC has been known to be a problem in 
BWRs for over 40 years with incidents being documented since the 1960s [46]. While 
this is only one example, it will give the reader a better understanding of IGSCC and 
pave the way to why the detection of sensitization in 304 stainless steel is being studied.  
Many instances of IGSCC in BWRs have been found in the weld heat affected zone 
(HAZ). This is due to the “ideal” conditions in the HAZ which leads to IGSCC. It is 
known that three conjoining factors (environment, stress, and susceptibility) must occur 
for IGSCC to occur as outlined in Figure 7 from [46]. The figure shows that before 
IGSCC occurs the three conditions of material susceptibility, stress, and environment all 
have to be met. 
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Figure 7. Combination of conditions which lead to IGSCC [46] 
3.2.1.1 Sensitization 
The material susceptibility focused on here will be sensitization. Austenitic 
stainless steels such as 304 and 316 are known to have corrosion resistance because of 
the chromium in the alloys. However, when these metals are either furnace heat treated or 
welded in the temperature range of ~550 to 850°C for a sufficient period of time, there 
will be a formation of chromium carbide precipitates at the grain boundaries. The 
formation of these carbides results in chromium depletion zones. These chromium 
depleted zones leave the material susceptible to aqueous corrosion. 
Figure 8 shows the difference in the microscopy between a non-sensitized and fully 
sensitized sample [29]. In the image for the sensitized sample, one can see the formation 
of the chromium carbides at the grain boundaries.  
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Figure 8. Microscopy showing a) non-sensitized sample and b) sensitized sample [29] 
The effects of many factors on sensitization has been studied by researchers. One of 
the factors affecting sensitization is the carbon content in the material as well as exposure 
temperature and time. Figure 9 demonstrates the time-temperature-sensitization curves 
for increasing carbon contents [47]. The figure depicts that increased aging times are 
needed for a decrease in carbon content before sensitization occurs. It also has been seen 
that the degree of sensitization (DOS) is dependent on both the heat treatment 
temperature and time [48]. Additionally, it has also been seen that grain size [47,49], 
grain orientation/boundary conditions [50,51], and cold working [46,47,52] have an 
effect on sensitization. 
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Figure 9. Time-temperature-sensitization curves for different amounts of carbon 
content [47] 
3.2.1.2 Stresses 
For the initiation of IGSCC, there must be tensile stresses in the material. 
Researchers have found three main sources of stress that may occur in BWRs [46] which 
will be referred to as fabrication stresses, primary stresses, and secondary stresses. 
Fabrication stresses result from any fabrication process such as machining, surface 
grinding, cold rolling, and welding. The stresses that occur from welding are of particular 
interest because there are many instances where the residual stress from the weld has led 
to IGSCC without any external stresses. Primary stresses are any stresses that occur from 
operational forces such as pressure load stress. Finally, secondary stresses include any 





The final category that influences the occurrence of IGSCC is environmental 
conditions. The corrosion potential of the environment is the tendency of the material to 
undergo corrosion in a particular environment. The higher the corrosion potential the 
more likely the material will experience corrosion. 
3.2.2 Electrochemical Reactivation (EPR) 
It is important to understand and estimate the degree of sensitization (DOS) as this 
research compares an annealed to a sensitized state. The DOS provides a measure of 
“ground truth” because it quantifies the chromium depletion along the grain boundaries 
due to the nucleation of chromium carbides and is a test completely independent of the 
nonlinear ultrasound measurements. The DOS was measured using the ASTM G108 test 
method for electrochemical reactivation (EPR) [53]. The EPR test consists of a process 
called reactivation where a potentiodynamic sweep is done from the passive to active 
regions of the electrochemical potentials and measures the charge generated by corrosion 
that occurs in the chromium depleted regions around chromium carbide precipitates. 
Please note that while the majority of the chromium carbides will be in the grain 
boundaries a few may be located in the grains and will still contribute to the total charge. 
As the electrochemical potential changes from passive to active, the chromium depleted 
regions react with the oxidizing acid solution and corrosion occurs. This corrosion results 
in a rapid increase of the current density. Since the chromium depleted regions of 
sensitized materials are known to be much more susceptible to corrosion than annealed 
unsensitized material, the increase in the current density is much higher in the sensitized 
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material than the annealed material. Please note that the EPR test is highly repeatable 
[53]. 
Figure 10 shows a qualitative comparison between sample reactivation curves for 
an annealed and sensitized sample [53]. The figure shows the much smaller rise in 
current density for the annealed sample than the sensitized sample.  
 
Figure 10. Sample reactivation curves from the ASMT standard showing the 
differences in sensitized and annealed samples [53] 
 Similar results were seen in the experimental measurements made by Doerr et al 
[29,54] where they compare the reactivation curves for annealed and sensitized 304 as 
seen in Figure 11 and Figure 12. These figures show a much larger increase in current 
density for the sensitized sample than the non-sensitized sample. Doerr et al performed a 
DOS test for each of their 304 stainless steel specimens and determined the peak current 
density for each specimen. They then normalized these peak current densities to the 
initial state (heat treatment time of 0) and plotted them as a function of the heat treatment 
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times to demonstrate the change in DOS as a function of heat treatment time as can be 
seen in Figure 13. This figure shows that the peak current density begins to level off at 
240 minutes meaning that for this heat treatment time the sample is sensitized. These 
results are important because this material and heat treatments can be considered identical 
to the material studied in this research providing evidence that this research is looking at 
a non-sensitized and sensitized sample. 
 
Figure 11. Reactivation curve for non-sensitized sample [54] 
 




Figure 13. EPR results for 304 stainless steel [54] 
3.2.3 Microscopy 
Complementary to the EPR test, microscopy can be done to confirm the growth of 
chromium carbides in the grain boundaries. Doerr et al performed microscopy on all their 
304 stainless steel samples which can be seen in Figure 14. This figure shows the growth 
of the chromium carbides in the grain boundaries in addition to a couple of chromium 
carbides that are intragranular. These microscopy results confirm the EPR results that the 
material is sensitized at 240 minutes again showing that the material studied in this 
research is sensitized. 
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Figure 14. Microscopy for 304 stainless steel: a) 0 minutes, b) 150 minutes, c) 180 
minutes, d) 240 minutes, e) 360 minutes [29,54] 
3.3 316L stainless steel 
Another set of specimens investigated in this research takes a look at the change in 
dislocation number as well as the relief of stresses when exposed to annealing 
temperatures. This was done by taking a set of as received 316L stainless steel specimens 
and heat treating them at 1325 K for 30 minutes. Heat treating stainless steel at this 
temperature is known to relieve residual stresses and remove dislocations.  
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Smith et al studied the behavior of forged and additively manufactured 304L 
austenitic steel to heat treatment at the annealing temperature [55]. Part of their research 
investigates the dislocation density change of geometrically necessary dislocation (GND) 
when the material is heat treated. The heat treatment schedule for the forged material is as 
follows: 973 K for 30 minutes, 1098 K for 30 minutes, and 1223 K for 30 minutes. They 
found that as the heat treatment temperature increased the density of the GNDs decreased 
as can be seen in Figure 15 where the maroon color represents lower dislocation density 
and the yellow color represents higher dislocation density. While the 304L (vs 316L) 
material is not the exact same material studied in this research, the chemical composition 
between the materials is very similar so the behaviors during annealing will be 
comparable. Therefore, it can be assumed that when the 316L is annealed the dislocation 
density will decrease. While it would be ideal to have the exact dislocation densities for 
the material studied, the measurements are still pending at Sandia National Lab. 
 
Figure 15. Dislocation density map of geometrically necessary dislocations showing 
decreasing dislocation density between the as-forged specimen and the heat treated 
specimens [55] 
3.4 Fe-1.0%Cu Surrogate Specimens 
The set of Fe-1.0%Cu specimens look at the microstructural mechanism of 
precipitate growth in the grains and serve as a set of surrogate specimens which simulate 
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radiation damage in light-water reactor pressure vessel (RPV) steel. Individual specimens 
were thermally aged at 500°C using the following heat treatment schedule: 5 hours, 15 
hours, 30 hours, 100 hours, and 300 hours, respectively. This thermal aging promotes the 
nucleation and growth of Cu-precipitates and simulates varying amounts of radiation damage. 
3.4.1 Radiation Embrittlement Background 
Chronic radiation exposure seen by light water power reactors leads to the 
embrittlement of reactor pressure vessel (RPV) steel [56,57]. While embrittlement in the 
RPV steels is a very complicated process and depends on many variables such as chemical 
composition, neutron fluence, neutron flux, irradiation temperature, etc., studies have shown 
that this embrittlement is caused by a combination of multiple microstructural changes [58]. 
Examples of these microstructural changes include vacancies, microvoids, dislocation loops, 
and the formation of precipitates including clusters enriched with Cu, Mn, Ni, and Si, as well 
as phosphide formations, and carbide formations [56–60]. Despite the complexity of 
embrittlement, the causes of irradiation embrittlement on a basic level can be broken down 
into two main material changes, radiation hardening, which will be the focus of this research, 
and segregation of precipitates along the grain boundaries [61,62]. 
Radiation embrittlement is typically characterized by an increase of the ductile-to-
brittle transition temperature (DBTT). The DBTT indicates the transition temperature 
between the low toughness brittle fracture region and the high toughness ductile fracture 
region. In this section, the focus on the mechanism causing this increase in DBTT will be 
material hardening. As precipitates nucleate and grow in RPV steel, the precipitates 
provide an obstacle to the motion of dislocations in the material. This hindrance to 
motion results in a hardening of the material as well as an increase in the yield strength of 
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the material [57,62–64]. This increase in the yield strength of the material induces an 
increase in the DBTT. 
While there are many precipitates that form in RPV steel as irradiation occurs such 
as Mn, Ni, and Si, Odette et al have provided considerable evidence the main 
contribution to this hardening and consequently embrittlement is Cu rich precipitates 
(CRPs) [63,64]. In many of the RPVs in the United States, there is a significant amount 
of Cu present in the RPV steel coming from the use of recycled steel [58,62]. With Cu 
being one of the main variables contributing to radiation embrittlement and significant 
amounts of Cu can be found in RPV steel, it is desirable to study these Cu-precipitates 
through the use of surrogate specimens. 
3.4.2 Manufacturing and Preparation of Surrogate Specimens 
 The set of Fe-Cu surrogate specimens were manufactured through the melting of 
pure Fe and pure Cu at the Korean Atomic Energy Research Institute (KAERI) and 
contained 1.0% by wt. Cu. Individual specimens were then thermally aged at 500°C using 
the following heat treatment schedule: 5 hours, 15 hours, 30 hours, 100 hours, and 300 hours, 
respectively. This thermal aging promotes the nucleation and growth of Cu-precipitates and 
simulates different amounts of radiation damage. 
3.4.3 Interaction between Cu-precipitate and matrix 
The Fe-Cu specimens investigated in this research are very similar to Fe-Cu 
material that has been studied extensively in the past. Many experimental measurements, 
as well as computer simulations, have been performed in order to better understand the 
 65 
evolution of these Cu-precipitates and their interaction with the α-iron matrix as heat 
treatment time increases. In particular, the coherency of the Cu-precipitates and the α-
iron matrix as precipitate radius grows is of interest 
It is well known that as the Fe-Cu material is heat treated the structure of the Cu-
precipitates transforms from the coherent BCC (body-centered cubic) structure to semi-
coherent 9R structure to incoherent FCC (face-centered cubic) structure [65–70]. Even in 
the absence of an external force, coherent BCC Cu-precipitates cause internal 
compressive stress in the Fe-matrix due to a lattice mismatch between the Cu and Fe 
[7,68,71]. As the radii of the Cu-precipitates grow, this lattice mismatch results in larger 
compressive stresses. When the Cu-precipitates reach a critical radius, the compressive 
stress promotes the transition from the BCC to 9R structure [68,71]. 
Many studies have been performed to determine the critical transition radius for 
each of these structural transitions. Othen et al. showed that this transformation from 
BCC to 9R occurs when the Cu-particle size is between 4 to 5 nm and the transformation 
from 9R to FCC occurs when the Cu-particle size is approximately 18 nm [69]. 
Figure 16 [71] is provided to give the reader a visual understanding of this 
transformation from the BCC Cu-precipitates to the 9R Cu-precipitates. The 9R structure 
is much more complex than the BCC structure making it difficult to simply draw as a 2D 
schematic. However, this 2D depiction provides a basis for understanding the differences 
between the two structures. 
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Figure 16. 2D depiction of a) BCC Cu-precipitates, b)9R Cu-precipitates [71] 
3.4.3.1 Loss of coherency 
As described in the section above, there is a loss of coherency when the Cu-
precipitates transform from the BCC structure to the 9R structure (coherent to semi-
coherent). Here, coherency is referring to the consistency in the atomic arrangements at 
the interface between the matrix and the precipitate phase (Fe and Cu). An interface is 
said to be coherent if the two crystals match perfectly and the lattice is continuous across 
the interface plane [72]. This occurs when the two crystals are oriented towards each 
other in the same atomic orientation. Figure 17a visually demonstrates a coherent 
interface where the continuous connection between the crystals can be seen. 
As can be seen in Figure 17a, the “match” between the matrix and precipitate may 
not be perfect which leads to coherency strains. These strains contribute to the interfacial 
energy. For the Fe-Cu alloy as the radius of the Cu-precipitate grows, these strains 
increase which in turn increases the energy [66]. After a certain point, it is energetically 
a) b) 
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favorable for the interface to transition to a semi-coherent interface (microstructures 
favor configurations with the lowest energy) which is depicted in Figure 17b [66,72]. 
This transition to the semi-coherent interface occurs at the same time as the Cu-
precipitate transitions from the BCC structure to the 9R structure [66,69]. 
 
Figure 17. Interface between two crystals, a) coherent interface, b) semi-coherent 
interface [72] 
3.4.4 Precipitate Radii of Fe-1.0% Cu Specimens 
Measurement of the Cu-precipitate radii was performed on an identical set of Fe-
1.0% Cu specimens at KAERI. These measurements determined the Cu-precipitate radii 
as a function of heat treatment time through small-angle neutron scattering (SANS) 
measurements conducted at the HANARO reactor [73]. These SANS measurements were 
completed using a neutron wavelength of 4.31 Å and a magnetic field of 1.2 tesla. These 
radii values provide a “ground truth” for nonlinear ultrasound measurements. 
Figure 18 displays a graphical representation of the radii measurements and Table 1 
displays the actual values of the exact radii measured. As can be seen from the figure, the 
radii of the Cu-precipitates increased as a function of increasing heat treatment time 
which was expected. While SANS data was only collected for heat treatment times of 5 
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hours to 100 hours, it is presumed that the precipitate radii will continue to increase as the 
heat treatment time is increased to 300 hours. 
 
Figure 18. Cu-precipitate radius for Fe-1.0% Cu specimens 
Table 1. Cu-precipitate radius of Fe-1.0% Cu specimens 
Heat treatment time (hours) 5 15 30 100 
Radius (nm) 2.4 3.72 4.63 7.15 
As can be seen from Figure 18 and Table 1, at a heat treatment time of 30 hours, the 
radius of the Cu-precipitates is 4.63 nm. This indicates that a transition of the Cu-
precipitates from BCC structure to 9R structure might be occurring after the 30-hour 
specimen. This conclusion is drawn from the fact that this radius falls in the transition 
range. This transition from the BCC structure to the 9R structure indicates a loss in 
coherency after the 30-hour specimen. While the precipitate radius continues to increase 
as heat treatment time increases, it is presumed that this set of specimens never reaches 
the transition from the 9R structure to the FCC structure because the largest precipitate 
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radii observed is 7.15 nm (while there is no data for the 300-hour specimen the 
precipitate radii is expected to be slightly larger than 7.15 nm) which is significantly 
below the transition radius of 18 nm.  
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CHAPTER 4. EXPERIMENTAL PROCEDURE 
4.1 Overview 
This chapter descibes the experimental procedure for both the SHG and NRUS 
measurements. For the SHG measurements, two techniques are discussed: longitudinal 
waves and Rayleigh waves. The technique using longitudinal waves propagates a 
longitudinal wave through the thickness of the material using contact transducers. The 
technique using Rayleigh waves propagates a Rayleigh wave across the surface of the 
material, the transmitting transducer is a contact transducer, and the received transducer 
is air-coupled. For the NRUS measurements, the material is vibrated at a chosen 
longitudinal resonance mode using a completely noncontact setup. 
4.2 SHG 
As discussed earlier when looking at the SHG technique, a monochromatic signal 
with frequency f is introduced into a material where it interacts with microstructural 
features and generates a second harmonic wave (as well as higher harmonics) with 
frequency, 2*f. Two different wave types can be used for SHG, surface propagation of 
Rayleigh waves or through thickness propagation of longitudinal waves.  
This research will look at the use of Rayleigh waves to determine β for the 304 and 
316L specimens and the use of longitudinal waves to determine β for the Fe-Cu 
specimens. Rayleigh wave measurements are the preferred SHG technique because it 
only requires access to one side of the material and reduces the amount of system 
nonlinearity. However, for the Fe-Cu specimens, despite numerous attempts, Rayleigh 
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waves could not be generated on the surface. This will be discussed more in the results 
section. 
4.2.1 Rayleigh Wave Measurements 
The Rayleigh wave instrumentation setup used for this thesis is the same as used in 
previous research [74,75] and can be seen in Figure 19. The experimental procedure for 
the Rayleigh wave measurements is as follows. A sinusoidal tone burst, frequency of 2.1 
MHz and packet length of 20 cycles, was generated by a function generator (Agilent 
33250a) and then amplified by a gated-amplifier (RITEC GA-2500A). The longitudinal 
wave signal was then transmitted from a commercial piezoelectric contact transducer to a 
Rexolite wedge which was then mounted on the material. The generation wedge was 
designed such that the wedge angle was equal to the critical angle for generating 
Rayleigh waves along the surface of the material. The transducer, wedge, and specimen 
were all coupled using a light layer of oil coupling to ensure better acoustic transmission 
between the components.  
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Figure 19. Rayleigh wave experimental setup 
As the Rayleigh wave propagates along the length of the specimen, longitudinal 
waves are leaked off of the surface. These longitudinal waves were received by an air-
coupled receiver (Ultran NCT4-D13, center frequency: 4 MHz). The center frequency of 
the air-coupled transducer was chosen to be twice that of the generating transducer for 
better detection of the small second harmonic. The use of an air-coupled receiver allows 
for fine tuning of the receiver location as well as the elimination of contact conditions 
between the specimen and the receiver. The received signal was then amplified and sent 
to an oscilloscope where the signal was averaged 512 times to reduce any noise effects. 
The signal was then saved for post-processing. The air-coupled transducer was then 
moved along the wave propagation path, and the measurement was repeated. Please see 
[75] for the information on how to calibrate the wave propagation path. 
Once all of the measurement points have been completed, the data is processed to 
extract the amplitudes of the first and second harmonics, A1 and A2. First, the raw time 
signal data is windowed using a Hanning window as seen in Figure 20. Extra care was 
taken to window only the steady state portion of the signal. The fast Fourier transform 
(FFT) (Figure 21) was then used to extract A1 and A2. Figure 22 shows a sample plot of 





A1 and A2 as a function of propagation distance. As can be seen in the figure, A1 decreases 
as a function of propagation distance because of signal attenuation in the material. It can 
also be seen that A2 increases as a function of propagation distance. This is due to 
compounding the second harmonic as propagation distance increases. 
 





Figure 21. Sample frequency domain plot for Rayleigh wave measurements 
 
Figure 22. Rayleigh wave, A1 and A2 as a function of propagation distance 
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These extracted values for A1 and A2 are then used to calculate A2/A1
2 for each 
propagation point and then plotted as a function of propagation distance. A sample plot 
can be seen in Figure 23. A linear line is fit to this plot, and the slope of this line is the 
acoustical nonlinearity parameter β. 
 
Figure 23. Rayleigh wave determination of β 
4.2.2 Longitudinal Wave Measurements 
The longitudinal NLU setup used in this research follows the same procedure that 
has been used in previous research studies [4,6]. Figure 24 shows the instrumentation 
used in the experimental setup. The experimental procedure consisted of the generation 
of a sinusoidal tone burst, which was amplified by a gated-amplifier (RITEC GA-2500A) 
and transmitted using a contact transducer. The signal traveled through the thickness of 
the specimen, interacted with the material, and then was detected with a second contact 
β 
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transducer whose center frequency was twice that of transmitting transducer. This 
difference in center frequency between the transmitting and receiving transducers allows 
for better detection of the small amplitude second harmonic. The received signal was then 
saved by an oscilloscope for post-processing. Signal averaging (512 averages) was 
performed to increase SNR. An example of the received signal with windowing points 
can be seen in Figure 25. The input amplitude was then increased, and the procedure was 
repeated until the final input amplitude had been reached. 
 














Figure 25. Raw signal with windowing points 
 A thin layer of oil coupling was spread between the contact transducers and the 
specimen to allow for better transmission of the acoustic energy between the transducers 
and the material. Additionally, extra care was taken to ensure that the centerlines of the 
transmitting and receiving transducers were aligned as well as consistent pressure was 
applied when affixing the transducers to the material. 
 The signal was received from the receiving transducer on an oscilloscope and saved 
for post-processing. After the signal was saved, the input amplitude was increased, and 
the measurement was performed again. The input amplitude was increased linearly until 
the final amplitude was reached. 
The received signals were then processed extracting the amplitude of the first and 
second harmonic wave, A1 and A2. Depending on the thickness of the material, the use of 
the FFT to extract A1 and A2 may not be possible as will be discussed in CHAPTER 5. In 
some cases other signal processing techniques may be used, such as the least squares 
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method, and will be discussed in full detail in CHAPTER 5. Once A1 and A2 have been 
determined for each of the received signals, A2 is plotted as a function of A1
2 as seen in 
Figure 26 where the slope of the fit line is proportional to the acoustic nonlinearity 
parameter, β. 
 
Figure 26. A2 versus A12 where the slope is β 
4.3 NRUS Measurements 
For the NRUS measurements, a completely noncontact setup is implemented, and 
the experimental schematic can be seen in Figure 27. The experimental procedure used 
for the NRUS measurements follows that established in [18]. In this setup, a function 
generator, controlled by Labview, generates a frequency sweep at a minimal amplitude 
which is then amplified by E&I RF power amplifier and transmitted to an air-coupled 
transducer (center frequency: 50 kHz). The acoustic waves are then focused using an 
acoustic horn designed by Steffen et al. [18] which follows the acoustic horns from Kim 
[76] which are based on the Webster horn equation. The focused acoustic waves then 
vibrate longitudinal waves in a free hanging specimen. The velocity of the opposite end 
β 
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of the specimen is then measured using a laser vibrometer. The signal from the laser 
vibrometer is then sent to the computer for post-processing. The input amplitude is then 
increased, and the measurement is taken again. 
 
Figure 27. NRUS experimental setup 
4.3.1 Determination of resonance frequency 
The longitudinal modal resonance frequencies of the samples were determined 
analytically and confirmed experimentally. 
4.3.1.1 Experimental determination of resonance frequency 
 The resonance frequency was determined experimentally through long frequency 
sweeps using the same setup seen in Figure 27. This setup allows the measurement of the 
longitudinal vibration modes and corresponding resonance frequencies. By taking the 
FFT of the time domain signals, one can easily see the eigenmodes as the peaks on the 
graph as seen in Figure 28. 
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Figure 28. Experimental longitudinal vibration modes 
4.3.2 Post-processing for NRUS 
The resonance frequency at each drive amplitude was determined by applying a 
tapered cosine window to the time domain signal and then taking the FFT. Each time 
domain signal contains all of the information for the respective frequency sweep as seen 
in Figure 29. The frequency curves for each of the drive amplitudes were all plotted on a 
single plot to observe the frequency shift as seen in Figure 30, and the peak of each 







Figure 29. Time domain signal example for NRUS measurement 
  
Figure 30. Resonance frequency spectrum curves example (same as Figure 5) 
 
The equilibrium resonance frequency (linear resonance frequency), 𝑓0, was 
determined by fitting a line to the resonance curves, Figure 30, and finding the 
intersection of the linear fit with the x-axis. The strain amplitude for each drive amplitude 
can then be calculated using Eq. 101 from Section 2.4.1.2. The inputs to the equation are 
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determined as follows: 𝑣𝑛 is the velocity amplitude measured using the laser vibrometer 
(measured voltage is multiplied by LDV sensitivity), 𝐿 is the length of the specimen, and 
𝑓𝑛 is the resonance frequency determined from the resonance frequency curves. The 
relative frequency shift, ∆𝑓/𝑓0 (∆𝑓 = 𝑓 − 𝑓0), is then plotted as a function of the strain 
amplitude for each drive amplitude as seen in Figure 31 and fit with a linear fit. The 
hysteretic nonlinearity parameter, αf, is then determined to be the slope of this fit line as 
seen in the figure. 
 





CHAPTER 5. SIGNAL PROCESSING FOR THIN SPECIMENS 
5.1 Overview 
 In some applications, it is desirable or even necessary to investigate specimens that 
are considered “thin”. For example, it may be of interest to study a specimen that has the 
same “thin” characteristic that is seen in-situ. However, because of finite thickness, the 
number of cycles in the propagating wave is limited and has been a hindrance to thin 
specimen measurement in the past. 
 In finite thickness specimens, it is critical to avoid the interference between the 
forward propagating and boundary-reflected tone-burst signals. The reason for this is that 
“extraneous” higher harmonic waves are produced in the reflection mode at a stress-free 
boundary [77]. Thus the maximum number of cycles is limited for the tone-burst wave 
packet to “fit” within twice the thickness of the specimen. The maximum number of 






where h is the specimen thickness, and λ is the wavelength of the fundamental wave.  
 The conventional and most preferred signal processing method used to extract the 
amplitudes of the fundamental and second harmonic waves from the tone-burst signal is 
the Fourier analysis using a discrete Fourier transform (DFT) [78]. However, this method 
fails for tone-burst signals with a low number of cycles; in this case, the main lobe (for 
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the fundamental) is wide and its side-lobes interfere with the intrinsically small second 
harmonic component, ultimately leading to the calculation of an incorrect nonlinearity 
parameter, β. This section is motivated by this shortcoming of the DFT, with the 
objective of determining alternative signal processing methods, which perform better in 
thin specimens. This section examines five available signal processing methods: DFT; 
original Prony method; least squares (LS) Prony method; known poles (KP) Prony 
method; and a direct fitting least squares method. With such a wide range of signal 
processing methods available, it is unrealistic to consider all of these candidate methods 
in a single study. Therefore, these five methods were chosen because of their similarity to 
the DFT, their ease of understanding and implementation by the reader, and their use in 
other ultrasonic research [79–83]. Additionally, the Prony methods are relatively easy to 
implement compared to other available methods and have the capability to fit not only 
damped signals but also undamped signals. In the latter case, the damping parameter is 
set to be a near zero value by the algorithm. The Prony method and its variations have 
been used in a variety of previous acoustic and ultrasonic research for both transient and 
short steady state signals [79–83]. 
 Through both numerically generated synthetic signals and experimental 
measurements, this research investigates the accuracy and feasibility of the five candidate 
signal processing methods to accurately calculate the amplitude of the fundamental and 
second harmonic waves, and then subsequently β. The numerical simulations provide the 
ability to control attributes of the tone-burst signal and determine the effectiveness of 
each of the five methods, while the experimental measurements provide additional insight 
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into each method and feasibility for the implementation. A description of the numerical 
simulation and experimental procedure can be found later on in this section. 
5.2 Method Background 
The following section will give a description and derivation of the five available signal 
processing methods investigated in this section. 
5.2.1 Discrete Fourier Transform 
This research implements the fast Fourier transform (FFT) which is an efficient 
way to calculate the DFT and makes use of Matlab’s fft command. More information on 
the DFT can be seen in Appendix A. 
5.2.2 Prony Method 
 A full derivation of Prony’s method can be found in Appendix A including 
information for the least squares and known poles modifications. Prony’s method is a 
signal modeling method where a linear combination of exponentials is fit to a set of data 
points [84]. For the NLU measurements described in this paper, the linear combination of 
exponentials represents the summation of sinusoidal signals (fundamental and higher 
harmonic frequencies) which make up the received signal. Fitting this linear combination 
to the received data allows for the computation of frequencies that make up the signal 
along with their corresponding amplitude, phase angle, and damping factor. This section 
gives a brief description of the steps found in Prony’s method. Future sections will 
provide the solution for either the original Prony method or one of the modifications 
(least squares or known poles) and the full derivation can be seen in Appendix A. 
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 In general, Prony’s method can be thought of comprising three steps. The first 
step consists of developing a model that fits p exponentials to the data (finite sample with 
N discrete data points) and determining the corresponding parameters. These parameters 
can then be used to develop a polynomial in the second step, and the roots of this 
polynomial are determined. These roots can then be used to determine the frequencies of 
the signal and the corresponding damping factors. The corresponding amplitudes and 
phase angles can then be determined in the third step from these values.  
 The Prony prediction model for the SHG measurements can be seen in Eq. 110 where 
Ak is the amplitude, αk is the damping, fk is the frequency, θk is the phase angle, and T is 
the sampling interval in seconds (1/sampling frequency):  
 








  1 ≤ 𝑛 ≤ 𝑝 (110) 
Note that Eq. 110 is simplified by the substitution of hk in for 𝐴𝑘𝑒
𝑗𝜃𝑘 and 𝑧𝑘 in for 
𝑒(𝛼𝑘+𝑗2𝜋𝑓𝑘)𝑇. By following the in-depth derivation seen in Appendix A, the values for the 















                [𝑠𝑒𝑐𝑜𝑛𝑑𝑠−1] (112) 
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)             [𝑟𝑎𝑑𝑖𝑎𝑛𝑠] (114) 
5.2.2.1 Least Squares Prony Method 
 Modifications have since been made to the original Prony method to adapt to 
varying conditions. The LS Prony method was developed to be used when the number of 
data points exceeds the number of data points needed to fit the model to the data 
(overdetermined) [84]. This method is not an exact fit to the data as was used in the 
original Prony method. Instead, it minimizes the squared error through the determination 
of the parameters 𝑧𝑘 and ℎ𝑘. An in-depth discussion for the math behind the LS Prony 
method can be seen in Appendix A. 
5.2.2.2 Known Poles Prony Method 
Often times some of the frequencies are known a priori, but their amplitudes may 
be unknown [79] as is the case for SHG. The known poles (KP) Prony method can be 
used in this instance. An in-depth discussion on the math behind the KP Prony method 
can be seen in Appendix A. 
5.2.3 Least Squares Method 
 This method makes a least squares fit between the measured data points and a 
proposed model. In SHG, it is known that the measured signal is composed of two 
sinusoidal waves: the fundamental wave whose frequency is the same as the input 
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frequency, f1, and the second harmonic wave whose frequency is twice that of the 
fundamental wave, f2=2*f1. The model for the signal adds both wave components 
together: 
 𝑠 = 𝑏1 cos(2𝜋𝑓1𝑡) + 𝑏2 sin(2𝜋𝑓1𝑡) + 𝑏3 cos(2𝜋𝑓2𝑡) + 𝑏4 sin(2𝜋𝑓2𝑡) + 𝑏5 (115) 
The model adds a cosine component and a sine component for each frequency to account 
for any phase differences as well as a constant, 𝑏5, to account for any vertical shift in the 
signal. 
Eq. 115 is rewritten in the following matrix form where the elements of the 𝑠-vector 






















[cos(2𝜋𝑓1𝑡) sin(2𝜋𝑓1𝑡) cos(2𝜋𝑓2𝑡) sin(2𝜋𝑓2𝑡) 1] (116) 
Least squares is then used to calculate the 𝑏-coefficients. This can be done in Matlab 
using the mldivide command. The amplitudes of the fundamental and second harmonic 











5.3 Numerical Simulation and Experimental Procedure 
5.3.1 Numerical Simulation 
A synthetic sinusoidal signal with two frequency components, fundamental frequency 
𝑓1 and second harmonic frequency 𝑓2, with added noise was created using MATLAB as:   
 𝑠𝑖𝑔 = 𝐴1 sin(2𝜋𝑓1𝑡) + 𝐴2 sin(2𝜋𝑓2𝑡) + 𝑛𝑜𝑖𝑠𝑒  (119) 
where 𝐴1 is the amplitude of the fundamental frequency component, and 𝐴2 the 
amplitude of the second harmonic component. The amplitudes of the fundamental and 
second harmonic frequencies were selected as values close to typical experimental 
values, and the noise was generated using the randn command in MATLAB. Individual 
tone-burst signals were produced with cycle lengths varying from four to twelve cycles. 
The sampling frequency was set to 250 MSamples/sec to match that in the experiment. 
The individual tone-burst signals were averaged 512 times, mimicking the signal 
averaging used in the experiments.  
To determine the effect of noise on the candidate signal processing methods, 
varying levels of noise were added to each of the numerically generated synthetic signals 
to obtain specific signal to noise ratio (SNR) values. The same range of noise was added 
to each of the individual tone-burst signals with varying lengths (four to twelve cycles). 
Each of the synthetic signals was then processed using the five signal processing methods 
to determine the amplitudes of the fundamental (𝐴1) and second harmonic (𝐴2) waves. 
The nonlinearity parameter, β was then calculated for each of the signals. 
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5.3.2 Experimental Procedure 
The experimental measurements used the same longitudinal NLU setup described 
in Section 4.2.2. The generation frequency used in this experiment was 2.25 MHz. To 
enable a direct comparison of the five different signal processing methods, a relatively 
thick (~12.5 mm) 304L stainless steel specimen was used which allowed a maximum of 9 
cycles to be generated in its thickness. The number of cycles in the tone-burst signal 
generated could then be reduced, simulating the wave packets needed in thinner 
specimens, thus providing the ability to "vary" the specimen thickness without changing 
any other conditions, like contact conditions between the specimen and transducers. The 
input amplitude was set for each measurement, and the number of cycles was increased in 
increments of one, from four to nine cycles. 
5.3.3 Post-Processing 
 The numerically generated synthetic and experimental signals were each 
processed using the five candidate signal processing methods to extract the amplitudes of 
the fundamental, A1, and second harmonic waves, A2, at each input amplitude for each of 
the number of cycles. For the numerically generated synthetic signal, the nonlinearity 
parameter, β, was calculated directly using Eq. 9 as described in Section 2.2.1.1.  
5.4 Results and Discussion 
 The results from the numerical simulation and experiments provide insights into the 
feasibility and accuracy of each of the candidate signal processing methods. The 
numerically generated synthetic signals allow control and a priori knowledge of the 
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specific signal attributes (such as amplitudes), while the experimental signals confirm the 
applicability to real measurement applications. The input amplitudes for the synthetic 
signal were chosen to be 6 and 0.06 for the fundamental and second harmonic waves, 
respectively. These amplitudes were selected to be close to the experimental values. 
These specific amplitudes resulted in a relative β value of 0.00167. 
In the experimental measurements, it is crucial to only process the steady state portion 
of the tone-burst signal. For the specific generation transducer used in these 
measurements, the first two cycles and last cycle were determined to be transient, leaving 
the remaining steady state cycles to be processed; the remaining steady state cycles will 
be referred to as the effective number of cycles. The steady state cycles were chosen to be 
the cycles were the peak-to-peak amplitude remained steady as a function of time. Note 
that a Hann window was used in the DFT processing. To simulate experimental 
conditions, the numerically generated synthetic signals were generated with a specific 
number of cycles while only the effective number of cycles (number of cycles generated-
3) were processed. 
5.4.1 Effect of SNR on the Synthetic Signals 
 In different experimental conditions, the noise level in the system can be inherently 
higher or lower depending, on measurement conditions. For example, if the material has 
large grain noise, the noise of the system would be higher. Consequently, the first signal 
attribute investigated in the numerically generated synthetic signals was the effect of 
noise on each of the five signal processing methods. The noise level in the system was 
determined by calculating the SNR of the second harmonic amplitude because it is a 
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naturally smaller amplitude, so it is affected more by noise than the amplitude of the 
fundamental wave. Results for the effect of SNR are shown in Figure 32. The dashed line 
in the figure represents the actual relative β value and the solid lines represent ±5% of 
this value. It is important to note the results from the DFT are so poor in Figure 32(a-b) 
that the results cannot be seen on the selected axes. 
 
 
Figure 32. Effect of SNR of A2 on calculation of relative β for a) three effective cycles 
b) one effective cycle c) five effective cycles [86] 
Figure 32(a) shows the result for three effective cycles. The figure shows that the 




noise in comparison to the least squares and KP Prony method. Specifically, this figure 
shows that the original and LS Prony methods accurately calculate relative β within ±5% 
when the SNR is above 13 dB. Figure 32(b) illustrates how drastically the SNR could 
affect the accuracy of the original and LS Prony methods. As the SNR increases, the 
accuracy of both the original and LS Prony methods increases, and the calculated relative 
β value converges to the known value of 0.00167. Note that the calculated values of β 
with the DFT do not even fit within the range of Figure 32(a-b). Figure 32(c) shows that 
while the accuracy of the DFT greatly improves with increasing SNR, the change in SNR 
has a smaller effect on the accuracy of the DFT in comparison to the other signal 
processing methods. Most importantly, this figure demonstrates the issues with simply 
using the DFT for a tone-burst signal with a low number of cycles – the DFT does not 
even calculate a value of β within 5% of the known value.  
Table 2 provides a summary of the minimum SNR of A2 required to use either the 
original or LS Prony methods to accurately calculate β within 5% for one to eight 
effective cycles. These minimum SNR values were determined from plots similar to 
those seen in Figure 32(a-c) where the results from the original and LS Prony methods 
approached the actual relative β value, and there was little scatter in the result points. 
Note that these are an approximation and care should be taken when making 
measurements where the SNR is close to these values. 
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Table 2. Minimum SNR of A2 to accurately determine β within ±5% for original/ LS 
Prony methods for varying number of effective cycles 









5.4.2 Comparison of Five Candidate Signal Processing Methods 
 Now consider the experimentally measured tone-burst signals, where the SNR of A2 
for this setup was calculated to be approximately 13 dB. For ease of comparison, the 
SNR of A2 for the numerically generated synthetic signals was chosen to be a similar 
value of 13.2 dB which is within 2% of the experimental value. In addition, the range of 
effective cycles was chosen from one to six, as the maximum number of cycles for this 
12.5 mm thick 304L stainless steel specimen is nine per Eq. 109. The results for the 
experimental measurements and numerical simulation (synthetic signals) are shown in 
Figure 33(a) and Figure 33(b), respectively.  
 Note that the difference in the value of β between the experimental measurements 
(~0.00176) and the numerical simulation (0.00167) is a product of the procedure and not 
the signal processing methods. For the numerically generated synthetic signals, β is 
calculated directly from the values of A1 and A2, but for the experimental measurements, 
β is calculated from the measurement of several input voltages resulting in the difference 
of β between the two. While it is desirable to have similar values of β to help with 
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analysis, it is not necessary for them to be the exact same value between the experimental 
measurements and the numerical simulation when comparing the signal processing 
methods. Instead, it is desirable to have similar SNR of A2 because of its effect on the 
signal processing methods. 
 
Figure 33. Comparison of signal processing methods for varying number of cycles, 
a) experimental, b) numerical simulation (synthetic signals) [Note: For less than 
eight generated cycles, DFT values are so poor that they are off the scale.] [86] 
The results presented in Figure 33 demonstrate the limitations of the signal processing 
techniques as well as provide a basis for selecting the most appropriate signal processing 
techniques to use when measuring thin specimens with SHG. The next few paragraphs 
will discuss the results for each of the signal processing techniques at length, and the 
conclusions on the best methods for thin specimens will be described at the end. 
 Despite the ease of implementation and low amount of computational power needed 
for the DFT, the results for both the synthetic and experimental signals demonstrate the 
shortcomings of the DFT for the low number of cycles possible in thin specimens. These 
a) b) 
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results demonstrate the well-known fact that as a signal length shortens in the time 
domain, the spectrum broadens in the frequency domain (the principle of uncertainty). 
This intrinsic behavior causes the side lobes of the fundamental frequency to interfere 
with the amplitude of the second harmonic. This interference effect is seen in the results 
for the low number of effective cycles. While the DFT is effective in measuring the value 
of A1 even for a low number of effective cycles, the value of A2 increases as the number 
of effective cycles decreases because of the increasing interference from the fundamental 
frequency. This interference is present until there are at least eight effective cycles, as 
seen in the numerical simulation results, rendering the DFT ineffective for SHG 
measurements when the number of effective cycles cannot be increased to at least eight 
cycles.  
 In contrast, the original and LS Prony methods provide an accurate method for 
extracting the values of A1 and A2 for a low number of effective cycles as long as the 
SNR of A2 is large using the criteria described earlier. Unfortunately, this dependence on 
the SNR of A2 is a major drawback of these two methods. As the level of noise increases, 
the tone-burst signal length (number of effective cycles) must increase to retain the 
accuracy of both of these methods as seen in Table 2. It is known that the Prony method 
does not perform well in the presence of noise [84,87–89]. One way to compensate for 
the noise is to over define the system by increasing the number of unknown parameters 
[84,90,91]. However, the number of unknown parameters is limited to half the number of 
data points. To achieve a system where there are enough unknown parameters, the length 
of the signal (number of effective cycles) must be a minimum length – as the noise level 
rises, the minimum number of effective cycles also increases. For this reason, the noise 
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level in this system causes both the original and LS Prony methods to inaccurately 
determine the values of A1 and A2 if there is only one or two effective cycles. 
 Fortunately, the least squares and the KP Prony methods provide an accurate 
method for extracting the values of A1 and A2 for all signal lengths, and the presence of 
some noise (SNR > 3dB) seems to have a minimal effect. The accuracy of these results is 
expected because these methods take advantage of available information of the frequency 
contents in the acquired tone- burst signal and apply this directly in the model equations. 
This requirement of known frequency contents can be a shortcoming of these two 
methods when there is a slight shift in the true generated frequency due to slight flaws in 
equipment. However, it is not difficult to determine the fundamental frequency of a tone-
burst signal in general. As a result, the least squares and the KP Prony methods are the 
two best methods for the application of SHG in thin specimens.  
The four available signal processing methods have proven to be good alternatives 
to the DFT when testing thin specimens using SHG (less than 8 effective cycles). The 
least squares and KP Prony methods outperform the other three candidate methods, 
regardless of the number of effective cycles when the frequency contents are known a 
priori. The original and LS Prony methods provide accurate means to calculate β if the 
SNR of A2 is sufficiently large. However, all three Prony methods have a greater 
implementation and computational complexity than the least squares method and the 
DFT. With these limitations and abilities in mind, it is determined that the best methods 
for the extraction of A1 and A2 when analyzing thin specimens are the least squares and 
KP Prony methods. 
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 Note that another potential application of these results is cases when the 
attenuation of a material due to features like large grains can be very large, making it 
impractical to conduct ultrasonic measurements on a thick specimen or at a high 
frequency.  
5.5 Application for Fe-1.0% Cu specimens 
The least squares and the KP Prony methods are now used in an application to 
analyse experimental data for a set of Fe-1.0% Cu specimens which had been heat treated 
for varying lengths of time (untreated, 5 h, 15 h, 30 h, 100 h, and 300 h) as described in 
Section 3.4. These specimens were previously analyzed using the original Prony method, 
and previous results can be found in [6,92].  
Following the procedure in [6,92], both the least squares and KP Prony methods are 
used to calculate the relative nonlinearity parameter, β, for each of the heat treatment 
times and normalized using the 5-h specimen. Figure 34 shows the results for normalized 
relative β using these two signal processing techniques as well as a comparison to the 
results found in [6,92]. First, the β values obtained from the least squares and KP Prony 
methods are almost exactly the same for all heat treatment times making it difficult to 
distinguish between the two results on the figure. These β values show an initial decrease 
from the untreated to the 5-h specimen possibly due to the initial nucleation of Cu-
precipitates, followed by an increase in β from the 5-h specimen to the 30-h specimen due 
to the growth of the Cu-precipitates. There is a continued increase in β from the 30-h 
specimen to the 100-h specimen due to either some of the Cu-precipitates remaining 
coherent with the Fe-matrix or some of the pinned dislocations becoming unpinned 
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leading to an effectively longer loop length. Finally, β decreases from the 100-h specimen 
to the 300-h specimen which is attributed to a loss of coherency between the Cu-
precipitates and the Fe-matrix. The specifics on these changes in β will be discussed in 
more detail in the results and discussion sections. 
 
Figure 34. Normalized relative β for Fe-1.0% Cu specimens using least squares 
method, KP Prony method, and original Prony method [6,86] 
These results from the least squares and KP Prony methods are not too far from the 
results in [6,92] except for the decrease in β from the 100-h to 300-h specimen. The 
discrepancies between the results can be explained by two reasons. First, the results of the 
present study demonstrate the large effect noise can have on the original Prony method, 
even when the SNR seems to be a reasonable value (~10 dB for A2 for the Fe-1.0% Cu 
specimens). Since the SNR is on the cusp between the original Prony method being a 
reliable method and not being a reliable method, the results given by the original Prony 
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method might not be as consistent as originally thought. The second reason is that the 
results of the current study demonstrate the importance of only analyzing the steady state 
portion of the signal, which may not be intuitive when looking at an experimentally 
measured tone-burst signal. [6,92] analyses four cycles of the signal, where one of the 
cycles is in the transient portion of the signal, while the least square and KP Prony results 
of Figure 34 only analyze the last 3 cycles in the signal which is in the steady state 
portion. It is believed that the present trend in β is more representative of the actual 
changes in the microstructure than the previous one in [6,92], in that the expected 
decrease after a certain time was not present in [6,92]. The present trend in β was also 
seen by another research group who modeled the Fe-Cu material [7]. 
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CHAPTER 6. NLU RESULTS AND DISCUSSION 
6.1 Overview 
This research looks at both the sensitivity of NRUS and SHG to different 
microstructural mechanisms in metals and compares the NLU methods to a linear 
method. All of the measurements in this section are normalized to a specified base state 
so that the relative differences between specimens may be seen. The relative differences 
also allow for easier comparisons between the measurement types. In this chapter, the 
results for α, β, and ANOVA are presented for the 304 stainless steel, 316L stainless steel 
and Fe-1.0% Cu specimens. The error bars seen in each of the figures represent the 
standard error for experimental repeatability. 
6.2 304 Stainless Steel 
The first results that will be presented in this section are those from the 304 stainless 
steel. As presented in the materials section (3.2), an annealed sample (non-sensitized) is 
compared to a sensitized sample. This allows the comparison between a sample with 
minimum microstructural damage (annealed) and a sample with chromium carbides that 
have grown in and along the grain boundaries.  
6.2.1 Specimen preparation 
For the two nonlinear ultrasound techniques, the specimens had to be prepared at 
different sizes for each technique. Both sets of samples were cut using wire EDM to 
minimize the added stresses in the material. For the NRUS specimens, the samples were 
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cut to 10 mm x 10 mm x 100 mm. This size was chosen to retain consistency with Maier 
et al [18] who developed the noncontact NRUS technique used in this research. The 
length of the specimens is much longer than the width/height dimensions to ensure that 
the problem can be treated as 1D. The ends of the specimens are polished using 
sandpaper up to 2000 grit to provide a smooth surface as well as provide a reflective 
surface for the laser to measure. For the SHG measurements, the samples were 152.4 
mm× 50.8 mm×12.7 mm. This size was chosen to allow the propagation of a Rayleigh 
wave across the surface of the material. Theses specimens were surface ground and 
polished using a polishing wheel to provide a clean and even surface for measurement. 
6.2.2 NRUS Results 
The noncontact NRUS measurements were conducted on these two specimens using 
the procedure outlined in section 4.3. For each specimen, the measurement was 
conducted 10 times for repeatability and accuracy of the measurement. The results for α 
for both the annealed and sensitized samples can be seen in Figure 35. The values for α 
have been normalized by the annealed specimen value. This allows easy comparison to 
the base state. As can be seen in the figure, there is an increase in α of approximately 
43% between the annealed and sensitized samples. Note the strain levels for this set of 
measurements were on the order of 10-6. 
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Figure 35. Measurements of α for 304 stainless steel comparing annealed and 
sensitized specimens where error bars represent the standard error for 
experimental repeatability 
6.2.3 SHG Results 
The SHG measurements using Rayleigh waves were made by Doerr et al [29] and can 
be seen in Figure 36. The results from Doerr et al show several more heat treatment steps 
than conducted for the NRUS measurements. This was to determine how heat treatment 
time affected sensitization. After annealing, Doerr et al heat treated the 304 stainless steel 
for varying lengths of time at 675°C to track the growth of the chromium carbides in the 
grain boundaries. Doerr et al then made SHG and DOS measurements on each of the 
specimens. As described in section 3.2.2, the DOS measurements provide a “ground 
truth” for the specimens. As can be seen in the figure, the DOS is fairly level from heat 
treatment times of 0 min to 120 min and then begins to increase as the chromium carbides 
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begin to form in the material and levels off to a second plateau. β follows a similar trend 
to the DOS where it remains level while the material is non-sensitized and then jumps to 
a second plateau when the chromium carbides begin to form. The increase in β between 
the annealed and sensitized samples is 25%. 
 
Figure 36. Measurements for β for 304 stainless steel comparing results of 
sensitization [29] 
6.2.4 ANOVA Results 
ANOVA was used to determine the statistical significance of the experimental 
results. Using the procedure setup in section 2.6, the ANOVA results for α can be seen in 
Table 3. It can be seen that the F-value is much larger than the F-critical value and the P-
value is much lower than 0.05. These results show that the null hypothesis is rejected, and 
the mean values of α are significantly different. This significant difference means that the 
changes in α are due to changes in the microstructure and not due to random error. 
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Table 3. ANOVA results for α for 304 stainless steel 
Source of 
Variation SS df MS F P-value F crit 
Between Groups 302.22 1 302.22 10.61 0.0044 4.41 
Within Groups 512.68 18 28.48    
       
Total 814.91 19         
6.3 316L Stainless Steel 
This section looks at the effect that dislocations and residual stresses have on the 
nonlinear and linear parameters. This was done by looking at the 316L stainless steel 
samples. As discussed earlier, an as-received piece of 316L is compared to the heat 
treated piece of 316L. The as-received piece of 316L is cold-worked with the dislocations 
being due to this cold-working. This analysis investigates the effect that removing some 
of these dislocations and residual stresses has on α and β. 
6.3.1 Specimen preparation 
Similar to the 304 stainless steel specimens, the 316L specimens were cut using wire-
EDM to sizes needed for the nonlinear measurements. For the NRUS measurements, the 
specimens were cut so that the length of the specimen was much longer than the 
width/height to retain the 1D problem. However due to size restrictions of the piece of 
316L provided, these specimens were cut smaller than the 304 specimens, 5 mm x 5 mm 
x 50 mm. It was found that these specimens provided a better signal and slightly higher 
strain value so future specimens used for NRUS measurements were cut to this size. 
Please note that while this size improved the measurements, the improvement was not 
enough to warrant the recutting of the 304 specimens. These specimens were then 
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polished on their ends using sandpaper up to 2000 grit. The specimens for the SHG 
measurements were cut to the size 2 inches by 6 inches. This size allows for the 
propagation of a Rayleigh wave along the surface of the material. These specimens were 
then surface ground and sanded to provide a clean and even surface for measurements. 
6.3.2 NRUS Results 
NRUS measurements using the noncontact technique described in section 4.3 were 
made on the as-received and heat treated specimens. The values for α can be seen in 
Figure 37 where the error bars represent the standard error of 10 measurements. The 
values for α are normalized by the as-received α-value allowing a comparison between 
the base and heat treated state. The figure shows that α decreases from the as-received to 
the heat treated state by 44%. Note the strain levels for this set of measurements were on 
the order of 10-6. 
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Figure 37. Measurements for α for 316L specimens comparing an as-received and 
heat treated specimen where error bars represent the standard error for 
experimental repeatability 
6.3.3 SHG Results 
The SHG technique used for these samples is Rayleigh waves using the experimental 
technique described in section 4.2.1. The results for β can be seen in Figure 38 where the 
error bars show the standard error of 4 measurements. The values for β are normalized by 
as-received value. The figure shows that β decreases from the as-received specimen to the 
heat treated specimen by 20%. 
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Figure 38. Measurements for β for 316L specimens comparing an as-received and 
heat treated specimens where error bars represent the standard error for 
experimental repeatability 
6.3.4 ANOVA Results 
ANOVA was used to determine the statistical significance of the experimental 
results. Using the procedure setup in section 2.6, the ANOVA results for α can be seen in 
Table 4, and the ANOVA results for β can be seen in Table 5. It can be seen that the F-
value is much larger than the F-critical value and the P-value is much lower than 0.05. 
These results show that the null hypothesis is rejected, and the mean values of α and β are 
significantly different. This significant difference means that the changes in α and β are 




Table 4. ANOVA results for α for 316L stainless steel 
Source of 
Variation SS df MS F P-value F crit 
Between Groups 27.10 1 27.10 23.9 0.00012 4.41 
Within Groups 20.41 18 1.13    
       
Total 47.52 19         
Table 5. ANOVA results for β for 316L stainless steel 
Source of 
Variation SS df MS F P-value F crit 
Between Groups 8.97E-06 1 8.97E-06 31.68 0.0013 5.99 
Within Groups 1.7E-06 6 2.83E-07    
       
Total 1.07E-05 7         
6.4 Fe-1.0% Cu 
This section looks at the results for the Fe-1.0% Cu specimens. As discussed in 
section 3.4, the heat treatment of Fe-Cu promotes the nucleation and growth of Cu-
precipitates where increasing heat treatment time simulates increasing radiation damage. 
These Cu-precipitates are known to be the microstructural mechanism of precipitate-
pinned dislocations. This section provides measurement results for both α and β as well 
as introduces a “stick” model for β. 
6.4.1 Specimen preparation 
Similar to the 304 stainless steel and 316L stainless steel, the Fe-Cu specimens 
were prepared for the NRUS and SHG measurements. Since these specimens were 
provided by KAERI, the initial size was limited to 9mm x 32 mm x 150 mm, and this was 
the size used for the SHG measurements where the only surface treatment was to surface 
grind and sand the material up to 1500 grit sandpaper. For the NRUS measurements, the 
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specimens were cut following the size used for the 316L specimens (5 mm x 5 mm x 50 
mm) using wire-EDM. The surfaces were then sanded using up 2000 grit sandpaper. 
6.4.2 NRUS Results 
The noncontact NRUS setup was again used to measure α where the results can 
be seen in Figure 39 and the error bars represent the standard error of 10 measurements. 
The α values have been normalized by the heat treatment time of 5-hours. This 
normalization value was chosen because between 0-hours and 5-hours of heat treatment 
time the Cu-precipitates nucleate. The figure shows that between the untreated specimen 
and 5-hour heat treatment α decreases. Then between the 5-hour and 300-hour specimens 
α increases. Note the strain levels for this set of measurements were on the order of 10-7. 
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Figure 39. Measurements for α for Fe-Cu specimens comparing effect of heat 
treatment time where error bars represent the standard error for experimental 
repeatability 
6.4.3 SHG Results 
For the SHG measurements, the longitudinal wave technique was used where the 
experimental procedure can be seen in section 4.2.2. While it is preferable to make 
Rayleigh wave measurements for SHG, this material was unable to sustain a Rayleigh 
wave of sufficient amplitude for these measurements. An exhaustive effort was made to 
try and generate a Rayleigh wave such as creation of new wedges for this material, use of 
a receiving wedge in place of the air-coupled transducer, as well use of variable angle 
wedges. It is suspected that attenuation may be a factor with the attenuation of this 
material being much higher than that of typical stainless steel. However, a concrete 
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solution cannot be determined without further research which would make an excellent 
future research topic. 
 The results for β can be seen in Figure 40 and are the same results shown in the 
signal processing section 5.5 [86] and shows just the least square results. As can be seen 
in the figure, β initially decreases from the untreated to 5-hour specimen. β then increases 
from the 5-hour to 100-hour specimen. β finally decreases from the 100-hour to 300-hour 
specimen. 
 
Figure 40. Measurements for β for Fe-Cu specimens comparing effect of heat 





6.4.4 SHG model for Fe-Cu alloy and discussion 
As discussed earlier, Cantrell and Yost (later modified by Hurley to account for 
differences in elastic properties between the matrix and precipitate [16]) developed a 
theoretical model for precipitate pinned dislocations [15]. Knowing that the Cu-
precipitates act as precipitate pinned dislocations, this theoretical model has been applied 
to this set of Fe-Cu specimens to see how the experimental values compare [6]. The 
change in the nonlinearity parameter β can be seen in Eq. 120 and is the exact same 












 In this model, Ω, Λ, 𝑅, 𝐶11, 𝛿, 𝐵, 𝐺, and 𝑏 are all material constants and are 
defined in Table 6. 𝑓𝑛 is the volume fraction of Cu-precipitates and can be calculated 
from the percent weight of Cu in the material which is known to be 1%. Zhu et al found 
that the volume fraction of Cu reaches equilibrium after approximately 0.5 hours of heat 
treatment so it can be said that the volume fraction will remain constant as well [71]. 𝑟𝑎𝑣𝑔 
is the average radius of the Cu-precipitates which were found using SANS and presented 
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 ∆𝛽 can then be calculated for each of the heat treatment times with Cu-precipitate 
radii information available. The total nonlinearity in the material can then be calculated 
by adding the change in nonlinearity with the nonlinearity from the lattice material, 𝛽𝐿. 
The nonlinearity for undamaged Fe polycrystal is well known can be found in the 
literature as 8.76 [101]. 
 𝛽 = ∆𝛽 + 𝛽𝐿 (121) 
 Once the total nonlinearity was calculated, it was normalized by the lattice 
nonlinearity so that normalized values may be compared. Figure 41 shows a comparison 
between the experimentally measured β and the theoretically model β.  
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Figure 41. Comparison between experimental and theoretical model for β for Fe-1% 
Cu [6] 
6.4.5 ANOVA results 
ANOVA was used to determine the statistical significance of the experimental 
results. Using the procedure setup in section 2.6, the ANOVA results for α can be seen in 
Table 7, and the ANOVA results for β can be seen in Table 8. It can be seen that the F-
value is much larger than the F-critical value and the P-value is much lower than 0.05. 
These results show that the null hypothesis is rejected, and the mean values of α and β are 
significantly different. This significant difference means that the changes in α and β are 




Table 7. ANOVA results for α for Fe-1.0% Cu 
Source of 
Variation SS df MS F P-value F crit 
Between Groups 29273.17 5 5854.64 20.71 3.09E-11 2.4 
Within Groups 14416.72 51 282.68    
       
Total 43689.9 56         
Table 8. ANOVA result for β for Fe-1.0% Cu 
Source of 
Variation SS df MS F P-value F crit 
Between Groups 3.28E-07 5 6.56E-08 31.44 2.72E-08 2.77 
Within Groups 3.75E-08 18 2.09E-09    
       





CHAPTER 7. DISCUSSIONS 
7.1 Overview 
The previous chapter presented the experimental results found in this research and 
gave a brief discussion on each of the materials about the sensitivity of the nonlinear 
ultrasound techniques and the effects of the microstructural mechanisms on each of the 
techniques. This section will expand this discussion to get a better understand of each of 
the nonlinear ultrasound techniques and their relationship to the microstructural 
mechanisms. To provide a more robust discussion, the results from two other research 
studies (NRUS and SHG) will be provided [18,102]. These other studies looked at 
materials with microstructural mechanisms different than the ones presented here and 
will provide even more insight into the techniques. 
7.2 Results from previous studies for comparison 
7.2.1 17-4PH Stainless Steel 
The first results presented are for the 17-4PH stainless steel which was studied by 
Matlack et al. [2]and Maier et al [18]. When 17-4PH stainless steel is thermally aged at 
and above 400°C, the material hardens through the formation of Cu-precipitates [103]. 
Since copper has a low solubility at 400°C and above, the copper atoms will diffuse and 
form small precipitates. When the Cu-precipitates first form in the material, they will be 
coherent and will restrict dislocation motion (precipitate pinned dislocations). In this 
research, the 17-4PH was solution annealed at 1040°C for 6 hours and air cooled to 
ensure that the initial samples had no Cu-precipitates [2,18]. The samples were then heat 
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treated at 400°C for 0.1, 1, and 6 hours. The researchers chose this heat treatment 
temperature to ensure that the dislocation density remained constant throughout thermal 
aging [2]. 
Matlack et al. made thermo-electric power (TEP), transmission electron microscopy 
(TEM), and 3D atom probe tomography (APT) measurements on these specimens [2]. 
The TEP results showed an increase as heat treatment time increased. This increase in 
TEP corresponds to a decrease of copper material in the matrix which indicates an 
increase in the volume fraction of Cu-precipitates. Matlack et al. indicate that this 
increase in volume fraction of Cu-precipitates likely indicates an increase in the number 
density of Cu-precipitates in the material. Similar results were seen by TEM and APT 
and can be seen in full detail in the text [2]. 
NRUS [18], SHG Rayleigh wave [2], hardness [2], and Young’s modulus [18] 
measurements were all made on these specimens and can be seen in Figure 42. It can be 
seen that α increases with heat treatment time while β decreases with heat treatment. 
These changes in α and β are due to the increasing number of Cu-precipitates [2,18]. This 
is the first time that a difference in the behaviors of α and β has been seen and will 
provide for an interesting discussion which will be seen in Section 7.3.4. Despite the 




Figure 42. Results for 17-4PH stainless steel specimens [2,18] 
7.2.2 Cr9Mo1 
The second set of results presented are for a material where the microstructural 
changes are a little more complicated than the materials previously presented. This 
material will provide insight into both nonlinearity parameters when there is more than 
one microstructural mechanism present. For this material, the SHG Rayleigh wave 
measurements were made by Marino et al. [1], and the NRUS measurements and initial 
comparison were made by Fahse [102]. When Cr9Mo1 (a modified 9% Cr ferritic 
martensitic steel) is heat treated, there is a formation of precipitates as well as a change in 
the dislocation density. There are two types of precipitates that form when this material is 
thermally aged: M23C6, MX, and M2X particles which form during tempering and Laves 
phase and Z-phase which form during further thermal aging. This evolution of Cr9Mo1 is 
highly cited in the literature [104–108]. 
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Rockwell hardness (HRC) [1], β [1], α [102], and E [102] measurements were all 
made on this material and can be seen in Figure 43. It can be seen that Rockwell hardness 
initially decreases and then begins to level off as heat treatment time increases. E sees 
minimal changes as heat treatment time increases. β and α are seen to initially decrease 
up to 500 hours of heat treatment time and then increase up to 3000 hours of heat 
treatment time.  
 
Figure 43. Results for Cr9Mo1 specimens [1,102] 
Marino et al. provide a figure that overlays the changes in dislocation density and 
precipitate radii with heat treatment time which is shown in Figure 44. This shows how 
the microstructure changes as β changes. The sharp decrease in dislocation density 
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correlates to the decrease in β and the rapid increase in precipitate radius correlates with 
an increase in β. 
 
Figure 44. Overlay showing changes in dislocation density, precipitate radius, and β 
as a function of heat treatment time [1] 
7.3 Mechanism Discussion 
So far, the results for β and α have been presented for five different materials. While a 
brief discussion was provided as the results were presented, this section expands upon 
this discussion to give a better understanding of the techniques and their relationship to 
the mechanisms. Table 9 shows a summary of the materials that have been presented, 
their corresponding mechanisms, and the response of β and α. For the most part, β and α 
have responses similar to one another for each of the mechanisms. However, a couple of 
differences are seen in the Fe-1.0% Cu and 17-4PH materials and will be discussed. 
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Table 9. Summary of materials, mechanisms, and β/α response 
Material Microstructural Mechanism β response α response 
304 - sensitization 
Growth of precipitates along grain 
boundaries 
↑ ↑ 
316L - annealed 




Nucleation of precipitates ↓ ↓ 
Precipitate pinned dislocations – 
growth of precipitate radius 
↑ then ↓ ↑ 
17-4PH 
Precipitate pinned dislocations – 




Dislocation density decrease ↓ ↓ 
Growth of precipitate radius ↑ ↑ 
 
7.3.1 304 – sensitization 
As a refresher for discussion, the data for α and β are plotted on the same plot in 
Figure 45. The figure also shows Young’s modulus, E, which is determined using linear 
ultrasound (RUS, section 2.4.2). Each of the measurement values is normalized to the 
annealed sample so that the relative change between the annealed specimen and the 
sensitized specimen can be seen. As described earlier, when 304 stainless steel is heat 
treated, chromium carbide precipitates begin to form in and along the grain boundaries 
and create chromium depletion zones. This is known as sensitization. Figure 13, Figure 
14, and Figure 36 demonstrate through both EPR and microscopy results that this 
sensitization is happening in the specimen being studied and is a completely separate 
measure from the ultrasound measurements. The EPR results give the DOS (degree of 
sensitization) and show that the annealed specimen is non-sensitized and the heat treated 
specimen is sensitized. The microscopy results confirm the EPR results and give a visual 
understanding of these chromium carbides. 
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Figure 45 shows that the nonlinear ultrasound measurements (α and β) are much more 
sensitive to changes in the microstructure than the linear ultrasound measurements (E). 
The changes in α and β are over 20% while the change in E is approximately 1%. This 
difference between the linear and nonlinear measurements demonstrates that the 
nonlinear ultrasound techniques are much more sensitive to these small length scale 
material changes than the linear ultrasound techniques.  
Now when looking at just the nonlinear measurements, it can be seen that both α and 
β significantly increase between the annealed and sensitized state, 43% and 25%, 
respectively. These carbides act as an asperity in the grain boundary which generates the 
nonlinearity in the material meaning that increases in both β and α between the non-
sensitized and sensitized states are due to this interaction between the carbide and the 
grain boundary.  
As discussed earlier, it is known that hysteresis nonlinearity is affected by energy 
dissipation such as friction and contact. It is believed that contact and friction are 
generated between the carbide and the grain boundaries when the ultrasonic wave is 
propagated through the material leading to an increase in α. 
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Figure 45. Comparison of α, β[29], and E for annealed and sensitized 304 where 
error bars represent the standard error for experimental repeatability 
7.3.2 316L – annealed 
Similar to the 304 specimens, the results for NRUS and SHG are plotted on the same 
figure for easy comparison. The results for E are added for a comparison to the linear 
measure. These three values can be seen in Figure 46. Again, by first doing a comparison 
between the nonlinear and linear ultrasound techniques, it can be seen that both α and β 
are much more sensitive to the small changes in the microstructure than E is, >20% vs. 
1%. 
Next, it can be seen that both α and β decrease between the as-received and heat 
treated states by 44% and 20%, respectively. This is because when the as-received 
sample is annealed some dislocations are removed (decrease in dislocation density) from 
the material relieving some of the residual stress in the material. As presented in section 
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3.3, previous work has shown that annealing metals will remove dislocations. Looking 
back at the model by Granato and Lücke on the damping and hysteresis loss from a 
vibrating pinned dislocation gives an explanation of why the reduction in dislocation 
density results in a decrease of α [43]. 
 
Figure 46. Comparison of α, β, and E for as received and heat treated 316L where 
error bars represent the standard error for experimental repeatability 
7.3.3 Fe-1.0% Cu 
The two nonlinear ultrasound results, as well as the linear ultrasound results, have 
been plotted on the same figure and can be seen in Figure 48. Similar to the other 
materials, the sensitivity of E due to changes in the microstructure is smaller than the 
changes in α and β, a maximum of 10% compared to 95% and 27%, respectively.  
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Now focusing on the nonlinear results, the figure shows that until the 100-hour heat 
treatment mark, both α and β have similar trends. From the untreated specimen to the 5-
hour specimen, α and β decrease in value. This decrease in the nonlinearity is due to the 
nucleation of Cu-precipitates. A similar trend was seen by Cantrell and Yost in the 
nucleation of precipitates in a different material. Additionally, a molecular dynamics 
model was created to model the nonlinear ultrasound response to voids, Cu atoms, and 
Cu-precipitates in BCC Fe [109]. They looked at how the concentration of these 
mechanisms effected the relative change of the nonlinearity parameter. It was seen that as 
the concentration of Cu atoms and Cu-precipitates (radius remained constant) increased 
there was a decrease in the nonlinearity parameter as seen in Figure 47. From their 
model, they found that as concentration increases, Cu-precipitates decrease the classical 
nonlinearity at twice the rate that Cu-atoms do. These results can lead to the conclusion 
that the clustering of Cu-atoms into precipitates decreases the classical nonlinearity. 
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Figure 47. Comparison of classical nonlinearity from Cu atoms and Cu precipitates 
with increasing point-defect-equivalent concentration [109] 
From the 5-hour specimen to the 300-hour specimen, there is a growth in the radii of 
the Cu-precipitates which is the cause of the nonlinearity in the material. This growth can 
clearly be seen from the SANS measurements in Figure 18. While these Cu-precipitates 
are the source of the nonlinearities in the material, the explanations for the behaviors of α 
and β will be discussed separately.  
The discussion will begin by looking at the response of β. From the 5-hour specimen 
to the 30-hour specimen, there is an increase in β. This increase in nonlinearity is due to 
the interaction between the Cu-precipitates and the dislocations in the material creating 
precipitate pinned dislocations. Eq. 122 reminds the reader of the theoretical model for 
precipitate pinned dislocations proposed by Cantrell and Yost [15] that was seen in 
section 6.4.4. This model shows that the change in β is a function of material constants, 
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the volume fraction of precipitates, and the average radius of the precipitates. As 
discussed in section 6.4.4, the average radius of the precipitates is the only parameter in 
the model that changes with heat treatment time. This means that the change in β is a 












 When looking at the Cu-precipitate radius for the 100-hour specimen, the radius 
of the precipitate is larger than the critical radius where the Cu-precipitate transitions 
from BCC with the Fe-matrix to 9R with the Fe-matrix. As discussed in section 3.4.3, 
when the Cu-precipitates transition from BCC to 9R, there is a loss of coherency between 
the Cu-precipitates and the Fe-matrix. This structure transition leads to a reduction in the 
eigenstrain [7]. It would be expected that this loss in coherency would decrease β, and Li 
et al demonstrates this by showing that a reduction in the eigenstrain leads to a decrease 
in β [7]. However, it can clearly be seen that there is an increase in β for the 100-hour 
specimen. This may be due to two reasons. One reason is that some of the Cu-precipitates 
will remain coherent with the Fe-matrix which would result in an increase in β. The 
second reason is as the Cu-precipitates transform from a BCC structure to a 9R structure, 
some of the pinned dislocations will become unpinned which will lead to an effectively 
longer loop length (producing an increase in β). These unpinned dislocations and the 
aforementioned loss of coherency would compete with each other, and eventually β will 
turn down. This decrease of β is seen in the 300-hour specimen. 
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When looking at the results for α, it can be seen that after nucleation starts α 
continues to increase as the radii of the Cu-precipitates grow. Since hysteresis 
nonlinearity is due to energy loss mechanisms such as friction and contact, this increase 
in α is believed to be due to both dislocation vibration as well as the contact between the 
Cu-precipitates and the Fe-matrix. The Granato and Lücke model of damping from 
pinned dislocations demonstrates the contribution of dislocation vibration to loss [43] and 
is a function of the dislocation density and the loop length. The hysteresis nonlinearity 
from the Cu-precipitates arises from the contact between the Cu-precipitates and the Fe-
matrix and acts as a function of the surface area between the two. This means that as the 
size of the Cu-precipitates grows the surface area between the Cu-precipitates and the Fe-
matrix will increase resulting in an increase in α. Additionally, when there is a loss of 
coherency between the Cu-precipitate and the Fe-matrix (at the 100-hour and 300-hour 
specimens), the contact between the Cu-precipitate and Fe-matrix may be considered 
even rougher leading to even more energy loss due to contact. This rougher contact 
would increase α even more. 
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Figure 48. Comparison of α, β, and E results for Fe-1% Cu specimens (β from [86]) 
where error bars represent the standard error for experimental repeatability 
7.3.3.1 Comparison of experimental β to models 
Looking back in the results section, Figure 41 shows a comparison between the 
experimentally measured β and the theoretically modeled β. For 5-hours, 15-hours, and 
30-hours, the theoretical model follows the values of the experimental trend for β fairly 
well. However, at 100-hours of heat treatment time, the model diverges from the 
experimental data. This is due to the loss in coherency between the Cu-precipitates and 
Fe-matrix. One of the assumptions of the theoretical model is the precipitates are 
coherent with the matrix. However as seen earlier, the Cu-precipitates become semi-
coherent with the Fe-matrix at 100-hours of heat treatment time so the assumptions of the 
model are no longer valid.  
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 After these results were published, Li et al developed an analytical model for 
ultrasonic propagation in Fe-Cu alloy [7]. In this model, the authors account for the loss 
of coherency between the Cu-precipitates and the Fe-matrix, and the model follows these 
experimental results very well as can be seen in Figure 49. This figure shows an overlay 
of the experimental measurements on the model that was developed by Li et al allowing 
for a comparison between the two. 
 
Figure 49. Analytical model by Li et al for Fe-Cu alloy [7] overlaid with 
experimental measurements 
7.3.4 17-4PH 
When looking at the results for the 17-4PH specimens from Maier et al and Matlack 
et al [2,18], the difference in the response of α and β can clearly be seen where α 
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increases as a function of heat treatment time and β decreases as a function of heat 
treatment time. In the 17-4PH specimens, the Cu-precipitates pin dislocations creating 
similar precipitate pinned dislocations as seen in Fe-Cu specimens. However, in these 
specimens, the radii of the Cu-precipitates remain constant while the number density of 
Cu-precipitates increases. Using the Cantrell and Yost theoretical model for change in β 
due to precipitate pinned dislocations [15], Matlack et al showed that the decrease in β 
was from the increase in the number density of precipitates. The base of the model can be 
seen in Eq. 123. This time the equation for the precipitate spacing, 𝐿, will be a function of 
the number density of precipitates instead of a function of the precipitate radii and 
















This equation shows that β is a function of the material constants, dislocation density, 
precipitate radii, and number density of precipitates. For the 17-4PH specimens, the 
dislocation density and precipitate radii remain constant throughout the heat treatment 
while the number density of precipitates increases with increasing heat treatment time. 
This shows that β should decrease as the number density of precipitates increases as was 
seen experimentally. 
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When looking at the results for α from Maier et al [18], it can be seen that response 
for α is in the opposite direction. The increase in α may be due to an additive effect. In 
section 7.3.3, the hysteresis nonlinearity was said to come from dislocations as well as 
the contact between the precipitates and the matrix. The amount of contact between the 
precipitates and the matrix can be calculated as the surface area of the precipitates. In this 
case, when the number density of precipitates increases, the amount of surface area 
between the precipitates and matrix will increase resulting in an increase in contact 
points. This increase in contact will result in an increase in α. 
7.3.5 Cr9Mo1 
Looking at the results for the Cr9Mo1 specimens from Marino et al and Fahse [1,102] 
the response of α and β can be seen. As discussed in section 7.2.2, the changes in the 
microstructure of Cr9Mo1 from heat treatment are more complicated than the other four 
materials presented here because there are multiple microstructural mechanisms. The 
mechanisms can be summarized as a decrease in dislocation density and a growth in 
precipitates. As can be seen in Figure 44, there is a rapid decrease in the dislocation 
density from 0 to 500 hours of heat treatment time and then it begins to level off for 
longer heat treatment times. During this time, the precipitates begin to nucleate and grow 
as heat treatment time increases. Marino et al and Fahse suggest that the change in 
nonlinearity in the material can be broken into two phases: the first phase where both 
nonlinearity parameters decrease is dominated by the decrease in dislocation density and 
precipitate nucleation and the second phase where both nonlinearity parameters increase 
dominated by the growth of the precipitates. These results show that while there are two 
competing mechanisms the nonlinearity parameters still show a significant response to 
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the changes. These results suggest that there may be a critical precipitate radius where the 
nonlinear contribution from precipitates dominates the nonlinear contribution from 
dislocations. While this material is very complicated and still not fully understood, these 
results show that it is possible to make measurements on a material with multiple 
mechanisms and get a better understanding of the material. 
7.3.6 Summary 
This section has shown the relationship between α and β and three prominent 
microstructural mechanisms: dislocations, precipitate pinned dislocations, and precipitate 
growth in and along the grain boundaries. Understanding how these mechanisms relate to 
α and β allows for better material damage characterization in the future. Additionally, 
understanding the response to individual mechanisms builds the foundation for the 
understanding of more complicated materials in the future. 
These results have shown that depending on the mechanism α and β may respond 
similarly or differently to the microstructural mechanisms. This lends itself to the 
conclusion that the physics behind their response is different. α is sensitive to energy loss 
mechanisms such as friction and contact and seems to be an additive response while β is 
sensitive to specific interactions between microstructural components.  
It is of interest to mention that in all the results the percent change in α is generally 
much higher than the change in β. This lends itself to the conjecture that α is more 
sensitive to the changes in the microstructure than β is. However, other possibilities such 
as ease of measurement technique may lend a hand in the exact sensitivities. Leading 
with the notion that α is more sensitive than β, the question remains: why not always 
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make NRUS measurements instead of SHG measurements? The answer to this is that 
while NRUS may provide important information about the material it is not a practical 
technique to use in-situ and on complicated geometries. In contrast, SHG, especially 
Rayleigh waves, has the potential for easy field measurements where it is not practical to 
assume a uniform geometry. 
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CHAPTER 8. CONCLUSIONS AND FUTURE WORK 
8.1 Summary of Results 
This research has shown the sensitivity and abilities of SHG and NRUS to detect 
microstructural damages in metals such as dislocations, precipitates in the grain 
boundaries, precipitate pinned dislocations, and a combination of mechanisms. This is the 
first time this field has seen the response of α to these changes in the microstructure of 
the metals. The analysis of the physics behind the responses of α and β to the presented 
microstructural mechanisms provides a novel look into these two nonlinear ultrasound 
techniques. 
The removal dislocations from cold working was investigated by looking at an as-
received and an annealed specimen. It is known that when a sample is annealed some of 
the pre-existing dislocations are removed and the residual stresses are relieved to some 
degree. The results for β and α show that both classical and hysteresis nonlinearities in a 
material decrease when dislocations are removed. This confirms the theoretical models 
that link dislocations and both types of nonlinearity. Hikata et al. showed that an increase 
in dislocation density will lead to an increase in β through their pinned dislocation model 
[31]. Additionally, Granato and Lücke modeled a pinned dislocation segment and showed 
that an increase in dislocation density increased the decrement in the material [43]. This 
research confirmed these theoretical conjectures. 
The growth of precipitates in the grain boundaries was studied by comparing a 
sensitized and non-sensitized sample. It was found that there is an increase in both α and 
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β between the non-sensitized and sensitized samples. For α, this increase is attributed to 
the contact/friction between the chromium carbides and the grain boundary. For β, this 
increase is due to added stress caused by this abnormal growth in the grain boundaries. 
There were two samples studied which looked at the effect of precipitate pinned 
dislocations on classical and hysteresis nonlinearity. The first set of samples (Fe-1.0% 
Cu) looked at the effects of nucleation and growth of Cu-precipitates on the nonlinearity 
parameters. For both α and β, there is a decrease in the nonlinearity parameters from the 
untreated specimen to the 5-hour specimen. This decrease is due to the nucleation of the 
Cu-precipitates. From the 5-hour specimen to the 30-hour specimen, there is a growth in 
the radii of the Cu-precipitates. The contact between the Cu-precipitates and the Fe-
matrix results in an increase in α for these specimens. As the precipitate radii grow, there 
is an increase in surface area between the precipitates and the matrix. The increase in β is 
due to the precipitate dislocation interaction where as the radii of the Cu-precipitates 
increases the classical nonlinearity will also increase. At the 100-hour specimen, there is 
a loss of coherency between the Cu-precipitates and the Fe-matrix. This loss in coherency 
seems to add to the hysteresis nonlinearity with α continuing to increase all the way to the 
300-hour specimen. It is believed that a combination of this rough contact caused by the 
coherency loss and the growing surface area between the precipitates and the matrix 
contributes to α. β sees an initial increase from the 30-hour specimen to the 100-hour 
specimen and then a decrease from the 100-hour specimen to the 300-hour specimen. 
This increase is due to some of the precipitates remaining coherent with the matrix as 
well as longer loop lengths. The decrease is due to the loss in coherency between the 
precipitates and the matrix. 
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The second set of samples (17-4PH) looks at the effect of the number of 
precipitates on the nonlinearity of the material. As this material is heat treated, the radii 
of the precipitates remain the same while the number density increases. In this material, a 
difference in the response of α and β was seen. α increased with an increase in number 
density of precipitates while β decreased. This difference in the nonlinearity parameters is 
due to relationship between the physics of the mechanisms and the type of elastic 
nonlinearity. For α, the increase is due to the increased surface area contact between the 
precipitates and the matrix as the number of precipitates increases. For β, the decrease is 
due to the pinning of dislocations as the number increases. 
8.2 Recommendations for future work 
This research has shown the capabilities of the experimental techniques and briefly 
introduced a few models. However, this area of research would greatly benefit from 
expanding theoretical and analytical models for the different microstructural mechanisms. 
While there are multiple models for SHG, there are only few models for NRUS and 
hysteretic nonlinearity. These models would allow for a better understanding between the 
mechanisms and the theory. So far, it has been seen that different mechanisms increase 
the hysteretic nonlinearity for geomaterials (previous research, [38,39]) and for metals 
(this research), and an overview of their physics is understood. Models would allow for a 
better understanding of the physics behind the mechanisms. 
While this research studies a wide range of mechanisms, it would be of interest to 
study even more mechanisms to have a bank that encompasses a wide range of building 
blocks for more complicated materials. Examples of other mechanisms may include grain 
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size and aligned microcracks. It would be interesting to see how crack orientation affects 
the measure of hysteresis nonlinearity. It would be expected that if the cracks are aligned 
with the propagating wave then the friction from the movement of the cracks would be 
larger than the perpendicular propagation direction. It would also be interesting to see 
how a higher strain level effects α for a material with microcracks. As the strain level 
increases, the microcracks will open more and more and will eventually clap. 
Additionally, more materials with multiple mechanisms should be considered to 
understand the effect that mechanisms may have on one another. This would allow for a 
better understanding of complicated materials. 
8.3 Significance and Impact 
This research has provided an understanding of the relationship between several 
microstructural mechanisms and classical and hysteretic nonlinearity. It has provided an 
understanding of how the mechanisms work and how the interaction between the 
microstructure and acoustic waves affects the nonlinearity parameters. An understanding 
of these building block mechanisms will allow for better material damage detection in the 
future. If the relationship between a single mechanism and the nonlinear ultrasound 
response is understood, then the response of a material with multiple mechanisms or 
damage can be predicted. When looking at real world problems and materials, this is very 
important because these materials typically have multiple damages in the material. 
If these experimental NDE measurements can be made in-situ, then this model for 
the microstructural mechanisms will allow for an understanding of these structures and 
the current state of the microstructure. These nonlinear ultrasound parameters can then be 
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related to material properties through theoretical models. This relationship would then 
allow for quantitative modeling of the remaining life of structures. Remaining life 
predictions will permit these structures to be in service longer than was originally 
intended and provide for a safer community.  
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APPENDIX A. THEORY FOR SIGNAL PROCESSING METHODS 
A.1 Discrete Fourier Transform 
 The discrete Fourier transform is similar to a continuous Fourier transform but 
deals with a discrete time signal. The discrete Fourier transform can be defined using Eq. 
125 and a full derivation and explanation can be found in a book written by Marple [84]. 
 




A.2 Prony Method 
 While a full derivation of Prony’s method can be found here, a detailed 
description can also be found in a book written by Marple [84]. Prony’s method is a 
signal modeling method where a linear combination of exponentials is fit to a set of data 
points [84]. For the NLU measurements described in this paper, the linear combination of 
exponentials represents the summation of sinusoidal signals (fundamental and higher 
harmonic frequencies) which make up the received signal. Fitting this linear combination 
to the received data allows for the computation of frequencies that make up the signal 
along with their corresponding amplitude, phase angle, and damping factor. This section 
gives a brief description of the steps found in Prony’s method. Future sections will give a 
description on how to solve these steps using either the original Prony method or one of 
the modifications (least squares or known poles). 
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 In general, Prony’s method can be thought of comprising three steps. The first 
step consists of developing a model that fits p exponentials to the data (finite sample with 
N discrete data points) and determining the corresponding parameters. These parameters 
can then be used to develop a polynomial in the second step, and the roots of this 
polynomial are determined. These roots can then be used to determine the frequencies of 
the signal and the corresponding damping factors. The corresponding amplitudes and 
phase angles can then be determined in the third step from these values. An in-depth 
discussion of each of these steps is as follows. 
Step 1 
 The Prony prediction model for the SHG measurements can be seen in Eq. 126 where 
Ak is the amplitude, αk is the damping, fk is the frequency, θk is the phase angle, and T is 
the sampling interval in seconds (1/sampling frequency):  
 








  1 ≤ 𝑛 ≤ 𝑝 (126) 
Note that Eq. 126 is simplified by the substitution of hk in for 𝐴𝑘𝑒
𝑗𝜃𝑘 and 𝑧𝑘 in for 




















































































 The best way to solve this equation is to solve for 𝑧𝑘 separately. This is done by 
creating a characteristic equation (pth order polynomial ∅(𝑧) with 𝑧𝑘 as its roots) which 
can be expanded into the following power series:  
 







The complex coefficient of 𝑎[0] is equal to one. A comparison can be made between Eq. 
126 and Eq. 128 when Eq. 126 is multiplied by 𝑎[𝑚], the indices are shifted from n to n-





 is substituted into the equation. These changes lead to the 
following, which is valid for the range 𝑝 + 1 ≤ 𝑛 ≤ 2𝑝, or: 
 










= 0 (129) 
 Through close inspection of Eq. 129, it can be seen that the third summation is equal 
to ∅(𝑧𝑘). With the understanding that 𝑧𝑘 is a root of ∅(𝑧), it is known that the third 
summation (∑ 𝑎[𝑚]𝑧𝑘
𝑝−𝑚−1𝑝
𝑚=0 ) is equal to zero (resulting in Eq. 129 being equal to 
zero). Thus, it can be concluded that the first summation is equal to zero, or:  
 
∑ 𝑎[𝑚]?̂?[𝑛 − 𝑚]
𝑝
𝑚=0
= 0 (130) 
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Since 𝑎[0] is equal to one, Eq. 130 can be rewritten in the following form: 
 




The different versions of the Prony method use different methods to calculate the 
complex coefficients, 𝑎[𝑚]. In the original Prony method, an exact fit is made between 
the model and the discrete signal (?̂?[𝑛] =  𝑥[𝑛] and p=N/2) meaning the complex 
coefficients are solved for directly using Eq. 131. 
Step 2 
 In step 2, the complex coefficients are used to determine the roots of the polynomial 
equation, 𝑧𝑘, as follows: 
 𝑧𝑝 + 𝑎1𝑧
𝑝−1 +⋯+ 𝑎𝑝−1𝑧 + 𝑎𝑝 = (𝑧 − 𝑧1)(𝑧 − 𝑧2)(⋯ )(𝑧 − 𝑧𝑝) (132) 
These roots can be used to calculate the frequencies of the signal as well as the 














                [𝑠𝑒𝑐𝑜𝑛𝑑𝑠−1] (134) 
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Step 3 
This step calculates ℎ𝑘, as well as the amplitudes and phase angles. The method to 
calculate ℎ𝑘 is dependent on the version of the Prony method being used. In the original 
Prony method, ℎ𝑘 is solved for directly using Eq. 127. Once the values for ℎ𝑘 are 
determined, the amplitudes and phase angles which correspond to the frequencies 
calculated in step 2 can be determined using Eqs. 135 and 136, respectively: 






)             [𝑟𝑎𝑑𝑖𝑎𝑛𝑠] (136) 
A.2.1 Least Squares Prony Method 
 Modifications have since been made to the original Prony method to adapt to 
varying conditions. The LS Prony method was developed to be used when the number of 
data points exceeds the number of data points needed to fit the model to the data 
(overdetermined) [84]. This method is not an exact fit to the data as was used in the 
original Prony method. Instead, it minimizes the squared error through the determination 
of the parameters 𝑧𝑘 and ℎ𝑘. 
 In the LS Prony method, the determination of 𝑧𝑘 is calculated using a least squares 
covariance linear prediction algorithm. Eq. 130 is modified by the introduction of the 




∑ 𝑎[𝑚]𝑥[𝑛 − 𝑚]
𝑝
𝑚=1
= 𝑒[𝑛] (137) 
where 𝑎[𝑚] is the linear prediction parameter. 𝑎[𝑚] is determined through the 
minimization of the linear prediction squared error, 𝜌, 
 
𝜌 = ∑ |𝑒[𝑛]|2
𝑁
𝑛=𝑝+1
= 𝑥𝑣𝑒𝑐𝑇𝑥𝑣𝑒𝑐 + 2𝑥𝑣𝑒𝑐𝑇𝑋𝑎[𝑚] − 𝑎[𝑚]𝑇𝑋𝐻𝑋𝑎[𝑚] (138) 
by taking the derivative of 𝜌 and setting it equal to zero [85], 𝑎[𝑚] is obtained as:  
 𝑎[𝑚] = (𝑋𝐻𝑋)−1(𝑋𝐻𝑥𝑣𝑒𝑐) (139) 
where:  
 








𝑋 =  [
𝑥[𝑝] 𝑥[𝑝 − 1]





⋮               ⋮ ⋱ ⋮
𝑥[𝑁 − 1] 𝑥[𝑁 − 2] ⋯ 𝑥[𝑁 − 𝑝]
] (141) 
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The values of 𝑧𝑘 can then be calculated using Eq. 132. The values for ℎ𝑘 are solved 
through the minimization of the linear prediction squared error as was done for 𝑎[𝑚] and 
the final equation is: 
 ℎ𝑘 = (𝑧
𝐻𝑧)−1(𝑧𝐻𝑥𝑣𝑒𝑐) (142) 
A.2.2 Known Poles Prony Method 
Often times some of the frequencies are known a priori, but their amplitudes may 
be unknown [79] as is the case for SHG. Consider q known frequencies/damping factors 
which can be used to calculate q z-exponentials. 
A characteristic equation can be written using these z- exponentials as seen in Eq. 
143 where 𝑐[𝑘] are the characteristic coefficients associated with the q frequencies and 









 Calculating the characteristic coefficients associated with the known poles will be 
the first step. For the purposes of this thesis, the example for SHG will be used to 
demonstrate the concepts. For SHG, the known frequencies are f1 (fundamental 
frequency) and f2 (second harmonic frequency), and the corresponding damping factors 
(α1 and α2) are zero. In this case, there are four known poles: one for each of the 
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harmonic frequencies and their corresponding negative frequencies, and can be calculated 
using the following equation 
 𝑧𝑘 = 𝑒
(𝛼𝑘+𝑗2𝜋𝑓𝑘)𝑇 (144) 
The characteristic coefficients, 𝑐[𝑘], associated with these z-exponentials can be 
calculated using Eq. 142. 
 The characteristic polynomial for all p-components can be factored into two 














By equating similar powers of z, one obtains the following expression for 𝑎[𝑚]  
 









Eq. 147 can be rewritten in such a way that is solely a function of 𝛾[𝑚] and 𝑦[𝑛 − 𝑚] as 








 The second step for the KP Prony method is to filter the original data using the 
known characteristic coefficients 𝑐[𝑘] as is shown in Eq. 149. The filtered data, 𝑦[𝑛], can 
∑ 𝑎[𝑚]𝑥[𝑛 − 𝑚]
𝑝
𝑚=1






= 0  
𝑝 + 1 ≤ 𝑛 ≤ 2𝑝 




𝑝 + 1 ≤ 𝑛 ≤ 2𝑝 




𝑝 + 1 ≤ 𝑛 ≤ 2𝑝 
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then be processed using the least squares covariance linear prediction algorithm as was 
seen in the LS Prony method to solve for 𝛾[𝑚] (unknown poles). These characteristic 
coefficients for the unknown poles, 𝛾[𝑚], can be used to calculate the unknown z-
exponentials by calculating the roots of the characteristic equation. These z-exponentials 
are then combined with the known z-exponentials as seen in Eq. 150. Now that all of the 
z-exponentials are known the frequencies and corresponding damping factors of the 
measured data can be calculated using the equations provided in the general Prony 
method section. 
 𝑧𝑘 = [𝑧𝑘𝑛𝑜𝑤𝑛 𝑧𝑢𝑛𝑘𝑛𝑜𝑤𝑛] (150) 
 The final step is to use these 𝑧𝑘 values to calculate the values of ℎ𝑘 using the 
procedure provided in the LS Prony method. Once the ℎ𝑘 values are known, the values 
for the corresponding amplitudes and phase angles can be calculated using the equations 
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