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Riesz exponential families on
homogeneous cones
I. Boutouria∗, A. Hassairi∗†
Abstract. In this paper, we introduce, for a multiplier χ, a notion of generalized power
function x 7→ ∆χ(x), defined on the homogeneous cone P of a Vinberg algebra A. We
then extend to A the famous Gindikin result, that is we determine the set of multipliers
χ such that the map θ 7→ ∆χ(θ−1), defined on P∗, is the Laplace transform of a positive
measure Rχ. We also determine the set of χ such that Rχ generates an exponential family,
and we calculate the variance function of this family.
Key words: Homogeneous cone; multiplier; generalized power; Riesz probability
distribution; exponential family; variance function.
1 Introduction
It is well known (see Casalis and Letac (1996)) that the Wishart distributions on
the cone of (r, r) positive symmetric matrices or on the symmetric cone Ω of any
Euclidean Jordan algebra E of rank r are the elements of the natural exponential
families generated by the measures µp such that the Laplace transform is defined on
Ω by
Lµp(θ) = (det(θ
−1))p,
for p in {1
2
, 1,
3
2
, · · ·, r − 1
2
}∪]r − 1
2
, +∞[. The measure µp is absolutely continuous
when p ∈]r − 1
2
, +∞[ and is singular concentrated on the boundary of the cone,
when p ∈ {1
2
, 1,
3
2
, · · ·, r − 1
2
}. In 2001, Hassairi and Lajmi have introduced the
Riesz distribution on Ω as an extension of the Wishart distribution. These authors
have started from the fact that in a Jordan algebra, besides the real power of the
determinant, there is the so called generalized power ∆s(x) of an element x of Ω,
defined for a fixed ordered Jordan frame of E and for s = (s1, · · ·, sr) in IRr, and they
have used a remarkable result, due to Gindikin (1964), which determines the set Ξ
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of s in IRr such that ∆s(θ
−1) is the Laplace transform of some positive measure Rs
on E. The generalized power ∆s(x) is a power function of the principal minors of
x which reduces to (det(x))p in the particular case where s1 = s2 = · · · = sr = p,
and in this case, the measure Rs in nothing but µp. We mention here that Ishi
(2000) has given a more detailed description of the Gindikin set Ξ based on the
orbit structure of Ω under the action of some Lie group. He has also given explicitly
the measure Rs for each s in Ξ. In all these works, the definition of the Riesz measure
Rs and in particular of the Riesz probability distribution is based on the choice of
a totally ordered Jordan frame which allows the definition of the principal minors
and of the generalized power of an element of the algebra. The fact that the order
is total is a fundamental condition not only for the definition of the distribution
but also in the proof of many results. To define models in which some specified
conditional independencies, usually given by a graph, are taken into account, there
has been an interest in probability distributions on the homogeneous cone of a
Vinberg algebra. For instance, Andersson and Wojnar (2004) have defined a class
of absolutely continuous “Wishart” distributions on an homogeneous cone. These
distributions have been characterized by Boutouria (2005, 2007) in the Bobecka and
Weso lowski (2002) way. They have also been charcterized by Boutouria and Hassairi
(2008) in the way given in Olkin and Rubin (1962) for the ordinary Wishart. The
aim of the present work is to use an approach similar to the one used in the definition
of a Riesz exponential family on a symmetric cone to introduce a Riesz exponential
family on an homogeneous cone. The distributions in these families are defined
for any graph, that is for any order relation not necessary total. Some of these
distributions are absolutely continuous with respect to the Lebesgue measure and
some are singular concentrated on the boundary of the cone. In this connection,
the Riesz distribution on the symmetric cone of a Jordan algebra may be seen as
the particular one corresponding to the particular directed graph with vertex set
{1, · · ·, r} and edges defined by the usual order on integers. We first define for an
element of an homogeneous cone two kinds of principal minors, minors which are
said strict and minors which are said large. We then define for a multiplier χ, a
notion of generalized power function x 7→ ∆χ(x). One of our main results is the
determination of the set of multipliers χ such that the map θ 7→ ∆χ(θ−1) is the
Laplace transform of a positive measure Rχ. It is a generalization of Gindikin result
with a more elaborate proof adapted to the properties of the Vinberg algebra and
the graph. Concerning the generated exponential families, we give a necessary and
sufficient condition on χ in order that Rχ generates an exponential family and, under
this condition, we determine the variance function of the family.
2 Vinberg algebras and homogeneous cones
In this section, we introduce some notations and review some basis concepts con-
cerning Vinberg algebras and their homogeneous cones. We also introduce a useful
decomposition of an element of the cone.
2
Throughout the paper, I denote a partially ordered finite set equipped with
a relation denoted . We will write i ≺ j if i  j and i 6= j. For all pairs
(i, j) ∈ I × I with j ≺ i, let Eij be a finite-dimensional vector space over IR with
nij = dim(Eij) > 0. Set
Aij =

IR for i = j
Eij for j ≻ i or j ≺ i
{0} otherwise.
and A = ∏
i,j∈I×I
Aij· An element A ≡ (aij, i, j ∈ I) of A may be seen as a matrix
and so we define the trace trA =
∑
i∈I
aii. We also define
ni. =
∑
µ<i
niµ, n.i =
∑
i<µ
nµi, ni = 1 +
1
2
(ni. + n.i), i ∈ I and n. =
∑
i∈I
ni· (2.1)
Let fij : Eij → Eij , i ≻ j, be involutional linear mappings, i.e., f−1ij = fij . They
induce an involutional mapping ( A 7→ A∗ ) of A given as follows: A∗ = (a∗ij |(i, j) ∈
I × I), where
a∗ij =

aii for i = j
fij(aij) = a
∗
ij for j ≺ i or i ≺ j
{0} otherwise.
Let Tu = {A ≡ (aij) ∈ A, ∀i, j ∈ I : i 6 j ⇒ aij = 0}, Tl = {A ≡ (aij) ∈ A, ∀i, j ∈
I : j 6 i⇒ aij = 0} andH = {A ∈ A, A∗ = A} denote respectively the set of upper
triangular matrices, the lower triangular matrices and the Hermitian matrices. The
sets of upper and lower triangular matrices in P with positive diagonal elements are
respectively denoted by T +u and T +l . The sets of diagonal matrices and of diagonal
matrices with positive entries are denoted by D and D+, respectively.
The space A is equipped with a bilinear map called multiplication and denoted
by (A,B) 7→ AB, using bilinear mappings Aij ×Ajk → Aik, denoted by (aij , bjk) 7→
aijbjk, such that AB = C ≡ (cij|(i, j) ∈ I × I) with cij =
∑
µ∈I
aiµbµj .
The multiplication is required to satisfy the following properties:
i) ∀A ∈ A; A 6= 0⇒ tr(AA∗) > 0
ii) ∀A,B ∈ A; (AB)∗ = B∗A∗
iii) ∀A,B ∈ A; tr(AB) = tr(BA)
iv) ∀A,B,C ∈ A; tr(A(BC)) = tr((AB)C)
v) ∀U, S, T ∈ Tl; (ST )U = S(TU)
vi) ∀U, S, T ∈ Tl; T (UU∗) = (TU)U∗.
An algebra A with the above structure and properties is called a Vinberg algebra
(For more details, we can refer to Andersson and Wojnar (2004). Define the inner
3
products (., .)ij on Eij , i ≻ j by ‖ aij ‖2ij= aijfij(aij), aij ∈ Eij. Thus instead of
specifying the bilinear form (aij , bji) 7→ aijbji on Eij one can specify an inner product
(., .)ij on Eij , i ≻ j. It can be established that the following two conditions also
must hold:
1. ∀ aij ∈ Eij , bjk ∈ Ejk : ‖ aijbjk ‖2ik=‖ aij ‖2ij‖ bjk ‖2jk, k ≺ j ≺ i,
and
2. If aik ∈ Eik, bjk ∈ Ejk, with k ≺ j ≺ i and (aik, cijbjk)ik = 0 for all cij ∈ Eij ,
then (dliaik, cljbjk)lk = 0 for all l ∈ I with i ≺ l, and all clj ∈ Elj , and dli ∈ Eli.
We consider the element (aij |(i, j) ∈ I × I) of D such that aii = 1, ∀ i ∈ I as the
unit element of A and we denote it by e. We also define Ek = (dij)i,j∈I ∈ D with
dkk = 1 and djj = 0 ∀j 6= k. It is clear that
∑
k∈I
Ek = e.
Vinberg (1965) proved that the subset P = {TT ∗ ∈ A, T ∈ T +l } ⊂ H ⊂ A
forms a homogeneous cone, that is the action of its automorphism group is transitive.
Let G be the connected component of the identity in Aut(P); the group of linear
transformations leaving P invariant. We recall that χ : G 7→ IR+ is said to be a
multiplier on the group G if it is continuous, χ(e) = 1 and χ(g1g2) = χ(g1)χ(g2) for
all g1, g2 ∈ G. Consider the map pi : T ∈ T +l 7→ pi(T ) ∈ pi(T +l ) ⊂ G such that for
X = V V ∗ ∈ P, V ∈ T +l
pi(T )(X) = (TV )(V ∗T ∗). (2.2)
Andersson andWojnar (2004) have shown that the restriction of a multiplier χ to the
(lower) triangular group T +l , i.e., χ ◦ pi : T+l → IR+ is in one to one correspondence
with the set of (λi, i ∈ I) ∈ IRI . We will then describe a multiplier χ by its
corresponding point in IRI and we denote X = {χ : T+l → IR+}.
If  opp is the opposite ordering on the index set I, i.e., i  opp j ⇔ j  i. The
Vinberg algebra A opp = ∏
i,j∈I×I
A oppij , where
A oppij =

IR for i = j
Eij for j ≻ opp i or j ≺ opp i
{0} otherwise,
differs from the Vinberg algebra A only in the ordering of the index set I. Vinberg
(1965) proved that P opp = {T ∗T ∈ A, T ∈ T +l } is the dual cone of P. The inner
product (A,B)→ tr(AB) on H identifies H with its dual H∗, i.e.,
H ↔ H∗
A 7→ (B 7→ tr(AB)),
and this isomorphism identifies P opp with the dual cone P∗ of P.
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Now, for i ∈ I, we denote Ii = {j ∈ I; j  i} and Ii = {j ∈ I; i  j} and we
say that j separates i1 and i2 if j ∈ Ii1 ∩ Ii2 and j 6∈ {i1, i2}. In this case, j is
called a separator. We denote Si = {j ∈ Ii; j is a separator} and S =
⋃
i∈I
Si.
If T = (tij)i,j∈I is in Tl, we define the element Ti of Tl by
Ti = (t
′
ij)i,j∈I , with t
′
jk = tjk if i  j, k and t′jk = 0 otherwise, (2.3)
and the element Ti≺ of Tl by
Ti≺ = (t
′
ij)i,j∈I , with t
′
jk = tjk if i ≺ j, k and t′jk = 0 otherwise. (2.4)
If X = TT ∗, we denote
Xi = TiT
∗
i, Xi≺ = Ti≺T
∗
i≺· (2.5)
We also denote by Pi (resp Pi≺) the set of Xi = TiT ∗i (resp Xi≺ = Ti≺T ∗i≺)
corresponding to T ∈ T +l . It is easy to see that Pi and Pi≺ are respectively the
homogeneous cones of the Vinberg subalgebras of A defined by Ai =
∏
k,l∈Ii
Akl and
Ai≺ =
∏
k,l∈Ii≺
Akl. We denote by ei and eˇiˇ respectively, the unit element of Ai and
Ai≺. We also define the rank of Pi (resp the rank of Pi≺) the cardinal of the set
{j ∈ I, i  j} (resp the cardinal of the set {j ∈ I, i ≺ j}). Finally, if we denote
℘ = {i ∈ I; Ii≺ 6= ∅ and I≺i = ∅} and if we set, for X ∈ P,
Xi =

Xi −
∑
s∈Si
Xs if i ∈ ℘
Xi if i ∈ S
0 otherwise,
(2.6)
then, we have the following decomposition of X
X =
∑
i∈I
Xi. (2.7)
3 Riesz measures on an homogeneous cone
The definition of a Riesz measure on the symmetric cone of a Jordan algebra relies
on the notion of generalized power of an element of the cone which is a power
function of the so-called principal minors. In order to define a Riesz distribution on
an homogeneous cone, we need to extend all these things to a Vinberg algebra.
3.1 Generalized power
We first introduce a notion of determinant. For X = TT ∗, with T = (tij) ∈ Tl, we
define the determinants
detX =
∏
i∈I
t2ii, det
Xi =
∏
j∈Ii
t2jj and det
≺X≺i =
∏
j∈I≺i
t2jj.
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For X = TT ∗, with T ∈ Tl, we define the strict principal minor of order k of X as
∆≺k(X) =
{
det≺(X≺k) if I≺k 6= ∅
1 if I≺k = ∅ (3.8)
and the large principal minor of order k of X as
∆k(X) = det
(Xk). (3.9)
Definition 3.1 Let χ = {λi, i ∈ I} be a multiplier and X ∈ P, then the map defined
by
X 7→ ∆χ(X) =
∏
k∈I
(
∆k(X)
∆≺k(X)
)λk . (3.10)
is called the generalized power function corresponding of χ.
We also denote
∆(i)χ (X) =
∏
k∈Ii
(
∆k(X)
∆≺k(X)
)λk . (3.11)
Note that, if λi = λ, i ∈ I, then ∆χ(X) = (detX)λ. It is easy to verify that
∆χ+χ′(X) = ∆χ(X)∆χ′(X), where χ+ χ
′ = {λi + λ′i, i ∈ I}·
Example 3.1 Let us consider I = {1, 2, 3, 4} and the poset defined by
1 ≺ 3, 1 ≺ 4, 2 ≺ 3.
For X = TT ∗ ∈ P, with T = (tij) ∈ Tl, we have ∆1(X) = det(X1) =
t211, ∆2(X) = det
(X2) = t
2
22, ∆4(X) = det
(X4) = t
2
11t
2
44 and ∆3(X) =
det(X3) = t
2
11t
2
22t
2
33. Hence, for χ = {λi = 1, i ∈ I},
∆χ(X) =
t211
1
t222
1
t211t
2
44
t211
t211t
2
22t
2
33
t211t
2
22
= t211t
2
22t
2
33t
2
44.
3.2 Orbit decomposition of the closure P of P
For i ∈ ℘∪S, we denote by εi the set of maps ψ defined from I into {0, 1} as follows:
If i ∈ ℘, ψ is such that ψ(j) = 0, when j 6∈ Ii or j ∈ S, and if i ∈ S, ψ is such
that ψ(j) = 0, when j 6∈ Ii. Similarly, we denote by εiˇ the set of maps ψ defined
from I into {0, 1}. If i ∈ ℘, ψ is such that ψ(j) = 0, when j 6∈ Ii≺ or j ∈ S, and
if i ∈ S, ψ is such that ψ(j) = 0, when j 6∈ Ii≺. With these notations, we define
for i ∈ ℘ ∪ S and ψ ∈ εi, eψ = diag(ψ) = diag(ψ(j), j ∈ I) ∈ D and we denote by
T +l .eψ = {TeψT ∗, T ∈ T +l }. We also consider the two elements of A
Ei =
{
ei in Ai
0 elsewhere ,
and Eˇ iˇ =
{
eˇiˇ in Ai≺
0 elsewhere .
Next, we state and prove a fundamental result. It is a decomposition of P in orbits.
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Theorem 3.1 i)
P = ∑
i∈℘∪S
P i· (3.12)
ii) Let i ∈ ℘ ∪ S, then
P i =
⋃
ψ∈εi
T +l .eψ. (3.13)
Proof i) Let Z ∈ P, then there exist a sequence {Z(n)}n∈N in P such that Z(n) →
Z as n → ∞. Since {Z(n)}n∈N is in P, using the decomposition (2.7) we write
Z(n) =
∑
i∈I
Z
(n)
i , where Z
(n)
i ∈ P i. Hence Z =
∑
i∈I
Zi, where Zi ∈ P i and (3.12) is
proved.
ii) We will prove (3.13) by induction on the rank of the cone Pi. It is obvious
that (3.13) holds for i ∈ ℘ ∪ S such that rankPi = 1. Suppose that (3.13) holds
for any i ∈ ℘ ∪ S such that rankPi < l and let us show that it holds for i such
that rankPi = l. Consider the set Mi = {j ∈ I; I≺j = {i}}. Then using the
decomposition defined by (2.6) and (2.7) for an element of the cone Pi≺, we easily
see
P i≺ =
∑
j∈Mi
P j· (3.14)
As rankPi = l, we have that rankPi≺ = l − 1 and it follows that rankPj ≤ l − 1,
∀j ∈Mi. Using the induction hypothesis, we can write
Pj =
⋃
ψ∈εj
T +l .eψ, j ∈Mi·
Now, let εi≺ =
∑
j∈Mi
εj, then we obtain
P i≺ =
∑
j∈Mi
Pj =
∑
j∈Mi
(
⋃
ψ∈εj
T +l .eψ) =
⋃
ψ∈εi≺
T +l .eψ ⊂
⋃
ψ∈εi
T +l .eψ· (3.15)
To conclude, we will verify that for Z ∈ P i, there exist ψ ∈ εi and T ∈ T +l such
that Z = T.eψ. Let Z ∈ P i, then there exists a sequence {Z(n)}n∈N in Pi such
that Z(n) → Z as n → ∞. As Z(n) ∈ Pi, there exists U (n)i = (u(n)jk )j,k∈I in Tl such
that Z(n) = U
(n)
i (U
(n)
i )
∗ (see (2.3) and (2.5)). In particular, we have
z
(n)
kk = (u
(n)
kk )
2 +
∑
j≺k
‖ u(n)kj ‖2kj, (3.16)
for k ∈ Ii. This implies that the sequences (u(n)kk )n∈N and (u(n)kj )n∈N are bounded.
Therefore there exists a subsequence of positive integers (nm) such that (u
(nm)
kk )m
and (u
(nm)
kj )m converge. Let u˜kk = limm→+∞
u
(nm)
kk and u˜kj = limm→+∞
u
(nm)
kj . Then
lim
m→+∞
U
(nm)
i = U˜i, so that Z = U˜iU˜
∗
i = (zkj)k,j∈I . As zii ≥ 0, we will con-
sider separately the case zii = 0 and the case zii > 0.
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Suppose that zii = 0. Then u˜ii = (zii)
1/2 = 0, so that zki = u˜iiu˜ki = 0, i ≺ k. Thus
Z = Zi≺ ∈ P i≺, and the result follows according to (3.15).
If zii > 0, we consider the elements of Ai
u˜i =
(
u˜ii 0
C˜i eiˇ
)
and u˜i =
(
1 0
0 U˜i≺
)
,
where C˜i =
∑
i≺j
u˜ji and U˜i≺ = (u˜jk)j,k∈Ii≺. Then u˜i = u˜
iu˜i and u˜ii = (zii)
1/2 > 0.
Let T1 and T2 in T +l , such that T1 = u˜i in Ai and T2 = u˜i in Ai, we have
T2.Eˇ
iˇ ∈ P i≺. By induction hypothesis, there exists a unique ψ1 ∈ εi such that
ψ1(i) = 0 and there exists T˜2 ∈ T +l such that T2.Eˇ iˇ = T˜2.eψ1 . Let ψ2 ∈ εi, such that
ψ2(i) = 1 and ψ2(j) = 0 ∀j 6= i and put ψ = ψ1 + ψ2 ∈ εi and T = T1T˜2 ∈ T +l .
Then we have
Z = T1T2.(Ei + Eˇ
iˇ)
= T1.Ei + T2.Eˇ
iˇ
= T1.Ei + T˜2.eψ1
= (T1T˜2).eψ
= T.eψ,
and (3.13) is proved. ✷
3.3 Gamma functions
We use the generalized power function to introduce a generalized gamma function
on an homogeneous cone.
For i ∈ ℘ ∪ S, ψ ∈ εi and χi = {λj, j ∈ I; λj = 0, ∀j 6∈ Ii}, we set
X (ψ) = {χi ∈ X | λj = 0, for all j ∈ Ii such that ψ(j) = 0}. (3.17)
For every χi ∈ X (ψ), we define a generalized power function on T +l .eψ by
∆ψχi(T.eψ) = ∆
(i)
χi
(TT ∗), ∀T ∈ T +l , (3.18)
where ∆(i)χi (TT
∗) is defined by (3.11). We also define nψ = (nij., j ∈ I) by
nij. =
∑
k≺j
ψ(k)nkj ∀j ∈ Ii. (3.19)
When ψ 6= 0, we introduce the measure νψ on T +l .eψ defined by
νψ(d(T.eψ)) = ∆
(i)
χ˙ψ
i
(TT ∗)
∏
i  j  k
ψ(j) = 1
dtkj, (3.20)
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where χ˙ψi = {λj ∈ IR, j ∈ I, such that λj = −ψ(j)(1 + nij.)/2, if j ∈ Ii and λj =
0 if j 6∈ Ii}, and T = (tjk)j,k∈I ∈ T +l . Finally, we denote by ν0 be the Dirac measure
at 0.
Theorem 3.2 Let i ∈ ℘ ∪ S and χi = {λj, j ∈ I; λj = 0, ∀j 6∈ Ii} ∈ X (ψ). The
integral
ΓT +
l
.eψ
(χi) =
∫
T +
l
.eψ
exp{−tr(Z)}∆ψχi(Z)νψ(dZ) (3.21)
converges if and only if χi ∈ X (ψ) satisfies the following condition:
λj >
nij.
2
∀j ∈ I such that ψ(j) = 1. (3.22)
Moreover, under this condition, one has
ΓT +
l
.eψ
(χi) = 2
−|ψ|pi−|n
ψ|/2
∏
j ∈ I
ψ(j) = 1
Γ(λj −
nij.
2
), (3.23)
where |ψ| = ∑
j∈Ii
ψ(j) and |nψ| = ∑
j∈Ii
nij.·
Proof If ψ = 0, the integral (3.21) reduces to 1. Thus (3.22) and (3.23) hold
trivially. If ψ 6= 0, then writing Z = U.eψ, where U = (ujk)j,k∈I ∈ T +l , the integral
(3.21) can be written
ΓT +
l
.eψ
(χi) =
∫
T +
l
eψ
exp{−( ∑
ψ(j)=1
(u2jj +
∑
j≺k
‖ ukj ‖2kj))}
∏
i  j ≺ k
ψ(j) = 1
u
2λj−n
i
j.
−1
jj dujjdukj·
For j ∈ Ii, let
Cj = (sln)l,n∈I ∈ Cj =
∑
j≺k
Ekj, with slj = ulj if j ≺ l and sln = 0 otherwise. (3.24)
It is clear that ‖ Cj ‖2=
∑
j≺k
‖ ukj ‖2kj and dCj =
∏
j≺k
dukj. Hence
ΓT +
l
.eψ
(χi) =
∏
i  j
ψ(j) = 1
∫ +∞
0
exp−u
2
jj u
2λj−n
i
j.
−1
jj dujj
∏
i  j
ψ(j) = 1
∫
Cj
exp{−‖Cj‖
2} dCj.
Therefore the convergence condition is reduced to the one corresponding to the
ordinary gamma functions, that is λj >
ni
j.
2
∀j ∈ I such that ψ(j) = 1. ✷
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Remark 3.1 From Theorem 3.2, we have, for i ∈ I, a relation between ΓT +
l
.eψ
(χi)
and ΓP(χ). In fact, if we denote by 1i the element of ε
i, such that ψ(j) = 1, ∀ j ∈
Ii \ S, if i ∈ ℘ and such that ψ(j) = 1, ∀ j ∈ Ii, if i ∈ S, then it is clear that
P = ∑
i∈℘∪S
T +l .e1i ,
and using (2.1), for χ =
∑
i∈I
χi ∈ X , where χi = {λj , j ∈ I; λj = 0, ∀j 6∈ Ii}, we
have ∏
i∈℘∪S
ΓT +
l
.e1i
(χi) = 2
−|I|pi
n.−|I|
2
∏
i∈I
Γ(λi − ni.
2
) = 2−|I|ΓP(χ)·
3.4 Riesz measures
For the definition of the Riesz distribution, we need to introduce some other nota-
tions. Let i ∈ ℘∪S and χi = {λj , j ∈ I; λj = 0, ∀j 6∈ Ii} and introduce for ψ ∈ εi
and ω ∈ εiˇ, the following sets
B(i, ψ) =
{
χi ∈ X ; λj = 0 for j 6∈ Ii, λj =
nij.
2
when j ∈ Ii and ψ(j) = 0
}
, (3.25)
Bˇ(ˇi, ω) =
{
χi ∈ X ; υj = 0 for j 6∈ Ii≺, ϑj =
nij.
2
when j ∈ Ii≺ and ω(j) = 0
}
, (3.26)
Ξ(i, ψ) =
{
χi ∈ B(i, ψ), λj >
nij.
2
when j ∈ Ii and ψ(j) = 1
}
, (3.27)
Ξˇ(ˇi, ω) =
{
χi Bˇ(ˇi, ω) λj >
nij.
2
when j ∈ Ii≺ and ω(j) = 1
}
, (3.28)
Ξ(i) =
⋃
ψ∈εi
Ξ(i, ψ), Ξˇ(ˇi) =
⋃
ω∈εiˇ
Ξˇ(ˇi, ω), Ξ =
∑
i∈℘∪S
Ξ(i)· (3.29)
For every χi = {λj, j ∈ I} ∈ X , let
χ˜i = {λj − (1− ψ(j))
nij.
2
,when j ∈ Ii, and 0 if j 6∈ Ii}. (3.30)
It is clear that if χi ∈ B(i, ψ), then χ˜i ∈ X (ψ).
In what follows, we denote the Laplace transform of a positive measure µ on the
cone P by
Lµ(θ) =
∫
P
exp{−tr(θZ)}µ(dZ), θ ∈ P∗. (3.31)
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Theorem 3.3 There exists a positive measure Rχ such that the Laplace transform
is defined on P∗ and is equal to ∆χ(θ−1) if and only if χ ∈ Ξ.
The proof of Theorem 3.3 relies on the following proposition.
Proposition 3.4 Let i ∈ ℘ ∪ S. Then there exists a positive measure Rχi such
that the Laplace transform is defined on P∗ and is equal to ∆(i)χi (θ−1) if and only if
χi ∈ Ξ(i).
Proof⇐) Let χi ∈ Ξ(i). Then there exists ψ ∈ εi such that χi ∈ Ξ(i, ψ). It is clear
that χ˜i defined by (3.30) satisfies (3.22). We will show that the Laplace transform
of the measure
Rχi(dZ) =
1
ΓT +
l
.eψ
(χ˜i)
∆ψ
χ˜i
(Z)1T +
l
.eψ
(Z)νψ(dZ)
is defined on P∗ and is given by
LRχi (θ) =
1
ΓT +
l
.eψ
(χ˜i)
∫
T +
l
.eψ
exp{−tr(θZ)}∆ψ
χ˜i
(Z)νψ(dZ) = ∆
(i)
χi
(θ−1).
In fact, as θ ∈ P∗, then θi defined by (2.5) is in the dual cone P∗i of Pi, and
there exists T in T +l such that θi = T ∗.Ei. Let Y = pi(T )(Z), where pi is defined
by (2.2). As Z ∈ T +l .eψ, there exists S ∈ T +l such that Z = S.eψ. This with (3.20)
imply that
νψ(dY ) = νψ(d(pi(T )(Z))) = ∆
(i)
χ¨ψ
i
(θ)νψ(dZ), (3.32)
where χ¨ψi = {λj ∈ IR, j ∈ I such that λj = (1−ψ(j))n
i
j.
2
, if j ∈ Ii and 0 if j 6∈ Ii}.
Since χ˜i ∈ X (ψ), then
∆ψ
χ˜i
(Z) = ∆ψ
χ˜i
(pi−1(T )(Y ))
= ∆ψ
χ˜i
(T−1.eψ)∆
ψ
χ˜i
(Y )
= ∆
(i)
χ˜i
(θ−1)∆ψ
χ˜i
(Y ). (3.33)
Using (3.30), (3.32) and (3.33), we get
∆ψ
χ˜i
(Y )νψ(dY ) = ∆
(i)
χi
(θ)∆ψ
χ˜i
(Z)νψ(dZ). (3.34)
Then
LRχi (θ) =
1
ΓT +
l
.eψ
(χ˜i)
∫
T +
l
.eψ
exp{−tr(θpi−1(T )(Y ))}∆(i)χi (θ−1)∆ψχ˜i(Y )νψ(dY )
= ∆(i)χi (θ
−1)
1
ΓT +
l
.eψ
(χ˜i)
∫
T +
l
.eψ
exp{−trY }∆ψ
χ˜i
(Y )νψ(dY )
= ∆(i)χi (θ
−1).
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⇒) Suppose that there exists a positive measure Rχi such that the Laplace transform
is defined on P∗ and is equal to ∆(i)χi (θ−1). Our aim to show that χi ∈ Ξ(i).
For this χi and a ψ in ε
i, consider the generalized positive Riesz measure which
we also denote Rχi defined for ϕ in the Schwartz space S(A) of rapidly decreasing
functions on A by
Rχi(ϕ) =
1
ΓT +
l
.eψ
(χ˜i)
∫
T +
l
.eψ
ϕ(Z)∆ψ
χ˜i
(Z)νψ(dZ). (3.35)
We will prove by induction on the rank of the cone Pi that χi ∈ Ξ(i, ψ). Suppose
that rankPi = 1. Then we have either cardinality of ℘ equal to 1 or cardinality of
S equal to 1. Thus Rχi coincides with the Riesz measure ρλ on ]0,+∞[ given by
ρλ(ϕ) =
1
Γ(λ)
∫ +∞
0
ϕ(u)uλ−1du. (3.36)
This implies that χi ≡ λ and λ > 0 which means that the result is true when
rankPi = 1. Now, suppose that the claim holds for any i ∈ ℘ ∪ S such that
rankPi ≤ k − 1, and let us show that it also holds for i such that rankPi =
k. Consider i ∈ ℘ ∪ S such that rankPi = k. Then rankPi≺ = k − 1 so that
rankPj ≤ k − 1, ∀j ∈ Mi. Using the induction hypothesis, we have that ∀j ∈ Mi,
ξj = {βl ∈ IR, l ∈ I, βl = 0; ∀l 6∈ Ij} is in Ξ(j). Let Rξj be a Riesz measure
defined as in (3.35) on the cone Pj for some ψ in εj and let ξˇiˇ =
∑
j∈Mi
ξj = {βj ∈
IR, j ∈ I; βj = 0 for j 6∈ Ii≺}. Then from (3.14), the measure Rˇξˇiˇ =
∗∏
j∈Mi
Rξj , where
∗∏
is the convolution product, is concentrated on Pi≺. Consider the sets
χˇiˇ = {λj ∈ IR, j ∈ I;λj = 0 for j 6∈ Ii≺},
nˇi = {βk ∈ IR, k ∈ I; βk = nki for k ∈ Ii≺ and βk = 0 for k 6∈ Ii≺},
and
M(λi) = {αk, k ∈ I},
where
αk =

λi for k = i
nki
2
for k ∈ Ii≺
0 otherwise.
Then it is easy to verify that M(λi) ∈ B(i, ψ1), where ψ1 ∈ εi such that ψ1(i) = 1,
and ψ1(j) = 0 ∀j 6= i. Also we have χi −M(λi) = χˇiˇ − nˇi2 ∈ Bˇ(ˇi, ω), where Bˇ(ˇi, ω)
is defined by (3.26).
Using the Laplace transforms, we obtain that
Rχi = RM(λi) ∗ Rˇχˇiˇ− nˇi2 . (3.37)
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Proceeding as in the proof of Theorem 3.2, and using (3.23), we get
RM(λi)(ϕ) =
2pi−
dimCi
2
Γ(λi)
∫
T +
l
eψ1
ϕ(U.eψ1)u
2λi−1
ii duiidCi,
where U ∈ T +l , U.eψ1 = (ujk)j,k∈I and Ci is defined by (3.24). On the other hand,
it is easy to verify that
U.eψ1 = u
2
iiEi + uiiCi +
∑
i≺j
‖ uji ‖2ji Ej .
Hence, if we define
Qi : Ci × Ci → Ai≺
(Ci, Ci) 7→ Qi(Ci, Ci) =
∑
i≺j
‖ uji ‖2ji Ej ,
then we have
U.eψ1 = u
2
iiEi + uiiCi +Qi(Ci, Ci).
Setting uii =
√
v, we get
RM(λi)(ϕ) =
2pi−
dimCi
2
Γ(λi)
∫ +∞
0
∫
Ci
ϕ(vEi +
√
vCi +Qi(Ci, Ci))dCivλi−1dv.
This, using (3.36), becomes
RM(λi)(ϕ) = pi
− dimC
i
2 ρλi(
∫
Ci
ϕ(vEi +
√
vCi +Qi(Ci, Ci))dCi)v. (3.38)
As for λi = 0, ρ0 is the Dirac measure at v = 0, we get
RM(0)(ϕ) = R nˇi
2
(ϕ) = pi−
dim Ci
2
∫
Ci
ϕ(Qi(Ci, Ci))dCi. (3.39)
Using (3.37) and (3.38), we obtain
Rχi(ϕ) = pi
− dimC
i
2 ρλi(
∫
Ci
Rˇ
χˇi−
nˇi
2
(ϕ(vEi +
√
vCi +Qi(Ci, Ci) + Y ))Y dCi))v, (3.40)
Denote by C∞c the set of C
∞ functions with compact support and consider the
functions of the form
ϕ(Z) = ϕ1(z11)ϕ2(Zi≺)
where Z = (zij)i,j∈I ∈ A, Zi≺ ∈ Ai≺, ϕ1 ∈ C∞c (IR) and ϕ2 ∈ C∞c (Ai≺). Then by
(3.39) and (3.40), we have
Rχi(ϕ) = pi
− dimC
i
2 ρλi(ϕ1)
∫
Ci
Rˇ
χˇi−
nˇi
2
(ϕ2(Qi(Ci, Ci) + Y ))Y dCi
= ρλi(ϕ1)(Rˇ nˇi
2
∗ Rˇ
χˇi−
nˇi
2
)(ϕ2)
= ρλi(ϕ1)Rˇχˇiˇ(ϕ2). (3.41)
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For a suitable choice of non-negative ϕ1 ∈ C∞c (IR), we have ρλi(ϕ1) > 0. If ϕ2 ≥ 0,
then using (3.40) and the positivity of Rχi, we get Rˇχˇiˇ(ϕ2) = (ρλi(ϕ1))
−1Rχi(ϕ) ≥ 0.
Thus Rˇχˇi is positive and the induction hypothesis ensures that χˇiˇ ∈ Ξˇ(ˇi, ω).
Now, fix a non-negative ϕ2 such that Rˇχˇiˇ(ϕ2) is strictly positive. Then using again
(3.40), we get ρλi(ϕ1) ≥ 0 for any ϕ1 ≥ 0. Therefore ρλi is positive and we deduce
that λi ≥ 0. If λi = 0, then choosing a ψ in εi such that ψ(i) = 0, we get χi ∈ Ξ(i, ψ).
To study the case λi > 0, we first observe that the map
]0,+∞[×Ci ×Ai≺ → {X ∈ A, x11 > 0}
(v, Ci, Y ) 7→ vEi +
√
vCi +Qi(Ci, Ci) + Y
is a diffeomorphism whose the inverse is given by
x 7→ (x11, x−1/211
∑
1≺k
Xk1, xi≺ − 1
x11
Qi(∑
1≺k
Xk1,
∑
1≺k
Xk1).
For a functions the functions ϕ ∈ C∞c (A) of the form
ϕ(Z) =
{
ϕ1(v)ϕ2(Ci)ϕ3(Y ) (z11 > 0),
0 (z11 ≤ 0),
with ϕ1 ∈ C∞c (]0,+∞[), ϕ2 ∈ C∞c (Ci) and ϕ3 ∈ C∞c (Ai≺), by (3.40), we have that
Rχi(ϕ) = pi
− dim C
i
2 ρλi(ϕ1)Rˇχˇi− nˇ
i
2
(ϕ3)
∫
Ci
φ2(Ci)dCi.
Since λi > 0, the positivity assumption of Rχi yields that Rˇχˇi− nˇ
i
2
is positive. This
by the induction hypothesis implies that χˇi − nˇi2 ∈ Ξˇ(ˇi, ω). Finally, choose a ψ in
εi such that
ψ(j) =
{
ω(j) for ∀j 6= i
1 for j = i,
where ω ∈ εiˇ. Then, as χˇi − nˇi2 ∈ Ξˇ(ˇi, ω), for j ∈ Ii≺, we have that λj =
nij.
2
if
ω(j) = 0 and λj >
ni
j.
2
if ω(j) = 1. As λi > 0 and n
i
i. = 0, then λi >
ni
i.
2
. This means
that for such a ψ, we have that χi ∈ Ξ(i, ψ). Hence χi ∈ Ξ(i) and Proposition 3.4
is proved. ✷
Proof of Theorem 3.3 (⇐) Let χ = ∑
i∈℘∪S
χi ∈ Ξ, where χi ∈ Ξ(i) and let
Rχ =
∗∏
i∈℘∪S
Rχi , (3.42)
14
Rχi is the positive measure defined from Proposition 3.4. Then, for θ ∈ P∗
LRχ(θ) =
∏
i∈℘∪S
LRχi (θ)
=
∏
i∈℘∪S
∆(i)χi (θ
−1)
= ∆
(i)∑
i∈℘∪S
χi
(θ−1)
= ∆χ(θ
−1)·
(⇒) We have LRχ(θ) = ∆χ(θ−1), then using the fact
∏
i∈℘∪S
∆(i)χi (θ
−1) = ∆χ(θ
−1),
Proposition 3.4, and putting Rχ =
∗∏
i∈℘∪S
Rχi , such that for θ ∈ P∗, LRχi (θ) =
∆(i)χi (θ
−1), we get χi ∈ Ξ(i). Therefore χ =
∑
i∈℘∪S
χi ∈ Ξ. ✷
Following the terminology used in the paper by Hassairi and Lajmi (2001) in the
case of symmetric matrices, we call the measures Rχ, defined above in terms of their
Laplace transforms, Riesz measures on the homogeneous cone. These measures are
divided into two classes according to the position of χ ∈ Ξ. A class of measures
which are absolutely continuous with respect to the Lebesgue measure on P and a
class concentrated on the boundary ∂P of P.
Proposition 3.5 Let χ = {λi, i ∈ I} ∈ X . Then Rχ is absolutely continuous if
and only if λi >
ni.
2
, i ∈ I. In this case
Rχ(dZ) =
1
ΓP(χ)
∆χ+χ¨(Z)1P(Z)dZ, (3.43)
where χ¨ = {−ni, i ∈ I} and ΓP(χ) = pi n.−|I|2 ∏
i∈I
Γ(λi − ni.2 ).
Proof ⇒) We have P = ∑
i∈℘∪S
T +l .e1i , then χ˜i defined by (3.30) is equal to χi.
From (3.42), we have Rχ =
∗∏
i∈℘∪S
Rχi . Writing Z = UU
∗ ∈ P, U ∈ T +l , then
Z =
∑
i∈I
Zi where Zi is in T +l .e1i , and using the proof of Proposition 3.4, we have
that for Zi = U
1
iU
1∗
i, U
1
i = (ukj)k,j∈I
Rχi(dZi) =
1
ΓT +
l
.e1i
(χi)
∆χi(Zi)ν(dZi),
where ∆1iχi = ∆χi and ν(dZi) = ν1i(dZi) = ∆
(i)
χ˙
1i
i
(Z)
∏
i  j  k
ψ(j) = 1
dukj.
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Then ν(dZ) = ∆χ˙(Z)dU , where
χ˙ = {−(1 + nj·
2
), j ∈ I} and dU = ∏
i∈℘∪S
∏
i  j  k
ψ(j) = 1
dukj.
Using the fact that the mapping U ∈ T +l 7→ UU∗ ∈ P is a diffeomorphism, we have
that dU = 2−|I|∆χˆ(Z)dZ, where χˆ = {−1+n·j2 , ∀j ∈ I}. As nj = 1+ 12(n·j +nj·), we
have
Rχ(dZ) =
1
ΓP(χ)
∆χ(Z)∆χ˙(Z)∆χˆ(Z)dZ =
1
ΓP(χ)
∆χ+χ¨(Z)dZ,
where χ¨ = {−nj , j ∈ I} and ΓP(χ) = 2|I|
∏
i∈℘∪S
ΓT +
l
.eψ
(χi) = pi
n.−|I|
2
∏
i∈I
Γ(λi − ni.
2
)·
Moreover, the condition λi >
ni.
2
, i ∈ I is easily deduced from Theorem 3.2.
⇐) It suffices to verify that for χ such that λi > ni.2 , i ∈ I, the Laplace transform
of the measure
1
ΓP(χ)
∆χ+χ¨(Z)1P(Z)dZ
is equal to ∆χ(θ
−1), ∀θ ∈ P∗. In fact, let θ ∈ P∗, then there exists T = (tij) in
T +l such that θ = T ∗T . Let Y = pi(T )(Z), where pi is defined by (2.2). Then
dZ = det pi−1(T )dY and
∆χ+χ¨(Z) = ∆χ+χ¨(pi
−1(T )Y ) = ∆χ+χ¨(θ
−1Y ) = ∆χ+χ¨(θ
−1)∆χ+χ¨(Y ).
From Andersson and Wojnar (2004), we have
det pi−1(T ) =
∏
i∈I
t−2niii = ∆−χ¨(θ
−1),
where −χ¨ = {ni, i ∈ I}. Writing Y =
∑
i∈I
Yi, where Yi is in T +l .e1i , then as
ΓP(χ) = 2
|I|
∏
i∈℘∪S
ΓT +
l
.e1
i
(χi) = 2
|I|
∏
i∈℘∪S
∫
T +
l
.e1i
exp{−trYi}∆1iχi(Yi)ν1i(dYi)
=
∫
P
exp−{trY }∆χ+χ¨(Y )dY,
we obtain that
1
ΓP(χ)
∫
P
exp{−tr(θZ)}∆χ+χ¨(Z)dZ = ∆χ(θ−1) 1
ΓP(χ)
∫
P
exp−{trY }∆χ+χ¨(Y )dY
= ∆χ(θ
−1).
✷
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4 Riesz exponential families
In this section, we study the natural exponential family generated by a Riesz mea-
sure. We first review some basic concepts concerning exponential families and their
variance functions and introduce some notations.
For a positive measure on A, we denote
Θ(µ) = interior{θ ∈ A∗; Lµ(θ) <∞}
kµ = logLµ
where Lµ and kµ are respectively the Laplace transform and the cumulant generating
function of µ.
The setM(A) is now defined as the set of positive measures µ such that µ is not
concentrated on an affine hyperplane of A and Θ(µ) is not empty. For µ in M(A),
the set of probability
F = F (µ) = {P (θ, µ)dX = exp{−tr(θX)− kµ}µ(dX); θ ∈ Θ(µ)}
To each µ ∈ M(E) and θ ∈ Θ(µ), we associate the probability distribution on A
P (θ, µ)(dX) = exp (〈θ,X〉 − kµ(θ))µ(dX).
The set
F = F (µ) = {P (θ, µ); θ ∈ Θ(µ)}
is called the natural exponential family (NEF) generated by µ. We also say that µ
is a basis of F . Note that a basis of F is by no means unique. If µ and ν are in
M(A), then it is easy to check that F (µ) = F (ν) if and only if there exist a ∈ A
and b ∈ IR such that dν(X) = exp(〈a,X〉 + b)dµ(X). Therefore, if µ is in M(A)
and F = F (µ), then
BF = {ν ∈M(A); F (ν) = F} = {exp(〈a,X〉+ b)µ(dX); (a, b) ∈ A× IR}
is the set of basis of F.
The function kµ is strictly convex and real analytic. Its first derivative k
′
µ defines a
diffeomorphism between Θ(µ) and its image MF . Since k
′
µ(θ) =
∫
XP (θ, µ)(dX),
MF is called the domain of the means of F . The inverse function of k
′
µ is denoted
by ψµ and setting P (m,F ) = P (ψµ(m), µ) the probability of F with mean m, we
have
F = {P (m,F );m ∈MF} ,
which is the parametrization of F by the mean.
If µ and ν = exp(〈a,X〉+ b)µ are two basis of F , then for all θ ∈ D(ν) = D(µ)− a,
kν(θ) = kµ(θ + a) + b (4.44)
and for all m ∈MF ,
ψν(m) = ψµ(m)− a. (4.45)
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Now the covariance operator of P (m,F ) is denoted by VF (m) and the map defined
from MF into Ls(A) by m 7−→ VF (m) = k′′µ(ψµ(m)) is called the variance function
of the NEF F . It is easy proved that VF (m) = (ψ
′
µ(m))
−1 and an important feature
of VF is that it characterizes F in the following sense: If F and F
′ are two NEFs
such that VF (m) and VF ′(m) coincide on a nonempty open set of MF ∩MF ′ , then
F = F ′. In particular, knowledge of the variance function gives knowledge of the
NEF.
Let ϕ(X) = δ(X) + γ be an affine transformation on A, where δ ∈ GL(A) and
γ ∈ A and let F be some NEF, generated by µ we denote by µ
1
= ϕ ∗ µ the image
measure of µ by ϕ, then for all θ ∈ Θ(µ
1
) = δ∗
−1
(Θ(µ)),
kµ
1
(θ) = kµ(δ
∗(θ)) + 〈θ, γ〉· (4.46)
The following theorem gives a necessary and sufficient condition on χ so that Rχ
generates a natural exponential family.
Theorem 4.1 Let χ = {λi, i ∈ I} be in Ξ. Then the Riesz measure Rχ is inM(A)
if and only if λi 6= 0, for i ∈ ℘ ∪ S .
Proof (⇐) Suppose that χ = {λi, i ∈ I} is in Ξ such that λi 6= 0 ∀i ∈ ℘ ∪ S.
We have Θ(Rχ) is not empty since it contains P∗. We need to show that Rχ is not
concentrated on an affine hyperplane of A. Write χ = ∑
i∈℘∪S
χi where χi ∈ Ξ(i) (see
3.29). Then Rχ =
∗∏
i∈℘∪S
Rχi, and it suffices to show that for any i ∈ ℘ ∪ S, Rχi is
not concentrated on a affine hyperplane of Ai. In fact suppose that there exists
i ∈ ℘ ∪ S such that Rχi is concentrated on a affine hyperplane H of Ai. Then
there exists ψ ∈ εi such that T +l .eψ ⊂ H . On the other hand, there exist an element
a ∈ Ai and an hyperplane H0 of Ai such that H = a+H0. Write
Ai = H0 + IRX,
where X 6∈ H0. Let (eklj)1≤k≤nlj be a basis of Alj, (l, j) ∈ Ii × Ii.
As Ai =
∏
(l,j)∈Ii×Ii
Alj, we can write
X =
∑
l,j∈Ii
∑
1≤k≤nlj
βklje
k
lj ,
where for l, j ∈ Ii and 1 ≤ k ≤ nlj, βklj , is a real number. Thus, we can write
Ai = H0 +
∑
l,j∈I
∑
1≤k≤nlj
IReklj .
Since the dimension of H0 is equal to dim(Ai)− 1, then there exist l, j ∈ Ii, and
1 ≤ k ≤ nlj such that
Ai = H0 + IReklj.
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Let us consider the vectors
A1 = e
k
lj +
∑
ij
ψ(j)e1jj and A2 = 2e
k
lj +
∑
ij
ψ(j)e1jj·
It is clear that A1 and A2 are in T +l .eψ ⊂ H . Using the fact that for i ∈ ℘ ∪ S,
λi 6= 0, we have necessarily ψ(i) 6= 0, and we get A2 −A1 = eklj which is an element
of H0. This is in contradiction with the fact that X 6∈ H0. Thus for any i ∈ ℘ ∪ S,
Rχi is not concentrated on a affine hyperplane of Ai and Thereoem 4.1 is proved.
(⇒) Suppose that λi = 0, ∀i ∈ ℘ ∪ S. As the support of Rχ is P , thus Rχ is not an
element of M(A). ✷
Next, we give the variance function of the Riesz exponential family F (Rχ) generated
by Rχ. For X and K in A, we define the quadratic representation P (X) by
P (X)K = X(KX)·
It is symmetric, since we have 〈P (X)K, L〉 = 〈P (X)L, K〉.
Theorem 4.2 For any m ∈ P,
VF (Rχ)(m) =
∑
i∈I
1
λi
(P (mi)− P (mi≺)) =
∑
i∈I
1
λi
Pi(P (m))·
For the proof of this theorem we were led to establish the following intermediary
result
Lemma 4.3 The map
ϕ : X → X−1 : P → IR
Y 7→ tr(X−1Y )
is differentiable and its differential is
ϕ′(X)(K) = (X−1)′(K) = −P (X−1)(K),
that is
(X−1)′(K)(Y ) = −tr((X−1(KX−1))Y ).
Proof We have
lim
t→0
1
t
((X + tK)−1 −X−1)(Y ) = lim
t→0
1
t
tr((X + tK)−1((X − (X + tK))X−1)Y )
= − lim
t→0
1
t
tr((X + tK)−1(KX−1)Y )
= −(X−1(KX−1))(Y )
We now show that
(X +K)−1 −X−1 +X−1(KX−1) = o(K)
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‖ (X +K)−1 −X−1 +X−1(KX−1) ‖ = ‖ ((X +K)−1(X − (X +K) + (X +K)(X−1K))X−1) ‖
= ‖ ((X +K)−1(X − (X +K) + (X +K)(X−1K))X−1) ‖
= ‖ ((X +K)−1(K(X−1K))X−1) ‖
≤ ‖ (X +K)−1 ‖‖ X−1 ‖‖ K2 ‖ ·
Then
(X−1(K))′ = −X−1(KX−1) = −P (X−1)(K).
✷
Proof of Theorem 4.2 For θ ∈ P∗, we have LRχ(θ) = ∆χ(θ−1). Then using (3.10),
we get
kRχ(θ) = −
∑
i∈I
λi(log∆i(θ)− log∆≺i(θ))·
Therefore
k′Rχ(θ) = −
∑
i∈I
λi((θi)
−1 − (θ≺i)−1),
and from Lemma 4.3, we get
k
′′
Rχ(θ) =
∑
i∈I
λi(P ((θi)
−1)− P ((θ≺i)−1)).
It is easy to see that (θi)
−1 = (θ−1)i and (θ≺i)
−1 = (θ−1)≺i, then
k′Rχ(θ) = −
∑
i∈I
λi((θ
−1)i − (θ−1)≺i)·
For m ∈ P, such that m = k′Rχ(θ), we have
θ−1 = −∑
i∈I
1
λi
(mi −m≺i),
then
(θ−1)i = − 1
λi
mi, (θ
−1)i≺ = − 1
λi
mi≺·
Therefore
VF (Rχ)(m) =
∑
i∈I
1
λi
(P (mi)− P (mi≺))·
✷
Note that, in the particular case of the Wishart NEF, that is when χ = {λ, ∀i ∈ I},
we have
VF (Rχ)(m) =
1
λ
∑
i∈I
(P (mi)− P (mi≺)) = 1
λ
P (m)·
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