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Abstract
New classes of diadic and triadic biorthogonal wavelets and wavelet-type frames in signal space
are presented. The construction employs interpolatory ﬁlters with rational transfer functions that
originate from continuous and discrete splines. These ﬁlters have linear phase. They are amenable
either to fast cascading or parallel recursive implementation. The wavelets are applied to compres-
sion of still images, where they demonstrate a superb eﬃciency. Robust error recovery algorithms
are presented that utilize the redundancy inherent in frame expansions. Experimental results re-
cover images when (as much as) 60% of the expansion coeﬃcients are either lost or corrupted.
The proposed approach inﬂates the size of the image through framelet expansion and multilevel
decomposition thus providing redundant representation of the image.
1 Introduction
We present in this paper a few dyadic and triadic wavelet transforms and a family of wavelet frame
transforms, which are generated by critically sampled (wavelets) or oversampled (frames) perfect
reconstruction ﬁlter banks. The design of these generating ﬁlter banks is based on the following
simple Insertion Rule:
We construct a spline that interpolates a signal on a sparse grid and predict (approximate) missing
samples by the values of the spline at corresponding points .
The goal of this paper is to demonstrate that this obvious idea has a diversity of implications and
produces a set of tools that perfectly match the needs of signal processing.
Most (but not all) of the results in the paper were presented in more details in our recent publica-
tions [2, 3, 4, 7, 6, 10, 8, 5, 9, 1]. The outline of the results on triadic wavelet transforms are presented
here the ﬁrst time. A detailed presentation is on the way.
1Currently, there is no need to describe the importance of the wavelet transforms for signal pro-
cessing. A wide variety of orthogonal and biorthogonal wavelets were designed since the famous
Daubechies construction was presented in 1988 [18]. However, only few of them possess a combina-
tion of properties that are valuable for signal and image processing: symmetry, interpolation, fair
time-domain localization and smoothness of the synthesis waveforms, ﬂat spectra and any number of
vanishing moments. The biorthogonal wavelets that we describe in the paper meet these requirements.
Dyadic wavelets based on the discrete splines are closely related to the popular Butterworth ﬁlters.
Dyadic synthesis wavelets based on the continuous splines of even order are the splines themselves.
However, synthesis wavelets based on the splines of odd order form a new class of functions that are
smoother than the generating splines.
These biorthogonal wavelets were tested for compression of still images. After the multiscale
transform, the coeﬃcients are coded using the SPIHT algorithm by Said and Pearlman [41] followed
by arithmetic coding. The results on benchmark images demonstrated that the designed wavelet
transforms are competitive with the popular B9/7 biorthogonal transform [31, 15], which is the core
of the JPEG 2000 image compression standard. Note that the compression results in the paper diﬀer
from the compression results reported in our previous paper [7], where arithmetic coding was not used.
The theory of wavelet frames or framelets is an extension of wavelet analysis. Currently, it is a
subject of extensive investigation by researchers working in signal processing and applied mathematics.
A wavelet frame is generated by several mother wavelets and provides a redundant expansion of a
function or a signal. Due to this redundancy, there is more freedom in the design and implementation
of the frame transforms. The frame expansions of signals demonstrate resilience to quantization noise
and to coeﬃcients losses [24, 23, 29]. Thus, frames may serve as a tool for error correction in signals
transmitted through lossy channels. Actually, the frame transforms of multimedia signals can be
interpreted as joint source-channel encoding for lossy channels, which are resilient to quantization
noise and erasures. This approach was developed in [21, 33, 25, 32]. Another adaptation capabilities
of the overcomplete representation of signals has a potential to succeed in feature extraction and
identiﬁcation of signals. Promising results on image reconstruction are recently reported in [13, 12, 1].
A common approach to construction of a framelet system in the function space L2 starts from
the introduction of a pair of reﬁnable functions (or one function), which generate(s) multiresolution
analysis in L2. Then, the wavelets are derived by one or another method as linear combinations of
reﬁnable functions. Many construction schemes are based on Unitary Extension Principle [40] for tight
frames and Mixed Extension Principle [39] for bi-frames. These principles reduce the construction of a
framelet system to the design of a perfect reconstruction ﬁlter bank. The masks of the given reﬁnable
functions serve as low-pass ﬁlters in the ﬁlter bank.
On the other hand, the oversampled perfect reconstruction ﬁlter banks by themselves generate
2wavelet-type frames in signal space [16, 26]. We use ﬁlter banks as an engine to construct a new
family of frames in the signal space. Under some relaxed conditions, inﬁnite iterations of the frame
ﬁlter banks results in limit functions, the so-called framelets, which generate the wavelet frames in
L2. The framelets are symmetric, interpolatory and have ﬂat spectra combined with ﬁne time-domain
localization and eﬃcient implementation of the transforms. The framelets are smooth and have any
number of vanishing moments. The redundancy rate is two.
Recently a new Oblique Extension Principle (OEP) was proposed [20], which essentially extends the
tools for design of wavelet frames in L2. New wavelet frames with advanced properties were constructed
using OEP. However, the OEP scheme operates with ﬁlter banks that lack perfect reconstruction
property. Therefore, these ﬁlter banks do not generate frames in signal space that is our prime goal.
We propose to use the wavelet frames (framelets) presented in this paper as a tool for error
correction for signals transmitted through lossy channels. These frames provide minimal redundancy.
The simplicity and low complexity involved in the decomposition and reconstruction of the designed
frames give rise to eﬃcient joint source-channel coding and decoding. Their properties promise good
error recovery capabilities. Results of our experiments with erasure recovery for multimedia images
conﬁrm this claim. It is shown by means of simulations that these framelets can eﬀectively recover
from random losses that are close to the theoretical limit.
We present also a new family of the so-called triadic biorthogonal wavelets, which, unlike the
commonly used diadic wavelets, have dilation factor of 3. They originate from the Insertion Rule,
where two missed samples are predicted by interpolatory spline. Unlike dyadic wavelet transforms,
one step of the triadic transform splits the frequency domain into three sub-bands. Three waveforms
participate in the expansion of a signal. This promises better adaptivity of the expansion to the
properties of the signal. A useful property of the transforms derived from continuous splines is that
the signal waveforms are splines.
A similar approach can be applied to the construction of multiwavelets and multiwavelet frames,
where Hermite interpolatory splines are used as a source for the design of ﬁlters. The results are
presented in [6, 8].
Unlike most schemes for the construction of wavelets and wavelet frames, we use inﬁnite impulse
response (IIR) ﬁlters with rational transfer functions. Consequently, the corresponding waveforms
do not have compact support. But this fact should hardly be counted as a drawback because of the
exponential decay of the waveforms as the argument grows. As for the implementation, it can be
carried out in a fast recursive mode. On the other hand, usage of IIR ﬁlters enables to achieve a
combination of properties, which are impossible to get with ﬁnite impulse response (FIR) ﬁlters. For
example, currently, only (anti)symmetric framelets with 3 vanishing moments are designed [28, 42].
But, using IIR ﬁlters, we succeeded in design of symmetric framelets with any number of vanishing
3moments.
Note that wavelet constructions that are based on ﬁlter banks with rational transfer functions
were originally introduced in [27]. In particular, non-symmetric wavelets, which are based on causal
Butterworth ﬁlters, were presented in [27]. Petukhov [36] designed a family of symmetric wavelets
with rational symbols and applied them to video compression [17].
The paper is organized as follows. In Section 2 we describe some known facts about ﬁlter banks and
splines. In Section 3 we present prediction ﬁlters that originate from continuous and discrete splines.
Section 4 describes the lifting scheme for the design and implementation of diadic wavelet transforms
and presents the corresponding ﬁlter banks. In Section 5 we present results of the experiments in
image compression using the designed diadic wavelets. In Section 6 we explain the construction of
interpolatory wavelet frames using spline-based ﬁlter banks, whereas in Section 7 these frames are
applied to the erasure correction in transmitted signals. Section 8 is devoted to the design of triadic
biorthogonal wavelet transforms. In the Appendix we outline the recursive implementation of IIR
ﬁlters.
2 Preliminaries
In this section we describe some known facts about ﬁlter banks and splines that are used in the sequel.
2.1 Filter banks
We call the sequences x
∆ = {x(n)}, n ∈ Z, which belong to the space l1, (and, consequently, to l2)
discrete-time signals. The z-transform of a signal x is deﬁned as X(z)
∆ =
 
n∈Z z−n x(n). Throughout
the paper we assume that z = ejω.
The input x(n) and the output y(n) of a linear discrete time shift-invariant system are linked by
the discrete convolution y(n) =
 
l∈Z h(n − l)x(l). This processing of the signal x is called digital
ﬁltering and the sequence {h(n)} is called the impulse response of the ﬁlter h. Its z-transform H(z)
∆ =
 
n∈Z z−nh(n) is called the transfer function of the ﬁlter. Usually, a ﬁlter is designated by its transfer
function H(z). The function   H(ω) = H(ejωn) is called the frequency response of the digital ﬁlter.
If ﬁltering a signal is accompanied by downsampling of upsampling then it is called multirate ﬁl-
tering. For example, application to the signal x of the time-reversed ﬁlter ˜ h followed by downsampling
of factor N is ˜ y(l) =
 
n∈Z ˜ h(n − Nl) x(n). Application to the signal y that is upsampled by factor
N of the ﬁlter h is
ˆ x =
 
n∈Z
hk(l − Nn) y(n) ⇐⇒ X(z) = H(z)Y (zN). (2.1)
The set of ﬁlters
 
˜ Hk(z) =
 
n∈Z z−n˜ hk(n)
 K−1
k=0
, which, being time-reversed and applied to the
4input signal x, produce the set of decimated output signals {˜ yk}K−1
k=0
˜ yk(l) =
 
n∈Z
˜ hk(n − Nl) x(n), k = 0,...,K − 1, (2.2)
is called the K−channel analysis ﬁlter bank. Here N ∈ N is the downsampling factor. The set of
ﬁlters
 
Hk(z) =
 
n∈Z z−nhk(n)
 K−1
k=0 , which, being applied to the set of input signals {yk}K−1
k=0 that
are upsampled by factor N, produces the output signal ˆ x
ˆ x(l) =
K−1  
k=0
 
n∈Z
hk(l − Nn) yk(n), l ∈ Z, (2.3)
is called the K−channel synthesis ﬁlter bank. If the upsampled signals ˜ yk, k = 0,...,K −1, are used
as an input to the synthesis ﬁlter bank and the output signal ˆ x = x then the pair of analysis–synthesis
ﬁlter banks form a perfect reconstruction (PR) ﬁlter bank. If the number of channels K equals to the
downsampling factor N then the ﬁlter bank is said to be critically sampled. If K > N then the ﬁlter
bank is oversampled. Note that critically sampled PR ﬁlter banks are used in wavelet analysis, while
oversampled PR ﬁlter banks serve as a source for the design of frames.
Polyphase representation provides tools to handle multirate ﬁltering. Let x = {x(k)}k∈Z be a
signal. The sequences x(n)N ∆ = {xkN+n}k∈Z, n = 0,...,N−1, are called the polyphase components of
the signal x. Their z-transforms are denoted either by Xn,N(z) or, when it does not lead to confusion,
simply by X(n)(z). Similarly, we denote the polyphase components of a ﬁlter H(z) either by Hn,N(z)
or by H(n)(z). The z-transforms are represented through the polyphase components:
X(z) =
N−1  
n=0
z−nXn,N(zN). (2.4)
Then, the ﬁltering can be expressed in polyphase form. We apply the time-reversed ﬁlter ˜ h to the
signal x. In the z domain we have
˜ Y (z) =
N−1  
m,n=0
zm−nHm,N(z−N)Xn,N(zN) =
N−1  
r=0
z−r
N−1  
m=0
Hm,N(z−N)Xm+r,N(zN) =
N−1  
r=0
z−r ˜ Yr,N(zN).
Thus, the polyphase components of the output are
˜ Yr,N(z) =
N−1  
m=0
Hm(1/z)Xm+r,N(z), r = 0,...,N − 1.
If ﬁltering is followed by downsampling then we retain only zero polyphase component:
˜ y(l) =
 
n∈Z
˜ h(n − Nl) x(n) ⇐⇒ ˜ Y (z) =
N−1  
m=0
Hm(1/z)Xm(z). (2.5)
5If ﬁltering is applied to the upsampled signal y as in Eq. (2.1) then the polyphase components of
the output are
ˆ Xn,N(z) = Hn,N(z)Y (zN). (2.6)
Equations (2.2)–(2.6) imply the following representation for the application of the analysis and
synthesis ﬁlter banks:


   

˜ Y 0(z)
˜ Y 1(z)
...
˜ Y K−1(z)


   

= ˜ P(1/z)  


   

X0(z)
X1(z)
...
XN−1(z)


   

,


   

ˆ X0(z)
ˆ X1(z)
...
ˆ XN−1(z)


   

= P(z)  


   

Y 0(z)
Y 1(z)
...
Y K−1(z)


   

,
where the K × N analysis polyphase matrix is
˜ P(z)
∆ =


   

˜ H0
0(z) ˜ H0
1(z) ... ˜ H0
N−1(z)
˜ H1
0(z) ˜ H1
1(z) ... ˜ H1
N−1(z)
... ... ...
˜ HK−1
0 (z) ˜ HK−1
1 (z) ... ˜ HK−1
N−1(z)


   

and the N × K synthesis polyphase matrix is
P(z)
∆ =


   

H0
0(z) H1
0(z) ... HK−1
0 (z)
H0
1(z) H1
1(z) ... HK−1
1 (z)
... ... ...
H0
N−1(z) H1
N−1(z) ... HK−1
N−1(z)


   

.
The condition for the analysis–synthesis pair of ﬁlter banks to form a PR ﬁlter bank is
P(z)   ˜ P(z) = IN (2.7)
where IN is the N × N identity matrix.
2.2 Bases and frames generated by ﬁlter banks
Oversampled PR ﬁlter banks form frames in the signal space, whereas critically sampled PR ﬁlter
banks form biorthogonal bases.
Deﬁnition 2.1 A system ˜ Φ
∆ = {˜ φj}j∈Z of signals forms a frame of the signal space if there exist
positive constants A and B such that for any signal x = {x(l)}l∈Z
A x 2 ≤
 
j∈Z
| x, ˜ φj |2 ≤ B x 2.
If the frame bounds A and B are equal to each other then the frame is said to be tight.
6If the system ˜ Φ is a frame then there exists another frame Φ
∆ = {φi}i∈Z of the signals space such that
any signal x can be expanded into the sum x =
 
i∈Z x, ˜ φi φi. The analysis ˜ Φ and synthesis Φ frames
can be interchanged. Together they form the so-called bi-frame. If the frame is tight then Φ can be
chosen as Φ = c˜ Φ.
If the elements {˜ φj} of the analysis frame ˜ Φ are linearly independent then the synthesis frame Φ is
unique, its elements {φj} are linearly independent and the frames ˜ Φ and Φ form a biorthogonal basis
of the signal space.
Let the analysis
 
˜ Hk(z)
 K−1
k=0
and the synthesis
 
Hk(z)
 K−1
k=0 , ﬁlter banks form a PR ﬁlter bank.
Then,
x(l) =
K−1  
k=0
 
n∈Z
hk(l − Nn) ˜ yk,1(n), l ∈ Z, ˜ yk,1(l) =
 
n∈Z
˜ hk(n − Nl) x(n), k = 0,...,K − 1. (2.8)
We denote for k = 0,...,K −1, ˜ ϕk,1 ∆ = {˜ ϕk,1(l) = ˜ hk(l)}l∈Z and ϕk,1 ∆ = {ϕk,1(l) = hk(l)}l∈Z where
{˜ hk(l)} and {hk(l)} are the impulse responses of the ﬁlters ˜ Hk(z) and Hk(z), respectively. Then,
Equation (2.8) can be rewritten as
x =
K−1  
k=0
xk,1, xk,1 ∆ =
 
n∈Z
˜ yk,1(n)ϕk,1(  − Nn), ˜ yk,1(n) =  x, ˜ ϕk,1(  − Nn) , k = 0,...,K − 1.
Thus, the system ˜ Φ
∆ = {˜ ϕk,1(  − Nn)}n∈Z, k = 0,...,K − 1, of N−sample translations of the signals
˜ ϕk,1 form an analysis frame of the signal space. The system Φ
∆ = {ϕk,1( −Nn)}n∈Z, k = 0,...,K−1,
of N−sample translations of the signals ϕk,1 form a synthesis frame of the signal space. Together ˜ Φ
and Φ form a bi-frame. In a special case when the ﬁlter banks are critically sampled, that is K = N,
the pair ˜ Φ and Φ forms a biorthogonal basis.
2.3 Multiscale transforms and discrete-time wavelets
As it is common in wavelet and framelet transforms, one of the ﬁlters in each ﬁlter bank is low-pass.
We denote these ﬁlters by ˜ H0(z) and H0(z). To expand the transform to a coarse scale, the analysis
ﬁlter bank is applied to the output ˜ y0,1(l) =
 
n∈Z ˜ ϕ0(n − Nl) x(n) from the low-pass ﬁlter ˜ H0(z).
Then, we have
˜ yk,2(l)) =
 
n∈Z
˜ hk(n − Nl) ˜ y0,1(n) =
 
n∈Z
˜ hk(n − Nl)
 
m∈Z
˜ ϕ0,1(m − Nn) x(m)
=
 
m∈Z
x(m)
 
n∈Z
˜ hk(n − Nl) ˜ ϕ0,1(m − Nn) =
 
m∈Z
x(m) ˜ ϕk,2(m − N2l)
=  x, ˜ ϕk,2(  − N2l) , k = 0,...,K − 1
7˜ ϕk,2(m)
∆ =
 
n∈Z
˜ hk(n) ˜ ϕ0,1(n − Nm).
On the other hand, the array {˜ y0,1(l)} is restored as follows
˜ y0,1(l) =
K−1  
k=0
 
n∈Z
hk(l − Nn) ˜ yk,2(n), l ∈ Z
and, subsequently, the low-frequency component of the signal x is
x0,1(m) =
 
l∈Z
˜ y0,1(l)ϕ0,1(m − Nl) =
 
l∈Z
K−1  
k=0
 
n∈Z
hk(l − Nn) ˜ yk,2(n)ϕ0,1(m − Nl)
=
K−1  
k=0
 
n∈Z
˜ yk,2(n)ϕk,2(m − N2n), ϕk,2(l)
∆ =
 
n∈Z
hk(n) ϕ0,1(n − Nl).
As a result, we have the following expansion of the signal x
x =
K−1  
k=0
 
n∈Z
˜ yk,2(n)ϕk,2(  − N2n) +
K−1  
k=1
 
n∈Z
˜ yk,1(n)ϕk,1(  − Nn).
Next step consists of the application of the ﬁlter bank to the array {˜ y0,2(l)} and so on. After J
iterations the signal x appears expanded as follows
x =
 
n∈Z
 x, ˜ ϕ0,J(  − NJn) ϕ0,J(  − NJn) +
J  
j=1
K−1  
k=1
 
n∈Z
 x, ˜ ϕk,j(  − Njn) ϕk,j(  − Njn),
where ˜ ϕk,j(m)
∆ =
 
n∈Z
˜ hk(n) ˜ ϕ0,j−1(n − Nm), ϕk,j(m)
∆ =
 
n∈Z
hk(n) ϕ0,j−1(n − Nm). (2.9)
We call the signals ˜ ϕk,j and ϕk,j the analysis and synthesis discrete-time wavelets of j-th scale, respec-
tively. Equation (2.9) imply that shifts of the discrete-time wavelets form a bi-frame (biorthogonal
basis) of the space of signals.
Scaling functions and continuous wavelets. It is well known ([19]) that under certain conditions
the low-pass ﬁlter H(z) such that H(1) = 1 generates a continuous scaling function ϕ(t). To be speciﬁc,
if the inﬁnite product limS→∞
 S
ν=1 H(eω2−νω) converges to a function Φ(ω) ∈ L2(R) then the inverse
Fourier transform of Φ(ω) is the scaling function ϕ(t) ∈ L2(R), which is the solution to the reﬁnement
equation ϕ(t) = 2
 
n∈Z h(n)ϕ(2t − n). Similarly, if the inﬁnite product limS→∞
 N
ν=1 H(eωN−νω)
converges to a function Φ(ω) ∈ L2(R) then the inverse Fourier transform of Φ(ω) is the scaling
function ϕ(t) ∈ L2(R), which is a solution to the reﬁnement equation ϕ(t) = 2
 
k∈Z hk ϕ(Nt − k).
Thus, the reﬁnement equation results in dilation with factor N for the scaling function ϕ(t).
Assume that the low-pass analysis ﬁlter ˜ H0(z) generates the analysis scaling function ˜ ϕ(t). If the
impulse responses of the ﬁlters ˜ Hk(z), k = 1,...,K − 1, are ﬁnite or decay exponentially then the
8continuous functions ˜ ψk(t)
∆ =
 
n∈Z ˜ hk(n) ˜ ϕ(Nt − n) are called the continuous analysis wavelets with
dilation factor N.
A wavelet ˜ ψk(t) has p vanishing moments if
  ∞
−∞ ts ˜ ψk(t)dt = 0, s = 0,...,p−1. The number of
vanishing moments of the wavelet ˜ ψk(t) is equal to the multiplicity of zero of the ﬁlter ˜ Hk(z) at z = 1
([43]). The same facts hold for the synthesis ﬁlter bank Hk(z), k = 0,...,K − 1.
We consider in this paper the case N = 2 (diadic wavelets) and N = 3 (triadic wavelets).
3 Prediction ﬁlters originated from splines
It was mentioned in the introduction (section 1) that, once we constructed a spline that interpolates
a signal on a sparse grid, we have to predict missing samples of the signal by the values of the spline
at the intermediate points. Calculation of these values reduces to ﬁltering the array of interpolated
samples. We derive these ﬁlters for diﬀerent types of splines.
3.1 Filters originated from continuous splines
In this section we use continuous splines as a source for the ﬁlter design.
3.1.1 B-splines
The centered B-spline of ﬁrst order is the characteristic function of the interval [−1/2,1/2]. The
centered B-spline of order p is the convolution Mp(x) = Mp−1(x) ∗ M1(x), p ≥ 2. Note that the
B-spline of order p is supported on the interval (−p/2,p/2). It is positive within its support and
symmetric around zero. The B-spline Mp consists of pieces of polynomials of degree p − 1 that are
linked to each other at the nodes such that Mp ∈ Cp−2. Nodes of B-splines of even order are located
at points {k} and of odd order at points {k + 1/2}, k ∈ Z.
The Fourier transform of the B-spline of order p is
  Mp(ω)
∆ =
  ∞
−∞
e−iωxMp(x)dx =
 
sinω/2
ω/2
 p
.
The time domain representation of the B-spline is
Mp(t) =
1
(p − 1)!
p−1  
k=0
(−1)k
 
p
k
  
t +
p
2
− k
 p−1
+
where t+
∆ = (t + |t|)/2.
We introduce the following sequences:
v
p
0
∆ = {Mp(k)}, v
p
r,N
∆ =
 
Mp
 
k +
r
N
  
, r ∈ Z. (3.10)
9Their z-transforms are, respectively, v
p
0(z) and v
p
r,N(z).
Due to the compact support of B-splines, these sequences are ﬁnite and the z-transforms are the
Laurent polynomials.
Examples The Laurent polynomials for splines of second to fourth degrees are
Linear spline, p = 2:
v2
0(z) = 1, v2
1,2(z) =
z + 1
2
, v2
1,3(z) = v2
−1,3(z−1) =
z + 2
3
.
Quadratic spline, p = 3:
v3
0(z) =
z + 6 + z−1
8
, v3
1,2(z) =
z + 1
2
v3
1,3(z) = v3
−1,3(z−1) =
25z + 46 + z−1
72
.
Cubic spline, p = 4:
v4
0(z) =
z + 4 + z−1
6
, v4
1,2(z) =
z2 + 23z + 23 + z−1
48
,
v4
1,3(z) = v4
−1,3(z−1) =
z2 + 60z + 93 + 8z−1
162
.
Spline of fourth degree, p = 5:
v5
0(z) =
z2 + 76z + 230 + 76z−1 + z−2
384
, v5
1,2(z) =
z2 + 11z + 11 + z−1
24
,
v5
1,3(z) = v5
−1,3(z−1) =
625z2 + 11516z + 16566 + 2396z−1 + z−2
31104
.
Proposition 3.1 The Laurent polynomials v
p
0(z) and z−rv
p
r,2r(z2r) are symmetric. The roots of v
p
0(z)
are all simple and negative. In addition, for all z, |z| = 1, v
p
0(z) > 0. All the Laurent polynomials
become 1 at z = 1.
3.1.2 Interpolatory continuous splines
Shifts of B-splines form a basis in the space of splines of order p on the grid {Nl}l∈Z. Namely, any
spline Sp has the following representation:
Sp(x) =
 
l
ql Mp(x/N − l). (3.11)
Denote q
∆ = {ql}, s
p
0,N = {s
p
0,N(l)
∆ = Sp(Nl)}, s
p
r,N = {s
p
r,N(l)
∆ = Sp(Nl + r)}, r ∈ Z, and let Q(z),
s
p
0,N(z) and s
p
r,N(z) be the z-transforms of these the sequences, respectively. We have
s
p
0,N(l) =
 
n
ql Mp(l − n) ⇐⇒ s
p
0,N(z) = Q(z)v
p
0(z).
10Thus, s
p
0,N(z) = Q(z)v
p
0(z), where v
p
0(z) is the z-transform of the sequence up deﬁned in (3.10). From
these formulas we can derive expressions for the coeﬃcients of the spline S
p
i which interpolates the
given sequence x0
∆ = {x0(l)} ∈ l1 at grid points {Nl}l∈Z.:
S
p
i (Nl) = x0(l), l ∈ Z,⇐⇒ Q(z)v
p
0(z) = X0(z)
⇐⇒ Q(z) =
X0(z)
v
p
0(z)
⇐⇒ ql =
∞  
n=−∞
λ
p
l−nx0(n), (3.12)
where λp ∆ = {λ
p
k} is the sequence which is deﬁned via its z−transform:
λp(z) =
∞  
k=−∞
z−kλ
p
k =
1
v
p
0(z)
.
The coeﬃcients {λ
p
k} decay exponentially as |k| → ∞. Substitution of (3.12) into (3.11) results in an
alternative representation of the interpolatory spline:
S
p
i (x) =
∞  
l=−∞
x0(l)Lp(x/N − l), Lp(x)
∆ =
 
l
λ
p
l Mp(x − l). (3.13)
The spline Lp(x), deﬁned in (3.13), is called the fundamental spline. It interpolates the Kronecker
delta sequence δk, i.e. it vanishes at all the integer points except t = 0, where Lp(0) = 1. Due to
decay of the coeﬃcients {λ
p
k}, the spline Lp(t) decays exponentially as |t| → ∞.
The values of the fundamental spline at the intermediate points are
Lp
 
k +
r
N
 
=
 
l
λ
p
l Mp
 
k − l +
r
N
 
, r ∈ Z. (3.14)
Denote by V
p
r,N(z) the z-transform of the sequence {Lp  
k + r
N
 
}, k ∈ Z. Then, we obtain from Eq.
(3.14)
V
p
r,N(z) =
v
p
r,N(z)
v
p
0(z)
, v
p
r,N(z)
∆ =
 
n∈Z
z−nMp
 
n +
r
N
 
.
Hence, the values of the interpolatory spline at the intermediate points are
s
p
r,N(l) =
 
n
Lp
 
l +
r
N
− n
 
x0(n) ⇐⇒ s
p
r,N(z) = V
p
r,N(z)X0(z).
Switching into the signal processing terminology, we say that, in order to derive the values of the
interpolatory spline at the points {Nl + r} around the points {Nl} of interpolation, we have to ﬁlter
the data {x0(l)} by the ﬁlters V
p
r,N whose impulse response {Lp (l + r/N)}, k ∈ Z, is ﬁnite or decays
exponentially as |l| → ∞ (IIR ﬁlter).
Let x = {x(l)}l∈Z and x0(l)
∆ = x(Nl). Denote xr(l)
∆ = x(Nl + r). As we mentioned above, if
a spline interpolates samples of a signal at {Nl}, that is S
p
i (Nl) = x0(l), then the values of the
spline at the points {Nl + r} are used as a prediction for the corresponding samples of the signal x:
xr(l) ≈ S
p
i (Nl + r).
11Deﬁnition 3.1 We say that a low-pass ﬁlter Fr,N(z), whose impulse response {fr,N(l)}l∈Z is ﬁnite
or decays exponentially, restores polynomials of degree p on the grid {Nl + r} if for any polynomial
P(t) of degree p the following identity
 
n∈Z fr,N(l − n)P(Nn) = P(Nl + r) ∀l ∈ Z is true.
Examples The prediction ﬁlters derived from the interpolatory splines of second to fourth degrees
are
Linear spline, p = 2:
V 2
1,2(z) =
z + 1
2
, V 2
1,3(z) = V 2
−1,3(z−1) =
z + 2
3
. (3.15)
Quadratic spline, p = 3:
V 3
1,2(z) = 4
z + 1
z + 6 + z−1 V 3
1,3(z) = V 3
−1,3(z−1) =
25z + 46 + z−1
9(z + 6 + z−1)
. (3.16)
Cubic spline, p = 4:
V 4
1,2(z) =
z2 + 23z + 23 + z−1
8(z + 4 + z−1)
, V 4
1,3(z) = V 4
−1,3(z−1) =
z2 + 60z + 93 + 8z−1
27(z + 4 + z−1)
. (3.17)
Spline of fourth degree, p = 5:
V 5
1,2(z) = 16
z2 + 11z + 11 + z−1
z2 + 76z + 230 + 76z−1 + z−2,
V 5
1,3(z) = V 5
−1,3(z−1) =
625z2 + 11516z + 16566 + 2396z−1 + z−2
81(z2 + 76z + 230 + 76z−1 + z−2)
.
Properties of designed prediction ﬁlters
Proposition 3.2
1. All ﬁlters V
p
r,N(z) are low-pass, V
p
r,N(1) = 1.
2. The ﬁlters V
p
r,N(z) restore polynomials of degree p − 1 on the grid {Nl + r}.
3. The ﬁlters V
2q+1
r,2r (z), which are derived from splines of odd order (even degree), restore polyno-
mials of degree p on the grid {2rl + r} (super-convergence property).
3.2 Filters originated from discrete splines
In this section, we use a special type of the so-called discrete splines as a source for ﬁlter design. The
discrete splines are deﬁned on the grid {k} and they are the counterparts of the continuous polynomial
splines.
The signal
b1
N = {b1
N(l)}
∆ =



1, as l = 0,...,N − 1
0, otherwise
⇐⇒ B1
N(z) = 1 + z−1 + ... + z−(N−1)
12is called the discrete B-spline of ﬁrst order with length N.
We deﬁne by recurrence the higher order B-splines via discrete convolutions:
b
p
N = b1
N ∗ b
p−1
N ⇐⇒ B
p
N(z) =
 
1 + z−1 + ... + z−(N−1)
 p
.
If N = 2M + 1 is odd then we can introduce the so-called centered B-splines as
q
p
N = {q
p
N(l)}, q
p
N(l)
∆ = b
p
N(l + Mp) ⇐⇒ Q
p
N(z) =
 
zM + ... + z−M p
.
In the case when N = 2M is even, centering is possible if the order p = 2m is even. Then,
q2m
N = {q2m
N (l)}, q2m
N (l)
∆ = b
p
N(l + (2M − 1)m) ⇐⇒ Q
p
N(z) =
 
z2M−1 + ... + z−(2M−1)
 m
. (3.18)
In both cases the centered B-splines are symmetric about the point l = 0 where they attain their
maximal value. We assume that either N = 2M + 1 or N = 2M and p = 2m.
Similarly to continuous splines, the discrete spline d
p
N = {d
p
N(l)}l∈Z of order p on the grid {Nn}
is deﬁned as a linear combination with real-valued coeﬃcients of shifts of the centered B-spline:
d
p
N(l)
∆ =
∞  
n=−∞
cl q
p
N(l − Nn) ⇔ D
p
N(z) = C(zN)Q
p
N(z).
Let
q
p
r,N(l)
∆ = q
p
N(r + Nl), r =



−M,...,M, if N = 2M + 1;
−M + 1,...,M, if N = 2M, p = 2m
be the polyphase components of the discrete B-spline. Then, the polyphase components of the discrete
spline are
d
p
r,N(l)
∆ =
∞  
n=−∞
cl q
p
r,N(l − N) ⇐⇒ D
p
r,N(z) = C(z)Q
p
r,N(z). (3.19)
Proposition 3.3 The component Q
p
0,N(z) is symmetric about inversion z → 1/z and positive on the
unit circle |z| = 1. All the components Q
p
r,N(z) have the same value at z = 1:
Q
p
r,N(1) = Q
p
0(1)∀r. (3.20)
Our scheme to design prediction ﬁlters, which uses discrete splines, is the same as the scheme that is
based on continuous splines. We construct the discrete spline d
p
N, which interpolates even samples of
the signal x on the sparse grid {Nl} and predict missing samples by the corresponding values, of the
constructed spline. Using (3.19), we ﬁnd the z−transform of the coeﬃcients of interpolatory spline
d
p
N(lN) = x(lN) ⇐⇒ D
p
0,N(z) = C(z)Q
p
0(z) = X0,N(z) =⇒ C(z) =
X0,N(z)
Q
p
0,N(z)
.
13Hence, the polyphase components d
p
r,N, which are used for the prediction are deﬁned via the z-
transforms, are
D
p
r,N(z) = C(z)Q
p
r,N(z) = U
p
r,N(z)X0,N(z), where U
p
r,N(z)
∆ =
Q
p
r,N(z)
Q
p
0,N(z)
.
Thus, in order to predict the missed samples of the signal x, we ﬁlter its polyphase component
x0,N with the ﬁlters U
p
r,N(z). Equation (3.20) implies that U
p
r,N(1) = 1. Therefore, these ﬁlters are
low-pass. We focus on ﬁlters with the downsampling factors N = 2 and N = 3.
3.2.1 Filters with the downsampling factor N = 2: Relation to Butterworth ﬁlters
In the case when the downsampling factor N = 2, the ﬁlters U2m
1,2 (z) can be presented explicitly for
any even order 2m.
We get from (3.18) that
Q2m
2 (z) = ρm(z), ρ(z)
∆ = z + 2 + 1/z.
Hence, the polyphase components of the B-spline and the prediction ﬁlters are
Q2m
0,2(z2) =
1
2
(ρm(z) + ρm(−z)), Q2m
1,2(z2) =
z
2
(ρm(z) − ρm(−z)),
U2m
1,2 (z2) = z
ρm(z) − ρm(−z)
ρm(z) + ρm(−z)
.
The ﬁlters U2m
1,2 (z2) are closely related to Butterworth ﬁlters [34], which are widely used in signal
processing. To be speciﬁc, the functions
λm(z)
∆ = 1 + z−1U2m
1,2 (z2) =
2ρm(z)
ρm(z) + ρm(−z)
, χm(z)
∆ = 1 − z−1U2m
1,2 (z2) = λm(−z)
are squared magnitudes of the transfer functions of half-band low-pass and high-pass Butterworth
ﬁlters of order m, respectively.
3.2.2 Filters with downsampling factor N = 3
Denote τ(z)
∆ = z + 1 + 1/z, θ
∆ = e2πj/3. Then,
Q
p
0,3(z3) =
τp(z) + τp(zθ) + τp(z/θ)
3
Q
p
1,3(z3) = z
τp(z) + τp(zθ)θ + τp(z/θ)/θ
3
=⇒ U
p
1,3(z3) = z
τp(z) + τp(zθ)θ + τp(z/θ)/θ
τp(z) + τp(zθ) + τp(z/θ)
Q
p
−1,3(z3) = z
τp(z) + τp(zθ)/θ + τp(z/θ)θ
3
=⇒ U
p
1,3(z3) = z
τp(z) + τp(zθ)/θ + τp(z/θ)θ
τp(z) + τp(zθ) + τp(z/θ)
.
143.2.3 Examples of prediction ﬁlters
Linear discrete splines: p = 2
U2
1,2(z) =
1 + z
2
, U2
1,3(z) =
2 + z
3
, U2
−1,3(z) =
2 + 1/z
3
.
Quadratic discrete splines: p = 3
U3
1,3(z) =
3(2 + z)
z + 7 + 1/z
, U3
−1,3(z) =
3(2 + 1/z)
z + 7 + 1/z
. (3.21)
Cubic discrete splines: p = 4
U4
1,2(z) =
4(1 + z)
z + 6 + 1/z
, U4
1,3(z) =
1/z + 16 + 10z
4z + 19 + 4/z
= U4
−1,3(1/z). (3.22)
Discrete spline of sixth order: p = 6
U6
1,2(z) =
(z + 14 + z−1)(1 + z)
6z−1 + 20 + 6z)
.
Discrete spline of eighth order, r = 4:
U8
1,2(z) =
8(1 + z)(z−1 + 6 + z)
z−2 + 28z−1 + 70 + 28z + z2.
4 Biorthogonal wavelet transforms generated by ﬁlter banks with
downsampling factor N = 2 (diadic transforms)
In this section we describe how to generate families of biorthogonal wavelet transforms and wavelet
frames using spline-based prediction ﬁlters with downsampling factor N = 2 designed in Section 3. A
useful tool for the design and implementation of the biorthogonal wavelet transforms when downsam-
pling factor N = 2 is provided by the so-called lifting scheme introduced by Sweldens [44].
4.1 Lifting scheme: decomposition
Generally, the lifting mode of the wavelet transform consists of of four steps: 1. Split. 2. Predict. 3.
Update or lifting. 4. Normalization.
Split: The signal x = {x(l)}l∈Z is split into its polyphase components:
xr = {xr(l)
∆ = x(2l + r}l∈Z, r = 0,1.
Predict: The even polyphase component is ﬁltered by some low-pass prediction ﬁlter ˜ F(1/z), in order
for the ﬁltered version of x0 to predict the odd component x1. Then, the existing array x1 is
replaced by the array a1, which is the diﬀerence between x1 and the predicted array.
In the z-domain, the operations are described as ˜ A1(z) = X1(z) − ˜ F(1/z)X0(z).
15Update (lifting): Generally, downsampling the original signal x into x0 depletes the smoothness of
the signal. To obtain a sparse signal similar to the original x, the new odd array is ﬁltered by a
low-pass update ﬁlter, which we prefer to denote F(z)/2. The ﬁltered array is used to increase
the smoothness of the even array x0:
˜ A0(z) = X0(z) +
1
2
F(z) ˜ A1(z).
Provided that the ﬁlter F is properly chosen, the even array x0 is transformed into a smoothed
and downsampled replica of x.
Normalization - Finally, the smoothed array ˜ y0 and the array of details ˜ y1 are obtained by the
operation ˜ y0 =
√
2˜ a0, ˜ y1 = ˜ a1/
√
2.
4.2 Lifting scheme: reconstruction
One of the most attractive features of lifting schemes is that the reconstruction of the signal x from
the arrays ˜ y0 and ˜ y1 is implemented by reverse decomposition:
Undo Normalization - ˜ a0 = ˜ y0/
√
2 ˜ a1 =
√
2˜ y1.
Undo Lifting - The even polyphase component X0(z) = ˜ A0(z) − 1
2F(z) ˜ A1(z) is restored.
Undo Predict - The odd polyphase component
X1(z) = ˜ A1(z) + ˜ F(1/z)X0(z).
is restored.
Undo Split - The last step is the standard restoration of the signal from its even and odd compo-
nents. In the z-domain, it appears as X(z) = X1(z2) + z−1X0(z2).
4.3 Filter banks
Rewriting the lifting steps in a matrix form, we obtain the polyphase matrices of the wavelet transforms
to be


˜ Y 0(z)
˜ Y 1(z)

 =


√
2 0
0 1/
√
2

  

 1 F(z)/2
0 1

  

 1 0
− ˜ F(1/z) 1

  

 X0(z)
X1(z)

.
Hence, the analysis polyphase matrix is
˜ P(1/z) =


√
2
 
1 − ˜ F(1/z)F(z)/2
 
F(z)/
√
2
− ˜ F(1/z)/
√
2 1/
√
2

.
16The reconstruction operations are represented by

 X0(z)
X1(z)

 =

 1 0
˜ F(1/z) 1

  

 1 −F(z)/2
0 1

  

 1/
√
2 0
0
√
2

  


˜ Y 0(z)
˜ Y 1(z)

.
Hence, the synthesis polyphase matrix is
P(z) =


1/
√
2 −F(z)/
√
2
˜ F(1/z)/
√
2
√
2
 
1 − ˜ F(1/z)F(z)/2
 

.
Obviously, P(z) = ˜ P(1/z)−1. Therefore, the perfect reconstruction condition is satisﬁed. We recall
that
˜ P(z)
∆ =


˜ H0
0(z) ˜ H0
1(z)
˜ H1
0(z) ˜ H1
1(z)

, P(z)
∆ =

 H0
0(z) H1
0(z)
H0
1(z) H1
1(z)

.
Thus, the analysis ﬁlters are
˜ H0(1/z) =
√
2
 
1 −
˜ F(z−2)F(z2) − zF(z2)
2
 
=
√
2
2
  
1 + zF(z2)
 
+ W(z2)
 
,
˜ H1(1/z) = z
√
2
2
 
1 − z−1 ˜ F(z−2)
 
(4.23)
where
W(z)
∆ = 1 − ˜ F(z−1)F(z). (4.24)
Thus, the synthesis ﬁlters are
H0(z) =
√
2
2
 
1 + z−1 ˜ F(z−2)
 
= z−1 ˜ H1(−1/z)
H1(z) = z
√
2
2
 
1 − z−1F(z−2) + W(z2)
 
. (4.25)
If one polyphase component of the ﬁlter H(z) is a constant number then the ﬁlter is called interpolatory.
We see from (4.25) that the low-pass synthesis ﬁlter H0(z) is interpolatory. Consequently, the synthesis
scaling function ϕ(t), which is generated by H0(z), interpolates the Kroneker delta (up to a constant
c). It means that
ϕ(l) =



c, if l = 0;
0, otherwise,
l ∈ Z.
4.4 Wavelets derived from spline-based ﬁlter banks
The perfect reconstruction condition for the presented ﬁlter banks is satisﬁed with any choice of low-
pass ﬁlters ˜ F(z) and F(z). However, once the ﬁlters V
p
1,2(z) and U2m
1,2 (z), derived from continuous
and discrete splines, respectively, are utilized, a diverse family of biorthogonal wavelets appears.
17Properties of these wavelets such as symmetry, interpolation, smoothness, ﬂat spectra, good time-
domain localizations and vanishing moments ﬁt well signal processing needs. Implementation of these
transforms is highly eﬃcient.
Note that number of vanishing moments in the analysis wavelets is important for the applications
of signal processing while typical requirements to the synthesis wavelets are smoothness and good
time-domain localization.
Proposition 4.1 If any of the ﬁlters V
p
1,2(z) and U2m
1,2 (z) derived from splines is used as the prediction
ﬁlter ˜ F(1/z) and any of them is used as the update ﬁlter F(z) then
1. The ﬁlters ˜ H0 and H0 are low-pass while the ﬁlters ˜ H1 and H1 are high-pass.
2. The ﬁlters ˜ H0 and H0 generate continuous scaling functions ˜ ϕ(t) and ϕ(t), whereas the ﬁlters
˜ H1 and H1 generate continuous wavelets ˜ ψ(t) and ψ(t) with vanishing moments.
3. The ﬁlters in the analysis and synthesis ﬁlter banks are symmetric (up to a shift) about inversion
z → 1/z and corresponding waveforms are symmetric in time domain and decay exponentially
as t → ∞.
Update ﬁlters. In principle, any low-pass ﬁlter can serve as the update ﬁlter F(z). However, in
what follows, we choose the update ﬁlter F(z) to be equal to the predict ﬁlter ˜ F(z).
4.5 Continuous splines
Proposition 4.2 If the prediction ﬁlter in the lifting scheme F(1/z) = V 2m
1,2 (z) is derived from the
continuous spline of even order 2m then
1. The transfer function of the analysis high-pass ﬁlter ˜ H1(z) has zero of multiplicity 2m at z = 1,
consequently, the analysis wavelet ˜ ψ(t) has 2m vanishing moments.
2. The synthesis scaling function ϕ(t) is equal to the fundamental spline L2m(x) of order 2m deﬁned
in (3.13), consequently, it is continuous together with its derivatives up to order 2m−2 (belongs
to C2m−2).
3. The synthesis wavelet ψ(t) is a spline of order 2m and, therefore, belongs to C2m−2.
Proposition 4.3 If the prediction ﬁlter in the lifting scheme F(1/z) = V 2m−1
1,2 (z) is derived from the
continuous spline of odd order 2m − 1 then
1. The transfer function of the analysis high-pass ﬁlter ˜ H1(z) has zero of multiplicity 2m at z = 1,
consequently, the analysis wavelet ˜ ψ(t) has 2m vanishing moments.
182. The synthesis scaling function ϕ(t) and the wavelet ψ(t) are smoother than the generating spline
(which belongs to C2m−3).
Examples:
Linear spline: p = 2
˜ H1(z) =
z
 
1 − z−1V 2
1,2(z2)
 
√
2
= −
(1 − z)2
2
√
2
, H0(z) = z−1 ˜ H1(−z) =
z−1 + 2 + z
2
√
2
.
The corresponding analysis wavelet ˜ ψ(t) has two vanishing moments. The synthesis waveforms
belong to C0.
Quadratic spline: p = 3
˜ H1(z) = z−1 (1 − z)4
√
2(z2 + 6 + z−2)
, H0(z) =
 
z−1 + 2 + z
 2
√
2(z2 + 6 + z−2)
. (4.26)
The corresponding analysis wavelet ˜ ψ(t) has four vanishing moments. The synthesis waveforms
belong to C2.
Cubic spline: p = 4
˜ H1(z) = z−1(1 − z)4(z + 4 + z−1)
8
√
2(z−2 + 4 + z2)
, H0(z) =
(z−1 + 2 + z)2(z + 4 + z−1)
8
√
2(z−2 + 4 + z2)
. (4.27)
The corresponding analysis wavelet ˜ ψ(t) has four vanishing moments. The synthesis waveforms
belong to C2.
Interpolatory spline of fourth degree: p = 5
˜ H1(z) = −z−2 (1 − z)6 (z + z−1 − 10)
√
2(z4 + 76z2 + 230 + 76z−2 + z−4)
, (4.28)
H0(z) =
(z + 2 + z−1)3 (z + z−1 + 10)
√
2(z4 + 76z2 + 230 + 76z−2 + z−4)
.
The corresponding analysis wavelet ˜ ψ(t) has six vanishing moments. The synthesis waveforms
belong to C4.
We display in Figs. 1–4 the frequency responses of the analysis and synthesis ﬁlter banks, which
are derived from continuous splines, and the corresponding scaling functions and wavelets. All the
ﬁgures are organized identically. Each ﬁgure consists of four columns. The ﬁrst column from left
displays the analysis scaling function ˜ ϕ(t) (bottom) and the analysis wavelet ˜ ψ(t) (top). The second
column from left displays the frequency responses of the analysis low-pass ﬁlter ˜ H0(z) (bottom) and
the analysis high-pass ﬁlter ˜ H1(z) (top). Next column displays the synthesis scaling function ϕ(t)
(bottom) and the synthesis wavelet ψ(t) (top). Last column displays the frequency responses of the
synthesis low-pass ﬁlter H0(z) (bottom) and the synthesis high-pass ﬁlter H1(z) (top).
19Figure 1: Filters and wavelets derived from the linear continuous spline.
Figure 2: Filters and wavelets derived from the quadratic continuous spline.
Figure 3: Filters and wavelets derived from the cubic continuous spline.
Figure 4: Filters and wavelets derived from the continuous spline of fourth degree.
4.6 Discrete splines
Proposition 4.4 If the prediction ﬁlter in the lifting scheme F(1/z) = U2m
1,2 (z) is derived from the
discrete spline of even order 2m then
1. The transfer function of the analysis high-pass ﬁlter ˜ H1(z) has zero of multiplicity 2m at z = 1,
consequently, the analysis wavelet ˜ ψ(t) has 2m vanishing moments.
2. The transfer function of the synthesis low-pass ﬁlter H0(z) and the analysis high-pass ﬁlter
z−1 ˜ H1(z) are the squared magnitudes of the transfer functions of half-band low-pass and high-
20pass Butterworth ﬁlters of order m, respectively.
Examples:
Linear spline: m = 1. The ﬁlter bank coincides with the ﬁlter bank derived from the continuous
linear spline.
Cubic spline: m = 2 The ﬁlter bank coincides with the ﬁlter bank derived from the continuous
quadratic spline.
Discrete spline of ﬁfth degree: m = 3.
˜ H1(z) = z−2 (1 − z)6
√
2(6z2 + 20 + 6z−2)
, H0(z) = −
(z−1 − 2 + z)3
√
2(6z2 + 20 + 6z−2)
. (4.29)
The corresponding analysis wavelet ˜ ψ(t) has six vanishing moments. The synthesis waveforms
belong to C4.
Discrete spline of seventh degree: m = 4.
˜ H1(z) = z−3 (1 − z)8
√
2(z−4 + 28z−2 + 70 + 28z2 + z4)
, (4.30)
H0(z) =
(z−1 − 2 + z)4
√
2(z−4 + 28z−2 + 70 + 28z2 + z4)
.
The corresponding analysis wavelet ˜ ψ(t) has eight vanishing moments. The synthesis waveforms
belong to C5.
We display in Figs. 5 and 6 the frequency responses of the analysis and synthesis ﬁlter banks, which
are derived from discrete splines, and the corresponding scaling functions and wavelets. The ﬁgures
are organized similarly to Figures 1–4.
Figure 5: Filters and wavelets derived from the discrete spline of ﬁfth degree.
21Figure 6: Filters and wavelets derived from the discrete spline of seventh degree.
Remarks:
1. From the above ﬁgures we see that the designed waveforms are smooth (except for the analysis
waveforms derived from the linear spline), well localized in time domain and symmetric.
2. The frequency responses of ﬁlters are maximally ﬂat (has no ripples) in the passband, and rolls
towards zero in the stopband. As the order of the generating spline is high the decline is steeper
in the stopband.
3. The frequency responses of the ﬁlters H0(z) and ˜ H1(z) are monotonous, whereas the responses
of ˜ H0(z) and H1(z) have a bump near the cutoﬀ. This bump stems from the presence of the
term W(z) in the transfer functions of these ﬁlters (see (4.23)– (4.25)). Also, from this reason,
the analysis waveforms are less regular than the synthesis counterparts.
4. The transfer functions of all the designed ﬁlters are rational functions. Therefore, the ﬁlters
(except the ﬁlters derived from the linear spline) have inﬁnite impulse response (IIR). But they
can be eﬃciently implemented via causal–anticausal recursive ﬁltering (see Appendix). The
computational cost is even lower than the cost of implementing ﬁnite impulse response (FIR)
ﬁlters with similar properties.
Properties of the designed wavelets and ﬁlters make them useful for signal processing applications.
We describe one application in section 5.
5 Application of spline-based wavelet transforms to image compres-
sion
The above transforms were applied to multimedia still images to achieve high quality compression.
In most experiments they outperform the popular B9/7 biorthogonal transform [31, 15], which is the
core of JPEG 2000 still image compression standard. In this section, we present the results after
compression and decompression of four images in Figures 7 and 8. These are 512×512 8 bit per pixel
(8bpp) images.
22Figure 7: Left: “Lena”, right: “Barbara”.
Figure 8: Left: “Canaletto”, right: “Fabrics”.
The following experiments were done:
1. The image was decomposed up to 6 scales by the wavelet transform using the B9/7 transforms
and the transforms designed in Section 4.
2. The transform coeﬃcients were coded using the SPIHT algorithm ([41]) followed by arithmetic
coding. This algorithm enables to achieve exact prederemined compression rate. We coded the
coeﬃcients with diﬀerent compression ratios (CR) 1:10 (0.8 bpp), 1:20 (0.4 bpp), 1:30 (4/15
bpp), 1:40 (0.2 bpp) and 1:50 (4/25 bpp).
233. The reconstructed image was compared with the original image and the achieved peak signal to
noise ratio (PSNR) in decibels was computed:
PSNR = 10log10
 
N 2552
 N
k=1(x(k) − ˜ x(k))2
 
dB. (5.31)
We denote the transforms as follows:
B9/7 B9/7 biorthogonal transform
CS3 transform generated by quadratic continuous spline (4.26)
CS4 transform generated by cubic continuous spline (4.27)
CS5 transform generated by continuous spline of fourth degree (4.28)
DS3 transform generated by discrete spline of sixth degree (4.29)
DS4 transform generated by discrete spline of eighth degree (4.30)
The results are summarized in Tables 1–4.
Lena: The PSNR values of “Lena” are presented in Table 1.
CR B9/7 CS3 CS4 CS5 DS3 DS4
10 39.12 39.09 39.14 39.15 39.15 39.14
20 36.08 36.14 36.17 36.17 36.18 36.12
30 34.12 34.23 34.27 34.29 34.30 34.23
40 32.99 33.05 33.08 33.07 33.09 33.08
50 31.90 31.91 31.98 31.96 31.98 31.92
Table 1: PSNR of “Lena” after the application of SPIHT where the decomposition of the wavelet
transform was 6 scales.
All the spline- transforms outperform the B9/7 ﬁlter in any compression rate (with one exception
for CS3 at CR=10). In Fig. 9, we display the closed-up fragments of “Lena” reconstructed from
1:50 compression ﬁles of wavelet coeﬃcients of the B9/7 and DS3 transforms.
Barbara: The PSNR values of “Barbara” are presented in Table 2.
24Figure 9: Reconstruction of “Lena” from 1:50 compression ﬁles of wavelet coeﬃcients of B9/7 (left)
and DS3 (right) transforms.
CR B9/7 CS3 CS4 CS5 DS3 DS4
10 35.36 35.64 35.99 36.27 36.21 36.39
20 30.63 30.87 31.05 31.19 31.17 31.27
30 28.27 28.09 28.27 28.46 28.42 28.59
40 26.91 26.78 26.93 27.13 27.08 27.22
50 26.17 25.72 25.89 26.04 26.02 26.18
Table 2: PSNR of “Barbara” after the application of SPIHT where the decomposition of the wavelet
transform was 6 scales.
All the spline- transforms outperform the B9/7 ﬁlter in any compression rate, especially at high
bit rate. Most eﬃcient is the DS4, where the wavelets have eight vanishing moments and the
synthesis waveforms belong to C4. In Fig. 10, we display closed-up fragments of “Barbara”
reconstructed from 1:40 compression ﬁles of wavelet coeﬃcients of B9/7 and DS4 transforms.
Canaletto: The PSNR values of “Canaletto” are presented in Table 3.
25Figure 10: Reconstruction of “Barbara” from 1:50 compression ﬁles of wavelet coeﬃcients of B9/7
(left) and DS4 (right) transforms.
CR B9/7 CS3 CS4 CS5 DS3 DS4
10 35.10 35.16 35.20 35.21 35.21 35.21
20 31.48 31.59 31.66 31.68 31.68 31.67
30 29.54 29.66 29.71 29.74 29.74 29.72
40 28.38 28.50 28.54 28.54 28.55 28.52
50 27.55 27.63 27.63 27.63 27.63 27.62
Table 3: PSNR of “Canaletto” after the application of SPIHT where the decomposition of the wavelet
transform was 6 scales.
All the spline- transforms slightly outperform the B9/7 ﬁlter in any compression rate. Most
eﬃcient are the DS3 and DS4, where the wavelets have six and eight vanishing moments, re-
spectively. In Fig. 11, we display closed-up fragments of “Canaletto” reconstructed from 1:40
compression ﬁles of wavelet coeﬃcients of B9/7 and DS3 transforms.
Fabrics: The PSNR values of “Fabrics” are presented in Table 4.
26Figure 11: Reconstruction of “Canaletto” from 1:50 compression ﬁles of wavelet coeﬃcients of B9/7
(left) and DS3 (right) transforms.
CR B9/7 CS3 CS4 CS5 DS3 DS4
10 36.30 36.21 36.24 36.24 36.24 36.20
20 32.58 32.42 32.45 32.45 32.45 32.43
30 31.14 31.02 31.07 31.04 31.06 30.99
40 30.08 30.04 30.03 30.03 30.03 29.97
50 29.38 29.36 29.37 29.36 29.37 29.31
Table 4: PSNR of “Fabrics” after the application of SPIHT where the decomposition of the wavelet
transform was 6 scales.
The B9/7 ﬁlter demonstrates a small advantage of the PSNR over all spline- transforms on
this image. In Fig. 12, we display closed-up fragments of “Fabric” reconstructed from 1:50
compression ﬁles of wavelet coeﬃcients of B9/7 and DS3 transforms.
The examples presented above demonstrate that the performance of the designed spline-based wavelet
transforms for image compression is competitive to the performance of the popular B9/7 transform,
which is used in JPEG 2000. Once the recursive implementation of the spline ﬁlters is conducted,
its computational cost is comparable with the cost of the implementation of B9/7 transform. For
example, the number of additions (A) and multiplications (M) per pixel for the B9/7 transform is
8A+4M, whereas for the transform CS3 it is 8A+6M operations. The eﬃcient DS3 transform requires
12A+8M operations.
27Figure 12: Reconstruction of “Fabrics” from 1:50 compression ﬁles of wavelet coeﬃcients of B9/7 (left)
and DS3 (right) transforms.
6 Wavelet frames (framelets) generated by 3-channel ﬁlter banks
with downsampling factor N = 2
As we mentioned in the end of Section 4, the analysis wavelets are less regular than the synthesis
ones. The reason is that the structure of the low-pass analysis ﬁlters is more complicated than the
structure of their synthesis counterparts. The latter is very simple and has the interpolation property.
If the prediction ﬁlter originates from the discrete spline then the low-pass synthesis ﬁlter coincides
with the squared magnitude of the transfer function of half-band low-pass Butterworth ﬁlter. Also we
mentioned the bumps that disturbed the ﬂatness of the frequency responses of the low-pass analysis
ﬁlters and the high-pass synthesis ones. We can essentially improve the properties of the ﬁlters and
waveforms by introducing additional channel into the ﬁlter bank retaining the perfect reconstruction
property. Thus, the representation of a signal becomes redundant and produces a frame expansions
of signals. The redundancy should hardly be regarded as a drawback. The redundant representations
have more adaptation abilities compared to basis expansions of signals. Therefore, they are feasible
for signal denoising and features extraction. This redundancy enables to exploit frame expansion as
a tool for recovery of erasures, which may occur while a multimedia signal is transmitted through a
lossy channel.
286.1 Interpolatory frames
In this section, we describe how to construct frames in signal space starting from either any pair
low-pass interpolatory ﬁlters or from a single ﬁlter. The problem reduces to the design of a perfect
reconstruction ﬁlter bank with desired properties. The key point in this design is the factorization
scheme of a polyphase matrix.
We introduce an analysis–synthesis pair of low-pass interpolatory ﬁlters
˜ G0(z)
∆ =
√
2
2
 
1 + z−1 ˜ F(z2)
 
, G0(z)
∆ =
√
2
2
 
1 + z−1F(z2)
 
that are similar to the low-pass interpolatory synthesis ﬁlter H0(z) derived from the lifting scheme
(see (4.25)). As before, denote W(z)
∆ = 1 − F(z) ˜ F(z−1).
The polyphase matrices for the ﬁlter banks ˜ G0, ˜ G1, ˜ G2 and G0, G1, G2 comprising the interpola-
tory low-pass ﬁlters G0(z) and ˜ G0(z) are
˜ P(z)
∆ =

 

1/
√
2 ˜ F(z)/
√
2
˜ G1
0(z) ˜ G1
1(z)
˜ G2
0(z) ˜ G2
1(z)

 
, P(z)
∆ =

 1/
√
2 G1
0(z) G2
0(z)
F(z)/
√
2 G1
1(z) G2
1(z)

.
Then, the perfect reconstruction condition (2.7) leads to
Pg(z)   ˜ Pg(1/z) =
1
2
Q(z), (6.32)
where
˜ Pg(z)
∆ =


˜ G1
0(z) ˜ G1
1(z)
˜ G2
0(z) ˜ G2
1(z)

, Pg(z)
∆ =

 G1
0(z) G2
0(z)
G1
1(z) G2
1(z)

,
Q(z)
∆ =

 1 − ˜ F(z−1)
−F(z) 2 − F(z) ˜ F(z−1)

.
Therefore, the construction of a frame with the interpolatory low-pass ﬁlters ˜ G0(z) and G0(z) reduces
to factorization of the matrix Q(z) as in (6.32). There are many options for this factorization of Q(z).
We describe implications of the simplest triangular factorization:
˜ Pg(z) =
1
√
2

 0 ˜ w(z)
1 − ˜ F(z)

, Pg(z) =
1
√
2

 0 1
w(z) −F(z)

, w(z) ˜ w(z−1) = W(z).
Thus, to complete the construction, we have to factorize the function W(z). As soon as it is done,
we obtain the perfect reconstruction ﬁlter bank
˜ G0(z)
∆ =
√
2
2
 
1 + z−1 ˜ F(z2)
 
, G0(z)
∆ =
√
2
2
 
1 + z−1F(z2)
 
,
˜ G1(z) = z−1 ˜ w(z2)/
√
2, G1(z) = z−1w(z2)/
√
2
˜ G2(z) =
1 − z−1 ˜ F(z2)
√
2
= ˜ H(−z), G2(z) =
1 − z−1F(z2)
√
2
= H(−z).
29Note that in this case the ﬁlters G2(z) and ˜ G2(z) are interpolatory. If F(1) = ˜ F(1) then these
ﬁlters are high-pass. The ﬁlters ˜ G1(z) and G1(z) have no even polyphase component.
This ﬁlter bank generates a bi-frame in signal space.
We use as the prediction ﬁlters ˜ F(z) and F(z) the spline- based ﬁlters V
p
1,2(z) and U2m
1,2 (z), which
are designed in Section 3. All these ﬁlters possess the symmetry property: z−1F(z2) = zF(z−2).
Thus, the ﬁlters ˜ G0(z), ˜ G2(z), G0(z) and G2(z) are symmetric about inversion z → 1/z. The rational
function W(z2) can be written as W(z2) = (1 − z−1F(z2)   z ˜ F(z−2))/2 = W(z−2). Thus, a rational
symmetric or antisymmetric factorization is possible. The trivial rational symmetric factorizations
are v(z) = 1, ˜ v(z) = W(z) or ˜ v(z) = 1, v(z) = W(z) . Since W(z2) = 0 if z = ±1, at least one of the
ﬁlters G2(z) and ˜ G2(z) is band-pass and the corresponding framelet has vanishing moments.
6.2 Tight and semi-tight frames
If F(z) = ˜ F(z) then we get G0(z) = ˜ G0(z), G2(z) = ˜ G2(z) and
W(z) = (1 − |F(z)|2)/2, W(z2) = 2G0(z)G0(−z). (6.33)
If the inequality
|F(z)| ≤ 1 as |z| = 1 (6.34)
holds, then, the function W(z) can be factorized as W(z) = w(z)w(1/z). This factorization is not
unique. Due to Riesz’s lemma [19], a rational factorization is possible. Then, we have G1(z) = ˜ G1(z).
Thus, the synthesis ﬁlter bank coincides with the analysis ﬁlter bank and generates a tight frame.
Due to (6.33), the (anti)symmetric rational factorization is possible if and only if all roots and poles
of the function G0(z) have even multiplicity. If G0(z) has a root of multiplicity 2m at z = 1 then the
ﬁlter G1(z) has roots of multiplicity m at z = 1 and z = −1. The corresponding framelet ψ1(t) has
m vanishing moments. A similar construction for the tight frame based on a family of interpolatory
symmetric FIR ﬁlters was presented in [14]. However, the ﬁlter G1(z) in [14] lacks symmetry.
If the condition (6.34) is not satisﬁed, we are still able to generate frames, which are very close to
a tight frame. Namely,
G0(z)(z) = ˜ G0(z)(z) = (1 + z−1F(z2))/
√
2,
G2(z) = ˜ G2(z) = (1 − z−1F(z2))/
√
2,
G1(z) = z−1w(z2)/
√
2, ˜ G1(z) = z−1 ˜ w(z2)/
√
2, (6.35)
w(z) ˜ w(1/z) = W(z) = (1 − |F(z)|2).
It is natural to refer to such a frame as a semi-tight frame. Due to the symmetry of W(z), an
(anti)symmetric factorization of type (6.35) is always possible. Therefore, even when (6.34) holds,
30sometimes it is preferable to construct a semi-tight rather than a tight frame. For example, it was
proved in [38] that a compactly supported interpolatory symmetric tight frame with two framelets is
possible only with the low-pass ﬁlter G0(z) = (1 + (z + 1/z)/2)/
√
2. In this case, the scaling function
and the framelets are piece-wise linear. The framelets ψ2(t) and ψ1(t) have two and one vanishing
moments, respectively. However, it is possible to construct a variety of compactly supported interpo-
latory symmetric semi-tight frames with smooth framelets. The construction of compactly supported
interpolatory symmetric tight frame with three framelets is always possible [14]. On the other hand,
in the semi-tight frames we can swap vanishing moments between the analysis and synthesis framelets.
Typically, it is advisable to have more vanishing moments in the analysis framelets.
Note that smoothness of all waveforms in a tight or semi-tight frame is the same.
6.3 Tight and semi-tight frames generated by spline-based ﬁlter banks
6.3.1 Butterworth frames
If we use as the prediction ﬁlters F(z), the ﬁlters U2m
1,2 (z), which are based on the discrete splines,
then we can explicitly design tight and semi-tight frames, where the waveforms are (anti)symmetric
and have arbitrary smoothness. The framelets may have any number of vanishing moments. Since
there is a relation between the ﬁlters and the Butterworth ﬁlters, we call the corresponding frames
the Butterworth frames. Let denote ρ(z)
∆ = z + 2 + z−1.
Let F(z) = U2m
1,2 (z). Then
G0(z) = ˜ G0(z) =
1 + z−1U2m
1,2 (z2)
√
2
=
√
2ρr(z)
ρr(z) + ρr(−z)
, (6.36)
G2(z) = ˜ G2(z) =
1 − z−1U2m
1,2 (z2)
√
2
=
√
2ρr(−z)
ρr(z) + ρr(−z)
.
We get a tight frame when we factorize W(z) to be
W(z) = 1 − |U2m
1,2 (z)|2 = w(z)w(1/z).
From (6.33),we have
W(z2) = 2G0(z)G0(−z) =
4(−1)mz−2m  
1 − z2 2m
(ρm(z) + ρm(−z))
2 = w(z2)w(z−2),
w(z2)
∆ =
2
 
1 − z2 m
ρm(z) + ρm(−z)
. (6.37)
If m = 2n then we can deﬁne w(z2) diﬀerently:
w(z2)
∆ =
2
 
z − z−1 2n
ρ2n(z) + ρ2n(−z)
.
31Hence, the three ﬁlters G0(z), deﬁned in (6.36), G2(z) = H(−z) and G1(z)
∆ = z−1w(z2)/
√
2, where
w(z2) is deﬁned in (6.37), generate a tight frame in the signal space. The scaling function ϕ(t)
and the framelet ψ2(t) are symmetric, whereas the framelet ψ1(t) is symmetric when m is even and
antisymmetric when m is odd. The framelet ψ2(t) has 2m vanishing moments and the framelet ψ1(t)
has m vanishing moments. The frequency response of the ﬁlter G0(z) is maximally ﬂat. The frequency
response of the ﬁlter G2(z) is a mirrored version of G0(z). The frequency response of the ﬁlter G1(z)
is symmetric about ω = π/2 and it vanishes at the points ω = 0 (z = 1) and ω = π (z = −1).
We have more freedom in the design of the ﬁlters ˜ G1(z) and G1(z) if we drop the requirement
w(z) = ˜ w(z) in the factorization of W(z). Doing so, we arrive at the semi-tight case. For example, a
symmetric factorization of W(z) is possible for either of even and odd values of m:
w(z2)
∆ =
2
 
2 − z−2 − z2 p
(ρm(z) + ρm(−z))
s, ˜ w(z2)
∆ =
√
2
 
2 − z−2 − z2 m−p
(ρm(z) + ρm(−z))
2−s , s ∈ Z.
We can get an antisymmetric factorization by choosing an odd p:
w(z2)
∆ = −
2(−z2)−m  
1 − z2 p
(ρm(z) + ρm(−z))
s ˜ w(z2)
∆ =
2(−z2)p−2m  
1 − z2 2m−p
(ρm(z) + ρm(−z))
2−s , s ∈ Z.
With this factorization we can change the number of vanishing moments in the framelets ψ1(t) and
˜ ψ1(t). One option is that one of the ﬁlters G1(z) = z−1w(z2) or ˜ G1(z) = z−1 ˜ w(z2) has a ﬁnite impulse
response. It is achieved if s ≤ 0 or s ≥ 2.
6.3.2 Frames based on continuous splines
When we use as the prediction ﬁlters F(z) the ﬁlters V
p
1,2(z), which are based on the continuous splines,
then the design of tight frames with (anti)symmetric ﬁlters G1(z) is possible only for the cases p = 2,3
(linear and quadratic splines). For the higher orders, the semi-tight construction is recommended in
order to retain symmetry.
We provide examples of ﬁlter banks that generate tight and semi-tight frames.
Examples:
Linear spline, p = 2:
G0(z) =
z−1 + 2 + z
2
√
2
, G2(z) =
−z−1 + 2 − z
2
√
2
, G1(z) =
(z−1 − z)
2
.
The ﬁlters are FIR and, therefore, the scaling function ϕ(t) and the framelets ψ1(t) and ψ2(t)
are compactly supported. The framelet ψ2(t) has two vanishing moments. The framelet ψ1(t)
is antisymmetric and has one vanishing moment. The scaling function ϕ(t) is the fundamental
linear spline.
32Quadratic continuous spline, p = 3 (Cubic discrete spline, m = 2):
G0(z) =
(z + 2 + z−1)2
√
2(z−2 + 6 + z2)
, G1(z) =
(z − 2 + z−1)2
√
2(z−2 + 6 + z2)
, G2(z) =
2z−1(z − z−1)2
z−2 + 6 + z2 . (6.38)
The framelet ψ2(t) has four vanishing moments. The framelet ψ1(t) is symmetric and has two
vanishing moments. All waveforms belong to C2.
We display in Fig. 13 ﬁlters and framelets for tight frames resulting from linear spline and the
continuous quadratic spline. The four rows on the bottom depict the scaling functions ϕ(t) and
the frequency response of the low-pass ﬁlters G0(z), the central four rows display the high-pass
ﬁlters G2(z) and the framelets ψ2(t) and the upper four rows depict the band-pass ﬁlters G1(z)
and the corresponding framelets ψ1(t).
Figure 13: Filters and framelets for tight frames resulting from the linear spline (two leftmost columns)
and continuous quadratic spline (two rightmost columns).
Discrete spline of sixth order, m = 3:
G0(z) =
(z−1 + 2 + z)3
√
2(6z2 + 20 + 6z−2)
, G2(z) = G0(−z), G1(z) =
2z−1(1 − z2)3
6z2 + 20 + 6z−2. (6.39)
The framelet ψ2(t) has six vanishing moments. The framelet ψ1(t) is antisymmetric and has
three vanishing moments. All waveforms belong to C3.
Discrete spline of eighth order, m = 4:
G0(z)
(z−1 + 2 + z)4
√
2(z−4 + 28z−2 + 70 + 28z2 + z4)
, G2(z) = G0(−z), (6.40)
G1(z) =
2z−1(z − z−1)4
z−4 + 28z−2 + 70 + 28z2 + z4.
The framelet ψ2(t) has eight vanishing moments. The framelet ψ1(t) is symmetric and has four
vanishing moments. All waveforms belong to C3.
We display in Fig. 14 ﬁlters and framelets for tight frames resulting from discrete splines of
sixth and eight order. The ﬁgure is organized similarly to Figure 13.
33Figure 14: Filters and framelets for tight frames resulting from the discrete spline of sixth order (two
leftmost columns) and the discrete spline of eighth order (two rightmost columns).
Continuous cubic spline, p = 4:
G0(z) =
(z−1 + 2 + z)2(z + 4 + z−1)
8
√
2(z−2 + 4 + z2)
G2(z) = G0(−z). (6.41)
To obtain the ﬁlter G0(z), the function
W(z2) = 2G0(z)G0(−z) =
(z−1 − z)4(z2 − 14 + z−2)
8(z−2 + 4 + z2)2
has to be factorized. The factorization W(z) = w(z)w(1/z), which leads to tight frame, results
in the ﬁlter
G1(z) = z−1 (z−1 − z)2(1 − qz2)
8q
√
2(z−2 + 4 + z2)
,
where q = 7 − 4
√
3 ≈ 0.0718. The ﬁlter is not symmetric about inversion z → 1/z and,
consequently, the framelet ψ1(t) is slightly asymmetric. It has two vanishing moments, whereas
the framelet ψ2(t) has four vanishing moments.
We display in Fig. 15 ﬁlters and framelets for tight frame resulting from the continuous cubic
spline. The ﬁrst from the left frame displays the waveforms, the second frame displays the
frequency response of the ﬁlter bank and the last frame provides the closed up view to framelet
ψ1(t) in order to highlight its asymmetry.
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Figure 15: Filters and framelets for tight frames resulting from the continuous cubic spline (two
leftmost columns) and the closed up view of the the framelet ψ1(t) ( rightmost column).
The factorization W(z) = w(z) ˜ w(1/z) with unequal factors w(z) and ˜ w(z) leads to a semi-tight
34frame. We present the ﬁlters ˜ G1(z) and G1(z) that result from three diﬀerent factorization
modes.
1. Symmetric factorization with equal number (two) of vanishing moments in the analysis
˜ ψ1(t) and synthesis ψ1(t) framelets:
˜ G1(z) = z−1
 
z−1 − z
 2
8
√
2(z−2 + 4 + z2)
, G1(z) = z−1
 
z−1 − z
 2  
−z2 + 14 − z−2 
8
√
2(z−2 + 4 + z2)
. (6.42)
2. Symmetric factorization with equal number (two) of vanishing moments in the analysis
˜ ψ1(t) and synthesis ψ1(t) framelets. The analysis ﬁlter ˜ G1(z) is FIR and, consequently, the
framelet ˜ ψ1(t) is compactly supported:
˜ G1(z) = z−1
 
z−1 − z
 2
8
√
2
, G1(z) = z−1
 
z−1 − z
 2  
−z2 + 14 − z−2 
8
√
2(z−2 + 4 + z2)
2 . (6.43)
3. Antisymmetric factorization with three vanishing moments in the analysis ˜ ψ1(t) and one
vanishing moment in synthesis ψ1(t) framelets:
˜ G1(z) =
 
z−1 − z
 3
8
√
2(z−2 + 4 + z2)
, G1(z) =
 
z−1 − z
  
−z2 + 14 − z−2 
8
√
2(z−2 + 4 + z2)
. (6.44)
We recall that the scaling function ϕ(t) is the fundamental cubic spline and all the waveforms
in the tight and semi-tight frames are cubic splines.
We display in Fig. 16 the ﬁlters ˜ G1(z) and G1(z) and framelets ˜ ψ1(t) and ψ1(t) that result from
the above modes of factorization. The four plots on the bottom depict the analysis framelets
˜ ψ1(t), the frequency response of the analysis ﬁlter ˜ G1(z), the synthesis framelets ψ1(t), the
frequency response of the synthesis ﬁlter G1(z), respectively, where the ﬁlters are given in (6.42).
The central four plots do the same for the case (6.43) and the upper four correspond to (6.44).
Figure 16: Filters and framelets for semi-tight frames resulting from the continuous cubic spline that
correspond to Eq. (6.42) (bottom row), Eq. (6.43) (central row) and Eq. (6.44) (top row).
Remarks:
351. From the above ﬁgures we see that the designed waveforms are smooth, well localized in time
domain and symmetric. They are as smooth as the synthesis waveforms in the biorthogonal
wavelet transforms originating from the same prediction ﬁlter and are smoother than the analysis
waveforms.
2. The frequency responses of the ﬁlters are maximally ﬂat (has no ripples) in the passband, and
rolls towards zero in the stopband. As the order of the generating spline is high, the decline is
steeper in the stopband.
3. The frequency responses of the low-pass ﬁlter G0(z) and the high-pass ﬁlter G2(z) are monotonous
and are the mirrored versions of each other. The bumps, which present in the ﬁlters ˜ H0(z) and
H1(z) of the wavelet ﬁlter bank is compensated by the band-pass ﬁlter G1(z).
4. The transfer functions of all designed ﬁlters are rational functions. Therefore, the ﬁlters (except
for the ﬁlters derived from the linear spline) have inﬁnite impulse response (IIR). But they can
be eﬃciently implemented via causal–anticausal recursive ﬁltering (see Appendix).
7 Erasure recovery properties of the designed wavelet frames
In this section we outline a scheme that applies the designed wavelet frames to recovery of erasures,
which occur when a multimedia signal is transmitted through a lossy channel. This is described in [1].
Conventional methods for protecting data are well developed both in theory and practice. Block
and convolutional codes are considered to be very eﬃcient classes as channel codes. They are widely
used in wireless and wire-line channels such as the internet. However, these codes, and other conven-
tional methods, do not generally take into account the inner structure of the transmitted (multimedia)
signal. Rather, it is assumed that every bit is equally signiﬁcant, and hence it has to be equally
protected. Multimedia information usually undergoes some transform (e.g. DCT, FFT or wavelet)
followed by quantization and lossless compression (entropy coding). The last two operations constitute
source coding. The resulting binary sequence (which assumed to be white noise) typically contains
bits with unequal signiﬁcance, which must be protected accordingly. Due to this inhomogeneity, direct
application of channel coding methods to audio-visual information, is not optimal; it may signiﬁcantly
increase the transmission length if the (equal) error correction code is chosen according to the most
vulnerable data. Hence, it is desired to design error correction codes that dynamically allocate more
bits to more important information. Such codes are known as unequal error protection (UEP) codes.
Due to the growing importance in rich multimedia data transmission, unequal error protection meth-
ods have attracted research eﬀorts, see e.g. [30] and the references therein. The designed framelet
transform can be eﬀectively employed as a true combined source-channel coding scheme - there is no
36separate source coding followed by channel coding. In fact, no explicit channel coding is used. The
proposed approach makes use of naturally occurring redundancy within multiscale decomposition of
framelet transforms to provide unequal error protection (UEP).
7.1 Remarks on unequal error protection (UEP)
The multiscale frame transform, which is described in Section 2.3 is demonstrated schematically in
Figure 17.
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Figure 17: Diagram of multiscale frame transform with three-channel ﬁlter bank and downsampling
factor of 2 .
Assume that there are four scales of decomposition. Figure 18 displays the spectra of the discrete-
time framelets ψr,1 ψr,2, r = 1,2,3,4, and ϕ4 that originate from the ﬁlter bank (6.38). The shifts
of these framelets provide a four-scale tight frame expansion of the signal. First scale of decomposi-
tion produces three blocks of coeﬃcients: low-pass, band-pass and high-pass. As it was explained in
Section 2.3, these are the coeﬃcients of the orthogonal projections of the signal onto the subspaces
spanned by two-sample shifts of the discrete-time framelets ϕ1(k), ψ1,2(k) and ψ1,1(k), respectively.
The spectra of the framelets ψ1,2(k) and ψ1,1(k) are displayed in the top row of Fig. 18. The second
step of the decomposition transforms the low-pass block into three blocks of coeﬃcients, which are
the coeﬃcients of the orthogonal projections of the signal onto the subspaces spanned by four-sample
shifts of the framelets ϕ2(k), ψ2,2(k) and ψ2,1(k). The spectra of the framelets ψ2,2(k) and ψ2,1(k)
371st scale
BP
HP
2nd scale
BP
HP
HP
HP
BP
BP
LP
3rd scale
4th scale
Figure 18: Spectra of the discrete-time framelets ψr,1, ψr,2, r = 1,2,3,4, and ϕ4 that originate from
the ﬁlter bank (6.38). The abbreviation LP means low-pass. It is related to ϕ4, HP – high-pass – is
related to ψr,1, BP – band-pass – is related to ψr,2.
are displayed in the second from the top row of the ﬁgure. The last fourth step of the decomposition
transforms the low-pass block of the third scale into three blocks of coeﬃcients, which are the coeﬃ-
cients of the orthogonal projections of the signal onto the subspaces spanned by sixteen-sample shifts
of the framelets ϕ4(k), ψ4,2(k) and ψ4,1(k). The spectra of these framelets are displayed in the bottom
row of the ﬁgure. The reconstruction consists of the synthesis of the original signal from the above
set of projections.
We see that the spectra displayed in Fig. 18 form at least two-fold cover of the frequency domain
of the signal except for the frequency bands occupied by the spectra of the low-frequency framelet
ϕ4 and the high-frequency framelet ψ1,1. They are highlighted by the boldface in Fig. 18. It means
that, once a projection (except for the projections on ϕ4 and ψ1,1) is lost, it can be restored from the
remaining projections. Also two or more projections, whose spectra do not overlap, can be restored.
In other words, erasure of a number of coeﬃcients from a block or even the whole block (except for
the blocks related to ϕ4 and ψ1,1) can be compensated by the coeﬃcients from the remaining blocks.
Two exclusive blocks of coeﬃcients related to ϕ4 and ψ1,1 must also be protected. The low-pass
block is the most signiﬁcant. Erasure of even one coeﬃcient can essentially distorts the signal. But
for the four-scale transform it comprises only N/16 coeﬃcients, where N is the length of the signal.
If we expand the transform to scale J then the last low-pass block comprises only N/2J coeﬃcients.
38This relatively small number of coeﬃcients can also be protected at a low computational cost.
The high-pass block related to ψ1,1 is most populated (N/2 coeﬃcients). Due to the vanishing mo-
ments of the framelets ψ1,1, this block contains relatively small number of signiﬁcant coeﬃcients, which
correspond to sharp transients in the signal (edges in the image). Only these signiﬁcant coeﬃcients
deserve an additional protection.
7.2 Outline of the recovery algorithm
Assume that the original 2D image is arranged into a 1D array X ∈ RN and the coeﬃcients of its 2D
framelet transform are arranged into a 1D array Y ∈ H ⊂ RK of length K > N. Let S
∆ = {Ck}nm
1 be
the set of coordinates of this array, and let E ⊂ S be the set of coordinates of the erased coeﬃcients.
The subspace H ⊂ RK is called the space of codewords. Deﬁne ¯ E
∆ = S\E and ˜ Y is obtained from Y by
erasing all coeﬃcients that correspond to E. Let ˜ F be the analysis operator   F : RN  → H ⊂ RK,K > N
associated with the framelet transform: Y = ˜ F X. Obviously, rank( ˜ F) = N. Let F be the inverse
operator (i.e. the synthesis operator) of   F. We denote by ˆ ˜ F the matrix ˜ F with erased rows determined
by the coordinates of E. Assume that ˜ Y contains zeros instead of all the erased coeﬃcients in ˜ Y . If
rank( ˆ ˜ F) = N, then ˜ Y contains suﬃcient information to recover the original data X.
Each coeﬃcient of the transformed image is presented by few bits. If one or more bits associated
with the same coeﬃcient are lost in transit, the whole coeﬃcient may be treated as an erasure, or
alternatively, as being in error. It is well known that, in general, recovering from erasures is easier
than recovering from errors. Hence, the motivation for the algorithm. This algorithm is a slightly
modiﬁed version of the well-known Gerchberg [22]– Papoulis [35] algorithm. The Gerchberg – Papoulis
algorithm was applied, in particular, to interpolation of data given on a irregular grid. The application
of the mentioned algorithm to erasure recovery was reported in [37].
It utilizes the redundancy inherent in frame transforms to recover from erasures of whole coeﬃcients
that occur during transmission. As before, ˜ Y denotes the received set of coeﬃcients with the conven-
tion that erased coeﬃcients are substituted by zeros. Let yk denote the set of (received+recovered)
framelet coeﬃcients at iteration k of the recovery algorithm. Assume the image intensities belong to
the interval [L0,L255], where L0 < L255.
Initialize y(0) = ˜ Y ;
for k = 0 to K − 1
ˆ x(k) = Fy(k); ﬁt out-of-interval values into [L0,L255];
ˆ y(k) = ˜ F∗ˆ x(k);
y(k+1) = ˆ y(k) on the coordinates of E;
y(k+1) = ˜ Y on the coordinates of ¯ E;
39end.
This framelet-based algorithm iteratively recovers an image from its transformed version ˜ Y that
contains erasures. The recovered image at each iteration is given by ˆ x(k).
7.3 Experimental results
We conducted a series of experiments on image recovery from erasures of the transform coeﬃcients.
This can be regarded as a simulation of channels with erasures. To be speciﬁc, we applied the
framelet decomposition up to the fourth level. The redundancy factor of this decomposition is 2.66.
Then α   100% of the transform coeﬃcients, whose locations were randomly chosen, were put to
zero. We restored the images using the iterative algorithm described in Section 7.2. We tested two
benchmark images Barbara and Boats and two medical images taken by MRI scanner while using
α = 0.1,0.2,0.3,0.4,0.5,0.6,0.7. Three diﬀerent types of framelets were tested: the symmetric tight
framelets originating from quadratic spline (Eq. (6.38)), tight frame originated from discrete spline of
sixth order, where ψ1(t) is antisymmetric, (Eq. (6.39)) and the semi-tight frame originated from cubic
spline (Eqs. (6.41) and (6.44)), where ˜ ψ1(t) and ψ1(t) are antisymmetric. The distance between the
original and the restored images was evaluated via PSNR (see (5.31)).
The experimental results are summarized in Table 5 and illustrated by Fig. 19. The results for
all the tested images are similar to each other, therefore, for brevity, we present PSNR values that
are averaged over the four images. The results demonstrate a graceful degradation in performance
when the erasure probability of the coeﬃcients increases to 0.7. The performance of the symmetric
and antisymmetric tight frames is almost identical, while the bi-frame produces images with a slightly
lower PSNR.
Erasure 10% 20% 30% 40% 50% 60% 70%
PSNR/S-TF 51.8418 50.7470 49.0475 46.3734 40.7849 32.3740 19.2204
PSNR/Symm.TF 52.0012 51.3969 50.0345 47.9709 43.6514 32.9655 19.7563
PSNR/Antisymm.TF 52.2622 51.3204 50.2554 48.2412 43.1816 32.8288 19.5409
Table 5: Averaged PSNR values of the four reconstructed images using symmetric tight frame (6.38),
antisymmetric tight frame (6.39) and semi-tight frame (6.41) and (6.44).
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Figure 19: Averaged PSNR of the reconstructed images vs. coeﬃcient erasure probability.
In addition, we display the the four restored images in Figs. 20 – 23. All the ﬁgures are similarly
organized. Each of them comprises three columns. The left column displays the original image, the
middle column is the corrupted image, the right column displays the reconstructed image from the
corrupted transform coeﬃcients. We observe from the images that the restoration scheme, that is
based on the wavelet frames, produces satisfactory output even for 60 percent of randomly erased
coeﬃcients. For 50 and, especially, for 40 percent of erased coeﬃcients the restored images hardly can
be distinguished from the original source images.
Figure 20: Results from the application of the antisymmetric tight framelet transform. Left: original
image. Middle: the corrupted image with 60% erased coeﬃcients. Right: the recovered image. PSNR
= 32.24.
41Figure 21: Results from the application of the symmetric tight framelet transform. Left: the source
image. Middle: the corrupted image with 60% erased coeﬃcients. Right: the recovered image. PSNR
= 31.98.
Figure 22: Results from the application of symmetric semi-tight framelet transform. Left: the source
image. Middle: the corrupted image with 50% erased coeﬃcients. Right: the recovered image. PSNR
=43,354.
42Figure 23: Results from the application of the semi-tight framelet transform. Left: the source image.
Middle: the corrupted image with 40% erased coeﬃcients. Right: the recovered image. PSNR =
52.461.
8 Biorthogonal wavelet transforms generated by ﬁlter banks with
downsampling factor N = 3 (triadic transforms)
In this section we expand the method that constructs biorthogonal wavelet transforms, which was
described in Section 4, to the case when the downsampling factor of the ﬁlter banks is N = 3. As in
Section 4, the construction is carried out via the lifting scheme.
8.1 Decomposition
8.1.1 Lifting steps
Split: We split the signal x into three subarrays
x−1
∆ = {x3l−1}l∈Z , x0
∆ = {x3l}l∈Z , x1
∆ = {x3l+1}l∈Z .
Let X−1(z), X0(z) and X1(z) denote the z−transforms of these subarrays.
Predict:
ˇ D−1(z) = X−1(z) − ˜ F−1(z−1)X0(z), ˇ D1(z) = X1(z) − ˜ F1(z−1)X0(z).
Here, ˜ F−1 and ˜ F1 are some ﬁlters that are applied to the subarray x0 in order to predict the
subarrays x−1 and x1, respectively. Then, these latter subarrays are replaced by the diﬀerences
ˇ d−1 and ˇ d1 between initial and predicted values.
Update: The array x0 is smoothed using the arrays ˇ d−1 and ˇ d1, which are processed by the update
ﬁlters F−1 and F1, respectively.
D0(z) = X0(z) +
1
3
F−1(z) ˇ D−1(z) +
1
3
F1(z) ˇ D1(z).
43Symmetrization: The ﬁlters V
p
∓1,3 and U
p
∓1,3, derived from the splines in Section 3, are used as
prediction and update ﬁlters. These ﬁlters are not symmetric, unlike their sums and diﬀerences.
Therefore, we apply two additional lifting steps:
D1(z) =
ˇ D1(z) − ˇ D−1(z)
2
, D−1(z) = ˇ D−1(z) + D1(z) =
ˇ D1(z) + ˇ D−1(z)
2
.
8.1.2 Polyphase matrix
The above lifting steps can be represented via the matrix-vector multiplication




D1(z)
D0(z)
D−1(z)



 = ˜ P(z−1)  




X1(z)
X0(z)
X−1(z)



, (8.45)
where
˜ P(z−1) =

 

1/2 0 −1/2
0 1 0
1/2 0 1/2

 
  

 

1 0 0
F1(z)/3 1 F−1(z)/3
0 0 1

 
  

 

1 − ˜ F1(z−1) 0
0 1 0
0 − ˜ F−1(z−1) 1

 

=




1/2 − ˜ F1(z−1)/2 + ˜ F−1(z−1)/2 −1/2
F1(z)/3 1 − F1(z) ˜ F1(z−1)/3 − F−1(z) ˜ F−1(z−1)/3 F−1(z)/3
1/2 − ˜ F1(z−1)/2 − ˜ F−1(z−1)/2 1/2



.
8.1.3 Analysis ﬁlter bank
The above operations are equivalent to the application to the signal x of the time-reversed ﬁlter bank
˜ H1(z)
∆ =
z−1
2
+
˜ F−1(z3) − ˜ F1(z3)
2
−
z
2
,
˜ H0(z) =
z−1
3
F1(z−3) + 1 −
F1(z−3) ˜ F1(z3) + F−1(z−3) ˜ F−1(z3)
3
+
z
3
F−1(z−3),
˜ H−1(z) =
z−1
2
−
˜ F−1(z3) + ˜ F1(z3)
2
+
z
2
followed by downsampling factor 3.
8.2 Reconstruction
8.2.1 Lifting steps
Undo symmetrization:
ˇ D−1(z) = D−1(z) − D1(z), ˇ D1(z) = 2D1(z) + ˇ D1(z) = D−1(z) + D1(z).
44Undo update:
X0(z) = D0(z) −
1
3
F−1(z) ˇ D−1(z) −
1
3
F1(z) ˇ D1(z).
Undo predict:
X−1(z) = ˇ D−1(z) + ˜ F−1(z−1)X0(z), X1(z) = ˇ D1(z) + ˜ F1(z−1)X0(z).
Undo split:
X(z) = zX−1(z3) + X0(z3) + z−1X1(z3).
8.2.2 Polyphase matrix
The above lifting steps can be represented via the matrix-vector multiplication.




X1(z)
X0(z)
X−1(z)



 = P(z)  




D1(z)
D0(z)
D−1(z)



,
where
P(z) =

 

1 ˜ F1(z−1) 0
0 1 0
0 ˜ F−1(z−1) 1

 
  

 

1 0 0
−F1(z)/3 1 −F−1(z)/3
0 0 1

 
  

 

1 0 1
0 1 0
−1 0 1

 

=

 

1 + ˜ F1(z−1)(F−1(z) − F1(z))/3 ˜ F1(z−1) 1 − ˜ F1(z−1)(F−1(z) + F1(z))/3
(F−1(z) − F1(z))/3 1 −(F−1(z) + F1(z))/3
−1 + ˜ F−1(z−1)(F−1(z) − F1(z))/3 ˜ F−1(z−1) 1 − ˜ F−1(z−1)(F−1(z) + F1(z))/3

 
.
8.2.3 Synthesis ﬁlter bank
The above operations are equivalent to the application to the upsampled sets of the transform coeﬃ-
cients ˇ D−1, ˇ D0 and ˇ D1 of the ﬁlter bank
H1(z)
∆ = z−1 − z +
 
F−1(z3) − F1(z3)
  
z−1 ˜ F1(z−3) + 1 + z ˜ F−1(z−3)
 
3
,
H0(z−1)
∆ = z−1 ˜ F1(z−3) + 1 + z ˜ F−1(z−3),
H−1(z−1) = H1(z)
∆ = z−1 + z −
 
F−1(z3) + F1(z3)
  
z−1 ˜ F1(z−3) + 1 + z ˜ F−1(z−3)
 
3
.
Remark All the designed ﬁlters are linear phase. The scaling functions ϕ(t) and ˜ ϕ(t) and wavelets
ψ−1(t) and ˜ ψ−1(t) are symmetric, whereas the wavelets ψ1(t) and ˜ ψ1(t) are antisymmetric.
458.3 Filters and wavelets originated from splines
In this section we exploit the ﬁlters V
p
∓1,3 and U
p
∓1,3 derived from the splines in Section 3 as the
prediction and update ﬁlters.
Proposition 8.1 If the prediction and update ﬁlters in the lifting scheme are either derived from a
continuous spline of F±1(1/z) = V
p
±1,3(z) = F±1(z) or from a discrete spline of F±1(1/z) = U
p
±1,3(z) =
F±1(z) then the analysis ﬁlters ˜ H1(z) and the synthesis ﬁlters H1(z) are band-pass, ﬁlters ˜ H1(z) and
the synthesis ﬁlters H1(z) are band-pass, whereas the ﬁlters ˜ H−1(z) and H−1(z) are high-pass and the
ﬁlters ˜ H0(z) and H0(z) are low-pass.
8.3.1 Continuous splines
Proposition 8.2 If the prediction and update ﬁlters in the lifting scheme F±1(1/z) = V
p
±1,3(z) =
F±1(z) are derived from the continuous spline of order p then
1. The analysis ﬁlters ˜ H±1(z) and synthesis ﬁlters H±1(z) have zero of multiplicity not less than
p at z = 1.
2. The analysis wavelets ˜ ψ±1(t) and synthesis wavelets ψ±1(t) have not less than p vanishing mo-
ments.
3. The ﬁlters ˜ H0(z) = 1+ ˜ χ(z) and H0(z) = 3+χ(z) where the functions ˜ χ(z) and χ(z) have zero
of multiplicity not less than p at z = 1.
4. If p = 2m + 1 then ˜ H−1(z), H−1(z), ˜ χ(z) and χ(z) have zero of multiplicity p + 1 at z = 1.
5. If p = 2m + 1 then ˜ ψ−1(t) and ψ−1(t), have p + 1 vanishing moments.
6. If p = 2m then ˜ H1(z) and H1(z) have zero of multiplicity p + 1 at z = 1.
7. If p = 2m then the wavelets ˜ ψ1(t) and ψ1(t) have p + 1 vanishing moments.
8. The synthesis scaling function ϕ(t) is the fundamental spline of order p deﬁned in (3.13). All
the synthesis waveforms are splines of order p.
Examples
Linear spline: From to (3.15) the analysis ﬁlter bank is
˜ H1(z) =
 
z−1 − z
 3
6
,
˜ H0(z) = 1 −
 
z − 2 + z−1  
4z2 + 5z + 5z−1 + 4z−2 
27
,
˜ H−1(z) = −
 
−z−1 + 2 − z
  
z2 + 2z + 2z−1 + z−2 
6
.
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H1(z) =
 
z − z−1  
z − 2 + z−1  
22 + 11(z + z−1) + 4(z2 + z−2) + z3 + z−3 
27
,
H0(z) =
 
z + 1 + z−1 2
3
= 3 +
(z + 4 + 1/z)(z − 1/z)2
3
,
H−1(z) =
 
−z−1 + 2 − z
  
16 + 22(z + z−1) + 10(z2 + z−2) + 4(z3 + z−3) + z4 + z−4 
27
.
The transfer functions ˜ H1(z) and H1(z) have zero of multiplicity 3 as z = 1. Consequently, the
wavelets ˜ ψ1(t) and ψ1(t) have three vanishing moments. The wavelets ˜ ψ−1(t) and ψ−1(t) have
two vanishing moments. The synthesis scaling function ϕ(t) is the linear fundamental spline.
The analysis waveforms have a fractal shape.
We display in Fig. 24 the frequency responses of the analysis and synthesis ﬁlter banks, which
originate from the linear spline and corresponding waveforms. Figures 24–28 are organized
identically. Each ﬁgure consists of four columns. The ﬁrst column from the left displays the
analysis scaling function ˜ ϕ(t) and the analysis wavelets ˜ ψ1(t) (top) and ˜ ψ−1(t) (bottom). The
second column from the left displays the frequency responses of the analysis low-pass ﬁlter ˜ H0(z)
(center) and of the analysis high-pass ﬁlters ˜ H1(z) (top) and ˜ H−1(z) (bottom). Next column
displays the synthesis scaling function ϕ(t) (center) and the synthesis wavelets ψ1(t) (top) and
ψ−1(t) (bottom). Last column (rightmost) displays the frequency responses of the synthesis low-
pass ﬁlter H0(z) (bottom) and the synthesis high-pass ﬁlters H1(z) (top) and H−1(z) (center).
Figure 24: Filters and wavelets derived from the linear continuous spline.
Quadratic spline: From (3.16) we derive the analysis ﬁlter bank
˜ H1(z) = −
 
z−1 − 2 + z
  
z − z−1  
3z2 − 2z − 7 − 2z−1 + 3z−2 
6(z3 + 7 + z−3)
,
˜ H0(z) = 1 +
 
z−1 − 2 + z
 2
(z3 + 7 + z−3)
2
5  
l=0
˜ c0
l (zl + z−l),
˜ H−1(z) =
 
z−1 − 2 + z
 2  
9z2 + 10z − 5 + 10z−1 + 9z−2 
18(z3 + 7 + z−3)
.
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H1(z) = −
 
z−1 − 2 + z
  
z − z−1 
(z3 + 6 + z−3)
2
5  
l=0
c1
l (zl + z−l),
H0(z) =
 
z + 6 + z−1  
z + 1 + z−1 3
9(z3 + 6 + z−3)
= 3 +
 
z − z−1 4  
z2 − 14z − 37 − 14z−1 + z−2 
9(z3 + 6 + z−3)
,
H−1(z) =
2
 
z−1 − 2 + z
 2
(z3 + 6 + z−3)
2
5  
l=0
c−1
l (zl + z−l).
The transfer functions ˜ H1(z) and H1(z) have zero of multiplicity 3 as z = 1. Consequently,
the wavelets ˜ ψ1(t) and ψ1(t) have three vanishing moments. The transfer functions ˜ H1(z) and
H1(z) have zero of multiplicity 4 at z = 1. The wavelets ˜ ψ−1(t) and ψ−1(t) have four vanishing
moments. The synthesis scaling function ϕ(t) is the quadratic fundamental spline and the
synthesis wavelets are quadratic splines. The analysis waveforms are continuous (C0) but do not
have continuous derivative.
We display in Fig. 25 the frequency responses of the analysis and synthesis ﬁlter banks, which
originate from the quadratic continuous spline and corresponding waveforms. This ﬁgure is
organized similarly to Figure 24
Figure 25: Filters and wavelets derived from the quadratic continuous spline.
Cubic spline: From (3.17) we derive the analysis ﬁlter bank
˜ H1(z) =
 
z−1 − 2 + z
 2  
z − z−1  
z3 + 4z2 − 16z − 32 − 16z−1 + 4z−2 + z−3 
54(z3 + 4 + z−3)
,
˜ H0(z) = 1 −
 
z−1 − 2 + z
 2
2187(z3 + 4 + z−3)
2
7  
l=0
˜ c0
l (zl + z−l),
˜ H−1(z) = −
 
z−1 − 2 + z
 2  
z4 + 4z3 − 17z2 − 20z + 10 − 20z−1 − 17z−2 + 4z−3 + z−4 
54(z3 + 4 + z−3)
.
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H1(z) =
 
z−1 − 2 + z
 2  
z − z−1 
2187(z3 + 4 + z−3)
2
8  
l=0
c1
l (zl + z−l),
H0(z) =
 
z + 4 + z−1  
z + 1 + z−1 4
27(z3 + 4 + z−3)
= 3 +
 
z − z−1 4  
z3 + 12z2 − 12z − 56 − 12z−1 + 12z−2 + z−3 
27(z3 + 4 + z−3)
,
H−1(z) = −
 
z−1 − 2 + z
 2
2187(z3 + 4 + z−3)
2
9  
l=0
c−1
l (zl + z−l).
The transfer functions ˜ H1(z) and H1(z) have zero of multiplicity 5 at z = 1. Consequently,
the wavelets ˜ ψ1(t) and ψ1(t) have ﬁve vanishing moments. The transfer functions ˜ H1(z) and
H1(z) have zero of multiplicity 4 at z = 1. The wavelets ˜ ψ−1(t) and ψ−1(t) have four vanishing
moments. The synthesis scaling function ϕ(t) is the cubic fundamental spline and the synthe-
sis wavelets are cubic splines. The analysis waveforms are continuous (C0) but do not have
continuous derivative.
We display in Fig. 26 frequency responses of the analysis and synthesis ﬁlter banks, which
originate from the cubic continuous spline and the corresponding waveforms. This ﬁgure is
organized similarly to Figure 24.
Figure 26: Filters and wavelets derived from the cubic continuous spline.
8.3.2 Discrete splines
Proposition 8.3 If the prediction and update ﬁlters in the lifting scheme F±1(1/z) = U
p
±1,3(z) =
F±1(z) are derived from the continuous spline of order p then
1. The analysis ﬁlters ˜ H±1(z) and synthesis ﬁlters H±1(z) have zero of multiplicity not less than
p at z = 1.
2. The analysis wavelets ˜ ψ±1(t) and synthesis wavelets ψ±1(t) have not less than p vanishing mo-
ments.
493. The ﬁlters ˜ H0(z) = 1+ ˜ χ(z) and H0(z) = 3+χ(z) where the functions ˜ χ(z) and χ(z) have zero
of multiplicity not less than p at z = 1.
4. If p = 2m + 1 then ˜ H−1(z), H−1(z), ˜ χ(z) and χ(z) have zero of multiplicity p + 1 at z = 1.
5. If p = 2m + 1 then ˜ ψ−1(t) and ψ−1(t) have p + 1 vanishing moments.
6. If p = 2m then ˜ H1(z) and H1(z) have zero of multiplicity p + 1 at z = 1.
7. If p = 2m then the wavelets ˜ ψ1(t) and ψ1(t) have p + 1 vanishing moments.
Quadratic discrete spline: From (3.21) we derive the analysis ﬁlter bank
˜ H1(z) =
 
z−1 − 2 + z
  
z − z−1  
z2 − z − 3 − z−1 + z−2 
6(z3 + 7 + z−3)
,
˜ H0(z) = 1 +
3
 
z−1 − 2 + z
 2  
z3 + 6z2 + 6z + 1 + 6z−2 + 6z−2 + z−3 
(z3 + 7 + z−3)
2
5  
l=0
˜ c0
l (zl + z−l),
˜ H−1(z) =
 
z−1 − 2 + z
 2  
z2 + z − 1 + z−1 + z−2 
(z3 + 7 + z−3)
.
The synthesis ﬁlter bank is
H1(z) = −
 
z−1 − 2 + z
  
z − z−1 
(z3 + 7 + z−3)
2
5  
l=0
c1
l (zl + z−l),
H0(z) =
 
z + 1 + z−1 3
z3 + 7 + z−3 = 3 +
 
z−1 − 2 + z
 2  
2z + 5z + z−1 + z−2 
(z3 + 7 + z−3)
,
H−1(z) =
 
z−1 − 2 + z
 2
(z3 + 7 + z−3)
2
5  
l=0
c−1
l (zl + z−l).
The transfer functions ˜ H1(z) and H1(z) have zero of multiplicity 3 at z = 1. Consequently,
the wavelets ˜ ψ1(t) and ψ1(t) have three vanishing moments. The transfer functions ˜ H1(z) and
H1(z) have zero of multiplicity 4 at z = 1. The wavelets ˜ ψ−1(t) and ψ−1(t) have four vanishing
moments. The synthesis waveforms are continuous and have continuous derivative (C1). The
analysis waveforms are continuous (C0) but do not have continuous derivative.
We display in Fig. 27 frequency responses of the analysis and synthesis ﬁlter banks, which
originate from the quadratic discrete spline and the corresponding waveforms. This ﬁgure is
organized similarly to Figure 24.
50Figure 27: Filters and wavelets derived from the quadratic discrete spline.
Cubic discrete spline: From (3.22) we derive the analysis ﬁlter bank
˜ H1(z) =
 
z−1 − 2 + z
 2  
z − z−1  
4z3 + 7 + 4z−3 
4z3 + 19 + 4z−3 ,
˜ H0(z) = 1 −
 
z−1 − 2 + z
 2  
4(z5 + z−5) − 4(z4 + z−4) + 123(z3 + z−3) + 120(z + z−1)
 
3(4z3 + 19 + 4z−3)
2
˜ H−1(z) =
 
z−1 − 2 + z
 2  
4z2 + 5z + 5z−1 + 4z−2 
4z3 + 19 + 4z−3 .
The synthesis ﬁlter bank is
H1(z) = −3
 
z−1 − 2 + z
 2  
z − z−1 
(4z3 + 19 + 4z−3)
2
4  
l=0
c1
l (zl + z−l),
H0(z) =
 
z + 1 + z−1 4
4z3 + 19 + 4z−3
= 3 +
 
z − z−1 4  
z2 − 4z − 12 − 4z−1 + z−2 
4z3 + 19 + 4z−3 ,
H−1(z) =
 
z−1 − 2 + z
 2
(4z3 + 19 + 4z−3)
2
5  
l=0
c−1
l (zl + z−l).
The transfer functions ˜ H1(z) and H1(z) have zero of multiplicity 5 at z = 1. Consequently,
the wavelets ˜ ψ1(t) and ψ1(t) have ﬁve vanishing moments. The transfer functions ˜ H1(z) and
H1(z) have zero of multiplicity 4 at z = 1.The wavelets ˜ ψ−1(t) and ψ−1(t) have four vanishing
moments. The synthesis waveforms are continuous and have two continuous derivative (C2).
The analysis waveforms are continuous (C0) but do not have continuous derivative.
We display in Fig. 28 frequency responses of the analysis and synthesis ﬁlter banks, which
originate from the cubic discrete spline and the corresponding waveforms. This ﬁgure is organized
similarly to Fig. 24
Remarks
1. The waveforms and the shape of the frequency responses of ﬁlters resulting from the discrete
splines are very similar to their counterparts that stem from the continuous splines, although
the structure of the ﬁlters resulting from the discrete splines is simpler.
51Figure 28: Filters and wavelets derived from the cubic discrete spline.
2. Unlike dyadic wavelet transforms, one step of the presented transform split the frequency domain
into three sub-bands. Three waveforms participate in the expansion of a signal. This promises
better adaptivity of the expansion to the properties of the signal.
3. A useful property of the transforms derived from the continuous splines is that the signal wave-
forms are splines.
4. Currently, we investigate possible application of the presented transforms to compression and
denoising.
9 Appendix I: Implementation of recursive ﬁlters
Let x = {x(k)},k = 1...N. To implement correctly recursive ﬁltering of this ﬁnite-length signal,
we have to extend x beyond the given interval. Since our ﬁlter banks are symmetric, we use the
HH extension as in the terminology of [11]. It means that the signal is extended symmetrically with
repetition of boundary samples through both ends of the interval. Namely, x(0)
∆ = x(1), x(−1)
∆ =
x(2),...x(−k)
∆ = x(k + 1) and x(N + 1)
∆ = x(N), x(N + 2)
∆ = x(N − 1),...x(N + k)
∆ = x(N − k + 1).
This results in periodization of the signal with period 2N. This extended signal is denoted by ˜ x.
Many recursive ﬁlters presented in the paper comprise a block of type
F(z) =
1 + z
(1 + αz)(1 + αz−1)
. (9.46)
We describe the application of the ﬁlter F, whose transfer function is given by F(z), to a ﬁnite-length
signal x:
y(z) = F(z)x(z). (9.47)
Equation (9.46) is equivalent to
F(z) =
1
1 + α
 
1
1 + αz−1 +
z
1 + αz
 
.
Denote
y1(z) =
1
1 + αz−1x(z) =
∞  
n=0
(−α)nz−n˜ x(z), y2(z) =
z
1 + αz
x(z) =
∞  
n=0
(−α)nzn+1˜ x(z).
52Then
y1(k) = x(k) − αy1(k − 1), y2(k) = x(k + 1) − αy2(k + 1) (9.48)
⇐⇒ y1(k) = ˜ x(k) +
∞  
n=1
(−α)n˜ x(k − n), y2(k) = ˜ x(k + 1) +
∞  
n=1
(−α)n˜ x(k + n + 1). (9.49)
We can use (9.48) for the computation of y1(k) and y2(k) provided that we know y1(1) and y2(N),
respectively. To evaluate these samples, we employed (9.49) keeping in mind the extension of the
input signal x. We have
y1(1) = x(1) +
∞  
n=1
(−α)n˜ x(−n + 1) ≈ x(1) +
d  
n=1
(−α)nx(n), (9.50)
y2(N) = ˜ x(N + 1) +
∞  
n=1
(−α)n˜ x(N + n + 1) ≈ x(N) +
d  
n=1
(−α)nx(N − n) (9.51)
where d is the prescribed initialization depth.
Filtering (9.47) can be implemented by the following parallel algorithm:
1. Evaluate y1(1) from (9.50) and y2(N) from (9.51).
2. Calculate y1(k) = x(k) − αy1(k − 1), k = 2,...,N and y2(k) = x(k + 1) − αy2(k + 1), k =
N − 1,...,1.
3. y(k) = (y1(k) + y2(k))/(1 + α), k = 1,...,N
Equations (9.49) and (9.51) imply that y2(N) = y1(N). Hence, it follows that
y(N) =
y1(N) + y2(N)
1 + α
=
2y1(N)
1 + α
. (9.52)
The cascade algorithm has the following form:
1. Evaluate y1(1) from (9.50). 2. Calculate y1(k) = x(k) − αy1(k − 1), k = 2,...,N.
3. Evaluate y(N) from (9.52). 4. Calculate y(k) = y1(k)+y1(k+1)−αy(k+1), k = N−1,...,1.
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