Abstract -We discuss the problem of efficiently constructing minimum-cost b i n a r y prefix-free codes having the p r o p e r t y that each codeword ends w i t h a L L l " .
I. INTRODUCTION
A code is a set of binary words C = {wl, w2, . . . , w,} c {0,1}*. A code C is prefix-free if for all pairs w, w' E C, w is not a prefix of 20'. Let P = {PI, p 2 , p3, . . . , p , } be a discrete probability distribution. The cost of code C with distribution P is Cost(C, P ) = xi 1wi( .pi where lzul is the length of word w. Finding a minimum cost code for a given distribution can be efficiently done in O ( n ) time using the standard Huffman encoding algorithm (when the pi are sorted) [5).
In 1990, T. Berger and R. W. Yeung [l] introduced a new variant of this problem. They defined a feasible or 1-ended code to be a prefix-free code in which every word is restricted to end with a "1". Such codes are used, for example, in the design of self-synchronizing codes [2] . Given P, their problem was to find a minimum-cost 1-ended code.
As an example let P = {$, $, $, $, i, $}. and consider the two codes C1 and C2 : C1 is an optimal prefix-free code for P but not an optimal 1-ended one since it contains words that end with "0". C2 is an optimal 1-ended prefix-free code for P. Berger and Yeung derived properties of such codes, such as the relationship of a min-cost feasible code to the entropy of P, and then described an exponential (in n ) time algorithm for constructing them. A few years later Capocelli, De Santis and Persiano [3] gave another more efficient, but still exponential time construction algorithm.
In this note we describe an O ( n 3 ) time algorithm for ca'nstructing such a code.
MAIN RESULT
Our algorithm actually solves an equivalent problem. In a binary-tree T a leaf will be a right leaf if it is the right child of its parent. Modify the standard equivalence between bina.ry trees and binary codes so that only the right leaves of a tree correspond to codewords. For T a tree with n right leaves v1,v2, . . . ,vn define Cost(T, P ) = E, depth(vi) -pi.
The problem of finding a minimum-cost 1-ended code is now seen to be the same as finding a tree T with n rig:ht leaves and minimal cost. This is what our algorithm, presented below, does. 
