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Supporting a Seamless Map in Peer-to-Peer System
for Massively Multiplayer Online Role Playing
Games
Xinbo Jiang, Farzad Safaei
TITR, University of Wollongong, Australia
Abstract – Massively Multiplayer Online Role Playing Games
feature huge maps that can be partitioned into smaller
components called zones to achieve scalability. In peer-to-peer
(P2P) systems, those zones can be assigned to peers who are
willing to take up the role of zone servers. A seamless map
requires inter-zone communications to allow interactions
between players across zone boundaries. In assigning zones to
peers, it is critical to seek approaches to reduce the inter-zone
communication cost in P2P system. In this paper, we formulate
the zone assignment problem for P2P system and demonstrate
that the problem is NP-hard. We hence propose a low-cost
heuristic that partitions the physical network into bins, as well as,
aggregating the partitions of the virtual world by clustering
neighboring zones in a game map. We then demonstrate that by
assigning clustered neighboring zones in the virtual map into
peers in common physical network bins, we are able to achieve
similar inter-zone communication cost for the zone assignment
problem as that can be achieved by the optimization model we
formulated, while avoiding the prohibitively high computation
cost required by the latter.

I. Introduction
The development and growth of online games have been
phenomenal in recent years. Online games such as Lineage
[1] , World of WarCraft [2] and EverQuest [3] have attracted
millions of players on a global scale and achieved huge
commercial success. Among genres of online games,
scalability is a particularly critical issue for Massively
Multiplayer Online Role Playing Games (MMORPG), in
which thousands of players need to be supported concurrently
in a large virtual world. In this respect, scalability refers to the
number and geographic span of players that can be supported.
Currently, online MMORPGs are predominantly deployed
using a client server model, in which a central server has the
authority to execute the majority of the game logic and then
send a list of objects to the clients for rendering (state update).
Client server model achieves scalability by employing server
clusters. While having advantages such as the ease of central
management and application of security measures, this model
is subject to potential single point of failure and the resources
have to be over-provisioned to handle peak loads. It should
also be noted that in a co-located server cluster, while the
computations associated with the simulation of a virtual world
can be distributed among the servers in the cluster, the
possible bandwidth congestion at the server side cannot be
removed.
There is a significant body of work related to a class of
scalable designs to support MMORPGs. A detailed survey
regarding these designs is conducted in [4] and references
therein. While differing in many aspects, the fundamental idea
of those designs is to advocate the use of the resources of
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client computers (peers) including CPU cycles, bandwidth and
storage. Ideally, a peer-to-peer (P2P) system can dynamically
scale up and down with the number of players, and hence
address the inherent scalability issue of the client server
model.
Regardless of the supporting models, the general
approach for games to achieve scalability is to partition the
virtual world into smaller components called zones. In a
central server model, the simulation of those zones can be
distributed among the servers in a server cluster, whereas in a
P2P scenario, these zones can be assigned to the peers who are
willing to take up the role of zone servers.
If the zones of a game virtual map are segregated from
each other, then there would be no communication between
zone servers. In this case, certain techniques are required to
give the player the impression that the virtual world is
contiguous. For instance, when a player moves from one zone
to another, he or she has to walk through a path or flying
across a valley to be disconnected from one zone server and
connected to another. While these techniques can obviously
ease the management of inter-server communications, they
also impose constraints on game design, particularly on the
scalability of the zones. For instance, a recent study of the
player population in a game virtual world [5] has found that a
small number of zones could have a high player population of
up to 100 players. These are mainly places in the virtual world,
such as market places, that encourages player congregation.
Given the approach of using segregated zones for the game
world, the states of each zone are usually managed by a single
server. Hence, the scalability of the zone is largely constrained
by the capacity of the server. As a result, when a zone is
highly populated, further connection requests may be rejected,
which would negatively affect player experiences.
On the other hand, to create a seamless map with
transparent boundary between zones, servers of neighbouring
zones need to exchange state information of players to enable
the cross-boundary interactions between players. We envisage
that a map of seamless design would have significant potential
to enhance game features for better playability. For instance, a
widespread battlefield that engages a large number of players
or a social congregation of hundreds of participants, could
adopt a seamless map that gives the players the impression of
a contiguous virtual space without boundary limitations. It
should be noted while the scalability of a zone can be
enhanced by joining neighbouring zones into a seamless map,
the cost is inter-zone communication between neighbouring
zone servers, which is the focus of this paper.
While the cost of inter-zone communication might be of
less concern for servers in a central server cluster since the
traffic is mainly carried by the Local Area Network (LAN), in
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a P2P scenario, the communication cost could be prohibitively
high in supporting a seamless map if neighbouring zones in
the game world are assigned to peers with limited bandwidth
and far apart from each other in terms of latency. Hence, it is
of paramount importance to find an effective approach to
assign zones to peers to reduce the inter-zone communication
cost. Hereafter we refer to the problem of finding such an
approach as the ‘zone assignment problem’.
Our previous works have been mainly on the design of
P2P system to support MMORPGs. To that end, in [6] we
have developed a game support scenario taking into
considerations the traffic trace of a MMORPG. We proposed
the use of application-level multicast tree to carry the traffic
from zone servers to players, the former would be the root of
the multicast tree and the latter the leaves or relay points. We
demonstrated that, through the distribution of bandwidth of
the multicast tree built on top of a structured P2P overlay (e.g.,
Pastry), a peer with a typical bandwidth capacity (e.g., ADSL)
could potentially support even a crowded zone, while a
unicast model would lead to excessive capacity requirements
for a typical peer. However, the multicast tree may create
extra latency between the zone servers and the players leading
to degraded performance for interactions between players. As
a result, we proposed in [7] to use a two-level hierarchical
overlay: the higher level among nodes located close to
network access points, the lower level among nodes in a local
domain. We demonstrated that, through fairly low-cost
techniques we developed, while bandwidth incurred by the
game traffic can be distributed by the multicast tree built on
the overlay, the latency performance has improved
significantly to allow real-time interactions between players.
In both [6] and [7], we have assumed a game world
partitioned into segregated zones. In this paper, we focus on
the support of a seamless map and consider inter-zone
communication cost that leads to the zone assignment
problem. It is a continued effort in building a framework for
P2P system to support MMORPGs.
To that end, we propose a heuristic to partition both the
physical network and the virtual world (game map) in
controlling the communication cost in P2P system for
supporting MMORPGs. In partitioning the physical network,
we are actually trying to group peers that are topologically
close to each other and select them to be potential zone
servers. We then demonstrate that the zone assignment
problem is NP-hard and incurs a high computational cost even
restricting the assignment of zones to a small set of peers
selected through the physical network partition. As a result,
the proposed heuristic aggregates the zones in a virtual map
into larger partitions. In partitioning both the physical network
and virtual game map, we are able to assign a group of
neighbouring zones to a group of topologically close peers.
Through the heuristic, we demonstrate that we are able to
achieve a near optimal inter-zone communication cost when
deploying a seamless map in a P2P system.
The rest of the paper is organized as follows. In section II,
we first discuss the rationale and approach for physical
network partition. Then through formulation, we demonstrate
the NP-hardness of the zone assignment problem. We hence
propose to further partition the virtual world. We finally
present the dual-partition heuristic. In section III, we present

simulation procedures and results. We finally discuss related
work in section IV and conclude in section V.
II. Dual-partition Heuristic
In this paper, we propose a dual-partition heuristic that
partitions both the physical network and the virtual map for
supporting a seamless map in P2P system. In partitioning the
physical world, we are actually exploring the physical
network proximity in order to select potential peers as
candidate zone servers with coarse granularity. In partitioning
the virtual world, we aim to optimize the inter-zone
communication cost by exploring proximity of virtual zones
in a seamless map.
A. Physical Network Partition
Clustering technique is a widely used technique in the
research literature [8-10]. The fundamental idea is to find
nodes that are close to each other, and provide this locality
information to applications to achieve better performance. For
instance, Ratnasamy et al. [10] proposed to use the landmark
scheme to have nodes clustered into bins. In this scheme, the
landmarks are a number of well known nodes in the Internet.
A peer in the overlay can ping those landmarks to obtain its
topological coordinate. Peers with the same coordinates are
then clustered into the same bin. Simulation through a
Transit-Stub [11] topology has shown that the RTT between
nodes within the same bin is on average 4.06 times shorter
than the RTT between nodes across bins.
In this paper, we rely on available techniques for
clustering nodes into bins. However, we note that game
distributed design might have specific needs for clustering
techniques. For instance, while the landmark binning scheme
[10] can effectively group nodes that are close to each other,
the number of bins can not be easily controlled. As a result,
when the number of landmarks increases, clustering heuristic
may generate too many bins with each bin having only a few
nodes in it. We will leave it to future work to investigate game
specific needs for clustering heuristics.
After clustering nodes into bins, instead of assigning game
zones to actual hosts, we assign zones to bins. In a large-scale
P2P system, the number of available peers who are willing to
take the roles of zone servers could be high. As demonstrated
in later sections, the zone assignment problem incurs high
computation cost. By assigning zones to bins instead of actual
hosts, we are able to significantly reduce the search space. For
instance, instead of trying to find an optimal assignment
scheme among hundreds of available peers, we cluster those
peers into a small number of bins. Effective clustering ensures
that assigning zones to different hosts in a common bin would
incur similar inter-zone communication cost.
Furthermore, the issue of churn [12] is a critical concern
for any P2P system design. Churn refers to the phenomena
that in a P2P system, peers or client computers come online
and go offline unpredictably. Hence, any optimization scheme
or heuristic for zone assignment problem that seek reduced
inter-zone communication cost by finding the optimal
assignment of game zones to peers would be impractical.
This is particularly true for MMORPG given the high churn
rate of peers [13] in online games. However, by assigning
zones to bins instead of particular hosts, if churn occurs, for
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instance, a zone server goes offline, another backup peer in
the same bin can take up the role of the zone server without
affecting much the inter-zone communication cost that might
have impact on the game quality for cross-boundary
interactions between players.

zone j.

t

c ：The delay cost of state information exchange between
cijst = m ij x d st

(1)

N：The number of zones in a seamless map.
M：The number of physical bins.
bs : The number of peers who are willing to take the role of

Minimize

∑∑ c

st s
ij i

x x tj

i≠j

(3)

∀i , j ∀s ,t

(4)

s =1
M

∑ xis ≤ bs ∀s: 1 ≤ s ≤ M

xis

(13)

(2)

subject to

= 1 ∀ i: 1 ≤ i ≤ N

sT
ij

subject to (4) and (5).
This model has been proved in [14] to be equivalent to the
well-known Bin Packing Problem[14], which is NP-hard.
Hence, the Zone Assignment Problem is NP-hard.

The objective function is
Minimize

∑∑ c

∀i , j ∀s

zone servers in bin s, 1≤ s ≤ M.
The decision variable is
1 if zone i is assigned to bin s
0 otherwise

N

T

N

T

T

N

T

N

N

T

N

T

T

N

T

N

Figure 1: T – zones assigned to bin T, Nzones assigned to any bin but T.

(5)

i =1

To transform (3) into a linear programming problem, we
st
introduce a binary variable yij such that

yijst =

1 if

xis = x tj = 1

(6)

0 otherwise
The objective function (3) then becomes
Minimize (

∑∑ c

st
ij

yijst )

i≠j

(7)

∀i , j ∀s , t

subject to
N

∑x

s
i

= 1 ∀ i: 1 ≤ i ≤ N

(8)

∑x

s
i

≤ bs ∀s: 1 ≤ s ≤ M

(9)

y

xis

s =1
M

i =1
st
ij

≤

= x Tj = 1 . In other words,

for each pair of neighboring zones, one has to be assigned to a
particular bin T. An example is given in Figure 1 to
demonstrate the feasibility of such an assignment scheme.
Then (3) becomes

zone i and zone j if assigning zone i and zone j to bin
s and bin t respectively.

s
i

(12)

constant T. We further assume x j

st
ij

∑x

xis + x tj ≤ 1 + yijst

C. NP-Hardness of the Zone Assignment Problem
Given the objective function in (3), we assume t is a

mij ： The number of avatars in the boundary of zone i and

N

(11)

The constraints in (8) ensure that each zone in the map can
only be assigned to one bin. The constraints in equation (9)
ensure that the number of zones assigned to a bin is less than
or equal to the number of peers in that bin who are willing to
take up the role of the servers for the zones. The constraints in
(10) (11) and (12) are to make sure that equation (6) is
satisfied.

B. Formulation
After clustering nodes into bins, we formulate the zone
assignment problem as follows.
The general known variables are:
d st ： The delay between bin s and bin t.

xis =

yijst ≤ x tj

(10)
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E. Selection of Bins

D. Virtual World Partition

1

2

3

4

5

6

7

8

In selecting candidate bins for assigning the zones, we
consider the delay cost incurred by the latency between player
hosts to the zone servers. To that end, we sort bins based on
the sum of delay cost S t . Let Ps be the number of peers in

Partition one

9

10

11

12

13

14

15

16

defined as

Partition three

St =

∑Pd
s

St is

(14)

st

∀s

Hence,

St represents the sum of delay cost incurred by the

latency from player hosts to zone servers if all zones are
assigned to bin t.
Based on discussions so far, we present the dual-partition
heuristic in Figure 3. In the following sections, we will
compare the results obtained from running the optimization
model and the heuristic. When presenting the results of the
heuristic, we will discuss the heuristic in more detail.

Figure 2: Partitioned Map
The computational cost could be prohibitively high for zone
assignment problem, even if we choose to assign zones to a
limited number of bins using the model formulated above.
For an equally divided square map as shown in Figure 2,
each zone has at least two neighboring zones. Let the number
of zones be N, there are at least 2N pair of neighboring zones.
Let M be the number of network bins partitioned, there will be
M(M-1) possibilities to assign each pair of neighboring zones
to the bins. Hence, the number of

d st be the delay between bin s and t.

bin s and

Partition two

1. Partition the physical network into M bins.
2. Sort the physical network bins based on st such that

s1 < s 2 < ⋅ ⋅ ⋅ < s M

yijst decision variables is at
bi

3. Let

O( NM 2 ) . The number of constraints is
2
N + M + 2NM(M-1) or O ( NM ) . Given the complexity of
least NM(M-1) or

be the number of available zone servers in bin i.

4. Let N be the number of zones in a map.
5. Select the first n bins such that

the model, as demonstrated in section IV, the formulation can
only solve the zone assignment problem in real time for a
seamless map having a limited number of zones.
As a result, in addition to physical network partition as
discussed previously, we propose to judiciously aggregate the
zones in a virtual world map into large partitions to reduce the
cost of the zone assignment problem. While a seamless map
has multiple zones, neighboring zones can be grouped
together and regarded as a single partition to be assigned to a
bin. For instance, if a seamless map has sixteen zones as
demonstrated in Figure 2, neighboring zones 1 – 6 could be
grouped together to form a partition and assigned to peers in a
common bin.
The zone grouping policy is a design issue that should
consider performance requirement of a seamless map. Zones
grouped in one partition, when assigned to peers in a common
bin, would have better capacity for cross-boundary
interactions between players since the inter-zone
communication cost incurred between peers in a common bin
would be low. In other words, as an example in Figure 2, the
map design for zones in partition one could allow more cross
boundary interactions. However, since zones in partition two
are assigned to another bin, interactions across zone 3 and 7,
for instance, should be kept low since the inter-zone
communication cost could be high. As an example, the map
for partition one could be designed to handle crowded spaces
like cities, battlefield and markets. On the other hand, for
boundary area between zones in different partitions, such as
zone 3 and 7, the map should be designed as walls or paths to
avoid excessive inter-zone communication cost.

n

∑b

≥N

i

i =1

n

6. If

∑b

i

> N , reduce bn such that

i =1

n

∑b

i

=N

i =1

7. Sort the selected bins such that

b1 ≥ b2 ≥ ⋅ ⋅ ⋅ ≥ bn
8.
9.

for i = 1 to n
if feasible

10.

group

bi

neighboring zones along the

edge of the map
11.

else

12.

group

bi

neighboring zone

13. end
Figure 3: Dual-partition Heuristic

III. Simulation Procedures and Results
A. Topology Setup
We used Georgia Tech. GT-ITM to generate a transit-stub
(TS) topology for experimental purposes. The topology have
nodes grouped into either transit or stub domain. In our
topology, there are three transit domains with on average eight
nodes (transit nodes) in each domain. Each transit node is
connected to three lower level stub domains on average. There
are on average eight nodes (stub nodes) in each stub domain.
TS topology emphasizes the locality feature of the Internet. To
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optimization model increases as the number of zones
increases, and is listed in table 2.

this end, link weight is assigned such that traffic path between
two nodes in the same domain will remain within that domain
[11]. In [15], a similar topology is used to model the Internet.
We then have 15 hosts on average connected to each node in
the topology to model an overlay network of 10000 hosts. We
use the topology assigned link weight as RTT for the links.
The link between an end-host and a topology node is assigned
a random RTT value between 3 – 10 ms.
We then take advantage of the locality properties of the TS
topology by clustering nodes based on the domain they belong
to. Thus, we are able to have 24 clusters of nodes because
there are 24 stub domains in our topology model. We consider
each clustered stub domains as a candidate bin for the zone
assignment problem. Given our topology, we have on average
420 end-hosts (peers) in each bin.

12
16
20
25
Number of zones
1386 34709
Time taken to run the 0.22 22
optimization model
(seconds)
Table 2: Time taken to run the optimization model
In Figure 4, each partitioned square represents a zone in
the map. The number in the square represents the bin number
that a corresponding zone is assigned to. For instance, in (1)
of Figure 4, three zones are assigned to bin one, seven zones
are assigned to bin two and the remaining two zones are
assigned to bin three.
From Figure 4, it can be first observed that, zones are
assigned to bins in a sorted order as expected. For instance,
there are three peers available to be zone servers in bin one,
and those peers are populated first before bin 2, 3, 4 and 5 are
continually to be populated. This is because when we
instantiate the optimization model, we assign bins in a sorted
order as discussed in section II.E. In doing so, it is ensured
that the sum of delay cost between players and zone servers is
minimal.
Secondly, the heuristic groups neighboring zones in the
virtual map and assigns them to the common bin to achieve
minimal inter-zone communication cost. It can be observed in
the figure that, zones assigned to a common bin are placed
together, with best efforts, in a continued fashion without
being separated by other zones. This is because the
inter-zone communication cost is incurred by interactions
across shared boundaries of neighboring zones. Grouping
neighboring zones together and assigning them to the
common bin would be beneficial in reducing the inter-zone
communication cost since the inter-zone traffic is constrained
within the peers in a common bin, in which peers are close to
each other in terms of latency.
Finally, the optimization model is not scalable in terms of
computation cost. For instance, as shown in table 2, when the
number of bins is above 16, the computation cost will become
prohibitively high in solving the model in real time.

B. Results of Solving the Optimization Model
To instantiate the optimization model presented in section
II.B, we randomly select a small number of peers who are
willing to take up the role of zone servers. In table 1, we list
the number of available zone servers in the first five bins
sorted based on (14).
Bin Index
Number
servers

of

available

zone

1
3

2
7

3
4

4
5

5
12

Table1: Available zone servers in bins
Note that in table 1, the bins are sorted based on the value
of S t as defined (14) such that, for instance, the model should
try to assign zones to bin one first, since the sum of delay cost
incurred by assigning zones to bin one would be minimal.

3

3

2

2

2

2

3

3

3

3

2

2

2

2

1

1

4

1

2

2

2

2

2

1

4

1

1

2

(a) 12 zones

(b) 16 zones

C. Results of running the heuristic
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2
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4

4

5

2

1

3

3

2

2

1

4

4

2

2

1

3

3

2

2

1

1

2

2

1

4

4

5

5

5

2

2

4

4

4

5

5
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(c) 20 zones

3

3

2

2

2

4

3

3

2

2

2

3

3

4

1

1

1

2

3

3

4

4

5

5

5

4

4

5

5

5

(d) 25 zones

Figure 4: Results of Optimization Model

Figure 5: 25-zone aggregated map
We choose Cplex optimization software to optimize the
model in section B, III on a Pentium IV 2Ghz Linux server
with 2 GB of RAM. We experimented with a square map and
gradually increased the number of zones from 12 to 25. The
results are presented in Figure 4. The time taken in solving the

Enlightened by the results in Figure 4, our general
intuition for the heuristic is that if we partition the virtual map
and cluster the neighboring zones, and then assign the entire
partition to a common bin, the inter-zone communication cost
should be comparable to the results achieved by the
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optimization model.
We experimented with a 25 zone map. As shown in Figure
5, we applied the heuristic in Firugre 3 to partition the map by
clustering neighboring zones based on available zone servers
in each bin (table 1).
Boundary

2

2

2

2

2

2

2

2

2

2

2

2

2

2

Figure 6: Boundary Comparison

Sum of the inter-zone communication cost

7000

6000

5000

4000

3000

2000
Figure 4.d

Figure 5

Random Zone Assignment

Figure 7: Comparison of the Inter-zone Communication Cost

For instance, in bin one, there are three available peers
who are willing to take up the roles as zone servers, we hence
cluster three zones to be assigned to bin one as a single
partition. When we cluster zones in the virtual map, we try to
place the big partition, for instance, partition 2, along the edge
of the map to reduce the number of shared boundaries
between different partitions (step 6-13 of the heuristic). An
example is given in Figure 6.
If we have partition two (all zones in partition two are
assigned to peers in bin two) placed along the edge of the map,
we will have six boundaries shared with other partitions as
shown on the left part of Figure 6. However, if we have the
partition placed in the middle of the map, we would have
eleven boundaries as demonstrated in the right part of the
figure. Since inter-zone communication is incurred by
cross-boundary traffic, we would expect less communication
cost if we had less shared boundaries when we assign the
partition along the edge of the map.
To compare the performance in terms of inter-zone
communication cost between Figure 4.d, which is the result of
solving the optimization model, and Figure 5, which is
achieved by running the heuristic, we assign zones of the map
to randomly selected peers in the corresponding bin. For

instance, based on Figure 5, we assign the four zones on the
top left corner of the map to four selected peers in bin three,
whereas based on Figure 4.d, we assign the four zones on the
down right corner to four selected peers in bin three. It should
be noted that when assigning zones to peers in the same bin,
we do not further seek optimization goals beuase of the issue
of churn in P2P system as we discussed in section II.A.
To normalize the simulation results, we set mij = 1
(section II.B). Again, we use the network topology as
discussed in section III.A. We run the simulation for 10000
times and the results are demonstrated in Figure 7.
Box plots in Figure 7 shows that the sum of the inter-zone
communication cost based on Figure 5 is only slightly higher
than that of Figure 4.d, which is obtained by solving the
optimization model. The mean of the sum of the
communication cost of the optimized model (Figure 4.d) is
1847, whereas the mean of the sum of the communication cost
of the partitioned map (Figure 5) is 1915 and only 5 percent
higher than that of the optimized model.
Given our particular topology, mij = 1 (one player at
each boundary of each zone) and a 25 zone map has 45 shared
boundaries altogether, the player at the boundary of a zone
would be subject to an extra 41ms delay cost on average due
the requirement of the inter-zone communication for the
optimized model (1847/45 = 41), whereas for the partitioned
map, the player would be subject to 42.6 ms delay cost
(1915/45 = 42.6). The minor difference of 1.6 ms in delay cost
is negligible as far as the game quality of MMORPG is
concerned.
For comparison purpose, we finally assign zones of a 25
zone map to peers in the topology randomly and calculate the
sum of the inter-zone communication cost. As shown in
Figure 7, both the optimized model and the partitioned map
can save the communication cost by a factor of three in
comparison with a map for which zones are randomly
assigned to peers.
To conclude for this section, the computation cost for zone
assignment problem is prohibitively high (table 2) when
solving the optimization model. We are able to achieve nearly
the same level of optimization goal in reducing the inter-zone
communication cost by partitioning the zones in the virtual
map and assigning the partitions to physical network bins.
D. Map with Hotspots
In the previous simulation, we have set m ij = 1 across
all boundaries. In other words, players are uniformly
distributed across the boundaries of the map. However, in
MMORGP, player flocking may occur due to the features of
the game design. For instance, an interesting occurrence of an
event may attract more players to come to a certain part of the
game world and create a hotspot in the map. To experiment
with a map with hotspots at the boundaries, we selected a
number of boundaries of a 20-zone map and set mij = 2 at
those boundaries to simulate hotspots at which the interactions
between players are twice as much as that of a normal
boundary. In Figure 8.a, those hotspots are marked with
crosses.
We then run the optimization model for the zone
assignment problem and the results are presented in Figure 8.b.
It can be observed from the figure that, in addition to what we
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have discussed in section III.B, the optimization model
restricts the hotspots within common physical network bins.
In other words, the optimization model assigns the two
neighboring zones connecting a hotspot to a common bin. In
doing so, the communication cost incurred by the hotspot
would be kept low since the two neighboring zones are
assigned to peers in a common bin, and hence are close to
each other in terms of latency.
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(b) Results of Optimization Model
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Figure 9: Comparison of the Communication Costs

IV. Related Work
To our best knowledge, there is no existing work that
directly addresses seamless maps design in P2P system.
Distributed server architecture is usually considered as an
alternative to central server model in addressing the scalability
and performance bottleneck of the latter. In [14] and [16],
heuristics are developed for distributed server system to
improve performance. The main focus of those heuristics is to
assign players to servers so that the communication cost
between the players and the servers (e.g., latency) is low,
whereas our focus is to assign zones to servers so that the
communication costs between servers is low.
In [16], inter-server communication cost is addressed as
part of a design of partitioning scheme for distributed server
system. However, the heuristic developed is subject only to a
small number of servers (e.g. 8 servers). Given the
partitioning of physical network and virtual map, our
approach is not limited by the number of servers. This is
important since in P2P system, a virtual map might need to be
partitioned into much smaller components to be assigned to
peers with smaller capacity comparing to servers in a
distributed server system. As a result, more peers are
required for the zone assignment problem.
It should also be noted that distributed server system is
relatively static, whereas P2P system features dynamics of
peer participation or churn. As a result, we choose to assign
zones to bins instead of to particular hosts.

(c) Partitioned Map

Figure 8: A map with hotspots at boundaries
Enlightened by the results we discussed above, we again
apply the virtual map partition following the heuristic in
Figure 3. In addition, while assigning the big partitions along
the edge of the map, we restrict the neighboring zones
connecting a hotspot to be assigned to peers within a common
physical network bin. The partitioned map is presented in
Figure 8.c.
The total communication costs of both Figure 8.b and
Figure 8.c is compared in Figure 9, as the results of similar
procedures to the previous section.
In Figure 9, the mean of the sum of the communication
cost of the optimization model (Figure 8.b) is 1699, whereas
the mean of the sum of the communication cost as a result of
running the heuristic (Figure 8.c) is 1739, less than 3 percent
higher than that of the optimized model.
Given that a 20-zone map has 28 shared boundaries in
total, the player at the boundary of a zone would be subject to
an extra 60.7ms delay cost on average due the requirement of
the inter-zone communication for the optimized model
(1699/28 = 60.7), whereas for the partitioned map, the player
would be subject to 62.1 ms delay cost (1739/28 = 62.1). The
minor difference of 1.4 ms in delay cost is negligible as far as
the game quality of MMORPG is concerned.
To conclude this section, if games feature hotspots at
certain area of the map that could lead to increased inter-zone
communication costs at the boundaries, the map that is
partitioned based on the location of the hotspots could achieve
nearly the same level of communication costs as that can be
achieved by the optimization model. We again demonstrated
the effectiveness of partitioning both the physical network and
virtual map in reducing inter-zone communication costs, while
avoiding the high computation costs required by the
optimization model.

V. Conclusions
Massively Multiplayer Online Role Playing Games
usually feature a huge virtual world for players to explore. To
achieve deployment scalability, the game world can be
partitioned into smaller components called zones. In a
peer-to-peer system, those zones can be assigned to peers who
are willing to take up the roles of zone servers to achieve
scalability.
A seamless
map
requires
inter-zone
communications to allow interactions across zone boundaries
between players. A seamless map improves game playability
by making the boundaries of zones transparent to players. To
enable a seamless map in P2P system, it is critical to find
effective approaches such that when assigning zones to peers,
the inter-zone communications cost can be kept minimum. In
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this paper, we formulated an optimization model for the zone
assignment problem and demonstrated the NP-hardness of the
problem. We then proposed a low-cost heuristic to partition
the physical network into bins such that peers in a common
bin are topologically close to each other. Furthermore,
enlightened by the results of the optimization model, the
heuristic partitions the virtual world map such that
neighboring zones in the map are clustered together and
assigned to a bin as a single partition. In doing so, we
demonstrate that we are able to achieve the same level of
inter-zone communication costs as those can be achieved by
the optimization model we formulated, while avoiding the
prohibitively high computation cost required by the latter.
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