Abstract-The crowdsourcing services became popular making it easy and fast to label datasets by multiple annotators in order to achieve supervised learning tasks. Unfortunately, in this context, annotators are not reliable as they may have different levels of experience or knowledge. Furthermore, the data to be labeled may also vary in their level of difficulty. How do we deal with hard data to label and unreliable annotators? In this paper, we present a probabilistic model to learn from multiple naive annotators, considering that annotators may decline to label an instance when they are unsure. Both errors and ignorance of annotators are integrated separately into the proposed Bayesian model. Experiments on several datasets show that our method achieves superior performance compared to other efficient learning algorithms.
I. Introduction
In recent years, the problem of annotating a dataset in supervised learning has received great interests. This problem is crucial, as obtaining the ground truth labels for a corpus can be very expensive and time-consuming. With the advent of infrastructures such as the internet, many crowdsourcing services have been developed in order to collect labels from a large number of annotators, in a short period of time (Amazon's Mechanicak Turk [2] being a prime example). However, a major issue of the use of the above crowdsourcing services is that it generates massive databases where annotators are not necessarily experts. For example, some can be more reliable or more experienced than others, and in multi-label problems, building a classifier without regard for the annotator properties may generate a non effective model. Hence, very recently, several methods have been developed in the domain of learning from multiple annotators [10] , [11] , [22] . The common target of this family of work is both to learn a good classifier in order to predict the label for a new instance, and to estimate the performance of the labelers. Another target, which can be found in certain methods, is to provide an estimation of the quality of each instance presents in the dataset, since the quality of the data used can also play a crucial role in the performance of the annotators [22] .
A typical two-class multiple annotators classification scenario consists of N instances {x 1 , ..., x N }, where each instance x i ∈ R D is described by D descriptors and assigned to one of the two classes by T annotators. They are non-expert (generate errors), but are resigned to label all the instances. Let z i be the true label for the i-th instance. z i ∈ Z = {0, 1} is unknown and Z is the space of ground truth labels. Let y 
Produce a classifier to predict the label z for a new instance x, (3) Estimate the reliability of each annotator and (4) estimate the quality of the data. However, this scenario assumes annotators always have an idea of the actual true label for each instance presented in the data, and does not let them express their ignorance. Ignorance and real errors are therefore mixed, and we believe this is a major drawback when learning from multiple non-expert labelers.
We develop in this paper an approach where annotators are no longer obliged to label all the instances; they can mark '?' in case of ignorance. Our contribution in this paper to represent ignorance and real errors separately is motivated by several points:
• The labels collected become more reliable.
• Prior knowledge on labels are directly obtained from the data collected, and a Bayesian analysis can be considered.
• Ignorance is an important aspect of real-world data: a formalism dealing with real-world information should therefore express all these aspects of true information.
Our method describes a Bayesian probabilistic approach for supervised learning when multiple annotators do not necessarily provide a label for each instance. Our model produces the classifier, estimates the performance of each annotator, and also evaluates the difficulty of each instance. This latter point is important when labeling an instance: if an instance is described as difficult, it may be wiser to collect more labels to increase one's confidence. On the contrary, if an instance is easy, few labels from good annotators may be sufficient. Experimental results on a broad range of datasets validate the effectiveness of learning from both errors and ignorance.
II. Related Work

A. Supervised Learning from Multiple Annotators
Many papers have been published dealing with the problem of supervised learning from multiple non-expert annotators. In the biostatistics community, [23] presents a method using latent variables, in order to get an estimation of the error rate when repeated but conflicted labels are given. However, his method does not build a classifier. This issue was first addressed in the machine learning community in [25] . There have also been recent researches in the context of natural language processing [1] , computer vision [19] , and more theoretical approaches have also been proposed [24] . We here focus and describe three of the most recent and important works: [10] , [11] , [22] . Their common strategy is to use a probabilistic approach to build the classifier and estimate the ground true label of an instance. The final estimation is performed by maximizing the log-likelihood using the Expectation-Maximisation (EM) approach: 1) [22] : This paper presents a probabilistic model that simultaneously estimates the true label, the expertise α of each labeler and the difficulty β of each instance. Their GLAD method is based on standard probabilistic inference on a model of labeling process. They show that their model outperforms the commonly used "Majority Vote" for inferring image labels. 2) [10] : This paper presents a maximum-likelihood estimator that jointly learns the classifier, the annotator accuracy and the actual true label. However, unlike [22] , the difficulty of the data is not included in the model. 3) [11] : Unlike [22] and [10] , their method is built assuming that expert reliability is not consistent across all the input data: the expertise of each annotator may vary depending on the data they observe. Experiments show that the presented approach provides clear advantages over previous multi-annotator methods.
However, all these previous methods implicitly assume that the annotator is always able to provide the required label. Unfortunately this assumption rarely holds since annotators are non-experts: their lack of knowledge can be significant and the teacher can feel uncomfortable at labeling an example when he is aware of his gaps. Hence, ignorance of annotators and real errors are two different problems that should be studied separately.
B. Ignorance in Supervised Learning
The problem of ignorance has received increasing attention in the statistical literature for many years. First treated as missing values, several algorithms have been developed for real-world applications. Missing values are indeed widely present in real data, and have received great attention in the past decade [8] , [9] . Hence, ignorance was first replaced with missing values methods such as majority voting or KNN (K-Nearest-Neighbor algorithm), but these methods assume all experts are equally good and can lead to intensive calculations. In [12] , authors developed the EM algorithm, which represents one of the most important algorithms dealing with incomplete datasets, and has been applied in many researches [14] , [20] . However, ignorance and missing values are two different problems since missing values are, by definition, missing randomly, in opposition to ignorance which is due to a lack of knowledge. Authors in [16] and [17] were the first to introduce the idea of ignorance as a problem apart, and [4] provides a solution by introducing the concept of non-informative prior knowledge: in case of ignorance, the prior distribution has to express a certain lack of knowledge and hence, should be as vague as possible. He uses the uniform prior, but many other priors have been developed since then [7] .
As far as we know, the problem of ignorance in supervised learning with multiple annotators has not been studied yet. An approach has been proposed in [5] , but their paper is very formal and theoretical. Our contribution is to present a practical and efficient algorithm dealing with this new challenging problem: how to learn robust models from multiple naive (consistently ignorant) annotators?
Throughout our work, we compare our X-Ignore method with both Raykar's [10] and Yan's [11] methods, and a traditional linear regression. Results show the effectiveness of our approach comparing to the other well-established methods.
III. X-Ignore approach A. Data Rewriting Process
Let X, Y and Z be the matrices set in section I. Unlike previous approaches, annotators mark '?' when they are unsure. Therefore, y t i ∈ Y = {0, 1} ∪ {?}, and one question occurs: how to integrate all '?' labels in the model? As described in section II-B, a naive way would be to consider them as missing values and to replace them with a missing value method such as majority voting or a random function. However, replacing the labels '?' only by a missing value method is not enough to reflect ignorance, and we here decide to introduce the matrix of ignorance H ∈ R N ×T as follows:
H can be seen as the traceability of the ignorance of the annotators. From this point, we can replace all '?' by any transformation f usually used for missing values. We consider here the random function, which replaces all '?' by 0 and 1 randomly. This choice is motivated by the fact that we don't want to put any bias on the annotators response and we assume that they are totally ignorant for all '?' instances. For compactness, we set H = h
Let y (t) be the vector of labels given by annotator t,
We define as well the variables x ∈ X, the space of descriptors and h (t) ∈ H, the space of ignorance. Given training data X and Y, H can be obtained as described above. Taking into consideration the matrix of ignorance H, our goals are: (1) to estimate the ground truth labels
T , (2) to produce a classifier for predicting the label z of new instances x, (3) to estimate the performance of the labelers and the quality of the data X.
B. Maximum a Posteriori Estimator
The classifier is built by assuming a probabilistic model over all the variables x, y, z, and h. We model our problem with the joint conditional distribution P (Y, Z|X, H, Θ), where Θ is the set of parameters to be estimated in our model (defined later in the paper). Our proposed model can be understood as a conditional Bayesian network as represented in Figure 1 . X is the observable inputs, Z the hidden true labels, Y the set of observable (at training time) annotators labels, and H the observable (at training time) indicators of ignorance. H and X appear as conditioning variables since both ignorance and the quality of the data are taking into consideration for building the classifier.
Assuming that instances are independent from each other, as well as annotators, and using Bayes' theorem, Figure 1 . Graphical model of X-Ignore the joint conditional distribution can be written as follows: (2) with Θ = {Θ z , Θ y } the parameters to be estimated.
We need to consider each conditional distribution individually.
While the proposed method can use any classifier, we set for simplicity a logistic regression model for z i , i.e:
where w ∈ R d . Therefore, Θ z = {w}. 
Concerning
We assume the probability η to label correctly an example depends on the ignorance H of annotators, on their performance and on the quality of the instances presented. As in [22] , we introduce β i ∈ [0, +∞[ and α t ∈] − ∞, +∞[ as the parameters to estimate respectively the quality of instance x i and the performance of annotator t. We set:
For α t we set: 
Note that α = {α 0 , α 1 }, where α 0 (resp. α 1 ) is the performance of labeler t in sure (resp. unsure) situations. Concerning β, in order to make sure the parameter is in the interval [0, +∞[, we set
In other words, we discriminate β i depending on how many annotators labeled the instance x i , and we assume x i is a priori difficult if more than the half of annotators haven't labeled the instance.
Finally Θ y = {α 0 , α 1 , γ 0 , γ 1 }, and our goal is to estimate all the parameters Θ = {Θ z , Θ y }.
While previous approaches maximize the loglikelihood to estimate the set of parameters, here knowing the ignorance of each annotator allows us to put priors on parameters. Therefore, a Bayesian approach is used, and the goal is to maximize the log-posterior with the maximum-a-posteriori estimator (MAP):
Z|X, H, Θ] + lnP r[Θ]}
(9) Next section describes which priors are assumed on each parameter.
C. Prior Distributions
The particularity of our X-Ignore model is to divide the collected labels into two subsets, sure and unsure labels. In this context, priors are directly available from the data, and different priors can be fixed on parameters. As {α 0 , α 1 , γ 0 , γ 1 , w} are in the interval ] − ∞, +∞[, we set for simplicity a Gaussian prior on all parameters. The mean μ and the variance τ 2 of the Gaussian prior are fixed as follows:
• {α 0 , α 1 }: These parameters estimate the performance of annotators in case of ignorance and knowledge. In case of ignorance, as we replace all '?' with the random function (see section III-A for more details), we set μ {α1} = 0 in order to reflect the randomness of the labels. In case of knowledge, we assume that annotators are almost sure of their response and thus, we set μ {α0} = 4. Concerning the variance, we set for both parameters τ is also set to 0.01. • w: : For sake of completeness, we assume a zero mean Gaussian prior on the weights w with a variance τ 2 {w} = 1.
IV. Algorithm and Computing Issues
Our goal is to estimateΘ MAP by calculating (9) . Since there are missing values z, a well-known approach to estimate the maximum log-posterior is to use the expectation maximization (EM) algorithm [12] . The EM algorithm has become a popular tool in statistical estimation problems involving incomplete data. Although it was first used to estimate the maximum likelihood, a derived algorithm has been developed for the MAP estimation. Each iteration of the EM algorithm consists of two processes : The E-step and the M-step. In the expectation step (E-step), the missing data are estimated given the observed data and the current estimate of the model parameters. In the M-Step, the likelihood function is maximized under the assumption that the missing data are known:
and the joint conditional distribution can be expressed as
Computep(z i ).
M-Step: Maximize t i
Ep (zi) [log p(y
. Since maximizing directly this expression is quite difficult and no closed-form solution exists, we apply the LBFGS quasi-Newton method to solve the problem:
LBFGS algorithm is a member of the family of quasi-Newton optimization methods which stores only few vectors that represent the approximation implicitly, unlike the original BFGS method. Thus, LBFGS is commonly used in such problems of optimization.
We give here the gradients with respect to the different parameters in order to compute the LBFGS algorithm:
• For γ = {γ0, γ1}:
• For w:
To approximate the parameters {α 0 , α 1 , γ 0 , γ 1 , w}, we iterate both steps E and M of the algorithm until convergence. The algorithm is summarized in Algorithm 1: 
using LBFGS quasi-Newton approximation to compute the step, with gradient equations 11, 12, 13, 14, 15, 16. 6: end while 7: 
B. Classification
Once the parameters have been estimated in the EM algorithm, a new instance x is classified by calculating:
the probability for x to have the true label z equals to 1. Remark that X-Ignore algorithm converges only using the parameters w. This choice is motivated by the fact that only these parameters are used in the prediction task.
V. Experimental Results
A. Experimental Setup
In this section, we compare the performance of our X-Ignore algorithm with three methods: The method of Raykar and Al., [10] , the method of Yan and Al., [11] and a more classical linear regression method. Simulations have been performed on eight datasets from the UCI Machine Learning Repository [6] for which binary labels are available. The data used are: Ionosphere (351,34), Cleveland Heart (297,13), Musk(version 1) (476,167), Glass (214,10), Bupa (345,7), Vertebral (310,6), Spect Heart (267,22) and Haberman (306,3) (with (number of instances, number of features)). In addition, we use the galaxy dim data described in [21] , which contains 4192 samples and 14 features with also available binary labels. Before performing the simulation, each data D has been processed in four steps:
• D is randomly divided into two folds D train (training set -80% of D) and D test (testing set -20% of D), Figure 2 ),
• We assume that the annotator y t is an expert for the set d t :
• On the rest of the datad t , we assume annotator t makes 10% of errors and I% of ignorance:
To evaluate our X-Ignore method we use the following two criterias: the AUC (Area Under roc Curves) and the classification error rate cross the different levels of ignorance. First, we generate each data with T=5 annotators and for different levels of ignorance, i.e. I ∈ {0%, 10%, ..., 80%, 90%} . Then, we simulate each model a hundred times using the bootstrap method, and the mean of all the AUC obtained is calculated. Figure 3 shows the evolution of the resulted AUC for each dataset considering different levels of ignorance. In addition, we computed for each D test the mean of the error rate classification and its standart deviation over the different levels of ignorance, see table I for details.
B. Comparison: (X-Ignore) vs (Raykar and Yan)
We compare our X-Ignore method with Raykar's [10] and Yan's method [11] described in section II-A. The obtained results for each dataset show clearly the efficiency of X-Ignore comparing to both Raykar and Yan methods:
• The bootstrap estimate AUC collapses for both methods when the ignorance rate increases, in opposition to our X-Ignore method much more robust when confronted to ignorance. • Our method is also clearly better in terms of error rate prediction. As we can see in table I, the mean of the error rate prediction for X-Ignore over all the datasets is around 0.293, while other methods have a mean for the error rate higher (0.339 for Raykar and 0.322 for Yan).
C. Comparison: (X-Ignore) vs (Linear Regression)
Generally, existing strategies to learning from multiple annotators can be characterized into the following categories, considering each annotator separately or not:
• One classifier by annotator: the task of learning from multiple annotators is tackled by decomposing it into a number of independent binary classification problems. The result of this strategy is a classifier for each annotator and the use of an aggregation method, like majority voting, to combine results of the individual classifiers.
• One classifier representing all annotators: in this case, only one classifier is constructed dealing with both the feedback of each annotator and the pairwise relations between them.
Remark that both Raykar's and Yan's systems and our X-Ignore model construct only one global classifier.
We now introduce a simple linear regression method, constructing a model for each annotator. To achieve this goal, we encode the "don't know" flag, i.e. '?', by 0 and consequently, y t i ∈ Y = {−1, 0, 1}. We denoteŷ t i the predicted label estimated for instance i by annotator t and we then use the majority voting to estimate the hidden true label z i , i.e:
The results obtained can be seen in Figure 3 and Table I : Clearly, the linear regression model achieves significantly lower performance comparing to our model.
In conclusion, the experimental results illustrate clearly the efficiency and the stability of our model comparing to other well-established methods. X-Ignore is therefore more stable and can better handle the Ignorance of labelers than other more classical algorithms.
VI. Conclusion
This paper presents a new Bayesian probabilistic approach for learning from multiple naive annotators. The key of our proposed algorithm is to include annotators' ignorance: they label instances in sure situations, and use a specific "don't know" flag otherwise. Hence, the reliability of the labelers is analysed according to both error and ignorance dimensions, but also according to the quality of the dataset given. Experiments over several datasets confirm the performance of X-Ignore over previous methods, which only consider errors of annotators. 
