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COSET DECOMPOSITION FOR SEMISIMPLE HOPF
ALGEBRAS
SEBASTIAN BURCIU
Abstract. The notion of double coset for semisimple finite di-
mensional Hopf algebras is introduced. This is done by considering
an equivalence relation on the set of irreducible characters of the
dual Hopf algebra. As an application formulae for the restriction
of the irreducible characters to normal Hopf subalgebras are given.
Introduction
In this paper we introduce a notion of double coset for semisimple
finite dimensional Hopf algebras, similar to the one for groups. This is
achieved considering an equivalence relation on the set of irreducible
characters of the dual Hopf algebra. The equivalence relation that
we define generalizes the equivalence relation introduced in [8]. Using
Frobenius-Perron theory for nonnegative Hopf algebras the results from
[8] are generalized and proved in a simpler manner.
The paper is organized as follows. In the first Section we recall some
basic results for finite dimensional semisimple Hopf algebras that we
need in the other sections.
Section 2 introduce the equivalence relation on the set of irreducible
characters of the dual Hopf algebra and it proves the coset decompo-
sition. Using this coset decomposition in the next section we prove a
result concerning the restriction of a module to a normal Hopf subalge-
bra. A formula for the induction from a normal Hopf subalgebra is also
described. In the situation of a unique double coset a formula equiva-
lent to the Mackey decomposition formula for groups is described.
Section 4 considers one of the above equivalence relations but for the
dual Hopf algebra. In the situation of normal Hopf subalgebras this
relation can be written in terms of the restriction of the characters to
normal Hopf subalgebras. Some results similar to those in group theory
are proved.
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2 SEBASTIAN BURCIU
The next sections studies the restriction functor from a semisimple
Hopf algebra to a normal Hopf subalgebra. We define a notion of
conjugate module similar to the one for modules over normal subgroups
of a group. Some results from group theory hold in this more general
setting. In particular we show that the induced module restricted back
to the original normal Hopf subalgebra has as irreducible constituents
the constituents of all the conjugate modules.
Algebras and coalgebras are defined over the algebraically closed
ground field k = C. For a vector space V over k by |V | is denoted the
dimension dimkV . The comultiplication, counit and antipode of a Hopf
algebra are denoted by ∆, ǫ and S, respectively. We use Sweedler’s
notation ∆(x) =
∑
x1 ⊗ x2 for all x ∈ H . All the other notations are
those used in [7].
1. Preliminaries
Throughout this paper H denotes a finite dimensional semisimple
Hopf algebra over K = C. It follows that H is also cosemisimple
[5]. If K is a Hopf subalgebra of H then K is also semisimple and
cosemisimple Hopf algebra [7].
Denote by Irr(H) the set of irreducible characters of H and C(H)
the character ring of H . Then C(H) is a semisimple subalgebra of H∗
[11] and C(H) = Cocom(H∗), the space of cocommutative elements of
H∗. By duality, the character ring of H∗ is a semisimple subalgebra of
H and under this identification it follows that C(H∗) = Cocom(H).
If M is an H-module with character χ then M∗ is also an H-module
with character χ∗ = χ ◦ S.
This induces an involution “ ∗ ” : C(H)→ C(H) on C(H).
For a finite dimensional semisimple Hopf algebra H use the notation
ΛH ∈ H for the integral of H with ǫ(ΛH) = |H| and tH ∈ H
∗ for the
integral of H∗ with tH(1) = |H|. It follows from [7] that the regular
character of H is given by the formula
t
H
=
∑
χ∈Irr(H)
χ(1)χ
The dual formula is
Λ
H
=
∑
d∈Irr(H∗)
ǫ(d)d
If W ∈ H∗-mod then W becomes a right H-comodule via ρ : W →
W ⊗H given by ρ(w) =
∑
w0⊗w1 if and only if fw =
∑
f(w1)w0 for
all w ∈ W and f ∈ H∗.
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Let W be a left H∗-module. Then W is a right H-comodule and
one can associate to it a subcoalgebra of H denoted by C
W
[4]. If W
is simple and q = |W | then |C
W
| = q2 and it is a matrix coalgebra.
It has a basis {xij}1≤i,j≤q such that ∆(xij) =
∑q
l=0 xil ⊗ xlj for all
1 ≤ i, j ≤ q. Moreover W ∼= k < x1i| 1 ≤ i ≤ q > as right H-
comodule where ρ(x1i) = ∆(x1i) =
∑q
l=0 x1l⊗xli for all 1 ≤ i ≤ q. The
character of W as left H∗-module is d ∈ C(H∗) ⊂ H and it is given
by d =
∑q
i=1 xii. Then ǫ(d) = q and the simple subcoalgebra CW is
sometimes denoted by Cd.
If M and N are right H-comodules the the tensor product M ⊗ N
is also a right H-comodule. The associated coalgebra of M ⊗ N is
is CD where C and D are the associated subcoalgebras of M and N
respectively (see [9]).
2. Double coset formula for cosemisimple Hopf algebras
In this section let H be a semisimple finite dimensional Hopf algebra
as before and K and L be two Hopf subalgebras. Then H can be
decomposed as sum of K − L bimodules which are free both as left
K-modules and right L-modules and are analogues of double cosets in
group theory. To the end of this section we give an application in the
situation of a unique double coset.
There is a bilinear form m : C(H∗)⊗ C(H∗)→ k defined as follows
(see [8]). If M and N are two H-comodules with characters c and d
thenm(c, d) is defined as dimkHom
H(M, N). The following properties
of m (see [8]) will be used later:
m(x, yz) = m(y∗, zx∗) = m(z∗, x∗y) and
m(x, y) = m(y, x) = m(y∗, x∗)
for all x, y, z ∈ C(H∗).
Let H be a finite dimensional cosemisimple Hopf algebra and K, L
be two Hopf subalgebras of H . We define an equivalence relation rH
K, L
on the set of simple coalgebras of H as following: C ∼ D if C ⊂ KDL.
Since the set of simple subcoalgebras is in bijection with Irr(H∗) the
above relation in terms of H∗-characters becomes the following: c ∼ d
if m(c ,Λ
K
dΛ
L
) > 0 where Λ
K
and Λ
L
are the integrals of K and L
with ǫ(Λ
K
) = |K| and ǫ(Λ
L
) = |L| and c, d ∈ Irr(H∗).
It is easy to see that ∼ is an equivalence relation. Clearly c ∼ c for
any c ∈ Irr(H∗) since both Λ
K
and Λ
L
contain the trivial character.
Using the above properties of the bilinear form m, one has that
if c ∼ d then m(d, Λ
K
cΛ
L
) = m(Λ∗
K
, cΛ
L
d∗) = m(c∗, Λ
L
d∗Λ
K
) =
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m(c, Λ∗
K
dΛ∗
L
) = m(c, Λ
K
dΛ
L
) since Λ∗
K
= Λ
K
and Λ∗
L
= Λ
L
. Thus
d ∼ c.
The transitivity can be easier seen that holds in terms of simple
subcoalgebras. Suppose that c ∼ d and d ∼ e and c, d, and e are three
irreducible characters associated to the simple subcoalgebras C, D
and E respectively. Then C ⊂ KDL and D ⊂ KEL. The last relation
implies that KDL ⊂ K2EL2 = KEL. Thus C ⊂ KEL and c ∼ e.
If C1, C2, · · · Cl are the equivalence classes of r
H
K, L
on Irr(H∗) then let
(2.1) ai =
∑
d∈Ci
ǫ(d)d
for 0 ≤ i ≤ l.
For any character d ∈ C(H∗) let Ld and Rd be the left and right
multiplication with d on C(H∗).
Proposition 2.2. With the above notations it follows that ai are eigen-
vectors of the operator T = L
Λ
K
◦R
Λ
L
on C(H∗) corresponding to the
eigenvalue |K||L|.
Proof. Definition of rH
K, L
implies that d ∼ d′ if and only ifm(d′, T (d)) >
0. Since T (Λ
H
) = |H||K|Λ
H
and Λ
H
=
∑l
i=1 ai it follows that T (ai) =
|K||L|ai for all 1 ≤ i ≤ l. 
Remark 2.3. Let C1 and C2 be two subcoalgebras of H and K =∑
n≥0C
n
1 and L =
∑
n≥0C
n
2 be the two Hopf subalgebras of H generated
by them [8]. The above equivalence relation can be written in terms of
characters as follows: c ∼ d if m(c, cn1dc
m
2 ) > 0 for some natural
numbers m,n ≥ 0.
In the sequel, we use the Frobenius-Perron theorem for matrices with
nonnegative entries (see [2]). If A is such a matrix then A has a positive
eigenvalue λ which has the biggest absolute value among all the other
eigenvalues of A. The eigenspace corresponding to λ has a unique
vector with all entries positive. λ is called the principal value of A
and the corresponding positive vector is called the principal vector of
A. Also the eigenspace of A corresponding to λ is called the principal
eigenspace of A.
The following result is also needed:
Proposition 2.4. ([2], Proposition 5.) Let A be a matrix with non-
negative entries such that A and At have the same principal eigenvalue
and the same principal vector. Then after a permutation of the rows
and the same permutation of the columns A can be decomposed in diag-
onal blocks A = {A1, A2, · · · , As} with each block an indecomposable
matrix.
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Recall from [2] that a matrix A ∈ Mn(k) is called decomposable if
the set I = {1, 2, · · · , n} can be written as a disjoint union I = J1
⋃
J2
such that auv = 0 whenever u ∈ J1 and v ∈ J2. Otherwise the matrix
A is called indecomposable.
Theorem 2.5. Let H be a finite dimensional semisimple Hopf algebra
over the algebraically closed field k and K, L be two Hopf subalgebras of
H. Consider the linear operator T = L
Λ
K
◦R
Λ
L
on the character ring
C(H∗) and [T ] the matrix associated to T with respect to the standard
basis of C(H∗) given by the irreducible characters of H∗.
(1) The principal eigenvalue of [T ] is |K||L|.
(2) The eigenspace corresponding to the eigenvalue |K||L| has
(ai)1≤i≤l as k- basis were ai are defined in 2.1.
Proof. 1) Let λ be the biggest eigenvalue of T and v the principal
eigenvector corresponding to λ. Then Λ
K
vΛ
L
= λv. Applying ǫ on
both sides of this relation it follows that |K||L|v = λv. Since v has
positive entries it follows that λ = |K||L|.
2) It is easy to see that the transpose of the matrix [T ] is also [T ].
To check that let x1, · · · , xs be the basis of C(H
∗) given by the irre-
ducible characters of H∗ and suppose that T (xi) =
∑s
j=1 tijxj . Thus
tij = m(xj , ΛKxiΛL) and tji = m(xi, ΛKxjΛL) = m(Λ
∗
K
, xjΛLx
∗
i ) =
m(x∗j , ΛLx
∗
iΛK ) = m(xj ,Λ
∗
K
xiΛ
∗
L
) = tij since Λ
∗
K
= S(Λ
K
) = Λ
K
and
also Λ∗
L
= Λ
L
. Proposition 2.4 implies that after a permutation of the
rows and the same permutation of the columns the matrix [T ] decom-
poses in diagonal blocks A = {A1, A2, · · · , As} with each block an
indecomposable matrix. This decomposition of [T ] in diagonal blocks
gives a partition Irr(H∗) = ∪si=1Ai on the set of irreducible characters
of H∗, where each Ai corresponds to the rows (or columns) indexing
the block Ai.
The eigenspace of [T ] corresponding to the eigenvalue λ is the sum of
the eigenspaces of the diagonal blocks A1, A2, · · ·Al corresponding to
the same value. Since each Ai is an indecomposable matrix it follows
that the eigenspace of Ai corresponding to λ is one dimensional (see
[2]). If bj =
∑
d∈Aj
ǫ(d)d then as in the proof of Proposition 2.2 it
can be seen that bj is eigenvector of T corresponding to the eigenvalue
λ = |K||L|. Thus bj is the unique eigenvector of Aj corresponding to
the eigenvalue |K||L|. Therefore each ai is a linear combination of these
vectors. But if d ∈ Ai and d
′ ∈ Aj with i 6= j then m(d
′, T (d)) = 0
and the definition of rH
K, L
implies that d ≁ d′. This means that ai is a
scalar multiple of some bj and this defines a bijective correspondence
between the diagonal blocks and the equivalence classes of the relation
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rH
K, L
. Thus the eigenspace corresponding to the principal eigenvalue
|K||L| has a k- basis given by ai with 0 ≤ i ≤ l. 
Corollary 2.6. Let H be a finite dimensional semisimple Hopf algebra
and K, L be two Hopf subalgebras of H. Then H can be decomposed
as
H =
l⊕
i=1
Bi
where each Bi is a (K,L)- bimodule free as both left K-module and
right L-module.
Proof. Consider the above equivalence relation rH
K, L
, relative to the
Hopf subalgebras K and L. For each equivalence class Ci let Bi =⊕
C∈Ci
C. Then KBiL = Bi from the definition of the equivalence
relation. It follows that Bi = KBiL ∈ KM
H
L which implies that Bi is
free as left K-module and right L-module [10]. 
The bimodules Bi from the above corollary will be called a double
coset for H with respect to K and L.
Corollary 2.7. With the above notations, if d ∈ Ci then
(2.8)
Λ
K
|K|
d
Λ
L
|L|
= ǫ(d)
ai
ǫ(ai)
Proof. One has that Λ
K
dΛ
L
is an eigenvector of T = L
Λ
K
◦R
Λ
L
with the
maximal eigenvalue |K||L|. From Theorem 2.5 it follows that Λ
K
dΛ
L
is a linear combination of the elements aj . But ΛKdΛL cannot contain
any aj with j 6= i because all the irreducible characters entering in
the decomposition of the product are in Ci. Thus ΛKdΛL is a scalar
multiple of ai and formula 2.8 follows. 
Remark 2.9. Setting C1 = k in Theorem 2.5 we obtain Theorem 7 [8].
The above equivalence relation becomes c ∼ d if and only ifm(c, dcm2 ) >
0 for some natural number m ≥ 0. The equivalence class corresponding
to the simple coalgebra k1 consists of the simple subcoalgebras of the
powers Cm2 for m ≥ 0. Without loss of generality we may assume that
this equivalence class is C1. It follows that
d
ǫ(d)
a1
ǫ(a1)
=
ai
ǫ(ai)
for any irreducible character d ∈ Ci.
Let K be a Hopf subalgebra of H and s = |H|/|K|. Then H is free
as left K-module [10]. If {ai}i=1, s is a basis of H as left K-module then
H = Ka1 ⊕Ka2 · · · ⊕Kas as left K modules. Consider the operator
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L
Λ
K
given by left multiplication on H . The eigenspace corresponding
to the eigenvalue |K| has a basis given by Λ
K
ai, thus it has dimension
s. If we restrict the operator L
Λ
K
on C(H∗) ⊂ H then Theorem 2.5
implies that the number of equivalence classes of rH
K, k
is equal to the
dimension of the eigenspace of L
Λ
K
corresponding to the eigenvalue
|K|. Thus the number of the equivalence classes of rH
K, k
is always less
or equal then the index of K in H .
Example 2.10. Let H = kQ8#
αkC2 the 16-dimensional Hopf algebra
described in [3]. Then G(H∗) =< x > × < y >∼= Z2 × Z2 and Irr(H
∗)
is given by the four one dimensional characters 1, x, y, xy and 3 two
dimensional characters denoted by d1, d2, d3. The algebra structure of
C(H∗) is given by:
x.d1 = d3 = d1.x, x.d2 = d2 = d2.x, x.d3 = d1 = d3.x
y.di = di = di.y for all i = 1, 3
d21 = d
2
3 = x+ xy + d2, d
2
2 = 1 + x+ y + xy, d1d2 = d2d1 = d1 + d3
d1d3 = d3d1 = 1 + y + d2
Consider K = k < x > as Hopf subalgebra of H and the equivalence
relation rH
k, K
on Irr(H∗). The equivalence classes are given by {1, x},
{y, xy}, {d2} and {d1, d3} and the number of them is strictly less than
the index of K and H. If C2 ⊂ H is the coalgebra associated to d2 then
the third equivalence class determine in the decomposition 2.6 the free
K-module C2K = C2 whose rank is less then the dimension of C2.
3. More on coset decomposition
Let H be a semisimple Hopf algebra and A be a Hopf subalgebra.
Define H//A = H/HA+ and let π : H → H//A be the natural module
projection. Since HA+ is a coideal of H it follows that H//A is a
coalgebra and π is also a coalgebra map.
Let k be the trivial A-module via the counit ǫ. It can be checked
that H//A ∼= H ⊗A k as H-modules via the map hˆ → h ⊗A 1. Thus
dimkH//A = rankAH .
If L and K are Hopf subalgebras of H define LK//K := LK/LK+.
LK is a right free K-module since LK ∈ MHK . A similar argument
to the one above shows that LK//K ∼= LK ⊗K k as left L-modules
where k is the trivial K-module. Thus dimkLK//K = rankKLK. It
can be checked that LK+ is a coideal in LK thus LK//K has a natural
coalgebra structure.
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Theorem 3.1. Let H be a semisimple Hopf algebra and K, L be two
Hopf subalgebras of H. Then L//L ∩K ∼= LK//K as coalgebras and
left L-modules.
Proof. Define the map φ : L → LK//K by φ(l) = lˆ. Then φ is the
composition of L →֒ LK → LK//K and is a coalgebra map as well as a
morphism of left L-modules. Moreover φ is surjective since l̂k = ǫ(k)lˆ
for all l ∈ L and k ∈ K. Clearly L(L ∩ K)+ ⊂ ker(φ) and thus φ
induces a surjective map φ : L//L ∩K → LK//K.
Next it will be shown that
(3.2)
|L|
|L ∩K|
=
|LK|
|K|
which implies that φ is bijective since both spaces have the same dimen-
sion. Consider on Irr(H∗) the equivalence relation introduced above
and corresponding to the linear operator L
Λ
L
◦ R
Λ
K
. Assume without
loss of generality that C1 is the equivalence class of the character 1 and
put d = 1 the trivial character, in the formula 2.8. Thus
Λ
L
|L|
Λ
K
|K|
= a1
ǫ(a1)
.
But from the definition of ∼ it follows that a1 is formed by the char-
acters of the coalgebra LK. On the other hand Λ
L
=
∑
d∈Irr(L∗) ǫ(d)d
and Λ
K
=
∑
d∈Irr(K∗) ǫ(d)d (see [4]). Equality 3.2 follows counting
the multiplicity of the irreducible character 1 in Λ
K
Λ
L
. Using [8]
we know that m(1 , dd′) > 0 if and only if d′ = d∗ in which case
m(1 , dd′) = 1. Then m(1,
Λ
L
|L|
Λ
K
|K|
) = 1
|L||K|
∑
d∈Irr(L∩K) ǫ(d)
2 = |L∩K|
|L||K|
and m(1, a1
ǫ(a1)
) = 1
ǫ(a1)
= 1
|LK|
. 
Corollary 3.3. IfK and L are Hopf subalgebras ofH then rankKLK =
rankL∩KL.
Proposition 3.4. Let H be a finite dimensional cosemisimple Hopf
algebra and K, L be two Hopf subalgebras of H such that KL = LK.
If M is a K-module then
M ↑LKK ↓L
∼= (M ↓L∩K) ↑
L
as left L-modules.
Proof. For any K-module M one has
M ↑LK↓L= LK ⊗K M
while
(M ↓L∩K) ↑
L= L⊗L∩K M
The previous Corollary implies that rank
K
LK = rank
L∩K
L thus both
modules above have the same dimension.
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Define the map φ : L⊗L∩KM → LK⊗KM by φ(l⊗L∩Km) = l⊗Km
which is the composition of L⊗L∩K M →֒ LK ⊗L∩K M → LK ⊗K M .
Clearly φ is a surjective homomorphism of L-modules. Equality of
dimensions implies that φ is an isomorphism.

If LK = H then the previous theorem is the generalization of Mackey’s
theorem decomposition for groups in the situation of a unique double
coset. corollary
4. A dual relation
Let K be a normal Hopf subalgebra of H and L = H//K. Then
the natural projection π : H → L is a surjective Hopf map and then
π∗ : L∗ → H∗ is an injective Hopf map. We identify L∗ with its image
π∗(L∗) in H∗. This is a normal Hopf subalgebra of H∗. In this section
we will study the equivalence relation rH
∗
L∗, k
on Irr(H∗∗) = Irr(H).
The following result was proved in [1].
Proposition 4.1. Let K be a normal Hopf subalgebra of a finite di-
mensional semisimple Hopf algebra H and L = H//K. If tL ∈ L
∗ is
the integral on L with tL(1) = |L| then ǫK ↑
H
K= tL and tL ↓
H
K=
|H|
|K|
ǫ
K
Proposition 4.2. Let K be a normal Hopf subalgebra of a semisimple
Hopf algebra H and L = H//K. Consider the equivalence relation
rH
∗
L∗, k
on Irr(H). Then χ ∼ µ if and only if their restriction to K have
a common constituent.
Proof. The equivalence relation rH
∗
L∗, k
on Irr(H) becomes the following:
χ ∼ µ if and only if m
H
(χ, t
L
µ) > 0. On the other hand, applying the
previous Proposition it follows that:
m
H
(χ, t
L
µ) = m
H
(t∗
L
, µχ∗) = m
H
(t
L
, µχ∗)
= m
H
(ǫ ↑H
K
, µχ∗) = m
K
(ǫ
K
, (µχ∗) ↓
K
)
= m
K
(ǫ
K
, µ ↓
K
χ∗ ↓
K
) = m
K
(χ ↓
K
, µ ↓
K
)
Thus χ ∼ µ if and only if their restriction to K have a common con-
stituent. 
Theorem 4.3. Let K be a normal Hopf subalgebra of a semisimple
Hopf algebra H and L = H//K. Consider the equivalence relation
rH
∗
L∗, k
on Irr(H). Then χ ∼ µ if and only if 1
χ(1)
χ ↓K=
1
µ(1)
µ ↓K
10 SEBASTIAN BURCIU
Proof. Let C1, C2, · · · Cl be the equivalence classes of ∼ on Irr(H) and
let
(4.4) ai =
∑
χ∈Ci
χ(1)χ
for 0 ≤ i ≤ l. If C1 is the equivalence class of the trivial character ǫ
then the definition of rH
∗
L∗, k
implies that a1 = tL . Formula from Remark
2.9 becomes
χ
χ(1)
t
L
|L|
=
ai
ai(1)
for any irreducible character χ ∈ Ci.
Restriction to K of the above relation combined with Proposition
4.1 gives:
(4.5)
χ ↓
K
χ(1)
=
ai ↓K
ai(1)
Thus χ ∼ µ if and only if
χ↓
K
χ(1)
=
µ↓
K
µ(1)
.
4.1. Formulae for restriction and induction. The previous the-
orem implies that the restriction of two irreducible H-characters to
K either have the same common constituents or they have no com-
mon constituents. Let tH be the integral on H with tH(1) = 1.
One has that |H|t
H
=
∑l
i=1 ai as |H|tH is the regular character of
H . Since H is free as K-module [10] it follows that the restriction of
|H|t
H
to K is the regular character of K multiplied by |H|/|K|. Thus
(|H|t
H
) ↓
K
= |H|/|K|(|K|t
K
). But |K|t
K
=
∑
α∈Irr(K) α(1)α and Theo-
rem 4.3 implies that the set of the irreducible characters of K can be
partitioned in disjoint subsets Ai with 1 ≤ i ≤ l such that
ai ↓K=
|H|
|K|
∑
α∈Ai
α(1)α
Then if χ ∈ Ci formula 4.5 implies that
χ ↓
K
=
χ(1)
ai(1)
|H|
|K|
∑
α∈Ai
α(1)α
Let |Ai| =
∑
α∈Ai
α2(1). Evaluating at 1 the above equality one gets
ai(1) =
|H|
|K|
|Ai|. By Frobenius reciprocity the above restriction formula
implies that if α ∈ Ai then
(4.6) α ↑H
K
=
α(1)
ai(1)
|H|
|K|
∑
χ∈Ci
χ(1)χ =
α(1)
ai(1)
|H|
|K|
ai
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
5. Restriction of modules to normal Hopf subalgebras
Let G a finite group and H a normal subgroup of G. If M is an
irreducible H-module then
M ↑GH↓
G
H= ⊕
s
i=1
giN
where gN is a conjugate module of M and {gi}i=1,s is a set of repre-
sentatives for the left cosets of H in G. For g ∈ G the H-module gN
has the same underlying vector space as N and the multiplication with
h ∈ H is given by h.n = (g−1hg)n for all n ∈ N . It is easy to see that
gN ∼= g
′
N if gN = g′N .
Let K be a normal Hopf subalgebra ofH andM be an irreducible K-
module. In this section we will define the notion of conjugate module
to M similar to group situation. If d ∈ Irr(H∗) we define a conjugate
module dM . The left cosets of K in H correspond to the equivalence
classes of rH
K, k
. We will show that if d, d′ are two irreducible charac-
ters in the same equivalence class of rH
K, k
then the modules dM and
d′M have the same constituents. We will show that the irreducible
constituents of M ↑HK↓
H
K and ⊕d∈Irr(H∗)
dM are the same.
Remark 5.1. Since K is a normal Hopf subalgebra it follows that Λ
K
is a central element of H (see [6]) and by their definition rH
K, k
= rH
k, K
.
Thus the left cosets are the same with the right cosets in this situation.
5.1. Let K be a normal Hopf subalgebra of H andM be a K-module.
If W is an H∗-module then W ⊗M becomes a K-module with
(5.2) k(w ⊗m) = w0 ⊗ (S(w1)kw2)m
In order to check that W ⊗M is a K-module one has that
k.(k′.(w ⊗m)) = k(w0 ⊗ (S(w1)k
′w2)m)
= w0 ⊗ (S(w1)kw2)(S(w3)k
′w4)
= w0 ⊗ (S(w1)kk
′w2)m
= (kk′).(w ⊗m)
for all k, k′ ∈ K, w ∈ W and m ∈M .
It can be checked that if W ∼= W ′ as H∗-modules then W ⊗M ∼=
W ′ ⊗M . Thus for any irreducible character d ∈ Irr(H∗) associated to
a simple H-comodule W one can define the K-module dM ∼= W ⊗M .
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Proposition 5.3. Let K be a normal Hopf subalgebra of H and M be
an irreducible K-module with character α ∈ C(K). Suppose that W is
a simple H∗-module with character d ∈ Irr(H∗). Then the character
α
d
of the K-module dM is given by the following formula:
α
d
(x) = α(Sd1xd2)
for all x ∈ K.
Proof. Indeed one may suppose that W ∼= k < x1i | 1 ≤ i ≤ q >
where C
d
= k < xij | 1 ≤ i, j ≤ q > is the coalgebra associated
to W and q = ǫ(d) = |W |. Then formula 5.2 becomes k(x1i ⊗ w) =∑q
j, l=1 x1j⊗(S(xjl)kxlj)m. Since d =
∑q
i=1 xii one gets the the formula
for the character α
d
. 
For any d ∈ Irr(H∗) define the linear operator c
d
: C(K) → C(K)
which on the basis given by the irreducible characters is given by
c
d
(α) = α
d
for all α ∈ Irr(K).
Remark 5.4. From the above formula it can be directly checked that
dd′α = d( d
′
α) for all d, d′ ∈ Irr(H∗) and α ∈ C(K). This shows that
C(K) is a left C(H∗)-module. Also one can verify that d(α∗) = ( dα)∗.
Proposition 5.5. Let K be a normal Hopf subalgebra of H and M be
an irreducible K-module with character α ∈ C(K). If d, d′ ∈ Irr(H∗)
lie in the same coset of rH
k, K
then dM and d
′
M have the same irre-
ducible constituents. Moreover αd
ǫ(d)
=
αd′
ǫ(d′)
Proof. Consider the equivalence relation rH
k, K
from section 2 and H =
⊕si=1Bi the decomposition from Corollary 2.6. Let B1, · · · ,Bs be the
equivalence classes and bi defined as in 2.1. Then formula 2.9 becomes
(5.6)
d
ǫ(d)
ΛK
|K|
=
bi
ǫ(bi)
where ΛK is the integral in K with ǫ(ΛK) = |K| and d ∈ Bi. Thus
α
bi
(x) = α(S(bi)1x(bi)2) =
=
ǫ(bi)
ǫ(d)|K|
α(S(dΛ
K
)1)x(dΛK)2) =
=
ǫ(bi)
ǫ(d)|K|
α(S((Λ
K
)1)S(d1)xd2(ΛK )2) =
=
ǫ(bi)
ǫ(d)
α(S(d1)xd2) =
=
ǫ(bi)
ǫ(d)
α
d
(x)
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for all d ∈ Bi.
This implies that d ∼ d′ then
α
d
ǫ(d)
=
α
d′
ǫ(d′)
. 
Let N be an H-module andW an H∗-module. ThenW⊗N becomes
an H-module such that
(5.7) h(w ⊗m) = w0 ⊗ (S(w1)hw2)m
It can be checked that W ⊗N ∼= N |W | as H-modules. Indeed the map
φ : W ⊗N →
ǫ
W ⊗N, w ⊗ n 7→ w0 ⊗ w1n
is an isomorphism ofH-modules where
ǫ
W is considered leftH-module
with the trivial action. Its inverse is given by w ⊗m 7→ w0 ⊗ S(w1)m.
To check that φ is an H-module map one has that
φ(h.(w ⊗ n)) = φ(w0 ⊗ (S(w1)hw2)m)
= w0 ⊗ w1(S(w2)hw3)m
= w0 ⊗ hw1m
= h.(w0 ⊗ w1m)
= hφ(w ⊗m)
for all w ∈ W , m ∈M and h ∈ H .
Proposition 5.8. Let K be a normal Hopf subalgebra of H and M be
an irreducible K-module with character α ∈ C(K). If d ∈ Irr(H∗) then
1
ǫ(d)
α
d
↑HK= α ↑
H
K
Proof. Using the notations from subsection 4.1 let Ai be the subset of
Irr(K) which contains α. It is enough to show that the constituents of
α
d
are contained in this set and then the induction formula 4.6 from the
same subsection can be applied. For this, suppose N is an irreducible
H-module and
(5.9) N ↓
K
= ⊕si=1Ni
where Ni are irreducible K-modules. The above result implies that
W ⊗ N ∼= N |W | as H-modules. Therefore (W ⊗ N) ↓K= N ↓K
|W | as
K-modules. But (W ⊗N) ↓
K
= ⊕si=1(W ⊗Ni) where each W ⊗Ni is a
K-module by 5.1. Thus
(5.10) ⊕si=1 N
|W |
i = ⊕
s
i=1(W ⊗Ni)
This shows that if Ni is a constituent of N ↓K then W ⊗Ni has all the
irreducible K- constituents among those of N ↓
K
. Formula 4.6 applied
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for each irreducible constituent of α
d
gives that
(5.11)
1
ǫ(d)
α
d
↑HK= α ↑
H
K
for all α ∈ Irr(K) and d ∈ Irr(H∗). 
Proposition 5.12. Let K be a normal Hopf subalgebra of H and M
be an irreducible K-module. Then M ↑HK↓
H
K and ⊕d∈Irr(H∗)
dM have the
same irreducible constituents.
Proof. Consider the equivalence relation rH
k, K
from Section 2 and let
B1, · · · ,Bs be its equivalence classes. Pick an irreducible character
di ∈ Bi in each equivalence class of r
H
k, K
and let Ci be its associated
simple coalgebra. Then Corollary 2.6 implies that H = ⊕si=1CiK. It
follows that the induced module M ↑H
K
is given by
M ↑H
K
= H ⊗
K
M = ⊕si=1CiK ⊗K M
Each CiK⊗K M is a K-module by left multiplication with elements of
K since
k.(ck′ ⊗K m) = c1(Sc2kc3)k
′ ⊗K m = c1 ⊗K (Sc2kc3)k
′m
for all k, k′ ∈ K, c ∈ Ci and m ∈ M . Thus M ↑
H
K
restricted to
K is the sum of the K-modules CiK ⊗K M . On the other hand the
composition of the canonical maps Ci⊗K →֒ CiK⊗M → CiK⊗KM is
a surjective morphism of K-modules which implies that CiK⊗KM is a
homeomorphic image of ǫ(di) copies of
diM . Therefore the irreducible
constituents of M ↑HK↓
H
K are among those of ⊕d∈Irr(H∗)
dM . In the
proof of the previous Proposition we showed the other inclusion. Thus
M ↑HK↓
H
K and ⊕d∈Irr(H∗)
dM have the same irreducible constituents. 
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