Quantization of Acoustic Model Parameters in Automatic Speech
  Recognition Framework by Prasad, Amrutha et al.
Quantization of Acoustic Model Parameters in Automatic Speech Recognition
Framework
Amrutha Prasad1,2, Petr Motlicek1, Srikanth Madikeri1
1Idiap Research Institute, Martigny Switzerland
2Unidistance, Distance Learning University, Switzerland
{aprasad, petr.motlicek, srikanth.madikeri}@idiap.ch
Abstract
Robust automatic speech recognition (ASR) system exploits
state-of-the-art deep neural networks (DNN) based acoustic
model (AM) trained with Lattice Free-Maximum Mutual In-
formation (LF-MMI) criterion and n-gram language models.
These systems are quite large and require significant parame-
ter reduction to operate on embedded devices.
Impact of the parameter quantization on the overall word
recognition performance is studied in this paper. Following
three approaches are presented: (i) AM trained in Kaldi frame-
work with conventional factorized TDNN (TDNN-F) architec-
ture. (ii) the TDNN built in Kaldi is loaded into the Pytorch
toolkit using a C++ wrapper. The weights and activation pa-
rameters are then quantized and the inference is performed in
Pytorch. (iii) post quantization training for fine-tuning. Results
obtained on standard Librispeech setup provide an interesting
overview of recognition accuracy w.r.t. applied quantization
scheme.
Index Terms: speech recognition, parameter reduction, quanti-
zation.
1. Introduction
Deep Neural Networks (DNN) help learn multiple levels of
representation of data in order to model complex relationships
among them. Conventional Acoustic Model (AM) used in ASR
framework is trained with neural network architectures such as
Convolutional Neural Networks (CNN) [1], Recurrent Neural
Networks (RNNs) [2], Time-delay Neural Networks (TDNN)
[3] with the Kaldi [4] toolkit. Such models have often millions
of parameters making them impractical to use with embedded
devices such as Raspberry Pi. To embed ASR system on such
devices, the footprint of the ASR system needs to be signifi-
cantly reduced. One simple solution is to train a model with
fewer parameters. However, reducing the model size usually
decreases the performance of the system.
Previous research has shown several possible alternative ap-
proaches. Quantizing the model parameters from floating point
values to integers is one popular approach. In [5], quantiza-
tion methods are studied for CNN architectures in image clas-
sification and other computer vision problems. Results show
that quantizing such models reduces the model size significantly
without any impact on the performance. Another approach is to
use teacher-student training to first train a larger model that is
optimized for performance and use its output to train a smaller
model. Alternately, in models such as [11] parameter reduction
is integrated as a part of training. In this paper, we study the
effect of quantizing the parameters of an AM used in ASR with
a focus on deploying it on embedded devices with low compu-
tational resources (especially, memory). We present the impact
on the performance of the ASR system when the AM is quan-
tized from float32 to int8 or int16. The results of the quanti-
zation process are then compared to other techniques used in
parameter reduction for automatic speech recognition models.
We believe that results obtained from our study have not been
presented in literature, and can be of interest for researchers ex-
perimenting with interfacing Kaldi and Pytorch [12] tools for
ASR tasks.
The rest of the paper is organized as follows. Section 2 de-
scribes briefly the current techniques used in parameter reduc-
tion of a model. This is followed by an overview of the quan-
tization techniques and their application to AM training with
Kaldi toolkit (Section 3). Section 4 presents the experiments
and the results. Finally, the conclusion is provided in Section 5.
2. Related work
Speech recognition can be considered as a sequence-to-
sequence mapping problem where a sequence of sounds is con-
verted to a sequence of meaningful linguistic units (e.g. phones,
syllables, words, etc.). In order to better distinguish different
classes of sounds, it is useful to train with positive and nega-
tive examples. Hence, sequential discriminative criteria such
as maximum mutual information (MMI) and state-level Maxi-
mum Bayes Risk (sMBR) can be applied. The former is now
commonly known as lattice-free MMI (LF-MMI/Chain model)
[6]. This method could also be used without any Cross-Entropy
(CE) initialization leading to lesser computation cost.
State-level sequence-discriminative training of DNNs starts
from a set of alignments and lattices that are generated by de-
coding the training data with a Language Model (LM). For each
training condition, the alignments and lattices are generated us-
ing the corresponding DNN trained using CE [6]. The cross-
entropy trained models are also used as the starting point for the
sequence-discriminative training. Whereas in sMBR training
word-level language model is used, in LF-MMI training phone-
level LM is used. This simplification enables LF-MMI training
to use GPU clusters and is considered as the state-of-the-art AM
for an ASR system. Hence our experiments consider AM with
TDNN architecture.
Parameter reduction is a process that removes certain layers
of the neural network avoiding the loss of useful information of
the network required for its decision process. This process can
be applied to already trained neural networks or implemented
during the training. Several different approaches can be consid-
ered:
• Teacher-student approach to reduce the number of layers
in the student neural network [7].
• Reduce the size of the layers used in training the neural
network through matrix factorization [8].
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• Reduce the hidden layer dimension (e.g. from 1024 to
512 in each layer of the neural network).
• Reduce the number of hidden layers used in the network.
• Quantization of model parameters (e.g. from 32 bit float-
ing precision to 16 bit floating precision) [5][9].
Single Value Decomposition (SVD) is one of the most pop-
ular methods which can be applied to the trained models to
factorize the learned weight matrix as a product of two much
smaller factors. SVD then discards the smaller singular values
followed by fine tuning of the network parameters to obtain a
parameter-reduced model [10].
Another approach to enforce parameter reduction while
training a neural network AM is by applying low-rank factor-
ized layers [11]. In semi-orthogonal factorization, the parame-
ter matrixM is factorized as a product of two matricesA andB,
where B is a semi-orthogonal matrix and A has a smaller inte-
rior (i.e. rank) than that of M . This technique enables training a
smaller network from scratch instead of using a pre-trained net-
work for parameter reduction. The LF-MMI training also pro-
vides a stable training procedure for semi-orthogonalized ma-
trices.
While semi-orthogonal matrices have been studied with
TDNN-F (a variant of TDNN with residual connections), it
has not been compared with other model reduction techniques.
In our experiments, we present the comparison with respect to
varying the number of layers.
3. Quantization
A popular technique to reduce the size of the model is through
quantization. This approach is applied in computer vision prob-
lems and is supported by many deep learning frameworks like
Pytorch [12] and TensorFlow [13]. However, applying quanti-
zation to AM trained with LF-MMI criterion using Kaldi toolkit
is not a straightforward approach. The following subsections
explain the standard quantization process for DNNs and how it
is applied to the AMs.
3.1. Overview of quantization process
Quantization is a process of mapping a set of real valued in-
puts to a discrete valued outputs. Commonly used quantization
types are 16 bits and 8 bits. Quantizing model parameters typ-
ically involves decreasing the number of bits used to represent
the parameters. Prior to this process the model may have been
trained with IEEE float32 or float64. A model size can be re-
duced by a factor of 2 (with 16 bits quantization) and by a factor
of 4 (with 8 bits quantization) if the original model uses float32
representation.
In addition to the quantization types, there are different
quantization modes such as symmetric and asymmetric quan-
tization. As mentioned earlier, a real valued variable x in the
range of (xmin, xmax) is quantized to a range (qmin, qmax).
In symmetric quantization, the range (qmin, qmax) corre-
sponds to (−Nlevels
2
, Nlevels
2
− 1). In asymmetric quantization
the quantization range is (0, Nlevels
2
−1). In the aforementioned
intervals, Nlevels = 216 = 65536 for 16 bit quantization and
Nlevels = 2
8 = 256 for 8 bit quantization.
A real value r, can be expressed as an integer q given a scale
S and zero-point Z [5]:
r = S ∗ (q − Z). (1)
In the above equation, scale S species the step size required
to map the floating point to integer and an integer zero-point
represents the oating point zero [5].
Given the minimum and maximum of a vector x and the
range of the quantization scheme, scale and zero-point is com-
puted as below [9]:
S =
xmax − xmin
qmax− qmin (2)
Z = qmin− xmin
scale
. (3)
As mentioned in [5], for 8 bit integer quantization the val-
ues never reach -128 and hence we use qmin = −127 and
qmax = 127.
3.2. Quantization application
We implement the quantization algorithms in Pytorch as it pro-
vides better support than Kaldi for int8, uint8 and int16 types.
The aim of our work is to port models trained in Kaldi to be
functional in embedded systems. There already exist tools such
as Pykaldi [14] that help users to load Kaldi acoustic models for
inference in Pytorch. However, they do not allow to access the
model parameters by default. To support this work, we imple-
mented a C++ wrapper that allows to access the model parame-
ters and input MFCC features as Pytorch tensors. The wrapper
also allows us to write the models and ark (archive) files back
to Kaldi format.
Once the model is loaded as a tensor, there exist several
options: we can quantize only the weights of the models, or
quantize both weights and activations.
3.2.1. Quantization of weights only
Weight-only quantization is an approach in which only the
weights of the neural network model are quantized. This ap-
proach is useful when only the model size needs to be reduced
and the inference is carried out in floating-point precision. In
our experiments, the weights are quantized in Pytorch and the
inference is carried out in Kaldi.
3.2.2. Quantization of weights and activations
In order to reduce the model from 32 bit precision to 8 bit preci-
sion, both the weights and activations must be quantized. Acti-
vations are quantized with the use of a calibration set to estimate
the dynamic range of the activations. Our network architecture
consists of TDNN layer followed by ReLu and Batchnorm lay-
ers. In our experiments, we quantize only the weights and input
activations to the TDNN layer as depicted in Figure 1 (i.e., the
integer arithmetic is applied only to the 1D convolution). Float-
ing point operations are used in ReLu and Batchnorm layers in
order to simplify the implementation, as the main focus of this
paper is to only study the impact of quantization on AM weights
and activations. The conventional word-recognition lattices are
then generated by a Kaldi decoder (i.e. performance in Kaldi)
with the use of Pytorch generated likelihoods.
3.2.3. Post quantization fine-tuning
Quantization is a process that reduces the precision of the
model. This implies that noise is added when weights are quan-
tized. In order to reduce the level of noise, a process of fine
tuning is carried out. In this experiment, the quantized weights
are first de-quantized and saved. This model is then loaded back
Table 1: Comparing parameter reduction techniques for monophone-based TDNN acoustic model: Quantization (bits), Weight Quan-
tization (WQ), Activation Quantization (AQ), Number of parameters, model size and Word-Error Rate (WER) [in %] when a small LM
was used for decoding.
Model Quantization (bits) WQ AQ Params Size WER %
Baseline TDNN - No No 7.9M 1x 8.1
TDNN 16 Yes No 7.9M 0.5x 10.7
TDNN 8 Yes No 7.9M 0.25x 10.7
TDNN 8 Yes Yes 7.9M 0.25x 17.3
TDNN - fine tuned 8 Yes Yes 7.9M 0.25x 18.5
TDNN-F - No No 3.14M 0.4x 10.8
Table 2: Comparing parameter reduction techniques for triphone-based TDNN acoustic model: Quantization (bits), Weight Quantiza-
tion (WQ), Activation Quantization (AQ), Number of parameters, model size and word error rate (WER) [in %] when a small LM was
used for decoding.
Model Quantization (bits) WQ AQ Params Size WER %
Baseline TDNN - No No 15.4M 1x 6.32
TDNN 16 Yes No 15.4M 0.5x 10.01
TDNN 8 Yes No 15.4M 0.25x 11.44
TDNN 8 Yes Yes 15.4M 0.25x 11.21
TDNN - fine tuned 8 Yes Yes 15.4M 0.25x 11.28
TDNN-F - No No 6.2M 0.4x 8.3
Figure 1: Block diagram of integer arithmetic inference with
quantization of weights and activations. Input activations and
weights are represented as 8-bit integer according to equation
1. The 1D convolution involves integer inputs and a 32-bit inte-
ger accumulator. The output of the convolution is mapped back
to floating point and added with the bias.
to Kaldi and further trained for 2 epochs with a low learning
rate. The process of quantizing and fine tuning is carried out
in three iterations with an assumption that the final model when
quantized converges to the baseline TDNN model.
4. Experiments
All our experiments conducted to reduce parameters of TDNN-
based acoustic models are trained with Kaldi toolkit (i.e. nnet3
model architecture). AMs are trained with the LF-MMI training
Table 3: Comparison of TDNN-F model with varying number
of layers in the monophone setup when a large LM was used for
decoding.
Model No. of layers Params WER
TDNN 7 3.14M 5.4
TDNN-F 7 3.14M 7.3
TDNN-F 10 4.35M 5.7
TDNN-F 17 7.1M 5.2
Table 4: Comparison of quantization error for the monophone
and triphone-based TDNN acoustic models.
Quantization (bits) Monophone Triphone
16 12.9 2.5
8 13.5 22.7
framework, considered to produce state-of-the-art performance
for hybrid ASR systems. In the paper, we not only consider
conventional triphone systems but also a monophone based sys-
tem. In the former case, the output layer consists of senones
obtained from clustering of context-dependent phones. In the
latter case, the output layer consists of only monophone out-
puts, which can be considered as yet another approach to reduce
the computational complexity of ASR systems. The triphone-
based AM uses position-dependent phones which produces a
total of 346 phones including the silence and noise phones.
The monophone-based AM uses position-independent phones
which comprises of 41 phones. The output of the triphone-
based AM produces 5984 states while the monophone-based
AM produces 41 states.
The AMs trained use conventional high-resolution MFCC
features with speed perturbed data. We did not include i-
vectors. The TDNN and TDNN-F models use 7 layers with
the hidden layer dimension of 625.
In this study we also train TDNN-F model by increasing
the number of layers until it reaches number of parameters of
the baseline TDNN (7M params). Table 3 shows that by using
twice as many layers as TDNN in TDNN-F, the same number of
params are retained with an improved performance. The results
presented in this table are rescored with a large LM trained on
Librispeech.
The AMs are trained with 960h of Librispeech [15] data.
The LMs are also trained on Librispeech which is available to
downloaded from the web. Librispeech is a corpus of approxi-
mately 1000 hours of 16 kHz read English speech from the Lib-
riVox project. The LibriVox project is responsible for the cre-
ation of approximately 8000 public domain audio books, the
majority of which are in English. Most of the recordings are
based on texts from Project Gutenberg2, also in the public do-
main.
The quantization is performed in Pytorch. Quantization ex-
periments are carried out for 16 bit and 8 bit integers in symmet-
ric mode. As discussed in Section 3, the model and the features
from Kaldi are loaded as Pytorch tensors with the help of the
C++ wrapper.
The word recognition performance for all experiments is
performed on Librispeech test-clean evaluation set. The quan-
tization experiments use a small LM while the comparison of
varying the layers of TDNN-F AM uses a large LM.
4.1. Parameter reduction experiments
We compare floating-point vs. integer arithmetic inference for
TDNN model with different quantization types (16-bit and 8-
bit integer) and different quantization schemes, as discussed
in Section 3.2. We also compare the quantization technique
with the low-rank matrix factorization technique used during
the training of the model.
Table 1 shows that weight-only quantization reduces the
model size by 50% without a significant impact on the perfor-
mance of the monophone-based AM. Quantizing both weights
and activations reduces the model size with an increases WER
compared to weight only quantization. Table 2 shows that quan-
tizing both weights and activations outperforms the weight-only
quantization in the triphone system. In both monophone and tri-
phone systems, post quantization fine-tuning does not show any
impact. The TDNN-F model reduces the model size by 40%
with a loss in the recognition performance of 2.7% (absolute)
compared to the baseline TDNN. However, compared to the 8-
bit and 16-bit quantized model, the loss in WER of TDNN-F
is negligible (10.7% WER for the quantized model vs 10.8%
WER of TDNN-F).
4.2. Quantization error
The norm between the weights and its de-quantized version is
the quantization error. Table 4 shows the error for monophone
and triphone-based AMs with respect to int8 int16 quantization.
The high variation of the error in the triphone system is due its
large number of outputs.
5. Conclusions
We presented a study that shows the effect of quantizing the
acoustic model parameters in ASR. The experimental results re-
veal that the parameter-quantization can reduce the model size
significantly while preserving a reasonable word recognition
performance. TDNN-F models provide a better performance
when the number of layers is higher than for the TDNN mod-
els. Quantization of the acoustic models can be further explored
through fusing the TDNN, ReLu and Batchnorm layers. Since
fine-tuning did not bring any significant improvements in our
experiments, our future work will consider an implementation
of the quantization-aware training.
The quantization experiments are conducted in Pytorch,
while the acoustic models are developed using popular Kaldi
toolkit. Implemented C++ wrappers allowing to interface pa-
rameters of the Kaldi-based DNN acoustic models in Pytoch
will be offered to other researchers through a Github project.
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