Abstract. We prove that a finitely generated soluble residually finite group has polynomial index growth if and only if it is a minimax group. We also show that if a finitely generated group with PIG is residually finite-soluble then it is a linear group. These results apply in particular to boundedly generated groups; they imply that every infinite BG residually finite group has an infinite linear quotient.
Introduction
A group G is said to have polynomial index growth, or PIG, if the orders of its finite quotients are polynomially bounded relative to their exponents; that is, if there is a constant a such that jG=G n j e n a En A N ð1Þ for every finite image G of G (and in this case we say that G has PIGðaÞ). The problem of characterizing finitely generated residually finite (fg rF) groups with PIG was raised 20 years ago in [20] , along with the analogous problem for polynomial subgroup growth (PSG). While the latter was solved within eight years [10] , the former has proved resistant. For a detailed account of what is known about PIG and its relation to other 'upper finiteness conditions' see [11] , Chapter 12.
The di‰culty of the problem is explained by the far greater diversity of groups with PIG. The fg rF groups with PSG are precisely those that are virtually soluble of finite rank. There are only countably many of these, and they all have PIG; but many other groups do as well. Indeed, it is shown in [2] that there exist uncountably many non-isomorphic fg rF groups with PIG. This suggests that the characterization of all fg rF groups with PIG is not really a meaningful project. It may be reasonable to seek a characterization of the profinite completions of such groups; a step in this direction is taken in [2] , Theorem 2.3 (cf. [11] , Theorem 12.6), which may be complemented by our Theorem 1.2, stated below.
The construction in [2] gives groups that are neither virtually soluble nor linear. Among the non-soluble linear groups there also exist many groups with PIG. It was observed in [13] that arithmetic groups with the congruence subgroup property (CSP) tend to have PIG. Subsequently, Lubotzky, Platonov and Rapinchuk proved that PIG actually provides a group-theoretic characterization of CSP:
Let G be an S-arithmetic group in a simply connected, absolutely almost simple algebraic group over an algebraic number field. Then G has PIG if and only if G has the congruence subgroup property ( [9] , [17] ).
Thus PIG may be seen as an 'abstract' analogue to the congruence subgroup property. It is known [13] that every fg residually nilpotent group with PIG is linear in characteristic zero; this is generalized in Corollary 1.3 below. It is not fanciful to suppose that the fg linear groups with PIG may be susceptible to some sort of characterization; at least, one may hope to prove that they are in some sense not too far removed from the known ones, namely the virtually soluble ones and those of 'arithmetic' type. It is shown in [1] that those which are linear in positive characteristic are virtually abelian, but the general case seems a distant prospect.
In this paper, we complete the work begun in [20] (and solve Problem 8e of [11] ) by proving Theorem 1.1. Let G be a fg rF group that is virtually soluble. Then G has PIG if and only if G has finite rank.
The fg rF soluble groups of finite rank form a well-understood class of groups, consisting of the fg soluble minimax groups that are virtually torsion-free; some of their features are briefly recalled in Section 3 below. (As usual, we say that a group is virtually X if it has a normal subgroup of finite index with property X.)
The theorem is actually a corollary of a more general result. For any group G we denote by dðGÞ the minimal cardinality of a generating set for G, and define rkðGÞ ¼ supfdðHÞ j H e G with dðHÞ < yg; ð2Þ this is the rank of G (also called the Prü fer rank). It is known ( [13] , Theorem 5.1) that every finite group of rank r has PIGðaÞ where a e rð3 þ log 2 rÞ; so a finite bound for the ranks of all finite quotients of a group G implies that G has PIG, and the question is: to what extent does the converse hold? The results stated above show that it does not hold in general, even for finitely generated groups; our main result answers the question as far as finite soluble quotients are concerned. Here expðQÞ denotes the exponent of a group Q. Theorem 1.2. Let G be a finitely generated group, and let S denote the set of all finite soluble quotient groups of G. Suppose that there exists a such that jQj e expðQÞ Is every rF BG group with FAb linear?
The paper [1] establishes many properties of the BG groups with FAb. In particular, the proof of Corollary 1.5 of [1] shows the following: if G is an infinite rF BG group with FAb, then G has an infinite rF quotient Q such that either (a) Q is linear in characteristic zero or (b) Q has a normal subgroup Q 0 of finite index such that every finite quotient of Q 0 is soluble. Now Corollary 1.3 shows that case (b) is subsumed in case (a). Since every fg virtually abelian group is also a linear group in characteristic zero, we may infer Corollary 1.6. Every infinite rF BG group has an infinite linear image (in characteristic zero).
(It should be mentioned that this does not depend on the full force of Theorem 1.2: Theorem 1.7, stated below, su‰ces to show that in case (b), Q is virtually residually nilpotent, and hence linear by [13] , Theorem F.)
It is certainly necessary to assume residual finiteness in Corollary 1.6: recently Muranov [15] has constructed an infinite simple group which is equal to the product of 27 cyclic subgroups. The following question suggests itself:
Does every rF BG group that is not virtually soluble have a non virtually-soluble linear image?
The answer is 'no' if BG is replaced by PIG in this question: the groups constructed in [2] have the property that every linear quotient is virtually cyclic; while recent work of Kassabov and Nikolov [5] , combined with results from [2] , enables one to construct examples of fg rF groups with PIG that have no infinite linear quotients at all.
Further results. As usual in the investigation of 'upper finiteness conditions', the proof of the main theorem falls into two distinct parts. The first, 'local', part belongs to finite group theory and produces quantitative information. Here, f ðaÞ and gðr; aÞ denote certain functions of the exhibited arguments. Theorem 1.7. Let G be a finite soluble group with PIGðaÞ. Then G has a nilpotent-bymetabelian normal subgroup of index at most f ðaÞ.
This will be used in conjunction with These 'finite' results can be formulated (in slightly weaker form) as qualitative results about profinite groups. Routine arguments (left to the reader) establish the following corollaries. Corollary 1.9. Let G be a prosoluble group with PIG. Then G is virtually pronilpotent-by-metabelian.
(A prosoluble (resp. pronilpotent) group is an inverse limit of finite soluble (resp. nilpotent) groups. A profinite group G has PIG if, for some a, (1) holds for all continuous finite quotients G of G.) Corollary 1.10. Let G be a prosoluble group with PIG and N a closed pronilpotent normal subgroup of G. If G=N 0 has finite rank then G has finite rank.
Here, N 0 denotes the closure of the derived group N 0 of N. The rank of a profinite group G is defined by (2) where H ranges over closed-or equivalently open-subgroups and dðHÞ refers to topological generators; cf. [3] , §3.2. Theorem 1.2 can also be stated in 'profinite language': it says that the prosoluble completion of a fg group has PIG if and only if it has finite rank. But it cannot be established by 'local' methods alone: one needs the 'global' hypothesis that the prosoluble group in question is the completion of some finitely generated abstract group. Indeed Proposition 3.5 of [1] (see [11] , Theorem 12.8.4) exhibits a metabelian finitely generated profinite group A with PIG that has infinite rank. This shows that Corollary 1.9 is in a sense best possible.
The group A is 'boundedly generated' in the profinite sense (i.e. it is a product of finitely many procyclic subgroups), and has relatively fast subgroup growth. In Section 9 we show, by a similar construction, that there exist 2-generator metabelian profinite groups B with PIGð3Þ that have arbitrarily slow non-polynomial subgroup growth but infinite rank (a prosoluble group of infinite rank cannot have PSG, by [11] , Theorem 10.2. It is also worth remarking that a fg abstract metabelian group, if its subgroup growth is not polynomial, must have subgroup growth of type at least 2 n 1=d for some positive integer d -see [11] , §9.1). These groups B have PIG also when viewed as (infinitely generated) abstract groups, showing that the hypothesis of finite generation is necessary in the main results stated above (it is easy to see, for example, that B is not linear, cf. [28] , Theorem 2.2).
What the 'finite' results do is to reduce the 'global' problem to manageable proportions, namely to establishing the following special case: Proposition 1.11. Let E be a finitely generated soluble group of derived length at most 3. If E has PIG then E has finite upper rank.
The proof has two distinct components. The first is a general result of some independent interest, about groups all of whose virtually residually nilpotent quotients have finite rank (see Theorem 3.2 below); this implies Proposition 1.11 in the 'non-singular' case where certain primes do not appear in the torsion of E 00 (the second derived group of E). The remaining 'singular' case does not succumb to such a crude attack, and has to be tackled directly; this is the second component of the proof, and occupies Sections 7 and 8. Theorem 3.2 also has applications to subgroup growth and other 'upper finiteness conditions', briefly discussed in Section 3.
Deduction of Theorem 1.2. Let G be a d-generator group satisfying the hypothesis of Theorem 1.2. Put
Then jG=G 0 j ¼ m, say, is finite, and it is easy to see that every finite soluble quotient of G 0 has PIGðbÞ where b ¼ að1 þ log 2 mÞ. Thus E is finitely generated and has PIGðbÞ, so Proposition 1.11 shows that E has finite upper rank, r say.
0 K 0 is a finite quotient of E, hence has rank at most r. Using Proposition 1.8 we deduce that rkðQÞ ¼ rkðG=KÞ e rkðG=G 0 Þ þ rkðG 0 =K 0 Þ e rkðG=G 0 Þ þ gðr; bÞ:
As this holds for every Q A S we see that Theorem 1.2 follows from Theorem 1.7, Proposition 1.8 and Proposition 1.11.
We must conclude this introduction with an apology. The proof of Proposition 1.11 given in Sections 3-8 rests on the theory of finitely generated soluble groups initiated by P. Hall and J. E. Roseblade between 1950 and 1980, and further developed by Brookes and the second author. This theory elucidates the ideal theory and module structure for group algebras kG where G is a soluble group of finite rank and k is a finite field. What it does is to reproduce, in a non-commutative and non-Noetherian setting, many key features of classical commutative algebra. The actual results that we need cannot be stated without considerable preparation; rather than increase the bulk of this paper by repeating the many technical definitions, we will simply quote as necessary. The reader who wants to work through the proof in detail will therefore need to have at hand the papers [21] and [24] , where the requisite machinery is presented in full.
Finite soluble groups
In this section all groups are assumed to be finite and soluble. We begin by recalling some well-known results about permutation groups and linear groups. (ii) If G is a completely reducible subgroup of GL n ðF p Þ then
Corollary 2.2. If T is a transitive permutation group of degree t then
Proof. T is contained in a permutational wreath product P o T 2 where P is primitive of degree t 1 , where 1 < t 1 j t, and T 2 is transitive of degree t=t 1 . Inductively we may suppose that expðT 2 Corollary 2.4. In the notation of the proposition, we have
Proof. Applying Proposition 2.1(ii) to the projections of C=B in the product (d) we see that
With (c) this gives the first claim, and the second claim follows since now
Now let G be a finite soluble primitive permutation group. Then G ¼ V z H where V is elementary abelian of order p n , say, and the action of H on V is faithful and represents H as an irreducible subgroup of GL n ðF p Þ. Decomposing V into a maximal system of imprimitivity for H, we may embed H in a permutational wreath product
where L is a primitive linear group of degree m j n over F p and T is a transitive permutation group of degree t ¼ n=m. Also T is an image of H. It follows that n < ða þ 1Þa þ 7a log n=log p, and hence that n=a e f 1 ¼ f 1 ðaÞ, a number depending only on a.
In the notation of Proposition 2.3, we now have b ¼ m=a e n=a e f 1 . As S=C is cyclic, Corollary 2.4 now implies that S=A has a cyclic subgroup of index at most
Á T where L ðtÞ is the base group of the wreath product (3). Putting M ¼ H X L ðtÞ 1 we have M 00 ¼ 1 and
Since t ¼ n=m e n=a e f 1 it follows that jH : Mj e f 2 ðaÞ, a number depending only on a. Let M 0 be the biggest normal subgroup of H contained in M. Applying Corollary 2.2 to the action of H on the right cosets of M we see that expðH=M 0 Þ < f 2 ðaÞ 4 , and hence that jH=M 0 j < f 2 ðaÞ 4a ¼ f 3 ðaÞ, say. Recalling that H G G=V , we may deduce Lemma 2.5. Let G be a finite soluble primitive permutation group with PIGðaÞ. Then G has a normal subgroup G 1 such that jG=G 1 j < f 3 ðaÞ and G 000 1 ¼ 1.
It is now easy to complete the proof of Theorem 1.7. Let G be a finite soluble group with PIGðaÞ. Then G has a nilpotent-bymetabelian normal subgroup of index at most f ðaÞ.
Proof. Put h ¼ f 3 ðaÞ!. Let J be any maximal subgroup of G and let K be the intersection of all G-conjugates of J. Then G=K is a primitive permutation group, so Lemma 2.5 shows that ðG h Þ 000 e K. 0 Þ e r. We will show that rkðF Þ is bounded above by a function of r and a.
where t e r. It is well known and easy to see that G=F is then isomorphic to a completely reducible subgroup of GL t ðF p Þ; this implies that jG=F j e p 3t e p 3r by Proposition 2.1(ii).
Let
, Chapter 2 shows that F k is a powerful p-group, and then
Now the exponent of G=F mþ1 is at most
which gives
Hence s e ðlog 2 s þ 3r þ 3Þa, whence s is bounded above in terms of r and a. Since rkðF =F k Þ is at most ks and rkðF k Þ e s it follows that rkðF Þ is bounded above as required. r
Infinite soluble groups: the non-singular case
Let us recall some basic facts about soluble groups of finite rank; the results are principally due to Mal'cev, Robinson and Zaicev. A good reference is [8] , Chapter 5. A group G has (Prü fer) rank r if every finitely generated subgroup of G can be generated by r elements, and r is minimal with this property.
A finitely generated soluble group G has finite rank if and only if it is a m i n i m a x group: that is, it possesses a finite chain
is either cyclic or quasi-cyclic (of type C p y for some prime p).
The finite set of primes p for which such a C p y factor occurs is the spectrum specðGÞ.
For a minimax group G, the following conditions are equivalent:
G is virtually torsion-free.
tðGÞ is finite.
G is rF ¼ residually finite.
G is reduced.
Here tðGÞ denotes the maximal periodic normal subgroup of G, and G is reduced if G contains no non-trivial radicable subgroups.
The class of rF minimax groups is e x t e n s i o n -c l o s e d.
Every rF minimax group is ðrNÞF ¼ virtually residually nilpotent.
Recall also that every fg ðrNÞF group is residually finite, since fg virtually nilpotent groups are residually finite (cf. [8] , 1.3.10). This implies that for a finitely generated m i n im a x g r o u p, the conditions rF and ðrNÞF are equivalent.
We will also use without special mention the fact that a fg rF group has finite rank if and only if it has finite upper rank. This is [13] , Theorem A (but we only apply it for the easier special case of soluble groups).
A special case of our main theorem goes back to 1985 (see [11] , Theorem 12.9): 20] ). Let G be a finitely generated group that is soluble and ðrNÞF. Then G has PIG if and only if G has finite rank.
This shows that fg soluble groups with PIG enjoy the following property:
Definition. A group G satisfies hypothesis H if every ðrNÞF quotient of G has finite upper rank.
We shall prove Theorem 3.2. Let E be a fg rF group having a metabelian normal subgroup N such that E=N is polycyclic. Suppose that E satisfies H. Then E=N 0 is minimax, and if N 0 has no p-torsion where p ¼ specðE=N 0 Þ then E is minimax.
This implies, for example, that every torsion-free fg rF soluble group of derived length three that satisfies H is a minimax group; in particular, it implies Proposition 1.11 for fg rF groups that are torsion-free.
The condition on torsion is definitely necessary, however: in Section 10 we exhibit a residually finite 3-generator metabelian-by-cyclic group that satisfies H but has infinite rank. This answers a question posed in several places by the second author (see [23] , Question 3; [11] , Introduction to Chapter 9).
Before proceeding, let us mention some other applications of Theorem 3.2. For a prime p, the upper p-rank ur p ðGÞ of a group G is the supremum of rkðPÞ as P ranges over all p-subgroups of finite quotients of G. A theorem of Lucchini [12] and Guralnick [4] (first proved for soluble groups by Kovács [6] ) shows that the upper rank urðGÞ of G satisfies urðGÞ e 1 þ sup p ur p ðGÞ; ð4Þ so G has finite upper rank if and only if ur p ðGÞ is bounded as p ranges over all primes. The following corollary of Theorem 3.2 establishes a special case of [22] , Conjecture A (generalizing the main results of [22] ): Corollary 3.3. Let G be a finitely generated group that is virtually nilpotent-byabelian-by-polycyclic. If ur p ðGÞ is finite for every prime p, then G has finite upper rank.
Proof. We may suppose wlog that G has a nilpotent-by-abelian normal subgroup N such that G=N is polycyclic. [23] , Theorem 5 shows that a fg ðrNÞF group having finite upper p-rank for every prime p has finite upper rank, so G satisfies H. Now G=N 0 is ðrNÞF by [19] , so it is residually finite and therefore minimax. Let p ¼ specðG=N 0 Þ. As p is a finite set, it will su‰ce by (4) to show that the numbers ur p ðGÞ are bounded as p ranges over the set p 0 of primes not in p.
For each K A X the group G=N 00 K is again a rF minimax group, so G=D is residually finite. It is also metabelian-by-polycyclic and satisfies H, and as N 0 =D is residually a finite p 0 -group, N 0 =D has no p-torsion. It follows by Theorem 3.2 that G=D has finite rank, r say.
where c is the nilpotency class of N 0 . Let K A X and consider the finite p-group P ¼ N 0 =K. This has nilpotency class at most c and satisfies
it follows that rkðPÞ e s (e.g. by [8] , 1.2.11). On the other hand, as N is nilpotent it is easy to see that if p A p 0 then ur p ðGÞ ¼ sup
The result follows. r
Together with [23] , Theorem 3 this implies that there is a 'gap' in the possible types of subgroup growth for the groups in question:
Corollary 3.4. Let G be a finitely generated group that is virtually nilpotent-byabelian-by-polycyclic. If G has subgroup growth of type strictly less than n log n=ðlog log nÞ 2 then G has finite upper rank, and hence has polynomial subgroup growth.
For the definition of 'subgroup growth type' and further discussion, see [23] and [11] . A direct application of Theorem 3.2 together with [11] , Theorem 9.1 shows that there is a much larger gap in certain cases:
Corollary 3.5. Let G be a fg rF metabelian-by-polycyclic group. If G is torsion-free and has subgroup growth of type less than 2 n e for every e > 0 then G has finite rank, hence polynomial subgroup growth.
The proof of Theorem 3.2 will be completed in Sections 4 and 6.
Reductions
Let us fix some notation, in force for the rest of the paper. We write A e f B; A p f B to mean 'A is a subgroup (resp. normal subgroup) of finite index in the group B'. For a ring R, J p f R; J p max f R means 'J is an ideal (resp. maximal ideal) of finite index in R'. For any ideal J of R and any R-module M, we write
Let G be a group and k a commutative ring. The following special notation is used for the group ring kG. If H is any subgroup of G, the corresponding l.c. Gothic letter h will be used to denote the right ideal
For an ideal I of kG we write
All rings are assumed to have an identity 1 3 0.
Throughout this section, E will denote a finitely generated group that satisfies H: (ii) Q=D is a minimax group;
(iv) if Q=D is torsion-free then Q=D is residually a finite p-group for every prime p B p.
Proof. Since E=Q 0 is abelian-by-polycyclic it is ðrNÞF [19] , hence minimax and residually finite. In particular, Q=Q 0 is a virtually torsion-free minimax group. Claims (ii) and (iii) follow by [8] Suppose that E has a normal subgroup Q such that E=Q is polycyclic and Q is residually ( finite nilpotent). Then E is minimax.
Proof. Lemma 4.1 shows that Q=g n ðQÞ is minimax for every n f 2, and that spec À Q=g n ðQÞ Á ¼ specðQ=Q 0 Þ ¼ p, say, a finite set of primes.
Step 1. For a prime p, let Qð pÞ denote the finite-p residual of Q. Let H=Q be a torsion-free nilpotent normal subgroup of E=Q, and put H 0 ¼ C H ðQ=Q 0 Q p Þ. Then H=H 0 is finite and H 0 ð pÞ ¼ Qð pÞ.
n for each n. Then Q=Q n is a finite p-group and H 0 acts nilpotently on Q=Q n , so H 0 =Q n is a finitely generated nilpotent group with torsion subgroup Q=Q n . It follows that H 0 =Q n is residually a finite p-group
Q n ¼ Qð pÞ and the claim follows.
Step 2. For each prime p the group E=Qð pÞ is minimax.
Since E=Q is polycyclic, we may choose H in Step 1 so that E=H is virtually abelian. Then there exists K p f E with K f H 0 such that K=H 0 is free abelian. Now apply Step 1 with H 0 in place of Q and K in place of H: this shows that
Þ has finite index in K, hence also in E, and that K 0 ð pÞ ¼ H 0 ð pÞ ¼ Qð pÞ. Thus E=Qð pÞ is ðrNÞF and the claim follows by hypothesis H.
Step 3. There exist a finite set of primes s and a characteristic subgroup T of Q such that Q=T is a torsion-free nilpotent minimax group and T=g n ðQÞ is a s-group for all n f n 0 (where n 0 is the nilpotency class of Q=T).
Choose a prime p B p ¼ specðQ=Q 0 Þ. For each n let T n =g n ðQÞ be the torsion subgroup of Q=g n ðQÞ. Lemma 4.1(iv) shows that Q=T n is residually a finite p-group, so we have
Qð pÞ e T y n¼1 T n :
In a minimax group, every descending chain of normal subgroups with torsion-free factors is finite, so in view of Step 2 there exists c such that T n ¼ T c for all n f c. We put T ¼ T c . Then T=½T; Q is a quotient of the periodic minimax group T=g cþ1 ðQÞ, hence T=½T; Q is a s-group where s is a finite set of primes. This implies that T=½T; k Q is a s-group for every k f 1 and hence that T=g n ðQÞ is a s-group for every n > c.
since Q is residually finite-nilpotent. Since s is finite and each of the quotients E=T, E=QðqÞ is minimax it follows that E is minimax. r Now suppose that E is residually finite, and that E has a metabelian normal subgroup N such that E=N is polycyclic. Lemma 4.1 shows that N=N 0 is virtually torsion-free and that E=N 0 is minimax; we put p ¼ specðN=N 0 Þ and assume that A ¼ N 0 has no p-torsion. We write
and consider A as an (additively written) module for ZG and its subring R ¼ ZG. To complete the proof of Theorem 3.2 we have to show that under these conditions, E (or equivalently A) has finite rank.
Lemma 4.3. Suppose that J is an ideal of R containing mR þ k where m A N, K ¼ K G e G and G=K is polycyclic. Then A=AJ y has finite rank as a Z-module.
Proof. We may as well assume that
Then Q=AJ n is nilpotent, so by Lemma 4.1 it is minimax. The torsion subgroup of Q=AJ n has exponent dividing m n t, where t is the exponent of the (finite) torsion subgroup of N=N 0 ; hence Q=AJ n is finite-by-(torsion free), so residually finite. 
Quasi-fg modules
Both in proving Proposition 4.4 and in later sections we make heavy use of the machinery introduced in [22] . In that paper we considered an abelian-by-polycyclic minimax group G and finitely generated G-modules. Here we have to deal with a module A that may not be finitely generated; instead, we are given that A occurs in an exact sequence
where the group E is finitely generated. In this case, A is said to be quasi-fg. In this section we show that such a module contains nevertheless a finitely generated submodule B that is relatively large, in the sense that 'most' finite quotients of A are also quotients of B, and conversely.
Let L be a non-empty subset of a ring R. The multiplicative semigroup generated by L is denoted hLi. An R-module M is L-torsion if ann R ðaÞ meets hLi for each a A M.
Lemma 5.1. Let R be a commutative ring and let V e U be R-modules such that U=V is L-torsion, where j 3 L L R. Let J be an ideal of R such that J þ lR ¼ R for all l A L. Then for each n f 1 we have
Proof. Note that J n þ mR ¼ R for all m A hLi, since any maximal ideal containing m must meet L, and to simplify notation we may as well take n ¼ 1.
with u i A U and x i A J. There exists m A hLi X Q u Ã i , and then mR þ J ¼ R. Hence
The result follows. r Proposition 5.2. Let E be a finitely generated group and A e N normal subgroups of E such that A is abelian, N=A ¼ N is abelian of finite rank and E=N is polycyclic. Consider A as an (additively written) module for E=A ¼ E. Let R denote the group ring ZN. Then A contains a finitely generated E-submodule B such that (i) A=B is ðRnLÞ-torsion whenever L is a maximal ideal of finite index in R not containing n ¼ ðN À 1ÞR;
(ii) ifÃ A is an R-quotient module of A andB B denotes the image of B inÃ A theñ A AJ n þB B ¼Ã A;
A AJ n XB B ¼B BJ n for every ideal J of finite index in R with J þ n ¼ R and every n A N.
Proof. Write : E ! E=A for the quotient map. Since E is finitely generated and E=N is a finitely presentable group, N is finitely generated as a normal subgroup of E. Also N is a minimax group; we may therefore find a finitely generated subgroup X of N such that
N=X is a divisible torsion group:
Say X ¼ hx 1 ; . . . ; x s i and let fg 1 ¼ 1; g 2 ; . . . ; g d g be a finite subset of E that generates E as a semigroup. We now specify a finitely generated ZE-submodule of N 0 by setting
(we write the group operation in A and N 0 e A additively).
Let L be a maximal ideal of finite index in
We begin by showing that N 0 =B is L-torsion; this amounts to establishing the
Now N 0 is generated as a normal subgroup of E by elements of the form ½x i ; x w j with w A E. Thus N 0 is additively generated by elements
As L is multiplicatively closed, it will su‰ce to establish the claim when a is one of these. This is done by induction on the length of w as a (positive) word in g 1 ; . . . ; g d . If this length is 1 then a A B and we take l ¼ 1. Otherwise, w ¼ g k v for some k and v an element of smaller length. Using the Hall-Witt identity and the fact that N is metabelian we see that for any z A N,
which in additive notation becomes
. Then K is a proper subgroup of finite index in N, so cannot contain X . Thus for some l e s we have x l B K, and the element
The first term in the last line lies in B. Inductively, we may suppose that there exists r A RnL such that ½x i ; x v l Á gr A B. Then l ¼ mr does the job, and the claim is established.
As An e N 0 and n meets L we see that A=N 0 is also L-torsion. Hence A=B is Ltorsion as required, and (i) follows. Now let J be an ideal of finite index in R such that n þ J ¼ R. Then J is contained in only finitely many maximal ideals L 1 ; . . . ; L n , each of these has finite index and none of them contain n. Suppose a A A and write
Thus A=B and consequently alsoÃ A=B B are L-torsion where L is the set J þ 1, and (ii) follows by Lemma 5.1. r
Proof of Proposition 4.4
Let us recall the setup from Section 4. We have a residually finite group E and a metabelian normal subgroup N of E such that E=N is polycyclic. Also N=N 0 is virtually torsion-free and E=N 0 is minimax. We write
p ¼ specðGÞ;
and consider A ¼ N 0 as an (additively written) module for ZG and its subring R ¼ ZG.
We assume that the R-module A has the following properties:
A has no p-torsion;
suppose that J is an ideal of R containing mR þ k where m A N, K ¼ K G e G and G=K is polycyclic. Then A=AJ y has finite rank as a Z-module;
the second property was just the conclusion of Lemma 4.3.
We have to prove that there exists a subgroup H of G such that H p G, G=H is polycyclic, and for each finite H-module image A Ã of A there exists n A N such that A Ã h n ¼ 0.
We shall use without further ado the terminology and notation introduced in [21] . Since E is residually finite, A is residually finite as a G-module and a fortiori as a G-module. Therefore A is a qrf G-module ('quasi-residually finite'). The hypothesis regarding p-torsion says that A is non-singular. Let B be the finitely generated G-submodule of A given in Proposition 5.2, and write
We assume for now thatÃ A 3 0. Recall that PðAÞ denotes the set of associated primes of A: prime ideals of R that are annihilators of non-zero elements of A. Let X ¼ fP A PðAÞ j P M gg:
We claim that A 0 ¼ AðXÞ :¼ fa A A j aP 1 . . . P n ¼ 0 for some P 1 ; . . . ; P n A Xg; this is obvious if g A PðAÞ, and in general it follows from [21] , Cor. 6.6. Now [21] , Lemma 6.5 shows thatÃ A is again qrf and non-singular, and that PðÃ AÞ L PðAÞnX. Thus
Assume until further notice thatB B 3 0. Let Q denote the set of minimal members of PðB BÞ, so Q L PðB BÞ L PðÃ AÞ (and Q is non-empty becauseB B 3 0Þ. Now put
Then PðMÞ ¼ Q by [21] , Lemma 6.5. Thus M is an unmixed G-module, and (as a quotient of B) M is finitely generated as a module for ZG.
Let fP j j j A Jg be a set of representatives for the orbits of G in Q. For each j put D j ¼ N G ðP j Þ and U j ¼ M=MðQnfP j gÞ. Now [21] , Prop. 7.3 says the following: (i) the set J is finite, and for each j A J, (ii) U j is finitely generated as a module for ZD j and (iii) there exists e j A N such that U j P e j j ¼ 0. Moreover, (iv) M embeds naturally into the direct sum of induced modules
and projects onto each of the factors U g j (g A G). Choosing each e j as small as possible, let
is a non-zero P j -prime R-module and W j is finitely generated as ZD j -module. Since J is finite, each W j is either Z-torsion free or else has exponent p for one of finitely many primes p. The quotient maps U j ! W j induce an exact sequence of ZG-modules
say, with M projecting onto each of the factors W g j (g A G).
Now the proof of [21] , Theorem 8.5 shows that there exists a G-invariant semimaximal ideal J of finite index in R such that ðM=D 1 ÞJ y ¼ 0. Moreover, since g j L P j for each j, we may choose J to be an intersection of maximal ideals none of which contains g; in this case we have J þ g ¼ R.
Recall that M ¼B B=C, so D 1 ¼ D=C where D is a ZG-submodule ofB B andB BJ y e D.
From Proposition 5.2 we then haveÃ
On the other hand, the initial hypothesis implies thatÃ A=Ã AJ y has finite rank as a Z-module. HenceB B=D has finite rank. ButB B=D G M=D 1 , and
, Lemma 7.1). As at most finitely many primes occur in the torsion of M=D 1 , this implies that Q is finite, and hence that W Ã has finite rank since each W j is an image of M=D 1 . Therefore W Ã decomposes as a G-module into a finite direct sum of finite vector spaces over finite prime fields and a torsion-free Z-module of finite rank. By the Lie-Kolchin Theorem (cf. [28] , Theorem 3.6), G has a normal subgroup G 1 of finite index such that G
Then G=H is virtually polycyclic, and there exists n such that W Ã h n ¼ 0. Hence h annihilates each of the prime modules W g j , and so h L P g j for each j A J, g A G. Thus h L P for every P A Q, and it follows by [21] , Lemma 6.5(iv) that B B ¼B BðhÞ.
We claim now that
To see this, let P A PðÃ AÞ. Then P j M g, so [21] , Theorem 4.2 shows that there exists a maximal ideal L of finite index in R with P e L and g j L L. Now P ¼ ann R ðaÞ for some a AÃ A.
According to Proposition 5.2 there exists l A RnL such that al AB B. Then alh n ¼ 0 for some n; as P is a prime ideal and l B P it follows that h L P.
We have been assuming up to now thatB B 3 0. The argument just given shows that this is a consequence of the assumptionÃ A 3 0: indeed, PðÃ AÞ is non-empty, so choosing P A PðÃ AÞ and l as above we see that 0 3 al AB B.
NowÃ A ¼Ã A À PðÃ AÞ Á , by [21] , Lemma 6.5. Hence for each finite subset S ofÃ A there exists n A N such that Sh n ¼ 0. This has been established assuming thatÃ A 3 0. It remains true (trivially) whenÃ A ¼ 0, in which case we take H ¼ G. 
Conclusion. Let
This completes the proof of Proposition 4.4, and with it the proof of Theorem 3.2.
Proposition 1.11: a reduction
We restate Proposition 1.11. Let E be a finitely generated soluble group of derived length at most 3. If E has PIG then E has finite upper rank.
We observed above that this follows from Theorem 3.2 in the case where E is rF and torsion-free. The possible presence of 'bad torsion'-corresponding to primes in the spectrum of E=E 00 -means that we have to do a lot more work. We begin in this section by reducing the problem to another special case. Proposition 7.1. Let E be a finitely generated group with normal subgroups N f A where E=N and N=A are abelian of finite rank, A is an elementary abelian p-group, and A is residually finite-simple as a module for F p N. If E has PIG then A is finite.
We make the convention that a simple F p N-module is assumed to be non-trivial for N, so the hypothesis on A amounts to saying that
where A is considered as an (additively-written) module for the abelian group N=A and where M is the set of all maximal ideals of finite index in F p ðN=AÞ excluding the augmentation ideal F p À ðN=AÞ À 1 Á .
The proof of this proposition occupies the next section. Assuming Proposition 7.1 we now complete the Proof of Proposition 1.11. We assume without loss of generality that E is residually finite. Write N ¼ E 0 and A ¼ N 0 , so A is abelian. Since E has PIG it satisfies hypothesis H; the first statement of Theorem 3.2 shows that E=A is a minimax group, and we write p ¼ specðE=AÞ.
For each prime p let r p denote the upper p-rank of A as E-module, that is r p ¼ supfrkðA=CÞ j C e A; C p E and A=C is a finite p-groupg
Then the upper rank of E is at most rkðE=AÞ þ sup p r p , and it will su‰ce by (4) to show that the numbers r p are boundedly finite as p ranges over all primes.
Then E=D 0 is residually finite and A=D 0 has no p-torsion. Applying Theorem 3.2 to the group E=D 0 we infer that A=D 0 has finite rank r, say. It follows that r p e r for every prime p B p.
Now p is a finite set, so it remains to show that r p is finite for each p A p. Fix such a prime p, write k ¼ F p and let
D p ¼
T fC e A j C p E and A=C is a finite p-groupg; X p ¼ T fT e A j A=T is a finite simple kN-moduleg:
Proposition 7.1 applied to E=X p now shows that A=X p is finite. This implies that K :¼ C N ðA=X p Þ has finite index in N.
We claim that K=D p is residually finite-nilpotent. To see this, consider an arbitrary E-submodule C of finite p-power index in A. Then K acts trivially on every simple quotient kN-module of A=C including the trivial ones, hence K À 1 L J where J=ann kN ðA=CÞ is the Jacobson radical of the finite ring kN=ann kN ðA=CÞ. It follows that ðK À 1Þ n L ann kN ðA=CÞ for some n, and hence that K=C is a nilpotent group. Also E=C is residually finite, so K=C is residually finite-nilpotent. The claim follows since the submodules like C intersect in D p .
It now follows by Proposition 4.2 that E=D p has finite rank. Hence r p is finite as required.
The singular case
Now we begin the proof of Proposition 7.1. Let E be a finitely generated group with PIG. We are given normal subgroups N f A of E such that E=N and N=A are abelian of finite rank, A is an elementary abelian p-group, and A is residually finite-simple as a mod-ule for F p N (recall that 'simple' means simple and non-trivial for N). The aim is to prove that A is finite; we assume that A is infinite and propose to derive a contradiction.
We write k ¼ F p . We will use without special mention the fact that every subgroup of finite index in E has PIG, and therefore satisfies H, and we apply results from Section 4. Suppose that N 1 e f N and N 1 p E. Then Lemma 4.1 shows that N 1 =½A; N 1 is minimax, so A=½A; N 1 is finite; if D is the intersection of all kN 1 -submodules C of A such that A=C is simple (non-trivial) for N 1 , then D X ½A; N 1 ¼ 0, so D is finite. Replacing A by A=D we may therefore suppose that A is residually finite-simple as a kN 1 -module.
We choose a specific N 1 as follows. Note that E=A is virtually torsion-free (e.g. by Lemma 4.1). Let E 2 =A be a torsion-free normal subgroup of finite index in E=A, put N 2 ¼ N X E 2 and N 0 ¼ C N 2 ðAÞ. Then N 2 =N 0 is residually finite because A is residually finite as N-module, and it follows that E=N 0 is virtually torsion free. Let E 1 =N 0 p E=N 0 be a torsion-free subgroup of finite index in E 2 =N 0 , and put N 1 ¼ N X E 1 . Finally, let E 3 =N 1 p E=N 1 be a torsion-free subgroup of finite index in E 1 =N 1 . We may assume that E 2 and E 1 have been chosen so as to minimize the rank of N 1 =N 0 ; this rank is thus an invariant of the triple ðE; N; AÞ and we denote it sðE; N; AÞ.
Replacing E by E 3 and N by N 1 , we may thus assume that E=N, N=N 0 and N=A are all torsion free, where N 0 ¼ C N ðAÞ. We write
Thus G is a torsion-free abelian minimax group of rank sðE; N; AÞ acting faithfully on A; also G is Noetherian as a module for G (because G is finitely generated and G=G is abelian, cf. proof of Proposition 5.2).
As A is infinite and residually simple for kG we have G 3 1, so sðE; N; AÞ f 1. We may assume that among all counter-examples to Proposition 7.1, the triple ðE; N; AÞ has been chosen so that sðE; N; AÞ is as small as possible.
Lemma 8.1. If 1 < K e G and jG : N G ðKÞj is finite then A=Ak has finite upper rank as a module for N G ðKÞ.
Proof. Let D denote the intersection of all maximal kG-submodules C of A such that A=C is non-trivial for G but trivial for K. Say N G ðKÞ ¼ E 1 =N 0 . Then the triple ðE 1 =D; N=D; A=DÞ satisfies the hypotheses of Proposition 7.1, and sðE 1 =D; N=D; A=DÞ e rkðG=KÞ < rkðGÞ ¼ sðE; N; AÞ:
Our inductive assumption thus implies that A=D is finite.
It follows that Q :¼ C N ðA=DÞ has finite index in N, so E 1 =Q is polycyclic. Let P=Ak be the finite residual of E 1 =Ak. The argument at the end of the preceding section shows that Q=P is residually finite-nilpotent, and Proposition 4.2 then shows that E 1 =P has finite rank. The lemma follows. r Lemma 8.2. G=C G ðGÞ is infinite.
Proof. Suppose not. Then E=N 0 ¼ G is virtually nilpotent, while N 0 is nilpotent (of class at most 2). It follows by Lemma 4.1 that N 0 has finite rank, which is impossible as A e N 0 . r Lemma 8.3. If J p f kG then A=AJ is finite.
Proof. There exists K ¼ K G e f G with k e J. Then K ¼ Q=N 0 where E=Q is virtually nilpotent. As in the preceding lemma it follows that Q=½A; Q has finite rank, and this implies the result since ½A; Q ¼ Ak e AJ. r Let us pause now to outline the strategy of the proof. The idea is to find a 'good' family of maximal ideals L of finite index in kG, so that the quotient modules A=AL eventually get too big to fit inside the PIG group E. In Subsection 8.1 we establish arithmetical constraints that must be satisfied by any 'good' maximal ideal if E has PIGðaÞ. Subsection 8.2 considers a certain family L of maximal ideals and shows that (almost always) if L belongs to L then so do all the 'sisters' of L, namely the maximal ideals M such that M y ¼ L y . The heart of the proof is in Subsection 8.3: applying the structure theory from [21] and [24] , we identify a good family of maximal ideals, and pin down its properties; here Proposition 5.2 is used. The results of all the preceding subsections are combined to yield the final contradiction in Subsection 8.4.
To describe the arithmetic of maximal ideals we use the following notation: let L be a maximal ideal of finite index in kX where X is an abelian group. Then jkX =Lj ¼ p f for some f , and jX =L y j ¼ m where p F m and f is equal to the order of p modulo m (because X =L y is a subgroup of ðkX =LÞ Ã and is contained in no proper subfield). We set f ðLÞ ¼ f and mðLÞ ¼ m.
Fix the parameters d ¼ dðEÞ
and a A N such that jE=E n j e n a En A N (note that E=E n is automatically finite since E is finitely generated and soluble).
f (L) versus m(L).
The next lemma will enable us to 'lift' finite quotient modules of A into finite quotient groups of E. Lemma 8.4. Let C < A. Suppose that A=C is a finite semisimple kG-module and that C p E 1 where N < E 1 e E. Then there exists C Å p E 1 such that A X C Å ¼ C and
C=C is a trivial G-module. Therefore N 0 1 e C since A=C has no trivial G-submodules. Thus N 1 =C is abelian, and putting
Now N=N 1 is a finite p 0 -group since A=C is semisimple for kG, so N 1 =N 2 is completely reducible as a module for kðN=N 1 Þ. Therefore
and hence
Looking back over the construction we find that
and the result follows. (A lattice diagram makes the argument transparent.) r
The key to the inner structure of the relevant finite quotients is Lemma 8.5. Let 1 < V < P be normal subgroups of a finite group H, with V , P=V and H=P abelian. Assume that V ¼ C H ðV Þ and that V is semisimple and homogeneous as a kðP=V Þ-module. Let C ¼ C H ðP=V Þ and put r ¼ jH=Cj. Then jP=V j Á jV j 2=r is an upper bound for the orders of all elements of C=V.
Proof. Write : H ! AutðV Þ for the map induced by conjugation in H and write F ¼ k½P for the image of kP in EndðV Þ. Then F G kP=L where L ¼ ann kP ðV Þ is a maximal ideal of kP, and P ¼ hzi where z A F Ã has order m ¼ mðLÞ. We have
The action of H by conjugation gives a homomorphism y : H ! GalðF =kÞ with ker y ¼ C, so H ¼ Chxi for some x; note that r ¼ jhxyij divides f ¼ jGalðF =kÞj.
Writing g m as a product of a p-element and a p 0 -element, we see that it will su‰ce to prove (a) if y A C has p-power order then y p n ¼ 1;
(b) if y A C C ðxÞ has order prime to p then y t ¼ 1 for some t e p nf =r .
Proof of (a). This is clear since now y is a unipotent F -automorphism of V .
This is an image of the group algebra F hyi so it is a semisimple F -algebra, on which x induces via conjugation an automorphism x of order r. Let 
Then at least one of the following holds:
Proof. Note that jN=Kj ¼ mðLÞ and that A=AL G ðkG=LÞ ðnÞ for some n A N, so jA=ALj ¼ p nf ðLÞ . Put E 2 ¼ C E 1 ðN=KÞ and r ¼ jE 1 : E 2 j. Since E 1 =E 2 acts faithfully by field automorphisms on kG=L, we have r e f ðLÞ.
According to Lemma 8.4 there exists
Then all conditions of Lemma 8.5 are fulfilled, and we infer that the elements of C=V have orders bounded by jP=V j Á jV j 2=r ¼ jN=Kj Á jA=ALj 2=r ¼ mp 2nf =r where m ¼ mðLÞ and f ¼ f ðLÞ. Since H r e C, C=P is abelian of rank at most d and P has exponent mp, it follows that the exponent of
Hence E sj e E j 1 e C Å for some j e rm dþ1 p 2ndf =rþ1 and it follows that p nf ¼ jV j < jE : C Å j e jE=E sj j e ðsjÞ a e ð psrÞ a Á p 2ndf a=r Á m ðdþ1Þa :
Suppose now that r > 4da. Taking logarithms mod p, noting that r e f and rearranging we get ðd þ 1Þa log p m > nf =2 À a log p ð psf Þ:
This gives (b) since n f 1. r 8.2. Good sisters. In this subsection, G may be any torsion-free abelian minimax group. Here is a simple observation from [24] : Lemma 12) . Let X be an infinite set of maximal ideals of finite index in kG. Then X has an infinite subset Y such that T Y is a prime ideal of kG.
This is used in the proof of Proposition 8.8. Let G 1 be a group acting on G and let 0 3 m A kG. Let
Assume that T X ¼ 0 for every infinite subset X of L. Then for almost all L A L the following holds:
For s A N let c s denote the endomorphism of G given by c s ðgÞ ¼ g s ;
and extend c s to a ring endomorphism of kG.
We begin with some observations.
Then G 1 acts by field automorphisms on kG=L, so if x A G 1 and g A G then g x 1 g p t ðmod KÞ for some t (depending on x but not on g). It follows that G 1 fixes every ideal of kG=k, in particular every member of M K .
Let
To see this, note that G=K is cyclic of order m ¼ mðLÞ ¼ mðL 0 Þ, and that both kG=L and kG=L 0 are isomorphic to F p f where f is the order of p modulo m. Choose an isomorphism y : kG=L ! kG=L 0 . As each of these fields contains a unique multiplicative subgroup of order m, y induces an automorphism y Ã of G=K: 
As jG=G s j e s r it follows that jkG=Mj e jkG=M Mj s r . Obviously m BM M, and it is easy to see
Suppose now that the proposition is false. Since each of the sets M K is finite, the set
and Observation 2 shows that M K ¼ c s ðL K Þ for some s A N. Then c s ðmÞ B M K . We fix such an M K for each K A K 0 , and write s ¼ sðKÞ for the appropriate s.
For each s put
Claim.
There is an infinite subset X of K 0 such that
and for s A N,
Suppose this is false. By Lemma 8.7 there is an infinite subset X 0 L K 0 such that
is a prime ideal, and by hypothesis there exists t A N such that c t ðmÞ B P 0 and K 1 :¼ X 0 X YðtÞ is infinite. Since kG has finite Krull dimension, we may choose X 0 so as to maximize P 0 . Repeating the preceding step, we now find an infinite subset X L K 1 such that P ¼ T X is prime. Then P > P 0 since c t ðmÞ A PnP 0 , so the maximal choice of P 0 implies that X satisfies the claim. Thus we have a contradiction.
We can now conclude the proof. Choose K 1 A X and put s ¼ sðK 1 Þ. Then c s ðmÞ B M K 1 so c s ðmÞ B P. Therefore X X YðsÞ is finite, so X 1 ¼ XnYðsÞ is infinite. If
sÞ A L be the corresponding ideal provided by Observation 3. As K ranges over the infinite set
On the other hand, since m 3 0 and kG is integral over kG s there exists n 3 0 with n A kG s X mkG s ; thus n ¼ c s ðtÞ with t A kG. For each K A X 1 we have c s ðtÞ A mkG e M K , so t A c 
If ( 8.3. Finding good maximal ideals. Let G be a torsion-free abelian minimax group acted on by a soluble group G. For D e G, Q ¼ Q D p kG and l A kG, we write LðD; Q; lÞ ¼ fL p
We quote This implies that LðD; Q; lÞ is non-empty, and that if kG=Q is infinite then LðD; Q; lÞ is infinite.
From now on, until the end of the section, we revert to the notation introduced at the beginning of §8; thus A, G and G are specified sections of the finitely generated group E, and are supposed to satisfy all the conditions introduced there. Proof. By Proposition 5.2, A contains a finitely generated kG-submodule B such that A=B is ðkGnLÞ-torsion for every L p max f kG with L 3 g; and B=BJ G A=AJ whenever J is an ideal of finite index in kG with J þ g ¼ kG (this is an isomorphism of kG 1 -modules if G 1 e G fixes J).
We use the terminology of [24] . Being residually finite-simple, the kG-module A is qrf and locally radical. Let P ¼ PððAÞÞ denote the set of associated primes of A, Q the set of minimal members of P and Y ¼ PnQ. Since A is locally radical, each P A P is the annihilator of some non-zero element a of A, so kG=P G akG is again qrf and G=P y e Aut kG ðakGÞ is reduced. Also g B P, since if ag ¼ 0 then
kG; but the intersection of all such submodules AL is zero.
We claim that P ¼ PððBÞÞ. To see this, let P ¼ ann kG ðaÞ A P. By [24] , Theorem 1, P is equal to an intersection of maximal ideals of finite index; as P 3 g we have P e L for some such L 3 g. Then there exists l A kGnL such that al ¼ b A B, and then bx ¼ 0 , lx A P , x A P so P ¼ ann kG ðbÞ A PððBÞÞ.
Now set
Then B=B 0 is again qrf and locally radical, and PððB=B 0 ÞÞ ¼ Q (see [21] , Lemma 6.5 and [24] , Lemma 5) . The results of [24] combined with [21] , Proposition 7.3 now show that the following hold.
(1) The number of orbits of G on Q is finite. We claim that P i has infinite index in kG for at least one value of i. Indeed, if not then Q consists of maximal ideals of kG, so Q ¼ P; and there exists K ¼ K G e f G with K e P y for every P A P. Results from [21] and [24] show that if a A A then, writing a Ã ¼ ann kG ðaÞ, we have ffiffiffiffiffi
since A is locally radical. Thus Ak ¼ 0 and A ¼ A=Ak is finite, contradicting hypothesis.
We choose i such that kG=P i is infinite, put [24] , Proposition 4, U is a prime kG-module with annihilator Q. By [22] , Theorem 1.7, there exist l A kGnQ and a free ðkG=QÞ-submodule F of U such that every element of U=F is annihilated by some product of D-conjugates of l; without loss of generality we may take l A g. Let L A LðD; Q; lÞ. Then
is a D-invariant ideal of finite index in kG and l d kG þ J ¼ kG for each d A D. It follows that
where t is the rank of the free ðkG=QÞ-module U.
Now put
Then J 0 is a G-invariant ideal of finite index in kG, so A=AJ 0 is finite. Since J 0 þ g ¼ kG we have B=BJ 0 G A=AJ 0 , so B=BJ 0 is finite. Let S be a finite set of coset representatives for BJ 0 in B. From (4) we see that S is contained in B i z for all but finitely many z A Z, hence B ¼ BJ 0 þ B i z for all but finitely many z A Z. On the other hand, for each z A Z we have
ðk-module isomorphismÞ
and U=UJ 0 maps onto U=UJ G ðkG=JÞ t . As t f 1 this implies that B > BJ 0 þ B i z; it follows that Z is finite. Thus D has finite index in G.
Since B=BJ 0 maps onto ðkG=JÞ t , it also follows that t is finite.
Suppose that Q y > 1. Then Lemma 8.1 shows that A=AQ has finite upper rank r, say, as a kD-module. Since kG=Q is infinite, the set LðD; Q; lÞ is infinite, and for each L A LðD; Q; lÞ we have seen that A=AL maps onto B=BL 3 0. Let fL 1 ; . . . ; L n g be a Dinvariant subset of LðD; Q; lÞ, where n > r. Then by the Chinese Remainder Theorem
is a finite kD-module quotient of A=AQ of rank at least n > r, a contradiction. It follows that Q y ¼ 1, and we have shown that Q is faithful. Now let L A LðD; Q; lÞ. Then AL þ B ¼ A and AL X B ¼ BL, so by the modular law
Set T ¼ B i to conclude the proof. r Since M X kH f P X kH we also have T f P f Q, so LðG 1 ; T; mÞ L LðG 1 ; Q; mÞ ¼ L.
Conclusion. Since P 3 0 the group H is infinite, so T y ¼ H X M y is infinite. As P e T and P is faithful it follows that P < T; by the maximal choice of P this forces Z to be a finite set. Hence kG=T is finite, a contradiction since G=H is infinite. r
We examine the two cases in turn.
Case ( We claim that L 1 nL 2 is finite. To see this, let G 2 be the intersection of all subgroups of index at most 4da in G 1 . Then G 2 has finite index in G while Thus if ðG; DÞ is a virtually strict Brookes pair we again have a contradiction to Proposition 8.13.
As each case of Proposition 8.15 leads to a contradiction, the proof is complete.
Profinite examples
Let f : N ! R >0 be a non-decreasing function with f ðnÞ ! y as n ! y. We construct sequences ð p i Þ, ðm i Þ and ðq i Þ recursively as follows.
Let p 1 1 1 ðmod 4Þ be a prime such that f ð p 1 Þ > 4, put m 1 ¼ 1 and set
Given p j , m j and q j for 1 e j < i, set P i ¼ Q The existence of such a prime is guaranteed by Dirichlet's theorem on arithmetic progressions. Now set
Let F i be the field of size p 2m i i ; the multiplicative group of F i contains an element x i of order q i . One checks easily that p i and q i are relatively prime to each other and to P i Q i , and that x i is a primitive element for F i . It follows that the semi-direct product
(where F i is taken as an F p hx i i-module) is generated by the two elements e i ¼ ð1 
