Consider a scattering problem for the Dirac equation with a nonlocal term including the Hartree type. We show the existence of scattering operators for small initial data in the subcritical and critical Sobolev spaces.
Introduction
We consider a scattering problem for the Dirac equation with a nonlocal term
( is derived from the Maxwell-Dirac equations with zero magnetic field.
See Chadam and Glassey [2] . As another case, Dias and Figueira [3] proved that there exist † Partially supported by Grant-in-Aid of formation of COE "Mathematics of Nonlinear Structures via Singularities" ‡ α j α k + α k α j = 2δ jk I, α j β + βα j = 0, β 2 = I for 1 ≤ j, k ≤ n. [4] .
In this paper we study the scattering problem for (1. The present paper is organized as follows. In Section 2, we give some notation and conditions, and then state our main results. In Section 3, we prove the results. Our basic tool is the Strichartz estimate for the Klein-Gordon equation which was shown by Machihara, Nakanishi and Ozawa [7] . In Section 4, we state and prove similar results for the critical case s = s c and p > 3. We use the interpolation inequality shown by Escobedo and Vega [5] for the proof.
Notation and Main Results
We use the standard notation. Let p ≥ 3. We assume that (γ, s) satisfy the following condition:
The set of (γ, s) satisfying (H1) is shown in Figure 1 . By choosing 0 ≤ θ ≤ 1 depending on Figure 1 : Domain of (γ, s) satisfying (H1) s, γ, p and n, we put
We determine θ in Section 3 so that s > σ. Note that the pair (r, σ) in (2.1) with p = n = 3
and θ = 0 corresponds to the endpoint where the Strichartz estimates fail. See the remark after Lemma 3.1 below. Thus, in case p = n = 3, we choose 0 < θ ≤ 1.
For p, r and σ above and
We now state our first main result, which is about the Cauchy problem for (1.1) with the initial data ψ 0 (x): 
where U (t) denotes the Dirac group, which solves the free Dirac equation.
Remark.
(i) The set of (γ, s) satisfying (H1) and s < (p − 1)/2 is not empty since p ≥ 3 and n ≥ 3.
(ii) The condition s < (p − 1)/2 in the theorem is not necessary if p is an odd integer. See the proof of Theorem 2.1 in Section 3.
We next consider the final value problem for (1.1) with data given at t = −∞:
where
is a solution of the linear Dirac equation 
Theorem 2.2 Let s, γ, p and n be as in the preceding theorem. Then there exists
From Theorems 2.1 and 2.2, we can define the scattering operator for small initial data in the case p ≥ 3 under the assumptions of Theorem 2.1. See, e.g., [8] .
Proofs of Theorems
To prove Theorem 2.1, we rewrite (2.3) as the following integral equation
given by
The following lemma is the Strichartz estimates for U (t). See [7] .
Then one has the estimates
3)
, and p denotes the conjugate exponent to p, i.e., 1/p + 1/p = 1.
Remark.
When we apply Lemma 3.1 in the case n = 3 and q = 2, we take θ > 0 since (q j , r j ) = (2, ∞) which is called "end point" where the Strichartz estimates fail.
Proof of Theorem 2.1. We first prove Part (i) of Theorem 2.1. For (s, γ) satisfying (H1), if
and
On the other hand, if
, we take θ = 0. In either case, we have by (H1) 2n
Using θ chosen above, we set (2.1).
Let M > 0. We define the complete metric space X s M by
where r and σ are defined in (2.1).
Let A be the map defined by
We show that A is a contraction of X s M into itself. From (3.2), (3.3) and (3.7), we have
and set 1
Then (3.9) and (3.10) imply 1
We note that 0 < 1/p 1 < 1/2 and 1/2 < 1/ q 1 < 1 since p ≥ 3 and γ > n(p − 3)/(2(p − 2)) by assumption.
We estimate the norm of F (ψ) = λ(V * |ψ|
)ψ in (3.8). The following inequality holds:
where p 1 and p 2 are given in (3.9) and (3.10).
We first estimate I 1 . By (3.10) and (3.11), the Hardy-Littlewood-Sobolev and Hölder inequalities yield
where q 1 and q 2 are given in (3.9) and (3.10). We note by (2.1), (3.4) and (3.6) that 
Proof. It is sufficient to show that
where m = min{1 − 1/r, (p − 2)/r}. Recall that (3.4) and (3.6) are satisfied. We notice (3.16) is equivalent to (3.6) when m = (p − 2)/r. If m = 1 − 1/r, (3.16) holds true since γ > 0. We can also easily verify that (3.18) is equivalent to (3.4) by substituting (2.1) into the both sides of (3.18). Moreover, we see that (3.18) yields (3.15) by γ < n.
Finally, we show (3.17) dividing into two cases. If
In fact, from (3.5) we have
We have used p ≥ 3 for the first inequality. 
since θ = 0. By simple calculation we see that the last inequality is equivalent to (3.17) with m = 1 − 1/r. This completes the proof of the proposition.
We now return to the proof of Theorem 2.1. Let p 5 be as in Proposition 3.2. We set
for p ≥ 3. Then by γ < n and Proposition 3.2, we see that 0 < 1/p 3 , 1/p 4 < 1 and
By the Sobolev and Hardy-Littlewood-Sobolev inequalities, we have
By the Hölder and Sobolev inequalities and Proposition 3.2, we obtain
, and hence,
Combining (3.8), (3.12), (3.14) and (3.19) together, we obtain
Similarly, we have
and hence
Thus, if we choose the ψ 0 H s sufficiently small and M > 0 so that,
then we obtain
which shows that A is a contraction of X s M into itself. Therefore, A admits a unique fixed point ψ ∈ X s which satisfies (3.1).
(ii) Using the global solution ψ given in (i), we define the functions ψ ± by
Then U (t)ψ ± are solutions of the linear Dirac equation
t by (3.12), (3.14) and (3.19 ).
This completes the proof of Theorem 2.1.
Proof of Theorem 2.2
We can prove Theorem 2.2 in the same way as the proof of Theorem 2.1. We omit the details.
Critical Case
In this section, we consider the same problem as in the previous section for the Sobolev exponent including the critical one. Let p > 3. We make some preparations to state the result. We assume that (γ, s) satisfy the following conditions:
We define some function spaces. We put
,
.
Note that 0 < 1/r 0 < 1/2. For any (γ, s) satisfying (H2), we have s > σ 0 , hence we can choose σ 1 and σ 2 such that
For each σ j , j = 1, 2, we define q j and r j , j = 1, 2 by
Then we see that 
, where r i , σ i , i = 0, 1, 2 and q j , j = 1, 2 are defined in (4.1)-(4.3).
We proceed in a similar way to the proof of Theorem 2.1 to show that the map A defined in (3.7) is a contraction of Y s M into itself. As before, we have
We choose p 1 , p 2 , q 1 and q 2 as in (3.9) and (3.10). Then we have (3.12). We can estimate I 1 in the same manner as before. However, as the Sobolev embedding for ψ L f q 2 in (3.13) and
In fact, (3.9) and (4.1) imply
and s ≥ s c by assumption. Thus, we obtain
We next estimate I 2 following Escobedo and Vega [5] . Since q 1 and q 2 given in (4.3) satisfy (4.4), there exists 0 < δ < 1 such that
We show that
where r j and σ j , j = 1, 2 satisfy (4.2) and (4.3). We use the following lemma:
Let 1 < a, b < ∞, 0 < α, β < n and 0 < δ < 1 satisfy
Then we have
See [5] for its proof.
By (4.2), we have
which is equivalent to
3). Hence, we can take α > 0 such that
We can also take β > 0 such that
by (4.2) and (4.4). Set
We see by (4.11) and (4.12) that 0 < 1/a < 1 and 0 < 1/b < 1. Note that (4.10) is satisfied by (4.8). Applying Lemma 4.3 for u = V * |ψ|
, we have
To estimate the H α a -norm in (4.13), we write
with s c = (γ − 1 + n(p − 3)/2)/(p − 1). We note that
In fact, we can verify 0 < 1/a 1 < 1/a 2 using (4.15), 
Therefore, proceeding as in the proof of Theorem 2.1, we obtain the desired result.
Proof of Theorem 4.2.
The proof is the same as that of Theorem 4.1. We omit the details.
