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ABSTRACT
In this document I develop a weight function theory of zero order basis function interpolants and smoothers.
Chapter 1 Basis functions and data spaces are defined directly using weight functions. The data spaces are used
to formulate the variational problems which define the interpolants and smoothers discussed in later chapters. The
theory is illustrated using some standard examples of radial basis functions and a class of weight functions I will
call the tensor product extended B-splines.
Chapter 2 The minimal norm interpolant: pointwise convergence of the interpolant to its data function and orders
of convergence. Some classes of data functions are characterized locally as Sobolev spaces and the results of several
numerical experiments are presented.
In Chapter 3 local interpolation errors are obtained using tempered distribution Taylor series. Regarding the extended
B-spline weight functions, we obtain orders of convergence that are better than those obtained previously. We rely
on a careful analysis of a remainder of a tempered distribution Taylor series expansion based on the function
$exp(i(a,x))$.
In Chapter 4 we derive some local interpolation errors for data functions which have bounded first derivatives.
In Chapter 5 a new class of weight functions is introduced which I call the tensor product central difference weight
functions. These are based on a 1-dim central difference operator acting on an $Lˆ1$ function and are closely related
to the extended B-splines and have similar properties. Convolution formulas are derived for the basis function which
are based on the Taylor series and the central difference operator. The theory of this document is then applied to
obtain interpolation convergence results. As with the extended B-splines the global data functions are characterized
locally as Sobolev spaces.
In Chapter 6 another class central difference weight functions is introduced. This class uses a full-dimension central
difference and includes radial weight functions. Multiplicative convolution and partial moment formulas are derived
for the basis functions.
In Chapter 7 the Exact smoother: a non-parametric variational smoothing problem will be studied using the theory
of this document with special interest in its order of pointwise convergence of the smoother to its data function. This
smoothing problem is the minimal norm interpolation problem stabilized by a smoothing coefficient. The results are
obtained using norms and seminorms based on the smoothing operator.
In Chapter 8 The scalable Approximate smoother: a non-parametric, scalable, variational smoothing problem will
be studied, again with special interest in its order of pointwise convergence to its data function. We discuss the
SmoothOperator software (freeware) package which implements the Approximate smoother algorithm. It has a full
user manual which has several tutorials and data experiments.
Chapter 9: The goal of this chapter is to use a bilinear form to characterize the bounded linear functionals on the
data spaces generated by the weight functions used as examples in this document and to explore the properties of
some related operators.
Chapter 10: We derive an upper bound for the derivative of the 1-dimensional (scaled) hat basis function smoother
assuming the data function has a bounded derivative and sufficiently large support w.r.t. the data region.
In Chapter 11 we work in one dimension only. The local data functions are assumed to have bounded derivatives on
the data region and we consider a scaled hat basis function. If the basis function has large enough support w.r.t. the
data region then we show the order of convergence of the interpolant is 1. It seems to me an unpromising approach
for higher dimensions and smaller supports.
Chapter 12: Explicit extension operators based on Wloka but using the rectangle condition. Not used in previous
chapters.
iv
Contents
0.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
0.1.1 Chapter 1 Weight functions, data spaces and basis functions . . . . . . . . . . . . . . . . 4
0.1.2 Chapter 2 The minimal norm interpolant . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
0.1.3 Chapter 3 Local interpolation errors using tempered distribution Taylor series . . . . . . . 6
0.1.4 Chapter 4 Local interpolation error for data functions in W 1,∞ (Ω) ∩X0w (Ω) . . . . . . . 7
0.1.5 Chapter 5 The central difference tensor product weight functions . . . . . . . . . . . . . . 8
0.1.6 Chapter 6 Central difference weight functions: q multivariate . . . . . . . . . . . . . . . . 9
0.1.7 Chapter 7 The Exact smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
0.1.8 Chapter 8 The scalable Approximate smoother . . . . . . . . . . . . . . . . . . . . . . . . 12
0.1.9 Chapter 9 The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w . . . . . . . 13
0.1.10 Chapter 10 An upper bound for the derivative of the 1-dimensional hat basis function
smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
0.1.11 Chapter 12 Explicit extension operators based on Wloka but using the rectangle condition 14
0.1.12 Chapter A Basic notation, definitions and symbols . . . . . . . . . . . . . . . . . . . . . . 14
0.1.13 Chapter B Quotient spaces and reproducing kernels . . . . . . . . . . . . . . . . . . . . . 15
0.1.14 Chapter C Notes on Schmeisser [54] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
0.1.15 Chapter D Proofs of the claims made in Remark 144. . . . . . . . . . . . . . . . . . . . . 15
1 Weight functions, data spaces and basis functions 17
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 The weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.1 Motivation for the weight function properties . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.2 The weight function properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.3 Interpolated weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.4 Radial weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.5 Examples of radial weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.6 Products of weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.7 Tensor products of weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2.8 Example: the hat weight function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.2.9 Example: the extended B-spline weight functions . . . . . . . . . . . . . . . . . . . . . . . 29
1.3 The data spaces X0w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.3.1 The completeness of X0w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.3.2 The smoothness of functions in X0w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.3.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3.4 Some dense C∞ subspaces of X0w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Results to handle the weight function discontinuity set . . . . . . . . . . . . . . . . . . . . 34
vi Contents
Some spaces of continuous functions which are dense in L2 . . . . . . . . . . . . . . . . . 35
1.3.5 The density of
(
C∞0
(
Rd \ A))∨ in X0w. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.3.6 The Hilbert spaces X0w:K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.4 Basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.4.1 The smoothness of basis functions: L1 theory . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.4.2 The smoothness of basis functions: L2 theory . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.4.3 Radial basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.4.4 Basis functions generated by tensor product weight functions . . . . . . . . . . . . . . . . 42
1.4.5 The extended B-spline basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
1.4.6 Convolutions and products of weight and basis functions: W02 case . . . . . . . . . . . . 47
1.4.7 Convolutions and products of weight and basis functions: W03 case . . . . . . . . . . . . 49
1.5 The Riesz representer of the evaluation functionals f → (Dαf) (x) . . . . . . . . . . . . . . . . . 49
1.6 More continuity properties of the data functions: w ∈ W02 . . . . . . . . . . . . . . . . . . . . . 53
1.6.1 General results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
1.6.2 Better results obtained using Taylor series . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
1.7 More continuity properties of the data functions: w ∈ W03 . . . . . . . . . . . . . . . . . . . . . 59
1.7.1 General results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2 The minimal norm interpolant 65
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.2 The space WG,X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.3 The matrices GX,X and RX,X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.4 The vector-valued evaluation operator E˜X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.5 The minimal norm interpolation problem and its solution . . . . . . . . . . . . . . . . . . . . . . 70
2.6 Error estimates - no Taylor series expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.6.1 Type 1 pointwise estimates (W02, κ ≥ 0) . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.6.2 Examples: radial basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.6.3 Examples: tensor product extended B-splines . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.6.4 Examples: summary table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.6.5 Another approach - the interpolation error seminorm . . . . . . . . . . . . . . . . . . . . . 78
2.6.6 Type 2 pointwise estimates (κ ≥ 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.6.7 Examples: radial basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.6.8 Examples: tensor product basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.6.9 Examples: summary table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
2.7 Error estimates using unisolvent data subsets (κ ≥ 1) . . . . . . . . . . . . . . . . . . . . . . . . . 82
2.7.1 Examples: radial basis function interpolants . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.7.2 Examples: tensor product extended B-spline interpolant . . . . . . . . . . . . . . . . . . . 87
2.7.3 Examples: summary table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.8 Data functions and numerical results for type 1 and type 2 estimates . . . . . . . . . . . . . . . 87
2.8.1 Extended B-splines with n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
The hat function case n = 1, l = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
The case n = 1, l = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2.8.2 Extended B-splines with n = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
The case: n = 2, l = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
2.9 Characterizing certain global data spaces locally . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
2.9.1 The extended class of B-spline weight functions . . . . . . . . . . . . . . . . . . . . . . . . 99
2.9.2 A larger class of weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
2.9.3 Applications: local pointwise error estimates from global ones estimates . . . . . . . . . . 125
3 Local interpolation errors using tempered distribution Taylor series 127
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.2 Pointwise Taylor series remainder estimates for data functions . . . . . . . . . . . . . . . . . . . . 127
3.3 Remainder estimates for data functions: radial weight function case . . . . . . . . . . . . . . . . 150
Contents vii
3.4 Remainder estimates for data functions: tensor product weight function case . . . . . . . . . . . . 152
3.5 Interpolation error: w ∈W02 for κ < 1 or w ∈W03 for κ < 1 . . . . . . . . . . . . . . . . . . . . 155
3.5.1 Examples: summary table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
3.5.2 Local estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
3.6 Interpolant error: w ∈W02 for κ ≥ 1 or w ∈W03 for κ ≥ 1 . . . . . . . . . . . . . . . . . . . . . 157
3.6.1 Interpolation error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
3.6.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
3.6.3 Examples: summary table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
3.6.4 Local estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
4 Local interpolation error for data functions in W 1,∞ (Ω) ∩X0w (Ω) 163
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4.2 Local error estimates on R1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4.3 Multivariate local error estimates on Rd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5 Central difference tensor product weight functions and interpolation 169
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.2 Central difference weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
5.2.1 Motivation and definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
5.2.2 Weight function bounds and smoothness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.2.3 Upper bounds for the weight function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.3 The central difference basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
5.3.1 A multiplicative convolution formula for the basis function . . . . . . . . . . . . . . . . . 183
5.3.2 Lipschitz continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
5.3.3 A basis function formula using partial moments of q . . . . . . . . . . . . . . . . . . . . . 194
5.3.4 An alternative proof of the partial moment formula using a tempered distribution Taylor
series expansion and the subspace S∅,1 ⊂ S . . . . . . . . . . . . . . . . . . . . . . . . . . 204
5.3.5 Lipschitz continuity estimates from partial moment formulas . . . . . . . . . . . . . . . . 207
5.4 Weight and basis function convergence results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
5.4.1 Uniform pointwise basis function convergence . . . . . . . . . . . . . . . . . . . . . . . . . 208
5.4.2 L1 inverse weight function convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
5.4.3 Approximating a sequence of B-spline basis functions which converges to a C∞0 basis function213
5.5 Local data function spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.5.1 Tensor product weight functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.5.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
5.6 Interpolant convergence to its data function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
5.6.1 Convergence estimates: no Taylor series expansion . . . . . . . . . . . . . . . . . . . . . . 224
Type 1 convergence estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
Type 2 convergence estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
5.6.2 Convergence estimates: unisolvent data sets and κ ≥ 1 . . . . . . . . . . . . . . . . . . . . 225
5.6.3 Convergence estimates using tempered distribution Taylor series . . . . . . . . . . . . . . 226
5.6.4 Summary table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
6 Central difference weight functions: q multivariate 227
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
6.2 The weight function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
6.3 Convolution formulas for the basis function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
6.3.1 Case: d is odd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
6.3.2 Case: d is even . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
6.3.3 ?? General case - unfinished . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
6.4 Bessel and MacDonald’s function formulas for the basis function. . . . . . . . . . . . . . . . . . 254
6.4.1 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
6.5 A basis function formula derived using a tempered distribution Taylor series expansion and the
subspaces S∅,k of S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
6.6 ??? Characterizing the data space locally - unfinished . . . . . . . . . . . . . . . . . . . . . . . . 263
7 The Exact smoother 265
viii Contents
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
7.2 The Exact Smoothing problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
7.3 Matrix equations for the Exact smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
7.4 More properties of the Exact smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
7.5 Pointwise error estimates using smoother inner products and semi-inner products . . . . . . . . . 273
7.6 Pointwise error estimates - no Taylor series expansions . . . . . . . . . . . . . . . . . . . . . . . 279
7.6.1 Type 1 estimates (κ ≥ 0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
Error summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
Smoother convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Type 1 examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
7.6.2 Type 2 error estimates (κ ≥ 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
7.6.3 Type 2 examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
7.7 Pointwise error estimates using unisolvent data subsets . . . . . . . . . . . . . . . . . . . . . . . 284
7.7.1 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
7.8 Numerical experiments with the extended B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . 286
7.8.1 Extended B-splines with n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
The case n = 1, l = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
The case n = 1, l = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
7.8.2 Extended B-splines with n = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
The case n = 2, l = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
7.9 Local smoother error for data functions in W 1,∞ (Ω) ∩X0w (Ω) . . . . . . . . . . . . . . . . . . . . 293
7.9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
7.9.2 Estimates for the convergence of the Exact smoother in one dimension . . . . . . . . . . . 294
7.9.3 Some non-PWC
(1)
B data functions for numerical experiments . . . . . . . . . . . . . . . . 297
7.9.4 Multivariate estimates for convergence of Exact smoother . . . . . . . . . . . . . . . . . . 298
7.10 Approximation of the Exact smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300
8 The scalable Approximate smoother 305
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
8.2 The convolution space JG and applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
8.2.1 Embedding results for X0w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
8.2.2 The operator
∫
Ω
Rxu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313
8.3 The Approximate smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
8.3.1 Approach 1 is an analog of the Exact smoothing problem . . . . . . . . . . . . . . . . . 319
8.3.2 Approach 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320
8.4 Preparation: the Exact smoother mapping and data functions . . . . . . . . . . . . . . . . . . . . 322
8.5 Properties of the Approximate smoother problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
8.5.1 The matrix equation for the Approximate smoother . . . . . . . . . . . . . . . . . . . . . 326
8.5.2 The scalability of the Approximate smoother . . . . . . . . . . . . . . . . . . . . . . . . . 327
8.6 Convergence of the Approximate smoother to the Exact smoother . . . . . . . . . . . . . . . . . 328
8.6.1 Order-less convergence results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
8.6.2 General error results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330
8.6.3 Error estimates derived without explicitly assuming unisolvent data sets . . . . . . . . . . 330
Type 1 estimates (κ ≥ 0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Type 1 examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
Type 2 estimates (κ ≥ 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335
Type 2 examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335
8.6.4 Error estimates explicitly using unisolvent data sets . . . . . . . . . . . . . . . . . . . . . 336
8.7 Type 1 Exact smoother error estimates (κ ≥ 0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
8.8 Type 2 Exact smoother error estimates (κ ≥ 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
8.9 Convergence of the Approximate smoother to the data function . . . . . . . . . . . . . . . . . . . 339
8.9.1 Order-less convergence estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
8.9.2 Error estimates without explicitly assuming unisolvent data sets . . . . . . . . . . . . . . 339
Contents ix
Type 1 estimates (κ ≥ 0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Type 2 error estimates (κ ≥ 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
8.9.3 Estimates using minimally unisolvent data sets . . . . . . . . . . . . . . . . . . . . . . . . 342
8.9.4 ?? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344
8.10 Numerical experiments with scaled, extended B-splines . . . . . . . . . . . . . . . . . . . . . . . . 345
8.10.1 Extended B-splines with n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
The case n = 1, l = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
The case n = 1, l = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
8.10.2 Extended B-splines with n = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352
The case n = 2, l = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352
Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352
8.11 A numerical implementation of the Approximate smoother . . . . . . . . . . . . . . . . . . . . . . 352
8.11.1 The SmoothOperator software (freeware) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352
8.11.2 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353
Algorithm 1: using experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
Algorithm 2: using a ‘test’ subset of actual data . . . . . . . . . . . . . . . . . . . . . . . 354
Algorithm 3: using all the actual data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
8.11.3 Features of the smoothing algorithm and its implementation . . . . . . . . . . . . . . . . 354
8.11.4 An application - predictive modelling of forest cover type . . . . . . . . . . . . . . . . . . 355
The data file . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
9 The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w 361
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361
9.2 The spaces X01/w and X
0
1/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363
9.2.1 The operator M : X01/w → L2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 364
9.2.2 The spaces S∅,k and S′∅,k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366
9.2.3 The operator L1 : L2 → X01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
9.2.4 The operator L2 : L2 → X01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
9.2.5 Examples of weight functions in WS;0 and the corresponding spaces Sw,0 . . . . . . . . . . 376
Weight functions such that w |·|2m ∈ L1loc . . . . . . . . . . . . . . . . . . . . . . . . . . . 376
The extended B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
The tensor product central difference weight functions . . . . . . . . . . . . . . . . . . . . 415
?? What about the central difference weight functions of Definition 268? . . . . . . . . . . 419
9.2.6 The operator B : X0w ⊗X01/w → C(0)B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419
9.2.7 The operators V : X01/w → X0w, W : X0w → X01/w and Φ : X01/w →
(
X0w
)′
. . . . . . . . . . 423
9.2.8 The space X0w (Ω)
′
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 426
9.3 The space X˜01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 428
9.3.1 The maps M˜1 : X01/w → L2 and L˜ : L2 → X01/w . . . . . . . . . . . . . . . . . . . . . . . . 430
9.3.2 The map B˜1 : X0w ⊗ X˜01/w → C(0)B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 432
9.3.3 The maps W˜1 : X0w → X˜01/w, V˜1 : X˜01/w → X0w and Φ˜1 : X˜01/w →
(
X0w
)′
. . . . . . . . . . . 434
9.3.4 Extension and restriction mappings between X˜01/w and X
0
1/w . . . . . . . . . . . . . . . . 437
9.3.5 The Fourier-independent spaces Y˜ 01/w and Y
0
w . . . . . . . . . . . . . . . . . . . . . . . . . 438
9.3.6 Some weight functions not in WS;0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
9.4 A generalization of X˜01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442
9.4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442
9.4.2 Condition 536 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443
9.4.3 Some weight functions which do not satisfy Condition 536 . . . . . . . . . . . . . . . . . . 443
9.4.4 The space X˜01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 447
9.4.5 The operators M˜2 : X˜01/w → L2 and L˜3 : L2 → X˜01/w . . . . . . . . . . . . . . . . . . . . . 450
x Contents
9.4.6 The operator B˜2 : X0w ⊗ X˜01/w → C(0)B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 452
9.4.7 The operators V˜2 : X˜01/w → X0w, W˜2 : X0w → X˜01/w and Φ˜2 : X˜01/w →
(
X0w
)′
. . . . . . . . 453
9.5 A further generalization of X˜01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 455
9.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 455
9.5.2 The space X˜01/w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 456
9.5.3 The operators L˜4 : L2 →
(
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0.1 Introduction
In this document I develop a weight function theory of zero order basis function interpolants and smoothers.
Note that the Appendix of this document contains a list of basic notation, definitions and properties also used
in this document.
A region will be an open connected subset of Rd. We use the ‘symmetric’ Fourier transform i.e. both the
transform and it’s inverse have a constant factor (2π)
−d/2
. This will mean that the basis function formulas may
be more complicated. Also, some weight functions have simple forms at the expense of a more complicated basis
function formula.
This document had its genesis in the development of a scalable algorithm for Data Mining applications.
Data Mining is the extraction of complex information from large databases, often having tens of millions of
records. Scalability means that the time of execution is linearly dependent on the number of records processed
and this is necessary for the algorithms to have practical execution times. One approach is to develop additive
regression models and these require the approximation of large numbers of data points by surfaces. Here one
is concerned with approximating data by surfaces of the form y = f (x), where x ∈ Rd, y ∈ R and d is any
dimension. Smoothing algorithms are one way of approximating surfaces and in particular we have decided to
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use a class of non-parametric smoothers called basis function smoothers, which solve a variational smoothing
problem over a semi-Hilbert space of continuous data functions and express the solution in terms of a single
basis function.
I started my Masters degree (supervised by Dr. Markus Hegland and Dr. Steve Roberts at the ANU, Canberra,
Australia) searching for a scalable basis function smoothing algorithm and had the good fortune to devise such
an algorithm (unpublished) by approximating, on a regular grid, the convolution in Definition 38 of the space
JG in Dyn’s review article [25]. In this document I develop some theoretical tools to construct and analyze this
algorithm for the case of zero order basis functions. Note that in the document Williams [62] the positive
order theory is studied. This theoretical approach applies in any dimension but the smoothing algorithm is only
practical up to about three dimensions. In higher dimensions the matrices are too large to put into computer
memory.
Dr. Hegland was particularly interested in using the tensor product hat (triangular) function as a basis function.
At about this time we had a visit by the late Professor Will Light who showed me his paper [42] which defined
basis functions in terms of weight functions using the Fourier transform. Light and Wayne’s weight function
properties were designed for positive order basis functions which excluded the tensor product hat function. They
were designed for the well-known ‘classical’ radial weight functions. I therefore have developed a version of his
theory designed to generate zero order basis functions, including both tensor product and radial types. This
theory is developed in Chapter 1 and requires that the basis functions have Fourier transforms which can take
zero values outside the origin since this is a property of hat functions.
Chapter by chapter in brief:
1. Chapter 1 Weight functions, data spaces and basis functions The goal of this chapter is to extend
the theoretical work of Light and Wayne in [42] to allow classes of zero order weight functions analogous
to the positive order weight functions developed in Chapter 1 of Williams [62]. Both the inner product data
space and the basis functions are defined in terms of the weight function. We then prove the completeness
and smoothness properties of the data space as well as the continuity and positive definiteness properties
of the basis function. We use as examples the radial weight functions: the thin-plate splines, the Gaussian
and the Sobolev spline. Special attention is paid to a class of tensor product weight functions we call the
extended B-splines which are the convolutions of hat functions.
2. Chapter 2 The minimum norm interpolation problem. Topics include the existence and uniqueness
of the basis function solution, a matrix equation for the solution and the pointwise convergence to the
interpolant to its data function. Pointwise order of convergence results are derived using two techniques. The
first approach is actually equivalent to using minimal unisolvent data sets of order 1, which consist of single
points and obtains constants which can be easily calculated. The second approach is much more complex
and uses Lagrange interpolation techniques which correspond to minimal unisolvent data sets of order >
1. Numerical experiments were undertaken using the extended B-splines and special data functions were
constructed for these experiments. This led to the extended B-splines data functions being characterized
locally as Sobolev spaces.
3. Chapter 3 Local interpolation errors using tempered distribution Taylor series We will derive
another set of error estimates for the interpolant. Regarding the radial Sobolev spline weight functions, we
obtain orders of convergence that are better than those obtained previously. We rely on a careful analysis
of a remainder of a tempered distribution Taylor series expansion based on exp (i (a, x)) and the Fourier
transform. This approach unifies that of Chapter 2.
4. Chapter 4 Local interpolation error for 1-dimensional data functions in W 1,∞ (Ω)∩X0w (Ω) Here
we work in one dimension only. The local data functions are assumed to have bounded derivatives on the
data region and we consider a scaled hat basis function Λ (x./λ). If the basis function have ”large” support
w.r.t. the data region Ω i.e. if diamΩ ≤ λ, then we show the order of convergence of the interpolant is 1.
The bounds of Chapter 10 are used to obtain realistic estimates for the scaled hat basis function smoother
in 1-dimension.
5. Chapter 5 The central difference tensor product weight functions This chapter introduces a large
new class of tensor product weight functions which I call the central difference weight functions because
they are based on 1-dimensional central difference operators and a non-negative L1
(
R1
)
generating
function q. They are closely related to the tensor product extended B-splines. The central difference basis
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functions are calculated, first using a multiplicative convolution formula and then a more convenient
partial moment formula, and smoothness estimates and polynomial upper and lower bounds are derived
for the weight functions and the basis functions. If q ∈ C∞0 then the basis function is C∞
(
Rd \ 0) with
bounded support. Like the extended B-splines their data functions are characterized locally as Sobolev
spaces. Pointwise convergence results are derived for the basis function interpolant using results from
Chapter 2. These give orders of convergence identical to those obtained for the extended B-splines. We do
not present the results of any numerical experiments.
6. Chapter 6 Central difference weight functions: q multivariate Unlike in the previous chapter the
weight function is calculated using a multivariate central difference operator and an L1
(
Rd
)
gener-
ating function. Here q radial implies the basis function is radial. A formula based on the central difference
operator is derived which expresses the basis function as the sum of a thin-plate spline Tn and several con-
volutions of this spline with the scaled generating function q, plus a polynomial. Another formula is derived
based on the Taylor series expansion. Formulas are also derived which use the Bessel and MacDonald’s
functions.
7. Chapter 7 The Exact smoother (our terminology) stabilizes the interpolant by adding a smoothing
coefficient to the seminorm functional. Topics include the existence and uniqueness of the basis function
solution, a matrix equation for the solution and the pointwise convergence of the solution to its data
function. Orders of convergence (also called error orders) are derived which, in special sense, are the same
as those obtained for the interpolant.
Note that my smoothing functional is different from that used in Narcowich, Ward and Wendland
[46] - I take the average of the sum of squares.
8. Chapter 8 The scalable Approximate smoother (our terminology) turns out to have a discretization
process similar to that described in Garcke and Griebel [27]. Topics include the existence and uniqueness
of the smoother, matrix equations for the smoother, and the pointwise convergence of this smoother to the
Exact smoother and to its data function. Orders of pointwise convergence are derived for the convergence of
the Approximate to the Exact smoother which are then combined with the Exact smoother error formulas
of Chapter 7 to obtain error orders for the Approximate smoother.
9. Chapter 9 The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w The goal of this
chapter is to use a bilinear form to characterize the bounded linear functionals on the data space of
Chapter 1 for the weight functions used as examples in this document and to explore the properties of
some related operators. A semi-Hilbert space is defined using the reciprocal of the weight function and
isometric isomorphisms are constructed between this space and L2. These isometries and those constructed
in Chapter 1 between the data space and L2 are used to construct an isometric isomorphism between
functional space and the data space.
10. Chapter 10An upper bound for the derivative of the 1-dimensional hat basis function smoother
We derive an upper bound for the derivative of the 1-dimensional (scaled) hat basis function smoother as-
suming the data function has a bounded derivative and sufficiently large support w.r.t. the data region.
In the APPENDIX:
A Chapter A Basic notation, definitions and symbols Basic function spaces; Multi-index and vector
notation; Topology; Tempered distributions; Fourier Transforms; Convolutions; Some simple (combinato-
rial) binomial sums; Spherical coordinates; Taylor series expansions with integral remainder; limits and
differentiation under the integral sign etc.
B Chapter B Quotient spaces and reproducing kernels General quotient space theory for Banach
spaces; the general theory of reproducing kernel (r.k.) Hilbert spaces; the relationship between restrictions
of r.k. Hilbert spaces and quotient spaces.
C Chapter C Notes on Schmeisser [54] This is a very short chapter which just contains some notes on
the 2006 survey concerning Sobolev spaces with dominating mixed derivatives by Schmeisser [54].
D Chapter D Proofs of the claims made in Remark 144 This chapter contains the proofs of the claims
made for the Sobolev spaces with dominating mixed derivatives Wm1 (Ω) etc. in Remark 144. They are
modified results from Adams and Fournier [5] and Wloka [63] concerning the Sobolev spaces Wm (Ω).
Chapter by chapter in more detail:
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0.1.1 Chapter 1 Weight functions, data spaces and basis functions
In his paper [17] Duchon studied positive order basis function interpolation. Basically he began by general-
izing the functional
∫
Rd
∑
|α|=m
|Dαu|2 using a positive weight function w and the Fourier transform to obtain
∫
Rd
w
∑
|α|=m
∣∣∣D̂mu∣∣∣2, and then devoted the paper to studying the special case w = |·|2s. In [42] Light and Wayne
carried on the study of the positive order interpolation problem where Duchon left off. Their weight function
theory used a strictly positive weight function to directly define the basis functions and Hilbert spaces.
In this document I adapt the work of Light and Wayne to the study the much simpler zero order problem.
Here the weight function is only assumed to be a.e. positive and the conditions placed on the weight functions
are expressed in terms of integrals. The weaker condition on the weight function allows for basis functions whose
Fourier transforms have zeros e.g. the hat or triangular function. Happily, the zero order theory presented here
only requires simple L1 function space theory, the positive order results being considerably more complex - see
the positive order document Williams [62].
The theory is illustrated using the standard radial basis functions: the shifted thin-plate splines, the
Gaussian and the Sobolev splines but I am especially interested in basis functions that are the tensor product
of the derivatives of hat (triangle) functions, denoted Λ, which I call the extended B-splines. However, as
mentioned previously, the Fourier transform of these basis functions has zero values on a set of measure zero
and the theory has to allow for this. Thus I begin by using a class of a.e. positive and continuous zero order
weight functions w satisfying property W02:
∫
Rd
|x|2λ
w(x)dx < ∞ for 0 ≤ λ ≤ κ ∈ R1, or property W03:∫
Rd
x2λ
w(x)dx <∞ for 0 ≤ λ ≤ κ ∈ Rd, to define the zero order data space
X0w =
{
f ∈ S′ : f̂ ∈ L1loc and
√
wf̂ ∈ L2
}
.
This turns out to be a reproducing kernel Hilbert space of continuous functions with norm ‖f‖w,0 and inner
product (f, g)w,0 =
∫
wf̂ ĝ. It is shown, for example, that X0w →֒ C(⌊κ⌋) (see Theorem 29) and that S ∩ X0w is
dense in X0w .
The weight function is then used to define a zero order basis function G by the simple Fourier transform
formula Ĝ = 1w . The smoothness obtained is G ∈ C(⌊2κ⌋)B and several results are proved regarding the tensor
products of weight functions and basis functions, as well as the products and convolutions of basis functions.
The extended B-splines are discussed in detail. It turns out that the corresponding basis functions are the
derivatives of convolutions of hat (triangle) functions and hence their name.
0.1.2 Chapter 2 The minimal norm interpolant
In this chapter the minimal norm interpolation problem is solved and several pointwise convergence results are
derived. These are illustrated with numerical results obtained using several extended B-spline basis functions
and special classes of data functions. In more detail, the functions from the Hilbert data space X0w are used to
define the standard minimal norm interpolation problem with independent data X =
{
x(i)
}N
i=1
and dependent
data y = {yi}Ni=1, the latter being obtained by evaluating a data function at X . This problem is then shown to
have a unique basis function solution of the form
N∑
i=1
αiG
(· − x(i)) with αi ∈ C. The standard matrix equation
for the αi is then derived.
We will then consider several categories of estimates for the pointwise convergence of the interpolant to its
data function when the data is confined to a bounded data region. In all these results the order of convergence
appears as the power of the maximum cavity radius i.e. the radius of the largest ball centered in the data
region that can be fitted between the X data points. The convergence results of this document can be divided
into those which use Taylor series expansions and Lagrange interpolation theory i.e. use non-trivial minimal
unisolvent subsets of X (Definition 119), and those which use Riesz representers. The non-unisolvent proofs are
much simpler than the unisolvency-based results and if the data functions are chosen appropriately the constants
can be calculated.
Type 1 interpolation error estimates Neither the unisolvency property nor a Taylor series expansion is used.
Instead we use the Riesz representer Rx of the evaluation functional. Suppose that the weight function has
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property W02 for some κ ≥ 0, that the data X is contained in a closed bounded infinite data set K, and that
the basis function G satisfies the smoothness estimate
|G (0)− ReG (x)| ≤ CG |x|2s , |x| < hG, (1)
for some hG > 0. Then in Theorem 104 it is shown that the interpolant IXf of a data function f ∈ X0w satisfies
|f (x)− IXf (x)| ≤ kG ‖f‖w,0 (hX,K)s , x ∈ K, (2)
1. when hX,K = sup
x∈K
dist (x,X) ≤ hG and kG = (2π)−
d
4
√
2CG. This implies an order of convergence of at
least s.
These results are summarized in Table 1 (a copy of Table 2.1).
Type 1 Interpolant error estimates.
Smoothness condition on basis function near origin.
Parameter Converg.
Weight function constraints order s CG hG
Sobolev splines 12 < v − d2 ≤ 1 12
∥∥∥∥∥ρv−
d
2K
1−(v− d2 )
∥∥∥∥∥
∞
2v−1Γ(v) ∞
(v > d/2) v − d2 > 1 1
∥∥∥∥D2K˜v− d
2
∥∥∥∥
∞
2vΓ(v) ∞
Shifted thin-plate - 1 eq. (2.26) ∞
(−d/2 < v < 0)
Gaussian - 1 2e−3/2 ∞
Extended B-spline - 12 G1 (0)
d−1 ‖DG1‖∞
√
d (1) ∞
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 1.
Type 2 interpolation error estimates Neither the unisolvency property nor a Taylor series expansion is used.
Instead we use the Riesz representer Rx of the evaluation functional. Here we avoid making any assumptions
about G and instead assume κ ≥ 1 and use the properties of the Riesz representer Rx of the evaluation functional
f → f (x). A consequence of this approach is the estimate (Theorem 114): when hX,K <∞
|f (x)− IXf (x)| ≤ kG ‖f‖w,0 hX,K , x ∈ K, f ∈ X0w, (3)
where
kG = (2π)
−d/4
√
−
(
|D|2G
)
(0).
so the order of convergence is always at least 1. Table 2 (a copy of Table 2.2) summarizes the results for the
weight function examples:
Observe that when 1 ≤ κ < 2 the convergence orders obtained are the same as those obtained for the
unisolvency estimates below but that here the constants are easily calculated.
Interpolation error estimates using unisolvency and multipoint Taylor series The data region Ω satisfies
the cone condition and minimal unisolvent sets of X order ⌊κ⌋ are used. Note that we do not assume a priori
that X is unisolvent. In this case it follows from Theorem 127 that there exist constants hΩ,κ, kG > 0 such that
|f (x)− IXf (x)| ≤ kG ‖f‖w,0 (hX,Ω)⌊κ⌋ , x ∈ Ω, f ∈ X0w, (4)
when hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,κ. Table 3 (a copy of Table 2.3) summarizes our results:
Observe that when 1 ≤ κ < 2 the convergence orders obtained are the same as those obtained for the Type 2
estimates above but that in the Type 2 case the constants are easily calculated.
Numerical results are only presented for the Type 1 and 2 formulas in 1-dimension. Numerical
results are presented which illustrate the convergence of the interpolant to its data function. We will only be
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Type 2 Interpolant error estimates.
We assume W02 for κ ≥ 1.
Weight function Parameter Converg. (2π)
d/4
kG/
√
d
constraints order
Sobolev splines v − d2 ≥ 2 1
√
Γ(v−d/2−1)
2d/2+1Γ(v)(
v > d2
)
1 < v − d2 < 2 1
√
Γ(v−d/2−1)
22v−d/2−3Γ(v)
Shifted thin-plate - 1
√−2v
(−d/2 < v < 0)
Gaussian - 1
√
2
Extended B-spline n ≥ 2 1
√
−G1 (0)d−1D2G1 (0) (1)
(1 ≤ n ≤ l)
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 2.
Interpolant error estimates.
Uses Lagrange interpolation/Taylor series; W02 for κ ≥ 1.
Parameter Convergence
Weight function constraints orders (⌊κ⌋)
Sobolev splines v − d2 = 2, 3, 4, . . .
⌊
v − d2
⌋− 1(
v > d2
)
v − d2 > 1, v − d2 /∈ Z+
⌊
v − d2
⌋
Shifted thin-plate spline - 1, 2, 3, 4, . . .
Gaussian - 1, 2, 3, 4, . . .
Extended B-spline n ≥ 2 n− 1
(1 ≤ n ≤ l)
TABLE 3.
interested in the convergence of the interpolant to it’s data function and not in the algorithm’s performance as an
interpolant. Only the extended B-splines will be considered and we will also restrict ourselves to one dimension
so that the data density parameter hX,Ω can be easily calculated.
In Subsection 2.9 we characterize of the restriction spaces X0w (Ω) for several classes of weight
function, especially tensor products. If we can calculate the data function norm we can calculate the error
estimate. All the extended B-spline basis weight functions have a power of sin2 x in the denominator and so we
have derived special classes of data functions for which the data function norm can be calculated. The derivation
of these special classes of data functions led to the characterization of the restriction spaces X0w (Ω) for various
classes of weight function. For example, Theorem 156 shows that the restrictions of the B-spline data functions
are a member of the class of Sobolev spaces with dominating mixed derivatives:
Wm1 (Ω) =
{
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for α ≤ m1} , m = 1, 2, 3, . . . . (5)
It is easy to construct functions that are in these spaces. A more general result is derived which can be applied
to tensor product weight functions and specifically to the central difference weight functions of Chapter
5.
As expected interpolant instability is evident and because our error estimates assume an infinite precision we
filter the error to remove spikes which are a manifestation of the instability.
0.1.3 Chapter 3 Local interpolation errors using tempered distribution Taylor series
In this chapter we will derive another set of error estimates for the interpolant which are then applied to
the Sobolev splines and the extended B-splines. Regarding the Sobolev splines, for κ < 1 we obtain orders
of convergence that are better than those obtained previously: compare Table 4 with Table 2.1 above.
We start by deriving a tempered distribution Taylor series expansion with a Fourier transform remainder
(3.10, 3.11) using a 1-dimensional Taylor series expansion applied to eiaξ. Considering the cases κ < 1 and κ ≥ 1
separately the remainder is then estimated in terms of the Fourier transform norm ‖f‖w,0 and a factor involving
1/
√
w. In Section 3.3 special remainder estimates are obtained for radial weight functions.
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In the next two sections global and local orders of convergence formulas for the interpolant are derived with
separate sections being devoted to the cases κ < 1 and κ ≥ 1 respectively. Unlike the case κ ≥ 1, the case κ < 1
does not make (explicit) use of unisolvency. These results are summarize in Table 4 for κ < 1 and Table 5 for
κ ≥ 1. Finally, some local interpolation error estimates are derived.
This is a copy of Table 3.1:
Interpolant error estimates, W02 or W03 for κ < 1.
Technique: tempered distribution Taylor series.
Weight function Parameter Converg.
constraints order cw hw
Sobolev spline v − d2 ≤ 1 < v − d2 eq. 3.58 ∞
(v > d/2)
Extended B-spline n = 1 1/2 eq. 3.59 ∞
TABLE 4.
A copy of Table 3.2:
Interpolant error estimates assuming W02 or W03 for κ ≥ 1.
Techniques: unisolvency, multipoint distribution Taylor series.
Weight function Parameter Converg.
constraints order cw hw
Sobolev spline (W02) < v − d/2 3.68 ∞
(v > d/2)
Extended B-spline (W03) n ≥ 2 n− 1/2 ∞
(n ≤ l)
TABLE 5.
Observe that the convergence order estimate for the Sobolev spline in Table 4 is better than that given in
Table 1.
0.1.4 Chapter 4 Local interpolation error for data functions in W 1,∞ (Ω) ∩X0w (Ω)
Here the local data functions are assumed to have bounded derivatives on a bounded data region Ω i.e. functions
in W 1,∞ (Ω) ∩X0w (Ω) where X0w is a global data space.
In Section 4.2 we will consider 1-dimensional estimates and the main result is Theorem 196: We will choose
our data functions fd ∈W 1,∞ (Ω) ∩X0w (Ω) and assume that there exist constants c0, c1 > 0 such that the basis
function interpolant IXfd satisfies
|DIXfd (x)| ≤ c0 ‖fd‖∞,Ω + c1 ‖Dfd‖∞,Ω , x ∈ Ω, fd ∈W 1,∞ (Ω) ∩X0w (Ω) .
Then we have the following pointwise order 1 spherical cavity error estimate
|IXfd (x) − fd (x)| ≤
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
)
hΩ,X , x ∈ Ω,
An example is provided by Corollary 595 of the Appendix where it is shown that in one dimension the
interpolant generated by the scaled hat basis function Λ (x/λ) satisfies the local estimate:
‖DIXfd‖∞;Ω ≤
2
λ
‖fd‖∞;Ω + ‖Dfd‖∞;Ω , fd ∈ W 1,∞ (Ω) ∩X0w (Ω) ,
where the scaled hat basis function (extended B-spline n = 1) is assumed to have large support w.r.t. the data
region i.e. diamΩ ≥ λ. This order 1 convergence is twice the convergence order of 1/2 obtained above
in the previous chapter but it is only valid for a subspace of X0w (Ω). In Section 4.3 an analogous multivariate
error estimate is proven where the interpolant is assumed to satisfy the inequality
‖DαIXfd‖W∞(Ω) ≤ c ‖fd‖W 1,∞(Ω) , x ∈ Ω, fd ∈ W 1,∞ (Ω) ∩X0w (Ω) , |α| = 1.
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I have not been able to prove that the scaled tensor product hat function with large support satisfies this
inequality.
Note that in 1-dimension data even smoothed functions which have infinite derivatives show instabilities -
subsection 7.9.3.
0.1.5 Chapter 5 The central difference tensor product weight functions
To understand the theory of interpolants and smoothers presented in this document it is not necessary to read
this chapter which introduces the central difference weight functions. However, we note that Section 5.5 contains
local data space results specifically designed for tensor product weight functions and that central difference weight
functions are used as examples in the chapters dealing with smoothers.
This chapter introduces a large new class of weight functions based on central difference operators. The basis
functions are calculated and smoothness estimates and upper and lower bounds are derived for the weight
functions and the basis functions.
Like the extended B-splines, their data functions are characterized locally as Sobolev spaces.
Pointwise convergence results are derived for the basis function interpolant using results from Chapter 2. These
give orders of convergence identical to those obtained for the extended B-splines in. This chapter presents no
numerical interpolation experiments.
The central difference weight functions are defined as follows: Suppose q ∈ L1 (R1), q 6= 0, q (ξ) ≥ 0 and
l ≥ n ≥ 1 are integers. The univariate central difference weight function with parameters n, l is defined by
w (ξ) =
ξ2n
∆2lq̂ (ξ)
, ξ ∈ R1,
where ∆2l is the central difference operator
∆2lf (ξ) =
l∑
k=−l
(−1)k ( 2lk+l)f (−kξ) , l = 1, 2, 3, . . . , ξ ∈ R1.
For example, ∆2f (ξ) = − (f (ξ)− 2f (0) + f (−ξ)). The multivariate central difference weight function is
defined by tensor product.
It is shown in Theorem 206 that w belongs to the class of zero order weight functions introduced in Chapter
1 for some κ iff
∫
|ξ|≥R
|ξ|2n−1 q (ξ) dξ < ∞ for some R ≥ 0. Here κ satisfies κ + 1/2 < n. The central difference
weight functions are closely related to the extended B-splines defined by 1.27 and a discussion of their genesis is
given in Subsection 5.2.1.
Various bounds are derived for w. For example, in Corollary 220 it is shown that if
∫
|t|≥R t
2lq (t) dt <∞ then
for any r > 0 there exist constants cr, c
′
r, kr, k
′
r > 0 such that
krξ
2n ≤ w (ξ) ≤ k′rξ2n, |ξ| ≥ r,
cr
ξ2(l−n)
≤ w (ξ) ≤ c
′
r
ξ2(l−n)
, |ξ| ≤ r.
By Theorems 222 and 226 the univariate central difference basis function is given by the multiplicative convo-
lution formula
Gc (s) =
22(l−n)+1√
2pi
∫
R1
Gs
(
2s
t
)
|t|2n−1 q (t) dt, s ∈ R1,
where Gs is the extended B-spline basis function defined by 1.53. We show that if q is bounded then Gc ∈
C2n−2B
(
R1
)
and D2n−1Gc ∈ C(0)
(
R1 \ 0) ∩ L∞. The multivariate basis function is defined as a tensor product.
For k ≤ 2n− 2, DkGc is uniformly Lipschitz continuous of order 1 (Theorem 229).
Another multiplicative convolution formula is given in Theorem 240. This formula does not involve a formula
for the B-spline.
The Theorem 232 and its corollary give the more convenient partial moment formulas for the basis function
and its derivatives that do not involve calculating the extended B-spline basis functions Gs but instead involves
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the direct calculation of partial moments of q. In fact
Gc (x) =
{
(−1)n
(2n−1)!
∫ Rql
|x| (s− |x|)2n−1 ql (s) ds, |x| ≤ Rql,
0, |x| ≥ Rql,
ql (s) =
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
s
j
)
,
where supp q ⊆ BRq . We also show that Gc ∈ C2n−2B
(
R1
)
and D2n−1Gc ∈ C(0)
(
R1 \ 0)∩L∞ without assuming
that q is bounded. It is also shown that if supp q ⊆ BRq , where possibly Rq =∞, it follows that suppGc ⊆ BRql
and that Gc satisfies the differential equation
D2nGc (s) = (−1)n
(
2l
l
)(∫
q
)
δ + (−1)n
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
s
j
)
,
implying that D2nGc has the same smoothness as q on Rd \0. In fact if q ∈ C∞0
(
R1
)
then Gc ∈ C∞
(
R1 \ 0)∩
C
(2n−2)
B
(
R1
)
and Gc has bounded support.
In Section 5.5 we will characterize the data function space locally as a mixed-derivative Sobolev space 5. A local-
ization result specifically for tensor product weight functions is derived in Theorem 256. This supplies important
information about the data functions and makes it easy to choose data functions for numerical experiments.
Results for the pointwise convergence of the interpolant to its data function on a bounded data domain are
derived using results from Chapter 1. These results are summarized here in Table 6 (a copy of Table 5.1) and
give pointwise orders of convergence identical to those obtained for the extended B-splines.
Interpolant convergence to data function - central difference weight functions.
Estimate Parameter Converg.
name constraints order (2π)
d/4
kG hG
Type 1 (smoothness q b’nded if n = 1 1/2
√
2G1 (0)
d−1 ‖DG1‖∞ 4
√
d (1) ∞
constraint on basis fn) else n ≥ 2
Type 2 (κ ≥ 1) n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
√
d (1) ∞
Unisolvency/Taylor series n ≥ 2 n− 1 - ∞
Tempered distrib Taylor q b’nded a.e. n− 1/2 - ∞
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 6.
This chapter does not present the results of any numerical experiments.
0.1.6 Chapter 6 Central difference weight functions: q multivariate
In the last chapter we generated multivariate central difference weight functions using the tensor product. In this
(incomplete) chapter we generalize to higher dimensions the 1-dimensional difference operator ∆2l used in the
one-dimensional case and thus obtain a new class of weight functions which seems most suited to radial weight
functions.
Using the Fourier transform to directly calculate the basis function from the weight function formula 6.3 may
be very awkward.
These central difference weight functions are defined as follows: suppose q ∈ L1 (Rd) , q 6= 0, q (ξ) ≥ 0 and
l, n ≥ 0 are integers. Then the multivariate central difference weight function with parameters n, l is defined by
w (ξ) =
|ξ|2n
∆2lq̂ (ξ)
, ξ ∈ Rd,
where ∆2l is the central difference operator
∆2lf (ξ) =
l∑
k=−l
(−1)k ( 2lk+l)f (−kξ) , l = 1, 2, 3, . . . ; ξ ∈ Rd.
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If q is radial then w is radial. It is shown in Theorem 270 that w belongs to the class of zero order weight
functions for some κ iff 0 ≤ κ < n− d2 < l and
∫
|τ |≥R |τ |2n−d q (τ) dτ <∞.
Using the theory of S∅,m tempered distributions (Definition 421 etc.) Theorem 274 shows us how to use
the central difference operator to express the basis function as the sum of a thin-plate spline Tn and several
convolutions of this spline with the scaled generating function q:
Gc (x) =
1
(2π)d cn,d
(−1)j (2ll )(∫ q)Tn (x) + l∑
j=−l, j 6=0
(−1)j ( 2lj+l) ∫ Tn (x− jy) q (y) dy
+ pc (x) ,
the unique pc is a polynomial which satisfies |D|2n pc = 0. It remains to determine this polynomial by applying
conditions to the function q. For d odd, using the L1loc Taylor series expansion with integral remainder described
in Lemma 172, I have derived Theorem 276 which supplies conditions on q under which the polynomial pc is
zero. Here we assume q has bounded support or that q is radial with an extra condition. I have not done the case
where d is even but have made partial attempt on a more general result which does not distinguish between odd
and even dimensions.
In Section 6.4 we derive several formulas for the central difference basis function which involve the Bessel
functions J d−2
2
and the MacDonald’s functions Kn−d2 . For example Theorem 279 shows that
Gc (x) =
1
(2pi)d/2
∫ ∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22 (|x− jτ | r)
(|x− jτ | r) d−22
 dr
r2n−d+1
q (τ) dτ,
and Theorem 282 claims that
Gc (x) =
1
(2pi)
d
2 2n−1Γ(n)
∫
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) |x− jτ |n−1 Kn− d2 (ε |x− jτ |)
εn−
d
2
q (τ) dτ.
In Section 6.5 we obtain results which are an extension of the 1-dimensional of Subsection 5.3.4 to an arbitrary
dimension.
We use the tempered distribution Taylor series expansion introduced in Section 3.2 and the theory of the
Schwartz subspaces S∅,k ⊂ S introduced in Definition 421 to expand a convolution of the thin plate spline and
the function q and thus prove the Taylor series basis function formula given in Theorem 283. The formula is
true modulo a polynomial with degree ≤ d− 2. We will make use of the basic Fourier transform properties given
in Definition 682 of the Appendix. The L1loc Taylor series expansion of Lemma 174 is then used to obtain the
Taylor series integral remainder formula 6.103 for the basis function which is again true modulo a polynomial
with degree ≤ d− 2.
In Section 6.6 I have made a start at characterizing the data space locally.
I have not yet derived any bounds for w or any orders of convergence for the smoother. I have begun studying
the local structure of the data space.
0.1.7 Chapter 7 The Exact smoother
We call this well-known parameter-stabilized basis function interpolant the Exact smoother because the smoother
studied in the next chapter approximates it. We will assume the basis function is real-valued. The Exact smoother
minimizes the functional
ρ ‖f‖2w,0 +
1
N
N∑
i=1
∣∣∣f(x(i))− yi∣∣∣2 , f ∈ X0w, (6)
over the data (function) space X0w where ρ > 0 is termed the smoothing coefficient. Note that this smoothing
functional is different from that used in Narcowich, Ward and Wendland [46] which is
ρ ‖f‖2w,0 +
N∑
i=1
∣∣∣f(x(i))− yi∣∣∣2 .
To obtain their error estimates you simply replace ρN by ρ in our error formulas.
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We show that this problem, like the interpolation problem, has a unique basis function solution se = SXf in
the space WG,X . The finite dimensionality of the solution allows us to derive matrix equations for the coefficients
αi of the data-translated basis functions.
Following the example of the interpolation semi-inner product (f − IXf, g)w,0 of Definition 110 of 2 and it’s
sequel I will define the semi-inner product (SXf, g)w,0 and inner product (f − SXf, g)w,0 and use these to study
the value and the error of the Exact smoother respectively. These expressions are useful because (SXf,Rx)w,0 =
(SXf) (x) and (f − SXf,Rx)w,0 = (f − SXf) (x) and because of the power of Hilbert space theory. An outcome
of this approach are the Exact smoother bounds of Theorem 304:
|se (x)| ≤ ‖f‖w,0
√
R0 (0)min
{
1,
R0 (0)
ρ
}
,
and the convergence estimates of Corollary 310:
|f (x)− se (x)| ≤ ‖f‖w,0
(√
ρN +
√
2
(2π)
d
4
√
G (0)−G (x− x(k))) . (7)
When ρ = 0 these estimates correspond to interpolation results of The Exact smoother convergence orders and
the constants are the same as those for the interpolation case which are given in the interpolation tables.
Type 1 error estimates in Subsection 7.6.1. When the weight function has property W02 for κ ≥ 0 it is
assumed that the basis function satisfies an inequality of the form 1 and that the data region is a closed bounded
infinite set K. In this case it is shown in Corollary 312 that the Exact smoother se of the data function f satisfies
the error estimate
|f (x)− se (x)| ≤ ‖f‖w,0
(√
ρN + kG (hX,K)
s
)
, x ∈ K, (8)
when hX,K = sup
x∈K
dist (x,X) ≤ hG and kG = (2π)−d/4
√
2CG.
Type 2 error estimates in Subsection 7.6.2. If it only assumed that κ ≥ 1 then it is shown in Theorem 315
that
|f (x) − se (x)| ≤ ‖f‖w,0
(√
ρN + kGhX,K
)
, x ∈ K, (9)
when hX,K <∞ and kG = (2π)−d/4
√
−
(
|D|2G
)
(0)
√
d.
Unisolvent error estimates in Section 7.7. If the weight function has property W02 for some parameter κ ≥ 1,
the independent data X contains a unisolvent set of order ⌊κ⌋ and X is contained in a bounded data region Ω.
Then using results from the Lagrange theory of interpolation we show in Theorem 319 that there exist constants
K ′Ω,m, kG > 0 such that
|f (x)− se (x)| ≤ ‖f‖w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
⌊κ⌋
)
, x ∈ Ω, (10)
when hX,Ω = sup
ω∈Ω
dist (x,X) ≤ hG is the maximum spherical cavity size (radius).
W 1,∞ (Ω) ∩X0w (Ω) spaces in Section 7.9. The local data functions are assumed to have bounded derivatives
a.e. on the bounded data region. The main one-dimensional result is Theorem 325: if there exist constants
c0, c1 ≥ 0, independent of fd, such that
|Dse (x)| ≤ c0 ‖fd‖∞;Ω + c1 ‖Dfd‖∞;Ω , x ∈ Ω,
then
|fd (x)− se (x)| ≤ ‖fd‖w,0,Ωmin
{√
ρN,
G (0)
(2π)
d/2
}
+
+
(
c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω
)
hX,Ω, x ∈ Ω.
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and we consider the example of the scaled hat basis function Λ (x./λ). If the basis function has ”large” support
w.r.t. the data region Ω i.e. if diamΩ ≤ λ, then we show the order of convergence of the interpolant is 1.
The analogous multivariate result is Theorem 333 which assumes the cone condition but I have not yet
been able to extend my hat function example to higher dimensions.
The above theoretical results will be illustrated using the weight function examples from the interpolation
chapter, namely the radial shifted thin-plate splines, Gaussian and Sobolev splines and the tensor product extended
B-splines. We will also use the central difference weight functions from Chapter 5.
Numerical results are only presented for the 1-dim non-unisolvent data cases. Numeric experiments
are carried out using the same 1-dimensional B-splines and data functions that were used for the interpolants.
We restrict ourselves to one dimension so that the data density parameters hX,Ω and hX,K can be calculated.
0.1.8 Chapter 8 The scalable Approximate smoother
In Section 8.2 the convolution space JG = G ∗S is introduced and then some applications of these spaces are
presented. The fact that JG ⊂ X0w implies some interesting embedding results which involve supplying necessary
and sufficient conditions for one data space X0w to be continuously embedded in another e.g. Theorem 346:
X0w1
ι→֒ X0w2 iff w2w1 ∈ L∞ and ‖ι‖ =
∥∥∥w2w1∥∥∥∞.
I have also begun a study of the operator
∫
ΩRxu where u ∈ X0w and Rx is the Riesz representer of the
evaluation functional. This operator might be useful in deriving the Approximate smoother.
We introduce a smoother which we call the Approximate smoother because it approximates the Exact smoother.
This is a non-parametric, scalable smoother. Here scalable means the numeric effort to calculate the Approximate
smoother depends linearly on the number of data points. We assume the basis function is real-valued.
Two different approaches will be taken to defining the Approximate smoother, and both involve formulating
the smoother as the solution of a variational problem. One of these problems will involve minimizing the Exact
smoother functional 6 over WG,X′ where X
′ = {x′i}N
′
i=1 is an arbitrary set of distinct points in R
d. The other,
equivalent problem, involves finding the function in WG,X′ which is nearest to Exact smoother se w.r.t. the norm
‖·‖w,0. If
sa (x) =
N ′∑
i=1
α′iRx′i (x) = (2π)
−d/2
N ′∑
i=1
α′iG (x− x′i) ,
denotes the Approximate smoother and y is the dependent data then solving the second problem yields
sa = IX′se,
which implies the matrix equation(
NρRX′,X′ +R
T
X,X′RX,X′
)
α′ = RTX,X′y,
where RX,X′ =
(
Rx′j
(
x(i)
))
. The size of the Approximate smoother matrix is N ′ × N ′ which is independent
of the number of data points and suggests scalability.
The error estimates for the pointwise convergence of the Approximate smoother to its data function f ∈ X0w
are based on the simple triangle inequality
|f (x) − sa (x)| ≤ |f (x)− se (x)|+ |se (x)− sa (x)| ,
and so Section 8.6 will be devoted to estimating |se (x)− sa (x)|.
As with the minimal interpolant and the Exact smoother, we will obtain estimates that involve unisolvent data
sets as well as the Type 1 and Type 2 estimates that do not explicitly involve unisolvency. The Approximate
smoother convergence orders and the constants are the same as those for the interpolation case which are given
in the interpolation tables 1, 2, 3 and 6.
Type 1 error estimates No a priori assumption is made concerning the weight function parameter κ but it
will be assumed that the basis function satisfies an inequality of the form 1. For example, if it is assumed that
the data region K is closed bounded and infinite then Theorem 380 establishes that
|se (x)− sa (x)| ≤ ‖f‖w,0 kG (hX′,K)s , x ∈ K, (11)
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and Theorem 397 shows that
|f (x)− sa (x)| ≤ ‖f‖w,0
(√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s
)
, x ∈ K, (12)
when hX,K = sup
x∈K
dist (x,X) ≤ hG and hX′,K = sup
x∈K
dist (x,X ′) ≤ hG.
Type 2 error estimates If it only assumed that κ ≥ 1 then by Theorem 387
|se (x) − sa (x)| ≤ ‖f‖w,0 kG (hX′,K)s , x ∈ Rd, (13)
and by Theorem 399
|f (x)− sa (x)| ≤ ‖f‖w,0
(√
ρN + kGhX,K + kGhX′,K
)
, x ∈ Rd, (14)
where kG = (2π)
− d4
√
−
(
|D|2G
)
(0)
√
d.
Unisolvent data error estimates If X is a unisolvent set of order m ≥ 1 contained in a bounded data region
Ω then by Theorem 391,
|se (x)− sa (x)| ≤ ‖f‖w,0 kG (hX′,Ω)m , x ∈ Ω, (15)
and by Theorem 402,
|f (x)− sa (x)| ≤ ‖f‖w,0
(
K ′Ω,m
√
ρN + kG (hX,K)
m + kG (hX′,K)
m
)
, x ∈ Ω, (16)
for some constants K ′Ω,m, kG > 0. We say the orders of convergence are at least m.
These theoretical results will be illustrated using the weight function examples from the interpolation chapter,
namely the radial shifted thin-plate splines, Gaussian and Sobolev splines and the tensor product extended B-
splines. We will also use the central difference weight functions from Chapter 5.
Numerical results are only presented for the Type 1 and 2 estimates. Numeric experiments are
carried out using the same 1-dimensional B-splines and data functions that were used for the interpolants. We
restrict ourselves to one dimension so that the data density parameters hX,Ω and hX,K can be easily calculated.
We discuss the SmoothOperator software (freeware) package which implements the Approximate smoother
algorithm. It has a full user manual which describe several tutorials and data experiments.
0.1.9 Chapter 9 The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w
The goal of this chapter is to use a bilinear form to characterize the bounded linear functionals
(
X0w
)′
on the data
space X0w introduced in Chapter 1 for the weight functions used as examples in this document and to explore
the properties of some related operators.
A semi-Hilbert space X01/w is defined using the reciprocal of the weight function and isometric isomorphisms
are constructed between this space and L2. These isometries and those constructed in Chapter 1 between the
data space and L2 are used to construct an isometric isomorphism between functional space and the data space.
This chapter involves successively larger classes of weight functions with increasingly more general definitions
of X01/w.
For more details see the introduction to the chapter.
0.1.10 Chapter 10 An upper bound for the derivative of the 1-dimensional hat basis function
smoother
In this chapter we derive an upper bound for the derivative of the 1-dimensional (scaled) hat basis function
smoother under the assumption that the data function has a bounded derivative on the data region fd ∈ X0w (Ω)∩
W 1,∞ (Ω). This will be used in Example 327 to obtain a convergence estimate for the Exact smoother when
the scaled hat function has ”large” support w.r.t. the data region i.e. when the scaled hat basis function
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Λλ (x) = Λ (x/λ) has been scaled so that diamΩ ≤ 12 diam suppΛλ i.e. diamΩ ≤ λ. This convergence estimate is
7.59, namely
|se (x)− fd (x)| ≤ ‖E‖ ‖fd‖∞;Ω
√
ρN +
(
2
λ
‖fd‖∞;Ω + (1 +min {5, 2 + ρN}) ‖Dfd‖∞;Ω
)
hX,Ω,
where se = SXfd = SXEfd is the Exact smoother, E is any continuous linear extension of the data function
fd from Ω to Rd and hX,Ω is the maximum spherical cavity size (radius).
Also see introduction to Chapter 10.
0.1.11 Chapter 12 Explicit extension operators based on Wloka but using the rectangle
condition
I needed these explicit extension operators to characterize of the restriction spaces X0w (Ω) for several classes
of weight function, especially the tensor products in Subsection 2.9, but Ω has ??? very awkward constraints.
Subsequently I discovered the very general theoretical extension operator r∗Ω (Theorem 141) and so the explicit
extension became unnecessary.
In this chapter, motivated by the work of Wloka [63] and the Russian mathematicians described in the Back-
ground section, we will derive four extension operators. Technically:
1. We will assume that the bounded domain Ω satisfies the ??? very restrictive rectangle condition instead of
the cone condition - a sphere does not satisfy the rectangle condition.
2. I will modify the Calderon-Zygmund extension result used in Theorem 5.4, Section 5.2 of Wloka [63] by
replacing the cone condition by the rectangle condition but I will still use the integral representation and
the Fourier transform.
3. We adapt the (convolution) integral representation technique. This is in the form of the integral operators
Jδ [v] (z) =
∫
O1 λ
δe−λ1v
(
z
λ
)
dλ where v is weakened to be an L1 function.
4. Develop an extension operator which extends a function from a single orthant Oθ ⊂ Rd to the entire space.
5. Still uses a C∞ partition of unity to define an extension on a domain Ω.
6. The basic norms are the L2 and L∞ norms.
The four extension operators are:
1. In Section 12.4 I construct continuous extension E1α : C(α)0
(O1) → C(α)B (Rd) for each α ≥ 1. This is then
generalized to a continuous extension Eθα : C(α)0
(Oθ)→ C(α)B (Rd). The results of this section are not used
elsewhere and are not used to construct any of the other extensions in this Chapter.
2. In Section 12.5 a partition of unity and the integral representation of Lemma 645 to construct continuous
convolution extension operators En1Ω : W
n1 (Ω) → Wn1 (Rd) for n ≥ 1. This is done in Theorem 657 and
continuity is demonstrated using a Fourier transform argument. Here Jθ(n−2)1 [v] satisfies 12.60.
3. In Section 12.6 we generalize the En1Ω to extension operators E
α
Ω : C
(α)
(
Ω
)→ C(α)B (Rd) which are contin-
uous under the supremum norm. To do this we constrain the function v to have bounded support in O1
and to be a tensor product function which satisfies 12.76. The main extension result is Theorem 661.
4. In this section we show that the particular extension operators
{
En1Ω
}
n≥1 are such that each E
n1
Ω :
Wn1 (Ω) → Wn1 (Rd) is continuous if we assume that in the integral operator Jθ(n−2)1 [v] the function
v ∈ L10 (O1) is a tensor product with property.
In the Appendix
0.1.12 Chapter A Basic notation, definitions and symbols
Basic function spaces, multi-index and vector notation, topology and tempered distributions, Fourier transforms,
convolutions, Taylor series expansions etc. See the table of contents.
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0.1.13 Chapter B Quotient spaces and reproducing kernels
We present the basic theory Banach space quotient spaces and then the general theory of reproducing kernels.
Finally, we characterize restriction spaces in terms of quotient spaces.
0.1.14 Chapter C Notes on Schmeisser [54]
This is a very short chapter which just contains some notes on the 2006 survey concerning Sobolev spaces with
dominating mixed derivatives by Schmeisser [54].
0.1.15 Chapter D Proofs of the claims made in Remark 144.
This chapter contains the proofs of the claims made for the Sobolev spaces with dominating mixed derivatives
Wm1 (Ω) etc. in Remark 144. They are modified results from Adams and Fournier [5] and Wloka [63] concerning
the Sobolev spaces Wm (Ω).
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1
Weight functions, data spaces and basis functions
1.1 Introduction
In [42] Light and Wayne developed a weight function theory of positive order basis function interpolation in
which the weight function directly generated both the basis function and the Hilbert space of continuous data
functions. We intend to do the same thing here for the zero order case.
We start by introducing the theory of weight functions using as examples the radial basis functions: the shifted
thin-plate splines, the Gaussian, the Sobolev splines as well as the tensor product extended B-spline weight
functions. Results are also proved regarding the tensor products and products of weight functions.
The weight functions are then used to define both the Hilbert data spaces and the basis functions which will
be used to formulate and solve the variational interpolation and smoothing problems discussed in later Chapters.
Various continuity results are derived for the basis functions and data space functions. The data space is shown
to be a reproducing kernel Hilbert space but instead of using the reproducing kernel we will use the Riesz
representers of the evaluation functionals f → Dαf (x) because the kernel is only defined for α = 0.
1.2 The weight functions
1.2.1 Motivation for the weight function properties
We want to modify Light and Wayne’s weight function properties and basis function definition so that the tensor
product hat functions are basis functions of zero order generated by weight functions..
Light and Wayne defined their weight function w to have the three properties:
A3.1 w is continuous and positive outside the origin.
A3.2 1w ∈ L1loc.
A3.3 For some R > 0 and µ real, 1w(x) ≤ c |x|µ for |x| > R.
These properties imply 1w ∈ S′ and Light and Wayne’s definition of a tempered basis distribution G ∈ S′
of order k ≥ 1 generated by w (see Section 3 of [42]) imply that as distributions
Ĝ =
1
|ξ|2k w
, on Rd \ 0.
Part 11 of Remark 2 regarding the weight function properties.
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Now, as mentioned above, we want to define a basis function so the multivariate hat function is a basis function
of order zero. The one dimensional hat function will be denoted by Λ and is given by
Λ (x) =
{
0, |x| > 1, x ∈ R,
1− |x| , |x| ≤ 1, x ∈ R. (1.1)
In higher dimensions the hat function is defined as the tensor product
Λ (x) =
d∏
i=1
Λ (xi) , x ∈ Rd. (1.2)
It is well known that
Λ̂ (ξ) = (2π)
−1/2
(
sin (ξ/2)
ξ/2
)2
, ξ ∈ R1, (1.3)
so that in higher dimensions
Λ̂ (ξ) =
d∏
i=1
Λ̂ (ξi) = (2π)
−d/2
d∏
i=1
(
sin ξi/2
ξi/2
)2
, ξ ∈ Rd. (1.4)
In one dimension, if Λ is to be basis function of order zero then we must have Λ̂ (ξ) = 1w(ξ) i.e.
w (ξ) = (2π)d/2
d∏
i=1
(
ξi/2
sin (ξi/2)
)2
, ξ ∈ Rd, (1.5)
and w has discontinuities outside the origin, which violates weight function property A3.1. Denoting the set of
discontinuities by A we have that A is the union of hyperplanes
A =
d⋃
i=1
{ξ : ξi ∈ 2πZ \ 0} . (1.6)
and this is a closed set of measure zero. This will become weight function property W01 in Definition 1 below.
Additionally, from equation 1.4 we have that Λ̂ = 1w ∈ L1 and we want to only use L1 Fourier transform
results. So we will say that G is a basis function of order 0 if 1w ∈ L1 and Ĝ = 1w . A well-known L1 result then
implies G ∈ C(0)B ⊂ S′ and so G is a function. That 1w ∈ L1 is ensured by properties W02 and W03 in Definition
1. Note that our definition of a basis function gives a unique basis function whereas in Light and Wayne a basis
function of higher order k is unique modulo a polynomial of order ≤ k.
Finally we will incorporate the parameter κ into properties W02 and W03 to increase the smoothness of the
basis function and to allow a larger choice of weight functions. The parameter κ will be allowed to take real
non-integer values or a vector with non-integer components.
1.2.2 The weight function properties
Definition 1 Weight functions with parameter κ
A weight function’s properties are defined with reference to a set A ⊂ Rd. The introduction of A is motivated
directly by the properties of the Fourier transform of the hat function.
In this document a weight function w is a mapping w : Rd → R which has at least the property W01:
W01 There exists a closed set A with measure zero such that w is continuous, positive and finite outside A i.e.
w ∈ C(0) (Rd \ A) and w > 0 on Rd \ A.
It may also have property W02 or W03:
W02 For some real number κ ∈ R1 , κ ≥ 0 we have∫ |x|2λ
w (x)
dx <∞, 0 ≤ λ ≤ κ. (1.7)
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W03 For some κ ∈ Rd , κ ≥ 0 we have ∫
x2λ
w (x)
dx <∞, 0 ≤ λ ≤ κ. (1.8)
Remark 2
1. Regarding property W01: There exists a unique minimal Ac which is the intersection of all closed setsA
with measure zero such that w ∈ C(0) (Rd \ Ac) and a unique minimal Ap which is the intersection of all
closed sets A with measure zero satisfying w > 0 on Rd \ A. Further, A = Ac ∩ Ap is the unique minimal
set for which property W01 is valid.
Also, the countable union of closed sets of measure zero is also a closed set of measure zero.
If w is a weight function then 1/w is a weight function.
2. In Section 1.3 property W01 is used to define the inner product space of distributions X0w. Property W01
is needed to ensure that X0w is not empty - see Theorem 22. It is not enough just to have a weight function
that is positive a.e.
3. Property W01 allows basis functions to have Fourier transforms with zeros outside the origin e.g. the tensor
product hat function.
4. Property W02 is especially suitable for radial weight functions. I have chosen the integral form for W02
because it is more general than the form A3.3 of Light and Wayne.
Property W03 is especially suitable for tensor product weight functions. In general it allows more smooth-
ness information to be obtained about X0w and the basis function.
5. Properties W02 and W03 coincide in one dimension.
6. Properties W02 and W03 allow the definition of a continuous basis function of order zero.
7. The parameter κ of properties W02 and W03 could be called the smoothness parameter because in
Theorem 29 it is shown that X0w ⊂ C(⌊κ⌋)B and in Theorems 53 and 55 it is shown that the basis functions
are in C
(⌊2κ⌋)
B . The allowance of non-integer values of κ sometimes permits an extra degree of differentiability
to be estimated e.g. The smoothness of Sobolev spline basis functions in Subsubsection 61.
8. Scaling (or dilation): scaled weight functions i.e. w (λx) where λ ∈ Rd and λ. > 0, are also weight functions
and properties W02 and W03 are also valid for the same parameter κ.
9. Properties such as:
∫ |x|2λ
w (x)2
dx <∞ for 0 ≤ λ ≤ κ, and |x|µw(x) bounded for 0 ≤ µ ≤ v, might be investigated
in order to obtain Sobolev space results.
10. See Section 8.2 for results concerning necessary and sufficient conditions on weight function/s for the
equivalence of X0w spaces and for the embedding of X
0
w spaces in Sobolev spaces.
11. Life can be more complicated. Instead of the above properties we could instead use the positive order
weight function properties (see Subsection 1.2.3 of Williams [62]) but with θ = 0. Then properties W2.1
and properties W2.2 would stay the same i.e.
W2.1 : 1/w ∈ L1loc,
W2.2 :
∫
|·|≥r2
1
w|·|2σ <∞ for some σ > 0 and some r2 > 0,
 (1.9)
and the W3 properties would become W02 or W03.
However W2.1 and W2.2 would still allow us to construct basis distributions and the data function space
would no longer necessarily be a space of continuous functions but it would still be a Hilbert space with the
operators I : X0w → L2 and J : L2 → X0w of Definition 24 still being isometric isomorphisms and inverses.
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The following result gives two equivalent criteria for the weight function property W02.
Theorem 3 The the following criteria are equivalent to weight function property W02:
1.
∫ x2β |x|κ−⌊κ⌋
w (x)
dx <∞, |β| ≤ κ.
2. 1w ∈ L1loc and
∫
|·|≥R
|·|2κ
w
<∞ for some R ≥ 0.
Proof. Part 1 is easily proved using the identity |x|2k = ∑
|β|=k
k!
β!x
2β , and clearly W02 implies part 2. Finally, if
part 2 holds for 0 ≤ λ ≤ κ and some R ≥ 0∫ |·|2λ
w
=
∫
|·|≤R
|·|2λ
w
+
∫
|·|≥R
|·|2λ
w
≤ R2λ
∫
|·|≤R
1
w
+
∫
|·|≥R
1
|·|2(κ−λ)
|·|2κ
w
≤ R2λ
∫
|·|≤R
1
w
+
∫
|·|≥R
1
R2(κ−λ)
|·|2κ
w
<∞,
and so property W02 is satisfied.
The next theorem relates properties W02 and W03:
Theorem 4 Weight function properties W02 and W03 are related as follows: if w is a weight function on Rd
then:
1. If w has property W02 for κ = s then w has property W03 for κ = sd1.
2. If w has property W03 for κ = µ then w has property W02 for κ = µ = minµ = mini µi.
Proof. Part 1
∫
x2
s
d
1
w =
∫ ∣∣∣x2 sd 1∣∣∣
w ≤
∫ |x||2 sd1|
w =
∫ |x|2s
w <∞.
Part 2 If w has property W03 for κ = µ then 1/w ∈ L1 and x2λw ∈ L1 when λ ≤ µ. Now
|·|2µ = |·|2(⌊µ⌋+µ−⌊µ⌋) = |·|2⌊µ⌋ |·|2(µ−⌊µ⌋) ,
and since from A.2,
|x|2⌊µ⌋ = ⌊µ⌋! ∑
|α|=⌊µ⌋
1
α!
x2α,
and also
|x|2(µ−⌊µ⌋) = (x21 + x22 + . . .+ x2d)µ−⌊µ⌋
≤ x2(µ−⌊µ⌋)1 + x
2(µ−⌊µ⌋)
2 + . . .+ x
2(µ−⌊µ⌋)
d
=
d∑
k=1
x
2(µ−⌊µ⌋)
k ,
it follows that
|x|2µ ≤ ⌊µ⌋! ∑
|α|=⌊µ⌋
x2α
α!
d∑
k=1
x
2(µ−⌊µ⌋)
k
=
⌊
µ
⌋
!
d∑
k=1
∑
|α|=⌊µ⌋
1
α!
x2αx
2(µ−⌊µ⌋)
k
=
⌊
µ
⌋
!
d∑
k=1
∑
|α|=⌊µ⌋
1
α!
x2(α+(µ−⌊µ⌋)ek).
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Thus ∫ |·|2µ
w
≤ ⌊µ⌋! d∑
k=1
∑
|α|=⌊µ⌋
1
α!
∫
x2(α+(µ−⌊µ⌋)ek)
w
,
but
∣∣α+ (µ− ⌊µ⌋) ek∣∣ = |α| + µ − ⌊µ⌋ = µ so that α + (µ− ⌊µ⌋) ek ≤ µ1 ≤ µ and we have ∫ |·|2µw < ∞ as
desired.
1.2.3 Interpolated weight functions
Here we are concerned with the interpolated weight functions w = w1−t1 w
t
2 where t ∈ [0, 1].
Theorem 5 Interpolated weight functions Suppose w1 and w2 are weight functions with property W01 for
sets A1 and A2 respectively. Then for all t ∈ [0, 1]:
1. w1−t1 w
t
2 has property W01 on the set A = A1 ∪A2.
2. If wi ∈W02 for κi then w1−t1 wt2 ∈W02 for κ ≤ min {κ1, κ2}.
3. If wi ∈W03 for κi then w1−t1 wt2 ∈W03 for κ ≤ min {κ1, κ2}.
Proof. Part 1. Clearly, outside A, both w1 and w2 are continuous, positive and finite.
Part 2. Since 1− t+ t = 1 by Ho¨lder’s theorem (p = 1/ (1− t), q = 1/t) and part 2 of Theorem 3:
∫
|·|≥1
|·|2κ
w1−t1 w
t
2
=
∫
|·|≥1
|·|2(1−t)κ
w1−t1
|·|2tκ
wt2
≤
 ∫
|·|≥1
|·|2κ
w1

1−t ∫
|·|≥1
|·|2κ
w2

t
≤
 ∫
|·|≥1
|·|2κ1
w1

1−t ∫
|·|≥1
|·|2κ2
w2

t
<∞,
and if r > 0, ∫
|·|≤r
1
w1−t1 wt2
≤
 ∫
|·|≤r
1
w1

1−t ∫
|·|≤r
1
w2

t
<∞.
Part 3 Again by Ho¨lder’s theorem, when 0 ≤ λ ≤ κ,
∫
x2λ
w1−t1 w
t
2
dx =
∫ |·|2(1−t)λ
w1−t1
|·|2tλ
wt2
≤
(∫ |·|2λ
w1
)1−t(∫ |·|2λ
w2
)t
<∞.
1.2.4 Radial weight functions
Suppose w is a weight function w.r.t. the closed set A of measure zero. Then 1/w is positive, finite and continuous
outside A. Motivated by this fact I prove: ?? What about continuity?
Lemma 6 Suppose d ≥ 2 and f ∈ L1 (Rd) is positive outside a closed set A of measure zero. Suppose Rd =
Rd1 × Rd2 .
Then the function
g (ξ′) :=
∫
Rd2
f (ξ′, ξ′′) dξ′′,
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is in L1
(
Rd1
)
with ∫
g =
∫
f.
Further, g is positive outside the closed set of measure zero
A1 := (π1Ac)c .
If A is bounded then A1 is empty.
Proof. Since f is positive a.e. we have
∫
g =
∫
f .
Clearly A1 is closed and if A is bounded then A1 is empty.
We must show that A1 has measure zero when A is unbounded:
A1 = (π1Ac)c =
{
x′ ∈ Rd1 : x′ /∈ π1Ac
}
=
=
{
x′ ∈ Rd1 : (x′, x′′) /∈ Ac ∀x′′ ∈ Rd2}
=
{
x′ ∈ Rd1 : (x′, x′′) ∈ A ∀x′′ ∈ Rd2}
=
{
x′ ∈ Rd1 : π−11 x′ ⊂ A
}
.
Thus A1 is not empty iff π−11 A1 ⊂ A. This implies that when A1 is not empty we have
A1 ⊂ π1A.
We thus have the unique representation
A = (π−11 A1) ∪ B, (π−11 A1) ∩ B = ∅,
with
(π1Bc)c = ∅, A1 = π1A \ π1B.
Now 0 = measA = meas π−11 A1 = measA1.
Choose ξ′ ∈ Ac1 = π1Ac. Then there exists ξ′′ ∈ Rd2 such that ξ = (ξ′, ξ′′) ∈ Ac. Thus Br (ξ) ⊂ Ac where
r = dist (ξ,Ac). Hence if |ξ′|2 + |ξ′′|2 ≤ r2 then |ξ′′|2 ≤ r2 − |ξ′|2 and consequently
g (ξ′) =
∫
Rd2
f (ξ′, ξ′′) dξ′′ ≥
∫
|ξ′′|2≤r2−|ξ′|2
f (ξ′, ξ′′) dξ′′ > 0,
since f is positive outside A.
We begin with two basic lemmas on radial weight functions:
?? Note the radial result of Theorem 695.
Lemma 7 Suppose w has property W01 w.r.t. the closed set A ⊂ Rd and property W02 for parameter κ. Write
ξ = (ξ′, ξ′′) ∈ Rd where ξ′ ∈ Rm and ξ′′ ∈ Rn. Then
1
w′ (ξ′)
=
∫
dξ′′
w (ξ′, ξ′′)
,
defines an a.e. positive function w′ on Rm and it follows that:
1. if w is radial then w′ is radial.
2. If w has property W02 for parameter κ then w′ also has property W02 for parameter κ.
Proof. Part 1 Suppose w (ξ) = w⊙ (|ξ|). Then
1
w′ (ξ′)
=
∫
dξ′′
w⊙
(√
|ξ′|2 + |ξ′′|2
) .
Part 2 If 0 ≤ λ ≤ κ then ∫ |ξ′|2λdξ′w′(ξ′) = ∫ ∫ |ξ′|2λdξ′dξ′′w(ξ) ≤ ∫ |ξ|2λw(ξ) dξ <∞.
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Lemma 8 Basic radial weight function results Suppose u ≥ 0 is a measurable function on R1, and the
weight function w (ξ) is radial on Rd (d ≥ 1) with property W02 for the parameter κ. Write ξ = (ξ1, ξ′′) and
define w⊙ (|x|) := w (x).
Then if
∫ u(xξ)
w(ξ) dξ exists it is a radial function of x and∫
Rd
u (xξ)
w (ξ)
dξ =
∫
R1
u (|x| s)
◦
w (s)
ds, (1.10)
where
1
◦
w (s)
:=
∫
Rd−1
dξ′′
w (s, ξ′′)
=
∫
Rd−1
dξ′′
w⊙
(√
s2 + |ξ′′|2
) , s ∈ R1. (1.11)
Here
◦
w is positive a.e. and is an even function with property W02 for parameter κ.
?? NEED Lemma 6? ?? Further, if we assume that
◦
w is continuous and positive outside a closed set B of
measure zero then
◦
w is a weight function i.e. it has weight function property W01 w.r.t. B.
Proof. This lemma will employ the technique of Section 4.1 Stein and Weiss [57] which defines radial functions
in terms of orthogonal transformations. Stein and Weiss observed that a function f is radial if and only if
f (Ox) = f (x) for any linear, orthogonal transformation O : Rd → Rd and any x ∈ Rd. Now an orthogonal
transformation O satisfies OT = O−1 where Oxy = xOT y for the Euclidean inner product, and an orthogonal
transformation has a Jacobian of one.
Now w (ξ) = w⊙ (|ξ|) so that∫
u (Oxξ)
w (ξ)
dξ =
∫
u
(
xO−1ξ)
w⊙ (|ξ|) dξ =
∫
u (xη)
w⊙ (|Oη|)
∣∣∣∣J(ξη
)∣∣∣∣ dη = ∫ u (xη)w⊙ (|η|)dη
=
∫
u (xη)
w (η)
dη,
and so
∫ u(xξ)
w(ξ) dξ is a radial function of x and we can define the radial function µr (|x|) :=
∫ u(xξ)
w(ξ) dξ.
Now suppose ρ ≥ 0 and set x = (ρ, 0′′). Then |x| = ρ and
µr (ρ) = µr (|x|) =
∫
u (ρξ1)
w (ξ)
dξ =
∫
u (ρξ1)
∫
dξ′′
w (ξ)
dξ1
=
∫
u (ρξ1)
∫
dξ′′
w (ξ)
dξ1
=
∫
R1
u (ρξ1)
◦
w (ξ1)
dξ1,
by definition 1.11 of
◦
w. Since w (x) = w⊙ (|x|) the second equation of 1.11 is true and clearly ◦w is positive a.e.
and an even function. Suppose 0 ≤ λ ≤ κ. Then∫ |ξ1|2λ
◦
w (ξ1)
dξ1 =
∫ ∫
Rd−1
|ξ1|2λ
w (ξ1, ξ′′)
dξ′′dξ1 ≤
∫
Rd
|ξ|2λ
w (ξ)
dξ <∞,
so that
◦
w has property W02 for κ.
1.2.5 Examples of radial weight functions
Example 9 The shifted thin-plate splines From equations 25, 26 and 27 of Dyn [25] the shifted thin-plate
spline functions
H (x) =

(−1)ν+1
2
(
1 + |x|2
)ν
log
(
1 + |x|2
)
, ν = 1, 2, 3, . . . ,
(−1)⌈ν⌉
(
1 + |x|2
)ν
, ν > −d/2, ν 6= 0, 1, 2, . . . ,
(1.12)
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have the distribution Fourier transforms
Ĥ (ξ) = e˜ (v) K˜v+d/2 (|ξ|) |ξ|−2(v+d/2) on Rd \ 0, v > −d/2,
where
e˜ (ν) =
{
(−1)ν+1 c˜′ (2ν) , ν = 1, 2, 3, . . . ,
(−1)⌈ν⌉ c˜ (2ν) , ν > −d/2, ν 6= 1, 2, 3 . . . ,
and
c˜ (t) = (2π)d/2 2
t+2
2 /Γ (−t/2) , c˜′ (t) = dc˜ (t)
dt
, t > 0.
Here e˜ (v) > 0, K˜λ (t) := t
λKλ (t) , t ≥ 0, λ > 0, K˜λ ∈ C∞
(
R1 \ 0) and Kλ is called a modified Bessel function
or MacDonald’s function. Here K˜λ has the properties
K˜λ ∈ C(0)
(
R1
)
, λ > 0; K˜λ (t) > 0; lim
t→∞ K˜λ (t) = 0 exponentially. (1.13)
See for example Abramowitz and Stegun [3], Watson [60] and Section 8.1 of Nikol’ski˘ı [50]. See also Theorem
14 below.
Now if w = 1/Ĥ then
w (ξ) =
1
e˜ (v)
|ξ|2v+d
K˜v+d/2 (|ξ|)
, (1.14)
and w has property W01 for A = {0}. Further, condition 1.7 holds iff 2λ− 2ν − d > −d for 0 ≤ λ ≤ κ i.e. iff
− d/2 < ν < 0. (1.15)
and so when ν satisfies 1.15, w has property W02 for all κ ≥ 0.
Example 10 The Gaussian The Gaussian function
H (x) = exp
(
− |x|2
)
, x ∈ Rd, (1.16)
has Fourier transform
Ĥ (ξ) =
√
π
2
exp
(
−|ξ|
2
4
)
, ξ ∈ Rd,
and so if 1w = Ĥ
w (ξ) =
2√
π
exp
(
|ξ|2
4
)
, (1.17)
and w has property W01 for empty A and property W02 for all κ ≥ 0.
Example 11 The Sobolev splines (Theorem 6.13 of Wendland [61]) If ν > d/2 the multivariate modified
Bessel function
H (x) =
1
2ν−1Γ (ν)
K˜ν− d2 (|x|) , x ∈ R
d, (1.18)
has Fourier transform
Ĥ (ξ) =
1(
1 + |ξ|2
)ν , ξ ∈ Rd,
where we have used the fact that K−λ = Kλ when λ > 0.
Hence if w := 1/Ĥ,
w (ξ) =
(
1 + |ξ|2
)ν
, ξ ∈ Rd, (1.19)
then w has property W01 for empty A and property W02 for 0 ≤ κ < ν − d/2.
The next two examples of weight functions come from Subsubsection 9.2.5.
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Example 12 If 0 ≤ v < d/2 and v′ > d/2 then
w (ξ) =
{
|ξ|2v , |ξ| ≤ 1,
|ξ|2v′ , |ξ| ≥ 1,
and this weight function has property W02 for κ < v′ − d/2.
Example 13 Suppose the weight function w has property W01 w.r.t. the set A = {0} and there exists an integer
m ≥ 0, constants r, c1, c2, s > 0 and a bounded function v such that:
w (x) =
v (x)
|x|2(m+s)
, |x| ≤ r; 2s < d; 0 < c1 ≤ v (x) ≤ c2, (1.20)
and for some τ ≥ 0, ∫
|·|≥r
w
|·|2τ <∞. (1.21)
Are there such weight functions with property W02? The answer is yes because Example 12 is a specific case
and a more general example is
w (x) =
{
1
|x|2(m+s) , |x| ≤ 1,
|x|d+2κ , |x| ≥ 1, (1.22)
where A = {0}, s, κ > 0 and τ ≥ d+ κ. Since
1
w
=
{
|x|2(m+s) , |x| ≤ 1,
1
|x|d+2κ , |x| ≥ 1,
w has property W02 for κ < κ.
Theorem 14 There exist positive constants cλ and c
′
λ such that
cλe
−t ≤ K˜λ (t) ≤ c′λe−t, t ≥ 0, λ > 0.
Here K˜λ (t) := t
λKλ (t) and Kλ is the MacDonald’s function or the modified Bessel function of the third kind.
Proof. This proof is based on estimating the well-known equation
K˜λ (t) =
π1/22−λ(
λ− 12
)
!
e−t
∫ ∞
0
e−s
(
1 +
2s
t
)2λ−1
ds, t, λ ≥ 0.
See, for example, equation 11.137 in Arfken [6].
UPPER BOUND
Assume λ ≥ 1/2 and t > 0∫ ∞
0
e−s
(
1 +
2s
t
)2λ−1
ds =
∫ t/2
0
e−s
(
1 +
2s
t
)2λ−1
ds+
∫ ∞
t/2
e−s
(
1 +
2s
t
)2λ−1
ds
≤
∫ t/2
0
e−s (1 + 1) ds+
∫ ∞
t/2
e−s
(
2s
t
+
2s
t
)2λ−1
ds
= 2
∫ t/2
0
e−sds+
∫ ∞
t/2
e−s
(
4s
t
)2λ−1
ds
= 2
(
1− e−t/2
)
+
(
4
t
)2λ−1 ∫ ∞
t/2
e−ss2λ−1ds
< 2 +
(
4
t
)2λ−1 ∫ ∞
0
e−ss2λ−1ds
= 2 +
(
4
t
)2λ−1
(2λ− 1)!.
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Assume 0 < λ ≤ 1/2 and t > 0
∫ ∞
0
e−s
(
1 +
2s
t
)2λ−1
ds =
∫ ∞
0
e−sds(
1 + 2st
)1−2λ < ∫ ∞
0
e−sds = 1.
Thus ∫ ∞
0
e−s
(
1 +
2s
t
)2λ−1
ds <
{
1, 0 < λ < 1/2 and t > 0,
2 +
(
4
t
)2λ−1
(2λ− 1)!, λ ≥ 1/2 and t > 0.
and so for t > 0
K˜λ (t) <
π1/22−λ(
λ− 12
)
!
e−t ×
{
1, 0 < λ ≤ 1/2,
2 +
(
4
t
)2λ−1
(2λ− 1)!, λ ≥ 1/2,
and for t ≥ 1,
K˜λ (t) <
π1/22−λ(
λ− 12
)
!
e−t ×
{
1, 0 < λ ≤ 1/2,
2 + 42λ−1 (2λ− 1)!, λ ≥ 1/2.
Now from 1.13, K˜λ ∈ C(0)
(
R1
)
, λ > 0 and K˜λ (t) > 0 and so 0 < d
′ ≤ K˜λ (t) ≤ d′′ when 0 ≤ t ≤ 1. Thus for
some constant c′λ > 0,
K˜λ (t) ≤ c′λe−t, t ≥ 0, λ > 0.
LOWER BOUND
Assume λ ≥ 1/2 Then ∫ ∞
0
e−s
(
1 +
2s
t
)2λ−1
ds ≥
∫ ∞
0
e−sds = 1,
and so
K˜λ (t) ≥ π1/2 2
−λ(
λ− 12
)
!
e−t, t ≥ 0, λ ≥ 1/2.
Assume 0 < λ < 1/2 and t ≥ 1 Then
∫ ∞
0
e−s
(
1 +
2s
t
)2λ−1
ds =
∫ ∞
0
e−sds(
1 + 2st
)1−2λ > ∫ t
0
e−sds(
1 + 2st
)1−2λ >
>
∫ t
0
e−sds
(1 + 2)
1−2λ =
1− e−t
31−2λ
≥ 1− e
−1
31−2λ
>
1
6
,
so that
K˜λ (t) ≥ π
1/2
6
2−λ(
λ− 12
)
!
e−t, t ≥ 1, 0 < λ ≤ 1/2.
Now from 1.13, K˜λ ∈ C(0)
(
R1
)
, λ > 0 and K˜λ (t) > 0 and so 0 < d
′ ≤ K˜λ (t) ≤ d′′ when 0 ≤ t ≤ 1. Thus for
some constant cλ > 0,
K˜λ (t) ≥ cλe−t, t ≥ 0, λ > 0.
1.2.6 Products of weight functions
See Theorem 71 where the product of weight functions is discussed in relation to the convolution of basis functions.
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1.2.7 Tensor products of weight functions
The next theorem gives some general conditions under which the tensor product of two weight functions is a
weight function.
Theorem 15 Suppose w1 and w2 are weight functions i.e. they have property W01.
1. Then the tensor product w1 ⊗ w2 also has property W01.
2. The tensor product w1 ⊗w2 has property W02 for parameter κ ∈ R1 iff both w1 and w2 have property W02
for parameter κ.
3. The tensor product w1 ⊗ w2 has property W03 for parameter κ = (κi) iff each wi has property W02 for
parameter κi.
Proof. Part 1 In this proof meas denotes the measure of a set. Now suppose wi : Rdi → R. Then each wi is
associated with a weight function set, call it Ai, which is closed and has measure zero. The first step will be to
construct the set A for w1 ⊗ w2 from the sets Ai. The candidate is
A = (A1 × Rd2) ∪ (Rd1 ×A2) . (1.23)
We show A is closed and has measure zero. We use the continuous projection operators pi : Rd → Rdi defined
by p1 (x) = x
′ and p2 (x) = x′′. Next, since A =
2⋃
i=1
p−1i (Ai) and each Ai is closed A is also closed since pi is
continuous. Finally it must be shown that measA = 0. But since
measA = meas (A1 × Rd2 ∪ Rd1 ×A2) ≤ meas (A1 × Rd2)+meas (Rd1 ×A2) ,
it is sufficient to show that meas
(A1 × Rd2) = 0. To do this we use the countable additivity property of the
Lebesgue measure on Rd:
meas
(A1 × Rd2) = meas ∞⋃
n=1
(
A1 ×
(
B (0;n)−B (0;n− 1)
))
=
∞∑
n=1
meas
(
A1 ×
(
B (0;n)−B (0;n− 1)
))
= 0.
Part 2 Suppose w1 and w2 have property W02 for parameter κ. We show w1 ⊗w2 also has property W02 for
parameter κ. Recall that property W02 requires that∫ |x|2λ
wi (x)
dx <∞, 0 ≤ λ ≤ κ; i = 1, 2.
Now ∫ |x|2λ
w (x)
dx =
∫ (|x′|2 + |x′′|2)λ
w1 (x′)w2 (x′′)
dx, (1.24)
and the inequality
|x|2λ ≤ 2λ
(
|x′|2λ + |x′′|2λ
)
, (1.25)
allows us to write∫ |x|2λ
w (x)
dx ≤
∫ 2λ (|x′|2λ + |x′′|2λ)
w1 (x′)w2 (x′′)
dx
= 2λ
(∫ |x′|2λ
w1 (x′)w2 (x′′)
dx
)
+ 2λ
(∫ |x′′|2λ
w1 (x′)w2 (x′′)
dx
)
= 2λ
(∫ |x′|2λ dx
w1 (x′)
∫
dx
w2 (x′′)
)
+ 2λ
(∫
dx′
w1 (x′)
∫ |x′′|2λ dx′′
w2 (x′′)
)
<∞.
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Now suppose w1 ⊗ w2 has property W02 for parameter κ. Thus, by 1.24
∫ (|x′|2 + |x′′|2)λ
w1 (x′)w2 (x′′)
dx <∞, 0 ≤ λ ≤ κ,
so that
∫ |x′|2λ
w1 (x′)w2 (x′′)
dx <∞ and ∫ |x′′|2λ
w1 (x′′)w2 (x′′)
dx <∞.
Hence
∫ |x′|2λ
w1 (x′)
dx′ <∞ and ∫ |x′′|2λ
w2 (x′′)
dx′′ <∞ i.e. w1 and w2 both have property W02 for parameter κ.
Part 3 Follows directly from the definition of property W03.
The next result generalizes the previous theorem to an arbitrary number of weight functions.
Corollary 16 Suppose the functions {wi}ni=1 satisfy property W01 of a weight function.
1. Then
n⊗
i=1
wi has property W01.
2.
n⊗
i=1
wi has property W02 for real parameter κ iff each wi has property W02 for κ.
3.
n⊗
i=1
wi has property W03 for parameter κ = (κi) iff each wi has property W02 for parameter κi.
Proof. Parts 1 and 2 An easy proof by induction using the two weight function case given by Theorem 15.
Part 3 follows directly from the definition of property W03.
1.2.8 Example: the hat weight function
The next theorem shows under what conditions the multivariate hat function is a basis function of order zero.
Theorem 17 Using the multivariate hat function Λ define the function ws by
ws (ξ) =
1
Λ̂ (ξ)
. (1.26)
Then ws satisfies the weight function properties W01, W02 and W03 in the following manner:
1. ws satisfies property W01 for all κ.
2. ws satisfies property W02 for real parameter κ ≥ 0 iff κ < 12 .
3. ws satisfies property W03 for parameter κ = (κi) iff κ <
1
21, where 1 = (1, . . . , 1) ∈ Rd.
Proof. Part 1 By 1.6, ws is the set A which is closed with measure zero.
Part 2 Part 2 of Corollary 16 tells us that we need only establish property W02 in one-dimension. Now W03
holds for κ iff ∫
R1
x2λ
ws (x)
=
∫
x2λ
sin2 (x/2)
(x/2)
2 dx <∞, 0 ≤ λ ≤ κ.
But these integrals will exist iff they exist near infinity iff 2− 2λ > 1 i.e. iff λ < 1/2.
Part 3 Part 3 of Corollary 16 tells us that we need only establish property W03 in one-dimension. But from
Part 5 of Remark 2 properties W02 and W03 coincide in one dimension so Part 2 gives this result.
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1.2.9 Example: the extended B-spline weight functions
We now introduce a new class of weight functions which satisfy property W02 and property W03. We call this
class the extended B-spline weight functions because in Subsection 1.4.5 it will be shown that they generate
basis functions which are the derivatives of the B-splines.
Lemma 18 Suppose a > 0 and l = 0, 1, 2, . . ..
Then
∫∞
a
tλ sin2l tdt <∞ iff λ < −1 and ∫ a
0
tµ sin2l tdt <∞ iff 2l + µ > −1.
Theorem 19 The (homogeneous) extended B-spline weight functions For given integers l, n ≥ 1 define
the extended B-spline weight function ws by
ws (x) =
d∏
i=1
x2ni
sin2l xi
, x = (x1, . . . , xd) ∈ Rd. (1.27)
Define the closed set of measure zero A to be the union of hyperplanes
A =
⋃
k∈Z
d⋃
i=1
{x : xi = πk} .
Then the function ws is a weight function with property W01 w.r.t. A.
Also, the weight function ws has property W02 for real κ ≥ 0 iff n and l satisfy
κ+ 1/2 < n ≤ l, (1.28)
and ws has property W03 for κ ∈ Rd, κ ≥ 0 iff
κ+ 1/2 < n1; n ≤ l. (1.29)
Proof. Clearly property W01 is satisfied for A so w is a weight function. Corollary 16 tells us that we need
only establish the criterion 1.28 in one dimension.
Now property W02 holds for real κ ≥ 0 iff∫
R1
x2λ
w (x)
=
∫
x2λ
sin2l x
x2n
dx <∞, 0 ≤ λ ≤ κ. (1.30)
But these integrals will exist if and only if they exist near the origin and near infinity. By Lemma 18 they will
exist near the origin iff 2λ+2l− 2n > −1 i.e. iff λ > n− l− 1/2, and they will exist near infinity iff 2λ− 2n < −1
i.e. iff λ < n − 1/2. Thus the integrals all exist iff n− l − 1/2 < λ < n− 1/2 for 0 ≤ λ ≤ κ iff κ < n− 1/2 and
n < l+ 1/2 iff κ+ 1/2 < n ≤ l.
Regarding property W03: Part 3 of Corollary 16 tells us that we need only establish property W03 in one-
dimension. But from Part 5 of Remark 2 properties W02 and W03 coincide in one dimension so by 1.28 we have
that w has property W03 for κ ∈ Rd, κ ≥ 0 iff κi + 1/2 < n ≤ l for all i iff κ+ 1/2 < n1 ≤ l1 iff κ+ 1/2 < n1
and n ≤ l.
Remark 20 These weight functions can be extended to
ws (x) =
d∏
i=1
x2vii
sin2λi xi
=
x2v
sin2λ x
, v ≤ λ,
where we have employed the notation sin2λ x =
(
sin2λi xi
)
.
1.3 The data spaces X0w
We now introduce the zero order data spacesX0w which will later be used to define the minimum norm interpolant.
Here w denotes the weight function. In Chapters 2, 7 and 8, X0w will be used to define several variational
interpolation and smoothing problems. In a manner analogous to the Sobolev spaces, mappings between X0w and
L2 are used to show that X0w is a Hilbert space. Various smoothness and C
∞ density results are then established.
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Definition 21 The zero order inner product space X0w
Suppose w is a weight function i.e. it only has property W01 of Definition 1. Then define
X0w =
{
f ∈ S′ : f̂ ∈ L1loc and
√
wf̂ ∈ L2
}
, (1.31)
and endow it with the norm and inner product
‖f‖2w,0 =
∫
w
∣∣∣f̂ ∣∣∣2 , (f, g)w,0 = ∫ wf̂ ĝ.
That ‖·‖w,0 is a norm is simple to prove. Suppose ‖f‖w,0 = 0. Then, since w > 0 a.e.,
∫
w
∣∣∣f̂ ∣∣∣2 = 0 implies
that f̂ (x) = 0 a.e. and thus f = 0 in the distribution sense.
The next result reassures us that the space X0w is non-empty.
Theorem 22 If w is a weight function w.r.t. the closed set A of measure zero then{∨
u : u ∈ C∞0 and suppu ⊂ Rd \ A
}
⊂ X0w, (1.32)
where the set on the left is not empty.
Proof. Firstly, Rd \ A is not empty since A = Rd implies measA 6= 0. Clearly
f ∈
{∨
u : u ∈ C∞0 and suppu ⊂ Rd \ A
}
implies f ∈ S ⊂ S′ and f̂ ∈ C∞0 ⊂ L1loc. Also, since f̂ has bounded
support in Rd \ A and w is positive and continuous on Rd \ A∫ ∣∣∣√wf̂ ∣∣∣2 = ∫ w ∣∣∣f̂ ∣∣∣2 <∞.
Remark 23 We mention the interesting result
X0w →֒ L2 ⇐⇒
1
w
∈ L∞,
proven in Theorem 339 of Section 8.2. The are also more general results concerning necessary and sufficient
conditions on weight function/s for the equivalence of X0w spaces and for the embedding of X
0
w spaces in Sobolev
spaces.
1.3.1 The completeness of X0w
In a manner analogous to Sobolev space theory, the completeness of X0w will be established by constructing an
isometric homeomorphism I : X0w → L2 and then making use of the completeness of L2.
Definition 24 The linear mappings I and J
Suppose w is a weight function. Using the definition of the space X0w we can define the linear mapping I :
X0w → L2 by
If =
(√
wf̂
)∨
, f ∈ X0w.
If, in addition, we assume property W02 or W03 then, since 1w ∈ L1, ĝ√w ∈ L1 ⊂ S′ when g ∈ L2, and thus
we can define the linear mapping J : L2 → S′ by
J g =
(
ĝ√
w
)∨
, g ∈ L2.
The linear mappings I and J have the following properties:
Theorem 25 Suppose w has property W01 of a weight function. Then:
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1. I : X0w → L2 is an isometry.
2. I is one-to-one.
Now suppose that in addition to property W01, w has property W02 or W03 for parameter κ. Then:
3. J : L2 → X0w and is an isometry.
4. J is one-to-one.
5. J ◦ I = I on X0w, and I ◦ J = I on L2.
6. The mapping I : X0w → L2 is an isometric homeomorphism with inverse J .
7. The mappings I and J are adjoints.
8. When w has property W02 and |α| ≤ κ:
DaJ g (x) = i
|α|
(2π)d/2
∫ (
ξα√
w
)∨
(x− y) g (y)dy, g ∈ L2.
9. When w has property W03 and α ≤ κ:
DaJ g (x) = i
|α|
(2π)
d/2
∫ (
ξα√
w
)∨
(x− y) g (y)dy, g ∈ L2.
Proof. The proofs are straight forward and will be omitted.
The fact that X0w is complete, and hence is a Hilbert space, is a simple consequence of the last theorem:
Corollary 26 Suppose w is a weight function with property W02 or W03. Then X0w is complete and hence a
Hilbert space.
Proof. By part 6 of the previous Theorem 25, I : X0w → L2 is an isometric homeomorphism. Hence X0w is
complete since L2 is a Hilbert space.
Remark 27 ??? Suppose 1√
w
L2 ⊂ S′ and
(
1√
w
L2
)∨
∈ L1loc. Then it follows that J : L2 → X0w is an isometry
and X0w is a Hilbert space. But is it a reproducing kernel Hilbert space?
What if we assume that 1√
w
L2 ⊂ L2? Then f ∈ L2 implies 1√
w
f ∈ L2 and so f ∈ X01/w ⊂ X01/w i.e.
L2 ⊂ X01/w ⊂ X01/w.
Also, g ∈ L2 implies ‖J g‖2w,0 =
∫
w
∣∣∣∣∣
((
ĝ√
w
)∨)∧∣∣∣∣∣
2
=
∫ |ĝ|2 = ‖g‖22.
u ∈ L20 and f ∈ X0w implies
∫ ∣∣∣û ∗ f ∣∣∣ = ∫ |û| ∣∣∣f̂ ∣∣∣ = ∫ 1√w |û| √w ∣∣∣f̂ ∣∣∣ ≤ ∥∥∥ û√w∥∥∥2 ‖f‖w,0 <∞.
Thus u ∗ f ∈ C0B ∀u ∈ L20.
Also 1√
w
L2 ⊂ L2 implies L2 ⊂ √wL2.
1.3.2 The smoothness of functions in X0w
We begin with a lemma of basic L1 Fourier transform results.
Lemma 28
1. (Theorem 4.2 of Malliavin [45]) If f ∈ S′ and f̂ ∈ L1, then f ∈ C(0)B , |f (x)| → 0 as |x| → ∞, and
f (x) = (2π)−d/2
∫
eixξf̂ (ξ) dξ.
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2. (Corollary 2.12 of Petersen [52]) If f ∈ L1 and for some integer n > 1, |·|n f ∈ L1, then
∨
f ∈ C(n)B . Further,
xβf ∈ L1 when |β| ≤ n and
Dβ
(∨
f
)
(x) = (i)
|β| (
xβf
)∨
(x) , |β| ≤ n. (1.33)
The next theorem presents our first smoothness result for functions in X0w.
Theorem 29 Suppose that w is a weight function. Then:
1. If w has property W02 for parameter κ ∈ R1, then X0w ⊂ C(⌊κ⌋)B .
2. If w has property W03 for parameter κ = (κi) then X
0
w ⊂ C(⌊κ⌋)B .
Here ⌊κ⌋ = (⌊κi⌋) and we define for all multi-indexes α:
C
(α)
B :=
{
u ∈ C(0)B : Dβu ∈ C(0)B for β ≤ α
}
. (1.34)
Proof. Part 1 Since w has property W02, by Theorem 3, if |β| ≤ κ∫ |·|2|β|
w
=
∫
|·|≤1
|·|2|β|
w
+
∫
|·|≥1
|·|2|β|
w
≤
∫
|·|≤1
1
w
+
∫
|·|≥1
|·|2κ
w
<∞. (1.35)
Hence when f ∈ X0w the Cauchy-Schwartz inequality yields∫ ∣∣∣ξβ f̂ ∣∣∣ ≤ ∫ |·||β|√
w
√
w
∣∣∣f̂ ∣∣∣ ≤ (∫ |·|2|β|
w
)1/2
‖f‖w,0 <∞,
i.e. f ∈ X0w implies D̂βf ∈ L1 when |β| ≤ κ and hence f ∈ C(⌊κ⌋)B by part 1 of Lemma 28.
Part 2 If f ∈ X0w and β ≤ κ then the Cauchy-Schwartz inequality yields∫ ∣∣∣ξβ f̂ ∣∣∣ ≤ ∫ ∣∣ξβ∣∣√
w
√
w
∣∣∣f̂ ∣∣∣ ≤ (∫ ξ2β
w
)1/2
‖f‖w,0 <∞, (1.36)
i.e. f ∈ X0w implies D̂βf ∈ L1 when β ≤ κ and hence f ∈ C(⌊κ⌋)B by part 1 of Lemma 28.
The next theorem derives some inverse Fourier transform formulas and inequalities for derivatives of functions
in X0w.
Theorem 30 Suppose that w is a weight function with property W02 for parameter κ. Then for f ∈ X0w we have
the inverse Fourier transform formulas
Dβf (x) = (2π)
−d/2
∫
eixξD̂βf (ξ) dξ, |β| ≤ κ. (1.37)
and the derivatives satisfy
∣∣Dβf (x)∣∣ ≤ (2π)−d/2(∫ |·|2|β|
w
)1/2
‖f‖w,0 , |β| ≤ κ, (1.38)
so that X0w →֒ C(⌊κ⌋)B when C(⌊κ⌋)B is endowed with the supremum norm
∑
|β|≤κ
∣∣Dβf ∣∣
sup
.
Proof. From the proof of the previous theorem we have: f ∈ X0w implies D̂βf ∈ L1 when |β| ≤ κ. The inverse
Fourier transform formulas 1.37 are now simple consequences of part 1 of Lemma 28.
The bounds on the derivatives are derived from 1.37 using the Cauchy-Schwartz inequality:
∣∣Dβf (x)∣∣ ≤ (2π)− d2 ∫ ∣∣ξβ∣∣ ∣∣∣f̂ (ξ)∣∣∣ dξ ≤ (2π)− d2 ∫ |·||β|√
w
√
w
∣∣∣f̂ ∣∣∣ ≤ (2π)− d2 (∫ |·|2|β|
w
) 1
2
‖f‖w,0 .
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Theorem 31 Suppose that w is a weight function with property W03 for parameter κ ∈ Rd. Then for f ∈ X0w
we have the inverse Fourier transform formulas
Dβf (x) = (2π)−
d
2
∫
eixξD̂βf (ξ) dξ, β ≤ κ. (1.39)
and the derivatives satisfy
∣∣Dβf (x)∣∣ ≤ (2π)− d2 (∫ ξ2β
w
)1/2
‖f‖w,0 , β ≤ κ, (1.40)
so that X0w →֒ C(⌊κ⌋)B when C(⌊κ⌋)B is endowed with the supremum norm
∑
β≤κ
∣∣Dβf ∣∣
sup
.
Proof. From the proof of the previous theorem we have: f ∈ X0w implies D̂βf ∈ L1 when β ≤ κ. The inverse
Fourier transform formulas 1.39 are now simple consequences of part 1 of Lemma 28.
The bounds on the derivatives are derived from 1.39 using the Cauchy-Schwartz inequality:
∣∣Dβf (x)∣∣ ≤ (2π)−d2 ∫ ∣∣ξβ∣∣ ∣∣∣f̂ (ξ)∣∣∣ dξ ≤ (2π)− d2 ∫ ∣∣ξβ∣∣√
w
√
w
∣∣∣f̂ ∣∣∣ ≤ (2π)− d2 (∫ ξ2β
w
) 1
2
‖f‖w,0 .
Remark 32 Inequalities 1.38 and 1.40 for β = 0 implies that X0w is a reproducing kernel Hilbert space and in
Section 1.5 we will calculate the Riesz representers of the evaluation functionals f → Dαf (x). We have in fact
established an important link between pointwise processes and Hilbert space theory.
1.3.3 Examples
Example 33 The shifted thin-plate splines From Examples 1.2.5, w has property W02 for all κ ≥ 0, and
thus Theorem 30 implies X0w ⊂ C∞B as sets. From 1.14 we can write
w (ξ) =
1
e˜ (v)
|ξ|s
K˜s (|ξ|)
, s = 2v + d > 0,
where from Theorem 14,
cse
−t ≤ K˜s (t) ≤ c′se−t, s > 0, t ≥ 0.
so that
1
e˜ (v) c′s
|ξ|s e|ξ| ≤ w (ξ) ≤ 1
e˜ (v) cs
|ξ|s e|ξ|, ξ ∈ Rd.
Now expanding the exponentials about the origin using Taylor series we have for u ∈ X0w,
1
e˜ (v) c′s
∫
|·|s
∞∑
k=0
|·|k
k!
|û|2 ≤
∫
w |û|2 ≤ 1
e˜ (v) cs
∫
|·|s
∞∑
k=0
|·|k
k!
|û|2 ,
which means that as sets
X0w =
∞⋂
k=0
{
u ∈ S′ : û ∈ L1loc and
∫
|·|s+k |û|2 <∞
}
. (1.41)
Example 34 The Gaussian It was shown in Example 10 that the Gaussian weight function has property W02
for all κ ≥ 0, and so Theorem 29 implies X0w ⊂ C∞B as sets. Further
X0w =
{
u ∈ S′ : û ∈ L1loc and
∫
e|·|
2 |û|2 <∞
}
,
so that by expanding the Gaussian about the origin using a Taylor series (see previous example) we can show
easily that as sets
X0w ⊂W∞ =
∞⋂
n=0
Wn,
where Wn is the Sobolev space of order n given below in Definition 134.
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Example 35 The Sobolev splines It was shown in Example 11 that property W02 holds for 0 ≤ κ < v − d/2.
Now by Remark 32, X0w →֒ C(max⌊κ⌋)B and we see that max ⌊κ⌋ = ⌊v − d/2⌋ when v − d/2 is not an integer and
max ⌊κ⌋ = ⌊v − d/2− 1⌋ = ⌊v − d/2⌋ − 1 when v − d/2 is an integer.
Also, from 1.19, w (ξ) =
(
1 + |ξ|2
)v
and so 1.31 implies
X0w =W
v,
where W v is the Sobolev space of positive order v defined using the Fourier transform.
Example 36 These splines are defined in Theorem 19. Since property W03 holds for all 0 ≤ κ < (n− 1/2)1 it
follows that maxκi = (n− 1)1, and thus X0w →֒ C((n−1)1)B .
In Lemma 155 we will show that X0w →֒ Wn1. Here Wn1 is the Sobolev space introduced in Definition 135
below and it consists of all L2 functions such that Dαf ∈ L2 when each α ≤ n1.
1.3.4 Some dense C∞ subspaces of X0w
The results of this subsection are currently not used in this document.
Results to handle the weight function discontinuity set
In this section we prove some results needed when we want to use a partition of unity to handle the discontinuity
or zero values of a weight function on a set of measure zero. Recall that weight function property W01 introduced
in Definition 1 required that a weight function be continuous and positive outside a closed set A of measure zero.
Light and Wayne assumed their basis functions were continuous and positive outside the origin i.e. A = {0}. In
order to allow hat functions to be basis functions we have had to allow the weight set to a closed unbounded set
of measure zero.
The discontinuity of the weight function needs to be taken into account when we prove the density of some C∞
subspaces in L2 and X0w, and when we prove the smoothness of basis functions generated by weight functions
which have property W02 or W03.
In this document we will use the next lemma whenever we want to construct a partition of unity using points
‘near’ a weight function set. This lemma will be used with F = A, where A is the weight function set. Lemma
38 will be applied to a function of the ‘near’ points. Nearness can be measured using the concept of a (radial)
neighborhood of a set : if F ⊂ Rd and η ∈ R1, η > 0 then define Fη =
⋃
x∈A
B (x; η). The set Fη is referred to as
the (radial) η−neighborhood of the set F .
Lemma 37 (based on Lemma 1, §5.2 of Vladimirov [59]) Let F be any set of points in Rd. Then for any η ∈ R1+
there exists a real-valued function fη ∈ C∞
(
Rd
)
such that:
1. 0 ≤ fη (x) ≤ 1,
2. fη (x) = 1 when x ∈ Fη,
3. fη (x) = 0 when x /∈ F3η.
Further, if we emphasize the dependency on F by writing fF ;η = fη, we have for scalar dilations and transla-
tions:
fF ;η (x/λ) = fλF ;λη (x) , λ ∈ R1+, (1.42)
and
fF ;η (x− c) = fF+c;η (x) , c ∈ Rd. (1.43)
Proof. There exists a mollifier ω ∈ C∞0 satisfying
suppω ⊂ B (0; 1) ;
∫
ω = 1; ω ≥ 0.
Let χΩ (x) denote the characteristic function of an arbitrary set Ω ⊂ Rd. Now define ωη (x) = η−dω (x/η).
Then it is shown in Lemma 1, §5.2 of Vladimirov [59] that the function
fη (x) =
∫
χF2η (y)ωη (x− y) dy =
∫
F2η
ωη (x− y) dy,
1.3 The data spaces X0w 35
has the required properties.
Now regarding dilations: since the mollifier satisfies
ωη (x/λ) = η
−dω (x/λη) = λd (λη)−d ω (x/λη) = λdωλη (x) ,
we have
fη (x/λ) =
∫
χF2η (y)ωη
(x
λ
− y
)
dy =
∫
χF2η (y)ωη
(
x− λy
λ
)
dy
= λ−d
∫
χF2η
( z
λ
)
ωη
(
x− z
λ
)
dz
= λ−d
∫
χF2η
( z
λ
)
λdωλη (x− z) dz
=
∫
χF2η
( z
λ
)
ωλη (x− z) dz,
and because
(
χF2η
) (
z
λ
)
=
(
χλF2η
)
(z) =
(
χ(λF)2λη
)
(z),
fF ;η (x/λ) =
∫
χ(λF)2λη (z)ωλη (x− z)dz = fλF ;λη (x) .
Regarding translations:
fF ;η (x− c) =
∫
χF2η (y)ωη (x− c− y)dy =
∫
χF2η (z − c)ωη (x− z) dz
=
∫
χ(F+c)2η (z)ωη (x− z) dz
= fF+c;η (x) .
The next theorem will require the following standard measure theory results which are stated without proof.
Lemma 38
1. Suppose the set A is closed and has measure zero. If Aε is the ε−neighborhood of the set A then for any
open ball B, meas (B ∩ Aε)→ 0 as ε→ 0.
2. Suppose the set A is closed and has measure zero.
Then f ∈ L1 implies lim
ε→0
∫
Aε |f | = 0.
Some spaces of continuous functions which are dense in L2
The next theorem is an extension of Theorem 2.5 of Light and Wayne [42]. The difference is that instead of the
set {0}, we are dealing with a set A which is closed and has measure zero. There is no need to assume that 0 ∈ A.
To handle this set we use Lemma 37 and Lemma 38.
Theorem 39 Suppose w is a weight function with property W01 with respect to the set A.
Then the set
√
wC
(0)
0 ∩ L2 =
{√
wf : f ∈ C(0)0
}
∩ L2 is dense in L2.
Here C
(0)
0 denotes the continuous functions with compact support.
Proof. By Lemma 37, given h > 0 there exists a function ψh ∈ C∞ satisfying 0 ≤ ψh ≤ 1, ψh = 1 on Ah and
ψh = 0 outside A3h. Now define the mapping Ψh : C(0)0 → C(0)0 by
Ψhg = (1− ψh) g, g ∈ C(0)0 , h > 0.
Since w is positive and continuous on Rd \ A, we have 1−ψh√
w
∈ C(0) and hence (1− ψh) g ∈ √wC(0)0 ∩ L2. In
other words, Ψh : C
(0)
0 →
√
wC
(0)
0 ∩ L2.
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Now C
(0)
0 is dense in L
2 e.g. Theorem 2.13 Adams [4], and given g0 ∈ L2 and ε > 0 we can choose gε ∈ C(0)0
such that ‖g0 − gε‖L2 < ε/2. Then
‖g0 −Ψhgε‖L2 ≤ ‖g0 − gε‖L2 + ‖gε −Ψhgε‖L2 ≤ ε/2 + ‖ψhgε‖L2 ≤ ε/2 +
 ∫
A3h
|gε|2

1
2
.
Finally, since |gε|2 ∈ L1, it follows from Lemma 38 that lim
h→0
∫
A3h |gε|
2 = 0. Thus we can choose h > 0 so that
‖g0 −Ψhgε‖L2 ≤ ε.
The next theorem improves the previous theorem. This is Light and Wayne’s Proposition 2.7 and our proof is
a variation of Light and Wayne’s proof.
Theorem 40 Suppose w is a weight function with respect to the set A.
Then the set
√
wC∞0 ∩ L2 = {
√
wf : f ∈ C∞0 } ∩ L2 is dense in L2.
Proof. Now
√
wC∞0 ∩ L2 ⊂
√
wC
(0)
0 ∩ L2. Hence, by Theorem 39, if it can be shown that
√
wC∞0 ∩ L2 is dense
in
√
wC
(0)
0 ∩ L2, then it follows that this theorem is true.
First note that C∞0 is dense in L
2 and hence dense in C
(0)
0 . Next select ε > 0 and define a mapping Θε : C
(0)
0 →
C∞0 where Θεf is an element of C
∞
0 such that ‖f −Θεf‖L2 < ε.
We want to use Θε to construct a mapping (see left side of 1.44) from
√
wC
(0)
0 ∩ L2 to
√
wC∞0 ∩ L2, which
can be used to prove that
√
wC∞0 ∩ L2 is dense in
√
wC
(0)
0 ∩ L2. If f ∈
√
wC
(0)
0 ∩ L2, then f√w ∈ C
(0)
0 and√
wΘδ
(
f√
w
)
∈ √wC∞0 , δ > 0. But we still need
√
wΘδ
(
f√
w
)
∈ L2. To do this we use the function ψh defined
in the previous Theorem 39. Since (1− ψh)√w ∈ C(0) we have
(1− ψh)
√
wΘδ
(
f√
w
)
∈ √wC∞0 ∩ L2, when f ∈
√
wC
(0)
0 ∩ L2.
Finally, it will turn out that the support of (1− ψh)√wΘδ
(
f√
w
)
needs to be restricted by multiplying it by
a function φR ∈ C∞0 , R ≥ 1, such that 0 ≤ φR ≤ 1, suppφR ⊂ [−R− 1, R+ 1] and φR = 1 on [−R,R].
We now assert that there exist R, h and δ such that∥∥∥(1− ψh)φR√wΘδ ( f√w)− f∥∥∥L2 < ε. To prove this assertion write
(1− ψh)φR
√
wΘδ
(
f√
w
)
− f = (1− ψh)φR
√
wΘδ
(
f√
w
)
− (1− ψh)φR
√
w
(
f√
w
)
+
+ (1− ψh)φR
√
w
(
f√
w
)
− φRf + φRf − f
= (1− ψh)φR
√
w
(
Θδ
(
f√
w
)
− f√
w
)
+ ψhφRf + (φR − 1) f.
Observe that (1− ψh)√w ∈ C(0) implies (1− ψh)φR√w ∈ C(0)0 . Hence∥∥∥∥(1− ψh)φR√wΘδ ( f√w
)
− f
∥∥∥∥
L2
≤
∥∥∥∥(1− ψh)φR√w(Θδ ( f√w
)
− f√
w
)∥∥∥∥
L2
+
+ ‖ψhf‖L2 + ‖(φR − 1) f‖L2
≤ ∥∥(1− ψh)φR√w∥∥∞ ∥∥∥∥Θδ ( f√w
)
− f√
w
∥∥∥∥
L2
+
+ ‖ψhf‖L2 + ‖(φR − 1) f‖L2
≤ ∥∥(1− ψh)φR√w∥∥∞ δ + ‖ψhf‖L2 + ‖(φR − 1) f‖L2 .
We will consider each term on the right side of the last inequality separately. Regarding the last term,
‖(φR − 1) f‖L2 =
(∫
|·|≥R |f |2
)1/2
and so R can be fixed so that ‖(φR − 1) f‖L2 ≤ ε/3. Next, by definition of
ψh, ‖ψhf‖L2 =
(∫
A3h |f |
2
)1/2
and, since |f |2 ∈ L1, it follows from Lemma 38 that lim
h→0
∫
A3h |f |
2
= 0. A value of
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h can now be chosen so that ‖ψhf‖L2 ≤ ε/3. Now we have∥∥∥∥(1− ψh)φR√wΘδ ( f√w
)
− f
∥∥∥∥
L2
≤ ∥∥(1− ψh)φR√w∥∥∞ δ + 2ε/3, (1.44)
for all f ∈ √wC(0)0 ∩ L2.
The last step is to choose δ so that ‖(1− ψh)φR√w‖∞ δ ≤ ε/3, and the theorem follows.
The next result corresponds to Light and Wayne’s Corollary 2.8. Here X0w is Light and Wayne’s space Y and
Ĉ∞0 denotes the space of Fourier transforms of all functions in C
∞
0 .
Corollary 41 Suppose the weight function w also has property W02 or W03.
Then the spaces X0w ∩ (C∞0 )∨, X0w ∩ Ĉ∞0 and X0w ∩ S are all dense in X0w.
Proof. Since the Fourier transform is a homeomorphism form L2 to L2 it follows from Theorem 40 that(√
wC∞0 ∩ L2
)∨
is dense in L2.
Now since w has property W02 or W03 by Theorem 25 the operator J : L2 → X0w of Definition 24 is a
homeomorphism with inverse denoted by I, and we now show that
J : (√wC∞0 ∩ L2)∨ → X0w ∩ (C∞0 )∨ , (1.45)
is onto which means that X0w ∩ (C∞0 )∨ is dense in X0w. The key result is
u ∈ (√wC∞0 ∩ L2)∨ iff û ∈ √wC∞0 ∩ L2
iff û ∈ √wC∞0 and û ∈ L2
iff u ∈ (√wC∞0 )∨ and u ∈ L2
iff u ∈ (√wC∞0 )∨ ∩ L2.
Now J u = (û/√w)∨ ∈ X0w ∩ (C∞0 )∨. Further, if v ∈ X0w ∩ (C∞0 )∨ then
J−1v = Iv = (√wû)∨ ∈ (√wC∞0 )∨ ∩ L2 = (√wC∞0 ∩ L2)∨ ,
and so 1.45 is onto.
Finally, Ĉ∞0 = (C
∞
0 )
∨ ⊂ S so X0w ∩ Ĉ∞0 and X0w ∩ S are dense in X0w.
Remark 42 This corollary assumes w has property W02 or W03. However part 11 of Remark 2 implies that if
the weight function conditions W02 or W03 are weakened to W2.1 and W2.2 then our corollary is still
valid.
1.3.5 The density of
(
C∞0
(
Rd \ A))∨ in X0w.
The aim of this subsection is to prove that
(
C∞0
(
Rd \ A))∨ is dense in X0w. The next result is the analogue of
Theorem 39 of the previous subsection.
Theorem 43 Suppose w is a weight function with properties W01 with respect to the set A.
Then the set
√
wC
(0)
0
(
Rd \ A) = {√wf : f ∈ C(0)0 (Rd \ A)} is dense in L2.
Here C
(0)
0
(
Rd \ A) denotes the C(0)0 functions with compact support in Rd \ A.
Proof. By Lemma 37, given h > 0 there exists a function ψh ∈ C∞ satisfying 0 ≤ ψh ≤ 1, ψh = 1 on Ah and
ψh = 0 outside A3h. Now define the mapping Ψh : C(0)0 → C(0)0
(
Rd \ A) by
Ψhg = (1− ψh) g, g ∈ C(0)0 , h > 0.
Since w is positive and continuous on Rd \ A, we have 1−ψh√
w
∈ C(0)0
(
Rd \ A) and hence
(1− ψh) g ∈ √wC(0)0
(
Rd \ A) ⊂ L2. In other words, Ψh : C(0)0 → √wC(0)0 (Rd \ A).
Now C
(0)
0 is dense in L
2 and given g0 ∈ L2 and ε > 0 we can choose gε ∈ C(0)0 such that ‖g0 − gε‖L2 < ε/2.
Then
‖g0 −Ψhgε‖L2 ≤ ‖g0 − gε‖L2 + ‖gε −Ψhgε‖L2 ≤ ε/2 + ‖ψhgε‖L2 ≤ ε/2 +
 ∫
A3h
|gε|2

1
2
.
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Finally, since |gε|2 ∈ L1, it follows from Lemma 38 that lim
h→0
∫
A3h |gε|
2 = 0. Thus we can choose h > 0 so that
‖g0 −Ψhgε‖L2 ≤ ε.
Lemma 44 Suppose A is a closed set of measure zero. Then C∞0
(
Rd \ A) is dense in L2 (Rd).
Proof. We know that C∞0 is dense in L2 so given φ ∈ C∞0 we set φη = (1− fη)φ ∈ C∞0 , η > 0 where fη is
constructed in Lemma 37. Now fη has the properties supp fη ⊂ Aη and 0 ≤ fη ≤ 1 so that φη ∈ C∞0
(
Rd \ A)
and by so by part 2 of Lemma 38
‖φ− φη‖22 =
∫
Aη
|fηφ|2 ≤
∫
Aη
|φ|2 → 0,
as η → 0+, which confirms our density claim.
The next result is the analogue of Theorem 40.
Theorem 45 Suppose w has weight function property W1 with respect to weight set A.
Then the set
√
wC∞0
(
Rd \ A) = {√wf : f ∈ C∞0 (Rd \ A)} is dense in L2.
Proof. For compactness set Ac = Rd \ A. Now √wC∞0 (Ac) ⊂
√
wC
(0)
0 (Ac). Hence, by Theorem 43, if it can be
shown that
√
wC∞0 (Ac) is dense in
√
wC
(0)
0 (Ac), it follows that this theorem is true.
First note that from Lemma 44, C∞0 (Ac) is dense in L2 and hence C(0)0 (Ac) is dense in L2. Thus for each
ε > 0 there exists a mapping Θε : C
(0)
0 (Ac)→ C∞0 (Ac) such that ‖f −Θεf‖2 < ε.
Next we want to use Θε to construct a mapping (see left side of 1.44) from
√
wC
(0)
0 (Ac) to
√
wC∞0 (Ac) which
can be used to prove that
√
wC∞0 (Ac) is dense in
√
wC
(0)
0 (Ac). If f ∈
√
wC
(0)
0 (Ac), then f√w ∈ C
(0)
0 (Ac) and√
wΘδ
(
f√
w
)
∈ √wC∞0 (Ac), δ > 0. But we still need
√
wΘδ
(
f√
w
)
∈ L2. To do this we use the function ψh
defined in the previous Theorem 43. Since (1− ψh)√w ∈ C(0) (Ac) we have
(1− ψh)
√
wΘδ
(
f√
w
)
∈ √wC∞0 (Ac) , when f ∈
√
wC
(0)
0 (Ac) .
Finally, it will turn out that the support of (1− ψh)√wΘδ
(
f√
w
)
needs to be restricted by multiplying it by
a function φR ∈ C∞0 , R ≥ 1, such that 0 ≤ φR ≤ 1, suppφR ⊂ [−R− 1, R+ 1] and φR = 1 on [−R,R].
We now assert that there exist R, h and δ such that∥∥∥(1− ψh)φR√wΘδ ( f√w)− f∥∥∥L2 < ε. To prove this assertion write
(1− ψh)φR
√
wΘδ
(
f√
w
)
− f = (1− ψh)φR
√
wΘδ
(
f√
w
)
− (1− ψh)φR
√
w
(
f√
w
)
+
+ (1− ψh)φR
√
w
(
f√
w
)
− φRf + φRf − f
= (1− ψh)φR
√
w
(
Θδ
(
f√
w
)
− f√
w
)
+ ψhφRf + (φR − 1) f.
Observe that (1− ψh)√w ∈ C(0) (Ac) implies (1− ψh)φR√w ∈ C(0)0 (Ac). Hence∥∥∥∥(1− ψh)φR√wΘδ ( f√w
)
− f
∥∥∥∥
L2
≤
∥∥∥∥(1− ψh)φR√w(Θδ ( f√w
)
− f√
w
)∥∥∥∥
L2
+
+ ‖ψhf‖L2 + ‖(φR − 1) f‖L2
≤ ∥∥(1− ψh)φR√w∥∥∞ ∥∥∥∥Θδ ( f√w
)
− f√
w
∥∥∥∥
L2
+
+ ‖ψhf‖L2 + ‖(φR − 1) f‖L2
≤ ∥∥(1− ψh)φR√w∥∥∞ δ + ‖ψhf‖L2 + ‖(φR − 1) f‖L2 .
We will now consider each term on the right side of the last inequality separately. Regarding the last term,
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‖(φR − 1) f‖L2 =
(∫
|·|≥R |f |2
)1/2
and so R can be fixed so that ‖(φR − 1) f‖L2 ≤ ε/3. Next, by definition of
ψh, ‖ψhf‖L2 =
(∫
A3h |f |
2
)1/2
and, since |f |2 ∈ L1, it follows from Lemma 38 that lim
h→0
∫
A3h |f |
2
= 0. A value of
h can now be chosen so that ‖ψhf‖L2 ≤ ε/3. Now we have∥∥∥∥(1− ψh)φR√wΘδ ( f√w
)
− f
∥∥∥∥
L2
≤ ∥∥(1− ψh)φR√w∥∥∞ δ + 2ε/3,
for all f ∈ √wC(0)0 (Ac) .
The last step is to choose δ so that ‖(1− ψh)φR√w‖∞ δ ≤ ε/3, and the theorem follows.
The next result is the analogue of Corollary 41.
Corollary 46 Suppose the weight function w has property W01 w.r.t. the set A as well as having property W02
or W03.
Then
(
C∞0
(
Rd \ A))∨ is dense in X0w.
Proof. Since the Fourier transform is a homeomorphism form L2 to L2 it follows from Theorem 40 that(√
wC∞0
(
Rd \ A))∨ is dense in L2.
Now since w has property W02 or W03 by Theorem 25 the operator J : L2 → X0w of Definition 24 is a
homeomorphism with inverse denoted by I and we now show that
J : (√wC∞0 (Rd \ A))∨ → (C∞0 (Rd \ A))∨ ,
is onto which means that
(
C∞0
(
Rd \ A))∨ is dense in X0w.
Now J u = (û/√w)∨ ∈ (C∞0 (Rd \ A))∨. Further, if v ∈ (C∞0 (Rd \ A))∨ then
J −1v = Iv = (√wû)∨ ∈ (√wC∞0 (Rd \ A))∨ ,
and so 1.45 is onto.
Remark 47 We can replace W02 or W03 by the weaker properties W2.1 and W2.2 discussed in part 11 of
Remark 2.
1.3.6 The Hilbert spaces X0w:K
Definition 48 If K ⊂ Rd is a closed set then
X0w:K :=
(
X0w
)
K
:=
{
f ∈ X0w : supp f ⊆ K
}
,
which we endow with the subspace norm.
This notation is analogous to the Sobolev space notation of Petersen [52] following Exercise 3:4.10 on p243.
Theorem 49 X0w:K is a closed subspace of X
0
w and hence a Hilbert space.
Proof. If X0w:K is empty then it is automatically closed. Suppose it is not empty.
Suppose {fk} is Cauchy series in
(
X0w
)
K
. Then, because this space has been endowed with the subspace norm,
{fk} is a Cauchy series in X0w and thus converges to some f ∈ X0w. Suppose f (x) 6= 0 for some x /∈ K. But
|f (x)| ≤ |f (x) − fk (x)|+ |fk (x)| = |f (x) − fk (x)| =
∣∣∣(f − fk, Rx)w,0∣∣∣
≤ ‖f − fk‖w,0 ‖Rx‖w,0
→ 0,
as k →∞ which contradicts f (x) 6= 0. Thus supp f ⊆ K and (X0w)K is closed and hence a Hilbert space.
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1.4 Basis functions
In this section we will define a (unique) basis function of order zero generated by a weight function with property
W02/W03, and note that this contrasts with the positive order case where the basis function is only unique
modulo a space of polynomials. Basis functions are generally denoted by G and will always be members of X0w. If
a weight function has property W02/W03 for parameter κ it will be shown that G ∈ C(⌊2κ⌋)B , whereas in general
we know that X0w ⊂ C(⌊κ⌋)B . Basis functions are used to construct solutions to the variational interpolation
problem of Chapter 2 of this document and to the two smoothing problems studied subsequently in Chapters 7
and 8.
We will also derive results concerning the basis functions generated by the tensor (or direct) product of weight
functions with reference to the example of the extended B-spline basis functions introduced in Subsection 1.2.9.
Definition 50 Basis function
Suppose a weight function w has property W02 or W03. Then 1w ∈ L1 and hence by Lemma 28,
(
1
w
)∨ ∈ C(0)B .
We now define the unique basis function G of order 0 generated by w to be
G =
(
1
w
)∨
. (1.46)
A simple consequence of this definition is that
G (x) = G (−x) , (1.47)
from which follow the results:
Theorem 51 Suppose G is a basis function of order 0. Then as distributions and for all α:
1. G (0) is real.
2. (DαG) (−x) = (−1)|α|DαG (x);
3. (DαReG) (−x) = (−1)|α|DαReG (x) and (Dα ImG) (−x) = (−1)|α|+1Dα ImG (x);
4. When |α| is even DαReG is even and when |α| is odd Dα ReG is odd;
5. When |α| is odd Dα ImG is even and when |α| is odd Dα ImG is even;
6.
(
(aD)kG
)
(−x) = (−1)k
(
(aD)kG
)
(x) =
(
(−aD)k G
)
(x) , k ≥ 0; a ∈ Rd;
The next theorem makes two important points:
(1) unlike in the positive order case basis functions are unique and are data functions i.e. they are members of
X0w;
(2) scaling can be used to enlarge the classes of weight functions available.
Theorem 52 Suppose w has property W02 or W03 for κ. Then:
1. The basis function G generated by the weight function w is a member of X0w.
2. Vector scaling/dilation If λ ∈ Rd and λ. > 0 then the weight function λ1w (t./λ) has property W02/W03
for κ iff w has property W02/W03 for κ, and G (λ.x) is the basis function generated by λ1w (t./λ).
3. Scalar scaling/dilation If λ ∈ R1 and λ > 0 then the weight function λdw (t/λ) has property W02/W03
for κ iff w has property W02/W03 for κ, and G (λx) is the basis function generated by λdw (t/λ).
Proof. Parts 1 and 2 Since C
(0)
B ⊂ S′ it follows that G ∈ S′, Ĝ ∈ L1loc and
√
wĜ = 1√
w
∈ L2 i.e. G ∈ X0w.
Further, Ĝ (λ.x) = 1λ1 Ĝ (t./λ) =
1
λ1w(t./λ) so the corresponding weight function is λ
1w
(
t
λ
)
. But by part 8 of
Remark 2 this is a weight function with the same parameter κ as w.
Part 3 Use λ1 in part 2 so that (λ1)
1
= λd.
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1.4.1 The smoothness of basis functions: L1 theory
Not only is the basis function a data function but all basis function derivatives up to order ⌊κ⌋ are data functions:
Theorem 53 Suppose the weight function w has property W02 for scalar parameter κ. Then the basis function
G generated by w is in C
(max⌊2κ⌋)
B
(
Rd
)
. Additionally, the inverse Fourier transform formulas
DβG (x) = 1
(2pi)d/2
∫
eixξD̂βG (ξ) dξ, |β| ≤ 2κ, (1.48)
hold and DβG ∈ X0w when |β| ≤ κ.
Proof. Since property W02 implies 1w ∈ L1 and |·|
2κ
w ∈ L1, an application of the formula of part 2 of Lemma 28
with f = 1w proves G ∈ C(⌊2κ⌋)B . Formula 1.48 then follows from equation 1.33 of Lemma 28.
Now to prove DβG ∈ X0w. Firstly, G ∈ S′ implies DβG ∈ S′. Next, for compact K,
∫
K
∣∣∣D̂βG∣∣∣ ≤ ∫K |·||β|w <∞
since 1w ∈ L1. Finally, for |β| ≤ κ, 1.35 implies∥∥DβG∥∥2
w,0
=
∫
w
∣∣∣D̂βG∣∣∣2 = ∫ ξ2β
w
≤
∫ |·|2|β|
w
<∞, (1.49)
since w has property W02.
Remark 54
1. If the set of values of 2κ has a finite upper bound then although max2κ may not exist e.g. the extended
B-splines example below, max ⌊2κ⌋ always exists because ⌊2κ⌋ only takes integer values.
2. Allowing κ to take non-integer values in the definition of weight property W02 (Definition 1) can yield an
extra order of smoothness e.g. the Sobolev spline example below.
Theorem 55 Suppose the weight function w has property W03 for parameter κ. Then the basis function G
generated by w is in C
(max⌊2κ⌋)
B
(
Rd
)
. Additionally, the inverse Fourier transform formulas
DβG (x) = 1
(2pi)d/2
∫
eixξD̂βG (ξ) dξ, β ≤ 2κ, (1.50)
hold and DβG ∈ X0w when β ≤ κ.
Proof. Since property W03 implies 1w ∈ L1 and ξ
2κ
w ∈ L1, an application of the formula of part 2 of Lemma 28
with f = 1w proves G ∈ C(⌊2κ⌋)B and so G ∈ C(max⌊2κ⌋)B . Formula 1.50 then follows from equation 1.33 of Lemma
28.
Now to prove DβG ∈ X0w. Firstly, G ∈ S′ implies DβG ∈ S′. Next, for compact K,
∫
K
∣∣∣D̂βG∣∣∣ ≤ ∫K |ξβ |w ≤∫
K
|ξ||β|
w <∞ since 1w ∈ L1. Finally, for β ≤ κ, 1.36 implies∥∥DβG∥∥2
w,0
=
∫
w
∣∣∣D̂βG∣∣∣2 = ∫ ξ2β
w
<∞, (1.51)
since w has property W03.
Corollary 56 Suppose the weight function w has property W02 or W03 for parameter κ. Then the basis
function satisfies G ∈ C(max⌊2κ⌋)B .
Proof. From Theorem 4, if w has property W03 for (vector) parameter κ then w has property W02 for κ and
hence Theorem 53 implies G ∈ C(⌊2κ⌋)B = C(⌊2κ⌋)B . If w has property W02 for parameter κ then C(⌊2κ⌋)B = C(⌊2κ⌋)B
since κ is now a scalar.
1.4.2 The smoothness of basis functions: L2 theory
Theorem 57 Suppose the weight function w has property W02 or W03. Suppose the basis function generated
by w satisfies DβG ∈ L2.
Then 1.50 also holds in the L2 sense.
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1.4.3 Radial basis functions
Theorem 58 If a weight function w is radial with property W02 for parameter κ. Then the basis function, say
G, is also radial. In fact
G (x) = (2π)
− d2
∫
R1
ei|x|s
◦
w (s)
ds,
where 1◦
w(s)
=
∫
Rd−1
dξ′′
w(s,ξ′′) and
1
◦
w
∈ L1 (R1).
Further, if
◦
w is continuous and positive outside a closed set of measure zero then
◦
w is a weight function with
property W02 for κ.
Proof. By definition, G (x) = (2π)
−d2 ∫ e−ixξ
w(ξ) dξ and so Lemma 8 with u (xξ) = e
−ixξ yields
G (x) = (2π)
− d2 ∫
R1
e−i|x|s
◦
w(s)
ds and
∫
R1
1
◦
w
=
∫
1
w <∞. Finally∫
s2κds
◦
w (s)
=
∫ ∫
s2κdsdξ′′
w (s, ξ′′)
≤
∫ |·|2κ
w
<∞,
so that
◦
w is a weight function with property W02 for κ.
The radial functions used in Examples 1.2.5 to generate weight functions (generally denoted by G), namely
the shifted thin-plate splines, Gaussian and Sobolev splines (univariate Laplacian kernels) can be used as radial
basis functions. The basis functions associated with the extended B-spline weight functions will be derived below
in Subsection 1.4.5.
Example 59 The Shifted thin-plate splines The basis functions are given by 1.12 where −d/2 < v < 0 i.e.
G (x) = (−1)⌈v⌉
(
1 + |x|2
)v
, −d/2 < v < 0. (1.52)
The weight function has property W02 for all κ ≥ 0. Hence by Theorem 53, the basis function lies in C(⌊2κ⌋)B
for κ ≥ 0 and so is a C∞B function.
Example 60 The Gaussian The weight function 1.17 has property W02 for κ ≥ 0 and the basis function is
given by 1.16 i.e. G (x) = e−|x|
2
. Hence by Theorem 53, we have G ∈ C(⌊2κ⌋)B for κ ≥ 0 and so G ∈ C∞B . In fact
G ∈ S.
Example 61 Sobolev splines The basis function is 1.18 i.e.
G (x) =
1
2v−1Γ (v)
K˜v−d/2 (|x|) , x ∈ Rd,
where v > d/2. It was shown in Examples 1.2.5 that property W02 holds for all 0 ≤ κ < v − d/2. Now by
Remark 54, G ∈ C(⌊2κ⌋)B and we see that max ⌊2κ⌋ = ⌊2v − d⌋ when 2v is not an integer and ⌊2κ⌋ = ⌊2v − d⌋− 1
when 2v is an integer. This is an example where allowing κ to take non-integer values in the definition of weight
property W02 (Definition 1) yields an extra order of smoothness. An example is when v − d/2 = 1 34 .
Example 62 The weight functions of Examples 12 and 13. Suggestion: consider case where v = 1. Use the radial
function integration formulas from the appendix of the positive order basis function document. Then, if necessary,
use formulas for
∫
xsJv (x) dx and
∫ 1
0 x
sJv (x) dx from the reference text [??] e.g. equations 13 and 14 in 6.552
where Sµ,v denotes the Lommel functions of 8.57.
1.4.4 Basis functions generated by tensor product weight functions
Here we prove that the basis function of a tensor product weight function is the tensor product of basis functions.
Theorem 63 Suppose w1 and w2 are weight functions which satisfy property W02 or W03 for parameter κ.
Then part 2 of Theorem 15 implies that w = w1⊗w2 is a tensor product weight function satisfying property W02
or W03 for parameter κ.
We prove here that G = G1 ⊗ G2 where G1, G2 and G are the basis functions of order 0 generated by w1, w2
and w respectively.
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Proof. Here each Gi ∈ C(0)B and so each Gi ∈ S′ and we are interested in the tensor product of members
of S′. In this proof we refer to results from Vladimirov [59] where the term direct products is used instead of
tensor products and S′ is referred to as the space of generalized functions of slow growth. In Subsection 2.8.5 of
Vladimirov it is shown that G1⊗G2 ∈ S′ and in part (e) of Subsection 2.9.3 it is shown that Ĝ = Ĝ1⊗ Ĝ2. Thus
Ĝ = Ĝ1 ⊗ Ĝ2 = 1
w1
⊗ 1
w2
=
1
w1 ⊗ w2 =
1
w
.
Corollary 64 Suppose that {wi} is a set of weight functions which satisfy W02 or W03 for parameter κ. Then
by part 2 of Theorem 15 w = ⊗wi is a tensor product weight function satisfying property W02/W03 for parameter
κ.
Further suppose that {Gi} is the set of basis functions of order 0 generated by the wi.
We claim here that G = ⊗Gi is a basis function of order zero generated by w.
Proof. By induction using Theorem 63.
One of the main motivations of this document is to define the weight functions so that tensor product hat
functions are basis functions. The following corollary shows that the hat function is a basis function in any
dimension.
Corollary 65 Suppose Λ is the d-dimensional tensor product hat function. Then Λ is the basis function of order
zero generated by the weight function 1
Λ̂
.
1.4.5 The extended B-spline basis functions
In this subsection we will derive the basis functions of zero order generated by the class of tensor product
weight functions studied in Subsection 1.2.9, namely the extended B-spline weight functions. The extended B-
spline weight functions were so named because their basis functions will turn out to be the derivatives of the
convolutions of hat functions, denoted (∗Λ)l , l = 1, 2, 3, . . . and these are the B-splines. The next theorem gives
the unique tensor product basis function of zero order generated by these weight functions assuming the have
property W03.
Theorem 66 The extended B-spline basis functions. Suppose ws is the extended B-spline weight function
considered in Theorem 19 and suppose ws has property W03 for κ i.e. κ+ 1/2 < n1 ≤ l1.
Then the basis function Gs of order zero generated by w is the tensor product Gs (x) =
d∏
k=1
G1 (xk) where
G1 (t) = (−1)l−n (2pi)
l/2
22(l−n)+1D
2(l−n)
(
(∗Λ)l
) (
t
2
)
, t ∈ R1, (1.53)
and (∗Λ)l denotes the convolution of l 1-dimensional hat functions. Further, if n < l we have
D2(l−n) (∗Λ)l = (−1)
l−n
(2π)
(l−n)/2 (∗Λ)
n−1 ∗
l−n∑
k=−(l−n)
(−1)k (2(l−n)l−n+k)Λ (· − k) ,
G1 ∈ C2n−20
(
R1
)
with
∥∥D2n−2G1∥∥∞ = √2pi22l+1 (2l−2l−1 ).
Further, D2n−1G1 is a bounded step function with bounded support and
∥∥D2n−1G1∥∥∞ = √2pi22l+2 (2l−1l−1 ) and D2nG1
is the finite sum of translated delta functions.
Finally, Gs ∈ C((2n−2)1)0
(
Rd
)
, the functions {DαGs : (2n− 2)1 < α ≤ (2n− 1)1} are bounded with bounded
support, and D2n1Gs is the finite sum of translated delta functions.
Proof. In this proof it will be better to use the operator notation F [f ] for the Fourier transform instead of f̂ .
Define w1 (t) =
t2n
sin2l t
, t ∈ R. Since the 1-dimensional hat function Λ satisfies
F [Λ] (t) = (2π)−1/2
(
sin (t/2)
t/2
)2
, t ∈ R, (1.54)
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we have
1
w1(t)
= sin
2l t
t2n = t
2(l−n) ( sin t
t
)2l
= (2π)l/2 t2(l−n) (F [Λ] (2t))l
= (2π)
l/2
t2(l−n)F
[
(∗Λ)l
]
(2t)
= (2π)
l/2 ( 1
2
)2(l−n) (
t2(l−n)F
[
(∗Λ)l
])
(2t)
= (2π)
l/2 ( i
2
)2(l−n)
F
[
D2(l−n) (∗Λ)l
]
(2t)
= (−1)l−n (2pi)l/2
22(l−n)F
[
D2(l−n) (∗Λ)l
]
(2t) ,
Now since the parameters n and l used to define the weight function w are independent of the dimension d,
w1 satisfies properties W01 and W03 and so 1/w1 ∈ L1. Also
G1 (t) = F
−1
[
1
w1
]
(t) = (−1)l−n (2pi)l/2
22(l−n)F
−1
[
F
[
D2(l−n) (∗Λ)l
]
(2t)
]
(t)
= (−1)l−n (2pi)l/2
22(l−n)
1
2
D2(l−n) (∗Λ)l
(
t
2
)
= (−1)l−n (2pi)l/2
22(l−n)+1D
2(l−n) (∗Λ)l
(
t
2
)
.
We will require the convolution identities
δ (· − a) ∗ f = (2π)−1/2 f (· − a) , f ∈ D′,
and
(∗ (δ (· − 1)− 2δ + δ (·+ 1)))m = (−1)
m
(2π)(m−1)/2
m∑
k=−m
(−1)k ( 2mm+k)δ (· − k) .
Now suppose that n < l. Then in one dimension
D2(l−n) (∗Λ)l = (∗Λ)n ∗ (∗D2Λ)l−n = (∗Λ)n ∗ (∗ (δ (· − 1)− 2δ + δ (·+ 1)))l−n
=
(−1)l−n
(2π)
(l−n−1)/2 (∗Λ)
n ∗
l−n∑
k=−(l−n)
(−1)k (2(l−n)l−n+k)δ (· − k)
=
(−1)l−n
(2π)
(l−n)/2 (∗Λ)
n−1 ∗
l−n∑
k=−(l−n)
(−1)k (2(l−n)l−n+k)Λ (· − k) .
Further
D2n−2G1 (t) = (−1)l−n (2pi)
l/2
22l+1
(
D2n−2D2(l−n) (∗Λ)l
)( t
2
)
= (−1)l−n (2pi)l/2
22l+1
(
D2l−2 (∗Λ)l
)( t
2
)
= (−1)l−n (2pi)l/2
22l+1
((∗D2Λ)l−1 ∗ Λ)( t
2
)
= (−1)l−n (2pi)l/2
22l+1
(
(∗ (δ (· − 1)− 2δ + δ (·+ 1)))l−1 ∗ Λ
)( t
2
)
= (−1)n−1 (2pi)l/2
22l+1
(−1)l−1
(2π)
l−2
2
l−1∑
k=
−(l−1)
(−1)k ( 2l−2l−1+k) (δ (· − k) ∗ Λ)( t2
)
= (−1)n−1 (2pi)l/2
22l+1
(−1)l−1
(2π)
l−1
2
l−1∑
k=−(l−1)
(−1)k ( 2l−2l−1+k)Λ( t2 − k
)
= (−1)n+l
√
2pi
22l+1
l−1∑
k=−(l−1)
(−1)k ( 2l−2l−1+k)Λ( t2 − k
)
, (1.55)
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which is a continuous, piecewise linear function with bounded support. thus
∥∥D2n−2G1∥∥∞ = √2pi22l+1 l−1maxk=−(l−1) ( 2l−2l−1+k) = √2pi22l+1 (2l−2l−1 ),
and so
∥∥D2n−1G1∥∥∞ = √2pi22l+1 l−1maxk=−(l−1) ∣∣∣(−1)k+1 ( 2l−2l−1+k+1)− (−1)k ( 2l−2l−1+k)∣∣∣ /2
=
√
2pi
22l+2 max
{
l−1
max
k=−(l−1)
∣∣∣(−1)k+1 ( 2l−2l−1+k+1)− (−1)k ( 2l−2l−1+k)∣∣∣ , 2l − 2}
=
√
2pi
22l+2
max
{
l−1
max
k=−(l−1)
((
2l−2
l−1+k+1
)
+
(
2l−2
l−1+k
))
, 2l − 2
}
=
√
2pi
22l+2
max
{
l−2
max
k=0
((
2l−2
k
)
+
(
2l−2
k+1
))
, 2l− 2
}
=
√
2pi
22l+2 max
{
l−2
max
k=0
(
2l−1
k+1
)
, 2l− 2
}
=
√
2pi
22l+2
max
{(
2l−1
l−1
)
, 2l− 2
}
=
√
2pi
22l+2
(
2l−1
l−1
)
.
The other stated properties of G1 and Gs now follow directly.
Remark 67 ?? TRY USING YOUNG’s inequality to estimate
∥∥DjGs∥∥∞ in 1 dimension!
Use the following convolution estimate from Section 12B of Jones [37]:
Suppose 1p′1
+ 1p′2
+ . . .+ 1p′N
= 1r′ where ∀i 1p′i = 1−
1
pi
, 1r′ = 1− 1r and pi, r ≥ 1.
Then
‖f1 ∗ f2 ∗ . . . ∗ fN‖r ≤ ‖f1‖p1 ‖f2‖p2 . . . ‖fk‖pN .
Suppose the pi s are all equal. In this case Nr
′ = p′i, pi =
Nr′
Nr′−1 =
N
N−1+1/r and so
‖f1 ∗ f2 ∗ . . . ∗ fN‖r ≤ ‖f1‖ N
N−1+1/r
‖f2‖ N
N−1+1/r
. . . ‖fk‖ N
N−1+1/r
. (1.56)
Thought: choose different norms for the hat and the rectangle function.
Assume l = n so that Gs (t) =
(2pi)n/2
2 ((∗Λ)n)
(
t
2
)
, DjGs (t) =
(2pi)n/2
2j D
j ((∗Λ)n) ( t2) and hence
∥∥DjGs∥∥∞ = (2pi)n/22j ∥∥Dj ((∗Λ)n)∥∥∞ , j ≤ 2n− 1. (1.57)
Further assume that j ≤ n. Then
∥∥Dj ((∗Λ)n)∥∥∞ = ∥∥∥(∗DΛ)j ∗ (∗Λ)n−j∥∥∥∞ ≤ ∥∥∥(∗DΛ)j∥∥∥p ∥∥∥(∗Λ)n−j∥∥∥q , (1.58)
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where 1p +
1
q = 1. Let t := 1/np. Equation 1.56 now implies∥∥Dj ((∗Λ)n)∥∥∞ ≤ ‖DΛ‖j nn−1+1/p ‖Λ‖n−jnn−1+1/q = ‖DΛ‖j nn−1+1/p ‖Λ‖n−jnn−1/p =
= ‖DΛ‖j 1
1− 1
n
+t
‖Λ‖n−j1
1−t
: a :=
1
1− 1n + t
, b :=
1
1− t ⇒
= ‖DΛ‖ja ‖Λ‖n−jb
=
(∫ 1
−1
1a
)j/a(∫ 1
−1
(1− |t|)b dt
)(n−j)/b
=
(
2
∫ 1
0
1
)j/a (
2
∫ 1
0
(1− t)b dt
)(n−j)/b
= 2j/a2(n−j)/b
(∫ 1
0
sbds
)(n−j)/b
= 2j/a2(n−j)/b
(
1
b+ 1
)(n−j)/b
= 2j/a2(n−j)/b
(
1
2
2
b+ 1
)(n−j)/b
= 2j/a
(
2
b+ 1
)(n−j)/b
= 2j(1−
1
n+
1
np)
(
2
1
1−t + 1
)(n−j)(1−t)
= 2j(1−
1
n+
1
np)
(
2− 2t
2− t
)(n−j)(1−t)
= 2j(1−
1
n+
1
np)
(
1− t
2− t
)(n−j)(1−t)
= 2j(1−
1
n+
1
np)
(
1− 1
2np− 1
)(n−j)(1− 1np)
, p ≥ 1. (1.59)
Thus ∥∥DjGs∥∥∞ ≤ (2π)n/2 2−j ∥∥Dj ((∗Λ)n)∥∥∞
= (2π)
n/2
2−j2j(1−
1
n+
1
np)
(
1− 1
2np− 1
)(n−j)(1− 1np )
= (2π)
n/2
2−
j
n(1− 1p )
(
1− 1
2np− 1
)(n−j)(1− 1np )
.
From 1.78 and the definition of the basis function, when j is even
∥∥DjGs∥∥∞ ≤ ∣∣DjGs (0)∣∣ = (2π)−1/2 ∫ sin2n ss2n−j
and so ∫
sin2n s
s2n−j
≤
(√
2π
)n+1
2−
j
n(1− 1p )
(
1− 1
2np− 1
)(n−j)(1− 1np)
, j even, 0 ≤ j ≤ n. (1.60)
⇒∫ ∞
0
sin2n s
sm
≤
(√
2π
)n+1
2−
2m−n
n (1− 1p)
(
1− 1
2np− 1
)(m−n)(1− 1np)
, m even, n ≤ m ≤ 2n. (1.61)
??? The estimate on the RHS is far, far greater than the RHS.
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1.4.6 Convolutions and products of weight and basis functions: W02 case
The results of this subsection will not be used later in this document. In this subsection we give several results
concerning the product and convolution of basis functions. The next result gives conditions under which the
product of two basis functions of order zero is a basis function of order zero.
Theorem 68 Suppose the weight functions w1 and w2 have property W02 for parameter κi. Suppose G1 and G2
are the basis functions of order zero generated by the weight functions w1 and w2. Suppose that 1/w1 is bounded
a.e. or G1G2 ∈ L1.
Then the product G1G2 is a basis function of order zero generated by a weight function w which satisfies
property W02 for parameter κ = min {κ1, κ2}.
Further, w ∈ C(0) and w (x) > 0 for all x i.e. Ĝ1G2 (ξ) > 0 for all ξ.
Proof. We first note that from Theorem 2.2 and Exercise 2.4 of Petersen [52], that if f, g ∈ L1 then f ∗ g ∈ L1,
f̂ ∗ g = f̂ ĝ and, if f is bounded a.e., f ∗ g is a continuous, bounded function.
Now define the functions G and w by 1w =
1
w1
∗ 1w2 ∈ L1 and Ĝ = 1w . We now have
(
1
w
)∨
=
(
1
w1
)∨ (
1
w2
)∨
i.e.
G = G1G2.
If G1G2 ∈ L1 then 1w ∈ C(0)B , and if 1w1 is bounded a.e. then 1w1 ∗ 1w2 = 1w ∈ C
(0)
B . Thus |w (x)| ≥ c > 0 for
some constant c, and is continuous whenever w is finite. But w1 ≥ 0 and w2 ≥ 0 a.e. so w (x) ≥ c for all x.
The next step is to show that w (x) <∞ for all x. By definition of w1 and w2 there exist closed sets of measure
zero, A1 and A2 such that wi is continuous and positive outside Ai. For each x ∈ Rd, let Bx = (x−A1) ∪ A2
and note that Bx is closed with measure zero, and that, as a function of y, w1 (x− y)w2 (y) is continuous and
positive on Rd \ Bx. Thus, we have for all x
1
w (x)
= 1
(2pi)d/2
∫
Rd\Bx
dy
w1 (x− y)w2 (y) > 0, (1.62)
and consequently that w (x) <∞ for all x i.e. w ∈ C(0) (R).
It remains to be shown that w satisfies property W02 for κ = min {κ1, κ2}. Suppose 0 ≤ λ ≤ κ. Then, for some
constant cλ > 0 ∫ |x|2λ dx
w (x)
≤ cλ
∫ ∫ |x− y|2λ dy dx
w1 (x− y)w2 (y) + cλ
∫ ∫ |y|2λ dy dx
w1 (x− y)w2 (y)
= cλ
∫ |x− y|2λ dx
w1 (x− y)
∫
dy
w2 (y)
+ cλ
∫ |y|2λ dy
w2 (y)
∫
dx
w1 (x− y)
= cλ
∫ |·|2λ
w1
∫
1
w2
+ cλ
∫ |·|2λ
w2
∫
1
w1
<∞.
The last theorem can be expressed as the following weight function result.
Corollary 69 Suppose w1 and w2 are two weight functions which satisfy W02 for κ = κ1 and κ = κ2 respec-
tively. Further, suppose that 1/w1 is bounded. Define the function w by
1
w =
1
w1
∗ 1w2 .
Then w is a weight function which has property W02 for κ = min {κ1, κ2}.
Further, w ∈ C(0) (R) and w (x) > 0 for all x.
Remark 70 Any basis function can be uniformly pointwise approximated by a sequence of basis functions which
have Fourier transforms that are always positive.
In fact, suppose G is a basis function for which Ĝ (ξ) ≯ 0 for all ξ. Define the sequence of functions Gn (ξ) =
Λ (ξ/n)G (ξ) , n = 1, 2, 3, . . .. Clearly, by Theorem 17 and the previous theorem, Gn is a basis function for
κ3 < min {1/2, κ2} and Ĝn (ξ) > 0 for all ξ.
Further, Gn → G uniformly pointwise. This is true because the definition of Λ implies
|Gn (ξ)−G (ξ)| ≤

|ξ|
n
|G (ξ)| , |ξ| ≤ n,
|G (ξ)| , |ξ| > n,
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and the definition of G implies lim
|ξ|→∞
G (ξ) = 0.
A specific example is G = Λ for which ‖Gn −G‖∞ ≤ 1/n.
The next result gives conditions under which the convolution of two basis functions is a basis function. This is
equivalent to a result showing that the product of two weight functions is a weight function.
Theorem 71 Suppose G1 and G2 are the basis functions of order zero generated by the weight functions w1 and
w2 respectively, and that each wi has property W02 for parameter κi. Then the following two results hold.
1. If G1 ∈ L1, the convolution
G1 ∗G2 = 1(2pi)d/2
∫
G1 (x− y)G2 (y) dy,
is the basis function generated by the weight function w = w1w2, and w satisfies property W02 for κ = κ2.
2. If we further assume that for an integer n1 ≤ κ1, D2αG1 ∈ L1 when |α| = n1, then w satisfies property
W02 for parameter κ = n1 + κ2 and
Dγ+δ (G1 ∗G2) = 1(2pi)d/2
∫
DγG1 (x− y)DδG2 (y) dy, |γ| ≤ n1, |δ| ≤ κ2. (1.63)
Proof. Part 1. Define the function w = w1w2. Clearly w is a weight function since if A1 and A2 are the weight
sets, w (x) > 0 and w ∈ C(0) outside the set A1∪A2, which is closed and has measure zero. Since Ĝ1 = 1w1 ∈ C
(0)
B
we have 1w1w2 ∈ L1 and are able to define the function Ĝ = 1w1w2 . We now show that G = G1 ∗G2. First observe
that because G1 ∈ L1 and G2 ∈ C(0)B the convolution integral exists. Now, by definition of G2∫
G1 (x− y)G2 (y) dy = 1(2pi)d/2
∫ ∫
G1 (x− y) e
iyξ
w2 (ξ)
dξ dy,
and, since that this integral is absolutely convergent, we can change the order of integration so that∫
G1 (x− y)G2 (y) dy = 1(2pi)d/2
∫
1
w2 (ξ)
∫
eiyξG1 (x− y) dy dξ
= 1
(2pi)d/2
∫
1
w2 (ξ)
∫
ei(x−z)ξG1 (z) dz dξ
=
∫
eixξ
w2 (ξ)
1
(2pi)d/2
∫
e−izξG1 (z)dz dξ.
The final step uses Corollary 3.7 of Petersen [52]. This states that if f ∈ L1 and f̂ ∈ L1 then f (x) =
1
(2pi)d/2
∫
eixξf̂ (ξ) dξ a.e. In our case we choose f (x) = 1w1(−x) and obtain
1
(2pi)d/2
∫
G1 (x− y)G2 (y) dy = 1(2pi)d/2
∫
eixξdξ
w1 (ξ)w2 (ξ)
= G (x) .
Regarding property W02, if 0 ≤ λ ≤ κ2 then,
∫ |·|2λ
w1w2
≤
∥∥∥ 1w1∥∥∥∞ ∫ |·|2λw2 <∞.
Part 2. When |α| = n1, we have D̂2αG1 = (−1)|α| ξ2αĜ1 = (−1)n1 ξ
2α
w1
and D̂2αG1 ∈ C(0)B . Thus∫ |·|2κ
w
=
∫ |·|2n1 |·|2κ2
w1w2
=
∑
|α|=n1
1
α!
∫
ξ2α
w1 (ξ)
|ξ|2κ2
w2 (ξ)
dξ <∞,
and since 1w ∈ L1, w satisfies W02 for κ = n1 + κ2.
Suppose that |γ| ≤ n1and |δ| ≤ κ2. Since G1 ∈ C(2κ1), and∫
DγG1 (x− y)G2 (y) dy is absolutely convergent, we have
Dγ (G1 ∗G2) = 1(2pi)d/2
∫
DγG1 (x− y)G2 (y) dy = 1(2pi)d/2
∫
DγG1 (z)G2 (x− z)dz.
Since G2 ∈ C(2κ2) and
∫
DγG1 (z)D
δG2 (x− z) dz is absolutely convergent we have our result.
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1.4.7 Convolutions and products of weight and basis functions: W03 case
?? No theorems yet!
1.5 The Riesz representer of the evaluation functionals f → (Dαf) (x)
It was noted in Remark 32 that X0w is a reproducing kernel Hilbert space. However, we will use the Riesz
representer of the evaluation functional f → f (x) instead of the reproducing kernel because the former can be
easily extended to the evaluation of derivatives. Thus in this section we calculate the Riesz representers of the
evaluation functionals f → (Dαf) (x) and derive some of their properties in two theorems; Theorem 72 assumes
the weight function has property W02 and Theorem 73
assumes the weight function has property W03. In particular, in part 6 of these two results we show that the
inclusion X0w ⊂ C(⌊κ⌋)B established in Theorem 29 is continuous when C(⌊κ⌋)B is endowed with the usual supremum
norm. The results of this section will find use in applications where, for example, higher degrees of differentiability
of a smoother are required. The main tools used here are the inverse Fourier transform formulas of Theorems 53
and 55.
Theorem 72 Suppose the weight function w has property W02 for some κ. Then:
1. The unique Riesz representer Rx ∈ X0w of the evaluation functional f → f (x) is
Rx(z) := (2π)
−d/2
G(z − x). (1.64)
2. If |α| ≤ κ then DαRx ∈ X0w and the Riesz representer for the evaluation functional f → (Dαf) (x) is
(−D)αRx.
3. If |α| ≤ 2κ then x 6= x′ implies DαRx 6= DαRx′ .
4. If |α| ≤ κ and |β| ≤ κ then(
DαRx, D
βRy
)
w,0
= (−1)|β| (Dα+βRx) (y) = (−1)|α+β| (DαxRx, DβRy)w,0 . (1.65)
5. If |γ| ≤ 2κ then
(DγRx) (y) = (−1)|γ| (DγRy) (x). (1.66)
6. max
|β|≤κ
∥∥Dβf∥∥∞ ≤ (2π)− d4 max|β|≤κ
√
(−1)|β|D2βG (0) ‖f‖w,0, f ∈ X0w.
Proof. Part 1. From 1.64,
R̂x (ξ) = (2π)
−d/2
e−ixξĜ (ξ) (1.67)
= (2π)−d/2
e−ixξ
w (ξ)
. (1.68)
By Theorem 53, G ∈ X0w and so 1.67 implies Rx ∈ X0w. Further, using 1.68 and then the inverse Fourier
transform result 1.37 for functions in X0w we obtain
(f,Rx)w,0 =
∫
wf̂R̂x = (2π)
−d/2
∫
eixξf̂ (ξ) dξ = f (x) .
Part 2. If |α| ≤ κ then D̂αRx = (iξ)α R̂x = (2π)−d/2 (iξ)
αe−ixξ
w(ξ) so that
‖DαRx‖2w,0 =
∫
w (ξ)
∣∣∣∣(2π)− d2 (iξ)α e−ixξw (ξ)
∣∣∣∣2 dξ ≤ (2π)−d ∫ |ξ|2|α|w (ξ) dξ <∞,
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by weight function property W02. Further, for f ∈ X0w and using the inverse Fourier transform result 1.37 for
functions in X0w gives
(f, (−D)αRx)w,0 =
∫
w (ξ) f̂ (ξ) ̂(−D)αRx (ξ) dξ =
∫
w (ξ) f̂ (ξ) (2π)−
d
2
(iξ)
α
e−ixξ
w (ξ)
dξ
= (2π)
−d2
∫
e−ixξ (iξ)α f̂ (ξ) dξ
= (2π)
−d/2
∫
e−ixξD̂αf (ξ) dξ
= (Dαf) (x) .
Part 3. Suppose for some x 6= x′ we have Rx = Rx′ . Taking the Fourier transform and substituting Ĝ = 1w
we must have e−iξx = e−iξx
′
or eiξ(x−x
′) = 1 for almost all ξ, a contradiction.
Part 4. Since we know that G ∈ C(2κ) the definition of Rx implies Rx ∈ C(2κ) and
D̂αRx (ξ) = (2π)
d
2 (−i)|α| e−ixξξαĜ (ξ) = (2π) d2 (−i)|α| e
−ixξξα
w (ξ)
, |α| ≤ κ. (1.69)
Next note that Theorem 53 implies that for all x, and DγRx ∈ X0w when |γ| ≤ κ, so the first and last terms
of 1.65 make sense. Now using equation 1.69
(
DαRx, D
βRy
)
w,0
=
∫
wD̂αRxD̂βRy = (−1)|β| (2π)−d
∫
(−iξ)α+β e
i(y−x)ξ
w (ξ)
dξ
= (−1)|β| (2π)−d
∫
(−iξ)α+β ei(y−x)ξĜ (ξ) dξ
= (−1)|β| (2π)−d
∫
ei(y−x)ξD̂α+βG (ξ) dξ
= (−1)|β| (2π)−d (Dα+βG) (y − x) ,
where the last step used the inverse Fourier transform rule 1.48 for basis functions. Finally, substituting 1.64
gives
(
DαRx, D
βRy
)
w,0
= (−1)|β| (Dα+βRx) (y).
Regarding the second equation:
D̂αxRx (ξ) =
̂DαxG (· − x) (ξ) = (−1)|α| ̂(DαG) (· − x) (ξ) = (−1)|α| e−ixξD̂αG (ξ)
= (−1)|α| ̂DαG (· − x) (ξ)
= (−1)|α| D̂αRx (ξ) ,
so that (
DαRx, D
βRy
)
w,0
= (−1)|α+β| (DαRx, DβRy)w,0 .
Part 5. If |γ| ≤ 2κ then γ = α+ β for some α and β satisfying |α| ≤ κ and |β| ≤ κ. Applying part 3 twice we
get
DγRx (y) = D
α+βRx (y) = (−1)|β|
(
DαRx, D
βRy
)
w,0
= (−1)|β| (DβRy, DαRx)w,0
= (−1)|α+β|Dα+βRy (x)
= (−1)|γ|DγRy (x).
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Part 6 From part 2,
∥∥Dβf∥∥∞ = sup
x∈Rd
∣∣∣∣(f, (−D)β Rx)w,0
∣∣∣∣ when |β| ≤ κ so that
∥∥Dβf∥∥∞ ≤ sup
x∈Rd
∥∥DβRx∥∥w,0 ‖f‖w,0 = sup
x∈Rd
√
(DβRx, DβRx)w,0 ‖f‖w,0
= sup
x∈Rd
√
(−1)|β| (D2βRx) (x) ‖f‖w,0 .
But from part 1,
(
D2βRx
)
(x) = (2π)
− d2 D2βG(0) and thus
∥∥Dβf∥∥∞ ≤ (2π)−d/4√(−1)|β|D2βG(0) ‖f‖w,0 ,
which implies this part.
In the next theorem we assume that the weight function has property W03 instead of property W02.
Theorem 73 Suppose the weight function w has property W03 for some κ. Then:
1. The unique Riesz representer Rx ∈ X0w of the evaluation functional f → f (x) is
Rx(z) = (2π)
−d/2
G(z − x). (1.70)
2. If α ≤ κ then DαRx ∈ X0w and the Riesz representer for the evaluation functional f → (Dαf) (x) is
(−D)αRx.
3. If α ≤ 2κ then x 6= x′ implies DαRx 6= DαRx′ .
4. If α ≤ κ and β ≤ κ then(
DαRx, D
βRy
)
w,0
= (−1)|β| (Dα+βRx) (y) = (−1)|α+β| (DαxRx, DβRy)w,0 . (1.71)
5. If γ ≤ 2κ then
(DγRx) (y) = (−1)|γ| (DγRy) (x). (1.72)
6. If β ≤ κ and x ∈ Rd then
∣∣Dβf (x)∣∣ ≤ (2π)−d/4√(−1)|β|D2βG(0) ‖f‖w,0 , f ∈ X0w.
Proof. Part 1. From 1.70,
R̂x (ξ) = (2π)
−d/2 e−ixξĜ (ξ) (1.73)
= (2π)
−d/2 e−ixξ
w (ξ)
. (1.74)
By Theorem 55, G ∈ X0w and so 1.73 implies Rx ∈ X0w. Further, using 1.74 and then the inverse Fourier
transform result 1.39 for functions in X0w we obtain
(f,Rx)w,0 =
∫
wf̂R̂x = (2π)
−d/2
∫
eixξf̂ (ξ) dξ = f (x) .
Part 2. If α ≤ κ then D̂αRx = (iξ)α R̂x = (2π)−d/2 (iξ)
αe−ixξ
w(ξ) so that
‖DαRx‖2w,0 =
∫
w (ξ)
∣∣∣∣(2π)− d2 (iξ)α e−ixξw (ξ)
∣∣∣∣2 dξ ≤ (2π)−d ∫ |ξ|2|α|w (ξ) dξ <∞,
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by weight function property W03. Further, for f ∈ X0w and using the inverse Fourier transform result 1.39 for
functions in X0w gives
(f, (−D)αRx)w,0 =
∫
w (ξ) f̂ (ξ) ̂(−D)αRx (ξ) dξ =
∫
w (ξ) f̂ (ξ) (2π)
− d2 (iξ)
α
e−ixξ
w (ξ)
dξ
= (2π)
−d2
∫
e−ixξ (iξ)α f̂ (ξ) dξ
= (2π)
−d/2
∫
e−ixξD̂αf (ξ) dξ
= (Dαf) (x) .
Part 3. Suppose for some x 6= x′ we have Rx = Rx′ . Taking the Fourier transform and substituting Ĝ = 1w
we must have e−iξx = e−iξx
′
or eiξ(x−x
′) = 1 for almost all ξ, a contradiction.
Part 4. Since we know that G ∈ C(⌊2κ⌋)B the definition of Rx implies Rx ∈ C(⌊2κ⌋)B and
D̂αRx (ξ) = (2π)
d
2 (−i)|α| e−ixξξαĜ (ξ) = (2π) d2 (−i)|α| e
−ixξξα
w (ξ)
, α ≤ κ. (1.75)
Next note that Theorem 55 implies that for all x, and DγRx ∈ X0w when γ ≤ κ, so the first and last terms of
1.71 make sense. Now using equation 1.75(
DαRx, D
βRy
)
w,0
=
∫
wD̂αRxD̂βRy = (−1)|β| (2π)−d
∫
(−iξ)α+β e
i(y−x)ξ
w (ξ)
dξ
= (−1)|β| (2π)−d
∫
(−iξ)α+β ei(y−x)ξĜ (ξ) dξ
= (−1)|β| (2π)−d
∫
ei(y−x)ξD̂α+βG (ξ) dξ
= (−1)|β| (2π)−d (Dα+βG) (y − x) ,
where the last step used the inverse Fourier transform rule 1.48 for basis functions. Finally, substituting 1.70
gives
(
DαRx, D
βRy
)
w,0
= (−1)|β| (Dα+βRx) (y).
Regarding the second equation:
D̂αxRx (ξ) =
̂DαxG (· − x) (ξ) = (−1)|α| ̂(DαG) (· − x) (ξ) = (−1)|α| e−ixξD̂αG (ξ)
= (−1)|α| ̂DαG (· − x) (ξ)
= (−1)|α| D̂αRx (ξ) ,
so that (
DαRx, D
βRy
)
w,0
= (−1)|α+β| (DαRx, DβRy)w,0 .
Part 5. If γ ≤ 2κ then γ = α+ β for some α and β satisfying α ≤ κ and β ≤ κ. Applying part 3 twice we get
DγRx (y) = D
α+βRx (y) = (−1)|β|
(
DαRx, D
βRy
)
w,0
= (−1)|β| (DβRy, DαRx)w,0
= (−1)|α+β|Dα+βRy (x)
= (−1)|γ|DγRy (x).
Part 6 From part 2,
∥∥Dβf∥∥∞ = sup
x∈Rd
∣∣∣∣(f, (−D)β Rx)w,0
∣∣∣∣ when β ≤ κ so that∥∥Dβf∥∥∞ ≤ sup
x∈Rd
∥∥DβRx∥∥w,0 ‖f‖w,0 = sup
x∈Rd
√
(DβRx, DβRx)w,0 ‖f‖w,0
= sup
x∈Rd
√
(−1)|β| (D2βRx) (x) ‖f‖w,0 .
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But from part 1,
(
D2βRx
)
(x) = (2π)
− d2 D2βG(0) and thus
∥∥Dβf∥∥∞ ≤ (2π)−d/4√(−1)|β|D2βG(0) ‖f‖w,0 ,
which implies this part.
1.6 More continuity properties of the data functions: w ∈ W02
In this section we assume that the weight function w has property W02. The Riesz representers of the evaluation
functionals f → Dαf (x) discussed in the last section can be used to prove some local, pointwise smoothness
properties of the data functions X0w and their derivatives e.g. Lipschitz continuity. The basis function G generated
by w also lies in X0w and is considered separately. In Chapter 2 these local properties will be used to derive the
order of convergence of the variational interpolant to its data function.
1.6.1 General results
Theorem 74 Suppose w is a weight function satisfying property W02 for parameter κ, G is the basis function
and Rx is the Riesz representer of the evaluation functional f → f (x) on X0w. Then for |α| ≤ κ
‖Dα (Rx −Ry)‖w,0 =
√
2
(2pi)
d
4
√
(−1)|α| (D2αG (0)− Re (D2αG) (y − x)). (1.76)
Further, if κ ≥ 1 and |α| ≤ κ− 1 then we have the bound
‖Dα (Rx −Ry)‖w,0 ≤ 1
(2pi)
d
2
(∫
ξ2α |ξ|2
w (ξ)
dξ
) 1
2
|x− y| , (1.77)
where ∫
ξ2α |ξ|2
w (ξ)
dξ = (−1)1+|α| (2π) d2
(
D2α |D|2G
)
(0) . (1.78)
Proof. If |α| ≤ κ then from the results of Theorem 72
‖DαRx −DαRy‖2w,0
= (DαRx −DαRy, DαRx −DαRy)w,0
= (DαRx, D
αRx)w,0 − (DαRx, DαRy)w,0 − (DαRy, DαRx)w,0 + (DαRy, DαRy)w,0
= (−1)|α|
((
D2αRx
)
(x)− (D2αRx) (y)− (D2αRx) (y) + (D2αRy) (y))
= (−1)|α| (2π)− d2
(
D2αG (0)− (D2αG) (y − x) − (D2αG) (y − x) +D2αG (0))
= (−1)|α| (2π)− d2
(
D2αG (0)− (D2αG) (y − x) − (D2αG) (y − x) +D2αG (0))
= (−1)|α| 2 (2π)− d2 (D2αG (0)− Re (D2αG) (y − x)) .
The proof of our second result uses equation 1.69 i.e. D̂αRx (ξ) =
(−i)|α|
(2pi)
d
2
e−ixξξα
w(ξ) , so that
‖DαRx −DαRy‖2w,0 =
∫
w
∣∣∣ ̂DαRx −DαRy∣∣∣2 = 1(2pi)d ∫ ∣∣eiξx − eiξy∣∣2 ξ2αw(ξ)dξ
= 1
(2pi)d
∫ (
2 sin
(
(x−y)ξ
2
))2
ξ2α
w(ξ)dξ
= 1
(2pi)d
∫
|(x− y) ξ|2
(
sin((x−y)ξ/2)
(x−y)ξ/2
)2
ξ2α
w(ξ)dξ
≤ 1
(2pi)d
(∫
ξ2α|ξ|2
w(ξ) dξ
)
|x− y|2 ,
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which is finite since 1 + |α| ≤ κ. Continuing∫
ξ2α|ξ|2
w(ξ) dξ =
∫
ξ2α |ξ|2 Ĝ (ξ) dξ = (−1)1+|α|
∫
̂D2α |D|2G = (2π) d2 (−1)1+|α|
(
D2α |D|2G
)
(0) .
We now prove some uniform pointwise estimates for functions in X0w.
Corollary 75 Suppose the weight function w has property W02 for parameter κ and that G is the basis function
of order 0. Then we have the following local pointwise estimates for functions f ∈ X0w:
1. If κ ≥ 1 and |α| ≤ κ− 1 then
|Dαf (x)−Dαf (y)| ≤ 1
(2pi)
d
2
‖f‖w,0
(∫ |ξ|2 ξ2α
w (ξ)
dξ
) 1
2
|x− y| .
2. If |α| ≤ κ then
|Dαf (x)−Dαf (y)| ≤
√
2
(2pi)
d
4
‖f‖w,0
√
(−1)|α| (D2αG (0)− Re (D2αG) (y − x)). (1.79)
3. For the hat weight function in one dimension κ < 1/2 and
|f (x)− f (y)| ≤
√
2
(2pi)
d
4
‖f‖w,0 |x− y|
1
2 , x, y ∈ R1, |x− y| ≤ 1.
Proof. Part 1 This is an application of inequality 1.77 of Theorem 74
|Dαf (x)−Dαf (y)| =
∣∣∣(f,DαRx −DαRy)w,0∣∣∣ ≤ ‖f‖w,0 ‖DαRx −DαRy‖w,0
≤ 1
(2pi)
d
2
‖f‖w,0
(∫ |ξ|2 ξ2α
w (ξ)
dξ
) 1
2
|x− y| .
Part 2 By part 2 of Theorem 72
|Dαf (x)−Dαf (y)| =
∣∣∣(f,DαRx −DαRy)w,0∣∣∣ ≤ ‖f‖w,0 ‖DαRx −DαRy‖w,0 ,
and inequality 1.76 of Theorem 74 completes the proof.
Part 3 From Theorem 17 κ < 1/2 so α = 0 and since G (x) = 1− |x| when |x| ≤ 1 our result follows from the
bound proved in part 2.
The next corollary provides information concerning the smoothness properties of basis functions.
Corollary 76 Suppose G is the basis function generated by a weight function w satisfying property W02 for
parameter κ. Then for each z ∈ Rd, G has the following properties:
1. If |α| ≤ κ and |β| ≤ κ then∣∣Dα+βG (x)−Dα+βG (y)∣∣ ≤ k√(−1)|α| (D2αG (0)− Re (D2αG) (x− y)), (1.80)
where
k =
√
2
(2pi)
d
4
(∫
ξ2αdξ
w(ξ)
) 1
2
=
√
2
√
(−1)|α|D2αG (0). (1.81)
2. If |α| ≤ κ then ∣∣D2αG (x)∣∣ ≤ (−1)|α|D2αG (0) ,
and
(−1)|α|ReD2αG (x) < (−1)|α|D2αG (0) , x 6= 0.
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3. Suppose κ ≥ 1. Then if |α| ≤ κ− 1 and |β| ≤ κ− 1
∣∣Dα+βG (x)−Dα+βG (y)∣∣ ≤ 1
(2pi)
d
2
(∫
ξ2βdξ
w (ξ)
) 1
2
(∫ |ξ|2 ξ2αdξ
w (ξ)
) 1
2
|x− y| .
Proof. Part 1. Our starting point is equation 1.65 i.e. for x, y ∈ Rd,(
DαRx, D
βRy
)
w,0
= (−1)|β| (Dα+βRx) (y) when |α| ≤ κ, |β| ≤ κ. Hence, since
Rx (y) = (2π)
− d2 G (y − x)
Dα+βz (G (z − x)−G (z − y)) = (2π)−
d
2 Dα+β (Rx −Ry) (z)
= (2π)
− d2 (Dα (Rx −Ry) , DβRz)w,0 ,
so that ∣∣Dα+βz (G (z − x)−G (z − y))∣∣ ≤ (2π)− d2 ‖Dα (Rx −Ry)‖w,0 ∥∥DβRz∥∥w,0 . (1.82)
From equation 1.75: D̂βRx (ξ) = (2π)
d
2 (−i)|β| e−ixξξβw(ξ) for β ≤ κ, so we can conclude that
∥∥DβRz∥∥w,0 = (∫ w ∣∣∣D̂βRz∣∣∣2)
1
2
= (2π)
− d2
(∫
ξ2βdξ
w (ξ)
) 1
2
,
and by using equation 1.76 for ‖Dα (Rx −Ry)‖w,0 inequality 1.80 follows.
Part 2. We have (−1)|α|D2αG (x) = (2π)−d2 ∫ eiξx ξ2αw(ξ)dξ, so that
∣∣D2αG (x)∣∣ ≤ (2π)−d2 ∫ ξ2α
w (ξ)
dξ = (−1)|α|D2αG (0) .
From part 1 we know that (−1)|α|Re (D2αG) (x− y) ≤ (−1)|α|D2αG (0). Now suppose that
(−1)|α|Re (D2αG) (z) = (−1)|α|D2αG (0) for some z 6= 0. Equation 1.76 would then imply that DαRx =
DαRz+x for all x, and hence z = 0 by part 3 of Theorem 72.
Part 3. Our starting point is inequality 1.82 of part 1. Substitute the expression for
∥∥DβRz∥∥w,0 given in the
proof of part 1 and then use inequality 1.77 to estimate ‖Dα (Rx −Ry)‖w,0.
Remark 77 Observe that by using 1.78 and 1.81 the right sides of all the estimates involving weight functions
in this subsection can be written in terms of even order derivatives of the basis function evaluated at the origin.
1.6.2 Better results obtained using Taylor series
We can improve on part 3 of Corollary 76 for the special case κ ≥ 1, y = 0 and α = β = 0; improved in the sense
that |x| is replaced by |x|2 and this is done by using the Taylor series expansion with integral remainder given in
Subsection A.8 of the Appendix:
Theorem 78 Suppose the weight function w satisfies property W02 for κ = 1. Then
(
|D|2G
)
(0) is real and
negative and we have the bound
G (0)− ReG (x) ≤ −d
2
(
|D|2G
)
(0) |x|2 , x ∈ Rd. (1.83)
Now suppose w is radial and let r = |x|. Then:
1. If G (x) = g (r) then g ∈ C(2)B ([0,∞)) and r−1g′ ∈ C(0)B ([0,∞)). Also(
|D|2G
)
(0) = g′′ (0) d. (1.84)
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2. If G (x) = f
(
r2
)
then f ∈ C(2) ((0,∞)) ∩C(1)B ([0,∞)) and rf ′′ (r) ∈ C(0)B ([0,∞)) and
lim
r→0+
rf ′′ (r) = 0. Also (
|D|2G
)
(0) = 2f ′ (0) d. (1.85)
Proof. We start by assuming w is an even function. Because κ = 1 it follows that G ∈ C(⌊2κ⌋)B ⊂ C(2)B .
Also, since
DβG (x) = (2π)
−d2
∫
e−ixξ
(iξ)β
w (ξ)
dξ, |β| ≤ 2,
and w is even, it follows that G is real, |G (x)| ≤ G (0) and DkG (0) = 0 for all k. Thus from Appendix A.8 we
now have the second order Taylor series expansion
G (x) = G (0) + (R2G) (0, x) ,
with remainder estimate
|(R2G) (0, x)| ≤ d
2
 max|β|=2
t∈[0,x]
∣∣DβG (t)∣∣
 |x|2 , x ∈ Rd.
But when |β| = 2, DβG (x) = − (2π)−d2 ∫ e−ixξ ξβw(ξ)dξ and hence
∣∣DβG (x)∣∣ ≤ (2π)− d2 ∫ |ξ||β|
w (ξ)
dξ = (2π)
− d2
∫ |ξ|2
w (ξ)
dξ = −
(
|D|2G
)
(0) ,
so that
G (0)−G (x) ≤ −d
2
(
|D|2G
)
(0) |x|2 , x ∈ Rd. (1.86)
Now set aside the assumption that w is even. We define the even function we by
1
we (ξ)
=
1
2
(
1
w (ξ)
+
1
w (−ξ)
)
, (1.87)
and it is easy to show that we has property W01 and satisfies∫ |ξ|λ
we (ξ)
dξ =
∫ |ξ|λ
w (ξ)
dξ, 0 ≤ λ ≤ κ, (1.88)
so that we has property W02 for κ. Further, if we has basis function Ge then Ĝe =
1
2
(
Ĝ+ Ĝ
)
and hence
Ge = ReG. But Ge satisfies 1.86 and since 1.88 implies
(
|D|2Ge
)
(0) =
(
|D|2G
)
(0) we can conclude that 1.83
is true.
Part 1 Suppose G (x) = g (r). Then substituting x = (r, 0′) we have
g (r) = G (r, 0′) ,
so that it is clear that g ∈ C(2)B ([0,∞)) since G ∈ C(2)B . Regarding r−1g′, it is clear that r−1g′ ∈ C(2)B ((0,∞)).
Further, since g′ ∈ C(1)B ([0,∞)), lim
r→0+
g′(r)
r = g
′′ (0) and lim
r→∞
g′(r)
r = 0 which means that r
−1g′ ∈ C(2)B ([0,∞)).
If x 6= 0
DkG (x) =
xk
r
g′ (r) ,
and
DjDkG (x) =
xjxk
r2
g′′ (r) − xjxk
r3
g′ (r) +
δj,k
r
g′ (r) ,
so that
|D|2G (x) =
d∑
k=1
D2kG (x) = g
′′ (r) − g
′ (r)
r
+ d
g′ (r)
r
= g′′ (r) + (d− 1) g
′ (r)
r
.
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But g ∈ C(2)B ([0,∞)) so
lim
x→0
|D|2G (x) = g′′ (0) + (d− 1) g′′ (0) = g′′ (0)d.
Part 2 Suppose G (x) = f
(
r2
)
. Then the equation f (r) = g (
√
r) and the properties of f proved in part 1
can be used to easily derive the results of this part.
For radial basis functions the estimates the last theorem for G (0)− ReG (x) give a d2 dependency. However,
if the basis function is a radial function this dependency can be avoided:
Theorem 79 Suppose the weight function w satisfies property W02 for κ = 1 and denote the basis function by
G. Then:
1. If G (x) = f
(
r2
)
then
G (0)− ReG (x) ≤ ‖2rf ′′ + f ′‖∞ |x|2 , x ∈ Rd. (1.89)
2. If G (x) = g (r) then
G (0)− ReG (x) ≤ 1
2
‖g′′‖∞ |x|2 , x ∈ Rd, (1.90)
where ‖2rf ′′ + f ′‖∞ = 12 ‖g′′‖∞.
Proof. We will start by assuming w is an even function. Because κ ≥ 1 it follows that G ∈ C(⌊2κ⌋)B ⊂ C(2)B . Also,
since
DβG (x) = (2π)−
d
2
∫
e−ixξ
(iξ)β
w (ξ)
dξ, |β| ≤ 2,
it follows that if w is even then G is real, |G (x)| ≤ G (0) and DkG (0) = 0 for all k. Thus from Appendix A.8
we now have the Taylor series expansion
G (x) = G (0) + (R2G) (0, x) ,
where
(R2G) (0, x) = 2
∑
|β|=2
xβ
β!
∫ 1
0
(1− t) (DβG) (tx) dt. (1.91)
Part 1 Suppose G (x) = f
(
r2
)
. Then
DkG (x) = 2xkf
′ (r2) ,
and
DjDkG (x) = 4xjxkf
′′ (r2)+ 2δj,kf ′ (r2) .
Set δβ = δ2,maxβ . Then in multi-index notation
DβG (x) = 4xβf ′′
(
r2
)
+ 2δβf
′ (r2) , |β| = 2,
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and so, using the identity A.2, the remainder can be written
(R2G) (0, x) = 2
∑
|β|=2
xβ
β!
∫ 1
0
(1− t) (4xβf ′′ (r2)) (tx) dt+
+ 2
∑
|β|=2
xβ
β!
∫ 1
0
(1− t) (2δβf ′ (r2)) (tx) dt
= 8
∑
|β|=2
xβ
β!
∫ 1
0
(1− t) (t2xβ) f ′′ (t2r2) dt+
+ 4
∑
|β|=2
xβ
β!
∫ 1
0
(1− t) δβf ′
(
t2r2
)
dt
= 8
∑
|β|=2
x2β
β!
∫ 1
0
(1− t) t2f ′′ (t2r2) dt+
+ 4
∑
|β|=2
δβ
xβ
β!
∫ 1
0
(1− t) f ′ (t2r2) dt
= 4r4
∫ 1
0
(1− t) t2f ′′ (t2r2) dt+ 2r2 ∫ 1
0
(1− t) f ′ (t2r2) dt
= r2
∫ 1
0
(1− t) (4t2r2f ′′ (t2r2)+ 2f ′ (t2r2)) dt. (1.92)
The remainder can be estimated as
|(R2G) (0, x)| ≤ r2
∫ 1
0
(1− t) ∣∣4t2r2f ′′ (t2r2)+ 2f ′ (t2r2)∣∣ dt
= r2 ‖4rf ′′ + 2f ′‖∞
∫ 1
0
(1− t) dt
= ‖2rf ′′ + f ′‖∞ |x|2 . (1.93)
so that we have proved the desired estimate 1.89 when w is an even function. This estimate can now be
extended to an arbitrary weight function by the technique used in Theorem 78 which involved defining the even
weight function 1.87.
Part 2 Suppose G (x) = g (r). Then g (r) = f
(
r2
)
and
g′′ (r) = 2f ′
(
r2
)
+ 4r2f ′′
(
r2
)
, (1.94)
so the remainder equation 1.92 can be written
(R2G) (0, x) = r2
∫ 1
0
(1− t) (4t2r2f ′′ (t2r2)+ 2f ′ (t2r2)) dt = 1
2
r2
∫ 1
0
(1− t) g′′ (tr) dt,
and estimated by
|(R2G) (0, x)| ≤ 1
2
‖g′′‖∞ |x|2 . (1.95)
Equation 1.94 ensures that the estimates 1.93 and 1.95 are equal.
We have now proved the desired estimate 1.90 when w is an even function. This estimate can now be extended
to an arbitrary weight function by the technique of Theorem 78 which involved defining the even weight function
1.87.
Remark 80 Calculations using part 1 may be easier when the basis function depends on r2: see the Type 1
convergence estimates for the radial functions of Subsubsection 2.6.2.
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1.7 More continuity properties of the data functions: w ∈ W03
In this section we assume that the weight function w has property W03. The Riesz representers of the evaluation
functionals f → Dαf (x) discussed in the last section can be used to prove some local, pointwise smoothness
properties of the data functions X0w and their derivatives e.g. Lipschitz continuity. The basis function G generated
by w also lies in X0w and is considered separately.
1.7.1 General results
In Remark 84 we observe that the right sides of all the estimates derived in this subsection can be written in
terms of even order derivatives of the basis function evaluated at the origin.
Theorem 81 Suppose w is a weight function satisfying property W03 for parameter κ ∈ Rd, G is the basis
function and Rx is the Riesz representer of the evaluation functional f → f (x) on X0w. Then for α ≤ κ,
‖Dα (Rx −Ry)‖w,0 =
√
2
(2pi)
d
4
√
(−1)|α| (D2αG (0)− Re (D2αG) (y − x)). (1.96)
Further, if κ ≥ 1 and α ≤ κ− 1 then we have the bound
‖Dα (Rx −Ry)‖w,0 ≤ (2π)−
d
2
(∫
ξ2α |ξ|2
w (ξ)
dξ
) 1
2
|x− y| , (1.97)
where ∫
ξ2α |ξ|2
w (ξ)
dξ = (−1)1+|α| (2π) d2
(
D2α |D|2G
)
(0) . (1.98)
Proof. If α ≤ κ then from the results of Theorem 73
‖DαRx −DαRy‖2w,0
= (DαRx −DαRy, DαRx −DαRy)w,0
= (DαRx, D
αRx)w,0 − (DαRx, DαRy)w,0 − (DαRy, DαRx)w,0 + (DαRy, DαRy)w,0
= (−1)|α|
((
D2αRx
)
(x)− (D2αRx) (y)− (D2αRx) (y) + (D2αRy) (y))
= (−1)|α| (2π)− d2
(
D2αG (0)− (D2αG) (y − x) − (D2αG) (y − x) +D2αG (0))
= (−1)|α| (2π)− d2
(
D2αG (0)− (D2αG) (y − x) − (D2αG) (y − x) +D2αG (0))
= (−1)|α| 2 (2π)− d2 (D2αG (0)− Re (D2αG) (y − x)) .
The proof of our second result uses equation 1.69 i.e. D̂αRx (ξ) =
(−i)|α|
(2pi)
d
2
e−ixξξα
w(ξ) , α ≤ κ, so that
‖DαRx −DαRy‖2w,0 =
∫
w
∣∣∣ ̂DαRx −DαRy∣∣∣2 = 1(2pi)d ∫ ∣∣eiξx − eiξy∣∣2 ξ2αw(ξ)dξ
= 1
(2pi)d
∫ (
2 sin
(
(x−y)ξ
2
))2
ξ2α
w(ξ)dξ
= 1
(2pi)d
∫
|(x− y) ξ|2
(
sin((x−y)ξ/2)
(x−y)ξ/2
)2
ξ2α
w(ξ)dξ
≤ 1
(2pi)d
(∫
ξ2α|ξ|2
w(ξ) dξ
)
|x− y|2 ,
which is finite since 1 + α ≤ κ. Continuing∫
ξ2α|ξ|2
w(ξ) dξ =
∫
ξ2α |ξ|2 Ĝ (ξ) dξ = (−1)1+|α|
∫
̂D2α |D|2G = (2π) d2 (−1)1+|α|
(
D2α |D|2G
)
(0) .
We now prove some uniform pointwise estimates for functions in X0w.
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Corollary 82 Suppose the weight function w has property W03 for parameter κ and that G is the basis function
of order 0. Then we have the following local pointwise estimates for functions f ∈ X0w:
1. If κ ≥ 1 and α ≤ κ− 1 then
|Dαf (x)−Dαf (y)| ≤ 1
(2pi)
d
2
‖f‖w,0
(∫ |ξ|2 ξ2α
w (ξ)
dξ
) 1
2
|x− y| .
2. If α ≤ κ then
|Dαf (x)−Dαf (y)| ≤
√
2
(2pi)
d
4
‖f‖w,0
√
(−1)|α| (D2αG (0)− Re (D2αG) (y − x)). (1.99)
3. For the hat weight function in one dimension κ < 1/2 and
|f (x)− f (y)| ≤
√
2
(2pi)
d
4
‖f‖w,0 |x− y|
1
2 , x, y ∈ R1, |x− y| ≤ 1.
Proof. Part 1 This is an application of inequality 1.97 of Theorem 81
|Dαf (x)−Dαf (y)| =
∣∣∣(f,DαRx −DαRy)w,0∣∣∣ ≤ ‖f‖w,0 ‖DαRx −DαRy‖w,0
≤ 1
(2pi)
d
2
‖f‖w,0
(∫ |ξ|2 ξ2α
w (ξ)
dξ
) 1
2
|x− y| .
Part 2 By part 2 of Theorem 73
|Dαf (x)−Dαf (y)| =
∣∣∣(f,DαRx −DαRy)w,0∣∣∣ ≤ ‖f‖w,0 ‖DαRx −DαRy‖w,0 ,
and inequality 1.96 of Theorem 81 completes the proof.
Part 3 From Theorem 17 κ < 1/2 so α = 0 and since G (x) = 1− |x| when |x| ≤ 1 our result follows from the
bound proved in part 3.
The next corollary provides information concerning the smoothness properties of basis functions.
Corollary 83 Suppose G is the basis function generated by a weight function w satisfying property W03 for
parameter κ. Then for each z ∈ Rd, G has the following properties:
1. If α ≤ κ and β ≤ κ then∣∣Dα+βG (x)−Dα+βG (y)∣∣ ≤ k√(−1)|α| (D2αG (0)− Re (D2αG) (x− y)), (1.100)
where
k =
√
2
(2pi)
d
4
(∫
ξ2αdξ
w(ξ)
) 1
2
=
√
2
√
(−1)|α|D2αG (0). (1.101)
2. If α ≤ κ then ∣∣D2αG (x)∣∣ ≤ (−1)|α|D2αG (0) ,
and
(−1)|α|ReD2αG (x) < (−1)|α|D2αG (0) , x 6= 0.
3. Suppose κ ≥ 1. Then if α ≤ κ− 1 and β ≤ κ,
∣∣Dα+βG (x)−Dα+βG (y)∣∣ ≤ (2π)− d2 (∫ ξ2βdξ
w (ξ)
) 1
2
(∫ |ξ|2 ξ2αdξ
w (ξ)
) 1
2
|x− y|
=
(
(−1)|β|D2βG (0)
) 1
2
(
(−1)1+|α| |D|2D2αG (0)
) 1
2 |x− y| .
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Proof. Part 1. Our starting point is equation 1.65 i.e. for x, y ∈ Rd,(
DαRx, D
βRy
)
w,0
= (−1)|β| (Dα+βRx) (y) when α ≤ κ, β ≤ κ. Hence, since
Rx (y) = (2π)
− d2 G (y − x)
Dα+βz (G (z − x)−G (z − y)) = (2π)−
d
2 Dα+β (Rx −Ry) (z)
= (2π)
− d2 (Dα (Rx −Ry) , DβRz)w,0 ,
so that ∣∣Dα+βz (G (z − x)−G (z − y))∣∣ ≤ (2π)− d2 ‖Dα (Rx −Ry)‖w,0 ∥∥DβRz∥∥w,0 . (1.102)
From equation 1.75 we conclude that
∥∥DβRz∥∥w,0 = (2π)− d2 (∫ ξ2βdξw(ξ) ) 12 and then by equation 1.96 for
‖Dα (Rx −Ry)‖w,0 inequality 1.100 follows.
Part 2. We have (−1)|α|D2αG (x) = (2π)−d2 ∫ eiξx ξ2αw(ξ)dξ, so that
∣∣D2αG (x)∣∣ ≤ (2π)−d2 ∫ ξ2α
w (ξ)
dξ = (−1)|α|D2αG (0) .
From part 1 we know that (−1)|α|Re (D2αG) (x− y) ≤ (−1)|α|D2αG (0). Now suppose that
(−1)|α|Re (D2αG) (z) = (−1)|α|D2αG (0) for some z 6= 0. Equation 1.96 would then imply that DαRx =
DαRz+x for all x, and hence z = 0 by part 3 of Theorem 73.
Part 3. Our starting point is inequality 1.102 of part 1. Substitute the expression for
∥∥DβRz∥∥w,0 given in the
proof of part 1 and then use inequality 1.97 to estimate ‖Dα (Rx −Ry)‖w,0.
Remark 84 Observe that by using 1.98 and 1.101 the right sides of all the estimates involving weight functions
in this subsection can be written in terms of even order derivatives of the basis function evaluated at the origin.
Inequality 1.100 shows that the smoothness of the basis function near the origin implies its global smoothness.
Specifically, for the one-dimensional hat function Λ we have κ < 1/2 and near the origin |Λ (x)− Λ (y)| ≤√
2 |x− y|1/2 by part 3 of Corollary 82. However, Λ actually satisfies the stronger estimate |Λ (x)− Λ (y)| ≤ |x− y|
everywhere i.e. it is uniformly Lipschitz continuous on R1 and Theorem 87 will generalize this result. First we
will need the following extension of the Taylor series expansion with integral remainder given in Appendix A.8.
Note that this result only uses the derivatives
{
Dβu
}
|β|=1 and not
{
Dβu
}
β≤1.
Lemma 85 Suppose u ∈ C(0)B
(
Rd
)
and as distributional derivatives
{
Dβu
}
|β|=1 ⊂ L∞
(
Rd
)
. Then
u(z + b) = u(z) + (R1u) (z, b) ,
where R1u is the integral remainder term
(R1u) (z, b) =
∑
|β|=1
bβ
β!
∫ 1
0
(Dβu)(z + (1− t) b)dt,
which satisfies
|(R1u) (z, b)| ≤
√
dmax
|β|=1
∥∥Dβu∥∥∞;[z,z+b] |b| , (1.103)
and
|(R1u) (z, b)| ≤
∑
|β|=1
∥∥Dβu∥∥∞;[z,z+b]
 |b| . (1.104)
Proof. In order to overcome the fact that Dβu may not be C(0)
(
Rd
)
when |β| = 1, we will use a Taylor series
expansion with remainder for distributions. Suppose φ ∈ C∞0 . Then the conditions on u render all the integrals
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absolutely convergent and allows us to apply Fubini’s theorem to swap the order of integration twice in the
calculations of this lemma:
[u (z + b) , φ (z)] = [u (z) , φ (z − b)]
= [u (z) , φ(z)] +
u (z) , ∑
|β|=1
(−b)β
β!
∫ 1
0
(
Dβφ
)
(z + (1− t) (−b)) dt

= [u (z) , φ (z)]−
∑
|β|=1
bβ
β!
[
u (z) ,
∫ 1
0
(
Dβφ
)
(z − (1− t) b) dt
]
. (1.105)
We now analyze the integral remainder term of 1.105. When |β| = 1,[
u (z) ,
∫ 1
0
(
Dβφ
)
(z − (1− t) b) dt
]
=
∫
u (z)
∫ 1
0
(
Dβφ
)
(z − (1− t) b) dt dz
=
∫ 1
0
∫
u (z)
(
Dβφ
)
(z − (1− t) b) dz dt
=
∫ 1
0
[
u (z) ,
(
Dβφ
)
(z − (1− t) b)] dt
=
∫ 1
0
[
u (z + (1− t) b) , Dβφ (z)] dt
= (−1)|β|
∫ 1
0
[(
Dβu
)
(z + (1− t) b) , φ (z)] dt
= −
∫ 1
0
∫ (
Dβu
)
(z + (1− t) b)φ (z)dz dt
= −
∫ ∫ 1
0
(
Dβu
)
(z + (1− t) b) dt φ (z)dz
= −
[∫ 1
0
(
Dβu
)
(z + (1− t) b)dt, φ (z)
]
,
so 1.105 now becomes
[u (z + b) , φ (z)] = [u (z) , φ (z)]−
∑
|β|=1
bβ
β!
[∫ 1
0
(
Dβu
)
(z + (1− t) b) dt, φ (z)
]
,
for φ ∈ C∞0 . Thus
u (z + b) = u (z) +
∑
|β|=1
bβ
β!
∫ 1
0
(
Dβu
)
(z + (1− t) b)dt,
as claimed. Finally, the estimate 1.103 is proved in a very similar manner to the integral remainder estimate
A.18 of Appendix A and the estimate 1.104 is proved in a very similar manner to the remainder estimate A.19
of Appendix A.
Remark 86 Local Taylor expansion Suppose Ω is a region. The Taylor series expansion of the above lemma
also holds if u ∈ C(0)B (
),
{
Dβu
}
|β|=1 ⊂ L∞ (
) and [z, z + b] ⊂ Ω.
We now prove that all derivatives up to order (2n− 2)1 of the extended B-spline tensor product basis function
are uniformly Lipschitz continuous of order 1.
Theorem 87 Let Gs (x) =
d∏
k=1
G1 (xk) be an extended B-spline tensor product basis function, as introduced in
Subsection 1.4.5. We then have the estimates
|Gs (x)−Gs (y)| ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x− y| , x, y ∈ Rd,
and if α ≤ (2n− 2)1,
|DαGs (x)−DαGs (y)| ≤
√
d
d
max
k=1
‖DkDαGs‖∞ |x− y| , x, y ∈ Rd. (1.106)
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Proof. From Theorem 66 we know that Gs ∈ C(2n−2)10
(
Rd
)
and that the derivatives{
DβGs : (2n− 2)1 < β ≤ (2n− 1)1
}
are bounded functions. Consequently Gs ∈ C(0)0
(
Rd
)
and all the first
derivatives are bounded functions. This implies u = Gs satisfies the conditions of Lemma 85 with z = y and
b = x− y so the estimate of that lemma holds i.e.
|Gs (x)−Gs (y)| ≤
√
dmax
|β|=1
∥∥DβGs∥∥∞ |x− y| . (1.107)
Again by Theorem 66, G1 ∈ C(0)0
(
R1
)
and DG1 is a bounded function so that
|Gs (x)−Gs (y)| ≤
√
d ‖G1‖d−1∞ ‖DG1‖∞ |x− y| .
Finally, part 2 of Corollary 83 tells us that ‖G1‖∞ ≤ G1 (0) which completes the proof of the first inequality.
To prove the second inequality we simply replace Gs by D
αGs in 1.107.
Remark 88 I have realized that the multivariate theorem can be proven by writing
Gs (x)−Gs (y)
= {Gs (x)−G1 (y1)Gs (x2:d)}+ {G1 (y1)Gs (x2:d)−Gs (y1:2)Gs (x3:d)}+ . . .
= {G1 (x1)−G1 (y1)}Gs (x2:d) +G1 (y1) {G1 (x2)−G1 (y2)}Gs (x3:d) + . . . ,
so that 1-dimensional estimates can be applied to give
|Gs (x)−Gs (y)| ≤ |G1 (x1)−G1 (y1)| ‖G1‖d−1∞ + |G1 (x2)−G1 (y2)| ‖G1‖d−1∞ + . . .
≤
(
‖DG1‖∞ ‖G1‖d−1∞
)
|x− y|1
≤
√
d ‖G1‖d−1∞ ‖DG1‖∞ |x− y|2 .
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2
The minimal norm interpolant
2.1 Introduction
The interpolant and smoother convergence results obtained in this document all assume the weight
function has property W02. I have not been able to use the weight function property W03 to obtain
better point-wise orders of convergence. However, Theorem 4 tells us that if a weight function has property
W03 for κ = µ then it has property W02 for κ = µ = minµ = mini µi.
In Chapter 1 of this document we introduced the basic mathematical machinery: weight function, data space
and basis function. In this chapter this theory is applied to the well-known minimal norm interpolation problem.
This problem is solved and several pointwise convergence results are derived. These are illustrated with numerical
results obtained using several extended B-spline basis functions and special classes of data functions. The study
of interpolation convergence is continued in the next three chapters.
In more detail, the functions from the Hilbert data space X0w are used to define the standard minimal norm
interpolation problem with independent data X =
{
x(i)
}N
i=1
and dependent data y = {yi}Ni=1, the latter being
obtained by evaluating a data function at X . This problem is then shown to have a unique basis function solution
of the form
N∑
i=1
αiG
(· − x(i)) with αi ∈ C. The standard matrix equation for the αi is then derived.
We will then consider several categories of estimates for the pointwise convergence of the interpolant to its data
function when the data is confined to a bounded data region. In all these results the order of convergence appears
as the power of the radius of the largest ball in the data region that can be fitted between the X data points.
The convergence results of this document can be divided into those which explicitly use Lagrange interpolation
theory, and thus unisolvent subsets of X (Definition 119), and those which do not. The non-unisolvency proofs are
much simpler than the unisolvency-based results and if the data functions are chosen appropriately the constants
can be calculated. However, the maximum order of convergence obtained is 1, no matter how large the parameter
κ. On the other hand, the constants for the unisolvency-based results are more difficult to calculate but the order
of convergence is at least equal to the value of ⌊κ⌋.
Type 1 error estimates: no Taylor series expansion Suppose that the weight function has property W02 for
some κ ≥ 0, that the data X is contained in a closed bounded infinite data set K, and that the basis function G
satisfies the estimate
|G (0)− ReG (x)| ≤ CG |x|2s , |x| < hG,
for some hG > 0. Then in Theorem 104 it is shown that the interpolant IXf of a data function f ∈ X0w satisfies
|f (x)− IXf (x)| ≤ kG ‖f‖w,0 (hX,K)s , x ∈ K,
when hX,K = sup
x∈K
dist (x,X) ≤ hG and kG = (2π)−
d
4
√
2CG. This implies an order of convergence of at least s.
66 2. The minimal norm interpolant
Type 2 error estimates: no Taylor series expansion Here we avoid making any assumptions about G and in-
stead assume κ ≥ 1 and use the properties of the Riesz representer Rx of the evaluation functional f → f (x). A
consequence of this approach is the estimate (Theorem 114): when hX,K <∞
|f (x)− IXf (x)| ≤ kG ‖f‖w,0 hX,K , x ∈ K, f ∈ X0w,
where
kG = (2π)
−d/4
√
−
(
|D|2G
)
(0).
so the order of convergence is always at least 1.
Estimates based explicitly on Lagrange interpolation/unisolvency Here X is contained in a bounded data
region Ω and X is assumed to have m-unisolvent subsets of order m = ⌊κ⌋. In this case it follows from Theorem
127 that there exist constants hΩ,κ, kG > 0 such that
|f (x) − IXf (x)| ≤ kG ‖f‖w,0 (hX,Ω)m , x ∈ Ω, f ∈ X0w,
when hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,κ.
Numerical results are only presented for the Type 1 and Type 2 cases in 1 dimension and these
illustrate the convergence of the interpolant to it’s data function. We will only be interested in the convergence of
the interpolant to it’s data function and not in the algorithm’s performance as an interpolant. Only the extended
B-splines will be considered and we will also restrict ourselves to one dimension so that the data density parameter
hX,Ω can be easily calculated. If we can calculate the data function norm we can calculate the error estimate. All
the extended B-spline basis weight functions have a power of sin2 x in the denominator and so we have derived
special classes of data functions for which the data function norm can be calculated. The derivation of these
special classes of data functions led to the characterization of the restriction spaces X0w (Ω) for various class
of weight function. For example, Theorem 156 shows that the restrictions of the B-spline data functions are a
member of the class of Sobolev spaces:
Wm1 (Ω) =
{
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for αi ≤ m, 0 ≤ i ≤ m
}
, m = 1, 2, 3, . . .
=
{
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for α ≤ m1} , m = 1, 2, 3, . . .
It is easy to construct functions that are in these spaces.
As expected interpolant instability is evident and because our error estimates assume an infinite precision we
filter the error to remove spikes which are a manifestation of the instability.
2.2 The space WG,X
In this section we will define the space WG,X which contains the solution to the minimal norm interpolation
problem 2.4. Here X is the independent data and G is the basis function. The next two results will be required
to show that WG,X is a well defined finite dimensional vector space. The next theorem requires the following
lemma which we state without proof.
Lemma 89 Suppose
{
x(k)
}N
k=1
is a set of distinct points in Rd and v = (νk)
N
k=1 ∈ CN . Define the function av
by
av (ξ) =
N∑
k=1
νke
−ix(k)ξ.
Then:
1. if av (ξ) = 0 for all ξ then vk = 0 for all k.
2. The null space of av is a closed set of measure zero.
Theorem 90 Let X =
{
x(k)
}N
k=1
be N distinct points in Rd.
Then the set of translated basis functions
{
G
(· − x(k))}N
k=1
is linearly independent with respect to the complex
scalars.
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Proof. Suppose for complex αk,
N∑
k=1
αkG
(
x− x(k)) = 0. Taking the Fourier transform we obtain
1
w (ξ)
N∑
k=1
αke
ix(k)ξ = 0 a.e.
Since w (ξ) > 0 a.e. we have
N∑
k=1
αke
ix(k)ξ = 0 and part 1 of Lemma 89 implies αk = 0 for all k.
We now introduce the space WG,X .
Definition 91 The finite dimensional vector space WG,X
Suppose the weight function w has property W02 for parameter κ, let G be the (continuous) basis function
generated by w and let X =
{
x(k)
}N
k=1
be a set of distinct points in Rd. We have shown in Theorem 90 that the
functions G
(· − x(k)) are linearly independent so the span of these functions makes sense. We define the N−
dimensional vector space WG,X by
WG,X =
{
N∑
k=1
αkG
(
· − x(k)
)
: αk ∈ C
}
. (2.1)
When convenient below, functions in WG,X will be written in the form
fα (x) =
N∑
k=1
αkG
(
x− x(k)) where α = (αk) ∈ CN .
2.3 The matrices GX,X and RX,X
We will now define the basis function matrix GX,X and the reproducing kernel matrix RX,X . In this document
we deal with basis functions of order zero so we will deduce the simple relationship RX,X = (2π)
−d/2
GX,X .
These matrices will be used to construct the matrix equations for the interpolants studied in this document and
the smoothers studied in Chapters 7 and 8.
Definition 92 The basis function matrix GX,X
Let X =
{
x(n)
}N
n=1
be a set of distinct points in Rd and suppose G is the basis function generated by w. Then
the basis function matrix GX,X is defined by
GX,X =
(
G
(
x(i) − x(j)
))
.
Remark 93 Since G =
(
1
w
)∨
we have G (−x) = G (x) and so the matrix GX,X is Hermitian.
Definition 94 The reproducing kernel matrix RX,X
Suppose Rx is the Riesz representer of the evaluation functional f → f (x) introduced in Theorem 72. Suppose
that X =
{
x(k)
}N
k=1
is a set of distinct points in Rd. Then the reproducing kernel matrix is
RX,X =
(
Rx(j)(x
(i))
)
.
I call this the reproducing kernel matrix because the reproducing kernel K (x, y) satisfies K (x, y) = Rx(y).
Using a separate symbol for the matrix RX,X fits in with the case of positive order, where RX,X is not simply
a scalar multiple of GX,X but is related by a more complex formula.
The reproducing kernel matrix RX,X has the following properties:
Theorem 95 The reproducing kernel matrix RX,X has the following properties:
1. RX,X = (2π)
−d/2
GX,X .
2. RX,X is a Gram matrix and hence positive definite, Hermitian and regular.
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3. The functions {Rx(k)}Nk=1 are independent.
Proof. Part 1 True since in Theorem 72 it was shown that Rx(z) = (2π)
−d/2G(z − x).
Part 2 RX,X =
(
Rx(j)(x
(i))
)
. But from the definition of Rx, Rx(j)(x
(i)) = (Rx(j) , Rx(i))w,0 so RX,X is a Gram
matrix and hence is positive definite over C, Hermitian and regular.
Part 3 In Theorem 90 it was shown that the functions G(z − x(k)) are independent and since Rx(z) =
(2π)
−d/2
G(z − x) the functions Rx(k) are independent.
2.4 The vector-valued evaluation operator E˜X
The vector-valued evaluation operator E˜X and its Hilbert space adjoint E˜∗X are the fundamental operators used
to solve the variational interpolation and smoothing problems.
Definition 96 The vector-valued evaluation operator E˜X
Let X =
{
x(i)
}N
i=1
be a set of N distinct points in Rd. Let u be a complex-valued continuous function. Then
the evaluation operator E˜X is defined by
E˜Xu =
(
u
(
x(i)
))N
i=1
.
Sometimes we will use the notation uX for E˜Xu and when dealing with matrices E˜Xu will be regarded as a
column vector.
Theorem 97 Properties of E˜X Let X =
{
x(i)
}N
i=1
be a set of distinct points in Rd and suppose that the
weight function w has property W02. Then we know that X0w is a reproducing kernel Hilbert space of continuous
functions and the evaluation functional f → f(x) has a Riesz representer, say Rx. The evaluation operator E˜X
will be now shown to have the following properties:
1. E˜X :
(
X0w, ‖·‖w,0
)
→ (CN , |·|) is continuous, onto and null E˜X =W⊥G,X .
2. The adjoint operator E˜∗X : CN → X0w, defined by
(
E˜Xf, g
)
CN
=
(
f, E˜∗Xg
)
w,0
, satisfies
E˜∗Xβ =
N∑
i=1
βiRx(i) , β ∈ CN ,
and is a homeomorphism from
(
CN , |·|) to (WG,X , ‖·‖w,0).
3. Suppose RX,X =
(
Rx(j)
(
x(i)
))
is the reproducing kernel matrix and ‖·‖ is the matrix norm corresponding
to the Euclidean vector norm. Then∥∥∥E˜∗X∥∥∥ = ∥∥∥E˜X∥∥∥ = ‖RX,X‖ ≤ √N√R0 (0).
4. The operator E˜∗X E˜X is self-adjoint and we have
∥∥∥E˜∗X E˜X∥∥∥ = ‖RX,X‖2, as well as the formulas
E∗X E˜Xf =
N∑
i=1
f
(
x(i)
)
Rx(i) , f ∈ X0w, (2.2)
and (
E˜∗X E˜Xf
)
(x) =
(
E˜Xf, E˜XRx
)
CN
=
(
f, E˜∗X E˜XRx
)
w,0
, f ∈ X0w. (2.3)
Also, E˜∗X E˜X : X0w→WG,X is onto and null E˜∗X E˜X =W⊥G,X .
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5. The operator E˜X E˜∗X is self-adjoint and if we regard the range of E˜X as column vectors
E˜X E˜∗Xβ = RX,Xβ, β ∈ CN ,
where RX,X is the (regular) reproducing kernel matrix introduced in Definition 94.
6. If X =
{
x(i)
}N
i=1
and Y =
{
y(j)
}N ′
j=1
define RX,Y =
(
Ry(j)
(
x(i)
))
and GX,Y =
(
G
(
x(i) − y(j))) so that
RX,Y = (2π)
− d2 GX,Y . Now when E˜Y is assumed to be a column vector we have E˜X E˜∗Y β = RX,Y β when
β ∈ CN ′ .
Proof. Parts 1 and 2 That E˜X is continuous follows from the Cauchy-Schwartz inequality and∣∣∣E˜Xu∣∣∣2
CN
=
N∑
i=1
∣∣∣u(x(i))∣∣∣2 = N∑
i=1
∣∣∣(u,Rx(i))w,0∣∣∣2 ≤
(
N∑
i=1
‖Rx(i)‖2w,0
)
‖u‖2w,0 .
Clearly E˜Xu = 0 iff (u,Rx(i))w,0 = 0 for each Rx(i) so that null E˜X =W⊥G,X .
Next we show that E˜X is onto. The Hilbert space adjoint of E˜X is denoted E˜∗X and is defined by(
E˜Xu, β
)
CN
=
(
u, E˜∗Xβ
)
w,0
.
The adjoint is calculated using the representer Rx:(
E˜Xu, β
)
CN
=
N∑
i=1
u
(
x(i)
)
βi =
N∑
i=1
(u,Rx(i))w,0 βi =
(
u,
N∑
i=1
βiRx(i)
)
w,0
,
so that
E˜∗Xβ =
N∑
i=1
βiRx(i) , β ∈ CN .
Finally we show that E˜∗X is 1-1. But E˜∗Xβ = 0 implies
N∑
i=1
βiRx(i) = 0 and,
since Rx(i) = (2π)
−d/2G
(· − x(i)), Theorem 90 implies the Rx(i) are linearly independent and so β = 0.
Part 3 That
∥∥∥E˜∗X∥∥∥
op
=
∥∥∥E˜X∥∥∥
op
is an elementary property of the adjoint. Now
∥∥∥E˜∗Xβ∥∥∥2
w,0
=
 N∑
i=1
βiRx(i) ,
N∑
j=1
βjRx(j)

w,0
=
N∑
i,j=1
βiβj (Rx(i) , Rx(j))w,0
=
N∑
i,j=1
βiβjRx(j)
(
x(i)
)
= βTRX,Xβ,
so that,
∥∥∥E˜∗X∥∥∥ = max
β∈CN
‖E˜∗Xβ‖w,0
|β| = max
β∈CN
√
βTRX,Xβ
|β| . But the latter expression is the largest (positive) eigenvalue
of the Hermitian matrix RX,X i.e. the value of ‖RX,X‖. Hence
∥∥∥E˜∗X∥∥∥ = ‖RX,X‖.
∣∣∣E˜Xf ∣∣∣2 = N∑
k=1
∣∣∣f (x(k))∣∣∣2 = N∑
k=1
∣∣∣(f,Rx(k))w,0∣∣∣2 ≤ N∑
k=1
‖f‖2w,0 ‖Rx(k)‖2w,0
=
N∑
k=1
‖f‖2w,0R0 (0) = NR0 (0) ‖f‖2w,0 .
Part 4 The fact that E˜∗X E˜X is self-adjoint and the formulas 2.2 and 2.3 are simple consequences of the
definition of E˜∗X and Rx. That
∥∥∥E˜∗X E˜X∥∥∥ = ∥∥∥E˜X∥∥∥2 is an elementary Hilbert space result and part 3 now implies∥∥∥E˜∗X E˜X∥∥∥ = ‖RX,X‖2.
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From Definition 91 we know that the functions {Rx(i)}Ni=1 form a basis for WG,X , where the x(i) are the unique
points of X . Hence range E˜∗X = WG,X and null E˜∗X = {0}. Now recall the closed-range theorem, see for example
Yosida [64], p205, which states that for a continuous linear operator V , the range of V is closed iff the range of V∗
is closed. Since range E˜∗X = WG,X and WG,X is finite dimensional, range E˜∗X is closed and so range E˜X is closed.
Consequently, using the result that rangeV = (nullV∗)⊥ for any continuous linear operator V , it follows that
range E˜X = range E˜X =
(
null E˜∗X
)⊥
= {0}⊥ = CN .
Part 5
E˜X E˜∗Xβ = E˜X
N∑
i=1
βiRx(i) =
N∑
i=1
E˜XRx(i)βi =
(
E˜XRx(1) , . . . , E˜XRx(N)
)
β = RX,Xβ,
since RX,X =
(
Rx(j)
(
x(i)
))
.
Part 6 The proof is very similar to that of part 5.
2.5 The minimal norm interpolation problem and its solution
In this subsection we will formulate and solve the minimal norm interpolation problem for scattered data. The
solution to this problem will be shown to be unique and its form derived.
Before defining the interpolation problem we will introduce some notation for the data. We assume the data
is scattered i.e. irregularly spaced, as distinct from on a regular rectangular grid. The data is a set of distinct
points
{(
x(i), yi
)}N
i=1
with x(i) ∈ Rd and yi ∈ C. We assume the x(i) must be distinct and set X =
{
x(i)
}N
i=1
and
y = {yi}Ni=1. In this document X will be called the independent data and y the dependent data.
The minimal norm interpolation problem
Suppose
{(
x(i), yi
)}N
i=1
is scattered data, where the x(i) are distinct.
We say uI ∈ X0w is a solution of the minimal norm interpolation
problem if it interpolates the data and satisfies ‖uI‖w,0 ≤ ‖u‖w,0
for any other interpolant u ∈ X0w.
(2.4)
Using Hilbert space techniques we will now do the following:
1. Show there exists a unique minimal norm interpolant.
2. Show the interpolant is a basis function interpolant i.e. show that it lies in WG,X .
3. Construct a matrix equation for the coefficients of the data-translated basis functions G
(· − x(k)).
The next theorem proves the minimal norm interpolation problem has a unique solution.
Theorem 98 For given data there exists a unique minimal norm interpolant uI . If v is any other interpolant
satisfying E˜Xv = y then
‖uI‖2w,0 + ‖v − uI‖2w,0 = ‖v‖2w,0 , (2.5)
or equivalently
(v − uI , uI)w,0 = 0. (2.6)
Proof. Since the evaluation operator E˜X : X0w → CN is continuous and onto, and the singleton set {y} is closed,
it follows that the set {
u : E˜Xu = y
}
= E˜−1X (y) ,
is a non-empty, proper, closed subspace of the Hilbert spaceX0w. Hence this subspace contains a unique element
of smallest norm, say uI . If E˜Xv = y then{
u : u ∈ X0w and E˜Xu = y
}
=
{
v − s : s ∈ null E˜X
}
.
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Now
min
{
‖v − s‖w,0 : s ∈ null E˜X
}
= dist
(
v, null E˜X
)
,
is the distance between v and the closed subspace null E˜X . Therefore there exists a unique sI ∈ null E˜X such
that
uI = v − sI , (2.7)
‖v − sI‖w,0 = min
{
‖v − s‖w,0 : s ∈ null E˜X
}
,
and
‖sI‖2w,0 + ‖v − sI‖2w,0 = ‖v‖2w,0 . (2.8)
Substituting for sI in 2.8 using 2.7 yields 2.5. Equation 2.6 follows since it is a necessary and sufficient condition
for 2.5 to be true.
Next we prove that the minimal norm interpolant lies in the space WG,X of Definition 91.
Theorem 99 For each data vector y ∈ CN the minimal norm interpolant uI is given by
uI = E˜∗XR−1X,Xy = (2π)d/2 E˜∗X (GX,X)−1 y, (2.9)
where E˜∗XR−1X,X : CN →WG,X is an isomorphism. We also have
uI (z) =
(
E˜XRz
)T
R−1X,Xy. (2.10)
Proof. From part 5 of Theorem 97, E˜X E˜∗X = RX,X . Now by Theorem 95 RX,X is regular but in general RX,X 6= I
so in general E˜X E˜∗Xy 6= y and E˜∗Xy is not an interpolant. However, E˜X
(
E˜∗XR−1X,X
)
= I, so E˜∗XR−1X,Xy is an
interpolant in WG,X . For convenience set u = E˜∗XR−1X,Xy. We want to show that u = uI . But
(u, uI − u)w,0 =
(
E˜∗XR−1X,Xy, uI − u
)
w,0
=
(
R−1X,Xy, E˜X (uI − u)
)
w,0
= 0,
since uI and u are both interpolants to y. Thus
‖uI‖2w,0 = ‖uI − u+ u‖2w,0 = ‖uI − u‖2w,0 + ‖u‖2w,0 ,
since (u, uI − u)w,0 = 0. If u 6= uI then ‖u‖w,0 < ‖uI‖w,0, contradicting the fact that uI is the minimal
interpolant. Since RX,X is regular, R
−1
X,X is an isomorphism from C
N to CN and because E˜∗X is an isomorphism
from CN to WG,X we have that E˜∗XR−1X,X : CN →WG,X is an isomorphism.
Finally, using the definition of the adjoint E˜∗X
uI (z) = (uI , Rz)w,0 =
(
E˜∗XR−1X,Xy,Rz
)
w,0
=
(
R−1X,Xy, E˜XRz
)
=
(
E˜XRz
)T
R−1X,Xy.
The last theorem allows us to define the mapping between a data function and its corresponding interpolant.
Definition 100 Data functions and the interpolant mapping IX : X0w →WG,X
Given an independent data set X, we shall assume that each member of X0w can act as a legitimate data
function f and generate the dependent data vector E˜Xf .
Equation 2.9 of Theorem 99 enables us to define the linear mapping IX : X0w →WG,X from the data functions
to the corresponding unique minimal norm interpolant IXf = uI given by
IXf = E˜∗XR−1X,X E˜Xf, f ∈ X0w. (2.11)
Since E˜XIXf = E˜Xf , Theorem 97 can be easily used to show that IX is a self-adjoint projection onto WG,X
with null space W⊥G,X , and that IXf = f iff f ∈WG,X . Since f interpolates the data it follows from Theorem 98
that
‖f − IXf‖w,0 ≤ ‖f‖w,0 , ‖IXf‖w,0 ≤ ‖f‖w,0 , f ∈ X0w, (2.12)
i.e. IX and I − IX are contractions.
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We now know that the interpolant lies in WG,X and from Theorem 90 we know that
{
G
(· − x(k))} is a basis
for WG,X . The next step is to derive a matrix equation for the coefficients of the G
(· − x(k)):
Theorem 101 The space WG,X contains only one interpolant to any given independent data vector y ∈ CN .
This interpolant is the minimal norm interpolant and is defined uniquely by
uI (x) =
N∑
k=1
vkG
(
x− x(k)
)
, (2.13)
where the coefficient vector v = (vk) satisfies the regular basis matrix equation
GX,Xv = y. (2.14)
Proof. From Theorem 99 we know that for a given independent data vector y, WG,X contains the minimal norm
interpolant. Suppose WG,X contains another interpolant vI . Then E˜X (uI − vI) = 0 and so uI−vI ∈ null E˜X . But
from part 1 of Theorem 97 null E˜X =W⊥G,X . Hence uI − vI ∈W⊥G,X and so uI = vI since W⊥G,X ∩WG,X = {0}.
Equation 2.13 and the interpolation requirement uI
(
x(k)
)
= yk implies GX,Xv = y and by Theorem 95 GX,X
is regular.
2.6 Error estimates - no Taylor series expansions
In this subsection we will prove several pointwise estimates of the rate of convergence of the minimal norm
interpolant IXf to its data function f ∈ X0w as the independent data X ‘fills’ a bounded closed data region K.
Unlike the results given by Light and Wayne for positive order in [40] and [41], the results of this section do not
use ”explicit” Lagrange interpolation theory and no Taylor series expansions so the proofs are much simpler and
the constants can be calculated. Instead, we use the properties of the Riesz representer Rx and this allows us to
avoid assumptions about the boundary.
The order of convergence appears as the power of the radius of the largest ball that can be fitted between the
data points i.e. the radius of the largest spherical cavity.
For want of better names we will just call our convergence estimates Type 1 and Type 2. In the case of Type
1 the weight function has property W02 for some κ ≥ 0 and the basis function G satisfies an extra smoothness
condition near the origin. For Type 2 estimates the weight function has property W02 for some κ ≥ 1 and we
use pointwise estimates based on the Riesz representer.
Here we could say we are actually using order 1 unisolvent subsets of the data because by part 3 of Theorem
120 every data point is a minimal unisolvent point and the results of the next section are valid for m = 1.
When deriving error estimates we hope that as the number of evaluation pointsX increases i.e. as the ‘minimum
density’ of the points increases, the interpolant will converge uniformly pointwise to the data function f on the
data region K. The minimum density of the independent data points is measured using the expression
hX,K = sup
x∈K
dist (x,X) = sup
x∈K
min
x(k)∈X
∣∣∣x− x(k)∣∣∣ . (2.15)
Here hX,K is the maximum distance between a point in K and a point in X , or equivalently hX,K is the radius
of the largest open ball centered in K which does not contain any of the data points. Its use clearly makes sense
intuitively but from a numerical point of view, in dimensions greater than 1, the calculation of hX,K presents
formidable difficulties.
Theorem 72 tells us that the representer of the evaluation functional f → f (x) is
Rx = (2π)
−d/2
G (· − x) ∈ X0w. Thus for any data function f ∈ X0w
f (x)− (IXf) (x) = (f − IXf,Rx)w,0 ,
where IXf is the minimal interpolant of the data function on the independent data set X . Hence
|f (x)− (IXf) (x)| =
∣∣∣(f − IXf,Rx)w,0∣∣∣ ≤ ‖f − IXf‖w,0 ‖Rx‖w,0
= (2π)
−d/4√
G (0) ‖f − IXf‖w,0 , (2.16)
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where G (0) is real and positive. The error information is clearly now restricted to the expression ‖f − IXf‖w,0
and if the inequality
‖f − IXf‖w,0 ≤ ‖f‖w,0 , (2.17)
implied by equation 2.5 is used the error information is completely lost. We can retain some of this information
as follows. Choose any independent data point x(j). Then the interpolation property implies
f (x)− (IXf) (x) = (f − IXf) (x)− (f − IXf)
(
x(j)
)
. (2.18)
In the results proved below we will use the estimates for |f (x) − f (y)| and |G (x)−G (y)| derived in Section
1.6. Before deriving the first error estimate I will show that there exists a suitable sequence of independent data
sets X(k) with hX(k),K tending to zero:
Theorem 102 Suppose K is a bounded closed infinite set containing all the independent data sets. Then there
exists a sequence of independent data sets X(k) ⊂ K such that X(k) ⊂ X(k+1) and hX(k),K → 0 as k →∞.
Proof. For each k = 1, 2, 3, . . . there exists a finite covering of K by the balls{
B
(
a
(j)
k ;
1
k
)}Mk
j=1
. Construct X(1) by choosing points from K so that one point lies in each ball B
(
a
(j)
k ; 1
)
.
Construct X(k+1) by first choosing the points X(k) and then at least one extra point so that X(k+1) contains
points from each ball B
(
a
(j)
k+1;
1
k+1
)
.
Then x ∈ K ∩ X(k) implies x ∈ B
(
a
(j)
k ;
1
k
)
for some j and hence dist
(
x,X(k)
) ≤ 1k . Thus hX(k),K =
sup
x∈K
dist
(
x,X(k)
) ≤ 1k and limk→∞ hX(k),K = 0.
We start with some simple bounds for the pointwise error of the interpolant:
Theorem 103 Suppose the weight function w has basis function G. Then the interpolant IXf of any data
function f satisfies
|f (x)− IXf (x)| ≤
√
(f − IXf, f)w,0
√
R0 (0), x ∈ Rd, (2.19)
where
√
(f − IXf, f)w,0 ≤ ‖f‖w,0 and R0 (0) = (2π)−
d
2 G (0).
Also
|Ry (x)− IXRy (x)| ≤ R0 (0) , x, y ∈ Rd. (2.20)
Proof. Since IX is a self-adjoint projection w.r.t. (·, ·)w,0
|f (x)− (IXf) (x)| =
∣∣∣(f − IXf,Rx)w,0∣∣∣ ≤ ‖f − IXf‖w,0 ‖Rx‖w,0 =√(f − IXf, f)w,0√Rx (x).
But Ry (x) = (2π)
− d2 G (x− y) and inequalities 2.12 imply ‖f − IXf‖w,0 ≤ ‖f‖w,0 so that√
(f − IXf, f)w,0 ≤ ‖f‖w,0 and Rx (x) = R0 (0) = (2π)−
d
2 G (0). Now letting f = Ry in 2.19 we get
|Ry (x) − (IXRy) (x)| ≤
√
(Ry − IXRy, Ry)w,0
√
R0 (0) =
√
Ry (y)− (IXRy) (y)
√
R0 (0),
which implies that when x = y, Ry (y)− (IXRy) (y) ≤ R0 (0) and so
|Ry (x) − (IXRy) (x)| ≤ R0 (0) ,
as required.
2.6.1 Type 1 pointwise estimates (W02, κ ≥ 0)
Type 1 estimates place no a priori restriction on κ which always satisfies κ ≥ 0. In the next theorem a smoothness
condition is applied to the basis function near the origin and this will allow a uniform order of convergence estimate
to be obtained for the interpolant in a closed bounded infinite data region. The next result is based on part 2 of
Corollary 75.
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Theorem 104 Interpolant convergence Suppose the weight function w has property W02 and that G is the
basis function generated by w. Assume that for some s > 0 and constants CG, hG > 0 the basis function satisfies
G (0)− ReG (x) ≤ CG |x|2s , |x| < hG. (2.21)
Let IX be the minimal norm interpolant mapping with the independent data set X contained in the closed
bounded infinite set K, and let kG = (2π)
− d4 √2CG. Then for any data function f ∈ X0w it follows that√
(f − IXf, f)w,0 ≤ ‖f‖w,0 and
|f (x)− IXf (x)| ≤ kG
√
(f − IXf, f)w,0 (hX,K)s , x ∈ K, (2.22)
when hX,K = sup
x∈K
dist (x,X) < hG i.e. the order of convergence is at least s.
Proof. From Theorem 103,
√
(f − IXf, f)w,0 ≤ ‖f‖w,0. Now fix x ∈ K and let X =
{
x(j)
}N
j=1
⊂ K be an
independent data set. Using the fact that IXf interpolates f on X we can apply part 2 of Corollary 75 to obtain
|f (x)− IXf (x)| =
∣∣∣(f − IXf) (x)− (f − IXf)(x(j))∣∣∣
≤ (2π)−d4
√
2 ‖f − IXf‖w,0
√
G (0)− ReG (x− x(j))
= (2π)
−d4
√
2
√
(f − IXf, f)w,0
√
G (0)− ReG (x− x(j)),
for all j, where the last step used the fact that IX is a self-adjoint projection. Then, noting that dist (x,X) < hG,
we can apply the upper bound 2.21 and obtain
|f (x) − IXf (x)| ≤ (2π)−
d
4
√
2
√
(f − IXf, f)w,0
√
CG
∣∣x− x(j)∣∣2s
= kG
√
(f − IXf, f)w,0
∣∣∣x− x(j)∣∣∣s ,
for all j and so
|f (x) − IXf (x)| ≤ kG
√
(f − IXf, f)w,0 (dist (x,X))s
≤ kG
√
(f − IXf, f)w,0
(
sup
x∈K
dist (x,X)
)s
= kG
√
(f − IXf, f)w,0 (hX,K)s ,
where the last step used inequalities 2.12. Since
√
(f − IXf, f)w,0 ≤ ‖f‖w,0 the order of convergence is at least
s.
We now prove a double convergence rate for the interpolant of data functions which are Riesz representers
Rx′ . This predicts a convergence order which is at least double that for an arbitrary data function. It also predicts
a global bound for the error.
Corollary 105 Under the notation and assumptions of the previous Theorem 104 the Riesz representer data
functions Rx′ satisfy
|Rx′ (x)− (IXRx′) (x)| ≤ (kG)2 (hX,K)2s , x ∈ K, x′ ∈ Rd,
when hX,K ≤ hG i.e. the order of convergence is at least 2s in hX,K .
Proof. The key to this result is the term
√
(f, f − IXf)w,0 in the estimate 2.22 proved in the last theorem.
Substituting f = Rx′ in 2.22 gives
|Rx′ (x)− (IXRx′) (x)| ≤ kG
√
(Rx′ − IXRx′ , Rx′)w,0 (hX,K)s
= kG
√
Rx′ (x′)− (IXRx′) (x′) (hX,K)s ,
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so that
Rx′ (x
′)− (IXRx′) (x′) ≤ kG
√
Rx′ (x′)− (IXRx′) (x′) (hX,K)s ,
which implies
|Rx′ (x)− (IXRx′) (x)| ≤ (kG)2 (hX,K)2s ,
as required.
2.6.2 Examples: radial basis functions
For the shifted thin-plate splines, Gaussian, Sobolev and extended B-splines we will derive the interpolant error
parameters s, hG and CG defined above in Theorem 104. To do this I will use the results of Theorem 79 when
κ ≥ 1: namely if w satisfies property W02 for κ = 1 then
|G (0)− ReG (x)| ≤ CG |x|2 , x ∈ Rd, (2.23)
where
G (x) = f
(
r2
)
implies CG = ‖2rf ′′ + f ′‖∞ , (2.24)
G (x) = g (r) implies CG =
1
2
‖g′′‖∞ . (2.25)
If κ < 1 I will use the mean value theorem.
Example 106 Shifted thin-plate splines From 1.2.5 the basis functions are given by
G (x) = (−1)⌈v⌉
(
1 + |x|2
)v
, −d/2 < v < 0.
The weight function has property W02 for all κ ≥ 0 so we can use the estimates 2.24 and 2.25. But G
depends on |x|2 so 2.24 is easier algebraically: f (r) = (−1)⌈v⌉ (1 + r)v, f ′ (r) = (−1)⌈v⌉ v (1 + r)v−1, f ′′ (r) =
(−1)⌈v⌉ v (v − 1) (1 + r)v−2 and f ′′′ (r) = (−1)⌈v⌉ v (v − 1) (v − 2) (1 + r)v−3. For the function |2rf ′′ + f ′| to take
a maximum 3f ′′ (r) = −2rf ′′′ (r) must be satisfied i.e. 3v (v − 1) (1 + r)v−2 = −2v (v − 1) (v − 2) (1 + r)v−3
which reduces to 3 (1 + r) = −2 (v − 2) = 2 (2− v) so that
CG = |(2rf ′′ + f ′) (rmax)| , where f (r) = (1 + r)v and rmax = (1− 2v)
3
. (2.26)
Also hG = ∞, s = 1 and kG = (2π)−
d
4
√
2CG. The order of convergence for an arbitrary data function is at
least 1 and that for the Riesz representer is at least 2.
Example 107 Gaussian The weight function has property W02 for all κ ≥ 0. It is easier algebraically to set
G (x) = f
(
r2
)
where f (r) = e−r and use 2.24. For the function 2rf ′′ + f ′ to take a maximum 3f ′′ (r) =
−2rf ′′′ (r) must be satisfied i.e. 3e−r = 2re−r so that rmax = 3/2 and hence CG = (2rf ′′ + f ′) (rmax) =
(2re−r − e−r) (rmax) = 2e−3/2:
CG = 2e
−3/2.
Also hG =∞, s = 1 and kG = (2π)−
d
4
√
2CG.
The order of convergence for an arbitrary data function is at least 1 and that for the Riesz representer is at
least 2.
Example 108 Sobolev splines For this case the basis function is 1.18 i.e.
G (x) =
1
2v−1Γ (v)
K˜v−d/2 (|x|) , x ∈ Rd, (2.27)
constrained by v > d/2. The weight function has property W02 for 0 ≤ κ < v − d/2. There are two cases:
v−d/2 is a positive integer and v−d/2 is a positive non-integer. Refer to Sections 3.1, 3.2 and 3.3 of Magnus et
al. [44] for the properties of Kv and K˜v given below: the smoothness results have been obtained from the infinite
series representations and at r = 0, K˜v (r) has the same smoothness as r
2v ln r.
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Case 1: v − d/2 = 1, 2, 3,. . . Here we are dealing with the modified Bessel functions of integer order. Now
rK0 has properties
rK0 ∈ C(0) ([0,∞)) ∩ C∞ (0,∞) ; lim
r→0
rK0 (r) = 0; K0 (r) > 0, r > 0;
lim
r→∞ rK0 (r) = 0.
and numerical experiments lead to the hypothesis: rK0 (r) has a single turning (maximum) point:
0 ≤ rK0 (r) ≤ r′K0 (r′) . 0.4665 when 0 ≤ r ≤ r′ ≤ argmin ρK0 (ρ) ≃ 0.595.
In general, for m = 1, 2, 3, . . ., K˜m = r
mKm (r) satisfies
K˜−m = K˜m; K˜m ∈ C(2m−1) ([0,∞)) ∩ C∞ (0,∞) ; K˜m (0) = 2m−1 (m− 1)!;
K˜m (r) > 0, r > 0,
the derivative of K˜m satisfies
DK˜m (r) = −rK˜m−1 (r) ; DK˜m (0) = 0; DK˜m (r) < 0, x > 0;
lim
r→∞DK˜m (r) = 0,
and if m ≥ 2, the second derivative of K˜m satisfies
D2K˜m (r) = −K˜m−1 (r) + r2K˜m−2 (r) ; D2K˜m (0) = −2m−2 (m− 2)! ; (2.28)
lim
r→∞D
2K˜m (r) = 0.
Now we want to estimate |G (0)− ReG (x)|:
When v − d/2 = 1 we have κ < 1 and so we cannot use 2.23. However, by the mean value theorem∣∣∣K˜1 (r) − K˜1 (0)∣∣∣ ≤ max
ρ∈[0,r]
∣∣∣DK˜1 (ρ)∣∣∣ r = max
ρ∈[0,r]
(ρK0 (ρ)) r ≤ ‖ρK0 (ρ)‖∞ r,
so that
G (0)− ReG (x) = 1
2v−1Γ (v)
(
K˜1 (0)− K˜1 (|x|)
)
≤ 1
2v−1Γ (v)
‖ρK0 (ρ)‖∞ |x| , (2.29)
and consequently
if v − d/2 = 1 then s = 1/2, CG = ‖ρK0 (ρ)‖∞
2v−1Γ (v)
, hG =∞. (2.30)
On the other hand if v − d/2 = 2, 3, 4, . . . then κ ≥ 1 and we can use the estimate 2.23. Indeed, since
G (x) = g (r) =
1
2v−1Γ (v)
K˜n−d/2 (r) , (2.31)
we have
CG =
1
2
‖g′′‖∞ =
1
2vΓ (v)
∥∥∥D2K˜v−d/2∥∥∥∞ , v − d/2 = 2, 3, 4, . . . , (2.32)
and thus
if v − d/2 = 2, 3, 4, . . . then s = 1, CG is given by 2.32, hG =∞. (2.33)
Case 2: v − d/2 > 0 and non-integer Here we are deal with the modified Bessel functions Kµ of positive non-
integer order. We have
K˜−µ = K˜µ; K˜µ ∈ C(⌊2µ⌋) ([0,∞)) ∩ C∞ (0,∞) ; K˜µ (0) = 2|µ|−1Γ (|µ|) ;
K˜µ (r) > 0, r > 0; lim
r→∞ K˜µ (r) = 0;
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If 12 ≤ µ < 1 then K˜µ ∈ C(1) ([0,∞)) and
DK˜µ (r) = −rK˜µ−1 (r) ,
so that
DK˜µ (0) = 0; DK˜µ (r) < 0, r > 0; lim
r→∞DK˜µ (r) = 0.
If µ ≥ 1 then K˜µ ∈ C(2) ([0,∞)) and
D2K˜µ (r) = −K˜µ−1 (r) + r2K˜µ−2 (r) ,
so that
D2K˜µ (0) = −K˜µ−1 (0) = −2|µ−2|Γ (|µ− 1|) , (2.34)
and
lim
r→∞D
2K˜µ (r) = 0.
Now we want to estimate G (0)− ReG (x).
When 1/2 ≤ v − d/2 < 1 we have κ < 1 and so we cannot use 2.23. However, if 1/2 ≤ µ < 1 the mean value
theorem implies ∣∣∣K˜µ (r) − K˜µ (0)∣∣∣ ≤ r max
ρ∈[0,r]
∣∣∣DK˜µ (ρ)∣∣∣ ≤ ∥∥∥ρK˜µ−1 (ρ)∥∥∥∞ r = ‖ρµK1−µ (ρ)‖∞ r,
so that
G (0)− ReG (x) = 1
2v−1Γ (v)
(
K˜v−d/2 (0)− K˜v−d/2 (r)
)
≤ 1
2vΓ (v)
∥∥∥ρv−d/2K1−(v−d/2) (ρ)∥∥∥∞ r,
and
CG =
1
2vΓ (v)
∥∥∥ρv−d/2K1−(v−d/2) (ρ)∥∥∥∞ , 1/2 ≤ v − d/2 < 1. (2.35)
When v − d/2 > 1, v − d/2 /∈ Z+ we have κ ≥ 1 and so we can use 2.23 and 2.25 to get
CG =
1
2
‖g′′‖∞ =
1
2vΓ (v)
∥∥∥D2K˜v−d/2∥∥∥∞ , v − d/2 > 1, (2.36)
and together with 2.35 we can conclude that:
s = 1/2, CG is given by 2.35, hG =∞, 1/2 ≤ v − d/2 < 1,
s = 1, CG is given by 2.36, hG =∞, v − d/2 > 1, v − d/2 /∈ Z+. (2.37)
2.6.3 Examples: tensor product extended B-splines
With reference to the error estimate of Theorem 104:
Corollary 109 Suppose the weight function is a tensor product extended B-spline weight function with param-
eters n and l. Then, if G1 is the univariate basis function, the order of convergence s of the minimal norm
interpolant to its data function is at least 1/2 and CG =
√
dG1 (0)
d−1 ‖DG1‖∞ and hG =∞.
Proof. Theorem 87 showed that
|Gs (x)−Gs (y)| ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x− y| , x, y ∈ Rd,
so Theorem 104 gives this result.
2.6.4 Examples: summary table
Table 2.1 summarizes the convergence results 2.30, 2.33 and 2.37 for the Sobolev splines as predicted by Theorem
104, as well as those for the other Type 1 examples.
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Type 1 interpolant error estimates
Smoothness condition on basis function near origin.
Parameter Converg.
Weight function constraints order s CG hG
Sobolev splines 12 < v − d2 ≤ 1 12
∥∥∥∥∥ρv−
d
2K
1−(v− d2 )
∥∥∥∥∥
∞
2v−1Γ(v) ∞
(v > d/2) v − d2 > 1 1
∥∥∥∥D2K˜v− d
2
∥∥∥∥
∞
2vΓ(v) ∞
Shifted thin-plate - 1 eq. (2.26) ∞
(−d/2 < v < 0)
Gaussian - 1 2e−3/2 ∞
Extended B-spline - 12 G1 (0)
d−1 ‖DG1‖∞
√
d (1) ∞
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 2.1.
2.6.5 Another approach - the interpolation error seminorm
Here we will show how the definition of a seminorm using the interpolation operator can be used to obtain
the above results concerning interpolation in a very concise manner. In Chapter 7 which studies a smoother (a
parameter stabilized interpolant) we will also make use of several seminorms to study the smoother error.
Definition 110 Interpolation error seminorm and semi-inner product
Suppose we selected the semi-inner product (f − IXf, g − IXg)w,0 for pointwise estimation of f − IXf . But
IX is a self-adjoint projection so (f − IXf, g − IXg)w,0 = (f − IXf, g)w,0 and this is more suited to pointwise
estimation since
(f − IXf,Rx)w,0 = f (x) − (IXf) (x). So for f, g ∈ X0w let us define the interpolation error seminorm and
semi-inner product by
|f |I = (f − IXf, f)w,0 , 〈f, g〉I = (f − IXf, g)w,0 .
To show that 〈·, ·〉I is a semi-inner product generated by |·|I we first prove that the norm satisfies the parallel-
ogram law:
|f + g|2I + |f − g|2I = 2
(
|f |2I + |g|2I
)
.
It then follows that
〈f, g〉I =
1
4
(
|f + g|2I − |f − g|2I
)
+
i
4
(
|f + ig|2I − |f − ig|2I
)
(2.38)
= (f − IXf, g)w,0 ,
is a seminorm.
Remark 111 It is interesting to note that 2.38 can also be written
〈f, g〉I =
1
4
3∑
k=0
ik
∣∣f + ikg∣∣2
I
.
The next theorem shows the close relationship between the pointwise error of the interpolant and the interpo-
lation seminorm.
Theorem 112 If f, g ∈ X0w then some properties of the interpolation seminorm are:
1. null |·|I =WG,X .
2. |f |2I = ‖f‖2w,0 − ‖IXf‖2w,0 and 〈f, g〉I = (f, g)w,0 − (IXf, g)w,0.
3. 〈f, g〉I = (f, g)w,0 −
(
E˜Xf
)T
R−1X,X E˜Xg.
4. 〈f,Rx〉I = f (x) − (IXf) (x).
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5. |Rx −Rx(k) |I = |Rx|I when x(k) ∈ X.
Proof. Use the comments in Definitions 100 and 110.
The pointwise error of the interpolant has the following properties:
Theorem 113 For all x, y ∈ Rd:
1. |Rx (y)− (IXRx) (y)|2 ≤ (Rx (x)− (IXRx) (x)) (Ry (y)− (IXRy) (y)) .
2. Rx (x)− (IXRx) (x) = ‖Rx −Rx(k)‖2w,0 − ‖IX (Rx −Rx(k))‖2w,0 , x(k) ∈ X.
Proof. Part 1. This is just the Cauchy-Schwartz inequality
∣∣〈Rx, Ry〉I ∣∣ ≤ |Rx|I |Ry|I .
Part 2. From part 2 of Theorem 112
|Rx −Rx(k) |I = ‖Rx −Rxk‖2w,0 − ‖IX (Rx −Rxk)‖2w,0 and from part 4 of Theorem 112 |Rx|I = Rx (x) −
(IXRx) (x).
From these two theorems and the calculation
‖Rx −Rx(k)‖2w,0 = (Rx −Rx(k) , Rx −Rx(k))w,0
= Rx (x)−Rx
(
x(k)
)
−Rx
(
x(k)
)
+Rx(k)
(
x(k)
)
= 2 (2π)
−d/2 (
G (0)− ReG
(
x− x(k)
))
, (2.39)
the interpolation results of Theorem 104 and Corollary 105 can be obtained without much difficulty.
2.6.6 Type 2 pointwise estimates (κ ≥ 1)
Type 2 pointwise estimates only assume κ ≥ 1. The Type 1 estimates of Theorem 104 considered the case where
the weight function had property W02 for some κ ≥ 0 and an extra condition was applied to the basis function.
In the next theorem we only assume that κ ≥ 1 and derive an order of convergence estimate of 1, as well as a
doubled convergence estimate of 2 for the Riesz data functions Ry.
Substituting α = β = 0 and y = 0 in part 3 of Corollary 76 gives the Riesz representer-type estimate
G (0)− ReG (x) ≤ 1
(2pi)
d
2
(∫
dξ
w (ξ)
) 1
2
(∫ |ξ|2 dξ
w (ξ)
) 1
2
|x| ,
since G (0) is real and |G (x)| ≤ G (0). Hence G always satisfies 2.21 with s = 1/2 and the theory of Type 1
convergence estimates can be always be applied to obtain convergence rates of at least 1/2. Also, κ ≥ 1 implies
G ∈ C(⌊2κ⌋) ⊆ C(2) and the mean value theorem or the Taylor series expansion can always be applied with
s = 1/2 or s = 1 to obtain Type 1 convergence estimates.
However, instead we will start by using part 1 of Corollary 75 - a Riesz representer-type estimate for data
functions - to obtain some error estimates. Note that the constant kG in the next Theorem is defined to match
the constant kG for the Type 1 convergence estimate 2.22.
Theorem 114 Interpolant convergence Suppose the weight function w has property W02 for a parameter
κ ≥ 1. Suppose also that IXf is the minimal interpolant on X of the data function f ∈ X0w and that K is a
bounded closed infinite subset of Rd, X ⊂ K and hX,K = sup
x∈K
dist (x,X).
Then
|f (x)− (IXf) (x)| ≤ kG
√
(f − IXf, f)w,0hX,K , x ∈ K, (2.40)
where
k2G = (2π)
−d
∫ |·|2
w
= − (2π)− d2
(
|D|2G
)
(0) ,
√
(f − IXf, f)w,0 ≤ ‖f‖w,0 , (2.41)
and the order of convergence is at least 1. Further, for the ‘Riesz’ data functions Ry, y ∈ K, we have
|Ry (x)− (IXRy) (x)| ≤ (kG)2 (hX,K)2 , x, y ∈ K, (2.42)
i.e. a ‘doubled’ estimate of at least 2 for the rate of convergence.
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Proof. Let X =
{
x(j)
}N
j=1
. Then since IX is an interpolant on X
f (x)− (IXf) (x) = (f − IXf) (x)− (f − IXf)
(
x(j)
)
,
for all j and applying the inequality of part 1 of Corollary 75 to f − IXf ∈ X0w we get
|f (x)− (IXf) (x)| =
∣∣∣(f − IXf) (x)− (f − IXf)(x(j))∣∣∣
≤ kG ‖f − IXf‖w,0
∣∣∣x− x(j)∣∣∣
= kG
√
(f − IXf, f)w,0
∣∣∣x− x(j)∣∣∣ , j = 1, . . . , N, (2.43)
Now suppose that X ⊂ K. Then the inequalities 2.43 imply that
|f (x)− (IXf) (x)| ≤ kG
√
(f − IXf, f)w,0 dist (x,X) ,
and so if x is restricted to K
|f (x)− (IXf) (x)| ≤ kG
√
(f − IXf, f)w,0 sup
x∈K
dist (x,X) = kG
√
(f − IXf, f)w,0hX,K .
Thus when f = Ry
|Ry (x)− (IXRy) (x)| ≤ kG
√
(Ry − IXRy, Ry)w,0hX,K
= kG
√
Ry (y)− (IXRy) (y)hX,K , (2.44)
so that when x = y
Ry (y)− (IXRy) (y) ≤ kG
√
Ry (y)− (IXRy) (y)hX,K ,
and Ry (y)− (IXRy) (y) ≤ (kGhX,K)2. Inequality 2.44 now implies inequality 2.42 as required.
Finally, that
∫ |·|2
w = − (2π)d/2
(
|D|2G
)
(0), follows directly from 1.78.
2.6.7 Examples: radial basis functions
It was shown in Subsection 1.2.5 that the shifted thin-plate splines and the Gaussian have weight functions
satisfying property W02 for all κ ≥ 1. Thus we can apply Theorem 114 to obtain the same orders of convergence
that were obtained for the Type 1 results in Subsection 2.6.1 i.e. a convergence of order 1.
It was shown in Subsection 1.2.5 that 0 ≤ κ < v− d/2 for the Sobolev splines. Thus we can choose κ ≥ 1 iff
v − d/2 > 1.
From 2.41, k2G = − (2π)−d
(
|D|2G
)
(0). Now if G (x) = f
(
r2
)
then by part 2 of Theorem 78,
(
|D|2G
)
(0) =
2f ′ (0)d and so
kG = (2π)
−d/4√−2f ′ (0)√d, (2.45)
and if G (x) = g (r) then by part 1 of Theorem 78,
(
|D|2G
)
(0) = g′′ (0) d and so
kG = (2π)
−d/4√−g′′ (0)√d. (2.46)
Example 115 Shifted thin-plate splines f (r) = (1 + r)
v
, f ′ (r) = v (1 + r)v−1 and so
kG = (2π)
−d/4√−2v
√
d.
Example 116 Gaussian f (r) = e−r, f ′ (r) = −e−r and hence kG = (2π)−d/4
√
2
√
d.
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Example 117 Sobolev splines Here we use results of Subsubsection 108. From 2.27,
g (r) = 12v−1Γ(v) K˜v−d/2 (r) and so g
′′ (0) = 12v−1Γ(v)D
2K˜v−d/2 (0).
If v − d/2 is an integer then v − d/2 = 2, 3, 4, . . . and by 2.28
g′′ (0) =
D2K˜v−d/2 (0)
2v−1Γ (v)
= −2
v−d/2−2 (v − d/2− 2)!
2v−1Γ (v)
= − (v − d/2− 2)!
2d/2+1Γ (v)
,
and by 2.46
kG = (2π)
−d/4√−g′′ (0)√d = (2π)−d/4√ (v − d/2− 2)!
2d/2+1Γ (v)
√
d. (2.47)
If v − d/2 is not an integer then v − d/2 > 1 and v − d/2 6= 2, 3, 4, . . .. By 2.34
g′′ (0) =
D2K˜v−d/2 (0)
2v−1Γ (v)
= −2
|v−d/2−2|Γ (|v − d/2− 1|)
2v−1Γ (v)
= −2
|v−d/2−2|Γ (v − d/2− 1)
2v−1Γ (v)
= − Γ (v − d/2− 1)
2v−1−|v−d/2−2|Γ (v)
,
and
kG = (2π)
−d/4
√
Γ (v − d/2− 1)
2v−1−|v−d/2−2|Γ (v)
√
d
=

(2π)
−d/4
√
Γ(v−d/2−1)
22v−d/2−3Γ(v)
√
d, 1 < v − d/2 < 2,
(2π)−d/4
√
Γ(v−d/2−1)
2d/2+1Γ(v)
√
d,
v − d/2 > 2,
v − d/2 6= 2, 3, 4, . . .
(2.48)
Finally, 2.47 and 2.48 can be combined to give
kG =
 (2π)
−d/4
√
Γ(v−d/2−1)
22v−d/2−3Γ(v)
√
d, 1 < v − d/2 < 2,
(2π)−d/4
√
Γ(v−d/2−1)
2d/2+1Γ(v)
√
d, v − d/2 > 2.
2.6.8 Examples: tensor product basis functions
Example 118 Extended B-splines (1 ≤ n ≤ l) Since the weight function has property W02 for κ iff κ+1/2 < n
we can choose κ = 1 iff n ≥ 2. Then by Theorem 114, kG = (2π)−d/4
√
−
(
|D|2Gs
)
(0) and since
(
|D|2Gs
)
(0) =
d∑
k=1
(
D2kGs
)
(0) =
d∑
k=1
D2k (G1 (x1)G1 (x2) . . . G1 (xd)) (0)
=
d∑
k=1
G1 (0)
d−1
D2G1 (0)
= G1 (0)
d−1
D2G1 (0)d,
it follows that
kG = (2π)
−d/4
√
−G1 (0)d−1D2G1 (0)
√
d.
These convergence results are summarized in the Table 2.2.
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Type 2 interpolant convergence order estimates.
Only assume W02 for κ ≥ 1.
Parameter Converg.
Weight function constraints order (2π)
d/4
kG hG
Sobolev splines v − d2 ≥ 2 1
√
Γ(v−d/2−1)
2d/2+1Γ(v)
√
d ∞(
v > d2
)
1 < v − d2 < 2 1
√
Γ(v−d/2−1)
22v−d/2−3Γ(v)
√
d ∞
Shifted thin-plate - 1
√−2v√d ∞
(−d/2 < v < 0)
Gaussian - 1
√
2
√
d ∞
Extended B-spline n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
√
d (1) ∞
(1 ≤ n ≤ l)
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 2.2.
2.6.9 Examples: summary table
2.7 Error estimates using unisolvent data subsets (κ ≥ 1)
Multipoint Taylor series expansions and Lagrange interpolation using minimal unisolvent sets of independent
data points is fundamental to the theory of positive order basis function interpolation [62]. In that case the order
of the unisolvent set is the order of the basis function. We will now show that this technique can be used when
the order is zero. Here, however, the order of unisolvency is related to the value of the weight function parameter
κ.
For the case 1 ≤ κ ≤ 2 it is better to use Type 1 or 2 estimates because theory is much simpler, the constants
can be calculated and the order of convergence obtained is the same.
In Theorem 114 we assumed the weight function had property W02 for some κ ≥ 1 and so obtained an order
1 estimate for the convergence of the interpolant. In this subsection we will show that by assuming the data is a
unisolvent set of points of order ⌊κ⌋ an order ⌊κ⌋ convergence estimate can be obtained for and arbitrary data
function.
Definition 119 Unisolvent sets and minimal unisolvent sets
Recall that Pm is the set of polynomials of order m i.e. of degree m−1 when m ≥ 1. Note that order=1+degree.
Then a finite set of distinct points X = {xi} is said to be a unisolvent set with respect to Pm if: p ∈ Pm and
p (xi) = 0 for all xi ∈ X implies p = 0.
Sometimes we say X is unisolvent of order m or that X is m-unisolvent.
It is known that any unisolvent set has at least M = dimPm points, and that any unisolvent set of more than M
points has a unisolvent subset with M points. Consequently, a unisolvent set with M points is called a minimal
unisolvent set.
The polynomial p (u) =
∑
|α|≤m−1
uα has order m, and from the identity A.4 in the Appendix:
M = dimPm = p (1) =
∑
|α|≤m−1
1 =
(
d+m− 1
d
)
, m ≥ 1. (2.49)
Theorem 120 Suppose M = dimPm and A = {ai}Mi=1 ⊂ Rd. Then:
1. If {pj}Mj=1 is any basis of Pm then A is minimally m-unisolvent iff det (pj (ai)) 6= 0.
2. In one dimension any set of m distinct points is m-unisolvent.
3. In any dimension m = 1 implies M = 1 and P1 consists of the constant polynomials. The minimal unisolvent
sets consist of single points.
Proof. Part 1 follows directly from the definition of unisolvency. Part 2 Choose the monomial basis
{
xk
}m−1
k=0
for Pm. Then the determinant of part 1 is Vandermonde’s alternant which is singular iff two points coincide.
Part 3 From 2.49: M = dimPm =
(
d+1−1
d
)
= 1.
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Definition 121 Cardinal basis for polynomials Pm.
A basis {li}Mi=1 for Pm is a cardinal basis for the minimal unisolvent set A = {ai}Mi=1 if li (aj) = δi,j and the
li are polynomials with real valued coefficients.
It is known that a set is minimally unisolvent iff there exists a (unique) cardinal basis for the set.
The next step is to introduce the Lagrange interpolation operator P and the operator Q = I − P :
Definition 122 The unisolvency operators P : C(0) → Pm and Q : C(0) → C(0).
These operators are only defined for integers m ≥ 1. Suppose the set A = {ai}Mi=1 is a minimal unisolvent set
with respect to the polynomials Pm and by Definition 121 there is a unique cardinal basis {li}Mi=1 for A. Then for
any continuous function f the operators P and Q are defined by
Pf =
M∑
i=1
f (ai) li, Q = I − P .
Theorem 123 The operators P and Q have the following elementary properties:
1. p ∈ Pm implies Pp = p and hence Qp = 0.
2. Pf interpolates the data { (ai, f (ai)) }Mi=1. Indeed, P is termed the Lagrange polynomial interpolation
function.
3. P2 = P, PQ = QP = 0 and Q2 = Q so the operators are projections.
4. nullQ = rangeP.
Proof. Part 1 is true since each member of the cardinal basis satisfies Plj =
M∑
i=1
li (ai) li = lj. Part 2 is true
because li (aj) = δi,j . Regarding part 3, P is a projection since by part 2
P2f = P
(
M∑
i=1
f (ai) li
)
=
∑
|α|<k
f (ai)P (li) =
M∑
i=1
f (ai) li = Pf,
and so
PQ = P (I − P) = P − P2 = 0 = (I − P)P = QP ,
which implies Q2 = Q (I − P) = Q and we have proved part 3. Finally P +Q = I so part 4 holds.
To study the pointwise order of convergence of the minimal interpolant to its data function we will need the
following two lemmas. The first lemma provides a pointwise upper bound for the operator Q using amultipoint
Taylor series expansion which will express Qf (x) = u (x) − Pu (x) in terms of the derivatives of order m
evaluated on the intervals [x, ai]. The basic tool is the Taylor series expansion with integral remainder.
Lemma 124 Suppose f ∈ C(m) (Rd) and A = {ai}Mi=1 is a minimal unisolvent set of order m ≥ 1. Then we
have the upper bound
|Qf (x)| ≤ d
m
2
m!
(
M∑
i=1
|li (x)|
) max
|β|=m
z∈SA,x
∣∣(Dβf) (z)∣∣
( Mmax
i=1
|ai − x|
)m
, x ∈ Rd, (2.50)
where SA,x =
M⋃
i=1
[x, ai] is the union of closed 1-dimensional intervals.
Proof. From Definition 122 of P and Q
Qf (x) = f (x)− Pf (x) = f (x)−
M∑
i=1
f (ai) li (x) = f (x) −
M∑
i=1
f (x+ (ai − x)) li (x) .
Using the Taylor series expansion formula with integral remainder given in Section A.8 of the Appendix, we
have for each i:
f (x+ (ai − x)) =
∑
|β|<m
Dβf(x)
β!
(ai − x)β + (Rmf) (x, ai − x) ,
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where the remainder term satisfies
|(Rmf) (x, ai − x)| ≤ d
m
2
m!
max
|β|=m
t∈[x,ai]
∣∣Dβf (t)∣∣ |ai − x|m .
Thus
M∑
i=1
f (x+ (ai − x)) li (x) =
M∑
i=1
 ∑
|β|<m
Dβf(x)
β!
(ai − x)β + (Rmf) (x, ai − x)
 li (x)
=
M∑
i=1
∑
|β|<m
Dβf(x)
β!
(ai − x)β li (x) +
M∑
i=1
(Rmf) (x, ai − x) li (x) .
But by part 1 of Theorem 123 the operator P preserves polynomials of degree < m. Hence
M∑
i=1
∑
|β|<m
Dβf(x)
β!
(ai − x)β li (x) =
∑
|β|<m
Dβf(x)
β!
Py
(
(y − x)β
)
(y = x)
=
∑
|β|<m
Dβf(x)
β!
(
(y − x)β
)
(y = x)
= f (x) ,
leaving us with
M∑
i=1
f (x+ (ai − x)) li (x) = f (x) +
M∑
i=1
(Rmf) (x, ai − x) li (x) ,
and
Qf (x) = −
M∑
i=1
(Rmf) (x, ai − x) li (x) . (2.51)
Finally, by applying the remainder estimate A.18 given in the Appendix, we get
|Qf (x)| ≤
(
M∑
i=1
|li (x)|
)
M
max
i=1
|(Rmf) (x, ai − x)| (2.52)
≤ d
m
2
m!
(
M∑
i=1
|li (x)|
)
M
max
i=1
 max|β|=m
t∈[x,ai]
∣∣Dβf (t)∣∣ |ai − x|m

≤ d
m
2
m!
(
M∑
i=1
|li (x)|
) max
|β|=m
z∈SA,x
∣∣Dβf (z)∣∣
( Mmax
i=1
|ai − x|
)m
,
as required.
To study the convergence of the minimal interpolant we will also need the following lemma which supplies the
required results from the theory of Lagrange interpolation. These results are stated without proof. This lemma
has been created from Lemma 3.2, Lemma 3.5 and Theorem 3.6 of Light and Wayne [41]. The results of this
lemma do not involve any reference to weight or basis functions or to functions in X0w, but use the properties of
the data region Ω which contains the independent data points X and the order of the unisolvency used for the
interpolation. Thus we have separated the part of the proof that involves basis functions from the part that uses
the detailed theory of Lagrange interpolation operators.
Lemma 125 Suppose first that:
1. Ω is a bounded region of Rd having the cone property e.g. Section 4.3 of Adams [4].
2. X is a unisolvent subset of Ω of order m.
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Suppose {lj}Mj=1 is the cardinal basis of Pm with respect to a minimal unisolvent subset of Ω. Using Lagrange
polynomial interpolation techniques, it can be shown there exists a constant K ′Ω,m > 0 such that
M∑
j=1
|lj (x)| ≤ K ′Ω,m, x ∈ Ω, (2.53)
and all minimal unisolvent subsets of Ω. Now define
hX,Ω = sup
ω∈Ω
dist (ω,X) ,
and fix x ∈ X. By using Lagrange interpolation techniques it can be shown there are constants cΩ,m, hΩ,m > 0
such that when hX,Ω < hΩ,m there exists a minimal unisolvent set A ⊂ X satisfying
diam(A ∪ {x}) ≤ cΩ,mhX,Ω.
Before deriving the first interpolation error estimate I will show that there exists a suitable sequence of
independent data sets X(k) ⊂ Ω with hX(k),Ω tending to zero. The proof is very close to that of Theorem
102 which considered the case of a closed data region.
Theorem 126 Suppose Ω is a bounded region containing all the independent data sets. Then there exists a
sequence of independent data sets X(k) ⊂ Ω such that X(k) ⊂ X(k+1) and hX(k),Ω → 0 as k →∞.
Proof. For k = 1, 2, 3, . . . there exists a finite covering of Ω by the balls{
B
(
a
(j)
k ;
1
k
)}Mk
j=1
. Construct X(1) by choosing points from Ω so that one point lies in each ball B
(
a
(j)
k ; 1
)
.
Construct X(k+1) by first choosing the points X(k) and then at least one extra point so that X(k+1) contains
points from each ball B
(
a
(j)
k+1;
1
k+1
)
.
Then x ∈ Ω ∩ X(k) implies x ∈ B
(
a
(j)
k ;
1
k
)
for some j and hence dist
(
x,X(k)
)
< 1k . Hence hX(k),Ω =
sup
x∈Ω
dist
(
x,X(k)
)
< 1k and limk→∞
hX(k),Ω = 0.
Now we are ready to state our order of convergence result for the minimal norm interpolant for the case of a
weight function with integer parameter κ ≥ 1.
Theorem 127 Let w be a weight function with property W02 for some κ ∈ R1 such that κ ≥ 1 and let G be the
corresponding basis function. Set m = ⌊κ⌋.
Suppose IXf is the minimal norm interpolant of the data function f ∈ X0w on the independent data set X
contained in the data region Ω.
We use the notation and assumptions of Lemma 125 which means assuming that X is m-unisolvent and Ω is
a bounded region whose boundary satisfies the cone condition.
Now set kG =
dm/2
(2pi)d/2m!
(cΩ,m)
m
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣.
Then there exists hΩ,m > 0 such that for x ∈ Ω
|f (x)− (IXf) (x)| ≤ kG
√
(f − IXf, f)w,0 (hX,Ω)m ≤ kG ‖f‖w,0 (hX,Ω)m , (2.54)
when hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,m i.e. the order of convergence is at least m.
Further, we have the upper bound
|f (x)− (IXf) (x)| ≤ k′G
√
(f − IXf, f)w,0 (diamΩ)m , x ∈ Ω, (2.55)
where k′G =
dm/2
(2pi)d/2m!
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣. The constants cΩ,m,K ′Ω,m and hΩ,m only depend on Ω,m and d.
In terms of the integrals which define weight property W02 we have
max
|β|=m
∣∣D2βG (0)∣∣ ≤ (2π)−d/2 ∫ |ξ|2mdξw(ξ) .
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Proof. The set X is unisolvent so from Definition 119 it must have a minimal unisolvent subset, say A = {ai}Mi=1,
which we use to define the Lagrangian operators P and Q = I −P of Definition 122. Since f is a data function,
f (x)− (IXf) (x) = Q (f − IXf) (x) and then by estimating |Q (f − IXf) (x)| using Lemma 124 we get
|f (x)− IXf (x)| ≤ d
m
2
m!
(
M∑
i=1
|li (x)|
) max
|β|=m
z∈SA,x
∣∣Dβ (f − IXf) (z)∣∣
 Mmax
i=1
|ai − x|m .
The next step is to consider the third factor on the last line. From part 4 of Theorem 72∣∣Dβ (f − IXf) (z)∣∣ = ∣∣∣∣(f − IXf, (−D)β Rz)w,0
∣∣∣∣
≤ ‖f − IXf‖w,0
∥∥∥(−D)β Rz∥∥∥
w,0
≤ ‖f − IXf‖w,0
∣∣(D2βRz) (z)∣∣ , (2.56)
by part 4 of Theorem 72.
Finally, by part 1 of Theorem 72, Rz = (2π)
−d/2
G(· − z) so that (D2βRz) (z) = (2π)−d/2D2βG (0) and∣∣Dβ (f − IXf) (z)∣∣ ≤ (2π)−d/2 ‖f − IXf‖w,0 ∣∣D2βG (0)∣∣ . (2.57)
Thus
max
|β|=m
z∈SA,x
∣∣Dβ (f − IXf) (z)∣∣ ≤ (2π)−d/2 ‖f − IXf‖w,0 max|β|=m ∣∣D2βG (0)∣∣ ,
and so
|f (x)− IXf (x)| ≤ d
m
2
(2π)
d
2 m!
‖f − IXf‖w,0 max|β|=m
∣∣D2βG (0)∣∣ ( M∑
i=1
|li (x)|
)
M
max
i=1
|ai − x|m . (2.58)
To estimate the last two factors on the right side of the this equation we will need the previous Lagrangian
Lemma 125. In the notation of this lemma, if hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,m then for a given x there exists a
minimal unisolvent set A = {ai}Mi=1 such that diam (A ∪ {x}) ≤ cΩ,mhX,Ω and
M∑
j=1
|lj (x)| ≤ K ′Ω,m.
Thus |ai − x| ≤ cΩ,mhX,Ω and
|f (x)− (IXf) (x)| ≤ d
m
2
(2π)
d
2 m!
‖f − IXf‖w,0 max|β|=m
∣∣D2βG (0)∣∣ K ′Ω,m (cΩ,mhX,Ω)m
= kG ‖f − IXf‖w,0 (hX,Ω)m ,
and because ‖f − IXf‖2w,0 = (f − IXf, f)w,0 we obtain
|f (x)− (IXf) (x)| ≤ kG
√
(f − IXf, f)w,0 (hX,Ω)m , x ∈ Ω, (2.59)
which is almost the required inequality. The extension of the last inequality to x ∈ Ω is an easy consequence
of the fact that f and IXf are continuous on Rd. The second inequality now follows directly from 2.12 and so
the order of convergence of the minimal norm interpolant is at least m = ⌊κ⌋.
To prove 2.55 we begin with 2.58 and using the inequalities proved in this proof we obtain directly that
|f (x)− IXf (x)| ≤ d
m
2
(2π)
d
2 m!
√
(f − IXf, f)w,0 max|β|=m
∣∣D2βG (0)∣∣K ′Ω,m (diamΩ)m
= k′G
√
(f − IXf, f)w,0 (diamΩ)m ,
when x ∈ Ω. Again the extension of the last inequality to x ∈ Ω is an easy consequence of the fact that f and
IXf are continuous on Rd.
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Finally, from 1.48 we have D2βG (x) = (2π)−
d
2
∫ (iξ)2βeixξ
w(ξ) dξ and so D
2βG (0) = (2π)−
d
2
∫ (iξ)2β
w(ξ) dξ. When
|β| = m
(2π)
d
2
∣∣D2βG (0)∣∣ ≤ ∫
∣∣∣(iξ)2β∣∣∣
w (ξ)
dξ ≤
∫ |ξ|2|β|
w (ξ)
dξ =
∫ |ξ|2m
w (ξ)
dξ.
Thus for an arbitrary data function the order of convergence of the minimal norm interpolant is at least ⌊κ⌋.
Using the same technique as Corollary 105 the following double rate of convergence estimate can be obtained:
Corollary 128 Under the notation and assumptions of the previous Theorem 127 the data functions Rx′ satisfy
|Rx′ (x)− (IXRx′) (x)| ≤ (kG)2 (hX,Ω)2⌊κ⌋ , x, x′ ∈ K, (2.60)
when hX,K < hG i.e. the order of convergence is at least 2 ⌊κ⌋.
2.7.1 Examples: radial basis function interpolants
In Subsection 1.2.5 it was shown that the weight functions of the shifted thin-plate splines and the Gaussian
satisfy property W02 for all κ ≥ 0 so ⌊κ⌋ ∈ Z+.
For the Sobolev splines the weight functions satisfy property W02 when 0 ≤ κ < v − d/2. Thus ⌊κ⌋ =
v − d/2 − 1 when v − d/2 ∈ Z+ and v − d/2 ≥ 2, and ⌊κ⌋ = ⌊v − d/2⌋ when v − d/2 /∈ Z+ and v − d/2 > 1.
Compare these with the estimates of Subsubsection 2.6.2 as summarized in Table 2.1.
2.7.2 Examples: tensor product extended B-spline interpolant
Corollary 129 Suppose the weight function is an extended B-spline weight function with parameters 2 ≤ n ≤ l.
Then the order of convergence of the minimal norm interpolant to an arbitrary data function is at least n − 1.
Further, the order of convergence to a Riesz data function Ry is at least 2n− 2.
Proof. Theorem 19 implies that ⌊κ⌋ = n− 1 and Theorem 127 implies that the order of convergence is at least
n− 1. Corollary 128 now shows the order of convergence to a Riesz data function Ry is at least 2 ⌊κ⌋ = 2n− 2.
2.7.3 Examples: summary table
Interpolant error estimates: W02 for some κ ≥ 1.
Uses Lagrange interpolation and Taylor series.
Parameter Convergence
Weight function constraints orders (⌊κ⌋)
Sobolev splines v − d2 = 2, 3, 4, . . . ⌊v − d/2⌋ − 1
(v > d/2) v − d2 > 1, v − d2 /∈ Z+ ⌊v − d/2⌋
Shifted thin-plate spline - 1, 2, 3, 4, . . .
Gaussian - 1, 2, 3, 4, . . .
Extended B-spline n ≥ 2 n− 1
(1 ≤ n ≤ l)
TABLE 2.3.
2.8 Data functions and numerical results for type 1 and type 2 estimates
In this section we will only be interested in the convergence of the interpolant to it’s data function and not in
the algorithm’s performance as an interpolant. We will only consider the numerical experiments regarding the
convergence of the interpolants generated by dilations of the one-dimensional extended B-spline basis functions
1.53 with parameters n and l. We will also restrict ourselves to one dimension so that the data density parameter
can be easily calculated.
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We will divide our numerical experiments into those with n = 1 and those with n = 2. For the case n = 1 we
will consider the two cases n = l = 1 and n = 1, l = 2 so that derivatives are involved, and for n = 2 we will use
n = 2, l = 2. The data region will be the interval [−1.5, 1.5].
Because all the scaled extended B-spline basis weight functions have a power of sinx in the denominator we
will need to derive special classes of data functions which are convenient for numerical calculations. This will
include characterizing the data functions locally as Sobolev spaces which makes it easy to choose data functions
for numerical experiments.
See also the discussion in Chapter 5 regarding the data functions generated by the central difference weight
functions. There it is shown that locally the sets of data functions for the extended B-splines and central difference
weight functions are identical.
2.8.1 Extended B-splines with n = 1
The hat function case n = 1, l = 1
The hat weight function ws is defined by 1.26 and was discussed in Subsections 1.2.1 and 1.2.8. This is a scaled,
extended B-splines basis function with parameters n = l = 1 and Theorem 66 implies max ⌊κ⌋ = 0.
Now suppose Π is the multivariate tensor product rectangular function defined using the 1-dimensional function
Π (t) = 1 when |t| < 1/2 and Π (t) = 0 when |t| > 1/2. We will now justify using data functions of the form
fd = u ∗Π, u ∈ L2
(
Rd
)
. (2.61)
Because Π̂ (t) = (2π)
−1/2 sin(t/2)
t/2 and Λ̂ (t) = (2π)
−1/2
(
sin (t/2)
t/2
)2
it follows that
(
Π̂ (ξ)
)2
= (2π)
−d/2
Λ̂ (ξ) , ξ ∈ Rd.
Since Π ∈ L1, Young’s inequality
‖f ∗ g‖r ≤ ‖f‖p ‖g‖q , f ∈ Lp, g ∈ Lq,
1
p
+
1
q
= 1 +
1
r
, 1 ≤ p, q, r ≤ ∞, (2.62)
implies u ∗Π ∈ L2 (Rd) and u ∗Π = (2π)−d/2 ∫ u (y)Π (· − y)dy. Further u ∗Π ∈ L2 implies u ∗Π ∈ L1loc and
if ws =
1
Λ̂
is the hat weight function
‖fd‖ws,0 =
(∫
ws
∣∣∣ûΠ̂∣∣∣2)1/2 = (∫ 1
Λ̂
∣∣∣ûΠ̂∣∣∣2)1/2 = (2π)− d4 ‖u‖2 , (2.63)
so that u ∗Π ∈ X0ws . Now u ∈ L2 implies u ∈ L1loc and we can define V ∈ L1loc
(
Rd
)
by the integral
V (x) =
∫ x
0
u (t) dt, u ∈ L2 (Rd) , (2.64)
over the volume of the open rectangle R (0, x) so that
fd = (2π)
− d2
∫
u (y)Π (x− y) dy = (2π)−d2
x+1/2∫
x−1/2
u (y) dy
= (2π)−
d
2
(
V
(
x+
1
2
)
− V
(
x− 1
2
))
, (2.65)
and we note that any translate is also a data function.
Observe that by the Cauchy-Schwartz inequality
|V (x)− V (y)| =
∣∣∣∣∫ x
y
u (t) dt
∣∣∣∣ ≤ ‖u‖2 |x− y|d/2 ,
so V is continuous and since u ∈ L1 (R (0, x)) equation 2.64 implies that D1V = u where 1 = (1, 1, . . . , 1).
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Given u ∈ L2 (Rd) we can now avoid the convolution 2.61 and calculate the data function using 2.64 and then
2.65. The norm ‖fd‖ws,0 is calculated using 2.63.
On the other hand, suppose a distribution V satisfies D1V ∈ L2 and set u = D1V . Then V satisfies 2.64, is
continuous and 2.65 defines the data function. The norm is again given by 2.63.
To obtain our 1-dimensional data function fd we will choose
u = e−x
2
,
for which
V = (2π)
1
2 erf, ‖u‖2 = 2 (2π)
1
4 , ‖u ∗Π‖ws,0 = 2, (2.66)
and
fd = u ∗Π = erf
(
x+
1
2
)
− erf
(
x− 1
2
)
. (2.67)
For the double rate convergence experiment we will use Λ =
√
2πR0 as the data function. By part 2 of Theorem
17, κ < 1/2 so we must use the Type 1 error estimates of Theorems 104 and 103. These imply that if
G (0)− ReG (x) ≤ CG |x|2s , |x| ≤ hG,
then there exists some hG > 0 such that
|fd (x) − (IXfd) (x)| ≤ ‖fd‖w,0min
{
kG (hX,K)
s
,
√
R0 (0)
}
, x ∈ K, (2.68)
when hX,K = sup
s∈K
dist (s,X) ≤ hG. Here kG = (2π)−
1
4
√
2CG, R0 (0) = (2π)
− 12 G (0) and X is an independent
data set contained in the closed bounded infinite data region K. From Corollary 105 we have the corresponding
double order convergence estimate
|R0 (x)− (IXR0) (x)| ≤ min
{
(kG)
2
(hX,K)
2s
, R0 (0)
}
, x ∈ R1. (2.69)
Since we are using the hat basis function Corollary 109 gives: G (0) = 1, CG = 1, s = 1/2, hG =∞, and from
2.66 and 2.67, ‖fd‖w,0 = 2.
Numerical results
Using the functions and parameters discussed in the last subsection the four subplots displayed in Figure 2.1
each display the superposition of 20 interpolants.
The two upper subplots relate to the data function 2.67 and the lower subplots relate to the data function R0
i.e. the Riesz representer 1.64. The right-hand subplots are filtered versions of the actual unstable interpolant.
The data function is given at the top of the left-hand plots and the annotation at the bottom of the figure supplies
the following additional information:
Input parameters
N = L = 1 - the hat function is a member of the family of scaled extended B-splines with the indicated
parameter values.
spl scale 1/2 - changes basis function scale (dilation): x′ = x/spl scale.
sm parm 0 - the smoothing parameter is always zero for interpolation.
samp 20 - the sample size i.e. the number of test data files generated. The data function is evaluated on the
interval [-1.5,1.5] using a uniform (statistical) distribution.
pts 2:3600 - specifies the smallest number of data points 2 and the largest number of data points 3600. The
other values are given in exponential steps with a multiplier of approximately 1.2.
Output parameters/messages
max ill-cond err -3.5:-4.2 - this relates the ill-conditioning of the interpolation matrix to the interpolation
error. A number or aster * preceding the colon refers to the data function fd and a number or aster after the
colon refers to the data function R0. An aster * will mean there were no ill-conditioned interpolation matrices
generated by the data function. Here -3.5 means that the largest (unfiltered) interpolation error for which a
matrix was ill-conditioned was 10−4.2.
90 2. The minimal norm interpolant
FIGURE 2.1. Interpolant convergence: extended B-spline.
ill-cond pts 1234:3600 1499:2963 - the first colon-separated group corresponds to the data function fd and
indicates the smallest and largest numbers of data points for which the interpolant matrix was ill-conditioned.
Asters indicate no ill-conditioning. The second colon-separated group refers to the data function R0.
Note that all the plots shown in this document have the same format and annotations.
As mentioned above the interpolants are filtered. The filter calculates the value below which 90% of the
interpolant errors lie. The filter is designed to remove ‘large’, isolated spikes which dominate the actual errors.
The interpolation error is calculated on a grid with 300 cells applied to the domain of the data function. No filter
is used for the first five interpolants because there is no instability for small numbers of data points.
As the number of points increases the numerical smoother of R0 is observed to simplify to three very large
increasingly narrow spikes at ±1.5 and 0, and these dominate by about three orders of magnitude a residual
stable error function of uniform amplitude and zero trend.
The smoother of fd consists of intermingled spikes of various heights superimposed on a trend curve of amplitude
comparable to the average spike size. The maximum spike height is at most about one order of magnitude of the
average spike height. At the boundary, where the trend is near zero, there are often two spikes which are narrow
w.r.t. the interior spikes.
The (blue) kinked line at the top of each subplot in Figure 2.1 is the theoretical upper bound for the error
given by inequalities 2.68 or 2.69. Clearly for the data function fd the theoretical bound of 1/2 underestimates
the convergence rate by a factor of about four - assuming the filtering is valid. The situation for the data function
R0 is more complex. The double theoretical convergence rate of 2s = 1 might suggest that the actual interpolant
converges twice as quickly for the Riesz data function and the filtering reinforces this suspicion. However, there
is no nice linear decrease observed and the error of each interpolant decreases in large steps to the stable state.
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It is also very interesting to note that the theoretical upper error bound for the data function R0 is able to
take into account quite closely the instability of the interpolant.
The case n = 1, l = 2
Amongst other things, the following result will equip us with some tools to generate data functions for the
extended B-splines data spaces, data functions for which the X0w norm can be calculated This result is closely
related to the calculations done above for the hat function.
Definition 130 If x, y ∈ Rd then x.y = (xiyi) denotes the component-wise product of x and y whereas the
scalar or inner product is denoted by xy or (x, y).
Component-wise inequality is denoted x. 6= y.
Translations of functions will be defined by τcf (x) = f (x− c), c ∈ Rd, and dilations of functions given
by σλf (x) = f (x./λ) where λ ∈ Rd and λ. 6= 0.
Dilations of sets will be defined by σλ (Ω) = λ.Ω and translations of sets defined by τc (Ω) = Ω + c.
Regarding function domains: domσλf = λ. dom f = σλ dom f and dom τcf = c+ dom f = τc dom f .
For function supports: suppσλf = λ. supp f = σλ supp f and supp τcf = c+ supp f = τc supp f .
Theorem 131 Central difference operators and global data functions If α is a multi-index and c ∈ Rd
we define the central difference operator δαc to be the composition of the 1-dimensional operators δ
α
c =
δα1c1 δ
α2
c2 . . . δ
αd
cd , where
δαkck = (δck)
αk , δck = τ− ck2 ek − τ ck2 ek , k = 1, . . . , d, (2.70)
and if b ∈ R1 we use the abbreviation δαb = δαb1. It then follows (see part 3 of remark below) that:
δαc f =
∑
β≤α
(−1)|β|
(
α
β
)
τ(2β−α). c2 f, f ∈ D′ or L2, (2.71)
where (2β − α) . c2 indicates the component-wise vector product.
Next, suppose ws is the extended B-spline weight function with parameters n and l given by 1.27, and that
in the sense of distributions DαU ∈ L2 (Rd) when α ≤ n1.
Then:
1.
δαc U =
((
2i sin
( c
2
.ξ
))α
Û
)∨
,
which extends easily to S′.
2. δl12 U and δ
2l1
2 U define data functions such that∥∥δl12 U∥∥ws,0 = 2ld ∥∥Dn1U∥∥2 , ∥∥δ2l12 U∥∥w,0 ≤ 22ld ∥∥Dn1U∥∥2 . (2.72)
3. Translations are isometric isomorphisms from X0ws to X
0
ws .
4. If m ≥ 1 is an integer then the dilation σm is a continuous mapping from X0w to X0w. In fact
‖σmf‖ws,0 ≤ m(l−n+1/2)d ‖f‖ws,0 , f ∈ X0ws . (2.73)
5. The embedding X0ws →֒ C(n−1)B is continuous when C(n−1)B is endowed with the sup. norm max|α|≤n−1 ‖D
αu‖∞.
6. Suppose v ∈ C∞B
(
Rd
)
. If v has periods {ek}dk=1 then vδl12 U = δl12 (vU) ∈ X0w for all l. If v has period
{2ek}dk=1 then vδl12 U = δl12 (vU) ∈ X0w when l is even.
Proof. Equation 2.71 can be easily proved in one dimension and then for arbitrary dimension using the definitions
of
(
α
β
)
and β ≤ α.
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Part 1 Since δ̂ckU = e
−i ck2 ξk Û − e+i ck2 ξk Û = (−2i sin ck2 ξk) Û i.e. δekckU = ((−2i sin ck2 ξk) Û)∨ we have
δαkck U =
((−2i sin ck2 ξk)αk Û)∨ and hence
δαc U =
((
−2i sin c1
2
ξ1
)α1
. . .
(
−2i sin cd
2
ξd
)αd
Û
)∨
=
((
−2i sin
( c
2
.ξ
))α
Û
)∨
.
Part 2 The space X0w was introduced in Definition 21. Now using the Cauchy-Schwartz theorem it is easy to
show that any L2 function is L1loc. Further, Plancherel’s theorem implies that
∥∥∥Û∥∥∥
2
= ‖U‖2 and so Û ∈ L1loc and
Û ∈ L1loc. Again by Plancherel’s theorem DβU ∈ L2 implies
∥∥DβU∥∥2
2
=
∥∥∥D̂βU∥∥∥2
2
=
∫
ξ2β
∣∣∣Û ∣∣∣2. Consequently,
from Part 1, ∥∥δl12 U∥∥2ws,0 = ∫ ws ∣∣∣δ̂l12 U ∣∣∣2 = ∫ ξ2n1(sin ξk)2l1
∣∣∣(2i sin ξk)l1 Û ∣∣∣2 (2.74)
= 22ld
∫
ξ2n1
∣∣∣Û ∣∣∣2
= 22ld
∥∥Dn1U∥∥2
2
,
and so δl12 U ∈ X0ws . Regarding δ2l12 U ,∥∥δ2l12 U∥∥2ws,0 = ∫ ws ∣∣∣δ̂2l12 U ∣∣∣2 = ∫ ξ2n1(sin ξk)2l1
∣∣∣(−2i sin ξk)2l1 Û ∣∣∣2
= 24ld
∫
ξ2n1
(sin ξk)
2l1
(sin ξk)
4l1
∣∣∣Û ∣∣∣2
= 24ld
∫
(sin ξk)
2l1
∣∣∣D̂n1U ∣∣∣2
≤ 24ld
∫ ∣∣∣D̂n1U ∣∣∣2
= 24ld
∫ ∣∣Dn1U ∣∣2
Part 3 The stated properties of translations τc follow directly from the elementary properties: τcτ−c = τ−cτc =
1 and |τ̂cu| = |û|.
Part 4 Regarding the dilations, by using two changes of variable we obtain
‖σmf‖2ws,0 =
∫
ws
∣∣∣σ̂m1f ∣∣∣2 = ∫ ws ∣∣∣(m1)1 σ 1
m1
f̂
∣∣∣2
= m2d
∫
ws (s)
∣∣∣f̂ (ms)∣∣∣2 ds
= md
∫
Rd
ws
(
t
m
) ∣∣∣f̂ (t)∣∣∣2 dt
= md
∫ ( t
m
)2n1(
sin tkm
)2l1 ∣∣∣f̂ (t)∣∣∣2 dt
=
1
m(2n−1)d
∫
t2n1(
sin tkm
)2l1 ∣∣∣f̂ (t)∣∣∣2 dt
=
1
m(2n−1)d
∫
(sin tk)
2l1(
sin tkm
)2l1 t2n1
(sin tk)
2l1
∣∣∣f̂ (t)∣∣∣2 dt
=
1
m(2n−1)d
∫ (
sin tk
sin tkm
)2l1
ws (t)
∣∣∣f̂ (t)∣∣∣2 dt
≤ m(2(l−n)+1)d ‖f‖2ws,0 , (2.75)
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since
∣∣∣ sin ssin sm ∣∣∣ ≤ m for all s ∈ R1 and all integers m ≥ 1. This proves 2.73 and continuity.
Part 5 From part 6 Theorem 72 the embedding X0ws →֒ C(κ)B is continuous and 1.28 allows us to choose
κ = n− 1.
Part 6 Firstly, U ∈ L2 implies vU ∈ L2. Further, since L2 ⊂ S′, Leibniz’ formula for tempered distributions
S′ implies
Dα (vU) =
∑
β≤α
(
α
β
)
Dα−βvDβU, U ∈ L2, v ∈ C∞B . (2.76)
Now DβU ∈ L2 for β ≤ n, so that Dα (vU) ∈ L2 when α ≤ n. Since δl12 U ∈ X0ws ⊂ S′ ⊂ D′, if v has period ek
then in the sense of distributions, in one dimension 2.71 implies
vδlek2 U = v
l∑
j=0
(−1)j
(
l
j
)
f (·+ (l − 2j) ek)
=
l∑
j=0
(−1)j
(
l
j
)
(vf) (·+ (l − 2j)ek)
= δlek2 (vU) .
Consequently vδl12 U = δ
l1
2 (vU) and thus 2.72 of this theorem implies vδ
l1
2 U ∈ X0ws . Finally, it is now clear
that if v has periods 2ek and l is even then vδ
l1
2 U = δ
l1
2 (vU).
Remark 132
1. Norms of data functions Further to the comment preceding the last theorem: If DαU ∈ L2 (Rd) for
α ≤ n1 then fd = δl12 U is a data function with norm 2ld
∥∥Dn1U∥∥
2
and translating this function does not
change the norm. In addition, if v ∈ C∞B
(
Rd
)
has periods {ek}dk=1 when l is odd or ν has period {2ek}dk=1
when l is even, then vfd = δ
l1
2 (vU) is also a data function with norm 2
ld
∥∥Dn1 (vU)∥∥
2
.
2. Regarding part 6 of the last theorem The condition v ∈ C∞B
(
Rd
)
can be weakened to v ∈Wn1,∞ (Rd)
where
Wn1,∞
(
Rd
)
=
{
f ∈ L∞ (Rd) : Dαf ∈ L∞, α ≤ n1} , (2.77)
is the L∞ Sobolev space introduced below in Definition 135. This can be proved using the Leibniz formula
D (vf) = vDf+(Dv) f where v ∈ Wn1,∞, f ∈Wn1. This formula can in turn be demonstrated by adapting
the proof of Theorem 14.2, Section 1.14 Petersen [52].
3. We use the convenient full Fourier transform notation F [f ] and partial Fourier transform Fxk [f (x)].
Since Fxk [f (x− tek)] = e−itξkFxk [f (x)] and F [f (x− τ)] = e−iτξF [f (x)], if f ∈ L2 we have the sequence
of equations
Fxk [δckf (x)] = Fxk
[
τ− 12 ckekf
]
− Fxk
[
τ 1
2 ckek
f
]
=
(
e
i
2 ckξk − e− i2 ckξk
)
Fxk [f ] .
Fxk
[
δαkck f
]
=
(
e
i
2 ckξk − e− i2 ckξk
)αk
Fxk [f ] ,
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so that by means of the binomial theorem
F [δαc f ] =
((
e
i
2 ckξk
)
+
(
−e− i2 ckξk
))α
F [f ]
=
∑
β≤α
(
α
β
)(
e
i
2 ckξk
)α−β (
−e− i2 ckξk
)β
F [f ]
=
∑
β≤α
(−1)|β| (αβ) (e i2∑(αk−βk)ckξk)(e− i2∑βkckξk)F [f ]
=
∑
β≤α
(−1)|β| (αβ)e i2∑(αk−2βk)ckξkF [f ]
=
∑
β≤α
(−1)|β| (αβ)e−i((2βk−αk) ck2 )ξF [f ]
=
∑
β≤α
(−1)|β| (αβ)e−i((2β−α). c2 )ξF [f ]
=
∑
β≤α
(−1)|β| (αβ)F [τ(2β−α). c2 f]
= F
∑
β≤α
(−1)|β| (αβ)τ(2β−α). c2 f
 ,
and applying the inverse Fourier transform gives 2.71 on L2. This immediately means that 2.71 holds for
the distribution test functions C∞0 and hence for all distributions.
Our basis function is the (unscaled) 1-dimensional extended B-spline G1 with parameters n = 1 and l = 2
given by 1.53 i.e.
G1 (t) = (−1)l−n (2pi)
l/2
22(l−n)+1
(
D2(l−n)
(
(∗Λ)l
)) (
t
2
)
= −pi4
(
D2 (Λ ∗ Λ)) ( t2)
for t ∈ R1. But
D2 (Λ ∗ Λ) = Λ ∗D2Λ = Λ ∗ (δ (·+ 1)− 2δ + δ (· − 1))
=
1√
2π
(Λ (·+ 1)− 2Λ + Λ (· − 1)) , (2.78)
so that
G1 (t) = −
√
2π
8
(
Λ
(
t
2 + 1
)− 2Λ ( t2)+ Λ ( t2 − 1)) ,
and hence
DG1 (t) = −
√
2π
16
(
Λ′
(
t
2 + 1
)− 2Λ′ ( t2)+ Λ′ ( t2 − 1)) ,
i.e. ‖DG1‖∞ = 316
√
2π. Now by Theorem 87
G1 (0)−G1 (t) ≤ ‖DG1‖∞ |t| , x ∈ R1,
which means that
G1 (0) =
√
2π
4
, CG = ‖DG1‖∞ =
3
16
√
2π, s =
1
2
, hG =∞.
With reference to the last theorem we will choose the bell-shaped data function
fd = δ
2
2U ∈ X0w, (2.79)
where
U (x) =
e−k1,2x
2
δ22
(
e−k1,2x2
)
(0)
=
e−k1,2x
2
2 (1− e−4k1,2) , k1,2 = 0.3, (2.80)
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so that
‖fd‖w,0 = 4 ‖DU‖2 = 4
√
2π
4
√
4k1,2
1− e−4k1,2 .
The interpolation error estimates given by 2.68 and 2.69 are now
|fd (x) − (IXfd) (x)| ≤ ‖fd‖w,0min
{
kG (hX,K)
s
,
√
R0 (0)
}
, x ∈ K,
and
|R0 (x)− (IXR0) (x)| ≤ min
{
(kG)
2
(hX,K)
2s
, R0 (0)
}
, x ∈ R1,
respectively, where kG = (2π)
− 14 √2CG and R0 (0) = (2π)−
1
2 G1 (0).
For the theory developed in the previous sections it was convenient to use the simple, unscaled weight function
definition 1.27. However, I have observed that scaling can significantly improve the performance of the basis
function interpolant and so I will present the following theorem for the scaled, extended B-splines.
Theorem 133 Suppose G˜s (x) =
d∏
k=1
G˜1 (xk) where G˜1 = (−1)l−nD2(l−n)
(
(∗Λ)l
)
and Λ is the univariate hat
function and n, l are integers such that 1 ≤ n ≤ l.
For given λ > 0, G˜s (λx) is called a scaled extended B-spline basis function. The corresponding weight function is
w˜λ (t) = (2λa)
d ws
(
t
2λ
)
where a = (2pi)
l/2
22(l−n)+1 and ws is the extended B-spline weight function 1.27 with parameters
n, l. Indeed, w˜λ has property W02 for κ iff ws has property W02 for κ. Further
G˜s (0)− G˜s (λx) ≤ 2λa−d
√
dG1 (0)
d−1 ‖DG1‖∞ |x| , x ∈ Rd. (2.81)
Finally, if fd ∈ X0w and gd (x) = fd (2λx), it follows that gd ∈ X0w˜λ and ‖gd‖w˜λ,0 = ad/2 ‖fd‖w,0.
Proof. From 1.53, G˜s (x) = a
−dGs (2x), where Gs is the extended B-spline basis function with parameters n
and l. Hence by Theorem 52 the corresponding weight function is wλ (t) = (2λa)
d
w
(
t
2λ
)
with property W02 for
κ. By Theorem 87
Gs (0)−Gs (x) ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x| , x ∈ R1,
and because G˜s (λx) = a
−dGs (2λx) we have
G˜s (0)− G˜s (λx) = a−d (Gs (0)−Gs (2λx)) ≤ a−d
√
dG1 (0)
d−1 ‖DG1‖∞ |2λx|
= 2λa−d
√
dG1 (0)
d−1 ‖DG1‖∞ |x| .
Finally, ĝd (t) = (2λ)
−d
f̂d
(
t
2λ
)
and so
‖gd‖2wλ,0 =
∫
(2λa)
d
ws
(
t
2λ
) ∣∣∣∣(2λ)−d f̂d( t2λ
)∣∣∣∣2 dt = ad ∫ ws (s) ∣∣∣f̂d (s)∣∣∣2 ds = ad ‖fd‖2w,0 .
Numerical results
Using the functions and parameters discussed in the last subsection the four subplots displayed in Figure 2.2 each
display the superposition of 20 interpolants. The two upper subplots relate to the data function 2.79 and the
lower subplot relates to the data function R0 i.e. the Riesz representer 1.64. The right-hand subplots are filtered
versions of the actual unstable interpolant. The four subplots of Figure 2.2 each display the superposition of 20
interpolants.
As the number of points increases the numerical interpolant of fd gradually simplifies to two spikes at the end
points of the data interval with stable errors in between. The interpolant of R0 is observed to simplify to a large
increasingly narrow spike at zero and this dominates a stable error function with absolute value of the order of
10−7.
The (blue) kinked line above each interpolant at the top of each subplot in Figure 2.2 is the estimated upper
bound for the error given by the inequalities 2.68 or 2.69. Clearly for the data function fd the theoretical bound
of 1/2 underestimates the convergence rate by a factor of approximately four - assuming the filtering is valid.
The situation for the data function R0 is more complex. The double theoretical convergence rate of 2s = 1
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might suggest that the actual interpolant converges twice as quickly for the Riesz data function and the filtering
reinforces this suspicion. However, there is no nice linear decrease observed and the error of each interpolant
decreases in a large step and then smaller steps to the stable state.
It is also very interesting to note that the theoretical upper error bound for the data function R0 is able to
take into account quite closely the instability of the interpolant.
2.8.2 Extended B-splines with n = 2
Since n ≥ 2, Table 2.2 tells us we can use the Type 2 error estimates of Theorem 114 and the estimate of Theorem
103.
The case: n = 2, l = 2
From Corollary 133 the function
G2,2 (x) =
(Λ ∗ Λ) (2x)
(Λ ∗ Λ) (0) =
3
√
2π
2
(Λ ∗ Λ) (2x) ,
is a scaled extended B-spline basis function with parameters n = 2, l = 2 such that suppG2,2 = [−1, 1] and
G2,2 (0) = 1. From 1.53 the scaling factor is λ = 4. To calculate G2,2 we use the convenient formula
G2,2 (x) = (1 + x)
2 Λ (2x+ 1) +
(
1− 2x2)Λ (2x) + (1− x)2 Λ (2x− 1) , (2.82)
derived by observing that we require the symmetric equivalents of the B-splines bk studied, for example, in
Chapter 3 of Ho¨llig [33]: Noting that Λ (x) = b1 (x+ 1), the symmetric equivalents of the convolution formula of
box 3.11 and of the formulas of boxes 3.3, 3.4 can be used to derive 2.82. With reference to Theorem 131 choose
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the data function 2.79, 2.80 and for double rate convergence experiments we will use R0 = (2π)
− 12 G2,2 as the
data function.
Since n ≥ 2, Table 2.2 tells us we can use the Type 2 error estimates of Theorem 114 and the estimate of
Theorem 103. These imply that
|fd (x)− (IXfd) (x)| ≤ ‖fd‖w,0min
{
kGhX,K ,
√
R0 (0)
}
, x ∈ K, fd ∈ X0w, (2.83)
and
|R0 (x)− (IXR0) (x)| ≤ min
{
(kG)
2
(hX,K)
2
, R0 (0)
}
, x ∈ R1, (2.84)
where hX,K = sup
s∈K
dist (s,X) and in addition
kG = (2π)
− 14
√
−G2,2 (0)d−1D2G2,2 (0)
√
d = (2π)
− 14
√
−D2G2,2 (0),
R0 (0) = (2π)
− 12 G2,2 (0) = (2π)
− 12 ,
and K = [−1.5, 1.5].
Using 2.78 we have −D2G2,2 (0) = −6
√
2πD2 (Λ ∗ Λ) (0) = 6√2π 2√
2pi
= 12 so that kG = (2π)
− 14 √12.
It remains to calculate ‖fd‖w,0. But from 2.79 and Plancherel’s theorem
‖fd‖w,0 = 2ld
∥∥Dn1U∥∥
2
= 4
∥∥D2U∥∥
2
= 4
∥∥∥ξ2Û∥∥∥
2
.
By 2.80, U (x) = e
−k1,2x2
2(1−e−4k1,2 ) so Û (ξ) =
1
2(1−e−4k1,2 )
1√
k1,2
e
− ξ2k1,2 and
∥∥∥ξ2Û∥∥∥
2
=
4
2 (1− e−4k1,2)√k1,2
(∫
ξ4e
− 2ξ2k1,2 dξ
)1/2
=
2
(1− e−4k1,2)√k1,2 k1,22 4
√
k1,2
2
(∫
ξ4e−ξ
2
dξ
)1/2
=
2
(1− e−4k1,2)√k1,2 k1,22 4
√
k1,2
2
(
3
4
√
π
)1/2
=
1
2 (1− e−4k1,2)√k1,2 k1,2 4√k1,2
(
9π
2
)1/4
=
1
2
4
√
9π
2
(k1,2)
3/4
1− e−4k1,2 ,
and hence ‖fd‖w,0 = 2 4
√
9pi
2
(k1,2)
3/4
1−e−4k1,2 =
4
√
72π
(k1,2)
3/4
1−e−4k1,2 . To summarize:
kG =
√
12
(2π)
1/4
; ‖fd‖w,0 = 4
√
72π
(k1,2)
3/4
1− e−4k1,2 , k1,2 = 0.3; hG =∞.
Numerical results
Using the functions and parameters derived above the 4 subplots of Figure 2.3 were generated. Each plot displays
the superposition of 20 interpolants with unfiltered output on the left and filtered interpolants on the right. Above
the interpolants is a (blue) kinked line whose slope indicates the theoretically predicted rate of convergence given
by inequalities 2.83 and 2.84. There is also an adjacent line which represents an estimate of the slope implied by
the filtered interpolant. For fd = δ
2
2
e−k1,2x
2
2(1−e−4k1,2 ) the estimated rate of convergence is n − 1 = 1 and for R0 the
estimated convergence rate is 2n− 2 = 2.
As the number of points increases both numerical interpolants were observed to consist of spikes of various
sizes but no dominant spikes.
The (blue) kinked line above each interpolant at the top of each subplot in Figure 2.3 is the theoretical upper
bound for the error given by inequalities 2.83 or 2.84. Clearly for the data function fd the theoretical bound
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of 1 underestimates the convergence rate by a factor of about 3 - assuming the filtering is valid. For for the
data function R0 a theoretical bound of 2 underestimates a convergence rate of about 5. The double theoretical
convergence rate of 2 might suggest that the actual interpolant converges twice as quickly for the Riesz data
function and the filtering reinforces this suspicion.
2.9 Characterizing certain global data spaces locally
The global data space is the Hilbert space X0w of continuous functions on R
d used to define the minimal norm
interpolant, and later, the Exact and Approximate smoothers. However, these interpolants and smoothers are
independent of the values of the data functions outside the data region Ω. Therefore we will want pointwise error
estimates which involve the local data spaces i.e. the local restriction space X0w (Ω).
In the next subsection we will use the central difference operators 2.71 to characterize the local data spaces
in the case of the scaled B-spline weight functions: in fact we show that the local data spaces contain the same
set of functions as a special, local, Sobolev space, denoted Wm1 (Ω). In the subsequent subsection we will then
extend the class of weight functions for which this Wm1 (Ω) characterization result is applicable. This is for the
specific purpose of characterizing the local data space of the tensor product central difference weight functions
which will be studied in Chapter 5. This is useful numerically because it is easy to choose functions in Wm1 (Ω).
In the last subsection we will discuss the conversion of global pointwise error estimates to local estimates.
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2.9.1 The extended class of B-spline weight functions
Suppose the data region Ω ⊂ Rd is bounded and that w is a scaled, extended B-spline weight function. We start
with some definitions and in these definitions we use the notation α ≤ m where m is a non-negative integer, α
is a multi-index and
{α : α ≤ m} = {α : αk ≤ m for k = 1, . . . ,m} .
See Definition 679 of the Appendix.
Our next important data function result Theorem 156 will require some L2 Sobolev space theory based on the
comprehensive study [4] by Adams.
Definition 134 Sobolev spaces Wm,∞ (Ω) ,Wm,∞,Wm (Ω) ,Wm, Hm, m = 0, 1, 2, . . .
For any open set Ω ⊂ Rd and in the sense of distributions:
Wm,∞ (Ω) = {u ∈ L∞ (Ω) : Dαu ∈ L∞ (Ω) for |α| ≤ m} ,
Wm,∞ =Wm,∞
(
Rd
)
,
with respective norms ‖u‖m,∞,Ω =
∑
|α|≤m
(
m
α
) ‖Dαu‖∞,Ω and ‖u‖m,∞ = ‖u‖m,∞,Rd.
Wm (Ω) =
{
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for |α| ≤ m} ,
Wm =Wm
(
Rd
)
,
with norms ‖u‖2m,2,Ω =
∑
|α|≤m
(
m
α
) ‖Dαu‖22,Ω and ‖u‖m,2 = ‖u‖m,2,Rd .
Also define
Hm = Hm
(
Rd
)
=
{
u ∈ L2 (Ω) :
∫ (
1 + |ξ|2
)m
|û (ξ)|2 dξ <∞
}
.
Using the identity of part 6 of Definition 679 we have: if
(
m
α
)
:= m!α!(m−|α|)! then∫ (
1 + |ξ|2
)m
|û (ξ)|2 dξ =
∫ ∑
|α|≤m
(
m
α
)
ξ2α |û (ξ)|2 dξ
=
∑
|α|≤m
(
m
α
)∫ ∣∣∣D̂αu∣∣∣2
=
∑
|α|≤m
(
m
α
)∫
|Dαu|2
=
∑
|α|≤m
(
m
α
)
‖Dαu‖2L2
= ‖u‖2m,2 .
Here the weight function is
(
1 + |ξ|2
)m
and we have Wm = Hm with identical norms. See also Paragraph 7.62
of Adams & Fournier.
We will also need the following Sobolev spaces which are described in the literature as having dominating
mixed derivatives:
Definition 135 Sobolev spaces with dominating mixed derivatives Wm1 (Ω) ,Wm1,Wm10 (Ω) ,
Wm10 , H
m1, m = 0, 1, 2, 3, . . .
For any open set Ω ⊂ Rd and in the sense of distributions:
Wm1 (Ω) =
{
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for α ≤ m1} ,
Wm1 =Wm1
(
Rd
)
,
Wm10 (Ω) = closure of C
∞
0 (Ω) in W
m1 (Ω) ,
Wm10 =W
m1
0
(
Rd
)
,
100 2. The minimal norm interpolant
with norms ‖u‖2Wm1(Ω) ≡ ‖u‖2m1,2,Ω :=
∑
α≤m1
(
m1
α
) ‖Dαu‖22,Ω and ‖u‖Wm10 (Ω) = ‖u‖Wm1(Ω).
Also define:
Wm1,∞ (Ω) = {u ∈ L∞ (Ω) : Dαu ∈ L∞ (Ω) for α ≤ m1} ,
Wm1,∞ =Wm1,∞
(
Rd
)
,
with respective norms ‖u‖2Wm1,∞(Ω) ≡ ‖u‖2m1,∞,Ω :=
∑
α≤m1
(
m1
α
) ‖Dαu‖2∞,Ω and ‖u‖m1,∞ = ‖u‖m1,∞,Rd.
Also define
Hm1 (Ω) :=
{
u ∈ L2 :
∫ ((
1 + ξ21
)
. . .
(
1 + ξ2d
))m |û (ξ)|2 dξ <∞} , (2.85)
with norm ‖u‖2Hm1(Ω) =
∥∥((1 + ξ21) . . . (1 + ξ2d))m û (ξ)∥∥L2 = ∥∥∥(1 + ξ.ξ)m1 û (ξ)∥∥∥L2 , where we have used the
component-wise vector multiplication notation ξ  ξ.
Now using the binomial (multinomial) theorem,
‖u‖2Hm1(Ω) =
∫ ((
1 + ξ21
)
. . .
(
1 + ξ2d
))m |û (ξ)|2 dξ
=
∫
(1 + ξ.ξ)
m1 |û (ξ)|2 dξ
=
∫ ∑
α≤m1
(
m1
α
)
(ξ.ξ)
α |û (ξ)|2 dξ
=
∫ ∑
α≤m1
(
m1
α
)
ξ2α |û (ξ)|2 dξ
=
∑
α≤m1
(
m1
α
)∫ ∣∣∣D̂αu∣∣∣2
=
∑
α≤m1
(
m1
α
)∫
|Dαu|2
=
∑
α≤m1
(
m1
α
)
‖Dαu‖2L2
= ‖u‖2m1,2,Rd .
Thus Hm1 =Wm1 as sets and the norms are identical.
Note also that when m ≥ 1, Corollary 16 and 2.85 imply Hm1 is always a reproducing kernel Hilbert space with
tensor product weight function
(
1 + ξ21
)m
. . .
(
1 + ξ2d
)m
and that the weight function parameter satisfies κ. < 1.
Definition 136 Segment condition We say a domain Ω satisfies the segment condition if every x ∈ bdry Ω
has a neighborhood Ux and yx ∈ Rd \ 0 such that if z ∈ Ω ∩ Ux then z + tyx ∈ Ω for 0 < t < 1.
Observe that the segment property is invariant under translations and dilations of the domain.
Definition 137 Spaces of continuous functions
In §1.28 Adam’s and Fournier [5] define C(m) (Ω) by:
C(m)
(
Ω
)
=
{
u ∈ C(m) (Ω) : Dαu is bounded and unif. contin. on Ω for |α| ≤ m
}
,
and our analogue is
C(m1)
(
Ω
)
=
{
u ∈ C(m1) (Ω) : Dαu is bounded and unif. contin. on Ω for α ≤ m1
}
. (2.86)
We endow them with the respective supremum norms
‖u‖m,∞,Ω = max|α|≤m supx∈Ω |D
αu (x)| , ‖u‖m1,∞,Ω = maxα≤m1 supx∈Ω |D
αu (x)| . (2.87)
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These two spaces are Banach spaces. We also define the restriction vector spaces
rΩC
(m)
B :=
{
rΩu : u ∈ C(m)B
}
rΩC
(m1)
B :=
{
rΩu : u ∈ C(m1)B
}  . (2.88)
Theorem 138 If Ω is a bounded open set then:
1. rΩC
(m) ⊂ C(m) (Ω) and rΩC(m1) ⊂ C(m1) (Ω).
We can now endow rΩC
(m) and rΩC
(m1) with the norms 2.87. In fact:
2. rΩC
(m)
B →֒ C(m)
(
Ω
)
and rΩC
(m1)
B →֒ C(m1)
(
Ω
)
.
Using extension operators we prove:
3. If Ω has the uniform rectangle property of Definition 636 then rΩC
(m1)
0 = C
(m1)
(
Ω
)
as Banach spaces.
Proof. Part 1 If u ∈ C(0) then u is continuous on Ω. But Ω is compact so u is uniformly continuous on
Ω and consequently rΩu has a unique extension to C
(0)
(
Ω
)
. Thus u ∈ C(m) implies rΩu ∈ C(m)
(
Ω
)
and so
rΩC
(m) ⊂ C(m) (Ω).
Part 2 Clearly rΩC
(m)
B →֒ C(m)
(
Ω
)
since both spaces have the same norm. A similar argument applies to
rΩC
(m1)
B .
Part 3 Suppose f ∈ C(m1) (Ω). From Theorem 661 there exists a linear extension mapping EΩ : C(m1) (Ω)→
C
(m1)
B so
f ∈ C(m1) (Ω)⇒ EΩf ∈ C(m1) ⇒ rΩEΩf = f ⇒ f ∈ rΩC(m1).
??? SORT OUT! QUOTIENT NORM, rΩC
(m1)
B = rΩC
(m1)
0 = C
(m1)
0 upslopeC
(m1)
0;Ωc ?
and
rΩC
(m)
0 =
{
rΩu : u ∈ C(m)0
}
rΩC
(m1)
0 =
{
rΩu : u ∈ C(m1)0
}  .
We also endow them with the norms 2.87.
?? Restriction norms:
‖f‖Bm,∞,Ω = min
{
‖g‖m,∞ : rΩg = rΩf, g ∈ C(m)B
}
,
‖f‖0m,∞,Ω = min
{
‖g‖m,∞ : rΩg = rΩf, g ∈ C(m)0
}
.
but do these norms exist?
For any closed set K = Ω ⊂ Rd define
C
(m1)
0;K =
{
u ∈ C(m1)0 : suppu ⊆ K
}
,
C
(m)
0;K =
{
u ∈ C(m)0 : suppu ⊆ K
}
,
and since the functions in C
(m1)
0 are ?? uniformly continuous (but not C
(m1)
B ) these spaces are Banach spaces
when endowed with the usual supremum norms. We now use the quotient space theory of Chapter B.
Since C
(m)
0;Ωc is a closed subspace of C
(m)
0 we form the quotient space C
(m)
0 /C
(m)
0;Ωc whose elements are the
equivalence classes [u] given by
v˜u iff u = v on Ω,
and endow it with the restriction norm:
‖[u]‖′m,∞,Ω = minv˜u ‖v‖m,∞,Ω .
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C
(m)
0 /C
(m)
0;Ωc is now a normed Banach space.
?? FIX! Then from Theorem 706 the quotient mappings RΩu = [rΩu] satisfy
rΩC
(m)
0 = C
(m)
0 /C
(m)
0;Ωc , rΩC
(m1)
0 = C
(m1)
0 /C
(m1)
0;Ωc ,
and are isometries.
if C
(m)
B;Ωc and C
(m1)
B;Ωc are closed. ?? If Ω is bounded then NO!
and by ??, rΩC
(m)
B and rΩC
(m1)
B are Banach spaces.
We now introduce the local (restriction) data space corresponding to an arbitrary data space X0w:
Definition 139 The local data space X0w (Ω) Suppose that w is a weight function with property W02 or W03
and suppose Ω ⊂ Rd is open. Define the vector space X0w (Ω) =
{
rΩu : u ∈ X0w
}
, where rΩu denotes the action
of the linear operator which restricts u to Ω. Endow X0w (Ω) with the restriction norm of Theorem 714 of the
Appendix i.e.
‖v‖w,0;Ω = inf
{
‖u‖w,0 : u ∈ X0w, rΩu = v
}
, (2.89)
and by Theorem 714, rΩ : X
0
w → X0w (Ω) is continuous and X0w (Ω) is a Banach space.
Further, by the same theorem ‖·‖w,0;Ω satisfies the parallelogram law and so X0w (Ω) is a Hilbert space.
We know that X0w has reproducing kernel Φ (x, y) = (2π)
−d/2
G (x− y) = Ry (x). Hence X0w (Ω) has the unique
Riesz representer RΩy (x) := rΩ×ΩRy (x).
Remark 140 ??? Use BLAH from the loc. paper.
To use the notation X0w (Ω) or X
0
w
(
Ω
)
? Grisvard uses Hs
(
Ω
)
:= rΩH
s in Definition 1.3.2.4 of [29]. Wloka uses
Hs (Ω) := rΩH
s. To be consistent with the definition C∞
(
Ω
)
= rΩC
∞ we should perhaps use X0w
(
Ω
)
= rΩX
0
w but
if the boundary is such that an extension of X0w (Ω) to X
0
w exists then by Theorem 715, X
0
w (Ω) is homeomorphic
to X0w/
(
X0w
)
Ωc
and in PDE theory Ω is used and not Ω.
We now show for Ω open and bounded there exists an extension operator based on the adjoint of the restriction
operator rΩ. This operator exists for all local data spaces X
0
w (Ω) but no explicit construction is given.
Theorem 141 The adjoint extension operator r∗Ω: Suppose Ω ⊂ Rd is open and bounded, and the weight
function w has property W02 or W03. Then the Hilbert space adjoint operator r∗Ω : X
0
w (Ω)→ X0w is a continuous
extension with ‖rΩ‖op = ‖r∗Ω‖op = 1 and this is the minimal extension operator norm.
Further,
rΩr
∗
ΩR
Ω
y = R
Ω
y , (2.90)
where RΩy is the Riesz representer of the evaluation functional on X
0
w (Ω) i.e. R
Ω
y = rΩRy and Ry (x) =
(2π)
−d/2
G (x− y) where x, y ∈ Ω and G is the basis function.
Finally, r∗Ω commutes with translations τc and dilations σλ in the sense that
τcr
∗
Ω = r
∗
τcΩτc, σλr
∗
Ω = r
∗
λΩσλ. (2.91)
Proof. From the definition of X0w (Ω) we have rΩ : X
0
w
contin−→ X0w (Ω) and so r∗Ω : X0w (Ω) contin−→ X0w. Now for
y ∈ Ω and all z,
(r∗ΩrΩRy) (z) = (r
∗
ΩrΩRy, Rz)w,0 = (rΩRy, rΩRz)w,0;Ω =
=
(
RΩy , R
Ω
z
)
w,0;Ω
= RΩz (y) = Rz (y) = Ry (z) ,
so that
r∗ΩR
Ω
y = Ry, (2.92)
and hence rΩr
∗
ΩR
Ω
y = rΩRy = R
Ω
y as claimed. Define
WΩG :=
 ∑finite
sum
αkG
(· − x(k)) : x(k) ∈ Ω
 =
 ∑finite
sum
αkRx(k) : x
(k) ∈ Ω
 .
WΩG (Ω) := rΩW
Ω
G .
 (2.93)
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A standard result is that a subspace Z of a Hilbert space is dense iff its orthogonal complement Z⊥ is {0}.
Hence in general WΩG is not dense in X
0
w because
(
WΩG
)⊥
=
{
u ∈ X0w : rΩu = 0
}
e.g. when G has bounded
support. But is the restriction space WΩG (Ω) always dense in X
0
w (Ω)? We aim to prove that W
Ω
G (Ω)
⊥
= {0}.
Indeed, if F ∈ X0w (Ω) then (F,U)w,0;Ω = 0 ∀U ∈ WΩG (Ω) implies
(
F,RΩy
)
w,0;Ω
= 0 ∀y ∈ Ω i.e. F (y) = 0 ∀y ∈ Ω
which means that F = 0. Thus
WΩG (Ω) is dense in X
0
w (Ω) , (2.94)
and we observe that 2.90 implies r∗Ω is an extension operator when applied to rΩW
Ω
G .
Next choose arbitrary U ∈ X0w (Ω). Then there must exist {Uk} ⊂WΩG (Ω) such that Uk → U . Hence r∗ΩUk →
r∗ΩU and so Uk = rΩr
∗
ΩUk → rΩr∗ΩU . But Uk → U so U = rΩr∗ΩU and therefore r∗Ω is an extension operator.
Clearly
‖r∗ΩU‖2w,0;Ω = (r∗ΩU, r∗ΩU)w,0 = (U, rΩr∗ΩU)w,0;Ω = ‖U‖2w,0;Ω ,
so that ‖r∗Ω‖op = 1. That ‖r∗Ω‖op = ‖rΩ‖op is an elementary property of adjoints. Further, if E is any continuous
extension then ‖U‖w,0;Ω ≤ ‖EU‖w,0 which implies that ‖E‖op ≥ 1.
If f ∈ X0w and U ∈ X0w (Ω) then
(τcr
∗
ΩU, f)w,0 = (r
∗
ΩU, τ−cf)w,0 = (U, rΩτ−cf)w,0;Ω = (U, τ−crτcΩf)w,0;Ω =
= (τcU, rτcΩf)w,0;τcΩ =
(
r∗τcΩτcU, f
)
w,0
,
and
(σλr
∗
ΩU, f)w,0 = (r
∗
ΩU, σλf)w,0 = (U, rΩσλf)w,0;Ω = (U, σλrλΩf)w,0;Ω =
= (σλU, rλΩf)w,0;λΩ = (r
∗
λΩσλU, f)w,0 .
Recall that Definition 48 introduced the Hilbert spaces X0w:K :=
(
X0w
)
K
:=
{
f ∈ X0w : supp f ⊆ K
}
.
Corollary 142 Suppose Ω ⊂ Rd is open. Then X0w (Ωc) is a Hilbert space and the equivalence class u ∼ v iff
u = v on Ω generates an isometric isomorphism:
X0w (Ω) ≈ X0w/
(
X0w
)
Ωc
.
Proof. The existence of the continuous extension r∗ : X0w (Ω)→ X0w allows us to apply Theorem 715.
Corollary 143 Under the conditions of Theorem 141, supp r∗ΩX
0
w (Ω) ⊂ Ω + suppG and r∗Ω : X0w (Ω) →(
X0w
)
Ω+suppG
is continuous.
Proof. From 2.92, supp r∗ΩW
Ω
G (Ω) ⊂ Ω + suppG. Choose F ∈ X0w (Ω). Then by 2.94 there exists a sequence
{Fk} in WΩG (Ω) which converges to F . We have supp r∗ΩFk ⊂ Ω + suppG.
Suppose Ω + suppG 6= Rd and choose x /∈ Ω+ suppG. Then
(r∗ΩF ) (x) = (r
∗
ΩF,Rx)w,0 =
(
F,RΩx
)
w,0;Ω
= lim
k→∞
(
Fk, R
Ω
x
)
w,0;Ω
= lim
k→∞
Fk (x) = 0,
and so supp r∗ΩF ⊂ Ω+ suppG.
Remark 144 For certain proofs of the results below see Chapter D in the Appendix. The work [5] by
Adams and Fournier is devoted to Sobolev space theory and a review of this study shows that many of it’s results
can be extended to the spaces Wm1 (Ω), which are clearly the ”standard” isotropic Sobolev spaces Wm (Ω) in one
dimension. In particular, assuming Ω is a bounded region:
1. Theorem 3.3 can be modified to prove that Wm1 (Ω) is a Banach space.
2. Theorem 3.6 can be modified to prove that Wm1 (Ω) is a separable, reflexive, uniformly convex Hilbert
space with inner products defined in terms of their norms.
3. Lemma 3.16 can be easily modified to handle mollifiers of Wm1 (Ω).
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4. Regarding approximation by smooth functions: if Ω has the segment property then the restriction
space rΩC
∞ is dense in Wm1 (Ω) and rΩC∞0 = rΩC
∞ = rΩC∞B as sets. (modified Theorem 3.22 - see
Theorem 720).
Also, for any open set Ω, C(m1) (Ω) ∩ Wm1 (Ω) is dense in Wm1 (Ω) (modified Theorem 3.17 - see
Theorem 719).
5. Two extension operators are available:
(a) The adjoint data space extension EΩ := r∗Ω which maps X0w (Ω) into X0w.
In Theorem 141 it was shown that for an arbitrary data space X0w the adjoint r
∗
Ω of the restriction
operator rΩ : X
0
w → X0w (Ω) is a continuous extension operator r∗Ω : X0w (Ω)→ X0w and some relevant
properties proved. It was noted in Definition 135 that Wm1 is a data space for all integer m ≥ 1. From
Corollary 143, supp r∗ΩX
0
w (Ω) ⊂ Ω + suppG and r∗Ω : X0w (Ω)→
(
X0w
)
Ω+suppG
is continuous.
(b) A constructive extension operator Em1Ω which maps Wm1 (Ω) into Wm1.
From Theorem 4.26 of Adams & Fournier [5] there exists a continuous extension operator E ′Ω :
Wm (Ω) → Wm which is constructed using the method of reflections and assumes Ω has the
uniform C(m)-regularity property of Section 4.6. We have E ′Ω : W k (Ω) → W k is continuous for
k ≤ m. The proof of Theorem 4.26 involves a two-step construction. The first (reflection) step
involves an extension from the half-space Ω = Rd+ to R
d by reflection and it is easy to show that this
extension is also continuous from Wm1
(
Rd+
)
to Wm1
(
Rd
)
. The second (localization) step uses
the uniform C(m)-regularity property to locally map neighborhoods of the boundary ∂Ω into the unit
ball B1. It turns out that if we try to modify the localization step by replacing the C
(m)-regular map
by one having smoothness C(m1) then we encounter a basic problem and our attempt fails, as noted in
Section 12.
To construct an explicit form for the extension operator Em1Ω : Wm1 (
) → Wm1 it seems we
currently need to severely restrict the boundary of Ω and impose the rectangle property introduced
in Definition 636 of Section 12 below. These extensions are constructed in Theorems 657 and 662 and
are denoted there by EΩ and E
n1
Ω respectively.
If Ω satisfies the rectangle property then σλΩ and τcΩ also satisfy the rectangle property. Here the
finite covering of Ω, the corresponding partition of unity etc. are all transformed appropriately.
Note also that the rectangle property implies the segment property.
(c) Finally, both these extension operators commute with translations and dilations in the sense that
τcEΩ = EΩ+cτc, σλEΩ = EλΩσλ.
τcEm1Ω = Em1Ω+cτc, σλEm1Ω = Em1λΩ σλ.
6. Easy modification of Lemma 3.27 of [5]: let E0u denote the zero extension of u ∈ Wm10 (Ω) outside Ω.
Then for α ≤ m1, DαE0u = E0Dαu in D′, and E0u ∈ Wm1
(
Rd
)
with ‖E0u‖Wm1 = ‖u‖Wm10 (Ω).
7. For any closed set K which is the closure of an open set define
Cm1K :=
{
φ ∈ Cm1 : suppφ ⊆ K} .
C∞K := {φ ∈ C∞ : suppφ ⊆ K} .
8. Special case of Theorem 722: If φ ∈ rΩC∞ (definition 2.88) and u ∈ Wm1 (Ω) then φu ∈Wm1 (Ω) and
‖φu‖m1,2,Ω ≤ 2md/2 ‖φ‖m1,∞,Ω ‖u‖m1,2,Ω .
where cm,d is independent of both u and φ.
9. For any closed set K ⊂ Rd define (cf. Definition 48 of X0w:K)
Wm1K :=
{
u ∈Wm1 : suppu ⊆ K} , ‖u‖Wm1K = ‖u‖Wm1 .
An easy argument (see Theorem 49) using the fact that Wm1 is a reproducing kernel Hilbert space, shows
that Wm1K is a closed subspace of W
m1 and hence a Hilbert space.
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A modification of Theorem 3.7 of Wloka [63] is: if Ω has the segment property then rΩW
m1
Ω
= Wm10 (Ω)
and C∞0 (Ω) is dense in W
m1
Ω
. This is Theorem 723 in the Appendix. In fact, part 6 implies that rΩ :W
1
Ω
→
W 10 (Ω) is an isometric isomorphism with inverse E0.
10. If Ω is a bounded open set then multiplication by a rΩC
∞
Ω
function is a continuous mapping from Wm1 (Ω)
to Wm10 (Ω). In fact, using part 9 we have rΩC
∞
Ω
⊂ rΩWm1Ω = Wm10 (Ω) ⊂ Wm1 (Ω) and we can apply
Theorem 722 to get
‖φu‖Wm10 (Ω) ≤ 2
md/2 ‖φ‖Wm1,∞(Ω) ‖u‖Wm1(Ω) , φ ∈ rΩC∞Ω , u ∈Wm1 (Ω) . (2.95)
11. Grisvard [29] in subsection 1.3.2 gives three different definitions of Sobolev spaces:
Definition 1.3.2.1 is vanilla W sp (Ω) and Definition 1.3.2.2. is
◦
W
s
p (Ω) = clC
∞
0 (Ω).
Definition 1.3.2.4 introduces W sp
(
Ω
)
:= rΩW
s
p . Grisvard says that Ho¨rmander [34] uses this approach
but I checked and he does not - he uses the local space which exploits the fact that φ ∈ C∞0 (Ω) and u ∈W sp
implies φu ∈W sp (Ω). However, Wloka [63] does use this approach in Section 1.5 - see part 12.
Definition 1.3.2.5 introduces W˜ sp (Ω) :=
{
u ∈ W sp (Ω) : E0u ∈W sp
(
Rd
)}
.
12. Wloka [63]: Avoids interpolation spaces by defining in Definition 3.1, W s2 (Ω), s ≥ 0, using the elementary
Slobodecki˘ı double integral difference method. Definition 3.2 introduces
◦
W
s
2 (Ω) := closure C
∞
0 (Ω).
Suppose Ω has the segment property. In Theorem 3.6 he shows that rΩC
∞
0
d→֒ W s2 (Ω) and in Theorem 3.7
he shows that
◦
W
s
2 (Ω) = (W
s
2 )Ω := rΩ
{
f ∈W s2 : supp f ⊆ Ω
}
.
Definition 5.1 defines Hs
(
Rd
)
, s ∈ R1, using the Fourier transform method. Definition 5.2 defines Hs (Ω) :=
rΩH
s
(
Rd
)
with the restriction norm which is an inner product. Theorem 5.2 shows W s2 ≃ Hs i.e. equal as
sets and with equivalent norms. Lemma 5.1 says rΩC
∞
0
d→֒ Hs (Ω). If we define
◦
H
s
(Ω) := closure C∞0 (Ω)
then
◦
H
s
(Ω) ≃
◦
W
s
2 (Ω) when s ≥ 0. Theorem 5.3 states that if EΩ : Hs (Ω)→ Hs is a continuous extension
operator then Hs (Ω) ≃W s2 (Ω) when s ≥ 0.
13. Tre`ves [58] defines Hs (K) =?? after Proposition 25.4.
14. In part 12 Wloka defines Hs
(
Rd
)
using the Fourier transform on L2 and then let Hs (Ω) := rΩH
s
(
Rd
)
This will motivate the use of the restriction space notation X0w (Ω) = rΩX
0
w in Definition 139 below. This
is because X0w is defined globally using the Fourier transform on R
d.
I next present further results concerning the Wm1 (Ω) spaces. Observe that the proof of part 4 uses both L1
and L2 Fourier transform theory and introduces an equivalent Fourier transform norm for Wm1.
Lemma 145 The spaces Wm1 (Ω) and Wm10 (Ω) have the following properties:
1. The translation operator τc is an isometric isomorphism from W
m1 (Ω) to Wm1 (τcΩ).
The dilation operator σλ is a homeomorphism from W
m1 (Ω) to Wm1 (σλΩ).
2. (Copy of part 10 of Remark 144) If Ω is a bounded open set then multiplication by a rΩC
∞
Ω
function
is a continuous mapping from Wm1 (Ω) to Wm10 (Ω). In fact
‖φu‖Wm10 (Ω) ≤ 2
md/2 ‖φ‖Wm1,∞(Ω) ‖u‖Wm1(Ω) , φ ∈ rΩC∞Ω , u ∈Wm1 (Ω) , (2.96)
3. The extensions EΩ;ε :Wm1 (Ω)→Wm10 (Ωε):
(a) If Ω ⊂ Rd has the rectangle property then given ε > 0 we can construct an explicit continuous
linear extension mapping EΩ;ε :Wm1 (Ω)→Wm10 (Ωε) using the operator Em1Ω .
(b) Suppose the region Ω is bounded and satisfies the segment condition, and ε > 0. Then there exists
a continuous linear extension mapping EΩ;ε :Wm1 (Ω)→Wm10 (Ωε) constructed using EΩ.
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(c) Both these extensions commute with translations and dilations in the sense that
τcEΩ;ε = EΩ+c;ετc, σλEΩ;ε = EλΩ;λεσλ.
4. Global embedding If
wm1 (ξ) =
(
1 + ξ21
)m
. . .
(
1 + ξ2d
)m
, m = 1, 2, 3, . . . , (2.97)
then ‖1/wm1‖1 =
(
2−2(m−1)
(
2m−2
m−1
)
π
)d
and wm1 is a weight function with property W03 for κ <
(
m− 12
)
1.
We have Wm1 = X0wm1 →֒ C(m−1)1B where Wm1 and X0wm1 have equivalent norms.
5. Local embedding X0wm1 (Ω) →֒ rΩC(m−1)1B .
6. Poincare´’s inequality Suppose Ω is contained in the open rectangle R (a, b) and u ∈ Wn10 (Ω). Then∥∥Dm1u∥∥
L2(Ω)
is an equivalent norm on Wm10 (Ω). In fact
‖Dαu‖L2(Ω) ≤
(
b−a√
2
)m1−α ∥∥Dm1u∥∥
L2(Ω)
, α ≤ m1, u ∈Wm10 (Ω) .
Proof. Part 1 Wm1 (Ω) is closed under translations and dilations, the inverses of translations and dilations are
translations and dilations respectively, and the continuity calculations are simple changes of variable.
Part 2 Remark 144.
Part 3a Since Ω satisfies the uniform rectangle property, part 5a of Remark 144 means there exists a continuous
extension operator Em1Ω : Wm1 (Ω) → Wm1
(
Rd
)
. Using Lemma 37 we next construct a truncation function
φΩ;ε ∈ C∞Ωε such that 0 ≤ φΩ;ε ≤ 1, φΩ;ε = 1 on Ωε/3 and suppφΩ;ε ⊆ Ωε. Thus rΩεφΩ;ε ∈ rΩεC
∞
Ωε
and we define
the mapping EΩ;ε by
EΩ;εu := rΩε
(
φΩ;εEm1Ω u
)
, u ∈Wm1 (Ω) . (2.98)
Now by part 5 of Remark 144 the rectangle condition implies the segment property and so by part 2,
‖EΩ;εu‖Wm10 (Ωε) =
∥∥rΩε (φΩ;εEm1Ω u)∥∥Wm10 (Ωε)
≤ 2md/2 ‖rΩεφΩ;ε‖Wm1,∞(Ωε)
∥∥Em1Ω u∥∥Wm1(Ωε)
= 2md/2 ‖φΩ;ε‖Wm1,∞(Ωε)
∥∥Em1Ω u∥∥Wm1
≤ 2md/2 ‖φΩ;ε‖Wm1,∞(Ωε)
∥∥Em1Ω ∥∥op ‖u‖Wm1(Ω) .
Part 3b From Definition 135 we know that Wm1 is a data function space and hence by Theorem 141 there
exists a continuous extension operator EΩ := r∗Ω, r∗Ω : Wm1 (Ω) → Wm1 with ‖r∗Ω‖op = 1. Following part 3a we
define our extension by 2.98 and by the successive use of Remark 144 (which uses the segment property), part 2
of Lemma 145 and then Theorem 141 we obtain the sequence of continuity estimates
‖EΩ;εu‖Wm10 (Ωε) = ‖rΩε (φΩ;εEΩu)‖Wm10 (Ωε) = ‖φΩ;εEΩu‖Wm1Ωε =
≤ 2md/2 ‖φΩ;ε‖Wm1,∞(Ωε) ‖EΩ‖op ‖u‖Wm1(Ω)
= 2md/2 ‖φΩ;ε‖Wm1,∞(Ωε) ‖u‖Wm1(Ω) .
Part 3c From 1.42 and 1.43 of Lemma 37, σλφΩ;ε = φλΩ;λε and τcφΩ;ε = φΩ+c;ε. By part 5c of Remark 144
τcEΩ = EΩ+cτc and σλEΩ = EλΩσλ so we have the two sequences of equations
τcEΩ;εu = τcrΩε (φΩ;εEΩu) = rΩε+c ((τcφΩ;ε) τcEΩu) = r(Ω+c)ε (φΩ+c;εEΩ+cτcu) = EΩ+c;ετcu,
and
σλEΩ;εu = σλrΩε (φΩ;εEΩu) = rλΩε (φλΩ;λεσλEΩu) = r(λΩ)λε (φλΩ;λεEλΩσλu) = EλΩ;λεσλu. (2.99)
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An identical argument applies when EΩ;ε is defined using Em1Ω .
Part 4 Noting Theorem 15 we easily show that the tensor product function wm1 is a weight function with
property W03 iff κ <
(
m− 12
)
1, and hence by Theorem 31, X0wm1 →֒ C(max⌊κ⌋)B = C(m−1)1B . Now applying the
binomial theorem yields
wm1 (ξ) =
(
1 +
(
ξ2k
))m1
=
∑
α≤m1
(
m1
α
) (
ξ2k
)α
=
∑
α≤m1
(
m
α1
)
. . .
(
m
αd
)
ξ2α
≤ 2md
∑
α≤m1
ξ2α,
so that since
‖u‖2Wm1 =
∑
α≤m1
‖Dαu‖22 =
∑
α≤m1
∫
|Dαu|2 =
∑
α≤m1
∫ ∣∣∣D̂αu∣∣∣2 =
=
∑
α≤m1
∫
ξ2α |û|2 =
∫  ∑
α≤m1
ξ2α
 |û|2 ,
we have the equivalence
‖u‖2Wm1 ≤
∫
wm1 |û|2 ≤ 2md ‖u‖2Wm1 .
That ‖1/wm1‖1 =
(
2−2(m−1)
(
2m−2
m−1
)
π
)d
is just a consequence of a standard 1-dimensional integral.
Part 5 From part 4, X0wm1 →֒ C(m−1)1B and so from Definition 137, X0wm1 (Ω) ⊂ rΩC(m−1)1B . In addition,
rΩ : X
0
wm1
c→ X0wm1 (Ω) and rΩ : C(m−1)1B → rΩC(m−1)1B is continuous under the supremum norm, and so
X0wm1 (Ω) →֒ rΩC(m−1)1B .
Part 6. Suppose φ ∈ C∞0 (Ω). Then φ (x) =
∫ x1
a1
D1φ (t1, x
′) dt1 and so by the Cauchy-Schwartz inequality,
when x1 ∈ [a1, b1],
|φ (x)| ≤
∫ x1
a1
|D1φ (t1, x′)| dt1 ≤
(∫ x1
a1
dt1
)1/2(∫ x1
a1
|D1φ (t1, x′)|2 dt1
)1/2
≤ (x1 − a1)1/2
(∫ x1
a1
|D1φ (t1, x′)|2 dt1
)1/2
≤ (x1 − a1)1/2
(∫ b1
a1
|D1φ (t1, x′)|2 dt1
)1/2
.
Thus ∫
Ω
|φ|2 =
∫
R(a,b)
|φ|2 ≤
∫ b1
a1
(x1 − a1) dx1
∫
R(a′,b′)
∫ b1
a1
|D1φ (t1, x′)|2 dt1dx′
=
1
2
(b1 − a1)2
∫
R(a,b)
|D1φ|2
=
(
b1−a1√
2
)2 ∫
Ω
|D1φ|2 dx.
A permutation argument now shows that∫
Ω
|φ|2 ≤
(
bi−ai√
2
)2 ∫
Ω
|Diφ|2 , i = 1, . . . , d.
Thus, for all α, ∫
Ω
|Dαφ|2 ≤
(
b−a√
2
)2β ∫
Ω
∣∣Dα+βφ∣∣2 , ∀α, β.
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and in particular, when β = m1− α,∫
Ω
|Dαφ|2 ≤
(
b−a√
2
)2(m1−α) ∫
Ω
∣∣Dm1φ∣∣2 , α ≤ m1.
Finally, we will extend the result using density of C∞0 (Ω) in W
m1
0 (Ω). Choose u ∈ Wm10 (Ω) and φ ∈ C∞0 (Ω)
and α ≤ m1. Then(∫
Ω
|Dαu|2
)1/2
≤
(∫
Ω
|Dαφ|2
)1/2
+
(∫
Ω
|Dα (u− φ)|2
)1/2
≤
(∫
Ω
|Dαφ|2
)1/2
+ ‖u− φ‖Wm1(Ω)
≤
(
b−a√
2
)m1−α(∫
Ω
∣∣Dm1φ∣∣2)1/2 + ‖u− φ‖Wm1(Ω)
≤
(
b−a√
2
)m1−α(∫
Ω
∣∣Dm1u∣∣2)1/2 + ( b−a√
2
)m1−α(∫
Ω
∣∣Dm1 (u− φ)∣∣2)1/2 + ‖u− φ‖Wm1(Ω)
≤
(
b−a√
2
)m1−α(∫
Ω
∣∣Dm1u∣∣2)1/2 + (1 + ( b−a√
2
)m1−α)
‖u− φ‖Wm1(Ω) ,
and the density of C∞0 (Ω) in Wm10 (Ω) implies(∫
Ω
|Dαu|2
)1/2
≤
(
b−a√
2
)m1−α(∫
Ω
∣∣Dm1u∣∣2)1/2 , u ∈ Wm10 (Ω) .
We will need some more properties of the central difference operator δ2l12 which was introduced in Theorem
131. These properties will relate the space X0ws to the space W
n1 (Ω) locally as illustrated in Figure 2.4 below.
Lemma 146 Properties of the central difference operator δ2l12 Suppose ws is the extended B-spline weight
function with parameters n and l. Then:
1. δ2l12 :W
n1 → X0ws is continuous.
2. If f ∈ Wn1 and supp f ⊂ [−1, 1]d then
(−1)ld
(
2l
l
)−d
δ2l12 f = f +A2lf, (2.100)
where
A2lf = (−1)ld
(
2l
l
)−d ∑
0≤β≤2l1; β 6=l1
(−1)|β| (2l1β )τ2β−2lf. (2.101)
For 0 ≤ α, β ≤ 2l1,
supp τ2β−2lf ⊂ [−1, 1]d − (2β − 2l) ⊂ Rd \ (−1, 1)d ,
supp τ2α−2lf ∩ supp τ2β−2lf ⊂ τ2α−2l∂
(
[−1, 1]d
)
∩ τ2β−2l∂
(
[−1, 1]d
)
,
when α 6= β,
and
suppA2lf =
⋃
0≤β≤2l1; β 6=l1
supp τ2β−2lf,
suppA2lf ⊂ (2l+ 1) [−1, 1]d \ (−1, 1)d . (2.102)
If Ω ⊂ (−1, 1)d then:
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3. (−1)−ld (2ll )−dδ2l12 E0 : Wn10 (Ω) → X0ws is a continuous extension mapping where E0 is the zero extension
operator.
4. If l is even then (−1)− l2d ( ll/2)−dδl12 E0 :Wn10 (Ω)→ X0ws is a continuous extension mapping.
Proof. Part 1 If f ∈ Wn1 then by the equality 2.72 of Theorem 131,∥∥δ2l12 f∥∥ws,0 ≤ 4ld ∥∥Dn1f∥∥2 ≤ 4ld ‖f‖Wn1 . (2.103)
Part 2 From 2.71,
δ2l12 f =
∑
β≤2l1
(−1)|β| (2l1β )τ2β−2lf (2.104)
= (−1)|l1| (2l1l1 )f + ∑
β≤2l1,β 6=l1
(−1)|β| (2l1β )τ2β−2lf
= (−1)ld (2ll )df + ∑
β≤2l1,β 6=l1
(−1)|β| (2l1β )τ2β−2lf, (2.105)
which proves 2.101. Further, from 2.101 and Definition 130, β 6= l1 and supp f ⊂ [−1, 1]d implies
supp τ2β−2lf = τ2β−2l supp f = supp f − (2β − 2l) ⊂ [−1, 1]d − (2β − 2l)
⊂ Rd \ (−1, 1)d .
Since f = 0 on τ2β−2l∂
(
[−1, 1]d
)
suppA2lf ⊂
⋃
β≤2l1,β 6=l1
supp τ2β−2lf ⊂ Rd \ (−1, 1)d .
Also
suppA2lf ⊂
⋃
β≤2l1,β 6=l1
supp τ2β−2lf ⊂
⋃
β≤2l1
(2β − 2l + supp f)
⊂
⋃
β≤2l1
(
2β − 2l+ [−1, 1]d
)
⊂ [− (2l+ 1) , 2l+ 1]d
= (2l+ 1) [−1, 1]d .
Part 3 Continuity follows directly from part 6 of Remark 144 and then part 1 above. The extension property
follows from applying 2.102 to 2.100.
Part 4 Use 2.72 and the expansion
δl12 f =
∑
β≤l1
(−1)|β| (l1β )τ2β−lf = (−1) l2d ( ll/2)df + ∑
β≤l1
β 6= l21
(−1)|β| (l1β )τ2β−lf.
We will now use the extension operator δl12 E0 : Wn10
(
(−1, 1)d
)
→ X0ws of part 3 to construct a continuous
extension E : Wn1 (Ω)→ X0ws . The idea is to map Wn1 (Ω) into Wn1
(
Ω0
)
where Ω0 ⊂ [−1, 1]d and then apply
Lemma 146.
Theorem 147 The extension operator E :Wn1 (Ω)→ X0ws
We construct our extension operator E in six steps:
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1. Suppose ws is an extended B-spline weight function on Rd with parameters n and l;
2. Ω is a bounded region satisfying the segment property and so permits the continuous extension operator
EΩ;ε :Wm1 (Ω)→Wm10 (Ωε) introduced in part 3b of Lemma 145;
3. C is any open cube with Ω ⊂ C and set 0 < ε ≤ dist (Ω,Rd \ C).
4. Then let c be the centre of C and choose an integer m ≥ 1 such that
σ1/mτ−cC =
1
m
(C − c) ⊆ (−1, 1)d , (2.106)
and set Ω0 = σ1/mτ−cΩ.
5. By Definitions 636 and 136 Ω0 also has the segment property and so by part 2 of Lemma 145 there always
exists a continuous extension operator EΩ0;ε/m :Wn1
(
Ω0
)→Wn10 (Ωε/m).
6. We will now define the linear mapping E of Figure 2.4 by:
Ef := (−1)ld (2ll )−dτcσmδ2l12 E0EΩ0;ε/mσ1/mτ−cf, f ∈ Wn1 (Ω) , (2.107)
where E0 is the extension by zero operator of part 6 of Remark 144.
This theorem will show that: E :Wn1 (Ω)→ X0ws satisfies
Ef = E0EΩ;εf + (−1)ld
(
2l
l
)−d ∑
β≤2l1,β 6=l1
(−1)|β| (2l1β )τ2m(β−l)E0EΩ;εf. (2.108)
Also we have the following inclusions for the support of E0EΩ;εf :
supp E0EΩ;εf ⊂ Ωε ⊂ C ⊂ c+m [−1, 1]d . (2.109)
supp τ2m(β−l)E0EΩ;εf ⊂ supp EΩ;εf − 2m (β − l) ⊂ Rd \ Ωε,
when 0 ≤ β ≤ 2l1, β 6= l1. (2.110)
supp τ2m(β−l)E0EΩ;εf ⊂
(
c+ (2l + 1)m [−1, 1]d
)
\
(
c+m (−1, 1)d
)
,
when 0 ≤ β ≤ 2l1, β 6= 1,
supp τ2m(α−l)E0EΩ;εf ∩ supp τ2m(β−l)E0EΩ;εf ⊂
(
τ2m(α−l)∂C
) ∩ (τ2m(β−l)∂C) ,
when 0 ≤ α, β ≤ 2l1, α 6= β, (2.111)
and for the support of Ef :
suppEf =
⋃
0≤β≤2l1
supp τ2m(β−l)E0EΩ;εf. (2.112)
suppEf ⊂ c+ (2l+ 1)m [−1, 1]d . (2.113)
Finally, E :Wn1 (Ω)→ X0ws is a continuous linear extension with
‖Ef‖ws,0 ≤
(4m)
ld(
2l
l
)d ∥∥Dn1EΩ;εf∥∥L2(Ωε) ≤ (4m)ld(2l
l
)d ‖EΩ;εf‖Wn10 (Ωε) , (2.114)
and
‖Ef‖ws,0 ≤
(
e
1
6l
√
πlml
)d
‖EΩ;εf‖Wn10 (Ωε) .
Proof. The relevant commutative diagram is Figure 2.4 and the relevant sets and mappings are shown in Figure
2.5.
We first show that the mapping 2.107 makes sense:
Result 1 From part 1 of Lemma 145, σ1./mτ−c :Wn1 (Ω)→Wn1
(
Ω0
)
is a homeomorphism.
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FIGURE 2.4. Function spaces and mappings for defining the extension mapping E.
FIGURE 2.5. Sets and mappings for defining the extension mapping E.
Result 2 From 2.106, Ω0 ⊂ [−1, 1]d and since 0 < ε ≤ dist (Ω,Rd \ C), we have
0 < σ1/mε ≤ dist
(
σ1/mτ−cΩ,Rd \ σ1/mτ−cC
)
, i.e. 0 < ε/m ≤ dist
(
Ω0,Rd \ (−1, 1)d
)
and by part 3 of Lemma
145, EΩ0;ε/m :Wn1
(
Ω0
)→Wn10 (Ω0ε/m).
Result 3 From part 3 of Lemma 146, (−1)ld (2ll )−dδ2l12 E0 :Wn10 (Ω0ε/m)→ X0ws is a continuous extension.
Result 4 From part 1 of Lemma 146, σm : X
0
w → X0w is continuous.
These four results imply that E :Wn1 (Ω)→ X0ws is continuous.
Equation 2.108 for E follows directly from part 3 of Lemma 145.
To prove the extension property of E we start with 2.108 and 2.104 and then compose the translations and
dilations by noting that τcσmτ2β−2lσ1/mτ−cg = τm(2β−2l)g:
Ef = (−1)ld (2ll )−dτcσm ∑
β≤2l1
(−1)|β| (2l1β )τ2β−2lσ1/mτ−cE0EΩ;εf
= (−1)ld (2ll )−d ∑
β≤2l1
(−1)|β| (2l1β )τcσmτ2β−2lσ1/mτ−cE0EΩ;εf
= (−1)ld (2ll )−d
 ∑
β≤2l1
(−1)|β| (2l1β )τm(2β−2l)
 E0EΩ;εf
= E0EΩ;εf + (−1)ld
(
2l
l
)−d ∑
β≤2l1,β 6=l1
(−1)|β| (2l1β )τ2m(β−l)E0EΩ;εf,
which proves 2.108.
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Obviously supp τ2m(α−l)E0EΩ;εf ⊂ supp E0EΩ;εf − 2m (α− l) ⊂ Ωε − 2m (α− l). But since Ωε ⊂ C and 2.106
implies C ⊂ c+m [−1, 1]d, we have 2.109. Because of the scale factor m these inclusions immediately imply 2.110
and 2.111 and subsequently 2.112.
Since supp E0EΩ;εf ⊂ c+m [−1, 1]d,
suppEf =
⋃
0≤β≤2l1
supp τ2m(β−l)E0EΩ;εf ⊂
⋃
0≤β≤2l1
τ2m(β−l)C ⊂
⊂
⋃
0≤β≤2l1
(C − 2m (β − l))
⊂ C −
⋃
0≤β≤2l1
2m (β − l) [−1, 1]d
= C − 2m
⋃
0≤β≤2l1
(β − l)
= C + 2m [−l1, l1]
= C + 2ml [−1, 1]d
⊂ c+m [−1, 1]d + 2ml [−1, 1]d
= c+ (2l+ 1)m [−1, 1]d ,
and we have proved the inclusion 2.112.
To prove inequality 2.114 we start with equation 2.107 for E. When f ∈ Wn1 (Ω) using the equations of part
3 of Lemma 145 and then the estimates 2.73 and 2.103 yield(
2l
l
)d ‖Ef‖ws,0 = ∥∥τcσmδ2l12 E0EΩ0;ε/mσ1/mτ−cf∥∥ws,0
=
∥∥τcσmδ2l12 σ1/mτ−cE0EΩ;εf∥∥ws,0
=
∥∥σmδ2l12 σ1/mτ−cE0EΩ;εf∥∥ws,0
≤ m(l−n+1/2)d ∥∥δ2l12 σ1/mτ−cE0EΩ;εf∥∥ws,0
= m(l−n+1/2)d4ld
∥∥Dn1σ1/mτ−cE0EΩ;εf∥∥2
= m(l−n+1/2)d4ld
∥∥mndσ1/mDn1τ−cE0EΩ;εf∥∥2
= m(l+1/2)d4ld
∥∥σ1/mDn1τ−cE0EΩ;εf∥∥2
= m(l+1/2)d4ldm−d/2
∥∥Dn1τ−cE0EΩ;εf∥∥2
= (4m)
ld ∥∥Dn1τ−cE0EΩ;εf∥∥2
= (4m)ld
∥∥Dn1E0EΩ;εf∥∥2
= (4m)
ld ∥∥Dn1EΩ;εf∥∥L2(Ωε)
≤ (4m)ld ‖EΩ;εf‖Wn10 (Ωε) .
But from A.54,
e
− 1
6l
√
pil
< 2−2l
(
2l
l
)
so that
(
2l
l
)−1
<
e
1
6l
√
pil
22l and hence
‖Ef‖ws,0 ≤
((
2l
l
)−1
(4m)
l
)d
‖EΩ;εf‖Wn10 (Ωε) <
(
e
1
6l
√
pil
22l
(4m)
l
)d
‖EΩ;εf‖Wn10 (Ωε)
=
(
e
1
6l
√
πlml
)d
‖EΩ;εf‖Wn10 (Ωε) .
Finally, an application of 2.110 and 2.111 to 2.108 yields supp (Ef − E0EΩ;εf) ⊂ Rd \ Ωε, which means that
Ef = EΩ;εf on Ωε and hence that Ef = EΩ;εf = f on Ω. Thus E is an extension.
Remark 148 If instead we assume that Ω satisfies the rectangle condition then we can either note that Ω must
have the segment property and construct EΩ;ε using the canonical extension operator EΩ or more directly we can
construct EΩ;ε using the extension operator Em1Ω .
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Remark 149 ?? From Theorem 72 the Riesz representer is
Rx(y) = (2π)
−d/2
G(y − x).
From the theorem in Chapter 5 of Part 1 of Aronszajn [7] the unique local Riesz representer RΩx (y) is given by
RΩx (y) = Rx (y) , x, y ∈ Ω.
How does the above extension operator E relate to the extension defined by RΩx → Rx when x ∈ Ω?
See 2.92 i.e. r∗ΩR
Ω
y = Ry.
How does the above extension operator E relate to translations in general?
If we replace Wn1 (Ω) by Wn10 (Ω) in the last theorem then we do not need to leave room for the extension
EΩ;ε which goes to zero in a neighborhood of Ω. In this case we can set ε = 0 and adjust the proof to obtain:
Corollary 150 The extension operator E :Wn10 (Ω)→ X0ws . Suppose:
1. ws is an extended B-spline weight function on Rd with parameters n and l;
2. Ω is a bounded region with the segment property;
3. C is any open cube with Ω ⊆ C;
4. Let c be the centre of C and choose an integer m ≥ 1 such that
Ω0 := σ1/mτ−cC =
1
m
(C − c) ⊂ (−1, 1)d .
Now define the mapping:
Ef = (−1)ld (2ll )−dτcσmδ2l12 E0σ1/mτ−cf, f ∈ Wn10 (Ω) ,
where E0 is the zero extension operator.
Then E :Wn10 (Ω)→ X0ws is a continuous linear extension such that
Ef = E0f + (−1)ld
(
2l
l
)−d ∑
β≤2l1,β 6=l1
(−1)|β| (2l1β )τ2m(β−l)E0f.
Regarding supports:
supp f ⊂ Ω ⊂ C ⊂ c+m [−1, 1]d ,
supp τ2m(α−l)f ⊂ supp f − 2m (α− l) ⊂ Rd \ Ω,
when 0 ≤ α ≤ 2l1, α 6= l1,
supp τ2m(α−l)f ∩ supp τ2m(β−l)f ⊂
(
τ2m(α−l)∂C
) ∩ (τ2m(β−l)∂C) ,
when 0 ≤ α, β ≤ 2l1, α 6= β,
and
suppEf =
⋃
0≤β≤2l1
supp τ2m(β−l)E0f,
suppEf ⊂ c+m (2l+ 1) [−1, 1]d .
Regarding the continuity of E:
‖Ef‖ws,0 ≤ (4m)
ld (2l
l
)−d ∥∥Dn1f∥∥
L2(Ω)
≤
(
e
1
6l
√
πlml
)d ∥∥Dn1f∥∥
L2(Ω)
,
and the right side is an equivalent norm on Wn10 (Ω).
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5. Regarding the Fourier transform of Ef ,
Êf = 4ld
(
2l
l
)−d
(sinmξk)
2l1 Ê0f.
6. If f ∈ Wn10 (Ω) ≃
(
X0w
)
Ω
and g ∈ X0ws then
(Ef, g)ws,0 = 4
ld
(
2l
l
)−d ∫
Ω
Dn1f Dn1B2l1m g,
where for any multi-index α ≥ 0,
Bαm := Bα1m Bα2m . . .Bαdm , Bαjm := (Bejm )αj , Bejm :=
m∑
k=0
τ(2k−m)ej .
B̂ejm g (ξ) = sinmξj
sin ξj
ĝ, B̂αmg (ξ) =
(
sinmξj
sin ξj
)α
ĝ.
and {e1, e2, . . . , ed} is the canonical basis for Rd.
7. ?? (See part 6 of Lemma 145) If f ∈Wn10 (Ω) ≃
(
X0ws
)
Ω
then
f (x) = 4ld
(
2l
l
)−d ∫
Ω
Dn1f Dn1B2l1m Rwsx , x ∈ Ω,
and
|f (x)| ≤ 4ld(2ll )−d ∥∥Dn1B2l1m Rwsx ∥∥L2(Ω) ∥∥Dn1f∥∥L2(Ω) , x ∈ Ω,
and
∥∥Dn1f∥∥
L2(Ω)
is a norm on Wn10 (Ω).
Proof. Parts 1 to 4 follow directly from Theorem 147 with ε = 0 but with part 4 needing part 6 of Lemma
145.
Part 5 ∑
β≤2l1
(−1)|β|(2l1β ) (τ2m(β−l1)E0f)∧
=
 ∑
β≤2l1
(
2l1
β
)
(−1)|β| e−i2m(β−l1)ξ
 Ê0f
=
 ∑
β≤2l1
(
2l1
β
)
(−1)|β| ei2m(l1−β)ξ
 Ê0f
= e−i2ml1ξ
 ∑
β≤2l1
(
2l1
β
)
(−1)|β| ei2m(2l1−β)ξ
 Ê0f
= e−i2ml1ξ
 ∑
β≤2l1
(
2l1
β
)
(−1)|β| (ei2mξk)2l1−β
 Ê0f
= e−i2ml1ξ
(−1+ (ei2mξk))2l1 Ê0f
=
((−e−imξk)+ (eimξk))2l1 Ê0f
=
(
eimξk − e−imξk)2l1 Ê0f
= (2i)2ld
(
eimξk − e−imξk
2i
)2l1
Ê0f
= (2i)
2ld
(sinmξk)
2l1 Ê0f
= (2i)
2ld
(sinmξ1 sinmξ2 . . . sinmξd)
2l Ê0f,
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so that
Êf = (−1)ld (2ll )−d (2i)2ld (sinmξk)2l1 Ê0f
= (i)
2ld (2l
l
)−d
(2i)
2ld
(sinmξk)
2l1 Ê0f
= 4ld
(
2l
l
)−d
(sinmξk)
2l1 Ê0f.
Part 6 ??
(Ef, g)w,0 =
∫
wÊf ĝ = 4ld
(
2l
l
)−d ∫
w (sinmξk)
2l1 Ê0f ĝ =
= 4ld
(
2l
l
)−d ∫ ξ2n1
(sin ξk)
2l1
(sinmξk)
2l1 Ê0f ĝ =
= 4ld
(
2l
l
)−d ∫
ξ2n1Ê0f
(
sinmξk
sin ξk
)2l1
ĝ
= 4ld
(
2l
l
)−d ∫
ξ2n1Ê0f B̂2l1m g
= 4ld
(
2l
l
)−d ∫ ̂E0Dn1f ̂Dn1B2l1m g
= 4ld
(
2l
l
)−d ∫
Ω
Dn1f Dn1B2l1m g.
In one dimension
sinms
sin s
=
(
eis
)m − (e−is)m
eis − e−is =
m∑
k=0
(
eis
)m−k (
e−is
)k
.
sinms
sin s
ĝ =
m∑
k=0
(
eis
)m−k (
e−is
)k
ĝ.
But (τkg)
∧
= e−ikξ ĝ so
sinms
sin s
ĝ =
m∑
k=0
(
eis
)m−k
τ̂kg =
(
m∑
k=0
τ2k−mg
)∧
= B̂2lmg.
Part 7 Let g = Rx in part 6.
Remark 151
1. Noting part 4 of Lemma 146, when l is even the operator δl12 can be used instead of δ
2l1
2 to construct an
extension E :Wn1 (Ω)→ X0ws which can be used below.
2. The mappings in Figure 2.4 which are used to define the extension E are independent of n ≤ l.
3. ?? Calculate the Hilbert space adjoint of E?
Noting Definition 130:
Theorem 152 We have τa : X
0
w (Ω)→ X0w (τaΩ) is an isometric isomorphism.
Proof. We use the translation operator facts that for all b ∈ Rd, τbX0w = X0w and
τbrΩf = rτbΩτbf. (2.115)
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Hence
‖τaf‖w,0;τaΩ = inf
{
‖u‖w,0 : u ∈ X0w, rτaΩu = τaf
}
= inf
{
‖u‖w,0 : u ∈ X0w, τ−arτaΩu = f
}
= inf
{
‖u‖w,0 : u ∈ X0w, rΩτ−au = f
}
= inf
{
‖u‖w,0 : u ∈ X0w, rΩτ−au = f
}
= inf
{
‖v‖w,0 : τav ∈ X0w, rΩv = f
}
= inf
{
‖v‖w,0 : v ∈ τ−aX0w, rΩv = f
}
= inf
{
‖v‖w,0 : v ∈ X0w, rΩv = f
}
= ‖f‖w,0;Ω
Theorem 153 Suppose that w is a weight function with property W02 or W03. Then if λ. > 0:
1. The dilation σλ : X
0
w → X0σ1/λw is a homeomorphism with inverse σ1/λ and operator norm
∣∣λ1∣∣.
2. Also σλ : X
0
w (Ω)→ X0σ1/λw (λ.Ω) is a homeomorphism with inverse σ1/λ and operator norm
∣∣λ1∣∣.
Proof. Part 1 Note part 8 of Remark 2. From part 12 of Summary 683 (σλf)
∧ =
∣∣λ1∣∣ σ1./λf̂ , where σλf (x) :=
f (x./λ). Thus
‖σλu‖2w,0 =
∫
w (ξ) |σ̂λu (ξ)|2 dξ
=
∫
w (ξ)
∣∣∣∣λ1∣∣ û (λ.ξ)∣∣2 dξ
=
∫
w (ξ)
(
λ1
)2 |û (λ.ξ)|2 dξ
: η = λ.ξ, dξ =
1
|λ1|dη ⇒
=
∫
w (η./λ)
(
λ1
)2 |û (η)|2 1|λ1|dη
=
∣∣λ1∣∣ ∫ w (η./λ) |û (η)|2 dη
Part 2 ??
Corollary 154 Let ws be an extended B-spline weight function on Rd with parameters n and l. Suppose Ω is a
bounded region with the rectangle or segment property.
Then Wn1 (Ω) →֒ X0σλws (Ω) where σλ is any scalar dilation operator.
Proof. By part 5b of Remark 144 the rectangle condition implies the segment property. Under this condition
Theorem 147 showed that a continuous extension E :Wn1 (Ω) →֒ X0w exists for the extended B-splines. Now by
Definition 139, rΩE : W
n1 (Ω) → X0w (Ω) is a continuous inclusion. Since λΩ also has the segment property we
also have Wn1 (λΩ) →֒ X0ws (λΩ), and an application of the mapping result of part 2 of Theorem 153 and part 1
of Lemma 145 enables us to write
Wn1 (Ω)
σλ−→Wn1 (λΩ) →֒ X0ws (λΩ)
σ1/λ−→ X0σλws (Ω) ,
which proves this corollary.
Observe that the local space X0w (Ω) can be regarded as the set of data functions for the minimal norm
interpolation problem where the data is contained in Ω, and Corollary 154 proves that Wn1 (Ω) ⊂ X0w (Ω) for
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scaled extended B-splines. The minimum norm interpolation problem can be defined in terms of extensions of
these spaces to Rd and the matrix equation for the interpolant only uses values of the data function on Ω.
Thus Wn1 (Ω) is the source of all data functions for the interpolation problem when w is a scaled
extended B-spline weight function.
The last corollary will now be strengthened to characterize the data functions for the minimal norm interpo-
lation problem for scaled extended B-splines.
Lemma 155 Suppose ws is an extended B-spline weight function with parameters n and l, and Ω is a bounded
region with the rectangle or segment property.
Then X0σλws (Ω) →֒ Wn1 (Ω) where σλ is any scalar dilation operator.
Proof. Suppose v ∈ X0ws (Ω) and let ve be any extension of v to X0ws . Noting that n ≤ l, if α ≤ n we have
‖ve‖2ws,0 =
∫
ws
∣∣v̂e∣∣2 = ∫ s2n1
(sin si)
2l1
∣∣v̂e (s)∣∣2 ds = ∫ s2α s2(n1−α)
(sin si)
2l1
∣∣v̂e (s)∣∣2 ds
≥
∫
s2α
s2(n1−α)
(sin si)
2(n1−α)
∣∣v̂e (s)∣∣2 ds
≥
∫
s2α
∣∣v̂e (s)∣∣2 ds
=
∫ ∣∣∣D̂αve (s)∣∣∣2 ds
=
∫
|Dαve (t)|2 dt
≥ ‖Dαv‖2L2(Ω) ,
and so Dαv ∈ L2 (Ω) for α ≤ n1, which means v ∈ Wn1 (Ω) since v ∈ L2 (Ω). Further, the definition 2.89 of
the norm on X0ws (Ω) implies ‖Dαv‖L2(Ω) ≤ ‖v‖ws,0;Ω when α ≤ n1, verifying that X0ws (Ω) →֒Wn1 (Ω).
By part 5b of Remark 144 the rectangle condition implies the segment property.
Since λΩ also has the segment property the operator EλΩ is also defined . Hence X0ws (λΩ) →֒ Wn1 (λΩ) and
an application of part 2 of Theorem 153 and part 1 of Lemma 145 enables us to write
X0σλws (Ω)
σλ−→ X0ws (λΩ) →֒ Wn1 (λΩ)
σ1/λ−→ Wn1 (Ω) ,
which proves this corollary.
We now have our main result:
Theorem 156 Suppose ws is an extended B-spline weight function with parameters n, l and Ω ⊂ Rd is a bounded
region with the rectangle or segment property. Then for any dilation operator σλ:
1. Wn1 (Ω) = X0σλws (Ω) as sets and their norms are equivalent.
2. X0σλws (Ω) →֒ rΩC(n−1)1B .
Proof. First note that the rectangle property implies the segment property.
Part 1 This follows directly from Lemma 155 and Corollary 154.
Part 2 From part 5 of Lemma 145, X0ws (Ω) →֒ rΩC(n−1)1B .
From part 1, X0ws (Ω) =W
n1 (Ω) = X0σλws (Ω) as sets so X
0
σλws (Ω) ⊂ rΩC(n−1)1B .
Also from part 1, X0ws (Ω) and X
0
σλws
(Ω) must have equivalent norms so X0σλws (Ω) →֒ rΩC
(n−1)1
B .
Recall that for arbitrary K closed the Hilbert space
(
X0ws
)
K
=
{
f ∈ X0w : supp f ⊆ K
}
was introduced in
Definition 48.
Corollary 157 The mapping Eι : X0ws (Ω)→
(
X0ws
)
c+m(2l+1)[−1,1]d is a continuous extension.
Here ι : X0ws (Ω) → Wn1 (Ω) is the continuous inclusion operator of Lemma 155 and E : Wn1 (Ω) → X0ws is
the continuous extension operator of Theorem 147.
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Proof. From parts 4 and 5 of Theorem 147, E :Wn1 (Ω)→ X0ws with suppEf ⊂ c+m (2l + 1) [−1, 1]d so that
E :Wn1 (Ω)→ (X0ws)c+m(2l+1)[−1,1]d is continuous. Clearly Eιf = Ef = f on Ω.
Remark 158 ?? Can the Exact smoother problem be formulated locally on
(
X0ws
)
c+m(2l+1)[−1,1]d? Yes, because
the support of the Exact smoother lies in this space? ?? Minimize the smoother on rangeEι?
Since Gs has bounded support it follows that for sufficiently large m, W
Ω
Gs
⊂ (X0ws)c+m(2l+1)[−1,1]d . Hence, for
such an m,
SXf = argmin
f∈(X0ws)c+m(2l+1)[−1,1]d
Js [f ] ∈ WΩGs ⊂
(
X0ws
)
c+m(2l+1)[−1,1]d .
Define
SΩXF := rΩSXr∗ΩF.
Note that 2.90 implies r∗ΩrΩg = g when g ∈ WΩGs . Hence
r∗ΩSΩXF = SXr∗ΩF.
?? Also, from Corollary 143, r∗ws;Ω : X
0
ws (Ω) →
(
X0ws
)
Ω+suppGs
is a continuous extension operator with∥∥r∗ws;Ω∥∥op = 1. Hence
SXf = argmin
f∈(X0ws)Ω+suppGs
Js [f ] ∈ WΩGs ⊂
(
X0ws
)
Ω+suppGs
.
Consider (SXf − f, g)w,0 where f, g ∈
(
X0ws
)
Ω+suppGs
?
Also (SΩXF − F, F ′)w,0;Ω = (rΩSXr∗ΩF − F, F ′)w,0;Ω = (r∗ΩrΩSXr∗ΩF − r∗ΩF, r∗ΩF ′)w,0
= (SXr∗ΩF − r∗ΩF, r∗ΩF ′)w,0 .
??
Remark 159 ??? Characterize Wn10 (Ω)
′
(see characterization of Wn0 (Ω)
′
).
p62 of Adams and Fournier [5] - W−m,p
′
(Ω).
Compare this to
(
X0ws
)′
and X01/ws .
Theorem 160 ?? FIX! Suppose that for some integers n, l > 0,
C1 (sin ξk)
4l1 ≤ (1 + ξ.ξ)
n1
w
≤ C2.
Suppose also that Ω has the segment property or uniform rectangle property.
Then X0w (Ω) ≃ Hn1 (Ω).
?? What about the converse?
Proof. Refer to Figure 2.6.
First note that the uniform property implies the segment property.
?? Theorem 343 and the second inequality imply X0w
ι→֒ Hn1 with the embedding ι having operator norm
‖ι‖ =
∥∥∥ (1+ξ.ξ)n1w(ξ) ∥∥∥1/2∞ . ??
By Theorem 141 there exists a continuous extension operator Ew := r
∗
Ω, Ew : X
0
w (Ω)→ X0w so the continuous
operator ιΩ = rΩιEw is an embedding.
From Definition 135 we know that Wn1 is a data function space and hence by Theorem 141 there exists a
continuous extension operator En := r
∗
Ω, En :W
n1 (Ω)→Wn1 with ‖En‖op = 1.
2.9.2 A larger class of weight functions
In Theorem 156 it was shown that Wn1 (Ω) = X0w (Ω) setwise where w is the scaled extended B-spline weight
function with parameters n and l, and Ω ⊂ Rd is a bounded region with the segment (Definition 136) or uniform
rectangle property (Definition 636). Here we will extend the class of weight functions to which this Wn1 (Ω)
characterization applies, although it still essentially only applies to tensor product weight functions.
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FIGURE 2.6. ?? ADD BLAH!
The class of weight functions will be extended for the express purpose of including the central difference weight
functions which will be introduced in Chapter 5. This will be done by generalizing the central difference operator
δ2l12 , or δ
l1
2 if l is even, to a convolution operator.
The central difference operators δl12 , δ
2l1
2 have the properties δ̂
l1
2 u (ξ) = (2i sin ξk)
l1
û (ξ) and δ̂2l12 u (ξ) =
(2i sin ξk)
2l1
û (ξ), so that when multiplied by the weight function the zeros of the sines can be used to cancel out
the weight function poles, as in the proof of part 2 of Theorem 131, leaving a function of polynomial increase of
at most n. This ensures the continuity of δl12 , δ
2l1
2 :W
n1 → X0w; so (2i sin ξk)l1 and (2i sin ξk)2l1 are examples of
g below and this motivates condition 2.118. It was also shown in Lemma 146 that f ∈Wn1 and supp f ⊂ [−1, 1]d
implies
(−1)ld (2l1l1 )−dδ2l12 f = f +A2lf, where suppA2lf ⊂ Rd \ [−1, 1]d ,
and when l is even:
(−1)ld ( l1l
21
)−d
δl12 f = f +Alf, where suppAlf ⊂ Rd \ [−1, 1]d ,
and these examples motivate assumption 2.120 below.
Suppose
η ∈ S′, supp η ⊂ Rd \ 2 (−1, 1)d , η̂ ∈ L1loc. (2.116)
Then we define
χ = η + (2π)
d/2
δ, (2.117)
which implies χ ∈ S′ and χ̂ ∈ L1loc. Suppose also that there is a constant Cχ ≥ 0 and a positive integer n such
that
w (ξ) |χ̂ (ξ)|2 ≤ Cχwn (ξ) a.e., (2.118)
where wn is the weight function defined by 2.97.
Then (χ∗)E0 maps Wn10 to X0w continuously since u ∈ Wn10 implies (χ∗)E0u ∈ S′ and thus χ̂ ∗ E0u = χ̂Ê0u ∈
L1loc so that
‖(χ∗) E0u‖2w,0 =
∫
w
∣∣∣ ̂(χ∗)E0u∣∣∣2 = ∫ w ∣∣∣χ̂Ê0u∣∣∣2 ≤ Cχ ∫ d∏
k=1
(
1 + ξ2k
)n ∣∣∣Ê0u∣∣∣2 =
= Cχ ‖E0u‖2Wn1 = Cχ ‖u‖2Wn10 . (2.119)
Also, if u ∈Wn10
(
(−1, 1)d
)
then
supp ((χ∗) E0u− E0u) = supp (η ∗ E0u) ⊂ supp η + supp E0u ⊂ Rd \ (−1, 1)d , (2.120)
which means that (χ∗)E0 :Wn10
(
(−1, 1)d
)
→ X0w is a continuous extension and consequently
(χ∗) E0 :Wn10 (Ω)→ X0w is a continuous extension, (2.121)
when Ω ⊂ [−1, 1]d.
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Example 161 The operator δ2l12 Set (−1)ld
(
2l1
l1
)−d
δ2l12 E0u = (χ∗) E0u. Then
(−1)ld (2l1l1 )−dδ2l12 E0u = (2π)d/2 (−1)ld (2l1l1 )−dδ ∗ (δ2l12 E0u)
= (2π)
d/2
(
(−1)ld (2l1l1 )−dδ2l12 δ) ∗ E0u,
so that
χ = (2π)
d/2
(−1)ld (2l1l1 )−dδ2l12 δ ∈ E ′,
η = χ− (2π)d/2 δ
= (2π)
d/2
(
(−1)ld (2l1l1 )−dδ2l12 − 1) δ ∈ E ′,
and from 2.105
η = (−1)−ld (2ll )−d ∑
β≤2l1,β 6=l1
(−1)|β| (2l1β )τ2β−2lf,
so that supp η ⊂ Rd \ 2 (−1, 1)d. From 2.74,
χ̂ = (2π)
d/2
(−1)ld (2l1l1 )−dδ̂2l12 δ = (2π)d/2 (−1)ld (2l1l1 )−d (2i sin ξk)2l1 δ̂
= (−1)ld (2l1l1 )−d (2i sin ξk)2l1 .
The commutative diagram for the construction of the extension map E :Wn1 (Ω)→ X0w is now Figure 2.7:
FIGURE 2.7. Function spaces and mappings for defining the extension mapping E.
This diagram implies that
Ef = τcσm (χ∗) E0EΩ0;ε/mσ1/mτ−cf, f ∈Wn1 (Ω) . (2.122)
From the diagram we see that σm : X
0
w → X0w must be continuous where m ≥ 1 is an integer. This was proven
for the spline weight functions in part 4 of Theorem 131 and inspection of this proof shows that continuity still
holds if there exists an integer m ≥ 1 and a constant cm > 0 such that
w (ξ/m) ≤ cmw (ξ) , a.e. on Rd. (2.123)
Lemma 162 Suppose the weight function w has property W03 and satisfies 2.123. Then:
1. (cf. 2.73) The dilation operator σm : X
0
w → X0w is continuous. In fact,
‖σmf‖w,0 ≤
√
cmmd ‖f‖w,0 . (2.124)
If χ ∈ S′ and u ∈ E ′ then:
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2. σm (χ ∗ u) = m−d (σmχ) ∗ (σmu) and χ ∗ (σmu) = mdσm
((
σ1/mχ
) ∗ u) and,
3. τc (χ ∗ u) = χ ∗ (τcu) = (τcχ) ∗ u.
4. The operator σm (χ∗)E0 is a continuous linear mapping from Wn10
(
(−1, 1)d
)
to X0w and
‖σm (χ∗) E0u‖w,0 ≤
√
Cχcmmd ‖u‖Wn10 ((−1,1)d) , u ∈ W
n1
0
(
(−1, 1)d
)
.
5. If Σ is a region then∥∥σ1/mg∥∥Wn1(Σ) ≤ m− d2 max{1,mnd} ‖g‖Wn1(mΣ) , g ∈Wn1 (mΣ) .
Proof. Part 1
‖σmfd‖2w,0 =
∫
w (t)
∣∣∣σ̂mfd∣∣∣2 (t) dt = m2d ∫ w (t) ∣∣∣f̂d (mt)∣∣∣2 dt = md ∫ w (ξ/m) ∣∣∣f̂d (ξ)∣∣∣2 dξ
≤ cmmd
∫
w (ξ)
∣∣∣f̂d (ξ)∣∣∣2 dξ
= cmm
d ‖fd‖2w,0 .
Parts 2 and 3 Use the fact that χ ∗ u = (ûχ̂)∨.
Part 4 From 2.119 and part 1, continuity is guaranteed by
‖σm (χ∗) E0u‖w,0 ≤
√
cmmd ‖(χ∗) E0u‖w,0 ≤
√
Cχcmmd ‖E0u‖Wn1
≤
√
Cχcmmd ‖E0u‖Wn1((−1,1)d) .
Part 5 ∥∥σ1/mg∥∥2Wn1(Σ) = ∑
α≤n1
∥∥Dασ1/mg∥∥2L2(Σ) = ∑
α≤n1
m2|α|
∥∥σ1/mDαg∥∥2L2(Σ)
= max
{
1,m2nd
} ∑
α≤n1
∥∥σ1/mDαg∥∥2L2(Σ) ,
but ∥∥σ1/mDαg∥∥2L2(Σ) = ∫
Σ
|(Dαg) (mx)|2 dx = m−d
∫
mΣ
|Dαg|2 = m−d ‖Dαg‖2L2(mΣ) ,
so ∥∥σ1/mg∥∥2Wn1(Σ) ≤ m−dmax{1,m2nd} ∑
α≤n1
‖Dαg‖2L2(mΣ) .
Now we are ready to prove:
Theorem 163 Suppose the weight function w and region Ω satisfy:
1. w ∈ W03.
2. There exists χ ∈ S′ with properties 2.117 and 2.116 and also 2.118 holds for some integer n ≥ 1.
3. Ω is a bounded region with the segment property.
4. w satisfies 2.123 for some integer m ≥ 1.
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We can choose an open cube C with center c such that Ω ⊂ C and 1m (C − c) ⊂ [−1, 1]d. Choose ε > 0 such
that 0 < ε/m ≤ dist (Ω,Rd \ C) and let
Ω0 = σ1/mτ−cΩ =
1
m
(C − c) . (2.125)
Since Ω0 also has the segment property, by part 3 of Lemma 145 there exists a continuous extension operator
EΩ0;ε/m :Wm1
(
Ω0
)→Wm10 (Ω0ε/m). Next define the mapping E of Figure 2.7 by:
Ef := τcσm (χ∗) E0EΩ0;ε/mσ1/mτ−cf, f ∈ Wn1 (Ω) . (2.126)
Then E :Wn1 (Ω)→ X0w is a continuous linear extension such that
Ef = τcσm (χ∗)σ1/mτ−cE0EΩ;εf, f ∈ Wn1 (Ω) , (2.127)
and
suppEf ⊂ m supp η +Ωε ⊂ c+m
(
[−1, 1]d + supp η
)
. (2.128)
Regarding the continuity of E:
‖Ef‖w,0 ≤
√
Cχcmm
nd ‖EΩ;εf‖Wn10 (Ωε) ≤
√
Cχcmm
nd ‖EΩ;ε‖ ‖f‖Wn1(Ω) , f ∈Wn1 (Ω) . (2.129)
Proof. The relevant commutative diagram is Figure 2.7 and the relevant sets and mappings are given in Figure
2.5.
We first show that the mapping 2.126 makes sense:
1) From part 1 of Lemma 145, σ1/mτ−c :Wn1 (Ω)→Wn1
(
Ω0
)
is a homeomorphism.
2) The inclusion 2.125 implies Ω0 ⊂ [−1, 1]d and since 0 < ε < dist (Ω,Rd \ C), we have
0 < ε/m < dist
(
σ1/mτ−cΩ,Rd \ σ1/mτ−cC
)
i.e. 0 < ε/m < dist
(
Ω0,Rd \ (−1, 1)), and so Ω0ε/m ⊂ (−1, 1)d.
Hence by part 3 of Lemma 145, σ1/mτ−cf ∈ Wn1
(
Ω0
)
can be extended by the continuous operator EΩ0;ε/m to
Rd as a function in Wn10
(
Ω0ε/m
)
.
3) From 2.121, (χ∗)E0 :Wn10
(
(−1, 1)d
)
→ X0w is a continuous extension.
4) From part 1 of Lemma 162, τcσm : X
0
w → X0w is continuous.
These four results imply that E :Wn1 (Ω)→ X0w is continuous.
Next, part 3 of Lemma 145 enables us to write
Ef = τcσm (χ∗)E0EΩ0;ε/mσ1/mτ−cf = τcσm (χ∗)σ1/mτ−cE0EΩ;εf,
proving 2.127. From part 2 of Lemma 162, χ ∗ (σ1/mu) = m−dσ1/m ((σmχ) ∗)u so
Ef = τcσm (χ∗)σ1/mτ−cE0EΩ;εf = τcσmσ1/m
((
m−dσmχ
) ∗) τ−cE0EΩ;εf
= τc
((
m−dσmχ
) ∗) τ−cE0EΩ;εf
= τcτ−c
((
m−dσmχ
) ∗)E0EΩ;εf
=
(
m−dσmχ
) ∗ (E0EΩ;εf) . (2.130)
We will now show that the convolution operator
(
m−dσmχ
) ∗ is an extension operator by showing that it
satisfies the same conditions as χ i.e. 2.116, 2.117 and 2.118.
But
m−dσmχ− (2π)d/2 δ = m−dσm
(
η + (2π)
d/2
δ
)
− (2π)d/2 δ
= m−dσmη + (2π)
d/2
m−dσmδ − (2π)d/2 δ
= m−dσmη + (2π)
d/2
δ − (2π)d/2 δ
= m−dσmη,
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so that
supp
(
m−dσmχ− (2π)d/2 δ
)
= supp
(
m−dσmη
)
= supp (σmη)
= σm supp η
= m supp η.
Now 2.116 and m ≥ 1 imply
supp
(
m−dσmχ− (2π)d/2 δ
)
⊆ Rd \ 2m (−1, 1)d ,
which means that
(
m−dσmχ
) ∗ is an extension and hence that Ef = (m−dσmχ) ∗ (E0EΩ;εf) is an extension of
f beyond Ω.
Regarding the support of E:
suppEf = supp
(
m−dσmχ
) ∗ (E0EΩ;εf)
⊂ supp (m−dσmχ)+ supp (E0EΩ;εf)
= supp
(
m−dσmχ
)
+ supp EΩ;εf
⊂ supp (m−dσmχ)+Ωε
= supp (σmχ) + Ωε
= m suppχ+Ωε,
but from 2.117 i.e. χ = η + (2π)d/2 δ we have suppχ ⊂ supp η ∪ {0} ⊂ supp η so that
suppEf ⊂ m supp η +Ωε.
But Ωε ⊂ C and 1m (C − c) ⊂ [−1, 1]d implies Ωε ⊂ c+m [−1, 1]d and consequently
suppEf ⊂ m supp η +Ωε ⊂ c+m
(
[−1, 1]d + supp η
)
.
Regarding the continuity of E:(
m−dσmχ
)∧
(ξ) = m−d (σmχ)
∧
(ξ) = m−dmdχ̂ (mξ) = χ̂ (mξ) ,
and inequality 2.123 yields
w (ξ)
∣∣∣(m−dσmχ)∧ (ξ)∣∣∣2 = w (ξ) |χ̂ (mξ)|2 ≤ cmw (mξ) |χ̂ (mξ)|2
≤ cmCχ
d∏
k=1
(
1 +m2ξ2k
)n
≤ m2ndcmCχwn (ξ) .
Thus (
m−dσmχ
) ∗ :Wn10 ((−1, 1)d)→ X0w is a continuous extension.
Starting from 2.127, part 4 of Lemma 162 implies
‖Ef‖w,0 =
∥∥τcσm (χ∗)σ1/mτ−cE0EΩ;εf∥∥w,0
=
∥∥σm (χ∗)σ1/mτ−cE0EΩ;εf∥∥w,0
≤
√
Cχcmmd
∥∥σ1/mτ−cE0EΩ;εf∥∥Wn1
=
√
Cχcmmd
∥∥σ1/mτ−cE0EΩ;εf∥∥Wn1 ,
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and, since m ≥ 1, by part 5 of Lemma 162 and then part 1 of Lemma 145,
‖Ef‖w,0 ≤
√
Cχcmmdm
− d2 max
{
1,mnd
} ‖τ−cE0EΩ;εf‖Wn1
=
√
Cχcmm
nd ‖τ−cE0EΩ;εf‖Wn1
=
√
Cχcmm
nd ‖E0EΩ;εf‖Wn1
=
√
Cχcmm
nd ‖EΩ;εf‖Wn10 (Ωε) .
Finally, from part 3 of Lemma 145,
‖Ef‖w,0 ≤
√
Cχcmm
nd ‖EΩ;εf‖Wn10 (Ωε) ≤
√
Cχcmm
nd ‖EΩ;ε‖op ‖f‖Wn1(Ω) .
We now have a more general version of Corollary 154.
Corollary 164 Suppose the weight function w and bounded region Ω satisfy assumptions 1 to 4 of Theorem
163.Then Wn1 (Ω) →֒ X0σλw (Ω) where σλ is any scalar dilation operator.
Proof. In Theorem 163 a continuous extension E : Wn1 (Ω) →֒ X0w was constructed so that by Definition 139,
rΩE : W
n1 (Ω) → X0w (Ω) is a continuous inclusion. Since λΩ also permits one of the extension operators EλΩ
described in part 5 of Remark 144 we also have Wn1 (λΩ) →֒ X0w (λΩ), and an application of the dilation results
of part 4 of Theorem 131 and part 1 of Lemma 145 enables us to write
Wn1 (Ω)
σλ−→Wn1 (λΩ) →֒ X0w (λΩ)
σ−1λ−→ X0σλw (Ω) ,
which proves this corollary.
The next result characterizes the data functions locally.
Corollary 165 Local data functions Suppose the assumptions of Theorem 163 hold and we also assume that
there exist constants cα > 0 such that
w (ξ) ≥ cαξ2α, a.e. on Rd, for α ≤ n1, (2.131)
or equivalently: there exists a constant cw > 0 such that
w (ξ) ≥ cwwn (ξ) , a.e. on Rd, (2.132)
where the weight function wn is defined by 2.97. Then:
1. For each λ ∈ R1+, X0σλw (Ω) =Wn1 (Ω) as sets and the norms are equivalent.
2. X0σλw (Ω) →֒ rΩC
(n−1)1
B .
Proof. Part 1 Inspection of the proof of Lemma 155 reveals that it still holds when the weight function w
satisfies property 2.131. Hence X0σλw (Ω) →֒ Wn1 (Ω) where σλ is any scalar dilation operator. Also, by Corollary
164, Wn1 (Ω) →֒ X0σλw (Ω). These two results imply that X0σλw (Ω) = Wn1 (Ω) as sets and that the norms are
equivalent.
Part 2 From the proof of part 2 of Theorem 156, X0σλws (Ω) →֒ rΩC(n−1)1B .
Remark 166 Conditions 2.132 and 2.118 imply that |χ̂ (ξ)| ≤√Cχ/cw and hence that |η̂ (ξ)| ≤ 1 +√Cχ/cw.
Remark 167 Interpolated weight functions The results of this section can be applied to the interpolated
weight function w1−t1 w
t
2 introduced in Theorem 5 i.e. if both w1 and w2 satisfy the specified conditions then
w1−t1 w
t
2 also does for all t ∈ [0, 1].
Example 168 Tensor product weight functions and specifically central difference weight functions
These are studied in Section 5.5.
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2.9.3 Applications: local pointwise error estimates from global ones estimates
The characterizations of this section can be applied to global pointwise error estimates of the form
|Sf (x)− f (x)| ≤ c′ ‖f‖w,0 hs, x ∈ Ω, f ∈ X0w,
where S is the minimal norm interpolant operator or the Exact smoother operator of Chapter 7, s is the order
of convergence and h is the spherical cavity size of the data. Now if u ∈ W 1 (Ω), the extension operator E of
Theorem 147, and more generally of Theorem 163, can be applied to give the local estimate
|Su (x)− u (x)| = |SEu (x)− Eu (x)| ≤ c′ ‖Eu‖w,0 hs ≤ c′ ‖E‖ ‖u‖W1(Ω) hs.
See Remark 158 concerning the definition of the local smoothing operator SΩX .
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3
Local interpolation errors using tempered distribution
Taylor series
3.1 Introduction
In this chapter we will derive another set of pointwise error estimates for the interpolant which are then applied
to the Sobolev splines and the extended B-splines to obtain better convergence estimates.
We start by deriving a tempered distribution Taylor series expansion with a Fourier transform remainder
(3.10, 3.11) using a 1-dimensional Taylor series expansion applied to eiaξ. Several interesting,.weak Taylor series
expansions are derived, both global and local (Lemmas 170 to 174). Considering the cases κ < 1 and κ ≥ 1
separately the remainder is then estimated in terms of the Fourier transform norm ‖·‖w,0 and a factor involving
1/
√
w. In Section 3.3 general remainder estimates are obtained for the data functions generated by a radial weight
function. In Section 3.4 general remainder estimates are obtained for data functions generated by tensor product
weight functions. In this case reproducing kernel/Riesz representer techniques are used to bound the derivatives
near the origin e.g. 3.53.
In the next two sections these remainder estimates are used to derive global and local orders of convergence
formulas for the interpolant, with separate sections being devoted to the cases κ < 1 and κ ≥ 1 respectively. The
case κ < 1 does not make (explicit) use of unisolvency. The κ ≥ 1 case uses the techniques of multipoint Taylor
series expansions combined with Lagrange interpolation on minimal unisolvent sets of data points. These results
are applied to the radial Sobolev splines and the tensor product extended B-splines and these are summarized
in Table 3.1 for κ < 1 and Table 3.2 for κ ≥ 1.
3.2 Pointwise Taylor series remainder estimates for data functions
We start by deriving the tempered distribution Taylor series expansion 3.10 with Fourier transform remainder
3.11 by means of the 1-dimensional Taylor series expansion A.15 applied to eiaξ. The Fourier transform is used
to form ‖·‖w,0 and estimates are derived by means of Young’s convolution inequality.
Indeed, for x ∈ R1,
ex =
∑
k≤n
xn
n!
+ (Rn+1ex) (0, x) =
∑
k≤n
xk
k!
+
xn+1
n!
∫ 1
0
(1− t)n (Dn+1es) (tx) dt
=
∑
k≤n
xk
k!
+
xn+1
n!
∫ 1
0
(1− t)n etxdt,
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so that if we define gn by
gn (t) =
 0, t < 0,(1− t)n , 0 ≤ t ≤ 1,
0, t > 1,
n = 0, 1, 2, . . . , (3.1)
it follows that
eix =
∑
k≤n
(ix)
k
k!
+
(ix)
n+1
n!
∫ 1
0
(1− t)n eitxdt =
∑
k≤n
(ix)
k
k!
+
(ix)
n+1
n!
∫ 1
0
gn (t) e
itxdt
=
∑
k≤n
(ix)
k
k!
+
√
2π
n!
(ix)n+1 ĝn (x)
=
∑
k≤n
(ix)
k
k!
+
√
2π
n!
(ix)
n+1 ∨
gn (x) , (3.2)
and
∨
gn (x) =
n!√
2π
eix −∑k≤n (ix)kk!
(ix)
n+1 .
Also, for a, ξ ∈ Rd,
eiaξ =
∑
k≤n
(iaξ)
k
k!
+
(iaξ)
n+1
n!
∫ 1
0
(1− t)n eitaξdt
=
∑
k≤n
(iaξ)
k
k!
+
√
2π
n!
(iaξ)
n+1
ĝn (aξ) . (3.3)
Clearly
gn (t) = (1− t)n−k gk (t) .
More properties of gn and ĝn are:
Lemma 169 The function gn given by 3.1 has the following properties:
1. ‖gn‖1 = 1n+1 and ‖gn‖2 = 1√2n+1 .
2. ĝn ∈ C∞B and
|ĝn (t)| ≤ 1√
2π
1
n+ 1
, n = 0, 1, 2, . . . (3.4)
3.
Dgn =
{
δ − δ (· − 1) , n = 0,
−ngn−1 + δ, n = 1, 2, 3 . . . ,
and
D̂gn =
{
2i√
2pi
e−it/2 sin t2 , n = 0,
−nĝn−1 + 1√2pi , n = 1, 2, 3 . . . .
(3.5)
4. If we define
cn = 2+
1
n+ 1
, n = 0, 1, 2, . . . , (3.6)
then
|ĝn (t)| ≤ cn√
2π
1
1 + |t| , t ∈ R
1, n = 0, 1, 2, . . . (3.7)
5. For each a ∈ Rd such that a 6= 0 we have ĝn (aξ) ∈ C∞B
(
Rd
)
.
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6. ∥∥∥gn ∗ D˜gn∥∥∥
1
≤
{ 2√
2pi
, n = 0,(
1 + 1√
2pi
)
1
n+1 , n ≥ 1.
7.
(−1)k
n!
Dkgn =
gn−k
(n− k)! −
δ
(n− k + 1)! +
Dδ
(n− k + 2)! − . . .+ (−1)
k D
k−1δ
n!
, k ≤ n.
(−1)n+1
n!
Dn+1gn = δ (· − 1)− δ + Dδ
1!
− D
2δ
2!
+ . . .+ (−1)n+1 D
nδ
n!
.
8.
̂Dn+j+1gn (t) = (−1)n+j+1 n!√
2π
(−it)j
(
e−it −
n∑
k=0
(−it)k
k!
)
, j, n ≥ 0,
and ∣∣∣ ̂Dn+j+1gn (t)∣∣∣ ≤ n!√
2π
|t|j
(
1 +
n∑
k=0
|t|k
k!
)
, j, n ≥ 0,
and
̂Dn+j+1gn ∈ C∞BP ∩ C∞∅,n+j+1.
Proof. Part 1 A simple calculation.
Part 2 Since gn is a distribution with bounded support, ĝn ∈ C∞BP and the estimates 3.4 follow directly from
the formula, ĝn (t) =
1√
2pi
∫ 1
0
e−ist (1− s)n ds.
Part 3 If n = 0 then Dg0 = {Dg0}+ δ − δ (· − 1) = 0 + δ − δ (· − 1).
Hence D̂g0 = δ̂ − ̂δ (· − 1) = 1√2pi
(
1− e−it) = 2i√
2pi
e−it/2
(
eit/2−e−it/2
2i
)
= 2i√
2pi
e−it/2 sin t2 .
If n ≥ 1 then Dgn = {Dgn}+ δ = −n (1− t)n−1 g0 + δ = −ngn−1 + δ.
Part 4 Suppose n ≥ 1. Then from part 3 and then part 2:
|t|
∣∣∣ĝn (t)∣∣∣ = ∣∣∣D̂gn (t)∣∣∣ ≤ { 2√2pi , n = 0,n ∣∣ĝn−1 (t)∣∣+ 1√2pi , n ≥ 1,
≤ 2√
2π
,
so that
(1 + |t|)
∣∣∣ĝn (t)∣∣∣ ≤ ∣∣∣ĝn (t)∣∣∣+ 2√
2π
≤ 1√
2π
(
2 +
1
n+ 1
)
=
cn√
2π
.
Part 5 True since ĝn ∈ C∞B
(
R1
)
.
Part 6 From part 3,
Dgn =
{
δ − δ (· − 1) , n = 0,
−ngn−1 + δ, n = 1, 2, 3 . . . .
Hence ∥∥∥g0 ∗ D˜g0∥∥∥
1
= ‖g0 ∗ (δ − δ (− · −1))‖1 =
1√
2π
‖g0 − g0 (·+ 1)‖1
=
1√
2π
(‖g0‖1 + ‖g0 (·+ 1)‖1)
=
1√
2π
(‖g0‖1 + ‖g0 (·+ 1)‖1)
=
2√
2π
‖g0‖1
≤ 2√
2π
,
130 3. Local interpolation errors using tempered distribution Taylor series
and if n ≥ 1,
∥∥∥gn ∗ D˜gn∥∥∥
1
= ‖gn ∗ (−ng˜n−1 + δ)‖1
=
∥∥∥∥−ngn ∗ g˜n−1 + 1√2πgn
∥∥∥∥
1
≤ n ‖gn ∗ g˜n−1‖1 +
1√
2π
‖gn‖1
≤ n ‖gn‖1 ‖g˜n−1‖1 +
1√
2π
‖g˜n‖1
= n ‖gn‖1 ‖gn−1‖1 +
1√
2π
‖gn‖1
≤ n 1
n (n+ 1)
+
1√
2π
1
n+ 1
=
(
1 +
1√
2π
)
1
n+ 1
.
Part 7 From part 3, Dgn = −ngn−1 + δ. Hence
D2gn = −nDgn−1 +Dδ = −n (− (n− 1) gn−2 + δ) +Dδ = n (n− 1) gn−2 − nδ +Dδ.
D3gn = n (n− 1)Dgn−2 − nDδ +D2δ = n (n− 1) (− (n− 2) gn−3 + δ)− nDδ +D2δ =
= −n (n− 1) (n− 2) gn−3 + n (n− 1) δ − nDδ +D2δ,
and in general
(−D)k gn = n!
(n− k)!gn−k −
n!
(n− k + 1)!δ +
n!
(n− k + 2)!Dδ − . . .+ (−1)
kDk−1δ, k ≤ n.
(−1)k
n!
Dkgn =
gn−k
(n− k)! −
δ
(n− k + 1)! +
Dδ
(n− k + 2)! − . . .+ (−1)
k D
k−1δ
n!
, k ≤ n.
(−1)n
n!
Dngn = g0 − δ
1!
+
Dδ
2!
− . . .+ (−1)n D
n−1δ
n!
.
(−1)n
n!
Dn+1gn = Dg0 − Dδ
1!
+
D2δ
2!
− . . .+ (−1)n D
nδ
n!
= δ − δ (· − 1)− Dδ
1!
+
D2δ
2!
− . . .+ (−1)n D
nδ
n!
.
Part 8 From 3.2,
eix =
∑
k≤n
(ix)
k
k!
+
√
2π
n!
(ix)n+1
∨
gn (x) .
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Thus
(ix)
j
eix =
∑
k≤n
(ix)j+k
k!
+
√
2π
n!
(ix)
n+j+1 ∨
gn (x) ;
(ix)
j
eix =
∑
k≤n
(ix)
j+k
k!
+
√
2π
n!
(ix)
n+j+1
ĝn (−x) ;
(−it)j e−it =
∑
k≤n
(−it)j+k
k!
+
√
2π
n!
(−it)n+j+1 ĝn (t) ;
(−it)j e−it =
∑
k≤n
(−it)j+k
k!
+
√
2π
n!
(−1)n+j+1 ̂Dn+j+1gn (t) ;
̂Dn+j+1gn (t) = (−1)n+j+1 n!√
2π
(−it)j e−it −∑
k≤n
(−it)j+k
k!
 ;
̂Dn+j+1gn (t) = (−1)n+j+1 n!√
2π
(−it)j
e−it −∑
k≤n
(−it)k
k!
 .
Clearly ̂Dn+j+1gn (t) ∈ C∞BP . Since (−it)j ∈ C∞∅,j and e−it −
∑
k≤n
(−it)k
k! ∈ C∞∅,n+1 we have ̂Dn+j+1gn (t) ∈
C∞∅,n+j+1.
A simple estimate is ∣∣∣ ̂Dn+j+1gn (t)∣∣∣ ≤ n!√
2π
|t|j
1 +∑
k≤n
|t|k
k!
 .
Thus if f ∈ S′ and ξ is the action variable when a. 6= 0 we can write 3.3 aseiaξ −∑
k≤n
(iaξ)
k
k!
 f̂ = √2π
n!
(iaξ)
n+1
ĝn (aξ) f̂ , (3.8)
or on using the first of the multi-index identities A.2,
(aξ)
k
k!
=
∑
|β|=k
aβξβ
β!
,
dk
k!
=
∑
|β|=k
1
β!
, (3.9)
we get f (·+ a)−∑
k≤n
(aD)
k
k!
f
∧ =
f (·+ a)− ∑
|β|≤n
aβ
β!
Dβf
∧ = √2π
n!
(iaξ)
n+1
ĝn (aξ) f̂ ,
which implies the tempered distribution Taylor series expansion
f (·+ a)−
∑
|β|≤n
aβ
β!
Dβf = f (·+ a)−
∑
k≤n
(aD)k
k!
f = (Rn+1f) (·, a) , f ∈ S′, (3.10)
where
(Rn+1f) (·, a) :=
√
2π
n!
(
(iaξ)n+1 ĝn (aξ) f̂
)∨
, f ∈ S′, n = 0, 1, 2, . . . (3.11)
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Suppose f ∈ C(n)B and (aD)n+1 f ∈ L1. For clarity set u = (aD)n+1 f where D = (Dk)dk=1, so that
(iaξ)n+1 ĝn (aξ) f̂ (ξ) = ĝn (aξ) û (ξ) =
1√
2π
∫ 1
0
eisaξgn (s) û (ξ) ds
=
1√
2π
∫ 1
0
gn (s)Fx [u (x+ sa)] (ξ) ds
=
1√
2π
Fx
[∫ 1
0
gn (s)u (x+ sa) ds
]
(ξ) ,
because u = (aD)
n+1
f ∈ L1 implies the Fourier transform can be transposed allowing an application of
Fubini’s theorem. Thus
(Rn+1f) (x, a) = 1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(x+ sa) ds, f ∈ C(n)B , (aD)n+1 f ∈ L1. (3.12)
If, in addition, (âD)
n+1
f ∈ L∞ ([x, x+ a]) where â = a/ |a| then
|(Rn+1f) (x, a)| ≤ 1
n!
∥∥∥(aD)n+1 f∥∥∥
∞
∫ 1
0
gn (s) ds
=
(
1
(n+ 1)!
∥∥∥(âD)n+1 f∥∥∥
∞,[x,x+a]
)
|a|n+1 .
Thus we have proved the global result:
Lemma 170 Suppose f ∈ C(n)BP
(
Rd
)
and in the distribution sense (aD)
n+1
f ∈ L1 (Rd) when |a| = 1.
Then
f (·+ a)−
∑
k≤n
(aD)
k
k!
f =
1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(x+ sa) ds, a, x ∈ Rd. (3.13)
We can easily weaken the condition (bD)
n+1
f ∈ L1 (Rd) to (bD)n+1 f ∈ L1loc (Rd) and obtain:
Lemma 171 Suppose f ∈ C(n)BP
(
Rd
)
and in the distribution sense (aD)
n+1
f ∈ L1loc
(
Rd
)
when |a| = 1. Then
for all a, (Rn+1f) (·, a) ∈ L1 uniformly and
f (·+ a)−
∑
k≤n
(aD)
k
k!
f =
1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(·+ sa) ds a.e. on Rd. (3.14)
Proof. Choose arbitrary x and a. Lemma 37 then tells us that we can choose φ ∈ C∞0 such φ = 1 on a
neighborhood of the closed line segment [x, x + a]. Then φf ∈ C(n)BP and in the distribution sense (bD)n+1 (φf) ∈
L1 when |b| = 1. Thus 3.13 holds for φf i.e.
(φf) (x+ a)−
∑
k≤n
(aD)
k
k!
(φf) (x) =
1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
(φf)
)
(x+ sa) ds a.e.
consequently the remainder formula 3.14 holds for each x and a.
A further easy local generalization is:
Lemma 172 Suppose Ω ⊆ Rd is an open set, f ∈ C(n)BP (
) and in the distribution sense (bD)n+1 f ∈ L1loc (
)
when |b| = 1. Further, suppose that x, x+ a ∈ Ω and [x, x+ a] ⊂ Ω. Then
f (x+ a)−
∑
k≤n
(aD)
k
k!
f (x) =
1
n!
∫ 1
0
gn (s)
(
(aD)n+1 f
)
(x+ sa) ds. (3.15)
Proof. Lemma 37 tells us that we can choose φ ∈ C∞0 (Ω) such that φ = 1 on a neighborhood of the closed line
segment [x, x+ a]. Then φf ∈ C(n)BP and in the distribution sense (bD)n+1 (φf) ∈ L1 when |b| = 1. Thus 3.13
holds for φf and
(φf) (·+ a)−
∑
k≤n
(aD)
k
k!
(φf) =
1
n!
∫ 1
0
gn (s)
(
(aD)n+1 (φf)
)
(·+ sa) ds, on Rd.
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consequently 3.15 holds for the specific x and a.
Yet another global generalization is:
Lemma 173 Suppose f ∈ S′ and (aD)n+1 f ∈ L1 when |a| = 1. Then (Rn+1f) (·, a) ∈ L1 for all a, and in the
sense of distributions
f (·+ a)−
∑
k≤n
(aD)
k
k!
f =
1
n!
∫ 1
0
gn (s)
(
(aD)n+1 f
)
(·+ sa) ds, a ∈ Rd.
Proof. The assumption that f ∈ S′ yields 3.10 and 3.11. By inspection we then see that the subsequent
calculations still yield equation 3.12 for the remainder without making the assumption f ∈ C(n)BP . Further∣∣∣∣∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(x+ sa) ds
∣∣∣∣ ≤ ∥∥∥(aD)n+1 f∥∥∥1 ,
and the remainder is L1 for all a.
which in turn leads to the local result:
Lemma 174 ?? CHECK AGAIN - esp. last claim! ?? Suppose Ω ⊆ Rd is open and that when |b| = 1,
(bD)
k
f ∈ L1loc (
) when k ≤ n+ 1. Further, suppose that x, x+ a ∈ Ω and [x, x + a] ⊂ Ω.
Then in the sense of distributions
f (x+ a)−
∑
k≤n
(aD)k
k!
f (x)
a.e.
=
1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(x+ sa) ds. (3.16)
Also, (Rn+1f) (·, a) ∈ L1loc (Br (x)) where r = min {dist (x,Ωc) , dist (x+ a,Ωc)}.
Proof. Lemma 37 tells us that we can choose φ ∈ C∞0 such φ = 1 on a neighborhood of the closed line
segment [x, x+ a]. Then φf ∈ E ′ ⊂ S′ and, since (bD)k f ∈ L1loc (
) when k ≤ n + 1, in the distribution sense
(bD)
n+1
(φf) ∈ L1 when |b| = 1. Then Lemma 173 implies that in the distribution sense
(φf) (·+ b)−
∑
k≤n
(aD)
k
k!
(φf) =
1
n!
∫ 1
0
gn (s)
(
(bD)
n+1
(φf)
)
(·+ sb)ds, b ∈ Rd,
which means that
f (x+ a)−
∑
k≤n
(aD)
k
k!
f =
1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(x+ sa) ds,
as claimed.
The last claim ?? TRUE? ?? follows from the form of the left side of 3.16 and the fact that (bD)
k
f ∈ L1loc (
)
when k ≤ n+ 1 and |b| = 1.
The general remainder result 3.11 will now be specialized to the functions in X0w - see the remarks to this
theorem:
Theorem 175 Basic remainder estimates Suppose the weight function w has property W02 for some κ. Set
m = ⌊κ⌋ and â := a/ |a|. Then for all f ∈ X0w we have:
1. the weight function estimates: for all x, a ∈ Rd,
|(Rm+1f) (x, a)| ≤ cm
m!
(∫ |âξ|2κ
w (ξ)
dξ
)1/2
‖f‖w,0 |a|κ (3.17)
≤ cm
m!
(∫ |·|2κ
w
)1/2
‖f‖w,0 |a|κ ,
where cm is given by 3.6,
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2. and the following basis function estimate: for all x, a ∈ Rd,
|(Rm+1f) (x, a)| ≤
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
1/2 ‖f‖w,0 (3.18)
= (2π)
d
4
(
2G (0)−
m∑
k=0
1
k!
(
(aD)
k
G
)
(−a)−
m∑
k=0
1
k!
(−aD)kG (a)+
+
∑
j,k≤m
j+k>m
(−1)j
j!k!
(
(aD)
j+k
G
)
(0)

1
2
‖f‖w,0 . (3.19)
3. When m = 0 the basis function estimate of part 2 becomes
|(R1f) (x, a)| ≤ (2π)
d
4
√
2 (G (0)− ReG (a)) 12 ‖f‖w,0 , x, a ∈ Rd. (3.20)
4. For all m: suppose (aD)
2m+1
G ∈ L1 when |a| = 1. Then
|(Rm+1f) (x, a)| ≤ (2π)
d
4
√
(R2m+1G) (a) ‖f‖w,0 , x, a ∈ Rd, (3.21)
where
(R2m+1G) (a)
=
2m∑
k=m+1
1
k!
{(
R2m+1−k
(
(−aD)k G
))
(0, a) +
(
R2m+1−k
(
(aD)
k
G
))
(0,−a)
}
+
+ (R2m+1G) (a,−a) + (R2m+1G) (−a, a) (3.22)
= 2
∫ 1
0
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
((aD)2m+1ReG) (sa) ds. (3.23)
5. We have
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds = 1(2m+ 1) (m!)2 =
(
2m
m
)
(2m+ 1)!
. (3.24)
3.2 Pointwise Taylor series remainder estimates for data functions 135
Proof. Part 1 Since f ∈ X0w we have
√
wf̂ ∈ L2 and ‖f‖w,0 =
∥∥∥√wf̂∥∥∥
2
and so from 3.11 we proceed formally
forwards and then justify each step backwards to get:
|(Rm+1f) (x, a)| ≤
√
2π
m!
∥∥∥∥((iaξ)m+1 ĝm (aξ) f̂)∨∥∥∥∥
∞
=
√
2π
m!
∥∥∥∥∥
(
(aξ)
m+1
√
w
ĝm (aξ)
√
wf̂
)∨∥∥∥∥∥
∞
=
√
2π
m!
∥∥∥∥∥
(
(aξ)m+1√
w
ĝm (aξ)
)∨
∗
(√
wf̂
)∨∥∥∥∥∥
∞
(3.25)
≤
√
2π
m!
∥∥∥∥∥
(
(aξ)
m+1
√
w
ĝm (aξ)
)∨∥∥∥∥∥
2
∥∥∥∥(√wf̂)∨∥∥∥∥
2
(3.26)
=
√
2π
m!
∥∥∥∥∥ (aξ)m+1√w ĝm (aξ)
∥∥∥∥∥
2
∥∥∥√wf̂∥∥∥
2
(3.27)
=
√
2π
m!
(∫
(aξ)
2(m+1)
w (ξ)
|ĝm (aξ)|2 dξ
)1/2
‖f‖w,0 (3.28)
≤
√
2π
m!
∫ (aξ)2(m+1)
w (ξ)
(
cm/
√
2π
1 + |aξ|
)2
dξ
1/2 ‖f‖w,0 (3.29)
=
cm
m!
(∫
(aξ)
2(m+1)
w (ξ)
(
1
1 + |aξ|
)2
dξ
)1/2
‖f‖w,0
=
cm
m!
∫ |aξ|2κ
w (ξ)
(
|aξ|m+1−κ
1 + |aξ|
)2
dξ
1/2 ‖f‖w,0
≤ cm
m!
∫ |aξ|2κ
w (ξ)
(
(1 + |aξ|)m+1−κ
1 + |aξ|
)2
dξ
1/2 ‖f‖w,0
≤ cm
m!
(∫ |aξ|2κ
w (ξ)
dξ
)1/2
‖f‖w,0
=
cm
m!
(∫ |âξ|2κ
w (ξ)
dξ
)1/2
‖f‖w,0 |a|κ
≤ cm
m!
(∫ |·|2κ
w
)1/2
‖f‖w,0 |a|κ
<∞.
The last integral exists since w has property W02 for κ. Step 3.25 ⇔ 3.26 is Young’s estimate 2.62 for
convolutions when p = q = 2 and r = ∞. Step 3.26 ⇔ 3.27 is Plancherel’s theorem for L2 functions. Step
3.28⇔ 3.29 uses the estimates 3.7.
Part 2 Our starting point is inequality 3.28 of part 1 of this theorem:
|(Rm+1f) (x, a)| ≤
√
2π
m!
(∫
(aξ)
2(m+1)
w (ξ)
|ĝm (aξ)|2 dξ
)1/2
‖f‖w,0 .
The Taylor series expansion 3.3 can be rewritten
(iaξ)
m+1
ĝm (aξ) =
m!√
2π
(
eiaξ −
m∑
k=0
(iaξ)
k
k!
)
,
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so that
|(Rm+1f) (x, a)| ≤
√
2π
m!
(∫
(aξ)
2(m+1)
w (ξ)
|ĝm (aξ)|2 dξ
)1/2
‖f‖w,0
=
√
2π
m!
(∫ ∣∣∣(aξ)m+1 ĝm (aξ)∣∣∣2 Ĝ (ξ) dξ)1/2 ‖f‖w,0
=
√
2π
m!
∫ ∣∣∣∣∣ m!√2π
(
eiaξ −
m∑
k=0
(iaξ)
k
k!
)∣∣∣∣∣
2
Ĝ (ξ) dξ
1/2 ‖f‖w,0
=
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
1/2 ‖f‖w,0 ,
which proves 3.18. But∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
=
(
eiaξ −
m∑
l=0
(iaξ)l
l!
)(
eiaξ −
m∑
k=0
(iaξ)k
k!
)
=
(
e−iaξ −
m∑
l=0
(−iaξ)l
l!
)(
eiaξ −
m∑
k=0
(iaξ)
k
k!
)
= 1− e−iaξ
m∑
k=0
(iaξ)
k
k!
− eiaξ
m∑
l=0
(−iaξ)l
l!
+
m∑
k,l=0
(−iaξ)l
l!
(iaξ)
k
k!
= 1− e−iaξ
m∑
k=0
(iaξ)
k
k!
− eiaξ
m∑
l=0
(−1)l (iaξ)l
l!
+
m∑
l,k=0
(−1)l (iaξ)l+k
k!l!
,
and since we know that eiaξĜ (ξ) = (G (·+ a))∧ (ξ) and (iaξ)k Ĝ (ξ) =
(
(aD)
k
G
)∧
(ξ) it follows that∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
Ĝ
=
1− m∑
k=0
(iaξ)
k
k!
e−iaξ −
m∑
l=0
(−iaξ)l
l!
eiaξ +
m∑
l,k=0
(−1)l
k!l!
(iaξ)
l+k
 Ĝ
= Ĝ−
m∑
k=0
(iaξ)
k
e−iaξĜ
k!
−
m∑
l=0
(−iaξ)l eiaξĜ
l!
+
m∑
l,k=0
(−1)l
k!l!
(iaξ)l+k Ĝ
= Ĝ−
m∑
k=0
(iaξ)k ̂G (· − a)
k!
−
m∑
l=0
(−iaξ)l ̂G (·+ a)
l!
+
m∑
l,k=0
(−1)l
k!l!
(iaξ)l+k Ĝ
= Ĝ−
m∑
k=0
̂
(aD)k G (· − a)
k!
−
m∑
l=0
̂
(−aD)lG (·+ a)
l!
+
m∑
l,k=0
(−1)l
k!l!
̂
(aD)l+k G
=
G− m∑
k=0
(
(aD)kG
)
(· − a)
k!
−
m∑
l=0
(
(−aD)lG
)
(·+ a)
l!
+
m∑
l,k=0
(−1)l
k!l!
(aD)
l+k
G
∧ ,
and hence
(2π)
− d2
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
= G (0)−
m∑
k=0
(
(aD)
k
G
)
(−a)
k!
−
m∑
k=0
(
(−aD)kG
)
(a)
k!
+
m∑
l,k=0
(−1)l
k!l!
(
(aD)l+k G
)
(0) , (3.30)
3.2 Pointwise Taylor series remainder estimates for data functions 137
which proves 3.19 and this part.
Part 3 Substitute m = 0 in the RHS of inequality 3.19:
|(R1f) (x, a)| ≤ 2G (0)−G (a)−G (a)
= 2 (G (0)− ReG (a)) .
Part 4 Regarding the last term in 3.30:
m∑
l,k=0
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) =
∑
l+k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) +
∑
l+k>m
l,k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
(0)
=
m∑
q=0
∑
l+k=q
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) +
∑
l+k>m
l,k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
(0)
=
m∑
q=0
 ∑
l+k=q
(−1)l
k!l!
 ((aD)q G) (0) + ∑
l+k>m
l,k≤m
(−1)l
k!l!
(
(aD)l+k G
)
(0) ,
and since when q > 0,
∑
l+k=q
(−1)l
k!l!
=
∑
|α|=q
((−1)α1 1α2) (1α11α2)
α!
=
∑
|α|=q
(−1, 1)α (1, 1)α
α!
=
((−1, 1) · (1, 1))q
q!
=
= 0, (3.31)
we have
m∑
l,k=0
(−1)l
k!l!
(
(aD)l+k G
)
(0) = G (0) +
∑
l+k>m
l,k≤m
(−1)l
k!l!
(
(aD)l+k G
)
(0)
= G (0) +
2m∑
q=m+1
∑
l+k=q
l,k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
(0)
= G (0) +
2m∑
q=m+1
 ∑
l+k=q
l,k≤m
(−1)l
k!l!
 ((aD)q G) (0) ,
so that
(2π)
− d2
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
= 2G (0)−
m∑
k=0
(
(aD)
k
G
)
(−a)
k!
−
m∑
k=0
(
(−aD)k G
)
(a)
k!
+
∑
l+k>m
l,k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) .
But
∑
l+k>m
l,k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
=
2m∑
q=m+1
∑
l+k=q
l,k≤m
(−1)l
k!l!
(
(aD)
l+k
G
)
=
2m∑
q=m+1
 ∑
l+k=q
l,k≤m
(−1)l
k!l!
 (aD)q G,
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so that
(2π)
− d2
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
= 2G (0)−
m∑
k=0
(
(aD)
k
G
)
(−a)
k!
−
m∑
k=0
(
(−aD)k G
)
(a)
k!
+
+
2m∑
q=m+1
 ∑
l+k=q
l,k≤m
(−1)l
k!l!
 (aD)q G (0) . (3.32)
Since DαG ∈ L1 when |α| = 2m+ 1 we can apply 3.10 with remainder 3.13 to get
G (0) = G (a− a) =
2m∑
k=0
(
(−aD)kG
)
(a)
k!
+ (R2m+1G) (a,−a) ,
G (0) = G (−a+ a) =
2m∑
k=0
(
(aD)
k
G
)
(−a)
k!
+ (R2m+1G) (−a, a) ,
so that 3.32 becomes
(2π)
− d2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤m
(iaξ)
k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ
=
2m∑
k=m+1
(
(−aD)kG
)
(a)
k!
+
2m∑
k=m+1
(
(aD)k G
)
(−a)
k!
+
2m∑
q=m+1
 ∑
l+k=q
l,k≤m
(−1)l
k!l!
 (aD)q G (0)+
+ (R2m+1G) (a,−a) + (R2m+1G) (−a, a) . (3.33)
Since DαG ∈ L1 when |α| = 2m+ 1 we can apply 3.10 with remainder 3.13 to
(
(−aD)kG
)
(b) about b = 0 to
get (
(aD)
k
G
)
(b) =
2m−k∑
l=0
(
(bD)l (aD)kG
)
(0)
l!
+R2m+1−k
(
(aD)
k
G
)
(0, b) , 0 ≤ k ≤ 2m.
When b = −a we get
(
(aD)
k
G
)
(−a) =
2m−k∑
l=0
(−1)l
l!
(
(aD)
k+l
G
)
(0) +R2m+1−k
(
(aD)
k
G
)
(0,−a) , 0 ≤ k ≤ 2m, (3.34)
and when a→ −a and b = a we get(
(−aD)kG
)
(a)
=
2m−k∑
l=0
(
(aD)l (−aD)kG
)
(0)
l!
+R2m+1−k
(
(−aD)k G
)
(0, a)
=
2m−k∑
l=0
(−1)k
l!
(
(aD)
k+l
G
)
(0) +R2m+1−k
(
(−aD)k G
)
(0, a) , 0 ≤ k ≤ 2m. (3.35)
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Now substitute the Taylor series expansions 3.34 and 3.35 into the terms of the first and second summations
of 3.33 to get
2m∑
k=m+1
(
(−aD)k G
)
(a)
k!
=
2m∑
k=m+1
1
k!
(
2m−k∑
l=0
(−1)k
l!
(aD)
k+l
G (0) +R2m+1−k
(
(−aD)k G
)
(0, a)
)
=
2m∑
k=m+1
(−1)k
k!
2m−k∑
l=0
(aD)k+lG (0)
l!
+
2m∑
k=m+1
1
k!
R2m+1−k
(
(−aD)k G
)
(0, a)
=
2m∑
k=m+1
2m−k∑
l=0
(−1)k
k!l!
(aD)
k+l
G (0) + . . .
=
2m∑
q=m+1
∑
k+l=q
k≥m+1
(−1)k
k!l!
(aD)
k+l
G (0) + . . .
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
 (aD)q G (0) + . . .
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
 (aD)q G (0) + 2m∑
k=m+1
1
k!
R2m+1−k
(
(−aD)k G
)
(0, a) , (3.36)
and so
(
(aD)
k
G
)
(−a)
k!
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
 ((−aD)q G) (0) + 2m∑
k=m+1
1
k!
R2m+1−k
(
(aD)
k
G
)
(0,−a)
=
2m∑
q=m+1
(−1)q
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
 (aD)q G (0) + . . .
=
2m∑
q=m+1
(−1)q
 ∑
k+l=q
k≥m+1
(−1)−k
k!l!
 (aD)q G (0) + . . .
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)q−k
k!l!
 (aD)q G (0) + . . .
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)l
k!l!
 (aD)q G (0) + 2m∑
k=m+1
1
k!
R2m+1−k
(
(aD)
k
G
)
(0,−a) . (3.37)
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Substituting 3.36 and 3.37 into 3.33 gives
(2π)
− d2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤m
(iaξ)
k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
 (aD)q G (0) + 2m∑
k=m+1
1
k!
(
R2m+1
(
(−aD)k G
))
(0, a)+
+
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)l
k!l!
 (aD)q G (0) + 2m∑
k=m+1
1
k!
(
R2m+1
(
(aD)
k
G
))
(0,−a)+
+
2m∑
q=m+1
 ∑
l+k=q
l,k≤m
(−1)l
k!l!
 (aD)q G (0) + (R2m+1G) (a,−a) + (R2m+1G) (−a, a)
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
 (aD)q G (0) + 2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)l
k!l!
 (aD)q G (0)+
+
2m∑
q=m+1
 ∑
l+k=q
l,k≤m
(−1)l
k!l!
 (aD)q G (0)+
+
2m∑
k=m+1
1
k!
(
R2m+1−k
(
(−aD)k G
))
(0, a) +
2m∑
k=m+1
1
k!
(
R2m+1−k
(
(aD)
k
G
))
(0,−a)+
+ (R2m+1G) (a,−a) + (R2m+1G) (−a, a)
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
+ (−1)q
∑
k+l=q
k≥m+1
(−1)k
k!l!
+
∑
l+k=q
l,k≤m
(−1)l
k!l!
 (aD)q G (0) + (R2m+1G) (a) ,
i.e.
(2π)
− d2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤m
(iaξ)
k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ
=
2m∑
q=m+1
 ∑
k+l=q
k≥m+1
(−1)k
k!l!
+
∑
k+l=q
k≥m+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤m
(−1)l
k!l!
 (aD)q G (0) +R2m+1G (a) , (3.38)
where R2m+1G (a) was defined by 3.22 in the statement of part 4.
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Using 3.31 we get for m+ 1 ≤ q ≤ 2m,
∑
k+l=q
k≥m+1
(−1)k
k!l!
+
∑
k+l=q
k≥m+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤m
(−1)l
k!l!
=
∑
k+l=q
l≥m+1
(−1)l
k!l!
+
∑
k+l=q
k≥m+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤m
(−1)l
k!l!
=
∑
k+l=q
l≥m+1
(−1)l
k!l!
+
∑
k+l=q
k≥m+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤m
(−1)l
k!l!
=
∑
k+l=q
(−1)l
k!l!
= 0,
so that 3.38 becomes
(2π)−
d
2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤m
(iaξ)
k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ = R2m+1G (a) , (3.39)
which combined with 3.18 yields
|(Rm+1f) (x, a)| ≤
∫
∣∣∣∣∣∣eiaξ −
∑
k≤m
(iaξ)
k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ

1/2
‖f‖w,0
= (2π)
d
4
√
R2m+1G (a) ‖f‖w,0 ,
which proves 3.21.
Since G ∈ C(2m)B and (aD)2m+1G ∈ L1, Lemma 170 implies that
2m∑
k=m+1
1
k!
(
R2m+1−k
(
(−aD)k G
))
(0, a)
=
2m∑
k=m+1
1
k!
(
1
(2m− k)!
∫ 1
0
g2m−k (s)
(
(aD)2m+1−k (−aD)k G
)
(sa) ds
)
=
2m∑
k=m+1
1
k! (2m− k)!
∫ 1
0
(−1)k g2m−k (s)
(
(aD)
2m+1
G
)
(sa) ds
=
∫ 1
0
2m∑
k=m+1
(−1)k (1− s)2m−k
k! (2m− k)!
(
(aD)
2m+1
G
)
(sa) ds
=
∫ 1
0
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)!
(
(aD)
2m+1
G
)
(sa) ds
=
∫ 1
0
φ2m (s)
(
(aD)
2m+1
G
)
(sa) ds, (3.40)
where
φ2m (s) :=

0, m = 0,
m−1∑
j=0
(−1)j(1−s)j
j!(2m−j)! , m = 1, 2, 3, . . . ,
(3.41)
142 3. Local interpolation errors using tempered distribution Taylor series
and so a→ −a yields
2m∑
k=m+1
1
k!
(
R2m+1−k
(
(aD)
k
G
))
(0,−a) = 1
(2m)!
∫ 1
0
φ2m (s)
(
(−aD)2m+1G
)
(−sa) ds
=
−1
(2m)!
∫ 1
0
φ2m (s)
(
(aD)
2m+1
G
)
(−sa)ds
=
1
(2m)!
∫ 1
0
φ2m (s)
(
(aD)
2m+1
G
)
(sa)ds,
which means that
2m∑
k=m+1
1
k!
{(
R2m+1
(
(−aD)k G
))
(0, a) +R2m+1
(
(aD)
k
G
)
(0,−a)
}
=
1
(2m)!
∫ 1
0
φ2m (s)
(
(aD)
2m+1
G
)
(sa) ds+
1
(2m)!
∫ 1
0
φ2m (s)
(
(aD)
2m+1
G
)
(sa)ds
=
2
(2m)!
∫ 1
0
φ2m (s)
(
(aD)
2m+1
ReG
)
(sa) ds, (3.42)
Since G ∈ C(2m)B and (aD)2m+1G ∈ L1, Lemma 170 again implies that
(R2m+1G) (a,−a) = 1
(2m)!
∫ 1
0
g2m (s)
(
(−aD)2m+1G
)
(a− sa) ds
=
−1
(2m)!
∫ 1
0
g2m (s)
(
(aD)
2m+1
G
)
((1− s) a) ds
=
−1
(2m)!
∫ 1
0
(1− s)2m
(
(aD)
2m+1
G
)
((1− s) a) ds
=
1
(2m)!
∫ 0
1
t2m
(
(aD)
2m+1
G
)
(ta) dt
=
−1
(2m)!
∫ 1
0
t2m
(
(aD)
2m+1
G
)
(ta) dt,
and so a→ −a yields
(R2m+1G) (−a, a) = −1
(2m)!
∫ 1
0
t2m
(
(−aD)2m+1G
)
(−ta) dt
=
1
(2m)!
∫ 1
0
t2m
(
(aD)
2m+1
G
)
(−ta)dt (3.43)
=
−1
(2m)!
∫ 1
0
t2m
(
(aDx)
2m+1
(G (−x))
)
(ta) dt
=
−1
(2m)!
∫ 1
0
t2m
(
(aD)2m+1G
)
(ta) dt,
and hence
(R2m+1G) (a,−a) + (R2m+1G) (−a, a) = −2
(2m)!
∫ 1
0
t2m
(
(aD)
2m+1
ReG
)
(ta) dt. (3.44)
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Now 3.42, 3.44 substituted into 3.22 gives
(R2m+1G) (a) =
2m∑
k=m+1
1
k!
{(
R2m+1−k
(
(−aD)k G
))
(0, a) +
(
R2m+1−k
(
(aD)
k
G
))
(0,−a)
}
+
+ (R2m+1G) (a,−a) + (R2m+1G) (−a, a)
= 2
∫ 1
0
φ2m (s)
(
(aD)
2m+1
ReG
)
(sa) ds− 2
(2m)!
∫ 1
0
s2m
(
(aD)
2m+1
ReG
)
(sa) ds
= 2
∫ 1
0
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
((aD)2m+1ReG) (sa) ds,
which is 3.23.
Part 5 We now calculate
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds.
Clearly
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! =
1
(2m)!
m−1∑
j=0
(
2m
j
)
(−1)j (1− s)j ,
but
m−1∑
j=0
(
2m
j
)
(−1)j (1− s)j =
2m∑
j=0
(
2m
j
)
(−1)2m−j (1− s)j −
2m∑
j=m
(
2m
j
)
(−1)2m−j (1− s)j
= (−1 + 1− s)2m −
2m∑
j=m
(
2m
j
)
(−1)2m−j (1− s)j
= s2m −
2m∑
j=m
(
2m
j
)
(−1)2m−j (1− s)j
= s2m −
0∑
k=m
(
2m
2m−k
)
(−1)k (1− s)2m−k
= s2m −
m∑
k=0
(
2m
k
)
(−1)k (1− s)2m−k
= s2m − (1− s)m
m∑
k=0
(
2m
k
)
(−1)k (1− s)m−k
= s2m − (1− s)m
m∑
k=0
(
2m
m−k
)
(−1)m−k (1− s)k
= s2m + (−1)m+1 (1− s)m
m∑
k=0
(
2m
m−k
)
(−1)k (1− s)k ,
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so that
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
=
1
(2m)!
m−1∑
j=0
(
2m
j
)
(−1)j (1− s)j − s
2m
(2m)!
=
1
(2m)!
(
s2m + (−1)m+1 (1− s)m
m∑
k=0
(
2m
m−k
)
(−1)k (1− s)k
)
− s
2m
(2m)!
=
(−1)m+1
(2m)!
(1− s)m
m∑
k=0
(
2m
m−k
)
(−1)k (1− s)k ,
and hence
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds = 1(2m)!
∫ 1
0
(1− s)m
m∑
k=0
(
2m
m−k
)
(−1)k (1− s)k ds
=
1
(2m)!
∫ 1
0
tm
m∑
k=0
(
2m
m−k
)
(−1)k tkdt.
We consider two cases: m odd and m even.
Case m is odd Regarding the integrand:
tm
m∑
k=0
(
2m
m−k
)
(−1)k tk
= tm
((
2m
m
)− ( 2mm−1)t+ ( 2mm−2)t2 − ( 2mm−3)t3 + . . .+ (2m1 )tm−1 − (2m0 )tm)
= tm
({(
2m
m
)− ( 2mm−1)t}+ {( 2mm−2)t2 − ( 2mm−3)t3}+ . . .+ {(2m1 )tm−1 − (2m0 )tm})
=
{(
2m
m
)
tm − ( 2mm−1)tm+1}+ {( 2mm−2)tm+2 − ( 2mm−3)tm+3}+ . . .+ {(2m1 )t2m−1 − (2m0 )t2m}
≥ 0,
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since 0 ≤ t ≤ 1 implies this expression is the sum of m non-negative terms. Further
1
(2m)!
∫ 1
0
tm
m∑
k=0
(
2m
m−k
)
(−1)k tkds
=
1
(2m)!
 {(2mm ) 1m+1 − ( 2mm−1) 1m+2}+ {( 2mm−2) 1m+3 − ( 2mm−3) 1m+4}+ . . .
+
{(
2m
1
)
1
2m −
(
2m
0
)
1
2m+1
} 
=
{
1
m!m!
1
m+ 1
− 1
(m− 1)! (m+ 1)!
1
m+ 2
}
+
+
{
1
(m− 2)! (m+ 2)!
1
m+ 3
− 1
(m+ 1)! (m+ 3)!
1
m+ 4
}
+ . . .
+
{
1
1! (2m− 1)!
1
2m
− 1
0! (2m)!
1
2m+ 1
}
=
{
1
m! (m+ 1)!
− 1
(m− 1)! (m+ 2)!
}
+
{
1
(m− 2)! (m+ 3)! −
1
(m− 3)! (m+ 4)!
}
+ . . .
+
{
1
1! (2m)!
− 1
0! (2m+ 1)!
}
=
1
(2m+ 1)!
({(
2m+1
m
)− (2m+1m−1 )}+ {(2m+1m−2 )− (2m+1m−3 )}+ . . .+ {(2m+11 )− (2m+10 )})
=
1
(2m+ 1)!
( {(
2m
m
)
+
(
2m
m−1
)}− {( 2mm−1)+ ( 2mm−2)}+ {( 2mm−2)+ ( 2mm−3)}− . . .
+
{(
2m
1
)
+
(
2m
0
)}− (2m0 )
)
=
1
(2m+ 1)!
(
2m
m
)
,
which means that when m is odd:
1
(2m)!
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds = 1(2m+ 1)!
(
2m
m
)
=
1
(2m+ 1) (m!)
2 .
Case m is even
tm
m∑
k=0
(
2m
m−k
)
(−1)k tk
= tm
((
2m
m
)− ( 2mm−1)t+ ( 2mm−2)t2 − ( 2mm−3)t3 + . . .− (2m1 )tm−1 + (2m0 )tm)
= tm
( {(
2m
m
)− ( 2mm−1)t}+ {( 2mm−2)t2 − ( 2mm−3)t3}+ . . .
+
{(
2m
2
)
tm−2 − (2m1 )tm−1}+ (2m0 )tm
)
=
{(
2m
m
)
tm − ( 2mm−1)tm+1}+ {( 2mm−2)tm+2 − ( 2mm−3)tm+3}+ . . .
+
{(
2m
2
)
t2m−2 − (2m1 )t2m−1}+ (2m0 )t2m
≥ 0,
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since 0 ≤ t ≤ 1 implies this expression is the sum of m+ 1 non-negative terms. Further
1
(2m)!
∫ 1
0
tm
m∑
k=0
(
2m
m−k
)
(−1)k tkds
=
1
(2m)!
 {(2mm ) 1m+1 − ( 2mm−1) 1m+2}+ {( 2mm−2) 1m+3 − ( 2mm−3) 1m+4}+ . . .
+
{(
2m
2
)
1
2m−1 −
(
2m
1
)
1
2m
}
++
(
2m
0
)
1
2m+1

=
{
1
m!m!
1
m+ 1
− 1
(m− 1)! (m+ 1)!
1
m+ 2
}
+
+
{
1
(m− 2)! (m+ 2)!
1
m+ 3
− 1
(m+ 1)! (m+ 3)!
1
m+ 4
}
+ . . .
+
{
1
2! (2m− 2)!
1
2m− 1 −
1
1! (2m− 1)!
1
2m
}
+
1
0! (2m)!
1
2m+ 1
=
{
1
m! (m+ 1)!
− 1
(m− 1)! (m+ 2)!
}
+
{
1
(m− 2)! (m+ 3)! −
1
(m− 3)! (m+ 4)!
}
+ . . .
+
{
1
2! (2m− 1)! −
1
1! (2m)!
}
+
1
0! (2m+ 1)!
=
1
(2m+ 1)!
((
2m+1
m
)− (2m+1m−1 )+ (2m+1m−2 )− (2m+1m−3 )+ . . .+ (2m+12 )− (2m+11 )+ (2m+10 ))
=
1
(2m+ 1)!
( {(
2m
m
)
+
(
2m
m−1
)}− {( 2mm−1)+ ( 2mm−2)}+ {( 2mm−2)+ ( 2mm−3)}− . . .
−{(2m1 )+ (2m0 )}− (2m0 )
)
=
1
(2m+ 1)!
(
2m
m
)
,
which means that when m is even:
1
(2m)!
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds = 1(2m+ 1)!
(
2m
m
)
=
1
(2m+ 1) (m!)
2 .
Corollary 176 If H = ReG and f ∈ X0w then
|(Rm+1f) (x, a)| ≤
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĥ (ξ) dξ
1/2 ‖f‖w,0
= (2π)
d
4
(
2H (0)− 2
m∑
k=0
(−1)k
k!
(aD)
k
H (a)+
+
∑
j,k≤m; j+k>m
(−1)j
j!k!
(
(aD)
j+k
H
)
(0)

1
2
‖f‖w,0 , (3.45)
for all x, a ∈ Rd.
Proof. Regarding part 2 of Theorem 175 set
f (a) =
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ,
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so that
f (−a) =
∫ ∣∣∣∣∣e−iaξ −
m∑
k=0
(−iaξ)k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ =
∫ ∣∣∣∣∣eiaη −
m∑
k=0
(iaη)
k
k!
∣∣∣∣∣
2
Ĝ (−η) dη
=
∫ ∣∣∣∣∣eiaη −
m∑
k=0
(iaη)k
k!
∣∣∣∣∣
2
Ĝ (−x) (η) dη
=
∫ ∣∣∣∣∣eiaη −
m∑
k=0
(iaη)
k
k!
∣∣∣∣∣
2
Ĝ (η) dη.
Hence
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
ÎmG (ξ) dξ = 0, (3.46)
and
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ =
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
R̂eG (ξ) dξ. (3.47)
From Theorem 51 we know that, as distributions,
(
(aD)
k
G
)
(−·) = (−1)k (aD)k G = (−aD)k G, k ≥ 0, a ∈ Rd.
Also ReDαG is an even distribution when |α| is even and an odd distribution when |α| is odd.
Consequently
∑
k≤m
1
k!
(
(aD)
k
G
)
(−a) +
m∑
k=0
1
k!
(−aD)k G (a)
=
m∑
k=0
(−1)k
k!
(
(aD)
k
G
)
(a) +
m∑
k=0
(−1)k
k!
(aD)
k
G (a)
= 2
m∑
k=0
(−1)k
k!
(aD)
k
ReG (a)
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and inequalities 3.18 and 3.19 become
|(Rm+1f) (x, a)| ≤
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
R̂eG (ξ) dξ
1/2 ‖f‖w,0
= (2π)
d
4
(
2G (0)− 2Re
m∑
k=0
(−1)k
k!
(aD)
k
G (a)+
+
∑
j,k≤m
j+k>m
(−1)j
j!k!
(
(aD)
j+k
G
)
(0)

1
2
‖f‖w,0
= Re (2π)
d
4
(
2G (0)− 2Re
m∑
k=0
(−1)k
k!
(aD)
k
G (a)+
+
∑
j,k≤m
j+k>m
(−1)j
j!k!
(
(aD)
j+k
G
)
(0)

1
2
‖f‖w,0
= (2π)
d
4
(
2ReG (0)− 2
m∑
k=0
(−1)k
k!
(aD)
k
ReG (a)+
+
∑
j,k≤m
j+k>m
(−1)j
j!k!
(
(aD)
j+k
ReG
)
(0)

1
2
‖f‖w,0 ,
i.e. if H = ReG then
|(Rm+1f) (x, a)| ≤
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĥ (ξ) dξ

1
2
‖f‖w,0
= (2π)
d
4
(
2H (0)− 2
m∑
k=0
(−1)k
k!
(aD)kH (a)+
+
∑
j,k≤m, j+k>m
(−1)j
j!k!
(
(aD)j+kH
)
(0)

1
2
‖f‖w,0 .
We now want to obtain some upper bounds for R2m+1 (a) given by 3.22.
Corollary 177 Regarding the remainder R2m+1 of part 4 of Theorem 175:
1. If
∥∥∥(âD)2m+1G (x)∥∥∥
∞,Br
<∞ then
R2m+1G (a) ≤ 1
(2m+ 1) (m!)
2
∥∥∥(̂·D)2m+1G∥∥∥
∞,Br
|a|2m+1 , |a| ≤ r.
2. If max
|α|=2m+1
‖DαG‖∞,Br <∞ then
R2m+1G (a) ≤
(
2m
m
) ∑
|β|=2m+1
1
β!
∥∥DβG∥∥∞,Br
 |a|2m+1 , |a| ≤ r,
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and
R2m+1G (a) ≤ d
m+1/2
(2m+ 1) (m!)
2
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
)
|a|2m+1 , |a| ≤ r.
Proof. Part 1 From 3.23 and 3.24, if x̂ := x/ |x| and |a| ≤ r,
R2m+1G (a) = 2
∫ 1
0
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
((aD)2m+1ReG) (sa) ds
≤ 2
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds
 max
s∈[0,1]
∣∣∣(aD)2m+1ReG (sa)∣∣∣
≤ 1
(2m+ 1) (m!)
2 maxs∈[0,1]
∣∣∣(aD)2m+1ReG (sa)∣∣∣
=
1
(2m+ 1) (m!)2
max
s∈[0,1]
∣∣∣(âD)2m+1ReG (sa)∣∣∣ |a|2m+1
=
1
(2m+ 1) (m!)
2 maxs∈[0,1]
∣∣∣(ŝaD)2m+1ReG (sa)∣∣∣ |a|2m+1
≤ 1
(2m+ 1) (m!)
2
∥∥∥(̂·D)2m+1ReG∥∥∥
∞,Br
|a|2m+1 .
Part 2 Using the expansion A.2 we get
1
(2m+ 1)!
∣∣∣(̂·D)2m+1G (x)∣∣∣ =
∣∣∣∣∣∣
∑
|β|=2m+1
x̂β
β!
DβG (x)
∣∣∣∣∣∣ ≤
∑
|β|=2m+1
∣∣x̂β∣∣
β!
∣∣DβG (x)∣∣
≤
∑
|β|=2m+1
1
β!
∣∣DβG (x)∣∣ ,
so that
R2m+1G (a) ≤
(
2m
m
)
(2m+ 1)!
∥∥∥(̂·D)2m+1ReG∥∥∥
∞,Br
|a|2m+1
≤
(
2m
m
) ∑
|β|=2m+1
1
β!
∥∥DβG∥∥∞,Br
 |a|2m+1 .
Further,
∑
|β|=2m+1
1
β!
∥∥DβG∥∥∞,Br ≤
 ∑
|β|=2m+1
1
β!
 max
|β|=2m+1
∥∥DβG∥∥∞,Br
=
 ∑
|β|=2m+1
12β
β!
 max
|β|=2m+1
∥∥DβG∥∥∞,Br
=
|1|2m+1
(2m+ 1)!
max
|β|=2m+1
∥∥DβG∥∥∞,Br
=
dm+1/2
(2m+ 1)!
max
|β|=2m+1
∥∥DβG∥∥∞,Br ,
and hence
R2m+1G (a) ≤
(
2m
m
)
(2m+ 1)!
dm+1/2
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
)
|a|2m+1
=
dm+1/2
(2m+ 1) (m!)
2
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
)
|a|2m+1 .
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The weight function assumptions used to obtain part 4 of Theorem 175 imply (Corollary 56) that the basis
function satisfies G ∈ C(⌊2κ⌋)B ⊂ C(2m)B if m ≤ κ < m+ 1/2 and G ∈ C(⌊2κ⌋)B ⊂ C(2m+1)B if m+ 1/2 ≤ κ < m+ 1.
If m+ 1/2 ≤ κ < m+ 1 then G ∈ C(2m+1)B means the additional assumptions of the next corollary are satisfied.
However, part 1 of Theorem 175 implies that |a| has the power κ which may be greater that m+ 12 obtained in
the next corollary.
Corollary 178 Let (Rm+1f) (x, a) be the remainder of part 4 of Theorem 175.
1. If
∥∥∥(̂·D)2m+1G∥∥∥
∞,Br
<∞ for some 0 < r ≤ ∞ then
|(Rm+1f) (x, a)| ≤ (2π)
d
4
√
2m+ 1m!
∥∥∥(̂·D)2m+1G∥∥∥ 12
∞,Br
‖f‖w,0 |a|m+
1
2 , |a| ≤ r, x ∈ Rd.
2. If max
|β|=2m+1
∥∥DβG∥∥∞,Br <∞ for some 0 < r ≤ ∞ then
|(Rm+1f) (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
|β|=2m+1
∥∥DβG∥∥∞,Br
β!

1
2
‖f‖w,0 |a|m+
1
2 , |a| ≤ r, x ∈ Rd,
and
|R2m+1 (a)| ≤ (2π)
d
4
√
dm+
1
2√
2m+ 1m!
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
) 1
2
‖f‖w,0 |a|m+
1
2 , |a| ≤ r, x ∈ Rd.
3. If m+ 1/2 ≤ κ < m+ 1 then G ∈ C(2m+1)B and
|(Rm+1f) (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
|β|=2m+1
∥∥DβG∥∥∞,Br
β!

1
2
‖f‖w,0 |a|m+
1
2 , a, x ∈ Rd,
and
|R2m+1 (a)| ≤ (2π)
d
4
√
dm+
1
2√
2m+ 1m!
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
) 1
2
‖f‖w,0 |a|m+
1
2 , a, x ∈ Rd.
Proof. Parts 1 and 2 Substitute the estimates for R2m+1 (a) derived in Corollary 177 into the estimate 3.21:
|(Rm+1f) (x, a)| ≤ (2π)
d
4
√
R2m+1G (a) ‖f‖w,0 , x, a ∈ Rd.
Part 3 From Corollary 56, G ∈ C(⌊2κ⌋)B ⊂ C(2m+1)B so the additional assumptions of parts 1 and 2 are both
satisfied for r =∞.
3.3 Remainder estimates for data functions: radial weight function case
The radial weight functions were introduced in Subsection 1.2.5 and the following result is a radial function
application of parts 1 and 4 of Theorem 175 when the weight function has property W02.
Theorem 179 Basic radial remainder estimates Suppose the radial weight function w has property W02
for κ and that
◦
w is defined by 1.11 when d ≥ 2 and ◦w = w when d = 1. From Lemma 8, ◦w has property W02 for
κ. Set
◦̂
G = 1/
◦
w and m = ⌊κ⌋.
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1. Then if f ∈ X0w the estimate of part 1 of Theorem 175 becomes:
|(Rm+1f) (x, a)| ≤ cm
m!
(
2
∫ ∞
0
|s|2κ ds
◦
w (s)
)1/2
‖f‖w,0 |a|κ , x, a ∈ Rd, m = 0, 1, 2, . . . , (3.48)
where cm is given by 3.6.
2. If â = a/ |a| and (̂·Df) (a) = â1D1 + . . .+ âdDd then
(̂·D) (|a|) = 1,
(̂·D) g (|a|) = g′ (|a|) ,
G (a) = (2π)−
(d−1)
2
◦
G (|a|) ,(̂
·D
◦
G
)
(|a|) = D
◦
G (|a|) .
3. Regarding part 4 of Theorem 175: if
∥∥∥∥D2m+1 ◦G∥∥∥∥
∞,Br
<∞ for some r > 0 then
|(Rm+1f) (x, a)| ≤ (2π)
1
4
√
2m+ 1m!
∥∥∥∥D2m+1 ◦G∥∥∥∥ 12
∞,Br
‖f‖w,0 |a|m+
1
2 , |a| ≤ r, x ∈ Rd.
Proof. Part 1 Since the weight function is radial, when d > 1 we can apply Lemma 8 with u (s) = |s|2κ to the
estimate 3.17 of Theorem 175. In fact∫
Rd
u (x̂ξ)
w (ξ)
dξ =
∫
R1
u (s)
◦
w (s)
ds =
∫ ∞
0
u (s) + u (−s)
◦
w (s)
ds = 2
∫ ∞
0
|s|2κ
◦
w (s)
ds,
so 3.17 becomes
|(Rm+1f) (x, a)| ≤ cm
m!
(
2
∫ ∞
0
|s|2κ
◦
w (s)
ds
)1/2
‖f‖w,0 |a|κ , x, a ∈ Rd.
Part 2 We have
(̂·D) (|a|) =
∑
âiDi |a| =
∑
âiai |a|−1 =
∑
âiâi = 1,
and
(̂·D) g (|a|) =
∑
âiDig (|a|) =
∑
âig
′ (|a|)Di |a| =
∑
âig
′ (|a|) ai |a|−1 = g′ (|a|) .
From Theorem 58, G (a) = (2π)
− d2 ∫
R1
ei|a|s
◦
w(s)
ds so that
G (a) = (2π)
− d2
∫
R1
ei|a|s
◦
w (s)
ds = (2π)
− d2+ 12 (2π)−
1
2
∫
R1
ei|a|t
◦̂
G (t) dt = (2π)
− (d−1)2
◦
G (|a|) .
and the other two equations follow from the standard identities(
aD
◦
G
)
(|a|) = |a|D
◦
G (|a|) .
Part 3 From part 4 of Theorem 175,
|(Rm+1f) (x, a)| ≤ (2π)
d
4
√
R2m+1G (a) ‖f‖w,0 ,
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and from part 1 Corollary 177,
R2m+1G (a) ≤ 1
(2m+ 1) (m!)
2
∥∥∥(̂·D)2m+1G∥∥∥
∞,Br
|a|2m+1 , |a| ≤ r, x ∈ Rd,
but from part 2
(̂·D)2m+1G (x) = (2π)− (d−1)2 (̂·D)2m+1
( ◦
G (|x|)
)
= (2π)
− (d−1)2
(
D2m+1
◦
G
)
(|x|) ,
so that
|(Rm+1f) (x, a)| ≤ (2π)
d
4 (R2m+1 (a))
1
2 ‖f‖w,0
≤ (2π)
d
4
√
2m+ 1m!
∥∥∥(̂·D)2m+1G∥∥∥ 12
∞,Br
‖f‖w,0 |a|m+
1
2
=
(2π)
d
4
√
2m+ 1m!
∥∥∥∥(2π)− (d−1)2 (D2m+1 ◦G) (|·|)∥∥∥∥ 12
∞,Br
‖f‖w,0 |a|m+
1
2
=
(2π)
1
4
√
2m+ 1m!
∥∥∥∥D2m+1 ◦G∥∥∥∥ 12
∞,Br
‖f‖w,0 |a|m+
1
2 .
3.4 Remainder estimates for data functions: tensor product weight function
case
In this section we use part 2 of Corollary 178 to estimate the remainder |(Rm+1f) (x, a)| in terms of bounds on
the derivatives of the univariant basis function G1 To do this we need to impose a bound on D
2m+1G1 near zero.
It is natural to use the weight function property W03 and the fact that if a weight function has property W03
for smoothness parameter κ then it has property W02 smoothness parameter κ.
Theorem 180 Data function remainder estimates: tensor product weight function Suppose the tensor
product weight function w (x) = w1 (x1)w1 (x2) . . . w1 (xd) has property W03 for κ. Set m = ⌊κ⌋. Suppose G (x) =
G1 (x1) . . . G1 (xd) is the corresponding tensor product basis function. Then G ∈ C(⌊2κ⌋)B
(
Rd
) ⊂ C(2m1)B (Rd) and
G1 ∈ C(2m)B
(
R1
)
.
Now suppose in addition we assume that
∥∥D2m+1G1∥∥∞,Br <∞ for some r > 0.
Then for all f ∈ X0w:
|(Rm+1f) (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
j≤2m+1
∥∥DjG1∥∥∞,Br
j!

d
2
‖f‖w,0 |a|m+
1
2 , |a| ≤ r, x ∈ Rd, (3.49)
and
|(Rm+1f) (x, a)| ≤ (2π)
d
4
√
dm+
1
2√
2m+ 1m!
(
max
j≤2m+1
∥∥DjG1∥∥∞,Br
) d
2
‖f‖w,0 |a|m+
1
2 , |a| ≤ r, x ∈ Rd. (3.50)
Proof. Since G ∈ C(⌊2κ⌋)B
(
Rd
)
we have G ∈ C(2m1)B
(
Rd
)
and so
∥∥DβG∥∥∞,Br <∞ when β ≤ (2m+ 1)1. Hence∥∥DβG∥∥∞,Br <∞ when |β| = 2m+ 1 and thus from part 2 of Corollary 178 we have the two estimates
|(Rm+1f) (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
|β|=2m+1
∥∥DβG∥∥∞,Br
β!
 12 ‖f‖w,0 |a|m+ 12 , (3.51)
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and
|(Rm+1f) (x, a)| ≤ (2π)
d
4
√
dm+
1
2√
2m+ 1m!
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
) 1
2
‖f‖w,0 |a|m+
1
2 , (3.52)
which are valid for |a| ≤ r and x ∈ Rd. Now∥∥DβG∥∥∞,Br = ∥∥∥Dβ11 G1Dβ22 G1 . . . Dβdd G1∥∥∥∞,Br
≤ ∥∥Dβ1G1∥∥∞,Br ∥∥Dβ2G1∥∥∞,Br . . . ∥∥DβdG1∥∥∞,Br ,
so that (note the first inequality)∑
|β|=2m+1
1
β!
∥∥DβG∥∥∞,Br
≤
∑
β≤(2m+1)1
1
β!
∥∥DβG∥∥∞,Br
≤
∑
β≤(2m+1)1
1
β1!
∥∥Dβ1G1∥∥∞,Br 1β2! ∥∥Dβ2G1∥∥∞,Br . . . 1βd! ∥∥DβdG1∥∥∞,Br
=
∑
β1≤2m+1
1
β1!
∥∥Dβ1G1∥∥∞,Br ∑
β2≤2m+1
1
β2!
∥∥Dβ2G1∥∥∞,Br . . . ∑
βd≤2m+1
1
βd!
∥∥DβdG1∥∥∞,Br
=
 ∑
j≤2m+1
1
j!
∥∥DjG1∥∥∞,Br
d ,
and substitution into 3.51 gives 3.49:
|(Rm+1f) (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
j≤2m+1
1
j!
∥∥DjG1∥∥∞,Br
 d2 ‖f‖w,0 |a|m+ 12 .
Regarding 3.52:
max
|β|=2m+1
∥∥DβG∥∥∞,Br
≤ max
β≤(2m+1)1
∥∥DβG∥∥∞,Br
≤ max
β≤(2m+1)1
∥∥Dβ1G1∥∥∞,Br ∥∥Dβ2G1∥∥∞,Br . . . ∥∥DβdG1∥∥∞,Br
= max
βd≤2m+1
. . . max
β2≤2m+1
max
β1≤2m+1
∥∥Dβ1G1∥∥∞,Br ∥∥Dβ2G1∥∥∞,Br . . .∥∥DβdG1∥∥∞,Br
=
(
max
j≤2m+1
∥∥DjG1∥∥∞,Br
)(
max
j≤2m+1
∥∥DjG1∥∥∞,Br
)
. . .
(
max
j≤2m+1
∥∥DjG1∥∥∞,Br
)
=
(
max
j≤2m+1
∥∥DjG1∥∥∞,Br
)d
,
and substitution into 3.52 gives 3.50.
The next results show that well-known reproducing kernel/Riesz representer techniques can be used to globally
bound the derivatives
{
DkG1
}2m
k=1
in terms of
{
DkG1 (0)
}2m
k=1
.
Lemma 181 Suppose w1 is a 1-dimensional weight function with smoothness parameter κ and the basis func-
tion G1 is real-valued. Set m = ⌊κ⌋ . Then for k ≤ 2m and x ∈ R1,
∣∣DkG1 (x)∣∣ ≤ { (−1)(k+1)/2 (Dk+1G1 (0)) |x| , k odd,
(−1)k/2DkG1 (0) , k even.
(3.53)
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Proof. From Corollary 56, G1 ∈ C(⌊2κ⌋)B
(
R1
) ⊂ C(2m)B (R1) and from part 2 of Corollary 83,
so when k is even
∣∣DkG1 (x)∣∣ ≤ (−1)k/2DkG1 (0) , k even, k ≤ 2κ, (3.54)
and since ⌊2κ⌋ ≤ 2m+ 1 it follows that k ≤ 2m.
When k is odd k ≤ 2m− 1, k+1 ≤ 2m and so Dk+1G1 ∈ C(0)B
(
R1
)
. Hence by the mean value theorem there
exists a function t : R1 → (0, 1) such that
DkG1 (x) = D
kG1 (0) + x
(
Dk+1G1
)
(t (x)x) .
But G is even so DkG1 (0) = 0 which means that D
kG1 (x) =
(
Dk+1G1
)
(t (x)x) x and by 3.54,
∣∣DkG1 (x)∣∣ ≤ (−1)(k+1)/2 (Dk+1G1 (0)) |x| , k odd, k ≤ 2κ.
Using Lemma 181 we now calculate upper bounds for the terms in Theorem 180 which involve the derivatives
of the one dimensional basis function of order at most 2m.
Theorem 182 Suppose w is a 1-dimensional weight function with smoothness parameter κ and real basis func-
tion G1. Set m = ⌊κ⌋. Then regarding 3.50,
2m
max
j=0
∥∥DjG1∥∥∞,Br ≤ max
{
r
m
max
k=1
∣∣D2kG1 (0)∣∣ , mmax
k=0
∣∣D2kG1 (0)∣∣} ,
and regarding 3.49,
2m∑
j=0
1
j!
∥∥DjG1∥∥∞,Br ≤ G1 (0) + m∑
k=1
(−1)k
(
1
(2k)!
+
r
(2k − 1)!
)
D2kG1 (0) .
Proof. Since G1 is real, G1 is even and so D
jG1 (0) = 0 when j = 1, 3, 5, . . . , 2m− 1. Thus using Lemma 181 we
get
2m
max
j=0
∥∥DjG1∥∥∞,Br = max
2m−1maxj=1
j odd
∥∥DjG1∥∥∞,Br , 2mmaxj=0
j even
∥∥DjG1∥∥∞,Br

= max
{
m−1
max
k=0
∥∥D2k+1G1∥∥∞,Br , mmaxk=0 ∥∥D2kG1∥∥∞,Br
}
≤ max
{
m−1
max
k=0
∣∣D2k+2G1 (0)∣∣ r, mmax
k=0
∣∣D2kG1 (0)∣∣}
= max
{
r
m
max
k=1
∣∣D2kG1 (0)∣∣ , mmax
k=0
∣∣D2kG1 (0)∣∣} ,
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and
2m∑
j=0
∥∥DjG1∥∥∞,Br
j!
≤
2m∑
j=0
j even
1
j!
∥∥DjG1∥∥∞,Br + 2m−1∑
j=1
j odd
1
j!
∥∥DjG1∥∥∞,Br
=
m∑
k=0
1
(2k)!
∥∥D2kG1∥∥∞,Br + m−1∑
k=0
1
(2k + 1)!
∥∥D2k+1G1∥∥∞,Br
≤
m∑
k=0
(−1)k
(2k)!
D2kG1 (0) + r
m−1∑
k=0
(−1)k+1
(2k + 1)!
D2k+2G1 (0)
=
m∑
k=0
(−1)k
(2k)!
D2kG1 (0) + r
m∑
k=1
(−1)k
(2k − 1)!D
2kG1 (0)
= G1 (0) +
m∑
k=1
(−1)k
(
1
(2k)!
+
r
(2k − 1)!
)
D2kG1 (0) .
3.5 Interpolation error: w ∈ W02 for κ < 1 or w ∈ W03 for κ < 1
This section improves on the interpolation error results of Section 2.6 of the previous chapter. We want to estimate
the data function remainder (Rm+1f) (x, a) so that the unisolvency data assumption is not required to remove
the polynomial terms of the Taylor series. This implies m = 0 and we will use the remainder estimates of parts
1 and 4 of Theorem 175.
The remainder estimates of Theorem 104 motivate the form of the estimate 3.55 in the next theorem. This
result is our main interpolation convergence estimate for the case when the weight function has property W02
for κ < 1 or W03 for κ < 1. Whereas in Section 2.6 we had two interpolant convergence estimates i.e. Theorems
114 and 104, here we need only one.
The results are summarized in Table 3.1.
Theorem 183 Interpolant convergence for {w ∈W02 : κ < 1} Suppose w ∈ W02 for some κ < 1. Suppose
all the independent data sets X are contained in a closed bounded infinite set K.
Assume that for some s ≥ 0 and constants cw, hw > 0 the Taylor series data function remainder estimate
|f (x+ a)− f (x)| ≤ cw ‖f‖w,0 |a|s , |a| < hw, x ∈ K, (3.55)
is valid for all f ∈ X0w.
Let IX be the minimal norm interpolant mapping for the independent data set X. Then for any data function
f ∈ X0w it follows that
|f (x)− IXf (x)| ≤ cw
√
(f − IXf, f)w,0 (hX,K)s ≤ cw ‖f‖w,0 (hX,K)s , x ∈ K, (3.56)
when hX,K = sup
x∈K
dist (x,X) < hw i.e. the order of convergence is at least s.
Further, for all data and any data function f ∈ X0w we have
|f (x)− IXf (x)| ≤ cw
√
(f − IXf, f)w,0 (diamK)s , x ∈ K. (3.57)
Proof. From Theorem 103,
√
(f − IXf, f)w,0 ≤ ‖f‖w,0. Now fix x ∈ K and let X =
{
x(j)
}N
j=1
⊂ K be an
independent data set. Using the fact that IXf interpolates f on X we can use 3.55 to obtain
|f (x) − IXf (x)| =
∣∣∣(f − IXf) (x) − (f − IXf)(x(j))∣∣∣ ≤ cw ‖f − IXf‖w,0 ∣∣∣x− x(j)∣∣∣s
= cw (f − IXf, f)w,0
∣∣∣x− x(j)∣∣∣s ,
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because max
j
∣∣x− x(j)∣∣ ≤ sup
x∈K
dist (x,X) < hw. Note that the last step used the fact that IX is a self-adjoint
projection. Then, since dist (x,X) < hw, we can apply the upper bound 2.21 and obtain
|f (x)− IXf (x)| ≤ √cw
√
(f − IXf, f)w,0
∣∣∣x− x(j)∣∣∣s ,
for all j and so
|f (x)− IXf (x)| ≤ cw
√
(f − IXf, f)w,0 (dist (x,X))s
≤ cw
√
(f − IXf, f)w,0
(
sup
x∈K
dist (x,X)
)s
= cw
√
(f − IXf, f)w,0 (hX,K)s ,
where the last step used inequalities 2.12. Since
√
(f − IXf, f)w,0 ≤ ‖f‖w,0 the order of convergence is at least
s. Finally, since hX,K ≤ diamK, 3.57 follows directly from 3.56.
Remark 184 The remainder estimate 3.17 implies that the order of the interpolant convergence s is at least κ.
Example 185 Sobolev splines From Example 190, w (ξ) =
(
1 + |ξ|2
)v
has property W01 for empty A and
property W02 for κ iff 0 ≤ κ < v − d/2. Here we assume that κ < 1 so m = 0 and 0 < v − d/2 ≤ 1. Comparison
of 3.55 with 3.48 yields:
cw = 2
√
2
(∫ ∞
0
r2κ
◦
w (r)
dr
)1/2
, hw =∞, s = κ < v − d/2, (3.58)
and the integral can be calculated using 3.78 below.
Example 186 Extended B-splines with parameter n = 1 From Theorem 66, and the weight function has
property W03 for κ < (n− 1/2)1 and hence property W02 for κ < (n− 1/2). Hence when n = 1, κ < 1/2 and
m = ⌊κ⌋ = 0. From part 1 of Theorem 175 and 3.55 the order of convergence is at least κ which is less than the
previous convergence estimates of 1/2 e.g. Type 1 estimates of Table 2.1 and Theorem 104.
However, from part 3 of Theorem 175,
|(R1f) (x, a)| ≤ (2π)
d
4
√
2 (G (0)−G (a)) 12 ‖f‖w,0 , x, a ∈ Rd,
and from Theorem 87,
|G (x)−G (y)| ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x− y| , x, y ∈ Rd,
so that
|(R1f) (x, a)| ≤ (2π)
d
4
√
2
(√
dG1 (0)
d−1 ‖DG1‖∞ |a|
) 1
2 ‖f‖w,0
=
(
2 (2π)
d
2
√
dG1 (0)
d−1 ‖DG1‖∞
) 1
2 ‖f‖w,0 |a|1/2 ,
i.e. the order of convergence is 1/2, and comparison with 3.55 yields:
cw =
(
2 (2π)
d
2
√
dG1 (0)
d−1 ‖DG1‖∞
) 1
2
, hw =∞, s = 1/2. (3.59)
3.5.1 Examples: summary table
3.5.2 Local estimates
In Theorem 183 we derived error estimates for all f ∈ X0w. This result can be improved using the localization
results of Section 2.9 which comes, however, at the price of the hard-to-calculate constant ‖E‖:
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Interpolant error: w ∈W02 for κ < 1 or w ∈W03 for κ < 1
Technique: tempered distribution Taylor series.
Weight function Parameter Converg.
constraints order s cw hw
Sobolev spline v − d2 ≤ 1 s < v − d2 eq. 3.58 ∞
(v > d/2)
Extended B-spline n = 1 s = 1/2 eq. 3.59 ∞
TABLE 3.1.
Theorem 187 Suppose the weight function w and the data region Ω satisfy the localization conditions of Corol-
lary 165. Suppose also that w satisfies the convergence conditions of Theorem 183 for K = Ω and s.
Then X0w (Ω) =W
1 (Ω) as sets and
|u (x)− IXu (x)| ≤ cw ‖E‖ ‖u‖W1(Ω) (hX,Ω)s , x ∈ Ω, u ∈W 1 (Ω) , (3.60)
where ‖E‖ is the norm of the linear extension operator E :W 1 (Ω)→ X0w used in Theorem 163.
Proof. Theorem 183 implies
|f (x)− IXf (x)| ≤ cw ‖f‖w,0
(
hX,Ω
)s
, x ∈ Ω, f ∈ X0w.
But from Theorem 163 the extension operator E :W 1 (Ω)→ X0w is continuous so that if u ∈ W 1 (Ω),
|u (x)− IXu (x)| = |Eu (x)− IXEu (x)| ≤ cw ‖Eu‖w,0 (hX,Ω)s
≤ cw ‖E‖ ‖u‖W1(Ω) (hX,Ω)s .
3.6 Interpolant error: w ∈ W02 for κ ≥ 1 or w ∈ W03 for κ ≥ 1
3.6.1 Interpolation error
The pointwise convergence estimates of this section will be obtained by modifying those of Subsection 2.7 which
used multipoint Taylor series expansions and Lagrange interpolation using minimal unisolvent sets of independent
data points. Here we will use the remainder estimates of Theorem 179 and apply them to the Sobolev splines and
extended B-splines to obtain improved convergence rates. Recall that the operatorQ was introduced in Definition
122.
Lemma 188 Suppose A = {ak}Mk=1 is a minimal unisolvent set of order m ≥ 1 and f ∈ X0w. Then
Qf (x) = −
M∑
k=1
(Rmf) (x, ak − x) lk (x) ,
and we have the upper bound
|Qf (x)| ≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
|(Rmf) (x, ak − x)| , x ∈ Rd,
where Rmf is the Taylor series remainder.
Proof. From Definition 122 of P and Q
Qf (x) = f (x)− Pf (x) = f (x)−
M∑
k=1
f (ak) lk (x) = f (x) −
M∑
k=1
f (x+ (ak − x)) lk (x) .
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Using the Taylor series expansion formula with remainder we have for each k
f (x+ (ak − x)) =
∑
|β|<m
Dβf(x)
β!
(ak − x)β + (Rmf) (x, ak − x) ,
so that
M∑
k=1
f (x+ (ak − x)) lk (x) =
M∑
k=1
 ∑
|β|<m
Dβf(x)
β!
(ak − x)β + (Rmf) (x, ak − x)
 lk (x)
=
M∑
k=1
∑
|β|<m
Dβf(x)
β!
(ak − x)β lk (x) +
M∑
k=1
(Rmf) (x, ak − x) lk (x) .
But by part 1 of Theorem 123 the operator P preserves polynomials of degree < m. Hence
M∑
k=1
∑
|β|<m
Dβf(x)
β!
(ak − x)β lk (x) =
∑
|β|<m
Dβf(x)
β!
Py
(
(y − x)β
)
(y = x)
=
∑
|β|<m
Dβf(x)
β!
(
(y − x)β
)
(y = x)
= f (x) ,
leaving us with
M∑
k=1
f (x+ (ak − x)) lk (x) = f (x) +
M∑
k=1
(Rmf) (x, ak − x) lk (x) ,
and
Qf (x) = −
M∑
k=1
(Rmf) (x, ak − x) lk (x) ,
so that
|Qf (x)| ≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
|(Rmf) (x, ak − x)| ,
as required.
The next theorem is our main convergence result. This result corresponds to Theorem 127.
Theorem 189 Interpolant convergence using minimal unisolvent data sets.
Let w be a weight function with property W02 for some κ ≥ 1 and let G be the corresponding basis function.
Set m = ⌊κ⌋ so that m ≥ 1.
Suppose IXf is the minimal norm interpolant of the data function f ∈ X0w on the independent data set X
contained in the data region Ω. We use the notation and assumptions of Lemma 125 which means assuming that
X is m-unisolvent and Ω is a bounded region whose boundary satisfies the cone condition.
Now suppose there exists θ ≥ 0 and constants hw, cw > 0 such that the Taylor series remainder of Section A.8
satisfies the estimate
|(Rmf) (x, a)| ≤ cw ‖f‖w,0 |a|m+θ , x ∈ Ω, |a| ≤ hw, (3.61)
for all f ∈ X0w.
Then there exists hΩ,m > 0 such that for x ∈ Ω:
|f (x)− IXf (x)| ≤ (cΩ,m)m+θK ′Ω,mcw
√
(f − IXf, f)w,0 (hX,Ω)m+θ
≤ (cΩ,m)m+θK ′Ω,mcw ‖f‖w,0 (hX,Ω)m+θ , (3.62)
when hX,Ω = sup
ω∈Ω
dist (ω,X) < min {hΩ,m, hw} i.e. the order of convergence is at least m+ θ.
Further, for all data sets we have the upper bound
|f (x)− IXf (x)| ≤ K ′Ω,mcw
√
(f − IXf, f)w,0 (diamΩ)m+θ , x ∈ Ω. (3.63)
The constants cΩ,m,K
′
Ω,m and hΩ,m only depend on Ω,m and d.
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Proof. The set X is unisolvent so from Definition 119 it must have a minimal unisolvent subset, say A = {ak}Mk=1,
which we use to define the Lagrangian operators P and Q = I−P of Definition 122. Now suppose Mmax
k=1
|ak − x| ≤
cΩ,mhX,Ω. Since f is a data function, f (x) − IXf (x) = Q (f − IXf) (x) and by estimating |Q (f − IXf) (x)|
using Lemma 188 we get the sequence of estimates
|f (x)− IXf (x)| ≤
(∑M
k=1
|lk (x)|
)
M
max
k=1
|(Rm (f − IXf)) (x, ak − x)|
≤ cw
(∑M
k=1
|lk (x)|
)
‖f − IXf‖w,0
M
max
k=1
|ak − x|m+θ
= cw
(∑M
k=1
|lk (x)|
)
‖f − IXf‖w,0
(
M
max
k=1
|ak − x|
)m+θ
. (3.64)
To estimate the last two factors on the right side of the last inequality we will need the previous Lagrangian
Lemma 125. In the notation of this lemma, if hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,m then for a given x there exists a
minimal unisolvent set A = {ak}Mk=1 such that diam (A ∪ {x}) ≤ cΩ,κhX,Ω and
M∑
k=1
|lk (x)| ≤ K ′Ω,m.
Thus |ak − x| ≤ cΩ,mhX,Ω and
|f (x)− IXf (x)| ≤ cwK ′Ω,m ‖f − IXf‖w,0 (cΩ,mhX,Ω)m+θ = kG ‖f − IXf‖w,0 (hX,Ω)m+θ ,
and because ‖f − IXf‖2w,0 = (f − IXf, f)w,0 we obtain
|f (x)− IXf (x)| ≤ kG
√
(f − IXf, f)w,0 (hX,Ω)m+θ , x ∈ Ω, (3.65)
which is almost the required inequality. The extension of the last inequality to x ∈ Ω is an easy consequence
of the fact that f and IXf are continuous on Rd. The second inequality of 3.62 now follows directly from 2.12
and so the order of convergence of the minimal norm interpolant is at least m = ⌊κ⌋.
To prove 3.63 we start with 3.64 and write directly
|f (x) − IXf (x)| ≤ cwK ′Ω,m ‖f − IXf‖w,0 (diamΩ)m+θ
= cwK
′
Ω,m
√
(f − IXf, f)w,0 (diamΩ)m+θ .
3.6.2 Examples
Example 190 Sobolev splines The radial Sobolev spline weight functions were introduced in Subsection 1.2.5.
From 1.19 the Sobolev weight functions are
w (ξ) =
(
1 + |ξ|2
)v
, v > d/2, (3.66)
and w has property W01 for empty A and property W02 for κ iff 0 ≤ κ < v − d/2. We have assumed that
κ ≥ 1 so v − d/2 > 1 and
m = ⌊κ⌋ =
{
v − d/2− 1, if v − d/2 is an integer,
⌊v − d/2⌋ , otherwise. (3.67)
We will use the radial remainder estimate 3.48 i.e.
|(Rm+1f) (x, a)| ≤
2 + 1m+1
m!
(
2
∫ ∞
0
s2κ
◦
w (s)
ds
)1/2
‖f‖w,0 |a|κ , a, x ∈ Rd.
Comparison with 3.61 yields:
cw =
2 + 1m+1
m!
(
2
∫ ∞
0
s2κ
◦
w (s)
ds
)1/2
, hw =∞, θ = κ−m, (3.68)
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where the constant
∫∞
0
s2κ
◦
w(s)
ds is given below by 3.78. We now show how to calculate
∫∞
0
s2κ
◦
w(s)
ds, starting with
the case d = 1:
Case 1 d = 1 Here
◦
w = w. Now the beta function B and the gamma function Γ satisfy∫ pi/2
0
sin2p θ cos2q θ dθ =
1
2
B
(
p+
1
2
, q +
1
2
)
=
1
2
Γ
(
p+ 12
)
Γ
(
q + 12
)
Γ (p+ q + 1)
, p, q > −1
2
, (3.69)
and we now show that ∫ ∞
0
s2κds
(1 + s2)
v =
1
2
B
(
κ+
1
2
, v − κ− 1
2
)
, v > κ+
1
2
> −1
2
. (3.70)
In fact, the change of variables
s = tan θ, ds = sec2 θdθ, 1 + s2 = sec2 θ, (3.71)
yields ∫ ∞
0
s2κds
(1 + s2)
v =
∫ pi/2
0
tan2κ θ cos2v θ sec2 θdθ =
∫ pi/2
0
sin2κ θ cos2v−2κ−2 θdθ
=
1
2
B
(
κ+
1
2
, v − κ− 1
2
)
,
and so ∫ ∞
0
s2κ
◦
w (s)
ds =
1
2
B
(
κ+
1
2
, v − κ− 1
2
)
. (3.72)
Now suppose d ≥ 2 Here 3.48 is the relevant estimate and we need to calculate ∫∞
0
s2κ
◦
w(s)
ds where
◦
w is defined
by 1.11 i.e.
1
◦
w (s)
= 2d−1
∫
ξ′≥0
dξ′
w (s, ξ′)
= 2d−1
∫
ξ′≥0
dξ′(
1 + s2 + |ξ′|2
)v ,
and the change of variables ξ′ =
(
1 + s2
) 1
2 η′ implies dξ′ =
(
1 + s2
) d−1
2 dη′ so that
1
◦
w (s)
=
λv
(1 + s2)
v− d2+ 12
, λv = 2
d−1
∫
ξ′≥0
dη′(
1 + |η′|2
)v . (3.73)
and ∫ ∞
0
s2κ
◦
w (s)
ds = λv
∫ ∞
0
s2κ
(1 + s2)v−
d
2+
1
2
ds. (3.74)
This means that ∫ ∞
0
s2κ
◦
w (s)
ds = λv
∫ ∞
0
s2κ
(1 + s2)
v− d2+ 12
ds =
1
2
λvB
(
κ+
1
2
, v − κ− d
2
)
. (3.75)
The next step is to calculate λv. The two cases are d = 2 and d ≥ 3:
Case 2 d = 2 Here v > 1 and from 3.73 and 3.70
λv = 2
∫ ∞
0
ds
(1 + s2)
v =
1
2
B
(
1
2
, v − 1
2
)
,
and ∫ ∞
0
s2κ
◦
w (s)
ds =
1
4
B
(
1
2
, v − 1
2
)
B
(
κ+
1
2
, v − κ− 1
)
, d = 2. (3.76)
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Case 3 d ≥ 3 Note first that v > 3/2. To calculate λv we use a spherical polar change of variables e.g.
Section 5.43 Adams [4]: η′ = (r, φ) = (r, φ1, . . . , φd−2), r ≥ 0, 0 ≤ φj ≤ pi21, which has volume element
dη′ = rd−2
d−2∏
j=1
sinj−1 φjdrdφ,
where dφ = dφ1 . . . dφd−2. Thus
λv = 2
d−1
∫
η′≥0
dη′(
1 + |η′|2
)v = 2d−1
pi
2 1∫
0
∞∫
0
rd−2
∏d−2
j=1 sin
j−1 φjdrdφ
(1 + r2)
v
= 2d−1
∞∫
0
rd−2
(1 + r2)
v dr
d−2∏
j=1
pi
2∫
0
sinj−1 φjdφj ,
and by 3.69 ∫ ∞
0
rd−2
(1 + r2)
v dr =
1
2
B
(
d− 1
2
, v − d− 1
2
)
,
so that
λv = 2
d−1 1
2
B
(
d− 1
2
, v − d− 1
2
) d−2∏
j=1
pi
2∫
0
sinj−1 φjdφj
= 2d−2B
(
d− 1
2
, v − d− 1
2
) d−2∏
j=1
1
2
Γ
(
1
2
)
Γ
(
j
2
)
Γ
(
j+1
2
)
=
Γ
(
1
2
)d−1
Γ
(
d−1
2
) B(d− 1
2
, v − d− 1
2
)
,
and from 3.75∫ ∞
0
s2κ
◦
w (s)
ds =
1
2
λvB
(
κ+
1
2
, v − κ− d
2
)
=
Γ
(
1
2
)d−1
Γ
(
d−1
2
) B(d− 1
2
, v − d− 1
2
)
B
(
κ+
1
2
, v − κ− d
2
)
, d ≥ 3. (3.77)
We now have our three estimates 3.72, 3.76 and 3.77. But 3.77 becomes 3.76 when we set d = 2 so in
summary: ∫ ∞
0
s2κ
◦
w (s)
ds =

1
2B
(
κ+ 12 , v − κ− 12
)
, d = 1,
Γ( 12 )
d−1
Γ( d−12 )
B
(
d−1
2 , v − d−12
)
B
(
κ+ 12 , v − κ− d2
)
, d ≥ 2, (3.78)
and
λv =
Γ
(
1
2
)d−1
Γ
(
d−1
2
) B(d− 1
2
, v − d− 1
2
)
, d ≥ 2.
Example 191 The extended B-splines l, n ≥ 1. Introduced in Theorem 19. They have property W03 for κ
iff κ < (n− 1/2)1. Set m = ⌊κ⌋ and so m ≥ 1 when n ≥ 2. They have property W02 for κ.
Thus, from part 1 of Theorem 175,
|(Rm+1f) (x, a)| ≤ cm
m!
(∫ |·|2κ
ws
)1/2
‖f‖w,0 |a|κ , x, a ∈ Rd,
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and so 3.61 is satisfied for
n ≥ 2, m = n− 1, θ = κ−m, hw =∞,
cw =
cm
m!
(∫ |·|2κ
ws
)1/2
. (3.79)
Thus part 1 of Theorem 175 yields an improvement of 0 < θ < 1/2 in the estimated order of convergence.
However, we can obtain a further improvement in the order of convergence using part 4 of Theorem 175 and
the upper bounds of Section 3.4. Indeed, by Theorem 66, D2m+1G1 ∈ L∞ so by Theorem 180 and Theorem 182
we have estimates of order m+ 1/2 = n− 1/2.
3.6.3 Examples: summary table
-
Interpolant error estimates: W02 for κ ≥ 1 or W03 for κ ≥ 1.
Techniques: unisolvency, multipoint tempered distribution Taylor series.
Weight function Parameter Converg.
constraints order cw hw
Sobolev spline (W02) < v − d/2 3.68 ∞
(v > d/2)
Extended B-spline (W03) n ≥ 2 n− 1/2 ∞
(n ≤ l)
TABLE 3.2.
3.6.4 Local estimates
In Theorem 189 we derived error estimates for all f ∈ X0w. This result can be improved using the localization
results of Section 2.9 which comes, however, at the price of the possibly hard-to-calculate constant ‖E‖:
Theorem 192 Suppose the weight function w and the data region Ω satisfy the localization conditions of Corol-
lary 165 for some n ≥ 1. Suppose also that w satisfies the convergence conditions of Theorem 189 for m = ⌊κ⌋
and some θ ≥ 0.
Then X0w (Ω) =W
n1 (Ω) as sets and
|u (x)− IXu (x)| ≤ (cΩ,m)m+θK ′Ω,mcw ‖E‖ ‖u‖Wn1(Ω) (hX,Ω)m+θ , x ∈ Ω, u ∈ Wn1 (Ω) ,
where ‖E‖ is the norm of the linear extension operator E :Wn1 (Ω)→ X0w introduced in Theorem 163.
Proof. Theorem 189 implies
|f (x)− IXf (x)| ≤ (cΩ,m)m+θK ′Ω,mcw ‖f‖w,0 (hX,Ω)m+θ , x ∈ Ω, f ∈ X0w.
But from Theorem 163 the extension operator E : Wn1 (Ω) → X0w is continuous so that if u ∈ Wn1 (Ω) and
x ∈ Ω,
|u (x)− IXu (x)| = |Eu (x)− IXEu (x)| ≤ (cΩ,m)m+θK ′Ω,mcw ‖Eu‖w,0 (hX,Ω)m+θ
≤ (cΩ,m)m+θK ′Ω,mcw ‖E‖ ‖u‖Wn1(Ω) (hX,Ω)m+θ .
Remark 193 The Sobolev spline weight function of Table 3.2 does not satisfy the localization conditions of
Corollary 165 since it does not satisfy the inequalities 2.131.
4
Local interpolation error for data functions in
W 1,∞ (Ω) ∩X0w (Ω)
4.1 Introduction
Here the local data functions are assumed to have bounded derivatives on a bounded data region Ω i.e. functions
in W 1,∞ (Ω) ∩X0w (Ω) where X0w is a global data space. See Section 7.9 for the corresponding results concerning
the Exact smoother.
In Section 4.2 we will consider 1-dimensional estimates and the main result is Theorem 196. An example is
provided by Corollary 595 of the Appendix where it is shown that in one dimension the interpolant generated
by the scaled hat basis function Λ (x/λ) satisfies the local estimate:
‖DIXfd‖∞;Ω ≤
2
λ
‖fd‖∞;Ω + ‖Dfd‖∞;Ω , fd ∈ W 1,∞ (Ω) ∩X0w (Ω) .
The scaled hat basis function is assumed to have large support w.r.t. the data region i.e. diamΩ ≥ λ.
In Section 4.3 an analogous multivariate error estimate is proven where the interpolant is assumed to satisfy
the inequality
‖DαIXfd‖W∞(Ω) ≤ c ‖fd‖W 1,∞(Ω) , x ∈ Ω, fd ∈ W 1,∞ (Ω) ∩X0w (Ω) , |α| = 1.
I have not been able to prove that the scaled tensor product hat function with large support satisfies this
inequality.
In the light of these observations we will use the following spaces from Definition 134:
Definition 194 The Sobolev space W 1,∞ (Ω): If Ω is an open set in Rd then define the Sobolev space:
W 1,∞ (Ω) = {f ∈ L∞ (Ω) : Df ∈ L∞ (Ω)} ,
endowed with the supremum norm: ‖f‖1,∞,Ω =
1∑
k=0
∥∥Dkf∥∥∞,Ω.
It is also well known that if Ω is bounded then W 1,∞ (Ω) is a Banach space.
Also
W 1,∞ (Ω) :=
{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
= {f ∈ D′ : Df ∈ L∞ (Ω)} .
Our data function spaces require the derivative to be bounded. This excludes functions with cusps, vertical
inflections/tangents and half-vertical tangents but allows corners. See Subsection 7.9.3 for a selection of data
functions for numerical experiments.
4.2 Local error estimates on R1
We will need the following local form of the Taylor series given in Lemma 85:
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Lemma 195 Assume Ω ⊂ R1 is an open interval. Suppose u ∈ C(0)B (Ω) has distributional derivative Du ∈
L∞ (Ω).
Then
u(z + b) = u(z) + (R1u) (z, b) , z, z + b ∈ Ω,
where R1u is the integral remainder term
(R1u) (z, b) = b
∫ 1
0
(Du)(z + (1− t) b)dt, (4.1)
which satisfies
|(R1u) (z, b)| ≤ ‖Du‖∞;[z,z+b] |b| , (4.2)
and
|(R1u) (z, b)| ≤
(
‖Du‖∞;[z,z+b]
)
|b| .
Proof. Using the test functions C∞0 (Ω) instead of C
∞
0
(
R1
)
we can easily adapt the proof of Lemma 85.
The next error estimate is inspired by the (trivial) interpolation Example 198 which considers the scaled hat
basis functions.
Theorem 196 One-dimensional result Suppose the data region Ω ⊂ R1 is an open interval and suppose
that the basis function satisfies G ∈ W 1,∞ (Ω− Ω). We will choose our data functions fd ∈ W 1,∞ (Ω) ∩X0w (Ω)
and assume that there exist constants c0, c1 > 0 such that the basis function interpolant IXfd satisfies
|DIXfd (x)| ≤ c0 ‖fd‖∞,Ω + c1 ‖Dfd‖∞,Ω , x ∈ Ω, fd ∈W 1,∞ (Ω) ∩X0w (Ω) . (4.3)
Then we have the following pointwise error estimate
|IXfd (x)− fd (x)| ≤
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
) ∣∣∣x− x(k)∣∣∣ , x ∈ Ω, x(k) ∈ Ω.
Further, we have the spherical cavity error estimate
|IXfd (x) − fd (x)| ≤
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
)
hΩ,X , x ∈ Ω, (4.4)
where
hΩ,X = sup
x∈Ω
N
min
k=1
∣∣∣x− x(k)∣∣∣ , (4.5)
is the maximum spherical cavity size (radius).
Proof. Since G ∈ W 1,∞ (Ω− Ω) the basis function formula 2.13 for the interpolant means that IXfd ∈ C(0)B ∩
W 1,∞ (Ω). Since fd ∈ X0w (Ω) we have fd ∈ C(0)B (Ω) and applying Taylor series expansion result of Lemma 195
with x ∈ Ω, z = x(k) ∈ X and b = x− x(k) yields
IXfd (x)− fd (x) = (IXfd − fd)
(
x(k) +
(
x− x(k)
))
= (IXfd − fd)
(
x(k)
)
+ (R1 (IXfd − fd))
(
x(k), x− x(k)
)
= (R1 (IXfd − fd))
(
x(k), x− x(k)
)
,
with the remainder estimate 4.2, namely
∣∣∣(R1 (IXfd − fd))(x(k), x− x(k))∣∣∣ ≤ ( max
y∈[x(k),x]
|D (IXfd − fd) (y)|
)∣∣∣x− x(k)∣∣∣
≤
(
‖D (IXfd − fd)‖∞,Ω
) ∣∣∣x− x(k)∣∣∣
≤
(
‖DIXfd‖∞,Ω + ‖Dfd‖∞,Ω
) ∣∣∣x− x(k)∣∣∣ .
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Hence, using the assumption 4.3,
|IXfd (x)− fd (x)| ≤
(
c0 ‖fd‖∞,Ω + c1 ‖Dfd‖∞,Ω + ‖Dfd‖∞,Ω
) ∣∣∣x− x(k)∣∣∣
≤
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
) ∣∣∣x− x(k)∣∣∣ , (4.6)
and thus
|IXfd (x)− fd (x)| ≤
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
) N
min
k=1
∣∣∣x− x(k)∣∣∣
≤
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
)
sup
x∈Ω
N
min
k=1
∣∣∣x− x(k)∣∣∣
=
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
)
hΩ,X .
Corollary 197 Under the conditions of Theorem 196 the interpolant operator IX satisfies
‖IXfd‖1,∞,Ω ≤ (1 + c0 + c1) (1 + hΩ,X) ‖fd‖1,∞,Ω , fd ∈W 1,∞ (Ω) ∩X0w (Ω) .
Proof. From 4.4 and then 4.3 we get:
‖IXfd‖1,∞,Ω
≤ ‖IXfd‖∞,Ω + ‖DIXfd‖∞,Ω
≤ ‖fd‖∞,Ω +
(
c0 ‖fd‖∞,Ω + (1 + c1) ‖Dfd‖∞,Ω
)
hΩ,X + ‖DIXfd‖∞,Ω
= (1 + c0hΩ,X) ‖fd‖∞,Ω + (1 + c1)hΩ,X ‖Dfd‖∞,Ω + ‖DIXfd‖∞,Ω
≤ (1 + c0hΩ,X) ‖fd‖∞,Ω + (1 + c1)hΩ,X ‖Dfd‖∞,Ω + c0 ‖fd‖∞,Ω + c1 ‖Dfd‖∞,Ω
≤ {1 + c0hΩ,X + (1 + c1)hΩ,X + c0 + c1} ‖fd‖1,∞,Ω
= {1 + c0 + c1 + (1 + c0 + c1)hΩ,X} ‖fd‖1,∞,Ω
= (1 + c0 + c1) (1 + hΩ,X) ‖fd‖1,∞,Ω .
Example 198 1-dimensional scaled hat basis function with large support w.r.t. the data region
Since rΩΛ ∈ X0w (Ω) it is clear that X0w (Ω) ∩W 1,∞ (Ω) 6= {0}.
These basis functions are discussed in Chapter 10 of the Appendix. Large support w.r.t. the data region Ω
means that the scaled hat basis function Λλ (x) = Λ (x/λ) has been scaled so that
diamΩ ≤ 1
2
diam suppΛλ i.e. diamΩ ≤ λ.
This assumption has the nice consequence that x, x′ ∈ Ω now implies Λλ (x− x′) = 1− |x−x
′|
λ and there are
no zero values. This will mean that in 1-dimension the interpolant is the (rather trivial) continuous,
piecewise linear interpolant with a finite number of derivative values which correspond to the linear segments
in the data intervals
[
x(k), x(k+1)
]
.
In Corollary 595 it is shown that if diamΩ ≤ λ and the data function fd ∈ X0w satisfies Dfd ∈ L∞ (Ω) then
the basis function interpolant IXfd corresponding to the scaled hat basis function Λ (·/λ) satisfies
‖DIXfd‖∞;Ω ≤
2
λ
‖fd‖∞;Ω + ‖Dfd‖∞;Ω .
Theorem 196 now implies that
|IXfd (x)− fd (x)| ≤
(
2
λ
‖fd‖∞,Ω + 2 ‖Dfd‖∞,Ω
)
hΩ,X
= 2
(
1
λ
‖fd‖∞,Ω + ‖Dfd‖∞,Ω
)
hΩ,X ,
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and Corollary 197 implies that
‖IXfd‖1,∞,Ω ≤ C ‖fd‖1,∞,Ω , fd ∈W 1,∞ (Ω) ,
where
C = max
{
1 +
2
λ
(1 + hΩ,X) , 1 + 2hΩ,X
}
.
This interpolant would be more interesting in higher dimensions and more so for small λ.
We are really more interested in the corresponding basis function smoother - see Section 7.9 and Example 327.
4.3 Multivariate local error estimates on Rd
We will now derive a multivariate analogue of Theorem 196 but first we need:
Lemma 199 Suppose Ω is a bounded region satisfying the (uniform, open) cone condition and the maximum
spherical cavity size (radius) is
hΩ,X := sup
x∈Ω
N
min
k=1
∣∣∣x− x(k)∣∣∣ .
Then there exist constants cΩ, ε0 > 0 such that: If hΩ,X < ε0 then for every x ∈ Ω there exists x(k) such that[
x, x(k)
] ⊂ Ω and ∣∣x− x(k)∣∣ ≤ cΩhΩ,X .
More precisely, if r is the radius of the ball of the cone and l is the distance between the center of the ball and
the vertex then we can choose ε0 = r and cΩ = r + l. Note that l > r.
Proof. Choose ε0 ≤ r. Since Ω satisfies the cone condition x lies in some open cone C ⊂ Ω and hΩ,X ≤ ε0
implies there exists an independent data point x(k) ∈ C. This means [x, x(k)] ⊂ C ⊂ Ω. Simple geometrical
considerations indicate that
∣∣x− x(k)∣∣ ≤ (ε0 + l)hΩ,X .
I do not have a multivariate example for the next theorem because I have not yet been able to prove that the
scaled tensor product hat function with large support satisfies the inequality 4.7 below. But someone said that
hope springs eternal.
Theorem 200 Multivariate interpolation Suppose Ω ⊂ Rd is a bounded data region satisfying the cone
condition and suppose that the basis function satisfies G ∈ W 1,∞ (Ω− Ω). We will choose our data functions
fd ∈ W 1,∞ (Ω) ∩ X0w (Ω) and assume that there exists a constant c > 0 such that the basis function interpolant
IXfd satisfies
‖DαIXfd‖∞,Ω ≤ c ‖fd‖1,∞,Ω , x ∈ Ω, fd ∈W 1,∞ (Ω) ∩X0w (Ω) , |α| = 1. (4.7)
Then we have the following pointwise error estimate:
|IXfd (x)− fd (x)| ≤
√
d (1 + c) ‖fd‖1,∞,Ω
∣∣∣x− x(k)∣∣∣ , x ∈ Ω, x(k) ∈ Ω.
Further, there exist constants cΩ, ε0 > 0 such that we have the spherical cavity error estimate:
|IXfd (x)− fd (x)| ≤
√
d (1 + c) cΩ ‖fd‖1,∞,Ω hΩ,X , x ∈ Ω,
when hΩ,X < ε0.
Proof. Since fd ∈ X0w (Ω) we have fd ∈ C(0)B (Ω). If x ∈ Ω then by Lemma 199 there exist constants rΩ, ε0 > 0
such that when hΩ,X < ε0 there exists x
(k) ∈ X such that [x, x(k)] ⊂ Ω and ∣∣x− x(k)∣∣ < cΩhΩ,X . This permits
us to apply the Taylor series expansion result of Remark 86 with x ∈ Ω, z = x(k) ∈ X and b = x− x(k) to get
IXfd (x)− fd (x) = (IXfd − fd)
(
x(k) +
(
x− x(k)
))
= (IXfd − fd)
(
x(k)
)
+ (R1 (IXfd − fd))
(
x(k), x− x(k)
)
= (R1 (IXfd − fd))
(
x(k), x− x(k)
)
,
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with the remainder estimate 1.103, namely
∣∣∣(R1 (IXfd − fd))(x(k), x− x(k))∣∣∣ ≤ √d(max|α|=1 maxy∈[x(k),x] |Dα (IXfd − fd) (y)|
)∣∣∣x− x(k)∣∣∣
≤
√
dmax
|α|=1
‖Dα (IXfd − fd)‖∞,Ω
∣∣∣x− x(k)∣∣∣
≤
√
d
(
max
|α|=1
‖Dαfd‖∞,Ω + max|α|=1 ‖D
αIXfd‖∞,Ω
) ∣∣∣x− x(k)∣∣∣ .
Hence, using the assumption 4.7,
|IXfd (x)− fd (x)| ≤
√
d
(
max
|α|=1
‖Dαfd‖∞,Ω + c ‖fd‖1,∞,Ω
) ∣∣∣x− x(k)∣∣∣
≤
√
d (1 + c) ‖fd‖1,∞,Ω
∣∣∣x− x(k)∣∣∣ , (4.8)
and thus
|IXfd (x)− fd (x)| ≤
√
d (1 + c) ‖fd‖1,∞,Ω
N
min
k=1
∣∣∣x− x(k)∣∣∣
≤
√
d (1 + c) ‖fd‖1,∞,Ω sup
x∈Ω
N
min
k=1
∣∣∣x− x(k)∣∣∣
≤
√
d (1 + c) ‖fd‖1,∞,Ω cΩhΩ,X .
Corollary 201 Under the conditions of Theorem 200 the interpolant operator IX satisfies
‖IXfd‖1,∞,Ω ≤
{
1 +
√
d (1 + c) cΩhΩ,X , c
}
‖fd‖1,∞,Ω , fd ∈ W 1,∞ (Ω) ∩X0w (Ω) ,
when hΩ,X < ε0.
Proof. From 4.7 and then 4.8 we get:
‖IXfd‖1,∞,Ω = max
{
‖IXfd‖∞,Ω ,max|α|=1 ‖D
αIXfd‖1,∞,Ω
}
≤ max
{
‖IXfd‖∞,Ω , c ‖fd‖1,∞,Ω
}
≤ max
{
‖fd‖∞,Ω +
√
d (1 + c) cΩ ‖fd‖1,∞,Ω hΩ,X , c ‖fd‖1,∞,Ω
}
≤
{
1 +
√
d (1 + c) cΩhΩ,X , c
}
‖fd‖1,∞,Ω .
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5
Central difference tensor product weight functions and
interpolation
5.1 Introduction
In Section 5.2 We define the univariate and tensor product central difference weight functions using a central
difference operator. Various bounds and smoothness properties are proved for the weight function. These depend
on the assumptions placed upon parameters used to define the weight function.
In Section 5.3 we will derive several formulas for the basis function and its derivatives, as well as deriving
some smoothness properties and bounds. For example, Theorem 222 presents a multiplicative convolution
formula for the basis function in terms of q and the extended B-spline basis function Gs. Theorem 232 gives a
basis function formula in terms of the partial moments of q.
In Section 5.4 we show that given an extended B-spline weight function ws and corresponding basis function
Gs, there exists a sequence of central difference weight functions wk and corresponding basis functions Gk such
that 1/wk → 1/ws in the L1 sense and Gk → Gs uniformly pointwise.
In Section 5.5 we will use the generalized local data function results of Subsection 2.9.2 to characterize locally
the data functions for the tensor product central difference basis functions as Sobolev spaces. These results
supply important information about the data functions and makes it easy to choose data functions for numerical
experiments concerning the zero order basis function interpolation and smoothing problems discussed later in
Chapters 2, 7 and 8. It also allows us to use the result of Subsection 2.9.3 to derive local convergence estimates
from global convergence estimates for interpolants and smoothers.
In Section 5.6 we will use the results of 2 to derive orders for the pointwise converge of the minimal
norm interpolant to its data function in the case of central difference weight functions.
To understand the theory of interpolants and smoothers presented in this document it is not necessary to read
this chapter which introduces the tensor product central difference weight functions. However, we note
that Section 5.5 contains local data space results specifically designed for tensor product weight functions and
that central difference weight functions are used as examples in the chapters dealing with smoothers.
This chapter introduces a large new class of tensor product functions based on 1-dimensional central difference
operators and it is shown that they are weight functions. The basis functions are calculated and smoothness
estimates and upper and lower bounds are derived for the weight functions and the basis functions.
Like the B-splines, their data functions are characterized locally as Sobolev spaces.
Pointwise convergence results are derived for the basis function interpolant using results from Chapter 2. These
give orders of convergence identical to those obtained for the extended B-splines in. This chapter presents no
numerical interpolation experiments.
This is a large class of weight functions and I have only calculated a couple of basis functions. The calculations
were tedious until I proved Theorem 232 which gives much easier formulas for the basis function. I have no results
to offer in this regard except Remark 224 which might mean that it may be possible to usefully characterize the
basis functions or characterize a large subset of the basis functions.
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However, lately I have been able to derive more amenable formulas for the basis functions - this is Theorem
232 which calculates the basis function using partial moments of the generating function q.
The central difference weight functions are defined as follows: Suppose q ∈ L1 (R1) , q 6= 0, q (ξ) ≥ 0 and
l ≥ n ≥ 1 are integers. The univariate central difference weight function with parameters n, l is defined by
w (ξ) =
ξ2n
∆2lq̂ (ξ)
, ξ ∈ R1,
where ∆2l is central difference operator
∆2lf (ξ) =
l∑
k=−l
(−1)k ( 2lk+l)f (−kξ) , l = 1, 2, 3, . . . ; ξ ∈ R1.
For example, ∆2f (ξ) = − (f (ξ)− 2f (0) + f (−ξ)). The multivariate central difference weight function is
defined by tensor product.
It is shown in Theorem 206 that w belongs to the class of zero order weight functions introduced in Chapter
1 for some κ iff
∫
|ξ|≥R
|ξ|2n−1 q (ξ) dξ < ∞ for some R ≥ 0. Here κ satisfies κ + 1/2 < n. The central difference
weight functions are closely related to the extended B-splines defined by 1.27 and a discussion of their genesis
is given in Subsection 5.2.1.
Various bounds are derived for w. For example, in Corollary 220 it is shown that if
∫
|t|≥R t
2lq (t) dt <∞ then
for any r > 0 there exist constants cr, c
′
r, kr, k
′
r > 0 such that
krξ
2n ≤ w (ξ) ≤ k′rξ2n, |ξ| ≥ r, ξ ∈ R1,
cr
ξ2(l−n)
≤ w (ξ) ≤ c
′
r
ξ2(l−n)
, |ξ| ≤ r, ξ ∈ R1.
By Theorems 222 and 226 the univariate central difference basis function is given by the multiplicative convo-
lution formula
Gc (s) = (−1)(l−n)
∫
R1
(
D2(l−n) (∗Λ)l
)(s
t
)
|t|2n−1 q (t) dt, s ∈ R1,
with Gc ∈ C(2n−2)B and D2n−1G bounded in C(2n−1)
(
R1 \ 0). The multivariate basis function is defined as a
tensor product. For k ≤ 2n− 2, DkGc is uniformly Lipschitz continuous of order 1 (Theorem 229).
The next theorem Theorem 232 and its corollary give convenient partial moment formulas for the basis
function and its derivatives that do not involve calculating the extended B-spline basis functions Gs but instead
involves the direct calculation of partial moments of q. In fact
Gc (x) =
{
(−1)n
(2n−1)!
∫ Rql
|x| (s− |x|)2n−1 ql (s) ds, |x| ≤ Rql,
0, |x| ≥ Rql,
ql (s) =
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
s
j
)
,
where supp q ⊆ BRq .
Also, the improved result that Gc ∈ C2n−1B
(
R1
)
is derived. It is also shown that if supp q ⊆ BRq , where
possibly Rq =∞, it follows that suppGc ⊆ BRql and that Gc satisfies the differential equation
D2nGc (s) = (−1)n
(
2l
l
)(∫
q
)
δ + (−1)n
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
s
j
)
,
implying that D2nGc has the same smoothness as q on Rd \0. In fact if q ∈ C∞0
(
R1
)
then Gc ∈ C∞
(
R1 \ 0)∩
C
(2n−1)
B
(
R1
)
and Gc has bounded support.
In Section 5.5 we characterize the data function space locally as the Sobolev space Wn1 (Ω) (defined by
5). A localization result specifically for tensor product weight functions is derived in Theorem 256. This sup-
plies important information about the data functions and makes it easy to choose data functions for numerical
experiments.
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Results for the pointwise convergence of the interpolant to its data function on a bounded data domain are
derived using results from Chapter 1. These results are summarized in Table 5.1 and give estimates identical to
those obtained for the extended B-splines.
This chapter does not present the results of any numerical experiments.
5.2 Central difference weight functions
In this section we define the univariate and tensor product central difference weight functions using a central
difference operator. Various bounds and smoothness properties are proved for the weight function. These depend
on the assumptions placed upon parameters used to define the weight function.
To introduce the central difference weight functions we will need some central difference operators:
Definition 202 The univariate central difference operators δξ and ∆2l on R1.
In Theorem 131 we defined the central difference operator
δξf (x) = f
(
x+
ξ
2
)
− f
(
x− ξ
2
)
, x, ξ ∈ R1.
and here we introduce the operator
∆2lf (ξ) =
l∑
j=−l
(−1)j ( 2lj+l)f (−jξ) , l = 1, 2, 3, . . . , ξ ∈ R1. (5.1)
This definition of ∆2l ensures that ∆2l,ξ
(
e−iξt
) ≥ 0, which is part 3 of the next lemma. For example:
∆2f (ξ) = − (f (ξ)− 2f (0) + f (−ξ)) .
∆4f (ξ) = f (2ξ)− 4f (ξ) + 6f (0)− 4f (−ξ) + f (−2ξ) .
Noting that ∆2lf (ξ) = (−1)l
(
δ2lξ f
)
(0) we define
∆kf (ξ) := i
k
(
δkξ f
)
(0) , k = 0, 1, 2, . . .
Lemma 203 The even central difference operators of Definition 202 have the following properties:
1. ∆2kf (ξ) = (−1)k
(
δ2kξ f
)
(0) =
(
(−δξ)2k f
)
(0).
2. Regarding monomials and polynomials:
(a) ∆2l
(
ξk
)
=
(
l∑
j=−l
(−1)j ( 2lj+l)jk
)
(−ξ)k when k ≥ 0.
(b)
l∑
j=−l
(−1)j ( 2lj+l)jk = { 0, if k = 0, 1, 2, . . . , 2l− 1,(−1)l (2l)!, if k = 2l.
(c) ∆2l
(
ξ2l+1
)
= 0.
(d) ∆2l (p (ξ)) = 0 when p is a polynomial with degree less than 2l.
(e) ∆2l
(
ξ2l
)
= (−1)l (2l)!ξ2l.
3. ∆2l,ξ
(
e−iξt
)
= 22l sin2l (ξt/2). Here ∆2l,ξ indicates ∆2l is acting on the variable ξ in e
−iξt.
4. If g ∈ L1 then part 12 of Lemma 683 implies
∆2lĝ (ξ) =
l∑
j=−l
(−1)j ( 2lj+l)ĝ (−jξ) = (2ll )ĝ (0) +
 l∑
j=−l, j 6=0
(−1)j
|j|
(
2l
j+l
)
g
(
−x
j
)∧ .
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Remark 204 (to self) In Section 1 of [10] Bojarski states that it is well known that in R1 the finite difference
expression
m∑
j=0
(−1)j (mj )f (x+ jh) , h = y − xm , (5.2)
approximates the Taylor series remainder
f (y)−
m−1∑
n=0
Dnf (x)
(y − x)n
n!
, x, y ∈ R1.
The remainder is bounded using the classical Hardy-Littlewood maximal function Mδg on R1 e.g. Hardy, Little-
wood and Po´lya [26]. After inequality (2.10) Bojarski considers higher dimensions with the expression 5.2 retained
and the Taylor series expansion has the usual higher dimensional form. The estimate of the remainder is carried
out by generalizing the Hardy-Littlewood maximal function to higher dimensions - see Bojarski and Haj lasz [12]
and Bojarski, Haj lasz and Strzelecki [13]. This involves concepts such as Bessel capacity and Lebesgue points.
Petersen [52] mentions Lebesgue points in §2.3.
How does this fit in with the derivation of the Approximate smoother?
See Section 6.4.1.
5.2.1 Motivation and definition
The derivation of the 1-dimensional central difference weight function is based on the approximation of the
reciprocal of the B-spline weight function ws using a mollifier. From 1.27 we have for parameters n and l,
1
ws (ξ)
=
sin2l ξ
ξ2n
, 1 ≤ n ≤ l.
and so by part 3 Lemma 203 with t = 2, 1ws(ξ) =
1
22l
∆2l(e−i2ξ)
ξ2n or using the Fourier transform F [·] (ξ)
1
ws (ξ)
=
√
2π
22l
∆2lF [δ (x− 2)]
ξ2n
.
We now want to approximate the delta function δ in the distribution sense using the sequence of functions
kψ (kx) k = 1, 2, 3, . . ., where ψ ∈ L1 (R1), ∫ ψ = 1 and ∫ |xψ (x)| dx < ∞. Since kψ (kx)→ δ as k → ∞ in the
sense of distributions, kψ (k (x− 2))→ δ (x− 2) and so as k →∞,
√
2π
22l
∆2lF [kψ (k (x− 2))]
ξ2n
→ 1
ws (ξ)
on D′ (R1 \ 0) .
Here we will not try to extend the convergence to S′ but observe that we can write
√
2π
22l
∆2lF [kψ (k (x− 2))]
ξ2n
=
∆2lq̂k
ξ2n
,
where
qk (x) =
√
2π
22l
kψ (k (x− 2)) ∈ L1 (R1) . (5.3)
Thus ∆2lq̂kξ2n → 1ws(ξ) on D′
(
R1 \ 0) and if we are lucky ξ2n∆2lq̂k(ξ) may be a weight function. Indeed, we use this
idea to define a central difference weight function and justify calling it a weight function using the next theorem.
Later in Section 5.4 we will give results which supply conditions on ψ for which ∆2lq̂kξ2n → 1ws(ξ) in L1 and as
tempered distributions, and for which the corresponding sequence of central difference basis functions converges
uniformly pointwise to the extended B-spline basis function.
Definition 205 Central difference weight functions
Suppose that q ∈ L1 (R1), q 6= 0 a.e., q (ξ) ≥ 0 and l, n ≥ 0 are integers. The univariate central difference
weight function is defined by
w (ξ) :=
ξ2n
∆2lq̂ (ξ)
, ξ ∈ R1. (5.4)
In d dimensions the multivariate central difference weight function with parameters n and l is the
tensor product of the univariate weight function.
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The next result justifies these definitions.
Theorem 206 Suppose w is the function on R1 introduced in Definition 205. Then w is an even function
satisfying weight function property W01 for A = {0}.
Further, w satisfies property W02 for parameter κ iff l and n satisfy κ+ 1/2 < n ≤ l and q satisfies∫
|ξ|≥R
|ξ|2n−1 q (ξ) dξ <∞, for some R ≥ 0. (5.5)
Note that properties W02 and W03 are identical in one dimension and for tensor products of central differences
we can use Theorem 15.
Proof. The weight function w is an even function since it is clear from equation 5.1 that ∆2lq̂ is even. From part
3 of Lemma 203 we have ∆2l,ξe
−iξt = 22l sin2l (ξt/2) so that
1
w (ξ)
=
∆2lq̂ (ξ)
ξ2n
= 1√
2pi
1
ξ2n
∫ (
∆2l,ξe
−iξt) q (t) dt
= 2
2l√
2pi
1
ξ2n
∫
sin2l (ξt/2) q (t) dt, (5.6)
and clearly w (ξ) > 0 when ξ 6= 0. Since q ∈ L1 implies q̂ ∈ C(0)B , from the definition of w we have w ∈
C(0)
(
R1 \ 0) and w > 0 on R1 \ 0.
Regarding property W02, choose λ ≥ 0. Then∫
ξ2λdξ
w (ξ)
= 2
2l√
2pi
∫
1
ξ2(n−λ)
∫
sin2l (ξt/2) q (t) dtdξ
= 2
2l√
2pi
∫ ∫
sin2l (ξt/2)
ξ2(n−λ)
dξ q (t) dt.
where, because the integrand is non-negative, the integrals all exist iff the last integral exists. Now make the
change of variables η = ξt/2, dη = 12 |t| dξ so that∫
ξ2λdξ
w (ξ)
= 2
2l√
2pi
∫ ∫
sin2l η(
2η
t
)2(n−λ) 2dη|t| q (t) dt
= 2
2(l−n+λ)+1√
2pi
∫ ∫
sin2l η
η2(n−λ)
dη |t|2(n−λ)−1 q (t) dt
= 2
2(l−n+λ)+1√
2pi
∫
η2λ
ws (η)
dη
∫
|t|2(n−λ)−1 q (t) dt. (5.7)
Since ws is an extended B-spline weight function the first integral of 5.7 exists iff 0 ≤ λ ≤ κ and κ + 1/2 <
n ≤ l. Further, since q ∈ L1, ∫ |t|2(n−λ)−1 q (t) dt exists iff ∫
|t|≥R
|t|2(n−λ)−1 q (t) dt < ∞ for some R ≥ 0 iff∫
|t|≥R
|t|2(n−λ)−1 q (t) dt < ∞ for λ = 0 and some R ≥ 0. Thus it can be seen that w has property W02 for κ iff
κ+ 1/2 < n ≤ l and ∫
|t|≥R
|t|2n−1 q (t) dt <∞.
Remark 207 Subsection 1.2.9 of the positive order document Williams [62] gives necessary and sufficient con-
ditions for a homogeneous tensor product central difference weight function w to be a weight function of positive
order which satisfies weight function condition W3.1. In fact, if the weight function is generated by parameters
n, l, q (·) then w has property W3.1 for θ = |α| ≥ 1 and parameter κ = κ11 iff
κ1 − n+ 1/2 < α ≤ α ≤ l− n.
Here α = minα and α = maxα.
The weight function condition W3.1 is suitable for tensor products and is : w has property W3.1 for order θ
and some parameter κ ∈ Rd, κ ≥ 0 if there exists a multi-index α such that |α| = θ and∫
x2λ
w (x)x2α
dx <∞, 0 ≤ λ ≤ κ.
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Here x2λ :=
(
x21
)λ1 × · · · × (x2d)λd .
In this case the order θ basis function G exists and G ∈ C(⌊2κ1⌋1)B . For the space of data functions Xθw →֒
C∞BP + C
(⌊κ1⌋1)
B .
The spaces C
(α)
B are defined by 1.34 and the spaces C
∞
BP are given in Definition 678.
The central difference weight function is related to the extended B-spline weight function as follows:
Theorem 208 Suppose ws is the extended B-spline weight function with parameters n, l. Suppose wc is a central
difference weight function with parameters n, l, q (·). Then these weight functions are related by the equation
1
wc (ξ)
= 2
2(l−n)√
2pi
∫
R1
t2nq (t)
ws (ξt/2)
dt. (5.8)
Proof. From equation 5.6 of the proof of Theorem 206
1
wc (ξ)
= 1√
2pi
22l
ξ2n
∫
sin2l (ξt/2) q (t) dt = 2
2(l−n)√
2pi
∫
sin2l (ξt/2)
(ξt/2)
2n t
2nq (t) dt
= 2
2(l−n)√
2pi
∫
t2nq (t)
ws (ξt/2)
dt.
Remark 209 Suppose
1
wc1 (ξ1)
:= 2
2(l−n)√
2pi
∫
R1
t2n1 q1 (t1)
ws (ξ1t1/2)
dt1,
1
wc2 (ξ2)
:= 2
2(l−n)√
2pi
∫
R1
t2n2 q2 (t2)
ws (ξ2t2/2)
dt2.
Then the tensor product of these weight functions satisfies
1
wc1 (ξ1)
1
wc2 (ξ2)
= 2
2(l−n)√
2pi
∫
R1
t2n1 q1 (t1)
ws (ξ1t1/2)
dt1
22(l−n)√
2pi
∫
R1
t2n2 q2 (t2)
ws (ξ2t2/2)
dt2
=
(
22(l−n)√
2pi
)2 ∫
R2
t2n1q1⊗q2 (τ)
ws (ξ  τ/2)
dτ.
5.2.2 Weight function bounds and smoothness
We will be mostly concerned with smoothness properties and deriving lower bounds for the weight function. It
turns out that the weight function is continuous except at the origin where it may have a singularity.
The next theorem will give some properties of the central difference weight function if condition 5.5 is strength-
ened to 5.9.
Theorem 210 Suppose w is a central difference weight function with the properties assumed in Theorem 206.
Suppose in addition ∫
|t|≥R
t2nq (t) dt <∞. (5.9)
Then 1/w ∈ C(0)B
(
R1
)
and
lim
ξ→0
1
w (ξ)
=
{
0, if n < l,
1√
2pi
∫
t2nq (t) dt, if n = l. (5.10)
Also, there exists a positive constant C1 such that
1
w (ξ)
≤ C1
ξ2n
, ξ 6= 0. (5.11)
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Proof. From Theorem 206 we know that w is continuous and positive outside the origin. Thus 1/w is also
continuous and positive outside the origin. We now show that 1/w is also continuous at the origin by proving
the limits 5.10. The existence of the integral
∫
|t|≥R
t2nq (t) dt implies t2nq (t) ∈ L1 and so q̂ ∈ C(2n)B by part 2 of
Lemma 28. Hence the Taylor series with integral remainder of Appendix A.8 can be used to expand each term of
5.1 about the origin up to a polynomial of degree 2n− 1. By part 3 of Lemma 203 ∆2l annihilates polynomials
of degree less than 2l and so:
∆2lq̂ (ξ) =
l∑
k=−l
(−1)|k| ( 2lk+l)q̂ (−kξ) (5.12)
=
l∑
k=−l
(−1)|k| ( 2lk+l) ∑
j<2n
(
Dj q̂
)
(0)
j!
(−kξ)j +
+
l∑
k=−l
(−1)|k| ( 2lk+l) (kξ)2n(2n− 1)!
∫ 1
0
s2n−1
(
D2nq̂
)
((s− 1)kξ) ds
=
∑
j<2n
(
Dj q̂
)
(0)
j!
(−ξ)j
l∑
k=−l
(−1)|k| ( 2lk+l)kj+
+
l∑
k=−l
(−1)|k| ( 2lk+l) (−kξ)2n(2n− 1)!
∫ 1
0
s2n−1
(
D2nq̂
)
((s− 1)kξ) ds
=
l∑
k=−l
(−1)|k| ( 2lk+l) (kξ)2n(2n− 1)!
∫ 1
0
s2n−1
(
D2nq̂
)
((s− 1)kξ) ds
=
ξ2n
(2n− 1)!
l∑
k=−l
(−1)|k| ( 2lk+l)k2n ∫ 1
0
s2n−1
(
D2nq̂
)
((s− 1)kξ) ds. (5.13)
Thus
1
w (ξ)
=
∆2lq̂ (ξ)
ξ2n
=
1
(2n− 1)!
l∑
k=−l
(−1)|k| ( 2lk+l)k2n ∫ 1
0
s2n−1
(
D2nq̂
)
((s− 1) kξ) ds.
Because D2nq̂ ∈ C(0)B we can apply the Lebesgue-dominated convergence theorem to the sequence{
s2n−1
(
D2nq̂
) (
(1− s)
(
−kj
))}∞
j=1
to obtain
lim
ξ→0
1
w (ξ)
=
1
(2n− 1)!
l∑
k=−l
(−1)|k| ( 2lk+l)k2n ∫ 1
0
s2n−1 lim
ξ→0
(
D2nq̂
)
((s− 1) kξ) ds
=
1
2n!
(
l∑
k=−l
(−1)|k| ( 2lk+l)k2n
)(
D2nq̂
)
(0)
=
{
0, if n < l,
1√
2pi
∫
t2lq (t) dt, if n = l.
where the last step used property 4 of Lemma 203.
The next thing to prove is inequality 5.11. But from equation 5.6,
1
w (ξ)
= 1√
2pi
1
ξ2n
∫
sin2l (ξt/2) q (t) dt ≤ 1√
2pi
(∫
q
)
1
ξ2n
.
Thus 1/w is bounded outside the unit sphere. Since 1/w is continuous everywhere it now follows that 1/w is
bounded everywhere.
The next result places the generally stronger condition 5.14 on the function q in exchange for estimates of the
weight function behavior near the origin.
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Theorem 211 Suppose w is a univariate central difference weight function with parameters n, l and generating
function q (·) which satisfy the conditions of Theorem 206, and also suppose that∫
|t|≥R
t2lq (t) dt <∞. (5.14)
Then
lim
ξ→0
1
w (ξ) ξ2(l−n)
=
1
2
√
2π
∫
R1
t2lq (t) dt, n ≤ l, (5.15)
and given a > 0 there exist constants ca, c
′
a > 0 such that
ca ≤ w (ξ) ξ2(l−n) ≤ c′a, |ξ| ≤ a. (5.16)
Regarding smoothness: w ∈ C(2l) (R1 \ 0) and w (ξ) ξ2(l−n) ∈ C(0).
Proof. Assumption 5.14 implies that q̂ ∈ C(2l)B . Hence we can set n = l in the proof of equation 5.13 of Theorem
and obtain
∆2lq̂ (ξ) =
ξ2l
(2l− 1)!
l∑
k=−l
(−1)|k| ( 2lk+l)k2l ∫ 1
0
s2l−1
(
D2lq̂
)
((s− 1) kξ) ds,
or, since 1w(ξ) = ξ
−2n∆2lq̂ (ξ) for n ≤ l,
1
w (ξ) ξ2(l−n)
= ξ−2l∆2lq̂ (ξ)
=
1
(2l − 1)!
l∑
k=−l
(−1)|k| ( 2lk+l)k2l ∫ 1
0
s2l−1
(
D2lq̂
)
((s− 1) kξ) ds.
Following the rest of Theorem 206 we obtain the limit 5.15.
To prove 5.16 note that since w is continuous, 5.15 implies that there exists a1 > 0 such that∣∣∣∣ 1w (ξ) ξ2(l−n) − 1√2π
∫
t2lq (t) dt
∣∣∣∣ ≤ 12√2π
∫
t2lq (t) dt, |ξ| ≤ a1,
and so
1
2
√
2π
∫
t2lq (t) dt ≤ 1
w (ξ) ξ2(l−n)
≤ 3
2
√
2π
∫
t2lq (t) dt, |ξ| ≤ a1,
or
1
3
2
√
2pi
∫
t2lq (t) dt
≤ w (ξ) ξ2(l−n) ≤ 11
2
√
2pi
∫
t2lq (t) dt
.
Now choose
ca =
1
3
2
√
2pi
∫
t2lq (t) dt
, c′a = 3ca.
If a ≤ a1 we are done. If a > a1 we use the continuity of w and 5.11 to prove that there exist C1, C2 > 0 such
that 0 < C1 ≤ w (ξ) ≤ C2 for a1 ≤ |ξ| ≤ a. The inequalities 5.16 then follow easily.
Regarding smoothness, we noted at the start of this proof that q̂ ∈ C(2l)B and consequently ∆2lq̂k ∈ C(2l)B .
Further, equation 5.6 implies that ∆2lq̂ (ξ) > 0 when ξ 6= 0. But w (ξ) = ξ
2n
∆2lq̂(ξ)
and so w ∈ C(2l) (R \ 0). Finally,
5.15 of this theorem implies that lim
ξ→0
1
w(ξ)ξ2(l−n) exists and is positive. Thus
lim
ξ→0
w (ξ) ξ2(l−n) exists and so the function w (ξ) ξ2(l−n) is continuous.
A multi-dimensional analogue of Theorem 206 is:
Corollary 212 Tensor product central difference weight functions Suppose the functions {qj}dj=1 satisfy
qj ∈ L1
(
R1
)
, qj 6= 0, qj (x) ≥ 0. Define the tensor product function w (ξ) =
d∏
j=1
ξ2nj
∆2lq̂j(ξj)
for integers l, n ≥ 0.
Then:
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1. w is a weight function on Rd with A ⊂
d⋃
j=1
{x : xj = 0}. We call it a tensor product central difference weight
function.
Further:
2. w also satisfies property W02 for parameter κ ∈ R1 iff l and n also satisfy the conditions of Theorem
206 i.e.
κ+ 1/2 < n ≤ l,
and for some Rj > 0, ∫
|t|≥Rj
|t|2n−1 qj (t) dt <∞, 1 ≤ j ≤ d.
3. w also satisfies property W03 for parameter κ ∈ Rd iff l and n also satisfy the conditions
κ+ 1/2 < n1 ≤ l1,
and for some Rj > 0, ∫
|t|≥Rj
|t|2n−1 qj (t) dt <∞, 1 ≤ j ≤ d.
Proof. Part 1 By part 1 of Theorem 15, w is a weight function and by equation 1.23 of Theorem 15 and Theorem
206 A is as given.
Part 2 The weight function w satisfies property W02 for κ ∈ R1 since the tensor product of univariate
weight functions having property W02 for κ also satisfies property W02 for κ. This is part 2 of Theorem 15.
Part 3 The weight function w satisfies property W03 for κ ∈ Rd follows from part 3 of Theorem 15.
Remark 213 The weight functions of Corollary 212 can be further generalized by choosing different values of n
and l for each dimension i.e. n and l are vectors.
The next result gives some weight function properties which follow directly from Theorem 211.
Corollary 214 Suppose w is a univariate central difference weight function with parameters n, l, q (·) which
satisfy the conditions of Theorem 211. Suppose in addition that l = n. Then w satisfies:
1. w ∈ C(0) (R1) ∩C(2n) (R1 \ 0).
There exist constants c1, c2 > 0 such that:
2. w (ξ) ≥ c1, for all ξ.
3. w (ξ) ≥ c2ξ2n, for all ξ.
4. lim
ξ→0
w (ξ) =
(
1
22n
√
2pi
∫
t2nq (t) dt
)−1
.
5. Parts 2 and 3 imply X0w
(
R1
) →֒ Wn (R1) where Wn (R1) is the Sobolev space of order n. This is because,
1 + ξ2n ≤ (1 + ξ2)n ≤ 2n (1 + ξ2n).
5.2.3 Upper bounds for the weight function
To derive upper bounds on central difference weight functions we first derive the weight function for the case
when q is a rectangular function.
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Theorem 215 Suppose b > a and qR is the rectangular function
qR (ξ) =
{
1, ξ ∈ [a, b] ,
0, ξ /∈ [a, b] . (5.17)
Then q = qR satisfies the conditions of Theorem 206 for n = l = 1 and the corresponding weight function is
wR (ξ) =
√
2π
8
ξ2
b−a
2 −
cos( b+a2 ξ) sin(
b−a
2 ξ)
ξ
, (5.18)
with bounds √
2π
6 (b − a)ξ
2 ≤ wR (ξ) ≤
√
2π
2 (b − a)ξ
2, |ξ| ≥ 4
b− a . (5.19)
Proof. From 5.6
1
wR (ξ)
= 4√
2pi
1
ξ2
∫
R1
(
sin2
ξt
2
)
qR (t) dt =
4√
2pi
1
ξ2
∫ b
a
sin2
ξt
2
dt
= 8√
2pi
1
ξ2
∫ b
a
sin2
ξt
2
dt.
The integral is an even function of ξ so now assume ξ > 0. We now use the change of variables s = ξt/2,
ds = (ξ/2)dt with new range [aξ/2, bξ/2]. Hence
∫ b
a
sin2
ξt
2
dt =
2
ξ
∫ bξ/2
aξ/2
sin2 sds =
2
ξ
[
s
2
− sin 2s
4
]bξ/2
aξ/2
=
2
ξ
(
b− a
4
ξ − sin bξ − sinaξ
4
)
=
b− a
2
− sin bξ − sin aξ
2ξ
=
b− a
2
− 1
ξ
cos
(
b+ a
2
ξ
)
sin
(
b− a
2
ξ
)
,
so that
1
wR (ξ)
= 8√
2pi
1
ξ2
(
b− a
2
− 1
ξ
cos
(
b+ a
2
ξ
)
sin
(
b− a
2
ξ
))
,
as required.
Regarding the inequality 5.19, if |ξ| ≥ 4b−a then 1|ξ| ≤ b−a4 and
wR (ξ) =
√
2π
8
ξ2
b−a
2 −
cos( b+a2 ξ) sin(
b−a
2 ξ)
ξ
≤
√
2π
8
ξ2
b−a
2 − 1|ξ|
≤
√
2π
8
ξ2
(b− a) /4
=
√
2π
2 (b− a)ξ
2.
Also, since 1|ξ| ≤ b−a4
wR (ξ) =
√
2π
8
ξ2
b−a
2 −
cos( b+a2 ξ) sin(
b−a
2 ξ)
ξ
≥
√
2π
8
ξ2
b−a
2 +
1
|ξ|
≥
√
2π
6 (b− a)ξ
2.
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Remark 216 ?? FINISH! Translation of qR: Define wR (ξ; a, b) := wR (ξ).
1
wR (ξ; a+ δ, b+ δ)
= 8√
2pi
1
ξ2
∫ b+δ
a+δ
sin2
ξt
2
dt
= 8√
2pi
1
ξ2
∫ b
a
sin2
ξ (t+ δ)
2
dt = 8√
2pi
1
ξ2
∫ b
a
sin2
ξt+ ξδ
2
dt =
= 8√
2pi
1
ξ2
∫ b
a
sin2
ξt+ ξδ
2
dt = 4√
2pi
1
ξ2
∫ b
a
(1− cos (ξt+ ξδ)) dt =
= 4√
2pi
1
ξ2
∫ b
a
(1− cos ξt cos ξδ + sin ξt sin ξδ) dt
= 4√
2pi
1
ξ2
∫ b
a
(cos ξδ − cos ξt cos ξδ + 1− cos ξδ + sin ξt sin ξδ) dt
= 4√
2pi
cos ξδ
ξ2
∫ b
a
(1− cos ξt) dt+ 4√
2pi
1− cos ξδ
ξ2
∫ b
a
dt+ 4√
2pi
sin ξδ
ξ2
∫ b
a
sin ξtdt
=
1
wR (ξ; a, b)
+ 8√
2pi
(b− a) sin
2 ξδ
2
ξ2
+ 4√
2pi
sin ξδ
ξ3
[− cos ξt]ba
=
1
wR (ξ; a, b)
+ 8√
2pi
(b− a) sin
2 ξδ
2
ξ2
+ 4√
2pi
sin ξδ
ξ3
(cos ξa− cos ξb)
=
1
wR (ξ; a, b)
+ 8√
2pi
(b− a) sin
2 δξ
2
ξ2
+ 8√
2pi
sin δξ
ξ3
sin (a+ b) ξ sin (b− a) ξ.
We can now write
1
wR (ξ; a+ δ, b+ δ)
=
1
wR (ξ; a, b)
+ 2√
2pi
(b− a) δ2 sin
2 δξ
2(
δξ
2
)2 +
+ 32√
2pi
(
b2 − a2) δ sin ( 122δξ)1
22δξ
sin
(
1
22 (a+ b) ξ
)
1
22 (a+ b) ξ
sin
(
1
22 (b− a) ξ
)
1
22 (b − a) ξ
=??
1
wR (ξ; a, b)
+ 2??c1√
2pi
(b− a) δ2Λ̂ (δξ)+
+ 8??c2√
2pi
δR̂ (2δξ)
(
a+ b
2
)
R̂ (2 (a+ b) ξ)
(
b− a
2
)
R̂ (2 (b− a) ξ) ,
where R ∗R = Λ.
Now take the inverse Fourier transform to get(
1
wR (ξ; a+ δ, b+ δ)
)∨
(x) =
(
1
wR (ξ; a, b)
)∨
(x) + 2??c1√
2pi
(b− a) (sgn δ) Λ
(x
δ
)
+
+ 8??c2√
2pi
(sgn δ)R
( ·
2δ
)
∗R
( ·
2 (a+ b)
)
∗R
( ·
2 (b− a)
)
.
Corollary 217 The weight function wR of Theorem 215 is a C
∞
BP
(
R1
)
function.
Proof. We continue wR to C1 as the function of a complex variable:
wR (z) =
√
2π
4
1
(b−a)z−(sin bz−sin az)
z3
, z ∈ C1,
and note that
(b− a) z − (sin bz − sin az)
z3
=
(
b3 − a3)
3!
−
(
b5 − a5) z2
5!
+
(
b7 − a7) z4
7!
− . . . ,
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is analytic and non-zero in a neighborhood of the origin. The theory of division of a power series implies that
wR (z) is also analytic in a neighborhood of the origin. Thus wR is C
∞ in a neighborhood of the origin.
To prove that wR is C
∞ away from the origin we write
wR (ξ) =
√
2π
8
1(
b−a
2
)3 fR(b− a2 ξ
)
,
where
fR (ξ) =
ξ2
1− cos
(
b+a
b−aξ
)
sin ξ
ξ
.
It is clear that cos
(
b+a
b−aξ
)
sin ξ
ξ = 1 iff ξ = 0, so that fR ∈ C∞ away from the origin and hence that w ∈ C∞
away from the origin. Finally, since we can write |fR (ξ)| ≤ ξ2 we have w ∈ C∞BP .
The previous theorem will now be applied to derive an upper bound for the central difference weight functions
with parameters n = l = 1.
Corollary 218 For the case n = l = 1 the univariate central difference weight function w (ξ) = ξ
2
∆2q̂(ξ)
of
Theorem 206 satisfies an inequality of the form
w (ξ) ≤ cwR (ξ) , ξ ∈ R1.
where wR was defined in Theorem 215.
Proof. By assumption q ∈ L1 (R1), q (ξ) ≥ 0 for all ξ ∈ R1. Therefore, since an integrable function can be
defined using simple functions i.e. the characteristic functions of intervals, there exist constants b > a and c > 0
such that q (ξ) ≥ cqR (ξ) for ξ ∈ [a, b] where qR be the rectangular function defined by 5.17. Then from 5.6 and
Theorem 215
1
w (ξ)
= 4√
2pi
1
ξ2
∫
R1
sin2
ξt
2
q (t) dt ≥ 4√
2pi
c
ξ2
∫ b
a
sin2
ξt
2
qR (t) dt =
c
wR (ξ)
.
For an arbitrary central difference weight function inequality 5.11 gave an order 2n lower bound on the growth
of a weight function at infinity. We now derive an upper bound at infinity which is also of order 2n.
Theorem 219 There exist constants 0 ≤ a < b such that the univariate central difference weight function
w (ξ) = ξ
2n
∆2lq̂(ξ)
of Theorem 206 satisfies inequalities of the form
w (ξ) ≤
{ c2
ξ2(l−n) , |ξ| ≤ pib−a ,
2c1ξ
2n, |ξ| > pib−a .
(5.20)
where c1 and c2 are given by equations 5.24 and 5.26 respectively.
Proof. The proof will involve calculating a lower bound for 1/w. Choose 0 ≤ a < b and c0 such that w (ξ) ≥ c0
when ξ ∈ [a, b]. Set δ = b− a. We start with equation 5.6 so that
1
ξ2(l−n)w (ξ)
= 2
2l√
2pi
1
ξ2l
∫
R1
sin2l
ξt
2
q (t) dt ≥ 22lc0√
2pi
1
ξ2l
∫ b
a
sin2l
ξt
2
dt.
Since w is an even function we can assume ξ > 0. Applying the change of variables s = ξt/2 gives
1
ξ2(l−n)w (ξ)
≥ 22l+1c0√
2pi
1
ξ2l+1
∫ bξ/2
aξ/2
sin2l sds. (5.21)
Now bξ/2− aξ/2 = δξ/2 = kπ + σπ for some 0 ≤ σ < 1, and∫ bξ/2
aξ/2
sin2l sd =
∫ aξ/2+kpi
aξ/2
sin2l sds+
∫ aξ/2+kpi+σpi
aξ/2+kpi
sin2l sds
=
∫ kpi
0
sin2l sds+
∫ aξ/2+σpi
aξ/2
sin2l sds
= 2k
∫ pi/2
0
sin2l sds+
∫ aξ/2+σpi
aξ/2
sin2l sds.
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Since δξ/2 = kπ + σπ implies δξ/2 < (k + 1)π and δξ2pi − 1 < k,∫ bξ/2
aξ/2
sin2l sd ≥ 2k
∫ pi/2
0
sin2l sds ≥
(
δξ
π
− 2
)∫ pi/2
0
sin2l sds. (5.22)
We now split the range of ξ into the intervals: 0 < ξ ≤ piδ , piδ ≤ ξ < 4piδ and ξ ≥ 4piδ and consider each as a
separate case.
Case 1: ξ ≥ 4piδ Here k ≥ 2 and 2ξ ≤ δ2pi so that from 5.21 and 5.22
1
ξ2(l−n)w (ξ)
≥ 22l+1c0√
2pi
1
ξ2l+1
∫ bξ/2
aξ/2
sin2l sds ≥ 22l+1c0√
2pi
1
ξ2l+1
(
δξ
π
− 2
)∫ pi/2
0
sin2l sds
= 2
2l+1c0√
2pi
1
ξ2l
(
δ
π
− 2
ξ
)∫ pi/2
0
sin2l sds
≥ 22l+1c0√
2pi
1
ξ2l
(
δ
π
− δ
2π
)∫ pi/2
0
sin2l sds
= 2
2l+1c0√
2pi
1
ξ2l
δ
2π
∫ pi/2
0
sin2l sds
= 2
2l√
2pi
1
π
(∫ pi/2
0
sin2l sds
)
δc0
ξ2l
= 2
2l√
2pi
1
2
(2l)!
22l (l!)2
δc0
ξ2l
= 1
2
√
2pi
(2l)!
(l!)
2
δc0
ξ2l
,
and thus
w (ξ) ≤ c1ξ2n, ξ ≥ 4π
δ
, (5.23)
where
c1 = 2
√
2π
(l!)
2
(2l)!
1
(b− a) c0 . (5.24)
Case 2: 0 < ξ < piδ Here k = 0 and bξ/2− aξ/2 = δξ/2 < π/2 so that sin s ≥ 2pis and∫ bξ/2
aξ/2
sin2l sds ≥
∫ bξ/2
aξ/2
(
2
π
s
)2l
ds ≥
(
2
π
)2l [
s2l+1
2l + 1
]bξ/2
aξ/2
=
1
2
(
1
π
)2l
1
2l+ 1
(
b2l+1 − a2l+1) ξ2l+1.
Thus by 5.21
1
ξ2(l−n)w (ξ)
≥ 22l+1c0√
2pi
1
ξ2l+1
∫ bξ/2
aξ/2
sin2l sds ≥ 22l+1c0√
2pi
1
2
(
1
π
)2l
1
2l + 1
(
b2l+1 − a2l+1)
≥ 1√
2π
(
2
π
)2l
b2l+1 − a2l+1
2l + 1
c0,
and
w (ξ) ≤ c2
ξ2(l−n)
, 0 < ξ <
π
δ
, (5.25)
where
c2 =
1√
2π
(
2
π
)2l (b2l+1 − a2l+1) c0
2l+ 1
. (5.26)
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Case 3: piδ ≤ ξ < 4piδ Here ∫ bξ/2
aξ/2
sin2l sds ≥
∫ pi/2
0
sin2l sds,
so that by 5.21
1
ξ2(l−n)w (ξ)
≥ 22l+1c0√
2pi
1
ξ2l+1
∫ bξ/2
aξ/2
sin2l sds ≥ 22l+1c0√
2pi
1
ξ2l+1
∫ pi/2
0
sin2l sds
= 2
2l+1c0√
2pi
1
ξ2l+1
π
2
(2l)!
22l (l!)
2
=
√
2π
2
(2l)!
(l!)
2
c0
ξ2l+1
.
Thus
w (ξ) ≤ 2√
2π
(l!)
2
(2l)!
ξ2n+1
c0
≤ 2√
2π
(l!)
2
(2l)!
ξ2n
c0
4π
δ
= 4
√
2π
(l!)
2
(2l)!
1
c0δ
ξ2n = 2c1ξ
2n,
and
w (ξ) ≤ 2c1ξ2n, π
δ
≤ ξ < 4π
δ
. (5.27)
Noting that w is an even function the inequalities 5.23, 5.25 and 5.27 imply 5.20 as desired.
We have the following results for univariate central difference weight function near zero and infinity:
Corollary 220 Suppose w is a central difference weight function on R1 with parameters n, l, q (·) which satisfies
the condition 5.14. Then for any r > 0 there exist constants cr, c
′
r, kr, k
′
r > 0 such that
krξ
2n ≤ w (ξ) ≤ k′rξ2n, |ξ| ≥ r, (5.28)
and
cr
ξ2(l−n)
≤ w (ξ) ≤ c
′
r
ξ2(l−n)
, |ξ| ≤ r. (5.29)
Also
X0w
(
R1
) →֒ Wn (R1) .
Proof. Inequalities 5.28 follow from inequality 5.20 of Theorem 219 and inequality 5.11 of Theorem 210.
Inequalities 5.29 are the inequalities 5.16 of Theorem 211.
When r = 1, 5.28 implies kr
(
1 + ξ2n
) ≤ w (ξ) when |ξ| ≥ 1, and 5.29 implies cr (1 + ξ2n) ≤ w (ξ) when |ξ| ≤ 1.
Thus kr
(
1 + ξ2n
) ≤ w (ξ) for all ξ so that
X0w =
{
u ∈ S′ : û ∈ L1loc,
∫
w |û|2 <∞
}
⊂
{
u ∈ S′ : û ∈ L1loc,
∫ (
1 + ξ2n
) |û|2 <∞}
=
{
u ∈ S′ : û ∈ L1loc,
∫ (
1 + ξ2
)n |û|2 <∞}
=Wn.
Later we will be interested in the sequence of central difference weight functions {wk} which corresponds to
b = k−1 > 0 and a = −k−1 where k is a positive integer. These weight functions have the following properties:
Corollary 221 Suppose k ≥ 1 is an integer and R is the unit rectangular function with support on [−1, 1] ⊂ R1.
Then qk (ξ) =
k
2R (kξ) satisfies the conditions of Theorem 206 for n = l = 1 and the corresponding central
difference weight function is
wk (ξ) =
√
2π
16
k3fR
(
ξ
k
)
,
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where
fR (ξ) =
ξ2
1− sin ξξ
.
Proof. The function k2R (kξ) is a rectangular function equal to
k
2 on
[− 1k , 1k ]. Thus a = − 1k and b = 1k so that
by Theorem 215
wk (ξ) =
√
2π
16
ξ2
1
k − sin(ξ/k)ξ
=
√
2π
16
ξ3
ξ
k − sin ξk
=
√
2π
16
k3fR (ξ/k) .
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In Subsection 5.3.1 we derive multiplicative convolution formulas for the univariate central difference basis func-
tion and its derivatives.
Subsection 5.3.2: We derive Lipschitz continuity estimates based on the multiplicative convolution formulas.
In Subsection 5.3.3 we give formulas for the univariate central difference basis function and its derivatives that
does not involve calculating the extended B-spline basis functions but instead involve calculating partial moments
of q. These results also give information about the support of the basis function and an improved smoothness
estimate which does not involve assuming that q is bounded.
In Subsection 5.3.4 we will use the tempered distribution Taylor series expansion introduced in Section 3.2
and the theory of the spaces S∅,k ⊂ S introduced in Definition 421 to confirm the partial moment formulas for
the central difference basis function. In the process we obtain another multiplicative convolution formula which
is given in Theorem 240.
Subsection 5.3.5: We derive Lipschitz continuity estimates based on partial moment formulas.
5.3.1 A multiplicative convolution formula for the basis function
We will now derive a multiplicative convolution formula for the basis functions of zero order generated by the
central difference weight functions of Definition 205. In Theorem 66 it was shown that a univariate extended
B-spline basis function Gs is such that Gs ∈ C(2n−2)0
(
R1
)
and D2n−1Gs is a piecewise constant function. In
the next two theorems we will prove analogues of these results for the central difference basis functions. In
fact we show that a central difference basis function Gc is an even function such that Gc ∈ C(2n−2)B
(
R1
)
,
D2n−1Gc ∈ C(0)
(
R1 \ 0) ∩ L∞.
Theorem 222 (Multiplicative convolution formula) Suppose w is the tensor product central difference
weight function with property W02 or W03 defined in Corollary 212. Set
Gs (t) = (−1)l−n (2pi)
l/2
22(l−n)+1D
2(l−n)
(
(∗Λ)l
) (
t
2
)
, (5.30)
where Gs is the extended B-spline basis function defined by 1.53.
Then this weight function generates the tensor product basis function Gc (x) =
d∏
i=1
G1 (xi) where
G1 (s) =
22(l−n)+1√
2pi
∫
R1
Gs
(
2s
t
)
|t|2n−1 q (t) dt, s ∈ R1, (5.31)
G1 ∈ C(2n−2)B and G1 is an even function. Further, for 1 ≤ k ≤ 2n− 2,
DkG1 (s) =
22(l−n)+k+1√
2pi
∫ (
DkGs
)(2s
|t|
)
|t|2n−k−1 q (t) dt, s ∈ R1, (5.32)
Finally, for 0 ≤ τ ≤ k,
∣∣DkG1 (s)∣∣ ≤
∥∥|·|τ DkGs∥∥∞ ∥∥∥|·|2n−k−1+τ q∥∥∥1
|s|τ ., s ∈ R
1 \ 0.
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Proof. We first note that from Subsection 1.4.5 the multivariate basis function will just be the product of the
univariate basis functions.
Because of the multiplicity of variables involved we will use the notation F [ ] for the Fourier transform. We
want to express 1/w as a Fourier transform. Continuing on from equation 5.6,
1
w (ξ)
= 1√
2pi
1
ξ2n
∫
R1
22l sin2l
ξt
2
q (t) dt
= 1√
2pi
1
ξ2n
∫
R1
22l
(
ξt
2
)2l sin2l ξt2(
ξt
2
)2l q (t) dt
= 1√
2pi
1
ξ2n
∫
R1
(ξt)
2l sin
2l ξt
2(
ξt
2
)2l q (t) dt
= 1√
2pi
∫
(ξt)2(l−n)
sin2l ξt2(
ξt
2
)2l t2nq (t) dt
= 1√
2pi
∫
(ξt)
2(l−n)
 sin2 ξt2(
ξt
2
)2

l
t2nq (t) dt
= 1√
2pi
∫
(ξt)2(l−n)
(√
2πΛ̂ (ξt)
)l
t2nq (t) dt
= 1√
2pi
∫
(2π)
l/2
(ξt)
2(l−n)
F
[
(∗Λ)l
]
(ξt) t2nq (t) dt
= 1√
2pi
∫
F
[
(−1)(l−n) (2π)l/2D2(l−n) (∗Λ)l
]
(ξt) t2nq (t) dt
= 2
2(l−n)+1√
2pi
∫
F [Gs (2x)] (ξt) t
2nq (t) dt
= 2
2(l−n)+1√
2pi
∫
Fx
[
Gs
(
2x
t
)]
(ξ) |t|2n−1 q (t) dt.
Now
G1 (s) =
1√
2pi
∫
eiξs
w (ξ)
dξ
= 2
2(l−n)+1
2pi
∫ ∫
eiξsFs
[
Gs
(
2s
t
)]
(ξ) |t|2n−1 q (t) dtdξ, (5.33)
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and we want to use Fubini’s theorem to change the order of integration. Indeed∫ ∫ ∣∣∣∣eiξsFs [Gs (2st
)]
(ξ) |t|2n−1 q (t)
∣∣∣∣ dξdt
≤
∫ ∫ ∣∣∣∣Fs [Gs (2st
)]
(ξ)
∣∣∣∣ dξ |t|2n−1 q (t) dt
=
∫ ∫ ∣∣∣∣F [Gs](12ξt
)∣∣∣∣ 12 |t| dξ |t|2n−1 q (t) dt
=
∫ ∫
sin2l (ξt/2)
(ξt/2)
2n
1
2
|t| dξ |t|2n−1 q (t) dt
=
∫ ∫
sin2l (ξ |t| /2)
(ξ |t| /2)2n
1
2
|t| dξ |t|2n−1 q (t) dt
: η = ξ |t| /2, dη = 1
2
|t| dξ ⇒
=
∫ ∫
sin2l η
η2n
dη |t|2n−1 q (t) dt
=
∫ ∫
F [Gs] (η) dη |t|2n−1 q (t) dt
=
√
2πGs (0)
∫
|t|2n−1 q (t) dt
<∞,
by the assumptions of Corollary 212. Hence the order of integration can be reversed to give
G1 (s) =
22(l−n)+1
2pi
∫ ∫
eiξsFs
[
Gs
(
2s
t
)]
(ξ) dξ |t|2n−1 q (t) dt
= 2
2(l−n)+1√
2pi
∫
Gs
(
2s
t
)
|t|2n−1 q (t) dt,
as required.
By Theorem 206 w is even. Hence G1 is even since w is real-valued. Also by Theorem 206, κ+1/2 < n so that
⌊2κ⌋ ≤ 2n− 2. But by Theorem 53 G1 ∈ C(⌊2κ⌋)B and so G1 ∈ C(2n−2)B .
To prove 5.32 we start with the equations 5.33 for G1. If k ≤ 2n− 2
DkG1 (s) =
1√
2pi
∫
(iξ)
k
eiξs
w (ξ)
dξ
= 1√
2pi
∫
eiξs (iξ)
k
(
22(l−n)+1√
2pi
∫
Fx
[
Gs
(
2x
t
)]
(ξ) |t|2n−1 q (t) dt
)
dξ
= 2
2(l−n)+1
2pi
∫ ∫
eiξs (iξ)
k
Fx
[
Gs
(
2x
t
)]
(ξ) |t|2n−1 q (t) dtdξ
= 2
2(l−n)+1
2pi
∫ ∫
eiξs (iξ)
k
Fx
[
Gs
(
2x
|t|
)]
(ξ) |t|2n−1 q (t) dtdξ
= 2
2(l−n)+k+1
2pi
∫ ∫
eiξsFx
[(
DkGs
)(2x
|t|
)]
(ξ) |t|2n−k−1 q (t) dtdξ
= 2
2(l−n)+k+1
2pi
∫ ∫
eiξsFx
[(
DkGs
)(2x
|t|
)]
(ξ) |t|2n−k−1 q (t) dtdξ.
An argument similar to that used to change the order of integration in the case k = 0 allows us to write
DkG1 (s) =
22(l−n)+k+1
2pi
∫ ∫
eiξsFx
[(
DkGs
)(2x
|t|
)]
(ξ) dξ |t|2n−k−1 q (t) dt
= 2
2(l−n)+k+1√
2pi
∫ (
DkGs
)(2s
|t|
)
|t|2n−k−1 q (t) dt,
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as required.
Again from 5.32, since DkGs is bounded with bounded support, for any 0 ≤ τ ≤ k,
|s|τ ∣∣DkG1 (s)∣∣ ≤ ∫
R1
∣∣∣∣|s|τ (DkGs)(2st
)∣∣∣∣ |t|2n−k−1 q (t) dt
=
∫ ∣∣∣∣∣∣∣st ∣∣∣τ (DkGs)
(
2s
t
)∣∣∣∣ |t|2n−k−1+τ q (t) dt
= 2−τ
∫ ∣∣∣∣∣∣∣∣2st
∣∣∣∣τ (DkGs)(2st
)∣∣∣∣ |t|2n−k−1+τ q (t) dt
≤ 2−τ ∥∥|·|τ DkGs∥∥∞ ∫ |t|2n−k−1+τ q (t) dt
= 2−τ
∥∥|·|τ DkGs∥∥∞ ∥∥∥|·|2n−k−1+τ q∥∥∥1 ,
so that ∣∣DkG1 (s)∣∣ ≤ 2−τ
∥∥|·|τ DkGs∥∥∞ ∥∥∥|·|2n−k−1+τ q∥∥∥1
|s|τ .
Remark 223 Check The formula 5.31 can be checked by replacing q (t) by the sequence qk in 5.3.
Formally
√
2pi
22l kψ (k (t− 2))→
√
2pi
22l δ (t− 2) so
22(l−n)+1√
2pi
∫
Gs
(
2s
t
)
|t|2n−1 qk (t) dt→ 22(l−n)+1√2pi
∫
Gs
(
2s
t
)
|t|2n−1
√
2π
22l
δ (t− 2) dt
= 2−2n+1
∫
Gs
(
2s
t
)
|t|2n−1 δ (t− 2)dt
= 2−2n+1Gs
(
2s
2
)
22n−1
= Gs (s) .
Similarly, the derivative formulas 5.32 yield
22(l−n)+k+1√
2pi
∫ (
DkGs
)(2s
|t|
)
|t|2n−k−1 q (t) dt→ DkGs (s) .
Remark 224 Calculating qe from the central difference basis function Gc. Here we will derive the
formula 5.35.
The expressions 5.32 and 5.31 are multiplicative convolutions and exponential substitutions would convert
them into additive convolutions. Then the Fourier transform could be used to express q in terms of the basis
function and perhaps even enable us to characterize the basis functions.
?? UNFINISHED! FIX! Write
Gc (s) =
22(l−n)+1√
2pi
∫
R1
Gs
(
2s
t
)
|t|2n−1 q (t) dt = 22(l−n)+2√
2pi
∫ ∞
0
Gs
(
2s
t
)
|t|2n−1 qe (t) dt,
qe (t) := (q (t) + q (−t)) /2.
Noting that Gc is an even function, set s = e
u and t = ev so that
Gc (e
u) = 2
2(l−n)+2√
2pi
∫ ∞
−∞
Gs
(
2eu−v
)
e(2n−1)vqe (ev) evdv = 2
2(l−n)+2√
2pi
∫ ∞
−∞
Gs
(
2eu−v
)
e2nvqe (e
v) dv. (5.34)
Define
Hc (u) := Gc (e
u) ,
HΛ (x) := 2
2(l−n)+2Gs (2ex) ,
pe (v) := e
2nvqe (e
v) ,
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so that formally
Hc = HΛ ∗ pe.
But ∫
pe (v) dv =
∫
e2nvqe (e
v) dv =
∫ ∞
0
t2n−1qe (t) dt <∞,
so pe ∈ L1 and so pe ∈ S′ with p̂e ∈ C(0)B . Also, Gs has bounded support so HΛ ∈ C(0)∩L2∩E ′ and ĤΛ ∈ C∞BP .
This means that Hc ∈ L2 and the formula 5.34 is valid and equals the distribution formula in S′ ∗ E ′ given in
2.9.6 of Vladimirov [59]. Further, 2.9.5 of Vladimirov [59] now allows us to take the tempered distribution Fourier
transform to get
Ĥc = ĤΛp̂e ⇒ p̂e = Ĥc
ĤΛ
⇒ ̂e2nvqe (ev) = Ĥc
ĤΛ
⇒ e2nvqe (ev) =
(
Ĥc
ĤΛ
)∨
⇒
⇒ qe (ev) = e−2nv
(
Ĥc
ĤΛ
)∨
(v) ,
which implies
qe (t) = ?? t
−2n
(
Ĥc
ĤΛ
)∨
(ln t) = t−2n
(√
2πĜc (ex)
Ĝs (ex)
)∨
(ln t)
=
√
2πt−2n
(
Ĝc (ex)
Ĝs (ex)
)∨
(ln t) . (5.35)
Note that Ĥc
ĤΛ
∈ C(0)B so the inverse Fourier transform is defined in the tempered distribution sense.
Now
Ĝs (ex) (t) =
1√
2pi
∫
e−itsGs (es) ds,
and because Gs is a piecewise polynomial we are led to calculate∫ b
a
e−itseksds =
∫ b
a
e(k−it)sds =
[
e(k−it)s
k − it
]b
a
=
e(k−it)b − e(k−it)a
k − it .
?? NOTE Could we use the theory of Mellin transforms and the fact that the Mellin transform of a
multiplicative convolution is the product of the Mellin transforms?
For the next theorem we will prove the following version of Leibniz’s theorem for differentiating under the
integral sign. See the more general Lemma 693 in the appendix.
Lemma 225 Suppose we have a function f : R2 → C and a point s0 ∈ R. Suppose f has the following properties
:
1. In some neighborhood of N (s0) of s0 and for almost all t, f (s, t) ∈ C(0) and D1f (s, t) is piecewise
continuous.
2. For each s ∈ N (s0), f (s, ·) ∈ L1 and D1f (s, ·) ∈ L1.
3. There exist constants c, ε > 0 such that∫
|D1f (s, t)−D1f (s0, t)| dt ≤ c |s− s0| , |s− s0| ≤ ε. (5.36)
Then we can conclude that in some neighborhood of s0, D1
∫
f (s, t) dt =
∫
(D1f) (s, t) dt and this is a
continuous function.
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Proof. The conditions of parts 1 and 2 imply that for each fixed t, f (s, t) is absolutely continuous as a function
of s in a neighborhood of s0. This absolute continuity enables us to write∫ (
f (s, t)− f (s0, t)
h
− (D1f) (s0, t)
)
dt =
1
h
∫ ∫ s
s0
((D1f) (u, t)− (D1f) (s0, t)) du dt,
where h = s−s0. Condition 3 of this lemma allows us to use Fubini’s theorem to change the order of integration
in the following calculation. Assuming that s > s0∣∣∣∣∫ (f (s, t)− f (s0, t)h − (D1f) (s0, t)
)
dt
∣∣∣∣ ≤ 1h
∫ ∫ s
s0
|(D1f) (u, t)− (D1f) (s0, t)| du dt
=
1
h
∫ s
s0
∫
|(D1f) (u, t)− (D1f) (s0, t)| dt du
≤ c
h
∫ s
s0
(u− s0) du
=
c
2
(s− s0) .
The same estimate can be obtained when s < s0.
We have shown that the basis function lies in C
(2n−2)
B . Now we will use the lemma to consider the derivatives
of order 2n− 1.
Theorem 226 Suppose G1 is a 1-dimensional central difference basis function generated by a weight function
w (ξ) = ξ
2n
∆2lq̂(ξ)
satisfying property W02. Suppose also that q is bounded a.e. i.e. for some constant cq > 0,
q (t) ≤ cq a.e. (5.37)
Then, if Gs is given by 5.30,
D2n−1G1 (s) = 2
2l√
2pi
∫ (
D2n−1Gs
)(2s
|t|
)
q (t) dt, s ∈ R1 \ 0, (5.38)
and D2n−1G1 ∈ C(0)
(
R1 \ 0) and D2n−1G1 is essentially bounded. Further, for 0 ≤ τ ≤ 2n− 1,
∣∣D2n−1G1 (s)∣∣ ≤ 2−τ ∥∥xτD2n−1Gs∥∥∞ ‖tτ q‖1|s|τ , s ∈ R1 \ 0.
Proof. We will define
f (s, t) :=
(
D2n−2Gs
)(2s
|t|
)
|t| q (t) ,
and verify that f satisfies the three properties of Lemma 225. First note that from Theorem 66, Gs ∈ C(2n−2)0
and D2n−1Gs is a piecewise constant function with bounded support. Also, since G1 has weight function property
W02, q ∈ L1 and ∫|·|≥R |t|2n−1 q (t) dt <∞ so that ∫ |t| q (t) dt <∞.
Property 1 Thus for each t 6= 0, f (s, t) ∈ C(0) and since
D1f (s, t) = 2
(
D2n−1Gs
)(2s
|t|
)
q (t) , (5.39)
it follows that D1f (·, t) is piecewise continuous.
Property 2 Since Gs ∈ C(2n−2)0 , D2n−2Gs is bounded and hence∫
|f (s, t)| dt ≤ ∥∥D2n−2Gs∥∥∞ ∫ |t| q (t) dt <∞,
and ∫
|D1f (s, t)| dt ≤ 2
∫ ∣∣∣∣(D2n−1Gs)(2s|t|
)∣∣∣∣ q (t) dt ≤ 2 ∥∥D2n−1Gs∥∥∞ ∫ q (t) dt <∞.
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Property 3 Assume s0 6= 0. Suppose suppD2n−1Gs ⊂ B (0; r) and set tmin = 2max{|s0| , |s|} /r. Then∫
|D1f (s, t)−D1f (s0, t)| dt =
∫ ∣∣∣∣(D2n−1Gs)(2s|t|
)
− (D2n−1Gs)(2s0|t|
)∣∣∣∣ q (t) dt
=
∫
|t|≥tmin
∣∣∣∣(D2n−1Gs)(2s|t|
)
− (D2n−1Gs)(2s0|t|
)∣∣∣∣ q (t) dt.
Since D2n−1Gs is a step function with bounded support it can be written as the sum of a finite number of
rectangular functions, say {akΠk}mk=1, so that∫
|D1f (s, t)−D1f (s0, t)| dt ≤
m∑
k=1
ak
∫
|t|≥tmin
∣∣∣∣Πk (2s|t|
)
−Πk
(
2s0
|t|
)∣∣∣∣ q (t) dt
≤ ∥∥D2n−1Gs∥∥∞ m∑
k=1
∫
|t|≥tmin
∣∣∣∣Πk (2s|t|
)
−Πk
(
2s0
|t|
)∣∣∣∣ q (t) dt. (5.40)
Suppose Πk has support
[
x
(k)
1 , x
(k)
2
]
. Observing that
{x : Πk (x)−Πk (x+ h) 6= 0} ⊆
2⋃
j=1
{
x :
∣∣∣x− x(k)j ∣∣∣ ≤ |h|} ,
we have{
t : Πk
(
2s0
|t|
)
6= Πk
(
2s
|t|
)
, |t| ≥ tmin
}
⊆
2⋃
j=1
{
t :
∣∣∣∣2s0|t| − x(k)j
∣∣∣∣ ≤ ∣∣∣∣2s|t| − 2s0|t|
∣∣∣∣ , |t| ≥ tmin}
=
2⋃
j=1
{
t :
∣∣∣∣2s0|t| − x(k)j
∣∣∣∣ ≤ |2s− 2s0||t| , |t| ≥ tmin
}
.
Next apply the further constraint |2s− 2s0| < |2s0| /2 so that x(k)j = 0 implies the corresponding set is empty.
If x1, x2 6= 0{
t : Πk
(
2s0
|t|
)
6= Πk
(
2s
|t|
)
, |t| ≥ tmin
}
⊆
2⋃
j=1
t :
∣∣∣∣∣|t| − 2s0x(k)j
∣∣∣∣∣ ≤ |2s− 2s0|∣∣∣x(k)j ∣∣∣ , |t| ≥ tmin

= I
(k)
1 + I
(k)
2 ,
with 0 /∈ I(k)j . We can now conclude from equation 5.40 that when |s− s0| < |s0| /2∫
|D1f (s, t)−D1f (s0, t)| dt ≤
∥∥D2n−1Gs∥∥∞ m∑
k=1
∫
I
(k)
1 ∪I(k)2
q
=
∥∥D2n−1Gs∥∥∞ ∫
J(2s0,2s)
q,
where, J (2s0, 2s) =
m⋃
k=1
(
I
(k)
1 ∪ I(k)2
)
=
m⋃
k=1
[ak − bk |2s− 2s0| , ak + bk |2s− 2s0|] with bk > 0, ak 6= 0, and
0 /∈ J (2s0, 2s).
Now the additional boundedness assumption 5.37 we made about q comes into play. In fact∫
J(s0,s)
q (t) dt =
m∑
k=1
ak+bk|2s−2s0|∫
ak−bk|2s−2s0|
q ≤ cq
m∑
k=1
an+bn|2s−2s0|∫
an−bn|2s−2s0|
dt ≤ cq
m∑
k=1
4bk |s− s0|
= 4cq
(
m∑
k=1
bk
)
|s− s0| ,
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so that ∫
|D1f (s, t)−D1f (s0, t)| dt ≤ 4cq
(
m∑
k=1
bk
)
|s− s0| ,
when |s− s0| < |s0| /2 and s0 6= 0. This proves property 3 and hence 5.38 and D2n−1G1 ∈ C(0)
(
R1 \ 0).
From 5.38 ∣∣D2n−1G1 (s)∣∣ ≤ ∫
R1
∣∣∣∣(D2n−1Gs)(2st
)∣∣∣∣ q (t) dt
≤ ∥∥D2n−1Gs∥∥∞ ∫ q (t) dt <∞ a.e.
Again from 5.38, since D2n−1Gs is bounded with bounded support, for any 0 ≤ τ ≤ 2n− 1
|s|τ ∣∣D2n−1G1 (s)∣∣ ≤ ∫ ∣∣∣∣|s|τ (D2n−1Gs)(2st
)∣∣∣∣ q (t) dt = ∫ ∣∣∣∣∣∣∣st ∣∣∣τ (D2n−1Gs)
(
2s
t
)∣∣∣∣ |t|τ q (t) dt
≤ 2−τ ∥∥|x|τ (D2n−1Gs)∥∥∞ ∫ |t|τ q (t) dt
= 2−τ
∥∥|·|τ D2n−1Gs∥∥∞ ‖|·|τ q‖1 .
Example 227 In this example we show using Theorem 222 that the univariate function Λ (x)2 is a central
difference basis function with weight function w (ξ) =
√
2pi
4
ξ2
1− sin ξξ
.
Suppose l = n = 1 and q (x) = R (x) where R is the rectangular function with support [−1, 1] and height 1.
From 5.30, Gs (s) =
√
2pi
2 Λ
(
s
2
)
i.e. a scaled hat function. Then using formula 5.31 the central difference basis
function is given by
G (x) = 2√
2pi
∫
R1
√
2pi
2 Λ
(
x
t
) |t|R (t) dt = ∫ 1
−1
Λ
(
x
t
) |t| dt = 2 ∫ 1
0
Λ
(x
t
)
tdt,
so that G (x) = 0 when |x| ≥ 1, since Λ (x) = 0 when |x| ≥ 1.
When |x| ≤ 1
G (x) = 2
∫ 1
|x|
(
1− |x|
t
)
tdt = 2
∫ 1
|x|
(t− |x|) dt = [t2 − 2 |x| t]1|x|
= (1− 2 |x|)−
(
|x|2 − 2 |x|2
)
= 1− 2 |x|+ |x|2
= (1− |x|)2 .
Thus G (x) = Λ (x)2.
Since q̂ (ξ) = 2√
2pi
sin ξ
ξ , by the definition of w,
1
w (ξ)
=
∆2lq̂ (ξ)
ξ2n
=
∆2q̂ (ξ)
ξ2
=
− (q̂ (ξ)− 2q̂ (0) + q̂ (−ξ))
ξ2
=
2√
2π
2− 2 sin ξξ
ξ2
=
4√
2π
ξ − sin ξ
ξ3
,
and thus w (ξ) =
√
2pi
4
ξ2
1− sin ξξ
.
Example 228 ??? DELETE THIS? Noting the convergence claims before Definition 205 we will now construct
a sequence of central difference basis functions which converges uniformly pointwise to the B-spline basis function
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with n = l = 1. See Theorem 244 for a more general result. We construct the sequence 5.3 by choosing ψ = R so
that
qk (s) =
√
2π
2
k
2
R
(
k
2
(s− 2)
)
, k = 1, 2, 3, . . . ,
where R is the unit rectangular function with support [−1, 1]. Suppose l = n = 1 so that the central difference
basis function is given by 5.31 and 5.30 so we get the sequence
Gk (x) =
2√
2pi
∫
Gs
(
2x
s
)
|s| qk (s) ds = 2√2pi
∫
Gs
(
2x
s
)
|s|
√
2π
2
k
2
R
(
k
2
(s− 2)
)
ds =
=
∫
Gs
(
2x
s
)
|s| k
2
R
(
k
2
(s− 2)
)
ds
: t = s/2, ds = 2dt⇒
=
∫
Gs
(x
t
)
|t| kR (k (t− 1)) dt = k
∫ 1+ 1k
1− 1k
Gs
(x
t
)
tdt =
: Gs (s) =
√
2pi
2 Λ
(
s
2
)⇒
=
√
2π
2
k
∫ 1+ 1k
1− 1k
Λ
( x
2t
)
tdt.
The corresponding weight functions are derived in Corollary 221.
We proceed by considering x in three separate sets:
Case 1: 0 ≤ x < 1− 1k
Gk (x) =
k
2
∫ 1+ 1k
1− 1k
Λ
(x
t
)
tdt =
k
2
∫ 1+ 1k
1− 1k
(
1− x
t
)
tdt =
k
2k
∫ 1+ 1k
1− 1k
(t− x) dt =
=
k
2
[
1
2
t2 − tx
]1+ 1k
1− 1k
=
k
2
(
1
2
(
1 +
1
k
)2
−
(
1 +
1
k
)
x
)
− 1
k
(
−
(
1− 1
k
)
x
)
=
k
2
(
1
2
(
1 +
1
k
)2
−
(
1 +
1
k
)
x− 1
2
(
1− 1
k
)2
+
(
1− 1
k
)
x
)
= k
(
1
k
− x
k
)
= (1− x) = Λ (x) .
Case 2: 1− 1k ≤ x < 1 + 1k Then
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Gk (x) =
k
2
∫ 1+ 1k
x
Λ
(x
t
)
tdt =
k
2
∫ 1+ 1k
x
(
1− x
t
)
tdt =
k
2
∫ 1+ 1k
x
(t− x) dt
=
k
2
[
1
2
t2 − tx
]1+ 1k
x
=
k
2
((
1
2
(
1 +
1
k
)2
−
(
1 +
1
k
)
x
)
−
(
x2
2
− x2
))
=
k
2
(
1
2
(
1 +
1
k
)2
−
(
1 +
1
k
)
x+
1
2
x2
)
=
k
4
((
1 +
1
k
)2
− 2
(
1 +
1
k
)
x+ x2
)
=
k
4
(
1 +
1
k
− x
)2
.
Case 3: 1 + 1k ≤ x Clearly Gk (x) = 0. From the three cases we conclude that
Gk (x) =

Λ (x) , 0 ≤ |x| ≤ 1− 1k ,
k
4
(
1 + 1k − |x|
)2
, 1− 1k ≤ |x| ≤ 1 + 1k ,
0, 1 + 1k ≤ |x| ,
(5.41)
and Gk ∈ C
(
R1
) ∩ C(1) (R1 \ 0) ∩ PWC∞ (R1 \ {−1, 0, 1}). We can also write
Gk (x) = Λ (x) + ∆k (x) ,
where
∆k (x) =

0, 0 ≤ |x| ≤ 1− 1k ,
k
4
(
1− |x|+ 1k
)2 − (1− |x|) , 1− 1k ≤ |x| ≤ 1,
k
4
(
1− |x|+ 1k
)2
, 1 ≤ |x| ≤ 1 + 1k ,
0, 1 + 1k ≤ |x| ,
=

0, 0 ≤ |x| ≤ 1− 1k ,
k
4
(|x| − (1− 1k ))2 , 1− 1k ≤ |x| ≤ 1,
k
4
(
1 + 1k − |x|
)2
, 1 ≤ |x| ≤ 1 + 1k ,
0, 1 + 1k ≤ |x| .
(5.42)
We note that
supp∆k =
[
1− 1
k
, 1 +
1
k
]
; 0 ≤ |∆k (x)| ≤ 1
4k
.
5.3.2 Lipschitz continuity
The next two theorems will show that the continuous derivatives of the basis function are uniformly Lipschitz
continuous of order 1 on R1. We start with the univariate case.
Theorem 229 Univariate Lipschitz continuity Let w (ξ) = ξ
2n
∆2lq̂(ξ) be the univariate central difference
weight function introduced in Definition 205 and which satisfies property W02/W03. If G1 is the basis function
of order zero generated by w the derivatives DkG1 (x), k ≤ 2n− 2, are uniformly Lipschitz continuous of order
1 on R1. In fact, for k ≤ 2n− 2,∣∣DkG1 (x) −DkG1 (y)∣∣ ≤ 22(l−n)+k+1√2pi ∥∥Dk+1Gs∥∥∞ ∥∥t2n−k−2q∥∥1 |x− y| , x, y ∈ R1,
where Gs is the extended B-spline given by 5.30.
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Proof. From 5.32 of Theorem 222∣∣DkG1 (x)−DkG1 (y)∣∣ ≤ 22(l−n)+k+1√2pi ∫
R1
∣∣∣∣(DkGs)(2x|t|
)
− (DkGs)(2y|t|
)∣∣∣∣ |t|2n−k−1 q (t) dt.
Since Gs is the extended B-spline, from Theorem 87 we have for dimension 1 and k ≤ 2n− 2,∣∣DkGs (s)−DkGs (s′)∣∣ ≤ ∥∥Dk+1Gs∥∥∞ |s− s′| , s, s′ ∈ R1,
and thus ∣∣DkG1 (x)−DkG1 (y)∣∣ ≤ 22(l−n)+k+1√2pi ∥∥Dk+1Gs∥∥∞ ∫
R1
∣∣∣∣ x|t| − y|t|
∣∣∣∣ |t|2n−k−1 q (t) dt
≤ 22(l−n)+k+1√
2pi
∥∥Dk+1Gs∥∥∞ ∥∥t2n−k−2q∥∥1 |x− y| .
To deal with the multivariate case we will require a lemma concerning a distribution Taylor series expansion
and which follows directly from Lemma 85 Chapter 1 (But see Remark 88).
Lemma 230 Suppose that G ∈ C(0)B
(
Rd
)
and the (distributional) derivatives {DαG}|α|=1 are essentially bounded
functions. Then
G (x)−G (y) =
∑
|α|=1
(x− y)α
∫ 1
0
(DαG) (x− t (x− y)) dt,
and
|G (x)−G (y)| ≤
√
dmax
|α|=1
‖DαG‖∞ |x− y| . (5.43)
Now we can show that the continuous derivatives of the tensor product central difference basis functions are
also Lipschitz continuous of order 1.
Theorem 231 Multivariate Lipschitz continuity Let Gc (x) =
d∏
k=1
G1 (xk) be a central difference tensor
product basis function with parameters n, l, q (·), and suppose q is bounded if n = 1. Then G1 ∈ C(2n−2)B ,
D2n−1G1 is bounded and we have the estimates
|Gc (x)−Gc (y)| ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x− y| , x, y ∈ Rd, (5.44)
and if 0 < β ≤ (2n− 2)1,∣∣DβGc (x)−DβGc (y)∣∣ ≤ √d( dmax
k=1
∥∥DkDβGc∥∥∞) |x− y| , x, y ∈ Rd. (5.45)
Proof. By Theorem 222, G1 ∈ C(2n−2)B and by Theorem 226, D2n−1G1 is bounded.
Thus Gc ∈ C(0)B
(
Rd
)
and the derivatives {DαGc}|α|=1 are bounded functions. Thus Gc satisfies the conditions
of Lemma 230 and so the estimate of that lemma holds i.e. for all x, y ∈ Rd,
|Gc (x)−Gc (y)| ≤
√
d
(
max
|α|=1
‖DαGc‖∞
)
|x− y| ≤
√
d ‖G1‖d−1∞ ‖DG1‖∞ |x− y| .
Finally, from 1.46, |G1 (x)| ≤ G1 (0) which proves 5.44.
To prove 5.45 observe that if 0 < k ≤ 2n− 2 then DkG1 ∈ C(2n−2−k)B
(
Rd
)
and Dk+1G1 is bounded. Thus if
0 < β ≤ (2n− 2)1 then DβGc ∈ C(0)B
(
Rd
)
and the derivatives
{
DαDβGc
}
|α|=1 are bounded functions. Thus
DβGc satisfies the conditions of Lemma 230 and so the estimate of that lemma holds i.e. for all x, y ∈ Rd,∣∣DβGc (x)−DβGc (y)∣∣ ≤ √d(max|α|=1 ∥∥DαDβGc∥∥∞
)
|x− y|
≤
√
d
(
d
max
k=1
∥∥DkDβGc∥∥∞) |x− y| .
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5.3.3 A basis function formula using partial moments of q
Theorem 222 gave a multiplicative convolution formula 5.31 for the central difference basis function in terms of
the B-spline basis function Gs. The next theorem gives another formula that does not involve calculating the
extended B-spline basis functions but instead involves calculating partial moments of q. This result also gives
information about the support of the basis function and the corollary gives an improved smoothness estimate.
Theorem 232 Partial moment formulas Suppose wc is a 1-dimensional central difference weight function
with parameters n, l, q and wc ∈W02, and denote the basis function by Gc.
Then if supp q ⊆ BRq , where possibly Rq =∞, it follows that suppGc ⊆ BRql and
Gc (x) =
{
(−1)n
(2n−1)!
∫ Rql
|x| (s− |x|)2n−1 ql (s) ds, |x| ≤ Rql,
0, |x| ≥ Rql,
(5.46)
where
ql (s) :=
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
s
j
)
. (5.47)
Further
D2nGc = (−1)n (∆2lq̂)∨ = (−1)n
(
2l
l
)(∫
q
)
δ + (−1)n ql, (5.48)
so that D2nGc has the same smoothness as q on Rd \ 0.
Finally
Gc (x) =

(−1)n 2(2n−1)!
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l) ∫ Rq|x|/j (jt− |x|)2n−1 qe (t) dt, |x| ≤ Rql,
0, |x| ≥ Rql,
(5.49)
where
qe (t) :=
1
2
(q (t) + q (−t)) , (5.50)
is called the even component of q.
Proof. By Definition 205, the weight function is given by
wc (ξ) =
ξ2n
∆2lq̂ (ξ)
, ξ ∈ R1, (5.51)
and from Theorem 206, n ≤ l and the function q satisfies∫
|·|≥R
|·|2n−1 q <∞, for some R ≥ 0.
This last condition implies ∫
|·|k q <∞, k = 0, 1, . . . , 2n− 1. (5.52)
From 5.51, the basis function Gc satisfies
ξ2nĜc (ξ) =
ξ2n
wc (ξ)
= ∆2lq̂ (ξ) .
(−1)n D̂2nGc (ξ) = ∆2lq̂ (ξ) .
D2nGc (x) = (−1)n (∆2lq̂)∨ (x) .
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but from 5.1 and part 12 of Definition 682,
(∆2lq̂)
∨
(x) =
l∑
j=−l
(−1)j ( 2lj+l) (q̂ (−jξ))∨ (x)
=
(
2l
l
)
(q̂ (0))
∨
+
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) (q̂ (−jξ))∨ (x)
=
(
2l
l
)
q̂ (0)
∨
1 +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) (q̂ (−jξ))∨ (x)
=
(
2l
l
)
q̂ (0) (2π)
d
2 δ +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l)
(
̂1
|j|q
(
− ·
j
))∨
(x)
=
(
2l
l
)(∫
q
)
δ +
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
−x
j
)
,
so
D2nGc (x) = (−1)n (∆2lq̂)∨ (x)
= (−1)n (2ll )(∫ q) δ + (−1)n l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
−x
j
)
. (5.53)
For compactness, set
f (x) := (−1)n
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
−xj
)
,
a := (−1)n (2ll ) ∫ q,
 (5.54)
so that 5.53 becomes
D2nGc = aδ + f. (5.55)
We want to solve 5.53 for Gc. Now if Gc ∈ C(0) and lim|x|→∞Gc (x) = 0 satisfies 5.53 then Gc is unique. This is
because two different solutions differ by a polynomial.
Our approach will be to solve the two equations
D2nGδ (x) = aδ, (5.56)
and
D2nGq (x) = f, (5.57)
in such a way that
Gc = Gδ +Gq, (5.58)
satisfies
Gc ∈ C(0), Gc (±∞) = 0. (5.59)
Solution of 5.56 From Example 2.6(f) of Vladimirov [59],
Gδ = HP2n−1,
Pk = a
xk
k! , k = 0, 1, 2, . . . ,
DkGδ (0) = 0, k < 2n,
DkGδ = HP2n−k−1, k ≤ 2n− 1,
 (5.60)
is a (fundamental) solution of 5.56. Here H denotes the Heavyside step function.
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Solution of 5.57 To solve 5.57 (see, for example, Section II.34 of Zwillinger [65]) we will integrate it by
reversing the order of integration using 5.63. Consider the following sequence of multiple integrals
g1 (x1) :=
∫ x1
−∞ f (s) ds,
g2 (x2) :=
∫ x2
−∞
∫ x1
−∞ f (s) dsdx1,
...
...
gk (xk) :=
∫ xk
−∞
∫ xk−1
−∞ . . .
∫ x1
−∞ f (s) ds . . . dxk−2dxk−1,
...
...
g2n (x2n) :=
∫ x2n
−∞
∫ x2n−1
−∞ . . .
∫ x1
−∞ f (s) ds . . . dx2n−2dx2n−1.

(5.61)
By the theory of differentiation (bounded variation, absolute continuity, the fundamental theorem of calculus)
e.g. §5.9 of Kuller [39],
g1 ∈ C(0)B , g1 ∈ BV [a, b] , Dg1 = f a.e., g1 (−∞) = 0. (5.62)
and g1 has only step discontinuities - these are countable. Here [a, b] is any finite interval.
We now employ the (reverse the order of integration) identity: if h, g ≥ 0 and the right side of 5.63 exists then∫ x2
a
h (x1)
∫ x1
a
g (s) dsdx1 =
∫ x2
a
(∫ x2
s
h (t) dt
)
g (s) ds. (5.63)
In fact, if we define
φ (s, x1) :=
{
g (s)h (x1) , a ≤ s ≤ x1,
0, x1 ≤ s ≤ x,
then by Fubini’s theorem∫ x2
a
(∫ x2
s
h (t) dt
)
g (s) ds =
∫ x2
a
∫ x2
s
φ (s, x1) dx1ds
Fubini
=
∫ x2
a
∫ x2
a
φ (s, x1) dx1ds
=
∫ x2
a
∫ x2
a
φ (s, x1) dsdx1
=
∫ x2
a
h (x1)
∫ x1
a
g (s) dsdx1.
Regarding the equations 5.61, the constraints 5.52 imply by the theory of differentiation that
g2 (x2) =
∫ x2
−∞ (x2 − s) f (s) ds,
g1 ∈ L1, Dg2 = g1 a.e.,
g2 ∈ C(1)B , g2 ∈ BV [a, b] , g2 (−∞) = 0.
 (5.64)
where [a, b] is any finite interval.
Similarly
g3 (x3) =
∫ x3
−∞
∫ x2
−∞
∫ x1
−∞
f (s) dsdx1dx2 =
∫ x3
−∞
g2 (x2) dx2 =
∫ x3
−∞
∫ x2
−∞
(x2 − s) f (s) ds =
=
∫ x3
−∞
(∫ x3
s
(t− s) dt
)
f (s) ds =
1
2!
∫ x3
−∞
(x3 − s)2 f (s) ds,
etc. so that
gk (xk) =
1
(k − 1)!
∫ xk
−∞
(xk − s)k−1 f (s) ds, k = 1, . . . , 2n, (5.65)
and
g0 := f,
gk−1 ∈ L1, Dgk = gk−1 a.e.,
gk ∈ C(k−1)B , gk ∈ BV [a, b] , gk (−∞) = 0.
 , k = 1, . . . , 2n, (5.66)
where [a, b] is any finite interval. Clearly we can conclude that
D2ng2n = f a.e.,
g2n ∈ C(2n−1)B ∩BV [a, b] , g2n (−∞) = 0,
}
(5.67)
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where [a, b] is any finite interval, and hence g2n is a solution of 5.57. Thus we try
Gq := g2n. (5.68)
From 5.65 and then 5.54,
Gq (x) =
1
(2n− 1)!
∫ x
−∞
(x− s)2n−1 f (s) ds
=
1
(2n− 1)!
x∫
−∞
(x− s)2n−1
(−1)n l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
−s
j
) ds
=
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−∞
(x− s)2n−1 q
(
−s
j
)
ds. (5.69)
From the statement of this theorem Rq = max
x∈supp q |x| and thus we have the sequence of implications
x ≤ −Rql ⇒ s ≤ x ≤ −Rql⇒ −s ≥ Rql ⇒
∣∣∣∣−sj
∣∣∣∣ ≥ Rq l|j| ≥ Rq,
since |j| ≤ l, which means that Gq (x) = 0 when x ≤ −Rql, and so we can write
Gq (x) =

0, x ≤ −Rql,
(−1)n
(2n−1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−Rql
(x− s)2n−1 q
(
− sj
)
ds, x ≥ −Rql. (5.70)
Now suppose that x ≥ Rql Split the domain of integration:
Gq (x) =
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) Rql∫
−Rql
(x− s)2n−1 q
(
−s
j
)
ds+
+
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
Rql
(x− s)2n−1 q
(
−s
j
)
ds.
Now x ≥ Rql⇒ Rql ≤ s ≤ x⇒
∣∣∣− sj ∣∣∣ = s|j| ≥ Rq l|j| ≥ Rq since |j| ≤ l, which means that
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) ∫ x
Rql
(x− s)2n−1 q
(
−s
j
)
ds = 0, x ≥ Rql,
and so
Gq (x) =
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) Rql∫
−Rql
(x− s)2n−1 q
(
−s
j
)
ds, x ≥ Rql.
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Applying the change of variables t = − sj , ds = −jdt yields
Gq (x) =
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j (−j)|j|
(
2l
j+l
) ∫ −Rql/j
Rql/j
(x+ tj)
2n−1
q (t) dt
=
(−1)n
(2n− 1)!
−1∑
j=−l
(−1)j (−j)|j|
(
2l
j+l
) ∫ −Rql/j
Rql/j
(x+ tj)
2n−1
q (t) dt+
+
(−1)n+1
(2n− 1)!
l∑
j=1
(−1)j (−j)|j|
(
2l
j+l
) ∫ −Rql/j
Rql/j
(x+ tj)2n−1 q (t) dt
=
(−1)n
(2n− 1)!
−1∑
j=−l
(−1)j ( 2lj+l) ∫ Rql/|j|−Rql/|j| (x+ tj)2n−1 q (t) dt+
+
(−1)n
(2n− 1)!
l∑
j=1
(−1)j ( 2lj+l) ∫ Rql/|j|−Rql/|j| (x+ tj)2n−1 q (t) dt
=
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) ∫ Rql/|j|−Rql/|j| (x+ tj)2n−1 q (t) dt
=
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) ∫ Rq−Rq (x+ tj)2n−1 q (t) dt
=
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) ∫
(
2n−1∑
m=0
(
2n−1
m
)
xm (tj)
2n−1−m
)
q (t) dt
=
(−1)n
(2n− 1)!
2n−1∑
m=0
(
2n−1
m
)
xm
(∫
t2n−1−mq (t) dt
) l∑
j=−l,j 6=0
(−1)j ( 2lj+l)j2n−1−m.
But by part 2b of Lemma 203,
l∑
j=−l
(−1)j ( 2lj+l)jk = { 0, 0 ≤ k < 2l,(−1)l (2l)!, k = 2l,
and hence
l∑
j=−l
j 6=0
(−1)j ( 2lj+l)jk =

−(2ll ), k = 0,
0, 0 < k < 2l,
(−1)l (2l)!, k = 2l,
(5.71)
so that now
Gq (x) = (−1)n+1 x
2n−1
(2n− 1)!
(∫
q
) l∑
j=−l,j 6=0
(−1)j ( 2lj+l)+
+
(−1)n
(2n− 1)!
2n−2∑
m=0
m even
(
2n−1
m
)
xm
 Rq∫
−Rq
t2n−1−mq (t) dt
 l∑
j=−l
j 6=0
(−1)j ( 2lj+l)j2n−1−m
= (−1)n+1 (2ll )(∫ q) x2n−1(2n− 1)!
= −a x
2n−1
(2n− 1)! ,
i.e.
Gq (x) = −P2n−1 (x) , x ≥ Rql, (5.72)
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using the notation of 5.60. The equations 5.70 now become
Gq (x) =

0, x ≤ −Rql,
(−1)n
(2n−1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−Rql
(x− s)2n−1 q
(
− sj
)
ds, |x| ≤ Rql,
−P2n−1 (x) , x ≥ Rql.
=

− (HP2n−1) (x) , x ≤ −Rql,
(−1)n
(2n−1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−Rql
(x− s)2n−1 q
(
− sj
)
ds+
+(HP2n−1) (x) − (HP2n−1) (x)
 , |x| ≤ Rql,
− (HP2n−1) (x) , x ≥ Rql.
= − (HP2n−1) (x)+
+

0, x ≤ −Rql,
(−1)n
(2n−1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−Rql
(x− s)2n−1 q
(
− sj
)
ds+
+(HP2n−1) (x)
 , |x| ≤ Rql,
0, x ≥ Rql.
= − (HP2n−1) (x)+
+

(−1)n
(2n−1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−Rql
(x− s)2n−1 q
(
− sj
)
ds+
+(HP2n−1) (x)
 , |x| ≤ Rql,
0, |x| ≥ Rql.
Thus from 5.58 and 5.60,
Gc = Gδ +Gq = HP2n−1 +Gq =
=

(−1)n
(2n−1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) x∫
−Rql
(x− s)2n−1 q
(
− sj
)
ds+
+(HP2n−1) (x)
 , |x| ≤ Rql,
0, |x| ≥ Rql.
Next we must show that Gc has properties 5.59 i.e. Gc is continuous and Gc (±∞) = 0.
From the last display it is clear these conditions hold if Gc is continuous at ±Rql. By inspection Gc (−Rql) = 0
so we must show that
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) ∫ Rql
−Rql
(Rql − s)2n−1 q
(
−s
j
)
ds = 0. (5.73)
Indeed,
−1∑
j=−l
(−1)j
|j|
(
2l
j+l
) ∫ Rql
−Rql
(Rql − s)2n−1 q
(
−s
j
)
ds
=
l∑
k=1
(−1)−k
|−k|
(
2l
−k+l
) ∫ Rql
−Rql
(−Rql − s)2n−1 q
( s
k
)
ds
=
l∑
k=1
(−1)k
|k|
(
2l
k+l
)
(−1)
∫ −Rql
Rql
(−Rql + t)2n−1 q
(
− t
k
)
dt
=
l∑
k=1
(−1)k
|k|
(
2l
k+l
) ∫ Rql
−Rql
(−Rql + t)2n−1 q
(
− t
k
)
ds
= −
l∑
k=1
(−1)k
|k|
(
2l
k+l
) ∫ Rql
−Rql
(Rql − t)2n−1 q
(
− t
k
)
ds,
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and so 5.73 holds.
From Theorem 222 Gc is an even function so when −Rql ≤ x ≤ 0,
Gc (x) =
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) ∫ x
−Rql
(x− s)2n−1 q
(
−s
j
)
ds,
and
Gc (x) =
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) ∫ −|x|
−Rql
(− |x| − s)2n−1 q
(
−s
j
)
ds
=
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) ∫ Rql
|x|
(− |x|+ s)2n−1 q
(
s
j
)
ds
=
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
) ∫ Rql
|x|
(s− |x|)2n−1 q
(
s
j
)
ds (5.74)
=
(−1)n
(2n− 1)!
∫ Rql
|x|
(s− |x|)2n−1 ql (s) ds,
when |x| ≤ Rql, where
ql (s) :=
l∑
j=−l,j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
s
j
)
.
The change of variables t = s/j, ds = jdt in 5.74 yields
Gc (x) =
(−1)n
(2n− 1)!
l∑
j=−l,j 6=0
(−1)j j|j|
(
2l
j+l
) Rql/j∫
|x|/j
(jt− |x|)2n−1 q (t) dt
=
(−1)n
(2n− 1)!
l∑
j=1
(−1)j ( 2lj+l)
Rql/j∫
|x|/j
(jt− |x|)2n−1 q (t) dt+
+
(−1)n
(2n− 1)!
−1∑
j=−l
(−1)j+1 ( 2lj+l)
Rql/j∫
|x|/j
(jt− |x|)2n−1 q (t) dt.
The first summation term:
l∑
j=1
(−1)j( 2lj+l)
Rql/j∫
|x|/j
(jt− |x|)2n−1 q (t) dt
=
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l)
Rq∫
|x|/j
(jt− |x|)2n−1 q (t) dt.
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The second summation term:
−1∑
j=−l
(−1)j+1( 2lj+l) ∫ Rql/j|x|/j (jt− |x|)2n−1 q (t) dt
=
l∑
j=1
(−1)−j+1 ( 2l−j+l) ∫ −Rql/j−|x|/j (−jt− |x|)2n−1 q (t) dt
=
l∑
j=1
(−1)j+1 ( 2lj+l) ∫ −Rql/j−|x|/j (−jt− |x|)2n−1 q (t) dt
=
l∑
j=1
(−1)j ( 2lj+l) ∫ Rql/j|x|/j (jt− |x|)2n−1 q (−t) dt
=
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l) ∫ Rq|x|/j (jt− |x|)2n−1 q (−t) dt.
Combining the terms yields
Gc (x) =
(−1)n 2
(2n− 1)!
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l) ∫ Rq|x|/j (jt− |x|)2n−1 qe (t) dt,
when −Rql ≤ x ≤ 0.
We now need the following lemma.
Lemma 233 Suppose xjf ∈ L1 (0, a) for j = 0, 1, 2, . . . ,m.
Then for x ∈ [0, a]:
1.
Djx
∫ a
x
(s− x)m
m!
f (s) ds =
{
(−1)j ∫ a
x
(s−x)m−j
(m−j)! f (s) ds, j ≤ m,
(−1)m+1 f (x) , j = m+ 1,
}
;
2.
∫ a
x
(s− x)m f (s) ds ∈ C(m)B [0, a];
3.
∣∣∣∫ ax (s− x)k f (s) ds∣∣∣ ≤ ∫ a0 sk |f (s)| ds.
4. If g ∈ C(2m)B [0, a] and Dkg (0+) = 0 for k ≤ 2m− 1 then g (|·|) ∈ C(2m−1)B [−a, a] ∩ C(2m)B ([−a, a] \ 0) and
Dk (g (|x|)) =
{
(sgnx)
k (
Dkg
)
(|x|) , k ≤ 2m− 1,
(sgnx)
k (
D2mg
)
(|x|) + 2 (D2mg) (0+) δ, k = 2m.
This is a result from the theory of piecewise continuous distributions (e.g. Vladimirov 2.6.3 [59]).
5. By the mean-value theorem:∣∣Dk (g (|x|))−Dk (g (|y|))∣∣ ≤ ||x| − |y|| ∥∥Dk+1 (g (|·|))∥∥
[|x|,|y|] when k ≤ 2m− 2 and |x| , |y| ≤ a.
Two formulas for the basis function were given in Theorem 232. We give the corresponding formulas for the
derivatives.
Corollary 234 Suppose wc is a central difference weight function with parameters n, l, q and wc ∈ W02/W03,
and denote the basis function by Gc. Suppose suppGc ⊂ BRq . Then for k ≤ 2n− 1,
DkGc (x) =
{
(−1)n+k
(2n−k−1)! (sgnx)
k ∫ Rql
|x| (s− |x|)2n−k−1 ql (s) ds, |x| ≤ Rql,
0, |x| ≥ Rql,
(5.75)
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where ql is given by 5.47, and
DkGc (x) =

(−1)n+k2
(2n−k−1)! (sgnx)
k
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l) Rq∫
|x|/j
(jt− |x|)2n−k−1 qe (t) dt, |x| ≤ Rql,
0, |x| ≥ Rql,
(5.76)
where qe (t) :=
1
2 (q (t) + q (−t)) is the even component of q.
We also have Gc ∈ C2n−2B
(
R1
) ∩ C2n−1 (R1 \ 0) with the bounds
∥∥DkGc∥∥∞ ≤ 1(2n− k − 1)!
 l∑
j=1
(
2l
j+l
)
j2n−k−1
∫ t2n−k−1q (t) dt, k ≤ 2n− 1.
Finally, at zero D2n−1Gc has a non-zero jump (or step) of size (−1)n
(
2l
l
) ∫
q.
Proof. To obtain these derivative formulas apply Lemma 233 to equations 5.46 and 5.49. Clearly
∣∣DkGc (x)∣∣ ≤ 2
(2n− k − 1)!
l∑
j=1
j≥|x|/Rq
(
2l
j+l
) ∫ Rq
|x|/j
(jt− |x|)2n−k−1 qe (t) dt
≤ 2
(2n− k − 1)!
l∑
j=1
j≥|x|/Rq
(
2l
j+l
) ∫ Rq
|x|/j
(jt)
2n−k−1
qe (t) dt
≤ 2
(2n− k − 1)!
l∑
j=1
(
2l
j+l
) ∫ Rq
0
(jt)2n−k−1 qe (t) dt
=
2
(2n− k − 1)!
 l∑
j=1
(
2l
j+l
)
j2n−k−1
∫ Rq
0
t2n−k−1qe (t) dt
=
1
(2n− k − 1)!
 l∑
j=1
(
2l
j+l
)
j2n−k−1
∫ t2n−k−1q (t) dt.
Regarding the jump at the origin: when k = 2n− 1 5.76 becomes
D2n−1Gc (x) = (−1)n+1 (sgnx)2n+1 2
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l)
Rq∫
|x|/j
qe (t) dt,
so that
D2n−1Gc
(
0+
)−D2n−1Gc (0−) = (−1)n+1 4
 l∑
j=1
(−1)j ( 2lj+l)
∫ qe (t) dt
= (−1)n+1 2
 l∑
j=1
(−1)j ( 2lj+l)
∫ q
: A.39⇒
= (−1)n+1 2
(
−1
2
(
2l
l
))∫
q
= (−1)n (2ll ) ∫ q.
The last corollary can be modified to define the central difference basis function using only the parameters
which define the weight function - and NOT the weight function:
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Remark 235 ??? CHECK! Suppose 1 ≤ n ≤ l are integers, q ∈ L1 (R1), q ≥ 0 and ∫|ξ|≥R |ξ|2n−1 q (ξ) dξ <∞,
for some R ≥ 0. From Theorem 206 n, l, q define a central difference weight function. Denote the basis function
by Gc.
Then the formulas and upper bounds for the basis function and its derivatives derived in Corollary 234 hold.
This remark has the direct consequence:
Corollary 236 If q ∈ C∞0
(
R1
)
and q ≥ 0 then by Theorem 206, wc = ξ
2n
∆2lq̂(ξ)
is a central difference weight
function for all parameters 1 ≤ n ≤ l. Denote the basis function by Gc.
Then Gc ∈ C∞
(
R1 \ 0)∩C(2n−2)B (R1), D2n−1Gc ∈ L∞ and Gc has bounded support. Indeed, if supp q ⊆ BRq
then suppGc ⊆ BRql.
The formulas and upper bounds for the basis function and its derivatives derived in Corollary 234 hold.
Remark 237 ??? Towards creating C∞0 basis functions: We use 5.46. Set n = l and choose q ∈ C∞0 with
supp q ⊆ BRq . Define q(n) (s) = q (ns). Then q(n) has the same weight function properties as q and supp q(n) ⊆
BRq/n. Denote the corresponding basis functions by G
(n)
c . From Corollary 236 G
(n)
c ∈ C∞
(
R1 \ 0)∩C(2n−2)B (R1)
and suppG
(n)
c ⊆ BRq .
What happens as n → ∞? Does the sequence G(n)c converge uniformly to a non-zero C∞0 function with non-
negative Fourier transform? Numerical experiment!
It now occurs to me that the derivatives at the origin may be the key. Calculate the odd derivatives and choose
a sequence of qs so that they converge as n→∞. The even derivatives are zero.
Remark 238 ??? From 5.46,
Gc (x) =
{
(−1)n
(2n−1)!
∫
H (s− |x|) (s− |x|)2n−1H (s) ql (s) ds, |x| ≤ Rql,
0, |x| ≥ Rql.
=
{
(2π)
d/2 (−1)n
(2n−1)!
(
Hs2n−1 ∗Hql
)
(|x|) , |x| ≤ Rql,
0, |x| ≥ Rql.
Since Hs2n−1 and Hql are locally integrable and their supports are contained in [0,∞) it follows that the
convolution is locally integrable thus that Gc is locally integrable (Vladimirov 2.7.4 [59]).
Example 239 Suppose q is as in Example 227 so that n = l = 1. Here we will use Theorem 232 to calculate the
corresponding basis function. Here Rq = 1 and so from equation 5.49,
Gc (x) =

(−1)n2
(2n−1)!
l∑
j=1
j≥|x|/Rq
(−1)j ( 2lj+l) ∫ Rq|x|/j (jt− |x|)2n−1 qe (t) dt, |x| ≤ Rql,
0, |x| ≥ Rql,
=

−2
1∑
j=1
j≥|x|
(−1)j ( 2j+1) ∫ 1|x|/j (jt− |x|) dt, |x| ≤ 1,
0, |x| ≥ 1,
=
{ −2 ∑
j=1
(−1)j ( 2j+1) ∫ 1|x|/j (jt− |x|) dt, |x| ≤ 1,
0, |x| ≥ 1,
=
{
2
∫ 1
|x| (t− |x|) dt, |x| ≤ 1,
0, |x| ≥ 1,
}
=
{
2
[
1
2 t
2 − |x| t]1|x| , |x| ≤ 1,
0, |x| ≥ 1,
}
=
=
{
2
(
1
2 − |x|
)− 2(12 |x|2 − |x|2) , |x| ≤ 1,
0, |x| ≥ 1,
=
{
(1− 2 |x|)−
(
|x|2 − 2 |x|2
)
, |x| ≤ 1,
0, |x| ≥ 1,
=
{
(1− |x|)2 , |x| ≤ 1,
0, |x| ≥ 1, = Λ (x)
2
,
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which confirms the result of Example 227.
5.3.4 An alternative proof of the partial moment formula using a tempered distribution Taylor
series expansion and the subspace S∅,1 ⊂ S
We use the tempered distribution Taylor series expansion introduced in Section 3.2 and the theory of the spaces
S∅,k ⊂ S introduced in Definition 421 to confirm the partial moment formula 5.46 for the central difference basis
function. In the process we obtain another multiplicative convolution formula which is given in Theorem 240.
Recall that this basis function Gc is generated by the parameters n, l and a non-negative L
1 function q 6= 0.
From Theorem 206 we must have 1 ≤ n ≤ l and ∫ xkq < 0 for k = 0, 1, . . . , 2n− 1.
Suppose q ∈ L1 (R1) so that q̂ ∈ C(0)B (R1). Then by definition:
∆2lq̂ (ξ) =
l∑
j=−l
(−1)j ( 2lj+l)q̂ (−jξ) .
The tempered distribution formula 3.10 states that if f ∈ S′ then
f (·+ ξ)−
∑
k≤m
ξk
β!
Dkf =
√
2π
m!
(
(i (ξ, ·))m+1 ĝm ((ξ, ·)) f̂
)∨
, m = 0, 1, 2, . . . ,
where the function gn is given by 3.1. When f is replaced by f̂ ,
f̂ (·+ ξ)−
∑
k≤m
ξk
k!
Dkf̂ =
√
2π
m!
(
(i (ξ, ·))m+1 ĝm ((ξ, ·)) f
)∨
,
where f is the distribution extension of f (x) = f (−x).
Now, in particular, when xkq ∈ L1 for k ≤ m then by Lemma 28, q̂ ∈ C(m)B
(
R1
)
and
q̂ (·+ ξ)−
∑
k≤m
ξk
k!
Dk q̂ =
√
2π
m!
F−1η
[
(iξη)
m+1
ĝm (ξη) q (−η)
]
,
and consequently
q̂ (ξ)−
∑
k≤m
ξk
k!
Dk q̂ (0) =
√
2π
m!
F−1η
[
(iξη)
m+1
ĝm (ξη) q (−η)
]
(0) .
From part 4 of Lemma 169, for each ξ,∣∣∣(iξη)m+1 ĝm (ξη) q (−η)∣∣∣ = |ξη|m+1 |ĝm (ξη)| q (−η)
≤ |ξη|m+1 cm√
2π
1
1 + |ξη|q (−η)
=
cm√
2π
|ξ|m |η|m q (−η)
∈ L1,
and so
q̂ (ξ)−
∑
k≤m
ξk
k!
Dk q̂ (0) =
1
m!
∫
(iξη)m+1 ĝm (ξη) q (−η) dη.
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The next step is to use the operator ∆2l. Choose m = 2n− 1 so that m < 2l and
∆2lq̂ (ξ) = ∆2l
q̂ (ξ)− ∑
k≤m
ξk
k!
Dk q̂ (0)

=
1
(2n− 1)!∆2l,ξ
∫
(iξη)2n ĝ2n−1 (ξη) q (−η)dη
=
1
(2n− 1)!
l∑
j=−l, j 6=0
(−1)j ( 2lj+l) ∫ (−ijξη)2n ĝ2n−1 (−jξη) q (−η) dη
=
(−1)n ξ2n
(2n− 1)!
l∑
j=−l, j 6=0
(−1)j ( 2lj+l) ∫ (jη)2n ĝ2n−1 (−jξη) q (−η) dη
=
(−1)n ξ2n
(2n− 1)!
l∑
j=−l, j 6=0
(−1)j ( 2lj+l) ∫ (jη)2n ĝ2n−1 (jξη) q (η) dη
=
(−1)n ξ2n
(2n− 1)!
l∑
j=−l, j 6=0
(−1)j
|j|
(
2l
j+l
) ∫
τ2nĝ2n−1 (ξτ) q
(
1
j τ
)
dτ
=
(−1)n ξ2n
(2n− 1)!
∫
τ2nĝ2n−1 (ξτ)
l∑
j=−l, j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
1
j τ
)
dτ
=
(−1)n ξ2n
(2n− 1)!
∫
τ2nĝ2n−1 (ξτ) ql (τ) dτ, (5.77)
where the even function
ql (τ) =
l∑
j=−l, j 6=0
(−1)j
|j|
(
2l
j+l
)
q
(
1
j τ
)
,
was introduced in Theorem 232. Thus
Ĝc (ξ) =
∆2lq̂ (ξ)
ξ2n
=
(−1)n
(2n− 1)!
∫
τ2nĝ2n−1 (ξτ) ql (τ) dτ,
and so for φ ∈ S, [
Ĝc (ξ) , φ
]
=
(−1)n
(2n− 1)!
∫ ∫
τ2nĝ2n−1 (ξτ) ql (τ) dτ dξ.
I now want to change the order of integration using Fubini’s theorem and to do this I need to show that the
integrand is L1
(
R2
)
. Write
∫ ∫ ∣∣∣ĝ2n−1 (ξτ) τ2nql (τ)φ (ξ)∣∣∣ dξdτ
=
∫ ∫
|τ | ∣∣ĝ2n−1 (ξτ)∣∣ |φ (ξ)| ∣∣τ2n−1∣∣ ql (τ) dξdτ
=
∫ ∫ ∣∣ξτ ĝ2n−1 (ξτ)∣∣
|ξ| |φ (ξ)| dξ
∣∣τ2n−1∣∣ ql (τ) dτ
=
∫ ∫ ∣∣ξτ ĝ2n−1 (ξτ)∣∣ |φ (ξ)||ξ| dξ ∣∣τ2n−1∣∣ ql (τ) dτ.
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From 3.7,
∣∣ξτ ĝ2n−1 (ξτ)∣∣ ≤ 3√2pi so that∫ ∫ ∣∣∣ĝ2n−1 (ξτ) τ2nql (τ)φ (ξ)∣∣∣ dξdτ
≤ 3√
2π
∫ ∫ |φ (ξ)|
|ξ| dξ
∣∣τ2n−1∣∣ ql (τ) dτ
=
3√
2π
(∫ |φ (ξ)|
|ξ| dξ
)∫ ∣∣τ2n−1∣∣ ql (τ) dτ
=
3√
2π
(∫
|ξ|≤1
|φ (ξ)|
|ξ| dξ +
∫
|ξ|≥1
|φ (ξ)|
|ξ| dξ
)∫ ∣∣τ2n−1∣∣ ql (τ) dτ.
From this inequality it is clear that we should restrict φ to the subspace S∅,1 = {φ ∈ S : φ (0) = 1} which
belongs to the class of subspaces S∅,k of S introduced in Definition 421. We now have∫ ∫ ∣∣∣ĝ2n−1 (ξτ) τ2nql (τ)φ (ξ)∣∣∣ dξdτ ≤ 3√
2π
(
‖Dφ‖∞ +
∥∥∥∥ φ|·|
∥∥∥∥
∞
)∫ ∣∣τ2n−1∣∣ ql (τ) dτ
<∞.
It follows that the integrand is absolutely convergent and Fubini’s theorem allows the order of integration to
be reversed. Thus for φ ∈ S∅,1,[
Ĝc, φ
]
=
(−1)n
(2n− 1)!
∫ (
τ
∫
ĝ2n−1 (ξτ)φ (ξ) dξ
)
τ2n−1ql (τ) dτ
=
(−1)n
(2n− 1)!
∫ (
τ
∫ ̂1
|τ |g2n−1
(x
τ
)
(ξ)φ (ξ) dξ
)
τ2n−1ql (τ) dτ
=
(−1)n
(2n− 1)!
∫ (∫
̂
g2n−1
(x
τ
)
(ξ)φ (ξ) dξ
)
|τ |2n−1 ql (τ) dτ
: Plancherel’s theorem =⇒
=
(−1)n
(2n− 1)!
∫ (∫
g2n−1
(
ζ
τ
)
φ̂ (ζ) dζ
)
|τ |2n−1 ql (τ) dτ.
Since g2n−1 is bounded the integrand is clearly absolutely convergent and so[
Ĝc, φ
]
=
(−1)n
(2n− 1)!
∫ (∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ
)
φ̂ (ζ) dζ.
Since
∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ is a bounded function it lies in S′ and so
Ĝc =
(−1)n
(2n−1)!
(∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ
)∧
on S∅,1. Theorem 422 now implies that
Ĝc − (−1)
n
(2n−1)!
(∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ
)∧
is a delta function which in turn implies that
Gc (ζ) =
(−1)n
(2n− 1)!
∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ + const.
If ζ > 0 then from 3.1,∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ =
∫ ∞
ζ
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ
=
∫ ∞
ζ
(
1− ζ
τ
)2n−1
|τ |2n−1 ql (τ) dτ
=
∫ ∞
ζ
(τ − ζ)2n−1 ql (τ) dτ.
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Similarly, if ζ < 0, then∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ =
∫ ζ
−∞
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ
=
∫ ζ
−∞
(
1− ζ
τ
)2n−1
|τ |2n−1 ql (τ) dτ
=
∫ ∞
−ζ
(
1 +
ζ
τ
)2n−1
|τ |2n−1 ql (τ) dτ
=
∫ ∞
−ζ
(τ + ζ)2n−1 ql (τ) dτ,
and so for all ζ, ∫
g2n−1
(
ζ
τ
)
|τ |2n−1 ql (τ) dτ =
∫ ∞
|ζ|
(τ − |ζ|)2n−1 ql (τ) dτ,
i.e.
Gc (ζ) =
(−1)n
(2n− 1)!
∫ ∞
|ζ|
(τ − |ζ|)2n−1 ql (τ) dτ + const.
Finally, the observation that
|Gc (ζ)| ≤ 1
(2n− 1)!
∫ ∞
|ζ|
τ2n−1ql (τ) dτ,
clearly implies that Gc (∞) = 0 and hence that
Gc (ζ) =
(−1)n
(2n− 1)!
∫ ∞
|ζ|
(τ − |ζ|)2n−1 ql (τ) dτ,
and
Gc (ζ) =
(−1)n
(2n− 1)!
∫
g2n−1
( |ζ|
τ
)
|τ |2n−1 ql (τ) dτ. (5.78)
The first formula matches the partial moment formula 5.46 of Theorem 232 and the second formula we present
as:
Theorem 240 Multiplicative convolution formula Suppose the conditions of Theorem 206 are satisfied.
Then the central difference basis function generated by n, l, q is
Gc (ζ) =
(−1)n
(2n− 1)!
∫
g2n−1
( |ζ|
τ
)
|τ |2n−1 ql (τ) dτ
=
(−1)n
(2n− 1)!
∫ ∞
|ζ|
(τ − |ζ|)2n−1 ql (τ) dτ,
where ql is given by 5.47 and g2n−1 by 3.1.
Proof. Given before this theorem.
Remark 241 Compare this result with the multiplicative convolution formula of Theorem 222. This formula
does not involve a formula for the B-spline.
5.3.5 Lipschitz continuity estimates from partial moment formulas
Some Lipschitz continuity estimates were given in Subsection 5.3.2 and were derived using a multiplicative
convolution formula for the basis function. Here we derive Lipschitz continuity estimates base on partial moment
formulas.
???WARNING - the estimate of the next theorem has a factor
∥∥t2n−k−1q∥∥
1
but the upper bound of Theorem
229 has a factor of
∥∥t2n−k−2q∥∥
1
- CHECK THIS!
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Theorem 242 Lipschitz continuity Suppose the conditions of Corollary 234 are satisfied. Then the central
difference basis function Gc generated by parameters n, l, q is Lipschitz continuous and
∣∣DkGc (x)−DkGc (y)∣∣ ≤ 1
(2n− k − 1)!
 l∑
j=1
(
2l
j+l
)
j2n−k−1
∥∥t2n−k−1q∥∥
1
|x− y| ,
when k ≤ 2n− 2.
Proof. By the mean-value theorem and the upper bound of Theorem 234,∣∣DkGc (x)−DkGc (y)∣∣ ≤ |x− y|∥∥Dk+1Gc∥∥∞
≤ |x− y|
(2n− k − 1)!
 l∑
j=1
(
2l
j+l
)
j2n−k−1
∫ t2n−k−1q (t) dt
=
1
(2n− k − 1)!
 l∑
j=1
(
2l
j+l
)
j2n−k−1
∥∥t2n−k−1q∥∥
1
|x− y| .
5.4 Weight and basis function convergence results
In the preamble to the definition of a central difference weight function in Subsection 5.2.1 several assertions
were made regarding the convergence of sequences of central difference weight and basis functions to extended
B-spline weight and basis functions. This section is devoted to proving these assertions.
In fact, given an extended B-spline weight function ws and corresponding basis function Gs, there exists a
sequence of central difference weight functions wk and corresponding basis functions Gk such that 1/wk → 1/ws
in the L1 sense and Gk → Gs uniformly pointwise.
5.4.1 Uniform pointwise basis function convergence
The next lemma shows that the tensor product extended B-spline basis functions are Lipschitz continuous of
order 1.
Lemma 243 (Theorem 87 Chapter 1) Let Gs (x) =
d∏
k=1
G1 (xk) be a tensor product extended B-spline basis
function, as described in Theorem 66. We then have the estimate
|Gs (x)−Gs (y)| ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x− y| , x, y ∈ Rd.
Using the multiplicative convolution formulas we now show that for any extended B-spline basis function Gs
there exists a sequence of central difference basis functions which converges pointwise to Gs.
Theorem 244 Suppose l, n ≥ 1 are integers which satisfy 1 ≤ n ≤ l. Let ψ ∈ L1 (R1) be a function which
satisfies ψ (x) ≥ 0, ∫ ψ = 1, suppψ ⊂ [−1, 1]. Thus∫
R1
|t|2n ψ (t) dt <∞. (5.79)
Then the sequence of functions qk (t) =
√
2π2−2l k2ψ
(
k
2 (t− 2)
)
, k = 1, 2, 3, . . . generates a sequence of
central difference basis functions, say Gk, which converges uniformly pointwise to the extended B-
spline basis function Gs with parameters l and n. In fact
|Gk (x)−Gs (x)| ≤ 2
2n−2
k
(‖DGs‖∞ |x|+ 2 ‖Gs‖∞) , x ∈
(
1 +
1
k
)
suppGs.
Note: the use of k/2 in the formula for qk instead of k, which was used in the formula 5.3, simplifies the
algebra of the proof.
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Proof. It is clear that functions qk satisfy the conditions of Theorem 206 so that each function
ξ2n
∆2lq̂k(ξ)
is a
central difference weight function with parameters l and n. By Theorem 222, the central difference basis function
is
G1 (s) =
22(l−n)+1√
2pi
∫
R1
Gs
(
2s
t
)
|t|2n−1 q (t) dt,
and so the corresponding sequence of basis functions is
Gk (x) =
1
22n−1
∫
Gs
(
2x
t
)
|t|2n−1 k
2
ψ
(
k
2
(t− 2)
)
dt
: t = 2s, dt = 2ds⇒
=
∫
Gs
(x
s
)
|s|2n−1 kψ (k (s− 1)) ds, (5.80)
with suppGk ⊂
(
1 + 1k
)
suppGs =
(
1 + 1k
)
2l.
Since
∫
ψ = 1 it follows that
Gk (x) −Gs (x) =
∫ (
Gs
(x
t
)
t2n−1 −Gs (x)
)
kψ (k (t− 1)) dt
=
∫ 1+ 1k
1− 1k
(
Gs
(x
t
)
t2n−1 −Gs (x) t2n−1
)
kψ (k (t− 1)) dt+
+
∫ 1+ 1k
1− 1k
(
Gs (x) t
2n−1 −Gs (x)
)
kψ (k (t− 1)) dt
=
∫ 1+ 1k
1− 1k
(
Gs
(x
t
)
−Gs (x)
)
t2n−1kψ (k (t− 1)) dt+
+
∫ 1+ 1k
1− 1k
Gs (x)
(
t2n−1 − 1) kψ (k (t− 1)) dt.
The Lipschitz continuity estimate on R1 derived for the extended B-spline in Lemma 243 is
|Gs (x)−Gs (y)| ≤ ‖DGs‖∞ |x− y| , x, y ∈ Rd.
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Hence
|Gk (x)−Gs (x)|
≤
∫ 1+ 1k
1− 1k
∣∣∣Gs (x
t
)
−Gs (x)
∣∣∣ t2n−1kψ (k (t− 1)) dt+
+
∫ 1+ 1k
1− 1k
|Gs (x)|
(
t2n−1 − 1) kψ (k (t− 1)) dt
≤ ‖DGs‖∞
∫ 1+ 1k
1− 1k
∣∣∣x
t
− x
∣∣∣ t2n−1kψ (k (t− 1)) dt+
+ ‖Gs‖∞
∫ 1+ 1k
1− 1k
(
t2n−1 − 1) kψ (k (t− 1)) dt
= ‖DGs‖∞ |x|
∫ 1+ 1k
1− 1k
(t− 1) t2n−2kψ (k (t− 1)) dt+
+ ‖Gs‖∞
∫ 1+ 1k
1− 1k
(t− 1) (1 + t+ . . .+ t2n−2) kψ (k (t− 1)) dt
= ‖DGs‖∞ |x|
∫ 1
k
− 1k
s (1 + s)
2n−2
kψ (ks)ds+
+ ‖Gs‖∞
∫ 1
k
− 1k
s
(
1 + (1 + s) + . . .+ (1 + s)
2n−2)
kψ (ks) ds
≤ ‖DGs‖∞ |x|
1
k
(
1 +
1
k
)2n−2 ∫ 1
k
− 1k
kψ (ks) ds+
+ ‖Gs‖∞
1
k
(
1 +
(
1 +
1
k
)
+ . . .+
(
1 +
1
k
)2n−2)∫ 1
k
− 1k
kψ (ks)ds
≤ ‖DGs‖∞
22n−2 |x|
k
+ ‖Gs‖∞
1
k
(
1 + 2 + . . .+ 22n−2
)
=
22n−2
k
(‖DGs‖∞ |x|+ 2 ‖Gs‖∞) ,
and since Gs has compact support we have uniform convergence.
Theorem 245 Suppose l, n ≥ 1 are integers which satisfy 1 ≤ n ≤ l. Let ψ ∈ L1 (R1) be a function which
satisfies ψ (x) ≥ 0, ∫ ψ = 1, suppψ ⊂ [−1, 1]. Thus∫
R1
|t|2n ψ (t) dt <∞.
Then the sequence of functions qk (t) =
√
2π2−2l k2ψ
(
k
2 (t− 2)
)
, k = 1, 2, 3, . . . generates a sequence of
central difference basis functions, say Gk, which converges uniformly pointwise to the extended B-
spline basis function Gs with parameters l and n. In fact, for j ≤ 2n− 2,∣∣DjGk (x)−DjGs (x)∣∣ ≤ 22n−2−j
k
(∥∥Dj+1Gs∥∥∞ |x|+ 2 ∥∥DjGs∥∥∞) , x ∈ (1 + 1k
)
suppGs.
Proof. Start with the derivative formula 5.32 of Theorem 222 and adapt the proof of the last theorem.
5.4.2 L1 inverse weight function convergence
In this subsection we prove the inverse weight function convergence theorem 246 i.e. given an extended B-spline
weight function ws there exists a sequence of central difference weight functions wk such that 1/wk → 1/ws in
the L1 sense.
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Recall that at the start of Subsection 5.2.1 it was suggested that if ψ ∈ L1 (R1) satisfies ψ (x) ≥ 0 and ∫ ψ = 1
and an extra condition then the sequence of functions qk (t) =
√
2pi
22l
k
2ψ
(
k
2 (t− 2)
) ∈ L1 is such that ∆2lq̂k(ξ)ξ2n
converges to sin
2l ξ
ξ2n in the sense of tempered distributions. Here
sin2l ξ
ξ2n =
1
ws(ξ)
∈ L1 where ws is the extended
B-spline weight function with parameters n, l. The extra condition referred to is 5.79 i.e.
∫
|t|≥R |t|2n qk (t) dt <∞
for some R ≥ 0, which is equivalent to ∫ |t|2n ψ (t) dt < ∞ since ∫ ψ < ∞. This assumption is stronger than
5.5 which was the used in Theorem 206 to ensure that a 1-dimensional central difference weight function has
property W02\W03. We will prove L1 convergence and this implies convergence in S′. Assume ξ > 0. Then using
the change of variables: s = ξt/2, dt = 2ξds
1
wk (ξ)
= 2
2(l−n)√
2pi
∫
t2nqk (t)
ws (ξt/2)
dt
=
∫
(t/2)
2n k
2ψ
(
k
2 (t− 2)
)
ws (ξt/2)
dt
=
∫ (
s
ξ
)2n k
ξψ
(
k
ξ (s− ξ)
)
ws (s)
ds
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
(s− ξ)
)
sin2l s ds
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
(s− ξ)
)(
sin2l s− sin2l ξ) ds+
+
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
(s− ξ)
)
sin2l ξ ds
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
(s− ξ)
)(
sin2l s− sin2l ξ) ds+ sin2l ξ
ξ2n
∫
ψ
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
(s− ξ)
)(
sin2l s− sin2l ξ) ds+ sin2l ξ
ξ2n
,
so that
1
wk (ξ)
− 1
ws (ξ)
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
t
)(
sin2l (t+ ξ)− sin2l ξ) dt.
Now split the domain of integration about |ξ| = R: since ∫ ψ = 1,
∫
|·|≥R
∣∣∣∣ 1wk − 1ws
∣∣∣∣ ≤ ∫
|ξ|≥R
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
t
) ∣∣sin2l (t+ ξ)− sin2l ξ∣∣ dtdξ
≤ 2
∫
|ξ|≥R
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
t
)
dtdξ
= 2
∫
|ξ|≥R
dξ
ξ2n
= 4
∫
ξ≥R
dξ
ξ2n
=
4
2n− 1
1
R2n−1
.
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If Gs is the B-spline basis function we can write
1
wk (ξ)
− 1
ws (ξ)
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
(s− ξ)
)(
sin2l s− sin2l ξ) ds
=
1
ξ2n
∫
k
ξ
ψ
(
k
ξ
t
)(
sin2l (ξ + t)− sin2l ξ) dt
=
∫
k
ξ
ψ
(
k
ξ
t
)(
sin2l (ξ + t)
ξ2n
− sin
2l ξ
ξ2n
)
dt
=
∫
k
ξ
ψ
(
k
ξ
t
)(
(t+ ξ)2n
ξ2n
Ĝs (ξ + t)− Ĝs (ξ)
)
dt
=
∫
k
ξ
ψ
(
k
ξ
t
)((
1 +
t
ξ
)2n
Ĝs (ξ + t)− Ĝs (ξ)
)
dt
=
∫
k
ξ
ψ
(
k
ξ
t
) ∑
m≤2n
(
2n
k
)(
t
ξ
)m
Ĝs (ξ + t)− Ĝs (ξ)
 dt
=
∑
2≤m≤2n
(
2n
m
)∫
k
ξ
(
t
ξ
)m
ψ
(
k
ξ
t
)
Ĝs (ξ + t) dt+
+
∫
k
ξ
ψ
(
k
ξ
t
)(
Ĝs (ξ + t)− Ĝs (ξ)
)
dt
=
∑
2≤m≤2n
(
2n
m
)∫
k
ξ
(
t
ξ
)m
ψ
(
k
ξ
t
)
Ĝs (ξ + t) dt+
+
∫
k
ξ
ψ
(
k
ξ
t
)(
Ĝs (ξ + t)− Ĝs (ξ)
)
dt. (5.81)
∫ ∣∣∣∣ 1wk − 1ws
∣∣∣∣ ≤ ∑
2≤m≤2n
(
2n
m
) ∫
|ξ|≤R
∫ ∣∣∣∣kξ
(
t
ξ
)m∣∣∣∣ψ(kξ t
)
Ĝs (ξ + t) dtdξ+
+
∫
|ξ|≤R
∫
k
|ξ|ψ
(
k
ξ
t
) ∣∣∣Ĝs (ξ + t)− Ĝs (ξ)∣∣∣ dtdξ + 4
2n− 1
1
R2n−1
.
We will consider the last integral in 5.81 first. Since∣∣∣Ĝs (ξ + t)− Ĝs (ξ)∣∣∣ = ∣∣∣ ̂ei(t,·)Gs (ξ)− Ĝs (ξ)∣∣∣ = ∣∣∣∣((ei(t,·) − 1)Gs)∧ (ξ)∣∣∣∣
= |t|
∣∣∣∣∣
((
ei(t,·) − 1
t
)
Gs
)∧
(ξ)
∣∣∣∣∣
≤ |t| ‖xGs (x)‖1 ,
it follows that
−
∫
k
|ξ|ψ
(
k
ξ
t
) ∣∣∣Ĝs (ξ + t)− Ĝs (ξ)∣∣∣ dt ≤ ‖xGs (x)‖1 ∫ k|ξ| |t|ψ
(
k
ξ
t
)
dt
=
|ξ|
k
‖xGs (x)‖1 ‖sψ (s)‖1 ,
which exists since ψ ∈ L1 and ∫|s|≥R |s|2n ψ (s) ds <∞. Thus∫
|ξ|≤R
∫
k
|ξ|ψ
(
k
ξ
t
) ∣∣∣Ĝs (ξ + t)− Ĝs (ξ)∣∣∣ dtdξ ≤ ∫
|ξ|≤R
|ξ|
k
‖xGs (x)‖1 ‖sψ (s)‖1 dξ
=
R2
k
‖xGs (x)‖1 ‖sψ (s)‖1 . (5.82)
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Regarding the integrals under the summation sign of 5.81, for m = 2, 3, . . . , 2n we apply the change of variable
s = kξ t to get ∣∣∣∣∣
∫ R
0
∫
k
ξ
(
t
ξ
)m
ψ
(
k
ξ
t
)
Ĝs (ξ + t) dtdξ
∣∣∣∣∣ <
∫ R
0
∫
k
ξ
( |t|
ξ
)m
ψ
(
k
ξ
t
)
dtdξ
=
1
km
∫ R
0
∫
|s|m ψ (s) dsdξ
=
R
km
‖smψ (s)‖1 ,
and similarly ∣∣∣∣∫ 0−R
∫
k
ξ
(
t
ξ
)m
ψ
(
k
ξ
t
)
Ĝs (ξ + t) dtdξ
∣∣∣∣ < Rkm
∫
|s|m ψ (s) ds
=
R
km
‖smψ (s)‖1 ,
so that ∣∣∣∣∣
∫
|ξ|<R
∫
k
ξ
(
t
ξ
)m
ψ
(
k
ξ
t
)
Ĝs (ξ + t) dtdξ
∣∣∣∣∣ < 2Rkm
∫
|s|m ψ (s) ds
=
2R
km
‖smψ (s)‖1 . (5.83)
Inequalities 5.82 and 5.83 can now be used to estimate the right side of 5.81: if R > 2 then∫ ∣∣∣∣ 1wk − 1ws
∣∣∣∣ < ∑
2≤m≤2n
(
2n
m
)
2R
km
‖smψ (s)‖1 +
R2
k
‖xGs (x)‖1 ‖sψ (s)‖1+
+
4
2n− 1
1
R2n−1
=
R2
k
 ∑
2≤m≤2n
(
2n
m
)
+ ‖xGs (x)‖1
 2nmax
m=1
{‖smψ (s)‖1}+
4
R2n−1
=
R2
k
(
22n − 1 + ‖xGs (x)‖1
) 2n
max
m=1
{‖smψ (s)‖1}+
4
R2n−1
, (5.84)
and it is clear that given ε > 0 the right side can be made less than ε by first choosing R such that 4R2n−1 <
ε
2
and then choosing k so that the remaining terms also do not exceed ε/2. Thus we have shown that 1wk → 1ws in
L1 and hence in S′.
Thus we have proved:
Theorem 246 Suppose ws is an extended B-spline weight function. Suppose qk is the sequence of q functions
constructed in Theorem 244 and wk is the corresponding sequence of central difference weight functions. Then
1
wk
→ 1ws in L1.
Proof. Precedes this theorem.
5.4.3 Approximating a sequence of B-spline basis functions which converges to a C∞0 basis
function
A C∞0 basis function can be approximated by an infinite sequence of B-spline basis functions scaled to have
support [−2n, 2n] and to take a value of 1 at the origin - this is the sequence Gs (x;n) = Gs(2nx;n)Gs(0;n) below. In this
section I will construct a sequence of central difference basis functions which converge to this sequence.
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Conjecture 247 From Matlab experiments we conjecture that∫ ∞
0
sin2n t
t2n
dt ≤ 1√
n
∫ ∞
0
sin2 t
t2
dt =
1√
n
π
2
, n ≥ 1. (5.85)∫ ∞
0
sin2n t
t2n
dt ≥ n− 1
n
√
n
∫ ∞
0
sin2 t
t2
dt =
n− 1
n
1√
n
π
2
, n ≥ 1. (5.86)
Also, when n ≥ 2,
max
m=2:2n−1
∫∞
0
sin2n t
tm dt∫∞
0
sin2n t
t2n dt
=
∫∞
0
sin2n t
t2 dt∫∞
0
sin2n t
t2n dt
≤
∫∞
0
sin4 t
t2 dt∫∞
0
sin4 t
t4 dt
4
5− 2n
. (5.87)
Conclusion 248 Consequences of Conjecture 247:
From conjectures 5.85 and 5.86,
0 ≤ π
2
−√n
∫ ∞
0
sin2n t
t2n
dt ≤ 1
n
π
2
, n ≥ 1,
and thus
lim
n→∞
√
n
∫ ∞
0
sin2n t
t2n
dt =
π
2
. (5.88)
Easy to verify that
(2m− 1)!!
(2m)!!
=
1
22m
(
2m
m
)
, m ≥ 1. (5.89)
This foormula and 3.821.10 of Gradshteyn [28] imply∫ ∞
0
sin2n t
t2
dt =
(2n− 3)!!
(2n− 2)!!
π
2
=
1
22n−2
(
2n− 2
n− 1
)
π
2
, (5.90)
and so by conjecture 5.85, ∫∞
0
sin2n t
t2 dt∫∞
0
sin2n t
t2n dt
<
(2n−3)!!
(2n−2)!!
pi
2
1√
n
pi
2
=
√
n
(2n− 3)!!
(2n− 2)!! , n ≥ 2. (5.91)
From conjecture 5.87 and the equations of 3.827 of Gradshteyn [28],
max
m=2:2n−1
∫∞
0
sin2n t
tm dt∫∞
0
sin2n t
t2n dt
≤
∫∞
0
sin4 t
t2 dt∫∞
0
sin4 t
t4 dt
4
5− 2n
=
π/4
π/3
4
5− 2n
=
3
5− 2n
≤ 3
4
. (5.92)
From conjecture 5.87 and 5.90, when n ≥ 2,∫ ∞
0
sin2n t
t2n
dt >
5− 2n
3
∫ ∞
0
sin2n t
t2
dt =
5− 2n
3
(2n− 3)!!
(2n− 2)!!
π
2
.
??? It was proven in [???] that:
Theorem 249 Suppose Gs (·;n) is the extended B-spline basis function generated by the parameters n and l =
n. Then the scaled sequence of basis functions Gs (x;n) := Gs(2nx;n)Gs(0,n) converges uniformly to a C∞0 function
with support [−1, 1]. Call this function Gs. Further, all the derivatives of Gs (·;n) converge uniformly to the
corresponding derivatives of Gs.
???
Theorem 250 The function Gs (2nx;n) has Fourier transform
F [Gs (·;n)] (ξ) = 1
Gs (0;n)
1
2n
sin2n ξ2n(
ξ
2n
)2n , n = 1, 2, 3, . . . ,
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where
Gs (0;n) =
2√
2π
∫ ∞
0
sin2n t
t2n
dt,
and
lim
n→∞
√
nGs (0;n) =
√
2π
2
.
If the sequence of central difference basis functions Gk and the B-spline basis function Gs are all scaled so they
have value 1 at the origin then we have the following convergence result for the derivatives:
Theorem 251 In Theorem 244 the sequence of functions
qk (t) =
√
2π2−2n
k
2
ψ
(
k
2
(t− 2)
)
, k = 1, 2, 3, . . .
was used to generate the sequence of central difference basis functions Gk given in 5.80 by
Gk (x) =
∫
R1
Gs
(x
t
)
|t|2n−1 kψ (k (t− 1)) dt.
Here I show that for x ∈ R1,
∣∣∣∣DjGk (x)Gk (0) − D
jGs (x)
Gs (0)
∣∣∣∣ ≤
∥∥Dj+1Gs∥∥∞
Gs (0)
|x|
k
(
1− 1
k
)−j
,
{
j ≤ 2n− 2,
k = 2, 3, 4, . . .
(5.93)
Proof. From Theorem 244,
ψ ∈ L1 (R1) , ψ (x) ≥ 0, ∫ ψ = 1, suppψ ⊂ [−1, 1] ,
and
suppGk =
(
1 +
1
k
)
2n.
From 5.32: for 1 ≤ j ≤ 2n− 2,
DjGk (x) =
2j+1√
2pi
∫ (
DjGs
)(2x
|t|
)
|t|2n−j−1 qk (t) dt
: u = t/2, dt = 2du⇒
= 2
2n+1√
2pi
∫ (
DjGs
)( x
|u|
)
|u|2n−j−1 qk (2u)du
= 2
2n+1√
2pi
∫ (
DjGs
)( x
|u|
)
|u|2n−j−1
√
2π
22n
k
2
ψ
(
k
2
(2u− 2)
)
du
=
∫ (
DjGs
)( x
|u|
)
|u|2n−j−1 kψ (k (u− 1)) du
=
∫ 1+ 1k
1− 1k
(
DjGs
) (x
u
)
u2n−j−1kψ (k (u− 1)) du. (5.94)
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Thus
DjGk (x)
Gk (0)
− D
jGs (x)
Gs (0)
=
∫ 1+ 1k
1− 1k
(
DjGs
) (
x
t
)
t2n−j−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
− D
jGs (x)
Gs (0)
=
1+ 1k∫
1− 1k
(
DjGs
) (
x
t
)
t2n−j−1kψ (k (t− 1)) dt−
1+ 1k∫
1− 1k
(
DjGs
)
(x) t2n−j−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
=
∫ 1+ 1k
1− 1k
((
DjGs
) (
x
t
)− (DjGs) (x)) t2n−j−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
,
so that if k ≥ 2, by using Theorem 87 we get
∣∣∣∣DjGk (x)Gk (0) − D
jGs (x)
Gs (0)
∣∣∣∣ ≤
∫ 1+ 1k
1− 1k
∣∣(DjGs) (xt )− (DjGs) (x)∣∣ t2n−j−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
≤
∥∥Dj+1Gs∥∥∞ ∫ 1+ 1k1− 1k ∣∣xt − x∣∣ t2n−j−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
=
∥∥Dj+1Gs∥∥∞ |x| ∫ 1+ 1k1− 1k |t−1|tj t2n−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
≤
∥∥Dj+1Gs∥∥∞ |x|k (1− 1k )−j ∫ 1+ 1k1− 1k t2n−1kψ (k (t− 1)) dt
Gs (0)
∫ 1+ 1k
1− 1k
t2n−1kψ (k (t− 1)) dt
=
∥∥Dj+1Gs∥∥∞
Gs (0)
|x|
k
(
1− 1
k
)−j
.
Corollary 252 (Uses several conjectures) If k ≥ 2 and n ≥ 2 then for all j ≤ 2n− 3,∣∣∣∣DjGk (x)Gk (0) − D
jGs (x)
Gs (0)
∣∣∣∣ ≤
∫∞
0
sin2n t
t2n−1−j dt∫∞
0
sin2n t
t2n dt
|x|
k
(
1− 1
k
)−j
≤ 3
5− 2/n
|x|
k
(
1− 1
k
)−j
,
and for j = 2n− 2,∣∣∣∣D2n−2Gk (x)Gk (0) − D
2n−2Gs (x)
Gs (0)
∣∣∣∣ ≤ pi22n+1
(
2n−1
n−1
)∫∞
0
sin2n t
t2n dt
|x|
k
(
1− 1
k
)−(2n−1)
≤ 1
4
√
π
1
1− 1/n
|x|
k
(
1− 1
k
)−(2n−1)
.
For all j ≤ 2n− 2, ∣∣∣∣DjGk (x)Gk (0) − D
jGs (x)
Gs (0)
∣∣∣∣ ≤ 34 |x|k
(
1− 1
k
)−(2n−1)
.
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Proof. Case j ≤ 2n− 3 From Theorem 66 and Theorem 55,
DpGs (x) =
1√
2π
∫
e−ixt
(−it)p
ws (t)
dt, p ≤ 2n− 1,
which implies
‖DpGs‖∞ ≤
1√
2π
∫ |t|p
ws (t)
dt =
2√
2π
∫ ∞
0
sin2n t
t2n−p
dt, p ≤ 2n− 1,
and thus from 5.93,
∣∣∣∣DjGk (x)Gk (0) − D
jGs (x)
Gs (0)
∣∣∣∣ ≤
∥∥Dj+1Gs∥∥∞
Gs (0)
|x|
k
(
1− 1
k
)−j
≤
2√
2pi
∫∞
0
sin2n t
t2n−1−j dt
2√
2pi
∫∞
0
sin2n t
t2n dt
|x|
k
(
1− 1
k
)−j
=
∫∞
0
sin2n t
t2n−1−j dt∫∞
0
sin2n t
t2n dt
|x|
k
(
1− 1
k
)−j
≤
(
max
j≤2n−3
∫∞
0
sin2n t
t2n−1−j dt∫∞
0
sin2n t
t2n dt
)
|x|
k
(
1− 1
k
)−j
=
(
max
2≤m≤2n−1
∫∞
0
sin2n t
tm dt∫∞
0
sin2n t
t2n dt
)
|x|
k
(
1− 1
k
)−j
: conjecture 5.92⇒
<
3
5− 2n
|x|
k
(
1− 1
k
)−j
.
Case j = 2n− 2 Theorem 66 implies
∥∥D2n−1Gs∥∥∞ = √2pi22n+1 (2n−1n−1 ).
so that 5.93 becomes,
∣∣∣∣D2n−2Gk (x)Gk (0) − D
2n−2Gs (x)
Gs (0)
∣∣∣∣ ≤
∥∥D2n−1Gs∥∥∞
Gs (0)
|x|
k
(
1− 1
k
)−(2n−1)
=
√
2pi
22n+2
(
2n−1
n−1
)
2√
2pi
∫∞
0
sin2n t
t2n dt
|x|
k
(
1− 1
k
)−(2n−1)
= pi22n+2
(
2n−1
n−1
)∫∞
0
sin2n t
t2n dt
|x|
k
(
1− 1
k
)−(2n−1)
.
But inequality A.55 is
2−2n+1
(
2n− 1
n− 1
)
<
1√
πn
,
and the conjectured inequality 5.86 is
∫ ∞
0
sin2n t
t2n
dt ≥ n− 1
n
1√
n
π
2
,
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so that now ∣∣∣∣D2n−2Gk (x)Gk (0) − D
2n−2Gs (x)
Gs (0)
∣∣∣∣ ≤ pi22n+2 22n−1 1√pinn−1
n
1√
n
pi
2
|x|
k
(
1− 1
k
)−(2n−1)
= 14
1√
pi
n−1
n
|x|
k
(
1− 1
k
)−(2n−1)
=
1
4
√
π
n
n− 1
|x|
k
(
1− 1
k
)−(2n−1)
.
Now we want to make the basis function parameter n explicit and write
Gk (x;n) = Gk (x) , Gs (x;n) = Gs (x) ,
and define the scaled basis functions
Gn (x) := Gkn (2nx;n)
Gkn (0;n)
, Gs (x;n) := Gs (2nx;n)
Gs (0;n)
, n ≥ 2,
where kn →∞ is a sequence to be determined. Observe that
suppGs ⊆ [−1, 1] , suppGn ⊆ [−1, 1] + 1
kn
.
Gs (0;n) = 1, Gn (0) = 1.
Now for j ≤ 2n− 2,∣∣DjGn (x)−DjGs (x;n)∣∣ = ∣∣∣∣DjGkn (2nx;n)Gkn (0;n) −DjGs (2nx;n)Gs (0;n)
∣∣∣∣
= (2n)
j
∣∣∣∣∣
(
DjGkn
)
(2nx;n)
Gkn (0;n)
−
(
DjGs
)
(2nx;n)
Gs (0;n)
∣∣∣∣∣
≤ (2n)j 3
4
|2nx|
kn
(
1− 1
kn
)−(2n−1)
≤ 3
4
(2n)
j+1
kn
(
1 +
1
kn
)(
1− 1
kn
)−(2n−1)
≤ 3
4
(2n)
2n−1
kn
(
1 +
1
kn
)(
1− 1
kn
)−(2n−1)
We now need the inequality:
1 + pε ≤ (1− ε)−p ≤ 1 + p√pε when p ≥ 1 and 0 ≤ ε ≤ 1
2 (p+ 1)
, (5.95)
which is proved by showing that Dε ((1− ε)p (1 + pε)) ≤ 0 and Dε
(
(1− ε)p (1 + p√pε)) ≥ 0.
Next assume that kn ≥ (2n)2n−1. Then 1kn ≤ 1(2n)2n−1 ≤ 14n and 5.95 implies(
1− 1
kn
)−(2n−1)
≤ 1 + (2n− 1)
√
2n− 1
kn
≤ 1 + 2n
√
2n
kn
,
and hence ∣∣DjGn (x)−DjGs (x;n)∣∣ ≤ 3
4
(2n)
2n−1
kn
(
1 +
1
kn
)(
1 +
2n
√
2n
kn
)
≤ 3
4
(2n)
2n−1
kn
(
1 +
1
43
)(
1 +
8
43
)
< 0.86
(2n)
2n−1
kn
.
Thus we have shown that:
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Theorem 253 Suppose n ≥ 2, j ≤ 2n− 2 and kn ≥ 1. Then
∣∣DjGn (x) −DjGs (x;n)∣∣ ≤ 3
4
(2n)
2n−1
kn
(
1 +
1
kn
)(
1− 1
kn
)−(2n−1)
.
If, in addition, kn ≥ (2n)2n−1 then
∣∣DjGn (x)−DjGs (x;n)∣∣ ≤ 3
4
(2n)
2n−1
kn
(
1 +
1
kn
)(
1 +
2n
√
2n
kn
)
< 0.86
(2n)
2n−1
kn
.
Example 254 Set kn = (2n)
2n−1
ns for s ≥ 1. Then for n ≥ 2 and j ≤ 2n− 2,
∣∣DjGn (x)−DjGs (x;n)∣∣ ≤ 3
4
1
ns
(
1 +
1
(2n)
2n−1
ns
)(
1 +
2n
√
2n
(2n)
2n−1
ns
)
=
3
4
1
ns
(
1 +
1
(2n)2n−1 ns
)(
1 +
1
(2n)2n−5/2 ns
)
<
0.86
ns
.
Remark 255 ?? An L1 convergence result similar to Theorem 246 can be derived for the weight functions
corresponding to the basis functions Gn and Gs (·;n).
5.5 Local data function spaces
In this section we will use the generalized local data function results of Subsection 2.9.2 to characterize locally
the data functions for the tensor product central difference basis functions as Sobolev spaces. These results
supply important information about the data functions and makes it easy to choose data functions for numerical
experiments concerning the zero order basis function interpolation and smoothing problems discussed later in
Chapters 2, 7 and 8. It also allows us to use the result of Subsection 2.9.3 to derive local convergence estimates
from global convergence estimates for interpolants and smoothers.
5.5.1 Tensor product weight functions
Here we are interested in tensor product weight functions e.g. the multivariate central difference weight functions
and the extended B-splines 1.27. We want a result which allows us to prove that there exists integral n such that
the local Sobolev space
Wn1 (Ω) =
{
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for α ≤ n1} ,
of Definition 135 is a subset of the restriction space X0w (Ω) (recall Definition 139). Further we want this
result to (essentially) involve only proving estimates about a single univariate weight function. This
result is Theorem 256 below and will allow us to justify using Wn1 (Ω) functions as data functions in numerical
experiments.
Further, if w1 satisfies the assumptions of Corollary 257 then W
n1 (Ω) = X0w (Ω) as sets and their norms are
equivalent.
Theorem 256 Let w be a tensor product weight function on Rd generated by the single univariate weight
function w1 ∈ W03. Suppose:
1. Ω is a bounded region with the segment or uniform rectangle property described in Definition 636.
2. Assume there exists a distribution θ1 such that
θ1 ∈ S′
(
R1
)
, supp θ1 ⊂ R1 \ 2 (−1, 1) , θ̂1 ∈ L1loc
(
R1
)
, (5.96)
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and
w1 (t)
∣∣∣θ̂1 (t) + 1∣∣∣2 ≤ Cθ1 (1 + t2)n , a.e. on R1, (5.97)
for some constant Cθ1 > 0.
3. There exists an integer m ≥ 1 and a constant c1;m > 0 such that
w1 (t/m) ≤ c1;mw1 (t) , a.e. on R1. (5.98)
Then for all scalar λ > 0, Wn1 (Ω) →֒ X0σλw (Ω) where σλ is the dilation operator.
Proof. The proof involves showing the assumptions 1 to 4 required by Theorem 163 are met so that Corollary
164 can be applied.
Assumption 1 By Corollary 16, w has property W03 since w1 has property W03.
Assumption 2 Properties 2.117 and 2.116: Noting 2.117, we use the tensor (or direct) product of distributions
to define χ, η ∈ S′ (Rd) by
χ (x) =
d∏
k=1
(
θ1 (xk) +
√
2πδ1 (xk)
)
, (5.99)
η = χ− (2π)d/2 δ, (5.100)
so that supp η ⊂ (R1 \ 2 (−1, 1))d ⊂ Rd \ 2 (−1, 1)d, and clearly η̂ ∈ L1loc (Rd).
Property 2.118: if Cχ = C
d
θ1
then
w (ξ) |χ̂ (ξ)|2 =
d∏
k=1
w1 (ξk) |χ̂1 (ξk)|2 =
d∏
k=1
w1 (ξk)
∣∣∣θ̂1 (ξk) + 1∣∣∣2
≤ Cχ
d∏
k=1
(
1 + ξ2k
)n
,
which confirms 2.118.
Assumption 3 The uniform rectangle property implies the segment condition which is assumption 3 of
Theorem 163. The uniform rectangle property was described in Definition 636 and the segment condition in
Definition 136.
Assumption 4 Property 2.123: If inequality 5.98 is valid then η > 1 and a.e. on Rd,
w (ξ/m) =
d∏
k=1
w1 (ξk/m) ≤
d∏
k=1
(c1;mw1 (ξk)) = (c1;m)
d
w (ξ) ,
which means that condition 2.123 holds if we choose cm = (c1;m)
d
.
The conclusion of this theorem now follows from Corollary 164.
This corollary supplies a condition under which X0w (Ω) =W
n1 (Ω) as sets with equivalent norms.
Corollary 257 Suppose the assumptions of Theorem 256 hold. Also suppose there exists a constant cw1 > 0 such
that the univariate weight function w1 satisfies
cw1
(
1 + t2
)n ≤ w1 (t) , a.e. on R1. (5.101)
Then for each λ > 0, X0σλw (Ω) =W
n1 (Ω) as sets and their norms are equivalent.
Proof. We must show that condition 2.132 of Corollary 165 holds. Indeed, if we choose cw = (cw1)
d then a.e. on
R1,
w (ξ) =
d∏
j=1
w1 (ξj) ≥
d∏
j=1
cw1
(
1 + ξ2j
)n
= cwwn (ξ) ,
as required.
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5.5.2 Examples
We present two applications of the theory of local data functions introduced in the last subsection to tensor
product central difference weight functions.
In the first theorem the strong integral condition 5.14 is imposed on the weight function because this condition
is associated with simple upper and lower bounds on w which imply X0w (Ω) = W
n1 (Ω) as sets. In the second
theorem (Theorem 259) condition 5.14 is weakened and inequality 5.106 imposed.
Theorem 258 Suppose w is a tensor product central difference weight function on Rd with parameters n, l, q
which satisfies the condition 5.14 i.e.
∫
|t|≥R t
2lq (t) dt <∞. Further, suppose that Ω is a bounded region with the
segment property or the uniform rectangle property.
Then for each λ > 0, X0σλw (Ω) =W
n1 (Ω) as sets and the norms are equivalent.
Proof. Assumption 1 of Theorem 256 is clearly satisfied.
We can write w (ξ) = w1 (ξ1) . . . w1 (ξd) where w1 is the univariate central difference weight function. Starting
with definition 5.4 we have w1 (t)∆2lq̂ (t) = t
2n where q satisfies q ∈ L1 (R1), q 6= 0, q (ξ) ≥ 0 so that ∫ q > 0.
Assumption 2 of Theorem 256: We will consider the two cases n < l and n = l.
Case n < l Set p = l − n and choose
θ̂1 (t) =
(
(−4)p (2pp )−1 sin2p t)− 1, (5.102)
so that θ̂1 ∈ C∞B ⊂ L1loc. Hence θ1 (t) = (−4)p
(
2p
p
)−1 (
sin2p t
)∨ −√2πδ.
Noting that sin2p t =
(
eit−e−it
2i
)2p
we use the identity
(
s+ s−1
)2p
=
(
2p
p
)
+
p∑
k=−p, k 6=0
(
2p
p+k
)
s2k,
to write
sin2p t = (2i)
−2p
(2p
p
)
+
p∑
k=−p, k 6=0
(
2p
p+k
)
e2ik

= (−4)−p
(2p
p
)
+
p∑
k=−p, k 6=0
(
2p
p+k
)
e2ik
 ,
and since
(
e2ik
)∨
=
√
2πδ (ξ − 2k),
(
sin2p t
)∨
=
√
2π (−4)−p
(2p
p
)
δ +
p∑
k=−p, k 6=0
(
2p
p+k
)
δ (· − 2k)
 ,
so that
θ1 (t) = (−4)p
(
2p
p
)−1 (
sin2p t
)∨ −√2πδ
= (−4)p (2pp )−1
√2π (−4)−p
(2p
p
)
δ +
p∑
k=−p, k 6=0
(
2p
p+k
)
δ (t− 2k)
−√2πδ
=
√
2π (−4)p (2pp )−1
(−4)−p p∑
k=−p, k 6=0
(
2p
p+k
)
δ (t− 2k)

=
√
2π
(
2p
p
)−1 p∑
k=−p, k 6=0
(
2p
p+k
)
δ (t− 2k) , (5.103)
and clearly supp θ1 ⊂ R1 \ 2 (−1, 1), which means that θ1 satisfies the conditions 5.96.
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We now consider condition 5.97: w1 (t)
∣∣∣θ̂1 (t) + 1∣∣∣2 ≤ Cθ1 (1 + t2)n.
From 5.102,
w1 (t)
∣∣∣θ̂1 (t) + 1∣∣∣2 ≤ w1 (t)((−4)p (2pp )−1 sin2p t)2
≤ 42p(2pp )−2w1 (t) sin4p t.
In Corollary 220 it was shown that for any a > 0 there exist constants ca, c
′
a, ka, k
′
a > 0 such that for 1 ≤ n ≤ l,
ca
t2(l−n)
≤ w1 (t) ≤ c
′
a
t2(l−n)
, |t| ≤ a. (5.104)
and
kat
2n ≤ w1 (t) ≤ k′at2n, |t| ≥ a, (5.105)
In fact, if we now (arbitrarily) choose a = 1 then |t| ≤ 1 implies
w1 (t)
∣∣∣θ̂1 (t) + 1∣∣∣2 ≤ 42p(2pp )−2w1 (t) sin4p t
≤ 42p(2pp )−2 c′1t2(l−n) sin4p t
≤ 42p(2pp )−2c′1 sin2(l−n) tt2(l−n)
≤ 42p(2pp )−2c′1.
and |t| ≥ 1 implies
w1 (t)
∣∣∣θ̂1 (t) + 1∣∣∣2 ≤ 42p(2pp )−2k′1t2n sin4p t ≤ 42p(2pp )−2k′1t2n,
so that 5.97 holds for Cθ1 = 4
2p
(
2p
p
)−2
max {c′1, k′1}.
Case n = l Choose θ1 = 0. Then clearly condition 5.96 holds. From 5.104 and 5.105 it is clear that 5.97 holds
for Cθ1 = max {c′1, k′1}.
Assumption 3 of Theorem 256: From 5.104 and 5.105, if η1 ≥ 1,
1
w1 (t)
≤
{ 1
ca
t2(l−n), |t| ≤ a,
1
ka
1
t2n , |t| ≥ a,
and
w1 (t) ≤
{
c′b
t2(l−n) , |t| ≤ b,
k′bt
2n, |t| ≥ b,
and hence
w1 (t/η1) ≤
{
c′bη
2(l−n)
1
1
t2(l−n) , |t| ≤ η1b,
k′b
η2n1
t2n, |t| ≥ η1b.
Now setting a = η1b yields
w1 (t/η1)
w1 (t)
≤
{
c′b
ca
, |t| ≤ a,
1
η2n1
k′b
ka
, |t| ≥ a. =

c′a/η1
ca
, |t| ≤ a,
1
η2n1
k′a/η1
ka
, |t| ≥ a.
≤ min
{
c′a/η1
ca
,
1
η2n1
k′a/η1
ka
}
,
for all t and a > 0. Now set cη1 = min
{
c′a/η1
ca
, 1
η2n1
k′a/η1
ka
}
.
Assumption 5.101 is w1 (t) ≥ cw1
(
1 + t2
)n
a.e. on R1.
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From 5.104 and 5.105 with a = 1 we have w1 (t) ≥ k1t2n when |t| ≥ 1, and w1 (t) ≥ c1/t2(l−n) when |t| ≤ 1
and 1 ≤ n ≤ l. The latter condition implies that w1 (t) ≥ c1 when |t| ≤ 1. Hence we want to show there exists a
constant cw1 > 0 such that
c1 ≥ cw1
(
1 + t2
)n
, |t| ≤ 1,
k1t
2n ≥ cw1
(
1 + t2
)n
, |t| ≥ 1,
which is satisfied by
cw1 = min
{
min
|t|≤1
c1
(1 + t2)
n ,min|t|≥1
k1t
2n
(1 + t2)
n
}
= min
{
c1
2n
,
k1
2n
}
=
1
2n
min {c1, k1} .
The last result assumed that
∫
|t|≥R t
2lq (t) dt <∞. We now weaken this assumption to∫
|t|≥R t
2nq (t) dt <∞ and see what extra assumption is required to ensure that X0w (Ω) =Wn1 (Ω). In fact:
Theorem 259 Suppose:
1. w is a central difference weight function on Rd with parameters n, l, q which satisfies the condition 5.9 i.e.∫
|t|≥R t
2nq (t) dt <∞.
2. Ω is a bounded region and satisfies the segment condition or the uniform rectangle property.
3. There exist constants r, k1 > 0 such that
w (ξ) ≥ k1
ξ2(l−n)
, |ξ| ≤ r. (5.106)
Then for each λ > 0, X0σλw (Ω) =W
n1 (Ω) as sets and the norms are equivalent.
Proof. We first verify that 5.105 and 5.104 imply that the conditions of Theorem 163 and Corollary 164 hold
for the case of one dimension. From 5.11 there exists a constant C1 > 0 such that
w (ξ) ≥ ξ
2n
C1
, ξ ∈ R1, (5.107)
and from 5.20 there exist constants c1, c2 > 0 and 0 ≤ a < b such that
w (ξ) ≤
{ c2
ξ2(l−n) , |ξ| ≤ pib−a ,
2c1ξ
2n, |ξ| > pib−a .
(5.108)
Using these two estimates and the additional assumption 5.106 we can derive inequalities of the form 5.105
and 5.104, and so prove this theorem in a similar manner to Theorem 258.
5.6 Interpolant convergence to its data function
We will use the results of 2 to derive orders for the pointwise converge of the minimal norm interpolant IXf to
its data function f in the case of central difference weight functions. These estimates will have the form
|f (x)− (IXf) (x)| ≤ kG ‖f‖w,0 (hX,Ω)m , x ∈ Ω,
where the spherical cavity size hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,κ measures the minimum density of the independent
data X which is contained in the data region Ω. Here m is the order of convergence.
The results of Chapter 2 can be classified according to whether or not they explicitly require the independent
data X to be unisolvent and use Taylor series expansions: a full discussion of unisolvency is incorporated into
Subsection 2.7.
It turns out that the convergence orders obtained for the central difference weight functions are the same as
those obtained for the extended B-splines.
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5.6.1 Convergence estimates: no Taylor series expansion
Following the approach of Chapter 2 we consider two types of convergence results for the case when the data is
not explicitly assumed to be unisolvent and for which no Taylor series expansion is used. These are imaginatively
called Type 1 and Type 2.
Type 1 convergence estimates
Recall that Type 1 convergence estimates are those obtained using Theorem 104, where there are no a priori
assumptions made about the weight function parameter κ but the smoothness condition 5.109 is applied to the
basis function near the origin, and this will allow a uniform order of convergence estimate to be obtained for the
interpolant in a closed bounded infinite data region.
Theorem 260 (Copy of Theorem 104) Suppose the weight function w has property W02 and that G is the basis
function generated by w. Assume that for some s > 0 and constants CG, hG > 0 the basis function satisfies
G (0)− ReG (x) ≤ CG |x|2s , |x| < hG. (5.109)
Let IX be the minimal norm interpolant mapping with the independent data set X contained in the closed
bounded infinite set K, and let kG = (2π)
− d4 √2CG. Then for any data function f ∈ X0w it follows that√
(f − IXf, f)w,0 ≤ ‖f‖w,0 and
|f (x)− IXf (x)| ≤ kG
√
(f − IXf, f)w,0 (hX,K)s , x ∈ K, (5.110)
when hX,K = sup
x∈K
dist (x,X) < hG i.e. the order of convergence is at least s.
In the next result we derive constants s, CG and hG for which the central difference basis function satisfies
equation 5.109.
Theorem 261 Suppose the weight function w is a tensor product central difference weight function with param-
eters n, l, q (·), and q is bounded if n = 1. Let G be the basis function generated by w
Then the basis function satisfies the estimate 5.109 for s = 1/2, hG =∞,
CG = G1 (0)
d−1 ‖DG1‖∞
√
d,
and
kG = (2π)
− d4
√
2CG = (2π)
− d4
√
2G1 (0)
d−1 ‖DG1‖∞ 4
√
d.
Proof. Let G1 be the univariate basis function. By Theorem 231, G1 ∈ C(0)B , DG1 is bounded and
|G (x)−G (y)| ≤
√
dG1 (0)
d−1 ‖DG1‖∞ |x− y| , x, y ∈ Rd,
so that we can choose CG = G1 (0)
d−1 ‖DG1‖∞
√
d and
kG = (2π)
− d4
√
2CG = (2π)
− d4
√
2G1 (0)
d−1 ‖DG1‖∞ 4
√
d.
Type 2 convergence estimates
The Type 1 estimates of Theorem 260 considered the case where the weight function had property W02 for
some κ ≥ 0 and an extra condition was applied to the basis function. Type 2 convergence estimates only assume
κ ≥ 1. In the next theorem we only assume that κ ≥ 1 and derive an order of convergence estimate of 1, as well
as a doubled convergence estimate of 2 for the Riesz data functions Ry. Note that the constant kG in the next
Theorem is defined to match the constant kG for the Type 1 convergence estimate 5.110.
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Theorem 262 (Copy of Theorem 114) Suppose the weight function w has property W02 for a parameter κ ≥ 1.
Suppose also that IXf is the minimal interpolant on X of the data function f ∈ X0w and that K is a bounded
closed infinite subset of Rd, X ⊂ K and hX,K = sup
x∈K
dist (x,X).
Then
|f (x)− (IXf) (x)| ≤ kG
√
(f − IXf, f)w,0hX,K , x ∈ K,
where
k2G = (2π)
−d
∫ |·|2
w
= − (2π)− d2
(
|D|2G
)
(0) ,
√
(f − IXf, f)w,0 ≤ ‖f‖w,0 ,
and the order of convergence is at least 1. Further, for the ‘Riesz’ data functions Ry, y ∈ K, we have
|Ry (x)− (IXRy) (x)| ≤ kG (hX,K)2 , x, y ∈ K,
i.e. a ‘doubled’ estimate of at least 2 for the rate of convergence.
Since the weight function has property W02 for κ iff κ + 1/2 < n we can choose κ = 1 iff n ≥ 2. Then by
Theorem 262, kG = (2π)
−d/4
√
−
(
|D|2G
)
(0) and since
(
|D|2G
)
(0) =
d∑
k=1
(
D2kG
)
(0) =
d∑
k=1
D2k (G1 (x1)G1 (x2) . . .G1 (xd)) (0)
=
d∑
k=1
G1 (0)
d−1
D2G1 (0)
= G1 (0)
d−1
D2G1 (0) d,
we get the formula
kG = (2π)
−d/4
√
−G1 (0)d−1D2G1 (0)
√
d. (5.111)
5.6.2 Convergence estimates: unisolvent data sets and κ ≥ 1
In fact comparison of Theorem 19, Chapter 1 for the extended B-splines with Theorem 206 of this document
shows that for parameters n and l the smoothness parameters κ can take an identical sets of values when∫
R1
|·|2n−1 q <∞, since q ∈ L1.
We now require the following convergence estimate from Chapter 2:
Theorem 263 (Copy of Theorem 127) Let w be a weight function with property W02 for κ ≥ 1 and let G be the
corresponding basis function. Set m = ⌊κ⌋.
Suppose IXf is the minimal norm interpolant of the data function f ∈ X0w on the independent data set X
contained in the data region Ω. We use the notation and assumptions of Lemma 125 of Chapter 2 which means
assuming that X is m-unisolvent and Ω is a bounded region whose boundary satisfies the cone condition.
Now set kG =
dm/2
(2pi)d/2m!
(cΩ,κ)
m
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣. Then there exists hΩ,κ > 0 such that
|f (x)− (IXf) (x)| ≤ kG ‖f‖w,0 (hX,Ω)m , x ∈ Ω, (5.112)
when hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,κ i.e. the order of convergence is at least m.
The constants cΩ,m, K
′
Ω,m and hΩ,m only depend on Ω,m and d. In terms of the integrals which define weight
property W02 we have
max
|β|=m
∣∣D2βG (0)∣∣ ≤ (2π)− d2 ∫ |ξ|2mdξw(ξ) .
We now show that the order of convergence of the minimal norm interpolant to an arbitrary data function is
at least n− 1:
Corollary 264 Suppose the weight function is a central difference weight function with parameters 2 ≤ n ≤ l.
Then the order of convergence of the minimal norm interpolant to an arbitrary data function is at least n− 1.
Proof. Theorem 206 implies that m = ⌊κ⌋ = n− 1 and Theorem 263 implies that the order of convergence is at
least n− 1.
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5.6.3 Convergence estimates using tempered distribution Taylor series
Suppose w =
d⊗
i=1
w1 is a tensor product central difference weight function defined in Corollary 212 with
parameters n, l and (function) q. Then w1 satisfies propertyW02 for parameter κ iff l and n satisfy κ+1/2 < n ≤ l.
By Corollary 16 w has property W03 for parameter κ1.
Thus the maximum value of ⌊κ⌋ is n− 1. Choose κ so that ⌊κ⌋ = n− 1 and set m = ⌊κ⌋.
By Theorem 222 the corresponding 1-dimensional basis function G1 is an even function and satisfies G1 ∈
C
(2n−2)
B
(
R1
)
. If we further assume that q is bounded a.e. then by Theorem 226, D2n−1G1 is essentially bounded.
We can now easily apply the data function remainder result Theorem 180 of Section 3.4 for tensor product
weight functions which have property W03 for κ1 and for which
∥∥D2m+1G1∥∥∞,Br < ∞ for some r > 0 where
m = ⌊κ⌋. The result is a convergence rate of m+ 1/2 = n− 1/2 which is an improvement.
5.6.4 Summary table
Interpolant convergence to data func: tensor prod. central diff. weight funcs.
Estimate Parameter Converg.
name constraints order (2π)
d/4
kG hG
Type 1 (smoothness q b’nded if n = 1 1/2
√
2G1 (0)
d−1 ‖DG1‖∞ 4
√
d (1) ∞
constraint on basis fn) else n ≥ 2
Type 2 (κ ≥ 1) n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
√
d (1) ∞
Unisolvency/Taylor series n ≥ 2 n− 1 - ∞
Tempered distrib Taylor q b’nded a.e. n− 1/2 - ∞
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 5.1.
6
Central difference weight functions: q multivariate
6.1 Introduction
In the last chapter we generated multivariate central difference weight functions using the tensor product. In this
chapter we generalize to higher dimensions the 1-dimensional difference operator ∆2l used in the one-dimensional
case and thus obtain a new class of weight functions which seems most suited to radial weight functions. This
chapter is unfinished.
Using the Fourier transform to directly calculate the basis function from the weight function formula 6.3 may
be very awkward.
In Section 6.3 we use the theory of S∅,m tempered distributions (see Definition 421 etc.) and in Theorem 276
shows us how to use the central difference operator to express the basis function as the sum of the thin-plate spline
and several scaled convolutions of this spline with the generating function q. The use of a S∅,m technique means
that the formula is true modulo a polynomial. It remains to determine this polynomial by applying conditions to
the function q used to define the weight function. For d odd, using the L1loc Taylor series expansion with integral
remainder described in Lemma 172, I have derived Theorem 276 which supplies conditions on q under which
the polynomial pc is zero. Here we assume q has bounded support or that q is radial with an extra condition. I
have not done the case where d is even but have made partial attempt on a more general result which does not
distinguish between odd and even dimensions.
In Section 6.4 we will derive several formulas for the central difference basis function which involve the Bessel
functions J d−2
2
and the MacDonald’s functions Kn−d2 .
In Section 6.5 we obtain results which are an extension of the 1-dimensional of Subsection 5.3.4 to an arbitrary
dimension.
We use the tempered distribution Taylor series expansion introduced in Section 3.2 and the theory of the
Schwartz subspaces S∅,k ⊂ S introduced in Definition 421 to expand a convolution of the thin plate spline and
the function q and thus prove the Taylor series basis function formula given in Theorem 283. The formula is true
modulo a polynomial with degree ≤ d− 2. The L1loc Taylor series expansion of Lemma 174 is then used to obtain
the Taylor series integral remainder formula 6.103 for the basis function which is again true modulo a polynomial
with degree ≤ d− 2.
In Section 6.6 I have made a start at characterizing the data space locally.??
Remark 265 ?? Things to do:
1. Does there exist a C∞0 basis function?
2. Derive upper/lower bounds for the weight function.
3. Also consider d even.
4. Calculate interpolant/smoother convergence order.
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5. Calculate local data space.
6.2 The weight function
In this section I generalize the R1 central difference weight function of Definition 205 to Rd which in turn involves
generalizing the central difference operator ∆2l of Definition 202 to Rd.
More precisely, in Definition 202 a function w is defined using the parameters n, l ≥ 0, q ≥ 0 and in Theorem
270 necessary and sufficient conditions are supplied for w to be a weight function with properties W01 and W02.
The motivation for the 1-dimensional definition of a central difference weight function, which is given at the
start of Subsection 5.2.1, can be easily adapted to the multidimensional case studied here.
Definition 266 The multivariate central difference operators δξ and ∆2l on Rd.
We define the central difference operator
δξf (x) = f
(
x+
ξ
2
)
− f
(
x− ξ
2
)
, x, ξ ∈ Rd.
and introduce the operator
∆2lf (ξ) =
l∑
j=−l
(−1)j ( 2lj+l)f (−jξ) , l = 1, 2, 3, . . . , ξ ∈ Rd. (6.1)
and note that ∆2lf (−ξ) = ∆2lf (ξ).
This definition of ∆2l ensures that ∆2l,ξ
(
e−iξτ
) ≥ 0, which is part 3 of the next lemma. For example:
∆2f (ξ) = − (f (ξ)− 2f (0) + f (−ξ)) .
∆4f (ξ) = f (2ξ)− 4f (ξ) + 6f (0)− 4f (−ξ) + f (−2ξ) .
Noting that ∆2lf (ξ) = (−1)l
(
δ2lξ f
)
(0) we define
∆kf (ξ) := i
k
(
δkξ f
)
(0) , k = 0, 1, 2, . . .
The operator δξf can be defined on distributions by
δξf = f
(
·+ ξ
2
)
− f
(
· − ξ
2
)
, f ∈ D′, ξ ∈ Rd.
Lemma 267 The even central difference operators of Definition 202 have the following properties:
1. ∆2kf (ξ) = (−1)k
(
δ2kξ f
)
(0) =
(
(−δξ)2k f
)
(0).
2. Regarding monomials and polynomials:
(a) ∆2l (ξ
α) =
(
l∑
j=−l
(−1)j ( 2lj+l)j|α|
)
(−ξ)α when α ≥ 0.
(b)
l∑
j=−l
(−1)j ( 2lj+l)jm = { 0, m = 0, 1, 2, . . . , 2l − 1,(−1)l (2l)!, m = 2l.
(c) ∆2l
(
ξ2α+1
)
= 0 when |α| ≥ l.
(d) ∆2l (p (ξ)) = 0 when p is a polynomial with degree less than 2l.
(e) ∆2l
(
ξ2α
)
= (−1)|α| (2α)!ξ2α when |α| = l.
3. ∆2l,ξ
(
e−iξτ
)
= 22l sin2l (ξτ/2). Here ∆2l,ξ indicates ∆2l is acting on the variable ξ in e
−iξτ , and ξτ is the
inner product
∑d
i=1 ξiτi.
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4. If f is radial then ∆2lf is also radial. In fact, if f (ξ) = f⊙ (|ξ|) then
∆2lf (ξ) =
l∑
j=−l
(−1)j ( 2lj+l)f⊙ (|j| |ξ|) = (2ll )f⊙ (0) + 2 l∑
j=1
(−1)j ( 2lj+l)f⊙ (j |ξ|) .
(∆2lf)⊙ = ∆2l (f⊙) .
5. If φ ∈ S then ∆lφ = il
[
δ, δlξφ
]
.
6. If φ ∈ S and ψ ∈ S1;2l then
∆2lφ−
(
2l
l
)
φ (0)ψ ∈ S∅;2l.
7. If f ∈ D′ then
[δξf, φ] =
[
f
(
·+ ξ
2
)
− f
(
· − ξ
2
)
, φ
]
=
[
f, φ
(
· − ξ
2
)
− φ
(
·+ ξ
2
)]
= − [f, δξφ] .
=⇒[
δlξf, φ
]
= (−1)l [f, δlξφ] .
Thus part 5 implies ∆lφ = i
l
[
δ, δlξφ
]
= (−i)l
[
δlξδ, φ
]
and so
∆l = (−i)l δlξδ on S. (6.2)
8. If f ∈ S′, then δ̂ξf = ei ξη2 f̂ − e−i ξη2 f̂ = 2i sin ξη2 f̂ and δξf̂ = −2i
(
sin ξη2 f
)∧
.
The motivation for the 1-dimensional definition of a central difference weight function, which is given at the
start of Subsection 5.2.1, can be easily adapted to an arbitrary dimension as follows. The derivation of the 1-
dimensional central difference weight function was based on the approximation of the reciprocal of the B-spline
weight function ws using a mollifier. From 1.27 we have for parameters n and l,
1
ws (ξ)
=
d∏
j=1
sin2l ξj
ξ2nj
, 1 ≤ n ≤ l.
Now sin2l ξj =
(
ei2ξj−e−i2ξj
2i
)2l
so that by part 3 Lemma 267 with t = 2, 1ws(ξ) =
1
22l
∆2l(e−i2ξ1)
ξ2n or using the
Fourier transform F [·] (ξ)
1
ws (ξ)
=
(2π)
1/2
22l
∆2lF [δ (x− 2)]
ξ2n
.
We now want to approximate the delta function δ in the distribution sense using the mollifier kψ (kx) where
k = 1, 2, 3, . . ., ψ ∈ L1 (Rd), ψ ≥ 0 and ∫ ψ = 1. Since kψ (kx) → δ as k → ∞ in the sense of distributions,
kψ (k (x− 2))→ δ (x− 2) and so as k →∞,
√
2π
22l
∆2lF [kψ (k (x− 2))]
ξ2n
→ 1
ws (ξ)
on D′ (R1 \ 0) .
Here we will not try to extend the convergence to S′ but observe that we can write
√
2π
22l
∆2lF [kψ (k (x− 2))]
ξ2n
=
∆2lq̂k
ξ2n
,
where
qk (x) :=
√
2π
22l
kψ (k (x− 2)) ∈ L1 (Rd) and qk ≥ 0.
Thus ∆2lq̂kξ2n → 1ws(ξ) on D′
(
Rd \ 0) and if we are lucky ξ2n∆2lq̂k(ξ) may be a weight function. Indeed, we use this
idea to define a central difference weight function and justify calling it a weight function using the next theorem.
?? Later in ?? we will ?? show? ?? that if an extra condition is imposed on the function ψ then ∆2lq̂kξ2n → 1ws(ξ)
in L1 and as tempered distributions, and that the corresponding sequence of central difference basis functions
converges uniformly pointwise to the extended B-spline basis function.
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Definition 268 Multivariate central difference weight functions.
Suppose that q ∈ L1 (Rd), q 6= 0, q (ξ) ≥ 0 and l, n ≥ 0 are integers. The multivariate central difference weight
function is defined by
w (ξ) =
|ξ|2n
∆2lq̂ (ξ)
, ξ ∈ Rd. (6.3)
Since q radial implies q̂ radial, part 4 of Lemma 267 implies that if q is radial then w is radial and consequently
the basis function is radial.
The binomial identities 2b of Lemma 267 will play a central role in the theory of these basis functions.
Lemma 269 Suppose d, n, l are positive integers. Then∫
Rd
sin2l η1dη
|η|2(n−λ)
<∞⇐⇒ n− l − d
2
< λ < n− d
2
, (6.4)
and ∫
Rd
sin2l η1dη
|η|2(n−λ)
=
{
ωd−1B
(
d−1
2 , n− λ− d−12
) ∫∞
0
sin2l t
t2(n−λ)−d+1 dt,
2π
d−1
2
Γ(n−λ− d−12 )
Γ(n−λ)
∫∞
0
sin2l t
t2(n−λ)−d+1 dt,
(6.5)
where B denotes the beta function.
Proof. We use Theorem 695: first A.32 then A.33. If e(1) = (1, 0, . . . , 0) then∫
r≤|η|≤R
sin2l η1
|η|2(n−λ)
dη
=
∫
r≤|η|≤R
sin2l
(
e(1)η
)
|η|2(n−λ)
dη =
∫
r≤|x|≤R
sin2l
(∣∣e(1)∣∣ η1)
|η|2(n−λ)
dη =
∫
r≤|x|≤R
sin2l η1
|η|2(n−λ)
dη =
= ωd−1
∫ R
r
(∫ pi
0
sin2l (ρ cos θ) sind−2 θdθ
)
ρd−1
ρ2(n−λ)
dρ
= ωd−1
∫ R
r
(∫ pi
0
sin2l (ρ cos θ) sind−2 θdθ
)
dρ
ρ2(n−λ)−d+1
= 2ωd−1
∫ R
r
(∫ pi/2
0
sin2l (ρ cos θ) sind−2 θdθ
)
dρ
ρ2(n−λ)−d+1
= 2ωd−1
∫ pi/2
0
∫ R
r
sin2l (ρ cos θ)
ρ2(n−λ)−d+1
dρ sind−2 θdθ
= 2ωd−1 lim
ε→0+
∫ pi
2−ε
0
∫ R
r
sin2l (ρ cos θ)
ρ2(n−λ)−d+1
dρ sind−2 θdθ. (6.6)
The change of variables t = ρ cos θ, dt = cos θdρ now gives∫ R
r
sin2l (ρ cos θ)
ρ2(n−λ)−d+1
dρ = cos2(n−λ)−d θ
∫ R cos θ
r cos θ
sin2l t
t2(n−λ)−d+1
dt,
so that∫ pi
2−ε
0
∫ R
r
sin2l (ρ cos θ)
ρ2(n−λ)−d+1
dρ sind−2 θdθ =
∫ pi
2−ε
0
cos2(n−λ)−d θ sind−2 θ
∫ R cos θ
r cos θ
sin2l t
t2(n−λ)−d+1
dtdθ,
and hence∫
r≤|η|≤R
sin2l η1
|η|2(n−λ)
dη = 2ωd−1 lim
ε→0+
∫ pi
2−ε
0
cos2(n−λ)−d θ sind−2 θ
∫ R cos θ
r cos θ
sin2l t
t2(n−λ)−d+1
dtdθ. (6.7)
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Next observe that
∫
sin2l t
t2(n−λ)−d+1dt <∞ iff condition 6.4 holds. Thus RHS of 6.4 implies∫
r≤|η|≤R
sin2l η1
|η|2(n−λ)
dη < 2ωd−1 lim
ε→0+
∫ pi
2−ε
0
cos2(n−λ)−d θ sind−2 θ
∫
sin2l t
t2(n−λ)−d+1
dtdθ
= 2ωd−1
∫ pi
2
0
cos2(n−λ)−d θ sind−2 θdθ
∫
sin2l t
t2(n−λ)−d+1
dt
= ωd−1B
(
d− 1
2
, n− λ− d− 1
2
)∫
sin2l t
t2(n−λ)−d+1
dt, (6.8)
which implies ∫
Rd
sin2l η1dη
|η|2(n−λ)
< ωd−1B
(
d− 1
2
, n− λ− d− 1
2
)∫
sin2l t
t2(n−λ)−d+1
dt <∞.
On the other hand, suppose that
∫
Rd
sin2l η1dη
|η|2(n−λ) exists. Fix 0 < ε
′ < π/2 and choose R > r > 0 such that
R sin ε′ > r. Then from 6.7,∫
r≤|η|≤R
sin2l η1dη
|η|2(n−λ)
> 2ωd−1
∫ pi
2−ε′
0
cos2(n−λ)−d θ sind−2 θ
∫ R sin ε′
r
sin2l t
t2(n−λ)−d+1
dtdθ.
Hence ∀ 0 < ε′ < π/2,∫
sin2l η1dη
|η|2(n−λ)
> 2ωd−1
∫ pi
2−ε′
0
cos2(n−λ)−d θ sind−2 θdθ
∫
sin2l t
t2(n−λ)−d+1
dt,
and thus ∫
sin2l η1dη
|η|2(n−λ)
> 2ωd−1
∫ pi
2
0
cos2(n−λ)−d θ sind−2 θdθ
∫
sin2l t
t2(n−λ)−d+1
dt
= ωd−1B
(
d− 1
2
, n− λ− d− 1
2
)∫
sin2l t
t2(n−λ)−d+1
dt. (6.9)
Consequently the RHS of 6.4 is true and so 6.4 is true. Further inequalities 6.8 and 6.9 imply equality and so
the proof is complete.
Part 2 of the next theorem gives an easy necessary and sufficient for the parameters n, l ≥ 0, q ≥ 0 to define a
central difference weight function 6.3.
Theorem 270 Suppose w is the function on Rd introduced in Definition 268. Then:
1. w is an even function satisfying weight function property W01 for A = {0}.
2. w satisfies property W02 for parameter κ > 0 iff
0 < κ < n− d
2
< l, (6.10)
and for some R > 0, ∫
|τ |≥R
|τ |2n−d q (τ) dτ <∞. (6.11)
Note 6.15.
Now suppose w satisfies property W02 for parameter κ > 0. Then:
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3. If 0 ≤ λ ≤ κ,∫ |ξ|2λ
w (ξ)
dξ = 2
2(l−n+λ)+d
(2pi)d/2
(∫
sin2l η1
|η|2(n−λ)
dη
)∫
|τ |2(n−λ)−d q (τ) dτ (6.12)
= 2
2(l−n+λ)+d
(2pi)d/2
ωd−1B
(
d−1
2 , n− λ− d−12
) ∞∫
0
sin2l t
t2(n−λ)−d+1
dt
∫
|τ |2(n−λ)−d q (τ) dτ, (6.13)
where 2 (n− λ)− d > 0, 2 (l − n+ λ) + d > 0 and B denotes the beta function.
4. The basis function has at least smoothness 2n− d− 1.
5. ??! q̂ ∈ C(2n−d)B and ∆2lq̂ ∈ C(2n−d)B ∩C(2n−d)∅,2n−d+1 where in general
C
(m)
∅,k :=
{
u ∈ C(m) : Dαu (0) = 0 for |α| < m
}
, k ≤ m+ 1, m ≥ 0. (6.14)
(cf. Definition 421).
Proof. Part 1 The function w is an even function since it is clear from equation 6.1 that ∆2lq̂ is even.
Part 2 From part 3 of Lemma 267 we have ∆2l,ξe
−iξτ = 22l sin2l (ξτ/2) so that
1
w (ξ)
=
∆2lq̂ (ξ)
|ξ|2n =
1
(2pi)d/2
1
|ξ|2n
∫ (
∆2l,ξe
−iξτ ) q (τ) dτ
= 2
2l
(2pi)d/2
1
|ξ|2n
∫
sin2l
(
ξτ
2
)
q (τ) dτ. (6.15)
and clearly w (ξ) > 0 when ξ 6= 0. Since q ∈ L1 implies q̂ ∈ C(0)B , from the definition of w we have w ∈
C(0)
(
R1 \ 0) and w > 0 on R1 \ 0.
Property W02 was introduced in 1.7: w ∈ W02 if for some real number κ ∈ R1, κ > 0 we have∫ |ξ|2λ dξ
w (ξ)
<∞, 0 ≤ λ ≤ κ. (6.16)
Now ∫ |ξ|2λ dξ
w (ξ)
= 2
2l
(2pi)d/2
∫
1
|ξ|2(n−λ)
∫
sin2l (ξτ/2) q (τ) dτdξ
= 2
2l
(2pi)d/2
∫ ∫
sin2l (ξτ/2)
|ξ|2(n−λ)
dξ q (τ) dτ, (6.17)
where, because the integrand is non-negative, the integrals all exist iff the last integral exists, and the last
integral exists iff ∫ sin2l(ξτ/2)
|ξ|2(n−λ) dξ <∞, for almost all τ,∫ ∫ sin2l(ξτ/2)
|ξ|2(n−λ) dξ q (τ) dτ <∞.
 (6.18)
From Theorem 695, in general, for k = 1, 2, . . . , d,∫
r≤|x|≤R
u (ξx) f (|x|) dx =
∫
r≤|x|≤R
u (|ξ|xk) f (|x|) dx
= ωd−1
∫ R
r
(∫ pi
0
u (|ξ| ρ cos t) sind−2 tdt
)
f (ρ) ρd−1dρ
= ωd−1
∫ pi
0
∫ R
r
u (|ξ| ρ cos t) f (ρ) ρd−1dρ sind−2 tdt (6.19)
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and so ∫
r≤|ξ|≤R
sin2l (ξτ/2)
|ξ|2(n−λ)
dξ =
∫
r≤|ξ|≤R
sin2l (ξ1 |τ | /2)
|ξ|2(n−λ)
dξ =
∫
r≤|ξ|≤R
sin2l (ξ1 |τ | /2)
|ξ|2(n−λ)
dξ. (6.20)
The change of variable η = 12 |τ | ξ, dη = 12d |τ |d dξ, |ξ| = 2|τ | |η| yields∫
r≤|ξ|≤R
sin2l (ξ1 |τ | /2)
|ξ|2(n−λ)
dξ =
∫
r
2 |τ |≤|η|≤R2 |τ |
sin2l η1(
2
|τ | |η|
)2(n−λ) ( 2|τ |
)d
dη
=
(
1
2
|τ |
)2(n−λ)−d ∫
r
2 |τ |≤|η|≤R2 |τ |
sin2l η1
|η|2(n−λ)
dη. (6.21)
Thus ∫
r≤|ξ|≤R
sin2l (ξτ/2)
|ξ|2(n−λ)
dξ =
(
1
2
|τ |
)2(n−λ)−d ∫
r
2 |τ |≤|η|≤R2 |τ |
sin2l η1
|η|2(n−λ)
dη. (6.22)
Thus
∫ sin2l(ξτ/2)
|ξ|2(n−λ) dξ exists for almost all τ iff
∫
sin2l η1
|η|2(n−λ) dη exists and consequently by Lemma 269,
∫ sin2l(ξτ/2)
|ξ|2(n−λ) dξ
exists for almost all τ iff
n− l − d
2
< λ < n− d
2
. (6.23)
This means that 6.18 holds iff 6.23 holds and
∫ |τ |2(n−λ)−d q (τ) dτ <∞ iff 6.23 holds and for some R > 0,∫
|τ |≥R
|τ |2(n−λ)−d q (τ) dτ <∞, (6.24)
i.e. ∫ |ξ|2λ dξ
w (ξ)
<∞⇔ 6.23 and 6.24 hold. (6.25)
Now suppose
∫ |ξ|2λdξ
w(ξ) <∞ for 0 ≤ λ ≤ κ. Then
∫
|τ |≥R |τ |2n−d q (τ) dτ <∞, n− l − d2 < 0 and κ < n− d2 i.e.∫
|τ |≥R |τ |2n−d q (τ) dτ <∞ and 0 < κ < n− d2 < l i.e. the conditions 6.10 and 6.11 of the lemma hold.
On the other hand, suppose 6.10 and 6.11 hold i.e.
∫
|τ |≥R |τ |2n−d q (τ) dτ <∞ and 0 < κ < n− d2 < l.
Then 0 ≤ λ ≤ κ implies ∫|τ |≥R |τ |2(n−λ)−d q (τ) dτ <∞ and λ < n− d2 and n− l− d2 < 0 ≤ λ and 6.25 implies∫ |ξ|2λdξ
w(ξ) <∞ which means w has property W02 for κ.
Part 3 From 6.17, ∫ |ξ|2λ dξ
w (ξ)
= 2
2l
(2pi)d/2
∫ ∫
sin2l (ξτ/2)
|ξ|2(n−λ)
dξ q (τ) dτ,
and from 6.22, ∫
sin2l (ξτ/2)
|ξ|2(n−λ)
dξ =
(
1
2
|τ |
)2(n−λ)−d ∫
sin2l η1
|η|2(n−λ)
dη, (6.26)
so that ∫ |ξ|2λ dξ
w (ξ)
= 2
2l
(2pi)d/2
∫ (
1
2
|τ |
)2(n−λ)−d ∫
sin2l η1
|η|2(n−λ)
dη q (τ) dτ
= 2
2(l−n+λ)+d
(2pi)d/2
∫
sin2l η1
|η|2(n−λ)
dη
∫
|τ |2(n−λ)−d q (τ) dτ,
and substituting 6.5 from the previous lemma completes this part.
Part 4 From Theorem 53 the smoothness of the basis function is max
κ<n−d/2
⌊2κ⌋ = 2n− d− 1.
Part 5 ??!
With reference to condition 6.11:
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Theorem 271 If q is radial, say q (τ) = q⊙ (|τ |), then∫
|τ |≥R
|τ |2n−d q (τ) dτ = ωd
∫ ∞
R
t2n−1q⊙ (t) dt. (6.27)
Proof. Use Theorem A.34.
6.3 Convolution formulas for the basis function
Using the Fourier transform to directly calculate the basis function using the weight function formula 6.3 may be
very awkward. Instead, using the theory of fundamental solutions in S′ of the operator |D|2n and the subspace
S∅,m ⊂ S (see Definition 421 etc.) we derive an expression 6.50 for the basis function which is the sum of the
thin-plate spline Tn (Lemma 272 below) and several scaled convolutions of this spline with the generating function
q. This result is true modulo a unique polynomial pc which satisfies |D|2n pc = 0.
Next for d odd, using the L1loc Taylor series expansion with integral remainder described in Lemma 172, we
derive Theorem 276 which supplies conditions on q under which the polynomial pc is zero. Here we assume q has
bounded support or that q is radial with an extra condition. I have not done the case where d is even but have
made partial attempt on a more general result which does not distinguish between odd and even dimensions.
The binomial identities 2b of Lemma 267 will play a central role here.
Since Ĝc ∈ L1 the central difference basis function satisfies
Ĝc =
∆2lq̂ (ξ)
|ξ|2n , (6.28)
⇒
|ξ|2n Ĝc = ∆2lq̂ (ξ) . (6.29)
Suppose there exists f ∈ S′ such that |ξ|2n f̂ = 0. Then supp f̂ = {0} which implies f̂ =∑finite aαDαδ which
in turn implies f is a polynomial. If we also know that f (∞) = 0 then clearly f = 0. Hence if Gc ∈ L1loc ∩ C(0),
Gc (∞) = 0 also satisfies 6.29 then it is the unique solution with these properties. Further, the unique solution
of 6.28 has these properties and it also solves 6.29. Thus:
Solving 6.29 for Gc ∈ L1loc ∩ C(0), Gc (∞) = 0 also solves 6.28, (6.30)
and so modulo a polynomial pc which satisfies |D|2n pc = 0
|D|2nGc = (−1)n (∆2lq̂ (ξ))∨ (6.31)
=
(−1)n l∑
j=−l
(−1)j ( 2lj+l)q̂ (jξ)
∨
=
(
(−1)n (2ll )q̂ (0))∨ +
(−1)n l∑
j=−l,j 6=0
(−1)j ( 2lj+l)q̂ (jξ)
∨
= (−1)n (2ll )q̂ (0) (2π)d/2 δ + (−1)n l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
)
q
( ·
j
)
= (−1)n (2ll )(∫ q) δ + (−1)n l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
)
q
( ·
j
)
. (6.32)
Compare with 5.53.
Now suppose Gδ is a fundamental solution associated with the operator |D|2n i.e.
|D|2nGδ = δ. (6.33)
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Now (see, for example, subsection 2.7.4 etc. of Vladimirov [59]) if Gδ ∈ L1loc and q ∈ L1 then Gδ ∗ q
(
·
j
)
=
(2π)−d/2
∫
Gδ (x− y) q
(
y
j
)
dy ∈ L1loc and
Gc − pc = (2π)d/2 δ ∗Gc = (2π)d/2 |D|2nGδ ∗Gc = (2π)d/2Gδ ∗ |D|2nGc =
= (2π)
d/2
Gδ ∗
(−1)n (2ll )(∫ q) δ + (−1)n l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
)
q
( ·
j
)
= (−1)n (2ll )(∫ q) (2π)d/2Gδ ∗ δ + (−1)n l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
)
(2π)d/2Gδ ∗
(
q
( ·
j
))
= (−1)n (2ll )(∫ q)Gδ + (−1)n l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
)
(2π)d/2Gδ ∗
(
q
( ·
j
))
(6.34)
= (−1)n
(2l
l
)(∫
q
)
Gδ +
l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
) ∫
Gδ (· − y) q
(
y
j
)
dy
 . (6.35)
The properties 6.47 below show that the convolution in 6.34 is a well-defined distribution of slow growth. Hence
we can differentiate the convolution to obtain 6.32 and then 6.31 and finally 6.29.
We want
Gc (∞) = 0, (6.36)
because then 6.30 implies that Gc is the desired basis function.
The next lemma comes from Subsection 1.7.1 of my positive order document Williams [62] and uses the
subspaces S∅,2m ⊂ S introduced above in Definition 421.
Lemma 272 Thin-plate spline properties Suppose Tn ∈ S′ is the thin-plate spline function with integer order
n > d/2 i.e.
Tn (x) :=
{
(−1)n− d2+1 |x|2n−d log |x| , d is even,
(−1)n− 12 (d−1) |x|2n−d , d is odd, (6.37)
for all x ∈ Rd. Then:
1. If cn,d := e (n− d/2) where the function e is defined by
e (s) =

π
d
2 22s+d−1Γ
(
s+ d2
)
Γ (s+ 1) , s = 1, 2, 3, . . . ,
π
d
2 22s+dΓ
(
s+ d2
)
Γ (s+ 1) (−1)
1+⌈s⌉ sinpis
pi ,
(−1)⌈s⌉ π d2 22s+dΓ (s+ d2) /Γ (−s)
}
, s > 0, s 6= 1, 2, 3 . . . ,
 (6.38)
we have
T̂n =
cn,d
|·|2n on S∅,2n. (6.39)
2. Tn ∈ C(2n−d−1)BP ∩ C∞
(
Rd \ 0) and (âD)k Tn ∈ L1loc when k ≤ 2n− 1.
3. When d is odd ∣∣∣(âDx)k Tn (x)∣∣∣ ≤ kk,2n−d |x|2n−d−k ,
where kk,2n−d = kk,2(n− d+12 )+1 is given by the conjectures in the positive order document. Also, using the
Pochhammer symbol (·)k,
|D|2k Tn (x) = 22k
(
−
(
n− d− 1
2
))
k
(
−
(
n− 1
2
))
k
|x|2n−d−2k , k ≥ 0.
and
(̂·D)k Tn (x) = |x|2n−d−k ×
{
(−1)k+n− d−12 (− (2n− d))k , k ≤ 2n− d,
0, k > 2n− d,
}
. (6.40)
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4. When d is even, using the Pochhammer symbol,
1
k!
∣∣∣(âD)k Tn (x)∣∣∣ ≤
kk,2n−d
k!
|log |x||+
k−1∑
j=0
(
2− 1
j
)
kj,2n−d
j!
 |x|2n−d−k , k ≥ 1, (6.41)
where the kk−j,2n−d are given by the conjectures in the positive order document. Also
|D|2k Tn (x) = (−1)n−
d
2+1 22k
(
−n+ d
2
)
k
(−n+ 1)k |x|2n−d−2k , k ≥ 1,
and for k ≥ 0,
1
k!
(̂·D)k Tn (x)
= |x|2n−d−k ×

((
2n−d
k
)
log |x|+
k∑
j=1
(−1)j+1
j
(
2n−d
k−j
))
, 1 ≤ k ≤ 2n− d,
(−1)k−1 B (2n− d+ 1, k − 2n+ d) , k > 2n− d.
.
Lemma 273 When d is odd,
cn,d = e (n− d/2) = π d−12 2d (n− 1)! (2n− d)!!
= π
d−1
2 2−(n−
3d−1
2 ) (n− 1)! (2n− d+ 1)!(
n− d−12
)
!
.
Proof. Define m by
2n− d =: 2m− 1, (6.42)
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Set n− d2 = m− 12 so that
e
(
n− d
2
)
= π
d
2 22(n−
d
2 )+dΓ
((
n− d
2
)
+
d
2
)
Γ
((
n− d
2
)
+ 1
)
×
× (−1)
1+(n− d2+ 12 ) sinπ
(
n− d2
)
π
= π
d
2 22nΓ (n) Γ
(
m+
1
2
)
(−1)1+m sinπ (m− 12)
π
= π
d
2−122n (n− 1)!Γ
(
m+
1
2
)
(−1)m−1 sinπ
(
m− 1
2
)
= π
d
2−122n (n− 1)!
(
m− 1
2
)
Γ
(
m− 1
2
)
(−1)m cosπm
= π
d
2−122n (n− 1)!
(
m− 1
2
)
Γ
(
m− 1
2
)
= π
d
2−122n (n− 1)!
(
m− 1
2
)
(2m− 3)!!π 12 2−(m−1)
= π
d−1
2 2d+1 (n− 1)!
(
m− 1
2
)
(2m− 3)!!
= π
d−1
2 2d (n− 1)! (2m− 1)!!
= π
d−1
2 2d (n− 1)! (2n− d)!!, as claimed,
= π
d−1
2 2d (n− 1) . . .
(
n− d− 3
2
)(
n− d− 1
2
)
! (2n− d)!!
= π
d−1
2 2d (n− 1) . . .
(
n− d− 3
2
)
2−(n−
d−1
2 ) (2n− d+ 1)!! (2n− d)!!
= π
d−1
2 2d−(n−
d−1
2 ) (n− 1) . . .
(
n− d− 3
2
)
(2n− d+ 1)!
= π
d−1
2 2−(n−
3d−1
2 ) (n− 1)! (2n− d+ 1)!(
n− d−12
)
!
.
A consequence of part 1 of Lemma 272 is
|·|2n T̂n = cn,d in S′.
i.e.
(−1)n |D|2n Tn = cn,d
∨
1 = (2π)d/2 cn,dδ,
so that we can choose
Gδ =
(−1)n
(2π)
d/2
cn,d
Tn. (6.43)
Lemma 272 now implies Gδ ∈ L1loc.
In fact, Gδ ∗ q ∈ L1loc and is also a function of polynomial increase i.e. Gδ ∗ q ∈ S′, as we now show by
considering separately the two cases d is odd and d is even.
Case d is odd: Now d > 1 means 3 ≤ d ≤ 2n− 1 and using Peetre’s inequality:
1
1 + |b| ≤
1 + |a|
1 + |a− b| , a, b ∈ R
d, (6.44)
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we get
(1 + |x|)−(2n−d)
∫
|Tn (x− y)| q
(
y
j
)
dy =
∫ |Tn (x− y)|
(1 + |x|)2n−d
q
(
y
j
)
dy
≤
∫ |Tn (x− y)|
(1 + |x− y|)2n−d
(1 + |y|)2n−d q
(
y
j
)
dy
=
∫ |x− y|2n−d
(1 + |x− y|)2n−d
(1 + |y|)2n−d q
(
y
j
)
dy
<
∫
(1 + |y|)2n−d q
(
y
j
)
dy
(z = y/j =⇒)
≤ |j|2n
∫
(1 + |·|)2n−d q
<∞,
where the last step employs Theorem 270. Thus
d odd,
∫ |Tn (x− y)| q (yj ) dy < |j|2n (∫ (1 + |·|)2n−d q) (1 + |x|)2n−d , x ∈ Rd,
Tn ∗
(
q
(
·
j
))
∈ S′ ∩ L1loc, |j| = 1, 2, 3, . . .

(6.45)
Case d is even: This means 2 ≤ d ≤ 2n− 2 and following the argument used for d odd,
(1 + |x|)−(2n−d+1)
∫
|Tn (x− y)| q
(
y
j
)
dy
=
∫ |Tn (x− y)|
(1 + |x|)2n−d+1
q
(
y
j
)
dy
=
∫ |Tn (x− y)|
(1 + |x− y|)2n−d+1
(1 + |x− y|)2n−d+1
(1 + |x|)2n−d+1
q
(
y
j
)
dy
≤
∫ |Tn (x− y)|
(1 + |x− y|)2n−d+1
(1 + |y|)2n−d+1 q
(
y
j
)
dy
=
∫ |x− y|2n−d log |x− y|
(1 + |x− y|)2n−d+1 (1 + |y|)
2n−d+1
q
(
y
j
)
dy
<
∫ |x− y|2n−d+1
(1 + |x− y|)2n−d+1
(1 + |y|)2n−d+1 q
(
y
j
)
dy
<
∫
(1 + |y|)2n−d+1 q
(
y
j
)
dy
<
∫
(1 + |y|)2n−d+1 q
(
y
j
)
dy
(z = y/j =⇒)
≤ |j|2n+1
∫
(1 + |·|)2n−d+1 q
<∞,
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where the last step employed Theorem 270. Thus
When d is even :
∫ |Tn (x− y)| q ( yj ) dy < |j|2n+1 (∫ (1 + |·|)2n−d+1 q) (1 + |x|)2n−d+1 , x ∈ Rd,
Tn ∗
(
q
(
·
j
))
∈ S′ ∩ L1loc, |j| = 1, 2, 3, . . .

(6.46)
Noting equation (16) of §§2.7.4 of Vladimirov we have shown that
Gδ ∗ q ∈ D′ ∩ S′ ∩ L1loc.
Gδ ∗ q has polynomial growth.
}
(6.47)
From 6.35 and 6.43,
Gδ =
(−1)n
(2π)
d/2
cn,d
Tn,
and so
Gc (x) − pc (x)
=
(−1)n
(2π)
d/2
(2l
l
)(∫
q
)
Gδ (x) +
l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
) ∫
Gδ (x− y) q
(
y
j
)
dy

=
1
(2π)
d
cn,d
(2l
l
)(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
) ∫
Tn (x− y) q
(
y
j
)
dy
 (6.48)
=
1
(2π)
d
cn,d
(2l
l
)(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) ∫ Tn (x− jy) q (y) dy

=
1
(2π)
d
cn,d
∫  l∑
j=−l
(−1)j ( 2lj+l)Tn (x− jy)
 q (y) dy, (6.49)
so that we have shown:
Theorem 274 Suppose the function q and parameters n and l generate a multivariate central difference weight
function. Set
Gc (x) =
1
(2π)
d
cn,d
∫  l∑
j=−l
(−1)j ( 2lj+l)Tn (x− jy)
 q (y)dy + pc (x) , (6.50)
where pc is a polynomial which satisfies |D|2n pc = 0. Then Gc (∞) = 0 implies Gc is the (unique) basis
function.
Also, if d is odd then
Gc (0) =
1
(2π)d cn,d
 l∑
j=−l
(−1)j ( 2lj+l)j2n−d
∫ Tn (y) q (y) dy + pc (0) .
Proof. Note 6.30.
Gc (0) =
1
(2π)
d
cn,d
∫  l∑
j=−l
(−1)j ( 2lj+l)Tn (−jy)
 q (y) dy + pc (0)
=
1
(2π)
d
cn,d
∫  l∑
j=−l
(−1)j ( 2lj+l)j2n−dTn (y)
 q (y)dy + pc (0)
=
1
(2π)
d
cn,d
 l∑
j=−l
(−1)j ( 2lj+l)j2n−d
∫ Tn (y) q (y) dy + pc (0) .
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Remark 275 Note that this theorem does not say that there exists a polynomial pc such that 6.50 is the basis
function.
Compare this formula with Theorem 283 below which IS an existence result.
We consider two cases: d is odd and d is even. First the odd case. The even case will be studied later in
Subsection 6.3.2.
6.3.1 Case: d is odd
Here we will impose conditions on q such that the polynomial pc is zero. This will involve using the L
1
loc Taylor
series expansion with integral remainder described in Lemma 172.
From Theorem 270,
0 ≤ κ < n− d
2
< l, i.e. 0 < 2n− d < 2l, (6.51)
so set (as in 6.42)
2m := 2n− d+ 1 ≥ 2, (6.52)
and note that
1 ≤ m ≤ l. (6.53)
For fixed a ∈ Rd, Lemma 272 implies∣∣∣((âD)2m Tn) (x)∣∣∣ ≤ k2m,2n−d |x|2n−d−2m = k2m,2n−d|x| , x ∈ Rd,
(âD)
2m
Tn ∈ L1loc,
(âD)2m Tn (x)→ 0 as |x| → ∞.
This means we can employ the L1loc Taylor series expansion about x with integral remainder described in
Lemma 172 (here Ω = Rd and f = Tn) to write
Tn (x− jy) =
∑
k≤2m−1
jk
(−yD)k
k!
Tn (x) +
j2m
(2m− 1)!
∫ 1
0
g2m−1 (s)
(
(yD)
2m
Tn
)
(x− sjy)ds,
where the function gn is given by 3.1 and we clarify that(
(yD)
2m
Tn
)
(x− sjy) =
(
(yDz)
2m
Tn (z)
)
(z = x− sjy) .
The first summation in 6.50 now becomes,
l∑
j=−l
(−1)j ( 2lj+l)Tn (x− jy)
=
l∑
j=−l
(−1)j ( 2lj+l)
 ∑
k≤2m−1
jk
(−yD)k
k!
Tn (x) + j
2m
∫ 1
0
g2m−1 (s)
(2m− 1)!
(
(yD)
2m
Tn
)
(x− sjy) ds

=
∑
k≤2m−1
 l∑
j=−l
(−1)j ( 2lj+l)jk
 (−yD)k
k!
Tn (x)+
+
l∑
j=−l
(−1)j ( 2lj+l)j2m ∫ 1
0
g2m−1 (s)
(2m− 1)!
(
(yD)
2m
Tn
)
(x− sjy) ds.
But from Lemma 267,
l∑
j=−l
(−1)j ( 2lj+l)jk = { 0, k = 0, 1, 2, . . . , 2l− 1,(−1)l (2l)!, k = 2l, (6.54)
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and from 6.53, 2m− 1 ≤ 2l− 1. Hence
l∑
j=−l
(−1)j ( 2lj+l)Tn (x− jy) = l∑
j=−l
(−1)j ( 2lj+l)j2m ∫ 1
0
g2m−1 (s)
(2m− 1)!
(
(yD)
2m
Tn
)
(x− sjy) ds
=
l∑
j=−l,j 6=0
(−1)j ( 2lj+l)j2m ∫ 1
0
g2m−1 (s)
(2m− 1)!
(
(yD)
2m
Tn
)
(x− sjy) ds,
and equation 6.50 becomes
Gc (x)− pc (x)
=
1
(2π)d cn,d
∫  l∑
j=−l
(−1)j ( 2lj+l)Tn (x− jy)
 q (y) dy

=
1
(2π)
d
cn,d
∫  l∑
j=−l,j 6=0
(−1)j ( 2lj+l)j2m ∫ 1
0
g2m−1 (s)
(2m− 1)!
(
(yD)
2m
Tn
)
(x− sjy) ds
 q (y) dy. (6.55)
Further
|Gc (x)− pc (x)|
≤ 1
(2π)d cn,d
 l∑
j=−l,j 6=0
(
2l
j+l
)
j2m
 lmax
j=−l,j 6=0
∫ ∫ 1
0
(1− s)2m−1
(2m− 1)!
∣∣∣((ŷD)2m Tn) (x− sjy)∣∣∣ ds |y|2m q (y) dy,
but
l∑
j=−l,j 6=0
(
2l
j+l
)
j2m = 2
l∑
j=1
(
2l
j+l
)
j2m = 2
l∑
j=1
(
2l
l−j
)
j2m = 2
l∑
j=0
(
2l
l−j
)
j2m = 2
l∑
k=0
(
2l
k
)
(l − k)2m ,
so
|Gc (x)− pc (x)|
≤
2
l∑
k=0
(
2l
k
)
(l−k)2m
(2pi)dcn,d
l
max
j=−l,j 6=0
∫ ∫ 1
0
(1−s)2m−1
(2m−1)!
∣∣∣((ŷD)2m Tn) (x− sjy)∣∣∣ ds |y|2m q (y) dy,
pc = 0, 2m = 2n− d+ 1, 1 ≤ m ≤ l, m ≤ n− 1.

(6.56)
From part 3 of Theorem 272,∣∣∣(âD)2m Tn (x)∣∣∣ ≤ k2m,2m−1 |x|−1 , x, a ∈ Rd \ 0. (6.57)
where kk,2n−d is independent of x. Hence∫ ∫ 1
0
(1− s)2m−1
∣∣∣((ŷD)2m Tn) (x− sjy)∣∣∣ ds |y|2m q (y) dy ≤ k2m,2m−1 ∫ (∫ 1
0
(1− s)2m−1
|x− sjy| ds
)
|y|2m q (y) dy.
(6.58)
Subcase supp q is bounded, say supp q ⊂ BR. Then if |x| ≥ 2lR and |j| ≤ l,
|x− sjy| ≥ ||x| − sl |y|| = |x| − sl |y| ≥ |x| − lR,
and so∫ ∫ 1
0
(1− s)2m−1
∣∣∣((ŷD)2m Tn) (x− sjy)∣∣∣ ds |y|2m q (y) dy ≤ k2m,2m−1|x| − lR
∫ (∫ 1
0
(1− s)2m−1 ds
)
|y|2m q (y) dy
=
k2m,2m−1
|x| − lR
1
2m
∫
|y|2m q (y)dy (6.59)
<∞,
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by Theorem 270.
Thus if |x| → ∞ then Gc (x)− pc (x)→ 0and hence pc = 0.
From 6.56 and 6.59:
If |x| ≥ 2lR,
|Gc (x)| ≤
2
l∑
k=0
(
2l
k
)
(l − k)2m
(2π)
d
cn,d
l
max
j=−l,j 6=0
k2m,2m−1
|x| − lR
1
2m
∫
|y|2m q (y) dy
=
l∑
k=0
(
2l
k
)
(l− k)2m
(2π)
d
cn,d
k2m,2m−1
m
(∫
|y|2m q (y) dy
)
1
|x| − lR, (6.60)
where 2m = 2n− d+ 1, cn,d is given by Lemma 273 and k2m,2m−1 is given by part 3 of Lemma 272.
Subcase q is radial, say q (y) = q⊙ (|y|). Starting with the right side of 6.58, write∫ (∫ 1
0
(1− s)2m−1
|x− sjy| ds
)
|y|2m q (y) dy ≤
∫ ∫ 1
0
ds
|x− sjy| |y|
2m
q⊙ (|y|) dy
=
∫ 1
0
∫ |y|2m q⊙ (|y|) dy√
|x− sjy|2
ds
=
∫ 1
0
∫ |y|2m q⊙ (|y|) dy√
|x|2 − 2js (xy) + j2s2 |y|2
ds, (6.61)
and this is an even function of j, so we need only assume that j > 0.
From Theorem 697,∫
|x|≤r
Φ (ξx, |x|) dx = ωd−1
∫ r
0
ρd−1
∫ pi
0
Φ (|ξ| ρ cos θ, ρ) sind−2 θdθdρ, (6.62)
so ∫ |y|2m q (y) dy√
|x|2 − 2js (xy) + j2s2 |y|2
= ωd−1
∫ ∞
0
ρd−1
∫ pi
0
ρ2mq⊙ (ρ) sind−2 θ√
|x|2 − 2js |x| ρ cos θ + j2s2ρ2
dθdρ
= ωd−1
∫ ∞
0
ρ2m+d−1q⊙ (ρ)
∫ pi
0
sind−2 θdθ√
|x|2 − 2js |x| ρ cos θ + j2s2ρ2
dρ
= ωd−1
∫ ∞
0
ρ2m+d−1q⊙ (ρ)
∫ pi
0
− sind−3 θ d cos θ√
|x|2 − 2js |x| ρ cos θ + j2s2ρ2
dρ
= ωd−1
∫ ∞
0
ρ2m+d−1q⊙ (ρ)
∫ 1
−1
(
1− t2)d−3 dt√
|x|2 − 2js |x| ρt+ j2s2ρ2
dρ
= ωd−1
∫ ∞
0
ρ2m+d−1q⊙ (ρ)
∫ 1
−1
(
1− t2)d−3 dt√
|x|2 − 2js |x| ρt+ j2s2ρ2
dρ
≤ ωd−1
∫ ∞
0
ρ2m+d−1q⊙ (ρ)
∫ 1
−1
dt√
|x|2 − 2js |x| ρt+ j2s2ρ2
dρ
= ωd−1
∫ ∞
0
ρ2m+d−1q⊙ (ρ)
∫ 1
−1
dt√
B −Atdρ,
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where A = −2js |x| ρ and B = |x|2 + j2s2ρ2. Noting that B + A = (|x| − jsρ)2 and B − A = (|x|+ jsρ)2 we
continue:
∫ 1
−1
dt√
B −At =
[
− 2
A
√
B −At
]1
−1
= − 2
A
(√
B −A−√B +A
)
=
(|x|+ jsρ)− ||x| − jsρ|
js |x| ρ ,
which is,as noted above, an even function of j. Hence
∫ |y|2m q (y) dy√
|x|2 − 2js (xy) + j2s2 |y|2
= ωd−1
∫ ∞
0
(|x|+ jsρ)− ||x| − jsρ|
js |x| ρ ρ
2m+d−1q⊙ (ρ) dρ,
and thus
∫ 1
0
∫
y2mq⊙ (|y|) dyds√
|x|2 − 2js (xy) + j2s2 |y|2
= ωd−1
∫ 1
0
∫ ∞
0
(|x|+ jsρ)− ||x| − jsρ|
js |x| ρ ρ
2m+d−1q⊙ (ρ) dρds.
∫ 1
0
∫
y2mq⊙ (|y|) dyds√
|x|2 − 2js (xy) + j2s2 |y|2
= ωd−1
∫ 1
0
∫ ∞
0
(
j−1 |x| s−1 + ρ)− ∣∣j−1 |x| s−1 − ρ∣∣
|x| ρ ρ
2m+d−1q⊙ (ρ) dρds
= ωd−1
∫ 1
0
∫ ∞
0
(
j−1 |x| s−1 + ρ)− ∣∣j−1 |x| s−1 − ρ∣∣
|x| ρ ρ
2nq⊙ (ρ) dρds.
Now apply the change of variables: t = j−1 |x| s−1, ds = |j|−1 |x| t−2dt so that
∫ 1
0
∫ |y|2m q⊙ (|y|) dyds√
|x|2 − 2js (xy) + j2s2 |y|2
= ωd−1
∫ ∞
j−1|x|
∫ ∞
0
t+ ρ− |t− ρ|
|x| ρ ρ
2nq⊙ (ρ) dρ |j|−1 |x| t−2dt
= ωd−1j−1
∫ ∞
j−1|x|
∫ ∞
0
t+ ρ− |t− ρ|
t2
ρ2nq⊙ (ρ) dρdt.
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Because of the absolute value term we need to split the domain of integration using the curve ρ = t. Thus
∫ 1
0
∫
y2mq⊙ (|y|) dyds√
|x|2 − 2js (xy) + j2s2 |y|2
= ωd−1j−1
∫ ∞
j−1|x|
∫ ∞
t
t+ ρ− |t− ρ|
t2
ρ2nq⊙ (ρ) dρdt+
+ ωd−1j−1
∫ ∞
j−1|x|
∫ t
0
t+ ρ− |t− ρ|
t2
ρ2nq⊙ (ρ) dρdt
= ωd−1j−1
∫ ∞
j−1|x|
∫ ∞
t
t+ ρ− (ρ− t)
t2
ρ2nq⊙ (ρ) dρdt+
+ ωd−1j−1
∫ ∞
j−1|x|
∫ t
0
t+ ρ− (t− ρ)
t2
ρ2nq⊙ (ρ) dρdt
= ωd−1j−1
∫ ∞
j−1|x|
∫ ∞
t
2
t
ρ2nq⊙ (ρ) dρdt+ ωd−1j−1
∫ ∞
j−1|x|
∫ t
0
2ρ
t2
ρ2nq⊙ (ρ) dρdt
= ωd−1j−1
∫ ∞
j−1|x|
2
t
∫ ∞
t
ρ2nq⊙ (ρ) dρdt+ ωd−1j−1
∫ ∞
j−1|x|
2
t2
∫ t
0
ρ2n+1q⊙ (ρ) dρdt
< . . .+ ωd−1 |j|−1
∫ ∞
|j|−1|x|
2
t2
∫ ∞
0
ρ2n+1q⊙ (ρ) dρdt
= . . .+ ωd−1 |j|−1 2|j|−1 |x|
∫ ∞
0
ρ2n+1q⊙ (ρ) dρ
= ωd−1 |j|−1
∫ ∞
|j|−1|x|
2
t
∫ ∞
t
ρ2nq⊙ (ρ) dρdt+
2ωd−1
|x|
∫ ∞
0
ρ2n+1q⊙ (ρ) dρ.
Regarding the first iterated integral:∫ ∞
|j|−1|x|
2
t
∫ ∞
t
ρ2nq⊙ (ρ) dρdt
=
∫ ∞
|j|−1|x|
∫ ρ
|j|−1|x|
2
t
ρ2nq⊙ (ρ) dtdρ
= 2
∫ ∞
|j|−1|x|
(∫ ρ
|j|−1|x|
dt
t
)
ρ2nq⊙ (ρ) dρ
= 2
∫ ∞
|j|−1|x|
(
ln ρ− ln
(
|j|−1 |x|
))
ρ2nq⊙ (ρ) dρ
= 2
∫ ∞
|j|−1|x|
ρ2n (ln ρ) q⊙ (ρ) dρ− 2 ln
(
|j|−1 |x|
) ∫ ∞
|j|−1|x|
ρ2nq⊙ (ρ) dρ.
If |x| ≥ |l| then |j|−1 |x| ≥ 1 and
2
∫ ∞
|j|−1|x|
ρ2n (ln ρ) q⊙ (ρ) dρ = 2
∫ ∞
|j|−1|x|
ρ2n+1
ln ρ
ρ
q⊙ (ρ) dρ
< 2
∫ ∞
|j|−1|x|
ρ2nq⊙ (ρ) dρ
< 2
∫ ∞
|j|−1|x|
ρ2nq⊙ (ρ) dρ
<∞,
by Theorem 271.
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Thus when |x| ≥ |l|,∫ 1
0
∫ |y|2m q⊙ (|y|) dyds√
|x|2 − 2js (xy) + j2s2 |y|2
< 2
∫ ∞
|j|−1|x|
ρ2nq⊙ (ρ) dρ+ 2 ln
(
|j|−1 |x|
)∫ ∞
|j|−1|x|
ρ2nq⊙ (ρ) dρ+
+
2ωd−1
|x|
∫ ∞
0
ρ2n+1q⊙ (ρ) dρ. (6.63)
If we assume that ∫∞
0 ρ
2n+1q⊙ (ρ) dρ <∞,
i.e. |·|2n−d+2 q ∈ L1.
}
(6.64)
instead of the inequality 6.27 then the first and third terms clearly tend to zero as |x| → 0. The behavior
of the second integral hinges on the behavior of the limit
lim
a→∞
(
(ln a)
∫ ∞
a
ρ2nq⊙ (ρ) dρ
)
. (6.65)
However
lim
a→∞
(
(ln a)
∫ ∞
a
ρ2nq⊙ (ρ) dρ
)
= lim
a→∞ (ln a)
∫ ∞
a
1
ρ
ρ2n+1q⊙ (ρ) dρ
≤ lim
a→∞
(
ln a
a
∫ ∞
a
ρ2n+1q⊙ (ρ) dρ
)
= 0.
Thus Gc (∞) = 0 and so pc = 0.
Combining the successive estimates 6.56, 6.58, 6.61 and 6.63 we get:
When |x| ≥ l :
|Gc (x)|
≤
2
l∑
k=0
(
2l
k
)
(l− k)2m
(2π)
d
cn,d
l
max
j=−l,j 6=0
∫ ∫ 1
0
(1− s)2m−1
(2m− 1)!
∣∣∣((ŷD)2m Tn) (x− sjy)∣∣∣ ds |y|2m q (y) dy
≤
2
l∑
k=0
(
2l
k
)
(l− k)2m
(2π)
d
cn,d
k2m,2m−1
(2m− 1)!
l
max
j=−l,j 6=0
∫ (∫ 1
0
(1− s)2m−1
|x− sjy| ds
)
|y|2m q (y) dy
≤
2
l∑
k=0
(
2l
k
)
(l− k)2m
(2π)d cn,d
k2m,2m−1
(2m− 1)!
l
max
j=−l,j 6=0
∫ 1
0
∫ |y|2m q⊙ (|y|) dy√
|x|2 − 2js (xy) + j2s2 |y|2
ds
≤
2
l∑
k=0
(
2l
k
)
(l− k)2m
(2π)d cn,d
k2m,2m−1
(2m− 1)!
l
max
j=−l,j 6=0
(
2
∫∞
|x|/j ρ
2nq⊙ (ρ) dρ+ 2 ln
(
|j|−1 |x|
) ∫∞
|x|/j ρ
2nq⊙ (ρ) dρ+
+ 2ωd−1|x|
∫∞
0
ρ2n+1q⊙ (ρ) dρ
)
≤
4
l∑
k=0
(
2l
k
)
(l− k)2m
(2π)
d
cn,d
k2m,2m−1
(2m− 1)!
( ∫∞
|x|/l ρ
2nq⊙ (ρ) dρ+ ln (|x| /l)
∫∞
|x|/l ρ
2nq⊙ (ρ) dρ+
+
ωd−1
|x|
∫∞
0 ρ
2n+1q⊙ (ρ) dρ
)
, (6.66)
where 2m = 2n− d+ 1, cn,d is given by Lemma 273 and k2m,2m−1 is given by part 3 of Lemma 272.
We have now almost demonstrated:
246 6. Central difference weight functions: q multivariate
Theorem 276 Suppose d is odd. Suppose the central difference basis function Gc is generated by the function
q and has parameters n and l. If q has bounded support, or that q is radial and satisfies condition 6.64 then
Gc (x)
:=
1
(2π)
d
cn,d
l∑
j=−l
(−1)j ( 2lj+l) ∫ Tn (x− jy) q (y) dy (a copy of 6.50) (6.67)
=
1
(2π)
d/2
cn,d
(2l
l
)
q̂ (0)Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)(xj
) (6.68)
=
1
(2π)
d/2
cn,d
l∑
j=−l,j 6=0
(−1)j ( 2lj+l)j2m ∫
(∫ 1
0
(1− s)2m−1
(2m− 1)!
(
(ŷD)
2m
Tn
)
(x− sjy)ds
)
|y|2m q (y) dy, (6.69)
where 2m = 2n− d+ 1 ≥ 2 and Tn is the thin plate spline formula given in 6.37.
The integral in 6.69 is absolutely convergent and also:
Gc (x)
=
1
(2π)
d/2
cn,d
l∑
j=−l
j 6=0
(−1)j ( 2lj+l) |j|2m−1
(∫ 1
0
(1− s)2m−1
(2m− 1)!
1
s
∫ (
(ŷD)
2m
Tn
)( x
sj
− y
)
|y|2m q (y) dyds
)
,
with this convolution integral also being absolutely convergent.
Finally, if q has bounded support in BRq then Gc is bounded near infinity by 6.60. If q is radial and satisfies
condition 6.64 then Gc is bounded near infinity by 6.66.
Proof. To complete the proof we define
Hj (x) :=
∫
Tn (x− jy) q (y) dy,
then
Hj (jx) =
∫
Tn (jx− jy) q (y) dy = |j|2n−d
∫
Tn (x− y) q (y) dy = |j|2n−dH1 (x) ,
and so Hj (x) = |j|2n−dH1
(
x
j
)
. Hence, starting with 6.48,
Gc (x)− pc (x)
=
1
(2π)
d
cn,d
(2l
l
)(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j
|j|d
(
2l
j+l
) ∫
Tn (x− y) q
(
y
j
)
dy

=
1
(2π)
d
cn,d
(2l
l
)(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) ∫ Tn (x− jz) q (z) dz

=
1
(2π)
d
cn,d
(2l
l
)(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l)Hj (x)

=
1
(2π)
d
cn,d
(2l
l
)(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) |j|2n−d ∫ Tn(xj − y
)
q (y) dy

=
1
(2π)d/2 cn,d
(2l
l
)
q̂ (0)Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)(xj
) ,
which is 6.68.
The next equation in this theorem, equation 6.69, is merely a copy of 6.55.
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If q has bounded support then inequality 6.59 holds. Hence the integral 6.69 is absolutely convergent and
Gc (∞) = 0 i.e. pc = 0.
If q is radial and satisfies conditions 6.64 then the successive estimates 6.56, 6.58, 6.61 and 6.63 imply the
integral 6.69 is absolutely convergent and that Gc (∞) = 0 i.e. pc = 0.
Because the integral 6.69 is absolutely convergent Fubini’s theorem allows us to change the order of integration
to get
Gc (x)
=
1
(2π)
d/2
cn,d
l∑
j=−l,j 6=0
(−1)j ( 2lj+l)j2m
(∫ 1
0
(1− s)2m−1
(2m− 1)!
∫ (
(ŷD)2m Tn
)
(x− sjy) |y|2m q (y)dyds
)
.
Now define
f (x) :=
∫ (
(ŷD)
2m
Tn
)
(x− sjy) |y|2m q (y) dy =
∫ (
(yD)
2m
Tn
)
(x− sjy) q (y)dy.
Then
f (sjx) =
∫ (
(yD)
2m
Tn
)
(sjx− sjy) q (y)dy = (s |j|)2n−d−2m
∫ (
(yD)
2m
Tn
)
(x− y) q (y) dy
=
1
s |j|
∫ (
(yD)
2m
Tn
)
(x− y) q (y) dy,
which implies that
f (x) =
1
s |j|
∫ (
(yD)
2m
Tn
)( x
sj
− y
)
q (y) dy =
1
s |j|
∫ (
(ŷD)
2m
Tn
)( x
sj
− y
)
|y|2m q (y) dy,
and hence that
Gc (x)
=
1
(2π)
d/2
cn,d
l∑
j=−l,j 6=0
(−1)j ( 2lj+l)j2m
(∫ 1
0
(1− s)2m−1
(2m− 1)!
1
s |j|
∫ (
(ŷD)2m Tn
)( x
sj
− y
)
|y|2m q (y) dyds
)
.
(6.70)
?? Remember 6.30.
Corollary 277 Suppose d is odd. Suppose the conditions of Theorem 276 hold and that q is radial, say
q (x) = q⊙ (|x|). Then Gc is a radial basis function and 6.68 can be written
Gc⊙ (r) =
1
(2π)
d
2 cn,d
 (2ll )
(2π)
d/2
(∫
q
)
(Tn)⊙ (r) + 2
l∑
j=1
(−1)j ( 2lj+l)j2n−d (Tn ∗ q)⊙(rj
) , r > 0, (6.71)
and ∫
q = ωd
∫ ∞
0
td−1q⊙ (t) dt. (6.72)
Proof. From Definition 268 q radial implies Gc is radial.
From 6.68,
Gc (x) =
1
(2π)
d/2
cn,d
 (2ll )
(2π)
d/2
(∫
q
)
Tn (x) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)(xj
) .
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Since Tn and q are radial Tn ∗ q is also radial. Thus
Gc⊙ (r) =
1
(2π)
d/2
cn,d
 (2ll )
(2π)
d/2
(∫
q
)
(Tn)⊙ (r) +
l∑
j=−l,j 6=0
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)⊙( r|j|
)
=
1
(2π)
d/2
cn,d

(
2l
l
)
(2pi)d/2
(∫
q
)
(Tn)⊙ (r) +
l∑
j=1
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)⊙ ( r|j|)+
+
−1∑
j=−l
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)⊙ ( r|j|)

=
1
(2π)d/2 cn,d

(
2l
l
)
(2pi)d/2
(∫
q
)
(Tn)⊙ (r) +
l∑
j=1
(−1)j ( 2lj+l) |j|2n−d (Tn ∗ q)⊙ ( r|j|)+
+
l∑
j=1
(−1)−j ( 2l−j+l) |j|2n−d (Tn ∗ q)⊙ ( r|j|)

=
1
(2π)
d/2
cn,d
 (2ll )
(2π)
d/2
(∫
q
)
(Tn)⊙ (r) + 2
l∑
j=1
(−1)j ( 2lj+l)j2n−d (Tn ∗ q)⊙(rj
) .
Finally, since q is radial, Corollary 699 implies
∫
q = ωd
∫∞
0
td−1q⊙ (t) dt.
Remark 278 ??? Because Tn /∈ L1 we cannot use Corollary 701 or Theorem 700 to calculate the convolution
Tn ∗ q in 6.71.
?? CHECK! However, by writing Tn = φ0Tn+φ∞Tn where {φ0, φ∞} is radial C∞ partition of unity, and then
expanding the terms corresponding to φ∞Tn using Taylor series so that the remainder is L1 and then assuming
that 2n + 1 < 2l, to enable the polynomial part of the Taylor series to be eliminated, we may be able to use
Corollary 701 or Theorem 700 to calculate the resulting convolutions. This will work if q has compact support or
|.|k q ∈ L1 for sufficiently large k.
6.3.2 Case: d is even
?? To be done. Use the estimate 6.41.
6.3.3 ?? General case - unfinished
We will need to make the assumptions
∫ |·|2n−d+1 q as well as the assumptions 6.80 or less generally 6.86 or 6.87
when integrating over U2. The latter two assumptions might be related back to the first.
We want to estimate the remainder term∫ (∫ 1
0
(1− s)m−1
|x− jsy| ds
)
|y|m q (y) dy.
of the estimate 6.58.
We will use equation 12.41 of Arfken [6]: if |b| > |a| then
1
|b−a| =
1
|b|
∞∑
k=0
(
|a|
|b|
)k
Pk (cos θ) is uniform convergent,
cos θ = ab|a||b| = âb̂,
T he Pn are the Legendre polynomials.
P0 = 1.
 (6.73)
The change of variables τ = 1/s yields:∫ 1
0
(1− s)m−1
|x− jsy| ds =
∫ 1
0
(1− s)m−1
js |j−1s−1x− y|ds =
∫ ∞
1
(
1− t−1)m−1
jt−1 |j−1tx− y|
dt
t2
=
1
j
∫ ∞
1
t−1
(
1− t−1)m−1
|j−1tx− y| dt =
1
j
∫ ∞
1
t−m (t− 1)m−1
|j−1tx− y| dt,
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so that ∫ (∫ 1
0
(1− s)m−1
|x− jsy| ds
)
|y|m q (y) dy = 1
j
∫ ∫ ∞
1
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m
q (y)dy.
Partition the domain of integration using the conical surfaces
µ = j−1 |x| ,
|y| = µt, µ = (1 + ε)µ,
|y| = µt, µ = (1− ε)µ.
These two surfaces partition the domain of integration into three volumes;
U1 =
{
(y, t) : |y| ≤ µt, t ≥ 1} ,
U2 =
{
(y, t) : µt < |y| < µt, t ≥ 1} ,
U3 = {(y, t) : |y| ≥ µt, t ≥ 1} .
 (6.74)
Thus ∫ (∫ 1
0
(1− s)m−1
|x− jsy| ds
)
|y|m q (y) dy = 1
j
∫ ∫ ∞
1
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m q (y) dy
=
1
j
3∑
k=1
∫∫
Uk
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m
q (y) dy, (6.75)
The results are the inequalities 6.76 and 6.77 and 6.80 or less generally 6.86 or 6.87.
?? Integration over U2 must be checked very, very carefully!.
Use 6.73 to expand 1|j−1tx−y| on U3 and U1. To integrate over U2 I had to use spherical coordinates.
Integration over U1 On U1, |y| ≤ µt = (1− ε)µt = (1− ε) j−1t |x| and so
1
|j−1tx− y| =
1
j−1t |x|
∞∑
k=0
( |y|
j−1t |x|
)k
Pk (x̂ŷ) ,
with uniform convergence, and so∫∫
U1
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m
q (y) dy
=
∫∫
U1
t−m (t− 1)m−1
(
1
j−1t |x|
∞∑
k=0
( |y|
j−1t |x|
)k
Pk (x̂ŷ)
)
dt |y|m q (y) dy
≤
∫∫
U1
t−m (t− 1)m−1
(
1
j−1t |x|
∞∑
k=0
( |y|
j−1t |x|
)k
|Pk (x̂ŷ)|
)
dt |y|m q (y) dy
≤
∫∫
U1
t−m (t− 1)m−1
(
1
j−1t |x|
∞∑
k=0
( |y|
j−1t |x|
)k)
dt |y|m q (y) dy
≤
∫∫
U1
t−m (t− 1)m−1
(
1
j−1t |x|
∞∑
k=0
(1− ε)k
)
dt |y|m q (y) dy
=
1
ε
∫∫
U1
t−m (t− 1)m−1 1
j−1t |x|dt |y|
m q (y) dy
=
1
εj−1 |x|
∫∫
U1
t−(m+1) (t− 1)m−1 dt |y|m q (y)dy
≤ j
ε |x|
(∫ ∞
1
t−(m+1) (t− 1)m−1 dt
)(∫
|y|2n−d+1 q (y) dy
)
(6.76)
<∞.
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We know the basis function is continuous so we need only obtain an inequality valid for say |x| ≥ 1.
Integration over U3 On U3, |y| ≥ µt = (1 + ε)µt = (1 + ε) j−1t |x| and so
1
|j−1tx− y| =
1
|y|
∞∑
k=0
(
j−1t |x|
|y|
)k
Pk (x̂ŷ) ,
and so ∫∫
U3
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m q (y) dy
=
∫∫
U3
t−m (t− 1)m−1
(
1
|y|
∞∑
k=0
(
j−1t |x|
|y|
)k
Pk (x̂ŷ)
)
dt |y|m q (y) dy
≤
∫∫
U3
t−m (t− 1)m−1
(
1
|y|
∞∑
k=0
(
j−1t |x|
|y|
)k
|Pk (x̂ŷ)|
)
dt |y|m q (y) dy
≤
∫∫
U3
t−m (t− 1)m−1
(
1
|y|
∞∑
k=0
(
j−1t |x|
|y|
)k)
dt |y|m q (y) dy
≤
∫∫
U3
t−m (t− 1)m−1
(
1
|y|
∞∑
k=0
(
1
1 + ε
)k)
dt |y|m q (y) dy
=
1
1− 11+ε
∫∫
U3
t−m (t− 1)m−1 1|y|dt |y|
m
q (y) dy
=
(
1 +
1
ε
)∫∫
U3
t−m (t− 1)m−1 1|y|dt |y|
m
q (y) dy
≤ 1 + ε
ε
∫∫
U3
t−m (t− 1)m−1 1
(1 + ε) j−1t |x|dt |y|
m q (y)dy
=
j
ε |x|
∫∫
U3
t−(m+1) (t− 1)m−1 dt |y|m q (y) dy
≤ j
ε |x|
(∫ ∞
1
t−(m+1) (t− 1)m−1 dt
)∫
|y|2n−d+1 q (y)dy (6.77)
<∞.
We know the basis function is continuous so we need only obtain an inequality valid for say |x| ≥ 1.
??! Integration over U2 INVESTIGATION IS INCOMPLETE! We have assumed that d ≥ 3. In
this case
U2 =
{
(y, t) : µt < |y| < µt, t ≥ 1}
=
{
(y, t) : (1− ε) j−1 |x| t < |y| < (1 + ε) j−1 |x| t, t ≥ 1} ,
and so ∫∫
U2
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m
q (y)dy =
∫∫
U2
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m
q (y) dy
=
j
|x|
∫∫
U2
t−(m+1) (t− 1)m−1∣∣∣x̂− jyt|x| ∣∣∣ dt |y|
m q (y) dy
Try the change of variables z = jy/ |x|, dz =
(
j
|x|
)d
dy so that
χ (x) :=
∫∫
U2
t−m (t− 1)m−1
|j−1tx− y| dt |y|
m
q (y) dy
=
j
|x|
∫∫
U ′2
t−(m+1) (t− 1)m−1∣∣x̂− zt ∣∣ dt
( |x|
j
|z|
)m
q
( |x|
j
z
)( |x|
j
)d
dz,
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where
U ′2 := {(z, t) : (1− ε) t < |z| < (1 + ε) t, t ≥ 1} .
Let O be a rotation such that Ox = |x| e(d) = |x| (0, 0, . . . , 0, 1). Then
χ (Ox) = j|x|
∫∫
U ′2
t−(m+1) (t− 1)m−1∣∣e(d) − zt ∣∣ dt
( |x|
j
|z|
)m
q
( |x|
j
z
)( |x|
j
)d
dz
: s :=
|x|
j
⇒ (6.78)
=
1
s
∫ ∞
1
|z|=(1+ε)t∫
|z|=(1−ε)t
(s |z|)m q (sz) sd∣∣e(d) − zt ∣∣ dz t−(m+1) (t− 1)m−1 dt. (6.79)
Note that m = 2n− d+ 1.
We could choose the constraint
|z|=(1+ε)t∫
|z|=(1−ε)t
(s |z|)2n−d+1 q (sz) sd∣∣e(1) − zt ∣∣ dz ≤ const, s, t ≥ 1.
s2n+1
|z|=(1+ε)t∫
|z|=(1−ε)t
|z|2n−d+1 q (sz)(
|z′|2 + (1− zd)2
)1/2 dz ≤ const, s, t ≥ 1.
Now try the substitution ζ = z/t. This gives
s2n+1
|ζ|=1+ε∫
|ζ|=1−ε
|tζ|2n−d+1 q (stζ)(
t2 |ζ′|2 + (1− tζd)2
)1/2 tddζ ≤ Cε, s, t ≥ 1.
(ts)
2n+1
|ζ|=1+ε∫
|ζ|=1−ε
|ζ|2n−d+1 q (stζ)(
t2 |ζ′|2 + (1− tζd)2
)1/2 dζ ≤ Cε, s, t ≥ 1.
|ζ|=1+ε∫
|ζ|=1−ε
|ζ|2n−d+1 q (uζ)(
t2 |ζ′|2 + (1− tζd)2
)1/2 dζ ≤ Cεu2n+1 , u, t ≥ 1.
|ζ|=1+ε∫
|ζ|=1−ε
|ζ|2n−d+1 q (uζ)(
t2 |ζ|2 − 2tζd + 1
)1/2 dζ ≤ Cεu2n+1 , u, t ≥ 1. (6.80)
?? Remark ***************************************
Assume |q (ζ)| ≤ c |ζ|−(2n+1) for 1− ε ≤ |ζ| and calculate
|ζ|=1+ε∫
|ζ|=1−ε
|ζ|2n−d+1(
t2 |ζ|2 − 2te(d)ζ + 1
)1/2 dζ,
using Theorem 697:∫
|ζ|≤r
Φ
(
|ζ|2 , âζ
)
dζ = ωd−1
∫ r
0
ρd−1
∫ pi
0
Φ
(
ρ2, ρ cos θ
)
sind−2 θdθdρ,
ωt :=
2πt/2
Γ (t/2)
, t > 0.
ETC.!
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?? ****************************************
The numerator of the integrand can become zero when 1− tζd = 0 and ζ′ = 0 i.e. 1 = tζd and 1−ε ≤ ζd ≤ 1+ε
i.e. t ∈
[
1, 11−ε
]
.
Also ξ = uζ implies inequality 6.80 becomes
1
u2n−d+1
|ξ|=(1+ε)u∫
|ξ|=(1−ε)u
|ξ|2n−d+1 q (ξ)((
t
u
)2 |ξ|2 + 1− 2 tuξd)1/2
dξ
ud
≤ Cε
u2n+1
.
:=>
|ξ|=(1+ε)u∫
|ξ|=(1−ε)u
|ξ|2n−d+1 q (ξ)((
t
u
)2 |ξ|2 + 1− 2 tuξd)1/2 dξ ≤
Cεu
2n−d+1ud
u2n+1
= Cε. (6.81)
Suppose that ξd < 0. Then
|ξ|=(1+ε)u∫
|ξ|=(1−ε)u
|ξ|2n−d+1 q (ξ)((
t
u
)2 |ξ|2 + 1− 2 tuξd)1/2 dξ ≤
|ξ|=(1+ε)u∫
|ξ|=(1−ε)u
|ξ|2n−d+1 q (ξ)
1
dξ <
∫
|·|2n−d+1 q <∞. (6.82)
Thus we are only interested in ξd > 0.
Use spherical coordinates as discussed in the positive order document:
Suppose ξ ∈ Rd and d ≥ 2. The spherical polar coordinate representation is
ξ = ξ (ρ, φ) = ξ (ρ, φ1, φ2, . . . , φd−1) ,
where
ξ1 = ρ sinφ1 sinφ2 . . . sinφd−1,
ξ2 = ρ cosφ1 sinφ2 . . . sinφd−1,
ξ3 = ρ cosφ2 . . . sinφd−1,
...
...
ξd = ρ cosφd−1,

(6.83)
and on Rd,
ρ ≥ 0, − π ≤ φ1 ≤ π, 0 ≤ φ2, . . . , φd−1 ≤ π.
The volume element is
dξ = dξ1dξ2 . . . dξd = ρ
d−1d−1∏
j=2
sinj−1 φjdρdφ,
where dφ = dφ1 · · · dφd−1. Thus
|ξ|=(1+ε)u∫
|ξ|=(1−ε)u
|ξ|2n−d+1 q (ξ) dξ((
t
u
)2 |ξ|2 + 1− 2 tuξd)1/2
=
ρ=(1+ε)u∫
ρ=(1−ε)u
∫ pi/2
0
. . .
∫ pi
0
∫ pi
−pi
ρ2n−d+1q (ξ) ρd−1dρ((
t
u
)2
ρ2 − 2 tuρ cosφd−1 + 1
)1/2 d−1∏
j=1
sinj−1 φjdφ
=
ρ=(1+ε)u∫
ρ=(1−ε)u
∫ pi
0
. . .
∫ pi
0
∫ pi
−pi
ρ2nq (ξ)((
t
uρ
)2 − 2 tuρ cosφd−1 + 1)1/2 dρ
d−1∏
j=1
sinj−1 φjdφ
=
∫ pi
0
. . .
∫ pi
0
∫ pi
−pi
 (1+ε)u∫
(1−ε)u
∫ pi/2
0
ρ2nq (ξ) dθdρ((
t
uρ
)2 − 2 tuρ cos θ + 1)1/2
 d−2∏
j=1
sinj−1 φjdφ′,
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where dφ′ := dφ1 · · · dφd−2 and θ := φd−1. Thus we could apply the constraint
I :=
(1+ε)u∫
(1−ε)u
∫ pi/2
0
ρ2nq (ξ) dθdρ((
t
uρ
)2 − 2 tuρ cos θ + 1)1/2 ≤ C
′
ε, u, t ≥ 1, ∀φ′. (6.84)
Noting 6.83, we can write
I (η′; t, u) =
(1+ε)u∫
(1−ε)u
∫ pi/2
0
ρ2nq (η1ρ sin θ, η2ρ sin θ, . . . , ηd−2ρ sin θ, ρ cos θ) dθdρ((
t
uρ
)2 − 2 tuρ cos θ + 1)1/2 ,
where
η1 = sinφ1 sinφ2 . . . sinφd−2,
η2 = cosφ1 sinφ2 . . . sinφd−2,
η3 = cosφ2 . . . sinφd−2,
...
...
ηd−1 = cosφd−2,
η′ = (η1, . . . , ηd−1) ,
|η′| = 1.

. (6.85)
Thus
I (η′; t, u) =
(1+ε)u∫
(1−ε)u
∫ pi/2
0
ρ2nq ((ρ sin θ) η′, ρ cos θ) dθdρ((
t
uρ
)2 − 2 tuρ cos θ + 1)1/2 ≤ C
′
ε, t, u ≥ 1, |η′| = 1. (6.86)
We have (
t
u
ρ
)2
− 2 t
u
ρ cos θ + 1 =
(
t
u
ρ
)2
− 2 t
u
ρ+ 1 + 2
t
u
ρ− 2 t
u
ρ cos θ
=
(
t
u
ρ− 1
)2
+ 4
t
u
ρ sin2
θ
2
,
and (
t
u
ρ
)2
− 2 t
u
ρ cos θ + 1 =
(
t
u
ρ
)2
− 2 t
u
ρ cos θ + cos2 θ + 1− cos2 θ
=
(
t
u
ρ− cos θ
)2
+ sin2 θ,
so that (
t
u
ρ
)2
− 2 t
u
ρ cos θ + 1 = 0 iff ρ = u/t and θ = 0.
?? Determine for what values of t and u the denominator is positive.
?? Thus if u/t < (1− ε)u i.e. t > 11−ε then ρ > u/t and so
(
t
uρ
)2 − 2 tuρ cos θ + 1 > 0. ETC.
Now employ 2-dim polar coordinates: x1 = ρ cos θ, x2 = ρ sin θ, to get
I (η′; t, u) =
|x|=(1+ε)u∫
|x|=(1−ε)u
x≥0
|x|2n−1 q (η1x2, η2x2, . . . , ηd−2x2, x1) dx1dx2((
t
u
)2 |x|2 − 2 tux1 + 1)1/2 ≤ C
′
ε, t, u ≥ 1, |η′| = 1.
I (η′; t, u) =
|x|=(1+ε)u∫
|x|=(1−ε)u
x≥0
|x|2n−1 q (x2η′, x1) dx1dx2((
t
u
)2 |x|2 − 2 tux1 + 1)1/2 ≤ C
′
ε, t, u ≥ 1, |η′| = 1. (6.87)
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6.4 Bessel and MacDonald’s function formulas for the basis function.
In this section we derive several formulas for the central difference basis function which involve the Bessel functions
J d−2
2
and the MacDonald’s functions Kn−d2 .
Theorem 279 Suppose w is a central difference weight function generated by n, l, q. Then when d ≥ 2 the basis
function is given by:
Gc (x) =
1
(2pi)d/2
∫ ∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22 (|x− jτ | r)
(|x− jτ | r) d−22
 dr
r2n−d+1
q (τ) dτ.
Proof. From 6.15,
1
w (ξ)
= 2
2l
(2pi)d/2
1
|ξ|2n
∫
sin2l
(
ξτ
2
)
q (τ) dτ,
and so
Gc (x) =
1
(2pi)d/2
∫
eixξ
w (ξ)
dξ = 2
2l
(2pi)d
∫
eixξ
|ξ|2n
∫
sin2l
(
ξτ
2
)
q (τ) dτdξ.
But 1/w ∈ L1 so ∫ dξw(ξ) = 22l(2pi)d ∫ 1|ξ|2n ∫ sin2l ( ξτ2 ) q (τ) dτdξ < ∞ and thus the integral for Gc is absolutely
convergent so by Fubini’s theorem
Gc (x) =
22l
(2pi)d/2
∫ (
1
(2π)
d/2
∫
eixξ
sin2l (ξτ/2)
|ξ|2n dξ
)
q (τ) dτ.
From 6.26, sin
2l(ξτ/2)
|ξ|2n ∈ L1, so
Gc (x) =
22l
(2pi)d/2
∫
F−1ξ
[
sin2l (ξτ/2)
|ξ|2n
]
(x) q (τ) dτ.
From part 3 of Lemma 267,
22l sin2l (ξτ/2) = ∆2l,τ
(
eiξτ
)
=
l∑
j=−l
(−1)j ( 2lj+l)e−ijξτ ,
and hence, since 2n > d,
22l
∫
eixξ
sin2l (ξτ/2)
|ξ|2n dξ = limε→0+
∫
|ξ|≥ε
eixξ
22l sin2l (ξτ/2)
|ξ|2n dξ
= lim
ε→0+
∫
|ξ|≥ε
eixξ
l∑
j=−l
(−1)j ( 2lj+l)e−ijξτ dξ|ξ|2n
= lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) ∫|ξ|≥ε e
i(x−jτ)ξ
|ξ|2n dξ.
?? Expand e−ijξτ using a Taylor series?
From Corollary 698 we have
1
(2pi)d/2
∫
|x|≥ε
eiξxf (|x|) dx =
∞∫
ε
J d−2
2
(|ξ| r)
(|ξ| r) d−22
rd−1f (r) dr, f ∈ L1 (Bcr) ,
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which implies
Gc (x) =
22l
(2pi)d/2
∫ (
1
(2pi)d/2
∫
eixξ
sin2l (ξτ/2)
|ξ|2n dξ
)
q (τ) dτ
= 1
(2pi)d/2
∫ (
22l
(2pi)d/2
∫
eixξ
sin2l (ξτ/2)
|ξ|2n dξ
)
q (τ) dτ
= 1
(2pi)d/2
∫  1
(2pi)d/2
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) ∫|ξ|≥ε e
i(x−jτ)ξ
|ξ|2n dξ
 q (τ) dτ (6.88)
= 1
(2pi)d/2
∫  lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) 1(2pi)d/2 ∫|ξ|≥ε e
i(x−jτ)ξ
|ξ|2n dξ
 q (τ) dτ
= 1
(2pi)d/2
∫  lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l)
∞∫
ε
J d−2
2
(|x− jτ | r)
(|x− jτ | r) d−22
rd−1
r2n
dr
 q (τ) dτ
= 1
(2pi)d/2
∫  lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l)
∞∫
ε
J d−2
2
(|x− jτ | r)
(|x− jτ | r) d−22
dr
r2n−d+1
 q (τ) dτ (6.89)
= 1
(2pi)d/2
∫
lim
ε→0+
∞∫
ε
 l∑
j=−l
(−1)j ( 2lj+l)J d−22 (|x− jτ | r)
(|x− jτ | r) d−22
 dr
r2n−d+1
q (τ) dτ
= 1
(2pi)d/2
∫ ∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22 (|x− jτ | r)
(|x− jτ | r) d−22
 dr
r2n−d+1
q (τ) dτ. (6.90)
Remark 280 In ONE dimension, using the Taylor series expansion 3.2 ??,
eixξ =
∑
k≤2l−1
(ixξ)k
k!
+
√
2π
(2l− 1)! (ixξ)
2l ĝ2l−1 (xξ) .
lim
ε→0+
∫
|ξ|≥ε
eixξ
l∑
j=−l
(−1)j ( 2lj+l)e−ijξτ dξξ2n = limε→0+
∫
|ξ|≥ε
eixξ
l∑
j=−l
(−1)j ( 2lj+l)
( √
2π
(2l− 1)! (ijτξ)
2l
ĝ2l−1 (jτξ)
)
dξ
ξ2n
.
Use 3.7.
If we assume that q is radial then the formula of Theorem 279 can be expressed as:
Corollary 281 Radial version Theorem 279:
(Gc)⊙ (σ)
=
ωd−1
(2pi)d/2
∞∫
0
pi∫
0
∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22
((
σ2 − 2jσρ cos θ + j2ρ2) r)
((σ2 − 2jσρ cos θ + j2ρ2) r) d−22
 ρd−1q⊙ (ρ)
r2n−d+1
sind−2 θdrdθdρ,
Proof. From Theorem 279,
Gc (x) =
1
(2pi)d/2
∫ ∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22 (|x− jτ | r)
(|x− jτ | r) d−22
 dr
r2n−d+1
q (τ) dτ.
Write |x− jτ |2 = |x|2 − 2jxτ + j2 |τ |2. From Theorem 697,∫
Φ
(
|τ |2 , ξτ
)
dτ = ωd−1
∫ ∞
0
ρd−1
∫ pi
0
Φ
(
ρ2, |ξ| ρ cos θ) sind−2 θdθdρ,
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and here
Φ (a, b) =
∞∫
0

l∑
j=−l
(−1)j ( 2lj+l)J d−22
((
|x|2 − 2jb+ j2a
) 1
2
r
)
((
|x|2 − 2jb+ j2a
) 1
2
r
) d−2
2
 drr2n−d+1 q⊙ (√a) ,
so
Gc (x)
=
ωd−1
(2pi)d/2
∞∫
0
pi∫
0
∞∫
0

l∑
j=−l
(−1)j ( 2lj+l)J d−22
((
|x|2 − 2j |x| ρ cos θ + j2ρ2
) 1
2
r
)
((
|x|2 − 2j |x| ρ cos θ + j2ρ2
) 1
2
r
) d−2
2
 drr2n−d+1 ρd−1q⊙ (ρ) sind−2 θdθdρ,
and
(Gc)⊙ (σ)
=
ωd−1
(2pi)d/2
∞∫
0
pi∫
0
∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22
((
σ2 − 2jσρ cos θ + j2ρ2) 12 r)(
(σ2 − 2jσρ cos θ + j2ρ2) 12 r
) d−2
2
 ρd−1q⊙ (ρ)r2n−d+1 sind−2 θdrdθdρ.
The next theorem is a result where the basis function is expressed in terms of the MacDonald’s function Kλ
(also called the modified Bessel function of the third kind). This formula is a bit different to the previous results.
?? This result could be redone using the inverse Fourier transform of 1
(1+|ξ|2)n . See Subsection
1.2.5.
Theorem 282 ??
Gc (x) =
1
(2pi)
d
2 2n−1Γ(n)
∫
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) |x− jτ |n−1 Kn− d2 (ε |x− jτ |)
εn−
d
2
q (τ) dτ.
Proof. ?? Repeat the proof of Theorem 279 until equation 6.88 where ε was introduced. Instead we now write
Gc (x) =
1
(2pi)d/2
∫  1
(2pi)d/2
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) ∫ ei(x−jτ)ξ(
ε2 + |ξ|2
)n dξ
 q (τ) dτ,
and using the same spherical function formulas obtain
Gc (x) =
1
(2pi)d/2
∫
lim
ε→0+
∞∫
0
 l∑
j=−l
(−1)j ( 2lj+l)J d−22 (|x− jτ | r)
(|x− jτ | r) d−22
 rd−1dr
(ε2 + r2)
n q (τ) dτ
= 1
(2pi)d/2
∫
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l)
∞∫
0
J d−2
2
(|x− jτ | r)
(|x− jτ | r) d−22
rd−1dr
(ε2 + r2)
n q (τ) dτ.
the inner integral can be eliminated using identity 6.565.4 of Gradshteyn and Ryzhik [28]:
∞∫
0
Jν (br) r
ν+1
(a2 + r2)µ+1
dr =
aν−µbµ
2µΓ (µ+ 1)
Kν−µ (ab) , −1 < ν < 2µ+ 3
2
, a, b > 0,
where Kν−µ = Kµ−ν is the modified Bessel function of the third kind - see Theorem 14.
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In our case b = |x− jτ |, a = ε, µ = n− 1, ν = d−22 , ν − µ = d−22 − n+ 1 = d2 − n < 0 so
Gc (x) =
1
(2pi)
d
2
∫
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l)ε d2−n |x− jτ |n−12n−1Γ (n) K d2−n (ε |x− jτ |) q (τ) dτ
= 1
(2pi)
d
2 2n−1Γ(n)
∫
lim
ε→0+
l∑
j=−l
(−1)j ( 2lj+l) |x− jτ |n−1 Kn− d2 (ε |x− jτ |)
εn−
d
2
q (τ) dτ.
6.4.1 Comments
1. See Remark 204.
2. Can the generalized central difference operator 6.1 be used to characterize locally the data spaces associated
with multivariate central difference weight functions introduced in Definition 268 - especially the radial case?
3. Can a combination of tensor product and radial central difference operators be used to characterize some
of the positive order data function spaces?
4. How are the multivariate central difference weight functions, introduced in Definition 268, related to the
results which characterize the Sobolev spaces in a pointwise sense - see. Bojarski and Haj lasz [12], Bojarski,
Haj lasz and Strzelecki [13], Bojarski [10], [11] and Haj lasz [30], [31]. Here a central difference operator
approximates the Taylor series remainder and the maximal function is used. This involves concepts such as
Bessel capacity and Lebesgue points.
6.5 A basis function formula derived using a tempered distribution Taylor
series expansion and the subspaces S∅,k of S
These results extend the 1-dimensional results of Subsection 5.3.4 to higher dimensions. We use the tempered
distribution Taylor series expansion introduced in Section 3.2 and the theory of the Schwartz subspaces S∅,k ⊂ S
introduced in Definition 421 to expand a convolution of the thin plate spline and the function q and thus prove the
Taylor series basis function formula given in Theorem 283. The formula is true modulo a polynomial with degree
≤ d− 2. We will make use of the basic Fourier transform properties given in Definition 682 of the Appendix. The
L1loc Taylor series expansion of Lemma 174 is then used to obtain the Taylor series integral remainder formula
6.103 for the basis function which is again true modulo a polynomial with degree ≤ d− 2.
Recall that this basis function Gc is generated by the parameters n, l and a non-negative L
1 function q 6= 0.
From Theorem 270 we must have 0 < 2n− d ≤ 2l and ∫ |·|k q < 0 for 0 ≤ k ≤ 2n− d.
Suppose q ∈ L1 (Rd). Then q̂ ∈ C(0)B (Rd) and by definition
∆2lq̂ (ξ) =
l∑
j=−l
(−1)j ( 2lj+l)q̂ (−jξ) .
The tempered distribution formula 3.10 states that if f ∈ S′ then
f (·+ ξ)−
∑
|α|≤m
ξα
α!
Dαf =
√
2π
m!
(
(i (ξ, ·))m+1 ĝm ((ξ, ·)) f̂
)∨
, m = 0, 1, 2, . . . ,
and when f is replaced by f̂ ,
f̂ (·+ ξ)−
∑
|α|≤m
ξα
α!
Dαf̂ =
√
2π
m!
(
(i (ξ, ·))m+1 ĝm ((ξ, ·)) f
)∨
,
where f is the distribution extension of f (x) = f (−x).
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In particular, when |·|k q ∈ L1 for k ≤ m, Lemma 28 implies q̂ ∈ C(m)B and
q̂ (·+ ξ)−
∑
|α|≤m
ξα
α!
Dαq̂ =
√
2π
m!
F−1η
[
(iξη)
m+1
ĝm (ξη) q (−η)
]
,
and consequently
q̂ (ξ)−
∑
|α|≤m
ξα
α!
Dαq̂ (0) =
√
2π
m!
F−1η
[
(iξη)
m+1
ĝm (ξη) q (−η)
]
(0) .
From part 4 of Lemma 169, for each ξ,∣∣∣(iξη)m+1 ĝm (ξη) q (−η)∣∣∣ = |ξη|m+1 |ĝm (ξη)| q (−η)
≤ |ξη|m+1 cm√
2π
1
1 + |ξη|q (−η)
=
cm√
2π
|ξη|m q (−η)
∈ L1,
and so
q̂ (ξ)−
∑
|α|≤m
ξα
α!
Dαq̂ (0) =
1
m!
∫
(iξη)
m+1
ĝm (ξη) q (−η) dη.
The next step is to use the operator ∆2l. Choose m = 2n− d so that m < 2l and
∆2lq̂ (ξ) = ∆2l
q̂ (ξ)− ∑
|α|≤m
ξα
α!
Dαq̂ (0)

=
1
(2n− d)!∆2l,ξ
∫
(iξη)2n−d+1 ĝ2n−d (ξη) q (−η) dη
=
1
(2n− d)!
l∑
j=−l, j 6=0
(−1)j ( 2lj+l) ∫ (−ijξη)2n−d+1 ĝ2n−d (−jξη) q (−η) dη
=
(−1)n
(2n− d)!
l∑
j=−l, j 6=0
(−1)j ( 2lj+l) ∫ (jξη)2n−d+1 ĝ2n−d (jξη) q (η) dη
=
(−1)n
(2n− d)!
l∑
j=−l, j 6=0
(−1)j
|j|d
(
2l
j+l
) ∫
(ξτ)
2n−d+1
ĝ2n−d (ξτ) q
(
1
j τ
)
dτ
=
(−1)n
(2n− d)!
∫
(ξτ)
2n−d+1
ĝ2n−d (ξτ)
l∑
j=−l, j 6=0
(−1)j
|j|d
(
2l
j+l
)
q
(
1
j τ
)
dτ
=
(−1)n
(2n− d)!
∫
(ξτ)
2n−d+1
ĝ2n−d (ξτ) ql (τ) dτ, (6.91)
where the even function
ql (τ) :=
l∑
j=−l, j 6=0
(−1)j
|j|d
(
2l
j+l
)
q
(
1
j τ
)
, (6.92)
is the analogue of the ql introduced in Theorem 232.
By definition
Ĝc (ξ) =
∆2lq̂ (ξ)
|ξ|2n =
(−1)n
(2n− d)!
∫
(ξτ)2n−d+1
|ξ|2n ĝ2n−d (ξτ) ql (τ) dτ,
and so [
Ĝc, φ
]
=
(−1)n
(2n− d)!
∫ ∫
(ξτ)2n−d+1
|ξ|2n ĝ2n−d (ξτ) ql (τ) dτ φ (ξ) dξ, φ ∈ S. (6.93)
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I now want to change the order of integration using Fubini’s theorem.
If φ ∈ S∅,1:
∫ ∫ ∣∣∣∣∣ (ξτ)2n−d+1|ξ|2n ĝ2n−d (ξτ) ql (τ)φ (ξ)
∣∣∣∣∣ dξdτ
=
∫ ∫ ∣∣∣∣∣ (ξτ)2n−d|ξ|2n−d |ξ|d (ξτ) ĝ2n−d (ξτ) ql (τ)φ (ξ)
∣∣∣∣∣ dξdτ
=
∫ ∫ ∣∣∣∣∣(ξ̂τ)2n−d (ξτ) ĝ2n−d (ξτ) ql (τ) φ (ξ)|ξ|d
∣∣∣∣∣ dξdτ
=
∫ ∫ ∣∣∣∣∣(ξτ) ĝ2n−d (ξτ) φ (ξ)|ξ|d
(
ξ̂τ
)2n−d
ql (τ)
∣∣∣∣∣ dξdτ
≤
∫ ∫ ∣∣∣∣∣(ξτ) ĝ2n−d (ξτ) φ (ξ)|ξ|d
∣∣∣∣∣ dξ |τ |2n−d ql (τ) dτ
≤ ∥∥sĝ2n−d (s)∥∥∞
(∫ |φ (ξ)|
|ξ|d
dξ
)∫
|τ |2n−d ql (τ) dτ
=
∥∥sĝ2n−d (s)∥∥∞
(∫
|ξ|≤1
|φ (ξ)|
|ξ|
1
|ξ|d−1
dξ +
∫
|ξ|≥1
|φ (ξ)|
|ξ|d
dξ
)∫
|τ |2n−d ql (τ) dτ
: part 4 of Lemma 169, inequality 9.13 =>
<∞. (6.94)
If q has bounded support and φ ∈ S:
∫ ∫ ∣∣∣∣∣(ξτ)2n−d+1|ξ|2n ĝ2n−d (ξτ) ql (τ)φ (ξ)
∣∣∣∣∣ dξdτ
=
∫ ∫ ∣∣∣∣∣ (ξτ)2n−d+1|ξ|2n−d+1 |ξ|d−1 (ξτ) ĝ2n−d (ξτ) ql (τ)φ (ξ)
∣∣∣∣∣ dξdτ
=
∫ ∫ ∣∣∣∣∣(ξ̂τ)2n−d+1 (ξτ) ĝ2n−d (ξτ) ql (τ) φ (ξ)|ξ|d−1
∣∣∣∣∣ dξdτ
=
∫ ∫ ∣∣∣∣∣(ξτ) ĝ2n−d (ξτ) φ (ξ)|ξ|d−1
(
ξ̂τ
)2n−d+1
ql (τ)
∣∣∣∣∣ dξdτ
≤
∫ ∫ ∣∣∣∣∣(ξτ) ĝ2n−d (ξτ) φ (ξ)|ξ|d−1
∣∣∣∣∣ dξ |τ |2n−d+1 ql (τ) dτ
≤ ∥∥sĝ2n−d (s)∥∥∞
(∫ |φ (ξ)|
|ξ|d−1
dξ
)∫
|τ |2n−d+1 ql (τ) dτ
=
∥∥sĝ2n−d (s)∥∥∞
(∫
|ξ|≤1
|φ (ξ)|
|ξ|d−1
dξ +
∫
|ξ|≥1
|φ (ξ)|
|ξ|d−1
dξ
)∫
|τ |2n−d+1 ql (τ) dτ
≤ ∥∥sĝ2n−d (s)∥∥∞
(
‖φ‖∞
∫
|ξ|≤1
dξ
|ξ|d−1
+
∫
|ξ|≥1
|φ (ξ)|
|ξ|d−1
dξ
)∫
|τ |2n−d+1 ql (τ) dτ
: q has bounded support, part 4 of Lemma 169, inequality 9.13 =>
<∞.
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Thus
[
Ĝc, φ
]
=
(−1)n
(2n− d)!
∫ ∫
(ξτ)2n−d+1
|ξ|2n ĝ2n−d (ξτ) ql (τ) dτ φ (ξ) dξ
=
(−1)n
(2n− d)!
∫ (∫
1
|ξ|2n (ξτ)
2n−d+1
ĝ2n−d (ξτ)φ (ξ) dξ
)
ql (τ) dτ. (6.95)
Observe that for all τ  6= 0, φ ∈ S∅,d−1 implies (ξτ)2n−d+1 ĝ2n−d (ξτ)φ (ξ) ∈ S∅,2n and so from part 1 of Lemma
272,
∫
1
|ξ|2n (ξτ)
2n−d+1
ĝ2n−d (ξτ)φ (ξ) dξ
=
1
cn,d
[
T̂n, (ξτ)
2n−d+1
ĝ2n−d (ξτ)φ (ξ)
]
=
1
cn,d
[
Tn, Fξ
[
(ξτ)
2n−d+1
ĝ2n−d (ξτ)φ (ξ)
]]
(6.96)
=
(−1)n− 12 (d−1)
cn,d
∫
Tn (ζ)Fξ
[
̂D2n−d+1g2n−d (ξτ)φ (ξ)
]
(ζ) dζ
=
(−1)n− 12 (d−1)
cn,d
∫
Tn (ζ)Fξ
[
̂D2n−d+1g2n−d (ξτ)φ (ξ)
]
(ζ) dζ
=
(−1)n
cn,d
∫
Tn (ζ)Fξ
[
̂D2n−d+1g2n−d (ξτ)φ (ξ)
]
(ζ) dζ
=
(−1)n
cn,d
[
Tn, Fξ
[
̂D2n−d+1g2n−d (ξτ)φ (ξ)
]]
=
(−1)n
cn,d
[
Tn, Fξ
[
̂D2n−d+1g2n−d (ξτ)φ (ξ)
]]
. (6.97)
Note that since d ≥ 2, φ ∈ S∅,d−1 implies φ ∈ S∅,1 which was assumed above to prove 6.94. Note also that
it is not sufficient to assume that q has bounded support.
From part 8 of Lemma 169:
̂Dm+1gm (t) = (−1)m+1 m!√
2π
e−it − ∑
k≤m
(−it)k
k!
 , m ≥ 0.
=⇒
̂D2n−d+1g2n−d (ξτ) =
(2n− d)!√
2π
e−iξτ − ∑
k≤2n−d
(−iξτ)k
k!
 .
̂D2n−d+1g2n−d (ξτ) =
(2n− d)!√
2π
eiξτ − ∑
k≤2n−d
(iξτ)
k
k!
 .
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Thus
Fξ
[
̂D2n−d+1g2n−d (ξτ)φ (ξ)
]
=
(2n− d)!√
2π
Fξ
eiξτ − ∑
k≤2n−d
(iξτ)
k
k!
φ (ξ)

=
(2n− d)!√
2π
Fξ
eiξτφ (ξ)− ∑
k≤2n−d
1
k!
(iξτ)k φ (ξ)

=
(2n− d)!√
2π
φ̂ (ζ − τ)− ∑
k≤2n−d
1
k!
(−iτD)k φ̂ (ζ)

=
(2n− d)!√
2π
φ̂ (ζ − τ)− ∑
k≤2n−d
1
k!
(τD)
k
φ̂ (ζ)
 ,
and as a consequence 6.97 becomes∫
1
|ξ|2n (ξτ)
2n−d+1
ĝ2n−d (ξτ)φ (ξ) dξ
=
(−1)n
cn,d
Tn, (2n− d)!√
2π
φ̂ (· − τ) − ∑
k≤2n−d
1
k!
(τD)k φ̂

=
(−1)n
cn,d
(2n− d)!√
2π
Tn, φ̂ (· − τ)− ∑
k≤2n−d
1
k!
(τD)k φ̂
 (6.98)
=
(−1)n
cn,d
(2n− d)!√
2π
[Tn, φ̂ (· − τ)]−
Tn, ∑
k≤2n−d
1
k!
(τD)k φ̂

=
(−1)n
cn,d
(2n− d)!√
2π
[Tn (·+ τ) , φ̂]− ∑
k≤2n−d
1
k!
[
Tn, (τD)
k
φ̂
]
=
(−1)n bn,k
cn,d
(2n− d)!√
2π
[Tn (·+ τ) , φ̂]− ∑
k≤2n−d
1
k!
[
(τD)
k
Tn, φ̂
]
=
(−1)n
cn,d
(2n− d)!√
2π
Tn (·+ τ) − ∑
k≤2n−d
1
k!
(τD)
k
Tn, φ̂

=
(−1)n
cn,d
(2n− d)!√
2π
∫ Tn (ζ + τ)− ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
 φ̂ (ζ) dζ. (6.99)
This means 6.95 becomes[
Ĝc, φ
]
=
(−1)n
(2n− d)!
∫ (∫
1
|ξ|2n (ξτ)
2n−d+1
ĝ2n−d (ξτ)φ (ξ) dξ
)
ql (τ) dτ
=
(−1)n
(2n− d)!
∫ (
(−1)n
cn,d
(2n− d)!√
2π
∫ ( Tn (ζ + τ)−
− ∑
k≤2n−d
1
k! (τD)
k
Tn (ζ)
)
φ̂ (ζ) dζ
)
ql (τ) dτ
=
1√
2π
1
cn,d
∫ ∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
 φ̂ (ζ) dζ
 ql (τ) dτ. (6.100)
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Once again we want to use Fubini’s theorem to change the order of integration by showing the integrand is in
L1
(
R2d
)
. In fact
∫ ∫ ∣∣∣∣∣∣
Tn (ζ + τ)− ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
 φ̂ (ζ)
∣∣∣∣∣∣ dζ ql (τ) dτ
≤
∫ ∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
∣∣∣φ̂ (ζ)∣∣∣ dζ ql (τ) dτ
= (−1)n− d−12
∫ ∫ |ζ + τ |2n−d + ∑
k≤2n−d
1
k!
∣∣∣(τD)k |ζ|2n−d∣∣∣
 ∣∣∣φ̂ (ζ)∣∣∣ dζ ql (τ) dτ
≤ (−1)n− d−12
∫ ∫ |ζ + τ |2n−d + ∑
k≤2n−d
|τ |k
k!
∣∣∣(τ̂D)k |ζ|2n−d∣∣∣
 ∣∣∣φ̂ (ζ)∣∣∣ dζ ql (τ) dτ
: part 3 of Lemma 272 =>
≤
∫ ∫ |ζ + τ |2n−d + ∑
k≤2n−d
|τ |k
k!
c′k |ζ|2n−d−k
∣∣∣φ̂ (ζ)∣∣∣ dζ ql (τ) dτ
≤
∫ (∫
|ζ + τ |2n−d
∣∣∣φ̂ (ζ)∣∣∣ dζ) ql (τ) dτ+
+
∑
k≤2n−d
c′k
k!
(∫
|ζ|2n−d−k
∣∣∣φ̂ (ζ)∣∣∣ dζ)∫ |τ |k ql (τ) dτ (6.101)
<∞.
Thus we can apply Fubini’s and reverse the order of integration in 6.100 to get[
Ĝc, φ
]
=
1√
2π
1
cn,d
∫ ∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
 φ̂ (ζ) dζ
 ql (τ) dτ
=
1√
2π
1
cn,d
∫ ∫ Tn (ζ + τ)− ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
 ql (τ) dτ φ̂ (ζ) dζ,
and so [
Gc, φ̂
]
=
1√
2π
1
cn,d
∫ ∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τD)k Tn (ζ)
 ql (τ) dτ φ̂ (ζ) dζ
for all φ ∈ S∅,d−1. Part 3 of Theorem 422 now implies that
Gc (ζ) =
1√
2π
1
cn,d
∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τD)
k
Tn (ζ)
 ql (τ) dτ + pc (ζ) ,
for some polynomial pc with deg pc ≤ d− 2.
If we can show that
lim
|ζ|→∞
∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τDζ)
k Tn (ζ)
 ql (τ) dτ = 0,
then Gc (∞) = 0 implies the polynomial pc is zero.
Thus we have proven:
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Theorem 283 Suppose q, n and l define a multivariate central difference weight function introduced in Definition
268. Then if ql is defined by 6.92, the basis function is given by
Gc (ζ) =
1√
2π
1
cn,d
∫ Tn (ζ + τ) − ∑
k≤2n−d
1
k!
(τDζ)
k
Tn (ζ)
 ql (τ) dτ + pc (ζ) , (6.102)
where cn,d is given by Lemma 273 and pc is a unique polynomial with deg pc ≤ d− 2.
Further
Gc (ζ) =
1√
2π
1
cn,d
1
(2n− d)!
∫ (∫ 1
0
g2n−d (s)
(
(τ̂D)
2n−d+1
Tn
)
(ζ + sτ) ds
)
|τ |2n−d+1 ql (τ) dτ+
+ pc (ζ) . (6.103)
Proof. The proof of 6.102 precedes the statement of this theorem. It remains to prove 6.103.
From Lemma 174: Since DαTn ∈ L1loc for |α| ≤ 2n− d+ 1, in the sense of distributions
Tn (ζ + τ) −
∑
k≤2n−d
(τD)
k
k!
Tn (ζ) =
1
(2n− d)!
∫ 1
0
g2n−d (s)
(
(τD)
2n−d+1
Tn
)
(ζ + sτ) ds.
Thus 6.102 becomes
Gc (ζ)
=
1√
2π
1
cn,d
1
(2n− d)!
∫ (∫ 1
0
g2n−d (s)
(
(τD)
2n−d+1
Tn
)
(ζ + sτ) ds
)
ql (τ) dτ + pc (ζ)
=
1√
2π
1
cn,d
1
(2n− d)!
∫ (∫ 1
0
g2n−d (s)
(
(τ̂D)2n−d+1 Tn
)
(ζ + sτ) ds
)
|τ |2n−d+1 ql (τ) dτ + pc (ζ) ,
as claimed.
Remark 284 Compare this result with Theorem 274 above.
Remark 285 ?? To calculate the constant try ζ = t1̂. USE 6.73. Use techniques used to derive Theorem 276.
SEE CALCULATIONS IN THE . . . 2014 01 09 DOCUMENT.
Remark 286 Perhaps Section Sect invers Fourier of the positive order document might have useful results.
The equation 6.100 can be written in terms of the translation operator and the operator Q∅,2n−d.
From 6.95 and 6.98: if φ ∈ S∅,d−1 then
[
Ĝc, φ
]
=
1
cn,d
√
2π
∫ Tn, φ̂ (· − τ) − ∑
k≤2n−d
1
k!
(τD)k φ̂
 ql (τ) dτ.
6.6 ??? Characterizing the data space locally - unfinished
In this section I have made a start at characterizing the data space locally. This is by analogy with the results
of Section 2.9. Indeed, from 2.103 the tensor product central difference operator satisfies∥∥δ2l121 f∥∥ws,0 ≤ 4ld ∥∥Dn1f∥∥2 ≤ 4ld ‖f‖Wn1 .
Here the multivariate central difference operator satisfies
wc (ξ) =
|ξ|2n
∆2lq̂ (ξ)
,
∥∥δ2l21f∥∥2wc,0 = ∫ wc ∣∣∣δ̂2l21f ∣∣∣2 = ∫ |·|2n∆2lq̂
∣∣∣δ̂2l21f ∣∣∣2 .
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But
δ21f (x) = f
(
x+
2
2
1
)
− f
(
x− 2
2
1
)
= f (x+ 1)− f (x− 1) =⇒
δ̂21f (ξ) =
(
ei1ξ − e−i1ξ) f̂ (ξ) = 2i sin1ξ f̂ (ξ) =⇒
δ̂2l21f (ξ) = (−1)l 22l sin2l 1ξ f̂ (ξ) ,
∥∥δ2l21f∥∥2wc,0 = ∫ wc (ξ) 24l sin4l 1ξ ∣∣∣f̂ (ξ)∣∣∣2 dξ
= 24l
∫
wc (ξ)
sin4l 1ξ
|ξ|2n |ξ|
2n
∣∣∣f̂ (ξ)∣∣∣2 dξ
≤ 24l
∥∥∥∥∥wc (ξ) sin4l 1ξ|ξ|2n
∥∥∥∥∥
∞
∫
|ξ|2n
∣∣∣f̂ (ξ)∣∣∣2 dξ
= 24l
∥∥∥∥∥wc (ξ) sin4l 1ξ|ξ|2n
∥∥∥∥∥
∞
∑
|α|=n
1
α!
∫ ∣∣∣D̂αf ∣∣∣2 .
Also ∥∥δ2l21f∥∥2wc,0
=
∫
wc (ξ) 2
4l sin4l 1ξ
∣∣∣f̂ (ξ)∣∣∣2 dξ
= 24l
∫
|ξ|≤r
wc (ξ) sin
4l 1ξ
∣∣∣f̂ (ξ)∣∣∣2 dξ + 24l ∫
|ξ|≥r
wc (ξ) sin
4l 1ξ
∣∣∣f̂ (ξ)∣∣∣2 dξ
≤
∫
|ξ|≤r
wc (ξ) |1ξ|4l
∣∣∣f̂ (ξ)∣∣∣2 dξ + ∫
|ξ|≥r
wc (ξ)
|ξ|2n |ξ|
2n
∣∣∣f̂ (ξ)∣∣∣2 dξ
≤ |1|4l
∫
|ξ|≤r
wc (ξ) |ξ|4l
∣∣∣f̂ (ξ)∣∣∣2 dξ + ∫
|ξ|≥r
wc (ξ)
|ξ|2n |ξ|
2n
∣∣∣f̂ (ξ)∣∣∣2 dξ
≤
(
d2lmax
Br
wc |·|4l
) ∫
|·|≤r
∣∣∣f̂ ∣∣∣2 +(max
Bcr
wc
|·|2n
) ∫
|·|≥r
|·|2n
∣∣∣f̂ ∣∣∣2
≤
(
d2lmax
Br
wc |·|4l
)∫ ∣∣∣f̂ ∣∣∣2 +(max
Bcr
wc
|·|2n
)∫
|·|2n
∣∣∣f̂ ∣∣∣2
≤ max
{
d2lmax
Br
wc |·|4l ,max
Bcr
wc
|·|2n
}∫ (
1 + |·|2
)n ∣∣∣f̂ ∣∣∣2
= max
{
d2lmax
Br
wc |·|4l ,max
Bcr
wc
|·|2n
}
‖f‖2Wn .
If q is radial then q̂ is radial and we can expand q̂ about the origin using Theorem 690 and obtain a remainder
containing the factor |·|2n.
7
The Exact smoother
7.1 Introduction
We call this well-known basis function smoother the Exact smoother because the smoother studied in the next
chapter approximates it. We will assume the basis function is real-valued and that the weight function
has property W02. The Exact smoother minimizes the functional
ρ ‖f‖2w,0 +
1
N
N∑
i=1
∣∣∣f(x(i))− yi∣∣∣2 , f ∈ X0w,
over the data (function) space X0w where ρ > 0 is termed the smoothing coefficient. It is shown that this
problem, like the interpolation problem, has a unique basis function solution in the space WG,X . The finite
dimensionality of the solution allows us to derive matrix equations for the coefficients αi of the data-translated
basis functions.
Following the example of the interpolation semi-inner product (f − IXf, g)w,0 of Definition 110 of 2 and it’s
sequel I will define the semi-inner product (SXf, g)w,0 and inner product (f − SXf, g)w,0 and use these to study
the value and the error of the Exact smoother respectively. These expressions are useful because (SXf,Rx)w,0 =
(SXf) (x) and (f − SXf,Rx)w,0 = (f − SXf) (x) and because of the power of Hilbert space theory. An outcome
of this approach are the general Exact smoother bounds 7.15 and the convergence estimates of Corollary 310.
Then using these estimates three estimates are derived for the order of the pointwise error of the Exact
smoother w.r.t. its data function: Types 1 and 2 estimates and the distribution Taylor series estimates do not
assume unisolventX data and one does. When ρ = 0 these estimates correspond to interpolation results of Section
2.6 and the Exact smoother convergence orders and the constants are the same as those for the interpolation
case which are given in the interpolation tables 1, 2, 3 and 6.
Type 1 error estimates When the weight function has property W02 for κ ≥ 0 it is assumed that the basis
function satisfies an inequality of the form 1 and that the data region is a closed bounded infinite set K. In this
case it is shown in Corollary 312 that the Exact smoother se of the data function f satisfies the error estimate
|f (x)− se (x)| ≤ ‖f‖w,0
(√
ρN + kG (hX,K)
s
)
, x ∈ K,
when hX,K = sup
x∈K
dist (x,X) ≤ hG and kG = (2π)−d/4
√
2CG.
Type 2 error estimates If it is only assumed that κ ≥ 1 then it is shown in Theorem 315 that
|f (x)− se (x)| ≤ ‖f‖w,0
(√
ρN + kGhX,K
)
, x ∈ K,
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when hX,K <∞ and kG = (2π)−d/4
√
−
(
|D|2G
)
(0)
√
d.
Error estimates using Taylor series and unisolvency Suppose the weight function has property W02 for some
parameter κ ≥ 1 and X is contained in a bounded data region Ω. For sufficiently dense data each sufficiently
small ball contains a minimal unisolvent subset of X of order ⌊κ⌋ Then using results from the Lagrange theory
of Lagrange interpolation we show in Theorem 319 that there exist constants K ′Ω,m, kG > 0 such that
|f (x)− se (x)| ≤ ‖f‖w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
⌊κ⌋)
, x ∈ Ω,
when hX,Ω = sup
x∈Ω
dist (x,X) ≤ hG.
These theoretical results will be illustrated using the weight function examples from the interpolation chap-
ter, namely the radial shifted thin-plate splines, Gaussian and Sobolev splines and the tensor product
extended B-splines. We will also use the central difference weight functions from Chapter 5.
Numerical results are only presented for the Type 1 and Type 2 estimates. Numeric experiments
are carried out using the same 1-dimensional B-splines and data functions that were used for the interpolants. We
restrict ourselves to one dimension so that the data density parameters hX,Ω and hX,K can be easily calculated.
Also note that in one dimension equation 2.49 implies that any set of m distinct points is m-unisolvent.
No numerical experiments will be carried out for the unisolvent data case because I did not want to numerically
estimate the parameters related to the Lagrange polynomial interpolation. However satisfactory easy estimates
may be possible.
7.2 The Exact Smoothing problem
The Exact smoothing problem will be defined as a variational minimization problem within the space of continuous
functions X0w. The functional is constructed using a real smoothing parameter ρ > 0 and a set of distinct scattered
data points
{(
x(k), yk
)}N
k=1
, x(k) ∈ Rd and yk ∈ C. The functional to be minimized is
Je[f ] = ρ ‖f‖2w,0 +
1
N
N∑
k=1
∣∣∣f(x(k))− yk∣∣∣2 , f ∈ X0w. (7.1)
The independent data will be specified by X =
(
x(k)
)N
k=1
and the dependent data by y = (yk)
N
k=1. The Exact
smoothing problem is now stated as:
The Exact smoothing problem
Minimize the smoothing functional Je[f ] for f ∈ X0w. (7.2)
Here the first component of the functional ρ ‖f‖2w,0 is the global smoothing component and the second
component is the localizing least squares component. As ρ → 0+ it will be shown that the matrix equa-
tion representing this problem becomes that of the minimal norm interpolation problem 2.4. As the value of ρ
increases numerical experiments show the degree of smoothing increases and the correlation between data and
the smoothing function decreases.
Using Hilbert space techniques I will now do the following:
1. Show there exists a unique Exact smoother.
2. Show the smoother is a basis function smoother i.e. show that it lies in WG,X .
3. Construct a matrix equation for the coefficients of the data-translated basis functions G
(· − x(k)).
The proofs will be carried out within a Hilbert space framework by formulating the smoothing functional Je
in terms of a norm ‖·‖V on the Hilbert product space V = X0w ⊗ CN . To this end I first introduce the following
definitions.
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Definition 287 The space V and the operator LX
1. Let V = X0w ⊗ CN be the Hilbert product space with norm ‖·‖V and inner product (·, ·)V given by
((u1, u2) , (v1, v2))V = ρ (u1, v1)w,0 +
1
N
(u2, v2)CN .
2. Let the operator LX : X0w → V be defined by LXf =
(
f, E˜Xf
)
where E˜X is the vector-valued evaluation
operator E˜Xf =
(
f
(
x(k)
))
of Definition 96.
Remark 288
1. The definitions above were constructed so I have the following result: If y = (yi) is the (complex) dependent
data given in the smoothing problem and if I let ς = (0, y) then for f ∈ X0w the Exact smoothing functional
can be rewritten in terms of the norm ‖·‖V as
Je[f ] = ρ ‖f‖2w,0 +
1
N
∣∣∣E˜Xf − y∣∣∣2
CN
=
∥∥∥(f, E˜Xf − y)∥∥∥2
V
=
∥∥∥(f, E˜Xf)− (0, y)∥∥∥2
V
= ‖LXf − ς‖2V .
The Exact smoother is now the (unique) orthogonal projection of the constant (0, y) onto the infinite di-
mensional subspace LX
(
X0w
)
.
2. ??? IDEA Suppose ΘX = (Θx(i))
N
i=1 ⊂ X01/w ≃
(
X0w
)′
. Reformulate LX as
LXf = (f,ΘXf) .
I will need the following properties of the operators LX , L∗X and L∗XLX .
Theorem 289 The operator LX has the following properties:
1. ‖LXf‖V and ‖f‖w,0 are equivalent norms on X0w.
2. LX : X0w → V is continuous, 1-1 and has closed range. ?? FINISH PROOF! In fact,
rangeLX =
(
W⊥G,X ⊗ {0}
)
+
{
(IXα, α) : α ∈ CN
}
.
3. L∗X : V→X0w and if u = (u1, u2) ∈ V then
L∗Xu = ρu1 +
1
N
E˜∗Xu2.
4. L∗XLX : X0w → X0w and L∗XLX : WG,X →WG,X and
L∗XLX = ρI +
1
N
E˜∗X E˜X .
5. L∗XLX is continuous and 1-1 on X0w.
Proof. Part 1 By part 3 of Theorem 97,
∥∥∥E˜X∥∥∥ = ‖RX,X‖ so
‖LXf‖2V =
∥∥∥(f, E˜Xf)∥∥∥2
V
= ρ ‖f‖2w,0 +
1
N
∣∣∣E˜Xf ∣∣∣2
CN
≤ ρ ‖f‖2w,0 +
1
N
‖RX,X‖2 ‖f‖2w,0
=
(
ρ+
1
N
‖RX,X‖2
)
‖f‖2w,0 .
Further, since ρ > 0
‖f‖2w,0 ≤
(
min
{
ρ,
1
N
})−1(
ρ ‖f‖2w,0 +
1
N
∣∣∣E˜Xf ∣∣∣2
CN
)
=
(
min
{
ρ,
1
N
})−1
‖LXf‖2V .
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Part 2 LX : X0w → V is continuous since E˜X is continuous by part 1 of Theorem 97. From part 1 there exists
a constant C1 such that ‖f‖w,0 ≤ C1 ‖LXf‖V and hence the range of LX is closed and LX is 1-1. ?? FINISH
proof!
Part 3 Since LX is a continuous operator the adjoint L∗X : V → X0w exists and is continuous. Further, if
f ∈ X0w and u = (u1,u2) ∈ V
(LXf, u)V =
((
f, E˜Xf
)
, (u1,u2)
)
V
= ρ (f, u1)w,0 +
1
N
(
E˜Xf, u2
)
= ρ (f, u1)w,0 +
1
N
(
f, E˜∗Xu2
)
w,0
=
(
f, ρu1 +
1
N
E˜∗Xu2
)
w,0
.
Hence L∗Xu = ρu1 + 1N E˜∗Xu2, where u = (u1,u2) ∈ V .
Part 4 If f ∈ X0w then
L∗XLXf = ρ (LXf)1 +
1
N
E˜∗X (LXf)2 = ρ
(
f, E˜Xf
)
1
+
1
N
E˜∗X
(
f, E˜Xf
)
2
= ρf +
1
N
E˜∗X E˜Xf.
By part 2 of Theorem 97 E˜∗X : CN →WG,X and it follows that L∗XLX : X0w → X0w and L∗XLX : WG,X →WG,X .
Part 5 Clearly L∗XLX is continuous. Now suppose L∗XLXf = 0 for f ∈ X0w. Then
0 = (L∗XLXf, f)w,0 = (LXf,LXf)w,0 = ‖LXf‖2V ,
so that LXf = 0 and hence f = 0 since LX is 1-1 by part 2. Therefore L∗XLX is 1-1.
I next show that the Exact smoother, like the minimum norm interpolant of Chapter 2, has the nice property
of being in the N-dimensional basis function space
WG,X =
{
N∑
i=1
αiG
(
· − x(i)
)
: αi ∈ C
}
,
introduced in Definition 91. It was shown in Theorem 90 that the data-translated functions G
(· − x(i)) are
linearly independent so dimWG,X = N .
Theorem 290 Fix y ∈ CN and let ς = (0, y) ∈ V . Then there exists a unique solution to the Exact smoothing
problem 7.2 in X0w. Denote this solution by se. This solution has the following properties:
1. ‖LXse − ς‖V < ‖LXf − ς‖V , for all f ∈ X0w − {se}.
2. (LXse − ς,LX (se − f))V = 0, for all f ∈ X0w.
3. ‖LXse − ς‖2V + ‖LX (se − f)‖2V = ‖LXf − ς‖2V , for all f ∈ X0w.
The last equality is equivalent to the equality of part 2.
4. se =
1
N (L∗XLX)−1 E˜∗Xy.
5. se ∈ WG,X and
se =
1
ρN
N∑
k=1
(
yk − se(x(k))
)
Rx(k) . (7.3)
Proof. Parts 1, 2, 3 Because LX(X0w) is closed it is well known there exists a unique element se of the hyperplane
LX(X0w) which minimizes the distance between the hyperplane LX(X0w) and the point ς . From simple geometric
considerations it follows that se satisfies conditions 1, 2 and 3 of this theorem.
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Part 4 From part 2
0 = (LXse − ς,LXse − LXf)V = (LXse − ς,LX (se − f))V = (L∗X (LXse − ς) , se − f)w,0 ,
for all f ∈ X0w. Thus
L∗X (LXse − ς) = 0. (7.4)
Hence
L∗XLXse = L∗Xς = L∗X (0, y) =
1
N
E˜∗Xy,
and since by part 5 Theorem 289 L∗XLX is one-to-one, it follows that L∗XLX has an inverse and so se =
1
N (L∗XLX)−1 E˜∗Xy.
Part 5 Starting with equation 7.4
0 = L∗X (LXse − ς) = L∗XLXse −
1
N
E˜∗Xy = ρse +
1
N
E˜∗X E˜Xse −
1
N
E˜∗Xy
= ρse +
1
N
E˜∗X
(
E˜Xse − y
)
= ρse − 1
N
N∑
k=1
(
se(x
(k))− yk
)
Rx(k) ,
which proves 7.3. Finally, since Rx(k) = (2π)
−d/2G
(· − x(k)) we have se ∈WG,X .
In a manner analogous to the case of the minimal norm interpolant, part 4 of the last theorem allows the
definition of a mapping between a data function and it’s corresponding Exact smoother.
Definition 291 Data functions and the Exact smoother operator SX : X0w →WG,X .
Given an independent data set X, I shall assume that each member of X0w can act as a legitimate data function
g and generate the data vector E˜Xg - see item 4 of Section 7.8.
The equation of part 4 of Theorem 290 enables us to define the continuous linear mapping SX : X0w → WG,X
from the data functions to the corresponding Exact smoother given by
SXg = 1
N
(L∗XLX)−1 E˜∗X E˜Xg, g ∈ X0w. (7.5)
It was shown in Theorem 289 that L∗XLX : X0w → X0w is continuous and 1-1. I now prove L∗XLX is onto and
hence a homeomorphism. I also prove some important properties of the Exact smoother mapping SX .
Corollary 292 L∗XLX : X0w → X0w is a homeomorphism and L∗XLX :WG,X →WG,X is a homeomorphism.
Regarding the properties of SX :
1. SXg = g − ρ (L∗XLX)−1 g, g ∈ X0w,
2. SX is continuous but not a projection,
3. SX : X0w →WG,X is onto,
4. nullSX =W⊥G,X,
5. SX is self-adjoint.
Proof. Suppose g ∈ X0w and let se = SXg. From part 5 of Theorem 289 I know that L∗XLX is 1-1. From part
4 of Theorem 290 L∗XLXse = 1N E˜∗X E˜Xg and from part 4 of Theorem 289, L∗XLXg = ρg + 1N E˜∗X E˜Xg so thatL∗XLXg = ρg + L∗XLXse. Clearly this equation implies part 1 and the equation
g = L∗XLX
(
g − se
ρ
)
, g ∈ X0w. (7.6)
This latter equation proves g ∈ rangeL∗XLX . Thus L∗XLX : X0w → X0w is onto and by the Open Mapping
theorem L∗XLX is a homeomorphism. If g ∈ WG,X then 7.6 implies L∗XLX : WG,X → WG,X is onto and so
L∗XLX :WG,X →WG,X is also a homeomorphism. This fact and part 1 clearly imply that SX is not a projection.
Further, in Theorem 97 it was shown that E˜∗X E˜X : X0w → WG,X is onto and null E˜∗X E˜X = W⊥G,X . The stated
properties of SX now follow from 7.5 and the fact that E˜∗X E˜X and L∗XLX are self-adjoint.
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Remark 293 Another smoothing problem The Exact smoothing functional used in this document is different
from that used in Narcowich, Ward and Wendland [46]. They minimize the functional
J ′e[f ] = ρ ‖f‖2w,0 +
N∑
k=1
∣∣∣f(x(k))− yk∣∣∣2 , f ∈ X0w.
The independent data will be specified by X =
(
x(k)
)N
k=1
and the dependent data by y = (yk)
N
k=1. The smoothing
problem is now stated as:
Another smoothing problem
Minimize the smoothing functional J ′e[f ] for f ∈ X0w.
Since
J ′e[f ] = N
(
ρ′ ‖f‖2w,0 +
1
N
N∑
k=1
∣∣∣f(x(k))− yk∣∣∣2) , ρ′ = ρ
N
,
it is clear that the solution to this problem is the solution to the Exact smoothing problem with smoothing
parameter ρ′ = ρN . This eliminates the very unpleasant factor
√
N in the smoother errors derived below in this
chapter! Things look much better.
7.3 Matrix equations for the Exact smoother
Part 5 of Theorem 290 means that the Exact smoother lies in the finite dimensional space WG,X and this
enables matrix equations to be derived for the coefficients of the data-translated basis functions G
(
x− x(k)).
These matrix equations can be written in terms of the basis function matrix GX,X =
(
G
(
x(i) − x(j))) or the
reproducing kernel matrix RX,X =
(
Rx(j)
(
x(i)
))
where RX,X = (2π)
−d2 GX,X . The relevant properties of GX,X
and RX,X were noted in the Introduction to this paper. Ry (x) 6= G (x− y) because the Fourier transform I have
selected is f̂(ξ) = (2π)
−d/2 ∫
e−ixξf(x)dx. For numeric algorithms the use of GX,X might be preferred because G
is specified directly and for analysis the use of RX,X may be preferred because of the analytic properties of Rx.
Theorem 294 Fix y ∈ CN and let ς = (0, y) ∈ V . Then by Theorem 290 there exists a unique solution to the
Exact smoothing problem. I denote this solution by s and note that here, and in the sequel, I will sometimes use
the more compact notation sX = E˜Xs. The solution s has the following properties:
1. sX satisfies the matrix equation
(NρI +RX,X) sX = RX,Xy, (7.7)
where RX,X = (2π)
− d2 GX,X .
2. The matrix NρI +RX,X is real, symmetric, positive definite over CN and regular.
3. s (x) =
N∑
k=1
αkRx(k) (x) where α = (αk) satisfies
(NρI +RX,X)α = y, (7.8)
and α = 1Nρ (y − sX) when ρ > 0.
The next part is convenient for numerical purposes.
4. s (x) =
N∑
k=1
βkG
(
x− x(k)) where β = (βk) satisfies
(
(2π)
d
2 NρI +GX,X
)
β = y.
7.4 More properties of the Exact smoother 271
Proof. Part 1 Part 4 of Theorem 290 and part 4 of Theorem 289 imply
L∗XLXs = ρIs+
1
N
E˜∗X E˜Xs =
1
N
E˜∗Xy. (7.9)
From Theorem 97 I have E˜X E˜∗X = RX,X so that applying the operator (2π)d/2N E˜X to 7.9 gives 7.7.
Part 2 From Theorem 95, RX,X = (2π)
−d2 GX,X is Hermitian and positive definite over CN . Since this paper
assumes the basis function G is real valued, RX,X must be symmetric and thus NρI +RX,X is symmetric. Now
suppose α ∈ CN . Then
αT (NρI +RX,X)α = Nρ |α|2 + αTRX,Xα,
and since RX,X is positive definite over CN , αT (NρI +RX,X)α = 0 implies α = 0. Thus NρI + RX,X is
positive definite over CN and consequently must be regular.
Part 3 From part 5 of Theorem 290, s =
N∑
k=1
αkRx(k) where αk =
yk−s(x(k))
Nρ i.e. α = (αk) =
y−sX
Nρ . Thus
sX = RX,Xα and substituting for sX in 7.7 we get
(NρI +RX,X)RX,Xα = RX,Xy i.e. matrix equation 7.8 since RX,X is regular.
Part 4 A straightforward consequence of part 3.
The next corollary will prove very useful.
Corollary 295 If g ∈ X0w is a (complex) data function then the Exact smoother operator SX satisfies
SXg = E˜∗X (NρI +RX,X)−1 E˜Xg, (7.10)
and
(SXg) (x) =
(
E˜XRx
)T
(NρI +RX,X)
−1 E˜Xg. (7.11)
Proof. The data vector is E˜Xg and from part 3 of the last theorem (SXg) (x) =
N∑
k=1
αkRx(k) (x) where α = (αk)
is given by α = (NρI +RX,X)
−1 E˜Xg. Now making use of the results concerning E˜X and E˜∗X in parts 1 and 2 of
Theorem 97 we have
s = SXg =
N∑
k=1
αkRx(k) = E˜∗Xα = E˜∗X (NρI +RX,X)−1 E˜Xg,
and so, since the basis function is assumed to be real valued,
SXg (x) =
(
E˜∗Xα,Rx
)
w,0
=
(
α, E˜XRx
)
CN
=
(
(NρI +RX,X)
−1 E˜Xg, E˜XRx
)
CN
=
(
E˜Xg
)T
(NρI +RX,X)
−1 E˜XRx
=
(
E˜XRx
)T
(NρI +RX,X)
−1 E˜Xg.
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Theorem 296 By Theorem 290 there exists a unique solution s to the Exact smoothing problem. This solution
has the following properties:
1. For all f ∈ X0w
ρ ‖s‖2w,0 +
1
N
N∑
k=1
∣∣∣s(x(k))− yk∣∣∣2 + ρ ‖s− f‖2w,0 + 1N
N∑
k=1
∣∣∣s(x(k))− f (x(k))∣∣∣2
= ρ ‖f‖2w,0 +
1
N
N∑
k=1
∣∣∣f (x(k)) − yk∣∣∣2 . (7.12)
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2. If f is the data function then ‖s‖w,0 ≤ ‖f‖w,0 and ‖s− f‖w,0 ≤ ‖f‖w,0.
3. ‖s‖2w,0 = 1ρN Re
N∑
k=1
s
(
x(k)
) (
yk − s
(
x(k)
))
.
4. Je [s] =
1
N Re
N∑
k=1
(
yk − s
(
x(k)
))
yk.
Proof. Part 1 From part 3 of Theorem 290
‖LXs− ς‖2V + ‖LX (s− f)‖2V = ‖LXf − ς‖2V ,
where ς = (0, y). Part 1 follows from Remark 288 and the definition of the norm on the space V .
Part 2 If f is the data function then f
(
x(k)
)
= yk and part 1 implies part 2.
Part 3 Substituting f = 0 in equation 7.12 of part 1 yields
2ρ ‖s‖2w,0 =
1
N
N∑
k=1
|yk|2 − 1
N
N∑
k=1
∣∣∣s(x(k))− yk∣∣∣2 − 1
N
N∑
k=1
∣∣∣s(x(k))∣∣∣2
=
1
N
N∑
k=1
(
|yk|2 −
∣∣∣s(x(k))− yk∣∣∣2 − ∣∣∣s(x(k))∣∣∣2)
=
1
N
N∑
k=1
(
−2s (x(k))s(x(k))+ 2Re(s (x(k))yk))
=
2
N
Re
N∑
k=1
s
(
x(k)
) (
yk − s
(
x(k)
))
.
Part 4 By definition, Je [s] = ρ ‖s‖2w,0 + 1N
N∑
k=1
∣∣s (x(k))− yk∣∣2.
Substituting for ‖s‖2w,0 using the result of part 2 I get
Je [s] = ρ ‖s‖2w,0 +
1
N
N∑
k=1
∣∣∣s(x(k))− yk∣∣∣2
=
1
N
Re
N∑
k=1
s
(
x(k)
) (
yk − s
(
x(k)
))
+
1
N
N∑
k=1
∣∣∣s(x(k))− yk∣∣∣2
=
1
N
N∑
k=1
(
Re
(
s
(
x(k)
)
yk − s
(
x(k)
)
s
(
x(k)
))
+
+s
(
x(k)
)
s
(
x(k)
)− 2Re s (x(k))yk + ykyk
)
=
1
N
Re
N∑
k=1
(
−s (x(k))yk + ykyk)
=
1
N
Re
N∑
k=1
(
yk − s
(
x(k)
))
yk
=
1
N
Re
N∑
k=1
(
yk − s
(
x(k)
))
yk.
Remark 297 Part 1 of the last theorem confirms that if s is the Exact smoother then Je [s] ≤ Je [f ] for all
f ∈ X0w i.e. that s minimizes the functional Je.
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7.5 Pointwise error estimates using smoother inner products and semi-inner
products
Following the example of the interpolation semi-inner product (f − IXf, g)w,0 of Definition 110 of 2 and it’s sequel
I will define the semi-inner product (SXf, g)w,0 and inner product (f − SXf, g)w,0 and use these to study the value
and the error of the Exact smoother respectively. These expressions are useful because (SXf,Rx)w,0 = (SXf) (x)
and (f − SXf,Rx)w,0 = (f − SXf) (x) and because of the power of Hilbert space theory. An outcome of this
approach is the Exact smoother bounds 7.15 and the convergence estimates of Corollary 310.
To define these smoother norms I will need the lemma:
Lemma 298 Suppose f ∈ X0w and SX is the Exact smoother mapping where X =
{
x(k)
}N
k=1
. Then:
1. ‖SXf‖2w,0 = (SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2.
2. ‖f − SXf‖2w,0 = (f − SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2.
Proof. Part 1 I start with formula 7.10 for SXf .
‖SXf‖2w,0 =
(
E˜∗X (ρNI +RX,X)−1 E˜Xf, E˜∗X (ρNI +RX,X)−1 E˜Xf
)
w,0
=
(
E˜X E˜∗X (ρNI +RX,X)−1 E˜Xf, (ρNI + RX,X)−1 E˜Xf
)
CN
=
(
RX,X (ρNI +RX,X)
−1 E˜Xf, (ρNI +RX,X)−1 E˜Xf
)
CN
,
since E˜X E˜∗X = RX,X but
RX,X (ρNI +RX,X)
−1
= (ρNI +RX,X) (ρNI +RX,X)
−1 − ρN (ρNI +RX,X)−1
= I − ρN (ρNI +RX,X)−1 ,
so that
‖SXf‖2w,0 =
(
E˜Xf, (ρNI +RX,X)−1 E˜Xf
)
− ρN
(
(ρNI +RX,X)
−1 E˜Xf, (ρNI +RX,X)−1 E˜Xf
)
=
(
E˜∗X (ρNI +RX,X)−1 E˜Xf, f
)
w,0
− ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2
= (SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2 .
Part 2 Substituting the equation for ‖SXf‖2w,0 proved in part 1 yields
‖f − SXf‖2w,0 = ‖f‖2w,0 − 2 (SXf, f)w,0 + ‖SXf‖2w,0
= ‖f‖2w,0 − 2 (SXf, f)w,0 + (SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2
= ‖f‖2w,0 − (SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2
= (f − SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2 .
Theorem 299 The expression (f − SXf, g)w,0 is an inner product on X0w and (SXf, g)w,0 is a semi-norm with
null space W⊥G,X .
Proof. From part 1 of Lemma 298, (SXf, f)w,0 ≥ 0 and (SXf, f)w,0 = 0
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iff (ρNI +RX,X)
−1 E˜Xf = 0 iff E˜Xf iff f ∈W⊥G,X . Thus (SXf, f)w,0 is a seminorm. Set |f |2 = (SXf, f)w,0 so
that by part 1 of Lemma 298
|f + g|2 + |f − g|2 = (SX (f + g) , f + g)w,0 + (SX (f − g) , f − g)w,0
= ‖SX (f + g)‖2w,0 + ρN
∣∣∣(ρNI +RX,X)−1 E˜X (f + g)∣∣∣2+
+ ‖SX (f − g)‖2w,0 + ρN
∣∣∣(ρNI +RX,X)−1 E˜X (f − g)∣∣∣2
= 2
(
‖SXf‖2w,0 + ‖SXg‖2w,0
)
+
+ 2ρN
(∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2 + ∣∣∣(ρNI +RX,X)−1 E˜Xg∣∣∣2)
= 2 (SXf, f)w,0 + 2 (SXg, g)w,0
= 2
(
|f |2 + |g|2
)
,
so that |·| satisfies the parallelogram law. Thus a seminorm can be defined by
〈f, g〉 = 1
4
(
|f + g|2 − |f − g|2
)
+
i
4
(
|f + ig|2 − |f − ig|2
)
=
1
4
(
(SX (f + g) , f + g)w,0 − (SX (f − g) , f − g)w,0
)
+
+
i
4
(
(SX (f + ig) , if + g)w,0 − (SX (f − ig) , f − ig)w,0
)
=
1
2
(
(SXf, g)w,0 + (SXg, f)w,0
)
+
i
2
(
(SXf, ig)w,0 + (SX ig, f)w,0
)
=
1
2
(
(SXf, g)w,0 + (SXg, f)w,0
)
+
i
2
(
−i (SXf, g)w,0 + i (SXg, f)w,0
)
= (SXf, g)w,0 .
To prove (f − SXf, g)w,0 is an inner product we use part 2 of Lemma 298:
‖f − SXf‖2w,0 = (f − SXf, f)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣2 ,
and 7.5:
SXg = 1
N
(L∗XLX)−1 E˜∗X E˜Xg, g ∈ X0w.
In fact, (f − SXf, f)w,0 = 0 implies E˜Xf = 0 and f − SXf = 0 which implies f = SXf = 0.
I can now define our Exact smoother seminorms on X0w.
Definition 300 Exact smoother value seminorm and Exact smoother error norm on X0w.
Define the Exact smoother value seminorm and semi-inner product by
|f |2sv = (SXf, f)w,0 , 〈f, g〉sv = (SXf, g)w,0 .
The qualifier ‘value’ is used because 〈f,Rx〉sv = (SXf) (x) .
Denote the Exact smoother error norm and inner product by
‖f‖2se = (f − SXf, f)w,0 , (f, g)se = (f − SXf, g)w,0 .
The qualifier ‘error’ is used because (f,Rx)se = (f − SXf) (x).
Remark 301
1. Since IXSX = SXIX = SX and (IXf, g)w,0 = (f, IXg)w,0 we have:
(f, g)se = (f − SXf, g)w,0 = ((I − SX) f, g)w,0 = (IX (I − SX) IXf, g)w,0
= ((I − SX) IXf, IXg)w,0
= (IXf, IXg)se ,
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and
〈f, g〉sv = (SXf, g)w,0 = (IXSXIXf, g)w,0 = (SXIXf, IXg)w,0
= 〈IXf, IXg〉sv .
2. ?? (f, g)sv := 〈f, g〉sv + c
(
E˜Xf, E˜Xg
)
is a norm when c = . . . ??.
Remark 302 Since IXSX = SXIX and IXIX = IX , we have (IXf, g)se = (f, IXg)se. Also
(f, g)se = (f − SXf, g)w,0
= (f − IXf, g)w,0 + (IXf − SXf, g)w,0
= (f − IXf, g)w,0 + (IXf − SXIXf, g)w,0
= (f − IXf, g)w,0 + (IXIXf − IXSXIXf, g)w,0
= (f − IXf, g)w,0 + (IXIXf − IXSXIXf, g)w,0
= (f − IXf, g)w,0 + (IXf − SXIXf, IXg)w,0
= (f − IXf, g)w,0 + (IXf, IXg)se
= (f, g)se;ρ=0 + (IXf, IXg)se
change f away from data
= (f, g)se;ρ=0 + (IXf1, IXg)se
= (f, g)se;ρ=0 + (f1, IXg)se
In the next theorem the pointwise error problem for an arbitrary function is reduced to that of considering the
error of the smoother of Rx at x, where Rx is the Riesz representer of the evaluation functional f → f (x). This
error will latter be estimated using the values of the basis function near the origin. This theorem also gives an
error bound that is uniform on Rd.
Theorem 303 Since SXfd is the Exact smoother of the data function fd ∈ X0w and SXRx is the Exact smoother
of the Riesz representer data function Rx, we have the bound
|fd (x)− (SXfd) (x)| ≤
√
(fd − SXfd, fd)w,0
√
Rx (x) − (SXRx) (x), x ∈ Rd, (7.13)
where
√
(fd − SXfd, fd)w,0 ≤ ‖fd‖w,0, as well as the bound
|fd (x)− (SXfd) (x)| ≤
√
(fd − SXfd, fd)w,0
√
R0 (0), x ∈ Rd. (7.14)
Proof. Estimate 7.13 is just the Cauchy-Schwartz inequality |(fd, Rx)se| ≤ ‖fd‖se ‖Rx‖se.
The second inequality of this theorem follows directly from the inequality
‖fd − SXfd‖w,0 ≤ ‖fd‖w,0, proven in part 2 of Theorem 296. Thus
|fd (x)− (SXfd) (x)| ≤
√
(fd − SXfd, fd)w,0
√
Rx (x)− (SXRx) (x)
≤
√
(fd − SXfd, fd)w,0
√
Rx (x)
=
√
(fd − SXfd, fd)w,0
√
R0 (0).
The last result means that convergence results about arbitrary data functions in X0w can be proved by deriving
error results for the Riesz representer function Rx at x.
I will now use the smoothing value seminorm to put bounds on the smoother that show how the smoother
behaves for large values of the smoothing parameter ρ: it decreases to zero at at least the rate 1/ρ.
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Theorem 304 If f ∈ X0w and se is the Exact smoother of f with smoothing coefficient ρ then
|se (x)| ≤
 ‖f‖w,0
√
R0 (0), ρ ≤ R0 (0) ,
‖f‖w,0
(√
R0 (0)
)3
ρ−1, ρ ≥ R0 (0) ,
= ‖f‖w,0
√
R0 (0)min
{
1,
R0 (0)
ρ
}
, (7.15)
where R0 (0) = (2π)
− d2 G (0) = ‖R0‖2w,0.
Proof. If SX is the Exact smoother mapping then
|SXf (x)| = |(SXf,Rx)| ≤ ‖SXf‖w,0 ‖Rx‖w,0 ≤ ‖f‖w,0 ‖Rx‖w,0 = ‖f‖w,0
√
R0 (0). (7.16)
From part 1 of Lemma 298∣∣∣(ρNI + RX,X)−1 E˜Xf ∣∣∣ < 1√
ρN
√
(SXf, f)w,0, f ∈ X0w,
and from part 3 of Theorem 97,
∣∣∣E˜Xf ∣∣∣ ≤ ‖f‖w,0√N√R0 (0). Hence
(SXf, f)w,0 =
(
E˜Xf
)T
(ρNI +RX,X)
−1 E˜Xf ≤
∣∣∣E˜Xf ∣∣∣ ∣∣∣(ρNI +RX,X)−1 E˜Xf ∣∣∣
≤ ‖f‖w,0
(√
N
√
R0 (0)
) 1√
ρN
√
(SXf, f)w,0
= ‖f‖w,0
√
R0 (0)
1√
ρ
√
(SXf, f)w,0,
so that (SXf, f)w,0 ≤ ‖f‖2w,0R0 (0) /ρ. But by Theorem 303 (SXf, g)w,0 is a semi-inner product and hence by
the Cauchy-Schwartz theorem∣∣∣(SXf, g)w,0∣∣∣ ≤√(SXf, f)w,0√(SXg, g)w,0, f, g ∈ X0w,
which allows us to conclude that
|SXf (x)| =
∣∣∣(SXf,Rx)w,0∣∣∣ ≤√(SXf, f)w,0√(SXRx, Rx)w,0 ≤ ‖f‖w,0 (√R0 (0))3 1ρ .
which when combined with inequality 7.16 proves the first estimates of this theorem.
Remark 305 These bounds on the smoother make more sense if we note that |f (x)| ≤ ‖f‖w,0
√
R0 (0).
The goal of the next theorem is to prove the inequality of part 3 of this theorem. This inequality is proved using
the identity of part 2 which is in turn derived by expanding the two terms ‖Rx −Rx(k)‖2w,0−‖SX (Rx −Rx(k))‖2w,0.
This approach is motivated by the identity of part 2 of Theorem 113, namely,
Rx (x)− (IXRx) (x) = ‖Rx −Rx(k)‖2w,0 − ‖IX (Rx −Rx(k))‖2w,0 ,
which was proved by expanding its right side. Here IX is the interpolant mapping.
Theorem 306 Recall that ‖f‖2se = (f − SXf, f)w,0 is the Exact smoother error norm introduced in Definition
300. Then for x, y ∈ Rd:
1.
‖SX (Rx −Ry)‖2w,0 = (SXRx) (x) − 2 (SXRx) (y) + (SXRy) (y)−
− ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2 .
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2.
‖Rx −Ry‖2se = ‖Rx −Ry‖2w,0 − ‖SX (Rx −Ry)‖2w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx − Ry)∣∣∣2 .
3. ∣∣‖Rx‖se − ‖Ry‖se∣∣ ≤ ‖Rx −Ry‖w,0 .
Proof. Part 1 Using the equation of part 1 of Lemma 298 with f = Rx −Ry
‖SX (Rx −Ry)‖2w,0 = (SX (Rx −Ry) , Rx −Ry)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2
= (SXRx, Rx)w,0 − 2 (SXRx, Ry)w,0 + (SXRy, Ry)w,0−
− ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2
= (SXRx) (x)− 2 (SXRx) (y) + (SXRy) (y)−
− ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2 .
Part 2 Since ‖Rx −Ry‖2w,0 = Rx (x)− 2Rx (y) +Ry (y), by part 1
‖Rx −Ry‖2w,0 − ‖SX (Rx −Ry)‖2w,0 = (Rx (x)− (SXRx) (x))− 2 (Rx (y)− (SXRx) (y))+
+ (Ry (y)− (SXRy) (y))+
+ ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2
= ‖Rx‖2se + ‖Ry‖2se − 2 (Rx, Ry)se+
+ ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2
= ‖Rx −Ry‖2se + ρN
∣∣∣(ρNI +RX,X)−1 E˜X (Rx −Ry)∣∣∣2 ,
and rearranging gives the result.
Part 3 From part 2, ‖Rx −Ry‖se ≤ ‖Rx −Ry‖w,0 and since ‖Rx −Ry‖se ≥
∣∣‖Rx‖se − ‖Ry‖se∣∣ we have part
3.
I now need the following lemma:
Lemma 307 Suppose the weight function has property W02 for some κ ≥ 0. Suppose X = {x(k)}N
k=1
is the
independent data for the Exact smoothing operator SX . Then
Rx(j)
(
x(k)
)
− (SXRx(j))
(
x(k)
)
= ρNδj,k − (ρN)2
(
(ρNI +RX,X)
−1
)
j,k
, (7.17)
where
(
(ρNI +RX,X)
−1
)
j,k
is the j, k th element of (ρNI +RX,X)
−1. Also
0 <
(
(ρNI +RX,X)
−1)
k,k
≤ 1
ρN
.
278 7. The Exact smoother
Proof. Using equation 7.11 for (SXRx(j))
(
x(k)
)
implies
Rx(j)
(
x(k)
)
− (SXRx(j))
(
x(k)
)
= Rx(j)
(
x(k)
)
−
(
E˜XRx(k)
)T
(ρNI +RX,X)
−1 E˜XRx(j)
= Rx(j)
(
x(k)
)
−
(
E˜XRx(j)
)T
(ρNI +RX,X)
−1 E˜XRx(k)
= Rx(j)
(
x(k)
)
−
(
E˜XRx(j)
)T
(ρNI +RX,X)
−1 (
ρN ik + E˜XRx(k)
)
+
+
(
E˜XRx(j)
)T
(ρNI +RX,X)
−1
(ρN ik)
= Rx(j)
(
x(k)
)
−
(
E˜XRx(j)
)T
ik+
+
(
E˜XRx(j)
)T
(ρNI +RX,X)
−1
(ρN ik)
=
(
E˜XRx(j)
)T
(ρNI +RX,X)
−1 (ρN ik)
= ρN
(
E˜XRx(j)
)T
(ρNI +RX,X)
−1 ik
= (ρN) iTk (ρNI +RX,X)
−1 E˜XRx(j)
= (ρN) iTk (ρNI +RX,X)
−1 (
ρN ij + E˜XRx(j)
)
−
− (ρN) iTk (ρNI +RX,X)−1 (ρN ij)
= ρN iTk ij − (ρN)2 iTk (ρNI +RX,X)−1 ij
= ρNδj,k − (ρN)2
(
(ρNI +RX,X)
−1
)
j,k
,
where
(
(ρNI +RX,X)
−1
)
j,k
is element j, k of (ρNI +RX,X)
−1
.
Since ρNI +RX,X is positive definite, (ρNI +RX,X)
−1
is positive definite and thus
iTk (ρNI +RX,X)
−1
ik > 0.
Remark 308 Equations 7.17 are equivalent to the matrix equation
RX,X −
(
(SXRx(j))
(
x(i)
))
= ρNI − (ρN)2 (ρNI +RX,X)−1 ,
i.e.
((Rx(i) , Rx(j))se) = ρNI − (ρN)2 (ρNI +RX,X)−1 .
The next theorem shows how the error of the smoother of a function Ry is related to the behavior of the basis
function near the origin, as well as to the number of data points and the smoothing coefficient.
Theorem 309 Suppose SX is the Exact smoother mapping with smoothing coefficient ρ and independent data
X =
{
x(k)
}N
k=1
. Then for each x(k) ∈ X,√
Rx (x)− (SXRx) (x) ≤
√
ρN
√
1− ρN
(
(ρNI +RX,X)
−1
)
k,k
+
√
2
(2π)
d
4
√
G (0)−G (x− x(k)),
where
(
(ρNI +RX,X)
−1)
k,k
is the kth (positive) main diagonal element of the smoother
matrix (ρNI +RX,X)
−1
.
Proof. From part 3 of Theorem 306, ‖Rx‖se ≤ ‖Ry‖se + ‖Rx −Ry‖w,0 where ‖·‖se is the smoother error norm.
Setting y = x(k) ∈ X and using equation 7.17 with j = k this inequality becomes
‖Rx‖se =
√
Rx (x)− (SXRx) (x) ≤
√
Rx(k)
(
x(k)
)− (SXRx(k)) (x(k))+ ‖Rx −Rx(k)‖w,0
=
√
ρN − (ρN)2
(
(ρNI +RX,X)
−1)
k,k
+ ‖Rx −Rx(k)‖w,0 ,
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and since Rx (y) = (2π)
−d/2
G (y − x),
‖Rx −Rx(k)‖2w,0 = (Rx −Rx(k) , Rx −Rx(k))w,0 = Rx (x)− 2Rx
(
x(k)
)
+Rx(k)
(
x(k)
)
=
2
(2π)d/2
(
G (0)−G
(
x− x(k)
))
, (7.18)
and our result follows.
Combining the last theorem with the smoother error estimate of Theorem 303 we now get:
Corollary 310 If SXfd is the Exact smoother (parameter stabilized interpolant) of the data function fd ∈ X0w
evaluated at the points
{
x(k)
}N
k=1
, we have the following pointwise bounds for all x ∈ Rd:
|fd (x)− (SXfd) (x)| ≤
√
(fd − SXfd, fd)w,0
(√
ρN +
√
2
(2π)
d
4
√
G (0)−G (x− x(k))) ,
and
|fd (x) − (SXfd) (x)| ≤
√
(fd − SXfd, fd)w,0
√
R0 (0),
where √
(fd − SXfd, fd)w,0 ≤ ‖fd‖w,0 .
Here G is the basis function and Rx is the Riesz representer i.e. f (x) = (f,Rx)w,0.
7.6 Pointwise error estimates - no Taylor series expansions
In this section we will prove the Exact smoother analogues of the Type 1 and 2 interpolant error estimates
of Section 2.6. Recall that for Type 1 estimates no restriction is placed on the weight function parameter κ
but a local smoothness condition is imposed on the basis function near the origin. On the other hand Type 2
conditions only assume κ ≥ 1 and we use the resultant basis function smoothness properties. The interpolation
weight function examples will be used, augmented by the central difference weight functions.
7.6.1 Type 1 estimates (κ ≥ 0)
In the next two corollaries a smoothness condition is applied to the basis function near the origin and this will
allow an order estimate to be obtained for the pointwise smoother of data functions error on a closed bounded
infinite data region. We start with Riesz data functions:
Corollary 311 Suppose a weight function has property W02 for some κ ≥ 0 and the (real-valued) basis function
G has the smoothness property assumed by Theorem 104 i.e. assume for some s > 0 and CG, hG > 0 that
G (0)−G (x) ≤ CG |x|2s , |x| ≤ hG. (7.19)
Further, suppose SX is the Exact smoother mapping with smoothing coefficient ρ and independent data set X
contained in the bounded closed infinite data set K.
Then if hX,K = sup
x∈K
dist (x,X) < hG it follows that
|Ry (x)− (SXRy) (x)| ≤
(√
ρN + kG (hX,K)
s
)2
, x, y ∈ K, (7.20)
where
kG = (2π)
− d4
√
2CG.
Also
|Ry (x)− (SXRy) (x)| ≤ R0 (0) , x, y ∈ Rd. (7.21)
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Proof. Let X =
{
x(k)
}N
k=1
and suppose hX,K ≤ hG. Then for each x ∈ K there exists x(k) ∈ X such that
G (0)−G (x− x(k)) ≤ CG ∣∣x− x(k)∣∣2s ≤ CG (hX,K)2s. Thus Theorem 309 implies that for all x ∈ K
Rx (x)− (SXRx) (x) ≤
(√
ρN +
√
2
(2π)
d
4
√
G (0)−G (x− x(k)))2
=
(√
ρN + kG (hX,K)
s
)2
.
Suppose y ∈ K. Then setting fd = Ry in inequality 7.13 I get
|Ry (x)− (SXRy) (x)| ≤
√
(Ry − SXRy, Ry)w,0
√
Rx (x)− (SXRx) (x)
=
√
Ry (y)− (SXRy) (y)
√
Rx (x) − (SXRx) (x)
≤
(√
ρN + kG (hX,K)
s
)2
.
Finally 7.21 follows from 7.14 with fd = Ry.
When ρ = 0 the above results give an interpolant error estimates of order 2s. These are the interpolant error
estimates obtained in Chapter 2. The next corollary is a simple consequence of inequality 7.13 and Corollary 311.
This result is an estimate of the smoother error for an arbitrary data function in X0w.
Corollary 312 Suppose:
1. The basis function G has the properties assumed in Corollary 311 for the constants CG, hG, s > 0.
2. Suppose se is the Exact smoother of the arbitrary data function fd ∈ X0w on the independent data set X
contained in the bounded closed infinite data set K.
Then if hX,K = sup
x∈K
dist (x,X) ≤ hG we have
|fd (x)− se (x)| ≤
√
(fd − se, fd)w,0
(√
ρN + kG (hX,K)
s
)
, x ∈ K, fd ∈ X0w, (7.22)
where kG = (2π)
− d4 √2CG and
√
(fd − se, fd)w,0 < ‖fd‖w,0.
Remark 313
1. When ρ = 0 the last two corollaries yield the Type 1 interpolant error estimates of Section 2.6. Thus we
will label the parameter s the order of convergence.
2. The factor
√
(fd − se, fd)w,0 on the right side of 7.22 enables the error estimate 7.20 for Rx to be recovered
immediately. This is because
(Rx − SXRx, Rx)w,0 = (Rx − SXRx) (x) where SX is the Exact smoother mapping.
Error summary
Now we combine the smoother bound of Theorem 304 with the error estimates derived in this Subsection 7.6.1
to obtain the error estimates that will be tested numerically in Section 7.8.
Theorem 314 Suppose K is a bounded closed infinite set and there exist constants CG, s, hG > 0 such that
G (0)−G (x) ≤ CG |x|2s , |x| ≤ hG, x ∈ K.
Set kG = (2π)
− 14 √2CG. Then the Exact smoother SXfd satisfies the error estimates
|fd (x) − (SXfd) (x)| ≤ min

√
(fd − se, fd)w,0
(√
ρN + kG (hX,K)
s)
,
√
(fd − se, fd)w,0
√
R0 (0),
‖fd‖∞,K + ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
,
(7.23)
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when x ∈ K and hX,K = sup
s∈K
dist (s,X) ≤ hG. Here R0 (0) = (2π)−
1
2 G (0) and X is an independent data set
contained in K.
We also have the corresponding double order convergence estimate
|Ry (x) − (SXRy) (x)| ≤ min

(√
ρN + kG (hX,K)
s)2 ,
R0 (0) ,
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
,
(7.24)
for x, y ∈ K.
Proof. Set se = SXfd. From Corollary 312 and 7.14 of Theorem 303 we have
|fd (x)− se (x)| ≤
√
(fd − se, fd)w,0min
{(√
ρN + kG (hX,K)
s
)
,
√
R0 (0)
}
.
From Theorem 304
|se (x)| ≤ ‖fd‖w,0
√
R0 (0)min
{
1,
R0 (0)
ρ
}
,
so that
|fd (x)− se (x)| ≤ |fd (x)|+ |se (x)| ≤ ‖fd‖∞,K + ‖fd‖w,0
√
R0 (0)min
{
1,
R0 (0)
ρ
}
,
which yields 7.23. Thus when fd = Ry and x ∈ K
|Ry (x)− se (x)| ≤ ‖Ry‖∞,K + ‖Ry‖w,0
√
R0 (0)min
{
1,
R0 (0)
ρ
}
= ‖Ry‖∞,K +R0 (0)min
{
1,
R0 (0)
ρ
}
,
which combined with the estimates of Corollary 311 gives the second set of inequalities 7.24.
Smoother convergence
I will now introduce the concept of the convergence of a smoother to its data function. Theorem 126 showed
that for a bounded closed infinite data region K there exists a nested sequence of independent data sets X(k) ⊂
X(k+1) ⊂ K such that hX(k),K → 0 as k →∞.
An inspection of the error estimates of this subsection clearly shows that the smoothing error can tend to zero
whilst the smoothing coefficient ρ remains positive. Consider the estimate 7.22 of Corollary 312 and suppose
X(k) is a nested sequence of independent data sets such that hX(k),K → 0. Denote the number of points in X(k)
by Nk. Then given ε > 0 there exists kε such that
kG ‖fd‖w,0
(
hX(kε),K
)s ≤ ε2 when k ≥ kε. Also for N ≥ Nkε we have hX(k),K ≤ hX(kε),K . Choosing ρk so that√
ρkNk =
ε
2‖fd‖w,0 an easy calculation shows that
|fd (x) − SX(k)fd (x)| ≤ ‖fd‖w,0
(√
ρN + kG (hX,K)
s
)
≤ ‖fd‖w,0
√
ρkNk + ‖fd‖w,0 kG
(
hX(k),K
)s
= ε.
We call s the order of convergence of the smoother.
Type 1 examples
The interpolant weight function examples are also used here i.e. the radial shifted thin-plate splines, Gaussian and
Sobolev splines, and the tensor product extended B-spline weight functions, augmented by the tensor product
central difference weight functions introduced in Chapter 5.
When ρ = 0 the error estimates of this subsection are the Type 1 interpolation estimates of Subsection 2.6.1
and consequently the values for s, CG, hG, kG have already been calculated and are exhibited in Table 2.1. These
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Type 1 Exact smoother convergence order estimates
Smoothness assumption on basis function, κ ≥ 0.
Parameter Converg.
Weight function constraints order s CG hG
Sobolev splines v − d2 = 1 12
‖ρK0(ρ)‖∞
2v−1Γ(v)
(2) ∞
(v > d/2) v − d2 6= 1 1
‖D2K˜v−d/2‖∞
2vΓ(v)
(2)
”
Shifted thin-plate - 1 eq. (7.25) ∞
(−d/2 < v < 0)
Gaussian - 1 2e−3/2 ∞
Extended B-spline - 12 G1 (0)
d−1 ‖DG1‖∞
√
d (1) ∞
Central difference
(tensor product)
- 12 (2π)
− d4
√
2G1 (0)
d−1 ‖DG1‖∞ 4
√
d (1) ∞
Central difference
(q multivar.)
?? ?? ?? ??
(1) G1 is the univariate basis function used to form the tensor product.
(2) Kv is the modified Bessel function and K˜v (r) = r
vKv (r).
TABLE 7.1.
values are given below in Table 7.1 augmented by the values obtained for the central difference tensor product
weight functions from Table 5.1.
Equations 7.25 are referenced by Table 7.1:
CG = |(2rf ′′ + f ′) (rmax)| , where f (r) =
(
1 + r2
)v
and rmax =
(1− 2v)
3
. (7.25)
7.6.2 Type 2 error estimates (κ ≥ 1)
The Corollaries 311 and 312 which were used to obtain Type 2 interpolant error estimates are again used here
by Theorems 315, 316 and 317 to obtain estimates for G (0)−G (x) when κ ≥ 1.
Theorem 315 Suppose a weight function satisfies property W02 for κ = 1 and denote the basis function by G.
Then the smoother error estimates of Corollaries 311 and 312 hold where
CG = −1
2
(
|D|2G
)
(0) d, s = 1, hG =∞, kG = (2π)−
d
4
√
−
(
|D|2G
)
(0)
√
d. (7.26)
Proof. Theorem 78 showed that if a weight function has κ ≥ 1 then
G (0)−G (x) ≤ −d
2
(
|D|2G
)
(0) |x|2 , x ∈ Rd. (7.27)
An application of Corollary 311 now proves this theorem directly.
However, if the weight function is radial we can use the estimates:
Theorem 316 Suppose a radial weight function satisfies property W02 for κ = 1 and denote the (radial)
basis function by G. Set r = |x|. Then:
1. If G (x) = f
(
r2
)
then
G (0)−G (x) ≤ −f ′ (0)d2 |x|2 , x ∈ Rd. (7.28)
2. If G (x) = g (r) then
G (0)−G (x) ≤ −1
2
g′′ (0) d2 |x|2 , x ∈ Rd, (7.29)
Further, the smoother error estimates of Corollaries 311 and 312 hold for
CG = −f ′ (0)d2 or − 1
2
g′′ (0)d2, s = 1, hG =∞, kG = (2π)−
d
4
√
2CG. (7.30)
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Proof. Follows directly from Theorem 78 and Corollary 311.
If the weight function is a tensor product the following result will be useful:
Theorem 317 Suppose a tensor product weight function satisfies property W02 for κ = 1 and denote the
univariate basis function by G1. Then
G (0)−G (x) ≤ −d
2
G1 (0)
d−1
D2G1 (0) |x|2 , x ∈ Rd,
and the smoother error estimates of Corollaries 311 and 312 hold for
CG = −d
2
G1 (0)
d−1D2G1 (0) , s = 1, hG =∞, kG = (2π)−
d
4
√
−G1 (0)d−1D2G1 (0)
√
d.
Proof. Since G1 is the univariate basis function
(
|D|2G
)
(0) =
d∑
k=1
(
D2kG
)
(0) =
d∑
k=1
D2k (G1 (x1)G1 (x2) . . .G1 (xd)) (0) =
d∑
k=1
G1 (0)
d−1
D2G1 (0)
= G1 (0)
d−1D2G1 (0) d,
The estimates of this theorem then follow from Theorem 315, 7.27 and an application of Corollary 311 .
7.6.3 Type 2 examples
When ρ = 0 the smoother error estimates of Corollaries 311 and 312 become algebraically identical to the Type
2 interpolant error estimates of Subsubsection 2.6.6. Further, the weight function examples used above were also
used for the Type 2 interpolation examples. If we use the ‘radial’ Theorem 316 to do the estimates for the radial
basis functions and Theorem 315 to do the estimates for the tensor product basis functions then the values of the
variables s, CG, hG, kG will match those obtained for the interpolants. These are given below in Table 7.2 which
is a copy of Table 2.2 augmented by the results for the central difference tensor product weight functions from
Table 5.1.
Type 2 Exact smoother convergence order estimates.
We assume κ ≥ 1.
Parameter Converg.
Weight function constraints order (2π)d/4 kG/
√
d
Sobolev splines v − d2 ≥ 2 1
√
Γ(v−d/2−1)
2d/2+1Γ(v)
(v > d/2) 1 < v − d2 < 2 1
√
Γ(v−d/2−1)
22v−d/2−3Γ(v)
Shifted thin-plate - 1
√−2v
(−d/2 < v < 0)
Gaussian - 1
√
2
Extended B-spline n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
(1)
(1 ≤ n ≤ l)
Central difference n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
(1)
(1 ≤ n ≤ l)
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 7.2.
When ρ = 0 we see that the order of convergence is at least 1 for an arbitrary data function and at least 2
for a Riesz representer data function, no matter what value κ takes. However, in the next section we will show
that by using the concept of unisolvent data of order κ ≥ 1 it follows that an order of convergence of at least ⌊κ⌋
can be attained for an arbitrary data function and an order of convergence of ⌊2κ⌋ for a Riesz representer data
function.
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7.7 Pointwise error estimates using unisolvent data subsets
In this section we will derive smoother error results by applying Lagrange interpolation theory to the pointwise
error estimates obtained using smoother inner products and semi-inner products of Section 7.5. These results
are based on showing that the independent data points must constitute a unisolvent set of specified order and
assumes that the boundary of the data region boundary satisfies a cone condition.
These results achieve the same order of convergence as the interpolation results of Subsection 2.7 in the sense
that when we set ρ = 0 we get the same interpolation error estimates.
Unisolvent sets were introduced in Subsection 2.7 where they were used to define the Lagrange interpolation
operators P and Q = I − P . Lemma 125 supplied the key interpolation theory and I reproduce it here:
Lemma 318 (Copy of Lemma 125) Suppose first that:
1. Ω is a bounded region of Rd having the cone property.
2. X is a unisolvent subset of Ω of order m.
Suppose {lj}Mj=1 is the cardinal basis of Pm with respect to a minimal unisolvent subset of Ω. Again, using
Lagrange polynomial interpolation techniques, it can be shown there exists a constant K ′Ω,m > 0 such that
M∑
j=1
|lj (x)| ≤ K ′Ω,m , x ∈ Ω,
and all minimal unisolvent subsets of Ω.
Now define the data point density measure
hX,Ω = sup
ω∈Ω
dist (ω,X) ,
and fix x ∈ X. By using Lagrange interpolation techniques it can be shown there are constants cΩ,m, hΩ,m > 0
such that when hX,Ω < hΩ,m there exists a minimal unisolvent set A ⊂ X satisfying
diam(A ∪ {x}) ≤ cΩ,mhX,Ω.
Our main result for arbitrary data functions is:
Theorem 319
1. Let w be a weight function with property W02 for some parameter κ ≥ 1 and let G be the basis function
generated by w. Set m = ⌊κ⌋.
2. Suppose se is the Exact smoother of an arbitrary data function fd ∈ X0w evaluated on the independent data
set X contained in the data region Ω.
3. Suppose the notation and assumptions of Lemma 318 hold for this theorem i.e. X is m-unisolvent and Ω
is a bounded region whose boundary satisfies the cone condition.
Then there exist positive constants kG, cΩ,m,K
′
Ω,m, hΩ,m such that the smoothing error satisfies
|fd (x)− se (x)| <
√
(fd − se, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
, x ∈ Ω, (7.31)
when hX,Ω = sup
ω∈Ω
dist (ω,X) < hΩ,m.
Here kG =
dm/2
(2pi)d/2
(cΩ,m)
m
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣ and the constants cΩ,m,K ′Ω,m and hΩ,m only depend on Ω,
m and d. In terms of the integrals which define weight property W02 I have
max
|β|=m
∣∣D2βG (0)∣∣ ≤ (2π)−d/2 ∫ |ξ|2mdξw(ξ) .
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Proof. Fix x ∈ Ω. By Lemma 318 there exists a minimal unisolvent set A = {ak}Mk=1 of order m and constants
cΩ,m, hX,Ω > 0 such that
diam (A ∪ {x}) ≤ cΩ,mhX,Ω when hX,Ω < hΩ,m.
Further, there exists a positive constant K ′Ω,m such that
M∑
j=1
|lj (x)| ≤ K ′Ω,m, x ∈ Ω,
where {lj}Mj=1 is the cardinal basis of Pm with respect to A. The next step is to partition the error function
using the Lagrange interpolation projections P and Q = I − P so that
fd − se = P (fd − se) +Q (fd − se) , (7.32)
and note that P (fd − se) is not zero. However, I can still apply Lemma 318 and Lemma 124 to the second
term Q (fd − se), in exactly the the same way as in the proof of Theorem 127, to show that
|Q (fd − se) (x)| ≤ kG ‖fd − se‖w,0 (hX,Ω)m , (7.33)
when hX,Ω < hΩ,m. Part 2 of Lemma 298 then implies ‖se‖2w,0 ≤ (se, fd)w,0 and so
|Q (fd − se) (x)| ≤ kG (fd − se, fd)w,0 (hX,Ω)m ,
when hX,Ω < hΩ,m. However, it still remains to estimate P (fd − se) (x). By definition of P
P (fd − se) (x) =
M∑
k=1
(fd (ak)− se (ak)) lk (x) ,
and by 7.13,
|fd (ak)− se (ak)| ≤
√
(fd − se, fd)w,0
√
Rak (ak)− (SXRak) (ak). (7.34)
But by Lemma 318,
M∑
k=1
|lk (x)| ≤ K ′Ω,m for x ∈ Ω, so
|P (fd − se) (x)| ≤
M∑
k=1
|fd (ak)− se (ak)| |lk (x)|
≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
|fd (ak)− se (ak)|
≤ K ′Ω,m
√
(fd − se, fd)w,0
M
max
k=1
√
(Rak (ak)− (SXRak) (ak)),
where SX is Exact smoother operator. Hence Lemma 307 implies
|P (fd − se) (x)| ≤ K ′Ω,m
√
(fd − se, fd)w,0
√
ρN. (7.35)
Combining inequalities 7.33 and 7.35 gives inequality 7.31 for all x ∈ Ω. The extension of the inequality to Ω
is an easy consequence of the fact that fd and se are continuous on Rd.
Observe that when ρ = 0 the order of convergence derived above is ⌊κ⌋ and this is the same order derived
for the interpolant of an arbitrary data function in Theorem 127. I now derive a double order of convergence
result for the Riesz representer data functions Ry. Note that the factor
√
(fd − se, fd)w,0 in the right side of the
estimate 7.31 for |fd (x) − se (x)| facilitates the following simple proof:
Corollary 320 Under the conditions and notation of Theorem 319 the estimate
Ry (x)− (SXRy) (x) ≤
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)2
, x, y ∈ Ω,
holds when hX,Ω < hΩ,m and m = ⌊κ⌋.
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Proof. Suppose hX,Ω < hΩ,m. When fd = Rx the inequality proved in Theorem 319 becomes
(Rx − SXRx) (x) ≤
√
(Rx − SXRx) (x)
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
, x ∈ Ω,
which implies that
(Rx − SXRx) (x) ≤
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)2
,
and an application of the estimate 7.13 with fd = Ry gives the desired result.
7.7.1 Examples
The weight function examples used here are those used in for interpolation i.e. the radial shifted thin-plate
splines, Gaussian and Sobolev splines, and the tensor product extended B-spline weight functions, augmented by
the tensor product central difference weight functions from Chapter 5.
When the smoothing coefficient ρ is zero the error estimates of this section are the unisolvent interpolation
estimates of Subsection 2.7 and consequently values for κ and the Lagrangian constants kG, cΩ,m,K
′
Ω,m, hΩ,m are
the same. We can’t calculate the Lagrangian constants but we estimated the convergence order for the interpolant
as ⌊κ⌋ which is given in Table 2.3. We use this value here and they are given below in Table 7.3 augmented by
the order values obtained for the central difference tensor product weight functions from Table 5.1.
Exact smoother convergence order estimates for κ ≥ 1.
Uses Lagrange interpolation and Taylor series.
Parameter Convergence
Weight function constraints order (⌊κ⌋) hΩ,⌊κ⌋
Sobolev splines v − d2 = 2, 3, 4, . . .
⌊
v − d2
⌋− 1 ∞
(v > d/2) v − d2 > 1, v − d2 /∈ Z+
⌊
v − d2
⌋
”
Shifted thin-plate - 2, 3, 4, . . . ∞
Gaussian - 2, 3, 4, . . . ∞
Extended B-spline n ≥ 2 n− 1 ∞
(1 ≤ n ≤ l)
Central difference: n ≥ 2 n− 1 ∞
ten. prod.(1 ≤ n ≤ l)
TABLE 7.3.
7.8 Numerical experiments with the extended B-splines
In this section the convergence of the Exact smoother to its data function is studied numerically using scaled,
extended B-splines, an example of which is the hat function. We will use the same 1-dimensional data functions
and the same extended B-splines, introduced in Theorem 19, that were used for the numerical interpolation
experiments described in Section 2.8.
We will only consider the numerical experiments in one dimension so that our standard data density parameter
hX,K = sup
x∈K
dist (x,X) can be easily calculated. It is also easier to test the Type1 and 2 error estimates i.e. those
derived without explicitly assuming unisolvent data sets. This is because in these cases the constants are given
precisely. In the case of the unisolvent data the theory is complex and it is unclear what are suitable upper
bounds for the constants e.g. K ′Ω,m, cΩ,m, hΩ,m in Theorem 319.
Recall from Theorem 19 that the extended B-splines are a special class of tensor product weight functions
which satisfy property W02. Indeed, for given integers l, n the multivariate weight function is defined by
ws (x) =
d∏
i=1
x2ni
sin2l xi
, x = (x1, . . . , xd) ∈ Rd, (7.36)
where the weight function ws has property W02 for κ iff n and l satisfy
κ+ 1/2 < n ≤ l. (7.37)
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Theorem 66 showed that the basis function G generated by w is the tensor product G (x) =
d∏
k=1
G1 (xk) where
G1 (t) = (−1)l−n (2pi)
l/2
22(l−n)+1D
2(l−n)
(
(∗Λ)l
) (
t
2
)
, t ∈ R1, (7.38)
and (∗Λ)l denotes the convolution of l 1-dimensional hat functions. Further, G1 ∈ C(2n−2)0
(
R1
)
and D2n−1G1
is a piecewise constant function. Finally, G ∈ C(2n−2)10
(
Rd
)
and the derivatives {DαG}α≤(2n−1)1 are bounded
functions.
Because all the extended B-spline basis weight functions 7.36 have a power of sinx in the denominator we will
need the special classes of data functions developed in Section 2.8.
The 1-dimensional independent X data set is constructed using a uniform distribution on the interval K =
[−1.5, 1.5]. Each of 20 data files is exponentially sampled using a multiplier of approximately 1.2 and a maximum
of 5000 points, and then we plot log10 hX,K against log10N where N = |X |. It then seems quite reasonable to
use a least-squares linear fit and in this case we obtain
hX,K ≃ 3.09N−0.81. (7.39)
For ease of calculation let
hX,K = h1N
−a, h1 = 3.09, a = 0.81. (7.40)
Noting the error estimates of Theorem 314 we use 7.40 to write hsX,K = h
s
1N
−as and define the Exact smoother
error estimates
|fd (x)− (SXfd) (x)| . EN (ρ) , x ∈ K, (7.41)
and
|Ry (x)− (SXRy) (x)| . εN (ρ) , x, y ∈ K, (7.42)
where
EN (ρ) = min

‖fd‖w,0
(√
ρN + kGh
s
1N
−as) ,
‖fd‖w,0
√
R0 (0),
‖fd‖∞,K + ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
,
(7.43)
and
εN (ρ) = min

(√
ρN + kGh
s
1N
−as)2 ,
R0 (0) ,
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
.
(7.44)
7.8.1 Extended B-splines with n = 1
The case n = 1, l = 1
The 1-dimensional hat weight function is given by ws (ξ) =√
2π
(
ξ/2
sin(ξ/2)
)2
(1.5) and examining 7.38 we see that it is a scaled, extended B-spline weight function corre-
sponding to the parameters n = l = 1. Also 7.37 implies max ⌊κ⌋ = 0.
Now suppose Π is the 1-dimensional rectangular function given by Π (x) = 1 when |x| < 1/2 and Π (x) = 0
when |x| > 1/2. Then it was shown in Subsubsection 2.8.1 that:
Theorem 321 Data function Suppose ws is the univariate hat weight function. Then u ∗ Π ∈ X0ws if u ∈
L2
(
R1
)
. Further, we can define V ∈ L1loc ∩ C(0)BP by
V (x) =
∫ x
0
u (t) dt, u ∈ L2,
so that DV = u a.e. and
u ∗Π = (2π)− 12
(
V
(
x+
1
2
)
− V
(
x− 1
2
))
.
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To obtain our data function fd = u ∗ Π we will follow the interpolation approach of Subsubsection 2.8.1 and
choose
u = e−x
2
,
for which
V = (2π)
1
2 erf, ‖u‖2 = 2 (2π)
1
4 , ‖u ∗Π‖ws,0 = 2, (7.45)
and
fd = u ∗Π = erf
(
x+
1
2
)
− erf
(
x− 1
2
)
. (7.46)
Since we are using the hat basis function, G (0) = 1, CG = 1, s = 1/2, hG = ∞, and from 7.45 and 7.46,
‖fd‖w,0 = 2.
For the double rate convergence experiment we will use R0 = (2π)
− 12 Λ as the data function.
Numerical results
We start by plotting the error bounds given by 7.23 and 7.24, together with the actual absolute smoother error,
against the smoothing parameter. The results for the data function fd are shown in Figure 7.1 and the results
for the data function R0 are shown in Figure 7.2:
FIGURE 7.1. Exact smoother errors vs smooth parm: data func is erf
(
x+ 1
2
)
− erf
(
x− 1
2
)
.
The Figure 7.1 seems typical for C∞ data functions and it is clear that except for smoothing parameters larger
than 10 the predicted error bounds given in 7.43 and 7.44 capture only a small part of the actual convergence
rate. Indeed, the error ratio for the function R0 is 10
1.5 and that for fd ranges from 10
1.5 to 2× 103.
We now move on to examine the relationship between the smoother error and the data density. To do this we
need to fix a value for the smoothing parameter and we choose ρ = 10−6. We select this value because often
the Exact smoother error curve has a minimum near this value. Using the functions and parameters discussed
at the end of the last subsection we obtain the four subplots displayed in Figure 7.3, each display being the
superposition of 20 smoothers.
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FIGURE 7.2. Exact smoother errors vs smooth param: hat basis func, data func is R0.
The two upper subplots relate to the data function 7.46 and the lower subplot relates to the Riesz representer
data function R0 = (2π)
−d/2
G (x− ·) (see 1.64). The right-hand subplots are filtered versions of the actual error.
The data function is given at the top of the left-hand plots and the annotation at the bottom of the figure supplies
the following additional information:
Input parameters
N = L = 1 - the hat function is a member of the family of scaled, extended B-splines with the indicated
parameter values.
spl scale 1/2 - the actual scaling of the spline basis function is 1/2 divided by spl scale.
sm parm 1e-6 - the smoothing parameter is 10−6.
samp 20 - the sample size. This is the number of test data files generated. The data function is evaluated on
the interval [−1.5, 1.5] at points selected using a uniform (statistical) distribution.
pts 2:5K - the smallest number of data points is 2 and the largest number of data points is 5000. The other
values are given in exponential steps with a multiplier of approximately 1.3.
Output parameters/messages
No ill-condit - this indicates all Exact smoother matrices were always properly conditioned.
Note that all the plots shown below have the same format and annotations.
As mentioned above the smoother is filtered. The filter calculates the value below which 80% of the errors lie.
The filter is designed to remove ‘large’, isolated spikes which dominate the actual smoother errors. The smoother
error was calculated on a grid with 300 cells applied to the domain of the data function. No filter is used for the
first five smoothers because there is no instability for small numbers of data points. I conclude that in this case
the ‘spike’ filter can only meaningfully applied to the smoother of R0. This filter will be used in all the cases
below.
As the number of points increases the numerical smoother of R0 is observed to simplify to three very large
increasingly narrow spikes at 0 and ±1 and these dominate by about four orders of magnitude a stable residual
error function of uniform amplitude and zero trend. The smoother of fd consists of intermingled spikes of various
heights superimposed on a trend curve of amplitude comparable to the average residual spike size. The maximum
spike height is at most one order of magnitude of the average spike height so the smoother is stable.
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FIGURE 7.3. Convergence of the Exact smoother.
The (blue) points above each smoother in Figure 7.3 represent the theoretical upper bound for the error given
by the estimates 7.23 or 7.24, and the adjacent (red) line has a slope which gives the actual rate of convergence,
ignoring instability. Clearly for the data function fd the theoretical error bound substantially underestimates
the actual error. Regarding the data function R0, the estimated ‘double’ convergence rate is 2s = 1 and the
estimated (unfiltered) rate is also 1 so for ρ = 10−6 the theoretical upper error bound for the data function R0 is
able to take into account quite closely the instability of the smoother. However, there is a large difference when
the filtered error is considered.
The case n = 1, l = 2
Amongst other things the following result, extracted from Theorem 131, will allow us to generate data functions
for 1-dimensional extended B-spline spaces for which the X0w norm can be calculated This result is closely related
to the calculations done above for the hat function.
Theorem 322 (Portion of Theorem 131) Suppose w is the extended B-spline weight function with parameters
n and l given by 1.27, and that U ∈ L2 (R1), DnU ∈ L2 in the sense of distributions. Then if we define the
distribution
fd = δ
l
2U, l = 1, 2, 3, . . . ,
where δ2 is the central difference operator
δ2U = U (·+ 1)− U (· − 1) , (7.47)
it follows that fd ∈ X0w and
‖fd‖w,0 = 2l ‖DnU‖2 . (7.48)
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Our basis function is the extended B-spline G1 with parameters n = 1 and l = 2 given by 7.38 i.e.
G1 (t) = (−1)l−n (2pi)
l/2
22(l−n)+1
(
D2(l−n)
(
(∗Λ)l
)) (
t
2
)
= −pi4
(
D2 (Λ ∗ Λ)) ( t2) , t ∈ R1.
But
D2 (Λ ∗ Λ) = Λ ∗D2Λ = Λ ∗ (δ (·+ 1)− 2δ + δ (· − 1))
=
1√
2π
(Λ (·+ 1)− 2Λ + Λ (· − 1)) ,
so that
G1 (t) = −
√
2π
8
(
Λ
(
t
2 + 1
)− 2Λ ( t2)+ Λ ( t2 − 1)) ,
and hence
DG1 (t) = −
√
2π
16
(
Λ′
(
t
2 + 1
)− 2Λ′ ( t2)+ Λ′ ( t2 − 1)) ,
i.e. ‖DG1‖∞ = 316
√
2π. Since the (distributional) derivative is bounded the distributional Taylor series expan-
sion of Lemma 85 can be used to write
G1 (0)−G1 (t) ≤ ‖DG1‖∞ |t| , x ∈ R1,
which means that
G1 (0) =
√
2π
4
, CG = ‖DG1‖∞ =
3
16
√
2π, s =
1
2
, hG =∞.
With reference to the last theorem we will choose the bell-shaped data function
fd = δ
2
2U ∈ X0w, (7.49)
where
U (x) =
e−k1,2x
2
δ22
(
e−k1,2x2
)
(0)
=
e−k1,2x
2
2 (1− e−4k1,2) , k1,2 = 0.3,
and
‖fd‖w,0 = 4 ‖DU‖2 = 4
√
2π
4
√
4k1,2
1− e−4k1,2 .
The error estimates are given by 7.23 or 7.24 where kG = (2π)
− 14 √2CG and R0 (0) = (2π)−
1
2 G1 (0).
For the theory developed in the previous sections it was convenient to use the simple, unscaled weight function
definition 7.36 but for computations it may be easier to use the unscaled version of the extended B-spline basis
function given in the next theorem.
Theorem 323 Suppose G = (−1)l−nD2(l−n)
(
(∗Λ)l
)
where Λ is the 1-dimensional hat function and n, l are
integers such that 1 ≤ n ≤ l.
Then for given λ > 0, G (λx) is called a scaled extended B-spline basis function. The corresponding weight
function is wλ (t) = 2λaw
(
t
2λ
)
where w is the extended B-spline weight function with parameters n, l and a =
(2pi)l/2
22(l−n)+1 . Indeed, for wλ we can choose κ = n− 1.
Further
G (0)−G (λx) ≤ λ ‖DG‖∞ |x| , x ∈ R1. (7.50)
Finally, if fd ∈ X0w and gd (x) = fd (2λx), it follows that gd ∈ X0wλ and ‖gd‖wλ,0 =
√
a ‖fd‖w,0.
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FIGURE 7.4. Convergence of Exact smoother.
Numerical results
As with the previous case we select ρ = 10−6 and, using the spike filter of the previous case and the functions
and parameters discussed in the last subsection, we obtain the four subplots displayed in Figure 7.4, each display
being the superposition of 20 smoothers.
These results are significantly different to those obtained for the previous case n = l = 1. As the number of
points increases the numerical smoother of R0 is observed to quickly simplify to a single very large increasingly
narrow spike at the origin, and this dominates a stable error function of uniform amplitude and zero trend.
The smoother of fd typically forms two major spikes at the boundary x = ±3/2 by 100 data points and then
two minor spikes at x = ±1/2 at about 1000 data points. These spikes are superimposed on a trend curve of
amplitude comparable to the average spike size of a small stable error function.
The (blue) points above the actual errors in Figure 7.4 are the estimated upper bounds for the error given by
the estimates 7.23 or 7.24, and the adjacent (red) line gives the average convergence rate. Clearly for the data
function fd the theoretical error bound substantially underestimates the convergence rate. Regarding the data
function R0, for ρ = 10
−6 the theoretical upper error bound for the data function R0 is able to take into account
quite closely the instability of the smoother. On the other hand, the filtered curves for the data function R0 are
obtained from the corresponding unfiltered curves by inserting a large step when the data density is about 0.5
and so the theoretical error estimates are at least 4 orders of magnitude greater than the actual errors.
7.8.2 Extended B-splines with n = 2
Since n ≥ 2, we can use the error estimates of Theorem 317 as well as the same scaled B-spline and data function
that we used for the interpolant in Subsection 7.8.2.
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The case n = 2, l = 2
The basis function is
G2,2 (x) =
(Λ ∗ Λ) (2x)
(Λ ∗ Λ) (0) =
3
√
2π
2
(Λ ∗ Λ) (2x) ,
with scaling factor λ = 4 and is such that suppG2,2 = [−1, 1] and G2,2 (0) = 1. To calculate G2,2 we use the
formula
G2,2 (x) = (1 + x)
2
Λ (2x+ 1) +
(
1− 2x2)Λ (2x) + (1− x)2 Λ (2x− 1) ,
and choose the bell-shaped data function
fd = δ
2
2U ∈ X0w, (7.51)
where
U (x) =
e−k1,2x
2
δ22
(
e−k1,2x2
)
(0)
=
e−k1,2x
2
2 (1− e−4k1,2) , k1,2 = 0.3, (7.52)
so that
kG =
√
12
(2π)
1/4
; ‖fd‖w,0 = 4
√
72π
(k1,2)
3/4
1− e−4k1,2 , k1,2 = 0.3; hG =∞. (7.53)
For double rate convergence experiments R0 = (2π)
− 12 G2,2 is the data function and R0 (0) = (2π)
− 12 .
The next step is to calculate ‖fd‖∞,K and ‖R0‖∞,K where K = [−1.5, 1.5]. Clearly
‖R0‖∞,K = (2π)−
1
2 G2,2 (0) = (2π)
− 12 ,
and from 7.51 and 7.52, ‖fd‖∞,K = fd (0) = 1:
‖R0‖∞,K = R0 (0) = (2π)−
1
2 , ‖fd‖∞,K = 1. (7.54)
Numerical results
Using these functions and parameters the four subplots of Figure 7.5 each display the superposition of 20 inter-
polants or 20 filtered interpolants as well the curves which show the upper bounds for the error given by the
estimates 7.23 and 7.24.
As the number of points increases the numerical smoother of R0 is observed to simplify to a very stable,
smooth, symmetrical pattern with a single spike at the origin and two smaller spikes at ±1/2, each about 1/3
the central spike’s height. At ±1and ±3/2 there are small rounded ‘spikes’. The smoother between the spikes is
very smooth and the trend is zero.
The smoother of fd forms two spikes at the boundary x = ±3/2. These spikes are superimposed on a trend
curve of amplitude which dominates the amplitude of a stable residual error function. However the trend curve
has a larger amplitude than the boundary spikes.
The (blue) points above each smoother in Figure 7.5 are the estimated upper bounds for the error given by
7.23 or 7.24. Clearly, in both the filtered and unfiltered cases, the theoretical bound substantially underestimates
the convergence rate.
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7.9.1 Introduction
In Subsection 7.9.2 we work in one dimension only and the data region is an open interval Ω. The local data
functions are assumed to have bounded derivatives i.e. functions in W 1,∞ (Ω) ∩X0w (Ω). In Corollary 629 of the
Appendix, we proved, after a lot of calculation, the following local bound estimate for the interpolant derivative:
‖Dse‖∞;Ω ≤
2
λ
‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω , N ≥ 4, ρ > 0,
where the basis function is the scaled hat function Λ (x/λ). The hat basis function is assumed to have large
support w.r.t. the data region.
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FIGURE 7.5. Convergence of the Exact smoother.
Subsection 7.9.3: Our data function spaces will require the derivative to be bounded. This excludes func-
tions with cusps, vertical inflections/tangents and half-vertical tangents but allows corners. In this subsection
we describe a selection of data functions for numerical experiments. The smoothers of these functions show
instabilities.
In Subsection 7.9.4 we consider the multivariate case but I have no example to present; I have been unable
to prove that the scaled tensor product hat function with large support satisfies an estimate of the form 7.62:
|Dkse (x)| ≤ c ‖fd‖1,∞;Ω , x ∈ Ω, ∀k.
We will need the following spaces from Definition 134:
Definition 324 The Sobolev space W 1,∞ (Ω): If Ω is an open interval in R1 then define the Sobolev space:
W 1,∞ (Ω) = {f ∈ L∞ (Ω) : Df ∈ L∞ (Ω)} ,
endowed with the supremum norm ‖f‖1,∞,Ω =
1∑
k=0
∥∥Dkf∥∥∞,Ω.
It is also well known that if Ω is bounded then W 1,∞ (Ω) is a Banach space. Also
W 1,∞ (Ω) =
{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
= {f ∈ D′ : Df ∈ L∞ (Ω)} .
Our data function spaces require the derivative to be bounded. This excludes functions with cusps, vertical
inflections/tangents and half-vertical tangents but allows corners. See Subsection 7.9.3 below for a selection of
data functions for numerical experiments.
7.9.2 Estimates for the convergence of the Exact smoother in one dimension
Our next result is a smoothing analogue of interpolation result Theorem 196.
Theorem 325 1-dim smoother Suppose:
From Theorem 141 there exists a continuous, linear extension operator r∗Ω : W
1,∞ (Ω) ∩ X0w (Ω) → X0w
(
R1
)
where W 1,∞ (Ω) ∩X0w (Ω) 6= {} has norm ‖·‖w,0. Also ‖r∗Ω‖op = 1.
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1. se := rΩSXr∗Ωfd is the Exact smoother of the arbitrary data function fd ∈ W 1,∞ (Ω) ∩ X0w (Ω) on the
independent data set X which is contained in the bounded open interval Ω ⊂ R1. Here SX is the global
smoothing operator.
2. The basis function satisfies G ∈W 1,∞ (Ω− Ω).
3. There exist constants c0, c1 ≥ 0, independent of fd, such that
|Dse (x)| ≤ c0 ‖fd‖∞;Ω + c1 ‖Dfd‖∞;Ω , x ∈ Ω. (7.55)
Then if hX,Ω = sup
x∈Ω
dist (x,X) is the maximum spherical cavity size (radius) of the data:
|fd (x)− se (x)| ≤ ‖fd‖w,0,Ωmin
{√
ρN,
G (0)
(2π)
1/2
}
+
+
(
c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω
)
hX,Ω, x ∈ Ω. (7.56)
Proof. Let se = SXr∗Ωfd. Since G ∈W 1,∞ (Ω− Ω) the basis function formula 2.13 for the smoother means that
se ∈ C(0)B ∩W 1,∞ (Ω). Since fd ∈ X0w we have fd ∈ C(0)B and applying Lemma 195 with x ∈ Ω, z = x(k) ∈ X and
b = x− x(k) yields
se (x)− fd (x) = (se − fd)
(
x(k) +
(
x− x(k)
))
= (se − fd)
(
x(k)
)
+ (R1 (se − fd))
(
x(k), x− x(k)
)
.
We now apply the remainder estimate 4.2, namely∣∣∣(R1 (se − fd))(x(k), x− x(k))∣∣∣ ≤ ( max
y∈[x(k),x]
|D (se − fd) (y)|
)∣∣∣x− x(k)∣∣∣
≤
(
‖D (se − fd)‖∞,Ω
) ∣∣∣x− x(k)∣∣∣
≤
(
‖Dse‖∞,Ω + ‖Dfd‖∞,Ω
) ∣∣∣x− x(k)∣∣∣ ,
and using 7.55 we get∣∣∣(R1 (se − fd))(x(k), x− x(k))∣∣∣ ≤ (c0 ‖fd‖∞;Ω + c1 ‖Dfd‖∞;Ω + ‖Dfd‖∞;Ω) ∣∣∣x− x(k)∣∣∣
=
(
c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω
) ∣∣∣x− x(k)∣∣∣
so that
|fd (x)− se (x)| ≤
∣∣∣fd (x(i))− se (x(i))∣∣∣+ (c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω) ∣∣∣x− x(i)∣∣∣ ,
and consequently for all x ∈ Ω,
|fd (x)− se (x)| ≤
N
min
k=1
∣∣∣fd (x(k))− se (x(k))∣∣∣+ (c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω) Nmink=1 ∣∣∣x− x(k)∣∣∣
≤ Nmin
k=1
∣∣∣fd (x(k))− se (x(k))∣∣∣+ (c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω) sup
x∈Ω
dist (x,X)
=
N
min
k=1
∣∣∣fd (x(k))− se (x(k))∣∣∣+ (c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω)hX,Ω.
Using 7.13 and then 7.17:∣∣∣fd (x(k))− se (x(k))∣∣∣ = ∣∣∣r∗Ωfd (x(k))− SXr∗Ωfd (x(k))∣∣∣
≤ ‖r∗Ωfd‖w,0
√
Rx(k)
(
x(k)
)− (SXRx(k)) (x(k))
≤ ‖fd‖w,0,Ω
√
ρNδk,k − (ρN)2
(
(ρNI +RX,X)
−1
)
k,k
≤ ‖fd‖w,0,Ω
√
ρN,
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so that we have the error estimate
|fd (x)− se (x)| ≤ ‖fd‖w,0,Ω
√
ρN +
(
c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω
)
hX,Ω, x ∈ Ω. (7.57)
But, from Theorem 141, part 1 of Theorem 72 and part 2 of Theorem 296,∣∣∣fd (x(k))− se (x(k))∣∣∣ = ∣∣∣(fd − se, RΩx(k))w,0,Ω∣∣∣ ≤ ‖fd − se‖w,0,Ω ∥∥RΩx(k)∥∥w,0,Ω
= ‖fd − se‖w,0,Ω ‖r∗ΩRx(k)‖w,0,Ω
≤ ‖fd − se‖w,0,Ω ‖Rx(k)‖w,0
= (2π)
−1/2
G (0) ‖fd − se‖w,0,Ω
= (2π)
−1/2
G (0) ‖fd − rΩSXr∗Ωfd‖w,0,Ω
= (2π)−1/2G (0) ‖rΩr∗Ωfd − rΩSXr∗Ωfd‖w,0,Ω
= (2π)
−1/2
G (0) ‖rΩ (I − SX) r∗Ωfd‖w,0,Ω
≤ (2π)−1/2G (0) ‖(I − SX) r∗Ωfd‖w,0
≤ (2π)−1/2G (0) ‖r∗Ωfd‖w,0
≤ (2π)−1/2G (0) ‖fd‖w,0,Ω , (7.58)
and so 7.57 can be strengthened to
|fd (x)− se (x)|
≤ ‖fd‖w,0,Ωmin
{√
ρN,
G (0)
(2π)
1/2
}
+
(
c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω
)
hX,Ω, x ∈ Ω.
Remark 326 The estimate 7.56 is not order 1 convergence because of the factor
√
ρN in the first term.
Example 327 1-dimensional scaled hat basis function with large support w.r.t. the data region
From Theorem 156, X0w (Ω) =W
1 (Ω) as sets with equivalent norms.
These basis functions are discussed in Chapter 10 of the Appendix. Large support w.r.t. the data region Ω
means that the scaled hat basis function Λλ (x) = Λ (x/λ) has been scaled so that
diamΩ ≤ 1
2
diam suppΛλ i.e. diamΩ ≤ λ.
This assumption has the nice consequence that x, x′ ∈ Ω now implies Λλ (x− x′) = 1− |x−x
′|
λ and there are no
zero values.
In Corollary 629 of the Appendix it is shown that if diamΩ ≤ λ and the data function fd ∈ X0w satisfies
Dfd ∈ L∞ (Ω) then the Exact smoother se corresponding to the basis function Λλ satisfies
‖Dse‖∞;Ω ≤
2
λ
‖f‖∞;Ω +min {5, 2 + ρN} ‖Dfd‖∞;Ω , N ≥ 4, ρ > 0,
so that c0 =
2
λ and c1 = min {5, 2 + ρN}. Theorem 325 now implies that when fd ∈ X0w (Ω) ∩W 1,∞ (Ω):
|se (x)− fd (x)|
≤ ‖fd‖w,0,Ωmin
{√
ρN,
G (0)
(2π)1/2
}
+
(
c0 ‖fd‖∞;Ω + (1 + c1) ‖Dfd‖∞;Ω
)
hX,Ω
= ‖fd‖w,0,Ωmin
{√
ρN,
1
(2π)
1/2
}
+
(
2
λ
‖fd‖∞;Ω +min {6, 3 + ρN} ‖Dfd‖∞;Ω
)
hX,Ω. (7.59)
This estimate does not represent order 1 convergence because the ugly factor
√
ρN in the first term depends on
N .
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7.9.3 Some non-PWC
(1)
B data functions for numerical experiments
Numerical experiments using the hat basis function with large support relative to the bounded data region
indicate that in 1-dimension the interpolant and Exact smoother have difficulty handling data functions which
are piecewise C(1) except at a finite number of points where the slope tends to ±∞ i.e. cusps and vertical
tangents/inflections and half-vertical tangents.
What about avoiding symmetry about the origin? Use scaling and translation: if a ∈ (−1, 1) then define
g (x, a) =
 f
(
x−a
1−a
)
, x ∈ [a, 1] ,
f
(
x−a
1+a
)
, x ∈ [−1, a] .
(7.60)
Transform a data function f to a data function g with zero value and derivative at the boundary by multiplying
by
(
1− x2)2:
g (x) =
(
1− x2)2 f (x) . (7.61)
In the examples below we used 1,000 data points and calculated function values on the interval [−1, 1] using
400 cells. The basis function is the hat function with support [−1, 1].
Example 328 A vertical cusp at the origin Here we use:
fc (x; s) = 1−
√
|x|s (2− |x|s), s ≥ 0, x ∈ Ω = (−1, 1) .
Hence fc (x; s) = 0 when x = ±1. But
Dfc (x; s) =
−1
2
√
|x|s (2− |x|s)D (|x|
s (2− |x|s))
=
−1
2
√
|x|s (2− |x|s) ((D |x|
s
) (2− |x|s)− |x|sD |x|s)
= − 2− |x|
s − |x|s
2
√
|x|s (2− |x|s)D |x|
s
=
1
2
(
− 2− |x|
s√
|x|s (2− |x|s) +
|x|s√
|x|s (2− |x|s)
)
D |x|s
=
1
2
(
−
√
2− |x|s√
|x|s +
√
|x|s√
2− |x|s
)
D |x|s
=
s
2
sgn (x)
(
−
√
2− |x|s√
|x|s +
√
|x|s√
2− |x|s
)
|x|s−1
=
s
2
sgn (x)
(
− |x| s2−1
√
2− |x|s + |x|
3s
2 −1√
2− |x|s
)
=
s
2
sgn (x)
− |x| s2−1 (2− |x|s) + |x| 3s2 −1√
2− |x|s
=
s
2
sgn (x)
− |x| s2−1 (2− |x|s) + |x| 3s2 −1√
2− |x|s
=
s
2
sgn (x)
−2 |x| s2−1 + 2 |x| 3s2 −1√
2− |x|s
= s
sgn (x)√
2− |x|s
(
− |x| s2−1 + |x| 3s2 −1
)
,
so that Dfc (x; s) = 0 when x = ±1. Also Dfc ∈ L2 (Ω) and |Dfc (0; s)| =∞ iff 1 < s < 2.
The properties fc (±1; s) = 0 and Dfc (±1; s) = 0 minimize the contribution of the boundary to the interpolant
error since we want to concentrate on the error due to the cusp.
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Numerical experiments with the case s = 3/2 show a large error spike at the origin.
Use asymmetric technique 7.60 with a = 1/3?
1) Asymmetry reduces the spike size?
2) More cusps reduce the spike size?
Measure error spike by max/median? Graph against number of data points?
Several cusps vs. one cusp regarding the error spikes.
Symmetric vs. asymmetric regarding the error spikes.
Example 329 A vertical tangent at the origin Here we use the functions:
fv (x; s) = sgn (x) |x|s
√
|x|s (2− |x|s) cos2 π
2
x, s ≥ 0, x ∈ Ω = (−1, 1) .
Here fv (0; s) = 0. The multiplicative term cos
2 pi
2x is designed to reduce the contribution of the boundary to
the interpolant error since we want to concentrate on the error due to the vertical tangent. In fact fv (±1; s) =
|Dfv (±1; s)| = 0. Also max
Ω
fv . 0.482.
Similarly to Case 1, Dfv ∈ L2 (Ω) and Dfv (0; s) =∞ iff 1 < s < 2.
Numerical experiments with Example 328: s = 1.1 show a large error spike at the origin.
Observations.
Measure error spike by ratio max/median? Graph against number of data points?
Example 330 A half-vertical tangent at the origin Here we use the functions:
fh (x; s) =
{
fv (x; s) , x ∈ (−1, 0] ,
cos2 pi2x, x ∈ [0, 1) .
Similarly to Case 1, Dfv ∈ L2 (Ω) and Dfv (0; s) =∞ iff 1 < s < 2.
Use s = 1.25.
?? Measure error spike by ratio max/median? Graph against number of data points?
Comparing Example 328 with Example 329 - different values of s - no meaningful comment.
Example 331 A corner at the origin We use the data function
fd (x) = (1 − |x|)2 ((m+ 2) |x|+ 1) , m = −1.
Here m is the right slope of fd at the origin.
Observations:
1) Spikes in the error at the boundary - width.
2) ??
Example 332 The functions fd and Dfd are zero at the boundary and fd ∈ C(2)
(
Ω
)
. We use the data
functions
fd (x) = 1 + cos (πx) ,
fd (x) =
(
x2 − 1)2 e−x2 .
Observations: No spikes in the error.
7.9.4 Multivariate estimates for convergence of Exact smoother
A multivariate version of Theorem 325 is:
Theorem 333 Multivariate smoother From Theorem 141 there exists a continuous, linear extension operator
r∗Ω :W
1,∞ (Ω) ∩X0w (Ω)→ X0w where W 1,∞ (Ω) ∩X0w (Ω) 6= {} has norm ‖·‖w,0. Also ‖r∗Ω‖op = 1.
Now suppose:
1. se := SXr∗Ωfd is the Exact smoother of the arbitrary data function fd ∈ W 1,∞ (Ω)∩X0w (Ω) on the indepen-
dent data set X which is contained in the bounded region Ω which satisfies the (uniform) cone condition.
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2. The basis function G lies in W 1,∞ (Ω− Ω).
3. There exist a constant c > 0, independent of fd ∈ W 1,∞ (Ω) ∩X0w (Ω), such that
|Dkse (x)| ≤ c ‖fd‖1,∞;Ω , x ∈ Ω, ∀k. (7.62)
Then if hX,Ω = sup
x∈Ω
dist (x,X) is the maximum spherical cavity size (radius) of the data there exist
constants cΩ,ε0 > 0 such that
|fd (x) − se (x)| ≤
‖fd‖w,0,Ωmin
{√
ρN,
G (0)
(2π)
1/2
}
+
√
d (1 + c) ‖fd‖1,∞,Ω cΩhΩ,X , x ∈ Ω, (7.63)
when hX,Ω < ε0.
Proof.We will adapt the proof of the multivariate interpolation result Theorem 200 and the univariate smoothing
result of Theorem 325.
Since fd ∈ X0w (Ω) we have fd ∈ C(0)B (Ω). If x ∈ Ω then by Lemma 199 there exist constants rΩ, ε0 > 0 such
that when hΩ,X < ε0 there exists x
(k) ∈ X such that [x, x(k)] ⊂ Ω and ∣∣x− x(k)∣∣ < cΩhΩ,X . This permits us to
apply the Taylor series expansion result of Remark 86 with x ∈ Ω, z = x(k) ∈ X and b = x− x(k) to get
se (x) − fd (x) = (se − fd)
(
x(k) +
(
x− x(k)
))
= se
(
x(k)
)
− fd
(
x(k)
)
+ (R1 (se − fd))
(
x(k), x− x(k)
)
,
and from Remark 86 we have the remainder estimate 1.103, namely∣∣∣(R1 (se − fd))(x(k), x− x(k))∣∣∣ ≤ √d(max|α|=1 maxy∈[x(k),x] |Dα (se − fd) (y)|
)∣∣∣x− x(k)∣∣∣
≤
√
dmax
|α|=1
‖Dα (se − fd)‖∞,Ω
∣∣∣x− x(k)∣∣∣
≤
√
d
(
max
|α|=1
‖Dαfd‖∞,Ω + max|α|=1 ‖D
αse‖∞,Ω
) ∣∣∣x− x(k)∣∣∣ .
Hence, using the assumption 7.62,
|se (x)− fd (x)| ≤
∣∣∣se (x(k))− fd (x(k))∣∣∣+√d(max|α|=1 ‖Dαfd‖∞,Ω + c ‖fd‖1,∞,Ω
) ∣∣∣x− x(k)∣∣∣
≤
∣∣∣se (x(k))− fd (x(k))∣∣∣+√d (1 + c) ‖fd‖1,∞,Ω ∣∣∣x− x(k)∣∣∣ , (7.64)
and thus
|se (x)− fd (x)| ≤
N
min
k=1
∣∣∣se (x(k))− fd (x(k))∣∣∣+√d (1 + c) ‖fd‖1,∞,Ω Nmink=1 ∣∣∣x− x(k)∣∣∣
≤ Nmin
k=1
∣∣∣se (x(k))− fd (x(k))∣∣∣+√d (1 + c) ‖fd‖1,∞,Ω sup
x∈Ω
N
min
k=1
∣∣∣x− x(k)∣∣∣
≤ Nmin
k=1
∣∣∣se (x(k))− fd (x(k))∣∣∣+√d (1 + c) ‖fd‖1,∞,Ω cΩhΩ,X .
Using 7.13 and then 7.17:∣∣∣se (x(k))− fd (x(k))∣∣∣ = ∣∣∣SXr∗Ωfd (x(k))− r∗Ωfd (x(k))∣∣∣
=
∣∣∣(SX − I) r∗Ωfd (x(k))∣∣∣
≤ ‖r∗Ωfd‖w,0
√
Rx(k)
(
x(k)
)− (SXRx(k)) (x(k))
≤ ‖fd‖w,0,Ω
√
ρNδk,k − (ρN)2
(
(ρNI +RX,X)
−1
)
k,k
≤ ‖fd‖w,0,Ω
√
ρN,
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so that we have the error estimate
|se (x)− fd (x)| ≤ ‖fd‖w,0,Ω
√
ρN +
√
d (1 + c) ‖fd‖1,∞,Ω cΩhΩ,X , x ∈ Ω. (7.65)
But, from Theorem 141, part 1 of Theorem 72 and part 2 of Theorem 296,∣∣∣fd (x(k))− se (x(k))∣∣∣ = ∣∣∣(fd − se, RΩx(k))w,0,Ω∣∣∣ ≤ ‖fd − se‖w,0,Ω ∥∥RΩx(k)∥∥w,0,Ω
= ‖fd − se‖w,0,Ω ‖r∗ΩRx(k)‖w,0,Ω
≤ ‖fd − se‖w,0,Ω ‖Rx(k)‖w,0
= (2π)−1/2G (0) ‖fd − se‖w,0,Ω
= (2π)
−1/2
G (0) ‖fd − rΩSXr∗Ωfd‖w,0,Ω
= (2π)
−1/2
G (0) ‖rΩr∗Ωfd − rΩSXr∗Ωfd‖w,0,Ω
= (2π)−1/2G (0) ‖rΩ (I − SX) r∗Ωfd‖w,0,Ω
≤ (2π)−1/2G (0) ‖(I − SX) r∗Ωfd‖w,0
≤ (2π)−1/2G (0) ‖r∗Ωfd‖w,0
≤ (2π)−1/2G (0) ‖fd‖w,0,Ω ,
and so 7.65 can be strengthened to
|fd (x)− se (x)|
≤ ‖fd‖w,0,Ωmin
{√
ρN,
G (0)
(2π)
1/2
}
+
√
d (1 + c) ‖fd‖1,∞,Ω cΩhΩ,X , x ∈ Ω,
as claimed.
7.10 Approximation of the Exact smoother
We shall finish this chapter by approximating the Exact smoother by an easily calculated member ofWG,X which
does not involve calculating the inverse of a matrix. This result will be used to motivate the derivation of the
Approximate smoother in Subsection 8.3.1 of the next chapter.
The relevant properties of the vector-valued evaluation operator E˜X and its adjoint E˜∗X w.r.t. X0w were proven
in Theorem 97. Now suppose X =
{
x(k)
}N
k=1
is an ordered set of points in Rd and f ∈ X0w. Define g ∈ X0w by
f =
1
NR0 (0)
E˜∗X E˜Xf + g =
1
NR0 (0)
∑
k
f
(
x(k)
)
Rx(k) + g, (7.66)
so that
f − g = 1
NR0 (0)
E˜∗X E˜Xf, (7.67)
has the following properties:
Lemma 334 Suppose f, g satisfy equation 7.66. Then:
1. ‖f − g‖w,0 ≤ ‖f‖w,0.
2. |f (x) − g (x)| ≤√R0 (0) ‖f‖w,0.
3.
∣∣∣E˜Xf − E˜Xg∣∣∣ ≤ 1√
NR0(0)
∣∣∣E˜Xf ∣∣∣ ≤ ‖f‖w,0.
4. The Exact smoother operator SX satisfies: |SXf (x)− SXg (x)| ≤
√
R0 (0) ‖f‖w,0.
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Proof. By definition of the Riesz representer
‖Rx‖w,0 = ‖R0‖w,0 =
√
R0 (0) (7.68)
so part 3 of Theorem 97 implies ∥∥∥E˜∗X∥∥∥ = ∣∣∣E˜X ∣∣∣ = ‖RX,X‖ ≤ √N√R0 (0). (7.69)
Thus:
Part 1
‖f − g‖w,0 =
1
NR0 (0)
∥∥∥E˜∗X E˜Xf∥∥∥
w,0
≤ ‖f‖w,0 .
Part 2
f (x)− g (x) = 1
NR0 (0)
∣∣∣∣(E˜∗X E˜Xf,Rx)
w,0
∣∣∣∣ = 1NR0 (0)
∥∥∥E˜∗X E˜Xf∥∥∥
w,0
‖Rx‖w,0
≤
√
R0 (0) ‖f‖w,0 .
Part 3 By part 5 of Theorem 97, E˜X E˜∗X = RX,X so∣∣∣E˜Xf − E˜Xg∣∣∣ = 1
NR0 (0)
∣∣∣RX,X E˜Xf ∣∣∣ ≤ 1
NR0 (0)
‖RX,X‖
∣∣∣E˜Xf ∣∣∣ = 1√
NR0 (0)
∣∣∣E˜Xf ∣∣∣
≤ ‖f‖w,0 .
Part 4 From part 2 of Theorem 296, the Exact smoother operator satisfies, ‖SX‖ ≤ 1. Hence
|SXf (x)− SXg (x)| = 1
NR0 (0)
∣∣∣(SX E˜∗X E˜Xf,Rx)∣∣∣ ≤ 1NR0 (0)
∥∥∥SX E˜∗X E˜Xf∥∥∥
w,0
‖R0‖w,0
≤ 1
N
√
R0 (0)
∥∥∥E˜∗X E˜Xf∥∥∥
w,0
≤
√
R0 (0) ‖f‖w,0 .
We now prove our smoother approximation theorem:
Theorem 335 Suppose f, g ∈ X0w satisfy equation 7.66. Then
SXf (x)−
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
=
R0 (0)
R0 (0) + ρ
SXg (x) , x ∈ Rd, (7.70)
and ∣∣∣∣∣∣∣SXf (x)−
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
∣∣∣∣∣∣∣ ≤
2R0 (0)
3/2
R0 (0) + ρ
min
{
1,
R0 (0)
ρ
}
‖f‖w,0 , (7.71)
and ∥∥∥∥∥∥∥SXf −
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
∥∥∥∥∥∥∥
w,0
≤ 2R0 (0)
R0 (0) + ρ
‖f‖w,0 . (7.72)
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Proof. Starting with 7.11 and using the fact that E˜X E˜∗X = RX,X (part 5 Theorem 97) we have
SXf (x) =
(
E˜XRx
)T
(ρNI +RX,X)
−1 E˜Xf
=
(
E˜XRx
)T
(ρNI +RX,X)
−1
(
1
NR0 (0)
RX,X E˜Xf + E˜Xg
)
=
1
NR0 (0)
(
E˜XRx
)T
(ρNI +RX,X)
−1
RX,X E˜Xf +
(
E˜XRx
)T
(ρNI +RX,X)
−1 E˜Xg
=
1
NR0 (0)
(
E˜XRx
)T
(ρNI +RX,X)
−1
RX,X E˜Xf + SXg (x)
=
1
NR0 (0)
(
E˜XRx
)T
(ρNI +RX,X)
−1
(ρNI +RX,X) E˜Xf−
− 1
NR0 (0)
(
E˜XRx
)T
(ρNI +RX,X)
−1 (
ρN E˜Xf
)
+ SXg (x)
=
(
E˜XRx
)T
E˜Xf
NR0 (0)
− ρ
R0 (0)
SXf (x) + SXg (x) , (7.73)
and solving for SXf (x) gives
SXf (x) = 1
1 + ρR0(0)
(
E˜XRx
)T
E˜Xf
NR0 (0)
+
SXg (x)
1 + ρR0(0)
=
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
+
R0 (0)
R0 (0) + ρ
SXg (x) ,
i.e.
SXf (x)−
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
=
R0 (0)
R0 (0) + ρ
SXg (x) ,
which is equation 7.70. To prove the estimate 7.71 we will estimate |SXg (x)| using the inequality 7.15:
|SXu (x)| ≤
√
R0 (0)min
{
1,
R0 (0)
ρ
}
‖u‖w,0 , u ∈ X0w. (7.74)
Applying the Exact smoother to equation 7.67 gives
SXg (x) = SXf (x)− 1
NR0 (0)
SX E˜∗X E˜Xf (x) ,
and then applying the estimate 7.74 to both terms on the right side yields
|SXg (x)| ≤ |SXf (x)|+ 1
NR0 (0)
∣∣∣SX (E˜∗X E˜Xf) (x)∣∣∣
≤
√
R0 (0)min
{
1,
R0 (0)
ρ
}
‖f‖w,0 +
√
R0 (0)
N ‖R0‖2w,0
min
{
1,
R0 (0)
ρ
}∥∥∥E˜∗X E˜Xf∥∥∥
w,0
=
√
R0 (0)min
{
1,
R0 (0)
ρ
}(
‖f‖w,0 +
1
NR0 (0)
∥∥∥E˜∗X E˜Xf∥∥∥
w,0
)
≤ 2
√
R0 (0)min
{
1,
R0 (0)
ρ
}
‖f‖w,0 ,
where the last step used 7.69. Finally∣∣∣∣∣∣∣SXf (x)−
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
∣∣∣∣∣∣∣ =
R0 (0)
R0 (0) + ρ
|SXg (x)|
≤ 2R0 (0)
3/2
R0 (0) + ρ
min
{
1,
R0 (0)
ρ
}
‖f‖w,0 ,
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which proves 7.71.
Remark 336
1. If we write (
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
=
1
(R0 (0) + ρ)N
N∑
k=1
f
(
x(k)
)
Rx
(
x(k)
)
=
(2π)−d/2
(R0 (0) + ρ)
1
N
N∑
k=1
f
(
x(k)
)
G
(
x− x(k)
)
=
1(
G (0) + (2π)
d/2
ρ
) 1
N
N∑
k=1
f
(
x(k)
)
G
(
x− x(k)
)
,
it is clear that the mapping f → (E˜XRx)
T E˜Xf
(R0(0)+ρ)N
is a continuous linear operator from X0w to WG,X with the
form of a weighted average, the weights being data-translated basis functions. Note also that the operator
only depends on the values of the data function in the data region.
2. The approximation 7.71 provides a bound of order ρ−2 for large ρ. For all ρ this estimate supplies an upper
bound of 2
√
R0 (0) ‖f‖w,0.
3. The normwise approximation 7.72 provides a bound of order ρ−1 as ρ→∞. For all ρ this estimate supplies
an upper bound of 2 ‖f‖w,0.
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8
The scalable Approximate smoother
8.1 Introduction
In Section 8.2 the convolution space JG = G ∗S is introduced and then some applications of these spaces are
presented. The fact that JG ⊂ X0w implies some interesting embedding results which involve supplying necessary
and sufficient conditions for one data space X0w to be continuously embedded in another. I have also begun
a study of the operator
∫
Ω
Rxu where u ∈ X0w and Rx is the Riesz representer of the evaluation functional. This
operator might be useful in deriving the Approximate smoother.
In Section 8.3 I introduce the Approximate smoother. I call this smoother the Approximate smoother
because it approximates the Exact smoother! This is a non-parametric, scalable smoother. Here scalable means
the numeric effort to calculate the Approximate smoother depends linearly on the number of data points. We
assume the basis function is real-valued.
Two different approaches will be taken to defining the Approximate smoother, and both involve formulating
the smoother as the solution of a variational problem. One of these problems will involve minimizing the Exact
smoother functional 6 over WG,X′ where X
′ = {x′i}N
′
i=1 is an arbitrary set of distinct points in R
d. The other,
equivalent problem, involves finding the function in WG,X′ which is nearest to Exact smoother se w.r.t. the norm
‖·‖w,0. If
sa (x) =
N ′∑
i=1
α′iRx′i (x) = (2π)
−d/2
N ′∑
i=1
α′iG (x− x′i) ,
denotes the Approximate smoother and y is the dependent data then solving the second problem yields
sa = IX′se,
which implies the matrix equation(
NρRX′,X′ +R
T
X,X′RX,X′
)
α′ = RTX,X′y,
where RX,X′ =
(
Rx′j
(
x(i)
))
. The size of the Approximate smoother matrix is N ′ × N ′ which is independent
of the number of data points and suggests scalability.
The error estimates for the pointwise convergence of the Approximate smoother to its data function
f ∈ X0w are based on the simple triangle inequality
|f (x) − sa (x)| ≤ |f (x)− se (x)|+ |se (x)− sa (x)| ,
and so Section 8.6 will be devoted to estimating |se (x)− sa (x)|.
As with the minimal interpolant and the Exact smoother, we will obtain estimates that assume unisolvent data
sets as well as the Type 1 and Type 2 estimates that do not explicitly involve unisolvency. The Approximate
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smoother convergence orders and the constants are the same as those for the interpolation case which are given
in the interpolation tables 1, 2, 3 and 6.
Type 1 error estimates No a priori assumption is made concerning the weight function parameter κ but it
will be assumed that the basis function satisfies an inequality of the form 1. For example, if it is assumed that
the data region K is closed bounded and infinite then Theorem 380 establishes that
|se (x)− sa (x)| ≤ ‖f‖w,0 kG (hX′,K)s , x ∈ K,
and Theorem 397 shows that
|f (x)− sa (x)| ≤ ‖f‖w,0
(√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s
)
, x ∈ K,
when hX,K = sup
x∈K
dist (x,X) ≤ hG and hX′,K = sup
x∈K
dist (x,X ′) ≤ hG.
Type 2 error estimates If it only assumed that κ ≥ 1 then by Theorem 387
|se (x)− sa (x)| ≤ ‖f‖w,0 kG (hX′,K)s , x ∈ Rd,
and by Theorem 399
|f (x)− sa (x)| ≤ ‖f‖w,0
(√
ρN + kGhX,K + kGhX′,K
)
, x ∈ Rd,
where kG = (2π)
− d4
√
−
(
|D|2G
)
(0)
√
d.
Taylor series and explicit unisolvent data error estimates If X is a unisolvent set of order m ≥ 1 contained
in a bounded data region Ω then by Theorem 391
|se (x) − sa (x)| ≤ ‖f‖w,0 kG (hX′,Ω)m , x ∈ Ω,
and by Theorem 402
|f (x)− sa (x)| ≤ ‖f‖w,0
(
K ′Ω,m
√
ρN + kG (hX,K)
m
+ kG (hX′,K)
m
)
, x ∈ Ω,
for some constants K ′Ω,m, kG > 0. We say the orders of convergence are at least m.
These theoretical error results will be illustrated using the weight function examples from the interpolation
chapter, namely the radial shifted thin-plate splines,Gaussian and Sobolev splines and the tensor product
extended B-splines. We will also use the central difference weight functions from Chapter 5.
Numerical results are only presented for the Types 1 and 2 estimates. Numeric experiments are
carried out using the same 1-dimensional B-splines and data functions that were used for the interpolants. We
restrict ourselves to one dimension so that the data density parameters hX,Ω and hX,K can be easily calculated.
The last section discusses the SmoothOperator software (freeware) package which implements the Approxi-
mate smoother algorithm. It has a full user manual which describe several tutorials and data experiments.
8.2 The convolution space JG and applications
Following Dyn [25] we introduce the convolution space JG and prove some of its properties, including the fact
that JG is dense in X
0
w. This space will be used in the discretization process which derives the Approximate
smoother problem from the Exact smoother problem in Subsection 8.3.1.
An application of the fact that JG ⊂ X0w are the embedding results of Subsection 8.2.1, an example of which
is Theorem 346.
Definition 337 The convolution space JG
Suppose the weight function w satisfies property W02 for some κ ≥ 0 and let G be the zero order basis function
generated by w. Then define
JG := G ∗ S := {G ∗ φ : φ ∈ S} ,
where the convolution G ∗ φ is defined by G ∗ φ =
(
φ̂Ĝ
)∨
with G ∈ S′ and φ ∈ S. We will sometimes write
JG = G ∗ S.
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Theorem 338 The function space JG has the following properties:
1. JG ⊂ X0w ∩ C∞B .
2. If f ∈ X0w then (f,G ∗ φ)w,0 =
[
f, φ
]
for all φ ∈ S.
3. JG is dense in X
0
w.
4. (G ∗ φ) (x) = ∫ Rxφ when φ ∈ S.
5. If w is a tensor product central difference weight function then G ∗ (S ∩X0w) is dense in X0w.
6. ??? Is part 5 true in general?
Proof. Suppose g ∈ JG, say g = G ∗ φ where φ ∈ S.
Part 1 ĝ = φ̂ Ĝ = φ̂w ∈ L1 since property W02 implies 1w ∈ L1. Thus
∫
w |ĝ|2 =
∫
w
∣∣∣φ̂∣∣∣2
w2
=
∫ ∣∣∣φ̂∣∣∣2
w
≤
∥∥∥φ̂∥∥∥2
∞
∫
1
w
<∞,
and so g ∈ X0w. For any multi-index α ≥ 0
(Dα (G ∗ φ))∧ = i|α|ξαĜ ∗ φ = i|α|ξαφ̂Ĝ = i
|α|ξαφ̂
w
∈ L1,
and so by Lemma 28, Dα (G ∗ φ) ∈ C(0)B . Thus G ∗ φ ∈ C∞B .
Part 2 f ∈ X0w implies f̂ ∈ S′ ∩ L1loc and
(f,G ∗ φ)w,0 =
∫
wf̂ Ĝ ∗ φ =
∫
wf̂
φ̂
w
=
∫
f̂ φ̂.
We now need some results from part (a) of Subsection 2.8.3 of Vladimirov [59]. Here he defines locally integrable
functions which have polynomial growth at infinity i.e. a function g ∈ L1loc such that
∫ |g|
(1+|·|)s for some s ≥ 0.
Vladimirov states that these functions have the property that g ∈ S′ and [g, φ] = ∫ gφ for φ ∈ S.
Now, from the proof of Theorem 53, f̂ ∈ L1 and so f̂ has polynomial growth at infinity which implies∫
f̂ φ̂ =
[
f̂ , φ̂
]
=
[
f, φ
]
.
Part 3 A standard result is that a subspace of a Hilbert space is dense iff its orthogonal complement is {0}.
In fact, if (f,G ∗ φ)w,0 = 0 for all φ ∈ S then part 2 implies f = 0.
Part 4 Let f = Rx in part 2.
Part 5 By definition
∨
Sw,0 = S ∩X0w and from part 4 of Corollary 470, G ∗
∨
Sw,0 is dense in X
0
w.
Part 6 ??
8.2.1 Embedding results for X0w
The fact that JG ⊂ X0w implies the following interesting embedding results which involve supplying necessary
and sufficient conditions for one data space to be continuously embedded in another.
Theorem 339 Suppose the weight function w has property W01 so that X0w is a normed vector space. Then
X0w →֒ L2 iff 1w ∈ L∞. In fact, if 1w ∈ L∞ then
‖f‖2 ≤
∥∥∥∥ 1w
∥∥∥∥1/2
∞
‖f‖w,0 , f ∈ X0w,
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and if the embedding ι : X0w →֒ L2 is continuous then∥∥∥∥ 1w
∥∥∥∥1/2
∞
= ‖ι‖ .
Proof. First suppose 1w ∈ L∞. Then, by Plancherel’s theorem for L2 functions i.e. ‖f‖2 =
∥∥∥f̂∥∥∥
2
, we have∫
|f |2 =
∫ ∣∣∣f̂ ∣∣∣2 = ∫ 1
w
w
∣∣∣f̂ ∣∣∣2 ≤ ∥∥∥∥ 1w
∥∥∥∥
∞
‖f‖2w,0 . (8.1)
Next suppose X0w ⊂ L2 and the embedding ι : X0w →֒ L2 is continuous i.e.
‖f‖2 ≤ ‖ι‖ ‖f‖w,0 , f ∈ X0w.
But from part 1 of Theorem 338 we know that G ∗φ ∈ X0w whenever φ ∈ S and thus G ∗
∨
φ ∈ X0w ∀φ ∈ S. Now
by assumption 8.1,
∥∥∥∥G ∗ ∨φ∥∥∥∥2
2
≤ ‖ι‖2
∥∥∥∥G ∗ ∨φ∥∥∥∥2
w,0
i.e.
∫
1
w2
|φ|2 ≤ ‖ι‖2
∫
1
w
|φ|2 , φ ∈ S.
With reference to weight function Definition 1, choose arbitrary x /∈ A where A is a closed set of measure
zero such that w > 0 and continuous on Rd \ A. Suppose 0 < r < R < dist (x,A). Then it is possible to choose
φr,R ∈ S such that 0 ≤ φr,R ≤ 1, suppφr,R ⊆ BR (x) and φr,R = 1 on Br (x) e.g. the standard ”cap” example of
a C∞0 function. Observe now that
min
Br(x)
1
w2
∫
Br(x)
1 ≤
∫
BR(x)
|φr,R|2
w2
≤ ‖ι‖2
∫
BR(x)
|φr,R|2
w
≤ ‖ι‖2 max
BR(x)
1
w
∫
BR(x)
1,
i.e. for 0 < r < R < dist (x,A),
min
Br(x)
1
w2
max
BR(x)
1
w
≤ ‖ι‖2
∫
BR(x)
1∫
Br(x)
1
= ‖ι‖2
(
R
r
)d
.
Now since the continuity of w near x implies min
BR(x)
1
w2 is continuous in R we must have
min
Br(x)
1
w2
max
Br(x)
1
w
≤ ‖ι‖2 for
0 < r < dist (x,A), and hence that 1w(x) = limr→0
min
Br(x)
1
w2
max
Br(x)
1
w
≤ ‖ι‖2 when x /∈ A i.e. 1/w ∈ L∞ and ∥∥ 1w∥∥1/2∞ ≤ ‖ι‖.
But from 8.1, ‖ι‖ ≤ ∥∥ 1w∥∥1/2∞ so ‖ι‖ = ∥∥ 1w∥∥1/2∞ .
More generally, we have:
Theorem 340 Suppose the weight function w has property W01 so that X0w is a normed vector space. Then
X0w
ι→֒ Hm iff ξ2αw ∈ L∞ for |α| ≤ m iff
(1+|·|2)m
w ∈ L∞.
In fact, if ξ
2α
w ∈ L∞ for |α| ≤ m then
‖f‖Hm ≤
∥∥∥∥∥∥
(
1 + |·|2
)m
w
∥∥∥∥∥∥
1/2
∞
‖f‖w,0 , f ∈ X0w,
and if the embedding ι : X0w →֒ Hm is continuous then∥∥∥∥∥∥
(
1 + |·|2
)m
w
∥∥∥∥∥∥
1/2
∞
= ‖ι‖ .
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Proof. The special case of the identity stated in part 6 in Definition 679 i.e.(
1 + |ξ|2
)m
=
∑
|α|≤m
(
m
α
)
ξα,
(
m
α
)
=
m!
α! (m− |α|)! .
implies ξ
2α
w ∈ L∞ for |α| ≤ m iff
(1+|ξ|2)m
w ∈ L∞.
First suppose ξ
2α
w ∈ L∞ for |α| ≤ m. Then
‖f‖2Hm =
∫ (
1 + |·|2
)m ∣∣∣f̂ ∣∣∣2 = ∫
(
1 + |·|2
)m
w
w
∣∣∣f̂ ∣∣∣2 ≤
∥∥∥∥∥∥
(
1 + |·|2
)m
w
∥∥∥∥∥∥
∞
‖f‖2w,0 <∞.
Next suppose X0w ⊂ Hm and the embedding ι : X0w →֒ Hm is continuous i.e.
‖f‖Hm ≤ ‖ι‖ ‖f‖w,0 , f ∈ X0w. (8.2)
But from part 1 of Theorem 338 we know that if G is the basis function then for all φ ∈ S, G ∗ φ ∈ X0w and
thus G ∗
∨
φ ∈ X0w. Consequently, by assumption 8.2,
∥∥∥∥G ∗ ∨φ∥∥∥∥2
Hm
≤ ‖ι‖2
∥∥∥∥G ∗ ∨φ∥∥∥∥2
w,0
i.e.
∫ (
1 + |·|2
)m 1
w2
|φ|2 ≤ ‖ι‖2
∫
1
w
|φ|2 , φ ∈ S.
With reference to weight function Definition 1, choose arbitrary η /∈ A where A is a closed set of measure
zero such that w > 0 and continuous on Rd \ A. Suppose 0 < r < R < dist (η,A). Then it is possible to choose
φr,R ∈ S such that 0 ≤ φr,R ≤ 1, suppφr,R ⊆ BR (η) and φr,R = 1 on Br (η) e.g. the standard ”cap” example of
a C∞0 function. Observe now that
min
Br(η)
(
1 + |·|2
)m
w2
∫
Br(η)
1 ≤
∫
BR(η)
(
1 + |·|2
)m |φr,R|2
w2
≤ ‖ι‖2
∫
BR(η)
|φr,R|2
w
≤ ‖ι‖2 max
BR(η)
1
w
∫
BR(η)
1,
i.e. for 0 < r < R < dist (η,A),
min
Br(η)
(1+|·|2)m
w2
max
BR(η)
1
w
≤ ‖ι‖2
∫
BR(η)
1∫
Br(η)
1
= ‖ι‖2
(
R
r
)d
.
Now since the continuity of w near η implies min
BR(η)
1
w is continuous in R we must have
min
Br(η)
(1+|·|2)
m
w2
max
Br(η)
1
w
≤ ‖ι‖2 for
0 < r < dist (η,A), and hence that
(
1 + |η|2
)m
w (η)
=
(1+|η|2)m
w(η)2
1
w(η)
= lim
r→0
min
Br(η)
(1+|·|2)m
w2
max
Br(η)
1
w
≤ ‖ι‖2 .
when η /∈ A i.e. (1+|η|
2)m
w(η) ∈ L∞ and
∥∥∥∥ (1+|·|2)mw ∥∥∥∥1/2
∞
≤ ‖ι‖ i.e. ξ2αw ∈ L∞ for |α| ≤ m.
Remark 341 Compare the definition of weight function property W02 for parameter m i.e. ξ
2α
w ∈ L1 for |α| ≤ m,
with the condition ξ
2α
w ∈ L∞ for |α| ≤ m used in the last theorem
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Theorem 342 Suppose the weight function w has property W01 so that X0w is a normed vector space. Suppose
s ≥ 0. Then X0w
ι→֒ Hs iff (1+|·|
2)s
w ∈ L∞.
In fact, if
(1+|·|2)s
w ∈ L∞ then
‖f‖Hs ≤
∥∥∥∥∥∥
(
1 + |·|2
)s
w
∥∥∥∥∥∥
1/2
∞
‖f‖w,0 , f ∈ X0w,
and if the embedding ι : X0w →֒ Hs is continuous then
∥∥∥∥ (1+|·|2)sw ∥∥∥∥1/2
∞
= ‖ι‖.
Even more generally:
Proof. First suppose
(1+|·|2)s
w . Then
‖f‖2Hs =
∫ (
1 + |·|2
)s ∣∣∣f̂ ∣∣∣2 = ∫
(
1 + |·|2
)s
w
w
∣∣∣f̂ ∣∣∣2 ≤
∥∥∥∥∥∥
(
1 + |·|2
)s
w
∥∥∥∥∥∥
∞
‖f‖2w,0 <∞.
Next suppose X0w ⊂ Hs and the embedding ι : X0w →֒ Hs is continuous i.e.
‖f‖Hs ≤ ‖ι‖ ‖f‖w,0 , f ∈ X0w. (8.3)
But from part 1 of Theorem 338 we know that if G is the basis function then for all φ ∈ S, G ∗ φ ∈ X0w and
thus G ∗
∨
φ ∈ X0w. Consequently, by assumption 8.3,
∥∥∥∥G ∗ ∨φ∥∥∥∥2
Hs
≤ ‖ι‖2
∥∥∥∥G ∗ ∨φ∥∥∥∥2
w,0
i.e.
∫ (
1 + |·|2
)s 1
w2
|φ|2 ≤ ‖ι‖2
∫
1
w
|φ|2 , φ ∈ S.
With reference to weight function Definition 1, choose arbitrary η /∈ A where A is a closed set of measure
zero such that w > 0 and continuous on Rd \ A. Suppose 0 < r < R < dist (η,A). Then it is possible to choose
φr,R ∈ S such that 0 ≤ φr,R ≤ 1, suppφr,R ⊆ BR (η) and φr,R = 1 on Br (η) e.g. the standard ”cap” example of
a C∞0 function. Observe now that
min
Br(η)
(
1 + |·|2
)s
w2
∫
Br(η)
1 ≤
∫
BR(η)
(
1 + |·|2
)s |φr,R|2
w2
≤ ‖ι‖2
∫
BR(η)
|φr,R|2
w
≤ ‖ι‖2 max
BR(η)
1
w
∫
BR(η)
1,
i.e. for 0 < r < R < dist (η,A),
min
Br(η)
(1+|·|2)s
w2
max
BR(η)
1
w
≤ ‖ι‖2
∫
BR(η)
1∫
Br(η)
1
= ‖ι‖2
(
R
r
)d
.
Now since the continuity of w near η implies min
BR(η)
1
w is continuous in R we must have
min
Br(η)
(1+|·|2)s
w2
max
Br(η)
1
w
≤ ‖ι‖2 for
0 < r < dist (η,A), and hence that(
1 + |η|2
)s
w (η)
=
(1+|η|2)s
w(η)2
1
w(η)
= lim
r→0
min
Br(η)
(1+|·|2)s
w2
max
Br(η)
1
w
≤ ‖ι‖2 .
when η /∈ A i.e. (1+|η|
2)s
w(η) ∈ L∞ and
∥∥∥∥ (1+|·|2)sw ∥∥∥∥1/2
∞
≤ ‖ι‖.
The analogue of Theorem 340 for Hm1 spaces is:
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Theorem 343 Suppose the weight function w has property W01 so that X0w is a normed vector space. Then
X0w
ι→֒ Hm1 iff ξ2αw ∈ L∞ for α ≤ m1 iff (1+ξ.ξ)
m1
w(ξ) ∈ L∞.
In fact, if ξ
2α
w ∈ L∞ for α ≤ m1 then
‖f‖Hm1 ≤
∥∥∥∥∥ (1 + ξ.ξ)m1w (ξ)
∥∥∥∥∥
1/2
∞
‖f‖w,0 , f ∈ X0w,
where ξ.ξ is the componentwise vector product. Also, if the embedding ι : X0w →֒ Hm1 is continuous then∥∥∥∥∥ (1 + ξ.ξ)m1w (ξ)
∥∥∥∥∥
1/2
∞
= ‖ι‖ .
Proof. The binomial identity((
1 + ξ21
)
. . .
(
1 + ξ2d
))m
= (1 + ξ.ξ)
m1
=
∑
α≤m1
(
m1
α
)
ξ2α.
implies ξ
2α
w ∈ L∞ for α ≤ m1 iff (1+ξ.ξ)
m1
w ∈ L∞.
Now suppose ξ
2α
w ∈ L∞ for α ≤ m1. Then
‖f‖2Hm1 =
∫
(1 + ξ.ξ)m1
∣∣∣f̂ ∣∣∣2 = ∫ (1 + ξ.ξ)m1
w
w
∣∣∣f̂ ∣∣∣2 ≤ ∥∥∥∥∥ (1 + ξ.ξ)m1w
∥∥∥∥∥
∞
‖f‖2w,0 <∞.
Next suppose X0w ⊂ Hm1 and the embedding ι : X0w →֒ Hm1 is continuous i.e.
‖f‖Hm1 ≤ ‖ι‖ ‖f‖w,0 , f ∈ X0w. (8.4)
But from part 1 of Theorem 338 we know that for all φ ∈ S, G ∗ φ ∈ X0w and thus G ∗
∨
φ ∈ X0w. Consequently,
by assumption 8.4,
∥∥∥∥G ∗ ∨φ∥∥∥∥2
Hm1
≤ ‖ι‖2
∥∥∥∥G ∗ ∨φ∥∥∥∥2
w,0
i.e.∫
(1 + ξ.ξ)
m1 1
w2
|φ|2 ≤ ‖ι‖2
∫
1
w
|φ|2 , φ ∈ S.
With reference to weight function Definition 1, choose arbitrary η /∈ A where A is a closed set of measure
zero such that w > 0 and continuous on Rd \ A. Suppose 0 < r < R < dist (η,A). Then it is possible to choose
φr,R ∈ S such that 0 ≤ φr,R ≤ 1, suppφr,R ⊆ BR (η) and φr,R = 1 on Br (η) e.g. the standard ”cap” example of
a C∞0 function. Observe now that 8.4 implies
min
Br(η)
(1 + ξ.ξ)
m1
w2
∫
Br(η)
1 ≤
m∫
BR(η)
(1 + ξ.ξ)
m1 |φr,R|2
w2
≤ ‖ι‖2
∫
BR(η)
|φr,R|2
w
≤ ‖ι‖2 max
BR(η)
1
w
∫
BR(η)
1,
i.e. for 0 < r < R < dist (η,A),
min
Br(η)
(1+ξ.ξ)m1
w2
max
BR(η)
1
w
≤ ‖ι‖2
∫
BR(η)
1∫
Br(η)
1
= ‖ι‖2
(
R
r
)d
.
Now, since the continuity of w near η implies min
BR(η)
1
w is continuous in R, we must have
min
Br(η)
(1+ξ.ξ)m1
w2
max
Br(η)
1
w
≤ ‖ι‖2
for 0 < r < dist (η,A), and hence that
(1 + η.η)
m1
w (η)
=
(1+η.η)m1
w(η)2
1
w(η)
= lim
r→0
min
Br(η)
(1+η.η)m1
w2
max
Br(η)
1
w
≤ ‖ι‖2 .
when η /∈ A i.e. (1+η.η)m1w(η) ∈ L∞ and
∥∥∥ (1+η.η)m1w ∥∥∥1/2∞ ≤ ‖ι‖ i.e. η2αw ∈ L∞ for |α| ≤ m.
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Remark 344 Compare the definition of weight function property W03 for parameter m1 i.e. ξ
2α
w ∈ L1 for
α ≤ m1, with the condition ξ2αw ∈ L∞ for α ≤ m1 used in the last theorem.
This result is an extension of Theorem 343.
Theorem 345 Suppose the weight function w has property W01 so that X0w is a normed vector space. Then
X0w
ι→֒ Hs1 iff (1+ξ.ξ)s1w ∈ L∞.
In fact, if (1+ξ.ξ)
s1
w ∈ L∞ then
‖f‖Hm1 ≤
∥∥∥∥∥ (1 + ξ.ξ)s1w (ξ)
∥∥∥∥∥
1/2
∞
‖f‖w,0 , f ∈ X0w,
where ξ.ξ is the componentwise vector product. Also, if the embedding ι : X0w →֒ Hs1 is continuous then∥∥∥∥∥ (1 + ξ.ξ)s1w (ξ)
∥∥∥∥∥
1/2
∞
= ‖ι‖ .
For two weight functions:
Theorem 346 Suppose the weight functions w1 and w2 have property W01 i.e. X
0
w1 and X
0
w2 are normed vector
spaces. Then X0w1
ι→֒ X0w2 iff w2w1 ∈ L∞. In fact, ‖ι‖ =
∥∥∥w2w1 ∥∥∥∞.
Proof. First suppose w2w1 ∈ L∞. Then
‖ιf‖2w2,0 =
∫
w2
∣∣∣f̂ ∣∣∣2 = ∫ w2
w1
w1
∣∣∣f̂ ∣∣∣2 ≤ ∥∥∥∥w2w1
∥∥∥∥
∞
‖f‖2w1,0 <∞,
so ‖ι‖ ≤
∥∥∥w2w1 ∥∥∥1/2∞ .
Next suppose X0w1 ⊂ X0w2 and the embedding ι : X0w1 →֒ X0w2 is continuous i.e.
‖f‖w2,0 ≤ ‖ι‖ ‖f‖w1,0 , f ∈ X0w1 .
But from part 1 of Theorem 338 we know that if w1 has basis function G1 then for all φ ∈ S, G1 ∗ φ ∈ X0w1
and thus G1 ∗
∨
φ ∈ X0w1 . Consequently, by assumption 8.2,
∥∥∥∥G1 ∗ ∨φ∥∥∥∥2
w2,0
≤ ‖ι‖2
∥∥∥∥G1 ∗ ∨φ∥∥∥∥2
w1,0
i.e.
∫
w2
w21
|φ|2 ≤ ‖ι‖2
∫
1
w1
|φ|2 , φ ∈ S. (8.5)
With reference to weight function Definition 1, suppose that Ai is a closed set of measure zero such that wi > 0
and continuous on Rd \ Ai. Let A = A1∩ A2. Choose arbitrary η /∈ A and suppose 0 < r < R < dist (η,A).
Then it is possible to choose φr,R ∈ S such that 0 ≤ φr,R ≤ 1, suppφr,R ⊆ BR (η) and φr,R = 1 on Br (η) e.g.
the standard ”cap” example of a C∞0 function. Observe now that 8.5 implies
min
Br(η)
w2
w21
∫
Br(η)
1 ≤
∫
BR(η)
w2
|φr,R|2
w21
≤ ‖ι‖2
∫
BR(η)
|φr,R|2
w1
≤ ‖ι‖2 max
BR(η)
1
w1
∫
BR(η)
1,
i.e. for 0 < r < R < dist (η,A),
min
Br(η)
w2
w21
max
BR(η)
1
w1
≤ ‖ι‖2
∫
BR(η)
1∫
Br(η)
1
= ‖ι‖2
(
R
r
)d
.
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Now, since the continuity of w1 near η implies min
BR(η)
1
w1
is continuous in R, we must have
min
Br(η)
w2
w2
1
max
Br(η)
1
w1
≤ ‖ι‖2 for
0 < r < dist (η,A), and hence that
w2 (η)
w1 (η)
=
w2(η)
w1(η)
2
1
w1(η)
= lim
r→0
min
Br(η)
w2
w21
max
Br(η)
1
w1
≤ ‖ι‖2 .
when η /∈ A i.e. w2w1 ∈ L∞ and
∥∥∥w2w1∥∥∥1/2∞ ≤ ‖ι‖.
Corollary 347 Suppose the weight functions w1 and w2 have property W01 i.e. X
0
w1 and X
0
w2 are normed vector
spaces. Then X0w1 ≃ X0w2 iff w2w1 ∈ L∞ and w1w2 ∈ L∞. The notation ≃ means equal as sets with equivalent norms.
Further, if X0w1 ≃ X0w2 then w1 has property W02/W03 for κ iff w2 has property W02/W03 for κ.
PROVE:
Corollary 348 ?? Show that: X0w1 ≃ X0w2 iff there exist constants C1, C2 > 0 such that
C1w1 (ξ) ≤ w2 (ξ) ≤ C2w1 (ξ) , ξ /∈ A1 ∪ A2. (8.6)
Proof. From the proof of Theorem 346 it is clear that X0w1 ≃ X0w2 implies 8.6.
?? FINISH!
Remark 349 ??? PROVE!: using the notation of ?? Definition 135.
1. ?? Prove analogous results for positive order spaces!
2. ?? What about the dual spaces X01/w and X˜
0
1/w?
3. ?? What about Sw,0? When does w1Sw,0 = S?
4. ?? What about the quotient space X0w (Ω) = rΩX
0
w?
5. What about using the density of JG in X
0
w?
8.2.2 The operator
∫
Ω
Rxu
I have begun a study of the operator
∫
Ω
Rxu where u ∈ X0w and Rx is the Riesz representer of the evaluation
functional. These operators might be useful in deriving the Approximate smoother.
Definition 350 We define the operator ρu (x) :=
∫
Ω
Rxu where u ∈ X0w and Ω ⊂ Rd is a bounded open set.
We utilize the space X
0
1/w as introduced in Definition 416 below and used for ??.
For closed K ⊂ Rd,
(
X
0
1/w
)
K
:=
{
f ∈ X01/w : supp f ⊂ K
}
.
Theorem 351 Properties of the operator
∫
ΩRxu:
1.
∫
ΩRxu is a continuous operator from X
0
w to X
0
w.
2. ?? REDO proof of part 1 using the fact that S ∩X0w is dense in X0w! See Corollary 41.
3. cΩu ∈ X01/w. In fact, ‖ρu‖w,0 = ‖cΩu‖1/w,0 and we have the estimate 8.8.
4.
∫
ΩRxu = 0 iff suppu ⊂ Ωc iff u ∈
(
X0w
)
Ωc
.
5.
∫
Ω
Rxu is self-adjoint w.r.t. X
0
w.
6.
∣∣∫
Ω
Rxu
∣∣ ≤ ‖u‖w,0 ‖ρRx‖w,0.
7. For each x ∈ Rd, ∫ΩRxu ∈ (X0w)′.
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8. ?? X0w (Ω)
′ ≃ {ρu : u ∈ X0w}. Use Theorem 708. See Subsection 9.2.8 especially equation 9.89.
Proof. Part 1 If cΩ denotes the characteristic function of Ω then
ρu (x) =
∫
RxcΩu.
From Theorem 72, Rx(z) = (2π)
−d/2G(z − x) and Rx(z) = Rz(x) so that
ρu (x) =
∫
RxcΩu = (2π)
−d/2
∫
G(x − z) (cΩu) (z)dz.
Since G ∈ C(0)B ⊂ L∞ and cΩu ∈ L1 we have ρu (x) ∈ L∞ and
ρu = G ∗ (cΩu) ∈ L∞.
We now need to use the properties of the S′×O′c distribution convolution of Section 2.6 of Petersen [52] which
is summarized below in Section A.7. In fact, since cΩu ∈ E ′ ⊂ O′c we can use to write
ρu = G ∗ (cΩu) ∈ S′,
ρ̂u = Ĝ (cΩu)
∧ =
1
w
(cΩu)
∧ ∈ L1loc,∫
w |ρ̂u|2 =
∫
1
w
∣∣(cΩu)∧∣∣2 . (8.7)
Since X0w ⊂ C(0)B it follows that cΩu ∈ L1. Thus (cΩu)∧ ∈ C(0)B and so∫
1
w
∣∣(cΩu)∧∣∣2 ≤ ∥∥(cΩu)∧∥∥2∞ ∫ 1w <∞,
which means
ρu ∈ X0w, ‖ρu‖w,0 ≤
∥∥(cΩu)∧∥∥2∞ ∫ 1w .
Further, since cΩ ∈ E ′ and u ∈ S′, (cΩu)∧ = ĉΩ ∗ û. But cΩ ∈ L1 implies ĉΩ ∈ C(0)B , and since the Cauchy-
Schwartz inequality and û = 1√
w
√
wû implies û ∈ L1, it follows from Young’s convolution inequality that
∥∥(cΩu)∧∥∥∞ = ‖ĉΩ ∗ û‖∞ ≤ ‖ĉΩ‖∞ ‖û‖1 ≤ (2π)−d/2 (volΩ)(∫ 1w
)1/2
‖u‖w,0 .
Hence ∫
w |ρ̂u|2 =
∫
1
w
∣∣(cΩu)∧∣∣2 ≤ ∫ 1
w
(
(2π)
−d/2
(volΩ)
(∫
1
w
)1/2
‖u‖w,0
)2
= (volΩ)2
(
(2π)−
d
2
∫
1
w
)2
‖u‖2w,0 ,
which means that
‖ρu‖w,0 ≤ (volΩ)
(
(2π)−
d
2
∫
1
w
)
‖u‖w,0 = (volΩ)G (0) ‖u‖w,0 , (8.8)
and continuity is ensured.
Part 2 ?? REDO part 1 using the fact that S ∩X0w is dense in X0w, which was proven in Corollary 41.
Part 3 Clearly cΩu ∈ X01/w.
Part 4 We have
ρu = 0⇐⇒ ρ̂u = 1
w
(cΩu)
∧ = 0⇐⇒ (cΩu)∧ = 0⇐⇒ cΩu = 0⇐⇒ suppu ⊂ Ωc,
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and the second iff follows from the definition of
(
X0w
)
Ωc
.
Part 5 From Corollary 41 we have that X0w ∩ S is dense in X0w. Hence it will suffice to prove self-adjointness
on X0w ∩ S. So choose u, v ∈ X0w ∩ S and from part 1,
(ρu, v)w,0 =
∫
wρ̂uv̂ =
∫
w
1
w
(cΩu)
∧
v̂ =
∫
(cΩu)
∧
v̂.
Since cΩu ∈ L2 and v ∈ L2, by Plancherel’s theorem
(ρu, v)w,0 =
∫
cΩuv =
∫
ucΩv =
∫
û ĉΩv =
∫
wû
1
w
ĉΩv =
∫
wûρ̂v = (u, ρv)w,0 .
Part 6 ?? FIX! From part 1 and then part 5:
∫
ΩRxu = ρu (x) = (ρu, Rx)w,0 =?? (u, ρRx)w,0 and thus∣∣∫
ΩRxu
∣∣ ≤ ∣∣∣(u, ρRx)w,0∣∣∣ ≤ ‖u‖w,0 ‖ρRx‖w,0.
Part 7 Assume u ∈ S ∩X0w and follow part 2.
Part 8 ??
??
Theorem 352 ?? If 1/w ∈ L∞ the results in the last theorem simplify. Note that we have shown that 1/w ∈ L∞
iff X0w →֒ L2. What if ξα/w ∈ L∞?
Proof. ??
Corollary 353 If v ∈WΩG,X then ∣∣∣∣∫
Ω
vu
∣∣∣∣ ≤??
Corollary 354
1.
∫
ΩRxu is a continuous and 1-1 operator from X
0
w (Ω) to X
0
w.
2.
∫
Ω
R
Ω
xu is a continuous and 1-1 operator from X
0
w (Ω) to X
0
w (Ω).
3. The image of X0w (Ω) under
∫
Ω
R
Ω
x u is a Hilbert space.
4. ?? ADJOINTS?
Proof. Part 1 ??
Part 2 ??
??
Definition 355 We say X0w (Ω) has a mollifier if for some r > 0 there exists φ ∈ X0w (Br) ∩ C∞0 (Br) such
that
φ (x) = φ (−x) , φ̂ (0) = 1, suppφ ⊆ Br/2,
and for which there exists a positive decreasing sequence εj → 0 such that each φεj (z) := ε−dj φ
(
ε−1j z
)
also lies
in X0w
(
Br/2
)
.
Remark 356 1. The spaces X0w that are locally Sobolev spaces contain mollifiers.
2. ?? The
??
Theorem 357
1. JG =
{∫
Rxφ : φ ∈ S
}
is dense in X0w.
2. JG (Ω) := rΩJG is dense in X
0
w (Ω).
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3. ?? FIX PROOF! IfX0w (Ω) contains a mollifier then
{
rΩ
∫
Ω
Rxu : u ∈ C∞0 (Ω) ∩X0w (Ω)
}
is dense inX0w (Ω)
and JΩG :=
{
rΩ
∫
ΩRxu : u ∈ rΩ
(
S ∩X0w
)}
is dense in X0w (Ω).
4. ??
{
rΩ
∫
ΩRxu : u ∈ G ∗ S
}
is dense in X0w (Ω)? Is C
∞ (Ω) ∩X0w (Ω) dense in X0w (Ω)? Corollary 41 states
that C∞0 ∩X0w is dense in X0w.
Proof. Part 1 By definition JG = {G ∗ φ : φ ∈ S}. From Theorem 72, Rx(z) = (2π)−d/2G(z − x) and Rx(z) =
Rz(x) so that ∫
Rxφ = (2π)
−d/2
∫
G(x − z)φ (z)dz = (G ∗ φ) (x) ,
and JG =
{∫
Rxφ : φ ∈ S
}
.
Part 2 Choose U ∈ X0w (Ω). Then r∗ΩU ∈ X0w and by part 1 there is a sequence φk ∈ JG converging to X0w.
Thus rΩφk ∈ rΩJG converges to rΩr∗ΩU = U .
Part 3 Approach: approximate u by IΩXu ∈WΩG (Ω) and then approximate IΩXu by rΩ
(
φε ∗ IΩXu
) ∈ JΩG .
Choose u ∈ X0w (Ω) and 0 < η < r. By 2.94 WΩG (Ω) is dense in X0w (Ω) so there exists independent data
Xη =
(
x(k)
)N
k=1
⊂ Ω such that ∥∥∥IΩXηu− u∥∥∥
w,0;Ω
< η/2. (8.9)
But
IΩXηu =
N∑
k=1
αkR
Ω
x(k) = rΩ
N∑
k=1
αkRx(k) = rΩIXηu.
?? FIX! fix the δs and rs and εjs etc.
We can pointwise approximate each Rx(k) by a mollifier φε ∗Rx(k) ∈ X0w where φε ∈ C∞0 ∩X0w (Ω) approximates
the delta distribution.
Set δ =
N
max
k=1
dist
(
x(k), bdry Ω
)
and we can choose φε (z) = ε
−dφ
(
ε−1z
)
where φ (x) = φ (−x), φ̂ (0) = 1 and
suppφ ⊆ B1. Note that suppφε ⊆ Bε. Hence
∥∥φε ∗ IXηu− IXηu∥∥2w,0 =
∥∥∥∥∥φε ∗ IXηu−
N∑
k=1
αkRx(k)
∥∥∥∥∥
2
w,0
=
(
φε ∗ IXηu−
N∑
k=1
αkRx(k) , φε ∗ IXηu−
N∑
k=1
αkRx(k)
)
w,0
=
∥∥φε ∗ IXηu∥∥2w,0 + ∥∥IXηu∥∥2w,0 − 2Re
(
φε ∗ IXηu,
N∑
k=1
αkRx(k)
)
w,0
=
∫
w
∣∣∣ÎXηu∣∣∣2 ∣∣∣φ̂ε∣∣∣2 + ∥∥IXηu∥∥2w,0 − 2Re∫ wÎXηuφ̂ε
(
N∑
k=1
αkRx(k)
)∧
=
∫
w
∣∣∣ÎXηu∣∣∣2 ∣∣∣φ̂ε∣∣∣2 + ∥∥IXηu∥∥2w,0 − 2Re∫ w ∣∣∣ÎXηu∣∣∣2 φ̂ε
=
∫
w
∣∣∣ÎXηu∣∣∣2(∣∣∣φ̂ε∣∣∣2 + 1− 2Re φ̂ε)
=
∫
w
∣∣∣ÎXηu∣∣∣2 ∣∣∣1− φ̂ε∣∣∣2 . (8.10)
Now use the first order Taylor series remainder estimate for functions g ∈ C(1)B :
|g (0)− g (ξ)| ≤ |ξ|
d∑
k=1
‖Dkg‖∞ , ξ ∈ Rd,
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to obtain ∣∣∣1− φ̂ε (ξ)∣∣∣ = ∣∣∣φ̂ (0)− φ̂ (εξ)∣∣∣ ≤ n∑
k=1
∥∥∥Dk (φ̂ (εξ))∥∥∥∞ |ξ|
= ε
n∑
k=1
∥∥∥Dkφ̂∥∥∥∞ |ξ| ,
so that for all ξ, ∣∣∣1− φ̂ε (ξ)∣∣∣ ≤

ε
n∑
k=1
∥∥∥Dkφ̂∥∥∥∞ |ξ| ,
1 +
∥∥∥φ̂∥∥∥
∞
.
Hence the RHS of 8.10 can be estimated as,∫
w
∣∣∣ÎXηu∣∣∣2 ∣∣∣1− φ̂ε∣∣∣2
=
∫
BR
w
∣∣∣ÎXηu∣∣∣2 ∣∣∣1− φ̂ε∣∣∣2 + ∫
BcR
w
∣∣∣ÎXηu∣∣∣2 ∣∣∣1− φ̂ε∣∣∣2
≤ εR
(
n∑
k=1
∥∥∥Dkφ̂∥∥∥∞
)∫
BR
w
∣∣∣ÎXηu∣∣∣2 + (1 + ∥∥∥φ̂∥∥∥∞)
∫
BcR
w
∣∣∣ÎXηu∣∣∣2
≤ εR
(
n∑
k=1
∥∥∥Dkφ̂∥∥∥∞
)∥∥IXηu∥∥w,0 + (1 + ∥∥∥φ̂∥∥∥∞)
∫
BcR
w
∣∣∣ÎXηu∣∣∣2 .
We can choose R so that
(
1 +
∥∥∥φ̂∥∥∥
∞
) ∫
BcR
w
∣∣∣ÎXηu∣∣∣2 < η/4 and then εη > 0 so that
εR
(
n∑
k=1
∥∥∥Dkφ̂∥∥∥∞
)∥∥IXηu∥∥w,0 < η/4 when ε ≤ εη.
If ε < r then suppφε ⊂ Ω and so∥∥φε ∗ IXηu− IXηu∥∥2w,0 ≤ η/2, ε < min {εη, r} ,
i.e. ∥∥∥rΩ (φε ∗ IXηu)− IΩXηu∥∥∥2w,0;Ω ≤ η/2, ε < min {εη, r} . (8.11)
Combining this estimate with that of 8.9 we get∥∥rΩ (φε ∗ IXηu)− u∥∥2w,0;Ω ≤ η, ε < min {εη, r} .
Since Rz (z
′) = Rz′ (z) = (2π)
− d2 G (z − z′),
(
φε ∗ IXηu
)
(x) = φε ∗
N∑
k=1
αkRx(k) (x)
=
N∑
k=1
αk (φε ∗Rx(k)) (x)
=
N∑
k=1
αk
∫
φε (z)Rx(k) (x− z)dz
= (2π)
− d2
N∑
k=1
αk
∫
φε (z)G
(
x− z − x(k)
)
dz.
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Now apply the change of variables ζ = z + x(k):
(
φε ∗ IXηu
)
(x) = (2π)
− d2
N∑
k=1
αk
∫
φε
(
ζ − x(k)
)
G (x− ζ) dζ
=
N∑
k=1
αk
∫
φε
(
ζ − x(k)
)
Rx (ζ) dζ
=
N∑
k=1
αk
∫
φε
(
x(k) − ζ
)
Rx (ζ) dζ
=
∫ ( N∑
k=1
αkφε
(
x(k) − ζ
))
Rx (ζ) dζ.
Clearly ψε :=
N∑
k=1
αkφε
(
x(k) − ·) ∈ C∞0 (Ω) and the assumption that X0w (Ω) has a mollifier means that
ψε ∈ X0w (Ω) and(
φε ∗ IXηu
)
(x) =
∫
ψεRx =
∫
Ω
ψεRx ∈
{
rΩ
∫
Ω
Rxu : u ∈ C∞0 (Ω) ∩X0w (Ω)
}
,
when ε < r.
Hence
φε ∗ IXηu→ IXηu,
rΩ
(
φε ∗ IXηu
)→ rΩIXηu = IΩXηu→ u,
and so
JΩG
d→֒ X0w (Ω) .
Corollary 354
Remark 358 If X =
{
x(k)
}N
k=1
then
N∑
k=1
αk
∫
Ω
Rx(k)u =
∫
Ω
gu with g ∈WΩG,X ⊂WΩG . Suppose g = SΩXf − IΩXf ∈
WΩG,X .
?? Assume we are dealing with B-splines . Thus 1/w ∈ L∞ and X0w →֒ L2.
?? We use a simple variant of part 3 of Lemma 146 i.e. (−1)−ld (2ll )−dδ2l12 E0 : Wn1Ω → X0ws is a continuous
extension mapping where E0 is the zero extension operator. Use Corollary 150?
Choose u ∈Wn1
Ω
(Ω) and consider ∫
Ω
(
SΩXf − IΩXf
)
u, u ∈ Wn1
Ω
(Ω) .
?? Choose u = 1 on Br and u = 0 on B2r.
Use adjoint result?
Generalize proof of part 6 of Theorem 351?
??
Remark 359 ?? From part 1 and then part 5 of Theorem 351:
∫
ΩRxu = ρu (x) = (ρu, Rx)w,0 = (u, ρRx)w,0 and
thus
∣∣∫
ΩRxu
∣∣ ≤ ∣∣∣(u, ρRx)w,0∣∣∣ ≤ ‖u‖w,0 ‖ρRx‖w,0.
If u ∈ X0w (Ω) and g ∈WΩG,X (Ω), say g =
N∑
k=1
αkR
Ω
x(k)
, then
∫
Ω
gu =
N∑
k=1
αk
∫
Ω
Rx(k)u =
N∑
k=1
αkρu
(
x(k)
)
=
N∑
k=1
αk (ρu, Rx(k))w,0;Ω =
(
u,
N∑
k=1
αkρR
x(k)
)
w,0;Ω
= (u, ρg)w,0;Ω
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Thus ∣∣∣∣∫
Ω
gu
∣∣∣∣ ≤ ‖u‖ws,0;Ω ‖ρg‖ws,0;Ω .
Use Corollary 150. Choose f ∈ Wn1
Ω
and set u = Ef ∈ X0ws . Then∣∣∣∣∫
Ω
gf
∣∣∣∣ ≤ ‖Ef‖ws,0 ‖ρg‖ws,0;Ω ,
where
Êf = 4ld
(
2l
l
)−d
(sinmξk)
2l1 Ê0f,
‖Ef‖ws,0 ≤ (4m)
ld (2l
l
)−d ∥∥Dn1f∥∥
L2(Ω)
.
Thus ∣∣∣∣∫
Ω
gf
∣∣∣∣ ≤ (4m)ld (2ll )−d ∥∥Dn1f∥∥L2(Ω) ‖ρg‖ws,0;Ω , f ∈ Wn1Ω .
Choose f to be a tensor product of identical 1-dimensional functions. Scale using σεf .
Suppose that g is real-valued.
Choose x ∈ Ω and suppose that g (x) > 0 on Bε0 . Assume 0 < ε ≤ ε0. Choose f ≥ 0 so that its support is B2ε
and it is 1 on Bε. Then ∫
Bε
g ≤ (4m)ld (2ll )−d ∥∥∥Dn1 (f (xε ))∥∥∥B2ε ‖ρg‖ws,0;Ω .
From part 3 of ??: ‖ρu‖w,0 = ‖cΩu‖1/w,0. Thus∫
Bε
g ≤ (4m)ld (2ll )−d ∥∥∥Dn1 (f (xε))∥∥∥B2ε ‖cΩg‖1/w,0 .
8.3 The Approximate smoother
From part 5 of Summary 365 the matrix equation for the Exact smoother is (NρI +RX,X)α = y. The construc-
tion and solution of this system does not generate a scalable matrix algorithm since the size of the smoothing
matrix is N × N i.e. its size depends on the number of data points whereas it will turn out that the matrix
size for a scalable algorithm is independent of the number of data points. In this section we will overcome this
limitation and derive the Approximate smoother problem by discretizing the Exact smoothing problem on a grid.
This will be done by using the space JG = G ∗S which is dense in X0w and was introduced in Definition 337. The
space JG is not necessary for the specification of the Approximate smoother problem but this is how I derived
the Approximate smoother algorithm: I came across the convolution space JG in Dyn’s review paper [25] and
decided to approximate its functions using a regular rectangular grid X ′ and the Trapezoidal rule. This led to
functions in the finite dimensional basis function space WG,X′ . Minimizing the Exact smoother functional Je [·]
given by 7.1 over the functions in WG,X′ yields the Approximate smoother matrix equation 8.24. The size of this
matrix is independent of the number of data points and hence the construction and solution of the Approximate
smoother matrix equation is a scalable algorithm. In fact, the size of the matrix is equal to the number of grid
points and so increases exponentially with the number of dimensions. In practice we are limited to two or three
dimensions.
In actual fact, the set X ′ will be generalized from a grid to any set of distinct points. This could be a sparse
grid, for example.
8.3.1 Approach 1 is an analog of the Exact smoothing problem
In this subsection we will provide some justification for approximating the infinite dimensional Hilbert space X0w
by a finite dimensional subspaceWG,X′ , where X
′ is a regular, rectangular grid of points in Rd. The spaceWG,X′
will be used to define the Approximate smoothing problem. The set X ′ will then be generalized to include any
set of distinct points. This discretization process turns out to be similar to that described in Garcke and Griebel
[27].
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Definition 360 A regular, rectangular grid in Rd
Let the grid occupy a rectangle R (a, b) where a. < b. Suppose the grid has N ′ = (N ′1, N ′2, . . . , N ′d) points in
each dimension and let h ∈ Rd denote the grid sizes.
Then X ′ =
{
x′α = a+ hα | α ∈ Zd and 0 ≤ α < N ′
}
is the set of grid points.
Let N
′
be the number of grid points so that N
′
= (N ′)1 = N ′1N ′2 . . .N ′d, and of course we have the constraint
N ′h = b − a.
By Theorem 338 the space JG = G ∗S is dense in X0w and so we will approximate the functions in S using the
rectangular grid X ′ defined above. Our analysis will be matrix-based so we choose an order for the grid points
and set X
′
= {x′n}N
′
n=1. Integrals on R
d will be approximated by integrals on the grid region using the trapezoidal
rule i.e. ∫
grid
f (x) dx ≃ h1
N
′∑
n=1
f (x′n) , (8.12)
where h1 = h1h2 × . . . × hd is the volume of a grid element. This will be a two stage approximation: first a
restriction to the grid rectangle and then an application of the trapezoidal rule.
Step1 Approximation of the functions in JG = G ∗ S by functions in WG,X′ .
Suppose φ ∈ S. Then the trapezoidal approximation 8.12 on the grid X ′ gives
G ∗ φ = (2π)−d2
∫
Rd
G (· − y)φ (y) dy ≃ (2π)− d2
N ′∑
n=1
G (· − x′n)
(
h1φ (x′n)
)
. (8.13)
The equations and approximations 8.12 and 8.13 suggest we approximate the space G ∗ S by functions of the
form
N ′∑
n=1
G (x− x′n)αn, αn ∈ C i.e. by functions in WG,X′ .
Step 2 With this motivation we could now specify a smoothing problem which we will call an Approximate
smoothing problem. This would involve minimizing the Exact smoothing functional 7.1 over WG,X′ where X
′ is
a rectangular grid. However, since the space WG,X′ is defined when X
′ is any set of distinct points, we will define
the following more general problem:
The Approximate smoothing problem
Minimize the Exact smoothing functional Je [f ] for f ∈WG,X′ ,
where X ′ is a set of distinct points in Rd.
(8.14)
Remark 361 ?? Use part 3 of Theorem 357?
8.3.2 Approach 2
In Theorem 335 it was shown that for any f ∈ X0w,∣∣∣∣∣∣∣SXf (x)−
(
E˜XRx
)T
E˜Xf
(R0 (0) + ρ)N
∣∣∣∣∣∣∣ ≤
2R0 (0)
3/2
R0 (0) + ρ
min
{
1,
R0 (0)
ρ
}
‖f‖w,0 , x ∈ Rd,
and it was noted in Remark 336 that
(E˜XRx)T E˜Xf
(R0(0)+ρ)N
∈ WG,X and this approximation is bounded uniformly on
Rd. Of course Rx (y) = (2π)
d/2
G (x− y). Now suppose our independent data points X are always contained in
a bounded data region Ω. Overlay Ω with a regular, rectangular grid and let X ′ = {x′n}N
′
n=1 ⊂ Ω denote the grid
points in Ω. Further assume that G and f are Lipschitz continuous on Rd.
Since f is Lipschitz continuous on Rd all the derivatives exist and are bounded a.e. Noting 10.1 we try assuming
that f ∈ X0w ∩W 1,∞ and G ∈ W 1,∞ and for each x, Rx ∈W 1,∞. Indeed
Rxf ∈ W 1,∞ ∩ C(0)B . (8.15)
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Next we want to express
(
E˜XRx
)T
E˜Xf in terms of
(
E˜X′Rx
)T
E˜X′f and a remainder term and then estimate
the remainder term. But
1
N
(
E˜XRx
)T
E˜Xf = 1
N
N∑
m=1
Rx
(
x(m)
)
f
(
x(m)
)
=
1
N
N ′∑
k=1
∑
x(m)∈X′k
Rx
(
x(m)
)
f
(
x(m)
)
, (8.16)
where
X ′k =
{
x(m) ∈ X : x(m) − x′k ∈ R [0;h/2)
}
,
means that {X ′k}N
′
k=1 partitions X .
The properties 8.15 of Rxf mean that the distribution Taylor series expansion of Lemma 85 can now be brought
into play to yield
Rx
(
x(m)
)
f
(
x(m)
)
= Rx (x
′
k) f (x
′
k) +R1 (Rxf)
(
x′k, x
(m) − x′k
)
,
and for x(m) ∈ X ′k,∣∣∣(R1 (Rxf))(x′k, x(m) − x′k)∣∣∣ ≤ √dmax|β|=1 ∥∥Dβ (Rxf)∥∥∞ ∣∣∣x(m) − x′k∣∣∣
≤
√
d
2
max
|β|=1
∥∥Dβ (Rxf)∥∥∞ |h|
≤
√
d
2
max
|β|≤1
∥∥DβRx∥∥∞ max|β|≤1 ∥∥Dβf∥∥∞ |h| . (8.17)
Thus ∑
x(m)∈X′k
Rx
(
x(m)
)
f
(
x(m)
)
=
∑
x(m)∈X′k
Rx (x
′
k) f (x
′
k) +
∑
x(m)∈X′k
R1 (Rxf)
(
x′k, x
(m) − x′k
)
= N ′kRx (x
′
k) f (x
′
k) +
∑
x(m)∈X′k
R1 (Rxf)
(
x′k, x
(m) − x′k
)
,
and 1N
(
E˜XRx
)T
E˜Xf can now be written
1
N
(
E˜XRx
)T
E˜Xf =
N ′∑
k=1
Rx (x
′
k)
N ′k
N
f (x′k) +
1
N
N ′∑
k=1
∑
x(m)∈X′k
R1 (Rxf)
(
x′k, x
(m) − x′k
)
,
with
N ′∑
k=1
Rx (x
′
k)
N ′k
N
f (x′k) ∈ WG,X′ .
Consequently the remainder estimate 8.17 implies∣∣∣∣∣∣ 1N
(
E˜XRx
)T
E˜Xf −
N ′∑
k=1
Rx (x
′
k)
N ′k
N
f (x′k)
∣∣∣∣∣∣ ≤ 1N
N ′∑
k=1
∑
x(m)∈X′k
∣∣∣R1 (Rxf)(x′k, x(m) − x′k)∣∣∣
≤ 1
N
N ′∑
k=1
∑
x(m)∈X′k
√
d
2
max
|β|≤1
∥∥DβRx∥∥∞ max|β|≤1 ∥∥Dβf∥∥∞ |h|
=
√
d
2
max
|β|≤1
∥∥DβRx∥∥∞ max|β|≤1 ∥∥Dβf∥∥∞ |h| , (8.18)
giving a linear dependence on the grid size.
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The last estimate can be combined with 7.70 to give∣∣∣∣∣∣∣∣∣SXf (x)−
N ′∑
k=1
Rx (x
′
k)
N ′k
N f (x
′
k)
R0 (0) + ρ
∣∣∣∣∣∣∣∣∣ ≤
2R0 (0)
3/2
R0 (0) + ρ
min
{
1,
R0 (0)
ρ
}
‖f‖w,0+
+
√
d
2
max
|β|≤1
∥∥DβRx∥∥∞ max|β|≤1 ∥∥Dβf∥∥∞ |h| , x ∈ Rd, (8.19)
so that as N →∞ and |h| → 0 this approximation is bounded pointwise on Rd.
Now if w ∈ W02 for some κ ≥ 1 then X0w ⊂ C(1)B , G ∈ C(2)B and so Dβf and DβG are always Lipschitz
continuous when |β| ≤ 1. This certainly applies to the shifted thin-plate splines and the Gaussian.
We will now try to improve this approximation by replacing the vector
(
N ′k
N f (x
′
k)
)
(R0 (0) + ρ)
−1
by an
arbitrary complex vector α′ ∈ CN ′ and then finding a uniform bound for
∣∣∣SXf (x)− (E˜∗X′α′) (x)∣∣∣ when x ∈ Rd
and f ∈ X0w. In fact we use the standard approach of writing∣∣∣SXf (x)− (E˜∗X′α′) (x)∣∣∣ = ∣∣∣∣(SXf − E˜∗X′α′, Rx)w,0
∣∣∣∣ ≤ ∥∥∥SXf − E˜∗X′α′∥∥∥w,0 ‖R0‖ ,
and then show there is a unique α′ which minimizes
∥∥∥SXf − E˜∗X′α′∥∥∥
w,0
. This is just the adjoint formulation
of the minimum seminorm interpolation problem and the calculations are simplified since G is assumed to be
real-valued.
Theorem 362 If g ∈ X0w then R−1X,X E˜X′g = argmin
α′∈CN′
∥∥∥g − E˜∗X′α′∥∥∥
w,0
is unique and E˜∗X′R−1X,X E˜X′g = IX′g.
Proof. If α′ ∈ CN ′ then∥∥∥g − E˜∗X′α′∥∥∥2
w,0
=
(
g − E˜∗X′α′, g − E˜∗X′α′
)
w,0
= ‖g‖2w,0 −
(
g, E˜∗X′α′
)
w,0
−
(
E˜∗X′α′, g
)
w,0
+
(
E˜∗X′α′, E˜∗X′α′
)
w,0
= ‖g‖2w,0 − 2Re
(
g, E˜∗X′α′
)
w,0
+
(
E˜∗X′α′, E˜∗X′α′
)
w,0
= ‖g‖2w,0 − 2Re
(
E˜X′g, α′
)
+
(
α′, E˜X′ E˜∗X′α′
)
= ‖g‖2w,0 − 2Re
(
E˜X′g, α′
)
+ (α′, RX,Xα′) ,
and if we substitute α′ = β′ + iγ′ and differentiate w.r.t. β′ and then γ′ we obtain a unique minimum at
α′ = R−1X,X E˜X′g.
This theorem implies that the closest point in WG,X′ to SXf under ‖·‖w,0 is IX′SXf , and so we define the
Approximate smoother operator SaX by
SaX = IX′SX (8.20)
It was observed that the Approximate smoother problem 8.14 still makes sense if X ′ is any set of distinct
points in Rd and clearly Definition 8.20 is still meaningful if X ′ is any set of distinct points. In part 2 of Corollary
367 we will show that the solution of the Approximate smoother problem is the Approximate smoother 8.20.
8.4 Preparation: the Exact smoother mapping and data functions
This section presents a convenient summary of the Exact smoother mapping properties required for our study of
the Approximate smoother problem 8.14.
The Exact smoother problem was described in the Introduction and was solved in Chapter 7 using a geometric
Hilbert space framework which involved the introduction of the Hilbert product space V and the operator
LX : X0w → V :
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Definition 363 The space V and the operator LX
1. Let V = X0w ⊗ CN be the Hilbert product space with norm ‖·‖V and inner product (·, ·)V given by
((u1, u2) , (v1, v2))V = ρ (u1, v1)w,0 +
1
N
(u2, v2)CN .
2. Let the operator LX : X0w → V be defined by LXf =
(
f, E˜Xf
)
where E˜X is the vector-valued evaluation
function E˜Xf =
(
f
(
x(k)
))
of Definition 96.
The Exact smoothing functional Je can now be written
Je[f ] = ‖LXf − (0, y)‖2V , f ∈ X0w, (8.21)
and the Exact smoother se is the unique orthogonal projection of (0, y) onto the infinite dimensional subspace
LX
(
X0w
)
. Using this approach it was shown in part 4 of Theorem 290 that
se =
1
N
(L∗XLX)−1 E˜∗Xy, y ∈ CN . (8.22)
Definition 364 Data functions and the Exact smoother mapping SX : X0w →WG,X .
Given an independent data set X each member of X0w is assumed to act as a legitimate data function f and
generate a dependent data vector E˜Xf . Further, equation 8.22 enables us to define a mapping SX : X0w →WG,X
from the data functions to their corresponding Exact smoothers defined by
SXf = 1
N
(L∗XLX)−1 E˜∗X E˜Xf, f ∈ X0w. (8.23)
By Corollary 292, L∗XLX is a homeomorphism from X0w to X0w so SX is a continuous linear mapping.
Summary 365 This is a list of some of the properties of the Exact smoother mapping SX which will be used in
this document:
1. SX maps X0w onto WG,X and nullSX =W⊥G,X . Also, SX is self-adjoint but not a projection.
2. ‖SXf‖w,0 ≤ ‖f‖w,0 and ‖(I − SX) f‖w,0 ≤ ‖f‖w,0, f ∈ X0w.
3. SXf = f − ρ (L∗XLX)−1 f , f ∈ X0w.
4. SXf = E˜∗X (NρI +RX,X)−1 E˜Xf , f ∈ X0w.
5. SXf =
N∑
k=1
αkRx(k) , where α = (αk) satisfies the matrix equation
(NρI +RX,X)α = y, where y = E˜Xf is the dependent data.
Proof. We just list the references from Chapter 7:
Part 1 Corollary 292; Part 2 Part 2 of Theorem 296; Part 3 Corollary 292; Parts 4 and 5 Part 3 of Theorem
294.
8.5 Properties of the Approximate smoother problem
It will be shown in part 1 of the next theorem that the Approximate smoothing problem has a unique solution,
which we will call the Approximate smoother.
Theorem 366 Denote the data for the Approximate smoothing problem by [X ; y] and X ′. Set ς = (0, y) so that
by 8.21, Je [f ] = ‖LXf − ς‖2V is the Exact smoothing functional.
Then the Approximate smoothing problem has a unique solution sa ∈ WG,X′ which satisfies:
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1. Je [sa] < Je [f ], for all f ∈WG,X′ and f 6= sa.
2. (LXsa − ς,LXsa − LXf)V = 0, for all f ∈WG,X′ .
3. ‖LXsa − ς‖2V + ‖LXsa − LXf‖2V = ‖LXf − ς‖2V , for all f ∈WG,X′ .
Note that the equations of parts 2 and 3 are directly equivalent.
4.
(
L∗XLXsa − 1N E˜∗Xy, f
)
w,0
= 0, for all f ∈WG,X′ .
Proof. Part 1 We want to show that there is a unique function in WG,X′ which minimizes the Exact smoothing
functional Je [·] over WG,X′ . Since WG,X′ is a finite dimensional subspace of X0w, its image under LX must be a
finite dimensional subspace of V and hence a closed subspace of V .
Consequently, there exists a unique element of LX (WG,X′), say v, which is the projection of ζ onto LX (WG,X′),
such that ‖v − ς‖V < ‖LXf − ς‖V for all f ∈WG,X′ such that LX (f) 6= v.
Since LX is 1-1 on X0w there exists a unique element of WG,X′ , call it sa, such that v = LX (sa).
In terms of Je we have Je [sa] < Je [f ] for all f ∈ WG,X′ and f 6= sa.
Parts 2 and 3 Since v is the projection of ζ onto LX (WG,X′) simple Hilbert space geometry yields the
equivalent equations of parts 2 and 3.
Part 4 We start with the equation of part 2 and use the fact from part 3 of Theorem 289 that L∗Xu =
ρu1 +
1
N E˜∗Xu2, (u1, u2) ∈ V . Noting that X has N data points we have for all f ∈WG,X′
0 = (LXsa − ς,LXsa − LXf)V = (LXsa − ς,LX (sa − f))V
= (L∗XLXsa − L∗Xς, sa − f)w,0
=
(
L∗XLXsa −
1
N
E˜∗Xy, sa − f
)
w,0
.
But sa ∈WG,X′ so (
L∗XLXsa −
1
N
E˜∗Xy, f
)
w,0
= 0, f ∈WG,X′ ,
and thus L∗XLXsa − 1N E˜∗Xy ∈W⊥G,X′ by definition of the orthogonal complement W⊥G,X′ .
Part 4 is used to prove the next two corollaries.
Corollary 367 Suppose se is the Exact smoother of the data [X, y]. Suppose sa is the Approximate smoother of
the data [X, y] generated by the points X ′. Then:
1. se − sa ∈W⊥G,X′ i.e. E˜X′se = E˜X′sa.
2. sa = E˜∗X′
(
E˜X′ E˜∗X′
)−1
E˜X′se = E˜∗X′R−1X′,X′ E˜X′se = IX′se.
3. sa =
1
N E˜∗X′R−1X′,X′ E˜X′ (L∗XLX)−1 E˜∗Xy.
Proof. Part 1 From the proof of part 4 of the previous theorem L∗XLXsa− 1N E˜∗Xy ∈ W⊥G,X′ so L∗XLXsa− 1N E˜∗Xy =
g for some g ∈ W⊥G,X′ and sa − 1N (L∗XLX)−1 E˜∗Xy = (L∗XLX)−1 g. But by equation 8.23, se = 1N (L∗XLX)−1 E˜∗Xy
and so sa − se = (L∗XLX)−1 g.
Further, from part 3 of Summary 365, SXg = g − ρ (L∗XLX)−1 g and thus
(L∗XLX)−1 g = 1ρg since nullSX =W⊥G,X′ . Hence sa−se = 1ρg ∈W⊥G,X′ which is characterized by E˜X′ (se − sa) =
0 i.e. E˜X′se = E˜X′sa.
Part 2 From Theorem 97 we know E˜∗X : CN → WG,X and E˜∗X′ : CN
′ → WG,X′ are onto. Hence, since
sa ∈ WG,X′ and se ∈ WG,X we have se = E˜∗Xα and sa = E˜∗X′β for some α ∈ CN and β ∈ CN
′
. Parts 1 and 5 of
Theorem 97 now imply
0 = E˜X′ (se − sa) = E˜X′
(
se − E˜∗X′β
)
= E˜X′se − E˜X′ E˜∗X′β = E˜X′se −RX′,X′β,
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so that β = R−1X′,X′ E˜X′se and sa = E˜∗X′β = E˜∗X′R−1X′,X′ E˜X′se, as required.
The last equality follows from the formula for the minimal norm interpolant operator IX′ given by equation
2.11, namely IX′f = E˜∗X′ (RX′,X′)−1 E˜X′f .
Part 3 From the proof of part 1, se =
1
N (L∗XLX)−1 E˜∗Xy. Hence by part 2
sa = E˜∗X′R−1X′,X′ E˜X′se = E˜∗X′R−1X′,X′ E˜X′
1
N
(L∗XLX)−1 E˜∗Xy
=
1
N
E˜∗X′R−1X′,X′ E˜X′ (L∗XLX)−1 E˜∗Xy.
The following corollary contains results which are analogous to some of those derived in Theorem 296 for the
Exact smoother.
Corollary 368 Suppose sa ∈ WG,X′ is the (unique) Approximate smoother of the data [X, y] generated by the
points X ′. Then:
1. (sa, f)w,0 =
1
Nρ (y − (sa)X)T fX, when f ∈ WG,X′ .
2. ‖sa‖2w,0 = 1Nρ (y − (sa)X)T (sa)X .
3. Je (sa) =
1
N (y − (sa)X)T y.
Proof. Part 1. From the definition of L∗XLX
L∗XLXsa −
1
N
E˜∗Xy = ρsa +
1
N
E˜∗X E˜Xsa −
1
N
E˜∗Xy = ρsa +
1
N
E˜∗X ((sa)X − y) .
Thus, when f ∈WG,X′
0 =
(
L∗XLXsa −
1
N
E˜∗Xy, f
)
w,0
= (ρsa, f)w,0 +
1
N
(
E˜∗X ((sa)X − y) , f
)
w,0
= ρ (sa, f)w,0 +
1
N
(
(sa)X − y, E˜Xf
)
CN
= ρ (sa, f)w,0 +
1
N
((sa)X − y, fX)CN
= ρ (sa, f)w,0 +
1
N
((sa)X − y)T fX .
Part 2. If f = sa in the equation proved in part 1, then
0 = ρ ‖sa‖2w,0 +
1
N
((sa)X − y, (sa)X)CN = ρ ‖sa‖2w,0 +
1
N
((sa)X − y)T (sa)X ,
so that ‖sa‖2w,0 = 1ρN (y − (sa)X)T (sa)X .
Part 3.
Je (s) = ρ ‖sa‖2w,0 +
1
N
|(sa)X − y|2
= ρ ‖sa‖2w,0 +
1
N
(
(sa)
T
X − yT
)(
(sa)X − y
)
= ρ ‖sa‖2w,0 +
1
N
(
(sa)
T
X (sa)X − (sa)TX y − yT (sa)X + yT y
)
=
1
N
(y − (sa)X)T (sa)X +
1
N
(
(sa)
T
X (sa)X − (sa)TX y − yT (sa)X + yT y
)
=
1
N
(
yT (sa)X − (sa)TX (sa)X + (sa)TX (sa)X − (sa)TX y − yT (sa)X + yT y
)
=
1
N
(
− (sa)TX y + yT y
)
=
1
N
(y − (sa)X)T y.
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In a manner analogous to the minimal norm interpolant mapping IX of Definition 100 and the Exact smoother
mapping SX of Definition 291 which map data functions to their interpolant and smoother respectively, we will
now define the Approximate smoother mapping:
Definition 369 The Approximate smoother mapping SaX,X′ : X0w →WG,X′
Given an independent data set X, we shall assume that each member of X0w can act as a legitimate data
function fd and generate the data vector E˜Xfd.
The equation of part 2 of Corollary 367 enables us to define a continuous linear mapping SaX,X′ : X0w →WG,X′
from the data functions to the corresponding Approximate smoother of the data
[
X, E˜Xfd
]
generated by the points
X ′. This mapping is given by
SaX,X′fd =
1
N
E˜∗X′R−1X′,X′ E˜X′ (L∗XLX)−1 E˜∗X E˜Xfd, fd ∈ X0w.
We now prove some properties of the Approximate smoother mapping.
Corollary 370 Suppose SaX,X′ is the Approximate smoother mapping. Then SaX,X′ = IX′SX where IX′ is the
minimal norm interpolant mapping with independent data X ′ and SX is the Exact smoother mapping with inde-
pendent data X.
Further, SaX,X′ is self-adjoint and
∥∥SaX,X′f∥∥w,0 ≤ ‖f‖w,0 for all f ∈ X0w.
Proof. That SaX,X′ = IX′SX follows immediately from 8.23 for SX and equation 2.11 for IX′ . SaX,X′ is self-
adjoint since IX′ and SX are both self-adjoint. Finally, from part 2 Summary 365,
∥∥SaX,X′f∥∥w,0 ≤ ‖f‖w,0 since
‖SXf‖w,0 ≤ ‖f‖w,0 and ‖IX′f‖w,0 ≤ ‖f‖w,0 for all f ∈ X0w.
In the last corollary it was shown that the Approximate smoother is an interpolant of the Exact smoother.
Hence the Approximate smoother uses the same information about the data function as the Exact smoother does
i.e. it involves no additional data function evaluations.
8.5.1 The matrix equation for the Approximate smoother
We now know the Approximate smoother exists and is unique. The next step is to derive its matrix equation.
Theorem 371 Suppose s ∈ WG,X′ is the (unique) Approximate smoother of the data [X, y] generated by the
distinct points X ′ = {x′i}N
′
i=1.
Then s (x) =
N ′∑
i=1
α′iRx′i (x), where α
′ = (α′i) ∈ CN
′
and α′ satisfies(
NρRX′,X′ +R
T
X,X′RX,X′
)
α′ = RTX,X′y, (8.24)
where RX,X = (2π)
− d2 GX,X and RX,X′ = (2π)
−d2 GX,X′ .
The matrix on the left of equation 8.24 will be called the Approximate smoother matrix and it will usually be
denoted by the symbol Ψ.
Proof. This proof uses the results E˜X′ E˜∗X = RX′,X and E˜X E˜∗X′ = RX,X′ which follow from part 6 of The-
orem 97. From Theorem 366,
(
L∗XLXs− 1N E˜∗Xy, f
)
w,0
= 0 for all f ∈ WG,X′ . Substituting f = Rx′i yields
E˜X′
(
L∗XLXs− 1N E˜∗Xy
)
= 0, and since by part 4 Theorem 289, L∗XLXs = ρs+ 1N E˜∗X E˜Xs, we have
0 = E˜X′
(
L∗XLXs−
1
N
E˜∗Xy
)
= E˜X′
(
ρs+
1
N
E˜∗X E˜Xs−
1
N
E˜∗Xy
)
= ρE˜X′s+ 1
N
RX′,X E˜Xs− 1
N
RX′,Xy
= NρsX′ +RX′,XsX −RX′,Xy. (8.25)
The next step is to write sX′ and sX in terms of basis functions. But s (x) =
N ′∑
i=1
α′iRx′i (x) = E˜∗X′α′ implies
sX = RX,X′α
′, sX′ = RX′,X′α′, (8.26)
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so that 8.25 becomes
0 = NρRX′,X′α
′ +RX′,XRX,X′α′ −RX′,Xy,
which can be rearranged to give the desired matrix equation 8.24.
Remark 372
1. Note that the reason the matrix equation 8.24 can be more concisely written in matrices based on Rx than the
basis function G is that I have chosen the ‘symmetric’ Fourier transform pair f̂(ξ) = (2π)
−d2 ∫ e−ixξf(x)dx
and
∨
f(ξ) = (2π)
− d2 ∫ eixξf(x)dx.
2. The ‘basis function form’ of the Approximate smoother matrix equation 8.24 is(
(2π)
d
2 NρGX′,X′ +G
T
X,X′GX,X′
)
α′ = GTX,X′y,
with the smoother given by
s (x) =
N ′∑
i=1
α′iG (x− x′i) .
In the next theorem we prove some properties of the Approximate smoother matrix.
Theorem 373 The Approximate smoother matrix Ψ specified in Theorem 371 has the following properties:
1. Ψ is real valued, symmetric, positive definite and regular.
2. Ψ has size N ′ ×N ′. Hence the size of Ψ is independent of the number of (scattered) data points.
Proof. Part 1. Since G is a Hermitian function and is assumed to be real valued in this document, it follows that
RX′,X′ and RX′,X have real elements, RX′,X′ is symmetric and so Ψ is real and symmetric. Further, if α ∈ CN
αTΨα = αT
(
NρRX′,X′ +R
T
X,X′RX,X′
)
α = NραTRX′,X′α+ α
TRTX,X′RX,X′α
= NραTRX′,X′α+ |RX,X′α|2 .
But from the Introduction 8.1 RX′,X′ is positive definite and so α
TΨα > 0 iff α = 0 which implies that Ψ is
positive definite over C, and since G is real we have that Ψ is regular.
Part 2. From the block sizes it is clear that Ψ is square with N ′+2M rows. Hence the size of Ψ is independent
of the number of (scattered) data points N .
8.5.2 The scalability of the Approximate smoother
From the basis function G, the N independent data points X and the N ′ points X ′, we construct the N ′ × N ′
matrix RX′,X′ = (2π)
− d2 GX′,X′ and the N × N ′ matrix RX,X′ = (2π)−
d
2 GX,X′ . For a specified smoothing
parameter ρ and independent data y, we construct the matrix equation 8.24 i.e.(
NρRX′,X′ +R
T
X,X′RX,X′
)
α′ = RTX,X′y.
The system is solved for α′ and the Approximate smoother is evaluated at various points Z using the formula
sZ = RZ,X′α
′.
Our next result shows the algorithm is scalable i.e. the time of construction and execution of the solution is
proportional to the number of data points. This is in contrast with the Exact smoother which is not scalable but
which has quadratic dependency on the number of data points.
Corollary 374 The Approximate smoother algorithm is scalable.
Proof. Suppose the evaluation cost for G (x) is mG multiplications and that N ≫ N ′. The construction cost for
Ψ is
(N ′)2mG +N ′NmG +N ′N +N ′NmG ≃ 2N ′NmG.
The solution cost of an N ′ ×N ′ matrix equation is 13 (N ′)3 multiplications for a dense matrix. Thus the total
cost is 2N ′NmG + 13 (N
′)3 which is linearly dependent on the number of data points.
However, by the use of a basis function with support containing only several points in X ′ e.g. the hat function,
the construction and solution costs can be reduced significantly. However we still have linear dependency on N .
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8.6 Convergence of the Approximate smoother to the Exact smoother
In this Section we will prove several results concerning the convergence of the Exact smoother to the Approximate
smoother. We will start by proving some general results which only assume that the weight function has property
W02. These results yield no convergence orders (hence called order-less) but show that the Exact smoother always
converges to the Approximate smoother uniformly pointwise and normwise as the density of the set X ′ increases.
They will be applicable to Approximate smoothers generated by regular rectangular grids and sparse grids.
We then derive pointwise order of convergence results which are analogous to the results derived for the minimal
norm interpolant in Section 2.6 and subsection 2.7, and for the Exact smoother in Sections 7.6 and 7.7. Type 1
and Type 2 results are first derived for the case where no explicit assumption is made regarding the unisolvency
(Definition 119) of the independent data. Then the concept of unisolvent data is introduced to obtain higher
orders of convergence.
8.6.1 Order-less convergence results
The results of this subsection only assume that the weight function has property W02 so that the data functions
are continuous. Uniform pointwise convergence results are derived but no order of convergence results are
obtained. To start with we will need a definition of convergence for sequences of independent data sets.
Definition 375 Convergence of independent data sets
1. A sequence of independent data Xn =
(
x
(i)
n
)Nn
i=1
is said to converge to the independent data X =
(
x(i)
)N
i=1
,
denoted Xn → X, if there exists an integer K such that Nn = N when n ≥ K, and for each i,
∣∣∣x(i)n − x(i)∣∣∣→
0 as n→∞.
2. When k ≥ K, Xn and X can be regarded as members of RNd and convergence as convergence in RNd under
the Euclidean norm.
Theorem 376 Suppose se is the Exact smoother generated by the data [X ; y]. Suppose X
′
n is a sequence of
independent data sets which converge to X in the sense of Definition 375 and that s
(n)
a is the Approximate
smoother generated by X ′n and [X ; y].
Then the Approximate smoothers satisfy Je
[
s
(n)
a
]
→ Je [se] as n→∞, where
Je [f ] = ρ ‖f‖2w,0 +
1
N
|fX − y|2 ,
is the Exact smoother functional 7.1.
Proof. We first note that the definition of the convergence of independent data sets allows us to assume that
the X ′n have the same number of points as X .
Now suppose X ′ is an arbitrary independent data set with the same number of points as X , and sa = sa (X ′)
is the corresponding Approximate smoother. If it can be shown that as a function of X ′, Je [sa (X ′)] is continuous
everywhere the the theorem holds since Je [se] = Je [sa (X)].
In fact, by Theorem 371
sa (X
′) (x) =
N∑
i=1
R (x− x′i)α′i,
where α′ = (α′i) satisfies the matrix equation
Ψα′ = RX′,Xy,
and
Ψ = NρRX′,X′ +R
T
X,X′RX,X′ .
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Starting with part 3 of Corollary 368 and noting that (α′)T =
(
Ψ−1RX′,Xy
)T
= yTRX,X′Ψ
−1
we have
Je [sa (X
′)] =
1
N
(y − sa (X ′)X)T y =
1
N
|y|2 − 1
N
sa (X
′)TX y
=
1
N
|y|2 − 1
N
(RX,X′α
′)T y
=
1
N
|y|2 − 1
N
(α′)T (RX,X′)
T
y
=
1
N
|y|2 − 1
N
yTRX,X′Ψ
−1RX′,Xy.
If we can show that RX,X′ and Ψ
−1
X′ are continuous functions of X
′ in a neighborhood of X , then we have
Je [sa (X
′)] is a continuous function of X ′. But RX′,X′ and RX,X′ are clearly continuous for all X ′ so ΨX′ and
detΨX′ are continuous for all X
′. Further, since ΨX′ is positive definite and regular for all X ′, det ΨX′ > 0 for
all X ′ and it is clear from Crammer’s rule that Ψ−1X′ is continuous everywhere. Thus Je [sa (X
′)] is continuous
everywhere and the proof is complete.
The next corollary shows that the Approximate smoother converges to the Exact smoother, both pointwise
and norm-wise, as the grid size goes to zero.
Corollary 377 Suppose se is the Exact smoother generated by the data [X ; y] and that we have a sequence of
regular grids X ′n with a common rectangular grid boundary and grid sizes hn. Suppose X lies in the interior of
the common grid boundary. Also, let sa (X
′
n) denote the Approximate smoother generated by X
′
n and [X ; y].
Then |hn| → 0 implies ‖sa (X ′n)− se‖w,0 → 0 and ‖sa (X ′n)− se‖∞ → 0, where the supremum norm ‖·‖∞ is
defined on Rd.
Proof. For each data point x(k) ∈ X there exists a sequence of distinct points
(
z
(k)
n
)∞
n=1
such that z
(k)
n ∈ X ′n
and z
(k)
n → x(k) in Rd as n→∞.
Set Zn =
{
z
(k)
n
}N
k=1
and let sa (Zn) be the Approximate smoother generated by Zn. Then Zn → X as
independent data and by Theorem 376, Je [sa (Zn)]→ Je [se].
But since Zn ⊂ X ′n, we have Je [sa (X ′n)] ≤ Je [sa (Zn)]. Also from the definition of se we have Je [se] ≤
Je [sa (X
′
n)]. Thus
Je [se] ≤ Je [sa (X ′n)] ≤ Je [sa (Zn)] ,
and so Je [sa (X
′
n)]→ Je [se]. To establish the convergence of sa (X ′n) we use part 1 of Theorem 7.12 which can
be written
Je [se] + ρ ‖se − f‖2w,0 +
1
N
N∑
k=1
∣∣∣se (x(k))− f (x(k))∣∣∣2 = Je [f ] ,
for all f ∈ X0w. Choosing f = sa (X ′n) we see that ‖se − sa (X ′n)‖w,0 → 0.
Finally, if Rx is the Riesz representer of the functional f → f (x)
|se (x) − sa (X ′n) (x)| =
∣∣∣(se − sa (X ′n) , Rx)w,0∣∣∣ ≤ ‖se − sa (X ′n)‖w,0 ‖Rx‖w,0
= ‖se − sa (X ′n)‖w,0
√
R0 (0),
with the right side independent of x.
We can remove the constraint that the sets X ′n are regular, regular grids:
Corollary 378 Suppose Ω is a bounded region. Suppose se is the Exact smoother generated by the data [X ; y]
and that X ⊂ Ω. Suppose also that we have a sequence of sets X ′n ⊂ Ω such that sup
x∈Ω
dist (x,X ′n) → 0. Finally
let sa (X
′
n) denote the Approximate smoother generated by X
′
n and [X ; y].
Then ‖sa (X ′n)− se‖w,0 → 0 and ‖sa (X ′n)− se‖∞ → 0, where the supremum norm ‖·‖∞ is defined on Rd.
Proof. Let X =
{
x(k)
}N
k=1
. Since X ⊂ Ω the assumption that supx∈Ω dist (x,X ′n)→ 0 implies
dist
(
x(k), X ′n
)→ 0 and we can now use the arguments of the proof of the previous corollary.
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8.6.2 General error results
The results of this subsection only assume that the weight function has property W02. The next result establishes
some upper bounds for the pointwise difference between the Exact and Approximate smoothers which are uniform
on Rd. Here ρ is called the smoothing coefficient and is used to define the Exact smoother functional. No data
densities are involved.
Theorem 379 If se is the Exact smoother of the data
[
X ; E˜Xfd
]
and sa is the Approximate smoother generated
by
[
X ; E˜Xfd
]
and X ′ then
|se (x)− sa (x)| ≤ (se − sa, sa)w,0
√
R0 (0), x ∈ Rd, (8.27)
and ∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ R0 (0)min{1, R0 (0)ρ
}
, x, y ∈ Rd, (8.28)
and ‖se‖w,0 ≤ ‖fd‖w,0.
Proof. From Corollary 367 we have sa = IX′se so that
|se (x)− sa (x)| ≤ |se (x)− (IX′se) (x)| =
∣∣∣(se − IX′se, Rx)w,0∣∣∣ ≤ ‖se − IX′se‖w,0 ‖Rx‖w,0
= ‖se − sa‖w,0
√
R0 (0),
where the last equality follows directly from the definition of Rx. Substituting fd = Ry into 8.27 we get∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ ‖SXRy‖w,0√R0 (0), x, y ∈ Rd.
From equation 7.15, ‖SXf‖w,0 ≤ ‖f‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
, so that
‖SXRy‖w,0 ≤ ‖Ry‖w,0 ‖R0‖w,0min
{
1,
R0 (0)
ρ
}
= R0 (0)min
{
1,
R0 (0)
ρ
}
.
and hence ∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ R0 (0)min{1, R0 (0)ρ
}
.
That ‖se‖w,0 ≤ ‖fd‖w,0 follows from part 2 of Summary 365.
8.6.3 Error estimates derived without explicitly assuming unisolvent data sets
We will now derive order estimates for the pointwise difference between the Approximate smoother and the Exact
smoother. The derivation of these estimates will rely strongly on the fact that the Approximate smoother is
the interpolant of the Exact smoother on the set X ′ (see 8.14) and so we will use the convergence results
for the minimal norm interpolant derived in Chapter 7. The convergence results for the interpolant and Exact
smoother all involved one of three assumptions concerning the unisolvency of the independent data set X and
the weight function w and its parameter κ:
1. w has property W02 for some κ ≥ 0 with no explicit assumption that X is unisolvent;
2. κ ≥ 1 with no explicit assumption that X is unisolvent;
3. κ ≥ 1 and X is unisolvent of order ≥ 0.
We will consider the first two cases in this subsection.
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Type 1 estimates (κ ≥ 0)
The next result is an estimate of the difference between the Exact and Approximate smoothers for an arbitrary
data function in X0w.
Theorem 380 Suppose:
1. The weight function w has property W02 and that G is the basis function generated by w. Assume that for
some s, CG, hG > 0 the basis function satisfies
|G (0)−G (x)| ≤ CG |x|2s , |x| ≤ hG. (8.29)
2. Let se be the Exact smoother generated by the data
[
X ; E˜Xfd
]
.
3. Suppose that sa is the Approximate smoother generated by the data
[
X ; E˜Xfd
]
and the points X ′ contained
in K, where K is a closed bounded infinite set.
4. Let IX′ be the minimal norm interpolant operator on the set X ′.
Then if kG = (2π)
− d4 √2CG we have the error bound
|se (x)− sa (x)| ≤
√
(se − sa, se)w,0kG (hX′,K)s , x ∈ K, (8.30)
when hX′,K = sup
x∈K
dist (x,X ′) ≤ hG.
Further,
√
(se − sa, se)w,0 ≤ ‖se‖w,0 ≤ ‖fd‖w,0 and the order of convergence is at least s in hX′,K .
Proof. From Corollary 370 we have sa = IX′se. Now we can apply Theorem 104 which estimates the error of
the minimal norm interpolant of an arbitrary data function. In this case the data function is se, the data points
are X ′, the data region is K, and so for x ∈ K
|se (x)− sa (x)| = |se (x)− (IX′se) (x)| ≤
√
(se − IX′se, se)w,0kG (hX′,K)s
=
√
(se − sa, se)w,0kG (hX′,K)s ,
when hX′,K < hG. Finally, from part 2 of Summary 365, I − IX′ and SX are contractions and so√
(se − IX′se, se)w,0 ≤
√
‖se − IX′se‖w,0 ‖se‖w,0 ≤ ‖se‖w,0 ≤ ‖fd‖w,0 .
Remark 381
1. Unlike the error estimates for the Approximate smoother and the minimal norm interpolant, this estimate
for |se (x)− sa (x)| does not require the independent data set X to be in a closed bounded infinite set.
Instead, it is X ′ which is required to be in such a set. The density of X is not explicitly involved in the
estimate i.e. there is no term involving hX,K and the dependency on X is in the formula for se and can
thus be eliminated by the approximation
√
(se − IX′se, se)w,0 ≤ ‖fd‖w,0.
2. This result confirms the convergence result of Corollary 377. Unlike the Approximate smoother error esti-
mates, this estimate does not explicitly involve the smoothing coefficient ρ and has the same form as the
interpolation error estimates. However, the smoothing coefficient is part of the formula for se and can be
eliminated by the approximation
√
(se − IX′se, se)w,0 ≤ ‖fd‖w,0.
3. The following argument shows the factor
√
(se − sa, se)w,0 in the estimate 8.30 can be calculated numeri-
cally. Indeed, since sa = IX′se we have (se − sa, sa)w,0 = (se − sa, IX′se)w,0 = (IX′se − IX′sa, se)w,0 = 0
so that (se, sa)w,0 = ‖sa‖2w,0 and
(se − sa, se)w,0 =
√
‖se‖2w,0 − ‖sa‖2w,0. Part 2 of Corollary 368 and part 3 of Theorem 303 can then be used
to calculate ‖sa‖w,0 and ‖se‖w,0 respectively.
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As with the Exact smoother error estimates which were valid for arbitrary data functions in X0w we can try to
improve the last convergence result for data functions which have the form Ry, y ∈ K.
Theorem 382 Suppose we have the same assumptions and notation as Theorem 380 except that now the data
function is specialized to Ry. Hence SXRy is the Exact smoother and SaX,X′Ry is the Approximate smoother.
Further, suppose that the data region K that contains X is a bounded closed and infinite set.
Then if hX,K ≤ hG and hX′,K ≤ hG we have the estimate∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ kG (hX′,K)s (√ρN + kG (hX,K)s + kG (hX′,K)s) , x, y ∈ K, (8.31)
where kG = (2π)
−d4 √2CG and CG satisfies 8.29.
Proof. Theorem 380 with fd = Ry yields the estimate∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ kG√(SXRy − IX′SXRy,SXRy)w,0 (hX′,K)s , (8.32)
when hX′,K ≤ hG and x ∈ K. The term
√
(SXRy − IX′SXRy,SXRy)w,0 will now be manipulated in order to
try to improve the convergence. Since IX′ is a self-adjoint projection we have
(SXRy − IX′SXRy,SXRy)w,0 = ((I − IX′)SXRy,SXRy)w,0 (8.33)
= ((I − IX′)SXRy, Ry − (I − SX)Ry)w,0
= ((I − IX′)SXRy, Ry)w,0 − ((I − IX′)SXRy, (I − SX)Ry)w,0
= ((I − IX′)SXRy) (y)− ((I − SX) (I − IX′)SXRy, Ry)w,0
= ((I − IX′)SXRy) (y)− ((I − SX) (I − IX′)SXRy) (y)
≤ |((I − IX′)SXRy) (y)|+ |((I − SX) (I − IX′)SXRy) (y)| . (8.34)
The application of the Type 1 interpolation convergence estimate 5.110 to the data function SXRy gives
|((I − IX′)SXRy) (y)| ≤ ((I − IX′)SXRy,SXRy)w,0 kG (hX′,K)s , (8.35)
when hX′,K < hG and y ∈ K. Further, for an arbitrary data function fd ∈ X0w, the Exact smoother estimate
7.22 implies
|((I − SX) fd) (x)| ≤
√
(fd − SXfd, fd)w,0
(√
ρN + kG (hX,K)
s
)
, x ∈ K,
when hX,K ≤ hG. But in this case fd = (I − IX′)SXRy where x, y ∈ K, and so
|((I − SX) (I − IX′)SXRy) (x)| ≤
√
(fd − SXfd, fd)w,0
(√
ρN + kG (hX,K)
s
)
,
and √
(fd − SXfd, fd)w,0 ≤
√
(fd, fd)w,0 =
√
((I − IX′)SXRy,SXRy)w,0,
so that
|((I − SX) (I − IX′)SXRy) (x)| ≤
√
((I − IX′)SXRy,SXRy)w,0×
×
(√
ρN + kG (hX,K)
s
)
. (8.36)
Next using 8.35 and 8.36 to estimate the right side of 8.34 we obtain
((I − IX′)SXRy,SXRy)w,0 ≤
√
((I − IX′)SXRy,SXRy)w,0kG (hX′,K)s+
+
√
((I − IX′)SXRy,SXRy)w,0
(√
ρN + kG (hX,K)
s
)
,
so that √
((I − IX′)SXRy,SXRy)w,0 ≤
√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s
,
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and as a consequence of equation 8.33, inequality 8.32 implies∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ kG (hX′,K)s√((I − IX′)SXRy,SXRy)w,0
≤ kG (hX′,K)s
(√
ρN + kG (hX,K)
s + kG (hX′,K)
s
)
,
as claimed.
Remark 383 Our attempt at improving convergence has failed and the order of convergence in hX′,K is still
s. Unlike the cases of the interpolation error in Subsection 2.6 and the Exact smoother error of Section 7.6
this attempt to improve the estimate for the order of convergence of the Approximate smoother to the Exact
smoother has resulted in new terms appearing. Essentially the original term kG (hX,K)
s has been squared but the
term kG (hX′,K)
s (√
ρN + kG (hX,K)
s)
has been added. Hence, to get the benefit of squaring, the term
√
ρN +
kG (hX,K)
s
should be the much the same size as kG (hX′,K)
s
.
The next result gives some idea of how the Exact and Approximate smoothers compare when the smoothing
parameter ρ is large.
Theorem 384 Suppose the assumptions and notation of Theorem 380 hold so that se is the Exact smoother and
sa is the Approximate smoother of the data function fd. Then for ρ > 0
|se (x)− sa (x)| ≤
√
(se − fd, fd)w,0 (kG)2
(hX′,K)
2s
√
ρ
, x ∈ K, fd ∈ X0w, (8.37)
with
√
(se − fd, fd)w,0 ≤ ‖fd‖w,0. For given ρ the order of convergence is 2s.
Proof. From part 4 of Summary 365
se = E˜∗X (NρI +RX,X)−1 E˜Xfd,
so that
(se − sa, se)w,0 =
(
se − sa, E˜∗X (NρI +RX,X)−1 E˜Xfd
)
w,0
=
(
E˜X (se − sa) , (NρI +RX,X)−1 E˜Xfd
)
≤
∣∣∣E˜X (se − sa)∣∣∣ ∣∣∣(NρI +RX,X)−1 E˜Xfd∣∣∣
But from part 2 Lemma 298
‖se − fd‖2w,0 = (se − fd, fd)w,0 − ρN
∣∣∣(ρNI +RX,X)−1 E˜Xfd∣∣∣2 ,
so that
∣∣∣(ρNI +RX,X)−1 E˜Xfd∣∣∣ ≤ (ρN)−1/2√(se − fd, fd)w,0.
Hence, if |se − sa|∞,K = sup
x∈K
|se (x)− sa (x)|,
(se − sa, se)w,0 ≤
∣∣∣E˜X (se − sa)∣∣∣√(se − fd, fd)w,0 (ρN)−1/2
≤
√
N |se − sa|∞,K
√
(se − fd, fd)w,0 (ρN)−1/2
= |se − sa|∞,K
√
(se − fd, fd)w,0ρ−1/2, (8.38)
and by 8.30
|se − sa|∞,K ≤
√
(se − sa, se)w,0kG (hX′,K)s ,
which implies
|se − sa|∞,K ≤
√
|se − sa|∞,K
√
(se − fd, fd)w,0ρ−1/2 (kG (hX′,K)s)
=
√
|se − sa|∞,K 4
√
(se − fd, fd)w,0ρ−1/4kG (hX′,K)s ,
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and hence
|se − sa|∞,K ≤
√
(se − fd, fd)w,0 (kG)2
(hX′,K)
2s
√
ρ
,
which implies 8.37.
Remark 385 Theorem 384 suggests that as the smoothing parameter ρ increases the Approximate smoother
converges to the Exact smoother. Further, for any ‘large’ value of ρ the rate of convergence in hX′,K is at
least (hX′,K)
2s. Of course, as the smoothing parameter increases the Exact smoother gets further from the data
function.
The next result summarizes the estimates of |se (x) − sa (x)| and
∣∣SXRy (x)− SaX,X′Ry (x)∣∣ we have derived
above.
Corollary 386 For an arbitrary data function fd we have the error estimates
|se (x)− sa (x)| ≤ min

√
(se − sa, se)w,0kG (hX′,K)s ,√
(se − sa, se)w,0
√
R0 (0),√
(se − fd, fd)w,0 (kG)2 (
hX′,K)
2s
√
ρ .
, x ∈ K, (8.39)
and for the Riesz data functions Ry we have the error estimates:
∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ min

kG (hX′,K)
s (√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s)
,
R0 (0)min
{
1, R0(0)ρ
}
,
(kG)
2 (hX′,K)
2s
√
ρ
(√
ρN + kG (hX,K)
s) ,
(kG)
2 (hX′,K)
2s
√
ρ
√
R0 (0),
(kG)
2 (hX′,K)
2s
√
ρ
√
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
.
(8.40)
for x, y ∈ K.
Proof. The inequalities 8.39 are the estimates 8.27, 8.30 and 8.37.
Regarding the inequalities 8.40: The first inequality is 8.31 and the second inequality is 8.28. When fd = Ry
is substituted into 8.37 we get for x ∈ K
∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ (kG)2 (hX′,K)2s√ρ
√
SXRy (x)−Ry (x),
and then substituting the estimates 8.53 for SXRy (x)−Ry (x) immediately gives the remaining three inequal-
ities.
Type 1 examples
The weight function examples used here are those used in the interpolation and Exact smoother documents i.e.
the radial shifted thin-plate splines, Gaussian and Sobolev splines, and the tensor product extended B-spline
weight functions, augmented by the tensor product central difference weight functions from Chapter 5.
When the smoothing coefficient ρ is zero the error estimates of this subsection are the Type 1 interpolation
estimates of Subsubsection 2.6 and consequently the formulas or values for s, CG, hG, kG have already been
calculated and were given in Table 2.1. We give these values here in Table 8.1 together with the Type 1 values
from Table 5.1 for the central difference tensor product weight functions.
CG = |(2rf ′′ + f ′) (rmax)| , where f (r) = (1 + r)v and rmax = 1− 2v
3
. (8.41)
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Type 1 smoother convergence order estimates, κ ≥ 0.
Smoothness assumption on G; kG = (2π)
−d/4√
2CG.
Parameter Converg.
Weight function constraints order s CG hG
Sobolev splines v − d2 = 1 12
‖ρK0(ρ)‖∞
2v−1Γ(v)
(2) ∞
(v > d/2) v − d2 6= 1 1
‖D2K˜v−d/2‖∞
2vΓ(v)
(2)
”
Shifted thin-plate - 1 eq. (8.41) ∞
(−d/2 < v < 0)
Gaussian - 1 2e−3/2 ∞
Extended B-spline - 12 G1 (0)
d−1 ‖DG1‖∞
√
d (1) ∞
Central difference - 12 G1 (0)
d−1 ‖DG1‖∞
√
d (1) ∞
(1) G1 is the univariate basis function used to form the tensor product
(2) Kv is the modified Bessel function and K˜v (r) = r
vKv (r).
TABLE 8.1.
Type 2 estimates (κ ≥ 1)
These results can be proved by first using the theorems of Subsection 7.6.2 to obtain estimates of the form
|G (0)−G (x)| ≤ CG |x|2s and then employing Corollary 386.
Theorem 387 Suppose a weight function satisfies property W02 for some κ ≥ 1 and denote the basis function
by G. Then the smoother error estimates of Corollary 386 hold for
CG = −1
2
(
|D|2G
)
(0) d, s = 1, hG =∞, kG = (2π)−
d
4
√
−
(
|D|2G
)
(0)
√
d. (8.42)
However, if the weight function is radial we can use the estimates of:
Theorem 388 Suppose a radial weight function satisfies property W02 for κ = 1 and denote the (radial) basis
function by G. Set r = |x|. Then:
1. If G (x) = f
(
r2
)
the smoother error estimates of Corollary 386 hold for
CG = −f ′ (0) d2, s = 1, hG =∞, kG = (2π)−
d
4
√
−2f ′ (0)d.
2. If G (x) = g (r) then the smoother error estimates of Corollary 386 hold for
CG = −1
2
g′′ (0) d2, s = 1, hG =∞, kG = (2π)−
d
4
√
−g′′ (0)d. (8.43)
If the weight function is a tensor product the following result will be useful:
Theorem 389 Suppose a tensor product weight function satisfies property W02 for κ = 1 and denote the uni-
variate basis function by G1. Then the smoother error estimates of Corollary 386 hold when
CG = −d
2
G1 (0)
d−1D2G1 (0) , s = 1, hG =∞, kG = (2π)−
d
4
√
−G1 (0)d−1D2G1 (0)
√
d.
Type 2 examples
When the smoothing coefficient is zero the smoother error estimates of the Theorems of the previous subsubsection
become algebraically identical to the Type 2 interpolant error estimates of Chapters 2 and 5. Further, the weight
function examples used above were also used for the Type 2 interpolation examples of Chapter 2. If we use the
‘radial’ Theorem 388 to do the estimates for the radial basis functions and Theorem 387 to do the estimates for
the tensor product basis functions then the values for s, CG, hG, kG will match those obtained for the interpolants.
These are given below in Table 8.2 which is Table 2.2 augmented by the results for the central difference tensor
product weight functions from Table 5.1.
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Type 2 smoother convergence order estimates.
Assume κ ≥ 1.
Parameter Converg.
Weight function constraints order (2π)
d/4
kG/
√
d
Sobolev splines v − d2 ≥ 2 1
√
Γ(v−d/2−1)
2d/2+1Γ(v)
(v > d/2) 1 < v − d2 < 2 1
√
Γ(v−d/2−1)
22v−d/2−3Γ(v)
Shifted thin-plate - 1
√−2v
(−d/2 < v < 0)
Gaussian - 1
√
2
Extended B-spline n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
(1)
(1 ≤ n ≤ l)
Central difference n ≥ 2 1
√
−G1 (0)d−1D2G1 (0)
(1)
(1 ≤ n ≤ l)
(1) G1 is the univariate basis function used to form the tensor product.
TABLE 8.2.
When ρ = 0 we see that the order of convergence is at least 1 for an arbitrary data function and at least 2 for
a Riesz representer data function, no matter what value κ takes. However, in the next section we will show that
by explicitly assuming the independent data is unisolvent of order κ ≥ 1 it follows that an order of convergence
of at least ⌊κ⌋ can be attained for an arbitrary data function and an order of convergence of ⌊2κ⌋ for a Riesz
representer data function.
8.6.4 Error estimates explicitly using unisolvent data sets
Unisolvent sets were introduced in Subsection 2.7 where they were used to define the Lagrange interpolation
operators P and Q = I − P . Lemma 125 supplied the key interpolation theory and I reproduce it here:
Lemma 390 (Copy of Lemma 125)Suppose first that:
1. Ω is a bounded region of Rd having the cone property.
2. X is a unisolvent subset of Ω of order κ.
Now define
hX,Ω = sup
ω∈Ω
dist (ω,X) ,
and fix x ∈ X. By using Lagrange polynomial interpolation techniques it can be shown there are constants
cΩ,κ, hΩ,κ > 0 such that when hX,Ω < hΩ,κ there exists a minimal unisolvent set A ⊂ X satisfying
diam(A ∪ {x}) ≤ cΩ,κhX,Ω.
Further, suppose {lj}Mj=1 is the cardinal basis of Pκ with respect to a minimal unisolvent subset of Ω. Again,
using Lagrange interpolation techniques, it can be shown there exists a constant K ′Ω,m > 0 such that
M∑
j=1
|lj (x)| ≤ K ′Ω,m,
for all x ∈ Ω and all minimal unisolvent subsets of Ω.
To derive our estimates for |se (x)− sa (x)| we will rely on the formula sa = IX′se of part 2 Corollary 367.
Hence we will also need the minimal norm interpolation convergence results of Subsection 2.7. We are now ready
to state our order of convergence result for an arbitrary data function in X0w:
Theorem 391 Suppose:
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1. w is a weight function with property W02 for parameter κ ≥ 1 and let G be the basis function generated by
w. Set m = ⌊κ⌋.
2. se is the Exact smoother generated by the data
[
X ; E˜Xfd
]
for some data function fd ∈ X0w.
3. sa is the Approximate smoother generated by
[
X ; E˜Xfd
]
and the set X ′ ⊂ Ω.
4. IX′ is the minimal norm interpolant operator on the set X ′.
5. We use the notation and assumptions of Lemma 390 which means that X ′ is κ-unisolvent and Ω is a
bounded region whose boundary satisfies the cone condition.
Then there exist positive constants kG =
dm/2
(2pi)d/2
(cΩ,κ)
mK ′Ω,m max|β|=m
∣∣D2βG (0)∣∣ and hΩ,m such that
|se (x)− sa (x)| ≤
√
(se − sa, se)w,0 kG (hX′,Ω)m , x ∈ Ω, (8.44)
when hX′,Ω = sup
ω′∈Ω
dist (ω′, X ′) < hG.
The constants cΩ,m, K
′
Ω,m and hΩ,m only depend on Ω,m and d. Further,√
(se − sa, se)w,0 ≤ ‖se‖w,0 ≤ ‖fd‖w,0 and the order of convergence is at least ⌊κ⌋ in hX′,Ω.
Proof. From part 2 Corollary 367, sa = IX′se and by the interpolation estimate 2.59 there exists a constant kG
such that
|se (x)− (IX′se) (x)| ≤
√
(se − IX′se, se)w,0kG (hX′,Ω)m , x ∈ Ω, (8.45)
when hX′,Ω < hΩ,m. From Theorem 380,
√
(se − IX′se, se)w,0 ≤ ‖se‖w,0 ≤ ‖fd‖w,0 and so the order of
convergence is at least m.
Remark 392 The estimate derived in the last theorem has its dependency on the data points X contained in se
in the expression
√
(se − sa, se)w,0.
We now try to derive an improved convergence result from the last theorem for a data function which has the
form Ry.
Theorem 393 Suppose we have the same assumptions and notation as Theorem 391 except that now the data
function is specialized to Ry, so that SXRy is the Exact smoother of Ry and SaX,X′Ry is the Approximate smoother
of Ry.
Further, suppose X is a unisolvent subset of Ω of order κ, and suppose that the data region Ω that contains X
is a bounded region which satisfies the cone condition. Set m = ⌊κ⌋.
Then if hX,K ≤ hΩ,m and hX′,K ≤ hΩ,m we have the estimate∣∣SXRy (x) − SaX,X′Ry (x)∣∣ ≤ kG (hX′,Ω)m (K ′Ω,m√ρN + kG (hX,Ω)m + kG (hX′,Ω)m) , (8.46)
for all x, y ∈ Ω, where kG = dm/2(2pi)d/2 (cΩ,κ)
m
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣.
The order of convergence is at least m in hX′,Ω.
Proof. Theorem 391 with data function Ry implies∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ kG√(SXRy − SaX,X′Ry,SXRy)
w,0
(hX′,Ω)
m
, (8.47)
for x ∈ Ω, when hX′,Ω ≤ hΩ,m.
The term
√(
SXRy − SaX,X′Ry,SXRy
)
w,0
will now be manipulated to try to improve the convergence. Indeed,
from inequality 8.34 (SXRy − SaX,X′Ry,SXRy)w,0 = ((I − IX′)SXRy,SXRy)w,0 (8.48)
≤ |((I − IX′)SXRy) (y)|+
+ |((I − SX) (I − IX′)SXRy) (y)| , (8.49)
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and using 2.59 we estimate the interpolation error to be
|((I − IX′)SXRy) (y)| ≤
√
((I − IX′)SXRy,SXRy)w,0 kG (hX′,Ω)m , (8.50)
when y ∈ Ω and hX′,Ω ≤ hΩ,m, and using 7.31 we estimate the Exact smoothing error for an arbitrary data
function fd ∈ X0w to be
|fd (y)− (SXfd) (y)| ≤
√
(fd − SXfd, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
, y ∈ Ω.
Consequently, when fd = (I − IX′)SXRy
|((I − SX) (I − IX′)SXRy) (y)| ≤
√
(fd − SXfd, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
,
and √
(fd − SXfd, fd)w,0 ≤
√
(fd, fd)w,0 = ‖fd‖w,0 = ‖(I − IX′)SXRy‖w,0
=
√
((I − IX′)SXRy,SXRy)w,0,
so that
|((I − SX) (I − IX′)SXRy) (y)| ≤
√
((I − IX′)SXRy,SXRy)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
. (8.51)
Next, using 8.50 and 8.51 to estimate the right side of 8.49 we obtain
((I − IX′)SXRy,SXRy)w,0 ≤
√
((I − IX′)SXRy,SXRy)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
+
+
√
((I − IX′)SXRy,SXRy)w,0kG (hX′,Ω)m ,
for y ∈ Ω so that√
((I − IX′)SXRy,SXRy)w,0 ≤ K ′Ω,m
√
ρN + kG (hX,Ω)
m
+ kG (hX′,Ω)
m
,
and as a consequence of equation 8.48, inequality 8.47 implies
|se (y)− sa (y)| ≤ kG (hX′,Ω)m
√
(se − sa, se)w,0
= kG (hX′,Ω)
m
√
((I − IX′)SXRy,SXRy)w,0
≤ kG (hX′,Ω)m
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
+ kG (hX′,Ω)
m
)
,
as claimed.
Remark 394 This is the same order of convergence in hX′,Ω that was obtained in Theorem 391 for an arbitrary
data function, namely m = ⌊κ⌋.
8.7 Type 1 Exact smoother error estimates (κ ≥ 0)
In order to estimate the pointwise error of the Approximate smoother we will need the following Type 1 error
estimates of the Exact smoother.
Theorem 395 (Copy of Theorem 314) Suppose K is a bounded closed infinite set and there exist constants CG,
s, hG > 0 such that
G (0)−G (x) ≤ CG |x|2s , |x| ≤ hG, x ∈ K.
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Set kG = (2π)
− 14 √2CG. Then the Exact smoother SXfd satisfies the error estimates
|fd (x) − (SXfd) (x)| ≤ min

√
(fd − se, fd)w,0
(√
ρN + kG (hX,K)
s) ,√
(fd − se, fd)w,0
√
R0 (0),
‖fd‖∞,K + ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
,
(8.52)
and SXRy satisfies the double order convergence estimate
|Ry (x) − (SXRy) (x)| ≤ min

(√
ρN + kG (hX,K)
s)2
,
R0 (0) ,
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
,
(8.53)
for x, y ∈ K, when hX,K = sup
s∈K
dist (s,X) ≤ hG.
Here R0 (0) = (2π)
− 12 G (0) and X is an independent data set contained in K.
8.8 Type 2 Exact smoother error estimates (κ ≥ 1)
These will just be the Type 1 estimates of the previous section but with the constants from the most appropriate
result given in Subsection 7.6.2.
8.9 Convergence of the Approximate smoother to the data function
In Section 8.6 several estimates were derived for the difference between the Approximate smoother sa and the
Exact smoother se and a copy of the estimates for the Exact smoother error obtained in Chapter 7 was presented.
In this subsection we will combine these estimates by means of the simple triangle inequality: |fd (x)− sa (x)| ≤
|fd (x)− se (x)| + |se (x) − sa (x)|, where fd is a data function. The convergence results of Subsection 8.6.1 do
not involve orders of convergence so they will not be used.
8.9.1 Order-less convergence estimates
The following result is a simple consequence of Corollary 378:
Corollary 396 Suppose:
1. Ω is a bounded region and fd ∈ X0w is a data function.
2. s
(k)
e is a sequence of Exact smoothers generated by the data
[
Xk; E˜Xkfd
]
with Xk ⊂ Ω.
3. s
(k)
e converges uniformly pointwise to fd on Ω.
4. s
(k)
a is a sequence of Approximate smoothers generated by X ′k ⊂ Ω and [Xk; fd (Xk)] with the X ′k satisfying
sup
x∈Ω
dist (x,X ′k)→ 0.
Then s
(k)
a converges uniformly pointwise to fd on Ω.
8.9.2 Error estimates without explicitly assuming unisolvent data sets
Type 1 estimates (κ ≥ 0)
The next result gives estimates for an arbitrary data function and a Riesz data function Ry.
Theorem 397 Suppose:
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1. the weight function w has property W02 for κ = 0 and that G is the basis function generated by w. Assume
that for some 0 < s < 1 and CG, hG > 0 the basis function satisfies
G (0)−G (x) ≤ CG |x|2s , |x| < hG. (8.54)
2. Let se be the Exact smoother generated by the data
[
X ; E˜Xfd
]
for some data function fd ∈ X0w. The
independent data X is contained in a data region K which is a closed bounded infinite set.
3. Suppose that sa is the Approximate smoother generated by the data
[
X ; E˜Xfd
]
and the points X ′ ⊂ K.
Then if kG = (2π)
− d4 √2CG we have the estimates
|fd (x)− sa (x)| ≤ min

max
{√
(fd − se, fd)w,0,
√
(se − sa, se)w,0
}(√
ρN + kG (hX,K)
s + kG (hX′,K)
s) ,
max
{√
(fd − se, fd)w,0,
√
(se − sa, se)w,0
}√
R0 (0),
‖fd‖∞,K +
√
(se − fd, fd)w,0 (kG)2 (
hX′,K)
2s
√
ρ +
+ ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
.
(8.55)
and
∣∣Ry (x)− SaX,X′Ry (x)∣∣ ≤ ηe (ρ) + min

kG (hX′,K)
s (√ρN + kG (hX,K)s + kG (hX′,K)s) ,
R0 (0)min
{
1, R0(0)ρ
}
,
(kG)
2 (hX′,K)
2s
√
ρ
√
ηe (ρ).
(8.56)
where
ηe (ρ) = min

(√
ρN + kG (hX,K)
s)2 ,
R0 (0) ,
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
.
(8.57)
when hX,K = sup
x∈K
dist (x,X) ≤ hG and hX′,K = sup
x∈K
dist (x,X ′) ≤ hG.
Proof. From Theorem 395 and Corollary 386,
|fd (x)− se (x)| ≤ min

√
(fd − se, fd)w,0
(√
ρN + kG (hX,K)
s)
,√
(fd − se, fd)w,0
√
R0 (0),
‖fd‖∞,K + ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
.
and
|se (x)− sa (x)| ≤ min

√
(se − sa, se)w,0kG (hX′,K)s ,√
(se − sa, se)w,0
√
R0 (0),√
(se − fd, fd)w,0 (kG)2 (
hX′,K)
2s
√
ρ .
so that
|fd (x)− sa (x)| ≤ |fd (x)− se (x)|+ |se (x)− sa (x)|
≤ min

max
{√
(fd − se, fd)w,0,
√
(se − sa, se)w,0
}(√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s)
,
max {, }√R0 (0),
‖fd‖∞,K + ‖fd‖w,0 (kG)2 (
hX′,K)
2s
√
ρ +
+ ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
.
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Using ηe (ρ) the estimate 8.40 for
∣∣SXRy (x)− SaX,X′Ry (x)∣∣ can be written
∣∣SXRy (x) − SaX,X′Ry (x)∣∣ ≤ min

kG (hX′,K)
s (√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s)
,
R0 (0)min
{
1, R0(0)ρ
}
,
(kG)
2 (hX′,K)
2s
√
ρ
(√
ρN + kG (hX,K)
s) ,
(kG)
2 (hX′,K)
2s
√
ρ
√
R0 (0),
(kG)
2 (hX′,K)
2s
√
ρ
√
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
.
≤ min

kG (hX′,K)
s (√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s)
,
R0 (0)min
{
1, R0(0)ρ
}
,
(kG)
2 (hX′,K)
2s
√
ρ
√
η (ρ).
Now ∣∣Ry (x)− SaX,X′Ry (x)∣∣ ≤ |Ry (x) − (SXRy) (x)|+ ∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ,
and since the estimate for |Ry (x)− (SXRy) (x)| from 8.53 can be written |Ry (x)− (SXRy) (x)| ≤ η (ρ) we
have 8.56.
Remark 398 Define ha = ((hX,K)
s + (hX′,K)
s)
1/s
. Then:
1. From 8.55
|fd (x)− sa (x)| ≤ max
{√
(fd − se, fd)w,0,
√
(se − sa, se)w,0
}(√
ρN + kG (ha)
s
)
, x ∈ K,
and the order of convergence is s in ha.
2. From 8.56: for x, y ∈ K∣∣Ry (x)− SaX,X′Ry (x)∣∣ ≤ (√ρN + kG (hX,K)s)2 +√ρNkG (hX′,K)s+
+ (kG)
2
(hX′,K)
s
(hX′,K)
s
+ (kG)
2
(hX,K)
2s
≤
(√
ρN + kG (hX,K)
s
+ kG (hX′,K)
s
)2
=
(√
ρN + kG (ha)
s
)2
,
and the order of convergence is 2s in ha.
3. The last two Approximate smoother error estimates are analogous to the Exact smoother error estimates
|fd (x)− (SXfd) (x)| ≤
√
(fd − se, fd)w,0
(√
ρN + kG (hX,K)
s
)
,
and
|Ry (x)− (SXRy) (x)| ≤
(√
ρN + kG (hX,K)
s
)2
,
from 8.52 and 8.53.
Type 2 error estimates (κ ≥ 1)
We want to derive Type 2 error estimates for |fd (x)− sa (x)|. In fact, these results can be proved by combining
the Type 2 Exact smoother error estimates from Subsection 7.6.2 with the Type 2 estimates for |se (x) − sa (x)|
from Subsubsection 8.6.3.
Theorem 399 Suppose a weight function satisfies property W02 for some κ ≥ 1 and denote the basis function
by G. Then the Approximate smoother error estimates 8.39 and 8.40 hold for
CG = −1
2
(
|D|2G
)
(0) d, s = 1, hG =∞, kG = (2π)−
d
4
√
−
(
|D|2G
)
(0)
√
d.
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However, if the weight function is radial we can use the estimates of:
Theorem 400 Suppose a radial weight function satisfies property W02 for κ = 1 and denote the (radial) basis
function by G. Set r = |x|. Then:
1. If G (x) = f
(
r2
)
the Approximate smoother error estimates of Theorem 397 hold for
CG = −f ′ (0) d2, s = 1, hG =∞, kG = (2π)−
d
4
√
−2f ′ (0)d.
2. If G (x) = g (r) then the Approximate smoother error estimates of Theorem 397 hold for
CG = −1
2
g′′ (0) d2, s = 1, hG =∞, kG = (2π)−
d
4
√
−g′′ (0)d.
If the weight function is a tensor product we can use the estimates of:
Theorem 401 Suppose a tensor product weight function satisfies property W02 for κ = 1 and denote the uni-
variate basis function by G1. Then the Approximate smoother error estimates of Theorem 397 hold when
CG = −d
2
G1 (0)
d−1D2G1 (0) , s = 1, hG =∞, kG = (2π)−
d
4
√
−G1 (0)d−1D2G1 (0)
√
d.
8.9.3 Estimates using minimally unisolvent data sets
The next result is an error estimate for an arbitrary data function in X0w.
Theorem 402 Suppose:
1. w is a weight function with property W02 for some κ ≥ 1 and let G be the basis function generated by w.
Set m = ⌊κ⌋.
2. se is the Exact smoother generated by the data
[
X ; E˜Xfd
]
for some data function fd ∈ X0w, and X is
contained in the data region Ω.
3. sa is the Approximate smoother generated by
[
X ; E˜Xfd
]
and the set X ′ ⊂ Ω.
4. We use the notation and assumptions of Lemma 125 which means here that X ′ and X are m-unisolvent
and that Ω is a bounded region whose boundary satisfies the cone condition.
Then there exist positive hΩ,m, cΩ,m,K
′
Ω,m and kG =
dm/2
(2pi)d/2
(cΩ,m)
m
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣ such that
|fd (x) − sa (x)| ≤
√
(fd − se, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
+
+
√
(se − sa, se)w,0kG (hX′,Ω)m , x ∈ Ω,
when hX,Ω = sup
x∈Ω
dist (x,X) ≤ hG and hX′,Ω = sup
x∈Ω
dist (x,X ′) ≤ hG.
Further,
√
(se − sa, se)w,0 ≤ ‖se‖w,0 ≤ ‖fd‖w,0 and
√
(fd − se, fd)w,0 ≤ ‖fd‖w,0.
Proof. From Theorem 391
|se (x) − sa (x)| ≤
√
(se − sa, se)w,0kG (hX′,Ω)m , x ∈ Ω,
when hX′,Ω < hΩ,m. From inequality 7.31
|fd (x)− se (x)| <
√
(fd − se, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
, x ∈ Ω,
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when hX,Ω ≤ hΩ,m. Hence when x ∈ Ω
|fd (x)− sa (x)| ≤ |fd (x)− se (x)|+ |se (x)− sa (x)|
≤
√
(fd − se, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
+
+
√
(se − sa, se)w,0kG (hX′,Ω)m .
The final inequalities follow from Theorem 391 and Corollary 312.
Remark 403 We can combine the two density measures hX,Ω and hX′,Ω into one measure
ha = ((hX,Ω)
m
+ (hX′,Ω)
m
)
1/m
.
From Theorem 397 we have
√
(fd − se, fd)w,0 ≤ ‖fd‖w,0 and
√
(se − sa, se)w,0 ≤ ‖fd‖w,0 so that
|fd (x)− sa (x)| ≤
√
(fd − se, fd)w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)
+
+
√
(se − sa, se)w,0kG (hX′,Ω)m
≤ ‖fd‖w,0
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
+ kG (hX′,Ω)
m
)
≤ ‖fd‖w,0
(
K ′Ω,m
√
ρN + kG (ha)
m
)
,
so that when ρ = 0 the order of convergence in ha is m = ⌊κ⌋.
An important application of the Approximate smoother is the case where X ′ is a regular rectangular grid. To
apply the last theorem we must show that if the grid size decreases then X ′ eventually contains a m-unisolvent
subset. The next theorem confirms this. The result of the next theorem is obvious in one-dimension but results
for polynomials in higher dimensions can be complex and/or unexpected. However, here things are OK. We will
need the following lemma:
Lemma 404 We have the following unisolvency results:
1. The set
{
γ ∈ Zd : 0 ≤ γ < n} is unisolvent w.r.t. Pn.
2. Translations of minimal unisolvent sets are minimal unisolvent sets.
3. Dilations of minimal unisolvent sets are minimal unisolvent sets.
Proof. Part 1. From the definition of unisolvency, Definition 119, we must show that for each p ∈ Pn, p (γ) = 0
for 0 ≤ γ < n implies p = 0. The proof will be by induction on the order of the polynomial.
Clearly the lemma is true for n = 1 since P1 is the constant polynomials.
Now assume that n ≥ 2 and that if p ∈ Pn and p (γ) = 0 for 0 ≤ γ < n then p = 0. Set p (x) =
∑
|β|<n
cβx
β .
Then if γk = 0 and γi = 1 when i 6= k then 0 =
∑
|β|<n
cβγ
β implies cβ = 0 when βk = 0. Thus p (γ) = 0 for
0 ≤ γ < n implies cβ = 0 when βi = 0 for some i. Consequently, p = 0 if n ≤ d else p (x) =
∑
|β|<n
β>0
cβx
β . If n > d
we can write p (x) = x1q (x) where q ∈ Pn−1, so that q (γ) = 0 for 1 ≤ γ < n must imply q = 0. Finally, if we
define r ∈ Pn−1 by r (x) = q (x+ 1) then r (γ) = 0 for 0 ≤ γ < n− 1 must imply r = 0, and so the truth of our
lemma for n− 1 implies the truth of the lemma for n, and the lemma is proved.
Parts 2 and 3. From the definition of a cardinal basis, Definition 121, there is a unique cardinal basis {li}
of Pn associated with a set A = {ai} iff A is minimally unisolvent of order n. Now by definition li (aj) = δi,j .
Hence, if τ, δ ∈ Rd and δ has positive components, then the cardinal basis associated with the translation A+ τ
is {li (· − τ)} and the cardinal basis associated with the dilation δA is {li (·/δ)}.
Theorem 405 Suppose X ′ =
{
x′α = a+ hα | α ∈ Zd and 0 ≤ α < N ′
}
is the regular, rectangular grid introduced
in Definition 360.
Then X ′ is m-unisolvent if N ′ ≥ m.
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Proof. Since (X ′ − a) /h = {α | α ∈ Zd and 0 ≤ α < N ′} and N ′ ≥ m, part 1 of the lemma implies (X ′ − a) /h
is m-unisolvent and thus from the definition of unisolvency, Definition 119, (X ′ − a) /h must contain a minimal
unisolvent subset. Parts 2 and 3 of the lemma imply that X ′ contains a minimal unisolvent subset and so X ′ is
unisolvent.
We can improve the last convergence result when the data functions have the form Ry.
Theorem 406 Suppose:
1. w is a weight function with property W02 for some κ ≥ 1 and let G be the basis function generated by w.
Set m = ⌊κ⌋.
2. SXRy is the Exact smoother generated by the data
[
X ; E˜XRy
]
for some data function Ry, and X is contained
in the data region Ω.
3. SaX,X′Ry is the Approximate smoother generated by
[
X ; E˜XRy
]
and the set X ′ is contained in the data
region Ω.
4. We use the notation and assumptions of Lemma 125 which means here that X ′ and X are m-unisolvent
and that Ω is a bounded region whose boundary satisfies the cone condition.
Then there exist positive hΩ,m, cΩ,m,K
′
Ω,m and kG =
dm/2
(2pi)d/2
(cΩ,m)
m
K ′Ω,m max|β|=m
∣∣D2βG (0)∣∣ such that
∣∣Ry (x)− SaX,X′Ry (x)∣∣ ≤ (K ′Ω,m√ρN + kG (hX,Ω)m + kG (hX′,Ω)m)2 ,
for x, y ∈ Ω, when hX,Ω = sup
x∈Ω
dist (x,X) ≤ hG and hX′,Ω = sup
x∈Ω
dist (x,X ′) ≤ hG.
Proof. When hX,Ω ≤ hΩ,m and hX′,Ω ≤ hΩ,m Theorem 393 implies∣∣SXRy (x)− SaX,X′Ry (x)∣∣ ≤ k′G (hX′,Ω)m (K ′Ω,m√ρN + kG (hX,Ω)m + kG (hX′,Ω)m) ,
for x ∈ Ω, and 8.53 implies that
|Ry (x)− SXRy (x)| ≤
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)2
, x, y ∈ Ω.
Hence when x ∈ Ω∣∣Ry (x)− SaX,X′Ry (x)∣∣ ≤ |Ry (x)− SXRy (x)|+ ∣∣SXRy (x)− SaX,X′Ry (x)∣∣
≤
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
)2
+
k′G (hX′,Ω)
m
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m + kG (hX′,Ω)
m
)
<
(
K ′Ω,m
√
ρN + kG (hX,Ω)
m
+ kG (hX′,Ω)
m
)2
.
Remark 407 We have∣∣Ry (x)− SaX,X′Ry (x)∣∣ ≤ (K ′Ω,m√ρN + kG (ha)m)2 , x, y ∈ Ω,
where ha = ((hX,Ω)
m
+ (hX′,Ω)
m
)
1/m
so that when ρ = 0 the order of convergence is 2m = 2 ⌊κ⌋. This
compares with order m = ⌊κ⌋ obtained in Remark 403 in the case of an arbitrary data function.
8.9.4 ??
??
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8.10 Numerical experiments with scaled, extended B-splines
In this section the convergence of the Approximate smoother to its data function is studied numerically using
scaled, extended B-splines, the first of which will be the hat function. We will use the same 1-dimensional data
functions and B-spline basis functions 7.38 that were used for the numerical interpolation experiments described
in Section 7.8. We will only consider the numerical experiments in one dimension to allow the data density
parameter hX,K = sup
x∈K
dist (x,X) to be easily calculated.
It is easier to validate the non-unisolvent error estimates i.e. those derived without explicitly assuming unisol-
vent data sets. This is because in the non-unisolvent case the constants can be known precisely. In the case of
unisolvent data the theory is complex and it is unclear what are suitable upper bounds for the constants K ′Ω,m,
cΩ,m, hΩ,m in Theorem 402 - constants are ”buried” in the analysis.
Because all the extended B-spline basis weight functions have a power of sinx in the denominator we will use
the special classes of data functions developed in Section 2.8. The multivariate theory of local data spaces X0w (Ω)
where Ω is a bounded region was developed in Sections 2.9 and 5.5.
The 1-dimensional data set is constructed using a uniform distribution on the data region K = [−1.5, 1.5].
We now assume that X ′ is a regular grid so that
hX′,K =
3
2N ′
, (8.58)
where N ′ ≥ 2 is the number of grid cells.
Each of 20 data files is exponentially sampled using a multiplier of approximately 1.3 and then we plot
log10 hX,K against log10N where N = |X |. It then seems quite reasonable to use a least-squares linear fit and in
this case we obtain
hX,K ≃ 3.09N−0.81. (8.59)
For ease of calculation let
hX,K = h1N
−a, h1 = 3.09, a = 0.81. (8.60)
Noting the error estimates of Theorem 397 we use 8.60 to write hsX,K = h
s
1N
−as and define the Exact smoother
error estimates
|fd (x)− (SXfd) (x)| . EN (ρ) , x ∈ K, (8.61)
and
|Ry (x)− (SXRy) (x)| . εN (ρ) , x, y ∈ K, (8.62)
by
EN (ρ) = min

max
{√
(fd − se, fd)w,0,
√
(se − sa, se)w,0
}(√
ρN + kG
hs1
Nas + kG
(
3
2N ′
)s)
,
max
{√
(fd − se, fd)w,0,
√
(se − sa, se)w,0
}√
R0 (0),
‖fd‖∞,K + ‖fd‖w,0 (kG)2
(
3
2N ′
)2s 1√
ρ+
+ ‖fd‖w,0
√
R0 (0)min
{
1, R0(0)ρ
}
.
(8.63)
and
εN (ρ) = ηe (ρ) + min

kG
(
3
2N ′
)s (√
ρN + kG
hs1
Nas + kG
(
3
2N ′
)s)
,
R0 (0)min
{
1, R0(0)ρ
}
,
(kG)
2 ( 3
2N ′
)2s√ηe(ρ)
ρ .
(8.64)
where
ηe (ρ) = min

(√
ρN + kG
hs1
Nas
)2
,
R0 (0) ,
‖Ry‖∞,K +R0 (0)min
{
1, R0(0)ρ
}
.
(8.65)
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8.10.1 Extended B-splines with n = 1
The case n = 1, l = 1
The 1-dimensional hat weight function ws is given by ws (ξ) =
ξ2
sin2 ξ
and was discussed in Subsections 1.2.1 and
1.2.8. This is a scaled, extended B-spline basis function corresponding to n = l = 1 and thus Theorem 19 and
part 7 Remark 2 imply κ < 1/2.
Now suppose Π is the 1-dimensional unit-valued rectangular function with support [−.5, .5]. Then it was shown
in Subsubsection 2.8.1 that:
Theorem 408 If u ∈ L2 (R1) then u ∗Π is a data function i.e. u ∗Π ∈ X0ws where ws is the hat weight function.
Further, if we define V ∈ L1loc ∩C(0)BP by
V (x) =
∫ x
0
u (t) dt, (8.66)
then DV = u a.e.,
u ∗Π = (2π)− 12
(
V
(
x+
1
2
)
− V
(
x− 1
2
))
,
and
‖u ∗Π‖ws,0 = (2π)
− d4 ‖u‖2 .
To obtain our data function fd = u ∗Π we will choose
u (x) = e−x
2
,
for which
V = (2π)
1
2 erf, ‖u‖2 = 2 (2π)
1
4 , ‖u ∗Π‖ws,0 = 2, (8.67)
and
fd (x) = u ∗Π(x) = erf
(
x+
1
2
)
− erf
(
x− 1
2
)
. (8.68)
Since we are using the hat basis function, from Subsubsection 2.8.1
G (0) = 1, CG = 1, s = 1/2, hG =∞, kG = (2π)−1/4
√
2,
and from 8.67 and 8.68,
‖fd‖w,0 = 2.
Finally, Dfd (x) = (2π)
1
2 e−(x+
1
2 )
2 − (2π) 12 e−(x− 12 )2 = 0 iff x = 0 so the maximum value of the data function
on the data region K = [−1.5, 1.5] is
max
K
fd = erf
(
1
2
)
− erf
(
−1
2
)
≃ 1.041.
For the double rate convergence experiment we will use the Riesz data function R0 = (2π)
− 12 Λ.
Numerical results
Absolute smoother error vs. Smoothing parameter We start by plotting the absolute error bounds given by
8.63, 8.64 and 8.65, together with the actual absolute smoother errors, against the smoothing parameter. To be
precise the actual errors are averaged over a regular error grid covering the data region. The results for the data
function fd are shown in Figure 8.1 and the results for the Riesz data function R0 are shown in Figure 8.2:
Smoother error on Data region As the number of data points increases the smoother error of fd is observed
to take the form of stable alternating positive/negative spikes as shown in Figure 8.3 which corresponds to 30K
data points. The positive errors are modulated by a hat function and the zero error points have a period of 3/16;
note there are 16 cells in the smoother grid.
It is seen in Figure 8.4 that as the number of points increases the smoother error of the Riesz data function
R0 is observed to stabilize to a wide negative central spike surrounded by smaller spikes of about 1/5th the
amplitude.
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FIGURE 8.1. Data function: erf
(
x+ 1
2
)
− erf
(
x− 1
2
)
. Num smoother grid cells is 16.
It is clear that, except for smoothing parameters larger than 10, the theoretical error bounds given in 8.63 and
8.64 capture only a small part of the actual error. The convergence of the error bounds to the average spatial
errors for large ρ is typical. The averaging process also disguises the instability indicated by Figure 8.5.
Absolute smoother error vs. Data density Following the numerical work of Chapter 7 which studied the Exact
smoother we will also apply the ‘spike’ filter to the Approximate smoother errors. This filter calculates the value
below which 80% of the errors lie. The filter is designed to remove ‘large’, isolated spikes which dominate the
actual smoother errors. The smoother error was calculated on a grid with 200 cells applied to the domain of the
data function. No filter is used for the first five interpolants because there is no instability for small numbers of
data points. This filter will be used in all the cases below.
We now move on to examine the relationship between the smoother error and the data density. To do this we
need to fix a value for the smoothing coefficient and here we choose ρ = 10−6. We select this value because often
the Exact smoother average error curve has a minimum near this value. Using the functions and parameters
discussed at the end of the last subsection we obtain the four subplots displayed in Figure 8.5, each subplot being
the superposition of 20 interpolants.
The two upper subplots relate to the data function 8.68 and the lower subplots relate to the data function
R0. The right-hand subplots are filtered versions of the actual errors on the right. The (blue) points above the
actual errors in Figure 8.5 are the estimated upper bounds for the error given by the theoretical estimates 8.55
and 8.56. The annotation at the bottom of the figure supplies the following additional information:
Input parameters
N = L = 1 - the hat function is a member of the family of scaled, extended splines with the indicated parameter
values.
spl scale 1/2 - the actual scaling of the spline basis function is 1/2 divided by spl scale.
sm parm 1e-6 - the smoothing parameter is zero for interpolation.
samp 20 - the sample size which is the number of test data files generated. The data function is evaluated on
the data interval K = [−1.5, 1.5] at points selected using a uniform (statistical) distribution.
pts 2:50K - specifies the smallest number of data points to be 2 and the largest number of data points to be
30,000. The other values are given in exponential steps with a multiplier of approximately 1.2.
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FIGURE 8.2. Riesz data function: R0 = Λ (Hat func). Num smoother grid cells is 16.
sm grid cell 16 - number of cells in the regular smoother grid superimposed on the data region K.
Output parameters/messages
No ill-condit - this indicates all Exact smoother matrices were always properly conditioned.
Note that all the plots of error vs. data density given below have the same format and annotations.
Clearly both theoretical error bounds substantially underestimates the convergence rate. The instabilities
associated with small numbers of data points disappear as the number of data points increases. The smoother of
R0 is less stable than that of fd.
The case n = 1, l = 2
Here we are interested in the 1-dimensional extended B-spline basis function with n = 1 and l = 2. The following
result, which is Theorem 131 in one dimension, will allow us to generate data functions for which the X0w norm
can be calculated This result is closely related to the calculations done above for the hat function.
Theorem 409 Data functions Suppose w is the B-spline tensor product weight function with parameters n
and l and univariate 7.36, and that U ∈ L2 (R1) with DnU ∈ L2 (R1) in the sense of distributions. Then if we
define the distribution
fd = δ
l
2U, l = 1, 2, 3, . . . ,
where δ2 is the central difference operator
δ2U = U (·+ 1)− U (· − 1) , (8.69)
it follows that fd ∈ X0w and
‖fd‖w,0 = 2l ‖DnU‖2 . (8.70)
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FIGURE 8.3. Data function: erf
(
x+ 1
2
)
− erf
(
x− 1
2
)
. Number of smoother grid cells is 16.
Our tensor product basis function G has univariate 7.38 i.e.
G (t) = (−1)l−n (2pi)l/2
22(l−n)+1
(
D2(l−n)
(
(∗Λ)l
)) (
t
2
)
= −pi4
(
D2 (Λ ∗ Λ)) ( t2) , t ∈ R1.
But
D2 (Λ ∗ Λ) = Λ ∗D2Λ = Λ ∗ (δ (·+ 1)− 2δ + δ (· − 1))
=
1√
2π
(Λ (·+ 1)− 2Λ + Λ (· − 1)) ,
so that
G (t) = −
√
2π
8
(
Λ
(
t
2 + 1
)− 2Λ ( t2)+ Λ ( t2 − 1)) ,
and hence
DG (t) = −
√
2π
16
(
Λ′
(
t
2 + 1
)− 2Λ′ ( t2)+ Λ′ ( t2 − 1)) ,
i.e. ‖DG‖∞ = 316
√
2π. Since the (distributional) derivative is bounded the distributional Taylor series expansion
of Lemma 85 can be used to write
G (0)−G (t) ≤ ‖DG‖∞ |t| , x ∈ R1,
which means that
G (0) =
√
2π
4
, CG = ‖DG1,2‖∞ =
3
16
√
2π, s =
1
2
, hG =∞.
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FIGURE 8.4. Riesz data function: R0 = Λ (hat func). Number of smoother grid cells is 16.
With reference to the last theorem we will choose the bell-shaped data function
fd = δ
2
2U ∈ X0w, (8.71)
where
U (x) =
e−k1,2x
2
δ22
(
e−k1,2x2
)
(0)
=
e−k1,2x
2
2 (1− e−4k1,2) , k1,2 = 0.3,
so that ‖fd‖∞,K = fd (0) = 1 and
‖fd‖w,0 = 4 ‖DU‖2 = 4
√
2π
4
√
4k1,2
1− e−4k1,2 .
The error estimates are given by 8.55 and 8.56 where kG = (2π)
− 14 √2CG and
‖R0‖∞,K = R0 (0) = (2π)−
1
2 G (0) = 1/4.
For the theory developed in the previous sections it was convenient to use the unscaled B-spline weight function
definition 7.36 but for computations it may be easier to use the unscaled version of the extended B-spline basis
function given in the next theorem.
Theorem 410 Suppose Gs = (−1)l−nD2(l−n)
(
(∗Λ)l
)
where Λ is the 1-dimensional hat function and n, l are
integers such that 1 ≤ n ≤ l.
Then for given λ > 0, Gs (λx) is called a scaled extended B-spline basis function. The corresponding weight
function is wλ (t) = 2λaw
(
t
2λ
)
where w is the extended B-spline weight function with parameters n, l and a =
(2pi)l/2
22(l−n)+1 . Indeed, for wλ we can choose κ = n− 1. Further
Gs (0)−Gs (λx) ≤ λ ‖DGs‖∞ |x| , x ∈ R1. (8.72)
Finally, if fd ∈ X0w and gd (x) = fd (2λx), it follows that gd ∈ X0wλ and ‖gd‖wλ,0 =
√
a ‖fd‖w,0.
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FIGURE 8.5. Error of Approximate smoother vs data density.
Numerical results
Smoother error on Data region As the number of data points increases the error function of the smoother of
fd stabilizes: it has alternating positive and negative spikes with an overall mean of zero. The zeros of the error
function have a period of 3/16: note there are 16 cells in the smoother grid.
As the number of data points increases the error of the smoother of the Riesz data function R0 is observed to
stabilize: it has a wide negative central spike at x = 0 surrounded by much smaller values.
Absolute smoother error vs. Data density As with the previous case we select ρ = 10−6 and, using the ‘spike
filter’ of the previous case, we obtain the four subplots displayed in Figure 8.6, each subplot being the superposition
of 20 smoothers. The two upper subplots relate to the data function 8.71 and the lower subplots relate to the
Riesz data function R0.
The (blue) points above the actual errors in Figure 8.6 are the estimated upper bounds for the error given by
the estimates 8.55 and 8.56. Clearly both theoretical bounds substantially underestimates the convergence rate.
The instabilities associated with small numbers of data points eventually disappear as the number of data points
increases. The smoother of R0 is less stable than that of fd.
352 8. The scalable Approximate smoother
8.10.2 Extended B-splines with n = 2
Since n ≥ 2 we can use the error estimates of Theorem 401. We will use the same scaled (dilated) B-spline and
data function that we used for interpolation in 2.8.2 and for Exact smoothing in Subsection 7.8.2.
The case n = 2, l = 2
The basis function is
G2,2 (x) =
(Λ ∗ Λ) (2x)
(Λ ∗ Λ) (0) =
3
√
2π
2
(Λ ∗ Λ) (2x) ,
with scaling factor λ = 4 and is such that suppG2,2 = [−1, 1] and G2,2 (0) = 1. To calculate G2,2 we use the
convenient formula
G2,2 (x) = (1 + x)
2 Λ (2x+ 1) +
(
1− 2x2)Λ (2x) + (1− x)2 Λ (2x− 1) ,
and choose the bell-shaped data function
fd = δ
2
2U ∈ X0w, (8.73)
where
U (x) =
e−k1,2x
2
δ22
(
e−k1,2x2
)
(0)
=
e−k1,2x
2
2 (1− e−4k1,2) , k1,2 = 0.3, (8.74)
so that
kG =
√
12
(2π)
1/4
, ‖fd‖w,0 = 4
√
72π
(k1,2)
3/4
1− e−4k1,2 , k1,2 = 0.3, s = 1, hG =∞. (8.75)
For the double rate convergence experiments the data function is R0 = (2π)
− 12 G2,2 where R0 (0) = (2π)
− 12 .
The next step is to calculate ‖fd‖∞,K and ‖R0‖∞,K where K = [−1.5, 1.5]. Clearly ‖R0‖∞,K = R0 (0) and
from 8.73 and 8.74, ‖fd‖∞,K = fd (0) = 1. Thus
‖R0‖∞,K = R0 (0) = (2π)−
1
2 , ‖fd‖∞,K = 1. (8.76)
Numerical results
Smoother error on Data region As the number of data points increases the smoother error of fd is observed to
consist of stable alternating positive and negative spikes with mean zero. The zeros of the error function have a
period of 3/16: note there are 16 cells in the smoother grid.
As the number of data points increases the smoother error of the Riesz data function R0 is observed to stabilize:
it has a wide negative central spike at x = 0 surrounded by much smaller values.
Absolute smoother error vs. Data density As in the previous cases we select ρ = 10−6 and use the spike
filter. The output consists of the four subplots displayed in Figure 8.7, each subplot being the superposition of
20 smoothers. The bottom subplots correspond to the Riesz data function.
The (blue) points above the actual errors in Figure 8.7 are the theoretical upper bounds for the smoother error
given by the estimates 8.55 and 8.56.
Clearly for the data function fd the theoretical error bound substantially underestimates the convergence rate.
Regarding the data function R0, the theoretical upper error bound for the data function R0 is a rather better fit
to the unfiltered errors. The instabilities associated with small numbers of data points eventually disappear as
the number of data points increases.
It is interesting to note that the case of 8 smoother grid cells shown in Figure 8.8 is more stable and converges
to a much smaller error value than the case of 16 smooth grid cells in Figure 8.7.
8.11 A numerical implementation of the Approximate smoother
8.11.1 The SmoothOperator software (freeware)
In this section we discuss a numerical implementation for the construction and solution of the zero order Ap-
proximate smoother matrix equation 8.24 i.e.(
NρRX′,X′ +R
T
X,X′RX,X′
)
α′ = RTX,X′y.
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I called this software SmoothOperator. In Subsection 8.5.2 it was shown that the construction and solution
of this matrix equation is a scalable process and thus worthy of numerical implementation. This software also
implements the positive order version of this equation which is derived in Chapter 6 of Williams [62] but the
tutorials concentrate on the zero order basis functions.
The algorithm has been implemented in Matlab 6.0 with a GUI interface but has only been tested on
Windows. SmoothOperator can be obtained by emailing the author. However there is a short user document
(4 pages) and the potential user can read this document first to decide whether they want the software. The
top-level directory of the software contains the file read me.txt which can also be downloaded separately. A full
user manual (82 pages) comes with the software. The main features of the full user manual are:
1 Tutorials and data experiments To learn about the system and the behavior of the algorithm, I have
prepared three tutorials and five data experiments.
2 Context-sensitive help Each dialog box incorporates context-sensitive help which is invoked using the
right mouse button. An F1 key facility can be implemented. The actual help text is contained in the text file
\Help\ContextHelpText.m and this can be easily edited.
3 Matlab diary facility When the system is started the Matlab diary facility is invoked. This means that
most user information generated by SmoothOperator and written to the Matlab command line is also written
to the text diary file. Each dialog box has a drop-down diary menu which allows the user to view the diary file
using Notepad. There is also a facility for you to choose another editor/browser. The file can also be emptied, if,
for example, it gets too big. It can also be disabled.
4 Tools for viewing data files Before generating a smoother you can view the contents of the data file.
For ASCII delimited text data files, use the (slow) View records facility to display records and the file header,
and then with this information you can use the high speed Study records facility to check the records and then
obtain detailed information about single fields e.g. a histogram, and multiple fields e.g. correlation coefficients
and scatter plots.
For binary test data files only the View records facility is needed. The parameters which generated the file
can also be viewed using the Make or View data option.
5 The output data The output from the experiments and tutorials mentioned in point 1 above consists
of well-documented Matlab one and two-dimensional plots, command line output and diary output. There is
currently no file output, but this can be implemented on request.
6 Reading delimited text files A MEX C file allows ASCII delimited text files to be read very quickly. You
can specify:
6.1 that the file be read in chunks of records, and not in one go.
6.2 The ids of the fields to be read. This means that the file can contain non-numeric fields.
6.3 Fields can be checked to ensure they are numeric.
The tutorials which create smoothers allow the data, smoothed data, and related functions to be viewed using
scatter plots and plots along lines and planes.
7 Please note that there is no explicit suite of functions - application programmer interface or API - supplied
by SmoothOperator for immediate use by the user. After reflecting on how I would create such an API, I decided
that I lacked the experience to produce it, and that, anyhow, there were too many possibilities to anticipate. I
would expect that possible users of this software, designed to be applied to perhaps millions of records, would
need to familiarize themselves thoroughly with how this system works. I urge them to contact me and discuss
their application.
8.11.2 Algorithms
The following three algorithms are used in the SmoothOperator software package to calculate the Approximate
smoother.
Algorithm 1 uses data generated internally according to specifications supplied by the user using the interface.
The smoothing parameter can be either specified or calculated using an error grid. This algorithm is scalable.
Algorithm 2 uses a ‘small’ subset of actual data to get an idea of a suitable smoothing parameter to use for
the full data set. This algorithm is not scalable.
Algorithm 3 uses all the actual data. The smoothing parameter can be either specified or calculated using
an error grid. This algorithm is scalable.
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We will now explain these algorithms in more detail.
Algorithm 1: using experimental data
1. Generate the experimental data [X, y]. The independent data X is generated by uniformly distributed
random numbers on X . The dependent data y is generated by uniformly perturbing an analytic data
function gdat.
2. Choose a smoothing grid X ′ whose boundary contains X . Choose an error grid X ′err which will be used to
estimate the optimal smoothing parameter ρ.
3. Read the data [X, y] and construct the matrix equation. If the matrixGX,X′ is dense, the matrixG
T
X,X′GX,X′
is constructed using a Matlab MEX file (a compiled C file). If GX,X′ is sparse the usual matrix multiplication
is used.
4. Given a value for the smoothing parameter ρ we can solve the matrix equation and evaluate the smoother.
We want to estimate the value of ρ which minimizes the ‘sum of squares’ error between the smoother and
the data function
δ1 (ρ) =
∑
x′′∈X′err
(σρ (x
′′)− gdat (x′′))2 , ρ > 0.
Empirical work indicates a standard shape for δ1 (ρ), namely decreasing from right to left, reaching a
minimum and then increasing at a decreasing rate. To find the minimum we basically use the standard
iterative algorithm of dividing and multiplying by a factor e.g. 10 and choosing the smallest value. The
process is stopped when the percentage change of one or both of δ1 (ρ) and ρ are less than prescribed values.
Algorithm 2: using a ‘test’ subset of actual data
1. Perhaps based on results using Algorithm 1, choose an initial value for smoothing parameter ρ and choose
a smoothing grid X ′.
2. Step 2 of Algorithm 1. Denote the data by [X, y] where X =
(
x(i)
)
and y = (yi).
3. This is the same as step 4 of Algorithm 2 except we now minimize
δ2 (ρ) =
N∑
i=1
(
σρ
(
x(i)
)
− yi
)2
, ρ > 0,
because we do not have a data function.
Algorithm 3: using all the actual data
1. Choose a value for smoothing parameter ρ, based on experiments using Algorithm 2. Choose a smoothing
grid X ′.
2. Read all the data [X, y] and construct the matrix equation. If the matrix GX,X′ is dense, the matrix
GTX,X′GX,X′ is constructed using a Matlab MEX file (a compiled C file). If GX,X′ is sparse the usual
multiplication is used.
3. Solve the matrix equation to obtain the basis function coefficients and evaluate the smoother at the desired
points.
8.11.3 Features of the smoothing algorithm and its implementation
1 The Short user manual and the User manual contains a lot of detail regarding the SmoothOperator system and
algorithms. So we will content ourselves here with just some key points.
2 Although the algorithm is scalable there can still be a problem with rapidly increasing memory usage as the
grid size decreases and the dimension increases. The classical radial basis functions, such as the thin plate spline
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functions, have support everywhere. Hence the smoothing matrix is completely full. To significantly reduce this
problem we do the following :
a) We use basis functions with bounded support.
b) We shrink the basis function support to the magnitude of the grid cells. This makes GTX,X′GX,X′ a very
sparse banded diagonal matrix, and GX′,X′ has a small number of non-zero diagonals. We say this basis function
has small support.
3 Instead of using the memory devouring Matlab repmat function to calculate GX,X′ and GX′,X′ , we directly
calculate the arguments of the Matlab function sparse. This function takes three arrays, namely the row ids,
the column ids and the corresponding matrix elements, as well as the matrix dimensions, and converts them to
the Matlab sparse internal representation. I must mention that although this is quick and space efficient, the
algorithm is much more complicated than using repmat.
Matlab’s sparse multiplication facility is then used to quickly and efficiently calculate GTX,X′GX,X′ .
4 This software has implemented the above techniques for the smoothing matrix, and a selection of basis
functions is supplied.
5 The tutorials and exercises are based around the zero order tensor product hat (triangle) function,
denoted by Λ. The hat function, also known as the triangle function, is used because of its simplicity and its
analytic properties. The higher dimensional hat functions are defined as the tensor product of the one dimensional
hat function : Λ (x1) = 1 − |x1|, when |x1| ≤ 1, and zero otherwise. This function has zero order so that the
smoothing matrix simplifies to
ΨG = ρNGX′,X′ +G
T
X,X′GX,X′ , GX′,X′ = I, (8.77)
with matrix equation
ΨGα = GX′,Xy.
Smoothers constructed from the hat function are continuous but not smooth. I have also included the B-spline
of order 3, namely Λ ∗ Λ, which is a basis function of order zero or one. This can be used when a smoother is
required to be smooth i.e. continuously differentiable.
6 Note that this software was written before I embarked on the error analysis contained in this
document so SmoothOperator concentrates on the Approximate smoother and the user cannot study the error
of the Exact smoother or the Approximate smoother or compare the Approximate smoother with the Exact
smoother.
8.11.4 An application - predictive modelling of forest cover type
In this section we demonstrate how the method developed in the previous sections can be used in data mining for
predictive modelling. This application smooths binary-valued data - I was unable to obtain a large ‘continuous-
valued’ data set for distribution on the web. The source of our data is the web site file:
http://kdd.ics.uci.edu/databases/covertype/covertype.html,
in the UCI KDD Archive, Information and Computer Science, University of California, Urvine.
The data gives the forest cover type in 30×30 meter cells as a function of the following cartographic parameters:
Forest cover type is the dependent variable y and it takes on one of seven values:
The data file
In this study we will use the data to train a model predicting on the presence or absence of the Ponderosa
pine forest cover (id = 3), but the results will be similar for the other forest types. To this end we have
created from the full web site file a file called \UserData\forest 1 to 10 pondpin.dat which contains the ten
independent variables of Table 8.3 and then a binary dependent variable derived from the variable Ponderosa
pine of Table 8.4. This variable is 1 if the cover is Ponderosa pine and zero otherwise.
Methodology
We recommend you first use the user interface of the SmoothOperator software to construct artificial data sets to
understand the behavior of the smoother and run the experiments to get a feel for the influence of the parameters.
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Id Independent variable Description
1 ELEVATION Altitude above sea level
2 ASPECT Azimuth
3 SLOPE Inclination
4 HORIZ HYDRO Horizontal distance to water
5 VERT HYDRO Vertical distance to water
6 HORIZ ROAD Horizontal distance to roadways
7 HILL SHADE 9 Hill shade at 9am
8 HILL SHADE 12 Hill shade at noon
9 HILL SHADE 15 Hill shade at 3pm
10 HORIZ FIRE Horizontal distance to fire points
TABLE 8.3.
Forest cover type Id
Spruce fir 1
Lodge-pole pine 2
Ponderosa pine 3
Cottonwood/Willow 4
Aspen 5
Douglas fir 6
Krummholtz 7
TABLE 8.4.
1 We chose a small subset of the forest-cover data and selected various smoothing parameters and smoothing
grid sizes to study the performance of the smoother using plots and the value of the error.
Note that two subsets of data could be used here, often called the training set and the test set. The training
set would be used to calculate the smoother for the initial value of the smoothing coefficient, and then the test
set could be used to determine the smoothing coefficient which minimizes the least squares error.
2 Having chosen our parameters we run the smoother program on the full data set.
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FIGURE 8.6. Error of Approximate smoother vs data density.
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FIGURE 8.7. Error of Approx smoother vs data density: 16 smth grid cells.
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FIGURE 8.8. Error of Approx smoother vs data density: 8 smth grid cells.
360 8. The scalable Approximate smoother
9The spaces X01/w, X˜
0
1/w and the bounded linear functionals
on X0w
9.1 Introduction
??? UPDATE INTRO! ??
The goal of this chapter is to use a bilinear form to characterize the bounded linear functionals
(
X0w
)′
on the
data set X0w for the weight functions used as examples in this document and to explore the properties of all
related operators. Now section by section:
Section 9.2 If w is a weight function w.r.t. the set A this characterization is first done in Section 9.2 by
applying certain conditions to w and defining the semi-Hilbert space
X01/w =
{
v ∈ S′ : vF ∈ L1loc
(
Rd \ A) and ∫ |vF |2
w
<∞
}
,
where vF is the restriction of v̂ to Rd \ A and then constructing an isometric isomorphism from L2 to X01/w,
as indicated by:
X01/w
L←−
−→
M
L2
I←−
−→
J
X0w (9.1)
Isometric isomorphisms between X01/w, L
2, X0w.
Also, V = JM and W = LI.
This case will include all the weight functions introduced in Section 1.2 except the Gaussian and the thin-plate
splines.
Now the mapping M is easy to construct and the work lies in the mapping L. We first define L under the
conditions 9.14, namely
w |·|2m ∈ L1loc
(
Rd
)
,
∫
|·|≥r
w
|·|2τ <∞, (9.2)
which (Theorem 430) includes the Sobolev splines and the univariate central difference weight functions. We
then introduce the subspace
Sw,0 =
{
φ ∈ S :
∫
w |φ|2 <∞
}
,
and we say that w ∈WS;0 if (∫
w |φ|2
)1/2
≤ |φ|σ , φ ∈ Sw,0, (9.3)
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where |·|σ is a positive, linear combination of the seminorms which define the topology of S. We define L for
w ∈WS;0, which includes the extended B-splines and the central difference weight functions.
In Corollary 439 we show that if w ∈W01 ∩WS;0 then in general X01/w is a semi-Hilbert space.
The bounded linear functionals
(
X0w
)′
will be characterized by the isometric, isomorphism Φ : X01/w →
(
X0w
)′
defined by
(Φv) (u) = (u,Vv)w,0 , u ∈ X0w, v ∈ X01/w,
where V = JM. In an analogous fashion to the negative order Sobolev spaces, this can be written in terms of
a bilinear form as
(Φv) (u) =
∫
ûvF , u ∈ X0w, v ∈ X01/w.
Later on, in Section 9.5, the space X01/w will be generalized to include the Gaussian and the thin-plate splines.
Section 9.3 Under the assumption that w ∈ WS;0, a larger space X˜01/w is defined which allows similar, but
simpler, maps to be defined to and from L2. We then set about defining the isometric maps analogous to those
defined for X01/w. Some of these maps are indicated by:
X01/w
E←−
−→
R
X˜01/w
L˜←−
−→˜
M1
L2
I←−
−→
J
X0w (9.4)
The space X0w will be defined as
X˜01/w =
{
u ∈
(
Ŝw,0
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
, (9.5)
where uF is û restricted to Rd \ A.
(
Ŝw,0
)′
denotes the continuous linear functionals on the space Ŝw,0 which
consists of the Fourier transforms of functions in Sw,0, and û ∈ S′w,0.
The relationship between the spaces X˜01/w and X
0
w is studied and we construct an isometric, isomorphism
between X˜01/w and X
0
w using the restriction mapping R and extension mapping E. Next we use Fourier transforms
to map X˜01/w and X
0
w onto Fourier-independent spaces so that the equivalents of the mappings L˜, M˜1, I and J
become Fourier-independent (see Figure 9.105).
Finally, it is shown that the Gaussian and the shifted thin-plate spline weight functions do not lie in WS;0.
Section 9.4 We define X01/w when w satisfies 9.2 and we define X˜
0
1/w for w ∈ S†w,0. In Condition 536 we show
how to generalize our definition of X˜01/w in order to include the case when w satisfies 9.2 whilst retaining the
form of the integral in 9.3 used to define S†w,0. In fact, we will postulate the existence of a subspace T ⊂ Sw,0
such that 9.3 holds for φ ∈ T , and we also will assume that C∞0
(
Rd \ A) ⊂ T .
Given these considerations our approach will be to replace the space Sw,0 by the space T in the results and
definitions of Section 9.3 and show that they all still hold.
Finally, we will show that the Gaussian and the shifted thin-plate spline weight functions do not satisfy
Condition 536.
Section 9.5 We now consider the problem of characterizing the bounded linear functionals on X0w for the
weight functions which do not have property 9.14, do not belong to WS;0 and do not satisfy Condition 536; which
means the results of Sections 9.2, 9.3 and 9.4 are not available.
To handle these weight functions we will adapt definition 9.5 of X˜01/w. However, in this section Sw,0 will
be considered not as a subspace of S but as a topological vector space in itself and will be endowed
with the topology using the S seminorms and the norm
∫
w |φ|2. We will still call the data space X˜01/w. We
will prove analogues of the results of Section 9.3.
The space Ŝw,0 will be endowed with the topology that makes the inverse-Fourier transform to Sw,0 a home-
omorphism. Following the approach used in Section 9.3 the mappings L˜4 : L2 →
(
Ŝw,0
)′
and M˜4 : X˜01/w → L2
will be introduced, followed by the operators V˜3 : X˜01/w → X0w, B˜3 : X0w ⊗ X˜01/w → C(0)B and Φ˜3 : X˜01/w →
(
X0w
)′
,
the last operator being used to characterize the bounded linear functionals on X0w as members of X˜
0
1/w w.r.t. to
the bilinear form
∫
ûvF where u ∈ X0w and v ∈ X˜01/w.
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Although we do not do so here, analogues of the extension and restriction mappings between X˜01/w and X
0
1/w
of Subsection 9.3.4 can be easily proved as can analogues of the Fourier-independent spaces Y˜ 01/w and Y
0
w of
Subsection 9.3.5.
9.2 The spaces X01/w and X
0
1/w
Definition 411 The semi-inner product space X01/w
Suppose that the weight function w has property W01 for the set A, where A is a closed set of measure zero.
Then we define the semi-inner product space:
X01/w =
{
u ∈ S′ : uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
, (9.6)
where uF is the restriction of û, regarded as a member of D′, to Rd \ A. We endow X01/w with seminorm and
semi-inner product
|u|1/w,0 =
∫ |uF |2
w
, 〈u, v〉1/w,0 =
(∫
uFvF
w
)1/2
.
The notation uF is used extensively for the positive order case in Williams [62].
In Lemma 413 below we show that X01/w is not empty, that the seminorm has null space (S
′
A)
∨
where
S′A = {u ∈ S′ : suppu ⊆ A as a distribution} , (9.7)
and that we can choose A to be empty iff X01/w is an inner product space. Note that in 9.7 we regard u as a
distribution because tempered distributions are not localizable on S.
Remark 412 1. 1. Why not choose the space
X01/w =
{
u ∈ S′ : û ∈ L1loc and
∫ |û|2
w
<∞
}
?
See Definition 416 below.
??? I looked into this but concluded that I needed 9.6 but at the moment I can’t remember where.
2. Perhaps we could restrict A to having the form ⋃d−1j=0 ⋃nji=1Ai,j where nj ≤ ∞ and Ai,j is locally homeo-
morphic to the ball B1
(
Rj
)
when j ≥ 1 and a single point when j = 0.
Lemma 413 Suppose the weight function w has property W01 for the set A. Then:
1. X01/w is not empty.
2. The seminorm |·|1/w,0 has null space (S′A)∨, defined by 9.7. Further, noting part 1 of Remark 2, we see that
X01/w is an inner product space iff we can choose A to be the (minimal) empty set.
Suppose w also has property W02 for parameter κ. Then:
3. If |v (ξ)| ≤ c (1 + |ξ|)κ then ∨v ∈ X01/w. If w ∈ W02 then Dαδ ∈ X01/w when |α| ≤ κ.
4. S ⊂ X01/w.
5. If u ∈ X01/w then (D
αu)F
w ∈ L1 when |α| ≤ κ.
Also,
∫ (Dαu)F
w ∈
(
X01/w
)′
with
∥∥∥∫ (Dαu)Fw ∥∥∥
op
≤
(∫
ξ2α
w
)1/2
.
6. However, suppose instead that w has property W03 for parameter κ. Then parts 3 to 5 hold when α ≤ κ.
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Proof. Part 1 Choose φ ∈ C(0)0 such that suppφ ⊂ Rd \ A. Then
√
wφ ∈ C(0)0 with supp
√
wφ ⊂ Rd \ A. Set
u = (
√
wφ)
∨
so that u ∈ C∞BP ⊂ S′. Then uF =
√
wφ ∈ L1loc
(
Rd \ A) and ∫ |uF |2w = ∫ |φ|2 <∞.
Part 2
null |·|1/w,0 =
{
u ∈ X01/w : |u|1/w,0 = 0
}
=
{
u ∈ S′ : û = 0 on Rd \ A as a distribution}
=
{
û : u ∈ S′, û = 0 on Rd \ A}∨
=
{
v ∈ S′ : v = 0 on Rd \ A as a distribution}∨ (9.8)
= {v ∈ S′ : suppu ⊂ A}∨
= (S′A)
∨
.
Now if A is empty then 9.8 implies that null |·|1/w,0 = {0}. On the other hand if null |·|1/w,0 = {0} then from
9.8 it follows that u ∈ S′ and u = 0 on Rd \ A implies u = 0 on Rd. Now if A is not empty and a ∈ A then
δ (· − a) ∈ S′ so δ (· − a) ∈ S′ and δ (· − a) = 0 on Rd \A. But δ (· − a) 6= 0 on Rd which is a contradiction. Thus
A must be empty.
Part 3 Let f =
∨
v. Then f ∈ S′, f̂ ∈ L1loc so that fF ∈ L1loc
(
Rd \ A), and ∫ |fF |2w ≤ ∫ c(1+|·|)κw <∞.
Part 4 If u ∈ S then v = û ∈ S is bounded and by part 4, ∨v = u ∈ X01/w.
Part 5
∫ |(Dαu)F |
w =
∫ |ξαuF |
w =
∫ |ξα|√
w
|uF |√
w
≤
(∫
ξ2α
w
)1/2 (∫ |uF |2
w
)1/2
=
(∫ |·|2|α|
w
)1/2
|u|1/w,0 <∞.
Part 6 ?? FINISH!
9.2.1 The operator M : X01/w → L2
In this section we define the mapping M : X01/w → L2 displayed in Figure 9.1 which we hope will have nice
properties in the seminorm sense.
Definition 414 The linear operator M : X01/w → L2: Suppose w is a weight function w.r.t. the set A. From
the definition of X01/w, u ∈ X01/w implies uF√w ∈ L2 where uF is the restriction of û to Rd \A. We can now define
the linear mapping M : X01/w → L2 by
Mu =
(
uF√
w
)∨
, u ∈ X01/w. (9.9)
The operator M has the following properties:
Theorem 415 The operator M : X01/w → L2 is linear and in the seminorm sense it is isometric, 1-1 with null
space (S′A)
∨
.
Also, τaM =Mτa where τa is the translation operator τau = u (· − a).
Proof. That M is an isometry is clear from the Definition 411 of X01/w. Since M is an isometry the null space
of M is the null space of the seminorm |·|1/w,0, namely (S′A)∨. Finally,
τaMu = τa
(
uF√
w
)∨
=
(
e−iaξ
uF√
w
)∨
=
(
(τau)F√
w
)∨
=Mτau.
Definition 416 The inner product space X
0
1/w Suppose that the weight function w has property W01 for the
set A, where A is a closed set of measure zero. Then we define the inner product space:
X
0
1/w :=
{
u ∈ S′ : û ∈ L1loc and
∫ |û|2
w
<∞
}
.
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Endow X
0
1/w with the norm and inner product ‖u‖2w,0 =
∫ |û|2
w , (u, v)w,0 =
∫
ûv̂
w .
Clearly we have X
0
1/w →֒ X01/w and the embedding is isometric.
Theorem 417 ???
1. ?? We have the direct sum formula X01/w = X
0
1/w + (S
′
A)
∨
?
2. ?? X
0
1/w is a Hilbert space? Construct mapping to L
2!
3. ?? MORE!
Proof. Parts 1 and 2: ??.
Part 3 ??
Theorem 418 Suppose w ∈W01 so that X0w is an inner product space and X
0
1/w is an product space (Definition
416).
Then X0w →֒ L2 →֒ X
0
1/w iff 1/w ∈ L∞.
Proof. Theorem 339 implies that X0w →֒ L2 iff 1/w ∈ L∞. Thus X0w →֒ L2 →֒ X
0
1/w implies 1/w ∈ L∞.
Conversely, if 1/w ∈ L∞ then X0w →֒ L2. Further, if 1/w ∈ L∞ and f ∈ L2 then f ∈ S′, f̂ ∈ L2 ⊂ L1loc
(
Rd
) ⊂
L1loc
(
Rd \ A), and ∫ 1w ∣∣∣f̂ ∣∣∣2 ≤ ∥∥ 1w∥∥∞ ∫ ∣∣∣f̂ ∣∣∣2 = ∥∥ 1w∥∥∞ ∫ |f |2 <∞. Thus by definition f ∈ X01/w and L2 →֒ X01/w.
Theorem 419 Suppose w ∈W01 so that X01/w is an inner product space.
Then L2 →֒ X01/w iff 1/w ∈ L∞.
More precisely, if 1w ∈ L∞ then
‖f‖1/w,0 ≤
∥∥∥∥ 1w
∥∥∥∥1/2
∞
‖f‖2 , f ∈ X
0
1/w,
and if the embedding ι : L2 →֒ X01/w is continuous then∥∥∥∥ 1w
∥∥∥∥1/2
∞
= ‖ι‖ .
Proof. From the theorem above we know that 1/w ∈ L∞ implies L2 →֒ X01/w.
Now suppose that we have the continuous embedding L2
ι→֒ X01/w. Since S ⊂ L2,
|φ|21/w,0 =
∫
1
w
∣∣∣φ̂∣∣∣2 ≤ ‖ι‖op ∫ ∣∣∣φ̂∣∣∣2 , φ ∈ S, (9.10)
i.e. ∫
1
w
|φ|2 ≤ ‖ι‖op
∫
|φ|2 , φ ∈ S.
With reference to Definition 1 of the weight function, choose arbitrary x /∈ A where A is a closed set of measure
zero such that w > 0 and continuous on Rd \ A. Suppose 0 < r < R < dist (x,A). Then it is possible to choose
φr,R ∈ S such that 0 ≤ φr,R ≤ 1, suppφr,R ⊆ BR (x) and φr,R = 1 on Br (x) e.g. the standard ”cap” example of
a C∞0 function. Observe now that
min
Br(x)
1
w
∫
Br(x)
1 ≤
∫
BR(x)
|φr,R|2
w
≤ ‖ι‖2
∫
BR(x)
|φr,R|2 ≤ ‖ι‖2
∫
BR(x)
1,
i.e. for 0 < r < R < dist (x,A),
min
Br(x)
1
w
≤ ‖ι‖2
∫
BR(x)
1∫
Br(x)
1
= ‖ι‖2
(
R
r
)d
.
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Now since the continuity of w near x implies min
Br(x)
1
w is continuous in R we must have
1
max
Br(x)
1
w
≤ ‖ι‖2 for
0 < r < dist (x,A), and hence that 1w(x) ≤ ‖ι‖2 when x /∈ A, i.e. 1/w ∈ L∞ and
∥∥ 1
w
∥∥1/2
∞ ≤ ‖ι‖. But from 9.10,
‖ι‖ ≤ ∥∥ 1w∥∥1/2∞ so ‖ι‖ = ∥∥ 1w∥∥1/2∞ .
9.2.2 The spaces S∅,k and S
′
∅,k
We begin by preparing the way for the application of the Hahn-Banach extension theorem to subspaces of the
Schwartz functions of rapidly decrease S and then consider the properties of some special subspaces of functions
which have several zero derivatives at the origin.
Lemma 420 Schwartz functions and the Hahn-Banach extension theorem
1. (Hahn-Banach) Any continuous linear functional f on a subspace M of a locally convex topological vector
space T can be extended non-uniquely to a continuous linear functional fe on T (fe ∈ T ′).
The set of extensions is fe +M⊥ where M⊥ is the set of annihilators of M i.e. the members of T ′ which
are zero on each member of M .
2. The space of rapidly decreasing Schwartz functions S is a locally convex topological space when endowed
with the topology induced by any of the (equivalent) countable seminorm sets given in part 1 of Definition
681.
3. A linear functional f defined on a subspace M of the space S is continuous iff
|[f, ψ]| ≤ |ψ|σ , ψ ∈M.
where |·|σ denotes a positive, linear combination of the seminorms in the (equivalent) sets given in part 1
of Definition 681. We then write f ∈M ′.
Proof. This lemma can be proved, for example, by using the results and definitions of Chapter V., Volume I of
Reed and Simon [53].
We will now introduce a special class of subspaces of the Schwartz spaces S that are widely used in the positive
order theory expounded in Williams [62]. These spaces are:
Definition 421 The space S∅,n
S∅,0 = S, S∅,n = {φ ∈ S : Dαφ (0) = 0, |α| < n} , n = 1, 2, 3, . . . , (9.11)
and we endow S∅,n with the subspace topology induced by the space S. S is the space of C∞ functions of rapid
decrease used as test functions for the tempered distributions. S is endowed with any of the countable seminorm
topology described in Definition 681 of the Appendix.
The next inequality gives a simple upper bound for functions in S∅,n near the origin. This follows directly from
the estimate (A.19 in the Appendix) of the integral remainder term of the Taylor series expansion.
|u(x)| ≤
∑
|α|=n
‖Dαu‖∞,B1
 |x|n , u ∈ S∅,n, x ∈ B1. (9.12)
Consequently ∫ |u(x)|
|x|n dx < max
∑|α|=n ‖Dαu‖∞,B1 ,
∥∥∥∥ u|·|n
∥∥∥∥
∞,Rd\B1
 , u ∈ S∅,n. (9.13)
From Appendix 678 we know that Pn is the space of polynomials of order at most n (degPn ≤ n − 1) with
complex coefficients, and P is the space of all polynomials with complex coefficients. We will let P̂n denote the
Fourier transforms of the functions in Pn and P̂ denote the Fourier transforms of the functions in P .
Theorem 422
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1. P̂n =
{
g ∈ S′ : [g, φ] = 0 for all φ ∈ S∅,n
}
i.e. S⊥∅,n = P̂n.
2. If f ∈ S′∅,n then there exists fe ∈ S′ such that fe = f on S∅,n. The set of extensions is fe + P̂n. We
sometimes say that f can be extended to S as a member fe of S′.
3. Pn =
{
g ∈ S′ :
[
g, φ̂
]
= 0 for all φ ∈ S∅,n
}
.
Proof. Part 1 Suppose [u, φ] = 0 for all φ ∈ S∅,n. This implies that the suppu ⊂ {0} and by a well known
theorem in distribution theory, u ∈ P̂ . Thus u = p̂ for some polynomial p. Suppose deg p > n. For each |β| > n
choose φβ ∈ S∅,n such that φβ (x) = xβ/β! in a neighborhood of zero. Then we have (Dαφβ) (0) = δα,β and if
the coefficients of p are bα,
0 = [p̂, φβ ] = [p(−D) (φβ)] (0) = (−1)|β| bβ, and thus deg p < n and u ∈ P̂n.
Conversely, suppose u ∈ P̂n. Then there exists p ∈ Pn such that u = p̂ = (2π)d/2 p(iD)δ. Hence, if φ ∈ S∅,n
[u, φ] =
[
(2π)
d/2
p(iD)δ, φ
]
= (2π)
d/2
[p(iD)δ, φ] = (2π)
d/2
[p(iD)δ, φ]
= (2π)
d/2
[δ, p(−iD)φ] = (2π)d/2 [p(−iD)φ] (0) = 0.
Part 2 We use Lemma 420 with M = S∅,n and T = S. In this case the the set of extensions is fe + S⊥∅,n and
g ∈ S⊥∅,n iff g ∈ S′ and [g, φ] = 0 for all φ ∈ S∅,n i.e. g ∈ P̂n by part 1.
Part 3 Use part 1.
We give the following results without proof:
Theorem 423 If φ ∈ S∅,m and ψ ∈ S∅,n then:
1. φψ ∈ S∅,m+n.
2. If |α| = k then xαψ ∈ S∅,n+k.
3. |·|2k ψ ∈ S∅,n+2k.
Theorem 424 If φ ∈ S then for all n ≥ 1: |φ|2 ∈ S∅,2n iff φ ∈ S∅,n.
Proof. From part 1 Theorem 423 we know that φ ∈ S∅,n implies |φ|2 ∈ S∅,2n.
The converse will now be proved. Firstly, since |φ|2 ∈ S∅,2n we have φ (0) = 0. Now suppose there exists a
multi-index β such that: 0 < |β| < m, Dβφ (0) 6= 0 and Dγφ (0) = 0 when |γ| < |β|. We now write
0 = D2β
(
|φ|2
)
(0) =
∑
α≤2β
(
2β
α
)
Dαφ (0)D2β−αφ (0)
=
∣∣∣∣(2ββ
)
Dβφ (0)
∣∣∣∣2 + ∑
α≤2β
α6=β
(
2β
α
)
Dαφ (0)D2β−αφ (0),
and observe that for each term in the last summation either |α| < |β| or |2β − α| < |β|. Thus our assumptions
mean that the summation term is actually zero and so Dβφ (0) = 0, contradicting our assumptions. We have
thus shown that φ ∈ S∅,n.
9.2.3 The operator L1 : L2 → X01/w
Making certain assumptions about the weight function we introduce the operator L1 : L2 → S′. This is the
analogue of the mapping J : L2 → X0w from X01/w to L2 introduced in Definition 24. We show that L1 : L2 →
X01/w and that it has nice properties in the seminorm sense.
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We begin by discussing the following weight function property: For some integer m ≥ 0 and constants τ, r ≥ 0
the weight function w satisfies the two conditions
w |·|2m ∈ L1loc
(
Rd
)
,
∫
|·|≥r
w
|·|2τ <∞. (9.14)
Lemma 425 Suppose the weight function w satisfies 9.14. Then w ∈ L1loc
(
Rd \ 0). Further:
1. If w ∈ L1loc and g ∈ L2 then
√
wg ∈ S′ ∩ L1loc.
2. If g ∈ L2 then √wg ∈ S′∅,m ∩ L1loc
(
Rd \ 0) ∩ L1loc (Rd \ A).
3. If ψ ∈ S∅,2m the linear functional
∫
wψ is a member of S′∅,2m i.e.∣∣∣∣∫ wψ∣∣∣∣ ≤ |ψ|σ , ψ ∈ S∅,2m,
where |ψ|σ is a positive, linear combination of the seminorms A.6 which define the topology of the tempered
distributions S.
4. If ψ ∈ S∅,m then the non-linear functional
(∫
w |ψ|2
)1/2
satisfies
(∫
w |ψ|2
)1/2
≤ |ψ|σ , ψ ∈ S∅,m,
where |·|σ is a positive, linear combination of the seminorms A.6 which define the topology of the tempered
distributions S.
Proof. Since w |·|2m ∈ L1loc
(
Rd
)
it is clear that w ∈ L1loc
(
Rd \ 0).
Part 1 If K is compact then
∫
K
√
wg ≤
(∫
K
w
) 1
2
(∫
K
|g|2
) 1
2
<∞ so √wg ∈ L1loc. If φ ∈ S then
∫ √
wgφ =
∫
|·|≤r
√
wgφ+
∫
|·|≥r
√
wgφ =
∫
|·|≤r
√
wgφ+
∫
|·|≥r
√
w
|·|τ g |·|
τ φ
≤
 ∫
|·|≤r
w

1/2 ∫
|·|≤r
|gφ|2

1
2
+
 ∫
|·|≥r
w
|·|2τ

1/2 ∫
|·|≥r
|g|2 |·|2τ |φ|2

1/2
≤
 ∫
|·|≤r
w

1/2 ∫
|·|≤r
|g|2

1
2
‖φ‖∞ +
 ∫
|·|≥r
w
|·|2τ

1/2 ∫
|·|≥r
|g|2

1/2
‖|·|τ φ‖∞
≤

 ∫
|·|≤r
w

1/2
+
 ∫
|·|≥r
w
|·|2τ

1/2
 ‖g‖2 (‖φ‖∞ + ∥∥∥(1 + |·|)⌈τ⌉ φ∥∥∥∞) ,
which is a positive, linear combination of the seminorms A.6.
Part 2 Since w ∈ L1loc
(
Rd \ 0) for compact K ⊂ Rd \ 0 we have by the Cauchy-Schwartz inequality
∫
K
√
w |g| ≤
∫
K
w
1/2 ‖g‖2 <∞.
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Also, if K ⊂ Rd \ A is compact then w is continuous on K and again
∫
K
√
w |g| ≤
∫
K
w
1/2 ‖g‖2 <∞.
If ψ ∈ S then ∣∣[√w |g| , ψ]∣∣ ≤ ∫ √w |g| |ψ| ≤ ‖g‖2(∫ w |ψ|2)1/2 , (9.15)
and if ψ ∈ S∅,m
(∫
w |ψ|2
)1/2
≤
 ∫
|·|≤r
w |ψ|2

1/2
+
 ∫
|·|≥r
w |ψ|2

1/2
=
 ∫
|·|≤r
w |·|2m |ψ|
2
|·|2m

1/2
+
 ∫
|·|≥r
w |ψ|2

1/2
≤
 ∫
|·|≤r
w |·|2m

1/2 ∥∥∥∥ ψ|·|m
∥∥∥∥
∞
+
 ∫
|·|≥r
w |ψ|2

1/2
. (9.16)
Next we estimate the second term of 9.16: ∫
|·|≥r
w |ψ|2

1/2
=
 ∫
|·|≥r
w
|·|2τ |·|
2τ |ψ|2

1/2
= rτ
 ∫
|·|≥r
w
|·|2τ
( |·|
r
)2τ
|ψ|2

1/2
≤ rτ
 ∫
|·|≥r
w
|·|2τ
( |·|
r
)2⌈τ⌉
|ψ|2

1/2
= rτ−⌈τ⌉
 ∫
|·|≥r
w
|·|2τ |·|
2⌈τ⌉ |ψ|2

1/2
≤ rτ−⌈τ⌉
 ∫
|·|≥r
w
|·|2τ

1/2 ∥∥∥|·|⌈τ⌉ ψ∥∥∥
∞
,
so that (∫
w |ψ|2
)1/2
≤
 ∫
|·|≤r
w |·|2m

1/2 ∥∥∥∥ ψ|·|m
∥∥∥∥
∞
+ rτ−⌈τ⌉
 ∫
|·|≥r
w
|·|2τ

1/2 ∥∥∥|·|⌈τ⌉ ψ∥∥∥
∞
.
But by 9.12 we have
(∫
w |ψ|2
)1/2
≤
 ∫
|·|≤r
w |·|2m

1/2
2md/2
∑
|α|=m
‖Dαψ‖∞ + rτ−⌈τ⌉
 ∫
|·|≥r
w
|·|2τ

1/2 ∥∥∥|·|⌈τ⌉ ψ∥∥∥
∞
, (9.17)
which is a positive linear combination of the L∞ seminorms on S. Thus inequality 9.15 implies that
√
w |g| ∈
S′∅,m.
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Part 3. If ψ ∈ S∅,2m then the assumptions 9.14 imply∣∣∣∣∫ wψ∣∣∣∣ ≤ ∫
|·|≤r
w |·|2m |ψ||·|2m +
∫
|·|≥r
w
|·|2τ |·|
2τ |ψ|
≤
 ∫
|·|≤r
w |·|2m
∥∥∥∥∥ ψ|·|2m
∥∥∥∥∥
∞
+
 ∫
|·|≥r
w
|·|2τ
max|x|≥r{|x|2τ |ψ (x)|}
≤
 ∫
|·|≤r
w |·|2m
∥∥∥∥∥ ψ|·|2m
∥∥∥∥∥
∞
+ r2τ−⌈2τ⌉
 ∫
|·|≥r
w
|·|2τ
∥∥∥|·|⌈2τ⌉ ψ∥∥∥∞ ,
But by 9.12 we have
∣∣∣∣∫ wψ∣∣∣∣ ≤
 ∫
|·|≤r
w |·|2m
 2md ∑
|α|=2m
‖Dαψ‖∞ + r2τ−⌈2τ⌉
 ∫
|·|≥r
w
|·|2τ
∥∥∥|·|⌈2τ⌉ ψ∥∥∥∞ ,
which is a positive linear combination of the L∞ seminorms on S. Thus
∫
wψ ∈ S′∅,2m.
Part 4. This follows directly from inequality 9.17 of part 2.
We now define the operator L1 : L2 → S′. It will be shown that L1 : L2 → X01/w and that L1 is an inverse of
M : X01/w → L2. This will allow us to prove that M is onto and hence that X01/w is complete.
Definition 426 The (class of) operators L1 : L2 → S′
Suppose the weight function w has property 9.14. If g ∈ L2 then part 2 of Lemma 425 shows that √wĝ ∈ S′∅,m.
By part 3 of Lemma 420
√
wĝ can be extended (non-uniquely) to act on S as a member of S′. Denote such an
extension by (
√
wĝ)
e
and define the operator L1 : L2 → S′ by
L1g =
((√
wĝ
)e)∨
, g ∈ L2.
In general L1 is not unique and not linear.
The next theorem gives some properties of L1.
Theorem 427 Suppose the weight function w has property 9.14. Then:
1. If g ∈ L2 then (L1g)F =
√
wĝ ∈ L1loc
(
Rd \ 0) ∩ L1loc (Rd \ A).
2. In the seminorm sense L1 : L2 → X01/w, L1 is an isometry and is 1-1.
3. L1 is linear in the seminorm sense i.e.
|L1 (λ1g1 + λ2g2)− L1 (λ1g1)− L1 (λ2g2)|1/w,0 = 0.
4. In the seminorm sense, τaL1 = L1τa on L2 where τa is the translation operator τau = u (· − a).
Proof. Part 1. From Lemma 425 we know that if g ∈ L2 then L1g ∈ S′ and (L1g)F =
√
wĝ ∈ L1loc
(
Rd \ 0) ∩
L1loc
(
Rd \ A).
Part 2. From the definition of L1
|L1g|21/w,0 =
∫ |(L1g)F |2
w
=
∫ |√wĝ|2
w
= ‖g‖22 <∞.
and so L1g ∈ X01/w and L1 is an isometry. Clearly L1g ∈ (S′A)∨ iff g = 0 so L1 is 1-1.
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Part 3. Follows from
|L1 (λ1g1 + λ2g2)− L1 (λ1g1)− L1 (λ2g2)|1/w,0
=
∫ |(L1 (λ1g1 + λ2g2)− L1 (λ1g1)− L1 (λ2g2))F |2
w
=
∫ ∣∣√w (λ1g1 + λ2g2)∧ −√w (λ1g1)∧ −√w (λ2g2)∧∣∣2
w
= 0.
Part 4 If g ∈ L2 then
(τaL1g − L1τag)F = (τaL1g)F − (L1τag)F
= ̂(τaL1g) |Rd\A −
√
wτ̂ag |Rd\A
= eiaξ
√
wĝ |Rd\A −eiaξ
√
wĝ |Rd\A
= 0,
which ensures that |τaL1 − L1τa|1/w,0 = 0.
The following theorem indicates how the operators L1 : L2 → X01/w and M : X01/w → L2 interact.
Theorem 428 Suppose the weight function w has property 9.14 which was assumed in Lemma 425. Then:
1. ML1 = I.
2. |L1Mu− u|1/w,0 = 0 when u ∈ X01/w.
3. M and L1 are onto in the seminorm sense.
4. M and L1 are adjoints.
Proof. Part 1 Now Mu =
(
uF√
w
)∨
for u ∈ X01/w and L1g = (
√
wĝ)
∨
for g ∈ L2. it follows immediately that
ML1 = I.
Part 2 That L1Mu − u ∈ (S′A)∨ when u ∈ X01/w is proved by showing |L1Mu− u|1/w,0 = 0. In fact,
L̂1Mu = √wM̂u = uF so that |L1Mu− u|1/w,0 = 0.
Part 3 ML1 = I implies M is onto. That |L1Mu− u|1/w,0 = 0 when u ∈ X01/w implies L1 is onto.
Part 4 Regarding adjointness, suppose u ∈ X01/w and g ∈ L2. Then from Theorem 427 (L1g)F =
√
wĝ and
from Definition 414, M̂u = uF√
w
. Thus
〈L1g, u〉1/w,0 =
∫
1
w
(L1g)F uF =
∫
1
w
√
wĝuF =
∫
ĝ
uF√
w
=
∫
ĝM̂u =
(
ĝ,M̂u
)
2
= (g,Mu)2 .
Since L2 is complete, the mappings of the previous theorem easily yield the following important result:
Corollary 429 Suppose the weight function w has property 9.14. Then, in general, X01/w is a semi-Hilbert space.
However, X01/w is a Hilbert space iff A is empty.
Proof. By part 2 of Theorem 427 M is isometric. Hence if {uk} is Cauchy in X01/w then {Muk} is Cauchy in
L2 and so Muk → u for some u ∈ L2 since L2 is complete. From Definition 411 the seminorm for X01/w has null
space (S′A)
∨
. Hence by Theorem 428 L2Muk = uk → L2u ∈ X01/w, as required.
That X01/w is a Hilbert space iff A is empty was stated in Definition 411.
Not all the weight functions discussed in Subsections 1.2.5, 1.2.9 and Section 5.2 satisfy property 9.14. In fact
we have the following results:
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Theorem 430 Regarding the property 9.14:
1. The radial Gaussian weight function 1.16 does not satisfy property 9.14.
2. The radial Thin-plate spline weight functions 1.14 do not satisfy property 9.14.
3. The radial Sobolev spline weight functions 1.19 satisfy property 9.14.
4. The univariate central difference weight functions 5.4 of Subsection 5.2.1 satisfy the condition 9.14.
5. When n = l the tensor productmultivariate central difference weight functions of Corollary 212 satisfy
the condition 9.14.
When n < l and 5.14 holds the tensor product multivariate central difference weight functions of
Corollary 212 do not satisfy the condition 9.14.
6. The tensor product extended B-spline weight functions of Theorem 19 do not satisfy condition 9.14.
Proof. Recall that property 9.14 is
w |·|2m ∈ L1loc and
∫
|·|≥r
w
|·|2τ <∞ for some τ, r ≥ 0.
Part 1 Easy.
Part 2 Use the upper bound of Theorem 14.
Part 3 Since w (ξ) =
(
1 + |ξ|2
)ν
for ν > d/2, choose τ > ν + d/2.
Part 4 In the univariate case just choose m = l − n.
Now suppose n = l and d > 1. Then 5.20 imply that for t ∈ R1 and some r0, c1, c2 > 0
w (t) ≤
{
c2, |t| ≤ r0,
2c1t
2n, |t| > r0.
Clearly w is bounded on any compact set so w |·|2m ∈ L1loc when m = 0. Also, if r > 0
∫
|ξ|≥r
w (ξ)
|ξ|2τ dξ ≤
∫
|ξ|≥r
d∏
k=1
(
c2 + 2c1ξ
2n
k
)
|ξ|2τ dξ ≤
∫
|ξ|≥r
d∏
k=1
(
c2 + 2c1 |ξ|2n
)
|ξ|2τ dξ ≤
∫
|ξ|≥r
(
c2 + 2c1 |ξ|2n
)d
|ξ|2τ dξ,
which exists iff 2τ > (2n+ 1) d.
Finally, suppose n < l and 5.14 holds. Then by Corollary 220 for any r > 0
cr
t2(l−n)
≤ w1 (t) , |t| ≤ r,
so that for all k
(cr)
d
ξ2(l−n)1
≤ w (ξ) , |ξk| ≤ r.
Thus if 0 < ρ <
√
dr ∫
|ξ|≤ρ
w (ξ) |ξ|2m dξ ≥ r2r
∫
|ξ|≤ρ
w (ξ) dξ ≥ r2r (cr)d
∫
|ξ|≤ρ
dξ
ξ2(l−n)1
,
and the last integral diverges.
Part 5 An easy proof.
Remark 431 The case where n < l and 5.14 does not hold is not considered in the previous theorem because I
have not derived any relevant results in Section 5.2.
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Part 2 of Lemma 425 allowed the operator L1 of Definition 426 to be defined. Part 2 of Lemma 425 was proved
by assuming inequality 9.14. We will finish this section by giving alternative but closely related conditions which
imply part 2 of of Lemma 425.
Theorem 432 Suppose the weight function w satisfies the condition(∫
w |ψ|2
)1/2
≤ |ψ|σ , ψ ∈ S∅,m, (9.18)
where |·|σ is a positive, linear combination of the seminorms in Definition 681 which define the topology of the
tempered distributions S.
Then w ∈ L1loc
(
Rd \ 0) ∩ L1loc (Rd \ A) and part 2 of Lemma 425 holds i.e. g ∈ L2 implies √wg ∈ S′∅,m ∩
L1loc
(
Rd \ 0) ∩ L1loc (Rd \ A).
Proof. Suppose K is compact and 0 /∈ K. We can choose ψ ∈ S∅,m such that ψ = 1 on K. Then
∫
K w =∫
K w |ψ|2 1|ψ|2 =
∫
K w |ψ|2 ≤ |ψ|2σ and w ∈ L1loc
(
Rd \ 0). Since w is continuous on Rd \ A it follows directly that
w ∈ L1loc
(
Rd \ A).
Examination of the proof of part 2 of Lemma 425 now shows that
√
wg ∈ S′∅,m.
Further,
∫
K
√
wg ≤ ∫K √wψg ≤ (∫ w |ψ|2)1/2 ‖g‖2 < ∞ and if K ′ ⊂ Rd \ A is compact, w is continuous on
K ′ and
∫
K′
√
wg ≤ (∫K′ w)1/2 ‖g‖2 <∞.
9.2.4 The operator L2 : L2 → X01/w
In Theorem 430 of the previous section it was shown that several of the weight functions do not satisfy property
9.14. We now tackle these deficiencies by replacing S′ by a larger space S†w,0, where Sw,0 is a special subspace of
S generated by w which will be endowed with a topology generated by w. If the topology on Sw,0 is the subspace
topology induced by S then a generalization of the mapping L1 : L2 → X01/w, denoted by L2, will be constructed
and used to prove that X01/w is semi-Hilbert space. In Subsection 9.2.5 it will be shown that the topologies are
equivalent for weight functions that are radial-like near the origin, the extended B-spline weight functions and
the central difference weight functions. For several classes of weight function the topologies are not equivalent
and the space X01/w must be extended. This will be done in Section 9.5.
Definition 433 The spaces Sw,0, S
′
w,0, WS;0 and S
†
w,0
1. Property Sw,0 Suppose w ∈W01 and define the linear subspace
Sw,0 =
{
φ ∈ S :
∫
w |φ|2 <∞
}
.
We endow Sw,0 with the subspace topology induced by S (Lemma 420) and observe that Sw,0 is not empty
because w ∈ C(0) (Rd \ A) implies C∞0 (Rd \ A) ⊂ Sw,0.
2. Property S′w,0 denotes the bounded linear functionals on Sw,0.
3. Property WS;0 We say w ∈ WS;0 if there exists some positive, linear combination |·|σ of seminorms used
to define the topology on S such that the non-linear functional
(∫
w |φ|2
)1/2
satisfies
(∫
w |φ|2
)1/2
≤ |φ|σ , φ ∈ Sw,0. (9.19)
4. Property S†w,0 We say the bilinear functional Ψ(φ, ψ)→ C belongs to S†w,0 w.r.t. S if
|Ψ(φ, ψ)| ≤ |φ|σ |ψ|σ , φ, ψ ∈ Sw,0,
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where |·|σ is some positive linear combination of the seminorms used to define the topology on S.
Observe that the bilinear functional
∫
wφψ is a member of S†w,0.
Remark 434 Regarding our examples of Sw,0:
1. For the Sobolev splines of Example 11 Sw,0 = S (Theorem 448).
2. For the weight functions of Example 13, Sw,0 = S∅,n where n is the smallest integer such that n > m −(
d
2 − s
)
and n ≥ 0 (Theorem 448).
3. For the extended B-spline weight functions of Theorem 19, Sw,0 =
{
φ ∈ S : xn1φ ∈ S⊗,l1
(
πZd
)}
(The-
orem 464).
4. For the tensor product central difference weight functions of Definition 205 satisfying 5.14: Sw,0 =
S⊗,l−n (0) (Theorem 479).
5. ??
6. ??
Remark 435 That
S⊥w,0 ⊂ S′A, (9.20)
where S⊥w,0 is the subspace of annihilators of Sw,0, follows immediately from the fact that C∞0
(
Rd \ A) ⊂ Sw,0.
Definition 436 The operator L2 : L2 → S′
Suppose w ∈W01 ∩WS;0. Then for φ ∈ Sw,0 and g ∈ L2∣∣∣∣∫ √wĝφ∣∣∣∣ = ∣∣∣∣∫ (√wφ) ĝ∣∣∣∣ ≤ ‖g‖2 (∫ w |φ|2)1/2 ≤ ‖g‖2 |φ|S ,
so that
√
wĝ ∈ S′w,0. Using Lemma 420 we can then extend
√
wĝ to S as a member of S′. Such an extension
is unique up to a member of the annihilator S⊥w,0 of Sw,0.
Denote such an extension by (
√
wĝ)
e ∈ S′.
The class of operators L2 : L2 → S′ can now be defined by
L2g =
((√
wĝ
)e)∨
, g ∈ L2. (9.21)
In general L2 is not unique.
The operator L2 has the following properties:
Theorem 437 Properties of L2:
1. If g ∈ L2 then (L2g)F =
√
wĝ ∈ L1loc
(
Rd \ A).
2. L2 : L2 → X01/w.
3. L2 is an isometry and 1-1.
4. L2 is linear in the seminorm sense i.e.
|L2 (λ1g1 + λ2g2)− L2 (λ1g1)− L2 (λ2g2)|1/w,0 = 0.
5. If τa is the translation operator τau = u (· − a) then τaL2 = L2τa in the seminorm sense.
Proof. Part 1 Suppose g ∈ L2. From the definition of L2, L̂2g = √wĝ on Sw,0. Next observe that because
w ∈ C(0) (Rd \ A) and C∞0 (Rd \ A) ⊂ Sw,0 it follows that[
L̂2g, φ
]
=
[√
wĝ, φ
]
, φ ∈ C∞0
(
Rd \ A) .
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If we can show
√
wĝ ∈ L1loc
(
Rd \ A) it follows that (L2g)F = √wĝ ∈ L1loc (Rd \ A). But if K ⊂ Rd \ A is
compact, w ∈ C∞0
(
Rd \ A) implies∫
K
√
w |ĝ| ≤
(∫
K
w
)1/2
‖g‖2 ≤ maxK (w)
(∫
K
1
)
‖g‖2 .
Thus L̂2g ∈ L1loc
(
Rd \ A) and (L2g)F = √wĝ.
Part 2
∫ |(L2g)F |2
w = ‖ĝ‖2 = ‖g‖2 so L2 : L2 → X01/w.
Part 3 L2 is an isometry since |L2g|1/w,0 =
(∫ |(L2g)F |2
w
)1/2
= ‖g‖2. Thus L2 : L2 → X01/w is an isometry
and clearly L2g = 0 implies g = 0.
Part 4 Linearity in the seminorm sense is true since
|L2 (λ1g1 + λ2g2)− L2 (λ1g1)− L2 (λ2g2)|1/w,0
=
∫ |(L2 (λ1g1 + λ2g2)− L2 (λ1g1)− L2 (λ2g2))F |2
w
=
∫ ∣∣√w (λ1g1 + λ2g2)∧ −√w (λ1g1)∧ −√w (λ2g2)∧∣∣2
w
= 0.
Part 5
|τaL2g − L2τag|21/w,0 =
∫ |(τaL2g − L2τag)F |2
w
=
∫ |(τaL2g)F − (L2τag)F |2
w
.
But from part 1, (L2g)F =
√
wĝ on Rd \ A. Hence on Rd \ A
(L2τag)F =
√
wτ̂ag = e
−iaξ√wĝ = e−iaξ (L2g)F ,
and since (τaL2g)∧ = e−iaξ (L2g)∧, it follows that
(τaL2g)F = e−iaξ (L2g)F ,
and therefore (τaL2g)F = (L2τag)F .
The following theorem indicates how the operators L2 : L2 → X01/w and M : X01/w → L2 interact.
Theorem 438 Suppose the weight function w is a member of WS;0. Then:
1. ML2 = I on L2.
2. L2Mu− u ∈ (S′A)∨ when u ∈ X01/w i.e. |L2Mu− u|1/w,0 = 0.
3. M : X01/w → L2 is onto.
4. L2 : L2 → X01/w is onto in the seminorm sense.
5. M and L2 are adjoints.
Proof. Part 1 By definition M̂u = uF√
w
∈ L2 when u ∈ X01/w. From the proof of Theorem 437 (L2f)F =
√
wf .
Thus from the definition of M, for f ∈ L2
(ML2f)∧ = (L2f)F√
w
=
√
wf̂√
w
= f̂ ,
and so ML2 = I on L2.
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Part 2 If u ∈ X01/w then L2Mu ∈ X01/w and (L2Mu)F =
√
wM̂u = uF . Thus
|L2Mu− u|21/w,0 =
∫ |(L2Mu− u)F |2
w
= 0,
and L2Mu− u ∈ (S′A)∨.
Parts 3 and 4 The equation ML2 = I implies M is onto and L2Mu − u ∈ (S′A)∨ when u ∈ X01/w implies
that L2 are onto.
Part 5 Regarding adjointness, suppose u ∈ X01/w and g ∈ L2. Then from Theorem 437 (L1g)F =
√
wĝ and
from Definition 414, M̂u = uF√
w
. Thus
(L2g, u)1/w,0 =
∫
1
w
(L2g)F uF =
∫
1
w
√
wĝuF =
∫
ĝ
uF√
w
=
∫
ĝM̂u =
(
ĝ,M̂u
)
2
= (g,Mu)2 .
Since L2 is complete, the mappings of the previous theorem will yield the following important result:
Corollary 439 If the weight function w ∈WS;0 then in general X01/w is a semi-Hilbert space. Indeed, X01/w is a
Hilbert space iff A is empty.
Proof. By Theorem 437 M is isometric. Hence if {uk} is Cauchy in X01/w then {Muk} is Cauchy in L2 and so
Muk → u for some u ∈ L2 since L2 is complete. From part 2 Lemma 413 the seminorm for X01/w has null space
(S′A)
∨
. Hence by Theorem 438 L2Muk = uk → L2u ∈ X01/w, as required.
Clearly A is empty iff S′A = {0} iff (S′A)∨ = {0}.
Combining Corollary 429 and Corollary 439 we have:
Theorem 440 Suppose the weight function w has property 9.14 or is a member of WS;0.
Then X01/w is a semi-Hilbert space or a Hilbert space. Further, X
0
1/w is a Hilbert space iff A is empty.
9.2.5 Examples of weight functions in WS;0 and the corresponding spaces Sw,0
We start by considering a class of radial basis functions which satisfy 9.14 but which also lie in WS;0. Then it is
shown that the tensor product extended B-spline and central difference weight functions are of type
WS;0 and we characterize the spaces Sw,0.
Weight functions such that w |·|2m ∈ L1loc
Definition 441 Radial-like weight functions We say that a weight function is radial-like if w ∈ W01,
w |·|2m ∈ L1loc for some integer m ≥ 0, and for some τ ≥ 0,∫
|·|≥r
w
|·|2τ <∞. (9.22)
This class of weight functions includes the Sobolev splines w =
(
1 + |·|2
)ν
of Example 11 and the weight
functions introduced in Examples 12 and 13.
We first consider separately the simplest case m = 0. Here it turns out that Sw,0 = S. Indeed:
Theorem 442 Radial-like weight functions with m = 0. Suppose the weight function w is radial-like i.e. it
satisfies Definition 441 for m = 0. Then Sw,0 = S and w ∈ WS;0. Further∫
w |φ|2 ≤
(∫
|·|≤r
w
)
‖φ‖2∞ + ⌈τ⌉!
(∫
|·|≥r
w
|·|2τ
) ∑
|α|=⌈τ⌉
1
α!
‖ξαφ‖2∞ .
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Proof. If φ ∈ S then∫
w |φ|2 =
∫
|·|≤r
w |φ|2 +
∫
|·|≥r
w |φ|2
≤
(∫
|·|≤r
w
)
‖φ‖2∞ +
∫
|·|≥r
w |φ|2
=
(∫
|·|≤r
w
)
‖φ‖2∞ +
∫
|·|≥r
w
|·|2τ |·|
2τ |φ|2
≤
(∫
|·|≤r
w
)
‖φ‖2∞ +
∫
|·|≥r
w
|·|2τ |·|
2⌈τ⌉ |φ|2
≤
(∫
|·|≤r
w
)
‖φ‖2∞ +
(∫
|·|≥r
w
|·|2τ
)∥∥∥|·|2⌈τ⌉ |φ|2∥∥∥
∞
=
(∫
|·|≤r
w
)
‖φ‖2∞ + ⌈τ⌉!
(∫
|·|≥r
w
|·|2τ
)∥∥∥∥∥ |·|2⌈τ⌉⌈τ⌉! |φ|2
∥∥∥∥∥
∞
=
(∫
|·|≤r
w
)
‖φ‖2∞ + ⌈τ⌉!
(∫
|·|≥r
w
|·|2τ
)∥∥∥∥∥∥
∑
|α|=⌈τ⌉
ξ2α
α!
|φ|2
∥∥∥∥∥∥
∞
≤
(∫
|·|≤r
w
)
‖φ‖2∞ + ⌈τ⌉!
(∫
|·|≥r
w
|·|2τ
) ∑
|α|=⌈τ⌉
1
α!
∥∥∥ξ2α |φ|2∥∥∥
∞
=
(∫
|·|≤r
w
)
‖φ‖2∞ + ⌈τ⌉!
(∫
|·|≥r
w
|·|2τ
) ∑
|α|=⌈τ⌉
1
α!
‖ξαφ‖2∞ .
Hence Sw,0 = S and w ∈WS;0.
We now consider the weight functions of Definition 441 when m > 0. The next theorem illustrates the interplay
between the pointwise properties used to define property W01 and the integration conditions 9.14 required by
our Hilbert space techniques.
Theorem 443 Radial-like weight functions with m > 0. Suppose the weight function w satisfies Definition
441 with m ≥ 1. Then:
1. w ∈ L1loc
(
Rd \ 0).
2. w |·|2m ∈ L1loc.
3. w is a function in S′∅,2m. Indeed w ∈ L1loc
(
Rd \ 0) and has polynomial (slow)increase at infinity i.e. 9.22
holds for some τ ≥ 0. Further, w can be extended (non-uniquely) to S′.
Regarding the set A used to define the weight property W01:
4. If w ∈ C(0) (B (0; r)) and 0 < 2m+ 2s < d then 0 is an isolated point of A.
5. If w ∈ C(0)
(
B (0; r)
)
and ??2m+ 2s ≤ 0?? then A ∩B (0; r) is empty.
Proof. ?? FINISH!.
Remark 444 Part 3 is analogous to the definition of a function in S′ e.g. Definition 2.8.3(a) Vladimirov [59]
which requires that w ∈ L1loc and has polynomial (slow)increase at infinity.
Part 2 of the last theorem shows that the weight function w satisfies Definition 441 and so we can define the
operator L1 without using the lemma below!
The next theorem will characterize the space Sw,0 in terms of the spaces S∅,n. However, all the work will be
done by the next lemma.
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Lemma 445 Suppose σ ≥ 0 and φ ∈ S (Rd). Let n be the smallest integer such that 2n > 2σ − d and n ≥ 0.
Then:
∫
|·|≤1
|φ|2
|·|2σ <∞ iff φ ∈ S∅,n.
Further, if
∫
|·|≤1
|φ|2
|·|2σ <∞ then
∫
|·|≤1
|φ|2
|·|2σ ≤ kσ
∑
|β|=n
∥∥Dβφ∥∥∞
2 , (9.23)
where
kσ =
∫
|·|≤1
1
|·|2σ−2n =
2
2n− 2σ + d+ 1
(
√
π/2)
d/2
Γ (d/2)
. (9.24)
Proof. First suppose φ ∈ S∅,n. Then by part 1 Theorem 423, |φ|2 ∈ S∅,2n and by 9.12 there exists a constant
Cφ,2n ≥ 0 such that |φ (x)|2 ≤ Cφ,2n |x|2n when |x| ≤ 1. Hence
∫
|·|≤1
|φ|2
|·|2σ ≤ Cφ,2n
∫
|·|≤1
1
|·|2σ−2n < ∞ since we
have assumed that 2σ − 2n < d.
To prove that
∫
|·|≤1
|φ|2
|·|2σ <∞ implies φ ∈ S∅,n we will split the domain of σ and consider three cases:
Case 1 0 ≤ 2σ < d Here n = 0. This condition means that ∫|·|≤1 |φ|2|·|2σ exists for all φ ∈ S∅,0 = S. Further∫
|·|≤1
|φ|2
|·|2σ ≤
(∫
|·|≤1
1
|·|2σ
)
‖φ‖2∞ , φ ∈ S∅,0.
Case 2 d ≤ 2σ < d+ 2 Here 0 ≤ 2σ − d < 2 and n = 1. If φ (0) 6= 0 then ∫|·|≤1 |φ|2|·|2σ ≥ ∫|·|≤1 |φ|2|·|d which
diverges. Thus φ (0) = 0 and φ ∈ S∅,1. Since we have proved that φ ∈ S∅,1 implies
∫
|·|≤1
|φ|2
|·|2σ <∞ and this case
is true.
Case 3 d+ 2 ≤ 2σ Here n ≥ 2 and
2n > 2σ − d ≥ 2n− 2 ≥ 2. (9.25)
Set ψ = |φ|2. Using a similar argument to Case 2 we see immediately that
φ (0) = 0 (9.26)
Expanding ψ using the Taylor series about the origin we have
ψ (x) =
∑
|β|<2n
xβ
β!
Dβψ (0) + (R2nψ) (0, x) ,
where the remainder satisfies the estimate A.19:
|(R2nψ) (0, x)| ≤ |x|2n
∑
|β|=2n
max
y∈[0,x]
∣∣(Dβψ) (y)∣∣ ≤ |x|2n ∑
|β|=2n
∥∥Dβψ∥∥∞ .
Thus the definition of n implies that∫
|·|≤1
|(R2nψ) (0, x)|
|·|2σ ≤
∑
|β|=2n
∥∥Dβψ∥∥∞ ∫|·|≤1 |·|
2n
|·|2σ <∞,
and so the Taylor polynomial satisfies∫
|·|≤1
1
|·|2σ
∑
|β|<2n
xβ
β!
Dβψ (0)dx <∞.
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By considering the odd/even symmetries of the integrand we obtain
∫
|·|≤1
1
|·|2σ
∑
|β|<2n
xβ
β!
Dβψ (0) dx = lim
ε→0+
∑
|β|<2n
Dβψ (0)
β!
∫
ε≤|x|≤1
xβ
|x|2σ dx
= 2d lim
ε→0+
∑
|α|<n
D2αψ (0)
(2α)!
∫
ε≤|x|≤1
x≥0
x2α
|x|2σ dx. (9.27)
The next step is to study these integrals using multivariate spherical polar coordinates e.g. Section 5.43 Adams
[4]:
x = (ρ, φ1, . . . , φd−1) ,
where ρ ≥ 0, 0 ≤ φi ≤ π/2 and
x1 = ρ sinφ1 sinφ2 . . . sinφd−1,
x2 = ρ cosφ1 sinφ2 . . . sinφd−1,
x3 = ρ cosφ2 . . . sinφd−1,
...
xd = ρ cosφd−1.

(9.28)
The volume element is
dx = ρd
d−1∏
j=1
(sinφj)
j−1
dρdφ,
where dφ = dφ1 . . . dφd−1. We now have
x2α = ρ2|α| (sinφ1)
2α1 (cosφ1)
2α2 × (sinφ2)2(α1+α2) (cosφ2)2α3 ×
× (sinφ3)2(α1+α2+α3) (cosφ3)2α4 ×
...
× (sinφd−1)2(α1+...+αd−1) (cosφd−1)2αd ,
so that
x2αdx = ρ2|α|+d−1 (sinφ1)
2α1 (cosφ1)
2α2 × (sinφ2)1+2(α1+α2) (cosφ2)2α3 ×
× (sinφ3)2+2(α1+α2+α3) (cosφ3)2α4 ×
...
× (sinφd−1)d−2+2(α1+...+αd−1) (cosφd−1)2αd ,
and using the gamma function formula
∫ pi/2
0
(sinφ)
m
(cosφ)
n
dφ =
Γ
(
m+1
2
)
Γ
(
n+1
2
)
2Γ
(
m+n
2 + 1
) , m, n = 0, 1, 2, . . . (9.29)
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we obtain separated variables
∫
ε≤|x|≤1
x≥0
x2α
|x|2σ dx =
1∫
ε
dρ
ρ2σ−2|α|−d+1
pi/2∫
0
(sinφ1)
2α1 (cosφ1)
2α2 dφ1×
×
pi/2∫
0
(sinφ2)
1+2(α1+α2) (cosφ2)
2α3 dφ2 × . . .
×
pi/2∫
0
(sinφd−1)
d−2+2(α1+...+αd−1) (cosφd−1)
2αd dφd−1
=
1∫
ε
dρ
ρ2σ−2|α|−d+1
Γ
(
α1 +
1
2
)
Γ
(
α2 +
1
2
)
2 Γ (α1 + α2 + 1)
Γ (α1 + α2 + 1) Γ
(
α3 +
1
2
)
2 Γ
(
α1 + α2 + α3 +
3
2
) × . . .
× Γ
(
α1 + α2 + . . .+ αd−1 + d−12
)
Γ
(
αd +
1
2
)
2 Γ
(
α1 + α2 + . . .+ αd +
d
2
)
=
1∫
ε
dρ
ρ2σ−2|α|−d+1
Γ
(
α1 +
1
2
)
Γ
(
α2 +
1
2
)
. . .Γ
(
αd +
1
2
)
2d−1Γ
(|α|+ d2) .
Now Γ
(
1
2
)
=
√
π and for k = 1, 2, 3, . . .
Γ
(
k +
1
2
)
=
1.3.5 . . .2k − 1
2k
√
π =
(2k)!
2.4.6 . . .2k
√
π
2k
=
(2k)!
k!
√
π
22k
,
so that ∫
ε≤|x|≤1
x≥0
x2α
|x|2σ dx =
1∫
ε
dρ
ρ2σ−2|α|−d+1
(2α)!
α! 22|α|
πd/2
1
2d−1Γ
(|α|+ d2) ,
and 9.27 becomes∫
|·|≤1
1
|·|2σ
∑
|β|<2n
xβ
β!
Dβψ (0) dx = 2d lim
ε→0+
∑
|α|<n
D2αψ (0)
(2α)!
∫
ε≤|x|≤1
x≥0
x2α
|x|2σ dx
= lim
ε→0+
∑
|α|<n
D2αψ (0)
(2α)!
1∫
ε
dρ
ρ2σ−2|α|−d+1
(2α)!
α! 22|α|
π
d
2
2d
2d−1Γ
(|α|+ d2)
= lim
ε→0+
∑
|α|<n
2π
d
2
22kΓ
(
k + d2
) 1∫
ε
dρ
ρ2σ−2k−d+1
D2αψ (0)
α!
= lim
ε→0+
n−1∑
k=1
∑
|α|=k
2π
d
2
22kΓ
(
k + d2
) 1∫
ε
dρ
ρ2σ−2k−d+1
D2αψ (0)
α!
= lim
ε→0+
n−1∑
k=1
2π
d
2
22kΓ
(
k + d2
) 1∫
ε
dρ
ρ2σ−2k−d+1
∑
|α|=k
D2αψ (0)
α!
= lim
ε→0+
n−1∑
k=1
2π
d
2
22kk! Γ
(
k + d2
) 1∫
ε
dρ
ρ2σ−2k−d+1
(
|D|2k ψ
)
(0) ,
where the last step used the second identity of A.2 in the Appendix.
9.2 The spaces X01/w and X
0
1/w 381
We now consider two subcases: 2σ − d 6= 2, 4, 6, . . .and 2σ − d = 2, 4, 6, . . ..
Subcase 2σ − d 6= 2, 4, 6, . . . Here 2σ − 2k − d > 0 for 1 ≤ k ≤ n− 1 and
1∫
ε
dρ
ρ2σ−2k−d+1
=
1
2σ − 2k − d
(
1
ε2σ−2k−d
− 1
)
,
so that if we set
ak =
π
d
2
22k−1k! Γ
(
k + d2
)
(2σ − 2k − d)
(
|D|2k ψ
)
(0) , (9.30)
then ∫
|·|≤1
1
|·|2σ
∑
|β|<2n
xβ
β!
Dβψ (0) dx = lim
ε→0+
n−1∑
k=1
ak
(
1
ε2σ−2k−d
− 1
)
= lim
ε→0+
n−1∑
k=1
ak
ε2σ−2k−d
−
n−1∑
k=1
ak. (9.31)
It is now not difficult to show that the limit 9.31 exists iff ak = 0 for 1 ≤ k ≤ n− 1 i.e. iff(
|D|2k ψ
)
(0) = 0, 1 ≤ k ≤ n− 1.
Subcase 2σ − d = 2, 4, 6, . . . When k = n− 1, 2σ − 2k − d = 0 and so 2σ − d = 2 (n− 1). When k < n− 1,
2σ − 2k − d > 0. Thus∫
|·|≤1
1
|·|2σ
∑
|β|<2n
xβ
β!
Dβψ (0) dx
= 2 π
d
2 lim
ε→0+
n−1∑
k=1
1
22kk! Γ
(
k + d2
) 1∫
ε
dρ
ρ2σ−2k−d+1
(
|D|2k ψ
)
(0)
= lim
ε→0+
n−2∑
k=1
π
d
2
22k−1k! Γ
(
k + d2
) 1∫
ε
dρ
ρ2σ−2k−d+1
(
|D|2k ψ
)
(0)+
+
π
d
2
22n−3 (n− 1)! Γ (n− 1 + d2)
1∫
ε
dρ
ρ2σ−2(n−1)−d+1
(
|D|2(n−1) ψ
)
(0)

= lim
ε→0+
n−2∑
k=1
π
d
2
22k−1k! Γ
(
k + d2
) 1∫
ε
dρ
ρ2(n−k)−1
(
|D|2k ψ
)
(0)+
+
π
d
2
22n−3 (n− 1)! Γ (n− 1 + d2)
1∫
ε
dρ
ρ
(
|D|2(n−1) ψ
)
(0)

= lim
ε→0+
(
n−2∑
k=1
π
d
2
(
1
ε2(n−k−1) − 1
)
22kk! Γ
(
k + d2
)
(n− k − 1)
(
|D|2k ψ
)
(0)+
+
π
d
2 ln (1/ε)
22n−3 (n− 1)! Γ (n− 1 + d2)
(
|D|2(n−1) ψ
)
(0)
)
.
Now if we set
bk =

pi
d
2
22kk! Γ(k+ d2 ) (n−k−1)
(
|D|2k ψ
)
(0) , k = 1, . . . , n− 2,
pi
d
2
22n−3(n−1)! Γ(n−1+ d2 )
(
|D|2(n−1) ψ
)
(0) , k = n− 1,
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it follows that ∫
|·|≤1
1
|·|2σ
∑
|β|<2n
xβ
β!
D2βψ (0)dx
=

lim
ε→0+
bn−1 ln (1/ε) , n = 2,
lim
ε→0+
(
n−2∑
k=1
bk
(
1
ε2(n−k−1) − 1
)
+ bn−1 ln (1/ε)
)
, n ≥ 3,
=

lim
ε→0+
bn−1 ln (1/ε) , n = 2,
lim
ε→0+
(
b1
ε2(n−2) +
b2
ε2(n−3) + . . .+
bn−2
ε2 + bn−1 ln (1/ε)
)
−
n−2∑
k=1
bk, n ≥ 3,
and these limits exist iff bk = 0 when 1 ≤ k ≤ n− 1 i.e.(
|D|2k ψ
)
(0) = 0, 1 ≤ k ≤ n− 1. (9.32)
Thus the conclusion of these two subcases is the same, namely 9.32. Combining this result with 9.26 we deduce
that (
|D|2k ψ
)
(0) = 0, 0 ≤ k ≤ n− 1. (9.33)
The final step in this proof is to show by induction on n ≥ 2 that 9.33 implies φ ∈ S∅,n. When n = 2 we use
9.33 to deduce that
0 =
(
|D|2 ψ
)
(0) =
d∑
i=1
D2iψ (0) =
d∑
i=1
D2i
(
φφ
)
(0)
=
d∑
i=1
(
2 |Diφ (0)|2 + φ (0)D2i φ (0) + φ (0)D2i φ (0)
)
=
d∑
i=1
2 |Diφ (0)|2 ,
and so Diφ (0) = 0 for i = 1, . . . , d i.e. φ ∈ S∅,n when n = 2.
Now assume the result is true for arbitrary n. Then if |α| = n+ 1, applying Leibniz’ theorem gives
D2αψ (0) =
∑
β≤2α
(
2α
β
)(
Dβφ
)
(0)
(
D2α−βφ
)
(0)
=
∑
β<α
(
2α
β
)(
Dβφ
)
(0)
(
D2α−βφ
)
(0) +
∑
β=α
(
2α
β
)(
Dβφ
)
(0)
(
D2α−βφ
)
(0)+
+
∑
β>α
(
2α
β
)(
Dβφ
)
(0)
(
D2α−βφ
)
(0)
=
∑
β<α
(
2α
β
)(
Dβφ
)
(0)
(
D2α−βφ
)
(0) +
(
2α
α
)
(Dαφ) (0)
(
Dαφ
)
(0)+
+
∑
β<α
(
2α
β
)(
D2α−βφ
)
(0)
(
Dβφ
)
(0)
=
(
2α
α
)
|Dαφ (0)|2 ,
where the last step is valid since β < α implies |β| < |α| = n+ 1 and hence Dβφ (0) = 0. We now have
0 =
(
|D|2(n+1) ψ
)
=
∑
|α|=n+1
1
α!
(
2α
α
)
|Dαφ (0)|2 ,
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and so Dαφ (0) = 0 whenever |α| = n+ 1, which completes the inductive argument.
Finally, we prove inequality 9.23. We now know that if
∫
|·|≤1
|φ|2
|·|2σ < ∞ then φ ∈ S∅,n. Thus the Taylor series
expansion of Section A.8 can be used to write
φ (x) = (Rnφ) (0, x) , n = 1, 2, 3, . . . ,
with remainder estimate A.19:
|(Rnφ) (0, x)| ≤ |x|n
∑
|β|=n
max
y∈[0,x]
∣∣(Dβφ) (y)∣∣ ≤ |x|n ∑
|β|=n
∥∥Dβφ∥∥∞ .
Hence
∫
|·|≤1
|φ|2
|·|2σ ≤
∫
|·|≤1
|(Rnφ) (0, ·)|2
|·|2σ ≤
(∫
|·|≤1
|·|2n
|·|2σ
)∑
|β|=n
∥∥Dβφ∥∥∞
2
=
(∫
|·|≤1
1
|·|2σ−2n
)∑
|β|=n
∥∥Dβφ∥∥∞
2 ,
and we set kσ =
∫
|·|≤1
1
|·|2σ−2n .
Case 1 implies that this inequality also holds for n = 0. This proves the estimate 9.23.
Using the spherical polar change of variables 9.28 and the formula 9.29 we obtain
2n > 2σ − d∫
|x|≤1
dx
|x|2σ−2n =
1∫
0
∫
[0,pi2 ]
d−1
1
ρ2σ−2n
ρd
d−1∏
j=1
(sinφj)
j−1
dφdρ
=
 1∫
0
ρ2n−2σ+ddρ

 pi/2∫
0
dφ1

 pi/2∫
0
sinφ2dφ2
 . . .
 pi/2∫
0
(sinφd−1)
d−2 dφ2

=
1
2n− 2σ + d+ 1
 pi/2∫
0
dφ1

 pi/2∫
0
sinφ2dφ2
 . . .
 pi/2∫
0
(sinφd−1)
d−2
dφ2

From 9.29 ∫ pi/2
0
(sinφ)
m
dφ =
Γ
(
m+1
2
)
Γ
(
1
2
)
2 Γ
(
m
2 + 1
) ,
so ∫
|x|≤1
dx
|x|2σ−2n =
1
2n− 2σ + d+ 1
Γ
(
1
2
)
Γ
(
1
2
)
2 Γ (1)
Γ (1) Γ
(
1
2
)
2 Γ
(
3
2
) Γ ( 32)Γ ( 12)
2 Γ (2)
× . . .
× Γ
(
d−1
2
)
Γ
(
1
2
)
2 Γ
(
d
2
)
=
1
2n− 2σ + d+ 1
1
2d−1
Γ
(
1
2
)d
Γ
(
d
2
)
=
1
2n− 2σ + d+ 1
1
2d−1
π
d
2
Γ
(
d
2
)
=
2
2n− 2σ + d+ 1
(√
π
2
) d
2 1
Γ
(
d
2
) .
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Remark 446
1. Does anybody have an easier proof?
2. Since
√
π/2 < 1 the constant
∫
|·|≤1
1
|·|2σ−2n =
2
2n−2σ+d+1
(
√
pi/2)
d/2
Γ(d/2) decreases very rapidly but note that if we
wanted to average the right side we would have to divide the equation by
(∑
|β|=n 1
)2
=
(
d+n−1
n
)2
(part 8
of Definition 679 in the Appendix).
The previous lemma considered some consequences of the existence of
∫
|·|≤1
|φ|2
|·|2σ . We now use simple scaling
arguments to consider
∫
|·|≤r
|φ|2
|·|2σ <∞ for any r > 0.
Lemma 447 Suppose r > 0, σ ≥ 0 and φ ∈ S (Rd). Let n be the smallest non-negative integer such that
2n > 2σ − d.
Then
∫
|·|≤r
|φ|2
|·|2σ <∞ iff φ ∈ S∅,n. Further, if
∫
|·|≤r
|φ|2
|·|2σ <∞ then
∫
|·|≤r
|φ|2
|·|2σ ≤ kσr
2n−2σ+d
∑
|β|=n
∥∥Dβφ∥∥∞
2 , (9.34)
where kσ is given by 9.24.
Proof. The previous lemma considered the case r = 1 and so
∫
|·|≤r
|φ|2
|·|2σ <∞ iff
∫
|·|≤1
|φ|2
|·|2σ <∞ iff φ ∈ S∅,n.
Since
∫
|·|≤r
|φ|2
|·|2σ = r
d−2σ ∫
|y|≤1
|φ(ry)|2
|y|2σ dy we have from the previous lemma
∫
|·|≤r
|φ|2
|·|2σ = r
d−2σ
∫
|y|≤1
|φ (ry)|2
|y|2σ dy = r
d−2σ
∫
|·|≤1
1
|·|2σ−2n
∑
|β|=n
∥∥Dβ (φ (ry))∥∥∞
2
= r2n−2σ+d
∫
|·|≤1
1
|·|2σ−2n
∑
|β|=n
∥∥Dβφ∥∥∞
2
= kσr
2n−2σ+d
∑
|β|=n
∥∥Dβφ∥∥∞
2 .
We now characterize the space Sw,0 for the weight functions of Example 13 as well as showing that w ∈WS;0
(Definition 433).
Theorem 448 Suppose the weight function w is from Example 13. Then:
Sw,0 = S∅,n, (9.35)
where n be the smallest integer such that n > m− (d2 − s) and n ≥ 0. Set σ = m+ s. Further, w ∈WS;0 and
∫
w |φ|2 ≤ max
c2kσr2n−2σ+d,
∫
|·|≥r
w
|·|2τ

∥∥∥(1 + |·|)⌈τ⌉ φ∥∥∥
∞
+
∑
|β|=n
∥∥Dβφ∥∥∞
2 , φ ∈ Sw,0,
where kσ is given by 9.24.
Proof. The weight function properties are:
w (x) =
v (x)
|x|2(m+s)
, |x| ≤ r; 2s < d; 0 < c1 ≤ v (x) ≤ c2,
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which imply that for φ ∈ S,
c1
∫
|·|≤r
1
|·|2m+2s |φ|
2 ≤
∫
|·|≤r
w |φ|2 =
∫
|·|≤r
w |φ|2 +
∫
|·|≥r
w |φ|2 ≤
≤
∫
|·|≤r
w |φ|2 +
∫
|·|≥r
w
|·|2τ |·|
2τ |φ|2
≤ c2
∫
|·|≤r
1
|·|2m+2s |φ|
2
+
 ∫
|·|≥r
w
|·|2τ
∥∥∥(1 + |·|)⌈τ⌉ φ∥∥∥2
∞
, (9.36)
and so φ ∈ Sw,0 iff
∫
|·|≤r
1
|·|2m+2s |φ|
2
<∞. But by Lemma 447, ∫|·|≤r 1|·|2m+2s |φ|2 <∞ iff φ ∈ S∅,n and we can
conclude that S∅,n = Sw,0.
Using 9.34, 9.36 becomes
∫
w |φ|2 ≤ c2kσr2n−2σ+d
∑
|β|=n
∥∥Dβφ∥∥∞
2 +
 ∫
|·|≥r
w
|·|2τ
∥∥∥(1 + |·|)⌈τ⌉ φ∥∥∥2
∞
≤ max
c2kσr2n−2σ+d,
∫
|·|≥r
w
|·|2τ

∥∥∥(1 + |·|)⌈τ⌉ φ∥∥∥
∞
+
∑
|β|=n
∥∥Dβφ∥∥∞
2 .
Remark 449 ?? When is w1Sw,0 ⊂ S where w21 = w and w1 ∈?? etc.?
Lemma 450 Suppose φ ∈ S and n ≥ 1 is an integer. Then φ ∈ S∅,n iff
φ (x) = n
∑
|β|=n
xβ
β!
∫ 1
0
(1− t)n−1 (Dβφ) (tx) dt. (9.37)
Proof. If φ ∈ S∅,n then the Taylor series expansion of φ about the origin
φ (x) =
∑
|β|<n
xβ
β!
Dβφ (0) + n
∑
|β|=n
xβ
β!
∫ 1
0
(1− t)n−1 (Dβφ) (tx) dt,
yields 9.37. On the other hand, if 9.37 holds then
∑
|β|<n
xβ
β!D
βφ (0) = 0 is true for all x and so Dβφ (0) = 0
when |β| < n i.e. φ ∈ S∅,n.
??? The next theorem is a FAILED ATTEMPT at an analogue of Theorem 466.
Theorem 451 Suppose the weight function w is from Example 13 and n ≥ 1.
1. Suppose also that (w1 (x))
2
:= w (x) and 1/w1 ∈ C∞BP . Then 1w1S ⊂ Sw,0.
2. FAILED! If, in addition, w1 (x) x
β ∈ S when |β| = n then Sw,0 = 1w1S.
Proof. Part 1 Clearly 1w1S ⊂ S so that if φ = 1w1ψ for some ψ ∈ S then
∫
w |φ|2 = ∫ |ψ|2 <∞ and 1w1S ⊂ Sw,0.
Part 2 On the other hand, assume φ ∈ Sw,0. Now Theorem 448 implies Sw,0 = S∅,n and so φ ∈ S∅,n.
(w1φ) (x) = n
∑
|β|=n
w1 (x)x
β
β!
∫ 1
0
(1− t)n−1 (Dβφ) (tx) dt ∈ S.
?? HOWEVER the assumptions 1/w1 ∈ C∞BP and w1 (x) xβ ∈ S when |β| = n are incompatible. Indeed
w1 (x)x
β ∈ S when |β| = n implies w |·|2n ∈ S and 1/w1 ∈ C∞BP implies 1/w ∈ C∞BP . Thus |·|2n ∈ 1wS ⊂
C∞BP .S ⊂ S which is a contradiction.
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The extended B-splines
Here we are compelled to use more general extended B-splines here, namely those with weight functions w (ξ) =
ξ2ν
sin2λ ξ
with multi-index parameters λ and ν satisfying λ ≥ ν ≥ 1. Here sin2λ ξ := (sin2λk ξk) = (sin ξk)2λ.
Definition 452 The spaces S⊗,α ({0}), S⊗,α ({x}) and S⊗,α (⊀).
For any multi-index α,
S⊗,α ({0}) = S⊗,α (0)
=
{
S, α = 0,{
φ ∈ S : (Dnkφ) (x′, 0k, x′′) = 0, (x′, x′′) ∈ Rd−1, n < αk, ∀k
}
, α 6= 0.
S⊗,α is endowed with the subspace topology induced by S, and S′⊗,α denotes the corresponding bounded linear
functionals on S⊗,α.
For an arbitrary point
φ ∈ S⊗,α (x) := S⊗,α ({x}) iff φ (·+ x) ∈ S⊗,α (0) .
More generally, for any set Σ ⊂ Rd without a finite cluster point,
S⊗,α (⊀) =
⋂
x∈Σ
S⊗,α ({x}) .
Lemma 453
1. If φ ∈ S⊗,α (⊀) then Dβφ ∈ S⊗,α−β (⊀) when β ≤ α.
2. If φ ∈ S⊗,α (0) then xβφ ∈ S⊗,α+β (0).
3. If φ ∈ S and β ≤ α then φ ∈ S⊗,α−β (0) iff xβφ ∈ S⊗,α (0).
This can be expressed as S⊗,α−β (0) = S ∩ x−βS⊗,α (0).
4. If z+. > 0 and φ ∈ S then φ ∈ S⊗,α−β ({z}) iff xβφ ∈ S⊗,α ({z}).
This can be expressed as S⊗,α ({z}) = S ∩ x−βS⊗,α ({z}).
Parts 3 and 4 can be generalized to:
5. Suppose φ ∈ S, z ∈ Rd and α ≥ (z & 0) .β where
(z & 0)i :=
{
1, if zi = 0,
0, if zi 6= 0.
Then xβφ ∈ S⊗,α ({z}) iff φ ∈ S⊗,α−(z & 0).β ({z}).
This can be expressed as S⊗,α−(z & 0).β ({z}) = S ∩ x−βS⊗,α ({z}).
6. If f ∈ C∞BP and φ ∈ S⊗,α (⊀) then fφ ∈ S⊗,α (⊀). Also f, φ ∈ S⊗,α (⊀) implies fφ ∈ S⊗,α (⊀).
Proof. Part 1 Follows directly from the definition of S⊗,α (⊀).
Part 2 Use 1-dimensional binomial theorem.
Part 3 From part 2, φ ∈ S⊗,α−β (0) implies xβφ ∈ S⊗,α (0).
Conversely, suppose xβφ ∈ S⊗,α (0). Now
Dmk
(
xβφ
)
=
m∑
n=0
(
m
n
) (
Dnkx
β
)
Dm−nk φ =
min{βk,m}∑
n=0
(
m
n
) (
Dnkx
β
)
Dm−nk φ
=
min{βk,m}∑
n=0
(
m
n
)
βk!
(βk−n)!x
β−nekDm−nk φ, (9.38)
and we consider three cases:
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Case m < βk < αk Here
Dmk
(
xβφ
)
=
m∑
n=0
(
m
n
)
αk!
(αk−n)!x
β−nekDm−nk φ,
so
m∑
n=0
(
m
n
)
αk!
(αk−n)!x
β−nek (Dm−nk φ) (x′, 0k, x′′) = 0,
and hence xβφ ∈ S⊗,α (0) supplies no new information.
Case m = βk < αk In this case 9.38 becomes
Dmk
(
xβφ
)
=
βk∑
n=0
(
βk
n
)
βk!
(βk−βk)!x
β−nekDβk−nk φ,
and hence xβφ ∈ S⊗,α (0) implies
0 = Dmk
(
xβφ
)
(x′, 0k, x′′) = βk! (x′)
β′
(x′′)β
′′
φ (x′, 0k, x′′) ,
i.e.
φ (x′, 0k, x′′) = 0, ∀x.
Case βk < m < αk Observe that 9.38 is now
Dmk
(
xβφ
)
=
βk∑
n=0
(
m
n
)
βk!
(βk−n)!x
β−nekDm−nk φ,
and so xβφ ∈ S⊗,α (0) implies
0 = Dmk
(
xβφ
)
(x′, 0k, x′′)
=
βk∑
n=0
(
m
n
)
βk!
(βk−n)! (x
′, 0k, x′′)
β−nek (Dm−nk φ) (x′, 0k, x′′)
=
(
m
βk
)
βk!
(βk−βk)! (x
′, 0k, x′′)
β−βkek
(
Dm−βkk φ
)
(x′, 0k, x′′)
=
(
m
βk
)
βk! (x
′)β
′
(x′′)β
′′ (
Dm−βkk φ
)
(x′, 0k, x′′) ,
which means that
(
Dm−βkk φ
)
(x′, 0k, x′′) = 0 when βk < m < αk i.e.
(Dmk φ) (x
′, 0k, x′′) = 0, 0 < m < αk.
The the second and third cases now yield
(Dmk φ) (x
′, 0k, x′′) = 0, 0 ≤ m < αk,
so that φ ∈ S⊗,α−β (0), as claimed.
Part 4 ?? FINISH!
Part 5 ?? FINISH! Approach: since z 6= 0 and z+ > 0 we can permute z so that it has the form (0′, z′′)
where z′′+ > 0. Now apply parts 3 and 4.
Part 6 Note that fφ ∈ S.
Lemma 455 is based on the following result which we supply without proof.
Lemma 454 Suppose p is a polynomial of degree at most n− 1 on R1. Then the integral lim
ε→0+
∫ 1
ε
p(x)
xn dx exists
iff p = 0.
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Lemma 455 Suppose m ≥ 1 is an integer and φ ∈ S (Rd). Then:
1. If ∫ 1
0
φ (b′, xk, b′′)
x2mk
dxk, (9.39)
exists a.e. for b = (b′, b′′) ∈ Rd−1 it follows that 9.39 exists for all b ∈ Rd−1 and that
(Dnkφ) (b
′, 0, b′′) = 0 for n < 2m and all b ∈ Rd−1.
2. The integral 9.39 exists for some b = (b′, b′′) ∈ Rd−1 iff (Dnkφ) (b′, 0, b′′) = 0 for n < 2m.
Proof. Part 1 Set ψb (s) = φ (b
′, s, b′′). Hence ψb ∈ S
(
R1
)
for any b. Assume lim
ε→0+
∫ 1
ε
ψb(s)
s2m ds exists for some b.
Now using the Taylor series expansion with remainder A.21 we have for ε > 0
∫ 1
ε
ψb (s)
s2m
ds =
∫ 1
ε
2m−1∑
k=0
sk
k!D
kψb (0) +
s2m
2m!
(
D2mψb
)
(t (s) s)
s2m
ds
=
∫ 1
ε
2m−1∑
k=0
sk
k!D
kψb (0)
s2m
ds+
1
(2m)!
∫ 1
ε
(
D2mψb
)
(t (s) s) ds, (9.40)
where 0 < t (s) < 1. Since D2mψb is bounded the last integral exists and Lemma 454 implies D
kψb (0) = 0 for
k < 2m and ∫ 1
0
ψb (s)
s2m
ds =
1
(2m)!
∫ 1
0
(
D2mψb
)
(t (s) s) ds
=
1
(2m)!
∫ 1
0
(
D2mk ψ
)
(b′, t (s) s, b′′) ds.
But the last term is a continuous function of b so 9.39 exists for all b and (Dnkφ) (b
′, 0, b′′) = 0 for n < 2m and
all b ∈ Rd−1.
Part 2 An easy consequence of part 1.
Lemma 456 Suppose φ ∈ S⊗,α (0). Then:
1. If α ≥ 1 then there exist functions tk : Rd → (0, 1) such that
φ (ξ) =
{ ξα
α! (D
αφ) (t1 (ξ) ξ1, . . . , td (ξ) ξd) ,
ξα
α! (D
αφ) (t (ξ) .ξ) ,
}
, ξ ∈ Rd. (9.41)
2. If 0 ≤ δ ≤ 1 and α ≥ 1 there exist functions tk : Rd → (0, 1] such that tk = 1 when δk = 0 and
tk : Rd → (0, 1) when δk = 1, and such that
φ (ξ) =
ξα.δ
(α.δ)!
(
Dα.δφ
)
(t1 (ξ) ξ1, . . . , td (ξ) ξd) , ξ ∈ Rd, (9.42)
where . is the component-wise product.
3. If α ≥ 0 then there exist functions tk : Rd → (0, 1] such that tk = 1 when αk = 0 and tk : Rd → (0, 1) when
αk > 0, and such that
φ (ξ) =
ξα
α!
(Dαφ) (t1 (ξ) ξ1, . . . , td (ξ) ξd) , ξ ∈ Rd. (9.43)
Proof. Part 1 For successive coordinates ξ1, ξ2, ξ3, . . . we use the Taylor series expansion with remainder A.21
about zero. Since φ ∈ S⊗,α (0), for the first coordinate there exists a function 0 < t1 (ξ) < 1 such that
φ (ξ1, ξ
′) =
∑
k<α1
ξk1
k!
Dk1φ (0, ξ
′) +
ξα11
α1!
Dα11 φ (t1 (ξ) ξ1, ξ
′) =
ξα11
α1!
Dα11 φ (t1 (ξ) ξ1, ξ
′) .
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For the second coordinate
Dα11 φ (t1 (ξ) ξ1, ξ2, ξ
′′) =
∑
k<α2
ξk2
k!
Dα11 D
k
2φ (t1 (ξ) ξ1, 0, ξ
′′) +
ξα22
α2!
Dα11 D
α2
2 φ (t1 (ξ) ξ1, t2 (ξ) ξ2, ξ
′′)
=
ξα22
α2!
Dα11 D
α2
2 φ (t1 (ξ) ξ1, t2 (ξ) ξ2, ξ
′′) ,
so that
φ (ξ) =
ξα11
α1!
ξα22
α2!
Dα11 D
α2
2 φ (t1 (ξ) ξ1, t2 (ξ) ξ2, ξ
′′) ,
and exhausting the coordinates yields 9.43.
Part 2 Equation 9.42 is just the result of only applying the preceding Taylor series expansion to the coordinates
specified by the binary multi-index δ.
Part 3 We apply part 2. So let δk =
{
0, αk = 0,
1, αk ≥ 1,
}
and define βk =
{
1, αk = 0,
αk, αk ≥ 1,
}
. Then 0 ≤ δ ≤ 1,
β ≥ 1 and β.δ = α and we can apply part 2 with α replaced by β.
Lemma 457 Suppose m ≥ 1 is an integer and ψ ∈ S (Rd). Then:
1. If the integral ∫ 1
0
|ψ (b′, xk, b′′)|2
x2mk
dxk, (9.44)
exists for almost all b = (b′, b′′) ∈ Rd−1 it follows that 9.44 exists for all b ∈ Rd−1 and that (Dnkψ) (b′, 0, b′′) =
0 for n < m and all b ∈ Rd−1.
2. The integral 9.44 exists for some b = (b′, b′′) ∈ Rd−1 iff (Dnkψ) (b′, 0, b′′) = 0 for n < m.
Proof. Part 1 From Lemma 455, if 9.44 exists for almost all b it exists for all b ∈ Rd−1 and(
Dnk
(
|ψ|2
))
(b′, 0, b′′) = 0 for n < m and all b ∈ Rd−1. Lemma 424 now implies that (Dnkψ) = 0 for n < m
and all b ∈ Rd−1.(b′, 0, b′′)
Part 2 If 9.44 exists then part 1 implies (Dnkψ) (b
′, 0, b′′) = 0 for n < m. The converse is easily proved using a
Taylor series expansion.
The next result characterizes the spaces S⊗,m.
Lemma 458 Suppose ψ ∈ S (Rd) and α ≥ 0. Then the integral∫
1
0
|ψ (x)|2
x2α
dx :=
∫ 1
0
. . .
∫ 1
0
|ψ (x)|2
x2α
dx, (9.45)
exists iff ψ ∈ S⊗,α (0).
Proof. Suppose that ψ ∈ S⊗,α (0). Then equation 9.43 implies that the integral 9.45 exists. Conversely, if 9.45
exists we have ∫
1
0
|ψ (x)|2
x2α
dx ≥
∫
1
′′
0′′
∫ 1
0
∫
1
′
0′
|ψ (x′, xk, x′′)|2
x2αkk
dx′dxkdx′′,
which shows that
∫ 1
0
|ψ(x′,xk,x′′)|2
x
2αk
k
dxk exists for almost all (x
′, x′′) ∈ Rd−1. Lemma 457 now implies that∫ 1
0
|ψ(x′,xk,x′′)|2
x
2αk
k
dxk exists for all (x
′, x′′) ∈ Rd−1 and that (Dnkψ) (x′, 0, x′′) = 0 for n < αk and all (x′, x′′) ∈
Rd−1. Since we can choose k = 1, . . . , d it follows that ψ ∈ S⊗,α (0).
The next result characterizes the spaces S⊗,α in terms an integral-form Taylor series remainder.
Lemma 459 Suppose φ ∈ S. Then:
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1. φ ∈ S⊗,α (0) for some α ≥ 1 iff
φ (ξ) = ξ
α
(α−1)!
∫
1
0
(1− τ1)α1−1 . . . (1− τd)αd−1 (Dαφ) (τ1ξ1, . . . , τdξd) dτ1 . . . dτd
= ξ
α
(α−1)!
∫
1
0
(1− τ)α−1 (Dαφ) (τ.ξ) dτ
}
, (9.46)
where the second equation uses component-wise notation. See part 7.
2. Suppose α = (α′,0′′) where α′ ≥ 1′. Then φ ∈ S⊗,α (0) iff
φ (ξ) =
(ξ′)α
′
(α′ − 1)!
∫
1
′
0′
(1′ − τ ′)α′−1
(
Dα
′
φ
)
(τ ′.ξ′, ξ′′) dτ ′.
3. If α ≥ 0 then φ ∈ S⊗,α (0) iff
φ (ξ) =
ξα
(α− 1)!
∫
1
0
(1− τ)α−(α.>0) (Dαφ)
(
τ (α.>0).ξ
)
dτ, (9.47)
where (−1)! := 1; the logical operator (α. > 0) is defined by: (α. > 0)k = 1 if αk > 0 and (α > 0)k = 0
if αk = 0.
4. If α ≥ 0 and z ∈ Rd then φ ∈ S⊗,α (z) iff
φ (ξ) =
(ξ − z)α
(α− 1)!
1∫
0
(1− τ)α−(α.>0) (Dαφ)
(
z + τ (α.>0). (ξ − z)
)
dτ.
Further, when β ≤ α,
Dβφ (ξ) =
(ξ − z)α−β
(α− β − 1)!
1∫
0
(1− τ)α−β−(α.>β) (Dαφ)
(
z + τ (α.>β). (ξ − z)
)
dτ.
5. If φ ∈ S⊗,α (0) for some α ≥ 1 then
|φ (ξ)| ≤ ξ
α
+
α!
max
R[0,ξ]
|Dαφ (·)| , ξ ∈ Rd,
where R [0, ξ] = R [min {0, ξ} ,max {0, ξ}] = {τ.ξ : 0 ≤ τ ≤ 1} - see Definition 680 of the Appendix.
6. If φ ∈ S⊗,α (z) for some α ≥ 1 then
|φ (ξ)| ≤ |(ξ − z)
α|
α!
max
R[z,ξ]
|Dαφ (·)| , ξ ∈ Rd.
7. If φ ∈ S⊗,α (0) for some α ≥ 1 then
φ (ξ) =
(sgn ξ)
1
(α− 1)!
∫ max{0,ξ}
min{0,ξ}
(ξ − η)α−1Dαφ (η) dη,
where, R [0, ξ] = R (min {0, ξ} ,max {0, ξ}). Further, for all ξ ∈ Rd we have the L1 estimate∣∣∣∣φ (ξ)ξα
∣∣∣∣ ≤ 1(α− 1)! 1|ξ1|
∫ max{0,ξ}
min{0,ξ}
|Dαφ| ,
and the L2 estimate ∣∣∣∣φ (ξ)ξα
∣∣∣∣ ≤ 1√2α− 1 (α− 1)!
(
1
|ξ1|
∫ max{0,ξ}
min{0,ξ}
|Dαφ|2
)1/2
.
Here
∫max{0,ξ}
min{0,ξ} =
∫
R[0,ξ]
. See part 5.
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8. If φ ∈ S⊗,α (z) for some α ≥ 1 then for all ξ ∈ Rd,
φ (ξ) =
(ζ − z)α
(α− 1)!
∫
1
0
(1− τ)α−1 (Dαφ) (τ.ζ + (1− τ) .z)dτ
=
(sgn (ξ − z))1
(α− 1)!
∫ max{z,ξ}
min{z,ξ}
(ξ − σ)α−1Dαφ (σ) dσ,
and ∣∣∣∣ φ (ξ)(ξ − z)α
∣∣∣∣ ≤ 1(α− 1)! 1∣∣∣(ξ − z)1∣∣∣
∫ max{z,ξ}
min{z,ξ}
|Dαφ| ,
and ∣∣∣∣ φ (ξ)(ξ − z)α
∣∣∣∣ ≤ 1√2α− 1 (α− 1)!
 1∣∣∣(ξ − z)1∣∣∣
max{z,ξ}∫
min{z,ξ}
|Dαφ|2

1/2
.
Here
∫max{z,ξ}
min{z,ξ} =
∫
R[z,ξ]
. See part 5.
Proof. Part 1 Since φ ∈ S⊗,α (0) implies Dk1φ (01, ·) = 0 for k < α1, we have
φ (ξ1, ξ
′) =
∑
k<α1
ξk1
k!
Dk1φ (0, ξ
′) +
ξα11
(α1 − 1)!
∫ 1
0
(1− τ1)α1−1 (Dα11 φ) (τ1ξ1, ξ′) dτ1
=
ξα11
(α1 − 1)!
∫ 1
0
(1− τ1)α1−1 (Dα11 φ) (τ1ξ1, ξ′) dτ1.
Since ψ ∈ S⊗,α (0), we have (Dα11 φ) (τ1ξ1, ξ′) = Dk2φ (τ1ξ1, 01, ξ′′) = 0 for k < α2, which implies
(Dα11 φ) (τ1ξ1, ξ2, ξ
′′) =
ξα12
(α1 − 1)!
∫ 1
0
(1− τ2)α1−1 (Dα11 Dα22 φ) (τ1ξ1, τ2ξ2, ξ′′) dτ2,
and so
φ (ξ1, ξ2, ξ
′′)
=
ξα11
(m− 1)!
∫ 1
0
(1− τ1)α1−1 ξ
α2
2
(m− 1)!
∫ 1
0
(1− τ2)α2−1 (Dα11 Dα22 φ) (τ1ξ1, τ2ξ2, ξ′′) dτ2dτ1
=
ξα11 ξ
α2
2
(α1 − 1)! (α2 − 1)!
∫ 1
0
∫ 1
0
(1− τ1)α1−1 (1− τ2)α2−1 (Dα11 Dα22 φ) (τ1ξ1, τ2ξ2, ξ′′) dτ1dτ2,
and
φ (ξ) =
(ξ′)α
′
(α′ − 1′)!
∫ 1′
0′
(1′ − τ ′)α′−1
(
Dα
′
φ
)
(τ ′.ξ′, ξ′′) dτ ′, (9.48)
and continuing in this manner until exhaustion proves 9.46.
Conversely, if 9.46 is true then |φ (ξ)| ≤ |ξα|α! ‖Dαφ‖∞ and so
∫ 1
0
|φ(ξ)|2
ξ2α dξ < ∞ and Lemma 458 implies
φ ∈ S⊗,α (0).
Part 2 Examining part 1 it is clear that in this case 9.48 holds.
Part 3 Choose a permutation π such that πα = β = (β′,0′′) with β′ ≥ 1′. Now set πξ = η and ψ (η) = φ (ξ)
which means that ψ ∈ S⊗,β (0). From part 2, ψ ∈ S⊗,β (0) iff
ψ (η) =
(η′)β
′
(β′ − 1)!
∫
1
′
0′
(1− σ′)β′−1
(
Dβ
′
ψ
)
(σ′.η′, η′′) dσ′
=
ηβ
(β − 1)!
∫
1
0
(1− σ)β−(β.>0) (Dβψ) (σ(β>0).η) dσ.
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The change of variables τ = πσ, dτ = dσ yields
ψ (η) =
ηβ
(β − 1)!
∫ 1
0
(1− πτ)β−(β.>0) (Dβψ) ((πτ)(β.>0) .η) dτ
=
ξα
(α− 1)!
∫ 1
0
(1− τ)α−(α.>0) (Dαψ)
(
τ (α.>0).ξ
)
dτ
= φ (ξ) .
Conversely, suppose 9.47 holds. Then
|φ (ξ)| ≤ |ξ
α|
(α− 1)!
∫
1
0
(1− τ)α−(α.>0)
∣∣∣(Dαφ)(τ (α.>0).ξ)∣∣∣ dτ
≤ |ξ
α|
(α− 1)! ‖D
αφ‖∞ ,
and so
∫ 1
0
|φ(ξ)|2
ξα dξ <∞. An application of Lemma 458 now implies φ ∈ S⊗,α (0).
Part 4 From Definition 452, φ ∈ S⊗,α (z) iff φ (·+ z) ∈ S⊗,α (0), and φ ∈ S⊗,α (z) implies Dβφ ∈ S⊗,α−β (z).
Part 5 From part 1,
|φ (ξ)| ≤ ξ
α
+
(α− 1)!
∫
1
0
(1− τ)α−1 |(Dαφ) (τ.ξ)| dτ
≤ ξ
α
+
(α− 1)! maxR[0,ξ] |D
αφ|
∫ 1
0
(1− τ)α−1 dτ
=
ξα+
(α− 1)! maxR[0,ξ] |D
αφ|
∫
1
0
τα−1dτ
=
ξα+
α!
max
R[0,ξ]
|Dαφ| .
Part 6 From part 5, if φ ∈ S⊗,α (0) for some α ≥ 1 then
|φ (ξ)| ≤ ξ
α
+
α!
max
η∈R[0,ξ]
|Dαφ (η)| , ξ ∈ Rd.
From Definition 452, ψ ∈ S⊗,α (z) iff ψ (z + ·) ∈ S⊗,α (0) and so
|ψ (ξ + z)| ≤ ξ
α
+
α!
max
η∈R[0,ξ]
|Dαψ (η + z)| , ξ ∈ Rd.
|ψ (ζ)| ≤ (ζ − z)
α
+
α!
max
η∈R[0,ζ−z]
|Dαψ (η + z)| , ζ ∈ Rd.
=
(ζ − z)α+
α!
max
η∈R[z,ζ]
|Dαψ (η)| , ζ ∈ Rd.
Part 7 From part 1,
φ (ξ) =
ξα
(α− 1)!
∫ 1
0
(1− τ)α−1 (Dαφ) (τ.ξ) dτ.
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Applying the change of variables: η = τ.ξ, dη =
∣∣ξ1∣∣ dτ gives for ξ. 6= 0,
φ (ξ) =
ξα
(α− 1)!
∫ 1
0
(
1− η
ξ
)α−1
Dαφ (η)
dη
|ξ1|
=
1
(α− 1)!
ξ1
|ξ1|
∫
R[0,ξ]
(ξ − η)α−1Dαφ (η) dη
=
(sgn ξ)
1
(α− 1)!
∫
R[0,ξ]
(ξ − η)α−1Dαφ (η) dη
=
(sgn ξ)
1
(α− 1)!
∫ max{0,ξ}
min{0,ξ}
(ξ − η)α−1Dαφ (η) dη,
where R [0, ξ] = R (min {0, ξ} ,max {0, ξ}). Further
|φ (ξ)| ≤ 1
(α− 1)!
max{0,ξ}∫
min{0,ξ}
∣∣∣(ξ − η)α−1∣∣∣ |Dαφ (η)| dη (9.49)
≤
∣∣ξα−1∣∣
(α− 1)!
max{0,ξ}∫
min{0,ξ}
|Dαφ| ,
and so ∣∣∣∣φ (ξ)ξα
∣∣∣∣ ≤ 1(α− 1)! 1|ξ1|
max{0,ξ}∫
min{0,ξ}
|Dαφ| .
Also, from 9.49,
|φ (ξ)| ≤ 1
(α− 1)!
 max{0,ξ}∫
min{0,ξ}
(ξ − η)2(α−1) dη

1/2 max{0,ξ}∫
min{0,ξ}
|Dαφ|2

1/2
,
where
max{0,ξ}∫
min{0,ξ}
(ξ − η)2(α−1) dη =
max{0,ξ}∫
min{0,ξ}
(η − ξ)2(α−1) dη =
max{−ξ,0}∫
min{−ξ,0}
ζ2(α−1)dζ =
=
max{ξ,0}∫
min{ξ,0}
ζ2(α−1)dζ =
∣∣ξ2α−1∣∣
2α− 1 ,
so that
|φ (ξ)| ≤ 1
(α− 1)!
∣∣ξ2α−1∣∣1/2
(2α− 1)1/2
 max{0,ξ}∫
min{0,ξ}
|Dαφ|2

1/2
=
1
(α− 1)!
|ξα|
(2α− 1)1/2
 1|ξ1|
max{0,ξ}∫
min{0,ξ}
|Dαφ|2

1/2
,
i.e. ∣∣∣∣φ (ξ)ξα
∣∣∣∣ ≤ 1
(2α− 1)1/2 (α− 1)!
 1|ξ1|
max{0,ξ}∫
min{0,ξ}
|Dαφ|2

1/2
,
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as claimed.
Part 8 From Definition 452, φ ∈ S⊗,α (z) iff φ (·+ z) ∈ S⊗,α (0). So from part 1,
φ (ξ + z) =
ξα
(α− 1)!
∫ 1
0
(1− τ)α−1 (Dαφ) (τ.ξ + z) dτ.
φ (ζ) =
(ζ − z)α
(α− 1)!
∫
1
0
(1− τ)α−1 (Dαφ) (τ. (ζ − z) + z)dτ
=
(ζ − z)α
(α− 1)!
∫
1
0
(1− τ)α−1 (Dαφ) (τ.ζ + (1− τ) .z)dτ,
and from part 7
φ (ξ + z) =
(sgn ξ)
1
(α− 1)!
∫ max{0,ξ}
min{0,ξ}
(ξ − η)α−1Dαφ (η + z) dη.
φ (ζ) =
(sgn (ζ − z))1
(α− 1)!
∫ max{0,η−z}
min{0,η−z}
(ζ − z − η)α−1Dαφ (η + z)dη
: σ = η + z, dσ = dη ⇒
=
(sgn (ζ − z))1
(α− 1)!
∫ max{z,ζ}
min{z,ζ}
(ζ − σ)α−1Dαφ (σ) dσ.
Also from part 7, ∣∣∣∣φ (ξ + z)ξα
∣∣∣∣ ≤ 1(α− 1)! 1|ξ1|
∫ max{0,ξ}
min{0,ξ}
|Dαφ (·+ z)| , ∀ξ,
so that: ζ = ξ + z ⇒ ∣∣∣∣ φ (ζ)(ζ − z)α
∣∣∣∣ ≤ 1(α− 1)! 1∣∣∣(ζ − z)1∣∣∣
∫ max{0,ζ−z}
min{0,ζ−z}
|Dαφ (η + z)| dη
: σ = η + z ⇒
=
1
(α− 1)!
1∣∣∣(ζ − z)1∣∣∣
∫ max{z,ζ}
min{z,ζ}
|Dαφ (σ)| dσ.
Remark 460 What about replacing Dα by a difference?
?? ADD BLURB!
Lemma 461 Suppose ψ ∈ S⊗,α
(
πZd
)
for some α ≥ 1. Then:
1. For all β ∈ Zd,
|ψ (ξ)| ≤ |(ξ − πβ)
α|
α!
max
piβ+pi2 I0
|Dαψ (·)| , ξ ∈ πβ + πI0,
|ψ (ξ)| ≤ (π/2)
|α|
α!
‖Dαψ‖∞ , ξ ∈ Rd,
where I0 = R [−1,1].
2. For all β ∈ Zd, ∣∣∣∣ ψ (ξ)sinα ξ
∣∣∣∣ ≤ (π/2)|α|α! maxpiβ+pi2 I0 |Dαψ (·)| , ξ ∈ πβ + π2 I0.
Further ∣∣∣∣ ψ (ξ)sinα ξ
∣∣∣∣ ≤ (π/2)|α|α! ‖Dαψ‖∞ , ξ ∈ Rd.
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3. If f ∈ C∞BP then
|ψ (ξ)| ≤ (π/2)
|α|
α!
‖Dα (fψ)‖∞
sinα ξ
f (ξ)
, ξ ∈ Rd.
4. Suppose f ∈ C∞BP and
∣∣∣ f(x)f(y) ∣∣∣ ≤ Cf whenever |x− y| ≤ π.
Then
|ψ (ξ)| ≤ Cf (π/2)
|α|
α!
‖fDαψ‖∞
sinα ξ
f (ξ)
, ξ ∈ Rd.
The functions f (x) =
(
|a|2 + |x|2
)µ
where µ > 0, satisfy the specified condition when
Cf =
(
1 + max
{
1, 2pi
2
|a|2
})µ
.
5. If 0 ≤ ν ≤ 1 then ∑
β∈Zd
|ψ (π (β + ν))| ≤ π
|α−1|
(α− 1)!
∫
|Dαψ| ,
and ∑
β∈Zd
|ψ (π (β + ν))|2 ≤ π
|2α−1|
(2α− 1)1 ((α− 1)!)2
∫
|Dαψ|2 .
Observe that the left hand sides of these two inequalities are actually multi-periodic functions of ν with
periods {0, 1}d \ 0.
Proof. Part 1 Use part 6 of Lemma 459.
Part 2 From part 1,
|ψ (ξ)| ≤ |(ξ − πβ)
α|
α!
max
piβ+pi2 I0
|Dαψ (·)| , ξ ∈ πβ + π
2
I0.
Hence, when ξ ∈ πβ + pi2 I0,∣∣∣∣ ψ (ξ)sinα ξ
∣∣∣∣ ≤ 1α!
∣∣∣∣(ξ − πβ)αsinα ξ
∣∣∣∣ maxpiβ+pi2 I0 |Dαψ (·)| ≤ 1α! maxpi2 I0
∣∣∣∣ ζαsinα ζ
∣∣∣∣ maxpiβ+pi2 I0 |Dαψ (·)|
=
(π/2)
|α|
α!
max
piβ+pi2 I0
|Dαψ (·)| .
Part 3 From part 6 of Lemma 453, fψ ∈ S⊗,α
(
πZd
)
and hence by part 8,
∣∣∣∣ (fψ) (ξ)sinα ξ
∣∣∣∣ ≤ (π/2)|α|α! ‖Dα (fψ)‖∞ , ξ ∈ Rd.
i.e.
|ψ (ξ)| ≤ (π/2)
|α|
α!
‖Dα (fψ)‖∞
sinα ξ
f (ξ)
, ξ ∈ Rd.
Part 4 From part 2, for all β ∈ Zd,∣∣∣∣ ψ (ξ)sinα ξ
∣∣∣∣ ≤ (π/2)|α|α! maxη∈piβ+pi2 I0 |Dαψ (η)| , ξ ∈ πβ + π2 I0.
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Now
∣∣∣∣ ψ (ξ)sinα ξ
∣∣∣∣ ≤ (π/2)|α|α! maxη∈piβ+pi2 I0 |f (ξ)D
αψ (η)|
f (ξ)
=
(π/2)
|α|
α!
max
η∈piβ+pi2 I0
∣∣∣ f(ξ)f(η)f (η)Dαψ (η)∣∣∣
f (ξ)
≤ (π/2)
|α|
α!
Cf max
η∈piβ+pi2 I0
|f (η)Dαψ (η)|
f (ξ)
≤ (π/2)
|α|
α!
Cf
‖fDαψ‖∞
f (ξ)
.
Also
∣∣∣∣f (x)f (y)
∣∣∣∣ =
(
|a|2 + |x|2
|a|2 + |y|2
)µ
≤
 |a|2 + 2 |x− y|2 + 2 |y|2(
|a|2 + |y|2
)µ
µ ≤ ( |a|2 + 2π2 + 2 |y|2|a|2 + |y|2
)µ
=
=
(
1 +
2π2 + |y|2
|a|2 + |y|2
)µ
≤
(
1 + max
{
1,
2π2
|a|2
})µ
,
and so we can choose Cf =
(
1 + max
{
1, 2pi
2
|a|2
})µ
.
Part 5 From part 8 of Lemma 459,
∣∣∣∣ ψ (ξ)(ξ − z)α
∣∣∣∣ ≤ 1(α− 1)! 1∣∣∣(ξ − z)1∣∣∣
max{z,ξ}∫
min{z,ξ}
|Dαψ| , β ∈ Zd,
and when z = π (β − ν′), ξ = π (β + ν), ν + ν′ = 1, ν, ν′ ≥ 0 this inequality becomes,
∣∣∣∣ψ (π (β + ν))(π1)α
∣∣∣∣ ≤ 1(α− 1)! 1∣∣∣(π1)1∣∣∣
pi(β+ν)∫
pi(β−ν′)
|Dαψ| , β ∈ Zd.
|ψ (π (β + ν))| ≤ π
|α−1|
(α− 1)!
pi(β+ν)∫
pi(β−ν′)
|Dαψ| , β ∈ Zd.
which implies
∑
β∈Zd
|ψ (π (β + ν))| ≤ π
|α−1|
(α− 1)!
∫
|Dαψ| .
Again from part 8 of Lemma 459,
∣∣∣∣ ψ (ξ)(ξ − z)α
∣∣∣∣ ≤ 1
(2α− 1)1/2 (α− 1)!
 1∣∣∣(ξ − z)1∣∣∣
max{z,ξ}∫
min{z,ξ}
|Dαψ|2

1/2
.
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When z = π (β − ν′) and ξ = π (β + ν), we get the sequence of inequalities
∣∣∣∣ψ (π (β + ν))(π1)α
∣∣∣∣ ≤ 1
(2α− 1)1/2 (α− 1)!
 1
(π1)
1
pi(β+ν)∫
pi(β−ν′)
|Dαψ|2

1/2
.
∣∣∣∣ψ (π (β + ν))(π1)α
∣∣∣∣2 ≤ 1(2α− 1)1 ((α− 1)!)2 1(π1)1
pi(β+ν)∫
pi(β−ν′)
|Dαψ|2 .
|ψ (π (β + ν))|2 ≤ π
|2α−1|
(2α− 1)1 ((α− 1)!)2
pi(β+ν)∫
pi(β−ν′)
|Dαψ|2 .
|ψ (π (β + ν))|2 ≤ π
|2α−1|
(2α− 1)1 ((α− 1)!)2
pi(β+ν)∫
pi(β−ν′)
|Dαψ|2 .
Hence ∑
β∈Zd
|ψ (π (β + ν))|2 ≤ π
|2α−1|
(2α− 1)1 ((α− 1)!)2
∫
|Dαψ|2 .
We can now characterize the spaces S⊗,2α (0).
Lemma 462 Suppose φ ∈ S (Rd) and α ≥ 0. Then φ ∈ S⊗,2α (0) iff there exist functions tk : Rd → (0, 1) such
that
φ (ξ) =
ξ2α
(2α)!
(
D2αφ
)
(t1 (ξ) ξ1, . . . , td (ξ) ξd) . (9.50)
Proof. If φ ∈ S⊗,2α (0) then part 3 of Lemma 456 implies 9.50.
On the other hand, suppose 9.50 holds for some φ ∈ S. Then ∫ 1
0
φ(b′,xk,b′′)
x
2αk
k
dxk <∞ for all b = (b′, b′′) ∈ Rd−1
and thus Lemma 455 implies that (Dnkφ) (b
′, 0, b′′) = 0 for all b ∈ Rd−1, ∀k and n < 2αk i.e. φ ∈ S⊗,2α (0).
Theorem 463 Suppose λ ≥ ν ≥ 1 are multi-indexes.
Then
∫
η2ν
sin2λ η
|φ (η)|2 dη <∞ iff ∫ pi2 1−pi2 1 |φ(η)|2η2(λ−ν) dη <∞ and ∫ pi2 1−pi2 1 |(xνφ)(piα+η)|2η2λ dη <∞ for α ∈ Zd \ 0.
Proof. We begin by changing the domain of integration to the closed rectangle R
[−pi21,pi21]. Then, using the
notation α+ := (|αi|) and φν (η) := ηνφ (η),∫
η2ν
sin2λ η
|φ (η)|2 dη
=
∑
α∈Zd
∫ piα+pi/2
piα−pi/2
η2ν
sin2λ η
|φ (η)|2 dη
=
∑
α∈Zd
∫ pi
2 1
−pi2 1
|φν (η − πα)|2
sin2λ η
dη
=
∑
α∈Zd
∫ pi
2 1
−pi2 1
|φν (πα+ η)|2
sin2λ η
dη
=
pi
2 1∫
−pi2 1
η2λ
sin2λ η
|φ (η)|2
η2(λ−ν)
dη +
∑
α∈Zd\0
pi
2 1∫
−pi2 1
η2λ
sin2λ η
|φν (πα+ η)|2
η2λ
dη, (9.51)
398 9. The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w
which means
∫
η2ν
sin2λ η
|φ (η)|2 dη <∞ implies
pi
2 1∫
−pi2 1
|φ (η)|2
η2(λ−ν)
dη <∞,
pi
2 1∫
−pi2 1
|φν (πα+ η)|2
η2λ
dη <∞, α ∈ Zd \ 0. (9.52)
Conversely, suppose 9.52 is true. Then Lemma 458 implies φ ∈ S⊗,λ−ν (0) and φν (πα + ·) ∈ S⊗,λ (0) for
α ∈ Zd \ 0. Further, by part 3 of Lemma 456, we have the easy estimate∣∣∣∣φν (πα+ η)ηλ
∣∣∣∣ ≤ 1
(λ!)
d
max
ξ∈Iα
∣∣Dλφν (ξ)∣∣ , { α ∈ Zd \ 0,η ∈ Iα,
where Iα is the closed rectangle
Iα = πα+R
[
−π
2
1,
π
2
1
]
= πα+ I0.
Thus
pi
2 1∫
−pi2 1
|φν (πα+ η)|2
η2λ
dη ≤ vol
(
Iα
)
(λ!)2d
max
x∈Iα
∣∣Dλφν (x)∣∣2
=
πd
(λ!)
2d
max
x∈Iα
∣∣Dλφν (x)∣∣2 ,
and consequently ∑
α∈Zd\0
∫ pi
2 1
−pi2 1
η2λ
sin2λ η
|φν (πα + η)|2
η2λ
dη ≤
∑
α∈Zd\0
πd
(λ!)2d
max
x∈Iα
∣∣Dλφν (x)∣∣2
≤ π
d
(λ!)
2d
∥∥Dλφν∥∥2∞
<∞.
Theorem 464 Suppose wν,λ (η) =
η2ν
sin2λ η
where λ ≥ ν ≥ 1. Then:
1.
Swν,λ;2 =
{
φ ∈ S⊗,λ−ν (0) : xνφ ∈ S⊗,λ
(
πZd \ 0)} (9.53)
= S⊗,λ−ν (0) ∩ x−νS⊗,λ
(
πZd \ 0) .
2.
Swν,λ;2 =
{
φ ∈ S : xνφ ∈ S⊗,λ
(
πZd
)}
= S ∩ x−νS⊗,λ
(
πZd
)
.
3. DβSwν,λ;2 ⊂ Swν,λ−β;2 when β ≤ λ− ν.
4. Swν,λ;2 ⊂ S⊗,λ
(
π + 2πZd
)
. The set π+2πZd avoids any hyperplane parallel to the axes which passes through
the origin i.e. no point has a zero component.
Proof. Part 1We apply Lemma 458 to the result of Theorem 463 and conclude that φ ∈ Swν,λ;2 iff φ ∈ S⊗,λ−ν (0)
and (xνφ) (πα + ·) ∈ S⊗,λ (0) for α ∈ Zd \ 0 i.e.
Swν,λ;2 =
{
φ ∈ S⊗,λ−ν (0) : xνφ ∈ S⊗,λ
(
Zd \ 0)}
= S⊗,λ−ν (0) ∩ x−νS⊗,λ
(
Zd \ 0) .
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Part 2 Noting part 2 of Lemma 453, from part 1,
φ ∈ Swν,λ;2 ⇒ φ ∈ S⊗,λ−ν (0) and xνφ ∈ S⊗,λ
(
πZd \ 0)
⇒ xνφ ∈ S⊗,λ (0) and xνφ ∈ S⊗,λ
(
πZd \ 0)
⇒ xνφ ∈ S⊗,λ
(
πZd
)
,
and by part 3 of Lemma 453,
φ ∈ S and xνφ ∈ S⊗,λ
(
πZd
)⇒ xνφ ∈ S⊗,λ (0) and xνφ ∈ S⊗,λ (πZd \ 0)
⇒ φ ∈ S⊗,λ−ν (0) and xνφ ∈ S⊗,λ
(
πZd \ 0)
⇒ φ ∈ Swν,λ;2.
Part 3 We use the characterization 9.53 of Swν,λ;2. Thus φ ∈ Swν,λ;2 implies φ ∈ S⊗,λ−ν (0) and from part 1
of Lemma 453, Dβφ ∈ S⊗,λ−ν−β (0) when β ≤ λ− ν.
Noting 9.53 we must show xνDβφ ∈ S⊗,λ−β
(
πZd \ 0). But
φ ∈ Swν,λ;2 ⇒ xνφ ∈ S⊗,λ
(
πZd \ 0) = ⋃
γ 6=0
S⊗,λ (γ) , part 1 Theorem 464,
⇒ φ ∈ ⋃
γ 6=0
S⊗,λ−(γ & 0).ν (γ) , part 5 Lemma 453,
⇒ Dβφ ∈ ⋃
γ 6=0
S⊗,λ−β−(γ & 0).ν (γ) , part 1 Lemma 453,
⇒ xνDβφ ∈ ⋃
γ 6=0
xνS⊗,λ−β−(γ & 0).ν (γ) ,
⇒ xνDβφ ∈ ⋃
γ 6=0
S⊗,λ−β (γ) , part 5 Lemma 453,
so that xνDβφ ∈ S⊗,λ−β
(
πZd \ 0) as claimed.
Part 4 ??
Remark 465 What about when λ  1?
?? We now show that w ∈ WS;0 - see Definition 433.
Theorem 466 Suppose φ ∈ S (Rd), ν and λ are multi-indexes such that λ ≥ ν ≥ 1 and∫
η2ν
sin2λ η
|φ (η)|2 dη <∞ i.e. φ ∈ Sw,0 - see Definition 433. Note part 3 of 464.
Then:
1. ∫
η2ν
sin2λ η
|φ (η)|2 dη
≤
(π
2
)2|λ|(( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥Dλ−νφ∥∥2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥Dλ (xνφ)∥∥2
2
)
,
where we define (−1)!! = 1.
For parts 2 and 3 we need the following definition: given ξ ∈ Rd denote by Rpi (ξ) the unique half-open
rectangle {η : πβ ≤ η < π (β + 1)} which contains ξ for some β ∈ Zd.
2. ??
(a) Derive L∞, L1, L2 upper bounds for φ. See attempts in earlier documents.
(b) From part 2 of Theorem 464, Swν,λ;2 =
{
φ ∈ S : ξνφ ∈ S⊗,λ
(
πZd
)}
so the results of Lemma 461 apply
for ψ = ξνφ and α = λ.
400 9. The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w
3. ξ
ν
sinλ ξ
φ (ξ) ∈ S and for all ξ ∈ Rd,
∣∣∣∣ ξνsinλ ξ φ (ξ)
∣∣∣∣ ≤ (π/2)|λ|λ! ∥∥Dλ (xνφ)∥∥∞ .
4. (See better result in Corollary 469) For all n = 0, 1, 2, . . . and β ≥ 0:
|ξ|n
∣∣∣∣Dβ ( ξνsinλ ξ φ (ξ)
)∣∣∣∣
≤
(
1 + 2
√
d
)n
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,R[−pi2 1,pi2 1]
×
×max
γ≤β
∥∥(1 + |ξ|n)Dγ+λ (ξνφ)∥∥∞ ,
where ∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,R[−pi2 1,pi2 1]
= aβ1aβ2 . . . aβd ,
ak :=
k∑
j=0
(
k
j
)
max
|s|≤pi2
∣∣∣∣∣Dj
(
sin s
s
)−λk ∣∣∣∣∣ .
5. For all ξ ∈ Rd,
|φ (ξ)| ≤ (π/2)
|λ|
λ!
∥∥Dλ (xνφ)∥∥∞
∣∣∣∣∣sinλ ξξν
∣∣∣∣∣ . (9.54)
6. ∫
|φ| ≤
(∫
sin2λ η
η2ν
)1/2(∫
η2ν
sin2λ η
|φ (η)|2 dη
)1/2
.
7. (∫
|φ|2
)1/2
≤
∥∥∥∥∥ sinλ ηην
∥∥∥∥∥
∞
(∫
η2ν
sin2λ η
|φ (η)|2 dη
)1/2
.
Proof. Part 1 From the proof of Theorem 464,
∫
η2ν
sin2λ η
|φ (η)|2 dη <∞ implies 9.51 i.e.
∫
η2ν
sin2λ η
|φ (η)|2 dη =
pi
2 1∫
−pi2 1
η2ν
sin2λ η
|φ (η)|2 dη +
∑
α∈Zd\0
pi
2 1∫
−pi2 1
η2λ
sin2λ η
|φν (πα+ η)|2
η2λ
dη, (9.55)
where
φν (η) := η
νφ (η) . (9.56)
From part 1 of Theorem 464 we have φ ∈ S⊗,λ−ν (0) and φν ∈ S⊗,λ
(
πZd
)
. Since λ ≥ 1 by 9.46,
φν (πα+ η) =
ηλ
(λ− 1)!
∫
1
0
(1− τ)λ−1 (Dλφν) (πα+ τ.η) dτ, α ∈ πZd, (9.57)
and
φ (η) =
ηλ−ν
(λ− ν − 1)!
∫ 1
0
(1− τ)λ−ν−1 (Dλ−νφ) (τ.η) dτ. (9.58)
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The summation term of 9.55 The next step is to use equation 9.57 to estimate the summation term on the
right hand side of 9.55. In fact, if Iα denotes the closed rectangle
Iα := R
[
πα− π
2
1,πα +
π
2
1
]
= πα + I0, α ∈ Zd,
substituting the estimate 9.57 into a summation term of 9.55 implies∫ pi
2 1
−pi2 1
η2λ
sin2λ η
|φν (πα+ η)|2
η2λ
dη
=
1
((λ− 1)!)2
∫ pi
2 1
−pi2 1
η2λ
sin2λ η
∣∣∣∣∫ 1
0
(1− τ)λ−1 (Dλφν) (πα + τ.η) dτ ∣∣∣∣2 dη
≤ 1
((λ− 1)!)2
(π
2
)2|λ| ∫ pi2 1
−pi2 1
∣∣∣∣∫ 1
0
(1− τ)λ−1 (Dλφν) (πα + τ.η) dτ ∣∣∣∣2 dη
≤
(
(π/2)|λ|
(λ− 1)!
)2 ∫ pi
2 1
−pi2 1
(∫ 1
0
(1− τ)λ−1 ∣∣(Dλφν) (πα+ τ.η)∣∣ dτ)2 dη
=
(
(π/2)
|λ|
(λ− 1)!
)2 ∫ pi
2 1
−pi2 1
( ∫
1
0
(1− σ)λ−1 ∣∣(Dλφν) (πα+ σ.η)∣∣ dσ×
× ∫ 1
0
(1− τ)λ−1 ∣∣(Dλφν) (πα+ τ.η)∣∣ dτ
)
dη
=
(
(π/2)
|λ|
(λ− 1)!
)2 ∫ 1
0
∫ 1
0
(1− σ)λ−1 (1− τ)λ−1 f (λ)α (φν ;σ, τ) dσdτ,
where
f (λ)α (φν ;σ, τ) :=
pi
2 1∫
−pi2 1
∣∣(Dλφν) (πα + σ.η)∣∣ ∣∣(Dλφν) (πα+ τ.η)∣∣ dη, { λ ≥ 1,α ∈ Zd \ 0. (9.59)
so that ∑
α∈Zd\0
∫ pi
2 1
−pi2 1
|φν (πα+ η)|2
sin2λ η
dη
≤
(
(π/2)|λ|
(λ− 1)!
)2 ∫ 1
0
∫ 1
0
(1− σ)λ−1 (1− τ)λ−1
∑
α∈Zd\0
f (λ)α (φν ;σ, τ) dσdτ, (9.60)
where ∑
α∈Zd\0
f (λ)α (φν ;σ, τ) ≤
∑
α∈Zd\0
pi
2 1∫
−pi2 1
∣∣(Dλφν) (πα+ σ.η)∣∣ ∣∣(Dλφν) (πα+ τ.η)∣∣ dη.
Now to estimate the right side of the last inequality using the Cauchy-Schwartz inequality on L2 and then on
infinite sequences of real numbers i.e. l2:∑
α∈Zd\0
f (λ)α (φν ;σ, τ)
≤
∑
α∈Zd\0

pi
2 1∫
−pi2 1
∣∣(Dλφν) (πα + σ.η)∣∣2 dη

1
2

pi
2 1∫
−pi2 1
∣∣(Dλφν) (πα+ τ.η)∣∣2 dη

1
2
≤
 ∑
α∈Zd\0
pi
2 1∫
−pi2 1
∣∣(Dλφν) (πα + σ.η)∣∣2 dη

1
2
 ∑
α∈Zd\0
pi
2 1∫
−pi2 1
∣∣(Dλφν) (πα+ τ.η)∣∣2 dη

1
2
402 9. The spaces X01/w, X˜
0
1/w and the bounded linear functionals on X
0
w
With no loss of generality we can assume 0. < σ ≤ 1 and the change of variables ξ = σ.η, dξ = σ1dη yields
∑
α∈Zd\0
∫ pi
2 1
−pi2 1
∣∣(Dλφν) (πα+ σ.η)∣∣2 dη = ∑
α∈Zd\0
1
σ1
∫ pi
2 σ
−pi2 σ
∣∣(Dλφν) (πα+ ξ)∣∣2 dξ
≤ 1
σ1
∑
α∈Zd\0
∫ pi
2 1
−pi2 1
∣∣(Dλφν) (πα+ ξ)∣∣2 dξ
≤ 1
σ1
∫ ∣∣Dλφν ∣∣2 =: 1
σ1
∥∥Dλφν∥∥22 ,
so that ∑
α∈Zd\0
f (λ)α (η;σ, τ) ≤
1
σ1/2τ1/2
∥∥Dλφν∥∥22 ,
and consequently 9.60 becomes
∑
α∈Zd\0
∫ pi
2 1
−pi2 1
|φν (πα+ η)|2
sin2λ η
dη
≤ (π/2)
2|λ|
((λ− 1)!)2
∫ 1
0
∫ 1
0
(1− σ)λ−1 (1− τ)λ−1
∑
α∈Zd\0
f (λ)α (φν ;σ, τ) dσdτ
≤ (π/2)
2|λ|
((λ− 1)!)2
(∫
1
0
∫
1
0
(1− σ)λ−1 (1− τ)λ−1 dσdτ
σ1/2τ1/2
)∥∥Dλφν∥∥22
=
(π/2)2|λ|
((λ− 1)!)2
(∫ 1
0
(1− σ)λ−1
σ1/2
dσ
)2 ∥∥Dλφν∥∥22
=
(π/2)
2|λ|
((λ− 1)!)2
(∫ 1
0
(1− t)λi−1√
t
dt
)21 ∥∥Dλφν∥∥22
=
(π/2)2|λ|
((λ− 1)!)2
(∫ 1
0
tλi−1√
1− tdt
)21 ∥∥Dλφν∥∥22
=
(
(π/2)
λi
(λi − 1)!
∫ 1
0
tλi−1√
1− tdt
)21 ∥∥Dλφν∥∥22 .
From the definite integral 855.34 of Dwight [24],
∫ 1
0
tmdt√
1− tn =
√
π
n
Γ
(
m+1
n
)
Γ
(
m+1
n +
1
2
) = 1
n
B
(
m+ 1
n
,
1
2
)
, (9.61)∫ 1
0
tλi−1dt√
1− t =
√
π
1
Γ
(
λi
1
)
Γ
(
λi
1 +
1
2
) = √π Γ (λi)
Γ
(
λi +
1
2
) = B(λi, 1
2
)
,
(π/2)
λi
(λi − 1)!
∫ 1
0
tλi−1dt√
1− t =
(π/2)
λi
(λi − 1)!
√
π
Γ (λi)
Γ
(
λi +
1
2
) = (π/2)λi √π
Γ
(
λi +
1
2
) =
=
(π/2)
λi
(2λi − 1)!!2−λi =
πλi
(2λi − 1)!! ,
where we have used the standard notation
m!! :=
{
1, m = −1,
1 · 3 · 5 · · · ·m, m = 1, 3, 5, . . . , (9.62)
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and shown that for λ ≥ ν ≥ 1,
∑
α∈Zd\0
∫ pi
2 1
−pi2 1
|φν (πα+ η)|2
sin2λ η
dη ≤
(
πλi
(2λi − 1)!!
)21 ∥∥Dλφν∥∥22
=
(
π|λ|
(2λ− 1)!!
)2 ∥∥Dλφν∥∥22 . (9.63)
Using A.1,
Dβxν =
{
β!
(
ν
β
)
xν−β , β ≤ ν,
0, otherwise,
we get
Dλφν = D
λ (ηνφ) =
∑
β≤λ
(
λ
β
) (
Dλ−βην
)
Dβφ =
=
λ∑
β=λ−ν
(
λ
β
)
(λ− β)!
(
ν
λ− β
)
ηβ−(λ−ν)Dβφ
= ν!
λ∑
β=λ−ν
(
λ
β
) ηβ−(λ−ν)
(β − (λ− ν))!D
βφ,
so that
∥∥Dλφν∥∥22 ≤ |ν| (ν!)2 λ∑
β=λ−ν
( (
λ
β
)
(β − (λ− ν))!
)2 ∥∥∥ηβ−(λ−ν)Dβφ∥∥∥2
2
,
and hence
∑
α∈Zd\0
∫ pi
2 1
−pi2 1
|φν (πα + η)|2
sin2λ η
dη ≤ |ν|
(
π|λ|ν!
(2λ− 1)!!
)2 λ∑
β=λ−ν
( (
λ
β
)
(β − (λ− ν))!
)2 ∥∥∥ηβ−(λ−ν)Dβφ∥∥∥2
2
.
The first term of 9.55 If λ = ν then
∫ pi
2 1
−pi2 1
η2λ
sin2λ η
|φ (η)|2
η2(λ−ν)
dη ≤
(π
2
)2|λ| ∫ pi2 1
−pi2 1
|φ (η)|2 dη
≤
(π
2
)2|λ|
‖φ‖22 , λ = ν. (9.64)
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There remains the case λ > ν. We use 9.58 to obtain∫ pi
2 1
−pi2 1
η2λ
sin2ν η
|φ (η)|2
η2(λ−ν)
dη
≤
(π
2
)2|λ| ∫ pi2 1
−pi2 1
|φ (η)|2
η2(λ−ν)
dη
=
(π
2
)2|λ| ∫ pi2 1
−pi2 1
1
η2(λ−ν)
∣∣∣∣ ηλ−ν(λ− ν − 1)!
∫
1
0
(1− τ)λ−ν−1 (Dλ−νφ) (τ.η) dτ ∣∣∣∣2 dη
= (pi/2)
2|λ|
((λ−ν−1)!)2
∫ pi
2 1
−pi2 1
∣∣∣∣∫ 1
0
(1− τ)λ−ν−1 (Dλ−νφ) (τ.η) dτ ∣∣∣∣2 dη
= (pi/2)
2|λ|
((λ−ν−1)!)2
pi
2 1∫
−pi2 1
 1∫
0
(1− τ)λ−ν−1 (Dλ−νφ) (τ.η) dτ
 1∫
0
(1− σ)λ−ν−1 (Dλ−νφ) (σ.η) dσ
 dη
= (pi/2)
2|λ|
((λ−ν−1)!)2
pi
2 1∫
−pi2 1
1∫
0
1∫
0
(1− σ)λ−ν−1 (1− τ)λ−ν−1 (Dλ−νφ) (τ.η) (Dλ−νφ) (σ.η) dσdτdη
= (pi/2)
2|λ|
((λ−ν−1)!)2
1∫
0
1∫
0
(1− σ)λ−ν−1 (1− τ)λ−ν−1
pi
2 1∫
−pi2 1
(
Dλ−νφ
)
(τ.η)
(
Dλ−νφ
)
(σ.η) dη dσdτ
≤ (pi/2)2|λ|
((λ−ν−1)!)2
∫
1
0
∫
1
0
(1− σ)λ−ν−1 (1− τ)λ−ν−1 f (λ−ν)0 (φ;σ, τ) dσdτ, (9.65)
where the function f
(λ−ν)
0 is given by 9.59. Again applying the Cauchy-Schwartz inequality we get
f
(λ−ν)
0 (φ;σ, τ) ≤
∫ pi
2 1
−pi2 1
∣∣(Dλ−νφ) (σ.η)∣∣ ∣∣(Dλ−νφ) (τ.η)∣∣ dη
≤
(∫ pi
2 1
−pi2 1
∣∣(Dλ−νφ) (σ.η)∣∣2 dη)1/2(∫ pi2 1
−pi2 1
∣∣(Dλ−νφ) (τ.η)∣∣2 dη)1/2 .
and again assuming 0 < σ, τ ≤ 1 and applying the change of variables ξ = σ.η, dξ = σ1dη yields
f
(λ−ν)
0 (η;σ, τ) ≤
1
σ1/2τ1/2
(∫ pi
2 σ
−pi2 σ
∣∣Dλ−νφ∣∣2)1/2(∫ pi2 τ
−pi2 τ
∣∣Dλ−νφ∣∣2)1/2
≤ 1
σ1/2τ1/2
(∫ pi
2 1
−pi2 1
∣∣Dλ−νφ∣∣2)
≤ 1
σ1/2τ1/2
∥∥Dλ−νφ∥∥2
2
.
This inequality applied to 9.65 allows the estimate∫ pi
2 1
−pi2 1
η2λ
sin2λ η
|φ (η)|2
η2(λ−ν)
dη
≤ (π/2)
2|λ|
((λ− ν − 1)!)2
(∫ 1
0
∫ 1
0
(1− σ)λ−ν−1 (1− τ)λ−ν−1
σ1/2τ1/2
dσdτ
)∥∥Dλ−νφ∥∥2
2
=
(π/2)
2|λ|
((λ− ν − 1)!)2
(∫ 1
0
(1− σi)λi−νi−1
σ
1/2
i
dσi
)21 ∥∥Dλ−νφ∥∥2
2
=
(π/2)
2|λ|
(λ− ν − 1)!
(∫ 1
0
tλi−νi−1
(1− t)1/2
dt
)21 ∥∥∥D(λ−ν)1φ∥∥∥2
2
.
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But from 9.61, ∫ 1
0
tλi−νi−1dt√
1− t =
√
π
1
Γ
(
λi−νi
1
)
Γ
(
λi−νi
1 +
1
2
) = √π Γ (λi − νi)
Γ
(
λi − νi + 12
) ,
so when λ > ν, by 850.1 of Dwight [24], for example,
∫ pi
2 1
−pi2 1
η2ν
sin2λ η
|φ (η)|2 dη ≤
(
(π/2)
2|λ|
(λ− ν − 1)!
√
π
Γ (λ− ν)
Γ
(
λ− ν + 12
))2d ∥∥Dλ−νφ∥∥2
2
=
((π
2
)|λ| √π
Γ
(
λ− ν + 12
))2 ∥∥Dλ−νφ∥∥2
2
=
((π
2
)|λ| 2|λ|−|ν|
(2 (λ− ν)− 1)!!
)2 ∥∥Dλ−νφ∥∥2
2
, λ > ν. (9.66)
The inequalities 9.66 and 9.64 can now be combined as∫ pi
2 1
−pi2 1
η2ν
sin2λ η
|φ (η)|2 dη ≤
((π
2
)|λ| 2|λ|−|ν|
(2 (λ− ν)− 1)!!
)2 ∥∥Dλ−νφ∥∥2
2
, λ ≥ ν. (9.67)
Noting 9.56, the inequalities 9.67 and 9.63 can be combined into 9.55 to obtain part 1 of this theorem:∫
η2ν
sin2λ η
|φ (η)|2 dη
≤
((π
2
)|λ| 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥Dλ−νφ∥∥2
2
+
(
π|λ|
(2λ− 1)!!
)2 ∥∥Dλ (xνφ)∥∥2
2
=
(π
2
)2|λ|(( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥Dλ−νφ∥∥2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥Dλ (xνφ)∥∥2
2
)
.
Part 2a See attempts in previous files.
Part 2b See statement of this part.
Part 3 From Theorem 464, φ ∈ S⊗,λ−ν (0) and φν := ηνφ ∈ S⊗,λ
(
πZd
)
, so that by part 3 of Lemma 456:
φ (η) =
ηλ−ν
(λ− ν)!
(
Dλ−νφ
)
(t′ (η) .η) , η ∈ Rd. (9.68)
φν (πα+ η) =
ηλ
λ!
(
Dλφν
)
(πα+ t (η) .η) , α ∈ Zd, η ∈ R
[
−π
2
1,
π
2
1
]
. (9.69)
Thus, using 9.69, ∥∥∥∥ ηνsinλ ηφ (η)
∥∥∥∥
∞
≤ max
α∈Zd
max
η∈R[−pi2 1,pi2 1]
∣∣∣∣ ηλsinλ η φν (πα+ η)ηλ
∣∣∣∣
≤
(π
2
)|λ|
max
α∈Zd
max
η∈R[−pi2 1,pi2 1]
∣∣∣∣φν (πα+ η)ηλ
∣∣∣∣
=
(π
2
)|λ|
max
α∈Zd
max
η∈R[−pi2 1,pi2 1]
∣∣∣∣∣
(
Dλφν
)
(πα+ t (η) .η)
λ!
∣∣∣∣∣
≤ (π/2)
|λ|
λ!
∥∥Dλφν∥∥∞ .
See also part 8 of Lemma 459.
Clearly η
ν
sinλ η
φ ∈ C∞ (Rd \ (πZd \ 0)). We now show that ην
sinλ η
φ ∈ C∞B
(
Rd
)
.
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To this end suppose ξ ∈ R (πα − 34π1,πα+ 34π1) and set
ξ = πα+ η, (9.70)
so that η ∈ R (− 34π1, 34π1). Then from 9.57,
ξν
sinλ ξ
φ (ξ) =
φν (ξ)
sinλ ξ
=
φν (πα+ η)
sinλ η
=
=
(−1)|λ|
(λ− 1)!
ηλ
sinλ η
∫ 1
0
(1− τ)λ−1 (Dλφν) (πα+ τ.η) dτ. (9.71)
But on R
[− 34π1, 34π1], ηλsinλ η ∈ C∞ and ∫ 10 (1− τ)λ−1 (Dλφν) (πα + τ.η) dτ ∈ C∞ which is easily proved by
applying Lemma 694 to show that differentiation under the integral sign is valid. Thus, for each β,
Dβη
∫
1
0
(1− τ)λ−1 (Dλφν) (πα+ τ.η) dτ = ∫ 1
0
(1− τ)λ−1 τβ (Dβ+λφν) (πα+ τ.η) dτ
∈ C(0)B
(
Rd
)
,
and so
Dβ
(
ξν
sinλ ξ
φ (ξ)
)
=
(−1)|λ|
(λ− 1)!
∑
γ≤β
(
β
γ
)
Dβ−γ
(
ηλ
sinλ η
)∫
1
0
(1− τ)λ−1 τγ (Dγ+λφν) (πα+ τ.η) dτ, (9.72)
and we can conclude that ξ
ν
sinλ ξ
φ (ξ) ∈ C∞B
(
Rd \R (−pi21,pi21)).
Thus ξ
ν
sinλ ξ
φ (ξ) ∈ C∞B
(
Rd
)
and it remains to be proven that ξ
ν
sinλ ξ
φ (ξ) ∈ S. Noting that ξ = πα + η and
Iα = R
[
πα− pi21,πα + pi21
]
, equation 9.72 yields the straight-forward estimate∥∥∥∥|ξ|nDβ ( ξνsinλ ξ φ (ξ)
)∥∥∥∥
∞,Iα
≤ 1
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
(
max
Iα
|ξ|n2
)∥∥Dγ+λφν∥∥∞,Iα .
If α = 0,
∥∥∥∥ξσDβ ( ξνsinλ ξ φ (ξ)
)∥∥∥∥
∞,Iα
≤ 1
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
(
max
I0
|ξ|2
)n ∥∥Dγ+λφν∥∥∞,I0
≤ 1
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
(π
2
√
d
)n ∥∥Dγ+λφν∥∥∞,I0
≤
(
2
√
d
)n
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,R[−pi2 1,pi2 1]
(π
4
)n
max
γ≤β
∥∥Dγ+λφν∥∥∞ . (9.73)
If α 6= 0,
max
Iα
|·|e = maxη∈I0 |πα+ η|e ≤ maxη∈I0 (π |α|e + |η|e) ≤ π |α|e +maxη∈I0 |η|e = π |α|e +
π
2
√
d,
and if
(α+ > 0)i :=
{
0, (α+)i = 0,
1, (α+)i = 1.
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then
min
Iα
|·|e = minη∈I0 |πα+ η| = minη∈I0 |πα+ + η| =??
∣∣∣πα+ − π
2
(α+ > 0)
∣∣∣ (justify!)
≥ |πα+| − π
2
|(α+ > 0)|
= π |α| − π
2
|(α+ > 0)| .
Hence
maxIα |·|
minIα |·|
≤ π |α|+
pi
2
√
d
π |α| − pi2 |(α+ > 0)|
=
π |α| − pi2 |(α+ > 0)|+ pi2 |(α+ > 0)|+ pi2
√
d
π |α| − pi2 |(α+ > 0)|
=
= 1 +
1
2 |(α+ > 0)|+ 12
√
d
|α| − 12 |(α+ > 0)|
≤ 1 +
1
2
√
d+ 12
√
d
|α| − 12 |(α+ > 0)|
=
= 1 +
√
d
|α| − 12 |(α+ > 0)|
≤ 1 +
√
d
|(α+ > 0)| − 12 |(α+ > 0)|
=
= 1 +
√
d
1
2 |(α+ > 0)|
≤ 1 + 2
√
d =: cd,
so when α 6= 0, ∥∥∥∥|ξ|nDβ ( ξνsinλ ξ φ (ξ)
)∥∥∥∥
∞,Iα
≤
 1
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
 (cd)n(min
Iα
|·|n
)
max
γ≤β
∥∥Dγ+λφν∥∥∞,Iα
≤ (cd)
n
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,I0
max
γ≤β
∥∥|·|nDγ+λφν∥∥∞,Iα .
But φν ∈ S so max
γ≤β
∥∥|·|nDγ+λφν∥∥∞,Iα ≤ maxγ≤β ∥∥|·|nDγ+λφν∥∥∞ <∞ which implies that ξνsinλ ξφ (ξ) ∈ S.
Part 4 From part 3,∥∥∥∥|ξ|nDβ ( ξνsinλ ξ φ (ξ)
)∥∥∥∥
∞,Iα
≤
(
1 + 2
√
d
)n
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,R[−pi2 1,pi2 1]
max
γ≤β
∥∥|·|nDγ+λφν∥∥∞ ,
and combining this estimate with that of 9.73 we get
|ξ|n
∣∣∣∣Dβ ( ξνsinλ ξ φ (ξ)
)∣∣∣∣ ≤
(
1 + 2
√
d
)n
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,R[−pi2 1,pi2 1]
×
×
{
max
γ≤β
(π
4
)n ∥∥Dγ+λφν∥∥∞ ,maxγ≤β ∥∥|·|nDγ+λφν∥∥∞
}
≤
(
1 + 2
√
d
)n
λ!
∑
γ≤β
(
β
γ
) ∥∥∥∥Dγ ( ηλsinλ η
)∥∥∥∥
∞,R[−pi2 1,pi2 1]
×
×max
γ≤β
∥∥(1 + |·|n)Dγ+λ (xνφ)∥∥∞ .
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Part 5 From part 3, ∣∣∣∣ ηνsinλ ηφ (η)
∣∣∣∣ ≤ (π/2)|λ|λ! ∥∥Dλφν∥∥∞ ,
so that
|φ (η)| ≤ (π/2)
|λ|
λ!
∥∥Dλφν∥∥∞
∣∣∣∣∣ sinλ ηην
∣∣∣∣∣ . (9.74)
Part 6 To prove the inequality we use part 1 to obtain
∫
|φ| =
∫
sinλ η
ην
ην
sinλ η
|φ (η)| dη ≤
(∫
sin2λ η
η2ν
) 1
2 (∫
η2ν
sin2λ η
|φ (η)|2 dη
) 1
2
.
Part 7 If w = sin
2λ η
η2ν then ∫
|φ|2 =
∫
1
w
w |φ|2 ≤
∥∥∥∥ 1w
∥∥∥∥ ∫ w |φ|2 .
Corollary 467 When β ≤ λ−ν the inequalities of Theorem 464 also hold with φ replaced by Dβφ and λ replaced
by λ− β.
Proof. This corollary follows directly from part 3 of Theorem 464 i.e. DβSwν,λ;2 ⊂ Swν,λ−β;2 when β ≤ λ− ν.
Remark 468 ?? From 9.71,
ξν
sinλ ξ
φ (ξ) =
(−1)|λ|
(λ− 1)!
ηλ
sinλ η
∫ 1
0
(1− τ)λ−1 (Dλφν) (πα + τ.η) dτ, φ ∈ Sw,0.
Write
ξν
sinλ ξ
∧
∨
φ (ξ) =
(−1)|λ|
(λ− 1)!
ηλ
sinλ η
∫ 1
0
(1− τ)λ−1
Dλ
xν∧∨φ
 (πα+ τ.η) dτ.
Replace
∨
φ by u ∈ X0w:
ξν
sinλ ξ
∧
u (ξ) =
(−1)|λ|
(λ− 1)!
ηλ
sinλ η
∫
1
0
(1− τ)λ−1
(
Dλ
(
xν
∧
u
))
(πα+ τ.η) dτ.
Does this mean anything?
We now slightly generalize part 4 of Theorem 466.
Corollary 469
1. Suppose w is a B-spline weight function with parameters ν and λ. Suppose φ ∈ Sw,0. By Theorem 466
ξν
sinλ ξ
φ ∈ S, and we show below that for all α, β ≥ 0:∣∣∣∣ξαDβ ( ξνsinλ ξ φ (ξ)
)∣∣∣∣
≤ 1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
)(
α−σ+λ−1+γ
γ
)
(α−σ+λ+γ)
∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
×
×max
γ≤β
σ≤α
∥∥xσDγ+λ (xνφ)∥∥∞ ,
where I0 =
[−pi21, pi21].
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2. w1φ : Sw,0 → S is continuous where Sw,0 is endowed with the subspace topology.
3. ?? Derive an L2 upper bound for
∫ ∣∣∣ξαDβ ( ξνsinλ ξφ (ξ))∣∣∣2 dξ.
Proof. Part 1 We start with equation 9.72 i.e.
Dβ
(
ξν
sinλ ξ
φ (ξ)
)
=
(−1)|λ|
(λ− 1)!
∑
γ≤β
(
β
γ
)
Dβ−γ
(
ηλ
sinλ η
)∫
1
0
(1− τ)λ−1 τγ (Dγ+λφν) (πα+ τ.η) dτ,
where ξ = πα+ η, η ∈ I0. Define Iα = πα+ I0 for all α ∈ Zd. The binomial theorem implies
ξα = (πα + τ.η + η − τ.η)α =
∑
σ≤α
(
α
σ
)
(πα+ τ.η)
σ
(η − τ.η)α−σ
=
∑
σ≤α
(
α
σ
)
(πα+ τ.η)σ ηα−σ (1− τ)α−σ ,
so that
ξαDβ
(
ξν
sinλ ξ
φ (ξ)
)
=
(−1)|λ|
(λ− 1)!
∑
γ≤β
(
β
γ
)
Dβ−γ
(
ηλ
sinλ η
)∫
1
0
(1− τ)λ−1 τγξα (Dγ+λφν) (πα + τ.η) dτ
=
(−1)|λ|
(λ− 1)!
∑
γ≤β
(
β
γ
)
Dβ−γ
(
ηλ
sinλ η
)
×
×
∫
1
0
(1− τ)λ−1 τγ
∑
σ≤α
(
α
σ
)
(πα + τ.η)
σ
ηα−σ (1− τ)α−σ
(Dγ+λφν) (πα+ τ.η) dτ
=
(−1)|λ|
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
)
ηα−σDβ−γ
(
ηλ
sinλ η
)
×
×
∫
1
0
(1− τ)α−σ+λ−1 τγ (πα+ τ.η)σ (Dγ+λφν) (πα+ τ.η) dτ.
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This yields the sequence of estimates:∣∣∣∣ξαDβ ( ξνsinλ ξ φ (ξ)
)∣∣∣∣
=
1
(λ− 1)!
∑
γ≤β,σ≤α
(
α
σ
)(
β
γ
) ∣∣∣∣ηα−σDβ−γ ( ηλsinλ η
)∣∣∣∣×
×
∫ 1
0
(1− τ)α−σ+λ−1 τγ ∣∣(πα+ τ.η)σ (Dγ+λφν) (πα+ τ.η)∣∣ dτ
≤ 1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
) ∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
×
×
∫ 1
0
(1− τ)α−σ+λ−1 τγ ∣∣(πα+ τ.η)σ (Dγ+λφν) (πα+ τ.η)∣∣ dτ (9.75)
≤ 1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
) ∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
(∫ 1
0
(1− τ)α−σ+λ−1 τγdτ
)∥∥xσDγ+λφν∥∥∞,Iα
⇒ beta function⇒
=
1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
) ∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
1(
α−σ+λ−1+γ
γ
)
(α−σ+λ+γ)
∥∥xσDγ+λφν∥∥∞,Iα
=
1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
)(
α−σ+λ−1+γ
γ
)
(α−σ+λ+γ)
∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
∥∥xσDγ+λφν∥∥∞,Iα
≤ 1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
)(
α−σ+λ−1+γ
γ
)
(α−σ+λ+γ)
∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
maxγ≤β
σ≤α
∥∥xσDγ+λφν∥∥∞,Iα
≤ 1
(λ− 1)!
∑
γ≤β
σ≤α
(
α
σ
)(
β
γ
)(
α−σ+λ−1+γ
γ
)
(α−σ+λ+γ)
∥∥∥∥ηα−σDβ−γ ( ηλsinλ η
)∥∥∥∥
∞,I0
maxγ≤β
σ≤α
∥∥xσDγ+λ (xνφ)∥∥∞ .
Part 2 Follows directly from the inequality proved in part 1.
Part 3 ?? Copy proof of part 1 of Theorem 466.
Recall that τa denotes the translation operator τaf (x) = f (x− a).
Corollary 470 If w is a B-spline weight function with parameters ν and λ then:
1. w ∈ WS;0 and∫
w |φ|2 ≤
(π
2
)2|λ|(( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥Dλ−νφ∥∥2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥Dλ (xνφ)∥∥2
2
)
,
when φ ∈ Sw,0. Here we have used the notation 9.62.
2. Sw,0 =
sinλ ξ
ξν S,
sinλ ξ
ξν ∈ L2 and
∨
Sw,0 =
(
sinλ ξ
ξν
)∨
∗ S ∈ Lr for any 2 ≤ r ≤ ∞. Here where we are using the
”Lp” convolution described by Young’s inequality in part 6 of Definition 684.
3.
∨
Sw,0 ∗
∨
Sw,0 = G ∗ S ∗ S ⊂ G ∗ S.
4. G ∗ S ⊂
∨
Sw,0.
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5.
∨
Sw,0 ∗
∨
Sw,0 ⊂
∨
Sw,0.
6. If ψ ∈
∨
Sw,0 then
‖ψ‖2w,0 ≤
(π
2
)2|λ|(( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥xλ−νψ∥∥2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥xλDνψ∥∥2
2
)
.
Proof. Part 1 Part 1 of Theorem 466.
Part 2 If φ ∈ Sw,0 then by part 3 of Theorem 466, ξ
ν
sinλ ξ
φ ∈ S. If φ ∈ sinλ ξξν S then ξ
ν
sinλ ξ
φ ∈ S and so∣∣∣ ξνsinλ ξφ∣∣∣2 = w |φ|2 ∈ S and consequently ∫ w |φ|2 <∞ i.e. φ ∈ Sw,0. Thus Sw,0 = sinλ ξξν S.
By definition sin
2λ ξ
ξ2ν ∈ L1 and so sin
λ ξ
ξν ∈ L2. Also S ⊂ Lq when 1 ≤ q ≤ ∞ and so by Young’s convolution
estimate:
(2π)
d/2 ‖u ∗ v‖r ≤ ‖u‖p ‖v‖q , where
{ 1
p +
1
q = 1 +
1
r ,
1 ≤ p, q, r ≤ ∞,
the convolution is an Lr function for any 2 ≤ r ≤ ∞.
Part 3 Extend Young’s inequality to two convolutions and then write
∨
Sw,0 ∗
∨
Sw,0 =
((
sinλ ξ
ξν
)∨
∗ S
)
∗
((
sinλ ξ
ξν
)∨
∗ S
)
=
((
sinλ ξ
ξν
)∨
∗
(
sinλ ξ
ξν
)∨)
∗ S ∗ S
: part 9 of Definition 684⇒
=
(
sin2λ ξ
ξ2ν
)∨
∗ S ∗ S
= G ∗ S ∗ S
: part 8 of Definition 684⇒
⊂ G ∗ S.
Part 4 Sw,0 =
sinλ ξ
ξν S ⇔ sin
λ ξ
ξν Sw,0 =
1
wS ⇒ 1wS ⊂ Sw,0 ⇔
(
1
wS
)∨ ⊂ ∨Sw,0 ⇔ G ∗ S ⊂ ∨Sw,0.
Part 5 Apply parts 3 and 4.
Part 6 If φ ∈ Sw,0 then from part 1,∥∥∥∥∨φ∥∥∥∥2
w,0
=
∫
η2ν
sin2λ η
∣∣∣∣∣∨̂φ (η)
∣∣∣∣∣
2
dη ≤
≤
(π
2
)2|λ|( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥∥∥∥Dλ−ν ∨̂φ
∥∥∥∥∥
2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥∥∥∥Dλ
(
xν
∨̂
φ
)∥∥∥∥∥
2
2
 .
≤
(π
2
)2|λ|( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥∥∥∥̂xλ−ν∨φ
∥∥∥∥∥
2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥∥∥∥̂xλDν∨φ
∥∥∥∥∥
2
2

=
(π
2
)2|λ|(( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥∥∥xλ−ν∨φ∥∥∥∥2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥∥∥xλDν∨φ∥∥∥∥2
2
)
.
??? ALSO SEE Definition 509 and Corollary 521 in the section about the space X˜01/w.
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Definition 471 The operators I1 : X0w → L2 and J1 : L2 → X0w. The operators I : X0w → L2 and
J : L2 → X0w were introduced in Definition 24 using
√
w and their properties described in Theorem 25.
Suppose instead we use a function w1 such that (w1)
2
= w and define the operators I1 and J1 by
I1u := (w1û)∨ , u ∈ X0w.
J1f :=
(
1
w1
f̂
)∨
, f ∈ L2.
Then it is easy to show that I1 : X0w → L2 is an isometric isomorphism (as was I) with left/right inverse J1
- J1 corresponding to the operator J .
Regarding Theorem 25, I1 and J1 have the same properties as I and J except with √w replaced by w1.
Since 1/w ∈ L1 we have 1/w1 ∈ L2 and we define
G1 :=
(
1
w1
)∨
∈ L2.
We can now express the basis function G as
G =
(
1
w
)∨
=
(
1
w1
1
w1
)∨
=
(
1
w1
)∨
∗
(
1
w1
)∨
= G1 ∗G1,
and clearly
J1f := G1 ∗ f, f ∈ L2.
Lemma 472 S2 := S.S = S where S.S indicates the pointwise product of functions in S.
Proof. ?? This result is proved in the Theorem in Paul Garrett’s PDF document ”Weil-Schwartz envelopes for
rapidly decreasing functions.” dated December 21, 2004. HOW to reference the document? Garrett suggests cite
URL, adding ”[after Weil]”?
The document ”faculty.gvsu.edu/alayontf/notes/dixmier malliavin.pdfShare” proves the 1-dim case.
??? The following theorem is UNFINISHED.
See also Remark ?? 476 regarding the Fourier transform of a weight function.
Theorem 473 Suppose w is any B-spline weight function, say w = ξ
2ν
sin2λ ξ
. Now choose w1 =
ξν
sinλ ξ
. Then:
1. G1 ∗ S =
∨
Sw,0 and
∨
Sw,0 ∗
∨
Sw,0 = G ∗ S which is a vector space.
2. I1 :
∨
Sw,0 → S and is onto and J1 : S →
∨
Sw,0 and is onto.
3. I1 :
∨
Sw,0 ∗
∨
Sw,0 →
∨
Sw,0 is onto and J1 :
∨
Sw,0 →
∨
Sw,0 ∗
∨
Sw,0 is onto.
4. ?? LL˜ restricted to
∨
Sw,0 is I1.
5. ?? The operator LL˜ :
∨
Sw,0 → S and is 1-1 and onto?
6. ??
∨
Sw,0 is dense in L
1 and
∨
Sw,0 ∗
∨
Sw,0 is dense in X
0
w.
7. See summary Figure 9.76 below.
Proof. Part 1 From part 2 of Corollary 470, Sw,0 =
1
w1
S i.e.
∨
Sw,0 = G1 ∗ S. Thus
∨
Sw,0 ∗
∨
Sw,0 = (G1 ∗ S) ∗
(G1 ∗ S) = G ∗ S which is a vector space.
Part 2 If ψ ∈
∨
Sw,0then I1ψ =
(
w1ψ̂
)∨
∈ S since w1Sw,0 = S.
If φ ∈ S then J1φ =
(
1
w1
φ̂
)∨
∈
∨
Sw,0. The onto-ness of the two operators now follows from the fact that
J1I1 = I1J1 = I.
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Part 3 Suppose ψ1, ψ2 ∈ Sw,0. We first show that I1
( ∨
ψ1 ∗
∨
ψ2
)
∈
∨
Sw,0.
Now I1
( ∨
ψ1 ∗
∨
ψ2
)
∈
∨
Sw,0 iff w1
( ∨
ψ1 ∗
∨
ψ2
)∧
∈ Sw,0 iff w1ψ1ψ2 ∈ Sw,0 iff w1ψ1w1ψ2 ∈ w1Sw,0 = S which is
clearly true.
Suppose ψ3 ∈ Sw,0. Then J1
∨
ψ3 =
(
1
w1
ψ3
)∨
= G1 ∗
∨
ψ3 and we require the existence of ψ1, ψ2 ∈ Sw,0 such that
G1 ∗
∨
ψ3 =
∨
ψ1 ∗
∨
ψ2 i.e.
1
w1
ψ3 = ψ1ψ2 ⇔ ψ3 = w1ψ1ψ2 ⇔ w1ψ3 = w1ψ1w1ψ2 ⇔ S.S = S2 = S and this is true by
Lemma 472.
Part 4 ??
Part 5 ??
Part 6 ??
Part 7 Summary figure:
X˜01/w, X
0
1/w
L˜,L←− L2
I1:i.i.
⇆
J1
X0w
↑ ↑ ↑
↑ S I1←−
∨
Sw,0 = G1 ∗ S
↑ ↑ ↑
S
L˜,L←−
∨
Sw,0
I1←−
∨
Sw,0 ∗
∨
Sw,0 = G ∗ S
(9.76)
Remark 474 1) ?? Define Ψ : S×S → S by Ψ(φ, ψ) = φψ. Endow S×S with a suitable sequence of seminorms.
Show Ψ is continuous. Lemma 472 implies Ψ is onto.
2) Given u ∈ S′ define v : S × S → C by v (φ, ψ) = [u,Ψ(φ, ψ)]. Write v = Ψ∗?
3) Part 2 of Corollary 469 implies w1φ : Sw,0 → S is continuous and so u ∈ S′ implies [u,w1φ] ∈ S′w,0.
4) [u,w1φ] : S
′ → S′w,0 is continuous.
Sw,0
w1.−→ S
ց u ↓∈ S′
C
5) ?? 1w1ψ : S → Sw,0 is continuous.
6) ??
?? Is this theorem, in particular part 3, in the right place? See Definitions 567, 485 and 542 and other stuff.
Theorem 475 ?? FIX! Suppose w is a (homogeneous) extended B-spline weight function i.e. w = x
2n1
sin2l1 x
. Then:
1. φ ∈ Ŝw,0 iff φ ∈
∨
Sw,0.
2. If w is even then Ŝw,0 =
∨
Sw,0.
3. ??
(
Ŝw,0
)′
=
(
S′w,0
)∨
and
(∨
Sw,0
)′
=
(
S′w,0
)∧
.
4.
∫
wφψ is a bilinear form on Sw,0 ⊗ Sw,0 and∫
wφψ ≤
(∫
w |φ|2
)1/2 (∫
w |ψ|2
)1/2
.
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Proof. The identities
̂̂
φ (ξ) = φ (−ξ) and then
∨
φ (−ξ) = φ̂ (ξ) imply:
Part 1 φ ∈
∨
Sw,0 ⇔ φ ∈
∨
Sw,0 =
∧
Sw,0 = Sw,0.
Part 2 If φ ∈ Ŝw,0 then
∫
w
∣∣∣φ̂∣∣∣2, and since w is even
∫
w
∣∣∣∣∨φ∣∣∣∣2 = ∫ w (ξ) ∣∣∣∣∨φ (−ξ)∣∣∣∣2 dξ = ∫ w ∣∣∣φ̂∣∣∣2 ,
so that φ ∈
∨
Sw,0 and the argument is reversible.
Part 3 ?? FINISH! If g ∈
(
Ŝw,0
)′
and ψ ∈ Sw,0 then [ĝ, ψ] =
[
g, ψ̂
]
.
?? If g ∈
(∨
Sw,0
)′
and ψ ∈ Sw,0 then
[∨
g, ψ
]
=
[
g,
∨
ψ
]
.
Part 4 Use the Cauchy-Schwartz inequality.
Remark 476 ?? Define the Fourier transform of a weight function
1) We use part 4 of Theorem 475 to define the Fourier transform ŵ of a weight function w on the subspace
∨
Sw,0 ∗
∨
Sw,0 = G ∗ S of
∨
Sw,0. In fact, for φ, ψ ∈ Sw,0,[
ŵ,
∨
φ ∗
∨
ψ
]
:=
[
w, φψ
]
=
∫
wφψ =
∫
w1φw1ψ,
and the integral exists since by the Cauchy-Schwartz theorem∣∣∣∣∫ wφψ∣∣∣∣ ≤ ∫ w |φ| |ψ| = ∫ √w |φ| √w |ψ| ≤ (∫ w |φ|2)1/2(∫ w |ψ|2)1/2 <∞.
2) Further ∫
w |φ|2 = [w, φφ] = [ŵ, ∨φ ∗ ∨φ] ,
so that ∣∣∣∣∣
[
ŵ,
∨
φ ∗
∨
ψ
]∣∣∣∣∣ ≤
[
ŵ,
∨
φ ∗
∨
φ
][
ŵ,
∨
ψ ∗
∨
ψ
]
.
3) {
∨
φ ∗
∨
φ : φ ∈
∨
Sw,0
}
⊂
∨
Sw,0 ∗
∨
Sw,0.{
∨
φ ∗
∨
φ : φ ∈
∨
Sw,0
}
=
{(
|φ|2
)∨
: φ ∈
∨
Sw,0
}
=
{
|φ|2 : φ ∈
∨
Sw,0
}∨
.
Hence [
ŵ,
∨
φ ∗
∨
φ
]
=
[
ŵ,
(
|φ|2
)∨]
=
∫
w |φ|2 .
4) Noting part 1 we denote the mapping φ →
[
ŵ,
∨
φ ∗
∨
ψ
]
by ŵ and it’s action by ŵ (φ). Part 1 implies it
satisfies:
ŵ : Sw,0 → S′w,0,
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and is continuous in the sense that if φk → φ in Sw,0 then ŵ (φk)→ ŵ (φ) in S′w,0 i.e. [ŵ (φk) , ψ]→ [ŵ (φ) , ψ]
for all ψ ∈ Sw,0.
So the Fourier transform of a weight function can be regarded as a continuous mapping from
Sw,0 to S
′
w,0.
???
Remark 477 Characterize S′A HARD! Necessary? ??
S′A
(
Rd
)
contains all distributions the form Wg where g (x) = f (x′)G (x′′), f ∈
∨
Sw,0 ∪ G ∗ S, G is the basis
function in Rd
′′
and d′′ ≥ 1.
??
Remark 478 Also contains all functions g (πx) where π is any permutation.
Can replace G by a function in WG.
To characterize tempered distributions with support at isolated points a Taylor series expansion was used. What
about in two dimensions for the case A = {x : x1 = 0}?
Perhaps S′A =
M∑
k=1
(Dnk1 δ1) (x1)uk (x2) with all uk ∈ S′?
Use the translation operator.
What about Ŝ′A? A is the union of translated hyperplanes through the origin.
S′τaA = τ−aS
′
A?
But the infinite sum is a problem? Sequence characterization in Arfken [6]?
The tensor product central difference weight functions
We will now characterize the space of functions Sw,0 for the tensor product central difference weight functions
(Section 5.2) subject to the constraint 5.14, as well as showing that w ∈ WS;0 (Definition 433).
Theorem 479 Suppose w is a tensor product central difference weight function on Rd satisfying 5.14 for pa-
rameters n and l.
Then Sw,0 = S⊗,l−n (0). Further, w ∈ WS;0 and
∫
w |φ|2 ≤ 2d
(
k′1 +
c′1
((l − n)!)2
)d
max
0≤α≤1
∥∥∥x(n+1)(1−α)D(l−n)αφ (x)∥∥∥2
∞
, φ ∈ Sw,0, (9.77)
where c′1, k
′
1 are defined by 5.28 and 5.29.
Proof. For a. < b ∈ Rd let R [a, b] = {x : a ≤ x ≤ b} denote the closed rectangle with extreme corners a and b.
Denote the univariate weight function by w1 and set m = l − n. Since w satisfies 5.14 we can use Corollary
220. Specifically, when r = 1 inequality 5.29 becomes
c1
s2m
≤ w1 (s) ≤ c
′
1
s2m
, |s| ≤ 1, 6 (9.78)
for some constants c′1 > c1 > 0, and inequality 5.28 becomes
k1s
2n ≤ w1 (s) ≤ k′1s2n, |s| ≥ 1, (9.79)
for some constants k′1 > k1 > 0. The lower bound of 9.78 implies
(c1)
d
∫ 1
0
|φ (ξ)|2
ξ2m1
dξ <
∫
Rd
w (ξ) |φ (ξ)|2 dξ <∞,
and Lemma 458 implies φ ∈ S⊗,m (0) = S⊗,l−n (0) and we have demonstrated that Sw,0 ⊂ S⊗,l−n (0).
Now suppose that φ ∈ S⊗,m (0). We will require the following covering of Rd:
Rd =
⋃
0≤α≤1
Aα =
⋃
0≤α≤1
(I (α1)× I (α2)× . . .× I (αd)) ,
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where
I (0) = [−1, 1] , I (1) = [−∞,−1] ∪ [1,∞] .
Hence ∫
Rd
w |φ|2 =
∑
0≤α≤1
∫
Aα
w |φ|2
=
∑
0≤α≤1
∫
I(αd)
. . .
∫
I(α2)
∫
I(α1)
w (x) |φ (x)|2 dx
=
∑
0≤α≤1
∫
I(αd)
w1 (xd) . . .
∫
I(α2)
w1 (x2)
∫
I(α1)
w1 (x1) |φ (x)|2 dx,
For each α let πα be a permutation such that παα = (1
′,0′′) and set kβ = |1′|. Then β = παα satisfies
Aβ = I (0)
kβ × I (1)d−kβ and for each α we apply πα to the variables of integration so that all the partial
integrations over I (0) are carried out first i.e. let y = παx so that x = παy and the Jacobian is ±1. In the sequel we
will make use of the notation φα = φ ◦ πα, y′ = (y1, . . . , ykα), y′′ = (ykα+1, . . . , yd), w′ (y′) = w1 (x1) . . . w1 (xkα),
w′′ (y′′) = w1 (xkα+1) . . . w1 (xd).
Now ∫
Rd
w |φ|2 =
∑
0≤α≤1
∫
I(αd)
w1 (xd) . . .
∫
I(α2)
w1 (x2)
∫
I(α1)
w1 (x1) |φ (x)|2 dx
=
∑
0≤α≤1
∫
I(1)d−kα
w′′ (y′′)
∫
I(0)kα
w′ (y′) |φα (y)|2 dy′dy′′
≤
∑
0≤α≤1
(k′1)
d−kα (c′1)
k
∫
I(1)d−kα
∫
I(0)kα
y2n(0
′,1′′) |φα (y)|2
y2m(1′,0′′)
dy′dy′′.
But φ ∈ S⊗,m (0) implies φα ∈ S⊗,m (0) and by 9.42 when δ = (1′,0′′) there exists a vector of functions
t′ = (ti)
kα
i=1 such that 0
′ < t′ < 1′ and
φα (y) =
1
(m!)
kα
ym(1
′,0′′)
(
Dm(1
′,0′′)φα
)
(t′ (y) .y′, y′′) , y ∈ Rd,
where . denotes the component-wise product of vectors. Thus∫
Rd
w |φ|2
≤
∑
0≤α≤1
(k′1)
d−kα (c′1)
kα
(m!)
2kα
∫
I(1)d−kα
∫
I(0)kα
y2n(0
′,1′′)
∣∣∣(Dm(1′,0′′)φα) (t′ (y) .y′, y′′)∣∣∣2 dy′dy′′
≤
 ∑
0≤α≤1
(k′1)
d−kα (c′1)
kα
(m!)2kα
 max
0≤α≤1
∫
I(1)d−kα
∫
I(0)kα
y2n(0
′,1′′)
∣∣∣(Dm(1′,0′′)φα) (t′ (y) .y′, y′′)∣∣∣2 dy′dy′′.
and regarding the leading constant:
∑
0≤α≤1
(k′1)
d−kα (c′1)
kα
(m!)2kα
=
∑
0≤α≤1
(k′1)
d−kα
(
c′1
(m!)2
)k
=
d∑
k=1
(∑
kα=k
1
)
(k′1)
d−kα
(
c′1
(m!)2
)kα
=
d∑
kα=1
(
d
k
)
(k′1)
d−kα
(
c′1
(m!)
2
)kα
=
(
k′1 +
c′1
(m!)
2
)d
,
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so that
∫
Rd
w |φ|2 ≤
(
k′1 +
c′1
(m!)
2
)d
max
0≤α≤1
∫
I(1)d−kα
∫
I(0)kα
y2n(0
′,1′′)
∣∣∣(Dm(1′,0′′)φα) (t′ (y) .y′, y′′)∣∣∣2 dy′dy′′,
so that∫
Rd
w |φ|2
≤
(
k′1 +
c′1
(m!)2
)d
max
0≤α≤1
∫
I(1)d−kα
∫
I(0)kα
y2n(0
′,1′′)
∣∣∣(Dm(1′,0′′)φα) (t′ (y) .y′, y′′)∣∣∣2 dy′dy′′
=
(
k′1 +
c′1
(m!)
2
)d
max
0≤α≤1
∫
I(1)d−kα
∫
I(0)kα
1
y21′′
y(2n+2)(0
′,1′′)
∣∣∣(Dm(1′,0′′)φα) (t′ (y) .y′, y′′)∣∣∣2 dy′dy′′
≤
(
k′1 +
c′1
(m!)
2
)d
max
0≤α≤1
∥∥∥∥y(2n+2)(0′,1′′) ∣∣∣(Dm(1′,0′′)φα) (t′ (y) .y′, y′′)∣∣∣2∥∥∥∥
∞
∫
I(1)d−kα
∫
I(0)kα
dy′dy′′
y21′′
≤
(
k′1 +
c′1
(m!)2
)d
max
0≤α≤1
∥∥∥y(n+1)(0′,1′′)Dm(1′,0′′)φα (y)∥∥∥2∞
∫
I(1)d−kα
∫
I(0)kα
dy′dy′′
y21′′
=
(
k′1 +
c′1
(m!)
2
)d
max
0≤α≤1
2kα
∥∥∥y(n+1)(0′,1′′)Dm(1′,0′′)φα (y)∥∥∥2∞
≤ 2d
(
k′1 +
c′1
(m!)
2
)d
max
0≤α≤1
∥∥∥y(n+1)(0′,1′′)Dm(1′,0′′)φα (y)∥∥∥2∞ .
But if y = παx then
y(0
′,1′′) = (παx)
(0′,1′′) = xpiα(0
′,1′′) = xpiα(1−(1
′,0′′)) = x1−α,
so that
y(n+1)(0
′,1′′) = x(n+1)(1−α).
and also
Dm(1
′,0′′)φα (y) =
(
Dm(1
′,0′′) (φ ◦ πα)
)
(παx) = D
mαφ (x) .
Thus
∫
Rd
w |φ|2 ≤ 2d
(
k′1 +
c′1
(m!)
2
)d
max
0≤α≤1
∥∥∥y(n+1)(0′,1′′)Dm(1′,0′′)φα (y)∥∥∥2∞
= 2d
(
k′1 +
c′1
(m!)2
)d
max
0≤α≤1
∥∥∥x(n+1)(1−α)Dmαφ (x)∥∥∥2
∞
= 2d
(
k′1 +
c′1
((l − n)!)2
)d
max
0≤α≤1
∥∥∥x(n+1)(1−α)D(l−n)αφ (x)∥∥∥2
∞
,
which proves 9.77. We can also conclude that φ ∈ Sw,0 implies φ ∈ S⊗,l−n (0) and thus Sw,0 = S⊗,(l−n)1 (0).
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Part 6 From part 1,∫
≤
∥∥∥∥∨φ∥∥∥∥2
w,0
≤
(π
2
)2|λ|( 2|λ−ν|
(2 (λ− ν)− 1)!!
)2 ∥∥∥∥∥̂xλ−ν∨φ
∥∥∥∥∥
2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥∥∥∥̂xλDν∨φ
∥∥∥∥∥
2
2

=
(π
2
)2|λ|(( 2|λ−ν|
(2 (λ− ν) − 1)!!
)2 ∥∥∥∥xλ−ν∨φ∥∥∥∥2
2
+
(
2|λ|
(2λ− 1)!!
)2 ∥∥∥∥xλDν∨φ∥∥∥∥2
2
)
Corollary 480 ?? Sw,0 =
1
wS.
Proof. ??
Remark 481 ??? These calculations relate to trying to prove:
∫
w |χη|2 ≤ C
(∫
w |χ|2
)(∫
w |η|2
)
when
χ, η ∈ Sw,0 = S⊗,(l−n)1 (0).
Suppose the conditions of Theorem 211 are satisfied. Then by Theorem 211 if m = l − n then
c1
s2m
≤ w1 (s) ≤ c
′
1
s2m
, |s| ≤ 1, 6
for some constants c′1 > c1 > 0, and
k1s
2n ≤ w1 (s) ≤ k′1s2n, |s| ≥ 1,
for some constants k′1 > k1 > 0.
From 9.43,
|φ (ξ)| ≤ |ξ
α|
α!
max
t∈[0,1]
∣∣∣(D(l−n)1φ) (tξ)∣∣∣ .
√
w (ξ) ≤ c
′
1
ξm1+
, ξ+ ≤ 1.
?? Apply above to
√
wk1 (ξk1 ) . . . wkj
(
ξkj
) |η (ξ)| where |ξki | ≤ 1. Then use
k1ξ
2n
j ≤ wj (ξj) ≤ k′1ξ2nj , |ξj | ≥ 1.
USE (β (ξ))k =
{
l, |ξk| < 1,
n, |ξk| ≥ 1,
}
and R (ξ) =??.
∑
?? +
∫
w |ηχ|2
Perhaps if m = 0 i.e. if l = n, the inequality holds?
??
Remark 482 ??? Try proving that if w (x) ≤ c (1 + |x|)m for some c > 0 and integer m > d, and if w has
sufficient smoothness (to allow a suitable local Taylor series expansion), then X0w is a ?? NOT LIKELY!
convolution algebra ??. Exponential weight functions are suitable candidates.
Try proving this by partitioning Rd into unit cubes and then proceeding in a manner analogous to the expansion
9.55 in the proof of part 1 of Theorem 466 i.e. we have the full volume integrals∫
w |φ|2 =
∑
α∈Zd
∫ α+ 12
α− 12
w (η) |φ (η)|2 dη
=
∑
α∈Zd
∫ 1
2
− 12
w (α+ ξ) |φ (α+ ξ)|2 dξ
=
∫ 1
2
− 12 ,
w |φ|2 +
∑
α∈Zd\0
∫ 1
2
− 12
w (α+ ξ) |φ (α+ ξ)|2 dξ.
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Assume that ∀α, 0 < C1 ≤
∣∣∣ξ2λα w(α+ξ)
(a+ξ)2να
∣∣∣ ≤ C2 on I0, max
α
λα <∞ and max
α
να <∞. Now write∫
w |φ|2 =
∫ 1
2
− 12
w |φ|2 +
∑
α∈Zd\0
∫ 1
2
− 12
ξ2λα
( w
xνα
)
(α+ ξ)
∣∣∣∣ (xναφ) (α+ ξ)ξλα
∣∣∣∣2 dξ.
Thus
∫
w |φ|2 <∞ implies∫ 1
2
− 12
w |φ|2 <∞,
∫ 1
2
− 12
∣∣∣∣(xναφ) (α+ ξ)ξλα
∣∣∣∣2 dξ <∞ ∀α 6= 0.
?? ETC.
?? What about the central difference weight functions of Definition 268?
???
9.2.6 The operator B : X0w ⊗X01/w → C(0)B
In this section we will assume that w ∈ S†w,0 and in Section 9.4 we will construct a generalization which includes
property 9.14.
In this section we will introduce the operators B : X0w ⊗X01/w → C(0)B , V : X01/w → X0w, W : X0w → X01/w and
Φ : X01/w →
(
X0w
)′
.
where
(
X0w
)′
denotes the bounded linear functionals on X0w. In summary, if G is the basis function and u ∈ X0w,
v ∈ X01/w then:
B (u, v) = (ûvF )∨ = (Iu) ∗Mv,
Vv = B (G, v) = JMv,
Wu = LIu,
(Φv) (u) = (u,Vv)w,0 ,
and Φ characterizes the bounded linear functionals on X0w. The operator B is actually not needed to define Φ.
The bilinear mapping B can be regarded as a convolution in the sense of A.10 (in Appendix) because
B (u, φ) = u ∗ φ = (2π)−d2 [uy, φ (· − y)] , u ∈ X0w, φ ∈ S.
We start by defining the mapping B:
Definition 483 The mapping B
If (u, v) ∈ X0w ⊗X01/w define the bilinear mapping B : X0w ⊗X01/w → C(0)B by:
B (u, v) = (ûvF )∨ , u ∈ X0w, v ∈ X01/w. (9.80)
Noting that the product of two measurable functions is a measurable function definition 9.80 makes sense
since from the definitions of X01/w and X
0
w, vF ∈ L1loc
(
Rd \ A), vF√
w
∈ L2, û ∈ L1loc and
√
wû ∈ L2 so that∫ |ûvF | ≤ ‖u‖w,0 |v|1/w,0 <∞. Thus ûvF ∈ L1 and hence (ûvF )∨ ∈ C(0)B .
Theorem 484 Properties of the operator B
1. B : X0w ⊗X01/w → C(0)B is a continuous bilinear mapping when C(0)B is endowed with the supremum norm
‖·‖∞. In fact
‖B (u, v)‖∞ ≤ (2π)−
d
2 ‖u‖w,0 |v|1/w,0 , u ∈ X0w, v ∈ X01/w.
2. In the sense of distributions: if α+ β = γ ≥ 0 then
DγB (u, v) =
(
D̂αu
(
Dβv
)
F
)∨
, u ∈ X0w, v ∈ X01/w.
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3. The operator B commutes with the (distribution) translation operator τaf = f (· − a), a ∈ Rd in the sense
that
τaB (u, v) = B (τau, v) = B (u, τav) .
4. We have
B (u, v) = (Iu) ∗Mv, u ∈ X0w, v ∈ X01/w,
where I was introduced in Definition 24 and M in Definition 414.
Now suppose w also satisfies property W02 or W03 for parameter κ. Then:
5. B is a convolution in the sense of A.10: X0w ⊂ S′, S ⊂ X01/w and
B (u, φ) = u ∗ φ, u ∈ X0w, φ ∈ S.
Further, B (u, φ) ∈ C∞B and DγB (u, φ) = Dαu ∗Dβφ for all γ = α+ β.
Proof. Part 1 Noting the calculations done in the definition of B all that remains to be shown is the continuity
of B. But from 9.80
|B (u, v)| ≤ ∣∣(ûvF )∨∣∣ = (2π)−d2 ∣∣∣∣∫ e−ixξû (ξ) vF (ξ) dξ∣∣∣∣ ≤ (2π)− d2 ∫ |û| |vF |
≤ (2π)− d2 ‖u‖w,0 |v|1/w,0 .
Part 2
DγB (u, v) = Dγ (ûvF )∨ = ((iξ)γ (ûvF ))∨ =
(
(iξ)α û (iξ)β vF
)∨
=
(
D̂αu
(
Dβv
)
F
)∨
.
Part 3
τaB (u, v) = τa (ûvF )∨ =
(
e−iaξûvF
)∨
= (τ̂auvF )
∨ = B (τau, v) ,
and
τaB (u, v) = τa (ûvF )∨ =
(
ûe−iaξvF
)∨
= (û (τav)F )
∨ = B (u, τav) .
Part 4 From the definition of B and the definition of M (Definition 414)
B (u, v) = (ûvF )∨ =
(√
wû
vF√
w
)∨
=
(√
wû
)∨ ∗ ( vF√
w
)∨
= (Iu) ∗Mv.
Part 5 From part 4 of Lemma 413, S ⊂ X01/w. So by definition 9.80 of B (u, φ), and the definition A.10 of the
convolution of a member of S′ and a member of S, B (u, φ) = (ûφF )∨ =
(
ûφ̂
)∨
= u ∗ φ ∈ C(0)B so that by A.11,
DγB (u, φ) = (Dαu) ∗Dβφ for all γ and α+ β = γ. Thus B (u, φ) ∈ C∞B .
Part 5 of the last theorem shows how B can be regarded as a convolution by restricting the domain of the
second variable to S.
Definition 485 The spaces Ŝw,0,
∨
Sw,0 and the spaces of continuous functionals S
′
w,0,
(
Ŝw,0
)′
,
(∨
Sw,0
)′
.
The space Sw,0 was introduced in Definition 433.
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1. The spaces Ŝw,0 and
∨
Sw,0 are defined by
Ŝw,0 =
{
φ̂ : φ ∈ Sw,0
}
,
∨
Sw,0 =
{∨
φ : φ ∈ Sw,0
}
,
and we observe that from the definition of Sw,0:
∨
Sw,0 = S ∩X0w.
Ŝw,0 is topologized using the seminorms which define the topology of S.
∨
Sw,0 is topologized using the seminorms which define the topology of S.
2. With these topologies the Fourier transform is now a homeomorphism from Sw,0 to
∨
Sw,0 and the inverse-
Fourier transform is now a homeomorphism from Sw,0 to Ŝw,0.
3. Now define S′w,0,
(
Ŝw,0
)′
and
(∨
Sw,0
)′
to be the spaces of continuous, linear functionals on Sw,0, Ŝw,0 and
∨
Sw,0 respectively.
4. We define the Fourier transform on S′w,0 and inverse-Fourier transform on S
′
w,0 by[
f̂ , φ
]
=
[
f, φ̂
]
, f ∈ S′w,0, φ ∈
∨
Sw,0,[∨
f, φ
]
=
[
f,
∨
φ
]
, f ∈ S′w,0, φ ∈ Ŝw,0,
so that (
S′w,0
)∨
=
(
Ŝw,0
)′
,
(
S′w,0
)∧
=
(∨
Sw,0
)′
.
These equations imply that the Fourier transform is a homeomorphism from S′w,0 to
(∨
Sw,0
)′
, and that the
inverse-Fourier transform is a homeomorphism from S′w,0 to
(
Ŝw,0
)′
.
Localization:
5. Suppose Ω ⊆ Rd \ A is open and let C∞0 (Ω) = {φ ∈ C∞0 : suppφ ⊂ Ω}. Then C∞0 (Ω) ⊂ Sw,0 since w is
continuous on Rd \ A. We now say u ∈ S′w,0 is a member of L1loc (Ω) if there exists f ∈ L1loc (Ω) such that
[u, φ] =
∫
fφ for all φ ∈ C∞0 (Ω).
6. Suppose Ω ⊂ Rd \ A is open and A is one of the spaces S′w,0,
(
Ŝw,0
)′
or
(∨
Sw,0
)′
.
Then if u, v ∈ A we say that u = v on Ω if [u− v, φ] = 0 for all φ ∈ C∞0 (Ω).
7. A member u of S′w,0 has support on A iff [u, φ] = 0 when φ ∈ C∞0 and suppφ ⊂ Rd \ A.
We now want to define the convolution of a member of
∨
Sw,0 and a member of
(
Ŝw,0
)′
and we use as a guide
definition A.10 of the Appendix:
φ ∗ f =
(
φ̂f̂
)∨
= (2π)
−d/2
[fy, φ (· − y)] , φ ∈ S, f ∈ S′, (9.81)
Here φ ∗ f ∈ C∞BP .
Definition 486 The convolution
∨
Sw,0 ∗
(
Ŝw,0
)′
→
(
Ŝw,0
)′
If f ∈
(
Ŝw,0
)′
and φ ∈
∨
Sw,0 then f̂ = S
′
w,0 and φ̂ ∈ S so that φ̂f̂ ∈ S′w,0 and
(
φ̂f̂
)∨
∈
(
Ŝw,0
)′
. Now by
analogy with 9.81 we define
φ ∗ f =
(
φ̂f̂
)∨
, φ ∈
∨
Sw,0, f ∈
(
Ŝw,0
)′
. (9.82)
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Inspired by 9.81 we now prove the convolution representation:
Lemma 487 The convolution of Definition 486 can be written:
φ ∗ f =
(
φ̂f̂
)∨
= (2π)
− d2 [fy, φ (· − y)] , φ ∈
∨
Sw,0, f ∈
(
Ŝw,0
)′
.
Proof. Now φ ∈ S and f can be extended (non-uniquely) to S as, say, fe ∈ S′.
Hence
(
φ̂f̂e
)∨
= (2π)−
d
2
[
fey , φ (· − y)
]
= (2π)−
d
2 [fy, φ (· − y)], since φ (· − y) ∈
∨
Sw,0 for all y.
Also, if ψ ∈ Ŝw,0 then,
[(
φ̂f̂e
)∨
, ψ
]
=
[
φ̂f̂e,
∨
ψ
]
=
[
f̂e, φ̂
∨
ψ
]
=
[
fe,
(
φ̂
∨
ψ
)∧]
. But
∨
ψ ∈ Sw,0 and φ̂ ∈ S implies
φ̂
∨
ψ ∈ Sw,0 so that
(
φ̂
∨
ψ
)∧
∈ Ŝw,0 and consequently
[(
φ̂f̂e
)∨
, ψ
]
=
[(
φ̂f̂
)∨
, ψ
]
which now allows us to write,
φ ∗ f =
(
φ̂f̂
)∨
= (2π)
− d2 [fy, φ (· − y)].
This lemma can be applied to obtain the following representation of the operator B:
Theorem 488 Suppose the weight function w has property W01 w.r.t. the set A and w ∈WS;0 (Definition 433).
Then:
1. If v ∈ X01/w then v ∈
(
S′w,0
)∨
, vF ∈ S′w,0 ∩ L1loc
(
Rd \ A) and v̂ − vF ∈ S′w,0;A where
S′w,0;A :=
{
g ∈ S′w,0 : supp g ⊂ A
}
, (9.83)
with the support given by part 7 of Definition 485.
2.
∨
Sw,0 = S ∩X0w.
3. If φ ∈
∨
Sw,0 and v ∈ X01/w then
B (φ, v) = φ ∗ ∨vF = (2π)−
d
2
[( ∨
vF
)
y
, φ (· − y)
]
. (9.84)
4. If w also has property W02 or W03 then
∨
Sw,0 is dense in X
0
w.
Proof. Part 1 S′ ⊂
(
Ŝw,0
)′
so v ∈
(
Ŝw,0
)′
=
(
S′w,0
)∨
. Suppose φ ∈ Sw,0.
Then ∣∣∣∣∫ vFφ∣∣∣∣ = ∣∣∣∣∫ vF√w√wφ
∣∣∣∣ ≤ |v|1/w,0(∫ w |φ|2)1/2
and the assumptions of this theorem imply that
(∫
w |φ|2
)1/2
is bounded by a positive, linear combination |·|σ
of the seminorms used to define the topology on S i.e. vF ∈ S′w,0.
If φ ∈ C∞0
(
Rd \ A) then [v̂ − vF , φ] = [v̂, φ]− [vF , φ] = 0 so that supp (v̂ − vF ) ⊂ A and v̂ − vF ∈ S′w,0;A.
Part 2 From part 1 Definition 485.
Part 3 From 9.80, B (φ, v) =
(
φ̂vF
)∨
=
(
φ̂
∨̂
vF
)∨
and by part 1,
∨
vF ∈
(
Ŝw,0
)′
so that Lemma 487 implies,
B (φ, v) = φ ∗ ∨vF = (2π)−d/2
[( ∨
vF
)
y
, φ (· − y)
]
.
Part 4 This was shown in Corollary 41.
??
Corollary 489 Properties of B (G, ·). Suppose w has property W02 for κ and G is the basis function. Then if
v, v′ ∈ X01/w:
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1. DγG ∈ X0w when |γ| ≤ κ and
DγB (G, v) = B (DγG, v) , |γ| ≤ κ.
2. B (G, v) ∈ X0w and ‖B (G, v)‖w,0 = |v|1/w,0.
3. B (G,φ) = G ∗ φ when φ ∈ S.
4.
∫
FB (B (G, v) , v′) = 〈v, v′∗〉1/w,0, where F is the Fourier transform and v′∗ (x) = v′ (−x).
Proof. Part 1 By Theorem 53, DγG ∈ X0w when |γ| ≤ κ and so by part 2 of Theorem 484, DγB (G, v) ∈(
D̂γGvF
)∨
= B (DγG, v).
Part 2 Observe that G ∈ X0w and B (G, v) ∈ S′. Further FB (G, v) = ĜvF = vFw ∈ L1 by Lemma 413, and∫
w |FB (G, v)|2 = ∫ |vF |2w = |v|1/w,0. Thus B (G, v) ∈ X0w.
Part 3 From Lemma 413, S ⊂ X01/w and B (G,φ) =
(
Ĝφ̂
)∨
= G ∗ φ by the convolution definition A.10.
Part 4 B (G, v) = ( vFw )∨ so∫
FB (B (G, v) , v′) = ∫ FB((vF
w
)∨
, v′
)
=
∫
F
((vF
w
,
(
v′
)
F
)∨)
=
∫
1
w
vF
(
v′
)
F
=
∫
1
w
vF (v′∗)F
= 〈v, v′∗〉1/w,0 .
Remark 490 ??? WHAT IF w ∈ W03?
9.2.7 The operators V : X01/w → X0w, W : X0w → X01/w and Φ : X01/w → (X0w)′
The operators W = LI and V = JM will be introduced:
X01/w
L←−
−→
M
L2
I←−
−→
J
X0w (9.85)
Isometric isomorphisms between X01/w, L
2, X0w.
Also, V = JM and W = LI.
and used to define the operator Φ : X01/w →
(
X0w
)′
which characterizes the bounded linear functionals on X0w
as the space X01/w. In fact, in an analogous fashion to the negative order Sobolev spaces, Theorem 498 shows
that Φ can be written as a bilinear form.
Definition 491 The operator V : X01/w → X0w
The operator J : L2 → X0w was introduced in Definition 24 and studied in Theorem 25.
Suppose the weight function w has property W02 or W03. These conditions ensure that both M and J are
defined.
Define the operator V by V := JM where M : X01/w → L2.
The operator V can be expressed in terms of the operator B and the basis function as follows:
Theorem 492 Suppose the weight function w has property W02 or W03 and that G is the corresponding basis
function. Then
Vv =
(vF
w
)∨
= B (G, v) , v ∈ X01/w, (9.86)
and
Vv = G ∗ v, v ∈ S,
and V : S → G ∗ S is 1-1 and onto.
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Proof. By Definition 24, Ĵ g = ĝ√
w
∈ L1loc for g ∈ L2.
By Definition 414, M̂v = vF√
w
∈ L2 for v ∈ X01/w. Thus
V̂v = ĴMv = M̂v√
w
=
vF
w
= (B (G, v))∧ ,
and so Vv = B (G, v). The second equation of this theorem follows from part 3 of Corollary 489.
Clearly V is onto. Since V is isometric Vφ = 0 implies ‖Vφ‖w,0 = |φ|1/w,0 =
(∫ |φF |2
w
)1/2
= 0, where φF is
the restriction of φ̂ to Rd \ A where A is a closed set of measure zero. But φ̂ ∈ S and so φ = 0.
Definition 493 The operators L : L2 → X01/w and W : X0w → X01/w.
Suppose w has property 9.14 or w ∈WS;0. Then we define:
The operator L : L2 → X01/w: if w has property 9.14 let L = L1 otherwise if w ∈ WS;0 let L = L2.
The operator W := LI : X0w → X01/w.
The next theorem relates the properties of the operators V andW , and for which we will require the properties
of the operators I and J given in Theorem 428.
Theorem 494 Suppose the weight function w has property W02 or W03 as well as property 9.14 or property
9.19. Then in the seminorm sense the operators V = JM and W = LI have the following properties:
1. V : X01/w → X0w is a unique, linear isometry.
2. W : X0w → X01/w is a class of linear isometries.
3. V and W are inverses.
4. V and W are onto.
5. V and W are 1-1.
6. V and W are adjoints.
7. If f ∈ X0w and wf̂ ∈ S′ then Wf =
(
wf̂
)∨
.
8. V and W are isometric isomorphisms, inverses and adjoints.
Proof. Part 1 From Theorem 25 J is a unique, linear isometry, and from Theorem 415 M is also a unique,
linear isometry.
Part 2 From Theorem 25 I is a unique, linear isometry. From Theorem 427 or Theorem 437 L is a class of
linear isometries.
Part 3 From Theorem 428 or Theorem 438 ML = I and Theorem 25 J If = f . Hence VW = JMLI =
J I = I.
From Theorem 25 IJ = I and from Theorem 428 or Theorem 438 LMg−g ∈ (S′A)∨. HenceWV = LIJM =
LM and WVg − g ∈ (S′A)∨.
Parts 4 and 5 follow directly from part 3.
Part 6 Theorem 428 or Theorem 438 implies L and M are adjoints and Theorem 25 implies I and J are
adjoints. Thus
〈g,Wf〉1/w,0 = 〈g,LIf〉1/w,0 = (Mg, If)2 = (JMg, f)w,0 = (Vg, f)w,0 .
Part 7 If f ∈ X0w then from the definitions of L1 and L2
Ŵf = L̂If = √wÎf =
(√
w
(√
wf̂
))e
=
(
wf̂
)e
= wf̂.
Part 8 Summary of previous parts.
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Remark 495 ??? SEE also Definition 509. Regarding part 7, what about the space:{
f ∈ X0w : wf̂ ∈ S′
}
=
{
f ∈ X0w :
(
wf̂
)∨
∈ S′
}
=
{
f ∈ X0w :Wf ∈ S′
}
= J {u ∈ L2 : √wu ∈ S′} .
If w1 exists and
1
w1
∈ C∞BP e.g. extended B-splines, then{
f ∈ X0w : wf̂ ∈ S′
}
= J1
{
u ∈ L2 : w1u ∈ S′
}
=??J1
{
u ∈ L2 : u ∈ 1
w1
S′
}
= J1
(
L2 ∩ 1
w1
S′
)
.
Next we prove that S is dense in X01/w.
Corollary 496 Suppose the weight function w has property W02 or W03 and either property 9.14 holds or else
w ∈WS;0.
Then S is dense in X01/w under |·|1/w,0.
Proof. Choose u ∈ X01/w so that Vu ∈ X0w. From part 3 Theorem 338, G ∗ S is dense in X0w and hence given
ε > 0 there exists φε ∈ G ∗S such that ‖Vu− φε‖w,0 < ε. But by Theorem 492, V : S → G ∗S is an isomorphism
and so V−1φε ∈ S. Since V : X01/w → X0w is an isometry∣∣u− V−1φε∣∣1/w,0 = ∥∥V (u− V−1φε)∥∥w,0 = ‖Vu− φε‖w,0 < ε,
which proves this density result.
Since X01/w is complete and S is dense in X
0
1/w it follows that X
0
1/w is the completion of S.
The operator V will now be used characterize the bounded linear functionals on X0w, denoted
(
X0w
)′
, in the
following sense:
Theorem 497 The operator Φ. Suppose the weight function w has property W02 or W03 and either property
9.14 holds or w ∈WS;0. Denote by
(
X0w
)′
the space of bounded linear functionals on X0w.
Then the equation
(Φv) (u) := (u,Vv)w,0 , u ∈ X0w, v ∈ X01/w, (9.87)
defines a linear operator Φ : X01/w →
(
X0w
)′
which is an isometric isomorphism in the seminorm sense.
Proof. Since V : X01/w → X0w is an isometry, given v ∈ X01/w and u ∈ X0w we have∣∣∣(u,Vv)w,0∣∣∣ ≤ ‖u‖w,0 ‖Vv‖w,0 = ‖u‖w,0 |v|1/w,0 ,
and for each v ∈ X01/w, the expression (u,Vv)w,0, u ∈ X0w defines a bounded linear functional on X0w. Denote
this functional by Φv so that 9.87 holds and the operator norm is
‖Φv‖op = sup
u∈X0w
∣∣∣(u,Vv)w,0∣∣∣
‖u‖w,0
≤ |v|1/w,0 .
Thus Φ : X01/w →
(
X0w
)′
. In fact, we can easily prove that ‖Φv‖op = |v|1/w,0 by noting that when u = V˜v,
|(u,Vv)w,0|
‖u‖w,0 = ‖Vv‖w,0 = |v|1/w,0. Clearly Φv = 0 implies |v|1/w,0 = 0 so Φ is 1-1.
To prove Φ is onto choose Y ∈ (X0w)′. Since X0w is an inner product space there exists λ ∈ X0w such that
Yu = (u, λ)w,0 when u ∈ X0w. But by parts 3 and 6 of Theorem 494, VV∗ = I so Yu = (u, λ)w,0 = (u,VV∗λ)w,0
and comparison with 9.87 yields (ΦV∗λ) (u) = Yu and ΦV∗λ = Y.
In an analogous fashion to the negative order Sobolev spaces a bilinear form can be used to characterize the
bounded linear functionals on X0w:
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Theorem 498 If u ∈ X0w and v ∈ X01/w then the operator Φ : X01/w →
(
X0w
)′
can be expressed directly in terms
of the bilinear form
∫
ûvF as
(Φv) (u) =
∫
ûvF , u ∈ X0w, v ∈ X01/w.
Proof. A direct consequence of 9.87 and 9.99.
If w has property W02 or W03 for parameter κ then from part 2 Theorem 72 there exists Rx ∈ X0w such that
for |γ| ≤ κ, DγRx ∈ X0w and (f, (−D)γ Rx)w,0 = Dγf (x). On the other hand, the space X01/wis not a reproducing
kernel Hilbert space because it contains tempered distributions which are not continuous functions e.g. δ (· − x).
However it does have the following evaluation property 9.88:
Theorem 499 Suppose the weight function w has property W02 for parameter κ as well as property 9.14 or
w ∈WS;0. Then
V∗Dγ (Rx) = Dγδ (· − x) , |γ| ≤ κ,
where Rx is the Riesz representer of the evaluation functional f → f (x). Further
〈u,Dγδ (· − x)〉1/w,0 = (−1)|γ| (DγVu) (x) , u ∈ X01/w, |γ| ≤ κ. (9.88)
Proof. If f ∈ X01/w and wf̂ ∈ S′ then by parts 6 and 7 of Theorem 494,
V∗f =Wf =
(
wf̂
)∨
.
Thus when f = DγRx, by using the Fourier transform properties given in Appendix A, we obtain
wD̂γRx = w (ξ) (iξ)
γ
R̂x (ξ) = (2π)
−d/2
w (ξ) (iξ)
γ ̂G (· − x) (ξ) = (2π)−d/2 (iξ)γ e−ixξ ∈ S′,
and as a consequence
V∗Dγ (Rx) =
(
wD̂γRx
)∨
= (2π)−d/2
(
(iξ)γ e−ixξ
)∨
= (2π)−d/2Dγ
((
e−ixξ
)∨)
.
But
(
e−iaξ
)∨
= (2π)
d/2
δ (· − a) so
V∗Dγ (Rx) = Dγδ (· − x) ,
and thus
〈u,Dγδ (· − x)〉1/w,0 = 〈u,V∗Dγ (Rx)〉1/w,0 = (Vu,DγRx)w,0 = ((−D)γ Vu,Rx)w,0
= (−1)|γ| (DγVu) (x) .
Remark 500 ??? If w has property W03 then this theorem is also true if we replace |γ| ≤ κ by γ ≤ κ.
9.2.8 The space X0w (Ω)
′
?? How does the operator
∫
Ω
Rxu in Theorem 351 above affect this?
From Theorem 708,
V : (X/A)′ → A0 is an isom. iso.
A0 = {u ∈ X ′ : u (A) = {0}} .
(V u′) (x) := u′ (x) .
Now consider the case: X = X0w and A =
(
X0w
)
Ωc
=
{
f ∈ X0w : supp f ⊂ Ωc
}
. A is closed by Theorem 49.
From Corollary 142 we have
X0w (Ω)
hom
= X0w/
(
X0w
)
Ωc
.
X0w (Ω)
′ = anhil
((
X0w
)
Ωc
)
=
{
σ ∈ (X0w)′ : σ ((X0w)Ωc) = {0}} . (9.89)
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See the (several) definitions of the operators B, B (G, v), V and Φ used in relation to the spaces X01/w and(
X0w
)′
.
When does
X0w (Ω)
′
=
{∫
Ω
Rxu : u ∈ X0w
}
?
From Theorem 498: if u ∈ X0w and v ∈ X01/w then the isometric isomorphism Φ : X01/w →
(
X0w
)′
introduced in
Theorem 497 can be expressed directly in terms of the bilinear form
∫
ûvF as
(Φv) (u) =
∫
ûvF , u ∈ X0w, v ∈ X01/w.
Thus
X0w (Ω)
′
=
{
Φv : v ∈ X01/w and (Φv)
((
X0w
)
Ωc
)
= {0}
}
=
{
Φv : v ∈ X01/w and (Φv) (u) = 0 ∀u ∈
(
X0w
)
Ωc
}
=
{
Φv : v ∈ X01/w and
∫
ûvF = 0 ∀u ∈
(
X0w
)
Ωc
}
= Φ
{
v ∈ X01/w :
∫
ûvF = 0 ∀u ∈
(
X0w
)
Ωc
}
What is C∞Ωc? Choose C
∞
Ωc = {φ ∈ C∞0 : suppφ ⊂ Ωc}? PERHAPS SΩc := {φ ∈ S : suppφ ⊂ Ωc}?
??? IS C∞Ωc∩
(
X0w
)
Ωc
dense in
(
X0w
)
Ωc
? Petersen? Is
∨
Sw,0∩C∞Ωc∩
(
X0w
)
Ωc
dense in
(
X0w
)
Ωc
? Is
∨
Sw,0∩C∞Ωc∩
(
X0w
)
Ωc
non-empty? NOTE that
∨
Sw,0 = X
0
w∩S so
∨
Sw,0∩C∞Ωc ∩
(
X0w
)
Ωc
= X0w ∩S∩C∞Ωc ∩
(
X0w
)
Ωc
= S∩C∞Ωc ∩
(
X0w
)
Ωc
=
C∞Ωc ∩
(
X0w
)
Ωc
. SEE remark about Theorem 49.
If true then
X0w (Ω)
′ = Φ
{
v ∈ X01/w :
∫
vF φ̂ = 0 ∀φ ∈
∨
Sw,0 ∩ C∞Ωc
}
.
From part 1 of Theorem 488: if v ∈ X01/w then v ∈
(
S′w,0
)∨
, vF ∈ S′w,0 and v̂ − vF ∈ S′w,0;A where
S′w,0;A :=
{
g ∈ S′w,0 : supp g ⊂ A
}
,
with the support given by part 7 of Definition 485. Consequently
0 =
∫
vF φ̂ =
[
vF , φ̂
]
=
[
vF , φ̂
]
=
[
v̂, φ̂
]
= [v, φ] ,
and
X0w (Ω)
′ = Φ
{
v ∈ X01/w : [v, φ] = 0 ∀φ ∈
∨
Sw,0 ∩ C∞Ωc
}
= Φ
{
v ∈ X01/w : [v, φ] = 0 ∀φ ∈
∨
Sw,0 ∩ C∞Ωc
}
.
?? SEE pages 306 - 309 of Petersen [52].
Perhaps define
X01/w (Ω) := rΩX
0
1/w.
WHEN does
X01/w (Ω) =
{
v ∈ X01/w : [v, φ] = 0 ∀φ ∈
∨
Sw,0 ∩C∞Ωc
}
?
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9.3 The space X˜01/w
In this section we assume that the weight function belongs to WS;0 (9.19). Examination of the results concerning
the spaceX01/w of the last section shows that a larger space X˜
0
1/w can be defined which allows similar, but simpler,
maps to be defined to and from L2.
We then set about defining the isometric maps analogous to M, L (L1 or L2), B, V , W and Φ and proving
their properties; the goal being to characterize the bounded linear functionals on X0w. Some of these maps are
indicated in Figure 9.90:
X01/w
E←−
−→
R
X˜01/w
L˜←−
−→˜
M1
L2
I←−
−→
J
X0w (9.90)
W˜1 = L˜I and V˜1 = JM˜1
There is a great deal of commonality in the proofs but putting the proofs in an appendix makes editing difficult
so the proofs are abbreviated where possible.
The relationship between the spaces X˜01/w and X
0
w is studied in Subsection 9.3.4 where we construct an
isometric, isomorphism between X˜01/w and X
0
w.
Next, as illustrated in Figure 9.105 of Subsection 9.3.5 we use Fourier transforms to map X˜01/w and X
0
w onto
Fourier-independent spaces so that the equivalents of the mappings L˜, M˜1, I and J become Fourier-independent.
Finally, it is shown that the Gaussian and the shifted thin-plate splines do not lie in WS;0.
Theorem 501 Suppose that w has property W01 w.r.t. the set A and w ∈ WS;0. Then:
1. Suppose φ ∈ S. Then wφ ∈ L1loc
(
Rd \ A). Further, φ ∈ Sw,0 iff wφ ∈ S′w,0 in the sense of part 5 of Definition
485.
2. Suppose φ ∈ S. Then wφ̂ ∈ L1loc
(
Rd \ A). Further, φ ∈ ∨Sw,0 iff (wφ̂)∨ ∈ (Ŝw,0)′ and u = (wφ̂)∨ satisfies∫
w
∣∣∣φ̂∣∣∣2 = ∫ |û|2
w
. (9.91)
Proof. Part 1 Clearly wφ ∈ L1loc
(
Rd \ A) if φ ∈ S. Now suppose φ ∈ Sw,0. Then wφ ∈ L1loc (Rd \ A) since
w ∈ L1loc
(
Rd \ A). Further, if ψ ∈ Sw,0 then
[wφ, ψ] =
∫
wφψ ≤
∫ √
wφ
√
wψ ≤
(∫
w |φ|2
)1/2(∫
w |ψ|2
)1/2
≤ |φ|σ |ψ|σ ,
so that wφ ∈ S′w,0.
On the other hand if wφ ∈ S′w,0 there exists a positive, linear combination |·|σ(φ) of the seminorms which define
S such that
∫
wφψ =
∫
wφψ ≤ ∣∣ψ∣∣
σ(φ)
when ψ ∈ Sw,0. Setting ψ = φ we now obtain
∫
w |φ|2 <∞ which means
that φ ∈ Sw,0.
Part 2 A simple consequence of part 1.
Definition 502 The semi-inner product space X˜01/w From part 4 of Definition 485, u ∈
(
Ŝw,0
)′
implies
û ∈ S′w,0, and from part 5 it is meaningful to require u ∈ S′w,0 be a member of L1loc (Ω) for any open Ω ⊆ Rd \ A.
Now suppose w has property W01 w.r.t. the set A and that w ∈ WS;0. Then we define the semi-inner product
space:
X˜01/w =
{
u ∈
(
Ŝw,0
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
, (9.92)
where uF is the restriction of û ∈ S′w,0 to Rd \ A. Endow X˜01/w with the semi-norm and semi-inner product
|u|w,0 =
(∫ |uF |2
w
)1/2
, 〈u, v〉w,0 =
∫
uF vF
w
.
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Part 2 of Theorem 501 now implies that X˜01/w is not empty: in fact{(
wφ̂
)∨
: φ ∈
∨
Sw,0
}
= (wSw,0)
∨ ⊂ X˜01/w. (9.93)
Remark 503 Clearly S′ ⊂
(
Ŝw,0
)′
and so X01/w ⊂ X˜01/w as sets.
Theorem 504 Some properties of X˜01/w
1. null |·|1/w,0 =
(
S′w,0;A
)∨
where
S′w,0;A :=
{
u ∈ S′w,0 : suppu ⊂ A as a distribution
}
. (9.94)
2. Noting part 1 of Remark 2, |·|1/w,0 is a norm iff we can choose A to be the (minimal) empty set.
If, in addition, w has property W02 for κ then:
3. If |v (ξ)| ≤ c (1 + |ξ|)κ then ∨v ∈ X˜01/w.
4.
∨
Sw,0 ⊂ X0w, S ⊂ X˜01/w and (wSw,0)∨ = S ∩ X˜01/w.
5. u ∈ X˜01/w implies uF ∈ S′w,0 ∩ L1loc
(
Rd \ A), (uF )∨ ∈ X˜01/w and u− (uF )∨ ∈ (S′w,0;A)∨.
6. If u ∈ X˜01/w then (D
αu)F
w ∈ L1 when |α| ≤ κ.
Also,
∫ (Dαu)F
w ∈
(
X˜01/w
)′
and
∥∥∥∫ (Dαu)Fw ∥∥∥
op
≤
(∫
ξ2α
w
)1/2
.
Proof. Part 1
null |·|1/w,0
=
{
v ∈ X˜01/w : |v|1/w,0 = 0
}
=
{
v ∈
(
Ŝw,0
)′
: v̂ ∈ S′w,0 and v̂ = 0 on Rd \ A as a distribution
}
=
{
v ∈ (S′w,0)∨ : v̂ ∈ S′w,0 and v̂ = 0 on Rd \ A as a distribution}
=
{∨
u : u ∈ S′w,0 and u = 0 on Rd \ A as a distribution
}
(9.95)
=
{∨
u : u ∈ S′w,0 and suppu ⊂ A as a distribution
}
=
(
S′w,0;A
)∨
.
Part 2 If A is empty then 9.95 implies that null |·|1/w,0 = {0}. If null |·|1/w,0 = {0} then it follows that u ∈ S′w,0
and u = 0 on Rd \A implies u = 0 on Rd. Now if A is not empty and a ∈ A then δ (· − a) ∈ S′ so δ (· − a) ∈ S′w,0
and δ (· − a) = 0 on Rd \ A. But δ (· − a) 6= 0 on Rd which is a contradiction. Thus A must be empty.
Part 3 Clearly v ∈ S′ so ∨v ∈ S′. Also,
(∨
v
)
F
= v ∈ L1loc and property W02 or W03 imply
∫ ∣∣∣(∨v)
F
∣∣∣2
w <∞.
Part 4 That
∨
Sw,0 ⊂ X0w was shown in part 2 of Theorem 488. That S ⊂ X˜01/w follows directly from part 2.
That (wSw,0)
∨
= S ∩ X˜01/w is just 9.93.
Part 5 By definition, u ∈ X˜01/w implies u ∈
(
Ŝw,0
)′
, uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2w <∞.
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Thus û ∈ S′w,0. If φ ∈ Ŝw,0 then by the Cauchy-Schwartz inequality∣∣∣∣∫ uFφ∣∣∣∣ ≤ ∫ |uF | |φ| = ∫ |uF |√w√w |φ| ≤ |u|1/w,0
(∫
w |φ|2
)1/2
,
and since w ∈ WS;0 it follows that uF ∈ S′w,0. We can now conclude that (uF )∨ ∈
(
Ŝw,0
)′
,
(
(uF )
∨)
F
= uF ∈
L1loc
(
Rd \ A) and ∫ |((uF )∨)F |2w <∞ so that (uF )∨ ∈ X˜01/w and
∣∣u− (uF )∨∣∣21/w,0 = ∫
∣∣(u− (uF )∨)F ∣∣2
w
=
∫ ∣∣uF − ((uF )∨)F ∣∣2
w
= 0,
i.e. u− (uF )∨ ∈
(
S′w,0;A
)∨
.
Part 6
∫ |(Dαu)F |
w =
∫ |ξαuF |
w =
∫ |ξα|√
w
|uF |√
w
≤
(∫
ξ2α
w
)1/2 (∫ |uF |2
w
)1/2
=
(∫ |·|2|α|
w
)1/2
|u|1/w,0 <∞.
Remark 505 1. Part 5 forms the basis for Subsection 9.3.4.
2. What if w ∈W03?
??
Remark 506 ADD MARKER ?? Prove analogue of Theorem 417!
9.3.1 The maps M˜1 : X01/w → L2 and L˜ : L2 → X01/w
We will now define the equivalent of the operators M : X01/w → L2 (Subsection 9.2.1) and L : L2 → X01/w
(Definition 493) and prove their properties. This will be done in a very similar manner.
Definition 507 The operator M˜1 : X˜01/w → L2
From the definition of X˜01/w, u ∈ X˜01/w implies uF√w ∈ L2 where uF is the restriction of û to Rd \ A. We can
now define the linear mapping M˜1 : X˜01/w → L2 by
M˜1u =
(
uF√
w
)∨
, u ∈ X˜01/w.
The operator M˜1 has the following properties:
Theorem 508 The operator M˜1 : X˜01/w → L2 is linear and in the seminorm sense it is isometric, 1-1 with null
space
(
S′w,0;A
)∨
.
Also, τaM˜1 = M˜1τa where τa is the translation operator τau = u (· − a).
Proof. That M˜1 is an isometry is clear from the definition of X˜01/w. Since M˜1 is an isometry the null space of
M˜1 is the null space of the seminorm |·|1/w,0, namely
(
S′w,0;A
)∨
. Finally
τaM˜1u = τa
(
uF√
w
)∨
=
(
e−iaξ
uF√
w
)∨
=
(
(τau)F√
w
)∨
= M˜1τau.
Definition 509 The operator L˜ : L2 →
(
Ŝw,0
)′
If w ∈ WS;0 then Definition 436 of L2 involves first showing that √wĝ ∈ S′w,0 when g ∈ L2 and then using
Lemma 420 to extend
√
wĝ to S as a member of S′. If (
√
wĝ)
e
is such an extension then L2 was defined (non-
uniquely) by L2g =
(
(
√
wĝ)
e)∨
when g ∈ L2.
We will want L˜ (L2) ⊂ X˜01/w ⊂ (Ŝw,0)′ so we can skip the extension step and define the linear operator L˜
uniquely by
L˜g = (√wĝ)∨ , g ∈ L2, (9.96)
so that (
√
wĝ)
∨ ∈ (S′w,0)∨ = (Ŝw,0)′.
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The operator L˜ has the following properties:
Theorem 510 Properties of L˜
1. If g ∈ L2 then
(
L˜g
)
F
=
√
wĝ ∈ L1loc
(
Rd \ A).
2. L˜ : L2 → X˜01/w.
3. L˜ is an isometry and 1-1.
4. If τa is the translation operator τau = u (· − a) then τaL˜ = L˜τa.
Proof. Part 1 Suppose g ∈ L2. From the definition of L˜, ̂˜Lg = √wĝ. Next observe that because w ∈ C(0) (Rd \ A)
and C∞0
(
Rd \ A) ⊂ Sw,0 it follows that[̂˜Lg, φ] = [√wĝ, φ] , φ ∈ C∞0 (Rd \ A) .
If we can show
√
wĝ ∈ L1loc
(
Rd \ A) it follows that (L˜g)
F
=
√
wĝ ∈ L1loc
(
Rd \ A). But if K ⊂ Rd \ A is
compact, w ∈ C(0) (Rd \ A) implies∫
K
√
w |ĝ| ≤
(∫
K
w
)1/2
‖g‖2 ≤ maxK (w)
(∫
K
1
)
‖g‖2 .
Thus
̂˜Lg ∈ L1loc (Rd \ A) and (L˜g)
F
=
√
wĝ.
Part 2
∫ |(L˜g)
F
|2
w = ‖ĝ‖2 = ‖g‖2 so L˜ : L2 → X01/w.
Part 3 L˜ is an isometry since
∣∣∣L˜g∣∣∣
1/w,0
=
(∫ |(L˜g)
F
|2
w
)1/2
= ‖g‖2. Thus L˜ : L2 → X01/w is an isometry and
clearly L˜g = 0 implies g = 0.
Part 4 ∣∣∣τaL˜g − L˜τag∣∣∣2
1/w,0
=
∫ ∣∣∣(τaL˜g − L˜τag)
F
∣∣∣2
w
=
∫ ∣∣∣(τaL˜g)
F
−
(
L˜τag
)
F
∣∣∣2
w
.
But from part 1,
(
L˜g
)
F
=
√
wĝ on Rd \ A. Hence on Rd \ A(
L˜τag
)
F
=
√
wτ̂ag = e
−iaξ√wĝ = e−iaξ
(
L˜g
)
F
,
and since
(
τaL˜g
)∧
= e−iaξ
(
L˜g
)∧
, it follows that(
τaL˜g
)
F
= e−iaξ
(
L˜g
)
F
,
and therefore
(
τaL˜g
)
F
=
(
L˜τag
)
F
.
The following theorem indicates how the operators L˜ : L2 → X˜01/w and M˜1 : X˜01/w → L2 interact.
Theorem 511 Suppose the weight function w is a member of WS;0. Then:
1. M˜1L˜ = I on L2.
2. L˜M˜1u− u ∈
(
S′w,0;A
)∨
when u ∈ X01/w i.e.
∣∣∣L˜M˜1u− u∣∣∣
1/w,0
= 0.
3. M˜1 : X˜01/w → L2 is onto.
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4. L˜ : L2 → X˜01/w is onto in the seminorm sense.
5. M˜1 and L˜ are adjoints.
Proof. Part 1 By definition
̂˜M1u = uF√w ∈ L2 when u ∈ X˜01/w. From part 1 of Theorem 510
(
L˜f
)
F
=
√
wf .
Thus from the definition of M˜1, for f ∈ L2
(
M˜1L˜f
)∧
=
(
L˜f
)
F√
w
=
√
wf̂√
w
= f̂ ,
and so M˜1L˜ = I on L2.
Part 2 If u ∈ X˜01/w then L˜M˜1u ∈ X˜01/w and L˜M˜1u =
√
w
̂˜M1u = uF . Thus
∣∣∣L˜M˜1u− u∣∣∣2
1/w,0
=
∫ ∣∣∣(L˜M˜1u− u)
F
∣∣∣2
w
= 0,
and L˜M˜1u− u ∈
(
S′w,0;A
)∨
.
Parts 3 and 4 The equation M˜1L˜ = I implies M˜1 is onto and L˜M˜1u−u ∈
(
S′w,0;A
)∨
when u ∈ X˜01/w implies
that L˜ are onto.
Part 5 Regarding adjointness, suppose u ∈ X˜01/w and g ∈ L2. Then from part 1 Theorem 510,
(
L˜g
)
F
=
√
wĝ
and from Definition 507,
̂˜M1u = uF√w . Thus(
L˜g, u
)
1/w,0
=
∫
1
w
(
L˜g
)
F
uF =
∫
1
w
√
wĝuF =
∫
ĝ
uF√
w
=
∫
ĝ
̂˜M1u =
(
ĝ,
̂˜M1u
)
2
=
(
g,M˜1u
)
2
.
Since L2 is complete, the mappings of the previous theorem will yield the following important result:
Corollary 512 If the weight function w ∈WS;0 then in general X˜01/w is a semi-Hilbert space. Indeed, X˜01/w is a
Hilbert space iff A is empty.
Proof. By Theorem 508, M˜1 is isometric. Hence if {uk} is Cauchy in X˜01/w then
{
M˜1uk
}
is Cauchy in L2 and
so M˜1uk → u for some u ∈ L2 since L2 is complete. From part 1 Lemma 504 the seminorm for X˜01/w has null
space
(
S′w,0;A
)∨
. Hence by Theorem 511, L˜M˜1uk = uk → L˜u ∈ X˜01/w and X˜01/w is complete.
Finally, from part 2 of Theorem 504, X˜01/w is an inner product space iff A is empty.
9.3.2 The map B˜1 : X0w ⊗ X˜01/w → C(0)B
We now define the analogue B˜1 of the bilinear operator B which was introduced in Definition 483:
Definition 513 The mapping B˜1
If (u, v) ∈ X0w ⊗ X˜01/w define the bilinear mapping B˜1 : X0w ⊗ X˜01/w → C(0)B by:
B˜1 (u, v) = (ûvF )∨ , u ∈ X0w, v ∈ X˜01/w. (9.97)
Noting that the product of two measurable functions is a measurable function definition 9.97 makes sense
since from the definitions of X˜01/w and X
0
w, vF ∈ L1loc
(
Rd \ A), vF√
w
∈ L2, û ∈ L1loc and
√
wû ∈ L2 so that∫ |ûvF | ≤ ‖u‖w,0 |v|1/w,0 <∞. Thus ûvF ∈ L1 and hence (ûvF )∨ ∈ C(0)B .
Theorem 514 Properties of the operator B˜1
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1. B˜1 : X0w ⊗ X˜01/w → C(0)B is a continuous bilinear mapping when C(0)B is endowed with the supremum norm
‖·‖∞. In fact ∥∥∥B˜1 (u, v)∥∥∥∞ ≤ (2π)− d2 ‖u‖w,0 |v|1/w,0 , u ∈ X0w, v ∈ X˜01/w. (9.98)
2. In the sense of distributions: if α+ β = γ ≥ 0 then
DγB˜1 (u, v) =
(
D̂αu
(
Dβv
)
F
)∨
, u ∈ X0w, v ∈ X˜01/w.
3. The operator B˜1 commutes with the (distribution) translation operator τaf = f (· − a), a ∈ Rd in the sense
that
τaB˜1 (u, v) = B˜1 (τau, v) = B˜1 (u, τav) .
4. We have
B˜1 (u, v) = (Iu) ∗ M˜1v, u ∈ X0w, v ∈ X˜01/w,
where I was introduced in Definition 24 and M˜1 in Definition 507.
Now suppose w also satisfies property W02 or W03 for parameter κ. Then:
5. B˜1 is a convolution in the sense of A.10: X0w ⊂ S′, S ⊂ X˜01/w and
B˜1 (u, v) = u ∗ v, u ∈ X0w, v ∈ S.
Further, B˜1 (u, v) ∈ C∞B and DγB˜1 (u, v) = Dαu ∗Dβv for all γ = α+ β.
Proof. Part 1 Noting the calculations done in the definition of B˜1 all that remains to be shown is the continuity
of B˜1. But from 9.97∣∣∣B˜1 (u, v)∣∣∣ ≤ ∣∣(ûvF )∨∣∣ ≤ (2π)−d2 ∣∣∣∣∫ e−ixξû (ξ) vF (ξ) dξ∣∣∣∣ ≤ (2π)− d2 ∫ |û| |vF |
≤ (2π)− d2 ‖u‖w,0 |v|1/w,0 .
Part 2
DγB˜1 (u, v) = Dγ (ûvF )∨ = ((iξ)γ (ûvF ))∨ =
(
(iξ)α û (iξ)β vF
)∨
=
(
D̂αu
(
Dβv
)
F
)∨
.
Part 3
τaB˜1 (u, v) = τa (ûvF )∨ =
(
e−iaξûvF
)∨
= (τ̂auvF )
∨
= B˜1 (τau, v) ,
and
τaB˜1 (u, v) = τa (ûvF )∨ =
(
ûe−iaξvF
)∨
= (û (τav)F )
∨
= B˜1 (u, τav) .
Part 4 From the definition of B˜1 and the definition of M˜1 (Definition 507)
B˜1 (u, v) = (ûvF )∨ =
(√
wû
vF√
w
)∨
=
(√
wû
)∨ ∗ ( vF√
w
)∨
= (Iu) ∗ M˜1v.
Part 5 From part 4 of Lemma 413, S ⊂ X˜01/w. So by definition 9.97 of B˜1 (u, v), and the definition A.10 of the
convolution of a member of S′ and a member of S, B˜1 (u, v) = (ûvF )∨ = (ûv̂)∨ = u ∗ v ∈ C(0)B so that by A.11,
DγB˜1 (u, v) = (Dαu) ∗Dβv for all γ and α+ β = γ. Thus B˜1 (u, v) ∈ C∞B .
Part 5 of the last theorem shows how B˜1 can be regarded as a convolution by restricting the domain of the
second variable to S.
The next result considers the important case where the first argument of B˜1 is the basis function.
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Corollary 515 Properties of B˜1 (G, ·). Suppose w has property W02 or W03 for κ and G is the basis function.
Then if v, v′ ∈ X01/w:
1. DγG ∈ X0w when |γ| ≤ κ and
DγB˜1 (G, v) = B˜1 (DγG, v) , |γ| ≤ κ.
2. B˜1 (G, v) ∈ X0w and
∥∥∥B˜1 (G, v)∥∥∥
w,0
= |v|1/w,0.
3. B˜1 (G,φ) = G ∗ φ when φ ∈ S.
4.
∫
F B˜1
(
B˜1 (G, v) , v′
)
= 〈v, v′∗〉1/w,0, where F is the Fourier transform and v′∗ (x) = v′ (−x).
Proof. Part 1 By Theorem 53, DγG ∈ X0w when |γ| ≤ κ and so by part 2 of Theorem 514, DγB˜1 (G, v) ∈(
D̂γGvF
)∨
= B˜1 (DγG, v).
Part 2 We have G ∈ X0w and B˜1 (G, v) ∈ S′. Further, F B˜1 (G, v) = ĜvF = vFw ∈ L1, by Theorem 504 and∫
w
∣∣∣F B˜1 (G, v)∣∣∣2 = ∫ |vF |2w = |v|1/w,0. Thus B˜1 (G, v) ∈ X0w.
Part 3 From part 4 Theorem 504, S ⊂ X01/w and B˜1 (G,φ) =
(
Ĝφ̂
)∨
= G ∗ φ by the convolution definition
A.10.
Part 4 B˜1 (G, v) =
(
vF
w
)∨
so∫
F B˜1
(
B˜1 (G, v) , v′
)
=
∫
F B˜1
((vF
w
)∨
, v′
)
=
∫
F
((vF
w
,
(
v′
)
F
)∨)
=
∫
1
w
vF
(
v′
)
F
=
∫
1
w
vF (v′∗)F
= 〈v, v′∗〉1/w,0 .
The next theorem is the analogue of part 3 of Theorem 488.
Theorem 516 Suppose the weight function w has property W01 w.r.t. the set A and w ∈WS;0 (Definition 433).
Then if φ ∈
∨
Sw,0 ⊂ X0w and v ∈ X˜01/w ⊂
(
Ŝw,0
)′
:
B˜1 (φ, v) = φ ∗ ∨vF = (2π)−
d
2
[( ∨
vF
)
y
, φ (· − y)
]
,
where the convolution is that of Definition 486.
Proof. From 9.97, B˜1 (φ, v) =
(
φ̂vF
)∨
=
(
φ̂
∨̂
vF
)∨
and by part 5 Theorem 504,
∨
vF ∈
(
Ŝw,0
)′
so that Lemma
487 implies, B˜1 (φ, v) = φ ∗ ∨vF = (2π)−d/2
[( ∨
vF
)
y
, φ (· − y)
]
.
9.3.3 The maps W˜1 : X0w → X˜01/w, V˜1 : X˜01/w → X0w and Φ˜1 : X˜01/w → (X0w)′
The operators W˜1 = L˜I and V˜1 = JM˜1 will be introduced - see Figure 9.90 - and used to define the operator
Φ˜1 : X˜
0
1/w →
(
X0w
)′
which characterizes the bounded linear functionals on X0w as the space X˜
0
1/w. In fact, in an
analogous fashion to the negative order Sobolev spaces, Theorem 524 shows that Φ˜1 can be written as a bilinear
form.
Definition 517 The operator V˜1 : X˜01/w → X0w
The operator J : L2 → X0w was introduced in Definition 24 and studied in Theorem 25.
Suppose the weight function w has property W02 or W03. These conditions ensure that both M˜1 and J are
defined.
Define the operator V˜1 by V˜1 = JM˜1 where M˜1 : X˜01/w → L2.
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The operator V˜1 can be expressed in terms of the operator B˜1 and the basis function as follows:
Theorem 518 Suppose the weight function w has property W02 or W03 and that G is the corresponding basis
function. Then
V˜1v =
(vF
w
)∨
= B˜1 (G, v) , v ∈ X˜01/w, (9.99)
and
V˜1φ = G ∗ φ, φ ∈ S,
and V˜1 : S → G ∗ S is 1-1 and onto.
Proof. By Definition 24, Ĵ g = ĝ√
w
∈ L1loc for g ∈ L2.
By Definition 507,
̂˜M1v = vF√w ∈ L2 for v ∈ X˜01/w. Thus
̂˜V1v = Ĵ M˜1v = ̂˜M1v√
w
=
vF
w
=
(
B˜1 (G, v)
)∧
,
and so V˜1v = B˜1 (G, v). The second equation of this theorem follows from part 3 of Corollary 515.
Clearly V˜1 is onto. Since V˜1 is isometric V˜1φ = 0 implies
∥∥∥V˜1φ∥∥∥
w,0
= |φ|1/w,0 =
(∫ |φF |2
w
)1/2
= 0, where φF
is the restriction of φ̂ to Rd \ A where A is a closed set of measure zero. But φ̂ ∈ S and so φ = 0.
Definition 519 The operator W˜1 = L˜I
The next theorem relates the properties of the operators V˜1 and W˜1, and for which we will require the properties
of the operators I and J given in Theorem 25. The next result is an easy analogue of Theorem 494.
Theorem 520 Suppose the weight function w has property W02 or W03 and w ∈ WS;0. Then in the seminorm
sense the operators V˜1 = JM˜1 and L˜I have the following properties:
1. V˜1 : X˜01/w → X0w is a unique, linear isometry.
2. W˜1 : X0w → X˜01/w is a class of linear isometries.
3. V˜1 and W˜1 are inverses.
4. V˜1 and W˜1 are onto.
5. V˜1 and W˜1 are 1-1.
6. V˜1 and W˜1 are adjoints.
7. If f ∈ X0w then W˜1f =
(
wf̂
)∨
.
8. V˜1 and W˜1 are isometric isomorphisms, inverses and adjoints.
Proof. The proof is almost identical to that of Theorem ??.
Part 1 From Theorem 25 J is a unique, linear isometry, and from Theorem 508, M˜1 is also a unique, linear
isometry.
Part 2 From Theorem 25 I is a unique, linear isometry and from Theorem 510 L˜ is a linear isometry.
Part 3 From Theorem 511 M˜1L˜ = I and Theorem 25 J I = I. Hence V˜1W˜1 = JM˜1L˜I = JI and so
V˜1L˜I = I.
From Theorem 25 IJ = I and from Theorem 511 L˜M˜1g − g ∈
(
S′w,0;A
)∨
. Hence W˜1V˜1 = L˜IJ M˜1 = L˜M˜1
and so W˜1V˜1g − g ∈
(
S′w,0;A
)∨
.
Parts 4 and 5 follow directly from part 3.
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Part 6 Theorem 511 implies L˜ and M˜1 are adjoints and Theorem 25 implies I and J are adjoints. Thus〈
g, W˜1f
〉
1/w,0
=
〈
g, L˜If
〉
1/w,0
=
(
M˜1g, If
)
2
=
(
JM˜1g, f
)
w,0
=
(
V˜1g, f
)
w,0
.
Part 7 If f ∈ X0w then from the definition of L˜
̂˜W1f = ̂˜LIf = √wÎf = √w (√wf̂) = wf̂.
Corollary 521 The mapping
(
wφ̂
)∨
where φ ∈
∨
Sw,0.
Suppose the weight function w has property W01 w.r.t. the set A and that w ∈ WS;0. Then:
1. The mapping
(
wφ̂
)∨
is an isometric, isomorphism from
∨
Sw,0 = S ∩X0w to (wSw,0)∨ ⊂ X˜01/w.
If, in addition, w has property W02 or W03 then:
2. (wSw,0)
∨
is dense in X˜01/w.
3. The mapping
(
wφ̂
)∨
can be extended to an isometric, isomorphism (in the seminorm sense).
4. The isometric isomorphism of part 3 is actually W˜1: W˜1 =
(
wφ̂
)∨
.
Proof. Part 1 This is a direct consequence of part 2 of Theorem 501 and the fact that 488 shows
∨
Sw,0 = S∩X0w
is dense in X0w.
Part 2 Follows from part 1 and the fact, proved in Theorem 488, that
∨
Sw,0 is dense in X
0
w.
Part 3 Follows from parts 1 and 2 using density arguments.
Part 4 Follows directly from part 7 of Theorem 520.
Next we prove that S is dense in X˜01/w. This result is the analogue of Corollary 496.
Corollary 522 Suppose the weight function w has property W02 or W03 and that w ∈ WS;0.
Then S is dense in X˜01/w under |·|1/w,0.
Proof. Choose u ∈ X˜01/w so that V˜1u ∈ X0w. From part 3 Theorem 338, G ∗ S is dense in X0w and hence given
ε > 0 there exists φε ∈ G∗S such that
∥∥∥V˜1u− φε∥∥∥
w,0
< ε. But by Theorem 518, V˜1 : S → G∗S is an isomorphism
and so V˜−11 φε ∈ S. Since V˜1 : X˜01/w → X0w is an isometry∣∣∣u− V˜−11 φε∣∣∣
1/w,0
=
∥∥∥V˜1 (u− V˜−11 φε)∥∥∥
w,0
=
∥∥∥V˜1u− φε∥∥∥
w,0
< ε,
which proves this density result.
Since X˜01/w is complete and S is dense in X˜
0
1/w it follows that X˜
0
1/w is the completion of S.
In the following analogue of Theorem 497 the operator V˜1 will now be used characterize the bounded linear
functionals on X0w, denoted
(
X0w
)′
, as the members of X˜01/w:
Theorem 523 The operator Φ˜1. Suppose the weight function w has property W02 or W03 and that w ∈ WS;0.
Denote by
(
X0w
)′
the space of bounded linear functionals on X0w.
Then the equation (
Φ˜1v
)
(u) =
(
u, V˜1v
)
w,0
, u ∈ X0w, v ∈ X˜01/w, (9.100)
defines a linear operator Φ˜1 : X˜
0
1/w →
(
X0w
)′
which is an isometric isomorphism in the seminorm sense.
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Proof. This proof is ”identical” to that of Theorem 497 and so will be omitted.
In an analogous fashion to the negative order Sobolev spaces a bilinear form can be used to characterize the
bounded linear functionals on X0w:
Theorem 524 If u ∈ X0w and v ∈ X˜01/w then Φ˜1 can be expressed directly in terms of the bilinear form
∫
ûvF as(
Φ˜1v
)
(u) =
∫
ûvF , u ∈ X0w, v ∈ X˜01/w.
Proof. A direct consequence of 9.100 and 9.99.
9.3.4 Extension and restriction mappings between X˜01/w and X
0
1/w
In this subsection we will still assume that w ∈ S†w,0 and we will relate the space X˜01/w to the space X01/w by
constructing an isometric isomorphism (in the seminorm sense) between them, as indicated in Figure 9.101.
X01/w
E←−
−→
R
X˜01/w
L˜←−
−→˜
M1
L2
I←−
−→
J
X0w (9.101)
This isometry involves the null space
(
Ŝw,0
)⊥
, whereas the isometries L andM between X˜01/w and L2 involve
the null space
(
S′w,0;A
)∨
. This separation simplifies the calculations.
Recall the definitions 9.92:
X˜01/w =
{
u ∈
(
Ŝw,0
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
,
and 9.6:
X01/w =
{
v ∈ S′ : vF ∈ L1loc
(
Rd \ A) and ∫ |vF |2
w
<∞
}
,
of the spaces X˜01/w and X
0
1/w and it is clear that X
0
1/w ⊂ X˜01/w as sets.
Since Ŝw,0 is a subspace of S, the obvious mappings between X˜
0
1/w and X
0
1/w are the extension mapping
E :
(
Ŝw,0
)′
→ S′ (defined using the Hahn-Banach Lemma 420) and the restriction mapping R : S′ →
(
Ŝw,0
)′
.
Lemma 420 tells us that E :
(
Ŝw,0
)′
→ S′ is unique up to an annihilator of Ŝw,0 so it is unique and linear in the
seminorm sense. Clearly
ER = RE = I. (9.102)
Now if φ ∈ C∞0
(
Rd \ A) and u ∈ X˜01/w then u ∈ (Ŝw,0)′, φ ∈ Sw,0, φ̂ ∈ Ŝw,0 and so
[(Eu)F , φ] =
[
Êu|Rd\A, φ
]
=
[
Êu, φ
]
=
[
Eu, φ̂
]
=
[
u, φ̂
]
= [û, φ] = [uF , φ] .
This means that (Eu)F = uF on R
d \ A and hence that
E : X˜01/w → X01/w, |Eu|1/w,0 = |u|1/w,0 . (9.103)
On the other hand, suppose φ ∈ C∞0
(
Rd \ A), v ∈ X01/w and set u = Rv. Then u ∈ (Ŝw,0)′, û ∈ S′w,0,
C∞0
(
Rd \ A) ⊂ Sw,0 and so
[uF , φ] = [û, φ] =
[
u, φ̂
]
=
[
v, φ̂
]
= [v̂, φ] = [vF , φ] ,
so that uF = vF on Rd \ A and consequently Rv ∈ X˜01/w and
R : X01/w → X˜01/w, |Rv|1/w,0 = |v|1/w,0 . (9.104)
To summarize:
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Theorem 525 The natural extension operator E :
(
Ŝw,0
)′
→ S′ and the restriction operator R : S′ →
(
Ŝw,0
)′
discussed above are inverses and isometric isomorphisms between X˜01/w and X
0
1/w.
Proof. Re-statement of the equations and mappings 9.102, 9.103 and 9.104.
9.3.5 The Fourier-independent spaces Y˜ 01/w and Y
0
w
In this subsection we separate the Fourier transform from defining the mappings between X˜01/w, L
2 and X0w.
The operators between X˜01/w, L
2 and X0w induce corresponding operators between Y˜
0
1/w, L
2 and Y 0w which are
defined without using the Fourier transform. The maps induced in the bottom row of Figure 9.105 are
Fourier-independent.
X˜01/w
L←−
−→
M
L2
I←−
−→
J
X0w
F−1 ↑↓ F id l F ↑↓ F−1
Y˜ 01/w ⇆ L
2 ⇆ Y 0w
(9.105)
Fourier-independent maps and spaces Y 0w and Y˜
0
1/w.
Definition 526 The spaces Y˜ 01/w and Y
0
w
Y˜ 01/w =
{
u ∈ S′w,0 : uE ∈ L1loc
(
Rd \ A) and ∫ |uE |2
w
<∞
}
, (9.106)
where uE is the restriction of u to Rd \ A. We endow Y˜ 01/w with the seminorm and semi-inner product
|u|′1/w,0 =
(∫ |uE |2
w
)1/2
, 〈u, v〉′1/w,0 =
∫
uEvE
w
.
Also
Y 0w =
{
u ∈ L1loc ∩ S′ :
∫
w |u|2 <∞
}
,
endowed with the norm and inner product
|u|′w,0 =
(∫
w |u|2
)1/2
, (u, v)
′
w,0 =
∫
wuv.
Theorem 527 Properties of the spaces Y˜ 01/w and Y
0
w (see Theorem 504).
1. null |·|′1/w,0 = S′w,0;A.
2. |·|′1/w,0 is a norm iff we can choose A to be the (minimal) empty set.
3. If |u (ξ)| ≤ c (1 + |ξ|)κ then u ∈ Y˜ 01/w.
4. Sw,0 ⊂ Y 0w ; S ⊂ Y˜ 01/w and wSw,0 ⊂ Y˜ 01/w.
5. uE ∈ Y˜ 01/w and u− uE ∈ S′w,0;A i.e. |u− uE |′1/w,0 = 0.
Proof. Adapt the proofs of Theorem 504.
Definition 528 The mapping F : X˜01/w → S′w,0 is defined by
Fu = uF ,
which makes sense since uF ∈ S′w,0 by part 5 of Theorem 504.
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We now show that F is an isometric isomorphism from X˜01/w to Y˜ 01/w in the seminorm sense.
Theorem 529 Some properties of F . In the seminorm sense:
1. F is an isometry from X˜01/w to Y˜ 01/w.
2. The inverse Fourier transform F−1 is an isometry from Y˜ 01/w to X˜
0
1/w.
3. FF−1 = F−1F = I.
4. F is an isometric isomorphism from X˜01/w to Y˜ 01/w.
Proof. From part 5 of Theorem 504: u ∈ X˜01/w implies uF ∈ S′w,0 ∩ L1loc
(
Rd \ A), ∨uF ∈ X˜01/w and u − ∨uF ∈(
S′w,0;A
)∨
.
Part 1 Thus u ∈ X˜01/w implies uF ∈ S′w,0 ∩L1loc
(
Rd \ A) and ∫ |uF |2w <∞ i.e. uF ∈ Y˜ 01/w, |u|1/w,0 = |uF |′1/w,0
and F is an isometry.
Part 2 If v ∈ Y˜ 01/w then v ∈ S′w,0, vE ∈ L1loc
(
Rd \ A) and ∫ |vE |2w <∞. Set u = F−1v = ∨v. Then u ∈ (Ŝw,0)′,
uF = vE ∈ L1loc
(
Rd \ A) and ∫ |uF |2w = ∫ |vE |2w <∞ i.e. u ∈ X˜01/w and F−1 is an isometry.
Part 3 If v ∈ Y˜ 01/w then FF−1v =
(
F−1v
)
F
= vE and by part 5 of Theorem 527, |v − vE |1/w,0 = 0.
If u ∈ X˜01/w then from the preface to the proof, u− F−1Fu = u−
∨
uF ∈
(
S′w,0;A
)∨
i.e.
∣∣∣u− ∨uF ∣∣∣
1/w,0
= 0.
Part 4 This part summarizes the preceding parts.
The following theorem shows that the definition of X˜01/w allows the complete separation of the Fourier transform
and the definition of the space:
Theorem 530 Some properties of Y˜ 01/w and Y
0
w in relation to X˜
0
1/w and Y˜
0
1/w:
1. F is an isometric isomorphism from X˜01/w to Y˜ 01/w.
2. Y˜ 01/w is a semi-Hilbert space.
3. F−1 : X0w → Y 0w is an isometric isomorphism in the norm sense.
4. Y 0w is a Hilbert space.
Proof. Part 1 Re-statement of part 4 of Theorem 529.
Part 2 The space X˜01/w was shown to be a semi-Hilbert space in Corollary 512.
Part 3 Easy.
Part 4 The space X0w was shown to be a Hilbert space in Corollary 26 so this result follows from part 3.
Other Fourier transform-independent results can be easily derived e.g. from Theorem 521.
9.3.6 Some weight functions not in WS;0
In this section we have so far assumed that w ∈ WS;0. Now we show that the Gaussian weight function and the
shifted thin-plate spline weight function do not belong to WS;0.
The next lemma will be used to show that the Gaussian weight function is not a member of WS;0 (9.19).
Lemma 531 Suppose the weight function w satisfies w ∈ C∞, w > 0 and 1/w ∈ S. Further, suppose there exists
b > 0 such that 1w(λx) ∈ Sw,0 when λ > b and
∫ w(x)
w(λx)2
dx→∞ as λ→ b+.
Then w /∈ WS;0.
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Proof. Suppose that w ∈ WS;0. Then there exists a positive, linear combination of the seminorms A.7 such that
(∫
w |φ|2
)1/2
≤
∑
α,β
cα,β
∥∥xαDβφ∥∥∞ , φ ∈ Sw,0.
Choose φλ (x) =
1
w(λx) where λ > 0 and λ is real. Then∫
w |φλ|2 dx =
∫
w (x)
w (λx)
2 dx <∞.
On the other hand
∥∥xαDβxφλ∥∥∞ = ∥∥∥∥xαDβx 1w (λx)
∥∥∥∥
∞
= λ|β|
∥∥∥∥xα(Dβ 1w
)
(λx)
∥∥∥∥
∞
≤ λ|β|−|α|
∥∥∥∥(λx)α(Dβ 1w
)
(λx)
∥∥∥∥
∞
= λ|β|−|α|
∥∥∥∥xαDβ 1w
∥∥∥∥
∞
,
so that ∫
w (x)
w (λx)
2 dx ≤
∑
α,β
cα,βλ
|β|−|α|
∥∥∥∥xαDβ 1w
∥∥∥∥
∞
.
But as λ→ b+ our assumptions imply that the right side diverges and the left side converges. Hence w /∈WS;0
which is a contradiction.
It is now easy to apply our lemma to the Gaussian.
Theorem 532 The Gaussian weight function w = e|·|
2
is not a member of WS;0.
Proof. Clearly w ∈ C∞, w > 0 and 1/w ∈ S. Further,∫
w (x)
w (λx)
2 dx =
∫
e|x|
2
e−2λ
2|x|2 =
∫
e−(2λ
2−1)|x|2 =
√
π
2λ2 − 1 ,
iff λ > 1√
2
so that 1w(λx) ∈ Sw,0 iff λ > b = 1√2 . When λ→ b+ the integrals diverge.
This lemma will be used to show that the shifted thin-plate splines weight functions w are not members of
WS;0. Indeed, these weight functions lack C
∞ smoothness at the origin and 1/w /∈ S. But it is enough to assume
that 1/w is like S on Rd \ 0.
Lemma 533 Suppose that w ∈ C∞ (Rd \ 0), w > 0 on Rd \ 0 and φw = ψw ∈ S for some ψ ∈ C∞ such that
0 ≤ ψ ≤ 1, ψ = 0 near the origin and ψ (x) = 1 when |x| ≥ 1.
Further, suppose there exists b > 0 such that
∫
|x|≥1
w(x)
w(λx)2
dx < ∞ when λ > b and ∫
|x|≥1
w(x)
w(λx)2
dx → ∞ as
λ→ b+.
Then w does not satisfy Condition 536.
Proof. Suppose that w satisfies Condition 536. Then there exists a positive, linear combination of the seminorms
A.7 such that (∫
w |φ|2
)1/2
≤
∑
α,β
cα,β
∥∥xαDβφ∥∥∞ , φ ∈ Sw,0.
We now show that φw (λx) ∈ Sw,0 when λ > b i.e. that∫
w (x)φw (λx)
2
dx <∞,
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when λ > b. Indeed∫
w (x)φw (λx)
2 dx =
∫
|x|≤1
w (x)φw (λx)
2 dx+
∫
|x|≥1
w (x)φw (λx)
2 dx
=
∫
|x|≤1
w (x)φw (λx)
2
dx+
∫
|x|≥1
w (x)
w (λx)
2ψ (λx)
2
dx
≤
∫
|x|≤1
w (x)φw (λx)
2 dx+
∫
|x|≥1
w (x)
w (λx)2
dx,
and since the second integral exists when λ > b and the first integrand is continuous, we can conclude that
φw (λx) ∈ Sw,0 when λ > b. On the other hand∥∥xαDβxφw (λx)∥∥∞ = λ|β| ∥∥xα (Dβφw) (λx)∥∥∞ ≤ λ|β|−|α| ∥∥(λx)α (Dβφw) (λx)∥∥∞
= λ|β|−|α|
∥∥xαDβφw∥∥∞ ,
so that when λ > b∫
|x|≥1
w (x)
w (λx)
2 dx ≤ c
∫
w (x)φw (λx)
2
dx ≤ c
∑
α,β
cα,βλ
|β|−|α| ∥∥xαDβφw∥∥∞ .
But as λ→ b+ our assumptions imply that the right side diverges to infinity and the left side converges. Hence
w /∈WS;0.
Theorem 534 No shifted thin-plate spline weight function is a member of WS;0.
Proof. From Subsubsection 9, if we set µ = v + d/2 then the shifted thin-plate spline weight functions have the
form
w (x) =
1
e˜ (v)
|x|2µ
K˜µ (|x|)
, 0 < µ < d/2,
where K˜µ (t) = t
µKµ (t) , t ≥ 0, µ > 0 and Kλ is called a modified Bessel function or MacDonald’s function.
From Theorem 14 this function has the key property that for some constants cµ, c
′
µ > 0,
cµe
−t ≤ K˜µ (t) ≤ c′µe−t, µ > 0, t ≥ 0,
so that ∫
|x|≥1
w (x)
w (λx)
2 dx =
∫
|x|≥1
1
e˜ (v)
|x|2µ
K˜µ (|x|)
1(
1
e˜(v)
|λx|2µ
K˜µ(|λx|)
)2 dx
= e˜ (v)
∫
|x|≥1
(
K˜µ (|λx|)
)2
K˜µ (|x|)
dx
|λx|2µ
=
e˜ (v)
λ2µ
∫
|x|≥1
(
K˜µ (|λx|)
)2
K˜µ (|x|)
dx
|x|2µ
≥ e˜ (v)
λ2µ
∫
|x|≥1
(
cµe
−|λx|)2
c′µe−|x|
dx
|x|2µ
=
(cµ)
2
c′µ
e˜ (v)
λ2µ
∫
|x|≥1
e(1−2λ)|x|
|x|2µ dx,
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and since 2µ < d the last integral exists iff 1 − 2λ < 0 i.e. iff λ > 12 . Now set b = 12 and assume λ > b. The
change of variables y =
(
λ
b − 1
)
x implies dy =
(
λ
b − 1
)d
dx and |y| = (λb − 1) |x| and hence∫
|x|≥1
e(1−2λ)|x|
|x|2µ dx =
∫
|x|≥1
e−(
λ
b−1)|x|
|x|2µ dx =
1(
λ
b − 1
)d−2µ ∫
|y|≥λb−1
e−|y|
|y|2µ dy
≥ 1(
λ
b − 1
)d−2µ ∫
|y|≥1
e−|y|
|y|2µ dy,
when λ ≤ 2b. Clearly ∫
|x|≥1
w(x)
w(λx)2
dx→∞ as λ→ b+ and so w /∈WS;0 by Lemma 533.
We end this subsection with a (unused) generalization of the above results.
Lemma 535 Suppose that w ∈ C∞ (Rd \ A) and φw = ψw ∈ S for some ψ ∈ C∞B such that 0 ≤ ψ ≤ 1.
Further, suppose there exists b > 0 such that
∫
w (x) |φw (λx)|2 dx <∞ when λ > b and that∫
w (x) |φw (λx)|2 dx→∞ as λ→ b+.
Then w /∈ WS;0.
Proof. Suppose that w ∈ WS;0. Now φw (λx) ∈ Sw,0 when λ > b and so there exists a positive, linear combination
of the seminorms A.7 such that(∫
w (x) |φw (λx)|2 dx
)1/2
≤
∑
α,β
cα,β
∥∥xαDβxφw (λx)∥∥∞ , φ ∈ Sw,0.
But ∥∥xαDβxφw (λx)∥∥∞ = λ|β| ∥∥xα (Dβφw) (λx)∥∥∞ ≤ λ|β|−|α| ∥∥(λx)α (Dβφw) (λx)∥∥∞
= λ|β|−|α|
∥∥xαDβφw∥∥∞ ,
so that (∫
w (x) |φw (λx)|2 dx
)1/2
≤ λ|β|−|α| ∥∥xαDβφw∥∥∞ .
But as λ→ b+ our assumptions imply that the right side diverges to infinity and the left side converges. Hence
w /∈WS;0.
9.4 A generalization of X˜01/w
9.4.1 Motivation
In Section 9.3 we defined X˜01/w for the case when w ∈ S†w,0 and in Section 9.2 we defined the space X01/w for the
case when w satisfies 9.14. In this section we show how to generalize our definition of X˜01/w in order to include
the case when w satisfies 9.14.
We would like to retain a form of the integral condition 9.19 used to define S†w,0 and this is where Lemma 425
and Theorem 432 are helpful as they establish results which suggest a generalization. In Subsubsection 9.2.5 it
was assumed that a weight function satisfying 9.14 had the form 1.20 i.e. for some integer m ≥ 0,
w (x) =
v (x)
|x|2(m+s)
, |x| ≤ r; 2s < d; 0 < c1 ≤ v (x) ≤ c2,
and in Theorem 448 the space Sw,0 was shown to be of the form S∅,n and an integral condition 9.19 derived
with w ∈WS;0. However, if we just assume the weaker 9.14 is satisfied then from part 4 of Lemma 425(∫
w |ψ|2
)1/2
≤ |ψ|σ′ , ψ ∈ S∅,m, (9.107)
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for some m and a positive, linear combination |·|σ′ of the seminorms A.6 which define the topology of the
tempered distributions S. Hence S∅,m ⊂ Sw,0. And if 9.107 holds then we would expect Theorem 432 to allow
us to define the isometric operator L : L2 → X˜01/w in the manner of Definition 509. So in the next subsection
Condition 536 will postulate the existence of a subspace T ⊂ Sw,0 such that 9.107 holds for ψ ∈ T .
Part 5 of Definition 485 now suggests we assume T has the property that if Ω ⊂ Rd \ A then C∞0 (Ω) ⊂ T
i.e. that C∞0
(
Rd \ A) ⊂ T . However, if for the case 9.14 we choose T = S∅,m, w = 1 near the origin and w > 0
everywhere then the minimal A is empty. But noting part 1 of Remark 2 we can ”adjust” A by enlarging it so
that A = {0} for T = S∅,m.
Given the above considerations our approach will now be to replace the space Sw,0 by the space T in the results
and definitions of Section 9.3 and show that they all still hold.
However, in the next subsection we will show that the Gaussian and the shifted thin-plate spline weight
functions still do not satisfy Condition 536.
9.4.2 Condition 536
We encapsulate the properties discussed in the motivation as:
Condition 536 Suppose w is a weight function w.r.t. a closed set A which has measure zero. Suppose T is a
subspace of S such that:
1. There exists a positive, linear combination |·|σ of the seminorms which define S such that(∫
w |φ|2
)1/2
≤ |φ|σ , φ ∈ T. (9.108)
2. There exists an A such that C∞0
(
Rd \ A) ⊂ T - see part 1 of Remark 2.
3. There exists a sequence of open balls B
(
x(k); rk
) ⊂ C∞0 (Rd \ A) such that ∣∣x(k)∣∣→∞ and rk ≥ c ∣∣x(k)∣∣−m
for some constant c > 0 and integer m ≥ 0.
Remark 537
1. With reference to part 1 of Remark 2, part 2 of this condition caters for the case 9.14 where w = 1 near
the origin and w > 0 everywhere. Here the minimal A is empty and noting Lemma 425 we can ”adjust” A
by enlarging it so that A = {0} and T = S∅,m. Note however that T ′A now changes.
2. There is no loss of generality if we assume that the open balls satisfy
∣∣x(k)∣∣→∞ and 1 ≥ rk ≥ ∣∣x(k)∣∣−m.
3. An example of A can be many (tensor product) Rd−1 hyperplanes perpendicular to each axis which get
closer together towards infinity. Part 3 restricts how quickly these hyperplanes get closer together.
4. If Condition 536 holds for T1 and T2 then it holds for the subspace T1 + T2.
9.4.3 Some weight functions which do not satisfy Condition 536
The following results are analogous to those proved in Subsection 9.3.6 concerningWS;0 where it was shown that
the Gaussian and the shifted thin-plate spline weight functions do not belong to WS;0. Here we show the same
weight functions do not satisfy Condition 536.
The next lemma will be used to show that the Gaussian weight function does not satisfy Condition 536.
Lemma 538 Suppose the weight function w satisfies w ∈ C∞, w > 0 and 1/w ∈ S. Then w does not satisfy
Condition 536.
Proof. Suppose that w satisfies Condition 536 for some T and A. Then there exists a positive, linear combination
of the seminorms A.7 such that (∫
w |φ|2
)1/2
≤
∑
α,β
cα,β
∥∥xαDβφ∥∥∞ , φ ∈ T,
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and
C∞0
(
Rd \ A) ⊂ T.
Further, by part 2 of Remark 537 there exists a sequence a functions φk ∈ C∞0
(
Rd \ A) defined by
φk (x) = φ0
(
x− x(k)
rk
)
, φ0 ∈ C∞0 (B (0; 1)) , (9.109)
and such that ∣∣∣x(k)∣∣∣→∞, 1 ≥ rk ≥ ∣∣∣x(k)∣∣∣−m . (9.110)
Hence suppφk ⊂ B
(
x(k); rk
) ⊂ Rd \ A. Thus we must have(∫
w |φk|2
)1/2
≤
∑
α,β
cα,β
∥∥xαDβφk∥∥∞ , (9.111)
and the form 9.109 of φk implies∥∥xαDβφk∥∥∞ = ∥∥∥∥xαDβxφ0(x− x(k)rk
)∥∥∥∥
∞
= r
−|β|
k
∥∥∥∥xα (Dβxφ0)(x− x(k)rk
)∥∥∥∥
∞
= r
−|β|
k
∥∥∥(rky + x(k))α (Dβφ0) (y)∥∥∥∞
≤ r−|β|k
∥∥∥∥∣∣∣rky + x(k)∣∣∣|α| (Dβφ0) (y)∥∥∥∥
∞
≤ r−|β|k
∥∥∥∥(rk |y|+ ∣∣∣x(k)∣∣∣)|α| (Dβφ0) (y)∥∥∥∥
∞
≤ r−|β|k
∑
j≤|α|
∥∥∥∥(|α|j
)
rjk |y|j
∣∣∣x(k)∣∣∣|α|−j Dβφ0 (y)∥∥∥∥
∞
≤ r−|β|k
∑
j≤|α|
(|α|
j
)
rjk
∥∥∥|·|jDβφ0∥∥∥∞ ∣∣∣x(k)∣∣∣|α|−j
≤ r−|β|k
∑
j≤|α|
(|α|
j
)∥∥∥|·|j Dβφ0∥∥∥∞ ∣∣∣x(k)∣∣∣|α|−j
≤
∣∣∣x(k)∣∣∣m|β| ∑
j≤|α|
(|α|
j
)∥∥yjDβφ0∥∥∞ ∣∣∣x(k)∣∣∣|α|−j
≤
∑
j≤|α|
(|α|
j
)∥∥yjDβφ0∥∥∞
∣∣∣x(k)∣∣∣m|β|+|α| ,
where the last two inequalities make use of 9.110. Now 9.110 implies
∣∣x(k)∣∣ ≥ 1 so by virtue of 9.111 we can
now establish the upper bound(∫
w |φk|2
)1/2
≤
∑
α,β
∑
γ≤α
cα,β
(
α
γ
)∥∥yγDβφ0∥∥∞ ∣∣∣x(k)∣∣∣m|β|+|α|−|γ|
≤
∑
α,β
∑
γ≤α
cα,β
(
α
γ
)∥∥yγDβφ0∥∥∞
∣∣∣x(k)∣∣∣mb+a , (9.112)
where a = max |α| and b = max |β|.
Next we estimate a lower bound for
(∫
w |φk|2
)1/2
. Now 1/w ∈ S implies |·|2n /w ∈ S so that |·|2n /w is
bounded and there exists a constant cn,d > 0 such that
w (x) ≥ cn |x|2n , x ∈ Rd.
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Hence, since 9.110 implies 1 ≥ rk ≥
∣∣x(k)∣∣−m, we again use 9.109 to obtain the sequence of lower bounds∫
w |φk|2 ≥ cn
∫
|·|2n |φk|2 = cn
∫
|x|2n
∣∣∣∣φ0 (x− x(k)rk
)∣∣∣∣2 dx
= cnr
d
k
∫
|y|≤1
∣∣∣rky + x(k)∣∣∣2n |φ0 (y)|2 dy
≥ cnrdk
∫
|y|≤1
(∣∣∣x(k)∣∣∣− rk |y|)2n |φ0 (y)|2 dy
≥ cnrdk
∫
|y|≤1
(∣∣∣x(k)∣∣∣− 1)2n |φ0 (y)|2 dy
= cnr
d
k ‖φ0‖22
(∣∣∣x(k)∣∣∣− 1)2n
≥ cn ‖φ0‖22
∣∣∣x(k)∣∣∣−md (∣∣∣x(k)∣∣∣− 1)2n .
Now
∣∣x(k)∣∣→∞ so we can assume ∣∣x(k)∣∣ ≥ 2 so that ∣∣x(k)∣∣− 1 ≥ ∣∣x(k)∣∣ /2 and∫
w |φk|2 ≥ cn
4n
‖φ0‖22
∣∣∣x(k)∣∣∣2n−md , ∣∣∣x(k)∣∣∣ ≥ 2. (9.113)
Hence when
∣∣x(k)∣∣ ≥ 2 the bounds 9.112 and 9.113 imply
cn
4n
‖φ0‖22
∣∣∣x(k)∣∣∣2n−md ≤
∑
α,β
∑
γ≤α
cα,β
(
α
γ
)∥∥yγDβφ0∥∥∞
2 ∣∣∣x(k)∣∣∣2mb+2a ,
or
cn
4n
‖φ0‖22
∣∣∣x(k)∣∣∣2n ≤
∑
α,β
∑
γ≤α
cα,β
(
α
γ
)∥∥yγDβφ0∥∥∞
2 ∣∣∣x(k)∣∣∣md+2mb+2a .
Since
∣∣x(k)∣∣→∞ if we choose 2n > md+ 2mb+ 2a we easily obtain a contradiction by dividing both sides by∣∣x(k)∣∣2n and letting k →∞.
We now have the very simple consequence:
Theorem 539 The Gaussian weight function e|x|
2
does not satisfy Condition 536.
This lemma will be used to show that the shifted thin-plate splines weight functions w do not satisfy Condition
536.
Lemma 540 Suppose w is a weight function w.r.t. the minimal set A = {0} and is such that: w ∈ C∞ (Rd \ 0),
w > 0 on Rd \ 0 and φw := ψw ∈ S for some ψ ∈ C∞ such that 0 ≤ ψ ≤ 1, ψ = 0 near the origin and ψ (x) = 1
when |x| ≥ 1.
Then w does not satisfy Condition 536.
Proof. Suppose that w does satisfy Condition 536 for some T and a set A ⊇ {0}. Then there exists a positive,
linear combination of the seminorms A.7 such that(∫
w |φ|2
)1/2
≤
∑
α,β
cα,β
∥∥xαDβφ∥∥∞ , φ ∈ T,
and
C∞0
(
Rd \ A) ⊂ T.
Further, by part 2 of Remark 537 there exists a sequence a functions φk ∈ C∞0
(
Rd \ A) defined by
φk (x) = φ0
(
x− x(k)
rk
)
, φ0 ∈ C∞0 (B (0; 1)) , (9.114)
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and such that ∣∣∣x(k)∣∣∣→∞, 1 ≥ rk ≥ ∣∣∣x(k)∣∣∣−m , ∣∣∣x(k)∣∣∣ ≥ 1. (9.115)
Hence suppφk ⊂ B
(
x(k); rk
) ⊂ Rd \ A. Thus we must have(∫
w |φk|2
)1/2
≤
∑
α,β
cα,β
∥∥xαDβφk∥∥∞ ,
and now the form 9.114 of φk together with the inequalities 9.115 imply∥∥xαDβφk∥∥∞ = ∥∥∥∥xαDβxφ0(x− x(k)rk
)∥∥∥∥
∞
= r
−|β|
k
∥∥∥∥xα (Dβxφ0)(x− x(k)rk
)∥∥∥∥
∞
= r
−|β|
k
∥∥∥(rky + x(k))α (Dβφ0) (y)∥∥∥∞
≤ r−|β|k
∥∥∥∥∣∣∣rky + x(k)∣∣∣|α| (Dβφ0) (y)∥∥∥∥
∞
≤ r−|β|k
∥∥∥∥(rk |y|+ ∣∣∣x(k)∣∣∣)|α| (Dβφ0) (y)∥∥∥∥
∞
≤ r−|β|k
∑
j≤|α|
∥∥∥∥(|α|j
)
rjk |y|j
∣∣∣x(k)∣∣∣|α|−j Dβφ0 (y)∥∥∥∥
∞
≤ r−|β|k
∑
j≤|α|
(|α|
j
)
rjk
∥∥∥|·|jDβφ0∥∥∥∞ ∣∣∣x(k)∣∣∣|α|−j
≤ r−|β|k
∑
j≤|α|
(|α|
j
)∥∥∥|·|j Dβφ0∥∥∥∞ ∣∣∣x(k)∣∣∣|α|−j
≤
∣∣∣x(k)∣∣∣m|β| ∑
j≤|α|
(|α|
j
)∥∥yjDβφ0∥∥∞ ∣∣∣x(k)∣∣∣|α|−j
≤
∑
j≤|α|
(|α|
j
)∥∥yjDβφ0∥∥∞
∣∣∣x(k)∣∣∣m|β|+|α| ,
By virtue of 9.111 we can now establish the upper bound
(∫
w |φk|2
)1/2
≤
∑
α,β
∑
j≤|α|
(|α|
j
)∥∥yjDβφ0∥∥∞
∣∣∣x(k)∣∣∣m|β|+|α|
≤
∑
α,β
∑
j≤|α|
(|α|
j
)∥∥yjDβφ0∥∥∞
∣∣∣x(k)∣∣∣mb+a , (9.116)
where a = max |α| and b = max |β|.
Next we estimate a lower bound for
(∫
w |φk|2
)1/2
. Now ψ/w ∈ S implies |·|2n ψ/w ∈ S so that |·|2n ψ/w is
bounded and there exists a constant cn > 0 such that
w (x) ≥ cn |x|2n ψ (x) , x ∈ Rd.
We again use 9.114 to obtain the lower bound∫
w |φk|2 ≥ cn
∫
|·|2n ψ |φk|2 = cn
∫
|x|2n ψ (x)
∣∣∣∣φ0 (x− x(k)rk
)∣∣∣∣2 dx
= cnr
d
k
∫
|y|≤1
∣∣∣rky + x(k)∣∣∣2n ψ (rky + x(k)) |φ0 (y)|2 dy.
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But if |y| ≤ 1 and ∣∣x(k)∣∣ ≥ 2 then∣∣∣rky + x(k)∣∣∣ ≥ ∣∣∣x(k)∣∣∣− rk |y| ≥ ∣∣∣x(k)∣∣∣− rk ≥ ∣∣∣x(k)∣∣∣− 1 ≥ ∣∣∣x(k)∣∣∣ /2,
and so if
∣∣x(k)∣∣ ≥ 2 ∫
w |φk|2 ≥ cnrdk
∫
|y|≤1
∣∣∣rky + x(k)∣∣∣2n ψ (rky + x(k)) |φ0 (y)|2 dy
=
cn
4n
rdk ‖φ0‖22
(∣∣∣x(k)∣∣∣ /2)2n
≥ cn
4n
‖φ0‖22
∣∣∣x(k)∣∣∣2n−md , (9.117)
where last step used 9.115. Thus, if
∣∣x(k)∣∣ ≥ 2
cn
4n
‖φ0‖22
∣∣∣x(k)∣∣∣2n−md ≤
∑
α,β
∑
γ≤α
cα,β
(
α
γ
)∥∥yγDβφ0∥∥∞
2 ∣∣∣x(k)∣∣∣mb+a ,
or
cn
4n
‖φ0‖22
∣∣∣x(k)∣∣∣2n ≤
∑
α,β
∑
γ≤α
cα,β
(
α
γ
)∥∥yγDβφ0∥∥∞
2 ∣∣∣x(k)∣∣∣md+2mb+2a
Since
∣∣x(k)∣∣→∞ if we choose 2n > md+ 2mb+ 2a we easily obtain a contradiction by dividing both sides by∣∣x(k)∣∣2n and letting k →∞.
Again we have a simple consequence:
Theorem 541 No shifted thin-plate spline weight function w (Subsubsection 9) satisfies Condition 536.
Proof. From Subsubsection 9, w ∈ C∞ (Rd \ 0) has property W01 w.r.t. the set {0} and 1/w decreases expo-
nentially at infinity. Thus ψ/w ∈ S where ψ was defined in Lemma 540 i.e. ψ ∈ C∞, 0 ≤ ψ ≤ 1, ψ = 0 near the
origin and ψ (x) = 1 when |x| ≥ 1.
It now follows from Lemma 540 that w does not satisfy Condition 536.
9.4.4 The space X˜01/w
Given a subspace T ⊂ S we will define the spaces T̂ ,
∨
T , T ′,
(
T̂
)′
,
(∨
T
)′
in a similar fashion to the subspaces
Ŝw,0,
∨
Sw,0 S
′
w,0,
(
Ŝw,0
)′
,
(∨
Sw,0
)′
which were based on the subspace Sw,0 and were introduced in Definition 485:
Definition 542 The spaces T̂ ,
∨
T and the spaces of continuous functionals T ′,
(
T̂
)′
,
(∨
T
)′
.
The space T was introduced in Definition 536.
1. The spaces T̂ and
∨
T are defined by
T̂ =
{
φ̂ : φ ∈ T
}
,
∨
T =
{∨
φ : φ ∈ T
}
.
T̂ is topologized using the seminorms which define the topology of S.
∨
T is topologized using the seminorms which define the topology of S.
2. With these topologies the Fourier transform is now a homeomorphism from T to
∨
T and the inverse-Fourier
transform is now a homeomorphism from T to T̂ .
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3. Now define T ′,
(
T̂
)′
and
(∨
T
)′
to be the spaces of continuous, linear functionals on T , T̂ and
∨
T respectively.
4. We define the Fourier transform on T ′ and inverse-Fourier transform on T ′ by[
f̂ , φ
]
=
[
f, φ̂
]
, f ∈ T ′, φ ∈
∨
T ,[∨
f, φ
]
=
[
f,
∨
φ
]
, f ∈ T ′, φ ∈ T̂ ,
so that
(T ′)∨ =
(
T̂
)′
, (T ′)∧ =
(∨
T
)′
.
These equations imply that the Fourier transform is a homeomorphism from T ′ to
(∨
T
)′
, and that the
inverse-Fourier transform is a homeomorphism from T ′ to
(
T̂
)′
.
Localization:
5. Suppose Ω ⊂ Rd \ A is open and let C∞0 (Ω) = {φ ∈ C∞0 : suppφ ⊂ Ω}. Then by part 2 of Condition 536,
C∞0 (Ω) ⊂ T . We now say u ∈ T ′ is a member of L1loc (Ω) if there exists f ∈ L1loc (Ω) such that [u, φ] =
∫
fφ
for all φ ∈ C∞0 (Ω).
6. Suppose Ω ⊂ Rd \ A is open and A is one of the spaces T ′,
(
T̂
)′
or
(∨
T
)′
.
Then if u, v ∈ A we say that u = v on Ω if [u− v, φ] = 0 for all φ ∈ C∞0 (Ω).
7. A member u of T ′ has support on A iff [u, φ] = 0 when φ ∈ C∞0 and suppφ ⊂ Rd \ A.
Condition 536 has the following implications cf. Theorem 432:
Theorem 543 Suppose the weight function w satisfies Condition 536 for some T ⊂ S. Then:
1. w ∈ L1loc
(
Rd \ A).
2. g ∈ L2 implies √wg ∈ T ′ ∩ L1loc
(
Rd \ A).
3.
(
C∞0
(
Rd \ A))∨ ⊂ ∨T ∩X0w ⊂ S ∩X0w = ∨Sw,0.
4. If w has property W02 or W03 then
∨
T ∩X0w is dense in X0w.
Proof. Part 1 Since w is continuous on Rd \ A it follows directly that w ∈ L1loc
(
Rd \ A).
Part 2 Examination of the proof of part 2 of Lemma 425 shows that
√
wg ∈ T ′.
Further, if K ⊂ Rd \ A is compact, w is continuous on K and ∫
K
√
wg ≤ (∫
K
w
)1/2 ‖g‖2 <∞.
Part 3 C∞0
(
Rd \ A) ⊂ X0w because w ∈ C(0) (Rd \ A) and C∞0 (Rd \ A) ⊂ T by part 2 of Condition 536.
Thus
(
C∞0
(
Rd \ A))∨ ⊂ ∨T ∩ X0w. Also, T ⊂ S implies ∨T ⊂ S so ∨T ∩X0w ⊂ S ∩X0w. Finally S ∩X0w = ∨Sw,0 by
part 1 of Definition 485.
Part 4 By part 3,
(
C∞0
(
Rd \ A))∨ ⊂ ∨T ∩X0w ⊂ X0w and in Corollary 46 we showed that (C∞0 (Rd \ A))∨ is
dense in X0w.
The next result is the analogue of Theorem 501.
Theorem 544 Suppose that w has property W01 w.r.t. the set A and that w and T ⊂ S satisfy Condition 536.
Then:
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1. Suppose φ ∈ Sw,0. Then wφ ∈ L1loc
(
Rd \ A). Further, φ ∈ T implies wφ ∈ T ′.
2. Suppose φ ∈ Sw,0. Then wφ̂ ∈ L1loc
(
Rd \ A). Further, φ ∈ ∨T implies (wφ̂)∨ ∈ (T̂)′.
In addition, if φ ∈
∨
T then u =
(
wφ̂
)∨
satisfies
∫
w
∣∣∣φ̂∣∣∣2 = ∫ |û|2
w
.
Proof. Part 1 Clearly wφ ∈ L1loc
(
Rd \ A) if φ ∈ Sw,0. Now suppose φ ∈ T . Clearly wφ ∈ L1loc (Rd \ A) since
w ∈ L1loc
(
Rd \ A). Further, if ψ ∈ T then
[wφ, ψ] =
∫
wφψ ≤
∫ √
wφ
√
wψ ≤
(∫
w |φ|2
)1/2 (∫
w |ψ|2
)1/2
≤
(∫
w |φ|2
)1/2
|ψ|σ ,
so that wφ ∈ T ′.
Part 2 A simple consequence of part 1.
Definition 545 The semi-inner product space X˜01/w
Suppose w has property W01 w.r.t. the set A and satisfies Condition 536. Then we define the semi-inner
product space:
X˜01/w =
{
u ∈
(
T̂
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
,
where uF is the restriction of û ∈ T ′ to Rd \ A. Endow X˜01/w with the seminorm and semi-inner product
|u|w,0 =
(∫ |uF |2
w
)1/2
, 〈u, v〉w,0 =
∫
uF vF
w
.
Part 2 of Theorem 544 below will imply that X˜01/w is not empty: in fact{(
wφ̂
)∨
: φ ∈
∨
T
}
≡ (wT )∨ ⊂ X˜01/w. (9.118)
The next result is the analogue of Theorem 504.
Theorem 546 Some properties of X˜01/w
1. null |·|1/w,0 = (T ′A)∨ where
T ′A = {u ∈ T ′ : suppu ⊂ A as a distribution} . (9.119)
2. Noting part 1 of Remark 2, |·|1/w,0 is a norm iff we can choose A to be the (minimal) empty set.
If, in addition, w has property W02 or W03 for κ then:
3. If |v (ξ)| ≤ c (1 + |ξ|)κ then ∨v ∈ X˜01/w.
4.
∨
T ⊂ X0w, S ⊂ X˜01/w and (wT )∨ ⊂ X˜01/w.
5. u ∈ X˜01/w implies uF ∈ T ′ ∩ L1loc
(
Rd \ A), (uF )∨ ∈ X˜01/w and u− (uF )∨ ∈ (T ′A)∨.
6. If u ∈ X˜01/w then (D
αu)F
w ∈ L1 when |α| ≤ κ.
Also,
∫ (Dαu)F
w ∈
(
X˜01/w
)′
and
∥∥∥∫ (Dαu)Fw ∥∥∥op ≤ (∫ ξ2αw )1/2.
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Proof. Part 1
null |·|1/w,0
=
{
v ∈ X˜01/w : |v|1/w,0 = 0
}
=
{
v ∈
(
T̂
)′
: v̂ ∈ T ′ and v̂ = 0 on Rd \ A as a distribution
}
=
{∨
u : u ∈ T ′ and u = 0 on Rd \ A as a distribution
}
(9.120)
=
{∨
u : u ∈ T ′ and suppu ⊂ A as a distribution
}
= (T ′A)
∨
.
Part 2 If A is empty then 9.120 implies that null |·|1/w,0 = {0}. If null |·|1/w,0 = {0} then it follows that u ∈ T ′
and u = 0 on Rd \ A implies u = 0 on Rd. Now if A is not empty and a ∈ A then δ (· − a) ∈ S′ so δ (· − a) ∈ T ′
and δ (· − a) = 0 on Rd \ A. But δ (· − a) 6= 0 on Rd which is a contradiction. Thus A must be empty.
Part 3 Clearly v ∈ S′ so ∨v ∈ S′. Also,
(∨
v
)
F
= v ∈ L1loc and property W02 or W03 implies
∫ ∣∣∣(∨v)
F
∣∣∣2
w <∞.
Part 4 It was shown in part 2 of Theorem 488 that
∨
Sw,0 ⊂ X0w so
∨
T ⊂
∨
Sw,0 ⊂ X0w. That S ⊂ X˜01/w follows
directly from part 2. That (wT )
∨ ⊂ X˜01/w is just 9.118.
Part 5 By definition, u ∈ X˜01/w implies u ∈
(
T̂
)′
, uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2w <∞.
Thus û ∈ T ′. If φ ∈ T̂ then by the Cauchy-Schwartz inequality∣∣∣∣∫ uFφ∣∣∣∣ ≤ ∫ |uF | |φ| = ∫ |uF |√w√w |φ| ≤ |u|1/w,0
(∫
w |φ|2
)1/2
,
and by 9.108 uF ∈ T ′. We can now conclude that (uF )∨ ∈ T̂ ,
(
(uF )
∨)
F
= uF ∈ L1loc
(
Rd \ A) and ∫ |((uF )∨)F |2w <
∞ so that (uF )∨ ∈ X˜01/w and
∣∣u− (uF )∨∣∣21/w,0 = ∫
∣∣(u− (uF )∨)F ∣∣2
w
=
∫ ∣∣uF − ((uF )∨)F ∣∣2
w
= 0,
i.e. u− (uF )∨ ∈ (T ′A)∨.
Part 6
∫ |(Dαu)F |
w =
∫ |ξαuF |
w =
∫ |ξα|√
w
|uF |√
w
≤
(∫
ξ2α
w
)1/2 (∫ |uF |2
w
)1/2
=
(∫ |·|2|α|
w
)1/2
|u|1/w,0 <∞.
9.4.5 The operators M˜2 : X˜01/w → L2 and L˜3 : L2 → X˜01/w
The next definition is the analogue of Definition 507.
Definition 547 The operator M˜2 : X˜01/w → L2
From the definition of X˜01/w, u ∈ X˜01/w implies uF√w ∈ L2 where uF is the restriction of û to Rd \ A. We can
now define the linear mapping M˜2 : X˜01/w → L2 by
M˜2u =
(
uF√
w
)∨
, u ∈ X˜01/w.
The operator M˜2 has the following properties:
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Theorem 548 The operator M˜2 : X˜01/w → L2 is linear and in the seminorm sense it is isometric, 1-1 with
null space (T ′A)
∨
.
Also, τaM˜2 = M˜2τa where τa is the translation operator τau = u (· − a).
Proof. That M˜2 is an isometry is clear from the definition of X˜01/w. Since M˜2 is an isometry the null space of
M˜2 is the null space of the seminorm |·|1/w,0, namely (T ′A)∨. Finally
τaM˜2u = τa
(
uF√
w
)∨
=
(
e−iaξ
uF√
w
)∨
=
(
(τau)F√
w
)∨
= M˜2τau.
The next definition is the analogue of Definition 509.
Definition 549 The operator L˜3 : L2 →
(
T̂
)′
Suppose the weight function w satisfies Condition 536. Then noting part 2 of Theorem 543 we define the linear
operator L˜3 uniquely by
L˜3g =
(√
wĝ
)∨
, g ∈ L2, (9.121)
so that (
√
wĝ)
∨ ∈ (T ′)∨ =
(
T̂
)′
.
The next result is the analogue of Theorem 510:
Theorem 550 Properties of L˜3
1. If g ∈ L2 then
(
L˜3g
)
F
=
√
wĝ ∈ L1loc
(
Rd \ A).
2. L˜3 : L2 → X˜01/w.
3. L˜3 is an isometry and 1-1.
4. If τa is the translation operator τau = u (· − a) then τaL˜3 = L˜3τa.
Proof. Part 1 Suppose g ∈ L2. From the definition of L˜3, ̂˜L3g = √wĝ. Next observe that because w ∈
C(0)
(
Rd \ A) and Condition 536 implies C∞0 (Rd \ A) ⊂ T , it follows that[̂˜L3g, φ] = [√wĝ, φ] , φ ∈ C∞0 (Rd \ A) .
But by part 2 of Theorem 543,
√
wĝ ∈ L1loc
(
Rd \ A) and so (L˜3g)
F
=
√
wĝ ∈ L1loc
(
Rd \ A). But if K ⊂ Rd\A
is compact, w ∈ C(0) (Rd \ A) implies∫
K
√
w |ĝ| ≤
(∫
K
w
)1/2
‖g‖2 ≤ maxK (w)
(∫
K
1
)
‖g‖2 .
Thus
̂˜L3g ∈ L1loc (Rd \ A) and (L˜3g)
F
=
√
wĝ.
The rest of the proof is identical to that of Theorem 510.
The following theorem indicates how the operators L˜3 : L2 → X˜01/w and M˜2 : X˜01/w → L2 interact.
Theorem 551 Suppose the weight function w satisfies Condition 536. Then:
1. M˜2L˜3 = I on L2.
2. L˜3M˜2u− u ∈ (T ′A)∨ when u ∈ X01/w i.e.
∣∣∣L˜3M˜2u− u∣∣∣
1/w,0
= 0.
3. M˜2 : X˜01/w → L2 is onto.
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4. L˜3 : L2 → X˜01/w is onto in the seminorm sense.
5. M˜2 and L˜3 are adjoints.
Proof. Easy adaptation of Theorem 511.
Since L2 is complete, the mappings of the previous theorem will yield the following important result:
Corollary 552 Suppose the weight function w satisfies Condition 536. Then in general X˜01/w is a semi-Hilbert
space. Indeed, X˜01/w is a Hilbert space iff A is empty.
Proof. Proof of Corollary 512 with T ′A replaced by S
′
w,0;A.
9.4.6 The operator B˜2 : X0w ⊗ X˜01/w → C(0)B
We now define the analogue B˜2 of the bilinear operator B˜1 which was introduced in Definition 513:
Definition 553 The mapping B˜2
If (u, v) ∈ X0w ⊗ X˜01/w define the bilinear mapping B˜2 : X0w ⊗ X˜01/w → C(0)B by:
B˜2 (u, v) = (ûvF )∨ , u ∈ X0w, v ∈ X˜01/w. (9.122)
Noting that the product of two measurable functions is a measurable function definition 9.122 makes sense
since from the definitions of X˜01/w and X
0
w, vF ∈ L1loc
(
Rd \ A), vF√
w
∈ L2, û ∈ L1loc and
√
wû ∈ L2 so that∫ |ûvF | ≤ ‖u‖w,0 |v|1/w,0 <∞. Thus ûvF ∈ L1 and hence (ûvF )∨ ∈ C(0)B .
Theorem 554 Properties of the operator B˜2
1. B˜2 : X0w ⊗ X˜01/w → C(0)B is a continuous bilinear mapping when C(0)B is endowed with the supremum norm
‖·‖∞. In fact ∥∥∥B˜2 (u, v)∥∥∥∞ ≤ (2π)− d2 ‖u‖w,0 |v|1/w,0 , u ∈ X0w, v ∈ X˜01/w. (9.123)
2. In the sense of distributions: if α+ β = γ ≥ 0 then
DγB˜2 (u, v) =
(
D̂αu
(
Dβv
)
F
)∨
, u ∈ X0w, v ∈ X˜01/w.
3. The operator B˜2 commutes with the (distribution) translation operator τaf = f (· − a), a ∈ Rd in the sense
that
τaB˜2 (u, v) = B˜2 (τau, v) = B˜2 (u, τav) .
4. We have
B˜2 (u, v) = (Iu) ∗ M˜2v, u ∈ X0w, v ∈ X˜01/w,
where I was introduced in Definition 24 and M˜2 in Definition 547.
Now suppose w also satisfies property W02 or W03 for parameter κ. Then:
5. B˜2 is a convolution in the sense of A.10: X0w ⊂ S′, S ⊂ X˜01/w and
B˜2 (u, v) = u ∗ v, u ∈ X0w, v ∈ S.
Further, B˜2 (u, v) ∈ C∞B and DγB˜2 (u, v) = Dαu ∗Dβv for all γ = α+ β.
Proof. Identical to the proof of Theorem 514.
Part 5 of the last theorem shows how B˜2 can be regarded as a convolution by restricting the domain of the
second variable to S.
The next result considers the important case where the first argument of B˜2 is the basis function.
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Corollary 555 Properties of B˜2 (G, ·). Suppose w has property W02 or W03 for κ and G is the basis function.
Then if v, v′ ∈ X01/w:
1. DγG ∈ X0w when |γ| ≤ κ and
DγB˜2 (G, v) = B˜2 (DγG, v) , |γ| ≤ κ.
2. B˜2 (G, v) ∈ X0w and
∥∥∥B˜2 (G, v)∥∥∥
w,0
= |v|1/w,0.
3. B˜2 (G,φ) = G ∗ φ when φ ∈ S.
4.
∫
F B˜2
(
B˜2 (G, v) , v′
)
= 〈v, v′∗〉1/w,0, where F is the Fourier transform and v′∗ (x) = v′ (−x).
Proof. Proof identical to the proof of Corollary 515.
Our extension of the convolution Definition 486 is:
Definition 556 The convolution
∨
T ∗
(
T̂
)′
→
(
T̂
)′
Suppose T ⊂ S. If f ∈
(
T̂
)′
and φ ∈
∨
T then f̂ = T ′ and φ̂ ∈ S so that φ̂f̂ ∈ T ′ and
(
φ̂f̂
)∨
∈
(
T̂
)′
. Now by
analogy with 9.81 we define
φ ∗ f =
(
φ̂f̂
)∨
, φ ∈
∨
T , f ∈
(
T̂
)′
. (9.124)
The next convolution result is the analogue of Lemma 487.
Lemma 557 The convolution of Definition 556 can be written:
φ ∗ f =
(
φ̂f̂
)∨
= (2π)
−d2 [fy, φ (· − y)] , φ ∈
∨
T , f ∈
(
T̂
)′
.
Proof. Replace Sw,0 by T in the proof of Lemma 487.
This convolution result for B˜2 is the analogue of part 3 of Theorem 488.
Theorem 558 Suppose the weight function w has property W01 w.r.t. the set A and w satisfies Condition 536.
Then if φ ∈
∨
T ⊂ X0w and v ∈ X˜01/w ⊂
(
T̂
)′
:
B˜2 (φ, v) = φ ∗ ∨vF = (2π)−
d
2
[( ∨
vF
)
y
, φ (· − y)
]
,
where the convolution is that of Definition 556.
Proof. From 9.122, B˜2 (φ, v) =
(
φ̂vF
)∨
=
(
φ̂
∨̂
vF
)∨
and by part 5 of Theorem 546,
∨
vF ∈
(
T̂
)′
so that Lemma
557 implies, B˜2 (φ, v) = φ ∗ ∨vF = (2π)−d/2
[( ∨
vF
)
y
, φ (· − y)
]
.
9.4.7 The operators V˜2 : X˜01/w → X0w, W˜2 : X0w → X˜01/w and Φ˜2 : X˜01/w → (X0w)′
In an analogous fashion to the operator V˜1 of Definition 517 we define the operator V˜2 in terms of the operators
J and M˜2 by:
Definition 559 The operator V˜2 : X˜01/w → X0w
The operator J : L2 → X0w was introduced in Definition 24 and studied in Theorem 25.
Suppose the weight function w has property W02 or W03. These conditions ensure that both M˜2 and J are
defined.
Define the operator V˜2 by V˜2 = JM˜2 where M˜2 : X˜01/w → L2.
The operator V˜2 can be expressed in terms of the operator B˜2 and the basis function as follows:
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Theorem 560 Suppose the weight function w has property W02 or W03 and that G is the corresponding basis
function. Then
V˜2v =
(vF
w
)∨
= B˜2 (G, v) , v ∈ X˜01/w, (9.125)
and
V˜2φ = G ∗ φ, φ ∈ S,
and V˜2 : S → G ∗ S is one-to-one and onto.
Proof. By Definition 24, Ĵ g = ĝ√
w
∈ L1loc for g ∈ L2.
By Definition 547,
̂˜M2v = vF√w ∈ L2 for v ∈ X˜01/w. Thus
̂˜V2v = Ĵ M˜2v = ̂˜M2v√
w
=
vF
w
=
(
B˜2 (G, v)
)∧
,
and so V˜2v = B˜2 (G, v). The second equation of this theorem follows from part 3 of Corollary 555.
Clearly V˜2 is onto. Since V˜2 is isometric V˜2φ = 0 implies
∥∥∥V˜2φ∥∥∥
w,0
= |φ|1/w,0 =
(∫ |φF |2
w
)1/2
= 0, where φF
is the restriction of φ̂ to Rd \ A where A is a closed set of measure zero. But φ̂ ∈ S and so φ = 0.
Definition 561 The operator W˜2 = L˜3I
The next theorem relates the properties of the operators V˜2 and W˜2, and for which we will require the properties
of the operators I and J given in Theorem 25. The next result is the analogue of Theorem 520.
Theorem 562 Suppose the weight function w has property W02 or W03 and satisfies Condition 536. Then in
the seminorm sense the operators V˜2 and W˜2 have the following properties:
1. V˜2 : X˜01/w → X0w is a unique, linear isometry.
2. W˜2 : X0w → X˜01/w is a class of linear isometries.
3. V˜2 and W˜2 are inverses.
4. V˜2 and W˜2 are onto.
5. V˜2 and W˜2 are 1-1.
6. V˜2 and W˜2 are adjoints.
7. If f ∈ X0w then W˜2f =
(
wf̂
)∨
.
8. V˜2 and W˜2 are isometric isomorphisms, inverses and adjoints.
Proof. The proof is identical to that of Theorem 520 except that Sw,0;A is replaced by T .
Next we prove that S is dense in X˜01/w. This result is the analogue of Corollary 522.
Corollary 563 Suppose the weight function w has property W02 or W03 and satisfies Condition 536.
Then S is dense in X˜01/w under |·|1/w,0.
Proof. Proof identical to Corollary 522.
The next theorem is an analogue of Corollary 521.
Corollary 564 Suppose the weight function w has property W02 or W03 w.r.t. the set A, and that w satisfies
Condition 536 w.r.t. A and the subspace T ⊂ S.
Then the mapping
(
wφ̂
)∨
is an isometry from X0w∩
∨
T ⊂ X0w to (wT )∨ ⊂ X˜01/w which can be extended uniquely
to the isometric isomorphism W˜2.
Finally, (wT )
∨
is dense in X˜01/w.
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Proof. The isometric property is a consequence of Theorem 544.
Now by part 4 of Theorem 543, X0w ∩
∨
T is dense in X0w so
(
wφ̂
)∨
can be extended uniquely to X0w.
From part 7 of Theorem 562 we have W˜2f =
(
wf̂
)∨
when f ∈ X0w so the extension of
(
wφ̂
)∨
must coincide
with W˜2 which was shown to be an isometric isomorphism in Theorem 562.
That (wT )∨ is dense in X˜01/w is a straightforward consequence of the fact that W˜2 maps X0w onto X˜01/w.
In the following analogue of Theorem 523 the operator V˜2 will now be used characterize the bounded linear
functionals on X0w, denoted
(
X0w
)′
, as the members of X˜01/w:
Theorem 565 The operator Φ˜2. Suppose the weight function w has property W02 or W03 and satisfies Con-
dition 536. Denote by
(
X˜01/w
)′
the space of bounded linear functionals on X˜01/w. Then the equation(
Φ˜2v
)
(u) =
(
u, V˜2v
)
w,0
, u ∈ X0w, v ∈ X˜01/w, (9.126)
defines a linear operator Φ˜2 : X˜
0
1/w →
(
X0w
)′
which is an isometric isomorphism in the seminorm sense.
Proof. This proof is ”identical” to that of Theorem 523 and so will be omitted.
In an analogous fashion to the negative order Sobolev spaces a bilinear form can be used to characterize the
bounded linear functionals on X0w:
Theorem 566 If u ∈ X0w and v ∈ X˜01/w then Φ˜2 can be expressed directly in terms of the bilinear form
∫
ûvF as(
Φ˜2v
)
(u) =
∫
ûvF , u ∈ X0w, v ∈ X˜01/w.
Proof. A direct consequence of 9.126 and 9.125.
9.5 A further generalization of X˜01/w
9.5.1 Introduction
We now consider the problem of characterizing the bounded linear functionals on X0w for the weight functions
which do not have property 9.14, do not belong to WS;0 and do not satisfy Condition 536.
It was shown in Theorem 430 that the Gaussian and the shifted thin-plate spline weight functions do not have
property 9.14, in Subsection 9.3.6 it was shown that they do not belong to WS;0 (9.19) and in Subsection 9.4.3 it
was shown that they do not satisfy Condition 536. Thus the results of Sections 9.2, 9.3 and 9.4 are not applicable.
To handle these cases we will adapt definition 9.92 of X˜01/w i.e. that
X˜01/w =
{
u ∈
(
Ŝw,0
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
,
where uF = û restricted to Rd \ A. Here
(
Ŝw,0
)′
denotes the continuous linear functionals on the space
Ŝw,0 which consists of the Fourier transforms of functions in Sw,0. The spaces Sw,0 and Ŝw,0 were introduced
in Definition 433. However, in this section Sw,0 will be considered not as a subspace of S but as a
topological vector space in itself and will be endowed with the topology using the S seminorms and the
norm
∫
w |φ|2. We will still call the modified data space X˜01/w and define it using same definition as
9.92. We will prove analogues of the results of Section 9.3.
The space Ŝw,0 will be endowed with the topology that makes the inverse-Fourier transform to Sw,0 a home-
omorphism. Following the approach used in Section 9.3 the mappings L˜4 : L2 →
(
Ŝw,0
)′
and M˜4 : X˜01/w → L2
will be introduced, followed by the operators B˜3 : X0w ⊗ X˜01/w → C(0)B , V˜3 : X˜01/w → X0w, W˜3 : X0w → X˜01/w
and Φ˜3 : X˜
0
1/w →
(
X0w
)′
the last operator being used to characterize the bounded linear functionals on X0w as
members of X˜01/w w.r.t. to the bilinear form
∫
ûvF where u ∈ X0w and v ∈ X˜01/w.
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Although we do not do so here, analogues of the extension and restriction mappings between X˜01/w and X
0
1/w
of Subsection 9.3.4 can be easily proved as can analogues of the Fourier-independent spaces Y˜ 01/w and Y
0
w of
Subsection 9.3.5.
There is also the possibility of generalizing the space X˜01/w of Section 9.4 but we do not do so here.
9.5.2 The space X˜01/w
Definition 567 The spaces of functionals S′w,0,
(
Ŝw,0
)′
,
(∨
Sw,0
)′
.
1. The linear subspace Sw,0 ⊂ S was introduced in Definition 433 where it had the subspace topology induced
by S. Now we will topologize Sw,0 by means of the norm
(∫
w |φ|2
)1/2
used to define Sw,0 as well
as the countable set of seminorms used to topologize S (Definition 681). Thus f ∈ S′w,0 iff [f, φ]
is bounded by a positive, linear combination of the norm
(∫
w |φ|2
)1/2
and the seminorms which define the
topology on S.
2. Ŝw,0 is topologized using the seminorms which define the topology of S and the norm
(∫
w
∣∣∣∣∨φ∣∣∣∣2
)1/2
=∥∥φ∥∥
w,0
.
∨
Sw,0 is topologized using the seminorms which define the topology of S and the norm
(∫
w
∣∣∣φ̂∣∣∣2)1/2 =
‖φ‖w,0.
3. With these topologies the Fourier transform is now a homeomorphism from Sw,0 to
∨
Sw,0 and the inverse-
Fourier transform is now a homeomorphism from Sw,0 to Ŝw,0. ?? MORE DETAIL? See Definitions 485
and 542 ??
4. Now define S′w,0,
(
Ŝw,0
)′
and
(∨
Sw,0
)′
to be the spaces of continuous, linear functionals on Sw,0, Ŝw,0 and
∨
Sw,0 respectively.
We now define X˜01/w using the same definition as 9.92:
Definition 568 The semi-inner product space X˜01/w
Suppose the weight function w satisfies property W01 and that Sw,0 is endowed with the topology of part 1 of
Definition 567. Then
X˜01/w =
{
u ∈
(
Ŝw,0
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2
w
<∞
}
, (9.127)
where uF = û on Rd \ A. Note that from part 3 of Theorem 475, u ∈
(
Ŝw,0
)′
=
(
S′w,0
)∨
implies û ∈ S′w,0 and
so by part 6 of Definition 567, û ∈ L1loc
(
Rd \ A) means there exists f ∈ L1loc (Rd \ A) such that [û, φ] = ∫ fφ for
all φ ∈ C∞0
(
Rd \ A).
Lemma 570 below shows that X˜01/w is not empty.
We endow X˜01/w with the semi-inner product and seminorm
〈u, v〉1/w,0 =
∫
uF vF
w
, |u|1/w,0 =
(∫ |uF |2
w
)1/2
.
Regarding part 8 of Definition 567, Lemma 570 below shows that
null |·|1/w,0 =
(
S′w,0;A
)∨
,
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where we have defined S′w,0;A by
S′w,0;A =
{
v ∈ S′w,0 : supp v ⊂ A as a distribution
}
. (9.128)
Lemma 569 Let A be the weight function set used in the Definition 411 of the space X01/w. Suppose
C
(0)
0
(
Rd \ A) = {ψ ∈ C(0)0 : suppψ ⊂ Rd \ A} .
Then C
(0)
0
(
Rd \ A) ⊂ S′w,0 ∩ L1loc (Rd \ A) and ∫ |u|2w <∞ when u ∈ C(0)0 (Rd \ A).
Proof. Since A is a closed set, C(0)0
(
Rd \ A) ⊂ L1loc (Rd \ A). If u ∈ C(0)0 (Rd \ A) and ψ ∈ Sw,0 then∣∣∣∣∫ uψ∣∣∣∣ ≤ ∫ |u|√w√w |ψ| ≤
(∫ |u|2
w
)1/2(∫
w |ψ|2
)1/2
≤ 1
min
suppu
√
w
(∫
|u|2
)1/2(∫
w |ψ|2
)1/2
<∞,
since w is continuous and positive outside A. Thus u ∈ S′w,0 by virtue of the topology we endowed Sw,0 with
in part 1 of Definition 567.
It is also clear that C
(0)
0
(
Rd \ A) ⊂ L1loc (Rd \ A) in the sense of part 6 of Definition 567.
Lemma 570 Suppose the weight function w has property W01 for the set A and that Sw,0 is endowed with the
topology of part 1 of Definition 567. Then:
1. X˜01/w is not empty. Indeed,
(
C∞0
(
Rd \ A))∨ ⊂ X˜01/w.
2. The seminorm |·|1/w,0 has null space
(
S′w,0;A
)∨
(given by 9.128), and X˜01/w is an inner product space iff A
is empty.
3. If τa is the translation operator u→ u (· − a) then τa : X˜01/w → X˜01/w is an isometry and u ∈ X˜01/w implies
(τau)F = e
−iaξuF ∈ L1loc
(
Rd \ A).
Now suppose w also has property W02 or W03 for parameter κ. Then:
4. If |v (ξ)| ≤ c (1 + |ξ|)κ for some constant c, then ∨v ∈ X˜01/w ∩ S′.
5. S ⊂ X˜01/w.
6. If u ∈ X˜01/w then ξ
αuF
w ∈ L1 when |α| ≤ κ.
Proof. Part 1 Suppose u ∈ (C∞0 (Rd \ A))∨. Then by Lemma 569, û ∈ S′w,0 so that u ∈ (Ŝw,0)′ and uF =
û|Rd\A ∈ L1loc
(
Rd \ A). Finally, ∫ |uF |2w <∞ by Lemma 569.
Part 2 Suppose |v|21/w,0 =
∫ |vF |2
w = 0. Then vF = 0 a.e. on R
d \ A and so v̂ ∈ S′w,0 and supp v̂ ⊂ A i.e.
v̂ ∈ S˜′w,0;A. The argument is easily reversible.
Part 3 Suppose u ∈ X˜01/w and φ ∈ C∞0
(
Rd \ A). Then u ∈ (Ŝw,0)′ = (S′w,0)∨ and uF ∈ L1loc (Rd \ A) means
there exists f ∈ L1loc
(
Rd \ A) such that [uF , ψ] = ∫ fψ for all ψ ∈ C∞0 (Rd \ A).
Thus
[(τau)F , φ] = [τ̂au, φ] =
[
τau, φ̂
]
=
[
u, τ−aφ̂
]
=
[
u, êiaξφ
]
=
[
û, eiaξφ
]
=
∫
eiaξfφ =
[
eiaξuF , φ
]
,
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so that (τau)F = e
iaξuF on Rd \ A. Thus
|τau|1/w,0 =
∫ |(τau)F |2
w
=
∫ |uF |2
w
= |u|1/w,0 .
Part 4 Now X˜01/w =
{
u ∈
(
Ŝw,0
)′
: uF ∈ L1loc
(
Rd \ A) and ∫ |uF |2w <∞}.
Set u =
∨
v. Then u ∈ S′ and û = v ∈ L1loc so that uF ∈ L1loc
(
Rd \ A). If φ ∈ Ŝw,0 then
[u, φ] =
[
û,
∨
φ
]
=
∫
v
∨
φ =
∫
v√
w
√
w
∨
φ,
so that
|[u, φ]| ≤
(∫ |v|2
w
)1/2(∫
w
∣∣∣∣∨φ∣∣∣∣2
)1/2
≤ c
(∫
(1 + |·|)2κ
w
)1/2(∫
w
∣∣∣∣∨φ∣∣∣∣2
)1/2
.
Thus
∣∣∣∣[û, ∨φ]∣∣∣∣ ≤ c′
(∫
w
∣∣∣∣∨φ∣∣∣∣2
)1/2
when
∨
φ ∈ Sw,0 and part 5 of Definition 567 means that û ∈ (Sw,0)′ i.e.
u ∈
(
Ŝw,0
)′
.
Part 5 Follows directly from part 4.
Part 6 If u ∈ X˜01/w then from part 1,
∫ |uF |2
w <∞ and thus
∫
ξαuF
w
=
∫
ξα√
w
uF√
w
≤
(∫
ξ2α
w
)1/2(∫ |uF |2
w
)1/2
<∞.
9.5.3 The operators L˜4 : L2 →
(
Ŝw,0
)′
and M˜4 : X˜01/w → L2
The operators L1 (Definition 426 assuming property 9.14) and L2 (Definition 436 assuming w ∈ S†2) were
constructed so that they mapped L2 → S′ and then were shown to map L2 → X01/w. So noting the definition of
X˜01/w (equation 9.127) we will define the operator L˜4 : L2 →
(
Ŝw,0
)′
and then show that L˜4 : L2 → X˜01/w is an
isomorphism.
Definition 571 The linear operator L˜4 : L2 →
(
Ŝw,0
)′
.
Suppose that Sw,0 is endowed with the topology of part of Definition 567. To be consistent with previous
definitions of the mappings L1 (Definition 426) and L2 (Definition 436) for g ∈ L2 we try L˜4g = (√wĝ)∨
and we want L˜4g ∈
(
Ŝw,0
)′
. So suppose φ ∈ Sw,0. Then
∣∣∣∣∫ √wĝφ∣∣∣∣ ≤ ∫ |ĝ| (√w |φ|) ≤ ‖g‖2(∫ w |φ|2)1/2 ,
and the topology of Sw,0 ensures that
√
wĝ ∈ S′w,0 and hence that (
√
wĝ)
∨ ∈
(
Ŝw,0
)′
.
So we define L˜4 by
L˜4g =
(√
wĝ
)∨
, g ∈ L2. (9.129)
We now prove some properties of L˜4 which relate to the space X˜01/w.
Theorem 572 Properties of L˜4
9.5 A further generalization of X˜01/w 459
1. If g ∈ L2 then
(
L˜4g
)
F
=
√
wĝ on Rd \ A.
2. L˜4 : L2 → X˜01/w is a linear isometry.
3. τaL˜4 = L˜4τa, where τa is the translation operator τau = u (· − a).
Proof. Part 1 From the definition of L˜4,
(
L˜4g
)∧
=
√
wĝ ∈ S′w,0. Next observe that because w ∈ C(0)
(
Rd \ A)
we have C∞0
(
Rd \ A) ⊂ Sw,0 and hence that[(
L˜4g
)∧
, φ
]
=
[√
wĝ, φ
]
, φ ∈ C∞0
(
Rd \ A) .
If we can show
√
wg ∈ L1loc
(
Rd \ A) it follows that (L˜4g)∧ ∈ L1loc (Rd \ A). Indeed, if K ⊂ Rd \A is compact,
w ∈ C(0) (Rd \ A) implies
∫
K
√
w |g| ≤
(∫
K
w
)1/2
‖g‖2 ≤ maxK (w)
(∫
K
1
)
‖g‖2 .
Thus
(
L˜4g
)∧
∈ L1loc
(
Rd \ A) and (L˜4g)
F
=
√
wg a.e.
Part 2
∣∣∣L˜4g∣∣∣
1/w,0
=
(∫ |(L˜4g)
F
|2
w
)1/2
= ‖g‖2.
Part 3 τaL˜4u = τa (√wĝ)∨ =
(
e−iaξ
√
wĝ
)∨
= (
√
wτ̂ag)
∨
= L˜4τau.
Our definition of the operator M˜4 : X˜01/w → L2 will formally be the same as that of M˜1 in Definition 507.
Definition 573 The operator M˜4 : X˜01/w → L2
Suppose the weight function w has property W01 and that Sw,0 is endowed with the topology of part of Definition
567.
From the definition of X˜01/w, u ∈ X˜01/w, uF ∈ L1loc
(
Rd \ A) and uF√
w
∈ L2. We can now define the linear
mapping M˜4 : X˜01/w → L2 by
M˜4u =
(
uF√
w
)∨
, u ∈ X˜01/w.
M˜4 has the following properties:
Theorem 574 Properties of M˜4. The operator M˜4 : X˜01/w → L2 is linear and isometric with null space(
S′w,0;A
)∨
.
Further, the translation operator τa commutes with M˜4 i.e. τaM˜4 = M˜4τa on X˜01/w.
Proof. That M˜4 is an isometry is clear from the definition of X˜01/w. Since M˜4 is an isometry the null space of
M˜4 is the null space of the seminorm |·|1/w,0, namely
(
S′w,0;A
)∨
.
Now suppose u ∈ X˜01/w. Then from part 3 of Lemma 570
τaM˜4u = τa
(
uF√
w
)∨
=
(
e−iaξ
uF√
w
)∨
=
(
(τau)F√
w
)∨
= M˜4τau.
The next theorem indicates how the operators L˜4 and M˜4 interact.
Theorem 575 Interaction of L˜4 and M˜4. Suppose the weight function w has the properties assumed in
Definition 436. Then the operators L˜4 : L2 → X˜01/w and M˜4 : X˜01/w → L2 satisfy:
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1. M˜4L˜4 = I on L2 and L˜4M˜4u− u ∈
(
S′w,0;A
)∨
when u ∈ X˜01/w.
Thus M˜4 and L˜4 are inverses in the seminorm sense.
2. L˜4 is 1-1. L˜4 is also onto in the seminorm sense.
3. M˜4 is onto. It is also 1-1 in the seminorm sense.
4. M˜4 and L˜4 are adjoints in the sense that
〈
L˜4g, f
〉
1/w,0
=
(
g,M˜4f
)
2
.
Proof. Property 1. From the definition of L˜4,
(
L˜4g
)
F
=
√
wĝ. Thus, from the definition of M˜4 and Theorem
572, for g ∈ L2 (
M˜4L˜4g
)∧
=
(
L˜4g
)
F√
w
=
√
wĝ√
w
= ĝ,
and thus M˜4L˜4 = I.
Next we show that L˜4M˜4u−u ∈
(
S′w,0;A
)∨
on X˜01/w. In fact by Theorem 572, u ∈ X˜01/w implies
(
L˜4M˜4u
)
F
=
√
w
(
M˜4u
)∧
= uF so that
∣∣∣L˜4M˜4u− u∣∣∣2
1/w,0
=
∫
w
∣∣∣(L˜4M˜4u− u)
F
∣∣∣2 = 0,
so that L˜4M˜4u−u ∈
(
S′w,0;A
)∨
i.e. L˜4M˜4u−u ∈
(
S′w,0;A
)∨
, where S′w,0;A was defined by 9.94. Since
(
S′w,0;A
)∨
is the null space of the seminorm on X˜01/w, M˜4 and L˜4 are inverses in the seminorm sense.
Property 2. That L˜4 is 1-1 follows from M˜4L˜4 = I. That L˜4 is onto follows from L˜4M˜4u − u ∈
(
S′w,0;A
)∨
when u ∈ X˜01/w.
Property 3. That M˜4 is onto follows from M˜4L˜4 = I. That L˜4 is onto follows from L˜4M˜4u− u ∈
(
S′w,0;A
)∨
when u ∈ X˜01/w.
Property 4. If g ∈ L2 and f ∈ X˜01/w,
〈
L˜4g, f
〉
1/w,0
=
∫ (L˜4g)
F
fF
w
=
∫ √
wĝfF
w
=
∫
ĝ
fF√
w
=
(
ĝ,
(
M˜4f
)∧)
2
=
(
g,M˜4f
)
2
.
Since L2 is complete, the mappings of the previous theorem will yield the following important result.
Corollary 576 In general X˜01/w is a semi-Hilbert space and X˜
0
1/w is a Hilbert space iff A can be chosen to be
empty.
Proof. If {uk} is a Cauchy sequence in X˜01/w then
{
M˜4uk
}
is Cauchy in L2 since M˜4 is isometric. Thus
M˜4uk → u for some u ∈ L2 and since M˜4L˜4 = I by Theorem 575∣∣∣uk − L˜4u∣∣∣
1/w,0
=
∥∥∥M˜4 (uk − L˜4u)∥∥∥
2
=
∥∥∥M˜4uk − u∥∥∥
2
→ 0.
Thus X˜01/w is complete.
Finally, from part 2 of Lemma 570, X˜01/wis an inner product space iff A can be chosen to be empty.
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9.5.4 The operator B˜3 : X0w ⊗ X˜01/w → C(0)B
We will now construct the analogues of the operators V˜3, B˜3 and Φ˜3 of Subsection 9.2.6 and these will allow us to
characterize the bounded linear functionals on X˜01/w using the bilinear form
∫
ûvF where u ∈ X0w and v ∈ X˜01/w.
Definition 577 The mapping B˜3 : X0w ⊗ X˜01/w → C(0)B
If (u, v) ∈ X0w ⊗ X˜01/w define the bilinear mapping B˜3 : X0w ⊗ X˜01/w → C(0)B by:
B˜3 (u, v) = (ûvF )∨ , u ∈ X0w, v ∈ X˜01/w. (9.130)
Noting that the product of two measurable functions is a measurable function this definition makes sense
since from the definitions of X˜01/w and X
0
w, vF ∈ L1loc
(
Rd \ A), vF√
w
∈ L2, û ∈ L1loc and
√
wû ∈ L2 so that,∫ |ûvF | = ∫ ∣∣∣√wû vF√w ∣∣∣ ≤ ‖u‖w,0 |v|1/w,0 <∞. Thus ûvF ∈ L1 and hence (ûvF )∨ ∈ C(0)B .
Theorem 578 Properties of the operator B˜3
1. B˜3 : X0w ⊗ X˜01/w → C(0)B is a continuous bilinear mapping when C(0)B is endowed with the supremum norm
‖·‖∞. In fact ∥∥∥B˜3 (u, v)∥∥∥∞ ≤ (2π)− d2 ‖u‖w,0 |v|1/w,0 , u ∈ X0w, v ∈ X˜01/w.
2. In the sense of distributions, if α+ β = γ ≥ 0 then
DγB˜3 (u, v) =
(
D̂αu
(
Dβv
)
F
)∨
, u ∈ X0w, v ∈ X˜01/w.
3. Suppose τa denotes the (distribution) translation operator τaf = f (· − a), a ∈ Rd. Then B˜3 commutes with
τa in the sense that
τaB˜3 (u, v) = B˜3 (τau, v) = B˜3 (u, τav) , u ∈ X0w, v ∈ X˜01/w.
4. We have
B˜3 (u, v) = (Iu) ∗ M˜4v, u ∈ X0w, v ∈ X˜01/w.
5. B˜3 is a convolution in the sense that: X0w ⊂ S′, S ⊂ X˜01/w and
B˜3 (u, φ) = u ∗ φ, u ∈ X0w, φ ∈ S.
Further, B˜3 (u, φ) ∈ C∞B and DγB˜3 (u, φ) = Dαu ∗Dβφ for all γ = α+ β.
Proof. Part 1 Noting the calculations done in the definition of B˜3 all that remains to be shown is the continuity
of B˜3. But from 9.80
|B (u, v)| ≤ ∣∣(ûvF )∨∣∣ ≤ (2π)−d2 ∣∣∣∣∫ e−ixξû (ξ) vF (ξ) dξ∣∣∣∣ ≤ (2π)− d2 ∫ |û| |vF |
≤ (2π)− d2 ‖u‖w,0 |v|1/w,0 .
Part 2
DγB˜3 (u, v) = Dγ (ûvF )∨ = ((iξ)γ (ûvF ))∨ =
(
(iξ)α û (iξ)β vF
)∨
=
(
D̂αu
(
Dβv
)
F
)∨
.
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Part 3
τaB˜3 (u, v) = τa (ûvF )∨ =
(
e−iaξûvF
)∨
= (τ̂auvF )
∨
= B˜3 (τau, v) ,
and
τaB˜3 (u, v) = τa (ûvF )∨ =
(
ûe−iaξvF
)∨
= (û (τav)F )
∨
.
From the definition of X˜01/w there exists f ∈ L1loc
(
Rd \ A) such that [v̂, φ] = ∫ fφ for all φ ∈ Sw,0. Thus for
φ ∈ Sw,0,
[τ̂av, φ] =
[
e−iaξv̂, φ
]
=
[
v̂, e−iaξφ
]
=
∫
e−iaξfφ,
and consequently (τav)F ∈ L1loc
(
Rd \ A).
Part 4 From the definition of B˜3 and the definition of M˜4 (Definition 573)
B˜3 (u, v) = (ûvF )∨ =
(√
wû
vF√
w
)∨
=
(√
wû
)∨ ∗ ( vF√
w
)∨
= (Iu) ∗ M˜4v.
Part 5 Part 5 of Lemma 570 showed that S ⊂ X˜01/w. So by definition 9.130 of B˜3 (u, φ) and the definition A.10
of the convolution of a member of S′ and a member of S, B˜3 (u, φ) = (ûφF )∨ =
(
ûφ̂
)∨
= u ∗ φ ∈ C(0)B so that by
A.11, DγB˜3 (u, φ) = (Dαu) ∗Dβφ for all γ and α+ β = γ. Thus B˜3 (u, φ) ∈ C∞B .
Remark 579
1. Part 3 also follows directly from part 4 and the translation operator results of Theorem 574 and Theorem
572.
2. Part 5 shows how B˜3 can be regarded as a convolution by restricting the domain of the second variable to
S.
Corollary 580 Properties of B˜3 (G, ·): Suppose w has property W02 or W03 for κ and G is the basis function.
Then if v, v′ ∈ X˜01/w:
1. DγG ∈ X0w when |γ| ≤ κ and
DγB˜3 (G, v) = B˜3 (DγG, v) , |γ| ≤ κ.
2. B˜3 (G, v) ∈ X0w and
∥∥∥B˜3 (G, v)∥∥∥
w,0
= |v|1/w,0.
3. B˜3 (G,φ) = G ∗ φ when φ ∈ S.
4.
∫
F B˜3
(
B˜3 (G, v) , v′
)
= 〈v, v′∗〉1/w,0, where F is the Fourier transform and v′∗ (x) = v′ (−x).
Proof. Part 1 By Theorem 53, DγG ∈ X0w when |γ| ≤ κ and so by part 2 of Theorem 578, DγB˜3 (G, v) ∈(
D̂γGvF
)∨
= B˜3 (DγG, v).
Part 2 G ∈ X0w and B˜3 (G, v) ∈ S′. Further, F B˜3 (G, v) = ĜvF = vFw ∈ L1 and
∫
w
∣∣∣F B˜3 (G, v)∣∣∣2 = ∫ |vF |2w =
|v|1/w,0. Thus B˜3 (G, v) ∈ X0w.
Part 3 From part 5 Lemma 570, S ⊂ X˜01/w and B˜3 (G,φ) =
(
Ĝφ̂
)∨
= G ∗ φ by the convolution definition
A.10.
Part 4 B˜3 (G, v) =
(
vF
w
)∨
so∫
F B˜3
(
B˜3 (G, v) , v′
)
=
∫
F B˜3
((vF
w
)∨
, v′
)
=
∫
F
((vF
w
,
(
v′
)
F
)∨)
=
∫
1
w
vF
(
v′
)
F
=
∫
1
w
vF (v′∗)F
= 〈v, v′∗〉1/w,0 .
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We will now define the equivalent of the operator V˜1 of Definition 517.
9.5.5 The operators V˜3 : X˜01/w → X0w, W˜3 : X0w → X˜01/w and Φ˜3 : X˜01/w → (X0w)′
Definition 581 The operator V˜3 : X˜01/w → X0w
Suppose the weight function w has property W02 or W03. These conditions ensure that both M˜4 (Definition
573) and J (Definition 24) are defined.
The operator V˜3 is now defined by V˜3 = JM˜4.
The operator V˜3 can be expressed in terms of the operator B˜3 and the basis function as follows:
Theorem 582 Suppose the weight function w has property W02 or W03 and that G is the corresponding basis
function. Then
V˜3v =
(vF
w
)∨
= B˜3 (G, v) , v ∈ X˜01/w, (9.131)
and
V˜3v = G ∗ v, v ∈ S,
and V˜3 : S → G ∗ S is 1-1 and onto.
Proof. By Definition 24, Ĵ g = ĝ√
w
∈ L1loc for g ∈ L2.
By Definition 573,
̂˜M4v = vF√w ∈ L2 for v ∈ X˜01/w. Thus
̂˜V3v = Ĵ M˜4v = ̂˜M4v√
w
=
vF
w
=
(
B˜3 (G, v)
)∧
,
and so V˜3v = B˜3 (G, v). The second equation of this theorem follows from part 3 of Corollary 580.
Clearly V˜3 is onto. Since V˜3 is isometric V˜3φ = 0 implies
∥∥∥V˜3φ∥∥∥
w,0
= |φ|1/w,0 =
(∫ |φF |2
w
)1/2
= 0, where φF
is the restriction of φ̂ to Rd \ A where A is a closed set of measure zero. But φ̂ ∈ S and so φ = 0.
Definition 583 The operator W˜3 = L˜4I
The operator V˜3 has the following properties:
Theorem 584 Suppose the weight function w has property W02 or W03. Then in the seminorm sense:
1. V˜3 : X˜01/w → X0w is a linear isometry.
2. W˜3 : X0w → X˜01/w is an isometry.
3. V˜3 and W˜3 are inverses.
4. V˜3 and W˜3 are onto.
5. V˜3 and W˜3 are 1-1.
6. V˜3 and W˜3 are adjoints.
7. If f ∈ X0w then W˜3f =
(
wf̂
)∨
.
8. V˜3 and W˜3 are isometric isomorphisms, inverses and adjoints.
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Proof. Parts 1 and 2. True since I, J , L˜4 and M˜4 are isometric.
Part 3. From Theorem 575 M˜4L˜4 = I and Theorem 25 showed that J If = f . Hence V˜3W˜3 = V˜3L˜4I =
JM3L˜4I = J I and so V˜3W˜3 = I.
From Theorem 25 IJ = I and from Theorem 575 L˜4M˜4g − g ∈
(
S˜′A
)∨
. Hence W˜3V˜3 = L˜4IJM3 = L˜4M˜4
and W˜3V˜3g − g ∈
(
S˜′A
)∨
.
Parts 4 and 5. follow directly from part 3.
Part 6. Theorem 575 and Theorem 25 imply L˜4, M˜4 are adjoints and I, J are adjoints. Thus〈
g, W˜3f
〉
1/w,0
=
〈
g, L˜4If
〉
1/w,0
=
(
M˜4g, If
)
2
= (JM3g, f)w,0 =
(
V˜3g, f
)
w,0
.
Part 7. If f ∈ X0w then
̂˜W3f =̂˜L4If =
√
wÎf = √w
(√
wf̂
)
= wf̂.
Theorem 585 Suppose the weight function w has property W02 or W03 for parameter κ. Then
(2π)
d/2 V˜∗3DγRx = Dγδ (· − x) , |γ| ≤ κ,
where Rx is the Riesz representer of the evaluation functional f → f (x). Further
〈u,Dγδ (· − x)〉1/w,0 = (−1)|γ|
(
DγV˜∗3u
)
(x) , u ∈ X01/w, |γ| ≤ κ.
Proof. If f ∈ X˜01/w then by parts 6 and 7 of Theorem 584
V˜∗3f = W˜3f =
(
wf̂
)∨
.
By using the Fourier transform properties given in the Appendix A we obtain
V˜∗3DγRx =
(
wD̂γRx
)∨
=
(
w (ξ) (iξ)
γ
R̂x (ξ)
)∨
= (2π)
−d/2
(
w (ξ) (iξ)
γ ̂G (· − x) (ξ)
)∨
= (2π)
−d/2 (
(iξ)
γ
e−ixξ
)∨
= (2π)
−d/2
Dγ
((
e−ixξ
)∨)
.
But
(
e−iaξ
)∨
= (2π)
d/2
δ (· − a) so that V˜∗3DγRx = Dγδ (· − x) and thus
〈u,Dγδ (· − x)〉1/w,0 =
〈
u, V˜∗3DγRx
〉
1/w,0
=
(
V˜∗3u,DγRx
)
w,0
=
(
(−D)γ V˜∗3u,Rx
)
w,0
= (−1)|γ|
(
Dγ V˜∗3u
)
(x) .
We now prove a density result for X˜01/w.
Corollary 586 The space S is dense in X˜01/w.
Proof. Choose u ∈ X˜01/w so that V˜3u ∈ X0w. From part 3 Theorem 338, G ∗ S is dense in X0w so given ε > 0
there exists φε ∈ G ∗ S such that
∥∥∥V˜3u− φε∥∥∥
w,0
< ε. But V˜3 : S → G ∗ S is an isomorphism so V˜−13 φε ∈ S. Since
V˜3 : X01/w → X0w is an isometry∣∣∣u− V˜−13 φε∣∣∣
1/w,0
=
∥∥∥V˜3 (u− V˜−13 φε)∥∥∥
w,0
=
∥∥∥V˜3u− φε∥∥∥
w,0
< ε,
which proves this density result.
Since X˜01/w is complete and S is dense in X˜
0
1/w.
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Corollary 587 Suppose the weight function w has property W02 or W03 w.r.t. the set A, and that Sw,0 is
endowed with the countable seminorm topology of part 1 of Definition 567. Then:
1. The mapping
(
wφ̂
)∨
is an isometry from
∨
Sw,0 = X
0
w ∩ S onto (wSw,0)∨ ⊂ X˜01/w and is the restriction
of the isometric isomorphism W˜3.
2. The space (wSw,0)
∨
is dense in X˜01/w.
3. ψ ∈ S ∩ (wSw,0)∨ ⇐⇒ ψ ∈ S and G ∗ ψ ∈
∨
Sw,0.
4. wφ is a continuous map from Sw,0 to S
′
w,0.
5.
(
wφ̂
)∨
is a continuous map from
∨
Sw,0 to
(
Ŝw,0
)′
.
Proof. Part 1 From Theorem 584
(
wφ̂
)∨
is an isometry from
∨
Sw,0 = X
0
w ∩ S into (wSw,0)∨ ⊂ X˜01/w which is
the restriction of the isometric isomorphism W˜3 : X0w → X˜01/w. Clearly
(
wφ̂
)∨
:
∨
Sw,0 → (wSw,0)∨ is onto.
Part 2 Since
∨
Sw,0 is dense in X
0
w the ontoness of
(
wφ̂
)∨
implies the density of (wSw,0)
∨
in X˜01/w.
Part 3 If
ψ ∈ S ∩ (wSw,0)∨ ⇐⇒ ψ ∈ S and ψ̂ ∈ wSw,0
⇐⇒ ψ ∈ S and 1
w
ψ̂ = Ĝψ̂ = (G ∗ ψ)∧ ∈ Sw,0
⇐⇒ ψ ∈ S and G ∗ ψ ∈
∨
Sw,0.
Part 4 If φ, ψ ∈ Sw,0 then
|[wφ, ψ]| =
∣∣∣∣∫ wφψ∣∣∣∣ ≤ ∫ w |φ| |ψ| = ∫ √w |φ| √w |ψ| ≤ (∫ w |φ|2)1/2(∫ w |ψ|2)1/2 ,
and since Sw,0 is endowed with the countable seminorm topology of part 1 of Definition 567, it follows that
wφ ∈ S′w,0 and wφ is a continuous map from Sw,0 to S′w,0.
Part 5 From part 4, wφ̂ is a continuous map from
∨
Sw,0 to S
′
w,0, and so by Definition 567,
(
wφ̂
)∨
is a continuous
map from
∨
Sw,0 to
(
S′w,0
)∨
=
(
Ŝw,0
)′
.
Theorem 588 Suppose the weight function w has the properties used to define X˜01/w.
Denote by
(
X˜01/w
)′
the space of bounded linear functionals on X˜01/w. Then the equation(
Φ˜3u
)
g =
(
g, V˜3u
)
w,0
, g ∈ X0w, u ∈ X˜01/w, (9.132)
defines a linear operator Φ˜3 : X˜
0
1/w →
(
X0w
)′
which is an isometric isomorphism in the seminorm sense.
Proof. Since V˜3 : X˜01/w → X0w is an isometry, given u ∈ X˜01/w and g ∈ X0w we have∣∣∣∣(g, V˜3u)w,0
∣∣∣∣ ≤ ‖g‖w,0 ∥∥∥V˜3u∥∥∥w,0 = ‖g‖w,0 |u|1/w,0 ,
and for each u ∈ X˜01/w, the expression
(
g, V˜3u
)
w,0
, g ∈ X0w defines a bounded linear functional on X0w. Denote
this functional by Φ˜3u so that 9.132 holds and the operator norm is
∥∥∥Φ˜3u∥∥∥
op
= sup
g∈X0w
∣∣∣∣(g, V˜2u)w,0
∣∣∣∣
‖g‖w,0
≤ |u|1/w,0 .
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0
w
Thus Φ˜3 : X˜
0
1/w →
(
X0w
)′
. In fact, we can easily prove that
∥∥∥Φ˜3u∥∥∥
op
= |u|1/w,0 by noting that when g = V˜3u,∣∣∣(g,V˜3u)
w,0
∣∣∣
‖g‖w,0 =
∥∥∥V˜3u∥∥∥
w,0
= |u|1/w,0. Clearly Φ˜3u = 0 implies |u|1/w,0 = 0 so Φ˜3 is 1-1.
To prove Φ˜3 is onto choose Y ∈
(
X0w
)′
. Since X0w is an inner product space there exists v ∈ X0w such that
Yg = (g, v)w,0 when g ∈ X0w. But by Theorem 584 Yg = (g, v)w,0 =
(
g, V˜3V˜∗3v
)
w,0
and comparison with 9.132
yields
(
Φ˜3V˜∗3v
)
g = Yg and Φ˜3V˜∗3v = Y.
In an analogous fashion to the negative order Sobolev spaces a bilinear form can be used to characterize the
bounded linear functionals on X0w:
Theorem 589 If u ∈ X0w and v ∈ X˜01/w then Φ˜3 can be expressed directly in terms of the bilinear form
∫
ûvF as(
Φ˜3v
)
(u) =
∫
ûvF , u ∈ X0w, v ∈ X˜01/w. (9.133)
Proof. A direct consequence of 9.132 and 9.131.
9.5.6 Examples
Example 590 The Gaussian Here w (x) = e|x|
2
so A is empty and X˜01/w is a Hilbert space. Also, Φ˜3 : X˜01/w →(
X0w
)′
is an isometric isomorphism in the norm sense.
Example 591 Shifted thin-plate splines Here w = 1e˜(v)
|·|2v+d
K˜v+d/2(|·|)
Set s = 2v+d. Then s > 0 and by Theorem
14,
1
e˜ (v) c′s
|ξ|s e|ξ| ≤ w (ξ) ≤ 1
e˜ (v) cs
|ξ|s e|ξ|, ξ ∈ Rd.
so A is empty and X˜01/w is a Hilbert space. Also, Φ˜3 : X˜01/w →
(
X0w
)′
is an isometric isomorphism in the norm
sense.
10
An upper bound for the derivative of the 1-dim. hat basis
function smoother smoother
10.1 Introduction
In this chapter we derive an upper bound for the derivative of the 1-dimensional (scaled) hat basis function
smoother under the assumption that the data function has a bounded derivative and sufficiently large support
w.r.t. the data region. This will be used above in Example 327 to prove order 1 convergence of the Exact smoother.
Suppose the data region is Ω = (a, a) and that there are N dependent data points X =
{
x(k)
}N
k=1
satisfying
a < x(n) < x(n+1) < a. Further suppose we are using a scaled hat basis function Λλ (x) = Λ (x/λ) which has
been scaled so that diamΩ ≤ 12 diamsuppΛλ i.e. diamΩ ≤ λ. In this case we say that the hat basis function
has large support w.r.t. the data region and this chapter will be based on the fact that x, x′ ∈ Ω
now implies Λλ (x− x′) = 1 − |x−x
′|
λ and there are no zero values. This will mean that the smoother is
a continuous, piecewise linear function with a finite number of derivative values which correspond to the linear
segments of the data intervals
[
x(k), x(k+1)
]
.
Suppose the data functions are drawn from the functions:{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
= C
(0)
B (Ω) ∩W 1,∞ (Ω) . (10.1)
Then the 1-dimensional Exact smoother (or parameter stabilized interpolant) is given by
s (x) =
N∑
k=1
αkΛλ
(
x− x(k)
)
, x ∈ R1, (10.2)
where α satisfies the basis function matrix equation(
NρIN + (Λλ)X,X
)
α = E˜Xf,
where,
(Λλ)X,X =
(
Λ
(
x(i)−x(j)
λ
))
, ρ ≥ 0.
 (10.3)
Here ρ denotes the smoothing parameter and E˜Xf =
(
f
(
x(k)
))
is the dependent data.
We now define the scaled independent data Xλ = X/λ =
{
x(k)/λ
}N
k=1
which is contained in the data region
Ωλ = Ω/λ and satisfies diamΩλ ≤ 1. Also define the data function f1/λ (x) = f (λx) which is clearly a member
of C
(0)
B (Ωλ) ∩W 1,∞ (Ωλ). Then 10.2 and 10.3 become the equivalent matrix equation
(NρIN + ΛXλ,Xλ)α = E˜Xλf1/λ,
where,
ΛXλ,Xλ =
(
Λ
(
x(i)
λ − x
(j)
λ
))
, ρ ≥ 0,
 (10.4)
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with smoother
s1/λ (x) = s (λx) =
N∑
k=1
αkΛ
(
x− x
(k)
λ
)
, x ∈ R1. (10.5)
Therefore, the great bulk of this chapter will be devoted to the case where the basis function is the
unscaled hat function Λ and the data region satisfies diamΩ ≤ 1. For this case we will derive the pointwise
upper bounds for the derivative given in Theorems 594 and 628 which consider the interpolant ι and smoother
s respectively. These bounds will turn out to be
‖Dι‖∞;Ω ≤ 2 ‖f‖∞;Ω + ‖Df‖∞;Ω , N ≥??, ρ = 0,
and
‖Ds‖∞;Ω ≤ 2 ‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω , N ≥ 4, ρ > 0.
Note that when ρ = 0 we obtain an interpolant derivative bound that is weaker than that given above. ?? Have
I made a mistake or can a stronger estimate be obtained fairly easily?
Using the preceding remarks concerning scaling, for the case of the scaled hat basis function Λ (x/λ) and a
data region satisfying diamΩ ≤ λ, it will be a simple matter to obtain the interpolant derivative estimate of
Corollary 595:
‖Dι‖∞;Ω ≤
2
λ
‖f‖∞;Ω + ‖Df‖∞;Ω , N ≥??,
and the smoother derivative estimate of Corollary 629:
‖Ds‖∞;Ω ≤
2
λ
‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω , N ≥ 4, ρ > 0.
For higher dimensions it will suffice to bound D1ι and D1s.
10.1.1 Steps in proof:
See introduction to each section.
10.2 Calculating the smoother derivatives using Cramer’s rule
In this section, using the fact that Λ has large support w.r.t. the data region, we start by deriving the
matrix equation 10.8: µ (f) = Aα, which expresses the N + 1 derivative values µ (f) of the smoother in terms of
the vector α of basis function coefficients (see 10.2). The matrix A has a simple inverse with integer elements. The
basis function matrix equation 10.3 is then used to express µ (f) in the form 10.12 which involves the product
of the inverse of the symmetric matrix v
(
AT
)−1
A−1+
(
AT
)−1
ΛX,XA
−1 and the vector
(
AT
)−1 E˜Xf , the latter
involving function value differences ∆1f
(
x(i)
)
to which we can apply the Taylor expansion result of Lemma 592
if we assume that the data functions are in 10.1. The actual expression is 10.21 which involves the inverse of
a bordered matrix which is the bordering of the tridiagonal symmetric matrix Tv given by 10.17. This in turn
leads to the formulas 10.32 and 10.33 which express µ (f) in terms of the inverse of the matrix Tv which plays a
central role in the sequel.
In Subsection 10.2.4 we will simplify the algebra by taking advantage of the partial homogeneity of T (·; v) in
v to replace Tv = T (∆1X ; v) by T = T
(
1
v∆1X ; 1
)
. This yields the equations 10.43 and 10.44 for µ (f). Next we
substitute the value of the sparse vector β and this enables us to express the components of 10.43 and 10.44 in
terms of the elements of T−1.
For arbitrary a ∈ Rn studying determinants of the form |T (a; 1)| is simpler and more compact than studying
determinants of the form |T (a; v)|.
10.2.1 The derivative values and the basis function matrix equation
The form of the smoother 10.2 and the fact that Λ has large support w.r.t. the data region means that the
smoother is a continuous, piecewise linear function with a finite number of derivative values which correspond to
the linear segments of the data intervals
[
x(k), x(k+1)
]
. We have three cases:
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Suppose x(n) < x < x(n+1)
s (x) =
N∑
k=1
αkΛ
(
x− x(k)
)
=
n∑
k=1
αkΛ
(
x− x(k)
)
+
N∑
k=n+1
αkΛ
(
x− x(k)
)
=
n∑
k=1
αk
(
1−
(
x− x(k)
))
+
N∑
k=n+1
αk
(
1−
(
x(k) − x
))
,
so that
Ds (x) = −
n∑
k=1
αk +
N∑
k=n+1
αk, x
(n) ≤ x ≤ x(n+1).
If a ≤ x < x(1) then
s (x) =
N∑
k=1
αk
(
1−
(
x(k) − x
))
,
so that
Ds (x) =
N∑
k=1
αk.
If x(N) < x ≤ a then
s (x) =
N∑
k=1
αk
(
1−
(
x− x(k)
))
,
and hence
Ds (x) = −
N∑
k=1
αk.
To summarize:
Ds (x) =

N∑
k=1
αk, a ≤ x < x(1),
−
n∑
k=1
αk +
N∑
k=n+1
αk, x
(n) < x < x(n+1),
−
N∑
k=1
αk, x
(N) < x ≤ a.
(10.6)
The derivative is thus a step function with N +1 values given by 10.6 and so the interpolant is the ”simplest”
piecewise linear interpolant. In this case the error is easily seen to be order 1. From 10.6, sup[a,x(1)) |Ds (x)| =
sup(x(N),a] |Ds (x)| so
‖Ds‖∞;Ω = |µ (f)|max , (10.7)
and therefore we need only consider the first N values of the derivative which are given by
µ (f) := Aα, (10.8)
where
A :=

1 1 1 1 1
−1 1 1 1 1
−1 −1 1 1 1
. . .
−1 −1 −1 1 1
−1 −1 −1 −1 1

, sizeA = N. (10.9)
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We note that
A−1 =
1
2

1 −1 0 0 0
0 1 −1 0 0
0 0 1 0 0
. . .
0 0 0 1 −1
1 0 0 0 1

. (10.10)
Set
v := ρN. (10.11)
Now we write
µ (f) = Aα
= A (NρIN + ΛX,X)
−1 E˜Xf
=
(
(vIN + ΛX,X)A
−1)−1 E˜Xf
=
(
vA−1 + ΛX,XA−1
)−1 E˜Xf
=
(
vA−1 + ΛX,XA−1
)−1
AT
(
AT
)−1 E˜Xf
=
{(
AT
)−1 (
vA−1 + ΛX,XA−1
)}−1 (
AT
)−1 E˜Xf
=
{
v
(
A−1
)T
A−1 +
(
A−1
)T
ΛX,XA
−1
}−1 (
A−1
)T E˜Xf, (10.12)
which is the product of the inverse of the symmetric matrix v
(
A−1
)T
A−1 +
(
A−1
)T
ΛX,XA
−1 and the vector(
A−1
)T E˜Xf , the latter involving function value differences ∆1f (x(i)) to which we can apply the Taylor expansion
result of Lemma 592, if we assume that the data functions are in 10.1.
Now using the compact notation
wv = 2 + v −
(
x(N) − x(1)
)
, (10.13)
ηi,j := Λ
(
x(i) − x(j)
)
= 1−
∣∣∣x(i) − x(j)∣∣∣ , (10.14)
we have
∆0,1ηi,j := ηi,j+1 − ηi,j =
{ −∆1x(j), i ≤ j,
∆1x
(j), i > j,
so that
ΛX,XA
−1 =
1
2

1 η1,2 η1,3 η1,N−1 η1,N
η2,1 1 η2,3 η2,N−1 η2,N
η3,1 η3,2 1 η3,N−1 η3,N
. . .
ηN−1,1 ηN−1,2 ηN−1,3 1 ηN−1,N
ηN,1 ηN,2 ηN,3 ηN,N−1 1


1 −1 0 0 0
0 1 −1 0 0
0 0 1 0 0
. . .
0 0 0 1 −1
1 0 0 0 1

=
1
2

w0 −∆1x(1) −∆1x(2) −∆1x(N−2) −∆1x(N−1)
w0 ∆1x
(1) −∆1x(2) −∆1x(N−2) −∆1x(N−1)
w0 ∆1x
(1) ∆1x
(2) −∆1x(N−2) −∆1x(N−1)
. . .
w0 ∆1x
(1) ∆1x
(2) ∆1x
(N−2) −∆1x(N−1)
w0 ∆1x
(1) ∆1x
(2) ∆1x
(N−2) ∆1x(N−1)

,
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and so
(
A−1
)T
ΛX,XA
−1
=
1
4

1 0 0 0 1
−1 1 0 0 0
0 −1 1 0 0
. . .
0 0 0 1 0
0 0 0 −1 1


w0 −∆1x(1) −∆1x(2) −∆1x(N−2) −∆1x(N−1)
w0 ∆1x
(1) −∆1x(2) −∆1x(N−2) −∆1x(N−1)
w0 ∆1x
(1) ∆1x
(2) −∆1x(N−2) −∆1x(N−1)
. . .
w0 ∆1x
(1) ∆1x
(2) ∆1x
(N−2) −∆1x(N−1)
w0 ∆1x
(1) ∆1x
(2) ∆1x
(N−2) ∆1x(N−1)

=
1
4

2w0 0 0 0 0
0 2∆1x
(1) 0 0 0
0 0 2∆1x
(2) 0 0
. . .
0 2∆1x
(N−2) 0
0 0 2∆1x
(N−1)

=
1
2

w0 0 0 0 0
0 ∆1x
(1) 0 0 0
0 0 ∆1x
(2) 0 0
. . .
0 ∆1x
(N−2) 0
0 0 ∆1x
(N−1)

, (10.15)
and
(
A−1
)T
A−1 =
1
4

1 0 0 0 1
−1 1 0 0 0
0 −1 1 0 0
. . .
0 0 0 1 0
0 0 0 −1 1


1 −1 0 0 0
0 1 −1 0 0
0 0 1 0 0
. . .
0 0 0 1 −1
1 0 0 0 1

=
1
4

2 −1 0 0 1
−1 2 −1 0 0
0 −1 2 0 0
. . .
0 0 0 2 −1
1 0 0 −1 2

.
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Now noting 10.12,
v
(
A−1
)T
A−1 +
(
A−1
)T
ΛX,XA
−1
=
1
2

v − v2 0 0 v2− v2 v − v2 0 0
0 − v2 v 0 0
. . .
0 0 0 v − v2
v
2 0 0 − v2 v

+
1
2

w0 0 0 0 0
0 ∆1x
(1) 0 0 0
0 0 ∆1x
(2) 0 0
. . .
0 ∆1x
(N−2) 0
0 0 ∆1x
(N−1)

=
1
2

wv − v2 0 0 v2
− v2 v +∆1x(1) − v2 0 0
0 − v2 v +∆1x(2) − v2 0
. . .
0 0 0 v +∆1x
(N−2) − v2
v
2 0 0 − v2 v +∆1x(N−1)

,
so that
µ (f) = 2

wv − v2 0 0 v2
− v2 v +∆1x(1) − v2 0 0
0 − v2 v +∆1x(2) − v2 0
. . .
0 0 0 v +∆1x
(N−2) − v2
v
2 0 0 − v2 v +∆1x(N−1)

−1
(
A−1
)T E˜Xf
= 2
(
wv b
T
b Tv
)−1 (
A−1
)T E˜Xf, (10.16)
where, using the forward difference operator ∆1,
Tv :=

v +∆1x
(1) − v2 0 0 0
− v2 v +∆1x(2) − v2 0 0
0 − v2 v +∆1x(3) 0 0
. . .
0 0 0 v +∆1x
(N−2) − v2
0 0 0 − v2 v +∆1x(N−1)

, (10.17)
b :=
v
2
β, (10.18)
β :=
(−1 0 0 1)T , size β = N − 1× 1. (10.19)
Further, from 10.10,
(
A−1
)T E˜Xf = 1
2

1 0 0 0 1
−1 1 0 0 0
0 −1 1 0 0
. . .
0 0 0 1 0
0 0 0 −1 1


f
(
x(1)
)
f
(
x(2)
)
f
(
x(3)
)
...
f
(
x(N−1)
)
f
(
x(N)
)

=
1
2

f
(
x(1)
)
+ f
(
x(N)
)
∆1f
(
x(1)
)
∆1f
(
x(2)
)
...
∆1f
(
x(N−2)
)
∆1f
(
x(N−1)
)

=
1
2
(
f
(
x(1)
)
+ f
(
x(N)
)
∆Xf
)
,
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where
∆Xf := ∆1E˜Xf :=

∆1f
(
x(1)
)
∆1f
(
x(2)
)
...
∆1f
(
x(N−2)
)
∆1f
(
x(N−1)
)
 , (10.20)
so that
µ (f) =
(
wv b
T
b Tv
)−1(
f
(
x(1)
)
+ f
(
x(N)
)
∆Xf
)
(10.21)
10.2.2 Basis function interpolation
The case ρ = 0 corresponds to the basis function interpolant ι. Considering ρ = 0 allows us to introduce some
notation and results in a simplified context as well as acting as a check. In fact, using equations 10.13 and 10.17
to 10.19,
µ (f) =
(
w0 0
T
0 T0
)−1(
f
(
x(1)
)
+ f
(
x(N)
)
∆Xf
)
=
(
w0 0
T
0 diag (∆1X)
)−1(
f
(
x(1)
)
+ f
(
x(N)
)
∆Xf
)
=
(
1
w0
0T
0 diag (1./∆1X)
)(
f
(
x(1)
)
+ f
(
x(N)
)
∆Xf
)
=
 f(x(1))+f(x(N))2−(x(N)−x(1))
D˜Xf
 ,
where we have used the component-wise notation
D˜Xf :=
∆Xf
∆1X
=
(
f
(
x(k+1)
)− f (x(k))
x(k+1) − x(k)
)N−1
k=1
. (10.22)
We will now need the following result to bound the components of D˜Xf :
Lemma 592 Taylor series expansion Suppose Ω = (a, b) ⊂ R1 and D is the distributional derivative. Then:
Lemma 593 f ∈ C(0)B (Ω) and Df ∈ L∞ (Ω) implies:
f(y) = f(x) + (y − x)
∫ 1
0
(Df)((1− t)x+ ty)dt, x, y ∈ Ω, (10.23)
1. and ∣∣∣∣f (y)− f (x)y − x
∣∣∣∣ ≤ ‖Df‖∞ , x, y ∈ Ω. (10.24)
Proof. Since we are working in one dimension f ∈ C(0)B (Ω) can be easily extended to f ∈ C(0)B
(
R1
)
and then an
application of Lemma 85 yields 10.23. Now 10.24 follows directly from 10.23.
Since 0 < x(N) − x(1) < 1, if f lies in the space 10.1 then
|µ1 (f)| ≤
∣∣f (x(1))∣∣+ ∣∣f (x(N))∣∣
2− (x(N) − x(1)) ≤ 2 ‖f‖∞;Ω ,
and applying Lemma 592 gives
|µ′ (f)|max ≤ ‖Df‖∞;Ω ,
so that
|µ (f)|max ≤ 2 ‖f‖∞;Ω + ‖Df‖∞;Ω .
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But the case x(N) < x ≤ a from 10.6 implies that sup
[a,x(1))
|Dι (x)| = sup
(x(N),a]
|Dι (x)| and so
‖Dι‖∞;Ω ≤ 2 ‖f‖∞;Ω + ‖Df‖∞;Ω .
Thus we have proved:
Theorem 594 Hat basis function interpolation Suppose the data region satisfies diamΩ ≤ 1 and the data
function f lies in the space
{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
.
Then the basis function interpolant ι corresponding to the hat basis function Λ satisfies
‖Dι‖∞;Ω ≤ 2 ‖f‖∞;Ω + ‖Df‖∞;Ω . (10.25)
Regarding the scaled hat basis function:
Corollary 595 Scaled hat basis function interpolation Suppose the data region satisfies diamΩ ≤ λ and
the data function f lies in the space
{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
.
Then the basis function interpolant ι corresponding to the scaled hat basis function Λ (·/λ) satisfies
‖Dι‖∞;Ω ≤
2
λ
‖f‖∞;Ω + ‖Df‖∞;Ω . (10.26)
Proof. From 10.4 and 10.5 of the introduction to this chapter it follows that ι1/λ (x) = ι (λx) is the hat basis
function interpolant associated with data function f1/λ (x) = f (λx) and data Xλ ⊂ Ωλ satisfying diamXλ ≤ 1.
By Theorem 594, ∥∥Dι1/λ∥∥∞;Ωλ ≤ 2 ∥∥f1/λ∥∥∞;Ωλ + ∥∥Df1/λ∥∥∞;Ωλ
= 2 ‖f‖∞;Ω +
∥∥Df1/λ∥∥∞;Ωλ
= 2 ‖f‖∞;Ω + λ
∥∥∥(Df)1/λ∥∥∥∞;Ωλ
= 2 ‖f‖∞;Ω + λ ‖Df‖∞;Ω ,
and since ∥∥Dι1/λ∥∥∞;Ωλ = λ∥∥∥(Dι)1/λ∥∥∥∞;Ωλ = λ ‖Dι‖∞;Ω ,
it follows that
‖Dι‖∞;Ω ≤
2
λ
‖f‖∞;Ω + ‖Df‖∞;Ω .
Remark 596 When diamΩ ≤ λ increasing λ only changes the interpolant when x < a and x > a.
10.2.3 The inverse of a bordered matrix
To calculate µ using 10.21 we will derive the formula 10.30 which expresses the inverse of the bordered matrix(
wv b
T
b Tv
)
in terms of T−1v . This in turn leads to the formulas 10.32 and 10.33 which express µ (f) in terms of
the inverse of the matrix Tv which plays a central role in the sequel. Suppose(
wv b
T
b Tv
)(
z cT
c M
)
=
(
1 O
O I
)
. (10.27)
Then we have the equations
wvz + b·c = 1,
zb+ Tvc = O,
wvc
T + bTM = O,
bcT + TvM = I.
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Thus c = −zT−1v b and so wvz + b·c = wvz − zbTT−1v b = 1 which implies that
z = 1
wv−bTT−1v b ,
c = − 1
wv−bTT−1v bT
−1
v b,
(10.28)
and
M = T−1v
(
I − bcT ) = T−1v (I + 1
wv − bTT−1v b
b
(
T−1v b
)T)
= T−1v
(
I +
1
wv − bTT−1v b
bbTT−1v
)
. (10.29)
Thus (
wv b
T
b Tv
)−1
=
(
z cT
c M
)
=
 1wv−bTT−1v b ... −
(
1
wv−bTT−1v bT
−1
v b
)T
− 1
wv−bTT−1v bT
−1
v b
... T−1v
(
I + 1
wv−bTT−1v bbb
TT−1v
)

=
1
wv − bTT−1v b
 1 ... − (T−1v b)T
−T−1v b
... T−1v
((
wv − bTT−1v b
)
I + bbTT−1v
)

=
1
wv − bTT−1v b
 1 ... −bTT−1v
−T−1v b
...
(
wv − bTT−1v b
)
T−1v + T−1v bbTT−1v
 . (10.30)
Check:
(
wv b
T
b Tv
)
1
wv − bTT−1v b
 1 ... −bTT−1v
−T−1v b
...
(
wv − bTT−1v b
)
T−1v + T
−1
v bb
TT−1v

=
1
wv − bTT−1v b
(
wv b
T
b Tv
) 1 ... −bTT−1v
−T−1v b
...
(
wv − bTT−1v b
)
T−1v + T
−1
v bb
TT−1v

=
1
wv − bTT−1v b
 wv − bTT−1v b ... −wvbTT−1v + bT ((wv − bTT−1v b)T−1v + T−1v bbTT−1v )
O
... −bbTT−1v + T
(
wv − bTT−1v b
)
T−1v + bb
TT−1v

=
1
wv − bTT−1v b
 wv − bTT−1v b ... −wvbTT−1v + (wv − bTT−1v b) bTT−1v + bTT−1v bbTT−1v
O
... wv − bTT−1v b

= IN .
Substituting 10.30 into 10.21:
µ (f) =
(
wv b
T
b Tv
)−1(
f
(
x(1)
)
+ f
(
x(N)
)
∆Xf
)
=
1
wv − bTT−1v b
 1 ... −bTT−1v
−T−1v b
...
(
wv − bTT−1v b
)
T−1v + T
−1
v bb
TT−1v
(f (x(1))+ f (x(N))
∆Xf
)
=
1
wv − bTT−1v b
(
f
(
x(1)
)
+ f
(
x(N)
)− bTT−1v ∆Xf
u
)
,
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where
u = −
(
f
(
x(1)
)
+ f
(
x(N)
))
T−1v b+
((
wv − bTT−1v b
)
T−1v + T
−1
v bb
TT−1v
)
∆Xf
= −
(
f
(
x(1)
)
+ f
(
x(N)
))
T−1v b+
(
wv − bTT−1v b
)
T−1v ∆Xf + T
−1
v b
(
bTT−1v ∆Xf
)
= −
(
f
(
x(1)
)
+ f
(
x(N)
))
T−1v b+
(
wv − bTT−1v b
)
T−1v ∆Xf +
(
bTT−1v ∆Xf
)
T−1v b
=
(
wv − bTT−1v b
)
T−1v ∆Xf −
(
f
(
x(1)
)
+ f
(
x(N)
)
− bTT−1v ∆Xf
)
T−1v b,
so that
µ (f) =
 f(x(1))+f(x(N))−bTT−1v ∆Xfwv−bTT−1v b
T−1v ∆Xf −
f(x(1))+f(x(N))−bTT−1v ∆Xf
wv−bTT−1v b T
−1
v b
 (10.31)
=
(
µ1 (f)
T−1v ∆Xf − µ1 (f)T−1v b
)
=
(
µ1 (f)
T−1v (∆Xf − µ1 (f) b)
)
.
where
µ1 (f) =
f
(
x(1)
)
+ f
(
x(N)
)− bTT−1v ∆Xf
wv − bTT−1v b
, (10.32)
µ′ (f) := (µk)
N
k=2 = T
−1
v ∆Xf − µ1 (f)T−1v b. (10.33)
10.2.4 Replacing Tv := T (∆1X ; v) by T = T
(
1
v
∆1X ; 1
)
We will simplify the algebra by taking advantage of the partial homogeneity of T (·; v) in v to replace Tv =
T (∆1X ; v) by T = T
(
1
v∆1X ; 1
)
. This yields the equations 10.43 and 10.44 for µ (f). Next we substitute the
value of the sparse vector β and this enables us to express the components of 10.43 and 10.44 in terms of
the elements of T−1. Studying determinants of the form |T (a; 1)| is simpler and more compact than studying
determinants of the form |T (a; v)| where a ∈ Rn.
In the last subsection we use Cramer’s rule for matrix inversion to express the components of the formulas for
µ (f) (10.43 and 10.44) in terms of the minors of T . These are equations 10.54 to 10.57.
Noting the formula 10.17 for Tv we introduce the following definitions:
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Definition 597 Matrix notation Suppose a = (a1, . . . , an) ∈ Rn.
∆1X :=
(
∆1x
(k)
)N−1
k=1
, (10.34)
T (a; v) :=

v + a1 − v2 0 0 0− v2 v + a2 − v2 0 0
0 − v2 v + a3 0 0
. . .
0 0 0 v + an−1 − v2
0 0 0 − v2 v + an

, (10.35)
T := T
(
1
v
∆1X ; 1
)
:= T
(
1
v
∆1X
)
,
Tm:n := T
(
1
v
(
∆1x
(k)
)n−1
k=m
; 1
)
:= T
(
1
v
(
∆1x
(k)
)n−1
k=m
)
,
T (a) := T (a; 1) ,
am:n := (am, am+1, . . . , an) if 1 ≤ m ≤ n,
am:n := (am, am−1, . . . , an) if 1 ≤ n ≤ m,
Tm:n (a) := T (am:n) ,
T (a1:0) := 1, (10.36)
T (an+1:n) := 1, (10.37)
00 := {} , the empty sequence,
T ({}) := 0.
Minor notation
Matrix Minors
T (a; v) Mi,j (a; v)
T Mi,j
T (a) Mi,j (a)
Remark 598 Homogeneity We have the partial homogeneity result
|T (a; v)| = vm
∣∣∣∣T (1v a; 1
)∣∣∣∣ , a ∈ Rm, (10.38)
and the homogeneity result
|T (ta; tv)| = tm |T (a; 1)| , a ∈ Rm, (10.39)
and so from 10.17,
Tv = T (∆1X ; v) = vT
(
1
v∆1X ; 1
)
= vT,
T−1v =
1
vT
−1. (10.40)
We now apply equations 10.40 to 10.32 and 10.33. Regarding µ′:
T−1v b =
1
v
T−1b =
1
v
T−1
(v
2
β
)
=
1
2
T−1β, (10.41)
and
T−1v ∆Xf =
1
v
T−1∆Xf, (10.42)
so that
µ′ (f) = T−1v ∆Xf − µ1 (f)T−1v b =
1
v
T−1∆Xf − 1
2
µ1 (f)T
−1β.
Regarding µ1:
bTT−1v ∆Xf =
(v
2
β
)T 1
v
T−1∆Xf =
1
2
βTT−1∆Xf,
and
bTT−1v b =
(v
2
β
)T 1
2
T−1β =
v
4
βTT−1β.
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so equation 10.32 now becomes:
µ1 (f) =
f
(
x(1)
)
+ f
(
x(N)
)− bTT−1v ∆Xf
wv − bTT−1v b
=
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf
wv − v2βTT−1β
=
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf
2− (x(N) − x(1))+ v − v4βTT−1β
=
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf
2− 1 ·∆1X + v − v4βTT−1β
=
1
v
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf(
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β .
To summarize:
µ1 (f) =
1
v
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf(
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β , (10.43)
µ′ (f) = (µk (f))
N
k=2 =
1
v
T−1∆Xf − 1
2
µ1 (f)T
−1β. (10.44)
The goal of this chapter is to uniformly bound ‖µ‖max and we will bound T−1β in Section 10.5, bound
1
vT
−1∆Xf in Section 10.6 and bound µ1 (f) in Subsection 10.7.3.
Now we substitute the value of β into the expressions involving T−1 in 10.43 and 10.44:
T−1β = T−1

−1
0
...
0
1
 =

(
T−1
)
1,N−1 −
(
T−1
)
1,1
...(
T−1
)
k,N−1 −
(
T−1
)
k,1
...(
T−1
)
N−1,N−1 −
(
T−1
)
N−1,1

, (10.45)
so (
T−1β
)
k
=
((
T−1
)
k,N−1 −
(
T−1
)
k,1
)
, 1 ≤ k ≤ N − 1.
Also (
T−1∆Xf
)
k
=
N−1∑
n=1
(
T−1
)
k,n
∆1f
(
x(n)
)
.
Further
βTT−1β =
(−1 0 . . . 0 1)T−1 (−1 0 . . . 0 1)T
=
(
T−1
)
1,1
− (T−1)
1,N−1 −
(
T−1
)
N−1,1 +
(
T−1
)
N−1,N−1
=
(
T−1
)
1,1
− 2 (T−1)
1,N−1 +
(
T−1
)
N−1,N−1 ,
and
βTT−1∆Xf = (∆Xf)
T
T−1β =
N−1∑
n=1
((
T−1
)
n,N−1 −
(
T−1
)
n,1
)
∆1f
(
x(n)
)
.
To summarize: for 1 ≤ k ≤ N − 1,(
T−1β
)
k
=
((
T−1
)
k,N−1 −
(
T−1
)
k,1
)
, (10.46)
(
T−1∆Xf
)
k
=
N−1∑
n=1
(
T−1
)
k,n
∆1f
(
x(n)
)
, (10.47)
βTT−1β =
(
T−1
)
1,1
− 2 (T−1)
1,N−1 +
(
T−1
)
N−1,N−1 , (10.48)
βTT−1∆Xf =
N−1∑
n=1
((
T−1
)
n,N−1 −
(
T−1
)
n,1
)
∆1f
(
x(n)
)
. (10.49)
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Remark 599 Suppose µ1 (f) =
f(x(1))+f(x(N))−bTT−1∆Xf
wv−bTT−1b is uniformly bounded for all N ≥ 4.
Then 10.31 implies that µ is uniformly bounded for all N ≥ 4 iff T−1∆Xf and T−1b are uniformly bounded
for all N ≥ 4.
From MATLAB experiments it is reasonable to believe that vN T
−1∆Xf = ρT−1∆Xf is uniformly bounded for
all N ≥ 4, ρ ≥ 0 and all data in Ω.
10.2.5 Applying Cramer’s rule
In this subsection we use Cramer’s rule for matrix inversion to express the right sides of equations 10.46 to 10.49
in terms of the minors of T . Further, we will also express several of these minors in terms of determinants of
principal sub-matrices of T e.g. 10.53.
Cramer’s rule states that (
T−1
)
m,n
=
Am,n
|T | =
(−1)m+nMm,n
|T | , (10.50)
where A = (Am,n) is the adjoint, Am,n is the cofactor of the element Tm,n, Mm,n =Mn,m denotes the minor.
Further, from 10.40 and Definition 597,
M1,N−1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + 1v∆1x(2) − 12 0 0 0
0 − 12 1 + 1v∆1x(3) 0 0 0
0 0 − 12
. . . 0 0 0
. . .
0 0 0 − 12 1 + 1v∆1x(N−3) − 12
0 0 0 0 − 12 1 + 1v∆1x(N−2)
0 0 0 0 0 − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (10.51)
so
M1,N−1 =MN−1,1 =
(
−1
2
)N−2
, N ≥ 3, (10.52)
and using the notation of Definition 597,
MN−1,N−1 = |T1:N−2| , M1,1 = |T2:N−1| . (10.53)
Equations 10.46 to 10.49 now become for 1 ≤ k ≤ N − 1:
(
T−1β
)
k
=
(
T−1
)
k,N−1 −
(
T−1
)
k,1
=
1
|T |
(
(−1)k−1
(
(−1)N Mk,N−1 −Mk,1
))
= (−1)k−1 1|T |
(
(−1)N Mk,N−1 −Mk,1
)
,
(
T−1∆Xf
)
k
=
N−1∑
n=1
(−1)k+nMk,n
|T | ∆1f
(
x(n)
)
=
(−1)k
|T |
N−1∑
n=1
(−1)nMk,n∆1f
(
x(n)
)
,
using equations 10.52 and 10.53,
βTT−1β =
(
T−1
)
1,1
− 2 (T−1)
1,N−1 +
(
T−1
)
N−1,N−1
=
1
|T |
(
M1,1 − (−1)N 2M1,N−1 +MN−1,N−1
)
=
1
|T |
(
|T2:N−1| − (−1)N 2
(
−1
2
)N−2
+ |T1:N−2|
)
=
1
|T |
(
|T2:N−1| −
(
1
2
)N−3
+ |T1:N−2|
)
,
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and
βTT−1∆Xf =
N−1∑
n=1
((
T−1
)
n,N−1 −
(
T−1
)
n,1
)
∆1f
(
x(n)
)
=
1
|T |
N−1∑
n=1
(
(−1)n+N−1Mn,N−1 − (−1)n+1Mn,1
)
∆1f
(
x(n)
)
=
1
|T |
N−1∑
n=1
(−1)n−1
(
(−1)N Mn,N−1 −Mn,1
)
∆1f
(
x(n)
)
.
which we summarize as: for 1 ≤ k ≤ N − 1,
(
T−1β
)
k
=
(−1)k−1
|T |
(
(−1)N Mk,N−1 −Mk,1
)
, (10.54)
(
T−1∆Xf
)
k
=
(−1)k
|T |
N−1∑
n=1
(−1)nMk,n∆1f
(
x(n)
)
, (10.55)
βTT−1β =
1
|T |
(
|T2:N−1| −
(
1
2
)N−3
+ |T1:N−2|
)
, (10.56)
βTT−1∆Xf =
1
|T |
N−1∑
k=1
(−1)k−1
(
(−1)N Mk,N−1 −Mk,1
)
∆1f
(
x(k)
)
. (10.57)
These equations will later be substituted in equations 10.43 and 10.44 for µ (f).
10.3 Calculating the minors of T
Regarding the equations 10.54 to 10.57 derived at the end of the last section, in this section we will derive
the expression 10.71 which expresses all the minors of T (a) = T (a; 1) in terms of the products of one or two
principal sub-determinants |T (ai:j ; 1)|. These results are summarized in Subsection 10.3.5.
Note that not all the determinant proofs of this section are complete e.g. 10.63.
10.3.1 Calculating the minors Mn,1 (a1:m) and Mn,m (a1:m)
We use the notation of Definition 597.
Example 600 If a ∈ R10 then
|T (a)| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 0 − 12 1 + a8 − 12 0
0 0 0 0 0 0 0 − 12 1 + a9 − 12
0 0 0 0 0 0 0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (10.58)
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and the minor corresponding to element (1, 7) is
M1,7 (a) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a2 − 12 0 0 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0 0
0 0 0 0 − 12 1 + a6 0 0 0
0 0 0 0 0 − 12 − 12 0 0
0 0 0 0 0 0 1 + a8 − 12 0
0 0 0 0 0 0 − 12 1 + a9 − 12
0 0 0 0 0 0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a3 − 12 0 0 0 0 0
0 − 12 1 + a4 − 12 0 0 0 0
0 0 − 12 1 + a5 − 12 0 0 0
0 0 0 − 12 1 + a6 0 0 0
0 0 0 0 − 12 − 12 0 0
0 0 0 0 0 1 + a8 − 12 0
0 0 0 0 0 − 12 1 + a9 − 12
0 0 0 0 0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a4 − 12 0 0 0 0
0 − 12 1 + a5 − 12 0 0 0
0 0 − 12 1 + a6 0 0 0
0 0 0 − 12 − 12 0 0
0 0 0 0 1 + a8 − 12 0
0 0 0 0 − 12 1 + a9 − 12
0 0 0 0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)3
∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a5 − 12 0 0 0
0 − 12 1 + a6 0 0 0
0 0 − 12 − 12 0 0
0 0 0 1 + a8 − 12 0
0 0 0 − 12 1 + a9 − 12
0 0 0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)4
∣∣∣∣∣∣∣∣∣∣
− 12 1 + a6 0 0 0
0 − 12 − 12 0 0
0 0 1 + a8 − 12 0
0 0 − 12 1 + a9 − 12
0 0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)5 ∣∣∣∣∣∣∣∣
− 12 − 12 0 0
0 1 + a8 − 12 0
0 − 12 1 + a9 − 12
0 0 − 12 1 + a10
∣∣∣∣∣∣∣∣ =
(
−1
2
)6 ∣∣∣∣∣∣
1 + a8 − 12 0− 12 1 + a9 − 12
0 − 12 1 + a10
∣∣∣∣∣∣ =
=
(
−1
2
)6
|T (a8:10)| ,
i.e.
M1,7 (a1:10) =
(
−1
2
)6
|T (a8:10)| ,
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and in general we assert without proof that
Mn,1 (a1:m) =M1,n (a1:m) =
(
−1
2
)n−1
|T (an+1:m)| , 2 ≤ n ≤ m− 1. (10.59)
When a = 1v∆1X , in the notation of Definition 597:
Mn,1 =M1,n =
(
−1
2
)n−1
|T (an+1:N−1)| , 2 ≤ n ≤ N − 2. (10.60)
Also
M10,7 (a1:10) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0 0
0 0 0 0 − 12 1 + a6 0 0 0
0 0 0 0 0 − 12 − 12 0 0
0 0 0 0 0 0 1 + a8 − 12 0
0 0 0 0 0 0 − 12 1 + a9 − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0
0 0 0 0 − 12 1 + a6 0 0
0 0 0 0 0 − 12 − 12 0
0 0 0 0 0 0 1 + a8 − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0
0 0 − 12 1 + a4 − 12 0 0
0 0 0 − 12 1 + a5 − 12 0
0 0 0 0 − 12 1 + a6 0
0 0 0 0 0 − 12 − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)3
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 − 12 0 0
0 0 − 12 1 + a4 − 12 0
0 0 0 − 12 1 + a5 − 12
0 0 0 0 − 12 1 + a6
∣∣∣∣∣∣∣∣∣∣∣∣
=
(
−1
2
)3
|T1,6| ,
so that
M11,7 (a1:10) =
(
−1
2
)3
|T (a1:5)| ,
and in general we assert without proof that
Mn,m (a1:m) =Mm,n (a1:m) =
(
−1
2
)m−n
|T (a1:n−1)| , 2 ≤ n ≤ m. (10.61)
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When a = 1v∆1X , in the notation of Definition 597:
Mn,N−1 =MN−1,n =
(
−1
2
)N−1−n
|T (a1:n−1)| , 2 ≤ n ≤ N − 1. (10.62)
10.3.2 Calculation of the minors Mn,n
Example 601 From 10.58,
|M4,4 (a1:9)| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0
0 − 12 1 + a3 0 0 0 0 0
0 0 0 1 + a5 − 12 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0
0 0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
1 + a1 − 12 0− 12 1 + a2 − 12
0 − 12 1 + a3
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
1 + a5 − 12 0 0 0− 12 1 + a6 − 12 0 0
0 − 12 1 + a7 − 12 0
0 0 − 12 1 + a8 − 12
0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣
= |T (a1:3)| |T (a5:9)| ,
so that we hypothesize, but do not prove, that if m ≥ 3 then
Mn,n (a1:m) =
|T2:m (a1:m)| , n = 1,
|T1:n−1 (a1:m)| |Tn+1:m (a1:m)| , 2 ≤ n ≤ m− 1,
|T1:m−1 (a1:m)| , n = m.
(10.63)
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10.3.3 Calculation of the minors Mn,n+1
Also
M5,4 (a1:9) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0
0 − 12 1 + a3 0 0 0 0 0
0 0 − 12 −
1
2 0 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0
0 0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0
0 − 12 1 + a3 0 0 0 0 0
0 0 − 12 1 0 0 0 0
0 0 0 1 1 + a6 − 12 0 0
0 0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0
0 − 12 1 + a3 0 0 0 0
0 0 0 1 + a6 − 12 0 0
0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
+
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0
0 − 12 1 + a3 0 0 0 0
0 0 − 12 0 0 0 0
0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0
0 − 12 1 + a3 0 0 0 0
0 0 0 1 + a6 − 12 0 0
0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
− 1
22
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 0 0 0
0 0 − 12 0 0 0
0 0 0 − 12 1 + a8 − 12
0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣
.
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Regarding the second determinant:
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 0 0 0
0 0 − 12 0 0 0
0 0 0 − 12 1 + a8 − 12
0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣
=
1
2
∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0− 12 1 + a2 − 12 0 0
0 − 12 1 + a3 0 0
0 0 − 12 0 0
0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣
= − 1
22
∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0− 12 1 + a2 − 12 0
0 − 12 1 + a3 0
0 0 − 12 0
∣∣∣∣∣∣∣∣
= 0,
so that
M5,4 (a1:9) = −1
2
∣∣∣∣T (a1:3) O3,4OT3,4 T (a6:9)
∣∣∣∣ = −12 |T (a1:3)| |T (a6:9)| =M4,5 (a1:9) .
We hypothesize, but do not prove, that
Mn,n+1 (a1:m) =Mn+1,n (a) = −1
2
|T (a1:n−1)| |T (an+1:m)| , 2 ≤ n ≤ m− 2. (10.64)
M1,2 (a) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 − 12 0 0 0 0 0 0
0 1 + a3 − 12 0 0 0 0 0
0 − 12 1 + a4 − 12 0 0 0 0
0 0 − 12 1 + a5 − 12 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0
0 0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a3 − 12 0 0 0 0 0− 12 1 + a4 − 12 0 0 0 0
0 − 12 1 + a5 − 12 0 0 0
0 0 − 12 1 + a6 − 12 0 0
0 0 0 − 12 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
T (a3:9) ,
so
M2,1 (a1:m) =M1,2 (a1:m) = −1
2
|T (a3:m)| , m ≥ 3. (10.65)
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Further
M8,9 (a1:9) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0
0 0 0 0 − 12 1 + a6 − 12 0
0 0 0 0 0 − 12 1 + a7 0
0 0 0 0 0 0 − 12 − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 − 12 0 0 0 0
0 − 12 1 + a3 − 12 0 0 0
0 0 − 12 1 + a4 − 12 0 0
0 0 0 − 12 1 + a5 − 12 0
0 0 0 0 − 12 1 + a6 − 12
0 0 0 0 0 − 12 1 + a7
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
T (a1:7) ,
and we hypothesize, but do not prove, that
Mm−1,m (a1:m) =Mm,m−1 (a) = −1
2
|T (a1:m−2)| , m ≥ 3. (10.66)
Thus the equations 10.65, 10.64 and 10.66 combine to give for m ≥ 4,
Mn,n+1 (a1:m) =

− 12 |T (a3:m)| , n = 1,− 12 |T (a1:n−1)| |T (an+2:m)| , 2 ≤ n ≤ m− 2,− 12 |T (a1:m−2)| , n = m− 1,
(10.67)
and for the special case m = 3,
Mn,n+1 (a1:3) =
{ − 12 |T (a3)| , n = 1,− 12 |T (a1)| , n = 2, =
{ − 12 (1 + a3) , n = 1,− 12 (1 + a1) , n = 2. (10.68)
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10.3.4 Calculation of Mj,n, j < n.
Example 602 From 10.58,
M3,6 (a1:9) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0
− 12 1 + a2 −
1
2 0 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0
0 0 0 − 12 1 + a5 0 0 0
0 0 0 0 − 12 − 12 0 0
0 0 0 0 0 1 + a7 − 12 0
0 0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0− 12 1 + a2 1 0 0 0 0 0
0 0 1 1 + a4 − 12 0 0 0
0 0 0 − 12 1 + a5 0 0 0
0 0 0 0 − 12 − 12 0 0
0 0 0 0 0 1 + a7 − 12 0
0 0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0
0 0 1 + a4 − 12 0 0 0
0 0 − 12 1 + a5 0 0 0
0 0 0 − 12 − 12 0 0
0 0 0 0 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
− 1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 0 0 0 0 0
0 0 − 12 1 + a5 0 0 0
0 0 0 − 12 − 12 0 0
0 0 0 0 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0− 1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 0 0 0 0 0
0 0 − 12 1 + a5 0 0 0
0 0 0 − 12 − 12 0 0
0 0 0 0 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
22
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 0 0 0 0 0
0 0 1 1 + a5 0 0 0
0 0 0 − 12 − 12 0 0
0 0 0 0 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
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but ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0− 12 1 + a2 0 0 0 0 0
0 0 1 1 + a5 0 0 0
0 0 0 − 12 − 12 0 0
0 0 0 0 1 + a7 − 12 0
0 0 0 0 − 12 1 + a8 − 12
0 0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 0 0 0 0
0 0 − 12 − 12 0 0
0 0 0 1 + a7 − 12 0
0 0 0 − 12 1 + a8 − 12
0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣
col 4 = col 4− col 3 =⇒
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 0 0 0 0
0 0 − 12 0 0 0
0 0 0 1 + a7 − 12 0
0 0 0 − 12 1 + a8 − 12
0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 0 0 0 0
0 0 1 0 0 0
0 0 0 1 + a7 − 12 0
0 0 0 − 12 1 + a8 − 12
0 0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0− 12 1 + a2 0 0 0
0 0 1 + a7 − 12 0
0 0 − 12 1 + a8 − 12
0 0 0 − 12 1 + a9
∣∣∣∣∣∣∣∣∣∣
= −1
2
∣∣∣∣T (a1:2) OO T (a7:9)
∣∣∣∣
= −1
2
|T (a1:2)| |T (a7:9)| ,
so that
M3,6 (a1:9) = − 1
23
|T (a1:2)| |T (a7:9)| .
This suggests the hypothesis
Mj,n (a1:m) =
(
−1
2
)n−j
|T (a1:j−1)| |T (an+1:m)| ,
{
2 ≤ j < n− 1,
n ≤ m− 1, m ≥ 5,
which we combine with 10.67 to give
Mj,n (a1:m) =
(
−1
2
)n−j
|T (a1:j−1)| |T (an+1:m)| ,
{
2 ≤ j < n ≤ m− 1,
m ≥ 3. (10.69)
Example 603 Another example:
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Example 604 If a = a1:11 then (boxes indicate elements involved)
M3,9 (a) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0 0
− 12 1 + a2 − 12 0 0 0 0 0 0 0
0 0 − 12 1 + a4 − 12 0 0 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 0 − 12 1 + a8 0 0
0 0 0 0 0 0 0 − 12 − 12 0
0 0 0 0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
22
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0 0
− 12 1 + a2 1 0 0 0 0 0 0 0
0 0 1 1 + a4 − 12 0 0 0 0 0
0 0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 0 − 12 1 + a8 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
22
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0
0 0 1 + a4 − 12 0 0 0 0 0
0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 − 12 1 + a8 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
− 1
22
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0− 12 1 + a2 0 0 0 0 0 0 0
0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 − 12 1 + a8 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0− 1
22
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0− 12 1 + a2 0 0 0 0 0 0 0
0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 − 12 1 + a8 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Further ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0 0 0 0− 12 1 + a2 0 0 0 0 0 0 0
0 0 − 12 1 + a5 − 12 0 0 0 0
0 0 0 − 12 1 + a6 − 12 0 0 0
0 0 0 0 − 12 1 + a7 − 12 0 0
0 0 0 0 0 − 12 1 + a8 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣1 + a1 − 12− 12 1 + a2
∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a5 − 12 0 0 0 0
0 − 12 1 + a6 − 12 0 0 0
0 0 − 12 1 + a7 − 12 0 0
0 0 0 − 12 1 + a8 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 + a10 − 12
0 0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣1 + a1 − 12− 12 1 + a2
∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a5 − 12 0 0 0
0 − 12 1 + a6 − 12 0 0
0 0 − 12 1 + a7 0 0
0 0 0 − 12 0 0
0 0 0 0 1 + a10 − 12
0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣
−
−
∣∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a5 − 12 0 0 0
0 − 12 1 + a6 − 12 0 0
0 0 − 12 1 + a7 − 12 0
0 0 0 − 12 1 + a8 0
0 0 0 0 0 − 12
0 0 0 0 0 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣∣

=
∣∣∣∣1 + a1 − 12− 12 1 + a2
∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣
− 12 1 + a5 − 12 0 0 0
0 − 12 1 + a6 − 12 0 0
0 0 − 12 1 + a7 0 0
0 0 0 − 12 0 0
0 0 0 0 1 + a10 − 12
0 0 0 0 − 12 1 + a11
∣∣∣∣∣∣∣∣∣∣∣∣
+ 0

=
∣∣∣∣1 + a1 − 12− 12 1 + a2
∣∣∣∣
∣∣∣∣∣∣∣∣
− 12 1 + a5 − 12 0
0 − 12 1 + a6 − 12
0 0 − 12 1 + a7
0 0 0 − 12
∣∣∣∣∣∣∣∣
∣∣∣∣1 + a10 − 12− 12 1 + a11
∣∣∣∣
= − 1
24
∣∣∣∣1 + a1 − 12− 12 1 + a2
∣∣∣∣ ∣∣∣∣1 + a10 − 12− 12 1 + a11
∣∣∣∣ ,
so that
M3,9 (a1:11) =
1
26
∣∣∣∣1 + a1 − 12− 12 1 + a2
∣∣∣∣ ∣∣∣∣1 + a10 − 12− 12 1 + a11
∣∣∣∣ = 126T (a1:2)T (a10:11) ,
which supports 10.69.
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10.3.5 Minor calculations summary
We summarize the calculations from previous subsections here.
Suppose a ∈ Rm. Then from 10.59, 10.52, when m ≥ 2,
M1,j (a) =Mj,1 (a) =
{ (− 12)j−1 |T (aj+1:m)| , 1 ≤ j ≤ m− 1,(− 12)m−1 , j = m. (10.70)
From 10.52 and 10.61, when m ≥ 2,
Mn,m (a) =Mm,n (a) =
{ (− 12)m−1 , n = 1,(− 12)m−n |T (a1:n−1)| , 2 ≤ n ≤ m.
From 10.69: if m ≥ 4 then
Mj,n (a1:m) =Mj,n (a1:m) =
(
−1
2
)n−j
|T (a1:j−1)| |T (an+1:m)| , 2 ≤ j < n ≤ m− 1,
From 10.63, if m ≥ 3 then
Mn,n (a1:m) =
|T2:m (a1:m)| , n = 1,
|T1:n−1 (a1:m)| |Tn+1:m (a1:m)| , 2 ≤ n ≤ m− 1,
|T1:m−1 (a1:m)| , n = m.
and using the notation T (a1:0) := 1 and T (am+1:m) := 1 of Definition 597, these formulas can be combined
compactly to give
Mj,n (a) =
(− 12)n−j |T (a1:j−1)| |T (an+1:m)| ,
Mn,j (a) =Mj:n (a) .
}
, 1 ≤ j ≤ n ≤ m. (10.71)
Thus we can conclude that all the minors of T (a) can all be written as the product of one or two principal
sub-determinants of T (a) and that the variables are always separated.
When a = 1v∆1X :=
(
∆1x
(k)
)N−1
k=1
the minor formulas 10.71 become
Mj,n =
(− 12)n−j |T1:j−1| |Tn+1:N−1| , 1 ≤ j ≤ n ≤ N − 1,
Mn,j =Mj,n,
(10.72)
where T1:0 := 1 and TN :N−1 := 1. These expressions for the minors will later be substituted into equations
10.54 to 10.57.
10.4 A formula for |T (a)|
The determinant |T | occurs in the denominator of the formulas 10.54 to 10.57. Now from Definition 597, T :=
T
(
1
v∆1X ; 1
)
and since 1v∆1X ∈ RN−1 we will calculate the determinant of T (a) = T (a; 1) for a ∈ Rm and
m ≥ 1. More precisely, we will derive a formula for the positive coefficients c(m)β of the monomials aβ in the
equation 10.82 for |T (a)|. This formula is given in Theorem 610.
Observe that when m ≥ 3,
|T (a1:m)| = (1 + am) |T (a1:m−1)|+ 1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 0 0 0
. . .
0 0 0 1 + am−3 − 12 0
0 0 0 − 12 1 + am−2 − 12
0 0 0 0 0 − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (1 + am) |T (a1:m−1)| − 1
4
|T (a1:m−2)| , (10.73)
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and also
|T (a1)| = 1 + a1, |T (a1:2)| = (1 + a1) (1 + a2)− 1
4
, (10.74)
so that in the notation of Definition 597,
|T (a1:m)| = (1 + am) |T (a1:m−1)| − 1
4
|T (a1:m−2)| , m ≥ 1. (10.75)
A well known tridiagonal matrix result is:
Lemma 605
|T (0m)| = m+ 1
2m
, m ≥ 1. (10.76)
Proof. From 10.74 and 10.73 we have the linear difference equation, |T (0m)| = |T (0m−1)| − 14 |T (0m−2)| with
initial conditions |T (01)| = 1 and |T (02)| = 34 . The auxiliary equation has repeated root α = 1/2 and since the
solution has the form (A+Bm)αm the initial conditions imply the solution 10.76.
Compare this with Lemma 631 below which derives a formula for T (s1m).
The elementary symmetric functions will prove useful in deriving formulas and bounds for |T (a)|:
Definition 606 Elementary symmetric function σk (x) =
∑
0≤α≤1
|α|=k
xα of order k.
Some properties are:
1. σk (tx) = t
kσk (x);
2.
m∑
k=0
σk (x) = (1 + x)
1
;
3. σk (1m) =
(
m
k
)
.
Now
|T (a1:2)| = 3
4
+ (a1 + a2) + a1a2 =
3
4
+ σ1 (a1:2) + σ2 (a1:2) , (10.77)
so consequently
|T (a1:3)| = (1 + a3) |T (a1:2)| − 1
4
|T (a1)|
= (1 + a3)
(
(1 + a1) (1 + a2)− 1
4
1
)
− 1
4
(1 + a1)
= (1 + a1) (1 + a2) (1 + a3)− 1
4
(1 + a3)− 1
4
(1 + a1)
=
1
2
+
(
a1 + a2 + a3 − 1
4
a1 − 1
4
a3
)
+ σ2 (a1:3) + σ3 (a1:3)
=
4
8
+
(
3
4
a1 + a2 +
3
4
a3
)
+ σ2 (a1:3) + σ3 (a1:3) (10.78)
=
4
8
+
(
3
4
a1 + a2 +
3
4
a3
)
+ σ2 (a1:3) + σ3 (a1:3) .
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Further
|T (a1:4)|
= (1 + a4) |T (a1:3)| − 1
4
|T (a1:2)|
= (1 + a4)
(
1
2
+
(
3
4
a1 + a2 +
3
4
a3
)
+ σ2 (a1:3) + σ3 (a1:3)
)
−
− 1
4
(
3
4
+ (a1 + a2) + a1a2
)
=
1
2
+
(
3
4
a1 + a2 +
3
4
a3
)
+ σ2 (a1:3) + σ3 (a1:3) +
1
2
a4+
+
(
3
4
a1 + a2 +
3
4
a3
)
a4 + σ2 (a1:3) a4 + σ3 (a1:3) a4 − 3
16
− 1
4
(a1 + a2)− 1
4
a1a2
=
5
16
+
(
3
4
a1 + a2 +
3
4
a3 +
1
2
a4 − 1
4
(a1 + a2)
)
+
+
(
σ2 (a1:3) +
(
3
4
a1 + a2 +
3
4
a3
)
a4 − 1
4
a1a2
)
+ (σ3 (a1:3) + σ2 (a1:3) a4)+
+ σ3 (a1:3) a4
=
5
16
+
(
1
2
a1 +
3
4
a2 +
3
4
a3 +
1
2
a4
)
+
+
(
a1a2 + a1a3 + a2a3 +
3
4
a1a4 + a2a4 +
3
4
a3a4 − 1
4
a1a2
)
+
+ σ3 (a1:4) + σ4 (a1:4)
=
5
16
+
(
1
2
a1 +
3
4
a2 +
3
4
a3 +
1
2
a4
)
+ (10.79)
+
(
3
4
a1a2 + a1a3 +
3
4
a1a4 + a2a3 + a2a4 +
3
4
a3a4
)
+
+ σ3 (a1:4) + σ4 (a1:4) ,
and
|T (a1:5)| = (1 + a5) |T (a1:4)| − 1
4
|T (a1:3)|
= −1
4
|T (a1:3)|+ |T (a1:4)|+ |T (a1:4)| a5.
Now
|T (a1:4)| = 5
16
+
(
1
2
a1 +
3
4
a2 +
3
4
a3 +
1
2
a4
)
+
+
(
3
4
a1a2 + a1a3 +
3
4
a1a4 + a2a3 + a2a4 +
3
4
a3a4
)
+
+ σ3 (a1:4) + σ4 (a1:4) ,
and
|T (a1:4)|a5 = 0 + 5
16
a5 +
(
1
2
a1a5 +
3
4
a2a5 +
3
4
a3a5 +
1
2
a4a5
)
+
+
(
3
4
a1a2a5 + a1a3a5 +
3
4
a1a4a5 + a2a3a5 + a2a4a5 +
3
4
a3a4a5
)
+
+ σ3 (a1:4) a5 + σ4 (a1:4) a5,
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and
−1
4
|T (a1:3)| = −1
4
4
8
− 1
4
(
3
4
a1 + a2 +
3
4
a3
)
− 1
4
σ2 (a1:3)− 1
4
σ3 (a1:3)
= −1
8
+
(
− 3
16
a1 − 1
4
a2 − 3
16
a3
)
− 1
4
σ2 (a1:3)− 1
4
σ3 (a1:3)
so that
|T (a1:5)| =
(
5
16
+ 0− 1
8
)
+
+
(
1
2
a1 +
3
4
a2 +
3
4
a3 +
1
2
a4
)
+
(
5
16
a5
)
+
(
− 3
16
a1 − 1
4
a2 − 3
16
a3
)
+
+
(
3
4a1a2 + a1a3 +
3
4a1a4 + a2a3 + a2a4 +
3
4a3a4+
+ 12a1a5 +
3
4a2a5 +
3
4a3a5 +
1
2a4a5 − 14σ2 (a1:3)
)
+
+
(
σ3 (a1:4)+
+
(
3
4a1a2a5 + a1a3a5 +
3
4a1a4a5 + a2a3a5 + a2a4a5 +
3
4a3a4a5
)− 14a1a2a3
)
+
+ σ4 (a1:4) + σ3 (a1:4) a5+
+ σ4 (a1:4) a5
=
3
16
+
(
5
16
a1 +
1
2
a2 +
9
16
a3 +
1
2
a4 +
5
16
a5
)
+
+
(
1
2a1a2 +
3
4a1a3 +
3
4a1a4 +
3
4a2a3 + a2a4 +
3
4a3a4+
+ 12a1a5 +
3
4a2a5 +
3
4a3a5 +
1
2a4a5
)
+
+
(
a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4+
+
(
3
4a1a2a5 + a1a3a5 +
3
4a1a4a5 + a2a3a5 + a2a4a5 +
3
4a3a4a5
)− 14a1a2a3
)
+ σ4 (a1:5) + σ5 (a1:5)
=
3
16
+
(
5
16
a1 +
1
2
a2 +
9
16
a3 +
1
2
a4 +
5
16
a5
)
+
+
(
1
2a1a2 +
3
4a1a3 +
3
4a1a4 +
3
4a2a3 + a2a4 +
3
4a3a4+
+ 12a1a5 +
3
4a2a5 +
3
4a3a5 +
1
2a4a5
)
+
+
(
3
4a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4+
+ 34a1a2a5 + a1a3a5 +
3
4a1a4a5 + a2a3a5 + a2a4a5 +
3
4a3a4a5
)
+
+ σ4 (a1:5) + σ5 (a1:5) , (10.80)
The expressions for the determinants {|T (a1:k)|}5m=1 obtained above yield the following bounds in terms of
the symmetric functions σk described in Definition 606:
|T (a1)| = 1 + a1,
|T (a1:2)| = 3
4
+ σ1 (a1:2) + σ2 (a1:2) ,
4
8
+
3
4
σ1 (a1:3) + σ2 (a1:3) + σ3 (a1:3) ≤ |T (a1:3)| ≤ 4
8
+ σ1 (a1:3) + σ2 (a1:3) + σ3 (a1:3) ,
5
16
+
1
2
σ1 (a1:4) +
3
4
σ2 (a1:4) + σ3 (a1:4) + σ4 (a1:4)
≤ |T (a1:4)| ≤
5
16
+
1
2
σ1 (a1:4) + σ2 (a1:4) + σ3 (a1:4) + σ4 (a1:4)
6
32
+
1
2
σ1 (a1:5) +
1
2
σ2 (a1:5) +
1
2
σ3 (a1:5) +
3
4
σ4 (a1:5) + σ5 (a1:5)
≤ |T (a1:5)| ≤
6
32
+
9
16
σ1 (a1:5) + σ2 (a1:5) + σ3 (a1:5) + σ4 (a1:5) + σ5 (a1:5) .
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10.4.1 A general formula for |T (a)|
From the above examples and 10.76 we hypothesize the following representation for m ≥ 1: if a ∈ Rm then
|T (a)| = m+ 1
2m
+
∑
β≤1m
|β|=1
c
(m)
β a
β +
∑
β≤1m
|β|=2
c
(m)
β a
β + . . .+
∑
β≤1m
|β|=m−1
c
(m)
β a
β +
∑
β≤1m
|β|=m
c
(m)
β a
β (10.81)
=
m∑
k=0
∑
β≤1m,|β|=k
c
(m)
β a
β , where c
(m)
0
=
m+ 1
2m
, (10.82)
and it will be shown in Theorem 610 below that 0 < c
(m)
β ≤ 1 for all β.
Regarding notation we could write in full
|T (a)| =
m∑
k=0
∑
β≤1,|β|=k
β∈Zm⊕
c
(m)
β a
β =
m∑
k=0
∑
0≤β≤1m
|β|=k
c
(m)
β a
β,
but since the constants c
(m)
β always have β ∈ Zm⊕ we will omit this restraint and write
|T (a)| =
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β,
except when we have something like c
(m)
(β,1) and then we will use a summation such as
∑
β≤1,|β|=k
β∈Zm−1⊕
or
∑
β≤1m−1
|β|=k
. Since
all c
(m)
β also satisfy β ≤ 1 we could omit β ≤ 1 but I choose not to.
Rearranging the summations in 10.82:
|T (a)| =
m∑
k=0
∑
β≤1m,|β|=k
c
(m)
β a
β =
m∑
k=0
∑
β≤1,|β|=m−k
c
(m)
β a
β =
m∑
k=0
∑
β≤1,|1−β|=k
c
(m)
β a
β
=
m∑
k=0
∑
β≤1,|β|=k
c
(m)
1−βa
1−β . (10.83)
From 10.74, 10.77 and 10.78,
c
(1)
0 = c
(1)
1 = 1,
c
(2)
0
= 34 , c
(2)
0,1 = c
(2)
1,0 = 1, c
(2)
1
= 1,
c
(3)
0
= 12 , c
(3)
0,0,1 = c
(3)
1,0,0 =
3
4 , c
(3)
0,1,0 = 1, c
(3)
0,1,1 = c
(3)
1,1,0 = c
(3)
1,0,1 = 1, c
(3)
1
= 1.
(10.84)
The calculations below will prove Theorem 610 and along the way formulas for special c
(m)
β and bounds for
the c
(m)
β e.g. 10.98 and 10.100 as well as the bounds in the next subsection.
Using 10.82 and the iterative formula 10.75 i.e.
|T (a1:m)| = (1 + am) |T (a1:m−1)| − 1
4
|T (a1:m−2)| , m ≥ 3,
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we have for m ≥ 4:
m+ 1
2m
+
m∑
k=1
∑
β≤1,|β|=k
c
(m)
β a
β (10.85)
= (1 + am)
 m2m−1 +
m−1∑
k=1
∑
γ≤1
|γ|=k
c(m−1)γ a
γ
1:m−1
− 14
m− 12m−2 +
m−2∑
k=1
∑
δ≤1
|δ|=k
c
(m−2)
δ a
δ
1:m−2

=
m
2m−1
+
m−1∑
k=1
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 +
m
2m−1
am +
m−1∑
k=1
am
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1−
− m− 1
2m
− 1
4
m−2∑
k=1
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2
=
(
m+ 1
2m
+
m
2m−1
am
)
+
m−1∑
k=1
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 +
m∑
k=2
am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ
1:m−1−
− 1
4
m−2∑
k=1
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2
=
(
m+ 1
2m
+
m
2m−1
am
)
+
∑
k=1
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 +
m−2∑
k=2
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1+
+
∑
k=m−1
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1+
+
m−2∑
k=2
am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ
1:m−1 +
m∑
k=m−1
am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ
1:m−1−
− 1
4
∑
k=1
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2 −
1
4
m−2∑
k=2
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2
=
m+ 1
2m
+
m
2m−1
am +
∑
γ≤1
|γ|=1
c(m−1)γ a
γ
1:m−1 +
m−2∑
k=2
∑
γ≤1
|γ|=k
c(m−1)γ a
γ
1:m−1 +
∑
γ≤1
|γ|=m−1
c(m−1)γ a
γ
1:m−1+
+
m−2∑
k=2
am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ
1:m−1 + am
∑
γ≤1,|γ|=m−2
c(m−1)γ a
γ
1:m−2+
+ am
∑
γ≤1,|γ|=m−1
c(m−1)γ a
γ
m−1 −
1
4
∑
δ≤1,|δ|=1
c
(m−2)
δ a
δ
1:m−2 −
1
4
m−2∑
k=2
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2
=
m+ 1
2m
+
m
2m−1
am +
∑
γ≤1,|γ|=1
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1,|δ|=1
c
(m−2)
δ a
δ
1:m−2+
+
m−2∑
k=2
 ∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2 + am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ
1:m−1
+
+
∑
γ≤1,|γ|=m−1
c(m−1)γ a
γ
1:m−1 + am
∑
γ≤1,|γ|=m−2
c(m−1)γ a
γ
1:m−1 + am
∑
γ≤1,|γ|=m−1
c(m−1)γ a
γ
1:m−1,
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i.e.
m+ 1
2m
+
m∑
k=1
∑
β≤1
|β|=k
c
(m)
β a
β
=
m+ 1
2m
+
∑
γ≤1
|γ|=1
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1
|δ|=1
c
(m−2)
δ a
δ
1:m−2 +
m
2m−1
am
+
+
m−2∑
k=2
∑
γ≤1
|γ|=k
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1
|δ|=k
c
(m−2)
δ a
δ
1:m−2 + am
∑
γ≤1
|γ|=k−1
c(m−1)γ a
γ
1:m−1
+
+
∑
γ≤1
|γ|=m−1
c(m−1)γ a
γ
1:m−1 + am
∑
γ≤1
|γ|=m−2
c(m−1)γ a
γ
1:m−1+
+ am
∑
γ≤1
|γ|=m−1
c(m−1)γ a
γ
1:m−1, m ≥ 4,
and by replacing a by a/s in the last equation, where s ∈ R, and matching powers of s on both sides of this
equation we find that we must have the set of equations∑
β≤1,|β|=1
c
(m)
β a
β =
∑
γ≤1,|γ|=1
c(m−1)γ a
γ − 1
4
∑
δ≤1,|δ|=1
c
(m−2)
δ a
δ +
m
2m−1
am, m ≥ 4, (10.87)
and when 2 ≤ k ≤ m− 2 and m ≥ 4,∑
β≤1,|β|=k
c
(m)
β a
β =
∑
γ≤1,|γ|=k
c(m−1)γ a
γ − 1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ + am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ , (10.88)
and when k = m− 1,∑
β≤1,|β|=m−1
c
(m)
β a
β =
∑
γ≤1,|γ|=m−1
c(m−1)γ a
γ + am
∑
γ≤1,|γ|=m−2
c(m−1)γ a
γ , m ≥ 4, (10.89)
and when k = m, ∑
β≤1,|β|=m
c
(m)
β a
β = am
∑
γ≤1,|γ|=m−1
c(m−1)γ a
γ , m ≥ 4. (10.90)
We start with the simplest case 10.90 which can be written
c
(m)
1
a1a2 . . . am = c
(m−1)
1
a1a2 . . . am−1am, m ≥ 4,
so that from 10.84, c
(m)
1
= c
(m−1)
1
= . . . = c
(3)
1
= c
(2)
1
= c
(1)
1
= 1 i.e.
c
(m)
1
= 1, m ≥ 1. (10.91)
We next consider the equations 10.89 i.e. for m ≥ 4,∑
β≤1,|β|=m−1
c
(m)
β a
β =
∑
γ≤1,|γ|=m−1
c(m−1)γ a
γ + am
∑
γ≤1,|γ|=m−2
c(m−1)γ a
γ
1:m−1
= c
(m−1)
1
a1a2 . . . am−1 + am
∑
γ≤1,|γ|=m−2
c(m−1)γ a
γ
1:m−1
= a1a2 . . . am−1 + am
∑
γ≤1,|γ|=m−2
c(m−1)γ a
γ
1:m−1.
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But from 10.78, 10.79 and 10.80,
c
(m)
β = 1 when 0 ≤ β ≤ 1, |β| = m− 1 and 4 ≤ m ≤ 5,
so the multi-index identity∑
β≤1,|β|=m−1
aβ = a1a2 . . . am−1 + am
∑
γ≤1,|γ|=m−2
aγ1:m−1, m ≥ 4,
implies
c
(m)
β = 1 when 0 ≤ β ≤ 1, |β| = m− 1 and m ≥ 4. (10.92)
But from 10.84 c
(3)
0,1,1 = c
(3)
1,1,0 = c
(3)
1,0,1 = 1 and c
(2)
0,1 = c
(2)
1,0 = 1 and c
(1)
0 = 1 so 10.92 can be extended to
c
(m)
β = 1 when 0 ≤ β ≤ 1, |β| = m− 1 and m ≥ 1. (10.93)
Next consider 10.87 These equations can be written
c
(m)
i1
a1 + c
(m)
i2
a2 + . . .+ c
(m)
im
am
=
(
c
(m−1)
i1
a1 + c
(m−1)
i2
a2 + . . .+ c
(m−1)
im−1 am−1
)
−
− 1
4
(
c
(m−2)
i1
a1 + c
(m−2)
i2
a2 + . . .+ c
(m−2)
im−2 am−2
)
+
m
2m−1
am
=
(
c
(m−1)
i1
− 1
4
c
(m−2)
i1
)
a1 +
(
c
(m−1)
i2
− 1
4
c
(m−2)
i2
)
a2 + . . .+
(
c
(m−1)
im−2 −
1
4
c
(m−2)
im−2
)
am−2+
+ c
(m−1)
im−1 am−1 +
m
2m−1
am,
which implies that for m ≥ 4,
c
(m)
i1
= c
(m−1)
i1
− 1
4
c
(m−2)
i1
,
c
(m)
i2
= c
(m−1)
i2
− 1
4
c
(m−2)
i2
,
...
c
(m)
im−2 = c
(m−1)
im−2 −
1
4
c
(m−2)
im−2 ,
c
(m)
im−1 = c
(m−1)
im−1 ,
c
(m)
im
=
m
2m−1
.
or more compactly
c
(m)
ik
=

c
(m−1)
ik
− 14c(m−2)ik , k ≤ m− 2,
c
(m−1)
im−1 , k = m− 1,
m
2m−1 , k = m,
m ≥ 4. (10.94)
But from 10.84,
c
(1)
0 = c
(1)
i1
= 1,
c
(2)
0
= 34 , c
(2)
i1
= c
(2)
i2
= 1, c
(2)
1
= 1,
c
(3)
0
= 12 , c
(3)
i1
= c
(3)
i3
= 34 , c
(3)
i2
= 1, c
(3)
1,1,0 = c
(3)
1,0,1 = c
(3)
0,1,1 = 1, c
(3)
1
= 1,
(10.95)
so by inspection 10.94 can be extended to:
m = 1 Only c
(m)
im
= m2m−1 holds since c
(1)
i1
= 121−1 = 1.
m = 2 c
(m)
im−1 = c
(m−1)
im−1 holds since c
(2)
i1
= c
(1)
i1
= 1 and c
(m)
im
= m2m−1 holds since c
(2)
i2
= 22 = 1.
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m = 3 All equations hold: we have k = 1 and c
(3)
i1
= c
(2)
i1
− 14c(1)i1 = 34 , c
(3)
i2
= c
(2)
i2
= 1 and c
(3)
i3
= 34 .
Thus 10.94 can be extended to:
c
(m)
ik
=

c
(m−1)
ik
− 14c(m−2)ik , k ≤ m− 2, m ≥ 3,
c
(m−1)
im−1 , k = m− 1, m ≥ 2,
m
2m−1 , k = m, m ≥ 1,
which further simplifies to
c
(m)
ik
=
 c
(m−1)
ik
− 14c(m−2)ik , k ≤ m− 2, m ≥ 3,
m−1
2m−2 , k = m− 1, m ≥ 2,
m
2m−1 , k = m, m ≥ 1.
(10.96)
For each k, 10.96 can be interpreted as a second order difference equation for c
(m)
ik
in terms of m. In fact, for
given k ≥ 1,
c
(m)
ik
= c
(m−1)
ik
− 14c(m−2)ik , m ≥ k + 2,
c
(k+1)
ik
= c
(k)
ik
= k
2k−1 .
(10.97)
The auxiliary equation is x2 − x+ 1/4 which has the single zero 1/2 so the solution has the form
c
(m)
ik
=
1
2m
(Ak +Bkm) .
The initial conditions imply
k
2k−1
=
1
2k
(Ak +Bkk) =
1
2k+1
(Ak +Bk (k + 1)) ,
so that 2 (Ak +Bkk) = Ak +Bk (k + 1) and 2k = Ak +Bkk i.e. Bk = 2k and Ak = 2k (1− k) and hence
c
(m)
ik
=
1
2m
(2k (1− k) + 2km) = k
2m−1
(m+ 1− k) . (10.98)
Regarding upper and lower bounds for c
(m)
ik
for each m. Since x (m+ 1− x) has a maximum at x = m+12 it
follows that when m is odd, argmax
k
c
(m)
ik
= m+12 and maxk
c
(m)
ik
=
m+1
2
2m−1
(
m+ 1− m+12
)
= (m+1)
2
2m+1 . Also, if m is
even, argmax
k
c
(m)
ik
=
{
m
2 ,
m
2 + 1
}
and max
k
c
(m)
ik
= m/22m−1
(
m+ 1− m2
)
= m2m
(
m
2 + 1
)
.
Further, argmin
k
c
(m)
ik
= {1,m} and min
k
c
(m)
ik
= m2m−1 . In summary
max
k
c
(m)
ik
= m2m
(
m
2 + 1
)
, argmax
k
c
(m)
ik
=
{
m+1
2 , m odd,
(m+1)2
2m+1 , m even,
min
k
c
(m)
ik
= m2m−1 , argmin
k
c
(m)
ik
= {1,m} ,
(10.99)
so that
m
2m−1
≤ c(m)
ik
≤ m
2m
(m
2
+ 1
)
, 1 ≤ k ≤ m, m ≥ 1. (10.100)
So we have considered the cases c
(m)
β where |β| = 1(10.122), |β| = m− 1(10.93) and |β| = m(10.91).
Now to consider the most complex equation 10.88 i.e. when 2 ≤ k ≤ m− 2 and m ≥ 4,
∑
β≤1,|β|=k
c
(m)
β a
β =
∑
γ≤1,|γ|=k
c(m−1)γ a
γ − 1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ + am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ .
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Definition 607 Alternative notation e
(m)
γ : We will use the following alternative notation which is very useful
for examples: since in c
(m)
β we always have 0 ≤ β ≤ 1m an alternative and more compact notation e(m)γ = c(m)β
uses the subscripts of e
(m)
γ to give the locations of the 1s in β e.g. in 10.79,
e
(4)
1,2 =
1
2
, e
(4)
1,3 = 1, e
(4)
1,4 =
3
4
, e
(4)
2,3 = 1, e
(4)
2,4 = 1, e
(4)
3,4 =
3
4
, (10.101)
where e
(4)
1,2 = c
(4)
i1+i2
, e
(4)
1,3 = c
(4)
i1+i3
etc. and e
(4)
m,n = c
(4)
im+in
and in general
e
(m)
k1,k2,...,kn
= c
(m)
ik1
+ik2+...+ikn
. (10.102)
From 10.80,
e
(5)
1,2 =
1
2 , e
(5)
1,3 =
3
4 , e
(5)
1,4 =
3
4 , e
(5)
1,5 =
1
2 ,
e
(5)
2,3 =
3
4 , e
(5)
2,4 = 1, e
(5)
2,5 =
3
4 ,
e
(5)
3,4 =
3
4 , e
(5)
3,5 =
3
4 ,
e
(5)
4,5 =
1
2 .
(10.103)
Example 608 From equation 10.88: when m = 4 and k = 2 equation 10.88 becomes
∑
β≤1,|β|=2
c
(4)
β a
β =
∑
γ≤1,|γ|=2
c(4−1)γ a
γ + am
∑
γ≤1,|γ|=2−1
c(4−1)γ a
γ − 1
4
∑
δ≤1,|δ|=2
c
(4−2)
δ a
δ,
i.e. ∑
β≤1,|β|=2
c
(4)
β a
β =
∑
γ≤1,|γ|=2
c(3)γ a
γ + am
∑
γ≤1,|γ|=1
c(3)γ a
γ − 1
4
∑
δ≤1,|δ|=2
c
(2)
δ a
δ,
or in notation 10.102,
e
(4)
1,2a1a2 + e
(4)
1,3a1a3 + e
(4)
1,4a1a4 + e
(4)
2,3a2a3 + e
(4)
2,4a2a4 + e
(4)
3,4a3a4
= e
(3)
1,2a1a2 + e
(3)
1,3a1a3 + e
(3)
2,3a2a3 + a4
(
e
(3)
1 a1 + e
(3)
2 a2 + e
(3)
3 a3
)
− 1
4
e
(2)
1,2a1a2
= e
(3)
1,2a1a2 + e
(3)
1,3a1a3 + e
(3)
2,3a2a3 + e
(3)
1 a1a4 + e
(3)
2 a2a4 + e
(3)
3 a3a4 −
1
4
e
(2)
1,2a1a2
=
(
e
(3)
1,2 −
1
4
e
(2)
1,2
)
a1a2 + e
(3)
1,3a1a3 + e
(3)
1 a1a4 + e
(3)
2,3a2a3 + e
(3)
2 a2a4 + e
(3)
3 a3a4,
Noting the definition 10.102, by equating monomials of a and then using 10.78 we get
e
(4)
1,2 = e
(3)
1,2 − 14e(2)1,2 = 3/4,
e
(4)
1,3 = e
(3)
1,3 = 1,
e
(4)
1,4 = e
(3)
1 = 3/4,
e
(4)
2,3 = e
(3)
2,3 = 1,
e
(4)
2,4 = e
(3)
2 = 1,
e
(4)
3,4 = e
(3)
3 = 3/4,
(10.104)
which matches 10.79.
Example 609 Regarding equation 10.88: when m = 5 and k = 3 equation 10.88 becomes
∑
β≤1,|β|=3
c
(5)
β a
β =
∑
γ≤1,|γ|=3
c(4)γ a
γ
1:4 + a5
∑
γ≤1,|γ|=2
c(4)γ a
γ
1:4 −
1
4
∑
δ≤1,|δ|=3
c
(3)
δ a
δ
1:3,
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i.e.
c
(5)
1,2,3a1a2a3 + c
(5)
1,2,4a1a2a4 + c
(5)
1,2,5a1a2a5 + c
(5)
1,3,4a1a3a4 + c
(5)
1,3,5a1a3a5 + c
(5)
2,3,4a2a3a4+
+ c
(5)
2,3,5a2a3a5 + c
(5)
2,4,5a2a4a5 + c
(5)
3,4,5a3a4a5
=
(
c
(4)
1,2,3a1a2a3 + c
(4)
1,2,4a1a2a4 + c
(4)
1,3,4a1a3a4 + c
(4)
2,3,4a2a3a4
)
+
+ a5
(
c
(4)
1,2a1a2 + c
(4)
1,3a1a3 + c
(4)
1,4a1a4 + c
(4)
2,3a2a3 + c
(4)
2,4a2a4 + c
(4)
3,4a3a4
)
− 1
4
c
(3)
1,2,3a1a2a3
= c
(4)
1,2,3a1a2a3 + c
(4)
1,2,4a1a2a4 + c
(4)
1,3,4a1a3a4 + c
(4)
2,3,4a2a3a4+
+ a5
(
c
(4)
1,2a1a2 + c
(4)
1,3a1a3 + c
(4)
1,4a1a4 + c
(4)
2,3a2a3 + c
(4)
2,4a2a4 + c
(4)
3,4a3a4
)
− 1
4
c
(3)
1,2,3a1a2a3
= c
(4)
1,2,3a1a2a3 + c
(4)
1,2,4a1a2a4 + c
(4)
1,3,4a1a3a4 + c
(4)
2,3,4a2a3a4+
+
(
c
(4)
1,2a1a2a5 + c
(4)
1,3a1a3a5 + c
(4)
1,4a1a4a5 + c
(4)
2,3a2a3a5 + c
(4)
2,4a2a4a5 + c
(4)
3,4a3a4a5
)
−
− 1
4
c
(3)
1,2,3a1a2a3
=
(
c
(4)
1,2,3 −
1
4
c
(3)
1,2,3
)
a1a2a3 + c
(4)
1,2,4a1a2a4 + c
(4)
1,3,4a1a3a4 + c
(4)
2,3,4a2a3a4+
+
(
c
(4)
1,2a1a2a5 + c
(4)
1,3a1a3a5 + c
(4)
1,4a1a4a5 + c
(4)
2,3a2a3a5 + c
(4)
2,4a2a4a5 + c
(4)
3,4a3a4a5
)
=
(
c
(4)
1,2,3 −
1
4
c
(3)
1,2,3
)
a1a2a3 + c
(4)
1,2,4a1a2a4 + c
(4)
1,2a1a2a5 + c
(4)
1,3,4a1a3a4 + c
(4)
1,3a1a3a5+
+ c
(4)
2,3,4a2a3a4 + c
(4)
2,3a2a3a5 + c
(4)
2,4a2a4a5 ++c
(4)
3,4a3a4a5.
Noting 10.102 and equating monomials of a we get
e
(5)
1,2,3 = e
(4)
1,2,3 −
1
4
e
(3)
1,2,3,
e
(5)
1,2,4 = e
(4)
1,2,4, e
(5)
1,2,5 = e
(4)
1,2, e
(5)
1,3,4 = e
(4)
1,3,4,
e
(5)
2,3,4 = e
(4)
2,3,4, e
(5)
2,3,5 = e
(4)
2,3, e
(5)
2,4,5 = e
(4)
2,4,
e
(5)
3,4,5 = e
(4)
3,4.
In general we need an equation which expresses
∑
β≤1,|β|=k
c
(m)
β a
β in terms of
∑
γ≤1,|γ|=k−1
γ∈Zm−1⊕
c
(m)
γ,1 a
γ
1:m−1 etc. However,
using the simple identity ∑
β≤1,|β|=k
β∈Zm⊕
aβ =
∑
γ≤1,|γ|=k
γ∈Zm−1⊕
aγ1:m−1 + am
∑
δ≤1,|δ|=k−1
δ∈Zm−1⊕
aδ1:m−1,
for guidance, we write using 10.102:
e
(5)
1,2,3a1a2a3 + e
(5)
1,2,4a1a2a4 + e
(5)
1,2,5a1a2a5 + e
(5)
1,3,4a1a3a4 + e
(5)
1,3,5a1a3a5 + e
(5)
1,4,5a1a4a5+
+ e
(5)
2,3,4a2a3a4 + e
(5)
2,3,5a2a3a5 + e
(5)
2,4,5a2a4a5 + e
(5)
3,4,5a3a4a5
= e
(5)
1,2,3a1a2a3 + e
(5)
1,2,4a1a2a4 + e
(5)
1,3,4a1a3a4 + e
(5)
2,3,4a2a3a4 + e
(5)
1,2,5a1a2a5 + e
(5)
1,3,5a1a3a5+
e
(5)
1,4,5a1a4a5 + e
(5)
2,3,5a2a3a5 + e
(5)
2,4,5a2a4a5 + e
(5)
3,4,5a3a4a5
= e
(5)
1,2,3a1a2a3 + e
(5)
1,2,4a1a2a4 + e
(5)
1,3,4a1a3a4 + e
(5)
2,3,4a2a3a4+
+ a5
(
e
(5)
1,2,5a1a2 + e
(5)
1,3,5a1a3 + e
(5)
1,4,5a1a4 + e
(5)
2,3,5a2a3 + e
(5)
2,4,5a2a4 + e
(5)
3,4,5a3a4
)
,
or in c
(m)
β notation: ∑
β≤1,|β|=3
c
(5)
β a
β =
∑
β≤1,|β|=3
β∈Z4⊕
c
(5)
β,0a
β
1:4 + a5
∑
β≤1,|β|=2
β∈Z4⊕
c
(5)
β,1a
β
1:4,
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and in general: for 2 ≤ k ≤ m− 1 and m ≥ 4:∑
β≤1,|β|=k
c
(m)
β a
β =
∑
γ≤1,|γ|=k
γ∈Zm−1⊕
c
(m)
γ,0 a
γ
1:m−1 + am
∑
δ≤1,|δ|=k−1
δ∈Zm−1⊕
c
(m)
δ,1 a
δ
1:m−1, (10.105)
With m replaced by m− 1 10.105 becomes: for 2 ≤ k ≤ m− 2, m ≥ 5:∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 =
∑
β≤1,|β|=k
β∈Zm−2⊕
c
(m−1)
β,0 a
β
1:m−2 + am−1
∑
β≤1,|β|=k−1
β∈Zm−2⊕
c
(m−1)
β,1 a
β
1:m−2. (10.106)
Recall that equation 10.88 is: for 2 ≤ k ≤ m− 2, m ≥ 4:∑
β≤1,|β|=k
c
(m)
β a
β
=
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2 + am
∑
γ≤1,|γ|=k−1
c(m−1)γ a
γ
1:m−1.
Substituting 10.105 into the LHS of 10.88 yields: for 2 ≤ k ≤ m− 2, m ≥ 4:∑
β≤1,|β|=k
β∈Zm−1⊕
c
(m)
β,0 a
β
1:m−1 + am
∑
β≤1,|β|=k−1
β∈Zm−1⊕
c
(m)
β,1 a
β
m−1
=
∑
γ≤1
|γ|=k
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1
|δ|=k
c
(m−2)
δ a
δ
1:m−2 + am
∑
γ≤1
|γ|=k−1
c(m−1)γ a
γ
1:m−1,
and matching powers of a implies: for 2 ≤ k ≤ m− 2, m ≥ 4:∑
β≤1,|β|=k−1
β∈Zm−1⊕
c
(m)
β,1 a
β
1:m−1 =
∑
β≤1,|β|=k−1
c
(m−1)
β a
β
1:m−1, (10.107)
∑
β≤1,|β|=k
β∈Zm−1⊕
c
(m)
β,0 a
β
1:m−1 =
∑
γ≤1,|γ|=k
c(m−1)γ a
γ
1:m−1 −
1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2, (10.108)
The first equations 10.107 imply that
c
(m)
β,1 = c
(m−1)
β ,

β ∈ Zm−2⊕ ,
β ≤ 1,
|β| = k − 1
2 ≤ k ≤ m− 2,
m ≥ 4,
which can be written more simply as
c
(m)
β,1 = c
(m−1)
β ,

β ∈ Zm−2⊕ ,
β ≤ 1,
1 ≤ |β| ≤ m− 3,
m ≥ 4,
(10.109)
Now to consider 10.108: this can be rewritten∑
β≤1,|β|=k
β∈Zm−1⊕
(
c
(m)
β,0 − c(m−1)β
)
aβm−1 = −
1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ, 2 ≤ k ≤ m− 2, m ≥ 4,
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and an application to the left hand side of this equation of the formula analogous to 10.106 yields: for 2 ≤ k ≤
m− 2 and m ≥ 4,∑
β≤1,|β|=k
β∈Zm−2⊕
(
c
(m)
β,0,0 − c(m−1)β,0
)
aβ1:m−2 + am−1
∑
γ≤1,|γ|=k−1
γ∈Zm−2⊕
(
c
(m)
γ,1,0 − c(m−1)γ,1
)
aγ1:m−2
= −1
4
∑
δ≤1,|δ|=k
c
(m−2)
δ a
δ
1:m−2.
Again comparing powers of a we get,
c
(m)
β,0,0 = c
(m−1)
β,0 − 14c(m−2)β , |β| = k,
c
(m)
β,1,0 = c
(m−1)
β,1 , |β| = k − 1,
}
when

β ∈ Zm−2⊕ ,
β ≤ 1,
2 ≤ k ≤ m− 2,
m ≥ 4,
or equivalently
c
(m)
β,0,0 = c
(m−1)
β,0 − 14c(m−2)β , 2 ≤ |β| ≤ m− 2,
c
(m)
β,1,0 = c
(m−1)
β,1 , 1 ≤ |β| ≤ m− 3,
}
when
 β ∈ Z
m−2
⊕ ,
β ≤ 1,
m ≥ 4.
(10.110)
Combining 10.109 and 10.110 gives:
c
(m)
β,0,0 = c
(m−1)
β,0 − 14c(m−2)β , 2 ≤ |β| ≤ m− 2,
c
(m)
γ,1 = c
(m−1)
γ , 1 ≤ |γ| ≤ m− 3,
c
(m)
β,1,0 = c
(m−1)
β,1 , 1 ≤ |β| ≤ m− 3,
 when

γ ∈ Zm−1⊕ ,
β ∈ Zm−2⊕ ,
γ, β ≤ 1,
m ≥ 4,
(10.111)
Indeed, setting γ = (β, 0) and γ = (β, 0) we get
c
(m)
β,0,0 = c
(m−1)
β,0 − 14c(m−2)β , 2 ≤ |β| ≤ m− 2,
c
(m)
β,0,1 = c
(m−1)
β,0 , 1 ≤ |β| ≤ m− 3,
c
(m)
β,1,1 = c
(m−1)
β,1 , 0 ≤ |β| ≤ m− 4.
c
(m)
β,1,0 = c
(m−1)
β,1 , 1 ≤ |β| ≤ m− 3,
 when
 β ∈ Z
m−2
⊕ ,
β ≤ 1,
m ≥ 4.
(10.112)
We want to extend 10.112 so that the equations are true when 0 ≤ |β| ≤ m− 2. There are several cases:
1) c
(m)
β,0,0 = c
(m−1)
β,0 − 14 c(m−2)β If |β| = 1 then LHS = c(m)β,0,0 = c(m)ik for some 1 ≤ k ≤ m − 2 and by 10.122,
c
(m)
β,0,0 =
k
2m−1 (m+ 1− k). But also by 10.122,
RHS = c
(m−1)
ik,0
− 1
4
c
(m−2)
ik
= c
(m−1)
ik,0
− 1
4
c
(m−2)
ik
=
k
2m−2
(m− k)− 1
4
k
2m−3
(m− 1− k)
=
k
2m−2
(m− k)− k
2m−1
(m− 1− k)
=
k
2m−1
(2 (m− k)− (m− 1− k))
=
k
2m−1
(m+ 1− k) = LHS.
If |β| = 0 then by 10.82 c(m)
0
= m+12m so LHS = c
(m)
0
= m+12m and
RHS = c
(m−1)
0
− 1
4
c
(m−2)
0
=
m
2m−1
− 1
4
m− 1
2m−2
=
m
2m−1
− m− 1
2m
=
1
2m
(2m− (m− 1)) = m+ 1
2m
= LHS.
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2) c
(m)
β,0,1 = c
(m−1)
β,0 If |β| = m−2 then |(β, 0, 1)| = m−1 so we can conclude from 10.93 that LHS = c(m)β,0,1 = 1.
Also, from 10.93, RHS = c
(m−1)
β,0 = 1 = LHS.
If |β| = 0 then by 10.122, LHS = c(m)
im
= m2m−1 and by 10.82, RHS = c
(m−1)
0
= m2m−1 = LHS.
3) c
(m)
β,1,1 = c
(m−1)
β,1 If |β| = m−3 then |(β, 1, 1)| = m−1 so we can conclude from 10.93 that LHS = c(m)β,1,1 = 1.
Also, from 10.93, RHS = c
(m−1)
β,1 = 1 = LHS.
If |β| = m − 2 then |(β, 1, 1)| = m which means that β = 1 and so we can conclude from 10.91 that LHS =
c
(m)
β,1,1 = 1. Also, from 10.91, RHS = c
(m−1)
β,1 = 1 = LHS.
4) c
(m)
β,1,0 = c
(m−1)
β,1 If |β| = m−2 then |(β, 1, 0)| = m−1 so we can conclude from 10.93 that LHS = c(m)β,1,0 = 1.
Also, from 10.93, RHS = c
(m−1)
β,1 = 1 = LHS.
c
(m)
ik
= k2m−1 (m+ 1− k)
If β = 0 then by 10.122, LHS = c
(m)
β,1,0 = c
(m)
im−1 =
m−1
2m−1 2 =
m−1
2m−2 and by 10.122, RHS = c
(m−1)
im−1 =
m−1
2m−2 (m− (m− 1)) = m−12m−2 = LHS.
These cases can be represented by:
c
(m)
β,0,0 = c
(m−1)
β,0 − 14c(m−2)β ,
c
(m)
β,0,1 = c
(m−1)
β,0 ,
c
(m)
β,1,1 = c
(m−1)
β,1 ,
c
(m)
β,1,0 = c
(m−1)
β,1 ,
 m ≥ 4. (10.113)
Next we extend 10.113 to m = 3 using equations 10.84 i.e. the equations
c
(1)
0 = c
(1)
1 = 1,
c
(2)
0
= 34 , c
(2)
1,0 = c
(2)
0,1 = 1, c
(2)
1
= 1,
c
(3)
0
= 12 , c
(3)
1,0,0 = c
(3)
0,0,1 =
3
4 , c
(3)
0,1,0 = 1, c
(3)
1,1,0 = c
(3)
1,0,1 = c
(3)
0,1,1 = 1, c
(3)
1
= 1.
Indeed, when m = 3, 10.113 becomes
c
(3)
0,0,0 = c
(2)
0,0 − 14c(1)0 ,
c
(3)
1,0,0 = c
(2)
1,0 − 14c(1)1 ,
c
(3)
0,0,1 = c
(2)
0,0,
c
(3)
1,0,1 = c
(2)
1,0,
c
(3)
0,1,1 = c
(2)
0,1,
c
(3)
1,1,1 = c
(2)
1,1,
c
(3)
0,1,0 = c
(2)
0,1,
c
(3)
1,1,0 = c
(2)
1,1.
.
and inspection of 10.84 shows that these equations all hold and we can generalize 10.113 to
c
(m)
β,0,0 = c
(m−1)
β,0 − 14c(m−2)β ,
c
(m)
β,0,1 = c
(m−1)
β,0 ,
c
(m)
β,1,1 = c
(m−1)
β,1 ,
c
(m)
β,1,0 = c
(m−1)
β,1 ,
 m ≥ 3. (10.114)
c
(m+1)
γ,0,0 = c
(m)
γ,0 −
1
4
c(m−1)γ ,
and there are two cases: γ = (δ, 0) and γ = (δ, 1). When γ = (δ, 1),
c
(m+1)
δ,1,0,0 = c
(m)
δ,1,0 −
1
4
c
(m−1)
δ,1 = c
(m−1)
δ,1 −
1
4
c
(m−1)
δ,1 =
3
4
c
(m−1)
δ,1 > 0.
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When γ = (δ, 0),
c
(m+1)
δ,0,0,0 = c
(m)
δ,0,0 −
1
4
c
(m−1)
δ,0 = c
(m−1)
δ,0 −
1
4
c
(m−2)
δ −
1
4
c
(m−1)
δ,0 =
3
4
c
(m−1)
δ,0 −
1
4
c
(m−2)
δ .
Since
c
(m)
γ,0,0 = c
(m−1)
γ,0 −
1
4
c(m−2)γ , (10.115)
c
(m)
γ,0,0,0 = c
(m−1)
γ,0,0 −
1
4
c
(m−2)
γ,0 = c
(m−2)
γ,0 −
1
4
c(m−3)γ −
1
4
c
(m−2)
γ,0 =
3
4
c
(m−2)
γ,0 −
1
4
c(m−3)γ ,
we hypothesize that
c
(m)
γ,0n
= anc
(m−n+1)
γ,0 − bnc(m−n)γ , 1 ≤ n ≤ m− 1. (10.116)
When n = 1 we see that a1 = 1 and b1 = 0. When n = 2 we see that a2 = 1 and b2 = 1/4. Thus
Initial values :
{
a1 = 1, a2 = 1,
b1 = 0, b2 =
1
4 .
(10.117)
If n ≥ 3 and m ≥ 4, from 10.115 and then 10.116,
c
(m)
γ,0n
= c
(m)
γ,0n−2,0,0
= c
(m−1)
γ,0n−2,0 −
1
4
c
(m−2)
γ,0n−2
= c
(m−1)
γ,0n−1 −
1
4
c
(m−2)
γ,0n−2
=
(
an−1c
(m−n+1)
γ,0 − bn−1c(m−n)γ
)
− 1
4
(
an−2c
(m−n+1)
γ,0 − bn−2c(m−n)γ
)
= an−1c
(m−n+1)
γ,0 − bn−1c(m−n)γ −
1
4
an−2c
(m−n+1)
γ,0 +
1
4
bn−2c(m−n)γ
=
(
an−1 − 1
4
an−2
)
c
(m−n+1)
γ,0 −
(
bn−1 − 1
4
bn−2
)
c(m−n)γ
= anc
(m−n+1)
γ,0 − bnc(m−n)γ (10.118)
= anc
(|γ|+1)
γ,0 − bnc(|γ|)γ ,
so that we obtain the two second-order difference equations:
an = an−1 − 14an−2, a1 = 1, a2 = 1,
bn = bn−1 − 14bn−2, b1 = 0, b2 = 14 .
(10.119)
Recall 10.97: the auxiliary equation is x2−x+1/4 which has the single zero 1/2 so the solutions have the form
an =
1
2n
(A+Bn) , bn =
1
2n
(A′ +B′n) .
The initial conditions imply 1 = 12 (A+B) =
1
4 (A+ 2B) so that A = 0 and B = 2. Also, 0 =
1
2 (A
′ +B′) and
1
4 =
1
4 (A
′ + 2B′) so that A′ = −1 and B′ = 1. Hence
an =
n
2n−1
, bn =
n− 1
2n
, (10.120)
and 10.118 becomes
c
(m)
γ,0n
=
n
2n−1
c
(m−n+1)
γ,0 −
n− 1
2n
c(m−n)γ , n ≥ 1. (10.121)
Thus by 10.84, if m ≥ 2,
c
(m)
0
= c
(m)
0,0m=1
=
m− 1
2m−2
c
(2)
0,0 −
m− 2
2m−1
c
(1)
0 =
m− 1
2m−2
3
4
− m− 2
2m−1
=
1
2m
{3 (m− 1)− 2 (m− 2)}
=
m+ 1
2m
. (10.122)
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Consider: if m ≥ 3 then γ must have one of the unique partitions:
γ =

z(1),(
z(1)u(1)
) (
z(2)u(2)
)
. . .
(
z(k)u(k)
)
,(
z(1)u(1)
) (
z(2)u(2)
)
. . .
(
z(k)u(k)
)
z(k+1),
u(1),(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
,(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
u(k+1),
0
(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
,
0
(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
u(k+1),
, k ≥ 1. (10.123)
where the u(k)s have only isolated zeros and the z(k)s are maximal sequences of zeros (of at least length 2).
Observe that if z = 0k is a sequence of (at least two) zeros, u = 1 or the sequence u = 1 . . . 1 has only isolated
zeros then applying 10.114 to c
(m)
z,u to eliminate u and then applying 10.122 we get:
c(m)z,u = c
(m)
0k1...1
= c
(m−‖u‖)
0k
=
m− ‖u‖+ 1
2m−‖u‖
=
1 + ‖z‖
2|z|
, (10.124)
where ‖u‖ is the length of the sequence u. If |γ| ≥ 0,
c
(m)
γ,1,z,u = c
(m−‖u‖)
γ,1,z =
‖z‖
2‖z‖−1
c
(m−‖u,z‖+1)
γ,1,0 −
‖z‖ − 1
2‖z‖
c
(m−‖u,z‖)
γ,1
=
‖z‖
2‖z‖−1
c
(m−‖u,z‖)
γ,1 −
‖z‖ − 1
2‖z‖
c
(m−‖u,z‖)
γ,1
=
( ‖z‖
2‖z‖−1
− ‖z‖ − 1
2‖z‖
)
c
(m−‖u,z‖)
γ,1
=
1 + ‖z‖
2‖z‖
c
(m−‖u,z‖)
γ,1 . (10.125)
Also, from 10.121, c
(m)
γ,0n
= n2n−1 c
(m−n+1)
γ,0 − n−12n c(m−n)γ so
c(m)u,z =
‖z‖
2‖z‖−1
c
(‖u‖+1)
u,0 −
‖z‖ − 1
2‖z‖
c(‖u‖)u
=
‖z‖
2‖z‖−1
c(‖u‖)u −
‖z‖ − 1
2‖z‖
c(‖u‖)u
=
1 + ‖z‖
2‖z‖
c(‖u‖)u =

1+‖z‖
2‖z‖ c
(1)
1
or
1+‖z‖
2‖z‖ c
(2)
1?
 = 1 + ‖z‖2‖z‖ , (10.126)
and when |δ| ≥ 1
c
(m)
δ,u,z =
‖z‖
2‖z‖−1
c
(m−‖z‖+1)
δ,u,0 −
‖z‖ − 1
2‖z‖
c
(m−‖z‖)
δ,u
=
‖z‖
2‖z‖−1
c
(m−‖z‖)
δ,u −
‖z‖ − 1
2‖z‖
c
(m−‖z‖)
δ,u
=
( ‖z‖
2‖z‖−1
− ‖z‖ − 1
2‖z‖
)
c
(m−‖z‖)
δ,u
=
1 + ‖z‖
2‖z‖
c
(m−‖z‖)
δ,u
=
1 + ‖z‖
2‖z‖
c
(m−‖u‖−‖z‖)
δ , (10.127)
so that
c
(m)
δ,u,z =
{
1+‖z‖
2‖z‖ c
(m−‖u‖−‖z‖)
δ , |δ| ≥ 1,
1+‖z‖
2‖z‖ , δ = 0.
(10.128)
The cases in 10.123 are:
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Case γ = z(1) From 10.122,
c
(m)
z(1)
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
. (10.129)
Case γ =
(
z(1)u(1)
) (
z(2)u(2)
)
. . .
(
z(k)u(k)
)
From 10.125 and then 10.124,
c
(m)
(z(1)u(1))(z(2)u(2))...(z(k)u(k))
=
1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(m−‖z(k)u(k)‖)
(z(1)u(1))(z(2)u(2))...(z(k−1)u(k−1))
=
(
1 +
∥∥z(2)∥∥
2‖z(2)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
)
c
(‖z(1)u(1)‖)
z(1)u(1)
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.130)
Case γ =
(
z(1)u(1)
) (
z(2)u(2)
)
. . .
(
z(k)u(k)
)
z(k+1) From 10.128 and 10.122:
c
(m)
(z(1)u(1))(z(2)u(2))...(z(k)u(k))z(k+1)
= c
(m)
z(1)(u(1)z(2))...(u(k)z(k+1))
=
1 +
∥∥z(k+1)∥∥
2‖z(k+1)‖
c
(m−|u(k)z(k+1)|)
z(1)(u(1)z(2))...(u(k−1)z(k))
(10.131)
=
1 +
∥∥z(k)∥∥
2‖z(k)‖
1 +
∥∥z(k+1)∥∥
2‖z(k+1)‖
c
(m)
z(1)(u(1)z(2))...(u(k−1)z(k))
=
1 +
∥∥z(2)∥∥
2‖z(2)‖
× . . .× 1 +
∥∥z(k+1)∥∥
2‖z(k+1)‖
c
(‖z(1)‖)
z(1)
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k+1)∥∥
2‖z(k+1)‖
. (10.132)
Case γ = u(1) Here c
(m)
u(1)
= c
(1)
1 = 1 or from 10.114 and 10.84, c
(m)
u(1)
= c
(2)
1,1 = 1.
c
(m)
u(1)
= 1. (10.133)
This confirms 10.91 i.e. c
(m)
1
= 1, m ≥ 1.
Case γ =
(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
Next, applying 10.128 we get
c
(m)
(u(1)z(1))...(u(k)z(k))
=
1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(m−‖u(k)z(k)‖)
(u(1)z(1))...(u(k−1)z(k−1))
=
1 +
∥∥z(2)∥∥
2‖z(2)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(‖u(1)z(1)‖)
(u(1)z(1))
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.134)
(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
u(k+1) Next, from 10.114 and then 10.128,
c
(m)
(u(1)z(1))...(u(k)z(k))u(k+1)
= c
(m−‖u(k+1)‖)
(u(1)z(1))...(u(k)z(k))
=
1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(m−‖u(k+1)‖)
(u(1)z(1))...(u(k−1)z(k−1))
=
1 +
∥∥z(2)∥∥
2‖z(2)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(‖u(1)z(1)‖)
(u(1)z(1))
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.135)
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0
(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
Next, from 10.128,
c
(m)
0(u(1)z(1))...(u(k)z(k))
=
1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(m−‖u(k)z(k)‖)
0(u(1)z(1))...(u(k−1)z(k−1))
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
c
(1)
0
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.136)
0
(
u(1)z(1)
)
. . .
(
u(k)z(k)
)
u(k+1) From 10.114,
c
(m)
0(u(1)z(1))...(u(k)z(k))u(k+1)
= c
(m−‖u(k+1)‖)
0(u(1)z(1))...(u(k)z(k))
,
and from 10.136,
c
(m)
0(u(1)z(1))...(u(k)z(k))u(k+1)
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.137)
Equations 10.129, 10.130, 10.132, 10.133, 10.134, 10.135, 10.136 and 10.137 now yield the following multiplica-
tive representation for the c
(m)
γ in the expansion 10.82:
Theorem 610 (Multiplicative representation) For m ≥ 1,
|T (a; 1)| =
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β, a ∈ Rm,
where all 0 < c
(m)
β ≤ 1.
Now suppose the multi-index 0 ≤ β ≤ 1m contains non-trivial sequences of zeros i.e. sequences with length ≥ 2.
If the sequences are z(1), . . . , z(k) then
c
(m)
β =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
, (10.138)
and there are no such zero sequences iff c
(m)
β = 1. Here ‖z‖ denotes the length of the sequence z.
Remark 611 Suppose the multi-index 0m ≤ β ≤ 1m contains the (possible trivial) sequences of zeros ζ(1), . . . , ζ(n)
i.e. sequences with length ≥ 1. Then
c
(m)
β =
1 +
∥∥ζ(1)∥∥
2‖ζ(1)‖
× . . .× 1 +
∥∥ζ(n)∥∥
2‖ζ(n)‖
=
1
2‖ζ(1)‖+...+‖ζ(n)‖
(
1 +
∥∥∥ζ(1)∥∥∥)× . . .× (1 + ∥∥∥ζ(n)∥∥∥)
=
1
2m−|β|
(
1 +
∥∥∥ζ(1)∥∥∥)× . . .× (1 + ∥∥∥ζ(n)∥∥∥) .
Can this formula be related to the entropy H (X) = −∑
i
pi log2 pi of some random variable X on a discrete
multivariate distribution?
10.4.2 Some consequences of Theorem 610
Corollary 612 If R is the reverse order permutation then:
1. c
(m)
Rγ = c
(m)
γ .
2. |T (Rx)| = |T (x)|.
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Proof. The reverse order permutation is defined by: R (x1, x2, . . . , xm) = (xm, xm−1, . . . , x1) i.e. (Rx)k =
xm+1−k.
Part 1 Regarding the formula 10.138 for c
(m)
γ , sequences of zeros are mapped to sequences of zeros of the same
length.
Part 2 From Part 2,
|T (Rx; 1)| =
m∑
k=0
∑
β≤1,|β|=k
c
(m)
β (Rx)β =
m∑
k=0
∑
β≤1,|β|=k
c
(m)
β x
Rβ =
=
m∑
k=0
∑
β≤1,|β|=k
c
(m)
Rβ x
Rβ =
m∑
k=0
∑
β≤1,|β|=k
c
(m)
β x
β =
= |T (x; 1)| .
Alternatively, regarding formula 10.35 for |T (x)|, first swapping rows as rk ↔ rm+1−k and then columns as
ck ↔ cm+1−k yields this part.
The next corollary requires the following elementary properties of the function 1+x2x .
Remark 613 Elementary properties of 1+x2x :
1. Monotonic decreasing When x ≥ 1 the function 1+x2x decreases monotonically from a maximum of one.
2. Subadditivity 1+x+y2x+y <
1+x
2x
1+y
2y when x, y > 0.
Corollary 614
1. c
(m)
0
= m+12m ≤ 1+m−|γ|2m−|γ| ≤ c
(m)
γ ≤ 1 for all γ.
2. c
(m)
0
(1 + a)
1 ≤ |T (a)| ≤ (1 + a)1 when a ∈ Rm⊕ . This inequality is sharp.
3. When a ∈ Rm+ we have the polynomial upper bound
0 < |T (a)| − c(m)
0
< (1 + a)
1
(
a1
1 + a1
+
a2
1 + a2
+ . . .+
am
1 + am
)
.
Compare this bound with the lower bound 10.265.
4. If γ contains n ≥ 0 sequences of zeros of length ≥ 2 then c(m)γ ≤
(
3
4
)n
.
5. If γ contains n ≥ 0 sequences of zeros of length ≥ 1 then c(m)γ ≥ 12m−|γ|−n .
6. min
|γ|=n
c
(m)
γ =
1+m−n
2m−n = c
(m)
β when β = 0m−n1n.
Proof. First note the properties of the function 1+x2x described in Remark 613.
Part 1 Equation 10.138 of the last theorem and the monotonicity of 1+x2x implies c
(m)
γ ≤ 1.
Also, 10.138 and the subadditivity of 1+x2x implies
c(m)γ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
>
1 +
∥∥z(1)∥∥+ . . .+ ∥∥z(k)∥∥
2‖z(1)...z(k)‖
=
1 +
∥∥z(1) . . . z(k)∥∥
2‖z(1)...z(k)‖
,
where z(1) . . . z(k) indicates the concatenation of the sequences.
But
∥∥z(1) . . . z(k)∥∥+ |γ| ≤ m so if γ contains sequences of zeros having length ≥ 2, 10.122 implies that,
c(m)γ ≥
1 +m− |γ|
2m−|γ|
≥ 1 +m
2m
= c
(m)
0
. (10.139)
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Part 2 From 10.82, Property 606 and Part 1 of this corollary:
c
(m)
0
(1 + a)
1
= c
(m)
0
m∑
k=0
∑
β≤1
|β|=k
aβ < T (a) =
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β <
m∑
k=0
∑
β≤1
|β|=k
aβ = (1 + a)
1
.
Part 3 If a > 0 then
|T (a)| − c(m)
0
=
m∑
k=1
∑
β≤1
|β|=k
c
(m)
β a
β <
m∑
k=1
∑
β≤1
|β|=k
aβ =
m∑
k=0
∑
β≤1
|β|=k
aβ − 1 = (1 + a)1 − 1,
But
(1 + a)
1 − 1 = (1 + a1) (1 + a2) . . . (1 + am)− 1
= (1 + a1) (1 + a2) . . . (1 + am)− (1 + a1) (1 + a2) . . . (1 + am−1)+
+ (1 + a1) (1 + a2) . . . (1 + am−1)− (1 + a1) (1 + a2) . . . (1 + am−2) + . . .
+ (1 + a1)− 1
= {(1 + a1) (1 + a2) . . . (1 + am−1)} am+
+ {(1 + a1) (1 + a2) . . . (1 + am−2)} am−1 + . . .+ (1 + a1) a2 + a1,
so that
(1 + a)
1 − 1
(1 + a)
1
<
am
1 + am
+
am−1
1 + am−1
+ . . .+
a1
1 + a1
,
and hence
|T (a)| − c(m)
0
< (1 + a)
1 (1 + a)
1 − 1
(1 + a)
1
= (1 + a)
1
(
a1
1 + a1
+
a2
1 + a2
+ . . .+
am
1 + am
)
.
Part 4 Suppose the sequences of zeros of length ≥ 2 are {z(j)}n
j=1
. Then 10.138 and the monotonicity of 1+x2x
imply the bound:
c(m)γ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n)∥∥
2‖z(n)‖
≤
(
3
4
)n
.
Part 5 Follows directly from Remark 611 to Theorem 610.
Part 6 If there are no sequences of zeros of length ≥ 2 in γ then by Theorem 610, c(m)γ = 1.
Let q =
∥∥z(1)∥∥+ ∥∥z(2)∥∥+ . . .+ ∥∥z(k)∥∥ = ∥∥z(1)z(2)...z(k)∥∥. Then the subadditivity of 1+x2x implies
c(m)γ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
1 +
∥∥z(2)∥∥
2‖z(2)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
≥ 1 +
∥∥z(1)∥∥+ ∥∥z(2)∥∥+ . . .+ ∥∥z(k)∥∥
2‖z(1)‖+‖z(2)‖+...+‖z(k)‖
=
1 +
∥∥z(1)z(2)...z(k)∥∥
2‖z(1)z(2)...z(k)‖
≥ 1 + q + (m− q − |γ|)
2q+(m−q−|γ|)
=
1 +m− |γ|
2m−|γ|
.
The sequence β = 0m−|γ|1|γ| satisfies
c(m)γ ≥ c(m)β =
1 +m− |γ|
2m−|γ|
, |β| = |γ| .
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Thus min
|γ|=n
c
(m)
γ =
1+m−n
2m−n = c
(m)
β .
A result regarding upper bounds for c
(m)
γ was proven as part 4 of Corollary 614. We now prove a more precise
result which is the upper bound equivalent of :the problem min
|γ|=n
c
(m)
γ solved in part 6 of Corollary 614.
Corollary 615 Solution of the problem max
|γ|=k
c
(m)
γ . There are two cases:
Case m/2 ≤ k ≤ m
max
|γ|=k
c(m)γ = 1 = c
(m)
β when β = (01)m−k 12k−m. (10.140)
Case 0 ≤ k < m/2 Define µ =
⌊
m+1
k+1
⌋
, µ =
⌈
m+1
k+1
⌉
, k′′ = rem m+1k+1 and k
′ = k + 1− k′′. Then
max
|γ|=k
c(m)γ =
1
2m−k
µk
′
µk
′′
= c
(m)
β when β =
(
0µ−11
)
k′
(0µ1)k′′−1 0µ, (10.141)
and we have the upper bound
max
|γ|=k
c(m)γ ≤
1
2m−k
(
m+ 1
k + 1
)k+1
. (10.142)
Proof. Case m/2 ≤ k ≤ m When β = (01)m−k 12k−m formula 10.138 implies c(m)β = 1 and by part 1 of Corollary
614, max
β
c
(m)
β = 1.
Case 0 ≤ k < m/2 Here. k < m − k so there are more zeros than ones. Now 0m ≤ γ ≤ 1m and |γ| = k.
Suppose γ has ones in positions n1 < n2 < . . . < nk. Then from Remark 611 to Theorem 610,
c(m)γ =
1 +
∥∥ζ(1)∥∥
2‖ζ(1)‖
1 +
∥∥ζ(2)∥∥
2‖ζ(2)‖
× . . .× 1 +
∥∥ζ(j)∥∥
2‖ζ(j)‖
× . . .× 1 +
∥∥ζ(k)∥∥
2‖ζ(k)‖
1 +
∥∥ζ(k+1)∥∥
2‖ζ(k=1)‖
=
1 + (n1 − 1)
2n1−1
1 + (n2 − n1 − 1)
2n2−n1−1
× . . .× 1 + (nj − nj−1 − 1)
2nj−nj−1−1
× . . .
× 1 + (nk − nk−1 − 1)
2nk−nk−1−1
1 + (m− nk)
2m−nk
=
n1 (n2 − n1) . . . (nj − nj−1) . . . (nk − nk−1) (1 +m− nk)
2(n1−1)+(n2−n1−1)+...+(nj−nj−1−1)+...+(nk−nk−1−1)+(m−nk)
=
1
2m−k
n1 (n2 − n1) . . . (nj − nj−1) . . . (nk − nk−1) (1 +m− nk) .
Define p = (p)
k+1
j=1 , p1 = n1, pj = nj − nj−1 for 2 ≤ j ≤ k, and pk+1 = 1 +m− nk so that
c(m)γ =
1
2m−k
p1p2 . . . pk+1, (10.143)
pj ≥ 1 and |p| = 1 + m. Thus the problem max|γ|=k c
(m)
γ is equivalent to the nonlinear integer programming
problem:
max
p≥1
|p|=1+m
p1p2 . . . pk+1. (10.144)
Now if there exists pi ≤ pj − 2 then the replacement: pi → pi + 1 and pj → pj − 1, does not change |p| but
increases p1p2 . . . pk+1. Repeating this process until exhaustion implies that there exist integers µ and µ such
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that µ = µ− 1 and 1 ≤ k′, k′′ < k + 1, or µ = µ and which satisfy
pj =
{
µ, 1 ≤ j ≤ k′,
µ, k′ + 1 ≤ j ≤ k + 1, (10.145)
argmax
p≥1
|p|=1+m
p1p2 . . . pk+1 =
µ, . . . , µ︸ ︷︷ ︸
k′ repeats
, µ, . . . , µ︸ ︷︷ ︸
k′′ repeats
 = (µ)k′ (µ)k′′ ,
max
p≥1
|p|=1+m
p1p2 . . . pk+1 = µ
k′µk
′′
,
k′ + k′′ = k + 1, (10.146)
µk′ + µk′′ = m+ 1. (10.147)
From the definition of the pj ,
∥∥ζ(1)∥∥ = n1 − 1 = p1 − 1, ∥∥ζ(j)∥∥ = nj − nj−1 − 1 = pj − 1 and ∥∥ζ(k+1)∥∥ =
m− nk = pk+1 − 1 i.e.
nj = p1 + p2 + . . .+ pj , 1 ≤ j ≤ k, (10.148)
and ∥∥∥ζ(j)∥∥∥ = pj − 1, 1 ≤ j ≤ k + 1, (10.149)
so that from 10.143,
max
|γ|=k
c(m)γ =
1
2m−k
µk
′
µk
′′
, (10.150)
and
(0p1−11) (0p2−11) . . . (0pk−11) 0pk+1 ∈ argmax
|γ|=k
c(m)γ .
Substituting 10.145 in the last expression now gives(
0µ−11
)(
0µ−11
)
. . .
(
0µ−11
)
︸ ︷︷ ︸
k′ repetitions
(0µ1) (0µ1) . . . (0µ1)︸ ︷︷ ︸
k′′−1 repetitions
0µ ∈ argmax
|γ|=k
c(m)γ ,
or more compactly (
0µ−11
)
k′
(0µ1)k′′−1 0µ ∈ argmax
|γ|=k
c(m)γ , (10.151)
where, since we can have k′′ − 1, we define δ0 = 1 for any sequence δ. Expressions 10.150 and 10.151 can now
be written
max
|γ|=k
c(m)γ =
1
2m−k
µk
′
µk
′′
= c
(m)
β , β =
(
0µ−11
)
k′
(0µ1)k′′−1 0µ. (10.152)
Suppose µ = µ. Then 10.146 and 10.147 imply µ = m+1k+1 and so
m+1
k+1 is an integer. In fact, we now show
that if m+1k+1 is an integer then µ = µ =
m+1
k+1 . If µ = µ − 1 and k′, k′′ ≥ 1 then from 10.146 and 10.147,
m+ 1 = µk′ + µk′′ = µk′ +
(
1 + µ
)
k′′ = µ (k + 1) + k′′ i.e. m+1k+1 = µ+
k′′
k+1 . But 1 ≤ k′′ < k + 1 so m+1k+1 = µ as
claimed. Observing that the mean of p is p = m+1k+1 , this motivates us to consider two subcases:
Subcase p = m+1k+1 is an integer We have just shown that:
pj = µ = µ =
m+ 1
k + 1
, 1 ≤ j ≤ k + 1, (10.153)
Since 2k < m: µ = 1+m1+k >
1+m
1+m/2 =
1+m/2+m/2
1+m/2 = 1+
m/2
1+m/2 > 1 and so µ ≥ 2 which from 10.149 implies that∥∥ζ(j)∥∥ = µ− 1 ≥ 1. Expression 10.152 becomes
max
|γ|=k
c(m)γ =
1
2m−k
µk+1 = c
(m)
β , β =
(
0µ−11
)
k
0µ−1. (10.154)
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Subcase p = m+1k+1 is not an integer In this case we know from above that µ = µ− 1 and 1 ≤ k′, k′′ < k+1.
Further, from 10.146 and 10.147,
m+ 1 = µk′ + µk′′ = µk′ +
(
1 + µ
)
k′′ = µ (k + 1) + k′′,
so that
µ =
⌊
m+ 1
k + 1
⌋
and µ = µ+ 1, (10.155)
k′′ = rem
m+ 1
k + 1
and k′ = k + 1− k′′, (10.156)
Since 2k < m and k′′ ≤ k: µ = 1+m−k′′1+k > 1+m−k
′′
1+m/2 =
1+m/2+m/2−k′′
1+m/2 = 1 +
m/2−k′′
1+m/2 > 1 and so µ ≥ 2. The
equivalent of 10.154 here is 10.152. Finally we observe that for both subcases µ =
⌊
m+1
k+1
⌋
and µ =
⌈
m+1
k+1
⌉
so
that 10.141 holds.
It remains to prove the upper bound 10.142. We do this using the theorem of weighted means which
compares the weighted geometric and arithmetic means. In fact, regarding 10.141 and using equations 10.146
and 10.147 we get (
µk
′
µk
′′) 1k′+k′′ ≤ k′µ+ k′′µ
k′ + k′′
=
m+ 1
k + 1
,
so that
max
|γ|=k
c(m)γ =
1
2m−k
µk
′
µk
′′ ≤ 1
2m−k
(
m+ 1
k + 1
)k+1
,
as required.
10.5 Uniform upper bounds for T−1β and |µ (f)|max
In this section we will proof Theorem 617 which is applied in the succeeding subsections to prove the estimate
10.177 which is a uniform upper bound for
∣∣T−1β∣∣
max
. This bound is applied in turn to 10.44 to obtain the upper
bound 10.178 for |µ (f)|max.
10.5.1 Bounds for (T−1β)1
From 10.54, 10.52 and 10.53,
(
T−1β
)
1
= (−1)1−1 1|T |
(
(−1)N M1,N−1 −M1,1
)
=
1
|T |
(
(−1)N
(
−1
2
)N−2
− |T2:N−1|
)
=
1
|T |
((
1
2
)N−2
− |T2:N−1|
)
. (10.157)
Set
x =
1
v
∆1X =
1
v
(
x(k+1) − x(k)
)N−1
k=1
. (10.158)
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From 10.83 and then using 10.122 and 10.91 i.e. c
(m)
0
= m+12m , c
(m)
1
= 1, we calculate for N ≥ 3:
(
T−1β
)
1
=
1
|T |
(
1
2N−2
− |T2:N−1|
)
=
1
2N−2 −
N−2∑
k=0
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
N−1∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
1
2N−2 −
∑
k=0
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1 −
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β +
N−1∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
1
2N−2 − c
(N−2)
0
−
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
c
(N−1)
0
+
N−1∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
1
2N−2 − N−12N−2 −
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
N
2N−1 +
N−1∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
− N−22N−2 −
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
N
2N−1 +
N−1∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
− N−1
2N−2 −
N−2∑
k=0
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
N
2N−1 +
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + x1
= −
N−1
2N−2 +
N−2∑
k=0
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
2:N−1
N
2N−1 +
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + x1
(10.159)
= −
N−1
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c
(N−2)
γ x
γ
2:N−1
N
2N−1 +
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + x1
,
so that
(
T−1β
)
1
= −
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c
(N−2)
γ x
γ
2:N−1 +
N−1
2N−2
N
2N−1 +
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + x1
< 0, (10.160)
where x is given by 10.158. But from inequality 10.168 of Corollary 617 below:∑
β≤1,|β|=k
c
(N−1)
β x
β >
1
2
∑
γ≤1,|γ|=k−1
c(N−2)γ x
γ
2:N−1, x > 0N−1, 1 ≤ k ≤ N − 1,
516 10. An upper bound for the derivative of the 1-dim. hat basis function smoother smoother
which implies
N
2N−1
+
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + x1 >
N
2N−1
+
1
2
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c(N−2)γ x
γ
2:N−1 + x
1
>
1
2
N − 1
2N−2
+
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c(N−2)γ x
γ
2:N−1
 ,
and so
0 < − (T−1β)
1
< 2, N ≥ 3, ρ > 0, (10.161)
where T = T (x; 1), x = 1v∆1X and from 10.11, v = ρN .
The first step toward proving Theorem 617 are the following estimates:
Theorem 616 If 0 ≤ µ ≤ 1m−1 then:
1. 12c
(m−1)
µ < c
(m)
0,µ ≤ c(m−1)µ , m ≥ 2.
2. 12c
(m−1)
λ,µ < c
(m)
λ,0,µ ≤ c(m−1)λ,µ , m ≥ 3.
3. 12c
(m−1)
λ < c
(m)
λ,0 ≤ c(m−1)λ , m ≥ 2.
4. 1
2m−|σ| ≤ c
(m)
σ ≤ 1, m ≥ 1. (cf. 10.139)
The estimate of part1 can be sharpened slightly to:
5. 12
m+1
m c
(m−1)
µ ≤ c(m)0,µ , m ≥ 2.
Finally, if 0 < µ ≤ 1m−1 then
6. 12
m
m−1c
(m−1)
µ ≤ c(m)0,µ , when m ≥ 2.
Proof. Part 1
Case 1 (0, µ) contains no non-trivial sequence of zeros This means µ contains no non-trivial sequence of ze-
ros and so Theorem 610 implies c
(m)
0,µ = c
(m−1)
µ = 1.
There remain four cases:
Case 2 µ = 0 From 10.84, c
(2)
0,0 = 3/4 and c
(1)
0 = 1 so that
c
(m)
0,µ =
3
4
c(m−1)µ .
Again with reference to Theorem 610: if (0, µ) contains the non-trivial sequences z(1),. . . ,z(k) of zeros then
c
(m)
0,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.162)
Case 3 µ = (1, . . .) Here µ has the same non-trivial sequences of zeros as (0, µ) and so
c
(m)
0,µ = c
(m−1)
µ .
Case 4 µ = (0, 1, . . .) In this case z(1) = (0, 0). Thus c
(m)
0,µ =
3
4
1+‖z(2)‖
2‖z(2)‖
× . . . × 1+‖z
(k)‖
2‖z(k)‖
and c
(m−1)
µ =
1+‖z(2)‖
2‖z(2)‖
× . . .× 1+‖z
(k)‖
2‖z(k)‖
and hence
c
(m)
0,µ =
3
4
c(m−1)µ .
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Case 5 µ = (0, 0, . . .) In this case z(1) = (0, 0, 0, . . .). Thus c
(m−1)
µ =
‖z(1)‖
2‖z(1)‖−1
1+‖z(2)‖
2‖z(2)‖
× . . . × 1+‖z
(k)‖
2‖z(k)‖
and
so c
(m)
0,µ =
1
2
1+‖z(1)‖
‖z(1)‖ c
(m−1)
µ =
1
2
(
1 + 1‖z(1)‖
)
c
(m−1)
µ .
But 3 ≤ ∥∥z(1)∥∥ ≤ m so
1
2
c(m−1)µ <
m+ 1
2m
c(m−1)µ ≤ c(m)0,µ ≤
2
3
c(m−1)µ . (10.163)
Noting 10.95 we can verify that part 1 also holds for m = 2.
Part 2 Case 1 (λ, 0, µ) contains no non-trivial sequence of zeros Then
c
(m)
λ,0,µ = c
(m−1)
λ,µ = 1.
Now suppose has a non-trivial sequence of zeros. By Theorem 610,
c
(m)
λ,0,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
. (10.164)
We consider six cases:
Case 1 λ = (. . . , 1), µ = (1, . . .) Then c
(m)
λ,0,µ = c
(m)
...1,0,1... and c
(m−1)
λ,µ = c
(m)
...1,1... and c
(m)
λ,0,µ and c
(m−1)
λ,µ both
have the same non-trivial sequence of zeros. Thus by 10.164,
c
(m)
λ,0,µ = c
(m−1)
λ,µ .
Case 2 λ = (. . . , 1, 0), µ = (1, . . .) Write (λ, 0, µ) = (. . . 1, 0, 0, 1 . . .) =
(
. . . 1, z(n), 1 . . .
)
where z(n) = (0, 0),
so that (λ, µ) = (. . . 1, 0, 1 . . .) and
c
(m)
λ,0,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n)∥∥
2‖z(n)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
=
3
4
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n−1)∥∥
2‖z(n−1)‖
1 +
∥∥z(n+1)∥∥
2‖z(n+1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
=
3
4
c
(m−1)
λ,µ .
Case 3 λ = (. . . , 0, 0), µ = (1, . . .) Write (λ, 0, µ) = (. . . , 0, 0, 0, 1 . . .) =
(
. . . , z(n), 1 . . .
)
where
z(n) = (0, . . . , 0, 0), so that (λ, µ) =
(
. . . , z(n) \ 0, 1 . . .) and hence
c
(m−1)
λ,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n) \ 0∥∥
2‖z(n)\0‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
=
1+‖z(n)\0‖
2‖z(n)\0‖
1+‖z(n)‖
2‖z(n)‖
c
(m)
λ,0,µ = 2
∥∥z(n)∥∥
1 +
∥∥z(n)∥∥c(m)λ,0,µ.
But 3 ≤ ∥∥z(n)∥∥ ≤ m− 1 and since c(m)λ,0,µ = 12 1+‖z(n)‖‖z(n)‖ c(m−1)λ,µ = 12
(
1 + 1‖z(n)‖
)
c
(m−1)
λ,µ we obtain
1
2
c
(m−1)
λ,µ <
1
2
m
m− 1c
(m−1)
λ,µ ≤ c(m)λ,0,µ ≤
2
3
c
(m−1)
λ,µ . (10.165)
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Case 4 λ = (. . . , 1), µ = (0, 1, . . .) Write (λ, 0, µ) = (. . . 1, 0, 0, 1 . . .) =
(
. . . 1, z(n), 1 . . .
)
where z(n) = (0, 0),
so that (λ, µ) = (. . . 1, 0, 1 . . .) and
c
(m)
λ,0,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n)∥∥
2‖z(n)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
=
3
4
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n−1)∥∥
2‖z(n−1)‖
1 +
∥∥z(n+1)∥∥
2‖z(n+1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
=
3
4
c
(m−1)
λ,µ .
Case 5 λ = (. . . , 1), µ = (0, 0, . . .) In a manner similar to Case 3 we get
1
2
c
(m−1)
λ,µ <
1
2
m
m− 1c
(m−1)
λ,µ ≤ c(m)λ,0,µ ≤
2
3
c
(m−1)
λ,µ .
Case 6 λ = (. . . , 0), µ = (0, . . .) Write (λ, 0, µ) = (. . . , 0, 0, 0, . . .) =
(
. . . , z(n), . . .
)
where z(n) = (0, . . . , 0, . . . , 0), so that (λ, µ) =
(
. . . , z(n) \ 0, . . .) and hence if
c
(m)
λ,0,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n)∥∥
2‖z(n)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
,
then
c
(m−1)
λ,µ =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(n) \ 0∥∥
2‖z(n)\0‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
=
1+‖z(n)\0‖
2‖z(n)\0‖
1+‖z(n)‖
2‖z(n)‖
c
(m)
λ,0,µ = 2
∥∥z(n)∥∥
1 +
∥∥z(n)∥∥c(m)λ,0,µ.
But 3 ≤ ∥∥z(n)∥∥ ≤ m and since c(m)λ,0,µ = 12 1+‖z(n)‖‖z(n)‖ c(m−1)λ,µ = 12
(
1
‖z(n)‖ + 1
)
c
(m−1)
λ,µ we obtain
1
2
c
(m−1)
λ,µ <
1
2
m+ 1
m
c
(m−1)
λ,µ ≤ c(m)λ,0,µ ≤
2
3
c
(m−1)
λ,µ .
Part 3
Case 1 (λ, 0) contains no non-trivial sequence of zeros This means λ contains no non-trivial sequence of ze-
ros and so Theorem 610 implies c
(m)
λ,0 = c
(m−1)
λ = 1.
There remain four cases:
Case 2 λ = 0 From 10.84, c
(2)
0,0 = 3/4 and c
(1)
0 = 1 so that
c
(m)
0,λ =
3
4
c
(m−1)
λ .
Again with reference to Theorem 610: if (λ, 0) contains the non-trivial sequences z(1),. . . ,z(k) of zeros then
c
(m)
λ,0 =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
.
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Case 3 λ = (. . . , 1) Here λ has the same non-trivial sequences of zeros as (λ, 0) and so
c
(m)
λ,0 = c
(m−1)
λ .
Case 4 λ = (. . . 1, 0) In this case z(k) = (0, 0). Thus c
(m)
λ,0 =
3
4
1+‖z(1)‖
2‖z(1)‖
× . . . × 1+‖z
(k−1)‖
2‖z(k−1)‖
and c
(m−1)
λ =
1+‖z(1)‖
2‖z(1)‖
× . . .× 1+‖z
(k−1)‖
2‖z(k−1)‖
and hence
c
(m)
λ,0 =
3
4
c
(m−1)
λ .
Case 5 λ = (. . . , 0, 0) In this case z(k) = (. . . , 0, 0, 0). Thus c
(m−1)
λ =
1+‖z(1)‖
2‖z(1)‖
1+‖z(2)‖
2‖z(2)‖
× . . .× ‖z
(k)‖
2‖z(k)‖−1
and
so c
(m)
λ,0 =
1
2
1+‖z(k)‖
‖z(k)‖ c
(m−1)
λ =
1
2
(
1 + 1‖z(k)‖
)
c
(m−1)
λ .
But 3 ≤ ∥∥z(k)∥∥ ≤ m so
1
2
c
(m−1)
λ <
1 +m
2m
c
(m−1)
λ ≤ c(m)λ,0 ≤
2
3
c
(m−1)
λ .
The case m = 2 follows from 10.95.
Part 4 Since σ has |σ| ones and m − |σ| zeros it follows directly from the previous parts and 10.91 that
1
2m−|σ| c
(|σ|)
1
< c
(m)
σ ≤ 1 and c(|σ|)1 = 1.
Part 5 This follows directly from 10.163 in case 5 of part 1.
Part 6 This also follows from 10.163 in case 5 of part 1 except that now 0 < µ implies m ≥ 4 and 3 ≤ ∥∥z(1)∥∥ ≤
m− 1. The cases m = 2 and m = 3 can be verified with reference to 10.95.
We can now prove:
Theorem 617 Suppose x = (x′, xl:l+k−1, x′′) ∈ Rm+ where m ≥ 2 and 1 ≤ l ≤ m− k + 1: note that either x′ or
x′′ may be empty but not both. Then
∑
β≤1,|β|=n
c
(m)
β x
β >
1
2k
∑
γ≤1,|γ|=n−k
c(m−k)γ (x
′, x′′)γ , 1 ≤ k ≤ n. (10.166)
Suppose 1 ≤ n ≤ m. Then
∑
β≤1,|β|=n
c
(m)
β x
β >
1
2k
∑
γ≤1,|γ|=n−k
c(m−k)γ x
γ
1:m−k, 1 ≤ k ≤ n, (10.167)
and ∑
β≤1,|β|=n
c
(m)
β x
β >
1
2j
∑
γ≤1,|γ|=n−j
c(m−j)γ x
γ
j+1:m, 1 ≤ j ≤ n. (10.168)
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Proof. Suppose x = (x′, xl, x′′) ∈ Rm+ . Note that either x′ or x′′ may be empty but not both. Then for 1 ≤ n ≤ m:
∑
β≤1
|β|=n
c
(m)
β x
β =
∑
β≤1
|β|=n
c
(m)
β (x
′, xl, x′′)
β
=
∑
(β′,βl,β′′)≤1
|β′|+βl+|β′′|=n
c
(m)
β′,βl,β′′ (x
′)β
′
xβll (x
′′)β
′′
=
∑
βl=1
(β′,β′′)≤1m−1
|β′|+βl+|β′′|=n
c
(m)
β′,βl,β′′ (x
′)β
′
xβll (x
′′)β
′′
+
+
∑
βl=0
(β′,β′′)≤1m−1
|β′|+βl+|β′′|=n
c
(m)
β′,βl,β′′ (x
′)β
′
xβll (x
′′)β
′′
>
∑
βl=0
(β′,β′′)≤1m−1
|β′|+βl+|β′′|=n
c
(m)
β′,βl,β′′ (x
′)β
′
xβll (x
′′)β
′′
=
∑
(β′,β′′)≤1m−1
|β′|+|β′′|=n−1
c
(m)
β′,0,β′′ (x
′)β
′
(x′′)β
′′
.
Now from parts 1,2 and 3 of Theorem 616, c
(m)
β′,0,β′′ >
1
2c
(m−1)
β′,β′′ , so that now
∑
β≤1,|β|=n
c
(m)
β x
β >
1
2
∑
(β′,β′′)≤1
|β′|+|β′′|=n−1
c
(m−1)
β′,β′′ (x
′)β
′
(x′′)β
′′
=
1
2
∑
γ≤1,|γ|=n−1
c(m−1)γ (x
′, x′′)γ . (10.169)
The equations of this theorem now follow easily by successive applications of 10.169.
10.5.2 Bounds for (T−1β)N−1
From 10.54,
(
T−1β
)
k
= (−1)k−1 1|T |
(
(−1)N Mk,N−1 −Mk,1
)
for k ≤ N − 1. From 10.53, MN−1,N−1 = |T1:N−2|
and from 10.52, MN−1,1 = − 12N−2 . Then
(
T−1β
)
N−1 = (−1)
N−2 1
|T |
(
(−1)N MN−1,N−1 −MN−1,1
)
=
1
|T |
(
MN−1,N−1 − (−1)N MN−1,1
)
=
1
|T |
(
|T1:N−2| − (−1)N − 1
2N−2
)
=
1
|T |
(
|T1:N−2| − 1
2N−2
)
. (10.170)
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Set x = 1v∆1X . Then x ∈ RN−1+ from 10.82 and then 10.122,
(
T−1β
)
N−1 =
N−2∑
k=0
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2 − 12N−2
N−1∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
c
(N−2)
0 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2 − 12N−2
N−1∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
N−1
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2 − 12N−2
N−1∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
N−1∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β
> 0.
We will again use Theorem 617 but this time with n = k and l = m = N − 1 so that the estimate 10.167
becomes:
∑
β≤1,|β|=k
c
(N−1)
β x
β >
1
2
∑
γ≤1,|γ|=k−1
c(N−2)γ x
γ
1:N−2, 1 ≤ k ≤ N − 1, N ≥ 2,
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and hence by also using 10.122 and 10.91 i.e. c
(N−1)
1
= 1 and c
(N−1)
0
= N2N−1 :
(
T−1β
)
N−1 =
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
N−1∑
k=0
∑
β≤1,|β|=k
c
(N−1)
β x
β
=
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
c
(N−1)
0
+
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + c
(N−1)
1
x1
=
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
N
2N−1 +
N−2∑
k=1
∑
β≤1,|β|=k
c
(N−1)
β x
β + x1
<
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
N
2N−1 +
1
2
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c
(N−2)
γ x
γ
1:N−2 + x1
<
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
N
2N−1 +
1
2
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c
(N−2)
γ x
γ
1:N−2
=
N−2
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k
c
(N−2)
γ x
γ
1:N−2
1
2
(
N
2N−2 +
N−2∑
k=1
∑
γ≤1,|γ|=k−1
c
(N−2)
γ x
γ
1:N−2
)
< 2,
and in summary
0 <
(
T−1β
)
N−1 < 2, N ≥ 3, ρ > 0, (10.171)
where T = T (x; 1), x = 1v∆1X and from 10.11, v = ρN .
10.5.3 Bounds for (T−1β)k, 2 ≤ k ≤ N − 2
The result of this subsection is the uniform bound 10.176 calculated using minor formulas from Subsection 10.3.5.
Set x = x1:N−1 = 1v∆1X ∈ RN−1+ . Now when 2 ≤ k ≤ N − 2, from 10.60 and 10.62,(
T−1β
)
k
=
1
|T | (−1)
k−1
(
(−1)N Mk,N−1 −Mk,1
)
=
1
|T | (−1)
k−1
(
(−1)N
(
−1
2
)N−1−k
|T1:k−1| −
(
−1
2
)k−1
|Tk+1:N−1|
)
=
1
|T |
(
(−1)N (−1)N 1
2N−1−k
|T1:k−1| − 1
2k−1
|Tk+1:N−1|
)
=
1
2N−1−k
1
|T | |T1:k−1| −
1
2k−1
1
|T | |Tk+1:N−1| , (10.172)
so that
− 1
2k−1
1
|T | |Tk+1:N−1| <
(
T−1β
)
k
<
1
2N−1−k
1
|T | |T1:k−1| ,
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which implies that ∣∣(T−1β)
k
∣∣ < max{ 1
2N−1−k
1
|T | |T1:k−1| ,
1
2k−1
1
|T | |Tk+1:N−1|
}
. (10.173)
Applying Theorem 610 to 10.172 gives
1
2N−1−k
1
|T | |T1:k−1| =
1
2N−1−k
1
|T |
k−1∑
n=0
∑
γ≤1,|γ|=n
c(k−1)γ x
γ
1:k−1,
and by the estimate 10.167 of Theorem 617,
|T | =
N−1∑
m=0
∑
β≤1,|β|=m
c
(N−1)
β x
β
>
N−1∑
m=N−k
∑
β≤1,|β|=m
c
(N−1)
β x
β
>
1
2N−k
N−1∑
m=N−k
∑
β≤1
|β|=m−(N−k)
c
(N−1−(N−k))
β x
β
1:N−1−(N−k)
=
1
2N−k
N−1∑
m=N−k
∑
β≤1
|β|=m−(N−k)
c
(k−1)
β x
β
1:k−1
=
1
2N−k
k−1∑
n=0
∑
β≤1,|β|=n
c
(k−1)
β x
β
1:k−1,
so that
1
2N−k
1
|T | |T1:k−1| < 2. (10.174)
Further
1
2k−1
1
|T | |Tk+1:N−1| =
1
2k−1
1
|T |
N−k−1∑
n=0
∑
γ≤1,|γ|=n
c(N−k−1)γ x
γ
k+1:N−1,
and by the estimate 10.168 of Theorem 617,
|T | =
N−1∑
m=0
∑
β≤1,|β|=m
c
(N−1)
β x
β
>
N−1∑
m=k
∑
β≤1,|β|=m
c
(N−1)
β x
β
>
1
2k
N−1∑
m=k
∑
β≤1
|β|=m−k
c
(N−1−k)
β x
β
k+1:N−1
=
1
2k
N−k−1∑
m=0
∑
β≤1
|β|=m
c
(N−1−k)
β x
β
k+1:N−1,
so that
1
2k−1
1
|T | |Tk+1:N−1| < 2. (10.175)
The inequality 10.173 now becomes the uniform bound∣∣(T−1β)
k
∣∣ < 2, 2 ≤ k ≤ N − 2, N ≥ 4, ρ > 0, (10.176)
where T = T (x; 1), x = 1v∆1X and from 10.11, v = ρN .
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10.5.4 Upper bounds for |T−1β|max and |µ (f)|max
The estimates 10.176, 10.171 and 10.161 can be combined directly to give
∣∣T−1β∣∣
max
< 2, N ≥ 4, ρ > 0, (10.177)
where T = T
(
1
v∆1X ; 1
)
and from 10.11, v = ρN .
Applying the bound 10.177 to the formula 10.44 for µ′ (f) yields
|µ′ (f)|max =
∣∣∣∣1vT−1∆Xf − 12µ1 (f)T−1β
∣∣∣∣
max
≤
∣∣∣∣1vT−1∆Xf
∣∣∣∣
max
+ |µ1 (f)|
∣∣∣∣12T−1β
∣∣∣∣
max
≤
∣∣∣∣1vT−1∆Xf
∣∣∣∣
max
+ |µ1 (f)| ,
when N ≥ 4 and ρ > 0. This implies that
|µ (f)|max = max {|µ1 (f)| , |µ′ (f)|max}
≤ max
{
|µ1 (f)| ,
∣∣∣∣1v T−1∆Xf
∣∣∣∣
max
+ |µ1 (f)|
}
=
∣∣∣∣1vT−1∆Xf
∣∣∣∣
max
+ |µ1 (f)| . (10.178)
10.6 Uniform upper bounds of
∣∣1
vT
−1∆Xf
∣∣
max
using ‖Df‖∞
On the assumption that f ∈ C(0)B (Ω) and Df ∈ L∞ (Ω), the goal of this section is Corollary 626 which shows
that 1v
∣∣T−1∆Xf ∣∣max ≤ 2 ‖Df‖∞;Ω and so from 10.178, |µ (f)|max ≤ 2 ‖Df‖∞;Ω + µ1 (f). The steps are:
Subsection 10.6.1: We first derive the upper bound 10.183 for the term
∣∣ 1
vT
−1∆Xf
∣∣
max
which occurs in the
estimate 10.178 for |µ (f)|max.
Subsection 10.6.2: We will proceed below by deriving the expansions 10.188 and 10.189 of |T (x1:m)| which
involve sums of terms of the form |T (x′, 0n)| and |T (0n, x′′)| respectively.
Subsection 10.6.3: The next step is to obtain bounds for determinants with zeros in their arguments e.g.
|T (0n, x)| ≥ cn |T (x)| and |T (x, 0n)| ≥ c′n |T (x)|.
Subsection 10.6.4:These bounds are then applied to eliminate the zeros from the expansions 10.188 and 10.189
of |T (x1:m)| to get Theorem 624. It is then easy to obtain from 10.183 the estimate 10.218:
|µ (f)|max ≤ 2 ‖Df‖∞;Ω + |µ1 (f)| ,
10.6.1 Bounds in terms of ‖Df‖
∞
and sub-determinants |Ti:j|
In this subsection we will derive the upper bounds 10.183 for the components of 1vT
−1∆Xf .
We require the minor formulas 10.72 and assume that f ∈ C(0)B (Ω) and Df ∈ L∞ (Ω).
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∣∣ 1
v
T−1∆Xf
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max
using ‖Df‖
∞
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Case k = 1 From 10.72, M1,n =
(− 12)n−1 |T1:0| |Tn+1:N−1| = (− 12)n−1 |Tn+1:N−1|, so that 10.55 becomes,
|T | (T−1∆Xf)1 = −N−1∑
n=1
(−1)nM1,n∆1f
(
x(n)
)
= −
N−1∑
n=1
(−1)n
((
−1
2
)n−1
|Tn+1:N−1|
)
∆1f
(
x(n)
)
=
N−1∑
n=1
1
2n−1
|Tn+1:N−1|∆1f
(
x(n)
)
=
N−2∑
n=1
1
2n−1
|Tn+1:N−1|∆1f
(
x(n)
)
+
1
2N−2
|TN :N−1|∆1f
(
x(N−1)
)
=
N−2∑
n=1
1
2n−1
|Tn+1:N−1|∆1f
(
x(n)
)
+
1
2N−2
∆1f
(
x(N−1)
)
=
N−2∑
n=1
∆1x
(n)
2n−1
|Tn+1:N−1|
∆1f
(
x(n)
)
∆1x(n)
+
∆1x
(N−1)
2N−2
∆1f
(
x(N−1)
)
∆1x(N−1)
,
so that
|T | ∣∣(T−1∆Xf)1∣∣ ≤ N−1maxn=1
∣∣∣∣∣∆1f
(
x(n)
)
∆1x(n)
∣∣∣∣∣
(
N−2∑
n=1
∆1x
(n)
2n−1
|Tn+1:N−1|+ ∆1x
(N−1)
2N−2
)
.
From Lemma 592,
∣∣(T−1∆Xf)1∣∣ ≤ ‖Df‖∞;Ω|T |
(
N−2∑
n=1
∆1x
(n)
2n−1
|Tn+1:N−1|+ ∆1x
(N−1)
2N−2
)
.
Now set
x :=
1
v
∆1X =
1
v
(
∆1x
(n)
)N−1
n=1
, (10.179)
so that
∣∣(T−1∆Xf)1∣∣ ≤ ‖Df‖∞;Ω|T |
(
N−2∑
n=1
vxn
2n−1
|Tn+1:N−1|+ vxN−1
2N−2
)
,
and hence
1
v
∣∣(T−1∆Xf)1∣∣ ≤ ‖Df‖∞;Ω|T |
(
N−2∑
n=1
xn
2n−1
|Tn+1:N−1|+ xN−1
2N−2
)
. (10.180)
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Case 2 ≤ k ≤ N − 2 From 10.55 and then 10.72,
|T | (T−1∆Xf)k
= (−1)k
(
k∑
n=1
(−1)nMk,n∆1f
(
x(n)
)
+
N−1∑
m=k+1
(−1)mMk,m∆1f
(
x(m)
))
= (−1)k
(
k∑
n=1
(−1)nMn,k∆1f
(
x(n)
)
+
N−1∑
m=k+1
(−1)mMk,m∆1f
(
x(m)
))
= (−1)k
k∑
n=1
(−1)n
(
−1
2
)k−n
|T1:n−1| |Tk+1:N−1|∆1f
(
x(n)
)
+
+ (−1)k
N−1∑
m=k+1
(−1)m
(
−1
2
)m−k
|T1:k−1| |Tm+1:N−1|∆1f
(
x(m)
)
=
k∑
n=1
1
2k−n
|T1:n−1| |Tk+1:N−1|∆1f
(
x(n)
)
+
N−1∑
m=k+1
1
2m−k
|T1:k−1| |Tm+1:N−1|∆1f
(
x(m)
)
= |Tk+1:N−1|
k∑
n=1
1
2k−n
|T1:n−1|∆1f
(
x(n)
)
+ |T1:k−1|
N−1∑
m=k+1
1
2m−k
|Tm+1:N−1|∆1f
(
x(m)
)
= |Tk+1:N−1|
k∑
n=1
vxn
2k−n
|T1:n−1|
∆1f
(
x(n)
)
∆1x(n)
+ |T1:k−1|
N−1∑
m=k+1
vxm
2m−k
|Tm+1:N−1|
∆1f
(
x(m)
)
∆1x(m)
= v
(
|Tk+1:N−1|
k∑
n=1
xn
2k−n
|T1:n−1|
∆1f
(
x(n)
)
∆1x(n)
+ |T1:k−1|
N−1∑
m=k+1
xm
2m−k
|Tm+1:N−1|
∆1f
(
x(m)
)
∆1x(m)
)
,
and applying Lemma 592 yields
1
v
|T | ∣∣(T−1∆Xf)k∣∣
≤ |Tk+1:N−1|
k∑
n=1
xn
2k−n
|T1:n−1|
∣∣∣∣∣∆1f
(
x(n)
)
∆1x(n)
∣∣∣∣∣+ |T1:k−1|
N−1∑
m=k+1
xm
2m−k
|Tm+1:N−1|
∣∣∣∣∣∆1f
(
x(m)
)
∆1x(m)
∣∣∣∣∣
≤ N−1max
n=1
∣∣∣∣∣∆1f
(
x(n)
)
∆1x(n)
∣∣∣∣∣
(
|Tk+1:N−1|
k∑
n=1
xn
2k−n
|T1:n−1|+ |T1:k−1|
N−1∑
m=k+1
xm
2m−k
|Tm+1:N−1|
)
≤ ‖Df‖∞;Ω
(
|Tk+1:N−1|
k∑
n=1
xn
2k−n
|T1:n−1|+ |T1:k−1|
N−1∑
m=k+1
xm
2m−k
|Tm+1:N−1|
)
≤ ‖Df‖∞;Ω

|Tk+1:N−1|
(
x1
2k−1 +
k∑
n=2
xn
2k−n |T1:n−1|
)
+
+ |T1:k−1|
(
N−2∑
m=k+1
xm
2m−k |Tm+1:N−1|+ xN−12N−1−k
)
 ,
so that when 2 ≤ k ≤ N − 2,
1
v
∣∣(T−1∆Xf)k∣∣
≤ ‖Df‖∞;Ω|T |

|Tk+1:N−1|
(
x1
2k−1 +
k∑
n=2
xn
2k−n |T1:n−1|
)
+
+ |T (x1:k−1)|
(
N−2∑
m=k+1
xm
2m−k |Tm+1:N−1|+ xN−12N−1−k
)
 (10.181)
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When k = N − 1 From 10.72,
Mn,N−1 =
(
−1
2
)N−1−n
|T1:n−1| |TN−1+1:N−1| =
(
−1
2
)N−1−n
|T1:n−1| |TN :N−1|
=
(
−1
2
)N−1−n
|T1:n−1| ,
and so 10.55 becomes,
|T | (T−1∆Xf)N−1 = (−1)N−1 N−1∑
n=1
(−1)nMN−1,n∆1f
(
x(n)
)
= (−1)N−1
N−1∑
n=1
(−1)nMn,N−1∆1f
(
x(n)
)
= (−1)N−1
N−1∑
n=1
(−1)n
(
−1
2
)N−1−n
|T1:n−1|∆1f
(
x(n)
)
=
N−1∑
n=1
1
2N−1−n
|T1:n−1|∆1f
(
x(n)
)
=
1
2N−1−1
|T1:1−1|∆1f
(
x(1)
)
+
N−1∑
n=2
1
2N−1−n
|T1:n−1|∆1f
(
x(n)
)
=
1
2N−2
∆1f
(
x(1)
)
+
N−1∑
n=2
1
2N−1−n
|T1:n−1|∆1f
(
x(n)
)
=
vx1
2N−2
∆1f
(
x(1)
)
∆1x(1)
+
N−1∑
n=2
vxn
2N−1−n
|T1:n−1|
∆1f
(
x(n)
)
∆1x(n)
= v
(
x1
2N−2
∆1f
(
x(1)
)
∆1x(1)
+
N−1∑
n=2
xn
2N−1−n
|T1:n−1|
∆1f
(
x(n)
)
∆1x(n)
)
,
Applying Lemma 592,
|T |
v
∣∣∣(T−1∆Xf)N−1∣∣∣ ≤ x12N−2
∣∣∣∣∣∆1f
(
x(1)
)
∆1x(1)
∣∣∣∣∣+
N−1∑
n=2
xn
2N−1−n
|T1:n−1|
∣∣∣∣∣∆1f
(
x(n)
)
∆1x(n)
∣∣∣∣∣
≤ N−1max
n=1
∣∣∣∣∣∆1f
(
x(n)
)
∆1x(n)
∣∣∣∣∣
(
x1
2N−2
+
N−1∑
n=2
xn
2N−1−n
|T1:n−1|
)
≤ ‖Df‖∞;Ω
(
x1
2N−2
+
N−1∑
n=2
xn
2N−1−n
|T1:n−1|
)
,
or on rearranging
1
v
∣∣∣(T−1∆Xf)N−1∣∣∣ ≤ ‖Df‖∞;Ω|T |
(
x1
2N−2
+
N−1∑
n=2
xn
2N−1−n
|T1:n−1|
)
. (10.182)
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In summary, with reference to 10.54, we have the estimates,
1
v
∣∣(T−1∆Xf)k∣∣
≤ ‖Df‖∞;Ω ×

1
|T |
(
N−2∑
n=1
xn
2n−1 |Tn+1:N−1|+ xN−12N−2
)
, k = 1,
|Tk+1:N−1|
|T (x)|
(
x1
2k−1 +
k∑
n=2
|T1:n−1| xn2k−n
)
+
+
|T1:k−1|
|T |
(
N−2∑
n=k+1
xn
2n−k |Tn+1:N−1|+ xN−12N−1−k
)
 ,
k ≥ 2,
k ≤ N − 2,
1
|T |
(
x1
2N−2 +
N−1∑
n=2
|T1:n−1| xn2N−1−n
)
, k = N − 1,
(10.183)
where (Definition 597) T = T (x) = T (x; 1), x = 1v∆1X , v = ρN and Ti:j = T (xi:j) = T (xi:j ; 1).
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10.6.2 Expansions of |T (x)| in terms of |T (x′, 0n)|, |T (0n, x′′)|
We will proceed below by deriving the expansions 10.188 and 10.189 of |T (x1:m)| which involve sums of terms
of the form |T (x′, 0n)| and |T (0n, x′′)| respectively.
|T (x1:m)| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0 0 0− 12 1 + x2 0 0 0 0 0
. . .
0 0 1 + xk−1 − 12 0 0 0
0 0 − 12 1 + xk − 12 0 0
0 0 0 − 12 1 + xk+1 0 0
. . .
0 0 0 0 0 1 + xm−1 − 12
0 0 0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0 0 0− 12 1 + x2 0 0 0 0 0
. . .
0 0 1 + xk−1 0 0 0 0
0 0 − 12 xk − 12 0 0
0 0 0 0 1 + xk+1 0 0
. . .
0 0 0 0 0 1 + xm−1 − 12
0 0 0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0 0 0− 12 1 + x2 0 0 0 0 0
. . .
0 0 1 + xk−1 − 12 0 0 0
0 0 − 12 1 − 12 0 0
0 0 0 − 12 1 + xk+1 0 0
. . .
0 0 0 0 0 1 + xm−1 − 12
0 0 0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0− 12 1 + x2 0
. . .
0 0 1 + xk−1
∣∣∣∣∣∣∣∣∣ xk
∣∣∣∣∣∣∣∣∣
1 + xk+1 0 0
. . .
0 1 + xm−1 − 12
0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣+
+ |T (x1:k−1, 0, xk+1:m)|
= |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−1, 0, xk+1:m)| , (10.184)
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Case k = 1
|T (x1:m)|
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0− 12 1 + x2 − 12 0 0
0 − 12 1 + x3 0 0
. . .
0 0 0 1 + xm−1 − 12
0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
x1 − 12 0 0 0
0 1 + x2 − 12 0 0
0 − 12 1 + x3 0 0
. . .
0 0 0 1 + xm−1 − 12
0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 − 12 0 0 0− 12 1 + x2 − 12 0 0
0 − 12 1 + x3 0 0
. . .
0 0 0 1 + xm−1 − 12
0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣
= x1 |T (x2:m)|+ |T (0, x2:m)| . (10.185)
This result will be used to estimate µ1 (f).
Case k = m
|T (x1:m)|
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0− 12 1 + x2 0 0 0
. . .
0 0 1 + xm−2 − 12 0
0 0 − 12 1 + xm−1 − 12
0 0 0 − 12 1 + xm
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0− 12 1 + x2 0 0 0
. . .
0 0 1 + xm−2 − 12 0
0 0 − 12 1 + xm−1 0
0 0 0 − 12 xm
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + x1 − 12 0 0 0− 12 1 + x2 0 0 0
. . .
0 0 1 + xm−2 − 12 0
0 0 − 12 1 + xm−1 − 12
0 0 0 − 12 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= |T (x1:m−1)|xm + |T (x1:m−1, 0)| . (10.186)
This equation will be used to estimate µ1 (f).
Case k = 1 Applying 10.184 with k = 1:
|T (x)| = x1 |T (x2:m)|+ |T (0, x2:m)| .
Case k = 2 Applying 10.184 with k = 2:
|T (x)| = x1 |T (0, x3:m)|+ |T (x1)|x2 |T (x3:m)|+ |T (02, x3:m)| .
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Case 3 ≤ k ≤ m− 1 Applying 10.184 to exhaustion to it’s right-most term (in order to substitute zeros to
the left) we get:
|T (x)| = |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−1, 0, xk+1:m)|
= |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−2)|xk−1 |T (0, xk+1:m)|+
+ |T (x1:k−2, 02, xk+1:m)|
= |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−2)|xk−1 |T (0, xk+1:m)|+
+ |T (x1:k−3)|xk−2 |T (02, xk+1:m)|+ |T (x1:k−3, 03, xk+1:m)|
= |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−2)|xk−1 |T (0, xk+1:m)|+
+ |T (x1:k−3)|xk−2 |T (02, xk+1:m)|+ . . .
. . .+ |T (x1:j−1)|xj |T (0k−j , xk+1:m)|+ |T (x1:j−1, 0k−j+1, xk+1:m)|
= |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−2)|xk−1 |T (0, xk+1:m)|+ . . .
. . .+ |T (x1:j−1)|xj |T (0k−j , xk+1:m)|+ . . .
. . .+ |T (x1)|x2 |T (0k−2, xk+1:m)|+ |T (x1, 0k−1, xk+1:m)| . (10.187)
Finally, applying 10.185: |T (u1:m)| = u1 |T (u2:m)|+ |T (0, u2:m)|, to the last term gives
|T (x)| = |T (x1:k−1)|xk |T (xk+1:m)|+ |T (x1:k−2)|xk−1 |T (0, xk+1:m)|+
. . .+ |T (x1:j−1)|xj |T (0k−j , xk+1:m)|+
. . .+ |T (x1)|x2 |T (0k−2, xk+1:m)|+ x1 |T (0k−1, xk+1:m)|+ |T (0k, xk+1:m)|
= x1 |T (0k−1, xk+1:m)|+
k−1∑
j=2
|T (x1:j−1)|xj |T (0k−j , xk+1:m)|+
+ |T (x1:k−1)|xk |T (xk+1:m)|+ |T (0k, xk+1:m)| .
Case k = m Apply 10.186 and then, to substitute zeros to the left, use the consequence
|T (x1:p, 0n)| = |T (x1:p−1)|xp |T (0n)|+ |T (x1:p−1, 0n+1)| of 10.184 to exhaustion on the right-most terms:
|T (x)| = |T (x1:m−1)|xm + |T (x1:m−1, 0)|
= |T (x1:m−1)|xm + |T (x1:m−2)|xm−1 |T (0)|+ |T (x1:m−2, 02)|
= |T (x1:m−1)|xm + |T (x1:m−2)|xm−1 |T (0)|+ |T (x1:m−3)|xm−2 |T (02)|+
+ |T (x1:m−3, 03)|
= |T (x1:m−1)|xm + |T (x1:m−2)|xm−1 |T (0)|+ |T (x1:m−3)|xm−2 |T (02)|+
. . .+ |T (x1)|x2 |T (0m−2)|+ |T (x1, 0m−1)|
= |T (x1:m−1)|xm + |T (x1:m−2)|xm−1 |T (0)|+ |T (x1:m−3)|xm−2 |T (02)|+
. . .+ |T (x1)|x2 |T (0m−2)|+ |T (x1, 0m−1)| .
Finally, applying 10.185 to the last term yields
|T (x)| = |T (x1:m−1)|xm + |T (x1:m−2)|xm−1 |T (0)|+ |T (x1:m−3)|xm−2 |T (02)|+
. . .+ |T (x1)|x2 |T (0m−2)|+ x1 |T (0m−1)|+ |T (0m)|
= x1 |T (0m−1)|+
m−1∑
j=2
|T (x1:j−1)|xj |T (0m−j)|+ |T (x1:m−1)|xm + |T (0m)| .
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To summarize: if m ≥ 4 then
|T (x)| =

x1 |T (x2:m)|+ |T (0, x2:m)| , k = 1,
x1 |T (0, x3:m)|+ |T (x1)|x2 |T (x3:m)|+
+ |T (02, x3:m)|
}
, k = 2,
x1 |T (0k−1, xk+1:m)|+
+
k−1∑
j=2
|T (x1:j−1)|xj |T (0k−j , xk+1:m)|+
+ |T (x1:k−1)|xk |T (xk+1:m)|+ |T (0k, xk+1:m)|
 , 3 ≤ k ≤ m− 1,
x1 |T (0m−1)|+
m−1∑
j=2
|T (x1:j−1)|xj |T (0m−j)|+
+ |T (x1:m−1)|xm + |T (0m)|
 , k = m.
(10.188)
Observe that if we define
1∑
j=2
. . . =
0∑
j=2
. . . = 0 then substituting k = 1, k = 2 and k = m in the case
3 ≤ k ≤ m− 1 and using the notation 10.36 and 10.37 of Definition 597 we get the results for k = 1, k = 2 and
k = m given above in 10.188.
The next result 10.189 can be derived in a similar manner to 10.188 by substituting zeros to the right, or using
the reverse order (a reflection) permutation and part 2 of Corollary 612.
Case k = 1 From part 2 of Corollary 612 and case k = 1 of 10.188:
|T (x)| = |T (Rx)| = (Rx)1 |T ((Rx)2:m)|+ |T (0, (Rx)2:m)|
= xm |T (xm−1:1)|+ |T (0, xm−1:1)|
= xm |T (R (xm−1:1))|+ |T (R (0, xm−1:1))|
= |T (x1:m−1)|xm + |T (x1:m−1, 0)|
= |T (x1:m−1, 0)|+ |T (x1:m−1)|xm.
Case k = 2 From part 2 of Corollary 612 and case k = 2 of 10.188:
|T (x1:m)| = |T (Rx)|
= (Rx)1 |T (0, (Rx)3:m)|+ |T ((Rx)1)| (Rx)2 |T ((Rx)3:m)|+ |T (02, (Rx)3:m)|
= xm |T (0, xm−2:1)|+ |T (xm)|xm−1 |T (xm−2:1)|+ |T (02, xm−2:1)|
= xm |T (R (0, xm−2:1))|+ |T (xm)|xm−1 |T (R (xm−2:1))|+ |T (R (02, xm−2:1))|
= xm |T (x1:m−2, 0)|+ |T (xm)|xm−1 |T (x1:m−2)|+ |T (x1:m−2, 02)|
= |T (x1:m−2, 0)|xm + |T (x1:m−2)|xm−1 |T (xm)|+ |T (x1:m−2, 02)|
= |T (x1:m−2)|xm−1 |T (xm)|+ |T (x1:m−2, 0)|xm + |T (x1:m−2, 02)| .
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Case 3 ≤ k ≤ m− 1 Applying part 2 of Corollary 612 to case 3 ≤ k ≤ m− 1 of 10.188:
|T (x)| = |T (R (x))|
= (Rx)1
∣∣T (0k−1, (Rx)k+1:m)∣∣+ k−1∑
j=2
∣∣∣T ((Rx)1:j−1)∣∣∣ (Rx)j ∣∣T (0k−j , (Rx)k+1:m)∣∣+
+
∣∣T ((Rx)1:k−1)∣∣ (Rx)k ∣∣T ((Rx)k+1:m)∣∣ + ∣∣T (0k, (Rx)k+1:m)∣∣
= xm |T (0k−1, xm−k:1)|+
k−1∑
j=2
|T (xm:m−j)|xm+1−j |T (0k−j , xm−k:1)|+
+ |T (xm:m−k+2)|xm−k+1 |T (xm−k:1)|+ |T (0k, xm−k:1)|
= xm |T (R (0k−1, xm−k:1))|+
k−1∑
j=2
|T (R (xm:m−j))|xm+1−j |T (R (0k−j , xm−k:1))|+
+ |T (R (xm:m−k+2))|xm−k+1 |T (R (xm−k:1))|+ |T (R (0k, xm−k:1))|
= xm |T (x1:m−k, 0k−1)|+
k−1∑
j=2
|T (xm−j:m)|xm+1−j |T (x1:m−k, 0k−j)|+
+ |T (xm−k+2:m)|xm−k+1 |T (x1:m−k)|+ |T (x1:m−k, 0k)|
= |T (x1:m−k, 0k−1)|xm +
k−1∑
j=2
|T (x1:m−k, 0k−j)|xm+1−j |T (xm−j:m)|+
+ |T (x1:m−k)|xm−k+1 |T (xm−k+2:m)|+ |T (x1:m−k, 0k)|
= |T (x1:m−k)|xm−k+1 |T (xm−k+2:m)|+
m−1∑
l=m−k+2
|T (x1:m−k, 0l+k−m−1)|xl |T (xl+1:m)|+
+ |T (x1:m−k, 0k−1)|xm + |T (x1:m−k, 0k)| .
The change of summation variable k → m− k + 2 now yields
|T (x)| = |T (x1:k−2)|xk−1 |T (xk:m)|+
m−1∑
l=k
|T (x1:k−2, 0l−k+1)|xl |T (xl+1:m)|+
+ |T (x1:k−2, 0m−k+1)|xm + |T (x1:k−2, 0m−k+2)| .
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Case k = m From part 2 of Corollary 612: |T (Rx)| = |T (x)|, and so starting with case k = m of 10.188:
|T (x)| = |T (Rx)| = (Rx)1 |T (0m−1)|+
m−1∑
j=2
∣∣∣T ((Rx)1:j−1)∣∣∣ (Rx)j |T (0m−j)|+
+
∣∣T ((Rx)1:m−1)∣∣ (Rx)m + |T (0m)|
= xm |T (0m−1)|+
m−1∑
j=2
|T (xm:m−j+2)|xm−j+1 |T (0m−j)|+ |T (xm:2)|x1 + |T (0m)|
= x1 |T (xm:2)|+
m−1∑
j=2
|T (xm:m−j+2)|xm−j+1 |T (0m−j)|+ |T (0m−1)|xm + |T (0m)|
= x1 |T (R (xm:2))|+
m−1∑
j=2
|T (R (xm:m−j+2))|xm−j+1 |T (0m−j)|+
+ |T (0m−1)|xm + |T (0m)|
= x1 |T (x2:m)|+
m−1∑
j=2
|T (xm−j+2:m)|xm−j+1 |T (0m−j)|+ |T (0m−1)|xm + |T (0m)|
= x1 |T (x2:m)|+
2∑
l=m−1
|T (xl+1:m)|xl |T (0l−1)|+ |T (0m−1)|xm + |T (0m)|
= x1 |T (x2:m)|+
m−1∑
l=2
|T (0l−1)|xl |T (xl+1:m)|+ |T (0m−1)|xm + |T (0m)|
=
m−1∑
l=1
xl
2l−1
|T (xl+1:m)|+ m
2m−1
xm +
m+ 1
2m
.
To summarize: if m ≥ 4 then:
|T (x)| =

|T (x1:m−1)|xm + |T (x1:m−1, 0)| , k = 1,
|T (x1:m−2)|xm−1 |T (xm)|+ |T (x1:m−2, 0)|xm+
+ |T (x1:m−2, 02)| ,
}
, k = 2,
|T (x1:k−2)|xk−1 |T (xk:m)|+
+
m−1∑
l=k
|T (x1:k−2, 0l−k+1)|xl |T (xl+1:m)|+
+ |T (x1:k−2, 0m−k+1)|xm + |T (x1:k−2, 0m−k+2)|
 , 3 ≤ k ≤ m− 1,
m−1∑
l=1
xl
2l−1 |T (xl+1:m)|+ m2m−1xm + m+12m , k = m.
(10.189)
10.6.3 Upper and lower bounds for |T (0n, x)| and |T (x, 0n)|
The next step is to obtain bounds for determinants with zeros in their arguments e.g. |T (0n, x)| ≥ cn |T (x)| and
|T (x, 0n)| ≥ c′n |T (x)|. In fact we will eventually prove Theorem 622.
Theorem 618 For m,n ≥ 1:
1 +m− |β|+ n− |γ|
(1 +m− |β|) (1 + n− |γ|) c
(m)
β c
(n)
γ =
1 + |1− (β, γ)|
(1 + |1− β|) (1 + |1− γ|)c
(m)
β c
(n)
γ
≤ c(m+n)(β,γ) (10.190)
≤ c(m)β c(n)γ , (10.191)
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and the inequalities are sharp. Indeed 1+m+n(1+m)(1+n)c
(m)
0
c
(n)
0
= c
(m+n)
0
and c
(m+n)
1
= c
(m)
1
c
(n)
1
= 1.
Also,
1
2
c
(m)
β c
(n)
γ ≤ c(m+n)(β,γ) ≤ c(m)β c(n)γ , (10.192)
except when β = (. . . , 0, 0) and γ = (0, 0, . . .).
Proof. From Theorem 610:
c
(m)
β =
 1, only isolated zeros,1+‖z(1)‖
2‖z(1)‖
× . . .× 1+‖z
(k)‖
2‖z(k)‖
, otherwvise,
(10.193)
c(n)γ =
 1, only isolated zeros,1+‖ζ(1)‖
2‖ζ(1)‖
× . . .× 1+‖ζ
(l)‖
2‖ζ(l)‖
, otherwvise.
(10.194)
Suppose β ∈ Rm and γ ∈ Rn.
Case 1 β,γ both have only isolated zeros. Here c
(m)
β = c
(n)
γ = 1.
Subcase 1.1 β = (. . . , 1) and γ = (1, . . .) c
(m+n)
(β,γ) = 1 = c
(m)
β c
(n)
γ .
Subcase 1.2 β = (. . . , 1) and γ = (0, 1, . . .) c
(m+n)
(β,γ) = 1 = c
(m)
β c
(n)
γ .
Subcase 1.3 β = (. . . , 1, 0) and γ = (1, . . .) c
(m+n)
(β,γ) = 1 = c
(m)
β c
(n)
γ .
Subcase 1.4 β = (. . . , 1, 0) and γ = (0, 1, . . .) Here (β, γ) has the single non-trivial zero sequence (0, 0)
so
c
(m+n)
(β,γ) =
3
4 =
3
4c
(m)
β c
(n)
γ .
Case 2 β has only isolated zeros but γ has a non-trivial zero sequence. Here c
(m)
β = 1.
Subcase 2.1 β = (. . . , 1) c
(m+n)
(β,γ) = c
(n)
γ = c
(m)
β c
(n)
γ .
Subcase 2.2 β = (. . . , 1, 0) and γ = (1, . . .) c
(m+n)
(β,γ) = c
(n)
γ = c
(m)
β c
(n)
γ .
Subcase 2.3 β = (. . . , 1, 0) and γ = (0, 1, . . .) c
(m+n)
(β,γ) =
3
4c
(n)
γ =
3
4c
(m)
β c
(n)
γ .
Subcase 2.4 β = (. . . , 1, 0) and γ = (0, 0, . . .) Here (β, γ) has the single non-trivial zero sequence (0, 0)
so
c
(m+n)
(β,γ) =
1 + 1 +
∥∥ζ(1)∥∥
21+‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
2 +
∥∥ζ(1)∥∥
21+‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1
2
2 +
∥∥ζ(1)∥∥
1 +
∥∥ζ(1)∥∥ 1 +
∥∥ζ(1)∥∥
2‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1
2
2 +
∥∥ζ(1)∥∥
1 +
∥∥ζ(1)∥∥c(n)γ
=
1 +
∥∥ζ(1)∥∥ /2
1 +
∥∥ζ(1)∥∥ c(n)γ ,
and hence
1
2
c
(m)
β c
(n)
γ < c
(m+n)
(β,γ) < c
(m)
β c
(n)
γ .
Case 3 β has a non-trivial zero sequence but γ has only isolated zeros. In a similar manner to Case 2 we
obtain
1
2
c
(m)
β c
(n)
γ < c
(m+n)
(β,γ) < c
(m)
β c
(n)
γ .
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Case 4 β,γ both have non-trivial zero sequences. Noting symmetry, there are five cases:
Subcase 4.1 β = (. . . , 1) The zero sequences of (β, γ) are z(1), . . . , z(k), ζ(1), . . . , ζ(k) and hence
c
(m+n)
(β,γ) =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
1 +
∥∥ζ(1)∥∥
2‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
= c
(m)
β c
(n)
γ .
Subcase 4.2 β = (. . . , 1, 0) and γ = (1, . . .)
As in Subcase 4.1 the zero sequences of (β, γ) are z(1), . . . , z(k), ζ(1), . . . , ζ(k) and hence
c
(m+n)
(β,γ) = c
(m)
β c
(n)
γ .
Subcase 4.3 β = (. . . , 1, 0) and γ = (0, 1, . . .)
The zero sequences of (β, γ) are z(1), . . . , z(k), (0, 0) , ζ(1), . . . , ζ(l) and hence
c
(m+n)
(β,γ) =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
3
4
1 +
∥∥ζ(1)∥∥
2‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
3
4
c
(m)
β c
(n)
γ ,
Subcase 4.4 β = (. . . , 1, 0) and γ = (0, 0, . . .)
The zero sequences of (β, γ) are z(1), . . . , z(k),
(
0, ζ(1)
)
, . . . , ζ(l) and hence
c
(m+n)
(β,γ) =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
2 +
∥∥ζ(1)∥∥
21+‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1
2
2 +
∥∥ζ(1)∥∥
1 +
∥∥ζ(1)∥∥ 1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k)∥∥
2‖z(k)‖
1 +
∥∥ζ(1)∥∥
21+‖ζ(1)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1
2
2 +
∥∥ζ(1)∥∥
1 +
∥∥ζ(1)∥∥c(m)β c(n)γ ,
so that
1
2
c
(m)
β c
(n)
γ < c
(m+n)
(β,γ) < c
(m)
β c
(n)
γ .
Subcase 4.5 β = (. . . , 0, 0) and γ = (0, 0, . . .)
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The zero sequences of (β, γ) are z(1), . . . , z(k−1),
(
z(k), ζ(1)
)
, ζ(2), . . . , ζ(l) and hence
c
(m+n)
(β,γ) =
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k−1)∥∥
2‖z(k−1)‖
1 +
∥∥z(k), ζ(1)∥∥
2‖z(k),ζ(1)‖
1 +
∥∥ζ(2)∥∥
2‖ζ(2)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .× 1 +
∥∥z(k−1)∥∥
2‖z(k−1)‖
1 +
∥∥z(k)∥∥+ ∥∥ζ(1)∥∥
2‖z(k)‖2‖ζ(1)‖
1 +
∥∥ζ(2)∥∥
2‖ζ(2)‖
× . . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1 +
∥∥z(k)∥∥+ ∥∥ζ(1)∥∥(
1 +
∥∥z(k)∥∥) (1 + ∥∥ζ(1)∥∥) 1 +
∥∥z(1)∥∥
2‖z(1)‖
× . . .
. . .× 1 +
∥∥z(k−1)∥∥
2‖z(k−1)‖
1 +
∥∥z(k)∥∥
2‖z(k)‖
1 +
∥∥ζ(1)∥∥
2‖ζ(1)‖
1 +
∥∥ζ(2)∥∥
2‖ζ(2)‖
× . . .
. . .× 1 +
∥∥ζ(l)∥∥
2‖ζ(l)‖
=
1 +
∥∥z(k)∥∥+ ∥∥ζ(1)∥∥(
1 +
∥∥z(k)∥∥) (1 + ∥∥ζ(1)∥∥)c(m)β c(n)γ .
Now 2 ≤ ∥∥z(k)∥∥ ≤ m− |β| = |1− β| and 2 ≤ ∥∥ζ(1)∥∥ ≤ n− |γ| = |1− γ| so
1
1 +m+ n
<
1 +m+ n
(1 +m) (1 + n)
≤ 1 +m− |β|+ n− |γ|
(1 +m− |β|) (1 + n− |γ|)
≤ 1 +
∥∥z(k)∥∥+ ∥∥ζ(1)∥∥(
1 +
∥∥z(k)∥∥) (1 + ∥∥ζ(1)∥∥)
≤ 5
9
,
and
1
1 +m+ n
≤ 1
1 +m− |β|+ n− |γ| <
1 +m− |β|+ n− |γ|
(1 +m− |β|) (1 + n− |γ|)
≤ 1 +
∥∥z(k)∥∥+ ∥∥ζ(1)∥∥(
1 +
∥∥z(k)∥∥) (1 + ∥∥ζ(1)∥∥)
≤ 5
9
,
or
1
1 +m+ n
≤ 1
1 + |1− (β, γ)| <
1 + |1− (β, γ)|
(1 + |1− β|) (1 + |1− γ|)
≤ 1 +
∥∥z(k)∥∥+ ∥∥ζ(1)∥∥(
1 +
∥∥z(k)∥∥) (1 + ∥∥ζ(1)∥∥)
≤ 5
9
.
Thus
1 + |1− (β, γ)|
(1 + |1− β|) (1 + |1− γ|)c
(m)
β c
(n)
γ ≤ c(m+n)(β,γ) ≤
5
9
c
(m)
β c
(n)
γ . (10.195)
These inequalities are sharp: equation 10.122 i.e. c
(m)
0
= m+12m , implies that the left inequality of 10.195 is an
equality whenever β = (1, 0p), 2 ≤ p ≤ m and γ = (1, 0q), 2 ≤ q ≤ n.
Remark 619 Inequality 10.191 can be written
1
1 +m− |β|c
(m)
β
1
1 + n− |γ|c
(n)
γ ≤
1
1 + (m+ n)− |(β, γ)|c
(m+n)
(β,γ)
Now we can prove:
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Theorem 620 Separation of variables Suppose u ∈ Rk′⊕ , v ∈ Rk
′′
⊕ and p = k
′ + k′′. Then
∑
β≤1
|β|=q
c
(p)
β (u, v)
β ≥
min{q,k′}∑
l=
max{q−k′′,0}
1 + p− q
(1 + k′ − l) (1 + k′′ − q + l)
∑
β′≤1
|β′|=l
c
(k′)
β′ u
β′
∑
β′′≤1
|β′′|=q−l
c
(k′′)
β′′ v
β′′ , (10.196)
when 0 ≤ q ≤ p.
Proof. Applying inequality 10.190 of Theorem 618 to 10.198 below:
∑
β≤1
|β|=q
c
(p)
β (u, v)
β
=
∑
β′≤1k′
β′′≤1k′′
|β|=q
c
(p)
β′,β′′u
β′vβ
′′
(10.197)
=
∑
β′≤1k′
β′′≤1k′′|β′|+|β′′|=q
c
(p)
β′,β′′u
β′vβ
′′
=
∑
β′≤1k′
β′′≤1k′′|β′′|=q−|β′|
c
(p)
β′,β′′u
β′vβ
′′
=
∑
β′≤1k′
0≤|β′|≤q
uβ
′ ∑
β′′≤1k′′|β′′|=q−|β′|
c
(p)
β′,β′′v
β′′
=
q∑
l=0
∑
β′≤1k′|β′|=l
uβ
′ ∑
β′′≤1k′′|β′′|=q−|β′|
c
(p)
β′,β′′v
β′′
=
q∑
l=0
∑
β′≤1k′|β′|=l
uβ
′ ∑
β′′≤1k′′|β′′|=q−l
c
(p)
β′,β′′v
β′′
=
min{q,k′}∑
l=0
∑
β′≤1k′|β′|=l
uβ
′ ∑
β′′≤1k′′|β′′|=q−l
c
(p)
β′,β′′v
β′′ (10.198)
≥
min{q,k′}∑
l=0
∑
β′≤1k′|β′|=l
uβ
′ ∑
β′′≤1k′′|β′′|=q−l
1 + k′ − |β′|+ k′′ − |β′′|
(1 + k′ − |β′|) (1 + k′′ − |β′′|)c
(k′)
β′ c
(k′′)
β′′ v
β′′ (10.199)
=
min{q,k′}∑
l=0
∑
β′≤1
|β′|=l
c
(k′)
β′ u
β′
∑
β′′≤1
|β′′|=q−l
1 + p− q
(1 + k′ − l) (1 + k′′ − q + l)c
(k′′)
β′′ v
β′′
=
min{q,k′}∑
l=0
1 + p− q
(1 + k′ − l) (1 + k′′ − q + l)
∑
β′≤1
|β′|=l
c
(k′)
β′ u
β′
∑
β′′≤1
|β′′|=q−l
c
(k′′)
β′′ v
β′′ . (10.200)
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But we must have q − l ≤ k′′ i.e. l ≥ q − k′′. Hence
∑
β≤1
|β|=q
c
(p)
β (u, v)
β ≥
min{q,k′}∑
l=max{q−k′′,0}
1 + p− q
(1 + k′ − l) (1 + k′′ − q + l)
∑
β′≤1
|β′|=l
c
(k′)
β′ u
β′
∑
β′′≤1
|β′′|=q−l
c
(k′′)
β′′ v
β′′ ,
which is 10.196.
Remark 621 (not referenced) Inequality 10.196 can be written:
1
1 + p− q
∑
β≤1
|β|=q
c
(p)
β (u, v)
β
≥
min{q,k′}∑
l=max{q−k′′,0}
1
(1 + k′ − l) (1 + k′′ − (q − l)
∑
β′≤1
|β′|=l
c
(k′)
β′ u
β′
∑
β′′≤1
|β′′|=q−l
c
(k′′)
β′′ v
β′′
=
min{q,k′}∑
l=max{q−k′′,0}
1
1 + k′ − l
∑
β′≤≥1
|β′|=l
c
(k′)
β′ u
β′ 1
1 + k′′ − (q − l)
∑
β′′≤1
|β′′|=q−l
c
(k′′)
β′′ v
β′′
=
min{q,k′}∑
l=max{q−k′′,0}
1
1 + k′ − l
∑
β′≤1
|β′|=l
c
(k′)
β′ u
β′ 1
1 + k′′ − (q − l)
∑
β′′≤1
|β′′|=q−l
c
(k′′)
β′′ v
β′′ ,
so that if
κkl (z) :=
1
1 + k − l
∑
β≤1
|β|=l
c
(k)
β z
β, z ∈ Rk, 0 ≤ l ≤ k,
the estimate 10.196 can be also written
κpq (u, v) ≥
min{q,k′}∑
l=max{q−k′′,0}
κk
′
l (u)κ
k′′
q−l (v) , 0 ≤ q ≤ p, u ∈ Rk
′
⊕ , v ∈ Rk
′′
⊕ .
When now derive our upper and lower bounds which remove leading and trailing zeros from the arguments of
the determinants:
Theorem 622 (10.228) For n ≥ 1,
|T (0n)| = c(n)0 =
1 + n
2n
, (10.201)
and for p ≥ 1:
|T (0n, x)| ≥ 1 + n+ p
1 + p
1
2n
|T (x)| , x ∈ Rp⊕, (10.202)
which is exact when x = 0p. Also
|T (x, 0n)| ≥ 1 + n+ p
1 + p
1
2n
|T (x)| , x ∈ Rp⊕, (10.203)
which is exact when x = 0p, Finally
|T (0n, x)| < |T (x)| , x ∈ Rp⊕, (10.204)
and
|T (x, 0n)| < |T (x)| , x ∈ Rp⊕. (10.205)
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Proof. From 10.82,
T (x) =
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β x
β = c
(m)
0
+
m∑
k=1
∑
β≤1
|β|=k
c
(m)
β x
β , x ∈ Rm,
so that T (0n) = c
(n)
0
. Further, from Theorem 618,
c
(n+p)
(β′,β′′) ≥
1 + n− |β′|+ p− |β′′|
(1 + n− |β′|) (1 + p− |β′′|) c
(n)
β′ c
(p)
β′′ ,
so
|T (0n, x)| =
n+p∑
k=0
∑
β′≤1n,β′′≤1p
|β′|+|β′′|=k
c
(n+p)
β′,β′′ (0n, x)
(β′,β′′)
=
n+p∑
k=0
∑
β′′≤1p
|β′′|=k
c
(n+p)
0n,β′′x
β′′
≥
n+p∑
k=0
∑
β′′≤1p
|β′′|=k
1 + n+ p− |β′′|
(1 + n) (1 + p− |β′′|)c
(n)
0
c
(p)
β′′x
β′′
= c
(n)
0
n+p∑
k=0
∑
β′′≤1
|β′′|=k
1 + n+ p− k
(1 + n) (1 + p− k)c
(p)
β′′x
β′′
= c
(n)
0
n+p∑
k=0
1 + n+ p− k
(1 + n) (1 + p− k)
∑
β′′≤1
|β′′|=k
c
(p)
β′′x
β′′
=
c
(n)
0
1 + n
p∑
k=0
1 + n+ p− k
1 + p− k
∑
β′′≤1
|β′′|=k
c
(p)
β′′x
β′′
=
c
(n)
0
1 + n
p∑
k=0
(
1 +
n
1 + p− k
) ∑
β′′≤1
|β′′|=k
c
(p)
β′′x
β′′
≥ c
(n)
0
1 + n
p∑
k=0
(
1 +
n
1 + p
) ∑
β′′≤1
|β′′|=k
c
(p)
β′′x
β′′ =
=
1 + n+ p
(1 + n) (1 + p)
c
(n)
0
p∑
k=0
∑
β′′≤1
|β′′|=k
c
(p)
β′′x
β′′
=
1 + n+ p
(1 + n) (1 + p)
c
(n)
0
|T (x)|
=
1 + n+ p
(1 + n) (1 + p)
1 + n
2n
|T (x)|
=
1 + n+ p
1 + p
1
2n
|T (x)| .
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Regarding 10.203, from Corollary 612 the reverse order permutation R satisfies |T (x)| = |T (Rx)| for all x so
|T (x, 0n)| = |T (R (x, 0n))| = |T (0n,Rx)| ≥ 1 + n+ p
1 + p
1
2n
|T (Rx)|
=
1 + n+ p
1 + p
1
2n
|T (x)| .
Regarding 10.204 and 10.205: from 10.75, |T (a)| = (1 + a1) |T (a2:m)| − 14 |T (a3,m)| so
|T (0n, x)| < |T (0n−1, x)| < . . . < |T (0, x)| .
If dim x > 1 then |T (0n, x)| < |T (x)| and if dimx = 1 then |T (0, x)| =
∣∣∣∣ 1 −1/2−1/2 1 + x
∣∣∣∣ = 34 +x < 1+x = |T (x)|.
Further,
|T (x, 0n)| = |T (R (x, 0n))| = |T (0n,Rx)| < |T (Rx)| = |T (x)| .
Remark 623 The upper bound 10.204 will be improved on below in 10.229.
10.6.4 Upper bounds for 1
v
|T−1∆Xf |max and |µ (f)|max
The next theorem will be derived by using the lower bounds 10.202 and 10.203 to eliminate the zeros from the
equations 10.188 and 10.189 which have terms with factors such as |T (0k−j , xk+1:m)| and |T (x1:k−2, 0l−k+1)|.
Theorem 624 If m ≥ 4 and x ∈ Rm⊕ then
|T (x)| ≥ (x1 + m+1m 12) |T (x2:m)| , k = 1,
|T (x)| ≥
 mm−k+1 x12k−1 + k∑
n=2
m−n+1
m−k+1
xn
2k−n |T (x1:n−1)|+
+ m+1m−k+1
1
2k
 |T (xk+1:m)| , 2 ≤ k ≤ m− 1,
|T (x)| = m x12m−1 +
m∑
n=2
(m− n+ 1) |T (x1:n−1)| xn2m−n + m+12m , k = m,
(10.206)
and,
|T (x)| =
m−1∑
n=1
n xn2n−1 |T (xn+1:m)|+m xm2m−1 + m+12m , k = 1,
|T (x)| ≥ |T (x1:k−1)|
(
m−1∑
n=k
n
k
xn
2n−k |T (xn+1:m)|+ mk xm2m−k + m+1k 12m−k+1
)
, 2 ≤ k ≤ m− 1,
|T (x)| ≥ |T (x1:m−1)|
(
xm +
m+1
m
1
2
)
, k = m,
(10.207)
Proof. We first prove the bounds 10.206 by applying the lower bound 10.202:
|T (0p, xl:m)| ≥ 2 + p+m− l
2 +m− l
1
2p
|T (x)| ,
to equation 10.188.
Case A1 When k = 1 in 10.188:
|T (x)| = x1 |T (x2:m)|+ |T (0, x2:m)| ≥ x1 |T (x2:m)|+ 1 +m
1 +m− 1
1
2
|T (x2:m)|
= x1 |T (x2:m)|+ 1 +m
m
1
2
|T (x2:m)|
=
(
x1 +
m+ 1
m
1
2
)
|T (x2:m)| . (10.208)
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Case B1 When k = 2 in 10.188:
|T (x)| = x1 |T (0, x3:m)|+ |T (x1)|x2 |T (x3:m)|+ |T (02, x3:m)|
≥ x1 2 +m− 2
1 +m− 2
1
2
|T (x3:m)|+ |T (x1)|x2 |T (x3:m)|+ 1 +m− 2 + 1
1 +m− 2
1
2p
|T (x3:m)|
=
(
m
m− 1
1
2
x1 + |T (x1)|x2 + m
m− 1
1
22
)
|T (x3:m)| .
Case C1 When 3 ≤ k ≤ m− 1 in 10.188:
|T (x)| = x1 |T (0k−1, xk+1:m)|+
k−1∑
n=2
|T (x1:n−1)|xn |T (0k−n, xk+1:m)|+
+ |T (x1:k−1)|xk |T (xk+1:m)|+ |T (0k, xk+1:m)|
≥ m
m− k + 1
1
2k−1
x1 |T (xk+1:m)|+
k−1∑
n=2
m− n+ 1
m− k + 1
1
2k−n
|T (x1:n−1)|xn |T (xk+1:m)|+
+ |T (x1:k−1)|xk |T (xk+1:m)|+ m+ 1
m− k + 1
1
2k
|T (xk+1:m)|
=
(
k−1∑
n=1
m− n+ 1
m− k + 1
1
2k−n
|T (x1:n−1)|xn + |T (x1:k−1)|xk + m+ 1
m− k + 1
1
2k
)
|T (xk+1:m)|
=
(
k∑
n=1
m− n+ 1
m− k + 1
1
2k−n
|T (x1:n−1)|xn + m+ 1
m− k + 1
1
2k
)
|T (xk+1:m)| .
Case D1 We will use the equation of case k = m of 10.188.
This proves 10.206.
Next to prove 10.207 by applying the following consequence of 10.203:
|T (x1:p, 0q)| ≥ 1 + p+ q
1 + p
1
2q
|T (x1:p)| , x1:p > 0, (10.209)
to the equations 10.189.
Case A2 Starting with the case k = 1 of 10.189:
|T (x)| = |T (x1:m−1)|xm + |T (x1:m−1, 0)|
≥ |T (x1:m−1)|xm + m+ 1
m
1
2
|T (x1:m−1)|
= |T (x1:m−1)|
(
xm +
m+ 1
m
1
2
)
. (10.210)
Case B2 Starting with the case k = 2 of 10.189:
|T (x)| = |T (x1:m−2)|xm−1 |T (xm)|+ |T (x1:m−2, 0)|xm + |T (x1:m−2, 02)|
≥ |T (x1:m−2)|xm−1 |T (xm)|+ m
m− 1
1
2
|T (x1:m−2)|xm + m+ 1
m− 1
1
22
|T (x1:m−2)|
= |T (x1:m−2)|
(
xm−1 |T (xm)|+ m
m− 1
xm
2
+
m+ 1
m− 1
1
22
)
. (10.211)
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Case C2 Starting with the case 3 ≤ k ≤ m− 1 of 10.189:
|T (x)| = |T (x1:m−k)|xm−k+1 |T (xm−k+2:m)|+
+
m−1∑
n=m−k+2
|T (x1:m−k, 0n+k−m−1)|xn |T (xn+1:m)|+
+ |T (x1:m−k, 0k−1)|xm + |T (x1:m−k, 0k)|
≥ |T (x1:m−k)|xm−k+1 |T (xm−k+2:m)|+
+
m−1∑
n=m−k+2
n
m− k + 1
1
2n+k−m−1
|T (x1:m−k)|xn |T (xn+1:m)|+
+
m
m− k + 1
1
2k−1
|T (x1:m−k)|xm + m+ 1
m− k + 1
1
2k
|T (x1:m−k)|
= |T (x1:m−k)|
 xm−k+1 |T (xm−k+2:m)|+ m−1∑
n=m−k+2
n
m−k+1
xn
2n+k−m−1 |T (xn+1:m)|+
+ mm−k+1
xm
2k−1 +
m+1
m−k+1
1
2k

= |T (x1:m−k)|
 m−1∑
n=m−k+1
n
m−k+1
xn
2n+k−m−1 |T (xn+1:m)|+ mm−k+1 xm2k−1+
+ m+1m−k+1
1
2k
 .
Next apply the transformation k → m− k + 1 to give
|T (x)| = |T (x1:k−1)|
(
m−1∑
n=k
n
k
xn
2n−k
|T (xn+1:m)|+ m
k
xm
2m−k
+
m+ 1
k
1
2m−k+1
)
, 2 ≤ k ≤ m− 2. (10.212)
Case D2 We will use the equation of case k = m of 10.189:
|T (x)| =
m−1∑
n=1
n
2n−1
xn |T (xn+1:m)|+ m
2m−1
xm +
m+ 1
2m
. (10.213)
Now if we substitute k = 1 into 10.212 and apply the notation of Definition 597 we obtain 10.213. If we
substitute k = m − 1 into 10.212 and apply the notation of Definition 597 we obtain 10.211. If we substitute
k = m into 10.212, assume
m−1∑
n=m
. . . := 0 and then apply the notation of Definition 597 we obtain 10.210.
We now apply Theorem 624 to obtain:
Corollary 625 Suppose x ∈ Rm⊕ and m ≥ 4. Then:
|T (x)| =
m−1∑
n=1
xn
2n−1 |T (xn+1:m)|+ xm2m−1 + 12m , k = 1,
|T (x)| ≥

1
2 |T (x1:k−1)|
(
m−1∑
n=k
xn
2n−k |T (xn+1:m)|+ xm2m−k + 12m−k+1
)
+
+ 12
(
x1
2k−1 +
k∑
n=2
|T (x1:n−1)| xn2k−n + 12k
)
|T (xk+1:m)|
 , 2 ≤ k ≤ m− 1,
|T (x)| = x12m−1 +
m∑
n=2
|T (x1:n−1)| xn2m−n + 12m , k = m.
(10.214)
Proof. Suppose m ≥ 4. Then from 10.206,
|T (x)| ≥ (x1 + 12) |T (x2:m)| , k = 1,
|T (x)| ≥
(
x1
2k−1 +
k∑
n=2
|T (x1:n−1)| xn2k−n + 12k
)
|T (xk+1:m)| , 2 ≤ k ≤ m− 1,
|T (x)| = x12m−1 +
m∑
n=2
|T (x1:n−1)| xn2m−n + 12m , k = m,
(10.215)
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and from 10.207,
|T (x)| =
m−1∑
n=1
xn
2n−1 |T (xn+1:m)|+ xm2m−1 + 12m , k = 1,
|T (x)| ≥ |T (x1:k−1)|
(
m−1∑
n=k
xn
2n−k |T (xn+1:m)|+ xm2m−k + 12m−k+1
)
, 2 ≤ k ≤ m− 1,
|T (x)| ≥ |T (x1:m−1)|
(
xm +
1
2
)
, k = m,
(10.216)
Adding terms with the same value of k : 2 ≤ k ≤ m− 1 yields this corollary.
Corollary 626 Recall that T = T (x; 1) where x = 1v∆1X and v = ρN . Then if f ∈ C(0)B (Ω) and Df ∈ L∞ (Ω):
1
v
∣∣T−1∆Xf ∣∣max ≤ 2 ‖Df‖∞;Ω , (10.217)
and
|µ (f)|max ≤ 2 ‖Df‖∞;Ω + |µ1 (f)| , (10.218)
when N ≥ 4 and ρ > 0.
Proof. From 10.183,
1
v
∣∣(T−1∆Xf)k∣∣
≤ ‖Df‖∞;Ω ×

1
|T (x)|
(
N−2∑
n=1
xn
2n−1 |T (xn+1:N−1)|+ xN−12N−2
)
, k = 1,
|T (xk+1:N−1)|
|T (x)|
(
x1
2k−1 +
k∑
n=2
|T (x1:n−1)| xn2k−n
)
+
+ |T (x1:k−1)||T (x)|
(
N−2∑
n=k+1
xn
2n−k |T (xn+1:N−1)|+ xN−12N−1−k
)
 , 2 ≤ k ≤ N − 2,
1
|T (x)|
(
x1
2N−2 +
N−1∑
n=2
|T (x1:n−1)| xn2N−1−n
)
, k = N − 1,
Set m = N − 1. The case k = 1 of 10.214 now implies
N−2∑
n=1
xn
2n−1
|T (xn+1:N−1)|+ xN−1
2N−2
=
m−1∑
n=1
xn
2n−1
|T (xn+1:m)|+ xm
2m−1
< |T (x)| ,
so that
1
v
∣∣(T−1∆Xf)1∣∣ ≤ ‖Df‖∞;Ω|T (x)|
(
N−2∑
n=1
xn
2n−1
|T (xn+1:N−1)|+ xN−1
2N−2
)
< ‖Df‖∞;Ω .
Similarly when k = N − 1 we obtain
1
v
∣∣∣(T−1∆Xf)N−1∣∣∣ < ‖Df‖∞;Ω .
The case 2 ≤ k ≤ m− 1 of 10.214 implies
|T (x)| ≥ 1
2
|T (xk+1:m)|
(
x1
2k−1
+
k∑
n=2
|T (x1:n−1)| xn
2k−n
)
+
+
1
2
|T (x1:k−1)|
(
m−1∑
n=k+1
xn
2n−k
|T (xn+1:m)|+ xm
2m−k
)
=
1
2
|T (xk+1:N−1)|
(
x1
2k−1
+
k∑
n=2
|T (x1:n−1)| xn
2k−n
)
+
+
1
2
|T (x1:k−1)|
(
N−2∑
n=k+1
xn
2n−k
|T (xn+1:N−1)|+ xN−1
2N−1−k
)
,
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so that
|T (xk+1:N−1)|
|T (x)|
(
x1
2k−1
+
k∑
n=2
|T (x1:n−1)| xn
2k−n
)
+
+
|T (x1:k−1)|
|T (x)|
(
N−2∑
n=k+1
xn
2n−k
|T (xn+1:N−1)|+ xN−1
2N−1−k
)
≤ 2,
and thus
1
v
∣∣(T−1∆Xf)k∣∣ ≤ 2 ‖Df‖∞;Ω , 2 ≤ k ≤ N − 2.
Substituting this upper bound into 10.178 proves the second inequality 10.218.
10.7 Upper bounds for the Exact smoother derivative
The goal of this section is to derive the upper bound ‖Ds‖∞;Ω ≤ 2 ‖f‖∞;Ω +max {5, 2 + ρN} ‖Df‖∞;Ω, on the
assumption that diamΩ ≤ 1, f ∈ C(0)B (Ω) andDf ∈ L∞ (Ω). This is Theorem 628. We also derive a corresponding
result for the scaled hat basis function.
The estimate 10.218, namely |µ (f)|max ≤ 2 ‖Df‖∞;Ω + |µ1 (f)|, means that if we can derive an upper bound
for |µ1 (f)| then we are done. The approach is to first prove the preliminary estimates and equations of the next
two subsections.
In Subsection 10.7.3 we start with formula 10.43:
µ1 (f) =
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf
v
((
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β) .
and use the formulas 10.72 and 10.54 etc. to write βTT−1β and βTT−1∆Xf in terms of 1/ |T | and the sub-
determinants |Ti:j |.
We will show that the denominator exceeds 1 so that
|µ1 (f)| ≤
∣∣f (x(1))∣∣+ ∣∣f (x(N))∣∣
v
((
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β) + 12
∣∣βTT−1∆Xf ∣∣
v
((
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β)
≤ 2 ‖f‖∞,Ω +
1
2
∣∣βTT−1∆Xf ∣∣
v
((
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β) ,
and the estimate 10.24:
∣∣∣∣∆1f(x(n))∆1x(n)
∣∣∣∣ ≤ ‖Df‖∞;Ω is used to show the second term is bounded above by
max {5, 2 + ρN} ‖Df‖∞;Ω. But from 10.7, ‖Ds‖∞;Ω = |µ (f)|max, so
‖Ds‖∞;Ω ≤ 2 ‖f‖∞,Ω + {5, 2 + ρN} ‖Df‖∞;Ω .
10.7.1 Bounds for T (0n, x)− T (0n+m)
In this subsection we will derive the bounds 10.228 for T (0n, x) − T (0n+m) which are in effect better bounds
for T (0n, x) than those of 10.204. These results will be used to obtain an upper bound for the numerator of the
formula 10.43 for µ1 (f).
From 10.204,
|T (0n, x)| ≤ |T (x)| , n ≥ 0, (10.219)
where from Definition 597, 00 := {} is the empty sequence. The rest of this subsubsection will be devoted to
improving this estimate and obtaining some related lower bounds. From 10.73, for x ∈ Rm, m ≥ 2,
|T (0n, x)| =

|T (00, x)| , n = 0,
|T (x)| − 14 |T (x2:m)| , n = 1,|T (01, x)| − 14 |T (x)| , n = 2,|T (0n−1, x)| − 14 |T (0n−2, x)| , n ≥ 3.
(10.220)
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This system of equations can be interpreted as a linear recurrence relation in |T (0n, x)|. The auxiliary equation
is u2 − u+ 1/4 which has repeated root 1/2 and so the general solution has the form 12n (A+Bn). Thus
|T (00, x)| = |T (x)| = A,
|T (01, x)| = (A+B) 1
2
= (|T (x)|+B) 1
2
=
1
2
|T (x)|+ 1
2
B,
so that A = |T (x)| and B = 2 |T (01, x)| − |T (x)| and hence for n ≥ 0 and m ≥ 2,
|T (0n, x)| = 1
2n
(A+Bn)
=
1
2n
(|T (x)|+ (2 |T (01, x)| − |T (x)|)n)
=
1
2n
(|T (x)|+ 2n |T (01, x)| − n |T (x)|)
=
1
2n
(2n |T (01, x)| − (n− 1) |T (x)|) (10.221)
=
1
2n
(
2n
(
|T (x)| − 1
4
|T (x2:m)|
)
− (n− 1) |T (x)|
)
=
1
2n
(
(n+ 1) |T (x)| − n
2
|T (x2:m)|
)
. (10.222)
From 10.222 and 10.219:
|T (0n, x)| < n+ 1
2n
|T (x)| = |T (0n)| |T (x)| , x ∈ Rm⊕ ; m,n ≥ 1, (10.223)
which improves on 10.219. However, there is inequality when x = 0.
We obtain equality when x = 0m as follows. From 10.222:
|T (0n, x)|
=
1
2n
(
(n+ 1) (|T (x)| − |T (0m)|+ |T (0m)|)− n
2
(|T (x2:m)| − |T (0m−1)|+ |T (0m−1)|)
)
=
1
2n
(
(n+ 1) (|T (x)| − |T (0m)|) + (n+ 1) |T (0m)| − n2 (|T (x2:m)| − |T (0m−1)|)−−n2 |T (0m−1)|
)
=
1
2n
(
(n+ 1) (|T (x)| − |T (0m)|)− n
2
(|T (x2:m)| − |T (0m−1)|)
)
−
− 1
2n
n
2
|T (0m−1)|+ 1
2n
(n+ 1) |T (0m)|
=
1
2n
{
(n+ 1) (|T (x)| − |T (0m)|)− n
2
(|T (x2:m)| − |T (0m−1)|)
}
−
− 1
2n
n
2
m
2m−1
+
1
2n
(n+ 1)
m+ 1
2m
,
which becomes on rearranging
|T (0n, x)| − |T (0m+n)| = 1
2n
(
(n+ 1) (|T (x)| − |T (0m)|)− n
2
(|T (x2:m)| − |T (0m−1)|)
)
.
Thus
|T (0n, x)| − |T (0m+n)| ≤ n+ 1
2n
(|T (x)| − |T (0m)|) , x ∈ Rm⊕ , m ≥ 1, (10.224)
with equality when x = 0m. This can be rewritten as
|T (0n, x)| ≤ n+ 1
2n
|T (x)| − mn
2m+n
, x ∈ Rm⊕ , m ≥ 1, (10.225)
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with equality when x = 0m. These (equivalent) inequalities improve on both 10.223 and 10.219. Now
|T (01, x)| − |T (0m+1)| = |T (0, x)| − |T (0m+1)|
=
m+1∑
k=1
∑
β≤1m+1
|β|=k
c
(m+1)
β (0, x)
β
=
m+1∑
k=1
∑
β≤1m+1
β1+|β′|=k
c
(m+1)
β1,β′ 0
β1xβ
′
=
m∑
k=1
∑
β′≤1m
|β′|=k
c
(m+1)
0,β′ x
β′ .
On the other hand, by part 6 of Theorem 616: 12
m+1
m c
(m)
β′ ≤ c(m+1)0,β′ when β′ > 0m and m ≥ 1, so that
|T (01, x)| − |T (0m+1)| ≥ 1
2
m+ 1
m
m∑
k=1
∑
β′≤1,|β′|=k
c
(m)
β′ x
β′
=
1
2
m+ 1
m
 m∑
k=0
∑
β′≤1,|β′|=k
c
(m)
β′ x
β′ − |T (0m)|

=
1
2
m+ 1
m
(|T (x)| − |T (0m)|) , m ≥ 1,
and n applications yields
|T (0n, x)| − |T (0m+n)| ≥ 1
2
m+ n
m+ n− 1 (|T (0n−1, x)| − |T (0m+n−1)|)
≥ 1
22
m+ n
m+ n− 1
m+ n− 1
m+ n− 2 (|T (0n−2, x)| − |T (0m+n−2)|)
≥ 1
2n
(
m+ n
m+ n− 1
m+ n− 1
m+ n− 2 . . .
m+ 1
m
)
(|T (x)| − |T (0m)|)
=
1
2n
m+ n
m
(|T (x)| − |T (0m)|)
=
1
2n
(
1 +
n
m
)
(|T (x)| − |T (0m)|) , (10.226)
or on rearranging
|T (0n, x)| ≥ 1
2n
(
1 +
n
m
)
|T (x)| − 1
2n
(
1 +
n
m
)
|T (0m)|+ |T (0m+n)|
=
1
2n
(
1 +
n
m
)
|T (x)| −
(
1 +
n
m
) m+ 1
2m+n
+
m+ n+ 1
2m+n
=
1
2n
(
1 +
n
m
)
|T (x)| − 1
2m+n
{(
1 +
n
m
)
(m+ 1)− (m+ n+ 1)
}
=
1
2n
(
1 +
n
m
)
|T (x)| − 1
2m+n
{
m+ n+ 1 +
n
m
− (m+ n+ 1)
}
=
1
2n
(
1 +
n
m
)
|T (x)| − 1
2m+n
n
m
. (10.227)
Combining 10.224 with 10.226 gives for x ∈ Rm⊕ and m,n ≥ 1,
0 <
1
2n
(
1 +
n
m
)
(|T (x)| − |T (0m)|) ≤ |T (0n, x)| − |T (0m+n)|
≤ 1
2n
(1 + n) (|T (x)| − |T (0m)|) , (10.228)
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so 10.225 and 10.227 can be combined to give: if x ∈ Rm⊕ and m,n ≥ 1 then
0 <
1
2n
(
1 +
n
m
)
|T (x)| − 1
2m+n
n
m
≤ |T (0n, x)| ≤ 1
2n
(1 + n) |T (x)| − mn
2m+n
. (10.229)
10.7.2 Lower bounds for |T (a)|
This subsection is devoted to the derivation of the lower bounds 10.236 and 10.237 for T (a) which will be used
to estimate the numerator of the formula 10.43 for µ1 (f). The bound for 10.236 involves linear combinations
of terms like ak |T (ak+1:m)| and the bound 10.237 involves linear combinations of terms like |T (a1:j−1)|aj . The
approximations in this subsection all derive from part 1 of Theorem 616.
From Definition 597 above
al:m := (ak)
m
k=l ∈ Rm−l+1+ .
If m ≥ 2: ∑
β≤1
|β|=k
c
(m)
β a
β =
∑
(β1,β′′)≤1
|β1,β′′|=k
c
(m)
β1,β′′ (a1a2:m)
β
=
∑
(β1,β′′)≤1
|β1,β′′|=k
c
(m)
β1,β′′a
β1
1 a
β′′
2:m
=
∑
(1,β′′)≤1
|1,β′′|=k
c
(m)
1,β′′a1a
β′′
2:m +
∑
(0,β′′)≤1
|0,β′′|=k
c
(m)
0,β′′a
β′′
2:m
= a1
∑
β′′≤1
|β′′|=k−1
c
(m)
1,β′′a
β′′
2:m +
∑
β′′≤1
|β′′|=k
c
(m)
0,β′′a
β′′
2:m.
It is now more convenient to write∑
β≤1
|β|=k
c
(m)
β a
β = a1
∑
β≤1
|β|=k−1
c
(m)
1,β a
β
2:m +
∑
β≤1
|β|=k
c
(m)
0,β a
β
2:m.
Since the non-trivial sequences of zeros in (1, β) and β are identical, Theorem 610 tells us that c
(m)
1,β = c
(m−1)
β .
Also by part 1 of Theorem 616, 12c
(m−1)
β < c
(m)
0,β < c
(m−1)
β . Hence we have the upper and lower bounds: for
1 ≤ k ≤ m− 1 and m ≥ 2,
a1
∑
β≤1
|β|=k−1
c
(m−1)
β a
β
2:m +
1
2
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m <
∑
β≤1
|β|=k
c
(m)
β a
β
< a1
∑
β≤1
|β|=k−1
c
(m−1)
β a
β
2:m +
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m, (10.230)
and thus
a1
m−1∑
k=1
∑
β≤1
|β|=k−1
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=1
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m
<
m−1∑
k=1
∑
β≤1
|β|=k
c
(m)
β a
β
< a1
m−1∑
k=1
∑
β≤1
|β|=k−1
c
(m−1)
β a
β
2:m +
m−1∑
k=1
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m,
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i.e.
a1
m−2∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=1
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m
<
m−1∑
k=1
∑
β≤1
|β|=k
c
(m)
β a
β
< a1
m−2∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m +
m−1∑
k=1
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m. (10.231)
Since we are dealing with Tms we want to complete the outer summations in the LHS of 10.231. Noting from
10.122 that c
(m)
0
= m+12m and from 10.91 that c
(m)
1
= 1, we are lead to the following sequence of inequalities:
a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m − a1
∑
β≤1
|β|=m−1
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m −
1
2
∑
β≤1
|β|=0
c
(m−1)
β a
β
2:m
<
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β −
∑
β≤1
|β|=0
c
(m)
β a
β −
∑
β≤1
|β|=m
c
(m)
β a
β ,
a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m − a1
∑
β≤1
|β|=m−1
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m −
1
2
∑
β≤1
|β|=0
c
(m−1)
β a
β
2:m
<
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β −
∑
β≤1
|β|=0
c
(m)
β a
β −
∑
β≤1
|β|=m
c
(m)
β a
β ,
a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m − c(m−1)1 a1a12:m +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m −
1
2
c
(m−1)
0
<
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β − c(m)
0
− c(m)
1
a1,
a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m − a1 +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m −
1
2
m
2m−1
<
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β − m+ 1
2m
− a1,
a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m −
m
2m
<
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β − m+ 1
2m
,
a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m <
m∑
k=0
∑
β≤1
|β|=k
c
(m)
β a
β − 1
2m
,
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a1
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m +
1
2
m−1∑
k=0
∑
β≤1
|β|=k
c
(m−1)
β a
β
2:m +
1
2m
<
m∑
k=1
∑
β≤1
|β|=k
c
(m)
β a
β ,
when m ≥ 2, (10.232)
so that
a1 |T (a2:m)|+ 1
2
|T (a2:m)|+ 1
2m
< |T (a)| , m ≥ 2. (10.233)
When we replace a by a2:m we get
a2 |T (a3:m)|+ 1
2
|T (a3:m)|+ 1
2m−1
< |T (a2:m)| , m ≥ 3,
and substituting for the second occurrence of Tm−2 (a3:m) in 10.233 gives
a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ 1
22
|T (a3:m)|+ 2
2m
< |T (a)| , m ≥ 3. (10.234)
When we replace a by a3:m in 10.233 we get
a3 |T (a4:m)|+ 1
2
|T (a4:m)|+ 1
2m−2
< |T (a3:m)| , m ≥ 4,
and substituting for the second occurrence of |T (a3:m)| in 10.234 gives for m ≥ 4 :
a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ 1
22
(
a3 |T (a4:m)|+ 1
2
|T (a4:m)|+ 1
2m−2
)
+
1
2m−1
= a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ a3
22
|T (a4:m)|+ 1
23
|T (a4:m)|+ 1
2m
+
1
2m−1
= a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ a3
22
|T (a4:m)|+ 1
23
|T (a4:m)|+ 3
2m
< |T (a)| . (10.235)
Noting 10.233, 10.234 and 10.235 we suspect that in general for m ≥ j,
a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ . . .+ aj−1
2j−2
|T (aj:m)|+ 1
2j−1
|T (aj:m)|+ j − 1
2m
< |T (a)| ,
so that when j = m and m ≥ 2:
a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ . . .+ am−1
2m−2
|T (am,m)|+ 1
2m−1
|T (am,m)|+ m− 1
2m
= a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ . . .+ am−1
2m−2
|T (am,m)|+ am + 1
2m−1
+
m− 1
2m
= a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ . . .+ am−1
2m−2
|T (am,m)|+ am
2m−1
+
1
2m−1
+
m− 1
2m
= a1 |T (a2:m)|+ a2
2
|T (a3:m)|+ . . .+ am−1
2m−2
|T (am,m)|+ am
2m−1
+
m+ 1
2m
< |T (a)|
or more compactly
m∑
k=1
ak
2k−1
|T (ak+1:m)| < |T (a)| − m+ 1
2m
, m ≥ 2, a ∈ Rm+ . (10.236)
From Corollary 612 the reverse order permutation satisfies (Ra)k = am+1−k and so
m∑
k=1
(Ra)k
2k−1
∣∣T ((Ra)k+1:m)∣∣ = m∑
k=1
am+1−k
2k−1
|T (a1:m−k)| < |T (Ra)| − m+ 1
2m
= |T (a)| − m+ 1
2m
,
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i.e.
m∑
k=1
am+1−k
2k−1
|T (a1:m−k)| =
m∑
j=1
aj
2m−j
|T (a1:j−1)| < |T (a)| − m+ 1
2m
,
and we have
m∑
j=1
aj
2m−j
|T (a1:j−1)| < |T (a)| − m+ 1
2m
, m ≥ 2, a ∈ Rm+ . (10.237)
10.7.3 Upper bounds for |µ1 (f)| and |µ (f)|max
We will now prove the uniform upper bound 10.255 for µ1 (f) and the upper bound 10.256 for |µ (f)|max. To do
so we start with equation 10.43:
µ1 (f) =
f
(
x(1)
)
+ f
(
x(N)
)− 12βTT−1∆Xf
v
((
2
v − 1 · 1v∆1X + 1
)− 14βTT−1β) , (10.238)
where x = 1v∆1X . Write
µ1 (f) =
N (f)
D , (10.239)
N (f) = f
(
x(1)
)
+ f
(
x(N)
)
− 1
2
βTT−1∆Xf, (10.240)
D = v
((
2
v
− 1·x+ 1
)
− 1
4
βTT−1β
)
. (10.241)
The denominator D Here we show that D > 0. First note that we have assumed in the introduction that
0 < 1·x = x(N) − x(1) ≤ 1.
Using equation 10.56 to write βTT−1β in terms of the sub-determinants |Ti:j |, 10.241 becomes
1
v
D |T | =
(
2
v
− 1·1
v
∆1X + 1
)
|T | − 1
4
(
βTT−1β
) |T |
=
(
2
v
− 1·1
v
∆1X + 1
)
|T | − 1
4
(
|T2:N−1| −
(
1
2
)N−3
+ |T1:N−2|
)
=
(
2
v
− 1 · x+ 1
)
|T | − 1
4
|T2:N−1| − 1
4
|T1:N−2|+ 1
2N−1
= (1 + z) |T | − 1
4
|T2:N−1| − 1
4
|T1:N−2|+ 1
2N−1
, (10.242)
where
z =
1
v
+
(
1
v
− 1 · x
)
=
1
v
+
1
v
(1− 1 · vx) = 1
v
+
1
v
(
1−
(
x(N) − x(1)
))
>
1
v
. (10.243)
Thus
D |T | > v
((
1 +
1
v
)
|T | − 1
4
|T2:N−1| − 1
4
|T1:N−2|+ 1
2N−1
)
= (1 + v) |T |+ v
(
1
2N−1
− 1
4
|T2:N−1| − 1
4
|T1:N−2|
)
. (10.244)
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With reference to 10.242, using equations 10.185 and 10.186,
(1 + z) |T | − 1
4
|T2:N−1| − 1
4
|T1:N−2|+ 1
2N−1
= (1 + z) |T (x)| − 1
4
|T (x2:N−1)| − 1
4
|T (x1:N−2)|+ 1
2N−1
=
(
1
2
(1 + z) |T (x)| − 1
4
|T (x2:N−1)|
)
+
(
1
2
(1 + z) |T (x)| − 1
4
|T (x1:N−2)|
)
+
1
2N−1
=
(
1
2
(1 + z) (x1 |T (x2:N−1)|+ |T (0, x2:N−1)|)− 1
4
|T (x2:N−1)|
)
+
+
(
1
2
(1 + z) (xN−1 |T (x1:N−2)|+ |T (0, x1:N−2)|)− 1
4
|T (x1:N−2)|
)
+
1
2N−1
=
1
2
(1 + z)x1 |T (x2:N−1)|+ 1
2
(1 + z) |T (0, x2:N−1)| − 1
4
|T (x2:N−1)|+
+
1
2
(1 + z)xN−1 |T (x1:N−2)|+ 1
2
(1 + z) |T (x1:N−2, 0)| − 1
4
|T (x1:N−2)|+ 1
2N−1
.
Applying the lower bounds 10.202 and 10.203 i.e. |T (0, y)| ≥ 2+p1+p 12 |T (y)| and |T (y, 0)| ≥ 2+p1+p 12 |T (y)| when
y ∈ Rp⊕, we get
1
v
D |T | = (1 + z) |T | − 1
4
|T2:N−1| − 1
4
|T1:N−2|+ 1
2N−1
≥ 1
2
(1 + z)x1 |T2:N−1|+ 1
2
(1 + z)
N
N − 1
1
2
|T2:N−1| − 1
4
|T2:N−1|+
+
1
2
(1 + z)xN−1 |T1:N−2|+ 1
2
(1 + z)
N
N − 1
1
2
|T1:N−2| − 1
4
|T1:N−2|+ 1
2N−1
=
(
1
2
(1 + z)x1 +
1
2
(1 + z)
N
N − 1
1
2
− 1
4
)
|T2:N−1|+
+
(
1
2
(1 + z)xN−1 +
1
2
(1 + z)
N
N − 1
1
2
− 1
4
)
|T1:N−2|+ 1
2N−1
=
1
2
(
(1 + z)x1 + (1 + z)
(
1 +
1
N − 1
)
− 1
2
)
|T2:N−1|+
+
1
2
(
(1 + z)xN−1 + (1 + z)
(
1 +
1
N − 1
)
− 1
2
)
|T1:N−2|+ 1
2N−1
>
1
2
(
x1 + 1− 1
2
)
|T2:N−1|+ 1
2
(
xN−1 + 1− 1
2
)
|T1:N−2|
=
1
2
(
x1 +
1
2
)
|T2:N−1|+ 1
2
(
xN−1 +
1
2
)
|T1:N−2| (10.245)
> 0,
for all v > 0 and N ≥ 3. We have shown that
D > 0 when v > 0 and N ≥ 3. (10.246)
The numerator N (f) From the minor formulas 10.72,
Mj,n =
(− 12)n−j |T1:j−1| |Tn+1:N−1| , 1 ≤ j ≤ n ≤ N − 1,
Mn,j =Mj,n,
where
TN :j = T0:j = Tj:N = Tj:0 = 1, 1 ≤ j ≤ N − 1.
Hence
Mn,1 =M1,n =
(
−1
2
)n−1
|T1:0| |Tn+1:N−1| =
(
−1
2
)n−1
|Tn+1:N−1| .
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and
Mn,N−1 =
(
−1
2
)N−1−n
|T1:n−1| |TN :N−1| =
(
−1
2
)N−1−n
|T1:n| .
We use the equation 10.240 for N (f). Since xn = 1v∆1x(n) we have from 10.57,
βTT−1∆Xf
=
1
|T |
N−1∑
n=1
(−1)n−1
(
(−1)N Mn,N−1 −Mn,1
)
∆1f
(
x(n)
)
=
1
|T |
N−1∑
n=1
(−1)n−1
(
(−1)N
(
−1
2
)N−1−n
|T1:n−1| −
(
−1
2
)n−1
|Tn+1:N−1|
)
∆1f
(
x(n)
)
=
1
|T |
N−1∑
n=1
(
1
2N−1−n
|T1:n−1| − 1
2n−1
|Tn+1:N−1|
)
∆1f
(
x(n)
)
=
1
|T |
N−1∑
n=1
(
1
2N−1−n
|T1:n−1| − 1
2n−1
|Tn+1:N−1|
)
∆1f
(
x(n)
)
=
1
|T |
N−1∑
n=1
(
∆1x
(n)
2N−1−n
|T1:n−1| − ∆1x
(n)
2n−1
|Tn+1:N−1|
)
∆1f
(
x(n)
)
∆1x(n)
=
v
|T |
N−1∑
n=1
( xn
2N−1−n
|T1:n−1| − xn
2n−1
|Tn+1:N−1|
) ∆1f (x(n))
∆1x(n)
,
and applying 10.24 of Lemma 592 gives
|N (f)| |T | ≤
(∣∣∣f (x(1))+ f (x(N))∣∣∣+ 1
2
∣∣βTT−1∆Xf ∣∣) |T |
≤ 2 ‖f‖∞;Ω |T |+
1
2
∣∣βTT−1∆Xf ∣∣ |T |
≤ 2 ‖f‖∞;Ω |T |+
v
2
N−1∑
n=1
( xn
2N−1−n
|T1:n−1|+ xn
2n−1
|Tn+1:N−1|
) ∣∣∣∣∣∆1f
(
x(n)
)
∆1x(n)
∣∣∣∣∣
≤ 2 ‖f‖∞;Ω |T |+
v
2
‖Df‖∞;Ω
N−1∑
n=1
( xn
2N−1−n
|T1:n−1|+ xn
2n−1
|Tn+1:N−1|
)
. (10.247)
From 10.236, 10.237, when m = N − 1 and a = x,
N−1∑
n=1
xn
2n−1
|Tn+1:N−1| < |T | − N
2N−1
,
N−1∑
n=1
xn
2N−1−n
|T1:n−1| < |T | − N
2N−1
,
so that 10.247 yields
|N (f)| |T | ≤ 2 ‖f‖∞;Ω |T |+
v
2
‖Df‖∞;Ω
(
|T | − N
2N−1
+ |T | − N
2N−1
)
= 2 ‖f‖∞;Ω |T |+ v ‖Df‖∞;Ω
(
|T | − N
2N−1
)
, (10.248)
and thus by 10.239,
|µ1 (f)| = |N (f)| |T |D |T | ≤
2 ‖f‖∞;Ω |T |+ v ‖Df‖∞;Ω
(|T | − N2N−1 )
D |T |
= 2 ‖f‖∞;Ω
1
D + ‖Df‖∞;Ω
v
(|T | − N
2N−1
)
D |T | . (10.249)
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Component of 10.249 involving ‖f‖∞;Ω Starting with 10.244 we write
D |T | > (1 + v) |T |+ v
(
1
2N−1
− 1
4
|T2:N−1| − 1
4
|T1:N−2|
)
= |T |+ v
(
|T | − 1
4
|T2:N−1| − 1
4
|T1:N−2|+ 1
2N−1
)
. (10.250)
The next result improves on 10.246 i.e. D > 0, by showing that D > 1.
Theorem 627 |T (a)| − 14 |T (a2:m)| − 14 |T (a1:m−1)| > 0 when a ∈ Rm+ and m ≥ 2.
Proof. From 10.233:
(
a1 +
1
2
) |T (a2:m)|+ 12m < |T (a)| for m ≥ 2. Thus(
a1 +
1
2
)
|T (a2:m)|+ 1
2m
< |T (a)| , N ≥ 3,
i.e.
|T (a2:m)| <
|T (a)| − 12m
a1 +
1
2
. (10.251)
From Corollary 612 the order reversal permutation R satisfies |T (Ra)| = |T (a)| so
∣∣T ((Ra)2:N−1)∣∣ < |T (Ra)| − 12mam + 12 = |T (a)| −
1
2m
am +
1
2
,
i.e.
|T (a1:m−1)| <
|T (a)| − 12m
a1 +
1
2
. (10.252)
Hence
|T (a)| − 1
4
|T (a2:m)| − 1
4
|T (a1:m−1)|
> |T (a)| − 1
4
( |T (a)| − 12m
a1 +
1
2
+
|T (a)| − 12m
am +
1
2
)
= |T (a)| − 1
4
(
|T (a)| − 1
2m
)(
1
a1 +
1
2
+
1
am +
1
2
)
= |T (a)| − 1
4
|T (a)|
(
1
a1 +
1
2
+
1
am +
1
2
)
+
1
2m+2
(
1
a1 +
1
2
+
1
am +
1
2
)
= |T (a)| − 1
4
|T (a)|
(
1
a1 +
1
2
+
1
am +
1
2
)
+
1
2m+2
(
1
a1 +
1
2
+
1
am +
1
2
)
= |T (a)| − 1
4
|T (a)|
(
1
a1 +
1
2
+
1
am +
1
2
)
+
1
2m+2
(
1
a1 +
1
2
+
1
am +
1
2
)
=
(
1− 1
4
(
1
a1 +
1
2
+
1
am +
1
2
))
|T (a)|+ 1
2m+2
(
1
a1 +
1
2
+
1
am +
1
2
)
≥
(
1− 1
4
(
1
1
2
+
1
1
2
))
|T (a)|+ 1
2m+2
(
1
a1 +
1
2
+
1
am +
1
2
)
=
1
2m+2
(
1
a1 +
1
2
+
1
am +
1
2
)
> 0.
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Since D > 1, 10.249 becomes
|µ1 (f)| ≤ 2 ‖f‖∞;Ω +
v
(|T | − N2N−1 )
D |T | ‖Df‖∞;Ω (10.253)
< 2 ‖f‖∞;Ω + v
|T | − N2N−1
|T | ‖Df‖∞;Ω
< 2 ‖f‖∞;Ω + v ‖Df‖∞;Ω . (10.254)
Component of 10.253 involving ‖Df‖∞,Ω From 10.245,
v
(|T | − N2N−1 )
D |T | =
|T | − N2N−1
1
vD |T |
<
|T | − N2N−1(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2| .
From 10.185 and 10.186,
|T | − N
2N−1
= x1 |T (x2:N−1)|+ |T (0, x2:N−1)| − N
2N−1
,
|T | − N
2N−1
= xN |T (x1:N−2)|+ |T (x1:N−2, 0)| − N
2N−1
,
so that
v
(|T | − N2N−1 )
D |T |
<
x1 |T (x2:N−1)|+ |T (0, x2:N−1)| − N2N−1 + xN |T (x1:N−2)|+ |T (x1:N−2, 0)| − N2N−1(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2|
=
x1 |T (x2:N−1)|+ xN |T (x1:N−2)|+ |T (0, x2:N−1)| − |T (0N−1)|+ |T (x1:N−2, 0)| −
− |T (0N−1)|(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2|
=
x1 |T (x2:N−1)|+ xN |T (x1:N−2)|(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2|+
+
|T (0, x2:N−1)| − |T (0N−1)|+ |T (x1:N−2, 0)| − |T (0N−1)|(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2|
< 1 +
|T (0, x2:N−1)| − |T (0N−1)|+ |T (x1:N−2, 0)| − |T (0N−1)|(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2| .
But from 10.228, 0 < |T (01, u)| − |T (0m+1)| ≤ |T (u)| − |T (0m)| < |T (u)| when u ∈ Rm⊕ and m ≥ 1, so that
v
(|T | − N2N−1 )
D |T | < 1 +
|T (0, x2:N−1)| − |T (0N−1)|+ |T (x1:N−2, 0)| − |T (0N−1)|(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2|
< 1 +
|T2:N−1|+ |T1:N−2|(
x1 +
1
2
) |T2:N−1|+ (xN−1 + 12) |T1:N−2|
< 1 +
|T2:N−1|+ |T1:N−2|
1
2 |T2:N−1|+ 12 |T1:N−2|
= 3,
and the estimate 10.253 becomes
|µ1 (f)| ≤ 2 ‖f‖∞;Ω + 3 ‖Df‖∞;Ω , N ≥ 3, ρ > 0.
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Combining this bound with that of 10.254 we get
|µ1 (f)| ≤ 2 ‖f‖∞;Ω +min {3, ρN} ‖Df‖∞;Ω , N ≥ 3, ρ > 0,
so that from 10.218,
|µ (f)|max ≤ 2 ‖Df‖∞;Ω + |µ1 (f)|
≤ 2 ‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω , N ≥ 4, ρ > 0. (10.256)
10.7.4 Upper bounds for the Exact smoother derivative
This result is the smoother equivalent of the interpolation derivative estimate given in Theorem 594:
Theorem 628 Hat basis function smoother Suppose the data region satisfies diamΩ ≤ 1 and the data func-
tion f lies in the space
{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
. Then the basis function Exact smoother s corresponding
to the hat basis function Λ satisfies
‖Ds‖∞;Ω ≤ 2 ‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω , N ≥ 4, ρ > 0.
Proof. From 10.7 ‖Ds‖∞;Ω = |µ (f)|max so 10.256 gives the result.
In the interpolation case ρ→ 0+ yielding |µ (f)|max ≤ 2 ‖f‖∞;Ω + 2 ‖Df‖∞;Ω which is a weaker estimate than
that of 10.25 of Theorem 594.
The next result is the smoother equivalent of the interpolation estimate derived in Corollary 595:
Corollary 629 Scaled hat basis function smoother Suppose the data region satisfies diamΩ ≤ λ and the
data function f lies in the space
{
f ∈ C(0)B (Ω) : Df ∈ L∞ (Ω)
}
.
Then the basis function smoother s corresponding to the scaled hat basis function Λ (·/λ) satisfies
‖Ds‖∞;Ω ≤
2
λ
‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω N ≥ 4, ρ > 0.
Proof. From 10.4 and 10.5 of the introduction to this chapter it follows that s1/λ (x) = s (λx) is the hat basis
function smoother associated with data function f1/λ (x) = f (λx) and data Xλ ⊂ Ωλ satisfying diamXλ ≤ 1.
By Theorem 628, ∥∥Ds1/λ∥∥∞;Ωλ ≤ 2 ∥∥f1/λ∥∥∞;Ωλ +min {5, 2 + ρN}∥∥Df1/λ∥∥∞;Ωλ
= 2 ‖f‖∞;Ω +min {5, 2 + ρN}
∥∥Df1/λ∥∥∞;Ωλ
= 2 ‖f‖∞;Ω + λmin {5, 2 + ρN}
∥∥∥(Df)1/λ∥∥∥∞;Ωλ
= 2 ‖f‖∞;Ω + λmin {5, 2 + ρN} ‖Df‖∞;Ω ,
and since ∥∥Ds1/λ∥∥∞;Ωλ = λ∥∥∥(Ds)1/λ∥∥∥∞;Ωλ = λ ‖Ds‖∞;Ω ,
it follows that
‖Ds‖∞;Ω ≤
2
λ
‖f‖∞;Ω +min {5, 2 + ρN} ‖Df‖∞;Ω .
10.8 Some unused results
These results are interesting but have not been used in this document.
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10.8.1 A Taylor series formula for |T (·)|
We start by observing that 10.81 implies that
c
(m)
β = D
β |T (a1:m)| (0m) , 0 ≤ β ≤ 1m. (10.257)
Our approach will be to derive an explicit formula for the derivatives of the determinate |T (a)|.
Example 630 When a ∈ R6, differentiating gives
|T (a)| =
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 − 12 0 0
0 0 − 12 1 + a4 − 12 0
0 0 0 − 12 1 + a5 − 12
0 0 0 0 − 12 1 + a6
∣∣∣∣∣∣∣∣∣∣∣∣
.
Thus
D1 |T (a)| =
∣∣∣∣∣∣∣∣∣∣∣∣
1 − 12 0 0 0 0
0 1 + a2 − 12 0 0 0
0 − 12 1 + a3 − 12 0 0
0 0 − 12 1 + a4 − 12 0
0 0 0 − 12 1 + a5 − 12
0 0 0 0 − 12 1 + a6
∣∣∣∣∣∣∣∣∣∣∣∣
= |T (a2:6)| ,
D6 |T (a)| =
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 − 12 0 0
0 0 − 12 1 + a4 − 12 0
0 0 0 − 12 1 + a5 0
0 0 0 0 0 1
∣∣∣∣∣∣∣∣∣∣∣∣
= |T (a1:5)| ,
D4 |T (a)| =
∣∣∣∣∣∣∣∣∣∣∣∣
1 + a1 − 12 0 0 0 0− 12 1 + a2 − 12 0 0 0
0 − 12 1 + a3 0 0 0
0 0 0 1 − 12 0
0 0 0 0 1 + a5 − 12
0 0 0 0 − 12 1 + a6
∣∣∣∣∣∣∣∣∣∣∣∣
= |T (a1:3)| |T (a5:6)| .
In general, if m ≥ 3,
Dk |T (a1:m)| =
 |T (a2:m)| , k = 1,|T (a1:k−1)| |T (ak+1:m)| , k = 2, 3, . . . ,m− 1,|T (a1:m−1)| , k = m,
so that
Dk |T (·)| (0) =
 |T (0m−1)| , k = 1,|T (0k−1)| |T (0m−k)| , k = 2, 3, . . . ,m− 1,|T (0m−1)| , k = m,
=
{ |T (0m−1)| , k = 1,m,
|T (0k−1)| |T (0m−k)| , k = 2, 3, . . . ,m− 1.
In general, if 2 ≤ k1 < k2 < . . . < kn ≤ m− 1, then
Dk1Dk2...Dkn |T (a)| =

|T (a1:k1−1)| |T (akn+1:m)| , n = 1,
|T (a1:k1−1)|
(
n−1∏
i=1
∣∣T (aki+1:ki+1−1)∣∣) |T (akn+1:m)| , 2 ≤ n ≤ m, (10.258)
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so that
Dk1Dk2...Dkn |T (·)| (0m) =

|T (0k1−1)| |T (0m−kn)| , n = 1,
|T (0k1−1)|
(
n−1∏
i=1
∣∣T (0ki+1−ki)∣∣) |T (0m−kn)| , 2 ≤ n ≤ m. .
But from 10.122, T (0j) =
j+1
2j , j ≥ 1, so that if n ≥ 2,
Dk1Dk2...Dkn |T (·)| (0m) = |T (0k1−1)|
(
n−1∏
i=1
∣∣T (0ki+1−ki)∣∣
)
|T (0m−kn)|
=
1
2k1−1
k1
(
n−1∏
i=1
ki+1 − ki + 1
2ki+1−ki
)
m− kn + 1
2m−kn
=
1
2m−1
k1
(
n−1∏
i=1
(ki+1 − ki + 1)
)
(m− kn + 1) , (10.259)
and if n = 1,
Dk1Dk2...Dkn |T (·)| (0m) =
1
2m−1
k1 (m− kn + 1) ,
so we have shown that
Dk1Dk2...Dkn |T (·)| (0m) =

1
2m−1 k1 (m− k1 + 1) , n = 1,
1
2m−1 k1
(
n−1∏
i=1
(ki+1 − ki + 1)
)
(m− kn + 1) , 2 ≤ n ≤ m. (10.260)
We can now use 10.257 and 10.260 to get an explicit formula for the c
(m)
β .
10.8.2 Another lower bound for |T (·)|
Lower bounds for |T (a1:m)| were obtained in 10.236 and 10.237 but these were in terms of the form |T (ak+1:m)|
and |T (a1:j−1)|. Here we obtain the polynomial estimates 10.265.
Suppose a ∈ Rm+ . From 10.139,
c(m)γ ≥
1 +m− |γ|
2m−|γ|
≥ 1 +m
2m
= c
(m)
0
,
and consequently∑
γ≤1
|γ|=k
c(m)γ a
γ ≥
∑
γ≤1
|γ|=k
1 +m− |γ|
2m−|γ|
aγ =
∑
γ≤1
|γ|=k
1 +m− k
2m−k
aγ =
1 +m− k
2m−k
∑
γ≤1
|γ|=k
aγ
=
1 +m− k
2m−k
σk (a) , (10.261)
so that
|T (a)| =
m∑
k=0
∑
γ≤1
|γ|=k
c(m)γ a
γ ≥
m∑
k=0
1 +m− k
2m−k
σk (a)
=
m∑
k=0
1
2m−k
σk (a) +
m−1∑
k=0
m− k
2m−k
σk (a) . (10.262)
But if s ∈ R1,
σm (s1+ a) = (s1+ a)
1
=
∑
δ≤1
(
1
δ
)
(s1)
1−δ
aδ =
∑
δ≤1
sm−|δ|aδ =
=
m∑
k=0
∑
δ≤1
|δ|=k
sm−kaδ =
m∑
k=0
sm−k
∑
δ≤1
|δ|=k
aδ =
m∑
k=0
sm−kσk (a) , (10.263)
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and
Ds (s1+ a)
1
=
m−1∑
k=0
(m− k) sm−k−1σk (a) = 1
s
m−1∑
k=0
(m− k) sm−kσk (a) , (10.264)
so that 10.262 becomes
|T (a)| ≥
(
1
2v
1+ a
)1
+
1
2
(
Ds (s1+ a)
1
)(
s =
1
2
)
.
However
Ds (s1+ a)
1 = Ds {(s+ a1) (s+ a2) . . . (s+ am)}
= σm−1 (s1+ a)
= (s1+ a)1
(
1
s+ a1
+ . . .+
1
s+ am
)
,
so
|T (a)| ≥
(
1
2
+ a
)1
+
1
2
σm−1
(
1
2v
+ a
)
=
(
1
2
+ a
)1
+
1
2
(
1
2
1 + a
)1m ( 1
1
2 + a1
+ . . .+
1
1
2 + am
)
=
(
1
2
+ a
)1 (
1 +
1
2
(
1
1
2 + a1
+ . . .+
1
1
2 + am
))
,
and we have thus proved the polynomial lower bound
|T (a)| ≥
(
1
2
+ a
)1 (
1 +
1
2
(
1
1
2 + a1
+ . . .+
1
1
2 + am
))
. (10.265)
When a = 0 this inequality is exact since the right side becomes m+12m = c
(m)
0
= T (0).
10.8.3 Two upper bounds for |T (a; v)|
In this section we prove the polynomial upper bounds 10.268 and 10.267 for |T (a)| = |T (a; 1)|.
Compare the following lemma with 10.76.
Lemma 631 If s 6= 0 then
T (s1m) =
βm+1 − αm+1
β − α , (10.266)
where α = 1+s−
√
2s+s2
2 and β =
1+s+
√
2s+s2
2 .
Proof. From 10.73 and 10.74 we have the general recurrence relation for |T (a1:m)|:
|T (a1:m)| = (1 + am) |T (a1:m−1)| − 14 |T (a1:m−2)| , m ≥ 3,|T (a1:2)| = (1 + a1) (1 + a2)− 14 , m = 2,|T (a1)| = 1 + a1, m = 1,
and in particular when a = s1 we have the simple linear difference equation for |T (s1m)|:
|T (s1m)| = (1 + s) |T (s1m−1)| − 14 |T (s1m−2)| , m ≥ 3,
|T (s12)| = (1 + s)2 − 14 , m = 2,|T (s1)| = 1 + s, m = 1.
The auxiliary equation is x2 − (1 + s)x + 14 = 0 which has the two roots α =
1+s−
√
(1+s)2−1
2 =
1+s−√2s+s2
2
and β = 1+s+
√
2s+s2
2 which satisfy αβ =
1
4 , α+ β = 1 + s and β − α =
√
2s+ s2.
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Since the solution now has the form Aαm +Bβm for m ≥ 1 the initial conditions imply Aα+Bβ = 1+ s and
Aα2 +Bβ2 = (1 + s)
2 − 14 i.e.
(
α β
α2 β2
)(
A
B
)
=
(
1 + s
(1 + s)
2 − 14
)
=
(
α+ β
(α+ β)
2 − 14
)
=
(
α+ β
α2 + β2 + 14
)
,
so that
(
A
B
)
=
(
α β
α2 β2
)−1(
α+ β
α2 + β2 + 14
)
=
1
αβ (β − α)
(
β2 −β
−α2 α
)(
α+ β
α2 + β2 + 14
)
=
4
β − α
(
β2 −β
−α2 α
)(
α+ β
α2 + β2 + 14
)
=
4
β − α
(
αβ2 + β3 − α2β − β3 − 14β−α3 − α2β + α3 + αβ2 + 14α
)
=
4
β − α
(
αβ2 − α2β − 14β−α2β + αβ2 + 14α
)
=
4
β − α
(
1
4β − 14α− 14β− 14α+ 14β + 14α
)
=
4
β − α
(− 14α
1
4β
)
=
1
β − α
(−α
β
)
,
and hence
|T (s1m)| = Aαm +Bβm = β
m+1 − αm+1
β − α .
Estimate 1 The homogeneity result 10.39 i.e. |T (ta; tv)| = tm |T (a; 1)|, implies
|T (a; v)| =
∣∣∣∣T ( a|(a, v)| ; v|(a, v)|
)∣∣∣∣ |(a, v)|m , a ∈ Rm, v ∈ R1,
and so if (x, s) ≥ 0m+1,
|T (a; v)| ≤
(
max
|x|2+s2=1
|T (x; s)|
)
|(a, v)|m
= max
|x|≤1,x≥0
∣∣∣∣T (x;(1− |x|2)1/2)∣∣∣∣ |(a, v)|m
= max
|x|≤1,x≥0
∣∣∣∣T (x;(1− |x|2)1/2)∣∣∣∣ (|a|2 + v2)m2 .
10.8 Some unused results 561
But ∣∣∣∣T (x;(1− |x|2)1/2)∣∣∣∣ = m∑
k=0
(
1− |x|2
)k/2 ∑
γ≤1,|γ|=k
c(m)γ x
γ
=
m∑
k=0
(
1− |x|2
)k/2 ∑
γ≤1,|γ|=k
c(m)γ |xγ |
≤
m∑
k=0
(
1− |x|2
)k/2 ∑
γ≤1,|γ|=k
c(m)γ |x||γ|
=
m∑
k=0
(
1− |x|2
)k/2 ∑
γ≤1,|γ|=k
c(m)γ |x|k
=
m∑
k=0
(
1− |x|2
)k/2
|x|k
∑
γ≤1,|γ|=k
c(m)γ .
But when |x| ≤ 1 and x ≥ 0:
(
1− |x|2
)k/2
|x|k =
((
1− |x|2
)
|x|2
)k/2
≤
(
1
4
)k/2
=
1
2k
,
so that ∣∣∣∣T (x;(1− |x|2)1/2)∣∣∣∣ ≤ m∑
k=0
1
2k
∑
γ≤1
|γ|=k
c(m)γ =
m∑
k=0
∑
γ≤1
|γ|=k
c(m)γ
(
1
2
1m
)γ
= T
(
1
2
1m
)
.
Now we can conclude that
|T (a; v)| ≤ max
|x|≤1
x≥0
∣∣∣∣T (x;(1− |x|2) 12)∣∣∣∣ (|a|2 + v2)m2 ≤ ∣∣∣∣T (121m
)∣∣∣∣ (|a|2 + v2)m2 , a ∈ Rm⊕ ,
where
∣∣T ( 121m)∣∣ is given by Lemma 631. Hence
|T (a)| ≤
∣∣∣∣T (121m
)∣∣∣∣ (|a|2 + 1)m2 , a ∈ Rm⊕ , (10.267)
Estimate 2 If a ∈ Rm⊕ then
|T (a)| =
m∑
k=0
∑
γ≤1,|γ|=k
c(m)γ a
γ =
m∑
k=0
∑
γ≤1,|γ|=k
c(m)γ |aγ | =
m∑
k=0
∑
γ≤1,|γ|=k
c(m)γ |a||γ|
=
m∑
k=0
∑
γ≤1,|γ|=k
c(m)γ |a|k
≤
 m∑
k=0
∑
γ≤1,|γ|=k
c(m)γ
 mmax
k=0
|a|k
=
 m∑
k=0
∑
γ≤1,|γ|=k
c(m)γ 1
γ
m
 mmax
k=0
|a|k
= |T (1m)| mmax
k=0
|a|k
= |T (1m)| (max {1, |a|})m , (10.268)
where |T (1m)| is given by Lemma 631.
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Multivariate bounds for the hat function interpolant/exact
smoother ?? incomplete ??
From ?? we only need to show that each Djs has an appropriate bound.
?? The analogue of the approach of Section 10.2 is the take the derivative D1 = D1D2 . . . Dd of the smoother.
This again yields N linear equations in the (αi) with coefficients that are ±1. We will start by using the unscaled
tensor product hat basis function smoother 10.2 i.e.
s (x) =
N∑
k=1
αkΛ
(
x− x(k)
)
, x ∈ Rd, X =
{
x(1), x(2), . . . , x(N)
}
,
and assume that Λ has large support w.r.t. the data region i.e. when x ∈ R (x(0), x(N)) ⊇ Ω,
Λ (x) =
d∏
i=1
Λ (xi) =
d∏
i=1
(1− |xi|) .
This means that the smoother is a continuous, piecewise linear function with a finite number of derivative
values. Indeed
D1Λ (x) = sgnx ∈ ±1, x 6= 0,
and thus
D1s (x) =
N∑
k=1
αk sgn
(
x− x(k)
)
, x /∈ X, (11.1)
Assume that
j 6= k ⇒ x(j)i 6= x(k)i ∀i, (11.2)
and also that
x
(j)
1 6= x(j+1)1 .
If R is an open rectangle which contains Ω let x(0) be the left-most point of R and x(N+1) be the right-most
point of R.
Set
X+ = X ∪
{
x(0), x(N+1)
}
.
For each dimension k there exists a permutation σk of 1 : d which places the components x
(j)
k in increasing
order i.e.
σ1 = 1,
z
(j)
k := x
(σk(j))
k , z
(j)
k < z
(j+1)
k ,
z
(0)
k := x
(0)
k , z
(N+1)
k := x
(N+1)
k .
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FIGURE 11.1. Two-dimensional example with five data points.
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Clearly
x(k) =
(
z
(k)
1 , . . . , z
(k)
d
)
.
The projections of X+ onto each axis are denoted by
PkX+ :=
{
z
(j)
k
}N+1
j=0
,
which in turn allows us to define the grid points
{
z(α)
}
=
⊗d
k=1 PkX+;
z(α) := (zα11 , . . . , z
αd
d ) , 0 ≤ α ≤ N + 1.
The corresponding set of open rectangles is denoted
Rα :=
{
x : z(α) < x < z(α+1)
}
.
Thus, from 11.1 D1s is constant on each Rα.
We also have ∫
R[a,b]
D1s = s (b)− s (a) .
If 0 < ε < minα |Rα| and u ∈ ±1 then
D1s
(
x(j) + εu
)
=
N∑
k=1
k 6=j
αk sgn
(
x(j) − x(k)
)
+ αj sgn (εu)
=
N∑
k=1
k 6=j
αk sgn
(
x(j) − x(k)
)
+ αj sgnu,
and so the jumps at x(j) are
D1s
(
x(j) + εu
)
−D1s
(
x(j) + εv
)
= αj (sgnu− sgn v) , u, v ∈ ±1.
Thus
D1s
(
x(j) + ε
)
=
N∑
k=1
k 6=j
αk sgn
(
x(j) − x(k)
)
+ αj =: ΥX,Xα.
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12
Explicit extension operators based on Wloka but using the
rectangle condition
12.1 Introduction
I needed these explicit extension operators to characterize of the restriction spaces X0w (Ω) for several classes
of weight function, especially the tensor products in Subsection 2.9, but Ω has ??? very awkward constraints.
Subsequently I discovered the very general theoretical extension operator r∗Ω (Theorem 141) and so the explicit
extension became unnecessary.
In this chapter, motivated by the work of Wloka [63] and the Russian mathematicians described in the Back-
ground section, we will derive four extension operators. Technically:
1. We will assume that the bounded domain Ω satisfies the very restrictive rectangle condition instead of the
cone condition - a sphere does not satisfy the rectangle condition.
2. I will modify the Calderon-Zygmund extension result used in Theorem 5.4, Section 5.2 of Wloka [63] by
replacing the cone condition by the rectangle condition but I will still use the integral representation and
the Fourier transform.
3. We adapt the (convolution) integral representation technique. This is in the form of the integral operators
Jδ [v] (z) =
∫
O1 λ
δe−λ1v
(
z
λ
)
dλ where v is weakened to be an L1 function.
4. Develop an extension operator which extends a function from a single orthant Oθ ⊂ Rd to the entire space.
5. Still uses a C∞ partition of unity to define an extension on a domain Ω.
6. The basic norms are the L2 and L∞ norms.
The four extension operators are:
1. In Section 12.4 I construct continuous extension E1α : C(α)0
(O1) → C(α)B (Rd) for each α ≥ 1. This is then
generalized to a continuous extension Eθα : C(α)0
(Oθ)→ C(α)B (Rd). The results of this section are not used
elsewhere and are not used to construct any of the other extensions in this Chapter.
2. In Section 12.5 a partition of unity and the integral representation of Lemma 645 to construct continuous
convolution extension operators En1Ω : W
n1 (Ω) → Wn1 (Rd) for n ≥ 1. This is done in Theorem 657 and
continuity is demonstrated using a Fourier transform argument. Here Jθ(n−2)1 [v] satisfies 12.60.
3. In Section 12.6 we generalize the En1Ω to extension operators E
α
Ω : C
(α)
(
Ω
)→ C(α)B (Rd) which are contin-
uous under the supremum norm. To do this we constrain the function v to have bounded support in O1
and to be a tensor product function which satisfies 12.76. The main extension result is Theorem 661.
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4. In this section we show that the particular extension operators
{
En1Ω
}
n≥1 are such that each E
n1
Ω :
Wn1 (Ω) → Wn1 (Rd) is continuous if we assume that in the integral operator Jθ(n−2)1 [v] the function
v ∈ L10 (O1) is a tensor product with property 12.76.
12.2 Background
Background to the extension problem and the rectangle condition From Theorem 4.26 of Adams [4] there
exists a continuous extension operator E ′Ω : Wm (Ω)→Wm which is constructed using themethod of reflections
and assumes Ω has the uniform C(m)-regularity property of Section 4.6. We have E ′Ω : W k (Ω) → W k is
continuous for k ≤ m. The proof of Theorem 4.26 involves a two-step construction. The first (reflection) step
involves an extension from the half-space Ω = Rd+ to R
d by reflection and it is easy to show that this extension
is also continuous from Wm1
(
Rd+
)
to Wm1
(
Rd
)
.
The second (localization) step uses the uniform C(m)-regularity property to locally map neighborhoods of
the boundary ∂Ω into the unit ball B1.
It turns out that if we try to modify the localization step by replacing the C(m)-regular map by one having
smoothness C(m1) then we encounter a basic problem and our attempt fails. In fact, the equation
Di (u (y1 (x1, x2) , y2 (x1, x2))) = (D1u) (y1, y2)Diy1 (x1, x2) + (D2u) (y1, y2)Diy1 (x1, x2) , (12.1)
implies that in general D1D2 (u (y1 (x1, x2) , y2 (x1, x2))) always involves the terms D
2
1u,D1D2u,D
2
2u and so
we have continuity into W 2 but not into W 21.
Problems relating to 12.1 were encountered by the Russian school of mathematicians studying generalizations
of the isotropic Sobolev spacesWm,??p after World War 2. Prominent among this group and relevant to my work
include S. L. Sobolev, O. V. Besov, S. M. Nikol’ski˘ı, V. P. Il’in, A. D. Dzˇabrailov, P. L. Lizorkin. Their work
employed function spaces based on the spaces Lp, 1 ≤ p ≤ ∞, but latter I will only interested in the L2 base
space and integral derivatives which simplifies calculations considerably.
Note that the embedding theorems (problems) referred to below are estimates of the form
‖Dνu‖Lp(Ω) ≤ cE
∑
α∈E
‖Dαu‖Lp(Ω) <∞, u ∈ L1loc (Ω) . (12.2)
where given a set of multi-indexes E we want to determine the set of ν for which 12.2 holds for some constant
cE independent of the u.
(a) Nikol’ski˘ı [47], [48] encountered boundary geometry problems when he introduced the Banach spaces of
mixed dominant derivatives Sαp (Ω) which Nikol’ski˘ı [49] suggested be permanently renamed S
α
pW (Ω). Here
α.≥ 0 is a multi-index. In particular
Aα = α. {0, 1}d =
d⊗
i=1
{0, αi} ,
Sαp (Ω) ≡ SαpW (Ω) =
{
u ∈ Lp (Ω) : Dβu ∈ Lp (Ω) for β ∈ Aα
}
,
‖u‖2Sαp (Ω) =
∑
β∈Aα
∥∥Dβu∥∥2
Lp(Ω)
.
(12.3)
have continuous boundary values (traces). This uses conditions on the boundary that relate to rectangles or
cubes ∆ with edges parallel to the coordinate axes.
(b) Il’in [35] is a brief paper which discusses basic embedding theorems, of the form 12.2, for domains that
are rectangles ∆ with edges parallel to the coordinate axes. He used integral representations for smooth
functions.
(c) Lizorkin and Nikol’ski˘ı [43] discussed the spaces Sαp (∆) ≡ SαpW (∆) and
Sα
(1),...,α(N)
p
(
Rd
) ≡ Sα(1),...,α(N)p W (Rd) = ∩Ni=1Sα(i)p W (Rd) ≡ ∩Ni=1Sα(i)p (Rd) .
He derives some integral representations for smooth functions.
(d) Dzˇabrailov [19] used difference operators to specify the multiple-integral Ho¨lder condition. Dzˇabrailov
introduced the spaces SrpW
(
Rd
)
of mixed dominant derivatives(or smoothness) for arbitrary r ∈ Rd, r ≥ 0. He
uses integral representations for smooth functions to derive embedding theorems as well as trace theorems into
Rm where m ≤ d.
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(e) Il’in [36] derives basic embedding results for domains Ω which satisfy the rectangle condition C (H)
which uses rectangles with edges parallel to the coordinate axes but assumes E (of inequality 12.2)
contains ≤ d multi-indexes. In general this excludesWm1. Il’in used integral representations for smooth functions.
This paper demonstrates the link between the geometry of the boundary and the set E in the embedding 12.2
inequality.
(f) Dzˇabrailov [20] announced in interpolation theorems for SrpW (Ω) and
S
(r(1),...,r(d))
(pi)
W (Ω) =
⋂d
i=1S
r(i)
(pi)
W (Ω) where the domain Ω satisfies the rectangle condition C (H) as de-
scribed in Il’in [36].
(g) Dzˇabrailov [21] introduces the space
⋂2d
i=1L
r(i)
pi (Ω) which generalizes the space S
r
pW (Ω). The spaces are
defined using difference operators and ∀i: 1 ≤ pi ≤ ∞, r(i) ∈ Rd and r(i) ≥ 0. Embedding results are derived in
§2 using a new integral representation formula where the domain Ω satisfies the rectangle condition C (H).
(i) Dzˇabrailov [22] studies the continuous extension of functions in SrpW (Ω) to S
r
pW
(
Rd
)
where r ∈ Rd, r ≥ 0
and Ω satisfies the rectangle condition C0,ε (H) when r is integral and the condition Cα,ε (H) when r is not
integral. Section 2 derives estimates for some singular integral operators. Theorem 1 in Section 3 is the extension
result.
(j) The review of Besov, Il’in, Nikol’ski˘ı [9] by Krantz [38] mentions the simple general principle of the integral
representation technique.
(k) Besov et al. [9] mentions extensions and SW spaces; Dzˇabrailov [23] mentions extensions of SW spaces;
Schmeisser [54] present a survey of some results on spaces of functions with dominating mixed smoothness - see
Remark 716 in appendix; Adams and Fournier [5] discuss imbedding theorems in Chapter 4 and extensions in
Chapter 5. Note paragraph 4.33.
See also, for example, equation 3.2 of the survey [14] by Bungartz and Griebel. Section 3 of Chernov [15], also
Chapter 2 of the book by Schmeisser and Triebel [55]. The Introduction in Hansen and Vybiral [32] gives uses of
these spaces S r˜pW (R
n1× . . .× Rnd).
(l) When n = 1, 12.3 implies W 1 (Ω) = S12W (Ω) and so we can use the extension results of Dzˇabrailov [22].
With the above considerations in mind, in Section 12 I will derive a continuous extension operator
EΩ : Wn1 (Ω) → Wn1 by severely restricting the boundary of Ω and constrain it to satisfy the rectangle
condition C (H) of Dzˇabrailov [20], [21] and [22]. This restraint is not so surprising in the light of part (e)
above.
I will modify the Calderon-Zygmund extension result used in Theorem 5.4, Section 5.2 of Wloka [63] by
replacing the cone condition by the rectangle condition but I will still use the integral representation approach.
12.3 Integral representation
We first define various classes of continuous functions, the orthants Oθ and the rectangle condition. The function
Jδ is introduced which here is defined here using a function σ ∈ L1 (O1) instead of a C∞0 (O1) function. The
convolution function Jδ is the basis for our integral representation in an orthant Lemma 645.
Definition 632 Spaces of continuous functions Suppose Ω is an open subset of Rd. Then for any multi-index
α:
1. C(α) (Ω) =
{
f ∈ C(0) (Ω) : Dβf ∈ C(0) (Ω) ∀β ≤ α};
2. C∞ (Ω) =
{
f ∈ C(0) (Ω) : Dβf ∈ C(0) (Ω) ∀β};
3. C
(α)
0 (Ω) =
{
f ∈ C(α) (Ω) : supp f is bounded};
4. C∞0 (Ω) = {f ∈ C∞ (Ω) : supp f is bounded};
5. For α ≤ ∞: C(α) (Ω) denotes all functions in C(α) (Ω) which are uniformly continuous and bounded on Ω.
We now define orthants.
Definition 633 Orthants (or sometimes hyperoctant) An orthant is the analogue in n-dimensional Euclidean
space of a quadrant in the plane or an octant in three dimensions.
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The positive open orthant is O1 :=
{
x ∈ Rd : xj > 0 ∀j
}
=
{
x ∈ Rd : x. > 0}.
O1 is known as the positive closed orthant.
There are 2d orthants Oθ, each one corresponding to a member θ of the Cartesian product {−1, 1}d. Indeed,
Oθ := θ.O1 := {θ.x : x ∈ O1} .
Also, we will need to define the unit orthant rectangle
Ôθ := {x ∈ Oθ : (x+) . < 1} = {x ∈ Oθ : (θ.x) . < 1} = θ.Ô1 = {x ∈ Oθ : (x.x) . < 1} ,
Ô1 := {x ∈ O1 : x. < 1} .
where x+ := (|xi|).
?? Will translations of orthants also be called orthants?
Write ∫ ∞
0
∫ ∞
0
. . .
∫ ∞
0
f =
∫ ∞
0
f =
∫
O1
f.∫
Oθ
f =
∫
O1
f (θ.x) dx.
We will only use equation 12.4 derived in the next lemma. Using repeated integration by parts we obtain:
Lemma 634 ??? FIX!
If f ∈ C(n)
(
R
1
+
)
and Dkf → 0 exponentially at +∞ for k ≤ n, then
(−1)n
(n− 1)!
∫ ∞
0
sn−1Dnf (s) ds = f (0) . (12.4)
Further, if α ≥ 1, g ∈ C(α)BP
(O1) and Dβg → 0 exponentially at +∞ for β ≤ α, then
(−1)|α|
(α− 1)!
∫
O1
xα−1Dαg (x) dx = g (0) , (12.5)
and
(−1)|α|
(α− 1)!
∫
O1
xα−1 (Dαg) (y + x) dx = g (y) , y ∈ O1. (12.6)
Proof. We prove 12.4 by repeated integration by parts: if ε > 0 and n ≥ 1,∫ ∞
ε
sn−1Dnf (s) ds =
∫ ∞
ε
sn−1dDn−1f (s) =
[
sn−1Dn−1f (s)
]∞
ε
− (n− 1)
∫ ∞
ε
sn−2Dn−1f (s) =
= εn−1Dn−1f (ε)− (n− 1)
∫ ∞
ε
sn−2Dn−1f (s) ds
= εn−1Dn−1f (ε)− (n− 1)
(
εn−2Dn−2f (ε)− (n− 2)
∫ ∞
ε
sn−3Dn−2f (s) ds
)
= εn−1Dn−1f (ε)− (n− 1) εn−2Dn−2f (ε) + (n− 1) (n− 2)
∫ ∞
ε
sn−3Dn−2f (s) ds
= εn−1Dn−1f (ε)− (n− 1) εn−2Dn−2f (ε) + (n− 2) (n− 1) εn−3Dn−3f (ε)− . . .
− (n− 1) (n− 2) . . . (1)
∫ ∞
ε
Df (s) ds
= εn−1Dn−1f (ε)− (n− 1) εn−2Dn−2f (ε) + (n− 2) (n− 1) εn−3Dn−3f (ε)− . . .
+ (−1)n (n− 1)!f (ε) .
and letting ε→ 0+ we get our first formula 12.4.
??? FIX! SEE INDUCTIVE proof IN MY BIT journal paper!
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Set f1 (x1) := g (x1, x
′) so that f1 ∈ C(α1)
(
R
1
+
)
and Dkf1 → 0 exponentially at +∞ for k ≤ α1. By 12.4,∫ ∞
0
xα1−11 D
α1f1 (x1) dx1 = (−1)α1 (α1 − 1)!f1 (0) .
i.e. ∫ ∞
0
xα1−11 D
α1
1 g (x1, x
′) dx1 = (−1)α1 (α1 − 1)!g (0, x′) . (12.7)
Set f2 (x2) := (−1)α1 (α1 − 1)!g (0, x2, x′′) so that f2 ∈ C(α2)
(
R
1
+
)
and Dkf2 → 0 exponentially at +∞ for
k ≤ α2. Then by 12.4, ∫ ∞
0
xα2−12 D
α2f2 (x2) dx2 = (−1)α2 (α2 − 1)!f2 (0) . (12.8)
Now
(−1)α2 (α2 − 1)!f2 (0) = (−1)α1+α2 (α1 − 1)! (α2 − 1)!g (0, 0, x′′) . (12.9)
Also, from 12.7,
f2 (x2) = (−1)α1 (α1 − 1)!g (0, x2, x′′)
=
∫ ∞
0
xα1−11 D
α1
1 g (x1, x2, x
′′) dx1,
and from 12.8,∫ ∞
0
xα2−12 D
α2f2 (x2) dx2 =
∫ ∞
0
xα2−12 D
α2
x2
(∫ ∞
0
xα1−11 D
α1
1 g (x1, x2, x
′′) dx1
)
dx2.
We will use Lemma 694 to justify differentiating under the integral sign: clearly the integrand has sufficient
smoothness and also the condition g ∈ C(α)BP
(O1) means that the integral is absolutely convergent. Thus∫ ∞
0
xα2−12 D
α2f2 (x2) dx2 =
∫ ∞
0
xα2−12
∫ ∞
0
xα1−11 D
α1
1 D
α2
2 g (x1, x2, x
′′) dx1dx2,
and so 12.8 and 12.9 imply
(−1)α1+α2 (α1 − 1)! (α2 − 1)!g (0, 0, x′′)
=
∫ ∞
0
∫ ∞
0
xα1−11 x
α2−1
2 D
α1
1 D
α2
2 g (x1, x2, x
′′) dx1dx2.
Repeating this process until exhaustion yields 12.5.
Finally, for given y ∈ O1, g (y + ·) ∈ C(α)BP
(O1) and 12.6 holds.
Following the Russian mathematicians (see Background subsection above) we introduce the rectangle con-
dition and then it’s uniform version:
Definition 635 Rectangle condition Suppose Ω ⊂ Rd is a bounded open set. Then Ω satisfies the rectangle
condition if for each x ∈ Ω there exists an open set Ux containing x, an orthant Oθx and hx. > 0 such that(
Ux ∩ Ω
)
+ τ.hx.Ôθx ⊂ Ω whenever 0 ≤ τ ≤ 1.
We observe that the rectangle condition:
1. is invariant under translations and dilations - simply apply the translation to Ux and Ω, and the dilation
to Ux, Ω and hx;
2. implies the segment property - indeed choose τ = t1 and any yx ∈ hx.Oθx ;
3. is not satisfied by an open ball.
Definition 636 Uniform rectangle condition Suppose Ω ⊂ Rd is a bounded open set. Suppose there exists
a finite covering {Ui}Mi=1 of Ω such that for each i there exists an orthant Oθ(i) and h(i). > 0 such that(
Ui ∩ Ω
)
+ τ.h(i).Ôθ(i) ⊂ Ω whenever 0 ≤ τ ≤ 1.
We observe that the uniform rectangle condition:
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1. is invariant under translations and dilations of Ω - simply apply the translation to Ui and Ω, and the
dilation to Ui, Ω and h
(i);
2. implies the segment property - indeed choose τ = t1 and any y(i) ∈ h(i).Oθ(i) ;
3. is not satisfied by an open ball;
4. on a bounded set the rectangle condition and the uniform rectangle condition are equivalent.
Definition 637 Spaces of continuous functions on orthants Assume θ ∈ {−1, 1}d. Then:
1. f ∈ C∞0
(O1) iff f ∈ C∞ (O1) and supp f ⊂ O1 is bounded;
2. f ∈ C∞0
(Oθ) iff f (θ.x) ∈ C∞0 (O1);
3. f ∈ C∞0 (O1) iff f ∈ C∞ (O1), supp f ⊂ O1 and supp f is bounded;
4. f ∈ C∞0 (Oθ) iff f (θ.x) ∈ C∞0 (O1).
Definition 638
1) The space L10 (Ω): If Ω ⊂ Rd is an open set then
L10 (Ω) :=
{
u ∈ L1 : suppu ⋐ Ω} .
2) Piecewise C(α) function, denoted PWC(α) or PWC(α)
(
Rd
)
: Defined w.r.t. a rectangular grid parallel
to the coordinate axes. Some of the cells may be unbounded and the union of the closed cells is Rd. Each bounded
rectangle must intersect only a finite number of the grid cells.
The function must be C(α) on each closed cell i.e. it is C(α), bounded and uniformly continuous on each open
cell so that it has a unique C(α) extension to the closed cell. Thus the function has a jump at the boundary of
each cell which includes at infinity.
We now introduce our first definition of the function Jδ. This will weakened latter in Definition 642. Jδ will be
the basis for our integral representations.
Definition 639 The function Jδ: If σ ∈ L10 (O1) and δ ∈ Rd then we define:
Jδ (z) = Jδ [σ] (z) :=
∫
O1
λδe−λ1σ
( z
λ
)
dλ, z ∈ Rd. (12.10)
Observe that Jδ (z) = 0 when z ∈ Rd \ O1 i.e.
Jδ (z) =
{ ∫
O1 λ
δe−λ1σ
(
z
λ
)
dλ, z ∈ O1,
0 z /∈ Rd \ O1.
This lemma is not used by the Fourier proof i.e. by Theorem 657.
Lemma 640 Properties of Jδ = Jδ [σ] when σ ∈ L10 (Ω). Assume suppσ ⊂ [a, b] ⋐ O1.
1. (a) z−(δ+1)Jδ (z) ∈ C∞
(O1) when δ ∈ Rd. In general z−(δ+1)Jδ (z) 6= 0 for some z ∈ ∂O1.
(b) For each multi-integer δ ≥ −1, Jδ is a ”piecewise C∞” function (PWC∞) of exponential decrease
with suppJδ ⊆ O1.
2. For multi-integer δ ≥ 0, Jδ ∈ C(δ)
(
Rd
)
and has exponential decrease with supp Jδ ⊆ O1.
3. Suppose δ ≥ −1 is a multi-integer. Then, suppσ ⊂ R (a, b) ⊂ O1 where a. < b, implies
|Jδ (z)| ≤ (δ + 1)(δ+1) e−(δ+1)1
∫ |σ(µ)|
µ1 dµ
≤ (2π)− d2 (δ+1)!
(δ+1)1/2
∫ |σ(µ)|
µ1 dµ
}
, z ∈ O1, (12.11)
and
|DγJδ (z)| ≤
∥∥∥∥σ (x)xγ+1
∥∥∥∥
1
qδγ
(z
a
)
e−
z
b 1, ∀γ and z ∈ O1, (12.12)
where qδγ ≥ 0 is a tensor product polynomial of degree δ+1 which is independent of σ and is given by 12.21
in the proof. Also
qδγ (x) = q
δ1
γ1 (x1) . . . q
δd
γd (xd) , q
δ
0 (x) = x
δ+1.
12.3 Integral representation 573
4. Suppose δ ≥ −1 is a multi-integer. Then DγJδ ∈ L1 (O1) and∫
O1
|DγJδ [σ]| ≤
∥∥∥∥σ (x)xγ
∥∥∥∥
1,O1
∫
O1
qδγ (y) e
−y1dy, ∀γ,
where ∫ ∞
0
qδiγi (t) e
−tdt = (δi + 1)!

2γi , γi ≤ δi + 1,
δi+1∑
k=0
(
γi
k
)
, γi > δi + 1.
 ≤ 2γi (δi + 1)! (12.13)
5. Suppose δ ≥ −1 is a multi-integer. Suppose (pδγ)β denotes the coefficient of xβ of the polynomial pδγ (x)
defined by 12.16 in the proof. Then
DγJδ (z) =
1
zγ
∑
β≤δ+1
(
pδγ
)
β
Jβ+γ−1 (z) =
∑
β≤δ+1
(
pδγ
)
β
zβgβ+γ−1 (z) , γ ≤ δ + 1.
where each gβ+γ−1 (z) :=
Jβ+γ−1(z)
zβ+γ ∈ C∞
(O1) and in general gβ+γ−1 6= 0 on ∂O1.
6. If δ ≥ −1 then DγJδ is a PWC∞ function of exponential decrease at infinity when γ ≤ δ + 1.
Part 2 can be extended as follows: If δ ≥ 0 and δ < γ ≤ δ+1 then DγJδ is a PWC∞ function of exponential
decrease.
7. If 0 ≤ γ ≤ δ then (pδγ)β = 0 if β < 1.
If γ > δ then
(
pδγ
)
0
= (−1)|γ−δ−1| (δ+1)!(γ−δ−1)! 6= 0.
Proof. We have suppσ ⊂ [a, b] ⊂ O1 for some 0. < a. < b. Now suppose z. > 0. Then
Jδ (z) =
∫
a≤ zλ≤b
λδe−λ1σ
( z
λ
)
dλ =
∫ z./a
z./b
λδe−λ1σ
( z
λ
)
dλ.
The change of variables: µ = z./λ, dλ =
∣∣∣(−z.µ−2)1∣∣∣ dµ = (z.µ−2)1 dµ, yields,
Jδ (z) =
∫ b
a
e−
z
µ1
(
z
µ
)δ
σ (µ)
(z)1
µ21
dµ = zδ+1
∫ b
a
e−
z
µ1
σ (µ)
µδ+2
dµ ∈ C∞ (O1) , (12.14)
which proves Part 1a.
Thus if δ ≥ 0 then Jδ (z) = 0 when z ∈ ∂O1. Also, if δ ≥ −1,
|Jδ (z)| ≤ z
δ+1
aδ+1
e−
z
b
∫ b
a
|σ (µ)|
µ1
dµ =
∥∥∥∥σ (x)x1
∥∥∥∥
1
(z
a
)δ+1
e−
z
b 1, z ≥ 0.
Also, if γ ≥ 0 and δ ≥ −1,
DγJδ (z) =
∫ b
a
Dγz
(
e−
z
µ1
(
z
µ
)δ+1)
σ (µ)
µ
dµ
=
∫ b
a
(
Dγx
(
xδ+1e−x1
))(
x =
z
µ
)
σ (µ)
µγ+1
dµ
=
∫ b
a
(
ex1Dγx
(
xδ+1e−x1
))(
x =
z
µ
)
σ (µ)
µγ+1
e−
z
µ1dµ
=
∫ b
a
pδγ
(
z
µ
)
σ (µ)
µγ+1
e−
z
µ1dµ, (12.15)
where
pδγ (x) := e
x1Dγ
(
xδ+1e−x1
)
= pδ1γ1 (x1) . . . p
δd
γd (xd) ,
deg pδγ = δ + 1,
coef
(
xδ+1
)
= (−1)|γ| ,
 (12.16)
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?? Note that expressing pδγ in terms of Laguerre polynomials L
(t)
n gives the rather cumbersome expression:
pδγ (x) = γ!x
2γ−δ−1L(δ+1−γ)γ (x) .
L(δ+1−γ)γ := L
(δ1+1−γ1)
γ1 . . . L
(δd+1−γd)
γd
.
L(t)n (x) =
1
n!
x−texDn
(
xn+te−x
)
.
For Laguerre polynomial theory see the online NIST Digital Library of Mathematical Functions [??], Section
13.2 of Arfken [6], and many other references.
Now for m ≥ 0 and n ≥ 0,
pm−1n (t) = e
tDn
(
tme−t
)
= et
n∑
k=0
(
n
k
)
DktmDn−ke−t = et
n∑
k=0
(
n
k
)
Dktm (−1)n−k e−t =
=
n∑
k=0
(−1)n−k (nk)Dktm = m!min{m,n}∑
k=0
(−1)n−k (nk) tm−k(m− k)! =
= m!
m−min{m,n}∑
j=m
(−1)n−m+j ( nm−j) tjj!
= (−1)n−mm!
m∑
j=m−min{m,n}
(−1)j ( nm−j) tjj!
= (−1)n−mm!
m∑
j=m+max{−m,−n}
(−1)j ( nm−j) tjj!
= (−1)n−mm!
m∑
j=max{0,m−n}
(
n
m−j
) (−t)j
j!
. (12.17)
Thus, in the multivariate case we have
pδ−1γ (x) =
m∑
β=max{0,δ−γ}
(
pδ−1γ
)
β
xβ ,(
pδ−1γ
)
β
:=??.
 (12.18)
Equation 12.17 also implies
|pmn (t)| ≤ (m+ 1)!
m+1∑
j=max{0,m+1−n}
(
n
m+1−j
) |t|j
j!
,
and
pmn (0) = 0, n < m+ 1,
pmn (0) = (−1)n−m−1 (m+1)!(n−m−1)! , n ≥ m+ 1.
}
(12.19)
Hence, if γ ≥ 0,
|DγJδ (z)| ≤
∫ b
a
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣ |σ (µ)|µγ+1 e− zµ1dµ
≤
(∫ b
a
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣ |σ (µ)|µγ+1 dµ
)
e−
z
b 1
≤
(∫ b
a
|σ (µ)|
µγ+1
dµ
)(
max
µ∈[a,b]
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣) e− zb 1
=
∥∥∥∥σ (x)xγ+1
∥∥∥∥
1
(
max
µ∈[a,b]
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣) e− zb 1, (12.20)
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which exists and is continuous for all z ≥ 0. Further, for δ ≥ −1 and z ≥ 0,
max
µ∈[a,b]
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣ ≤ d∏
i=1
max
µi∈[ai,bi]
(δi + 1)!
δi∑
j=max{0,δi−γi}
(
γi
δi+1−j
) 1
j!
(
zi
µi
)j
= (δ + 1)!
d∏
i=1
max
µi∈[ai,bi]
δi∑
j=max{0,δi−γi}
(
γi
δi+1−j
) 1
j!
(
zi
µi
)j
≤ (δ + 1)!
d∏
i=1
δi+1∑
j=max{0,δi+1−γi}
(
γi
δi+1−j
) 1
j!
(
zi
ai
)j
= qδ+1γ
(z
a
)
,
where we have defined
qδ+1γ (ζ) := (δ + 1)!
d∏
i=1
δi+1∑
j=max{0,δi+1−γi}
(
γi
δi+1−j
) 1
j!
ζji , ζ ≥ 0, δ ≥ −1. (12.21)
This proves Part 1b.
Part 2 Further, if z ∈ ∂O1 then zµ ∈ ∂O1 and pδ+1γ
(
z
µ
)
= 0 when γ ≤ δ and so 12.20 implies thatDγJδ (z) = 0.
Thus Jδ ∈ C(δ)
(
Rd
)
.
Part 3 From 12.14
Jδ (z) = z
δ+1
∫
e−
z
µ1
σ (µ)
µδ+2
dµ =
∫
zδ+1
µδ+1
e−
z
µ1
σ (µ)
µ1
dµ,
so that
|Jδ (z)| ≤
∫
zδ+1
µδ+1
e−
z
µ1
|σ (µ)|
µ1
dµ ≤ ∥∥yδ+1e−y1∥∥∞,O1
∫ |σ (µ)|
µ1
dµ
= (δ + 1)
(δ+1)
e−(δ+1)1
∫ |σ (µ)|
µ1
dµ
≤ (2π)−d/2 (δ + 1)!
(δ + 1)
1/2
∫ |σ (µ)|
µ1
dµ,
where the last step used Lemma 643:
∥∥xλe−x1∥∥∞,O1 = λλe−λ1 ≤ (2π)−d/2 λ!λ1/2 .
Clearly
qδ+1γ (ζ) = q
δ1+1
γ1 (ζ1) . . . q
δd+1
γd (ζd) .
qδi+1γi (0) = p
δi+1
γi (0) ∀i.
}
(12.22)
Part 4 If σ is a tensor product function then J is also.∫
O1
|DγJδ (z)| dz ≤
∫
O1
∫ b
a
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣ |σ (µ)|µγ+1 e− zµ1dµ dz
=
∫ b
a
|σ (µ)|
µγ+1
∫
O1
∣∣∣∣pδ+1γ ( zµ
)∣∣∣∣ e− zµ1dz dµ
chg. var. : y =
z
µ
, z = µ.y, dz = µ1dy ⇒
=
∫ b
a
|σ (µ)|
µγ
dµ
∫
O1
∣∣pδ+1γ (y)∣∣ e−y1dy
=
∥∥∥∥σ (x)xγ
∥∥∥∥
1
∫
O1
∣∣pδ+1γ (y)∣∣ e−y1dy
≤
∥∥∥∥σ (x)xγ
∥∥∥∥
1
∫
O1
qδ+1γ (y) e
−y1dy,
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We now estimate
∫
O1 q
δ+1
γ (y) e
−y1dy using 12.21.
∫ ∞
0
qδi+1γi (t) e
−tdt =
∫ ∞
0
(δi + 1)!
δi+1∑
j=max{0,δi+1−γi}
(
γi
δi+1−j
) 1
j!
tje−tdt
= (δi + 1)!
δi+1∑
j=max{0,δi+1−γi}
(
γi
δi+1−j
) 1
j!
∫ ∞
0
tje−tdt
= (δi + 1)!
δi+1∑
j=max{0,δi+1−γi}
(
γi
δi+1−j
) 1
j!
j!
= (δi + 1)!
δi+1∑
j=max{0,δi+1−γi}
(
γi
δi+1−j
)
.
If γi ≤ δi + 1 then ∫ ∞
0
qδi+1γi (t) e
−tdt = (δi + 1)!
δi+1∑
j=δi+1−γi
(
γi
δi+1−j
)
= 2γi (δi + 1)!,
and if γi > δi + 1 then∫ ∞
0
qδi+1γi (t) e
−tdt = (δi + 1)!
δi+1∑
j=0
(
γi
δi+1−j
)
= (δi + 1)!
δi+1∑
k=0
(
γi
k
)
,
which means that ∫
O1
qδ+1γ (y) e
−y1dy ≤ 2|γ| (δ + 1)!
Part 5 If γ ≥ 0 and δ ≥ −1 then from 12.15 and then 12.16 and then 12.14,
DγJδ (z) =
∫ b
a
pδγ
(
z
µ
)
σ (µ)
µγ+1
e−
z
µ dµ =
∫ b
a
 ∑
β≤δ+1
(
pδγ
)
β
(
z
µ
)β σ (µ)
µγ+1
e−
z
µ dµ =
=
∑
β≤δ+1
(
pδγ
)
β
zβ
∫ b
a
σ (µ)
µβ+γ+1
e−
z
µ dµ =
∑
β≤δ+1
(
pδγ
)
β
zβ
Jβ+γ−1 (z)
zβ+γ
=
=
∑
β≤δ+1
(
pδγ
)
β
1
zγ
Jβ+γ−1 (z) =
1
zγ
∑
β≤δ+1
(
pδγ
)
β
Jβ+γ−1 (z) .
Also, these calculations imply
DγJδ (z) =
∑
β≤δ+1
(
pδγ
)
β
zβ
Jβ+γ−1 (z)
zβ+γ
=
∑
β≤δ+1
(
pδγ
)
β
zβgβ+γ−1 (z) ,
and part 1a implies gβ+γ−1 ∈ C∞
(O1).
Part 6 The first statement is a direct consequence of Part 5. If δ ≥ 0 the first statement directly implies that
DγJδ is a PWC
∞ function of exponential decrease when δ < γ ≤ δ + 1.
Part 7 From 12.16, pδγ (x) := p
δ1
γ1 (x1) . . . p
δd
γd (xd) and from 12.19,
pmn (0) =
{
0, n ≤ m,
(−1)n−m−1 (m+1)!(n−m−1)! , n ≥ m+ 1.
Hence 0 ≤ γ ≤ δ implies pδiγi (0) = 0 ∀i. Now when β < 0, βi = 0 for some i and so(
pδγ
)
β
=
(
Dβpδγ
)
(0) = Dβ11 p
δ1
γ1 (0) . . . D
βd
d p
δd
γd
(0) = 0.
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On the other hand, when γ > δ,
(
pδγ
)
0
= pδγ (0) = p
δ1
γ1 (0) . . . p
δd
γd
(0) = (−1)|γ−δ−1| (δ + 1)!
(γ − δ − 1)! 6= 0.
Theorem 641 If α ≤ δ + 1 and σ ∈ L10 (O1) then:
1.
DαJδ [σ] = (−1)|α| (δ + 1)!
α∑
β=0
(−1)|β| (αβ)
(δ − β + 1)!Jδ−β
[
σ
yα
]
.
2.
‖DαJδ [σ]‖∞ ≤ 2|α| (δ + 1)!
∥∥∥∥σ (x)xα+1
∥∥∥∥
1
.
3. ??
‖DαJδ [σ]‖1 ≤??
Proof. Part 1 See Theorem 654 below.
Part 2 From part 3 of Lemma 640, |Jδ (z)| ≤ (δ + 1)δ+1 e−(δ+1)1
∥∥∥σ(x)x1 ∥∥∥1, so
‖DαJδ [σ]‖∞ ≤ (δ + 1)!
α∑
β=0
(
α
β
)
(δ − β + 1)!
∥∥∥∥Jδ−β [ σyα
]∥∥∥∥
∞
≤ (δ + 1)!
 α∑
β=0
(
α
β
) (δ − β + 1)δ−β+1
(δ − β + 1)! e
−(δ−β+1)1
∥∥∥∥σ (x)xα+1
∥∥∥∥
1
= (δ + 1)!
d∏
k=1
(
αk∑
m=0
(
αk
m
) (δk −m+ 1)δk−m+1
(δk −m+ 1)! e
−(δk−m+1)
)∥∥∥∥σ (x)xα+1
∥∥∥∥
1
.
Note that λ
λe−λ1
λ! ≤ (2π)−d/2 1λ1/2 .
If αk = 0 then
αk∑
m=0
(
αk
m
) (δk −m+ 1)δk−m+1
(δk −m+ 1)! e
−(δk−m+1) =
(δk + 1)
δk+1
(δk + 1)!
e−(δk+1) (2π)−1/2 ≤
≤ (2π)
−1/2
(δk + 1)
1/2
≤ (2π)−1/2 < 2αk .
If 1 ≤ αk < δk + 1 then, ,
αk∑
m=0
(
αk
m
) (δk −m+ 1)δk−m+1
(δk −m+ 1)! e
−(δk−m+1) ≤ (2π)−1/2
αk∑
m=0
(
αk
m
)
(δk −m+ 1)1/2
≤ (2π)−1/2
αk∑
m=0
(
αk
m
)
= (2π)
−1/2
2αk .
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If 1 ≤ αk and αk = δk + 1 then
αk∑
m=0
(
αk
m
) (δk −m+ 1)δk−m+1
(δk −m+ 1)! e
−(δk−m+1) =
αk∑
m=0
(
αk
m
) (αk −m)αk−m
(αk −m)! e
−(αk−m)
≤ 1 +
αk−1∑
m=0
(
αk
m
) (αk −m)αk−m
(αk −m)! e
−(αk−m)
≤ 1 + (2π)−1/2
αk−1∑
m=0
(
αk
m
) 1
(αk −m)1/2
≤ 1 + (2π)−1/2
αk−1∑
m=0
(
αk
m
)
= 1 +
2αk−1√
2π
< 2αk .
Thus
‖DαJδ [σ]‖∞ ≤ (δ + 1)!
(
d∏
k=1
2αk
)∥∥∥∥σ (x)xα+1
∥∥∥∥
1
= (δ + 1)!2|α|
∥∥∥∥σ (x)xα+1
∥∥∥∥
1
.
Part 3 ??
In Lemma 640 it was assumed that σ ∈ L1 has bounded support in O1 i.e. σ ∈ L10 (Ω). We now weaken the
constraint on σ:
Definition 642 The function Jδ: If σ ∈ L1O1 i.e. σ ∈ L
1, suppσ ⊆ O1, and δ ∈ Rd then we define:
Jδ (z) = Jδ [σ] (z) := lim
r→0+
R→∞
∫ R1
r1
λδe−λ1σ
( z
λ
)
dλ, z ∈ Rd.
Observe that Jδ (z) = 0 when z ∈ Rd \ O1 i.e.
Jδ (z) =
{ ∫
O1 λ
δe−λ1σ
(
z
λ
)
dλ, z ∈ O1,
0 z /∈ Rd \ O1.
This is a weaker version of Lemma 640 and only assumes σ ∈ L1O1 . This is used by the Fourier proof i.e. by
Theorem 657.
Lemma 643 Suppose δ ≥ −21 and z ∈ O1. Then:
1.
∥∥xλe−x1∥∥∞,O1 = λλe−λ1 ≤ (2π)−d/2 λ!λ1/2 when λ ≥ 0.
2. (L∞ result) If σ ∈ L1O1 then
Jδ [σ] (z) = z
δ+1
∫
O1
e−
z
µ1
σ (µ)
µδ+2
dµ, δ ≥ −2,
and
|Jδ [σ] (z)| ≤ (δ + 2)δ+2 e−(δ+2)1 ‖σ‖1
1
z1
≤ (2π)−d/2 (δ + 2)!
(δ + 2)
1/2
‖σ‖1
1
z1
.
3. (L1 result) When δ ≥ −1, Jδ ∈ L1 and ‖Jδ [σ]‖1 ≤ (δ + 1)! ‖σ‖1.
4. ?? FIX! If xβσ ∈ L1O1 for max {−α,− (δ + 2)} ≤ β ≤ α then
|Jδ [σ] (z)| ≤ 1
zβ+1
(∫
O1
µβσ (µ) dµ
)
(δ + 2 + β)
δ+2+β
e−(δ+2+β)1.
12.3 Integral representation 579
5. ?? If n ≥ 1, δ = (n− 2)1 and α = n1 then for −n1 ≤ β ≤ n1:
∣∣J(n−2)1 [σ] (z)∣∣ ≤ 1
zβ+1
(∫
O1
µβσ (µ) dµ
)
(n1+ β)
n1+β
e−(nd+β1).
?? In fact, if βi (z) = 1 when zi > 1 and βi (z) = −1 when zi < 1 then∣∣J(n−2)1 [σ] (z)∣∣ ≤ 1
znβ(z)+1
(∫
O1
µnβ(z)σ (µ) dµ
)
(n1+ nβ (z))n1+nβ(z) e−(nd+nβ(z)1).
Proof. Part 1 The maximum of e−x1xλ can be easily derived by setting the derivative to zero etc. The second
estimate follows from Problem 27 of Section 9.E of Jones [37].
Part 2 Assume δ ≥ −2. Suppose z. > 0. Then
Jδ (z) = lim
r→0+
R→∞
∫ R1
r1
λδe−λ1σ
( z
λ
)
dλ.
The change of variables: µ = z./λ, dλ =
∣∣∣(−z.µ−2)1∣∣∣ dµ = (z.µ−2)1 dµ, yields,
∫ R1
r1
λδe−λ1σ
( z
λ
)
dλ =
∫ z/r
z/R
e−
z
µ1
(
z
µ
)δ
σ (µ)
(z)
1
µ21
dµ = zδ+1
∫ z/r
z/R
e−
z
µ1
σ (µ)
µδ+2
dµ.
Then
zδ+1
∫ z/r
z/R
e−
z
µ1
|σ (µ)|
µδ+2
dµ =
1
z1
∫ z/r
z/R
e−
z
µ1
zδ+2
µδ+2
|σ (µ)| dµ ≤ 1
z1
∥∥e−x1xδ+2∥∥∞ ∫ z/r
z/R
|σ (µ)| dµ
≤ 1
z1
∥∥e−x1xδ+2∥∥∞ ‖σ‖1
: part 1⇒
=
1
z1
(δ + 2)δ+2 e−(δ+2)1 ‖σ‖1
<∞.
Thus
Jδ (z) = z
δ+1
∫
O1
e−
z
µ1
σ (µ)
µδ+2
dµ, δ ≥ −2,
and
|Jδ (z)| ≤ (δ + 2)δ+2 e−(δ+2)1 1
z1
.
Part 3 Since Jδ (z) = z
δ+1
∫
O1 e
− zµ1 σ(µ)
µδ+2
dµ,∫
O1
|Jδ|
≤
∫
O1
zδ+1
∫
O1
e−
z
µ1
|σ (µ)|
µδ+2
dµdz =
∫
O1
∫
O1
zδ+1e−
z
µ1dz
|σ (µ)|
µδ+2
dµ =
: ζ = z/µ, dµ = −z.ζ−2dζ ⇒
=
∫
O1
∫
O1
(µ.ζ)
δ+1
e−ζ1µ1dζ
|σ (µ)|
µδ+2
dµ =
∫
O1
∫
O1
µδ+1.ζδ+1e−ζ1µ1dζ
|σ (µ)|
µδ+2
dµ =
=
∫
O1
∫
O1
ζδ+1e−ζ1dζ |σ (µ)| dµ = (δ + 1)! ‖σ‖1 .
Thus Jδ ∈ L1 (when δ > −21).
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Part 4 Clearly σ ∈ L1 so Jδ (z) = zδ+1
∫
O1 e
− zµ1 σ(µ)
µδ+2
dµ when δ ≥ −2. Now if δ + 2 + β ≥ 0 i.e. α ≥ β ≥
max {−α,− (δ + 2)} we can write
Jδ (z) = z
δ+1
∫
O1
e−
z
µ1
σ (µ)
µδ+2
dµ =
1
zβ+1
∫
O1
e−
z
µ1
zδ+2+β
µδ+2+β
µβσ (µ) dµ,
which allows the estimate
|Jδ (z)| ≤ 1
zβ+1
(∫
O1
µβσ (µ) dµ
)∥∥e−x1xδ+2+β∥∥∞,O1
=
1
zβ+1
(∫
O1
µβσ (µ) dµ
)
(δ + 2 + β)δ+2+β e−(δ+2+β)1.
Part 5 Specifically∣∣J(n−2)1 (z)∣∣ ≤ 1
zβ+1
(∫
O1
µβσ (µ) dµ
)
(n1+ β)
n1+β
e−(n1+β)1, β+ ≤ n1.
Remark 644 ?? MOVE? Idea Proving J1δ [v] is continuous on each orthant by using the Fourier transform and
the fact that each has support on a separate orthant.
J1δ [σ] (z) = z
δ+1
∫
O1
e−
z
µ1
σ (µ)
µδ+2
dµ, δ ≥ −21.
Jθδ [σ (θ.)] (θ.z) .
Iδ [σ] (x) := J
1
δ [σ] (θ.x) , x ∈ Oθ.
Îδ [σ] (ξ) = (2π)
−d/2
∫
e−iξxIδ [σ] (x) dx = (2π)
−d/2
1∑
θ=−1
∫
Oθ
e−iξxIδ [σ] (x) dx =
= (2π)
−d/2
1∑
θ=−1
∫
Oθ
e−iξxJ1δ [σ] (θ.x) dx = (2π)
−d/2
1∑
θ=−1
∫
O1
e−iξθ.xJ1δ [σ] (x) dx =
= (2π)
−d/2
1∑
θ=−1
∫
O1
e−i(θ.ξ)xJ1δ [σ] (x) dx =
1∑
θ=−1
Ĵ1δ [σ] (θ.ξ) =
=
1∑
θ=−1
∫
O1
(
H (ζ) ζδ+1e−ζ1
)∧
(θ.ξ.µ) σ (µ) dµ
=
1∑
θ=−1
∫
O1
(h (θ.x))
∧
(ξ.µ)σ (µ) dµ =
∫
O1
(
1∑
θ=−1
h (θ.x)
)∧
(ξ.µ) σ (µ) dµ.
Observe that
1∑
θ=−1
h (θ.x) ∈ PWC∞.
In the next lemma equation 12.23 expresses the smooth function value at x in terms of its derivatives in the
orthant x+Oθ. This is our basic integral representation in an orthant.
Lemma 645 Orthant integral representation Suppose Oθ = θ.O1 is any orthant. Suppose α ≥ 1, f ∈
C
(α)
B??0
(Oθ) and v ∈ L1Oθ satisfies: ∫Oθ v = 1 and xβv ∈ L1Oθ when 0 ≤ β ≤ α. Then:
1. When γ ≤ α− 1, Dγf ∈ C(α−γ)0
(Oθ) and
Dγf (x) = 1(α−γ−1)!
∑
0≤β≤α−γ
(
α−γ
β
) ∫
x+Oθ
Jθα−γ−2 [vβ ] (y − x)Dγ+βf (y) dy, x ∈ Oθ, (12.23)
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where we define
vβ (x) := (−x)β v (x) , ∀β ∈ Zd, (12.24)
and
Jθλ [v] (z) := Jλ [v (θ.)] (θ.z) , λ ≥ −1, (12.25)
and Jθλ [vβ ] can be written in the integral form 12.35.
Now further assume that v ∈ L10 (Oθ). Then:
2. When λ ≥ −1 we have Jθλ [vβ ] ∈ PWC∞, Jθλ [vβ ] ∈ C∞
(−Oθ) and each derivative decreases exponentially
to zero at infinity.
3. When λ ≥ 0 we have Jθλ [vβ ] ∈ C(λ)B
(
Rd
)
.
??? ADD more analogous results from Lemma 640?
4. Suppose δ ≥ −1 is a multi-integer and supp v ⊂ R [c, d] ⊂ Oθ where c. < d. Then
∣∣DγJθδ [v] (z)∣∣ ≤ ∥∥∥∥ v (y)yγ+1
∥∥∥∥
1
qδγ
(
θ.z
min {θ.c, θ.d}
)
e−
θz
max{θ.c,θ.d} , z ∈ Oθ, (12.26)
where qδγ ≥ 0 is a tensor product polynomial of degree δ+1 which is independent of v and is given by 12.21.
5. Suppose δ ≥ −1 is a multi-integer. Then ∀γ, DγJθδ ∈ L1 (Oθ) and∫
Oθ
∣∣DγJθδ [v]∣∣ ≤ ∥∥∥ vxγ ∥∥∥1
∫
O1
qδγ (y) e
−y1dy <∞.
Proof. The approach is to first prove the lemma for the orthant θ = 1 and then use Definition 637 to prove for
the result for the other orthants.
We first prove the lemma for θ = 1 and then use Definition 637 for the other orthants.
Set g (τ) := e−τ1f (x+ τ.η) for fixed x ∈ O1 and η ∈ O1. Then, since ?? f ∈ C(α)??0
(O1) implies f ∈ C(α)BP (O1),
we have g ∈ C(α)BP
(O1) and g → 0 ?? exponentially at infinity equation 12.5 of Lemma 634 implies
f (x) = (−1)
|α|
(α−1)!
∫
O1
τα−1Dατ
(
e−τ1f (x+ τ.η)
)
dτ,
{
α ≥ 1,
x ∈ O1, η ∈ O1. (12.27)
Now
Dατ
(
e−τ1f (x+ τ.η)
)
=
∑
β≤α
(
α
β
) (
Dα−βτ e
−τ1)Dβτ (f (x+ τ.η))
=
∑
β≤α
(−1)|α−β| (αβ)e−τ1Dβτ (f (x+ τ.η))
=
∑
β≤α
(−1)|α|−|β| (αβ)e−τ1Dβτ (f (x+ τ.η))
= (−1)|α| e−τ1
∑
β≤α
(−1)|β| (αβ)Dβτ (f (x+ τ.η))
= (−1)|α| e−τ1
∑
β≤α
(−1)|β| (αβ)ηβ (Dβf) (x+ τ.η)
= (−1)|α| e−τ1
∑
β≤α
(
α
β
)
(−η)β (Dβf) (x+ τ.η) ,
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so that 12.27 becomes
f (x) = (−1)
|α|
(α−1)!
∫
O1
τα−1 (−1)|α| e−τ1
∑
β≤α
(
α
β
)
(−η)β (Dβf) (x+ τ.η) dτ
= 1(α−1)!
∫
O1
τα−1e−τ1
∑
β≤α
(
α
β
)
(−η)β (Dβf) (x+ τ.η) dτ
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
τα−1e−τ1 (−η)β (Dβf) (x+ τ.η) dτ. (12.28)
Now choose a function v ∈ L1 (O1) such that
∫
O1 v = 1. Then using 12.27 we get
f (x) = f (x)
∫
O1
v (η) dη =
∫
O1
f (x) v (η) dη =
=
∫
O1
1
(α−1)!
∑
β≤α
(
α
β
) ∫
O1
τα−1e−τ1 (−η)β (Dβf) (x+ τ.η) dτ v (η) dη
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
∫
O1
τα−1e−τ1vβ (η)
(
Dβf
)
(x+ τ.η) dτdη.
The next step is to show that the integrand is absolutely convergent i.e. it is L1. In fact, since x, τ ∈ O1,∫
O1
∣∣vβ (η) (Dβf) (x+ τ.η)∣∣ dη ≤ ‖vβ‖1,O1 ∥∥Dβf∥∥∞,O1 ,
and so∫
O1
∫
O1
∣∣τα−1e−τ1vβ (η) (Dβf) (x+ τ.η)∣∣ dτdη = ∫
O1
τα−1e−τ1
∫
O1
∣∣vβ (η) (Dβf) (x+ τ.η)∣∣ dτdη
≤
(∫
O1
τα−1e−τ1dτ
)
‖vβ‖1,O1
∥∥Dβf∥∥∞,O1
= (α− 1)! ‖vβ‖1,O1
∥∥Dβf∥∥∞,O1 (12.29)
<∞,
The change of variables y = x + τ.η, λ = τ is a C1 bijection from O1 × O1 to (x+O1) ×O1 with Jacobian
λ−1 e.g. p502 in Chapter 15, Section J of Jones [37], and since the integrand is L1:
f (x) = 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
∫
O1
τα−1e−τ1vβ (η)
(
Dβf
)
(x+ τ.η) dτdη
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+O1
∫
O1
λα−1e−λ1
(
−y − x
λ
)β
Dβf (y) v
(
y − x
λ
)
dλ
λ1
dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+O1
∫
O1
λα−2e−λ1
(
−y − x
λ
)β
v
(
y − x
λ
)
dλ Dβf (y)dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+O1
Jα−2 [vβ ] (y − x)Dβf (y) dy, (12.30)
where vβ ∈ L1 (O1) is assumed in the statement of this lemma and J1α−2 [vβ ] is given by 12.10 of Lemma 640.
If f ∈ C(α)0
(O1) and γ ≤ α then Dγf ∈ C(α−γ)0 (O1) and so by 12.30,
Dγf (x) = 1(α−γ−1)!
∑
β≤α−γ
(
α−γ
β
) ∫
x+O1
Jα−γ−2 [vβ ] (y − x)Dγ+βf (y)dy, (12.31)
which is 12.23 when θ = 1.
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Now consider arbitrary θ. From Definition 637, in general f ∈ C(α)0
(Oθ) and v ∈ L1 (Oθ) iff f (θ.) ∈
C
(α)
0
(O1) and v (θ.) ∈ L1 (O1). Also ∫ v (θ.) = ∫ v = 1 and
(v (θ.))β (x) = (−x)β v (θ.x) = θβ (−θ.x)β v (θ.x) = θβvβ (θ.x) . (12.32)
Thus, if x ∈ O1, 12.31 implies
f (θ.x) = 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+O1
Jα−2
[
(v (θ.))β
]
(y − x)Dβ (f (θ.y)) dy.
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+O1
θβJα−2 [vβ (θ.)] (y − x)
(
Dβf
)
(θ.y) dy.
The change of variables: z = θ.y, dz =
∣∣θ1∣∣ dy = dy gives
f (θ.x) = 1(α−1)!
∑
β≤α
(
α
β
) ∫
θ.x+Oθ
θβJα−2 [vβ (θ.)] (θ.z − x)Dβf (z)dz,
which is equivalent to: if x ∈ Oθ then using 12.25,
f (x) = 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+Oθ
θβJα−2 [vβ (θ.)] (θ.z − θ.x)Dβf (z) dz
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+Oθ
θβJα−2 [vβ (θ.)] (θ. (z − x))Dβf (z)dz
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+Oθ
Jθα−2 [vβ ] (z − x)Dβf (z)dz, (12.33)
where, when z ∈ −Oθ, by part 2 of Lemma 643,
Jθα−2 [vβ ] (z) = θ
βJα−2 [vβ (θ.)] (θ.z) = θβ
∫
O1
λα−2e−λ1 (vβ (θ.))
(
θ.z
λ
)
dλ
=
∫
Oθ
λα−2e−λ1vβ
( z
λ
)
dλ, (12.34)
for any v ∈ L1Oθ . In particular when β = 0 and λ = α− 2 ≥ −1,
Jθλ [v] (z) = Jλ [v (θ.)] (θ.z) .
If 0 < γ ≤ α then Dγf ∈ C(α−γ)0
(Oθ) and equation 12.33 implies the derivative formula
Dγf (x) = 1(α−1)!
∑
β≤α−γ
(
α−γ
β
) ∫
x+Oθ
Jθα−γ−2 [vβ ] (z − x)Dγ+βf (z) dz,
which is 12.23 as claimed, and 12.34 implies
Jθα−γ−2 [vβ ] (z) =
∫
Oθ
λα−γ−2e−λ1vβ
( z
λ
)
dλ, β ≤ α− γ, (12.35)
which proves part 1 for all orthants.
Part 2 Apply 12.25, 12.24 to parts 2 of Lemma 640.
Part 3 Apply 12.25, 12.24 to part 6 of Lemma 640.
Part 4 From part 1,
DγJθλ [v] (z) = θ
γ
(
DγJ1λ [v (θ.)]
)
(θ.z) , z ∈ Oθ.
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Now inequality 12.12 is: if suppσ ⊂ R [a, b] ⊂ O1 then∣∣DγJ1δ [σ] (z)∣∣ ≤ ∥∥∥ σxγ+1 ∥∥∥1 qδγ (za) e− zb 1, z ∈ O1.
Now, noting 12.50 ?? BELOW ??,
supp v (θ.) = θ. supp v ⊆ θ.R [c, d] = R [θ.c, θ.d] =
= R [min {θ.c, θ.d} ,max {θ.c, θ.d}] ,
so for z ∈ Oθ, ∣∣DγJθλ [v] (z)∣∣ = ∣∣θγ (DγJ1λ [v (θ.)]) (θ.z)∣∣
=
∣∣(DγJ1λ [v (θ.)]) (θ.z)∣∣
≤
∥∥∥∥v (θ.y)yγ+1
∥∥∥∥
1
qδγ
(
θ.z
min {θ.c, θ.d}
)
e−
θ.z
max{θ.c,θ.d} 1
=
∥∥∥∥ vyγ+1
∥∥∥∥
1
qδγ
(
θ.z
min {θ.c, θ.d}
)
e−
θz
max{θ.c,θ.d} .
Part 5 From part 4 of Lemma 640,∫
O1
∣∣DγJ1λ [σ]∣∣ ≤ ∥∥∥∥σ (x)xγ
∥∥∥∥
1,O1
∫
O1
qλγ (y) e
−y1dy, ∀γ.
From 12.25, Jθλ [v] (z) := J
1
λ [v (θ.)] (θ.z), so that
DγJθλ [v] (z) = θ
γ
(
DγJ1λ [v (θ.)]
)
(θ.z) ,
and hence ∫
O1
∣∣DγJθλ [v]∣∣ = ∫
O1
∣∣θγ (DγJ1λ [v (θ.)]) (θ.z)∣∣ dz
=
∫
Oθ
∣∣DγJ1λ [v (θ.)] (z)∣∣ dz
≤
∥∥∥∥σ (θ.x)xγ
∥∥∥∥
1,O1
∫
O1
qλγ (y) e
−y1dy
=
∥∥∥∥σ (x)xγ
∥∥∥∥
1,Oθ
∫
O1
qλγ (y) e
−y1dy.
?? FINISH!
Lemma 646 Suppose g ∈ C(0)B
(O1) and g = 0 on Rd \ O1. Suppose f ∈ C(1) (O1), f = 0 on Rd \ O1 and f
and all Dif tend to zero exponentially at infinity on O1.
Then f ∗ g ∈ C(0)B ∩ L1.
Proof. ??? CONSIDER f ∈ L1loc ∩ L∞ and g ∈ C(0) implies ?? f ∗ g ∈ C(0) ??. Approx. discontin. g using
mollifier.
GIVE REF! f is piecewise smooth. Write g as the sum of piecewise smooth functions with each term con-
tributing to only a bounded region of the convolution. ETC. When does sum of continuous functions converge
to a continuous function.
Clearly f, g ∈ L1 so f ∗ g ∈ L1.
|(f ∗ g) (x+ h)− (f ∗ g) (x)| = |(f (·+ h) ∗ g) (x)− (f ∗ g) (x)|
= |((f (·+ h)− f) ∗ g) (x)|
≤ ‖f (·+ h)− f‖1 ‖g‖∞
≤ (‖f (·+ h)‖1 + ‖f‖1) ‖g‖∞
= 2 ‖f‖1 ‖g‖∞ .
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g (h) =
∫
|f (z + h)− f (z)| dz =
∫ ∣∣∣∣f (z + h2
)
− f
(
z − h
2
)∣∣∣∣ dz.
g (πh) =
∫ ∣∣∣∣f (z + πh2
)
− f
(
z − πh
2
)∣∣∣∣ dz = ∫ ∣∣∣∣f (πζ + πh2
)
− f
(
πζ − πh
2
)∣∣∣∣ dζ =
=
∫ ∣∣∣∣(fπ)(z + h2
)
− (fπ)
(
z − h
2
)∣∣∣∣ dz.
Consider first h. > 0:∫
|f (z + h)− f (z)| dz
=
∫
O1
|f (z + h)− f (z)| dz +
∫
(O1−h)\O1
|f (z + h)− f (z)| dz
=
∫
O1
|f (z + h)− f (z)| dz +
∫
(O1−h)\O1
|f (z + h)| dz
=
∫
O1
|f (z + h)− f (z)| dz +
∫
O1\(O1+h)
|f (z)| dz.
But |f (z)| ≤ b(0)e−a(0)z, |Dif (z)| ≤ b(i)e−a(i)z, z ∈ O1 so∫
|f (z + h)− f (z)| dz
≤
∫
O1
|f (z + h)− f (z)| dz +
∫ h1
0
∫ ∞′
0′
|f (z)| dz1dz′ +
∫ h2
0
∫ ∞′
0′
|f (z)| dz2dz′ + . . .
= . . .+
∫ h1
0
∫ ∞′
0′
b(0)e−a
(0)zdz1dz
′ +
∫ h2
0
∫ ∞′
0′
b(0)e−a
(0)zdz2dz
′ + . . .
= . . .+ b(0)
∫ h1
0
∫ ∞′
0′
e−a
(0)zdz1dz
′ + b(0)
∫ h2
0
∫ ∞′
0′
e−a
(0)zdz2dz
′ + . . .
= . . .+ b(0)
(∫ h1
0
e−a
(0)
1 z1dz1
)∫ ∞′
0′
e−(a
(0))′z′dz′ + b(0)
∫ h2
0
∫ ∞′
0′
e−a
(0)zdz2dz
′ + . . .
< . . .+
b(0)
a
(0)
2 . . . a
(0)
d
h1 +
b(0)
a
(0)
1 a
(0)
3 . . . a
(0)
d
h2 + . . .
= . . .+ b(0)a
(0)
1 h1 + b
(0)a
(0)
2 h2 + . . .
= . . .+ b(0)
(
a(0)h
)
.
Choose the permutation π so that πh = (h′, h′′) where h′. > 0 and h′′. < 0.
Two cases: h′′ empty and not empty.
First integral Split O1 into unit cubes {Cα}α≥0 and use a Taylor series expansion and remainder estimate
A.18:
|f (z + h)− f (z)| ≤
∑
i
hi
∫ 1
0
|(Dif) (z + th)| dt ≤
∑
i
hi
∫ 1
0
∣∣∣(b(i)e−a(i)z) (z + th)∣∣∣ dt =
=
∑
i
hib
(i)
∫ 1
0
e−a
(i)(z+th)dt ≤
∑
i
hib
(i)e−a
(i)z
∫ 1
0
e−ta
(i)hdt ≤
≤
∑
i
hib
(i)e−a
(i)z.
∫
O1
|f (z + h)− f (z)| dz ≤
∑
i
hib
(i)
∫
O1
e−a
(i)zdz =
∑
i
hi
b(i)(
a(i)
)1 = h
(
b(i)(
a(i)
)1
)
.
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supp f ⊆ O1. Suppose h ∈ Oθ. Perhaps h = θ.h′ where h′ ∈ O1.∫
|f (z + h)− f (z)| dz =
∫ ∫
|f (z′ + h′.1′, z′′ − h′′.1′′)− f (z′, z′′)| dz′dz′′.
Suppose: h′. > 0 and h′′. < 0.
??
Case 1 z′ + h′.1′ ∈ O1′ and z′′ − h′′.1′′ ∈ O1′′ and z′ ∈ O1′ and z′′ ∈ O1′′ .
====================
Case 2 z′ + h′.1′ ∈ O1′ and z′′ − h′′.1′′ ∈ O1′′ and z′ /∈ O1′ and z′′ ∈ O1′′ .
Case 3 z′ + h′.1′ ∈ O1′ and z′′ − h′′.1′′ ∈ O1′′ and z′ ∈ O1′ and z′′ /∈ O1′′ .
====================
Case 4 z′ + h′.1′ ∈ O1′ and z′′ − h′′.1′′ /∈ O1′′ and z′ ∈ O1′ and z′′ ∈ O1′′ .
Case 5 z′ + h′.1′ /∈ O1′ and z′′ − h′′.1′′ ∈ O1′′ and z′ ∈ O1′ and z′′ ∈ O1′′ .
??? FINISH! ====================
Want z ∈ (O1 − θ.h) \ O1, z ∈ O1 \ (O1 − θ.h), z ∈ (O1 − θ.h) \ O1 ∩ O1 \ (O1 − θ.h) = {}.
The resultant sum converges since f decreases exponentially at infinity.
Second integral∫
(∂O1)h+
|f (z + h)− f (z)| dz =
∫
|z1|≤|h1|
∫
O
1′−|h1|
|f (z + h)− f (z)| dz1dz′ + . . .
12.4 An extension from an orthant for the C
(α)
0
(Oθ) spaces.
In this section I first derive Proposition 647 which uses the function Jγ [vβ ] to construct continuous extension
E1α : C(α)0
(O1) → C(α)B (Rd) for each α ≥ 1. Here v has the property described in part 1 of Lemma 659. In
Corollary 650 we construct a continuous extension Eθα : C(α)0
(Oθ)→ C(α)B (Rd).
The results of this section are not used elsewhere and are not used to construct any of the other extensions in
this Chapter.
Proposition 647 Continuous C
(α)
0
(O1) extension operator E1α. Noting part 1 of Lemma 645, for each
α ≥ 1 we associate the operator E1α defined on C(α)0
(O1) by
E1αf (x) := 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
Jα−2 [vβ ] (y − x)Dβf (y) dy, x ∈ Rd. (12.36)
Sometimes we will write E1α [v]. Then:
1. For each α ≥ 1, E1α is a continuous extension from C(α)0
(O1) to C(α−1)B (Rd) when these spaces are endowed
with their respective supremum norms.
Now suppose v is a function with the property described in part 1 of Lemma 659. Then:
2.
DγE1αf (x) = (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
(DγJα−2 [vβ ]) (y − x)Dβf (y) dy, γ ≤ α.
3. The operator E1α is a continuous extension from C(α)0
(O1) to C(α)B (Rd) when endowed with their respective
supremum norms. In fact
max
γ≤α
∥∥DγE1αf∥∥∞ ≤ kv,αmaxβ≤α ∥∥Dβf∥∥∞,O1 ,
where kv,α is given by 12.46 or equivalently 12.47.
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Proof. Part 1 Part 4 of Lemma 640 implies Jα−2 [vβ ] ∈ L1 and clearly
{
Dβf
} ∈ L10 ∩ L∞. Hence Young’s
convolution theorem A.13 implies
E1αf = (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
)
Jα−2 [vβ ]− ∗
{
Dβf
} ∈ L1 ∩ L∞. (12.37)
From part 1 of Lemma 645, if x ∈ O1,
E1αf (x) = 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
Jα−2 [vβ ] (y − x)Dβf (y) dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
x+O1
Jα−2 [vβ ] (y − x)Dβf (y) dy
= f (x) .
so E1α is an extension operator. Define{
Dβf
}
(x) :=
{
Dβf (x) , x ∈ O1,
0, x /∈ O1.
and since Jα−2 [vβ ] ∈ S′ and
{
Dβf
} ∈ E ′ we can use the S′ ∗E ′ convolution (see, for example, Subsection 2.9.6
of Vladimirov [59]) to write
DγE1αf = (−1)|γ| (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
)
(DγJα−2 [vβ ])− ∗
{
Dβf
}
, ∀γ. (12.38)
Also J1α−2 [vβ ]− ∈ C(0)
(O−1), J1α−2 [vβ ]− = 0 on Rd \ O−1 and J1α−2 [vβ ]− tends to zero exponentially at
infinity on O−1. Since
{
Dβf
}
can be translated so that it’s bounded support lies in O−1 we can apply Lemma
646 and, since part 6 of Lemma 640 implies DγJα−2 [vβ ] is PWC∞ when 0 ≤ γ ≤ α − 1, we can conclude that
DγE1αf ∈ C(0)B when 0 ≤ γ ≤ α− 1 i.e. E1αf ∈ C(α−1)B .
We now use part 6 of Definition 684 concerning Young’s inequality for convolutions. Here 1/p+1/q = 1+ 1/r
with r =∞, p = 1, q =∞, so for γ ≤ α− 1,
DγE1αf (x) = (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
(DγJα−2 [vβ ]) (y − x)Dβf (y)dy, γ ≤ α− 1, (12.39)
and ∥∥DγE1αf∥∥∞,Rd ≤ 1(α−1)! ∑
β≤α
(
α
β
) ∥∥∥(DγJα−2 [vβ ])−∥∥∥
1
∥∥{Dβf}∥∥∞
= 1(α−1)!
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1 ∥∥Dβf∥∥∞,O1
≤ 1(α−1)!
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1
max
β≤α
∥∥Dβf∥∥∞,O1 , (12.40)
and the L1 estimate of part 4 of Lemma 640 implies that
∥∥DγE1αf∥∥∞,Rd <∞. Thus
E1αf ∈ C(α−1)B , f ∈ C(α)0 (O1) , (12.41)
and
max
γ≤α−1
∥∥DγE1αf∥∥∞,Rd ≤ 1(α−1)!
 max
γ≤α−1
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1
max
β≤α
∥∥Dβf∥∥∞,O1 , (12.42)
which confirms that E1α : C(α)0 (O1)→ C(α−1)B
(
Rd
)
is continuous.
588 12. Explicit extension operators based on Wloka but using the rectangle condition
Parts 2 and 3 To have E1αf ∈ C(α)B we will assume that the function σ used to define Jα−2 is a tensor product.
From 12.38,
DγE1αf = (−1)
|α|(2pi)d/2
(α−1)!
∑
β≤α
(
α
β
)
Dγ (Jα−2 [vβ ])− ∗
{
Dβf
}
, ∀γ,
and from part 1 we know that E1αf ∈ C(α−1)B . So we must prove that DγE1αf ∈ C(0)B when α − 1 < γ ≤ α.
Hence Lemma 660 implies DγJα−2 [vβ ] ∈ PWC∞
(
Rd
)
when β, γ ≤ α and since DγJα−2 [vβ ] is exponentially
decreasing at infinity we have DγJα−2 [vβ ] ∈ L1. Young’s convolution theorem (part 6 of Definition 684) and
12.39 now imply that
DγE1αf = (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
(DγJα−2 [vβ ]) (y − x)Dβf (y) dy, γ ≤ α,
and ∥∥DγE1αf∥∥∞ ≤ 1(α−1)! ∑
β≤α
(
α
β
) ∥∥∥Dγ (Jα−2 [vβ ])−∥∥∥
1
∥∥Dβf∥∥∞,O1
= 1(α−1)!
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1 ∥∥Dβf∥∥∞,O1
≤ 1(α−1)!
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1
max
β≤α
∥∥Dβf∥∥∞,O1 (12.43)
<∞.
Thus DγE1αf ∈ C(0)B and we can conclude that E1αf ∈ C(α)B . Finally, 12.43 yields
max
γ≤α
∥∥DγE1αf∥∥∞ ≤ 1(α−1)! maxγ≤α
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1
max
β≤α
∥∥Dβf∥∥∞,O1
= 1(α−1)! maxγ≤α
∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1,O1
max
β≤α
∥∥Dβf∥∥∞,O1 . (12.44)
Thus E1α is a continuous extension from C(α)0
(O1) to C(α)B (Rd) under the supremum norm.
Now, from ??,
‖DγJα−2 [vβ ]‖1,O1 ≤
∥∥∥∥vβ (x)xγ
∥∥∥∥
1
∫
O1
qα−2γ (y) e
−y1dy =
∥∥∥∥xβv (x)xγ
∥∥∥∥
1
∫
O1
qα−2γ (y) e
−y1dy,
so that ∑
β≤α
(
α
β
) ‖DγJα−2 [vβ ]‖1,O1 ≤ ∑
β≤α
(
α
β
) ∥∥∥∥xβv (x)xγ
∥∥∥∥
1
∫
O1
qα−2γ (y) e
−y1dy
=
∑
β≤α
(
α
β
) ∫ xβ |v (x)|
|xγ | dx
∫
O1
qα−2γ (y) e
−y1dy
=
∫ b
a
(1 + x)
α |v (x)|
xγ
dx
∫
O1
qα−2γ (y) e
−y1dy.
From part 4 of Lemma 640,∫ ∞
0
qδiγi (t) e
−tdt = (δi + 1)!×

2γi , γi ≤ δi + 1,
δi+1∑
k=0
(
γi
k
)
, γi ≥ δi + 2,
so that ∫ ∞
0
qαi−2γi (t) e
−tdt = (αi − 1)!×

2γi, γi ≤ αi − 1,
αi−1∑
k=0
(
γi
k
)
, γi ≥ αi,
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and hence ∫ ∞
0
qαi−2γi (t) e
−tdt = (αi − 1)!×
{
2γi , γi ≤ αi − 1,
2γi − 1, γi = αi,
which implies ∫ ∞
0
qαi−2γi (t) e
−tdt ≤ (αi − 1)!2γi , γi ≤ αi. (12.45)
The estimate 12.44 can now be written
max
γ≤α
∥∥DγE1αf∥∥∞ ≤ kv,αmaxβ≤α ∥∥Dβf∥∥∞,O1 ,
where
kv,α = max
γ≤α
(∫ b
a
(1 + x)
α
(x/2)
γ |v (x)| dx
)
(12.46)
= max
γ≤α
(
d∏
i=1
∫ bi
ai
(1 + xi)
αi
(xi/2)
γi |vi (xi)| dxi
)
=
d∏
i=1
(
max
γi≤αi
∫ bi
ai
(1 + xi)
αi
(xi/2)
γi |vi (xi)| dxi
)
=
d∏
i=1
(
αi
max
k=0
∫ bi
ai
(1 + t)αi
(t/2)
k
|vi (t)| dt
)
. (12.47)
Remark 648 Suppose α ≥ 1. Then from part 4 of Lemma 650,
Dγ
(E1α [v] f) (x) = (−1)|γ|(α−1)! ∑
β≤α
(
α
β
) ∫
O1
(
DγJ1α−2 [vβ ]
)
(y − x)Dβf (y) dy,
and from part 5 of Lemma 640,
DγJ1α−2 [vβ ] (z) =
1
zγ
∑
β≤α−1
(
pα−2γ
)
β
J1β+γ−1 [vβ ] (z)
=
∑
β≤α−1
(
pα−2γ
)
β
zβ
J1β+γ−1 [vβ ] (z)
zβ+γ
, γ ≤ α− 1,
where
J1β+γ−1[vβ ](z)
zβ+γ
∈ C∞ (O1).
Using the equations and definitions of part 1 of Lemma 645 we now generalize Proposition 647 by defining an
extension from an arbitrary orthant.
Definition 649 By definition, f ∈ C(α)0
(Oθ) iff f (θ.) ∈ C(α)0 (O1) and v ∈ L10 (Oθ) iff v (θ.) ∈ L10 (O1) so
noting the formula 12.36 for E1α = Eα we define Eθα = Eθα [v] by(Eθα [v] f) (x) := (E1α [v (θ.)] f (θ.)) (θ.x) , (12.48)
and noting 12.37 it can be described by the following commutative diagram
C
(α)
0
(O1) E1α[v(θ.)]−→−→−→ L1 ∩ L∞
↑ ↓
↑ θ. ↓ θ.
↑ ↓
C
(α)
0
(Oθ) −→−→Eθα[v]−→ L1 ∩ L∞

(12.49)
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because the operators θ. : C
(α)
0
(Oθ)→ C(α)0 (O1) and θ. : L1 → L1 ∩ L∞ are both isomorphisms.
Further, noting part 4 of topology Definition 680, if supp v ⊂ R [c, d] ⊂ Oθ and c. < d then
supp v (θ.) = θ. supp v ⊂ θ.R [c, d] = R [θ.c, θ.d] =
= R [min (θ.c, θ.d) ,max (θ.c, θ.d)] ⊂ O1.
}
(12.50)
We now show that Eθα is a continuous extension operator from C(α)0
(Oθ) to C(α)B (Rd).
Corollary 650 Properties of Eθα. Noting part 1 of Lemma 645 we have:
1. For f ∈ C(α)0
(Oθ) and α ≥ −1:
Eθαf (x) := 1(α−1)!
∑
β≤α
(
α
β
) ∫
Oθ
Jθα−2 [vβ ] (y − x)Dβf (y) dy, x ∈ Rd.
2. For each α ≥ 1, Eθα is a continuous extension from C(α)0
(Oθ) to C(α−1)B (Rd) when these spaces are endowed
with their respective supremum norms. We have the continuous commutative diagram:
C
(α)
0
(O1) E1α[v(θ.)]−→−→−→ C(α−1)B (Rd)
↑ ↓
↑ θ. ↓ θ.
↑ ↓
C
(α)
0
(Oθ) −→−→Eθα[v]−→ C(α−1)B (Rd)
3. ?? FIX!
4. For γ ≤ α,
Dγ
(Eθα [v] f) (x) = (−1)|γ|(α−1)! ∑
β≤α
(
α
β
) ∫
Oθ
(
DγJθα−2 [vβ ]
)
(y − x)Dβf (y) dy.
5. If v is a function with the property described in part 3 then Eθα is a continuous extension from C(α)0
(Oθ)
to C
(α)
B
(
Rd
)
under the supremum norm. In fact, if supp v ⊂ R [c, d] ⊂ Oθ with c. < d then
max
γ≤α
∥∥DγEθαf∥∥∞
≤ max
γ≤α
(
2
min (θ.c, θ.d)
)γ (∫ d
c
(1 + θ.z)
α |v (z)| dz
)
max
β≤α
∥∥Dβf∥∥∞,Oθ ,
and we have the continuous commutative diagram:
C
(α)
0
(O1) E1α[v(θ.)]−→−→−→ C(α)B (Rd)
↑ ↓
↑ θ. ↓ θ.
↑ ↓
C
(α)
0
(Oθ) −→−→Eθα[v]−→ C(α)B (Rd)
6. If v is a function with the property described in part 3 then Dγ
(Eθα [v] f) ∈ L1 ∀γ ≤ α. Further∥∥Dγ (Eθα [v] f)∥∥1 = ∥∥Dγ (Eθα [v] f)∥∥1,Oθ ,
and the upper bound given in part 5 of Lemma 645 applies.
Now we consider the behavior of Eθα [v] f at infinity:
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7. At infinity Eθαf is a rapidly decreasing function and for all µ > 0,
(1 + |x|)µ ∣∣Eθαf (x)∣∣ ≤ 1(α−1)! ∑
β≤α
(
α
β
) ∥∥(1 + |·|)µ Jθα−2 [vβ ]∥∥1,Oθ ∥∥(1 + |·|)µDβf∥∥∞,Oθ .
In fact, Eθαf decreases exponentially at infinity:
8. Suppose supp v ⊂ R [c, d] ⊂ Oθ with c. < d. Then for any real 0 < s < 1 there exists real Cs,f,α > 0 given
by 12.55 such that ∣∣Eθαf (x)∣∣ ≤ Cs,f,αe− smax{θ.c,θ.d}x+ , x ∈ Rd, f ∈ C(α)0 (Oθ) .
Here x+ = (|xi|) and Cs,f,α is independent of x ∈ Rd.
Proof. Part 1 Using formula 12.36 for the action of E1α, i.e.
E1αf (x) := 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
Jα−2 [vβ ] (y − x)Dβf (y) dy, x ∈ Rd,
we calculate (Eθα [v] f) (x) = (E1α [v (θ.)] f (θ.)) (θ.x)
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
Jα−2
[
(v (θ.))β
]
(y − θ.x)Dβ (f (θ.)) (y) dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
O1
Jα−2
[
(v (θ.))β
]
(y − θ.x) θβ (Dβf) (θ.y) dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
Oθ
θβJα−2
[
(v (θ.))β
]
(θ.y − θ.x)Dβf (y) dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
Oθ
θβJα−2
[
(v (θ.))β
]
(θ.y − θ.x)Dβf (y) dy,
but from 12.25,
Jθλ [vβ ] (z) := θ
βJλ
[
(v (θ.))β
]
(θ.z) , λ ≥ −1,
so that (Eθα [v] f) (x) = 1(α−1)! ∑
β≤α
(
α
β
) ∫
Oθ
Jθα−2 [vβ ] (y − x)Dβf (y) dy,
as claimed.
Part 2 The operators θ. : C
(α−1)
0
(Oθ)→ C(α−1)0 (O1) and θ. : C(α−1)B (Rd)→ C(α−1)B (Rd) are both isometric
isomorphisms so it is clear from Proposition 647 that Eθα [v] : C(α)0
(Oθ)→ C(α−1)B (Rd) is continuous.
Part ??3
Part ??4 From the definition of Eθα,
Dγ
(Eθα [v] f) (x) = θγDγ {E1α [v (θ.)] f (θ.)} (θ.x) , (12.51)
and from part 3 of Proposition 647,
DγE1αf (x) = (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
(DγJα−2 [vβ ]) (y − x)Dβf (y) dy, γ ≤ α.
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Thus
Dγ
(Eθαf) (x)
= θγ
 (−1)|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫ (
DγJα−2
[
(v (θ.))β
])
(y − x)Dβ (f (θ.)) (y)dy
 (θ.x)
=
 (−1)|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
θγ+β
(
DγJα−2
[
(v (θ.))β
])
(y − x) (Dβf) (θ.y) dy
 (θ.x)
= (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
θγ+β
(
DγJα−2
[
(v (θ.))β
])
(y − θ.x) (Dβf) (θ.y) dy
= (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
θγ+β
(
DγJα−2
[
(v (θ.))β
])
(θ.z − θ.x)Dβf (z)dz
= (−1)
|γ|
(α−1)!
∑
β≤α
(
α
β
) ∫
θγ+β
(
DγJα−2
[
(v (θ.))β
])
(θ. (z − x))Dβf (z)dz,
but from 12.25,
Jθα−2 [vβ ] (z) := θ
βJα−2
[
(v (θ.))β
]
(θ.z) , λ ≥ −1,
so
DγJθα−2 [vβ ] (z) := θ
β+γDγ
(
Jα−2
[
(v (θ.))β
])
(θ.z) ,
and hence
Dγ
(Eθα [v] f) (x) = (−1)|γ|(α−1)! ∑
β≤α
(
α
β
) ∫ (
DγJθα−2 [vβ ]
)
(y − x)Dβf (y) dy.
Part ??5 We begin with the inequality of part 4 of Proposition 647 i.e. if supp v ⊆ R [a, b] ⊂ O1 where a. < b
then
max
γ≤α
∥∥DγE1αf∥∥∞ ≤ maxγ≤α
(
2
a
)γ (∫ b
a
(1 + x)
α |v (x)| dx
)
max
β≤α
∥∥Dβf∥∥∞,O1 .
From 12.51,
Dγ
(Eθα [v] f) (x) = θγDγ {E1α [v (θ.)] f (θ.)} (θ.x) ,
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where supp v ⊆ R [c, d] ⊂ Oθ and c. < d. But from 12.50, supp v (θ.) ⊆ R [θ.c, θ.d] = R [a, b] ⊂ O1 where
a := min (θ.c, θ.d) and b := max (θ.c, θ.d) uniquely satisfy a. < b, so that
max
γ≤α
∥∥DγEθα [v] f∥∥∞
= max
γ≤α
∥∥θγDγ {E1α [v (θ.)] f (θ.)} (θ.x)∥∥∞
= max
γ≤α
∥∥Dγ {E1α [v (θ.)] f (θ.)}∥∥∞
≤ max
γ≤α
(
2
a
)γ (∫ b
a
(1 + x)α |v (θ.x)| dx
)
max
β≤α
∥∥Dβ (f (θ.))∥∥∞,O1
= max
γ≤α
(
2
a
)γ (∫ b
a
(1 + x)
α |v (θ.x)| dx
)
max
β≤α
∥∥θβ (Dβf) (θ.)∥∥∞,O1
= max
γ≤α
(
2
a
)γ (∫ b
a
(1 + x)
α |v (θ.x)| dx
)
max
β≤α
∥∥(Dβf) (θ.)∥∥∞,O1
= max
γ≤α
(
2
a
)γ (∫ b
a
(1 + x)
α |v (θ.x)| dx
)
max
β≤α
∥∥Dβf∥∥∞,Oθ
= max
γ≤α
(
2
min (θ.c, θ.d)
)γ (∫ d
c
(1 + x)α |v (θ.x)| dx
)
max
β≤α
∥∥Dβf∥∥∞,Oθ
= max
γ≤α
(
2
min (θ.c, θ.d)
)γ (∫ d
c
(1 + θ.z)
α |v (z)| dz
)
max
β≤α
∥∥Dβf∥∥∞,Oθ ,
where the last step used the fact that Definition 680 implies R [θ.a, θ.b] = R [c, d], and as a consequence the
change of variables ∫ b
a
(1 + x)α |v (θ.x)| dx =
∫ d
c
(1 + θ.z)α |v (z)| dz,
is valid.
Part ??6 ?? FINISH!
Part ??7 From part 1 ∣∣Eθαf (x)∣∣ ≤ 1(α−1)! ∑
β≤α
(
α
β
) ∫
Oθ
∣∣Jθα−2 [vβ ] (y − x)∣∣ ∣∣Dβf (y)∣∣ dy.
Using Peetre’s inequality 6.44: for any µ > 0,
(1 + |x|)µ ∣∣Eθαf (x)∣∣ ≤ 1(α−1)! ∑
β≤α
(
α
β
) ∫
Oθ
(1 + |x|)µ ∣∣Jθα−2 [vβ ] (y − x)∣∣ ∣∣Dβf (y)∣∣ dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
Oθ
(1 + |x|)µ
(1 + |y|)µ
∣∣Jθα−2 [vβ ] (y − x)∣∣ (1 + |y|)µ ∣∣Dβf (y)∣∣ dy
≤ 1(α−1)!
∑
β≤α
(
α
β
) ∫
Oθ
(1 + |y − x|)µ ∣∣Jθα−2 [vβ ] (y − x)∣∣ (1 + |y|)µ ∣∣Dβf (y)∣∣ dy
≤ 1(α−1)!
∑
β≤α
(
α
β
) ∥∥(1 + |·|)µ Jθα−2 [vβ ]∥∥1 ∥∥(1 + |·|)µDβf∥∥∞
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥(1 + |·|)µ Jθα−2 [vβ ]∥∥1,Oθ ∥∥(1 + |·|)µDβf∥∥∞,Oθ
<∞,
where the last inequality follows from the fact that f ∈ C(α)0
(Oθ) and 12.12 implies Jθα−2 [vβ ] decreases
exponentially at infinity.
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Part ??7 Suppose x ∈ Oω and ω 6= θ.
epx
∣∣Eθαf (x)∣∣ ≤ 1(α−1)! ∑
β≤α
(
α
β
) ∫
Oθ
epxJθα−2 [vβ ] (y − x)Dβf (y) dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
ep(x−y)
∣∣Jθα−2 [vβ ] (y − x)∣∣ epy ∣∣Dβf (y)∣∣ dy
= 1(α−1)!
∑
β≤α
(
α
β
) ∫
ep(x−y)
∣∣∣Jθα−2 [vβ ]− (x− y)∣∣∣ epy ∣∣Dβf (y)∣∣ dy
⇒ Y oung′s⇒
≤ 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥epzJθα−2 [vβ ]−∥∥∥∞ ∥∥epyDβf (y)∥∥1
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥e−pzJθα−2 [vβ ]∥∥∞ ∥∥epyDβf (y)∥∥1,Oθ
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥e−pzJθα−2 [vβ ]∥∥∞,Oθ ∥∥epyDβf (y)∥∥1,Oθ ,
but from 12.26, ∣∣Jθδ [vβ ] (z)∣∣ ≤ ∥∥∥vβx1 ∥∥∥1 qδ0
(
θ.z
min {θ.c, θ.d}
)
e−
θz
max{θ.c,θ.d} , z ∈ Oθ,
so for any x ∈ Rd,
epx
∣∣Eθαf (x)∣∣
≤ 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥∥e−pz ∥∥∥vβx1 ∥∥∥1 qα−20
(
θ.z
min {θ.c, θ.d}
)
e−
θz
max{θ.c,θ.d}
∥∥∥∥
∞,Oθ
∥∥epyDβf (y)∥∥
1,Oθ
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1
∥∥∥∥qα−20 ( θ.zmin {θ.c, θ.d}
)
e−pze−
θz
max{θ.c,θ.d}
∥∥∥∥
∞,Oθ
∥∥epyDβf (y)∥∥
1,Oθ
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−p θ.ye−
1y
max{θ.c,θ.d}
∥∥∥∥
∞,O1
∥∥epyDβf (y)∥∥
1,Oθ
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−p.θ ye−
1y
max{θ.c,θ.d}
∥∥∥∥
∞,O1
∥∥epyDβf (y)∥∥
1,Oθ
= 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−(p.θ+
1
max{θ.c,θ.d} )y
∥∥∥∥
∞,O1
∥∥epyDβf (y)∥∥
1,Oθ
≤ 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1
∥∥epyDβf (y)∥∥
1,Oθ
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−(p.θ+
1
max{θ.c,θ.d} )y
∥∥∥∥
∞,O1
.
Assume x ∈ Oω. Choose s ∈ R1 such that 0 < s < 1, and set
pω :=
sω
max {θ.c, θ.d} ∈ Oω. (12.52)
Then
pω.θ +
1
max {θ.c, θ.d} =
sω
max {θ.c, θ.d} .θ +
1
max {θ.c, θ.d} =
1+ sω.θ
max {θ.c, θ.d}
. >
1− s
max {θ.c, θ.d}
. > 0,
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and so∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−(p
ω.θ+ 1
max{θ.c,θ.d} )y
∥∥∥∥
∞,O1
≤
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−
(1−s)y
max{θ.c,θ.d}
∥∥∥∥
∞,O1
<∞.
Consequently ∣∣Eθαf (x)∣∣ ≤ Cωe−pωx, x ∈ Oω, (12.53)
where
Cω :=
1
(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1,Oθ
∥∥∥epωyDβf (y)∥∥∥
1,Oθ
×
×
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−
(1−s)y
max{θ.c,θ.d}
∥∥∥∥
∞,O1
. (12.54)
Regarding 12.52,
pω ≤ s
max {θ.c, θ.d} .
Regarding 12.53, since x ∈ Oω,∣∣Eθαf (x)∣∣ ≤ Cωe−pωx = Cωe−(ω.pω)(ω.x) = Cωe− sx+max{θ.c,θ.d} .
Hence
Cω ≤ 1(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1,Oθ
∥∥∥e symax{θ.c,θ.d}Dβf (y)∥∥∥
1,Oθ
×
×
∥∥∥∥qα−20 ( ymin {θ.c, θ.d}
)
e−
(1−s)y
max{θ.c,θ.d}
∥∥∥∥
∞,O1
= (min{θ.c,θ.d})
1
(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1,Oθ
∥∥∥e symax{θ.c,θ.d}Dβf (y)∥∥∥
1,Oθ
×
×
∥∥∥qα−20 (z) e−(1−s) min{θ.c,θ.d}max{θ.c,θ.d} z∥∥∥∞,O1 ,
which is independent of the orthant Oω. Thus∣∣Eθαf (x)∣∣ ≤ Cs,f,αe− sx+max{θ.c,θ.d} ,
where
Cs,f,α :=
(min{θ.c,θ.d})1
(α−1)!
∑
β≤α
(
α
β
) ∥∥∥vβ
x1
∥∥∥
1,Oθ
∥∥∥e symax{θ.c,θ.d}Dβf (y)∥∥∥
1,Oθ
×
×
∥∥∥qα−20 (z) e−(1−s) min{θ.c,θ.d}max{θ.c,θ.d} z∥∥∥∞,O1 . (12.55)
Here qα−2
0
is the tensor product polynomial in z given by 12.21.
12.5 A continuous extension from W n1 (Ω) to W n1
(
Rd
)
- a Fourier
transform proof
In the next theorem we use a partition of unity and the integral representation of Lemma 645 to construct
a continuous convolution extension operator EΩ from W
n1 (Ω) to Wn1
(
Rd
)
. Here Ω is bounded and satisfies
the rectangle condition. This is done in Theorem 657 and continuity is demonstrated using a Fourier transform
argument. With regard to the integral representation lemma, the argument v of the Jδ function is assumed to
satisfy the condition 12.60.
First we need:
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Lemma 651 Properties of the function:
gδ:=
(
H (ζ) ζδe−ζ1
)∧
, δ ∈ Zd, δ ≥ 0, (12.56)
where H is the tensor product Heavyside step function.
1. Dj
(
H (s) ske−s
)
= H (s) pk−1j (s) e
−s ∈ L1 for j ≤ k, and
Dk+1
(
H (s) ske−s
)
= k!δ +H (s) pk−1k+1 (s) e
−s, where pmk is defined in 12.16.
(a) H (s) ske−s ∈ C∞B
(O1);
(b) H (s) ske−s ∈ C(k−1)B ∩ PWC∞B ∀k ≥ 1;
(c) H (s) ske−s ∈ Lp for 1 ≤ p ≤ ∞.
2. For all δ: gδ ∈ C∞BP and Dαgδ = (−i)|α| gα+δ for all α.
3. In one dimension: for k = 0, 1, 2, . . .
gk (s) =
1√
2π
k!
(1 + is)
k+1
, |gk (s)| = 1√
2π
k!
(1 + s2)
k+1
2
.
Clearly stgk ∈ C(0)B when 0 ≤ t ≤ k + 1.
4. If k ≥ 0 and 0 ≤ t ≤ k + 1 then
∥∥stgk (s)∥∥∞ = k!√2π
(
t
k + 1
) t
2
(
1− t
k + 1
) k+1−t
2
(12.57)
≤ k!√
2π
, (12.58)
where 00 := 1, and
argmax
s≥0
∣∣stgk (s)∣∣ =√ t
k + 1− t .
5. If k ≥ 0 and 0 ≤ t < k then∫ ∣∣stgk (s)∣∣ = k!√
2π
Γ
(
t+1
2
)
Γ
(
k−t
2
)
Γ
(
k+1
2
) = 1√
2π
k!
B
(
t+1
2 ,
k−t−1
2
) .
6. gδ ∈ C∞B ∩H∞ for all δ.
7. If δ ≥ 0 then gδ ∈ L1.
8. Alternative proof that xαgδ ∈ C(0)B
(
Rd
)
when α ≤ δ + 1.
9. Express xαgδ in terms of a linear combination of the gβ.
ξαgλ = (−i)|α|
λ−1∑
β=0
(
pλ−2α
)
β
gβ , α ≤ λ− 1,
and in one dimension
tkgk (t) = (−i)k+1
 (k − 1)!
(2π)d/2
+
k−1∑
j=0
(
pk−1k+1
)
j
gj
 .
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10. For all multi-indexes α : 0 ≤ α ≤ λ,
ταgλ (τ) = i
|α|λ!
α∑
β=0
(−1)|β| (αβ)gλ−β (τ)(λ− β)! .
Proof. Part 1 ?? FINISH!.
Part 2 In one dimension, for all integer m ≥ 0, sm (H (s) ske−s) ∈ L1 and so Dmgk = Dm (H (s) ske−s)∧ =
??im
(
smH (s) ske−s
)∧ ∈ C(0)B i.e. gk ∈ C∞B .
Also, for any derivative
Dαgδ = D
α
(
H (ζ) ζδe−ζ1
)∧
=
(
(−i)|α| ζαH (ζ) ζδe−ζ1
)∧
=
= (−i)|α| (H (ζ) ζδ+αe−ζ1)∧ = (−i)|α| gδ+α.
Part 3 In one dimension
√
2πg0 (s) =
∫
e−istH (t) e−tdt =
∫ ∞
0
e−iste−tdt =
∫ ∞
0
e−(1+is)tdt =
=
[−e−(1+is)t
(1 + is)
]∞
0
=
1
1 + is
,
and so from part 2,
gk (s) = i
kDkg0 (s) =
ik√
2π
Dk
1
1 + is
=
ik√
2π
(−1)k k!
(1 + is)
k+1
ik
=
1√
2π
k!
(1 + is)k+1
.
Thus, in one dimension
|gk (s)| = k!√
2π
1
(1 + s2)
k+1
2
,
and in higher dimensions
|gδ (x)| = δ!
(2π)d/2
1
(1 + x.x)
δ+1
2
.
Part 4 If 0 ≤ t ≤ k + 1,
max
s
∣∣stgk (s)∣∣ = max
s
k!√
2π
st
(1 + s2)
k+1
2
=
k!√
2π
max
s
st
(1 + s2)
k+1
2
≤
≤ k!√
2π
max
s
(
1 + s2
) t
2
(1 + s2)
k+1
2
=
k!√
2π
max
s
1
(1 + s2)
k+1−t
2
=
=
k!√
2π
,
which proves 12.58 directly.
If 0 ≤ t ≤ k,
Ds
st
(1 + s2)
k+1
2
=
(
1 + s2
) k+1
2 Dst − stD (1 + s2) k+12
(1 + s2)
k+1
=
(
1 + s2
) k+1
2 tst−1 − st k+12
(
1 + s2
) k−1
2 2s
(1 + s2)
k+1
=
(
1 + s2
) k+1
2 tst−1 − st+1 (k + 1) (1 + s2) k−12
(1 + s2)
k+1
= 0,
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at a maximum. (
1 + s2
) k+1
2 tst−1max = s
t+1
max (k + 1)
(
1 + s2max
) k−1
2 ,(
1 + s2max
)
t = (k + 1) s2max.
s2max =
t
k + 1− t .
More precisely,
max
s
∣∣stgk (s)∣∣ = max
s
k!√
2π
st
(1 + s2)
k+1
2
=
k!√
2π
(
t
k+1−t
) t
2
(
1 + tk+1−t
) k+1
2
=
=
k!√
2π
(
t
k+1−t
) t
2
(
k+1
k+1−t
)k+1
2
=
k!√
2π
(
t
k + 1− t
) t
2
(
k + 1− t
k + 1
) k+1
2
=
=
k!√
2π
(
t
k + 1− t
) t
2
(
k + 1− t
k + 1
) k+1
2
=
k!√
2π
t
t
2 (k + 1− t) k+1−t2 (k + 2)− k+12
=
k!√
2π
t
t
2 (k + 1)
k+11−t
2
(
1− t
k + 1
) k+1−t
2
(k + 1)
− k+12
=
k!√
2π
(
t
k + 1
) t
2
(
1− t
k + 1
) k+1−t
2
.
The formula also makes sense when t = k + 1 since 00 := 1.
Part 5 Suppose 0 ≤ t < k. Then from part 3,∫ ∣∣stgk (s)∣∣ = ∫ k!√
2π
|st| ds
(1 + s2)
k+1
2
=
2k!√
2π
∫ ∞
0
stds
(1 + s2)
k+1
2
.
The change of variables: s = tan θ, ds = sec2 θdθ, and then 858.515 of Dwight [24] gives∫ ∣∣stgk (s)∣∣ = 2k!√
2π
∫ pi/2
0
tant θ
seck+1 θ
sec2 θdθ =
2k!√
2π
∫ pi/2
0
tant θ cosk−1 θdθ =
=
2k!√
2π
∫ pi/2
0
sint θ cosk−1−t θdθ =
2k!√
2π
Γ
(
t+1
2
)
Γ
(
k−t
2
)
2Γ
(
k+1
2
) =
=
k!√
2π
Γ
(
t+1
2
)
Γ
(
k−t
2
)
Γ
(
k+1
2
) = 1√
2π
k!
B
(
t+1
2 ,
k−t
2
) .
Part 6 For all multi-indexes α, H (ζ) ζδ+αe−ζ1 ∈ L1 ∩ L2. Hence (H (ζ) ζδ+αe−ζ1)∧ ∈ C(0)B ∩ L2 and
Dα
(
H (ζ) ζδe−ζ1
)∧ ∈ C(0)B ∩ L2.
Part 7 Follows directly from part 5.
Part 8 ?? Noting that xαgδ (x) is a tensor product function we first consider one dimension.
Observe that H (s) sk ∈ C(k−1)BP
(
R1
)
when k ≥ 1, Dk (H (s) sk) = k!H (s) when k ≥ 0, and Dk+1 (H (s) sk) =
k!δ when k ≥ 0.
Thus Dj
(
H (s) ske−s
) ∈ C(0)B ∩ L1 when j ≤ k − 1, Dk (H (s) ske−s) ∈ (k!H (s) + C(k−1)B ) e−s ⊂ L1 and
Dk+1
(
H (s) ske−s
) ∈ k!δ + (cH + C(k−1)B ) e−s ⊂ k!δ + L1.
Thus
(
Dj
(
H (s) ske−s
))∧ ∈ C(0)B for j ≤ k + 1 i.e. tj (H (s) ske−s)∧ (t) ∈ C(0)B when j ≤ k + 1.
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But
(
H (s) ske−s
)∧
(t) ∈ C∞BP so we must have
(
H (s) ske−s
)∧
(t) ∈ C(0)B when j ≤ k + 1.
Part 9 (Part 5 of Lemma 640) From part 1, in one dimension Dj
(
H (s) ske−s
)
= H (s) pk−1j (s) e
−s when
j ≤ k, so
tjgk (t) = t
j
(
H (s) ske−s
)∧
= (−i)j (Dj (H (s) ske−s))∧ = (−i)j (H (s) pk−1j (s) e−s)∧ ,
and now noting 12.16 and 12.18 we get for α ≤ λ,
ταgλ = (−i)|α|
(
H (x) pλ−1α (x) e
−x1)∧ = (−i)|α| (H (x) pλ−1α (x) e−x1)∧ =
= (−i)|α|
λ∑
β=0
(
pλ−1α
)
β
(
H (x)xβe−x1
)∧
= (−i)|α|
λ∑
β=0
(
pλ−1α
)
β
gβ.
When j = k + 1, Dk+1
(
H (s) ske−s
)
= k!δ +H (s) pk−1k+1 (s) e
−s and
tk+1gk (t) = t
k+1
(
H (s) ske−s
)∧
= (−i)k+1 (Dk+1 (H (s) ske−s))∧
= (−i)k+1 (k!δ +H (s) pk−1k+1 (s) e−s)∧
= (−i)k+1
 k!
(2π)
d/2
+
k∑
j=0
(
pk−1k+1
)
j
gj
 .
Part 10
τα
(1 + iτ)λ
=
(−i)|α| (iτ)α
(1 + iτ)λ
= (−i)|α| (1 + iτ − 1)
α
(1 + iτ)λ
= (−i)|α|
α∑
β=0
(
α
β
) (−1)|α−β| (1 + iτ)β
(1 + iτ)
λ
= i|α|
α∑
β=0
(−1)|β| (αβ)
(1 + iτ)
λ−β ,
and since from part 3, gk (s) =
1√
2pi
k!
(1+is)k+1
, it follows that
ταgλ (τ) =
λ!
(2π)
d/2
τα
(1 + iτ)λ+1
=
λ!
(2π)
d/2
i|α|
α∑
β=0
(−1)|β| (αβ)
(1 + iτ)λ−β+1
= i|α|λ!
α∑
β=0
(−1)|β| (αβ)gλ−β (τ)(λ− β)!
= i|α|λ!
α∑
β=0
(−1)|β| (αβ)gλ−β (τ)(λ− β)! .
Regarding Jδ, I will avoid differentiation under the integral sign and instead use the Fourier transform.
Lemma 652 If σ ∈ L1O1 and δ ≥ −1 then
Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ =
∫
O1
gδ+1 (ξ.µ)σ (µ) dµ,
where the function gδ was introduced in 12.56.
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Proof. From part 3 of Lemma 643, Jδ [σ] ∈ L1 and so Ĵδ [σ] ∈ C(0)B . Consequently
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
e−iξzJδ [σ] (z)dz
= (2π)−d/2
∫
O1
e−iξzzδ+1
∫
O1
1
µδ+2
e−
z
µ1σ (µ) dµ dz
= (2π)
−d/2
∫
O1
∫
O1
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz,
and this integral is absolutely convergent since,
∫
O1
∫
O1
∣∣∣∣∣e−iξzzδ+1 e−
z
µ1
µδ+2
σ (µ)
∣∣∣∣∣ dz dµ ≤
∫
O1
∫
O1
zδ+1e−
z
µ1dz
|σ (µ)|
µδ+2
dµ
: chg. var. ζ = z./µ, dz = µ1dζ ⇒
=
∫
O1
∫
O1
µδ+2.ζδ+1e−ζ1dz
|σ (µ)|
µδ+2
dµ
=
∫
O1
∫
O1
ζδ+1e−ζ1dζ |σ (µ)| dµ
= (δ + 1)! ‖σ‖1 .
This allows us to use Fubini’s theorem to justify changing the order of integration. Indeed, for all multi-integers
δ ≥ −1,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
∫
O1
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz
= (2π)
−d/2
∫
O1
∫
O1
e−iξzzδ+1e−
z
µ1dz
σ (µ)
µδ+2
dµ
⇒ ζ = z./µ, z = µ.ζ, dz = µ1dζ ⇒
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
∫
O1
e−iξ(µ.ζ) (µ.ζ)δ+1 e−ζ1µ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫
O1
∫
O1
µδ+2e−i(ξ.ζ)µζδ+1e−ζ1dζ
σ (µ)
µδ+2
dµ
= (2π)−d/2
∫
O1
(∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
)
σ (µ) dµ (12.59)
⇒ clearly absolutely convergent⇒
=
∫
O1
(
(2π)
−d/2
∫
O1
e−i(ξ.ζ)µσ (µ) dµ
)
ζδ+1e−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ,
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as claimed. Also, from 12.59,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
(∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
)
σ (µ) dµ
= (2π)
−d/2
∫
O1
(∫
O1
e−i(ξ.µ)ζζδ+1e−ζ1dζ
)
σ (µ) dµ
=
∫
O1
(
(2π)
−d/2
∫
O1
e−i(ξ.µ)ζζδ+1e−ζ1dζ
)
σ (µ) dµ
=
∫
O1
(
(2π)
−d/2
∫
O1
e−i(ξ.µ)ζH (ζ) ζδ+1e−ζ1dζ
)
σ (µ) dµ
=
∫
O1
(
H (ζ) ζδ+1e−ζ1
)∧
(ξ.µ) σ (µ) dµ
=
∫
O1
gδ+1 (ξ.µ)σ (µ) dµ.
?? NEED TO ADD a result for v ∈ L10 (O1). This is needed in Theorem 657.
Lemma 653 Properties of Ĵδ: Suppose δ ≥ −1. Then:
1. L∞ bound: Suppose x−(δ+1)v ∈ L1O1 and x
δ+1v ∈ L1O1. Then x
γv ∈ L1O1 for all multi-integers − (δ + 1) ≤
γ ≤ δ + 1 i.e. γ+ ≤ δ + 1.
Further ∣∣∣ξβ ̂Jδ [xαv] (ξ)∣∣∣ ≤ ∥∥ηβgδ+1∥∥∞ ∥∥yα−βv∥∥1,O1 ≤ (δ + 1)!(2π)d/2 ∥∥yα−βv∥∥1,O1 ,
0 ≤ α, β ≤ δ + 1.
2. L1 bound: Suppose 0 ≤ β ≤ δ. Then σ ∈ L1O1 and y
−(β+1)σ ∈ L1O1 imply∫ ∣∣∣ξβ Ĵδ [σ] (ξ)∣∣∣ dξ ≤ ∥∥ηβgδ+1∥∥1 ∥∥∥∥ σyβ+1
∥∥∥∥
1,O1
≤ (δ + 1)!
(2π)
d/2
∥∥∥∥ σyβ+1
∥∥∥∥
1,O1
.
3. ?? If σ ∈??L1 (O1) and y−(δ+2)σ ∈??L1 (O1) then Jδ ∈ C(δ+1)B
(
Rd
)
.
4. ?? Suppose δ ≥ 0. Then σ ∈ L1?? (O1) and y−(δ+1)σ ∈ L1 (O1) imply Jδ ∈ C(δ)B
(
Rd
)
.
5. L∞ bound: Suppose x−(δ+2)v ∈ L1O1 and x
δ+2v ∈ L1O1. Then x
γv ∈ L1O1 for all multi-integers − (δ + 2) ≤
γ ≤ δ + 2 i.e. γ+ ≤ δ + 2.
Further ∣∣∣ξβ ̂Jδ [xαv] (ξ)∣∣∣ ≤ ∥∥ηβgδ+1∥∥∞ ∥∥yα−βv∥∥1,O1 ≤ (δ + 1)!(2π)d/2 ∥∥yα−βv∥∥1,O1 ,
0 ≤ α, β ≤ δ + 2.
Proof. Part 1 From Lemma 652, since xαv ∈ L1O1 ,
ξβ ̂Jδ [xαv] (ξ) = ξβ
∫
O1
yαv (y) gδ+1 (y.ξ) dy =
∫
O1
yαv (y) ξβgδ+1 (y.ξ) dy
=
∫
O1
yα−βv (y) (y.ξ)β gδ+1 (y.ξ) dy,
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so that ∣∣∣ξβ ̂Jδ [xαv] (ξ)∣∣∣ ≤ ∫
O1
∣∣yα−βv (y)∣∣ ∣∣∣(y.ξ)β gδ+1 (y.ξ)∣∣∣ dy
≤ ∥∥ηβgδ+1∥∥∞ ∥∥yα−βv∥∥1,O1
≤ (δ + 1)!
(2π)d/2
∥∥yα−βv∥∥
1,O1 ,
by part 4 of Lemma 651 (Note: (α− β)+ ≤ δ + 1 and β ≤ δ + 1 < δ + 2).
Part 2 ∫ ∣∣∣ξβĴδ [σ] (ξ)∣∣∣ dξ ≤ ∫ ∫
O1
|σ (y)|
yβ
∣∣∣(y.ξ)β gδ+1 (y.ξ)∣∣∣ dydξ
=
∫
O1
|σ (y)|
yβ
∫ ∣∣∣(y.ξ)β gδ+1 (y.ξ)∣∣∣ dξ dy
⇒ η = y.ξ, dη = ∣∣y1∣∣ dξ ⇒
=
∫
O1
|σ (y)|
yβ+1
∫ ∣∣ηβgδ+1 (η)∣∣ dη dy
=
∫ ∣∣ηβgδ+1 (η)∣∣ dη(∫
O1
|σ (y)|
yβ+1
dy
)
≤ (δ + 1)!
(2π)d/2
∫
O1
|σ (y)|
yβ+1
dy,
by part 4 of Lemma 651.
Part 3 ?? Suppose 0 ≤ β ≤ δ + 3. Then σ ∈ L1 (O1) and y−(β+1)σ ∈ L1 (O1). Part 2 now implies∫ ∣∣∣ξβ Ĵδ [σ] (ξ)∣∣∣ dξ ≤ ∥∥∥∥ σyβ+1
∥∥∥∥
1,O1
∥∥ηβgδ+1∥∥1 .
which means that ξβ Ĵδ [σ] ∈ L1 i.e. DβJδ [σ] ∈ C(0)B i.e. Jδ [σ] ∈ C(δ+1)B .
Part 4 Suppose 0 ≤ β ≤ δ. Then σ ∈ L1 (O1) and y−(β+1)σ ∈ L1 (O1). Hence part 2 implies∫ ∣∣∣ξβ Ĵδ [σ] (ξ)∣∣∣ dξ ≤ ∥∥∥∥ σyβ+1
∥∥∥∥
1,O1
∥∥ηβgδ+1∥∥1 ,
which implies D̂βJδ [σ] ∈ L1 for 0 ≤ β ≤ δ, which implies DβJδ [σ] ∈ C(0)B for 0 ≤ β ≤ δ, and so Jδ [σ] ∈ C(δ)B .
Part 5 Slight modification of Part 1.
We now derive some formulas for DαJδ [σ] using the Fourier transform.
Theorem 654 If α ≤ δ and σ, σ/yα ∈ L1O1 then
DαJδ [σ] = (−1)|α| (δ + 1)!
α∑
β=0
(−1)|β| (αβ)
(δ − β + 1)!Jδ−β
[
σ
yα
]
.
Proof. From Lemma 652,
Ĵδ [σ] (ξ) =
∫
O1
σ (y) gδ+1 (y.ξ) dy.
ξαĴδ [σ] (ξ) =
∫
O1
σ (y)
yα
(y.ξ)
α
gδ+1 (y.ξ) dy.
Since α ≤ δ, from part 10 of Lemma 651,
ταgδ (τ) = i
|α|δ!
α∑
β=0
(−1)|β| (αβ)gδ−β (τ)(δ − β)! , 0 ≤ α ≤ δ.
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Hence
ξαĴδ [σ] (ξ) =
∫
O1
σ (y)
yα
i|α| (δ + 1)! α∑
β=0
(−1)|β| (αβ)gδ+1−β (y.ξ)(δ + 1− β)!
 dy
= i|α| (δ + 1)!
α∑
β=0
(−1)|β| (αβ)
(δ − β + 1)!
∫
O1
σ (y)
yα
gδ+1−β (y.ξ) dy
= i|α| (δ + 1)!
α∑
β=0
(−1)|β| (αβ)
(δ − β + 1)!
̂
Jδ−β
[
σ
yα
]
(ξ) .
Finally, since ξαĴδ [σ] = (−i)|α| ̂DαJδ [σ],
DαJδ [σ] = (−1)|α| (δ + 1)!
α∑
β=0
(−1)|β| (αβ)
(δ − β + 1)!Jδ−β
[
σ
yα
]
,
as claimed.
Remark 655 CHECK! From ??
Jδ [σ] (z) = z
δ+1
∫
O1
e−
z
µ1
σ (µ)
µδ+2
dµ, δ ≥ −2,
so that in one-dimension
DJδ [σ] (z) = (δ + 1) z
δ
∫
O1
e−
z
µ1
σ (µ)
µδ+2
dµ− zδ+1
∫
O1
e−
z
µ1
σ (µ)
µδ+3
dµ
= (δ + 1) zδ
∫
O1
e−
z
µ1
µ−1σ (µ)
µδ+1
dµ− zδ+1
∫
O1
e−
z
µ1
µ−1σ (µ)
µδ+2
dµ
= (δ + 1)Jδ−1
[
µ−1σ
]
(z)− Jδ−1
[
µ−1σ
]
(z) .
The result of the theorem yields:
DJδ [σ] = − (δ + 1)!
1∑
β=0
(−1)|β|
(δ − β + 1)!Jδ−β
[
y−1σ
]
= − (δ + 1)! 1
(δ + 1)!
Jδ
[
y−1σ
]− (δ + 1)! 1∑
β=0
−1
(δ − 1 + 1)!Jδ−1
[
y−1σ
]
= −Jδ
[
y−1σ
]
+ (δ + 1)Jδ−1
[
y−1σ
]
.
??
Remark 656
f (ξ) = (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
) ̂Jα−2 [vβ ]− {̂Dβf}
= (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
) ∫
O1
v̂β (ξ.ζ) ζ
α−1e−ζ1dζ {̂Dβf}
= (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
) ∫
O1
v̂β (ξ.ζ) ζ
α−1e−ζ1dζ {̂Dβf} (ξ)
= (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
) ∫
O1
v̂β (ξ.ζ) {̂Dβf} (ξ) ζα−1e−ζ1dζ
?? Question Given g ∈W ??α can f ∈ Wα (O1) be found such that
û = (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
) ∫
O1
v̂β (ξ.ζ) {̂Dβf} (ξ) ζα−1e−ζ1dζ?
Question If u is a tensor product function can a tensor product f be found?
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In the next theorem we use a partition of unity to construct a continuous convolution extension operator from
Wn1 (Ω) to Wn1
(
Rd
)
where Ω satisfies the rectangle condition.
?? ERROR? Must assume that v ∈ L10 (O1)?
Theorem 657 (Extension proof using Fourier transform) Let Ω be a bounded open set that fulfils the
uniform rectangle condition of Definition 635. Then for each n = 1, 2, 3, . . . there exists a continuous linear
extension operator
EΩ :W
n1 (Ω)→Wn1 (Rd) ,
defined by 12.70, 12.61, 12.64, 12.62, 12.63 where v satisfies
xβv ∈ L1O1 for all multi-integers − n1 ≤ β ≤ n1. (12.60)
and for simplicity we have assumed that
vk (x) = v
(
θk.x
)
, x ∈ Ok.
We also obtain the continuity bound
‖EΩu‖Wn1
≤ 2nd/2
(∫
O1
(1 + x)
2n1
xn1
|v (x)| dx
)(
M∑
k=1
‖φk‖Wn1,∞(Ω)
)
‖u‖Wn1(Ω) , u ∈ Wn1 (Ω) .
Proof. Step 1 C∞ density Since the uniform rectangle condition is equivalent to the rectangle condition when Ω
is bounded, it follows that the segment property holds and so part 4 of Remark 144 implies that rΩC
∞ is dense in
Wn1 (Ω). Thus it is sufficient to prove this theorem for functions in C∞
(
Ω
)
because rΩC
∞ ⊂ C∞ (Ω) ⊂Wn1 (Ω).
Step 2 Localization Fix u ∈ C∞ (Ω). Since Ω is compact we can cover it by a finite number of orthant
neighborhoods {Ux(k)}Mk=1, choose a C∞ partition of unity {φk}Mk=1 subordinate to this cover and, noting the
definition of the uniform rectangle condition, set
Uk := Ux(k) , θ
k = θx(k) , h
k := hx(k) , Ok = θk.O1,
where each θk ∈ {−1, 1}d, and also set
u :=
M∑
k=1
uk, uk := (rΩφk)u. (12.61)
Now uk ∈ C∞
(
Uk ∩Ω
)
and in fact, since suppφk ⊂ Uk implies dist (suppφk, ∂Uk) > 0, we have suppuk ⊂
Uk ∩ Ω.
Step 3 Local extension We now define extension operators for the local functions uk introduced in step 2.
Suppose x ∈ Uk ∩ Ω. Then the uniform rectangle condition implies x+ τ.hk.Ôk ⊂ Ω whenever 0 ≤ τ ≤ 1 and
hence uk ∈ C∞
(
Ω
)
implies uk ∈ C∞
(
x+ τ.hk.Ôk
)
when 0 ≤ τ ≤ 1. Thus uk ∈ C∞0
(
x+Ok
)
and so by part
1 of Lemma 645 with γ = 0,
uk (x) =
1
((n−1)!)d
∑
β≤n1
(
n1
β
) ∫
x+Ok
Ik,β (x− y)Dβuk (y) dy,
where
Ik,β := J
θk
(n−2)1
[(
vk
)
β
]
−
, vk ∈ L1Ok . (12.62)
Now define
uk,β (y) :=
{
Dβuk (y) , y ∈ Uk ∩ Ω,
0, otherwise,
(12.63)
and the operator Ek by
Ekuk (x) :=
1
((n−1)!)d
∑
β≤n1
(
n1
β
) ∫
Ik,β (x− y)uk,β (y) dy, x ∈ Rd. (12.64)
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Thus, if x ∈ Uk ∩ Ω,
Ekuk (x) =
1
((n−1)!)d
∑
β≤n1
(
n1
β
) ∫
x+Ok
Ik,β (x− y)uk,β (y) dy = uk (x) ,
confirming that Ek is an extension operator from Uk ∩ Ω to Rd.
Formally, we can write the expression 12.64 for this operator in terms of convolutions as:
Ekuk =
( √
2pi
(n−1)!
)d ∑
β≤n1
(
n1
β
)
Ik,β ∗ uk,β .
Clearly uk,β ∈ L2 since suppuk,β = suppDβuk is bounded and from part 5 of Lemma 645, Ik,β ∈ L1 when
β ≤ n1. Thus, by Young’s convolution inequality, Ik,β ∗uk,β ∈ L2 and from, for example, Exercise 4.7 of Petersen
[52], (Ik,β ∗ uk,β)∧ = Îk,β ûk,β ∈ L2 allowing us to conclude that
Êkuk =
( √
2pi
(n−1)!
)d ∑
β≤n1
(
n1
β
)
Îk,β ûk,β ∈ L2,
where each Îk,β ∈ C(0)B . This means Ekuk ∈ L2. The Cauchy-Schwartz inequality now yields
∣∣∣Êkuk∣∣∣ ≤ ( √2pi(n−1)!)d
∑
β≤n1
(
n1
β
) ∣∣∣Îk,β ∣∣∣2
1/2∑
β≤n1
(
n1
β
) |ûk,β|2
1/2 ,
so that from Definition 134,
‖Ekuk‖2Wn1 =
∑
γ≤n1
(
n1
γ
) ∫
ξ2γ
∣∣∣Êkuk∣∣∣2
≤
∑
γ≤n1
(
n1
γ
) ∫
ξ2γ
( √
2pi
(n−1)!
)2d ∣∣∣∣∣∣∣
∑
β≤n1
(
n1
β
) ∣∣∣Îk,β ∣∣∣2
1/2∑
β≤n1
(
n1
β
) |ûk,β|2
1/2
∣∣∣∣∣∣∣
2
=
( √
2pi
(n−1)!
)2d ∫ ∑
γ≤n1
(
n1
γ
)
ξ2γ
∑
β≤n1
(
n1
β
) ∣∣∣Îk,β ∣∣∣2
 ∑
β≤n1
(
n1
β
) |ûk,β |2
=
( √
2pi
(n−1)!
)2d ∫  ∑
β,γ≤n1
(
n1
β
)(
n1
γ
)
ξ2γ
∣∣∣Îk,β ∣∣∣2
 ∑
β≤n1
(
n1
β
) |ûk,β|2
=
( √
2pi
(n−1)!
)2d ∫  ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∣∣∣ξγ Îk,β ∣∣∣2
 ∑
β≤n1
(
n1
β
) |ûk,β|2
≤
( √
2pi
(n−1)!
)2d ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥ξγ Îk,β∥∥∥2∞
∫ ∑
β≤n1
(
n1
β
) |ûk,β|2
=
( √
2pi
(n−1)!
)2d ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥ξγ Îk,β∥∥∥2∞
∫ ∑
β≤n1
(
n1
β
) |ûk,β|2 .
But from 12.62, ∥∥∥ξγ Îk,β∥∥∥2∞ =
∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β]− (ξ)
∥∥∥∥2
∞
=
∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β] (−ξ)∥∥∥∥2
∞
=
∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β]∥∥∥∥2
∞
,
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and since ûk,β ∈ L2,∫ ∑
β≤n1
(
n1
β
) |ûk,β |2 = ∑
β≤n1
(
n1
β
) ‖ûk,β‖22 = ∑
β≤n1
(
n1
β
) ‖uk,β‖22 = ∑
β≤n1
(
n1
β
) ∫
Uk∩Ω
∣∣Dβuk∣∣2
= ‖uk‖2Wn1(Uk∩Ω) , (12.65)
which means that
‖Ekuk‖2Wn1 ≤
( √
2pi
(n−1)!
)2d ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β]∥∥∥∥2
∞
 ‖uk‖2Wn1(Uk∩Ω) ,
and hence
‖Ekuk‖Wn1 ≤
( √
2pi
(n−1)!
)d ∑
β,γ≤n1
(
n1
β
) 1
2
(
n1
γ
) 1
2
∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β]∥∥∥∥
∞
 ‖uk‖Wn1(Uk∩Ω) . (12.66)
Since vk (x) = v
(
θk.x
)
, 12.25 implies∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β]∥∥∥∥
∞
=
∥∥∥ξγ ̂J(n−2)1 [vβ ]∥∥∥∞ ,
and from part 5 of Lemma 653 and then part 4 of Lemma 651,∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β]∥∥∥∥
∞
≤
(
(n− 1)!√
2π
)d ∥∥xβ−γv∥∥
1,O1 , 0 ≤ β, γ ≤ n1.
Consequently 12.66 becomes
‖Ekuk‖Wn1 ≤
 ∑
β,γ≤n1
(
n1
β
) 1
2
(
n1
γ
) 1
2
∥∥xβ−γv∥∥
1,O1
 ‖uk‖Wn1(Uk∩Ω) .
Regarding the summation term:∑
β,γ≤n1
(
n1
β
) 1
2
(
n1
γ
) 1
2
∥∥xβ−γv∥∥
1,O1
=
∑
β,γ≤n1
(
n1
β
) 1
2
(
n1
γ
) 1
2
∫
xβ
xγ
|v (x)| dx
=
∫ ∑
γ≤n1
(
n1
γ
) 1
21n1−γ
1
xγ
∑
β≤n1
(
n1
β
) 1
21n1−βxβ
 |v (x)| dx
=
∫ ∑
γ≤n1
(
n1
γ
) 1
21n1−γ
(
1
x
)γ∑
β≤n1
(
n1
β
) 1
2 1n1−βxβ
 |v (x)| dx
≤
∫ ∑
γ≤n1
(
n1
γ
)
1n1−γ
(
1
x
)γ∑
β≤n1
(
n1
β
)
1n1−βxβ
 |v (x)| dx
=
∫
O1
(
1 +
1
x
)n1
(1 + x)
n1 |v (x)| dx
=
∫
O1
(1 + x)2n1
xn1
|v (x)| dx, (12.67)
and so we have the local continuity estimate
‖Ekuk‖Wn1 ≤
(∫
O1
(1 + x)2n1
xn1
|v (x)| dx
)
‖uk‖Wn1(Uk∩Ω) . (12.68)
12.6 A continuous extension EαΩ : C
(α)
(
Ω
)
→ C
(α)
B . 607
Further
‖uk‖Wn1(Uk∩Ω) = ‖(rΩφk)u‖Wn1(Uk∩Ω) = ‖φku‖Wn1(Uk∩Ω)
≤ ‖φku‖Wn1(Ω)
≤ 2nd/2 ‖φk‖Wn1,∞(Ω) ‖u‖Wn1(Ω) , (12.69)
where the last estimate is from Theorem 722 in the Appendix. We now introduce our candidate for the extension
operator EΩ, namely
EΩu :=
M∑
k=1
Ekuk. (12.70)
Observe that EΩ is an extension because each Ek is an extension and u =
M∑
k=1
uk. Finally, applying 12.69 to
the continuity estimate 12.66 for Ekuk we get
‖EΩu‖Wn1 =
∥∥∥∥∥
M∑
k=1
Ekuk
∥∥∥∥∥
Wn1
≤
M∑
k=1
‖Ekuk‖Wn1 ≤
≤ 2nd/2
(∫
O1
(1 + x)
2n1
xn1
|v (x)| dx
)(
M∑
k=1
‖φk‖Wn1,∞(Ω)
)
‖u‖Wn1(Ω) .
Remark 658
1. xβv ∈ L1O1 for all multi-integers β+ ≤ (n− 1)1 iff x
−(n−1)1v, x(n−1)1v ∈ L1O1.
2. ∫
O1
(1 + x)
2n1
xn1
|v (x)| dx =
∫
Ô1
(1 + x)
2n1
xn1
(
|v (x)|+ 1
x21
∣∣∣∣v(1x
)∣∣∣∣) dx.
3. If x(n−1)1v ∈ L1
Ô1
and v ∈ L1
Ô1
then xβv ∈ L1
Ô1
for all 0 ≤ β ≤ (n− 1)1. Further, if we extend v to O1 as
v (x) :=
1
x21
∣∣∣∣v(1x
)∣∣∣∣ , x ∈ O1 \ Ô1,
then 12.60 holds i.e. xβv ∈ L1O1 for all multi-integers β+ ≤ (n− 1)1. Here Ô1 := [0, 1]
d
.
12.6 A continuous extension EαΩ : C
(α)
(
Ω
)→ C(α)B .
In this section will use the functional Jγ [v] to construct a set of extension operators E
α
Ω : C
(α)
(
Ω
) → C(α)B ,
α ≥ 1, which are continuous under the supremum norm. To do this we will constrain the function v to have
bounded support in O1 and to be a tensor product function which satisfies 12.76. The main extension result is
Theorem 661.
But first we need:
Lemma 659 ??? Suppose α ≥ 1. Then:
1. There exists a tensor product function v (x) = v1 (x1) . . . vd (xd) ∈ L10 (O1) with support in some rectangle
R [a, b] ⊂ O1, a. < b, such that
∀i :
∫ bi
ai
vi (t)
tλi
dt = δλi,0, λi = 0, 1, 2, . . . , αi + 1, (12.71)
where α ≥ 1 and δλi,0 denotes the Kronecker delta.
If v satisfies condition 12.71 then:
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2.
Dγii Jαi−2
[
ξβii vi
]
∈ PWC∞ (R1) , γi = αi − 1, αi; βi = 0, 1, . . . , αi, (12.72)
?? with jumps at zero.
3. DγJα−2
[
ξβv
] ∈ PWC∞ (Rd) when β, γ ≤ α.?? When α− 1 < γ ≤ α there are jumps at ∂O1? ??
4. DγJα−2
[
ξβv
] ∈ L1 when β, γ ≤ α, and ∥∥DγJα−2 [ξβv]∥∥1 = ∥∥DγJα−2 [ξβv]∥∥1,O1. The estimate of part 4
in Lemma 640 applies.
Proof. Part 1 Set vi (t) = t
αi+1ui (t). Condition 12.71 now becomes:
∀i :
∫ bi
ai
tµiui (t) dt = δµi,αi+1, µi = 0, 1, 2, . . . , αi + 1.
We assume that each ui is a step function which is constant on each unit open interval (k, k + 1) ⊂ R1+.
?? Formulate the problem??: assume g is a step function on the interval [1,m+ 1]. Assume m steps with g = aj
on (j, j + 1). Thus
m∑
j=1
∫ j+1
j
ti−1ajdt = 0, i = 1, . . . ,m− 1.
m∑
j=1
∫ j+1
j
tm−1ajdt = 1.
i.e.
1
i
m∑
j=1
(
(j + 1)i − ji
)
aj = 0, i = 1, . . . ,m− 1.
1
m
m∑
j=1
((j + 1)
m − jm) aj = 1.
i.e. we have m equations in the m unknowns aj :
m∑
j=1
(
(j + 1)
i − ji
)
aj = 0, i = 1, . . . ,m− 1.
m∑
j=1
((j + 1)
m − jm) aj = m.
In matrix form:

21 − 11 31 − 21 · · · (m+ 1)1 −m1
22 − 12 32 − 22 · · · (m+ 1)2 −m2
...
...
. . .
...
2m−1 − 1m−1 3m−1 − 2m−1 · · · (m+ 1)m−1 −mm−1
2m − 1m 3m − 2m · · · (m+ 1)m −mm


a1
a2
a3
...
am−1
am

=

0
0
0
...
0
m

.
12.6 A continuous extension EαΩ : C
(α)
(
Ω
)
→ C
(α)
B . 609
Show the determinant is non-zero:∣∣∣∣∣∣∣∣∣∣∣
21 − 11 31 − 21 · · · (m+ 1)1 −m1
22 − 12 32 − 22 · · · (m+ 1)2 −m2
...
...
. . .
...
2m−1 − 1m−1 3m−1 − 2m−1 · · · (m+ 1)m−1 −mm−1
2m − 1m 3m − 2m · · · (m+ 1)m −mm
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1
11 21 31 · · · (m+ 1)1
12 22 32 · · · (m+ 1)2
...
...
...
. . .
...
1m−1 2m−1 3m−1 · · · (m+ 1)m−1
1m 2m 3m · · · (m+ 1)m
∣∣∣∣∣∣∣∣∣∣∣∣∣
= V andemonde (1, 2, 3, . . . ,m,m+ 1)
= 1!2!3! . . .m!
6= 0.
We conclude that the ai always exist and are unique and so g exists and hence a vi exists ∀i.
Part 2 If v is a tensor product:
DγJα−2 [vβ ] = (−1)|β|Dγ11 Jα1−2
[
ξβ1v1
]
Dγ22 Jα2−2
[
ξβ2v2
]
. . . Dγdd Jαd−2
[
ξβdvd
]
.
Then we want vi ∈ L10 (0,∞) such that ∀i 12.72 holds, and since by Lemma 640, Dαi−1i Jαi−2
[
ξβii vi
]
∈
PWC∞
(
R1
)
, this can be ensured by requiring that ∀i,
Dαii Jαi−2
[
ξβii vi
] (
0+
)
= 0, βi = 0, 1, . . . , αi. (12.73)
But from 12.15, ∀γ ≥ 0,
DγJδ [σ] (z) =
∫ b
a
pδγ
(
z
µ
)
σ (µ)
µγ+1
e−
z
µ1dµ, z ∈ O1, (12.74)
so that ∀i,
Dαii Jαi−2
[
ξβii vi (ξi)
]
(s) =
∫ bi
ai
pαi−2αi
(s
t
) tβivi (t)
tαi+1
e−
s
t dt, s ≥ 0, βi ≤ αi, (12.75)
and thus condition 12.73 becomes: for all i,
pαi−2αi (0)
∫ bi
ai
tβivi (t)
tαi+1
dt = 0, βi ≤ αi,
or
pαi−2αi (0)
∫ bi
ai
vi (t)
tαi−βi+1
dt = 0, βi ≤ αi,
or
pαi−2αi (0)
∫ bi
ai
vi (t)
tk
dt = 0, k = 1, . . . , αi + 1.
But from 12.19: pmn (0) = (−1)n−1−m (m+1)!(n−1−m)! when n ≥ m + 1, so that in particular pn−2n (0) = − (n− 1)!
and our condition now becomes
∀i :
∫ bi
ai
vi (t)
tk
dt = 0, k = 1, 2, . . . , αi + 1.
We also require that
∀i :
∫ bi
ai
vi (t) dt = 1,
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so that the conditions can be written:
∀i :
∫ bi
ai
vi (t)
tλi
dt = δλi,0, λi ≤ αi + 1,
which is 12.71.
Part 3 From part 6 of Lemma 640, DγJα−2
[
ξβv
] ∈ PWC∞ (Rd) when β, γ ≤ α− 1, and so the result of part
2 directly implies part 3.
Part 4 Since α ≥ 1, part 5 of Lemma 645 implies DγJα−2
[
ξβv
] ∈ L1 (O1) for all β, γ. From part 3,
DγJα−2
[
ξβv
] ∈ PWC∞ (Rd) when β, γ ≤ α. Thus, since suppDγJα−2 [ξβv] ⊆ O1, we can conclude that
DγJα−2
[
ξβv
] ∈ L1 when β, γ ≤ α.
This is the arbitrary rectangle version of Lemma 659.
Lemma 660 Suppose α ≥ 1. Then:
1. There exists a tensor product function v (x) = v1 (x1) . . . vd (xd) ∈ L10 (Oθ) with bounded support in the
rectangle R [c, d] ⊂ Oθ, c < d, which satisfies
∀i :
∫ di
ci
vi (t)
tλi
dt = δλi,0, λi = 0, 1, 2, . . . , αi + 1. (12.76)
Here δλi,0 denotes the Kronecker delta.
2. If v satisfies condition 12.76 then:
Dγii J
θi
αi−2
[
ξβii vi
]
∈ PWC∞ (R1) , γi = αi − 1, αi; βi = 0, 1, . . . , αi,
If v satisfies condition 12.76 then:
3. Dγii J
θi
αi−2
[
ξβii vi
]
∈ PWC∞ (R1) , γi = αi − 1, αi; βi = 0, 1, . . . , αi, ?? with a jump at zero.
4. L1 estimate: DγJθα−2
[
ξβv
] ∈ L1 when β, γ ≤ α, and
∥∥DγJθα−2 [ξβv]∥∥1 ≤??∥∥∥∥xβvxγ
∥∥∥∥
1,Oθ
∫
O1
qα−2γ (y) e
−y1dy.
Proof. ?? Part 1 Concerning rectangles see Definition 680. By definition, v ∈ L10 (Oθ) iff v (θ.) ∈ L10 (O1) and
by part 1 of Lemma 659 there exists a closed rectangle R [a, b] ⊂ O1 such that
∀i :
∫ bi
ai
vi (θit)
tλi
dt = δλi,0, λi = 0, 1, 2, . . . , αi + 1,
which can be written: for all i, ∫ bi
ai
vi(θit)
tλi
dt = δλi,0, λi = 1, 2, . . . , αi + 1,∫ bi
ai
vi (θit) dt = 1.
Applying the change of variables s = θit, t = θis, dt = θids we get∫ θibi
θiai
vi(s)
sλi
ds = 0, λi = 1, 2, . . . , αi + 1,
θi
∫ θibi
θiai
vi (s) ds = 1,
which can be written ∫ max{θiai,θibi}
min{θiai,θibi}
vi(s)
sλi
ds = 0, λi = 1, 2, . . . , αi + 1,∫ max{θiai,θibi}
min{θiai,θibi} vi (s) ds = 1.
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Thus there exists a rectangle R [c, d] ⊂ Oθ, c = min {θ.a, θ.b}, d = max {θ.a, θ.b} such that
∀i :
∫ di
ci
vi (t)
tλi
dt = δλi,0, λi = 0, 1, 2, . . . , αi + 1.
Part 2 ??
Part 3 ??
Part 4 ?? ∥∥DγJθα−2 [ξβv]∥∥1 = ∥∥DγJθα−2 [ξβv]∥∥1,Oθ ≤
∥∥∥∥xβvxγ
∥∥∥∥
1,Oθ
??
∫
O1
qα−2γ (y) e
−y1dy ??,
where the estimate of part 5 in Lemma 645 is used.
This is the main extension theorem of this section.
Theorem 661 Assume α ≥ 1 and Ω has the uniform rectangle property. We construct a continuous extension
operator EαΩ : C
(α)
B
(
Ω
)→ C(α)B (Rd). Assume v ∈ L10 (O1) is a tensor product function satisfying condition 12.76.
Assume (for simplicity) that for some fixed v ∈ L10 (O1) and all k,
vk (x) := v
(
θk.x
)
, x ∈ Oθ. (12.77)
Then we have the continuity estimate
‖EαΩu‖α,∞;Ω ≤ kα,v
(
M∑
k=1
‖φk‖α,∞;Ω
)
‖u‖α,∞;Ω ,
where kv,α is given by 12.84 and {φk} is a special partition of unity.
Proof. Step 1: Localization Fix u ∈ C(α) (Ω). Since Ω is compact we can cover it by a finite number of orthant
neighborhoods {Ux(k)}Mk=1, choose a C∞ partition of unity {φk}Mk=1 subordinate to this cover and, noting the
definition of the uniform rectangle condition, set
Uk := Ux(k) , θ
k = θx(k) , h
k := hx(k) , Ok = θk.O1,
where each θk ∈ {−1, 1}d, and also set
u :=
M∑
k=1
uk, uk := (rΩφk)u.
Now uk ∈ C(α)
(
Uk ∩ Ω
)
and in fact, since suppφk ⊂ Uk implies dist (suppφk, ∂Uk) > 0, we have suppuk ⊂
Uk ∩ Ω.
Step 2: Local extension We now define extension operators for the local functions uk introduced in step 2.
Suppose x ∈ Uk ∩ Ω. Then the uniform rectangle condition implies x+ τ.hk.Ôk ⊂ Ω whenever 0 ≤ τ ≤ 1 and
hence uk ∈ C(α)
(
Ω
)
implies uk ∈ C(α)
(
x+ τ.hk.Ôk
)
when 0 ≤ τ ≤ 1. Thus uk ∈ C(α)0
(
x+Ok
)
and so by
part 1 of Lemma 645 with γ = 0,
uk (x) =
1
(α−1)!
∑
β≤α
(
α
β
) ∫
x+Ok
Ik,β (x− y)Dβuk (y)dy,
where
Ik,β := J
θk
α−2
[(
vk
)
β
]
−
, vk ∈ L10
(Ok) , (12.78)
and vk has property 12.76. Now define
uk,β (y) :=
{
Dβuk (y) , y ∈ Uk ∩ Ω,
0, otherwise,
(12.79)
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and the operator Ek by
Ekuk (x) :=
1
(α−1)!
∑
β≤α
(
α
β
) ∫
Ik,β (x− y)uk,β (y) dy, x ∈ Rd. (12.80)
Thus, if x ∈ Uk ∩ Ω,
Ekuk (x) =
1
(α−1)!
∑
β≤α
(
α
β
) ∫
x+Ok
Ik,β (x− y)uk,β (y)dy = uk (x) ,
confirming that Ek is an extension operator from Uk ∩ Ω to Rd.
We now introduce our candidate for the extension operator EΩ from Ω:
EαΩu :=
M∑
k=1
Ekuk. (12.81)
Observe that EαΩ is an extension because each Ek is an extension and u =
M∑
k=1
uk.
Since uk,β ∈ C(α−β)0
(
x+Ok
)
∈ E ′ and Ik,β ∈ S′ we can use the S′ ∗ E ′ convolution (see, for example,
Subsection 2:9.6 of Vladimirov [59] OR Corollary 2:6.9 and Theorem 2:6.10 of Petersen [52]) to write
Ekuk (x) =
(2pi)d/2
(α−1)!
∑
β≤α
(
α
β
)
Ik,β ∗ uk,β ,
and
DγEkuk =
(2pi)d/2
(α−1)!
∑
β≤α
(
α
β
)
(DγIk,β) ∗ uk,β , ∀γ. (12.82)
Noting 12.78, part 4 of Lemma 660 implies DγIk,β ∈ L1 when β, γ ≤ n1. Also, uk ∈ C(α)0
(
x+Ok
)
implies
uk ∈ L∞. Thus, by Young’s convolution inequality, Ik,β ∗ uk,β ∈ L∞ and so DγEkuk ∈ L∞. Further
‖DγEkuk‖∞ ≤ (2pi)
d/2
(α−1)!
∑
β≤α
(
α
β
) ‖(DγIk,β) ∗ uk,β‖∞
≤ 1(α−1)!
∑
β≤α
(
α
β
) ‖DγIk,β‖1 ‖uk,β‖∞,Ω
= 1(α−1)!
∑
β≤α
(
α
β
) ‖DγIk,β‖1 ‖uk,β‖∞,Ω
= 1(α−1)!
∑
β≤α
(
α
β
) ‖DγIk,β‖1 ∥∥Dβuk∥∥∞,Ω ,
so that
‖Ekuk‖α;∞;Ω =
∑
γ≤α
(
α
γ
) ‖DγEkuk‖∞
≤ 1(α−1)!
∑
γ≤α
(
α
γ
)∑
β≤α
(
α
β
) ‖DγIk,β‖1 ∥∥Dβuk∥∥∞,Ω
≤ 1(α−1)!
∑
γ≤α
(
α
γ
)
max
β≤α
∥∥Dβuk∥∥∞,Ω ∑
β≤α
(
α
β
) ‖DγIk,β‖1 .
Noting 12.78, part 4 of Lemma 640 and 12.25 imply ??
‖DγIk,β‖1 =
∥∥∥∥DγJθkα−2 [(vk)β]−
∥∥∥∥
1
=
∥∥∥DγJθkα−2 [(vk)β]∥∥∥1
= ‖DγJα−2 [vβ ]‖1
≤ 2|γ| (α− 1)!
∥∥∥∥xβvxγ
∥∥∥∥
1,Ok
,
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so that ∑
β≤α
(
α
β
) ‖DγIk,β‖1 ≤ 2|γ| (α− 1)!∑
β≤α
(
α
β
) ∥∥∥∥xβxγ v
∥∥∥∥
1,O1
= 2|γ| (α− 1)!
∑
β≤α
∫
O1
(
α
β
)xβ
xγ
|v (x)| dx
= 2|γ| (α− 1)!
∫
O1
∑
β≤α
(
α
β
)
xβ1α−β
|xγ | |v (x)| dx
= 2|γ| (α− 1)!
(∫
O1
(1 + x)
α
xγ
|v (x)| dx
)
,
and hence
‖Ekuk‖α;∞;Ω ≤ 1(α−1)!
∑
γ≤α
(
α
γ
)
max
β≤α
∥∥Dβuk∥∥∞,Ω 2|γ| (α− 1)! ∫O1 (1 + x)
α
xγ
|v (x)| dx
=
∑
γ≤α
(
α
γ
)
max
β≤α
∥∥Dβuk∥∥∞,Ω 2|γ| ∫O1 (1 + x)
α
xγ
|v (x)| dx
= max
β≤α
∥∥Dβuk∥∥∞,Ω ∑
γ≤α
(
α
γ
)
2|γ|
∫
O1
(1 + x)
α
xγ
|v (x)| dx
= max
β≤α
∥∥Dβuk∥∥∞,Ω ∫O1
∑
γ≤α
(
α
γ
)( 2
x
)γ
(1 + x)α |v (x)| dx
= max
β≤α
∥∥Dβuk∥∥∞,Ω ∫O1
(
1 +
2
x
)α
(1 + x)α |v (x)| dx
= max
β≤α
∥∥Dβuk∥∥∞,Ω ∫O1 (1 + x)
α (2 + x)α
xα
|v (x)| dx.
Thus, from 12.81,
‖EαΩu‖α;∞;Ω ≤
M∑
k=1
‖Ekuk‖α;∞;Ω ≤
(
M∑
k=1
max
β≤α
∥∥Dβuk∥∥∞,Ω
)∫
O1
(1 + x)
α
(2 + x)
α
xα
|v (x)| dx.
But
max
β≤α
∥∥Dβuk∥∥∞,Ω = maxβ≤α ∥∥Dβ (φku)∥∥∞,Ω = maxβ≤α
∥∥∥∥∥∥
∑
γ≤β
(
β
γ
)
Dβ−γφkDγu
∥∥∥∥∥∥
∞,Ω
≤
≤ max
β≤α
∑
γ≤β
(
β
γ
) ∥∥Dβ−γφk∥∥∞,Ω ‖Dγu‖∞,Ω
≤ max
β≤α
(
max
γ≤β
‖Dγφk‖∞,Ω
)
‖Dαu‖β,∞,Ω
=
(
max
γ≤α
‖Dγφk‖∞,Ω
)
‖Dαu‖β,∞,Ω
≤ ‖Dαφk‖β,∞,Ω ‖Dαu‖β,∞,Ω ,
so we can write
‖EαΩu‖α;∞;Ω ≤ kα,v
(
M∑
k=1
‖φk‖α,∞,Ω
)
‖u‖α,∞,Ω , (12.83)
where
kα,v =
∫
O1
(1+x)α(2+x)α
xα |v (x)| dx,
=
d∏
i=1
∫ bi
ai
(
(1+t)(2+t)
t
)αi |vi (t)| dt.
 (12.84)
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This establishes the continuity of the extension operator i.e. EΩ : C
α
B
(
Ω
) → CαB (Rd) is continuous under
supremum norms.
12.7 A contin. exten. En1Ω : W
n1 (Ω)→ W n1 derived using spaces of contin.
funcs.
In Section 12.6 we constructed the continuous extension operators {EαΩ}α≥1 such that each EαΩ : C(α)
(
Ω
)→ C(α)B
is continuous under the supremum norm.
In this section we show that the particular extension operators
{
En1Ω
}
n≥1 are such that each E
n1
Ω :W
n1 (Ω)→
Wn1
(
Rd
)
is continuous if we assume that the integral operator Jθ(n−2)1 [v] is a tensor product function with
property 12.76.
Theorem 662 Suppose n ≥ 1 and Ω has the uniform rectangle property. Suppose the function v ∈ L10 (O1) used
to define the operator Jθ(n−2)1 [v] is a tensor product function with property 12.76. Then the extension operator
En1Ω of Theorem 661 satisfies E
n1
Ω :W
n1 (Ω)
c→Wn1. In fact
∥∥En1Ω u∥∥Wn1 ≤ kv,n
(
M∑
k=1
‖φk‖Wn1,∞(Ω)
)
‖u‖Wn1(Ω) ,
where kv,n is given by 12.88 in the proof .
Proof. The uniform rectangle property implies the segment property holds and so part 4 of Remark 144 implies
that C(n1)
(
Ω
)
is dense inWn1 (Ω). We will follow the proof of Theorem 657 and use a partition of unity {φk}Mk=1
to define each uk = φku and set E
n1
Ω u :=
∑M
k=1Ekuk so that∥∥En1Ω u∥∥Wn1 ≤ M∑
k=1
‖Ekuk‖Wn1 , u ∈ C(n1)
(
Ω
)
. (12.85)
From 12.82 of the previous section, if u ∈ C(n1) (Ω) then uk,β ∈ C(n1−β)0 (Ω) ⊂ L2 and
DγEkuk =
(2pi)d/2
((n−1)!)d
∑
β≤n1
(
n1
β
)
(DγIk,β) ∗ uk,β, ∀γ,
where Ik,β = J
θk
α−2
[(
vk
)
β
]
−
for vk ∈ L10
(Ok) is given by 12.78.
But DγIk,β ∈ L1 and so by Young’s theorem
‖DγEkuk‖2 ≤ (2pi)
d/2
((n−1)!)d
∑
β≤n1
(
n1
β
) ‖(DγIk,β) ∗ uk,β‖2
≤ 1
((n−1)!)d
∑
β≤n1
(
n1
β
) ‖DγIk,β‖1 ‖uk,β‖2
≤ 1
((n−1)!)d
∑
β≤n1
(
n1
β
) ‖DγIk,β‖21
1/2∑
β≤n1
(
n1
β
) ‖uk,β‖22
1/2 , (12.86)
and from 12.65 and 12.69 of the proof of Theorem 657,∑
β≤n1
(
n1
β
) ‖uk,β‖22
1/2 = ‖uk‖Wn1(Uk∩Ω) ≤ 2nd/2 ‖φk‖Wn1,∞(Ω) ‖u‖Wn1(Ω) ,
where the constant 2nd/2 comes from Theorem 722 in the Appendix. Thus 12.86 becomes
‖DγEkuk‖2 ≤ 2
nd/2
((n−1)!)d
∑
β≤n1
(
n1
β
) ‖DγIk,β‖21
1/2 ‖φk‖Wn1,∞(Ω) ‖u‖Wn1(Ω) .
12.7 A contin. exten. En1Ω :W
n1 (Ω)→W n1 derived using spaces of contin. funcs. 615
‖Ekuk‖Wn1(Ω) =
∑
γ≤n1
(
n1
γ
) ‖DγEkuk‖22
1/2 ≤
≤ 2nd/2
((n−1)!)d
 ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ‖DγIk,β‖21
1/2 ‖φk‖Wn1,∞(Ω) ‖u‖Wn1(Ω) (12.87)
From 12.62 and then part 4 of Lemma 660 (?? CHECK!)
∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ‖DγIk,β‖21
=
∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥∥DγJθk(n−2)1 [(vk)β]−
∥∥∥∥2
1
=
∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥DγJθk(n−2)1 [(vk)β]∥∥∥21
≤
∑
β,γ≤n1
(
n1
β
)(
n1
γ
)∥∥∥∥∥
(
vk
)
β
xγ
∥∥∥∥∥
1,O
θk
∫
O1
q(n−2)1γ (y) e
−y1dy
2 ,
but we have assumed that vk (x) = v
(
θk.x
)
so
∥∥∥xβvkxγ ∥∥∥
1,O
θk
=
∥∥∥xβvxγ ∥∥∥
1,O1
and
∑
β≤n1
(
n1
β
)(
n1
γ
) ‖DγIk,β‖21 ≤ ∑
β,γ≤n1
(
n1
β
)(
n1
γ
)∥∥∥∥xβxγ v
∥∥∥∥
1,O1
∫
O1
q(n−2)1γ (y) e
−y1dy
2 ,
From 12.13,
∫
O1
q(n−2)1γ (y) e
−y1dy ≤ ((n− 1)!)d 2|γ|,
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so ∑
β≤n1
(
n1
β
)(
n1
γ
) ‖DγIk,β‖21
≤
∑
β,γ≤n1
(
n1
β
)(
n1
γ
)(∥∥∥∥xβxγ v
∥∥∥∥
1,O1
((n− 1)!)d 2|γ|
)2
= ((n− 1)!)2d
∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥∥2|γ|xβxγ v
∥∥∥∥2
1,O1
≤ ((n− 1)!)2d max
β,γ≤n1
(
2|γ|
∥∥∥∥xβxγ v
∥∥∥∥
1,O1
) ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥∥2|γ| xβxγ v
∥∥∥∥
1,O1
= ((n− 1)!)2d
(
max
β,γ≤n1
2|γ|
∥∥xβ−γv∥∥
1,O1
) ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∥∥∥∥ xβ(x/2)γ v
∥∥∥∥
1,O1
= ((n− 1)!)2d
(
max
β,γ≤n1
2|γ|
∥∥xβ−γv∥∥
1,O1
) ∑
β,γ≤n1
(
n1
β
)(
n1
γ
) ∫
O1
xβ
(x/2)
γ |v (x)| dx
= ((n− 1)!)2d
(
max
β,γ≤n1
2|γ|
∥∥xβ−γv∥∥
1,O1
)
×
×
∫
O1
∑
γ≤n1
(
n1
γ
)( 1
x/2
)γ∑
β≤n1
(
n1
β
)
xβ
 |v (x)| dx
= ((n− 1)!)2d
(
max
β,γ≤n1
2|γ|
∥∥xβ−γv∥∥
1,O1
)∫
O1
(
1 +
1
x/2
)n1
(1 + x)
n1 |v (x)| dx
= ((n− 1)!)2d
 max
β,γ≤n1
2|γ|
∫
O1
xβ
xγ
|v (x)| dx
∫
O1
(2 + x)
n1
(1 + x)
n1
xn1
|v (x)| dx.
and consequently 12.87 becomes
‖Ekuk‖Wn1(Ω)
≤ 2nd/2
((n−1)!)d
((n− 1)!)2d
 max
β,γ≤n1
2|γ|
∫
O1
xβ
xγ
|v (x)| dx
∫
O1
(2 + x)
n1
(1 + x)
n1
xn1
|v (x)| dx
1/2×
× ‖φk‖Wn1,∞(Ω) ‖u‖Wn1(Ω)
= kv,n ‖φk‖Wn1,∞(Ω) ‖u‖Wn1(Ω) ,
where
kv,n = 2
nd/2
 max
β,γ≤n1
2|γ|
∫
O1
xβ
xγ
|v (x)| dx
∫
O1
(2 + x)
n1
(1 + x)
n1
xn1
|v (x)| dx
1/2 . (12.88)
Inequality 12.85 now yields our theorem.
Remark 663 We should be able to show that if v has property of 12.76 for α then the extension operator EαΩ of
Section 12.6 is in fact a continuous extension EαΩ :W
α (Ω)→Wα (Rd).
Following the Russian mathematicians in the Background section we would need to define
Wα (Ω) :=
{
u ∈ L2 (Ω) : Dβu ∈ L2 (Ω) when β ≤ α} .
12.8 Some unused estimates
?? In this section ??
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The next result shows that to prove f ∈ C(α) we may need only calculate one derivative, namely Dα.
Lemma 664 ??FINISH!
1. If f ∈ D′ and Dαf ∈ C(0) then Dβf ∈ C(0) when β ≤ α i.e. f ∈ C(α).
2. May need to assume boundedness e.g. If f ∈ L∞ and in the distribution sense Dαf ∈ C(0)B then Dβf ∈ C(0)B
when β ≤ α i.e. f ∈ C(α)B .
Proof. Part 1 Use induction on maxα? ?? First prove true for maxα = 1: suppose f ∈??D′ and D1f ∈ C(0).
Define
g (x) :=
∫ x1
0
D1f (s, x
′) ds,
which exists since D1f ∈ L1loc. Then
|g (x)− g (y)| ≤
∫ x1
0
|D1f (s, x′) ds−D1f (s, y′)| ds+
∣∣∣∣∫ y1
x1
|D1f (s, y′)| ds
∣∣∣∣ .
Since D1f is continuous on Rd it is uniformly continuous on any bounded closed rectangle. Suppose R is a
rectangle which contains x and 0. etc. which proves g is continuous.
Show that for each x′, g ∈ C(1) (R1) and D1g (x) = D1f (x) a.e. and D1g = D1f in D′ so that f − g is a
constant and hence f is also continuous.
?? Generalize the following argument!: Suppose f ∈ D′ and D1D2f ∈ C(0). Then D2f ∈ D′ and D1D2f ∈ C(0)
so D2f ∈ C(0). Similarly D1f ∈ C(0).
Part 2 ?? Suppose f ∈ L∞ and D1D2f ∈ C(0)B . From part 1, f ∈ C(1) ∩ L∞.
D1f (x) =
∫ x2
0
D1D2f (x1, y2) dy2.
=====================
Suppose D1f ∈ C(0)B ∩ L1 and f ∈ C(1)B ∩ L1. Then
(2π)
d/2
H ∗D1f = (2π)d/2D1H ∗ f = (2π)d/2 δ ∗ f = f.
Lemma 665 ?? NEEDED? Prove that
f ∈ L1, D1f ∈ L1 ⇒ Dγf ∈ L1 for all γ ≤ 1,
and
‖Dγf‖1 ≤ (2π)(d−|γ|)/2
∥∥D1f∥∥
1
, γ ≤ 1.
Proof. First assume that f ∈ L10 ⊂ E ′. Then we can use the D′ ∗ E ′ convolution. Using the tensor product
Heavyside step function H ∈ D′, for f ∈ L1 we can write
(2π)
d/2
H ∗D1f = (2π)d/2D1H ∗ f = (2π)d/2 δ ∗ f = f.
Hence, using the concepts of partial delta functions and partial convolutions ?? ADD REF!,
Dγf = (2π)
d/2
(DγH) ∗D1f
= (2π)
d/2
(δ′H ′′) ∗D1f
= (2π)d/2H ′′ ∗′′ (δ′ ∗′ D1f)
= (2π)
(d−|γ|)/2
H ′′ ∗′′ D1f.
Thus
‖Dγf‖′′1 ≤ (2π)(d−|γ|)/2 ‖H ′′‖∞
∥∥D1f∥∥′′
1
= (2π)
(d−|γ|)/2 ∥∥D1f∥∥′′
1
,
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and so when f ∈ L10,
‖Dγf‖1 ≤ (2π)(d−|γ|)/2
∥∥D1f∥∥
1
.
Now suppose f ∈ L1. Choose the smooth cut-off function φ0 ∈ C∞0 such that φ0 = 1 on the closed rectangle
R [−1,1] and φ0 = 0 outside the open rectangle R (−21, 21). Then φ0 (x/k) f ∈ L10 and φ0 (x/k) f → f in L1 as
integer k →∞. Also ?? D1 (φ0 (x/k) f) = . . .+ φ0 (x/k)D1f → 0 +D1f in L1.
?? A distribution approach to the last lemma is:
Lemma 666 ?? REMOVE? Suppose g ∈ E ′, Dαg ∈ C(0)0 for some α ≥ 1. Then:
1. g ∈ C(α)0 ;
2. When γ ≤ α− 1,
1
(α−γ−1)!
∫
(x− y)α−γ−1H (x− y)Dαg (y) dy = Dγg (x) .∫
χα−γ−1+ (x− y)Dαg (y) dy = Dγg (x) .
Proof. Part 1 Show: if g ∈ D′ and Dαg ∈ C(0) then g ∈ C(α).
Part 2 We begin with the identity
Dβ
(
xβ−1
(β − 1)!H
)
= δ, β ≥ 1.
From Chapter 13 of Duistermaat and Kolk [18],
χβ+ :=
xβ−1
(β − 1)!H =
xβ−1
Γ (β)
H, χ0+ := δ,
where H ∈ S′ is the Heavyside step function. Then using the S′, E ′ convolution we have
(2π)
d/2
(
xβ−1
(β − 1)!H
)
∗Dβg = g, β ≥ 1. (12.89)
From DuKo [18], Dγχα+ = χ
α−γ
+ when γ ≤ α− 1 and so that from 12.89,
(2π)
d/2
(
xα−γ−1
(α− γ − 1)!H
)
∗Dαg = Dγg, α ≥ 1,
and using the L1loc, C
(0)
0 convolution gives
1
(α−γ−1)!
∫
(x− y)α−γ−1H (x− y)Dαg (y)dy = Dγg (x) .
Remark 667 ?? REMOVE? What about generalizing 12.6 using the tempered distribution Taylor series expan-
sions of Chapter 3?
Assume Dnf ∈ L1loc ([0,∞)) and f ∈ S′. This implies ?? Dkf ∈ C(n−k−1) ([0,∞)) for k ≤ n − 1. Further
assume that Dkf → 0 exponentially for k ≤ n.
Lemma 668 Bounds for
∥∥∥ξγ Ĵδ [σ]∥∥∥∞ when δ ≥ −1, γ ≤ δ + 2.
Part 1 If δ ≥ −1 and σ ∈ L10 (O1) then Ĵδ [σ] ∈ C(0)B and
Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ. (12.90)
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Proof. Part 1 From Lemma 645, Jδ [σ] ∈ C∞
(O1), supp Jδ [σ] ⊆ O1 and the estimate 12.12 implies it decreases
exponentially at infinity. Thus Jδ [σ] ∈ L1 and so Ĵδ [σ] ∈ C(0)B , and from 12.14,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
e−iξzJδ (z)dz
= (2π)
−d/2
∫
O1
e−iξzzδ+1
∫ b
a
1
µδ+2
e−
z
µ1σ (µ) dµ dz
= (2π)
−d/2
∫
O1
∫ b
a
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz,
and this integral is absolutely convergent since,∫
O1
∫ b
a
∣∣∣∣∣e−iξzzδ+1 e−
z
µ1
µδ+2
σ (µ)
∣∣∣∣∣ dµ dz ≤
∫
O1
∫ b
a
zδ+1
e−
z
µ1
µδ+2
|σ (µ)| dµ dz
<
∫
O1
∫ b
a
zδ+1
e−
z
b 1
aδ+2
|σ (µ)| dµ dz
<∞,
which allows us to use Fubini’s theorem to justify changing the order of integration. Indeed, for all multi-integers
δ ≥ −1,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
∫ b
a
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz
= (2π)
−d/2
∫ b
a
∫
O1
e−iξzzδ+1e−
z
µ1dz
σ (µ)
µδ+2
dµ
⇒ ζ = z/µ, z = µ.ζ, dz = µ1dζ ⇒
Ĵδ [σ] (ξ) = (2π)
−d/2
∫ b
a
∫
O1
e−iξ(µ.ζ) (µ.ζ)δ+1 e−ζ1µ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫ b
a
µδ+1µ1
∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫ b
a
(∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
)
σ (µ) dµ
⇒ clearly absolutely convergent⇒
= (2π)
−d/2
∫
O1
(∫ b
a
e−i(ξ.ζ)µσ (µ) dµ
)
ζδ+1e−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ,
which proves 12.91.
Lemma 669 ?? If σ ∈ L1 (O1) and δ ≥ −1 then
Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ.
Proof. ?? From ?? Jδ [σ] ∈ L1 and so Ĵδ [σ] ∈ C(0)B . Thus
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
e−iξzJδ (z)dz
= (2π)−d/2
∫
O1
e−iξzzδ+1
∫
O1
1
µδ+2
e−
z
µ1σ (µ) dµ dz
= (2π)
−d/2
∫
O1
∫
O1
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz,
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and this integral is absolutely convergent since,∫
O1
∫
O1
∣∣∣∣∣e−iξzzδ+1 e−
z
µ1
µδ+2
σ (µ)
∣∣∣∣∣ dz dµ ≤
∫
O1
∫
O1
zδ+1
e−
z
µ1
µδ+2
|σ (µ)| dz dµ
: ζ = z./µ⇒
?? FIX! ??
=
∫
O1
∫
O1
(µ.ζ)
δ+1 e
−ζ1
µδ+2
|σ (µ)| dµ µ1dζ
=
∫
O1
∫
O1
ζδ+1e−ζ1 |σ (µ)| dµdζ
= (δ + 1)! ‖σ‖1 .
This allows us to use Fubini’s theorem to justify changing the order of integration. Indeed, for all multi-integers
δ ≥ −1,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
∫
O1
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz
= (2π)
−d/2
∫
O1
∫
O1
e−iξzzδ+1e−
z
µ1dz
σ (µ)
µδ+2
dµ
⇒ ζ = z./µ, z = µ.ζ, dz = µ1dζ ⇒
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
∫
O1
e−iξ(µ.ζ) (µ.ζ)δ+1 e−ζ1µ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫
O1
µδ+1µ1
∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫
O1
(∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
)
σ (µ) dµ
⇒ clearly absolutely convergent⇒
= (2π)
−d/2
∫
O1
(∫
O1
e−i(ξ.ζ)µσ (µ) dµ
)
ζδ+1e−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ,
as claimed.
The estimates below were used in Section 12.5 but were replaced by those of Lemma ?? 668? ??. However, I
decided to keep these estimates here.
We will need estimates for
∥∥∥∥ξγ ̂Jθk(n−2)1 [(vk)β] (ξ)∥∥∥∥
∞
for γ ≤ n1 and n ≥ 1. The next lemma will do the job
but first some notation:
Notation 670 Suppose γ ∈ {0, 1}d and suppose γ has 1s at positions i1, i2, i3, . . . , i|γ|.
Partial integration We define dγη = dηi1dηi2 . . . dηi|φ| and write
∫
f (η) dγη.
Projection operator πγ (x) :=
(
xi1 , xi2 , . . . , xi|γ|
) ∈ R|γ| when x ∈ Rd.
Set
∥∥∫ |f (η)| d0η∥∥∞ := ‖f‖∞.
Lemma 671 Bounds for
∥∥∥ξγ Ĵδ [σ]∥∥∥∞ when δ ≥ −1, γ ≤ δ + 2.
Part 1 If δ ≥ −1 and σ ∈ L10 (O1) then Ĵδ [σ] ∈ C(0)B and
Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ. (12.91)
?? USE FOURIER TRANSFORM TO CALC SMOOTHNESS PROPERTIES?
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Suppose δ ≥ −1. If 1 ≤ γ ≤ δ+2 then for
∥∥∥ξγ Ĵδ [σ]∥∥∥∞ we have the upper bound 12.94. If 0 ≤ γ ≤ δ+1 then
for
∥∥∥ξγ Ĵδ [σ]∥∥∥∞ we have the upper bounds 12.95 and 12.96.
When δ = 0 and γ ≤ 1, we have the upper bounds 12.97 and 12.98 for
∥∥∥ξγ Ĵ0 [σ]∥∥∥∞.
When δ = −1 and γ ≤ 1, if
∥∥∥∥∫ |σ̂ (η)| dγη∥∥∥∥
∞
<∞, (12.92)
we have the upper bound 12.100 for
∥∥∥ξγ Ĵ−1 [σ]∥∥∥∞.
Part 2 This is the analogue of part 1 for Jθδ [σ] which is in 12.25 by
Jθδ [σ] (z) := Jδ [σ (θ.)] (θ.z) , σ ∈ L10 (Oθ) .
If δ ≥ −1 and σ ∈ L10 (Oθ) then Ĵθδ [σ] ∈ C(0)B and
Ĵθδ [σ] =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ.
Further, all the bounds described in part 1 also hold here.
Proof. Part 1 From Lemma 645, Jδ [σ] ∈ C∞
(O1), supp Jδ [σ] ⊂ O1 and the estimate 12.12 implies it decreases
exponentially at infinity. Thus Jδ [σ] ∈ L1 and so Ĵδ [σ] ∈ C(0)B , and from 12.14,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
e−iξzJδ (z)dz
= (2π)−d/2
∫
O1
e−iξzzδ+1
∫ b
a
1
µδ+2
e−
z
µ1σ (µ) dµ dz
= (2π)
−d/2
∫
O1
∫ b
a
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz,
and this integral is absolutely convergent since,
∫
O1
∫ b
a
∣∣∣∣∣e−iξzzδ+1 e−
z
µ1
µδ+2
σ (µ)
∣∣∣∣∣ dµ dz ≤
∫
O1
∫ b
a
zδ+1
e−
z
µ1
µδ+2
|σ (µ)| dµ dz
<
∫
O1
∫ b
a
zδ+1
e−
z
b 1
aδ+2
|σ (µ)| dµ dz
<∞,
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which allows us to use Fubini’s theorem to justify changing the order of integration. Indeed, for all multi-integers
δ ≥ −1,
Ĵδ [σ] (ξ) = (2π)
−d/2
∫
O1
∫ b
a
e−iξzzδ+1
e−
z
µ1
µδ+2
σ (µ) dµ dz
= (2π)
−d/2
∫ b
a
∫
O1
e−iξzzδ+1e−
z
µ1dz
σ (µ)
µδ+2
dµ
⇒ ζ = z/µ, z = µ.ζ, dz = µ1dζ ⇒
Ĵδ [σ] (ξ) = (2π)
−d/2
∫ b
a
∫
O1
e−iξ(µ.ζ) (µ.ζ)δ+1 e−ζ1µ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫ b
a
µδ+1µ1
∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
σ (µ)
µδ+2
dµ
= (2π)
−d/2
∫ b
a
(∫
O1
e−i(ξ.ζ)µζδ+1e−ζ1dζ
)
σ (µ) dµ
⇒ clearly absolutely convergent⇒
= (2π)
−d/2
∫
O1
(∫ b
a
e−i(ξ.ζ)µσ (µ) dµ
)
ζδ+1e−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ,
which proves 12.91.
If β ≤ δ + 1, from 12.91,
ξβ Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ξβζδ+1e−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) ξβζβζδ+1−βe−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) (ξ.ζ)
β
ζδ+1−βe−ζ1dζ
= (−i)|β|
∫
O1
D̂βσ (ξ.ζ) ζδ+1−βe−ζ1dζ.
If ξ ∈ Oθ, the change of variables χ = ξ.ζ yields∣∣∣ξβ Ĵδ [σ] (ξ)∣∣∣ ≤ ∫
O1
∣∣∣D̂βσ (ξ.ζ)∣∣∣ ζδ+1−βe−ζ1dζ (12.93)
≤ ∥∥ζδ+1−βe−ζ1∥∥∞,O1 ∫O1
∣∣∣D̂βσ (ξ.ζ)∣∣∣ dζ
=
∥∥ζδ+1−βe−ζ1∥∥∞,O1 1|ξ1|
∫
O1
∣∣∣D̂βσ (χ)∣∣∣ dχ,
so that ∥∥∥ξβ+1Ĵδ [σ]∥∥∥∞ ≤ ∥∥ζδ+1−βe−ζ1∥∥∞,O1 ∥∥∥D̂βσ∥∥∥1
≤ (δ + 1− β)δ+1−β e−(δ+1−β)1
∥∥∥D̂βσ∥∥∥
1
, 0 ≤ β ≤ δ + 1,
or equivalently the upper bound: when D̂γσ ∈ L1,∥∥∥ξγ Ĵδ [σ]∥∥∥∞ ≤ (δ + 2− γ)δ+2−γ e−(δ+2−γ)1 ∥∥∥D̂γ−1σ∥∥∥1 , 1 ≤ γ ≤ δ + 2. (12.94)
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Alternatively, starting with 12.93, if ξ ∈ Oθ,∣∣∣ξβ Ĵδ [σ] (ξ)∣∣∣ ≤ ∫
O1
∣∣∣D̂βσ (ξ.ζ)∣∣∣ ζδ+1−βe−ζ1dζ
≤
∥∥∥D̂βσ∥∥∥
∞,Oθ
∫
O1
ζδ+1−βe−ζ1dζ
= (δ + 1− β)!
∥∥∥D̂βσ∥∥∥
∞,Oθ
≤ (δ+1−β)!
(2pi)d/2
∥∥Dβσ∥∥
1
, β ≤ δ + 1,
and we have the two upper bounds: when D̂βσ ∈ L∞,∥∥∥ξβ Ĵδ [σ]∥∥∥∞ ≤ (δ + 1− β)! ∥∥∥D̂βσ∥∥∥∞ , β ≤ δ + 1, δ ≥ −1; (12.95)
and in addition, if Dβσ ∈ L1,∥∥∥ξβĴδ [σ]∥∥∥∞ ≤ (δ+1−β)!(2pi)d/2 ∥∥Dβσ∥∥1 , β ≤ δ + 1, δ ≥ −1. (12.96)
Case: γ ≤ 1 and δ = 0. From 12.91, if D̂γσ ∈ L∞,
ξγ Ĵ0 [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ξγζ1e−ζ1dζ =
∫
O1
σ̂ (ξ.ζ) (ξ.ζ)
γ
ζ1−γe−ζ1dζ =
= (−1)|γ|
∫
O1
D̂γσ (ξ.ζ) ζ1−γe−ζ1dζ,
so that if ξ ∈ Oθ,∣∣∣ξγ Ĵ0 [σ] (ξ)∣∣∣ ≤ ∫
O1
∣∣∣D̂γσ (ξ.ζ)∣∣∣ ζ1−γe−ζ1dζ ≤ ∥∥∥D̂γσ∥∥∥
∞,Oθ
∫
O1
ζ1−γe−ζ1dζ
= (1− γ)!
∥∥∥D̂γσ∥∥∥
∞,Oθ
≤ (1− γ)!
∥∥∥D̂γσ∥∥∥
∞
≤ ‖Dγσ‖1 .
Hence: when D̂γσ ∈ L∞, ∥∥∥ξγ Ĵ0 [σ]∥∥∥∞ ≤ ∥∥∥D̂γσ∥∥∥∞ , γ ≤ 1, (12.97)
and if, in addition, Dγσ ∈ L1 then∥∥∥ξγ Ĵ0 [σ]∥∥∥∞ ≤ (2π)−d/2 ‖Dγσ‖1 , γ ≤ 1. (12.98)
Case: γ < 1 and δ = −1. If γ = 0 then ∥∥∥Ĵ−1 [σ]∥∥∥∞ ≤ ‖σ̂‖∞ . (12.99)
Now suppose 0 < γ < 1. Choose a permutation πγ such that πγγ = (1
′,0′′) i.e. a sequence of ones then some
zeros. Denote the corresponding partition of variable by (·′, ·′′).Then
(πγξ)
γ
Ĵδ [σ] (πγξ) = (ξ
′)1
′
Ĵδ [σ] (πγξ) ,
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and
Ĵδ [σ] (πγξ) =
∫
O1
σ̂ ((πγξ) .ζ) ζ
δ+1e−ζ1dζ
⇒ χ = πγζ ⇒
=
∫
O1
σ̂ ((πγξ) . (πγχ)) (πγχ)
δ+1
e−χ1dχ
=
∫
O1
σ̂πγ (ξ.χ)χ
piγδ+1e−χ1dχ,
so that
(πγξ)
γ ̂Jpiγδ [σπγ ] (πγξ) =
∫
O1
σ̂ (ξ.χ) (ξ′)1
′
χδ+1e−χ1dχ.
(πγξ)
γ ̂J−1 [σπγ ] (πγξ) =
∫
O
1′′
∫
O
1′
σ̂ (ξ.χ) (ξ′)1
′
e−χ1dχ.
Suppose χ′ ∈ Oθ. Now apply the change of variables: ω′ = ξ′.χ′, dω′ =
∣∣∣(ξ′)1′∣∣∣ dχ′, to yield
(πγξ)
γ ̂J−1 [σπγ ] (πγξ) =
∫
O
1′′
∫
Oθ′
σ̂ (ω′, ξ′′.χ′′) (ξ′)1
′
e
−ω′
ξ′ 1
′
e−χ
′′
1
′′ dω′∣∣∣(ξ′)1′∣∣∣dχ′′,
which implies ∣∣∣(πγξ)γ ̂J−1 [σπγ ] (πγξ)∣∣∣ ≤ ∫
O
1′′
∫
Oθ′
|σ̂ (ω′, ξ′′.χ′′)| dω′e−χ′′1′′dχ′′
≤
∫
O
1′′
(∫
Rd
′
|σ̂ (ω′, ξ′′.χ′′)| dω′
)
e−χ
′′
1
′′
dχ′′,
and assumption 12.92 now implies that for all ξ,∣∣∣(πγξ)γ ̂J−1 [σπγ ] (πγξ)∣∣∣ ≤ ∥∥∥∥∫ |σ̂ (ω)| dpiγγω∥∥∥∥
∞
∫
O
1′′
e−χ
′′
1
′′
dχ′′
=
∥∥∥∥∫ |σ̂ (ω)| dpiγγω∥∥∥∥
∞
.
i.e. ∣∣∣ξγ Ĵ−1 [σ] (ξ)∣∣∣ ≤ ∥∥∥∥∫ |σ̂πγ (ω)| dpiγγω∥∥∥∥
∞
, γ < 1.
But ∥∥∥∥∫ |σ̂πγ (ω)| dpiγγω∥∥∥∥
∞
=
∥∥∥∥∫ |σ̂ (πγω)| dpiγγω∥∥∥∥
∞
=
∥∥∥∥∫ |σ̂ (ω)| dγω∥∥∥∥
∞
,
so, on noting Notation 670 and 12.99,∥∥∥ξγ Ĵ−1 [σ]∥∥∥∞ ≤
∥∥∥∥∫ |σ̂ (ω)| dγω∥∥∥∥
∞
, γ ≤ 1. (12.100)
Part 2 Since Jθδ [σ] (z) = Jδ [σ (θ.)] (θ.z), from 12.91,
Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ.
Part 13 of Definition 682 implies ĝ (θ.) = ĝ (θ.) so that
Ĵθδ [σ] (ξ) = Fz [Jδ [σ (θ.)] (θ.z)] (ξ)
= Fz [Jδ [σ (θ.)]] (θ.ξ)
=
∫
O1
σ̂ (θ.) (θ.ξ.ζ) ζδ+1e−ζ1dζ
=
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ.
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The estimates for
∥∥∥ξβ Ĵθδ [σ]∥∥∥∞ now follow easily.
Lemma 672 If δ ≥ −1 and σ ∈ L10 (O1) then for all multi-indexes 0 ≤ α ≤ δ + 2,∣∣∣ξαĴδ [σ] (ξ)∣∣∣ ≤ ∥∥∥∥ σyα
∥∥∥∥
1,O1
‖xαgδ+1‖∞ ,
where
gδ :=
(
H (ζ) ζδe−ζ1
)∨
, δ ≥ 0,
and H is the tensor product Heavyside step function. The function gδ has the following properties:
1. ĝδ ∈ C∞B
(O1), ĝδ ∈ C(δ−1)B δ ≥ 1, ĝδ ∈ Lp for 1 ≤ p ≤ ∞.
2. gδ ∈ C∞B ∩H∞.
3. xαgδ (x) ∈ C(0)B for all α ≤ δ + 1.
4. |gδ (x)| ≤ C(1+x+)δ+1 =
C
(1+|x1|)δ1+1...(1+|xd|)δd+1 .
Proof. ?? Since σ ∈ L10 ⊂ L20 and H (ζ) ζδ+1e−ζ1 ∈ L2 ∩ L1, 12.91 holds and
Ĵδ [σ] (ξ) =
∫
O1
σ̂ (ξ.ζ) ζδ+1e−ζ1dζ
=
∫
σ̂ (ξ.ζ)H (ζ) ζδ+1e−ζ1dζ
=
1
|ξ1|
∫ ̂
σ
( ·
ξ
)
(ζ)H (ζ) ζδ+1e−ζ1dζ
=
1
|ξ1|
∫
σ
(
x
ξ
)(
H (ζ) ζδ+1e−ζ1
)∨
(x) dx
=
∫
O1
σ (y)
(
H (ζ) ζδ+1e−ζ1
)∨
(y.ξ) dy.
Further
ξαĴδ [σ] (ξ) =
∫
O1
σ (y) ξα
(
H (ζ) ζδ+1e−ζ1
)∨
(y.ξ) dy
=
∫
O1
σ (y)
yα
(y.ξ)
α (
H (ζ) ζδ+1e−ζ1
)∨
(y.ξ) dy
=
∫
O1
σ (y)
yα
(y.ξ)α gδ+1 (y.ξ) dy. (12.101)
xαgδ (x) = x
α
(
H (ζ) ζδe−ζ1
)∨
=
(
Dα
(
H (ζ) ζδe−ζ1
))∨
.
??=================
When s > 0, D??α
(
H (s) sδ??e−s
)
= Dα
(
sδe−s
)
= Dα
(
sδe−s
)
= e−sesDα
(
sδe−s
)
= pm−1n (s) e
−s.
??==================
?? USE pm−1n ! Noting that xαgδ (x) is a tensor product function we first consider one dimension. SinceH (s) sk ∈
C
(k−1)
B when k ≥ 1, Dk
(
H (s) sk
)
= k!H (s) when k ≥ 0, and Dk+1 (H (s) sk) = k!δ when k ≥ 0, we have:
Dj
(
H (s) ske−s
) ∈ C(0)B ∩ L1 when j ≤ k − 1, Dk (H (s) ske−s) ∈ (k!H (s) + C(k−1)B ) e−s ⊂ L1 and
Dk+1
(
H (s) ske−s
) ∈ k!δ + (cH + C(k−1)B ) e−s ⊂ k!δ + L1.
Thus
(
Dj
(
H (s) ske−s
))∨ ∈ C(0)B for j ≤ k + 1 i.e. tj (H (s) ske−s)∨ (t) ∈ C(0)B when j ≤ k + 1.
In d dimensions we can now conclude that xα
(
H (ξ) ξδe−ξ1
)∨ ∈ C(0)B when α ≤ δ + 1 which proves part 3
and hence part 4.
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Returning to 12.101 : when α ≤ δ + 2,∣∣∣ξαĴδ [σ] (ξ)∣∣∣ ≤ ∫
O1
|σ (y)|
|yα| |(y.ξ)
α gδ+1 (y.ξ)| dy
≤
∥∥∥∥ σyα
∥∥∥∥
1,O1
‖xαgδ+1‖∞ .
Part 2 ∀α : Dαgδ ∈
(
L1
)∨ ∈ C(0)B ⇒ gδ ∈ C∞B ; ∀α : Dαg ∈ (L2)∨ = L2 ⇒ g ∈ H∞.
Lemma 673 Bounds for
∥∥∥ξγ Ĵθn1 [σ]∥∥∥∞ when n ≥ −1:
1. n = −1 ∥∥∥ξγ Ĵθ−1 [σ]∥∥∥∞ ≤
∥∥∥∥∫ |σ̂ (ω)| dγω∥∥∥∥
∞
, γ ≤ 1,
2. n = 0 ∥∥∥ξγ Ĵθ0 [σ]∥∥∥∞ ≤

∥∥∥D̂γσ∥∥∥
∞
, γ ≤ 1,
e−(2−γ)1
∥∥∥D̂γσ∥∥∥
1
, 1 ≤ γ ≤ 21.
Note that not all the derivatives bounds for γ ≤ 21 are given here.
3. n ≥ 1
∥∥∥ξγ Ĵθn1 [σ]∥∥∥∞ ≤
 ((n+ 1)1− γ)!
∥∥∥D̂γσ∥∥∥
∞
, 0 ≤ γ ≤ (n+ 1)1,
((n+ 2)1− γ)(n+2)1−γ e−((n+2)1−γ)
∥∥∥D̂γσ∥∥∥
1
, 1 ≤ γ ≤ (n+ 2)1.
(12.102)
Note that not all the derivative bounds for γ ≤ (n+ 2)1 are given here.
NOTE: Parts 2 and 3 can be amalgamated i.e. the estimate of part 3 holds for n = 0. Also, in 12.102 of part
3 the ranges of γ in the two estimates can overlap substantially.
Proof. Part 1 From Lemma 671: when γ = 1 we have the upper bound 12.94 i.e. when D̂γσ ∈ L1,∥∥∥ξγ Ĵθδ [σ]∥∥∥∞ ≤ (δ + 2− γ)δ+2−γ e−(δ+2−γ)1 ∥∥∥D̂γ−1σ∥∥∥1 ,
{
1 ≤ γ ≤ δ + 2,
δ ≥ −1,
so that when δ = −1 and γ = 1,‘ ∥∥∥ξ1Ĵθ−1 [σ]∥∥∥∞ ≤ ‖σ̂‖1 .
Also, from 12.100, ∥∥∥ξγ Ĵ−1 [σ]∥∥∥∞ ≤
∥∥∥∥∫ |σ̂ (ω)| dγω∥∥∥∥
∞
, γ ≤ 1.
Part 2 From part 2 of Lemma 671: when δ = 0 and γ < 1, we have the upper bound 12.97 for
∥∥∥ξγ Ĵθ0 [σ]∥∥∥∞
i.e. if D̂γσ ∈ L∞ for γ < 1 then ∥∥∥ξγ Ĵθ0 [σ]∥∥∥∞ ≤ ∥∥∥D̂γσ∥∥∥∞ , γ < 1.
Also from 12.94 of part 2 of Lemma 671: if D̂γσ ∈ L1 for 1 ≤ γ ≤ δ + 2 then∥∥∥ξγ Ĵθδ [σ]∥∥∥∞ ≤ (δ + 2− γ)δ+2−γ e−(δ+2−γ)1 ∥∥∥D̂γσ∥∥∥1 , 1 ≤ γ ≤ δ + 2, δ ≥ −1,
i.e. if D̂γσ ∈ L1 for 1 ≤ γ ≤ 21 then∥∥∥ξγ Ĵθ0 [σ]∥∥∥∞ ≤ (2− γ)2−γ e−(2−γ)1 ∥∥∥D̂γσ∥∥∥1 = e−(2−γ)1 ∥∥∥D̂γσ∥∥∥1 .
Part 3 The estimates of this part are 12.94 and 12.95.
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Remark 674 The conditions of Lemma 673 are satisfied for any σ ∈ C∞0 (Oθ).
A special case of Lemma 673 is the 1-dimensional case:
Lemma 675 The case d = 1 . Bounds for
∥∥∥ξkĴθn1 [σ]∥∥∥∞ when n ≥ −1: if σ ∈ L10 (Oθ) then:
1. n = −1 ∥∥∥ξkĴθ−1 [σ]∥∥∥∞ ≤
{ ‖σ̂‖∞ , k = 0,
‖σ̂‖1 , k = 1.
2. n = 0 ∥∥∥ξkĴθ0 [σ]∥∥∥∞ ≤

∥∥∥D̂kσ∥∥∥
∞
, 0 ≤ k ≤ 1,
e−(2−k)
∥∥∥D̂kσ∥∥∥
1
, 1 ≤ k ≤ 2.
Parts 1 and 2 are included in the following estimate:
3. n ≥ −1 ∥∥∥ξkĴθn [σ]∥∥∥∞ ≤
 (n+ 1− k)!
∥∥∥D̂kσ∥∥∥
∞
, 0 ≤ k ≤ n+ 1,
(n+ 2− k)(n+2−k) e−(n+2−k)
∥∥∥D̂kσ∥∥∥
1
, 1 ≤ k ≤ n+ 2.
Remark 676 Regarding part 3 of the previous lemma: It is well-known that sse−s ≤ s!√
2pis
when s ≥ 1, so for
n ≥ −1 part 3 can be estimated by
∥∥∥ξkĴθn [σ]∥∥∥∞ ≤
 (n+ 1− k)!
∥∥∥D̂kσ∥∥∥
∞
, 0 ≤ k ≤ n+ 1,
(n+ 2− k)!
∥∥∥D̂kσ∥∥∥
1
, 1 ≤ k ≤ n+ 2,
(12.103)
??
Remark 677 ???
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Appendix A
Basic notation, definitions and symbols
A.1 Basic function spaces
Definition 678 Basic function spaces
All spaces below consist of complex-valued functions.
• P0 = {0}. For n ≥ 0, Pn denotes the polynomials of (total) order at most n i.e. degree at most n− 1 when
n ≥ 1. These polynomials have the form ∑|α|<n aαξα, where aα ∈ C and ξ ∈ Rd.
• C(0) is the space of continuous functions.
• C(α) = {f ∈ C(0) : Dβf ∈ C(0), when β ≤ α}.
• C(0)B is the space of bounded continuous functions.
• C(0)BP is the space of continuous functions bounded by a polynomial.
• C(m) = {f ∈ C(0) : Dαf ∈ C(0), when |α| = m}.
• C(m)B =
{
f ∈ C(0)B : Dαf ∈ C(0)B , when |α| ≤ m
}
.
• C(m)BP =
{
f ∈ C(0)BP : Dαf ∈ C(0)BP , when |α| ≤ m
}
.
• C∞ = ⋂
m≥0
C(m); C∞B =
⋂
m≥0
C
(m)
B ; C
∞
BP =
⋂
m≥0
C
(m)
BP .
• C∞0 is the space of C∞ functions that have compact support.
These are the test functions for the space of distributions.
• S is the C∞ space of rapidly decreasing functions. These are the test functions for the tempered distributions
of Definition 681 below.
• For a bounded continuous function on Rd, ‖f‖∞ = supx∈Rd |f (x)|.
• L1loc is the space of measurable functions which are absolutely integrable on any compact set i.e. any closed
bounded set.
I will try to avoid confusion between this notation and Sobolev norms:
• L1 is the complete normed vector space of measurable functions f such that ∫ |f | <∞. Norm is ‖f‖1 = ∫ |f |.
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• L2 is the Hilbert space of measurable functions f such that ∫ |f |2 < ∞. Norm is ‖f‖2 = (∫ |f |2)1/2 and
inner product is (f, g)2 =
∫
fg.
• L∞ is the complete normed vector space of essentially bounded functions.
The norm is ‖f‖∞ = essupx∈Rd |f (x)|.
A.2 Multi-index and vector notation
Definition 679 Notation
1. Multi-indexes are vectors with non-negative integer components.
Let x = (x1, x2, . . . , xd) and y = (y1, y2, . . . , yd).
Suppose ˜ is one of the binary operations ≤,=,≥.
?? Write β˜a if βi˜αi for all i.
For s ∈ R write β˜s if βi˜s for all i.
x 6= y if xi 6= yi for some i.
x < y if x ≤ y and x 6= y.
Component-wise inequality is denoted by x. 6= y.
x < y means xi < yi for all i.
x > y means xi > yi for all i.
The component-wise product is denoted x.y = (xiyi). Component-wise division is denoted x  /y = (xi/yi)
or xy =
(
xi
yi
)
.
Denote 1 = 1d = (1, 1, 1, . . . , 1) ∈ Rd and let {ek}dk=1 be the canonical (or standard) basis of Rd.
2. Denote |α| =
d∑
i=1
αi. The D
αf (x) is the derivative of the function f of degree α
D0f (x) = f (x) , Dαf (x) =
D|α|f (x1, x2, . . . , xd)
Dα11 x1D
α2
2 x2 . . . D
αd
d xd
,
and
1
β!
Dβxα =
{ (α
β
)
xα−β , β ≤ α,
0, otherwise.
(A.1)
3.
monomial xα = xα11 x
α2
2 . . . x
αd
d ,
factorial α! = α1!α2! . . . αd! and 0! = 1,
binomial
(
α
β
)
=
α!
(α− β)!β! , if β ≤ α.
4. The inequality |xα| ≤ |x||α| is used often.
5. Important identities are
(x, y)
k
k!
=
∑
|α|=k
xαyα
α!
,
|x|2k
k!
=
∑
|α|=k
x2α
α!
. (A.2)
6. If
(
k
α
)
= k!α!(k−|α|)! then
(1 + xy)
k
=
∑
|α|≤k
(
k
α
)
xαyα.
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7. The binomial expansion is
(x+ y)
α
=
∑
β≤α
(
α
β
)
xβyα−β , (A.3)
and a direct consequence is ∑
β≤α
(
α
β
)
= 2|α|.
8. Useful identities are ∑
|α|=k
1 =
(
d+ k − 1
k
)
, k ≥ 1,
and ∑
|α|≤k
1 =
(
d+ k
d
)
, k ≥ 0, (A.4)
and ∑
0≤α≤1
f (|α|) =
d∑
k=0
(
d
k
)
f (k) . (A.5)
9. Leibniz’s rule is
Dα (uv) =
∑
β≤α
(
α
β
)
DβuDα−βv.
A.3 Topology
Definition 680 Topology on Rd
1. The Euclidean norm is denoted by |x| and the inner product by xy or (x, y). Other norms are |x|1 =
d∑
i=1
|xi|
and the equivalent notation: |x|∞ = |x|max = maxi |xi|.
2. The (open) ball B (x; r) = {y : |x− y| < r}.
3. The ε−neighborhood of a set: for ε > 0 the ε−neighborhood of a set S is Sε =
⋃
x∈S
B (x; ε).
4. If a. 6= b then R (a, b) will denote an open rectangle with extreme points a and b given by:
R (a, b) := {τ.a+ (1− τ) .b : 0 < τ < 1} ,
and
R [a, b] := {τ.a+ (1− τ) .b : 0 ≤ τ ≤ 1} ,
will denote the closed rectangle.
(a) We have R (a, b) = R (min {a, b} ,max {a, b}).
(b) If θ ∈ {0, 1}d then
R (a, b) = R (ω.a+ (1− ω) .b, (1− ω) .a+ ω.b)
= R (ω.a+ (1− ω) .b, ω′.a+ (1− ω′) .b) ,
where ω + ω′ = 1, ω′ := ˜ω.
(c) Also, R (a, b) = R (c, d) iff c = ω.a+ (1− ω) .b and d = (1− ω) .a+ ω.b for some ω ∈ {0, 1}d.
(d) If ω = (a < b) and ω′ = (a > b) then min {a, b} = ω.a+ (1− ω) .b and max {a, b} = ω′.a+ (1− ω′) .b.
(e) If R (a, b) = R (c, d) then there exist unique c, d such that c. < d. In fact c = min {a, b} and d =
max {a, b}.
5. R [a, b) = {τ.a+ (1− τ) .b : 0 ≤ τ. < 1} will denote the partially open rectangle with extreme points
a. 6= b.
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A.4 Tempered distributions
Definition 681 Tempered distributions (or generalized functions of slow growth)
1. S is the space of rapidly decreasing C∞ functions We endow S with the topology defined using the following
equivalent sets of seminorms
‖(1 + |·|)nDαψ‖∞ , n = 0, 1, 2, . . . ; α ≥ 0. (A.6)
max
|α|≤n
‖(1 + |·|)nDαψ‖∞ , n = 0, 1, 2, . . . .
∥∥xαDβψ∥∥∞ , α, β ≥ 0. (A.7)
∥∥xαDβψ∥∥
2
, α, β ≥ 0. (A.8)
2. S′ denotes the space of tempered distributions or generalized functions of slow growth. It is the set of all
continuous linear functionals on S under the seminorm topology of part 1.
3. If f ∈ S′ and φ ∈ S then [f, φ] ∈ C will represent the action of f on the test function φ. The functions in
S are called the test functions of S′.
A.5 Fourier Transforms
Definition 682 Fourier and Inverse Fourier transforms on S and S′.
1. This document uses the two Fourier transform notations
F [f ] = f̂(ξ) = (2π)
−d/2
∫
Rd
e−ixξf(x)dx, f ∈ S,
so that F : S → S. The inverse Fourier transform F−1 : S → S is
F−1 [f ] =
∨
f(ξ) = (2π)−d/2
∫
Rd
eixξf(x)dx, f ∈ S.
2. The Fourier/Inverse Fourier transforms are extended to mappings from S′ to S′ by[
f̂ , φ
]
=
[
f,
∨
φ
]
;
[∨
f, φ
]
=
[
f,
∨
φ
]
, f ∈ S′, φ ∈ S.
Some important properties are: if f ∈ S′ then:
Summary 683
1.
∨
f(ξ) = f̂(−ξ), ̂̂f(ξ) = f (−ξ), f̂ = ∨f¯ , f̂ = ∨f .
2. For translations: (τcf)
∧
= (f (x− c))∧ = e−icξf̂ , c ∈ Rd.
3.
(
eiax
)∧
= (2π)
d/2
δ (ξ − a), a ∈ Rd.
4.
(
eiaxf
)∧
= f̂ (· − a).
5. Dαf̂ = ̂(−ix)α f = (−i)|α| x̂αf .
A.6 Convolutions 633
6. (xαf)∧ = (iD)α f̂ = i|α|Dαf̂ .
7. D̂αf = i|α|ξαf̂ = (iξ)α f̂ .
8. ξαf̂ = (−i)|α| D̂αf .
9. [δ, φ] = φ (0) and δ̂ = (2π)−d/2 and 1̂ = (2π)d/2 δ.
10. x̂α = (2π)
−d/2
(iD)
α
δ and D̂αδ = (2π)
−d/2
(−i)|α| ξα.
11. If p is a polynomial then p̂ = (2π)
d/2
p(iD)δ and p̂ (D) f = p (iξ) f̂ .
12. For dilations: if λ. 6= 0 then (σλf)∧ =
∣∣λ1∣∣ σ1./λf̂ . Here σλf (x) := f (x./λ).
13. More generally, if A is a regular matrix then (f ◦A)∧ = ∣∣detA−1∣∣ (f̂ ◦A−1).
A.6 Convolutions
Definition 684 The convolution
1. If f ∈ C(0)BP and φ ∈ S then the convolution of f and φ is denoted by f ∗ φ or φ ∗ f and is defined by
(φ ∗ f) (x) = (2π)−d/2
∫
f (x− y)φ (y) dy = (2π)−d/2
∫
f (y)φ (x− y) dy. (A.9)
2. This definition is easily extended to f ∈ S′ by the formulas
φ ∗ f =
(
φ̂f̂
)∨
= (2π)
−d/2
[fy, φ (· − y)] , φ ∈ S, (A.10)
with φ ∗ f ∈ C∞BP and for all α = β + γ
Dα (φ ∗ f) = (Dβφ) ∗Dγf. (A.11)
NOTE that
φ ∗ δ =
(
φ̂δ̂
)∨
= (2π)−d/2 φ.
3. In fact, if f ∈ S′ is defined by seminorms of type A.8 (or A.7) then (Theorem 6.2 Petersen [52])
|(φ ∗ f) (x)| ≤ (1 + |x|)m |φ|σ , φ ∈ S, x ∈ Rd,
here |·|σ is defined by seminorms of type A.8 (or A.7), and m = max |αi|.
4. If ψ ∈ S we can write [φ ∗ f, ψ] =
[(
φ̂f̂
)∨
, ψ
]
=
[
f̂ ,
∨
ψφ̂
]
and the observation that the last term makes
sense when
∨
φ ∈ C∞BP leads to the following extension of the definition of a convolution e.g. Section 2.6
Petersen [52]:
[g ∗ f, φ] =
[
f̂ ,
∨
φĝ
]
=
[
f, φ ∗ gX] , φ ∈ S, g ∈ (C∞BP )∨ = O′c, f ∈ S′. (A.12)
See Section A.7 below.
5. If f ∈ C(0)BP and g ∈ C(0)0 then f ∗ g is a regular tempered distribution and
(f ∗ g) (x) = (g ∗ f) (x) = (2π)− d2
∫
f (x− y) g (y) dy = (2π)− d2
∫
f (y) g (x− y) dy.
This can be proved using Theorem 2.7.5 of Vladimirov [59].
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6. If f ∈ Lp, g ∈ Lq satisfy 1p + 1q = 1+ 1r and 1 ≤ p, q, r ≤ ∞, then f ∗ g ∈ Lr where the convolution is given
by the formulas of part 5.
Further, we have Young’s inequality
‖f ∗ g‖r ≤ ‖f‖p ‖g‖q . (A.13)
7. If A is a regular d× d matrix then
f ∗ (g ◦A) = 1|detA|
((
f ◦A−1) ∗ g) ◦A.
8. If f ∈ S′ and g ∈ S then using A.10 it can be shown that
xα (f ∗ g) =
∑
β≤α
(
α
β
) (
zβf
) ∗ (zα−βg) .
One consequence is that S ∗ S ⊂ S.
9. f, g ∈ L2 implies fg ∈ L1 and f̂ g = f̂ ∗ ĝ ∈ C(0)B .
A.7 Convolutors and multipliers in S and S ′
Definition 685 Multipliers OM in S
′: See for example Sections 2.5, 2.6 and 2.7 of Petersen [52]. See also
Chapter 6 of Kinani and Oudadess [1] and Section 3.9 of the Appendix of Dautray and Lions [16].
1. Definition of OM :
OM := {ψ ∈ C∞ : ψφ ∈ S ∀φ ∈ S}
= {ψ ∈ C∞ : ψf ∈ S′ ∀f ∈ S′} .
Properties
2. (Lemma 5.13 Petersen) If ψ ∈ OM then multiplication by ψ maps S → S continuously and S′ into S′
continuously.
3. (Exercise 5.14 Petersen) g ∈ D′ and ψg ∈ S ∀ ψ ∈ S implies g ∈ OM .
4. (Theorem 5.15 Petersen) ψ ∈ OM iff ψ ∈ C∞ and all its derivatives are slowly increasing i.e.
|Dαψ (x)| ≤ Cα
(
1 + |x|2
)mα
, ∀α, and x ∈ Rd.
Thus OM ≡ C∞BP .
5. (Corollary 5.16 Petersen) S →֒ OM →֒ S′.
Definition 686 Convolutors O′c and the convolution on S
′ ×O′c
1. g ∈ S′ is a convolutor if φ ∗ g ∈ S for all φ ∈ S and the mapping φ→ φ ∗ g : S → S is continuous.
2. g ∈ O′c implies gX ∈ O′c.
3. Noting A.12 we define the following convolution: if f ∈ S′ and g ∈ O′c then
[f ∗ g, φ] := [f, gX ∗ φ] , φ ∈ S.
g ∗ f := f ∗ g.
4. Some properties:
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(a) When g ∈ O′c and x ∈ Rd: τxg, yαg,Dαg, ĝ ∈ O′c ∀α.
(b) Dα (f ∗ g) = Dαf ∗ g = f ∗Dαg ∀α.
(c) τx (f ∗ g) = τxf ∗ g = f ∗ τxg.
(d) f ∈ S′ and ψ ∈ S implies ψf ∈ O′c.
(e) E ′ (Rd) ⊆ O′c.
(f) O′c and OM are not duals (see appendix of Dautray and Lions [16]).
5. If f ∈ S′ and g, h ∈ O′c then g ∗ h = h ∗ g ∈ O′c and f ∗ (g ∗ h) = (f ∗ g) ∗ h.
6. All the convolutions defined so far agree on common domains.
7. δ ∈ O′c because δ ∈ E ′. Also f ∗ δ = (2π)−d/2 f when f ∈ S′.
The extension of the Fourier transform to tempered distributions in Section 2.7 of Petersen allows the proof
of the following results:
Theorem 687 Exchange formulas (Theorem 7.2 Petersen [52])
1. If g ∈ O′c then ĝ ∈ OM and
(f ∗ g)∧ = ĝf̂ , f ∈ S′.
2. If ψ ∈ OM then ψ̂ ∈ O′c and
ψ̂f = ψ̂ ∗ f̂ , f ∈ S′.
3. In particular, the Fourier transform is an isomorphism from O′c to OM and from OM to O
′
c.
A concrete description of O′c is:
Theorem 688 (Exercise 7.3 of Petersen [52] and Proposition 8.7 of Kinani and Oudadess [1])
f ∈ O′c iff for every integer m > 0 there is an integer km ≥ 0 such that there exists a finite family of continuous
functions {fα}|α|≤km which satisfies f =
∑
|α|≤km D
αfα and for which
(
1 + |·|2
)m
fα ∈ L∞ for all |α| ≤ km or,
alternatively, for which
(
1 + |·|2
)m
fα → 0 at infinity.
A.8 Taylor series expansions with integral remainder
Suppose u ∈ C(n) (Rd) for some n ≥ 1. Then the Taylor series expansion about z is given by
u (z + b) =
∑
|β|<n
bβ
β!
(
Dβu
)
(z) + (Rnu) (z, b) , (A.14)
where the integral remainder term
(Rnu) (z, b) = n
∑
|β|=n
bβ
β!
∫ 1
0
tn−1
(
Dβu
)
(z + (1− t) b)dt
= n
∑
|β|=n
bβ
β!
∫ 1
0
(1− t)n−1 (Dβu) (z + tb)dt (A.15)
=
1
(n− 1)!
∫ 1
0
(1− t)n−1 ((bD)n u) (z + tb) dt
=
|b|n
(n− 1)!
∫ 1
0
(1− t)n−1
((
b̂D
)n
u
)
(z + tb) ds, (A.16)
satisfies the estimate
|(Rnu) (z, b)| ≤ |b|
n
n!
max
t∈[z,z+b]
∣∣∣(b̂D)n u (t)∣∣∣ , (A.17)
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and the estimate (prove using A.2),
|(Rnu) (z, b)| ≤ d
n
2 |b|n
n!
max
|β|=n
t∈[z,z+b]
∣∣Dβu (t)∣∣ , (A.18)
and the estimate
|(Rnu) (z, b)| ≤ |b|n
∑
|β|=n
max
t∈[z,z+b]
∣∣(Dβu) (t)∣∣ , (A.19)
and
|(Rnu) (z, b)| ≤
∑
|β|=n
∣∣bβ∣∣
β!
max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ ≤ |b|n ∑
|β|=n
1
β!
max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ . (A.20)
The remainder term can also be expressed in the form
(Rnu) (z, b) =
∑
|β|=n
bβ
β!
Dβu (z + t (z, b) b) , (A.21)
where the function t satisfies 0 < t (z, b) < 1.
Also
|(Rnu) (0, x)| ≤ n
∑
|β|=n
xβ+√
β!
1√
β!
∫ 1
0
(1− t)n−1 ∣∣(Dβu) (tx)∣∣ dt
≤ n
(
|x|2n
n!
)1/2∑
|β|=n
1
β!
(∫ 1
0
(1− t)n−1 ∣∣(Dβu) (tx)∣∣ dt)2
1/2
≤
(
|x|2n
n!
)1/2∑
|β|=n
1
β!
∥∥Dβu∥∥2∞,B|x|
1/2
=
1√
n!
∑
|β|=n
1
β!
∥∥Dβu∥∥2∞,B|x|
1/2 |x|n . (A.22)
Theorem 689 Regarding A.16:
1. When z = 0 we can write
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− s)n−1 ((̂·D)n u) (sb) ds, (A.23)
with the bound
|(Rnu) (0, b)| ≤ |b|
n
n!
max
s∈[0,1]
|((̂·D)n u) (sb)| . (A.24)
When u is radial (Rnu) (0, ·) is also radial. In fact, if u⊙ (|·|) = u (·) then
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s |b|) ds, (A.25)
with upper bound
|(Rnu) (0, b)| ≤ |b|
n
n!
max
s∈[0,1]
|(Dnu⊙) (sb)| . (A.26)
2. If u is radial then 1n! ((bD)
n u) (0) =
∑
|α|=n
bα
α!D
αu (0) is a radial function of b for n ≥ 0.
A.8 Taylor series expansions with integral remainder 637
3. In fact, if u is radial then ∑
|α|=n
bα
α!
Dαu (0) =
|b|n
n!
Dnu⊙ (0) =
|b|n
n!
((̂·D)n u) (0) . (A.27)
4. If |b| = r then
u⊙ (r) =
n−1∑
k=0
rk
k!
Dku⊙ (0) +Rnu⊙ (0, r) ,
Rnu⊙ (0, r) = Rnu (0, b) .
Proof. Part 1 When z = 0 A.16 becomes
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− t)n−1
((
b̂D
)n
u
)
(tb) ds
=
|b|n
(n− 1)!
∫ 1
0
(1− s)n−1
((
ŝbD
)n
u
)
(sb) ds
=
|b|n
(n− 1)!
∫ 1
0
(1− s)n−1 ((̂·D)n u) (sb) ds.
Now suppose u (·) = u⊙ (|·|). Then from A.31 below, ((̂·D)n u) (x) = (Dnu⊙) (|x|) and so
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s |b|) ds
Part 2 From A.14 we have
u (b) =
∑
|α|≤n−1
bα
α!
(Dαu) (0) + (Rnu) (0, b) ,
u (b) =
∑
|α|≤n−1
bα
α!
(Dαu) (0) +
∑
|α|=n
bα
α!
(Dαu) (0) + (Rn+1u) (0, b) ,
so that by inspection ∑
|α|=n
bα
α!
(Dαu) (0) = (Rnu) (0, b)− (Rn+1u) (0, b) . (A.28)
This result follows since from part 1 we know that (Rn+1u) (0, b) and (Rnu) (0, b) are both radial.
Part 3 Equation A.28 can be written as
1
n!
((bD)
n
u) (0) = (Rnu) (0, b)− (Rn+1u) (0, b) ,
and using A.25 and applying integration by parts gives
(Rnu) (0, b)− (Rn+1u) (0, b)
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s) ds− 1
n!
∫ 1
0
(1− s)n (Dn+1u⊙) (s) ds
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s) ds−
− 1
n!
(
[(1− s)nDnu⊙ (s)]10 −
∫ 1
0
(Ds (1− s)n)Dnu⊙ (s) ds
)
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s) ds−
− 1
n!
(
−Dnu⊙ (0) +
∫ 1
0
(1− s)n−1Dnu⊙ (s) ds
)
=
1
n!
Dnu⊙ (0) .
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The second equality of A.27 follows from A.31 below.
Theorem 690 Suppose u ∈ C(n)B
(
Rd
)
and Dαu (0) = 0 when |α| < n. Then for all r > 0,
|u (x)| ≤ |x|
n
n!
‖(̂·D)n u‖∞;Br , |x| ≤ r, (A.29)
where ((̂·D)u) (x) :=
d∑
k=1
x̂kDku (x) =
1
|x|
d∑
k=1
xkDku (x). Further
|u (x)| ≤ |x|
n
n!
‖(̂·D)n u‖∞ , x ∈ Rd. (A.30)
Things are especially nice when u is radial. In fact, if u (x) = u⊙ (|x|) then (̂·D)n u is radial and
((̂·D)n u) (x) = (Dnu⊙) (|x|) . (A.31)
Proof. Inequality A.24 with b = x and |x| ≤ r gives
|u (x)| ≤ |x|
n
n!
max
t∈[0,1]
|((x̂D)n u) (tx)| = |x|
n
n!
max
t∈[0,1]
∣∣∣((t̂xD)n u) (tx)∣∣∣ =
=
|x|n
n!
max
t∈[0,1]
|((̂·D)n u) (tx)| ≤ |x|
n
n!
max
z∈Br
|((̂·D)n u) (z)| ≤
=
|x|n
n!
‖(̂·D)n u‖∞;≤r ≤
|x|n
n!
‖(̂·D)n u‖∞ .
Equation A.31 follows from ??.
The next result may or may not be useful.
Theorem 691 Set
fn (β) = max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ .
Then
|(Rnu) (z, b)| ≤ |b|n (χnd)
n
n!
,
where
χn = max|β|=n
max
k
|fn (β)|
1
dβk =
(
max
|β|=n
max
k
|fn (β)|
1
βk
) 1
d
.
Proof. From A.20,
|(Rnu) (z, b)| ≤ |b|n
∑
|β|=n
1
β!
max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ = |b|n ∑
|β|=n
1
β!
fn (β) =
= |b|n
∑
|β|=n
1
β!
1β
(
|fn (β)|
1
dβk
)β
≤ |b|n
∑
|β|=n
1
β!
1β (χn1)
β
=
= |b|n (χn)n
∑
|β|=n
12β
β!
= |b|n (χn)n 1
n!
|1|2n = |b|n dn (χn)
n
n!
=
= |b|n (χnd)
n
n!
.
A.9 Limits and differentiation under the integral sign
Not used below but Bauer [8] studies integrals with parameters in Rn in Section 16 of Chapter II - specifically
in Lemma 16.1 and Corollary 16.3.
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Lemma 692 Suppose f : Rm+n → C and we write f (ξ, x) where ξ ∈ Rm and x ∈ Rn. Suppose that for all ξ,
f (ξ, x) is continuous at x0, and that there exists a function g satisfying:
1. |f (ξ, x)| ≤ g (ξ) ∀ξ and x;
2. g ∈ L1.
Then
∫
f (ξ, x) dξ is continuous at x0.
Proof. Use the Lebesgue dominated convergence theorem with dominating function g.
Lemma 693 Suppose f : Rm+n → C and we write f (ξ, x) where ξ ∈ Rm and x ∈ Rn. Further, suppose that for
all ξ: Dxjf (ξ, x) exists at x0 and that there exists a function g (ξ, x0) and real h0 > 0 satisfying:
1. |f (ξ, x0 + h)− f (ξ, x0)| ≤ g (ξ, x0)h, for all x and |h| ≤ h0;
2. g (ξ, x0) ∈ L1.
Then at x = x0,
Dxj
∫
f (ξ, x) dξ =
∫
Dxjf (ξ, x) dξ.
Proof. Use Lemma 692.
Lemma 694 Suppose f : Rm+n → C and we write f (ξ, x) where ξ ∈ Rm and x ∈ Rn. Further suppose that:
1. For each ξ, f (ξ, ·) ∈ C(k) (Rn).
2. For each x,
∫ |Dαxf (ξ, x)| dξ <∞ for |α| ≤ k.
Then we have
Dαx
∫
f (ξ, x) dξ =
∫
Dαxf (ξ, x) dξ, when |α| ≤ k,
and
∫
f (ξ, ·) dξ ∈ C(k) (Rn).
Proof. Induction on k using Lemma 693.
A.10 Spherical coordinate integrals
Since I derived the results of this section I have discovered the references Gradshteyn and Ryzhik [28] and
Prudnikov, Brychkov and Marichev [2] for multivariate integration.
These results were proved in the section Application of general multivariate spherical coordinates in the ap-
pendix of the positive order weight function document. This lemma will employ the technique of Section 4.1,
Stein and Weiss [57] which defines radial functions in terms of orthogonal transformations.
Stein and Weiss observe that a function f is radial if and only if f (Ox) = f (x) for any linear, orthogonal
transformation O : Rd → Rd and any x ∈ Rd.
Note that an orthogonal transformation O satisfies OT = O−1 where (Ox, y) = (x,OT y) for the Euclidean
inner product. An orthogonal transformation has a Jacobian of one.
Theorem 695 Suppose ξ, x ∈ Rd and ξx = (ξ, x) denotes the Euclidean inner product. Then:
1.
∫
r≤|x|≤R u (ξx̂) f (|x|) dx is a radial function of ξ and∫
r≤|x|≤R
u (ξx) f (|x|) dx =
∫
r≤|x|≤R
u (|ξ|xk) f (|x|) dx, 1 ≤ k ≤ d. (A.32)
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2. When d ≥ 2, s ∈ R1 and 1 ≤ k ≤ d,∫
r≤|x|≤R
u (sxk) f (|x|) dx = ωd−1
∫ R
r
(∫ pi
0
u (sρ cos t) sind−2 tdt
)
f (ρ) ρd−1dρ, (A.33)
where ωk =
2pik/2
Γ(k/2) for k ≥ 1.
Theorem 696 Suppose ξ, x ∈ Rd and ξx = (ξ, x) denotes the Euclidean inner product. Then:
1.
∫
|x|≤r u (ξx̂) f (|x|) dx is a radial function of ξ and∫
|x|≤r
u (ξx̂) f (|x|) dx =
∫
|x|≤r
u (|ξ| x̂k) f (|x|) dx, 1 ≤ k ≤ d.
2. When d ≥ 2, s ∈ R1 and 1 ≤ k ≤ d,∫
|x|≤r
u (sx̂k) f (|x|) dx = ωd−1
(∫ pi
0
u (s cos t) sind−2 tdt
)∫ r
0
f (ρ) ρd−1dρ,
where ωk =
2pik/2
Γ(k/2) for k ≥ 1.
Theorem 697 When d ≥ 2, from Prudnikov [2],∫
|x|≤r
Φ
(
|x|2 , ξx
)
dx = ωd−1
∫ r
0
ρd−1
∫ pi
0
Φ
(
ρ2, |ξ| ρ cos θ) sind−2 θdθdρ,
ωt :=
2πt/2
Γ (t/2)
, t > 0.
Formula 858.515 of Dwight [24] is
pi/2∫
0
sinp θ cosq θdθ = 12
Γ( p+12 )Γ(
q+1
2 )
Γ( p+q2 +1)
= 12B
(
p+1
2 ,
q+1
2
)
,
where p, q > − 12 .
so that ∫ pi
0
sind−2 θdθ =
ωd
ωd−1
, d ≥ 2.
Also from Prudnikov [2],
∫
|x|≤r
Φ
(
|x|2 , ξx, ηx
)
dx = ωd−2
r∫
−r
√
r2−t2∫
−√r2−t2
√
r2−t2−u2∫
0
vd−3Φ
(
t2 + u2 + v2, |ξ| t, βt+ γu) dvdudt,
where
β = ξ̂η = |η| ξ̂η̂,
γ =
|ξ|2 |η|2 − |ξη|2
|ξ|2 = |η|
2
(
1−
∣∣∣ξ̂η̂∣∣∣2) = |η|2 − β2.
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Corollary 698 Suppose d ≥ 2. Then for ξ ∈ Rd and 1 ≤ k ≤ d:
(2π)
−d/2
∫
r≤|x|≤R
eiξxf (|x|) dx = (2π)−d/2
∫
r≤|x|≤R
ei|ξ|xkf (|x|) dx
= (2π)−d/2 Γ
(
d
2
) ∫
r≤|x|≤R
J d−2
2
(|ξ| |x|)(
|ξ||x|
2
) d−2
2
f (|x|) dx =
= (2π)
−d/2
Γ
(
d
2
)
ωd
∫
r≤|x|≤R
J d−2
2
(|ξ| r)(
|ξ|r
2
) d−2
2
rd−1f (r) dr
= (2π)
−d/2
2πd/2
∫
r≤|x|≤R
J d−2
2
(|ξ| r)(
|ξ|r
2
) d−2
2
rd−1f (r) dr
=
1
2(d−2)/2
∫
r≤|x|≤R
J d−2
2
(|ξ| r)(
|ξ|r
2
) d−2
2
rd−1f (r) dr
=
∫
r≤|x|≤R
J d−2
2
(|ξ| r)
(|ξ| r) d−22
rd−1f (r) dr,
where ωd =
2pid/2
Γ(d/2) . ?? If f ∈ L1 then this is the Fourier transform.
Corollary 699 If the integral exists then for R ≥ r ≥ 0:
1. ∫
r≤|x|≤R
f (|x|) dx = ωd
∫ R
r
td−1f (t) dt, (A.34)
where ωd =
2pid/2
Γ(d/2) .
2. Assuming p > −1/2, ∫
|x|≤r
|xk|p f (|x|) dx =
B
(
d−1
2 ,
p+1
2
)
B
(
d−1
2 ,
1
2
) ωd ∫ r
0
tp+d−1f (t) dt. (A.35)
?? ADD ref!
Theorem 700 Convolution of radial functions The expression
∫
|x|≤R
f (|x|) g (|y − x|) dx, is an even func-
tion of y when d = 1 and a radial function of y when d > 1. In fact, if f, g ∈ L1,∫
|x|≤R
f (|x|) g (|y − x|) dx
=

R∫
0
f (|x|) (g (||y|+ x|) + g (||y| − x|)) dx, d = 1,
ωd−1
pi∫
0
R∫
0
ρd−1f (ρ) g
(√
|y|2 − 2 |y| ρ cos θ + ρ2
)
sind−2 θ dρdθ,
ωd−1
1∫
−1
R∫
0
ρd−1f (ρ) g
(√
|y|2 − 2 |y| ρt+ ρ2
)
dρ
(
1− t2) d−32 dt,
ωd−1 |y|d
1∫
−1
R/|y|∫
0
ρd−1f (|y| ρ) g
(
|y|
√
1− 2ρt+ ρ2
)
dρ
(
1− t2) d−32 dt,
d ≥ 2,
where
ωk =
2πk/2
Γ (k/2)
, k ≥ 1.
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Corollary 701 Suppose f, g ∈ L1 are both radial, say f⊙ (|x|) := f (x) and g⊙ (|x|) := g (x). Then∫
|x|≤R
f (x) g (y − x) dx
=
ωd−1
2d−3
1
|y|d−2
×

R∫
0
ρf⊙ (ρ)
(|y|+ρ)2∫
(|y|−ρ)2
g⊙ (
√
s)
(
s− (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − s
) d−3
2
ds dρ,
or
R∫
0
ρf⊙ (ρ)
|y|+ρ∫
||y|−ρ|
g⊙ (t)
(
t2 − (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − t2
) d−3
2
tdt dρ,
if one of the integrals exists. Further(∫
f (x) g (· − x) dx
)
⊙
(r)
=
ωd−1
2d−3
1
rd−2

r∫
0
ρf⊙ (ρ)
r+ρ∫
r−ρ
tg⊙ (t)
(
t2 − (r − ρ)2
) d−3
2
(
(r + ρ)
2 − t2
) d−3
2
dt dρ+
+
∞∫
r
ρf⊙ (ρ)
ρ+r∫
ρ−r
tg⊙ (t)
(
t2 − (ρ− r)2
) d−3
2
(
(ρ+ r)
2 − t2
) d−3
2
dt dρ

Define
θ (r, ρ) :=
r+ρ∫
r−ρ
tg⊙ (t)
(
t2 − (r − ρ)2
)c (
(r + ρ)
2 − t2
)c
dt,
so that
(∫
f (x) g (· − x) dx
)
⊙
(r) =
ωd−1
2d−3
1
rd−2
 r∫
0
ρf⊙ (ρ) θ (r, ρ) dρ+
∞∫
r
ρf⊙ (ρ) θ (ρ, r) dρ
 .
We first remove the variables ρ and r from the range of the inner integral by using the rectangular function Π
with support [−1, 1] and non-zero value 1:
θ (r, ρ) =
∫ r+ρ
r−ρ
tg⊙ (t)
(
t2 − (r − ρ)2
)c (
(r + ρ)
2 − t2
)c
dt
=
∫
Π
(
t− r
ρ
)
tg⊙ (t)
(
t2 − (r − ρ)2
)c (
(r + ρ)
2 − t2
)c
dt
=
∫
Π
(
t− r
ρ
)
tg⊙ (t) (t− (r − ρ))c (t+ (r − ρ))c ((r + ρ)− t)c ((r + ρ) + t)c dt
=
∫
Π
(
t− r
ρ
)
tg⊙ (t) (t− (r − ρ))c ((r + ρ)− t)c {(t+ (r − ρ))c ((r + ρ) + t)c} dt
= ρ2c
∫
Π
(
t− r
ρ
)
tg⊙ (t)
(
t− r
ρ
+ 1
)c(
1− t− r
ρ
)c
{(t− ρ+ r)c (t+ ρ+ r)c} dt.
Now apply the change of variables: s = t−rρ , ρds = dt to get
θ (r, ρ) = ρd−2
∫ 1
−1
(ρs+ r) g⊙ (ρs+ r) (s+ 1)
c (1− s)c {(ρs+ r − ρ+ r)c (ρs+ r + ρ+ r)c} ds
= ρd−2
∫ 1
−1
(
1− s2)c (ρs+ r) g⊙ (ρs+ r) {(ρ (s− 1) + 2r)c (ρ (s+ 1) + 2r)c} ds.
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The next step is to apply the binomial theorem to express the right side as a polynomial in r.
θ (r, ρ)
= ρd−2
∫ 1
−1
(
1− s2)c (ρs+ r) g⊙ (ρs+ r) c∑
i1=0
(
c
i1
)
(ρ (s− 1))c−i1 (2r)i1
c∑
i2=0
(
c
i2
)
(ρ (s+ 1))
c−i2 (2r)i2 ds
= ρd−2
c∑
i1,i2=0
(
c
i1
)(
c
i2
)(∫ 1
−1
(
1− s2)c (ρs+ r) g⊙ (ρs+ r) (ρ (s− 1))c−i1 (ρ (s+ 1))c−i2 ds) (2r)i1 (2r)i2
= ρd−2
c∑
i1,i2=0
(
c
i1
)(
c
i2
)
ρ2c−i1−i2
(∫ 1
−1
(
1− s2)c (ρs+ r) g⊙ (ρs+ r) (s− 1)c−i1 (s+ 1)c−i2 ds) (2r)i1+i2 .
When supp f ⊂ BR the estimate
|θ (r, ρ)| ≤ ρd−2
c∑
i1,i2=0
(
c
i1
)(
c
i2
)
ρ2c−i1−i24 (ρ+ r)2n−d+1 2c−i12c−i2 (2r)i1+i2
= 422c (ρ+ r)
2n−d+1
ρd−2
c∑
i1,i2=0
(
c
i1
)(
c
i2
)
ρ2c−i1−i2ri1+i2
= 22c+2 (ρ+ r)
2n+2c−d+1
ρd−2,
implies ∣∣∣∣∣
(∫
f (x) g (· − x) dx
)
⊙
(r)
∣∣∣∣∣ ≤ ωd−12d−3 1rd−2
∣∣∣∣∣∣
R∫
0
ρf⊙ (ρ) θ (r, ρ) dρ
∣∣∣∣∣∣
≤ ωd−1
2d−3
1
rd−2
R∫
0
ρ |f⊙ (ρ)| |θ (r, ρ)| dρ
≤ ωd−1
2d−3
1
rd−2
R∫
0
ρ |f⊙ (ρ)| 22c+2 (ρ+ r)2n+2c−d+1 ρd−2dρ
=
ωd−1
2d−3
1
rd−2
R∫
0
ρ |f⊙ (ρ)| 22c+2 (ρ+ r)2n−2 ρd−2dρ
= 4ωd−1
1
rd−2
R∫
0
ρd−1 |f⊙ (ρ)| (ρ+ r)2n−2 dρ
< 4ωd−1
(R+ r)2n−2
rd−2
R∫
0
ρd−1 |f⊙ (ρ)| dρ,
and note that 2n− d > 0.
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From ??
l∑
j=−l
(−1)j ( 2lj+l)jk = 0. k = 0, 1, 2, . . . , ??
?? Derive using complex variable techniques e.g. Section I.8 of Zwillinger [66]?
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l∑
j=1
(−1)j ( 2lj+l)j2m = l∑
j=1
(−1)j ( 2ll−j)j2m
=
l−1∑
k=0
(−1)l−k (2lk) (l− k)2m
= (−1)l
l−1∑
k=0
(−1)k (2lk) (l − k)2m
= (−1)l
l∑
k=0
(−1)k (2lk) (l − k)2m
=
{
0, 1 ≤ m ≤ l − 1,
(−1)l (2l)!2 , m = l,
, (A.36)
from formulas 33 and 34 of Subsection 4.2.2 of Prudnikov [2]. Also, the identity
l−1∑
j=0
(−1)j (2lj ) = (−1)l−12 (2ll ), (A.37)
yields
l∑
j=1
(−1)j ( 2lj+l) = l∑
j=1
(−1)j ( 2ll−j) = l−1∑
k=0
(−1)l−k (2lk) =
= (−1)l
l−1∑
k=0
(−1)k (2lk) = (−1)l (−1)l−12 (2ll ) =
= −1
2
(
2l
l
)
, (A.38)
and so A.36 extends to
l∑
j=1
(−1)j ( 2lj+l)j2m =

− 12
(
2l
l
)
, m = 0,
0, 1 ≤ m ≤ l− 1,
(−1)l (2l)!2 , m = l.
(A.39)
From formula 32 of Subsection 4.2.2 of Prudnikov [2],
l−1∑
k=0
(−1)k (2lk) (l − k)s = (−1)l+1 1πs!22l−s sin πs2
∫ ∞
0
sin2l t
ts+1
dt, 0 < s < 2l, (A.40)
∫ ∞
0
sin2l t
ts+1
dt = (−1)l+1 π
l−1∑
k=0
(−1)k (2lk) (l − k)s
s!22l−s sin pis2
, 0 < s < 2l.
But
l−1∑
k=0
(−1)k (2lk) (l − k)s
: j = l − k; 0 : l − 1→ l : 1
=
1∑
k=l
(−1)l−j ( 2ll−j)js = (−1)l l∑
j=1
(−1)j ( 2ll−j)js = (−1)l l∑
j=1
(−1)j ( 2lj+l)js,
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and so
(−1)l
l∑
j=1
(−1)j ( 2lj+l)js = (−1)l+1 1πs!22l−s sin πs2
∫ ∞
0
sin2l t
ts+1
dt, (A.41)
when 0 < s < 2l.
Thus ∫ ∞
0
sin2l t
ts+1
dt =
−π
s!22l−s sin pis2
l∑
j=1
(−1)j ( 2lj+l)js, 0 < s < 2l. (A.42)
Clearly this formula implies
sgn
l∑
j=1
(−1)j ( 2lj+l)js = − sgn sin πs2 , 1 ≤ n ≤ l, l ≥ 2, (A.43)
and when s = 2n− 1,∫ ∞
0
sin2l t
t2n
dt =
(−1)n π
(2n− 1)!22l−2n+1
l∑
j=1
(−1)j ( 2lj+l)j2n−1, 1 ≤ n ≤ l, (A.44)
or ∫ ∞
0
sin2l t
tm
dt =
(−1)m2 π
(m− 1)!22l−m+1
l∑
j=1
(−1)j ( 2lj+l)jm−1, m = 2, 4, . . . , 2l. (A.45)
Suppose s = 2n+ u in A.42. Then for 1 ≤ n < l,
∫ ∞
0
sin2l t
t2n+1+u
dt =
−π
(2n+ u)!22l−2n−u
l∑
j=1
(−1)j ( 2lj+l)j2n+u
sin pi(2n+u)2
, 0 < s < 2l.
and using L’Hoˆpital’s rule,
lim
u→0
l∑
j=1
(−1)j ( 2lj+l)j2n+u
sin pi(2n+u)2
= lim
u→0
l∑
j=1
(−1)j ( 2lj+l)j2nju
sin
(
πn+ π u2
) = lim
u→0
l∑
j=1
(−1)j ( 2lj+l)j2nju
(−1)n sin piu2
=
= lim
u→0
l∑
j=1
(−1)j ( 2lj+l)j2nju ln j
(−1)n pi2 cos u2
= lim
u→0
l∑
j=1
(−1)j ( 2lj+l)j2n ln j
(−1)n pi2
=
= (−1)n 2
π
l∑
j=1
(−1)j ( 2lj+l)j2n ln j,
and so
∫ ∞
0
sin2l t
t2n+1
dt = lim
u→0
−π
(2n+ u)!22l−2n−u
l∑
j=1
(−1)j ( 2lj+l)j2n+u
sin pi(2n+u)2
=
−π
(2n)!22l−2n
lim
u→0
l∑
j=1
(−1)j ( 2lj+l)j2n+u
sin pi(2n+u)2
=
−π
(2n)!22l−2n
(−1)n 2
π
l∑
j=1
(−1)j ( 2lj+l)j2n ln j
=
(−1)n+1
(2n)!22l−2n−1
l∑
j=1
(−1)j ( 2lj+l)j2n ln j,
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and hence (checked using Matlab)∫ ∞
0
sin2l t
t2n−1
dt =
(−1)n
(2n− 2)!22l−2n+1
l∑
j=1
(−1)j ( 2lj+l)j2n−2 ln j, 2 ≤ n ≤ l, (A.46)
i.e. ∫ ∞
0
sin2l t
tm
dt =
(−1)m+12
(m− 1)!22l−m
l∑
j=1
(−1)j ( 2lj+l)jm−1 ln j, m = 3, 5, . . . , 2l − 1. (A.47)
We summarize A.47 and A.45 as,
∫ ∞
0
sin2l t
tm
dt = 1(m−1)!22l−m+1 ×

(−1)m+12 2
l∑
j=1
(−1)j ( 2lj+l)jm−1 ln j, m = 3, 5, . . . , 2l − 1,
(−1)m2 π
l∑
j=1
(−1)j ( 2lj+l)jm−1, m = 2, 4, . . . , 2l. (A.48)
This can be written: if p is even then
∫ ∞
0
sinp t
tm
dt = 1(m−1)!2p−m+1 ×

(−1)m+12 2
p/2∑
j=1
(−1)j ( pj+p/2)jm−1 ln j, m = 3, 5, . . . , p− 1,
(−1)m2 π
p/2∑
j=1
(−1)j ( pj+p/2)jm−1, m = 2, 4, . . . , p.
A.12 Approximating the gamma function and binomials
A well known gamma function approximation is
√
2πe−x+
1
1+12xxx+
1
2 < Γ (x+ 1) = x! <
√
2πe−x+
1
12x xx+
1
2 , x ≥ 0, (A.49)
1 ≤ sinx
x
≤ 2
π
, 0 ≤ x ≤ π/2. (A.50)
1− 1
6
x2 ≤ sinx
x
≤ 1− 1
7
x2, 0 ≤ x ≤ π/2. (A.51)
and also that
Γ (x) Γ (1− x) = π
sinπx
, Γ (1/2) =
√
π. (A.52)
Now Γ (x+ 1) = xΓ (x) so A.49 becomes
√
2πe−x+
1
1+12x xx−
1
2 < Γ (x) <
√
2πe−x+
1
12x xx−
1
2 , x > 0. (A.53)
The estimates A.53 are OK for x ≥ 1/2 ?? SUPPLY NUM EVIDENCE?.
From A.49,
(2n)!
n!n!
<
√
2πe−2n+
1
24n (2n)
2n+ 12(√
2πe−n+
1
1+12nnn+
1
2
)2 = √2πe−2n+ 124n (2n)2n+ 12(√
2π
)2
e−2n+
2
1+12nn2n+1
=
=
e
1
24n (2n)
2n+ 12
√
2πe
2
1+12nn2n+1
=
e
1
24n 22n+
1
2n2n+
1
2
√
2πe
2
1+12nn2n+1
=
e
1
24n 22n√
πe
2
1+12n
√
n
=
e
1
24n− 21+12n 22n√
π
√
n
<
<
22n√
π
√
n
,
and so
2−2n
(
2n
n
)
<
1√
πn
.
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Also
(2n)!
n!n!
>
√
2πe−2n+
1
1+24n (2n)
2n+ 12(√
2πe−n+
1
12nnn+
1
2
)2 = √2πe−2n+ 11+24n 22n+ 12n2n+ 12(√
2π
)2
e−2n+
1
6nn2n+1
=
=
e
1
1+24n 22n+
1
2n
1
2√
2πe
1
6nn
=
e
1
1+24n− 16n 22n+
1
2√
2πn
=
22n√
πn
e−(
1
6n− 11+24n ) >
>
22n√
πn
e−
1
6n ,
so that
e−
1
6n
√
πn
< 2−2n
(
2n
n
)
<
1√
πn
. (A.54)
Also (
2n− 1
n− 1
)
=
(2n− 1)!
(n− 1)!n! =
n
2n
(2n)!
n!n!
=
1
2
(2n)!
n!n!
,
so
e−
1
6n
√
πn
< 2−2n+1
(
2n− 1
n− 1
)
<
1√
πn
. (A.55)
For 0 < x < 1/2 we can use A.52. In fact
xΓ (x) =
πx
sinπx
1
Γ (1− x) ≤
π
2
1
Γ (1− x) ≤
π
2
1
Γ (1)
=
π
2
.
xΓ (x) =
πx
sinπx
1
Γ (1− x) ≥
1
Γ (1− x) ≥
1√
π
.
From A.53,
1
Γ (1− x) ≤
1√
2πe−(1−x)+
1
1+12(1−x) (1− x)(1−x)− 12
≤ e
1−x
√
2π (1− x) 12−x
Numerically
xΓ (x) ≤ (xΓ (x)) (0)− (xΓ (x)) (0)− (xΓ (x)) (1/2)
1/2
x = 1− 1−
√
π/2
1/2
x
= 1− (2−√π)x.
Also, by adjusting the formula
1− γx+ 0.5
(
1
2
γ2 +
π2
12
)
x2 ≤ xΓ (x) ≤ 1− γx+
(
1
2
γ2 +
π2
12
)
x2,
by numerical observation we obtain the tighter
1− γx+ 0.7
(
1
2
γ2 +
π2
12
)
x2 ≤ xΓ (x) ≤ 1− γx+
(
1
2
γ2 +
π2
12
)
x2 − 0.525x3.
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?? ADD blah!
Lemma 702 Suppose λ, t ∈ R1, λ /∈??Z1+?? and 0 ≤ t < 1. Then
∣∣1 + teiθ∣∣2λ = m−1∑
n=0
P (λ)n (cos θ) t
n +
2m−2∑
n=m
Q(λ)n (m, cos θ) t
n + S(λ)m
(
teiθ, te−iθ
)
,
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where P
(λ)
n (cos θ) is a polynomial of degree n in cos θ given by A.62, Q
(λ)
n (m, cos θ) is a polynomial of degree
n−m+ 1 in cos θ given by A.63, and S(λ)m is given by A.59 and A.58.
The remainder S(λ)m satisfies∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣ ≤ ∣∣∣R(λ)m (teiθ)∣∣∣ (2 ∣∣∣∣m−1∑
k=0
(
λ
k
)
tk
∣∣∣∣+ ∣∣∣R(λ)m (teiθ)∣∣∣) ,∣∣∣R(λ)m (teiθ)∣∣∣ ≤ { (λm)tm (1 + t)λ−m , λ ≥ m,(λ
m
)
tm (1− t)λ−m , λ ≤ m,
 (A.56)
which in turn imply the upper bound
∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣ ≤

(
λ
m
)
tm (1− t)2(λ−m)
(
2 (1 + t)
m
+ 3
(
λ
m
)
tm
)
, λ ≤ m,(
λ
m
)
tm (1 + t)
2λ−m
(
2 + 3
(
λ
m
)
tm
)
, λ ≥ m,
(A.57)
when 0 ≤ t < 1.
Proof. Since
Dn (1 + s)
λ
= λ (λ− 1) . . . (λ− n+ 1) (1 + s)λ−n ,
we have the Taylor series binomial expansion about 1:
(1 + z)
λ
=
m−1∑
k=0
(
λ
k
)
zk +R(λ)m (z) , z ∈ C,
where the (
λ
k
)
=
λ (λ− 1) . . . (λ− k + 1)
k!
,
are the generalized binomial coefficients and
R(λ)m (z) = m
(
λ
m
)
zm
∫ 1
0
(1− τ)m−1 (1 + τz)λ−m dτ, (A.58)
R(λ)m (z) = R(λ)m (z) ,∣∣∣R(λ)m (z)∣∣∣ ≤ m(λm) |z|m ∫ 1
0
(1− τ)m−1 |1 + τz|λ−m dτ
≤ (λm) |z|m max0≤τ≤1 |1 + τz|λ−m
≤
{ (
λ
m
) |z|m (1 + |z|)λ−m , λ ≥ m,(
λ
m
) |z|m (1− |z|)λ−m , λ < m,
which is the second estimate of A.56. Thus∣∣1 + teiθ∣∣2λ = (1 + z)λ (1 + z)λ
=
(
m−1∑
k=0
(
λ
k
)
zk +Rm (z)
)m−1∑
j=0
(
λ
j
)
zj +R(λ)m (z)

=
m−1∑
j,k=0
(
λ
k
)(
λ
j
)
zkzj +R(λ)m (z)
m−1∑
k=0
(
λ
k
)
zk +R(λ)m (z)
m−1∑
j=0
(
λ
j
)
zj+
+R(λ)m (z)R(λ)m (z)
=
m−1∑
j,k=0
(
λ
k
)(
λ
j
)
zkzj + S(λ)m (z, z) ,
where
S(λ)m (z, z) = R(λ)m (z)
m−1∑
k=0
(
λ
k
)
zk +R(λ)m (z)
m−1∑
j=0
(
λ
j
)
zj +R(λ)m (z)R(λ)m (z) . (A.59)
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In particular
∣∣1 + teiθ∣∣2λ = m−1∑
j,k=0
(
λ
k
)(
λ
j
)
tk+jei(k−j)θ + S(λ)m
(
teiθ, te−iθ
)
. (A.60)
∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣ ≤ ∣∣∣R(λ)m (z)∣∣∣
∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
zk
∣∣∣∣∣+ ∣∣∣R(λ)m (z)∣∣∣
∣∣∣∣∣∣
m−1∑
j=0
(
λ
j
)
zj
∣∣∣∣∣∣+
∣∣∣R(λ)m (z)∣∣∣ ∣∣∣R(λ)m (z)∣∣∣
=
∣∣∣R(λ)m (z)∣∣∣
∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
zk
∣∣∣∣∣+ ∣∣∣R(λ)m (z)∣∣∣
∣∣∣∣∣∣
m−1∑
j=0
(
λ
j
)
zj
∣∣∣∣∣∣+
∣∣∣R(λ)m (z)∣∣∣2
=
∣∣∣R(λ)m (z)∣∣∣
(
2
∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
zk
∣∣∣∣∣+ ∣∣∣R(λ)m (z)∣∣∣
)
Partitioning the square 0 ≤ j, k ≤ m− 1 using the main off-diagonal k + j = m− 1 gives
∣∣1 + teiθ∣∣2λ
=
m−1∑
n=0
∑
k+j=n
(
λ
k
)(
λ
j
)
tk+jei(k−j)θ︸ ︷︷ ︸
below/on diag.
+
2m−2∑
n=m
∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
j
)
tk+jei(k−j)θ
︸ ︷︷ ︸
above diag.
+ S(λ)m
=
m−1∑
n=0
n∑
k=0
(
λ
k
)(
λ
n−k
)
tnei(2k−n)θ +
2m−2∑
n=m
(. . .) tn + S(λ)m
=
m−1∑
n=0
(
n∑
k=0
(
λ
k
)(
λ
n−k
)
ei(−n+2k)θ
)
tn +
2m−2∑
n=m
(. . .) tn + S(λ)m
=
m−1∑
n=0
n odd
(
n∑
k=0
(
λ
k
)(
λ
n−k
)
ei(−n+2k)θ
)
tn +
m−1∑
n=0
n even
 ∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
n−k
)
ei(2k−n)θ
 tn + 2m−2∑
n=m
(. . .) tn + . . .
=
m−1∑
n=0
n odd
 n∑
l=−n
l odd
(
λ
k
)(
λ
n−k
)
eilθ
 tn + m−1∑
n=0
n even
 n∑
l=−n
l even
(
λ
k
)(
λ
n−k
)
eilθ
 tn + 2m−2∑
n=m
(. . .) tn + . . .
=
m−1∑
n=0
n odd
 n∑
l=−n
l odd
(
λ
n+l
2
)(
λ
n−l
2
)
eilθ
 tn + m−1∑
n=0
n even
 n∑
l=−n
l even
(
λ
n+l
2
)(
λ
n−l
2
)
eilθ
 tn + 2m−2∑
n=m
(. . .) tn + . . .
=
m−1∑
n=0
n odd
 n∑
l=1
l odd
(
λ
n+l
2
)(
λ
n−l
2
) (
eilθ + e−ilθ
) tn + m−1∑
n=0
n even
(λn
2
)2
+
n∑
l=2
l even
(
λ
n+l
2
)(
λ
n−l
2
) (
eilθ + e−ilθ
) tn + . . .
= 2
m−1∑
n=0
n odd
 n∑
l=1
l odd
(
λ
n+l
2
)(
λ
n−l
2
)
cos lθ
 tn + m−1∑
n=0
n even
(λn
2
)2
+ 2
n∑
l=2
l even
(
λ
n+l
2
)(
λ
n−l
2
)
cos lθ
 tn + . . .
=
m−1∑
n=0
P (λ)n (cos θ) t
n +
2m−2∑
n=m
 ∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
n−k
)
ei(2k−n)θ
 tn + S(λ)m (teiθ, te−iθ) , (A.61)
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where the polynomials P
(λ)
n of degree n are defined by
P (λ)n (cos θ) :=

2
n∑
l=1
l odd
(
λ
n+l
2
)(
λ
n−l
2
)
cos lθ, n odd,
(
λ
n
2
)2
+ 2
n∑
l=2
l even
(
λ
n+l
2
)(
λ
n−l
2
)
cos lθ, n even.
 (A.62)
Next we study the second summation in A.61. First write
2m−2∑
n=m
∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
j
)
tk+jei(k−j)θ =
2m−2∑
n=m
 ∑
k−j=n−m−1
k≤m−1
(
λ
k
)(
λ
j
)
ei(k−j)θ
 tn.
Now partition the region above the main off-diagonal using the main diagonal:
2m−2∑
n=m
 ∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
j
)
ei(k−j)θ
 tn
=
2m−2∑
n=m
n even
 ∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
j
)
ei(k−j)θ
 tn + 2m−2∑
n=m
n odd
 ∑
k+j=n
k,j≤m−1
(
λ
k
)(
λ
j
)
ei(k−j)θ
 tn
=
2m−2∑
n=m
n even

m−1∑
k= n2
∑
k−j
=n−m+1
(
λ
k
)(
λ
j
)
ei(k−j)θ+
+
m−1∑
k=n2
∑
k=j
(
λ
k
)(
λ
j
)
ei(k−j)θ+
+
m−1∑
j= n2
∑
k−j
=m−n−1
(
λ
k
)(
λ
j
)
ei(k−j)θ

tn +
2m−2∑
n=m
n odd

m−1∑
k= n−12
∑
k−j
=n−m+1
(
λ
k
)(
λ
j
)
ei(k−j)θ+
+
m−1∑
k=n−12
∑
k=j
(
λ
k
)(
λ
j
)
ei(k−j)θ+
+
m−1∑
j= n−12
∑
k−j
=m−n−1
(
λ
k
)(
λ
j
)
ei(k−j)θ

tn
=
2m−2∑
n=m
n even

(
m−1∑
k=n2
∑
k−j=n−m+1
(
λ
k
)(
λ
k−(n−m−1)
))
ei(n−m−1)θ +
m−1∑
k= n2
(
λ
k
)2
+
+
(
m−1∑
j= n2
∑
k−j=m−n−1
(
λ
j−(n−m−1)
)(
λ
j
))
e−i(n−m−1)θ
 tn+
+
2m−2∑
n=m
n odd

(
m−1∑
k= n−12
∑
k−j=n−m+1
(
λ
k
)(
λ
j
))
ei(n−m−1)θ +
m−1∑
k=n−12
(
λ
k
)2
+
+
(
m−1∑
j=n−12
∑
k−j=m−n−1
(
λ
k
)(
λ
j
))
e−i(n−m−1)θ
 tn
=
2m−2∑
n=m
n even
m−1∑
k= n2
((
λ
k
)2
+ 2
(
λ
k
)(
λ
k−(n−m+1)
))
cos (n−m+ 1) θ tn+
+
2m−2∑
n=m
n odd
m−1∑
k= n−12
((
λ
k
)2
+ 2
(
λ
k
)(
λ
k−(n−m+1)
))
cos (n−m− 1) θ tn
=
2m−2∑
n=m
Q(λ)n (m, cos θ) t
n,
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where
Q(λ)n (m, cos θ)
:=

m−1∑
k= n2
((
λ
k
)2
+ 2
(
λ
k
)(
λ
k−(n−m+1)
))
cos (n−m+ 1) θ,
{
n even,
m ≤ n ≤ 2m− 2.
m−1∑
k= n−12
((
λ
k
)2
+ 2
(
λ
k
)(
λ
k−(n−m+1)
))
cos (n−m+ 1) θ,
{
n odd,
m ≤ n ≤ 2m− 3.
(A.63)
It remains to prove the upper bound A.57. From A.56,
∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣ ≤ ∣∣∣R(λ)m (teiθ)∣∣∣
(
2
∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
tk
∣∣∣∣∣+ ∣∣∣R(λ)m (teiθ)∣∣∣
)
.
But
(1 + z)λ =
m−1∑
k=0
(
λ
k
)
zk +R(λ)m (z) ,
so ∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
tk
∣∣∣∣∣ ≤ ∣∣∣(1 + teiθ)λ∣∣∣+ ∣∣∣R(λ)m (teiθ)∣∣∣
=
∣∣1 + teiθ∣∣λ + ∣∣∣R(λ)m (teiθ)∣∣∣ ,
and since 0 ≤ t < 1, the estimates A.56 imply∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣
≤
∣∣∣R(λ)m (teiθ)∣∣∣ (2 ∣∣1 + teiθ∣∣λ + 3 ∣∣∣R(λ)m (teiθ)∣∣∣)
=
∣∣∣R(λ)m (teiθ)∣∣∣ (2 ∣∣1 + teiθ∣∣λ−m ∣∣1 + teiθ∣∣m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣)
≤

∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1− t)λ−m (1 + t)m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≤ m,∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1 + t)λ−m (1 + t)m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≥ m,
≤

∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1− t)λ−m (1 + t)m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≤ m,∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1 + t)λ + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≥ m,
=

(
λ
m
)
tm (1− t)λ−m
{
2 (1− t)λ−m (1 + t)m + 3(λm)tm (1− t)λ−m} , λ ≤ m,(
λ
m
)
tm (1 + t)
λ−m {
2 (1 + t)
λ
+ 3
(
λ
m
)
tm (1 + t)
λ−m}
, λ ≥ m,
=

(
λ
m
)
tm (1− t)2(λ−m)
{
2 (1 + t)
m
+ 3
(
λ
m
)
tm
}
, λ ≤ m,(
λ
m
)
tm (1 + t)2λ−m
{
2 + 3
(
λ
m
)
tm (1 + t)−m
}
, λ ≥ m,
≤

(
λ
m
)
tm (1− t)2(λ−m)
(
2 (1 + t)
m
+ 3
(
λ
m
)
tm
)
, λ ≤ m,(
λ
m
)
tm (1 + t)2λ−m
(
2 + 3
(
λ
m
)
tm
)
, λ ≥ m,
and we have derived the upper bound
∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣ ≤

(
λ
m
)
tm (1− t)2(λ−m)
(
2 (1 + t)
m
+ 3
(
λ
m
)
tm
)
, λ ≤ m,(
λ
m
)
tm (1 + t)
2λ−m (
2 + 3
(
λ
m
)
tm
)
, λ ≥ m,
when 0 ≤ t < 1.
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Estimate of S(λ)m
(
teiθ, te−iθ
)
: from Lemma 702,
∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣ ≤ ∣∣∣R(λ)m (teiθ)∣∣∣
(
2
∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
tk
∣∣∣∣∣+ ∣∣∣R(λ)m (teiθ)∣∣∣
)
.
But
(1 + z)
λ
=
m−1∑
k=0
(
λ
k
)
zk +R(λ)m (z) ,
so ∣∣∣∣∣
m−1∑
k=0
(
λ
k
)
tk
∣∣∣∣∣ ≤ ∣∣∣(1 + teiθ)λ∣∣∣+ ∣∣∣R(λ)m (teiθ)∣∣∣
=
∣∣1 + teiθ∣∣λ + ∣∣∣R(λ)m (teiθ)∣∣∣ ,
and, since 0 ≤ t < 1, the estimates A.56 imply∣∣∣S(λ)m (teiθ, te−iθ)∣∣∣
≤
∣∣∣R(λ)m (teiθ)∣∣∣ (2 ∣∣1 + teiθ∣∣λ + 3 ∣∣∣R(λ)m (teiθ)∣∣∣)
=
∣∣∣R(λ)m (teiθ)∣∣∣ (2 ∣∣1 + teiθ∣∣λ−m ∣∣1 + teiθ∣∣m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣)
≤

∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1− t)λ−m (1 + t)m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≤ m,∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1 + t)λ−m (1 + t)m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≥ m,
≤

∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1− t)λ−m (1 + t)m + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≤ m,∣∣∣R(λ)m (teiθ)∣∣∣ (2 (1 + t)λ + 3 ∣∣∣R(λ)m (teiθ)∣∣∣) , λ ≥ m,
=

(
λ
m
)
tm (1− t)λ−m
{
2 (1− t)λ−m (1 + t)m + 3(λm)tm (1− t)λ−m} , λ ≤ m,(
λ
m
)
tm (1 + t)
λ−m {
2 (1 + t)
λ
+ 3
(
λ
m
)
tm (1 + t)
λ−m}
, λ ≥ m,
=

(
λ
m
)
tm (1− t)2(λ−m)
{
2 (1 + t)
m
+ 3
(
λ
m
)
tm
}
, λ ≤ m,(
λ
m
)
tm (1 + t)
2λ−m {
2 + 3
(
λ
m
)
tm (1 + t)
−m}
, λ ≥ m,
≤

(
λ
m
)
tm (1− t)2(λ−m)
(
2 (1 + t)
m
+ 3
(
λ
m
)
tm
)
, λ ≤ m,(
λ
m
)
tm (1 + t)2λ−m
(
2 + 3
(
λ
m
)
tm
)
, λ ≥ m,
which is A.57.
Appendix B
Quotient spaces and reproducing kernels
We present the basic theory of Banach space quotient spaces and then the general theory of reproducing kernels.
Finally we characterize restriction spaces in terms of a quotient space.
B.1 General quotient space theory
This section is from Chapter 3 ”Quotient Spaces” of Schwartz [56] and also Chapter 5 of Packel [51]. We present
without proofs the basic theory of Banach space quotient spaces including annihilators, linear functionals and
adjoints.
Definition 703 Quotient space Suppose (X, |·|) is a seminorm space and M ⊂ X is a linear subspace.
Denote the quotient space by X/M , where
X/M = {[x] = x+M : x ∈ X} ,
where [x] is termed a coset. [x] can be associated with an equivalence relation ∼ defined on X by
x ∼ y ⇔ x− y ∈M,
so that
[x] = {y : y ∼ x} .
Endow [x] with the quotient seminorm
‖[x]‖′ := inf
y∼x |y| = inf {|x+m| : m ∈M} = dist ({x} ,M) .
Theorem 704
1. ‖·‖′ defines a seminorm on X/M .
2. ‖·‖′ is a norm iff M is closed.
3. If M is closed the quotient map x → [x] is a reducing norm w.r.t. ‖·‖′as well as being continuous, onto
and open.
4. X/M is complete iff X is complete.
5. If X is complete and M is closed, then X/M is a Banach space.
Next we consider the case where M is the kernel of the seminorm defined on X .
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Definition 705 Kernel of a seminorm is denoted by k (X) = ker |·| = {x : |x| = 0}.
Theorem 706
1. k (X) is a closed subspace of X.
2. The quotient map x→ [x] is an isometry.
3. X/k (X) is a normed space. It is also a Banach space iff X is complete.
Definition 707 Annihilator If K ⊂ X, the annihilator of K (in X ′) is defined to be
K0 = {x′ ∈ X ′ : x′ (k) = 0 ∀ k ∈ K} .
Theorem 708 Suppose M is a closed subspace of X. Then (X/M)
′
and M0 are isometrically isomorphic via
the map V : (X/M)
′ →M0 defined by
(V z′) (x) = z′ ([x]) , z′ ∈ (X/M)′ , x ∈ X.
Proof. ??
Theorem 709 Results from the exercises in Schwartz [56]:
1. Suppose X and Y are seminormed spaces and T ∈ B (X,Y ).
Then the induced map T̂ : X/ kerT → Y is linear, continuous and satisfies ‖T ‖ =
∥∥∥T̂∥∥∥.
2. If K ⊂ X then K0 is a closed subspace of X ′.
3. Suppose M is a linear subspace of X.
Then X ′/M0 and M ′ are isometrically isomorphic under the map U : X ′/M0 →M ′ defined by U [x′] = x′M ,
where x′M is the restriction of x
′ to M .
4. B ⊂ X/M is bounded iff there exists a bounded subset A ⊂ X such that B ⊂ [A] = A+M .
Standard basic result:
Theorem 710 Adjoint operator Suppose X,Y are normed vector spaces and S : X → Y is a homeomorphism.
Then the adjoint operator ST : Y ′ → X ′ defined by(
ST y′
)
x = y′ (Sx) , y′ ∈ Y ′, x ∈ X,
is also a homeomorphism.
Proof. ??
B.2 Reproducing kernels
We present the general theory of reproducing kernel Hilbert spaces from, for example, Part I of Aronszajn [7]
and Chapter 10 of Wendland [61].
Definition 711 Reproducing kernel (I.1 Aronszajn [7]) Suppose H is a class of functions defined on a set
E ⊆ Rd which forms a complex Hilbert space (H, ‖·‖ , (·, ·)). The function Φ : E ×E → C is called a reproducing
kernel (r.k.) of H if:
1. For all y ∈ E, Φ (·, y) ∈ H;
2. The reproducing property:
f (y) = (f,Φ (·, y)) , y ∈ E, f ∈ H.
Remark 712 Properties of reproducing kernels (I.2 of Aronszajn [7])
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1. Uniqueness If a reproducing kernel exists it is unique.
2. Existence A r.k. exists iff for each y ∈ E there exists a constant Cy ≥ 0 such that
|f (y)| ≤ Cy ‖f‖ ∀f ∈ H.
3. Φ is a positive matrix in the sense that for any n ≥ 1,∥∥∥∥∥
n∑
k=1
Φ
(
·, y(k)
)
ξk
∥∥∥∥∥
2
=
n∑
i,j=1
Φ
(
y(i), y(j)
)
ξiξj ≥ 0, ξ ∈ Cn, y(i) ∈ E.
Also
Φ (x, x) ≥ 0, Φ (x, y) = Φ (y, x), |Φ (x, y)|2 ≤ Φ (x, x) Φ (y, y) .
4. Inverse of part 3 To every positive matrix Φ there corresponds one and only one class of functions with
a uniquely determined quadratic form in it, forming a Hilbert space and admitting Φ (x, y) as a reproducing
kernel.
This class of functions is generated by all functions of the form
n∑
k=1
Φ
(·, y(k)) ξk with quadratic norm defined
by ∥∥∥∥∥
n∑
k=1
Φ
(
·, y(k)
)
ξk
∥∥∥∥∥
2
=
n∑
i,j=1
Φ
(
y(i), y(j)
)
ξiξj .
This norm has an obvious inner product associated with it and can be extended to a (closed) Hilbert space
using Cauchy sequences.
See the native spaces of Chapter 10 of Wendland [61].
5. Convergence If f, fn ∈ H,
|f (x)− fn (x)| ≤ ‖f − fn‖
√
Φ (x, x), x ∈ E.
?? Add more?
6. Suppose H1 has r.k. Φ1 and is a subspace of the Hilbert space H2 i.e. H1 ⊂ H2 and f ∈ H1 implies
‖f‖1 = ‖f‖2. Then H1 is a closed subspace of H2 and (Ch. 5 Packel [51]) we have the unique direct sum
decomposition H2 = H1 ⊕ H⊥1 where orthogonal complement H⊥1 is closed subspace of H2. In fact,
given h ∈ H2 there exist unique f ∈ H1 and g ∈ H⊥1 such that h = f + g and (f, g)2 = 0. The mapping
h→ f defines the orthogonal projection of H2 onto H1. Since Φ (·, y) ∈ H1 ⊂ H2 we have for y ∈ E,
(h,Φ (·, y))2 = (f + g,Φ (·, y))2 = (f,Φ (·, y))2 + (g,Φ (·, y))2 =
= (f,Φ (·, y))2 = (f,Φ (·, y))1 = f (y) .
7. If H has a r.k. then part 2 implies that the same is true for all closed subspaces of H.
Suppose H = H1 ⊕H2 where Hi has r.k. Φi and H has r.k. Φ. Suppose f ∈ H.
Then f = f1 + f2 for unique fi ∈ H1. Since H1 = H⊥2 and H2 = H⊥1 we have for all y ∈ E,
f1 (y) = (f1,Φ1 (·, y)) = (f1 + f2,Φ1 (·, y)) = (f,Φ1 (·, y)) .
f2 (y) = (f2,Φ2 (·, y)) = (f1 + f2,Φ2 (·, y)) = (f,Φ2 (·, y)) .
f (y) = f1 (y) + f2 (y) = (f,Φ1 (·, y)) + (f,Φ2 (·, y)) = (f,Φ1 (·, y) + Φ2 (·, y)) .
But f (y) = (f,Φ (·, y)) so (f,Φ (·, y)) = (f,Φ1 (·, y) + Φ2 (·, y)) for all y ∈ E and f ∈ H, and hence
Φ = Φ1 +Φ2 on E × E.
8. Orthonormal systems ?? Add more?
??
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Theorem 713 Pointwise continuity Suppose E is open. Then:
1. For all f ∈ H,
|f (x)− f (y)| ≤ ‖f‖ {Φ (x, x)− Φ (x, y)− Φ (y, x) + Φ (y, y)}1/2 , x, y ∈ E.
2. If lim
y→x,y∈E
Φ (x, y) = Φ (x, x) for each x ∈ E and Φ (x, x) ∈ C(0) (E) then f ∈ C(0) (E).
Proof. Part 1
|f (x)− f (y)|2
= |(f,Φ (·, x))− (f,Φ (·, y))|2
= |(f,Φ (·, x)− Φ (·, y))|2
≤ ‖f‖2 ‖Φ (·, x)− Φ (·, y)‖2
= ‖f‖2 (Φ (·, x)− Φ (·, y) ,Φ (·, x)− Φ (·, y))
= ‖f‖2 {(Φ (·, x) ,Φ (·, x))− (Φ (·, x) ,Φ (·, y))− (Φ (·, y) ,Φ (·, x)) + (Φ (·, y) ,Φ (·, y))}
= ‖f‖2 {Φ (x, x) − Φ (y, x)− Φ (x, y) + Φ (y, y)} .
Part 2 Write
Φ (x, x)− Φ (x, y)− Φ (y, x) + Φ (y, y)
= Φ (x, x) − Φ (x, y) + Φ (y, y)− Φ (x, y)
= Φ (x, x) − Φ (x, y) + (Φ (y, y)− Φ (x, x)) + Φ (x, x) − Φ (x, y).
From Section I.5 of Aronszajn [7]:
Theorem 714 Restrictions of r.k. Hilbert spaces Suppose (H, (·, ·) , ‖·‖ ,Φ) is a r.k. Hilbert space of func-
tions on a set E ⊆ Rd. Define the restriction subspace H (E1) := rE1H where E1 ⊂ E.
Then (H (E1) , (·, ·)1 , ‖·‖1 ,Φ1) is also a r.k. Hilbert space where:
‖f1‖1 := dist
({0} , r−1E1 f1) , f1 ∈ H (E1) , (B.1)
is a norm satisfying the parallelogram law and the reproducing kernel is Φ1 = rE1×E1Φ. Finally rE1 : H →
H (E1) is continuous.
Proof. Define the subspace
HE1 := {f ∈ H : f = 0 on E1} . (B.2)
Suppose {fk} is a Cauchy sequence in HE1 . Then ∃! f ∈ H such that fk → f in H. But (f,Φ (·, x)) = f (x)
∀x ∈ E and f ∈ H. So if x ∈ E1,
|f (x)| = |f (x)− fk (x)| = |(f − fk,Φ (·, x))| ≤
√
Φ (x, x) ‖f − fk‖ → 0,
as k → ∞. Thus f (x) = 0 and hence f ∈ HE1 which confirms that HE1 is closed and thus a Hilbert space.
Hence we have the unique direct sum decomposition
H = HE1 ⊕H⊥E1 , (B.3)
where the orthogonal complement H⊥E1 is unique and is also a closed linear subspace of H.
From part 7 of Remark 712 HE1 and H⊥E1 have unique reproducing kernels, say Φ0 and Φ⊥, such that
Φ = Φ0 +Φ⊥ on E × E.
For every fixed y, Φ0 (·, y) ∈ HE1 . Thus Φ0 (x, y) = 0 when x ∈ E1 and so
Φ (x, y) = Φ⊥ (x, y) on E1 × E. (B.4)
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Next consider the definition B.1 of ‖f1‖1. Since r−1E1 f1 is a linear subspace of H part 1 of Theorem 704 implies
that ‖·‖1 is at least a seminorm. But ‖f1‖1 = 0 implies 0 ∈ r−1E1 f1 which in turn implies f1 = 0 and so ‖·‖1 is a
norm.
Since rE1 : H → H (E1) is now continuous, H (E1) is a Banach space. Further, r−1E1 f1 is closed and there exists
a unique f ∈ H such that
‖f1‖1 = ‖f‖ .
Indeed, if f ∈ H then from B.3 there is a unique decomposition f = f0+f⊥ where f0 ∈ HE1 and f⊥ ∈ H⊥E1 and
further f → f⊥ defines the orthogonal projection onto H⊥E1 . Also rE1f = rE1f⊥ = f1 so f⊥ is an extension of
f1 and hence ‖f1‖1 ≤ ‖f⊥‖. But ‖f‖2 = ‖f0 + f⊥‖2 = ‖f0‖2 + ‖f⊥‖2, so f0 = 0 and f = f⊥. Thus
‖f1‖1 = ‖f⊥‖ ,
which establishes an isometric isomorphism between H (E1) and H⊥E1 . This result allows us to easily prove that
the parallelogram law is satisfied:
‖f1 − g1‖21 + ‖f1 + g1‖21 = ‖f⊥ − g⊥‖2 + ‖f⊥ + g⊥‖2 = 2 ‖f⊥‖2 + 2 ‖g⊥‖2
= 2 ‖f1‖21 + 2 ‖g1‖21 ,
and so the norm ‖·‖1 generates the inner product
(f1, g1)1 = (f⊥, g⊥)
and (H (E1) , (·, ·)1 , ‖·‖1) is a Hilbert space.
For y ∈ E1, f = fE1 + f⊥ implies
f1 (y) = f (y) = fE1 (y) + f⊥ (y) = f⊥ (y) = (f⊥,Φ⊥ (·, y)) , (B.5)
so that for each fixed y ∈ E1 there exists a constant c⊥y > 0 such that
|f1 (y)| = |f⊥ (y)| ≤ c⊥y ‖f⊥‖ = c′y ‖f1‖1 , ∀f1 ∈ H (E1) .
part 2 of Remark 712 now implies that H (E1) has a r.k., say Φ1 (x, y), on E1 × E1. Thus from B.5,
f1 (y) = (f⊥,Φ⊥ (·, y)) = (f1,Φ1 (·, y))1 , y ∈ H (E1) ,
and then from B.5 and B.4,
(f1,Φ1 (·, y))1 = (f⊥,Φ⊥ (·, y)) = (f1,Φ (·, y)) , y ∈ E1, f1 ∈ H (E1) .
so that
Φ1 = Φ on E1 × E1.
B.2.1 Restrictions of r.k. Hilbert spaces as quotient spaces
Theorem 714 is the relevant result. We now characterize the restriction space H (E1) as a quotient space . This
will require an extension operator.
Theorem 715 Assume we have the notation and results of the last two sections and suppose E = Rd and that
E1 is open.
Then the operator
Ψ : HupslopeHEc1 → H (E1) ,
defined by
Ψ [f ] = rE1f,
is an isometry. Here HEc1 is defined by B.2.
Further, if there exists a continuous linear extension operator E : H (E1)→ H then Ψ is also an isomorphism
with inverse
Ψ−1F = [EF ] , F ∈ H (E1) .
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Proof. From B.2 and the sequel, HRd\E1 is a closed subspace of H and their quotient space is defined. Regarding
the quotient space coset
f ∼ g ⇔ f − g ∈ HE\E1 ⇔ supp (f − g) ⊂ E \ E1 ⇔ f = g on E1
⇔ rE1f = rE1g,
and so Ψ is well-defined.
From Definition 703, ‖[f ]‖ = minh∼f ‖h‖H so that from B.1,
‖Ψ [f ]‖H(E1) = dist
({0} , r−1E1Ψ [f ]) = dist ({0} , r−1E1 rE1f) = minrE1g=rE1f ‖g‖H
= min
g∼f
‖g‖H
= ‖[f ]‖ ,
and hence Ψ is an isometry. Now assume the extension exists. Since Ψ is an isometry it is already 1-1 and since
E is an extension
ΨΨ−1F = Ψ [EF ] = rE1EF = F,
which means that Ψ is onto and hence an isomorphism.
Appendix C
Notes on Schmeisser [54]
?? This chapter contains... ADD MORE! ??
Remark 716 From the 2006 survey concerning Sobolev spaces with dominating mixed derivatives
by Schmeisser [54].
Subsection 1.1 Suppose 1 < p < ∞ and r˜, n˜ ≥ 0 are multi-indexes on Rd. Here r˜ will partition a given
multi-index α by α =
(
αj
)
where
∣∣αj ∣∣ = rj.
Then in Definition 1.2 Schneisser introduces the Sobolev spaces with dominating mixed derivatives given by
S r˜pW (R
n1× . . .× Rnd) = {f ∈ Lp (Rn1× . . .× Rnd) : Dαf ∈ Lp (Rn1× . . .× Rnd) , ∣∣αj ∣∣ ≤ rj ∀j} ,
‖f‖Sr˜pW =
d∑
j=1
|αj|≤rj
‖Dαf‖p .
In Remark 1.3: Sobolev spaces with dominating mixed derivatives are well adapted to tensor products of
functions.
After equation 1.3: the special case where r˜ = r1 and n˜ = 1 and defines
SrpW
(
Rd
)
:= Sr1p W
R1× . . .× R1︸ ︷︷ ︸
d times

=
{
f ∈ Lp (Rd) : Dαf ∈ Lp (Rd) ∀α ≤ r1}
= {f ∈ Lp : Dαf ∈ Lp ∀α ≤ r1} .
for compactness.
Schneisser mentions SrpW (
) spaces have been studied on the torus T
d = [0, 1]
d
and can be easily defined on
domains Ω ⊂ Rd.
Subsection 1.2 By using the Fourier transform Definition 1.5 introduces fractional Sobolev spaces
with dominating mixed smoothness on Rd.
Subsection 1.3 Multivariate approximation. Schneisser discusses how we can benefit from dominating
mixed smoothness. To this end he considers an example related to multivariate approximation.
Subsection 1.4 Sobolev embeddings.
Subsection 1.5 Traces e.g. the diagonal trace f (x1).
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Subsection 1.6 Nikol’skii-Besov spaces Dominating mixed smoothness properties can also be described
in a classical way using mixed differences or mixed moduli of continuity. Definition 1.11 introduces Nikol’skii
spaces with dominating mixed smoothness. Definition 1.12 concerns Besov spaces with dominating mixed
smoothness.
There are 5 sections in all but no table of contents.
Section 2 Littlewood-Paley analysis – the Fourier analytical approach. 2.1 Littlewood-Paley theorems; 2.2
Dominating mixed derivatives and differences; 2.3. Besov and Lizorkin-Triebel spaces.
Section 3 Approximation with respect to hyperbolic crosses. 3.1 Approximation spaces; 3.2 Compar-
ison theorems.
Section 4 New instruments. Recent developments in the theory of function spaces are characterized by the
use of new instruments such as local means, atoms and wavelets, which are successfully applied to tackle key
problems such as limiting embeddings, traces, extensions, entropy numbers or sampling numbers.
Moreover, far-reaching applications to fractals and to spectral theory have been achieved. The aim of
this section is to develop these new tools for spaces with dominating mixed smoothness. It yields the basis for
applications which will be described in the next section.
Section 5 Applications to traces and entropy numbers.
Appendix D
Proofs of the claims made in Remark 144
This chapter contains the proofs of the claims made for the spaces Wm1 (Ω), Wm1
Ω
in Remark 144.
Lemma 717 Theorem 2.29 of AF [5]: properties of mollification Suppose suppu ⊆ Ω where Ω is an
open subset of Rd. Then:
(a) If u ∈ L1loc then Jε ∗ u ∈ C∞.
(b) If u ∈ L1loc (Ω) and suppu ⋐ Ω then Jε ∗ u ∈ C∞0 (Ω) when ε < dist (suppu, ∂Ω).
(c) If u ∈ Lp (Ω) where 1 ≤ p <∞, then Jε ∗ u ∈ Lp (Ω). Also
‖Jε ∗ u‖p ≤ ‖u‖p , lim
ε→0+
‖Jε ∗ u− u‖p = 0.
(d) If u ∈ C (Ω) and G ⋐ Ω, then lim
ε→0+
(Jε ∗ u) (x) = u (x) uniformly on G.
(e) If u ∈ C (Ω) then lim
ε→0+
(Jε ∗ u) (x) = u (x) uniformly on Ω.
??
Lemma 718 Mollification in Wm1 (Ω) (Modification of Lemma 3.16 of AF [5]) Let Jε be defined as in
Paragraph 2.28 of AF [5] and let u ∈ Wm1 (Ω).
Then if Ω′ ⊂ Ω is a subdomain then lim
ε→0+
Jε ∗ u = u in Wm1 (Ω′).
Proof. Easy modification of the proof in Adams and Fournier.
D.0.2 Part 1 of Remark 144
??
D.0.3 Part 2 of Remark 144
??
D.0.4 Part 3 of Remark 144
??
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D.0.5 Part 4 of Remark 144
??
Theorem 719 Modified Theorem 3.17 of AF [5] For any open set Ω ⊂ Rd we have C(m1) (Ω) ∩Wm1 (Ω)
is dense in Wm1 (Ω). In fact we show that C∞ (Ω) ∩Wm1 (Ω) is dense in Wm1 (Ω).
Proof. The proof will use Theorem 2.29 of [5] which gives some mollifier properties and Lemma 3.15 of [5]
which concerns C∞ subordinate partitions of unity. These theorems are independent of the Sobolev spaces.
For k = 1, 2, 3, . . . let
Ωk = {x ∈ Ω : dist (x, ∂Ω) > 1/k} ,
and let Ω0 = Ω−1 = ∅, the empty set. Then
O =
{
Uk : Uk = Ωk+1 ∩
(
Ωk−1
)c
, k = 1, 2, 3, . . .
}
,
is a collection of open subsets of Ω that covers Ω. Let Ψ be a C∞-partition of unity of Ω subordinate to O. Let
ψk denote the sum of the finitely many functions ψ ∈ Ψ whose supports are contained in Uk. Then ψk ∈ C∞0 (Uk)
and
∑∞
k=1 ψk (x) = 1 on Ω.
If 0 < ε < 1/ (k + 1) (k + 2) then from Theorem 2.29 [5], Jε ∗ (ψku) has support in Vk = Ωk+2 ∩ Ωck−2 ⋐ Ω.
Since ψku ∈ Wm1 (Ω), Lemma 718 allows us to choose εk satisfying 0 < εk < 1/ (k + 1) (k + 2) such that
‖Jεk ∗ (ψku)− ψku‖m1,2,Ω = ‖Jεk ∗ (ψku)− ψku‖m1,2,Vk < 2−kε.
Let φ =
∑∞
k=1 Jεk ∗ (ψku). On any Ω′ ⋐ Ω only finitely many terms in the sum can be nonzero. Thus by
Theorem 2.29 [5] φ ∈ C∞ (Ω). For x ∈ Ωk, we have
u (x) =
k+2∑
j=1
ψj (x) u (x) , φ (x) =
k+2∑
j=1
(
Jεj ∗ (ψju)
)
(x) ,
and thus
‖u− φ‖m1,2,Ωk ≤
k+2∑
j=1
‖Jεk ∗ (ψju)− ψju‖m1,2,Ω < ε.
By the monotone convergence theorem, ‖u− φ‖m1,2,Ω < ε.
Theorem 720 Modified Theorem 3.22 of AF [5] If Ω is bounded and satisfies the segment condition of
Definition 136 then rΩC
∞
0 is dense in W
m1 (Ω) and rΩC
∞
0 = rΩC
∞ = rΩC∞B .
Proof. Choose u ∈ Wm1 (Ω). Let K = suppu ∩ Ω. The set F = K \⋃x∈∂ΩUx is compact and contained in Ω,
{Ux} being the collection of open sets referred to in the definition of the segment condition. There also exists an
open set U0 such that F ⋐ U0 ⋐ Ω. Since K is compact, there exist finitely many of the sets Ux, let us rename
them {Ui}ki=1, such that K ⊂ U0 ∪ U1 ∪ . . . ∪ Uk. Moreover, there are other open sets V0, V1, . . . , Vk such that
Vj ⋐ Uj for 0 ≤ j ≤ k but still K ⊂ V0 ∪ V1 ∪ . . . ∪ Vk.
Let Ψ be a C∞-partition of unity subordinate to {Vj}kj=1, and let ψj be the sum of the finitely many functions
ψ ∈ Ψ which have supports in Vj . Let uj = ψju. Suppose that for each j we can find φj ∈ C∞0
(
Rd
)
such that
‖uj − φj‖m1,2,Ω <
ε
k + 1
. (D.1)
Then, putting φ =
∑k
j=0 φj , we would obtain
‖u− φ‖m1,2,Ω ≤
k∑
j=0
‖uj − φj‖m1,2,Ω < ε.
Since suppu0 ⊂ V0 ⋐ Ω, a function φ0 ∈ C∞0 satisfying D.1 for j = 0 can be found via the mollification Lemma
718.
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It remains, therefore, to find φj satisfying D.1 for 1 ≤ j ≤ k. For fixed such j we extend uj to be identically
zero outside Ω. Thus uj ∈ Wm1
(
Rd \ Γ), where Γ = Vj ∩ bdry Ω. Let yj be the nonzero vector associated with
the set Uj in the definition of the segment condition. Let Γt =
{
x− tyj : x ∈ Γ}, where t is so chosen that
0 < t < min
{
1, dist
(
Vj ,Rd \ Γ
)
/
∣∣yj∣∣} .
Then Γt ⊂ Uj and Γt ∩Ω is empty by the segment condition. Now we use the segment condition to define the
outwardly displaced functions
uj,t (x) := uj
(
x+ tyj
)
, (D.2)
and observe that uj,t ∈ Wm1
(
Rd \ Γt
)
. Translation is continuous in L2 so Dαuj,t → Dαuj in L2 as t → 0+
for α ≤ m1, and so it is sufficient to find φj ∈ C∞0 such that ‖uj,t − φj‖m1,2 is sufficiently small. However,
Ω ∩Uj ⋐ Rd \ Γt, and so by the modified mollification Lemma 718 we set φj = Jδ ∗ uj,t for suitably small δ > 0.
It remains to be proven that rΩC
∞
0 = rΩC
∞ = rΩC∞B . Clearly rΩC
∞
0 ⊂ rΩC∞. Conversely, suppose
ψ ∈ rΩφ with φ ∈ C∞. Since Ω is bounded there exists a ball BR such that Ω ⊂ BR and we can choose θ ∈ C∞0
such that θ = 1 on BR and θ = 0 and Rd \ B2R. Hence θφ ∈ C∞0 and ψ ∈ rΩ (θφ) and so rΩC∞0 = rΩC∞ which
in turn directly yields rΩC
∞ = rΩC∞B .
D.0.6 Part 6 of Remark 144
Recall that from part 9 of Remark 144,
Wm1
Ω
=
{
u ∈ Wm1 : suppu ⊂ Ω} , ‖u‖Wm1
Ω
= ‖u‖Wm1 .
Lemma 721 Modified Lemma 3.27 of Adams and Fournier [5] Let E0u denote the zero extension of
u ∈ Wm10 (Ω) outside Ω. Then for α ≤ m1, DαE0u = E0Dαu in D′, and E0u ∈ Wm1
(
Rd
)
with ‖E0u‖Wm1 =
‖u‖Wm10 (Ω) and suppu ⊂ Ω.
In other words, E0 :Wm10 (Ω)→Wm1Ω is an isometry.
Proof. Easy modification of the proof of Lemma 3.27.
D.0.7 Part 8 of Remark 144
Theorem 722 Suppose Ω is a bounded open set. Then φ ∈ Wm1,∞ (Ω) and u ∈Wm1 (Ω) implies φu ∈ Wm1 (Ω)
and
‖φu‖m1,2,Ω ≤ 2md/2 ‖φ‖m1,∞,Ω ‖u‖m1,2,Ω .
Proof. Part 2 of Remark 132 discusses weakening the distribution Leibniz theorem to: u,Du ∈ Lp (Ω) and
v,Dv ∈ Lq (Ω) where p−1 + q−1 = 1 and q <∞, implies D (uv) = (Du) v + uDv ∈ L2 (Ω).
Suppose p = ∞ and q = 1. Suppose Ω is bounded. Then, since Ω is bounded, v,Dv ∈ L2 (Ω) implies v,Dv ∈
L1 (Ω) and so Leibniz theorem holds for u,Du ∈ L∞ (Ω) and v,Dv ∈ L2 (Ω). Consequently Leibniz theorem
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holds for u ∈Wm1,∞ (Ω) and v ∈Wm1 (Ω). Now, if (0
0
)
:= 1,
‖φu‖2m1,2,Ω =
∑
α≤m1
(
m1
α
) ‖Dα (φu)‖2L2(Ω)
=
∑
α≤m1
(
m1
α
) ∥∥∥∥∥∥
∑
β≤α
(
α
β
)
Dα−βφDβu
∥∥∥∥∥∥
2
L2(Ω)
≤
∑
α≤m1
(
m1
α
) ∥∥∥∥∥∥
∑
β≤α
(
α
β
) ∣∣Dα−βφ∣∣ ∣∣Dβu∣∣
∥∥∥∥∥∥
2
L2(Ω)
≤
∑
α≤m1
(
m1
α
) ∥∥∥∥∥∥∥
∑
β≤α
(
α
β
) ∣∣Dα−βφ∣∣2
1/2∑
β≤α
(
α
β
) ∣∣Dβu∣∣2
1/2
∥∥∥∥∥∥∥
2
L2(Ω)
=
∑
α≤m1
(
m1
α
) ∥∥∥∥∥∥∥
∑
β≤α
(
α
β
) ∣∣Dβφ∣∣2
1/2∑
β≤α
(
α
β
) ∣∣Dβu∣∣2
1/2
∥∥∥∥∥∥∥
2
L2(Ω)
=
∑
α≤m1
(
m1
α
) ∫
Ω
∑
β≤α
(
α
β
) ∣∣Dβφ∣∣2
∑
β≤α
(
α
β
) ∣∣Dβu∣∣2

≤
∑
α≤m1
(
m1
α
) ∫
Ω
∑
β≤α
(
α
β
) ∥∥Dβφ∥∥2∞
∑
β≤α
(
α
β
) ∣∣Dβu∣∣2

=
∑
α≤m1
(
m1
α
)∑
β≤α
(
α
β
) ∥∥Dβφ∥∥2∞
∑
β≤α
(
α
β
) ∫
Ω
∣∣Dβu∣∣2

≤
 ∑
α≤m1
(
m1
α
) ∑
β≤m1
(
m1
β
) ∥∥Dβφ∥∥2∞
 ∑
β≤m1
(
m1
β
) ∫
Ω
∣∣Dβu∣∣2

= 2md
 ∑
β≤m1
(
m1
β
) ∥∥Dβφ∥∥2∞
 ∑
β≤m1
(
m1
β
) ∫
Ω
∣∣Dβu∣∣2

= 2md ‖φ‖2m1,∞,Ω ‖u‖2m1,2,Ω .
D.0.8 Part 9 of Remark 144
??
Theorem 723 Modified Theorem 3.7 of Wloka [63] If Ω has the segment property of Definition 136 then
rΩW
m1
Ω
=Wm10 (Ω) as sets.
Proof. Recall that
Wm10 (Ω) = closure of C
∞
0 (Ω) in W
m1 (Ω) .
Suppose v ∈ Wm10 (Ω). Then by part 6 of Remark 144, E0v ∈ Wm1 and supp E0v ⊂ Ω i.e. E0v ∈ Wm1Ω . Thus
v = rΩE0v ∈ rΩWm1Ω and so Wm10 (Ω) ⊂ rΩWm1Ω . Now to prove the converse.
Since rΩW
m1
Ω
⊂ Wm1 (Ω) we need to show that given v ∈ rΩWm1Ω there is a sequence in C∞0 (Ω) which
converges to v in Wm1 (Ω). Suppose v = rΩu for some u ∈ Wm1Ω . We will modify the proof of Theorem 720 by
not using the open sets Vj and by using the segment condition to push the function inwards.
Let K = suppu ∩ Ω. The set F = K \ ⋃x∈∂Ω Ux is compact and contained in Ω, {Ux} being the collection
of open sets referred to in the definition of the segment condition. There also exists an open set U0 such that
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F ⋐ U0 ⋐ Ω. Since K is compact, there exist finitely many of the sets Ux, let us rename them {Ui}ki=1, such that
K ⊂ U0 ∪ U1 ∪ . . . ∪ Uk.
Let Ψ be a C∞-partition of unity subordinate to {Uj}kj=1 and let ψj be the sum of the finitely many functions
ψ ∈ Ψ which have supports in Uj . Let uj = ψju ∈ Wm1 (Ω) by part 8 of Remark 144. Suppose that for each j
we can find φj ∈ C∞0
(
Rd
)
such that
‖uj − φj‖m1,2,Ω <
ε
k + 1
. (D.3)
Then, putting φ =
∑k
j=0 φj , we would obtain
‖u− φ‖n1,2,Ω ≤
k∑
j=0
‖uj − φj‖n1,2,Ω < ε.
Since suppu0 ⊂ U0 ⋐ Ω, a function φ0 ∈ C∞0 satisfying D.3 for j = 0 can be found via the mollification Lemma
718. It remains, therefore, to find φj satisfying D.3 for 1 ≤ j ≤ k. Because of the segment property the inwardly
displaced functions
uj,t := uj
(· − tyj) , 0 < t < 1, 1 ≤ j ≤ k, (D.4)
have their supports in Ω. Here each yj 6= 0 is the translation vector required by the segment condition.
Translation is continuous in L2 so for α ≤ m1, Dαuj,t → Dαuj in L2 (Ω) as t → 0+, and we can find some tε
with
‖uj − uj,tε‖m1,2,Ω <
ε/2
k + 1
, 1 ≤ j ≤ k.
Further, suppuj,tε ⊂ Ω so if η = 12 dist (suppuj,tε , ∂Ω) then Ω′ = (suppuj,tε)η ⋐ Ω and dist (Ω′, ∂Ω) ≤ η. Since
uj,tε ∈ L1loc (Ω) and suppuj,tε ⋐ Ω′, part (b) Theorem 2.29 of Adams and F. [5] implies Jδ ∗uj,tε ∈ C∞0 (Ω′) when
δ < η. Also, Lemma 718 implies Jδ ∗ uj,tε → uj,tε in Wm1 (Ω′) as δ → 0+. Thus there exists φj ∈ C∞0 (Ω) such
that ‖uj,tε − φj‖ < ε/2k+1 for 1 ≤ j ≤ k and the proof is complete.
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