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Abstract
Consider a random vector with finite second moments. If its precision ma-
trix is an M-matrix, then all partial correlations are non-negative. If that
random vector is additionally Gaussian, the corresponding Markov random
field (GMRF) is called attractive.
We study estimation ofM-matrices taking the role of inverse second moment
or precision matrices using sign-constrained log-determinant divergence min-
imization. We also treat the high-dimensional case with the number of vari-
ables exceeding the sample size. The additional sign-constraints turn out to
greatly simplify the estimation problem: we provide evidence that explicit
regularization is no longer required. To solve the resulting convex optimiza-
tion problem, we propose an algorithm based on block coordinate descent, in
which each sub-problem can be recast as non-negative least squares problem.
Illustrations on both simulated and real world data are provided.
Keywords: ℓ1-regularization, log-determinant divergence minimization,
Gaussian Markov Random Fields, Graphical Model Selection,
high-dimensional statistical inference, M-matrices, partial correlations,
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1. Introduction
The covariance matrix of a random vector and its inverse play an im-
portant role in multivariate statistical analysis due to their presence, for
example, in PCA, discriminant analysis, tests of hypotheses and confidence
intervals for the mean. The sparsity pattern of the inverse covariance, or
synonymously precision matrix, reveals all pairwise conditional independence
relations in a Gaussian Markov random field (GMRF), which correspond to
missing edges in the resulting conditional independence graph [53, 33, 45].
The latter is central to Gaussian graphical modelling [15], where one aims
at a parameter-parsimonious models in terms of a conditional independence
graph consisting of few edges. In recent years, precision matrix estimation
and Gaussian graphical models (GGMs) have received considerable attention
in statistics, machine learning and optimization due to the prevalence of high-
dimensional datasets in areas such as genomics, finance and neuroscience for
which the number of variables p is comparable or even larger than the sample
size n. This setup has stimulated the development of various new inferential
procedures typically hinging on sparsity assumptions on the precision matrix.
One class of approaches tries to infer only its sparsity pattern, or equivalently
in the multivariate Gaussian case, the edges of the conditional independence
graph. For this purpose, procedures based on conditional independence tests
[27, 2] and nodewise sparse regression (neighbourhood selection [38, 56]) have
been suggested. Given the graph structure, the precision matrix can be esti-
mated subject to additional constraints [11, 14]. A second line of research is
concerned with estimation of the precision matrix with the help of sparsity-
promoting regularization schemes. In the references [55, 3, 22, 44, 21, 42]
ℓ1-regularized log-determinant divergence minimization, which amounts to
ℓ1-penalized maximum likelihood estimation in the Gaussian case, is investi-
gated. Related regularization schemes enforcing sparsity of the off-diagonal
elements of the precision matrix are proposed in [20, 54, 9, 47]. In [18] and
[25], regularization schemes to enforce different forms of structured sparsity
are considered. In the present paper, we adopt the high-dimensional setting
that is addressed in the cited references, while considering elements from a
subcone of the positive semidefinite cone as target in precision matrix estima-
tion. Specifically, we consider positive definite matrices that are symmetric
M-matrices [40, 4], i.e. elements of the set
Mp = {Ω = (ωjk) ∈ Rp×p : Ω ∈ Sp+, ωjk ≤ 0, j, k = 1, . . . , p, j 6= k}, (1)
where Sp+ = {Ω ∈ Rp×p : Ω = Ω⊤, Ω ≻ 0} denotes the set of symmetric,
positive definite matrices. In the statistics literature, Bølviken [19] appears
to be the first to consider matrices (1) as precision matrices whose partial
correlations −ωjk/{ωjjωkk}1/2, j 6= k, are all non-negative. Karlin and Rinott
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[30] studied elements from (1) as covariance or precision matrices of a mul-
tivariate Gaussian distribution with a focus on total positivity [29]; see also
[43]. In [35, 2], the GMRF corresponding to a precision matrix of the form
(1) is referred to as attractive GMRF. In [35], attractive GMRFs are shown
to be a sub-class of of non-frustrated GMRFs, which in turn form a sub-class
of walk-summable GMRFs. Statistical inference specifically for the class (1),
has, to the best of our knowledge, not been studied in the literature. In [32],
the authors consider MAP estimation for the case that the precision matrix
of a Gaussian random vector belongs to the following subset of (1):
LpI =
{
Ω ∈Rp×p : Ω = κI −W + diag
(
p∑
k=1
w1p, . . . ,
p∑
k=1
wpk
)
,
κ > 0, wjk = wkj, wjk ≥ 0, j, k = 1, . . . , p, j 6= k
}
⊂Mp,
(2)
where the containment in Mp holds because by construction, all elements
of LpI are diagonally dominant and thus positive definite. We note that (2)
equals the set of matrices that can be written as a positive multiple of the
identity plus the combinatorial Laplacian of an undirected graph on p vertices
and positive edge weights wjk, j, k = 1, . . . , p. In [32], an exponential prior
for the weights is proposed, so that MAP estimation amounts to ℓ1-penalized
maximum likelihood estimation. As discussed in more detail below, restrict-
ing the class of admissible precision matrices by imposing sign-constraints on
the off-diagonals as in (1) and (2) can be a blessing and a curse at the same
time. On the negative side, the requirement that all partial non-negative cor-
relations be non-negative is realistically not fulfilled in most contemporary
datasets. For example, in gene expression analysis, genes may have both up-
and down-regulatory effects on other genes. It is a priori unclear what the
consequences of estimation under model misspecification are (see Section 2.3
below). On the positive side, we show that the presence of the additional
sign constraints suffices to establish existence and uniqueness of maximum
likelihood estimation in the Gaussian case even in a high-dimensional regime
(n < p), which is unlike the unconstrained case. Furthermore, we present
empirical evidence that explicit regularization is not required and that sub-
sequent thresholding of the off-diagonal entries of the constrained estimate
yields a simple yet effective procedure to recover the sparsity pattern of
an underlying sparse target from the class (1) and hence also the structure
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of the associated graph. This is akin to recent work on (thresholded) non-
negative least squares in high-dimensional sparse regression [49, 37]. Absence
of tuning parameters and the tendency to produce sparse solutions make the
approach attractive in exploratory data analysis when the goal is to find a
sparse graph depicting positive dependence relations among variables. In
[32], learning taxonomies is presented as an example where only positive de-
pendence are of interest. In the present paper, we also discuss a possible
application to the analysis of landmark data similar in spirit to [24].
Outline. In Section 2, we study central properties of sign-constrained log-
determinant divergence minimization and positive definiteM-matrices. Sparse
estimation based on thresholding is subsequently discussed in Section 3. In
Section 4, we develop a block coordinate descent algorithm to solve the re-
sulting convex optimization problem and prove its convergence. An extensive
empirical study including the analysis of real world datasets is presented in
Section 5. We conclude with a short summary. The appendix contains all
proofs.
Notation. Matrices are denoted by uppercase Latin or Greek letters and its
elements by the corresponding lowercase letters. For matrices starting with
the letter Ω, the letter Σ is used for their inverses. We use double subscripts
to denote submatrices, i.e. AIJ is the submatrix of some matrix A with row
indices I and column indices J . We write A−1II = (AII)
−1 for the inverse
of a square invertible sub-matrix AII of A. A superscript
c denotes the set
complement. We will frequently arrange a symmetric and invertible matrix
A ∈ Rp×p in the following way. For j ∈ {1, . . . , p} arbitrary, let aj ∈ Rp−1 be
the vector with components ajk, k = 1, . . . , p, k 6= j, and Ajj ∈ R(p−1)×(p−1)
the square submatrix of A having entries {alm, l, m 6= j}. After row and
column permutations, A and accordingly its inverse B can be partitioned as[
ajj a
⊤
j
aj Ajj
]
, respectively
[
bjj b
⊤
j
bj Bjj
]
, (3)
where bjj, Bjj and bj are given by
bjj =
1
ajj − a⊤j A−1jj aj
, Bjj =
(
Ajj −
aja
⊤
j
ajj
)−1
, bj = −bjj · A−1jj aj . (4)
For a square matrix A, D(A) denotes the matrix resulting from A after
setting all off-diagonal entries to zero. Likewise, off(A) denotes the matrix
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resulting from A after setting all diagonal elements to zero. Moreover, tr(A)
denotes the trace of A. For square matrices A1, . . . , AK , bdiag(A1, . . . , AK)
denotes the block diagonal matrix composed of these matrices. We write
A ≻ 0 and A  0 for a positive definite respectively positive semidefinite
matrixA, whereas≤,≥, <,> are used to denote component-wise inequalities,
e.g. A ≤ B means that ajk ≤ bjk for all j and k. The symbols I and 1 are
used to denote identity matrices and vectors of ones, respectively.
2. Positive definiteM -matrices and sign-constrained log-determinant
divergence minimization
2.1. Problem formulation
Let x1, . . . , xn be a sample of n i.i.d. realizations from a multivariate
Gaussian random vector X with mean µ∗ ∈ Rp and covariance Σ∗ = (σ∗jk) ∈
S
p
+ and precision matrix Σ
−1
∗ = Ω∗ = (ω
∗
jk). Assuming that µ∗ is known and
that Ω∗ ∈Mp as defined in (1), constrained maximum likelihood estimation
of Ω∗ leads to the minimization problem
min
Ω∈Mp
− log det(Ω) + tr(ΩS), where S = 1
n
n∑
i=1
(xi − µ∗)(xi − µ∗)⊤. (5)
In case that Ω∗ /∈ Mp or X is non-Gaussian, (5) can be understood as
M-estimation based on minimizing the Bregman divergence between posi-
tive definite matrices that is induced by the function Ω 7→ − log det(Ω),
cf. [16, 42] and (14) below. Accordingly, we will henceforth refer to (5) and
related problems as (constrained or regularized) log-determinant divergence
minimization. It is well known that if Mp in (5) is replaced by Sp+, i.e. if
the additional sign-constraints on the off-diagonal elements are omitted, and
p > n, a minimizer of (5) in general does not exist since the minimum in (5)
is not finite. Hence, it is a priori unclear whether the minimization problem
(5) is well-defined in the case p > n. As stated in the following theorem, the
additional constraint Ω ∈Mp makes a drastic difference.
Theorem 1. Consider the optimization problem (5) and suppose that S =
(sjk) has strictly positive diagonal elements. Then, unless there exists (j, k), j 6=
k, such that sjk =
√
sjjskk, a minimizer of (5) exists and is unique.
In other words, unless there exists a pair of variables of perfect posi-
tive sample correlation, which can easily be checked in practice, the con-
strained log-determinant divergence minimization problem (5) is well-posed,
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even though one may have n < p and no additional regularization is em-
ployed. We note that the conditions of Theorem 1 are mild, because they
are fulfilled with probability one provided n > 1 and the random vector X
has a distribution that is absolutely continuous w.r.t. the Lebesgue measure.
2.2. Optimality conditions and dual problem
Within the present subsection, we study problem (5) from the point of
view of convex optimization. It is standard to extend the negative log-
determinant to the entire positive semidefinite cone Sp+ = {Ω ∈ Rp×p : Ω =
Ω⊤, Ω  0} by setting − log det(Ω) = +∞ if Ω /∈ Sp+. Accordingly, we de-
fineMp as the subset of matrices in Sp+ having only non-positive off-diagonal
elements. We may then re-write (5) as
min
Ω∈Mp
− log det(Ω) + tr(ΩS), (6)
which constitutes a convex optimization problem. In fact, the constraint set,
as the intersection of two convex cones, is a convex cone, and the negative
log-determinant is convex on Sp+, cf. [7]. The Lagrangian for (6) is given by
L(Ω,Γ) = − log det(Ω) + tr(ΩS) + tr(ΩΓ), (7)
where Γ = (γjk) is a symmetric, non-negative matrix of Lagrangian multipli-
ers with all diagonal entries being zero. By the Karush-Kuhn-Tucker (KKT)
optimality conditions, (Ω̂, Γ̂) is an optimal solution if and only if
S + Γ̂ = Ω̂−1, tr(Ω̂Γ̂) = 0, Ω̂ ∈Mp, Γ̂ ∈ Rp×p+ , Γ̂ = Γ̂⊤, diag(Γ̂) = 0.
(8)
Note that under the stated conditions
tr(Ω̂Γ̂) = 0 ⇐⇒ ω̂jkγ̂jk = 0, j, k = 1, . . . , p. (9)
Convex duality yields
min
Ω∈Mp
− log det(Ω) + tr(ΩS) = max
Γ≥0,diag(Γ)=0
min
Ω∈Mp
L(Ω,Γ)
= max
S+Γ∈Sp+,Γ≥0, diag(Γ)=0
log det(S + Γ) + p
= max
Σ∈Sp+,Σ≥S, diag(Σ)=diag(S)
log det(Σ) + p. (10)
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The second identity follows after taking the derivative of L w.r.t. Ω, setting
the result to zero and substituting this relation back into L (cf. the first
condition in (8)), while the third equality is by a change of variables. In
other words, in the problem dual to (7), one seeks for a positive definite
matrix of maximum determinant, which dominates S entry-wise and has the
same diagonal entries. As corollary, we obtain the following characterization
of inverse positive definite M-matrices.
Theorem 2. Σ ∈ Sp+ is an inverse M-matrix if and only if
argmax
Σ′∈Sp+, Σ
′≥Σ, diag(Σ′)=diag(Σ)
log det(Σ′) = Σ.
From (10), we can also read off necessity of the condition in Theorem
1: if there is a pair of variables of perfect positive sample correlation, it is
not possible to find Σ ≥ S with diag(Σ) = diag(S) that is strictly positive
definite, so that (10) is unbounded from below.
2.3. The class Mp as a model of multivariate dependence: restrictions and
consequences of mis-specification
Recapitulating facts from [4, 30], we will see that the constraint Ω ∈Mp
induces a rather specific model of multivariate dependence for an underlying
random vector X = (Xj)
p
j=1. Consequently, the target Ω∗ can in general not
be expected to satisfy the given constraint. It is therefore of interest to know
how sign-constrained log-determinant divergence minimization (6) behaves
under model mis-specification, and we will investigate this issue for selected
examples.
M-matrices as precision matrices. Let Ω ∈ Mp. Then, it is not hard to see
that Ω = δI − B for symmetric B ∈ Rp×p+ and δ ∈ (λ1(B),∞), where λ1
denotes the largest eigenvalue of B (cf. Appendix A). Expressing the inverse
by a Neumann series, one obtains Σ = Ω−1 = δ−1
∑∞
k=0(B/δ)
k and hence
Σ ∈ Rp×p+ . That is, a precision matrix with non-positive off-diagonal entries
implies non-negative marginal correlations, i.e. Cov(Xj , Xk) ≥ 0 for all j, k.
More generally, for any pair of variables (Xj, Xk) and any set of conditioning
variables (Xl)l∈L, L ⊆ {1, . . . , p} \ {j, k}, the partial correlation of (Xj, Xk)
conditional onXL is non-negative. This follows from the fact that covariances
conditional on L are given by the Schur complement of Σ w.r.t. L, that is
ΣLcLc − ΣLcLΣ−1LLΣLLc = Ω−1LcLc , (11)
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

S mec vec alg ana stat
mec 1 .553 .547 .409 .389
vec .553 1 .610 .485 .436
alg .547 .610 1 .711 .665
ana .409 .485 .711 1 .607
stat .389 .436 .665 .607 1




S−1 mec vec alg ana stat
mec 1.604 −.560 −.509 .003 −.043
vec −.560 1.802 −.657 −.155 −.038
alg −.509 −.657 3.043 −1.112 −.862
ana .003 −.155 −1.112 2.178 −.517
stat −.043 −.038 −.862 −.517 1.921




Σ̂ mec vec alg ana stat
mec 1 .553 .547 .410 .389
vec .553 1 .610 .485 .436
alg .547 .610 1 .711 .665
ana .410 .485 .711 1 .607
stat .389 .436 .665 .607 1




Ω̂ mec vec alg ana stat
mec 1.604 −.559 −.508 0 −.042
vec −.559 1.802 −.658 −.154 −.038
alg −.508 −.658 3.042 −1.111 −.862
ana 0 −.154 −1.111 2.178 −.517
stat −.042 −.038 −.862 −.517 1.920


mechanics
vectors
algebra
analysis
statistics
Figure 1: Solution pair (Σ̂, Ω̂) for the math marks dataset with correlation
matrix S. The edge widths of the graph correspond to partial correlations
inferred from Ω̂.
where the right hand side results by using partitioned inverses. Since Ω is an
M-matrix, so must be the sub-matrix ΩLcLc and the claim follows from the
same argument as above. Exchanging roles of Σ and Ω in (11), we find that
ΩLcLc − ΩLcLΩ−1LLΩLLc = Σ−1LcLc , (12)
the Schur complement of Ω w.r.t. L, is an M-matrix, or equivalently, that
the principal sub-matrix ΣLcLc of Σ is an inverse M-matrix. This obser-
vation implies that the sign of the partial correlations remain unchanged
when confining oneself to any subset of variables. To verify this, note that
ΩLL ∈ M|L| implies that Ω−1LL ≥ 0. Combining this with ΩLcL ≤ 0, we have
that ΩLcLΩ
−1
LLΩLLc ≥ 0, and in turn that the off-diagonal entries of the Schur
complement are non-positive.
Finally, we remark that the regression coefficients of a linear regression for
any variable Xj on the remaining variables are non-negative. To see this,
first partition Σ and Ω as in (3):[
σjj σ
⊤
j
σj Σjj
]
, and
[
ωjj ω
⊤
j
ωj Ωjj
]
.
The regression coefficients equal Σ−1jj σj = −ωj/ωjj ∈ Rp−1+ in view of (4),
which are non-negative as Ω has only non-positive off-diagonal elements.
Example: Math marks data. The math marks dataset [36, 53] contains the
marks of n = 88 students achieved in p = 5 subjects of mathematics (’me-
chanics’, ’vectors’, ’algebra’, ’analysis’, ’statistics’). Figure 1 shows the re-
sulting sample correlation matrix, its inverse and the solution pair (Σ̂, Ω̂)
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of the minimization problem (6) obtained with the computational approach
described in Section 4 below. The M-matrix model for the precision matrix
appears to be adequate, with (Σ̂, Ω̂) closely matching (S, S−1). There is only
one pair of variables that yields a tiny positive off-diagonal entry in S−1,
which equals exactly zero in Ω̂. From a practical point of view, the good fit
of theM-matrix model suggests that if a student’s performance in a subset of
disciplines increase, then so does the performance the remaining disciplines,
i.e. it least remains constant, but there is no drop in performance.
Model mis-specification. Since the constraint Ω ∈ Mp is rather strong, it
is important to have some understanding about how sign-constrained log-
determinant divergence minimization (6) behaves under mis-specification,
i.e. the population precision matrix Ω∗ /∈ Mp. In this case, the estimator Ω̂
may be subject to a substantial bias. In the following, we discuss this issue
at the population level. To this end, we define
Ω• = argmin
Ω∈Mp
− log det(Ω) + tr(ΩΣ∗) (13)
= argmin
Ω∈Mp
− log det(Ω) + log det(Ω∗) + tr((Ω− Ω∗)Σ∗)
=: argmin
Ω∈Mp
D(Ω∗ ‖ Ω), (14)
where D(Ω∗ ‖ Ω) denotes the Bregman divergence of Ω from Ω∗, which
coincides (apart from a factor of 1/2) with the Kullback-Leibler divergence
of two zero-mean Gaussian distributions with precision matrices Ω and Ω∗,
respectively. Note that according to the dual problem (10), Σ• = Ω
−1
• satisfies
Σ• = argmax
Σ∈Sp+, Σ≥Σ∗, diag(Σ)=diag(Σ∗)
log det(Σ). (15)
Depending on the degree of mis-specification, it may be possible that Ω•
preserves positive partial correlations in Ω∗. Ideally, one has for all j 6= k
ω•jk = ω
∗
jk if ω
∗
jk < 0, and ω
•
jk = 0 otherwise. (16)
That is, entries matching the sign constraints are maintained, while negative
partial correlations are zeroed out. If interest is only in the identification
of pairs of variables of positive partial correlation and if (16) holds, then
moving from Ω∗ to Ω• does not result in a loss of information. For example,
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in recommender systems, one is interested in finding pairs of items where
the purchase of one item increases the chances of purchasing the other one.
Several more examples are presented in Section 5. Beyond the ideal case
(16), one can ask whether Ω• at least preserves the pairs of negative sign,
i.e. whether it holds that
E∗ = {(j, k) : ω∗jk < 0} = E• = {(j, k) : ω•jk < 0}. (17)
Below, we shed some light on this question for specific choices of (Ω∗,Σ∗) for
which it is possible to compute the corresponding solution pair (Ω•,Σ•) in
closed form.
(1) Block structure. Let Ω∗ ∈ Sp+ be partitioned as
Ω∗ =
[
Ω∗,11 Ω∗,12
Ω∗,21 Ω∗,22
]
, Ω∗,11 ∈ Sp1+ , Ω∗,22 ∈ Sp2+ , Ω∗,12 = Ω⊤∗,21 ∈ Rp2×p1,
and let Σ∗,11 etc. be defined accordingly.
(a). If Ω∗,11 ∈ Mp1, Σ∗,22 ∈ Mp2 and Ω∗,12 = 0, then Ω• in (13) is given by
Ω• = bdiag (Ω∗,11, {D(Σ∗,22)}−1), where D(Σ∗,22) is the restriction of Σ∗,22 to
its diagonal. In order to verify this, let us consider the dual in (15). We have
det(Σ∗) = det(Σ∗,11)·det(Σ∗,22) ≤ det(Σ∗,11) det(D(Σ∗,22)) by Hadamard’s in-
equality. Since we have D(Σ∗,22) ≥ Σ∗,22 ∈Mp2, Σ• = bdiag(Σ∗,11, D(Σ∗,22))
is dual feasible. Given the upper bound on det(Σ∗) and Theorem 2, it must
be the solution (15). Observe that Ω• fulfills (16).
(b). Let now Ω∗,11 ∈Mp1,Ω∗,22 ∈Mp2, Ω∗,12 ≥ 0. Then we have
Ω• = bdiag(Σ
−1
∗,11,Σ
−1
∗,22). To see this, note that the partitioned inverse for-
mula yields
Σ∗,12 = −Ω−1∗,11Ω∗,12(Ω∗,22 − Ω∗,21Ω−1∗,11Ω∗,12)−1 = −Ω−1∗,11Ω∗,12Σ∗,22 ≤ 0,
because Ω−1∗,11, Σ∗,22 and Ω∗,12 have only non-negative entries. Consequently,
Σ• = Ω
−1
• is feasible for the dual in (15). Feasibility of Ω• for the primal in
(15) follows from
off(Σ−1∗,11) = off(Ω∗,11 − Ω∗,12Ω−1∗,22Ω∗,21) ≤ 0
and an according argument for off(Σ−1∗,22). From the Hadamard-Fischer in-
equality, we obtain that det(Σ∗) ≤ det(Σ∗,11) · det(Σ∗,22), and the claim
follows from Theorem 2. Observe that Ω• preserves signs according to (17).
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The next two examples deal with precision matrices corresponding to sta-
tionary autoregressive (AR) processes of orders 1 and 2.
(2) AR(1)-structure. Let Σ∗ have entries σ
∗
jk = ρ
|j−k|, j, k = 1, . . . , p for p
even and −1 < ρ < 0. Then σ∗jk < 0 if one of (j, k) is even and the other one
is odd, and σ∗jk > 0 if both of (j, k) are even/odd. The inverse Ω∗ is a band
matrix of bandwidth one, the non-zero off-diagonal entries being all equal to
−ρ/(1−ρ2) (see e.g. [45], p.2). Set Σ• = Σ∗+Γ•, where the entries of Γ• are
given by γ•jk = 0 if (j, k) are both even/odd and γ
•
jk = −σ∗jk otherwise. We
will show that Σ• and its inverse Ω• are the solutions (13)/(15) by verifying
the KKT optimality conditions as given in (8). First note that Σ• ≥ Σ∗
and Σ• ∈ Sp+, where second claim can be seen from ΠΣ•Π⊤ = bdiag(Σ˜, Σ˜),
where Π is a permutation matrix permuting odd rows 1, 3, 5, . . . on the first
1, . . . , p/2 rows and the even rows on the rows p/2 + 1, p/2 + 2, . . . , p, and
Σ˜ ∈ Rp/2×p/2 has entries σ˜lm = ρ2|l−m| =: φ|l−m|, l, m = 1, . . . , p/2, i.e. Σ˜
has AR(1)-structure with parameter 0 < φ < 1. The non-zero off-diagonal
entries of Σ˜−1 are all equal to −φ/(1−φ2) , hence Ω• ∈Mp. Finally observe
that Ω• satisfies the complementarity slackness condition tr(Ω•Γ•) = 0.
Note that (17) is violated.
(3) AR(2)-structure. Let Σ∗ have entries σ
∗
jk = ρ|j−k|, where ρℓ, ℓ = 1, . . . , p−
1, is defined by the recursion
ρ0 = 1, ρ1 =
φ1
1− φ2 , ρℓ = φ1ρℓ−1 + φ2ρℓ−2, ℓ ≥ 2. (18)
for parameters φ1 and φ2 satisfying the stationarity condition∣∣∣∣ 12φ2
(
−φ1 +
√
φ21 + 4φ2
)∣∣∣∣ > 1, ∣∣∣∣ 12φ2
(
−φ1 −
√
φ21 + 4φ2
)∣∣∣∣ > 1,
cf. [10]. The inverse Ω∗ has bandwidth two [45]. In the appendix, we prove
that if 4|φ2| < φ1, the minimizer Ω• in (13) preserves signs according to (17).
The condition 4|φ2| < φ1 is found to be tight in the sense that if it fails, (17)
in general does not hold.
(4) Star structure. Let Σ∗ =
(
1 −ρ⊤
−ρ I + ρρ⊤
)
, where ρ ∈ Rp−1. The inverse
results as Ω∗ =
(
1 + ‖ρ‖22 ρ⊤
ρ I
)
. In the appendix, it is shown that the
11
(1) (2) (3) (4)
Figure 2: Graph-based description of the examples (1) to (4). Dashed edges correspond
to positive off-diagonal entries and solid edges to negative ones. Top: graph structure of
Ω∗. Bottom: graph structure of Ω•.
solutions (13)/(15) are given by
Ω• =
(
1 + ‖ρ˜‖22 ρ˜⊤
ρ˜ I − (ρ−ρ˜)(ρ−ρ˜)⊤
1+‖ρ−ρ˜‖22
)
, Σ• =
(
1 −ρ˜⊤
−ρ˜ I + ρρ⊤ − ρρ˜⊤ − ρ˜ρ⊤ + 2ρ˜ρ˜⊤
)
,
where ρ˜ = (min(ρj , 0)).
It follows that in general, sign preservation (17) does not hold: if ρ has at
least two positive components j, k, j 6= k, then ρj − ρ˜j > 0, ρk − ρ˜k > 0 and
hence (ρj− ρ˜j)(ρk− ρ˜k) > 0, i.e. the corresponding entry in the bottom right
block of Ω• is negative.
Figure 2 provides a graphical description of the above four settings. In sum-
mary, it is not guaranteed that Ω• recovers the set E∗ (17). While there are
instances of Ω∗ where this is fulfilled, there are cases like the AR(1) example
for which Ω• even satisfies an opposite sign constraint. It is important to
bear in mind that for simplicity, we have limited our discussion to the popu-
lation setting. For a complete treatment, one would need to additionally take
into account the effect resulting from the replacement of Σ∗ by the sample
covariance S.
3. Sparsification
Sparsity has been connected to precision matrix estimation since the sem-
inal work of Dempster [15] on covariance selection. With the advent of high-
dimensional data analysis, sparsity has become a key concept both to obtain
12
interpretable results and to establish guarantees of various concrete sparsity-
promoting estimation techniques. Among these, penalty-based approaches
are most prominent [3, 44, 20]. It hence appears natural to complement sign-
constrained log-determinant divergence minimization (6) by such a penalty
when sparsity is desired. This prompts the following modification of (6).
min
Ω∈Mp
− log det(Ω) + tr(ΩS) + λ
∑
(j,k):j 6=k
pen(ωjk), λ ≥ 0. (19)
Choosing the negative identity for the penalty pen, one ends up with a
sign-constrained version of the graphical lasso. We here refrain from the
penalty approach. Instead, we argue for a post-processing procedure com-
bining thresholding and re-fitting.
3.1. Hard thresholding and re-fitting
Suppose that the population precision matrix Ω∗ ∈ Mp has few non-
zero entries, i.e. the set E∗ = {(j, k) : ω∗jk < 0} as already defined in (17)
has small cardinality. We may interpret E∗ as the edge set of the graph
of positive partial correlations associated with Ω∗. Our aims are recovery
of E∗ and accurate estimation of Ω∗ under sparsity given a finite sample of
i.i.d. observations. We suggest the following scheme.
1. We first compute the minimizer Ω̂ of (6) as initial estimate.
2. We apply hard thresholding to the off-diagonal entries, i.e. for some
threshold t ≥ 0, we let
Ω̂(t) = (ω̂jk(t)) =
{
ω̂jk if j = k,
I(−ω̂jk > t) ω̂jk if j 6= k.
(20)
3. We estimate E∗ by Ê(t) = {(j, k) : ω̂jk(t) < 0}.
Since Ω̂(t) is in general no longer positive definite, we perform a re-fit subject
to additional zero constraints on the off-diagonal entries as represented by
Ê(t), that is we computê̂
Ω(t) = argmin
Ω∈Mp, ωjk=0 ∀(j,k)/∈Ê(t), j 6=k
− log det(Ω) + tr(ΩS). (21)
In addition to being positive definite, the final estimator
̂̂
Ω(t) potentially
improves over Ω̂ regarding estimation of Ω∗ if Ê(t) ⊇ E∗ and Ê(t) is of small
cardinality; see [56] for an analysis of precision matrix estimation subject to
zero constraints on off-diagonal elements.
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3.2. Justification
In the sequel, we provide some theoretical underpinning for the suggested
approach. Successful identification of E∗ via thresholding entails that the
initial estimate Ω̂ obeys the condition
max
(j,k), j 6=k
|ω̂jk − ω∗jk| ≤ t, min
(j,k)∈E∗
|ω∗jk| > 2t. (22)
We wish to take the threshold t as small as possible so that it is possible to
detect even non-zero off-diagonal elements in Ω∗ of small absolute magnitude,
but still large enough to filter out all pairs not in E∗. Performance hence
depends on the ℓ∞-distance of off-diagonal entries of Ω̂ to those of Ω∗. In the
classic setting with p fixed as n → ∞, consistency of Ω̂ can be established
by using standard arguments.
Proposition 1. Let x1, . . . , xn be i.i.d. realizations from a p-dimensional
random vector X with precision matrix Ω∗. Furthermore, suppose that X has
finite fourth moments. Then, with Ω• as defined in (13), the minimizer of
the sign-constrained log-determinant divergence (6) satisfies Ω̂ = Ω• + oP(1)
as n→∞ and p stays fixed.
Note that if Ω∗ ∈ Mp, we have Ω̂ = Ω∗ + oP(1). In that case, for n
large enough, there exists a threshold t such that (22) holds. In the modern
setting with p being of the order of n or even p > n, the situation is less clear.
Here, the use of the thresholding procedure is mainly justified by its strong
empirical performance (cf. Section 5). In addition, we provide the very first
step towards an understanding of what one observes empirically. Namely, we
can show the following.
Proposition 2. For ρ ∈ (0, 1), let
Σ∗ = bdiag
((
1 ρ
ρ 1
)
, Ip−2
)
, Ω∗ = bdiag
((
ω∗11 ω
∗
12
ω∗12 ω
∗
22
)
, Ip−2
)
,
with ω∗12 = −ρ/(1−ρ2) so that E∗ = {(1, 2), (2, 1)} and ω∗11 = ω∗22 = 1/(1−ρ2).
Denote
B := max
1≤j,k≤p
|sjk − σ∗jk|, (23)
where S = (sjk) is the sample covariance matrix (5) based on an i.i.d. sample
whose population covariance equals Σ∗. Suppose that sign-constrained log-
determinant divergence minimization (6) has a unique minimizer Ω̂ and that
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B = oP(1) as n→∞. Then there exists constants c1, c2, c3 > 0 such that
max
(j,k)/∈E∗, j 6=k
(−ω̂jk) ≤ c1B. Moreover, if ρ > c2B, (−ω̂12) ≥ (−ω∗12)− c3B > 0.
as n→∞. Consequently, if (−ω∗12)− (c3 + c1)B > 0, when applying thresh-
olding with t = c1B, it holds that Ê(t) = E∗.
Proposition 2 studies the special case in which the graph associated with
Ω∗ consists of a single edge. The ingredients of Proposition 2 are existence
of Ω̂ (which may be concluded from Theorem 1), and a uniform bound B
on the differences of the entries of S and those of Σ∗. Finite sample, high
probability upper bounds on B in dependence on the decay of the tails of the
underlying distribution can be found in [42]. In particular, for sub-Gaussian
tails, one has B = O(
√
log(p)/n) with high probability, so that Proposition
2 asserts identification of E∗ even in the high-dimensional case, provided |ω∗12|
is not too small in the sense that it stands out of the effective noise level.
A result for general E∗ is out of the scope of the present paper, though
we conjecture that the rates of convergence for the elementwise ℓ∞-error
(22) are at least comparable to those available for ℓ1-regularization-based
methods, e.g. [42, 9]. The proof techniques employed therein exploit the
presence of explicit regularization, whereas regularization induced by the
constraint Ω ∈ Mp is implicit and requires substantial extra work in order
to be leveraged; see the proof of Proposition 2 in Appendix F.
Thresholding vs. penalization. We now briefly explain why we prefer thresh-
olding over the commonly used penalization approach (19). First, sparsity-
promoting penalty terms induce a bias, which adversely affects the identifi-
cation of small, yet non-zero off-diagonal entries of Ω∗. Second, thresholding
is a direct way to achieve a desired level of sparsity: when one aims at a
sparsity level of q percent, one simply keeps the q percent off-diagonal en-
tries of Ω̂ that are largest in absolute magnitude, and sets the rest equal to
zero. The sparsity level is not as easy to control when using penalization,
because it cannot be read off directly what the resulting sparsity level for a
specific choice of the regularization parameter will be. It is hence common to
compute multiple solutions along a grid of specific values [3, 22]. However,
this is unfavorable from a computational point of view, because one has to
solve multiple instances of a challenging convex optimization problem.
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4. Computational approach
Within this section, we present our computational approach for solving
the sign- constrained log-determinant divergence minimization problem (6)
numerically. As a convex optimization problem, it can be handled by general
purpose solvers like CVX [23]. However, CVX becomes rather slow once the
dimension p crosses 30. Note that the number of variables and constraints is
quadratic in p, i.e. with p in the hundreds, the number of variables is in the
ten thousands, and with p in the thousands, the number of variables is in
the millions. It is clear that standard ’off-the-shelf’ interior point methods
as used in CVX are not suitable both with regard to runtime and memory
requirements. We hence devise a customized solver for the problem.
4.1. Block coordinate descent
The algorithm that we propose follows the one pioneered in [3] to solve the
graphical lasso problem, and gives rise to an analogous interpretation: just
like the approach in [3] amounts to recursively solving ℓ1-penalized regression
(lasso) problems, our algorithm amounts to recursively solving non-negative
least squares regression (NNLS) problems. In view of this connection, opti-
mization can be delegated to an arbitrary NNLS solver. Apart from concep-
tual simplicity and ease of implementation, the algorithm has a solid theoret-
ical foundation as block coordinate descent scheme, so that existing theory
can be leveraged to establish convergence. The approach solves problem up
to p = 1000 still reasonably fast, but comes with a rather sharp increase in
runtime as p increases, with a complexity of O(p4).
4.2. Reduction to a linear complementarity/non-negative least squares prob-
lem
Algorithm 1 is a block coordinate descent scheme in which one variable
block consisting of a single column/row is optimized at a time, while the
remaining entries are kept fixed. This is cyclically repeated for all p blocks
until a suitable stopping criterion is satisfied. The approach is appealing
because it turns out that the sub-problems (24) are particularly easy to solve
by means of a conversion to linear complementarity problems (25), for which
efficient solvers exist. In the sequel, we show that the routine SOLVE-
BLOCK indeed provides the solution of (24). We start by decomposing the
determinant part as
det Ω˜t(ωjj, ωj) = det(Ω
t
jj) ·
(
ωjj − ω⊤j
{
Ωtjj
}−1
ωj
)
,
16
assuming for a moment that Ωtjj ∈ Sp−1+ as will be shown below. After
taking logarithms, the first factor becomes a constant not depending on the
optimization variables (ωjj, ωj) and can hence be omitted. Similarly, the
trace term in (24) can be decomposed as
tr(Ω˜t(ωjj, ωj)S) = 2ω
⊤
j sj + sjjωjj + tr(SjjΩ
t
jj),
where sjj, sj, Sjj are the components of a partitioning of S analogous to that
of Ωt. The term tr(SjjΩ
t
jj) does not depend on the optimization variables
Algorithm 1 Algorithm for problem (6)
Input: sample covariance matrix S
Initialization: t← 0, Σt ← D(S), Ωt ← {Σt}−1.
while stopping criterion not fulfilled do
for j = 1, . . . , p do
• Call routine SOLVEBLOCK below to obtain
(ω˜jj, ω˜j)← argmin
ωjj ,ωj
− log det Ω˜t(ωjj, ωj) + tr(Ω˜t(ωjj, ωj)S) (24)
sb. to ω˜j ≤ 0, Ω˜t(ωjj, ωj) ∈ Sp+,
where, with the partitioning scheme (3), Ω˜t(ωjj, ωj) =
(
ωjj ω⊤j
ωj
{
Ωtjj
}
)
.
• Ωt+1 ← Ω˜t(ω˜jj, ω˜j) and Σt+1 ←
(
sjj (σ
t+1
j )
⊤
σt+1j Σ
t
jj
)
,
with σt+1j = sjj(Ω
t
jj)
−1(−ω˜j).
end for
return (Ω̂, Σ̂).
end while
SOLVEBLOCK
Input: Σt, S, j.
Solve the following linear complementarity problem in (η, λ) (recall (3)):(
Σjj −
σjσ
⊤
j
sjj
)
η =
sj
sjj
+ λ, η ≥ 0, λ ≥ 0, η⊤λ = 0. (25)
return ω˜j ← −η, ω˜jj ← (1 + sjjω˜⊤j Ω−1jj ω˜j)/(1 + sjj).
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and can be dropped as well. Altogether, we find that (24) is equivalent to
the following optimization problem:
min
ωjj ,ωj
− log(ωjj − ω⊤j
{
Ωtjj
}−1
ωj) + 2ω
⊤
j sj + sjjωjj,
sb. to ωj ≤ 0, ωjj − ω⊤j
{
Ωtjj
}−1
ωj ≥ 0, ωjj ≥ 0,
(26)
Observe that the constraint Ω˜t(ωjj, ωj) ∈ Sp+ is equivalent to the second
and third constraint in (26) given Ωtjj ∈ Sp−1+ , recalling that a symmetric
matrix is positive semi-definite if and only if all its principal minors are non-
negative. Setting log(x) = −∞ if x ≤ 0, the second and third constraint can
be dropped as long as Ωtjj ∈ Sp−1+ . The objective function in (26) consists of
a linear part and the composition of the negative logarithm (which is convex
and non-increasing) and a concave function (assuming again Ωtjj ∈ Sp−1+ ).
Such a function is again convex ([7], p.84). We conclude that (ω˜jj, ω˜j) is a
minimizer of (24) if and only if it satisfies the KKT optimality conditions of
(26) given by
1
ω˜jj − ω˜⊤j
{
Ωtjj
}−1
ω˜j
= sjj,
{
Ωtjj
}−1
ωj
ω˜jj − ω˜⊤j
{
Ωtjj
}−1
ω˜j
= −(sj + κ), (27)
ω˜j ≤ 0, κ ≥ 0, ω˜⊤j κ = 0.
where κ ≥ 0 is a Lagrangian multiplier. Substituting the first equation in
(27) into the second one, we obtain{
Ωtjj
}−1
ω˜j =
−(sj + κ)
sjj
.
It is hence possible to solve the KKT system (27) for ω˜j first and then
resolve for ω˜jj. This automatically ensures that ω˜jj − ω˜⊤j
{
Ωtjj
}−1
ω˜j > 0
and in turn that Ωt+1 ∈ Sp+. Applying this argument recursively, it follows
that all iterates must be strictly positive definite, provided the initial iterate
Ω0 = {D(S)}−1 is. Re-parameterizing η = −ω˜j and λ = κ/sjj, solution of
(26) respectively (27) boils down to solving{
Ωtjj
}−1
η =
sj
sjj
, η⊤λ = 0, η ≥ 0, λ ≥ 0, (28)
We finally recover (25) in Algorithm 1 from (28) by re-writing
{
Ωtjj
}−1
using
Schur complements. Problem (28) is a so-called monotone linear comple-
mentarity problem ([4], Ch.11). It is not hard to handle (28), because it is
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equivalent to the quadratic programming problem
min
η≥0
1
2
η⊤
{
Ωtjj
}−1
η − η⊤sj/sjj,
which is in turn equivalent to the non-negative least squares (NNLS) problem
min
η≥0
1
2
‖b− Aη‖22 , A =
{
Ωtjj
}−1/2
, b =
{
Ωtjj
}1/2 sj
sjj
.
Consequently, (28) can be solved by one of the many existing solvers for the
previous two problems. We use the block principal pivoting algorithm of
[41], which operates directly on the linear complementarity problem and is
experimentally the fastest method for strictly convex NNLS problems where
the number of variables does not exceed a few thousands [48].
4.3. Properties
Convergence. We now state that Algorithm 1 converges to the unique mini-
mizer Ω̂ of (6), existence provided (cf. Theorem 1).
Theorem 3. Under the conditions of Theorem 1, the sequence of iterates of
Algorithm 1 satisfies limt→∞ Ω
t = Ω̂.
The statement can be derived as a consequence of general result regard-
ing block coordinate descent in [6]. Regarding the speed of convergence,
our experiments suggest a linear rate (see Figure 6). This is observation is
supported by theoretical work in [34].
Computational complexity. One complete cycle of block updates requires
O(p4) operations, with each call to SOLVEBLOCK amounting to O(p3)
operations. The workhorse in SOLVEBLOCK is block principal pivot-
ing, in which a linear system of dimension p has to be solved per iteration.
SOLVEBLOCK typically terminates after few iterations.
Stopping criterion. We suggest to stop Algorithm 1 once one comes close
to KKT optimality. In view of (8), this can be quantified by means of the
criterion
ε = max{ε1, ε2}, where ε1 = max
(j,k)∈Et
|σtjk − sjk|, (29)
ε2 = max
(j,k)/∈Et
max{sjk − σtjk, 0}, E t = {(j, k) : ωtjk < 0}.
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chain grid random star
Figure 3: Graphs underlying a subset of the experimental setups.
5. Experiments
In the first part, we use synthetic datasets to study systematically the per-
formance of our thresholding approach (Section 3) in the high-dimensional,
sparse regime as compared to various competing methods proposed in the
literature. In the second part, we present possible applications of preci-
sion matrix estimation under non-positivity constraints on the off-diagonal
elements. Specifically, we consider learning of taxonomies and analysis of
planar landmark data.
5.1. Synthetic data
Data generation. We generate two sets of i.i.d. samples x1, . . . , xn respec-
tively x˜1, . . . , x˜n from a multivariate Gaussian distribution with mean zero
and precision matrix Ω∗ ∈ Mp according to one of the setups below. The
first sample {xi}ni=1 is used to obtain the sample covariance matrix S =
1
n
∑n
i=1 xix
⊤
i (assuming the mean to be known), which is the input for all
methods under comparison. The second sample {x˜i}ni=1 is kept aside and
used only for hyperparameter selection. The parameter n is chosen in a
setup-specific manner (see below).
chain. We use an AR(1)-model (cf. example (2) in Section 2.3) with positive
parameter, setting Σ∗ = (σ
∗
jk) = (0.9
|j−k|), j, k = 1, . . . , p = 500. The condi-
tional independence graph encoded by Ω∗ is a chain.
grid. We set Ω˜∗ = δI − B, where B is the adjacency matrix of a 2d-grid
(cf. Figure 3) of size p = 23 · 23 = 529, and δ = 1.05λ1(B). We then set
Ω∗ = DΩ˜∗D, where D is a diagonal matrix chosen such that Σ∗ = Ω
−1
∗ has
unit diagonal entries.
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grid(3). As for ’grid’, but with B replaced by the adjacency matrix of a
3d-grid of size p = 8 · 8 · 8 = 524.
random. As for ’grid’, but with B replaced by a binary symmetric matrix
of dimension p = 500 having zero diagonal and one percent non-zero off-
diagonal entries, generated uniformly at random.
star. We set Σ∗ =
(
1 ρ⊤
ρ I + ρρ⊤
)
∈ S500+ , where ρ = 0.6·(1, . . . , 1︸ ︷︷ ︸
d times
, 0, . . . , 0)/d1/4
(d ∈ {10, 15, 20, 25, 30}), so that Ω∗ =
(
D −ρ⊤
−ρ I
)
, with D = 1 + ‖ρ‖22.
decay. Unlike the previous setups, Ω∗ is no longer sparse. Instead, its en-
tries exhibit an exponential decay away from the off-diagonal according to
ω∗jk = (−1)I(j 6=k) exp(−|j − k| · 6/5), j, k = 1, . . . , p = 500.
Each setup is run for five different values of n (with the exception of ’star’,
where d varies while n is fixed to 500, see Figure 4). For each setup and
each value of n, 50 replications are considered and performance is measured
in the form of averages over these replications. To assess performance with
regard to the recovery of the graph structure associated with Ω∗ (or, equiv-
alently, recovery of the set E∗ = {(j, k) : ω∗jk < 0}), we compute Matthew’s
correlation coefficient (MCC) defined by
MCC = (TP·TN−FP·FN)/ {(TP + FP)(TP + FN)(TN + FP)(TN + FN)}1/2 ,
with TP,FN etc. denoting true positives, false negatives etc. The larger the
criterion, the better the performance. Estimation of Ω∗ is evaluated by the
error in spectral norm ‖Ω∗ − Ω̂‖. We also report the Kullback-Leibler (KL)
divergence D(Ω∗ ‖ Ω̂) = log det(Ω∗)− log det(Ω̂) + tr(Ω̂Σ∗)− p.
Methods compared. In order to thoroughly benchmark our approach, our
comparison includes various state-of-the-art methods in sparse precision ma-
trix estimation and structure learning of GMRFs.
attr. We use the abbreviation ’attr’ (mnemonic for attractive random field)
to refer to the sign-constrained log-determinant divergence minimization plus
thresholding approach as described in Section 3. The threshold t is chosen
with the help of the separate validation set {x˜i}ni=1 in the following manner.
Given the initial estimate Ω̂, we compute the q-quantiles of its off-diagonal
entries, q ∈ {0.7, 0.8, 0.9, 0.95, 0.99, 1, q∗}, where q∗ = 1− |E∗|/(p · (p− 1)/2)
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Figure 4: Average performance over 50 replications. Left to right: performance measures;
top to bottom: settings under consideration. For spectral norm error and K-L divergence,
a log-scale is used for both axes.
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Figure 5: Note that for the setting ’decay’ Ω∗ is not sparse; hence, we do not report MCC.
is the quantile corresponding to the smallest non-zero off-diagonal entry in
Ω∗. We then compute the loss on the validation set
− log det(̂̂Ω(t)) + tr(̂̂Ω(t)S˜), S˜ = 1
n
n∑
i=1
xix
⊤
i . (30)
based on the re-fitted estimator (21), with t taken from the above quantiles,
and pick the value of t for which (30) is minimized.
glasso. The g(raphical) lasso is defined as minimizer of the ℓ1-penalized log-
determinant divergence
min
Ω∈Sp+
− log det(Ω) + tr(ΩS) + λ
∑
(j,k):j 6=k
|ωjk|, λ ≥ 0.
Following [56], the parameter λ is chosen from the set {0.01, 0.05, 0.1, 0.3, 0.5,
1, 2, 4, 8, 16} ·√(log(p)/n) such that the loss on the validation set as in (30)
is minimized. We also consider a thresholding plus refitting variant of the
glasso, denoted by glasso-t. Thresholding and refitting proceeds as for ’attr’
with Ω̂(λ∗) as initial estimator, where Ω̂(λ∗) denotes the glasso estimator
with λ = λ∗ chosen as described above.
L-T. Lake and Tenenbaum [32] consider the class of precision matrices LpI
(2) that can be written as a Laplacian matrix plus a multiple of the identity.
Sparsity is promoted via an ℓ1-penalty as for the ’glasso’, which yields the
following optimization problem.
min
Ω∈Lp
I
− log det(Ω) + tr(ΩS) + λ
∑
(j,k):j 6=k
(−ωjk), λ ≥ 0.
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Recall that LpI ⊂ Mp so that Ω ∈ LpI ⇒ ωjk ≤ 0, j 6= k. The parameter
λ is chosen in the same manner as for the ’glasso’. Likewise, we consider a
version with thresholding an refitting, denoted by L-T-t.
The following three approaches only try to infer the graph structure of
the conditional independence graph, i.e. their output is an estimate Ê of
E∗ = {(j, k) : ω∗jk < 0}. The precision matrix is estimated as
Ω̂ = argmin
Ω∈Sp+, ωjk=0 ∀(j,k)/∈Ê, j 6=k
− log det(Ω) + tr(ΩS),
provided the minimizer exists, see e.g. [51] for sufficient conditions.
nbsel. Neigborhood selection as proposed in [38] tries to infer the graph
structure by node-wise ℓ1-penalized linear regression in which one variable is
regressed on the remaining ones. Pairs of variables are connected by an edge
whenever at least one of the two associated regression coefficients is nonzero.
We use a refined version of neighborhood selection [56], in which hard thresh-
olding is applied to the node-wise regression coefficients. Following [56], the
regularization parameter for the node-wise ℓ1-penalized regressions is chosen
from the grid {0.01, 0.05, 0.1, 0.3, 0.5, 1, 2, 4, 8, 16} ·√(log(p)/n) to minimize
the mean squared prediction error on the validation set over all p regression
problems. Subsequent thresholding is performed according to the scheme
used for ’attr’.
cct. In the conditional covariance testing approach of [2] one computes for all
pairs (j, k), j 6= k, empirical conditional covariances σ̂jk|C = sjk−S⊤jCS−1CCSCk,
where the conditioning set C ranges over all subsets C(η) of cardinality at
most η ≥ 0, which is the tuning parameter of the approach. One then obtains
θjk = minC⊆C(η) σ̂jk|C and connects j and k by an edge if θjk exceeds a suit-
able threshold (regarding the choice of threshold, we proceed as for ’attr’).
The computational complexity of the procedure is O(pη+2) and recovery of E∗
according to the analysis in [2] requires η to be chosen as least as large as the
size of the minimum vertex separator in the conditional independence graph
over all pair of edges. For the chain and star graph, η = 1, for the grid η = 2
and for grid(3), η = 3 (which is not considered anymore for computational
reasons), and ’cct’ is run with the correct choice of η with knowledge about
the underlying graph. For ’random’ and ’decay’, η is set to one.
pcalg. The PC algorithm [50] is an iterative procedure for inferring pairs of
variables of zero partial correlation. The approach has been further devel-
oped and analyzed in the context of high-dimensional data in [27]. In each
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chain grid grid(3) random star decay
n/d 20 40 75 250 200 500 300 1000 30 10 50 200
attr 9.4 6.4 2.7 2.6 1.3 1.3 1.5 1.2 0.6 0.6 0.8 1
nbsel 6 6.2 5.8 4.7 4.4 4.1 4.1 2.6 4 4.1 7.6 7.1
glasso 8.2 10.1 12 11.9 11.4 4.4 10.9 3.9 3 3 12 14.6
L-T 6.7 8.5 7.4 5.2 6.8 5.5 6.4 5.1 8.8 9.7 7.9 5.5
cct 16.3 16.5 37.5 38.7 − − 31.1 32 21.8 21.8 34.9 35.4
pcalg 0.6 0.2 0.2 0.2 0.2 0.4 0.2 1.4 0.2 0.2 0.2 0.2
Table 1: Median running times (in 100s) for solving one problem instance for the lower
and upper ends of the range for n (resp. d).
iteration, a series of tests for zero conditional covariances of increasing order,
starting from marginal covariances, is performed. Structural consistency re-
quires faithfulness of the underlying distribution [50]. In Appendix G, we
prove that if Ω∗ ∈ Mp, faithfulness holds, which justifies the use of the PC
algorithm for the problem at hand. The significance level of the conditional
independence tests is chosen from the grid {0.001, 0.005, 0.01, 0.02, 0.05, 0.1}
to minimize the loss on the validation set. For the star graph, the PC algo-
rithm is not run for computational reasons (in fact, its complexity depends
on the maximum vertex degree of the conditional independence graph).
Discussion: statistical performance. Inspecting Figures 4 and 5, we find that
the proposed approach performs competitively throughout; for two settings
(’chain’ and ’random’), it is among the top competitors. This is rather re-
markable, given the fact that our approach is applied in high-dimensional
settings without any explicit form of regularization employed in the first
stage of estimation. A drop in performance is observed for ’star’ as the ver-
tex degree d becomes larger, for ’decay’, and grid/grid(3) at the bottom end
of the range considered for the sample size. The comparatively weak perfor-
mance for ’star’ indicates a sub-optimal dependence of the approach on the
maximum vertex degree, which is, besides the overall sparsity of Ω∗, a second
parameter known to affect performance of sparse precision matrix estimation
methods, see e.g. [42, 56, 9].
A general conclusion one can draw from the figures is that all two-stage esti-
mation procedures perform better than the ’glasso’ and ’L-T’ (each without
thresholding), excluding the non-sparse setting ’decay’.
Discussion: running times. The method of choice should not only have good
statistical properties, but should as well be favourable in terms of computa-
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Figure 6: Empirical assessment of the speed of convergence of the block coordinate descent
algorithm of Section 4. The five different trajectories per plot represent different p’s
ranging from 25 to 210, with faster convergence corresponding to smaller p.
tion. For this reason, we report the results of a small runtime comparison
in Table 1. The running times reported there only refer to the first stage of
estimation (including possible hyperparameter tuning), but excluding possi-
ble re-estimation steps given an estimate of the graph structure. Apart from
’pcalg’, for which we use the R implementation [28], all methods are run
under MATLAB. For ’glasso’ and ’cct’ publicly available code is used [31, 1].
We use code from [46] to solve the ℓ1-penalized regression problems arising
for ’nbsel’. For ’attr’, we have implemented the coordinate descent approach
of Section 4. An own algorithmic approach based on projected gradient is
used for L-T, which will be reported elsewhere. Table 1 reveals that while
’cct’ is a theoretically sound approach which has also been seen to perform
well empirically, it falls short in terms of runtime. The comparison is headed
by ’pcalg’, which outperforms all competitors by one order of magnitude;
however, its computational complexity depends on the maximum degree of
the graph, which becomes a severe issue for the setting ’star’. On average,
’attr’ has smaller running times than the methods employing regularization
(’nbsel’, ’glasso’ and ’L-T’), since no hyperparameter has to be set. The
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speed of convergence of our computational approach has been investigated
in a separate series of experiments whose results are displayed in Figure 6.
For each of the four settings with p ranging from 26 to 210, we measure the
time required to achieve a certain level of KKT optimality as given in (29).
The times reported in the figure are medians over ten replications obtained
per setting. We use the following sample sizes: n = 40 for ’chain’, n = 1000
for ’random’, and n = 500 for ’star’ and ’dense’. For ’dense’, the only of
the four settings which is exclusively considered for the runtime analysis,
Ω∗ = (0.3 · I + 0.711⊤)−1. Figure 6 suggest that our approach exhibits a
linear rate of convergence, but does not scale well with p as already indi-
cated in Section 4. Moreover, the speed of convergence visibly depends on
the structure of Ω∗, with ’dense’ being the most difficult setting and ’star’ as
well as ’random’ being easier than ’chain’.
5.2. Learning Taxonomies
In the next two paragraphs, we conduct an analysis performed in [32]
where precision matrices of the form (2) are considered.
Mammals dataset. The dataset contains n = 85 biological properties of
p = 50 mammals. The dataset is the outcome of a study [39], in which
participants were asked to provide scores quantifying the relative strength of
association between each mammal and the set of biological properties con-
cerning anatomy, behaviour and living conditions on a scale ranging from
0 (no association) to 100 (perfect association). This yields a data matrix
X = (xij) with xij as the mean relative strength of association between
property i and mammal j, and in turn a sample covariance S = X˜⊤X˜/n,
where X˜ results from X by centering its columns. The goal is to use the
given data to infer a graphical representation of the 50 mammals serving
as a taxonomy. We here compare approaches to sparse precision matrix es-
timation and the resulting graphs associated with the negative off-diagonal
elements. Note that it is not meaningful to include edges corresponding to
positive off-diagonal entries, since these edges would not be interpretable in
the context of taxonomic reasoning. It still may make sense not to impose
sign constraints in estimation, and to construct the graph only from the neg-
ative entries, because as discussed in Section 2.3, sign-constrained estimation
may lead to a bias even for the underlying negative entries. We here com-
pare the graphical lasso, Tikhonov regularization, a tree model, thresholding
of S−1, the method suggested in [32] (’L-T’), and our sign-constrained ap-
proach, among which only the latter two impose sign constraints. Tikhonov
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Figure 7: Cross-validated loss on the mammals dataset in dependency of the sparsity of
the estimates. Upper and lower bars indicate the maximum respectively minimum loss
over the ten random partitionings of the set of observations into ten folds, while points
indicate medians. For the tree model (’tree’) and Tikhonov regularization (’Tikhonov’) the
number of non-zeroes is constant, and three lines/points depict minimum, median (thick)
and maximum. ’attr’: attractive (sign-constrained) estimation; ’glasso(-refit)’: graphical
lasso (with re-fitting given the zero pattern); ’L-T(-refit)’: method of Lake and Tenenbaum
(with re-fitting given the zero pattern); ’pinv’: thresholding of the (pseudo)-inverse.
regularization provides an estimate Ω̂ = ((1− α)S + αI)−1, where α ∈ [0, 1]
is a tuning parameter. For the tree model, we restrict the graph associated
with the precision matrix to be a tree, and the estimate is obtained with the
help of the Chow-Liu algorithm [12]. In order to judge the usefulness of the
sign-constraints, we include thresholding and re-fitting as described in Sec-
tion 3, with the difference that S−1 is used as initial estimator. Performance
is quantified by computing the cross-validated loss defined analogously to
(30). Regarding cross-validation, we consider ten folds and ten random par-
titionings into folds. We consider 50 different values of the respective tuning
parameters corresponding to varying levels of sparsity of the estimates (ex-
cept for Tikhonov regularization, which yields fully dense estimates, and we
report the minimum loss over all choices of α) as displayed in Figure 7. Our
sign-constrained approach performs best for high levels of sparsity, which is
the regime of interest here. Interestingly, in the range of 150 to 200 non-zero
entries, both cross-validated loss and graph come rather close to the tree
model (see Figure 9), which is conventionally used for depicting taxonomic
relationships. In general, taxonomies are not required to have a tree struc-
ture. As pointed out in [32], the data set under consideration contains several
features concerning e.g. habitat or appearance that may induce associations
between species that would not be linked in an evolutionary tree. Unlike the
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Figure 8: Cross-validated loss on the concepts dataset in dependency of the sparsity of
the estimates. The annotation is as for Figure 7 above.
tree model, an attractive model is not constrained in the number of edges
and may hence constitute a more flexible alternative; this has to be kept in
mind when comparing the cross-validated loss of the two approaches. All
edges of the Chow-Liu tree are associated with positive partial correlations,
which supports the use of an attractive model. The latter yields several extra
edges relative to the tree, some of which are less intuitive (elephant and pig,
hamster and chihuahua, weasel and wolf). The sign constraints appear to be
limiting in the sense that a visibly lower cross-validated loss can be achieved
by methods not imposing sign constraints. However, this concerns a regime
in which the estimates are no longer sparse and thus less interpretable.
Concepts dataset. The analysis in the present paragraph is of the same spirit
as the previous one, with the important difference that the dataset under
consideration is high-dimensional (n = 218, p = 1000). The goal is to infer a
semantically meaningful graph-based representation of 1000 concepts falling
into a diverse set of categories such as food, buildings, animals, clothes or
other consumer goods, with the help of answers given to 218 questions con-
cerning various attributes. The answers are on a five-point scale from ’clearly
no’ to ’clearly yes’, obtained from Amazon Mechanical Turk [26]. For sim-
plicity, we treat the data as if the scale level were metric. The analysis is
conducted in the same way as the previous one, with two minor modifica-
tions. In order to reduce computing times, five-fold cross-validation is used
and only 20 different values are considered for the tuning parameters.
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Figure 9: Graphs for the mammals dataset. Top: graph of the tree model having p−1 = 49
edges (all of which are associated with positive partial correlations) and a median cross-
validated loss of 15.63. Bottom: graph of the attractive model after thresholding having
83 edges and a median cross-validated loss of 10.88, with the threshold set to the 0.47-
quantile of the absolute values of the non-zero off-diagonal entries in Ω̂. Edge widths are
proportional to the absolute values of the corresponding entries in the precision matrices.
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Figure 11: Landmarking scheme (left), scatterplot of landmark points and their numeri-
cal labels (middle; contour: landmarks 1-15, eyebrows: landmarks 16-21 and 28-33, eyes:
landmarks 22-27 and 34-39, nose: landmarks 40-49, mouth: landmarks 50-68) and corre-
lation matrix corresponding to the covariance matrix S lm of the training set. The squares
indicate the blocks corresponding to the landmark groups for contour, eyebrows, eyes, nose
and mouth.
5.3. Covariance modeling of landmark data
In the present section, we consider the use of positive definiteM-matrices
for modeling the interdependence of planar landmarks contained in the face
image dataset XM2VTS available from [13]. The concept of our analysis has
been inspired by a similar one in [24], where, however, different datasets and
methods are employed. The full dataset comprises frontal photos of 295 in-
dividuals collected over four sessions, with two shots per individual in each
session. A set of p = 68 landmarks is collected for each photo (cf. left panel
of Figure 11). We here restrict ourselves to the first session, using the firsts of
the two shots as the training set and the second ones as test set. Landmark
data falls into the domain of statistical shape analysis [17], and we apply
the usual steps developed in this area (centering, scaling, and generalized
Procrustes analysis) to process the raw data. The thus pre-processed land-
mark data is given by (xij , yij), i = 1, . . . , n, j = 1, . . . , p, where (xij , yij) is
the coordinate pair of the j-th landmark of the i-th observation (cf. middle
panel of Figure 11). As starting point, we consider a factored covariance
model of the form Σ∗ = Σ
xy
∗ ⊗Σlm∗ , where Σxy∗ ∈ S2+ represents the covariance
between x and y coordinates and Σlm∗ ∈ S68+ models the covariance between
landmarks (cf.[17], p.167). While this model is restrictive, since it requires
the structure of variability to be the same at each landmark, it is convenient
for interpretation at the level of landmarks. Instead of fitting such a model
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directly from the joint sample covariance S =
(
Sxx Sxy
Syx Syy
)
, we consider a
simpler approach that is sufficient for our purpose here. We first determine
(Sxy, S lm) = argmin
Σxy0,Σlm0
∥∥S − Σxy ⊗ Σlm∥∥
F
(31)
and work subsequently only with S lm in the sequel as input for precision
matrix estimation methods. Omitting further details here, solving (31) does
not constitute an obstacle, as it turns out that this can be done essentially
in closed from. The mode of evaluation is as in the previous subsection, but
we report the loss on the test set instead of a cross-validated loss. In Figure
13, we compare the graphical lasso and our approach in terms of the graph
structure they provide for several levels of sparsity. Interestingly, the graphs
are rather similar as long as both of them contain only few edges connect-
ing landmarks belonging to the distinct parts of the face (eyes, eyebrows,
nose, mouth) and a chain along the boundary of the face. As the graphs
become denser, edges appear between the different parts. For the graphical
lasso, a considerable fraction of these edges correspond to negative partial
correlations.
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Figure 12: Test loss on the landmark dataset in dependency of the sparsity of the estimates.
The annotation is as for Figure 7 above.
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Figure 13: Graphs for the landmark dataset for six different levels of sparsity. Top:
attractive model. Bottom: graphical lasso. Edge widths are proportional to the absolute
values of the corresponding entries in the estimated precision matrix, and the edge colour
represents their signs (red: negative sign, blue: positive sign).
6. Summary
The paper has addressed the use of non-positivity constraints on the
off-diagonal part in precision matrix estimation. We have pointed out that
the sign constraints constitute a severe restriction from the perspective of
modelling, but also a blessing from the perspective of estimation. Specifi-
cally, we have provided evidence indicating that regularization is no longer
compulsory in a high-dimensional regime, and that a simple post-processing
(thresholding) gives rise to well-interpretable results on real world data sets.
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The theoretical results of this paper fall behind the empirical findings. Prov-
ing structural consistency is left for future research, as is the development of
a faster algorithm that scales more favourably with respect to the number of
variables.
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Appendix A. Proof of Theorem 1
The proof relies on a characterization of the spectrum of a positive definite
M-matrix, which is based on the following results extracted from [5] and [4].
In the sequel, we write r(A) = max{λ1(A),−λp(A)} for the spectral radius
of a symmetric matrix A ∈ Rp×p with spectrum λ1(A) ≥ . . . ≥ λp(A).
Lemma A.1. Ω ∈ Mp (resp. Ω ∈ Mp) if and only if there exists B ≥ 0,
B = B⊤ and δ ∈ [r(B),∞) (resp. δ ∈ (r(B),∞)) such that Ω = δI − B.
Definition A.1. A matrix A is said to be irreducible if there exists a per-
mutation matrix Π such that
ΠAΠ⊤ =
(
A1 A2
0 A3
)
.
Remark A.1. Note that if A is symmetric, ΠAΠ⊤ is symmetric as well.
Consequently, if A is symmetric and reducible, it must be a block diagonal
matrix.
Theorem A.1. (Perron−Frobenius) Let A ≥ 0 be a square irreducible ma-
trix. Then r(A) is a positive, algebraically simple eigenvalue of A, and A has
a corresponding positive eigenvector.
Remark A.2. If A ≥ 0 is symmetric and reducible, then, after a suitable
permutation, A is block diagonal (cf. Remark A.1) with blocks A1, . . . , AK,
say, and the Perron-Frobenius Theorem applies to each block. The positive
eigenvectors corresponding to r(A1), . . . , r(AK) have disjoint supports given
by the row/column indices of the blocks.
The following lemma is an immediate consequence of Lemma A.1.
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Lemma A.2. Let Ω ∈Mp. Consider B and δ according to Lemma A.1 and
let
γ := r(B), σj := λj(B/γ), j = 1, . . . , p, ε := δ − γ.
Then, v ∈ Rp is an eigenvector of Ω if and only if it is an eigenvector of B,
and the spectrum of Ω is given by λj(Ω) = ε+γ(1−σp−j+1) > 0, j = 1, . . . , p.
Proof of Theorem 1. It will be shown that under the stated conditions, there
exists R <∞ such that
min
Ω∈Mp
− log det(Ω) + tr(ΩS) = min
Ω∈Mp: ‖Ω‖≤R
− log det(Ω) + tr(ΩS), (A.1)
which implies existence of a minimizer. Uniqueness readily follows from
existence in view of the strict convexity of the negativ log-determinant on
S
p
+. To establish (A.1), it suffices to show that the objective is bounded from
below. Let Ω ∈ Mp be arbirtrary. Expanding Ω = ∑pj=1 λjuju⊤j , where
λj := λj(Ω), j = 1, . . . , p, and {uj}pj=1 are the corresponding eigenvectors,
the objective evaluated at Ω can be written as
− log det(Ω) + tr(ΩS) = −
p∑
j=1
log(λj) +
p∑
j=1
λju
⊤
j Suj
= −
p∑
j=1
log {ε+ γ(1− σp−j+1)}+
+
p∑
j=1
{ε+ γ(1− σp−j+1)}u⊤j Suj,
where the second equality follows from Ω ∈ Mp and Lemma A.2. We first
note that the objective can be unbounded from below only if γ is unbounded
and ε is bounded from above, respectively. To show the boundedness of ε,
note that
−
p∑
j=1
log {ε+ γ(1− σp−j+1)}+
p∑
j=1
{ε+ γ(1− σp−j+1)}u⊤j Suj
≥ −
p∑
j=1
log {ε+ γ(1− σp−j+1)}+
p∑
j=1
εu⊤j Suj (A.2)
≥ −
p∑
j=1
log {ε+ γ(1− σp−j+1)}+ ε max
1≤j≤p
u⊤j Suj.
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If the objective is unbounded from below, ε can hence be unbounded only
if Suj = 0, j = 1, . . . , p, because the first term decreases logarithmically in
ε, whereas the second term increases linearly in ε. The condition Suj = 0,
j = 1, . . . , p, however, implies that S is the zero matrix, which contradicts the
assumption that S has positive diagonal entries. Using a similar argument
as in (A.2) while noting that |σk| ≤ 1, k = 1, . . . , p, if γ is unbounded, the
objective can be unbounded from below only if
p∧
j=1
(Suj = 0 ∨ γ(1− σp−j+1) = 0) ⇐⇒
p−1∧
j=1
(Suj = 0 ∨ γ(1− σp−j+1) = 0),
where the equivalence follows from σ1 = λ1(B/γ) = 1 according to Lemma
A.2 and the Perron-Frobenius Theorem. Consider now the following cases.
Case 1. If 1 − σp−j+1 > 0, j = 1, . . . , p − 1, we must have Suj = 0,
j = 1, . . . , p− 1, which implies that S has rank one.
Case 2. If 1−σk = 0 for some k ∈ {2, . . . , p}, we have σk = σ1 = r(B). Con-
sequently, the eigenvalue σ1 of B has multiplicity greater than 1. According
to Theorem A.1, the symmetric non-negative matrix B must be reducible,
as must be Ω. As a result, there exists a partitioning I1, . . . , IK (K ≥ 2) of
{1, . . . , p} and a permutation matrix Π so that ΠΩΠ⊤ = bdiag(Ω11, . . . ,ΩKK),
where Ωkk is the principal submatrix corresponding to index set Ik, k =
1, . . . , K. We may assume that the {Ωkk}Kk=1 are irreducible; otherwise, we
could simply apply additional permutations to end up with K ′ > K blocks
that are irreducible. The objective can now be decoupled as follows.
− log det(Ω) + tr(ΩS) = − log det(ΠΩΠ⊤) + tr{(ΠΩΠ⊤)(ΠSΠ⊤)}
=
K∑
k=1
− log det(Ωkk) + tr(ΩkkSkk),
where Skk, k = 1, . . . , K, are the principal submatrices of ΠSΠ
⊤ correspond-
ing to Ωkk, k = 1, . . . , K. From the last display, we conclude that the ob-
jective is unbounded from below only if there exists k ∈ {1, . . . , K} such
that − log det(Ωkk) + tr(ΩkkSkk) is unbounded from below. At this point,
for each k = 1, . . . , K, we may recur to the reasoning that has led us to
the case distinction above. As the {Ωkk}Kk=1 are irreducible, the second case
cannot occur any longer. Consequently, the objective is unbounded from
below only if one of the {Skk}Kk=1 has rank one, i.e. for some k ∈ {1, . . . , K},
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we have that Skk = vv
⊤ with v ∈ R|Ik|. Note that if |Ik| = 1, Skk is a
scalar, i.e. a diagonal entry of S which is assumed to be positive, so that
− log det(Ωkk) + tr(ΩkkSkk) cannot be unbounded from below. If |Ik| ≥ 3,
there must exist ℓ,m ∈ {1, . . . , |Ik|}, ℓ 6= m, so that
0 < (Skk)ℓm = vℓvm =
√
v2ℓ v
2
m =
√
(Skk)ℓℓ(Skk)mm.
This can be seen by enumerating all possible sign patterns of v for |Ik| = 3,
i.e. schematically (+,+,+), (−,+,+), . . . , (−,−,+), (−,−,−) (note that all
entries of v must be non-zero, since the diagonal entries of S are positive by
assumption) and verifying that at least one of v1 · v2, v1 · v3, v2 · v3 must be
positive. To finish the proof of the theorem, it remains to consider the case
|Ik| = 2, where
Skk =
(
v21 v1v2
v1v2 v
2
2
)
.
Denote the eigenvectors of Ωkk = δkkI − Bkk, say, by z1 and z2, z⊤1 z2 = 0.
Invoking Theorem A.1, we may choose z1 such that its two entries are of the
same sign and those of z2 have a different sign. Note that since Case 1 (see
above) occurs for Skk, the eigenvector z2 not corresponding to the largest
eigenvalue of B must satisfy Skkz2 = 0. This can hold only if v1v2 > 0.
Appendix B. Proof of Theorem 2
Let Ω = Σ−1 and consider the Bregman divergence between Ω and Ω′ ∈
S
p
+ which is induced by the log-determinant
D(Ω ‖ Ω′) = − log det(Ω′) + log det(Ω) + tr(Σ(Ω′ − Ω)).
In virtue of properties of Bregman divergences, we have
D(Ω ‖ Ω′) ≥ 0, with equality holding if and only if Ω′ = Ω. (B.1)
If Σ ∈ Sp+ is an inverse M-matrix, then Ω ∈Mp. By (B.1) and the definition
of D
Ω ∈Mp =⇒ Ω = argmin
Ω′∈Mp
D(Ω ‖ Ω′) ⇐⇒ Ω = argmin
Ω′∈Mp
− log det(Ω′)+tr(ΣΩ′).
From the duality relation (10), the last property implies that
Σ = argmax
Σ′∈S+, Σ′≥Σ, diag(Σ′)=diag(Σ)
log det(Σ′) + p
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For the opposite direction, suppose that Ω ∈ Sp+ \Mp and denote
Ω• = argminΩ′∈Mp D(Ω ‖ Ω′). From (B.1), we have D(Ω ‖ Ω•) > 0 and
hence also
− log det(Ω•) + tr(ΣΩ•) > − log det(Ω) + tr(ΣΩ) = log det(Σ) + p.
Denote Σ• = Ω
−1
• . By definition of Ω• and (10),
log det(Σ•)+p = − log det(Ω•)+tr(ΣΩ•) > − log det(Ω)+tr(ΣΩ) = log det(Σ)+p.
It follows that log det(Σ•) > log det(Σ) with Σ• ≥ Σ and diag(Σ•) = diag(Σ).
Appendix C. Proofs for the Examples in Section 2.3
(3) AR(2)-structure. First note that under the condition 4|φ2| < φ1, it holds
that φ1 > 0. Hence if φ2 is also non-negative, the parameters of the cor-
responding AR(2) process and thus all partial correlations are non-negative
[45] so that Ω∗ ∈ Mp, in which case property (17) is trivially satisfied. On
the other hand, if φ2 < 0 while 4|φ2| < φ1, the sequence (ρℓ) as given in
(18) is monotonically decreasing (cf. [10], p.45). This property will allow us
to show that Ω• (13) is an M-matrix corresponding to an AR(1)-structure.
To this end, it is established that the inverse Σ• has entries σ
•
jk = ρ
•
|j−k|,
j, k = 1, . . . , p, where with ρ1 as in (18),
ρ•ℓ = ρ
ℓ
1 =
(
φ1
1− φ2
)ℓ
, ℓ = 1, . . . , p− 1.
In order to verify the optimality conditions of (13)/(15) according to (8), it
suffices to show complementarity slackness (9), that is ρ•1 = ρ1 and further
ρ•ℓ > ρℓ for ℓ = 2, . . . , p − 1. The first claim is immediate from (18). The
second claim is proved by induction. The base case (ℓ = 2) follows from
ρ2 = φ1ρ1 + φ2
= ρ1(1− φ2)ρ1 + φ2 = ρ21 + φ2(1− ρ21) < ρ21 = ρ•2,
since φ2 < 0. Considering ℓ ≥ 3, we have
ρℓ = φ1ρℓ−1 + φ2ρℓ−2
= ρ1(1− φ2)ρℓ−1 + φ2ρℓ−2
= ρ1ρℓ−1 + φ2(ρℓ−2 − ρ1ρℓ−1)
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The second term is negative, because the term inside the brackets is positive,
as ρℓ−2 > ρℓ−1, recalling that (ρℓ) is monotonically decreasing. By the in-
duction hypothesis, ρℓ−1 < ρ
•
ℓ−1 = ρ
ℓ−1
1 so that ρ1ρℓ−1 < ρ
ℓ
1 and consequently
ρℓ < ρ
ℓ
1 = ρ
•
ℓ , ℓ = 2, . . . , p− 1, as claimed.
(4) Star structure. We verify the expressions for Ω• and Σ• as given in the
main text. This is done by checking the KKT optimality conditions of (13),
cf.(8). We set
Γ• =
(
0 δ⊤
δ −ρρ˜⊤ − ρ˜ρ⊤ + 2ρ˜ρ˜⊤
)
,
with ρ, ρ˜ as defined in the main text and δ = ρ − ρ˜, so that Σ• = Σ∗ + Γ•.
Because of dual feasibility and complementarity slackness, the following has
to hold for the entries (γ•jk) of Γ•:
(1) : γ•jj = 0, j = 1, . . . , p,
(2) : γ•j1 = γ
•
1j = 0 for all j 6= 1 such that ω•j1 < 0,
(3) : γ•j1 = γ
•
1j > 0 for all j 6= 1 such that ω•j1 = 0,
(4) : γ•jk = 0 for all (j, k), j, k 6= 1, and ω•jk < 0,
(5) : γ•jk > 0 for all (j, k), j, k 6= 1, and ω•jk = 0.
The requirements (2) and (3) follow immediately from the definition of δ and
ρ˜. For the remainder, let j, k > 1 be arbitrary and set ℓ = j − 1, m = k − 1.
We have that
γ•jk = −ρℓρ˜m − ρ˜ℓρm + 2ρ˜ℓρ˜m

= 0 ρℓ < 0, ρm < 0,
> 0 ρℓ > 0, ρm < 0,
> 0 ρℓ < 0, ρm > 0,
= 0 ρℓ > 0, ρm > 0,
= 0 ρℓ = 0 or ρm = 0.
The diagonal entries γ•jj, j > 1, equal zero since for ℓ = m, ρℓ = ρm and
consequently sign(ρℓ) = sign(ρm), which confirms (1). Concerning (4), note
that for j 6= k, ω•jk < 0 if and only if δℓ = ρℓ − ρ˜ℓ > 0 and δm = ρm − ρ˜m > 0
if and only if ρℓ > 0 and ρm > 0 so that the corresponding γ
•
jk = 0. Point
(5) follows with the converse argument, starting from ω•jk = 0 if and only if
δℓ = 0 or δm = 0. We now check the stationarity condition Ω• = (Σ∗+Γ•)
−1.
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We first verify the expression I − δδ⊤/(1 + ‖δ‖22) for the bottom right block
of Ω•. Using Schur complements, we get that the block is given by(
I + ρρ⊤ − ρρ˜⊤ − ρ˜ρ⊤ + 2ρ˜ρ˜⊤ − ρ˜ρ˜⊤)−1 = (I + (ρ− ρ˜)(ρ− ρ˜)⊤)−1
= (I + δδ⊤)−1 = I − δδ
⊤
1 + ‖δ‖22
by the Sherman-Woodbury-Morrison formula. For the remaining blocks, one
verifies that Ω•Σ• = I directly with matrix multiplication, noting that
ρ˜− (ρ˜− δδ⊤ρ˜/(1 + ‖δ‖22)) = 0,
because δ⊤ρ˜ = 0. To conclude the proof, it remains to check that Ω• ≻ 0. We
show that all principal minors of Ω• are positive, which requires the following
conditions to hold:
I − δδ
⊤
1 + ‖δ‖22
≻ 0, and (1 + ‖ρ˜‖22 − ρ˜⊤(I − δδ⊤/(1 + ‖δ‖22))−1ρ˜) > 0.
The first part follows by noting that the smallest eigenvalue of the matrix is
given by 1−‖δ‖22/(1+ ‖δ‖22) > 0. The second part results from δ⊤ρ˜ = 0.
Appendix D. Proof of Theorem 3
It is not hard to verify that the conditions of Proposition 2.7.1 in [6], a
general result concerning convergence of block coordinate descent, are satis-
fied. In particular, as discussed in Section 4, the problems associated with
each coordinate block are strictly convex and hence have a unique minimizer.
Proposition 2.7.1 in [6] then yields that each limit point of the sequence of
iterates {Ωt} is a stationary point and thus the unique minimizer Ω̂. Exis-
tence of a limit point requires the {Ωt} be contained in a compact set. This
follows from
lim
‖Ω‖→∞
− log det(Ω) + tr(ΩS) = +∞,
which can be established using the reasoning leading to the proof of Theorem
1, and the fact that for all t
− log det(Ωt+1) + tr(Ωt+1S) ≤ − log det(Ωt) + tr(ΩtS).
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Appendix E. Proof of Proposition 1
The proof will be reduced to a general scheme for establishing consistency
of M-estimators. An M-estimator is defined as maximizer θ̂ of a function of
the form
θ 7→ Mn(θ) := 1
n
n∑
i=1
mθ(Xi),
over some metric space (Θ, d), where the random variables {Xi}ni=1 represent
the samples drawn i.i.d. according to a certain probability measure.
Theorem E.1. [from Theorem 5.14 in [52]] Let the following conditions be
fulfilled.
1. The map θ 7→ mθ(x) is upper-semicontinuous for almost all x.
2. For every ball U ⊂ Θ, E [supθ∈U mθ(X)] <∞.
3. There exists a compact set K ⊂ Θ so that P(θ̂ ∈ K)→ 1 as n→∞.
Then: d(θ̂,Θ•)→ 0 as n→∞, where Θ• = argmaxθ∈ΘE[mθ(X)].
Before applying the above theorem, we first state and prove the following
lemma.
Lemma E.1. If the random vector X has finite fourth moments, that is
E[X4j ] < ∞ for all j = 1, . . . , p, then the spectrum of the sample covariance
matrix S = 1
n
∑
i=1(xi − µ∗)(xi − µ∗)⊤ satisfies
λj(S) = λj(Σ∗) + oP(1), j = 1, . . . , p,
as n→∞ (and p stays fixed).
Proof. The assumption of having finite fourth moments implies that
sjk = σ
∗
jk + oP(1) ∀(j, k) and hence also that
‖S − Σ∗‖F ≤ p1/2 max
(j,k)
|sjk − σ∗jk| = oP(1).
The claim then follows from the Hoffmann-Wielandt Theorem.
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Proof of Proposition 1. First note that the sign-constrained log-determinant
divergence minimization (6) falls under the framework of M-estimation with
Θ = Mp, θ̂ = Ω̂, and we may take d as the metric that is induced by the
spectral norm. For the functionmθ, we havemθ(X) = log det(θ)−tr(θXX⊤).
We now verify all three conditions of Theorem E.1. The first condition
obviously holds true. Regarding 2., let U = {θ ∈ Θ : ‖θ − θ0‖ ≤ r} for
some θ0 ∈ Θ a ball of radius r > 0, where ‖·‖ denotes the spectral norm. We
have
E
[
sup
θ∈U
log det(θ)− tr(θXX⊤)
]
≤ sup
θ∈U
log det(θ) <∞,
since E[tr(θXX⊤)] ≥ 0 in view of θ ∈ Sp+, and the first term is bounded
from above, because so is supθ∈U‖θ‖. We finally turn to 3. Using an eigen-
expansion of Ω̂, we have
log det(Ω̂)− tr(Ω̂S) ≤ p log(λ1(Ω̂))− λ1(Ω̂)λp(S)
≤ p log(λ1(Ω̂))− λ1(Ω̂){λp(Σ∗)︸ ︷︷ ︸
=:U(λ1(Ω̂))
+oP(1)},
using Lemma E.1. On the other hand, since Ω̂ is a minimizer and Ω• (13) is
feasible,
log det(Ω̂)− tr(Ω̂S) ≥ log det(Ω•)− tr(Ω•S)
≥ p log(λp(Ω•))− λ1(S)
p∑
j=1
λj(Ω•)
= p log(λp(Ω•))− λ1(Σ∗)
p∑
j=1
λj(Ω•)︸ ︷︷ ︸
=:L
+oP(1)
Therefore, with probability tending to one as n→∞, Ω̂ is contained in the
compact set
K = {Ω : ‖Ω‖ ≤ B(U, L)}, where B(U, L) = sup{b ≥ 0 : U(b) ≥ L}.
Note that b must be bounded from above as limb→∞ U(b) = −∞.
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Appendix F. Proof of Proposition 2
Our proof depends on the following lemma.
Lemma F.1. Consider the system of linear equations Ax = b, where A ∈
R
d×d
+ , x ∈ Rd+ and b ∈ Rd+ have only non-negative entries. Then xj ≤ bj/ajj
for all j = 1, . . . , d.
Proof. For any j ∈ {1, . . . , d}, we have that ajjxj ≤
∑d
k=1 ajkxk = bj , using
the non-negativity of all entries.
Proof of Proposition 2. We first prove that max(j,k)/∈E∗, j 6=k(−ω̂jk) ≤ c1B.
From the KKT optimality conditions (8), we have that Σ̂ = S + Γ̂ with
γ̂jj = 0 for all j and γ̂jk = 0 whenever
(j, k) ∈ Ê , where Ê = {(j, k) : ω̂jk < 0},
and consequently
(j, k) ∈ Ê =⇒ σ̂jk = sjk. (F.1)
Now choose (j¯, k¯) ∈ △ = Ê \ E∗ (if △ = ∅, the claim would follow trivially)
such that
ω̂j¯k¯ = min
(j,k)∈△
ω̂jk.
Using the partitioning scheme (3) with Σ̂ respectively Ω̂ and j = j¯, and using
Schur complements, we obtain that
σ̂j¯ =
Ω̂−1
j¯ j¯
(−ω̂j¯)
ω̂j¯j¯ − ω̂⊤j¯ Ω̂−1j¯j¯ ω̂j¯
= σ̂j¯ j¯Ω̂
−1
j¯ j¯
(−ω̂j¯) = sj¯j¯Ω̂−1j¯j¯ (−ω̂j¯) . (F.2)
Using Schur complements again,
Ω̂−1
j¯ j¯
= Σ̂j¯ j¯ −
σ̂j¯ σ̂
⊤
j¯
σ̂j¯ j¯
= Σ̂j¯ j¯ −
σ̂j¯ σ̂
⊤
j¯
sj¯j¯
(F.3)
Combining (F.2) and (F.3), we obtain(
Σ̂j¯j¯ −
σ̂j¯ σ̂
⊤
j¯
σ̂j¯j¯
)
︸ ︷︷ ︸
=:Σ˜j¯j¯
(−ω̂j¯) =
σ̂j¯
sj¯ j¯
. (F.4)
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Let Aj¯ = {l ∈ {1, . . . , p− 1} : (−ω̂j¯)l > 0}. Then, (F.4) can equivalently be
written as (
Σ˜j¯ j¯
)
Aj¯ Aj¯
(−ω̂j¯)Aj¯ =
(
sj¯
sj¯j¯
)
Aj¯
, (F.5)
(
Σ˜j¯ j¯
)
Ac
j¯
Aj¯
(−ω̂j¯)Aj¯ =
(
sj¯ + γj¯
sj¯j¯
)
Ac
j¯
,
where we have used (F.1). In order to upper bound (−ω̂j¯k¯), we consider (F.5).
Since Ω̂j¯ j¯ is an M-matrix, its inverse Σ˜j¯ j¯ has only non-negative entries, and
we are hence in position to apply Lemma F.1. We obtain
(−ω̂j¯k¯) ≤
sj¯k¯/sj¯j¯
σ̂k¯k¯ − σ̂2j¯k¯/σ̂j¯j¯
=
sj¯k¯/sj¯j¯
sk¯k¯ − s2j¯k¯/sj¯j¯
,
where the second equality is again a consequence of (F.1). Using that σ∗
j¯k¯
= 0,
σ∗j¯ j¯ = σ
∗
k¯k¯
= 1, the bound (23) yields
(−ω̂j¯k¯) ≤
sj¯k¯
sj¯j¯sk¯k¯ − s2j¯k¯
≤ B
1− 2B −B2 ≤ C0B as n→∞, (F.6)
since B = oP(1) as n → ∞. In the sequel, we derive a lower bound on the
entry of (−ω̂12) corresponding to E∗. For this purpose, let us re-consider
Eq. (F.4) for j¯ = 1, that is Σ˜11(−ω̂1) = σ̂1/s11. Expanding this equation
entry-wise, we get
σ˜22 σ˜23 . . . σ˜2p
σ˜23 σ˜33 . . . σ˜3p
...
...
. . .
...
σ˜2p σ˜3p . . . σ˜pp

︸ ︷︷ ︸
Σ˜11

−ω̂12
−ω̂13
...
−ω̂1p
 =

σ̂12/s11
σ̂13/s11
...
σ̂1p/s11
 ,
with σ˜jk = σ̂jk − σ̂1j σ̂1k/s11, j, k = 2, . . . , p. Consider now the top equation
σ˜22(−ω̂12) +
p∑
l=3
σ˜2l(−ω̂1l)︸ ︷︷ ︸
=:δ
= σ̂12/s11. (F.7)
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The order of the term δ, which is the inner product of the first row of Σ˜11
(excluding the diagonal element σ˜22) and (−ω̂13, . . . ,−ω̂1p), can be upper
bounded by taking the corresponding inner products associated with the
remaining rows of Σ˜11 as a reference, noting that the {σ˜jk, j 6= k, (j, k) /∈
{1, 2}} are of the same order, since the {σ̂jk, j 6= k, (j, k) /∈ {1, 2}} are
exchangeable. Accordingly, the right hand sides σ̂13/s11, . . . , σ̂1p/s11 are also
of the same order, which is at most OP(B) in view of the complementarity
slackness condition (F.1) and the scaling of the {sjk/sjj, j 6= k, (j, k) /∈
{1, 2}} (if ω̂13 = . . . = ω̂1p = 0, we would have δ = 0). Formally, the
argument reads
δ =
p∑
l=3
σ˜2l(−ω̂1l) ≤ C1 max
3≤j≤p
p∑
l=3
σ˜jl(−ω̂1l) = max
3≤j≤p
σ̂1j/s11
≤ C2 max
3≤j≤p
s1j/s11 ≤ C3B, (F.8)
as n → ∞. Suppose for a moment that (−ω̂12) > 0 so that σ̂12 = s12.
Substituting (F.8) back into (F.7) and resolving for (−ω̂12), we obtain
(−ω̂12) = σ̂12/s11 − δ
σ˜22
=
s12/s11 − δ
s22 − s212/s11
≥ ρ− C4B
1− ρ2 + C5B = (−ω
∗
12)− C6B, (F.9)
as n → ∞, i.e. if ρ > C4B, we verify that indeed (−ω̂12) > 0. Altogether,
(F.6) and (F.9) indicate that if (−ω̂12) > t, t = (C0+C6)B, the thresholding
procedure (20) would yield Ê(t) = E∗, i.e. recovery of the edge set.
G. M -matrices and Faithfulness
We show that if the precision matrix of a Gaussian random vector is an
M-matrix, then faithfulness as defined below holds.
Definition G.1. [50, 8] Let X be a multivariate Gaussian random vector
with covariance matrix Σ ∈ Sp+. Then X is said to have a faithful distribution
if for any disjoint triple A,B,C of subsets of {1, . . . , p},
XA |= XB |XC =⇒ C separatesA andB
in the conditional independence graph associated withΣ−1,
that is, vertices in A are connected with vertices in B at most only via vertices
in C.
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Note that the converse statement, i.e. separation of A and B by C in the
conditional independence graph implies conditional independence of XA and
XB given XC , always holds (global Markov property).
Proposition G.1. If Σ−1 ∈Mp, then X has a faithful distribution.
Proof. In the sequel, we will show that
XA |= XB |XC =⇒ XA |= XB |XC′ ∀C ′ ⊇ C, C ′ ⊆ {1, . . . , p} \ (A ∪ B).
(G.1)
Choosing C ′ = {1, . . . , p}\(A∪B), the claim follows from the global Markov
property w.r.t. the conditional independence graph associated with Σ−1. Let
γ = A ∪ B ∪ C, γ′ = A ∪ B ∪ C ′ and Ωγγ = Σ−1γγ , Ωγ′γ′ = Σ−1γ′γ′ . We will
compute Ωγ
′γ′ incrementally from Ωγγ by using the decomposition C ′ \ C =
{i1}∪ . . .∪{iq} (q = |C ′\C|), successively obtaining Ωγ1γ1 , . . . ,Ωγqγq = Ωγ′γ′ ,
where γ1 = A ∪ B ∪ C ∪ {i1}, . . . , γq = A ∪ B ∪ C ∪ {i1} ∪ . . . ∪ {iq} = γ′.
Starting from Ωγ1γ1 , we partition its inverse Σγ1γ1 as
Σγ1γ1 =
(
Σγγ u
⊤
1
u1 u11
)
,
where the vector u1 and the scalar correspond to the added index i1. The
partitioned inverse formula yields the following for Ωγ1γ1γγ , the principal sub-
matrix of Ωγ1γ1 associated with the index set γ:
Ωγ1γ1γγ =
(
Σγγ − u1u
⊤
1
u11
)−1
= Σ−1γγ +
Σ−1γγ u1u
⊤
1 Σ
−1
γγ
u11 − u⊤1 Σ−1γγ u1︸ ︷︷ ︸
=:P
= Ωγγ + P,
where the second identity results from the Sherman-Woodbury-Morrison for-
mula. Note that P has only non-negative entries. To verify this, observe that
Σ−1γγ u1 equals the vector of regression coefficients one obtains when regressing
the variable with index i1 on the variables in γ, which must be non-negative
because Σ−1 ∈ Mp and hence also Σ−1γ1γ1 ∈ Mp (cf. (12) and the comments
thereafter). Furthermore,
u11 − u⊤1 Σ−1γγ u1 = det(u11 − u⊤1 Σ−1γγ u1) = det(Σγ1γ1)/ det(Σγγ) > 0
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in virtue of the positive definiteness of Σ. The non-negativity of P implies
that Ωγγ ≤ Ωγ1γ1γγ . We may now repeat the same argument to obtain suc-
cessively Ωγ2γ2γ1γ1 , . . . ,Ω
γqγq
γq−1γq−1 . Consequently, we must have Ω
γγ ≤ Ωγqγqγγ and
hence, since XA |= XB|XC , in particular that 0 = ΩγγAB ≤ ΩγqγqAB = Ωγ
′γ′
AB (recall
that γ′ = A∪B ∪C ′). The inequality must hold with equality, because Ωγ′γ′
is a positive definite M-matrix (cf. (12)). We conclude the assertion from
Ωγ
′γ′
AB = 0⇐⇒ XA |= XB|XC′.
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