We show that under mild assumptions on the learning problem, one can obtain a fast error rate for every reasonable fixed target function even if the base class is not convex. To that end, we show that in such cases the excess loss class satisfies a Bernstein type condition.
Introduction
The motivation for this article comes from learning theory and nonparametric statistics. In a typical learning (prediction) problem, one is given a class of functions F on a probability space (Ω, µ), where the underlying measure µ is not known. The aim of the learner is to approximate an unknown (measurable) random variable Y by a function from F in the following sense. Consider a function ℓ : R 2 → R + , called the loss function. A best approximation of Y in F in terms of the loss ℓ and the measure µ is a function f * that satisfies Eℓ(f * , Y ) = inf
where the expectation is with respect to the joint probability measure ν endowed on Ω × R by µ and Y (and we assume that such a minimizer exists and is unique). Typical examples of loss functionals are ℓ(x, y) = |x − y| p for p ≥ 1. In such cases, f * is the nearest point to Y in F with respect to the L p (ν) norm, the expected loss of f * is f * − Y p Lp(ν) (observe that F and Y are naturally embedded in L p (ν)) and if F is closed and convex and p > 1 then the best approximation is unique.
For every f ∈ F , let
be the excess loss function associated with f and Y . Clearly, for every f ∈ F , EL f ≥ 0, although L f need not be a nonnegative function, and L f * = 0. We denote the excess loss class by L(F ) = {L f : f ∈ F }, which is well defined as long as the minimizer f * is unique.
In the type of prediction problems we are interested in, one is given an independent sample (X i , Y i ) k i=1 selected according to ν and uses this data to produce a (random) functionf for which the conditional expectation
) is "close" to Eℓ(f * , Y ). The algorithm we will focus on here is the empirical minimization algorithm, in which, for every (X i , Y i ) k i=1 , one selects a functionf that minimizes
The error rate of this algorithm is a function of the sample size k that measures the difference between the expected loss off and the "best" expected loss in the class, Eℓ(f * , Y ). Sincef is a random function, one is interested in an estimate that holds with high probability. Definition 1.1 For any 0 < δ < 1, an integer k and a target function Y , let a k (Y, δ) be the smallest ε for which there is a set A ⊂ (Ω × R) k such that ν k (A) ≥ 1 − δ, and for every
where f * Y minimizes Eℓ(f, Y ) on F . The rate at which (a k ) k≥1 tends to 0 as k tends to infinity is called the error rate of the learning problem.
This learning problem is called agnostic learning [2] and a central question in learning theory is to identify the parameters that govern the behavior of the error rate a k . This question has been studied extensively (see, for example, the books [2, 8, 24] , the surveys [19, 20, 7] and references therein).
To simplify our presentation, we will focus on a slightly different problem, called function learning, in which Y = T (X) for some function T : Ω → R.
In that case the sample one is given is (X i , T (X i )) k i=1 where X 1 , ..., X k are independent, distributed according to µ, and the measures µ and ν coincide.
The tools used in the analysis of both learning scenarios are essentially the same and although we will focus on function learning, we will show that for the problem we consider the estimates for the agnostic learning problem follow from the analysis of the function learning problem.
It turns out that a parameter that highly influences the error rate in agnostic/function learning problems is the complexity of the function class F , which is measured using parameters that originated in empirical processes theory. Since these complexity parameters are not the topic of this article we will not specify their exact nature, but rather focus on various types of classes that one might encounter, classified according to their complexity.
We will only consider classes of uniformly bounded functions, say, by 1. Under that assumption, there are three "complexity categories" of function classes that one might encounter.
The first is a family of classes for which
for some 0 < δ < 1, that is, the uniform error rate does not tend to 0 uniformly over all targets bounded by 1.
It was shown in [1] that these are exactly classes that do not satisfy the uniform law of large numbers (ULLN).
The second category consists of "large" classes that still satisfy the ULLN. For such classes the error rate does tend to 0 for any 0 < δ < 1 and any bounded target. However, for a given class F the best error rate that one can achieve uniformly over all targets that are bounded by 1 is ∼ 1/ √ k (of course, the error rate can tend to 0 arbitrarily slowly if the class is "too rich"). Roughly speaking, this family consists of classes that satisfy the ULLN but do not satisfy a uniform version of the Central Limit Theorem.
From the point of view of this article, the two categories described above are not interesting because for any such class F , the geometric structure of the corresponding loss class does not really influence the error rate. In fact, for a reasonable loss function ℓ, the error rate is dictated solely by the complexity of F , as captured, for example, by the expectation of the supremum of the empirical process
Moreover, for such "large" classes even various localization methods such as in [3, 4, 16] do not improve the bound given by E P n − P F .
It seems natural to expect that for classes in the third and final category, that is, classes that do satisfy a uniform CLT, it would be possible to obtain faster error rates than 1/ √ k. Unfortunately, the situation in this range is more delicate. Although the base class F can be very small, even consisting of just two functions, the geometric structure of the excess loss class L(F ) might prevent one from having an error rate that is better than ∼ 1/ √ k. In recent years it became apparent that a sufficient condition ensuring faster rates for "small classes" is called a Bernstein condition (in the binary valued case it implies the so-called a Tsybakov noise condition, introduced in [23] ). 
Thus, a loss class associated with a learning problem with multiple minimizers can not satisfy a Bernstein condition.
Using localization methods as in [3, 4, 16] one can show that if F is "small" and the loss class satisfies a Bernstein condition then one can obtain faster error rates than 1/ √ k. For example, it was observed in [17] that if ℓ is the squared loss ℓ(x, y) = (x − y) 2 , F is a compact convex subset of L 2 (µ) that consists of functions bounded by 1 and T is bounded by 1 then L(F ) is a (1, 16)-Bernstein class. This was used to show that if, in addition, F is small enough, the error rate can decay as fast as O(k −1 log k).
The next result complements the one mentioned above and is due to Lee, Bartlett and Williamson. It indicates that convexity plays a central role in the existence of fast error rates.
be a nonconvex class of functions bounded by 1 and let ℓ be the squared loss function. Assume that there is a random variable Y with Y ∞ ≤ α for which inf f ∈F Eℓ(f (X), Y ) is attained in F in more than a single point. Then, there is some 0 < δ < 1 and constants k 0 and c 0 that depend on F , α and δ such that for every k ≥ k 0 ,
Remark 1.5 Theorem 1.4 is not an exact reformulation of the main result of [17] and the difference is in two points. First, the lower bound established in [17] holds for any learning algorithm and not only for empirical minimization. Second, the claim in [17] was made without the additional assumption that there is a random variable Y with Y ∞ ≤ α for which inf f ∈F Eℓ(f (X), Y ) is attained in more than a single point. As is explained in [21] , the claim from [17] has a (minor) gap and this assumption is actually needed in the proof.
Observe that Theorem 1.4 does not imply that there is a fixed random variable Y that is the cause of the slow rate.
In [21] the question of a lower bound for the empirical minimization algorithm was studied in the function learning setup. To formulate that result we require several definitions. Recall that a set F ⊂ L 2 (µ) is a µ-Donsker class if it satisfies some kind of a uniform Central Limit Theorem (see [10, 24] for detailed surveys on this topic).
If X is a normed space of functions on (Ω, µ) and F ⊂ X is compact, we denote by N (F, X) the set of functions in X that have more than a unique best approximation in F with respect to the norm. Theorem 1.6 Let p ≥ 2 and set X = L p (µ). Assume that F ⊂ X is a µ-Donsker class of functions bounded by 1, let b ≥ 1 and set T ⊂ X to be a convex set that contains F and consists of functions bounded by b. If ℓ is the p-loss function and T ∩ N (F, X) is not empty then for
and for every 0 < δ < 1,
where c and k 0 depend only on p, F and b, and c 1 depends on p, F , b and δ.
Thus, if one can find a function T ∈ L p (µ) that is bounded by 1 in L ∞ and has more than a unique best approximation (with respect to the L p (µ) norm) in F , then the best uniform error rate that one can obtain with respect to the p-loss using targets in the convex hull of F and T is at best ∼ 1/ √ k even if F is a very small class.
Again, and just as in the agnostic case, the proof of Theorem 1.6 does not produce a single target function that causes the "bad" uniform error rate. It does, however, give some information on the source of the slow rate. For every sample size k, a function (with a unique best approximation in F ) is constructed, and the empirical minimization algorithm associated with that target preforms poorly when given a random sample of cardinality k. Moreover, as k increases, the "bad" function moves closer to the set N (F, X). Theorem 1.4 and Theorem 1.6 seem to indicate that convexity (or, actually, the lack of it) is not the important feature in the slow uniform error rate, but rather, the fact that one has "legal" targets that are arbitrarily close, in some sense, to the set of targets with multiple minimizers in F . Thus, it is natural to ask whether for a set of targets T that is "far away" from N (F, X), one can obtain a faster error rate than 1/ √ k (e.g. a fixed target T at a positive distance from N (F, X)).
As we mentioned above (see Theorem 4.6 for the exact statement), such a result would follow if the excess loss class satisfies a Bernstein condition for targets far away from N (F, X). This is the main result of this article; We formulate it in Theorem A for subsets of L p , but the proof shows it that could be extended to more general situations. Definition 1.7 Let X be a Banach space, set F ⊂ X to be compact and assume that T ∈ N (F, X). If f * is the best approximation of T in F , let
In other words, if T ∈ N (F, X) and if one considers the ray originating in f * that passes through T , λ * (T ) measures how far "up" this ray one can move while still remaining at positive distance from the set N (F, X). Theorem A. Let 1 < p < ∞ and set F ⊂ L p (µ) to be a compact set of functions that are bounded by 1. Let T be a function bounded by 1 and assume that λ * (T ) > 1. Then, for every f ∈ F ,
where L f is the p-excess loss associated with f and T , α p = min{p/2, 2/p} and
Theorem A can be used to show that if F is small enough, one can obtain faster error rates than 1/ √ k.
In Section 5 we will demonstrate how a proof of a Bernstein condition in the agnostic case can be obtained using an identical argument to the function learning one. Thus, one has an agnostic analog of Theorem A. To formulate it we shall abuse notation and identify Y and each f ∈ F with elements of L p (ν) in the natural way, where ν is the joint probability measure of µ and Y . Theorem B. Let p > 1 and set ℓ to be the p-loss function. Let F ⊂ L p (µ) be a compact set of functions bounded by 1, put Y to be a random variable bounded by 1 and let ν be the joint probability measure endowed by µ and
where L(f ) is the p-excess loss function associated with f and Y and α p and B are as Theorem A.
Let us mention that Theorem B was announced in [18] for p = 2. Although the claim made there turns out to be essentially correct (up to a minor inaccuracy) its proof has a crucial gap as will be explained in Section 5. The essential component missing from the argument in [18] and the crux of the whole problem, is whether the fact that λY + (1 − λ)f * has a unique best approximation in F for some 1 < λ < λ * (Y ), implies that this best approximation remains f * . The main technical result of Section 3 proves that this is the case and it is the key point in our analysis. Theorem C. Under mild assumptions on the Banach space X, if F ⊂ X is compact, T ∈ X has a unique best approximation f * ∈ F and λ * (T ) > 1, then for every 1 ≤ λ < λ * (T ), λT +(1−λ)f * has a unique best approximation in F , which is f * .
Preliminaries
We begin with several definitions. Recall that a Banach space X is smooth if the norm is Gâteaux differentiable in any x = 0. In other words, for every x on the unit sphere of X there is a unique functional x * ∈ X * such that x * = 1 and x * (x) = 1 (thus, there is a unique hyperplane {x : x * (x) = 1} that supports the unit ball of X, B X , in x). Definition 2.1 A Banach space X is called strictly convex if for every x, y ∈ B X one has x + y < 2. We say that X is uniformly convex if there is a positive function δ X (ε) such that for every 0 < ε < 2 and every x, y ∈ B X for which x − y ≥ ε, one has x + y ≤ 2 − 2δ(ε). In other words,
The function δ X (ε) is called the modulus of convexity of X.
For basic properties of δ X (ε) we refer the reader to [9] , Chapter 8. A fact we shall use later is that δ X (ε) is an increasing function of ε, and that if
Unless stated otherwise, we assume that X is a smooth, uniformly convex Banach space of functions on a probability space (Ω, µ), with a modulus of convexity δ X . The learning problem we deal with is associated with a compact set F ⊂ X, a target function T ∈ X and a loss ℓ. We also have to assume that the loss is compatible with the norm in X in the following sense:
Assumption 2.1 Assume that ℓ : R 2 → R + is a Lipschitz function with a constant ℓ lip . Assume further that there is some function φ : R + → R + that is differentiable, strictly increasing and convex, such that for every f, g ∈ X, Eℓ(f, g) = φ( f − g ). Assumption 2.1 is natural in the context of learning; for example, if p > 1 then the p loss function ℓ p (x, y) = |x − y| p satisfies Assumption 2.1 when
The main results of this article follow from properties of the nearest point map (also known as the metric projection). Definition 2.2 Let X be a Banach space and put F ⊂ X. The set valued function P F : X → 2 F defined by assigning to each x ∈ X the set of nearest points to x in F with respect to the norm is called the nearest point map.
For basic facts regarding the nearest point map, see, for example, [5] Chapter 2.2 and references therein.
Note that if F is compact then P F x is a nonempty set for every x ∈ X. It is also standard to verify that if X is strictly convex and F is convex then P F x consists of at most a single element. Of course, if F is not convex then some points in X may have more than a unique nearest point. In fact, under various assumptions on the norm, if F is compact, then |P F x| = 1 for every x if and only if F is convex. In its full generality, when removing the compactness assumption, this equivalence is the famous problem of the convexity of Chebyshev sets. We refer the reader to [26] for a survey on this topic.
For a fixed space X denote by N (F ) the set of points that have more than a unique best approximation in F , and we abuse notation by also setting P F : X\N (F ) → F to be the nearest point map restricted to the set of points that have a unique best approximation in F .
It is well known that the sets N (F ) are small; indeed, if F is compact and X is strictly convex then N (F ) is a G δ set of the first category ( [22] , see also the survey [26] for other results in this direction). Thus, the assumption in Theorem A that the target function is "far away" from N (F ) is not unreasonable, even though in a learning situation it is impossible to verify this assumption.
Throughout we will use the following notation: for every x, y ∈ X let [x, y] be the interval {tx + (1 − t)y : 0 ≤ t ≤ 1} and set −→ x, y to be the ray originating in x and passing through y.
This proof of Theorem A is based on two components. The first, formulated in Theorem C, shows that as long as x is "far away" from N (F ), any point on the ray − −−− → P F x, x of the form x(t) = tx + (1 − t)P F x for 1 < t < λ * (x) is still projected (uniquely) to P F x. This observation is connected with the so-called "solar" property of a set, introduced by Efimov and Stechkin [11, 12, 13] in the study of the metric projection onto convex sets. The proof of this "local" solar property is based on a fixed point argument similar to the one used by Vlasov in [25] (and at the same time, though with a slightly different flavor, by Klee in [15] ).
The second component in the proof of Theorem A is Lemma 3.4. It shows that under mild assumptions, if y ∈ X\N (F ), P F y = z and x ∈ [y, z] then for every f ∈ F , x − f − x − z is lower bounded by a function of f − z , depending on the modulus of convexity of X. The proof of Theorem A follows from a combination of these two observations.
The metric projection onto an arbitrary set
The goal of this section is to prove the two geometric components needed in the proof of Theorem A.
Our starting point is a simple application of the triangle inequality.
Lemma 3.1 Let X be a normed space and let F ⊂ X. If y ∈ X\N (F ) then for any x ∈ [y, P F y], P F x = P F y.
Proof. Assume that there is f ∈ F , f = P F y, such that x−f ≤ x−P F y . Then, by the triangle inequality and the fact that y has a unique nearest element in F ,
which is impossible.
Next we turn to the main observation needed in the proof of Theorem C.
Lemma 3.2 Let F be a compact subset of a Banach space X. Consider x ∈ X\(N (F ) ∪ F ), set r = d(x, N (F )), R = d(x, F ) and for every t ≥ 0 let x(t) = tx + (1 − t)P F x. Then, for any 0 ≤ t < 1 + r/R, P F x(t) = P F x.
The claim for 0 ≤ t ≤ 1 follows immediately from Lemma 3.1. The nontrivial part of Lemma 3.2 is that if x is "far away" from N (F ), one can move further up the ray − −−− → P F x, x -beyond x and still be (uniquely) projected to P F x.
It is standard to verify that if X is strictly convex and F is compact and convex, then for every t ≥ 0, P F x(t) = P F x; this is the solar property of a convex set and it follows from a simple separation argument, since the unit sphere of X does not contain intervals. The assertion of Theorem 3.2 is that F has some local solar property despite the fact it is not convex (and without any assumptions on the norm). Proof. Let 0 < δ < r and set B = B(x, r − δ) to be the closed ball around x and of radius r − δ. Put
and let x 0 = x(t 0 ). By the uniqueness of the nearest point in F for points in B, the supremum in (3.1) is attained and P F (x 0 ) = P F x. Clearly, t 0 ≥ 1 and assume that t < 1 + (r − δ)/R, i.e., that x 0 belongs to the interior of B. 
and observe that φ maps each f ∈ F to the unique point in
Since x ∈ F then φ is continuous. Also, since B ∩ N (F ) = ∅ and F is compact then P F is continuous on B. Thus, ψ : B → B given by ψ(z) = φ(P F z) is also continuous, and using the compactness of F once again, ψ(B) is compact and is contained in ∂B. By the Schauder-Tikhonov Fixed Point Theorem (see, e.g. [5] , pg. 61) and the fact that ψ(B) ⊂ ∂B, there is some z ∈ ∂B for which ψ(z) = z. Note that z ∈ − −−− → P F x, x. Indeed, any fixed point on that ray must be projected onto P F x; on the other hand, the only candidate for a fixed point on − −−− → P F x, x is on ∂B and "beyond" x(t 0 ), which, by our assumption, is not projected onto P F x. Moreover, since z ∈ − −−− → P F x, x then P F z = P F x, because a fixed point projected onto P F x must be on the ray
Thus, from the definition of φ and since z is a fixed point, x ∈ [z, P F z]. On the other hand, by Lemma 3.1, P F z = P F x, which is a contradiction.
The claim follows by taking δ → 0.
We can now reformulate and prove Theorem C. To that end, recall that for every x ∈ N (F ),
Theorem 3.3 Let X be a Banach space and let F ⊂ X be a compact set. If x ∈ (F ∪ N (F )) then for every 1 ≤ t < λ * (x), P F x(t) = P F x, where x(t) = tx + (1 − t)P F x.
Proof. Consider the functions r(y) = d(y, N (F )), R(y) = d(y, F ) and define a sequence (x n ) ∞ n=1 ⊂ − −−− → P F x, x as follows. Let x 1 = x and set x 2 = tx 1 + (1 − t)P F x 1 for t = 1 + r(x 1 )/2R(x 1 ). By Lemma 3.2, x 2 ∈ − −−− → P F x, x and its unique nearest point in F is P F x. Also,
Since x 2 ∈ N (F ), one can repeat this argument for x = x 2 and so on. It is clear that (
, that P F x n = P F x for every integer n, and that
Moreover, relative to the natural order on − −−− → P F x, x, (x n ) ∞ n=1 is increasing, and set x ′ = sup n x n (where x ′ might be infinite). By Lemma 3.1 and the construction of (x n ) n i=1 it is evident that for every z ∈ [x, x ′ ), P F z = P F x and that r(z) > 0. Thus, there are two possibilities: if x ′ = ∞ then every point in − −−− → P F x, x is uniquely projected to P F x and our claim is trivially true. Otherwise, (R(x n )) ∞ n=1 converges to a finite, positive limit, implying that r(x ′ ) = lim n→∞ r(x n ) = 0. This observation combined with the fact that r > 0 on [x, x ′ ) implies that x ′ = x(t) for t = λ * (x).
Next, we turn to the second component needed for the proof of Theorem A. The following geometric lemma is taken from [21] and its proof is presented for the sake of completeness. Lemma 3.4 Let X be a uniformly convex, smooth space and consider w, y ∈ X and ρ ∈ R + such that y − w = ρ. Let 0 < θ < 1 and set w θ = (1 − θ)w + θy. If z satisfies that z − w ≥ ρ then
Note that the bound improves the larger θ is, i.e., the further w θ is from w. Proof. Without loss of generality we can assume that w = 0. Fix z = y and by our assumption, z ≥ y . Define the function
and observe that H is a convex function and H(0) = 1. Also, since X is smooth, H is differentiable in θ = 0. Thus,
and to complete the proof one has to bound H ′ (0) from below. Applying the chain rule, H ′ (0) = u * y z , where u * is the unique functional of norm one supporting the unit sphere in −z/ z ≡ u. Let v = y/ z and since u * = 1 then
Clearly, u * (u) = 1 and thus
Some applications
The following two corollaries are closely related. The first one, Corollary 3.5, allows one to bound the modulus of continuity of the nearest point map in a nonconvex situation (Theorem 3.6) and is based on Lemma 3.2. The second, based on Theorem 3.3, will be used in the proof of Theorem A.
Corollary 3.5 Let X be a uniformly convex and smooth Banach space and assume that F ⊂ X is compact. Let x ∈ X\(F ∪ N (F )), set r = d(x, N (F )) and R = x − P F x . Then, for every f ∈ F ,
Proof. Fix 0 < δ < r, x and f as above. Using the notation of Lemma 3.2 and of Lemma 3.4, let
(see also figure 3 ) where θ is chosen to ensure that w θ = x. Since P F w θ = P F x and w − w θ = w − P F x − w θ − P F x = r − δ then by Lemma 3.2, P F w = P F x. Thus, if we set ρ = w − P F x then B(w, ρ) ∩ F = {P F x}. In particular, if f ∈ F then f − w ≥ ρ and the assumptions of Lemma 3.4 are satisfied. A straightforward calculation shows that θ = (r − δ)/(R + r − δ), ρ = R + r − δ and that (1 − θ)ρ = x − P F x . Thus, by Lemma 3.4,
By the triangle inequality, Recall that if 0 < ε 1 ≤ ε 2 ≤ 2 then ε
The claim follows by the monotonicity of δ X and taking δ → 0.
The main application of Corollary 3.5 we present here is an estimate on the modulus of continuity of the function x → P F x where F is a compact set that is not necessarily convex. For a closed convex set in a uniformly convex, uniformly smooth space, such an estimate was established in [5] , Chapter 2.2, building on ideas of Björnestål [6] . Theorem 3.6 provides a bound that does not use quantitative estimates on the modulus of smoothness of X. It is possible it could be improved by taking into account such quantitative estimates. Theorem 3.6 Let X be a uniformly convex, smooth Banach space. Set F and N (F ) as above, fix x ∈ X\(F ∪ N (F )), let r = d(x, N (F )) and put R = d(x, F ). Then, for any 0 < r ′ < r ≤ R/2 and x ′ ∈ B(x, r ′ ),
where c 1 and c 2 are absolute constant. In particular, if δ X (ε) ≥ ηε p , then
Proof. Recall that R = x − P F x and note that
Therefore,
Applying Corollary 3.5 for f = P F x ′ , using that x − P F x ′ ≤ 2R, r < R/2 and the monotonicity properties of δ X ,
from which the first part follows. The second part is a straightforward application of the first one.
We end this section with a variant of Corollary 3.5 which is based on Theorem 3.3.
Corollary 3.7 Let X be a uniformly convex and smooth Banach space and assume that F ⊂ X is compact. If x ∈ X\(F ∪ N (F )), λ * (x) as in (3.2) and R = x − P F x , then, for every f ∈ F and 1 < t ≤ λ * (x),
Corollary 3.7 is proved in an identical way to Corollary 3.5 and the details of the proof are omitted. It follows because for every 1 ≤ t < λ * (x), x(t) = tx + (1 − t)P F x has a unique best approximation in F which is P F x. Thus, one can take w = x(t), implying that x = w θ for θ = (t − 1)/t.
Proof of Theorem A
Below, we shall formulate and prove a result that is stronger than Theorem A. First, note that if T ∈ X\N (F ) and P F T denotes the unique best approximation of T in F with respect to the norm, then
or in other words, f * = P F T .
Indeed, by Assumption 2.1, for every f, g ∈ X, Eℓ(f, g) = φ( f − g ), where φ is increasing.
Recall that N (F ) ). Also, by Assumption 2.1 the function φ is smooth and convex.
As a starting point, observe that a Bernstein condition is "local" in the sense that one should consider only functions that are relatively close to f * , as long as sup f ∈F ℓ(f, T ) ∞ < ∞.
On the other hand, if Eℓ(f, T ) ≥ (B/B − 2K) Eℓ(f * , T ) then
Lemma 4.1 implies that if B ≥ 3K, it is enough to consider functions in F for which Eℓ(f, T ) ≤ 3Eℓ(f * , T ). In other words, we can assume that φ( T − f ) ≤ 3φ(R), because all the other functions in L(F ) satisfy a (1, 3K)-Bernstein condition. Note that this gives useful information if the function φ is not too flat. Indeed, a straightforward application of Lagrange's Theorem shows that if φ( T − f ) ≤ 3φ(R) then
and thus
For example, if φ(x) = x p for p > 1 then ψ(R) ≤ 2R/p and it is enough to consider {f : T − f ≤ 3R}.
We are now ready to formulate and prove our main result.
Theorem 4.2 Let X be a smooth, uniformly convex Banach space of functions on (Ω, µ) with δ X (ε) ≥ ηε p for some η > 0 and p ≥ 2. Let F ⊂ X be a compact set of functions bounded by 1, assume that T ∈ X\N (F ), that ℓ satisfies Assumption 2.1 and that for every
The most interesting examples in which the conditions of Theorem 4.2 hold are X = L r (µ) for 1 < r < ∞. Indeed, those spaces are smooth and uniformly convex, with δ Lr (ε) ≥ η r ε 2 for 1 < r ≤ 2, while for 2 < r < ∞, δ Lr (ε) ≥ η r ε r (see [14] or [5] 
Lr
for r ≥ 2 and since both f and f * are bounded by 1 then E|f − f * | 2 ≤ 2 2−r f − f * r Lr for 1 < r < 2. Thus, for L r , 1 < r < 2, the assumptions of Theorem 4.2 are verified for p = 2 and q = r, implying that the r-loss class is (r/2, B)-Bernstein, where B is a constant depending on the parameters of the problem. For r ≥ 2, one can take p = r and q = 2 and thus the r-loss class is (2/r, B)-Bernstein, which was the assertion of Theorem A. Proof of Theorem 4.2. To prove the result one has to bound EL 2 f from above and EL f from below. Also, it is enough to consider function in F with T − f ≤ R + ψ(R). Since φ is smooth and convex then by Corollary 3.7, for every 1 < λ < λ * (T ),
Definition 4.4 Given ε > 0, a set σ = {x 1 , ..., x n } ⊂ Ω is ε-shattered by F if there is some function s : σ → R, such that for every I ⊂ {1, ..., n} there is some f I ∈ F for which f I (x i ) ≥ s(x i ) + ε if i ∈ I, and
If F is a class of {0, 1}-valued functions then VC(F ) = VC(F, 1/2).
Let F ⊂ L 2 be a compact, nonconvex class of functions bounded by 1. Consider two cases. In the first one, F is a {0, 1}-valued class with a finite VC dimension and in the second, F is assumed to have a combinatorial dimension that satisfies VC(ε, F ) ≤ aε −s for some 0 < s < 2.
Let T ∈ L 2 (µ)\N (F ) be a function bounded by 1 and in both cases set L(F ) = {(T − f ) 2 − (T − P F T ) 2 : f ∈ F } to be the squared loss class.
Theorem 4.5 For every λ * > 1, 0 < s < 2 and 0 < δ < 1 there are constants c 1 = c 1 (λ * , δ) and c 2 = c 2 (s, λ * , δ, a) for which the following holds. Let F and T as above. If λ * (T ) > 1 then 1. If F is {0, 1}-valued and VC(F ) ≤ d then for every k and 0 < δ < 1,
2. If VC(F, ε) ≤ aε −s then for every k and 0 < δ < 1,
The first part of the proof of Theorem 4.5 is an error bound that was established in [4] . To formulate it, recall that a class G is called star-shaped if for every g ∈ G and 0 ≤ α ≤ 1, αg ∈ G. Although a typical loss class need not be star-shaped, one can consider the star-shaped hull of L(F ) with
Theorem 4.6 [4] There exist absolute constants c 1 and c 2 for which the following holds. Let G be a star-shaped class of functions bounded by b, which is a (β, B)-Bernstein class. For 0 < θ < 1 let
, and E sup
then with probability at least 1 − e −x , every g ∈ G satisfies
In particular, with probability at least 1 − exp(−x),
Using standard methods from empirical processes theory (consisting of symmetrization and an entropy integral argument) one can show that if F is {0, 1}-valued with VC(F ) ≤ d, L(F ) is the squared loss class that satisfies a (1, B)-Bernstein condition and G = star(L(F ), 0) then
provided that
Also, if VC(F, ε) ≤ aε −s for some 0 < s < 2 and F satisfies a (1, B)-Bernstein condition then Clearly, these error rates are far better than 1/ √ k -despite the fact that the class F is not convex. On the other hand, a computation shows that the constants c 1 and c 2 tend to infinity as λ * tends to 1. Hence, this example does not imply that one can get error rates that hold uniformly over all "legal" targets that are reasonably bounded in L ∞ that is better than 1/ √ k.
Concluding remarks
First, let us point out is that to prove a Bernstein condition in the agnostic case, where T is replaced by Y and µ by the joint probability measure ν endowed by Y and X, it is enough to consider the function learning case that we analyzed. Indeed, let 1 ≤ p < ∞ and set ℓ to be the p-loss function. Note that F ⊂ L p (µ) is isometrically embedded in L p (ν) by identifying every f ∈ F withf (x, y) = f (x). In a similar fashion, Y is represented by the function g(x, y) = y. Clearly, if f * ∈ F minimizes Eℓ(f (X), Y ) thenf * is the best approximation toḡ in L p (ν). Moreover, each L f is identified with
Thus, the question of whether L(F ) satisfies a Bernstein condition is equivalent to whetherL(F ) ⊂ L p (ν) satisfies one -and that is exactly the question we studied. Second, let us compare our results to the results from [18] . To translate the main result in [18] using our notation, it was claimed there that if F is a class of functions bounded by 1 and so is Y , then the squared loss class L(F ) satisfies a (1, B)-Bernstein condition for B = cλ * /(λ * − 1), where c is an absolute constant. Indeed, to see that this is the claim in [18] note that α in [18] equals our 1/λ * (up to the minor inaccuracy that N (F ) in [18] should be replaced with N (F )). Hence, for the case p = 2 the estimate coincides with our result.
Unfortunately the proof in [18] has a major gap and in order to overcome it one needs the full strength of Theorem C. What was actually proved in [18] is the following (formulated in the function learning case and using our notation). Claim. For every 1 ≤ λ ≤ λ * (T ) consider T λ = λT + (1 − λ)f * . If the closed ball centered at T λ that passes through f * intersects F only in f * (i.e., if f * is the unique best approximation of T λ in F ) then L(F ) is a (1, B)-Bernstein class with B = cλ/(1 − λ). In particular, if this property holds for every 1 ≤ λ ≤ λ * , then B = cλ * /(1 − λ * ).
The gap in proving a Bernstein condition is clear: the assumption made in the claim -that f * is the unique best approximation of T λ in F was not addressed at all in [18] . This is, in fact, the solar property established in Theorem C and the heart of the required argument.
Let us emphasize that this solar property is far from obvious. If one considers the dynamics of the map z → P F z on a ray − −−− → P F x, x, it seems conceivable that for points x(t) = tx+ (1− t)P F x with t > 1, the projections P F x(t) differ from P F x, but change smoothly with t in such a way that as t → 1, P F x(t) converges to P F x. The solar property that P F x(t) = P F x for 1 ≤ t < λ * (t) can not be understood from the study of any individual ray, as it is, in fact, a global, topological property of the nearest point map.
