Abstract. We prove an identity relating Mahler measures of a certain family of nontempered polynomials to those of tempered polynomials. Evaluations of Mahler measures of some polynomials in the first family are also given in terms of special values of L-functions and logarithms. Finally, we give a proof of Boyd's conjecture for a conductor 30 elliptic curve using our new identity and Brunault-Mellit-Zudilin's formula.
Introduction
The ( Before stating the problems to be investigated in this article, let us recall the definition of a tempered polynomial in two variables [22, Sect. III] .
Definition 1. Let P =
(m,n)∈Z 2 c (m,n) x m y n ∈ C[x ±1 , y ±1 ] and let ∆(P ) be the Newton polygon of P . For each side τ of ∆(P ), we denote the lattice points on τ (enumerated clockwise) by τ (k), k = 0, 1, 2, . . .. Then we associate to τ the univariate polynomial
(Note that this is a finite sum since only a finite number of c τ (k) are non-zero.) The polynomial P is said to be tempered if, for every side τ of ∆(P ), the zeroes of P τ (t) are roots of unity. Otherwise, P is non-tempered.
In this paper, we mainly study Mahler measures of the following 2-parametric family of Laurent polynomials:
(1.1) P a,c (x, y) = a x + 1 x + y + 1 y + c.
It is clear from Definition 1 that, for a = 0, P a,c (x, y) is tempered if and only if |a| = 1. In his seminal paper [3] , Boyd verified numerically that for many integral values of k
where c k ∈ Q × , E k is the elliptic curve corresponding to P 1,k = 0 and A and L ( E k , 0) can be computed rapidly with high precision using standard computer algebra systems such as Mathematica and Magma, yet the identity (1.2) is notoriously difficult to prove in general. In [14] , Lalín, Zudilin, and the second author establish an identity relating m(P 1,k ), for 0 < k < 4, to 'half-Mahler' measures of P a,c , where a and c are algebraic expressions of k and use it to prove Boyd's conjecture (1.3) m(P 1,3 ) = 2L ( E 3 , 0), where E 3 has conductor 21. The (conjectural) equation (1.2) is in fact an instance of a more general conjecture, namely the Bloch-Beilinson conjecture, which predicts a deep connection between regulators and L-functions associated to algebraic varieties. The link between this conjecture and Mahler measures was first observed by Deninger [8] and was examined extensively by Boyd and Rodriguez Villegas [3, 22] . Another example of tempered polynomials is the family
Boyd [3, Tab. 2] found that m(Q k ) appears to satisfy an identity analogous to (1.2) for many k ∈ Z. Again, due to the limitedness of the known techniques, only a handful of these identities have been proven rigorously, as shown in Table 1 .
Temperedness of a two-variable polynomial has certain K-theoretic interpretation which potentially leads to a conjecture like (1.2). In fact, if P ∈ Q[x, y] is a tempered polynomial defining an elliptic curve E, then m(P ) is expressible in terms of a regulator integral
where γ is a path on E. (For more details, the reader is referred to [8, 22] .) Non-tempered polynomials, on the other hand, are less well understood. Boyd's experiment showed that Mahler measures of some non-tempered polynomials in two variables are (conjecturally) Q-linear combinations of logarithms and L-values. For example, he found
for some k, b ∈ Z and hypothesized that the logarithmic term arises from the Mahler measure of P τ (t) = t − b, which corresponds to a side of the Newton polygon of y 2 + kxy − x 3 − bx. The first proven formula in this family (with k = 3 and b = 1) was given recently by Laln and Ramamonjisoa [15] . However, no proofs of non-tempered cases are known. Examples of proven Mahler measure formulas for non-tempered polynomials (in another family) involving logarithms and L-values are given in [13, Cor. 3] . Due to the sparsity of the known results, it is of great importance to gain further examples of non-tempered polynomials whose Mahler measures encode interesting arithmetic information like (1.4).
In the last section of [14] , the following identity is stated without proof: for every a ≥ 1 3 2 m(P a,a 2 −1 ) = m(Q a 2 −1 ) + log a.
The primary goal of this paper is to give a proof of an extended version of this statement.
Theorem 2. If a ∈ [1, ∞) ∪ { √ −r | r ∈ (0, ∞)}, then the following identity holds:
This result, which is proven in Section 2, gives a direct connection between Mahler measures of a non-tempered family and those of a tempered family. Note also that Q a 2 −1 = 0 and P a,a 2 −1 = 0 generically define the same elliptic curve (up to isomorphism), which can be written in a Weierstrass form as
Using Theorem 2 and the proven identities in Table 1 , we immediately obtain some new formulas for m(P a,c ) which are analogous to (1.4). 
Many recent results relating Mahler measures of two-variate polynomials to elliptic curve L-values are accomplished using elegant formulas of Brunault, Mellit and Zudilin [23, 5] . However, these formulas are applicable only for finitely many elliptic curves over Q, which admit a modular unit parametrization [4] . Indeed, the motivation for studying the family P a,c is the existence of modular units parametrizing P √ 7,3 = 0, which is equivalent to a classical result of Ramanujan. This eventually leads to a proof of (1.3). In Section 3, we use a similar approach to tackle one of Boyd's conjectures for m(Q k ). More precisely, we discover a modular unit parametrization for P 2,3 = 0 and use it to prove a new formula similar to those in Corollary 3.
Theorem 4. The following formula holds:
Using (1.5) and (1.7), we immediately obtain a proof of Boyd's conjecture for a conductor 30 elliptic curve.
Corollary 5. The following formula is true:
Proof of Theorem 2
We follow an approach of Bertin and Zudilin [2] in proving Theorem 2. The crucial idea is to compare the derivatives of m(P a,a 2 −1 ) and m(Q a 2 −1 ) with respect to the real parameter a (or r if a = √ −r). These quantities turn out to be expressible in terms of elliptic integrals, which can be manipulated quite easily by changing variables. We divide the proof into two parts, depending on whether a is real or purely imaginary.
For the sake of brevity, denote
We will also make use of the following standard notations for complete elliptic integrals:
2.1. The real cases.
and n = 4a (a−1)(a+3) . Proof. We denote
By the quadratic formula, we have
where
. If ∆(x) < 0, then y 1 (x) and y 2 (x) have modulus 1 and are complex conjugates of each other, since y 1 (x)y 2 (x) = 1. Otherwise, we let
By Jensen's formula and the fact that y 1 (x) = y 1 (x −1 ), we obtain
Note that B e
and Re(log z) = Re(logz), one sees that Re log
Simple calculations yield
Then we use the substitution t = cos θ to obtain
Note that the above integral converges for a ∈ (1, 3) ∪ (3, ∞). Using the change of variable
, one can check easily that
and n = 4a (a−1)(a+3)
. Substituting (2.2) and (2.3) into (2.1) proves the lemma.
Proof. It is proven in [2, Sect. 3] that the derivative of g(a) can be written in terms of a hypergeometric function. In particular, we have
for any a ∈ (1, 3) ∪ (3, ∞). Assume first that a > 3. Using the substitution a = (p + 2)/p, we have 0 < p < 1, so we can apply [1, p. 112, Thm. 5.6] to deduce
where the last equality follows from the standard hypergeometric representation of K(m).
The remaining cases can be verified in a similar manner using the substitution a = 2p + 1 and the identity [9, Eq. 19.7.3]
which is valid for u ∈ (0, ∞).
We shall compare the derivatives of g(a) and h(a) using the preceding lemmas.
Proof. By Lemma 6, Lemma 7, and some rearrangement, it suffices to prove that, for every a ∈ (1, 3) ∪ (3, ∞),
where m and n are as given in Lemma 6 . Surprisingly, this is equivalent to a known result due to Jia [12] , which arises from certain problems in particle physics. His proof is based on the observation that, after applying the change of variable a = 3x−1 x+1
, the function on the left-hand side of (2.5), which he called y(x), satisfies the first-order differential equation
This can be derived using the derivative formulas for K(z) and Π(n, z) (see [9, Chapter 19] or [14, p. 13] ) and the chain rule. The solution to the above ODE defined on (−∞, −1) ∪ (1, ∞) is
where C is a constant. Using some initial conditions, he found that C = − π 12
and the proof is completed.
Proof of Theorem 2 for the real cases. The case a = 1 is trivial since g(1) = h(1) = 0. Suppose a ∈ (1, 3) ∪ (3, ∞). Then we have from Lemma 8 that
Since g(a), h(a), and log a are continuous functions on (1, ∞), it follows that (1.5) is valid for all a ∈ [1, ∞).
Remark 9. The discontinuity at a = 3 in Lemma 8 is natural due to the fact that the curve 
2.2.
The complex cases. We first simplify the problem a bit to avoid working with complex variables. Let a = √ −r, where r ∈ (0, ∞). Then we have
Since m(P a,a 2 −1 ) = m(P −a,a 2 −1 ), it follows that 2m(P a,a 2 −1 ) = m(S r ) + log r, where S r := S r (x, y) = y 2 + for real r > 0. We will employ the techniques that we use in the real cases to verify (2.6).
. Then for p ∈ (0, 1), which is mapped bijectively to r ∈ (0, ∞),
where m =
and n = −p 2 /(1 + 2p).
Proof. Let
Since B(e iθ ) ≥ 2, we have ∆(e iθ ) ≥ 0. Hence, by the arguments used in the proof of Lemma 6,
Then we differentiate both sides with respect to r and do some calculations to obtain
. Note that the polynomial in the denominator has only two real roots, so the process of writing this integral in terms of elliptic integrals is more involved than that in the proof of Lemma 6. Let us first rewrite the two quadratic polynomials
. Then we have x = t−α t−β , whence
Applying partial fraction decomposition results in
.
Using the substitution u = x 2 , one sees that
On the other hand, by the substitution x → − −
Hence we have (2.7)
By the same transformation, one can easily deduce (2.8)
In the final step, we alter the arguments of the elliptic integrals in (2.7) and (2.8) using the following identities [9, Eq. 15.8.1, 16.16.8]:
which hold whenever | arg(1 − z)| < π and | arg(1 − n)| < π.
Lemma 11. Under the same assumption as those in Lemma 10, we have
Proof. This is again a consequence of [2, Eq. We can now give a comparison between the two derivatives in the previous two lemmas. Proof. By Lemma 10 and Lemma 11, proving (2.9) amounts to verifying that the following identity is true for 0 < p < 1:
and n = −p 2 /(1 + 2p). We shall imitate Jia's arguments, outlined in the proof of Lemma 8, to prove (2.10). Let us denote the function on the left-hand side of (2.10) by w(p). Computing the derivatives of the two elliptic integrals yields d dp
Hence it is easily seen that w(p) satisfies
This differential equation has a general solution on the interval (0, 1) of the form
where C is constant. Letting p → 0 + , one immediately sees
Proof of Theorem 2 for the complex cases. log r → 0 as r → ∞, which implies c = 0. This proves (2.6), so (1.5) is valid for all a ∈ { √ −r | r ∈ (0, ∞)}.
Boyd's conductor 30 conjectures
The aim of this section is to prove Theorem 4. Following the notation in [23] , for each a ∈ N, we define a level 30 modular unit g a (τ ) as
where B 2 (x) = x 2 − x + 1/6. Letx(τ ), x 0 (τ ), andỹ(τ ) be functions on the upper half-plane H = {z ∈ C | Im z > 0} defined bỹ
where η(τ ) is the Dedekind eta function. In the following theorem, we will show that the curve P 2,3 (x, y) = 0 can be parametrized byx(τ ) andỹ(τ ).
Theorem 13. The following identity holds: 
where M k (Γ 0 (N )) denotes the space of weight k modular forms for Γ 0 (N ). Hence we have we only need to show that the first twelve coefficients of F (τ ) are zero. These can be easily computed using a computer.
Remark 14. To the best of our knowledge, the modular equation (3.1) never appeared in the literature. We discovered it via a modular parametrization of the conductor 30 elliptic curve
and the transformations [14, Eq. (11)]
with the aid of CoCalc [11] and qseries package in Maple [10] .
Consider the following CM points
We shall denote by 
Then τ can be written in the form
. Hence it can be checked easily that
It follows that W 6 sends (x(τ ),ỹ(τ )) to their complex conjugates (x(τ ),ỹ(τ )). On the other hand, by [6, Cor. 2.2], we have that W 6 acts on the two modular functions as follows:
The remaining two cases can be done similarly using the involutions W 30 and W
−1
6 .
Lemma 16. The following evaluations are true:
Proof. Employing the action of W 10 , we havẽ
Henceỹ(τ 1 ) has modulus 1. It is clear from Lemma 15 and the definition ofỹ(τ ) that y(τ 1 ) = −1. Then we apply Theorem 13 to deduce thatx(τ 1 ) is a zero of the polynomial x 2 + x/2 + 1. It is therefore sufficient to consider the sign of Imx(τ 1 ) numerically in order to get a correct value ofx(τ 1 ). The values ofỹ(τ 4 ) andx(τ 4 ) can be obtained using the action of W −1 10 and the same arguments. For meromorphic functions f and g on a smooth curve C, we define the real differential form η(f, g) on C as η(f, g) = log |f |d arg(g) − log |g|d arg(f ), where d arg(F ) = Im(dF/F ). Hence η(f, g) = 0 if f and g are real. Moreover, it can be shown in a straightforward manner using the definition above that η(f, g) is bi-additive; i.e.,
Lemma 17. The following identity is true:
η(x 0 (τ ),ỹ(τ )).
Proof. By [14, Eq. (10) , (17)], we have
where y ± (x) = (−B(x) ± B(x) 2 − 4)/2, B(x) = 2(x + 1/x) + 3 and S ± are points on E 2 given by
Here we think of x and y + as rational functions of X and Y via the transformation (3.2) and integrate the differential form η(x, y + ) on the curve E 2 . The points S ± correspond to
, −1 on the curve P 2,3 (x, y) = 0. By Lemma 16, we have
One sees from Theorem 13 and symmetry that the function y + can possibly be corresponding to eitherỹ orỹ η(x(τ ),ỹ(τ )) = 1 2π
where the second equality is obtained by splitting the path [
and using (3.3) and the fact proven in Lemma 15 thatỹ(τ ) is real on these paths. It should be noted that we are able to decompose the integration path in H freely since the singularities ofx(τ ) andỹ(τ ) are confined to the cusps. The action of the involution W 10 results inx(τ ) → 1/x(τ ) andỹ(τ ) → 1/ỹ(τ ) [6, Cor. 2.2]. Thus W 10 sends x 0 (τ ) to 1/4x 0 (τ ). We also have that W 10 sends τ 1 to τ 4 and 0 to 3/10. Consequently, 
Plugging this back into the last expression above, we have
where the last equality follows from the fact that both x 0 (τ ) andỹ(τ ) are real on [0, i∞].
We are now in a good position to apply a formula of Brunault and Mellit, whose proof is worked out in detail by Zudilin [23] , in order to prove (1.7).
Proof of Theorem 4. Let f 30 (τ ) be the normalized newform corresponding to the elliptic curve E 2 via the modularity theorem and let E 2 (τ ) be the normalized weight 2 Eisenstein series; i.e.,
(The reader should be warned not to confuse E 2 (τ ) with the curve E 2 in the remaining part of this proof.) Using Lemma 17, Eq. (3.3), and [23, Theorem 1], we have
Hence L(f, 2) is a rational linear combination of an L-value of f 30 (τ ) and those of Eisenstein series. For s > 2, we have 
implying L(g, 2) = − 4 3 π 2 log 2. In summary, we have
Finally, we apply the standard functional equation for L(f 30 , s) to acquire the desired result.
In fact, there are two more conjectures for m(Q k ) in [3, Tab. 2] involving conductor 30 elliptic curves, namely The elliptic curves E √ 10 and E 5 are isomorphic to the curves 30a2 and 30a5, respectively, in Cremona's database [7] . None of them is known to be parametrizable by modular units [5, Tab. 1], so we are still unable to prove any of (3.4) and (3.5) using a similar approach. However, thanks to the functional equation in [19, Thm. 6] , we obtain a weaker result for Mahler measures in (3.4) . 
Concluding remarks
The 2-parametric family P a,c (x, y) apparently has some interesting arithmetic properties. If we choose c properly to be an algebraic expression of a, their Mahler measures (or halfMahler measures) turn out to be related to those of the one-parametric tempered families P 1,k (x, y) and Q k (x, y), as one can see from [14, Thm. 2] and Theorem 2 in this article. A key feature of these results is that they can be applied to obtain rigorous proofs for some conjectures of Boyd concerning m(P 1,k ) and m(Q k ). The proofs of the two theorems mentioned above rely on, after some manipulations, the existence of identities between the complete elliptic integrals of the first and the third kind. It might be possible to recover other functional identities for Mahler measures by tracking backwards from elliptic integral identities similar to (2.5) and (2.10). It would also be desirable to prove Boyd's other conjectures like (3.4) using modular equations in other levels.
