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RESTRICTING COHOMOLOGY CLASSES TO DISK AND
SEGMENT CONFIGURATION SPACES
HANNAH ALPERT
Abstract. The configuration space of n labeled disks of radius r inside the
unit disk is denoted Confn,r(D2). We study how the cohomology of this space
depends on r. In particular, given a cohomology class of Confn,0(D2), for
which r does its restriction to Confn,r(D2) vanish? A related question: given
the configuration space Seg
n,r
(D2) of n labeled, oriented segments of length
r, it has a map to (S1)n that records the direction of each segment. For which
r does this angle map have a continuous section? The paper consists of a
collection of partial results, and it contains many questions and conjectures.
1. Introduction
The purpose of this paper is to introduce a collection of new questions for further
research on the topic of configurations of disks or segments in the unit disk. The
paper includes many partial results and many questions and conjectures. In this
introduction section, we describe an elementary version of the main questions, to
give some of the flavor. The more technical setup for the rest of the paper appears
in Section 2.
The question about segments is, what is the maximum length r such that n seg-
ments of length r can spin independently in the unit disk? In order for this question
to make sense, we need a definition of spinning independently. Let Segn,r(D
2) de-
note the space of all ways to arrange n disjoint, labeled, oriented segments of length
r in the unit disk D2. For each configuration in Segn,r(D
2) we can extract the di-
rections of the segments and forget the translations; this defines the angle map
αn,r : Segn,r(D
2)→ (S1)n.
We say that n segments of length r can spin independently in the unit disk if
there is a continuous section of the angle map; that is, there is a continuous map
f : (S1)n → Segn,r(D2)
such that for all n–tuples of angles (θ1, . . . , θn) ∈ (S1)n, the angles in the corre-
sponding configuration f(θ1, . . . , θn) are the same n–tuple (θ1, . . . , θn).
An example is the case n = 2: what is the maximum length such that two seg-
ments can spin independently? The most straightforward way to spin two segments
independently is to draw two disjoint disks of radius 12 in the unit disk, and put one
segment of length 1 in each disk at the specified angle. But there is another map
in which the segments can be made longer, depicted in Figure 1. The maximum
length for which two segments can fit at right angles in the unit disk is 1.6. At this
length, we can specify f(θ1, θ2) by holding segment 2 against the boundary pointing
in the θ2 direction, and putting segment 1 pointing in the θ1 direction inside the
smaller disk tangent to both segment 2 and the original unit disk. So, using this
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Figure 1. We can spin independently two segments of length 1 by
choosing disjoint disks for them, shown left. To spin independently
two segments of length 1.6, shown right, we can keep the ends of
segment 2 on the boundary and spin segment 1 in the largest disk
remaining.
map it is possible for two segments of length 1.6 to spin independently, but not of
any larger length because it would be impossible to fit the segments at right angles.
It is unknown how this maximum r behaves as n gets large, or even whether it
approaches zero. That is, we would like to prove the following statement: there
does not exist r0 > 0 such that for all n, it is possible for n segments of length r0 to
spin independently in the unit disk. This question is explored in Theorem 12 and
in Question 7.
This question about segments arose as part of a larger project about config-
uration spaces of disks. Our study of disk configuration spaces is based on the
framework introduced by Baryshnikov, Bubenik, and Kahle in [2]. Let Confn,r(D
2)
denote the space of all ways to arrange n disjoint, labeled, open disks of radius r in
the unit diskD2. The overarching question is, how does the topology of Confn,r(D
2)
change as r varies and n remains fixed?
One way to detect topological information in Confn,r(D
2) is to keep track of the
directions of vectors between pairs of disks. For any directed graph G with vertex
set {1, 2, . . . , n} there is an angle map
αG,r : Confn,r(D
2)→ (S1)|E(G)|
that records, for each edge i → j in G, the direction from disk i toward disk j in
each configuration in Confn,r(D
2). As with segments, we say that a directed graph
G can spin independently with radius r if there is a continuous map
f : (S1)|E(G)| → Confn,r(D2)
such that αG,r ◦f is the identity on (S1)|E(G)|. Proposition 5 explains how spinning
independently is related to the cohomology of Confn,r(D
2).
The question about disks that corresponds to the question about segments is,
what is the maximum radius r at which a given directed graph G can spin indepen-
dently? Can we estimate r up to a constant factor in terms of the sizes of connected
components of G? This question is explored in Conjecture 2 and Conjecture 4.
In Section 2 we state precise definitions and set up the general framework used
in the rest of the paper. Section 3 describes the most ambitious conjectures about
disk configuration spaces. Section 4 gives the analogous conjectures about segment
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configuration spaces and proves a partial result; this section can be read indepen-
dent of Sections 2 and 3. Section 5 explores a specific map that spins n segments
independently. Sections 6 and 7 return to more results on disks: Section 6 computes
topological invariants for the configurations of four disks, and Section 7 gives some
strategies for extending this computation to the case where the number of disks is
much larger than the radius of each disk.
2. Background information about disks
We begin this section by reviewing the setup introduced by Baryshnikov, Bubenik,
and Kahle in [2]. Then we examine the least value of r at which the topology of
Confn,r(D
2) changes. In doing so we introduce the idea of considering cohomology
classes on configuration spaces of points and restricting these classes to the disk
configuration spaces, which is the main strategy used throughout the paper.
For any bounded region U ⊆ Rd we let Confn(U) denote the set of ordered n–
tuples of distinct points in U . For each such n–tuple ~x = (x1, . . . , xn), there is a
supremal radius r such that the balls of radius r centered at x1, . . . , xn are disjoint
and contained in U ; we denote this r by the function τ(~x), called the tautological
function. The space Confn,r(U) is defined to be τ
−1[r,∞), which is the subspace
of Confn(U) containing those configurations that can be the centers of disjoint balls
of radius r in U . The goal is to study how the topology of Confn,r(U) changes with
r.
The paper [2] shows that the tautological function τ is like a Morse function: be-
tween critical values (under some suitable definition), the topology of the superlevel
sets τ−1[r,∞) does not change. The critical values are defined according to the fol-
lowing description of the critical points. For ~x ∈ Confn,r(U), the stress graph has
the following vertex set: every center x1, . . . , xn, plus every point y of the bound-
ary ∂U at distance exactly r from one of the centers. The points x1, . . . , xn are
called internal points, and the vertices y are called boundary points. The edges
of the stress graph are some nonempty collection of the pairs {xi, xj} at distance
exactly 2r and the pairs {xi, y} at distance exactly r, drawn as segments in Rd.
Every edge is assigned a positive weight, and we interpret the weighted graph as
a system of mechanical stresses, in which the weight of an edge is the amount of
force pushing both endpoints outward. A stress graph is balanced if the weights
satisfy the following conditions:
• The mechanical stresses at each internal point sum to zero; and
• On each connected component, the mechanical stresses on the boundary
points sum to zero.
A balanced configuration is any configuration admitting a balanced stress graph.
Theorem 1 ([2]). Suppose that r1 < r2 are numbers such that if r ∈ [r1, r2]
then there are no balanced configurations in Confn,r(U). Then Confn,r2(U) is a
deformation retract of Confn,r1(U).
This theorem says that in order to study the topology of Confn,r(U), it suffices
to study what happens as r passes each radius with a balanced configuration. The
paper [2] identifies the smallest such radius when U is a rectangular box in Rd and
shows that the homotopy type of Confn,r(U) does indeed change as r crosses that
critical radius. In this paper we prove an analogous result for the case where U is
the unit ball Bd in Rd. Theorem 2 shows that the smallest critical radius is 1
n
, and
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Theorem 3 (which we prove for dimension 2) shows that some cohomology is lost
as r increases past 1
n
. The proof of Theorem 3 appears in this section in order to
introduce concepts that appear over and over in the rest of the paper.
Theorem 2. The least r for which Confn,r(B
d) has a balanced configuration is
r = 1
n
.
The proof of Theorem 2 appears in Section 7.
For the statement of Theorem 3, and for the rest of the paper, we focus on
dimension 2 and the unit disk D2. Theorem 3 is also true for the unit ball Bd
in arbitrary dimension d instead of the unit disk D2, with the same proof, but
for notational simplicity we discuss only D2 here. We abbreviate Confn,r(D
2) as
Confn,r, and abbreviate Confn(D
2) as Confn. The inclusion
in,r : Confn,r →֒ Confn
induces a map on cohomology
i∗n,r : H
∗(Confn)→ H∗(Confn,r).
Throughout the paper we examine how ker i∗n,r, a subspace of H
∗(Confn), grows
with r.
Theorem 3. For any r > 1
n
, the subspace ker i∗n,r ⊆ H∗(Confn) is nonzero, so the
inclusion
in,r : Confn,r →֒ Confn
is not a homotopy equivalence.
In order to prove Theorem 3 by exhibiting a nonzero element of ker i∗n,r, we use
the computation ofH∗(Confn), which is stated here as Theorem 4, with proof given
by Arnol’d in [1]. For each directed graph G on the vertex set {1, 2, . . . , n} there is
a corresponding angle map
αG : Confn → (S1)|E(G)|
that, for each ~x ∈ Confn and each edge i→ j of G, records the unit vector xj−xi|xj−xi|
in S1. Every angle map determines a cohomology class in H∗(Confn) obtained by
pulling back the fundamental class of (S1)|E(G)| by αG.
For notational purposes, in (S1)|E(G)| we regard each factor S1 as R/Z, with
coordinate θ and fundamental class dθ, so that the fundamental class of (S1)|E(G)|
is dθ1 ∧ · · · ∧ dθ|E(G)|. Note that because θ has period 1 rather than 2π, in our
notation the generator for integer cohomology is dθ rather than 12πdθ. We notate
the pullback class α∗G(dθ1 ∧ · · · ∧ dθ|E(G)|) ∈ H∗(Confn) by dθ∧G, for short.
It turns out that H∗(Confn) is generated by these pullback classes and is in
fact freely generated by a particular family of them. We say that G is an ordered
forest if every edge i→ j has i < j and every vertex has in-degree at most 1.
Theorem 4 ([1]). As G ranges over all ordered forests on n vertices, the classes
dθ∧G form a free basis for H∗(Confn).
We use the description of H ∗ (Confn) to find nonzero elements in ker i∗n,r.
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Proof of Theorem 3. Let G be any ordered forest on n vertices that is connected;
that is, it has n − 1 edges. Then dθ∧G is a nonzero element of Hn−1(Confn), by
Theorem 4. It remains to show that i∗n,rdθ
∧G = 0. Indeed, the composition
αG ◦ in,r : Confn,r → (S1)n−1
is not surjective for r > 1
n
because its image does not contain any point for which
all n − 1 components are equal in S1. The pullback of the fundamental class
dθ1 ∧ · · · ∧ dθn−1 along a non-surjective map αG ◦ in,r must be zero, and this
pullback is equal to i∗n,rα
∗
G(dθ1 ∧ · · · ∧ dθn−1) = i∗n,rdθ∧G. 
The notion of “spin independently” given in the introduction is closely related
to ker i∗n,r.
Proposition 5. If a directed graph G can spin independently with radius r, then
dθ∧G 6∈ ker i∗n,r.
Proof. Applying the definition of spin independently, we have a map
f : (S1)|E(G)| → Confn,r
such that its composition αG,r ◦ f with the angle map is the identity on (S1)|E(G)|.
Because αG,r is equal to αG ◦ in,r, we have
dθ1 ∧ · · · ∧ dθ|E(G)| = (αG,r ◦ f)∗(dθ1 ∧ · · · ∧ dθ|E(G)|) = f∗i∗n,rdθ∧G,
so i∗n,rdθ
∧G is nonzero.
Alternatively, we can think of pairing cohomology class i∗n,rdθ
∧G ∈ H∗(Confn,r)
with a homology class determined by f . Specifically, let [(S1)|E(G)|] denote the
fundamental homology class of (S1)|E(G)|. Then the pairing of i∗n,rdθ
∧G with the
homology class f∗[(S1)|E(G)|] ∈ H∗(Confn,r) is equal to the degree of the composi-
tion
αG ◦ in,r ◦ f : (S1)|E(G)| → (S1)|E(G)|.
In this case the degree is 1 because the composition is the identity. Then, because
i∗n,rdθ
∧G has a nonzero pairing with a homology class, we conclude that i∗n,rdθ
∧G
must be nonzero. 
3. Naive conjecture and revised conjecture about disks
Larry Guth suggested the following conjecture in analogy with Theorem 7.3 of
Gromov’s book [5]; that theorem is about homology of spaces of paths or loops
with a given maximum length. We consider the degree–j part of the cohomology
kernel ker i∗n,r for each j. We define rmin(n, j) to be the infimal r such that i
∗
n,r is
not injective on Hj(Confn), and define rmax(n, j) to be the supremal r such that
i∗n,r is not zero on H
j(Confn). That is, the interval from rmin(n, j) to rmax(n, j) is
where ker i∗n,r is changing in degree j.
Conjecture 1 (Naive conjecture). There exists a constant C > 1 such that for all
n and j, we have the bound
rmax(n, j)
rmin(n, j)
≤ C.
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Figure 2. A nonzero homology class of degree j (here, 4) is pro-
duced by independently turning j pairs of disks inside disjoint
medium-sized disks.
In this section, we show in Lemmas 6 and 7 that this naive conjecture is false and
replace it by a modified conjecture. Then we make some first observations about
what would be needed to address the modified conjecture. In what follows, we use
the notation f . g to mean that f is at most a constant times g, or f = O(g).
Likewise, f & g means that f is at least a positive constant times g, or f = Ω(g),
and f ∼ g means that the ratio between f and g is bounded between two positive
constants, or f = Θ(g).
Lemma 6. We have
rmax(2j, j) &
1√
j
.
Proof. For jr2 ∼ 1, we can fit j disjoint medium-sized disks of radius 2r inside the
unit diskD2. Then we can spin two small disks of radius r inside each medium-sized
disk, as depicted in Figure 2. That is, we define a map
f : (S1)j → Conf2j,r
such that if ~x = f(θ1, . . . , θj), then for each i = 1, 2, . . . , j the points x2i−1 and x2i
are the centers of two tangent disks of radius r inside the ith medium-sized disk,
and the angle x2i−x2i−1|x2i−x2i−1| is equal to θi.
Let G be the ordered forest on 2j vertices with edges (2i − 1) → 2i—in other
words, a matching. Then the pairing of i∗2j,r(dθ
∧G) with the homology class corre-
sponding to f has value 1, so i∗2j,r(dθ
∧G) 6= 0 and rmax(2j, j) ≥ r. 
Lemma 7. We have
rmin(j + 1, j) =
1
j + 1
.
Proof. This is the content of Theorems 2 and 3 in the case of dimension 2. 
Because the ratio between 1
j+1 and
1√
j
is unbounded as j → ∞, this pair of
lemmas implies that Conjecture 1 is false. We can express this argument infor-
mally by saying that the cohomology class corresponding to a matching requires
much less empty space than the cohomology class corresponding to a path with
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the same number of edges. The reason they require different amounts of space is
that the matching has many small connected components, and the path has one
large connected component. We modify the conjecture so that it only compares
cohomology classes corresponding to ordered forests that all have the same list of
sizes of connected components, as follows.
For each ordered forest G, we can list the number of vertices in each connected
component of G, omitting the isolated vertices. The result is a multiset m =
{m1, . . . ,mk} of integers all at least 2. The number of edges in G, which we denote
by j(m), is given by the formula
j(m) =
k∑
i=1
(mi − 1).
We define Hm(Confn) to be the subspace of H
j(m)(Confn) spanned by the ordered
forests for which the list of sizes of connected components is m—that is, the ordered
forests shaped roughly like G. We define rmin(n,m) to be the infimal r such that
i∗n,r is not injective on H
m(Confn), and define rmax(n,m) to be the supremal r
such that i∗n,r is not zero on H
m(Confn).
Conjecture 2 (Modified conjecture). There exists a constant C > 1 such that for
all n and all finite multisets m of integers greater than 2, we have
rmax(n,m)
rmin(n,m)
≤ C.
In the remainder of this section, we make some observations about this modified
conjecture. As a first step, we observe that it suffices to check only those cases in
which there are no isolated vertices.
Theorem 8. For any m, we let m =
∑
imi. If we have
rmax(m,m)
rmin(m,m)
≤ C,
then for all n ≥ m we have
rmax(n,m)
rmin(n,m)
≤ 2C.
Proof. Roughly, the idea is this: if r is such that r < 12rmin(m,m) and r <
1
2 (maximum radius so n−m disks fit in unit disk), then if we divide the unit disk
in half, in one half we have enough room to move around m disks however we like—
enough to get all cohomology classes from Hm(Confm)—and in the other half we
have enough room to keep the remaining n−m disks fixed and out of the way.
Let r < 12C · rmax(n,m). We want to show r < rmin(n,m)—that is, that i∗n,r is
injective on Hm(Confn). Because n ≥ m, we know rmax(n,m) ≤ rmax(m,m), and
so i∗m,2r is injective on H
m(Confm). We construct injections
fS,r : Confm,2r →֒ Confn,r,
one for each subset S ⊂ {1, . . . , n} of size m, as in Figure 3. Specifically, we first
fix an element ~y ∈ Confn−m,2r; such an element exists because 2r < rmax(n,m)
and so in particular n disks of radius 2r must fit into the unit disk. Then for
every ~x ∈ Confm,2r, the configuration fS,r(~x) ∈ Confn,r is obtained by drawing
two disjoint medium-sized disks of radius 12 and putting a half-scaled copy of ~x into
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fS,r
S = {2, 3, 4, 5, 8}
Figure 3. We can include Confm,2r into Confn,r by putting a
half-scaled version in one medium-sized disk and putting the other
n−m disks in fixed locations in another medium-sized disk.
one and a half-scaled copy of ~y into the other. In the half-scaled copy of ~x, the
labels of the disks are the elements of S in order instead of 1, . . . ,m, and in the
half-scaled copy of ~y, the labels are the n−m numbers not in S.
We can extend each fS,r to a map
fS : Confm →֒ Confn
by the same construction, using the same fixed ~y. The induced map on cohomology
f∗S : H
∗(Confn)→ H∗(Confm)
is the projection to the span of the ordered forests for which all non-isolated vertices
are in S. Therefore we have an isomorphism⊕
S
f∗S : H
m(Confn)→
⊕
S
Hm(Confm),
where the direct sum in the target consists of
(
n
m
)
copies of the same space, one for
each S.
In order to show that i∗n,r is injective on H
m(Confn), we compare the two equal
compositions(⊕
S
f∗S,r
)
◦ i∗n,r : Hm(Confn)→ H∗(Confn,r)→
⊕
S
H∗(Confm,2r)
and
i∗m,2r ◦
(⊕
S
f∗S
)
: Hm(Confn)→
⊕
S
Hm(Confm)→
⊕
S
H∗(Confm,2r).
Both maps of the second composition are injections, so both maps of the first
composition must be injections. 
This theorem implies that it suffices to study rmin(m,m) and rmax(m,m). Thus
we denote rmin(m,m) and rmax(m,m) by rmin(m) and rmax(m). The next theorem
is a lower bound on rmin(m) which we prove using a similar argument of scaling
configurations to fit into medium-sized disks.
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Theorem 9. For any m we have
rmin(m) &
1√∑
im
2
i
.
That is, for
∑
i(rmi)
2 ∼ 1, the map i∗m,r is injective on Hm(Confm), where m =∑
imi as before. The condition
∑
i(rmi)
2 ∼ 1 corresponds to the condition that
we can fit medium-sized disks of radii rmi inside the unit disk. For completeness
we prove this fact in the following lemma.
Lemma 10. Given k disks of radii r1 ≥ · · · ≥ rk, they can be translated to fit
inside a disk of radius R with
R2 ≤ 36
k∑
i=1
r2i .
Proof. We use induction on k. For k = 1 we can take R = r1. For k > 1, we start
with a configuration of the first k− 1 disks inside a disk of smallest possible radius
Rk−1. If there is an empty space big enough to fit the kth disk, then we are done
because, by the inductive hypothesis, we have
(Rk−1)2 ≤ 36
k−1∑
i=1
r2i < 36
k∑
i=1
r2i .
Otherwise, as in the Vitali covering lemma, if we scale the first k − 1 disks by a
factor of 3, then they cover the disk of radius Rk−1, so in fact we have
(Rk−1)2 ≤ 9
k−1∑
i=1
r2i .
Then because rk ≤ r1 ≤ Rk−1, the disk of radius 2Rk−1 is big enough to fit both
the disk of radius Rk−1 and the disk of radius rk inside it, so we take R = 2Rk−1
and we have
R2 = (2Rk−1)2 ≤ 36
k−1∑
i=1
r2i < 36
k∑
i=1
r2i .

Proof of Theorem 9. Let r be such that we can fit disjoint medium-sized disks of
radii rm1, . . . , rmk inside the unit disk; we fix such a configuration of medium-sized
disks. We want to show that i∗m,r is injective on H
m(Confm).
Let S = {S1, . . . , Sk} be a partition of {1, . . . ,m}, such that each subset Si has
size mi. For each such S, we construct an injection
fS,r :
∏
i
Confmi, 1mi
→֒ Confm,r,
as follows. Let (~x1, . . . , ~xk) be an arbitrary element of
∏
iConfmi, 1mi
. We con-
struct fS,r(~x1, . . . , ~xk) to be the configuration in Confm,r such that for each ith
medium-sized disk, the configuration inside that medium-sized disk is a scaled copy
of ~xi, with disks relabeled to have the values in Si. The scale factor on the ith
configuration ~xi is rmi, so that the resulting disks all have radius r.
10 HANNAH ALPERT
The remainder of the proof is just like the proof of Theorem 8. The map fS,r
may be extended to a map
fS :
∏
i
Confmi →֒ Confm,
by the same formula. The induced cohomology map
f∗S : H
∗(Confm)→ H∗
(∏
i
Confmi
)
corresponds to the projection of H∗(Confm) onto its subspace generated by the
ordered forests in which the connected components are contained in the sets Si.
Thus, there is an isomorphism⊕
S
f∗S : H
m(Confm)→
⊕
S
Hj(m)
(∏
i
Confmi
)
,
where the direct sum is taken over all partitions S = {S1, . . . , Sk} such that |Si| =
mi for all i, and j(m) denotes the number of edges,
∑
i(mi − 1).
In order to show that i∗m,r is injective on H
m(Confm), we compare the two equal
compositions⊕
S
f∗S,r
 ◦ i∗m,r : Hm(Confm)→ H∗(Confm,r)→⊕
S
H∗
(∏
i
Confmi, 1mi
)
and (∏
i
imi, 1mi
)∗
◦
⊕
S
f∗S
 : Hm(Confm)→⊕
S
Hj(m)
(∏
i
Confmi
)
→
→
⊕
S
H∗
(∏
i
Confmi, 1mi
)
.
Both maps of the second composition are injections; for the second map, the re-
striction maps i∗
mi,
1
mi
: H∗(Confmi) → H∗(Confmi, 1mi ) are isomorphisms by The-
orem 2, so the sums of these maps are also injections. Thus, both maps of the first
composition must also be injections. 
Question 3. Theorem 9 says that
rmin(m) &
1√∑
im
2
i
.
Is the reverse inequality also true?
We might even hope to prove the following conjecture, which would answer both
this question and Conjecture 2.
Conjecture 4 (Strong conjecture). For any m we have
rmax(m) .
1√∑
im
2
i
,
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which implies
rmin(m) ∼ rmax(m) ∼ 1√∑
im
2
i
.
So far, we have only two upper bounds on rmax(m). One bound is
rmax(m) ≤ 1
maximi
,
because if for some mi it is impossible to have mi collinear disks, then the cohomol-
ogy class of every ordered forest with a connected component of size mi becomes
zero. The other bound is
(rmax(m))
2 ≤ 1∑
imi
,
because if r2 ·∑imi is greater than 1 then the m disks cannot fit into the unit disk
at all.
Question 5. Can we prove any upper bound for rmax(m) stronger than the bound
rmax(m) . min
(
1
maximi
,
1√∑
imi
)
?
4. Question about segments
In this section we state a similar question that ought to be easier than determin-
ing the asymptotic behavior of rmin(m) and rmax(m), and give a partial answer in
Theorem 12. Let Segn,r denote the space of configurations of n disjoint labeled ori-
ented line segments of length r in the unit disk. Each configuration can be specified
by the center of each segment, along with a unit vector indicating the direction of
that segment. In this way every space Segn,r includes into the space Confn×(S1)n,
which we denote by Segn. Just like on Confn, there is a tautological function on
Segn that indicates, for each configuration in Segn, the supremal length r such that
the configuration is in Segn,r.
There is an angle map
αn : Segn → (S1)n
given by projection to the second factor. We denote the inclusion of Segn,r into
Segn by
in,r : Segn,r →֒ Segn .
Then we can examine the induced map on cohomology
i∗n,r ◦ α∗n : H∗((S1)n)→ H∗(Segn,r),
and in particular we can ask whether the fundamental cohomology class of (S1)n
pulls back to a nonzero class in H∗(Segn,r). Abusing notation, for i = 1, . . . , n
we let dθi denote the cohomology class in H
1(Segn) corresponding to the angle of
the ith segment, so that dθ1 ∧ · · · ∧ dθn ∈ Hn(Segn) is the pullback by the angle
map αn of the fundamental cohomology class of (S
1)n. Then we can denote the
corresponding class in Hn(Segn,r) by the pullback i
∗
n,r(dθ1 ∧ · · · ∧ dθn) or by the
restriction (dθ1∧· · ·∧dθn)|Segn,r . Let rcrit(n) denote the threshold value of r, below
which the class (dθ1 ∧ · · · ∧ dθn)|Segn,r is nonzero and above which it is zero. As
with the disks, if n segments of length r can spin independently in the sense given
in the introduction, then i∗n,r(dθ1 ∧ · · · ∧ dθn) 6= 0 and so r ≤ rcrit(n). The main
question is to determine the asymptotic behavior of rcrit(n).
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Proposition 11. For all n we have
rcrit(n) &
1√
n
.
Proof. For r2n ∼ 1 it is possible to fit n medium-sized disks of diameter r into the
unit disk. For such r there is a map
f : (S1)n → Segn,r
that spins each segment in its own medium-sized disk, such that the composition
αn ◦ in,r ◦ f is the identity map on (S1)n. Then the homology class corresponding
to f has a nonzero pairing with the cohomology class i∗n,r(dθ1 ∧ · · · ∧ dθn), so this
cohomology class must be nonzero. Thus r ≤ rcrit(n). 
The following conjecture corresponds to the strong conjecture about disks, Con-
jecture 4.
Conjecture 6. For all n we have
rcrit(n) .
1√
n
,
which implies
rcrit(n) ∼ 1√
n
.
The next theorem shows that rcrit(n) decreases below 1; its proof strategy may
be useful for proving stronger upper bounds on rcrit(n). The rest of this section
contains the proof of the theorem.
Theorem 12. We have
lim
n→∞
rcrit(n) < 1.
Although Theorem 12 sounds like it should be trivial, the most naive proof
approach does not work. The map
αn ◦ in,r : Segn,r → (S1)n
is surjective for all r < 1 and all n, because for any n–tuple of distinct angles we can
arrange the segments pointing radially in those directions, and for duplicate angles
we can arrange the corresponding segments arbitrarily close together. Thus, some
approach other than surjectivity is needed. We use the Lusternik-Schnirelmann
theorem, which is stated as follows. A proof can be found on pages 2 and 3 of the
book [4].
Theorem 13 (Lusternik-Schnirelmann theorem). Let X be a topological space.
Suppose that ω1 and ω2 are cohomology classes in H
∗(X), and suppose that K1 and
K2 are closed subsets of X. If the restrictions ω1|KC
1
and ω2|KC
2
to the complements
of K1 and K2 are zero, then the restriction (ω1 ⌣ ω2)|(K1∩K2)C of the cup product
to the complement of the intersection K1 ∩K2 is also zero.
The Lusternik-Schnirelmann theorem allows us to prove the following curious
lemma, which implies that we can remove an arbitrarily large finite set of points
from the unit disk D2 without changing the limit of rcrit(n). If U is an open subset
of R2, then let Segn,r(U) denote the space of configurations of n disjoint, labeled,
oriented segments in U .
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(a, b)
(−a,−b)
y = 1
Figure 4. When the four points (±a,±b) are removed from the
strip {|y| < 1}, any sufficiently long vertical segment gets trapped
in an hourglass (shaded).
Lemma 14. Suppose we have r > 0 and U ⊆ R2 such that for all n, we have
(dθ1 ∧ · · · ∧ dθn)|Segn,r(U) 6= 0.
Then for any finite set of points S ⊆ U , we also have
(dθ1 ∧ · · · ∧ dθn)|Segn,r(U\S) 6= 0.
Proof. It suffices to prove the statement where S is a single point p ∈ U . Suppose
for contradiction that there is some large n such that
(dθ1 ∧ · · · ∧ dθn)|Segn,r(U\{p}) = 0.
We apply the Lusternik-Schnirelmann theorem (Theorem 13), taking X to be
Seg2n,r(U), taking ω1 to be dθ1 ∧ · · · ∧ dθn, taking ω2 to be dθn+1 ∧ · · · ∧ dθ2n,
taking K1 to be the subset of Seg2n,r(U) where one of the segments 1, . . . , n passes
through p, and taking K2 to be the subset where one of the segments n+1, . . . , 2n
passes through p. By the contradiction hypothesis we have
ω1|KC
1
= 0, ω2|KC
2
= 0,
and because K1 and K2 do not intersect, this implies
(dθ1 ∧ · · · ∧ dθ2n)|Seg2n,r(U) = 0,
which is a contradiction. 
The next lemma shows that removing points as in the previous lemma can restrict
the movement of long segments.
Lemma 15. Let U be an infinite horizontal strip, and suppose that r > 0 is greater
than half the height of the strip. Then for any δ > 0, there is a discrete set of points
S ⊆ U such that any vertical segment of length r confined to U \S must stay in the
vertical strip of width δ centered on the segment.
Proof. Let U be the strip defined in coordinates by
U = {(x, y) ∈ R2 : |y| < 1}.
First suppose that we start with a vertical segment along the y–axis, and remove
from U the four points with coordinates (±a,±b). Then as long as the segment
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is more than a certain length—namely
√(
a+ a
b
)2
+ (b + 1)2—it is trapped in an
hourglass-shaped region, shown in Figure 4.
Given r > 1 and δ > 0, we choose S in the following way. First we choose the
ratio a
b
small enough that the width 2a
b
of the corresponding hourglass is less than
δ
2 and its diagonal 2
√(
a
b
)2
+ 1 is less than 2r. Then we choose a and b in that
ratio, small enough that the length
√(
a+ a
b
)2
+ (b + 1)2 is less than r. We take
S to be the set of points {((2k + 1)a, ±b)}k∈Z, so that no matter where we place
a vertical segment of length r, it is trapped by the two points of S immediately to
its left and the two points of S immediately to its right. 
The next lemma completes the construction needed for the proof of Theorem 12.
Lemma 16. For all ε > 0, there exist r < 1 and a finite set S of points in the
unit disk D2 such that the following is true. Let K be the set of configurations in
Seg1,r(D
2) for which the segment is in the vertical strip [−ε, ε]×R and the midpoint
of the segment is in the box [−ε, ε]× [−ε, ε]. Then we have
dθ1|Seg1,r(D2\S)\K = 0.
Proof. To show that the restriction dθ1|Seg1,r(D2\S)\K is zero, it suffices to show
α∗π1(Seg1,r(D
2 \ S) \K) = 0,
where
α : Seg1,r(D
2 \ S) \K → S1
denotes the map that records the angle of the segment. If this criterion on funda-
mental group is satisfied, then the map α lifts to the universal cover R of S1, and
so α is null-homotopic.
Let us say for a given configuration in Seg1,r(D
2 \ S) \ K that a segment is
“trapped” if every loop in Seg1,r(D
2 \ S) \K containing that configuration maps
to a loop in S1 that is null-homotopic. Our goal is to construct S so that every
vertical segment is trapped; this then implies that every segment is trapped.
We apply Lemma 15 three times. First we define a middle strip and remove
points from it so that the vertical segments on either side of [−ε, ε]×R are trapped.
Then we define upper and lower strips and remove points so that the vertical
segments in the upper and lower parts of [−ε, ε]× R are trapped.
Specifically, we choose ε1 and ε2 with 0 < ε1 < ε2 < ε. We define the middle
strip Umiddle to be the smallest horizontal strip containing D
2 \ ([−ε1, ε1] × R),
which has height very slightly less than 2. Then, applying Lemma 15 we find a
length rmiddle < 1 and a set of points Smiddle ⊆ D2 such that if a vertical segment
of length rmiddle starts in D
2 \ ([−ε2, ε2]× R) and moves in Umiddle \ Smiddle, then
it is trapped and stays in Umiddle \ ([−ε1, ε1]× R).
We define the upper strip Uupper to be the horizontal strip with boundaries
y = − 12 + ε and y = 1, and define the lower strip Ulower to have boundaries y = −1
and y = 12−ε, so that if a segment of length less than 1 has midpoint above y = ε it
is contained in the upper strip, and if its midpoint is below y = −ε it is in the lower
strip. We find a length rupper < 1 and a set of points Supper ⊆ D2, such that if a
vertical segment of length rupper starts in the part of the upper strip in [−ε2, ε2]×R
and moves in Uupper \ Supper, then it is trapped and stays in [−ε, ε]× R. Similarly
we find rlower and Slower.
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We set r = max(rmiddle, rupper, rlower) and S = Smiddle ∪ Supper ∪ Slower. Then
every vertical segment is trapped: if it is outside [−ε2, ε2]×R then it is trapped by
the middle strip, if it is in [−ε2, ε2] × R with midpoint above ε then it is trapped
by the upper strip, and if it is in [−ε2, ε2] × R with midpoint below −ε then it is
trapped by the lower strip. 
Proof of Theorem 12. By Lemma 14 it suffices to find r < 1 and a finite set of
points S ⊆ D2 such that we have
(dθ1 ∧ dθ2)|Seg2,r(D2\S) = 0.
We apply Lemma 16 once to the first segment, and then again to the second segment
with a right-angle rotation. That is, for small ε > 0 we let K1 be the set of
configurations in Seg2,r for which segment 1 is in the vertical strip [−ε, ε]× R and
its midpoint is in the box [−ε, ε]×[−ε, ε], and let K2 be the configurations for which
segment 2 is in the horizontal strip R× [−ε, ε] and its midpoint is in [−ε, ε]× [−ε, ε].
If ε is small and r is not too small, then K1 and K2 are disjoint because on their
intersection the two segments would have to cross.
Lemma 16 gives r < 1 and two finite sets of points S1, S2 ⊆ D2 such that
dθ1|Seg2,r(D2\S1)\K1 = 0, dθ2|Seg2,r(D2\S2)\K2 = 0.
Taking S = S1 ∪ S2, we apply the Lusternik-Schnirelmann theorem (Theorem 13)
to obtain
(dθ1 ∧ dθ2)|Seg2,r(D2\S) = 0.

Question 7. Can we adapt the proof of Theorem 12 to show that
lim
n→∞
rcrit(n) = 0?
5. Spinning segments independently
In this section we construct a sequence of maps kn that spin n segments inde-
pendently. Proposition 18 shows that the segments are not as long as they could
be, but I do not know of a method for constructing better maps that is still nice
to describe. The segment lengths in kn are quite long, but their lengths are still
proportional to 1√
n
, giving some evidence for Conjecture 6 above.
Figure 5 depicts the construction of the maps kn. The lengths of the segments
appearing in the various kn form a sequence ℓn that we compute later. We construct
the map
kn : (S
1)n → Segn,ℓn
recursively in n, as follows. The goal is for the composition αn ◦ in,ℓn ◦ kn to be the
identity map on (S1)n.
For n = 1 we put ℓn = 2 so that k1(θ1) is the configuration with one segment
equal to a diameter at angle θ1. For n > 1, we would like to construct the configu-
ration kn(θ1, . . . , θn). Inside the unit disk, we draw a medium-sized disk of radius
ℓn
ℓn−1
and draw the nth segment of length ℓn tangent to the medium-sized disk and
with endpoints on the boundary of the unit disk; this geometric relationship deter-
mines ℓn in terms of ℓn−1. We also require that the vector along the nth segment
should point counterclockwise along the boundary of the medium-sized disk and
have angle θn. Then inside the medium-sized disk we draw an
ℓn
ℓn−1
–scaled copy of
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kn−1(θ1, . . . , θn−1)
× ℓn
ℓn−1
θn
Figure 5. The n–segment configuration kn(θ1, . . . , θn) is con-
structed by placing the nth segment tangent to a scaled copy of the
(n − 1)–segment configuration kn−1(θ1, . . . , θn−1). Each segment
has length ℓn.
kn−1(θ1, . . . , θn−1), which has n− 1 segments of length ℓn−1. The resulting picture
is kn(θ1, . . . , θn).
This procedure recursively determines the sequence ℓn of the lengths of the
segments in kn. The construction implies a bound on rcrit(n): the composition
αn ◦ in,ℓn ◦ kn is the identity map on (S1)n, so the pullback class (dθ1 ∧ · · · ∧
dθn)|Segn,ℓn must be nonzero and we have the inequality
ℓn ≤ rcrit(n).
However, the next proposition shows that ℓn is asymptotically no larger than the
bound already proven in Proposition 11.
Proposition 17. The sequence ℓn of lengths appearing in the map kn satisfies
ℓn ∼ 1√
n
.
Proof. The computation is a little easier if we rescale by a factor 2
ℓn
. Instead of
spinning segments of length ℓn in a disk of radius 1, we imagine spinning segments
of length 2 in a disk of radius 2
ℓn
, or of diameter 4
ℓn
, which we denote as dn. We
compute ℓn by computing dn.
Figure 6 shows how a computation with similar triangles implies the recursion
dn = dn−1 +
1
dn−1
.
To determine the asymptotic behavior, we prove the following claim: for all n, we
have
2(n+ 1) ≤ (dn)2 ≤ 3(n+ 1).
The base case n = 1 has d1 = 2. Then d
2
1 is equal to 4, which is indeed between
2(n+1) = 4 and 3(n+1) = 6. Suppose n > 1. Squaring both sides of the recursion
we obtain
d2n = d
2
n−1 + 2 +
1
d2n−1
.
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1
dn−1
1
dn−1
Figure 6. The sequence of diameters dn satisfies the recursion
dn = dn−1 + 1dn−1 . This picture is a rescaled version of the con-
struction of kn; the radius 1 and the segment length ℓn are replaced
by the radius 12dn and the segment length 2.
Because d2n−1 > 1 for all n, the quantity 2 +
1
d2
n−1
is strictly between 2 and 3, and
so
d2n−1 + 2 < d
2
n < d
2
n−1 + 3,
and we obtain the desired inequality by plugging in the inductive hypothesis.
Thus dn ∼
√
n and ℓn ∼ 1√n . 
It is reasonable to hope that the lengths ℓn are close to the true values of rcrit(n).
In the case n = 2 we do have ℓ2 = rcrit(2), because if two segments are longer than
ℓ2 = 1.6 it is impossible to arrange them at right angles. But for all n > 2 it is
possible to deform the map kn slightly to make the segments longer.
Proposition 18. For every n > 2, there is a map k′n homotopic to kn, in which
the segments are translated but not rotated from their positions under kn, such that
the image of k′n lies in Segn,r for some r > ℓn.
Proof. Because the lengths ℓn are constructed recursively, it suffices to prove the
proposition for n = 3 only. In every configuration in the image of k3, we can check
that either segments 1 and 2 do not touch segment 3, or they do not touch the
boundary of the unit disk. Thus, we may modify k3 by a translation of segments
1 and 2 together so that in every configuration they touch neither segment 3 nor
the boundary of the unit disk. Then we can enlarge segment 3 slightly, keeping its
endpoints on the boundary, and enlarge segments 1 and 2 by scaling their medium-
sized disk slightly, to obtain k′3. 
Question 8. Among maps k′n as in Proposition 18, what is the maximum possible
length of the segments? Is it still asymptotically proportional to 1√
n
?
Question 9. How can the idea of balanced configurations be adapted to find the
values of r for which Segn,r changes homotopy type?
Question 10. How can we compute (perhaps numerically) rcrit(n) for small values
of n? For instance, what is rcrit(3)?
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Question 11. In the d–dimensional ball Bd, we can consider the configuration
space of n oriented balls with dimension d − 1 and radius r. Instead of having an
angle map, this space has a map to (S1)n recording the unit normal vector to each
of the codimension–1 balls. What is the maximum radius r such that this normal
map has a continuous section? How does the asymptotic behavior compare to the
case of dimension 2? This question was suggested by Larry Guth.
Question 12. We can also consider segments in Bd, which have an angle map from
Segn,r(B
d) to (Sd−1)n. What is the maximum radius r such that this angle map
has a continuous section? If we fix n and increase d, does r increase or decrease?
This question was suggested by Jean-Franc¸ois Lafont.
Question 13. We can consider the configuration space of countably many segments
of length r in D2, with an angle map to the product of countably many copies of S1.
Can we show that there does not exist r for which this angle map has a continuous
section? (This statement would be implied by an affirmative answer to Question 7.)
This question was suggested by Clara Lo¨h.
6. Small numbers of disks
We turn back to the questions about disk configuration spaces. In order to
build intuition about how ker i∗n,r ⊆ H∗(Confn) grows with r, it makes sense to
try computing this space for small values of n. In this section we consider the
case n = 4 and compute ker i∗4,r for all r. (The simpler cases of n = 2 and n = 3
are easily computed by the same methods.) The results of the computation are
presented as a series of lemmas.
Lemma 19. For all r ≤ 14 , we have ker i∗4,r = 0.
Proof. This is an immediate consequence of Theorem 2. 
For r > 14 , we use the following sublemma to show that ker i
∗
4,r contains all of
H3(Confn) and some of H
2(Confn).
Sublemma 20. Let (S1)3) \ {θ1 = θ2 = θ3} denote the subspace of (S1)3 where
the three coordinates θ1, θ2, θ3 are not equal, and let i denote the inclusion of this
subspace into (S1)3. Then ker i∗ ⊂ H∗((S1)3) is generated by dθ1 ∧ dθ2 ∧ dθ3 (in
degree 3) and dθ2 ∧ dθ3 − dθ1 ∧ dθ3 + dθ1 ∧ dθ2 (in degree 2).
Proof. Thinking of S1 as R/Z, we make the following change of coordinates:
ϕ1 = θ1,
ϕ2 = θ2 − θ1 + 1
2
,
ϕ3 = θ3 − θ2 + 1
2
.
We use the cell decomposition of (S1)3 into eight cells, each obtained by setting
some subset of ϕ1, ϕ2, and ϕ3 to zero. The set {θ1 = θ2 = θ3} is the same as the set
{ϕ2 = ϕ3 = 12}, and the subspace (S1)3 \ {ϕ2 = ϕ3 = 12} deformation retracts onto
the space {ϕ2 = 0}∪{ϕ3 = 0}; this space is obtained by deleting the 3–dimensional
cell spanned by ϕ1, ϕ2, and ϕ3 and the 2–dimensional cell spanned by ϕ2 and ϕ3.
Using cellular cohomology we see that ker i∗ is generated by dϕ1 ∧ dϕ2 ∧ dϕ3 =
dθ1 ∧ dθ2 ∧ dθ3 and dϕ2 ∧ dϕ3 = dθ2 ∧ dθ3 − dθ1 ∧ dθ3 + dθ1 ∧ dθ2. 
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1 2 3 4, 1 2 3 4 - 1 2 3 4 + 1 2 3 4
1 2 3 4, 1 2 3 4 - 1 2 3 4 + 1 2 3 4
1 2 3 4, 1 2 3 4 - 1 2 3 4 + 1 2 3 4
1 2 3 4, 1 2 3 4 - 1 2 3 4 + 1 2 3 4
1 2 3 4, 1 2 3 4 - 1 2 3 4 + 1 2 3 4
1 2 3 4, 1 2 3 4 - 1 2 3 4 + 1 2 3 4
Figure 7. For all r > 14 , the kernel ker i
∗
4,r contains the span of
these twelve elements, which are linearly independent because the
first term of each element is not a term of any other element.
In what follows, we use “ordered forest” to refer both to the combinatorial objects
themselves and to the resulting generators of H∗(Confn). These generators are a
priori only determined up to a sign, because the angle maps αG are only determined
up to reordering the coordinates of the target. However, in any ordered forest we
can order the edges according to their terminal endpoints (which are all different).
Under this ordering every ordered forest corresponds uniquely to a generator of
H∗(Confn).
Lemma 21. For all r > 14 , the kernel ker i
∗
4,r contains all six 3–edge ordered
forests, and, for each 3–edge ordered forest, the signed sum of its three 2–edge
ordered subforests, as shown in Figure 7. These twelve elements of ker i∗4,r are
linearly independent.
Proof. Let G be any 3–edge ordered forest on 4 vertices. Then for r > 14 the
composition
αG ◦ i4,r : Conf4,r →֒ Conf4 → (S1)3
has image in (S1)3 \ {θ1 = θ2 = θ3}, so it factors through the inclusion
i : (S1)3 \ {θ1 = θ2 = θ3} →֒ (S1)3
from Sublemma 20. Thus, when we pull back the elements dθ1 ∧ dθ2 ∧ dθ3 and
dθ2 ∧ dθ3 − dθ1 ∧ dθ3 + dθ1 ∧ dθ2 to H∗(Conf4,r), the result must be zero.
Thus, the desired twelve elements are indeed in ker i∗4,r. Their linear indepen-
dence is a consequence of the linear independence of ordered forests (Theorem 4)
and the fact that when they are written out as in Figure 7, the first term of each
element is not a term of any other element. 
Lemma 22. For all r ≤ 13 , the kernel ker i∗4,r does not contain anything outside
the span of the twelve elements from Lemma 21.
Proof. In degree 3 there is nothing to show, because the six 3–edge forests from
Lemma 21 span H3(Conf4). In degree 0 there is also nothing to show. To address
degrees 1 and 2 we observe that it is possible to turn two disks around each other
while leaving the other two fixed, as shown in Figure 8. That is, for every pair of
indices a and b, we have a map
ha→b : S1 → Conf4, 1
3
,
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a b
c d
a
b
c d
a
b
c d
ab
c d
Figure 8. The configuration ha→b(θ) places disks a and b so that
the vector from a to b has angle θ, and disks c and d remain fixed.
The map ĥa→b has a second input angle that spins the entire con-
figuration.
defined so that the composition with the angle map αa→b is the identity on S1.
The corresponding homology classes ha→b,∗[S1] in H1(Conf4) form a dual basis to
the collection of 1–edge forests in H1(Conf4). Thus for r ≤ 13 we see that i∗4,r must
be injective on H1(Confn).
To see what happens in degree 2, we use the maps ha→b to construct the maps
ĥa→b : (S1)2 → Conf4, 1
3
as follows. We define ĥa→b(θ1, θ2) to be the counter-clockwise rotation of the config-
uration ha→b(θ2−θ1) by the angle θ1, so that the vector from disk a to disk b points
in the direction θ2. To pair a homology class ĥa→b,∗[(S1)2] ∈ H2(Conf4) with a
2–edge ordered forest G, we find the degree of the map αG ◦ ĥa→b : (S1)2 → (S1)2.
If a → b is not an edge of G, then the degree is 0; if a → b is an edge of G, then
the degree is 1 or −1 according to whether a → b is the second edge of G or the
first edge.
To show that ker i∗4,r in degree 2 contains only the span of the six degree–2 ele-
ments from Lemma 21, we show that i∗4,r is injective on a complementary subspace
to that span. The complementary subspace we choose is the span of the five 2–edge
forests that have 1 → 2 as an edge; it is complementary because each of the re-
maining six 2–edge forests is a summand of exactly one of the six degree–2 elements
from Lemma 21. A dual basis in homology to these five generators is given by the
homology classes corresponding to ĥa→b where a → b ranges over the five pairs
other than 1 → 2. Thus i∗4,r must be injective on the span of these five ordered
forests. 
Lemma 23. For all r > 13 , the kernel ker i
∗
4,r contains all of H
2(Conf4) and the
subspace of H1(Conf4) for which the coefficients of the generators sum to zero.
Proof. First we make an observation similar to Sublemma 20. If G is a 2–edge
ordered forest for which the two edges share a vertex, then for r > 13 the image of
the angle map αG lies in (S
1)2 \ {θ1 = θ2}. If the inclusion of this subspace into
(S1)2 is denoted by i, then ker i∗ is generated by dθ1 ∧ dθ2 and dθ1 − dθ2, so the
pullbacks of those classes by αG are in ker i
∗
4,r.
Thus, in degree 2 the kernel ker i∗4,r contains every 2–edge ordered forest for which
the two edges share a vertex. The span of these and the six degree–2 generators
from Lemma 21 contains the remaining three 2–edge forests, so it contains all of
H2(Conf4). In degree 1, the span of the classes α
∗
G(dθ1−dθ2), where G ranges over
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the 2–edge forests for which the two edges share a vertex, is indeed the subspace
for which the sum of coefficients is zero. 
Lemma 24. For all r ≤ 1
1+
√
2
, the kernel ker i∗4,r does not contain any class in
H1(Conf4) for which the sum of coefficients of the generators is nonzero. If r >
1
1+
√
2
, then Conf4,r is empty, so ker i
∗
4,r contains all of H
∗(Conf4).
Proof. The radius r = 1
1+
√
2
corresponds to the balanced configuration for which
the four disks are arranged in a square and are tangent to each other and to the
boundary circle. There is a map
h : S1 → Conf4, 1
1+
√
2
given by spinning the balanced configuration, and the pairing of the corresponding
homology class h∗[S1] with any element of H1(Conf4) is the sum of coefficients of
the generators. Thus if r < 1
1+
√
2
, then any degree–1 class with a nonzero sum of
coefficients cannot be in ker i∗4,r.
We check that Conf4,r is empty when r >
1
1+
√
2
. Suppose for contradiction that
~x ∈ Conf4,r. Then the centers x1, x2, x3, and x4 are in the disk of radius 1− r. For
each pair of indices i and j, the angle formed by the segments from the origin to xi
and xj must be obtuse, otherwise the distance from xi to xj is less than 2r. But it
is impossible for every consecutive pair of centers to form an obtuse angle. 
These Lemmas 19 through 24 compute ker i∗4,r for all r. For r ∈ [0, 14 ] the kernel is
0. For r ∈ (14 , 13 ] the kernel is all 6 dimensions of H3(Conf4) and 6 of the 11 dimen-
sions of H2(Conf4). For r ∈ (13 , 11+√2 ] the kernel is all 6 dimensions of H3(Conf4),
all 11 dimensions of H2(Conf4), and 5 of the 6 dimensions of H
1(Conf4). For
r ∈ ( 1
1+
√
2
,∞) the kernel is all 6 dimensions of H3(Conf4), all 11 dimensions of
H2(Conf4), all 6 dimensions of H
1(Conf4), and all 1 dimension of H
0(Conf4).
Question 14. Is there a systematic way to compute ker i∗n,r for all r for the next
few values of n, like 5, 6, and 7?
7. Small disk radii
For large n we do not expect to be able to compute ker i∗n,r precisely for all r.
In particular, when r is large compared to n, describing Confn,r becomes a circle-
packing problem. In this section we describe what happens when r is small. First
we prove Theorem 2, which says that no changes in topology occur when r < 1
n
.
Then we show how when r is larger than 1
n
but still fairly small compared to n,
the techniques from the n = 4 computation can carry over. We show that the first
several balanced configurations consist of disks lined up along a diameter. Then we
construct homology classes that can be used to prove upper bounds on the size of
ker i∗n,r.
For convenience, we include the statement of Theorem 2 again. It applies to the
unit ball Bd in all dimensions d.
Theorem 2. The least r for which Confn,r(B
d) has a balanced configuration is
r = 1
n
.
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The balanced configuration in Confn, 1
n
(Bd) has all n balls lined up along a
diameter. To show that no smaller radius has a balanced configuration, we use the
following two easy lemmas.
Lemma 25. Let T be a tree embedded in Rd with straight edges. If the total length
of T is L, then there is a closed ball containing T with radius at most L2 .
Proof. We use induction on the number of edges in T . The base case is when T has
one vertex and no edges. Otherwise, we let v be a vertex of T incident to only one
edge e, of length |e|. By the inductive hypothesis there is a ball of radius at most
L−|e|
2 containing all of T except e. There is also a ball of radius
|e|
2 containing e,
and the two balls intersect at the other vertex of e, so there is a ball of radius at
most L−|e|2 +
|e|
2 =
L
2 containing both balls and therefore containing T . 
Lemma 26. Let A be any collection of points on a sphere S in Rd of radius ρ, not
contained in any open hemisphere. Then every ball containing A has radius at least
ρ.
Proof. Let B be any ball of radius less than ρ. Then B ∩ S either is empty or is
contained in an open hemisphere of S, so it cannot contain A. 
Proof of Theorem 2. Suppose for contradiction that r < 1
n
has a balanced config-
uration, and assume without loss of generality that the stress graph is connected.
The stress graph has two parts: inside the ball of radius 1 − r, it is a graph on
the interior vertices with all edges of length 2r; outside the ball of radius 1 − r,
from every boundary vertex there is one edge of length r extending radially to the
corresponding interior vertex.
Let B1 denote the ball of radius 1− r. We apply Lemma 25 to a spanning tree
of the portion of the stress graph inside B1. There are at most n vertices and every
edge has length 2r, so the total length is at most 2r(n − 1), and so the lemma
implies that there is a ball B2 of radius at most r(n − 1) containing the spanning
tree.
On the other hand, we know that the boundary vertices do not all lie in an open
hemisphere of the unit sphere, because if they did, their mechanical stresses could
not add up to zero. Therefore their neighboring interior vertices do not all lie in an
open hemisphere of the sphere ∂B1 of radius 1− r. We apply Lemma 26 where S is
∂B1 and A is the set of interior vertices on ∂B1. The lemma implies that every ball
containing A has radius at least 1− r, but from above we know that B2 contains A
and has radius at most r(n− 1). Because r < 1
n
, we have r(n − 1) < 1 − r, giving
a contradiction. 
Next we go back to dimension 2 and show that the next few balanced configu-
rations also consist of several disks lined up along a diameter.
Theorem 27. Suppose that n disks of radius r form a balanced configuration in
the unit disk D2, such that the stress graph is not just a diameter. Then the radius
r satisfies the inequality
r >
3
2n+ 3
.
In other words, if there is a balanced configuration with radius r ≤ 32n+3 , then
r = 1
k
for some integer k ≤ n and the configuration has k disks lined up along a
diameter.
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v3
Figure 9. We consider the outer boundary of the stress graph,
minus all but three of the radial portions. This subgraph, called
H , is shown on the right. Its length is at least 3 and is less than
r(2n+ 3).
Proof. Let v1, . . . , vm denote the boundary points of the stress graph. The edges
from v1, . . . , vm extend along the radii containing them; let w1, . . . , wm denote the
vertices of the stress graph of degree greater than 2 that are closest to v1, . . . , vm
along their radii.
For each consecutive pair of boundary points vi and vi+1, the outer boundary of
the stress graph traces a concave piecewise-linear curve that begins with the segment
from vi to wi, ends with the segment from wi+1 to vi+1, and stays within the sector
determined by vi and vi+1. Figure 9 depicts an example balanced configuration
with its stress graph.
If wi happens to be at the origin, then the concavity implies that wi+1 must also
be at the origin; by the same reasoning all wj must be at the origin. In this case the
stress graph consists of at least three radii. We consider the subgraph H containing
exactly three of the radii, and suppose that its number of interior vertices is k. The
total length of H is 3 but is also r(2k + 1), so we have
r =
3
2k + 1
≥ 3
2n+ 1
>
3
2n+ 3
.
Thus the lemma is proven in the case where some wi is at the origin.
If all wi are not at the origin, then the concave curves from each wi to the next
wi+1 form a cycle. We consider the subgraph H containing this cycle plus three
radial segments, as follows. The boundary points v1, . . . , vm are not contained in
an open hemisphere (that is, semicircle), so we can choose three of them, denoted
vi1 , vi2 , and vi3 , such that the origin is in the triangle they determine, possibly on
the boundary. Then H contains the cycle from above as well as the segments from
vi1 to wi1 , from vi2 to wi2 , and from vi3 to wi3 . Figure 9 includes a picture of H .
If k is the number of interior vertices of H , then the total length ofH is r(2k+3).
To finish the proof of the lemma, we show that the total length of H is also greater
than 3, giving the desired inequality
r >
3
2k + 3
≥ 3
2n+ 3
.
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First we replace H by a graph H1 of shorter total length, and then we replace H1
by the graph H2 that contains exactly the three radii at vi1 , vi2 , and vi3 . We show
that H2 has shorter total length than H1, so H has total length greater than 3.
To construct H1, we replace the concave cycle between the points wi by the
triangle with vertices wi1 , wi2 , and wi3 . In other words, we view this concave cycle
as the disjoint union of curves from wi1 to wi2 , from wi2 to wi3 , and from wi3 to
wi1 . Straightening these curves to produce H1 shortens the total length.
Then to construct H2, we replace the triangle by the segments from the origin
to wi1 , wi2 , and wi3 , so that H2 consists of the three radii. If we view wi1 , wi2 , and
wi3 as points in the normed vector space R
2, then the statement that H2 is shorter
than H1 may be rephrased as the inequality
|wi1 − wi2 |+ |wi2 − wi3 |+ |wi3 − wi1 | > |wi1 |+ |wi2 |+ |wi3 | .
This inequality is the content of Lemma 28 which appears next, concluding the
proof of Theorem 27. 
Lemma 28. Let w1, w2 and w3 be noncollinear points of R
2, and let p be a point
in the triangle with vertices w1, w2, and w3, possibly on the boundary. Then the
distances between the points satisfy the inequality
|w1 − w2|+ |w2 − w3|+ |w3 − w1| > |p− w1|+ |p− w2|+ |p− w3| .
Proof. Consider the function p 7→ |p− w1|, for p ∈ R2. This function satisfies the
following convexity property: for any two points p, p′ ∈ R2 and any t ∈ [0, 1], the
convex combination tp+ (1− t)p′ satisfies the inequality
|tp+ (1 − t)p′ − w1| ≤ t |p− w1|+ (1 − t) |p′ − w1| .
The same convexity property applies to |p− w2| and |p− w3|, so the sum |p− w1|+
|p− w2|+ |p− w3|, viewed as a function of p, has no local maxima when restricted
to any line in R2. Thus, the maximum value of |p− w1|+ |p− w2|+ |p− w3| as p
ranges over the triangle must occur when p is equal to one of the vertices, so the
maximum is the sum of the greatest two of the three distances |w1 − w2|, |w2 − w3|,
and |w3 − w1|. 
In the computation of ker i∗4,r (see Section 6), our strategy for showing that
various cohomology classes were not in ker i∗4,r was to exhibit maps into Conf4,r
that give homology classes that detect the given cohomology class. In the remainder
of this section we construct a sequence of maps qn : (S
1)n−1 → Confn, 1
n
that give
nice homology classes. By modifying qn we can produce many different homology
classes in Confn,r, which can be used to show that various cohomology classes are
not in ker i∗n,r.
The construction of qn is similar to the construction of the segment maps kn in
Section 5. We construct the map
qn : (S
1)n−1 → Confn, 1
n
recursively in n. For n = 1 there is nothing to say, because the source and target
spaces are each one point. For n > 1, we would like to construct the configuration
qn(θ1, . . . , θn−1). Inside the unit disk, we draw a medium-sized disk of radius n−1n
and the nth disk of radius 1
n
such that they are disjoint and tangent, and such that
the vector from the center of the medium-sized disk to the center of the nth disk
has angle θn−1. Figure 10 depicts this process. Then, inside the medium-sized disk,
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qn−1(θ1, . . . , θn−2)
×n−1
n
θn−1
Figure 10. The n–disk configuration qn(θ1, . . . , θn−1) is con-
structed by adding an nth disk at angle θn−1 to a scaled copy
of the (n− 1)–disk configuration qn−1(θ1, . . . , θn−2).
we draw an n−1
n
–scaled copy of qn−1(θ1, . . . , θn−2), which has n− 1 disks of radius
1
n−1 . The resulting picture is qn(θ1, . . . , θn−1).
The map qn corresponds to a homology class (in, 1
n
)∗(qn)∗[(S1)n−1] on Confn of
dimension n− 1. To construct more homology classes, we modify qn by permuting
the disks. For each permutation σ ∈ Sn, there is a map
σ ◦ qn : (S1)n−1 → Confn, 1
n
and a corresponding homology class (in, 1
n
)∗σ∗(qn)∗[(S1)n−1]. We denote this ho-
mology class by σ ◦ qn for short.
Theorem 29. A free basis of the dual space to Hn−1(Confn) is given by the ho-
mology classes σ ◦ qn, where σ ranges over the permutations in Sn that satisfy
σ(1) = 1.
By itself, Theorem 29 is not very powerful. It merely implies that i∗
n, 1
n
is in-
jective, which we already know from Theorem 2. However, the same strategy can
prove statements about ker i∗n,r for larger r. Thus, we include the whole proof of
Theorem 29 as an example proof that can be modified to prove other statements
about ker i∗n,r. After the proof of Theorem 29, this section closes with some further
questions about disk configuration spaces.
To prove Theorem 29 we need to compute the pairing of each σ ◦ qn with each
(n − 1)–edge ordered forest G. The pairing is denoted here by 〈G, σ ◦ qn〉 and is
given by the degree of the composition
αG ◦ in, 1
n
◦ σ ◦ qn : (S1)n−1 → Confn, 1
n
→ Confn, 1
n
→ Confn → (S1)n−1.
Lemma 30. Let σ ∈ Sn be a permutation such that σ(1) = 1, and let G be an
(n − 1)–edge ordered forest. The pairing 〈G, σ ◦ qn〉 has value 0 if σ reverses the
order of any pair i, j such that i → j is an edge of G, and has value sign(σ) if σ
preserves the order of every such pair.
Proof. It is equivalent and more intuitive to think of σ acting on G instead of on qn.
Let σ(G) be the graph that has edge i → j whenever G has an edge σ(i) → σ(j),
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so that we have
〈G, σ ◦ qn〉 = sign(σ)〈σ(G), qn〉.
The sign comes from reordering the edges, which changes the orientation of the
angle map.
First we show that the pairing has value 0 if σ reverses the order of some pair
of vertices that are adjacent in G. In this case σ(G) has an edge j → i with i < j.
Using the fact that σ(1) = 1, we consider the (directed) path in σ(G) from 1 to i,
and locate the greatest vertex k on this path. Then the two neighbors of k on this
path are both less than k; we denote them by a and b so that σ(G) has edges a→ k
and k → b. Under qn the angle between the segments from disk a to disk k and
from disk k to disk b never equals π. (Disks a and b are contained in a medium-sized
disk that the kth disk is outside.) Thus, the composition tσ(G) ◦ in, 1
n
◦ qn is not
surjective, so it must have degree 0.
Then we show that the pairing 〈σ(G), qn〉 has value 1 if σ preserves the order of
every pair of edges that are adjacent in G—in other words, if σ(G) is an ordered
forest. In fact the corresponding map (S1)n−1 → (S1)n−1 is homotopic to the
identity. The jth coordinate of the composition is the following angle: we find
the unique i such that i → j + 1 is an edge of σ(G), and take the unit vector
pointing from the center of disk i toward the center of disk j. This jth coordinate
always forms an acute angle with the jth coordinate θj of the input, so we can
homotope each coordinate to the identity map. Thus in this case 〈σ(G), qn〉 = 1
and 〈G, σ ◦ qn〉 = sign(σ). 
Proof of Theorem 29. There are (n− 1)! ordered forests with n− 1 edges, because
the unique parent of every vertex is an arbitrary lesser vertex. And, there are
(n− 1)! permutations in Sn fixing the element 1. So, it suffices to show that every
element of the dual basis to the set of (n − 1)–edge ordered forests is a Z–linear
combination of elements σ ◦ qn.
The proof is by induction on n. The base case is n = 2, for which there is only one
ordered forest and one permutation. Suppose n > 2. We introduce notation for the
ways to add an nth vertex to an ordered forest or an nth element to a permutation.
If G is an ordered forest on n − 1 vertices and k is one of those vertices, then we
let G(k) denote the ordered forest on n vertices obtained by adding the edge k→ n
to G. Similarly, if σ ∈ Sn−1 is a permutation and l is between 2 and n, we let σ(l)
denote the permutation on n elements such that
σ(l)(i) =

σ(i), if i < n and σ(i) < l;
l, if i = n;
σ(i) + 1, if i < n and σ(i) ≥ l.
Then we have
〈σ(l)(G(k)), qn〉 =
{
〈σ(G), qn−1〉, if σ(k) < l;
0, if σ(k) ≥ l,
or equivalently,
〈G(k), sign(σ(l)) · σ(l) ◦ qn〉 =
{
〈G, sign(σ) · σ ◦ qn−1〉, if σ(k) < l;
0, if σ(k) ≥ l.
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For any ordered tree G(k) on n vertices, we apply the inductive hypothesis to write
the dual basis element G∗ as the linear combination
G∗ =
∑
σ∈Sn−1,σ(1)=1
aσ · (sign(σ) · σ ◦ qn−1),
with coefficients aσ ∈ Z. Then the dual basis element (G(k))∗ is the linear combi-
nation
(G(k))∗ =

∑
σ∈Sn−1,σ(1)=1
aσ · (sign(σ(σ(k)+1)) · σ(σ(k)+1) ◦ qn−
− sign(σ(σ(k))) · σ(σ(k)) ◦ qn), if k > 1;∑
σ∈Sn−1,σ(1)=1
aσ · (sign(σ(σ(k)+1)) · σ(σ(k)+1) ◦ qn), if k = 1.
In this way, we see that the various homology classes σ(l) ◦ qn do span the dual
space to Hn−1(Confn). 
We can construct other maps similar to qn that map a product of copies of S
1
into Confn,r, and compute the pairings of the corresponding homology classes with
the ordered forests. For instance, instead of having a medium-sized disk with n− 1
small disks inside and one small disk outside, we could have a smaller medium-
sized disk with n− 2 small disks inside and two small disks fixed outside; this new
map would produce an (n− 2)–dimensional homology class instead of an (n− 1)–
dimensional class. Or, we could have multiple medium-sized disks of different sizes,
each with some number of small disks moving inside.
Question 15. Is there a combinatorial description of these recursively constructed
maps (S1)j → Confn that makes it easy to pair their corresponding homology
classes with the ordered forests?
For r ≤ 32n+3 it seems that the only obstruction to the injectivity of i∗n,r is the
fact that no k disks can be collinear if r > 1
k
. This statement is formalized in the
following conjecture. For 2 ≤ k ≤ n, let ∆k denote the “k–diagonal” in Confn
consisting of all configurations in which at least k of the n points are collinear, and
let jk denote the inclusion of Confn \∆k into Confn. If r > 1k , then Confn,r is
contained in Confn \∆k, so automatically we have
ker j∗k ⊆ ker i∗n,r.
Conjecture 16. Let r ≤ 32n+3 , and suppose that 1k < r ≤ 1k−1 . Then we have
ker i∗n,r = ker j
∗
k .
Question 17. Let r and k be as above, so that Confn,r ⊆ Confn \∆k. Is Confn,r
a deformation retract of Confn \∆k?
Question 18. For general r, is it possible to describe the homotopy type of Confn,r
only in terms of the balanced configurations of radius at most r, as in Morse theory?
Question 19. How can Theorem 27 be generalized to a meaningful statement
about all dimensions d?
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8. Conclusion
It appears that almost all possible questions about this subject are open. The
most ambitious questions stated in this paper are Conjectures 4 and 6, which are
the strongest possible upper bounds on the disk radius rmax(m) and the segment
length rcrit(n). The questions that seem the most approachable are the following
two: Question 15, which asks how to construct homology classes for Confn,r when
r is small relative to n; and Question 10, which asks how to compute rcrit(n) for
small numbers of segments.
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