Abstract. We consider a basic problem in the general data streaming model, namely, to estimate a vector f ∈ Z n that is arbitrarily updated (i.e., incremented or decremented) coordinatewise. The estimatef ∈ Z n must satisfy f − f ∞ ≤ ǫ f 1, that is, ∀i (|fi − fi| ≤ ǫ f 1 ). It is known to haveÕ(ǫ −1 ) randomized space upper bound [6] , Ω(ǫ −1 log(ǫn)) space lower bound [4] and deterministic space upper bound ofΩ(ǫ −2 ) bits. 1 We show that any deterministic algorithm for this problem requires space Ω(ǫ −2 (log f 1 )(log n)(log −1 (ǫ −1 )) bits.
Introduction
A data stream σ over the domain [1, n] = {1, 2, . . . , n} is modeled as a sequence of records of the form (pos, i, δv), where, pos is the current sequence index, i ∈ [1, n] and δv ∈ {+1, −1}. Here, δv = 1 signifies an insertion of an instance of i and δv = −1 signifies a deletion of an instance of i. For each data item i ∈ [1, n], its frequency (freq σ) i is defined as (pos,i,δv) ∈ stream δv. The size of σ is defined as |σ| = max{ freq σ ′ ∞ | σ ′ prefix of σ}. In this paper, we consider the general stream model, where, the n-dimensional frequency vector freq σ ∈ Z n . The data stream model of processing permits online computations over the input sequence using sub-linear space. The data stream computation model has proved to be a viable model for a number of application areas, such as network monitoring, databases, financial data processing, etc..
We consider the problem ApproxFreq(ǫ): given a data stream σ, returnf , such that err(f , freq σ) ≤ ǫ, where, the function err is given by (1) . Equivalently, the problem may be formulated as: given i ∈ [1, n] , returnf i such that |f i − (freq σ) i | ≤ ǫ · freq σ 1 , where, f 1 = i∈ [1,n] |f i |.
The problem ApproxFreq(ǫ) is of fundamental interest in data streaming applications. For general streams, this problem is known to have a space lower bound of Ω(ǫ −1 log(nǫ)) [4] , a randomized space upper bound ofÕ(ǫ −1 ) [6] , and a deterministic space upper bound of O(ǫ −2 ) bits [9] . For insert-only streams (i.e., freq σ ≥ 0), there exist deterministic algorithms that use O((ǫ −1 )(log(mn))) space [7, 13, 14] ; however extensions of these algorithms to handle deletions in the stream are not known. Mergeability. Data summary structures for summarizing data streams for frequency dependent computations (e.g., approximate frequent items, frequency moments, etc.; formally defined in Section 2) typically exhibit the property of arbitrary mergeability. If D is a data structure for processing a stream and D j , j = 1, . . . , k for k arbitrary, be the respective current state of the structure after processing streams S j , then, there exists a simple operation Merge such that Merge(D 1 , . . . , D k ) reconstructs the state of D that would be obtained by processing the union of streams S j , j = 1, 2, . . . , k. For randomized summaries, this might require initial random seeds to be shared. Thus, a summary of a distributed stream can be constructed from the summaries of the individual streams, followed by the Merge operation. Almost all known data streaming structures are arbitrarily mergeable, including, sketches [3] , Countsketch [5] , Count-Min sketches [6] , Flajolet-Martin sketches [8] and its variants, k-set [10] , CR-precis structure [9] and random subset sums [12] . In this paper, we ask the question, namely, when are stream summaries mergeable?
Contributions. We present a space lower bound of Ω(ǫ −2 (log ǫ −1 ) −1 (log m)(log n)) bits for any deterministic uniform algorithm A n for the problem ApproxFreq(ǫ) over input streams of size m over the domain [1, n] . The uniformity is in the sense that A n must be able to solve ApproxFreq(ǫ) for all general input streams over the domain [1, n] . The lower bound implies that the CR-precis structure [9] is nearly space-optimal for ApproxFreq(ǫ), up to poly-logarithmic factors. The uniformity requirement is essential since there exists an algorithm that solves ApproxFreq(ǫ) for all input streams σ with |σ| ≤ 1 using space O(ǫ −1 polylog(n)) [11] .
We also show that for any deterministic and uniform algorithm A n over general streams, there exists another algorithm B n such that (a) the state of B n is arbitrarily mergeable, (b) B n uses at most O(log n) bits of extra space than A n , and, (c) for every input stream σ, the output of B n on σ is the same as the output of A n on some stream σ ′ such that freq σ = freq σ ′ . In other words, if A n correctly solves a given frequency dependent problem, so does B n ; further, the state of B n is arbitrarily mergeable and B n uses O(log n) bits of extra space. This shows that deterministic data stream summaries for frequency dependent computation are essentially arbitrarily mergeable.
Stream Automaton
In this section, we define a stream automaton and study some basic properties.
Definition 1 (Stream Automaton).
A stream automaton A n over the domain [1, n] is a deterministic Turing machine that uses two tapes, namely, a two-way read-write worktape and a one-way read-only input tape. The input tape contains the input stream σ. After processing its input, the automaton writes an output, denoted by output An (σ), on the worktape.
⊓ ⊔ Effective space usage. We say that a stream automaton uses space s(n, m) bits if for all input streams σ having |σ| ≤ m, the number of cells (bits) on the work-tape in use, after having processed σ, is bounded by s(n, m). In particular, this implies that for m ≥ m ′ , s(n, m) ≥ s(n, m ′ ). The space function s(n, m) does not count the space required to actually write the answer on the work-tape, or to process the s(n, m) bits of the work-tape once the end of the input tape is observed. The proposed model of stream automata is non-uniform over the domain size n, (and uniform over the stream size parameter m = |σ|), since, for each n ≥ 1, there is a stream automata A n for solving instances of a problem over domain size n. This creates a problem in quantifying effective space usage, particularly, for lowspace computations, that is, s(n, m) = o(n log m). Let Q(A n ) denote the set of states in the finite control of the automaton A n . If |Q(A n )| ≥ m2 n , then, for all m ′ ≤ m, the automaton can map the frequency vector isomorphically into its finite control, and s(n, m) = 0. This problem is caused by non-uniformity of the model as a function of the domain size n, and can be avoided as follows. We define the effective space usage of A n as
Although, the model of stream automata does not explicitly allow queries, this can be modeled by a stream automaton's capability of writing vectors as answers, whose space is not counted towards the effective space usage. So if {q i } i∈I denotes the family of all queries that are applicable for the given problem, where, I is a finite index set of size p(n) then, the output of the automaton can be thought of as the p(n)-dimensional vector output An (σ). A frequency dependent problem over a data stream is characterized by a family of binary predicates P n (f , freq σ),f ∈ Z p(n) , n ≥ 1, called the characteristic predicate for the domain [1, n] . P n defines the acceptability (or good approximations) of the output. A stream automaton A n solves a problem provided, for every stream σ, P n (output An (σ), freq σ) holds. For example, the characteristic predicate corresponding to the problem ApproxFreq(ǫ) is err(f , f ) ≤ ǫ, where,f ∈ Z n and err(·, ·) is defined by (1) . Examples of frequency dependent problems are approximating frequencies and finding frequent items, approximate quantiles, histograms, estimating frequency moments, etc..
Given stream automata A n and B n , B n is said to be an output restriction of A, provided, for every stream σ, there exists a stream σ ′ such that, freq σ = freq σ ′ and output Bn (σ) = output An (σ ′ ). The motivation of this definition is the following straightforward lemma. Lemma 1. Let P n be the characteristic predicate of a frequency-dependent problem over data streams and suppose that a stream automaton A n solves P n . If B n is an output restriction of A n , then, B n also solves P n .
⊓ ⊔
Proof. Let σ be any input stream to B and letf = output B (σ) be the output of B on σ. Since, B is an output restriction of A, hence,f = output A (σ), for some stream σ. Since, A solves P , therefore, (f , freq σ ′ ) ∈ P . However, freq σ ′ = freq σ, and therefore, (f , freq σ) ∈ P . Since, this holds for all σ, B solves P as well. In this notation, freq e i = e i , freq − e i = −e i and freq σ • τ = freq σ + freq τ . The inverse stream corresponding to σ is denoted as σ r and is defined inductively as follows: e r i = −e i , −e r i = e i and and (σ • τ ) r = τ r • σ r . The configuration of A n is modeled as the triple (q, h, w), where, q is the current state of the finite control of A n , h is the index of the current cell of the work tape, and w is the current contents of the work-tape. The processing of each record by A n can be viewed as a transition function ⊕ An (a, v), where, a is the current configuration of A n , and v is the next stream record, that is, one of the e i 's. The transition function is written in infix form as a ⊕ An v. We assume that ⊕ An associates from the left, that is, a ⊕ An u 1 • u 2 means (a ⊕ An u 1 ) ⊕ An u 2 . Given a stream automaton A n , the space of possible configurations of A n is denoted by C(A n ). Let C m (A n ) denote the subset of configurations that are reachable from the initial state o and after processing an input stream σ with |σ| = freq σ ∞ ≤ m. We now define two sub-classes of stream automata.
Definition 2.
A stream automaton A n is said to be path independent, if for each configuration s of A n and input stream σ, s ⊕ An σ is dependent only on freq σ and s. A stream automaton A n is said to be path reversible if for every stream σ and configuration s, s ⊕ An σ • σ r = s, where, σ r is the inverse stream of σ.
⊓ ⊔
Overview of Proof. The proof of the lower bound on the space complexity of ApproxFreq(ǫ) proceeds in three steps. A subclass of path independent stream automata, called free automata is defined and is proved to be the class of path independent automata whose transition function ⊕ An can be modeled as a linear mapping of R n , with input restricted to Z n . We then derive a space lower bound for ApproxFreq(ǫ) for free automata (Section 4.1). In the second step, we show that a path independent automaton that solves ApproxFreq(ǫ) can be used to design a free automaton that solves ApproxFreq(4ǫ)(Section 4.2). In the third step, we prove that for any frequency-dependent problem with characteristic predicate P n and a stream automaton A n that solves it, there exists an output-restricted stream automaton B n that also solves P n , is path-independent, and, Space(B n , m) ≤ Space(A n , m) + O(log n). This step has two parts-the property is first proved for the class of path-reversible automata A n (Section 5) and then generalized to all stream automata (Section 6). Combining the results of the three steps, we obtain the lower bound.
Path-independent stream automata
In this section, we study the properties of path independent automata. Let A n be a pathindependent stream automaton over the domain [1, n] and let ⊕ abbreviate ⊕ An . Define the function + :
Since A n is a path independent automaton, the function x + a is well-defined. The kernel M An of a path independent automaton is defined as follows. Let the initial configuration be denoted by o.
The subscript A n in M An is dropped when A n is clear from the context.
Lemma 2.
The kernel of a path independent automaton is a sub-module of Z n .
Lemma 3. Let M be the kernel of a path independent automaton A n . The mapping x + M → x + o is a set isomorphism between Z n /M and the set of reachable configurations
Thus, A n attains the same configuration after processing both x and y and therefore A n gives the same output for both x and y. Since, x + o = y + o iff x − y ∈ M , which implies that the mapping
Lemma 4. Let A n be a path independent automaton with kernel M . Then,
Proof. The set of distinct configurations of A n after it has processed a stream with frequency x ∈ Z n m is isomorphic to {x + M | x ∈ Z n m }. The number of configurations using workspace of s = s(n, m) is at most |Q An | · s · 2 s . Therefore,
We now obtain an upper bound on the size |M ∩ Z n m |. Let b 1 , b 2 , . . . , b r be a basis for M . The set
defines the set of all integral points generated by b 1 , b 2 , . . . , b r with multipliers in {−m, . . . , m}. Thus,
It follows that
Since, r = dim M , substituting in (2) and taking logarithms, we have
. ⊓ ⊔ Lemma 5 shows that given a sub-module M , a path-independent automaton with a given M as a kernel can be constructed using nearly optimal space. The transition function (x + M ) + (y + M ) = (x + y) + M implies that the state of a path independent automaton is arbitrarily mergeable.
Lemma 5. For any sub-module M of Z n , one can construct a path-independent automaton with kernel M that uses nearly optimal space s(n, m) = log|{x + M | x ∈ [−m . . . m] n }| + O(log n) and uses n O(1) states in its finite control.
⊓ ⊔
Proof. Let M be a given sub-module of Z n with basis b 1 , . . . , b r (say). It is sufficient to construct a path independent automaton whose configurations are isomorphic to E = Z n /M . Since, Z n is free, Z n /M is finitely generated using any basis of Z n . Therefore, the basic module decomposition theorem states that
where, q 1 |q 2 |· · · |q r . (Here, ⊕ refers to the direct sum of modules.) The finite control of the automaton stores q 1 , . . . , q r and the machinery required to calculate 1 mod q j and −1 mod q j for each j. For the frequency vector f , the residue vector f + M is maintained as a vector of residues with respect to the q j 's as given by (4). Since, (4) is a direct sum, hence, the space used by this representation is optimal and equal to |{x
Definition 3 (Free Automaton). A path independent automaton A n with kernel M is said to be free if Z n /M is a free module.
That is, A n is free if for every x ∈ Z n such that there exists a ∈ Z, a = 0 and ax ∈ M , it is the case that x ∈ M . For free automata A n , it follows that Z n is the direct sum of M and Z n /M , that is, Z n = Z n /M M . For the ApproxFreq problem and other related problems, it will suffice to consider only free automata 2 . Lemma 6 shows that the transition function ⊕ of a free automata can be represented as a linear mapping. Lemma 6. Let A n be free automaton with kernel M . There exists a unique vector subspace M e of R n of the smallest dimension containing M . The mapping x + M → x + M e is an injective mapping from Z n /M to R n /M e . If dim Z n /M = r, then, there exists an orthonormal basis V = [V 1 , V 2 ] of R n such that rank(V 1 ) = r, rank(V 2 ) = n − r, M e is the linear span of V 2 and R n /M e is the linear span of V 1 .
Proof. Z is a principal and entire ring. Since Z n is a module over Z, its sub-modules are free modules. Therefore, M is a free module. Since Z n /M is given to be free, Z n is the direct sum of two free modules, Z n = Z n /M M . Therefore, both M and Z n /M have bases, say B 1 and B 2 whose union is a basis for Z n . Since, Z n is a free module and has the standard n-dimensional basis e 1 , . . . , e n , therefore, all bases of Z n have the same dimension. Without loss of generality, therefore, let
Let M e denote the span of b 1 , . . . , b r over R. M e is obviously the smallest vector space over R that contains M , since, every vector space over R containing M must contain the span of b 1 , . . . , b r . Therefore, dim M e ≤ r and therefore, dim R n /M e ≤ n − r (same argument). However, the standard basis {e 1 , . . . , e n } is a basis of Z n and therefore, dim M e + dim R n /M e = n. Hence, dim M e = r and dim R n /M e = n − r. Further, b 1 , . . . , b n continues to be a basis for R n , of which b 1 , . . . , b r is a basis for M e and b r+1 , . . . , b n is a basis for R n /M e .
Consider the mapping x + M → x + M e . Letx,ȳ denote the elements x + M and y + M of Z n /M . Suppose thatx =ȳ. Then, x − y ∈ M . x − y can be expressed uniquely as a linear combination of the basis elements.
Hence, x−y has the same unique representation in the vector space over R n . Further, at least one of the coordinates α 1 , . . . , α r is non-zero, otherwise, x − y would belong to M . Since, x − y has the same representation in the vector space R n , x − y is not in M e . The mapping x + M → x + M e is therefore injective. Using standard Gram-Schmidt orthonormalization of B 1 and B 2 respectively viewed as defining vector sub-spaces over R, we get V 1 and V 2 . By the previous argument, rank(V 1 ) = n − r and rank(V 2 ) = r. ⊓ ⊔
Frequency estimation
In this section, we present a space lower bound for ApproxFreq(ǫ) using path-independent automaton. Recall that a stream automaton A n solves ApproxFreq(ǫ), provided, after processing any input stream σ with freq σ = x, A n returns a vectorx ∈ R n satisfying err(x, x) =
x−x ∞ x 1 ≤ ǫ. In general, if an estimation algorithm returns the same estimate u for all elements of a set S, then, err(u, S) is defined as max y∈S err(u, y). Given a set S, let min ℓ 1 (S) denote the element in S with the smallest ℓ 1 norm: min ℓ 1 (S) = argmin y∈S y 1 .
Lemma 7. If S ⊂ Z n and there exists h ∈ R n such that err(h, S) ≤ ǫ, then err(min ℓ 1 (S), S) ≤ 2ǫ.
Proof. Let g denote min ℓ 1 (S) and y ∈ S. Since, g 1 ≤ y 1 , by triangle inequality,
Frequency estimation using free automata
In this section, let A n be a free automaton with kernel M that solves the problem ApproxFreq(ǫ).
Lemma 8. Let M be a sub-module of Z n . (1) if there exists h such that err(h, M ) ≤ ǫ, then, err(0, M ) ≤ ǫ, and, (2) if err(0, M ) ≤ ǫ then err(0, M e ) ≤ ǫ.
Proof (of Lemma 8part (1)). For any y i ∈ Z, max(|h i − y i |, |h i + y i |) ≥ |y i |. Therefore,
Let y ∈ M . Since, M is a module, −y ∈ M . Thus,
. . , b r be a basis of the free module M . For t > 0, let tz be expressed uniquely as tz = α 1 b 1 + . . . + α r b r , where, α i 's belong to R. Consider the vertices of the parallelopiped P tz whose sides are b 1 , b 2 , . . . , b r and that encloses tz.
where, [α] denotes the largest integer smaller than or equal to α. Since, ℓ ∞ is a convex function tz ∞ ≤ y ∞ for some y ∈ P tz . Let y = r j=1 β j b j , for β j ∈ {0, 1}, j = 1, 2, . . . , r.
Therefore,
where, the last step follows from the assumption that y ∈ M and therefore, err(0, y) =
can be made arbitrarily small by choosing t to be arbitrarily large. Thus, lim t→∞ err(0, tz) ≤ ǫ. Since, err(0, tz) =
For a free automaton A n with kernel M and corresponding n × r orthonormal matrix V 1 whose columns are a basis for R n /M e (as given by Lemma 6), the minimum ℓ 2 estimator is defined asx It is easy to show that the ℓ 2 estimator is well-defined. It is called the minimum ℓ 2 estimator since it returns a point in the coset x + M e that is closest to the origin in terms of the ℓ 2 distance. We now show that there is a subset J of the set of the standard unit vectors {e 1 , e 2 , . . . , e n } such that |J| = Θ(n) and the minimum ℓ 2 estimator is nearly optimal for the unit vectors in J. We first prove a technical lemma.
Lemma
Lemma 10. Let A n be a free automaton that solves ApproxFreq(ǫ) . Then ∃ J ′ ⊂ {1, 2, . . . , n}, |J ′ | ≥ ⌈n/2⌉ such that for i ∈ J ′ , err(est 2 (e i ), e i ) ≤ 3ǫ.
The vector w = est 2 (e i ) − e i ∈ M e . By Lemma 8, part (1),
by choosing C = 2. By Lemma 9 it follows that |J ′ C | = n − |J C | ≥ n − n/2.
⊓ ⊔
The following theorem is needed in the next proof.
Theorem 1 (Alon [1, 2] ). There exists a positive constant c so that the following holds. Let B be an n by n real matrix with b i,i ≥ 1 2 for all i and |b i,j | ≤ ǫ for all i = j, where,
and let A n be a free stream automaton that solves ApproxFreq(ǫ). Then, n − dim(M e ) = Ω( log n ǫ 2 log(ǫ −1 ) ). Proof. By Lemma 10, there exists J ′ ⊂ {1, 2, . . . , n} such that |J ′ | ≥ ⌈n/2⌉ and err 2 (e i ) ≤ 3ǫ for i ∈ J ′ . Let V 1 be the n × r orthonormal matrix given by Lemma 6 spanning R n /M e . Define Y to be the |J ′ | × r sub-matrix of V 1 that includes the ith row of V 1 for each i ∈ J ′ . Let U = Y T which is an r × |J ′ | matrix. For i ∈ J ′ , err(est 2 (e i ), e i ) ≤ 3ǫ, or,
Therefore, for j, k ∈ {1, 2, . . . , |J ′ |}, |U T j U k | ≤ 3ǫ if j = k and |U T j U j − 1| ≤ 3ǫ. The matrix U U T satisfies the premises of Theorem 1. Therefore,
. Suppose A n be a free automaton that uses s(n, m) bits on the work-tape to solve ApproxFreq(ǫ). Then, s(n, m) = Ω( (log n)(log m) ǫ 2 log ǫ −1 ).
Proof. Let M = kernel of A n . By Lemma 11, n − dim M e = Ω log n ǫ 2 (log ǫ −1 )
. By Lemma 4, s(n, m) = Ω((n − dim M ) log m). Since, dim M = dim M e , the result follows. ⊓ ⊔
General path independent automata
We now show that for the problem ApproxFreq(ǫ), it is sufficient to consider free automata. Let A n be a path-independent automaton that solves ApproxFreq(ǫ) and has kernel M . Suppose that Z n /M is not free. Let M ′ be the module that removes the torsion from Z n /M , that is,
Lemma 13. Z n /M ′ is torsion-free.
Proof (Of Lemma 13.). Supposeȳ = y + M ′ is a torsion element in Z n /M ′ . Then, there exists b ∈ Z and b = 0 such that bȳ = by + M ′ ∈ M ′ or that by ∈ M ′ . Therefore, there exists a ∈ Z, a = 0, such that by = ax, for some x ∈ M , or that, y = (b −1 a)x with b −1 a = 0. Therefore, y ∈ M . Hence, Z n /M ′ is torsion-free. Lemma 15. Suppose A n is a path independent automaton for solving ApproxFreq(ǫ) and has kernel M . Then, there exists a free automaton B n with kernel M ′ such that M ′ ⊃ M , Z n /M ′ is free, and err(min
Proof (Of Lemma 15). Let M be the kernel of A n and let M ′ be as defined in (6), so that
Then, y ∈ x 1 + M for some x 1 . Letŷ = output An (x 1 + M ) denote the output of A n for an input stream with frequency in x 1 + M (they all return the same value, since, A n is path independent and has kernel M ) and let y ′ = min ℓ 1 (x 1 + M ). Let h denote h(x + M ′ ) and letĥ = output An (h + M ). Therefore,
The first and the second terms above are bounded by ǫ as follows. The first term y−ŷ ∞ y 1 = err(ŷ, y) ≤ ǫ, since, y ∈ x 1 + M andŷ is the estimate returned by A n for this coset. The
since, y ′ 1 ≤ y 1 and y ′ lies in the coset x 1 + M . The third term in (7) can be rewritten as follows. By Lemma 13, y ′ − h ∈ M ′ and M ′ ⊂ M e . Therefore,
by Lemma 8 and by triangle inequality
By (7), err(h, y) ≤ ǫ + ǫ + 2ǫ = 4ǫ. The automaton B n with kernel M ′ is constructed as in Lemma 5. ⊓ ⊔ Lemma 16. Suppose
. Let A n be a path independent automaton that solves
Proof. By Lemma 15, there exists a free automaton
A ′ n with kernel M ′ ⊃ M that solves ApproxFreq(4ǫ). Therefore, n − dim M ≥ n − dim M ′ = Ω log n ǫ 2 log ǫ −1 , by Lemma 12. ⊓ ⊔
Path reversible automata
In this section, we show that given a path reversible automaton A n , one can construct a path independent automaton B n that is an output restriction of A n and Space(B n , m) ≤ Space(A n , m) + O(log n). Let A n be a path reversible automaton. For f ∈ Z n , define φ An (f ) = {s | ∃σ s.t. o ⊕ σ = s and freq σ = f }. The kernel of A n is defined as follows: M = M An = {f | o ∈ φ An (f )}. Let C = C(A n ) be the set of reachable configurations from the initial state o of A n and let C m = C m (A n ) denote the subset of C(A n ) that are reachable from the initial state o on input streams σ with |σ| ≤ m. Define a binary relation over C as follows: s ∼ t if there exists f ∈ Z n such that s, t ∈ φ An (f ). 
⊓ ⊔ Proof (Of Lemma 17, part 2.). Suppose f = g + h, for some h ∈ M . Then, there exists σ such that o⊕σ = o and freq σ = h. Let a ∈ φ An (g) and let τ be a stream such that o⊕τ = a
Reversing the roles of f and g, we have,
This proves the first assertion of the lemma. Conversely, Suppose a ∈ φ An (f ) ∩ φ An (g). Then, there exist streams σ and τ such that
Proof (Of Lemma 17, part 3.). By definition, ∼ is reflexive and symmetric. Suppose that s ∼ t and t ∼ u. Then, there exists f, g ∈ Z n such that s, t ∈ φ An (f ) and t, u ∈ φ An (g). Therefore, t ∈ φ An (f )∩φ An (g). Hence, f −g ∈ M and so φ An (f ) = φ An (g). Thus, s ∼ u. ⊓ ⊔ Proof (Of Lemma 17, part 4.). Suppose s ∈ φ An (f )∩φ An (g), then, f −g ∈ M , by Lemma 17, part 2, or that, f + M = g + M . Hence, the map is well-defined. Suppose [s] and [t] both map to f + M . Then, s, t ∈ φ An (f ), and so s ∼ t and therefore, [s] = [t] . Hence the map is 1-1. For f ∈ Z n , φ An (f ) is non-empty and for any s ∈ φ An (f ), [s] maps to f + M , proving ontoness.
⊓ ⊔
Let B n be a path independent stream automaton whose configurations are the set of cosets of M and whose transition is defined as by the sum of the cosets, that is, f + (x + M ) = (f + x) + M , constructed using Lemma 5. Its output on an input stream σ is defined as:
where, choice S returns some element from its argument set S.
Lemma 18. B n is an output restriction of A n .
Proof. f + M = g + M if and only if φ An (f ) = φ An (g). Therefore, out B (σ) is well-defined. Further, by definition of out B , out B (σ) = the output of A in some configuration s, where, s ∈ φ An (freq σ). Thus, B n is an output restriction of A n .
We can now prove the main lemma of the section.
Lemma 19. Let A n be a path reversible automaton with kernel M . Then, there exists a path independent automaton B n with kernel M that is an output restriction of A n such that
Proof. Let B n be constructed in the manner described above. By Lemma 18, is an outputrestriction of A n . Since the map [s] → f + M , for s ∈ φ An (f ) is 1-1 and onto (Lemma 17, part 4), therefore, for every m, each reachable configuration of B n after processing streams σ with freq σ ∈ [−m . . . m] n can be associated with a disjoint aggregate of configurations of A n . The number of reachable configurations of B n after processing streams with frequency
Combining, we obtain the statement of the lemma. ⊓ ⊔ Remarks. The above procedure transforms a path reversible automaton A n to a pathindependent automaton B n such that log|C m (A n )|+O(log n) ≥ Space(B n , m), for all m ≥ 1. However, the arguments only use the property that the transition function ⊕ An is path reversible, and the fact that the subset of reachable configurations C m (A n ) on streams of size at most m is finite. The argument is more general and also applies to computation performed by an infinite-state deterministic automaton in the classical sense that returns an output after it sees the end of its input, with set of states C, initial state o and a pathreversible transition function ⊕ ′ An . The above argument shows that such an automaton A n can be simulated by a path-independent stream automaton B n with finite control and additional space overhead of O(log n) bits, such that B n is an output-restriction of A n . We will use this observation in the next section.
Path non-reversible automata
In this section, we show that corresponding to every general stream automaton A n , there exists a path reversible automaton A ′ n that is an output-restriction of A ′ n , such that Space(A n , m) ≥ log|C m (A ′ n )|. By Lemma 19, corresponding to any path reversible automaton A ′ n , there exists an output-restricted and path independent automaton B n , such that log|C m (A ′ n )| ≥ Space(B n , m) − O(log n). Together, this proves a basic property of stream automata, namely, that, for every stream automaton A n , there exists a pathindependent stream automaton B n that is an output-restriction of A n and Space(B n , m) ≤ Space(A n , m)+O(log n). We construct the path-reversible automaton A ′ n only to the extent of designing a path-reversible transition function ⊕ A ′ n , a set of configurations C(A ′ n ) and specifying the output of A ′ n if the end of the stream is met while at any s ∈ C(A ′ n ). As per the remarks at the end of the previous section, this is sufficient to enable the construction of the path-independent automaton B n from A ′ n .
Defining reversible transition function from stream automata
In this section, we present detailed (existential) construction of constructing a reversible transition function ⊕ ′ = ⊕ A ′ n from a given general stream automaton A n with transition function ⊕ = ⊕ An . Let C = C(A n ) denote the space of configurations of A n and let C m = C m (A n ) denote the subset of C(A n ) that are reachable from o on input streams of size at most m. Consider a directed graph G = (C, E) where, C = C(A n ) is the set of vertices and there is a directed edge from s to t provided there is some stream σ such that freq σ = 0 and s ⊕ σ = t. Define the equivalence relation s ∼ G t if there is a directed path from s to t in G and vice-versa. Let Define the mapping α m : C m → C m as follows: α m (s) = some member of some terminal equivalence class reachable from s (for e.g., the member with least lexicographic value among all candidates). Fix s ∈ C and consider the sequence {α m (s)} m≥1 . If this sequence is finite, then, one can define α(s) to be a final element of the sequence. Otherwise, we use a standard technique of passing to the infinite case by associating s with 'consistent' infinite sequencess = {α m (s)} m≥1 .
Lemma 21. For s ∈ C, α(s) ⊕ ′ e i • −e i = α(s) and α(s) ⊕ ′ −e i • e i = α(s).
Proof (Of Lemma 21 ).
A configuration s is first identified with the infinite sequence, s = {α m (s)} m≥1 . Recall that the definition of α m (s) allows flexibility in the choice of a terminal class of ∼ Gm . We now ensure that the choices are made in a consistent manner as follows. For each m, there is a path P m (s) from s to a vertex in the equivalence class α m (s). By consistent choices across m, we mean that the P m+j (s) is an extension of the path P m (s), for each j > 0, and for each s ∈ C. From now
The transition function ⊕ ′ is defined in two steps. First, we define an intermediate function ⊕ 1 .s
Sequences are allowed to have the undefined element ⊥, since, it is possible that s ∈ C m and hence α m (s) is not defined. However, if α m (s) is defined, then, α m+j (s) is defined, for all j > 0. This implies that the undefined elements, if they occur, form a prefix of the sequencē s.
We now attempt to prove Lemma 21 for the transition function ⊕ 1 . Let m 0 be the smallest m for which α m (s) ⊕ e i is well-defined. Then, for all m ≥ m 0 , both α m (s) ⊕ e i and α(α m (s)⊕e i )⊕−e i are also well-defined. The arguments in the finite case of Lemma 21 hold for each member m ≥ m 0 . The same can be said for α m (s) ⊕ −e i . Thus, the two sequences {α m (s)} m≥1 and {α m (α m (α m (s) ⊕ e i ) ⊕ −e i )} m≥1 differ at most in a finite prefix, where, the RHS sequence may have more ⊥ elements than the sequence on the LHS.
To resolve this problem, we define a relation ∼ = between pairs of infinite sequences.
{u m } m≥1 ∼ = {v m } m≥1 if u m and v m differ in a finite initial prefix.
A finite sequence u 1 , . . . , u r is modeled as an infinite sequence u 1 , . . . , u r , u r , u r , . . . whose last term is repeated. It is straightforward to see that ∼ = is an equivalence relation on the family of sequences. It now follows that
For each configuration s in the original automaton, we associate it with [s]∼ = as follows.
[
The transition function ⊕ ′ is now defined as follows.
It now follows, by repeating the arguments in the previous paragraph, that
This proves Lemma 21, with
The map s → α(s) maps s to a congruence class over the space of consistent infinite sequences. Define
n is defined as follows. Initially A ′ n is in the state α(o). After reading a stream record (one of the e i 's or −e i 's), A ′ n uses the transition function ⊕ ′ instead of ⊕ to process its input. However, s ⊕ ′ σ = α(s ⊕ σ), where, α(t) is a set (possibly infinite) of states that cause A n to transit from configuration t on some input σ ′ , with freq σ ′ = 0. Equivalently, this can be interpreted as if σ ′ has been inserted into the input tape just after A n reaches the configuration s and before it processes the next symbol-hence, A ′ n is an output-restriction of A n and is equally correct for frequency-dependent computations. This is the main idea of this construction. Thus, transitions of ⊕ ′ are equivalent to inserting some specifically chosen strings σ 1 , σ 2 , . . ., each having freq = 0, after reading each letter (i.e., ±e i ) of the input. The output of A ′ n on input stream σ is identical to the output of A n on the stream σ ′ , where, σ ′ is obtained by inserting zero frequency sub-streams into it. Therefore, freq (σ ′ ) = freq (σ) and A ′ n is an output restriction of A n . By Lemma 21, the transition function ⊕ ′ is path reversible. Let C ′ = C(A ′ n ) and C ′ m = C m (A ′ n ). Since, α(s) is an equivalence class over C(A n ), the map s → α(s) implies that |C ′ m | = |{α(s) | s ∈ C m }| ≤ |C m |. Starting from A ′ n , one can construct a path independent automaton B n as per the discussion in Section 5. The arguments in this section do not show that the transition function ⊕ ′ can indeed by realized by a Turing machine that has only finite control. This is sufficient however, since, the path reversibility of ⊕ ′ is only used to allow the techniques of Section 5 to be applicable, and hence to be able to construct a coset-based path independent automaton. Since any coset based automaton can be realized using finite number of states in its finite control (Lemma 4, therefore, the final path-independent transition function is actually a stream automaton B n .) Theorem 2 summarizes this discussion.
Theorem 2 (Basic property of computations using stream automata). For every stream automaton A n , there exists a path-independent stream automaton B n that is an output-restriction of A n and Space(B n , m) ≤ Space(A n , m) + O(log n).
Proof. Let ⊕ ′ be the transition function of the path-reversible automaton constructed as described above and let B n be the path-independent automaton obtained by translating ⊕ ′ using the procedure of Section 5. Let C m and C ′ m denote the number of reachable configurations of A n and A ′ n , respectively, over streams with frequency vector in [−m . . . m] n . Let s A = s A (n, m). Let M be the kernel of B n . Then, Proof. By Theorem 2, there exists a path independent automaton B n that is an outputrestriction of A n and Space(A n , m) ≥ Space(B n , m) − O(log n). By Lemma 1, B n solves ApproxFreq(ǫ). If M is the kernel of B n , then by Lemma 4, Space(B n ) = Ω((n − dim M )(log(2m + 1)). By Lemma 16, n − dim M = Ω ǫ −2 (log(1/ǫ)) −1 log n . Thus, Space(A n , m) = Ω((n − dim M ) log m) − O(log n) = Ω (log m)(log n) ǫ 2 log(1/ǫ)
.
⊓ ⊔
Since, any path-independent automaton is arbitrarily mergeable (see text before Lemma 5), Theorem 2 implies that for any stream automaton A n , there exists an output-restricted automaton B n such that Space(B n , m) ≤ Space(A n , m) + O(log n), and the state of B is arbitrarily mergeable, establishing the claim made in Section 1.
