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Utjelovljeni um
O komputacijskim, evolucijskim i filozofskim
tumaèenjima spoznaje
Sa®etak
Suvremenu kognitivnu znanost ne mo®emo razumjeti bez najnovijeg razvoja raèunalne zna-
nosti, umjetne inteligencije (Artificial Intelligence – AI), robotike, neuroznanosti, biologije,
lingvistike i psihologije. Kako klasièna analitièka filozofija, tako i tradicionalna AI pretpo-
stavile su da sve vrste znanja moramo prikazati formalnim ili programskim jezicima. Ova je
pretpostavka u proturjeèju s nedavnim uvidima u biologiju evolucije i razvojnu psihologiju
ljudskog organizma. Veæina je našega znanja implicitna i nesvjesna. To nije formalno prika-
zano, nego utjelovljeno znanje koje uèimo radeæi, a razumijevamo tjelesnim suodnosom s eko-
loškim nišama i društvenim okolišima. To vrijedi ne samo za vještine na niskoj razini nego i za
visokorazinska podruèja kategorizacije, jezika i apstraktnoga mišljenja. Utjelovljena kognitivna
znanost, AI, kao i robotika pokušavaju umjetnom evolucijom stvoriti utjelovljeni um. S filo-
zofskoga gledišta, zapanjuje da tradicionalni pojmovi kognitivne znanosti i AI s formalnim
predod®bama znanja pripadaju tradicionalnoj liniji filozofije.
Kljuène rijeèi
spoznajna znanost, umjetna inteligencija, utjelovljeni um, raèunalna znanost, robotika,
neuroznanost, lingvistika, psihologija
1. Klasièna tumaèenja spoznaje:
umjetna inteligencija i filozofija uma
Na poèetku klasiène kognitivne znanosti stoji Descartesov dualizam izmeðu
uma i mozga, uma i izvanjskoga, tvarnoga svijeta. Prema Descartesu, ljud-
sko tijelo s mozgom jest materijalni stroj. Njime upravljaju uroðene ideje
(ideae innatae) koje ljudski um pohranjuje u mozgu na jasan i razgovijetan
naèin (clare et distincte). Ljudski um (res cogitans) odvojen je od izvanj-
skoga svijeta (res extensa) u strogom spoznajnom dualizmu. Prepoznavanje
je moguæe pomoæu izomorfnog podudaranja izmeðu unutrašnjih predod®bi
ideja i izvanjskih situacija i dogaðaja. Kasnije je David Hume ovo kritizirao
tako da niti u prirodi ne postoji uzroèni mehanizam niti uzroèni zakon u
našemu umu, nego samo nesvjesni refleks udru®ivanja osjetilnih dojmova
(npr. bljesak munje i groma). Nema oštrih i odreðenih pojmova koji bi se
zasnivali na opa®anjima, nego postoje samo više ili manje nejasni obrasci
koji dopuštaju više ili manje vjerojatne tvrdnje glede sluèajnih dogaðaja.
U epistemologiji Immanuela Kanta prepoznavanje je aktivan proces, koji
unutrašnje predod®be svijeta konstruira pomoæu apriornih kategorija. Tako
se uzroèna povezanost dogaðaja ostvaruje zapravo pomoæu kategorije uzroè-
nosti u našemu umu. Pojmovima upravljaju formalni obrasci (»Schema«).
Intuicija je moguæa pomoæu prostornog i vremenskog ureðivanja dogaðaja.
Premda se temelji na osjetilnim podacima, izvanjski svijet subjektivna je
konstrukcija èistoga uma. To je glavna poruka Kantova transcendentalnoga
konstruktivizma suvremenoj kognitivnoj znanosti.
Daljnji va®an korak kognitivne filozofije bila je fenomenologija svijesti Ed-
munda Husserla. Husserl pripada tradiciji kartezijanskoga kognitivizma, ali
naglašava reprezentacijsku intencionalnost: da bismo opa®ali, djelovali i od-
nosili se prema predmetima, mora postojati neka unutarnja predod®ba koja
nam omoguæuje upraviti svoj um prema svakome predmetu. U klasiènoj
umjetnoj inteligenciji (AI) Husserlov intencionalni sadr®aj svijesti odgovara
formalnim reprezentacijama kompjutorskoga programa.
Kako su moguæe formalne reprezentacije? S logièkog i matematièkoga gle-
dišta Alan Turing definira kompjutor neovisno o svim tehnièkim i fizièkim
detaljima: Turingov stroj je formalni postupak koji se sastoji od: a) kon-
trolne kutije u kojoj se nalazi konaèni program; b) potencijalno beskonaène
vrpce, podijeljene po du®ini na kvadrate; c) naprave za skeniranje ili štam-
panje na jednom kvadratu vrpce u vremenu, te za kretanje ili zaustavljanje
du® vrpce, sve pod upravom kontrolne kutije. Turingov stroj mo®e ostvariti
svaki raèunalni postupak (algoritam) (Churchova teza). Univerzalni Turin-
gov stroj mo®e simulirati svaki Turingov program. U tehnièkom pogledu,
univerzalni Turingov stroj jest više ili manje opæi namjenski kompjutor.
Na pozadini Turingove teorije komputabilnosti dobijamo njegov komputa-
cijski kognitivizam koji pretpostavlja komputacijski funkcionalizam. Prema
komputacijskom funkcionalizmu, mozak kao biološki wetware odgovara fi-
zièkom hardveru raèunala. Um s pojmovima i logièkim zakljuècima razu-
mijevamo kao softver raèunalnog (Turingova) programa sa strukturama po-
dataka i algoritmima. Turing zatim dokazuje ovako: ako je ljudski um kom-
putabilan, mo®emo ga predoèiti pomoæu Turingova programa (Churchova
teza) koji opet mo®emo izraèunati pomoæu univerzalnog Turingova stroja,
naime tehnièki, pomoæu opæeg namjenskog kompjutora. Turing i klasièna
umjetna inteligencija (AI) vjerovali su da je ljudski um komputabilan u
smislu komputacijskog funkcionalizma. Slijedi tako da je um komputabilan
pomoæu opæega namjenskoga kompjutora s dostatnom raèunalnom moæi.
Èak i ako ljudi ne vjeruju u Turingovu jaku AI-postavku, oni èesto klasièni
komputacijski kognitivizam potvrðuju u sljedeæem smislu: raèunalni procesi
operiraju sa simbolièkim predod®bama koje se odnose na situacije u iz-
vanjskom svijetu. Te formalne predod®be, zatim, trebale bi slijediti Tar-
skijevu korespondencijsku teoriju istine: zamislimo situaciju X u stvarnome
svijetu (npr. nekoliko kutija na stolu) koju ukodiramo simbolièkom pre-
dod®bom A1 = ukodirati (X1) (npr. opis kutija na stolu). Ako se dekodira
simbolièka predod®ba A1, onda dobijamo situaciju X1 u stvarnome svijetu
kao njezino znaèenje, tj. dekodirati (A1) = X1. Operacija T u stvarnome
svijetu (ruèno pokretanje kutija na stolu, primjerice) proizvelo bi isti rezul-
tat A2 u stvarnome svijetu, bilo da je uèinjen u stvarnome svijetu ili na sim-
bolièkoj predod®bi:
Dekodirati (ukodirati (T) (ukodirati (X1)) = T (X1) = X2.
Nema, dakle, izomorfnosti izmeðu izvanjske situacije i njezine formalne
predod®be u kartezijanskoj tradiciji.
Komputacijski kognitivizam pretpostavlja da se strategije rješavanja prob-
lema mogu prikazati formalnim pravilima. Obièno pravilo prometa tra®i:
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AKO gori crveno, ONDA se promet zaustavlja. Mo®emo ukodirati pravilo s
formalnim reprezentacijama A (»gori crveno«) i B (»promet se zaustavlja«)
pomoæu tzv. produkcijskoga pravila A→B. Drugi primjer jest problem di-
jagnoze u medicini: AKO pacijent x ima srèani napadaj, ONDA x ima srèa-
ne enzime u krvi. Opæenito mo®emo razlikovati problemske klase klasifika-
cije, dijagnoze, dizajna, planiranja te simulacije koje mo®emo prikazati for-
malnim AKO-ONDA ili produkcijskim pravilima A→B:













Poèetno stanje Simulacija Uzastopna stanja ubuduænosti
Pravila se mogu kombinirati ulanèavanjem prema naprijed (poèinjuæi s po-
dacima A te izvodeæi cilj D) ili ulanèavanjem prema natrag (poèinjuæi s ci-
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B C B C
C D A B
Ove metode rješavanja problema dobro su poznate iz filozofske tradicije,
kao, primjerice, Papposove metode sinteze i analize, njihovo podrijetlo u
aristotelovskoj logici, te njihov razvoj u filozofiji modernih vremena. Po-
stoje takoðer mnoge metode induktivne logike i probabilistièkog zakljuèi-
vanja, strategije dokazivanja ili opovrgavanja koje su ukljuèene u ekspertne
sustave zasnovane na znanju, no koje su meðutim takoðer dobro poznate i
iz analitièke filozofije (Carnap, Quine, npr.) i filozofije znanosti (Popper,
Lakatos, npr.).
Kao što je to istaknuo Clark Glymour (Fetzer, 1988: 195): umjetna inteli-
gencija filozofsko je objašnjenje pretvoreno u kompjutorski program. Povi-
jesno gledano, ono što smatramo umjetnom inteligencijom nastalo je pre-
uzimanjem objašnjenja što su ih pru®ili filozofi i logièari, te pronala®enjem
komputabilnih ekstenzija i njihovih primjena. Razvoji u programskoj teh-
nologiji te®ili su tome da proces transformiranja nekih vrsta filozofskih ob-
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jašnjenja u programe uèine skoro automatskim. Sustavi produkcijskih pravi-
la eksploatiraju dvoznaènost izmeðu kondicionalnih iskaza i proceduralnih
pravila, te dopušaju da se teorije koje se sastoje od skupa kondicionala
pretvore u jednostavan program. Veæina filozofskih teorija upotrijebljenih u
umjetnoj inteligenciji nije uzeta izravno iz filozofske literature, no to ih ne
èini ništa manje filozofskima. Kompjutorska znanost pouèava nas da kudi-
kamo više toga pripada filozofiji nego što bismo to mogli i misliti: i umjetna
inteligencija jest filozofija.
Ekspertni sustavi zasnovani na znanju nastoje predstaviti strategije rješava-
nja problema za odgovarajuæe problemske klase. Suprotno konvencional-
nim programima, ekspertni sustavi biraju odgovarajuæa pravila automatski
pomoæu sustava zakljuèivanja s ulanèavanjem prema naprijed ili prema na-
trag. Znanje je kljuèni èimbenik u izvedbi ekspertnog sustava koji simulira
rješavanje problema od strane èovjeka struènjaka, npr. znanstvenika ili fizi-
èara u odreðenom podruèju. Znanje je dvovrsno. Prvi tip jesu èinjenice ne-
kog podruèja zapisane u ud®benicima i èasopisima toga podruèja. Jednako
va®an za praksu toga podruèja jest i drugi tip znanja, zvan heuristièkim, što
oznaèava znanje dobre prakse i prosudbe u tome podruèju. To je eksperi-
mentalno znanje, umijeæe dobra pogaðanja što ga èovjek struènjak stjeèe
tijekom godina rada. Heuristièko znanje najte®e je zadobiti zato što struè-
njaci rijetko posjeduju samosvijest kako bi prepoznali što ono jest. Zato in-
terdisciplinarno obuèeni in®enjeri znanja moraju zadobiti pravila struènja-
ka, prikazati ih u programskom jeziku i staviti ih u radni program. Ova sas-
tavnica ekspertnog sustava naziva se stjecanjem znanja.
Postoji, meðutim, još temeljniji problem kad je rijeè o ekspertnim sustavi-
ma. Oni su ogranièeni na specijaliziranu znanstvenu bazu bez svega poza-
dinskoga znanja èovjeka struènjaka. Struènjaci se ne oslanjaju na eksplicitne
(deklarativne) reprezentacije zasnovane na pravilima, nego na intuiciju i
implicitno (proceduralno) znanje. Jednostavan primjer iz svakidašnjeg ®ivo-
ta jest vo®nja auta. Prve lekcije iz vo®nje auta mogu se predoèiti pomoæu
pravila i ulanèavanja pravila u priruènicima. Nijedna situacija u stvarnome
prometu, meðutim, nije potpuno identièna premisama priruènièkoga pravi-
la. Osim toga, da bismo upotrijebili tehnièku opremu trebamo imati nešto
osjeæaja i senzitivnosti. Kako postati vješt u vo®nji auta? Kao što svi znamo,
to je moguæe samo vje®banjem, praksom i iskustvom. Osim toga, pozadinski
problem je filozofski izazov, kao što je to istaknuo Hubert Dreyfus (Dreyfus,
1979). Kako bi specijaliziranu znanstvenu bazu ekspertnog sustava trebalo
kombinirati s generaliziranim i strukturaliziranim pozadinskim znanjem svi-
jeta koji utjeèe na odluke i djelovanja èovjeka struènjaka? U medicini, kad
odluèuje o kirurgiji, dobar æe lijeènik takoðer uzeti u obzir i objektivne doj-
move koje ima glede pacijentovih ®ivotnih uvjeta (obitelj, posao itd.) i nje-
gova/njezina stava prema ®ivotu. Isti aspekt mo®emo pokazati i u ekspert-
nim sustavima zakona. Usprkos svim konzistentnim sustavima pravila, su-
dac æe na kraju pronaæi formalan cilj za moguæe odluke, pri èemu æe se
orijentirati prema svom osobnom pogledu na svijet i ®ivot. Odvjetnici zaista
koriste hermeneutièke metode tumaèeæi tekst zakona, kako bi došli do od-
luka u skladu s formalnim zakonom i materijalnim aspektima stavova i
nakana.
Zbog sve slo®enijih situacija, na pravilu zasnovane reprezentacije raspadaju
se na najrazlièitija pravila i korisnik gubi bilo kakav pregled nad njima.
Tako je Marvin Minsky pokušao poboljšati reprezentaciju znanja uvoðenjem
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okvira. Oni su formalne reprezentacije predmeta i situacija, i sastoje se od






duga je 1,2–1,8 m
®ivi u Africi
Filozofijski, okviri se smatraju kognitivnim shemama kategorija, organizira-
juæi naše znanje predmeta i situacija s unutrašnjim reprezentacijama. Kao
što sam prije spomenuo, one igraju temeljnu ulogu u Kantovoj epistemolo-
giji. Oèito je da se mogu zamijeniti i logièkim pravilima: npr., AKO je x ze-
bra, ONDA je x prugast; AKO je x zebra, ONDA x ima kopita; itd. Okviri,
meðutim, povezani pojam skupljaju i ureðuju na intuitivan naèin u grafièku
shemu, umjesto u beskonaèan niz nepovezanih pravila. Popisi su formalne
reprezentacije o vremenu ovisnih procesa, s preduvjetima, predmetima i
rezultatom. Scene predstavljaju statiène situacije i dogaðaje. Slijed scena pred-
stavlja kauzalni lanac dogaðaja. Primjer je iz svakodnevnog ®ivota restoran-
ski popis Rogera Schanka, s tipiènim scenama u amerièkom restoranu:
Restoranski popis
Uloge mušterija (m), konobar (k), šef (š), vlasnik(v)
Predmeti stolovi, stolice, meniji, hrana, raèuni, novac,napojnica
Preduvjet m ima novaca, m je gladan
Rezultati m ima manje novaca, v ima više novaca, mje manje gladan
Scena 1 ULAZAK m ulazi u restoran
Scena 2 SJEDANJE m èeka da sjedne, m uzima stolicu, m sjeda
Scena 3 NARUÈIVANJE m tra®i menu, prouèava ga i naruèuje jelood k
Scena 4 OBJED k donosi hranu, m je jede
Scena 5 PLAÆANJE m tra®i od k raèun, m plaæa raèun, m ostav-lja napojnicu
Scena 6 ODLAZAK m napušta restoran
Nakon primjera ovih reprezentacija, postavlja se pitanje mo®e li se razu-
mijevanje uopæe svesti na formalna pravila. John Searle objasnio je ovaj
problem svojim poznatim misaonim eksperimentom »kineske sobe«: koris-
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teæi samo sintaktièka pravila simbola, on ili kompjutor daju odgovore na
kineska pitanja napisana na karticama koje su u sobu predane kroz prozor.
Premda on ili kompjutor ne razumiju kineski, on ili kompjutor mogu proiz-
vesti znakovite kineske iskaze pomoæu formalnih pravila kineskih znakova.
Naravno da je Searleov misaoni eksperiment pretjerivanje, zato što nam je i
za samo korištenje formalnih pravila potrebno proceduralno znanje. No, svi
znamo da se strani jezik ne uèi prouèavanjem formalne gramatike i simbola,
nego poglavito razgovorom i komunikacijom, naime uèeæi kroz provedbu i
proširivanjem implicitnog (proceduralnog) znanja jezika. Ukratko: repre-
zentacija lingvistièke kompetencije, zasnovana na pravilu, jest ogranièena.
Kao što je znao veæ i Wittgenstein, naše razumijevanje jezika ovisi o situaci-
jama. Situiranost reprezentacija te®ak je problem primijenjene robotike.
Klasièan robot treba potpunu simbolièku reperezentaciju situacije koja se
mora a®urirati ako se promijeni polo®aj robota. Primjerice: robot kru®i oko
stola na kojem su lopta i šalica. Formalna reprezentacija u kompjutorskom
jeziku mo®e biti NA (STOLU, LOPTI), NA (STOLU, ŠALICI), IZA (ŠA-
LICE, LOPTE), itd. Ovisno o polo®aju robota s obzirom na raspored, šalica
je nekad iza lopte, a nekad nije. Formalna reprezentacija IZA (ŠALICE,
LOPTE) mora se stoga a®urirati uvijek s promjenom polo®aja. Kako robot
mo®e sprijeèiti nepotpuno znanje? Kako mo®e razlikovati izmeðu stvarnosti
i njezine dotiène perspektive? Situirani agenti poput ljudi ne trebaju ni-
kakvih reprezentacija ni a®uriranja. Oni gledaju, govore i meðusobno dje-
luju tjelesno, naime pokazujuæi na stvari. Èak i racionalno djelovanje u
iznenadnim situacijama ne ovisi o unutrašnjim reprezentacijama i logièkim
zakljuèivanjima, nego o tjelesnim interakcijama unutar situacije (npr. gle-
danju, osjeæanju, reagiranju). Zamislimo djeèaka na biciklu koji iznenada
zaokrene kako bi izbjegao maloga pu®a na cesti. S druge strane, racionalne
misli s unutrašnjim reprezentacijama ne jamèe racionalno djelovanje: profe-
sor logike mo®e pogriješiti u mnogim praktiènim situacijama, zato što su
slo®ene stvarne situacije dosta daleko od više ili manje pojednostavnjenih
formalnih reprezentacija.
Razlikujemo stoga formalno i utjelovljeno djelovanje u igrama koje su više
ili manje nalik stvarnom ®ivotu; šah, primjerice, jest formalna igra s kom-
pletnim reprezentacijama, strogo definiranim stanjima, pozicijama na ploèi
te formalnim operacijama. Kockanje je neformalna igra s vještinama koje
ovise o tjelesnim interakcijama, bez potpunih reprezentacija situacija i ope-
racija koje nikad nisu posve identiène – kao naš ®ivot, samo daleko jed-
nostavnije. Prema Mauriceu Merleau-Pontyju, intencionalne ljudske vješti-
ne ne trebaju nikakvu unutrašnju reprezentaciju, nego se one treniraju i
uèe, te su utjelovljene u optimalnom »gestaltu« koji se ne mo®e ponoviti.
Atletièar poput skakaèa s motkom ne mo®e ponoviti svoj uspješan skok kao
stroj koji stvara isti rezultat. Merleau-Ponty tako istièe:
»Pokrenuti neèije tijelo znaèi ciljati na stvari kroz njega; to znaèi dopustiti nekome da odgovori na
njihov zov, upravljen tome tijelu neovisno o bilo kakvoj reprezentaciji.« (Merleau-Ponty, 1962: 139)
Husserlova reprezentacijska intencionalnost zamjenjuje se intencionalnošæu
zasnovanom na tijelu.
2. Umjetna evolucija i utjelovljena spoznaja
Tjelesno zasnovana intencionalnost èudesna je kad zdravi organizam djelu-
je bez svjesne kontrole, no to nije tajna. Moderna biologija i neurološke
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znanosti pru®aju mnoge uvide u njezino podrijetlo tijekom ®ivotne evolu-
cije. Kljuèni pojam jest samo-organizacija. U pred-biotièkoj evoluciji, sa-
mo-sakupljajuæi molekularni sustavi postaju osposobljenima za samo-po-
navljanje, metabolizam, te mutaciju u danoj skupini planetarnih uvjeta. Mo-
lekularna informacija tih obilje®ja pohranjena je u molekularnim kompo-
nentama. Za biokemiju je još uvijek izazov pronaæi molekularne programe
generiranja ®ivota iz »mrtve« tvari. Darwinovo evolucijsko stablo zemaljskih
vrsta mo®e se objasniti genetièkim programiranjem DNA-kodova. Mutacije
su sluèajne promjene DNA-kodova, te dovode do razdvajanja na evolu-
cijskom stablu. Selekcije su pokretne sile. Evolucija nervnih sustava i moz-
gova utjelovljena je u evolucijskom stablu vrste kao novi vid informacijskog
procesa. DNA-kod jest fiksni program koji se veæinom ne mijenja tijekom
®ivotnog vijeka organizma. Jedino njegova populacija mo®e nauèiti mijenja-
ti ponašanje odabirom prototipova s promijenjenim DNA-kodovima bolje
adaptiranim na neke ekološke niše u sljedeæim naraštajima.
Mozgovi su neurološki sustavi koji dopuštaju brzu prilagodbu na promije-
njene situacije tijekom ®ivotnoga vijeka organizma. Ukratko: oni mogu uèi-
ti. Ljudski mozak slo®en je sustav neurona koji se samoorganiziraju u ma-
kroskopskim obrascima pomoæu neurokemijskih interakcija. Percepcije, emo-
cije, misli i svijet odgovaraju tim neurološkim obrascima. Samo-organizacija
spoznaje rasvjetljuje se obaveznim problemom vizualne percepcije. Kako je
moguæe našem vizualnom sustavu prepoznati dotièni gestalt (oblik), a ne
samo skup obojenih piksela? U samo-organizirajuæem procesu uèenja mo-
zak odgovara na razlièite stimuli s razlièitim nakupinama sinkrono izgara-
juæih neurona. Te staniène nakupine kodiraju povezivanje pojedinih obi-
lje®ja u opa®ajnom predmetu pomoæu sinkronih neuroloških aktivnosti.
Pravila njihova uèenja otkrio je Donald O. Hebb, a nedavno su ih potvrdili
Wolf Singer i dr. U nešto starijoj teoriji Barlow je pretpostavio da svako
obilje®je nekoga predmeta mora predstaviti specijaliziranim neuronima. Da
bi ih povezao u oblik, on je uveo tzv. stanice-majke. Za još slo®enije repre-
zentacije, njemu je potreban rastuæi broj neurona (»stanice-bake«) koje pred-
stavljaju hijerarhije povezanih obilje®ja, povezanih skupina obilje®ja, itd., koje
iskustveno bivaju odbaèenima promatranjem mozgovnih aktivnosti.
U središnjem ®ivèanom sustavu, milijuni nervnih stanica organiziraju slo®en
signal i komunikacijski proces ljudskoga tijela. Izgaranje i ne-izgaranje neu-
rona proizvode gust tijek binarnih signala koje dekodira mozak. Nakon
DNA-kodova i mozgova koji uèe, sljedeæi korak staniènog informacijskog
procesa èine uèeæe populacije. U sociobiologiji, populacije jednostavnih in-
sekata poput mravi organiziraju slo®en transport, signal i komunikaciju po-
moæu inteligencije jata. Nema središnjeg nadzornika. Poredak sustava jest
samo-organizirajuæi u skladu s kemijskim signalima meðu tisuæama ®ivoti-
nja. Populacije s inteligencijom jata kadšto nazivamo superorganizmima ili
èak supermozgovima. U stvarnosti, populacije, vrste i društva nisu samo
skupine izoliranih mozgova, organizama ili ljudi, nego su to nove vrste sa-
mo-organizirajuæih sustava.
Sve ove stepenice prirodne evolucije postale su više ili manje planovima za
raèunanje i informacijske sustave u umjetnoj ko-evoluciji tehnologije. Pod-
sjeæam èitatelja na kvantnu fiziku s elementarnim èesticama i atomima, koja
danas pru®a standarde za kvantno raèunanje; nano-tehnologija za moleku-
larno raèunanje; genotehnologija za DNA-raèunanje, evolucijska biologija
za evolucijske algoritme u bioraèunanju; istra®ivanje mozga za neuroraèu-
nanje nervnih mre®a; kognitivna znanost za podatno raèunanje s nejasnom
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logikom, uèenjem algoritama i afektivnim raèunanjem, te, ne na kraju, so-
ciobiologija i sociologija za socioniku s raspodijeljenom Umjetnom Inteli-
gencijom i sustavima multi-agenata. Pogledajmo na neke od ovih koraka u
umjetnoj evoluciji.
S filozofske toèke gledišta, veæ je Gottfried Wilhelm Leibniz krajem 17.
stoljeæa ustvrdio kako ®ivot mo®emo smatrati slo®enim automatima: »svako
organsko tijelo ®ivoga biæa«, ka®e on u svojoj Monadologiji (§ 6), »jest neka
vrsta bo®anskoga stroja ili prirodnog automata koji beskonaèno nadmašuje
sve umjetne automate.« Danas se njegovo gledište pretresa kao naèelo
komputacijske ekvivalencije koja zahtijeva da za svaki prirodni sustav po-
stoji odgovarajuæi komputacijski sustav. Leibnizovu metafizièku ideju stroja
pojasnio je krajem 50-ih godina prošloga stoljeæa John von Neumann po-
moæu staniènih automata. Stanièni automati slo®eni su sustavi konaènih
automata koje mo®emo ilustrirati stanicama na isprecrtanoj mre®i sa stanji-
ma naznaèenima brojevima ili bojama. U binarnom sluèaju postoje samo
dva stanja 0 i 1, ili bijelo i crno. Stanice mijenjaju svoja stanja ovisno o su-
sjednim stanicama u skladu s jednostavnim lokalnim pravilima. Ponavljam,
ne postoji središnji procesor, nego samo-organizacija. Specijalni stanièni
automati mogu se reproducirati u uzastopnim naraštajima kao ®ivuæi organiz-
mi. Svaki kompjutor mo®e se simulirati odgovarajuæim staniènim automa-
tom (SA), te obrnuto. Postoje univerzalni SA koji mogu simulirati bilo koji
posebni SA poput univerzalnog Turingova stroja.
Glavna poruka SA jest sljedeæa: s jednostavnim pravilima razumljivima bilo
kojem uèeniku stanièni automati mogu generirati sve vrste slo®enih struktu-
ra u prirodi. Razmatramo, primjerice, 1-dimenzionalne automate s dvama
stanjima, koji se razvijaju crtu po crtu od poèetnog stanja na vrhu mre®e.
Svaka aplikacija pravila ovisi o stanjima triju prethodnih stanica. Tako je
svaki automat karakteriziran pomoæu 23=8 pravila. Njihovih osam binarnih
outputa mogu se dekodirati odgovarajuæim decimalnim brojem kao »DNA-kod«
umjetnog organizma. Oni mogu generirati potpuno pravilne i simetriène
obrasce poput kristala, ali i potpuno nepravilne i sluèajne obrasce bez ikak-
ve strukture (lijevo dolje) poput pahuljica snijega u oluji ili lokalno koreli-
rane slo®ene obrasce (dolje desno) poput organskih struktura u prirodi:
Sve više razlièitih slo®enih i sluèajnih obrazaca mo®e se generirati pomoæu
istoga jednostavnog pravila staniènih automata s razlièitim poèetnim uvjeti-
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ma. U mnogim sluèajevima ne postoji konaèan program kako bi se pred-
vidio razvoj sluèajnih obrazaca. U tom se sluèaju proces razvoja ne mo®e
potisnuti, i to zbog komputacijske nesvodivosti. ¬elimo li znati buduænost,
moramo èekati i promatrati aktualni razvoj. Ovi uvidi staniènih automata
imaju izvanredne posljedice u znanosti i filozofiji. Znanstvenici su u proš-
losti vjerovali kako nam poznavanje zakona omoguæuje izraèun dinamiènog
sustava. Stanièni automati nam pak pokazuju: èak i ako znademo sva in-
teraktivna pravila elementarnih èestica i atoma u fizici, molekula u kemiji,
stanica u biologiji, te ®ivaca u istra®ivanju mozga, nismo nu®no kadri i iz-
raèunati dinamiku njihovih slo®enih sustava. Prema naèelu komputacijske
korespondencije, slo®eni atomski, molekularni ili stanièni sustavi jesu kom-
putacijski, ali nisu nu®no i izraèunljivi.
U sljedeæem koraku umjetne evolucije, razmatramo neuronske mre®e koje
rade poput mozgova s prikladnim topologijama i uèenjem algoritama. Neu-
ronske su mre®e slo®eni sustavi tehnièkih neurona, aktivni (»izgarajuæih«) i
ne-aktivnih (»neizgarajuæih«), ovisno o nekim pragovima poput bioloških
neurona. Neurokemijske interakcije izmeðu bioloških neurona simuliraju se
pomoæu numerièkih velièina koje oznaèavaju stupanj povezanosti. Ne po-
stoji, ponavljam, nikakav središnji procesor, nikakva »stanica majka«, ni-
kakva misleæa ili osjeæajuæa stanica, nego samo-organizirajuæi tijek informa-
cija u nakupinama stanica u skladu s pravilima sinaptièkih interakcija (Heb-
bova pravila unatra®ne propagacije, primjerice). Neuronske mre®e pokuša-
vaju simulirati sinaptièku plastiènost ®ivuæih mozgova s njihovom toleranci-
jom prema pogreškama, te samo-prilagodbom na promijenjene situacije.
Uèenje algoritama mo®e se nadgledati kao što uèitelj nadgleda uèenje. U
tom sluèaju oni poboljšavaju svoje rezultate usporeðujuæi ih s nekim proto-
tipovima (npr. prepoznavanjem pohranjenih obrazaca). Oni takoðer mogu
biti i ne-nadgledani, nalazeæi nove obrasce, skupine ili pojmove metodom
pokušaja-pogreške, te evolucijskim postupcima selekcije.
Utjelovljenost neuronskih mre®a jest cilj utjelovljene robotike: jednostavan
robot s motornom opremom (npr. kotaèima) i razlièitim senzorima koji po-
kazuju blizinu objekata, izvore svjetla, te sudaranje s preprekama mo®e ge-
nerirati slo®eno ponašanje pomoæu samo-organizirajuæih neuronskih mre®a.
Utjelovljena neuronska mre®a, primjerice, ima slojeve neurona za motorna
djelovanja (npr. zaokretanje, kretanje prema naprijed) te za senzore blizine
ili sudara. U sluèaju sudara, povezanosti izmeðu aktivnih neurona blizin-
skog sloja i sloja sudara pojaèavaju se Hebbovim uèenjem: javlja se obrazac
ponašanja kako bi izbjegao sudare u buduænosti. To je primjer pre-racio-
nalne inteligencije.
U prirodi, središnji procesor takoðer ne izraèunava niti kontrolira slo®ene
obrasce kretanja, nego to èini samo-organizirajuæe uèenje algoritama neu-
ronskih mre®a. Primjer je skakavac sa šest nogu, što ga je nedavno simulirao
mali robot na Tehnièkom fakultetu u Münchenu. Za svaku nogu postoje tri
modula kretanja, poput penjanja, njihanja, te koordiniranja dijelova za pe-
njanje i njihanje. Motorno znanje uèi se u nepoznatom okolišu i biva pohra-
njeno implicitno raspodjelom sinaptièkih velièina u mre®ama. Tijekom evo-
lucije decentralizirani moduli imali su veliku prednost, zato što su se mogli
upotrijebiti kao graðevni blokovi za razlièite organizme u buduæim razvo-
jima. U ljudskom organizmu, šetanje je slo®ena tjelesna samo-organizacija,
uglavnom bez središnje kontrole mozga i svijesti: motorna inteligencija jav-
lja se bez unutarnjih reprezentacija. Jednostavan robot Sveuèilišta u Illinoisu
vrlo prirodno i poput èovjeka šeta niz kosinu i pokreæu ga samo interakcija
okolnog sustava, inercija, te sudar, prije negoli kakav unutrašnji središnji
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kontrolor. To je slo®en dinamièki sustav koji u ravnote®u ogranièenoga
kruga tjera jako periodièko kretanje.
Iz slo®ene tjelesne interakcije s okolišem – pomoæu senzorno-motorne ko-
ordinacije bez unutarnje reprezentacije – javljaju se ne samo motorna inte-
ligencija »niske razine« nego i spoznaja (npr. kategorizacija) »visoke razi-
ne«. Zovemo je »utjelovljenom spoznajom«: dijete uèi kategorizirati pred-
mete i graditi pojmove dodirivanjem, hvatanjem, manipuliranjem, osjeæa-
njem, kušanjem, slušanjem, te gledanjem stvari, a ne pomoæu eksplicitnih
reprezentacija. Kategorije su nejasne i mogu se poboljšati i mijenjati tije-
kom ®ivota (u Humeovu smislu). Djeca, meðutim, imaju uroðenu sklonost
konstruirati i primjenjivati konceptualne sheme i oruða (u Kantovu smislu).
Pojavu utjelovljene spoznaje istaknuo je veæ i John Dewey:
»Mi ne zapoèinjemo sa senzornim stimulusom, nego sa senzomotornom koordinacijom… (U)
nekom smislu upravo je kretanje primarno, a osjetilnost sekundarna; kretanje tijela, glave i oka
koje odreðuje ono što iskustveno do®ivljavamo.« (Dewey, 1896/1981: 127)
Utjelovljena spoznaja cilj je utjelovljene robotike. Razmotrimo sljedeæi pri-
mjer (Pfeifer/Scheier, 2001: 428): robot s vizualnim, haptièkim i motornim
sustavima (npr. kamerom, hvataljkom i kotaèima) ima zadaæu skupiti neke
predmete i donijeti ih kuæi, u bazu. On, dakle, mora kategorizirati konduk-
tivne i ne-konduktivne predmete s jako ili neznatno hrapavim površinama.
Senzorne mre®e primaju inpute od senzora. Ove senzorne mre®e povezane
su na pozornost i mape obilje®ja odgovarajuæih mre®a, koje zajedno s efek-
torima tvore pozornosnu senzorno-motornu petlju, moduliranu pomoæu
mape vrijednosti u skladu s robotovom zadaæom. Vrijednosti predstavljaju
nakane i motivacije robota.
Neurološke mre®e mogu èak simulirati kognitivne sposobnosti visoke razine
poput govora. Mre®a poput NET-govora uèi govoriti poput djeteta èitajuæi
sve više i više nepoznate tekstove, te poboljšavajuæi njihov izgovor uspore-
ðujuæi ga s prouèenim primjerom dobro poznatog teksta (nadzirano uèenje
s unatra®nom propagacijom). Izgovor ne biva predstavljen pomoæu pravila,
nego je raspodijeljen u sinaptièkim velièinama izgaranja staniènih nakupina
sa sliènošæu odgovarajuæim mozgovnim aktivnostima. Mre®e su uspješne u
prepoznavanju obrasca. Njihova sinaptièka plastiènost dopušta prepoznati
primjere prouèenih prototipova, èak i ako su nejasni i buèni u nekom in-
tervalu tolerancije poput ljudskih mozgova. Prepoznavanje obrasca primjen-
juje se na emocionalno raèunanje. Japanski robot po imenu Mark II prepo-
znaje emocionalne izraze ljudskoga lica (npr. sreæu, ljutnju, agresiju, izne-
naðenje) s prepoznavanjem obrasca neuronske mre®e, te reagira oblikujuæi
prikladan izraz lica u pravo vrijeme. To je primjer ne-verbalne komunikacije.
U tehnologiji èipa, analogne i digitalne mre®e integrirane su u staniènim
neuronskim mre®ama kao u ljudskom ®ivèanom sustavu. Staniène neuron-
ske mre®e (SNM) kombiniraju ustrojstvo staniènih automata (SA) sa spo-
sobnostima za uèenje neuronskih mre®a. One tako mogu generirati sve
vrste slo®enih obrazaca SA (formacija obrasca), ali ne mogu prepoznati i
obrasce poput neuronskih mre®a (prepoznavanje obrasca). SNM se primje-
njuju kao èipovi visoke brzine u vizualnom raèunarstvu i robotici. U pre-
poznavanju obrasca javlja se problem: kako za ®ive mozgove tako i za um-
jetne mre®e. SNM prepoznaje globalno povezane obrasce i razlikuje nepo-
vezane dijelove. U tzv. »gestalt psihologiji« prošloga stoljeæa ljudi su sum-
njali da li bi uopæe bilo moguæe simulirati prepoznavanje »holistièkoga« ge-
stalt-a (oblika) pomoæu »mehanièkih« obrazaca. SNM su to uèinile. Drugi
problem »gestalt psihologije« jest dobro poznata vizualna iluzija dvaju si-
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metriènih lica ili vaza. »Gestalt psiholozi« tvrdili su da se iznenadno skre-
tanje izmeðu dvaju holistièkih oblika, bilo dvaju simetriènih lica ili vaze, ni-
kako ne bi moglo ostvariti mehanièkim postupcima. U ljudskom prepozna-
vanju, preferiranje jedne od tih dviju moguænosti ovisi o poèetnoj pozornosti
za sluèajan detalj, bilo u prednjem planu ili na pozadini slike. Na isti naèin
SNM-èip simulira prepoznavanje obrasca iluzije lica-vaze, ovisno o procjeni
nekih piksela u prednjem planu ili pozadini. Kao SNM djelo sa sna®nom
paralelnom moæu raèunanja i univerzalnim raèunanjem poput univerzalnih
staniènih automata, oni se mogu primijeniti i u neurobionici i high-tech me-
dicini: elektrièna aktivnost mozga (npr. EEG signali) bilje®i se iz elektroda
kako bi se otkrili obrasci prijeteæe bolesti (npr. epilepsije), te kako bi se
ojaèala prikladna medicinska prevencija (npr. infuzija droge).
U našem filozofskom kontekstu neuronski kompjutori èine realistiènijim
misaoni pokus što ga je prije dva stoljeæa uveo Hilary Putnam kao slikoviti
prozor horrora (Putnam, 1981: 21). Pretpostavimo da postoji izolirani kar-
tezijanski mozak uklonjen iz svoga tijela i uronjen u hranjivu tekuæinu u po-
sudi. Dolazni ®ivèani završeci povezani su sa super neuronskim kompju-
torom (npr. SNM-èip) koji proizvodi sve senzorne inpute mozga. Mo®e li se
mozak sam odluèiti za tvrdnju »ja sam mozak u posudi«? Istjelovljeni mo-
zak ne mo®e: pojmovi kao »mozak«, »posuda«, itd. ne odnose se na realne
stvari, nego na unutrašnje reprezentacije virtualne stvarnosti što ih stvara
neuronski kompjutor. Èak i samo-iskustvo vlastita mozga u smislu Descar-
tesova »cogito« treba tijelo i tjelesne interakcije: »Sum, ergo cogito.«
U nedavnom filmu Steven Spielberg ilustrira moguænost da su sve naše
misli determinirane i proraèunljive. U njegovu Minority Report, posebna po-
litièka agencija kadra je predvidjeti buduæe misli ljudi, e da bi sprijeèila
buduæe zloèine. Gubitak slobodne volje imao bi nemjerljive posljedice za
naše zakone i društva. Ljudi u bîti ne bi bili odgovorni za svoje odluke i
radnje. Njihovo ponašanje odreðivala bi genetika i neuronske sklonosti.
Zloèin bi bio problem medicine i softverskog in®enjeringa. Odvjetnike i
uèitelje zamijenili bi lijeènici, genetièki i nervni in®enjeri. Misli i emocije
oèito odgovaraju slo®enim obrascima neuronskih staniènih nakupnina, ge-
neriranih jednostavnim sinaptièkim pravilima nervnih interakcija (npr.
Hebbova pravila uèenja). Istra®ivaèi mozga tako pretpostavljaju da su moz-
govni procesi determinirani i izraèunljivi, zato što su dobro poznati njihovi
zakoni nervne interaktivnosti. Oni dokazuju na pozadini školske fizike: bu-
duæa je putanja planeta izraèunljiva, zato što poznajemo Keplerov determi-
nistièki zakon. No, èak i u sluèaju planetarnog sustava moramo uzeti u obzir
problem mnogih tijela nekoliko interaktivnih planeta sa suncem, što dovodi
do nestabilnosti, pa èak i kaosa koji prijeèi dugoroèna predviðanja, premda
su fizikalni zakoni deterministièki i dobro poznati. Formacija obrasca sta-
niènih automata pokazuje da globalno ponašanje staniènih interakcija mo®e
biti suviše slo®eno da bi ga u detalju mogao predvidjeti konaèan program,
iako su lokalna pravila interaktivnih stanica jednostavna i dobro poznata.
Ljudski mozak ima problem mnogih tijela od 1011 neurona s 1014 sinaptièkih
interakcija. Tako, prema naèelu komputacijske korespondencije, mozak je
komputacijski sustav, ali ne i izraèunljiv. U bîti, èvrste lokalne interakcije
neurona proizvode globalnu sluèajnu buku s otocima strukturnih obrazaca
(atraktora) koji predstavljaju naše misli, opa®anja, osjeæaje, svijest i mo-
torne aktivnosti. Mozak stoga ima stohastièku dinamiku, pa u najboljem
sluèaju mo®emo tek otkriti neke strukturne obrasce, te kratkoroèno izraèu-
nati neke buduæe trendove poput oblaka i njihova buduæeg razvoja u vre-
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menskoj prognozi. Stohastièka dinamika èini slobodnu volju u najmanju
ruku moguæom.
3. Globalna umre®enost i utjelovljena spoznaja
Vrsta, stanovništvo ili društvo nisu samo zbroj njihovih pojedinaènih moz-
gova ili tijela nego, takoðer, nova vrsta superorganizma ili supermozga stvo-
rena meðudjelovanjem njihovih pojedinaca koji meðusobno komuniciraju.
Nakon sustava prirodne evolucije prijenosa obavijesti i komunikacije (o ko-
jima smo raspravljali u prvom poglavlju), u tehnièkoj ko-evoluciji javljaju se
mre®e globalne komunikacije iznenaðujuæe sliène samo-organizirajuæim
neuronskim mre®ama ljudskoga mozga. Poput neuronskih impulsa u ®ivèa-
nom sustavu, promet podataka jest informacijska bujica na Internetu, kon-
struirana pomoæu paketa podataka s izvorom i odredišnim adresama. Rute
(poruke) su èvorovi mre®e koji odreðuju lokalni put svakoga paketa, koris-
teæi lokalne tablice ruta (poruka) s cjenikom za susjedne rute (poruke).
Jedna ruta (poruka) upuæuje svaki paket do susjedne uz najni®u cijenu. Aktiv-
nosti slanja i ponovnog slanja poruka mogu dovesti do zagušenosti i kaosa.
Mo®emo primijetiti slo®ene obrasce visoke, srednje i niske gustoæe prometa
podataka, sliène obrascima nervnih aktivnosti u mozgu.
Komputacijske i informacijske mre®e postale su tehnièkim superorganizmi-
ma koji se razvijaju u kvazi-evolucijski proces. Kompjutorske mre®e su kom-
putacijske ekologije. Buduæi da je Internet visoko slo®ena informacijska
mre®a, u kaotiènim situacijama moramo upravljati tijekom informacija tako
da te iste gubimo. »Izgubljeno na mre®i« jest popularni slogan tih problema
što postaju sve slo®enijima. Struja informacija na više ili manje kaotiènom
Internetu izazov je za inteligentno pronala®enje informacija. U skladu sa
sinaptièkom plastiènošæu mozga, nala®enje informacija trebalo bi biti opti-
malno pomoæu soft kompjutorstva. Nala®enje Informacija (NI) na Inter-
netu zahtijeva odluène postupke da bi se procijenilo i selektiralo relevantne
dokumente u skladu s nekim ogranièenjima. U binarnoj (Booleovskoj) lo-
gici, dokument je ili relevantan (1) ili nije (0) za informacijsko pretra®i-
vanje. U bîti, dokument više ili manje odgovara našim interesima. (Soft)
ogranièenja tipièna su za ljudske odluke i proces obrade informacija. U ne-
jasnoj logici on ima stupanj relevancije u intervalu (0,1), ovisno o profilu i
sklonostima korisnika.
Daljnje primjene (soft) raèunarstva su genetièki algoritmi, kako bi se pobolj-
šalo nala®enje informacija. U prirodnoj evoluciji genetièki algoritmi repro-
dukcijom, mutacijom i selekcijom optimiziraju populacije kromozoma u slije-
deæim naraštajima. U nala®enju informacije oni se primijenjuju za optimizira-
juæe pretrage dokumenata. Kromozom je sekvencija dokumenata koji su obi-
lje®eni va®nim kljuènim terminima u binarnim kodovima. Populacije su sku-
pine kromozoma. Mutacija oznaèava sluèajnu promjenu binarnih brojaka.
Sekvencijalni binarni kodovi mogu se rekombinirati. Stupnjevi podudaranja
mjere relevantnost dokumenata. Selekcija je procjena populacija dokume-
nata.
Promatrati Internet kao neku vrstu supermozga sa samo-organizirajuæim
obilje®jima uèenja i adaptiranja ne znaèi tek metaforu. Analogije s mozgom
mogli bismo upotrijebiti kao heuristièka sredstva za upravljanje tijekom in-
formacija na Internetu. Nala®enje informacija ostvaruje se veæ pomoæu neu-
ronskih mre®a koje se adaptiraju na informacijske sklonosti ljudskih koris-
nika sa sinaptièkom plastiènošæu. Višeslojne neuronske mre®e mogu se pri-
mijeniti za optimizirajuæe pretrage dokumenata. Sinaptièki spojevi (»te®ine«)
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meðu neuronima mijenjaju se u skladu s uèenjem algoritama. Relevantnost
termina u dokumentu odgovara te®inama meðu neuronima termina i doku-
menata. Neuroni izgaraju ako zbroj te®išnih inputa premašuje kritièni prag.
Uèenje algoritma pru®a rezultat prve pretrage pomoæu propagacije. Devija-
cije korisnikovih sklonosti optereæuju se i šire natrag do termina i sloja inputa
(»unatra®na propagacija«), te poboljšavaju tijekom nekoliko ponavljanja.
Od populacija mrava i termita mo®emo u sociobiologiji uèiti kako pomoæu
inteligencije jata organizirati promet i obradu informacija. S tehnièke toèke
gledišta, potrebni su nam inteligentni programi raspodijeljeni u mre®e. Po-
stoje veæ više ili manje inteligentni virtualni organizmi (agenti), koji uèe,
koji se samo-organiziraju i adaptiraju na naše individualne sklonosti za in-
formaciju – to da biramo svoje e-mailove, obavljamo ekonomske transakcije
ili da se branimo protiv napada neprijateljskih kompjutorskih virusa, kao
obrambeni sustav našega tijela. Virtualni agenti dizajnirani su s razlièitim
stupnjevima autonomije, pokretljivosti, reaktivnosti ili sposobnostima uèe-
nja komunikacije. Sa svojim virtualnim okolišom oni komuniciraju i sudje-
luju kao lokalno podruèje utjecaja.
Ima i stacionarnih agenata koji svoju du®nost vrše smješteni u specijalnim
serverima ili mobilnim agentima koji se na World Wide Web mogu poslati
kao byte kodovi i koji svoju zadaæu obavljaju bez povezivanja klijenta ili
servera on-line. E-trgovina izazov je za istra®ivanje slo®enosti koje se mo®e
izvesti jedino uz pomoæ virtualnih agenata koji podupiru ekonomske trans-
akcije. U buduænosti, genetièki algoritmi omoguæit æe nam da uzgajamo
populacije agenata u slo®enoj evoluciji virtualnog ®ivota. Populacije agenata
mogu se reproducirati genetièkim algoritmima kako bi optimizirale svoje
pronala®enje informacija u skladu s korisnikovim pretragama. Agenti za-
poèinju s profilom korisnika. Oni optereæuju relevantnost dokumenta, i to
odreðujuæi udaljenost (broj linkova) izmeðu kljuènih rijeèi dokumenta i
kljuènih rijeèi pretrage. »Energija ®ivota« agenta poveæava se ili smanjuje
prema uspjehu ili neuspjehu njegove pretrage. Selektiraju se uspješni agen-
ti, mijenjaju svoj genotip, te se reproduciraju.
Agenti komuniciraju s tipovima govornih akata kompjutorskog jezika JZPM
(Jezik Znanja, Pretrage i Manipulacije). Govorni akti su dizajnirani kao in-




Postiæi S ®eli da R napravi istinitu tvrdnju u svome okolišu
Oglasiti S je posebice kvalificiran za izvršenje tipa govornog akta
Pitati-sve S ®eli primiti sve odgovore iz R-ove baze znanja
Pitati-jednoga S ®eli primiti jedan odgovor iz R-ove baze znanja
Posrednik-jedan S ®eli da R naðe pomoæ za odgovor na govorni akt
Zanijekati Govorni akt više nije istinit za S
Prebrisati S ®eli da R prebriše neke èinjenice iz svoje baze znanja
Preporuèiti-jedan S ®eli dobiti ime agenta koji mo®e odgovoriti na govorni akt
Regrutirati-jedan S ®eli da R regrutira agenta koji æe izvršiti govorni akt
¬al S ne posjeduje potrebno znanje ili informaciju
Potpis S ®eli neprekinutu informaciju ili R-ov odgovor na govorni akt
Reæi S šalje informaciju
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Poput ljudskih biæa, umjetni agenti mogu izra®avati svoje nakane pomoæu
jezika te inicirati reakciju svojega komunikacijskog partnera. To je druga
va®na primjena filozofskoga pojma u raèunalnoj znanosti.
U afektivnom raèunalstvu agenti su opremljeni softverom koji simulira obi-
lje®ja emocionalne inteligencije. Konekcionistièki modeli kombiniraju slo®e-
ne emocije iz baziènih tipova poput, primjerice, straha, ljutnje ili veselja.
Njihov intenzitet u odreðenom vremenu ovisi o pobudnim ili inhibitornim
utjecajima drugih emotivnih tipova i elicitora neurološke, senzornomotor-
ne, motivacijske i kognitivne vrste. Postavlja se pitanje zašto bi agenti tre-
bali biti opremljeni barem fragmentima emocija. Razlog je što u nejasnim
situacijama nepotpune informacije ljudi brzo povjeruju više svojim emoci-
jama i intuitivnim iskustvima negoli analitièkom razmišljanju za koje treba
vremena. Oèito je da su konekcionistièki modeli samo bihevioralni. No, u
naèelu, oni bi se, da bi se prizvelo osjeæaje, mogli utjeloviti u neurokemijske
mozgove i tijela.
Ljudska biæa nisu nikakvi virtualni agenti. Mi smo utjelovljena biæa, utje-
lovljeni u fizièkom okolišu, ekološkim i socijalnim nišama. Volimo se kretati
i tjelesno interaktivno djelovati. Naše tijelo uvelike utjeèe na naš mozak.
Istjelovljeni mozak jest kartezijanska iluzija. Moæ kompjutora, stoga, ne bi
se trebala koncentrirati na nekoliko superkompjutora kako bi stvorila svijet
protivan našemu fizièkom svijetu. Volimo djelovati u svojem prirodnom
svijetu s bliskim stvarima svakodnevnoga ®ivota, no potpomognuti pred-
nostima komputacijskih funkcija. Ukratko: komputacijska snaga trebala bi
biti razdijeljena meðu stvari dnevne uporabe. Stvari stoga ne bi trebalo vir-
tualizirati u virtualnoj stvarnosti, nego bi virtualnost trebala biti utjelovljena
u stvarima ljudskoga ®ivota. To je filozofija posvudašnjeg raèunalstva.
U stoljeæu koje zapoèinje, globalna umre®enost ne znaèi samo sve veæi broj
PC-ja, radnih stanica, servera i superkompjutora, koji meðusobno djeluju
preko prometa podatcima na Internetu. Ispod slo®enosti PC-ja, u inteli-
gentnom okolišu našega svakodnevnog ®ivota raspodjeljuju se jeftine i ot-
mjene naprave niske snage. Primjeri poput tabova (tabs), padova (pads) i
ploèa: strojevi inène razine koji se pribli®avaju aktivnim post-iz zabilješka-
ma (notes), zatim oni na razini stope (foot), koji se ponašaju kao list papira,
knjiga ili èasopis, te displeji na razini yarda, koji su ekvivalent ploèi ili bilte-
nu. Tabovi, padovi i ploèe tek su poèetak posvudašnjeg raèunalstva. Pamet-
ne naprave jesu inteligentni mikroprocesori utjelovljeni u budilici, mikro-
valnoj peænici, TV daljinskom upravljaèu, stereo i TV sustavima, djeèjim
igraèkama, itd. Posvudašnje raèunalstvo èini da »stvari misle«, ne samo vi-
soko inteligentni kompjutori nego i inteligentan organizam s inteligencijom
jata. Sredstva be®iène generacije treæe generacije (3G) ukljuèuju paketne
mre®e te meðupovezanost kompjutoriziranih prikljuèaka, poput telefona,
faksova, printera, softverskog radija, itd. Tehnologije u razvoju tra®e br®e
konvertere podataka, jaèe procesore, Java i druge oblike download-nog
softvera. Tehnièki razvoj komunikatora-3G jest interdisciplinarna zadaæa
sustavnog in®injeringa.
Poput GPS (Global Position System) u automobilskom prometu, stvari sva-
kodnevnog ®ivota mogu interaktivno djelovati telematski pomoæu više ili
manje inteligentnih senzora. Vozaèa auta koji koristi GPS telematski vodi
mre®a susjednih GPS stanica. U buduænosti, procesori, èipovi i displeji ovih
pametnih napravâ neæe trebati korisnièko suèelje poput miša, windowsa ili
ploèe, nego tek prijatno i uèinkovito mjesto gdje æe se stvari dogaðati. Sred-
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stva be®iènog raèunalstva svih skala postaju sve nevidljivijima korisniku.
Posvudašnje raèunalstvo omoguæuje ljudima da ®ive, rade, koriste i u®ivaju
u stvarima, a da nisu svjesni svojih raèunalnih naprava.
S tehnièke toèke gledišta, posvudašnje raèunalstvo izazov je za globalnu
umre®enost pomoæu be®iènog medijskog pristupa, širokog pojasnog opsega,
moguænosti stvarnog vremena za multimedije iznad standardnih mre®a, te
rutine paketa podataka. Preko Interneta interaktivno djeluju ne samo mili-
juni PC-ja nego i bilijuni pametnih naprava. Oni su realne fizièke stvari
razlièite skale, ali s virtualnim sjenkama podataka na Internetu koji tra®i
moænu slo®enost prometa podataka. Sveobuhvatni tok podataka i obavijesti
sili nas da djelujemo na granici kaosa.
U 21. stoljeæu informacije, komunikacije i biotehnologija æe rasti zajedno.
Proces obrade informacija stoga zahtijeva uèenje iz prirode. Informacija se
mo®e stvarati, prenositi, pohranjivati, procesuirati i predstavljati u prirodi
pomoæu osjetilnih organa, ®ivèanog sustava, mozga, spoznajnih procesa po-
put uèenja i mišljenja, jezika, motorike, opa®anja i komunikacije, koji se
simuliraju u tehnologiji pomoæu fizikalnih, kemijskih i bioloških senzora,
kratkovalnih konduktora, elektronike, optièkih ureðaja, mikroprocesora, nerv-
nih mre®a, robotike, virtualne stvarnosti, posvudašnjeg raèunalstva, umjet-
nog ®ivota i inteligencije, koji svi ciljaju na uèeæe, adaptirajuæe i samo-
organizirajuæe evolucijske slo®ene sustave.
Razmatrali smo dinamiku prirodnih sustava (npr. atomske, molekularne,
genetièke i neuronske sustave); komputacijske sustave (npr. kvantne, mo-
lekularne, DNA-, bio-, neuroraèunalne sustave); globalnu umre®enost (npr.
Internet, rutinu, nala®enje informacija, multiagentne sustave); te posvudaš-
nje raèunalstvo (npr. mobitele, GPS, PDA, pametne naprave, inteligentne
okoliše). Globalna umre®enost nije više izazov samo tehnièkom razvoju.
Posvudašnje raèunalstvo moglo bi poboljšati ljudsko suèeljavanje s informa-
cijskim sustavima, no ne bi smjelo zbunjivati ljude mnoštvom tehnièke opre-
me. Globalna umre®enost mora se razviti kao tiha i nevidljiva tehnologija.
Tiho i nevidljivo raèunalstvo nastoji integrirati globalnu umre®enost i pro-
ces obrade informacija u ljudski okoliš i dnevni ®ivot, a da ljudi ne robuju
tehnièkim scenarijima. Globalna umre®enost mora se razviti kao tehnièki
servis èovjeèanstva, ni više niti manje. Stoga proces obrade informacija u
globalnim mre®ama ne mogu gurati samo tehnièke znanosti. To mora biti
interdisciplinarna zadaæa mikroelektronike, raèunalne i informacijske zna-
nosti, ali i izazov kognitivnoj znanosti, sociologiji i opæenito društvenim
znanostima.
S antropološkog gledišta, posvudašnje raèunalstvo oznaèava raspodjelu kom-
putacijskih funkcija u infrastrukturi našega dnevnog ®ivota. Suèeljavanje ko-
risnika s pojedinim kompjutorom koji simulira sve vrste predmeta, doga-
ðaja i djelovanja u virtualnoj stvarnosti, zamjenjuje se familijarnom infra-
strukturom realnih stvari za dnevnu uporabu, koje su opremljene skrivenim
komputacijskim funkcijama. Interakcije su uglavnom be®iène. S filozofske
toèke gledišta, klasièno suèeljavanje korisnika i kompjutora odgovara dualiz-
mu subjekta i objekta u Kantovoj epistemologiji, ili Descartesove i Husser-
love distinkcije izmeðu svijesti i izvanjskoga svijeta. Prema Martinu Heideg-
geru, tradicionalna opreka subjekta i objekta mora se prevladati radi razu-
mijevanja zdravoga razuma. Naša bliskost u situacijama dnevnoga ®ivota ne
sastoji se u formalnim reprezentacijama pravila i èinjenica, nego radije od
sklonosti da se situacijama odgovori na prikladan naèin. Infrastrukturu je
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Heidegger nazvao »bitkom-u-svijetu«, koji bi trebao nadomjestiti tradicio-
nalan odnos subjekta i objekta, svijesti i izvanjskoga svijeta. Raèunalna teh-
nologija, dakle, mora biti utjelovljena u ljudskom »tubitku«, i to da bi podu-
prla naš bitak-u-svijetu. Naš je um utjelovljen u infrastrukturi našega dnev-
noga ®ivota, a ne uhvaæen u izoliranom kavezu našega mozga.
4. Filozofija onkraj kognitivizma
Što su filozofske perspektive onkraj klasiènoga kognitivizma subjekta i ob-
jekta, svijesti i izvanjskoga svijeta, korisnika i kompjutora? To onkraj kla-
siènog kognitivizma ne znaèi nikakvo ogranièenje za mentalne reprezenta-
cije i posebne vrste prirodne inteligencije u smislu nekog IQ-testa, nego
analiziranje svih vrsta i slo®enih stupnjeva samo-organizirajuæe, pre-racio-
nalne i racionalne, senzornomotorne i emocionalne spoznaje koje su se raz-
vile u evoluciji. Ukratko: to onkraj klasiènoga kognitivizma oznaèava utje-
lovljenu spoznaju. Na isti naèin, to onkraj klasiène umjetne inteligencije ne
znaèi nikakvo ogranièenje za formalne reprezentacije i posebne vrste um-
jetne inteligencije u smislu Turingova testa, nego izgradnju svih vrsta i slo®e-
nih stupnjeva samo-organizirajuæih komputacijskih sustava kao servisnih
sustava ljudskoga ®ivota: tako, to onkraj klasiène AI oznaèava novu um-
jetnu inteligenciju utjelovljene spoznaje.
Korištenje zakona slo®enih samo-organizirajuæih sustava ne znaèi tek simula-
ciju postojeæih organizama u prirodi nego iznala®enje inovacija u ljudske
svrhe. U povijesti tehnologije èovjeèanstvo je nauèilo letjeti ne simulirajuæi let
ptice, nego iznašašæem zrakoplova. To su nova rješenja zakona aerodinamike
koji nisu bili otkriveni pomoæu prirodne evolucije. Drugi su primjer zakoni
neuronskih mre®a. Mozgovi i ®ivèani sustavi su tek neka rijetka rješenja što
ih je pronašla prirodna evolucija. Èip-tehnologija pru®a nove uspješne ino-
vacije s ponekad razlièitim postupcima. Trebali bismo tra®iti tehnièke solu-
cije samo-organizirajuæih sustava kao servisnih sustava ljudske vrste. Treba
nam, dakle, interdisciplinaran pristup ljudski usredotoèene tehnologije uz
sudjelovanje robotike, raèunalne znanosti, umjetne inteligencije, znanosti
®ivota, te društvenih znanosti.
Mnogi problemi stare i nove kognitivne znanosti, stare i nove umjetne inte-
ligencije, robotike, istra®ivanja mozga, itd. oèito imaju duboke filozofske
korijene u klasiènoj i analitièkoj filozofiji. Osim toga, koncepcija utjelovlje-
nog uma prilièno je popularna – ne samo u filozofiji! Tjelesnost, zdravlje i
blagostanje temeljne su teme javnog interesa. Zdravlje je glavni problem
javnoga bud®eta. Znanost ®ivota postala je vodeæom znanošæu 21. stoljeæa
(nakon fizike u 20. stoljeæu). Ekonomisti tvrde da æe za petim Kondratieff-
skim krugom informacijskog društva slijediti šesti Kondratieffski krug zdrav-
lja i industrije. U bîti, u teoriji evolucije, ®ivot, informacija i raèunalna
znanost rastu zajedno. S filozofske toèke gledišta, moje koncepcije tehnike i
tjelesnosti imaju dugu tradiciju. U izvornom (grèkom) znaèenju, tehnika je
svrhovito sredstvo kao ljudski servis. Naše tijelo nije nikakav kartezijanski
stroj ili platonska tamnica duše. U aristotelovskoj tradiciji utjelovljenje ozna-
èava èitav organizam s njegovom utjelovljenom entelehijom i intencional-
nošæu. Ono je naš individualni izvor ®ivota, kreativnosti i blagostanja. Tre-
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Klaus Mainzer
The Embodied Mind
Modern cognitive science cannot be understood without recent developments in computer science,
Artificial Intelligence (AI), robotics, neuroscience, biology, linguistics, and psychology. Classic ana-
lytic philosophy as well as traditional AI assumed that all kinds of knowledge must explicitly be re-
presented by formal or programming languages. This assumption is in contradiction to recent in-
sights into the biology of evolution and developmental psychology of the human organism. Most of
our knowledge is implicit and unconscious. It is not formally represented, but embodied knowledge
which is learnt by doing and understood by bodily interacting with ecological niches and social en-
vironments. That is true not only for low-level skills, but even for high-level domains of categoriza-
tion, language, and abstract thinking. Embodied cognitive science, AI, and robotics try to build the
embodied mind in an artificial evolution. From a philosophical point of view, it is amazing that the
new ideas of embodied mind and robotics have deep roots in the history of philosophy.
Key words
cognitive science, artificial intelligence (AI), embodied mind, computer science, robotics, neuro-
science, linguistics, psychology
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