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SPECTRAL CLUSTER BOUNDS FOR ORTHONORMAL SYSTEMS
AND OSCILLATORY INTEGRAL OPERATORS IN SCHATTEN SPACES
RUPERT L. FRANK AND JULIEN SABIN
Abstract. We generalize the Lp spectral cluster bounds of Sogge for the Laplace–Beltrami
operator on compact Riemannian manifolds to systems of orthonormal functions. The op-
timality of these new bounds is also discussed. These spectral cluster bounds follow from
Schatten-type bounds on oscillatory integral operators.
Introduction
In this paper we are interested in concentration properties of orthonormal systems of
eigenfunctions or quasi-modes corresponding to large eigenvalues of the Laplace–Beltrami
operator on a manifold. Let (M, g) be a smooth, compact Riemannian manifold without
boundary of dimension N > 2. We denote by ∆g the Laplace–Beltrami operator onM , which
is a self-adjoint, non-negative operator in L2(M), defined with respect to the Riemannian
volume measure dvg onM . We emphasize that we use the geometric, rather than the analytic
sign convention for the Laplacian. For any λ > 0, we define the spectral projector
Πλ := 1(λ
2 6 ∆g < (λ+ 1)
2) (1)
and the spectral cluster
Eλ := ΠλL
2(M).
(The upper bound (λ+1)2 can be replaced by (λ+C)2 for any fixed constant C > 0, without
changing the following results qualitatively.)
Let Q ⊂ Eλ be a subspace and let (fj)j∈J be an orthonormal basis in Q. Then
ρQ :=
∑
j∈J
|fj|2
is independent of the choice of the basis and our goal is to obtain bounds on the Lp/2(M)
norm of ρQ for 2 6 p 6 ∞ in terms of λ and |J | = dimQ. Note that for p = 2 we have
‖ρQ‖L1(M) = dimQ. For p > 2 the quotient ‖ρQ‖Lp/2(M)/‖ρQ‖L1(M) quantifies concentration
properties of functions in Q in some averaged sense; see, for instance, Remark 9 below.
The two extreme cases Q = Eλ and dimQ = 1 have been studied in detail and are classical
results in semi-classical analysis and spectral geometry. We recall the optimal remainder
estimate in Weyl’s law for the eigenvalues of ∆g, due to Avakumovic´ [2] and Levitan [14]
and vastly generalized by Ho¨rmander [11, Thm. 1.1], which says that
Tr1(∆g < λ
2) = (2π)−N |{(x, ξ) ∈ T ∗M, gx(ξ, ξ) 6 1}| λN +Oλ→+∞(λN−1). (2)
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The usual proof of these asymptotics (see, e.g., [11, Lem. 4.3] or [25, Sec. 4.2]) proceeds by
first showing that ∣∣∣∣ρEλ∣∣∣∣
Lp/2(M)
6 CλN−1 if 2 6 p 6∞ , (3)
with some C > 0 independent of λ > 1. By Ho¨lder’s inequality, this bound with p =
∞ implies a similar bound for any 2 6 p 6 ∞. We also note the elementary fact that
lim supλ→∞ λ
−N Tr1(∆g < λ
2) > 0 implies that
lim sup
λ→+∞
λ−(N−1)
∣∣∣∣ρEλ∣∣∣∣
L1(M)
= lim sup
λ→+∞
λ−(N−1) dimEλ > 0. (4)
Therefore, for any 2 6 p 6 ∞ the power of λ in the bound (3) cannot be decreased. Since
all Lp/2 norms of ρEλ are of the same order, we interpret (3) and (4) as a non-concentration
property of ρEλ .
Bounds in the other extreme case dimQ = 1 are a celebrated result of Sogge [23, Thm.
2.2] (see also [25, Thm. 5.1.1]). Namely, for any f ∈ Eλ we have
||f ||Lp(M) 6 Cλs(p) ||f ||L2(M) , (5)
with some C > 0 independent of f and λ > 1, where
s(p) =
N
(
1
2
− 1
p
)
− 1
2
if 2(N+1)
N−1
6 p 6 +∞ ,
N−1
2
(
1
2
− 1
p
)
if 2 6 p 6 2(N+1)
N−1
.
For any M and for any p, the power s(p) is sharp in the sense that there exist fλ ∈ Eλ with
||fλ||Lp / ||fλ||L2 ∼ λs(p) as λ → +∞. The quotient ||f ||Lp / ||f ||L2 measures in some sense the
“concentration” of the function f , hence Sogge’s result may be seen as an optimal concen-
tration estimate for functions in spectral clusters of the Laplacian. The fact that different
Lp/2 norms grow differently with λ for different p’s means that there is a concentration phe-
nomenon and the piecewise definition of s(p) reflects the fact that there are two competing
concentration mechanisms, which will also become relevant for us later on.
Our main result in this paper is a bound which interpolates in an optimal way between
the two extreme cases Q = Eλ and dimQ = 1. We shall show that (see Theorem 2)∥∥ρQ∥∥
Lp/2(M)
6 Cλ2s(p)(dimQ)1/α(p) (6)
with some C independent of Q and λ > 1, where
α(p) =
{
p(N−1)
2N
if 2(N+1)
N−1
6 p 6 +∞,
2p
p+2
if 2 6 p 6 2(N+1)
N−1
.
We emphasize that (6) coincides with Sogge’s bound (5) for dimQ = 1 and with the sharp
Weyl-law bound (3) for Q = Eλ (recalling also (4)).
At least for N = 2 and M = S2 our bound is optimal in the following strong sense (see
Theorem 4). For any 2 6 p 6 ∞ and any rλ with 1 ≪ rλ ≪ dimEλ there is a subspace
Qλ ⊂ Eλ with dimQλ ∼ rλ and, for some c > 0,∥∥ρQλ∥∥
Lp/2(M)
> cλ2s(p)(dimQλ)
1/α(p) . (7)
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The crucial point in our bound (6) is that the exponent α(p) > 1. In fact, applying
the triangle inequality in the definition of ρQ and estimating each function fj using Sogge’s
bound (5) we obtain ∥∥ρQ∥∥
Lp/2(M)
6 Cλ2s(p) dimQ , (8)
which, however, is not optimal. Therefore the crucial point which leads to the decrease from
1 to 1/α(p) and which has been ignored in the ‘triangle inequality’ derivation of (8) is the
orthogonality of the functions fj .
The observation that orthonormality improves the dependence on the number of functions
as compared to a simple use of the triangle inequality was originally made in [16, 17, 15] in
the context of the Sobolev inequality and was recently extended to the Strichartz inequality
in [7, 8]. Here we will develop our method from [8] further to prove (6). In particular, as was
noticed by Sogge, Lp-bounds on spectral clusters can be reduced to estimates on oscillatory
integral operators. A first step in our proof of (6) is thus to prove bounds on oscillatory
integral operators for systems of orthonormal functions. Since oscillatory integral operators
appear in other contexts as is discussed below, our new results on such operators may have
other applications as well, for instance, in relation to resolvent bounds (as was done for the
resolvent of the Laplacian in RN in [8]). We will discuss these bounds and their history in
detail in the next section.
The proof of our optimality result (7) is rather involved and uses both WKB methods
and facts about spherical harmonics. Essentially, we are dealing with WKB approximations
of sums of squares of quasi-modes (after separation of variables, the functions are no longer
eigenfunctions of the same one-dimensional operator) and the major difficulty is to control
their oscillations. We hope that the techniques that we develop in the proof will be relevant
to related problems in mathematical physics and many-body quantum mechanics.
Our work raises the following open questions, which we think might be worth further
investigation. First, while on spheres M = SN−1 the distinction between eigenspaces and
spectral clusters disappears, we would like to emphasize that the functions fj building up
ρQ may be sums of eigenfunctions corresponding to different eigenvalues (between λ2 and
(λ + 1)2). Restricting to eigenspaces instead of spectral clusters might lead to improved
bounds, depending on the manifold. For instance, for M = T2, (5) can be improved for
eigenfunctions with p = 4, and also (2) can be improved. Another question concerns our
optimality construction (7). It would be interesting to prove optimality for general manifolds
in the spirit of the original work of Sogge.
This article is organized as follows. In Section 1, we prove bounds on oscillatory integral
operators for orthonormal functions. In Section 2, we apply these results to prove the
generalization (6) of Sogge’s bounds to orthonormal functions, and discuss further optimality
aspects of our bound. Finally, in Section 3, we prove the optimality on M = S2 for a fixed
number of functions.
Acknowledgement. Partial support by U.S. National Science Foundation DMS-1363432
(R.L.F.) is acknowledged. J.S. would like to thank Nicolas Burq and Bernard Helffer for
useful discussions.
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1. Schatten bounds on oscillatory integral operators
An operator Tλ acting on functions f ∈ L1(RN) by the following relation
Tλf(x) =
∫
RN
eiλψ(x,y)a(x, y)f(y) dy, ∀x ∈ RN , (9)
is called an oscillatory integral operator. Here, the function a ∈ C∞0 (RN × RN) is the
amplitude, ψ ∈ C∞(RN × RN) is the phase function, and λ > 0 is a parameter which
typically becomes large. The problem of understanding the behavior of the norm ||Tλ||Lp→Lq
as λ → +∞ is a central result in harmonic analysis and we refer, for instance, to [29, Sec.
IX] and [25, Ch. 2] for background information.
The following theorem generalizes existing bounds on oscillatory integral operators to
systems of orthonormal functions.
Theorem 1. Let N > 2, a ∈ C∞0 (RN × RN−1), and ψ ∈ C∞(RN × RN−1) satisfying
Rank
(
∂2ψ
∂xi∂yj
(x, y)
)
16i6N
16j6N−1
= N − 1, ∀(x, y) ∈ supp a. (10)
This assumption implies that for any (x0, y0) ∈ supp a there is a neighborhood V of y0 in
RN−1 such that ∇xψ(x0, V ) =: S(x0,y0) ⊂ RN is a hypersurface, and we assume in addition
that for all (x0, y0) ∈ supp(a),
the surface S(x0,y0) has non-zero Gauss curvature at ∇xψ(x0, y0). (11)
For all f ∈ L1(RN−1), define
Tλf(x) =
∫
RN−1
eiλψ(x,y)a(x, y)f(y) dy, ∀x ∈ RN .
Then, there exists C > 0 such that for any λ > 1, for any orthonormal system (fj)j∈J ⊂
L2(RN−1) and any coefficients (νj)j∈J ⊂ C, we have∣∣∣∣∣
∣∣∣∣∣∑
j∈J
νj |Tλfj |2
∣∣∣∣∣
∣∣∣∣∣
L
N+1
N−1 (RN )
6 Cλ
−N(N−1)
(N+1)
(∑
j∈J
|νj|1+ 1N
) N
N+1
.
Theorem 1 for a single function was proved by Carleson–Sjo¨lin [4, Thm. I] when N = 2,
with a simpler proof by Ho¨rmander [12, Thm. 1.2], and by Stein [27, Thm. 10] when N > 3.
These authors were motivated by the restriction problem for the Fourier transform (see, e.g.,
[29, 25]). In particular, the single-function version of Theorem 1 implies the Stein–Tomas
restriction theorem [27, Thm. 3], [30], and our multi-function generalization of it leads to a
multi-function generalization of the Stein–Tomas restriction theorem. We have proved this
generalization in [8, Thm. 4] using a different, less general method.
Remark 1. We briefly explain how to recover [8, Thm. 4] from Theorem 1. Let S ⊂ RN
be a compact surface with non-zero Gauss curvature. Locally, we can write it as the graph
of some function h. We thus apply Theorem 1 with ψ(x, y) = x · (y, h(y)), which satisfies
the non-degeneracy and the curvature conditions, and with a(x, y) = β ′(x)β(y), where β is
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some localization function. Changing variables x′ = λx and taking the limit λ→ +∞ leads
to the Stein–Tomas restriction theorem from [8].
Remark 2. Analytically, assumption (11) means the following: It follows from (10) that for
any (x0, y0) ∈ supp a there is a (unique up to sign) vector e ∈ SN−1 so that y 7→ e ·∇xψ(x0, y)
has a critical point at y = y0, and then (11) says that
det
(
∂2
∂yi∂yj
e · ∇xψ(x0, y0)
)
16i6N−1
16j6N−1
6= 0.
Once Theorem 1 is known, it is not difficult to obtain a result applicable to the phase
function ψ(x, y) ∼ |x− y|. It is actually this corollary which will be used in the next section
about spectral clusters.
Corollary 3. Let N > 2, a ∈ C∞0 (RN × RN), and ψ ∈ C∞(RN × RN) satisfying
Rank
(
∂2ψ
∂xi∂yj
(x, y)
)
16i,j6N
= N − 1, ∀(x, y) ∈ supp(a).
As a result, for any (x0, y0) ∈ supp a there is a (unique up to sign) vector e ∈ SN−1 so that
x 7→ e · ∇xψ(x0, y) has a critical point at y = y0, and our further assumption is that
For any (x0, y0) ∈ supp(a), the previous assumptions implies that there exists a neigh-
borhood V of y0 in R
N such that ∇xψ(x0, V ) =: S(x0,y0) is a hypersurface in RN . Assume
furthermore that for all (x0, y0) ∈ supp(a), the surface S(x0,y0) has non-zero Gauss curvature
at ∇xψ(x0, y0).
For all f ∈ L1(RN), define
Tλf(x) =
∫
RN
eiλψ(x,y)a(x, y)f(y) dy, ∀x ∈ RN .
Then, there exists C > 0 such that for any λ > 1, for any orthonormal system (fj) ⊂ L2(RN)
and any set of coefficients (νj) ⊂ C, we have∣∣∣∣∣
∣∣∣∣∣∑
j
νj |Tλfj |2
∣∣∣∣∣
∣∣∣∣∣
L
N+1
N−1 (RN )
6 Cλ−
N(N−1)
(N+1)
(∑
j
|νj|1+ 1N
) N
N+1
.
This corollary for a single function can be found, for instance, in [25, Cor. 2.2.3]. It can
be used to study the Bochner–Riesz problem [29, Sec. IX.2.2], [25, Sec. 2.2.3], to obtain
Lp bounds on spectral clusters of the Laplace–Beltrami operator on compact Riemannian
manifolds [25, Sec. 5.5.1] or resolvent estimates for this operator [23, 5].
Remark 4. The crucial point of Theorem 1 and Corollary 3 is the quantity (
∑ |νj |1+1/N )N/(N+1)
on the right side. If we would only use the single function versions of these theorems and
the triangle inequality, we would only get the larger quantity
∑ |νj| on the right side. This
gain is due to the orthogonality of the functions fj . Our optimality results in this paper
and in [8] (for instance, in the Stein–Tomas context) show that the bounds do not hold with
(
∑ |νj|α)1/α for some α > 1 + 1/N .
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Following [8] we will rephrase Theorem 1 and Corollary 3 in terms of trace ideal properties
of certain compact operators. To do so, recall that for two Hilbert spaces H, K, the Schatten
class Sα(H,K) for α > 0 is defined as the set of all compact linear operators A : H→ K such
that Tr(A∗A)α/2 <∞. For such an operator A, its Schatten norm is defined as
||A||
Sα(H,K) :=
(
Tr(A∗A)α/2
)1/α
.
When H = K, we write Sα(H) instead of Sα(H,H). For background on Schatten spaces we
refer, for instance, to [20].
Remark 5. By [8, Prop. 1], Theorem 1 is equivalent to the estimate
||WTλ||S2(N+1)(L2(RN−1),L2(RN )) 6 Cλ−
N(N−1)
2(N+1) ||W ||LN+1(RN ) , ∀W ∈ LN+1(RN) (12)
and Corollary 3 is equivalent to the estimate
||WTλ||S2(N+1)(L2(RN )) 6 Cλ−
N(N−1)
2(N+1) ||W ||LN+1(RN ) , ∀W ∈ LN+1(RN), (13)
In fact, these are the formulations that we will prove.
Proof of Theorem 1. According to Remark 5 we may prove (12). In the proof of [29, Thm.
IX.1], Stein introduces an analytic family of operators (Us) with −(N − 1)/2 6 Re s 6 1,
mapping functions on RN to functions on RN , such that U0 = TλT
∗
λ and satisfying the
bounds {
||U1+it||L2(RN )→L2(RN ) 6 Cλ−N ,∣∣∣∣U−(N−1)/2+it∣∣∣∣
L1(RN )→L∞(RN )
6 C,
for all t ∈ R and λ > 1, and for some C > 0 independent of t and λ. These two bounds
imply that for any functions W1,W2,{
||W1U1+itW2||L2(RN )→L2(RN ) 6 Cλ−N ||W1||L∞(RN ) ||W2||L∞(RN ) ,∣∣∣∣W1U−(N−1)/2+itW2∣∣∣∣S2(L2(RN )) 6 C ||W1||L2(RN ) ||W2||L2(RN ) ,
where in the second estimate we used that for any operator A acting on functions on RN ,
||A||2
S2(L2(RN )) =
∫
RN
∫
RN
|A(x, y)|2 dx dy, ||A||L1(RN )→L∞(RN ) = ||A(·, ·)||L∞(RN×RN ) .
Here A(·, ·) denotes the integral kernel of an integral operator A. Using complex interpolation
between these two bounds as in [8, Prop. 1], we deduce that∣∣∣∣WU0W ∣∣∣∣SN+1(L2(RN )) 6 Cλ−N(N−1)N+1 ||W ||2LN+1(RN ) .
Since
||WTλ||2S2(N+1)(L2(RN−1),L2(RN )) =
∣∣∣∣WTλT ∗λW ∣∣∣∣SN+1(L2(RN )) ,
we have proved (12). 
Proof of Corollary 3. According to Remark 5 we may prove (13), and to do so, we follow the
arguments of [25, Cor. 2.2.3]. Define the matrix
M(x, y) :=
(
∂2ψ
∂xi∂yj
(x, y)
)
16i,j6N
SPECTRAL CLUSTERS AND OSCILLATORY INTEGRALS 7
and let (x0, y0) ∈ supp(a). Since the rank of M(x0, y0) is N − 1, there exists 1 6 j0 6 N
such that the matrix M(x0, y0) with the j
th
0 column removed has maximal rank N − 1. By
continuity, there is a neighborhood V of (x0, y0) such that for all (x, y) ∈ V, M(x, y) also
has maximal rank N − 1 when the jth0 column is removed. By compactness of supp (a), we
may cover supp (a) by a finite number of such neighborhoods (Vk). If (ϕk) is a partition of
unity subordinated to (Vk), we define T (k)λ to be the oscillatory integral operator with phase
ψ and amplitude aϕk. Then, using Tλ =
∑
k T
(k)
λ and hence
||WTλ||S2(N+1)(L2(RN )) 6
∑
k
∣∣∣∣∣∣WT (k)λ ∣∣∣∣∣∣
S2(N+1)(L2(RN ))
,
it is enough to estimate a single WT
(k)
λ . Up to exchanging coordinates, we may assume
that j0 = N and we write y ∈ RN as y = (y′, t) with y′ ∈ RN−1 and t ∈ R. Up to
reducing V if necessary, we may also assume that V is a product of neighborhoods V =
Vx0 × Vy′0 × Vt0 ⊂ RN × RN−1 × R. For any (x, y′, t) ∈ V, the image of the map y′′ 7→
∇xψ(x, y′′, t) for y′′ in a neighborhood of y′ is a surface which is a portion of S(x,y′,t) containing
a neighborhood of ∇xψ(x, y′, t) in S(x,y′,t). In particular, it also has non-vanishing Gauss
curvature at ∇xψ(x, y′, t), implying that for any fixed t ∈ Vt0 , the phase function ψ(·, ·, t)
satisfies the assumptions of Theorem 1. The operator Tλ,t defined as
Tλ,th(x) =
∫
RN−1
eiλψ(x,y
′,t)a(x, y′, t)h(y′) dy′, ∀x ∈ RN , ∀h ∈ L2(RN−1),
thus satisfies the estimate of Theorem 1. We may write Tλ as
Tλf(x) =
∫
R
Tλ,t[f(·, t)](x) dt, ∀x ∈ RN , ∀f ∈ L2(RN),
implying that
TλT
∗
λ =
∫
R
Tλ,tT
∗
λ,t dt =
∫
Vt0
Tλ,tT
∗
λ,t dt.
We deduce from this representation and from Theorem 1 that∣∣∣∣WTλT ∗λW ∣∣∣∣SN+1(L2(RN )) 6 |Vt0 | sup
t∈Vt0
∣∣∣∣WTλ,tT ∗λ,tW ∣∣∣∣SN+1(L2(RN )) 6 Cλ−N(N−1)N+1 ||W ||2LN+1(RN ) ,
provided that the constant C > 0 appearing in Theorem 1 is uniform in the parameter
t ∈ Vt0 , which is the case since it is uniform as soon as there is a positive lower bound on
the Gauss curvatures of the surfaces involved. 
2. Spectral cluster bounds
We apply the oscillatory integral operator bounds of the previous section to the study of
spectral clusters, as explained in the introduction. Our main result is the following.
Theorem 2. Let (M, g) a smooth compact Riemannian manifold of dimension N > 2,
without boundary. Denote by ∆g the Laplace–Beltrami operator on M . For any λ > 1,
let Πλ = 1(λ
2 6 ∆g < (λ + 1)
2) the spectral projection of ∆g onto the spectral cluster
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Eλ = ΠλL
2(M). Then, there exists C > 0 such that for any orthonormal system (fj)j∈J ⊂ Eλ
and for any (νj)j∈J ⊂ C, we have∣∣∣∣∣
∣∣∣∣∣∑
j∈J
νj |fj|2
∣∣∣∣∣
∣∣∣∣∣
Lp/2(M)
6 Cλ2s(p)
(∑
j∈J
|νj|α(p)
)1/α(p)
, (14)
where  s(p) = N
(
1
2
− 1
p
)
− 1
2
, α(p) = p(N−1)
2N
if 2(N+1)
N−1
6 p 6 +∞,
s(p) = N−1
2
(
1
2
− 1
p
)
, α(p) = 2p
p+2
if 2 6 p 6 2(N+1)
N−1
.
As explained in [8], bounds for systems of orthonormal functions like (14) can be formu-
lated in a more compact way using operators. Given an orthonormal system (fj)j∈J ⊂ Eλ
and coefficients (νj)j∈J ⊂ C as in the statement of Theorem 2, one can build the operator
γ :=
∑
j∈J
νj |fj〉〈fj |,
where we used Dirac’s notation |u〉〈v| for the operator (|u〉〈v|)g := 〈v, g〉u, for all u, v, g ∈
L2(M). Then, the quantity on the left side of (14) is the density associated to the operator
γ: ∑
j∈J
νj |fj(x)|2 = γ(x, x) =: ργ(x), ∀x ∈M,
where γ(·, ·) denotes the integral kernel of γ. Hence, Theorem 2 can be reformulated as the
following result.
Theorem 3. Under the same assumptions as in Theorem 2, there exists C > 0 such that
for any operator γ on L2(M) satisfying γΠλ = γ = Πλγ, we have
||ργ ||Lp/2(M) 6 Cλ2s(p) ||γ||Sα(p)(L2(M)) , (15)
where the exponents s(p) and α(p) are the same as in Theorem 2, and the Schatten class
Sα(p) was defined in Remark 5.
Remark 6. Again using [8, Prop. 1], the statement of Theorem 2 is equivalent to the estimate∣∣∣∣WΠλW ∣∣∣∣Sα(p)′ (L2(M)) 6 Cλ2s(p) ||W ||2L2p/(p−2)(M) , ∀W ∈ L2p/(p−2)(M), (16)
for some C > 0 independent of W and λ > 1.
The next remark explains the connection between Theorem 2 and the results in our earlier
paper [8] on RN . This discussion is analogous to the beginning of [25, Ch. 5].
Remark 7. In [8, Thm. 2] we have proved a Schatten version of the Stein-Tomas inequality:
namely for 2(N+1)
N−1
6 p 6∞ we have the inequality∣∣∣∣WTSN−1W ∣∣∣∣Sα(p)′ (L2(RN )) 6 C ||W ||2L2p/(p−2)(M) , ∀W ∈ L2p/(p−2)(RN),
where the operator TSN−1 is the Fourier multiplier by a delta function on S
N−1,
(TSN−1f)(x) =
∫
SN−1
eix·ωf̂(ω) dσ(ω), ∀x ∈ RN , ∀f ∈ L1(RN ),
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and dσ denotes the surface measure on SN−1. If we denote by T (r) the operator defined in
an analogue fashion as TSN−1 replacing the sphere of radius 1 by the sphere of radius r > 0,
a scaling argument implies that∣∣∣∣WT (r)W ∣∣∣∣
Sα(p)
′ (L2(RN ))
6 Cr2s(p) ||W ||2L2p/(p−2)(M) , ∀W ∈ L2p/(p−2)(RN).
In the case of RN , the operator Πλ is just the Fourier multiplier by the characteristic function
of the annulus {ξ ∈ RN , λ2 6 |ξ|2 6 (λ+ 1)2} and hence, using
Πλ =
∫ λ+1
λ
T (r) dr
and the triangle inequality, we find that∣∣∣∣WΠλW ∣∣∣∣Sα(p)′(L2(RN )) 6 Cλ2s(p) ||W ||2L2p/(p−2)(M) , ∀W ∈ L2p/(p−2)(RN).
One can then obtain the same inequality in the remaining range 2 6 p 6 2(N+1)
N−1
by inter-
polating the p = 2(N+1)
N−1
inequality (that we just obtained) with the trivial p = 2 inequality
(that just uses the fact that Πλ is a bounded operator on L
2(RN) with operator norm 1).
Hence we have obtained the analogue of (16) on RN as a consequence of the Stein-Tomas
inequality in Schatten spaces. Conversely, one may interpret (16) as an averaged version of
the Stein-Tomas inequality on a compact manifold M .
Remark 8. From a wider perspective Theorem 2 (in particular, in the equivalent form (16))
belongs to a class of trace ideal inequalities for operators of the form β(
√
∆g)W , where W
is a multiplication operator on M and β is a function on [0,∞). Such bounds have a long
history on RN (see [20, Chp. 4]) and the basic form of this inequality goes back to Kato,
Seiler and Simon [20, Thm. 4.1]. This inequality has a simple generalization to manifolds
which we record in the appendix (Theorem 24) since we have not found it in the literature.
While this inequality gives the optimal trace ideal for a large class of functions β, the point
of Theorem 2 is that for β(τ) = 1(λ 6 τ 6 λ + 1) this general inequality can be improved
by taking the oscillatory character of the eigenfunctions into account. This is done through
the results from Section 1.
Remark 9. We interpret the quotient ||ργ ||Lp/2(M) / ||ργ||L1(M) as a measure of the concentration
of the function ργ . This can be made more quantitative using the bound
∣∣∣∣{ργ > ||ργ ||L14Vol(M)
}∣∣∣∣ > 12 (p8) 2p−2
( ||ργ ||L1
||ργ ||Lp/2
) p
p−2
for p > 2. (17)
Thus, (15) shows that ργ concentrates on a set of measure at least λ
− 2ps(p)
p−2
(
||γ||
S1
||γ||
S
α(p)
) p
p−2
.
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The bound (17) follows for instance from the pqr-lemma [9, Lem. 2.1] and we briefly
sketch its proof. We have for any 0 < τ1 < τ2 <∞
(τ2 − τ1)|{ργ > τ1}| ≥
∫ τ2
τ1
|{ργ > τ}| dτ = ||ργ ||L1 −
∫ τ1
0
|{ργ > τ}| dτ −
∫ ∞
τ2
|{ργ > τ}| dτ
≥ ||ργ||L1 − |M |
∫ τ1
0
dτ − τ−p/2+12
∫ ∞
0
|{ργ > τ}|τ p/2−1 dτ
≥ ||ργ||L1 − τ1|M | − τ−p/2+12 (2/p)‖f‖p/2Lp/2 .
We choose τ1 = ‖ργ‖L1/(4|M |) and τ2 = ((8/p)‖f‖p/2Lp/2/‖f‖L1)2/(p−2), so that the right side
becomes ‖ργ‖L1/2, whereas the left side does not exceed τ2|{ργ > τ1}|. This yields (17).
We now discuss the optimality of (14) and (15). Since it involves two exponents s(p) and
α(p), optimality can be understood in several ways. We discuss here two basic notions of
optimality and defer the discussion of a stronger notion to the next subsection.
Remark 10 (Optimality of s(p)). We claim that, whatever the value of α(p) is, the bound
(14) cannot hold with a smaller power of λ than 2s(p). This follows from the optimality of
Sogge’s bound (5) by choosing only a single function (i.e., |J | = 1), in which case the right
side becomes independent of α(p).
The optimality of the exponent α(p) is more delicate to discuss: indeed, since the space
Eλ is finite-dimensional, all the Schatten norms are equivalent on Eλ. However, estimat-
ing the Schatten norm in Sα by the norm in Sβ with β > α gives an additional factor
(dimEλ)
1/α−1/β , which grows with λ. Hence, one could artificially increase the exponent
α(p) up to also increasing s(p), but then the inequality would become non-optimal when
|J | = 1. As a consequence, the optimality of α(p) only makes sense when the power of λ in
(14) is fixed, and we take it to be the sharp one 2s(p).
Remark 11 (Optimality of α(p)). We claim that, if s(p) is given by the value in the theorem,
then the bound (14) cannot hold with a larger value of α(p) than that given in the theorem.
This follows by taking (fj) to be an orthonormal basis of Eλ and all νj = 1. Indeed, with
this choice the left side of (14) is bounded from below by∣∣∣∣∣
∣∣∣∣∣∑
j∈J
|fj |2
∣∣∣∣∣
∣∣∣∣∣
Lp/2(M)
> |M |2/p−1
∣∣∣∣∣
∣∣∣∣∣∑
j∈J
|fj|2
∣∣∣∣∣
∣∣∣∣∣
L1(M)
= |M |2/p−1(dimEλ)
whereas the right side is given by Cλs(p)(dimEλ)
1/α(p). Therefore it follows from (4) and the
fact that
2s(p) +
N − 1
α(p)
= N − 1
that α(p) cannot be increased above the value given in the theorem (provided we insist on
the value s(p) from (5)).
Remark 12. Just like Sogge’s theorem, our Theorem 2 remains valid when ∆g is replaced
by a classical pseudo-differential operator of order 1 for which the cosphere {x ∈ T ∗xM :
p(x, ξ) = 1} are strictly convex, where p(x, ξ) denotes the principal symbol of the operator.
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This follows essentially by the same proof, except that we invoke the parametrix from [25,
Lemma 5.1.3].
Proof of Theorem 2. We prove the inequality (16) for p = 2, 2(N+1)
N−1
,∞ and then the general
result follows by interpolation.
The case p = 2 is trivial because α(p)′ = ∞ and s(p) = 0, so it amounts to the bound
||Πλ||L2→L2 6 C, which is true with C = 1 since Πλ is a projection.
For the case p =∞, we use the fact that by the pointwise Weyl law (3) with p =∞, there
exists C > 0 such that for all x ∈M one has
Πλ(x, x) 6 Cλ
N−1.
By orthogonality, one has ∫
M
|Πλ(x, y)|2 dy = Πλ(x, x), ∀x ∈ M,
and thus
||Πλ(·, ·)||L∞L2(M×M) 6 Cλ
N−1
2 .
This implies the trace class bound∣∣∣∣WΠλW ∣∣∣∣S1(L2(M)) = ||WΠλ||2S2(L2(M)) = ∫
M
∫
M
|W (x)|2|Πλ(x, y)|2 dx dy 6 CλN−1 ||W ||2L2(M) ,
the desired estimate for p =∞.
We now come to the case p = 2(N+1)
N−1
, which is the core of the proof. The general strategy is
the same as in the proof of [25, Thm. 5.1.1], which relies on a parametrix for the propagator
eit
√
∆g . We could appeal directly to [25, Lemma 5.1.3] (which goes back to Ho¨rmander [11]
and is summarized, for instance, in [3, Thm. 4]), where such a parametrix is obtained even
in the general case where
√
∆g is replaced by any classical pseudo-differential operator of
order 1. However, we prefer to follow the strategy of the paper [24] based on the classical
Hadamard parametrix construction, which is more elementary in the specific case of the
Laplace–Beltrami operator.
Let ε > 0 be a parameter that we will later choose small, but independent of λ. We claim
that there is a Schwartz function χ on R satisfying |χ|2 > 0 on [0, 1] and supp χ̂ ⊂ (0, ε]. In
fact, let ζ ∈ C∞0 (0, ε) with ζ̂(0) = (2π)−1/2
∫
R
ζ dt > 0. By continuity, |ζ̂|2 > 0 on [0,Λ] for
some Λ > 0, and then χ(λ) := ζ(min{1,Λ}λ) has the claimed properties.
We obtain the operator inequality
0 6WΠλW 6 CW |χ|2(
√
∆g − λ)W, (18)
with C = (inf [0,1] |χ|2)−1. Therefore, the claimed bound will follow if we can prove that for
a suitable ε > 0 ∣∣∣∣∣∣Wχ(√∆g − λ)∣∣∣∣∣∣
S2(N+1)(L2(M))
6 Cλ
N−1
2(N+1) ||W ||LN+1(M) . (19)
The operator χ(
√
∆g − λ) can be described locally on M using the following lemma,
coming from [25, Lem. 5.1.3] and stated in the version of [3, Thm. 4].
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Lemma 13. There exists ε > 0 such that for any Schwartz function χ on R with supp χ̂ ⊂
[−ε, ε] \ {0} and any λ > 1, we have the decomposition
χ(
√
∆g − λ) = Kλ +Rλ,
where the integral kernel of the operator Rλ satisfies
||Rλ(·, ·)||L∞L2(M×M) 6 C (20)
for some C > 0 independent of λ, and the operator Kλ can be described locally in the following
fashion. For any x0 ∈ M , there exist systems of coordinates W ⊂ V ⊂ RN around x0, and
a function a : V ×W × R+ → C with the bounds
∀α, β ∈ NN , ∃C > 0, ∀(x, y, λ) ∈ V ×W × R+, |∂αx∂βy a(x, y, λ)| 6 C, (21)
which is furthermore supported on {(x, y, λ) ∈ V ×W × R+, dg(x, y) ∼ ε}, such that for all
(x, y, λ) ∈ V ×W × R+,
Kλ(x, y) = λ
N−1
2 e−iλdg(x,y)a(x, y, λ). (22)
The proof of Lemma 13 in [25] is valid not only for the Laplace–Beltrami operator but
also for elliptic pseudo-differential operators. However, as pointed out in [24, 26], it can be
proved in a more elementary fashion (that is, not relying on pseudo-differential calculus)
using the Hadamard parametrix. We recall briefly this construction in Appendix A for the
sake of completeness.
The remainder term Rλ is more regular than what we want to prove. In fact, (20) leads
to the bound
||WRλ||S2 6 ||W ||L2(M) ||Rλ(·, ·)||L∞L2(M×M) 6 C ||W ||LN+1(M) .
On the other hand, after multiplying by a localizing partition of unity, we can consider
(χ(
√
∆g − λ)− Rλ)(x, y) as a function on RN × RN of the form (22). The key observation
now is that the phase function (x, y) 7→ dg(x, y) satisfies the assumptions of Corollary 3 as
explained, for instance, in [5, p. 831–832]: the image of y 7→ (∇xdg)(x, y) is the geodesic
sphere centered at x, which has non-zero curvature by Gauss’ lemma. Therefore, Corollary
3 in the form (13) implies that∣∣∣∣∣∣χ(√∆g − λ)− Rλ∣∣∣∣∣∣
S2(N+1)(L2(RN ))
6 Cλ
N−1
2
−N(N−1)
2(N+1) ||W ||LN+1(M) = Cλ
N−1
2(N+1) ||W ||LN+1(M) .
Here we implicitly sum over a finite partition of unity and estimate the Jacobian coming
from the change of variables. This yields the claimed bound (19). 
3. Optimality
3.1. Statement of the optimality result. The goal of this section is to prove the opti-
mality of the inequality
||ργ ||Lp/2(S2) .
{
λ
1
2
− 1
p ||γ||
S
2p
p+2
if 2 6 p 6 6,
λ1−
4
p ||γ||
S
p
4
if 6 6 p 6 +∞,
(23)
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for all 0 6 γ 6 Πλ, where Πλ is from (1) with ∆g denoting the Laplace–Beltrami operator
on S2 with respect to its standard metric. More precisely, we already mentioned that the
power of λ on the right side of (23) is optimal in two cases (and this is true on any M , not
only for M = S2): (i) when rank γ ∼ 1, which was the case studied by Sogge and (ii) when
rank γ ∼ rankΠλ by Weyl’s law. Hence, it is natural to look at the intermediate case where
1≪ rank γ ≪ rankΠΛ. We prove that for any sequence (rλ) with
lim
λ→+∞
rλ = +∞, lim
λ→+∞
rλ
λ
= 0,
there exists a sequence of projections (γλ) such that rank γλ ∼ rλ as λ→ +∞ and
||ργλ ||Lp/2(S2) &
λ
1
2
− 1
p r
1
2
+ 1
p
λ if 2 6 p 6 6,
λ1−
4
p r
4
p
λ if 6 6 p 6 +∞,
for λ large enough. Since rankΠλ ∼ 2λ in the case of S2, the assumptions on rλ are satisfied,
for instance, for rλ = λ
ζ with ζ ∈ (0, 1).
Let us now explain how to build the projection γλ, by recalling what happens in the
rank one case which was studied by Sogge. On S2, we denote the L2-normalized spherical
harmonics by (Y mℓ ), with ℓ ∈ N and −ℓ 6 m 6 ℓ. They satisfy the equation
∆S2Y
m
ℓ = ℓ(ℓ+ 1)Y
m
ℓ . (24)
The spherical harmonics Y ±ℓℓ saturate the Sogge bound (5) in the range 2 6 p 6 6, in the
sense that ∣∣∣∣|Y ±ℓℓ |2∣∣∣∣Lp/2(S2) & ℓ 12− 1p ,
for ℓ large enough. This can be seen by explicit computation, using the fact that
Y ±ℓℓ (θ, ϕ) = cℓ(sin θ)
ℓe±iℓϕ, ∀(θ, ϕ) ∈ [0, π]× [0, 2π],
where cℓ is a normalization constant. On the other hand, the spherical harmonics Y
0
ℓ saturate
Sogge’s bound (5) in the range 6 6 p 6 +∞:∣∣∣∣|Y 0ℓ |2∣∣∣∣Lp/2(S2) & ℓ1− 4p .
These two facts in hand, it is not a surprise that the saturation of (23) happens when
considering several Y mℓ , withm ∼ ℓ in the case 2 6 p 6 6 andm≪ ℓ in the case 6 6 p 6 +∞.
Theorem 4. Let (rℓ)ℓ∈N ⊂ R+ a sequence such that
lim
ℓ→+∞
rℓ = +∞, lim
ℓ→+∞
rℓ
ℓ
= 0. (25)
For ℓ large enough such that rℓ 6 ℓ/2, define
γ
(2)
ℓ :=
∑
ℓ−2rℓ<m6ℓ−rℓ
|Y mℓ 〉〈Y mℓ |
γ
(∞)
ℓ :=
∑
rℓ6m<2rℓ
|Y mℓ 〉〈Y mℓ |
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Then there are c > 0 and L > 1 such that for all ℓ > L and 2 6 p 6∞ we have∣∣∣∣∣∣ρ
γ
(2)
ℓ
∣∣∣∣∣∣
Lp/2(S2)
> c ℓ
1
2
− 1
p r
1
2
+ 1
p
ℓ ,∣∣∣∣∣∣ργ(∞)ℓ ∣∣∣∣∣∣Lp/2(S2) > c ℓ1− 4p r 4pℓ .
In particular, the bound (23) is saturated by γ
(2)
ℓ for 2 6 p 6 6 and by γ
(∞)
ℓ for 6 6 p 6∞.
Remark 14. The notation γ
(2)
ℓ is motivated by the fact that this operator saturates the
inequality for p close to 2, while γ
(∞)
ℓ saturates the inequality for p close to ∞.
We prove the following pointwise bounds on ρ
γ
(#)
ℓ
. We parametrize points in S2 as usual
by (θ, ϕ) ∈ (0, π)× (0, 2π), which stands for the point (sin θ cosϕ, sin θ sinϕ, cos θ) ∈ R3.
Proposition 15. Let (rℓ) and (γ
(#)
ℓ ) be as in Theorem 4.
(1) There are c > 0, η2 > 0, and L > 1 such that for all ℓ > L, for all 0 6 θ 6 η2(rℓ/ℓ)
1/2,
and for all ϕ ∈ [0, 2π] we have
ρ
γ
(2)
ℓ
(π/2− θ, ϕ) > c(ℓrℓ)1/2. (26)
(2) There are c > 0, η1 > 0, and L > 1 such that for all ℓ > L, for all η1rℓ/ℓ 6 θ 6 π/2,
and for all ϕ ∈ [0, 2π] we have
ρ
γ
(∞)
ℓ
(θ, ϕ) > c
rℓ
sin θ
. (27)
In fact, our proof will show that, with possibly different constants, the reverse inequalities
in the proposition hold as well in the same parameter regime. In Subsection 3.4 we provide
a heuristic semi-classical interpretation of this proposition.
In the case # = 2, this proposition implies a concentration of ρ
γ
(2)
ℓ
on a neighborhood
of the equator of area (rℓ/ℓ)
1/2, with an amplitude (ℓrℓ)
1/2. This is coherent with the case
rℓ ∼ 1, knowing that |Y ℓℓ |2 concentrates on a neighborhood of size ℓ−1/2 of the equator, with
an amplitude ℓ1/2. In the case # =∞, the proposition implies a concentration of ρ
γ
(∞)
ℓ
on a
neighborhood of the north pole of area (rℓ/ℓ)
2 (recall that the area measure on the sphere is
sin θ dθ dϕ), with an amplitude ℓ. This is coherent with the case rℓ ∼ 1, knowing that |Y 0ℓ |2
concentrates on a neighborhood of the poles of area 1/ℓ2, with an amplitude ℓ (see [21, Lem.
2.1]).
In passing we we mention that the above region of concentration contains the L1-norm
of order rℓ = Tr γ
(#)
ℓ for case # = 2, whereas the L
1 norm coming from the region of
concentration is only o(rℓ) for # =∞.
Proof of Theorem 4 assuming Proposition 15. By the first estimate of Proposition 15 we
have for all ℓ > L,∣∣∣∣∣∣ργ(2)ℓ ∣∣∣∣∣∣p/2Lp/2(S2) >
∫ 2π
0
∫ η2(rℓ/ℓ)1/2
0
ρ
γ
(2)
ℓ
(π/2− θ, ϕ)p/2 cos θ dθ dϕ
> πCp/2η2ℓ
p
4
− 1
2 r
p
4
+ 1
2
ℓ ,
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which has the desired behaviour in ℓ (we used the fact that cos θ > 1/2 for all θ ∈
[0, η2(rℓ/ℓ)
1/2), for ℓ large enough).
Similarly, by the second estimate of Proposition 15 we have for all ℓ > L,
||ργℓ ||p/2Lp/2(S2) >
∫ 2π
0
∫ 2η1rℓ/ℓ
η1rℓ/ℓ
ρ
γ
(∞)
ℓ
(θ, ϕ)p/2 sin θ dθ dϕ
> πCp/2r
p
2
ℓ
∫ 2η1rℓ/ℓ
η1rℓ/ℓ
sin−
p
2
+1 θ dθ > πCp/2
1− 2− p2+2
p
2
− 2 η
2− p
2
1 ℓ
p
2
−2 r2ℓ ,
(with (1− 2−p/2+2)/(p/2− 2) interpreted as ln 2 if p = 4), which has the right behaviour in
ℓ (we used the fact that sin θ 6 θ for all θ). 
The rest of this section will be devoted to the proof of Proposition 15. It follows fromWKB
bounds on the spherical harmonics Y mℓ , in the two regimesm ∼ rℓ or ℓ−m ∼ rℓ. Asymptotics
of single spherical harmonics in these regimes are already known (see for instance [19]), but
for the sake of completeness we present in the appendix a proof of the estimates that we
need. Once the behaviour of a single Y mℓ is understood, one has to sum the |Y mℓ |2 to obtain
ρ
γ
(#)
ℓ
. This is a serious difficulty which we have not seen discussed in the literature. The
problem are the oscillations in Y mℓ and our key to controlling them is Lemma 20, where the
numbers η1 and η2 will be determined.
3.2. Ingredients in the proof of the optimality result. It is well-known that the Y mℓ
are of the form
Y mℓ (θ, ϕ) = e
imϕgmℓ (θ), (28)
and therefore our task is to find lower bounds on the functions gmℓ . (The functions g
m
ℓ
are associated Legendre polynomials and we recall some facts about these functions in the
appendix.) It is somewhat more convenient for us to work instead with the functions
vmℓ (θ) := (cos θ)
1/2gmℓ
(π
2
− θ
)
, −π
2
6 θ 6
π
2
. (29)
As we will explain in the appendix, the functions vmℓ satisfy the equations
− d
2
dθ2
vmℓ +Qℓ,mv
m
ℓ = 0 on (−π/2, π/2) (30)
with the normalizations ∫ π/2
−π/2
|vmℓ (θ)|2 dθ =
1
2π
. (31)
Here we have set
Qℓ,m(θ) :=
m2 − 1
4
cos2 θ
− 1
4
− ℓ(ℓ+ 1) .
We will approximate vmℓ by the WKB method on the following interval I
(#)
ℓ , depending
on the case # = 2 or ∞,
I
(#)
ℓ :=
{(−η2(rℓ/ℓ)1/2, η2(rℓ/ℓ)1/2) if # = 2,
(−π/2 + η1rℓ/ℓ, π/2− η1rℓ/ℓ) if # =∞ .
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Here η1 and η2 are two parameters to be determined later on. Before introducing the WKB
approximations, we collect some bounds on the size of Qℓ,m on the interval I
(#)
ℓ . The proof
is postponed to the appendix.
Lemma 16. Let η1 > 2 and η2 <
√
2.
(1) There are c1, c2 > 0 and L > 1 such that for all ℓ > L, all ℓ− 2rℓ 6 m 6 ℓ− rℓ, and
all θ ∈ I(2)ℓ ,
− c1ℓrℓ 6 Qℓ,m(θ) 6 −c2ℓrℓ. (32)
(2) There are c1, c2 > 0 and L > 1 such that for all ℓ > L, all rℓ 6 m 6 2rℓ, and all
θ ∈ I(∞)ℓ ,
− c1ℓ2 6 Qℓ,m(θ) 6 −c2ℓ2. (33)
This lemma implies, in particular, that Qℓ,m < 0 on I
(#)
ℓ for all sufficiently large ℓ.
We now define the WKB approximations
yℓ,m :=

cos(Sℓ,m)
|Qℓ,m|1/4 if ℓ+m even,
sin(Sℓ,m)
|Qℓ,m|1/4 if ℓ+m odd,
where
Sℓ,m(θ) :=
∫ θ
0
√
|Qℓ,m(t)| dt, ∀θ ∈ (−π/2, π/2).
The following proposition states that (a constant multiple of) the yℓ,m is a good approxima-
tion to vmℓ . The proof is more or less standard, but we present it for the sake of completeness
in the appendix.
Proposition 17 (WKB approximation). Let η1 > 2 and η2 <
√
2. There is are C > 0,
L > 1 and cℓ,m such that for ℓ > L on I
(#)
ℓ ,
|vmℓ − cℓ,myℓ,m| 6 Cr−1ℓ |cℓ,m||Qℓ,m|−1/4 . (34)
Note that yℓ,m is (at least on average) comparable with |Qℓ,m|, and therefore the remainder
in (34) is by a factor of r−1ℓ smaller than the main term.
The next lemma discusses the behavior of the normalization constants as ℓ → ∞. While
one can probably give a self-contained proof of this result, we will use explicit formulas of
spherical harmonics and Legendre functions. We defer the proof to the appendix.
Lemma 18. Let η1 > 2 and η2 <
√
2. There are C > 0 and L > 1 such that for all ℓ > L
and for all ℓ− 2rℓ < m 6 ℓ− rℓ or rℓ 6 m < 2rℓ we have
Cℓ 6 |cℓ,m|2 6 C−1ℓ.
We now come to the the crucial ingredient in our proof of Proposition 15, namely a lower
bound on the WKB approximations. Its proof will be given in the next subsection.
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Proposition 19 (Control of the oscillations). There are η1, η2, c > 0 and L such that for
ℓ > L on I
(#)
ℓ , ∑
m
|cℓ,myℓ,m(θ)|2 > c
∑
m
|cℓ,m|2|Qℓ,m(θ)|−1/2 , (35)
where the sum is over all ℓ− 2rℓ < m 6 ℓ− rℓ or rℓ 6 m < 2rℓ.
With these ingredients at our disposal we will now complete the
Proof of Proposition 15 assuming Proposition 19. According to (28) and (29) we have for all
θ ∈ (0, π)∑
m
|Y mℓ (θ, ϕ)|2 =
1
sin θ
∑
m
|vmℓ (π/2− θ)|2 =
1
cos(π/2− θ)
∑
m
|vmℓ (π/2− θ)|2, (36)
where the sum is taken over ℓ− 2rℓ < m 6 ℓ− rℓ if # = 2 and rℓ 6 m < 2rℓ if # =∞.
In order to bound the right side from below, we first observe that if a, b ∈ C satisfy
|a− b| 6 εc and |b| 6 c, then
|a|2 > 1− ε/2
1 + ε/2
|b|2 − ε
1 + ε/2
c2 . (37)
In fact,
|a|2 − |b|2 = (|a| − |b|)(|a|+ |b|) > −|a− b|(|a|+ |b|) > −εc(|a|+ |b|)
> −ε
(
1
2
|a|2 + 1
2
|b|2 + c2
)
.
We apply (37) with a = vmℓ (θ), b = cℓ,myℓ,m(θ), c = |cℓ,m||Qℓ,m|−1/4 and ε = Cr−1ℓ from
(34). Since rℓ →∞, we obtain for all sufficiently large ℓ that on I(#)ℓ
|vmℓ (θ)|2 > c
(|cℓ,myℓ,m(θ)|2 − Cr−1ℓ |cℓ,m|2|Qℓ,m|−1/2) .
Summing over the same range of m as in (36) and applying Proposition 19 we obtain∑
m
|vmℓ (θ)|2 > c′
(
1− C ′r−1ℓ
)∑
m
|cℓ,m|2|Qℓ,m(θ)|−1/2 .
Finally, the bounds from Lemmas 16 and 18 yield for all sufficiently large ℓ,
∑
m
|vmℓ (θ)|2 >
{
c′(ℓrℓ)
1/2 if # = 2,
c′rℓ if # =∞.
In view of (36) this is the claimed bound for # = ∞. For # = 2 we use, in addition,
cos θ 6 1 to get the claimed bound. 
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3.3. Proof of Proposition 19. The following lemma controls the oscillations of the WKB
approximation and is the technical key step in the proof of our optimality result.
Lemma 20. There are A > 0, η1 > 0, η2 > 0 and L > 1 such that for all ℓ > L and all
θ ∈ I(#)ℓ we have ∣∣∣∣∣∑
m
ei(2Sℓ,m(θ)+mπ)
∣∣∣∣∣ 6 A ,
where the sum is over ℓ− 2rℓ 6 m 6 ℓ− rℓ if # = 2 and rℓ 6 m 6 2rℓ if # =∞.
Before proving this lemma, we use it to deduce Proposition 19.
Proof of Proposition 19. Because of Lemmas 18 and 16 (with qℓ = ℓrℓ if # = 2 and qℓ = ℓ
2
if # =∞) we have∑
m
|cℓ,myℓ,m|2 > cℓ
∑
m
|yℓ,m|2
> c′ℓq
−1/2
ℓ
∑
m
|Qℓ,m|1/2|yℓ,m|2
=
c′ℓ
2
√
qℓ
∑
m
(
1 + (−1)ℓ+m cos(2Sℓ,m)
)
=
c′ℓ
2
√
qℓ
(
rℓ + (−1)ℓRe
∑
m
ei(2Sℓ,m+mπ)
)
.
According to Lemma 20 we finally conclude∑
m
|cℓ,myℓ,m|2 > c
′ℓ
2
√
qℓ
rℓ
(
1− Ar−1ℓ
)
.
On the other hand, again by Lemmas 18 and 16,∑
m
|cℓ,m|2|Qℓ,m|−1/2 6 Cℓ
∑
m
|Qℓ,m|−1/2
6 C ′ℓq
−1/2
ℓ rℓ ,
which proves the result for large enough ℓ. 
Thus, it remains to prove Lemma 20. Our main tool is the following Kuzmin–Landau
inequality [10, Thm 2.1] (see also [18]).
Lemma 21. Let (Φk)
K
k=0 be numbers such that, for some 0 < ε 6 π,
ε 6 ΦK − ΦK−1 6 ΦK−1 − ΦK−2 6 . . . 6 Φ1 − Φ0 6 2π − ε .
Then ∣∣∣∣∣
K∑
k=0
eiΦk
∣∣∣∣∣ 6 cot ε4 .
We recall the proof of this inequality for the sake of completeness.
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Proof. Let S :=∑Kk=1 eiΦk and hk := Φk − Φk−1 for 1 6 k 6 K. The elementary equality
eiΦk =
eiΦk − eiΦk−1
2i
cot
(
hk
2
)
+
eiΦk − eiΦk−1
2
, 1 6 k 6 K ,
and summation by parts (Abel transform) imply that
S = 1
2i
K−1∑
k=1
eiΦk
[
cot
(
hk
2
)
− cot
(
hk+1
2
)]
− 1
2i
eiΦ0
(
i+ cot
(
h1
2
))
+
1
2i
eiΦK
(
i+ cot
(
hK
2
))
.
As a consequence, we may estimate
|S| 6 1
2
(
K−1∑
k=1
∣∣∣∣cot(hk2
)
− cot
(
hk+1
2
)∣∣∣∣+ 1sin(h1/2) + 1sin(hK/2)
)
.
Since cot in decreasing in (0, π) and hk is non-increasing, we have
K−1∑
k=1
∣∣∣∣cot(hk2
)
− cot
(
hk+1
2
)∣∣∣∣ = K−1∑
k=1
(
cot
(
hk+1
2
)
− cot
(
hk
2
))
= cot
(
hK
2
)
− cot
(
h1
2
)
.
Finally, we notice that
1
sin(h1/2)
− cot
(
h1
2
)
= tan
(
h1
4
)
,
1
sin(hK/2)
+ cot
(
hK
2
)
= cot
(
hK
4
)
,
and bound tan(h1/4) 6 tan((2π − ε)/4) = cot(ε/4) and cot(hK/4) 6 cot(ε/4). 
Finally, we are in position to give the
Proof of Lemma 20. Since Sℓ,m is an odd function, we only need to prove the inequality
on I
(#)
ℓ ∩ [0,∞). We want to deduce it from the Kuzmin–Landau inequality with Φm =
2Sℓ,m + πm and therefore we want to prove that
Φm − Φm−1 = 2 (Sℓ,m − Sℓ,m−1) + π
is non-increasing and separated away from 0 and 2π.
In order to prove monotonicity we use concavity of the square root and compute on I
(#)
ℓ
(where Qℓ,m 6 0)
1
2
(√
|Qℓ,m+1|+
√
|Qℓ,m−1|
)
6
√
1
2
(|Qℓ,m+1|+ |Qℓ,m−1|)
=
√
|Qℓ,m| − 1
cos2 θ
6
√
|Qℓ,m| .
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Integrating this inequality, we obtain Sℓ,m+1 − Sℓ,m 6 Sℓ,m − Sℓ,m−1 on I(#)ℓ ∩ [0,∞), which
implies Φm+1 − Φm 6 Φm − Φm−1 on this set. This is the claimed monotonicity.
In order to prove that Φm − Φm−1 is separated away from zero and 2π we write√
|Qℓ,m−1| −
√
|Qℓ,m| = |Qℓ,m−1| − |Qℓ,m|√|Qℓ,m−1|+√|Qℓ,m|
and compute
|Qℓ,m−1| − |Qℓ,m| = 2m− 1
cos2 θ
.
Thus, on [0, π/2)
0 6 Sℓ,m−1 − Sℓ,m = (2m− 1)
∫ θ
0
dt
cos2 t
(√|Qℓ,m−1(t)|+√|Qℓ,m(t)|) .
We now bound Qℓ,m by Lemma 16, use θ ∈ I(#)ℓ and recall the bounds on m in the respective
cases. For # = 2 we get
0 6 Sℓ,m−1 − Sℓ,m 6 Cℓ(ℓrℓ)−1/2
∫ η2(rℓ/ℓ)1/2
0
dt
cos2 t
6 C ′ℓ(ℓrℓ)
−1/2η2(rℓ/ℓ)
1/2 = C ′η2 .
This implies
π > Φm − Φm−1 > −2C ′η2 + π .
This is the required separation condition if we choose η2 < π/(2C
′). (We emphasize that
this argument is not circular. The constant C ′ seems to depend on η2 through the use of
Lemma 16, but, in fact, we can make this constant independent of η2 by applying the lemma
with some fixed η2 <
√
2. Therefore the constant is not affected if afterwards we decrease
η2.)
For # =∞ we get similarly
0 6 Sℓ,m−1 − Sℓ,m 6 Crℓ(ℓ2)−1/2
∫ π/2−η1rℓ/ℓ
0
dt
cos2 t
6 C ′rℓ(ℓ
2)−1/2(ℓ/(η1rℓ)) = C
′η−11 .
This implies
π > Φm − Φm−1 > −2C ′η−11 + π
and the required separation follows if we choose η1 > 2C
′/π. (Similarly as before, enlarging
η1 is compatible with Lemma 16.)
The lemma now follows from Lemma 21. 
3.4. Heuristics. Finally, we would like to provide some heuristic explanation of the point-
wise bounds in Proposition 15. The arguments in this subsection are rather informal and it
is not clear to us how to make them rigorous, which is why we have chosen an alternative
approach. Nevertheless we think they provide an intuitive picture which might be useful in
related situations.
Multiplying the equation (48) for gmℓ by sin
2 θ, we obtain
− sin θ d
dθ
sin θ
d
dθ
gmℓ − ℓ(ℓ+ 1) sin2 θgmℓ = −m2gmℓ ,
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which we may rewrite as
− 1
sin θ
d
dθ
sin θ sin2 θ
d
dθ
gmℓ + sin 2θ
d
dθ
gmℓ − ℓ(ℓ+ 1) sin2 θgmℓ = −m2gmℓ . (38)
The operator
H = −(ℓ(ℓ+ 1))−1 1
sin θ
d
dθ
sin θ sin2 θ
d
dθ
− sin2 θ
has the semi-classical form
H = −h2 1
w
d
dθ
wa
d
dθ
+ V
with
h = (ℓ(ℓ+ 1))−1/2, w(θ) = sin θ, a(θ) = sin2 θ, V (θ) = − sin2 θ.
The operator H is self-adjoint on L2((0, π), w(θ) dθ), and semi-classically one expects to have
the pointwise asymptotics for all θ ∈ (0, π)
1(H ∈ (A,B))(θ, θ) ∼h→0 1
2π
1
w(θ)
|{ξ ∈ R, h2a(θ)ξ2 + V (θ) ∈ (A,B)}|
=
1
πh
1
w(θ)
((
B − V (θ)
a(θ)
)1/2
+
−
(
A− V (θ)
a(θ)
)1/2
+
)
.
(To check that this is, indeed, the right scaling for semi-classics, one can verify it when w,
a, and V are constant functions). The functions gmℓ are not exactly the eigenfunctions of
the operator H , due to the additional (non self-adjoint) term h2 sin 2θ d/dθ in the equation
(38) for gmℓ . However, since hd/dθ is semi-classically of order one, the term h
2 sin 2θd/dθ
should formally be of lower order and not contribute to the asymptotics. As a consequence,
we should have∑
a6m6b
|gmℓ (θ)|2 ∼ℓ→∞
ℓ
π sin θ
((
sin2 θ − b2/(ℓ(ℓ+ 1))
sin2 θ
)1/2
+
−
(
sin2 θ − a2/(ℓ(ℓ+ 1))
sin2 θ
)1/2
+
)
.
In the regime # = ∞, we have a = rℓ, b = 2rℓ, θ ∼ rℓ/ℓ, and in the regime # = 2 we have
a = ℓ−2rℓ, b = ℓ−rℓ, θ ∼ π/2−(rℓ/ℓ)1/2, which give the same asymptotics as in Proposition
15. This concludes our heuristic derivation of Proposition 15.
Appendix A. The wave propagator in local coordinates
In this appendix we sketch the proof of Lemma 13, following the arguments of [24, 26].
We first write
χ(
√
∆g − λ) = Aλ − χ(−
√
∆g − λ)
and we will make use of the Fourier transform representation
Aλ := χ(
√
∆g − λ) + χ(−
√
∆g − λ) = 2√
2π
∫
R
χ̂(t)e−itλ cos(t
√
∆g) dt.
The operator χ(−√∆g − λ) can be included in the remainder Rλ since∣∣∣∣∣∣χ(−√∆g − λ)(·, ·)∣∣∣∣∣∣
L∞L2(M×M)
6 C, (39)
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for some C independent of λ. The bound (39) can be obtained as in the discussion following
[26, (3.2.13)]. It relies on rough L∞ bounds on eigenfunctions of ∆g coming from Sobolev
embeddings and the fact that the eigenvalues of ∆g grow (at most) polynomially by Weyl’s
law; see [26, Lem. 3.1.2].
As explained, for instance, in [26, Thm. 3.1.5] using the Hadamard parametrix for the
fundamental solution of the wave equation, there is a τ > 0 such that for all t ∈ [−τ, τ ] we
can decompose the wave propagator as
cos(t
√
∆g) = K˜t + R˜t,
with R˜t(·, ·) ∈ C1t,x,y([−τ, τ ]×M ×M) and with a (main part) K˜t described in detail below.
We choose ε 6 τ and note that the integral kernel of
2√
2π
∫
R
χ̂(t)e−itλR˜t dt
is bounded in L∞L2(M ×M) uniformly in λ and can therefore be included in Rλ.
We now describe the integral kernel of the operator K˜t in local coordinates, as explained in
[26, Sec. 2.4]: locally around any fixed x0 ∈M , there are L ∈ N and functions (αν)ν=1,...,L ⊂
C∞(M ×M) such that for all t ∈ [0, τ ] we have
K˜t(x, y) =
L∑
ν=1
αν(x, y)∂tEν(t, dg(x, y)). (40)
Here dg(x, y) denotes the geodesic distance between x and y and the distributions Eν are
defined for instance in [13, Lem. 17.4.2] or in [26, Prop. 1.2.4]. As explained in [26, Rem.
1.2.5], each distribution is (modulo smooth functions, which can be absorbed into R˜t) a finite
linear combination of distributions of the form
(t, r) ∈ R+ × R+ 7→ tℓ
∫
RN
eirξ1±it|ξ||ξ|−kdξ, (41)
for k, ℓ ∈ N. Here, the distribution is understood in the sense of [25, Thm. 0.5.1]
Next, let δ and ε be constants with 0 < δ < ε 6 τ . We claim that, if we restrict ourselves
to t with t ∈ [δ, ε], then we may assume that the functions αν in (40) are supported in
{(x, y) ∈ M × M : δ/2 6 dg(x, y) 6 2ε}. In fact, the phase function ξ 7→ rξ1 ± t|ξ| is
non-degenerate if t ∈ [δ, ε] and r 6∈ (δ/2, 2ε). Therefore, we have the kernel bound∣∣∣∣∣∣∣∣1dg(x,y)/∈(δ/2,2τ) ∫
RN
eidg(x,y)ξ1±it|ξ||ξ|−k dξ dt
∣∣∣∣∣∣∣∣
L∞x,y(M×M)
6 Ck,
for t ∈ [δ, ε], which again can be absorbed in Rλ. Therefore, by multiplying α with a smooth
cut-off function, we may achieve the claimed support condition on α.
We now consider a Schwartz function χ on R with Fourier transform which has a support
in [δ, ε]. Integrating (41) on t, the contribution of Kt to the integral kernel of the operator
Aλ may thus be written as a finite linear combination of functions of the form
α(x, y)
∫
RN
eidg(x,y)ξ1χ(ℓ)(|ξ| − λ)|ξ|−k dξ (42)
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with α ∈ C∞(M ×M) supported in dg(x, y) ∈ [δ/2, 2ε], and k, ℓ ∈ N. Using the fast decay
of χ(ℓ), we see that the contribution of the last integral for |ξ| /∈ [(1/C)λ, Cλ] is fast decaying
in λ (in the space L∞x,y for instance), and it is thus enough to consider integral kernels of the
form
α(x, y)
∫
RN
eidg(x,y)ξ1χ(ℓ)(|ξ| − λ)β(|ξ|/λ)|ξ|−k dξ
=
iℓλN−k√
2π
α(x, y)
∫
R
∫
RN
eiλΨ(x,y,t,ξ)χ̂(t)β(|ξ|)tℓ|ξ|−k dξ dt
for some β ∈ C∞(R) supported in [1/C, C], for some C > 0, and the phase function
Ψ(x, y, t, ξ) = dg(x, y)ξ1 + t(|ξ| − 1).
For (x, y) fixed, the function (t, ξ) 7→ Ψ(x, y, t, ξ) has a unique critical point (t, ξ) =
(dg(x, y),−e1) which is non-degenerate (uniformly in (x, y) in the considered region). By
[25, Cor. 1.1.8], we may thus write
α(x, y)
∫
R
∫
RN
eiλΨ(x,y,t,ξ)χ̂(t)β(|ξ|)tℓ|ξ|−k dξ dt = λ−N+12 eiλΨ(x,y,dg(x,y),−e1)ak,ℓ(x, y, λ)
with ak,ℓ having the desired behaviour (21), and noticing that Ψ(x, y, dg(x, y),−e1) = −dg(x, y)
concludes the sketch of proof of Lemma 13.
Appendix B. WKB approximation
B.1. Spherical harmonics. It is well known that
Y mℓ (θ, ϕ) =
√
2ℓ+ 1
4π
· (ℓ−m)!
(ℓ+m)!
Pmℓ (cos θ) e
imϕ , (43)
where Pmℓ are the associated Legendre polynomials.
We will use the following few facts about these functions:∫
S2
|Y mℓ |2 dω = 1 , (44)
(−1/2, 1/2) ∋ s 7→ Pmℓ (1/2 + s) is even/odd if ℓ+m is even/odd , (45)
Pmℓ (0) = (−1)
ℓ+m
2
2m√
π
Γ
(
ℓ+m+1
2
)
Γ
(
ℓ−m+2
2
) , (46)
(Pmℓ )
′(0) = (−1) ℓ+m−12 2
m+1
√
π
Γ
(
ℓ+m+2
2
)
Γ
(
ℓ−m+1
2
) . (47)
For (46) and (47) we refer to [1, (8.6.1), (8.6.3)].
Let us derive the associated Legendre equation. The Laplacian in spherical coordinates
reads
∆S2 = − 1
sin θ
∂θ sin θ∂θ − 1
sin2 θ
∂2ϕ .
Inserting the factorization (28) we see that the function gmℓ satisfies the equation
− 1
sin θ
d
dθ
(
sin θ
d
dθ
gmℓ
)
+
m2
sin2 θ
gmℓ = ℓ(ℓ+ 1)g
m
ℓ , (48)
24 RUPERT L. FRANK AND JULIEN SABIN
and (44) gives ∫ π
0
|gmℓ (θ)|2 sin θ dθ =
1
2π
. (49)
In order to bring the equation for gmℓ into the standard form −y′′ +Q(x)y = 0 we define vmℓ
by (29) and we easily deduce the equation (30) and the normalization (31). We also note
that
vmℓ (θ) =
√
2ℓ+ 1
4π
· (ℓ−m)!
(ℓ+m)!
√
cos θ Pmℓ (sin θ) , θ ∈ [−π/2, π/2] . (50)
B.2. Proof of Lemma 16. Here we prove the bounds on Qℓ,m(θ) for θ ∈ I(#)ℓ claimed in
Lemma 16.
Proof of Lemma 16. We first consider the case # = 2. Define k := ℓ−m, and write
Qℓ,m(θ) = ℓ
2
(
1
cos2 θ
− 1
)
+
k2 − 2kℓ− 1
4
cos2 θ
− 1
4
− ℓ.
Therefore,
Qℓ,m(θ) 6 ℓ
2
(
1
cos2 θ
− 1
)
− k(2ℓ− k)
cos2 θ
.
Let ε > 0. Then for ℓ large enough and for all θ ∈ I(2)ℓ ,
1
cos2 θ
− 1 6 (1 + ε)θ2 6 (1 + ε)η22rℓ/ℓ,
k(2ℓ− k)
cos2 θ
> k(2ℓ− k) > 2(1− ε)kℓ > 2(1− ε)ℓrℓ,
hence
Qℓ,m(θ) 6 −(2(1− ε)− (1 + ε)η22)ℓrℓ .
Since η2 <
√
2, we can choose ε > 0 small enough so that c2 := 2(1 − ε) − (1 + ε)η22 > 0.
This is the claimed upper bound.
For the lower bound, we have similarly
Qℓ,m(θ) >
−2kℓ− 1
4
cos2 θ
− 1
4
− ℓ.
Let ε > 0 and note that for ℓ large enough and θ ∈ I(2)ℓ ,
2kℓ
cos2 θ
6 4(1 + ε)ℓrℓ,
1
4 cos2 θ
+
1
4
+ ℓ 6 εℓrℓ
This gives
Qℓ,m(θ) > −(4 + 5ε)ℓrℓ ,
which is the claimed lower bound (for any fixed choice of ε).
Assume now # =∞. For the upper bound we estimate
Qℓ,m(θ) 6
m2
cos2 θ
− ℓ2.
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For ℓ large enough and for all θ ∈ I(∞)ℓ we have
1
cos2 θ
=
1
sin2(π/2− |θ|) 6
1
sin2(η1rℓ/ℓ)
6
(1 + ε)ℓ2
η21r
2
ℓ
,
hence
Qℓ,m(θ) 6
4(1 + ε)ℓ2r2ℓ
η21r
2
ℓ
− ℓ2 = −
(
1− (1 + ε) 4
η21
)
ℓ2 .
Since η1 > 2 we can choose ε > 0 small enough so that c2 := 1 − (1 + ε) 4η21 > 0. This is the
claimed upper bound.
For the lower bound, we use
Qℓ,m(θ) > − 1
4 cos2 θ
− 1
4
− ℓ(ℓ+ 1).
Let ε > 0 and note that for ℓ large enough and θ ∈ I(∞)ℓ ,
1
cos2 θ
6
(1 + ε)ℓ2
η21r
2
ℓ
6 εℓ2,
Thus,
Qℓ,m(θ) > −
(
ε
4
+
1
4ℓ2
+ 1 +
1
ℓ
)
ℓ2 ,
which is the claimed lower bound (for any fixed choice of ε). 
B.3. Reminder on the WKB approximation. In order to prove Proposition 17 we will
use the following version of the WKB approximation, which can be found, for instance, in
[6, Ch. 2, Sec. 2].
Proposition 22 (WKB approximation). Let a > 0, I = (−a, a) ⊂ R, and Q : I → R an
even function of class C2 which does not vanish anywhere on I. Define the functions
S(x) =
∫ x
0
√
Q(t) dt, y˜1(x) =
eS(x)
Q(x)1/4
,
E(x) =
∫ |x|
0
∣∣∣∣ 18Q(t)3/2
(
Q′′(t)− 5Q
′(t)2
4Q(t)
)∣∣∣∣ dt,
for all x ∈ I. Then, the unique solution y1 : I → C of
−y′′1 +Q(x)y1 = 0, y1(0) = y˜1(0), y′1(0) = y˜1′(0),
satisfies the error bound ∣∣∣∣y1y˜1 − 1
∣∣∣∣ 6 2 (e2E − 1) .
Furthermore, defining y2(x) = y1(−x) and y˜2(x) = y˜1(−x) for all x ∈ I, the function y2
solves
−y′′2 +Q(x)y2 = 0, y2(0) = y˜2(0) = y1(0), y′2(0) = y˜2′(0) = −y′1(0).
Moreover, the functions (y1, y2) form a basis of solutions to the ODE −y′′ +Q(x)y = 0
The fact that (y1, y2) form a basis of solutions follows from the fact that y˜1
′(0) 6= 0 which,
in turn, follows from Q′(0) = 0 6= 4Q(0)3/2.
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B.4. Proof of Proposition 17. In order to prove Proposition 17 we apply Proposition 22
with Q = Qℓ,m and the interval I = I
(#)
ℓ . Let us denote the corresponding remainder by
Eℓ,m. We now show that this remainder is indeed small.
Lemma 23 (Accuracy of the WKB approximation). There exist C > 0 and L > 1 such that
for all ℓ > L and for all θ ∈ I(#)ℓ we have
Eℓ,m(θ) 6 Cr−1ℓ .
Proof of Lemma 23. While the order of the error is the same in both cases, the proof in the
two cases is different. Assume first that ℓ > L with L large enough such that the conclusions
of Lemma 16 holds. Let us start with the case # = 2. Since the function V (θ) = cos−2(θ)
satisfies V ′(0) = 0 and V ′′(0) = 2, we may estimate for all θ ∈ I(2)ℓ and all ℓ large enough
|Q′ℓ,m(θ)|2 6 C1ℓ4|θ|2 6 C ′1ℓ3rℓ, |Q′′(θ)| 6 C2ℓ2.
Using the lower bound |Q(θ)| > c2ℓrℓ obtained in Lemma 16, we deduce the error estimate
Eℓ,m(θ) 6 C(ℓrℓ)− 32 ℓ2
∣∣∣∣∫ θ
0
dt
∣∣∣∣ 6 C(ℓrℓ)− 32 ℓ2(rℓ/ℓ) 12 ,
which is the desired estimate.
Assume now # =∞. For all θ ∈ I(∞)ℓ we have
Q′ℓ,m(θ) =
(
m2 − 1
4
)
2 sin θ
cos3 θ
, Q′′ℓ,m(θ) =
(
m2 − 1
4
)[
2
cos2 θ
+
6 sin2 θ
cos4 θ
]
,
hence for ℓ > 1,
|Q′ℓ,m(θ)| 6
8r2ℓ
cos3 θ
, |Q′′ℓ,m(θ)| 6
24r2ℓ
cos4 θ
.
Using the lower bound |Q| > c2ℓ2/2 from Lemma 16, we may thus estimate
Eℓ,m(θ) 6 Cℓ−3
(
r2ℓ
∫ π/2−η1rℓ/ℓ
0
dt
cos4 t
+ ℓ−2r4ℓ
∫ π/2−η1rℓ/ℓ
0
dt
cos6 t
)
.
We have for ℓ large enough∫ π/2−η1rℓ/ℓ
0
dt
cos4 t
=
∫ π/2
η1rℓ/ℓ
dt
sin4 t
6 C
∫ π/2
η1rℓ/ℓ
dt
t4
6 C ′(ℓ/rℓ)
3,
and by the same argument ∫ π/2−η1rℓ/ℓ
0
dt
cos6 t
6 C(ℓ/rℓ)
5,
leading to the desired estimate. 
Proof of Proposition 17. Let us introduce the functions
Cmℓ :=
cosSℓ,m
|Qℓ,m|1/4 , S
m
ℓ :=
sinSℓ,m
|Qℓ,m|1/4 .
Moreover, let y1, y2, y˜1, y˜2 be the functions introduced in Proposition 22. We note that
y˜1 + y˜2 = 2e
−iπ/4Cmℓ , y˜1 − y˜2 = 2ie−iπ/4Smℓ .
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We first assume that ℓ + m is even. Since Cmℓ is even, y˜1 + y˜2 is so as well and therefore
(y1 + y2)
′(0) = (y˜1 + y˜2)
′(0) = 0. Moreover, by (45) and (50) we know that vmℓ is even and
therefore (vmℓ )
′(0) = 0. Since y1 and y2 are a basis of solutions, we conclude that
vmℓ = cℓ,m2
−1eiπ/4(y1 + y2)
where
cℓ,m = 2e
−iπ/4 v
m
ℓ (0)
y1(0) + y2(0)
= 2e−iπ/4
vmℓ (0)
y˜1(0) + y˜2(0)
=
vmℓ (0)
Cmℓ (0)
. (51)
Thus, by Proposition 22 and Lemma 23,
|vmℓ − cℓ,mCmℓ | = 2−1|cℓ,m| |(y1 + y2)− (y˜1 + y˜2)|
6 2−1|cℓ,m| (|y1 − y˜1|+ |y2 − y˜2|)
6 |cℓ,m| (|y1|+ |y2|)
(
e2Eℓ,m − 1)
6 Cr−1ℓ |cℓ,m||Qℓ,m|−1/4 ,
which is the claimed bound for ℓ + m even. The proof for ℓ + m odd is similar. We only
record the formula
cℓ,m =
(vmℓ )
′(0)
(Smℓ )′(0)
. (52)
and omit the details. 
B.5. The constants cℓ,m.
Proof of Lemma 18. Assume that ℓ+m is even. Then, according to (51), (50) and (46)
cℓ,m = |Qℓ,m(0)|1/4 vmℓ (0) = |Qℓ,m(0)|1/4
√
2ℓ+ 1
4π
(ℓ−m)!
(ℓ+m)!
Pmℓ (0)
= |Qℓ,m(0)|1/4
√
2ℓ+ 1
4π
(ℓ−m)!
(ℓ+m)!
(−1) ℓ+m2 2
m
√
π
Γ
(
ℓ+m+1
2
)
Γ
(
ℓ−m+2
2
) .
Using Stirling’s approximation,
ln Γ(x) = x ln x− x+ 1
2
ln
2π
x
+O(
1
x
) ,
it is easy to compute that
|cℓ,m| = |Qℓ,m(0)|1/4
√
2ℓ+ 1
2π2
(ℓ+m+ 1)−1/4 (ℓ−m+ 1)−1/4
(
1 +O( 1
ℓ−m)
)
.
This, together with the upper and lower bounds on Qℓ,m(0) from Lemma 16, implies that
|cℓ,m|2 is bounded from above and from below by a positive constant times ℓ in both cases
# = 2 and # =∞.
The proof in the case ℓ+m odd is similar, using (47) instead of (46), and is omitted. 
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Appendix C. A Kato–Seiler–Simon inequality on manifold
We recall that the Kato–Seiler–Simon inequality [20, Thm. 4.1] on RN implies that for
2 6 p 6∞,∣∣∣∣∣∣β(√∆)W ∣∣∣∣∣∣
Sp(L2(RN ))
6 (2π)−N/p ||W ||Lp(RN )
(
|SN−1|
∫ ∞
0
|β(λ)|pλN−1 dλ
)1/p
.
In this appendix we prove the following generalization to manifolds.
Proposition 24. Let 2 6 p 6∞. Then∣∣∣∣∣∣β(√∆g)W ∣∣∣∣∣∣
Sp(L2(M))
6 C1/p ||W ||Lp(M)
(
∞∑
n=0
sup
n≤λ≤n+1
|β(λ)|p(1 + n)N−1
)1/p
where C depends only on M .
Proof. The inequality for p =∞ is immediate and we assume in the following that 2 6 p <
∞. According to the Lieb–Thirring inequality [17] (see also [20, Cor. 8.2]) we have∣∣∣∣∣∣β(√∆g)W ∣∣∣∣∣∣p
Sp(L2(M))
6 Tr |β(√∆g)|p|W |p = ∞∑
n=0
Tr |β(√∆g)|pΠn|W |p
6
∞∑
n=0
sup
n≤λ≤n+1
|β(λ)|pTrΠn|W |p
As in the proof of Theorem 2 one can bound, using the pointwise Weyl law,
TrΠn|W |p 6 C(1 + n)N−1 ||W ||pLp(M)
with a constant C depending only on M . We conclude that∣∣∣∣∣∣β(√∆g)W ∣∣∣∣∣∣p
Sp(L2(M))
6 C ||W ||pLp(M)
∞∑
n=0
sup
n≤λ≤n+1
|β(λ)|p(1 + n)N−1 ,
which is the claimed inequality. 
We emphasize again that, for the special choice β(τ) = 1(λ 6 τ 6 λ + 1) and for
2 < p < ∞, Theorem 2 gives stronger results than Proposition 24 (in the sense that in a
worse Schatten space one obtains a better growth in λ for W in a fixed Lp space).
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