This paper considers problems of the following type: given an edgeweighted k-colored input graph with maximum color class size c, find a minimum or maximum c-way cut such that each color class is totally partitioned. Equivalently, given a weighted complete k-partite graph, cover its vertices with a minimum number of disjoint cliques in such a way that the total weight of the cliques is maximized or minimized. Our study was motivated by some work called the index domain alignment problem [6] , which shows its relevance to optimization of distributed computation. Solutions of these problems also have applications in logistics [3] and manufacturing systems [10] . In this paper, we design some approximation algorithms by extending the matching algorithms to these problems. Both theoretical and experimental results show that the algorithms we designed produce good approximations.
Introduction
Distributed memory architectures are becoming increasingly popular since the promised scalability at reduced costs, and the availability of high performance microprocessors. This architecture requires that data associated with a given computation be partitioned and distributed to the local storage of each individual processor. How this is done will affect the program performance. However, programming of distributed memory multiprocessors is difficult and error-prone due to the lack of a single uniform global address space. The recent research (Li and Chen [6] , Banerjee, Eigenmann, Nicolau and Padua [1] , Gupta and Banerjee [4] , Knoble, Lukas and Steele [5] , and Ramanujam and Sadayappan [9] ) has concentrated on automating this process. In [6] , Li and Chen modeled this process as the (primary) index domain alignment problem and proved that the problem is NP-complete for the class of graphs with alignment dimension 2.
In [7] , we have further generalized the index domain alignment problem into the following four graph partitioning problems, and proved that these problems are polynomially equivalent and NP-complete. We follow the standard definitions and notations in [2] .
Let G be a graph. An edge weight on G is a map w from E(G) to Z + ∪ {0}, the set of nonnegative integers. If H is a subgraph of G, we denote w(H) =
e∈E(H) w(e). Let G = (V (G), E(G), w)
be an edge weighted k-vertex colorable graph with a list of vertex color classes U 1 , . . . , U k , where U i is the set of vertices with color
The maximum (minimum) orthogonal partition problem
is the maximum (minimum) among all the orthogonal partitions of G.
We call such a partition V 1 , . . . , V c an optimum partition of G. Let S be the spanning subgraph of G such that e is an edge of S if and only if e is an edge joining V i and V j for some i = j. S is called a maximum (minimum) orthogonal subgraph of G for the maximum (minimum) orthogonal partition problem of G.
Note that a k-vertex colorable graph is a k-partite graph. We have the following variation of the above problems, which are easier to deal with. We would like to point out that both the maximum and minimum vertex disjoint k(≥ 2)-clique problems have applications in logistics (see [3] ) and manufacturing systems in industry (see [10] ). The logistics application arises in the context of making weekly assignments of sets of drivers to loads. Often we are left with a driver assignment problem that is an instance of c vertex disjoint 3-cliques: we are given an edge weighted complete 3-partite graph with a vertex set V 1 of drivers, a vertex set V 2 of beginning-of-the-week loads and a vertex set V 3 of midweek loads. We are looking for a set of vertex-disjoint triangles, say {∆ uvw } so we can maximize the total revenue or minimize the total cost. The manufacturing system application occurs in the selection of quality tools and assignment of the tools and quality operations to machine centers or inspection stations. This case can also be modeled as an instance of c vertex disjoint 3 (or higher)-cliques.
Since the maximum (minimum) orthogonal partition problem and the maximum (minimum) clique problem are all NP-complete, it is worthwhile to find approximation algorithms for these problems, and this is the goal of our paper.
In Section 2, we extend the optimum matching algorithms to these problems to obtain approximation algorithms, and analyze these algorithms. Section 3 provides experimental results and comparisons with other algorithms, for example, the random search algorithm. Section 4 shows that in some sense these approximations are tight. Section 5 gives concluding remarks.
Approximation algorithms
First, we define a useful graph merge operation. 
Next, we extend G to a complete k-partite balanced graph C(G) with c vertices in each part by adding in some new vertices and edges. Let w be the extension of w to C(G) such that w (e) = 0 if e is a new edge. Note that 
label the new vertices with symbol ; assign the new edges weight 0 to obtain the weight function w 3 Set i = k, and 
(G).
Proof: For the clique problem, G = C(G) and U i = U i . We prove the theorem by induction on k. If k = 2, G is a complete bipartite graph K c,c , E(G) has a decomposition into c edge-disjoint 1-factors. Therefore, Algorithm A1 produces an optimum 1-factor with the minimum weight. Being an optimum one, we must have w(X) ≤ 1 n w(G). The theorem is true for k = 2. Suppose that the theorem is true for any weighted complete (k − 1)-partite graphs with c vertices in each part. Now let k > 2. We are going to prove that the theorem is true for k.
Let G be a weighted complete k-partite graph with n vertices in each part. In Algorithm A1, first at step 4, we consider the subgraph
Then Algorithm A1 delivers a minimum weighted 1-factor (G 1,k ) . Now we let G be a merge graph (G 1(k) , w ) from G along the 1-factor F m . Let K be the result obtained by applying Algorithm A1 to G . Then w (K ) ≤ 1 c w (G ) by the induction hypothesis. We note that K consists of c disjoint (k − 1)-cliques. At step 6, we construct K * from K as follows: if a clique C in K contains the vertex u i , then we include v i to C to obtain a k-clique. It is clear that K * is a feasible solution to G for the minimum clique problem. Then we have
For the second part of the theorem, we have that w(X) = w (C(G))−w(K) = w(G) − w(K) ≥ w(G) − 1 c w(G) = c−1 c w(G).
As for the running time, we see that the main operation in Algorithm A1 is finding a minimum weighted 1-factor which takes O(c 3 ) steps (see [2] and [8] ). There are k −1 such operations, and other operations can be performed in O(c 3 ) steps, hence the above algorithm has time complexity O(kc 3 ). This completes the proof.
Algorithm A2. (For the minimum orthogonal partition
and the maximum clique problems) Begin 1 Input G with color classes U 1 , . . . , U k , where
Similarly, we can prove the following: 
If G is a c-way k-colored edge weighted graph, then the subgraph X constructed by Algorithm A2 is an orthogonal solution for the minimum orthogonal partition problem with w(X) ≤ c−1 c w(G).
We say that an algorithm A is a δ-approximation algorithm for a problem P if there is a number δ such that for every instance I of P, the approximate solution S A (I) given by A is related to the exact solution on S(I) by
It is desirable to design approximation algorithm with a small δ. 
Theorem 3 Algorithm A1 is a

Remark 4 We note that Algorithm A1 is significant when c is large.
Similarly, we can prove the following.
Theorem 5 Algorithm A2 is a
c−1 c -approximation algorithm for the maximum k-clique problem.
Remark 6 We point out that if G is a complete k-partite graph with c vertices in each part and with constant weight for each edge, then both of our algorithms produce optimum solutions. One natural question is, for which input graphs, will Algorithms A1 and A2 generate optimum solutions?
To investigate the above question, let G be an edge weighted c-way k-colored graph with color classes {U i : i = 1, . . . , k}. We construct a new graph T (G) from G with vertex set {U i : i = 1, . . . , k} and U i U j is an edge of T (G) if and only if there is an edge in G which joins U i and U j . In other words, T (G) is obtained from G by shrinking each of U i into one vertex and deleting the multiple edges.
We easily have the following observation. color classes U 1 , . . . , U k . If T (G) is acyclic, then we can obtain optimum solutions for the maximum and minimum orthogonal partition problems using Algorithms A1 and A2.
Theorem 7 Let G = (V, E, w) be a c-way k-colored edge weighted graph with
Proof:
We only prove the case of minimum orthogonal partition. We note that if T (G) is acyclic, then in each merge operation of Algorithm A2, there are no multiple edges. The matching produced in step 4 in Algorithm A2 is actually a maximum matching between U i and U i+1 in G for some i. Let X be a solution produced by Algorithm A2 with the orthogonal partition V 1 , V 2 , . . . , V c and let X * be an optimum solution to the problem. Then K = C(G) − E(X) is the solution for the minimum clique problem. Let
. Therefore, w(X) is an optimum solution.
Experimental Comparison
In this section, we compare Algorithms A1 and A2 with some simple algorithms when k is small. We first describe two simple algorithms for the four partition problems when k = 3. The input consists of an edge weighted graph G and a list of color classes U 1 , U 2 , U 3 .
Random Selection Algorithm
This procedure randomly picks three vertices v 1 , v 2 and v 3 from U 1 , U 2 and U 3 respectively to form a triangle (3-clique) . Remove this triangle and repeat this procedure until a set of c vertex-disjoint 3-cliques is found.
The Cubic (3-clique) Greedy Algorithm
This algorithm searches for an optimum (maximum or minimum) weighted triangle containing a starting vertex v 1 ∈ U 1 . If v 1 , v 2 , v 3 are the vertices of this triangle, we remove them from the sets: U 1 , U 2 and U 3 , and apply the algorithm again.
Our comparison results are based on 1000 tests of graphs with 30 vertices in each set and with integer weights uniformly in the range from 0 to 9. The tables below give the mean values and the standard deviations of the 1000 approximation solutions obtained by the algorithms.
Method
Random We see that Cubic Greedy Algorithms are better than the Random select Algorithm and Algorithms A1 and A2 are better than Cubic Greedy Algorithms.
In the following we will compare only Algorithm A2 with the (4-clique) Greedy Algorithm when k = 4. The results are also based on 1000 trials of graphs with 100 vertices in each set and with integer weights uniformly in the range from 1 to 100.
Greedy To summarize, Algorithms A1 and A2 appear to be the better performers both in terms of speed and quality of the solution. We are interested in studying how often these methods find an optimum solution. By looking at some smaller instances G of the problem (where we could find an optimum solution by exhaustive searching) with k = 3, c = 5 (k is the number of sets and c is the number of vertices in each set) and uniform weight, the matching method found an optimum solution about 40% of the time and the cubic greedy method found it about 30% of the time.
How good are these algorithms?
We consider the following decision problem. Problem Let W be any positive integer and G an edge weighted c-way k-colored graph with color classes U 1 , . . . , U k . Is there an orthogonal subgraph X of G such that w(X) ≥ W (w(X) ≤ W )?
We note that these two problems are actually other versions of the optimum orthogonal partition problems. Therefore, they are NP-complete. We recall that our algorithms A1 (A2) can produce an approximate solution X with w(X) ≥ Proof: We will prove the case for maximum orthogonal partition problem only. For each pair of input instance G and W in the decision problem, we are going to construct, in polynomial time, a c-way k -colored graph G with weight function
