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ABSTRACT 
Based on the generalized continued-fraction method for finding the nth roots of 
real numbers, this paper presents a fast computation method for finding the principal 
nth roots of complex matrices. Computation algorithms with high convergence rates 
are developed, and their global convergence properties are investigated from the 
viewpoint of systems theory. 
I. INTRODUCTION 
Computation methods for finding the nth roots of some specific matrices 
have been proposed in [l] -[7]. Th e matrix sign-function method [l, 71, the 
matrix continued-fraction method [2,5,6], and the Newton-Raphson method 
[3,4] have successfully been used to determine the square roots of real and 
complex matrices. Applications of the above methods have been made to 
solve systems problem, such as the matrix Lyapunov and Riccati equations, 
spectral factorization and solvents of matrix polynomials, etc. Recently, 
Hoskins and Walton [4] have proposed an accelerated, stable Newton- 
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Raphson method for computing the nth root of a positive definite matrix, 
whereas Denman and Leyva-Ramos [7] have used the extended matrix sign 
function [8], which is a variant of the Newton-Raphson method [9], for 
finding the nth root of a positive semidefinite matrix. However, the existing 
Newton-Raphson methods [4,7], in general, cannot be applied to determine 
the principal nth roots of complex matrices which may not be positive or 
positive semidefinite. 
In this paper, we shall extend the generalized continued-fraction method 
[lo], which was developed for determining the nth root of a positive real 
number, to find the principal nth roots of a complex number and a complex 
matrix. Also, we shall establish a fast computation algorithm for determining 
the principal nth roots of complex matrices which may not be positive or 
positive semidefinite. Moreover, we shall investigate the global convergence 
properties of the proposed algorithm from the viewpoint of systems theory. 
II. THE PRINCIPAL nTH ROOTS OF COMPLEX NUMBERS 
The principal nth root of a complex number is defined as follows: 
DEFINITION 2.1. Let a = pei’ E %?, where p, 8 E 6%’ and p 2 0, 8 E 
[vr, - vr). The principal nth root of a is defined as 
(1) 
where the real number ‘6 with & > 0 is the principal nth root of p. 
Based on the generalized continued fractions [lo], a recursive algorithm 
with the help of matrix operations has been developed for finding the nth 
root of a positive real number and associated fractional powers of the positive 
real number. The algorithm is described below. 
Consider a discrete state equation 
X(k + 1) = HX(k), X(O)= [l,O,O )...) O,O]TE??nXi, (2a) 
where 
X(k)= [Xl(k),rz(k),...,x.(k)]TE~n”X1 W 
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H= 
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The superscript T in (2) denotes the transpose operation on a vector. When a 
in (2~) is a positive real number, its determined fractional powers are 
for O<i,j<n and k>l (3) 
The correctness of the convergence values for the formulation in (3) has been 
proved in [lo] via the continued-fraction approximation theory. In this 
section, we shall extend the results in (2) and (3) to include a complex number 
a with arg(u) z r and a z 0, and we shall investigate the convergence 
properties from the viewpoint of systems theory. 
Consider the matrix H in (2c), which is the transpose of a k-circulant with 
k = a [14, pp. 84-851 and can be expressed by 
H = (W’F)R(D-IF) -I (44 
where the matrix A=diag[p(c~),p(cuW),...,p(aW”~‘)] with CU=~, W= 
ej2n/n, and p(x) = Xy:$ri, the matrix D = diag[I, (Y,. . . , an-‘], and the Four- 
ier matrix F [14, p. 321 is 
1 1 1 . . . 1 
1 1 w-1 w-2 . . . 
F= K f .. y”1 w-n+1 w-4 . . . . yyn+2 1 . @b) 1 +;+y * *+;+*2’ * **..: . w_;,‘;;;:l; 
Hence the eigenvalues of H, which are defined as Xi for i = 1,2,. . . , n, are 
,o(f~W’-i) for i =1,2 ,,.., n, and their associated eigenvectors of H are 
t:D-‘F)e,, where e, is the ith column of I,. It also follows that the modal 
matrix of H, denoted by M, is D-‘F. Employing the similarity transforma- 
tion 
X(k)=D-‘FX,(k)= MX,,(k) (5a) 
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X,(k+l)=RX,(k), X,(O)=~[l,l,..., 11’. 
6 
(5b) 
The solution of (5b) is 
and the solution of (2a) becomes 
(5c) 
for k>, 0 (5d) 
LEMMA 2.1. Zfarg(a)Zv anda#O, then AIf0 and O<lh,/A,(<l 
forn>l>l. 
Proof. When i = 1, A, [ = p(a)] becomes 
Ifa=l,thenX,=n#Oandhl=OforZ>l.Thus, Ihl/X,j=Oforn~Z>l. 
Ontheotherhand,ifa#l,thenX,=(l-u)/(l-)j;l)#Oand 
A, 1-x 
x,= 1 q&7-’ * 
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Let a = pe@ and “6 = nfide/n. Thus, we have 
Al 2 I I 
1+(nfi)2-2cos(+3 
x,= I9 +27r(Z - 1) 
l+(nfi)2-2c0s 72 ( i nfi 
Since a # 0, we have & > 0 and so the lemma is proved if 
e 
cos 0 i - - cos 
8+24-l) >. 
n n i . 
It follows that 0 < IX1/X,12 < 1 and 0 < (h,/h,l < 1 provided that 19 # r. W 
THEOREM 2.1. limk_m [xi(k)/xj(k)] = (z)j-i for i + j, 1 G i, j < n, 
a # 0, and arg(a) + r. 
Proof. From (5d), we obtain 
Since A 1 # 0, we have 
xi(k) _= & j-i 
xj(k) 
(6) 
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Using the result in Lemma 2.1 or 0 < [X,/X,1 < 1, we obtain 
xi(k) i 
-= >pm xj(k) (xl’- . 
COROLLARY 2.1. Having the state equation defined in (2), the principal 
n th root of a can be found as 
lim +=& for l,<i<n 
k-cc xi+1 
if a # 0 and arg(a) # +rr. 
COROLLARY 2.2. The p th power of the principal n th root of a can be 
found as 
,_ms=(&)p for n-l>,p>l. li  (8) 
III. RECURSIVE ALGORITHMS AND THEIR GLOBAL 
CONVERGENCE PROPERTIES 
From (2), we can compute each state x,(k) as follows: 
x,(k) = 2 x,(k - I>, (94 
I=1 
~~(k)=x~+~(k)+(a-l)xi(k-1) for i=n-l,n-2 ,..., 1. 
(gb) 
The algorithm to compute the pth power of the principal nth root of a 
complex number a becomes 
(SC) 
PRINCIPAL nTH ROOTS OF COMPLEX MATRICES 211 
The direct use of (9) to compute (“&)p may result in numerical overflow if 
the magnitude of any eigenvalue of H in (2) is larger than unity. However, 
the numerical difficulty may be overcome by normalizing r,(k) in (9) to be 
unity for all k. 
To analyze the convergence rate of the algorithm in (9), we assume 
Al 
s=max li I - , 1=2,3 ,..., n A, 1 w> 
and rewrite (6), with i = 1 and j = 2, as 
44 n 
o = GA(k), 
2 
where 
A(k) = 
(lob) 
(104 
Then, by using Lemma 2.1 and assuming k is sufficiently large, the error ratio 
[(zA(k) - “&)/“61 becomes 
(104 
or 
IA(k)-lj=O(ck). (104 
Therefore, the algorithm in (9) has a linear convergence rate. The derivation 
of the convergence in (10) for the algorithm in (9) is similar to that of the 
Bernoulli-Aitken method [15,16], which is the well-known power method for 
finding the largest real or complex root of an algebraic equation. 
The linear convergence of the algorithm in (9) is not realistic for practical 
computations. We shall now develop alternative algorithms with higher-order 
convergence rates. 
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LEMMA 3.1. From (2), if the first column of Hk is defined as h, 4 
[hIk,hzk,...,h,klT, then 
Hk= 
-h,k ahnk a$,-,,, . . . ah,, ah,k 
h 2k h lk ah,,k . . * ahdk ah,, 
h 3k h 2k h lk . . . ah5k ah4k * (11) . . . . . . . . . . . . . . . . ..*................ 
h (npl)k h(n-2,k $n-3jk “. hlk ah,,k 
h nk h (n- 1)k h (n-2)k “* h2k hlk 
Proof. Since H satisfies Hqi = T$H [14, p. 841, where 
qk = 
0 4-l 
[ 1 a 0 ’ 
Lemma 3.1 follows immediately, since HkgI = $Hk. n 
LEMMA 3.2. The solution X(k) of the state equation in (2) is the first 
column of Hk in (11). 
Proof. Since X(k) = HX( k - 1) = HkX(0) and X(0) = [l, 0, . . . , 0] ‘, 
therefore, the first column of Hk is X(k). W 
THEOREM 3.1. Zf the solution of the state equution in (2) at the k th step 
is X(k), then 
X(2@= [x,@k), x,@k),..., q,@k)] ‘a (12) 
where 
x,(2k) = i xi(k) xl+l_i(k)+a i xi(k)x”_i+l+,(k) for 1 <I< n, 
i=l i=l+l 
x,(2k) = t xi(k)x .+,-i(k) for k> 1. 
i=l 
Proof. From (2), we have X(2k) = HkX( k). Using the results in Lemmas 
3.1 and 3.2 yields the result in Theorem 3.1. R 
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From Theorem 3.1, we can establish a quadratic convergence algorithm 
for computing the principal nth roots of complex numbers. 
COROLLARY 3.1. The convergence rate of the algorithm in (12) is 
quadratic. 
Proof Define Z(k)~[[z,(k),.~,(k),...,z,(k)]r=X(2~-l) for k>,l and 
Z(0) = X(0). From the algorithm in (12) we obtain 
Z( k + 1) = X(2k) = H2tX(0) = H2LZ(0) = H3( k)Z( k), 
where H,(k) = H2’ ‘. 
Define r,‘(k)Lx,(k)/z,(k) and ~~max{]h~/h,], 1=2,3,...,n}. From 
(6), we have 
where 
A(k)= 
Similarly to the derivation in (lo), the error ratio ](“&A(k) - “G)/“a] be- 
comes 
and 
for large k. 
Therefore, the algorithm in (12) converges quadratically. 
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Algorithms with higher-order convergence rates are established below: 
THEOREM 3.2. Define Z(k) 6 X( qk- ‘), where q is a positive integer 
with q 2 2 and k 2 1. Also, define a state equation 
Z(k+l)=H,(k)Z(k), Z(0) = X(O), ( 134 
where H,(k) = Hqkm’ for k > 1 and Hz(O) = H. H,(k) has the same structure 
as Hk in (ll), having thefirst column [z,(k),z,(k),...,z,(k)]? Then, the 
algorithm for finding the p th power of the principal n th root of a, 
(1W 
where p = j - i, has q th-order convergence rate. 
Proof. Theorem 3.2 can be proven in a manner similar to Theorem 3.1 
and Corollary 3.1. n 
IV. THE PRINCIPAL nTH ROOTS OF COMPLEX MATRICES 
The methods described in Sections II and III for computing the principal 
nth roots of complex numbers can be extended to compute the principal nth 
roots of complex matrices. The principal nth root of a complex matrix is 
defined below: 
DEFINITION 4.1. Let AE~“‘~“‘, o(A)= {Xi, i=1,2 ,..., m}, h,#O 
and arg(X,) # Q. The principal nth root of A is defined as “a E gnlXln, 
where n is a positive integer and 
(a) (;iA )” = A, 
(b) each eigenvalue of “a is the principal nth root of each Xi. 
To derive a fast algorithm for computing the principal nth roots of 
complex matrices, we extend the discrete-state equation in (2) to the block 
discrete-state equation as follows: 
X(k+l)=GX(k); x(O)= [Z,,,O,,, ,..., OnlIT, (14a) 
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where the matrix G is the transpose of a block k-circulant [14], viz. 
I *, A A ‘.. A A 
I, I, A . . . A A 
G= I, I,, I, ... A A •w”“‘~“~, 
i,. ‘i,. .z’,. . . . . . ._. _,‘.A. 
z m I, I, . . . I”, I, 
(14b) 
and 
X(k)= [xr(k),x~(k),...,x~(k)]Tt~nmxm. (14c) 
Note that the state variables x,(k) in (2b) are of dimension 1 x 1, whereas the 
block state variables Xi(k) in (14~) are of dimension m X m. The characteris- 
tic polynomial matrix [14] of G can be determined as 
D(X) = PI,,, - &An- 'Znl + nC2hn-2( I, - A) - JIJ~X”-~( I,, - A)2+ . . . 
+( -1)“~l ,C,_,X(Z,,-A)“~2+(-l)n(Zm-A)R-1, (15a) 
where D(X)E %?“‘Xm[X], A E %?, and ,Ci are the coefficients of a binomial 
expansion. 
The block eigenvalues of G, which are also known as the solvents [ll, 121 
of D(X), can be obtained from D(X) in (15a) as 
D(A,)=O* for i=1,2,...,n (15b) 
where Ai E Vmxm are the block eigenvalues of G. 
Let a set of complete solvents [ 11-131 of D( X ) be 
A,= i [nJ;iw’-l]i-l for l<Z<n, (lea) 
i=l 
where W 2 ej’,/“. The n the block eigenvector [ll] associated with A I 
becomes 
(16b) 
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and the corresponding block modal matrix [ll] is 
Thus, following the derivations in (4) and (5) and employing the properties of 
the block k-circulant [14] in (14b), the block state equation in (14a) can be 
transformed into a blockdiagonalized state equation by using the following 
transformation [ 111: 
-_ 
X(k) = MX,(L). 07) 
The transformed block state equation becomes 
X,(k+l)=G,X,(k), 
x,(o)= L[z,,,z, >...> Z”JT, 
6 
(18a) 
(18b) 
where 
- 
G, = @'GM = blockdiag[R,, A,,. . . , A”1 084 
The solution of the block state equation in (14a) is 
(184 
Thus, we have the following result: 
THEOREM 4.1. .L~~AE%‘~~~, a(A)= (h,, i=l,2 ,..., m), xiZO, and 
arg( h i) Z 7~. Then, 
Proof. Since A, and “& or (“a)- ’ commute, (18) becomes 
-1 
i I 
. 
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Let yi for 1~ i < m be the eigenvalues of h,A, ‘, 1= 2,3,. . . , n. Then, from 
(lea) we obtain 
i (n@&7w’)j-1 
yi= j=l n 
c (,)j_l 
for i=1,2 ,..., m. 
j=l 
From Lemma 2.1, we have 0 Q lyil < 1 if Ai Z 0 and arg(Xi)Z n, 1 =S i < m, 
and so 
lim A’;(h,‘)‘= >ir+nW(h,Al’)‘=O if 1#1. 
k+oo 
Thus, we have 
k~wXi(k)ZJ1(k) = (j;i-)jmi. n 
COROLLARY 4.1. The principal n th root of a complex matrix A E % m x “’ 
with a(A)= {Xi, i=1,2 ,..., m}, hi # 0 and arg(X,)f 7~, can be found as 
lim Zi(k)?;i,‘,(k) =“fi 
k+m 
for 1 G i 6 n. 
COROLLARY 4.2. Given a complex matrix A E %?n’Xm as defined in 
Corollary 4.1, the principal nth root of A is unique. 
COROLLARY 4.3. The p th power of the principal n th root of a complex 
matrix A as defined in Corollary 4.1 can be obtained as 
kl~mF,(k)F;:,(k) = (fi)’ for 0 < p < n, 
Following Theorems 4.1, 3.1 and Corollary 4.3, we can construct a 
quadraticconvergence algorithm for computing the pth power of the prin- 
cipal nth root of a complex matrix A as follows: 
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ALGORITHM 4.1. 
Given: 
A = an m X m complex matrix with eigenvalues Ai = pie@,, where pi # 0 
and e,#t for i=1,2 ,..., m, 
n = root index, 
6 = error tolerance. 
Find: 
RP, =pth power of the principal nth root of A for 1~ p < n - 1. 
Algorithm: 
{Initialization} 
FOR i := 1 TO n DO {Initialize the states Xi, i = l,.. ., n} 
xi := I,,; 
R := Onl; {Initialize the principal nth root} 
{Computation of the principal nth roots} 
REPEAT 
FOR i:=l TO n DO {Copy Xi to Yi for i=l,!&...,n} 
Yi := xi; 
FOR i := 1 TO n DO {Compute Xi, i = 1,2,. . . , n } 
BEGIN 
xi := X,Y,; 
FOR j := 2 TO n DO 
IF j < i THEN 
xi := YjYi_j+, + xi 
ELSE 
Xi := AYjYn_j+i+r + Xi 
END; 
R’, := X,X, ‘; {Find the principal nth root} 
A := IIR - RfJ; {Th e norm of difference between the last and current 
iteration of the principal nth root} 
IF A > S THEN {Error is not within the specified tolerance} 
BEGIN 
R := R’,; {Copy R’, to R} 
FOR i := 2 TO n DO {Normalization} 
Xi := xix;‘; 
x, := I”, 
END 
UNTIL A 6 6; 
{Compute the pth power of principal nth root, for 2 < p Q n - l} 
FOR i := 2 TO n - 1 DO 
R’n := X,X;;,; 
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When arg( X i) = 7~, Algorithm 4.1 cannot directly be applied to compute 
(‘fi)P. The matrix A can be rotated by a small angle to give A= AePjAg 
(where A/? is a small positive real angle) so that (“fi)p = (ng)PejpAp/n. 
EXAMPLE 4.1. Given a complex matrix 
I 
- 1.25+ j3.25 2.50+ j3.50 - 2.75 - j3.25 6.25+ j0.75 
A= 
4.00-t j1.75 6.00 - jl.50 - 6.50+ j2.75 6.00 - j7.75 
- 2.25+ j1.75 -OX+ j2.50 0.25 - j2.75 3.25+ j2.25 
- 2.00 - jl.50 - 3.00 - jl.00 4.00+ jO.50 ~ 4.00+ jl.50 
it is desired to find “fi with n = 5. 
1, 
The matrix A has an eigenvalue - 1 with arg( - 1) = 71. Thus, Algorithm 
4.1 can not be directly used for finding “fi. The matrix A is modified with 
the rotation angle A/3 = 5” (or r/36). The modified matrix A becomes 
A= 
I 
- 0.96199+ j3.34658 2.79553+ j3.26879 - 3.02279 - j2.99795 6.29158+ jO.20242 
4.13730+ j1.39472 5.84643 - j2.01723 - 6.23559 + j3.30605 5.30171 ~ j8.24344 
- 2.08892 + j 1.93944 ~ 0.28021+ j2.53406 0.00937 ~ j2.76132 3.43373 + jl.95818 
- 2.12312 - jl.31998 ~ 3.07574 - j0.73473 4.02&X36+ j0.14947 - 3.85405+ j1.84292 
Using Algorithm 4.1 with error tolerance lo-‘“, we have the principal 5th 
root of Awith 10 iterations as 
I 
1.23828 + j0.78835 0.70104 ~ j0.13515 - 063288+ j0.13618 
0.63025 - jO.40270 1.61288 ~ jO.72001 - 0.37929 + jl.37819 
0.18516+ jO.32017 0.31079 - jO.29380 0.69469+ j0.48856 
- 0.23397 + jO.10540 - 0.39025 - jO.1584?5 0.50842 - jO.22120 
Thus, the desired principal 5th root of A is given by 
I 
1.22433 + j0.8C965 0.70330 - jO.12290 -0X3516+ j0.12512 
0.63718 - j0.39163 1.62521- jO.69175 - 0.40329+ j1.37136 
0.17954+ j0.32336 0.31587 - j0.28833 0.68606+ jO.5CKb61 
0.49772 - j0.83723 
- 0.15461- j1.93558 
0.06699 - j0.98547 
O.G8842+ j0.42534 
0.51226 - jO.82841 
- 0.12081 - jl.93799 
0.08418 - j0.98415 
L - 0.23577+ jO.10130 - 0.38742 - j0.16543 0.51220 - j0.21229 0.38094 + jO.43205 
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It is interesting to note that the eigenvalues of A are - 1,2 + jl, 1 - jl, - 1 
+ jO.5, whereas the eigenvalues of “fi are 0.80902+ jO.58779,1.0586 - 
jO.l6766,1.1696 + jO.10877,0.87937 + j0.52186. All eigenvalues of “6 lie in 
( - 7r/5,7r/51. 
V. CONCLUSION 
The generalized continued-fraction method developed for finding the nth 
roots of real numbers has been extended to determine the principal nth roots 
of complex matrices. Computational algorithms with high-order convergence 
rates have been established for determination of the principal nth root and 
associated pth power of the principal nth root of a complex matrix. The 
global convergence properties of the proposed algorithms have been investi- 
gated from the viewpoint of systems theory. 
The authors wish to acknowledge the valuable remarks and suggestions 
made by reviewers and the j%tful discussions with Dr. Jagdish Char&a, 
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