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Abstract 
Richey, M.B., Improved bounds for harmonic-based bin packing algorithms, Discrete Applied 
Mathematics 34 (1991) 203-227. 
The modified harmonic bin packing algorithm, and Hu and Kahng’s unnamed algorithm, are 
variations of the harmonic bin packing algorithm which are still on-line and run in linear time, 
but use linear rather than constant working storage to lower the asymptotic performance bound 
from 1.6910 to 1.612 and 1.6066, respectively. In this paper, further improvements lower the 
bound to 1.5888. It then is shown that improvements of the type introduced in this paper only 
can do as well as 1.5874, and hence that additional significant improvements to this particular 
approach are impossible. Finally, some ideas on how a better algorithm might operate are 
discussed. 
1. Introduction 
The (one-dimensional) bin packing problem is defined as follows. 
Given a list of items, whose sizes are L = {al, a2, . . . , a,} with each ai 
in (0, 11, find the minimum number of bins of size = 1 required to 
pack the items such that C (the ai assigned to bin j)~ 1 for each j. 
Since the problem is NP-hard [3,6], many heuristic algorithms have been developed 
for it surveyed in [l, 41. An on-line algorithm for bin packing is one which reads an 
item size, assigns that item to some bin, reads the next item size, assigns it to a bin, 
and so on without preprocessing (such as sorting the items by bin size) or shifting 
items from one bin to another. Such methods are of interest because this is a 
necessary restriction in many practical problems. 
Of particular interest in this paper will be the notion of asymptotic worst-case 
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analysis. Informally, the asymptotic worst-case performance bound on an algorithm 
(for a minimization problem) is the largest possible ratio between the algorithm’s 
solution and the optimal solution, given that the size of the problem is very large. 
The large problem size requirement makes this ratio similar to expressing an algo- 
rithm’s running time as an 0( )-bound. A formal definition of an asymptotic worst- 
case performance bound is as follows, 
lim (sup,A(Z)/OPT(Z)}, 
OPT(I) + m 
where Z is the problem input, A(Z) is the algorithm’s solution value, and OPT(Z) is 
the optimal solution value. Since all of the performance bounds considered in this 
paper will be asymptotic and worst-case, from now on they will be referred to as 
“performance bounds”. 
Several on-line bin packing algorithms have been discovered, with various perfor- 
mance bounds. Among these are next fit, first fit [2], refined first fit [lo], harmonic 
and refined harmonic [7], modified harmonic [9], and Hu and Kahng’s unnamed 
algorithm (referred to herein as “HK”) [5]. Their performance bounds are 2, 1.7, 
1.666 . . . . 1.6910 . .. . 1.636 . . . . 1.612 . . . . and 1.606 . . . . respectively. The last three results 
are improvements to the harmonic approach, however the harmonic algorithm re- 
quires only constant storage rather than the linear working storage its improvements 
need. As a limitation on this approach, Liang [8] showed that the performance 
bound for any on-line algorithm is at least 1.536. 
In Section 2 of this paper, the harmonic algorithm and the nature of the various 
improvements mentioned above will be described. In Section 3, a slightly different 
improvement will be presented. The result will be a linear-time, on-line algorithm, 
which will be shown in Section 4 to have a performance bound of 1.5888. In Section 
5, it will be proved that for a class of algorithms which is fairly narrow, yet includes 
refined harmonic, but not modified harmonic or HK, the best possible performance 
bound is 1.5874. Then in Section 6, some speculationis given about what sort of 
algorithm might be necessary in order to improve on the 1.5888 bound. 
2. Previous work on harmonic-based algorithms 
Before the harmonic algorithm and its successors are described, the next fit 
algorithm which it uses as a subroutine must be described. Next fit processes the 
items in the following sequential, on-line manner. An item is read. If it fits in the 
“current” bin, it is placed there. If it does not, the “current” bin is output, a new 
(empty) bin becomes the “current” bin, and the item is placed in it. Then the next 
item is read, and the process is repeated. The simplicity of this algorithm causes it 
to have a performance bound of 2. However if the item sizes can be restricted, this 
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bound can be improved. It is this idea that has lead to the various harmonic-based 
algorithms. 
In basic harmonic bin packing [7], the items are divided into the categories 
(l/2,11,(1/3, l/21,(1/4, l/3], . . . . (l/M, l/(M- l)], (0,1/M], for some appropriately 
chosen integer constant M. Items from each category are packed only with other 
items in the same category by using the next fit method. Hence items in the category 
(l/(k + l), 1 /k] always are packed k to a bin. Harmonic uses only a constant amount 
of working storage because only A4 bins are “current”, one for each item category. 
Indeed, next fit is identical to harmonic with M= 1. 
As M increases past 42, the algorithm’s performance bound becomes approx- 
imately 1.6910. This is due to wasted space in bins which contain one item of size 
slightly greater than l/2. Hence the authors of [7] applied an idea from the refined 
first fit algorithm [lo] to their algorithm and named it the refined harmonic algo- 
rithm. The categories (l/2, l] and (l/3,1/2] were divided into two parts each, 
(l/2,59/96] and (59/96,1], and (l/3,37/96] and (37196, l/2], so that one item from 
(l/2,59/96] could be packed in the same bin as one item from (l/3,37/96]. 
Unfortunately not all items from these two intervals can be packed together. 
Because the algorithm is on-line, it must decide when it reads in an item from 
(l/3,37/96] whether to pack it with another item of like size, as was done in the har- 
monic algorithm, or to place it in an empty bin so it can be packed with an item 
from (l/2,59/96] later, when and if such an item appears in the input. The algo- 
rithm must decide this before it sees how many items from (l/2,59/96] the input 
contains. Hence if all of the items from (l/3,37/96] were packed one to a bin but 
no items from (l/2,59/96] were in the input, the performance bound of such an 
algorithm could be as bad as 2. 
Hence refined harmonic must hedge somehow. It does so by saving only one 
seventh of the items from (l/3,37/96] to pack with items from (l/2,59/96]. It packs 
the others two to a bin as in the harmonic algorithm. This gives refined harmonic 
a performance bound of 1.636... . This is better than 1.6910, but linear working 
storage is used now rather than constant working storage because all bins which con- 
tain one item from either of the two special classes must be saved in case their 
“mates” appear at the end of the input. In fact, it was proved in [7] that the best 
possible performance bound for an on-line bin packing algorithm which uses con- 
stant working storage is 1.6910, hence any (on-line) improvement o the harmonic 
algorithm must use more than constant storage. 
In [5,9] the algorithm was changed further to allow items of size (l/M, l/3] also 
to be packed in bins with pieces from (l/2,1]. This lowered the worst-case bound 
to 1.6066. It also was speculated in [9] that more careful class subdivisions would 
lower the bound to about 1.59. Interestingly enough, this speculation is very close 
to the performance bound for the harmonic + 1 algorithm, presented below, even 
though harmonic + 1 is somewhat different from modified harmonic. 
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3. The harmonic + 1 algorithm 
In this section, further improvements are made to the harmonic approach. The 
new algorithm is called the harmonic+ 1 algorithm because it packs most of the 
items by harmonic, but packs one additional item in some of the bins. It subdivides 
the classes (l/2, l] and (l/3,1/2] very finely in order to allow a precise pairing of 
items in these two categories. It also allows items of size (l/18,1/3] to be packed 
with large pieces of various sizes, not just with pieces of size 1 l/2. It is in this latter 
regard that harmonic + 1 differs from the improvements presented in [5,9]. This, in 
turn, lowers the performance bound to 1.5888. 
The algorithm operates by first reading an item and determining the item’s 
category from its size. Then based on the category, the algorithm determines from 
which bin classes the item’s bin may be chosen. Finally, the item is placed in a bin 
from one of the chosen classes. This process is repeated for each item. The bin an 
item is placed in depends on which of the permitted classes have partially full bins 
available, but not on searching more than a fixed number of available bins (one is 
enough when evaluating asymptotic performance bounds) in a class since this would 
slow the algorithm beyond linear time. To implement the search restriction, each 
class could store its bins, excluding those bins which already have been output, in 
a stack. Note that throughout this paper, items are grouped by “category”, bins by 
“class”. 
Items in category c, c= l-3 or 18-49, are packed c to a bin without items from 
any other categories, as in harmonic. Items in category M (as it turns out, M= 50) 
are packed using next fit, also as in harmonic. All of the preceding categories will 
be referred to as “clannish categories”, and their bins as members of “clannish 
classes”, because all such items are packed in bins which contain no items from 
other categories. Items in categories lh-la are packed one to a bin, but their bins 
are saved (not output immediately) so one smaller item can be added to each of 
them, much like the previous improvements to harmonic, [5,7,9]. These categories 
and the corresponding classes will be referred to as “lx”. 
Items in categories 2a-2h, 36,4a, 4b, 5a, 5b, 6a, 6b, 7a, 76, and 8a-17a are packed 
in two different ways. These categories will be referred to as “social categories” 
since some of these items are packed with items from other categories, as follows. 
Most of the items in such a category c are packed c to a bin (a slight abuse of nota- 
tion; this means, for example, that items from class 6a are packed 6 to a bin), as 
in harmonic. However any one other item i (from a social category), an “immigrant” 
or “emigrant” (depending on the context), may be added to the c items’ bin as long 
as any item from i’s category is guaranteed to fit in a bin which contains any c 
class-c items. The social categories named with the letter “a” are “emigrant-only 
categories” since these categories cannot (or in the case of 2a, need not in order to 
maintain the 1.5888 performance bound) receive any immigrants. The other social 
categories can both receive emigrants and send out immigrants. Lastly, note that 
class-lx bins also can receive immigrants. 
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As in [5,7,9], an asymptotically fixed proportion, pc, of the items from each 
social category, c, are selected to be emigrants. When an input item from c is chosen 
to be an emigrant, two cases can occur. If there exists a bin which can receive the 
emigrant, because the emigrant is guaranteed to fit based on its category, the 
emigrant is packed in that bin. If not, the emigrant is packed in an empty bin, where 
it will wait for item(s) to join it. These item(s) must come from some other category, 
d, such that d category-d items will fit in a bin with one category-c item (hence, d 
must be a smaller number than c). The bins that contain the waiting emigrants are 
called bins of class cE. Lastly, note that since emigrants are not very large, in 
(l/18,1/2], packing emigrants one to a bin risks wasting a lot of space if the 
emigrants still are packed alone when the input data ends. Hence the pc’s tend to 
be fairly small, and generally tend to decrease as the item’s size decreases. 
If such an input item is not chosen to emigrate, it is packed in the one bin in class 
CT (the bins, each of which may hold up to c category-c items together) that contains 
fewer than c items, if this bin exists. If no such bin exists, the input item starts a 
new bin for class CT. However rather than automatically placing the item into an 
empty bin, the algorithm tries to find an immigrant, packed in a bin by itself, which 
would fit in a bin with c category-c items. If one is found, the input item is packed 
with the formerly lonely immigrant, otherwise the input item is packed into an 
empty bin. In either case, the bin chosen becomes a class-CT bin. 
The algorithm is stated in a step-by-step fashion below. Its basic approach is the 
same as for the algorithm given in [9], the difference being which items are allowed 
to be packed together. 
Algorithm 
Step 0. Initialize all s,, n, to zero, where c is a social category; n, counts the 
number of category-c items input, and s, counts the number of category-c items 
selected to be emigrants. Create an empty bin for each clannish class. Create an 
empty stack of bins for each class lx. Create an empty stack of bins for each class 
cE, and another for each class CT. Also create for each class CT one additional 
empty bin which always will contain fewer than c category-c items. 
Step 1. Read the next item. When all items have been read, go to Step 6. 
Step 2. If it comes from class M, try to place the item in the class-M bin. If it 
fits, add it to the bin. If not, output this bin, create an empty bin in its place, and 
put the item in it. Go to Step 1. 
Step 3. If it is from a clannish category, c, place it in the class-c bin. If that bin 
now contains c items, output it and create an empty one in its place. Go to Step 1. 
Step 4. If it comes from some category lx, look for any saved emigrant (in a bin 
at the top of the stack for some class cE) of appropriate size. If such an emigrant 
exists, place the input item in that bin and output the bin. If all of these stacks of 
bins are empty, create an empty bin at the top of class lx’s stack and place the item 
in it. Go to Step 1. 
Step 5. The item must be from a social category, c, since Steps 2-4 were bypassed. 
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Add one to n,, and consider s,/n, . 
(a) If this ratio is greater than pc, then the input item will not be an emigrant. 
Consider the class-CT bin which has fewer than c items in it. 
(1) If this bin is not empty, pack the item there. If the bin now contains c 
category-c items but no immigrant, place it in class CT’S stack of full 
(w.r.t. category-c items) bins, and create an empty bin in its place. If the 
bin now contains c category-c items and an immigrant, output it and create 
an empty one in its place. 
(2) If this bin is empty, look for any saved emigrant (at the top of a class-& 
stack) whose bin is guaranteed to have enough empty space for c category-c 
items. 
(a) If one is found, pack the input item in that bin. Pop the bin from its 
stack and replace the empty class-CT bin by this bin. This bin is now 
the class-CT bin with fewer than c items in it. 
(b) If none exist, pack the item in the (empty) class-CT with fewer than c 
items in it. 
(b) If not, then the input item will be an emigrant. Add one to s,. Look for a 
class-dT bin which is guaranteed to be able to hold d category-d items and one 
category-c item. Do this by checking the top of each such stack of bins and 
each such single bin with fewer than d items in it. 
(1) If such a bin is found, place the item in the bin. 
If the bin contains d class-d items, output it. 
(2) If none exist, save this item by packing it in an empty bin and placing the 
bin in the stack of class-cE bins. 
Step 6. Output all remaining nonempty bins. 
End of Algorithm. 
Table 1 specifies the boundaries between the item categories. It also states the 
minimum amount of empty space in a class-CT bin which contains c category-c 
items. From this the rightmost column is deduced: the category of the largest item 
which is guaranteed to fit in that remaining space. Of course any smaller immigrant 
from a social category may be packed in that space instead. Table 2 contains the 
pC’s, as well as other values which will be discussed in Section 4. These tables com- 
plete the specification of the algorithm. 
4. The performance bound for harmonic + 1 
In this section, the performance bound for harmonic+ 1 will be computed. Al- 
though this analysis will be similar in spirit to those found in [S, 7,9], the far greater 
number of categories and their interactions in harmonic+ 1 will make the analysis 
more involved than for the other algorithms. Nonetheless, since the input items are 
packed sequentially after checking a fixed number of bins, harmonic + 1 is a linear- 
time, on-line algorithm. 
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Table 1 
Item categories for harmonic + 1 algorithm 
Class Smallest item size Largest item size 
- 
1 1023/1536=0.666 016 l/l 
lh 
lg 
If 
le 
Id 
1C 
lb 
1U 
2 
511/768 =0.665 365 
255/384 =0.664 062 
127/192 =0.661 458 
64/96 =0.656 25 
31/48 =0.645 833 
15/24 =0.625 
7/12 =0.583 333 
l/2 =0.500 
5/12 =0.416 667 
1023/1516 0.333 984 2h 
51 l/768 0.334 635 2g 
255/384 0.335 938 2f 
1271192 0.338 542 2e 
63/96 0.343 75 2d 
31/48 0.354 167 2c 
15/24 0.375 2b 
7/12 0.416 661 2a 
l/2 
2a 
26 
2c 
2d 
2e 
2f 
2g 
2h 
5/12 
9/24 
17/48 
33196 
65/192 
1291384 
257/768 
513/1536 
3 
9/24 =0.375 
17/48 =0.354 167 
33/96 =0.343 75 
65/192 =0.338 542 
129/384 =0.335 938 
257/768 =0.334 635 
513/1536=0.333 984 
l/3 =0.333 333 
13/48 =0.270 833 
l/4 = 0.250 
13/63 =0.206 349 
l/5 = 0.200 
15/88 = 0.170 455 
l/6 =0.166 667 
12/83 =0.144 578 
l/7 =0.142 857 
11/83 =0.132 530 
l/8 =O. 125 
l/9 
l/10 
l/3 
36 
4a 
4b 
5a 
5b 
6a 
66 
?a 
7b 
13/48 
l/4 
13/63 
l/5 
15188 
l/6 
12/83 
l/7 
11183 
8a 
9a 
l/8 
l/9 
17a l/18 l/17 
18 l/19 l/18 
49 
M 
l/50 
0 
l/49 
l/50 
Largest size Immigrant category 
0.25 4a 
0.291 667 36 
0.312 5 36 
0.322 917 3b 
0.328 125 3b 
0.330 729 36 
0.332 031 3b 
0.187 5 5b 
0.174 603 5b 
0.147 727 6b 
0.132 530 76 
0.072 289 14a 
In order to count the number of bins the algorithm uses to pack a given sequence 
of input items. (It will be shown later that the algorithm’s performance bound is 
essentially sequence independent. However for intuition’s sake, it can be imagined 
that the items are input in roughly increasing order so that emigrants must be chosen 
before the larger items they will be packed with appear in the input.) Care must be 
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Cost coefficients and proportion saved for item categories. (Asterisked are all categories whose cost ratio 
is > 1.588. The worst input case must contain at least one such item.) 
Class L, PC Cost ratios 
of L of u 
2a 0.454 617 0.545 383 0.090 766 
2b 0.432 539 0.567 461 0.134 922 
2c 0.422 721 0.577 279 0.154 558 
2d 0.416 516 0.583 484 0.166 968 
2e 0.414 632 0.585 368 0.170 736 
2f 0.412 584 0.587 416 0.174 832 
2g 0.411 932 0.588 068 0.176 136 
2h 0.411 932 0.588 068 0.176 136 
3 0.333 333 0.333 333 0.000 
3b 0.310 848 0.378 304 0.067 456 
4a 0.232 040 0.303 880 0.069 840 
4b 0.225 379 0.323 863 0.098 484 
5a 0.193 396 0.226 416 0.033 020 
5b 0.183 139 0.267 444 0.084 305 
6a 0.154 216 0.228 920 0.074 704 
66 0.152 424 0.237 880 0.085 456 
7a 0.141 500 0.151 000 0.009 500 
7b 0.133 451 0.199 294 0.065 843 
8a 0.117 651 0.176 444 0.058 793 
9a 0.105 555 0.155 560 0.050 005 
10a 0.095 959 0.136 369 0.040 410 
lla 0.087 962 0.120 380 0.032 418 
12a 0.081 196 0.106 844 0.025 648 
13a 0.075 396 0.095 248 0.019 852 
14a 0.070 370 0.085 190 0.014 820 
15a 0.065 972 0.076 392 0.009 420 
16a 0.062 091 0.068 635 0.006 544 
17a 0.058 641 0.061 744 0.003 103 
18 0.055 556 0.055 556 0.000 
-B= 1.588 720 
< 1.213 < 1.455 
< 1.222 < 1.603* 
< 1.230 < 1.680* 
< 1.231 < 1.724* 
< 1.235 < 1.743* 
< 1.233 < 1.756* 
smaller than 2h* 
< 1.236 < 1.765* 
< 1.231 < 1.231 
< 1.244 < 1.514 
<1.125 < 1.468 
<1.127 < 1.620’ 
< 1.135 < 1.329 
<1.099 < 1.605* 
< 1.067 < 1.584 
< 1.067 < 1.666* 
< 1.068 < 1.140 
<1.068 < 1.595: 
< 1.059 < 1.588 
< 1.056 < 1.556 
< 1.056 < 1.501 
< 1.056 < 1.445 
< 1.056 < 1.389 
< 1.056 < 1.334 
< 1.056 < 1.278 
< 1.056 < 1.223 
< 1.056 < 1.167 
< 1.056 < 1.112 
< 1.056 < 1.056 
taken to count correctly the bins that change class. Hence each bin will be counted 
in the class which corresponds to the category of the largest piece packed in the bin. 
This simply means that any bin which receives an immigrant will be counted in the 
class of the nonimmigrant piece(s), even if the bin was output rather than placed 
in that class (e.g. the beginning of Step 4 of the algorithm). 
Then the portion of a bin allocated to each piece can be calculated. Each piece 
in a clannish category c (<M) uses l/c of a bin. Similarly, a category-M piece of 
size s could use as much as 1/(1/s - 1) since the input sequence of the category-M 
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pieces might cause every class-A4 bin to receive a size-s piece as input when it con- 
tains 1 -s + E of used space, so that the size-s piece does not fit. Furthermore, a lx 
piece is allocated an entire bin, so space allocated = 1. 
Unlike the pieces above, the bin portion to allocate to pieces which can emigrate 
is not a fixed constant, but depends on whether emigrants find bins to immigrate 
into. An immigrant uses zero space, but an emigrant which remains alone in its bin 
at the end of the input has used an entire bin for itself. Hence the pieces of a par- 
ticular category use the fewest bins when all emigrants are joined by other items, 
and they use the most bins when none are. These lower and upper bounds, L, and 
UC, are listed in Table 2 for each social category, and a few other categories for 
comparison. These values, originally introduced in [7] and called “weighting func- 
tions” in [9], can be calculated as follows. The first term in these two expressions 
is the number of bins used by nonemigrants, the second term, the number used by 
emigrants. 
U,=(l-p,)*l/c+p,*l, 
L,=(l -pc)* l/c+p,*O. 
These imply that 
When the algorithm was devised, the U’s and L’s actually were calculated first, then 
the p’s from them. 
The worst-case performance of this algorithm can be calculated by considering 
as potential input any combination of items whose proportions correspond to a set 
of full bins. For example, n/3 items of size l/2 and 2n/3 items of size l/4 yield n/3 
full bins. To make this clear, consider the alternatives. If a proposed case’s input 
yields an optimal packing with some partially full bins, add in some input items so 
that these bins will be full. Although a bin packing algorithm perhaps could behave 
anomalously by exhibiting its worst-case behavior on the shorter input list rather 
than the longer one, harmonic packing with the fixed-proportion rule for saving 
emigrants will not do so. Note that the other papers on harmonic-based bin packing, 
[5,7,9], do not even discuss this issue. 
If a proposed case’s input yields some number of more than full bins, for example 
n/3 items of size l/2 and 2n/3 items of size l/3 (which sum n/3 bins, each 7/6-full), 
first determine the optimal packing for these items. If any bins are not full, augment 
the input as described above. Then for each combination of item sizes used to fill 
a bin, consider an input sequence that consists of only these items, in the same pro- 
portions as in the full bin. At least one of these inputs will behave at least as badly 
as the proposed case. Hence to determine the performance bound of the algorithm, 
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it is sufficient to consider input sequences whose optimal packing is to pack all bins 
completely full and in the same pattern. 
Here is an example of how to calculate the performance bound of the algorithm 
for a particular input sequence. This example is presented to show what happens 
when the “leftover” space is not initially of the form l/k, k integer. Suppose one 
fourth of the items are of size l/2 + E, one half of size l/7 + E, and one fourth of 
size3/14-3~,whichisappropriatebecause1*1/2+2*1/7+1*3/14=1.Onethen 
can compute the number of bins the proposed algorithm would use. For this 
example, the algorithm would be able to pair all of the saved items of sizes l/7 and 
3/14 with items of size l/2, so the number of bins used by the algorithm would be 
1 + 2 *L,, + Lda = 1.536 888 times the optimal number of bins to use. 
In the above example, the item of size 3/14 was not as bad as possible since it 
is not the smallest possible for its category. Hence a more difficult problem would 
be to replace the item of size 3/14 - 3s by items of size 13/63 + E and l/126 - 4s. 
The items of size l/126 - 4s then could be altered slightly so that the category-M 
bins would only contain 1251126 units. Then the number of bins used by the algo- 
rithm would be 1 + 2 * Leb + L,, + l/125 = 1.544 888 times the optimal number. Due 
to the awkwardness of keeping track of the E’S above, they often will be omitted 
in the rest of the paper. Any time an item is referred to whose size is the smallest 
possible for its class, an E should be added so that, for example, items of size l/2 
(+E), in category la, cannot be packed two to a bin. 
In principle, the worst-case analysis would require the enumeration of all possible 
combinations of item categories (using the smallest possible item from each one) 
whose items sum to one. However some preliminary analysis indicates that the L’s 
and U’s can take on only values in certain ranges. This allows many combinations 
of items to be eliminated because they are dominated by other combinations of 
items. Then the following key observations can be made. They may not be optimal, 
but it is shown in Section 5 that they are very close to optimal. 
(1) The category dividing points for categories lx and 2x should be based on 
repeatedly halving the intervals (l/3,1 /2] and (l/2,2/3]. This author does not quite 
understand why this worked well. 
(2) Categories Ca and Cb often need to be subdivided so that C items of category 
Cb are guaranteed to fit in a bin with one item of category (C+ 1)6. This way 
Lcc+Ilb can be used rather than UtC+rjb. 
(3) Let q,=L,/(minimum size of a category-c item), and r,= UJ(minimum size 
of a category-c item). For 9scr 17, qr = 1.056 works. This allows a number of in- 
put cases to be eliminated because the remaining space, X, can be allocated 1.056X 
rather than a different allocation for each c. 
Because of the emigrants, one may be concerned that the algorithm is sensitive 
to the input sequence. However with the exception of the category-Mitems, all items 
from the same category are treated identically. Also, all emigrants are saved until 
the algorithm’s end, and all bins which can receive immigrants are kept available 
until the algorithm’s end. Furthermore, suppose emigrants of category B, C, . . . are 
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saved to be packed in bins which turn out to be of class A. Since the items which 
form the worst-case input must appear in proportions which correspond to a perfect 
packing, the number of category C (or B or whatever) items in the input is at most 
C times as many as the number of items of category A. But sincep=< l/(C+ 1) for 
all C (see Table 2), there are enough class-A bins to include all of the emigrants, 
so the algorithm need not be concerned with deciding which category of saved items 
to use to top off the class-A bins. 
Hence with the exception of class M, the number of bins used by the algorithm 
is independent of the input sequence. This means that if the worst possible input 
sequence is assumed for the category-Mitems, the algorithm’s worst-case bound can 
be calculated without considering the input sequence. As was noted earlier, a 
category-M item of size s then should be allocated 1/(1/s- 1). 
To eliminate more input cases, the following theorem states what the worst input 
pattern looks like once the items get small. 
Theorem 1. Suppose part of the input pattern to the algorithm consists of some 
pieces whose total size is 1 -X, where l/a<X~ l/(a - 1) with integer a2 19. Then 
the completion of this input pattern which yields the worst possible performance 
bound includes one piece of size 1 /a (+ E). 
Proof. Since a> 19, the pieces to be considered are packed as in the harmonic 
algorithm, with no emigrants aved nor immigrants received. Hence an item of size 
l/a is allocated the space l/(a- 1) = R. Then to get a bound, assume that the re- 
maining space is packed without waste: remaining space=X- l/a= (Xa- 1)/a is 
allocated (Xa - 1)/a = U. 
Consider some other packing of this space. The largest piece might as well be of size 
1 /(a + k), where k is some positive integer, and its allocation is 1 /(a + k - 1) = S. Here, 
assume the remaining space is packed as inefficiently as possible by harmonic. If 
kra- 1, then the total allocation is at most X(a+ k)/(a+ k- 1) =X(2a- 1)/(2a-2)<R. 
If k is smaller, then consider the amount of remaining space: 
X(a+k)- 1 1 
X-l’(a+k)= (a+k) = (a+k)/[X(a+k)- l] ’ 
Hence the allocation is 
1 X(a+k)- 1 
(a+k)/[X(a+k)-11-l =(a+k)-X(a+k)+l 
= T. 
It must be proved that R + U 2 S + T, or (T- U) - (R - S) 5 0. 
1 1 k 
R-S=----- 
a-l a+k- 1 = (a- l)(a+k- 1) ’ 
T-U= 
X(a+k)-1 Xa-1 -- 
(a+k)-X(a+k)+ 1 a 
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1 1 
=(Xa- 1) 
1 
Xk 
(a+k)-X(a+k)+l -ii + (a+k)-X(a+k)+l 
=(Xa- 1) 
-k+X(a+k)- 1 
1 
Xk 
a[(a+k)-X(a+k)+ l] + (a+k)-X(a+k)+l 
=x 
-k+X(a+k)- 1 
1 
Xk 
(a+k)-X(a+k)+l + (a+k)-X(a+k)+ 1 
+ 
k-X(a+k)+ 1 
a[(a+k)-X(a+k)+l] 
(Xa- l)[X(a+k)- l] k 
= a[(a+k)-X(a+k)+l] 
+ 
a[(a+k)-X(a+k)+ l] 
(Xa- l)[X(a+ k) - 11 k 
= a[(a+k)-X(a+k)+l] + (a-l)(a+k-1) 
(= (R - 9) 
+ k{(a-l)(a+k-l)-a[(a+k)-X(a+k)+l]} 
Q(Q- l)(a+k- l)[(a+k)-X(a+k)+ l] 
(T-U)-(R-S)=[(a-l)(a+k-l)(Xa-l)[X(a+k)-l] 
+k{(a-l)(a+k-l)-a[(a+k)-X(a+k)+l]}]/ 
[a(a-l)(a+k-I)[(a+k)-X(a+k)+l]]. 
In order to complete the proof, all that matters is the sign of this expression. Since 
the denominator is positive, it now can be ignored. Let N= the numerator. 
N=[X(a+k)-l][(Xa-l)(a-l)(a+k-l)+ak] 
+k[(a-l)(a+k-l)-a(a+k)] 
=(Xa-1)2(a-l)(a+k-1)+(Xa-l)(ak)+Xak2 
+Xk(Xa-l)(a-l)(a+k-l)-k(2a+k-1) 
=X2a2(a-l)(a+k-1)+X2a(a+k)(a-l)(a+k-1) 
+ terms linear in X-t terms indepent of X 
=X2&a + k)(a - l)(a + k - 1) + lower order terms w.r.t. X. 
If the maximum value of this expression is negative, then it always is negative. Since 
its second partial derivative with respect o X is positive, the expressions’s maximum 
value must occur at either the minimum or maximum value of X: (l/a + E) or 
l/(a - 1). If X= (l/a + E) and E is sufficiently small, then in the limit 
N=O+O+k2+O-k(2a+k-l)=k(l-2a)cO. 
If x= l&z - 1), 
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N=[(a+k-1)+ak+ak~+k(a+k-l)]/(a-1)-k(2a+k-1) 
=[a-1+2ak+ak2+k2-k(a-1)(2a+k-l)]/(a-l) 
=[a-1+5ak+2k2-2a2k-k]/(a-l) 
=[2/?2+(-2a2+5a- l)k+(a- l)]/(a-1). 
Since the second partial derivative with respect o k is positive, N’s maximum value 
must occur at either k = 1 or (a - 2). If k= 1, 
N=(2-2a2+5a-l+a-1)&z-1)=2a(3-a)/@-l)<O. 
If k=(a-2), 
N=(-2a3+11&18a+9)&2-1)=(-2a+3)(a-3)<0, 
and the theorem is proved. El 
After many cases were analyzed, the linear program in Table 3 was created, then 
solved using LINDO. In this table, the asterisked constraints indicate the constraints 
which had nonzero dual prices, which implies that the constraint limits the optimal 
value of B. The program’s solution is the &‘s and UC’s shown in Table 2. Then, 
in order to verify that these values allow the algorithm to have the indicated perfor- 
mance bound, B= 1.588 720, all possible input cases are enumerated (implicitly, 
since some inputs dominate others) in the Appendix. 
5. A lower bound on the harmonic + 1 approach 
Next, a set of input cases will be shown to cause any algorithm which operates 
in the manner of harmonic + 1 to perform as poorly as 1.5874. This is done by allow- 
ing any category 2-45 (the letters will be dropped from the category and class names 
here since all items in category c are assumed to be of size l/(c+ 1)) to send out 
emigrants in some fixed proportion, rather than 2-17, as in harmonic + 1. In order 
to avoid presuming too great an allocation for items of size I l/46, they are 
assumed to require no space at all. All of these assumptions are more optimistic than 
harmonic + 1. 
The input cases which will be analyzed in this way are of the general form c items 
from category c, one item from category c + 1, and other items to fill out the remain- 
ing space in a manner consistent with Theorem 1. These cases constrain the algo- 
rithm’s performance bound in the manner demonstrated by the linear program of 
Table 4. Since an algorithm as optimistic as this one can achieve a performance 
bound no better than 1.5874, it is not possible to improve the performance bound 
of harmonic + 1 significantly without altering the algorithm’s basic approach. 
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Table 3 
Linear program for worst-case bound on algorithm. (Asterisked are the constraints with nonzero dual 
prices in the optimal solution. Hence these are the only constraints that affect the value of B.) 
Minimize B, subject to 
*B>1+Uah+1/1535 
BZl+Ls/,+Lea+l/45+2/5725 
*BZl+Lzh+L6b+1/42+1/1805 
*Brl+Lz/,+L7a+l/29+1/1244 
B>l+L2h+L76+1/24+1/599 
Brl+Llh+3/18+1/113 
Brl+Uzf+l/767 
B~l+L2,+Leo+1/48+l181/3122275 
Brl+Lzf+Leb+l/44+23/80617 
Bz 1 +Lz,+L,~+ l/30+ 1139/1974925 
B> 1 +L2f+L76+ l/247/19193 
Br 1 +Lzf+3/18+ 109/14483 
Br 1 + lJze+ l/383 
Br1+L2e+L60+207/10417 
Bs. 1 +Lze+Lsb+ l9/877 
B~l+L2,+L,o+l/31+3/10621 
Brl+L2,+L,6+l/25+1/1663 
Br 1 + L2e+ 3/18 + 15/2417 
B?l +U2d+ l/l91 
B?l+L2d+L6rr+269/15667 
B?l+Lzd+Ls6+25/1319 
Br1+LZd+L7.+l/34+199/557561 
Bz 1 +L2d+ 3/18+ 13/3635 
BZl+Uz,+l/95 
Br1+Lzc+L,so+31/2625 
BZ1+L2,+Lsb+3/221 
Bz~+L~,+L,~+ l/42+53/114155 
B~l+Lz~+2/18+1/19+3/3037 
BZl+U2~+1/48+1/2351 
B 2 1 + L26 + Lb0 + S/3979 
B?l +Ls,+Leb+ l/335 
BZl+Lsb+L,o+53/3931 
BZl+L2b+2/18+1/24+13/22787 
BZl+U,,+l/24+1/599 
B>l+L2a+2/18+3/149 
B~l+1/3+L,,+1/43+1/11087 
BZl+1/3+L‘,b+l/34+l/l679 
Brl+1/3+Ls,+ l/17+5/1579 
BZl+l/3+Lsb+l/l6+l/27l 
BZ l +Lsb+Ld@+ l/22+ l/5795 
BZl +Ls,+L‘,b+ l/20+ l/419 
B? 1 +Ls6+Lsa+7/88 * 1.056 
B>5Usb+Utjatl/45+2/5725 
BZ2Ue,t3U7,,+3Uso+5/1987 
*Br6Usbt &+6/575 
B>7U7,,+ Us,+ l/71 
Us,, = 0.176444 (and, of course, UC + (C - l)L, = 1) 
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Table 4 
Linear program for best worst-case bound on harmonic + 1 approach 
Minimize B, subject to 
Optimal B= 1.587 477 
6. Possible better approaches 
It was noted earlier that modified harmonic [9] and HK [5] pack, with one item 
of size > l/2, as many immigrants from a particular category as possible, which is 
a bit different from harmonic + 1. This will pack many more immigrants in bins with 
items of size > l/2 than harmonic+ 1 does, but if items of size > l/2 are not part 
of the input, the other methods will leave more emigrants packed in bins which are 
only approximately l/3 full. Since the value of this trade-off is unclear, one might 
wonder whether these methods can be fine-tuned (since as presented in [9,5], they 
do not finely subdivide the harmonic intervals as harmonic + 1 does) to outperform 
harmonic + 1. It is speculated in [9] that such fine-tuning would create an algorithm 
whose performance bound is about 1 S9, very near that of harmonic + 1. 
Perhaps the analysis of harmonic + 1 can illuminate this issue. Note that in Table 
3, only four constraints have nonzero dual prices, hence unless at least one of these 
four constraints is loosened somehow, the performance bound will not change. The 
first constraint’s input would be packed the same by all of the algorithms. The next 
two, which consist of one item of size l/2, one of size l/3, one of size l/7 (respec- 
tively, one of size 1 l/83), and small items, might be packed better by modified har- 
monic or HK since it seems likely that more of the items of size near l/7 would 
emigrate to the bins which contain a big item. The fourth constraint’s input, which 
consists of six items of size l/7, one of size 1 l/83, and small items, might be packed 
worse by modified harmonic or HK since no emigrants would successfully immigrate. 
Hence the question of which method would be better remains in doubt. 
Given these doubts, perhaps the two approaches should be combined. That is, 
allow some emigrants to be packed one to a bin, others to be packed two to a bin, 
and so forth. This hedging between two different kinds of hedging might create a 
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better algorithm, but the analysis would be even messier than that in the Appendix. 
One might wonder why the lower bounds on the performance bounds herein and 
in [9] do not lead to stronger results, for example, negative results about on-line, 
linear-time bin packing in general. One variation on the harmonic theme which 
seems to require a different type of analysis would be to allow the emigrant propor- 
tions to change depending on the input sequence received so far. In a sense, such 
an algorithm would be hedging on its hedging rule, a type of meta-hedging. 
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Appendix 
In Table 5 are given the cases which had to be analyzed in order to verify the 
algorithm’s performance bound. Note that most of the cases used the solution to 
the linear program itself (see Table 3) to show that the case would not worsen the 
performance bound, and hence that that case correctly was omitted from the linear 
program. Other analyses used Theorem 1 and other simple bounding ideas to 
eliminate several cases simultaneously. 
Shown for each case are the minimum item sizes in the first line and the portion 
of a bin allocated to the items from this category in the second line; from which each 
item’s category can be deduced. To the far right is any conclusion drawn from this 
case, assuming that the performance bound, B< 1.589, and which constraints were 
explicitly included in the linear program. 
Table 5 
341/512 
1 
l/2 
1U 
l/2 
la 
l/2 
la 
l/2 
l/3 
u2h 
l/3 
L2h 
l/3 
L2h 
l/3 
L2h 
l/3 
l/1536 
111535 
12183 
L&l 
l/7 
L6b 
1 l/83 
L7a 
l/8 
l/46 
l/45 
l/43 
l/42 
l/30 
l/29 
l/25 
2/5721 
2/5725 
l/1806 
l/1805 
l/1245 
l/1244 
l/600 
L2,>0.411 651 in LP 
in LP 
in LP 
in LP 
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la L2h L7b l/24 l/599 in LP 
l/2 l/3 l/6 
la L2h l/6 * 1.059 (Lsb+) < 1.588 433 
l/2 l/3 3 *l/19 l/l14 
la L2h 3 * l/18 l/113 &,<0.413 484 in LP 
511/768 171/512 l/l536 
lh % l/1535 same as bound from 1, i& 
l/2 513/1536 12/83 less than value from la, LZh, Lea 
la L2g L60 less than value from 1 a, Lz~, _& 
l/2 51311536 l/7 less than l/42 
la L2s L6b less than l/41 
Etc., 2h always subsumes 2g because their space allocated is the same, 2g pieces are bigger, and the la 
pieces make sure that the bigger 2g pieces do not prevent the receipt of an immigrant. 
85/128 
1g 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
127/192 
If 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
257/768 
Q/ 
257/768 
L2f 
257/768 
L2f 
257/768 
LZf 
257/768 
LZf 
257/768 
L2f 
257/768 
L2f 
43/128 
U2P 
43/128 
L2e 
43/128 
L2e 
43/128 
L2e 
43/128 
L2e 
43/128 
L2e 
l/768 
l/767 
12/83 l/49 
L6a l/48 
l/7 l/45 
L6b l/44 
1 l/83 l/31 
Lla l/30 
l/8 l/25 
Lib l/24 
127/768 
1271768 * 1.059 (Lsb+) 
3 * l/l9 109/14592 
3 * l/l8 109/14483 
l/384 
l/383 
12/83 207/10624 
L60 207/10417 
l/7 19/896 
L6b 19/877 
11/83 1/32 
L7ll l/31 
l/8 l/26 
Lib l/25 
21/128 
21/128 * 1.059 (Lsb+) 
1181/3123456 
1181/3122275 
23/80640 
23/80617 
1139/1976064 
1139/1974925 
7/19200 
7/19193 
3/10624 
3/10621 
l/1664 
l/1663 
L2f >0.412 303 in LP 
in LP 
in LP 
in LP 
in LP 
<1.588 5 
L2f <0.414 808 in LP 
&>0.413 611 in LP 
in LP 
in LP 
in LP 
in LP 
<1.588 4 
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l/2 
la 
21/32 
le 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
31/48 
Id 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
43/128 
L2e 
65/192 
U2d 
65/192 
L2d 
65/192 
L2d 
65/192 
L2d 
65/192 
L2d 
65/192 
L2d 
65/192 
L2d 
11/32 
u2c 
11/32 
L2c 
1 l/32 
L2c 
1 l/32 
L2c 
1 l/32 
L2r 
II/32 
L2c 
11/32 
L2c 
5/8 17/48 
1C u2b 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
17/48 
L2b 
17/48 
L2b 
17/48 
L2b 
17/48 
L2b 
3 * l/19 15/2432 
3 * l/18 15/2417 
l/192 
l/191 
12/83 269/15936 
L60 269/15667 
l/7 25/1344 
L6b 25/1319 
11/83 l/35 
LILT l/34 
l/8 l/28 
Lib l/27 
31/192 
31/192* 1.059 (I&,+) 
3 *l/19 13/3648 
3 *l/18 13/3635 
l/96 
l/95 
12/83 31/2656 
L60 3112625 
l/7 3/224 
L6b 31221 
1 l/83 l/43 
L7l7 l/42 
l/8 l/33 
L7b l/32 
5/32 
5132 * 1.059 (&,+) 
2*1/19 l/20 
2*1/18 l/19 
l/49 l/2352 
l/48 l/2351 
12/83 5/3984 
L60 5/3979 
l/7 l/336 
L6b l/335 
1 l/83 5313984 
L70 53/3931 
l/8 l/48 
L7b l/47 (any) 
199/557760 
199/557561 
l/1344 
l/1343 
53/l 14208 
53/l 14155 
l/1056 
l/1055 
3/3040 
3/3037 
Lze<0.416 128 in LP 
&>0.416 235 in LP 
in LP 
in LP 
in LP 
< 1.588 
< 1.588 
&<0.418 757 in LP 
&>0.421 526 in LP 
in LP 
in LP 
in LP 
< 1.588 
< 1.588 
L2,<0.424 270 in LP 
L2b >0.432 276 in LP 
in LP 
in LP 
in LP 
<1.588 2 
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l/2 
la 
l/2 
la 
7/12 
lb 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
l/2 
la 
341/512 
17/48 
L2b 
17/48 
L2b 
3/8 
u2ll 
3/8 
Lzll 
3/8 
L20 
5/12 
l/2 
13/48 
l/3 
13/48 
l/3 
13/48 
l/3 
13/48 
l/3 
13/48 
l/3 
l/4 
L3b 
l/4 
L3b 
l/4 
L3b 
l/4 
L3b 
l/4 
L3b 
l/2 
7/48 
7/48 * 1.059 (86+) 
2*1/19 l/25 
2 * l/18 l/24 
l/25 l/600 
l/24 l/599 
l/8 
l/8 * 1.059 (8b+) 
2 * l/19 l/152 
2*1/18 3/149 
l/12 
l/12 * 1.056 (any) 
13163 l/44 
L40 l/43 
l/5 l/35 
L4b l/34 
15/88 l/18 
LS, l/17 
l/b l/17 
L5b l/lb 
11/48 
11/48* 1.068 (6a+) 
13/63 l/23 
L4ll l/22 
l/5 l/21 
L4b l/20 
15/88 7/88 
13/22900 
13/22787 
l/11088 
l/l 1087 
l/1680 
l/1679 
5/1584 
511579 
l/272 
l/271 
115796 
l/5795 
l/420 
l/419 
L5, 7/88 * 1.056 (any) 
l/6 l/12 
L5b l/12 * 1.056 (any) 
l/4 
l/4* 1.068 (6b+) 
l/2* 1.135 (L40+) 
171/512 * 1.756 (any except 2h) 
1 h - 1 d, followed by 3 + 
nothing with ratio > 1.588 due to use of L, rather than U,, 
518 3/8 
1C 3/8 * 1.244 (any) 
< 1.588 
&<0.435 652 in LP 
&>0.454 336 in LP 
<1.588 1 
Lz,<O.457 755 in LP 
I 1.588 
Ldo<0.232 317 in LP 
L4b CO.225 660 in LP 
Ls,<0.193 677 in LP 
&<0.189 477 in LP 
< 1.58 
cl.588 6 
< 1.588 7 
<1.588 3 
< 1.582 
in LP 
in LP 
in LP 
< 1.58 
<I.57 
< 1.587 
< 1.5 
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7/12 
lb 
5/12 
l/2 
318 
u20 
3/8 
u2a 
3/8 
u2, 
3/8 
u2ll 
3/8 
u2n 
3/8 
u2, 
3/8 
u2a 
3/8 
u2, 
5/12 
5/12 * 1.244 (any) 
7/12 
7/12. 1.765 (any) 
3/8 l/4 
u2a l/4 * 1.666 (any) 
17/48 13/48 
U2b 13/48 * 1.514 (any) 
1 l/32 9/32 
(12, 9/32 * 1.244 (any) 
65/192 55/192 
U2d 55/192 * 1.244 (any) 
129/384 111/384 
u2, 111/384* 1.244 (any) 
257/768 223/768 
U2f 223/768 * 1.244 (any) 
l/3 7/24 
U2h 7/24 * 1.244 (any) 
5/8 
5/8*1.66 (3+) 
<1.52 
<1.53 
< 1.51 
< 1.53 
< 1.5 
Cl.5 
< 1.5 
< 1.5 
<1.5 
< 1.587 
Continue with these same calculations through lJ2, 
l/3 l/3 13/48 l/16 
u2h u2h l/3 l/16 * 1.056 
l/3 l/3 l/4 l/12 
u2h u2hL3b l/12 * 1.056 
l/3 l/3 l/3 
U2h U2h l/3 * 1.135 (4+) 
l/3 2/3 
U2h 2/3 * 1.244 (3+) 
13148 35/48 
l/3 35/48 * 1.666 (any) 
2* l/4 l/2 
2* %b l/2 * 1.620 (any) 
l/4 13/63 137/252 
u3b u4ll 137/252 * 1.620 (any) 
l/4 3 *l/5 3/20 
u3b 3 * u4b 3/20 * 1.068 (any) 
l/4 2*1/5 7/20 
u3b 2* u4b 7/20 * 1.329 (any) 
<1.58 
< 1.58 
<1.56 
<c 1.5 
Cl.55 
< 1.57 
<1.57 
<1.52 
< 1.5 
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2 * 13163 
2*u4u 
13/63 
u44p 
13/63 
u4il 
13/63 
u40 
13163 
u4a 
13/63 
u40 
13/63 
u40 
13/63 
u4, 
13/63 
oh0 
13/63 
u4ll 
13/63 
u4ll 
13/63 
u4, 
13/63 
u4a 
13/63 
u4, 
4*1/5 
4 * u4b 
2 * 15/88 
2* u5a 
15/88 
US, 
15/88 
US, 
15/88 
u5, 
37/63 
37/63 * 1.666 (any) 
3*1/5 611315 
3 * u4b 611315 * 1.329 (any) 
15/88 3455/5544 
US, 345515544 * 1.666 (any) 
4*1/6 8/63 
4*uSb 8/63 * 1.068 (any) 
3*1/6 37/126 
3 * USb 371126 * 1.584 (any) 
50/63 
50/63 * 1.595 (6a+ without u@) 
4 * 12/83 1126/5229 
4*u60 1126/5229 * 1.666 (any) 
3 * 12/83 2*1/7 388/5229 
3 * u6,, 2*u6b 388/5229 * 1.056 (any) 
3 * 12/83 l/7 1135/5229 
3 * u6, u6b 1135/5229* 1.140 (7a+) 
2 * 12/83 3*1/7 397/5229 
2 * u60 3 * U6b 397/5229 * 1.056 (any) 
2 * 12/83 2*1/7 1144/5229 
2 * u60 2*u6b 1144/5229* 1.140 (7u+) 
12/83 4*1/7 406/5229 
(iso 4 * u6b 406/5229 * 1.056 (any) 
12/83 3* l/7 1153/5229 
u6a 3 * U6b 1153/5229*1.140 (7a+) 
5*1/7 5/63 
5 * (I6b 5/63 * 1.140 (any) 
l/5 
l/5 * 1.329 (any) 
29/44 
29/44 * 1.666 (any) 
73/88 
73/88 * 1.605 (any without Usb) 
2 * lo/69 3277/6072 
2*u60 327716072 * 1.666 (any) 
1 O/69 4*1/7 4811/42504 
u6, 4*u6b 4811/42504 * 1.059 (any) 
< 1.587 
<1.54 
<1.57 
<1.51 
< 1.58 
<1.57 
<1.58 
<1.55 
< 1.5 
<1.56 
< 1.5 
<1.57 
< 1.5 
< 1.584 
<1.57 
<1.56 
<1.56 
< 1.584 
<1.53 
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15/88 
o;* 
15/88 
usi,, 
15/88 
u5ll 
5*1/6 
5*uSb 
5*1/6 
5 * (ISb 
4* l/6 
4*USb 
3 *l/6 
3 * U5b 
2*1/6 
2 * (ISb 
l/6 
U5b 
6 * 12183 
6 * us, 
5 * 12183 
5 * ff,, 
5 * 12/83 
5 * u6, 
4 * 12/83 
4*u60 
4 * 12/83 
4 * (I6a 
3 * 12183 
3 * u6, 
3 * 12/83 
3 * u6, 
3 * 12/83 
3 * u60 
3 * 12/83 
3 * u6, 
3 * 12/83 
3 * u6i,, 
3*12/83 
3 * u6u 
lo/69 3*1/7 10883/42504 
u6,, 3 * u6b 10883/42504 * I. 140 (7a+) 
5*1/7 71/616 
5 * u6b 71/616* 1.059 (any) 
4*1/7 159/616 
4*U6b 159/616* 1.140 (7a+) 
12/83 l/46 2/5727 
u6c2 l/45 2/5725 
l/6 
l/6 * 1.068 (6b+) 
2 * 12/83 l/23 4/5727 
2*u60 l/22 4/5723 
3 * IO/69 II/166 
3 * u60 11/166* 1.056 (any) 
4 + lo/69 22/249 
4 * U60 22/249 * 1.056 (any) 
5 *lo/69 55/498 
5 * u60 55/498 * 1.056 (any) 
II/83 
11/83 * 1.595 (any) 
l/7 78/581 
u6b 78/581 * 1.140 (any) 
23/83 
23/83 * 1.595 (7a+) 
2*1/7 79/581 
2 * U6b 79/581 * 1.140 (any) 
35/83 
35/83 * 1.595 (7a+) 
3*1/7 80/581 
3 * u6b 80/581 * 1.140 (any) 
11/83 36/83 
Ulb 36/83 * 1.595 (any) 
4* l/8 1 l/l66 
4*L/7b 1 l/155 (any) 
3*1/8 l/9 479/5976 
3 * ulb U&l 479/5517 (any) 
3* l/8 127/664 
3 *&b 123/664* 1.556 (9a+) 
2 *l/8 2 *l/9 23/249 
2* UT6 2*430 23/249 * 1.556 (any) 
< 1.5 
<1.54 
< 1.5 
<1.588 712 in LP 
cl.52 
<1.58 
< 1.56 
<1.55 
<1.53 
< 1.585 
<I.54 
< 1.587 
<1.55 
<1.588 3 
<1.56 
< 1.53 
<1.56 
< 1.55 
< 1.583 
< 1.582 
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3 * 12/83 
3 * U6, 
2* 12/83 
2* U6a 
2 * 12/83 
2 * u6, 
2 * 12/83 
2 * u60 
2 * 12183 
2 * U6, 
2 * 12/83 
2 * u6a 
2 * 12/83 
2 * (/60 
2 * 12/83 
2 * u60 
2*12/83 
2 * u6, 
12/83 
u60 
12/83 
u60 
12/83 
u6, 
12/83 
u60 
12/83 
u6, 
12/83 
u6a 
12/83 
(I60 
12/83 
u6, 
12/83 
u6, 
12/83 
u6, 
12/83 
u6, 
l/8 
Ulb 
4*1/7 
4 * u6b 
11/83 
u7b 
5* l/8 
5 * %b 
4* l/8 
4* Ulb 
4* l/8 
4*ulb 
3*1/8 
3 * ulb 
3*1/8 
3 *&b 
2* l/8 
2* hb 
5*1/7 
5 * U6b 
11/83 
u7, 
6*1/7 
6*u7b 
5 *l/8 
5 * 66 
5*1/8 
5 * ulb 
4*1/8 
4*&b 
4*1/8 
4*Djb 
3*1/8 
3 * ulb 
3 * l/8 
3 * Ulb 
2*1/8 
2 * ulb 
2*1/8 
2 * ulb 
2931664 
293/664 * 1.588 (any) 
811581 
81/581 * 1.140 (any) 
48/83 
48/83 * 1.595 (any) 
51/664 
57/607 (any) 
l/9 14911494 
&I 149/1345 (any) 
35/156 
35/166 * 1.556 (9a+) 
3*1/9 511992 
3 * %7 511987 
2*1/9 223/1992 
2 * %l 223/1992 * 1.556 (9a+) 
153/332 
153/332 * 1.588 (any) 
82158 1 
821581 * 1.140 (any) 
60/83 
60/83 * 1.595140 (any) 
35/332 
351291 (any) 
2*1/9 49/5976 
2* u&l 49/5927 
153/664 
153/664 * 1.556 (9a+) 
3*1/9 11/498 
3 * Q30 I l/487 (any) 
2*1/9 131/996 
2 * us, 13 l/996 * 1.556 (any) 
4*1/9 215/5976 
4*u8a 215/5761 (any) 
3*1/9 869/5976 
3 * &Ll 869/5976 * 1.556 (any) 
5* l/9 149/2988 
5 * h 149/2839 (any) 
4*1/9 119/747 
4 * u&I 119/747 * 1.556 (any) 
< 1.587 
<1.57 
<I.54 
<1.55 
< 1.55 
< 1.584 
< 1.588 
< 1.583 
in LP 
<1.588 3 
< 1.58 
< 1.54 
<1.55 
< 1.587 
< 1.584 
<1.58 
< 1.584 
<1.57 
< 1.583 
<I.57 
< 1.582 
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12183 
u&7 
6*1/7 
6 * &b 
6*1/l 
6 * (I6b 
5*1/7 
5 * u6b 
11183 
Ula 
7 *l/8 
7*ulb 
7 *l/8 
7*ulb 
1*1/8 
7 * Ulb 
6*1/8 
6*&b 
6* l/8 
6*&b 
5 *l/8 
5 * Ulb 
4*1/a 
4*u76 
4* l/8 
3 * ulb 
2*1/8 
2*&b 
l/8 
u7b 
l/8 485/664 
hb 4851664 * 1.588 (any) 
11/83 61581 
Ulb 6/575 
l/7 
l/7 * 1.068 (7b+) 
2/l 
217 * 1.140 (any) 
72183 
72/83 * 1.595 (any) 
l/9 l/72 
Ua, l/71 
l/10 l/40 
u9a l/39 (any) 
l/8 
l/8 * 1.501 (lOa+) 
2*1/g l/36 
2*Ua0 l/35 (any) 
l/4 
l/4* 1.556 (9a+) 
3*1/g l/24 
3 * Ua, l/23 (any) 
4* l/9 l/l8 
4 * Ua0 l/l8 * 1.056 (any) 
5*1/g 5/12 
5 * Us0 5172 * 1.056 (any) 
6* l/9 l/l2 
6 * Ua, l/l2 * 1.389 (any) 
7*1/g 7/72 
7 * Ua, 7/72 * 1.501 (any) 
Cl.588 2 
<1.588 715 in LP 
<1.58 
<1.52 
<1.54 
< 1.586 
<1.58 
in LP 
< 1.583 
< 1.58 
< 1.585 
<1.57 
<1.57 
< 1.56 
<1.58 
< 1.581 
All pieces beyond 7b have a cost ratio 5 1.588, so they alone cannot hurt the performance bound. 
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