shown by an uncoupling of RA and LMAN activity by thalamus. X projection neurons in vivo reliably drove rebound in oscine songbirds consists of three nuclei: Area X, spiking in DLM. We used a simple model to estimate the spiking response to these natural trains. Taken together, the results suggest that postinhibitory rebound
Native Chloride in DLM Neurons Renders IPSPs Hyperpolarizing from Rest
Previous reports of the Area X / DLM synapse were almost completely limited to whole-cell recordings, which likely influenced intracellular chloride concentration. For rebound-driven spiking to be a plausible mechanism for information transfer through DLM, it was important to know whether IPSPs are hyperpolarizing with native chloride concentration. We therefore recorded from cells in the perforated-patch configuration, where the pipette solution contained high [Cl − ] (37 mM), which upon intentional patch rupture would render GABA A receptor-mediated IPSPs depolarizing from rest (−32.1 mV calculated reversal potential). We could thus distinguish between undisrupted and disrupted patch conditions. Under these conditions, unitary IPSPs were strongly hyperpolarizing ( Figure 1C son stimulus trains (Berger et al., 1987) , which lack patterned structure and thus permit calculation of an unbiased spike-triggered average. Each stimulus train can facilitate translation of complex IPSP trains into consisted of 3 s of stimuli at a mean rate of 140 Hz, temporally precise rebound spikes.
which is within the range of firing rates reported for putative Area X projection neurons (Hessler and Doupe, 1999; Margoliash, 1997). We then analyzed the patterns Results of synaptic activity that gave rise to rebound spikes. DLM neurons were quiescent prior to Area X afferent We used whole-cell or gramicidin-perforated patch restimulation (mean RMP = −54.6 mV; SD 2.8, n = 10). cording to measure postsynaptic membrane potential Each Poisson train strongly and persistently hyperpoin response to synaptic stimulation in DLM neurons larized the cell; however, at certain points in the train, from adult male zebra finches in an acute brain slice rebound spikes shot transiently above baseline (Figure preparation. Stimulation of Area X inputs to DLM 2A). Rebound spiking was sustained throughout the evoked large, unitary (all-or-none) IPSPs, which could IPSP train ( Figure 2B ), thus vesicle depletion or recepdrive a characteristic rebound spike burst, consisting tor desensitization do not limit the capacity for proof a broad calcium spike crowned with one or more longed periods of rebound firing. We analyzed the sodium spikes. As has been observed previously, Fig- translation of these trains into spiking by determining ure 1B illustrates a typical response to a short train of the pattern of stimuli that preceded each rebound spike IPSPs (Luo and Perkel, 1999a). Sodium spikes could be ( Figure 2C ), which we used to calculate a rebound discriminated from calcium spikes by their short duraspike-triggered average ( Figure 2D ). Only rebound events tion (0.5 ms width at half-maximal amplitude versus >5 that included a sodium spike were analyzed (Figure ms width at half-maximal amplitude, respectively). After 2A, inset). achieving stable intracellular recordings, we screened for In the stimulus raster plot ( Figure 2C ), each row corIPSPs; subsequently, all experiments were carried out responds to a rebound spike, which occurred at t = 0; in the presence of 10 M glutamate receptor antagonist each tick mark represents one stimulus to the afferent 6-cyano-7-nitro-quinoxaline-2,3-dione (CNQX). Unless fiber. Raster plots for stimuli preceding all rebound events in each cell were pooled into a histogram (i.e., noted, errors indicate SEM. the spike-triggered average, Figure 2D ) which represents the average rate of the stimulus train prior to each rebound spike. There was a relatively uniform rate of stimuli between 200 ms and 30 ms prior to the rebound spike. The histogram plateaued at the average stimulus rate of 140 Hz during this period ( Figure 2D , n = 10, 139.12 ± 2.7 Hz). However, 20 ms prior to each rebound spike, there was a marked decrease in the stimulus rate. This decrease appears as a gap in the raster plot immediately prior to t = 0 ( Figure 2C, arrows) and as a marked deviation in the histogram. Stimulus rate in the 20 ms prior to rebound was 14.3 ± 3.1 Hz (n = 10). A few stimuli occurred within 5 ms prior to the rebound event. In these cases, the stimulus was delivered after the spike was initiated but was insufficient to abort the spike. The step-like shape of the spike-triggered stimulus average suggested that thalamic neurons can act as feature detectors, responding to long interstimulus intervals in complex, high-frequency trains of IPSPs.
IPSPs Can Drive Sustained Firing at Rates over 10 Hz, Despite Low Spike-Transfer Efficiency
We analyzed the statistics of stimulus-interval sensitivity by measuring the size of the stimulus interval flanking each rebound spike ( Figure 3A) . The design of the Poisson trains meant that there were many short stimulus intervals and few long stimulus intervals ( Figure 3A , dotted bars). Rebound spike probability was greater for longer stimulus intervals, although these long intervals occurred less frequently ( Figure 3A , compare solid and dotted bars). For example, each neuron that encountered a stimulus interval over 70 ms responded with rebound spikes. (Only one cell received a train with a stimulus interval between 60 and 70 ms, and it did not generate a sodium spike, accounting for the gap in the histogram in Figure 3A . ) We also observed that the interspike interval histogram recapitulated the exponential decay in the frequency of long stimulus intervals in the Poisson stimulus train ( Figure 3B ). This distribution argues against classical thalamic oscillatory activity (McCormick and Pape, 1990) during the IPSP trains. Two distinct peaks were clear in the interspike interval histogram: the first, with very short interspike intervals (<4 ms) represented multispike bursts riding on broader depolarizations. Spiking in these bursts occurred at rates over 250 Hz. The second peak was centered around 120 ms and fell off exponentially. Together, the average rate of rebound events during the train was 2.45 ± 0.67 Hz (n = 10 cells).
Overall, the rebound spike rate was far lower than the stimulus rate of the inhibitory afferent. We quantified Figure 3D , n = 6). Outside of short interspike intervals contained within bursts, interspike intervals were never shorter than 50 ms, an indication of the long refractory period of the lowthreshold spike that underlies rebound ( Figure 3E ). Across cells, the rebound spiking was 3.9-fold below the average input rate of 50 Hz, for a spike-transfer efficiency of 0.26 ± 0.06 (n = 6), 15-fold greater than seen with Poisson trains. This value represents an upper bound to the rate of sustained IPSP-driven rebound spiking. The range of efficiency values observed suggests that the statistics of the stimulus train in large part determine the input-output rate relation at this synapse.
Short-Term History Dependence of Rebound Spike Latency
Neural activity propagates between HVC and LMAN (the target of DLM projections) in approximately 60 ms (Kimpo et al., 2003) . Long delays through the thalamus have been hypothesized to account for much of this delay (Luo and Perkel, 1999b). To explore more thoroughly the extent to which DLM introduces a delay in the propagation of activity through the AFP, we mea- Thus, we observed short-term history dependence of rebound spike latency that was also influenced by the The result that DLM neurons respond reliably to long stimulus intervals that nonetheless occur infrequently steady-state membrane potential. To further link IPSP-driven rebound spike latency led us to ask whether the low efficiency value was due to a limit in the cell's ability to produce rebound spikes with I T and I h , we analyzed the membrane voltage at several points in the sweep and correlated these mea-(i.e., refractoriness) or due to suboptimal stimulus statistics (i.e., infrequent long stimulus intervals). Thus, we surements with rebound latency. We measured the maximum and minimum voltage during the train, which next attempted to drive rebound spikes at higher rates with patterned stimulus trains. We used a stimulus train will influence both currents, and also the amplitude of the depolarizing sag during each train due in part to 
Temperature Dependence of Rebound Spike Latency
We tested the effect of temperature on rebound spike latency and found that in all cells tested, rebound after 100 Hz trains was accelerated at warmer temperatures; rebound latency was significantly shorter at 32°C compared to 28°C (paired Student's t test, p < 0.05, n = 6). For example, the rebound latency after a 200 ms, 100 Hz train was accelerated from 22 ms at 28°C to 14 ms at 32°C. We included temperature effects from a variety of stimulation parameters in the paired analysis. To capture the temperature dependence of rebound latency, we calculated the temperature coefficient Q 10 for each cell. The mean Q 10 was 2.6 ± 0.23 (n = 5), which is similar to that seen in rat thalamus for I T ( We investigated this phenomenon systematically by delivering a 100 Hz train of IPSPs to each cell for several hundred milliseconds, which was then stepped to IPSP due to the depolarizing sag during sustained trains of IPSPs ( Figure 4B, arrows) . The sag amplitude lower frequencies between 70 and 20 Hz. Rebound spikes were consistently generated at the transition bewas defined as the difference between the maximum and minimum voltage.
tween high-and low-frequency IPSPs. We term these rebound spikes "transition" spikes. We noted the freThe amplitude of sag over the course of the train was significantly correlated with rebound latencies in each quency at which transition spikes were elicited in each cell ( Figure 5B ). Six of eight cells generated transition cell (R 2 = 0.58 ± 0.07, n = 13, range: 0.8-8.8 mV). The maximum hyperpolarization of the cell was less predicrebound spikes at 50 or 40 Hz. The mean latency from The activity of the Area X units used for synaptic stimulation in this prathreshold output using a deterministic mechanism. We used the step-like spike-triggered stimulus average study contain these features, thus we believe they are to date the best candidates for the projection neurons. as a guide to quantitatively predict thalamic output in response to a natural spike train input (Figure 8 bound spikes (n = 6). Here we required that rebound events with sodium spikes be evoked in each of five consecutive pauses within Slice Preparation the train. Thus our "optimal" stimulus patterns were defined for Methods used were similar to those detailed in Stark and Perkel sustained firing. We then varied the duration of the train and subse-(1999). Briefly, birds were anesthetized with isoflurane and decapiquent pause to drive rebound spikes maximally under this criterion. tated. The brain was rapidly dissected and immersed in ice-cold, Natural spike patterns were generated from single-unit data from oxygenated artificial cerebrospinal fluid (ACSF) containing 119 mM Area X in the intact animal (in vivo spike data and song oscilloNaCl, 2.5 mM KCl, 
Data Analysis Electrophysiological Recording
We included In experiments with random pared using cross-correlation routines in Matlab. Rebound spike Poisson or natural stimulus patterns, signals were digitized with a times were measured as peak time of the sodium spike and Digidata 1322A, and data were acquired using Clampex software discriminated from calcium spikes by spike duration. For cross-(Axon Instruments), 10 kHz sampling rate, 5 kHz low-pass filter correlation analyses, these spike times were represented in a comb cutoff.
function, which was smoothed by convolution with a Gaussian waveform with a width at half-maximal amplitude of 5 ms. The paired traces were then cross-correlated using the built-in crossTemperature All Poisson and natural train experiments were conducted at 30°C. correlation function in Matlab. The resultant cross-correlation function was normalized to the autocorrelation of one of the traces of Constant-frequency, patterned train, and rate-transition experiments were performed between 28°C and 30°C. For temperature the pair, which by definition is 1. Shuffled spike trains preserved the number of spikes and the interspike interval distribution of each experiments, we varied the bath temperature between 28°C and 32°C. We extrapolated rebound latencies at warm temperatures by train, but the order of intervals was randomized. Shuffled spike times generated from this procedure were then cross-correlated in fitting rebound spike latencies measured from at least three temperatures with an exponential (R 2 > 0.95, n = 5 cells). We calculated the same manner as the actual spike times. For each pair of rebound spikes, the shuffling procedure was performed 150 times. the Q 10 value by dividing the rebound latency at the cooler temperature by the extrapolated rebound latency at a temperature 10°C
For measurements of jitter between rebound responses to duplicate trains (width at half-max cross-correlation), cross-correlations warmer. 
