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Abstract: We consider the lattice formulation of SO(10) chiral gauge theory with left-
handed Weyl fermions in the sixteen dimensional spinor representation (16) within the
framework of the Overlap fermion/the Ginsparg-Wilson relation. We define a manifestly
gauge-invariant path-integral measure for the left-handed Weyl field using all the compo-
nents of the Dirac field, but the right-handed part of which is just saturated completely
by inserting a suitable product of the SO(10)-invariant ’t Hooft vertices in terms of the
right-handed field. The definition of the measure applies to all possible topological sectors.
The measure possesses all required transformation properties under lattice symmetries and
the induced effective action is CP invariant. The global U(1) symmetry of the left-handed
field is anomalous due to the non-trivial transformation of the measure, while that of the
right-handed field is explicitly broken by the ’t Hooft vertices. There remains the issue of
locality in the gauge-field dependence of the Weyl fermion measure, but the question can be
addressed in the weak gauge-coupling expansion at least by Monte Carlo methods without
encountering the sign problem. We also discuss the relations of our formulation to other ap-
proaches/proposals to decouple the species-doubling/mirror degrees of freedom. Those in-
clude Eichten-Preskill model, Ginsparg-Wilson Mirror-fermion model, Domain wall fermion
model with the boundary Eichten-Preskill term, 4D Topological Insulator/Superconductor
with gapped boundary phase, and the recent studies on the PMS phase/“Mass without
symmetry breaking”. We clarify the similarity and the difference in technical detail and
show that our proposal is a well-defined testing ground for that basic question.
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1 Introduction
The experimental verification of the elementary particle spectrum of the standard model is
now completed with the observation of a new particle with a mass of 125.09 GeV by the
ATLAS and CMS Collaborations through LHC Run 1[1–3], for which all measurements of
the properties, including its spin, CP properties, and coupling strengths to SM particles,
are consistent within the uncertainties with those expected for the SM Higgs boson. On
the other hand, the discoveries of neutrino mixings by the Super-Kamiokande Collabora-
tion and the Sudbury Neutrino Observatory (SNO) Collaboration [4–6] imply the masses of
neutrinos and suggest the existence of the right-handed neutrinos. The consistency of the
standard model predictions with experiments in high precision implies that the standard
model particles and the possible right-handed neutrinos are well-decoupled from the fun-
damental scale of the Plank mass and even from the possible scale of new physics beyond
the standard model. And the low-lying fermionic elementary particles fit into the sixteen-
dimensional irreducible representation of SO(10), 16, which is complex, but free from gauge
anomaly.
Chiral gauge theories such like the SO(10) gauge theory with 16s have several inter-
esting possibilities in their own dynamics: fermion number non-conservation due to chiral
anomaly[7, 8], various realizations of the gauge symmetry and global flavor symmetry[9, 10],
the existence of massless composite fermions suggested by ’t Hooft’s anomaly matching
condition[11], the classical scale invariance and the vanishing vacuum energy[12, 13] and so
on. Unfortunately, little is known so far about the actual behavior of (non-supersymmetric)
chiral gauge theories beyond perturbation theory. It is then desirable to develop a formu-
lation to study the non-perturbative aspect of chiral gauge theories.
Lattice gauge theory can now provide a framework for non-perturbative formulation
of chiral gauge theories, despite the well-known problem of the species doubling [14–17].1
The clue to this development is the construction of local and gauge-covariant lattice Dirac
operators satisfying the Ginsparg-Wilson relation[23–28].
γ5D +Dγˆ5 = 0, γˆ5 = γ5(1− 2aD). (1.1)
An explicit example of such lattice Dirac operator is given by the overlap Dirac operator
[24, 26], which was derived by Neuberger from the overlap formalism [29–59]. The overlap
formula was derived from the five-dimensional approach of domain wall fermion proposed
by Kaplan[60, 61]. In the vector-like formalism of domain wall fermion by Shamir and
Furman[62–65], the local low energy effective action of the chiral mode is precisely given
by the overlap Dirac operator [66–68]. By the Ginsparg-Wilson relation, it is possible to
realize an exact chiral symmetry on the lattice[69–75] in the manner consistent with the
1See [18–22] for the recent reviews on this subject.
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no-go theorem. It is also possible to introduce Weyl fermions on the lattice and this opens
the possibility to formulate anomaly-free chiral gauge theories on the lattice[18, 21, 71, 76–
92]. In the case of U(1) chiral gauge theories, Lüscher[76] proved rigorously that it is
possible to construct the fermion path-integral measure which depends smoothly on the
gauge field and fulfills the fundamental requirements such as locality, gauge-invariance and
lattice symmetries.2 This construction was extended to the SU(2)×U(1) chiral gauge theory
of the Glashow-Weinberg-Salam model[93–95] based on the pseudo reality and anomaly-
free conditions of SU(2)×U(1) by Kadoh and the author[92]. For generic non-abelian chiral
gauge theories, the construction in all orders of the weak gauge-coupling expansion was
given by Suzuki[81, 82] and by Lüscher[83]. However, a non-perturbative construction is
not obtained yet so far.
In this article, we consider the lattice formulation of SO(10) chiral gauge theory with
Weyl fermions in the sixteen dimensional spinor representation 16 within the framework
of the Overlap fermion/the Ginsparg-Wilson relation.3 We propose a manifestly gauge-
invariant path-integral measure of the left-handed Weyl fermions, which is defined with
all the components of the Dirac field, but the right-handed part of which is just saturated
completely by inserting a suitable product of the SO(10)-invariant ’t Hooft vertices in terms
of the right-handed field. The definition of the measure applies to all possible topological
sectors. The measure possesses all required transformation properties under lattice sym-
metries and the induced effective action is CP invariant. The global U(1) symmetry of the
left-handed field is anomalous due to the non-trivial transformation of the measure[70–75],
while that of the right-handed field is explicitly broken by the ’t Hooft vertices. There
remains the issue of smoothness/locality in the gauge-field dependence of the Weyl fermion
measure. But the question is well-defined and can be addressed in the weak gauge-coupling
limit at least through Monte Carlo simulations without encountering the sign problem.
We also discuss the relation of our formulation with other approaches/proposals to de-
couple the species-doublers and mirror fermions. Those include the Eichten-Preskill model
[98, 99], the Mirror-fermion model using Ginsparg-Wilson fermions [100–107], Domain wall
fermions with the boundary Eichten-Preskill term[108, 109], the recent studies on “Mass
without symmetry breaking” [110–118]/the PMS phase [101, 119, 120] and 4D TI/TSCs
with gapped boundary phases [121–127]. We clarify the similarity and the difference in
technical detail, trying to show that our proposal is a well-defined testing ground for that
2In the above formulation of U(1) chiral lattice gauge theories[76], although the proof of the existence
of the fermion measure is constructive, the resulted formula of the fermion measure turns out to be rather
complicated for the case of the finite-volume lattice. It also relies on the results obtained in the infinite
lattice. Therefore it does not provide a formulation which is immediately usable for numerical applications.
See [88–91] for a simplified formulation toward a practical implementation.
3 In the continuum theory, Slavnov and Frolov have proposed a gauge-invariant reguralization method
for the standard model based on the SO(10) chiral gauge theory, employing the infinite number of the
Pauli-Villars fields[96]. The close relation of this method with Kaplan’s domain wall fermion was pointed
out by Narayanan and Neuberger.[29] By this method, the parity-even part of the one-loop effective action
induced by the chiral fermions is indeed reguralized gauge-invariantly. But the parity-odd part is not
actually reguralized and, in particular, the part of gauge anomaly is indefinite. Therefore it is difficult to
see the cancellation of gauge anomaly unambiguously. The procedure to compute the chiral anomaly with
this method has been given by Aoki and the present author[97].
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basic question.4 5
It is known that a chiral gauge theory is a difficult case for numerical simulations
because the effective action induced by Weyl fermions has a non-zero imaginary part. But
in view of the recent studies of the simulation methods based on the complex Langevin
dynamics[158–193] and the complexified path-integration on Lefschetz thimbles[194–237],
it would be still interesting and even useful to develop a formulation of chiral lattice gauge
theories by which one can work out fermionic observables numerically as the functions of
link field with exact gauge invariance.
This article is organized as follows. In section 2, we introduce our lattice formulation of
SO(10) gauge theory with left-handed Weyl field in 16 at the classical level. In section 3, we
define the path-integral measures of the left-handed Weyl field and discuss its properties.
In section 4, we examine in detail the the saturation of the right-handed part of the fermion
measure by ’t Hooft vertices. In section 5, we discuss the cases of other anomalous and
anomaly-free chiral gauge theories. Section 6 is devoted to the discussions of the relations
to other approaches/proposals. In section 7, we conclude with a summary and discussions.
2 The SO(10) chiral lattice gauge theory with overlap Weyl fermions
In this section, we describe a construction of the SO(10) chiral gauge theory on the lattice
within the framework of chiral lattice gauge theories based on the lattice Dirac operator
satisfying the Ginsparg-Wilson relation [76, 77]. We assume a local, gauge-covariant lattice
Dirac operator D which satisfies the Ginsparg-Wilson relation. An explicit example of such
lattice Dirac operator is given by the overlap Dirac operator [24, 26], which was derived
from the overlap formalism [29–33, 40, 47–51]. In this case, our formulation is equivalent to
the overlap formalism for chiral lattice gauge theories6 or the domain wall fermion approach
[84, 87].
4See [98, 99, 128–138] for the former attempts to decouple the species-doublers/mirror-fermions by strong
Yukawa, Wilson-Yukawa and multi-fermion interactions. See also [139–149] for the original Mirror-fermion
approach using Wilson fermions.
5 The recent proposal by Grabowska and Kaplan[150–157] is “orthogonal” to the approaches discussed
in this paper. It is based on the original domain wall fermion by Kaplan[60], but coupled to the “five-
dimensional” link field which is obtained from the dynamical four-dimensional link field at the target wall
by the gradient flow toward the mirror wall. This choice of the “five-dimensional” link field makes possible
a chiral gauge coupling for the target and mirror walls, while keeping the system four-dimensional and
gauge-invariant. It is “orthogonal” in the sense that the authors do not try to decouple the massless-modes
at the mirror wall, but interpret them as physical degrees of freedom with very soft form factor caused by
the gradient flow, and that the authors do not try (do not need) to break explicitly the continuous global
symmetries with “would-be gauge anomalies” in the mirror-wall sector, which would be required if one would
try to decouple the mirror-modes as claimed by Eichten and Preskill and by the other authors[98, 100, 124].
6 The overlap formalism gives a well-defined partition function of Weyl fermions on the lattice, which
nicely reproduces the fermion zero mode and the fermion-number violating observables (’t Hooft vertices)
[52–54]. The gauge-invariant construction by Lüscher [76] provides a procedure to fix the ambiguity of
the complex phase of the overlap formula in a gauge-invariant manner for anomaly-free U(1) chiral gauge
theories.
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In the followings, we consider the four-dimensional lattice Λ of the finite size L and
choose lattice units a = 1:
Λ =
{
x = (x1, x2, x3, x4) ∈ Z4 | 0 ≤ xµ < L (µ = 0, 1, 2, 3)
}
. (2.1)
The unit vector in the directions µ(= 0, 1, 2, 3) are denoted as µˆ.
2.1 Gauge field of SO(10)
The gauge field of SO(10) is defined as the link field on the lattice Λ. The SO(10) link
variables are at first introduced in the (reducible) spinor representaion as the thirty-two
dimensional special unitary matrices, U(x, µ) ∈ Spin(10). The generators of Spin(10) are
given by Σab = − i4
[
Γa,Γb
]
, where {Γa | a = 1, 2, · · · , 10} form the Clifford algebra, ΓaΓb +
ΓbΓa = 2δab (a, b = 1, 2, · · · , 10). An explicit representation for {Γa | a = 1, 2, · · · , 10} is
given in the appendix B. The link variables are then parametrized as
U(x, µ) = eiθ
ab(x,µ)Σab/2 ∈ Spin(10). (2.2)
We require the admissibility condition on the gauge field,
‖1− P (x, µ, ν)‖ < , (2.3)
for all x, µ, ν, where the plaquette variables are defined by
P (x, µ, ν) = U(x, µ)U(x+ µˆ, ν)U(x+ νˆ, µ)−1U(x, ν)−1. (2.4)
This condition ensures that the overlap Dirac operator[24, 26], which is assumed to act on
the fermion fields in the spinor representations of SO(10), is a smooth and local function
of the gauge field if  < 1/30[28].
To impose the admissibility condition dynamically, we adopt the following action for
the gauge field:
SG =
1
g2
∑
x∈Γ
∑
µ,ν
tr{1− P˜ (x, µ, ν)}
[
1− tr{1− P˜ (x, µ, ν)}/102
]−1
, (2.5)
where the SO(10) link variables are represented in the defining representation as the ten-
dimensional special orthogonal matrices, U˜(x, µ) ∈ SO(10). The generators of SO(10) in
the defining representation are given by {Σ˜ab}cd = i(δacδbd − δadδbc) and the link variables
are represented with the same parameters as
U˜(x, µ) = eiθ
ab(x,µ)Σ˜ab/2 ∈ SO(10). (2.6)
2.2 Weyl field in 16-dimensional spinor representation of SO(10)
The left-handed Weyl field in the 16-dimensional (irreducible) spinor representation of
SO(10) is defined on the lattice Λ based on the Ginsparg-Wilson relation. First we in-
troduce a Dirac field on the lattice in the 16-dimensional spinor representation of SO(10),
ψ(x) = P+ψ(x), ψ¯(x) = ψ¯(x)P+, (2.7)
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where
P+ =
1 + Γ11
2
, Γ11 = −iΓ1Γ2 · · ·Γ10. (2.8)
We also introduce the overlap Dirac operator D acting on ψ(x) as
D =
1
2
(
1 +X
1√
X†X
)
, X = γµ
1
2
(∇µ −∇†µ)+ 12∇µ∇†µ −m0, (2.9)
where ∇µ is the covariant difference operator which acts on ψ(x) as ∇µψ(x) = U(x, µ)ψ(x+
µˆ)−ψ(x) and 0 < m0 < 2. Under the admissibility condition, D is a local, gauge-covariant
lattice Dirac operator. It also satisfies the Ginsparg-Wilson relation,
γ5D +Dγˆ5 = 0, (2.10)
where
γˆ5 ≡ γ5(1− 2D), (γˆ5)2 = I. (2.11)
Then we define the left-handed Weyl fermions in the 16-dimensional spinor representation
of SO(10) by the eigenstates of the chiral operators, γˆ5 for the field and γ5 for the anti-fields:
ψ−(x) = Pˆ−ψ(x), ψ¯−(x) = ψ¯(x)P+, (2.12)
where Pˆ± and P± are the chiral projection operators given by
Pˆ± =
(
1± γˆ5
2
)
, P± =
(
1± γ5
2
)
. (2.13)
We note that
[
Pˆ±,P±
]
= 0 and
[
P±,P±
]
= 0.
The action of the left-handed Weyl field in the 16-dimensional spinor representation of
SO(10) is given by
SW[ψ−, ψ¯−] =
∑
x∈Λ
ψ¯−(x)Dψ−(x) =
∑
x∈Λ
ψ¯(x)P+Dψ(x), (2.14)
where we note the relation P+DPˆ− = P+D. This action is manifestly invariant under the
SO(10) lattice gauge transformations. It is also invariant under the global U(1) transfor-
mation of the left-handed fields,
δαψ−(x) = iαψ−(x)
[
or δψ(x) = iα Pˆ−ψ(x)
]
, (2.15)
δαψ¯−(x) = −iα ψ¯−(x)
[
or δψ¯(x) = −iα ψ¯(x)P+
]
. (2.16)
This global U(1) symmetry is, as we will see below, broken due to the non-trivial trans-
formation property of the Weyl field path-integral measure and the non-vanishing vacuum
expectation values of ’t Hooft vertices,
T−(x) =
1
2
V a−(x)V
a
−(x), V
a
−(x) =
1
2
ψ−(x)Tiγ5CDTaψ−(x), (2.17)
T¯−(x) =
1
2
V¯ a−(x)V¯
a
−(x), V¯
a
−(x) =
1
2
ψ¯−(x)iγ5CDTa†ψ¯−(x)T, (2.18)
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in the topologically nontrivial sectors of the gauge field. Here Ta (a = 1, 2, · · · , 10) are the
operators acting on the SO(10) spinor space, Ta = CΓa. The explicit representations of C
and {Ta|a = 1, · · · , 10} are given in the appendix B. The action also possesses all required
transformation properties under lattice symmetries: translations, rotations, reflections and
charge conjugation. In particular, under P (space reflections) and C (charge conjugation)
the action is not invariant, while under CP the action is transformed into the same form,
but the definitions of the chiral projection for the fields and anti-fields are interchanged:
ψ−(x) = Pˆ−ψ(x) ⇒ ψ−(x) = P−ψ(x), (2.19)
ψ¯−(x) = ψ¯P+(x) ⇒ ψ¯−(x) = ψ¯{γ5Pˆ+γ5}(x). (2.20)
But the effective action of the gauge field turns out to be CP invariant. This CP transfor-
mation property of the model will be discussed below.
2.3 Topology of the SO(10) lattice gauge fields
The admissibility condition ensures that the overlap Dirac operator[24, 26] is a smooth and
local function of the gauge field [28]. Moreover, the Ginsparg-Wilson relation implies the
index theorem
IndexD = Trγ5(1−D). (2.21)
Then, through the lattice Dirac operator D, it is possible to define a topological charge of
the gauge fields [25, 30, 31, 33, 69]: for the admissible SO(10) gauge fields, one has
Q = −1
8
Trγ5(1−D) = −1
8
∑
x∈Γ
tr {γ5(1−D)} (x, x), (2.22)
where D(x, y) is the kernel of the lattice Dirac operator D. (Our convention for the gamma
matrices is such that γ0γ1γ2γ3γ5 = 1.) Then the admissible SO(10) gauge fields can be
classified by the topological numbers Q.7 We denote the space of the admissible SO(10)
gauge fields with a given topological charge Q by U[Q].
The instanton solutions of SU(2) gauge field can be embedded into the mutually com-
muting SU(2) subgroups of the Spin(10) gauge field. In such a case, the index counts
as
IndexD =
∑
SU(2)
mq, (2.23)
where q is the topological charge of the embedded instanton solution, and m is the multi-
plicity of the doublets (2s) of the embeding SU(2) subgroup, which is an integer multiple
of 4 for the sixteen-dimensional irreducible representation of Spin(10).
7 Strictly speaking, the complete topological classification of the space of admissible SO(10) gauge fields
is not known yet. We assume that it is classified with Q as in the continuum theory.
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3 Path Integration – a proposal for the gauge-invariant measure
3.1 Definition of the path integration measures
The path-integral measures for the link field and the Weyl field are formulated as follows.
For the link field U(x, µ), it is defined with the group-invariant Haar measure as usual:
D[U ] ≡
∏
x∈Λ
3∏
µ=0
dU(x, µ). (3.1)
For the Weyl field ψ−(x), ψ¯−(x), it is defined by using all the components of the original
Dirac field ψαs(x)(α = 1, · · · , 4; s = 1, · · · , 16) not as usual, but the right-handed part of
the measure is just saturated completely by inserting a suitable product of the ’t Hooft
vertexes in terms of the right-handed fields,
T+(x) =
1
2
V a+(x)V
a
+(x), V
a
+(x) =
1
2
ψ+(x)
Tiγ5CDT
aψ+(x), (3.2)
T¯+(x) =
1
2
V¯ a+(x)V¯
a
+(x), V¯
a
+(x) =
1
2
ψ¯+(x)iγ5CDT
a†ψ¯+(x)T. (3.3)
Namely, the Weyl field measure is defined as
D[ψ−]D[ψ¯−] ≡ D[ψ]D[ψ¯]
∏
x∈Λ
F (T+(x))
∏
x∈Λ
F (T¯+(x)), (3.4)
where
D[ψ]D[ψ¯] ≡
∏
x∈Λ
4∏
α=1
16∏
s=1
dψαs(x)
∏
x∈Λ
4∏
α=1
16∏
s=1
dψ¯αs(x), (3.5)
and F (w) is the certain function to represent the product of the ’t Hooft vertexes, T+(x)
and T¯+(x). The Weyl field measure so defined depends on the link field U(x, µ) through the
chiral projection Pˆ+ to define T+(x) in terms of the right-handed field ψ+(x) = Pˆ+ψ(x).
Note that we use the four-spinor notation in the definition of the ’t Hooft vertexes and the
factor Pˆ T+ iγ5CDTaEa(x)Pˆ+, not Pˆ T+{iγ5CDP+TaEa(x)}Pˆ+, appears for the field ψ+(x),
while P−iγ5CDTa†E¯a(x)P−T = P−{iγ5CDP−TTa†E¯a(x)}P−T for the anti-field ψ¯+(x).8
Our choice for F (w) is
F (w) ≡ 4! (z/2)−4I4(z)
∣∣∣
(z/2)2=w
= 4!
∞∑
k=0
wk
k!(k + 4)!
, (3.6)
where Iν(w) is the modified Bessel function of the first kind. It has the integral represen-
tation as
F (w)
∣∣∣
w=(1/2)uaua
= (pi5/12)−1
∫ 10∏
a=1
deaδ(
√
ebeb − 1) eecuc (3.7)
8This point is crucial for our proposal. If one includes the factor P+ in the definition of the ’t Hooft
operator for the field ψ+(x), one has PˆT+ iγ5CDP+TaEa(x)Pˆ+ = (1−D)T iγ5CDP+TaEa(x)(1 − D). The
factor (1−D) projects out the modes with the momenta pi(A)µ (A = 1, · · · , 15), where pi(1) ≡ (pi, 0, 0, 0), pi(2) ≡
(0, pi, 0, 0), · · · , pi(15) ≡ (pi, pi, pi, pi). This type of the operator cannot saturate the right-handed part of the
measure completely. Therefore it is not acceptable for our purpose. This point will be discussed later in
relation to other formulations. See section 6.
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and allows us to prove the CP invariance of the effective action of the lattice model, as
discussed bellow.9
The partition function of our lattice model for the SO(10) chiral Gauge theory is then
given as follows,
Z ≡
∫
D[U ] e−SG[U ]+ΓW [U ], (3.9)
where ΓW [U ] is the effective action induced by the path-integration of the Weyl field,
eΓW [U ] =
∫
D[ψ−]D[ψ¯−] e−SW [ψ−,ψ¯−]
≡
∫
D[ψ]D[ψ¯]
∏
x∈Λ
F (T+(x))
∏
x∈Λ
F (T¯+(x)) e
−SW [ψ−,ψ¯−]
=
∫
D[ψ]D[ψ¯]D[E]D[E¯] e−SW [ψ−,ψ¯−]+
∑
x∈Λ{Ea(x)V a+(x)+E¯a(x)V¯ a+(x)}[ψ+,ψ¯+].
(3.10)
In the last equation, the integral representation of F (w) is used and the path-integrations
over the SO(10)-vector real spin fields with unit length, Ea(x) and E¯a(x), are introduced:
D[E] =
∏
x∈Λ
(pi5/12)−1
10∏
a=1
dEa(x)δ(
√
Eb(x)Eb(x)− 1) (3.11)
D[E¯] =
∏
x∈Λ
(pi5/12)−1
10∏
a=1
dE¯a(x)δ(
√
E¯b(x)E¯b(x)− 1). (3.12)
Defined with all the components of the Dirac field ψ(x), ψ¯(x), the Weyl field measure is
manifestly invariant under the SO(10) gauge transformation. It also possesses all required
transformation properties under lattice symmetries: translations, rotations, reflections and
charge conjugation. As to the global U(1) fermion symmetry of the left-handed field ψ−(x),
ψ¯−(x), the fermionic measure transforms as
δαD[ψ−]D[ψ¯−] = −i
∑
x∈Γ
α(x)tr{Pˆ− − P+}(x, x)×D[ψ−]D[ψ¯−] (3.13)
with a local parameter α(x), and it gives rise to the non-trivial chiral anomaly in the U(1)
Ward-Takahashi relation. One may consider the similar global U(1) fermion symmetry of
the right-handed field ψ+(x), ψ¯+(x), but it is broken explicitly by the ’t Hooft vertexes,
T+(x) and T¯+(x), down to Z4 × Z4, one Z4 for the field ψ+(x) and the other Z4 for the
9One possible choice for F (w) is simply F (w) = ew =
∑∞
k=0
wk
k!
. It also has the integral representation,
F (w)
∣∣∣
w=(1/2)uaua
= (2pi)−5
∫ 10∏
a=1
dxa e−(1/2)x
cxc+xcuc (3.8)
In this case, however, we do not succeed yet in proving the CP invariance of the effective action of the
lattice model.
– 9 –
anti-field ψ¯+(x). The reason for the two independent Z4 is that the bilinear kinetic term of
the right-handed field,
∑
x∈Λ ψ¯+(x)Dψ+(x), is not introduced here. Conversely, this Z4 ×
Z4 symmetry prohibits such bilinear terms of the right-handed field to appear, as long as
it is not broken spontaneously.
3.2 Chiral determinant and ’t Hooft-vertex pfaffians
The path-integral weight for the effective action defined by eq. (3.10) consists of SW [ψ−, ψ¯−],
the action of the left-handed fields, and
∑
x∈Λ{Ea(x)V a+(x) + E¯a(x)V¯ a+(x)}[ψ+, ψ¯+], the ’t
Hooft vertex terms of the right-handed fields. These two terms can be written in terms of
the Dirac fields ψ(x), ψ¯(x), as follows:
SW [ψ−, ψ¯−]−
∑
x∈Λ
{Ea(x)V a+(x) + E¯a(x)V¯ a+(x)}[ψ+, ψ¯+]
=
1
2
∑
x∈Λ
(
ψT ψ¯
)
(x)
(
−Pˆ T+ iγ5CDTaEaPˆ+ −Pˆ T−DTP T+
P+DPˆ− −P−iγ5CDTa†E¯aP T−
)(
ψ
ψ¯T
)
(x).
(3.14)
Then the path-integration of the fermion fields with the Dirac field measure D[ψ]D[ψ¯] gives
rise to the pfaffian of the above gauge-covariant anti-symmetric operator,
pf
(
−Pˆ T+ iγ5CDTaEaPˆ+ −Pˆ T−DTP T+
P+DPˆ− −P−iγ5CDTa†E¯aP T−
)
. (3.15)
This pfaffian factorises into the chiral determinant of the left-handed fields and the ’t
Hooft-vertex pfaffians of the right-handed fields in the chiral bases for the field ψ(x) and
the anti-field ψ¯(x) where γˆ5 and γ5 are diagonalized, respectively. One can introduce the
four-spinor vectors of the chiral bases as
P+ ⊗ Pˆ+ui(x) = ui(x) (i = 1, · · · , n/2− 8Q); (ui, uj) = δij , (3.16)
P+ ⊗ Pˆ−vi(x) = vi(x) (i = 1, · · · , n/2 + 8Q); (vi, vj) = δij , (3.17)
u¯k(x)P− ⊗ P+ = u¯k(x) (k = 1, · · · , n/2); (u¯k, u¯l) = δkl, (3.18)
v¯k(x)P+ ⊗ P+ = v¯k(x) (k = 1, · · · , n/2); (v¯k, v¯l) = δkl (3.19)
in the given topological sector U[Q], where n = dimΛ×4×16. The basis vectors ui(x) and
vi(x) depend on the gauge field through the chiral projectors Pˆ±, while the basis vectors
u¯k(x) and v¯k(x) can be chosen so that they are independent of the gauge field. For example,
u¯k(x)αs = δxx′δα,σ+2δst for k = {x′ ∈ Λ;σ = 1, 2; t = 1, · · · , 16} and v¯k(x)αs = δxx′δασδst
for k = {x′ ∈ Λ;σ = 1, 2; t = 1, · · · , 16}, assuming γ5 = diag(1, 1,−1,−1). One can always
choose the bases of the Dirac fields, {uj(x), vj(x)}, and {u¯k(x), v¯k(x)}, so that the jacobian
factors, det(uj(x), vj(x)), and det(u¯j(x), v¯j(x)), are unity independent of the gauge field.
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In this choice of the chiral bases, the pfaffian can be evaluated as
pf
(
−Pˆ T+ iγ5CDTaEaPˆ+ −Pˆ T−DTP T+
P+DPˆ− −P−iγ5CDTa†E¯aP T−
)
= pf

−(uT iγ5CDTaEau) 0 0 0
0 0 0 −(vTDT v¯T )
0 0 −(u¯ iγ5CDTa†E¯au¯T ) 0
0 (v¯Dv) 0 0
 (3.20)
= det(v¯Dv)× pf(uT iγ5CDTaEau)× pf(u¯ iγ5CDTa†E¯au¯T ), (3.21)
where the matrices (v¯Dv), (uT iγ5CDTaEau) and (u¯ iγ5CDTa†E¯au¯T) are given by
(v¯Dv)ki ≡
∑
x∈Λ
v¯k(x)Dvi(x) (k = 1, · · · , n/2; i = 1, · · · , n/2 + 8Q),
(3.22)(
uTiγ5CDT
aEau
)
ij
≡
∑
x∈Λ
ui(x)
Tiγ5CDT
aEa(x)uj(x)
(i, j = 1, · · · , n/2− 8Q), (3.23)
(
u¯iγ5CDT
a†E¯au¯T
)
kl
≡
∑
x∈Λ
u¯k(x)iγ5CDT
a†E¯a(x)u¯l(x)T
(k, l = 1, · · · , n/2), (3.24)
and (uT iγ5CDTaEau) and (u¯ iγ5CDTa†E¯au¯T) are anti-symmetric complex matrices.
Therefore, the effective action eq. (3.10) is now given by
eΓW [U ] = det(v¯Dv) ×
∫
D[E] pf(uT iγ5CDT aEau)
∫
D[E¯] pf(u¯ iγ5CDTa†E¯au¯T ).
(3.25)
Thus the effective action ΓW [U ], with our definition of the Weyl field measure eq. (3.4), has
the extra factor of logarithm of the pfaffians, pf(uT iγ5CDTaEau) and pf
(
u¯ iγ5CDT
a†E¯au¯T
)
,
integrated over the auxiliary spin fields in addition to the usual effective action given by
the logarithm of the chiral determinant, ln det(v¯Dv) [30–32] [76, 77].
The first factor in the r.h.s. of eq. (3.25) is nothing but the chiral determinant in
the overlap formalism.[30–32] In the weak gauge-coupling limit, the matrix (v¯Dv) shows
the massless singularity associated with the free left-handed Weyl field. With the periodic
boundary condition, in particular, (v¯Dv) is not invertible because there appear the zero
modes in the eigenvalues of D, which have zero index n+−n− = 0. In the topologically non-
trivial sectors, the matrix (v¯kDvi) is not a square matrix and det(v¯Dv) vanishes identically.
This is due to the appearance of the chiral zero modes with a non-trivial index n+ − n− =
−8Q 6= 0. These zeromodes, saturated by the insetion of the ’t Hooft vertices in terms
of the left-handed fields T−(x), T¯−(x) given by eqs. (2.17) and (2.18), give rise to the
non-vanishing vacuum expectation values of the ’t Hooft vertices and break the global U(1)
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fermion symmetry. These are the robust results of the overlap formalism/the index theorem
followed from the Ginsparg-Wilson relation[30–32][25].10
As to the second and third factors, on the other hand, we note that the first matrix
(uT iγ5CDT
aEau) changes its size as n/2− 8Q depending on the topological charge Q, but
remains to be a square matrix, while the second one (u¯ iγ5CDTa†E¯au¯T) is the square matrix
of the fixed size n/2. Therefore the pfaffians of these matrices do not vanish identically in
general in any topological sector U[Q]. And the path-integration of the pfaffians over the
spin fields Ea(x) and E¯a(x) gives a certain non-zero functional of the admissible link field
U(x, µ), as we will discuss more in detail in the following sections 3.4 and 4. We refer this
fact as “saturation of the right-handed part of the fermion measure by the ’t Hooft vertices”.
This result on the saturation of the right-handed part of the measure is in sharp con-
trast to that on the left-handed part of the measure, which gives rize to the chiral deter-
minant. Thanks to this result, the total Weyl field measure defined by eqs. (3.4) and (3.5)
reproduces the correct zero-modes associated with only the left-handed Weyl fields in any
topologically non-trivial sectors U[Q], while it is manifestly gauge-invariant and there is
no phase-ambiguity which depends on the gauge field due to the choice of the chiral basis
vectors. We hope that the above result on the saturation of the right-handed part of the
measure for the anomaly-free multiplet of 16 of SO(10) is another robust property of the
overlap fermion/the Ginsparg-Wilson relation. The schematic picture of our SO(10) model
is shown in fig. 1 in terms of the overlap formalism[30–32].
3.3 The Weyl field measure in terms of chiral basis
In the definition of the Weyl field measure, eqs. (3.4) and (3.5), the part of the Dirac
field measure, D[ψ]D[ψ¯], may be formulated in chiral components by using the chiral bases
defined with the chiral projectors Pˆ± and P±. In the given topological sector U[Q], it reads
D?[ψ−]D?[ψ¯−]D?[ψ+]D?[ψ¯+] =
n/2+8Q∏
j=1
dcj
n/2∏
k=1
dc¯k
n/2−8Q∏
j=1
dbj
n/2∏
k=1
db¯k, (3.26)
where n = dimΛ × 4 × 16 and {cj , c¯k} and {bj , b¯k} are the Grassmann coefficients in the
expansion of the chiral component fields,
ψ−(x) =
∑
j
vj(x)cj , ψ¯−(x) =
∑
k
c¯kv¯k(x), (3.27)
10 It has been known that there is a problem about the fermion number violation[238, 239] in the gauge-
fixing approach to construct chiral lattice gauge theories. (See [19] and references there in.) In the gauge-
fixing approach, to remove the species doublers, one uses non-gauge-covariant Wilson terms for the pairs of
the target (left-handed) Weyl fermions and the spectator (right-handed) Weyl fermions. But the action and
the path-integral measure of the Wilson fermions are invariant exactly under the vector-like fermion number
symmetry, and this causes a problem in describing the process of fermion number violation[238, 239]. One
needs, as shown by Golterman and Shamir in [240], to introduce the explicit symmetry-breaking term such
as the non-gauge-invariant Majorana mass term for the target (left-handed) fermions to reproduce the non-
vanishing vacuum expectation values of ’t Hooft vertex operators. In [240], the case of the SO(10) chiral
gauge theory was considered and the semi-classical continuum limit of the lattice model was examined for
the background gauge fields with a SU(2) instanton solution embedded in all possible ways consistent with
the SO(10) global symmetry.
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Figure 1. The schematic picture of the SO(10) model in terms of the overlap formalism
ψ+(x) =
∑
j
uj(x)bj , ψ¯+(x) =
∑
k
b¯ku¯k(x), (3.28)
in terms of the chiral orthonormal bases defined by eqs. (3.16) and (3.18).[76, 77] Since
the original measure D[ψ]D[ψ¯] does not depend on the gauge field, it follows that one
can always choose the basis of the Dirac field, {uj(x), vj(x)}, so that the jacobian factor,
det(uj(x), vj(x)), is independent of the gauge field. For the infinitesimal variation of the
link field δηU(x, µ) = iηµ(x)U(x, µ), this condition is given by∑
j
(uj , δηuj) +
∑
j
(vj , δηvj) = 0. (3.29)
Adjusting the overall constant phase factors of the Jacobian as det(uj(x), vj(x)) = 1, one
obtains
D?[ψ−]D?[ψ¯−]D?[ψ+]D?[ψ¯+] = D[ψ]D[ψ¯]. (3.30)
Using this chiral decomposition of D[ψ]D[ψ¯] and the integral representation of F (w),
the Weyl field measure eq. (3.4) now reads in the factorized form,
D[ψ−]D[ψ¯−] = D?[ψ−]D?[ψ¯−] ×D?[ψ+]D?[ψ¯+]
∏
x∈Λ
F (T+(x))
∏
x∈Λ
F (T¯+(x))
= D?[ψ−]D?[ψ¯−] ×
D?[ψ+]D?[ψ¯+]
∫
D[E]D[E¯] e
∑
x∈Λ{Ea(x)V a+(x)+E¯a(x)V¯ a+(x)}[ψ+,ψ¯+].
(3.31)
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Moreover, using the chiral bases, ’t Hooft vertex terms of the right-handed fields ψ+(x), ψ¯+(x)
are written as follows,∑
x∈Λ
{Ea(x)V a+(x)}[ψ+] =
∑
i,j
1
2
bi(u
T iγ5CDT
aEau)ijbj , (3.32)
∑
x∈Λ
{E¯a(x)V¯ a+(x)}[ψ¯+] =
∑
k,l
1
2
b¯k(u¯ iγ5CDT
a†E¯au¯T)klb¯l. (3.33)
Then the path-integration over the right-handed fields ψ+, ψ¯+ can be performed explicitly
as
D[ψ−]D[ψ¯−] = D?[ψ−]D?[ψ¯−] ×∫
D[E] pf(uT iγ5CDTaEau) ∫ D[E¯] pf(u¯ iγ5CDTa†E¯au¯T),
(3.34)
where the symbol pf stands for the pfaffians of these anti-symmetric matrices. Thus, in our
definition of the Weyl field measure eq. (3.4), the insertion of the product of the ’t Hooft
vertexes in terms of the right-handed fields, T+(x) and T¯+(x), adds the extra factors of the
pfaffians integrated over the auxiliary spin fields to the usual definition of the (left-handed)
Weyl field measure, D?[ψ−]D?[ψ¯−] =
∏n/2+8Q
j=1 dcj
∏n/2
k=1 dc¯k [76, 77].
As we mentioned before, the first matrix (uT iγ5CDTaEau) given by eq. (3.23) changes
its size as n/2 − 8Q depending on the topological charge Q, but remains to be a square
matrix, while the second one (u¯ iγ5CDTa†E¯au¯T) given by eq. (3.24) is the square matrix
of the fixed size n/2. Therefore these pfaffians do not vanish identically in general in any
given topological sector U[Q], and the path-integration of the pfaffians over the spin fields
Ea(x) and E¯a(x) gives a certain non-zero functional of the admissible link field U(x, µ), as
we will argue in the following sections 3.4 and 4.
3.4 Saturation of the right-handed part of the fermion measure by ’t Hooft
vertices
The pfaffian of the second matrix eq. (3.24) turns out to be unity. This is because the
matrix is represented as
(u¯iγ5CDT
a†E¯au¯T)kl = i σσ′δxx′
(
Ta†P+
)
tt′E¯
a(x′) (3.35)
for k = {x, σ, t} and l = {x′, σ′, t′}, in the bases γ5 = diag(1, 1,−1,−1), u¯k(x)αs =
δxx′δασ+2δst for k = {x′ ∈ Λ;σ = 1, 2; t = 1, · · · , 16}. Then the pfaffian of the matrix
is evaluated as
pf
(
u¯iγ5CDT
aE¯au¯T
)
=
∏
x
det
(
P− + P+iTa†E¯a(x)
)
=
∏
x
det
(
i Tˇa†E¯a(x)
)
=
∏
x
det
(
iCˇ†[E10(x) + iΓˇa
′
E¯a
′
(x)]
)
= 1. (3.36)
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Note that det(iCˇ†) and det
(
[E10(x) + iΓˇa
′
E¯a
′
(x)]
)
are both equal to +1 and the latter, in
particular, is independent of E¯a(x). Then the path-integration over E¯a(x) simply gives
∫
D[E¯] pf(u¯ iγ5CDTa†E¯au¯T) = 1. (3.37)
Thus the measure of the right-handed anti-field, D?[ψ¯+], is indeed saturated completely by
inserting the product of the ’t Hooft vertex T¯+(x)[ψ¯+]. This is actually the known result
which was first shown by Eichten and Preskill in [98], where the effects of the generalized
Wilson-terms were studied in the strong coupling limit. In fact, our result reads
∫
D?[ψ¯+]F
(
T¯+(x)[ψ¯+]
)
=
∫ ∏
x∈Λ
4∏
α=3
16∏
s=1
dψ¯αs(x)
∏
x∈Λ
4!
8!12!
{
1
23
ψ¯(x)P−iγ5CDTa†ψ¯(x)T ψ¯(x)P−iγ5CDTa†ψ¯(x)T
}8
= 1, (3.38)
and it provides the explicit normalization for the constant in the result there[98].
The pfaffian of the first matrix eq. (3.23), on the other hand, is a complex number in
general, which depends on the spin field Ea(x) as well as the link field U(x, µ). We do not
have a rigorous proof so far that the path-integration of the pfaffian over Ea(x) is non-zero
for any admissible link fields. But there are typical examples of link field configurations
where one can argue that it is indeed the case. Those include the case in the weak gauge-
coupling limit where the link variables are set to unity, U(x, µ) = 1, and the cases of the
SU(2)(=Spin(3)) link fields with non-zero topological charges Q(6= 0), which represent the
non-trivial topological sectors U[Q]. These cases will be discussed further in detail in the
following section 4.
In summary, the effective action ΓW [U ] is obtained in the chiral basis as follows.
eΓW [U ] =
∫
D[ψ−]D[ψ¯−] e−SW [ψ−,ψ¯−]
≡
∫
D[ψ]D[ψ¯]
∏
x∈Λ
F (T+(x))
∏
x∈Λ
F (T¯+(x)) e
−SW [ψ−,ψ¯−]
=
∫
D?[ψ−]D?[ψ¯−]D?[ψ+]D?[ψ¯+]D[E]D[E¯] ×
e−SW [ψ−,ψ¯−]+
∑
x∈Λ{Ea(x)V a+(x)+E¯a(x)V¯ a+(x)}[ψ+,ψ¯+]
= det(v¯Dv)
∫
D[E] pf(uT iγ5CDTaEau). (3.39)
For later convenience, we introduce the abbreviation
〈 · · · 〉
F
for the path-integration of
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only the fermion fields and the spin fields with the link field fixed as a background field:〈O〉
F
≡
∫
D[ψ−]D[ψ¯−] e−SW [ψ−,ψ¯−]O
=
∫
D[ψ]D[ψ¯]
∏
x∈Λ
F (T+(x))
∏
x∈Λ
F (T¯+(x)) e
−SW [ψ−,ψ¯−]O
=
∫
D[ψ]D[ψ¯]D[E]D[E¯] e−SW [ψ−,ψ¯−]+
∑
x∈Λ{Ea(x)V a+(x)+E¯a(x)V¯ a+(x)}[ψ+,ψ¯+]O.
(3.40)
We also use the abbreviation
〈 · · · 〉
E
and
〈 · · · 〉′
E
for the path-integration of the spin field
Ea(x): 〈O〉
E
≡
∫
D[E] pf(uT iγ5CDT aEau)O, (3.41)〈O〉′
E
≡
∫
D[E]O. (3.42)
With these abbreviations, the effective action eq. (3.39) reads
eΓW [U ] =
〈
1
〉
F
[U ]
= det(v¯Dv)
〈
1
〉
E
[U ]
= det(v¯Dv)
〈
pf(uT iγ5CDT
aEau)
〉′
E
[U ] . (3.43)
3.5 CP invariance
We define CP transformation as
U(x, µ) −→ U(x, µ)CP =
(
U(xP , 0)∗, U(xP − kˆ, k)∗−1
)
, (3.44)
ψ(x) −→ ψ(x)CP = +(Pγ0)−1C−1D ψ¯(x)T , (3.45)
ψ¯(x) −→ ψ¯(x)CP = −ψ(x)T CDPγ0, (3.46)
Ea(x) −→ Ea(x)CP = (−1)a E¯a(xP ) (a = 0, 1, · · · , 9), (3.47)
wherer P : x −→ xP ≡ (x0,−xk). Then, the overlop Dirac operator obeys the CP-
conjugation relation,
D[UCP ] = (Pγ0)−1C−1D D[U ]TCD Pγ0 (3.48)
= (Pγ0)−1(γ5CD)−1D[U ]∗γ5CD Pγ0, (3.49)
and accordingly, the chiral projection operators satisfy the CP-conjugation relations given
by
Pˆ±[UCP ] = (Pγ0)−1(γ5CD)−1Pˆ∓[U ]Tγ5CDPγ0, (3.50)
P± = (Pγ0)−1(γ5CD)−1P T∓γ5CDPγ0. (3.51)
Under the CP transformation, the action of the left-handed fields, ψ−(x) and ψ¯−(x), is
transformed as
SW =
∑
x∈Λ
ψ¯(x)P+Dψ(x) −→ S′W =
∑
x∈Λ
ψ¯(x)DP−ψ(x), (3.52)
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while the ’t Hooft vertices of the right-handed fields, ψ+(x) and ψ¯+(x), are transformed as
T+(x) =
1
2
V a+(x)V
a
+(x), V
a
+(x) =
1
2
ψT(x)Pˆ T+ iγ5CDT
aPˆ+ψ(x)
−→ T ′+(x) =
1
2
V
′a
+ (x)V
′a
+ (x), V
′a
+ (x) = (−1)a
1
2
ψ¯(x){γ5Pˆ−γ5}iγ5CDTa†{γ5Pˆ−γ5}T ψ¯(x)T ,
(3.53)
T¯+(x) =
1
2
V¯ a+(x)V¯
a
+(x), V¯
a
+(x) =
1
2
ψ¯(x)P−iγ5CDTa†E¯aP T− ψ¯(x)
T
−→ T¯ ′+(x) =
1
2
V¯
′a
+ (x)V¯
′
+a(x), V¯
′a
+ (x) = (−1)a
1
2
ψT(x)P+
T iγ5CDT
aP+ψ(x). (3.54)
Therefore, in our model, CP invariance is not manifest[32, 241–243]. Instead, the definition
of the chiral projection for the fields and anti-fields are interchanged as
ψ−(x) = Pˆ−ψ(x) ⇒ ψ−(x) = P−ψ(x), (3.55)
ψ¯−(x) = ψ¯P+(x) ⇒ ψ¯−(x) = ψ¯{γ5Pˆ+γ5}(x). (3.56)
ψ+(x) = Pˆ+ψ(x) ⇒ ψ+(x) = P+ψ(x), (3.57)
ψ¯+(x) = ψ¯P−(x) ⇒ ψ¯+(x) = ψ¯{γ5Pˆ−γ5}(x). (3.58)
This transformation property implies immediately that the fermion expectation value〈
1
〉
F
[U ](= eΓW [U ]) is trasformed in the following manner.
〈
1
〉
F
[
U
]
= det(v¯Dv)
∫
D[E] pf(uT iγ5CDT aEau)
−→ 〈1〉
F
[
UCP
]
= det(u†γ5Dγ5u¯†)
∫
D[E¯] pf(v†γ5iγ5CDT a†E¯aγ5v∗)
=
{
det(u¯Du)
∫
D[E] pf(vT iγ5CDT aEav)
}∗
. (3.59)
Therefore a necessary and sufficient condition for the CP invariance of the effective action,
ΓW [U
CP ] = ΓW [U ], is formulated by the following identity,
det(v¯Dv)
∫
D[E] pf(uT iγ5CDT aEau) =
{
det(u¯Du)
∫
D[E] pf(vT iγ5CDT aEav)
}∗
.
(3.60)
Here we assume that the (background) link field is in the topologically trivial sector, where〈
1
〉
F
[U ] is not vanishing and the effective action is well-defined.
To prove the identity eq. (3.60), we consider the two unitary matrices of the size
n(= dimΛ× 4× 16) defined by(
(u¯u) (u¯v)
(v¯u) (v¯v)
)
, (3.61)((
uT iγ5CDT
aEau
) (
uT iγ5CDT
aEav
)(
vT iγ5CDT
aEau
) (
vT iγ5CDT
aEav
) ) , (3.62)
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where {uj , vj} and {u¯j , v¯j} consist the complete orthonormal bases of the Dirac fields ψ(x)
and ψ¯(x), respectively (cf. [32]). One can choose the bases so that the determinant of the
first matrix is unity, while the determinant of the second one is unity independent of the
choice. Note that (u¯u) = (u¯Du) and (v¯v) = (v¯Dv). Note also that the second matrix is
unitary because of the constraint on the spin field, Ea(x)Ea(x) = 1. If a unitary matrix U
has the block structure as
U =
(
N O
P M
)
, (3.63)
where N and M are non-singular square matrices, it follows that
detU = detN × det (M − PN−1O)
= detN/detM †. (3.64)
In the second equality, the relations N−1 = −P †(M †)−1O−1 and MM † + PP † = 1 are
used, which follow from the unitarity of U . This result implies that
det(v¯Dv) =
{
det(u¯Du)
}∗
, (3.65)
pf(uT iγ5CDT
aEau) = ±{pf(vT iγ5CDT aEav)}∗. (3.66)
The signature in the second result is the constant independent of the link field and the
spin field, and it can be fixed at U(x, µ) = 1 and Ea(x) = δa10 to be +1. Since the path-
integration over the real spin field commute with the complex conjugation, the identity
eq. (3.60) now follows.
Therefore, we have 〈
1
〉
F
[
UCP
]
=
〈
1
〉
F
[
U
]
, (3.67)
and the effective action is indeed CP invariant[32],
ΓW [U
CP ] = ΓW [U ]. (3.68)
Thus the Weyl field measure defined by eqs. (3.4) and (3.5) respects the CP symmetry.
3.6 Schwinger-Dyson equations and Correlation functions
The Schwinger-Dyson equations for the link field and the Weyl field can be derived from
the path-integral definition of the partition function, eqs. (3.9) and (3.10). With respect
to the local variation of the link field, δηU(x, µ) = iηµ(x)U(x, µ), the simplest non-trivial
example is given by〈[
− δηSG[U ]−
∑
x∈Λ
ψ¯(x)P+δηDψ(x) +
∑
x∈Λ
ψTPˆ T+ iγ5CDT
aEaδηPˆ+ψ(x)
]〉
= 0,
(3.69)
The operators in the bracket [· · · ] in the l.h.s. are all the local operators with respect to
the variation point x and therefore the equation of motion is local. We note that the third
term comes from the link field dependence of the Weyl field measure. With respect to the
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local variations of the fermion fields δψ(x), δψ¯(x) and of the spin field δEa(x), one can
derive the following non-trivial examples.〈
ψ(y)
[
ψ¯P+D(x)− ψTPˆ T+ iγ5CDTaEaPˆ+(x)
] 〉
F
= δxy
〈
1
〉
F
, (3.70)〈[
P+Dψ(x)− P−iγ5CDTa†E¯aP−T ψ¯T(x)
]
ψ¯(y)
〉
F
= δxy
〈
1
〉
F
, (3.71)
1
2
〈
ψTPˆ T+ iγ5CDC[Σbc,Γ
a]Ea(x)Pˆ+ψ
〉
F
= 0. (3.72)
The first two equations can be decomposed into the chiral components by noting P+D =
DPˆ− and δxy = (P+ + P−)δxy = Pˆ+(x, y) + Pˆ−(x, y). We finally obtain〈
ψ−(x) ψ¯−(y)
〉
F
= Pˆ−D−1P+(x, y)
〈
1
〉
F
, (3.73)〈
ψ+(y)
[
ψT+iγ5CDT
aEaPˆ+(x)
] 〉
F
= −Pˆ+(y, x)
〈
1
〉
F
, (3.74)〈[
P−iγ5CDTa†E¯aψ¯T+(x)
]
ψ¯+(y)
〉
F
= −P−δxy
〈
1
〉
F
, (3.75)
assuming that D is invertible.
As long as
〈
1
〉
F
is finite and well-defined, these results imply the following facts
about the particle spectrum in the channel of the 16 representation of SO(10) symmetry:
the left-handed fields ψ−(x), ψ¯−(x) support the massless Weyl fermions and have long-
range correlations, while the right-handed fields ψ+(x), ψ¯+(x) are decoupled each other
and have short-range correlations of order the several lattice spacings with the compos-
ite operators
[
ψT+iγ5CDT
aEaPˆ+(x)
]
and
[
P−iγ5CDTa†E¯aψ¯T+(x)
]
, respectively.[28] As to
the right-handed field ψ+(x), however, the information of yet another correlation function〈
ψ+(y)
[
ψT+iγ5CDT
aEaPˆ−(x)
] 〉
F
is also required before deducing a definite conclusion.
3.7 Gauge field dependence of the Weyl field measure – Locality issue remain-
ing
The variation of the effective action ΓW [U ] w.r.t. the link field can be derived from the
path-integral definition eq. (3.10) as follows.
δηΓW [U ] =
〈
−
∑
x∈Λ
ψ¯(x)P+δηDψ(x) +
∑
x∈Λ
ψT(x)Pˆ T+ iγ5CDT
aEaδηPˆ+ψ(x)
〉
F
/〈
1
〉
F
= Tr
{
P+δηD
〈
ψ−ψ¯−
〉
F
}/〈
1
〉
F
− Tr{δηPˆ+〈ψ+[ψT+iγ5CDTaEa]〉F}/〈1〉F .
(3.76)
The first term can be rewritten further using the result of the two-point correlation function
of the left-handed fields eq. (3.73) as
Tr
{
P+δηD
〈
ψ−ψ¯−
〉
F
}/〈
1
〉
F
= Tr{P+δηDD−1}. (3.77)
It is identified as the physical contribution of the left-handed Weyl fermions. The second
term, on the other hand, represents the gauge field dependence of the Weyl field measure
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eq. (3.4) through the right-handed ’t Hooft vertices. It replaces the measure term −iLη =∑
j(vj , δηvj)[76, 77]. So we denote this term with −iTη,
− iTη ≡ −Tr
{
δηPˆ+
〈
ψ+
[
ψT+iγ5CDT
aEa
]〉
F
}/〈
1
〉
F
. (3.78)
Then the variation of the effective action is written as
δηΓW [U ] = Tr{P+δηDD−1} − iTη. (3.79)
For the gauge transformation, δηU(x, µ) = i{ω(x)U(x, µ) − U(x, µ)ω(x + µˆ)} and
ηµ(x) = ω(x) − U(x, µ)ω(x + µˆ)U(x, µ)−1 = −Dµω(x), the first term gives the gauge
anomaly term,
Tr{P+δηDD−1}
∣∣
ηµ=−Dµω = −iTr{ωγ5D}, (3.80)
where, in the weak gauge-coupling expansion, the leading non-trivial term is vanishing
because of the anomaly cancellation condition for the 16-dimensional (irreducible) spinor
representation of SO(10), Tr
{
P+Σa1b1 [Σa2b2Σa3b3 +Σa3b3Σa2b2 ]
}
= 0. The second term gives
−iTη
∣∣
ηµ=−Dµω = −iTr
{
[ω, Pˆ+]
〈
ψ+
[
ψT+iγ5CDT
aEa
]〉
F
}/〈
1
〉
F
=
(
− i 1
2
Tr
{〈
ψ+
[
ψT+iγ5CDC[Γ
a, ω]Ea
]〉
F
}
+iTr
{〈
ψ+
[
ψT+iγ5CDT
aEaPˆ+
]〉
F
ω
})/〈
1
〉
F
= +iTr{ωγ5D}, (3.81)
where the Schwinger-Dyson equations eqs. (3.72) and (3.74) are used at the last equality.
Thus we can check that the effective action is gauge-invariant.
The measure term −iTη is required to be a smooth and local function of the link field
variables, since it appears as an operator of the link field in the Schwinger-Dyson equation
w.r.t. the link field, eq. (3.69). In the weak gauge-coupling expansion, in particular, the
vertex functions are derived from this term as
−iTη =
∞∑
m=0
(ig)1+m
V 1+mm!
∑
k,p1,··· ,pm
η˜abµ (−k)Caba1b1···ambmµν1···νm (k, p1, · · · , pm) ×
A˜a1b1ν1 (p1) · · · A˜ambmνm (pm) (3.82)
and they are required to be analytic w.r.t. the external momenta. Since the gauge field
dependence of the Weyl field measure is induced by the path-integrations of the right-
handed Weyl field ψ+(x) and the spin field Ea(x), it is required at least that these fields
have short range correlations with the correlation lengths of order the lattice spacing.
A necessary and sufficient condition for this requirement is that the corrlation function〈
ψ+(x)
[
ψT+iγ5CDT
aEa(y)
]〉
F
is the smooth function of the (background) link field vari-
ables and it satisfies the locality bound,∥∥〈ψ+(x)[ψT+iγ5CDTaEa(y)]〉F/〈1〉F∥∥ ≤ C |x− y|σ e−|x−y|/ξ (3.83)
for certain constants C > 0, σ > 0 and ξ > 0 and the similar bounds for its variations
w.r.t. the link field. (cf. [28]) We note that the above condition is satisfied by the part
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〈
ψ+(x)
[
ψT+iγ5CDT
aEaPˆ+(y)
]〉
because of eq. (3.74) and is therefore about the part of〈
ψ+(x)
[
ψT+iγ5CDT
aEaPˆ−(y)
]〉
. The locality range ξ then determines the effective cutoff
scale Λ of the lattice model as Λ = pi(ξa)−1.
This question is of not quite dynamical but non-perturbative nature in our model,
involving the path-integration of the spin field Ea(x) with the weight pf(uT iγ5CDT aEau)
which is complex in general. And we do not have yet a rigorous proof on the smoothness
and locality of the measure term for any admissible link fields. But this question is well-
defined. It can be addressed in the weak gauge-coupling limit at least because the pfaffian
pf(uT iγ5CDT
aEau) is positive semi-definite in this case, as we will argue in the following
section, and Monte Carlo methods are applicable to evaluate the correlation functions and
the vertex functions. We leave this important and interesting question for our future study.
For later use, we express the measure term −iTη in terms of the chiral basis, although
it does not actually depend on the choice of the basis. For this, we first note that the
correlation function
〈
ψ+(x)
[
ψT+iγ5CDT
aEa(y)
]〉
F
is written explicitly in the chiral basis as〈
ψ+(x)
[
ψT+iγ5CDT
aEa(y)
]〉
F
= −〈ui(x)(uT iγ5CDT aEau)−1ij (uTj (y)iγ5CDT aEa(y)〉E/〈1〉E . (3.84)
Then the measure term −iTη can be also expressed in terms of the chiral basis as
−iTη ≡ −Tr
{
δηPˆ+
〈
ψ+
[
ψT+iγ5CDT
aEa
]〉
F
}/〈
1
〉
F
=
〈
Tr{(uT iγ5CDT aEaδηPˆ+u)(uT iγ5CDT aEau)−1}
〉
E
/〈
1
〉
E
. (3.85)
In this respect, we find it interesting to see that such quantity like the integral of pfaffian∫ D[E] pf(uT iγ5CDT aEau) can reproduce the gauge anomaly term, iTr{ωγ5D}, besides
the chiral determinant det(v¯Dv) when the anomaly cancellation condition is fulfilled. The
variation of the integral of pfaffian is evaluated as
δη ln
{∫ D[E] pf(uT iγ5CDT aEau)}
=
∑
j
(uj , δηuj) +
〈
Tr{(uT iγ5CDT aEaδηPˆ+u)(uT iγ5CDT aEau)−1}
〉
E
/〈
1
〉
E
=
∑
j
(uj , δηuj)− iTη. (3.86)
The first term in the r.h.s. is followed from the property of the pfaffian as pf{QTAQ} =
pfA× detQ where Q is unitary. It sums up with the term ∑j(vj , δηvj)(= −iLη) from the
variation of chiral determinant det(v¯Dv) to zero, because of the condition eq. (3.29). Thus
the gauge-variation of the integral of pfaffian leads to the result eq. (3.81).11
11If one makes the other choice for F (w) as F (w) = ew =
∑∞
k=0
wk
k!
, the inte-
gral of pfaffian
∫ D[E] pf(uT iγ5CDT aEau) is replaced by the hyper-pfaffian, hpfA, of the
rank-four complete anti-symmetric tensor Aijkl ≡ Tijkl + Tiklj + Tiljk where Tijkl =∑
x(1/2)u
T
i (x)iγ5CDT
auj(x)u
T
k (x)iγ5CDT
aul(x). It can also reproduce the gauge anomaly term. We
wonder if it is possible to interpret these quantities from the point of view of topological field theory.
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4 More on the saturation of the fermion measure by ’t Hooft vertices
As discussed in the previous section, the pfaffian of the matrix eq. (3.23) is in general a
complex number which depends on the spin field Ea(x) as well as the link field U(x, µ). And
we do not have yet a rigorous proof that the path-integration of the pfaffian over Ea(x),
〈
1
〉
E
=
∫
D[E] pf(uT iγ5CDT aEau) , (4.1)
is non-zero for any admissible link fields. But there are typical examples where one can
argue that it is indeed the case. Those include the case in the weak gauge-coupling limit
where the link variables are set to unity, U(x, µ) = 1, and the cases of the SU(2) link
fields with non-zero topological charges Q(6= 0), which represent the non-trivial topological
sectors U[Q]. We will examine these cases in detail.
4.1 Property of the functional pfaffian for the link fields in Spin(9) subgroup
For this purpose, let us assume that the link field U(x, µ) is in the SO(9) subgroup and
commutes with Γ10, [
Γ10, U(x, µ)
]
= 0 (4.2)
and, accordingly,
Γ10 Pˆ+[U ] Γ
10 = Pˆ+[U ]. (4.3)
Then the charge-conjugation relation,
C−1(γ5CD)−1 Pˆ+[U ]T (γ5CD)C = Pˆ+[U ], (4.4)
imlpies that one can choose the basis vectors {uj(x)} so that they satisfy the relation
uj(x)
T iγ5CD CΓ
10 = Cjk uk(x)†, (4.5)
C−1 = C† = CT = −C. (4.6)
C is then given by the expression Cjk = (uT iγ5CD CΓ10u)jk and the matrix eq. (3.23) can
be represented as
(uT iγ5CDT
aEau) = C × (u†Γ10ΓaEau)
= (u†Γ10ΓaEau)T × C. (4.7)
This implies that while the eigenvalues of (uT iγ5CDTaEau) appear in pair with the opposite
signatures as {(λ˜i,−λ˜i) | i = 1, · · · , n/4− 4Q}, the eigenvalues of (u†Γ10ΓaEau) degenerate
with the multiplicity two at least as {(λi, λi) | i = 1, · · · , n/4− 4Q}.
Then the pfaffian of the matrix (uT iγ5CDTaEau) can be written as
pf(uT iγ5CDT
aEau) = pf(uT iγ5CD CΓ
10u)×
n/4−4Q∏
i=1
λi. (4.8)
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Since the space of the spin field configurations, which we denote with VE , is the direct
product of multiple S9, VE = S9 × · · · × S9 (by dim Λ times), it is pathwise connected and
any configuration of the spin field Ea(x) can be reached from the constant configuration
Ea0 (x) = δ
a,10 = const. through a continuous deformation. For the constant configuration
we have λi = 1 (i = 1, · · · , n/4 − 4Q). And this fixes the signature of the above formula
(as long as the pfaffian is not vanishing).
The half product of the eigenvalues of (u†Γ10ΓaEau),
∏n/4−4Q
i=1 λi in eq. (4.8), is inde-
pendent of the choice of the basis vectors. Its square or the full product can be expressed
in the basis-independent manner as folows,
n/4−4Q∏
i=1
λ2i = det(u
†Γ10ΓaEau)
= det
(
P− + P+
[
Pˆ− + Pˆ+Γ10ΓbEb
])
. (4.9)
4.2 The case of trivial link field in the weak gauge-coupling limit
In the weak gauge-coupling limit where the link variables are set to unity, U(x, µ) = 1, one
can choose the basis vectors {uj(x)} as
uj(x) =
1√
L4
eipx uα(p, σ) δs,t (j = {p, σ, t}), (4.10)
where {uα(p, σ)} are the four-spinor eigenvectors of the free hermitian Wilson-Dirac opera-
tor Hw = γ5(Dw −m0) (0 < m0 < 2) with the negative eigenvalues in the plane-wave basis
given by
uα(p, σ) =

(
−c(p)χσ
(ω(p) + b(p))χσ
)
/
√
2ω(p)(ω(p) + b(p)) (p 6= 0)
(
χσ
0
)
(p = 0)
(4.11)
and
b(p) =
∑
µ
(1− cos pµ)−m0, (4.12)
c(p) = I{i sin p0} −
∑
k
σk sin pk, (4.13)
ω(p) =
√∑
µ sin
2(pµ) +
{∑
µ(1− cos(pµ))−m0
}2
. (4.14)
The four-momentum pµ is given by pµ = 2pinµ/L (nµ ∈ Z) for the periodic boundary
condition and pµ = 2pi(nµ + 1/2)/L (nµ ∈ Z) for the anti-periodic boundary condition.
The zero modes with pµ = 0 in eq. (4.11) exist only for the periodic boundary condition.
(See the appendix C for detail.)
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For the constant configuration of the spin field, Ea0 (x) = δa,10, (uT iγ5CDTaEa0u)jk(=
Cjk) = δp+p′,0σ,σ′ iCˇtt′ (j = {p, σ, t}, k = {p′, σ′, t′}) and λ˜i = ±i, while
(
u†Γ10ΓaEa0u
)
jk
=
δjk and λi = +1. Then pf(uT iγ5CDTaEa0u) is unity.
For randomly generated spin-field configurations with the lattice sizes up to L = 4, we
computed numerically the eigenvalues of the matrices
(
uT iγ5CDT
aEau
)
and
(
u†Γ10ΓaEau
)
,
the pfaffian pf
(
uT iγ5CDT
aEau
)
and the half product
∏n/4−4Q
i=1 λi. We checked that the
eigenvalue spectra of the these matrices have the structures of {(λ˜i,−λ˜i) | i = 1, · · · , n/4−
4Q} and {(λi, λi) | i = 1, · · · , n/4 − 4Q}, respectively. All eigenvalues turn out to be non-
zero. But there appear relatively small eigenvalues for the periodic boundary condition.
We found that both the pfaffian and the half product stay real-positive. The typical ex-
amples of the eigenvalue spectra are shown in fig. 2 for L = 4 with the periodic boundary
condition. One can see how the half product remains real-positive: the eigenvalues of the
matrix appear closely but not exactly in degenerate complex-conjugate pairs {λ, λ, λ∗, λ∗}
and the complex phases of the “half set” of the eigenvalues sum up still exactly to zero mod
2pi. Accordingly, the eigenvalues of
(
uT iγ5CDT
aEau
)
appear closely but not exactly in the
quartet structure {λ˜,−λ˜, λ˜∗,−λ˜∗} and the pfaffian is still exactly real-positive.
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Figure 2. The eigenvalue spectra of the matrices
(
uT iγ5CDT
aEau
)
and
(
u†Γ10ΓaEau
)
with a
randomly generated spin-field configuration for the case of the trivial link field. The lattice size is
L = 4 and the boundary condition for the fermion field is periodic. For reference, the eigenvalue
spectrum of the matrix (v¯kDvi) is also shown with green x symbol for the same boundary condition.
As to the relatively small eigenvalues observed for the trivial link field and randomly
generated spin-field configurations with the periodic boundary condition, they are at-
tributed to the zero modes with pµ = 0 in eqs. (4.10) and (4.11) and their mixing-partners.
This is because the number of these small eigenvalues always counts to 64 (= 32× 2) and
such small eigenvalues do not appear with the anti-periodic boundary condition (for up to
L = 4) as shown in fig. 3. The non-zero components of the zero modes’ vectors are right-
handed as (χσ, 0)T (σ = 1, 2), while the never-vanishing components of the other modes’
vectors are left-handed. The relevant matrix elements of (u†Γ10ΓaEau) for the mixing then
read
− χTσ c(p′)χσ′δ0,p′+kΓ10ΓaE˜a(k)/V
√
2ω(p′)(ω(p′) + b(p′)), (4.15)
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Figure 3. The eigenvalue spectra of the matrices
(
uT iγ5CDT
aEau
)
and
(
u†Γ10ΓaEau
)
with a
randomly generated spin-field configuration for the case of the trivial link field. The lattice size is
L = 4 and the boundary condition for the fermion field is anti-periodic. For reference, the eigenvalue
spectrum of the matrix (v¯kDvi) is also shown with green x symbol for the same boundary condition.
where E˜a(k) is the fourier-components of Ea(x) defined by E˜a(k) ≡ ∑x e−ikxEa(x)
with the constraints,
∑
kµ
E˜a(k)∗E˜a(k) = V 2 and
∑
kµ
E˜a(k)∗E˜a(k + p) = 0 (p 6= 0).
Therefore the zero modes mix with a linear-combination of the modes {p′µ, σ′} for which
χTσ c(p
′)χσ′δp′+k,0E˜a(k) 6= 0 , but they decouple completely from the modes with the mo-
menta p′µ = pi
(A)
µ (A = 1, · · · , 15) where pi(1) ≡ (pi, 0, 0, 0), pi(2) ≡ (0, pi, 0, 0), · · · , pi(15) ≡
(pi, pi, pi, pi). This implies that the mixing of the zero modes is completely suppressed for
the following class of the spin configurations,
Ea∗ (x) =
1
V
∑
A
cos(pi(A)x) E˜a(pi(A)), (4.16)∑
A
E˜a(pi(A))E˜a(pi(A)) = V 2, (4.17)∑
A 6=B
E˜a(pi(A))E˜a(pi(A) + pi(B)) = 0 (B = 1, · · · , 15). (4.18)
In this case, zero eigenvalues appear and the multiplicity of the zero eigenvalues is at
least 64. This explains why the relatively small eigenvalues appear for randomly generated
spin-field configurations with the periodic boundary condition. One can verify numerically
the appearance of zero eigenvalues for Ea∗ (x). The example of the eigenvalue spectra of(
u†Γ10ΓaEa∗u
)
are shown in fig. 4 for L = 4 with the periodic boundary condition.
Based on the analytical results in the previous subsection and the above numerical
observations, we assume that the half product
∏n/4−4Q
i=1 λi stays real independently of the
spin field Ea(x). Then we can argue that the pfaffian is positive semi-definite for any
spin-field configuration Ea(x) in the weak gauge-coupling limit:
pf(uT iγ5CDT
aEau) =
n/4−4Q∏
i=1
λi ≥ 0 (Q = 0 ; g → 0). (4.19)
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Figure 4. The eigenvalue spectrum of the matrix
(
u†Γ10ΓaEau
)
with a spin-field configuration in
the class Ea∗ (x) for the case of the trivial link field. The lattice size is L = 4 and the boundary
condition for the fermion field is periodic.
We first note, as we discussed before, that the space of the SO(10)-vector spin field con-
figurations, which we denote with VE , is the direct product of multiple S9 and is pathwise
connected. Then any configuration of the spin field Ea(x) can be reached from the con-
stant configuration Ea0 (x) = δa,10 through a continuous deformation. Since it is unity for
the constant configuration, the half product
∏n/4−4Q
i=1 λi should be positive for a given con-
figuration Ea(x) as long as there exists a path to Ea(x) from Ea0 (x)(= δa,10) such that
the half product never vanish along the path. On the other hand, for the spin configura-
tions with which the half product is zero, a certain subset in the eigenvalue spectrum of
(u† iΓ10ΓaEau) are zero. Along the path which goes though such a spin configuration, the
eigenvalue spectrum flow and the subset of would-be zeros pass the origin in the complex
plane. Then the half product can change discontinuously in its signature(phase). Since the
signature(phase) stays constant as far as the half product is nonzero, this could happen if
and only if the subspace of the configurations with the vanishing determinant, which we de-
note with V0E , can divide the entire space of the spin configurations VE into the subspaces
which are disconnected each other. And the divided disconnected subspaces of VE \ V0E
should be classified by the values of the signature(phase) of the half product. In this re-
spect, however, one notes that pik(S9) = 0 (k < 9) and any topological obstructions and the
associated topological terms are not known in the continuum limit for the SO(10)-vector
spin field Ea(x) on the four-dimensional spacetime S4 or T 4. In particular, any topolog-
ically non-trivial configurations/defects of the SO(10)-vector spin field and the associated
fermionic massless excitations are not known in the continuum limit. Then it seems rea-
sonable to assume that V0E consists of lattice artifacts and in particular it is given solely by
the subspace of the configurations Ea∗ (x), which we denote with V∗E . If one assumes that
V0E = V∗E , the multiplicity of the zero eigenvalues are 64 and the would-be zero eigenvalues
have the approximate structure {(λi, λi, λ∗i , λ∗i ) | i = 1, · · · , 16}. Then the signature(phase)
of the half product
∏n/4−4Q
i=1 λi does not change in passing V0E(= V∗E). Therefore the pfaffian
pf(uT iγ5CDT
aEau) is positive semi-definite.
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It then follows that the path-integration of the pfaffian is real and positive in the weak
gauge-coupling limit:〈
1
〉
E
=
∫
D[Ea] det(uT iγ5CDTˇaEau) > 0 (Q = 0 ; g → 0). (4.20)
4.3 The case of representative SU(2) link fields of topologically non-trivial
sectors
As for the case of the SU(2) link fields with non-zero topological charges Q 6= 0, we take
the following link field which gives the topological charge Q = 2m01m23 (m01,m23 ∈ Z)
[244–246]:
U(x, µ) = eiθ12(x,µ)Σ
12
, (4.21)
where
θ12(x, 0) =
{
0 (x0 < L− 1)
−F01Lx1 (x0 = L− 1) , θ12(x, 1) = F01 x0, (4.22)
θ12(x, 3) =
{
0 (x2 < L− 1)
−F23Lx3 (x2 = L− 1) , θ12(x, 4) = F23 x2, (4.23)
and
F01 =
4pim01
L2
, F23 =
4pim23
L2
. (4.24)
With this link field, the hermitian Wilson-Dirac operator is diagonalized numerically and
the normalized eigenvectors with the negative eigenvalues are computed to form the chiral
basis {uj(x)}. We checked that the number of the eigenvectors is n/2 − 8Q for L = 3, 4
with the periodic b.c. and is consistent with the index theorem.
For the constant configuration of the spin field, Ea0 (x) = δa,10, (uT iγ5CDTaEa0u)jk (=
Cjk) is a unitary matrix and λ˜i’s are pure complex phases, while
(
u†Γ10ΓaEa0u
)
jk
remains
the unit matrix and λi = +1. Then pf(uT iγ5CDTaEa0u) is a pure complex phase.
For randomly generated spin-field configurations with the lattice sizes up to L =
4, we again checked that the eigenvalue spectra of the matrices
(
uT iγ5CDT
aEau
)
and(
u†Γ10ΓaEau
)
have the structures of {(λ˜i,−λ˜i) | i = 1, · · · , n/4 − 4Q} and {(λi, λi) | i =
1, · · · , n/4− 4Q}, respectively. All eigenvalues turn out to be non-zero. But there appear
again relatively small eigenvalues for Q < 0, the number of those counts to | − 8Q|. We
found that the complex phase of pf(uT iγ5CDTaEau) stays constant and equal to that of
pf(uT iγ5CDT
aEa0u), while the half product
∏n/4−4Q
i=1 λi stays real-positive. The typical
examples of the eigenvalue spectra are shown in fig. 5 for Q = −2 and L = 4 with the
periodic boundary condition.
In this case, the relatively small eigenvalues can be attributed to the chiral zero modes
due to the topologically non-trivial link field. This is because the number of these small
eigenvalues always counts to | − 8Q| consistently with the index theorem.
Based on the analytical results in the previous subsection and the above numerical
observations, we again assume that the half product
∏n/4−4Q
i=1 λi stays real independently of
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Figure 5. The eigenvalue spectra of the matrices
(
uT iγ5CDT
aEau
)
and
(
u†Γ10ΓaEau
)
with a
randomly generated spin-field configuration for the case of the representative SU(2) link field of
the topological sector with Q = −2. The lattice size is L = 4 and the boundary condition for the
fermion field is periodic.
the spin field Ea(x). In this case the multiplicity of the zero eigenvalues should be |−8Q| and
the would-be zero eigenvalues should have the approximate structure {(λi, λi, λ∗i , λ∗i ) | i =
1, · · · , |−2Q|}, and then the signature(phase) of the half product does not change. Therefore
the complex phase of the pfaffian is stationary. It then follows that the path-integration of
the pfaffian is a non-vanishing complex number for the representative SU(2) link fields of
topologically non-trivial sectors U[Q]:〈
1
〉
E
=
∫
D[Ea] det(uT iγ5CDTˇaEau)
= c[U ] ( 6= 0) (U(x, µ) = eiθ12(x,µ)Σ12 ∈ U[Q] ; g → 0). (4.25)
4.4 Continuity across the mass singularity: m0 → +0; +0→ −0;−0→ −∞
Another support for the above arguments is followed from the consideration on the conti-
nuity in the mass parameter m0 from the negative region, m0 < 0 to the positive region,
0 < m0 < 2. We note first that the chiral basis for the negative mass m0 < 0 can be
defined by the same formula as for the positive mass 0 < m0 < 2 given by eqs. (4.10) and
(4.11), except that the vectors of zero modes with pµ = 0 should be flipped in chirality to
the left-handed ones (0, χσ)T (σ = 1, 2) from the right-handed ones (χσ, 0)T (σ = 1, 2). For
this case, one can take the limit m0 → −∞ to obtain the trivial basis vectors12 as
uj(x) =
1√
L4
eipx
(
0
χσ
)
δs,t (j = {p, σ, t}), (4.26)
and one can show that the pfaffian is unity independent of the spin field Ea(x), just like the
case of the anti-field ψ¯+(x). We note next that in the limits m0 → ∓0, the both formula
12Note that we define the Wilson Dirac operator X in eq. (2.9) with the negative signature in front of
the mass parameter m0. The above fact is related to the fact that one can send to the infinity the mass
parameter +m0 of the positive mass region in Kaplan’s Domain-wall fermion[60]. And this is why and how
Kaplan’s domain-wall fermion (with periodic b.c.) is simplified to Shamir’s boundary fermion/vectorlike
domain-wall fermion[62, 63].
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are well-defined as long as L is finite. But, actually at m0 = ∓0, the zero modes of both
chiralities belong to the same zero-eigenvalue-sector of the massless hermitian Wilson-Dirac
operatorHw = γ5Dw and degenerate. Then one can interpolate the two regions ofm0 → ∓0
smoothly by the one-parameter family of the basis vectors of the zero modes,
uα(0, σ)
(θ) =
(
sin θ χσ
cos θ χσ
)
θ ∈ [0, pi/2]. (4.27)
The examples of the eigenvalue spectra of
(
u†Γ10ΓaEau
)
in the limit m0 → ∓0 are shown
for randomly generated spin configurations in fig. 6 and for Ea∗ (x) in fig. 7, respectively
both with L = 4 and the periodic boundary condition. In both cases, the two spectra
of the limit m0 → ∓0 shown in the upper two panels are interpolated by varying the
parameter θ from 0 to pi/2, as shown in the lower three panels. We found that in the
course of the interpolation, the “half product”
∏n/4−4Q
i=1 λi remains real and positive-definite
and it vanishes only at θ = pi/2 if Ea(x) = Ea∗ (x). This result supports the picture that
the pfaffian for 0 < m0 < 2 can be zero, but is positive semi-definite, while the pfaffian
for m0 < 0 is positive definite all the way down to the limit m0 → −∞, where it is unity
independently of the spin field Ea(x). And the positive semi-definite pfaffian for 0 < m0 < 2
can be smoothly connected to the positive-definite one for m0 < 0 at m0 = ±0. without
any singularity. And it implies that the pfaffian integrals are both positive definite for
0 ≤ m0 < 2 and m0 ≤ 0, and there is no massless singularity at the limit m0 = ±0.
4.5 Disorder nature of the auxiliary spin-field path integrations
The path-integrations over the SO(10)-vector real spin fields with unit length, Ea(x) and
E¯a(x), in eq. (3.34) define two kind of the four-dimensional spin models with the partition
functions, 〈
1
〉
E
=
∫
D[E] pf(uT iγ5CDTaEau), (4.28)〈
1
〉
E¯
=
∫
D[E¯] pf(u¯ iγ5CDTa†E¯au¯T). (4.29)
It is important and useful to understand the dynamical nature of the path-integrations in
these spin models.
The second model for E¯a(x) is trivial. This is because the pfaffian weight is unity,
pf
(
u¯ iγ5CDT
a†E¯au¯T
)
= 1. Then the two-point correlation function is given by〈
E¯a(x)E¯b(y)
〉
E¯
=
1
10
δxyδ
ab
〈
1
〉
E¯
(
〈
1
〉
E¯
= 1) (4.30)
and the spin field is completely disordered.
The first model for Ea(x) is quite non-trivial. The pfaffian weight is the rather com-
plicated (non-local) function of the spin field variables, which can be chosen to be real
and positive semi-definite for the background link fields in the SO(9) subgroup, as we have
argued, but is complex in general. The mass parameter m0 is the only parameter to con-
trol the strength of the coupling of the spin field.13 One may regard the number of the
13The kinetic term for the spin field Ea(x) such as −K∑x,µ Ea(x)Ea(x+µˆ) can be added for the analysis.
We omit this term for simplicity.
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Figure 6. The eigenvalue spectra of
(
u†Γ10ΓaEau
)
in the limit m0 → ∓0 with a randomly
generated spin configuration for the trivial link field. The interpolation parameter θα is chosen as
θα = 0, 3pi/12, 4pi/12, 5pi/12, pi/2 for the top-left, bottom-left, bottom-middle, bottom-right, top-
right figures, respectively. The lattice size is L = 4 and the boundary condition for the fermion
field is periodic.
spin components N(= 10) as another parameter and consider the large N method. In
order to get insights into the dynamical nature of this spin model, one needs to apply the
methods such as Monte Carlo simulations and the saddle point analysis in the large N
expansion.[247, 248]
In the following, we apply the saddle point analysis in the spirit of the largeN expansion
to the model with the trivial link field background (in the weak gauge-coupling limit). For
this purpose, we introduce the unconstraint (linearized) field Xa(x) and the Lagrange-
multiplier field λ(x) to impose the constraint Xa(x)Xa(x) = 1, and rewrite the original
path integration eq. (4.28) as follows,
〈
1
〉
E
=
∫
D[X]D[λ] pf(uT iγ5CDTaXau) ei∑x λ(x)(Xa(x)Xa(x)−1). (4.31)
Then the field variables are decomposed into the modes with zero-momentum and other
modes of fluctuation as
Xa(x) = Xa0 + X˜
a(x),
∑
x
X˜a(x) = 0, (4.32)
λ(x) = λ0 + λ˜(x),
∑
x
λ˜(x) = 0, (4.33)
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Figure 7. The eigenvalue spectra of
(
u†Γ10ΓaEau
)
in the limit m0 → ∓0 with a spin field
configuration in the class Ea∗ (x) for the trivial link field. The interpolation parameter θα is chosen
as θα = 0, 3pi/12, 4pi/12, 5pi/12, pi/2 for the top-left, bottom-left, bottom-middle, bottom-right, top-
right figures, respectively. The lattice size is L = 4 and the boundary condition for the fermion
field is periodic.
and the action of Xa(x) and λ(x) is expanded in terms of X˜a(x) and λ˜(x) upto the second
order. The result reads
S[Xa, λ] ≡ −1
2
ln det
(
uT iγ5CDT
aXau
)− i∑
x
λ(x)(Xa(x)Xa(x)− 1) (4.34)
=
{− 16 ln(Xa0Xa0 )1/2 − iλ0(Xa0Xa0 − 1)}V − i∑
x
2λ˜(x)Xa0 X˜
a(x)
+
∑
x,y
X˜a(x)
{
4D(x− y)(2Xa0Xb0 −Xc0Xc0 δab)/(Xd0Xd0 )2 − iλ0δxyδab
}
X˜b(x)
+ · · · , (4.35)
where D(x − y) is the kinetic operator definend through the chiral projector Pˆ0+(x, y) of
the single free overlap Dirac fermion as
D(x− y) = tr[Pˆ0+(x− y)Pˆ0+(y − x)] (4.36)
=
1
V
∑
k
eikx
1
V
∑
q
{
1 +
sin(q + k)µ sin qµ + b(q + k)b(q)
ω(q + k)ω(q)
}
, (4.37)
Pˆ0+(x− y) = 1
V
∑
q
eiqx
{
1
2
− 1
2
γ5
iγµ sin qµ + b(q)
ω(q)
}
. (4.38)
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The path-integration of λ˜(x) and X˜a(x) (in this order) gives the effective action of X˜a0 and
λ˜0 as follows,
Seff [X
a
0 , λ0] =
{− 16 ln(Xa0Xa0 )1/2 − iλ0(Xa0Xa0 − 1)}V
+
(10− 1)
2
∑
k 6=0
ln
{− 4D˜(k)/Xa0Xa0 − iλ0}, (4.39)
where D˜(k) is the fourier transform of the kinetic oerator D(x− y).
In eq. (6.52), we observe that the first term scales as 2
N
2 (= 32) in terms of N(= 10) ,
while the second term scales as N . Then, we can assume that λ0 scales as 2
N
2 /N so that
the first two terms of the classical contribution both scale as 2
N
2 . The third term of the
one-loop correction scales as N and is suppressed by the factor N/2
N
2 (' 9/32).
The stationary conditions for Xa0 and λ0 are given by
0 = 2Xa0
− 8Xc0Xc0 − iλ0 + 92 1V
∑
k 6=0
(
− 1
Xc0X
c
0
− iλ0 1−4D˜(k)− iλ0Xd0Xd0
) , (4.40)
0 =
(
Xc0X
c
0 − 1
)
+
9
2
1
V
∑
k 6=0
1
−4D˜(k)/Xd0Xd0 − iλ0
. (4.41)
Assuming Xa0 6= 0, the above conditions imply that
−iλ0 = 8/Xc0Xc0 −
9
32
1
V
∑
k 6=0
(
−16 + 32−D˜(k) + 2
)
, (4.42)
Xc0X
c
0 = 1−
9
32
1
V
∑
k 6=0
4
−D˜(k) + 2 , (4.43)
where the leading results, −iλ0 = 8/Xc0Xc0 and Xc0Xc0 = 1, are substituted in the terms
suppressed by the factor N/2
N
2 (' 9/32). The r.h.s. of the condition eq. (4.43) is required
to be positive for Xa0 6= 0. It is plotted in fig. 8 as the function of m0,
f(m0) ≡ 1− 9
32
1
V
∑
k 6=0
4
−D˜(k) + 2 . (4.44)
One can see that f(m0) ≤ 0 for m0 < 2 and it is in contradiction with the assumption
Xa0 6= 0. In this region of the mass prameter m0, the fluctuation of the spin field Ea(x) is
too large to maintain the non-zero expectation value of the spin field 〈Ea(x)〉. The region
includes the positive region 0 ≤ m0 < 2 and it also extends to the negative region m0 ≤ 0
all the way down to m0 → −∞.
The above result supports the following picture on the dynamical nature of the spin
model. The spin model for Ea(x) is well-defined for all values of m0 in the region [−∞, 2).
For m0 ∈ [−∞, 2), the spin model is in the single disordered phase. In the limit m0 → −∞,
in particular, the pfaffian is unity and the spin field is completely disordered, having the
vanishing correlation length, ξE = 0. The correlation length ξE is a monotonically increasing
function of m0. And SO(10) global symmetry in the weak gauge-coupling limit as well as
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Figure 8. f(m0) vs. m0 : The consistency condition for the SO(10) symmetry breaking in the
spin model of Ea(x) within the saddle point analysis in the spirit of the large N expansion.
Z4 × Z4 discrete symmetries are not broken spontaneously in the thermodynamic limit
L→∞.
For our purpose to formulate the Weyl field measure, the spin model for Ea(x) should
be in the positive disordered regionm0 ∈ (0, 2), while the spin model for E¯a(x) is equivalent
to the model in the limit m0 → −∞. Thus the both spin models have the disorder nature,
which are actually in the same disordered phase.
4.6 A summary
Based on the above analytical and numerical results, we argue that in these two cases of
the trivial link field and of the SU(2) link fields with Q( 6= 0), the path-integration of the
pfaffian pf(uT iγ5CDTaEau) over the spin field Ea(x) gives a non-zero result,∫
D[E] pf(uT iγ5CDTaEau) = c [U(x, µ)] 6= 0 (4.45)
and that the measure of the right-handed field, D?[ψ+], is indeed saturated completely by
inserting the product of the ’t Hooft vertex T+(x)[ψ+], while the SO(10) symmetry does
not break spontaneously in the thermodynamic limit. Furthermore, we also argue that
for the case of the trivial link field, the path-integral of the pfaffian does not vanish and
remains positive-definite in the course of the interpolation of the mass parameter m0 from
the negative region m0 < 0 to the positive region 0 < m0 < 2.
5 Other anomalous/anomaly-free chiral gauge theories
5.1 Fate of the anomalous SU(2) chiral gauge theory
Although it is known to be inconsistent due to the global gauge anomaly[249–251], it is
instructive to try to formulate the SU(2) chiral gauge theory with the Weyl field in the
doublet 2 in the similar manner as the SO(10) model. This is because the doublet 2 of
SU(2) is the irreducible spinor representation of SO(3) and the (pseudo) scalar bilinear of
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the Weyl field transforms as the triplet of SO(3), while the coefficient of the perturbative
gauge anomaly vanishes identically as Tr{τa′(τ b′τ c′ + τ c′τ b′)} = 0. Then one may try to
saturate the path-integral measure of the right-handed Weyl fields by the product of the
following gauge-invariant quartic operators,
1
23
[
ψT+(x)iγ5CD(iτ2τ
a′)ψ+(x)
]2
,
1
23
[
ψ¯+(x)iγ5CD(iτ2τ
a′)
†
ψ¯+(x)
T
]2
. (5.1)
However, this does not work in the topologically nontrivial sectors U[Q], because the
index theorem is given by n+ − n− = −Q in the SU(2) theory and the number of the zero
modes is not necessarily a multiple of four. In particular, when the topological charge Q is
an odd integer, the dimension of the anti-symmetric matrix (uTj iγ5CD(iτ2τ
a′)Ea
′
uk) is odd
and its pfaffian vanishes identically. Therefore, the above operators can not always saturate
the right-handed measure. Thus the SU(2) chiral gauge theory with the single Weyl field
in the doublet 2 is ill-defined in our formulation, as it should be.
5.2 Anomaly-free chiral gauge theories descent from SO(10)
Once the lattice model for the SO(10) chiral gauge theory with the Weyl field in 16 is
formulated, it is straightforward to obtain the lattice models for the SU(5) chiral gauge
theory with {10, 5∗} (the Georgi-Glashow model), the SU(4)×SU(2)×SU(2) chiral gauge
theory with {(4, 2, 1), (4∗, 1, 2)} (the Pati-Salam model), the SU(3)×SU(2)×U(1) chiral
gauge theory with {(3, 2)1/6, (3∗, 1)−2/3, (3∗, 1)1/3, (1, 2)−1/2, (1, 1)1, (1, 1)0} (the standard
model) by reducing the link field in SO(10) to the subgroups, SU(5), SU(4)×SU(2)×SU(2),
SU(3)×SU(2)×U(1), respectively. The spin fields may be kept the SO(10) real vectors so
that the SO(10) global symmetry is maintained in the weak gauge-coupling limit. The con-
tinuous global symmetries remained in these models are all “ready to be gauged” without
encountering gauge anomalies, thus anomaly-matched, and therefore free from the infra-
red singularities in the correlation functions of the associated conserved currents due to
chiral(gauge) anomalies.
5.3 The standard model plus the right-handed neutrinos
As to the case of the SU(3)×SU(2)×U(1) chiral gauge theory, in particular, we can incor-
porate the three generations of quarks and leptons plus right-handed neutrinos by simply
preparing the three copies of the Weyl fields in 16 in our formulation. Then the left-handed
part of the fermion measure respects the global flavor SU(3) symmetry, while the right-
handed part respects only the global permutation symmetry, S3, because of the products
of the ’t Hooft vertices of each right-handed fields. It is straightforward to incorporate the
Higgs boson field and its Yukawa couplings to the left-handed fields consisting the three gen-
erations of quark and leptons plus right-handed neutrinos. In doing this, one can include the
chiral projector P± suitably so that the Yukawa coupling terms themselves respect the CP
symmetry[241–243] and that the sources of the CP violation are given by the complex phases
in the flavor mixing matrices of quarks (Cabibbo-Kobayashi-Maskawa matrix[252, 253]),
charged leptons and neutrinos (Pontecorvo-Maki-Nakagawa-Sakata matrix[254, 255]) be-
side the theta terms. Thus we can formulate the standard model plus the right-handed
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neutrinos on the lattice with the manifest exact gauge invariance and the required symme-
try properties. The detail of the formulation will be discussed elsewhere.
6 Relations with other approaches/proposals
The characteristic features of our lattice model for the SO(10) chiral gauge theory with the
Weyl fermions in 16 can be summarised in the formula of the fermion partition function
eq. (3.10):〈
1
〉
F
≡
∫
D[ψ−]D[ψ¯−] e−SW [ψ−,ψ¯−]
=
∫
D[ψ]D[ψ¯]
∏
x∈Λ
F (T+(x))
∏
x∈Λ
F (T¯+(x)) e
−SW [ψ−,ψ¯−]
=
∫
D[ψ]D[ψ¯]D[E]D[E¯] e−SW [ψ−,ψ¯−]+
∑
x∈Λ{Ea(x)V a+(x)+E¯a(x)V¯ a+(x)}[ψ+,ψ¯+].
(6.1)
In this formula eq. (6.1), the total action of the model, including the ’t Hooft vertex terms,
can be defined as
SOv[ψ, ψ¯, E
a, E¯a] =
∑
x∈Λ
ψ¯−(x)Dψ−(x)
−
∑
x∈Λ
1
2
{Ea(x)ψT+(x)iγ5CDTaψ+(x) + E¯a(x)ψ¯+(x)iγ5CDTa†ψ¯+(x)T }.
(6.2)
Here the right-handed Weyl fields are introduced explicitly, trying to make the path-integral
measure of the left-handed Weyl fields in 16 simplified and manifestly gauge-invariant. The
SO(10) invariant ’t Hooft vertex operators of the right-handed fields are used to saturate
completely the right-handed part of the fermion measure. The short range correlations of
order the lattice spacing are required for the the right-handed Weyl fields and the aux-
iliary spin fields so that they are decoupled from physical degrees of freedom, preserving
the symmetries and leaving only the smooth and local terms of the link fields. These
features/requirements are actually shared with other various approaches and proposals to
decouple the species doubling or mirror modes of models.
An important technical difference lies on the fact that the path-integral measure of the
right-handed Weyl fields, i.e. the right-handed part of the chiral decomposition of Dirac
field measure, are formulated with the non-trivial chiral basis {ui(x) |P+ ⊗ Pˆ+ui = ui, i =
1, · · · , n/2− 8Q }, {u¯k(x) | u¯kP− ⊗ P+ = uk, k = 1, · · · , n/2 }, which depends on the gauge
field, as given by eq. (3.26),
ψ+(x) =
∑
i
ui(x)bi, ψ¯+(x) =
∑
k
b¯ku¯k(x), (6.3)
D?[ψ+]D?[ψ¯+] =
n/2−8Q∏
j=1
dbj
n/2∏
k=1
db¯k. (6.4)
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We need to make sure the locality of this right-handed-measure contribution to the induced
effective action.
Another important technical difference is that we choose the product function for the ’t
Hooft vertices F (ω) as given by eq. (3.6) and therefore use the unit SO(10)-vector spin fields,
Ea(x) and E¯a(x) with the constraints Ea(x)Ea(x) = 1 and E¯a(x)E¯a(x) = 1, omitting their
kinetic(hopping) terms. This choice allows us to prove the CP symmetry. It is also relevant
for preserving the (global) SO(10) symmetry in the thermodynamic limit.
The above action SOv can be regarded as a certain limit of the following action of the
SO(10)-invariant chiral Yukawa model in the framework of the Ginsparg-Wilson fermion,
SOv/Mi[ψ, ψ¯,X
a, X¯a] =
∑
x∈Λ
{
ψ¯−(x)Dψ−(x) + z+ψ¯+(x)Dψ+(x)
}
−
∑
x∈Λ
{y Xa(x)ψT+(x)iγ5CDTaψ+(x) + y¯ X¯a(x)ψ¯+(x)iγ5CDTa†ψ¯+(x)T }
+ SX [X
a], (6.5)
where
SX [X
a] =
∑
x∈Λ
{
−κ
∑
µ
Xa(x)Xa(x+ µˆ) +
1
2
Xa(x)Xa(x) +
λ′
2
(Xa(x)Xa(x)− v2)2
−κ¯
∑
µ
X¯a(x)X¯a(x+ µˆ) +
1
2
X¯a(x)X¯a(x) +
λ¯′
2
(X¯a(x)X¯a(x)− v¯2)2
}
.
(6.6)
The limit to the original action SOv is achieved by
y = y¯,
z+√
yy¯
→ 0, (6.7)
v = v¯ = 1, λ′ = λ¯′ →∞, (6.8)
κ = κ¯→ 0. (6.9)
In the lattice model defined with the action, SOv/Mi, the global U(1) symmetry of the right-
handed fields is broken to Z4 by the Yukawa couplings y and y¯. But the proof of the CP
symmetry is not successful so far.14
14 In the other limit as
λ′ = λ¯′ → 0, (6.10)
κ = κ¯→ 0, (6.11)
it reduces to the model with quartic interaction of the ’t Hooft vertices,
SOv/EP[ψ, ψ¯] =
∑
x∈Λ
{
ψ¯−(x)Dψ−(x) + z+ψ¯+(x)Dψ+(x)
}
−
∑
x∈Λ
{y2 1
2
[
ψT+(x)iγ5CDT
aψ+(x)
]2
+ y¯2
1
2
[
ψ¯+(x)iγ5CDT
a†ψ¯+(x)
T ]2}. (6.12)
This action (in the limit z+ → 0) corresponds to the other choice of the product function F (ω) as F (ω) = eω.
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In the following, we discuss the relations to Eichten-Preskill model, Ginsparg-Wilson
Mirror-fermion model, Domain wall fermion model with the boundary Eichten-Preskill
term, 4D Topological Insurators/Superconductors with gapped boundary phases, and the
recent studies on the Paramagnetic Strong-coupling (PMS) phase/Mass without symmetry
breaking, trying to clarify the similarity and the difference in technical detail and to show
that our proposal is a well-defined testing ground for that basic question.
6.1 cf. Eichten-Preskill model
The SO(10) invariant interaction terms of the ’t Hooft vertex were first used by Eichten
and Preskill[98] to decouple the species doublers in their formulation of chiral lattice gauge
theories based on the generalized Wilson term:
SEP =
∑
x∈Λ
{
ψ¯(x)γµP−([∇µ −∇†µ]/2)ψ(x) + z+ψ¯(x)γµP+([∇µ −∇†µ]/2)ψ(x)
}
−
∑
x∈Λ
{ λ
24
[
ψT+(x)iγ5CDT
aψ+(x)
]2
+
λ
24
[
ψ¯+(x)iγ5CDT
a†ψ¯+(x)T
]2}
−
∑
x∈Λ
{ r
48
∆
[
ψT(x)iγ5CDT
aP+ψ(x)
]2
+
r
48
∆
[
ψ¯(x)P−iγ5CDTa†ψ¯(x)T
]2},
(6.13)
where
∆{A(x)B(x)C(x)D(x)}
≡ +1
2
∑
µ
{(∇µ∇†µA(x))B(x)C(x)D(x) +A(x)(∇µ∇†µB(x))C(x)D(x)
+A(x)B(x)
(∇µ∇†µC(x))D(x) +A(x)B(x)C(x)(∇µ∇†µD(x))}. (6.14)
In this action, the right(left)-handed Weyl fields are formulated by the naive chiral projec-
tors as P+ψ(x), ψ¯(x)P− (P−ψ(x), ψ¯(x)P+). The global U(1) symmetry of the right-handed
fields is broken to Z4 by the quartic couplings λ, λ¯ and r, r¯, and the CP symmetry is man-
ifest thanks to the naive definition of chirality. On the other hand, in their analysis of
the Eichten-Preskill model, Golterman, Petcher and Rivas[99] have considered the same
type of chiral Yukawa model as SOv/Mi, but with the naive Dirac operator, the naive chiral
projectors, and the additional Wilson-Yukawa coupling with the lattice laplacian included:
SEP/WY =
∑
x∈Λ
{
ψ¯(x)γµP−([∇µ −∇†µ]/2)ψ(x) + z+ψ¯(x)γµP+([∇µ −∇†µ]/2)ψ(x)
}
−
∑
x∈Λ
{y Xa(x)ψT(x)iγ5CDTaP+ψ(x) + y X¯a(x)ψ¯(x)P−iγ5CDTa†ψ¯(x)T }
−
∑
x∈Λ
{wXa(x)ψT(x)iγ5CDTa(∇µ∇†µ/2)P+ψ(x)
+w X¯a(x)ψ¯(x)P−iγ5CDTa†(∇µ∇†µ/2)ψ¯(x)T }
+ SX [X
a]
∣∣
λ′=λ¯′ . (6.15)
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The authors’ intention here is to consider the right-handed sector of the above models and to
leave only the physical mode (with pµ ' 0) of the right-handed Weyl fields P+ψ(x), ψ¯(x)P−
and split/gap/decouple the speices doubling modes (with pµ ' pi(A), A = 1, · · · , 15) of the
fields by a suitable choice of the couplings, λ, r or y, w just like the Wilson term does for
the naive Dirac field.
As Eichten and Preskill showed, in the strong quartic-coupling limit z+/
√
λ → 0 and
r/λ→ 0, the path-integral measure of the right-handed Weyl fields,
D[ψ+]D[ψ¯+] =
∏
x∈Λ
2∏
α=1
16∏
s=1
dψαs(x)
∏
x∈Λ
4∏
α=3
16∏
s=1
dψ¯αs(x), (6.16)
are saturated completely by the ’t Hooft vertices in terms of the right-handed fields, as
reproduced in eq.(3.38):∫
D[ψ+]
∏
x∈Λ
4!
8!12!
{
1
23
ψ(x)TP+iγ5CDT
aψ(x)ψ(x)TP+iγ5CDT
aψ(x)
}8
= 1,
(6.17)∫
D[ψ¯+]
∏
x∈Λ
4!
8!12!
{
1
23
ψ¯(x)P−iγ5CDTa†ψ¯(x)T ψ¯(x)P−iγ5CDTa†ψ¯(x)T
}8
= 1.
(6.18)
Moreover, in the hopping parameter expansion w.r.t. z+/
√
λ, r/λ, all the modes of the
right-handed Weyl fields P+ψ(x), ψ¯(x)P− acquire masses without breaking the SO(10)
symmetry through the mixings with the modes of the composite fields
B−(x) = P−iγ5CDTa†ψ¯(x)T ψ¯(x)P−iγ5CDTa†ψ¯(x)T , (6.19)
B¯−(x) = ψT(x)iγ5CDP+Taψ(x)ψT(x)iγ5CDP+Ta, (6.20)
as chiral partners.
Golterman, Petcher and Rivas applied a method of large Nf expansion to the model
SEP/WY, where Nf is the number of copies of the right(left)-handed Weyl fields in 16. In
the region of the strong Yukawa/Wilson-Yukawa couplings, where the couplings are scaled
as y =
√
Nf y˜, w =
√
Nf w˜ (λ′ = 0, z+ = 1), the effective hopping parameter for the spin
fields Xa(x) is given by
κeff = κ+
1
8
∫ pi
−pi
d4p
(2pi)4
∑
µ sin
2 pµ(
y˜ + w˜
∑
µ(1− cos pµ)
)2 . (6.21)
For larger y˜ and w˜, κeff is less than the mean-field value of the critical hopping parameter
κc = 5/2. Then the SO(10) symmetry is not broken spontaneously and the model is in
the PMS phase. For smaller y˜ and w˜, κeff exceeds the critical value. Then the SO(10)
symmetry is broken spontaneously and the model is in the FM phase. All the modes of
the right-handed Weyl fields P+ψ(x), ψ¯(x)P− form massive Wilson-Dirac fermions with the
modes of the composite fields
B′−(x) = P−iγ5CDψ¯(x)
TTa†X¯a(x), (6.22)
B¯′−(x) = ψ
T(x)iγ5CDP+T
aXa(x), (6.23)
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as chiral partners. The inverse propagator is given by
S(p)−1 = (P+z2 + P−)iγµ sin pµ + y + w
∑
µ
(1− cos pµ), (6.24)
where z2 = 132〈Xa(x)Xa(x ± µˆ) + X¯a(x)X¯a(x ± µˆ)〉 up to O(1/Nf ) corrections. Through
the transition from the PMS phase to the FM phase, it remains that z2 6= 0 and the right-
handed Weyl fields keep to form the Wilson-Dirac fermions with the composite-field chiral
partners.
On the other hand, in the region of the weak Yukawa/Wilson-Yukawa couplings, where
the couplings are scaled as y = y˜/
√
Nf , w = w˜/
√
Nf , λ′ = λ˜/Nf (z+ = 1), the SO(10)
symmetry is broken spontaneously for larger y˜ and w˜ and the model is in the FM phase.
The non-zero vacuum expectation value, 〈Xa(x)〉 = δa10v˜√Nf , is determined through the
gap equation of the fermion self-energy,
Σ(p) = iγ5CDP+Cˇ v˜
(
y˜ + w˜
∑
µ
(1− cos pµ)
)
, (6.25)
by
1 + 2λ˜v˜2 − 8κ = 32
∫ pi
−pi
d4p
(2pi)4
(
y˜ + w˜
∑
µ(1− cos pµ)
)2∑
µ sin
2 pµ + v˜2
(
y˜ + w˜
∑
µ(1− cos pµ)
)2 . (6.26)
The right-handed Weyl fields acquire the non-vanishing Majorana-Wilson masses. For
smaller y˜ and w˜, v˜ vanishes and the model is in the PMW phase. The Majorana-Wilson
masses vanish identically and all the modes of the right-handed Weyl fields become massless.
Thus both in the PMS and PMW phases the massless fermion spectrum consist of
Dirac fermions in 16. Then it was argued by the authors that the existence of the FM
phase which separates the PMS and PMW phases is the crucial ingredient for the failure
of the proposal.
For our purpose, the above results in the strong coupling limits are indeed the ideal
situation. Our intention here is actually to show the same situation occurs for the Weyl fields
Pˆ+ψ(x), ψ¯(x)P− in the framework of the overalp fermion/the Ginsparg-Wilson relation as
defined in the model SOv/Mi and the model SOv. As we mentioned above, an important
technical difference here lies on the fact that the path-integral measure of the right-handed
Weyl fields, i.e. the right-handed part of the chiral decomposition of Dirac field measure, are
simple and gauge-invariant for the model SWY/EP as given by eq. (6.16), but are non-trivial
and gauge-field dependent for the models SOv/Mi and SOv as given by eq. (3.26). This
is why we need to make sure the saturation of the right-handed-measure by the ’t Hooft
vertices and the locality of the right-handed-measure contribution to the induced effective
action for our case.
Another important technical difference is that we choose the product function F (ω) as
given by eq. (3.6) and therefore use the unit SO(10)-vector spin fields, Ea(x) and E¯a(x)
with the constraints Ea(x)Ea(x) = 1 and E¯a(x)E¯a(x) = 1, omitting their kinetic(hopping)
terms. This choice allows us to prove the CP symmetry. But it is also relevant for preserving
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the (global) SO(10) symmetry. This corresponds to taking the limits eqs. (6.8) and (6.9)
in SEP/WY as
SEP/WY
∣∣v=1,λ′→∞
κ=κ¯=0
=
∑
x∈Λ
{
ψ¯(x)γµP−([∇µ −∇†µ]/2)ψ(x) + z+ψ¯(x)γµP+([∇µ −∇†µ]/2)ψ(x)
}
−
∑
x∈Λ
{y Ea(x)ψT(x)iγ5CDTaP+ψ(x) + y E¯a(x)ψ¯(x)P−iγ5CDTa†ψ¯(x)T }
−
∑
x∈Λ
{wEa(x)ψT(x)iγ5CDTa(∇µ∇†µ/2)P+ψ(x)
+w E¯a(x)ψ¯(x)P−iγ5CDTa†(∇µ∇†µ/2)ψ¯(x)T }. (6.27)
This region in the coupling-constant space of SEP/WY has not been explored by Golterman,
Petcher and Rivas[99]. And, in fact, we find no phase transition from the PMS phase to the
FM phase towards the weak-coupling limit y/z+, w/z+ → 0 within the saddle point analysis
in the spirit of the large N expansion. We will come back to this point later in relation to the
discussion about the recent studies on the PMS phase/“Mass without symmetry breaking”.
6.2 cf. Ginsparg-Wilson Mirror-fermion model
The SO(10) invariant action SOv/Mi, eq. (6.5), defines a Mirror-fermion model for the SO(10)
chiral gauge theory in the framework of the Ginsparg-Wilson fermion. It is formulated in
the spirit of the series of works by Bhattacharya, Chen, Giedt, Poppitz and Shang[100–
107], although any SO(10) model has not been discussed in the literature. In the action
SOv/Mi, the global U(1) symmetry of the right-handed fields is broken to Z4 by the Yukawa
couplings y and y¯. As mentioned above, however, the proof of the CP symmetry is not
successful so far.
In this respect, we note that one can prove the CP invariance of the effective action if
one modifies the Yukawa couplings by the insertion of the chiral projectors P± [241–243] as
−
∑
x∈Λ
{y Xa(x)ψT+(x)iγ5CDTaP+ψ+(x) + y¯ X¯a(x)ψ¯+(x)iγ5CDTa†P−ψ¯+(x)T }
= −
∑
x∈Λ
{y ψT(1−D)T iγ5CDTaXaP+(1−D)ψ(x) + y¯ ψ¯iγ5CDTa†X¯aP−ψ¯T (x)},
(6.28)
and to take the following action,
S′Ov/Mi[ψ, ψ¯,X
a, X¯a] =
∑
x∈Λ
{
ψ¯−(x)Dψ−(x) + z+ψ¯+(x)Dψ+(x)
}
−
∑
x∈Λ
{y Xa(x)ψT+(x)iγ5CDTaP+ψ+(x)
+y¯ X¯a(x)ψ¯+(x)P−iγ5CDTa†ψ¯+(x)T }
+ SX [X
a]. (6.29)
But this type of Yukawa coupling is singular in the large limit z+√
yy¯
→ 0: the saturation of
the right-handed part of the measure is incomplete, because
P+ψ+(x) = P+Pˆ+ψ(x) = P+(1−D)ψ(x) (6.30)
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and the factor (1−D) projects out the modes with the momenta pi(A)µ (A = 1, · · · , 15).
We note that this is the common property of the mass-like terms of the Ginsparg-Wilson
fermion. For the Dirac mass term, it is usually formulated as
SD =
∑
x∈Λ
{ψ¯(x)Dψ(x) +mD ψ¯(1−D)ψ(x)}, (6.31)
because the scalar and pseudo scalar operators, ψ¯(1−D)ψ(x) and ψ¯iγ5(1−D)ψ(x), have the
good transformation properties under the chiral transformation, δψ(x) = γ5(1− 2D)ψ(x),
δψ¯(x) = ψ¯(x)γ5. However, this choice makes the limit of the large mass parameter mD
singular by the same reason as above. The maximal value of the mass is given at mD = 1,
where D cancels out in the action and the simple bilinear operator ψ¯(x)ψ(x) saturates the
path-integral measure of the Dirac fields completely. To make the limit of the large mass
parameter well-defined, we should write the action as
SD =
∑
x∈Λ
{z ψ¯(x)Dψ(x) +mψ¯(x)ψ(x)}, (6.32)
where z = 1−mD and m = mD and should take the limit z/m = (1−mD)/mD → 0.
As for the Majorana mass term, one often formulates the action as
SM =
∑
x∈Λ
{ψ¯+(x)Dψ+(x)
+mM (ψ+(x)
TCDψ+(x) + ψ¯+(x)CDψ¯+(x)
T )} (6.33)
=
∑
x∈Λ
{ψ¯(x)P−Dψ(x)
+mM (ψ
T Pˆ T+CDPˆ+ψ(x) + ψ¯P−CDP
T
− ψ¯
T (x))}. (6.34)
But this Majorana mass term has the matrix elements as
uTj CDuk = −δp+p′,0
b(p′)
ω(p′)
σ,σ′ (j = {p, σ}, k = {p′, σ′}), (6.35)
u¯jCDu¯
T
k = −δx,x′σ,σ′ (j = {x, σ}, k = {x′, σ′}), (6.36)
and the pfaffian of the first matrix has the factor
∏
p′{b(p′)/ω(p′)}, while the second one is
unity. Since b(p′) can vanish for 0 < m0 < 2, it is singular in the limit of the large mass
parameter mM . This type of the Majorana-Yukawa couplings are used in the formulation
of the 2D “10”, “3450” models by Chen, Giedt, Poppitz and Shang.[100–107] Instead, one
can formulate the action as
SM =
∑
x∈Λ
{z ψ¯+(x)Dψ+(x)
+M (ψ+(x)
T iγ5CDψ+(x) + ψ¯+(x)iγ5CDψ¯+(x)
T )} (6.37)
=
∑
x∈Λ
{z ψ¯(x)P−Dψ(x)
+M (ψT Pˆ T+ iγ5CDPˆ+ψ(x) + ψ¯P−iγ5CDP
T
− ψ¯
T (x))}. (6.38)
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In the chiral basis, this Majorana mass term has the matrix elements as
uTj iγ5CDuk = iδp+p′,0σ,σ′ (j = {p, σ}, k = {p′, σ′}), (6.39)
u¯jiγ5CDu¯
T
k = iδx,x′σ,σ′ (j = {x, σ}, k = {x′, σ′}), (6.40)
and the pfaffians of these matrices are both unity. Then the limit z/M → 0 is well-defined
and the right-handed measure is indeed saturated completely. The Majorana-Yukawa cou-
plings in SOv/Mi and SOv have precisely the latter structure.
As argued in sections 3 and 4, in the model SOv the functional pfaffian is real positive
semi-definite in the weak gauge-coupling limit, where the link variables are set to unity,
U(x, µ) = 1, and the pfaffian path-integration over the spin fields is non-vanishing. More-
over, the correlation functions of the right-handed fields ψ+(x), ψ¯+(x) are short-ranged,
and the spin fields Ea(x), E¯a(x) are in the disordered phase. Therefore, the limit of large
Majorana-Yukawa couplings, eqs. (6.7), (6.8) and (6.9), is indeed well-defined and there
exists the PMS phase in that region of the coupling-constant space of SOv/Mi.
6.3 cf. Recent studies on the PMS phase/Mass without Symmetry Breaking
As to the possible phase transitions from the PMS phase to the FM and PMW phases, the
recent lattice studies on the PMS phase/“Mass without Symmetry Breaking” by Ayyar and
Chandrasekharan and by Catterall, Schaich and Butt are interesting and suggestive[110,
113–118]. As to the four-dimensional case, in particular, the authors consider the re-
duced staggered fermion model with a certain quartic interaction term, where there exist
SU(4)/SO(4) and Z4 symmetries and any quadratic mass terms are forbidden due to the
symmetries. In the classical continuum limit within the weak coupling phase, the reduced
staggered fermion model describes sixteen Majorana fermions (= sixteen Weyl fermions)
interacting through SU(4) × Z4 symmetric quartic (quadratic Yukawa) interaction. In this
model, the strong-coupling limit is well-defined because the fermion measure is indeed sat-
urated by the quartic interaction term completely, and the strong coupling expansion can
be formulated. One can show in the strong coupling regime that the fermion field and
the auxiliary boson field are both massive without any symmetry breaking and the model
is indeed in the PMS phase. On the other hand, the path-integral weight (fermion pfaf-
fian) can be managed to be real positive and Monte Carlo methods are applicable. Their
numerical simulations have confirmed the PMS phase. Moreover, the authors have found
the numerical evidences for the very narrow FM intermediate phase between the PMS and
PMW phases in the four-dimensional model.
For the purpose to decouple the mirror (Overlap/Ginsparg-Wilson) fermions, the inter-
est lies in the behavior of the model deep inside the PMS phase off the phase transition. It
is still important and useful to study the nature of the possible phase transitions from the
PMS phase to the FM, PMW phases in our case of the SO(10) theories, because it gives
us the understanding of the relation between the phase of the massless left-handed (target)
Weyl fields and the phase of the massive/gapped right-handed mirror fields.
For this purpose, let us consider the following model, as the simplest possible extension
of SOv, which is obtained from SOv/Mi by taking the limit (6.8) and (6.9) and by further
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reducing the degrees of freedom of the spin fields through the identification Ea(x) = E¯a,
y = y¯:
S˜Ov[ψ, ψ¯, E
a] =
∑
x∈Λ
ψ¯−(x)Dψ−(x) +
∑
x∈Λ
z+ ψ¯+(x)Dψ+(x) (6.41)
−
∑
x∈Λ
y Ea(x){ψT+(x)iγ5CDTaψ+(x) + ψ¯+(x)iγ5CDTa†ψ¯+(x)T }.
We note that although the degrees of freedom of the spin fields are halved, this model still
exactly reduces to SOv in the limit z+/y → 0 because the functional pfaffian factorizes
into those of the field ψ+(x) and the anti-fields ψ¯+(x) in this limit and the latter is unity,
pf(u¯ iγ5CDT
a†Eau¯T ) = 1, independently of the spin field Ea(x).
The partition function of the model S˜Ov is obtained as follows.
Z˜Ov = det(v¯Dv)
〈
pf
(
uT iγ5CDT
aEa
[
1 + (z+/2y)
2P−
]
u
)〉′
E
. (6.42)
This is because the path-integration of the right-handed anti-field ψ¯+(x) can be performed
explicitly and the effective action reads
S˜Ov =
∑
x∈Λ
ψ¯−(x)Dψ−(x)
−
∑
x∈Λ
y Ea(x){ψT+(x)iγ5CDTa
[
1 + (z+/2y)
2P−
]
ψ+(x)}, (6.43)
which has the same form as SOv except for the factor
[
1 + (z+/2y)
2P−
]
. Then, by the
similar reasoning given in section 4, we can argue that the pfaffian pf
(
uT iγ5CDT
aEa
[
1 +
(z+/2y)
2P−
]
u
)
is real and positive semi-definite. Therefore, the path-integration of the
pfaffian over the spin field is positive definite. This holds true as long as 0 ≤ (z+/2y) <∞:〈
pf
(
uT iγ5CDT
aEa
[
1 + (z+/2y)
2P−
]
u
)〉′
E
> 0 (0 ≤ z+/2y <∞). (6.44)
Only at the limit of the weak Majorana-Yukawa coupling, z+/2y =∞ or y/z+ = 0 (z+ = 1),
the partition function can show the massless singularity because the pfaffian is evaluated
(formally) as
pf
(
uT iγ5CDT
aEa
[
P−
]
u
)
= pf
{
(u¯u)T (u¯†iγ5CDTaEau¯T )(u¯u)
}
= det(u¯u) pf(u¯†iγ5CDTaEau¯T )
= det(u¯Du). (6.45)
This result implies that the PMS phase extends all the way to the limit of the weak
Majorana-Yukawa coupling y/z+ = 0 (z+ = 1) and the FM phase is absent within the
coupling-constant space of S˜Ov.
We can confirm the above result by applying the saddle point analysis in the spirit of
the large N expansion to this model, just as discussed in section 4.5. The effective action of
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the spin field Xa(x)(= Xa0 + X˜a(x)) and the Lagrange multiplier field λ(x)(= λa0 + λ˜a(x))
in this case is given by
S[Xa, λ] ≡ −1
2
ln det
((
uT iγ5CDT
aXau
)
(z+/2y)(u
T u¯T )
−(z+/2y)(u¯u)
(
u¯ iγ5CDT
a†Xau¯T
))
−i
∑
x
λ(x)(Xa(x)Xa(x)− 1) (6.46)
= −32
∑
p
ln
(
Xa0X
a
0 + (z+/2y)
2∆˜(p)
)1/2
−iλ0(Xa0Xa0 − 1)V − i
∑
x
2λ˜(x)Xa0 X˜
a(x)
+
∑
x,y
X˜a(x)
{
4B(x− y)(2Xa0Xb0 −Xc0Xc0 δab)
−4A(x− y)(z+/2y)2 δab − iλ0δxyδab
}
X˜b(x)
+ · · · , (6.47)
where B(x− y) and A(x− y) are the kinetic operators defined through the chiral projector
Pˆ0+(x, y) of the single free overlap Dirac fermion as
B(x− y) = tr
[
Pˆ0+
1
Xa0X
a
0 + (z+/2y)
2∆
(x− y)Pˆ0+ 1
Xa0X
a
0 + (z+/2y)
2∆
(y − x)
]
+ tr
[
P−
1
Xa0X
a
0 + (z+/2y)
2∆
(x− y)P− 1
Xa0X
a
0 + (z+/2y)
2∆
(y − x)
]
=
1
V
∑
k
eik(x−y)
1
V
∑
q
{
3 +
sin(q + k)µ sin qµ + b(q + k)b(q)
ω(q + k)ω(q)
}
×
1
Xa0X
a
0 + (z+/2y)
2∆˜(q + k)
1
Xa0X
a
0 + (z+/2y)
2∆˜(q)
,
(6.48)
A(x− y) = tr
[
P−
1
Xa0X
a
0 + (z+/2y)
2∆
Pˆ0+(x− y)Pˆ0+ 1
Xa0X
a
0 + (z+/2y)
2∆
P−(y − x)
]
+ tr
[
Pˆ0+
1
Xa0X
a
0 + (z+/2y)
2∆
P−(x− y)P− 1
Xa0X
a
0 + (z+/2y)
2∆
Pˆ0+(y − x)
]
=
1
V
∑
k
eik(x−y)
1
V
∑
q
{sin(q + k)µ sin qµ + (ω(q + k) + b(q + k))(ω(q) + b(q))
ω(q + k)ω(q)
}
×
1
Xa0X
a
0 + (z+/2y)
2∆˜(q + k)
1
Xa0X
a
0 + (z+/2y)
2∆˜(q)
,
(6.49)
and
Pˆ0+(x− y) = 1
V
∑
q
eiq(x−y)
{
1
2
− 1
2
γ5
iγµ sin qµ + b(q)
ω(q)
}
, (6.50)
∆(x− y) = 1
V
∑
q
eiq(x−y)
{
ω(q) + b(q)
2ω(q)
}
. (6.51)
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The path-integration of the fluctuations λ˜(x) and X˜a(x) (in this order) gives the effective
action of Xa0 and λ0 as follows,
Seff [X
a
0 , λ0] =
{− 32∑
p
ln
(
Xa0X
a
0 + (z/2)
2∆˜(p)
)1/2 − iλ0(Xa0Xa0 − 1)}V
+
(10− 1)
2
∑
k 6=0
ln
{− 4D˜(k ;X0)− iλ0}, (6.52)
where D˜(k ;X0) is the fourier transform of the kinetic operator,
D(x− y ;X0) = Xc0Xc0B(x− y) + (z+/2y)2A(x− y). (6.53)
The stationary conditions for Xa0 and λ0 are given by
0 = 2Xa0
{
−16 1
V
∑
p
1
Xc0X
c
0 + (z+/2y)
2∆˜(p)
− iλ0
+
9
2
1
V
∑
k 6=0
(
−4 ∂
∂X20
D˜(k ;X0)
1
−4D˜(k ;X0)− iλ0
)}
,
(6.54)
0 =
(
Xc0X
c
0 − 1
)
+
9
2
1
V
∑
k 6=0
1
−4D˜(k ;X0)− iλ0
. (6.55)
Assuming Xa0 6= 0, the above conditions imply that
−iλ0 = 16 1
V
∑
p
1
Xc0X
c
0 + (z+/2y)
2∆˜(p)
− 9
32
1
V
∑
k 6=0
(
− ∂
∂X20
D˜(k ;X0)
16
−D˜(k ;X0) + D˜(0 ;X0)
)∣∣∣∣∣
Xc0X
c
0=1
,
(6.56)
Xc0X
c
0 = 1−
9
32
1
V
∑
k 6=0
4
−D˜(k ;X0) + D˜(0 ;X0)
∣∣∣∣
Xc0X
c
0=1
, (6.57)
where the leading results, −iλ0 = 16 1V
∑
p
1
Xc0X
c
0+(z+/2y)
2∆˜(p)
andXc0Xc0 = 1, are substituted
in the terms suppressed by the factor N/2
N
2 (' 9/32). The r.h.s. of the condition eq. (6.57)
is required to be positive for Xa0 6= 0. It is plotted in fig. 9 as the function of z+ for y = 1
and m0 = 1,
f(m0, z+, y) ≡ 1− 9
32
1
V
∑
k 6=0
4
−D˜(k ;X0) + D˜(0 ;X0)
∣∣∣∣
Xc0X
c
0=1
. (6.58)
One can see that f(m0, z+, y) < 0 for z+ ≥ 0 up to z+ ' 10 (y = 1, m0 = 1) and it is in
contradiction with the assumptionXa0 6= 0. In this region of the coupling z+, the fluctuation
of the spin field Ea(x) is too large to maintain the non-zero expectation value of the spin field
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Figure 9. f(m0, z+, y) vs. z+ (y = 1): The consistency condition for the SO(10) symmetry
breaking in the effective spin model of S˜Ov within the saddle point analysis in the spirit of the large
N expansion.
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Figure 10. [left]: Γ˜(k) as the function of k2/(2pi/L)2 for z+ = 0 (green) and z+ = 10.0 (blue)
(y = 1) in comparison with (1/16)
∑
µ 4 sin
2(kµ/2) (purple). [right]: Γ˜(k)|k2=(2pi/L)2 in logarithmic
scale as the function of z+ (y = 1).
〈Ea(x)〉, and we do not see any evidence for the FM phase. In fig. 10, the kinetic term of the
fluctuation modes X˜a(x), given by Γ˜(k) ≡ (1/4)[ − D˜(k ;X0) + D˜(0 ;X0)]|X20 =1, is shown
as the function of k2/(2pi/L)2 in comparison with (1/16)
∑
µ 4 sin
2(kµ/2). One can see that
the kinetic term looks like the canonical form of the free theory and the normalization of
the kinetic term, defined by the value of Γ˜(k) at k2 = (2pi/L)2, is decreasing monotonically
and exponentially in z+/y (y = 1). These results support the picture that the PMS phase
extends all the way to the limit of the weak Majorana-Yukawa coupling y/z+ = 0 and that
the FM and PMW phases are absent within the coupling space of S˜Ov.
Given the result that the FM phase is absent in the model S˜Ov, it is instructive to
compare the above result to the situation in the original Eichten-Preskill models SEP and
SEP/WY[98, 99], where it was argued by Golterman, Petcher and Rivas[99] that the crucial
ingredient for the failure of the proposal is the existence of the FM phase which separates
the PMS and PMW phases. In fact, as mentioned before, there is an important technical
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difference in our models, which is relevant for preserving the (global) SO(10) symmetry: we
choose the product function F (ω) as given by eq. (3.6) and therefore use the unit SO(10)-
vector spin fields, omitting their kinetic(hopping) terms. This corresponds to taking the
limits eqs. (6.8) and (6.9) in SEP/WY as given in eq. (6.27). This region in the coupling-
constant space of SEP/WY has not been explored by Golterman, Petcher and Rivas. In
applying the saddle point analysis in the spirit of the large N expansion, we further reduce
the degrees of freedom of the spin fields through the identification Ea(x) = E¯a, y = y¯,
w = w¯ and consider the following model.
S˜EP/WY =
∑
x∈Λ
{
ψ¯(x)γµP−([∇µ −∇†µ]/2)ψ(x) + z+ψ¯(x)γµP+([∇µ −∇†µ]/2)ψ(x)
}
−
∑
x∈Λ
y Ea(x) {ψT(x)iγ5CDTaP+ψ(x) + ψ¯(x)P−iγ5CDTa†ψ¯(x)T }
−
∑
x∈Λ
wEa(x) {ψT(x)iγ5CDTa(∇µ∇†µ/2)P+ψ(x)
+ψ¯(x)P−iγ5CDTa†(∇µ∇†µ/2)ψ¯(x)T }. (6.59)
In this model, the consistency condition for 〈Xa(x)〉 6= 0 is given by
f(m0, z+, y, w) ≡ 1− 9
32
1
V
∑
k 6=0
4
−D˜′(k ;X0) + D˜′(k0 ;X0)
∣∣∣∣
Xc0X
c
0=1
> 0, (6.60)
where k0µ = 0 or pi
(15)
µ depending on the value of the couplings z+, y, w. D˜(k ;X0) is the
fourier transform of the kinetic operator,
D′(x− y ;X0) = Xc0Xc0B′(x− y) + (z+/2)2A′(x− y), (6.61)
where B′(x− y) and A′(x− y) are defined by
B′(x− y) = 1
V
∑
k
eikx
1
V
∑
q
{
W˜ (q + k)2 + W˜ (q)2 + 2W˜ (q + k)W˜ (q)
}
×
W˜ (q + k)
Xa0X
a
0 W˜ (q + k)
2 + (z+/2)2 sin
2(q + k)
W˜ (q)
Xa0X
a
0 W˜ (q)
2 + (z+/2)2 sin
2(q)
,
(6.62)
A′(x− y) = 1
V
∑
k
eikx
1
V
∑
q
{
W˜ (q + k)2 + W˜ (q)2 + 2W˜ (q + k)W˜ (q)
}
×
sin(q + k)µ
Xa0X
a
0 W˜ (q + k)
2 + (z+/2)2 sin
2(q + k)
sin qµ
Xa0X
a
0 W˜ (q)
2 + (z+/2)2 sin
2(q)
,
(6.63)
and W = y + (w/2)∇†µ∇µ. In fig. 11, f(m0, z+, y, w) is plotted as the function of z+ for
y = w = 1 and m0 = 1. The singular behavior of the plots around z+ ' 1.4 indicates the
fact that at a certain critical value z+ = zc+(' 1.4) the kinetic operator degenerates: D˜′(0) =
D˜′(k) = D˜′(pi(15)), where D˜′(k) ≡ D˜′(k ;X0)
∣∣
X20 =1
. For z+ < zc+, D˜′(k) ≤ D˜′(pi(15)) and
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Figure 11. f(m0, z+, y, w) vs. z+ (y = w = 1): The consistency condition for the SO(10)
symmetry breaking in the effective spin model of S˜EP/WY within the saddle point analysis in the
spirit of the large N expansion.
the saddle point is assumed to be Anti-Ferromagnetic, 〈Xa(x)〉 = Xa0 (−1)xµ . For z+ > zc+,
D˜′(k) ≤ D˜′(0) and the saddle point is assumed to be Ferromagnetic, 〈Xa(x)〉 = Xa0 . In
both cases, f(m0, z+, y, w) < 0 and the fluctuation of the spin field Ea(x) is too large to
maintain the non-zero expectation value of the spin field 〈Ea(x)〉. Thus the model is in the
PMS phase in the entire region of the coupling z+ (y = 1) up to z+ ' 15.
In the case of the model S˜Ov, we found that D˜(k) ≤ D˜(0) for the entire region z+ ≥ 0,
where D˜(k) ≡ D˜(k ;X0)
∣∣
X20 =1
. And the saddle point is assumed to be Ferromagnetic,
〈Xa(x)〉 = Xa0 . Therefore the coupling-constant space of the model S˜Ov should correspond
to the region of the weaker Majorana-Yukawa coupling, z+ > zc+, within the coupling-
constant space of the model S˜EP/WY. This fact is also supporting the picture that the PMS
phase extends all the way to the limit of the weak Majorana-Yukawa coupling y/z+ = 0 in
our SO(10) model S˜Ov.
One may study these models, S˜Ov and S˜EP/WY, as the counter part of the reduced stag-
gered fermion model with the SU(4)/SO(4) and Z4 symmetries by reducing SO(10) sym-
metry to SO(6)(Spin(6)=SU(4)) and SO(4)(=SU(2)+ × SU(2)−) (or SO(3)(=SU(2)+)).15
In fig. 12, the results of the similar saddle point analysis for the models with the SO(6)
symmetry are shown in comparison with those with the SO(10) symmetry. In the model
S˜Ov, the FM phase does not appear for the SO(6) symmetry and the PMS phase extends all
the way to the limit of the weak Majorana-Yukawa coupling up to y/z+ = 0.1. In the model
S˜EP/WY, the FM phase appears between the PMS and PMW phases. It is because the effect
of the fluctuation modes X˜a′(x)(a′ = 1, · · · , 6) is reduced by the factor (6 − 1)/(10 − 1)
15For the models with the symmetries reduced from SO(10), one may reformulate the model SOv more
simply in terms of overlap Majorana fields as
S˜Ov/Mj[ψ,E
a′ ] =
∑
x∈Λ
{
z ψ(x)T CˇCDDψ(x)− y Ea
′
(x)ψ(x)T iγ5CDTˇ
a′ψ(x)}. (6.64)
In both cases, one can show rigorously that the path-integral measures of the fermion fields ψ+(x), ψ¯+(x)
and ψ(x) are saturated completely in the limits z/y → 0.
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Figure 12. f(m0, z+, y) and f(m0, z+, y, w) vs. z+ (y = 1 and y = w = 1, respectively): The
consistency condition for the SO(6) symmetry breaking in the effective spin models of S˜Ov and
S˜EP/WY in the cases with the reduced symmetry SO(6).
in the consistency condition eq. (6.60). But the effect still remains rather large. Then the
full quantum fluctuations can reduce the region of the coupling-constant z+ where the FM
phase appears, restoring the broken SO(6) symmetry. Thus our results here seems quite
consistent with the observations and arguments made by these authors about the reduced
staggered fermion model with the quartic interaction term which respects the SU(4)/SO(4)
and Z4 symmetries, and about ”Mass without Symmetry Breaking”.
6.4 cf. Domain wall fermions with the boundary Eichten-Preskill term
In the proposal by Creutz, Tytgat, Rebbi, Xue[108] to formulate the standard model plus the
right-handed neutrinos by the domain wall fermion, the authors have considered the quartic
term with the symmetry SU(4) × SU(2)L × SU(2)R as boundary interaction terms. In fact,
this type of the boundary interaction term can be obtained from the SO(10) interaction
term by reducing the symmetry to SO(6) × SO(4) (= SU(4) × SU(2)L × SU(2)R). Then,
it is straightforward to lift their proposal to the SO(10) chiral gauge theory.
In fact, we can show that the following action defines such a domain wall fermion model
for the SO(10) chiral gauge theory:
SDW/Mi =
L5∑
t=1
∑
x∈Λ
ψ¯(x, t)
{
[1 + a′5(D4w −m0)]δtt′ − P−δt+1,t′ − P+δt,t′+1
}
ψ(x, t′)
+
∑
x∈Λ
(z+ − 1) ψ¯(x, L5)P−[1 + a′5(D4w −m0)]ψ(x, L5)
−
∑
x∈Λ
{y Xa(x)ψT(x, L5)iγ5CDTaψ(x, L5)
+y¯ X¯a(x)ψ¯(x, L5)P−iγ5CDTa†ψ¯(x, L5)T }
+ SX [X
a], (6.65)
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where the Dirichlet b.c. is assumed,
P+ψ(x, 0) = 0, ψ¯(x, 0)P− = 0 ; P−ψ(x, L5 + 1) = 0, ψ¯(x, L5 + 1)P+ = 0,
(6.66)
and a′5(= a5/a) is the lattice spacing of extra dimension in the lattice unit. In this action,
the second term in the r.h.s. is introduced so that all the terms which involve the field
ψ¯(x, L5)P−(= q¯+(x)) in the original action of the domain wall fermion (the five-dimensional
Wilson fermion) are rescaled by the factor z+ and made vanished in the limit z+ → 0. Then
the forth term with the Yukawa coupling y¯ is required so that it saturates the path-integral
measure of that field ψ¯(x, L5)P−. On the other hand, the field ψ(x, L5) is related to the
(truncated) overlap fermion field ψ(x) by the relation ψ(x, L5) = (−γ5)
(
1 + ea5L5H˜
)−1
ψ(x)
in the subtraction scheme using the five-dimensional Wilson fermion subject to the anti-
periodic b.c., and is projected to the right-handed Weyl field ψ+(x) = Pˆ+ψ(x) in the limit
L5 → ∞ (plus a5 → 0)[68]. Thus it ends up with the overlap fermion model with SOv/Mi
in the limit (6.8) and (6.9), which is the similar model with S˜Ov, but before reducing
the degrees of freedom of the spin fields through the identification Ea(x) = E¯a, y = y¯.
The global U(1) symmetry of the five-dimensional fermion fields is broken to Z4 by the
boundary Yukawa couplings. The CR5, P, and CPR5 symmetries are all broken by the
boundary Yukawa couplings and the term with the coupling (1− z+).
Taking the limit eqs. (6.7), (6.8) and (6.9) first, the model provides the five-dimensional
implementation of the path-integral measure for the left-handed Weyl field eq. (6.1). That
is,
SDW/Ov =
L5∑
t=1
∑
x∈Λ
ψ¯(x, t)
{
[1 + a′5(D4w −m0)]δtt′ − P−δt+1,t′ − P+δt,t′+1
}
ψ(x, t′)
−
∑
x∈Λ
ψ¯(x, L5)P−[1 + a′5(D4w −m0)]ψ(x, L5)
−
∑
x∈Λ
1
2
{Ea(x)ψT(x, L5)iγ5CDTaψ(x, L5)
+E¯a(x)ψ¯(x, L5)P−iγ5CDTa†ψ¯(x, L5)T } (6.67)
and 〈
1
〉
F
=
∫
D[ψ]D[ψ¯]D[E]D[E¯] e−SOv[ψ,ψ¯,Ea,E¯a] (6.68)
=
∫ ∏
x,t dψ¯(x, t)dψ(x, t) D[E]D[E¯] e−SDW/Ov[ψ,ψ¯,E
a,E¯a]
∣∣
Dir∫ ∏
x,t dψ¯(x, t)dψ(x, t) e
−SDW[ψ,ψ¯]
∣∣
AP
=
〈
pf
(
−iγ5CDTaEaδtL5δt′L5 −a′5(D5w −m0)
′T /2
a′5(D5w −m0)′/2 −iγ5CDP−Ta†E¯aδtL5δt′L5
)∣∣∣∣
Dir
〉′
E
det a′5(D5w −m0)
∣∣
AP
, (6.69)
where (D5w −m0)′tt′ = (D5w −m0)tt′ − δtL5P−(D5w −m0)tt′δt′L5 and the limit L5 → ∞
(a′5 → 0) is understood. Then, what we have argued in the previous sections about the four-
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dimensional model SOv implies that the domain wall fermion path-integral measure is prop-
erly saturated at around the right-handed boundary with the fields, ψ(x, L5), ψ¯(x, L5)P−,
even when the spin fields Ea(x), E¯a(x) have the disordered nature. Moreover, the CP
symmetry is restored in the limit L5 →∞.
Thus the five-dimensional domain wall fermion model defined by the action eq. (6.67)
provides a very explicit and well-defined implementation of the proposal by Creutz, Tytgat,
Rebbi, Xue for the (more general) case of the SO(10) chiral gauge theory. And our four-
dimensional lattice model defined with the path-integration measure for the left-handed
Weyl field eq. (6.1) is nothing but the low energy effective theory of the five-dimensional
domain wall model in the limit L5 →∞ (a′5 → 0).
In this repect, we note that one may define the action of such a SO(10) domain wall
fermion model simply by
S′DW/Mi =
L5∑
t=1
∑
x∈Λ
ψ¯(x, t)
{
[1 + a′5(D4w −m0)]δtt′ − P−δt+1,t′ − P+δt,t′+1
}
ψ(x, t′)
−
∑
x∈Λ
{y Xa(x)qT+(x)iγ5CDTaP+q+(x) + y¯ X¯a(x)q¯+(x)P−iγ5CDTa†q¯+(x)T }
+ SX [X
a]. (6.70)
Note here that the bounary interaction terms are formulated solely with the boundary
field variables, q(x) = ψ−(x, 1) + ψ+(x, L5), q¯(x) = ψ¯−(x, 1) + ψ¯+(x, L5), which are first
introduced by Shamir and Furman[62, 63]. In this action, the global U(1) symmetry of the
five-dimensional Wilson fermion fields is broken to Z4 by the boundary Yukawa couplings.
The CR5 and P symmetries are also broken to the CPR5 symmetry in the same manner.
We note, however, that this model ends up with the overlap fermion model S′Mi/Ov with
the Yukawa couplings eq. (6.28) in the limit L5 → ∞ in the same subtraction scheme.
Therefore, this type of the Majorana-Yukawa couplings at the boundary are singular in the
large limit.
6.5 cf. Topological Insulators/Superconductors with gapped boundary phases
It has been proposed by Wen, by You, BenTov and Xu, and by You and Xu[123–126] to
use the 4D Topological Insulators(TIs)/Superconductors(TSCs) with the gapped boundary
phases in order to formulate the 3+1D chiral gauge theories in the Hamiltonian formalism.
These authors have considered the same 4D TI with the time-reversal symmetry defined by
the following quantum Hamiltonian,
Hˆ4DTI =
ν∑
i=1
∑
p
aˆi(p)
†
{ 4∑
k=1
αk sin(pk) + β
([ 4∑
k=1
cos(pk)− 4
]
+m
)}
aˆi(p), (6.71)
where aˆi(p) and aˆi(p)† are fermionic annihilation-creation operators in momentum space,
satisfying the canonical anti-commutation relations, aˆi(p)aˆj(p′)† + aˆj(p′)†aˆi(p) = δp,p′δi,j .
The alpha and beta matrices are chosen here as αk = σ3 ⊗ σk (k = 1, 2, 3), α4 = σ2 ⊗ I,
and β = −σ1 ⊗ I. The generator of the time-reversal symmetry transformation is given as
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T = K (iI⊗σ2), whereK stands for complex conjugation. This 4D quantum lattice fermion
model is nothing but the Hamiltonian formulation of Kaplan’s 5-dim. domain wall fermion
defined with the Wilson term.[60, 61] It was first examined by Creutz and Horvath[121]
to study the chiral property of the massless lattice fermions realized as Shockley surface
states, and later by X.-L. Qi, Hughes and S.H. Zhang[122] as a 4D extension of the 2D
Integer Quantum Hall Effect (IQHE).
The insulator is in topological phase for m > 0 and in trivial phase for m < 0. On
the 3D boundary of the domain wall due to the change of the mass parameter from m > 0
to m < 0, there appear ν(∈ Z) copies of two-component (right-handed) Weyl fermions at
low energy |pl|  0 (l = 1, 2, 3) assuming the thermodynamic limit of the 4D space. These
Weyl fermions are protected from acquiring mass by the topological index defined by the
second Chern character of the U(1) bundle associated with the connection
∑
k ψ
†
kδψk and
the time reversal symmetry. This gapless boundary phase can be described by the low
energy effective Hamiltonian,
Hˆ
(bd)
3D =
ν∑
i=1
∫
d3x ψˆi(x)
†
{ 3∑
l=1
(−i)σl∂l
}
ψˆi(x). (6.72)
The generator of the time-reversal symmetry transformation acting the effective Hamilto-
nian is given as T = K (iσ2).
For the case ν = 16, the authors have proposed the boundary interaction terms to fully
gap the boundary phase with the sixteen massless Weyl fermions, or the bulk interaction
terms to be able to interpolate between the topological and trivial phases without closing
the mass gap nor breaking the symmetries. In fact, the boundary/bulk interaction terms
introduced in these works are the SO(10)-invariant quartic (or Yukawa) term
Oˆ(x) = 1
2
[
ψˆ(x)TCDTˇ
aψˆ(x)− ψˆ(x)†CDTˇa†ψˆ(x)†T
]2 (6.73)
assuming that the sixteen massless Weyl fermions are in the 16 of SO(10) and its descendants
with reduced symmetries, SO(7)×SO(3) and SO(6)×SO(4)(=SU(4)×SU(2)×SU(2)). It is
quite interesting to see that these are essentially identical to the SO(10)-invariant quartic
terms of the ’t Hooft vertices, T+(x), T¯+(x),
OT(x) = T+(x) + T¯+(x) (6.74)
=
1
23
[
ψT(x)CDT
aψ(x)
]2
+
1
23
[
ψ¯(x)CDT
a†ψ¯(x)T
]2
, (6.75)
and their descendants.
Wen, in particular, have considered the SO(10) chiral gauge theory as a target theory[123].
The author have proposed to use the following SO(10)-invariant boundary interaction terms,
Hˆ3D,10 =
∫
d3x
{
ψˆ(x)T iσ2Tˇ
aφa(x)ψˆ(x)
−ψˆ(x)†iσ2Tˇa†φa(x)ψˆ(x)† +H[φa(x)]
}
, (6.76)
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where the Weyl field ψˆ(x) = {ψˆs(x)}(s = 1, · · · , 16) is assumed to form the irreducible
spinor representation 16 of SO(10), and H[φa(x)] stands for the kinetic and potential terms
of the SO(10) vector real scalar field φa(x). It is assumed that H[φa(x)] is chosen to make
φa(x)φa(x) = M2 6= 0 without breaking the SO(10) symmetry, 〈φa(x)〉 = 0. It is also
assumed that the correlation length of the field φa(x), ξφ, is much larger than the lattice
spacing so that one can then expect the Yukawa coupling to generate a (Majorana-type)
mass for all the sixteen Weyl fermions. The author then discusses that topological defects
with φa(x) = 0 at some points or in some regions of the 3+1D space-time, which can
give rise to massless (gapless) fermionic excitations, do not exist for the SO(10) vector real
scalar field φa(x) satisfying φa(x)φa(x) = M2 = const., because pid(S9) = 0 (0 ≤ d < 9):
pi3(S
9) = 0 against point-defects like the instantons, pi2(S9) = 0 against line-defect like
hedgehog solitons, pi1(S9) = 0 against membrane-defect like vortex lines, and pi0(S9) = 0
against 3-brane-defect like domain walls. The author also points out that the WZW term
does not exist, because pi5(S9) = 0. Based on these assumptions and considerations, the
author have argued that the boundary interaction Hˆ3D,10 can make the boundary phase
with the sixteen massless Weyl fermions fully gapped without breaking the SO(10) and
time-reversal symmetries.
As mentioned above, the 4D TI, eq. (6.71), with the boundary phases of the ν massless
Weyl fermions is nothing but the Hamiltonian formulation of Kaplan’s 5-dim. domain wall
fermion defined with the Wilson term. Then the 4D TI(TSC) can be formulated in the
framework of 4+1D Euclidean path-integral quantization using the five-dimensional lattice
domain wall fermion including suitable boundary/bulk interaction terms. Using this 5 dim.
lattice formulation of the 4D TI(TSC), one can study the effect of the boundary/bulk
multi-fermion (Yukawa) interactions on the properties of the 4D TI(TSC), in particular,
the behaviors of the proposed 3D gapped boundary phases of the 4D TI(TSC) of ν = 16, by
using the various perturbative/non-perturbative methods in the framework of lattice field
theory.
The domain wall fermion models SDW/Mi and SDW/Ov discussed in the previous sec. 6.4
provide such a formulation. In fact, the partition function of the 4D TI(TSC) of ν = 16 with
the SO(10)-invariant boundary interaction terms can be defined precisely by the domain
wall fermion model SDW/Mi:
Z4DTI/ν=16 ≡
∫ L5∏
t=−L5+1
D[ψ(t)]D[ψ¯(t)]D[E]D[E¯] e−SDW/Mi[ψ,ψ¯,Ea,E¯a]∣∣
Dir
= det a′5(D5w −m0)
∣∣
AP
ZOv/Mi [L5 →∞ (a′5 → 0)]. (6.77)
In this 4+1D lattice model, one can fix the radii of the SO(10) spin fields to unity as
Ea(x)Ea(x) = 1, E¯a(x)E¯a(x) = 1 (6.78)
from the beginning by taking the limit eqs. (6.7), (6.8) and (6.9). Moreover, one can take
the limit of the large Majorana-Yukawa couplings,
y = y¯,
z+√
yy¯
→ 0. (6.79)
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Then one ends up with the domain wall fermion model SDW/Ov and the four-dimensional
lattice model SOv as a low energy effective lattice theory for the edge modes at the bound-
aries. The partition function of the 4D TI(TSC) of ν = 16 then reads
Z4DTI/ν=16 = det a
′
5(D5w −m0)
∣∣
AP
ZOv [L5 →∞ (a′5 → 0)]
= det a′5(D5w −m0)
∣∣
AP
det(v¯Dv)
〈
pf(uT iγ5CDT
aEau)
〉′
E
. (6.80)
Thus our four-dimensional lattice model of the SO(10) chiral gauge theory, defined with
the path-integration measure for the left-handed Weyl field eq. (6.1), gives a direct and
well-defined description of the ν = 16 3D gapped/gapless boundary phases proposed by
Wen[123] in the framework of 3+1D local lattice theory. In sections 3 and 4, we have argued
that the pfaffian pf(uT iγ5CDTaEau) is real positive semi-definite and its path-integration
over Ea(x) (a = 1, · · · , 10) is non-vanishing for the trivial link field U(x, µ) = 1 in the
weak-gauge coupling limit. This implies that the partition function of the boundary phase
is real-positive, 〈
pf(uT iγ5CDT
aEau)
〉
E
> 0 (U(x, µ) = 1), (6.81)
and the massless singularity associated with the sixteen right-handed Weyl fermions is
absent. We have also argued that the auxiliary spin fields show the disordered nature
for m0 < 2 and the correlation functions of the right-handed fermions and the auxiliary
spin fields are short-ranged (except the unknown one,
〈
ψ+
[
ψT+iγ5CDT
aEaPˆ−
] 〉
F
). These
results provide analytical evidences that the ν = 16 3D boundary phase is fully gapped
indeed and respects the SO(10) symmetry.
We will discuss the details of the description of the gapped boundary phases of 1-4D
TI/TSC in terms of overlap fermions elsewhere[256].
7 Conclusion
In this paper, we formulated the SO(10) chiral gauge theory with Weyl fermions in the six-
teen dimensional spinor representation 16 within the framework of the Overlap fermion/the
Ginsparg-Wilson relation. We defined the path-integral measure of the left-handed Weyl
fermions with all the components of the Dirac field, but the right-handed part of which
is saturated completely by inserting a suitable product of the SO(10)-invariant ’t Hooft
vertices in terms of the right-handed field. The definition of the measure applies to all
possible topological sectors. In fact, we examined in detail the two cases of the trivial link
field and of the SU(2) link fields with non-vanishing topological charge Q( 6= 0). We argued
that the path-integration of the pfaffian pf(uT iγ5CDTaEau) over the auxiliary spin field
Ea(x) gives a non-zero result,∫
D[E] pf(uT iγ5CDTaEau) = c [U(x, µ)] 6= 0
and that the measure of the right-handed field, D?[ψ+], is indeed saturated completely
by inserting the product of the ’t Hooft vertex T+(x)[ψ+], while the SO(10) symmetry
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does not break spontaneously in the thermodynamic limit. The measure possesses all
required transformation properties under lattice symmetries and we gave a proof of the
CP-invariance of the induced effective action. The global U(1) symmetry of the left-handed
field is anomalous due to the non-trivial trasformation of the measure, while that of the
right-handed field is explicitly broken by the ’t Hooft vertices.
There remains the issue of smoothness/locality in the gauge-field dependence of the
Weyl fermion measure term,
− iTη ≡ −Tr
{
δηPˆ+
〈
ψ+
[
ψT+iγ5CDT
aEa
]〉
F
}/〈
1
〉
F
. (7.1)
This question is of not quite dynamical but non-perturbative nature in our model, involving
the path-integration of the spin fieldEa(x) with the weight of the pfaffian pf(uT iγ5CDT aEau),
which is complex in general. But the question is well-defined and it is highly desirable to
establish these properties rigorously, if possible. It can be addressed in the weak gauge-
coupling expansion at least because the pfaffian is positive semi-definite and Monte Carlo
methods are applicable to evaluate the correlation functions and the vertex functions. We
leave this important and interesting question for our future study.16
We discussed the relations of our formulation to other approaches/proposals to decou-
ple the species-doublers and mirror fermions such as the Eichten-Preskill model[98, 99], the
Mirror-fermion model using Ginsparg-Wilson fermions[100–107], Domain wall fermions with
the boundary Eichten-Preskill term[108], the recent studies on the PMS phase/“Mass with-
out symmetry breaking”[110, 113–118] and 4D TI/TSCs with gapped boundary phases[123–
127]. These discussions, we hope, clarified the similarity and the difference in technical detail
and showed that our proposal is a well-defined testing ground for that basic question.
A Dirac gamma matrices
Dirac gamma matrices (The Clifford algebra of 2[5/2] dimensions):
γ0 =
(
0 I
I 0
)
, γ1 =
(
0 iσ1
−iσ1 0
)
, γ2 =
(
0 iσ2
−iσ2 0
)
, γ3 =
(
0 iσ3
−iσ3 0
)
, (A.1)
γ5 =
(
I 0
0 −I
)
, (A.2)
CD =
(
iσ2 0
0 −iσ2
)
. (A.3)
16 Two-dimensional abelian chiral gauge theories can be formulated in the similar manner. Those include
the 14(−1)4 axial gauge model and the 21(−1)3 chiral gauge model. In these models, the two-point vertex
function of the U(1) gauge field in the mirror sector was computed through Monte Carlo simulations. The
simulation results indeed showed a numerical evidence that the two-point vertex function is regular and
that the induced measure term −iTη is a local functional of the link field. See [257] for detail.
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{γµ, γν} = 2δµν ; γ†µ = γµ (µ = 0, 1, 2, 3), (A.4)
γ5 = γ0γ1γ2γ3, {γ5, γν} = 0 (µ = 0, 1, 2, 3), (A.5)
CD = γ2γ0, (A.6)
CDγµC
−1
D = −γTµ , CDγ5C−1D = γ5 , CTD = C−1D = C†D = −CD . (A.7)
B SO(10) gamma matrices
SO(10) gamma matrices (The Clifford algebra of 2[11/2] dimensions):
Γ1 = τ1 × τ1 × τ1 × τ1 × τ1, (B.1)
Γ2 = τ2 × τ1 × τ1 × τ1 × τ1, (B.2)
Γ3 = τ3 × τ1 × τ1 × τ1 × τ1, (B.3)
Γ4 = I × τ2 × τ1 × τ1 × τ1, (B.4)
Γ5 = I × τ3 × τ1 × τ1 × τ1, (B.5)
Γ6 = I × I × τ2 × τ1 × τ1, (B.6)
Γ7 = I × I × τ3 × τ1 × τ1, (B.7)
Γ8 = I × I × I × τ2 × τ1, (B.8)
Γ9 = I × I × I × τ3 × τ1, (B.9)
Γ10 = I × I × I × I × τ2, (B.10)
Γ11 = I × I × I × I × τ3, (B.11)
C = iτ2 × τ3 × τ2 × τ3 × τ2. (B.12)
ΓaΓb + ΓbΓa = 2δab ; Γa† = Γa (a = 1, · · · , 10), (B.13)
Γ11 = −iΓ1Γ2 · · ·Γ10, [Γ11,Γa] = 0 (a = 1, · · · , 10), (B.14)
CΓaC−1 = −{Γa}T , CΓ11C−1 = −Γ11, ; CT = C−1 = C† = −C. (B.15)
The T matrices
Ta = CΓa ; TaT = Ta (B.16)
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T1 = i(−i)(+i)(−i)(+i)(−i) τ3 × τ2 × τ3 × τ2 × τ3,
T2 = i(+1)(+i)(−i)(+i)(−i) I × τ2 × τ3 × τ2 × τ3,
T3 = i(+i)(+i)(−i)(+i)(−i) τ1 × τ2 × τ3 × τ2 × τ3,
T4 = i(+1)(−i)(−i)(+i)(−i) τ2 × τ1 × τ3 × τ2 × τ3,
T5 = i(+1)(+1)(−i)(+i)(−i) τ2 × I × τ3 × τ2 × τ3,
T6 = i(+1)(+1)(+1)(+i)(−i) τ2 × τ3 × I × τ2 × τ3,
T7 = i(+1)(+1)(+i)(+i)(−i) τ2 × τ3 × τ1 × τ2 × τ3,
T8 = i(+1)(+1)(+1)(−i)(−i) τ2 × τ3 × τ2 × τ1 × τ3,
T9 = i(+1)(+1)(+1)(+1)(−i) τ2 × τ3 × τ2 × I × τ3,
T10 = i(+1)(+1)(+1)(+1)(+1) τ2 × τ3 × τ2 × τ3 × I
The reduced Clliford algebra of 2[9/2]
Γa
′
= Γˇa
′ × τ1 (a′ = 1, · · · , 9), (B.17)
C = Cˇ× τ2. (B.18)
The reduced T matrices
Ta
′
= Tˇa
′ × τ3, (B.19)
T10 = Tˇ10 × I = Cˇ× I. (B.20)
T10
†
Ta
′
= Γ10Γa
′
= −i Γˇa′ × τ3. (B.21)
C Chiral basis in the weak coupling limit
H = γ5(Dw −m0) = 1
L4
∑
p
eip(x−y)
(
b(p)I c(p)
c†(p) −b(p)I
)
, (C.1)
where
b(p) =
{∑
µ
(1− cos pµ)−m0
}
, (C.2)
c(p) = I{i sin p0} −
∑
k
σk sin pk. (C.3)
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Orthonormal chiral basis: j = (p, s)
uj(x) = e
ipx u(p, s) ; u(0, s) =
(
χs
0
)
, u(p, s) =
(
cχs
−(ω + b)χs
)
/
√
2ω(ω + b) (p 6= 0),
(C.4)
vj(x) = e
ipx v(p, s) ; v(0, s) =
(
0
χs
)
, v(p, s) =
(
+(ω + b)χs
c†χs
)
/
√
2ω(ω + b) (p 6= 0),
(C.5)
where
ω(p) =
√∑
µ
sin2(pµ) +
{∑
µ
(1− cos(pµ))−m0
}2
. (C.6)
Majorana-mass-type inner products:
(uTj , γ5CDuj′) = δp+p′,0 u
T (−p′, s)γ5CDu(p′, s′) (C.7)
= δp+p′,0 χ
T
s iσ2χs′ (C.8)
= δp+p′,0 ss′ , (C.9)
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