Introduction. In (8) and (13) it has been shown that certain bisimple inverse semigroups, called bisimple co-semigroups and bisimple Z-semigroups, can be represented as semigroups of ordered triples. In these cases, two of the components of each triple are integers, and the third is drawn from a fixed group. This representation is analogous to that given by the theorem of Rees (1, p. 94) concerning completely simple semigroups, and shares the same advantages.
We denote by L a (R aj H a ) the f£-( ^?-,J^-) class of S containing the element a oî S. S is said to be bisimple if it contains only one jS^-class.
The elementary properties of inverse semigroups will be found in (1, §1.9). The inverse a~l of an element a of an inverse semigroup S is characterized by aa~la = a, a~1aa~1 = a~l. The idempotent element aa~1(a~1a) is called the left {right) unit of a. An inverse sub semigroup of an inverse semigroup S is a subsemigroup T of S such that the inverse of every element of T also belongs to T.
Let S be a semigroup with an identity 1. If u and v are elements of S such that uv = 1, then we call u a ngZ&J wwi£ and v a fe/ï w/w' J of S. An element which is both a left unit and a right unit is call a zmi£ and the set of all units of 5 is a subgroup U of 5, called the w?w£ group of 5. The set of all right units of 5 is a subsemigroup P of S, called the right unit subsemigroup of S. We note that U = Hi and P = Pi. If, for a right unit u of 5, there exists a right unit v of 5 such that uv = 1, then w is a unit of 5. Hence the unit group of P is just £/ (l,p. 21).
The following lemma is almost immediate from Lemma 1.2 of (11). LEMMA 
Let e be any idempotent of an inverse semigroup S. Then eSe is an inverse subsemigroup of S with identity e, which is bisimple if S is bisimple.
Let P e be the right unit subsemigroup of eSe. Then P e = R e H eSe = {a G R e : ae = a}. Moreover, the unit group of P e is just H e .
For any idempotent e of an inverse semigroup S, we shall denote by P e the right unit subsemigroup of eSe.
The following definition is the left-right dual of that given by Rees (7) . Let P be a right cancellative semigroup with an identity. Then a subgroup V of the unit group of P is called a left normal divisor of P if aV Ç Va for all a in P. If S is an inverse semigroup, then we shall call a subgroup V of 5 a left normal divisor of S if F is a left normal divisor, in the above sense, of P e , where e is the identity of V.
We define a right partial semigroup R to be a set R together with a partial binary operation on R satisfying the following condition:
(A) if, for elements a, b, c of R, a (be) is defined, then so also is (ab)c defined, and then a (be) = (ab)c.
A right partial semigroup 5 is said to be isomorphic with a right partial semigroup T if there exists a bijection <j> of S onto T such that ab is defined in 5 if and only if (a<j>) (b$) is defined in T, and then (ab)<f> = (a<j>) (b<t>).
We define an RP-system (R, P) to be a right partial semigroup R together with a subsemigroup P of R such that:
(PI) ab is defined (a, b G R) if and only if a € P; (P2) P has a left identity contained in P; (P3) ac = be (a, b £ P; c £ R) implies a = b; (P4) for every a, b in P, there exists c in P such that Pa C\ Pb = Pc.
It follows from (PI) and (P3) that any left identity of P contained in P is a two-sided identity for P, and so is unique. We describe (P3) by saying that P is right cancellative. For the remainder of this section, let (P, P) be an PP-system. From (9, Lemma 2.1) we have the following. We denote the j£f '-class of R containing the element a of R by U a , and partially order the set P («£?') of J^'-classes by writing L' a < L\ if and only if Pa C Pb. Then P( J?f') is, by (P4), a semilattice. Select and keep fixed a representative from each ££'-class. If, for elements a, b of P, Pa C\ Pb = Pc, then let a V b denote the representative from the jSf'-class L' c containing the element c. Since we lose nothing in the way of generality by doing so, we adopt the convention that the representative from the ££'-class L\ is 1, where 1 denotes the left identity of R. We call V a join operation on R.
Define the operation * on R by the rule that
Then, for every pair of elements a, b of P, a * b £ P, and is, on account of (P3), uniquely determined. We note the following immediate consequences of this definition. For any a in R } (a * a)a = a V a = ua, for some unit u in P, and so, by (P3), a * a is a unit. By our convention above, 1 * 1 = 1 V 1 = 1. We also have
The following theorem (9, Theorem 2.2) is basic for our present objective. THEOREM 1.3. Let (R, P) be an RP-system, and let the operation * be defined on R as above. Let Rr l o R denote R X R under the multiplication We list here some simple properties of R~l o R, which follow directly from the definition of multiplication given in the theorem, and which we shall need later.
The idempotents of P -1 o R are the "diagonal" elements (a, a) of R" 1 o R, and
For all a, 6 in R, we have
(1.6) (a, 6)-i(a, &) = (6, a) (a, 6) = (6, 6).
Thus (a, a) is the left unit, and (b, 6) the right unit, of (a, 6). Furthermore,
and
(all a and 6 in P).
It is easy to see that P(I,D = 1 X R and P(I,D = 1 X P, and then (1.7) shows that the mapping a -> (1, a) is an isomorphism of R onto P(I,D as partial semigroups; thus P(i,i) is the ^?-class P' referred to in the theorem.
If a, 6 6 R and u is a unit of P, then from which it follows, using (P3), that 
Idempotent separating congruences and left normal divisors.
A congruence on a semigroup S is called idempotent separating if each congruence class contains at most one idempotent of S. It was essentially shown by Preston (4) that a congruence p on an inverse semigroup S is idempotent separating if and only if p ÇJ^.
It follows from a general result of Preston's (5, Lemma 1, p. 568) that, for any semigroup, there exists a maximum congruence /z contained in J^f. Various formulations of M when S is an inverse semigroup have been given by Howie (2) .
In (12), Warne showed that there is a one-to-one correspondence between the idempotent separating congruences on a bisimple inverse semigroup 5 with identity, and the left normal divisors of the right unit subsemigroup of 5. The purpose of the present section is to establish a corresponding result for an arbitrary bisimple inverse semigroup.
By a congruence on a right partial semigroup R we mean an equivalence relation a such that if a a a', b a b', and ab is defined, then a'b' is also defined, and ab a a'b'. Let aa denote the cr-class containing a, and let R/a denote the set of cr-classes of R. We define a partial product in R/a by letting
if ab is defined in R; otherwise the product (aa) (ba) is not defined. That this definition is independent of the choice of the representative element a of aa and b of ba follows from the defining property of the congruence a. It is clear that R/a becomes thereby a right partial semigroup.
LEMMA 2.1. Let a be a congruence on the right partial semigroup R of an RP-system (R, P). Then P is a union of a-classes and P/a is a subsemigroup of R/a such that R/a and P/a satisfy conditions (PI) and (P2) for an RP-system.
Proof. Let a ab with a in P and let c G R. Then ac is defined, by (PI) for (R, P). Since a is a congruence on R, be is also defined, whence b G P. Thus P is a union of c-classes.
Properties (PI) and (P2) for (R/a, P/a) are obvious. Now let (R, P) be an PP-system and let F be a left normal divisor of P. Let u G V and a G P. Since aV C Va, there exists u' in V such that au = u'a, and, by (P3), u' is uniquely determined by u and a. We denote it by u a , so that the element u a of V is defined by
Again using (P3), we see that the mapping u -> u a is, for each fixed element a of P, an endomorphism of V. LEMMA 2.2. Let (P, P) be an RP-system and V a left normal divisor of P. Then
is a congruence on R such that a v C ££' and R/a v is right cancellative.
Conversely, if a is a congruence on R such that a Q ££' and R/a is right cancellative, then a = a v where V = la-.
Proof. It is trivial to verify that a v is an equivalence relation. To show that (T 7 is a congruence on the partial semigroup P, let (a, 6) G a v , say b = ua with u in V, and let c G P. If ac is defined, then a G P by (PI) and b = ua £ P. From 6c = uac we conclude that (ac, be) G o>. If ca is defined, then c G P, and so c6 is also defined. From c6 = cua = u c ca, and u c G F, we conclude that (ca, c6) G o>. Hence a v is a congruence on P. Clearly (jyÇif', Now suppose that aaca = baca. Then (ac)a = (6c) oand so ac = ^6c, for some u G F, whence a = ub and acr = 6c.
Conversely, let or be a congruence on P such that a C «if and P/c is right cancellative. Denote 1er by F. Then aa = ba implies that a = ub for some unit u of P, as o-Ç .if '. Hence l(j6cr = ba = aa = uaba and by cancellativity in R/a, w G V. Conversely, if a = ub, with u £ V, then aa-= uaba = laba = ba.
Clearly F is a subgroup of the unit group of P and it only remains to be shown that F is a left normal divisor of P. Let p G P, u G F. Then
Hence, £w = w'£ for some u f G F, as required.
THEOREM 2.3. Let (R, P) be an RP-system, V be a left normal divisor of P, and a v be defined as in (2.2). Then (R/a v , P/a v )
is an RP-system. Moreover, if V is a join operation in R, then we can define a join operation V in R/a v by
It then follows that
and the mapping 6 defined by
is a homomorphism of
Proof. We know from Lemmas 2.1 and 2.2 that (R/a v , P/a v ) satisfies conditions (PI), (P2), and (P3) for an PP-system.
We establish both (P4) and the legitimacy of the definition (2.3) by showing hat
where we have written P for P/a v . From Pa Pi P6 = P(a V 6) we have a V 6 = pa with p in P. Hence (a V 6)a> = (^o-F )(aa>), and so (a V 6)o> G P(aa v ).
Similarly
Consequently d G (£1 a)o> = (£ 2 fr)o>, which implies that <i = w£i a = vp 2 
Before proving Theorem 2.4, we give an immediate corollary. By the leftright dual of Lemma 2.12 of (7), there is a unique maximum left normal divisor of P, namely M = {u e U: au e Ua, for all a G P}, where U is the group of units of P. Now let p be a congruence on R" 1 o R such that p Ç ^f. Then the p-class V containing (1, 1) is contained in il(i,i), and so every element of V is expressible in the form (1, u) with u a unit of P. Let V = {u e P: (1,«) € F'} = |^ P: w is a unit of P and (1, u) p (1, 1)}.
Clearly V' is a normal subgroup of i?a,i)> and, by (1.7), Fis a normal subgroup of the group of units of P (isomorphic with V f ). We proceed to show that F is left normal in P.
Let u G V, a £ P. From (1, w) p (1, 1) we have (l,a)(l,«)p(l,a)(l,l), or, by (1.7),
(1, aw) p (1, a).
Multiplying on the right by (a, 1), and using (1.5), we have By the definition of equality in P -1 o P, there exists a unit w of P such that a * au = ^1, (a * au)au = w(va).
This implies that aw = z/a, which shows that V is left normal in P.
We proceed to show that p = p v . First let (a, b) p v (c, d) . Then a = uc and b = vd for some units w, z; of P such that ^-1 z; G F. Hence (1, ^-1 z;) p (1, 1), and, by (1.7),
(l,u~lvd) p (l,d).
Multiplying on the left by (c, 1), and using (1.8), we have 3. Rédei-Schreier extension theorem for RP-systems. Let (P, P) be an PP-system, and let F be a left normal divisor of P. Denote the identity element of P (and V) by e. By Lemma 2.2, <J V is a congruence on R, and (P, P) is an PP-system, where R = R/a v and P = P/cr v . We shall denote the elements of P by Greek letters a, /3, 7, . . . , and its identity element by 1.
(c, u~lvd) p (c, d).

But (c, u~lvd) = (uc, vd) = (a, b). Hence
For each element a of P pick an element r a of R such that r a a v = a. In particular, choose r\ = e. By (P3) and the definition of o>, every element of R is uniquely expressible in the form ur a with u in V and a in P.
By (P3) and the hypothesis that V is left normal in P, the rule (3.1) r a u = ^ar a defines an endomorphism u-^ u a of F. Since r a r^ G r aj s o>, there exists, for each a in P and fi in P, an element f a ,p of F, unique by (P3), such that
r a r p = f" tP r a $.
Exactly as in the classical theory of group extensions (see, for example, Kurosh (3, Chapter 12)), we find that the system of endomorphisms u -> u a and the factor set/«,# together satisfy the following conditions:
(3.3) and (3.4) arise from the associativity conditions (r a r$)u = r a {r$u) and (r a r^)r 7 = r a (f0f 7 ), respectively, making vital use of (P3). These products exist if and only if a and ft are restricted to P. (3.5) and (3.6) arise from the normalization condition r\ = e. If «r a 6 P and ^ G P, then by (3.1) and (3.2), (3.7) ur a vrp = uv a r a rp = uv a f a^ r a $ (u, v G F; a G P; /3 G P).
If we represent the element z^ of P by the pair (u, /3) in F X P, then (3.7) becomes (3.8) («, a) (», |8) = («»«/« ijS> a/3) («, v G F; a G P; /3 G P).
THEOREM 3.1. Le£ (P, P) &e an RP-system, and let V be a group. Let 1 be the identity of P, and e that of V. For each a in P, let u -» u a (u G F) ae aw ewaV morphism of F, and for each a in P and $ in P, let f a ,$ be an element of F, sz/c& JfeaJ ^ conditions (3.3)-(3.6) hold. Define a partial product in R = V X R by (3.8) . P/^w P becomes a partial semigroup with a subsemigroup P = F X P swc& /&a£ (P, P) w aw RP-system. The unit group of P is U = V X Û, where Û is the unit group of P. Moreover, F X lis a left normal divisor of P isomorphic with F, and R/a V xi = R-If a join operation V has been defined in P, then we can define V in R by , a £ P) and a factor system f a ,p (a G P, P G R) satisfying  (3.3)-(3.6) , and R^VX R, with product in V X R defined by (3.8).
Conversely, let (R, P) be an RP-system, and let V be a left normal divisor of P. Let R = R/<jy and P
Proof. Except for the routine details of verification of (3.3)-(3.6), which we omit, the converse part has already been shown. Comparison of (3.7) and (3.8) shows that ur a -> (u, a) is an isomorphism of R onto V X R under which P is mapped onto F X P.
Turning to the direct part, condition (PI) for the pair (R, P) is immediate from (3.8), and the associativity condition (A) then follows, as in the classical case of group extensions, from (3.3) and (3.4). From (3.5) and (3.6) we see that {e, 1) is a left identity of R, so that (P2) holds. The proof of (P3) is also mechanical, using (P3) for R and cancellation in the group V. We shall establish both (P4) and (3.9) by showing that
It is clear from (3.
which is the same as (3.10). An element (u, a) of P is a unit if and only if there exists (v, P) in P such that («,a)(»,j8) = (w,j8)(«,a) = (e, 1), that is, (wPfa&aP) = (vu%, a ,Pa) = (e,l).
This requires that aP = Pa -1, so a Ç Û and P -ar 1 . Hence U C V X Û. Conversely, if a G Û, then we may solve (3.11) vu a~% -i >a = e for v in V, and then check as follows that
Setting p = or 1 , and y = a in (3.4), and using (3.6), we obtain
Hence, from (3.11), which implies (3.12). Hence U = V X Û. That R/a vx i = R follows from the observation that the mapping (w, a) -» a is a homomorphism of P = FX^ onto P, the kernel of which is o> x i-This concludes the proof of Theorem 3.1.
For later purposes, we give a consequence of (3.9). From (1.1) and (3.9), we have
we conclude that
4. Representation by triples. Let 5 be a bisimple inverse semigroup, and let F be a left normal divisor of S. By definition ( §1) this means that F is a left normal divisor of P e , where e is the identity of F. We shall write P for P e and R for R e .
By Theorem 1.3, (P, P) is an PP-system, and S ^ R~l o R; we shall identify 5 with P -1 o R. By Lemma 2.2, a v is a congruence on P, and (5, P)
is an PP-system, where R = P/o> and P = P/a v . By Theorem 3.1, i^ = F X S, where F X P is provided with the partial product defined by (3.8), and we shall identify P with V X R. The unit group U of P is F X Û, where Û is the unit group of P. Clearly, F is normal in U, and £7/ F ~ Û.
Putting these results together, each element of 5* is represented as a quadruple ((w, a), (z/, j8)), with u, v in V and a, /3 in P. Now (w 1 , 1) € £7, and, by definition of equality in P 
Proof. (R, P) = (V X R, V X P)
is an i^P-system by Theorem 3.1, and hence Rr l o R is a bisimple inverse semigroup, by Theorem 1.3. As noted above, every element of Rr l o R can be represented, in at least one way, in the form ((1, a), (u, j8) From the derivation of (4.4) when we were thinking of (a; u\ 0) as just another notation for ((1, a) , (w, 0)), and the fact that product in T is defined by (4.4), it follows that 6 is a homomorphism of the groupoid T onto the semigroup R~l o R. But from the derivation of (4.3) it is apparent that the kernel of 0 is just r, whence T/r = R" 1 o R. The converse follows from the first two paragraphs of this section, and the direct part of the theorem.
Our final theorem gives some elementary properties of the semigroup Rr 1 oVo R. ; (p * a)a) = (a; w; 0). By (4.3), this means that /3 V a = (/3 * a)a = e/3, for some unit e of P so that 0 Ç P a . Conversely, with 0 G P«, (0 * a) a = /3 V a = e/3 for some unit e of P and then since (a * P)p = a V P = e/3, (a * p) = e and, by (4.3), (4.7) holds. Thus (a; u\ 0) G P(a,-e,-a) if and only if 0 G POL and (f) follows.
When 0 G P, (4.6) becomes (l;tt;0)(l;M) = (1;^%, 5 ;05). Comparing with (3.8), we see that the mapping (u, a) -> (1; u; a) is an isomorphism of the partial semigroup R = V X R onto P ( i t . e( .i). P = V X P is mapped onto P(i ;e; i), and the subgroup V X 1 of P is mapped onto the subgroup V = 1 X V X 1 of P ( i ;e; i). By Theorem 3.1, F X 1 is a left normal divisor of R, whence (g) follows.
