Abstract-Automated text information extraction from cancer pathology reports is an active area of research to support national cancer surveillance. A well-known challenge is how to develop information extraction tools with robust performance across cancer registries. In this study we investigated whether transfer learning (TL) with a convolutional neural network (CNN) can facilitate cross-registry knowledge sharing. Specifically, we performed a series of experiments to determine whether a CNN trained with single-registry data is capable of transferring knowledge to another registry or whether developing a crossregistry knowledge database produces a more effective and generalizable model. Using data from two cancer registries and primary tumor site and topography as the information extraction task of interest, our study showed that TL results in 6.90% and 17.22% improvement of classification macro F-score over the baseline single-registry models. Detailed analysis illustrated that the observed improvement is evident in the low prevalence classes.
I. INTRODUCTION
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could significantly increase efficiency, data quality, and timeliness of cancer reporting by the SEER program.
The linguistic variability of cancer pathology reports sourced from hundreds of healthcare providers and pathology laboratories poses unique challenges for the generalizability of NLP tools, particularly for those relying on expert-driven feature engineering. Deep learning has been successfully used for clinical NLP tasks, such as extracting clinical variables from cancer pathology reports [1] , [2] . Specifically, CNNs have demonstrated superior performance for document-level information extraction and classification utilizing word embeddings. They have outperformed traditional machine learning approaches in terms of classification accuracy across a range of information extraction tasks. This is due to their ability to learn complex feature representation while capturing both semantic and syntactic content in clinical text and without having explicit knowledge of the clinical language.
Training a deep learning NLP model requires a large training dataset that has similar characteristics as the prospective testing dataset. However, obtaining a large labelled clinical text corpus is time-consuming and labor-intensive. Therefore, different techniques have been proposed to overcome this practical limitation, such as multi-task learning [3] and transfer learning [4] . TL can be very useful to enable robust information extraction from cancer pathology reports across SEER cancer registries since it can address two important bottlenecks; namely the cost of producing a large labelled corpus to train deep learning models and the privacy concerns of sharing patient data across registries. In this paper, we exploited the TL technique for information extraction from cancer pathology reports collected from two different SEER cancer registries. Specifically, we studied the performance of a previously developed CNN model for information extraction regarding the primary tumor's site and topography. We developed two training approaches. In the first approach, a CNN model was trained on one cancer registry dataset (source data) and exploited to transfer knowledge to the other registry dataset (target data). Where the pre-trained model parameters were either frozen or fine tuned with the target dataset. In the second approach, both the cancer registry datasets were combined to train a global CNN model. Then, the model was tested on each cancer registry data separately. From a clinical perspective, the first approach is appropriate when only singleregistry trained NLP models can be shared with other cancer registries but not the actual training patient data. The second approach is feasible when cancer registries can combine their patient data to train a global NLP model while benefiting from a much larger training text corpus.
II. MATERIALS AND METHODS

A. Datasets and Pre-processing
We used text corpora of cancer pathology reports obtained from two independent SEER program sources; the Louisiana Tumor Registry (LA), and Kentucky Cancer Registry (KY). The study was executed in accordance to the institutional review board protocol DOE000152. The LA and KY datasets consist of 374,899 and 172,128 pathology reports respectively. The LA corpus spans the period 2004-2018 while the KY corpus spans the period 2009-2018. Each pathology report is identified by a combination of patient ID and tumor ID, which is called case ID. Ground truth labels associated with each unique case are obtained from the registry record associated with the pathology report. In this paper, we consider the International Classification of Diseases for Oncology, Third Edition (ICD-O-3), topography 1 (i.e., site/subsite) as the data element of interest as it is a fundamental information extraction task for cancer reporting. According to the SEER coding manual, there is a total of 321 possible subsite labels, representing tumor topographies across more than 70 organs where cancer may appear. The LA and KY datasets include 306 labels and 299 labels respectively, while both datasets combined include 314 subsite labels suggesting that not all possible cancer subsite labels are observed in the available data. To simulate real world production environment, we used the pathology report date to split each registry dataset into train, validation and test sets. Specifically, reports collected before 2016 are used for train and validation with 80-20 ratio, while the rest of the reports are kept for testing. Since multiple cancer pathology reports might have the same case ID, we considered that unique case IDs can be either in train, validation or test sets to avoid any positive bias in the reported results. This data handling process resulted in a train set of 236,255 reports, a validation set of 59,711 reports, and a test set of 78,860 reports for the LA dataset. A train set of 99,328 reports, a validation set of 24,499 reports, and a test set of 48,153 reports comprised the KY dataset. When combined, the train set included 335,650 reports, the validation set included 84,143 reports, and the test set included 127,013 reports.
After excluding metadata in cancer pathology reports, text is cleaned by removing any consecutive punctuation and lowercasing all alphabetical characters. To reduce the vocabulary space, all words with document frequency less than five are replaced with an "unknown word" token, all decimals are converted to a "decimal" word token, and all integers larger than 100 are converted to a "large integer" word token. Cancer pathology reports are represented as one dimensional vectors, where each element is a word token. Different lengths of cancer pathology reports is accommodated by specifying a fixed length of N = 1, 500 words for all reports.
B. Deep Learning Model
In this study, we used a previously reported CNN model for automated feature extraction from cancer pathology reports [1] . The pathology reports are converted to appropriate inputs for deep learning models through the word embeddings layer. In this paper, we used the length of word vectors K = 300 based on previous experience [1] . The output of word embeddings is a two dimensional document matrix of size A ∈ R N ×K to be used as an input to the convolution layers. Convolution layers in CNNs for NLP are not stacked as in computer vision applications. Instead, they are structured as parallel layers with different filters that run simultaneously on document matrices. Varying the size of filters enables CNN to extract different n-gram expressions from the text. In this paper, the kernel sizes of the convolutional filters are 3, 4, and 5 with 300 feature maps each optimized as reported previously [1] . Rectified Linear Unit (ReLU) is used as the activation function. After convolution layers, max pooling layers capture the most important features by taking the max value from each filters output. Then, the selected contexts from max pooling layers are aggregated by the concatenation layer. Finally, the output is connected to a soft-max fully connected layer to produce a rank for each label.
C. Transfer Learning (TL)
TL is defined as the process of transferring knowledge learned from a source task, which can be a dataset, to a target task [5] . It can be done either by transferring the low-level layers [6] , the high-level layers [7] , or the whole model layers. More details about a complete study on impact of transferability of each layer can be found in [8] . TL is very popular in clinical imaging applications [9] , [10] where computer vision models pre-trained on very large but general image data (e.g., ImageNet) are exploited to transfer knowledge to specialized clinical images where a small but relevant clinical imaging dataset is used for further fine-tuning. However, applying TL of deep learning models to clinical NLP tasks is still a subject of research.
Word embeddings pre-trained on unlabeled corpora using unsupervised learning approaches, such as Word2Vec [11] or GloVe [12] have been extensively used to transfer knowledge across NLP tasks. This approach was also used successfully for clinical tasks by transferring the embeddings of medical concepts learned from multimodal medical data [13] . However, it failed to improve the performance of CNN models for information extraction from cancer pathology reports [1] . One explanation is due to transferring knowledge from datasets (e.g., Google News, PubMed) that are not semantically similar to the target dataset (pathology reports), which contradicts the conclusion found in [4] , [14] . In this paper, we developed a CNN-based model for primary cancer subsite extraction from pathology reports collected from LA and KY tumor registries. The model was trained following one of four different approaches: 1) a CNN model was trained and tested on the same dataset (Baseline), 2) a CNN model was trained on a source dataset and tested on a target dataset, in which all parameters were frozen with the source dataset (Frozen), 3) a CNN model was trained on a source dataset and tested on a target dataset, in which all parameters were fine-tuned with the target dataset (Fine-Tuned), 4) a CNN model was trained on both the datasets combined together, and tested on each dataset separately (Cross-Registry).
D. Performance Evaluation
We evaluated the performance of all models using the standard NLP metrics of micro and macro averaged F-scores. The micro-averaged metrics have class representation roughly proportional to their test set representation, whereas macro averaged metrics are averaged by class without weighing by class prevalence. For both micro and macro F-scores, we calculated 95% confidence intervals for each performance metric by bootstrapping the test set. The confidence intervals were used to determine the statistical significance of the difference in performance between different training approaches. Table I and II summarize the performance evaluation of all training approaches to extract primary cancer subsite from cancer pathology reports when the targets are LA and KY datasets, respectively. The results show that Fine-Tuned and Cross-Registry training approaches significantly outperform the performance of the baseline model for both the datasets in terms of micro and macro F-scores. However, freezing the model parameters approach does not generalize as well between the two registries. Although the LA model is successfully transferred to KY dataset with performance as good as the model trained on the KY dataset alone, the KY model performance drops when LA cancer registry dataset is used as the target. This performance decline can be attributed to the larger size and more inclusive class representation of the LA dataset compared to the KY dataset. Fig. 1 shows the distribution of the best and worst represented classes with at least 100 samples, and the F-score performance of CNN models, in which a model is either trained on LA or KY dataset and tested on the other dataset.
III. RESULTS AND ANALYSIS
One of the issues in our dataset and most real world datasets is the class imbalance problem. In cancer registries, this is a common challenge as some cancer types are highly prevalent (e.g., breast, lung, prostate) while others are not (e.g., esophagus, gum, sinuses). To study in more detail the impact of TL per class, we select the most and least represented classes with at least 100 samples. The reason is that the performance is mixed when the sample size is less than 100 as shown in Fig. 2. Fig. 3 and 4 show the performance of different training approaches on the least represented classes. For all figures, the primary y-axis shows the number of samples per class, while the secondary y-axis shows the F-score. The figures clearly show that increasing the sample size of underrepresented classes by applying TL approaches improves the classification accuracy. However, for well represented classes, adding more samples has marginal impact on model performance. The latter is shown in Fig. 5 and 6 for the top ten well represented classes from LA and KY datasets.
IV. CONCLUSION
This study exploits different TL approaches to transfer knowledge of CNN models for clinical information extraction from cancer pathology reports. The study focuses on primary cancer site and topography information extraction, a fundamental information abstraction task for cancer registries. Using data from two different SEER registries, we demonstrate that TL is an effective technique for this application leading to superior performance relative to the baseline model. The results show the ability of TL to improve the model performance, especially for low prevalence classes. Fine-tuning the pre-trained parameters results in micro and macro Fscores gain for LA and KY as target datasets. Combining both the datasets to train one general model achieves the best performance as compared to all other models. The success of applying TL to these two cancer registries suggests that there is sufficient semantic similarity among the data, thus opening up the possibility to exploit this approach for other information extraction tasks, including under a mutli-task learning framework.
