Abstract. This article is Part I in a series of three papers devoted to determining the minimal complexity of scales in the inner model K(R). Here, in Part I, we shall complete our development of a fine structure theory for K(R) which is essential for our work in Parts II and III. In particular, we prove the following fundamental theorem which supports our analysis of scales in K(R): If M is an iterable real premouse, then M is acceptable above the reals. This theorem will be used in Parts II and III to solve the problem of finding scales of minimal complexity in K(R).
Introduction
In [4] we introduced the Real Core Model K(R) and showed that K(R) is an inner model containing the reals and definable scales beyond those in L(R). To establish our results on the existence of scales, we defined iterable real premice (see subsection 3.2 below) and showed how the basic fine structural notions of Dodd-Jensen [7] generalize to iterable "premice above the reals." Consequently, we were able to prove the following theorem (see [4, Theorem 4.4 
]).
We now give a quick definition of a weak real mouse M and the natural number m(M). Let M be a real mouse. Assume that there is an integer m ≥ 1 such that P(R) ∩ Σ m (M) ⊆ M and let m(M) = m be the least such integer. We say that M is weak if (1) M is a proper initial segment of an iterable real premouse and (2) M realizes a Σ m type not realized in any proper initial segment of M. In (2) a Σ m type is a non-empty subset Σ of {θ ∈ Σ m ∪ Π m : θ is a formula of one free variable} and M is said to realize Σ if there is an a ∈ M such that M |= θ(a) for all θ ∈ Σ.
In Part II [2] , we shall present a partial answer to question (Q). Using the fine structure of real mice developed here and in [5] , we shall prove in Part II the following theorem on the existence of scales:
Theorem 1.4 (ZF + DC). Suppose that M is a weak real mouse satisfying AD. Then Σ m (M) has the scale property when m = m(M).
We note that the above theorem requires only the determinacy of sets of reals in M. 2 The proof in [2] of Theorem 1.4 relies heavily on the fine structure of real mice; in particular, the proof relies on the fact that real mice are acceptable above the reals. One might ask: Do weak real mice exist? In the current paper we shall prove the following fundamental theorem concerning acceptability above the reals (see Definition 3.15) . This theorem will allow us to show that weak real mice do exist.
Theorem 4.1. Suppose that M is an iterable real premouse. Then M is acceptable above the reals.
Theorem 4.1 and its proof are key components in our examination of the structure of K(R) and our analysis of its scales. For example, this theorem is used in Part III [3] to show that weak real mice, in fact, do exist in K(R). 3 In addition, Theorems 1.4 and 4.1 are essential for our work in Part III, because they are used to justify our analysis of scales in K(R) at the "end of a gap" 4 and they allow us to obtain scales of minimal complexity in K(R). Consequently, in Part III we will be able to
• give a comprehensive answer to question (Q) and • give a complete description of those levels of the Levy hierarchy for K(R) possessing the scale property. In short, for our fine structural analysis of K(R) the essential property is acceptability above the reals. In addition, Theorem 4.1 is a critical component in the proofs of the major theorems already established in [6] . 5 For example, using Theorem 4.1 we show (see [6, 4.5 & 4.23 
]) that
• ZF + AD + ∃X ⊆ R [X / ∈ K(R)] implies the existence of an inner model of ZF + AD + DC containing a measurable cardinal above its Θ • ZF + AD + ¬DC R implies that R † (dagger) exists.
Remark 1.5. In [2] and [3] we will be assuming the axiom of determinacy in order to produce scales in K(R). Since AD implies that there is no well-ordering of the reals R, we must not appeal to the axiom of choice (AC) in our study of K(R). Theorem 4.1 is a generalization of Lemma 5.21 of Dodd-Jensen [7] . The Dodd-Jensen proof of Lemma 5.21 exploits the axiom of choice in two different ways. First, the Dodd-Jensen proof uses the fact that (Dodd-Jensen) premice satisfy the axiom of choice and secondly, their proof presumes that AC holds in the universe. AD, on the other hand, implies that "premice above the reals R" (see Definition 3.42) fail to satisfy the axiom of choice and it also implies that AC fails in the universe. Thus it is critical that we do not inadvertently apply the axiom of choice in our proof of Theorem 4.1. In fact, we shall present a proof of this theorem that relies on no principles of choice.
The current paper is organized into four sections. Section 1 offers an introduction and identifies our basic notation (see subsection 1.1 below). Section 2 focuses on showing that certain relevant cardinality calculations hold without the axiom of choice. These calculations will be used in our proof of Theorem 4.1. In Section 3 we present an overview together with some new results concerning the fundamental notions presented in [4] and [5] which will be used here and in Parts II & III. Finally, Section 4 is devoted to the proof of Theorem 4.1.
Preliminaries and notation.
Let ω be the set of all natural numbers. R = ω ω is the set of all functions from ω to ω. We call R the set of reals and regard R as a topological space by giving it the product topology, using the discrete topology on ω. For a set A ⊆ R we associate a two person infinite game on ω, with payoff A, denoted by G A :
in which player I wins if x ∈ A, and II wins if x / ∈ A. We say that A is determined if the corresponding game G A is determined, that is, either player I or II has a winning strategy (see [12, p. 287] ). The axiom of determinacy (AD) is a regularity hypothesis about games on ω and states: ∀A ⊆ R (A is determined).
We work in ZF and state our additional hypotheses as we need them. We do this to keep a close watch on the use of determinacy in the proofs of our main theorems. Variables x, y, z, w . . . generally range over R, while α, β, γ, δ . . . range over OR, the class of ordinals. For x ∈ R and i ∈ ω we write λ.nx(n + i) for the real y such that y(n) = x(n + i) for all n. We write (x) i , or x i when the context is clear, for the real z such that z(n) = x( n, i ), where , recursively codes a pair of integers by a single integer. If 0 ≤ j ≤ ω and 1 ≤ k ≤ ω, then ω j × ( ω ω) k is recursively homeomorphic to R, and we sometimes tacitly identify the two. The cardinal Θ is the supremum of the ordinals which are the surjective image of R.
A pointclass is a set of subsets of R closed under recursive substitutions. A boldface pointclass is a pointclass closed under continuous substitutions. For a pointclass Γ, we write "Γ-AD" or "Det(Γ)" to denote the assertion that all games on ω with payoff in Γ are determined. For the notions of a scale and of the scale property as well as any other notions from Descriptive Set Theory which we have not defined, we refer the reader to Moschovakis [12] .
A proper class M is called an inner model if and only if M is a transitive ∈-model of ZF containing all the ordinals. We distinguish between the notations L[A] and L(A). The inner model L(A) is defined to be the class of sets constructible above A, that is, one starts with a set A and iterates definability in the language of set theory. Thus, L(A) is the smallest inner model M such that A ∈ M . The inner model L[A] is defined to be the class of sets constructible relative to A, that is, one starts with the empty set and iterates definability in the language of set theory augmented by the predicate A. Consequently, L[A] is the smallest inner model M such that A ∩ M ∈ M (see page 34 of [10] ). Furthermore, one defines L[A, B] to be the class of sets constructible relative to A and B, whereas L[A](B) is defined as the class of sets constructible relative to A and above B.
Thus, A ∩ L[A](B) ∈ L[A](B) and B ∈ L[A](B).
Our general set theoretic notation is standard. Given a function f , we write dom(f ) = {x : ∃y(f (x) = y)} and ran(f ) = {y : ∃x(f (x) = y)}. We shall write x 1 , . . . , x n to represent a finite sequence of elements. For any set X, (X) <ω is the set of all finite sequences of elements of X, [X] <ω is the set of all finite subsets of X, and P(X) is the set of all subsets of X. Given two finite sequences s and t, the sequence s ⌢ t is the concatenation of s to t. Generally, µ will be a normal measure on P(κ), where κ is an ordinal. For any ordinals η ≤ α, η α ↑ is the set of all strictly increasing η sequences from α. V α is the set of all sets of rank less than α. We let y = T c (x) denote the formula "y is the transitive closure of x." For a model M = (M, ∈, . . . ), we shall abuse standard notation slightly and write
In addition, for a model (or inner model) M having only one "measurable cardinal," we shall write κ M to denote this cardinal in M. Similarly, when M has only one "measure," we shall write µ M to denote this measure.
Given a model M = (M, c 1 , c 2 , . . . , c m , A 1 , A 2 , . . . , A N ) , where the A i are predicates and the c i are constants, if X ⊆ M then Σ n (M, X) is the class of relations on M definable over M by a Σ n formula from parameters in X ∪ {c 1 , c 2 , . . . , c m }. Σ ω (M, X) = n∈ω Σ n (M, X). We write "Σ n (M)" for Σ n (M, ∅) and "Σ n (M)" for the boldface class Σ n (M, M ). Similar conventions hold for Π n and ∆ n notations. If M is a substructure of N and
<ω and for all Σ n formulae φ (the formula φ is allowed constants taken from {c 1 , c 2 , . . . , c m }). We write "M ≺ n N " for "M ≺ M n N ." In addition, for any two models M and N , we write π : M −−− → Σn N to indicate that the map π is a
and for all Σ n formulae φ, where 0 ≤ n ≤ ω and π(a) = π(a 0 ), π(a 1 ), . . . . We shall write M ∼ = N to denote that the structures M and N are isomorphic.
Inner models of ZF above the reals
In [2] and [3] we will be assuming the axiom of determinacy in order to produce scales in K(R). Thus, it is imperative that we do not use the axiom of choice in our study of K(R). Our fine structural analysis of K(R) is a generalization of the Dodd-Jensen analysis of the core model K. In their analysis, Dodd and Jensen freely apply the axiom of choice. For example, they use the "facts" that (1) the successor of a cardinal is a regular cardinal and (2) given < κ many sets each of size < κ, their union has size < κ, whenever κ is a regular cardinal. We must assure that our analysis of K(R) does not inadvertently appeal to the axiom of choice. Therefore, in this section we show that certain relevant cardinality calculations hold without the axiom of choice (see Theorem 2.14). The results of this section will be used in our proof of Theorem 4.1 which asserts that iterable real premice are acceptable. If an inner model M satisfies the axiom of choice, then every set in M can be well-ordered and thus, every such set has cardinality in terms of the ordinals in M . In addition, AC implies that successor cardinals are regular and it also implies results concerning the cardinality of a union of sets.
If we assume ZF + AD, then any inner model M which contains the set of reals does not satisfy the axiom of choice. In fact, P(λ) cannot be well-ordered in M for any ordinal λ ≥ ω, and thus the cardinality of P(λ) in M makes no apparent sense. In this paper however, it will be necessary to modify the standard definition of cardinality in M . One benefit of this modified notion of cardinality is that the "cardinality" of every set will exist in all of the inner models M that we consider. We will also be able to establish some important cardinal inequalities in M . We will take advantage of these cardinal inequalities in our proof of Theorem 4.1. Definition 2.2. Let M be an inner model containing R.
(1) The M -cardinality of a set a ∈ M , denoted by |a| M , is the least ordinal λ ∈ OR such
Comment. We have chosen to use the cross product λ × R in our definition of M -cardinality.
Since the cross product 0 × R = ∅ does not involve the reals, we shall abuse standard notation and redefine 0 × R = R. Consequently, if f : R onto − −− → a for some f ∈ M , then |a| M = 0.
6 A map f : ξ × R → λ is cofinal if for all β ∈ λ there is an α ∈ ξ and an x ∈ R such that β ∈ f (α, x).
We note that if there is a surjection F : OR × R → M and F is definable over M such that the restriction F ↾ (λ × R) is in M for all ordinals λ, then the M -cardinality of every set in M exists. In particular, the L(R)-cardinality of every set in L(R) exists.
We must distinguish between the notion of an ordinal λ being an M -cardinal and the notion of λ being a standard cardinal in M . Definition 2.3. Let M be an inner model containing R.
(1) The cardinality in M of a set a ∈ M , denoted by |a| M , is the least ordinal λ ∈ OR such that f :
(3) For an ordinal λ, the least cardinal in M greater than λ is denoted by (λ + ) M .
Comment. With respect to the above definition, we shall denote |λ| M and (λ + ) M by |λ| and λ + , respectively, unless stated otherwise.
Let M be an inner model containing R. We will show that "almost all" M -cardinals are standard cardinals in M . First we prove the following lemma. Recall that the ordinal Θ is the supremum of the ordinals which are the surjective image of R.
. So the range of h α has order type strictly less than Θ. Let σ α : ran(h α )
The function q is well-defined and onto. Since Θ ≤ λ, it follows that |λ × Θ| = |λ|. Thus, there exists a function g :
Corollary 2.5. Let M be an inner model containing R. Then the following is true in M : for an ordinal ξ we have
In particular, the equations
Proof. We work in M . Since equation (2) follows from equation (1), we shall just prove equation (1) . Let ξ be an ordinal. If ξ < Θ, then |ξ| M = 0. If ξ ≥ Θ, then clearly |ξ| M ≤ |ξ| ≤ ξ.
Suppose for a contradiction, that |ξ| M = λ < |ξ|. Hence, there is an h such that h :
Lemma 2.4 implies there is a function g such that g : λ onto − −− → ξ. Therefore, |ξ| is not a cardinal. This contradiction completes the proof. Let M be an inner model of ZF and let P be a partial order in M . Given that G is P-generic over M , we let M [G] be the resulting generic extension of M . If M [G] |= ZFC then we shall call M [G] a ZFC-generic extension. For any forcing concepts and notation which we do not define, we refer the reader to Kunen [11] . We now define a partial order Q which will force the set of reals in the ground model to be a countable set in any generic extension. Definition 2.7. We shall let Q = (Q, ≤) denote the standard partial order that produces a generic enumeration of the reals in length ω; that is, let Q = {s ∈ n R : n ∈ ω} and for s, t ∈ Q, define s ≤ t if and only if dom(s) ≥ dom(t) and t = s ↾ dom(t).
Comment. Let M be an inner model containing R. Then Q ∈ M .
Our next result is the key lemma which allows us to establish certain cardinality calculations without the axiom of choice.
Then for all ordinals λ ≥ ω and all sets X ∈ M ,
Proof. Let X ∈ M and let λ be an ordinal where λ ≥ ω.
, and letǎ be the canonical Q-name for any a ∈ M . Let p ∈ G be such that
Define the map h :
0, otherwise.
Here p ⌢ q is the concatenation of q to p. Since h ∈ M and there is a map in M from R onto Q, it follows that there is a map g ∈ M such that g :
Remark 2.6 implies that for ordinals above or equal to Θ there is no difference between Mcardinals and the "standard" cardinals in M . Therefore, Q-forcing preserves all the standard cardinals ≥ Θ.
Corollary 2.9. Let M be an inner model containing R. Suppose that G is Q-generic over M . Then for all ordinals κ ≥ Θ M , the following are equivalent:
Thus, for any ordinal κ ≥ Θ M in M , if κ satisfies one of the above three conditions, then
Proof. Let κ ∈ M be such that κ ≥ Θ M . Corollary 2.5 shows that (1) and (2) are equivalent. Lemma 2.8 implies that (2) and (3) are equivalent.
We note that Q-forcing collapses Θ to ω 1 .
, we note that for any ordinal ξ > ω, Lemma 2. 
(ii) Let κ ≥ Θ M be an M -cardinal. We shall prove that 
. By Lemma 2.8, the existence of the function g implies that there is a function
exists. We shall prove that M |= 
We will now concentrate on inner models of the form In subsection 3.4 we state and prove Theorem 4.1, which is a generalization of Lemma 5.21 of Dodd-Jensen [7] . The Dodd-Jensen proof of their lemma uses the following consequence of the axiom of choice. (2) Suppose that κ is a regular cardinal. Let X α : α < λ be any sequence of sets, where
The two conclusions stated in the above proposition need AC for their proof. In fact, there are models of ZF in which these conclusions are false. Thus, to guarantee that the proof of our generalization (of Dodd-Jensen's Lemma 5.21) does not implicitly appeal to the axiom of choice, we must prove Theorem 2.14 below. The proof of this theorem is established by means of a forcing argument. To show that this forcing argument does indeed provide a proof, we make the following observations: Let ψ be a sentence of set theory. Barwise [1, Theorem 8.10] proves in ZF that if ψ has a transitive model (e.g., V α ), then ψ has a transitive model in L. Therefore, a version of the Löwenheim-Skolem theorem is provable in ZF without the axiom of choice, namely, "ψ has a transitive model" ⇒ "ψ has a countable transitive model".
Hence, if a sentence ϕ is true in every countable transitive model of a sufficiently large finite fragment of ZF, then it follows that ZF ⊢ ϕ from the reflection principle. In particular, suppose that γ is a sentence. Then if the sentence γ → ϕ is true in every countable transitive model of a sufficiently large finite fragment of ZF, then it follows that ZF + γ ⊢ ϕ. This completes our discussion of the observations that are used implicitly to show that ZF + V = L(R)[A] is strong enough to prove the conclusions of following theorem.
Proof. This follows immediately from Lemma 2.12 and Theorem 2.11.
One observes the apparent paradox: We used the axiom of choice to prove that there is no need to use this axiom.
The fine structure of real mice
This paper is the first in a series of three papers devoted to determining the minimal complexity of scales in the inner model K(R). In an effort to make this series self-contained we now give an overview of the fundamental notions presented in [4] and [5] which we will assume here and in Parts II & III. More specifically, in subsections 3.1-3.4 we will cover the relevant definitions, concepts and theorems concerning (respectively):
(1) fine structure above the reals, (2) iterable real premice, (3) real 1-mice and the definition of K(R), and (4) real mice. In addition, we shall establish some additional results that will also be used in Parts II & III.
3.1. Fine structure above the reals. Let m ∈ ω. For N ∈ ω, the language
consists of the constant symbols R and c 1 , . . . , c m together with the membership relation ∈ and the predicate symbols A 1 , . . . , A N . The theory R N is the deductive closure of the following weak set theory above the reals:
(
where, in (7) and (8), ψ and ϕ range over Σ 0 formulae. The above predicates ord(w), lim(w), and Tr(w) abbreviate "w is an ordinal", "w is limit", and "w is transitive", respectively. The set of reals R is a proper subset of V ω+1 and is easily "separated" from V ω+1 . It is more convenient, however, to start constructing new sets from the transitive set V ω+1 rather than from R. Since V ω+1 can be "constructed" from R, we shall consider V ω+1 as given and we will tacitly identify the two.
Recall the basis functions F 1 , . . . , F 17 , F 18 , . . . , F 17+N of Dodd [8, Definition 1.3] where each F j is a function of two variables. In particular,
We shall often just say that the function F (or the relation R) is rudimentary, when the predicates A 1 , . . We are interested in transitive models
Here, △ is the symmetric difference operation. The order < BK is the Brouwer-Kleene order on finite sets of ordinals and is a Σ 0 well-order. Lemma 3.3. For each n, k ∈ ω let ϕ i : i ∈ ω be an effective enumeration of the Σ n formulae in the language L N containing k + 1 many free variables. Now let M be a transitive model of
Proof. Because M is transitive and rudimentarily closed, Corollary 1.13 of [9] implies that the satisfaction relation Sat
Then h is a Σ n Skolem function if and only if whenever S is Σ n (M, {a}) for some a ∈ M , and S = ∅, then ∃x ∈ R M (h(x, a) ∈ S). Comment. When the context is clear we will say that M is "acceptable" rather than say that M is "acceptable above the reals".
Comment. Definition 3.15 is essentially the same as our definition of acceptability in [5, Definition 1.1]. The definition in [5] involves functions f ξ,x with an additional index x ∈ R. These two definitions are easily shown to be equivalent; however, we now feel that the above Definition 3.15 is the more pertinent version. Thus from now on, we will consider Definition 3.15 as the "official definition" of acceptability above the reals. Dodd-Jensen [7] first defined when a premouse without the reals is strongly acceptable. Their definition assumes that such a premouse satisfies the axiom of choice. In our case, however, a transitive model M of R + N does not necessarily satisfy the axiom of choice. So before we can define when a real premouse is strongly acceptable above the reals, we must modify the standard definition of cardinality in M.
We have decided to use the cross product λ × R M , in the above definition of Mcardinality. In the special case where λ = 0, the cross product 0 × R M = ∅ does not involve any reals. So, when applying the above definition, we shall abuse cross product notation slightly and
When M is a transitive model of R
Thus, Lemma 1.4 of [5] shows that the M-cardinality of a set in M always exists. 
Comment. When the context is clear, we may say that M is "strongly acceptable" rather than say that M is "strongly acceptable above the reals". We shall write J (M,AM) ξ (R) : ξ ∈ OR for the Jensen hierarchy of sets which are relatively constructible above R M from the predicates
Definition 3.20. Given that M is acceptable (above the reals), let Definition 3.23. Suppose that M is acceptable. Inductively define on n ∈ ω the Σ n -code of M, denoted by M n , as follows:
(2) Assume that M n has been defined and that
Comment. The above notation is slightly inconsistent with previous notation. Namely, M γ denotes a substructure of M, while M n denotes the Σ n -code of M. Nevertheless, we shall use integers and integer variables, for example n, exclusively for denoting M n , the Σ n -code of M, and thereby resolve any confusion in notation.
Definition 3.24. Let M be acceptable. We say that
We now consider another way of iterating a "projectum."
One can also show that γ
The statement and proof of Lemma 4.19 of Dodd [8] carry over to give our next result. Recall
Proof. See the proof of Lemma 4.19 of [8] .
Iterating Lemma 3.27 gives Lemma 3.28. Suppose M is n-sound and ρ
The arguments which establish that γ i M = ρ i M and that M satisfies Σ i+1 selection, for all i ≤ n, use the n-soundness of M. It should be noted that there are models M which are n-sound but not (n + 1)-sound. In these cases the equality of γ n+1 M and ρ n+1 M is questionable, although the equality does hold for real mice (see Theorem 3.67).
Projected types.
We will show that a Σ n+1 -type Σ (in the language L 0 ) can be "translated" to a Σ 1 -type Σ * (in the language L n ) such that an n-sound M realizes Σ if and only if M n realizes Σ * . We do this by means of two lemmas. The first lemma makes the observation that the proof of the direction (⇐=) in Lemma 3.27 is uniform in M, a transitive model of R + N . The second lemma will be used (in conjunction with Lemma 3.51 below) in the proof of Theorem 1.4 in Part II.
In the remainder of this subsection, we will be presuming that M is an L N -model. 
where for any sound M with ρ M > 1 the following holds: for each a ∈ M there exists a q ∈ M 1 such that
Sketch of Proof. We shall assume that the reader is familiar with the proof of Lemma 4.19 in [8] . Now, given θ(v) ∈ Σ k+1 in the language L N , the following procedure for obtaining
Recall that for arbitrary a ∈ M there is a q ∈ M 1 such that a = h 
Proof. The proof follows from Lemma 3.35 by induction on n.
n there exists an a ∈ M such that (5) holds. 3.2. Iterable real premice. In this subsection we bring together fine structure above the reals and the theory of iterated ultrapowers. The mixture of these two techniques produces iterable real premice and allows us in [4] to construct scales beyond those in L(R). A real premouse M is a premouse in the usual sense (see - [7] ) but with two additional conditions: (i) M contains the set of reals R as an element and (ii) M believes that its measure is "R-complete."
Definition 3.41. Let µ be a normal measure on κ. We say that µ is an R-complete measure on κ if the following holds: if A x : x ∈ R is any sequence such that A x ∈ µ for all x ∈ R, then x∈R A x ∈ µ. We now focus our attention on transitive models M of R + such that M believes that one of its predicates is an R M -complete measure on P(κ) ∩ M . For this reason we modify our official language by letting L n = { ∈, R, κ, µ, A 1 , . . . , A n }, where µ is a new predicate symbol and κ is a constant symbol. Models of the language L 0 = { ∈, R, κ, µ } will be our main interest. Finally, we let L p n = L n ∪ {p} when we need to add p as a new constant symbol.
Definition 3.42 (Premice
Finally, M is a real premouse if it is pure and R M = R.
Note that "µ is an R-complete measure on κ" is a Π 1 assertion.
Definition 3.43. The theory PM is the theory R + together with the sentence "µ is an Rcomplete measure on κ".
The theory PM can be axiomatized by a single Π 2 sentence. For a premouse M, we shall write κ or κ M , for κ M when the context is clear. We may refer to the "pointclass 7 Σ n (M, X)", or assert that "Σ n (M, X) has the scale property." Both cases actually refer to Σ n (M, X)∩P(R), but the context should make this clear. We may also say that a ∈ M when we mean a ∈ M . Finally, to distinguish our definition of a premouse from the premice of Dodd-Jensen, we may sometimes refer to our version as "premice above the reals." 3.2.1. Premouse iteration. Given a premouse M we now define its ultrapower, denoted by M 1 .
Since M satisfies Σ 0 separation, the above set is in M, and ∼ is an equivalence relation on κ M . For f ∈ κ M , we denote the equivalence class of
By amenability, the sets on the right hand side are in M and therefore can be measured by µ. For a ∈ M , let c a ∈ κ M be the constant function defined by c a (ξ) = a for all ξ ∈ κ. Now define
Since the meaning will always be clear, we usually write
A version of Loś' Theorem holds for this ultrapower without the axiom of choice.
7 See Remark 1.3.
Theorem 3.44. Let M be a premouse. Then
for every Σ 0 formula ϕ and for all f 1 , . . . , f n ∈ κ M .
When the context is clear we shall omit the superscript and write π for π M .
Lemma 3.45. Let M be a premouse. Then M 1 |= PM.
In general, we can iterate this ultrapower operation and get a commutative system of models by taking direct limits at limit ordinals.
Definition 3.46. Let M be a premouse. Then
is the commutative system satisfying the inductive definition:
The commutative system in the above (6) is called the premouse iteration of M. We note that the maps in the above commutative system are cofinal and are Σ 1 embeddings, that is,
Definition 3.47. A premouse M is an iterable premouse if M λ is well-founded for all λ ∈ OR.
For an iterable premouse M and α ∈ OR, we identify M α with its transitive collapse. Hence,
is a premouse for all ordinals α. In this case, we write
Comment. Note that (M γ ) α and (M α ) γ denote different orders of operations, and typically
In this paper, the notation M α γ is to be interpreted as (M γ ) α .
3.2.2.
A minimal criterion for premouse iterability. Theorem 3.49 (see below) offers a "minimal" relative criterion which will assure that a model of PM is an iterable premouse. This criterion (see [4, Theorem 2.31]) was used in [4] to produce scales Σ 1 -definable over an iterable real premouse. We shall now review this criterion. Let M be a model of PM and define
For f ∈ F M , write d(f ) = n if and only if n ∈ ω and M |= f : n κ → OR. We shall assume the convention that f ∈ F M and d(f ) = 0 whenever f ∈ OR M . Finally, for n ∈ ω, define
. . , A K ) of PM, we now define a predicate µ n on { a ∈ N : N |= a ⊆ n κ } by induction on n. For n = 1 let µ 1 = µ. Given a, ξ 0 ∈ N , where N |= a ⊆ n+1 κ ∧ ξ 0 ∈ κ, let a ξ0 ∈ N be such that
Now, assuming that µ n is defined, let µ n+1 be defined by (0) , . . . , ξ s(n−1) )Rg(ξ t(0) , . . . , ξ t(m−1) )} ∈ µ n+m Definition 3.48. Let M and A be models of PM. A map σ :
As noted earlier, the next theorem presents a criterion that was used in [4] to produce scales which are Σ 1 -definable over an iterable real premouse.
Theorem 3.49. Let M be an iterable premouse and let A be a model of PM. Suppose that σ :
The following proposition will be used implicitly here, and in [2] and [3] . [5] and states that a Σ n+1 -type Σ can be "translated" to a Σ n+1 -type Σ * such that a premouse iterate M α realizes Σ if and only if M realizes Σ * , whenever α is a multiple of ω ω . This result will be used in [2] to prove Theorem 1.4. Recall the notation presented in subsection 3.1.2.
Lemma 3.51. Suppose M is an iterable premouse in the language L N and α ∈ OR is a multiple of ω ω . Let n ∈ ω. There is a map (independent of M, α)
Corollary 3.52. Suppose M is an iterable premouse in the language L N and α ∈ OR is a multiple of ω ω . Let n ∈ ω. There is a map (independent of M, α)
is a definable term) with the following property: (∀a
In addition, (∀f ∈ M )(∀t ∈ d(f ) (n + 1))(∃a ∈ M α ) such that (8) 
Real 1-mice and the definition of K(R). Recall that L(R)
is the smallest inner model of ZF containing the reals. An extensive theory of the structure of L(R) has been developed under the hypothesis that L(R) is a model of AD. Assuming determinacy for sets of reals in L(R), researchers have essentially settled all the important problems of descriptive set theory in L(R). In particular, Steel [13] determines the complexity of scales in L(R) under the hypothesis that L(R) is a model of AD. One concludes that this hypothesis is sufficient to develop the structure and descriptive set theory of L(R). This success inspires one to look for inner models of AD larger than L(R). We now briefly describe how to construct one such inner model, namely K(R).
Definition 3.54. Let M be a transitive model of R + . The projectum ρ M is the least ordinal
Definition 3.55. An iterable pure premouse M is a 1-mouse if ωρ M ≤ κ M . In addition, if R M = R, then M is said to be a real 1-mouse.
Using real 1-mice there a natural way to construct an inner model of AD larger than L(R).
Definition 3.56. The real core model is the class Kr = { x : ∃ N (N is a real 1-mouse ∧ x ∈ N ) }.
One can prove that K(R) is an inner model of ZF and contains a "constructible" set of reals not in L(R) (see [4] ). It turns out that the structure of K(R) can also be developed under the hypothesis that K(R) is a model of AD. For example, using a mixture of descriptive set theory, fine structure and the theory of iterated ultrapowers, one can produce definable scales in K(R) beyond those in L(R) and prove that K(R) |= DC.
Comment. There exists an iterable real premouse if and only if R
♯ exists. Hence K(R), as defined above, is nonempty if and only if R ♯ exists. Therefore, in the case where there are no iterable real premice, one should assume the convention that K(R) = L(R).
3.4.
Real mice. Real 1-mice are, in a sense, the basic building blocks of K(R), however, to gain a better understanding of the structure of K(R), we need to introduce real mice. Definition 3.57. Let M be an acceptable pure premouse. We say that M is critical if ρ n+1 M ≤ κ M < ρ n M , for some n ∈ ω. This integer n will be denoted by n(M) and we shall write M = M n(M) and M = M n(M) .
In [4] we established that Σ 1 (M) has the scale property when M = (M, R, κ, µ) is an iterable premouse satisfying the axiom of determinacy. The key fact used to prove this theorem is that M is an iterate of its core (see subsection 3.4.2 below) when ρ M = 1. This strategy fails when ρ M > 1 and ρ m M = 1 for some m > 1 because our iteration maps are only Σ 1 -elementary and not necessarily Σ m -elementary. In this case, however, there is an n such that ρ n+1 M ≤ κ < ρ n M and we shall be able to define an iteration procedure which is Σ n+1 -elementary. Using these iterations we can show that Σ m (M) has the scale property when M is a weak mouse and m = m(M). Before we begin, we give an overview of this iteration procedure. The remainder of this section is devoted to the review of such iteration, called mouse iteration.
Given an acceptable premouse M with ρ
n is a premouse satisfying a set of axioms T n (see [5, pp. 951-954] ). First we shall take the ultrapower of M n , thereby obtaining π n :
The embedding π n also preserves certain Π 2 sentences, namely those that are M n -collectible (see subsection 3.1). It turns out that each axiom in T n is equivalent (in M n ) to an M n -collectible sentence and therefore, N n satisfies the axioms in T n . Since N n is a model of T n , it believes that it is the Σ n -code of a structure N . Thus we can extend π n , by decoding master codes, to a map π : M − −−−− → Σn+1 N . The premouse N is the first mouse iterate of M, and we shall be able to iterate this procedure through the ordinals. Inspired by Dodd [8, Definitition 3 .25], we inductively defined in [5] the set of axioms T n (in the language L n ) which are true in the Σ n -code, M n , of any acceptable pure premouse M with ρ n M > κ M . We shall not repeat the inductive definition of the axioms T n here; however, we will review some preliminary technical notions that were used in the definition of T n . Given a real x and an i ∈ ω, we shall let i ⌢ x denote the real y such that y(0) = i and y(m) = x(m − 1) for 1 ≤ m ∈ ω. Recall that (x) i , or x i when the context is clear, denotes the i th real coded by x. Given a finite sequence x 0 , . . . , x i of reals we shall write x 0 , . . . , x i to denote an effective coding of these reals by a real y where y = x 0 , . . . , x i such that (y) j = x j for all j ≤ i. Given a sequence s of ordinals, we shall let s i denote the i th element of the sequence s. Let L p n = L n ∪ {p}, where p is a new constant symbol. We are assuming an effective Gödel numbering of all Σ 1 formulae ϕ in L p n where the natural number ϕ denotes the Gödel number of ϕ. Finally, given any Σ 1 formula ϕ(v j0 , v j1 , . . . , v jm ) of L p n , with free variables as displayed, let ϕ(v j0 , v j1 , . . . , v jm ) + denote the Σ 1 formula ψ(x, s) given by
where h is the canonical Σ 1 Skolem function (see Definition 3.8). We assume some recursive map ϕ → ϕ + . We shall use the abbreviation D(a, x, s) for the L n+1 -formula
Remark 3.58. The expression D(a, x, s) asserts that for each i ∈ a, "(x i , s i ) is a code," that is, "h(x i , s i , p ) exists."
In order to characterize those models of T n with well-founded extensions, we also defined an L n -formula u E n u ′ inductively on n (see [ 
for every x ∈ R N and s ∈ (ωρ N ) <ω where m + 1 ⊆ dom(s). 
and
3.4.1. Mouse iteration. The following extension of embeddings lemma (see [5, Lemma 2 .14]) is the key result which allows us to define mouse iteration. Since a proof of this fundamental result was not presented in [5] , we shall now provide a proof of this important technical lemma. 
Proof of Claim 1. In the interest of simplifying notation we will assume that k = 2 without any loss of generality. Thus, we are assuming that π n : M n − −− → Σ2 N n and we want to prove that
. Let m 0 , . . . , m i be arbitrary elements in M, that is, in the domain of M. We show that
By (1) of Lemma 3.59, there exist x 0 , . . . ,
<ω . Recalling (9) and Remark 3.58, let χ(x, s) be the formula
where x ⌢ x i+1 , x i+2 = x 0 , . . . , x i , x i+1 , x i+2 ∈ R M and y ∈ R M is such that y 0 = y. The above formula χ(x, s) is Σ 2 in the language L n . 8 Note that π n (x) = x and π
by equation (10).
This completes the proof of Claim 1.
Proof. Let h be the canonical Σ 1 -Skolem function (see Definition 3.8) and let i ∈ ω be such that 'h(i ⌢ x, a, b ) = x, a ' is true in any transitive model of R + n . Now, since B ∈ M n , it follows that B ∈ M (i.e., the domain of M). Let x ∈ R M and γ ∈ ωρ M be such that
The following holds
by the definition of π n−1 , it now follows that π n (B) = π n−1 (B). This completes the proof of Claim 2.
Proof. Let a ∈ M n be arbitrary. We will show that π n−1 (a) = π n (a). Since a ∈ M n , there is a function g :
Since M is acceptable above the reals and because OR . Thus, the transitive collapse of B is in M n and hence, also in M. Therefore, there is a uniformly Σ 1 function f which collapses the relation B and is absolute between M and M n . Note that there exists η ∈ OR M n and y ∈ R M n such that M n |= a = f (B, η, y). Since this collapse is absolute, we also have that M |= a = f (B, η, y). Because the maps π n and π n−1 are at least Σ 1 elementary, we have by (c) above that
However, π n (B) = π n−1 (B) by Claim 2 and π n (η) = π n−1 (η) by (d) above. Therefore, π n (a) = π n−1 (a) by absoluteness. The proof of Claim 3 is complete.
The proof of the extension of embeddings lemma is now complete.
We now review the formal definition of mouse iteration. Let M be an acceptable pure premouse and let n ∈ ω be such that ρ
be the premouse iteration of N . Since N is a transitive model of T n and the theory T n is preserved by cofinal Σ 1 embeddings of N , it follows that N α |= T n for all ordinals α. If E Nα n is well-founded for each α, then the extension of embeddings Lemma 3.64 yields a commutative system
Definition 3.65. Let M be an acceptable pure premouse. Given n ∈ ω such that ρ
is well-founded for all ordinals α, where N α is as defined in the above commutative system ( * ). Then we say that M is n-iterable and we call the above commutative system (#) the n-iteration of M.
Comment. Note that (M α )
n and (M n ) α denote different orders of operations, and typically
In this paper, when we use the notation M n α our intended order of operations shall be made clear either explicitly or from the context. For a mouse M with mouse iteration
where n = n(M), we have that each one of the mouse iterates M α is critical and n(M α ) = n(M), by applying Corollary 2.14(2) of [4] to the premouse iteration of M = M n . We note that for a mouse M and α ∈ OR, we always identify M α and M α with their respective transitive collapses.
To summarize: A real mouse M contains all the reals and has the form M = (M, R, κ, µ). In addition, M is acceptable and critical. Let n = n(M) be the unique integer such that ρ
be the premouse iteration of M as in Definition 3.46. We can extend this system of transitive models via the extension of embeddings lemma and obtain the commutative system of transitive structures
The system (12) is called the mouse iteration of M. We shall call π 0β : A is a transitive model of T n , and R A = R M . By the extension of embeddings lemma there is an acceptable pure premouse C and a map σ ⊇ σ such that
(1) C n = A, where n = n(M) (2) σ :
We denote this acceptable pure premouse C by C(M), and denote σ, σ by σ M , σ M , respectively. We call C the core of M. We note that C is also a mouse. 
For a proof of the following theorem see Theorem 2.33 of [5] . (1) There is a premouse iterate C θ for some ordinal θ, such that C θ = M; and so, 3.4.3. Indiscernibles. We shall now review how Dodd's analysis of indiscernibles in [8] generalizes to "premice above the reals." Definition 3.73. Let M be a premouse and let
Definition 3.74. Every ordinal is said to be 0-good. Suppose that m ∈ ω and that the notion of m-good has been defined. An ordinal α is said to be (m + 1)-good if α is a limit of m-good ordinals.
Comment. If α is (m + 1)-good, then α is m-good. Note that α is m-good if and only if α is a multiple of ω m .
The key notion that allows us to obtain indiscernibles is that of a full sequence of indiscernibles. For ordinals β < α, we shall say that α is m-better than β if, β is m-good =⇒ α is (m + 1)-good. 
Suppose that m ∈ ω and that the notion of m-full has been defined. A sequence α 1 , . . . , α k is said to be (m + 1)-full, if
Lemma 3.77. Suppose that α 1 , . . . , α k is an increasing sequence of ordinals, where k ∈ ω. For each m ∈ ω there is an m-full sequence β 0 , . . . , β h such that {α 1 , . . . , α k } ⊆ {β 1 , . . . , β h } and
Proof. See Dodd's proof of Lemma 7.12 of [8] .
Definition 3.78. Let α 1 , . . . , α k and β 1 , . . . , β k be increasing sequences of ordinals. For m ∈ ω, we say that α 1 , . . . , α k ∼ m β 1 , . . . , β k if and only if (1) α 1 , . . . , α k and β 1 , . . . , β k are m-full, and
We now quote a technical lemma of Dodd [8, Lemma 7 .17], whose proof easily generalizes to "premice above the reals", and a corollary on the existence of indiscernibles. First, given an iterable premouse M let π 0α : M − −− → Σ1 M α be the premouse embedding of M into its premouse iterate 
where
M θ is the premouse embedding.
We now have indiscernibles for certain premouse and mouse iterates.
Corollary 3.81. Let M be an iterable premouse. Suppose that θ is m-good, and let
Corollary 3.82. Let M be a mouse with n = n(M). Let π 0θ : M → M θ be the mouse embedding of M into its θ th mouse iterate
Proof. Let π . By applying the idea in the proof of Claim 1 of Lemma 3.64, we will now show that I k is a set of Σ 1+(k+1) (M n−1 θ , {π n−1 0θ (a) : a ∈ M n−1 }) indiscernibles. By repeating this result we will get that π 0θ = π 0 0θ and that I k is a set of Σ n+(k+1) (M θ , {π 0θ (a) : a ∈ M }) indiscernibles, as desired.
In the interest of simplifying notation, we will assume that k = 1. So, we have that
Using the notation in the proof of Claim 1 of Lemma 3.64, we will show that I k is also a set of (∃v i+1 )(∀v i+2 )ψ(v 0 , . . . , v i−1 , v i , v i+1 , v i+2 ) . Let a be arbitrary element in M n−1 . Let κ α0 < · · · < κ αi−1 and κ β0 < · · · < κ βi−1 be taken from I k . We show that
By (1) 
The above formula χ(x, s) is Σ 2 in the language L n and the following holds
by Lemma 3.59
by Lemma 3.59.
This completes our proof of the Corollary.
The next result is essentially Corollary 2.42 of [4] . We have just specified some relevant parameters. 
Proof. (1) is established in the proof of Corollary 2.42 of [4] . Lemma 3.28 implies (2) . For (3), let β < θ and let θ ′ be the unique ordinal such that β + θ ′ = θ. Since θ is m-good for each m ∈ ω, it follows that θ ′ is also m-good for all m ∈ ω. Corollaries 3.81 and 3.82 imply (3). Now, (1) implies (4) because the parameter p M θ is definable over M θ and because the notion of being "m-good" is definable.
9 Finally, (4) and Lemma 3.28 imply (5).
When M is a mouse with core C = C(M), we know that there is an ordinal θ such that the mouse iterate C θ is such that C θ = M. If M is a proper initial segment of an iterable premouse, then one can easily predict this ordinal θ; namely, either θ = 0 or θ = κ M . Lemma 3.88 below will establish this result together with some other observations that will be used in Parts II & III.
First, we shall define Σ µ ω formulae and prove some relevant propositions and a corollary. Recall that the premouse N = (N, R N , κ, µ) is a model of the language L 0 = {∈, R, κ, µ} where µ is a predicate. For the remainder of this subsection we shall let L = L 0 . We will now add a quantifier to the language L. Since the quantifier extends the predicate µ in our intended structures, we shall use the same symbol µ for this quantifier. We shall denote this expanded language by L µ and write Σ µ ω for the formulae in this expanded language. For γ such that
) is an L µ structure, where the new quantifier symbol is to be interpreted by
where J γ is the γ th level of the Jensen hierarchy for the constructible
This fact and its proof easily generalize to give the following two propositions.
Proposition 3.84. Let N = (N, R N , κ, µ) be a premouse and let γ be such that κ < γ < OR
for all a ∈ N γ , whenever N = (N, R N , κ, µ) is a premouse and κ < γ < OR N .
Definition 3.86. Let N = (N, R N , κ, µ) be a premouse and let κ < γ < OR N . We shall say that µ γ+1 is predictable if the following holds:
Since µ γ+1 is predictable, we will exhibit a Σ ω formula ϕ(v 0 , . . . , v k , v k+1 ) and a d ∈ N γ such that for all a, a 1 , . . . ,
The formula ϕ is constructed by induction on the complexity of ψ using the assumption that µ γ+1 is predictable. The µ-quantifier case is the only inductive case that requires checking; that is, suppose that ψ(v 0 , . . . , v k , v k+1 ) has the form (µ κ ∈ κ)χ(κ, v 0 , . . . , v k , v k+1 ). By the induction hypothesis there is a formula ϕ ′ ∈ Σ ω and a
By predictability, we can now obtain the required formula ϕ and the parameter d ∈ N γ that verifies (15). Therefore, (14) and (15) imply that A ∈ Σ ω (N γ ). 
Proof. Since M is a proper initial segment of N , it follows that M ∈ N and so, M ∈ N . Also, because C θ = M we have that C θ = M. Let κ 0 = κ C . Lemma 3.83 implies that I C θ m is uniformly definable (in the constant κ 0 ) over C θ (= M) and hence, I Nκ . Because
Thus, θ = κ M = κ N and so, θ is m-good for all m ∈ ω. Hence, θ is a multiple of ω m for all m ∈ ω and therefore, θ is a multiple of ω ω . After we prove the following claim, we will show
Claim. µ γ+1 is predictable.
Now let a 1 , . . . , a k ∈ M . We will show that (16) holds. Let
be the premouse iteration of C and let
be the mouse iteration of C via Lemma 3.64, the extension of embeddings lemma. In addition, let κ α = π 0α (κ C ) for α ∈ OR. Recall that C θ = M, θ = κ, and θ is a multiple of ω ω . Because C θ is a direct limit in the system (17), it follows that C θ is a direct limit in the system (18). Thus, there is an ordinal ξ < θ and c 1 ,
Since I m ∈ µ γ+1 , (16) now follows. This completes the proof of the Claim.
Lemma 3.87 and the above Claim now imply that P(M ) ∩ N γ+1 ⊆ Σ ω (M).
3.4.4.
A minimal criterion for mouse iterability. Assuming acceptability, the following theorem gives a "coarse" condition for mouse iterability. 
n and let M γα denote the domain of this structure. For all ordinals α ≤ β, the following hold:
( is well-founded (because M γα is transitive), it follows that E ( M γ ) α n is well-founded for all α. Therefore, M γ is a mouse.
Our next theorem will establish a "minimal" relative criterion ensuring that a model of T n is n-iterable. This criterion will be used to produce scales definable over a weak real mouse. First, we will give some definitions.
The equivalence relation ≡ on the set O M is given by
and the equivalence class of an ordinal code (
Define the set of equivalence classes as
Let M be a model of T m and define
for the premouse iteration of M γ+1 where we let
(this is our main notational violation). For each such ordinal α, we shall also write M γα = (M γα , R, κ α , µ α ) for the "predecessor" of M γα+1 , that is, M γα+1 is the "rudimentary in µ α " closure of M γα . In addition, let − −− → M γα = (M γα ) n+1 and let −−→ M γα denote the domain of this structure. We are using the notation − −− → M γα = (M γα ) n+1 to distinguish from M γα = (M γα ) n , where n = n(M γα ). Note that (recall Definitions 3.14, 3.20, 3.23, 3.57) for all ordinals α ≤ β we have the following:
(2) π αβ (M γα ) = M Lemma 4.10. Let M = (M, R, κ, µ) be an iterable real premouse. Let γ be such that κ < γ <
OR
Proof. If ξ = κ α , then the Claim follows from (⋆). If ξ = κ α , then ρ C ≤ ξ < κ α (note that ρ C = ρ M γ ). Since κ α was chosen to be the least such that ξ ≤ κ α , it follows that either α = 0 or α is a successor ordinal. If α = 0 then the Claim follows from the definition of the core of M γ , because ξ ≥ ρ M γ . Suppose now that κ α = κ η+1 for some η. Hence, π ηα : C η − −− → Σ1 C α and π ηα (p Cη ) = p Cα . Because C η = Hull Cη 1 (R ∪ κ η ∪ {p Cη }), Lemma 2.8(3) of [4] implies that C α = Hull Hence, a ∈ Σ m (H ξ ) for each a ∈ A ξ , where H ξ = Hull M γ 1 (R ∪ ξ ∪ {p M γ }). In addition, H ξ ∈ M γ+1 and because there is a Σ 1 Skolem function for H ξ , Lemma 3.10 implies that there is a canonical total function h ∈ M γ+1 such that h ′′ (R × (ξ) <ω ) = H ξ , where H ξ denotes the domain of the structure H ξ . Now, since ξ ≤ κ α it follows that ξ ∈ C α . Hence, Lemma 1.4 of [5] implies that there is a function g ∈ H ξ such that g : ξ × R onto − −− → (ξ)
<ω . Therefore, the function f ′ ∈ M γ+1 defined by f ′ (ζ, y) = h(y 1 , g(ζ, y 2 )) is such that f ′ : ξ × R onto − −− → H ξ . Lemma 3.3 implies that the Σ m satisfaction relation over H ξ is Σ m (H ξ ). Let Sat = Sat 3 m denote the Σ m satisfaction relation over H ξ ranging over formulae of three variables. Define the function a by a(ζ, y) = {v ∈ R × ξ : Sat(y 1 , v, f ′ (ζ, y 2 ))} for y ∈ R and ρ M γ ≤ ζ < κ. Note that the function a is in M γ+1 . Now define f by
a(ζ, y), if ρ M γ ≤ ζ < κ ∧ a(ζ, y) ∈ P(ξ × R) ∩ u.
It follows that f ∈ M γ+1 and f : ξ × R onto − −− → {ξ} ∪ (P(ξ × R) ∩ u). This completes our discussion of the method used to construct the individual function f .
We note that the above construction of f depends only on ξ and the choice of the function g ∈ H ξ . One can choose, however, such a function g which is definable over H ξ in some real parameter as we shall now show. First let g ′ ∈ M γ+1 be such that g ′ : ξ × R always exists reals x such that g ξ,x is "defined" (that is, g ξ,x : ξ × R onto − −− → (ξ) <ω ), there may be reals y such that g ξ,y is not defined and hence, in this case we let g ξ,y (γ, z) = ∅ for all γ ∈ ξ, z ∈ R. Define the function f ′ ξ ∈ M γ+1 by f ′ ξ (ζ, y) = h(y 1 , g ξ,y3 (ζ, y 2 )) and define the function a ξ by a ξ (ζ, y) = {v ∈ R × ξ : Sat(y 1 , v, f ′ ξ (ζ, y 2 ))}. Now define the function f ξ as in (21). It follows that f ξ ∈ M γ+1 and f ξ : ξ × R onto − −− → {ξ} ∪ (P(ξ × R) ∩ u). Since the function f ξ is uniformly definable over H ξ , one can obtain a sequence f ξ : ρ [5] imply that u ⊆ Σ m (C).
We first construct the sequence f ξ : ρ j+1 C ≤ ξ < ρ j C such that f ξ : ξ×R onto − −− → {ξ}∪(P(ξ×R)∩u). Afterwards, we will show that this sequence is in M γ+1 . Now, Lemma 2.34 and Corollary 1.32 of [5] imply since there is a Σ ω (C) total function h such that h ′′ (R × (ρ ≤ ξ < ρ
γ+1 . This completes the proof of Case 3. Hence, the proof of the Lemma is now complete.
By an argument similar to the one proving Lemma 4.11, one can show the next lemma. A final note. Theorem 4.1 establishes that an iterable real premouse M is acceptable above the reals. Recall that an iterable real premouse M contains all the reals, that is, R M = R. Our definition (see Definition 3.42) of an iterable premouse N , however, only requires that R N ⊆ R; and so, N need not contain all of the reals.
20 Similarly, our definition of "acceptability above reals" does not presume that the relevant structure contains all of the reals (see Definition 3.15). Our proof of Theorem 4.1 also does not require M to contain all of the reals. Theorem 4.13. Suppose that M is an iterable premouse. Then M is acceptable above the reals.
