From a continuous-time long memory stochastic process, a discrete-time randomly sampled one is drawn. We investigate the second-order properties of this process and establish some time-and frequency-domain asymptotic results. We mainly focus on the case when the initial process is Gaussian. The challenge being that, although marginally remains Gaussian, the randomly sampled process will no longer be jointly Gaussian.
Introduction
Over the past four decades or so, the long-range dependent time series analysis has gained in notoriety and enjoyed diverse applications in many fields, including hydrology, economics and telecommunications (see Beran et al. (2013) , chapter 2 and references therein). Most of the literature on this topic deals with discrete-time indexed processes, although some modelling has been extended to include continuous-time ARIMA Gaussian processes (see Tsai and Chan (2005a) ; Viano et al. (1994) ; Comte (1996) ; Comte and Renault (1996) ). Statistical inference for these models is generally built upon a sampled process (see Tsai and Chan (2005a,b) ; Chambers (1996) ; Comte (1996) ) where different schemes of sampling are considered. For example in Tsai and Chan (2005a) , parameter estimation was built from deterministically irregularly spaced time series data, and Chambers (1996) estimates continuous-time fractional ARIMA process' long memory parameter using discrete-time regularly-spaced data. In this paper we take a different approach based on in irregularly (randomly)-spaced observations, namely the sampling intervals are going to be i.i.d. positive random variables. In particular, we describe the second order properties of the randomly sampled process and we establish some frequency and time-domain asymptotic results for this process. We should mention that randomly spaced observations have been used by Bardet and Bertrand (2010) in estimating the spectral density of Gaussian processes with stationary increments. We also note that in light of previously cited work in discrete time, there was an effect of the random sampling on the dependence structure of the process, in particular Philippe and Viano (2010) showed that the intensity of the long memory is preserved when the distribution of sampling intervals has a finite moment, but there are also situations where a reduction of the long memory is observed. We conclude this introduction by mentioning that Philippe et al. (2018) established a rather surprising characteristic consisting in the loss of the joint-Gaussienty of the sampled process when the original process was Gaussian. We start with X = (X t ) t∈R + , a second-order stationary continuous time process with auto-covariance function σ X (.) and a random walk (T n ) n≥0 independent of X. The i.i.d. sampling intervals T j+1 − T j = ∆ j have a common probability density function s supported by R + . Moreover, T 0 = 0.
We adopt the most usual definition of long memory. Namely, for a stationary process U having a covariance function
We consider the discrete-time process Y = Y n,n≥1 defined by
The rest of the paper is organized as follows. Section 2 presents some results on the memory preservation and the existence of a spectral density for the process Y n when the spectrum of X t is absolutely continuous. In Section 3 we present the asymptotic distribution of the normalized periodogram of the sampled process as well as its so called long-run variance. We also show the consistency of Y n -based local Whittle memory estimator.
Covariance and spectral density functions of Y n
In this section we study the existence of the spectral density of the sampled process Y n . In the next proposition we establish the relationship between the spectral densities of X t and Y n and we will prove in this section that the existence of the spectral density is preserved by random sampling.
Lemma 1. Assume that the continuous-time process X has a spectral density denoted by f X . Then the discrete-time process Y admits a spectral density and it is given by the following formula
whereŜ is the characteristic function of s.
Proof. Using the fact that T j = ∆ 1 + · · · + ∆ j , we can easily check that Y is stationary. Its covariance function can be computed via Fubini as follows:
Let for 0 ≤ r < 1
First of all, we have for all k ∈ Z,
and hence, letting r → 1, we get, for every fixed k,
To complete the proof of the lemma, we show that
since then the nonnegative real and even function 1 2π
will have σ Y (k) as Fourier coefficients, and consequently the process Y n will have a spectral density, and this spectral density will be equal to (5). We note in passing that the problem of retrieving an integrable function from its Fourier coefficients is not new. deLyra (2015) studied this question but his proof works only for bounded functions where one can interchange the r-limit and the integral. Functions involved here such as (5) above and its integrand are typically unbounded (this is the essence of long memory properrty) and therefore a specific proof had to be built for our context. Let us now prove (4). Using (3) and the fact that σ Y (j) are bounded, S(λ) ≤ 1, σ Y (0) = σ X (0), and that f X is even, we easily obtain for any 0 < r < 1,
We can write S(λ) = ρe −iα , with α ∈ [−π, π) (both ρ and α are functions of λ, and ρ < 1 for all λ = 0 since s is not a lattice distribution), and using the fact that (see Gradshteyn and Ryzhik (2015) formula 2.556, 1, page 222)
The function V (a, t) is a bounded and continuous on (0, 1) × (−π, π). Now if 0 < α < π, we have
If α ∈ (−π, 0), then for some small ǫ > 0, we have
On [π − ǫ, π + ǫ], cos t < 0 and hence the middle integrand is bounded by 1, so that we can send r limit inside the middle integral. The last integral is the same as the integral over [−π + ǫ, −π − α] and hence we obtain again
If α = −π then the first integrand on the right-hand side of (6) ill also be bounded by 1 (as cos t < 0 for π − ǫ ≤ t ≤ π) and we can send the r limit inside the integral. In summary,
is uniformly bounded in λ = 0 and r and converges (as r → 1) to
1 − e ix S(λ) 2 dx (which will be uniformly bounded in λ = 0). Now, when 0 < α < π, using one integration by parts (back and forth) and the fact that V (ρr, t) is bounded (in t and r) and continuous in r ∈ [0, 1] as ρ < 1, and odd in t, we have
When −π ≤ α < 0, we can repeat the same argument combined with (6) to conclude that we still get
Therefore using Fubini, we have for all k ∈ Z,
which completes the proof of (4).
The next proposition gives a much closed form of the spectral density of Y n under mild conditions when the inter-arrivals are exponentially distributed.
Proposition 1. Assume that T n is a Poisson process with rate 1 and that
with φ(0) = 0 and φ is differentiable in a neighbourhood of zero. Then
Proof. Since f Y is even, we will consider x ∈ (0, π]. First we have from Lemma 1, using the fact that
Now we study the two integrals in (10) near x = 0.
since for fixed λ, as x → 0, the integrand (in the left-hand side) clearly increases towards f X (λ). Let us deal with the first integral in (10).
Using using the fact that f X (λ) = λ −2d φ(λ) and sin 2 (x/2) = (1 − cos x)/2 and putting λ = t sin x, we obtain for the first integral in the right hand side above, with some u(t) ∈ (0, 1) and v(t) ∈ (0, 1),
Putting t = u tan(x/2) the right-hand-side of the last equation is equal to
Similarly, we have
Then, we have as
since the integrand is bounded uniformly in x by 4f X (λ) and converges (as x → 0) to f X (λ) and hence we can apply Lebesgue's theorem. Combining (11) and (14) as well as (12) and (13), we obtain that
and f * Y is continuous and positive on [−π, , π], which completes the proof of Proposition 1.
We now present a lemma that gives a quite precise expression of the covariance function of X t from its spectral density. We will be imposing the following condition on f X (λ).
Proof. We have (by symmetry of f X ),
Without loss of generality we take 2c = 1 and by the formula 3.761.9 of Gradshteyn and Ryzhik (2015)
Therefore it remains to show that for some
Let dU (λ) = cos(λx)λ −2d . We have (by one integration by parts)
clearly U is bounded and
Using the fact that h is nondecreasing, h(λ) → 1, as λ → ∞, and h(0) = 0, we obtain (via integration by parts at some steps in the calculation below)
which is clearly bounded by
We note that the integral above is indeed finite since h is a bounded function, h(0) = 0, and is differentiable at zero. The proof of the lemma is now complete.
Comment Condition H f is satisfied by most common spectral densities, in particular those with exponential or polynomial decrease in the regular part. For example, if for λ ≥ 0, f X (λ) = λ −2d e −λ then we can write e −λ = 1 − (1 − e −λ ) and clearly h(λ) = 1 − e −λ is nondecreasing, h(0) = 0 and h(λ) → 1 as λ → ∞. Also, if f X (λ) = λ −2d (1 + λ) −1 then we can write
and here again,
The next corollary is useful in establishing some results regarding the periodogram weak convergence as well as 4th cumulant conditions in the next sections.
Corollary 1. If T n is a Poisson process and f X satisfies condition H f then
Proof. We have from the previous lemma,
Also,
We know that as r → ∞,
and therefore we obtain that
which completes the proof of the corollary.
Asymptotic theory of the periodogram
We consider in this section a stationary long memory zero-mean Gaussian process X t , t ∈ R + having a spectral density of the form (7). Let Y n = X Tn , where T n is a Poisson process with rate equal 1 (actually any rate will do). As shown in Philippe et al. (2018) and in contrast with the original process X t , while Y n remains marginally normally distributed, it is no longer jointly Gaussian and as a result Y n is not a linear process. In this section we extend some well-known facts about periodogram properties to the randomly sampled processes Y i . In particular, our main result will be to establish that the normalized periodogram of Y i will asymptotically converge to a weighted χ 2 -type statistic. Theorem 1. Assume that X t is a stationary Gaussian process satisfying H f and let Y n = X Tn where T n is a Poisson process with rate equal 1. Let
, be the periodogram of Y 1 , . . . , Y n at Fourier frequency λ j = 2πj/n for j ∈ {1, . . . , ⌊n/2⌋}. Then, we have for any fixed number of Fourier frequencies s ≥ 1, and any j 1 , . . . , j s ∈ {1, . . . , ⌊n/2⌋} all distinct integers
where (Z 1 (1), Z 2 (1), . . . , Z 1 (⌊n/2⌋), Z 2 (⌊n/2⌋)) is a zero-mean Gaussian vector, with Z 1 (j), Z 2 (k) are independent for all j, k = 1, . . . , ⌊n/2⌋ and
and
and for j = k,
with
Proof. We will prove the broader result
Conditionally on T 1 , . . . , T n , the process Y i is jointly Gaussian. That is the sequence of random vectors in (25) has characteristic function
where Σ T is the vector's variance-covariance matrix (conditionally on T 1 , . . . , T n ). The characteristic function being bounded, in order to prove the convergence (25), it will suffice to show that
the variance-covariance matrix of (
In what follows c is a constant that may change from one line to another. An (i, k) entry of Σ T is of the form
where
(when i and k are fixed, the form of h i,k (r, s) is the same for all r and s) and hence E (Σ T ) will have entries of the form
and therefore E(Σ T ) → Σ by virtue of Theorem 5 ofHurvich and Beltrão (1993)(The only condition required is second order stationarity of the process Y i and the behaviour (8) of its spectral density). To complete the proof of (26) it will then suffice to show that
i.e. the variances of the entries of Σ T converge to zero. By Cauchy-Schwarz inequality, it will be enough to focus on the diagonals. We will treat those diagonals with cosine, as those with sine treat the same way. Then for some constant C (that may change from one expression to another), we obtain
using Lemma 1.
Inference for the long-memory parameter
We still assume in this section that X t , t ∈ R + is a stationary long memory zero-mean Gaussian process having a spectral density satisfying H f condition. Periodogram-based approaches to estimate the long memory parameter d are very popular. Often one requires that the underlying process is linear or at least is built on martingale difference innovations. The reader is referred to Beran et al. (2013) ; Giraitis et al. (2012) for reviews of some recent works on this issue, as well as the book edited by Doukhan et al. (2003) . The next Lemma and its proof show that although it is not a linear process, the sampled process still satisfies important long memory 4th cumulant conditions. These 4th cumulant conditions will allow us to show both the convergence of an estimator of the memory parameter d and the estimation of the asymptotic variance, necessary for example to infer the (unknown) average of the original process X.
Lemma 3. Assume that X t is a zero mean stationary Gaussian process satisfying H f and that Y n = X Tn , where T n is a Poisson process. Then there exists C > 0 such that for all k ∈ N,
and n h,r,s=0
Proof. Without loss of generality, we can assume that the Poisson rate is 1. Let us start by proving the first inequality of the Lemma above.
The process Y n is 4th order stationary as the conditional joint distribution of . . . , T k+max(h,r,s) ) is a multivariate normal with variance-covariance matrix M (T k , T k+h , T k+r , T k+s ) given by
which is k free. So it is enough to prove that
which is by symmetry equivalent to showing that
and sup h∈N n r,s=0 r>s
Using 4th cumulant formulae and the fact that X t is Gaussian (i.e. all its third order and above cumulants are zero), we obtain that
Let us establish (32). We have from (34),
which proves (32). Let us now prove (33). First when h < s < r then from (34),
and we have (h being fixed)
When s ≤ h, we obtain that
and hence (with h fixed h > s) r,s=0 r>s
so that in this case we get r,s=0 r>s
which completes the proof of (33).
Consistency of Local Whittle estimator
We consider local Whittle estimator of the memory parameter d defined by
where the loss function U n is defined by
Here the bandwidth parameter m = m n satisfies m n → ∞ and m n = o(n).
Theorem 2. Suppose X is a stationary Gaussian process satisfying condition H f and that Y n = X Tn , where T n is a Poisson process with rate 1. Then,
In addition, for m n = n a , 0 < a < 1, we have
Proof. Denoting the normalized periodograms η ⋆ j :=
, from the proposition 3 of Dalla et al. (2006) and since f Y will have the form (8) of Proposition 1, it will be enough to show that
To do this, we essentially follow the same idee as in the proof of Lemma 1 of Dalla et al. (2006) . We saw from proposition 1 and the remark after its proof that under
so that η ⋆ j = |v(λ j )| 2 . Using cummulant properties and the fact that conditionally on T 1 , . . . , T n , Y T k , k = 1, . . . , n is zero mean jointly Gaussian, we can then write
and hence,
We get 
Long run variance
The 4th cumulant condition is also needed to estimate the long run variance of the sampled process. Such estimation plays a crucial role in many aspects of statistical inference. For example when it comes to estimating the mean µ of the original process X t , as we have from Philippe et al. (2018) Var n Remark 2. A readily available candidate ford above is the Whittle estimator for which the log n consistency was established in Proposition 2.
