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Summary
This Doctoral Thesis focuses on the study of the ionic reactivity, aromaticity and nucle-ophilic/electrophilic behavior of nitrogen aromatic compounds. To accomplish this task, severalapproaches based on Quantum Mechanics are used, such as ab initio and density functional meth-ods. In specific cases, the applicability of qualitative models will be analyzed, like the resonancemodel, using the “quantum theory of atoms in molecules” (QTAIM) scheme together with tools andmethodologies developed in our group. In addition, a set of model molecules has been studied toobtain results that can be extrapolated to most of the nitrogen aromatic heterocycles.This report has been divided into four parts. The first one is a compendium of differentapproaches and methods used in this thesis, such as QTAIM and Hirshfeld atoms in moleculesschemes, electron delocalization analysis, calculation of magnetic response properties, as well asan introduction of the density matrix theory. Additionally, a summary of Hartree-Fock approach,perturbation, coupled cluster and density functional theories is included.The second part is centered on the conceptual density functional theory, a essential tool tostudy the molecular reactivity without the need of excited state calculations. Firstly, a new proce-dure, which respects the mathematical definition and solves several shortcomings, is presented forthe calculation of condensed Fukui functions (a chemical reactivity index that provides valuable in-formation about the relative nucleophilicity or electrophilicity at different sites of the molecule) foratomic basins defined according to the QTAIM. This procedure was applied to a set of 18 molecules,which includes the most controversial reported cases, always obtaining results in accord with theexperimental facts. Next, chemical reactivity descriptors are derived within the framework of thepair density functional theory (PDFT) in order to provide valuable information about bonding rear-rangements and activating mechanisms upon electrophilic or nucleophilic reactions. These indicesobtained and tested in this work represent non-local counterparts of the local reactivity indicesderived in the context of conceptual density functional theory (CDFT) and frequently employedin reactivity studies: the Fukui function, the local softness and the dual descriptor. This workshows how these non-local indices provide a quantum chemical basis to explain the success ofqualitative resonance models in chemical reactivity predictions. Also, local information is implic-itly contained in the new non-local indices as CDFT indices are obtained by simple integration.Different illustrative examples have been considered in this work, such as the Markovnikov’s rule,the reactivity of enolate anion, the nucleophilic conjugate addition to α ,β-unsaturated compoundsand the electrophilic aromatic substitution of benzene derivatives.The third part contains the computational study of several nitrogen heterocycles increasingcomplexity with different calculation levels. Thereby, basic processes for the ionic chemistry of1,3-azoles (protonation, nitration, hydride addition, and deprotonation) have been theoreticallyinvestigated at the B3LYP/6-311++G(2d,2p) 6d level using QTAIM scheme and delocalizationindices in gas phase and aqueous solution modeled with the PCM method. The most stableprotonation site is N3 in all cases and takes place without a significant change of electron delo-
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calization, while C5 is the preferred site for electrophilic substitution. Activating and deactivatingeffects in the carbons of imidazole ring were tested, respectively, by analyzing the variation ofatomic properties induced by amino- and nitro- substituents. The largest activation is observedfor C5 in 4-aminoimidazole. C2 is the most favored site for hydridation in all 1,3-azoles, whichresults always in loss of ring planarity and reduction of electron delocalization in the ring. PCMcalculations allow reproducing the experimental preferred deprotonation C-site in water for thesecompounds. In all anions QTAIM charges do not keep in line with those predicted by the resonanceforms. While QTAIM describes deprotonated carbons as positive or nearly neutral in gas phase,they should display negative charge according to the resonance model.The next step of complexity was the study of indole and diverse derivatives, which was selectedowing to its biological importance like precursor and for being a model for aminoacid tryptophan.Firstly, the study was focused on the protonation process in different possitions. Thus, QTAIMatomic and bond properties as well as delocalization indices computed on B3LYP/6-311++(2d,2p)and MP2/6-31++G(d,p) electron densities were employed to explain the protonation preference ofindole for C3 site. In spite of displaying a very small increase of its total electron population, N1 issignificantly stabilized in the preferred protonation due to an important loss of pi electron populationslightly exceeded by an increase of σ population. C2 and C8 are the atoms that reflect the largestchanges of electron population in all C-protonations. 6-center delocalization indices indicate thatthe preferred protonation increases the aromaticity of the benzenoid ring. The effect of activatingand deactivating abilities of several substituents (-CH3, -F, -NH2, -NO2) in indole protonationswas also considered using a series of electron density based reactivity indices. Relative protonaffinities (PAs) reflect the ortho and para orientation ability of -CH3, -F, and -NH2 groups, and thelarge deactivating effect of -NO2 at these positions. Also, substitutions in carbons 2 and 6 (IUPACnomenclature) activate/deactivate carbons 6 and 2, respectively. Inductive effects are also reflectedon the values of the relative PAs. The -CH3 group is shown to have inductive electron-withdrawingcharacter instead of electron-releasing. Its activating ability is due to a small mesomeric electron-releasing character. pi atomic electron populations and the zz component of the atomic quadrupoleelectric tensor qualitatively explain the order of PAs. Fukui indices approximately predict theresults obtained by the previous properties, whereas no correlation is found between the values ofthe ∇2ρ (~r) at the secondary charge concentrations and the PA scale.Aromaticity is another important feature of many nitrogen heterocycles. Accordingly, two workshave been carried out to study the behavior of these compounds. On one hand, a quantitative studyon local aromaticity based on n-center electron delocalization indices, n being the number of atomsin the ring, is performed on a series of heterocycles containing N, O or S. The results indicatethat the order of stability within a series of position isomers is not controlled by aromaticitybut by other structural factors. Thus, for a certain series of position isomers (diazoles, triazoles,tetrazoles, diazines, triazines, and tetrazines) the most stable compound is the least aromatic oneand vice versa. However, aromaticity controls the stability for series of isomers where thesestructural factors are similar. For the case of isocompounds, like isobenzopyrrole, isobenzofuran orisobenzothiophene, the large decrease in the aromaticity of the benzene ring with regard to theirisomers reduces their stability.On the other hand, several measures of aromaticity including energetic, magnetic, and electrondensity criteria are employed to show how aromatic stabilization can explain the stability sequenceof hydroporphyrins, ranging from porphin to octahydroporphin, and their preferred hydrogenationpaths. The methods employed involve topological resonance energies and their circuit energyeffects, bond resonance energies, multicenter delocalization indices, ring current maps, magneticsusceptibilities, and nuclear-independent chemical shifts. To compare the information obtainedby the different methods, the results have been scaled using recently proposed approaches. It isfound that all of them provide essentially the same information and lead to similar conclusions.
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Also, hydrogenation energies along different hydrogenation paths connecting porphin with octahy-droporphin have been calculated with DFT. It is shown using the methods mentioned above, thatthe relative stability of different hydroporphyrin isomers and the observed inaccessibility of octahy-droporphin both synthetically and in nature can be perfectly rationalized in terms of aromaticity.Finally, the conclusions of the different works close the thesis.
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Esta Tesis Doctoral se enfoca en el estudio de la reactividad iónica, aromaticidad y com-portamiento nucleofílico/electrofílico de compuestos aromáticos nitrogenados. Para acometer estatarea se han empleado aproximaciones basadas en la mecánica cuántica, tales como métodos abinitio y del funcional de la densidad (DFT). En casos específicos, se analizará la aplicabilidad demodelos cualitativos como el modelo de resonancia, usando para ello la “teoría cuántica de átomosen moléculas” (QTAIM) junto con herramientas y metodologías desarrolladas en nuestro grupo.Además, se ha estudiado un conjunto de moléculas modelo para obtener resultados que puedenser extrapolables a la mayoría de los heterociclos aromáticos nitrogenados y/o se han comparadopropiedades con otros heterociclos para averiguar características diferenciadoras.Este informe ha sido dividido en cinco partes. La primera es un compendio de diferentesaproximaciones y métodos usados a lo largo de esta tesis, tales como los esquemas de “átomos enmoléculas” QTAIM y Hirshfeld, los tres criterios actualmente más aceptados de aromaticidad, asícomo una introducción a la teoría de matrices de densidad. También, se ha incluido un resumende la aproximación Hartree-Fock y de las teorías de perturbaciones y “coupled cluster”.La segunda parte se centra en la “teoría del funcional de la densidad conceptual” (CDFT),una herramienta esencial para estudiar la reactividad molecular sin la necesidad de calculos deestado excitado. Primeramente, se presenta un nuevo procedimiento, que respeta la definiciónmatemática y resuelve varias deficiencias, para el cálculo de funciones de Fukui condensadas(un índice de reactividad química que provee información valiosa sobre el carácter nucleofílico oelectrofílico relativo en diferentes regiones de la molécula) para cuencas atómicas definidas deacuerdo a la QTAIM. Este procedimiento se aplicó a un conjunto de 18 moléculas que incluyen loscasos más controvertidos, obteniéndose resultados concordantes con los hechos experimentales.A continuación, se han derivado descriptores de reactividad química basados en el contexto dela “teoría del funcional de la densidad de pares” (PDFT) para proveer información valiosa sobrereajustes de enlace y mecanismos activantes sobre reacciones electrofílicas o nucleofílicas. Estosíndices obtenidos representan el homólogo no local de los índices de reactividad derivados en elcontexto de la CDFT y frecuentemente empleados en estudios de reactividad: la función de Fukui,la blandura local y el descriptor dual. También se muestra cómo estos índices locales proveen unabase química cuántica que explica el éxito de modelos de resonancia qualitativos en predicciones dereactividad química. Además, la información local está contenida implícitamente ya que los índicesCDFT se obtienen por simple integración. Se han considerado diferentes ejemplos ilustrativos, talescomo la regla de Markovnikov, la reactividad del anión enolato, la adición conjugada nucleófila aα ,β-insaturados y la sustitución aromática electrófila de derivados bencénicos.La tercera parte contiene el estudio computacional de diversos heterociclos nitrogenados decomplejidad creciente con diferentes niveles de cálculo. De ese modo, los procesos básicos para laquímica iónica de los 1,3-azoles (protonación, nitración, adición de hidruro y desprotonación) hansido investigados teóricamente mediante el nivel de cálculo B3LYP/6-311++G(2d,2p) 6d usando el
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esquema QTAIM e índices de deslocalización, todo en fase gas y en disolución acuosa modeladacon el método PCM. El sitio de la protonación más estable es N3 en todos los casos y tienelugar sin un cambio significativo de la deslocalización electrónica, mientras que C5 es el sitiopreferido para la sustitución electrófila. Se han comprobado los efectos activantes y desactivantesen los carbonos del anillo de imidazol analizando respectivamente la variación de propiedadesatómicas presentadas por sustituyentes amino y nitro. La mayor activación se observa para C5 enel 4-aminoimidazol. C2 es el sitio más favorecido para la hidruración en todos los 1,3-azoles, quesiempre tiene como consecuencia la pérdida de planaridad y la reducción de la deslocalización enel anillo. Los cálculos PCM han permitido reproducir la desprotonación experimental del carbonoen agua para estos compuestos. En todos los aniones, las cargas QTAIM no están en línea conlas que predicen las formas resonantes. Mientras que QTAIM describe los carbonos desprotonadoscomo positivos o casi neutros en fase gas, según el modelo de resonancia tendrían carga negativa.El siguiente paso de complejidad es el estudio del indol y sus derivados, que ha sido se-leccionado por su importancia biológica como precursor y por ser un modelo para el aminoácidotriptófano. Primeramente, el estudio se ha enfocado en el proceso de protonación en diferentesposiciones. Para ello, se han empleado las propiedades QTAIM atómicas y de enlace así comolos índices de deslocalización. Todos ellos se calcularon con los niveles B3LYP/6-311++(2d,2p) yMP2/6-31++(d,p) y explican la preferencia de la protonación del indol en la posición C3. A pesarde mostrar un aumento muy pequeño de su población electrónica total, N1 se estabiliza significa-tivamente en la protonación preferida debido a una pérdida importante de población electrónica piligeramente excedida por un aumento de la σ . C2 y C8 son los átomos que reflejan los mayorescambios de población electrónica en todas las protonaciones de los carbonos. Los índices de deslo-calización de seis centros indican que la protonación preferida aumenta la aromaticidad del anillode benceno. También se ha considerado el efecto de las habilidades activantes y desactivantes devarios sustituyentes (-CH3, -F, -NH2, -NO2) en las protonaciones de indol usando, para ello, unaserie de índices de reactividad basados en las densidades electrónicas. Las afinidades protónicas(AP) relativas reflejan la habilidad de las posiciones orto y para de los grupos -CH3, -F y -NH2,mientras que el gran efecto desactivante de -NO2 se observa principalmente en estas posiciones.De igual forma, las sustituciones en los carbonos 2 y 6 (nomenclatura IUPAC) activan/desactivanlos carbonos 6 y 2, respectivamente. Los efectos inductivos también se reflejan en los valores de lasAP relativas. Así, el grupo -CH3 tiene un carácter atractor de electrones en vez de dador. Su ha-bilidad activante es debida a un pequeño carácter mesomérico dador. Las poblaciones atómicas deelectrones pi y el tensor del cuadrupolo eléctrico atómico explican cualitativamente el orden de lasAP. Los índices de Fukui predicen aproximadamente los resultados obtenidos por las propiedadesanteriores, mientras que no existe correlación entre los valores de ∇2ρ (~r) en las concentracionessecundarias de carga y la escala de AP.La aromaticidad es otro rasgo importante de los heterociclos nitrogenados. Por consiguiente, seha estudiado el comportamiento de estos compuestos. Por un lado, se ha llevado a cabo un estudiocuantitativo de la aromaticidad local basada en los índices de deslocalización electrónica de ncentros, siendo n el número de átomos del anillo, en una serie de heterociclos que contienen N, Ou S. Los resultados indican que el orden de estabilidad en una serie de isómeros de posición noestá controlada por la aromaticidad sino por otros factores estructurales. Por tanto, para una ciertaserie de isómeros de posición de (diazoles, triazoles, tetrazoles, diazinas, triazinas y tetrazinas) elcompuesto más estable es el menos aromático y viceversa. Sin embargo, la aromaticidad controlala estabilidad para series de isómeros donde estos factores estructurales son similares. Para elcaso de isocompuestos, como isobenzopirrol, isobenzofurano o isobenzotiofeno, la gran disminuciónen la aromaticidad del anillo bencénico con respecto a sus isómeros los hace menos estables.Por otro lado, se han empleado varias medidas de aromaticidad incluyendo criterios energéti-cos, magnéticos y de la densidad electrónica para mostrar cómo la estabilización aromática puede
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explicar la secuencia de estabilidad de las hidroporfirinas, partiendo desde la porfirina hasta la oc-tahidroporfirina, y sus caminos de hidrogenación preferidos. Los métodos empleados han consistidoen energías de resonancia topológica y sus efectos de energía de circuito, energías de resonanciade enlace, índices de deslocalización multicéntrica, mapas de corrientes de anillo, susceptibilida-des magnéticas y “nuclear-independent chemical shifts”. Para comparar la información obtenidapor los diferentes métodos, los resultados han sido escalados usando aproximaciones propuestasrecientemente. Se ha encontrado que todos ellos proveen esencialmente la misma información yllevan a conclusiones similares. También se han calculado las energías de hidrogenación a lolargo de caminos de hidrogenación diferentes conectando la porfirina con la octahidroporfirinacon DFT. Usando los métodos anteriormente mencionados se muestra que la estabilidad relativade diferentes isómeros de hidroporfirina y la inaccesibilidad observada de la octahidroporfirinatanto sintéticamente como en la naturaleza pueden ser perfectamente racionalizados en términosde aromaticidad.Finalmente, las conclusiones de los diferentes trabajos cierran la tesis.
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Los heterociclos nitrogenados son compuestos anulares que, además de carbono, poseen almenos un nitrógeno que constituye parte del ciclo. Se pueden clasificar en dos grupos principales:alifáticos y aromáticos. Los primeros son los análogos cíclicos de aminas, amidas, enaminas, . . . Porotro lado, los heterociclos aromáticos, que son los compuestos en los que se centra esta tesis, soncompuestos que poseen algunas propiedades típicas del benceno. Además, son esenciales para lavida en este planeta [1–4], ya que forman parte de constituyentes necesarios para las células. Así,por ejemplo, el ADN y el ARN están basados en las bases pirimidínicas (la citosina, el uracilo yla timina) y púricas (la adenina y la guanina).La importancia del estudio de estos sistemas por vía teórica radica en que la aromaticidad, laspropiedades de enlace y la actividad catalítica de estas bases pueden explicar la razón por la cualen condiciones prebióticas ocasionaron el mundo que conocemos ahora. Sin embargo, su importan-cia no acaba en formar parte del ADN y el ARN. El triptófano y la histidina son constituyentes delas proteínas, la histamina es un potente vasodilatador para contrarrestar respuestas alérgicas, laserotonina (formada por triptófano) es un importante neurotransmisor, . . . Así se podría continuarcitando innumerables ejemplos que relacionan a estos compuestos con procesos y reacciones queocurren en los organismos vivos.Muchos de estos compuestos tienen las mismas características que sus análogos formadosúnicamente por anillos de carbono, siendo estructuras cíclicas con energías de resonancia impor-tantes. Sus estructuras electrónicas cumplen la regla de Hückel (4n + 2) para electrones pi [5–7]y experimentan corrientes diamagnéticas inducidas por un campo magnético externo [8]. Tienden areaccionar por sustitución en vez de adición [9] y sus órdenes de enlace y longitudes están entreun enlace simple y uno doble [10].Dentro de los heterociclos aromáticos se pueden distinguir dos grupos [11]. Por un lado, losque derivan de una simple sustitución de un carbono aromático por un nitrógeno (se sustituye un
Na) N
N
b) Nc) NHd) NH
N
e)Figura 1.1: Estructuras de piridina (a), pirimidina (b), quinoleína (c), pirrol (d) e imidazol (e)
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C−H), denominados por Albert [11] como “heterociclos aromáticos deficientes pi” a causa de ladiferencia de electronegatividad del nitrógeno con respecto a los carbonos. Este es el caso de lapiridina, pirimidina y la quinoleína (Figuras 1.1.a, .b y .c, respectivamente). El segundo grupo deheterociclos aromáticos son los derivados del carbociclo análogo mediante la sustitución de uno omás enlaces C−C por nitrógeno, como ocurre en el pirrol (Figura 1.1.d). En este tipo de moléculasel par de electrones sin compartir del nitrógeno forma parte de los electrones pi deslocalizados porlo que Albert los bautizó como “heterociclos aromáticos excedentes pi”. Por otro lado, se puedenconsiderar algunos heterociclos aromáticos como sistemas mixtos por mostrar ambos rasgos en suestructura, como por ejemplo el imidazol (Figura 1.1.e).La aplicación del método mecanocuántico al estudio de la estructura y reactividad de moléculasdio origen a lo que se conoce actualmente como Química Cuántica. Esta rama de la Química per-mite predecir en muchos casos el transcurso de una reacción antes de realizarla en el laboratorio,conocer la reactividad de una molécula antes de sintetizarla y dar un sentido cuantitativo a con-ceptos químicos como aromaticidad, impedimento estérico, energía de tensión, formas resonantes,etc. El desarrollo de la Química Cuántica se ha producido siguiendo dos vertientes: por un lado seha planteado la ecuación de Schrödinger construida a partir del operador “hamiltoniano” formadopor una suma de operadores que representan las diferentes interacciones entre los núcleos y loselectrones, una función propia denominada “función de onda” y su valor propio, la energía; por otrolado, se plantea la energía como un funcional1 de la densidad electrónica que puede ser calculadavariacionalmente siguiendo un proceso de minimización restringida. De esta última rama de laQuímica Cuántica se derivó la Teoría Conceptual del Funcional de la Densidad [13–15] (en inglés,Conceptual Density Functional Theory, CDFT) que proporciona una base teórica y cuantitativa aconceptos químicos cualitativos habitualmente empleados como: el potencial químico electrónico[16], la dureza y blandura [17], entre otros. En particular las funciones de Fukui [18] han llegado aser una herramienta esencial para el estudio de la reactividad de nucleófilos y electrófilos.Generalmente los métodos de la Química Cuántica emplean orbitales atómicos como puntode partida para obtener las propiedades de una molécula. Estos se combinan matemáticamentepara “formar” un todo donde el concepto de átomo se llega a perder. Esto se conoce como elmétodo de la “combinación lineal de orbitales atómicos” (en inglés “Linear Combination of Ato-mic Orbitals”, LCAO) [19]. Sin embargo, se han desarrollado diversas metodologías que permitenrecuperar el concepto de átomo a posteriori y determinar sus propiedades dentro de la molécula.Estas metodologías se conocen también como “particiones atómicas” y pueden clasificarse en dosgrandes grupos: aquellas que utilizan el espacio de Hilbert de las funciones base para definir losátomos, como por ejemplo el análisis de Mulliken [20], y las que realizan una división discreta dela densidad electrónica, como por ejemplo la “teoría cuántica de átomos en moléculas” (en inglés“Quantum Theory of Atoms In Molecules”, QTAIM) [21, 22] y el método Hirshfeld [23]. Las primeraspresentan serios problemas directamente relacionados con la propia definición del átomo en lamolécula y sus resultados son muy sensibles al conjunto base empleado [24], describiendo mal, porejemplo, enlaces muy polares [24].A finales de los años 60, R.F.W. Bader [25] desarrolló la QTAIM, que permite dividir el espaciofísico ocupado por una molécula en regiones atómicas basándose en principios rigurosos de la Fí-sica [21, 22]. La división del espacio molecular permite definir y calcular un conjunto de parámetrosque posibilitan el estudio local de la densidad molecular.Uno de los aspectos más interesantes de la QTAIM es que permite contrastar modelos cuali-
1El término “funcional” significa una correspondencia que asigna un número real para cada función. Por tanto, unfuncional es un tipo de función donde la variable independiente es en sí misma una función. La energía es un funcional dela función de onda, por ejemplo [12]
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tativos clásicos fuertemente arraigados en la Química. Así, debe señalarse que, aunque el modelode resonancia es una de las herramientas más utilizadas por los químicos a la hora de explicarla reactividad y características estructurales de compuestos aromáticos o de proponer mecanis-mos para sus reacciones, diversas investigaciones sobre distribuciones electrónicas han puestoseriamente en duda que las estructuras representadas por formas resonantes manejadas tradicio-nalmente describan correctamente la alteración que sufre la densidad electrónica en un procesoquímico [26–32]. Por tanto, aunque el movimiento de pares electrónicos de enlaces pi y heteroáto-mos y la asignación resultante de cargas a ciertos átomos de la molécula constituye una prácticaaplicada rutinariamente (y que puede tener indudable utilidad) debe subrayarse que tanto lascargas formales resultantes como esos movimientos de pares no son rigurosamente observados.El concepto de aromaticidad, introducido por Kekulé en 1865 [33] y utilizado en todos loscampos de la Química, se relaciona con la “estabilización energética extra” mostrada por ciertasmoléculas mono- y policíclicas debida a una deslocalización de un conjunto de electrones pi queno pertenecen exclusivamente a un par de átomos enlazados. Sin embargo, la aromaticidad noexiste en la Química Computacional como tal, ya que no es posible asociar un operador hermíticolineal a esta propiedad (como apuntan los postulados en los que se asienta la Mecánica Cuántica).La aromaticidad, por tanto, es un compendio de observables físicos que son consecuencia de esadeslocalización electrónica a través de la molécula, con múltiples criterios para estudiarla (quea veces tienen resultados con conclusiones contradictorias). Entre estos criterios, los basados enpropiedades energéticas [34–37] y magnéticas [38–43] son los más reconocidos, aunque los basa-dos en las mediciones directas de la deslocalización electrónica han ganado cierta importanciaen estos últimos años [44–46]. Por otro lado, los criterios basados en la geometría [47] han caí-do en desuso debido a su limitada aplicación general y su fuerte dependencia de sistemas dereferencia arbitrarios. El principal objetivo de este trabajo de tesis doctoral ha sido estudiar lareactividad iónica, aromaticidad y comportamiento nucleofílico/electrofílico de compuestos aromá-ticos nitrogenados empleando metodologías rigurosas basadas en la mecánica cuántica. A partirde los resultados y conclusiones obtenidas, en casos concretos se discutirá la aplicabilidad de losmodelos cualitativos, como es el modelo de resonancia. Además, se compararán estos sistemas conotros similares no nitrogenados para poder diferenciar sus propiedades. Para ello, con el uso dela QTAIM junto con herramientas y metodologías desarrolladas en nuestro grupo, se ha analizadoun conjunto de moléculas modelo cuyos resultados sirven para extrapolar a un gran número deheterociclos aromáticos nitrogenados.En esta memoria se pueden distinguir cinco partes:
En la primera parte (capítulo 2) se resume la metodología empleada como son la QTAIM,los tres criterios más aceptados de la aromaticidad y el método Hirshfeld y sus mejoras, asícomo una introducción a la teoría de las matrices de densidad. Además, se presenta unasíntesis del método Hartree-Fock, los métodos perturbativos, los métodos “coupled cluster”y la “teoría del funcional de la densidad”.La segunda parte, que corresponde a los capítulos 3 y 4, está centrada en los avancesmetodológicos introducidos en la tesis, donde se han desarrollado nuevas herramientas parael estudio de los sistemas que nos conciernen. Así, en el capítulo 3 se revisa el cálculo de lafunción de Fukui en QTAIM. El capítulo 4 amplía la definición de la función de Fukui y lablandura local a la densidad electrónica de pares, abriendo la puerta al desarrollo de unateoría conceptual en el marco de la “teoría del funcional de la densidad de pares”.La tercera parte contiene el estudio computacional con diferentes niveles de complejidad yobjetivos de varios heterociclos nitrogenados. Así, en el capítulo 5 se ha estudiado la químicaiónica de los 1,3-azoles (protonación, nitración, desprotonación y adición de hidruro), tantoen fase gas como en disolución acuosa, y la aromaticidad empleando el criterio basado en
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la densidad electrónica. A continuación, los capítulos 6 y 7 tratan sobre las protonacionesdel indol y los efectos activantes y/o desactivantes de diferentes grupos funcionales.La cuarta parte trata sobre la aplicación de los criterios de aromaticidad para la investigaciónde compuestos nitrogenados. Así, en el capítulo 8 se analiza la aromaticidad local basadaen los índices de deslocalización electrónica de una serie de heterociclos que contienenN, O o S. Para acabar con esta parte, se presenta un trabajo sobre la importancia de laaromaticidad en la estabilidad termodinámica de las hidroporfirinas 9.Finalmente, las conclusiones globales de los distintos trabajos de las partes 2, 3 y 4 cierranla tesis en el capítulo V.
Capítulo 2
Metodología Empleada
En este capítulo se van a resumir los métodos teóricos en Química Cuántica empleados enesta labor de investigación: una introducción a la teoría de las matrices de densidad (sección 2.1),el método Hartree-Fock (sección 2.2), ideas de los métodos post-HF (sección 2.3), un resumende la Teoría del Funcional de la Densidad (sección 2.4), una explicación de los tres criterios dearomaticidad más importantes (sección 2.5) y una revisión de las particiones atómicas de la TeoríaCuántica de Átomos en Moléculas (sección 2.6) y Hirshfeld (sección 2.7).
2.1. Matrices de densidad
Al estado del sistema descrito por una función de onda se le denomina “estado puro” y deél se puede obtener toda la información que permite el principio de incertidumbre de Heisenberg[48]. Sin embargo, existen estados no completamente identificados, formados por una superposiciónincoherente de estados puros y que, por tanto, no pueden ser tratados mediante una función deonda. Estos son “estados mezcla” y van a estar siempre descritos mediante una estructura másgeneral llamada “matriz de densidad” (MD).
2.1.1. Matrices de densidad de estados puros
Una matriz de densidad correspondiente a un estado puro normalizado se escribe como:
Γ (~x ; ~x ′; t) = Ψ (~x, t) Ψ∗ (~x ′, t) (2.1.1)
donde ~x indica el conjunto de coordenadas espacio-espín de todas las partículas que constituyenel sistema. Análogamente, con la notación de Dirac:
Γ (~x ; ~x ′; t) = ∣∣Ψ (~x, t) 〉〈Ψ∗ (~x ′, t)∣∣ (2.1.2)
Las matrices de densidad pueden también ser aplicadas como operadores de proyección1. Para
1Un operador de proyección P en un espacio vectorial es una transformación lineal idempotente, es decir, satisface laigualdad P2 = P .
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una función arbitraria Φ (~r, t):
Γ (~x ; ~x ′; t) |Φ〉 = ∣∣Ψ (~x, t) 〉〈Ψ∗ (~x ′, t)∣∣ Φ〉 = Ψ (~x, t)∫ Ψ∗ (~x ′, t)Φ (~x ′, t)d~x ′
Γ (~x ; ~x ′; t) |Φ〉 = ∫ Γ (~x ; ~x ′; t)Φ (~x ′; t)d~x ′ (2.1.3)
Además, los elementos diagonales (~x = ~x ′) se reducen a la densidad de probabilidad depresencia en el instante t de acuerdo con la interpretación habitual del cuadrado de la función deonda y su traza es la unidad cuando la función Ψ (~x, t) está normalizada:∫ [Γ (~x ; ~x ′; t)]~x=~x ′ d~x = 1 (2.1.4)
Cuando la función Ψ (~x, t) está expresada en una cierta base del espacio de funciones de laforma: Ψ (~x, t) =∑i ciψi (~x, t) (2.1.5)la MD viene dada por:
Γ (~x ; ~x ′; t) |Φ〉 =∑i,p |ψi (~x, t)〉 c∗pci 〈ψp (~x ′, t)∣∣ =
∑
i,p |ψi 〉Dip 〈ψp∣∣ (2.1.6)
La matriz de coeficientes numéricos D es la “matriz de densidad del estado Ψ (~x, t) en la baseψi (~r, t)”. Como cabría esperar, si la base es ortonormal, la matriz D tiene traza unidad.Otra propiedad importante para estados puros es que la matriz es idempotente:
Γ2 (~x ; ~x ′; t) = ∣∣Ψ (~x, t) 〉〈Ψ∗ (~x ′, t) |Ψ (~x, t) 〉〈Ψ∗ (~x ′, t)∣∣ = ∣∣Ψ (~x, t) 〉〈Ψ∗ (~x ′, t)∣∣ (2.1.7)
Los valores propios no pueden ser más que uno de ellos la unidad y los demás nulos.Si la base ψi (~x, t) de representación no es ortonormal, la idempotencia se expresa como:
D = DSD (DS)2 = DS (S1/2DS1/2) = S1/2DS1/2 (2.1.8)
donde S es la matriz de la “métrica” de esa base del espacio de funciones. La traza unidad deΓ (~x ; ~x ′; t) se refleja en la relación:
Spi = 〈ψp |ψi 〉 , T r (DS) =∑i,p DipSpi = 1 (2.1.9)
Expresada en una base ortonormal, la matriz D, además de tener traza unidad, es idempotente,hermítica y semidefinida positiva.
2.1.2. Matrices de densidad de estados mezcla
Gracias al principio de superposición, siempre podremos expresar un estado puro como lacombinación lineal de funciones de onda para obtener otra. Lo mismo ocurre en el caso de estadosmezcla, es decir, se puede expresar la matriz de densidad como funciones de onda linealmente
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independientes con unos factores de peso wk que toman un valor no negativo y menor que launidad: Γ (~x ; ~x ′; t) =∑k wkΦk (~x, t) Φ∗k (~x ; t) (2.1.10)
Análogamente a los estados puros, la MD de un estado mezcla puede ser aplicada comoun operador de proyección, que es hermítico y semidefinido positivo, pero en este caso no esidempotente (sus valores propios están comprendidos entre cero y la unidad). Además, su trazasigue siendo uno, se puede expresar en una base del espacio de funciones y la matriz de coeficientesD contiene tanto los factores de peso como los de su expansión.
2.1.3. Valores esperados
El cálculo de los valores esperados de un operador Oˆ (~x) en un estado descrito por una MDviene dado por la expresión:
〈O〉 = ∫ [Oˆ (~x) Γ (~x ; ~x ′; t)]~x ′=~x d~x == T r (OˆΓ) =∑i,p Dip
〈ψp ∣∣∣Oˆψi〉 =∑i,p DipOpi
(2.1.11)
2.1.4. Matrices de densidad reducida
En principio, un operador aplicado a una distribución electrónica cualquiera puede ponersecomo suma de contribuciones que afectan a una partícula, a dos partículas, . . .
Oˆ = O0 +∑i Oˆ (~xi) +
∑
i<j Oˆ (~xi, ~xj)+
∑
i<j<k Oˆ (~xi, ~xj , ~xk)+ . . . (2.1.12)
Los valores esperados incluirán términos multielectrónicos (1, 2, . . . ) de la forma:
〈O〉 = O0 +∑i 〈O (~xi)〉+
∑
i<j
〈O (~xi, ~xj)〉+ ∑i<j<k 〈O (~xi, ~xj , ~xk)〉+ . . . (2.1.13)
Dado que los electrones son indiscernibles, los valores esperados de cada sumando se calculanpor el correspondiente coeficiente binomial multiplicado por el término relativo a un electrón, pareja,etc.:
〈O〉 = (N0
)O0 + (N1
) 〈O (~x1)〉+ (N2
) 〈O (~x1, ~x2)〉+ (N3
) 〈O (~x1, ~x2, ~x3)〉+ . . . (2.1.14)
cada uno de los términos corresponde a:
〈O (~x1)〉 = ∫ · · · ∫ Ψ∗ (~x1, ~x2, . . . , N) Oˆ (~x1) Ψ (~x1, ~x2, . . . , N)d~x1d~x2 . . . d~xN
〈O (~x1, ~x2)〉 = ∫ · · · ∫ Ψ∗ (~x1, ~x2, . . . , N) Oˆ (~x1, ~x2) Ψ (~x1, ~x2, . . . , N)d~x1d~x2 . . . d~xN (2.1.15)
donde los ~xj , ∀i = 1, N , incluyen tanto las coordenadas espaciales como la de espín.
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Si se define una serie de matrices de densidad reducida (MDR) con la forma:
Γ(1) (~x1; ~x ′1) = (N1
)∫ · · · ∫ Ψ (~x1, ~x2, ~x3, . . . , ~xN ) Ψ∗ (~x ′1, ~x2, ~x3, . . . , ~xN)d~x2d~x3 . . . d~xN
Γ(2) (~x1, ~x2; ~x ′1, ~x ′2) = (N2
)∫ · · · ∫ Ψ (~x1, ~x2, ~x3, . . . , ~xN ) Ψ∗ (~x ′1, ~x ′2, ~x3, . . . , ~xN)d~x3 . . . d~xNΓ(3) (~x1, ~x2, ~x3; ~x ′1, ~x ′2, ~x ′3) == (N3
)∫ · · · ∫ Ψ (~x1, ~x2, ~x3, . . . , ~xN ) Ψ∗ (~x ′1, ~x ′2, ~x ′3, . . . , ~xN)d~x4 . . . d~xN (2.1.16)y los valores esperados se expresan como:(N1
) 〈O (~x1)〉 = ∫ [Oˆ (~x1) Γ(1) (~x1; ~x ′1)]~x ′1=~x1 d~x1(N2
) 〈O (~x1, ~x2)〉 = ∫∫ [Oˆ (~x1, ~x2) Γ(2) (~x1, ~x2; ~x ′1, ~x ′2)]~x ′1=~x1~x ′2=~x2 d~x1d~x2(N3
) 〈O (~x1, ~x2, ~x3)〉 = ∫∫∫ [Oˆ (~x1, ~x2, ~x3) Γ(~x3) (~x1, ~x2, ~x3; ~x ′1, ~x ′2, ~x ′3)]~x ′1=~x1~x ′2=~x2~x ′3=~x3 d~x1d~x2d~x3
(2.1.17)
Esta expresión es la descomposición del valor esperado en función de las MDR de la expre-sión (2.1.11). Cada componente no tiene la información completa del sistema pero sí los valoresesperados de operadores que se refieren al orden de cada “subsistema”. Por ello, teniendo encuenta que para un sistema de fermiones o bosones idénticos solo interactúan fuerzas entre paresde partículas, la energía exacta, incluyendo la energía de correlación, solo tiene que expresarseen términos de la matriz de densidad de segundo orden. Esto es posible porque el hamiltonianoes invariante a las permutaciones de las coordenadas de las partículas.Se puede generalizar y definir una MDR de p partículas (p-MDR) que se exprese como:
Γ(p) (~x ; ~x ′) = (Np
)∫ · · · ∫ Ψ (~x, ~s) Ψ∗ (~x ′, ~s)d~s, (para estados puros)
Γ(p) (~x ; ~x ′) = (Np
)∫ · · · ∫ Γ (~x, ~s; ~x ′, ~s)d~s, (para estados mezcla) (2.1.18)
siendo ~x = {~x1, ~x2, . . . , ~xp} y ~s = {~xp+1, ~xp+2, . . . , ~xN}.Sustituyendo todo en el operador general:
〈O〉 = O0 + ∑i1<i2<...<ip T r
(Oˆ (i1, i2, . . . ip)Γ(p)) (2.1.19)
Como se observa, la p-MDR se define como el resultado de una integración lo que conllevauna pérdida de información con respecto a la función de onda y/o la MD original. Sin embargo,las de primer y segundo orden, como veremos, se emplean habitualmente como herramienta deanálisis para distribuciones electrónicas y de pares de electrones. Además, la matriz de segundoorden tiene la suficiente información para estudiar la correlación electrónica. El elemento diagonalde la primera, conocida como matriz de densidad de primer orden o de Fock-Dirac, coincide conla función densidad, ρ (~x). Si se integra respecto a la coordenada de espín se obtiene la densidadelectrónica, ρ (~r), en cada punto (en la mayoría de las ocasiones se omitirá el subíndice 1):
ρ (~r1) = Γ(1) (~r1;~r1) , ∫ ρ (~r1)d~r1 = N (2.1.20)
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De igual forma se pueden definir las densidades electrónicas correspondientes a los electronesα y β por separado, ρα (~r) y ρα (~r), respectivamente. La diferencia, ρs (~r) = ρα (~r) − ρβ (~r), sedenomina densidad de espín.Otra de las matrices de densidad ampliamente utilizada es la matriz de densidad de segundoorden, Γ(2) o γ2 (~x1, ~x2; ~x ′1, ~x ′2). Su término diagonal, representado como γ2(~x1, ~x2) o ρ2(~x1, ~x2), seconoce como la densidad bielectrónica, función de pares o densidad de pares.Al igual que las MD, las MDR son también operadores hermíticos y semidefinidos positivos.Sus autofunciones son las “funciones naturales” y sus valores propios asociados se denominan“números de ocupación”. También se pueden desarrollar en una base de funciones que, para el casode los electrones, es de orbitales de espín linealmente independientes. Para esta situación haydos representaciones matriciales. Una de ellas expresa la dependencia funcional de las MDR enuna base de productos simples de orbitales de espín y la otra se define en una base de productosantisimetrizados normalizados de los mismos orbitales de espín ortonormales. Las expresionessuperiores corresponden a la primera representación y las inferiores a la segunda:Γ(1) (~x1; ~x ′1) =∑i,p χi (~x1) D1 ipχ∗p (~x ′1)Γ(2) (~x1, ~x2; ~x ′1, ~x ′2) =∑i,jp,q χi (~x1) χj (~x2) D
2 ijpqχ∗p (~x ′1) χ∗q (~x ′2)
Γ(3) (~x1, ~x2, ~x3; ~x ′1, ~x ′2, ~x ′3) == ∑i,j ,kp,q,r χi (~x1) χj (~x2) χk (~x3) D
3 ijkpqrχ∗p (~x ′1) χ∗q (~x ′2) χ∗r (~x ′3)
Γ(2) (~x1, ~x2; ~x ′1, ~x ′2) ==∑i<jp<q
wwχi (~x1) χj (~x2)ww Λ2 ijpqwwχ∗p (~x ′1) χ∗q (~x ′2)ww
Γ(3) (~x1, ~x2, ~x3; ~x ′1, ~x ′2, ~x ′3) == ∑i<j<kp<q<r
wwχi (~x1) χj (~x2) χk (~x3)ww Λ3 ijkpqr wwχ∗p (~x ′1) χ∗q (~x ′2) χ∗r (~x ′3)ww
(2.1.21)
teniendo en cuenta que:
wwwχi1 (~x1) χi2 (~x2) . . . χi~xN (N)www = 1√N!
∣∣∣∣∣∣∣∣∣
χi1 (~x1) χi1 (~x2) · · · χi1 (~xN )χi2 (~x1) χi2 (~x2) · · · χi2 (~xN )... ... . . . ...χiN (~x1) χiN (~x2) · · · χiN (~xN )
∣∣∣∣∣∣∣∣∣ (2.1.22)
Las dimensiones de estas matrices son distintas: en el primer caso se trata de matrices cua-dradas de dimensión rp × rp donde r es la dimensión del espacio de funciones de una partícula.En el segundo de los casos, la dimensión de las matrices Λp es (rp)× (rp).Si la base es ortonormal, un elemento matricial se obtiene a partir de la MDR en la forma:
Dp i1i2...ipj1j2...jp == ∫ · · · ∫ χ∗i1 (~x1) · · · χ∗ip (~xp)Γ(p) (~x1, . . . , ~xp; ~x ′1, . . . , ~x ′p) χj1 (~x ′1) · · · χjp (~x ′p)d~x1 · · ·d~xpd~x1′ · · ·d~xp′ (2.1.23)
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El desarrollo en base no ortonormal requiere incluir en esa expresión los valores de lossolapamientos entre los orbitales de espín.En general, usando lo anterior, el valor esperado de un operador que afecta a p partículaspuede expresarse como:
T r (Oˆ (~x1, . . . , ~xp)Γ(p)) =∑
i1...ipj1...jp
Dp i1i2...ipj1j2...jp 〈χji (~x1) · · · χjp (~xp) ∣∣∣Oˆ (~x1, . . . , ~xp)∣∣∣ χi1 (~x1) · · · χip (~xp)〉
T r (Oˆ (~x1, . . . , ~xp)Γ(p)) = ∑i1...ipj1...jp D
p i1i2...ipj1j2...jp ∑i1...ipj1...jp O
p j1j2...jpi1i2...ip = T r ( Dp Op ) (2.1.24)
La matriz Op es la representación matricial del operador Oˆ (~x1, . . . , ~xp) en la base de funcionesde p electrones obtenidas como producto simple de los orbitales de espín.Las p-MDR pueden ser vistas como una función de las coordenadas de posición y de espínde las partículas. Son, por tanto, funciones antisimétricas frente al intercambio de las coordenadasde espacio y espín: Γ(p) (~x1, ~x2, . . . ; ~x ′; t) = −Γ(p) (~x2, ~x1, . . . ; ~x ′; t)Γ(p) (~x ; ~x ′1, ~x ′2, . . . ; t) = −Γ(p) (~x ; ~x2, ~x1, . . . ; t) (2.1.25)
Son también hermíticas: Γ(p) (~x ; ~x ′; t) = Γ(p)∗ (~x ; ~x ′; t) (2.1.26)
Si se continúa el proceso de integración, es posible obtener una MDR de orden p− 1 a partirde una de orden p:
Γ(p−1) (~x1, . . . , ~xp−1; ~x ′1, . . . , ~x ′p − 1; t) = pN − p+ 1
∫ [Γ(p) (~x1, . . . , ~xp; ~x ′1, . . . , ~x ′p; t)]p′=p d~xpN − p+ 1p Dp−1 i1i2...ip−1j1j2...jp−1 = r∑k=1 Dp i1i2...ip−1kj1j2...jp−1k =
r∑
ip,jp=1 Dp i1i2...ip−1ipj1j2...jp−1jp δ jpip (2.1.27)Además, siempre se mantiene la traza de las MDR (aunque la base sea no ortonormal tambiénse mantiene la traza utilizando la matriz de solapamientos de los orbitales de espín).
2.1.5. Expansión de las Matrices de Densidad Reducida usando cumulantes
Es habitual encontrarse con expresiones del tipo:
F = ln 〈eλ1A1+λ2A2+...+λpAp〉, (2.1.28)
donde A1, A2, etc. son elementos abstractos y λ1, λ2, etc. son números. 〈. . .〉 significa algún tipode promedio y e(...) denota una función exponencial generalizada. Asumiendo que el promediosea distinto de cero, F será una función analítica de λi en la cercanía de cero. Por ello, existe
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una expansión en serie de Taylor con respecto a λi que se denomina “expansión de cumulantes”.Estos “cumulantes” han sido empleados previamente en estadística, teoría de la probabilidad y endiversos campos de la Física [49, 50], así como en una reformulación de la “many-body theory”que muestra relación con la teoría “coupled-cluster” [51].La principal ventaja para la expansión mediante cumulantes de las matrices de densidad redu-cidas es que cancela explícitamente cantidades que no son “extensibles en tamaño” y las consiguedescribir mediante sumas de productos de matrices de menor orden y de restos irreducibles (lossusodichos cumulantes). Estas expansiones siguen las estructuras:
〈A〉 = 〈A〉c〈A1A2〉 = 〈A1〉c〈A2〉c + 〈A1A2〉c〈A1A2A3〉 = 〈A1〉c〈A2〉c〈A3〉c + 〈A1〉c〈A2A3〉c + 〈A2〉c〈A1A3〉c + 〈A3〉c〈A1A2〉c + 〈A1A2A3〉c,(2.1.29)etc., donde {Ai} son operadores mecanocuánticos. Se obtienen por diferenciación de una funcióngeneradora, es decir, desde:〈A1 . . . Ap〉c = l´ımλ1=...=λp→0 ∂∂λ1 · · · ∂∂λp ln 〈eλ1A1 · · · eλpAp〉 (2.1.30)
a diferencia de los promedios 〈. . .〉, que vienen dados por una expresión similar sin logaritmo. ConAi = A, multiplicando por λp/p! y sumando para todo p = 1, . . . ,+∞, se deduce el teorema deexpansión cumulante: 〈eλA〉 = e〈eλA−1〉c (2.1.31)
Otra de las importantes características es que la expresión cumulante es nula para procesosindependientes estadísticamente. Por tanto, tiene en cuenta solo términos relevantes (que estánestadísticamente conectados) de la teoría perturbacional, por ejemplo.Análogamente, ya que las matrices de densidad se pueden expresar como operadores:
Γ(1) (~x1; ~x ′1) =∆1 (~x1; ~x ′1)Γ(2) (~x1, ~x2; ~x ′1, ~x ′2) =Aˆ∆1 (~x1; ~x ′1)∆1 (~x2; ~x ′2)− ∆2 (~x1, ~x2; ~x ′1, ~x ′2)Γ(3) (~x1, ~x2, ~x3; ~x ′1, ~x ′2, ~x ′3) =Aˆ∆1 (~x1; ~x ′1)∆1 (~x2; ~x ′2)∆1 (~x3; ~x ′3)−Aˆ∆1 (~x1; ~x ′1)∆2 (~x2, ~x3; ~x ′2, ~x ′3)+ ∆3 (~x1, ~x2, ~x3; ~x ′1, ~x ′2, ~x ′3)
(2.1.32)
etc., donde Aˆ es un antisimetrizador:
Aˆ∆1 (~x1; ~x ′1)∆1 (~x2; ~x ′2) = ∆1 (~x1; ~x ′1)∆1 (~x2; ~x ′2)− ∆1 (~x2; ~x ′1)∆1 (~x1; ~x ′2) (2.1.33)
Por supuesto, de igual forma se expresan las densidades:
ρ (~x) = w1 (~x)ρ2 (~x1, ~x2) = w1 (~x1)w1 (~x2)− w2 (~x1, ~x2)ρ3 (~x1, ~x2, ~x3) = w1 (~x1)w1 (~x2)w1 (~x3)− Sˆw1 (~x1)w2 (~x2, ~x3) + w3 (~x1, ~x2, ~x3) (2.1.34)
donde Sˆ es un simetrizador y cuya normalización es:∫ d~x1 . . . d~xpp! wp (~x1, . . . , ~xp) = Np (2.1.35)
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Teniendo en cuenta esto, si se aplica a la densidad de pares:ρ2 (~r1, ~r2) = ρ (~r1) ρ (~r2)− ρXC (~r1, ~r2) (2.1.36)se obtiene la densidad de correlación-intercambio, ρXC (~r1, ~r2). Esta representa la diferencia entrela densidad de probabilidad de encontrar dos electrones, uno en ~r1 y otro en ~r2, independien-tes, ρ (~r1) ρ (~r2), y correlacionados, γ2 (~r1, ~r2). Si se divide esta por ρ (~r1) se obtiene el hueco decorrelación-intercambio o de Fermi-Coulomb que se corresponde con la región alrededor del elec-trón en la que la presencia de otros electrones está excluida en mayor o menor grado. Si se tieneen cuenta el espín, se definen dos funciones, ρααX (~r1, ~r2) y ραβC (~r1, ~r2), que son el hueco de Fermiy el hueco de Coulomb, respectivamente.
2.2. El Método Hartree-Fock
La mayoría de los métodos ab initio en Química Teórica emplea la ecuación de Schrödingercomo punto de partida, que viene dada por la expresión:HˆΨ = EΨ (2.2.1)donde Hˆ es el operador hamiltoniano del sistema que, sin efectos relativistas, se forma con lasuma del operador de energía cinética de los electrones (Tˆe) y de los núcleos (TˆN ), de los ope-radores de energía potencial que representan las interacciones electrostáticas electrón-electrón(Vˆee), electrón-núcleo (VˆeN ) y núcleo-núcleo (VˆNN ). Además, Ψ es la función de onda que describeel estado del sistema y E es la energía total del sistema. Las coordenadas nucleares se van arepresentar por ~R , mientras que las coordenadas de los electrones vendrán dadas por ~x o por ~rsegún se incluya el espín o solamente las coordenadas cartesianas, respectivamente.Aplicando la aproximación de Born-Oppenheimer [52] se pueden separar los movimientos delos electrones y de los núcleos2 por lo que la función de onda se puede expresar como un productode dos funciones, una electrónica Ψe(~x ; ~R ) y otra nuclear ΨN (~R ):Ψtotal(~R, ~x) = Ψe(~x ; ~R )ΨN (~R ) (2.2.2)con lo que la ecuación de Schrödinger electrónica quedará como:[Tˆe(~x) + Vˆne(~x ; ~R ) + Vˆee(~x)]Ψe(~x ; ~R ) = E (~R )Ψe(~x ; ~R ) (2.2.3)
Dado que solo nos vamos a centrar en la parte electrónica de la función de onda, de aquí enadelante se prescindirá de los subíndices correspondientes.La “teoría de Orbitales Moleculares”, cuyo camino se inicia con los trabajos de Hund [53] yMulliken [54], plantea construir la función de onda como un producto de N orbitales de espínocupados por N electrones extendidos a toda la molécula. Además, estos orbitales se construyencomo combinaciones lineales de orbitales atómicos normalizados (aproximación LCAO-MO [19]). Elprincipio de Pauli implica que la función de onda se exprese en términos de productos antisime-trizados de orbitales moleculares ortonormales formando matemáticamente un tensor antisimétricollamado determinante de Slater, cuya forma general es la siguiente:
Ψ(~x1, ~x2, ..., ~xN ) = 1√N!
∣∣∣∣∣∣∣∣∣
χ1 (~x1) χ2 (~x1) · · · χN (~x1)χ1 (~x2) χ2 (~x2) · · · χN (~x2)... ... . . . ...χ1 (~xN ) χ2 (~xN ) · · · χN (~xN )
∣∣∣∣∣∣∣∣∣ (2.2.4)
2Las coordenadas nucleares ya no son variables en la aproximación de Born-Oppenheimer sino parámetros para lostérminos electrónicos. Para representar esa diferencia se ha sustituido la “coma” por un “punto y coma”
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donde χi(~xj ) son orbitales de espín y 1/√N! es una constante de normalización.El método Hartree-Fock (HF) obtendrá la mejor aproximación monodeterminante para la fun-ción de onda Ψ de la ecuación de Schrödinger cumpliendo el principio variacional expresado enla notación de Dirac o “braket”:
EHF = 〈ΨHF ∣∣∣Hˆ∣∣∣ΨHF〉 > E (2.2.5)
La aplicación del principio variacional con la restricción de ortonormalidad de los orbitales deespín a un sistema de N electrones conduce a las ecuaciones de Fock, representadas en la formacanónica como: fˆ χi = εiχi (2.2.6)para todo i natural cuyo valor máximo es el número total de electrones, donde el operador fˆ es unoperador monoelectrónico, conocido como operador de Fock, y εi representa a los correspondientesvalores propios {εi}, asignables a las energías orbitales. El conjunto de orbitales de espín {χi}son las funciones propias del operador de Fock y constituyen su conjunto canónico.Para el electrón 1, el operador de Fock vendría dado como:
fˆ (~x1) = hˆ (~x1) + N∑j
[Jˆj (~x1)− Kˆj (~x1)] (2.2.7)
En esta ecuación Jˆj representa a cada uno de los operadores de Coulomb, {Jˆj}, potencialpromedio generado sobre el electrón 1:
Jˆj (~x1) = ∫ χ∗j (~x2) 1r12 χj (~x2)d~x2 (2.2.8)
y Kˆj a cada uno de los operadores de intercambio, {Kˆj}, definido por su efecto cuando opera sobreun orbital de espín χi:
Kˆj (~x1) χi (~x1) = ∫ χ *j (~x2) 1r12 χi (~x2) χj (~x1)d~x2 (2.2.9)produciendo el intercambio entre los electrones 1 y 2.El uso de una base de orbitales atómicos para expandir los orbitales espaciales tiene la ventajade aplicar el método LCAO-MO, propuesto por Roothaan [19], que transforma las ecuaciones deHartree-Fock integro-diferenciales en algebraicas obteniéndose las ecuaciones de Hartree-Fock-Roothaan en sistemas restringidos (capa cerrada) y las ecuaciones de Pople-Nesbet para sistemasno restringidos (capa abierta).
2.2.1. La aproximación Hartree-Fock para las Matrices de Densidad
En general, las p-MDR no mantienen la propiedad de idempotencia que correspondía a unaMD de un estado puro. Además, no hay ninguna manera de reconstruir completamente una MDR deorden superior a partir de una de orden inferior. Como excepción, si un sistema de electrones estádescrito por un determinante de Slater, las p-MDR sí son idempotentes y es posible el cálculo delas de orden superior conociendo la de primer orden. En este caso, la matriz de primer orden tiene
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tanta información como la función de onda de N electrones. La expresión general se correspondea:
Γ(p) (~x1, . . . , ~xp; ~x ′1, . . . , ~x ′p) = 1p!
∣∣∣∣∣∣∣∣∣
Γ(1) (~x1, ~x ′1) Γ(1) (~x1, ~x ′2) · · · Γ(1) (~x1, ~x ′p)Γ(1) (~x2, ~x ′1) Γ(1) (~x2, ~x ′2) · · · Γ(1) (~x2, ~x ′p)... ... . . . ...Γ(1) (~xp, ~x ′1) Γ(1) (~xp, ~x ′2) · · · Γ(1) (~xp, ~x ′p)
∣∣∣∣∣∣∣∣∣ (2.2.10)
y desarrolladas en una base ortonormal:
Di1i2...ipj1j2...jp = 1p!
∣∣∣∣∣∣∣∣∣∣
D1 i1j1 D1 i1j2 · · · D1 i1jpD1 i2j1 D1 i2j2 · · · D1 i2jp... ... . . . ...D1 ipj1 D1ip j2 · · · D1 ipjp
∣∣∣∣∣∣∣∣∣∣
(2.2.11)
Para el caso particular de la 2-MDR se reduce a:
D2 ijkl = 12 ( D1 ik D1 jl − D1 jk D1 il) (2.2.12)
En una base no ortonormal, la relación anterior tiene que incluir el solapamiento entre losorbitales de espín de la base.La reducción de toda la información contenida en la 1-MDR a unos pocos datos asociados aátomos o a pares de átomos se conoce como “análisis de población” de Mulliken en la forma decargas localizadas y órdenes de enlace.
2.3. El problema de la correlación electrónica. Métodos post-Hartree-Fock
La energía de correlación viene atribuida al hecho de que el movimiento de un electróndepende de los restantes. Esto no se considera en la aproximación Hartree-Fock donde un electrónse mueve en el campo “promedio” de todos los electrones. La energía de correlación no es muygrande, normalmente no es mayor del 1 % de la energía total del sistema, pero la mayoría de laspropiedades interesantes en Química (energías de disociación, potenciales de ionización, afinidadeselectrónicas, . . . ) tienen valores dentro de ese intervalo. Así, se define la energía de correlacióncomo la diferencia entre la energía correspondiente a la resolución exacta de la ecuación deSchrödinger con un determinado hamiltoniano y la energía Hartree-Fock:
Ecorr = Eexacta − EHF (2.3.1)
2.3.1. Método de Interacción de Configuraciones
Existen varios procedimientos para tratar el fenómeno de la correlación electrónica. La inter-acción de configuraciones (en inglés “Configuration interaction”, CI) es conceptualmente y a nivelinterpretativo el más simple de ellos. Consiste en representar la función de onda como combina-ción lineal de funciones N-electrónicas de configuraciones fundamental y excitadas del sistema
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(determinantes de Slater) empleando el método variacional:
Ψ =∑k=0 ckΨk (2.3.2)donde las Ψk son las funciones de estado de configuración múltiple y los ck son los coeficientesdeterminados variacionalmente. Solo contribuirán a la función de onda multirreferencial las confi-guraciones electrónicas que posean la misma simetría y las condiciones de espín correspondientesal estado de referencia en la expansión. Para formar estas configuraciones se emplea un conjuntoortonormal de orbitales moleculares que provienen de los orbitales ocupados y virtuales derivadosdel cálculo Hartree-Fock. Por ello, el término de referencia en la expansión CI, Ψ0, es la funciónde onda Hartree-Fock y las demás funciones de estado se construyen a partir de excitacionesdesde los orbitales ocupados a los virtuales. Los coeficientes ck se determinan variacionalmente(teniendo en cuenta la normalización). Esto lleva a la ecuación secular CI:
det (H − IE ) =
∣∣∣∣∣∣∣∣∣
H11 − E H12 · · · H1NH21 H22 − E · · · H2N... ... . . . ...HN1 − E HN2 · · · HNN − E
∣∣∣∣∣∣∣∣∣ = 0 (2.3.3)
donde Hij es el elemento de matriz:
Hij = 〈Ψi ∣∣∣Hˆ∣∣∣Ψj〉 (2.3.4)
y Ψi es el término de la ecuación (2.3.2). Las raíces de la ecuación secular son las energíasdel estado fundamental y de los estados excitados y los correspondientes vectores propios sonlos coeficientes de la expansión CI. Si la expansión de la función de onda mediante la ecuación(2.3.2) se trunca (para que el determinante secular sea computacionalmente tratable), se obtienenlas diferentes aproximaciones CIS (que incluye todas las monoexcitaciones), CISD (en el queparticipan las mono- y biexcitaciones), CISDT (mono-, bi- y triexcitaciones), . . .Si este desarrollo se amplía hasta utilizar todas las posibles excitaciones desde los orbitalesocupados a los virtuales se denomina “full-CI”. En este límite, el cálculo obtiene una solución exactade la ecuación de Schrödinger independiente del tiempo, bajo las aproximaciones no relativista yde Born-Oppenheimer y con la única limitación del conjunto base empleado.El principal problema del método CI es la falta de “consistencia con el tamaño” al truncar laexpansión (no llevar a cabo un cálculo full-CI), es decir, el cálculo de la energía y, en consecuencia,su error asociado no crece en proporción al tamaño de la molécula. Este problema, por ejemplo, seentiende perfectamente en la energía de interacción del dímero de He ya que para los monómerosel cálculo CISD contempla toda la expansión CI cosa que no se cumple en el dímero.
2.3.2. Métodos de la teoría de perturbación
Además del método CI se han desarrollado otros métodos. Entre ellos destacan los basados enla “Many Body Perturbation Theory” (MBPT), también referido como “Møller-Plesset PerturbationTheory” (MPPT) y que aplican la teoría de perturbación de Rayleigh-Schrödinger al hamiltonianoHF, tratando la correlación electrónica como una perturbación.La derivación de las ecuaciones principales parte de considerar un hamiltoniano electrónicogeneralizado como la suma de un hamiltoniano formado por los operadores de Fock monoelectró-nicos y una perturbación que, por definición, es el término de interacción electrón-electrón por un
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parámetro: Hˆλ = Hˆ0 + λVˆ (2.3.5)
El siguiente paso es expandir la función de onda total y la energía correspondiente al Hamil-toniano generalizado como una serie de Taylor:
Eλ = E (0) + λE (1) + λ2E (2) + . . . (2.3.6)
|Ψλ 〉 = ∣∣Ψ(0) 〉+ λ ∣∣Ψ(1) 〉+ λ2 ∣∣Ψ(2) 〉+ . . . (2.3.7)
A continuación se añaden estas expresiones a la ecuación de Schrödinger de Hˆλ y se agrupanlos términos de igual orden, obteniéndose:
λ0 : Hˆ0 ∣∣Ψ(0)〉 = E (0) ∣∣Ψ(0)〉λ1 : Hˆ0 ∣∣Ψ(1)〉 Vˆ ∣∣Ψ(0)〉 = E (0) ∣∣Ψ(1)〉+ E (1) ∣∣Ψ(0)〉λ2 : Hˆ0 ∣∣Ψ(2)〉 Vˆ ∣∣Ψ(1)〉 = E (0) ∣∣Ψ(2)〉+ E (1) ∣∣Ψ(1)〉+ E (2) ∣∣Ψ(0)〉. . . . . .
(2.3.8)
El desarrollo en serie se puede truncar, dando lugar a una serie de métodos cuyos nombresvienen dados por el término de mayor orden permitido. Así, considerando solo los términos hastasegundo orden tendríamos el método MP2, hasta tercer orden sería MP3, . . .La energía Møller-Plesset de primer orden viene dada por la expresión:
E (1) = 〈Ψ(0)|Vˆ |Ψ(0)〉〈Ψ(0)|Ψ(0)〉 (2.3.9)
que se corresponde al valor esperado del término de repulsión electrón-electrón utilizando unafunción de onda no perturbada. Por lo tanto la energía HF es:
EHF = E (0) + E (1) (2.3.10)
La contribución de segundo orden está restringida a funciones que derivan por dobles ex-citaciones electrónicas de la configuración fundamental, por lo que la energía de orden dos es:
E (2) = 14 ∑a,b,r,s |〈ab||rs〉|
2(εa + εb)− (εr + εs)
= 12 ∑a,b,r,s 〈ab|rs〉〈rs|ab〉(εa − εb) (εr − εs) − 12
∑
a,b,r,s
〈ab|rs〉〈rs|ba〉(εa − εb) (εr − εs)
(2.3.11)
donde los términos εa, εb, εr y εs son las energías de los orbitales implicados en una dobleexcitación ab→ rs .En niveles superiores de los métodos Møller-Plesset se incluyen más excitaciones aumentandolos términos considerados. Así, en la contribución de cuarto orden se incluyen dobles, triples ycuádruples excitaciones.
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2.3.3. La aproximación Coupled Cluster
Como su nombre indica, la aproximación Coupled Cluster (CC) se basa en la idea de describirla correlación electrónica en términos de enjambres o conjuntos de electrones interactuantes. Laidea de este método [55] es encarar el problema de la correlación agrupando pares de electrones,interacciones par-par, después interacciones par-par-par, etc.En su formalismo la función de onda se expresa de forma similar a la teoría de perturba-ciones o incluso a la expansión CI, aplicando el operador sobre la función de onda de partida ytransformándola en la función exacta. Es decir:




Φ0 = full−CI∑j cjψj (2.3.13)
cuyos Cˆi son los operadores de monoexcitación, de diexcitación, etc.En CC el operador es: Ψ = eTˆΦ0 (2.3.14)donde Tˆ , el “operador de cluster”, puede expandirse en función de los operadores de excitación:
Tˆ =∑i=1 Tˆi (2.3.15)




















i=1 tabcijk Φabcijk· · · · · ·
(2.3.16)
donde Φai son los determinantes de Slater mono-, di- y triexcitados con los orbitales de espínocupados i, j , k sustituidos por los orbitales de espín virtuales a, b, c. tai , tabij , tabcijk , . . . son lasdenominadas “amplitudes de cluster”.Si se desarrolla el operador de cluster en serie de Taylor:
eTˆ =∑i=0 Tˆ
ii!
ΨCC = eTˆΦ0 = (∑i=0 Tˆ
ii!
)Φ0 (2.3.17)
e igualando los términos de la anterior ecuación (2.3.17) con igual orden de excitación de (2.3.13),
24 CAPÍTULO 2. METODOLOGÍA EMPLEADA
se obtienen las relaciones:
Cˆ1 = Tˆ1Cˆ2 = Tˆ2 + 12! Tˆ 21Cˆ3 = Tˆ3 + Tˆ1Tˆ2 + 13! Tˆ 31Cˆ4 = Tˆ4 + 12! Tˆ 22 + Tˆ1Tˆ3 + 12! Tˆ 21 Tˆ2 + 14! Tˆ 41· · · · · ·
(2.3.18)
Cada Cˆi representa un nivel de excitación y se observan dos tipos de contribuciones. Por unlado, las Tˆi para cada Cˆi, denominadas “componentes de cluster conectadas”, que representan laexcitación de orden i y corresponderían a los coeficientes ci de la i-ésima excitación. Las restantescontribuciones, siempre productos de dos o más operadores, son las “componentes desconectadas”y son la razón de que la aproximación CC sea consistente con el tamaño aunque se trunque sudesarrollo. Así, cada componente del operador Tˆ sería:
Tˆ1 = Cˆ1Tˆ2 = Cˆ2 − 12 Cˆ 21Tˆ3 = Cˆ3 − Cˆ1Cˆ2 − 13 Cˆ 21· · · · · ·
(2.3.19)
Según el número de términos que se vayan incluyendo en la aproximación, se definen losmétodos CCSD (excitaciones simples y dobles), CCSDT (excitaciones simples, dobles y triples),CCSDTQ (excitaciones simples, dobles, triples y cuádruples), . . . , que se sustituyen en la ecuación:(Hˆ − E0) eTˆΦ0 = EcorreTˆΦ0 (2.3.20)
y multiplicando ambos lados de la ecuación por Φabc...∗ijk... , integrando y sustituyendo Tˆ por laexpansión utilizada (CCSD, CCSDT, . . . ) se obtienen expresiones de la forma:〈Φra ∣∣∣Hˆ∣∣∣Φabij 〉 tai tbj = (〈Φ0 ∣∣∣Hˆ∣∣∣Φbj 〉 tbj ) tai〈Φai ∣∣∣Hˆ∣∣∣Φabcijk 〉 tai tabij = (〈Φ0 ∣∣∣Hˆ∣∣∣Φabij 〉 tabij ) tai〈Φabij ∣∣∣Hˆ∣∣∣Φabcijk 〉 tabij tck = (〈Φ0 ∣∣∣Hˆ∣∣∣Φck〉 tck) tabij〈Φabij ∣∣∣Hˆ∣∣∣Φabcdijkl 〉 tabij tcdkl = (〈Φ0 ∣∣∣Hˆ∣∣∣Φcdkl 〉 tcdkl ) tabij
(2.3.21)
formando un sistema de ecuaciones no lineal donde el objetivo es resolver las amplitudes delcluster. El lado derecho de la ecuación (2.3.21) es cero debido a la ortogonalidad, lo que cancelala energía de correlación. Una vez resuelto el sistema, se obtiene la energía mediante:
E = 〈Φ0 ∣∣∣e−Tˆ HˆeTˆΦ0〉 (2.3.22)
Los métodos CC son, en general, muy costosos computacionalmente y no son variacionales
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debido a un número infinito de términos a causa de la normalización de la función final:
E =
〈Ψ ∣∣∣Hˆ∣∣∣Ψ〉〈Ψ |Ψ 〉 =
〈eTˆΦ0 ∣∣∣Hˆ∣∣∣ eTˆΦ0〉〈eTˆΦ0 ∣∣∣eTˆΦ0〉 =
〈∑i=0 Tˆ ii! Φ0 ∣∣∣Hˆ∣∣∣∑i=0 Tˆ ii! Φ0〉〈∑i=0 Tˆ ii! Φ0 ∣∣∣∑i=0 Tˆ ii! Φ0〉 =
=
〈Φ0 ∣∣∣Hˆ∣∣∣Φ0〉〈∑i=0 Tˆ ii! Φ0 ∣∣∣∑i=0 Tˆ ii! Φ0〉 +
〈TˆΦ0 ∣∣∣Hˆ∣∣∣ TˆΦ0〉〈∑i=0 Tˆ ii! Φ0 ∣∣∣∑i=0 Tˆ ii! Φ0〉 + · · ·
(2.3.23)
Además, son también aplicables a estados excitados, mediante el formalismo de la “Ecuaciónde Movimiento” (“equation-of-motion”, EOM) [56].
2.4. La Teoría del Funcional de la Densidad
El comienzo de la Teoría del Funcional3 de la Densidad (en inglés “Density Functional Theory”,DFT) nace a partir de un trabajo realizado por P. Hohenberg y W. Kohn (H-K) [57] en 1964. Estosprecursores de la DFT emplearon como objeto de estudio la densidad electrónica de un gas nohomogéneo de electrones, derivando los dos teoremas principales de la DFT. Mediante estosteoremas se demuestra una relación biyectiva4 entre la densidad y el potencial externo ν (quela vamos a representar como ρ ⇔ ν) y que la densidad electrónica de un estado fundamentalno degenerado puede ser calculada determinando aquella densidad que minimiza la energía delestado fundamental. Posteriormente, W. Kohn y L. J. Sham [58] desarrollaron un método aproximadoque permite hoy en día la determinación de propiedades moleculares utilizando como base la DFTAdemás del desarrollo de un método que permite obtener resultados próximos a los métodosmultideterminantales expuestos anteriormente a partir de una aproximación de la matriz de densi-dad idempotente y con un coste computacional parecido al método HF, la DFT tiene un trasfondocon sentido químico que se ha bautizado como “DFT conceptual” [13] y que ha permitido dar unainterpretación cuantitativa a conceptos como dureza, blandura, potencial químico electrónico, . . .A continuación se van a resumir las ideas principales de esta teoría.
2.4.1. Los teoremas de Hohenberg y Kohn
Primer teorema de la DFT
“Cualquier observable de un estado estacionario fundamental no degenerado5 puede ser calcu-lado, en principio de forma exacta, a partir de la densidad electrónica de este estado fundamental,esto es, cualquier observable puede escribirse como un funcional de la densidad electrónica delestado fundamental”.
3El término “funcional” significa una correspondencia que asigna un número real para cada función. Por tanto, unfuncional es un tipo de función donde la variable independiente es en sí misma una función. La energía es un funcional dela función de onda, por ejemplo [12]4Una función es biyectiva si todos los elementos del conjunto de salida tienen una imagen distinta en el conjunto dellegada y a cada elemento del conjunto de llegada le corresponde un elemento del conjunto de salida.5Realmente la teoría de Hohenberg y Kohn, por simplificación, supone que el estado fundamental no es degenerado.Sin embargo, para estados degenerados, la prueba requiere tener en cuenta la observación adicional de que si ρ (~r) esuna densidad del estado fundamental para dos potenciales distintos v y v ′ , alguna función propia ψ entre las solucionesdegeneradas para v y alguna función propia ψ′ entre las soluciones degeneradas para v ′ , ambas producen la mismadensidad [59].
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Para demostrarlo, consideraremos un sistema de M núcleos {ZA}MA=1, localizados en {RA}MA=1y rodeados de una nube de electrones bajo la influencia de un potencial externo v (~r) y la repulsiónde Coulomb. El hamiltoniano tendrá la forma:





−ZA|~r − ~RA| =




] = ∫ d~rρˆ (~r) v (~r) (2.4.2)
siendo ρˆ (~r) =∑Ni=1 δ (~r − ~ri) el operador de densidad y δ (~r − ~ri) la delta de Dirac. Este operadorVˆ determina inequívocamente el hamiltoniano electrónico porque los otros operadores, el operadorde la energía cinética, (Tˆ ), y el operador de la repulsión electrón-electrón, (Uˆ), dependen exclu-sivamente de las coordenadas de los electrones y sus formas son biunívocamente (unívocamentey recíprocamente, es decir, tienen una relación biyectiva) las mismas para todos los sistemas,dependiendo solo del número de electrones.La densidad (ρ (~r)) se obtiene como el valor medio del operador ρˆ (~r):
ρ (~r) = 〈Ψ|ρˆ (~r) |Ψ〉 (2.4.3)
De esta última expresión se concluye que la densidad se obtiene a partir de la función deonda y, por la ecuación de Schrödinger (2.2.1), a partir del potencial externo v (~r). Por reductioad absurdum se va a demostrar que v (~r) y ρ (~r) se corresponden biunívocamente. Se asume queotro potencial v ′ (~r), con función de onda Ψ′ obtiene la misma densidad ρ (~r). Para simplificar,trabajaremos en la situación de que el estado fundamental no es degenerado,5 por lo que se aplicala condición de mínimo:
E ′ = 〈Ψ′|Hˆ ′|Ψ′〉 < 〈Ψ|Hˆ ′|Ψ〉 = 〈Ψ|Hˆ + Vˆ ′ − Vˆ |Ψ〉 (2.4.4)
A esta expresión (2.4.4) se llega ya que recordemos que los términos Tˆ y Uˆ siempre se mantienenconstantes si el número de electrones es constante, por lo que:
Hˆ = Tˆ + Vˆ + Uˆ ⇒ Hˆ − Vˆ = Tˆ + Uˆ (2.4.5)
e igualando los dos hamiltonianos:
Hˆ − Vˆ = Hˆ ′ − Vˆ ′ ⇒ Hˆ ′ = Hˆ + Vˆ ′ − Vˆ (2.4.6)
Continuando con la desigualdad en (2.4.4):
E ′ < 〈Ψ|Hˆ|Ψ〉+ 〈Ψ|Vˆ ′ − Vˆ |Ψ〉 = E + ∫ d~r [v ′ (~r)− v (~r)] ρ (~r) (2.4.7)
y dado que habíamos supuesto que otra Ψ′ obtiene la misma densidad:
〈Ψ |ρˆ (~r)|Ψ〉 = ρ (~r) = 〈Ψ′ |ρˆ (~r)|Ψ′〉 (2.4.8)
Análogamente se obtiene: E < E ′ + ∫ d~r [v (~r)− v ′ (~r)] ρ (~r) (2.4.9)
E < E ′ − ∫ d~r [v ′ (~r)− v (~r)] ρ (~r) (2.4.10)
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Sumando las dos desigualdades: E ′ + E < E + E ′ (2.4.11)que no es cierto, por lo que la densidad electrónica del estado fundamental asociada a un potencialexterno no puede reproducirse por otro estado con diferente potencial. Este teorema demuestrabiunívocamente que la densidad se determina por el potencial externo. Es más, ésta inequívoca-mente determina la función de onda a través de la ecuación de Schrödinger, por lo que la densidadbiyectivamente determina la función de onda bajo las condiciones del teorema. Por ello, la fun-ción de onda es un funcional de la densidad y esto implica que cualquier valor esperado de unobservable es también un funcional de la densidad.Esta demostración solo es aplicable a densidades v-representables, es decir, solo aquellasasociadas con la función de onda antisimétrica del estado fundamental obtenida a partir de unhamiltoniano que contiene el potencial externo v (~r).
Segundo teorema de la DFT o principio variacional de la energía
“La densidad electrónica de un estado fundamental no degenerado puede ser calculada, enprincipio de forma exacta, determinando aquella densidad que minimiza la energía del estadofundamental”.Se define: F [ρ] = 〈Ψ [ρ] ∣∣∣[Tˆ + Uˆ]∣∣∣Ψ [ρ]〉 = T [ρ] + U [ρ] (2.4.12)como el “funcional variacional universal”, por lo que la energía asociada a un potencial externoviene dada por: E [ρ] = ∫ v (~r) ρ (~r)d~r + F [ρ] (2.4.13)
Supongamos otra densidad ρ′ (~r) 6= ρ (~r), asociada a un potencial externo v ′ (~r) , entonces
E [ρ′] = F ′ [ρ′]+ ∫ v ′ (~r) ρ′ (~r)d~r =
= 〈Ψ′ [ρ′] ∣∣∣[Tˆ + Uˆ + Vˆ ′]∣∣∣Ψ′ [ρ′]〉 > 〈Ψ [ρ] ∣∣∣[Tˆ + Uˆ + Vˆ ]∣∣∣Ψ [ρ]〉 = E [ρ] (2.4.14)
La parte central de la expresión no es más que el principio variacional, por lo que quedademostrado el teorema.
2.4.2. Generalización de los teoremas de Hohenberg y Kohn
La demostración propuesta por Hohenberg y Kohn tiene a priori un problema de generalidad,ya que está restringido a densidades v-representables en estados fundamentales sin degeneración.Sin embargo, el conjunto de densidades electrónicas no v-representables es un subconjunto muyamplio del dominio del principio variacional:
Eg.s. [v ;N ] = mı´n︸︷︷︸ρ(~r)>0〈ρ〉=N
{F [ρ] + ∫ ρ (~r) v (~r)d~r} (2.4.15)
donde g.s. significa estado fundamental y las condiciones de minimización son que la densidadelectrónica sea semidefinida positiva y normalizada al número de electrones.
28 CAPÍTULO 2. METODOLOGÍA EMPLEADA
Esto hace difícil la implementación del principio variacional. Para resolverlo se han tomadovarios caminos. Por un lado, uno puede resolver el problema empleando un espacio dual, donde elpotencial es la variable en vez de la densidad electrónica [60]. Otro camino a seguir es tomar ladefinición del funcional de H-K:
F [ρg.s.] = Eg.s. [v ;N ]− ∫ ρg.s. (~r) v (~r)d~r (2.4.16)
y usar argumentos matemáticos basados en continuidad para definir un funcional empleando eldominio variacional. Estas aproximaciones son matemáticamente apropiadas pero conceptualmentedifíciles de implementar. Por ello, M. Levy propuso una formulación en la que define un funcionalvariable universal con una búsqueda restringida minimizando la suma de las energías de repulsiónelectrón-electrón y cinética con respecto a cada función de onda que obtiene una densidad electró-nica especificada [61], es decir, para densidades N-representables6, tanto a estados no degeneradoscomo degenerados. El susodicho funcional se expresa como:
Q [ρ] = mı´n〈Ψρ|Tˆ + Vˆee|Ψρ〉 (2.4.17)
por lo que Q [ρ] busca todas las funciones de onda antisimétricas Ψρ que producen la densidadde prueba ρ (~r), que no tiene que ser v-representable. El valor esperado de este operador va a serun mínimo.Para que Q [ρ] sea un funcional variacional universal válido hay que demostrar para la densidadρ (~r) N-representable: ∫ d~rv (~r) ρ (~r) + Q [ρ] > Eg.s.∫ d~rv (~r) ρg.s. (~r) + Q [ρ] = Eg.s. (2.4.18)
donde ρg.s. y Eg.s. son, respectivamente, una densidad del estado fundamental y la energía delestado fundamental de Hˆ .Si Q [ρ] = 〈Ψmı´nρ |Tˆ + Vˆee|Ψmı´nρ 〉 y Q [ρ] = 〈Ψmı´nρg.s. |Tˆ + Vˆee|Ψmı´nρg.s.〉 entonces:∫ d~rv (~r) ρ (~r) + Q [ρ] = ∫ d~rv (~r) ρ (~r) + 〈Ψmı´nρ ∣∣∣Tˆ + Vˆee∣∣∣Ψmı´nρ 〉 =
= 〈Ψmı´nρ ∣∣∣Tˆ + Vˆee + Vˆ ∣∣∣Ψmı´nρ 〉 (2.4.19)
Recordando el principio variacional:〈Ψmı´nρ ∣∣∣Tˆ + Vˆee + Vˆ ∣∣∣Ψmı´nρ 〉 > Eg.s. (2.4.20)
se completa la demostración de la desigualdad.Para la segunda parte, la igualdad, volvemos a emplear el principio variacional:
Eg.s. 6 〈Ψmı´nρg.s. ∣∣∣Tˆ + Vˆee + Vˆ ∣∣∣Ψmı´nρg.s.〉 (2.4.21)o 〈Ψg.s. ∣∣∣Tˆ + Vˆee + Vˆ ∣∣∣Ψg.s.〉 6 〈Ψmı´nρg.s. ∣∣∣Tˆ + Vˆee + Vˆ ∣∣∣Ψmı´nρg.s.〉 (2.4.22)
6Una densidad N-representable es la normalizable al número total de electrones del sistema [62].
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6
∫ d~rv (~r) ρg.s. (~r) + 〈Ψmı´nρg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψmı´nρg.s.〉 (2.4.23)〈Ψg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψg.s.〉 6 〈Ψmı´nρg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψmı´nρg.s.〉 (2.4.24)pero, por la definición de Ψmı´nρg.s. , se conseguiría la desigualdad:〈Ψg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψg.s.〉 > 〈Ψmı´nρg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψmı´nρg.s.〉 (2.4.25)simultáneamente se deben cumplir las dos expresiones, por lo que:〈Ψg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψg.s.〉 = 〈Ψmı´nρg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψmı´nρg.s.〉〈Ψg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψg.s.〉 = Q [ρg.s.] (2.4.26)
Teníamos que:
Eg.s. = 〈Ψg.s. ∣∣∣Tˆ + Vˆee + Vˆ ∣∣∣Ψg.s.〉 = ∫ d~rv (~r) ρg.s. (~r) + 〈Ψg.s. ∣∣∣Tˆ + Vˆee∣∣∣Ψg.s.〉 =
= ∫ d~rv (~r) ρg.s. (~r) + Q [ρg.s.] (2.4.27)
Cuando ρ (~r) es v-representable, entonces Q [ρ] = F [ρ]. Además, no es necesario que el estadofundamental no sea degenerado.La búsqueda de restricciones mediante la formulación de Levy tiene algunas desventajas. Lamás importante es que el funcional de la densidad puede no ser convexo, es decir, si A es unfuncional de la densidad, que cumpla:
A [αρ1 + (1− α) ρ2] 6 αA [ρ1] + (1− α)A [ρ2] (2.4.28)para 0 < α < 1. Un F [ρ] convexo implicaría que los puntos del mínimo de energía son los únicospuntos estacionarios de Ev [ρ] [63].Lieb [63] ha dado una definición alternativa de la parte del funcional de densidad de energía:
F LN [ρ] = sup︸︷︷︸v (~r)
{E [N, v ]− ∫ ρ (~r) v (~r)d~r} (2.4.29)
donde E [N, v ] se corresponde con la energía del estado fundamental de un sistema de N electronescuyo potencial externo es v (~r). Este funcional tiene una dependencia en N (N = ∫ ρ (~r)d~r) yaque está incluida en el término E [N, v ]. Por tanto, se puede expresar el funcional de Lieb como:
F L [ρ] = F L∫ ρ [ρ] = sup︸︷︷︸v (~r)
{E [∫ ρ, v]− ∫ ρ (~r) v (~r)d~r} (2.4.30)
El funcional de Lieb se obtiene como la transformación de Legendre del opuesto de la energíadel estado fundamental con respecto a v (~r). Esto tiene como consecuencia que F LN [ρ], así comoF L [ρ], es un funcional convexo de ρ (~r), y con el uso de sup f (x) = − ı´nf (−f (x)), la inversa
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de la transformación de Legendre devuelve el principio variacional de Hohenberg y Kohn paraEv [ρ] = F L∫ n [ρ] + ∫ ρ (~r) v (~r)d~r:
E [N, v ] = ı´nf︸︷︷︸〈ρ〉=N
{F LN [ρ] + ∫ ρ (~r) v (~r)d~r} (2.4.31)
Ambos métodos son rigurosos matemáticamente y la búsqueda de restricciones es más útil paradeterminar las condiciones del funcional exacto, mientras que la transformación de Lieb-Legendrees más útil en el trabajo formal.Los teoremas de H-K y sus generalizaciones son la base para poder minimizar el funcionalde la energía si se cumple que la densidad electrónica es semidefinida positiva y apropiadamentenormalizada. Sin embargo, no se han podido construir de forma exacta todas las contribuciones deeste funcional, como son la que corresponde a la energía cinética y/o a la energía de repulsiónelectrón-electrón. Este problema se subsana al emplear funciones de distribución electrónica ymatrices de densidad de orden igual o superior a dos [64] expresadas como (2.1.18). Para ello, seutilizan hamiltonianos de la forma:




i1 6=i2 6=...6=iλ 6=0V (µ)
(~ri1 , ~ri2 , . . . , ~riµ) (2.4.32)
donde tˆ (~ri1 , ~ri2 , . . . , ~riλ ) = −∇2/2 es un operador que representa a la energía cinética para unapartícula y V (µ) (~ri1 , ~ri2 , . . . , ~riµ) es un operador multiplicativo de la partícula µ que representa a laenergía potencial. Para electrones, por supuesto, P = 2, por lo que V (1) viene dado por V (1) = v (~r1)y V (2) = 1/|~r1 − ~r2|. v (~r1) denota el potencial electrostático externo ejercido a los electrones por lascomponentes no electrónicas de su entorno, tales como los núcleos de la molécula.Uno podría intentar obtener la energía del estado fundamental y la matriz de densidad utili-zando la minimización de: Et,Vp [Γ(p)] (2.4.33)sujeto a las restricciones de Γ(p), como que posea una simetría apropiada con respecto al in-tercambio de coordenadas, que sea semidefinida positiva y que sea normalizada de acuerdo a:(Np
) = T r [Γ(p)] (2.4.34)
Si se minimiza T r[HˆΓ(p)] con respecto a Γ(p) y satisfaciendo la positividad, normalización ylas restricciones de simetría, dará una energía demasiado baja a causa del problema de la “N-representabilidad”. Para la densidad electrónica las condiciones son conocidas, esto es, que no seanegativa y que sea integrable al número de electrones [62]. Para la matriz de densidad reducida deprimer orden el problema de la N-representabilidad se ha resuelto expresándola como una sumaconvexa de matrices de densidad N-representables [65]:
Γ(1) (~r, ~r′) = K∑i=1 wiΓ(1) (~r, ~r′) ;
K∑
i=1 wi = 1; 0 ≤ wi ≤ 1; 0 ≤ Γ(1) ≤ 1 (2.4.35)
La última condición de 2.4.35 se refiere a que todos los autovalores de Γ(1) estén comprendidosentre cero y uno. Actualmente se están estudiando restricciones para matrices de orden superior.Ya se han obtenido algunos resultados en ese campo como, por ejemplo, las condiciones de N-representabilidad de los elementos diagonales de matrices de densidad reducida de segundo orden
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[66, 67]. Gracias al método de la generalización de la transformación de Lieb-Legendre a matricesde densidad, uno puede esquivar este problema construyendo un funcional de la energía queincorpore estas condiciones.En este capítulo solo se tratará con el caso de la densidad de pares [68], ρ2(~r1, ~r2), para servircomo base del capítulo 4 (aunque en el apéndice A.1 se contempla el caso general utilizando laformulación de Lieb) y por su importante utilidad al conocerse de forma exacta el funcional de laenergía de repulsión electrón-electrón
Vee[ρ2] = 12
∫∫ ρ2(~r1, ~r2)|~r1 − ~r2| d~r1d~r2 (2.4.36)Todo lo contrario ocurre con el funcional de la energía cinética (T [ρ2]), es decir, que es desconocidode forma explícita. No obstante, el uso de la formulación de Lieb-Legendre consigue saltarse eseproblema y cualquier otro relacionado con la N-representabilidad [68] al definir funcionales T [ρ2]que aseguran la minimización del funcional de la energía:
Ev,N [ρ2] = T [ρ2] + Vee[ρ2] + 12
∫∫ ρ2(~r1, ~r2)(v (~r1) + v (~r2)N − 1
)d~r1d~r2 (2.4.37)
con respecto a todas las densidades de pares normalizadas apropiadamente y semidefinidas posi-tivas. La condición de mínimo será:
Eg.s. [v ;N ] ≤ T [ρ2] + Vee[ρ2] + 12
∫∫ ρ2(~r1, ~r2)(v (~r1) + v (~r2)N − 1
)d~r1d~r2 (2.4.38)
o, lo que es lo mismo,
T [ρ2] ≥ Ev ;N − Vee[ρ2]− 12
∫∫ ρ2(~r1, ~r2)(v (~r1) + v (~r2)N − 1
)d~r1d~r2 (2.4.39)
para cada potencial externo v (~r) y cuya densidad de pares es un estado fundamental del potencialexterno. Si se toma el supremo del segundo miembro de la ecuación (2.4.39) con respecto alpotencial externo se obtiene la función de transformación de Lieb-Legendre:
T L[ρ2] = sup︸︷︷︸v (~r)
{Eg.s. − Vee[ρ2]− 12
∫∫ ρ2(~r1, ~r2)( v (~r1) + v (~r2)N − 1
)d~r1d~r2} (2.4.40)
= sup︸︷︷︸v (~r)
{Eg.s. − Vee[ρ2]− ∫ ρ[ρ2;~r]v (~r)d~r} (2.4.41)
donde ρ[ρ2;~r] es la densidad electrónica asociada con la densidad de pares de interés.Si se comparan las ecuaciones (2.4.40) y (2.4.29), se observa la relación:
T L[ρ2] = F LN [ρ[ρ2]]− Vee[ρ2] (2.4.42)
Cualquier funcional que satisfaga el principio variacional (Ecuación (2.4.38)) será mayor oigual que T L[ρ2] o, lo que es lo mismo, T L[ρ2] es el funcional menor posible que no sufre delproblema de la N-representabilidad. Esto se demuestra al suponer un funcional de prueba T ′[ρ2]menor que T L[ρ2] para una densidad de pares ρ′2(~r1, ~r2). Por la definición del funcional de Legendre(Ecuación (2.4.40)) existe un potencial externo tal que:
T ′[ρ′2] < Eg.s.[v ′;N ]− Vee[ρ2]− 12
∫∫ ρ2(~r1, ~r2)(v ′(~r1) + v ′(~r2)N − 1
)d~r1d~r2 (2.4.43)
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por lo que:
Eg.s.[v ′;N ] > T ′[ρ′2] + Vee[ρ2] + 12
∫∫ ρ2(~r1, ~r2)( v ′(~r1) + v ′(~r2)N − 1
)d~r1d~r2 (2.4.44)
que no cumple el principio variacional.
2.4.3. La ecuación fundamental
La minimización del funcional de la energía con respecto a la densidad electrónica, δEv [ρ] = 0(donde Ev [ρ] indica que, para un potencial externo v (~r) determinado, la energía es un funcionalde la densidad), debe realizarse asegurando que ésta sea N-representable durante el proceso deoptimización. Esto se hace introduciendo la restricción:∫ ρ (~r)d~r −N = 0 (2.4.45)
mediante el método de los multiplicadores de Lagrange. Para ello se construye la función:
Ev [ρ]− µ [∫ ρ (~r)d~r −N] (2.4.46)
donde µ es el coeficiente indeterminado de Lagrange y posee el significado de un potencial químicocomo veremos más adelante. A continuación se minimiza:
δ {Ev [ρ]− µ [∫ ρ (~r)d~r −N]} = 0∫ δEv [ρ]δρ (~r) δρ (~r)d~r − µ
∫ δρ (~r)d~r = 0∫ {δEv [ρ]δρ (~r) − µ
} δρ (~r)d~r = 0
(2.4.47)
obteniendo así lo que se conoce como la “ecuación fundamental de la teoría del funcional de ladensidad”: µ = δEv [ρ]δρ (~r) = vn (~r) + δF [ρ]δρ (~r) (2.4.48)
2.4.4. El método de Kohn y Sham
La ecuación (2.4.48) proporciona un camino para minimizar la energía y determinar la densidaddel estado fundamental. Pero esta expresión tiene un gran inconveniente, ya que T [ρ] no se conocecon suficiente precisión. Esto llevó a proponer a W. Kohn y L. J. Sham [58] el empleo de un sistemade referencia para la determinación de la energía a partir de la densidad electrónica. El sistemade referencia escogido es un sistema de N electrones que no interaccionan entre sí moviéndosebajo un potencial externo vs (~r). Este potencial posee la propiedad de que aplicado al sistemagenera una función de onda que tiene la misma densidad que la del sistema real. En este sistema,además, los electrones no interaccionan entre ellos pero sí con los núcleos. Por ello, el métodoHF es exacto para este sistema dado que no hay interacciones electrón-electrón. Aplicando la
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aproximación orbital se obtienen las siguientes expresiones:
Hˆs = N∑i=1 hˆ (i) =
N∑
i=1 −12∇2 (i) +
N∑
i=1 vˆs (i)ψs = 1√N! |χ1 (1) χ2 (2) χ3 (3) . . . χN (N)|[−12∇2 + vs (~r)
] χi = εiχi ; 〈χi ∣∣χj 〉 = δij
ρ (~r) = Noc∑i=1 |χi (~r)|2




obteniéndose para la ecuación fundamental:
δEv [ρ]δρ (~r) = vs (~r) + δTs [ρ]δρ (~r) = µ (2.4.50)con: Ev [ρ] = Noc∑i=1 εi = Ts [ρ] +
∫ ρ (~r) vs (~r)d~r (2.4.51)
Hay que tener en cuenta que: T [ρ] 6= Ts [ρ] y existe una interacción entre los electrones, por loque: Ev [ρ] = T [ρ] + ∫ ρ (~r) vn (~r)d~r + Vee [ρ] (2.4.52)
y, al sumar y restar términos conocidos, se obtiene:
Ev [ρ] = Ts [ρ] + J [ρ] + ∫ ρ (~r) vn (~r)d~r + (T [ρ]− Ts [ρ]) + (Vee [ρ]− J [ρ]) (2.4.53)
J [ρ] no es más que la energía de repulsión de Coulomb y viene dada por:
J [ρ] = 12
∫∫ ρ (~r1) ρ (~r2)|~r1 − ~r2| d~r1d~r2 (2.4.54)
Habitualmente se denomina a TC [ρ] = T [ρ]− Ts [ρ] como “energía cinética de correlación” ya WXC = Vee [ρ] − J [ρ] como “energía de correlación-intercambio de la parte electrónica”. Estasdos contribuciones se agrupan en la “energía de correlación-intercambio total”, EXC [ρ]:
EXC [ρ] = T [ρ]− Ts [ρ] + Vee [ρ]− J [ρ] = TC [ρ] +WXC (2.4.55)
Análogamente: EXC [ρ] = ∫ ρ (~r) vXC (~r)d~r (2.4.56)
siendo vXC el potencial de correlación-intercambio. De aquí se obtiene la expresión:δEv [ρ]δρ (~r) = vn (~r) + δTs [ρ]δρ (~r) +
∫ ρ (~r2)|~r1 − ~r2|d~r2 + δEXC [ρ]δρ (~r) = µ (2.4.57)
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que no es más que: δEv [ρ]δρ (~r) = vef f (~r) + δTs [ρ]δρ (~r) = µ (2.4.58)donde vef f (~r) se conoce como el potencial efectivo. La ecuación de la energía queda finalmenteexpresada como:
Ev [ρ] = Ts [ρ] + ∫ ρ (~r) vn (~r)d~r + 12
∫∫ ρ (~r1) ρ (~r2)|~r1 − ~r2| d~r1d~r2 + EXC [ρ] (2.4.59)
Resolver la ecuación fundamental obtenida aquí es lo mismo que resolverla para un sistemade electrones con interacción, por lo que: hˆKSχi = εiχihˆKS = −12∇2 + vef f (~r) ; 〈χi ∣∣χj 〉 = δij (2.4.60)
Con lo que se obtienen los orbitales de espín Kohn-Sham, χi, y la densidad electrónica ρ (~r)como: ρ (~r) = N∑i=1 |χi (~r)|2 (2.4.61)Análogamente al método HF, utilizando la aproximación LCAO, se parte de un conjunto deorbitales moleculares de prueba con los que se determina la densidad electrónica. Esta, a su vez,sirve para obtener vef f (~r) y resolver la ecuación de autovalores y funciones propias. Este procesose repite hasta el límite de convergencia escogido.Hay que resaltar varias diferencias entre DFT y HF:
En DFT, al contrario que en HF, se emplea un hamiltoniano aproximado, pero la densidadelectrónica final es exacta para el potencial de correlación-intercambio.En DFT se minimiza el funcional de la energía con respecto a la densidad con la restricciónde que esté normalizada al número de total de electrones. Por ello, solo la densidad elec-trónica y µ tienen significado físico. Esto conlleva que no tienen significado físico estricto nilos orbitales moleculares Kohn-Sham, ni las energías orbitales, εi ni ΨKS . Existe un únicocaso en el que las εi asociadas a los orbitales Kohn-Sham tienen significado físico, y es enel caso de la energía HOMO que, tal como prueba el teorema de Janak [69], es directamen-te el potencial de ionización cambiado de signo. Tampoco hay que descartar los orbitalesKohn-Sham para estudios de reactividad dado que se ha demostrado que la forma, simetríay orden energético de estos orbitales coinciden con la de los orbitales HF [70].
2.4.5. Aproximaciones al potencial de correlación-intercambio
Falta una parte importante para obtener resultados en la DFT, ya que no tenemos una expresiónde EXC [ρ] ni del potencial de correlación-intercambio (XC):
EXC [ρ] = ∫ ρ (~r) εXC [ρ]d~r
vXC (~r) = δ (ρ (~r) εXC [ρ])δρ (~r) (2.4.62)
Por ello se han desarrollado varias aproximaciones:
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La aproximación de la densidad local (en inglés “local-density approach”, LDA)
Las aproximaciones de gradiente generalizado (en inglés “Generalized gradient approxima-tions”, GGA), en las que el funcional de XC depende de las densidades de espín y de sugradiente reducido.
Los métodos meta-GGA, en los que el funcional de XC también depende de las densidadesde energía cinética de espín
Los métodos híbridos de GGA, que son una combinación de GGA con el intercambio HF
Los métodos híbridos de meta-GGA, que son una combinación de los funcionales meta-GGAcon el intercambio HF.
La aproximación de la densidad local
El funcional de la aproximación de la densidad local, εLDAXC [ρ], solamente depende de la den-sidad, separándose las contribuciones a la correlación e intercambio. Para esta última parte seemplea el modelo del gas de electrones de densidad homogénea y constante, bajo el método Xα(Slater, [71]). Las expresiones que se emplean en la LDA son las siguientes:
εLDAXC [ρ] = εLDAX [ρ] + εLDAC [ρ]
εLDAX [ρ] = −98α
( 3pi
) 13 ρ (~r) 13
ELDAX [ρ] = −98α
( 3pi
) 13 ∫ ρ (~r) 43 d~r
vLDAX (~r) = −32α
( 3pi
) 13 ρ (~r) 13
(2.4.63)
donde α es un parámetro del modelo.La parte de correlación εLDAC [ρ] ha sido calculada por Vosko, Wilk y Nusair y los resultadoshan sido expresados como una función complicada de la densidad [72], dando lugar al funcionaldenominado VWN.La aproximación LDA puede incluir el espín, lo que se denomina “aproximación de la densidadde espín local” (en inglés “local spin density approach”, LSDA).
Las aproximaciones de gradiente generalizado
Para obtener la energía de correlación-intercambio total [71] se planteó la siguiente expresión:
EGGAXC [ρ] = ∫ fGGA (ρσ , ~∇ρσ)d~r ; σ = α, β (2.4.64)
y se desarrollaron varias aproximaciones, separando de nuevo en dos el funcional de correlación-intercambio. Becke presentó una de las contribuciones más destacadas en 1988 [73]:
EB88X [ρ] = ELSDAX [ρ]− β∑σ
∫ ρσ (~r) 43 x2σ1 + 6βxσsinh(xσ ) (2.4.65)
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con: xσ = ~∇ρσ (~r)ρσ (~r) 43β = 0,0042 (2.4.66)
Normalmente está asociado con el funcional de correlación de Lee, Yang y Parr [74]. El funcionalde la densidad de correlación-intercambio resultante se conoce bajo el acrónimo de BLYP.
Las aproximaciones meta-GGA
Estos funcionales constituyen un paso más allá de la GGA ya que toman una forma másgeneral: EmGGAXC [ρ] = ∫ d~rfmGGA (ρσ , ~∇ρσ ,∇2ρσ , τσ) (2.4.67)
con σ = α, β y donde: τσ (~r) =∑i=1
∣∣∣ ~∇ψi (~r)∣∣∣2 (2.4.68)
es la densidad de energía cinética orbital K-S para el espín σ . Esta densidad de energía cinéticadepende explícitamente de los orbitales de espín, lo que provoca una dificultad a mayores paracalcular el potencial efectivo, vef f (~r). A causa de esto, la mayoría de estos funcionales se aplicancomo un tratamiento post GGA, en el sentido que los orbitales K-S se determinan con un funcionalGGA y la energía meta-GGA es calculada posteriormente empleando los orbitales GGA. Estodificulta las optimizaciones de geometría ya que las fuerzas son desconocidas. Entre algunos delos funcionales más destacados de esta aproximación están los funcionales M06-L [75, 76] y TPSS[77].
Las aproximaciones de funcionales híbridos
Becke [78, 79] observó que empleando una fracción del intercambio correspondiente al inter-cambio Hartree-Fock evaluado con los orbitales Kohn-Sham junto con un intercambio y correlaciónGGA mejoraba la precisión del funcional EhibXC [ρ]. Así, la expresión más simple de un funcional hí-brido es: EhibXC [ρ] = EHFX [ρ] + (1− a) (EGGAX [ρ]− EHFX [ρ])+ EGGAC [ρ] (2.4.69)donde las interacciones de corto alcance son tratadas con EGGAC [ρ] y la correlación electrónica nodinámica viene dada por (1− a) (EGGAX [ρ]− EHFX [ρ]), siendo a un parámetro de ajuste que varíasegún el funcional híbrido. En particular Becke propuso la siguiente expresión general:
EhibXC [ρ] = ELSDAXC [ρ] + a0 (EHFX [ρ]− ELSDAX [ρ])++aX (EB88X [ρ]− ELSDAX [ρ])+ aCEPW 91C [ρ] (2.4.70)
aunque la más comúnmente empleada en Química Cuántica es la B3LYP [80], donde el funcionalde correlación PW91 se reemplaza por el de Lee, Yang y Parr (LYP):
EB3LYPXC [ρ] = ELSDAXC [ρ] + 0,20 (EHFX [ρ]− ELSDAX [ρ])++0,72 (EB88X [ρ]− ELSDAX [ρ])+ 0,81ELYPC [ρ] (2.4.71)
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Las aproximaciones de funcionales meta-híbridos
Estos funcionales tienen en cuenta tanto la aproximación meta-GGA como añadir una contri-bución HF al funcional de intercambio. A este grupo pertenecen la gran mayoría de los funcionalesdesarrollados por D. G. Truhlar y colaboradores, como la familia M05, M06 (salvo el menciona-do M06-L) y M08. Estos funcionales merecen ser destacados ya que corrigen el límite de gaselectrónico uniforme, el problema de la autointeracción electrón-electrón y están especialmenteoptimizados para stacking e interacciones no covalentes de distancia media (2-5 Å)[76, 81, 82].
2.4.6. El problema de la N-representabilidad en los funcionales de la DFT
El problema de la N-representabilidad está arraigado en cualquier método que usa unadescripción reducida de un sistema electrónico en vez de la función de ondaN-electrónica completa.Este problema se detectó inicialmente en el contexto de la teoría de las matrices de densidadreducidas.Es conocido que no existe ningún problema de N-representabilidad en la DFT. Para unadensidad electrónica, cada función no negativa que es normalizada al número de electrones, N ,es una densidad electrónica N-representable así que es fácil restringir el principio variacionalde la energía a densidades electrónicas N-representables. El problema aparece cuando se diseñaun funcional aproximado para minimizar la energía en vez del funcional exacto, por lo que puedellevar a una energía por debajo de la energía real. Por ello, en conclusión, se puede decir que elproblema de la N-representabilidad no está realmente relacionado con la densidad electrónica,sino a los funcionales aproximados que se usan para evaluar la energía. Más concretamente, alas aproximaciones que se realizan al funcional universal de Hohenberg y Kohn, F [ρ], o una desus partes, como la que depende de la energía cinética, T [ρ] y/o de la energía de repulsiónelectrón-electrón, Vee [ρ].Cada densidad electrónica que no es negativa y está normalizada al número de electrones, N ,tiene un número infinito de estados precursores de N electrones:ρ (~r) = N∑i pi 〈Ψi (~r1, ~r2, ~r3, . . . , ~rN ) |Ψi (~r1, ~r2, ~r3, . . . , ~rN )|〉2,...,N (2.4.72)
Cada uno de estos estados está asociado con una posible elección de F [ρ]:
F [{pi,Ψi}] =∑i pi
〈Ψi ∣∣∣Tˆ + Vˆee∣∣∣Ψi〉 (2.4.73)
Se define, pues, un funcional F˜ [ρ] aproximado como N-representable [83] si y solo si paracada densidad electrónica de prueba ρ˜ (~r) existe algún estado N-electrónico {p˜i, Ψ˜i} que estáasociado con la densidad electrónica por medio de la ecuación (2.4.72) y con el valor del funcionalF˜ [ρ] = F [{p˜i, Ψ˜i}] mediante (2.4.73), es decir, que tiene que existir un estado para fermionesque tenga una densidad ρ˜ (~r) y un valor esperado de F˜ [ρ˜]. Por tanto, un funcional aproximadoque cumpla esta condición siempre tendrá una energía mayor o igual a la energía real, siendo elfuncional de Hohenberg-Kohn exacto el funcional N-representable menor:F [ρ] = mı´n{pi,Ψi}→ρ(~r)F [{pi,Ψi}] (2.4.74)
Todos los resultados clave sobre la N-representabilidad son simples consecuencias de laconvexidad del conjunto de F [ρ] y la linealidad del funcional de la energía. En particular, Ayers et al
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dedujeron una serie de teoremas [83] en los que definen las condiciones que tienen que cumplir losfuncionales. Los relativos a F [ρ] son básicamente los teoremas de Hohenberg y Kohn. Sin embargo,como F [ρ] es desconocido, analizaron la N-representabilidad de los diferentes funcionales en losque se separa. Sus conclusiones se resumen en que los funcionales Vee [ρ] para la repulsiónelectrón-electrón y T [ρ] para la energía cinética tienen que ser al mismo tiempo N-representablespor el mismo promedio de colectivo de estados N-electrónicos. Además, para el funcional de pruebaV˜ee [ρ] se tiene que cumplir que V˜ee [ρ] + 〈ρ|w〉 ≥ Ecl [w ;N ] con cualquier densidad electrónicaρ (~r) y con cualquier potencial externo w (~r). Ecl [w ;N ] es la contribución electrónica clásica delestado fundamental:
Ecl [w ;N ] = mı´n~ri ∑i
w (~ri) +∑j>i 1~ri − ~rj
 (2.4.75)
Por otro lado, T [ρ], el funcional para la energía cinética, tiene que cumplir que sea mayor que ladiferencia entre la energía del sistema de referencia no interactuante, Es:
Es [w ;N ] = mı´n{pi,Ψi}∑i pi
〈Ψi ∣∣∣∣∣Tˆ +∑i w (~ri)
∣∣∣∣∣Ψi
〉 (2.4.76)
y 〈ρ|w〉. Hay que destacar que la aproximación de Kohn-Sham consigue minimizar el error de laN-representabilidad gracias a que fuerza al funcional de la energía cinética a ser N-representable,dejando como incógnita una parte muy pequeña que es, eso sí, desconocida. Por ello, Ayers etal analizaron la convexidad de Tc [ρ] + Vee [ρ] = J [ρ] + Exc [ρ] para los funcionales meta-GGA,concluyendo que si la elección de la densidad electrónica de prueba y la energía del funcionalde energía cinética obtienen una energía por encima de la energía del estado fundamental delsistema no interactuante, entonces la energía total del sistema estará también por encima. Portanto, el problema de la N-representabilidad con la aproximación de Kohn-Sham queda confinadoal funcional de correlación-intercambio, Exc [ρ] y tiene como efecto asociado el problema del errorde autointeracción (en inglés self- interaction error, SIE) [84]. De ahí se obtienen las condicionesque tienen que cumplir los funcionales meta-GGA:
δExc [ρ, t]δt (~r) δt (~r′) ≥ 0δExc [ρ, t]δρ (~r) δρ (~r′) ≥ − 1|~r − ~r′|
(2.4.77)
donde t(~r) es la densidad de energía cinética7.Sin embargo, ningún funcional de correlación-intercambio de uso extendido parece cumplirestas condiciones.
2.4.7. DFT Conceptual
Otro de los factores que suma importancia a la DFT es que proporciona una base teórica queha permitido dar una interpretación cuantitativa a importantes conceptos químicos. Por ello, en1989 R. Parr et al. [13] bautizó a esta rama de la DFT como “DFT Conceptual”.En este apartado daremos una breve introducción a la DFT conceptual sin profundizar en laformulación matemática sino centrándonos en su interés para la química.
7En su artículo [83], Ayers et al construyen la energía como un bifuncional de la densidad de energía cinética, t(~r), yla densidad electrónica ρ(~r) para los funcionales meta-GGA. Así, el principio variacional queda expresado como ∫ t(~r)d~r+∫ ρ(~r)v (~r)d~r + J [ρ] + EXC [ρ, t] ≥ Eg.s. [v ;N ].
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Como resultado de los teoremas de Hohenberg y Kohn, vimos que la energía es una funcióndel número de electrones y el potencial externo, E = E [N, v (~r)]. Entonces, cualquier cambioinfinitesimal de la energía se puede expresar como:
dE = ( ∂E∂N
)
v (~r) dN +
∫ ( δEδv (~r)
)
ρ δv (~r)d~r (2.4.78)y diferenciando la ecuación (2.4.45):
dN = ∫ δρ (~r)d~r (2.4.79)
se tiene que: dE = ∫ ( δEδρ (~r)
)
v δρ (~r)d~r +
∫ ( δEδv (~r)
)
ρ δv (~r)d~r (2.4.80)
Introduciendo la ecuación fundamental de la DFT (2.4.48) en (2.4.80) obtenemos la siguienteexpresión para un cambio infinitesimal de la energía:
dE = µdN + ∫ ( δEδv (~r)
)
N δv (~r)d~r (2.4.81)que, comparando con (2.4.78), nos lleva a que µ es la derivada de la energía con respecto al númerode electrones en un potencial externo constante:
µ = ( ∂E∂N
)
v (~r) (2.4.82)Por analogía entre (2.4.82) y la expresión del potencial químico termodinámico, µ se denomina“potencial químico electrónico”. Existe una relación entre µ y la electronegatividad:
µ = ( ∂E∂N
)
v ≈ ∆E∆N = E (N + 1)− E (N − 1)(N + 1)− (N − 1) =µ = (E (N)− AE )− (E (N) + PI)2 = −AE − PI2 = −χ
(2.4.83)
donde AE es la afinidad electrónica y PI es el potencial de ionización. Esta expresión obtenidano es más que la definición de electronegatividad de Mulliken (χ ).De igual forma que µ, se obtiene la densidad como derivada de la energía respecto del potencialexterno, manteniendo constante el número de electrones:
ρ (~r) = ( δEδv (~r)
)
N (2.4.84)
Una vez sustituidas (2.4.82) y (2.4.84) en (2.4.81) se obtiene la “ecuación fundamental para lareactividad química”: dE = µdN + ∫ ρ (~r) δv (~r)d~r (2.4.85)
De las segundas derivadas de la energía se obtienen los índices de mayor importancia paraestudios de reactividad química [85]. En concreto, partiendo de la variación del potencial químicose tiene: dµ = ( ∂µ∂N
)
v dN +
∫ ( δµδv (~r)
)
N δv (~r)d~r (2.4.86)
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v (~r)S = 1η
(2.4.87)
La función de Fukui:
f (~r) = ( δµδv (~r)
)
N =
( δ2Eδv (~r) ∂N
) = ( δ2E∂Nδv (~r)
) = (∂ρ (~r)∂N
)
v (~r) (2.4.88)
Los dos primeros índices están relacionados con la dureza y blandura de Pearson y el prin-cipio HSAB (“Hard-Soft-Acids-Bases”) [86]. Por lo tanto, teniendo en cuenta la expresión anterior(2.4.88), la dureza se interpreta como la resistencia del sistema a cambiar el número de electrones.El tercer índice se denomina “función de Fukui” y mide el cambio de la densidad electrónica enun punto R cuando se incrementa o disminuye el número de electrones manteniendo el potencialexterno constante. Formas integradas de la función de Fukui pueden mostrar qué región de unamolécula es más propicia a sufrir un ataque nucleofílico o electrofílico. Sin embargo, esta funciónpresenta un problema de continuidad en valores de N enteros, por lo que para solventar esto sedefinen dos expresiones según la según la derivada se tome por la derecha o por la izquierda, esdecir, que se produzca un incremento o disminución del número de electrones:
f+ = (∂ρ (~r)∂N
)+












v (~r) = Sf (~r) (2.4.90)









Más adelante aplicaremos estos conceptos a las regiones atómicas QTAIM y Hirshfeld en loscapítulos 3 y 4.
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Kernels y respuestas lineales
Los “kernels” y los índices de “respuesta lineal” son funciones que dependen de dos puntos ~ry ~r′ por lo que son perfectos para el estudio de posibles efectos activantes y desactivantes entrediferentes regiones moleculares en una reacción química. Así, estos índices mostrarán la respuestade cualquier región o punto ante el ataque de un reactivo en una parte específica de la molécula.Entre los más destacados se encuentran el “kernel de la blandura” (2.4.92) y el “kernel de ladureza” (2.4.93), presentados por Berkowitz y Parr [87], junto con la “función de respuesta linealconvencional” [88] (2.4.94). Se definen como:
s (~r, ~r′) = ( δρ (~r)δu (~r′)
)
v (~r) (2.4.92)
η (~r, ~r′) = −(δu (~r′)δρ (~r)
)
v (~r) =
( δ2F [ρ]δρ (~r) δρ (~r′)
)
v (~r) (2.4.93)
χ (~r, ~r′) = ( ∂ρ (~r)∂v (~r′)
)
N (2.4.94)u (~r′) se define como δF [ρ]/δρ (~r′) o, lo que es lo mismo, a µ − v (~r′). El kernel de la blanduracumple que la integración a ~r′ proporciona la blandura local (2.4.90) y, por lo tanto, la integracióna ~r y ~r′ da como resultado la blandura global:
S = ∫∫ s (~r, ~r′)d~rd~r′ = ∫ s (~r)d~r (2.4.95)
En cambio, para relacionar la dureza local y el kernel de la dureza se tiene que emplear unafunción de peso que se corresponde habitualmente con la función de Fukui o con ρ (~r) /N:
η (~r, ~r′) = ∫ η (~r, ~r′) f (~r′)d~r′ (2.4.96)
o, si partimos de la dureza global [89, 90]:
η = ∫∫ f (~r) f (~r′) η (~r, ~r′)d~rd~r′ (2.4.97)
Además, existe una relación de reciprocidad entre los dos kernels de forma semejante a los índicesglobales: ∫ s (~r, ~r′′) η (~r′′, ~r′)d~r′′ = δ (~r − ~r′) (2.4.98)
A causa de la discontinuidad de la función de Fukui, se pueden definir tres tipos de kernelsde la dureza para los ataques electrofílicos, nucleofílicos y radicalarios.En cuanto a la función de respuesta lineal convencional, χ (~r, ~r′), Berkowitz y Parr [87] de-mostraron la siguiente relación:
χ (~r, ~r′) = −s (~r, ~r′)+ s (~r) s (~r′)S = −s (~r, ~r′)+ f (~r) s (~r′) (2.4.99)
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Como se ha comentado en la introducción, el concepto de aromaticidad se relaciona con la“estabilización energética extra” mostrada por ciertas moléculas mono- y policíclicas debida auna deslocalización de un conjunto de electrones pi que no pertenecen exclusivamente a un par deátomos enlazados. Debido a que no es un observable mecanocuántico, la aromaticidad solo se puedeestudiar mediante observables físicos que son consecuencia de esa deslocalización electrónica dela molécula, lo que conlleva a definir múltiples criterios que en alguna ocasión tienen resultados oconclusiones contradictorias. Entre estos criterios, los basados en propiedades energéticas [34–37]y magnéticas [38–43] son los más reconocidos, aunque los basados en las mediciones directas dela deslocalización electrónica han ganado cierta importancia en estos últimos años [44–46]. Porotro lado, los criterios basados en la geometría [47] han caído en desuso debido a su limitadaaplicación general y su fuerte dependencia de sistemas de referencia arbitrarios.A continuación se van a exponer las principales aproximaciones y características de los trescriterios más empleados.
2.5.1. Criterio energético
La extraordinaria estabilidad química del benceno y sus propiedades químico-físicas no seexplicaron satisfactoriamente hasta que E. Hückel en 1931 consiguió demostrar que los seis elec-trones pi forman una configuración estable de capa cerrada. Este estudio fue ampliado con elpaso del tiempo a otros sistemas comprobando que existe una simple relación entre el número deelectrones pi de una sistema y el carácter aromático, conocida como regla (4n + 2) o regla deHückel.En el estudio de especies conjugadas policíclicas, la teoría de grafos ha aportado una basetopológica que permite interpretar la estabilización aromática de una manera simple (cuantitativaen muchos casos). El método desarrollado por Hückel es en realidad un modelo topológico sencillode análisis de la energía pi de un sistema con base en la teoría de grafos.
El método Hückel
El “método de orbitales moleculares de Hückel” (en inglés “Hückel molecular orbitals”, HMO)es la más famosa teoría semiempírica aplicada al estudio de los electrones pi [5, 91]. En ellase descompone el Hamiltoniano electrónico en contribuciones σ y pi que pueden determinarseseparadamente. En el caso de la pi tenemos:
Hˆpi = npi∑i=1 Hˆ ef (i) (2.5.1)
donde Hˆ ef (i) incluye los efectos de las repulsiones entre estos electrones pi . Este Hamiltonianoes la suma de Hamiltonianos monoelectrónicos, por lo que para cada electrón tendremos:
Hˆef (i)φi = εiφi (2.5.2)
El siguiente paso del método HMO es aproximar los orbitales moleculares como combinacioneslineales de orbitales atómicos (CLOA) con simetría pi y usar el método variacional. Por ejemplo,para el carbono serían los correspondientes orbitales 2p perpendiculares al plano molecular. Con
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ello se tiene: φi = nC∑j=1 cij fj (2.5.3)donde fj es un orbital atómico del carbono j-ésimo. nC es, por tanto, el número total de carbonosde la molécula. Se obtienen un conjunto de nC ecuaciones lineales homogéneas simultáneas cuyoscoeficientes c son determinados variacionalmente:
nC∑
k=1
[(Hefjk − Sjkεi) cki] = 0, j = 1, 2, . . . , nC (2.5.4)
y las energías εi son las raíces de la ecuación secular:
det (Hefjk − Sjkεi) = 0∣∣∣∣∣∣∣∣∣
Hef11 − S11εi Hef12 − S12εi · · · Hef1nC − S1nC εiHef21 − S21εi Hef22 − S22εi · · · Hef2nC − S2nC εi... ... . . . ...HefnC 1 − SnC 1εi HefnC 2 − SnC 2εi · · · HefnCnC − SnCnC εi
∣∣∣∣∣∣∣∣∣ = 0
(2.5.5)
Para resolver la ecuación secular, el método Hückel hace las siguientes suposiciones:
Hefjj = 〈fj (i) ∣∣∣Hˆef (i)∣∣∣ fj (i)〉 = αHefjk = 〈fj (i) ∣∣∣Hˆef (i)∣∣∣ fk (i)〉 = β, ∀Cj ,Ck enlazadosHefjk = 0, ∀Cj ,Ck no enlazadosSjk = 〈fj (i) |fk (i)〉 = δjk
(2.5.6)
esto es, que la integral Hefjj tiene el mismo valor para cualquier átomo de carbono de la moléculay que Hefjk tiene el mismo valor cuando los átomos están enlazados y es nula en el caso contrario.La integral de solapamiento Sjk se anula para j 6= k y es 1 con j = k (de ahí expresarla comouna delta de Kronecker). Cada orbital tiene que estar normalizado:












∣∣cji∣∣2 = 1 (2.5.7)
Con todo ello, el determinante secular de orden nC queda:∣∣∣∣∣∣∣∣∣
α − εi β/0 · · · β/0β/0 α − εi · · · β/0... ... . . . ...β/0 β/0 · · · β/0− εi
∣∣∣∣∣∣∣∣∣ = 0 (2.5.8)
donde β/0 representa “β o 0 según la conectividad”. Antes de resolverlo se divide cada elementopor β y se define x como: x = α − εiβ (2.5.9)
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Figura 2.1: Estructura del azuleno y su correspondiente grafo molecular G1
Finalmente, estos se sustituyen en (2.5.4) y se usa la condición de normalización, obteniendolos cji.Las energías orbitales, obtenidas a partir de los valores de x , se expresan en unidades de ladenominada “integral de resonancia carbono-carbono”, β . Esta, aunque no puede ser directamentemedida, está relacionada a partir de medidas espectroscópicas y su valor es menor que cero.
La teoría de grafos aplicada a la aromaticidad en hidrocarburos policíclicos conjugados
La “teoría de grafos” es una de las herramientas básicas para el estudio de hidrocarburosaromáticos policíclicos, ya que es la base del “modelo de circuitos conjugados” (MCC) [92–95] quepermite separar la energía de resonancia (ER) en términos de contribución por anillos.Como definió Randić en su review [36]: “un grafo es un objeto matemático formado por unconjunto de elementos V (“vértices”), entre los que se define una relación binaria E” (por ejemplo,si un átomo está enlazado a otro).Para utilizar la aproximación HMO, es ventajoso usar el formalismo de la teoría de grafos. Enella, la energía E (G) se expresa en función de G , que es el correspondiente grafo de la moléculaconjugada formado por una serie de “vértices” (n) y “aristas” (m), que corresponden al número deátomos de carbono y enlaces entre carbonos, respectivamente. El número de átomos de hidrógenoviene dado por la relación 3n − 2m. Dos vértices conectados por una arista se dice que sonadyacentes. Como ejemplo, en la figura 2.1 se representa el grafo de la molécula de azuleno (G1).Si los vértices del grafo G están etiquetados por v1, v2, . . . , vn, la estructura de G se puederepresentar por la “matriz de adyacencia”:A = A (G) = wwAijww (2.5.10)
Esta es una matriz cuadrada de orden n, cuyos elementos Aij se definen como Aij = Aji = 1si los vértices vi y vj son adyacentes y cero si no lo son. El polinomio característico del grafo G ,denotado como φ (G, λ) es: φ (G, λ) = det (xI − A) (2.5.11)donde I es la matriz unidad. Las raíces del polinomio, denominadas “espectro del grafo” son lasenergías εj en unidades de beta en la aproximación HMO:
Epi = Nα + 2β Npi /2∑j=1 |xj | =
Npi∑
j=1 εj (2.5.12)
Por tanto: φ (G, x) = Npi∏j=1 (x − xj) (2.5.13)
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Operando con el cociente entre φ (G, x) y su derivada φ (G, x)′ se puede obtener la energíatotal del grafo G expresada como:
E (G) = 1pi
∫ +∞
−∞
[Npi − iz φ′(G, iz)φ(G, iz)
]dz (2.5.14)
que es la expresión de la energía obtenida por Coulson [96, 97], donde i es la unidad imaginaria.Como se puede observar, hay un cambio de variable de x a z que se detalla en el apéndice B.1.1así como la determinación de la ecuación. Otra forma equivalente de expresarla es mediante lafunción H (G, x) [98, 99]: E (G) = 1pi
∫ +∞
−∞
ln |H(G, x)|x2 dx (2.5.15)siendo H (G, x):
H (G, x) = Npi∑j=0 (−i)j ajx j (2.5.16)
H. Sachs descubrió la manera en que el polinomio característico de un grafo depende de suestructura (que va a estar formada por “subgrafos” de otros ciclos pequeños). Su resultado, referidoposteriormente como “teorema de Sachs” [100, 101], permite expresar el grafo molecular G usandolos “grafos de Sachs” formados por ciclos de 3, 4, 5, . . . elementos. Al mismo tiempo, el formalismode Sachs permite definir estructuras de referencia en la que se forman todos los grafos exceptolos que forman ciclos. Gracias a ello, se puede definir una energía de resonancia sin usar unareferencia molecular arbitraria, denominada como “energía de resonancia topológica” (en inglés“topologic resonance energy”, TRE) [98].Si definimos G − Z como un subgrafo obtenido de la eliminación de Z en G , la diferenciade energías entre el grafo molecular G , E (G), y este sin incluir el subgrafo Z , E (G/Z ) [102],obtenemos el “efecto de energía del subgrafo Z en el grafo G”, ef (Z ), o “energía de resonancia decircuito” (en inglés circuit resonance energy, CCE). Cuando ef (Z ) es positivo, el ciclo Z estabilizala molécula, mientras que si es negativo implica desestabilización. En el apéndice B.1.1 hay másdetalles sobre la aplicación del teorema de Sachs.Algunas conclusiones relevantes obtenidas del estudio de ef (Z ) en diversos hidrocarburospolicíclicos conjugados son:
No solo los anillos, sino también los ciclos mayores tienen su contribución a la energía total.El “efecto de energía” normalmente disminuye con el aumento de tamaño del ciclo.Los ciclos del mismo tamaño pueden tener “efectos de energía” significativamente diferentes.La regla de Hückel “4n+2” (estabilizante) no se cumple en muchas ocasiones en los sistemaspolicíclicos conjugados [103].La regla de Hückel “4n” (desestabilizante) es de validez general [103].
Otro índice de aromaticidad muy extendido en la bibliografía es la “energía de resonancia deenlace” (en inglés “bond resonance energy”, BRE) [104], que es la diferencia entre la energía pitotal del grafo molecular G y un hipotético sistema en el que las componentes de unos vérticesunidos c y d de la matriz de adyacencia se sustituyen por la unidad imaginaria i o su opuesta −i,es decir, ac,d = i y ad,c = −i . De esta forma, BRE representa una medida de la estabilizacióno desestabilización del sistema debido a la conjugación electrónica pi . Representa, por tanto, lacontribución de todos los circuitos que comparten el enlace a la TRE [105].
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Figura 2.2: Representación de la corriente de anillo diatrópica al aplicarse un campo magnético~B0 (flecha roja). La flecha naranja cerrada muestra el sentido de la corriente de anillo, mientrasque las flechas violetas indican el sentido del campo magnético inducido.
La TRE y las contribuciones de circuito ef (Z ) se pueden determinar para especies conjugadasque contienen heteroátomos (como se ha hecho en el capítulo 9 de esta tesis), por ejemplo, medianteuna parametrización de los coeficientes de Hückel α y β [106].
2.5.2. Criterio magnético
Debido a que el electrón es una partícula cargada en movimiento dentro de un circuito “cerrado”(la molécula), este responderá a la acción de un campo magnético externo perpendicular a lamolécula. Este hecho se verificó en 1910, cuando Pascal observó que los compuestos aromáticospresentaban una elevada susceptibilidad8 diamagnética9 [107]. Ese hecho fue la base para eltrabajo presentado por London en 1937 sobre la contribución de la corriente electrónica pi [108],que se ha convertido en una de las condiciones necesarias (pero no suficiente) para la clasificaciónde una molécula como aromática. Además de la susceptibilidad, pronto se dedujo que el efectomagnético de la aromaticidad afecta a un compuesto induciendo una corriente diatrópica de anillo(de sentido horario) bajo un campo ~B (ver Figura 2.2), mientras que una molécula antiaromáticaproduce una corriente paratrópica antihoraria.Debido al avance del estudio de las propiedades magnéticas, históricamente se han usado dospropiedades magnéticas para la caracterización de la aromaticidad, la susceptibilidad diamagné-tica y el desplazamiento químico de RMN de protón, aunque actualmente los estudios teóricospredominantes se basan en mapas de corrientes de anillo (cuyos fundamentos veremos en la si-guiente sección) o el cálculo de los índices “Nucleus-Independent Chemical Shifts”. Las medidasde susceptibilidad diamagnética dan dos tipos de información: la anisotropía [109] y la exaltaciónmagnética [110]. La primera es la diferencia entre la componente perpendicular de la suscepti-bilidad y el promedio de las componentes en el plano. La exaltación es la diferencia entre lasusceptibilidad medida y la calculada cambiando enlaces y átomos. Los compuestos aromáticospresentan valores elevados para estos, aunque también dependen del tamaño del sistema. Por otrolado, el desplazamiento químico de RMN de protón se basa en el hecho de que en una moléculalos núcleos de H1 están rodeados por otros núcleos y electrones. Si estos últimos producen uncampo magnético inducido (~Bind) opuesto al campo aplicado ~B0, el campo efectivo ~B = ~B0 − ~Bindes menor y se dirá que ese núcleo experimenta un acoplamiento diamagnético. Existe, además, una
8La susceptibilidad magnética de volumen, χ v , relaciona la magnetización del material, ~M , con la excitación magnética,~H , o la inducción magnética, ~B, mediante las expresiones: ~M = χ v ~H y ~B = µ0(~H + ~M) = µ0(1 + χ v ) ~M9Si χ es negativo (positivo), el material es diamagnético (paramagnético) y estaremos hablando de una susceptibilidaddiamagnética (paramagnética), es decir, el campo magnético inducido en el material es menor (mayor).
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relación entre ~Bind y ~B0 que se ha denominado tensor de apantallamiento, σ . Por tanto:Bind,xBind,yBind,z
 = σxx σxy σxzσyx σyy σyzσzx σzy σzz
B0,xB0,yB0,z
 (2.5.17)
por lo que ~B = ~B0(1− σ ). De este tensor se definen dos constantes que se utilizan habitualmente,la constante de apantallamiento isotrópico, que es el valor promedio de las tres componentesdiagonales, y la anisotropía de σ , definida como la diferencia entre el autovalor mayor y la mediade los otros dos. Mediante el tensor de apantallamiento se puede obtener el desplazamientoquímico por medio de la expresión:
δ = ~B − ~Bref~Bref = ~B0(1− σ )− ~B0(1− σref )~B0(1− σref ) = σref − σ1− σref (2.5.18)
Los núcleos de H1 exteriores enlazados a anillos aromáticos (como por ejemplo los hidrógenosdel benceno) típicamente experimentan un desplazamiento a campo bajo, mientras que los hidró-genos interiores (como los de los [n]anulenos) sufren un desplazamiento a campo alto, como indicala figura 2.2. Para compuestos antiaromáticos el efecto es contrario, es decir, los núcleos externosestán a campo más alto y los internos a más bajo.Tanto los estudios teóricos como los experimentales tienen un objetivo común: describir elcomportamiento magnético de la materia. En el campo teórico han destacado la aproximación“Coupled Perturbed”(CP) HF (CPHF) y CPDFT, resumidos en la sección B.2.1, los métodos IGLOde Kutzelnigg y colaboradores (IGLO-HF, IGLO-DFT, MC-IGLO) [111–113], “Gauge-IndependentAtomic Orbital” (GIAO), tratados en la sección B.2.2 [108, 114–116] y “Continuous Set of GaugeTransformations” (CSGT) de Keith y Bader [116–118], explicado en la sección B.2.3. Todos tienenel mismo fundamento que consiste en incluir un campo magnético ~B en el hamiltoniano medianteel potencial vector ~A: ~B =∇∧ ~A (2.5.19)
Sin embargo, no hay una única elección del potencial vector ~A para un campo magnético dado.Para un campo magnético homogéneo y estático, por ejemplo, viene dado por la expresión:
~A (~r) = 12 ~B ∧ (~r − ~r′) (2.5.20)~r′ es un parámetro arbitrario, el denominado “origen del campo”. La elección de este no deberíatener consecuencias ya que todas las magnitudes físicas son invariantes al campo por lo que sepodría resolver empleando las aproximaciones HF o DFT y usando la teoría de perturbacionesde segundo orden dando lugar a los métodos CPHF y CPDFT. Sin embargo, esto solo se cumplepara soluciones exactas de la ecuación de Schrödinger, por lo que surge una dependencia conel tamaño de la base que se escoge. Por tanto, si el conjunto base es suficientemente grande,los valores resultantes no deberían mostrar una dependencia importante. No obstante, el empleode bases muy grandes en este tipo de cálculos es inviable en la mayoría de los casos. De ahíque se hayan propuesto varios métodos utilizando para ello el concepto de “orígenes del campodistribuido” [119], como son GIAO y/o CGST.
Fundamentos del modelo de corrientes de anillo
Bajo la presencia de un campo magnético uniforme e independiente del tiempo, ~B, y/o undipolo magnético intrínsico ~µ, se induce una densidad de corriente de carga, definida como ~J = ρ~v ,
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en el seno de los electrones de una molécula. Además, la densidad electrónica y la densidad decorriente son intercambiables con la densidad de probabilidad, γ(~r), y la densidad de corriente deprobabilidad, ~j(~r), por medio de las expresiones ρ(~r) = −eγ(~r) y ~J = −e~j , respectivamente, parael vector de posición ~r y la velocidad local ~v (~r). −e es la unidad de carga del electrón.Las líneas del campo vector de densidad de corriente de probabilidad, ~j , se determinan comosoluciones de las ecuaciones diferenciales:
~j(~r) = d~rdτ (2.5.21)donde τ = τ(~r) es cualquier coordenada convenientemente escogida a lo largo de la trayectoria.Equivalentemente, se puede expresar (2.5.21) por sus componentes:dxjx = dyjy = dzjz (2.5.22)
Si se reduce a dos dimensiones, la expresión (2.5.22) se convierte en:dxjx (x, y, z0) = dyjy(x, y, z0) (2.5.23)
Esta ecuación (2.5.23) tendrá una serie de puntos singulares, donde las trayectorias que secruzan cumplen |~j | = 0, también conocidos como “puntos de estancamiento” o “puntos de equilibrio”.Si se expande la densidad de corriente electrónica, ~J(~r), sobre la singularidad ~r0 en serie de Taylor:
~J(~r) = (~r − ~r0) · [∇~J]~r0 + 12(~r − ~r0) · [∇∇~J]~r0 · (~r − ~r0) + · · · (2.5.24)y truncándola a primer orden, se puede expresar mediante el jacobiano J :~J(~r) = (~r − ~r0) · J (2.5.25)con lo que la ecuación (2.5.23) se transforma en:dxJ11x + J21y = dyJ12x + J22y (2.5.26)e introduciendo la traspuesta del jacobiano, J˜ :~j(~r) = J˜~r , detJ 6= 0 (2.5.27)
cuyas soluciones en el plano están representadas gráficamente por la figura 2.3 y se caracterizancomo nodos propios o impropios. Los primeros (que se corresponden con 2.3.a y 2.3.b) se denominanatractores, si el sentido de las líneas convergen en el punto, o repulsores, si las líneas divergen.Los diagramas de fase 2.3.g y 2.3.h se denominan focos, mientras que 2.3.i y 2.3.j son el punto desilla y el vórtice, respectivamente.Al igual que en el caso de la densidad, como veremos en la sección 2.6.1, los puntos deequilibrio se pueden clasificar utilizando el índice de Euler, es decir, según su rango y firmaobtenidos a partir de los elementos de la diagonal (llamados curvaturas) de la matriz hessiana de~J tras orientar el punto crítico con respecto a los ejes principales. Por tanto, el rango se definecomo el número de curvaturas no nulas y la firma (σ ) como la suma algebraica de los signos delos λi. Si alguna de las curvaturas es compleja, se define la firma como la diferencia entre elnúmero de autovalores con una parte real positiva y el número de valores propios con una partereal negativa. El número de posibles puntos con un sentido físico se resumen en:
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Figura 2.3: Representación gráfica de las soluciones de los puntos singulares del campo vector dedensidad de corriente de probabilidad. En ella se consideran los dos tipos de nodos, propios (a yb) e impropios (restantes).
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Puntos (3,±1), que se corresponden con los puntos de silla si son reales o un foco si lascurvaturas son complejas.Puntos (2,0), que son puntos de silla o vórtices, según sean reales o complejos, respectiva-mente.Puntos (0,0) o degenerados, que aparecen en la transición entre un autovalor imaginario yreal.
Desde un punto de vista de la teoría cuántica, se puede definir la densidad de corrientepartiendo de la ecuación de Schrödinger dependiente del tiempo:
HˆΨ = i} ∂∂tΨ (2.5.28)
Madelung [120] mostró que esta ecuación puede separarse en una componente real y otraimaginaria, produciendo dos ecuaciones “hidrodinámicas” equivalentes a (2.5.28), una ecuaciónde movimiento y una de continuidad. Para definir la ecuación de continuidad y a modo de sim-plificación, supongamos que Ψ es la función de onda de una partícula de masa m y carga q. Elhamiltoniano para esa partícula en la presencia del campo electromagnético con el potencial vector~A y el potencial escalar φ es: Hˆ = 12m ~pi2 + qφ (2.5.29)donde ~pi es el momento mecánico invariante del campo definido por:
~pi = ~p− qc ~A (2.5.30)
y el momento canónico viene dado por ~p = −i}∇. Además, se supondrá que ∇ · ~A = 0. Con todoello, la ecuación de continuidad quedará como [121]:
∇ · ~j + ∂∂t γ = 0 (2.5.31)donde γ = ΨΨ∗ se interpreta como una densidad de probabilidad. La densidad de corriente deprobabilidad se define como: ~j = 1m<(Ψ∗~piΨ) = ~jNL + ~jL (2.5.32)desglosada en una componente definida como la “densidad de corriente de Larmor”, que va aocasionar la corriente diamagnética ~Jd:
~jL = − qmc ~A (2.5.33)y: ~jNL = − 1m<(Ψ∗~pΨ) = }m=(Ψ∗∇Ψ) = }m (ΨR∇ΨI −ΨI∇ΨR ) (2.5.34)que va a representar el flujo de densidad no Larmor paramagnético, para una función de ondacompleja con la estructura Ψ = ΨR + iΨI . < y = son operadores que seleccionan la parte real oimaginaria, respectivamente.Para una transformación del campo mediante una función escalar arbitraria f (~r, t) aplicada dela forma [121]: ~A→ ~A′ = ~A+∇f (2.5.35)
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Ψ→ Ψ′ = Ψexp( iq
}c f
) (2.5.36)
las leyes de transformación para la densidad de corriente son [121]:
~j ′L = ~jL − qmcγ∇f (2.5.37)
~j ′NL = ~jNL + qmcγ∇f (2.5.38)es decir, las contribuciones de Larmor y no Larmor no son definidas de forma única y solamentela densidad de corriente de probabilidad total es invariante.En el caso de una molécula, se tendrá n electrones, con masa me, carga −e, cuyas coordenadasse representan por ~ri, para i = 1, 2, . . . , n, y N núcleos con sus correspondientes MI , ZI , ~RI , conI = 1, 2, . . . , N . Los momentos canónico y angular se denotan por ~pi y ~li. Los operadores totalesde los n electrones se indican con letras mayúsculas, como ~L =∑ni=1~li. La densidad de corrientese definirá a partir de la matriz de densidad de primer orden como [122]:
~J(~r) = 1me< [~piΓ(1)(~r;~r′)]~r′=~r (2.5.39)donde ~pi es el operador para el momento mecánico obtenido a partir de (2.5.30) con q = −e.El potencial vector ~A, en presencia de un campo magnético ~B uniforme e independiente deltiempo y del dipolo magnético permanente µI en el I-ésimo núcleo, es ~A = ~A~B + ~A~µI , con:
~A~B = 12 ~B(~r − ~r′)~A~µI = ~µI × ~r − ~RI|~r − ~RI |3
(2.5.40)
Como el campo magnético va a ser tratado como una perturbación del sistema, la función deonda se puede expresar como [121]:
Ψ = Ψ0 + ~Ψ~B · ~B + Ψ~µI · ~µI + . . . (2.5.41)
donde Ψ0 = |a〉 es el estado de referencia y la función de onda electrónica de primer orden en lapresencia del campo magnético viene expresada como [121]:∣∣∣ ~Ψ~B〉 = − e2mec}∑j 6=a w−1ja |j〉 〈j | ~L |a〉 (2.5.42)
obtenido a partir de la teoría de perturbación de Rayleigh-Schrödinger.De igual forma se puede expandir ~J:~J = ~J0 + ~J (1) · ~B + . . . (2.5.43)
donde ~J0 = ~0 para moléculas diamagnéticas y la corrección de primer orden es:
~J (1) · ~B = ~J ~B = ~J ~Bp + ~J ~Bd (2.5.44)
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Con todo, ya se pueden generalizar las expresiones (2.5.32)-(2.5.34) como una suma de con-tribuciones paramagnética y diamagnética [123, 124], cada una respectivamente como:
~J ~Bp (~r) = −neme
∫ d~x2 . . . d~xn [~B · ~Ψ~B∗(~r, ~x2, . . . , ~xn)~pΨ0(~r, ~x2, . . . , ~xn)
+Ψ0(~r, ~x2, . . . , ~xn)~p~B · ~Ψ~B(~r, ~x2, . . . , ~xn)] (2.5.45)
~J ~Bd (~r) = − e22mec ~B × ~rγ(~r) (2.5.46)Asimismo, tambien se pueden definir energías de interacción de segundo orden, W BB y W µIB ,integrando a todo el espacio (V) el producto de la correspondiente componente de ~A con ~J ~B(~r)[125]: W BB = − 12c
∫ dV ~A~B(~r) · ~J ~B(~r)
W µIB = −1c
∫ dV ~A~µI (~r) · ~J ~B(~r) (2.5.47)
con lo que se puede obtener la susceptibilidad y el apantallamiento magnéticos en el núcleo Icomo [121]: χγδ = − ∂2W BB∂Bγ∂Bδ (2.5.48)
σ Iγδ = ∂2W µIB∂µIγ∂Bδ (2.5.49)donde γ y δ representan x , y o z .
Por último, usando la relación del hipervirial [124] se puede demostrar que ~J ~B es independientedel origen tomado como referencia para funciones propias con una base completa para cualquierhamiltoniano modelo, incluyendo el caso de la función de onda CPHF, formada por combinaciónlineal de n determinates de Slater provenientes de la excitación de un electrón. Sin embargo, estoen la práctica no es posible, por lo que se han desarrollado métodos aproximados, como GIAO yCGST, entre otros. En el apéndice B.2 se amplían tanto el método CPHF (sección B.2.1) como elGIAO (sección B.2.2), así como el método CGST (sección B.2.3).
Exaltación de la susceptibilidad magnética
A pesar del amplio conjunto de parámetros relacionados con las propiedades magnéticas (parauna discusión cronológica detallada se recomienda la lectura del review de Gomes y Mallion [43]),existen ciertos caminos ya definidos para el estudio de la aromaticidad, como es el cálculo de mapasde corrientes magnéticas. Por otro lado, P. v. R. Schleyer y colaboradores han propuesto el empleode un índice cuantitativo que represente la aromaticidad de la molécula, primeramente con la“exaltación de la susceptibilidad magnética” (Λm) [126] y, finalmente, con los “Nucleus-IndependentChemical Shifts” (NICS). El primero se define como la diferencia entre la susceptibilidad magnéticade un compuesto y un valor calculado basado en aditividades de grupo:Λm = χm − χmcalc (2.5.50)donde χmcalc es la susceptibilidad molar calculada considerando que los dobles enlaces no sonconjugados y χm es la “susceptibilidad molar media”, definida como:
χm = 13 {χmxx + χmyy + χmzz} = 13T rχm (2.5.51)
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Este χm es el “tensor de susceptibilidad magnética molar” que está relacionado con el “tensorde susceptibilidad magnética”, χ v : χm = mχ vρ (2.5.52)m y ρ son la masa molecular relativa y la densidad, respectivamente. χ v , como habíamos visto en8,es el parámetro que relaciona el vector de magnetización con la densidad de flujo magnético.
Los índices “Nucleus-Independent Chemical Shifts”
En 1996 Schleyer y colaboradores [127] propusieron unos nuevos índices denominados“Nucleus-Independent Chemical Shifts” (NICS) para medir la aromaticidad utilizando el crite-rio magnético. La ventaja con respecto a la la exaltación de la susceptibilidad magnética es queno depende altamente del tamaño del anillo, como sí ocurre con esta última (cuadráticamente, yaque depende del área [126]).Los NICS se definen como el opuesto del apantallamiento magnético absoluto computado enel centro geométrico “sin peso” (NICS(0)) o 1 Å por encima (NICS(1)) obtenido mediante el métodoGIAO [128].Los valores significativamente negativos indican la presencia de una corriente de anillo dia-trópica y, por lo tanto, aromática, mientras que los valores significativamente positivos indican locontrario y, por tanto, un comportamiento antiaromático.Diversos autores han criticado estos índices [129] ya que incluyen importante información “es-puria” sobre el paramagnetismo local. Se ha intentado solventar ese problema usando, por ejemplo,la componente zz del tensor de apantallamiento magnético porque el campo magnético externo queinduce la corriente se aplica perpendicularmente al anillo y la componente zz estaría directamenterelacionada con él. A esta variante se le ha bautizado como NICS(0)zz o NICS(1)zz según que elpunto calculado esté en el plano molecular o a un ångström por encima, respectivamente. Existeotra batería de índices NICS en los que se tienen en cuenta solamente las contribuciones de losorbitales pi , que se han denominado NICSpi . Así mismo, se ha planteado un método para separarlos índices NICS en contribuciones de interacciones orbital-orbital de forma parecida a como sedescomponen las corrientes inducidas para relacionarlos con la aromaticidad o antiaromaticidadde moléculas conjugadas [130].
2.5.3. Criterio de la densidad electrónica: índices de deslocalización multi-céntricos
Los índices de deslocalización electrónica han sido los últimos en entrar en juego para elestudio de la aromaticidad (en 1990) [131] pero su aplicación a cualquier sistema y su defini-ción rigurosa basada en matrices de densidad los han puesto como referencia importante en elestudio de sistemas aromáticos. Estos índices representan una medida de cuántos electrones sedeslocalizan o comparten entre varias regiones atómicas (que pueden ser tanto cuencas atómicasQTAIM como divisiones usando el espacio de funciones de Hilbert, así como regiones difusas delmétodo Hirshfeld) con respecto a una densidad del agujero de Fermi nula. Por tanto, puede habercasos donde existan valores negativos, como los obtenidos para varios sistemas de tres centrosy cuatro electrones (3c-4e) [132]. Para sistemas representados por un solo determinante de Sla-ter esto significa que la integración de la función densidad de N electrones entre las regionesatómicas consideradas obtiene una probabilidad mayor que las correspondientes considerandoexclusivamente repulsiones de Coulomb.
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El cálculo de los índices multicéntricos se basa en una generalización del índice de enlacede Wiberg [133] utilizando para ello las matrices de densidad y su idempotencia (ver sección 2.1).Esta propiedad dio pie a Giambiagi y colaboradores a la definición de un índice multicéntrico deenlace IABC...L entre los átomos A, B, C , . . . , L [134], que viene dado como:
IABC...L = 2L∑a∈Ab∈B···l∈L
DbaDcbDdc . . . Dal (2.5.53)





c∈C . . .
∑
l∈L (PS)ab (PS)bc (PS)cd . . . (PS)la (2.5.54)donde las letras en minúsculas se refieren a las funciones base y las sumas están extendidaspara el rango de funciones base centradas en un cierto átomo A, B, . . . , L utilizando para ello ladefinición atómica empleada en el cálculo de las cargas de Mulliken [135]. P y S denotan la matrizde densidad independiente de espín y la matriz de solapamiento en términos de las funciones base,respectivamente.En esta ecuación (2.5.53), con el aumento del número de átomos implicados en el índice, esdecir, con el aumento del orden del índice, el valor de este disminuye debido a las condiciones denormalización de la función de onda y por lo tanto de la matriz de densidad.De igual forma se puede obtener el índice de deslocalización de Giambiagi para regionesarbitrarias del espacio molecular (por ejemplo QTAIM o Hirshfeld). Para ello se emplean lasintegrales de solapamiento atómico en el dominio de los átomos A, B, C , . . . , L, que vamos arepresentar por 〈a|b〉, 〈b|c〉, 〈c|d〉, . . . , 〈l|a〉, respectivamente:
IABC...L = 2L N/2∑i1=1
N/2∑




Ω1 φi1 (~r1)φi2 (~r1)d~r1 . . .
∫
Ωn φin (~rn)φi1 (~rn)d~rn (2.5.55)
Sin embargo, este índice no tiene en cuenta todos los términos correspondientes a las dife-rentes permutaciones de los átomos, por lo que Bultinck y colaboradores propusieron un nuevoíndice multicéntrico que incluye todas las permutaciones posibles y cuya base se encuentra enel método de “análisis de población generalizada” (en inglés “Generalized Population Analysis”,GPA) propuesto por Ponec [44]:




A<B<C ∆(k )ABC + . . .+
∑
A<B<C...<L∆(k )ABC...L (2.5.56)
donde cada término ∆(k )ABC...L se refiere a los términos que implican a los átomos A, B, C , . . . y L.El primer índice, ∆(k )A , contiene los términos monoatómicos, el siguiente los términos diatómicos,etc. Cuando k = 1, el primer término (∆(1)A ) es equivalente a las cargas atómicas Mulliken [135],mientras que si k es igual a 2, se obtienen los llamados índices de Wiberg [133].
En el caso de ∆(3)ABC se obtienen los denominados “índices de deslocalización de tres centros”y con el aumento de k tendremos índices de orden superior. Hay que destacar la diferencia entrela propuesta de Giambiagi y la de Bultinck: en el primer caso, el índice depende del orden decómo escojamos los átomos (para el índice de Giambiagi las permutaciones de los átomos A, B,C , . . . , L). Para eliminar esa ambigüedad, Giambiagi y colaboradores consideran para el cálculo
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de sus índices el uso de un solo término con la numeración de los átomos que refleja las típicasinteracciones enlazantes para estructuras de Kekulé en anillos individuales de seis miembros. Estaaproximación es a veces insuficiente y ∆(k )ABC...L tiene en cuenta todos los términos que correspondena las diferentes permutaciones de los átomos. En muchos casos, como por ejemplo los hidrocarburosaromáticos policíclicos, la contribución dominante es la que viene dada por las estructuras deKekulé y las dos propuestas correlacionan bien utilizando el mismo nivel de cálculo (r2 = 0,9991)[44]. Es importante resaltar que, para el formalismo de KS, la función de onda monodeterminantees una aproximación idempotente de la real. Por lo tanto, son aproximaciones, aunque en generalrazonablemente buenas, de los índices DFT correctos [136].Por otro lado, existe una formulación alternativa más rigurosa donde el índice multicéntricoes directamente extraído de las matrices de densidad aprovechando las propiedades de expansiónmediante cumulantes. Así, se parte de la definición de la densidad electrónica de pares como ladiferencia entre el producto de las densidades monoelectrónicas y un término no reducible, quedefinimos anteriormente como la “densidad de correlación-intercambio”, ρXC (~r1, ~r2), que contienelos efectos de intercambio electrónico y correlación (Ecuación (2.1.36)). Como el producto de lasdensidades monoelectrónicas es la densidad bielectrónica para un sistema de electrones no in-teractuantes, ρXC (~r1, ~r2) representa el efecto de los enlaces de dos centros de acuerdo al modelotradicional de enlace de Lewis [137]. Por lo tanto, la integración de ρXC (~r1, ~r2) en dos cuencasatómicas da como resultado la densidad de enlace de dos centros. Hay que tener en cuenta queρXC (~r1, ~r2) es extensivo con el tamaño y su doble integración a todo el espacio electrones sumael número total de electrones en el sistema, N .La densidad N-electrónica, ρ (~r1, . . . , ~rn) puede también expandirse en términos de menororden mediante:
ρ (~r1, . . . , ~rn) = n∏i ρ (~r)i + [· · · ] + (−1)n−1 wn (~r1, . . . , ~rn) (2.5.57)
donde el primer término es el producto de las densidades monoelectrónicas, la densidad N-electrónica para un sistema de electrones no interactuantes, seguido por varios términos queinvolucran densidades de menor orden desde n = 1 a n = n − 1, no incluidos por simplicidad,y finalmente un término irreducible wn (~r1, . . . , ~rn). Nos centraremos en este término ya que suspropiedades son similares a las de la densidad de correlación-intercambio en el caso de doselectrones. Por tanto, es extensivo en tamaño y su integración a todo el espacio da el número totalde electrones multiplicado por el número de permutaciones no cíclicas de partículas, representadapor el factorial de (n− 1):
∫ · · · ∫ wn (~r1, . . . , ~rn)d~r1, . . . , d~rn = (n− 1)!n (2.5.58)
Para funciones de onda monodeterminantes en sistemas de capa abierta, construidas tantocon orbitales de espín moleculares HF o KS, wn (~r1, . . . , ~rn) se puede escribir como sumas de
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productos de las funciones de los orbitales de espín α y β , φi:
wn (~r1, . . . , ~rn) = (n−1)!∑j=1
Pˆj nαocc∑i1=1
nαocc∑
i2=1 · · ·
nαocc∑
in=1φαi1 (~r1)φαi2 (~r1) , . . .
. . . , φαin (~rn)φαi1 (~rn) + Pˆj nβocc∑i1=1
nβocc∑
i2=1 · · ·
nβocc∑
in=1φβi1 (~r1)φβi2 (~r1) , . . .. . . , φβin (~rn)φβi1 (~rn)] (2.5.59)
Cada suma de j en la ecuación anterior (2.5.59) representa una permutación no cíclica deuna partícula que se genera usando un operador de permutación adecuado, Pˆj . Al igual que conw2, wn representa el efecto del enlace de n-centros en los puntos 1, 2, . . . , n. En consecuencia,su integración a n cuencas atómicas proporciona la densidad de enlace de n-centros. Esta seobtiene al dividir el espacio molecular en regiones atómicas mediante integrales de solapamientode orbitales de espín que se expresan como una suma de contribuciones atómicas:∫
τ φi (~r)φj (~r)d~r =∑A
∫
ΩA φi (~r)φj (~r)d~r (2.5.60)
donde ΩA representa el dominio atómico del átomo A. Entonces, los productos de orbitales deespín se reemplazan por las integraciones atómicas correspondientes para obtener la densidad deenlace de n-centros:∫
Ω1 · · ·
∫





i2=1 · · ·
· · · nαocc∑in=1
∫
Ω1 φαi1 (~r1)φαi2 (~r1)d~r1 . . .
∫




i2=1 · · ·
· · · nβocc∑in=1
∫
Ω1 φβi1 (~r1)φβi2 (~r1)d~r1 . . .
∫
Ωn φβin (~rn)φβi1 (~rn)d~rn
 (2.5.61)
Cada permutación de las partículas en la ecuación anterior (2.5.61) origina un esquema dedeslocalización. Usando la teoría de resonancia y la teoría de enlace de valencia, se ha mostradoque todas las estructuras de resonancia pueden obtenerse a partir de combinaciones apropiadasde estos esquemas de deslocalización [138, 139]. La suma de todos los esquemas de deslocaliza-ción posibles, incluyendo los resultantes de las permutaciones cíclicas, proporciona el índice dedeslocalización electrónico de n centros, n-DI:
∆n = n (n−1)!∑j=1
Pˆj nαocc∑i1=1
nαocc∑




Ω1 φαi1 (~r1)φαi2 (~r1)d~r1 . . .








Ω1 φβi1 (~r1)φβi2 (~r1)d~r1 . . .
. . . ∫Ωn φβin (~rn)φβi1 (~rn)d~rn
] = ∆αn + ∆βn (2.5.62)
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donde el factor n en la ecuación anterior (2.5.62) se introduce para incluir también las permuta-ciones cíclicas. Los dos términos en corchetes representan las contribuciones a ∆n de los orbitalesde espín α y β . También es posible obtener las contribuciones pi y σ en sistemas planos o casiplanos restringiendo las sumas a orbitales de espín de estas simetrías.Los valores obtenidos aumentan con n debido a la inclusión de más permutaciones cíclicasequivalentes. Sin embargo, el índice se calcula como producto de n integrales de solapamientoatómico, cuyos valores están comprendidos entre 0 y 1 (por cuestiones de normalización de losorbitales de espín). Esto provoca que el índice disminuya en potencias de n.Para disminuir el problema de la dependencia con el aumento del orden del índice, Mandadoy colaboradores [140] propusieron un escalado similar al índice multicéntrico normalizado derivadopor Cioslowski y colaboradores en el contexto de la energía de resonancia topológica [141].
2.5.4. Correlación entre los criterios de aromaticidad
El hecho de que las diferentes escalas, energética, magnética y basadas en la densidad electró-nica, discrepen en muchos casos en la clasificación de los sistemas como aromáticos, no-aromáticoso antiaromáticos, ha llevado a muchos investigadores a proponer un carácter multidimensional pa-ra la aromaticidad [142, 143]. Sin embargo, diferentes autores han demostrado que este caráctermultidimensional no existe y que los diferentes criterios están en realidad relacionados entre sí.Por lo tanto, para una interpretación adecuada de la aromaticidad de un sistema (en particular enpoliciclos y poliheterociclos orgánicos) es fundamental tener en cuenta las relaciones existentesentre las diferentes escalas. Es de gran importancia el trabajo de Aihara, que ha vinculado loscriterios aromáticos energético y magnético [144] usando, para ello, la teoría de diamagnetismo deHückel-London en hidrocarburos aromáticos policíclicos. Aihara pudo expresar matemáticamente larelación observada entre la susceptibilidad magnética debida a las corrientes de anillo y la energíade estabilización debida a la conjugación cíclica, representada, esta última, por la energía de reso-nancia de circuito (en inglés “circuit resonance energy”, CRE). Esta magnitud es aproximadamenteigual a la CCE o ef (Z ) definida previamente en (B.1.22) [144].Por otro lado, Bultinck y colaboradores mostraron que los NICS en los hidrocarburos aromá-ticos policíclicos están correlacionados con los índices de deslocalización electrónica, n-DI o MC.Concluyeron que los NICS para un anillo de benceno son la superposición de corrientes de anillocirculando alrededor de diferentes circuitos de benceno, naftaleno, antraceno, . . . Empleando losparámetros de dicha correlación reconstruyeron, para una serie de hidrocarburos, los mapas de co-rriente de anillo. Con ello demostraron que existe una relación entre la deslocalización electrónicamulticéntrica y la susceptibilidad magnética debida a corrientes de anillo [145].Mandado mostró que la energía de resonancia, la susceptibilidad magnética debida a corrientesde anillo y deslocalización electrónica multicéntrica están relacionadas a través de lo que éldefinió como “conductancia eléctrica de circuito molecular”. Para ello, estableció una conexiónentre la estabilización aromática y las propiedades magnéticas y eléctricas de sistemas aromáticosusando un modelo semiclásico que vincula las leyes del electromagnetismo clásico con la teoríade diamagnetismo de Aihara [146].
58 CAPÍTULO 2. METODOLOGÍA EMPLEADA2.6. Análisis de la densidad electrónica mediante la TeoríaCuántica de Átomos en Moléculas
Tanto desde un punto de vista teórico como experimental, la densidad electrónica, ρ (~r), siempreha tenido gran importancia para un químico, ya que su estudio completo obtiene como resultadola comprensión del funcionamiento de una molécula. Dado que es un observable, es susceptible dedeterminación experimental, por lo que en los últimos años se ha vivido un auge en el desarrollode técnicas, como la difracción de rayos X, la difusión Compton, la difracción de electrones, ladifracción mixta de neutrones y electrones, . . . , para su determinación experimental. No obstante,a veces no debe olvidarse que la densidad electrónica es una función matemática tridimensionalcuya morfología está determinada por la posición de los núcleos del sistema. Este hecho estan importante que dio lugar al “teorema atómico de Kato” [147] sobre las cúspides nucleares,generalizado por Steiner [148] y Bingel [149] a sistemas moleculares. Si definimos el promedioesférico de ρ (~r): ρ¯ (r) = 14pi
∫ ρ (~r) sin θdθdφ (2.6.1)
entonces,
−2Zα =




que nos permite localizar la posición de los núcleos y determinar la carga a partir de un simpleanálisis de ρ (~r).Por último antes de comenzar con la exposición de la “Teoría Cuántica de Átomos en Moléculas”(en inglés “Quantum Theory of Atoms In Molecules”, QTAIM) y a modo de aclaración importantedestacada por A. Pendás [150]: “ρ (~r) no es un verdadero campo diferenciable, pues los núcleosresultan ser cúspides y no puntos críticos. Aún así, se puede construir un campo homomorfo a ρ (~r)en todos los puntos salvo en entornos alrededor de los núcleos. En estos entornos, tan pequeñoscomo deseemos, se sustituye la verdadera densidad no diferenciable por una aproximación queasí lo sea, cambiando las cúspides por máximos del campo. En estas condiciones, las cúspidesse transforman en sumideros o atractores de ρ (~r) y la topología inducida por ρ (~r) mediante lascuencas de atracción de sus puntos críticos deviene en una elección natural.”
2.6.1. Principios básicos de análisis topológico
El primer paso para un análisis topológico mediante QTAIM es obtener los puntos críticos dela densidad ρ (~r), esto es, obtener los puntos en los que el gradiente de la densidad se hace ceroo, lo que es lo mismo, resolver:
∇ρ (~r) = ~i∂ρ (~r)∂x + ~j ∂ρ (~r)∂y + ~k ∂ρ (~r)∂z = ~0 (2.6.3)
Igual que con cualquier otra función matemática, se obtendrán tres tipos de puntos: máximos(correspondientes a los núcleos), mínimos y puntos de silla. Para identificarlos habrá que obtenerla matriz hessiana evaluada en los diferentes puntos críticos, ~rC :
∇∇ρ (~rC ) = A (~rC ) =

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Esta matriz Hessiana puede ser diagonalizada, ya que es real y simétrica, lo que equivale auna rotación del sistema de coordenadas desde x, y, z → xp, yp, zp (que son los ejes principalesde curvatura de este punto crítico) empleando una matriz unitaria U :
~r′ = ~rU (2.6.5)
Para obtener U se resuelve el sistema:
Aui = λiuI , i = 1, 2, 3 (2.6.6)
en donde ui es el i-ésimo autovector en U . Con ello obtenemos:
U−1AU = D =

∂2ρ(~rp)∂x2p 0 00 ∂2ρ(~rp)∂y2p 00 0 ∂2ρ(~rp)∂z2p
 =
λ1 0 00 λ2 00 0 λ3
 (2.6.7)
λi son las curvaturas o autovalores de la densidad con respecto a los ejes principales en esepunto crítico xp, yp, zp y juntos suman la traza de la matriz Hessiana, denominada en este casocomo “laplaciano de la densidad”, que viene dado por la expresión:
∇ ·∇ρ (~r) =∇2ρ (~r) = ∂2ρ (~rp)∂x2p + ∂2ρ
(~rp)∂y2p + ∂2ρ
(~rp)∂z2p = λ1 + λ2 + λ3 (2.6.8)
El laplaciano de un campo se relaciona con la acumulación o fuga local de carga. Un punto con∇2ρ (~r) < 0 se identifica con una acumulación de carga con respecto a su entorno, mientras quesi ∇2ρ (~r) > 0, entonces entendemos que existe fuga de densidad con respecto a los alrededores.La forma más extendida de clasificar los puntos críticos es a partir de las curvaturas [22]. Paraello se define el rango (ω) como el número de curvaturas no nulas y la firma (σ ) como la sumaalgebraica de los signos de los λi. Con ello, el punto crítico se “etiqueta” usando la notación (ω, σ ).Con muy pocas excepciones, los puntos críticos de las distribuciones de carga moleculares ensu configuración geométrica nuclear estable energéticamente son de rango tres. Un punto críticocon una o más curvaturas nulas se dice ser “degenerado”. Tal punto es inestable y normalmenteindica que no estamos en una distribución de carga en equilibrio.Hay cuatro posibles tipos de puntos críticos para la densidad molecular que vienen asociadosa diferentes elementos de la estructura química:
(3,-3) Todas las curvaturas son negativas y ρ (~rC ) es un máximo local. Se denomina “PuntoCrítico Nuclear” (en inglés “Nuclear Critical Point”, NCP) y se corresponde, en general congran aproximación, a las coordenadas del núcleo. Sin embargo, en algunos casos (tambiénobservados en densidades experimentales) ocurre que el máximo local no está en posicio-nes nucleares, lo que se define como “atrayente no nuclear”. A. Pendás y colaborares handemostrado que estos puntos característicos son un paso normal en el enlace químico degrupos homonucleares en un cierto intervalo de distancias internucleares. Sin embargo, parala mayoría de los compuestos heteroatómicos, este intervalo está lejos de la geometría es-table en condiciones termodinámicas normales. Esto puede ocurrir según como se organicenlas estructuras de las capas de los átomos, tanto en densidades experimentales como condiferentes niveles de cálculo computacionales [151].
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(3,-1) Dos curvaturas son negativas y ρ (~rC ) es un máximo en el plano definido por suscorrespondientes ejes. ρ (~rC ) es un mínimo a lo largo del eje perpendicular a este plano. Sedenomina “Punto Crítico de Enlace” (en inglés “Bond Critical Point”, BCP) y corresponde aun punto entre el enlace de dos átomos.(3,+1) Dos curvaturas son positivas y ρ (~rC ) es mínimo en el plano definido por sus co-rrespondientes ejes. ρ (~rC ) es un máximo a lo largo del eje perpendicular a este plano. Sedenomina “Punto Crítico de Anillo” (en inglés “Ring Critical Point”, RCP) y corresponde aun punto en un anillo de átomos.(3,+3) Todas las curvaturas son mayores que cero y ρ (~rC ) es un mínimo. Se denomina“Punto Crítico de Caja” (en inglés “Cage Critical Point”, CCP) y corresponde a un punto enuna caja de átomos (entre dos anillos hay un punto de caja).
El conjunto de los puntos críticos cumple la relación de Poincaré-Hopf [22] para moléculasaisladas: nNCP − nBCP + nRCP − nCCP = 1 (2.6.9)donde n denota el número de puntos críticos de cada tipo. En el caso de que no se cumpliese estarelación esto indicaría que falta algún punto crítico por obtener. Sin embargo, esta relación es unacondición necesaria pero no suficiente, ya que se cumple, por ejemplo:(nNCP − Y )− (nBCP − X ) + (nRCP − X )− (nCCP − Y ) = 1 , ∀X, Y ∈ N (2.6.10)
2.6.2. Topología del laplaciano de la densidad electrónica
La principal característica del laplaciano de la densidad electrónica es la capacidad de mostrarlas capas atómicas (K, L, . . . ) y las regiones de acumulación y fuga de estas capas. También essensible al tipo de enlace, ya que permite encontrar efectos de segundo orden en las redistribu-ciones de ρ (~r) que acompañan a la formación de la molécula. Es habitual dividir las interaccionesen dos grandes tipos, de acuerdo con el valor del laplaciano en la región del enlace (normalmenteen el BCP):
Interacciones de capa compartida, si ∇2ρ (~rBCP ) < 0, acumulando densidad electrónica enla región internuclear.Interacciones de capa cerrada, si la región es de fuga, ∇2ρ (~rBCP ) > 0.
Además de los BCP, hay otras regiones importantes donde ∇2ρ (~r) 6= 0, ya que la simetríamolecular transforma las capas atómicas y provoca un conjunto de acumulaciones discretas decarga. Si la capa alterada es la de valencia, a esas regiones se les denominan “Valence ShellCharge Concentrations” (VSCC). En el caso de que el laplaciano sea positivo, se comporta comouna base de Lewis (dador) y, por el contrario, con un laplaciano menor de cero, su carácter es elde un ácido de Lewis (aceptor).Existen argumentos teóricos que relacionan la topología de ∇2ρ (~r) con regiones de localiza-ción de pares de electrones y, por tanto, la relacionan con la teoría de la “repulsión de los pareselectrónicos de la capa de valencia” (en inglés “Valence shell electron pair repulsion”, VSEPR).Son, por tanto, en la mayoría de los casos, consistentes con las reglas básicas de Gillespie [150]:
“Los dominios de no enlace ocupan mayor volumen que los de enlace en la misma capa devalencia.”
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“Los dominios de enlace disminuyen de tamaño con el aumento de la electronegatividad delos ligandos y aumentan al incrementarse la del átomo central.”“Los dominios de enlace correspondientes a dobles y triples enlaces son más voluminososque los de enlaces simples.”
2.6.3. Definición del átomo en QTAIM y sus propiedades
Cualquier molécula se puede dividir en diferentes regiones o cuencas, que se representaránpor la letra griega Ω. Esta división o partición del espacio molecular se puede realizar mediantesuperficies de flujo cero del campo vectorial del gradiente de la densidad. Así, para cada superficiese cumple: ∇ρ (~r) · ~n (~r) = 0 (2.6.11)donde ~r es el vector de posición y n (~r) es el vector normal a la superficie. Se cumple que paracada cuenca (Ω) hay un conjunto de líneas del vector gradiente que se origina en el infinito ytermina en un punto entre dos átomos enlazados, el BCP. Las líneas de este conjunto pertenecenpor definición a la superficie de flujo cero porque ellas satisfacen la ecuación (2.6.11) localmente.De ahí se obtiene la definición de átomo en la QTAIM.
Camino de enlace o “Bond Path”
Entre dos átomos que comparten un BCP, que en la mayoría de los casos están enlazados,puede existir un “canal de intercambio privilegiado de correlación-intercambio” [152]. Este canalcomunica los dos átomos y el BCP a través de una línea que se corresponde con un máximo localde la densidad. A esta línea que los une y que pasa por el punto crítico de enlace siguiendo elmáximo de densidad local se le denomina “camino de enlace” o “bond path” (BP). El conjunto delos BP que unen los núcleos de los átomos enlazados en una geometría de equilibrio con lospuntos críticos asociados se conoce como grafo molecular, dando lugar a una estructura molecularsin necesidad de partir de definiciones arbitrarias de enlace químico.
Partición atómica de las propiedades moleculares
En QTAIM se cumple que el valor esperado de un operador Aˆ en todo el espacio viene dadopor la suma de los valores esperados de este operador para todos los átomos en la molécula:




{∫ 12 [Ψ∗AˆΨ + (AˆΨ)∗Ψ]dτ
}d~r) (2.6.12)
para los N átomos de la molécula, 〈Aˆ〉mol es el valor esperado del operador Aˆ, A (Ωi) representael valor esperado para cada átomo i, ∫ dτ se corresponde con la integral para las coordenadas detodos los átomos y espines.
Densidad electrónica en el “Bond Critical Point”
El valor de la densidad en el BCP, (ρ (~rb)), es una de las medidas posibles relacionadas conla acumulación de carga en las regiones enlazantes. Si se hace una comparación entre parejasenlazadas idénticas, ρ (~rb) puede utilizarse para definir un orden de enlace topológico invariante
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a transformaciones orbitales análogo al orden de enlace empleado para cualquier razonamientoquímico. Por ello, el concepto de orden de enlace (OE) es en realidad el de una medida escaladadel valor de ρ (~rb) empleando una exponencial decreciente:OE = exp [A (ρ (~rb)− B)] (2.6.13)donde A y B son constantes que dependen de la naturaleza del átomo enlazado.
Elipticidad del enlace
La elipticidad se define a partir de las curvaturas como:
ε = λ1λ2 − 1, para |λ1| > |λ2| > |λ3| (2.6.14)y mide la asimetría en la acumulación perpendicular de carga respecto a un BP. Si ε = 0 elenlace es cilíndricamente simétrico y, por tanto, probablemente de tipo σ . Valores distintos puedenindicar que el enlace tenga carácter pi . Sin embargo, el carácter pi está ligado a una descripciónorbital y ε mide anisotropías en la distribución de carga y no contiene información directa sobrela contribución orbital a dicha anisotropía.
Población electrónica atómica y carga atómica
La población electrónica de un átomo en una molécula proviene de la expresión (2.6.12),empleando como operador Aˆ = 1ˆ o, equivalentemente, empleando el operador lógico de Dirac,δ (~r ∈ Ω), que significa que si el punto ~r pertenece a la región del espacio Ω su valor es 1 y sino, su valor es 0 [153]:
N (Ω) = ∫Ω ρ (~r)d~r =
∫
Ω δ (r ∈ Ω) ρ (~r)d~r (2.6.15)
Teniendo en cuenta el espín, que sea capa cerrada y proveniente de un determinante de Slater:
N (Ω) =∑i
[〈χi (~r) |χi (~r) 〉αΩ + 〈χi (~r) |χi (~r) 〉βΩ] (2.6.16)
siendo 〈χi (~r) |χi (~r) 〉αΩ = ∫Ω χα∗i (~r) χαi (~r)d~r ≡ Sαii (Ω)〈χi (~r) |χi (~r) 〉βΩ = ∫Ω χβ∗i (~r) χβi (~r)d~r ≡ Sβii (Ω)
(2.6.17)
y Sα,βii (Ω) el i-ésimo elemento diagonal de la matriz de solapamiento atómico. Además, si existeun plano de simetría en la molécula, los Sα,βii (Ω) se pueden separar en contribuciones σ /pi .Para obtener la carga atómica solo hay que restar N (Ω) a la carga nuclear (número atómico)del átomo correspondiente: q (Ω) = ZΩ −N (Ω) (2.6.18)
Un criterio utilizado para estimar la precisión de la integración numérica aproximada de laspoblaciones electrónicas de los átomos en una molécula es su suma total. Si esta difiere en menosde 0,003 au (unidades atómicas) del número de electrones molecular, se considera aceptable.No obstante, esta es una condición necesaria pero no suficiente ya que pueden ocurrir errorescompensatorios entre los átomos.
2.6. ANÁLISIS DE DENSIDAD MEDIANTE QTAIM 63
Volumen atómico
El volumen atómico se define como el espacio involucrado por la intersección de las superficiesde flujo cero de un átomo y una isosuperficie de densidad electrónica escogida arbitrariamente.Habitualmente 0,001 au o 0,002 au según se trate de representar volúmenes atómicos en fasegas o cristalina, respectivamente.
Energía cinética y laplaciano
La energía cinética puede ser calculada mediante dos expresiones equivalentes de las cualesla primera es la más habitual:
K (Ω) = − ~22mN
∫
Ω d~r
∫ dτ ′ [Ψ∇2Ψ∗ + Ψ∗∇2Ψ] (2.6.19)
que se denomina “energía cinética de Schrödinger”.La siguiente expresión es la “energía cinética de gradiente”:
G (Ω) = ~22mN
∫
Ω d~r
∫ dτ ′∇iΨ∗ · ∇iΨ (2.6.20)
Las dos expresiones coinciden en resultados y su diferencia tiene que ser cero para toda lamolécula y si la integración se lleva a cabo en un sistema formado por superficies de flujo ceroaunque, debido a errores numéricos en la integración atómica, esta diferencia no es nula. Por ello,es un método para medir la precisión de esta integración. De la diferencia se define una nuevafunción: L (Ω) = K (Ω)− G (Ω) = − ~24m
∫
Ω∇2ρ (~r)d~r (2.6.21)
Empleando el teorema de Gauss se demuestra que es cero en los casos en que se cumple(2.6.11), esto es, en las cuencas QTAIM:
L (Ω) = K (Ω)− G (Ω) = − ~24m
∫
Ω∇ρ (~r) · ~n (~r)dS (Ω, ~r) = 0 (2.6.22)
Energía atómica total
La expresión que relaciona el laplaciano de la densidad electrónica ∇2ρ (~r), la expresión dela energía cinética de gradiente G (~r) (2.6.20) y la energía potencial V (~r) es la siguiente [22]:(
~24m
)∇2ρ (~r) = 2G (~r) + V (~r) (2.6.23)
conocida como la relación del virial local.Según las expresiones (2.6.21) y (2.6.22), el primer miembro es cero en una cuenca QTAIM oen todo el espacio molecular, por lo que integrando la expresión anterior se obtiene:
2K (Ω) + V (Ω) = 0 (2.6.24)
que es la expresión del virial atómico.
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Dado que la energía total viene expresada como:E (Ω) = K (Ω) + V (Ω) (2.6.25)
Combinando (2.6.24) y (2.6.25):
E (Ω) = K (Ω)− 2K (Ω) = −K (Ω) = 12V (Ω) (2.6.26)
La suma de todas las energías atómicas dará, evidentemente, la energía total de la molécula:Etotal =∑Ω E (Ω) (2.6.27)
Sin embargo, en la práctica esta suma no es exactamente igual, a causa de emplear unaintegración numérica y, por lo tanto, es otra forma de estimar la precisión de los cálculos numéricosrealizados.
Momento dipolar atómico
El primer momento vectorial de una distribución de carga, ~M (Ω) , se obtiene promediando~rΩ , vector radial de un electrón desde el núcleo de un átomo, con origen en el núcleo, sobre ladensidad electrónica del átomo: ~M (Ω) = −e ∫Ω ~rΩρ (~r)d~r (2.6.28)
El primer momento permite dar una medida de la extensión y dirección de la polarizacióndipolar de la densidad electrónica del átomo determinando el desplazamiento del baricentro dela carga negativa desde la posición de su núcleo. El momento dipolar de una molécula neutra seexpresa como: ~µ = e∑Ω ZΩ ~XΩ − e
∫ ~rρ (~r)d~r (2.6.29)
donde los vectores de posición nuclear y electrónico ~r y ~XΩ, respectivamente, se miden desde unorigen común y arbitrario. Se relacionan con el vector ~rΩ con la región Ω mediante la expresión:~r = ~rΩ + ~XΩ (2.6.30)y añadiendo esta última a la expresión (2.6.29):~µ =∑Ω q (Ω) ~XΩ +
∑
Ω
~M (Ω) = ~µc + ~µa (2.6.31)
El primer término de esta última ecuación es la contribución de la transferencia de cargainteratómica, mientras que el segundo término, µa , surge de las polarizaciones de las distribucionesatómicas individuales.~µ se puede descomponer en sus componentes:
~µ (Ω) = −e ∫Ω xρ (~r)d~r−e ∫Ω yρ (~r)d~r−e ∫Ω zρ (~r)d~r
 (2.6.32)
y su módulo es: |~µ (Ω)| =√µ2x + µ2y + µ2z (2.6.33)
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Momento cuadrupolar atómico
El tensor momento cuadrupolar atómico viene dado por la expresión:
Q (Ω) = Qxx Qxy QxzQyx Qyy QyzQzx Qzy Qzz
 =
= −e2
 A 3 ∫Ω xΩyΩρ (~r)d~r 3 ∫Ω xΩzΩρ (~r)d~r3 ∫Ω yΩxΩρ (~r)d~r B 3 ∫Ω yΩzΩρ (~r)d~r3 ∫Ω zΩxΩρ (~r)d~r 3 ∫Ω zΩyΩρ (~r)d~r C
 (2.6.34)
con
A = ∫Ω (3x2Ω − rΩ) ρ (~r)d~rB = ∫Ω (3y2Ω − rΩ) ρ (~r)d~rC = ∫Ω (3z2Ω − rΩ) ρ (~r)d~r
En el caso de que el momento cuadrupolar tenga simetría esférica, entonces ∫Ω x2Ωρ (~r)d~r =∫Ω y2Ωρ (~r)d~r = ∫Ω z2Ωρ (~r)d~r = 13 ∫Ω ~r2Ωρ (~r)d~r y Qxx = Qyy = Qzz = 0 , por lo que es una medidade la desviación de la simetría esférica de la densidad electrónica atómica. Por ello, si una de lascomponentes de la diagonal es menor que cero, la densidad electrónica se concentra en ese eje yviceversa.Dado que el tensor momento cuadrupolar atómico es una matriz, se puede diagonalizar, esdecir, escoger un sistema de coordenadas que haga cero los elementos no diagonales de la matriz.La traza de la matriz, además, se mantiene invariable a estos cambios.
2.7. Partición atómica de Hirshfeld
Como ya se ha visto, QTAIM usa la condición de flujo cero del campo vectorial gradientede la densidad electrónica para delimitar superficies interatómicas, definiendo lo que se handenominado “cuencas atómicas” (ΩA). Esta forma de separar el espacio molecular de forma tanrigurosa y elegantemente matemática se caracteriza por concretar regiones que nunca se recubreny que cumplen el teorema del virial. Sin embargo, existe un amplio elenco de métodos para intentardividir el espacio molecular en fragmentos en los cuales poder aplicar la intuición química y losconceptos de transferibilidad, orden de enlace, etc. Entre todos ellos, dejando a un lado el históricométodo de Mulliken, donde se usa un operador de proyección para obtener densidades atómicas,cabe destacar el planteamiento de Hirshfeld [23], que consiste en suponer que la densidad decada punto de la molécula se distribuye entre todos los átomos y, así, propone el empleo de unas“funciones de peso” usando la densidad promolecular, es decir, la superposición de la densidadde los átomos no interactuantes en la molécula. Este método, también denominado “stockholder”y su mejora, “Hirshfeld-I”, son los “buques insignia” de las aproximaciones de “átomos difusos” (eninglés fuzzy atoms) y, al igual que QTAIM, son ampliamente usados.La función de peso Hirshfeld para un átomo A se define como:
wA (~r) = ρ0A (~r)ρ0mol (~r) = ρ
0A (~r)∑A ρ0A (~r) (2.7.1)
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donde ρ0A (~r) es la densidad del átomo aislado A y ρ0mol (~r) es la densidad promolecular de todoslos átomos. Con ello, la densidad de un átomo A se define como:
ρA (~r) = wA (~r) ρ (~r) = ρ0A (~r)ρ0mol (~r)ρ (~r) = ρ
0A (~r)∑A ρ0A (~r)ρ (~r) (2.7.2)
Se ha demostrado que esta función de peso, wA , según la teoría de la información de Kull-back–Liebler, permite la división óptima del espacio molecular en átomos conservando la entropíade la información [154–160] y sus átomos son altamente transferibles [161].Análogamente a la ecuación (2.6.12) en QTAIM, se puede expresar cualquier propiedad inte-grable mediante la partición de Hirshfeld:
〈Aˆ〉mol = N∑i A (Ωi) =
N∑
i
(N ∫ wi (~r){12
∫ [Ψ∗AˆΨ + (AˆΨ)∗]dτ}d~r) (2.7.3)
siendo N el número de átomos totales, 〈Aˆ〉mol el valor esperado del operador Aˆ, A (Ωi) el valoresperado para cada átomo i , ∫ dτ la integral para las coordenadas de todos los átomos y espines.Con la expresión anterior se pueden calcular propiedades integradas como poblaciones, ener-gías cinéticas, momentos dipolares, el tensor del momento cuadrupolar, . . . Sin embargo, hay al-gunas propiedades que no existen, como la energía total atómica empleando el teorema del viriallocal en la sección 2.6.3, y otras que no tienen el mismo sentido que en QTAIM, como L (Ω), ladiferencia entre la energía cinética de Schrödinger y la energía cinética de gradiente (véanse lasexpresiones (2.6.19) y siguientes), ya que el espacio atómico de Hirshfeld es “disperso” y se solapaen los diferentes átomos.
2.7.1. Partición atómica Hirshfeld-I
En 2007, Bultinck y colaboradores [153] publicaron una revisión del método Hirshfeld pro-poniendo un método iterativo para obtener las funciones de peso que corregía los siguientesproblemas:
1. Las cargas atómicas Hirshfeld son demasiado próximas a cero en la práctica.
2. Las poblaciones Hirshfeld dependen de la elección de la densidad promolecular, es decir, lasuperposición de la densidad de los átomos aislados (neutros o iones).
3. Las cargas Hirshfeld solo se pueden calcular en moléculas neutras.
4. La función de peso Hirshfeld está relacionada con la entropía de información [162] comola función que minimiza la pérdida de información en la formación de una molécula de Aátomos: I =∑A
∫ ρA (~r) ln(ρA (~r)ρ0A (~r)
)d~r (2.7.4)
Para que esto ocurra, es necesario que se cumpla:
NA = ∫ ρA (~r)d~r = ∫ ρ0A (~r)d~r = N0A (2.7.5)
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Esta igualdad no es completamente cierta, aunque las poblaciones Hirshfeld son muy cercanasa la densidad promolecular como se decía en el punto 1.Para ello, Bultinck y colaboradores emplean la función de forma σA (~r) para un átomo A queviene dada por: σA (~r) = ρA (~r)NA (2.7.6)
Reescribiendo la expresión (2.7.4):
I =∑A
[∫ ρA (~r) ln(ρA (~r)ρ0A (~r)
)d~r] =
=∑A
[∫ σA (~r)NA ln(σA (~r)NAσ 0A (~r)N0A
)d~r] =
=∑A








Dado que: ∫ σA (~r)d~r = ∫ ρA (~r)NA d~r =
∫ σ 0A (~r)d~r = 1 (2.7.8)
Se obtiene la expresión:
I =∑A
[NA ∫ σA (~r) ln(σA (~r)σ 0A (~r)
)d~r +NA ln(NAN0A
)] (2.7.9)
Si se compara con la expresión (2.7.4), el término extra que aparece, NA ln (NA/N0A) es la “entropíade mezcla”, que refleja la transferencia de carga que ocurre durante la formación de la molécula[160].Partiendo de una referencia promolecular Hirshfeld cuyas poblaciones iniciales son {N0A}, lasnuevas poblaciones que se obtienen {N1A} se normalizan y se construyen las nuevas funciones depeso como sigue: w iA (~r) = ρi−1A (~r)ρi−1mol (~r) (2.7.10)repitiéndose el cálculo hasta que la entropía de mezcla para todos los átomos se hace nula, quees el criterio de convergencia. Esto ocurre cuando N iA = N i−1A porque el logaritmo se hace cero.Para obtener la densidad en cada punto se usa la siguiente fórmula de interpolación:
ρNAA (~r) = ρent_inf (NA)A (~r) [ent_sup (NA)−NA] + ρent_sup(NA)A (~r) [NA − ent_inf (NA)] (2.7.11)donde ent_inf (N) representa el entero inmediatamente inferior10, mientras que ent_sup (N) esel entero inmediatamente superior11.El tratamiento de moléculas de capa abierta, donde los electrones de espín contrario sedescriben por densidades diferentes (ρα (~r) o ρβ (~r)), tienen que recibir un tratamiento distinto
10El entero inmediatamente inferior de 4,7 es 4, por ejemplo11El entero inmediatamente superior de 4,3 es 5
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[163], separando por un lado la contribución α y por el otro la β . La pérdida de información sedescribe para cada átomo como:
Icapa abiertaA = NαA ∫ σαA (~r) ln( σαA (~r)σ 0,αA (~r)
)d~r
+NαA ln( NαAN0,αA




donde la nueva función de forma viene dada independientemente para cada densidad α y β como:
σ iA (~r) = ρiA (~r)N iA , ∀i = α, β (2.7.13)Para minimizar la pérdida de información, las densidades α y β se tienen que tratar indepen-dientemente. Las densidades normalmente se interpolan entre átomos de diferente carga obtenidosinicialmente de un nivel Hatree-Fock y en su estado fundamental espectroscópico, que no es nece-sariamente singlete. Por ello, incluso en moléculas de capa cerrada, los átomos en la promoléculano tienen espín. Para resolverlo habría que ampliar el proceso iterativo interpolando la ecuación(2.7.11) tanto para la carga como para el espín en cada paso. Sin embargo, Geldof et al. propusie-ron otro método [163], denominado FOHI (en inglés, fractional occupation Hirshfeld-I) en el quelos orbitales con una carga y espín dados se determinan mediante cálculos no restringidos usandoocupaciones fraccionarias para orbitales de valencia degenerados mientras que todos los otros or-bitales de menor energía están completamente ocupados. Este tipo de cálculo, independientementede cómo se haya obtenido la energía y la función de onda (métodos CC, MP, . . . ), siempre usa elmismo nivel de cálculo (en el trabajo utilizan UB3LYP). Con ello se obtienen unas nuevas funcionesde peso para α y para β , a semejanza de (2.7.1). El cálculo se repite hasta que N iA = N i−1A .Recientemente [164], Ghillemijn et al presentaron un nuevo método basándose en la minimi-zación de la pérdida de información (Hirshfeld-Iλ ), pero ahora requiriendo explícitamente que lasdensidades promoleculares integren al mismo número de electrones como las densidades molecu-lares. Esta nueva función de peso lleva a un esquema iterativo y variacional pero con un mayorcoste computacional, tanto en ciclos de cálculo como en tiempo empleado en cada uno. La imple-mentación práctica del algoritmo tampoco es sencilla, ya que en un paso intermedio del cálculotuvieron que añadir un parámetro k que permitiese arreglar un problema de continuidad.Las cargas obtenidas son mayores que las Hirshfeld antiguas pero menores que las Hirshfeld-I. Sin embargo, en el mismo artículo indican que el cálculo de estas nuevas cargas propuestastiene gran sensibilidad al conjunto base escogido (en general, las cargas en 3-21G son 1,5 vecesmayores que las 6-311++G**). Además, también apuntan que los potenciales electrostáticos nocorrelacionan suficientemente con los potenciales ab initio.
2.7.2. “Iterated Stockholder Atoms”
Lillestolen y Wheatley [165] consiguieron solventar de diferente manera los problemas ob-servados en el método Hirshfeld inicial (2.7.1) presentando un método que denominaron “iteratedstockholder atoms” (ISA).En su trabajo, las funciones de peso no necesitan provenir de una densidad atómica no inter-actuante ya que incluso con un valor constante, el proceso repetitivo del método converge a una
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única solución (la población atómica ISA). Para ello, tienen en cuenta que cada punto ~r está en lasuperficie de una esfera de radio R = |~r − ~RA| de un núcleo dado A, es decir, se escoge una seriede puntos comunes que se desplazan con el vector de posición ~RA de cada átomo A. La función depeso vendrá dada por:
w ISAA (~r) =
〈ρ0A (|~r − ~RA|)〉ρ0mol (R ) =
〈ρ0A (|~r − ~RA|)〉∑NB=1 〈ρ0B (|~r − ~RB|)〉 (2.7.14)
El punto ~r siempre se mantiene constante en la posición relativa al correspondiente átomoB, por lo que la densidad promolecular total en ese punto ~r es la suma de los promedios de lasdensidades de cada uno de los átomos ya que cambia la posición de ~RB . En el primer paso hacia laconvergencia, los valores de la densidad son computados como (2.7.2) y para cada punto escogidose calcula la densidad promedio. El átomo promolecular se construye a partir de estas densidades.En el siguiente paso, la promolécula se construye desde estos átomos como en la ecuación (2.7.14)y el cálculo finaliza cuando no cambia 〈ρA(|~r − ~RA|)〉 en ningún átomo.






Revisiting the calculation ofcondensed Fukui functions using thequantum theory of atoms inmolecules1
3.1. Introduction
The density functional theory [13, 14] (DFT) bases on the electron density is the fundamentalquantity for describing atomic and molecular ground states. The so-called “conceptual DFT” [15],first developed by Parr and Yang, has provided a background for quantitative interpretations ofmultiple chemical concepts which had been already used for many years in different branches ofchemistry. In this context, the quantification of concepts related to the chemical reactivity, suchas the electronic chemical potential [59] and the chemical hardness and softness [17], should behighlighted. In particular, the Fukui functions [18] (FFs) and their condensed forms [167] havebecome an essential tool for reactivity studies both in inorganic and organic chemistry, allowingthe interpretation of multiple experimental results.The calculation of condensed FFs requires a previous partitioning of the molecular electrondensity into different entities (usually atoms, functional groups, or molecular regions). The relativevalues of the condensed FFs provide valuable information about the relative nucleophilicity orelectrophilicity at different sites of the molecule. Obviously, the chemical interest increases whenthese sites represent the atoms in the molecule. Thus, a large number of publications has beendevoted to the calculation of atomic condensed FFs using different atomic partitionings [167–177]. Among them, and being aware of the diverse atomic partitioning described in the chemicalbibliography, we would like to remark those employing the Hirshfeld atomic partitioning [23] andthe quantum theory of atoms in molecules (QTAIM) [22]. Unfortunately, several drawbacks for theuse of QTAIM on the calculation of DFT based reactivity indices have been put forward. Forinstance, De Proft et al [169] have found that some atomic condensed FFs may display negativevalues using QTAIM, which, according to Roy et al, have no physical meaning [178, 179]. However,Ayers has shown in a recent paper that negative atomic condensed FFs could be obtained in some
1Published in [166]
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specific cases [180]. Moreover, atomic condensed FFs that are in disagreement with experimentalresults are obtained for some molecules such as enolate ion when the QTAIM partitioning isemployed [169]. On the contrary, De Proft et al have shown for the same molecules that theHishfeld atomic partitioning provides condensed FFs that are in line with the experimental trends[174].The aim of this work is to investigate the origin of the negative values of QTAIM FFs, andpropose an alternative way of calculation which solves the previously reported problems. The paperis organized as follows: in Sec. 3.2 we first make a brief overview on the DFT based reactivityindices and show the correct QTAIM formulation for the condensed FFs. Based on this formulation,we demonstrate that the negative condensed FFs values are directly related to the atomic basinsemployed for the numerical integrations, and propose a new way of calculation. After describingthe computational details (Sec. 3.3, we discuss (in Sec. 3.4 the values of the old and new QTAIMFFs for several molecules. Also, a comparison with previously reported Hirshfeld FFs is carriedout.
3.2. Theoretical aspects
3.2.1. First and second derivatives of the energy in DFT
According to DFT, the molecular energy is a function of the number of electrons, N , andthe external potential, v (~r), which depends, in the absence of other perturbations, on the spatialdisposition of the nuclei. Thus, any infinitesimal change of the molecular energy can be expressedby Eq. (3.2.1), dE = ( ∂E∂N
)
v (~r) dN +
∫ ( δEδv (~r)
)
N δv (~r)d~r (3.2.1)
(∂E/∂N)v (~r) has the same physical meaning as the traditional concept of chemical potential foran electron system [59]. Thus, it is known as the electronic chemical potential, µ, the tendencyof the system to attracting and holding electrons, which in turn matches the classical concept ofelectronegativity, χ [59]. On the other hand, (δE/δv (~r))N is equal to the electron density at the point~r , ρ(~r), ( ∂E∂N
)
v (~r) = µ = −χ (3.2.2)( δEδv (~r)
)
N = ρ(~r) (3.2.3)





v (~r) = η (3.2.4)( ∂2E∂Nδv (~r)
) = (∂ρ(~r)∂N
)
v (~r) = f (~r) (3.2.5)( δ2Eδv (~r)δv (~r′)
) = ( δρ(~r)δv (~r′)
)
N = χ (~r, ~r′) (3.2.6)
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f (~r) is known as the electronic FF and can be interpreted as the change of the electron densityat the point ~r when the number of electrons is changed when keeping the external potential constant.It must be noticed that due to the N discontinuity of atoms and molecules the derivatives involvedin Eqs. (3.2.2), (3.2.4), (3.2.5), and (3.2.7) are not continuous, giving rise to right- and left-hand-sidederivatives. For instance, two different FFs, f+(~r) and f−(~r), result from the N discontinuity,(∂ρ(~r)∂N
)+
v (~r) = f+(~r) (3.2.8)(∂ρ(~r)∂N
)−
v (~r) = f−(~r) (3.2.9)












v (~r) = Sf (~r) (3.2.11)
Equation (3.2.11) allows, analogously to the FFs, defining two kinds of local softness, s+(~r)upon nucleophilic attack, and s−(~r) upon electrophilic attack.Finally, the last second derivative of E is given by Eq. (3.2.6). The kernel χ (~r, ~r′) representsthe response of the electron density at a given point ~r to a perturbation at a point ~r′.
3.2.2. Condensed Fukui functions using QTAIM
Given an arbitrary atomic partitioning of the molecular electron density, one can calculate theintegrated values of the FFs within the different atomic regions. These integrated FFs are knownas condensed FF and are expressed by Eqs. (3.2.12) and (3.2.13), where ΩA represents the atomicdomain of the atom A, f+A = ∫ΩA
(∂ρ(~r)∂N
)+
v (~r) d~r (3.2.12)




v (~r) d~r (3.2.13)
According to Eqs. (3.2.12) and (3.2.13) the condensed FFs depend on the external potential, thenumber of electrons, and also on the atomic volume within which the integration is performed. Thus,fA can be regarded as a function of v (~r), N , and ΩA , (Eq. (3.2.14)) and any infinitesimal change offA can be calculated as an expansion of the corresponding partial derivatives (Eq. (3.2.15)),
fA = fA(N, v (~r),ΩA) (3.2.14)
dfA = (∂fA∂N
)
v (~r),ΩA dN +
∫ ( δfAδv (~r)
)
N,ΩA δv (~r)d~r +
( ∂fA∂ΩA
)
N,v (~r) dΩA (3.2.15)
Equation (3.2.15) gives the deviations to fA due to finite changes on N , v (~r), or ΩA . Thus,for a rigorous calculation of fA , it is necessary not only to keep the external potential constant,but also the atomic domain unchanged. In the absence of other perturbations the condition ofconstant external potential is readily satisfied by keeping the nuclear positions unchanged duringthe calculation of f+(~r) and f−(~r). On the contrary, the evaluation of the FFs is carried out bycalculating the variation on ρ(~r) with a change on N , so that the condition of N constant is notviable in practice, and approximations must be done. The classical way of calculating the FFsis through the finite differences approximation. Thus, the electron densities of the reference andits anionic form are employed to calculate f+(~r), whereas the electron densities of the referenceand its cationic form are employed to calculate f−(~r). Equations (3.2.16) and (3.2.17) representthe condensed FFs using the finite differences approximation. In these equations the nuclearconfiguration employed for the calculation of the electron densities correspond to the reference,
f+A = ∫ΩA (ρN0+1(~r)− ρN0 (~r))d~r (3.2.16)
f−A = ∫ΩA (ρN0 (~r)− ρN0−1(~r))d~r (3.2.17)
It must be noticed that the integrals in Eqs. (3.2.16) and (3.2.17) are limited to the atomicvolume in the reference, which is in turn obtained with the atomic partitioning scheme considered.Among the possible atomic partitioning schemes that could be employed to compute the con-densed FFs, we are concerned with the QTAIM atomic partitioning. The QTAIM partitioning isobtained by using the zero-flux condition, which is a mathematical condition rigorously derivedfrom Schwinger’s principle of stationary action [182].Since the electron density is a function of the number of electrons, and the atomic domains inQTAIM are given by the topology of ρ(~r), any change of N implies a modification of the atomicvolumes. Thus, the QTAIM condensed FFs have been traditionally calculated using two differentintegrations. The atomic electron density of the reference is integrated within its atomic volumein the reference, and the atomic electron densities of cationic and anionic forms are integratedwithin their own atomic volumes. Thus, Eqs. (3.2.18) and (3.2.19) are the expressions that havebeen hitherto employed to compute the QTAIM FFs, where Ω+A and Ω−A are the atomic domain ofthe atom A in the cationic and anionic forms, respectively,
f+prevA = ∫Ω+A ρN0+1(~r)d~r −
∫
ΩA ρN0 (~r)d~r (3.2.18)
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f−prevA = ∫ΩA ρN0 (~r)d~r −
∫
Ω−A ρN0−1(~r)d~r (3.2.19)
One can readily obtain the deviation to f+A and f−A given by the third term on the right handin Eq. (3.2.15), due to the use of Eqs. (3.2.18) and (3.2.19). ∆f+A and ∆f−A represent, respectively,these deviations. Also, it has to be stressed that Eqs. (3.2.18) and (3.2.19) involve the calculation ofcondensed FFs using different space regions, one for the N0 reference system and a different onefor the N0+1 or N0−1 system. Condensed FFs are the result of integrating FFs in a certain spaceregion. Therefore, the integration boundaries should be unique. Equations (3.2.18) and (3.2.19)just provide the variation of atomic electron population experienced by an atom A, ∆N(ΩA), alongthe oxidation or reduction of the N0-electron reference system,
∆f+A = ∫Ω+A ρN0+1(~r)d~r −
∫
ΩA ρN0+1(~r)d~r (3.2.20)
∆f−A = ∫ΩA ρN0−1(~r)d~r −
∫
Ω−A ρN0−1(~r)d~r (3.2.21)
The QTAIM condensed Fukui functions calculated using Eqs. (3.2.18) and (3.2.19) have beenshown to display negative values in several molecules. As will be shown in Sec. 3.4, this problemcan be readily solved by using Eqs. (3.2.16) and (3.2.17) instead of (3.2.18) and (3.2.19). The sameconsiderations must be taken into account for the calculation of QTAIM condensed softness, s+Aand s−A [183].
3.3. Computational details
The AIMPAC suite of programs [184] developed by Bader et al has been employed to calculatef+prevA and f−prevA via numerical integration of Eqs. (3.2.18) and (3.2.19). The numerical integrationof Eqs. (3.2.16) and (3.2.17) were implemented in a small program written in FORTRAN language,which takes the integration grid points of the reference molecule from AIMPAC. We have studied aset of 18 molecules (Table 3.1), including negative QTAIM FFs previously reported in the literatureas well as some molecules that were shown to display inconsistencies with experimental results.The geometry optimizations and electron density calculations were carried out using theGaussian03 program [185]. All the calculations were performed at the DFT level with the6-311++G(2d,2p) 6d basis set.
3.4. Results and discussion
Condensed FFs (f−A and f+A ) were calculated for all the atoms of the 18 molecules shown inTable 3.1 using the QTAIM atomic partitioning. It can be observed that the method here proposedfor their calculation (Eqs. (3.2.16) and (3.2.17) identifies correctly the most electrophilic andnucleophilic atom of the molecule in all the cases. In contrast, definitions hitherto employed forobtaining QTAIM condensed FFs (Eqs. (3.2.18) and (3.2.19)) fail to predict these atoms in severalmolecules, as was previously reported by De Proft et al [169, 174]. Thus, the most susceptible atomof enolate for experiencing an electrophilic attack is C3 [as we readily obtain using Eq. (3.2.17)and not O2 (obtained with Eq. (3.2.19))]. This finding is in line with the results obtained with
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Table 3.1: QTAIM condensed FFs values computed with new definitions provided by Eqs. (3.2.16)and (3.2.17), f+A (16) and f−A (17), and previously introduced ones (Eqs. (3.2.18) and (3.2.19), f+A (18)and f−A (19). QTAIM atomic integrated HOMO populations, NHOMOA , and Hirshfeld condensed FFs,f+A (H) and f−A (H), (when available and taken from [174, 175] are also shown. All values in au.Negative f−prevA (19) values underlined and largest values of every index in boldface.
Molecules Atoma f−A (17) f−A (H) f−prevA (19) 1/2NHOMOA f+A (16) f+A (H) f+prevA (18)CH2NH C 0.128 0.029 0.067 0.066 0.037CH2NH N 0.447 0.308 0.705 0.136 0.110CH2NH H1 0.163 0.244 0.101 0.370 0.414CH2NH H2 0.129 0.204 0.061 0.210 0.227CH2NH H3 0.133 0.215 0.067 0.211 0.214CH2CHO– C1 0.053 0.043 0.086 0.025 0.032CH2CHO– C2 0.358 0.245 0.537 0.122 0.026CH2CHO– H4 0.103 0.147 0.032 0.421 0.523CH2CHO– H5 0.095 0.139 0.028 0.207 0.233CH2CHO– H6 0.086 0.122 0.006 0.114 0.128CH2CHO– O3 0.304 0.305 0.311 0.111 0.059CH3COCH3 Co 0.045 0.118 -0.102 0.061 0.009 0.047 0.012CH3COCH3 C 0.055 0.083 0.006 0.104 0.038 0.103 0.029CH3COCH3 O 0.458 0.376 0.460 0.685 0.084 0.060 0.064CH3COCH3 Ht 0.049 0.082 0.010 0.088 0.093CH3COCH3 Hg 0.072 0.116 0.004 0.164 0.170CH3COOH C1 0.050 0.000 0.074 0.047 0.031CH3COOH C2 0.034 -0.072 0.028 0.009 0.009CH3COOH O3 0.509 0.515 0.747 0.113 0.086CH3COOH O4 0.183 0.187 0.123 0.215 0.161CH3COOH Ht 0.045 0.076 0.002 0.108 0.111CH3COOH Hg 0.073 0.115 0.011 0.174 0.199CH3COOH Ho 0.035 0.063 0.003 0.160 0.204CH3NH2 C 0.020 -0.089 0.057 0.033 0.025CH3NH2 N 0.476 0.293 0.771 0.140 0.117CH3NH2 Hg 0.079 0.131 0.015 0.149 0.146CH3NH2 Ht 0.146 0.209 0.088 0.211 0.216CH3NH2 Hn 0.099 0.163 0.027 0.158 0.175CH3OH Hg 0.147 0.215 0.082 0.229 0.231CH3OH Ht 0.080 0.141 0.003 0.144 0.150CH3OH C 0.028 -0.153 0.075 0.039 0.028CH3OH O 0.524 0.445 0.751 0.173 0.128CH3OH Ho 0.074 0.137 0.007 0.186 0.232CO2 C 0.098 0.224 0.100 0.012 0.336 0.460 0.402CO2 O 0.451 0.388 0.450 0.494 0.332 0.270 0.299CO C 0.655 0.686 0.595 0.843 0.689 0.747 0.847CO O 0.345 0.314 0.405 0.157 0.311 0.253 0.153HCN C 0.330 0.389 0.276 0.352 0.193 0.071HCN N 0.559 0.502 0.515 0.639 0.162 0.164HCN H 0.111 0.109 0.209 0.009 0.645 0.765
a See Fig. 3.1 for molecules with atom numbering.
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Table 3.1: QTAIM condensed FFs values computed with new definitions provided by Eqs. (3.2.16)and (3.2.17), f+A (16) and f−A (17), and previously introduced ones (Eqs. (3.2.18) and (3.2.19), f+A (18)and f−A (19). QTAIM atomic integrated HOMO populations, NHOMOA , and Hirshfeld condensed FFs,f+A (H) and f−A (H), (when available and taken from Refs. [174, 175] are also shown. All values in au.Negative f−prevA (19) values underlined and largest values of every index in boldface. (continued)


















Figure 3.1: Atom numbering for some molecules of Table 3.1.
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the Hirshfeld partitioning and the atomic electron populations of the highest occupied molecularorbital (HOMO) orbital, which identify C3 as the highest nucleophilic site of enolate [174]. In thesame vein, f−A values computed with Eq. (3.2.17) indicate the least nucleophilic site in HNO is thehydrogen, whereas according to Eq. (3.2.19) the nucleophilicity of this site is intermediate betweenthose of N and O, which contradicts the chemical expectations.Several negative values for QTAIM f−A are listed in Table 3.1 (CH3X; X = OH, NH2, COOH,COCH3, and HCOOH). As commented in Sec. 3.2 this shortcoming disappears when using defi-nitions (3.2.16) and (3.2.17) for QTAIM condensed FFs. Anyway, the new values are very small,indicating negligible nucleophilicity at all these sites.It is also noticeable that QTAIM condensed FFs values calculated with Eqs. (3.2.16) and(3.2.17) display for all the molecules the same sequence that the Hirshfeld condensed ones withthe exception of f+A in NCO–.We can observe that both new and old QTAIM f−A identify correctly the carbonylic oxygen ofcarboxylic acids as the preferred site for electrophilic attacks. Thus, f−A is more than 0.3 au largerfor carbonylic oxygens that for hydroxilic ones. Also, changes on the nucleophilicity related to thehybridization are reflected on the values of f−A for SO2 and SO3. The presence of a lone pair onthe sulphur atom of SO2 increases the value of f−A , which is close to those of O atoms, whereas itis significantly lower in SO3.In spite of the low chemical meaning of f+A for anions and compounds made of very electroneg-ative atoms, it can be remarked that both methods for calculating QTAIM condensed f+A valuesdiffer very significantly for HOF and NCO, reversing the relative electrophilicity order. For HOF,the new QTAIM values follow the same trend observed for Hirshfeld condensed f+A values, whereasthe three methods provide different pictures for NCO–.
Chapter 4
Chemical Reactivity in the Frameworkof Pair Density Functional Theories1
4.1. Introduction
Different local reactivity descriptors have emerged with the advent of the conceptual densityfunctional theory (CDFT) [15, 186]. Among these reactivity indices the Fukui function (FF) [15, 186],the local softness [15, 186] or the dual descriptor [187] are the most frequently employed. Althoughthey are of great importance for predicting chemical reactivity, the intrinsic non-local nature of thebond breaking/formation that goes in with a chemical reaction cannot be well-represented by thesereactivity indices. This is because the FF and the local softness are calculated from the variationof a local function (the electron density) with respect to a global quantity (the number of electrons).In addition, most of the qualitative models employed in organic chemistry to explain the selectivityin a chemical reaction or the activating ability of a functional group rely on the resonance theoryof bonding [188]. Such models cannot be contrasted with the local information provided by the FF,the local softness or the dual descriptor.On the other hand, the exchange-correlation (XC) density is defined as the difference betweenthe pair density in a fictitious system of independent electrons (the product of electron densities)and that of the real system of interacting electrons.
ρXC(~r1, ~r2) = ρ(~r1)ρ(~r2)− ρ(~r1, ~r2) (4.1.1)
The XC density of Equation (4.1.1) is in general a positive quantity that measures the reductionof the pair density from the independent electrons system to the interacting electrons system dueto the exchange and correlation effects. It is well-known that the electron exchange and electroncorrelation are mainly responsible for the formation of chemical bonds. Thus, the integration of theXC density over pairs of atoms (delocalization index [137] or bond index [189]) provides valuableinformation of the bond strength. In fact, bond breaking/formation occurring in a chemical reactioncan be monitored through the evaluation of the corresponding delocalization index at differentreaction stages [190, 191]. Also, second order atomic Fukui indices were defined by Fradera andSolà [192] some years ago by replacing, within the finite difference approximation, the atomicpopulations in the neutral and ionic species by the localization and delocalization indices, so
1Accepted in the Journal of Computational Chemistry
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opening the door for the introduction of the XC density in the prediction of chemical reactivity. Inaddition, all the information contained within the electron density can also be extracted from theXC density due to its normalization conditions and constraints,∫ ρXC(~r1, ~r2)d~r2 = ρ(~r1) (4.1.2)
∫∫ ρXC(~r1, ~r2)d~r1d~r2 = N (4.1.3)
ρXC(~r1, ~r1) = ρ(~r1)ρ(~r1) (4.1.4)
Since the XC density is a non-local function, one could expect that a new conceptual theorybased on this function may provide “extra” non-local information about chemical reactivity. Non-local information can also be obtained from CDFT through the evaluation of non-local reactivityindices such as the linear response function or the Fukui and softness kernels [15, 186]. However,little is known about the nature of these kernels and only some approximations have been examined[87, 193–199].Examples of theories where the XC density plays a key role are the pair density func-tional theory developed by Ziesche [200, 201] or density functional theories based on cumulantdensities [202, 203]. However, a serious problem in the development of these theories is theN-representability of the pair distribution function. Thus, it must derive from an appropriatewave function of the N-electron system. Since the necessary and sufficient conditions for theN-representability of the pair density [66, 67, 204] are not manageable from a computational pointof view, the development of these theories for an accurate calculation of molecular properties hasbeen seriously hampered. This is probably one of the main reasons why reactivity descriptorswithin the context of pair density functional theory have not been proposed yet, at least to ourknowledge. However, we can circumvent this problem by restricting the theory to the set of pairfunctions derived from Slater determinant wave functions [205] such as those obtained from quantumchemical methods; Hartree-Fock, HF, configuration interaction, CI, or Kohn-Sham DFT, KS-DFT.Within this context the N-representability is guaranteed under normalization condition (given byEquation (4.1.3) for the XC density).In order to obtain not only local pictures of preferred reactivity sites but also explicit informa-tion of the bonding rearrangements, we have derived reactivity indices employing as fundamentalquantity the XC density. The preference for the XC density instead of the pair density is merelybased on the normalization conditions summarized in Equations (4.1.2)-(4.1.4), which, as will beproven further on, allows establishing a very simple relation between the new reactivity indicesand those obtained in CDFT. Therefore, in the next section, the energy of an electron system isrepresented as a functional of the XC density. Then, imposing the stationary condition for theground state XC density, the chemical potential, a non-local FF and a non-local chemical softnessare derived in a similar way to CDFT. The XC density, however, allows introducing the chemicalbonding as a key factor for the interpretation of chemical reactivity, and so, resonance modelsbased, for instance, on different delocalization patterns of pi bonds can be quantitatively tested.In this work some illustrative examples in organic chemistry have been considered in order toshow the power of this methodology. Thus, the Markovnikov’s rule, the nucleophilicity of enolate,the electrophilicity of α ,β-unsaturated compounds or the effect of activating and deactivating groupsin electrophilic aromatic substitutions have been revisited using these non-local reactivity indices.
4.2. THEORETICAL DEVELOPMENTS 834.2. Theoretical Developments
As mentioned in the previous section, the XC density contains both information about theelectron pairing and the electron density distribution. The energy of an electron system can beexpressed as a functional of the XC density,
E [ρXC] = T [ρXC] + ∫∫ υext (~r1, ~r2) ρXC (~r1, ~r2) d~r1d~r2 + ∫∫ υint (~r1, ~r2) ρXC (~r1, ~r2) d~r1d~r2 (4.2.1)
where T [ρXC] is the kinetic energy functional. This kinetic energy functional is defined similarlyto the kinetic energy functional of the pair density [202],
T [ρXC] = minΨ→ρXC(~r1,~r2)〈Ψ ∣∣∣Tˆ ∣∣∣Ψ〉 (4.2.2)
The external and internal potentials in Equation (4.2.1) are given by Equations (4.2.3)-(4.2.4),respectively, υext (~r1, ~r2) = υ (~r1) + υ (~r2)2 (4.2.3)
υint (~r1, ~r2) =
[ [ρXC(~r1,~r1)ρXC(~r2,~r2)]1/2ρXC(~r1,~r2) + 1]|~r1 − ~r2| (4.2.4)where υ(~r) represents the potential created by the nuclei at ~r .For a given external potential, the minimization process of Eυ [ρXC] with respect to all theρXC that are N-representable must lead to an Euler equation [202] that represents the stationarycondition for the ground-state XC density. Thus, it must satisfy,
δEυ [ρXC]δρXC (~r1, ~r2) = µXC (4.2.5)indicating that for a system of N electrons being in the ground-state and subjected to the externalpotential υ, the variation of the energy with respect to the XC density at any pair of points mustbe uniquely defined by µXC2.Taking into account the dependency of the energy with the XC density and the externalpotential in Equation (4.2.1), the energy change can be expressed as,
dE = ∫∫ ( δE [ρXC]δρXC (~r1, ~r2)
)
υext δρXC (~r1, ~r2) d~r1d~r2 +
∫∫ ( δE [ρXC]δυext (~r1, ~r2)
)
ρXC δυext (~r1, ~r2) d~r1d~r2(4.2.6)where we have employed in the first term of the rhs the definition of the functional differential forthe case of 2-particle functions.When the external potential keeps constant the second term in Equation (4.2.6) vanishes andthe energy change remains as, dE = µXCdN (4.2.7)where we have employed Equation (4.2.5) and the fact that the double integration of δρXC (~r1, ~r2)to the whole space of ~r1 and ~r2 is dN .
2Notice here that if the local external potential υ(~r) does not vary at any point by definition the non-local externalpotential υext(~r1, ~r2) does not vary either, and vice versa. Thus, we can exchange the condition of υext constant by υ constantin all the expressions.
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Equation (4.2.7) shows that µXC has the same chemical meaning as the Lagrange multiplier µin DFT. Thus, it is equal to the variation of the energy with respect to the number of electronskeeping the external potential constant, i.e., the electron chemical potential [15, 186].Using Equations (4.2.5) and (4.2.7), Equation (4.2.6) can be rewritten as;
dE = µXCdN + ∫∫ (δEυext [ρXC]δυext (~r1, ~r2)
)
N δυext (~r1, ~r2) d~r1d~r2 (4.2.8)
On the other hand, keeping the XC density constant in Equation (4.2.1), the energy change foran infinitesimal variation in υext(~r1, ~r2) is given by;
dE = ∫∫ δυext (~r1, ~r2) ρXC (~r1, ~r1) d~r1d~r2 (4.2.9)
that, combined with Equation (4.2.8), leads to the following relation;( δE [ρXC]δυext (~r1, ~r2)
)
N = ρXC (~r1, ~r2) (4.2.10)
Thus, the energy change can be expressed as,
dE = µXCdN + ∫∫ ρXC (~r1, ~r2) δυext (~r1, ~r2) d~r1d~r2 (4.2.11)





υ (4.2.12)which, by analogy with the CDFT definition, gives rise to the XC FF, i.e., the variation of thechemical potential with respect to the external potential υext(~r1, ~r2) at constant number of electronsor, alternatively, the variation of the XC density with respect to the number of electrons at constantexternal potential (Equation (4.2.13)).
fXC (~r1, ~r2) = (∂ρXC (~r1, ~r2)∂N
)
υ (4.2.13)
There is a straightforward relation between the XC FF and the CDFT definition of the FFgiven by Equation (4.2.14). f (~r) = (∂ρ (r)∂N
)
υ (4.2.14)Thus, one can see using Equation (4.1.2) that the FF at a point ~r2 is the integral to the wholespace of ~r1 of the XC FF. f (~r2) = ∫ fXC (~r1, ~r2) d~r1 (4.2.15)
We can also arrive to Equation (4.2.15) in a different way by reducing the non-local externalpotential in Equation (4.2.11) to a local external potential problem. So, using Equation (4.2.3) thesecond term in Equation (4.2.11) is given by;12
∫ (∫ ρXC (~r1, ~r2) d~r2) δυ (~r1) d~r1 + 12
∫ (∫ ρXC (~r1, ~r2) d~r1) δυ (~r2) d~r2 (4.2.16)
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Integrating the first term to the whole space of ~r2 we have;12
∫ ρ (r) δυ (r) d~r + 12
∫ (∫ ρXC (~r1, ~r2) d~r1) δυ (~r2) d~r2 (4.2.17)
Additionally, the second term in Equation (4.2.11) must be equal to its counterpart in thefundamental equation of CDFT because the Lagrange multipliers in the first terms represent boththe chemical potential. Thus, we can write;∫ ρ (~r) δυ (~r) d~r = 12
∫ ρ (~r) δυ (~r) d~r + 12
∫ (∫ ρXC (~r1, ~r2) d~r1) δυ (~r2) d~r2 (4.2.18)
which leads to; ∫ ρ (r) δυ (r) d~r = ∫ (∫ ρXC (~r1, ~r2) d~r1) δυ (~r2) d~r2 (4.2.19)
For the same reason given above for Equation (4.2.18), Equation (4.2.19) is equivalent to;∫∫ ρXC (~r1, ~r2) δυ (~r1, ~r2) d~r1d~r2 = ∫ (∫ ρXC (~r1, ~r2) d~r1) δυ (~r2) d~r2 (4.2.20)
After introducing Equation (4.2.20) in Equation (4.2.11) and applying the Euler’s reciprocityrelationship to the crossed second derivatives of the function E (N, υ(~r2)), we can prove that thederivative of the chemical potential with respect to the external potential in ~r2 when keepingconstant the number of electrons (the FF in ~r2) is equal to the derivative of the integral to thewhole space of ~r1 of the XC density at ~r2 with respect to the number of electrons when keepingthe external potential constant (Equation (4.2.21)).( δµδυ (~r2)
)
N =
(∂ ∫ ρXC (~r1, ~r2) d~r1∂N
)
υ (4.2.21)
Inverting the order of integral and derivative at the rhs of Equation (4.2.21) and employing thedefinitions of FF and XC FF, one arrives to Equation (4.2.15).On the other hand, the chemical softness, which is defined as the derivative of the number ofelectrons with respect to the chemical potential keeping the external potential constant (Equation(4.2.22)), S = (∂N∂µ
)
υext (4.2.22)has also its non-local counterpart using the XC density (Equation (4.2.23))3,








υext = SfXC (~r1, ~r2) (4.2.23)
Summarizing, the FF at a given point and the local softness are delocalized over the wholespace by their XC counterparts. Equivalently, the atomic condensed forms of these reactivity indicesare also expected to be delocalized over the molecule. Thus, partitioning the space of ~r1 into atomicdomains, one arrives to the following expression for the atomic condensed FF [167] (similar for theatomic softness), fΩ = ∫ fΩXC(~r2)d~r2 (4.2.24)
3It must be mentioned here that a similar expression was heuristically proposed very recently by Matito and co-workersas an alternative expression for the softness kernel [206].
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where fΩXC(~r2) is called atomic domain averaged XC FF and given by
fΩXC(~r2) = ∫Ω fXC (~r1, ~r2) d~r1 (4.2.25)indicating how the condensed FF for a given atom Ω is delocalized over the molecular spatialdomain. Partitioning also the space in ~r2 into atomic domains leads to intra- and inter-atomiccondensed FFs. fΩ,Ω′XC = ∫Ω
∫
Ω′
fXC (~r1, ~r2) d~r1d~r2 (4.2.26)
In Equation (4.2.26), Ω = Ω′ and Ω 6= Ω′ correspond to intra- and inter-atomic terms, re-spectively. Equivalent expressions give rise to definitions of intra- and inter-atomic softness whenthe rhs of Equation (4.2.26) is multiplied by the total molecular softness. These intra- and inter-atomic reactivity indices provide not only information about the centers that are more susceptibleto experience a nucleophilic/electrophilic reaction in a molecule but also about the role played bydifferent bonds in the activation or deactivation of these centers.Expanding the XC density on the basis functions’ space provides a matrix representation ofEquation (4.2.27).
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It must be mentioned that one can construct a similar matrix representation in the molecularorbital space of the neutral molecule. Even though the molecular orbitals change after addition orsubtraction of electrons, the projection of the resulting molecular orbitals into the molecular orbitalspace of the neutral molecule can be represented by a simple matrix, this matrix also transformsthe corresponding density matrix. Then, it is interesting to notice that in the molecular orbitalspace of the neutral molecule the summation of these atomic matrices to all the atoms gives riseto the Fukui matrix recently proposed by Bultinck et al. [207]. Therefore, we can name the matrixin Equation (4.2.29) as AIM (atoms in molecules) Fukui matrix. More details about the molecularorbital and density matrix transformations mentioned above are given in reference [207].In practical applications the finite difference approximation (FDA) is frequently employed for thecalculation of the FF and local softness and their condensed forms. Likewise the electron density,
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the derivative of the XC density with respect to N is not a continuous function of N . Therefore,two different XC FFs arise depending on the electrons are removed from (f−XC(N → N − 1) orelectrophilic FF) or added to (f+XC(N → N + 1) or nucleophilic FF) the molecule. They correspondto left and right side derivatives of the matrix elements in Equation (4.2.30).Application of the FDA to Equation (4.2.30) leads to simple expressions of the intra- andinter-atomic condensed FFs as difference of localization (intra), and delocalization (inter) indicesbetween the reference molecule and the cation or anion obtained from the removal or addition ofan electron. For instance, the intra- and inter-atomic electrophilic FFs resulting from the removalof an electron are given by, fΩ,Ω−XC = λΩ [N ]− λΩ [N − 1] (4.2.31)
fΩ,Ω′−XC = δΩ,Ω′ [N ]− δΩ,Ω′ [N − 1] (4.2.32)where λ and δ represent localization and delocalization indices, respectively, and the terms inbrackets are included to indicate the number of electrons in the molecule. Also, at the SCF level,application of the FDA leads to a simple interpretation of the domain averaged XC FF in Equation(4.2.28) as difference on the domain averaged Fermi hole between the molecule and the cation oranion obtained from the removal or addition of an electron.It must be mentioned here that using a partition of the atomic populations into localized anddelocalized terms, Solà and Fradera proposed some years ago similar equations to Equations(4.2.31) and (4.2.32) for what they called second order FFs [192]. However, this idea was notexploited later on and remained unexplored until now.
4.3. Computational Details
Lowest energy structures of ethylene, enolate anion and acrolein were obtained using Gaussian03 [185] at the HF, B3LYP and CISD levels of theory with the 6-311++G(2d,2p) 6d basis set. Forthe computation of the reactivity indices within the FDA, single point calculations were performedfor systems containing N+1 and N−1 electrons by keeping the same geometry of the N electronsystem. Thus, the molecular orbitals employed for the calculation of localization and delocalizationindices in Equations (4.2.31) and (4.2.32) were different for neutral and charged species. SimilarHF/6-311++G(2d,2p) 6d and B3LYP/6-311++G(2d,2p) 6d calculations were extended to aniline,benzonitrile and fluorobenzene. For the B3LYP calculations we have employed an approximatedform of the XC density, namely, that derived from the KS wavefunction.QTAIM [22] and Hirshfeld-I (H-I) [208] AIM partitioning schemes were employed for the calcu-lation of condensed reactivity indices using both the “fragment of molecular response” (FMR) andthe “response of molecular fragment” (RMF) approaches. The former, however, has been shown toprovide more reliable results for the calculation of FFs [166, 209]. AIMPAC suite of programs [184]and STOCK program [210] were employed for the definition of the atomic domains in QTAIM andH-I approaches, respectively.Although the calculation of the “exact” XC density is possible at CI level, it requires theknowledge of the CI pair density matrix. This is not a simple task for molecules of large andmedium size and only few calculations of delocalization indicesand AIM energies using “exact” CISD and CASSCF XC densities in small molecules have beenreported.4 In order to avoid the calculation of the pair density matrix elements at post-SCF level,
4See for instance [136, 137, 211–213]
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Table 4.1: Linear regression parameters (y = Ax + B) obtained for different represen-tations of the total (fΩ−), intra- (fΩ,Ω−XC ) and interatomic (fΩ,Ω′−XC ) condensed electrophilicFFs. Some statistical parameters obtained such as Pearson’s coefficient (r2), the typicalerror (σe), covariance (Cov (X, Y )), F-test and the ratio between the variance of X-dataand the variance of Y -data (σ 2X/σ 2Y ) are also shown. Representations are shown in theFigures C.1-C.5 in the appendix C.
A B r2 σe Cov (X, Y ) F-test σ 2X/σ 2YB3LYP vs. HFa fΩ− 1.106 -0.012 0.965 0.023 0.013 0.388 0.790(Figure C.1 in appendix) fΩ,Ω−XC 1.084 -0.015 0.956 0.024 0.011 0.451 0.814fΩ,Ω′−XC 0.998 0.009 0.877 0.020 0.003 0.645 0.882
B3LYP vs. CISDa fΩ− 1.062 0.007 0.970 0.026 0.020 0.052 0.536(Figure C.1 in appendix) fΩ,Ω−XC 0.917 0.014 0.946 0.027 0.017 0.264 0.700fΩ,Ω′−XC 0.697 0.012 0.788 0.016 0.003 0.972 1.024
HF vs. HF//B3LYPa fΩ− 1.014 -0.001 0.997 0.007 0.015 0.913 0.970(Figure C.2 in appendix) fΩ,Ω−XC 1.003 -0.001 0.995 0.008 0.013 0.971 0.990fΩ,Ω′−XC 0.991 0.001 0.977 0.009 0.003 0.985 0.995
QTAIM vs. H-Ib fΩ− 0.852 0.016 0.908 0.030 0.010 0.411 1.252(Figure C.3 in appendix) fΩ,Ω−XC 0.761 0.003 0.937 0.020 0.008 0.080 1.616fΩ,Ω′−XC 0.884 0.019 0.933 0.012 0.002 0.514 1.195
FMR vs. RMFc fΩ− 0.908 0.010 0.662 0.072 0.011 0.420 0.802(Figure C.4 in appendix) fΩ,Ω−XC 1.052 -0.012 0.723 0.067 0.011 0.142 0.653fΩ,Ω′−XC 1.002 0.008 0.968 0.010 0.003 0.925 0.964
FMR vs. RMFd fΩ− 1.383 -0.042 0.792 0.070 0.013 0.001 0.414(Figure C.5 in appendix) fΩ,Ω−XC 1.453 -0.030 0.861 0.047 0.009 0.001 0.408fΩ,Ω′−XC 1.063 0.000 0.837 0.023 0.002 0.272 0.740a Using QTAIM and FMR b Using B3LYP and FMR c Using B3LYP and QTAIM d Using B3LYP and H-I
we have adopted the Fulton like approximation [214] for the matrix elements in Equation (4.2.27)at CISD level. Using this approach, each matrix element is, for closed-shell systems, given by,
Dµνσλ = 2 NNO∑i=1
NNO∑
i=1 n1/2i n1/2j cµ,icν,icσ,jcλ,j (4.3.1)where ni and nj are occupation numbers of the i and j natural spin orbitals with non-integer valuescomprised between 0 and 1, cµ,i is the coefficient of the basis function µ in the natural spin orbitali, and NNO refers to the number of α or β natural spin orbitals. For open-shell systems, as theN + 1 and N − 1 electron systems, Equation (4.3.1) is replaced by the sum of two independentmatrices, one for the alpha electrons and another one for the beta electrons. Other approximatedforms for the XC density based on natural orbitals are possible, which imply more sophisticatedfunctionals of the occupation numbers [215].Finally, calculations of the intra- and inter-atomic reactivity indices given by Equation (4.2.30)as well as the matrices associated to the domain averaged XC FFs given by Equation (4.2.28) wereimplemented in a program written in FORTRAN language. In this work we have employed theGaussview interface program [216] for visualization of the domain averaged XC FFs. Nevertheless,any interface program working with Gaussian cube files could be employed as well.Due to the large amount of data collected, in this paper we will analyze only the results
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obtained at the B3LYP/6-311++G(2d,2p) 6d level using QTAIM and the FMR approaches. Con-clusions reached using other computational methods and/or the Hirshfeld-I AIM scheme weresimilar. For comparison, we have included in Table 4.1 some statistical parameters obtained forseveral linear regressions tested for the values of the total, intra- and inter-atomic FFs obtainedwith different computational methods, AIM schemes or approaches (all the values are listed in theSupporting information). From the statistical parameters presented in Table 4.1 one can concludethat values obtained using the FMR and RMF approaches do not correlate well for intra- andinter-atomic FFs, as was previously found for atomic condensed FF [166]. Remarkably poor is thecorrelation found for the intra-atomic FFs in QTAIM atoms. On the other hand, as expected, thevalues of the inter-atomic FFs appear to be rather sensitive to the inclusion of electron correlationat post-SCF level. However, the values obtained at CISD level may be conditioned by the use ofan approximated expression in the calculation of the density matrix elements of Equation (4.3.1).
4.4. Examples
In this section the reactivity of some typical organic nucleophiles and electrophiles will berevisited by means of the new XC reactivity descriptors. Special attention will be paid to thenon-local information extracted from these indices, in particular, the bonding picture obtained andits correlation with qualitative resonance models (pi/σ electron donation, resonance stabilization,hyperconjugation or mesomeric effects).It must be mentioned that the domain averaged XC FFs of Equation (4.2.25) are spatial rep-resentations over the whole molecular space, with some part localized on the atom and anotherpart delocalized over the rest of the molecule. Notice that superposition of these representationsfor all the atoms in the molecule provides the total molecular FF. Then, using the XC densityeach atomic FF becomes a summation of an expected “dominant” self-term (intra-atomic term)plus other outside-terms (half of the inter-atomic terms) coming from the rest of the atoms in themolecule. These outside-terms arise from the inter-atomic electron delocalization and can provideinformation about the role played by pure quantum effects (exchange + correlation) in the nucle-ophilic/electrophilic activation of an atom by the rest. Since the electron delocalization is the basisof the resonance models, it is expected that if a resonance model works it should be matched bythe XC reactivity descriptors, in a visual way by the plots of the domain averaged XC FFs and ina more explicit and quantitative way by the values of the inter-atomic indices.
4.4.1. Ethylene
In the simple case of ethylene the resonance model explains its nucleophilicity with the largeelectron donating power of its pi bond. In Figure 4.1a the values of the electrophilic intra- andinter-atomic FFs are represented for this molecule. It can be observed that almost the entireelectron density donated to an electrophile comes from the interatomic C−C term. This indicatesthat there is a weakening of the pi bond upon an electrophilic perturbation, in agreement withthe qualitative predictions of the resonance model. Additionally, the representations of the domainaveraged electrophilic XC FFs for the carbon atoms are presented in Figure 4.2a. It is clear thatthe intra-atomic contribution (located on the atom) is less important than the inter-atomic one(located on the bonded carbon atom). There is a mutual activation between both carbon atomsand, at least for this example, the intra-atomic term (self-term) is not the “dominant” one.In Figure 4.2b we can also see the superposition of the domain averaged electrophilic XC FFsof both carbons (the atoms governing the nucleophilicity of ethylene). In this representation, it

































































Figure 4.1: Intra- and inter-atomic nucleophilic FFs (fΩ,Ω−XC and fΩ,Ω′−XC ) of ethylene (a) and enolate(b), intra- and inter-atomic electrophilic FFs (fΩ,Ω+XC and fΩ,Ω′+XC ) of acrolein (c) and intra- andinter-atomic dual descriptors (∆fΩ,ΩXC and ∆fΩ,Ω′XC ) of aniline (d), benzonitrile (e) and fluorobenzene(f ). Underlined values correspond to intra-atomic terms.
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Figure 4.2: Plots for the domain averaged nucleophilic XC FFs (fΩ−XC (~r2)) of the carbon atoms ofethylene (a) and their summation (b). Positive and negative regions are represented by magentaand light brown colors. Isosurface value is 2× 10−3.
is interesting to remark the large negative region of the FF observed in the nodal plane of thepi-system, indicating an important pi/σ electron donation induced by the electrophilic perturbation.
4.4.2. Propylene





values of the atomic condensed electrophilic FFs predict correctly that the Cβ (with a value of0.284 au) is more reactive than the Cα (with a value of 0.219 au), but the question about themechanism of deactivation of the Cα cannot be solved with these integrated values. A look at therepresentations of the domain averaged electrophilic XC FFs for the atoms of the methyl group canhelp to understand the mechanism. So, the plots obtained for the methyl carbon and hydrogens (ingauche and anti positions) are shown in Figure 4.4. The deactivating effect of the methyl carbonand gauche hydrogens at the Cα is clearly reflected on a significant negative value in the domainof this atom. On the contrary, the effect on the Cβ is negligible. A more quantitative proof of thismechanism is given by integrating the domain averaged XC FFs of these atoms within the Cα . This
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Figure 4.4: Plots for the atomic domain averaged nucleophilic XC FFs (fΩ−XC (~r2)) of the carbon (a),a gauche hydrogen (b) and the anti hydrogen (c) from the methyl group of propylene. Positive andnegative regions are represented by magenta and light brown colors. Isosurface value is 4× 10−4.
gives a result of −0.078 au, which is almost the same as the difference between the integratedvalues of the atomic condensed FFs of Cβ and Cα (−0.065 au).On the other hand, the domain averaged XC FF of the anti hydrogen is strongly localized andhas a negligible effect on the carbon atoms. This is due to the almost null overlapping betweenthis atom and the pi electron density of the C−C bond.
4.4.3. Enolate





In Figure 4.1b, we can see the values of the electrophilic intra- and inter-atomic FFs. The intra-atomic terms for Cβ and O are clearly larger than that of Cα , reflecting the large nucleophilicityof these atoms. The inter-atomic values of the FFs perfectly match the qualitative predictions of
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Figure 4.6: Plots for the domain averaged nucleophilic XC FFs (fΩ−XC (~r2)) of the oxygen (a), and Cβ(b) of enolate. Positive and negative regions are represented by magenta and light brown colors.Isosurface value is 4× 10−4.
the resonance model, with the C−C term positive, representing a decrease of the bonding electrondensity and a weakening of the bond, and a C−O term negative, representing an increase of thebonding electron density and a reinforcement of the bond. Therefore, the reorganization of the pibonds upon an electrophilic perturbation proposed in Scheme 4.5 for enolate is fully supported bythe XC FFs.On the other hand, as observed for propylene, the representations of the domain averaged XCFFs also provide an interesting picture of the activating mechanism. So, the domain averaged XCFF of the oxygen atom represented in Figure 4.6a displays a positive region in the domain of theCβ and that of the Cβ (Figure 4.6b) also shows a small positive region in the domain of the oxygen.It must be mentioned here that the Cβ−Cα−O three-center bonding may also contribute to thereactivity of enolate but it cannot be reflected explicitly on the values of the XC FFs, where onlymore common two-center bonds contribute. Generalization of this methodology to higher ordercumulant densities is, in principle, straightforward, but out of the scope of this work.
4.4.4. Acrolein




If one takes a look at the values of the intra-atomic nucleophilic FFs given in Figure 4.8, it canbe observed that the largest value corresponds to the Cβ , which is larger than that of the carbonylcarbon, the most reactive site in the absence of mesomeric effects. Once more the inter-atomicterms clearly reproduce the qualitative expectations of the resonance model, with a weakening ofthe Cβ−Cα and (Cα )C−O bonds and a reinforcement of the Cα−C(O) bond. Notice here that weare now analyzing nucleophilic FFs and then a positive value reflects an increase of the bonding
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Figure 4.8: Plots for the domain averaged nucleophilic XC FFs (fΩ+XC (~r2)) of the carbonyl groupof acrolein. Positive and negative regions are represented by magenta and light brown colors.Isosurface value is 4× 10−4.
density and a reinforcement of the bond.The representation of the domain averaged XC FF for the carbonyl group, obtained as sum-mation of the atomic FFs for oxygen and carbon, displays a significant positive region on the Cαand Cβ . It seems to be clear that electron delocalization plays an important role in the activationof the ethylene group by the carbonyl group. However, it must be noticed that, as previously foundin enolate and contrary to that found in propylene, the intra-atomic values alone reflect clearlythe larger electrophilicity of the Cβ compared to the remaining carbons. Based on these resultsone can state that electron delocalization between activating and activated groups may reflect animportant part of the activating effects, but elucidation of preferred reactivity sites may require ingeneral information from the self-terms.
4.4.5. Electrophilic substitution reaction of benzene derivatives


















The main intra- and inter-atomic values of the dual descriptor obtained for aniline and ben-zonitrile are given in Figures 4.1d and 4.1e, respectively. Since activation in an electrophilicsubstitution reaction (increase of the nucleophilicity of the atom) requires negative values of thedual descriptor, one can extract from the intra-atomic terms that the amino group favors the attackin ortho and para in aniline and the cyanide group in meta in benzonitrile.On the other hand, in both molecules, the inter-atomic terms reflect a reinforcement of theCo−Cm bonds and a weakening of the Ci−Cm and Cm−Cp bonds (i=ipso, o=ortho, m=meta andp=para). From a qualitative point of view, this rearrangement of the C−C bonds along the aromaticring upon an external perturbation predicted by the inter-atomic dual descriptors is a consequenceof the mesomeric effects represented in Scheme 4.9. Thus, the most important resonance forms thatcan be drawn for the substituted benzenes are represented in Figure 4.10. Forms (a) and (b) alonegive rise to equally distributed double bonds with a relative weight of 1/2 for each CC bond. Sincethese are non-charged resonance forms, it is expected that they represent rather well the situationfor the unperturbed molecule. On the contrary, upon an electrophilic or nucleophilic perturbation,the charged forms (c), (d) and (e) gain importance. As an approximation, one can give the sameweight to non-charged and charged resonance forms, leading to asymmetry in the distribution ofthe pi bonds along the ring. Therefore, the relative strength of the Co−Cm bonds increases up to3/5, whereas those of the Cm−Cp and Ci−Co decreases down to 2/5 and 1/5, respectively. This is inagreement with the values obtained for the inter-atomic dual descriptors.In addition, it must be mentioned that meta bonds (those formed, for instance, between Coand Cp) are predicted to increase its strength upon the external perturbation in both molecules,whereas the para bonds (those formed, for instance, between Ci and Cp) are predicted to decreaseits strength (see values in Figure 4.1). This behavior is in accord with a very recent VB study ofHadzic et al. [220], where it was found that resonance forms containing long range meta bondsplay a significant role in the stabilization of Wheland intermediate carbocations.Finally, we would like to revisit the particular case of halogen groups, which are deactivatinggroups that, contrary to what could be expected, orientate in ortho and para like activating groups[217, p. 558]. The resonance model explains this observation in terms of a mesomeric effect, similarto that displayed by amino or hydroxyl groups (see Scheme 4.9). In Figure 4.1f, we can see the



















Figure 4.10: Representation of the most relevant resonance forms for benzene derivatives displayingmessomeric effects between the substituent and the benzene ring. In the plot it is schematicallyrepresented which forms are more significant for the unperturbed system and upon an externalperturbation and the effect on the relative strength of the C−C bonds (see text for details). Asterisksrepresent either positive or negative charges.
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intra-atomic and inter-atomic values of the dual descriptor obtained for fluorobenzene. It can beobserved that the intra-atomic terms agree with the Co and Cp preferred sites for the electrophilicreaction, with differences with respect to the Cm significantly smaller than those obtained for aniline.The most important point here is that the inter-atomic values support again the explanation of amesomeric effect. According to the values given in Figure 4.1f, there is a reinforcement of theCo−Cm bonds and a weakening of the Ci−Co and Cm−Cp bonds, similar to that found for anilineand benzenonitrile.It must be noticed that all results obtained in this work can be influenced by the differentapproximations employed. Besides the FDA, which is standard in CDFT calculations, the inclusionof electron correlation at post-SCF level through the natural orbitals and their occupation numbersusing Equation (4.2.27) may become a rough approximation, especially in molecules with a largenumber of electrons. We consider, however, that the good correspondence of the results obtainedhere with the experimental observations and particularly with the qualitative models employed torationalize these experimental findings supports the conclusions extracted in this work.
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Parte III




An electron density based study onthe ionic reactivity of 1,3-azoles1
5.1. Introduction
Azoles are defined as a class of five-membered heterocycles containing at least one nitrogenatom in a pyridine-like environment and another heteroatom. They play an important role in manyareas of chemistry, being involved in a large variety of synthetic processes, analytical reagents,and are present in the structure of many biologically active compounds [221–223].Imidazole proton affinities, PAs, have been extensively computed at different theoretical levels[224–228], as well as the deprotonation energies of this compound [225, 229, 230]. Computationalstudies carried out for oxazole and thiazole are scarce and concentrate on PAs [224, 227, 228].Deprotonation of neutral molecules to produce the corresponding anion is also among the mostcharacteristic reactions experienced by these compounds. This process is especially significant inthe chemistry of imidazoles and thiazoles, which have been extensively employed to give NCNand NCS free carbenes [231]. All of the above mentioned processes have been studied for gas andaqueous solutions, represented, respectively by optimizations of the isolated species and with thePolarizable Continuum Model (PCM) [232].The resonance model has been extensively employed in these systems, for instance, to explainthat imidazole is a very much stronger base than thiazole or oxazole, and even pyridine (pKas forconjugated acids are respectively, 7.1, 2.5, 0.8 and 5.2), because of the “amidine-like resonance”which allows both hydrogens to carry the same positive charge [223].On the other hand, these molecules are usually among those considered as benchmark in aro-maticity studies to verify the reliability of proposed delocalization indices [233–235]. Nonetheless,from a reactivity point of view, only a limited number of works can be found [236].In the present work we have applied the Quantum Theory of Atoms in Molecules (QTAIM)[22, 237] to analyze the electron density of imidazole, 1-methylimidazole, oxazole, and thiazole(Figure 5.1) and how it evolves along some of the main chemical processes experienced by thesesystems [221–223]: electrophilic and nucleophilic aromatic substitution modelized, respectively,by protonation and hydride addition. This electron density analysis is interesting, at least, by
1Accepted in the European Journal of Organic Chemistry
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Figure 5.1: IUPAC numbering for the set of 1,3-diazoles here studied. X1 represents N1-H1,N1-CH3, O1, and S1 for, respectively, compounds 1, 2, 3, and 4.
two reasons: (i) because previous QTAIM studies on diverse heterocycles have evidenced that theresonance model displays significant shortcomings for describing electron density evolutions alongsimple chemical reactions [238–240]; and (ii) azoles are usual organic reagents whose electrondensity has not been the subject of modern electron density studies. Moreover, the effects ofelectron-withdrawing and electron-releasing substituents have been analyzed considering diversenitro- and aminoimidazoles.
5.2. Computational Details
The present study comprises the four neutral species shown in Figure 5.1 and all their corre-sponding protonated (but that on N1 in 1-methylimidazole, see below) and deprotonated species,as well as those obtained by hydride addition on C atoms. In what follows, n+Hm and n-Hm referto those species obtained, respectively, upon proton or hydride addition to the neutral moleculen at atom m (Figure 5.1). Conjugated bases obtained after deprotonation at m are denoted asBn(Hm). Finally, nitro- and aminoderivatives of imidazole are referred to as 1(m-X) (X=NO2 orNH2, respectively), where m denotes the position of the substituent. Tautomerism interconverting1(4-X) and 1(5-X) species was considered for these compounds [223].The electron densities were obtained in all cases for full optimized geometries at theB3LYP/6-311++G(2d,2p) 6d level and confirmed as true minima by vibrational analysis carriedout at the same level in gas phase. This computational level was found to provide similar results tothose obtained with MP2 in previous work on indole protonation [239]. All the calculations wereperformed with Gaussian 03 [185]. ZPVE and enthalpy thermal corrections (ETC) at 298.15 Kwere considered for computing gas phase PAs, deprotonation and hydride addition enthalpies. Thecorresponding quantities for aqueous solution were computed correcting PCM optimized energieswith the ZPVE corrections obtained for the gas phase [241, 242].QTAIM atomic electron populations, N(Ω), and electron densities at bond critical points (BCP),ρb(~r), were obtained with the AIMPAC package of programs [184]. Absolute values of L(Ω) werenever higher than 1.7 × 10−3 au if we exclude the sulphur atoms of the protonated species ofthiazole in gas phase (with the exception of 4+H3). In these cases, atomic integrations withvarious algorithms were unsuccessful or found unreliable. Therefore, N(S1) was obtained as thedifference between the summation of the remaining N(Ω) values and the number of electrons in
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Figure 5.2: QTAIM atomic electron populations, N(Ω), computed from CPCM optimizations vs thoseobtained from PCM optimized structures.
the molecule, N . In the remaining molecules, the difference between N and the summation ofatomic electron populations, δN = |N −∑ΩN(Ω)|, is always less than 0.005 au; similarly, thedifference between molecular electron energy, E , and the summation of atomic electron energies,δE = |E −∑Ω E (Ω)|, does not exceed 4 kJ mol−1, which can be regarded as negligible forour purposes. Atomic values of overlap integrals, Sij (Ω), computed with AIMPAC, were used toobtain 2-center [136], δ(Ω1,Ω2), and 5-center delocalization indices [46], ∆5, for all the moleculeswith successful integrations, but those protonated thiazoles indicated above. The pi component ofaromatic fluctuation indices [243],FLUpi , was also computed for all the planar molecules where allδ(Ω1,Ω2) were available.
5.3. Results and Discussion
After reviewing electron delocalization in neutral species, we describe how the electron densityevolves upon the basic ionic processes here studied: protonation, electrophilic substitution, hydrideaddition and deprotonation. As commented above, in all cases, we have considered gas phase andaqueous solution. PCM is a commonly used method in computational chemistry to model solvationeffects. It represents the solvent as a polarizable continuum and not as individual molecules,making ab initio computation feasible. Mainly, two types of PCM have been popularly used:the recent integral equation formalism PCM, or IEF-PCM, which uses the dielectric boundaryconditions for the calculation of the polarization charges of a molecule in a continuum, and theconductor-like PCM (CPCM) which uses a scaled conductor boundary condition. In fact, CPCMis the implementation of COSMO [244] in the PCM framework [245]. The conductor-like and thedielectric pictures coincide when the dielectric constant approaches infinity, that is, for very polarenvironments [246], while the former becomes less accurate for low values of the solvent dielectricconstant. The advantage of CPCM appears when very complex systems are studied because solute-solvent interactions can be solved with a much simpler formalism while PCM is faster for smallmolecules [246, 247]. In this case, we have carried out PCM and CPCM optimizations at the samecomputational level for all the species here considered. We have observed a significant linearcorrelation between N(Ω) values computed with PCM and CPCM optimized electron densities
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Table 5.1: 5-center delocalization indices, ∆5, (in au and multiplied by 102) for the species consideredin this work.
n n+H1 n+H2 n+H3 n+H4 n+H5 n-H2 n-H4 n-H5 Bn(H1) Bn(H2) Bn(H4) Bn(H5)102 × ∆5 (Gas phase)1 3.15 -0.32 0.23 3.21 0.63 0.34 0.16 0.07 0.29 4.30 2.82 2.23 3.092 3.21 - 0.20 3.15 0.55 0.31 0.33 0.13 0.33 - 2.78 2.16 3.033 2.17 0.24 0.24 2.56 0.55 0.29 0.24 0.03 0.34 - 2.14 1.22 2.414 3.04 1.38 0.30 3.50 0.74 0.30 0.32 0.05 0.28 - 1.36a 1.90 2.97102 × ∆5 (PCM)1 3.45 -0.11 0.19 3.31 0.58 0.40 0.21 0.06 0.37 4.24 3.15 2.97 3.352 3.37 - 0.17 3.19 0.54 0.37 0.40 0.11 0.40 - 3.10 2.92 3.283 2.20 0.72 0.20 2.48 0.56 0.31 0.25 0.01 0.31 - 2.09 1.59 2.344 3.15 2.00 0.24 3.19 0.70 0.37 0.29 0.04 0.21 - 2.60 2.34 3.07a B4(H2) is an acyclic compound.
(r2 > 0.994 for each element, Figure 5.2) when 4+H1 (the only molecule where CPCM and PCMoptimized geometries are significantly different) is excluded from the comparison.
5.3.1. Electron delocalization in neutral molecules
All electron delocalization indices, both ∆5 and FLUpi , were calculated using the same formalismvalid at the HF level because it is not possible to obtain molecular electron-pair densities inDFT methods at present. However, a large amount of works have verified the suitability of thisapproach [248–252]. It is important to take into account these indices only include a part ofCoulomb correlation effects on ρ(~r), while effects on the second-order of electron-pair densityare not considered. From a practical point of view, this results in a systematic overestimation ofthe electron delocalization between covalently bonded atoms. Nevertheless, bearing in mind thislimitation, they can be applied to the analysis of molecules providing useful chemical insight [136].Both ∆5 (Table 5.1) and FLUpi (Table D.1 in appendix D) computed values indicate that oxazole,3, which is considered the least aromatic compound of the series [253], displays the lowest electrondelocalization (minimum ∆5, maximum FLUpi and lowest absolute NICSpizz (0) [38, 254] values2) ingas phase and in aqueous solution. These indices also point out that the electron delocalizationof thiazole, 4, is significantly larger than that of oxazole, but only slightly lower than that ofimidazoles 1-2. In gas phase, both indices agree that electron delocalization increases in 1-methylimidazole, 2, with regard to imidazole, 1. Nevertheless, ∆5 and FLUpi values obtainedfrom PCM computed electron densities follow different trends. Thus, according to ∆5 the electrondelocalization of the imidazole ring decreases in aqueous solution upon N1-methylation, whereasthe opposite trend is shown by FLUpi values. In any case, ∆5 differences between 1 and 2 canbe considered negligible. To check the reliability of PCM aqueous solution model in the previousobservation, two ∆5 calculations were performed considering explicitly a single solvent molecule,as suggested by Kelly et al. [255], in 2, forming a hydrogen bond between a water molecule andthe N3 atom, representing the strongest solute-solvent interaction, for gas phase and PCM (ρbvalues are 0.0326 au and 0.0338 au, respectively). According to these results and 5.1, including anexplicit water molecule, forming a σ-bond, does not affect the ring delocalization with pi characterof 2, as could be intuitively expected. Moreover, Mandado et al. confirmed that when n ≥ 5 (nis the number of centers of the delocalization index, DI) the pi n-DI accounts for around 95% ofthe total n-DI for the kind of molecules here studied [46]. Therefore, non-important changes areexpected in pi molecular orbitals when forming a σ-bond.
2Gas phase NICSpizz(0) values computed for 1, 3 and 4 are respectively: −32.31, −28.49 and −30.51.
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Table 5.2: Computed and experimental proton affinities, PA, (in kJ mol−1 and including ZPVEand enthalpy thermal corrections at 298.15 K) for the diverse protonation sites and experi-mental value.)
PA(Gas phase) PA(PCM)n+H1 n+H2 n+H3 n+H4 n+H5 Exptl.a Exptl.b n+H1 n+H2 n+H3 n+H4 n+H51 704.2 776.1 910.3 778.2 792.7 929.3 942.8 966.1 1011.3 1144.7 1019.4 1026.02 - 807.9 931.8 811.8 820.4 954.0 959.6 - 1013.9 1143.2 1020.1 1026.73 630.3 712.6 842.9 708.3 735.7 869.4 876.4 930.2 950.5 1098.7 952.4 976.34 706.0c 734.9 869.3 726.2 751.0 892.0 904.0 836.1 967.9 1114.6 963.1 985.0a Data for the most stable protonation site taken from Ref. [228]. b Data for the most stable protonation site takenfrom Ref. [256]. c Protonation gives rise to an acyclic compound.
Comparing PCM and gas phase indices, we observe that electron delocalization increases inaqueous solution for all molecules but oxazole, whose PCM ∆5 value is only 3 × 10−4 au lowerthan in gas phase.Finally, the comparison of ∆5 values with those obtained for the corresponding monohetero-cycles (pyrrole, 0.0267 au, furan, 0.0174 au, and thiophene, 0.0252 au) confirms that the inclusionof a second heteroatom increases the electron delocalization [183]. Also, as previously found formonoheterocycles, [183] the oxygenated compound is significantly less delocalized than the rest.
5.3.2. Protonation processes
Our calculations (both for isolated molecules and PCM) show that N3 is the most favoredprotonation site for the azoles here studied (Table 5.2), as expected according to experimentalresults [228, 256], whereas protonating the other heteroatom (X1) gives rise to the least stableprotonation, contrary to what had been assumed for oxazole and thiazole in a previous paper [227].Concerning C-protonations, we notice that imidazole and 1-methylimidazole follow the sequencePA(C5) > PA(C4) > PA(C2) in both phases, which diverges from that obtained in the gas phase forimidazole using MP2/6-311G(2d,p)//HF/6-31G(d,p) calculations [228]. Nevertheless, we notice thatPA(C4) and PA(C2) values are always very close along the series of compounds. Their differencenever exceeds 9 kJ mol−1 (the average is 5 kJ mol−1) and there are cases where PA(C2) is largerthan PA(C4) (Table 5.2).Gas phase PAs presented in this work (Table 5.2) show good correlation with two sources ofexperimental results [228, 256]. Pearson’s coefficient values for theoretical vs. experimental quan-tities are 0.9985 and 0.9988 using the data contained in references [228] and [256], respectively.Likewise, the slopes of linear regression are near 1 and the differences between experimental andcomputed values are in the range 19-26 and 28-35 kJ mol−1, respectively. Also, computed gasphase PAs follow the same sequence of experimental values (2 > 1 > 4 > 3).PAs computed for the aqueous solvated species with PCM (Table 5.2) indicate: a) nearly thesame sequence (PA for 1 exceeds that of 2); b) larger PAs; and c) an important contraction inthe range the values span (89 kJ mol−1 in gas phase and 46 kJ mol−1 in aqueous solution). If weexclude the gas phase PA computed for thiazole at S1, the only case where protonation breaksthe ring, we observe that the same sequence of PAs displayed by protonation at N3 (the moststable protonation site) is followed by the remaining sites. This observation cannot be extended toaqueous solution (Table 5.2).The protonation of 1,3-diazoles does not have consequences on the planarity of the ring withthe exception of oxazole protonated at O1, 3+H1, which is not planar in gas phase, giving rise tothe lowest PA in the series. The non planar 3+H1 structure is 1.5 kJ mol−1 more stable than the
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Table 5.3: Variations of QTAIM electron populations for the protonation site, ∆N(Y), andsummation of those experienced by the hydrogens, ∑∆N(H), upon diverse protonations,and absolute electron density gained by the proton, N(H+). All values in au multiplied by103.
Gas phase PCMMolecule Protonation N(H+) ∑∆N(H) ∆N(Y) N(H+) ∑∆N(H) ∆N(Y)1 1+H1 542 -393 -173 485 -303 -1561+H2 854 -405 316 858 -338 2941+H3 529 -396 97 480 -291 421+H4 853 -428 72 861 -371 381+H5 862 -413 39 855 -347 332 2+H2 870 -485 310 860 -397 3012+H3 535 -456 99 479 -319 422+H4 865 -514 70 862 -432 412+H5 875 -486 40 855 -392 393 3+H1 311 -339 -40 219 -241 233+H2 823 -325 427 820 -269 4133+H3 513 -329 88 451 -247 543+H4 835 -370 59 825 -324 453+H5 831 -341 65 819 -290 524 4+H1a 778 -213 -1424+H2 845 -296 151 843 -238 1444+H3 533 -283 76 474 -220 454+H4 850 -320 75 848 -270 574+H5 849 -307 -80 835 -258 -85a This gas phase protonation results in an acyclic molecule.
corresponding planar arrangement (which displays one imaginary frequency), in spite of the factthat its electron delocalization (measured by ∆5) diminishes from 4.0× 10−3 au (Cs symmetry) to2.4 × 10−3 au (conformer). However, in a previous paper [227], Kabir and Sapse obtained a Csminimum for 3+H1, confirmed by vibrational analysis, at the HF/6-31G level. Nevertheless, whendiffuse and polarization functions are included (HF/6-31++G(d,p)), one imaginary frequency isfound for such planar structure. As similar computational levels to those here employed suggest ananomalous non planar equilibrium structures for benzene and other arenes [257], we have confirmedthe non planarity of 3+H1 performing optimizations at diverse computational levels (Table D.2 inappendix D). We also notice that the PCM B3LYP/6-311++G(2d,2p) 6d optimization of 3+H1produces a flat structure, which is only 0.1 kJ mol−1 more stable than the corresponding non planarsingular point.As observed for neutral molecules, a slight linear correlation could exist between the absolutevalues of ∆5 and FLUpi indices in gas phase (r2 = 0.87), which disappears for PCM calculations(r2 = 0.51). Nonetheless, taking into account exclusively the neutral and N3 protonated forms,Pearson’s coefficient is 0.99. Both ∆5 (Table 5.1) and FLUpi (Table D.1 in appendix D) valuesreveal one of the main reasons of the largest stability of N3 protonated forms. Thus, these are theonly ones that keep the delocalized character of the ring. In fact, these indices indicate that theelectron delocalization increases slightly upon N3-protonation for 1 and 2. This fact is in accordwith the explicit use of a water molecule forming a hydrogen bond with the imine nitrogen of 2,because it scarcely affects the ring delocalization in PCM (0.0322 au) in comparison with Table
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Figure 5.3: Electron density deformation plot obtained by subtracting ρ(~r) functions computedfor 3+H1 minus that of 3 sharing the geometry optimized for the former. Transparent light bluesurface denote 0.02 au (on the left) and 0.002 (on the right) envelopes, respectively. Transparentdark brown surfaces denote -0.02 (on the left) and -0.002 au (on the right), respectively.
5.1. In contrast, the rest of protonations always come with a clear disruption of the ring electrondelocalization.Looking at N(Ω) values and their evolution upon protonation, ∆protN(Ω), in the gas phase(Table 5.3, see also Tables D.1 and D.3 in appendix D) we observe: (i) In the most stable proto-nated species, the proton displays always the most positive charge what, as in previous studies[238–240], contradicts the Lewis structure usually employed to represent protonated heterocycles(positive charge on the imine nitrogen); (ii) In contrast, the proton gains a substantial amount ofelectron population (between 0.850 and 0.875 au) at C-sites (n+H2, n+H4, and n+H5 species);(iii) Consequently, the most stable protonations of 1,3-azoles are accompanied by smaller electronreorganizations in the molecule; (iv) In all the protonations at N3, the loss of electron density ex-perienced by the hydrogens of the molecule represents more than 50% of that gained by the proton.This percentage is reduced significantly in thiazole, what can be related to the population providedby S1 to the proton (0.300 au) because of its large polarizability; (v) In general, C-protonationstake place with hydrogen electron donations that represent less than 50%; (vi) Excluding protona-tions at X1 (the least favored ones) and 4+H5, the electron population of the protonation-site, Y,is enlarged. In most of the cases, only atom Y and the proton display positive ∆protN(Ω) values;(vii) ∆protN(C6) values are also positive for all the protonations of 1-methylimidazole. Trends vi)and vii) can be explained because the deformation experienced by the electron density distribu-tion is continuous and displays its higher intensities along the bonds (Figure 5.3), suggestingthe electron density flows through the set of chemical bonds [258]. Thus, ∆protN(Y) is positivebecause atom Y is at a junction which receives electron density through three bonds and sendsit to the proton by only one. ∆protN(C6) is also positive for all of the protonations at the ring of1-methylimidazole (Table D.3) as a consequence of the electron density gained by this atom fromits two/three attached hydrogens exceeds that lost by its own basin through the C6-N1 bond.∆protN(Ω) values computed with PCM optimized electron densities (Table 5.3 and Table D.4)differ from those in the gas phase in: (i) The electron density gained by the proton in protonationson heteroatoms is substantially smaller, providing larger positive charges for the proton as could beexpected from the usual stabilization of larger charges in solution; (ii) Consequently, the electrondensity reorganization experienced by the molecule is smaller than in the gas phase, especially inwhat regards to the hydrogens.
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Table 5.4: Relative QTAIM atomic energies for protonations at N3 and X1, ∆3−1E (Ω) = En+H3(Ω)−En+H1(Ω). All values in kJ mol−1.
1 1 3 3 4Gas PCM Gas PCM PCMX1 -454 -399 -231 -20 91C2 144 146 353 312 -384N3 -329 -341 -224 -333 -270C4 128 161 -22 57 -36C5 284 256 228 200 -22H1 11 1H2 1 3 -16 4 6H4 2 14 11 38 53H5 -13 -32 -10 -36 -13H+ 11 1 -320 -410 264
Nevertheless, ∆protN(Ω) values (Table 5.3) do not provide a common explanation for the exper-imental and theoretical clear preference for protonation on N3 over that on X1 (Table 5.2). In fact,total depletions of electron density in hydrogens,∑∆protN(H), that are usually associated to largerstabilization [258–260], are very similar for protonations on N3 and X1 in every molecule, both ingas phase and PCM, and even would slightly favor the protonation on X1 in some cases. Therefore,we have looked at the variations of atomic energies between n+H3 and n+H1, ∆3−1E (Ω), (Table5.4), which reveal that different stabilization mechanisms are favoring N3-protonation in each case.
a) In imidazole, the energy of the proton, E (H+), is nearly the same at both sites (Table 5.4) andthe preference for N3-protonation is mainly due to the important stabilization of N3 in 1+H3(where electron population increases upon protonation, Table 5.3) and to the destabilization ofN1 in 1+H1 (where electron population is released upon protonation, Table 5.3). The balancefor ∆3−1E (N) energies is clearly negative (∑N ∆3−1E (N) = −783 kJ mol−1), exceeding inabsolute value that of carbons ( ∑C ∆3−1E (C) = 556 kJ mol−1), while ∑H ∆3−1E (H) =1 kJ mol−1).b) In oxazole, the main factor stabilizing 3+H3 with regard to 3+H1 is E (H+), which ismuch more negative when the proton attaches to nitrogen than when it attaches to oxygen(−320 kJ mol−1 in gas phase and −410 kJ mol−1 with PCM), what can be directly relatedto its greater electron population in 3+H3 (Table 5.3).c) Finally, the reverse situation for E (H+) is observed in thiazole. In this molecule we only referto PCM results, as 4+H1 is a non-cyclic compound in gas phase. E (H+) is less negative (by264 kJ mol−1) in the most stable protonation, 4+H3, than in 4+H1. This difference is clearlyexceeded by the relative stabilization of C2 (−384 kJ mol−1), whose electron population in4+H3 (5.672 au) is much larger than in 4+H1 (4.976 au).
As previously found in other protonated compounds [38, 235], anions and cations [251], hy-drogens allow a dispersal of the charge excess. In fact, a significant part of the electron densitygained by the attached proton is compensated by the remaining hydrogens. Dispersal of positivecharge among them is larger for protonations on heteroatoms (e.g. 73% for 1+H1 and 75% for1+H3) than on carbons (e.g. 47-50% in the series 1+H2, 1+H4, 1+H5) and reduces from gasphase to aqueous solution (up to 18% in 2+H3 and between 5% and 8% for C-protonations) (datacalculated from ∑∆protN(H) and N(H+)).
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Table 5.5: Total molecular energies (in au) for 6-311++G(2d,2p) 6d complete optimizations forcationic intermediates (CI) and final products obtained for imidazole nitration. Notice that uponH1 deprotonation nature and numbering of nitrogens interchanges.
CI Final product1(2-NO2) -431.14444 -430.859721(3-NO2) -431.17431 a1(1-NO2) -431.14476 -430.825411(4-NO2) -431.14319 -430.861561(5-NO2) -431.15040 -430.86282a Final product obtained from 1(3-NO2) CI is 1(1-NO2).
5.3.3. Electrophilic substitution.
Whereas the most stable protonation corresponds to N3, it is observed that C5 is the preferredsite for electrophilic substitution [221–223]. It has to be considered that electrophilic substitutionsfollow a two-step mechanism: (i) formation of one cationic intermediate (CI); and (ii) deprotonationof it to obtain the final product.Gas phase and PCM B3LYP/6-311++G(2d,2p) 6d optimizations of all possible CIs indicatethat N3 is the preferred site for the NO+2 electrophilic attack (Table 5.5 ), as predicted by PAs. BothN1 and N3 are amine nitrogens in the CI formed upon N3-nitration (Figure 5.4). Deprotonation ofthis CI takes place by losing H1 (the hydrogen with the largest positive QTAIM atomic charge, asshown in Figure 5.4), which entails the heterocycle renumbering, as N1 in the original compoundstransforms upon deprotonation in imine nitrogen (N3 according to IUPAC rules). Thus, it leaves thenitro group bonded to the least electrophilic atom in imidazole, amine nitrogen, (N1 has the lowestPA in 1, Table 5.2). Consequently, bonding NO2 to N1 is less stable than bonding to C5, and1-nitroimidazole, 1(1-NO2), energy is less negative than 1(5-NO2) one (Table 5.6). We notice thatthe relative energies of imidazole nitroderivatives obtained upon electrophilic substitution (valuesin Table 5.6) follow the sequence of PAs (values in Table 5.2).The geometry and the BCP properties of the CI involved in N-nitration (Figure 5.4) arecompatible with the resonance structure usually employed to explain electrophilic additions atN3 (Figure 5.5). In contrast, neither the absolute values nor the evolution of the atomic electronpopulation reflect the behavior predicted by these mesomeric forms (Figure 5.5).We notice that, contrary to what can be observed for imidazole protonations, the stability ofnitroderivatives can be related to the sequence of∑N(H) values in the series (2.731, 2.427, 2.409and 2.387 au for, respectively, 1-, 2-, 4- and 5-nitroimidazole). The larger the electron populationof hydrogens, the lower the stability.∆5 indices computed for nitroderivatives do not follow the sequence of relative stabilities inthe series. We observe a significant reduction for ∆5 with regard to imidazole, what is in line withthe mesomeric electron-withdrawing character of NO2 groups. ∆5 values for aminoimidazoles arealso smaller than those of the parent molecule. In spite of the electron-releasing character of NH2groups, depletion of ∆5 values is in line with the loss of ring-planarity observed for aminoimidazoles(Table 5.6).Activating and deactivating effects on the carbons of imidazole ring were tested, respectively, byanalyzing the variation of atomic properties introduced by amino and nitro substituents (Table 5.6).According to the resonance model (Figure 5.5), important deactivations are expected for C4 andC2 in 1-(5-NO2), whereas the most significant deactivation in 1-(4-NO2) and 1-(2-NO2) should
















































































































































































































































































5.3. RESULTS AND DISCUSSION 111
Figure 5.4: Most significant bond lengths and corresponding BCP electron densities, ρb, andQTAIM charges (in au) for NO2 group and hydrogens in imidazole for cationic intermediate (onthe left side) and final product (on the right side) of N-nitration process.
be experienced by C5. ∆Qzz (Ω) values listed in Table 5.6 reproduce this trend. As previouslyobserved [261–263], the most negative values of ∆Qzz (Ω) correspond to the most activated sites.In contrast, neither ∆N(Ω) nor ∆Npi (Ω) provide a clear description for these effects. Moreover,we observe ∆N(Ω) values are dominated by inductive effects. Thus, the ipso carbons displaythe largest depletions in all derivatives, and ∆N(C4) is quite similar to ∆N(C5) in 1-(2-NO2).∆Npi (Ω) values also indicate variations of the electron distribution that are not predicted by theresonance model; e.g. ∆Npi (C4) is significantly positive in 1-(2-NO2). This atom can be taken asan example of the shortcomings of the resonance model to describe electron distributions. Whilethis qualitative model only provides qualitative charges for atoms, QTAIM analysis indicates thatin 1-(2-NO2) C4 decreases its total electron population with regard to 1. On the contrary, thepi population increases in a way that approaches the global electron density to the molecularplane, what is reflected on a reduction of the Qzz (C4). It is also noticeable that, excluding the N-nitroderivative 1-(3-NO2), the largest amount of the negative charge of this group corresponds toσ electron density (Table 5.6). The exceptional behavior of 1-(3-NO2) suggests the large negativecharges observed for the remaining NO2 groups is due to differences between nitrogen and carbonelectronegativities.On the other hand, C5 is the most activated position (according to ∆Qzz (C) values) in 1-(4-NH2), whose electron population is nearly unmodified with regard to parent imidazole (Table 5.6).In contrast, all sites in 1-(2-NH2) and 1-(5-NH2) are less activated. In all cases, the largest∆Qzz (C) variations are experienced by the atoms where the resonance model predicts the largestactivation effects (C5 for 1-(4-NH2) and 1-(2-NH2), and C2 and C4 for 1-(5-NH2)). For the latter,we also notice that C4 is significantly more activated, according to ∆Qzz (Ω) values, than C2. Lackof planarity for aminoimidazoles prevents the calculation of ∆Npi (C ) for them.








































































XIXFigure 5.5: Resonance structures employed for explaining electrophilic additions in 1,3-diazoles.Molecule I is the unique mesomeric form in 1-(1-NO2) (see computational details for nomencla-ture) molecule, whereas structures II-IV correspond with the main resonance forms in 1-(2-NO2)molecule. Analogously, structures V-VII, VIII-XI, XII-XIV, XV-XVI and XVII-XIX represent themain mesomeric forms of 1-(4-NO2), 1-(5-NO2), 1-(2-NH2), 1-(4-NH2) and 1-(5-NH2), respec-tively.
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Figure 5.6: Conformers of n-H2 (a), n-H4 (b) and n-H5 (c) species obtained upon hydride addition.
Table 5.7: Gas phase enthalpy variations, ∆H , (in kJ mol−1), including ZPVE and ETC, and mainelectron populations (variations in au multiplied by 103) for the diverse hydridation processes hereconsidered: hydride addition site, ∆N(CZ), hydrogens attached to this site, ∆N(HZ), remaining ones,∑∆N(H), and heteroatom at position 1, X=N,O,S. Complete ∆N(Ω) values for these processesare available in Table D.5 in appendix D
∆Ha −∆N(H−) ∆N(HZ ) ∑∆N(H) ∆N(CZ) ∆N(X1) ∆N(N3)1-H2 -36.3 872 116 320 273 -172 551-H4 21.6 879 -69 359 64 -106 991-H5 -8.1 830 105 323 -5 -156 117
2-H2 -87.8 859 -85 458 268 -162 1072-H4 17.1 887 -89 446 13 -20 132-H5 -20.8 859 -93 450 -13 -160 109
3-H2 -88.3 805 -53 220 301 -30 443-H4 -34.3 875 -63 295 53 -12 993-H5 -58.0 866 126 238 -40 -22 111
4-H2 -124.8 877 -39 197 86 446 514-H4 -39.3 889 -93 226 62 351 504-H5 -88.6 900 -69 216 -173 424 126
a Total electron energy for H– is −1402.5 kJ mol−1 in gas phase.
5.3.4. Hydride additions
The most significant consequence of hydride addition to azoles on their geometries is theloss of ring planarity. Therefore, the evolution of electron density does not have to follow usualtrends of aromatic compounds. As observed for aminoimidazoles, the introduction of an electron-releasing group in an imidazolic ring distorts its Cs symmetry. All n-Hm species were found ina deformed envelope conformation (Figure 5.6) where the atoms of the ring which are not bondedto the nucleophilic reagent, approach to a common plane. In most of the cases, the dihedral angleformed by those four atoms, ξ , is between 8 and 11º. The largest distortions from the envelope aredisplayed by 2-H4 and 4-H4 (ξ=14º), whereas ξ is 0.2º in 1-H4 and 6º for 3-H5. Nevertheless,the new hydrogen, H–, attached to the molecule is significantly displaced from that plane (Figure5.6) and maintains a certain negative charge (−0.1 to −0.2 au). It is also noticeable that Hand CH3 bonded to N1 in hydrides of 1 and 2 are also not coplanar. As expected, breaking theplanarity reduces drastically electron delocalization (Table 5.1).Enthalpy changes associated to hydride addition, ∆hydH (Table 5.7) indicate that C2 is themost favored site for this process for all the azoles in both phases. This agrees the experimentalpreferences followed by azoles when reacting with nucleophiles [221–223]. C5 is always the secondpreferred site, although ∆hydH values are much more negative for hydride addition at C2 than for
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Table 5.8: Variations of QTAIM electron populations (in au multiplied by 103) for de-protonation site, ∆N(Y), imine nitrogen, ∆N(N3), heteroatom at position 1, ∆N(X1),summation of those experienced by the hydrogens,∑∆N(H), and corresponding de-protonation energy (in kJ mol−1) in gas phase, ∆EGAS, and aqueous solution modeledwith PCM, ∆EPCM.b
∆N(Y) ∑∆N(H) ∆N(X1) ∆N(N3) ∆N(C2) ∆N(C4) ∆N(C5) ∆EGAS ∆EPCMB1(H1) -25 658 -25 92 105 86 38 1423.6 1212.9B1(H2) 477 253 -20 61 477 73 109 1588.4 1334.9B1(H4) 420 261 17 21 79 420 156 1646.5 1370.1B1(H5) 372 258 -16 94 104 141 372 1583.4 1340.5B2(H2) 459 331 -28 63 459 67 94 1585.8 1332.2B2(H4) 425 328 2 26 65 425 150 1652.6 1369.7B2(H5) 356 336 -21 95 89 135 356 1581.4 1337.5B3(H2) 521 202 -17 113 521 77 27 1545.4 1290.6B3(H4) 397 178 32 29 47 397 240 1599.9 1339.3B3(H5) 421 200 2 103 37 161 421 1554.1 1308.2B4(H2)a 1469.9 1256.0B4(H4) 351 147 303 20 57 351 59 1586.2 1343.9B4(H5) 256 180 219 73 76 131 256 1534.1 1305.2a Gas phase deprotonation of thiazole at C2 yields an acyclic molecule. b ∆N(Ω) values obtained forPCM results are available as supporting information.
any other position.QTAIM ∆N(Ω) values reveal hydridation is accompanied by a significant electron densitytransference from H– to the heterocycle. This quantity, −∆N(H−), is enclosed between 0.9 and0.8 au along the series (Table 5.7). There is no clear relationship between −∆N(H−) or itsdistribution within the heterocycle and ∆hydH values. In contrast, the least stable hydridation,always at C4, corresponds with the largest distortions from ring planarity (Table 5.7).Electron density provided by the nucleophile is spread over the whole heterocycle. The dis-tribution follows diverse trends: (i) heteroatom at position 1, Y, behaves in different ways, Sgains electron density upon hydridation (wherever the hydrydation takes place), whereas N(N1)decreases substantially –contrary to any intuitive chemical expectations– and N(O) decreasesslightly; (ii) the variation of electron population of the carbon at the hydridation site, ∆N(CZ), ismore positive for C2 than for C4, whereas it is negative for C5; (iii) the hydrogens not attached tohydridation site always act as sinks for the electron density transferred by the nucleophile, thisrole is played in a larger extent in compounds 1 and 2 than in 3 and 4; (iv) Contradicting theresonance model, the largest increase experienced by ∆N(N3) is not obtained in any compoundwhen the hydride attaches to C2; (v) PCM and gas phase ∆N(Ω) values are very similar in allcases (Table D.6).
5.3.5. Deprotonations
Vianello and Maksić observed that all the conjugated bases of imidazole display planar rings[264]. This remark can be extended to the whole set of azoles here studied. However, the opti-mization of isolated B4(H2) in gas phase is an exception, as it leads to an acyclic compound.We have observed that PCM calculations allow reproducing the experimental preferred de-protonation C-site for these compounds (C2). Nevertheless, gas phase calculations predict thatdeprotonation at C5 is favored over that at C2 by 5.0 kJ mol−1 for imidazole and by 4.4 kJ mol−1 for1-methylimidazole (these relative energies respectively become −5.6 kJ mol−1 and −5.3 kJ mol−1with PCM optimizations) (Table 5.8). Moreover, N-deprotonation of imidazole is favored over allC-deprotonations.
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Figure 5.7: QTAIM charges (in au) for groups formed by cyclic atom and its attached hydrogen ingas phase and PCM (in italics) for B1(H2) and B1(H5) optimized structures.
5-center delocalization indices, ∆5, show that the ring delocalization is always smaller inthe anions than in the neutral molecule (Table 5.1). It decreases less for the deprotonation atC5 (−1.8 × 10−3 au with gas phase values) than for those at C2 (−4.4 × 10−3 au) and C4(−10.5 × 10−3 au). This sequence of delocalization reductions remains unchanged with PCM-optimized electron densities, although the values become smaller (−0.9× 10−3, −2.7× 10−3, and−4.5×10−3 au, respectively). Again, we have ensured the effect of an explicit water molecule, andit does not have effect upon these results in PCM (whose calculated values for 1 are respectively0.0316 and 0.0336 au). As the relative sequence of ∆5 values is the same in PCM and gasphase results, we infer that electron delocalizations cannot be employed as the unique elementto explain the deprotonation preference in these compounds. In a polar solvent environment likewater, it is probably more related with the ability of the solvent to stabilize compounds whichdisplay significant polarizations. In fact, group charges (obtained by adding the atomic charges ofhydrogen to its attached atom) are larger in absolute value in Bn(H2) structures than in Bn(H5)(see values for C5 and C4 groups in Figure 5.7).N(Ω) values for deprotonated species do not keep in line with the resonance forms. Theresonance model predicts a negative charge on the deprotonated atom. Far from it, q(Y) values(Figure 5.7 and Table D.8) are positive (C2) or nearly neutral (C4 and C5) in gas phase. Theonly exceptions are B1(H1) where the negative charge at N1 is already displayed by 1, andB5(H5), where q(C5) is −0.456 au. q(Y) values obtained with PCM electron densities are linearlycorrelated with those obtained in gas phase (r2 = 0.988) and 0.128 au (by average) more negative(Table D.8).Variations of QTAIM N(Ω) values due to deprotonation can be summarized in the followingtrends: (i) ∆N(Ω) is very positive for the atom bonded to the abstracted hydrogen; (ii) the remaininghydrogens of the molecule receive a significant amount of electron population (see Table 5.8);(iii) deprotonations at C4 and C5 are resonance assisted. Consequently, ∆N(C5) or ∆N(C4)increase when H is removed from the adjacent carbon; (iv) thiazole is the only case where theelectron population of X1 varies significantly (e.g. ∆N(S1) values are at least 0.2 au).
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Chapter 6
QTAIM study of the protonation ofindole1
6.1. Introduction
Protonation can be taken as a model to study the ability and general trends exhibited by acertain compound for reacting with electrophilic systems. Also, it is a first step in the mechanismsproposed for other numerous reactions. Therefore, the discussion of protonation processes remainsas an important topic in Chemistry, protonation affinities (PAs) are among the most availablethermochemical data [256], and many papers are published on the study of concrete protonations.In previous works we have used the quantum theory of atoms in molecules (QTAIM) [22, 237] tostudy how the electron density of several systems evolves when they are protonated. The resultsobtained pointed out several trends that were not compatible with those predicted by the resonancemodel (RM). Thus, the protonation on oxygen atoms was better described by R−O−H+ structuresthan for the R−O+−H traditionally used [265–267]. Also, neither the evolution followed by theatomic electron populations of uracil [240, 268] and cytosine [240] in their diverse protonations northe change of the delocalization indices (DIs) are in line with the predictions obtained from the RM.In these systems the evolution was so different, that a new qualitative model had to be put forwardto explain the electron density evolution upon protonation [268]. We think it is of interest to knowif these shortcomings of the RM affect to all heterocycles or only to pyrimidinic and puric bases.Therefore, we have performed a detailed QTAIM analysis on the protonations of indole.Thus, detailson its molecular structure can be found in the chemical literature (see [269, 270] and referencestherein). It is also well known both from experimental evidences [271–274] and from computationalresults [269, 275, 276] that C3 (Figure 6.1) is the preferred protonation site in gas phase andsolution. This feature contrasts with the behavior of pyrrole, whose preferred protonation site isC2 [277, 278].
6.2. Computational details
B3LYP/6-311++G(2d,2p) with sets of 6d Cartesian Gaussian functions andMP2/6-31++G(d,p) electron densities for full optimized geometries at the same computa-
1Published in [239]
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Figure 6.1: Atomic numbering for indole.
tional levels were calculated with Gaussian03 program [185] for indole and all its protonatedforms (1-7). The nomenclature of protonated species comes with the IUPAC carbon number wherethe proton is attached (Figure 6.1). The protonations on C8 and C9 were not studied, as thecorresponding PAs are less than 795 kJ mol−1 at the B3LYP/6-31+G(d) level [269]. All optimizedstructures were characterized as minima at the B3LYP level using frequency calculation. Theresulting geometries were optimized using MP2. PAs for each protonation site were computedcorrecting the energy difference with −RT , the corresponding unscaled B3LYP/6-311++G(2d,2p)zero point vibrational energy, BSSE (which was found negligible) and thermal correction at298.15 K.The topological QTAIM electron density analysis was performed with the program AIMPAC[184]. This work focuses on atomic populations, N(Ω), the properties at the bond critical points(BCP denoted as ~rc) of the electron density, ρ(~rc), and the two-centre delocalization indices (DI),δ(Ω,Ω′) [137, 279, 280]. AIMPAC based 5- and 6-centre DI, ∆5 and ∆6, respectively [46, 281], werealso calculated using a program developed in our group [282]. In all cases DFT delocalizationindices are computed as approximations using HF expressions, as the Fermi hole density cannotbe defined strictly in DFT framework.The accuracy achieved in the calculation of the QTAIM atomic properties was checked as usual.Thus, summations of the N(Ω) and atomic energy, E (Ω), values for each molecule reproduce totalelectron populations and electronic molecular energies within 2.3 × 10−3 au and 0.6 kJ mol−1,respectively. No atom was integrated with an absolute values of the integrated laplacian of theelectron density, L(Ω) [22], larger than 1.9× 10−3 au.The geometries obtained at B3LYP and MP2 levels are very similar in all cases. The highestchange in bond distances is 0.013 au for C2-C3, whereas differences in bond angles are neverhigher than 0.3°.
6.3. Properties and delocalization indices in neutral indole
B3LYP/6-311++G(2d,2p) QTAIM atomic electron populations of indole show that, with theexception of N1 and its neighbors, the atoms are nearly neutral (Table 6.1). N1 has a strongnegative charge (−1.067 au), while C2, C8, and H10 are charged positively (+0.329, +0.340,and +0.390 au, respectively). The main differences with MP2/6-31++G(d,p) values occur in theatoms displaying strong charges. MP2 tends to increase the atomic charges. Thus, N1 is evenmore negative (−1.333 au), and C2, C8, and H10 more positive (+0.428, +0.422, and +0.452 au,respectively).The plane of symmetry of indole allows partitioning the atomic electron densities into σ and
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Table 6.1: Values of the total atomic electron population, N t (Ω), and its σ and pi components, Nσ (Ω)and Npi (Ω), for indole (calculated at the B3LYP/6311++G(2d,2p) and MP2/6-31++G(d,p) level).All values in au.
Atom B3LYP MP2N t (Ω) Nσ (Ω) Npi (Ω) N t (Ω) Nσ (Ω) Npi (Ω)N1 8.067 6.350 1.717 8.333 6.588 1.746C2 5.671 4.688 0.983 5.572 4.597 0.974C3 6.024 4.963 1.062 6.015 4.952 1.062C4 6.005 5.023 0.982 5.997 5.010 0.987C5 6.011 5.012 0.999 6.003 5.009 0.994C6 6.005 5.017 0.988 5.996 5.002 0.995C7 6.006 4.989 1.017 5.998 4.989 1.010C8 5.660 4.672 0.988 5.578 4.596 0.981C9 6.007 4.978 1.029 6.006 4.980 1.026H10 0.610 0.585 0.026 0.548 0.528 0.019H11 0.963 0.929 0.035 0.966 0.934 0.033H12 0.979 0.943 0.037 0.980 0.946 0.035H13 0.994 0.961 0.033 0.999 0.967 0.032H14 1.000 0.965 0.035 1.004 0.970 0.033H15 0.998 0.963 0.035 1.003 0.970 0.034H16 0.998 0.963 0.035 1.000 0.967 0.033
pi components (Table 6.1). Analyzing them, we observe that even the carbon atoms that lose totalelectron population have nearly 1 au of pi population. Therefore, the atomic charges are, excludingthe nitrogen atom, mainly due to σ displacements. For the nitrogen atom, we observe a strongnegative σ charge (−1.350 and −1.588 au at B3LYP and MP2 levels, respectively) and a slightpositive pi charge (+0.283 and +0.254 au with B3LYP and MP2, respectively). So, if we onlyconsider the pi population, we could say that it agrees with the results expected from the applicationof the RM. Thus, most of the resonance structures shown in Fig. 6.2 place a positive charge onthe nitrogen atom. Also, according to structures (III-XI), all carbon atoms should have pi negativecharge. However, only C3 (structures III and VII), C7 (VII), and C9 (VIII) display negative pi charge,while the rest of the carbons display a positive pi charge. The pi population lost by N1 is gainedby its β atoms, half of it by C3 and the other half is received by the other two β atoms (C9 and C7)connected through the bridge atom C8. This is in line with previous findings about the continuousvariation of electron density involved in pi electron transferences [268].If the electron delocalization is described correctly by the RM, we should find significant DIsbetween nonbonded pairs of atoms that bear charges in one of those resonance structures (nitrogenand all the carbon atoms), and the corresponding values could be employed to weight them. Thus,the highest index found (δ(N1,C3) = 0.166 au) indicates that III is the main resonance structurecontaining formal atomic charges. Other important nitrogen delocalizations are found with C9 andC7 (0.119 and 0.086 au, respectively). These three DIs (representing III, V, and VIII) correspondto the closest delocalization of the nitrogen. The rest of the δ(N1,C) values are in the same orderor even smaller than the δ(N1,H) ones. In contrast, there are some important DIs between carbonatoms, like δ(C4,C7) (0.100 au), which correspond to the delocalization of the carbons in the 6member ring, or δ(C2,C8) and δ(C2,C9) indicating delocalizations between rings.The values obtained for pi DIs indicate that most of δ(N1,C3) corresponds to pi delocalization,while for δ(N1,C9) the pi delocalization only corresponds to half of the total one. This means that
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+H -XIFigure 6.2: Main resonance structures of indol.
the electron lone pair of the nitrogen delocalizes better in the direction of C3. The three pairs ofatoms arranged in para in the benzene ring (C4–C7, C5–C8, and C6–C9) display also important pidelocalizations (larger than 0.071 au). The highest pi delocalization between rings occurs in thepair C2–C4 (0.035 au), while the bridge carbons have noticeable delocalizations with atoms fromboth rings.Electron densities at the BCPs, ρ(~rc), show that C2–C3 (0.329 au) is the strongest bond in themolecular skeleton, followed by C4–C5 (0.318 au) and C6–C7 (0.316 au). These bonds correspondto double bonds in resonance structure I, which is favored over II in the weighted average of allthe possible resonance structures, according to this QTAIM parameter.
6.4. Proton affinity and protonation sites
The proton affinities calculated for 1-7 agree with the experimental fact that C3 is the preferredprotonation site, whereas the protonation at the nitrogen atom is the least stable. The valuesobtained with both computational levels (Table 6.2) are also in line with the gas phase experimentalone (933.4 kJ mol−1 [256]). With this in mind, we wanted to check if the preferred protonationsite can be predicted using the criteria introduced by Bader to predict the affinity of benzenederivatives for electrophilic aromatic substitution [263]. According to one of them, the protonationshould be favored by a less retained charge in the ring. This happens when the electron distributionis moved away from the ring plane around the carbon. This distortion modifies the quadrupolarelectric tensor of that atom, Q(Ω), and especially Qzz (Ω), the eigenvalue of this tensor associatedwith the eigenvector perpendicular to the ring, ~epi . The more negative Qzz (Ω), the more concentratedthe charge is in the ~epi axis, and the easier the protonation will be. So, the most negative valueof Qzz (Ω) will produce the most favorable protonation. Bader also related reactivity with ∇2ρ(~r)in the sense that more negative values indicate more reactive points for electrophilic attack. So,another index to study is ∇2ρ(~r) at secondary concentrations of charge (SCC) close to the atom(SCC-Ω), [∇2ρ(~r)]SCC−Ω. A SCC corresponds to (3,−1) critical points for 2q(r) which also present
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Table 6.2: Energy differences between optimized protonated and neutral structures, ∆Ea ,protonation affinities, PA, (both in kJ mol−1), 5- and 6-centre delocalization indices, ∆5and ∆6, of the protonated species (in au), Qzz and [∇2ρ(~r)]SCC−Ω values (both in au) forprotonation site in neutral indole.
∆EB3LYP ∆EMP2 PAB3LYP b PAMP2c PAB3LYP d 102 × ∆6e 102 × ∆5e Qzz (Ω) [∇2ρ(~r)]SCC−Ω1 -866.6 -860.1 832.3 827.5 823.0 2.11 -0.15 -2.53 -1.4142 -900.9 -871.1 870.7 842.6 869.0 0.60 0.10 -3.40 -0.1583 -922.5 -913.4 891.6 884.2 888.7 2.03 0.31 -3.74 -0.1364 -887.6 -863.1 858.3 835.4 856.5 0.14 1.56 -3.30 -0.1435 -887.2 -862.4 858.3 835.3 855.2 0.12 1.15 -3.46 -0.1486 -890.2 -860.6 861.4 833.5 858.6 0.13 1.10 -3.38 -0.1437 -876.0 -854.5 846.7 826.9 844.7 0.11 1.66 -3.47 -0.161a Optimized molecular energy for indole is −363.93234 au (B3LYP/6-311++G(2d,2p)) and −362.72212 au(MP2/6-31++G(d,p)). The unscaled B3LYP/6-311++G(2d,2p) ZPVE correction for indole is 0.12905 au andthe corresponding thermal correction for the energy at 298.15 K is 6.41 × 10−3 au. b This work. c This workwith thermal and ZPVE corrections taken from the B3LYP/6-311++G(2d,2p) frequency calculation. d Ref. [269].e B3LYP/6-311++G(2d,2p) δ6 and δ5 indices for indole are 1.63× 10−2 and 1.34× 10−2 au, respectively.
∇2ρ(~r) < 0 . The most interesting of them are the ones close to (3,−1) points with ∇2ρ(~r) > 0,because they warrant a favorable route for the approximation of the proton.Calculated Qzz (Ω) values of indole (Table 6.2) show a qualitative correspondence with theproton affinity. Therefore, the most negative value corresponds to C3, the most favored protonation,while the least favored protonation, N1, displays the least negative Qzz (Ω). The rest of the carbonsthat can receive a proton have similar values of Qzz (Ω). However, no linear correlation was foundwith PA or DE. On the contrary, [∇2ρ(~r)]SCC−Ω values are not in line with PAs (Table 6.2). Forexample, the most negative [∇2ρ(~r)]SCC−Ω corresponds to N1, the atom with the lowest PA, andthe atom that displays the least negative value is C3, the preferred protonation site.pi n-DIs were shown to be a useful tool to investigate the local aromaticity in monocyclic andpolycyclic compounds [46, 283]. Since the n-DIs measure the extension of the electron delocaliza-tion to n atoms, when it is computed for all atoms of the ring, the larger the n-DI, the more aromaticthe molecule. However, because of n-DIs are defined as a product of n overlap atomic integrals,the comparison of aromaticity of rings with a different number of centres requires the inclusion ofa scaling factor that weights the pi n-DIs [46], increasing ∆6 values. In this case, Table 6.2 showsthat even unscaled ∆6 indices for the benzenoid ring are larger than ∆5 values computed for thepyrrole ring, indicating that the benzene ring is significantly more aromatic than the pyrrole one.This fact also agrees with the pyrrole ring larger proton affinities.
6.5. Properties and delocalization indices in protonated indole
Protonation should alter both atomic and bond properties of indole, especially considering thehigh delocalization displayed by this molecule. Thus, ρ(~rc) decreases for the bonds next to theprotonation and also shows alternative increases and decreases in the rest of the bonds of themolecule. The variations are stronger when the protonated atom belongs to the 5-member ring,and decrease in intensity in the bonds that are further to the protonated atom. All these variationsagree with the loss of pi structure around the protonated atom and the representation of the DIsin neutral indole.Figure 6.3 shows that the variation of atomic electron populations due to protonation, ∆N(Ω),computed at the B3LYP level are very similar to those obtained at the MP2 one. All the outliersobserved in 6.3 correspond to atoms N1, C2, C8 and H17 for protonations in the pyrrole ring. The
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Figure 6.3: Variation of atomic population upon protonation calculated at the B3LYP level vs. thesame variation calculated at the MP2 level. All values in au. Crosses represent variations due toprotonations on the pyrrole ring, whereas open circles denote protonations on the benzene ring.
Figure 6.4: Plot of the variation of atomic energies, ∆E (Ω), (in kJ mol−1) vs. the variation ofatomic electron population ∆N(Ω) (in au). Crosses represent nitrogen atoms, open face circlesC3 for protonations 1 and 2, and dots the rest of the atoms. Variation of atomic population uponprotonation calculated at the B3LYP level vs. the same variation calculated at the MP2 level. Allvalues in au. Crosses represent variations due to protonations on the pyrrole ring, whereas opencircles denote protonations on the benzene ring.
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Table 6.3: Most significant variations of diverse atomic and group energies, ∆E (Ω), due to proto-nation and atomic energy of the attached proton, E (H+), calculated on B3LYP/6-311++G(2d,2p)electron densities. All values in kJ mol−1.
Group 1 2 3 4 5 6 7∆E (C6H4) 4 483 124 370 573 340 595∆E (N1) 332 18 -238 -94 -88 -78 -97E (H+) -1186 -1529 -1520 -1534 -1521 -1530 -1528∆E (C4NH3) 37 349 323 248 266 258 256
Table 6.4: Most significant variations of the atomic electron populationdue to protonation (calculated on B3LYP/6-311++G(2d,2p) electrondensities). All units in au multiplied by 103.
Atom 1 2 3 4 5 6 7∆N(N1) -160 -47 13 -2 -12 -9 -8∆Npi (N1) -1553c -526 -754 -387 -417 -452 -390∆N(C2) 164 27 -277 -135 16 -145 19∆Npi (C2) 14 -637b -626 -281 -115 -321 -71∆N(C8) 171 -147 74 -5 -139 9 -140∆Npi (C8) 25 -317 -102 -224 -396 -272 -483∆N(Ωα)a -160 27 -47 -26 -22 -25 -28∑∆N(C)b -273 -229 -163 -208 -209 -208 -212∑∆N(H) -464 -497 -495 -528 -532 -527 -533N(H+) 562 894 896 905 899 905 901a Variation of the electron population of the atom attached to the proton. b Thissummation corresponds to all the remaining carbon atoms. It has to be remarked thatit includes six carbons for molecules 1 and 2 and five for the other cations. Abnormallylarge variations due to hybridization change in the protonation site. c Abnormally largevariations due to hybridization change in the protonation site.
differences obtained for ∆N(Ω) with both levels never exceed 0.06 au. In general, there is a goodlinear correlation between ∆N(Ω) and ∆E (Ω) values (Figure 6.4). Nevertheless, the remarkablestabilization of N1 in protonation 3 (main outlier in Figure 6.4) is basic for the preference forthis protonation (Table 6.3). This fact can be explained considering the small variation shown by∆N(N1) arises from an important reduction of pi population compensated by a little larger increaseof σ population (Table 6.4). As the σ electron population is in average closer to the nucleus theresult is a significant stabilization.A very noticeable difference among N-protonation and C-protonations is the electron popula-tion gained by the proton. Thus, the proton on the nitrogen atom has the smallest atomic population(0.562 au for B3LYP and 0.501 au for MP2 calculations), whereas the ones on the carbons arealways around 0.89 au. The proton on the N receives 83% of the electron population from the restof the hydrogens according to B3LYP electron densities (93%, from the MP2 results). In contrast,the proton on the carbons receives only between 55% and 59% of the electron population fromthe rest of the hydrogens. Moreover, most of the hydrogens lose more electron population thancarbon atoms. Also, in protonations 4-7, the highest donor to the electron population gained by theproton is the neighbor hydrogen. Thus, as previously found in other cations and anions [260, 284],hydrogens allow a dispersal of the charge excess. On the other hand, N1 is the protonated atomthat looses the highest quantity of charge after protonation.


























H HXIXFigure 6.5: Main resonance structures of C-protonated indole.
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Contrary to what could be expected, the most important changes in the atomic electron pop-ulation do not take place in the α-carbon, but in C2 or C8 depending on the specific protonationsite. Thus, protonations 3, 4, 6 produce a decrease in the C2 population and protonations 2, 5, 7give rise to a decrease in N(C8) (Table 6.4). The origin of this change is an important decreaseof pi electron population that is only partially compensated by increasing σ population. The roleplayed by these carbons can be explained considering the resonance structures shown in Fig. 6.5.Two points have to be remarked about these structures: (i) The most stable protonation (3) is theonly one that allows two resonance structures (XIV and XV) for the benzene ring, in line with thehigh ∆6 value already commented; (ii) the structures favored by the QTAIM ∆N(Ω) values keepa positive formal charge connected to a formally neutral nitrogen (C+−N) (Fig. 6.5), contrastingwith the traditionally used N+−C structures. Thus, the two atoms that are losing more electrondensity in C-protonations are the neighbors of the nitrogen, while N(N1) almost does not change.N1 suffers a strong σ /pi movement, loosing pi electron density and gaining σ . The largestmovements occur for protonation 3 and the smallest for 4 and 7. Thus, except for protonation7, ∆Npi (N1) is higher than ∆Npi (Ω) for atoms C2 or C8 in the corresponding protonations, whatagrees better with traditional resonance structures.Protonations 1 and 3 give rise to the benzene ring with the highest values of ∆6, which areeven higher than in neutral indole. In contrast, protonation 1 produces a much lower ∆5 index forthe pyrrole ring than 3, which keeps more aromatic character in the whole indole, agreeing withthe highest PA. It is also noticeable how the rest of the C-protonations produce a strong decreasein the aromaticity of the benzene ring, even the one on C2. It has to be stressed that n-DIs measurethe electron delocalization and their variations are not correlated with variation of atomic energiesof the benzene or pyrrole rings (Table 6.3).
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Chapter 7
Nucleophilicity of Indole Derivatives:Activating and Deactivating EffectsBased on Proton Affinities andElectron Density Properties1
7.1. Introduction
In organic chemistry, an activating functional group releases electron density when it is at-tached to an aromatic ring, increasing the probability of electrophilic attacks. On the contrary, adeactivating group withdraws electron density from the aromatic ring, so decreasing the probabilityof electrophilic attacks. Two kinds of activating/deactivating effects are usually distinguished. Theyare called inductive and mesomeric effects. The former is related to the electronegativity of thefunctional group with the exchange of electron density between the group and ring being mainlyσ . On the contrary, mesomeric effects are related to the pi skeleton and its conjugation betweenthe ring and the functional group [285]. Those groups that release electron density by inductiveor mesomeric effects are called +I or +R, respectively; they are activating groups. On the otherhand, those groups that withdraw electron density from the ring by inductive or mesomeric effectsare called −I or −R, respectively; they are deactivating groups. However, some functional groupslike -NH2 can be simultaneously −I and +R; in these cases, the global activating/deactivatingcharacter depends upon the relative strength of both effects, although mesomeric is considered tobe the most important in most cases.This work is concerned with the activating/deactivating effects of some functional groups in in-dole. Indole derivatives play a very important role in the synthesis of several compounds with phar-macological activity such as diindolemethane [286] which is synthesized from indole or methylin-dole. Moreover, they are also important for several biological processes; as an example, they areprecursors of amino acids such as tryptophan, which is involved in the segregation of melatoninby the pineal glandule [287]. Several studies on indole and derivatives, both experimental [271–273, 286, 288–292] and computational [239, 293–296], can be found in the literature. However, noworks dealing with the activating/deactivating effects in indole derivatives from a purely theoretical
1Published in [261]
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point of view have been published yet.The quantum theory of atoms in molecules (QTAIM) [237, 297] allows defining several atomicindices that can be employed to asses the reactivity sites in a molecule, such as total and piatomic charges [263], atomic Fukui indices [170], atomic quadrupolar electric tensor [263], and thosebased on the laplacian of the electron density [263]. The validity of these indices is restricted tocompare the reactivity of similar atoms in series of homologous molecules and cannot be appliedon series of molecules that show large structural differences. Some of these indices, in particular,the quadrupolar electric tensor and the laplacian of the electron density at the secondary chargeconcentrations, were employed in a previous work by Bader and Chang obtaining satisfactoryresults for predicting the sites of electrophilic attack and their relative susceptibility to such attackin benzene derivatives [263]. González-Moa and Mosquera also obtained good results using theabove-mentioned indices for uracil derivatives [262].It is well-known that protonation of aromatic rings in gas phase takes place without activationbarrier [298], which makes the protonation process pass off under thermodynamic control. Therefore,the most activating groups are expected to provide the largest proton affinities (PAs), and the highestPAs should indicate, in the absence of large steric hindrance, the main nucleophilic centers. Takinginto account the thermodynamic control, the relative PAs of substituted rings with regard to thenonsubstituted one, ∆PA, calculated at different positions of the ring, can be inferred as a reliablemeasure of the activating and deactivating ability of the substituent. Thus, Bader and Changemployed the ∆PA as a relative measure of the energy activation for electrophilic substitution inbenzene derivatives [299].In a previous work [239], the preferred sites of protonation in indole were investigated us-ing QTAIM atomic charges, energies, and multicenter delocalization indices. In this work, theactivating/deactivating effects of different substituents, -CH3, -F, -NH2, and -NO2, in indole arequantitatively measured by ∆PA. The results are compared to the electron density based reactivityindices previously listed above and obtained using the QTAIM. In spite of its success for benzene[263] and uracil [262] derivatives, we will show that the laplacian of the electron density fails topredict the main nucleophilic centers in indole and indole derivatives. Also, the comparison of ourresults with qualitative predictions based on the resonance model (RM) is performed. In previousworks, the RM was shown to be inadequate for studying acidity in phenol derivatives [300] as wellas for studying charge redistributions upon protonation and hydride addition [240, 258, 267, 301].Nevertheless, the quantitative results obtained in this work are in line with the qualitative expec-tations derived from the RM.
7.2. Computational Details
The indole derivatives studied are those obtained from the substitution of -H by R =-CH3, -F,-NH2, or -NO2 at atoms 1-3 and 4-7 (see Figure 6.1 for IUPAC numbering). Moreover, all thepossible protonations of these molecules were considered. The B3LYP/6-311++G(2d,2p) level oftheory was employed for the geometry optimizations and the electron density calculations. Gaus-sian03 program [185] was used to compute molecular geometries and electron densities whereasthe suite of programs [184] was used to obtain the atomic and local properties of the electrondensity. All the integrations of the atomic properties were done with integrated values of the errorfunction, L(Ω), lower than 2×10−3 au, which is a necessary condition for the quality of the results.This paper deals with total and pi atomic charges denoted by NT (Ω) and Npi (Ω), the zzcomponent of the quadrupole electric tensor, Qzz (Ω) [278], and the condensed Fukui index, f−(Ω)[274]. They are computed for restricted closed-shell determinants of Kohn-Sham spatial molecular
7.3. RESULTS AND DISCUSSION 129
orbitals (MOs), represented by φi, with equations (7.2.1)-(7.2.4) where Ω represents the atomicdomain defined within the framework of QTAIM, ρ(~r) is the electron density, and nocc and npioccare, respectively, the number of occupied spatial MOs and the number of occupied pi spatial MOs.




i φ2i (~r)d~r (7.2.1)




i φ2i (~r)d~r (7.2.2)
Qzz (Ω) = ∫Ω ρ(~r)(3z2 − r2)d~r (7.2.3)
f−(Ω) = 2∫Ω φ2HOMO(~r)d~r) (7.2.4)
∆PA = [E (C8H7NR+) + E (C8H7N)]− [E (C8H6NR) + E (C8H8N+)] (7.2.5)
Finally, ∆PA is computed as the difference between PAs of an indole derivative containing the -R substituent and indole (eq (7.2.5)). All the molecular geometries involved in ∆PA calculation werefully optimized. In no case did these protonations give rise to products other than the attachmentof the proton to the selected position of indole. The magnitude of basis set superposition error(BSSE) was checked to be less than 0.01 kJ mol−1 [263]. Zero point vibrational energies (ZPVE)corrections were not included in the calculation of ∆PAs, since they are compared with reactivityindices that only depend on electronic effects. Moreover, the ZPVE corrections for the parentindole and its derivatives balance out.
7.3. Results and Discussion
7.3.1. The Proton Affinity Scale
The PAs calculated in a previous paper for the different protonation sites of indole led to theconclusion that C3 has the largest probability of undergoing an electrophilic attack [263]. Thisconclusion is also supported by experimental results [137, 256, 265, 280]. ∆PAs, calculated for allthe indole derivatives here considered, are collected in Table 7.1.The insertion of a methyl group into one of the carbons of the pyrrol or phenyl rings clearlyactivates the electrophilic attack at all positions with the exception of the ipso one. The specificityof ipso positions may be due either to steric hindrance or to electronic effects and will be discussedin the next section. As a general rule, it can be stated that substitutions in a certain ring mainlyactivate the carbons of that ring, indicating the prevalence of inductive effects for this substitution.However, some exceptions to this rule can be observed in Table 7.1, showing that not only theinductive effects are responsible of the activating ability of -CH3. For instance, the most activatedposition of 6-methylindole is C2, which is quite far from C6. Also, the most activated positions of4-methylindole and 7-methylindole are, respectively, C7 and C4. All this evidence indicates thatthe activating ability of -CH3 cannot be solely explained by arguments based on inductive effects.The insertion of fluorine into the pyrrol or phenyl rings clearly disfavors the protonation at allpositions with the exception of C2 and C7 for, respectively, 3-fluorineindole and 4-fluorineindole.The large −I character of fluorine is clearly reflected on the ipso positions where the most negative
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Table 7.1: B3LYP/6-311++G(2d,2p) proton affinities for all the indolederivatives studieda
R SPb 1 2 3 4 5 6 7H 866.6 900.9 922.5 887.6 887.2 890.2 876.0CH3 1 17.5 12.6 27.9 12.4 13.7 13.9 15.42 16.0 -2.7 29.1 20.5 15.7 23.3 13.63 21.7 25.8 -2.4 10.4 12.6 9.9 10.94 7.1 13.3 7.6 -7.6 21.2 10.1 24.95 11.0 14.5 11.8 21.2 -3.5 20.1 8.46 10.4 23.1 9.8 7.1 21.0 -4.3 20.87 8.3 9.8 7.5 21.3 11.3 18.8 -6.2F 1 -9.1 -26.2 -16.7 -29.7 -21.9 -30.6 -17.92 -29.1 -41.0 -6.3 -8.2 -17.5 -4.2 -20.03 -8.3 4.7 -44.5 -16.2 -18.4 -20.2 -18.64 -20.1 -18.6 -17.8 -60.0 -5.0 -23.6 1.25 -14.9 -18.8 -13.1 -4.3 -63.9 -8.8 -25.96 -17.2 -3.8 -17.3 -26.3 -10.1 -60.7 -7.27 -18.8 -25.1 -19.8 -2.5 -23.5 -7.3 -58.4NH2 2 18.4 -20.4 88.6 60.1 25.5 68.6 20.43 52.0 101.4 -16.7 22.8 26.9 19.9 22.54 16.9 37.2 15.4 -48.4 83.1 11.4 99.55 30.5 31.0 37.6 85.6 -41.7 63.3 16.06 27.6 76.1 23.3 11.7 64.5 -43.9 81.57 14.2 11.1 13.6 82.3 12.4 69.7 -24.2NO2 2 -62.1 -80.9 -86.1 -70.9 -63.8 -76.1 -60.03 -84.2 -80.3 -90.1 -60.2 -64.1 -66.4 -62.74 -53.2 -58.3 -45.3 -78.7 -70.9 -59.6 -77.65 -58.4 -61.3 -56.8 -66.8 -90.3 -62.1 -65.66 -55.9 -69.0 -56.0 -62.3 -66.0 -85.4 -67.77 -48.2 -57.0 -48.4 -78.5 -65.4 -72.0 -89.8
a The values are shown in kJ mol−1 with regard to those of indole (R = H). b SP denotessubstituent position.
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∆PAs are found for all the substitutions. The nitrogen atom is an exception to this rule that canbe explained by its high electronegativity. Also, the behavior of fluorine derivatives cannot beuniquely explained by the −I character of this atom. Thus, ∆PAs for protonations at ortho andpara sites are significantly less negative than the rest. This can be explained by accepting thatfluorine has a small mesomeric electron-releasing character (+R).The amino group is an example of −I and +R character. Thus, ipso positions are significantlydeactivated, showing negative ∆PAs, whereas the remaining positions are activated, showing largepositive ∆PAs. The +R character of -NH2 is quite important as can be derived from the high∆PA values of each substitution, which always exceed 81.0 kJ mol−1. The position with largestmesomeric effect is located in the substituted ring. Thus, substitutions at N1, C2, and C3 mainlyactivate the pyrrol ring and substitutions at C4, C5, C6, and C7 mainly activate the phenyl ring.Finally, the nitro group is an example of inductive and mesomeric electron-withdrawing char-acter (−I and −R). The former is reflected on the ∆PA values at ipso positions, which are highlydeactivated; in fact, they are the most deactivated positions. The only exception is observed for2-nitroindole, where the most deactivated position is the C3 and not the C2. We think this isbecause of the competitive inductive effects of the two attached nitrogens. Once again, the positionwith the largest mesomeric effect is located in the substituted ring as happened for -NH2.For all the R groups, the mesomeric effects within the phenyl ring are intensified in para andortho positions, although the effects are most significant in para. Thus, the most activated positionsare C4 and C7, respectively, for substitutions at C7 and C4 when R =-CH3, -F, and -NH2, andthe second most deactivated positions are C4 and C7 for, respectively, substitutions at C7 and C4when R =-NO2. Also, there is clear evidence of mesomeric effects between atoms from differentrings. Thus, looking at the ∆PA values in Table 7.1, we observe that the substitution at C2 favors(or disfavors) the protonation of carbons C4 and C6 and vice versa. Another remarkable ∆PA valueis obtained for N1 in 3-nitroindole. This highly negative value is associated to a resonance formthat releases electron density into the NO2 group leaving a formal positive charge on N1. All ofthis stays in line with the RM.
7.3.2. σ and pi atomic electron populations and Fukui indices
According to traditional interpretations, inductive effects and mesomeric effects are mainlyrelated to variations of σ and pi electron populations, respectively [46]. However, no quantitativesimple relationship has been found between atomic electron populations of the neutral form andPAs. Thus, we can only establish qualitative relations between both properties.Tables 7.2 and 7.3 collect, respectively, the values of σ and pi ring and atomic electron popula-tions for all planar indole derivatives. The geometry of the amino indole derivatives is not planar,which mixes up the σ and pi MOs and impedes performing the σ-pi partitioning. Looking at thevalues of Table 7.2, the mesomeric electron-releasing character of -CH3 and -F is clearly reflectedon the values of the relative ring pi electron populations, Npi (Ω)[R]; these are always positive forboth pyrrol and phenyl rings, being larger for the substituted ring. Also, the mesomeric effect of-F is larger than that of -CH3.The mesomeric effect of -CH3 is due to the conjugation of one of the MOs localized at theout-of-plane -C−H bonds (the A" MO) and the pi MOs from the rings. The RM calls the mesomericeffect of -CH3 “hyperconjugation” and represents it by a resonance structure where the C from the-CH3 is doubly bonded to the ipso C from the ring, adopting sp2 hybridization, and a free proton.It can be observed that nitrogen acts as a small barrier for the electron conjugation between-CH3 or -F and the phenyl ring, since the smallest ∆Npi [R] electron population is found when the
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Table 7.2: QTAIM σ and pi ring electron populations, Nσ and Npi [R], for indole(R = H), in au, and corresponding relative values for planar indole derivatives,∆Nσ [R] and ∆Npi [R]a
pyrrol phenylSPb σ pi σ piH 25.651 5.779 29.691 6.004CH3 1 -1.3 1.1 0.8 1.02 -1.6 2.0 -0.2 1.33 -2.1 2.2 0.2 1.14 -0.2 1.7 -2.5 3.35 -0.7 1.2 -2.7 3.16 -0.6 1.4 -2.8 3.07 -0.1 1.4 -2.6 3.1F 1 -64.2 5.8 -5.6 -0.12 -66.6 4.6 -3.1 1.73 -65.8 6.1 -4.1 0.14 -5.7 1.1 -63.3 6.55 -2.6 0.5 -61.5 5.66 -2.7 0.9 -62.2 5.17 -5.5 1.0 -63.2 6.2NO2 2 -33.1 -6.9 1.2 -9.03 -34.7 -6.1 1.1 -6.24 -0.7 -7.1 -29.5 -3.05 0.9 -6.2 -28.5 -4.76 1.8 -6.8 -27.8 -3.87 0.5 -8.7 -31.7 -6.0a In au with regard to those of indole and multiplied by 102 . b SP denotes substituent position.
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Table 7.3: QTAIM σ and pi atomic electron populations, Nσ (Ω) and Npi (Ω), forindole (R =H), in au, and corresponding relative values for planar indole deriva-tives, ∆Nσ (Ω) and ∆Npi (Ω)a
R SPb 1 2 3 4 5 6 7H Npi 1.717 0.983 1.062 0.982 0.999 0.988 1.017Nσ 6.350 4.688 4.963 5.023 5.012 5.017 4.989CH3 1 ∆Npi -0.6 0.5 0.6 0.0 0.1 0.1 0.2∆Nσ -1.7 0.3 -0.1 0.0 0.0 0.0 0.62 ∆Npi 0.7 -0.5 1.9 0.4 0.2 0.4 0.3∆Nσ -1.1 0.2 -1.1 -0.2 -0.1 -0.2 -0.13 ∆Npi 0.7 2.0 -0.9 0.3 0.2 0.1 0.1∆Nσ -0.5 -0.8 -0.9 0.2 -0.2 0.1 0.04 ∆Npi -0.1 0.2 0.2 -0.5 1.6 -0.1 0.9∆Nσ 0.2 -0.1 0.4 -0.5 -0.9 0.1 -0.55 ∆Npi 0.1 0.2 0.2 1.8 -0.5 1.4 -0.3∆Nσ -0.1 -0.2 -0.1 -1.3 -0.6 -0.6 0.16 ∆Npi 0.1 0.7 0.0 -0.3 1.5 -0.5 1.7∆Nσ -0.2 -0.1 0.2 0.2 -0.7 -0.6 -1.27 ∆Npi -0.1 0.3 -0.1 0.8 0.0 1.6 -0.6∆Nσ 0.4 -0.1 0.1 -0.6 0.0 -0.9 -0.6F 1 ∆Npi 2.2 0.9 0.3 -0.5 -0.3 -1.0 -0.7∆Nσ -55.2 -2.5 -1.8 -0.1 -0.1 0.3 -1.02 ∆Npi 1.1 -1.1 3.0 0.5 -0.5 0.4 -0.3∆Nσ -2.8 -55.8 -6.4 -0.9 0.2 -0.4 -0.43 ∆Npi 1.1 3.7 -0.6 -0.5 -0.4 -0.6 -0.3∆Nσ -2.4 -4.9 -54.5 -0.2 -0.1 0.3 -0.14 ∆Npi -0.4 -0.2 -0.5 0.7 2.7 -0.6 1.5∆Nσ 0.0 -0.2 -0.7 -51.5 -4.7 -0.5 -1.85 ∆Npi 0.0 -0.8 0.4 2.8 0.5 2.4 -0.1∆Nσ -0.2 0.0 -0.6 -5 -50.5 -0.4 -0.26 ∆Npi 0.0 0.6 -0.4 -1.1 2.4 0.5 2.7∆Nσ -0.3 0.1 -0.1 -0.3 -4.0 -50.9 -4.77 ∆Npi -0.3 -0.5 -0.2 1.5 -0.5 2.7 0.5∆Nσ -0.1 0.0 -0.2 -1.8 -0.6 -4.6 -51.0NO2 2 ∆Npi -1.6 4.5 -7.5 -1.7 -1.3 -2.9 -0.8∆Nσ 0.5 -34.6 2.5 0.6 0.4 1.8 -0.13 ∆Npi -3.0 -8.5 4.1 -2.8 -2.2 -1.6 -0.9∆Nσ 2.9 -1.0 -34.7 0.9 1.2 0.7 0.24 ∆Npi -0.8 -2.9 -2.5 7.3 -5.2 -0.3 -3.9∆Nσ 1.0 1.1 -0.5 -30.4 2.0 -1.3 2.55 ∆Npi -1.3 -0.9 -1.5 -4.9 6.8 -3.2 -0.9∆Nσ 0.9 0.7 0.2 1.5 -28.9 0.5 -0.76 ∆Npi -1.1 -3.0 -0.7 -0.7 -3.3 7.1 -4.9∆Nσ 0.8 0.9 -0.2 -0.9 0.7 -29.3 1.47 ∆Npi -3.8 -1.7 -0.8 -4.4 -0.6 -4.7 6.1∆Nσ 3.6 0.7 0.1 2.9 -1.1 1.8 -31.4a In au with regard to those of indole and multiplied by 102 . b SP denotes substituent position.
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substitution takes place on this atom. The -NO2 group displays negative values of relative ring pielectron populations that are larger, in absolute values, than those of -CH3 and -F, reflecting thelarge mesomeric electron-withdrawing character of this group.According to the negative ∆Nσ [R] values obtained for methylindole derivatives, and contraryto that generally assumed, the QTAIM results point to an electron-withdrawing character for -CH3 instead of electron-releasing. These results probably stem from the slightly negative QTAIMcharge of Hs in methyl groups. The loss of σ electrons by the rings is partially recovered via pidonation from -CH3 as explained above. The ∆Nσ [R] remaining groups confirm the expectations,-F and -NO2 are highly electron-withdrawing groups.The relative pi atomic electron populations collected in Table 7.3, ∆Npi (Ω), are in qualitativegood agreement with the ∆PA values (Table 7.1) for -CH3. Thus, the most activated atoms corre-spond to the largest ∆Npi (Ω) values for substitutions in the pyrrol ring, and the two most activatedatoms correspond to the two largest ∆Npi (Ω) values for substitutions in the phenyl ring. Also,Npi (Ω) values shed light on the issue of the origin of the small deactivating ability of -CH3 at theipso carbons. Ipso carbons display negative values of ∆Npi (Ω), whereas the remaining carbons alldisplay positive or very small negative ones. Moreover, the values of ∆Npi (Ω) are also negativefor these atoms, contrary to that found for the most activated atoms, which show negative σ valuesbut positive pi ones. Summarizing for -CH3, this group is −I contrary to that traditionally assumedand +R, which is responsible for the activating ability of this group.In fluorine, the effect of σ electron population overshadows the pi one. The large negative∆Nσ (Ω) values rule ∆PA at the ipso carbons with the exception of N-substitution. However,the mesomeric effect is present and plays an important rule for the remaining atoms. So, it canexplain the small positive ∆PAs of C7 in 4-fluorineindole and C4 in 7-fluorineindole (atoms inpara position); both C7 and C4 display significant positive value of ∆Npi (Ω) in these molecules.Also, ∆Npi (Ω) is significantly positive for the atoms attached to the substituted carbons (atoms inortho position), which explains their small deactivation. Summarizing for -F, this group is indeed-I but also +R.The ortho and para deactivating ability of -NO2 is reflected on the ∆Npi (Ω) values. So, thelargest negative values correspond to these atoms for all substitutions. Moreover, the ∆Npi (Ω)values also predict the mesomeric effect between C2 and C6, and these atoms display values of∆Npi (Ω) that stand out over the other atoms (with the exception of atoms in ortho). The electron-withdrawing character of -NO2 is intensified at the ipso carbons because of the electronegativity ofnitrogen and oxygens, which is reflected on large negative ∆Nσ (Ω) values. It has to be rememberedthat the most negative ∆PAs correspond to the ipso carbons when the substitution takes place inthe phenyl ring.Now, let us check the ability of Fukui indices to predict activating/deactivating abilities ofthe −R groups in indole. Table 7.4 collects the values of f−(Ω) calculated from eq (7.2.4) for allthe indole derivatives with regard to indole called ∆f−(Ω) from now on. Activating and deacti-vating abilities of the different groups will be shown by positive and negative values of ∆f−(Ω),respectively. The Fukui index as approximated by eq (7.2.4) f−(Ω) only depends upon the electrondensity of the highest occupied molecular orbital (HOMO). Thus, f−(Ω) could correlate well withthe energy profile at the first stage of the process, which is useful for reactions that show earlyenergy barriers, but it is useless when the pi aromatic system has been broken and the pi MOs havechanged substantially. Anyway, some trends can be distinguished unequivocally from the valuesin Table 7.4. The mesomeric para and ortho activating ability of -CH3, -F, and -NH2 is reflectedon the positive values of ∆f−(Ω) for C4 and C7 in substitutions at C7 and C4, respectively. Onthe other hand, the same atoms display negative values for nitro-indole substituted at C7 and C4,showing the mesomeric deactivating ability of -NO2. Also, the conjugation between C2 and C6 is
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Table 7.4: QTAIM condensed Fukui indices, f−(Ω), calculated for indole (R =H),in au, and corresponding relative values for all the indole derivatives, ∆f−(Ω)a
R SPb 1 2 3 4 5 6 7H 0.253 0.294 0.447 0.308 0.058 0.236 0.237CH3 1 0.050 -0.053 0.029 -0.023 0.015 -0.040 -0.0032 -0.074 0.036 0.014 -0.030 -0.027 0.037 -0.0603 0.043 0.022 0.004 -0.042 0.006 -0.048 -0.0314 -0.028 -0.027 -0.054 0.006 0.022 -0.009 0.0335 0.023 -0.036 0.005 0.030 0.024 -0.041 0.0096 -0.057 0.052 -0.056 -0.058 -0.035 0.049 -0.0097 0.003 -0.056 -0.041 0.036 0.023 0.001 0.026F 1 0.065 -0.106 0.006 -0.004 0.061 -0.077 0.0512 -0.116 0.023 -0.017 -0.030 -0.033 0.075 -0.0713 0.054 0.027 -0.036 -0.044 0.007 -0.048 -0.0304 -0.016 -0.044 -0.048 -0.015 0.036 -0.026 0.0545 0.064 -0.082 0.032 0.046 0.053 -0.094 0.0036 -0.069 0.076 -0.058 -0.074 -0.039 0.030 -0.0257 0.011 -0.079 -0.043 0.057 0.043 -0.013 0.012NH2 2 -0.197 0.016 0.004 -0.110 -0.027 0.060 -0.1733 0.061 0.092 -0.085 -0.165 -0.002 -0.135 -0.1274 -0.109 -0.139 -0.236 -0.044 0.150 -0.104 0.1265 -0.037 -0.272 -0.320 0.014 0.236 -0.156 -0.1026 -0.158 0.025 -0.253 -0.185 0.011 0.022 0.0047 -0.037 -0.208 -0.214 0.101 0.066 0.013 0.037NO2 2 0.058 -0.113 -0.112 0.042 0.060 -0.050 0.0923 -0.061 -0.108 -0.107 0.044 0.000 0.016 0.0544 -0.010 0.040 0.057 -0.066 -0.037 0.013 -0.0955 -0.015 0.038 0.020 -0.048 -0.016 0.026 -0.0326 0.021 -0.030 0.037 0.003 0.040 -0.050 -0.0567 -0.017 0.068 0.065 -0.079 -0.020 -0.063 -0.071a In au with regard to those of indole and multiplied by 102 . b SP denotes substituent position.
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Figure 7.1: zz component of the atomic quadrupole tensor, Qzz (Ω), emphvs the pi atomic populations,Npi (Ω), for the carbon atoms of the indole derivatives studied. The values are relative to those ofindole and ∆Npi (Ω) is multiplied by 102.
Table 7.5: QTAIM Qzz (Ω) values for indole (R =H), in au, and relative∆Qzz (ΩΩ) values for amino indole derivatives (in au)a
SPb 1 2 3 4 5 6 7H -2.530 -3.400 -3.740 -3.300 -3.460 -3.380 -3.4702 6.6 43.3 -33.1 -9.4 0.4 -8.5 -0.83 -6.0 -41.9 50.0 -2.5 -3.7 -0.9 -1.94 1.5 -6.3 -4.8 43.3 -36.0 7.4 -27.65 -1.6 -0.9 -7.9 -36.2 48.3 -24.6 7.66 -3.0 -14.3 1.9 9.0 -25.3 48.5 -35.37 10.0 -2.5 2.2 -21.0 6.5 -30.5 41.7a The values are shown in au with regard to those of indole. b SP denotes substituentposition.
displayed by the values of ∆f−(Ω) for all the -R groups. However, the remaining atoms do notshow values of ∆f−(Ω) that could be directly connected to the ∆PAs.
7.3.3. Other Indices Obtained from the Electron Density
The values of Qzz (Ω) as calculated from eq 3 (7.2.3) follow the same trends shown by Npi (Ω).Thus, the mesomeric effects found for -CH3, -F, and -NO2 can also be deduced from the relativeQzz (Ω) values, ∆Qzz (Ω). Also, the values of ∆Qzz (Ω) for ipso carbons follow a similar trend as∆Npi (Ω). Figure 7.1 displays the good linear correlation found between ∆Qzz (Ω) and ∆Npi (Ω) forindole derivatives with R =H, -CH3, -F, and -NO2. The ipso and ortho carbons show specificcharacter because of the proximity of the substituent.As an advantage over ∆Npi (Ω), ∆Qzz (ΩΩ) does not need previous partitioning of the electrondensity into σ and pi densities, so that the mesomeric electron-releasing character of the aminogroup can also be studied. Thus, Table 7.5 collects the values of ∆Qzz (ΩΩ) for the amino indolederivatives. As one can see, the inductive electron-withdrawing character of -NH2 is reflectedon the values of ∆Qzz (ΩΩ) at the ipso carbons, which are positive, indicating a decrease of theabsolute values of Qzz (ΩΩ) with regard to indole. Moreover, the mesomeric electronreleasing
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Figure 7.2: Laplacian of the electron density at the secondary charge concentrations, SCC, vs theproton affinity of the carbon atoms in indole.
character is found at the ortho positions (the most negative ∆Qzz (ΩΩ) values) for substitutions onthe phenyl and pyrrol rings and para positions for substitutions on the phenyl ring. The electronconjugation between C2 and C6 is also reflected on the ∆Qzz (ΩΩ) values as these atoms showsignificant negative values.We have also computed the values of ∇2ρ(~r) at the secondary charge concentrations. Unfor-tunately, this property seems to be very sensitive to the atomic environment, and no correlation isfound with the PAs for the carbon atoms of indole and indole derivatives. In Figure 7.2, the plotof ∇2ρ(~r) versus PA for indole is shown. As one can see, the representation is a scattering, andthe same occurs in the remaining molecules studied. We can conclude that this property, contraryto that found for benzene derivatives,19 is not a reliable estimator of the nucleophilic/eletrophiliccharacter in heteropolycycles such as indole derivatives.
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Parte IV




Local aromaticity study ofheterocycles using n-centerdelocalization indices: the role ofaromaticity on the relative stability ofposition isomers1
8.1. Introduction
The concept of aromaticity was first introduced by Kekulé in 1865 [33], who related the “extrastabilization” displayed by certain cyclic unsaturated compounds to a cyclic pi electron delocal-ization. The most significant example of aromatic compound is benzene, the cyclic pi electrondelocalization of this compound, as it is well known, was represented by Kekulé as the coexis-tence of two equivalent valence structures, called since then Kekulé valence structures or Kekuléresonance structures.Clar’s rule, also known as pi-sextets rule [302, 303], and Chemical Graph Theory (CGT) indices[304–318] are qualitative measures of the local aromaticity based on the Kekulé valence structuresfor polycyclic aromatic hydrocarbons (PAH’s). Clar’s rule states that the Kekulé valence structurewith the largest number of disjoint aromatic p-sextets is the most important for the characterizationof the properties of PAH’s. Aromatic pi-sextets are defined as six pi-electrons localized in asingle benzene-like ring separated from adjacent rings by formal C−C single bonds. The Clar’sstructure for a given PAH is the valence structure having the maximum number of isolated andlocalized aromatic pi-sextets, with a minimum number of localized double bonds. It also indicatesthat the most aromatic rings are those displaying p-sextets at the Clar’s structure. According toCGT, the local aromaticity is given by the quotient of the number of times a ring appears in allKekulé valence structures as a benzene Kekulé ring and the number of Kekulé valence structures.Aromaticity indices so obtained were demonstrated to be a more quantitative description of Clar’srule [318]. For instance, Figure 8.1 shows the Kekulé structures for phenanthrene, the Clar’sstructure (the pi-sextets are indicated with a circle) and the values of the CGT indices, reflecting
1Published in [183]
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Figure 8.1: Kekulé structure, the Clar’s structure and the values of the CGT indices for phenan-threne.
larger aromaticity for the outer rings.The partitioning of the pi electrons into individual rings using the “numerical Kekulé valencestructures”, NKVS, has also been employed as an aromaticity index [318, 319]. For a certain Kekuléstructure the corresponding NKVS represents the number of pi electrons within each individualring (6, 3, and 5 according to the first Kekulé valence structure in Figure 8.1). The number of pielectrons of a certain ring is calculated by adding all the NKVS and dividing by the total numberof Kekulé structures (26/5 and 18/5 for, respectively, outer and inner rings of phenanthrene). Thelarger the number of pi electrons in the ring the larger is the local aromaticity.Other indices of local aromaticity are based on quantitative measures. Most of them belongto two groups: structure based indices and magnetic-based indices. All of them were completelyreviewed in two recent special issues of Chemical Reviews [320, 321]. The most widely usedmagnetic-based index is the NICS (nucleus-independent chemical shift) index [38], which is definedas the negative value of the shielding, computed at a ring center (NICS(0)) or at some otherinteresting point of the system. For instance, the NICS(1) is computed at the distance of 1 Å abovethe ring center, where the pi orbitals have their maximum density. For planar or nearly planarmolecules, the influences of other magnetic shielding contributions different from the pi system arereduced using NICS(1) [38].The use of multicenter bond indices or n-center delocalization indices, n-DI’s, as a measure ofaromaticity in 5 and 6-center rings was initially proposed by Giambiagi et al [139, 322–324]. Theyinterpreted all the possible valence structures of benzene, including those of Kekulé, in terms of6-center electron delocalization [139, 324]. Since the n-DI measures the extension of the electrondelocalization to n atoms, aromatic molecules are expected to display larger n-DI’s than thoseof non-aromatic when they are computed for all atoms of the ring. n-DI’s have been recentlyapplied to study the total and local aromaticity of a large number of aromatic and antiaromaticsystems [44, 46, 283, 325–328]. In our previous work [283] we have compared indices derivedfrom the n-DI’s with the CGT indices, and the total and ring resonance energies, RE, calculatedby the Conjugated Ring Circuits Model [95, 318, 329–331], obtaining a very good agreementbetween qualitative and quantitative indices for polybenzenoid hydrocarbons. Overall, n-DI’s area quantitative representation of electron delocalization not influenced by other factors, contraryto what happens to magnetic indices (like NICS) and measure local aromaticity due to a certainring current [283, 328]. Moreover, they can be applied on any system, contrary to structural basedindices, like HOMA’s, or aromatic stabilization energies, which require a reference system that, forinstance, make them not useful for transition states.In this work, we study heterocyclic aromatic compounds, containing four-, five-, or six-memberedrings with N, O, and S atoms. Our aim is to discuss the contribution of aromaticity to the relativestability for some series of positional isomers, showing that the small differences of aromaticity are
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less important than other structural factors, but in the absence of these factors aromaticity controlsstability. These results are also in line with NICS(0) and NICS(1) values. However, one should becareful when using NICS, especially when studying systems that contain a different number of ringsbecause they are not always straightforwardly related to local aromaticity [144, 328, 332, 333]. Wealso show that n-DI’s provide a quantitative interpretation of the qualitative predictions on localaromaticity based on CGT. To reach this conclusion, the values of the n-DI’s are compared to theCGT indices and the ring pi electron populations obtained from the NKVS.Successful comparison of n-DI’s with resonance energies of some of the molecules studied herehas already been presented in our previous work [46]. We are not comparing n-DI’s with isodesmicand homodesmotic aromatic stabilization energies as most of the molecules studied here containheteroatoms. Recent studies [334, 335] have evidenced some shortcomings in the calculation ofstrain energies employing these processes that are also expected to hold for the calculation ofaromatic stabilization energies.
8.2. Calculation of n-DI’s and computational details
Since the mathematical derivation of the n-center delocalization index via Generalized Popula-tion Analysis, GPA, in the context of Mulliken analysis [336] and QTAIM [46], has been presented inprevious papers, we are only showing the relevant expressions employed for its calculation. Thus,expanding the number of electrons of a molecule, N , in terms of the n-order spin free density matrix,the expressions (8.2.1) and (8.2.2) for the n-center electron delocalization are obtained within theframework of the QTAIM. ∆n(A, B, . . . ,M) represents the electron population correlated along then-centers, in other words, the delocalized-electron population among those n atoms. Thus, it isdefined as the summation running over those permutations (denoted by P) of the n atoms A, B, . . . ,M that provide different values of δn(A, B, . . . ,M), as defined by Eq. (8.2.2). The summation inδn(A, B, . . . ,M) is the “n-center electron delocalization term” assigned to every specific permuta-tion. Permutations of the atoms in Eq. (8.2.2) provide different values when n > 3 unless symmetrymakes some of them equivalent.The expressions (8.2.1) and (8.2.2) are strictly valid for mono-determinant wave functions, theMO’s employed can be HF or Kohn–Sham (KS). Nevertheless, it has to be noticed that, for KSformalism, the mono-determinant wave function is an approximation to the real one. So that Eq.(8.2.2) is an approximation to the correct DFT delocalization index, which does not include electroncorrelation explicitly and corresponds to some effective independent particle model [337].
∆n(A, B, . . . ,M) =∑P δn(A, B, . . . ,M) (8.2.1)
δn(A, B, . . . ,M) = 4n N/2∑i,j ,...,m 〈i |j 〉A 〈j |k 〉B . . . 〈m |i 〉M (8.2.2)
We have studied a series of polycyclic aromatic molecules containing 1-3 rings (Figure 8.2).In particular, 29 monocyclic, 23 bicyclic and 4 tricyclic compounds. All the bicycles and tricyclesconsidered are formed by benzenoid rings fused to one of the monocycles studied. The nomenclatureemployed is an acronym where the first letter indicates whether the molecule is monocyclic (m),bicyclic (b) or tricyclic (t); it is followed by a number indicating the number of centers in thenon-benzenoid ring (except for benzene, naphthalene, and anthracene where all the rings arebenzenoids), finally another letter is added to differentiate compounds.































































































































































5.501.00 X X4.000.00 1.006.00
X=NH,O,S5.000.66
5.200.80
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4.750.50 4.500.50
Figure 8.2: Molecular nomenclature and values of n-DI’s (in au), CGT indices (in boldface) andring pi electron populations obtained from NKVS’s (in italics).
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The calculations were carried out on Kohn–Shan MO’s computed at the B3LYP/6-311++G(d,p)level of calculation. The Gaussian03 program [185] was employed to obtain the molecular geome-tries, energies and the MO’s. The AIMPAC package of programs developed by Bader and co-workers [184] was used to integrate the Atomic Overlap Matrix (AOM) within the atomic domains.Our own program, NDELOC [282], was used to compute the n-DI’s according to Eqs. (8.2.1) and(8.2.2).n-DI’s can be rigorously split into σ and pi contributions for planar molecules bearing alwaysin mind that the zero-flux surfaces must be determined using the total electron density. We havefound in previous studies on polycyclic aromatic hydrocarbons that the pi contribution, pi n-DI’s,correspond to 95 % of the total n-DI’s for highly delocalized systems with n ≥ 5 [46]. Because ofcomputational reasons, we have only calculated the pi n-DI’s but not the total n-DI’s. The non-planar m6m molecule is an exception where the 6-DI value was calculated using all the occupiedMO’s. The accuracy of the QTAIM numerical integration was checked by comparing the summationof the AOM terms for a pair of MO’s i, j ,∑A 〈i |j 〉A , with the value of the overlap integral over thewhole space, 〈i |j 〉, which is expected to be 0. We found that the differences between 〈i |j 〉 and∑A 〈i |j 〉A is less than 2× 10−5 for all cases.Several position isomers are included within the series of molecules studied, we have computedthe relative energies of these isomers with regard to the most stable one, ∆E , and compared theresults with their relative aromaticities. The structures were confirmed as energy minima, but thezero point vibrational energy correction (ZPVE) was not included in the calculation of ∆E sinceonly electronic effects are going to be compared.
8.3. Results and discussion
8.3.1. Monoheterocycles
Figure 8.2 shows the molecules studied and the values of 4, 5, and 6-DI’s computed for them. Ithas to be noticed that the direct comparison of n-DI’s computed for rings with a different number ofcenters does not provide a picture of relative aromatic stabilization. In fact, aromatic stabilizationdoes not only depend on the extension of the electron delocalization over the n centers, but also onthe number of centers (see Ref. [46] for a detailed discussion). The fact that m5a-m5k moleculesdisplay much larger 5-DI’s than the 6-DI of benzene cannot be interpreted as an indication asthese five membered rings are more aromatic than benzene. This is not a shortcoming affecting tothis work as our goal is to compare the aromaticity and stability of isomers.The monocyclic compounds m4a, m4b, and m4c display 4-DI values that can be justified bythe well-known Hückel rule. Hence, the 4n-electron systems (m4a and m4c) are antiaromatic andtherefore show very small 4-DI values, on the contrary the 4n + 2-system (m4b) is aromatic andtherefore shows a large 4-DI.All the five centers and six electrons ([5c–6e]) monocycles studied here are aromatic anddisplay large 5-DI’s. The order of aromaticity indicated by 5-DI’s follows some trends: (i) inclusionof heteroatoms decreases the aromaticity with regard to the cyclopentadienyl anion (m5a) in theorder O > S ≈ N; (ii) in contrast, the inclusion of more and more N’s in the pyrrole ring (m5b)increases the aromaticity up to reach values larger than that of m5a for systems with four (m5iand m5j) and five N’s (m5k); (iii) for 5-center rings with the same number of N’s the most aromaticring is that having the largest number of N−N bonds, in the case of two compounds with the samenumber of N−N bonds the most aromatic is that having the smallest number of −N −N − Hunits.
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[6c–6e] monocyclic polyazoles (m6b-m6m) are all planar but m6m, which presents a twisted-boat geometry due to the important electron-electron repulsion between N-lone pairs. 6-DI’scalculated for this series indicate that insertion of N atoms decreases the aromaticity unless theyform N−N bonds. Thus, we observe ∆6(m6a) > ∆6(m6b) > ∆6(m6c) ≈ ∆6(m6d) > ∆6(m6f) forcompounds with increasing number of nitrogens with no N−N bond. The same trend holds forseries where N atoms are inserted in rings with one N−N bond: ∆6(m6e) > ∆6(m6g), and twoN−N bonds: ∆6(m6h) > ∆6(m6i) (Figure 8.2). On the contrary, progressive formation of N−Nbonds increases ∆6 values, thus: ∆6(m6b) < ∆6(m6e) < ∆6(m6h) < ∆6(m6k) < ∆6(m6l). Thisseries breaks for m6m, whose ∆6 is equivalent to that of benzene. Nevertheless, this can beexpected from its non-planar geometry, which decreases the effective pi overlapping.Table 8.1 also collects the values of the B3LYP/6-311++G(d,p) relative energies of positionisomers in the series. It shows that the order of stability is reversed with regard to the order ofaromaticity. Thus, in the series of diazoles (m5c and m5d), triazoles (m5e-m5h), tetrazoles (m5i andm5j), diazines (m6c-m6e), triazines (m6f-m6h), and tetrazines (m6i-m6k) the most stable compoundis the least aromatic one and vice versa. The fact that the most stable isomer is not necessarilythe most aromatic was already discussed by Havenith et al [338]. This trend is supported byvalues of NICS(0) and NICS(1) calculated by Schleyer et al. [38] for the same compounds, ifwe exclude diazoles and diazines. Thus, NICS(0) and NICS(1) indicate that the most aromaticisomer is the most stable for diazoles, whereas for diazines the most stable isomer is the mostaromatic using NICS(0) but the contrary is found using NICS(1) [38]. Also, particular cases areobserved for NICS(0) values in the series of triazines and tetrazines; i.e., according to NICS(0) theleast stable is the most aromatic but the most stable does not correspond to the least aromaticisomer. Summarizing, the order of stability seems not to be controlled by the aromaticity but otherstructural factors. Thus, aromaticity is just a small stabilizing factor compared to other destabilizingfactors.The relative energies of isomers shown in Table 8.1 point out that three structural factorsare of main importance for the stability: (i) N−N bonds destabilize the energy of diazines anddiazoles, thus the most stable isomer is that showing the smallest number of N−N bonds; (ii) N−Nbonds where none of the nitrogens is attached to a hydrogen destabilize more than −N −N − Hunits for azoles, as can be seen from the relative energies of the following pairs of isomers:m5e/m5f, m5g/m5h, and m5j/m5i; (iii) the −N − C −N − C−structure is more stabilizing thanthe −N − C − C −N− one and the −N −N −N− unit is less destabilizing than the presenceof two N−N bonds for azines, look for instance at the pairs m6c/m6d and m6i/m6j. A simplequalitative rule that summarizes the relative stability of the isomers of azoles and azines can bederived from (i) , (ii) , and (iii) . The larger the number of −N − C −N− units (marked in Table8.1 with an open circle on the C atom) the larger is the stability of the compound. When twoisomers present the same number of −N − C −N− units, the most stable is that showing thelargest number of −N −N − H units for azoles and −N −N −N− units for azines.
8.3.2. Polyheterocycles
The n-DI’s computed for this series agree perfectly with aromaticity indices based on CGT(Figure 8.2). Thus, CGT indices and the ring p electron populations obtained from the NKVS (alsoincluded in Figure 8.2) suggest that the local aromaticity of the benzene ring is larger in b4bthan in b4a. Moreover, CGT indices and NKVS’s suggest a large decrease on the local aromatic-ity of benzene rings fused to five-membered rings in isocompounds, like isobenzopyrrole (b5b),isobenzofuran (b5i), and isobenzothiophene (b5k) (Figure 8.2), with regard to the correspondingnon-isocompounds. In contrast, the local aromaticity of the corresponding five-membered ring in-creases from non-iso to isocompounds. This qualitative expectation is confirmed by the values of
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Table 8.1: Relative energies (in kcal mol−1) for the series of isomers drawn in Figure 8.2
m5d N
HN 0.0 b5a HN 0.0
m5c NHN 10.6 b5b NH 9.1
m5e N NHN 0.0 b5e N
HN 0.0
m5f N N
HN 6.8 b5c NHN 14.6
m5g NHNN 12.7 b5d NHN 19.5
m5h NN
HN 17.4 b5g NNHN 0.0
m5j N NNHN 0.0 b5f NN
HN 0.2
m5i N NN
HN 2.9 b5h O 0.0
m6d N N 0.0 b5i O 14.4
m6c N N 4.1 b5j S 0.0
m6e N N 23.0 b5k S 11.0
m6f N NN 0.0 b6b N 0.0
m6g N NN 27.3 b6c N 1.2
m6h N NN 44.0 b6f NN 0.0
m6i N NNN 0.0 b6g NN 3.1
m6j N N NN 7.1 b6e NN 23.0
m6k N N NN 20.9 b6d NN 24.1
b6h N NN 0.0 b6i NNN 16.3Open circles indicate −N − C −N− units (see text for details).
148 CHAPTER 8. LOCAL AROMATICITY OF HETEROCYCLES USING N-DIS
the 6-DI’s and 5-DI’s of the series comprising from b5a to b5k. Also, the values of the NICS(0)and NICS(1) for benzopyrrole, benzofuran, benzothiophene, and the corresponding isocompoundsconfirm this trend [38]. However, Martínez et al. [339] reported NICS values that showed theopposite trend for the same molecules. It seems that they mistook the values of the six-memberedrings for the five-membered rings.The qualitative character of CGT indices and NKVS’s does not allow distinguishing the localaromaticity of the two six-membered rings fused in the b6a-b6j series. This trend is not changedby the presence of N atoms. On the contrary, 6-DI’s show small differences among the rings(Figure 8.2). These differences can be explained considering the different weight of Kekulé valencestructures; the one with the smallest number of N−N formal double bonds being the most important.Thus, when this structure does not display a pi-sextet on the benzene ring, the aromaticity of thebenzene ring decreases and that of the nitrogenated ring increases (b6d, b6h, and b6j). Thecontrary is found for b6e, where the benzene ring shows the largest local aromaticity of the series.As for the remaining molecules of the series, there is no favored Kekulé valence structure on thebasis of the number of N−N formal double bonds. The same trend is followed by NICS(0) andNICS(1) values calculated by Schleyer et al [38]. For instance, NICS(0) for the benzene ring ofb6d and b6e are, respectively, −8.76 and −9.93, and NICS(1) are −10.85 and −11.28. Moreover,the opposite trend is displayed by the nitrogenated rings, the NICS(0) values are, respectively,−6.81 and −5.61 for b6d and b6e, and the NICS(1) are −11.50 and −10.13.6-DI’s and 5-DI’s are also in good agreement with CGT indices and NKVS’s for tricycliccompounds. Thus, the most aromatic benzenoid rings correspond to t4 and t5, where all theKekulé valence structures display pi-sextets on these rings. The valence structure of t4 wherethe benzenoid and cyclobutadiene rings display 4pi electrons is the only exception. However, thisvalence structure is expected to have a very small weight for obvious reasons. As CGT Indicesdo not consider different weights for valence structures, the local aromaticity they reflect for thebenzenoid rings of t4 is smaller than those of t5. On the other hand, the 5-DI of pyrrole ring int5 shows an important decrease in aromaticity as expected from CGT indices. t6a and t6b areother examples of good agreement between qualitative and quantitative indices. Thus, 6-DI’s arequite similar between outer and inner rings but slightly larger for the former. The ring pi electronpopulations obtained from NKVS’s display the same trend. However, NICS(0) and NICS(1) valuesshow larger aromaticity for the inner rings in t6a and t6b [340]. The reasons for discrepanciesdisplayed by different indices (like PDI, HOMA, ring critical points, ring currents, circuit resonanceenergies, etc.) about the local aromaticity in linear polyacenes have been extensively discussedin a series of recent articles [46, 283, 328, 341]. Finally, the relative energies of series of bicyclicisomers are also collected in Table 8.1. Contrary to that found for monocyclic compounds, theeffect of aromaticity on the stability of different isomers can be noticed in the absence of othersignificant structural factors. Thus, the pairs b5a/b5b, b5j/b5k, and b5h/b5i display energies thatare 9.1, 11.0, and 14.4 kcal mol−1 higher for the iso-compounds. These relative energies followthe same trend as the differences on the 6-DI’s of the benzene ring, the most aromatic ring of both.Moreover, the relative energy increases as the aromaticity of the five-membered ring decreases(see values of 5-DI’s for pyrrole, furan, and thiophene). The pair b5c/b5d is another example forthe influence of aromaticity. In this case, the energy of the iso-compound is 4.9 kcal mol−1 higher.The relative energies of the remaining isomers can be explained by the same rules as stated abovefor monocyclic compounds.
Chapter 9
How Does Aromaticity Rule theThermodynamic Stability ofHydroporphyrins1?
hydroporphyrin isomers and the observed inaccessibility of octahydroporphin both syntheticallyand in nature can be perfectly rationalized in terms of aromaticity.
9.1. Introduction
Porphyrins are a unique class of compounds that are ubiquitous in nature and perform a widevariety of functions ranging from oxygen transport, electron transfer, and oxidation catalysts tophotosynthesis [343]. They are among the most widely distributed and important cofactors foundin nature and are crucial regulatory effectors in many biochemical processes. Hydroporphyrins arepartly reduced derivatives of the porphyrin ring system in which one or more double bonds havebeen saturated by the formal addition of hydrogen atoms or alkyl groups across a double bond [344].Several chemical differences between hydroporphyrins and porphyrins have been observed. Forinstance, hydroporphyrins have intrinsically larger core sizes and exhibit both a larger tendencyto adopt nonplanar conformations and bigger displacements from planarity than the correspond-ing porphyrin complexes that have similar peripheral substitution [345–347]. Standard reductionpotentials of ligand-centered redox processes generally decrease with increasing macrocycle sat-uration [348–352]. Thus, hydroporphyrin macrocycles are easier to oxidize and more difficult toreduce than porphyrins. The resistance of the macrocycle to reduction and the larger core sizeare reasons of why hydroporphyrins can stabilize metal ions in less common, low-valent oxidationstates such as CuI and NiI [346, 353, 354], which are not readily accessible in porphyrins.The most common naturally occurring hydroporphyrins are the dihydroporphyrins (chlorins)and the tetrahydroporphyrins (bacteriochlorins and isobacteriochlorins) [355, 356]. Depending onthe hydrogenation sites one can distinguish different isomers of chlorin (2a and 2b in Figure 9.1)and bacteriochlorin (3a and 3c). However, only one isomer of isobacteriochlorin (3b) is possible.Representative examples of these hydroporphyrins include chlorophyll, the ubiquitous chlorin thatregulates photosynthesis in green plants, algae, and cyanobacteria; bonellin, the sex-differentiating
1Published in [342]
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5Figure 9.1: Porphin (1) and the series of hydroporphyrins (2-5).
chlorin of the marine worm Bonella viridis [357]; and bacteriochlorophyll and siroheme, the isobac-teriochlorin prosthetic group of numerous sulfite and nitrite reductases [358, 359]. Due to theirfavorable photophysical properties some members of the chlorin and bacteriochlorin families arealso of medical interest. For instance, they have been shown to reverse tumor multidrug resistanceand may find use in cancer chemotherapy [360].On the other hand, in the wake of the investigation of the biosynthesis of vitamin B12, differentforms of hexahydroporphyrins (derivatives of molecule 4a) have also been synthesized2. The dis-covery, structural elucidation, and chemistry of factor F430, a dodecahydroporphyrin, has given anadditional drive for the study of the chemistry of highly reduced porphyrins2. However, the missinglinks in the series of hydroporphinoid structures, octahydroporphin 5 and decahydroporphin, havenot been found yet.There is no doubt that most of the physical and chemical properties of porphyrins and hy-droporphyrins are intrinsically related to their aromatic character. Thus, two striking propertiesof the porphin ring (1), its visible electronic spectrum and NMR chemical shifts, are due to thedelocalized pi-electron system and its associated ring currents. Indirect evidence of currents inthe porphin ring comes from experimental proton chemical shifts [361] and from calculations of themagnetic shielding at chosen points within the molecule [362, 363]. Although the aromaticity ofporphin has been extensively confirmed by using different aromaticity criteria, the role played byall the possible aromatic pathways in the total aromaticity of porphin is still a controversial issue.The results obtained by some authors support the presence of an 18pi-[16]annulene inner-crossaromatic pathway with the C2H2 groups of the pyrrolic rings functioning only as exocyclic bridges[362], whereas other results support the existence of a bridged 18pi-[18]annulene with the innerNH groups acting as inert bridges [364–367].A much smaller number of studies have been devoted to the investigation of the aromaticity
2See reference [356] and references therein
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in hydroporphyrins. Only a few addressed the topic in chlorin and bacteriochlorin by usingmagnetic criteria [363, 368, 369] and bond resonance energy (BRE) [105]. Among previous studies onporphyrins it is worth mentioning the work with BREs by Aihara and Makino [105], who quantifiedat the Hückel molecular orbital level the relative weight of different aromatic pathways on thetotal aromaticity. Steiner and Fowler have previously computed ring current maps for porphyrins,including bacteriochlorin [368, 369], and ring current maps obtained in the present study willbe compared to theirs. Although several works by these authors did explore several porphyrinderivatives [370–372], they did not consider the complete hydrogenation series as discussed in thepresent study.Hydrogenation of porphyrins mostly produces modifications of the electronic structure of thepi system, which in turn changes the aromatic stabilization of the molecules. Then, it is expectedthat aromaticity plays a key role in the thermodynamic stability of hydroporphyrins. Herein, weanalyze in detail the aromatic character along the series of molecules represented in Figure 9.1,paying special attention to the local aromaticity and its changes upon hydrogenation. Two mainquestions, essential for the understanding of the relative abundance of porphyrins in nature, areaddressed in this article: the relative stabilization of different isomers of hydroporphyrins 2–4 andthe apparent thermodynamic instability of octahydroporphin 5. Several methodologies based onmagnetic, energetic, and electron density aromaticity criteria are employed in this work, whichput the different indices calculated in a common scale by using recently developed approaches[145, 146, 373–375] proposed independently or in common by some of the authors. The large setof methods employed here supports the reliability of the results obtained.
9.2. Methodology
9.2.1. Ring current maps
The existence of a ring current in a molecule is judged from the nature of the induced currentdensity due to a magnetic field. As all molecules examined herein have a closed-shell singletstructure, one can limit the origin of the magnetic field to an external magnetic field. The inducedelectronic current density is then obtained as the expectation value of the operator [Eq. (9.2.1)][376]:
−12 N∑i=1 [pˆiiδ(~ri − ~r) + δ(~ri − ~r)pˆii] (9.2.1)in which the operator pˆii is given by [Eq. (9.2.2)]:
pˆii = pˆi + 1c ~A(~ri) (9.2.2)and ~A(~ri = 1/2~B× (~ri− ~d is a vector potential that gives rise to the magnetic field. In the remainderof the article we assume the Coulomb gauge is used. By virtue of the antisymmetry of the wavefunction, one obtains for the current density [Eq. (9.2.3)]:
~j(~r) = −N2 〈Ψ0 ∣∣[pˆi1δ(~r1 − ~r) + δ(~r1 − ~r)pˆi1]∣∣Ψ0〉 (9.2.3)
Under the assumptions already mentioned, the first-order current density can be expressed as[Eq. (9.2.4)]:
~j(~r) = iN ∫ dτ ′ [Ψ(0)0 ∇Ψ(1)0 −Ψ(1)0 ∇Ψ(0)0 ]− 1c ~A(~r)ρ(0)0 (~r) = ~jp(~r) + ~jd(~r) (9.2.4)
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in which we used perturbation theory to the first order in the field, Ψ0 = Ψ(0)0 +Ψ(1)0 , and integrationgoes over all electronic coordinates except the spatial coordinates of electron 1. The current densitythus becomes a sum of a paramagnetic and a diamagnetic part. Keith and Bader [118, 377] derivedthe current density in its first order for Hartree–Fock wave functions and subsequently introducedthe so-called continuous set of gauge transformation (CSGT) method, later also described as theCTOCD-DZ or ipsocentric method [118, 377–379], in which the origin d for every point where thecurrent density is evaluated is taken as itself, thus leading to the last term in Equation (9.2.4)being zero. The reader is referred to the original work by Keith and Bader for details [118, 377].The total induced current density cannot change under such a transformation, and Steiner et al.[380, 381] have shown that the diamagnetic term is transferred to terms involving [Eq. (9.2.5)]:∫ dτ ′ [Ψ(0)0 ∇Ψ(1)0,d −Ψ(1)0,d∇Ψ(0)0 ] (9.2.5)
For a single determinant wave function ψ (0)n , one can interpret the induced current density interms of orbital contributions for which the paramagnetic contributions depend on the quantities[Eq. (9.2.6)] [380, 381]: 
〈ψ (0)p ∣∣∣ˆl∣∣∣ψ (0)n 〉εp − εn
 (9.2.6)
in which lˆ is the angular momentum operator, ψ (0)p is a virtual orbital from the self-consistent field(SCF) procedure, and the denominator is the energy difference between both orbital energies. Thediamagnetic term depends on the set of terms [Eq. (9.2.7)]:
〈ψ (0)p |pˆ|ψ (0)n 〉εp − εn
 (9.2.7)
in which pˆ is the usual linear momentum operator. This means that in the ipsocentric method,one can very easily interpret ring current data based on the availability of virtual orbitals of theright symmetry with respect to the symmetry of the direct product of the occupied orbital and theoperator. Moreover, the orbitals involved need to be sufficiently close in energy to yield a smallenough denominator in Equation (9.2.6) or (9.2.7). Another appealing feature of the ipsocentricmethod is that only occupied–virtual orbital transitions are possible [382, 383]. Obviously, the setof values in Equations (9.2.6) and (9.2.7) do not wholly control the contribution of each orbitalbecause there are also the terms as {ψ (0)p ∇ψ (0)n }. The values in Equations (9.2.6) and (9.2.7)thus allow us to identify those orbitals that can contribute to the ring current based on symmetryarguments but not whether they will contribute significantly. We therefore report not only atransition diagram representing the different allowed transitions, but also show orbital-resolvedring current maps that also take into account these terms.
9.2.2. Energy effects of cycles and bond resonance energies
The extent of conjugation in a given circuit Z of a polycyclic conjugated pi-electron system canbe measured by the respective energy effect of the circuit, ef (Z ) [384, 385]. The ef (Z ) quantity isdefined as the difference between the total pi-electron energy and an appropriate reference energyin which the contributions coming from the given circuit are neglected, whereas contributionscoming from any other structural feature are taken into account. By using chemicalgraph-theory
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tools within the Hückel molecular orbital (HMO) theory, it can be shown that [Eq. (9.2.8)]:
ef (Z ) = 2pi
+∞∫
0
dxln ∣∣∣∣ φ(G, ix)φ(G, ix) + 2φ(G − Z, ix)
∣∣∣∣ (9.2.8)
in which G is the molecular graph representing the pi-electron system considered, φ(G) is itscharacteristic polynomial, and G − Z is the subgraph obtained by deleting from G the circuit Z .Details of the underlying theory, as well as an exhaustive bibliography, can be found in a review[103] and in recent papers [386–388]. On the other hand, the topological resonance energy (TRE)[98, 389] is obtained by deleting from G all the possible circuits and measures the total aromaticstabilization of the system.BRE [104, 390] is another energetic quantity aimed at measuring the extent of pi-electronconjugation in polycyclic systems. Within the HMO theory framework, the BRE for a given pi bondbetween the atoms P and Q is calculated as the difference between the total pi-electron energyand the energy of a hypothetical pi system constructed by setting βPQ = iβPQ and βQP = −iβQP,in which βPQ = βQP is the resonance integral between the atoms P and Q. Calculated in thisway, BRE represents a measure of stabilization or destabilization of the system considered dueto pi-electron conjugation along the circuits that share the given pi bond. The BRE concept waselaborated and applied in numerous articles (see, for instance, refs. [105, 391–393]).In the present work, the parameterization scheme for the heteroatoms proposed by Van-Catledge [106] is used, and calculated ef and BRE values are expressed in units of the HMOcarbon–carbon resonance integral βCC . Because βCC is a negative quantity, positive ef and BREvalues imply thermodynamic stabilization, whereas negative ef and BRE values imply thermody-namic destabilization of the given conjugated pi-electron system.
9.2.3. Multicenter delocalization indices






k∈C · · ·
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k∈C · · ·
∑
m∈M
(PβS)ij (PβS)jk . . .(PβS)mi
 (9.2.9)
in which Pα and Pβ are the so-called alpha and beta density matrices and S is the overlap ma-trix in terms of basis functions, i, j , . . . The first summation in Equation (9.2.9) runs over all thenonequivalent permutations P of the n atoms. The remaining summations run over the basis func-tions centered on the atoms A, B, etc. Because the number of permutations increases rapidly withthe number of atoms, the calculation of the multicenter index using Equation (9.2.9) is unfeasible
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(PβS)ij (PβS)jk . . .(PβS)mi
 (9.2.10)
in which just the consecutive cyclic array of the atoms forming the ring is considered, is a goodalternative for the determination of the multicenter electron delocalization [146, 398]. In addition,the value of the multicenter index shows a strong dependence on the number of centers anddecreases dramatically as n increases [46]. This makes multicenter indices difficult to comparewith other aromaticity measures such as ring currents or ef (Z ) or even among themselves if ringsof different size are involved. The problem can be partially solved by using a recently proposedapproach [146], in which In is first normalized and then transformed to provide estimates of Aihara’scircuit resonance energy (CRE) [144], given by [Eq. (9.2.11)]:
CRE−MCI = 1.332 (In)n+ 1/nn (In0 )n+ 1/n0 (9.2.11)in which In0 refers to Giambiagi’s ring index of benzene (n0 = 6), which is employed as reference.Herein, we discuss the values of CRE−MCI as they contain the same chemical information asthe MCI and can be compared directly to the ef (Z ). The same approach was employed to estimatethe ring current intensities, magnetic susceptibility exaltations (Eqs. (27) and (28) in ref. [146],respectively), and chemical shieldings from multicenter indices. The zz component of the chemicalshielding calculated at the center of a planar ring with nb bonds can be approximated by Equation(9.2.12):
σzz (~r0) ≈ A [ nb∑i=1 Ii|~ri − ~r0|2 sin(θi)
] (9.2.12)
in which Ii represents the current intensity (positive or negative for diatropic or paratropic sense,respectively) circulating through a given bond i, ~ri is the position vector of the center of thebond, and θi is the angle formed by the current vector at ~ri and (~ri − ~r0). A is a parameter thatmainly depends on the magnetic field strength. By introducing the values of Ii obtained frommulticenter indices in Equation (9.2.12) one can estimate the value of the zz component of thenuclear-independent chemical shift, NICSzz [127, 399], which is defined as −σzz . A similar ideawas introduced previously by Fias et al. for the estimation of the NICS at the center of a givenring from the MCI values of all the circuits encircling the ring [374].
9.3. Computational Details
Geometries and energies of the series of molecules 1-5 were obtained at theB3LYP/6-31++G(d,p) level by using the Gaussian03 program [185]. Energies and molecular sym-metries can be seen in Table 9.1, whereas geometries have been incorporated in atomic Cartesiancoordinates in the Supporting Information . As a remarkable feature we found that hydrogenationof nonprotonated pyrrole rings preserves the planar structure of the C−N skeleton of porphin, inwhich hydrogenation of protonated pyrrole rings results in a distortion from planarity. However,the energy difference between planar and nonplanar geometries is very small (between 0.1 and
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0.5 kcal mol−1). In the planar structures the molecular orbitals can be univocally classified as σand pi , so that ring currents and multicenter indices can be split up into σ and pi contributions,the latter being related to the pi aromaticity of the system. For that reason we only discuss theplanar structures. NICSzz obtained at different points within the molecules and the zz componentof the magnetic susceptibility, χzz , were also calculated at the B3LYP/6-31++G(d,p) level.Calculations of ring currents and multicenter indices were performed by using a minimal basisset (STO-3G) and our own Fortran routines requiring formatted checkpoint files from Gaussian03as the only input. The required two-electron integrals for the ring currents were obtained fromlocally modified codes from the BRABO ab initio package [400]. The reason for such a reductionof the basis set size in these calculations was merely computational. It has been proven for thecalculation of ring currents [145, 146, 373–375, 401, 402] and multicenter indices [145, 146, 373–375, 403, 404] that a minimal basis set provides essentially the same information as other largerbasis sets with a much lower computational effort. This is because the main important factors hereare the symmetry and the shape of the molecular orbitals. Symmetry does not depend on thebasis set and the shape of the orbitals is not significantly altered by the number of basis functionsemployed. Even using the pseudo-pi method [401–404], in which carbon atoms are replaced byhydrogen atoms and the STO-3G basis set is employed, one captures the same essential informationabout the ring currents and multicenter electron delocalization in polycyclic aromatic hydrocarbons.Unfortunately, the pseudo-pi method is not applicable to porphyrins because we have to distinguishbetween nitrogen and carbon atoms. We always considered a magnetic field in the z direction(perpendicular to the plane formed by the C−N skeleton) and computed the perturbed orbitalswith the first-order coupled Hartree–Fock approach (FO-CHF). Ring currents were plotted on agrid in the xy plane with a diatropic current represented by a counterclockwise circulation.Multicenter indices and energy effects of cycles were calculated for all the circuits representedin Figure 9.3. Then, CRE−MCI values were obtained by using Equation (9.2.11), current intensitiesand magnetic susceptibilities were estimated from the MCI values following the procedure describedin ref. [146], and NICSzz values were estimated from Equation (9.2.12). Ring current maps as wellas MCIs were both separated into σ and pi contributions. Orbital-resolved ring current maps werealso calculated for all molecules.
9.4. Results and Discussion
By taking into account the fact that the isomerization of the hydroporphyrins of Figure 9.1does not entail a significant change of entropy, we will employ the molecular electronic energyto establish the relative thermodynamic stability of different isomers. Thus, the molecular elec-tronic energies collected in Table 9.1 clearly reflect that the most stable isomers correspond tothe molecules labeled “a”. It means that the hydrogenation of nonprotonated pyrrole rings is ther-modynamically favored over the hydrogenation of protonated pyrrole rings throughout the series.Although not a new finding but a confirmation of experimental observations, elucidating whetheraromaticity is responsible for the relative stability is one of the main goals of this work. A firstproof of the important role played by the aromatic stabilization in hydroporphyrins can be foundin the values of the TRE collected in Table 9.1. They reflect the same stability sequence as theab initio energies, and the TRE is able to predict the small destabilization of the isomer 3b withrespect to 3a and a much larger destabilization of the isomer 3c.There are many ways of accounting for the relative aromatic stabilization of isomers. However,the difference between the isomers considered in this work is just the hydrogenation site, andthen the most suitable quantity seems to be the BRE of the C−C bond involved in the process.Thus, all the hydrogenation paths linking the hydroporphyrins of Figure 9.1 are summarized in
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Table 9.1: B3LYP/6-31++G(d,p) molecular elec-tronic energies E , topological resonance energies(TRE), and molecular symmetries. E is given inau and TRE in β units (see text).
Molecule Symmetry E TRE1 D2h -989.61198 0.43222a C2v -990.82771 0.39552b C2 -990.81659 –C2v a -990.81643 0.33193a D2h -992.03853 0.31723b C1 -992.03173 –Csa -992.03150 0.30873c C2h -992.01061 –D2ha -992.01031 0.2284a C2 -993.24051 –C2v a -993.24006 0.24074b C2 -993.22223 –C2v a -993.22165 0.2145 C2h -994.41895 –D2ha -994.41816 0.077a Structures with the C−N skeleton in planar conformation.
Figure 9.2 and confronted with the BREs and the ab initio hydrogenation energies involved. Thehydrogenation energies were calculated as the difference between the electronic energy of thehydrogenated product and the summation of the electronic energy of the nonhydrogenated reactantplus the electronic energy of the isolated hydrogen molecule. As mentioned in the ComputationalDetails section below, only the planar structures were employed in the calculations. In Figure9.2 the thermodynamically favored paths are denoted by solid arrows whereas the unfavored onesare denoted by dashed arrows. In all cases the favored hydrogenation coincides with the smallestBRE value, which means that the hydrogenation occurs on the C−C bond in which the entailingaromatic destabilization is smaller. Figure 9.2 shows that the most stable products resulting fromthe progressive hydrogenation of porphin correspond to the series 2a-3a-4a. The hydrogenationof 4a to give 5 is energetically unfavored with a positive hydrogenation energy and a quite largevalue of the BRE. Moreover, the entropic contribution to the Gibbs free energy is expected todisfavor even more the hydrogenation process, at least within the ideal gas-phase model. On thecontrary, the hydrogenation of 4b to give 5 is energetically feasible, but the previous formation of4b is unlikely according to the energies presented in Figure 9.2.The BRE of a given bond can be analyzed in detail with the energy effects of the circuits thatshare the bond. All the possible circuits are represented in Figure 9.3 for the porphin molecule,but depending on the hydrogenation sites some of them may not appear in the correspondinghydroporphyrin. The ef (Z ) and CRE − MCI values calculated for these circuits are collected inTable 9.2. First, we must mention that there are important discrepancies between both quantities.Thus, according to the ef (Z ) values the aromatic stabilization of protonated pyrrole rings is largerthan that of nonprotonated pyrrole rings except for molecules 2a and 3b. On the contrary, theCRE−MCI values do not reflect important differences between both, being in general larger for theprotonated pyrrole. The ef (Z ) values associated with the macrocycles are in general larger thanthe CRE−MCI values, with the exception of porphin and the naturally occurring hydroporphyrins(chlorin (2a) and bacteriochlorin (3a)) for which the values are quite similar. In spite of these































Figure 9.2: Hydrogenation paths linking porphin (1) with octahydroporphin (5), BREs for the C−Cbonds involved in the hydrogenation (in β units, see text), and B3LYP/6-31++G(d,p) hydrogenationenergies (underlined, in kcal mol−1). Solid arrows indicate the thermodynamically favored paths,whereas the unfavored paths are indicated with dashed arrows.






















XIFigure 9.3: Ring circuits in porphin.
differences, a similar explanation for the relative stabilization of the isomers is extracted from theef (Z ) and CRE−MCI values. Thus, in both cases the aromatic stabilization of macrocycles IV (17centers), VI (18 centers), and IX (19 centers) is significantly larger than that of the correspondingmacrocycles V (17 centers), VII and VIII (18 centers), and X (19 centers) for all the isomeric series.Macrocycles IV, VI, and IX encircle the protonated pyrrole rings and leave out the nonprotonatedones, thus contributing to the resonance energy of the Cβ−Cβ bonds in the former. On the contrary,macrocycles V, VII, and X encircle the nonprotonated pyrrole rings and leave out the protonatedones, which contributes to the resonance energy of the Cβ−Cβ bonds in the former. The result is thathydrogenation of protonated pyrrole rings breaks the cyclic electron delocalization in macrocycleswith stronger pi-electron conjugation, which entails a larger aromatic destabilization. This is infact in agreement with qualitative information obtained from traditional nonpolar Kekulé structuresin combination with the conjugated circuits model [36, 92, 95]. According to this model, only ringssupporting conjugated circuits are expected to contribute significantly to the aromatic stabilization.In our case, it is not possible to identify conjugated circuits encircling the rings V, VII, VIII, and X,and thus these rings are expected to provide a smaller aromatic stabilization. In recent contributionssome of the authors showed the connection between conjugated circuits and measures of aromaticitysuch as MCIs [283] and ring currents [405] in polycyclic aromatic hydrocarbons.The most remarkable difference between ef (Z ) and CRE−MCI values is found in the macrocycleIII, the central 16-center ring, in molecule 5. The CRE−MCI value predicts a much lower aromaticstabilization associated with this macrocycle than the ef (Z ) value. This seems to reflect a divorcebetween aromatic stabilization and electron delocalization. In principle the absence of conjugatedcircuits in this macrocycle should be reflected by a relatively small electron delocalization. Thisis true for molecules 1, 2a, 2b, 3a, 3b, and 4a, for which the ef (Z ) and CRE − MCI valuesof macrocycle III are lower than those of IV and VI. The fact that these macrocycles contain alarger number of centers than macrocycle III, so decreasing their relative aromatic stabilization,reinforces the result. However, the ef (Z ) of molecule 5 is remarkably large and does not comewith a parallel increase of the pi-electron delocalization. The aromatic stabilization due to thepi conjugation in this circuit is significantly large but the electron delocalization is still small,
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Table 9.2: ef (Z ) and CRE−MCI values calculated for the ring circuits depicted in Figure 9.3. Allvalues are given in β units (see text). Values for circuits with no pi conjugation are not includedbecause they are zero or close to zero (in the case of CRE−MCI).
Mol./Ring I II III IV V VI VII VIII IX X XI1 ef(Z) 0.0450 0.0799 0.0075 0.0100 0.0034 0.0130 0.0042 0.0013 0.0052 0.0015 0.0017CRE−MCI 0.0713 0.0764 0.0062 0.0069 0.0029 0.0076 0.0032 0.0014 0.0036 0.0015 0.00172a ef(Z) 0.0808 0.0806 0.0064 0.0086 0.0033 0.0114 0.0041 – 0.0051 – –CRE−MCI 0.0796 0.0767 0.0069 0.0080 0.0036 0.0093 0.0048 – 0.0042 – –2b ef(Z) 0.0392 0.1016 0.0102 0.0134 0.0047 – 0.0059 0.0019 – 0.0023 –CRE−MCI 0.0718 0.0966 0.0063 0.0078 0.0031 – 0.0038 0.0015 – 0.0019 –3a ef(Z) – 0.0894 0.0099 0.0138 – 0.0188 – – – – –CRE−MCI – 0.0812 0.0081 0.0099 – 0.0122 – – – – –3b ef(Z) 0.1013 0.1022 0.0116 0.0162 0.0063 – 0.0081 – – – –CRE−MCI 0.0815 0.0995 0.0066 0.0085 0.0036 – 0.0048 – – – –3c ef(Z) 0.0196 – 0.0292 – 0.0129 – – 0.0052 – – –CRE−MCI 0.0858 – 0.0104 – 0.0055 – – 0.0029 – – –4a ef(Z) – 0.1319 0.0187 0.0276 – – – – – – –CRE−MCI – 0.1110 0.0065 0.0094 – – – – – – –4b ef(Z) 0.1532 – 0.0204 – 0.0067 – – – – – –CRE−MCI 0.1082 – 0.0111 – 0.0072 – – – – – –5 ef(Z) – – 0.0770 – – – – – – – –CRE−MCI – – 0.0156 – – – – – – – –
in agreement with the qualitative predictions. It must be mentioned here that results obtained byJusélius and Sundholm with the aromatic ring current shielding (ARCS) method [363] also indicatedthat an aromatic pathway corresponding to macrocycle III (a 18pi-[16]annulene inner cross) onlyexists in the octahydroporphin 5.Measures of the magnetic response of the system can shed light on the contradictions betweenaromatic stabilization and electron delocalization in these systems. Ab initio pi-ring currents arerepresented in Figure 9.4 and the translational and rotational transitions based on Equations (9.2.6)and (9.2.7), respectively, are depicted in Figure 9.5. The pi-ring current map of porphin (1) showsa ring current that is bifurcated around the protonated pyrrole rings, the current being somewhatstronger at the outer side of the ring. In the nonprotonated pyrrole rings, however, the currentremains at the inside of the ring, with virtually no pi current running through the outer side of thering. The ring current mainly originates from the translational transitions from the HOMO andHOMO− 1 to the LUMO and LUMO + 1 (see Figure 9.5). Apart from these, there is a relativelysmall rotational transition from the HOMO − 2 to the LUMO, which corresponds to a paratropiccurrent encircling the two nonprotonated pyrrole rings. The observed bifurcation is in agreementwith the findings by Steiner and Fowler [368, 369]. Their interpretation of the ring current interms of only four active electrons is also in good agreement with the diagram presented in Figure9.5. Steiner and Fowler did not mention the small rotational transition, although our diagram alsoshows that this contribution is most likely very small due to the larger energy difference betweenthe two molecular orbitals involved. Figure 9.5 also confirms that the HOMO − 2 contribution tothe ring current is very small.When hydrogenating a nonprotonated pyrrole ring of porphin (to form dihydroporphin 2a),the pi-ring current pattern remains unchanged. Examination of the diamagnetic and paramagneticcontributions shows that the HOMO− 2-to-LUMO rotational transition has disappeared. Instead,two small rotational transitions from the HOMO and HOMO − 1 are present (HOMO to LUMOand HOMO− 1 to LUMO + 1). This blocking of a pathway in 2 a compared to 1 is in agreementwith previous work by Steiner and Fowler [368]. Hydrogenating a protonated pyrrole ring, on theother hand, largely annihilates the ring current of molecule 2b. Besides becoming smaller, thebifurcation around the nonprotonated pyrrole ring is lost, the ring current running over the outerside of the ring. The HOMO-LUMO gaps of molecules 2a and 2b are more or less the same and
160 CHAPTER 9. AROMATICITY RULE OF FOR THE STABILITY OF HYDROPORPHYRINS
Figure 9.4: FO-CPHF/STO-3G pi-ring current plots obtained at 1 Å above the molecule.
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Figure 9.5: Translational (diatropic, black arrows) and rotational (paratropic, empty arrows) tran-sitions between individual pairs of occupied and virtual orbitals for all molecules. Only significantcontributions based on Equations (9.2.2) and (9.2.3) are shown and the width of the arrow reflectsthe magnitude of the contribution to the total current. The vertical axis denotes orbital energies(in au).
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thus do not explain the change in the ring current. The reason for the dramatic change can be seenin the transition diagram, which shows how the translational transitions become smaller relativeto molecule 2a and how the HOMO-to-LUMO rotational transition becomes stronger. Moreover,there is the same small rotational transition from the HOMO − 2 to the LUMO as in porphin,diatropically encircling the two nonprotonated pyrrole rings.Hydrogenating the second nonprotonated pyrrole ring of 2a (to form tetrahydroporphin 3a)once again has no impact on the form of the pi-ring current pattern. The HOMO-LUMO gapis smaller than that of molecule 2a, the translational transitions are larger (possibly due to thesmaller HOMO-LUMO gap), and the rotational transitions are gone. This explains the somewhatlarger ring current relative to molecule 2a.Tetrahydroporphin 3b, like dihydroporphin 2b, has smaller translational transitions anda large HOMO-to-LUMO rotational transition, which explains the small ring current of themolecule. The HOMO− 2-to-LUMO rotational transition is no longer present, but a smallHOMO− 1-to-LUMO + 1 rotational transition can be seen. Molecule 3b also has the largestHOMO-LUMO gap of the molecules 3a–c.Tetrahydroporphin 3c has a strong diamagnetic ring current pattern, following macrocycleIII. The molecule has a much smaller HOMO-LUMO gap than molecules 3a and 3b. It hasstrong translational transitions from the HOMO and HOMO− 1 to the LUMO and LUMO + 1(possibly due to the smaller HOMO-LUMO gap) and the same small rotational transition from theHOMO− 2 to the LUMO as in porphin and molecule 2b, encircling the two nonprotonated pyrrolerings.Hexahydroporphins 4a and 4b both have a relatively weak ring current, that of 4b beingsomewhat larger than that of 4a. Both molecules have small translational transitions comparedto the other molecules and both have two rotational transitions from HOMO to LUMO + 1 andfrom HOMO− 1 to LUMO. Molecule 4b has the smallest HOMO-LUMO gap and two importantextra HOMO− 2-to-LUMO and -LUMO + 1 translational transitions, which explain the largerring current.Octahydroporphin 5, like tetrahydroporphin 3c, has a strong diamagnetic ring current pattern,following macrocycle III. The molecule only has large translational transitions from the HOMO andHOMO− 1 to the LUMO and LUMO + 1.The ab initio ring current plots can be compared with the pictorial representation of the ringcurrents obtained from multicenter indices (represented in Figure 9.6). Here, the arrows representboth the sense and the relative strength of the current intensity circulating through each bond. Theintensity for a given bond is obtained by summation of the Ii values, estimated using multicenterindices, of all circuits containing the bond.As one can see upon comparing Figures 9.4 and 9.6, there is a good correspondence betweenMCIs and ring currents for most of the molecules. However, MCIs predict a remarkably smallercurrent intensity in octahydroporphin 5, similar to that of hexahydroporphin 4a. As can be seenin Figure 9.6, the same happens for tetrahydroporphin 3b. An explanation for this disagreementcan be found in the analysis of the orbital interactions. There are two necessary conditions for astrong ring current; large values for some of the integrals between occupied and virtual orbitalspresented in Equations (9.2.6) and (9.2.7), and a small energy gap between these orbitals. Thesecond condition causes the ring current to be mainly produced by interactions between the highestoccupied orbitals and the lowest virtual orbitals. The MCI depends only on the first-order densitymatrix, which does not contain explicitly information on the virtual orbitals. Hence, the MCI andderived quantities cannot reflect all subtleties that differentiate among molecules.Figure 9.7 depicts the orbital contributions to the ring current from the four highest-energy
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Figure 9.6: Pictorial representation of the ring currents obtained from multicenter indices.
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Figure 9.7: Orbital-resolved ring currents for molecules 1, 4a, and 5 (from left to right). Thecontributions from the HOMO, HOMO− 1, HOMO− 2, and HOMO− 3 are represented (from topto bottom).
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Figure 9.8: Pictorial representation of the ring currents obtained from ef (Z ) values for molecules4a (left) and 5 (right).
occupied orbitals of molecules 1, 4a, and 5 (the complete orbital-resolved ring currents for allmolecules can be found in the Supporting Information). As one can see, only two orbitals (HOMOand HOMO− 1) have a significant contribution to the ring current. These orbitals yield a strongcurrent density along the central ring for molecules 1 and 5, whereas the current density issignificantly smaller for molecule 4a. We are now in a position to state that, even when twohydroporphyrins present similar ring electron delocalization, they can display significantly differentring current densities if their occupied-virtual orbital interactions differ substantially.On the other hand, we have replaced the values of CRE−MCI by ef (Z ) to represent thecurrent intensity in molecules 4a and 5 and to check if discrepancies also appear when usingenergy effects. This is not, however, completely supported by theory as the mathematical relationbetween electron current intensity and energy stabilization due to cyclic electron conjugationwas established by Aihara [144] using the CRE, which differs from Gutman’s definition of ef (Z ).However, both quantities usually correlate and are expected to provide very similar information.As one can see in Figure 9.8, the ef (Z ) values predict a stronger current in molecule 5. Thereis, however, a discrepancy with the ring current maps that is corrected using multicenter indices.Thus, the paratropic sense of the current circulating by the C˘N(H)˘C unit in the nonhydrogenatedpyrrole ring of 4a is wrongly represented when using the ef (Z ) values but correctly representedwith multicenter indices.Additional proof of the differences in the magnetic response of molecules 4a and 5 can beobtained from the values presented in Table 9.3 for the magnetic susceptibility and NICSzz (1)calculated 1 Å over the center of the molecule. The center of the molecule was chosen as theposition of the ring critical point of the electron density corresponding to the central ring.The zz component of the magnetic susceptibility tensor is slightly larger for 5 than for 4a, eventhough the large differences in the ring currents are not reflected in the magnetic susceptibilities.On the other hand, the NICSzz (1) calculated at the central ring is significantly larger for 5 thanfor 4a. However, both the magnetic susceptibility and the NICSzz (1) are significantly smallerfor molecule 5 than for molecules 1, 2a, and 3a, differences that do not match well the ringcurrent plots. It must also be mentioned that the NICSzz (1) values calculated at the center of thenonhydrogenated pyrrole rings increase when going from 1 to 5 (see values in Table 9.3), which isin agreement with the parallel increase of the CRE−MCI and ef (Z ) values for these rings.Going back to Figure 9.4, one can glimpse that differences between magnetic and electrondensity criteria of aromaticity for the series of hydroporphyrins only affect molecules 5 and 3c.Comparisons of magnitudes such as magnetic susceptibilities and NICS can help to confirm thisobservation. Thus, the magnetic susceptibility exaltations obtained from multicenter indices, χMCI,correlate perfectly with the ab initio zz component of the magnetic susceptibility tensor. It can be
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Table 9.3: zz component of the magnetic susceptibil-ity tensor, χzz , and NICSzz (1) values calculated at theB3LYP/6-31++G(d,p) level. Values for the hydrogenatedpyrrole rings are not included because of being nonaromaticrings. Values of χzz are given relative to the value of isolatedbenzene, NICSzz (1) values are in ppm.
Molecule χzz NICSzz (1)a NICSzz (1)b NICSzz (1)c1 8.33 -37.4 -32.2 -12.92a 7.26 -32.6 -32.1 -16.82b 6.10 -24.1 -30.6 -14.73a 6.68 -33.0 -35.3 -3b 4.67 -16.7 -29.3 -18.23c 5.81 -28.2 - -19.14a 3.83 -13.5 -31.1 -4b 4.29 -19.9 - -25.25 4.27 -24.5 - -a Calculated at the center of ring circuits of type III (see Figure 9.3).b Calculated at the center of ring circuits of type II (see Figure 9.3).c Calculated at the center of ring circuits of type I (see Figure 9.3).
seen in Figure 9.9 that only molecules 3c and 5 display a noticeable deviation. In spite of theworse regression coefficient, the correlation found between ab initio NICSzz (1) and NICS estimatedfrom multicenter indices is even more remarkable. By taking into account the rough approximationsintroduced in Equation (9.2.12) for the calculation of the magnetic shielding, the correlation shownin Figure 9.9 can be considered quite satisfactory. Once again, molecules 3c and 5 are the onesdisplaying important deviations.It must be mentioned that we have also replaced the CRE − MCI values by the ef (Z ) toobtain similar representations to those of Figure 9.9. The correlations obtained with ef (Z ) weresignificantly worse than those obtained with CRE − MCI, which indicates that even though thecircuit energy effects account for the different magnetic response of molecules 4a and 5, multicenterindices correlate in general better with magnetic indices. The fact that energy effects lead to aworse representation of the magnetic response of the systems investigated here could be relatedto the level of calculation. In porphyrins and hydroporphyrins, the presence of heteroatoms andhydrogenated rings is difficult to account for with the limitations of the HMO level.
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Figure 9.9: Correlation between the magnetic susceptibility exaltation estimated from multi-center indices and the zz component of the magnetic susceptibility tensor calculated at theB3LYP/6-31++G(d,p) level (upper plot), and correlation between the NICS estimated from mul-ticenter indices and the NICSzz (1) calculated at the B3LYP/6-31++G(d,p) level at the center ofring circuits of type III in Figure 9.2 (lower plot). All values are given relative to the correspondingvalue for isolated benzene.






In this thesis various aspects of the structure, stability and reactivity of nitrogen aromatic het-erocycles have been studied using quantum-chemical methods. This work includes some method-ological innovations, like a new procedure for the calculation of condensed Fukui functions (FF)and its extension from the “density functional theory” (DFT) to the “pair-density functional theory”(PDFT). On the other hand, computational studies have been carried out with model systems like1,3-azoles, indoles and porphyrins. Likewise, several comparisons were performed with other modelsystems which contain different heterocycles. Therefore, the main conclusions of this work can bedivided in two blocks.




a) Firstly, B3LYP/6-311++G(2d,2p) 6d calculations combined with QTAIM electron den-sity analysis for 1,3-azoles have been performed. For them, structural features linkedto processes of protonation, nitration, hydride addition and deprotonation have beeninvestigated for isolated and PCM modeled aqueous solvated species. The results ob-tained for these compound series are in agreement with the main experimental factsobserved in azoles reactivity. Thus,N3 is always the most stable protonation site, although the reasons are differentfor every compound. Protonation in imine nitrogen takes place without a significantchange of electron delocalization. In contrast, the rest of protonations always comeswith a clear disruption of the ring electron delocalization.C5 is the preferred site for electrophilic nitration. In order to study this fact, two-step mechanism has been considered: (i) formation of one cationic intermediate;and (ii) deprotonation to obtain the final product. In the first step, N3 is thepreferred site for the NO+2 attack, leading to most stable cationic intermediate, aspredicted by proton affinities, whereas 5-nitroimidazole is the most stable productin the second step.C2 is the most favored site for hydridation. Hydride addition results always inloss of ring planarity and reducing the electron delocalization in the ring.C2 is the most preferred site for deprotonation in aqueous solvent. According to thecalculations, C2 anions are more stabilized than C5 ones in the solvation, whichpresent some nearly neutral QTAIM charges.In addition, the calculations indicate that the sequence of electron delocalization in theseries (1-methylimidazole > imidazole > thiazole > oxazole) is the same in the gasphase and aqueous solvent. Likewise, the explicit use of a water molecule does notaffect the ring delocalization.On the other hand, the largest activation for the electrophilic substitution is predicted,according to the Qzz (Ω) values, in the position C5 in 4-aminoimidazole.The results also indicate serious shortcomings of the resonance model in predictingelectron density rearrangements in the basic chemical processes analyzed for 1,3-azoles. Thus:The electron density of 1,3-azoles protonated at N3, i.e., the most stable protona-tions, is better described by Lewis structures leaving the positive charge on theproton added than by traditional forms leaving it on the imine nitrogen. The most ofelectron density gained by the proton in the process is removed by the hydrogensof the molecule, while the N3 population is even enlarged.Variations of electron density (even that related to pi molecular orbitals) introducedby electrophilic substitution of 1,3-azoles cannot be predicted by the resonancemodel. Moreover, as first found by Bader for benzene derivatives [263], the mostactivated or deactivated sites in the ring are related to the most important variationsof Qzz (Ω) values and not to the most important variations of pi electron density, ascould be suggested by the combination of resonance structures obtained by movingelectron pairs within the ring.Nucleophilic additions (modeled through hydride additions) at C4 and C5 increasemore the electron density at N3 basin than additions at C2.Deprotonated carbons are (excluding two exceptions) not substantially negative,but positive or nearly neutral, while deprotonation processes are accompanied bya significant increase of electron density by the remaining hydrogens.
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b) The QTAIM study of indole protonations allows concluding:B3LYP and MP2 calculations provide a very similar description of indole proto-nations.In spite of displaying a very small increase of its total electron population, N1 issignificantly stabilized in the preferred protonation (at C3), undergoing an increaseof σ-electron population which slightly exceeds the loss of pi population.C2 and C8 are the atoms that reflect the largest ∆N(Ω) values in all C-protonations,suggesting C+−N Lewis structures for C-protonated indole. On the other hand, thepi component of the electron density produces a picture of pi-electron populationin better agreement with traditional C−N+ resonance structures.6-centre delocalization indices indicate that both the preferred and the N-protonation increase the aromaticity of the benzenoid ring. However, these pro-tonations have very different effects on ∆5 of the pyrrolic ring, with much largerreduction for the latter. Protonation at C2 (favorite site for isolated pyrrole) reducessignificantly the aromaticity of the benzenoid ring and displays an intermediateeffect on ∆5.In order to analyze the activating and deactivating abilities of several substituents (-CH3, -F, -NH2, -NO2) on indole, a series of reactivity indices based on the electrondensity has been used. These indices were validated against an energetic scale basedon proton affinities. In this analysis, the following conclusions have been obtained:The absence of kinetic control in the protonation of the aromatic ring converts theproton affinity into an adequate property for measuring the electronic activating ordeactivating effects of a substituent.Relative proton affinities reflect the ortho and para orientation ability of -CH3, -F,and -NH2 groups, and the large deactivating effect of -NO2 at these positions.Substitutions in carbons 2 and 6 activate/deactivate carbons 6 and 2, respectively.The -CH3 group is shown to have an inductive electron-withdrawing characterinstead of electron-releasing. Its activating ability is due to a small mesomericelectron transfer to the ring.pi atomic electron populations and the zz component of the atomic quadrupoleelectric tensor qualitatively explain the order of proton affinities, whereas Fukuiindices approximately predict the results obtained by these properties.In contrast to results of previous works, no correlation is found between laplacian ofthe electron density at the secondary charge concentrations and the proton affinityscale.c) Multicenter delocalization indices (n-DI) implemented in QTAIM have been employedto study the local aromaticity of nitrogen heterocycles. These indices have been com-pared with those obtained for other heterocycles containing O and S atoms. Also,polyheterocycles formed by fusing benzene rings to monoheterocycles have been con-sidered. The values of the n-DI’s are in agreement with the qualitative interpretation ofthe local aromaticity provided by the chemical graph theory. According to the resultsobtained for n-DIs, it can be concluded:The aromaticity of five-membered rings is reduced by the inclusion of a heteroatom(O > S ≈ N). However, the progressive inclusion of N atoms in the pyrrole ringincreases the aromaticity, reaching values larger than that of cyclopentadienylanion for 4- and 5-nitrogen systems.For 5- and 6-center rings with the same number of nitrogens, the most aromaticring is that having the largest number of N−N bonds.
174
The order of stability within a series of position isomers is not controlled by aro-maticity but other important structural factors as the increase of intramolecularelectrostatic repulsions. Thus, for certain series of position isomers (diazoles, tri-azoles, tetrazoles, diazines, triazines, and tetrazines) the most stable compound isthe least aromatic one and vice versa. However, electron delocalization controlsthe stability in series of isomers where these structural factors keep approximatelyconstant along the series. For the case of isocompounds, like isobenzopyrrole,isobenzofuran or isobenzothiophene, the decrease of the electron delocalization ofthe benzene ring with regard to their isomers decreases its stability. NICS(0) andNICS(1) indices indicate the same behavior.d ) Finally, the role played by the aromaticity in the relative stability of different hydropor-phyrin isomers as well as the natural and synthetic inaccessibility of octahydroporphin(OHP) have been studied with a large variety of methods based on different aromaticitycriteria: energetic, magnetic, and electron density.By partitioning the total aromaticity into individual circuit contributions, it has beenfound that aromaticity is a essential factor that can explain the hydrogenation of por-phyrins and hydroporphyrins. Therefore, aromaticity favors the hydrogenation of non-protonated pyrrole rings over protonated pyrrole rings. The formation of OHP is ener-getically unfavored and the destabilization associated with the disruption of the electronconjugation upon hydrogenation can perfectly explain this fact. These conclusions havebeen achieved by analysis of electron delocalization, topological resonance energiesand different magnetic response properties. To compare the different methods, theirresults have been put in the same scale using some recently proposed approaches.Only for molecules 3c hydroporphyrin (see text) and OHP, the different methods em-ployed differ significantly, even though this fact does not affect the general conclusionsobtained.
Conclusiones
En esta tesis se han estudiado diversos aspectos de la estructura, estabilidad y reactividad deheterociclos aromáticos nitrogenados utilizando métodos de la Química Cuántica. El trabajo incluyealgunas innovaciones metodológicas, como un nuevo procedimiento para el cálculo de funcionesde Fukui condensadas (FF) y su extensión desde la teoría del funcional de la densidad (DFT) ala “teoría del funcional de la densidad de pares” (PDFT). Por otra parte, se han llevado a caboestudios computacionales con sistemas modelo como: 1,3-azoles, indoles y porfirinas. Asimismo, serealizaron comparaciones con otros sistemas modelo que contienen heteroátomos distintos. Por lotanto, las principales conclusiones de este trabajo pueden dividirse en dos bloques.
(1) Con respecto al primer bloque, de carácter metodológico, se ha desarrollado un nuevo pro-cedimiento para el cálculo de FF en cuencas atómicas definidas según la teoría cuántica deátomos en moléculas (QTAIM). Este procedimiento respeta la definición matemática, resuelvevarias deficiencias observadas previamente y puede aplicarse al cálculo de otros índices dereactividad como la blandura local. Los resultados obtenidos para una serie de moléculasindican que el nuevo procedimiento soluciona las deficiencias observadas previamente en lasFF QTAIM. Así, todos los valores obtenidos son positivos y el sitio más electrófilo de cadamolécula muestra el mayor valor de f−A , mientras que el más nucleófilo presenta el mayorvalor de f+A . También, se ha comprobado que las deficiencias observadas anteriormente sedebían a que el procedimiento de cálculo era inadecuado, al no mantener constante la cuencade integración, y no eran consecuencia de la partición QTAIM.Este procedimiento se ha extendido además a la determinación de nuevos índices de reacti-vidad en el marco de la PDFT. Así, se han definido análogos no locales de los descriptoresde reactividad de uso más frecuente. Concretamente, FF, blandura local y descriptor dual.El cálculo de dichos índices no locales ha sido sencillo bajo la “aproximación de diferenciasfinitas” (FDA) y usando formas aproximadas para la densidad de correlación intercambio(XC) en la DFT de Kohn-Sham y niveles post-SCF. Gracias a ellos se ha obtenido infor-mación valiosa sobre la reorganización del enlace y mecanismos activantes en reaccioneselectrófilicas o nucleofílicas. Además, estos nuevos índices contienen toda la información delos índices de la DFT conceptual, ya que estos pueden obtenerse por integración.La integración QTAIM y Hirshfeld-I de estos índices de reactividad no local proporciona unaimagen de la reactividad molecular en términos de contribuciones intra e interatómicas. Losresultados obtenidos para el conjunto de sistemas investigados permiten concluir que lostérminos intratómicos indican en la mayoría de los casos los sitios de reactividad preferente,mientras que los interatómicos informan sobre la reorganización del enlace, proporcionandouna alternativa cuantitativa con base químico-cuántica a esquemas cualitativos basados enel modelo de resonancia.Por otro lado, se ha mostrado que los efectos cuánticos puros (correlación + intercambio,XC) juegan un papel significativo en los mecanismos de activación o desactivación asociados
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a diferentes grupos funcionales. Dichos efectos pueden visualizarse a través de los nuevosíndices de reactividad no locales.(2) En cuanto al segundo bloque, el trabajo computacional ha abordado sistemas de complejidadcreciente.a) Primeramente se ha llevado a cabo un estudio mediante cálculosB3LYP/6-311++G(2d,2p) 6d combinados con el análisis de la densidad elec-trónica QTAIM para 1,3-azoles. Para ellos se han considerado característicasestructurales conectados con procesos de protonación, nitración, adición de hidruro ydesprotonación. Todo ello para especies aisladas y solvatadas en agua, que fueronrepresentadas con el modelo PCM. Los resultados obtenidos para esta serie decompuestos están de acuerdo con los principales hechos experimentales observadosen su reactividad. Así,N3 es siempre el sitio de la protonación más estable, aunque las razones sondiferentes para cada compuesto. Se obtiene que la protonación del nitrógeno imí-nico tiene lugar sin que la deslocalización electrónica varíe significativamente, encontra de lo que sucede en el resto de las protonaciones.C5 es el sitio preferido para la nitración electrofílica. Para estudiarla se ha consi-derado un mecanismo en dos etapas: (i) La formación de un intermedio catiónico;y (ii) su desprotonación para obtener el producto final. En la primera etapa N3es el lugar preferente para el ataque del grupo NO+2 , conduciendo al intermediocatiónico más estable, como predicen las afinidades protónicas, mientras que en lasegunda etapa el 5-nitroimidazol es el producto más estable.C2 es el sitio preferente para la hidruración. La adición de hidruro siempre suponeperder la planaridad del anillo y la reducción de su deslocalización electrónica.C2 es el sitio preferente para la desprotonación en disolución acuosa. De acuerdocon los cálculos la solvatación estabiliza más a los aniones C2 que a los C5, quepresentan algunas cargas QTAIM prácticamente neutras.Además, los cálculos realizados indican que la secuencia de deslocalización electrónicaen la serie (1-metilimidazol >imidazol >tiazol >oxazol) es la misma en fase gas y endisolución acuosa. Asimismo, la consideración explícita de una molécula de agua noafecta a la deslocalización electrónica del anillo.Por otra parte, la mayor activación para la sustitución electrófila se predice, según losvalores de Qzz (Ω), en la posición C5 del 4-aminoimidazol.Los resultados también indican serios defectos del modelo de resonancia al predecirlos reajustes de la densidad electrónica en los procesos químicos que se han analizadopara 1,3-azoles. Así:La densidad electrónica de los 1,3-azoles protonados en N3, es decir, las protona-ciones más estables, queda mejor descrita por estructuras de Lewis que dejan lacarga positiva en el protón añadido que a través de las tradicionales que la colocansobre el nitrógeno imínico. La mayoría de la densidad electrónica que adquiere elprotón en el proceso se retira de los hidrógenos de la molécula, mientras que lapoblación del N3 incluso aumenta.Las variaciones de densidad electrónica (incluso las debidas a orbitales molecu-lares pi) que introducen una sustitución electrófila no pueden predecirse con elmodelo de resonancia. Además, tal como descubrió Bader en los derivados bencé-nicos [263], los sitios más activados o desactivados del anillo están relacionadoscon las mayores variaciones de los valores Qzz (Ω) y no con las de la densidad elec-trónica pi , como sugeriría la combinación de estructuras de resonancia obtenidaspor el movimiento de pares electrónicos en el anillo.
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Las adiciones nucleofílicas (modeladas aquí como adiciones de hidruro) en C4 yC5 aumentan más la densidad electrónica en la cuenca N3 que las adiciones enC2.Los carbonos desprotonados no son (excluyendo dos excepciones) sustancialmentenegativos, sino positivos o casi neutros, y se observa que las desprotonaciones seacompañan por un incremento significativo de densidad electrónica en los restanteshidrógenos.b) El estudio QTAIM de las protonaciones del indol permite concluir que:Los cálculos B3LYP y MP2 proporcionan una descripción muy similar de las pro-tonaciones del indol.A pesar de mostrar un incremento muy pequeño de su población electrónica total,N1 se estabiliza significativamente en la protonación preferida (en C3), experimen-tando un aumento de población electrónica σ que excede ligeramente la perdidade población pi .C2 y C8 son los átomos que reflejan los mayores valores de ∆N(Ω) en todas lasprotonaciones de los carbonos, sugiriendo estructuras de Lewis C+−N para el indolprotonado en los carbonos. En cambio, la componente pi de la densidad electrónicaproporciona una imagen más compatible con las estructuras de resonancia C−N+tradicionales.Los índices de deslocalización de seis centros indican que tanto la protonaciónpreferida como la del N aumentan la aromaticidad del anillo de benceno. Sinembargo, ambas protonaciones tienen efectos muy diferentes sobre ∆5 del anillopirrólico, dando lugar la última a una reducción mucho mayor. La protonación en C2(sitio preferente para el pirrol aislado) reduce significativamente la aromaticidaddel anillo bencénico y muestra un efecto intermedio sobre ∆5.Para analizar la capacidad activante y desactivante de varios sustituyentes (-CH3, -F, -NH2 y -NO2) sobre el indol se ha utilizado una serie de índices de reactividadbasados en la densidad electrónica. Estos índices fueron validados frente a una escalaenergética basada en afinidades protónicas. En dicho análisis se han obtenido lassiguientes conclusiones:La ausencia de control cinético en la protonación del anillo aromático convierte ala afinidad protónica en una propiedad adecuada para medir los efectos activanteso desactivantes de un sustituyente.Las afinidades protónicas relativas reflejan la capacidad de orientación en orto yen para de los grupos -CH3, -F y -NH2, mientras que el gran efecto desactivantedel -NO2 se observa principalmente en estas posiciones.Las sustituciones en los carbonos 2 y 6 activan/desactivan los carbonos 6 y 2,respectivamente.El grupo -CH3 tiene un carácter aceptor en vez de dador. Su capacidad activantese debe a una pequeña transferencia electrónica al anillo por efecto mesomérico.Las poblaciones electrónicas atómicas pi y la componente zz del tensor cuadrupolareléctrico atómico explican cualitativamente el orden de las afinidades protónicas,mientras que los índices de Fukui predicen aproximadamente los resultados obte-nidos por estas propiedades.Al contrario de lo encontrado en trabajos previos, no se encuentra correlaciónentre el laplaciano de la densidad electrónica en las concentraciones secundariasde carga y la escala de afinidades protónicas.c) Para analizar la aromaticidad local de los heterociclos nitrogenados se han empleadoíndices de deslocalización multicéntrica (n-DI) implementados en la teoría QTAIM.
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La Teoría del Funcional de laDensidad
A.1. Generalización de los teoremas de Hohenberg y Kohn paraMatrices de Densidad
Para generalizar los teoremas de H-K a matrices de densidad y funciones de distribuciónelectrónica[64], expresadas como (2.1.18), se utilizan hamiltonianos de la forma:




i1 6=i2 6=...6=iλ 6=0V (µ)
(~ri1 , ~ri2 , . . . , ~riµ) (A.1.1)




i1 6=i2 6=...6=iλ 6=0V (µ)
(~ri1 , ~ri2 , . . . , ~riµ)
+




i1 6=i2 6=...6=iλ 6=0V (µ)j
(~ri1 , ~ri2 , . . . , ~riµ)
 =
= Fˆ (p) + Wˆ (P)j
(A.1.2)
con j = 1, 2 y p el orden tanto de la matriz de densidad como del hamiltoniano de partida. Elprimer término, entre llaves, es “universal”; el segundo término, entre corchetes, cambia de sistema
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en sistema. En analogía a la DFT convencional, nos referimos a Wˆ (P), que se define por el términoen corchetes, como el operador “potencial externo generalizado”. Si p ≤ P , entonces Fˆ (p) = 0.Ahora establecemos una analogía con el teorema de H-K. Sean Ψ1 y Ψ2 funciones de ondapara el estado fundamental asociadas a Hˆ1 y Hˆ2. Supongamos que Wˆ (P)1 y Wˆ (P)2 difieren por algomás que por una constante aditiva, tenemos desde el principio variacional:
E1 = 〈Ψ1 ∣∣∣Hˆ (p)1 ∣∣∣Ψ1〉 = 〈Ψ1 ∣∣∣Fˆ (p)∣∣∣Ψ1〉+ 〈Ψ1 ∣∣∣Wˆ (P)1 ∣∣∣Ψ1〉 << 〈Ψ2 ∣∣∣Fˆ (p)∣∣∣Ψ2〉+ 〈Ψ2 ∣∣∣Wˆ (P)1 ∣∣∣Ψ2〉 (A.1.3)
E2 = 〈Ψ2 ∣∣∣Hˆ (p)2 ∣∣∣Ψ2〉 = 〈Ψ2 ∣∣∣Fˆ (p)∣∣∣Ψ2〉+ 〈Ψ2 ∣∣∣Wˆ (P)2 ∣∣∣Ψ2〉 << 〈Ψ1 ∣∣∣Fˆ (p)∣∣∣Ψ1〉+ 〈Ψ1 ∣∣∣Wˆ (P)2 ∣∣∣Ψ1〉 (A.1.4)
Sumando las dos expresiones anteriores (A.1.3) y (A.1.4) y simplificándolas usando la definiciónde la traza (2.1.11) se obtiene:
T r (wˆ (P)1 Γ(P)1 )+ T r (wˆ (P)2 Γ(P)2 ) < Tr (wˆ (P)1 Γ(P)2 )+ T r (wˆ (P)2 Γ(P)1 ) (A.1.5)
entonces T r [(wˆ (P)1 − wˆ (P)2 )(Γ(P)1 − Γ(P)2 )] < 0 (A.1.6)donde wˆ1 y wˆ2 se expresan conjuntamente como wˆj , con j = 1, 2:
wˆ (P)j = (P! (N − P)!(N − 1)!
)




i1 6=i2 6=...6=iλ 6=0V (µ)j
(~ri1 , ~ri2 , . . . , ~riµ)
 (A.1.7)
Es imposible que Γ(P)1 = Γ(P)2 porque entonces la expresión en la última línea de la ecuación(A.1.6) sería igual a cero.A continuación uno podría pensar que puede escribir un principio variacional como con ladensidad electrónica pero si se intenta buscar la matriz de densidad Γ(P) para Hˆ minimizando elfuncional de la energía uno debe restringirse a todas las matrices que sean N-representables ose obtendrá energía demasiado baja. Para sortear este problema, se define un funcional universalF (p)Lieb como: F (p)Lieb [Γ(P)] = sup︸︷︷︸Wˆ (P)
(E (p) [Wˆ (P);N]− T r [wˆ (P)Γ(P)]) (A.1.8)
donde
E [Wˆ (P)] = min︸︷︷︸{Ψ(~x1,...,~xN )}
〈Ψ ∣∣∣Fˆ (p) + Wˆ (P)∣∣∣Ψ〉〈Ψ |Ψ 〉 (A.1.9)
Entonces: E (p)g.s. ≤ F (p)Lieb [Γ(P)]+ T r [wˆ (P)Γ(P)] (A.1.10)
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para cualquier Γ(P) que es integrable. Esto proporciona una forma de definir un principio varia-cional: E (p)g.s. ≤ min︸︷︷︸Γ(P) F (p)Lieb
[Γ(P)]+ T r [wˆ (P)Γ(P)] (A.1.11)
La transformación de Lieb-Legendre es aplicable cuando 〈Ψ ∣∣∣Fˆ (p) + Wˆ (P)∣∣∣Ψ〉 es finito, por loque solo hay que asegurar que el supremo exista.Para probarlo se emplean dos funciones de prueba, dad W˜ (P) y definida w˜ (P) por la ecuación(A.1.7). Es imperativo que el principio variacional cumpla:
F (p)Lieb [Γ(P)]+ T r [w˜ (P)Γ(P)] ≥ E [W˜ (P);N] (A.1.12)
Entonces la inigualdad no será lograda si no Γ˜(P) = Γ(P), donde Γ˜(P) es una matriz de densidaddel estado fundamental. Esto es satisfecho por:
FLieb [Γ(P)] = supW (P) (E (p) [W (P);N]− T r [w (P)Γ(P)]) ≥ ≥ E [W˜ (P);N]− T r [w˜ (P)Γ(P)] (A.1.13)
incluso si Γ(P) no es N-representable.El funcional de transformación de Legendre es exacto si el supremo es un máximo, que eslogrado cuando: W (P)max = argmaxW (P) (E (p) [W (P);N]− T r [w (P)Γ(P)]) (A.1.14)entonces: E (p) [W (P)max;N] = FLieb [Γ(P)]+ T r [w (P)maxΓ(P)] (A.1.15)
Así, si tenemos un hamiltoniano molecular de la forma:
Hˆ = N∑i=1




1∣∣~ri − ~rj ∣∣ (A.1.16)
donde Zα y ~Rα denotan el número átomico y las posiciones de los núcleos atómicos. El funcionalde Lieb molecular quedaría expresado como:
F (p)mol [Γ(P)] = sup{Wˆ (P)(Zα ,~Rα )}
(E (p) [Wˆ (P);N]− T r [wˆ (P)Γ(P)]) (A.1.17)
donde el supremo es para todos los operadores Wˆ (L,M) con la forma del operador hamiltoniano(A.1.16) y donde la carga, multiplicidad y la posición de los núcleos varían. La energía correspon-diente vendrá dada por la expresión:
E (p)mol [Wˆ (P);N] ≤ Fmol (p) [Γ(P)]+ T r [wˆ (P)Γ(P)] (A.1.18)
para cualquier sistema molecular, con la igualdad para la matriz de densidad del estado funda-mental. Sin embargo, puede existir una familia de matrices de densidad que no están asociadas ala función de onda del estad fundamental del sistema pero que minimizan la expresión variacionalanterior.




B.1.1. La teoría de grafos aplicada a la aromaticidad en hidrocarburospolicíclicos conjugados
Energía del grafo G obtenida por Coulson
El polinomio característico se define como (2.5.13):
φ (G, x) = Npi∏j=1 (x − xj)donde los xj son implícitamente las energías εj en unidades de beta en la aproximación HMO(Ecuación (2.5.12)).El cociente entre su primera derivada y él mismo:
φ′ (G, x)φ (G, x) = Npi∑j=1 (x − xj)−1 (B.1.1)
El polinomio característico y su derivada también se pueden expresar como:
φ (G, x) = Npi∑j=0 ajxNpi−j
φ′ (G, x) = Npi∑j=0 (Npi − j)ajxNpi−j−1φ′ (G, x)φ (G, x) = Npix −
∑Npij=0 jajxNpi−jx∑Npij=0 ajxNpi−j
(B.1.2)
Para obtener la energía del grafo G en función del polinomio característico, vamos a suponerdos integrales de prueba con las que operaremos convenientemente para obtener la expresión de
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x2(x2 + z2)dz = |x|
I2 = ∫ +∞−∞ xz(x2 + z2)dz = 0
(B.1.3)
Combinándolas convenientemente:
|x| = I1 + iI2 = 1pi
[∫ +∞
−∞

















[ −xiz − x ]dz = 1pi
∫ +∞
−∞





[1− iziz − x
]dz
(B.1.4)
Sustituyendo en la ecuación (2.5.12):
Epi = Npi∑j=1 1pi
∫ +∞
−∞
[1− iziz − xj





Combinándola con (B.1.1) y (B.1.2):
Epi = pi−1 [∫ +∞−∞ Npi − iz φ
′ (G, iz)φ (G, iz)
]dz = pi−1 ∫ +∞−∞
∑Npij=0 jaj (iz)Npi−j∑Npij=0 aj (iz)Npi−j dz (B.1.6)
que es la expresión de la energía obtenida por Coulson [96, 97], donde i es la unidad imaginaria ymuestra la dependencia de Epi con los aj . Otra forma equivalente de encontrarla en la bibliografíaes mediante la función H (G, x) [98, 99]:









= (−ix)N φ(G, ix
)
(B.1.7)
H ′ (G, x) = Npi∑j=0 (−i)j aj jx j−1 (B.1.8)
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K2 C3 C4 C5 C6Figure B.1: Algunas de las componentes de los grafos de Sachs C
Si se hace un cambio de variable en z = 1/x ⇒ dz = −dx/x2 en (B.1.6):
Epi = pi−1 ∫ +∞−∞
∑Npij=0 jaj ( ix )Npi−j∑Npij=0 aj ( ix )Npi−j dxx2 = pi−1
∫ +∞
−∞
∑Npij=0 jaj (−ix)j∑Npij=0 aj (−ix)j dxx2 =
= pi−1 ∫ +∞−∞ H
′ (G, x)H (G, x) dxx
(B.1.9)






) = ∫ h→0−−∞ d
( lnHx
)+ ∫ +∞h→0+ d
( lnHx
) = 0 (B.1.11)
y que las contribuciones imaginarias son cero, se obtiene:




 Npi∑j=1 (−1)j a2jx2j
2
+ Npi∑j=1 (−1)j a2j+1x2j+1
2
 dxx2 (B.1.12)
Aplicación del teorema de Sachs en la E (Z )
H. Sachs descubrió la manera en que el polinomio característico de un grafo depende de suestructura (que va a estar formada por “subgrafos” de otros ciclos pequeños). Su resultado, referidoposteriormente como “teorema de Sachs” [100, 101], permite expresar el grafo molecular G usandolos “grafos de Sachs” (en la figura B.1 hay varios ejemplos), formados por ciclos de 3, 4, 5, . . .elementos. Si c (s) y r (s) son el número total de componentes y el número de componentes delciclo, respectivamente, del grafo de Sachs s y Sj es el conjunto de todos los grafos de Sachs conj vértices del grafo molecular, entonces la expresión del teorema es:
a0 = 1aj = ∑s∈Sj (−1)c(s) 2r(s) (B.1.13)
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El polinomio característico se expresará usando el teorema de Sachs:
φ (G, x) =∑s∈S (−1)c(s) 2r(s)xNpi−n(s) (B.1.14)donde definimos n (s) como el número total de vértices del grafo de Sachs s. El conjunto S detodos los grafos de Sachs y los conjuntos Spar y Simpar de todos los grafos de Sachs con númeropar e impar de vértices, respectivamente, se definen como:
S = Npi∪j=0SjSpar = {s ∈ S |n (s) = par }Simpar = {s ∈ S |n (s) = impar }
(B.1.15)
Por lo que nuestra función H (G, x) y Epi quedan expresadas como:H (G, x) = ∑s∈Spar (−1)
n(s)2 +c(s) 2r(s)xn(s) − i ∑s∈Simpar (−1)







+  ∑s∈Simpar (−1)
(n(s)−1)2 +c(s) 2r(s)xn(s)2
 dxx2 (B.1.17)
Ahora podremos definir un grafo de Sachs s acíclico si r (s) = 0. Sean Sacj , Sac , Sacpar y Sacimparlos subconjuntos de Sj , S , Spar y Simpar , respectivamente, que contienen solamente grafos de Sachsacíclicos: Sacj = {s ∈ Sj |r (s) = 0}Sac = {s ∈ S |r (s) = 0}Sacpar = {s ∈ Spar |r (s) = 0}Sacimpar = {s ∈ Simpac |r (s) = 0}
(B.1.18)
Estas consideraciones permiten ofrecer una formulación matemática para definir una estructurade referencia en la que se seleccionan todos los grafos excepto los que forman ciclos, creando unaestructura del tipo de polieno acíclico. Por tanto en el formalismo de Sachs la energía será:
Epi (estructura ref) = 1pi
∫ +∞
−∞ ln |Hac (G, x)| dxx2 (B.1.19)
Lo que permite definir una energía de resonancia sin usar una referencia molecular arbitraria.A esta energía se la ha definido como “energía de resonancia topológica” (en inglés “topologicresonance energy”, TRE) [98]:TRE = Epi − E refpi == ( 1pi
)∫ +∞
−∞ ln |H (G, x)| dxx2 −
( 1pi
)∫ +∞
−∞ ln |Hac (G, x)| dxx2 == ( 1pi
)∫ +∞
−∞ ln
∣∣∣∣ H (G, x)Hac (G, x)
∣∣∣∣ dxx2
(B.1.20)
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 Npi∑j=0 (−1)j a2jx2j








donde los aj son los coeficientes de (B.1.2) y x = (α − εi)/β . A partir del análisis de estoscoeficientes aj se demuestran las reglas de Hückel mediante la teoría de grafos [99].Si definimos G − Z como un subgrafo obtenido de la eliminación de Z en G , la diferenciade energías entre el grafo molecular G , E (G), y este sin incluir el subgrafo Z , E (G/Z ) [102], laecuación (B.1.21) es igual a:
ef (Z ) = E (G)− E (G/Z ) = 1pi
∫ +∞
−∞ dx ln





[ φ (G, ix)φ (G, ix) + 2φ (G − Z, ix)
] (B.1.22)
donde ef (Z ) se define como el “efecto de energía del subgrafo Z en el grafo G” aunque tambiénse puede encontrar en la bibliografía como “energía de resonancia de circuito” (en inglés circuitresonance energy, CCE) (por ejemplo en [144]). Cuando ef (Z ) es positivo el ciclo Z estabiliza lamolécula, mientras que si es negativo implica desestabilización.
B.2. Criterio magnético
B.2.1. Coupled Perturbed HF/DFT
Para explicar los conceptos básicos de los métodos “Coupled Perturbed HF” y “Coupled Per-turbed DFT” se van a considerar la energía SCF y la matriz de Fock-Dirac generales para HF yDFT: E = 〈hP〉+ 12 〈PG2e (P)〉+ EXC + V (B.2.1)
F = ∂E∂P = h+ G2e (P)GXC = h+ G (B.2.2)donde P es la matriz de densidad, h es el hamiltoniano monoelectrónico, V es la energía derepulsión nuclear y: G2e (P)µν =∑λσ Pλσ (µλνσ ) (B.2.3)
(µλνσ ) es la integral bielectrónica antisimetrizada para los orbitales de espín χµ , χλ, χν y χσque incluyen un coeficiente para el intercambio Hartree-Fock, CHFX , como sigue:
(µλνσ ) = ∫ χ∗µ (1) χ∗λ (2) 1r12 [χν (1) χσ (2) −CHFX · χσ (1) χν (2)]dτ1dτ2 (B.2.4)
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La energía de correlación-intercambio es:
EXC = ∫ f (ρα , ρβ , γαα , γαβ , γββ)d~r (B.2.5)
donde α y β se refieren a las componentes de espín y f es un funcional general decorrelación–intercambio de primer orden que no incluye un término explícitamente dependientedel campo magnético. Las densidades de espín y los invariantes del gradiente de la densidadvienen dados por: ρα =∑µν Pαµνχµχν (B.2.6)γαα =∇ρα · ∇ρα (B.2.7)
γαβ =∇ρα · ∇ρβ (B.2.8)
∇ρα =∑µν Pα∇ (χµχν) (B.2.9)y GXC , la contribución de correlación-intercambio de F , es:
(GαXC )µν = ∫ [ ∂f∂ρα χ∗µχν +
(2 ∂f∂γαα∇ρα + ∂f∂γαβ∇ρβ
) · ∇ (χ∗µχν)]d~r (B.2.10)
(GβXC)µν =
∫ [ ∂f∂ρβ χ∗µχν +
(2 ∂f∂γββ∇ρβ + ∂f∂γαβ∇ρα
) · ∇ (χ∗µχν)]d~r (B.2.11)
El coeficiente para el intercambio Hartree-Fock, CHFX , en la ecuación (B.2.4) es la unidadpara HF, cero para funcionales de DFT puros y distinto de cero para los métodos híbridos. Además,f = 0 para la teoría HF.Para el cálculo de propiedades magnéticas como el tensor de apantallamiento magnético (σNji )se necesita como paso intermedio la derivada de la matriz de densidad con respecto al campomagnético ~B, que se va a denotar por PBi . Esta se obtiene mediante la solución de las ecuacionesperturbativas acopladas [406], separando P en sus contribuciones orbitales ocupados-ocupados yocupados-virtuales y expresando la perturbación Bi del campo magnético externo ~B:FPBiov − PBiovF − G (PBiov + PBivo)ov = hBiov + GBiov (P)ov − FSBiov + G (SBioo)ov (B.2.12)con PBioo = −SBioo ; PBivv = 0 (B.2.13)donde los subíndices oo y ov se refieren a las contribuciones orbitales ocupado-ocupado yocupado-virtual de la matriz, respectivamente. S es la matriz de solapamiento y G (X ) (paraX (PBiov + PBivo) o SBioo ) es: G (X )µν =∑λσ (µλνσ ) (B.2.14)con (µλνσ ) definido en (B.2.4). El término GBi (P)µν que resulta de derivar las funciones base conrespecto al campo es: GBi (P)µν =∑λσ Pλσ (µλνσ )Bi + GBiXC (B.2.15)
No existe una contribución de correlación-intercambio para estas ecuaciones porque los fun-cionales como B3LYP solo dependen de la densidad y su derivada y no del campo magnético
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aplicado. Si CHFX es uno en (B.2.4), con f = 0 en las ecuaciones , entonces las ecuaciones CPHFse convierten en la ecuación (B.2.12), mientras que si (B.2.4) es nulo, se obtienen las ecuacionesCPKS. Para conseguir la invarianza del origen los métodos GIAO y CSGT difieren en la expresióndel lado derecho de la ecuación (B.2.12).
B.2.2. El método “Gauge-Independent Atomic Orbital”
El método GIAO usa funciones base dependientes del campo para calcular propiedades mag-néticas: χµ (~B) = exp [−i2c (~B ∧ ~Rµ) · ~r
] χµ(~0) (B.2.16)
donde ~Rµ es el vector de posición de la función base χµ y χµ(~0) denota las funciones base inde-pendientes del campo. La derivada de una función base dependiente del campo con respecto a ladirección i del campo magnético es:
χBiµ = − i2c (~Rµ ∧ ~r)i χµ(~0) (B.2.17)
Si se define ~Rµν = ~Rµ − ~Rν , la derivada de las matrices de solapamiento S y el hamiltonianoh con respecto al campo magnético externo en la base de los orbitales atómicos son:
SBiµν = i2c (~Rµν ∧ ~r) 〈χµ |χν 〉 (B.2.18)
hBiµν = 〈χBiµ ∣∣∣hˆ∣∣∣ χν〉+ 〈χµ ∣∣∣hˆBi ∣∣∣ χν〉+ 〈χµ ∣∣∣hˆ∣∣∣ χBiν 〉 =
= i2c (~Rµν ∧ 〈χµ~r ∣∣∣hˆ∣∣∣ χν〉− 〈χµ |~r ∧∇| χν〉+ ~Rν 〈χµ |∇| χν〉) (B.2.19)donde la derivada del operador hamiltoniano es:
hˆBi = − i2c (~r ∧∇)i (B.2.20)
El término GBiXC de la ecuación (B.2.15), que resulta de la derivada de las funciones basedependientes del campo con respecto al campo es:
(GαXC )(Bi)µν = ∫ [ ∂f∂ρα (χ∗µχν)Bi +
(2 ∂f∂γαα∇ρα + ∂f∂γαβ∇ρβ
) · ∇ (χ∗µχν)Bi]d~r (B.2.21)
donde: (χ∗µχν)Bi = i2c (~Rµν ∧ ~r)i χ∗µχν (B.2.22)y para la componente x del gradiente:
∇x (χ∗µχν)Bi = i2c (~Rµν ∧ ~r)i [(∇xχ∗µ ) χν + χ∗µ (∇xχν )]+ i2c χ∗µχµ
[(~B ∧ ~R µν)Bix
]
~B=0 (B.2.23)
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Tres conjuntos de la ecuación (B.2.12) se resuelven para cada una de las direcciones del campomagnético.Con todo ello se puede obtener la energía del sistema y, por ejemplo, el tensor de apan-tallamiento magnético nuclear, que se expresa como la segunda derivada cruzada de la energíacon respecto al campo magnético externo y el momento magnético del núcleo N , ~mN :
σNji = ∂2E∂Bi∂mNj (B.2.24)
B.2.3. El método “Continuous Set of Gauge Transformation”
Mientras que el método GIAO usa las funciones base que dependen del campo, el método de-nominado “Continuous Set Gauge Transformation” (CGST) logra la invarianza del campo calculandola densidad de corriente electrónica inducida de primer orden por medio de una transformacióndel campo para cada punto del espacio. Ello se consigue mediante la introducción de una funciónd (~r), que es la variable en el origen del campo y que se define como una función del espacio real~r . Como ya vimos, ~A es el potencial vector magnético, que se relaciona con el campo magnéticomediante la expresión (2.5.19): ~B =∇∧ ~Aque, para un campo homogéneo y estático, viene dado por la expresión (2.5.20):
~A = 12 ~B ∧ (~r − ~r′)en el que ~R es el origen del potencial vector. Además, la densidad de corriente de primer orden sepuede escribir como una suma de contribuciones, una diamagnética y otra paramagnética (2.5.44):~J (1) · ~B = ~J ~B = ~J ~Bp + ~J ~Bd
El término ~J ~Bd de la expresión (2.5.44) es la densidad de corriente “diamagnética” convencional,es decir, la respuesta “clásica” de una distribución de carga al campo aplicado equivalente a lacontribución de Larmor en el caso de una partícula (Ecuación (2.5.33)), mientras que ~J ~Bp es ladensidad de corriente que proviene de una suma de estados dependiente de la accesibilidad delos estados excitados debido a transiciones rotacionales del momento dipolar magnético y, por lotanto, consecuencia del modelo mecanocuántico.La densidad de corriente total ~J ~B es independiente del origen del campo ~r′ (siempre quese use un conjunto base completo), sin embargo su separación en contribuciones diamagnética yparamagnética no tienen un significado físico [407], excepto para un átomo con el origen del camposobre el núcleo ya que ~J ~Bp = ~0. Sin embargo, la elección del origen es menos obvia en moléculaspor lo que realmente aquí es donde comienza la aproximación del método CSGT.Para entender la aproximación CGST analicemos la invarianza de la densidad de corriente alcambiar el sistema de coordenadas. Por conveniencia escribamos la transformación del potencialvector como: ~A~B′ → ~A~B′′ = ~A~B′ +∇f , ~A~B′ = 12 ~B × (~r − ~r′) (B.2.25)donde f = f (~r) es una función arbitraria con buen comportamiento para ~r → +∞. Un cambio decoordenadas con el vector ~d, ~r′ → ~r′′ = ~r′ + ~d, es equivalente a una transformación del campo
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(B.2.25) donde f = (~r′′ − ~r′) · ~A~B′ . Esta traslación del origen no afecta a los valores totales, perosí a las contribuciones diamagnética y paramagnética [123]:
~J ~B(~r − ~r′′) = ~J ~B(~r − ~r′) + ~J (~r′′−~r′)×~Bd (~r) + ~J (~r′′−~r′)×~Bp (~r) = ~J ~B(~r − ~r′) = ~J ~B(~r) (B.2.26)cuya notación se ha escogido para representar la dependencia de las componentes con losdiferentes orígenes [121]. Así, la contribución diamagnética de la densidad de corriente se trans-forma en [123]: ~J ~Bd (~r − ~r′′) = ~J ~Bd (~r − ~r′) + ~J (~r′′−~r′)×~Bd (~r) (B.2.27)donde ~J (~r′′−~r′)×~Bd (~r) = − e22mec (~r′′ − ~r′)× ~Bγ(~r) (B.2.28)y la correspondiente transformación para la contribución paramagnética es:
~J ~Bp (~r − ~r′′) = ~J ~Bp (~r − ~r′) + ~J (~r′′−~r′)×~Bp (~r) (B.2.29)donde:
~J (~r′′−~r′)×~Bp (~r) = − emen
∫ d~x2 . . . d~xn [(~r′′ − ~r′)× ~B · ~Ψ(~r′′−~r′)×~B∗~pΨ0
+Ψ∗0~p(~r′′ − ~r′)× ~B · ~Ψ(~r′′−~r′)×~B] (B.2.30)
y la función perturbada: ∣∣∣ ~Ψ(~r′′−~r′)×~B〉 = − e2mec}∑j 6=a w−1ja |j〉 〈j | ~P |a〉 (B.2.31)
Como la densidad de corriente total no cambia, estas contribuciones tienen que sumar cero en(B.2.26). Por tanto, la restricción para la invarianza de la densidad de corriente total ante uncambio del origen es (con un conjunto base completo):
~J (~r′′−~r′)×~Bd (~r) + ~J (~r′′−~r′)×~Bp (~r) = ~0 (B.2.32)
Por tanto, si utilizamos la hipótesis del modelo CGST, ~r′′ = ~r , entonces ~J ~Bd (~r − ~r′′) = ~0 y, deacuerdo con la ecuación (B.2.27), se obtendrá la relación ~J ~Bd (~r − ~r′) = −~J (~r′′−~r′)×~Bd (~r), por lo que enla densidad de corriente total eliminamos la contribución diamagnética gracias a esta elección delorigen del campo: ~J ~B(~r) = ~J ~Bp (~r − ~r′) + ~J (~r−~r′)×~Bp (~r) (B.2.33)Ahora bien, como ya habíamos visto, ~J ~B(~r) = ~J ~Bp (~r) + ~J ~Bd (~r), por lo que comparando las dos expre-siones obtenemos que: ~J (~r−~r′)×~Bp (~r) = ~J ~Bd (~r − ~r′) (B.2.34)para cada ~r .En la implementación original del método CSGT de Keith y Bader [117], los autores emplearonpara ~d una función exponencial para variar el origen del campo:
d (~r) = ~r −∑Ω
(~r − ~RΩ) exp [−αΩ (~r − ~RΩ)4] (B.2.35)
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que varía el origen del campo hacia el núcleo Ω más cercano al punto ~r . Al parámetro αΩ se leasignó un valor de 2 en ese estudio y lo único que se tiene que cumplir es que posea los mismosvalores para núcleos simétricamente equivalentes.Sin embargo, ha prevalecido la aproximación ~r′′ = ~r [378], denominada “formulación ipsocén-trica”o “continuous transformation of the origin of the current density“ (CTOCD) o CTOCD-DZ1Como la densidad de corriente se obtiene a partir de la suma de operadores monoelectrónicos,se puede utilizar la aproximación orbital para un estado fundamental de capa cerrada en el quela función de onda Ψ0 viene dada por un determinante de Slater, obteniéndose así:
~j (1) (~r) = 2 N/2∑n=1 ~j (1)n (~r) (B.2.36)
Por otro lado, Cheeseman y colaboradores (parte del grupo que desarrolla el software ab initioGaussian [408]) plantearon el cálculo de corrientes mediante el método de integración numéricamulticéntrica de Becke [116, 409].
1El término diamagnético se hace cero en el método CGST, por lo que lo han denominado como “diamagnetic zero”, DZ,para diferenciarlo de otra aproximación en la que se anula el término paramagnético (PZ)
APPENDIX C
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Figure C.1: Plots of QTAIM condensed electrophilic Fukui Function values (total f−(Ω), intra- fΩ,Ω−XCand interatomic indices fΩ,Ω′−XC ) computed at B3LYP/6-311++G(2d,2p) 6d, HF/6-311++G(2d,2p)6d and CISD/6-311++G(2d,2p) 6d levels. The Y-axis contains HF and CISD values, whereas theX-axis represents B3LYP ones. Squares () in blue and rhombi () in green are the representationof HF vs. B3LYP levels and CISD vs. B3LYP levels, respectively. FMR approach has been used[166, 209] and all units in au.
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HF−0.001
r2=0.977
Figure C.2: Plots of QTAIM condensed electrophilic Fukui Function values (total f−(Ω), intra- fΩ,Ω−XCand interatomic indices fΩ,Ω′−XC ) computed at HF/6-311++G(2d,2p) 6d//B3LYP/6-311++G(2d,2p)6d and HF/6-311++G(2d,2p) 6d levels. Squares in blue () and rhombi in green () represent thetotal (f−(Ω)HF//B3LYP vs. f−(Ω)HF) and intratomic (f−Ω,ΩXCHF//B3LYP vs. f−Ω,ΩXCHF ) contributions, respectively,whereas triangles in red (N) portray the corresponding interatomic indices (f−Ω,Ω′XC ). FMR approachhas been used [166, 209] and all units in au.




































f -(Ω)QTAIM [au ]
Figure C.3: Plot of condensed electrophilic Fukui function values (total f−(Ω), intra- fΩ,Ω−XC andinteratomic indices fΩ,Ω′−XC ) at B3LYP/6-311++G(2d,2p) 6d level computed using Hirshfeld-I (H-I)vs. QTAIM schemes. Squares in blue () and rhombi in green () are the representation of totaland intratomic H-I vs. QTAIM schemes, respectively, whereas triangles in red (N) portray thecorresponding interatomic indices. All units in au and all data have been obtained using FMRapproach [166, 209].
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Figure C.4: Plot of condensed electrophilic Fukui function values (total f−(Ω), intra- fΩ,Ω−XC andinteratomic indices fΩ,Ω′−XC ) at B3LYP/6-311++G(2d,2p) 6d level computed using QTAIM scheme.The Y-axis corresponds with the “response of molecular fragment” (RMF) and the X-axis points havebeen calculated using the new definition provided by “fragment of molecular response” approach[166, 209]. Squares in blue () and rhombi in green () are the representation of total QTAIM andintratomic QTAIM , respectively, whereas triangles in red (N) portray the corresponding interatomicindices. All units in au.
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Figure C.5: Plot of condensed electrophilic Fukui function values (total f−(Ω), intra- fΩ,Ω−XC andinteratomic indices fΩ,Ω′−XC ) at B3LYP/6-311++G(2d,2p) 6d level computed using QTAIM scheme.The Y-axis corresponds with the “response of molecular fragment” (RMF) and the X-axis points havebeen calculated using the new definition provided by “fragment of molecular response” approach[166, 209]. Squares in blue () and rhombi in green () are the representation of total QTAIM andintratomic QTAIM , respectively, whereas triangles in red (N) portray the corresponding interatomicindices. All units in au.
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Table D.1: Dimensionless FLUpi values for the species considered in this work (mul-tiplied by 102).
n n+H1 n+H2 n+H3 n+H4 n+H5 Bn(H1) Bn(H2) Bn(H4) Bn(H5)102 × ∆5 (Gas phase)1 7.154 76.690 68.712 6.860 70.423 57.022 0.971 7.156 10.911 6.5272 5.658 - 71.899 6.399 75.274 61.540 - 6.425 9.973 6.0503 23.719 98.090a 75.823 17.082 92.681 56.097 - 6.425 9.973 6.0504 12.552 59.037 61.173 8.484 72.773 50.037 - 46.821b 22.032 12.970102 × ∆5 (PCM)1 5.702 241.324 71.851 6.437 70.182 58.271 1.621 6.724 7.953 6.3002 5.181 - 73.599 6.305 103.837 81.298 - 6.047 67.756 58.3203 24.097 66.974 78.629 18.714 89.380 54.222 - 27.455 31.662 26.7874 11.945 26.034 61.922 10.195 70.398 48.996 - 19.060 17.860 13.043a Computed for planar structure (transition state). b B4(H2) is an acyclic compound.
Table D.2: Molecular electronic energies (in au) for non planar optimized structuresof 3+H1 and relative energies with regard to the planar structure (in kJ mol−1) asobtained after complete geometry optimizations at diverse computational levels.
Non-planar Non-planar – PlanarE(gas) E(PCM) ∆E (gas) ∆E (PCM)MP2/6-31++G(d,p) 6d -245.63988 -245.74148 -1.9 -0.4MP2/6-311++G(2d,2p) 6d -245.78733 -245.88802 -2.3 -0.3CCSD/6-31++G(d,p) 6d -245.66688 -3.1CCSD/6-311++G(2d,2p) 6d -245.79952 -4.0B3LYP/6-31++G(d,p) 6d -246.34266 -246.44364 -0.5 0.1B3LYP/6-311++G(2d,2p) 6d -246.40983 -246.50966 -1.5 -0.2
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Table D.3: Atomic electron populations, N(Ω), for neutral compounds and∆N(Ω) variations (all values in au and for gas phase) for every protonation.
Molecule Atom n n+H1 n+H2 n+H3 n+H4 n+H51 N1 8.079 -0.173 -0.048 -0.021 -0.032 -0.040C2 5.142 -0.013 0.316 -0.094 -0.066 -0.097N3 7.961 -0.052 -0.124 0.097 -0.083 -0.092C4 5.649 -0.017 -0.280 -0.036 0.072 -0.259C5 5.695 0.105 -0.315 -0.082 -0.315 0.039H6 0.604 -0.062 -0.080 -0.075 -0.078 -0.078H7 0.948 -0.115 -0.094 -0.116 -0.106 -0.123H8 0.967 -0.112 -0.107 -0.108 -0.114 -0.118H9 0.956 -0.104 -0.124 -0.097 -0.130 -0.094H+ 0.542 0.854 0.529 0.853 0.862
2 N1 8.058 - -0.039 -0.014 -0.018 -0.033C2 5.156 - 0.310 -0.090 -0.067 -0.097N3 7.964 - -0.110 0.099 -0.075 -0.080C4 5.648 - -0.279 -0.036 0.070 -0.262C5 5.706 - -0.312 -0.074 -0.313 0.040C6 5.636 - 0.044 0.034 0.051 0.040H7 0.956 - -0.086 -0.108 -0.098 -0.112H8 0.970 - -0.101 -0.104 -0.105 -0.111H9 0.963 - -0.110 -0.089 -0.116 -0.088H10 0.982 - -0.066 -0.056 -0.060 -0.060H11 0.982 - -0.059 -0.056 -0.069 -0.060H12 0.979 - -0.063 -0.043 -0.066 -0.055H+ - 0.870 0.535 0.865 0.875
3 O1 9.051 -0.040 -0.115 -0.041 -0.114 -0.083C2 4.956 0.068 0.427 -0.128 0.030 -0.092N3 7.975 -0.022 -0.145 0.088 -0.046 -0.124C4 5.661 -0.082 -0.292 -0.040 0.059 -0.258C5 5.573 0.104 -0.373 -0.062 -0.395 0.065H6 0.912 -0.128 -0.089 -0.119 -0.125 -0.124H7 0.948 -0.106 -0.110 -0.109 -0.113 -0.124H8 0.924 -0.105 -0.126 -0.101 -0.132 -0.093H+ 0.311 0.823 0.513 0.835 0.831
4 S1 15.778 -0.118 -0.294 -0.300 -0.309 -0.245C2 5.605 -0.629 0.151 0.067 -0.234 0.120N3 7.980 0.285 -0.123 0.076 -0.050 -0.098C4 5.614 -0.012 -0.269 -0.022 0.075 -0.239C5 6.200 -0.111 -0.014 -0.071 -0.012 -0.080H6 0.930 -0.242 -0.085 -0.101 -0.097 -0.108H7 0.956 -0.094 -0.099 -0.096 -0.106 -0.111H8 0.937 -0.065 -0.112 -0.086 -0.117 -0.088H+ 0.986 0.845 0.533 0.850 0.849
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Table D.4: Atomic electron populations, N(Ω), for neutral compounds and∆N(Ω) variations (all values in au and for aqueous solution modeled byPCM) for every protonation.
Molecule Atom n n+H1 n+H2 n+H3 n+H4 n+H51 N1 8.099 -0.156 -0.054 -0.018 -0.033 -0.044C2 5.162 -0.037 0.294 -0.103 -0.084 -0.110N3 8.039 -0.060 -0.125 0.042 -0.088 -0.098C4 5.695 -0.017 -0.311 -0.055 0.038 -0.291C5 5.699 0.087 -0.326 -0.058 -0.324 0.033H6 0.529 -0.044 -0.072 -0.048 -0.072 -0.067H7 0.911 -0.095 -0.053 -0.097 -0.083 -0.106H8 0.951 -0.083 -0.097 -0.090 -0.090 -0.112H9 0.917 -0.081 -0.116 -0.056 -0.126 -0.062H+ 0.485 0.858 0.480 0.861 0.855
2 N1 8.063 - -0.040 -0.009 -0.018 -0.033C2 5.172 - 0.301 -0.099 -0.078 -0.104N3 8.040 - -0.124 0.042 -0.090 -0.099C4 5.687 - -0.309 -0.056 0.041 -0.288C5 5.712 - -0.321 -0.052 -0.320 0.039C6 5.650 - 0.028 0.013 0.034 0.022H7 0.913 - -0.053 -0.096 -0.084 -0.103H8 0.949 - -0.095 -0.091 -0.088 -0.111H9 0.919 - -0.114 -0.056 -0.123 -0.063H10 0.967 - -0.047 -0.027 -0.046 -0.040H11 0.967 - -0.046 -0.027 -0.048 -0.040H12 0.962 - -0.042 -0.022 -0.043 -0.035H+ - 0.860 0.479 0.862 0.855
3 O1 9.058 0.023 -0.109 -0.028 -0.102 -0.078C2 4.970 0.026 0.413 -0.127 0.012 -0.098N3 8.028 -0.045 -0.150 0.054 -0.059 -0.128C4 5.688 -0.065 -0.317 -0.056 0.045 -0.276C5 5.593 0.083 -0.389 -0.044 -0.397 0.052H6 0.866 -0.093 -0.046 -0.098 -0.097 -0.108H7 0.916 -0.063 -0.098 -0.089 -0.091 -0.121H8 0.880 -0.085 -0.125 -0.060 -0.136 -0.061H+ 0.219 0.820 0.451 0.825 0.819
4 S1 15.757 -0.142 -0.319 -0.235 -0.325 -0.252C2 5.637 -0.236 0.144 0.031 -0.231 0.114N3 8.030 -0.033 -0.123 0.045 -0.057 -0.097C4 5.646 -0.067 -0.289 -0.039 0.057 -0.259C5 6.212 -0.087 -0.017 -0.056 -0.024 -0.085H6 0.892 -0.094 -0.049 -0.088 -0.073 -0.092H7 0.930 -0.050 -0.084 -0.081 -0.082 -0.105H8 0.896 -0.069 -0.105 -0.051 -0.115 -0.061H+ 0.778 0.843 0.474 0.848 0.835
203
Table D.5: Variations of atomic electron populations, ∆N(Ω), (allvalues in au and for gas phase) for diverse hydride additions.
Atom Gas phase PCMn-H2 n-H4 n-H5 n-H2 n-H4 n-H51 N1 -0.172 -0.106 -0.156 -0.147 -0.083 -0.126C2 0.273 -0.043 0.308 0.262 -0.050 0.146N3 0.055 0.099 0.117 0.073 0.071 0.104C4 -0.043 0.064 0.133 -0.017 0.028 0.335C5 0.317 0.436 -0.005 0.295 0.510 -0.010H6 0.124 0.097 0.120 0.139 0.095 0.117H7 0.116 0.094 0.097 0.129 0.054 0.080H8 0.090 0.121 0.106 0.067 0.116 0.129H9 0.106 0.168 0.105 0.102 0.213 0.121H– 1.128 1.069 1.170 1.097 1.044 1.103
2 N1 -0.162 -0.020 -0.160 -0.137 -0.061 -0.137C2 0.268 -0.074 0.269 0.159 -0.079 0.162N3 0.107 0.013 0.109 0.101 0.061 0.101C4 0.116 0.448 0.116 0.298 0.012 0.298C5 -0.013 -0.018 -0.013 -0.019 0.504 -0.019C6 0.012 0.010 0.012 0.004 -0.010 0.004H7 0.085 0.073 0.087 0.081 0.055 0.081H8 0.073 0.089 0.098 0.123 0.102 0.123H9 0.105 0.138 0.093 0.114 0.177 0.114H10 0.074 0.084 0.073 0.041 0.063 0.046H11 0.073 0.083 0.118 0.046 0.040 0.077H12 0.121 0.058 0.062 0.082 0.048 0.046H– 1.141 1.113 1.141 1.108 1.087 1.109
3 O1 -0.030 -0.012 -0.022 -0.014 0.002 -0.009C2 0.301 -0.115 0.283 0.307 -0.111 0.174N3 0.044 0.099 0.111 0.071 0.079 0.113C4 -0.039 0.053 0.169 -0.017 0.031 0.303C5 0.253 0.494 -0.040 0.237 0.550 -0.029H6 0.195 0.106 0.112 0.210 0.072 0.094H7 0.104 0.125 0.126 0.085 0.134 0.146H8 0.116 0.189 0.126 0.106 0.216 0.134H– 1.053 1.063 1.134 1.017 1.028 1.075
4 S1 0.446 0.351 0.424 0.475 0.382 0.478C2 0.086 -0.071 0.171 0.078 -0.098 0.260N3 0.051 0.050 0.126 0.064 0.040 0.121C4 -0.052 0.062 0.066 -0.036 0.041 -0.009C5 0.110 0.174 -0.173 0.109 0.255 -0.176H6 0.123 0.080 0.104 0.111 0.047 0.117H7 0.093 0.093 0.112 0.074 0.099 0.086H8 0.104 0.146 0.100 0.097 0.167 0.099H– 1.039 1.111 1.069 1.028 1.067 1.024
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Table D.6: PCM (aqueous solution) Enthalpy variations, ∆Ha ,(in kJ mol−1), including ZPVE and ETC at 298.15 K, and mainelectron populations (variations in au multiplied by 103) for thediverse hydration processes here considered: hydride additionsite, ∆N(CZ), hydrogens attached to this site, ∆N(HZ)b , remain-ing ones, ∑∆N(H)c , and heteroatom at position 1, Y=N,O,S.
∆Ha −∆N(HZb) ∑∆N(H)c ∆N(CZ) ∆N(Y)1-H2 89.2 774 308 262 -1471-H4 135.8 840 362 28 -831-H5 119.5 776 326 -10 -126
2-H2 36.5 811 410 159 -1372-H4 135.6 811 373 12 -612-H5 106.6 777 377 -19 -137
3-H2 17.5 773 191 307 -143-H4 67.0 838 288 31 23-H5 54.1 791 240 -29 -9
4-H2 -7.1 861 171 78 4754-H4 78.2 834 214 41 3824-H5 32.7 877 203 -176 478
a Total electron energy for H– is −1739.5 kJ mol−1 in aqueos solution accordingto PCM calculations. b Hydrogens attached to hydridation site (CZ). Twodifferent values are observed for C-hydridations because of the lack planarity inn-Hm structures. c Hydrogens attached to the remaining atoms.
Table D.7: Variations of QTAIM electron populations (in au multiplied by 103) for deprotonation site,∆N(Y), imine nitrogen, ∆N(N3), heteroatom at position 1, ∆N(X1), summation of those experiencedby the hydrogens, ∑∆N(H). All values obtained for aqueous solution modeled with PCM.
∆N(Y) ∑∆N(H) ∆N(X1) ∆N(N3)B1(H1) 12 620 12 72B1(H2) 562 156 -2 69B1(H4) 567 120 19 41B1(H5) 493 182 -7 67B2(H2) 544 238 -14 77B2(H4) 569 187 11 44B2(H5) 473 261 -16 71B3(H2) 564 117 7 110B3(H4) 506 92 23 42B3(H5) 508 133 11 73B4(H2) 304 110 298 106B4(H4) 480 79 195 26B4(H5) 362 123 202 52a Gas phase deprotonation of thiazole at C2 yields an acyclic molecule.
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Table D.8: Group charges (obtained by adding QTAIM hydrogen charges tothose of its attached ring-atom) for deprotonated compounds Bn(Hm), n=1-4,m=2, 4, 5. All values in au.
Gas phase PCMBn(H2) Bn(H4) Bn(H5) Bn(H2) Bn(H4) Bn(H5)1 N1-H1 -0.736 -0.779 -0.739 -0.687 -0.682 -0.681C2 0.381 0.736 0.717 0.276 0.838 0.823N3 -1.022 -0.982 -1.055 -1.108 -1.080 -1.106C4 0.225 -0.069 0.146 0.251 -0.262 0.156C5 0.154 0.095 -0.067 0.270 0.187 -0.192
2 N1-CH3 -0.749 -0.763 -0.751 -0.685 -0.669 -0.678C2 0.385 0.739 0.718 0.284 0.830 0.817N3 -1.027 -0.990 -1.059 -1.117 -1.084 -1.111C4 0.231 -0.073 0.154 0.256 -0.256 0.158C5 0.159 0.087 -0.062 0.262 0.177 -0.185
3 O1 -1.034 -1.083 -1.053 -1.065 -1.081 -1.069C2 0.523 0.987 0.998 0.466 1.087 1.095N3 -1.088 -1.004 -1.078 -1.138 -1.070 -1.101C4 0.221 -0.058 0.127 0.286 -0.194 0.176C5 0.379 0.159 0.006 0.450 0.259 -0.101
4 S1 -0.414a -0.081 0.003 -0.055 0.048 0.041C2 0.708a 1.338 1.319 0.059 0.379 0.383N3 -1.449a -1.000 -1.053 -1.136 -1.056 -1.082C4 0.312a 0.035 1.255 0.319 -0.126 0.233C5 -0.156a -0.281 -0.456 -0.187 -0.245 -0.574a B4(H2) is an acyclic structure in gas phase.
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