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SOFICITY FOR MONOIDS, SEMIGROUPS, AND GENERAL
DYNAMICAL SYSTEMS
JAN CANNIZZO
Abstract. We examine several definitions of soficity for monoids obtained by gen-
eralizing various definitions of sofic groups. They are not all equivalent and include
the definition recently introduced by Ceccherini-Silberstein and Coornaert. One of
these definitions readily generalizes to semigroups (albeit in an arguably unsatisfying
way), thus addressing a question asked by Kambites. We conclude by proposing a
definition of soficity for a general dynamical system consisting of a semigroup acting
by measure-preserving transformations on a probability space.
1. Introduction
Since its introduction, the notion of soficity has proved to be of fundamental interest in
several branches of mathematics. Sofic groups were first defined by Gromov [11], who
showed that they satisfy Gottschalk’s surjunctivity conjecture in topological dynamics,
and they were given their name by Weiss [14] shortly thereafter (the word “sofic” is
derived from the Hebrew word for “finite”). Sofic groups are closely linked to a number
of other conjectures, notably Connes’ embedding conjecture and the determinant con-
jecture in the theory of von Neumann algebras (see [9] and the survey of Pestov [13]
for more), and it was a breakthrough when Bowen [3] defined a notion of sofic entropy
for measure-preserving actions of sofic groups, thereby extending the classical entropy
theory developed for Z-actions by Kolmogorov and Sinai.
It was soon realized that the notion of soficity can be extended to objects other than
groups. By formulating soficity in terms of the weak convergence of measures (so-called
Benjamini-Schramm convergence, introduced in [2]), it became possible to speak of sofic
random graphs—see [1]—and, mutatis mutandis, sofic random Schreier graphs (see, for
instance, [5] for a definition). Using this idea, Elek and Lippner [8] went on to define
the more general notion of a sofic equivalence relation, and working in greater generality
still, Dykema, Kerr, and Pichot [7] have recently defined sofic groupoids (see also [4]).
In each of the aforementioned contexts, the following question—arguably the most na¨ıve
question it is possible to ask—has resisted proof and remains open as of this writing.
Question 1.1. Does there exist a nonsofic object?
Although the general opinion seems to be that nonsofic objects should exist, finding
an example of such an object has proven to be difficult. It was therefore remarkable
when Ceccherini-Silberstein and Coornaert [6] recently defined sofic monoids and went
on to answer Question 1.1 by showing that there does exist a nonsofic monoid. In fact
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their example is not a particularly exotic object: it is the well-known bicyclic monoid,
namely the monoid with presentation
B = 〈a, b | ab = e〉,
where e ∈ B denotes the identity. Further work on sofic monoids was carried out by
Kambites [12] who, building on [6], exhibited a large class of sofic monoids.
Yet Ceccherini-Silberstein and Coornaert’s definition of a sofic monoid, although cer-
tainly natural from an algebraic point of view, can be said to mark a departure from
other definitions of soficity. Soficity as it is defined for groups, random graphs, equiv-
alence relations, and groupoids is very much connected with ergodic theory—in par-
ticular, the presence of an invariant measure—whereas this connection appears to be
absent from Ceccherini-Silberstein and Coornaert’s theory. In fact it is automatic in the
theories of other sofic objects that the existence of an underlying invariant measure is
a prerequisite for defining soficity in the first place; hence, it is natural to ask whether
it is possible to develop a theory of sofic monoids that takes invariance into account.
As noted by Kambites, soficity as defined in [6] “imposes no restriction whatsoever on
the internal complexity of the monoid outside the group of units” ([12], p. 12). Indeed,
Proposition 4.7 of [6] implies that, though the bicyclic monoid B is nonsofic, the monoid
Bˆ := B ∪ {e′} obtained by adjoining a new element e′ to B and defining e′ to be the
identity is sofic—a striking fact, given that the internal structure of Bˆ is identical to
that of B outside of the point e′. Kambites concludes by remarking that
If seeking applications in semigroup theory more widely, one is drawn
to ask if there is an alternative, probably stronger, definition of a sofic
monoid which also generalises sofic groups but exerts more control on the
internal structure of the rest of the monoid. A natural test of whether a
definition is satisfactory in this respect would be whether the resulting
class is closed under the taking of monoid subsemigroups.... Such a defi-
nition, if found, is also likely to extend naturally to semigroups without
an identity element ([12], p. 12).
One of the aims of this paper is to explore what such a definition might look like,
beginning with the observation that a sofic group (just like an amenable group) may
naturally be defined in terms of approximately invariant measures. We do, in fact, arrive
at an alternative definition of a sofic monoid which readily generalizes to semigroups,
but a semigroup is sofic in this new sense if and only if it embeds into a sofic group—
arguably a heavy-handed condition. On the other hand, the definition is natural in
that it provides a clear connection with ergodic theory, and although many semigroups
(including the bicyclic monoid) remain “nonsofic” according to this definition, they
are nonsofic for obvious reasons—roughly speaking, because they are not invariant
structures. This same phenomenon appears in the theories of other sofic objects as well:
Given a probability measure on the space of Schreier graphs of a finitely generated group
which is not conjugation-invariant, the corresponding random Schreier graph might be
said to be “nonsofic,” but this is rather uninteresting, as it is a consequence of the
definition of a sofic random Schreier graph that its law is conjugation-invariant. The
principle here is that one must first restrict one’s attention to invariant structures, and
only then ask whether they are sofic.
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To conclude, we offer another way to relate semigroups and soficity, namely by passing
from semigroups to their actions on spaces equipped with an invariant measure. We
thus formulate a notion of a general sofic dynamical system. This generalizes the notion
of a sofic equivalence relation introduced by Elek and Lippner and may be an interesting
direction for future research.
This paper is organized as follows: In Section 2, we review background material and
single out four equivalent definitions of sofic groups, each of which generalizes in a
natural way to monoids. In Section 3, we show how these various generalizitions—one
of which is the definition of Ceccherini-Silberstein and Coornaert—relate to one another
and, in particular, are not all equivalent. Finally, in Section 4, we introduce the notion
of a general sofic dynamical system, provide a basic example of such a system, and pose
several questions related to our definition.
2. Sofic groups and sofic monoids
Sofic groups are, speaking very roughly, groups which admit finite approximations. They
are a common generalization of amenable and residually finite groups (although there
exist sofic groups which are neither amenable nor residually finite) and, as we will see,
can be defined in a number of equivalent ways. We first establish some preliminaries.
If S is a semigroup and A is a generating set for S, then the (left) Cayley graph Γ =
Γ(S,A) of S constructed with respect to A is the graph whose vertex set is identified
with S and whose edge set consists of all triples (s, a, as), where a ∈ A is a generator
and s ∈ S is an arbitrary element. The edge (s, a, as) is understood to be directed from
s to as, which are its initial and terminal points, respectively, and labeled with a. The
distance dA(s, t) between two vertices s, t ∈ Γ is defined to be the length of a shortest
sequence of edges, or path,
(x0, a0, y0), . . . , (xn, an, yn)
such that x0 = s, yn = t, and yi = xi+1 for all 0 6 i 6 n− 1, provided that such a path
exists. We set dA(s, s) = 0 for all s ∈ Γ. Note that dA is in general not a metric, since
in a general semigroup, dA(s, t) need not be defined (in fact it is possible for Γ to be
disconnected, e.g. if S is a free semigroup of rank n > 1).
Given a vertex s ∈ Γ, we define the ball of radius r ∈ N centered at s, denoted Br(Γ, s),
or just Br(s) for short, to be the subgraph of Γ induced by the vertices at distance less
than or equal to r from s. If S is a group and A is symmetric, so that a ∈ A implies
a−1 ∈ A, then Br(s) coincides with the ball of radius r taken with respect to the usual
graph metric on Γ, but as before, note that this fails to be true for a general semigroup.
If S has an identity e, then it is natural to regard Γ(S,A) as a rooted graph (Γ, e) by
distinguishing the vertex e. Given two rooted graphs (Γ, x) and (∆, y) whose edges
are directed and labeled with elements of a set A (we do not assume here that Γ and
∆ are Cayley graphs), we define a graph homomorphism φ : Γ → ∆ to be a graph
homomorphism in the usual sense which also satisfies φ(x) = y and maps one edge to
another in such a way that respects the direction and labeling. A graph homomorphism
is a graph isomorphism if it is invertible.
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If X is a set, we denote by End(X) the semigroup of all endomorphisms (that is, self-
maps) f : X → X , where the binary operation is composition of functions. If X is
finite, recall that the (normalized) Hamming metric on End(X) is defined to be
dHam(f, g) :=
1
|X|
|{x ∈ X | f(x) 6= g(x)}|.
Given a semigroup S, we now define a (K, ε)-action of S on a finite set as follows (see
also [9] and [13]).
Definition 2.1. Let S be a semigroup, ε > 0 a real number, and K ⊆ S a finite subset
of S. A (K, ε)-action of S on a finite set X is a function ψ : K → End(X) such that
the following hold:
i. If s, t, st ∈ K, then dHam (ψ(st), ψ(s) ◦ ψ(t)) 6 ε.
ii. If S has an identity e and e ∈ K, then dHam (ψ(e), IdX) 6 ε, where IdX is the
identity map on X .
iii. For all distinct s, t ∈ K, one has dHam (ψ(s), ψ(t)) > 1− ε.
It can be useful to think of a (K, ε)-action as a finite model of a (free) semigroup action
in which a certain amount of error is allowed. We are now in a position to define sofic
groups and will in fact present four equivalent definitions.
Definition 2.2. The following are equivalent definitions of a sofic group.
(1) A group G with finite generating set A is sofic if for any r > 0 and any ε > 0,
there exists a finite A-labeled graph Γ such that
|{x ∈ Γ | Br(x) ∼= Gr,A}|
|Γ|
> 1− ε,
where Br(x) is the ball of radius r centered at x ∈ Γ and Gr,A is the ball of
radius r centered at the identity in the Cayley graph Γ(G,A).
(2) A group G is sofic if for any finite subset K ⊆ G and any ε > 0, it admits a
(K, ε)-action ψ : K → End(X) on a finite set X .
(3) A group G is sofic if for any finite subset K ⊆ G and any ε > 0, it admits
a (K, ε)-action ψ : K → End(X) on a finite set X such that the uniform
probability measure µX on X is approximately invariant, in the sense that
‖µX − ψ(g)∗µX‖ 6 ε
for all g ∈ K, where ‖ · ‖ denotes the total variation norm.
(4) A group G is sofic if it acts essentially freely on a measure space (X, µ) equipped
with an invariant, finitely additive probability measure µ defined on the set of
all subsets of X .
Definition (1) is the original definition of Gromov. Note that, although it applies only to
finitely generated groups, soficity may be regarded as a local property: by Definitions (2)
or (3), an arbitrary group is sofic if and only if all of its finitely generated subgroups
are sofic. The condition of being approximable by finite labeled graphs is called the
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Weiss condition in [6]. Definition (2) is due to Elek and Szabo´. Definition (3) is a
generalization of a definition of an amenable group: A group G is amenable if for any
finite subset K ⊆ G and any ε > 0, there exists a finite subset X ⊆ G such that µX is
approximately invariant, in the sense that
‖µX − g∗µX‖ 6 ε
for all g ∈ K. Finally, Definition (4) is again due to Elek and Szabo´ [9]. It too generalizes
a known definition of an amenable group: A finitely generated group G is amenable if
and only if it admits an invariant, finitely additive probability measure defined on the
set of all subsets of G.
Definitions (1)-(4) do not represent an exhaustive list of definitions of a sofic group, but
they are such that any one of them readily generalizes to a definition of a sofic monoid.
Accordingly, we formulate the following definition.
Definition 2.3. We say that a monoid is (k)-sofic if it is sofic according to the defi-
nition obtained by replacing the word “group” with the word “monoid” in part (k) of
Definition 2.2 above.
A monoid is sofic in the sense of Ceccherini-Silberstein and Coornaert if it is (2)-sofic,
and one might guess that, given that they are equivalent for groups, Definitions (1)-(4)
will turn out to be equivalent for monoids as well. This is not the case, however. We will
show that (1)-soficity and (2)-soficity are indeed equivalent, thereby clarifying an issue
raised by Ceccherini-Silberstein and Coornaert, but that (1)-soficity and (2)-soficity are
not equivalent to (3)-soficity, which implies (4)-soficity.
We do not wish to dwell on the question of which of these definitions, if any, yields the
“right” notion of soficity for monoids. We feel that this is a matter of taste, and it is
not our aim to tout one definition as right and another as wrong. We do wish, however,
to explore these varying definitions in some detail, and to point out how (3)-soficity and
(4)-soficity align more naturally with soficity as it is defined for other structures.
3. Relating different notions of soficity for monoids
Ceccherini-Silberstein and Coornaert show (see Theorem 6.1 of [6]) that (1)-soficity
implies (2)-soficity for monoids, but they establish the converse only under the assump-
tion that the monoid is left-cancellative. Our first result is that equivalence holds in
full generality.
Theorem 3.1. A monoid is (1)-sofic if and only if it is (2)-sofic.
Proof. As mentioned above, it is established in [6] that (1)-soficity implies (2)-soficity.
Conversely, let M be a finitely generated (2)-sofic monoid, A a finite generating set of
M , and Mr,A the r-neighborhood of the identity in the Cayley graph of M constructed
with respect to A.
Observe that it is sufficient to treat the case when r = 1, since it is always possible
to pass to a larger generating set. That is, constructing a graph that locally looks like
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Mr,A is tantamount to constructing a graph that locally looks likeM1,B, where B is, say,
the generating set consisting of all monoid elements in Mr,A.
Accordingly, let K consist of all monoid elements inM1,A, and let ψ : K → End(X) be a
(K, ε)-action ofM on a finite set X . Note that A ⊆ K. For simplicity, write ψs := ψ(s),
and endow X with a graph structure by taking as its set of edges all triples of the form
(x, s, ψs(x)), where s ∈ K. The edge (x, s, ψs(x)) is understood to be directed from x
to ψs(x) and labeled with s. Denote by µX the uniform probability measure on X .
By Proposition 6.2 of [6], we may assume that ψe = IdX . For distinct elements s, t ∈ K,
define the subset As,t ⊆ X as
As,t := {x ∈ X | ψs(x) = ψt(x)}.
For elements s, t ∈ K such that st ∈ K, define the subset As,t,st ⊆ X as
As,t,st := {x ∈ X | (ψs ◦ ψt)(x) 6= ψst(x)}.
By the definition of a (K, ε)-action, each of the sets As,t and As,t,st has measure less
than or equal to ε, so that
µX
(⋃
s 6=t
As,t
)
6 |K|2ε (3.1)
and
µX
( ⋃
s,t,st∈K
As,t,st
)
6 |K|2ε =:
δ
2
. (3.2)
Denoting by A the union of all sets As,t and As,t,st, it follows from the bounds (3.1)
and (3.2) that µX(X\A) > 1 − δ. Clearly, 1 − δ can be made arbitrarily close to 1 by
choosing ε to be sufficiently close to 0.
Given a point x ∈ X\A, we would like to exhibit an isomorphism φ : M1,A → B1(x)
such that φ(e) = x, where B1(x) denotes the 1-neighborhood of x. If x ∈ X\A, then
consider the graph homomorphism φ :M1,A → B1(x) given by
φ(s, t, ts) = (ψs(x), t, (ψt ◦ ψs)(x)) = (ψs(x), t, ψts(x)).
Let (s, t, ts) and (s′, t′, t′s′) be two edges in M1,A. By construction, if s 6= s
′, then
ψs(x) 6= ψs′(x). Likewise, if ts 6= t
′s′, then ψts(x) 6= ψt′s′(x), which shows that φ is an
embedding. It remains to show that φ is in fact surjective. To this end, note that it is
impossible that there exist an edge (x, s, ψs(x)) in B1(x) which is not in the image of φ,
since for every x ∈ X , there is exactly one s-labeled outgoing edge attached to x and it
follows from the definition of φ that this edge is φ(e, s, s). Suppose (y, s, ψs(y)), where
y 6= x, is some other edge in B1(x) which is not in the image of φ. Since y belongs to
the 1-neighborhood of x, there exists some t ∈ K such that
(x, t, ψt(x)) = (x, t, y)
is an edge in B1(x). But then
(x, st, ψst(x)) = (x, st, (ψs ◦ ψt)(x)) = (x, st, ψs(y))
is an edge in B1(x) as well. The definition of φ and the fact that y has a unique s-
labeled outgoing edge attached to it now imply that (y, s, ψs(y)) must have belonged to
the image of φ after all. 
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Our next goal is to demonstrate that (3)-soficity for monoids is a very strong condition:
a monoid is (3)-sofic if and only if it embeds into a group. Before proving this claim,
we establish a lemma which asserts, roughly speaking, that under certain conditions
a labeled graph which always looks the same when looking forwards must always look
the same when looking backwards. To be more precise, if Γ is a graph whose edges are
directed and labeled with elements of an alphabet A (an A-labeled graph), denote by Γ
the graph obtained by keeping all edge labels of Γ the same but reversing the direction
of each edge. Given a vertex x ∈ Γ, let
B+∞(Γ, x) = lim−→Br(Γ, x),
and let
B−∞(Γ, x) = B∞(Γ, x).
As before, if there is no confusion about the graph we are referring to, we may write
B+∞(x) instead of B
+
∞(Γ, x), etc. Note that if Γ is the Cayley graph (or, more generally,
a Schreier graph) of a group constructed with respect to a symmetric generating set A,
then Γ = Γ.
Lemma 3.2. Let Γ be a connected A-labeled graph such that for each x ∈ Γ and each
a ∈ A, there exists precisely one outgoing and one incoming edge labeled with a attached
to x, and such that for any two vertices x, x′ ∈ Γ, the neighborhoods B+∞(x) and B
+
∞(x
′)
are isomorphic. Then Γ is the Cayley graph of a group.
Proof. Let x, x′ ∈ Γ be two vertices. By assumption, there exists an isomorphism
φ : B+∞(x) → B
+
∞(x
′) of rooted labeled graphs. If y ∈ B+∞(x), put y
′ := φ(y). We claim
that φ extends to an isomorphism
φ : B+∞(x) ∪B
−
∞(y)→ B
+
∞(x
′) ∪B−∞(y
′).
Suppose it did not. Then there would exist a vertex z ∈ B−∞(y), obtained by starting at y
and following a word w in the alphabetA−1, together with distinct paths γ1 and γ2 which
begin at z and terminate at the same point, whereas the point z′ ∈ B−∞(y
′), reached by
starting at y′ and following the word w, would be such that the corresponding paths γ′1
and γ′2 did not terminate at the same point. Either this, or the same situation would
occur with the roles of B−∞(y) and B
−
∞(y
′) reversed. In either case, it is obvious that
B+∞(z) and B
+
∞(z
′) would not be isomorphic, a contradiction. It follows by induction
that φ extends to an isomorphism
φ :
⋃
y∈B+∞(x)
B−∞(y)→
⋃
y∈B+∞(x′)
B−∞(y)
between the full backwards orbits of B+∞(x) and B
+
∞(x
′).
Suppose next that x0 ∈ B
+
∞(x) is a deficient vertex, i.e. a vertex such that y := a
−1(x0) /∈
B+∞(x) for some a ∈ A. Put y
′ := a−1(φ(x0)). We claim that φ also extends to an
isomorphism
φ : B+∞(x) ∪B
+
∞(y)→ B
+
∞(x
′) ∪B+∞(y
′).
If it did not, then there would exist a word w in the alphabet A such that the path
obtained by beginning at y and following w terminates at a vertex z ∈ B+∞(x) ∩B
+
∞(y)
but the path obtained by beginning at y′ and following w terminates at a vertex t′ /∈
B+∞(x
′). Either this, or the same situation would occur with the roles of B+∞(y) and
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B+∞(y
′) reversed. Now let w′ be a word in the alphabet A such that the path obtained
by starting at y′ and following w terminates at z′ := φ(z) (since z′ ∈ B+∞(y
′), such a
path exists). We must then conclude that B+∞(y) and B
+
∞(y
′) are not isomorphic: The
paths obtained by beginning at y and following w and w′, respectively, terminate at the
same point z, whereas the corresponding paths beginning at y′ terminate at distinct
points t′ 6= z′. This is a contradiction.
It follows, finally, that by iterating the previous arguments, φ can be extended to a full
isomorphism φ : (Γ, x) → (Γ, x′). One can first extend φ to an isomorphism between
the backwards orbits of B+∞(x) and B
+
∞(x
′), then adjoin the forward orbits of a deficient
vertex and extend φ further, and so on. But a connected A-labeled graph with the prop-
erty that any two choices of root yield isomorphic rooted labeled graphs is necessarily
the Cayley graph of a group. 
The next theorem shows that (3)-soficity is a very strong condition.
Theorem 3.3. A monoid is (3)-sofic if and only if it embeds into a sofic group.
Proof. Let M be a (3)-sofic monoid and ψ : K → End(X) a (K, ε)-action of M on a
finite set X such that ‖µX − (ψs)∗µX‖ 6 ε for all s ∈ K (we again set ψs := ψ(s) for
notational convenience). Suppose that, for a given s ∈ K, there exists a set A ⊆ X of
measure µX(A) > ε such that |ψ
−1
s (x)| > 1 for all x ∈ A. Then
‖µX − (ψs)∗µX‖ = max
E⊆X
|µX(E)− ((ψs)∗µX)(E)|
= max
E⊆X
|µX(E)− µX(ψ
−1
s (E))|
> |µX(A)− µX(ψ
−1
s (A))|
> |µX(A)− 2µX(A)|
= µX(A) > ε,
a contradiction. By the same argument, if there exists a set A ⊆ X of measure µX(A) >
ε such that |ψ−1s (x)| < 1 for all x ∈ A, then we would have µX(ψ
−1
s (A)) = µX(∅) = 0,
again allowing us to deduce that ‖µX − (ψs)∗µX‖ > ε. It follows that for each s ∈ K,
|ψ−1s (x)| = 1 for all x over a set of measure at least 1− ε, i.e. each ψs is approximately
invertible.
Accordingly, there exists a subset X0 ⊆ X of measure at least 1 − |K|ε (which we can
of course choose to be arbitrarily close to 1 by choosing ε to be sufficiently small) such
that all ψs, where s ∈ K, satisfy |ψ
−1
s (x)| = 1 for any x ∈ X0. Now endow X with the
labeled graph structure whose edges consist of all triples of the form (x, a, (ψn)a(x)),
where a ∈ A ⊆ K belongs to a generating set of M . By Theorem 3.1 (note that
(3)-soficity immediately implies (2)-soficity), there exists a subset X1 ⊆ X of measure
arbitrarily close to 1 such that for each x ∈ X1, the r-neighborhood B
+
r (x) is isomorphic
to Mr,A. Thus, for all x ∈ X0 ∩ X1, which again has measure arbitrarily close to 1,
B+r (x)
∼= Mr,A and x has exactly one outgoing and one incoming edge labeled with s
attached to it for all s ∈ K.
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Let {ψn : Kn → End(Xn)}n∈N be a sequence of (Kn, εn)-actions such that each Kn and
each Xn is finite,
K1 ⊆ . . . ⊆ Kn ⊆ . . . ,⋃
n∈NKn = M , and εn → 0. We also choose our sequence in such a way that each
of the uniform probability measures µn is approximately invariant. By the preceding
argument, µn is not only approximately invariant with respect to each (ψn)s ∈ End(Xn),
where s ∈ Ks, but approximately invariant with respect to each (ψn)
−1
s . The weak limit
µ of the measures µn is therefore invariant with respect to the free group generated by
A. Moreover, µ is concentrated on rooted graphs (Γ, x) such that B+∞(x)
∼= M∞,A and
such that x has exactly one incoming edge labeled with a attached to it for each a ∈ A.
It follows from Lemma 3.2 that µ is in fact concentrated on the Cayley graph of a group
G, which is obviously a group into which M embeds. 
Corollary 3.4. The notion of (1)-soficity (or (2)-soficity) is not equivalent to (3)-
soficity for monoids.
Proof. Let M be a monoid which does not embed into a group. By Proposition 4.7
of [6], the monoid Mˆ := M ∪ {e′} obtained by adjoining a new element e′ to M and
defining e′ to be the identity is (2)-sofic and hence (1)-sofic. Since M does not embed
into a group, Mˆ does not embed into a group either. Therefore, Mˆ is not (3)-sofic. 
Corollary 3.5. If a monoid is (3)-sofic, then it is (4)-sofic.
Proof. Let M be a (3)-sofic monoid. Then M embeds into a sofic group G, which, by
virtue of being sofic, admits an essentially free action G  (X, µ) on a measure space
equipped with a finitely additive probability measure µ defined on the set of all subsets
of X . The restriction of this action to M yields the desired essentially free action of
M . 
Remark 3.6. We do not know whether (4)-soficity also implies (3)-soficity but conjec-
ture a positive answer.
A semigroup S need not have an identity. As such, carrying the notion of (1)-soficity (or,
equivalently, (2)-soficity) over to semigroups is problematic: there is no canonical point
in the Cayley graph of S whose neighborhood is to serve as a model for approximation.
In light of Theorem 3.3, however, (3)-soficity can be applied to semigroups without an
identity element and is indeed closed under the taking of monoid subsemigroups. The
result is arguably an unsatisfying definition, as soficity for semigroups then turns out
to be no more general a notion than soficity for groups: if a group G is sofic, then any
subsemigroup of G is sofic, and, conversely, if a semigroup is sofic, then it embeds into
a sofic group. But here we reiterate our point that (3)-soficity, like notions of soficity
for other objects, retains a clear connection with ergodic theory.
4. A notion of soficity for general semigroup actions
Although we have found only a rather restrictive definition of soficity for semigroups,
it is natual to pass from semigroups to their actions, whereupon a new idea presents
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itself. This idea has already played out in the context of groups, where Elek and
Lippner developed the notion of a sofic discrete measured equivalence relation [8]. This
notion might equally well be called a sofic dynamical system, meaning a countable
group acting by measure-preserving automorphisms on a Lebesgue space (recall that a
Lebesgue space—also called a standard probability space—is a probability space whose
nonatomic part is isomorphic to the unit interval equipped with Lebesgue measure).
We will, in turn, consider a more general kind of dynamical system wherein groups are
replaced by semigroups.
Definition 4.1. By a dynamical system, we will mean a countable semigroup S acting
by measure-preserving endomorphisms on a Lebesgue space (X, µ). We will work only
with left actions (it is of course possible to develop an analogous theory for right actions)
and also require that the action of our semigroup be finite-to-one, meaning that for any
s ∈ S and almost every x ∈ X , the preimage s−1(x) is finite.
We would like to define the notion of a sofic approximation to a system (X, µ, S). In
doing so, it is helpful to be able to visualize the action of the semigroup S. We do
this in the following way. Given a point x ∈ X and an element s ∈ S, we define the
preimage graph Γx(s) of x with respect to s ∈ S to be the Schreier graph of the action
of s restricted to the set {x} ∪ s−1(x). Thus, Γx(s) is the graph whose vertex set is
{x} ∪ s−1(x) and whose edge set consists of all triples (y, s, x), where y ∈ s−1(x). We
define a partial Schreier graph to be a connected union of preimage graphs. As the set
of partial Schreier graphs is naturally ordered by inclusion, we define the full Schreier
graph of x, denoted Γx, to be the maximal partial Schreier graph containing x.
Definition 4.2. We denote by Sch(S,X) the space of full Schreier graphs of the action
of S on X , taking each graph Γx ∈ Sch(S,X) to be rooted at the vertex x.
Note that if S is a group, then a given Γx is the usual Schreier graph of S acting on the
orbit of the point x, but a full Schreier graph is in general a significantly larger object,
taking into account, as it were, many different forward and backward orbits.
Now let X be a standard Borel space. For the sake of concreteness, we will always
assume that X = {0, 1}∞. The space X has a natural projective structure
X = lim
←−
Xr,
where Xr = {0, 1}
r and the connecting maps pir : Xr → Xr−1 restrict a binary string of
length r to its first r − 1 digits. An element ω ∈ Xr thus determines the cylinder set
Cω := {x ∈ X | pi∞,r(x) = ω},
where pi∞,r : X → Xr is the natural projection onto Xr, and we denote by A the corre-
sponding Borel σ-algebra on X . Given a finite-to-one action of a countable semigroup
S on X , we may pass to the associated space of full Schreier graphs Sch(S,X), which
we endow with a projective structure as follows. Let {Si}i∈N be an enumeration of S.
Define Schr(S,X) to be the set of (isomorphism classes of) r-neighborhoods of the roots
of full Schreier graphs Γx ∈ Sch(S,X) which are spanned by the elements s1, . . . , sr (all
other edges are neglected) and whose vertex-labels are truncated to their first r digits.
It is easy to see that
Sch(S,X) = lim
←−
Schr(S,X),
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where the connecting maps ρr : Schr(S,X) → Schr−1(S,X) are the obvious restriction
functions. As before, an element U ∈ Schr(S,X) determines the cylinder set
CU := {Γx ∈ Sch(S,X) | ρ∞,r(Γx) = U},
where ρ∞,r : Sch(S,X) → Schr(S,X) is the natural projection onto Schr(S,X), and
we denote by B the corresponding Borel σ-algebra on Sch(S,X). It should be pointed
out that an element of Schr(S,X) is to be understood as an r-neighborhood taken with
respect to the usual graph metrics on full Schreier graphs Γx.
Our idea is to pass from X to Sch(S,X), a space which records all of the information
about the action of S. The map f : (X,A) → (Sch(S,X),B) given by f(x) = Γx is
clearly a bijection, and it is easy to see that f−1 is measurable: Given a cylinder set
Cω ⊆ X , where ω ∈ Xr, let {Ui}i∈I be the collection of all partial Schreier graphs
Ui ∈ Schr(S,X) whose roots are labeled with ω. Then
f(Cω) =
⋃
i∈I
CUi,
which is measurable (note that I is at most countable, since the action of S is finite-
to-one). Let A′ denote the completion of A with respect to the measure µ. Then
f−1∗ B ⊆ A
′ (the image of a Borel set under a measurable function is analytic and hence
Lebesgue measurable), which allows us to push forward the measure µ, obtaining a
measure ν := f∗µ on Sch(S,X). Let B
′ denote the completion of B with respect to ν.
Proposition 4.3. The map f : (X,A′, µ) → (Sch(S,X),B′, ν) given by f(x) = Γx is
an S-equivariant isomorphism of Lebesgue spaces.
Proof. It is clear that f is an S-equivariant bijection, since s(Γx) = Γs(x). Moreover,
f is measurable: If B ∈ B is a Borel set, then as noted above, f−1(B) ∈ A′. If
B′ ∈ B′\B, then B′ ⊆ B, where B is a Borel set with ν(B) = 0. But this implies that
µ(f−1(B)) = 0. Since f−1(B′) ⊆ f−1(B), we find that f−1(B′) ∈ A′. The exact same
argument shows f−1 to be measurable as well, which establishes the claim. 
Our goal is to approximate a given dynamical system (X, µ, S) with a finite system.
Accordingly, suppose that X ′ is a graph whose vertices are labeled with elements of X
(i.e. X ′ is an X-labeled set) and whose edges are directed and labeled with elements of
S. If µ′ is a probability measure on X ′, then we claim that µ′ naturally determines a
probability measure ν ′ on Sch(S,X): Given an r-neighborhood U ∈ Schr(S,X), set
ν ′(CU) =
∑
Br(x)∼=U
µ′(x)
as long as there exists an x ∈ X ′ such that Br(x) ∼= U when the vertex-labels of X
′
are truncated to their first r digits. Once this requirement is met, ν ′ may be extended
arbitrarily to other cylinder sets in such a way that it becomes a probability measure
(the measure µ′ therefore technically defines a family of measures on Sch(S,X), but
the choice of representative will not matter for us). Note that if K ⊆ S and ψ : K →
End(X ′) is a (K, ε)-action on an X-labeled set X ′, then X ′ comes equipped with a
natural graph structure, which consists of all triples (x, s, ψs(x)), where x ∈ X
′ and
s ∈ K.
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Definition 4.4. Let (X, µ, S) be a dynamical system, let K ⊆ S, and let ε > 0. A
triple (X ′, µ′, ψ), where X ′ is a finite X-labeled set, µ′ is a probability measure on X ′,
and ψ : K → End(X ′) is a (K, ε)-action, is a (K, ε)-approximation to (X, µ, S) if
‖µ′ − ψ(s)∗µ
′‖ 6 ε
for all s ∈ K and ∣∣∣∣∫ f dν − ∫ f dν ′∣∣∣∣ 6 ε
for any bounded continuous function f : Sch(S,X) → R, where ν and ν ′ are the
probability measures on Sch(S,X) determined by (X, µ, S) and (X ′, µ′, ψ), respectively.
We thus require the measure µ′ on X ′ to be approximately invariant with respect to ψ
and the measure ν ′ to be close, in the weak topology, to the S-invariant measure ν.
Definition 4.5. A dynamical system (X, µ, S) is sofic if for any finite K ⊆ S and any
ε > 0, it admits a (K, ε)-approximation.
It is worth pausing to point out that our approach mimics, in many ways, the approach
of Elek and Lippner, which in turn mimics the idea behind so-called Benjamini-Schramm
convergence, introduced in [2]. Here a sequence of graphs (or other objects—in partic-
ular, graphs which carry additional stucture) is interpreted as a sequence of probability
measures on the space of rooted graphs by choosing the position of the root of each
graph in the sequence uniformly at random. Each such measure is an invariant (or uni-
modular) measure, and one may study the corresponding weak limit of the sequence.
The key difference with our approach is that we consider general (approximately) in-
variant measures on finite structures, and not merely those which arise upon choosing
the root uniformly at random. We conclude with a basic example of a sofic dynamical
system.
Example 4.6. Denote by S1 = [0, 1]/∼ the circle, obtained by gluing together the
endpoints of the unit interval, and consider the classical angle-doubling map f : S1 → S1
given by
f(x) = 2x (mod 1).
The map f is 2-to-1, and the Lebesgue measure λ on S1 inherited from [0, 1] is in-
variant with respect to the N-action determined by f . An element of (Sch(N, X), ν),
the corresponding space of full Schreier graphs, is almost surely a rooted tree each
of whose vertices has two incoming f -labeled edges attached to it and one outgoing
f -labeled edge attached to it (here we have made an N-equivariant identification be-
tween S1 and X = {0, 1}∞ and, abusing notation, will also denote by λ the image of
the Lebesgue measure under this identification). To construct a sofic approximation
to the system (S1, λ,N), let X ′ be the disjoint union of all possible preimage trees of
elements ω ∈ {0, 1}r, up to depth k. That is, a connected component of X ′ consists
of an X-labeled vertex at level 0, together with two X-labeled preimage vertices at
level 1, and so on up to level k, which consists of 2k X-labeled preimage vertices. A
connected component U of X ′ also determines a cylinder set CU , which has a certain
measure. Define a measure on X ′ by assigning mass 2−kλ(CU) to each vertex at level k
of a connected component U of X ′, then normalize to obtain a probability measure λ′.
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It is not difficult to see that, provided k is chosen to be sufficiently large, the measure
λ′ is approximately invariant with respect to the elements
{f, . . . , f ◦n} ⊆ N
and moreover that the associated measure ν ′ on Sch(N, X) approximates ν in the weak
topology. Choosing ever larger values of k and carrying out this construction shows the
system (S1, λ,N) to be sofic.
It would appear that there is much to investigate concerning our definition of a sofic
dynamical system. Idle questions include: Is every N-action sofic? (We conjecture a
positive answer.) Is every dynamical system (in our sense) sofic? Is it possible to work
only with the full orbit equivalence relation determined by a semigroup action, thereby
developing a theory analogous to that of Feldman and Moore (see [10])? Suppose
a dynamical system (X, µ, S) admits a natural extension (X˜, µ˜, S) that makes each
s ∈ S invertible—what, if any, is the relationship between soficity of the original system
and soficity of the extension? Which semigroups admit faithful actions by measure-
preserving endomorphisms on a Lebesgue space?
A further idea is implicit in our work. Having relaxed the requirement that sofic approx-
imations to a dynamical system come equipped with a uniform measure, it is natural
to ask whether there is a reasonable way to approximate dynamical systems which
come only with a quasi-invariant measure (so that the measure class, rather than the
measure itself, is preserved), or even an arbitrary measure, perhaps by requiring the
Radon-Nikodym derivatives associated to the finite approximating system to converge
to those of the original system. It could be interesting to develop soficity in this direc-
tion as well and examine its relationship with soficity for dynamical systems with an
invariant measure. We may pursue this idea in a future work.
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