In a previous paper -[17] -we characterized strong measure zero sets of reals in terms of a Ramseyan partition relation on certain subspaces of the Alexandroff duplicate of the unit interval. This framework gave only indirect access to the relevant sets of real numbers. We now work more directly with the sets in question, and since it costs little in additional technicalities, we consider the more general context of metric spaces and prove:
Introduction.
In [1] Borel introduced a notion which is now called strong measure zero. A metric space has strong measure zero if there is for each sequence ( n : n ∈ N) of positive real numbers a partition of the space into countably many sets such that for each n the n-th set has diameter less than n . Borel conjectured that each subset of the real line which has strong measure zero is countable. In 1928 Sierpiński showed that the Continuum Hypothesis implies the existence of an uncountable set of real numbers of strong measure zero - [19] . In 1976 Laver proved that it is consistent (relative to the consistency of classical mathematics) that Borel's conjecture is true - [9] . Since Gödel proved that the Continuum Hypothesis is consistent (relative to the consistency of classical mathematics), classical mathematics does not resolve the question whether there are uncountable strong measure zero sets of real numbers.
But many other properties of strong measure zero sets are resolved by classical mathematics. All subsets of strong measure zero sets are strong measure zero; the union of countably many strong measure zero sets is a strong measure zero set, and so on. Few other "topological operations" seem to preserve strong measure zeroness. For example, the continuous image of a strong measure zero set need not be strong measure zero (an old result of Rothberger - [13] , Theorem 3); the Tychonoff product of two strong measure zero sets need not be strong measure zero (an old result of , Lemma 2) , and so on. There are other classical covering properties which, taken together with strong measure zeroness, imply preservation of strong measure zero under some operations. In Section 2 we explore the preservation of strong measure zeroness by products.
There are characterizations of strong measure zeroness which at first glance seem somewhat removed from the definition. Here is one in terms of the algebraic operations of the real line: In their 1979 abstract [4] , Galvin, Mycielski and Solovay announced the beautiful result that a set X of real numbers has strong measure zero if, and only if, for each first category set M , the set M + X(:= {m + x : m ∈ M, x ∈ X}) is not the entire real line. This theorem does not generalize to arbitrary metric spaces unless there is at least an ambient algebraic structure which respects the topology. There is also a Ramseyan type partition relation which characterizes the strong measure zeroness of a σ-totally bounded (to be defined later) metric space. Such a theorem was given in [17] . There a partition relation characterization of strong measure-zeroness for a set X of real numbers was given using a compact subspace T (X) of the Alexandroff duplicate of [0, 1] . In Section 3 we give a development of the Ramsey-theoretic aspects of strong measure zeroness while staying in the metric context.
In Section 4 we give a Ramsey-theoretic characterization of those σ-totally bounded strong measure zero spaces whose finite powers are strong measure zero.
A selection principle and an associated game are the main underlying ideas in the third and fourth sections. Let A and B be families of subsets of the infinite set S. The selection principle S 1 (A, B) means: for each sequence (A n : n ∈ N) with terms elements of A, there is a sequence (b n : n ∈ N) such that for each n b n ∈ A n , and {b n : n ∈ N} ∈ B. The game G 1 (A, B) is played as follows: ONE and TWO play an inning per positive integer. In the n-th inning ONE chooses an element O n of A, and TWO responds with a T n ∈ O n . A play
. . is won by TWO if {T n : n ∈ N} is in B; otherwise, ONE wins.
Since strong measure zero-ness depends heavily on the underlying metric (as can be seen from Theorems 1 and 6 of [2] ), it is important to specify the metrics in question when new spaces are constructed from old ones. When we consider the product n i=1 X i of finitely many metric spaces (X 1 , d 1 ) , . . . , (X n , d n ), the product space will be endowed with the Euclidean product of the metrics
Similarly, if (Y n , d n ), n ∈ N is a sequence of bounded metric spaces, say that for each n d n (x, y) ≤ M n for all x, y ∈ Y n , then the space n∈N Y n is endowed with a metric n∈N d n . To define this metric we imagine that the Y n 's are pairwise disjoint and then define the sum-metric to be the metric d where for
Then each Y n is isometric to the corresponding term of the sum and a subset of Y n has strong measure zero if, and only if, its copy in the corresponding term of the sum has strong measure zero with respect to the sum-metric.
Closure under products.
An open cover U for a space is said to be large if it is infinite and each element of the space belongs to infinitely many members of U. A space has the grouping property if for each bijectively enumerated large cover (U n : n ∈ N), there is a sequence n 1 < n 2 < . . . < n k < . . . such that each element of the space belongs to all but finitely many of the sets ∪ n k ≤j<n k+1 U j . such that each element of Y belongs to infinitely many distinct J n 's. Since Y has the grouping property, choose a sequence n 1 < n 2 < . . . < n k < . . . which witnesses this.
Theorem 1 Let
For each k, put δ k = n k 2 . Since X has strong measure zero choose for each k an open sphere I k of diameter less than δ k , such that each element of X belongs to infinitely many distinct I k 's.
Define for i < n 1 : In [7] Hurewicz introduced the following selection property (but not the terminology): A space X has the Hurewicz property if there is for each sequence (U n : n ∈ N) of open covers of the space a sequence (V n : n ∈ N) such that for each n V n is a finite subset of U n , and for each x ∈ X the set {n : x ∈ ∪V n } is finite.
Lemma 3 If a space has the Hurewicz property, then it has the grouping property.
Proof : Let X be a space with the Hurewicz property. We use the following game to prove the lemma: Players ONE and TWO play an inning per n ∈ N. In the n-th inning ONE chooses an open cover O n of X, and TWO responds by choosing a finite subset
. . is won by TWO if each element of X belongs to all but finitely many of the sets ∪T n ; otherwise, ONE wins. By Theorem 27 of [15] a space has the Hurewicz property if, and only if, ONE has no winning strategy in this game. Now let (J n : n ∈ N) bijectively enumerate a large cover of X. Consider the following strategy for ONE: In the first inning ONE chooses O 1 := {J n : n ∈ N}. If TWO responds with T 1 , let n 1 be the maximum i with
, and plays O 3 := {J i : n 2 < i < ∞}, and so on.
Since ONE has no winning strategy, the one just described is not winning.
An open cover U of a space X is said to be an ω-cover if X itself is not an element of U, but for each finite subset F of X there is a U ∈ U such that F ⊆ U . According to a result of Gerlits and Nagy in [5] every ω-cover of X has a countable subset which is an ω-cover if, and only if, each finite power of X is a Lindelöf space: In their terminology, X is an -space. The symbol Ω denotes the collection of all ω-covers of X. An open cover of a space is said to be a γ-cover if it is infinite and each element of the space belongs to all but finitely many of the sets in the cover. In [5] the authors introduce the notion of a γ-set -or in another notation in use, S 1 (Ω, Γ)-set: A set X of real numbers is an S 1 (Ω, Γ)-set if there is for each sequence (U n : n < ∞) of ω-covers of X a sequence (U n : n < ω) such that for each n U n ∈ U n , and {U n : n < ∞} is a γ-cover of X.
Proof : By the Galvin-Mycielski-Solovay theorem and [3] Theorem 6, γ-sets have strong measure zero. Moreover, γ-sets have the Hurewicz property. Apply Theorem 1 and Lemma 3. The property S 1 (Ω, Γ) is preserved by finite powers. Todorčević showed that the axiom ♦ implies that there is an uncountable γ-set, each subset of which is also a γ-set. A construction is described in [3] . As was pointed out on p. 151 of [3] , the existence of such a γ-set in turn implies the existence of two γ-sets X and Y such that X × Y is not a γ-set. Thus, even though the finite products of γ-sets need not be γ-sets, they are still small in the sense that they have strong measure zero.
In general finite powers of strong measure zero sets need not be strong measure zero. To see this, we argue as follows:
Lemma 6 Addition of real numbers is a function from R 2 to R which satisfies the Lipschitz condition (and thus is uniformly continuous).
It follows that if X × Y has strong measure zero, so does X + Y . The Continuum Hypothesis implies that there is a strong measure zero set X such that X + X is equal to the set of irrational numbers, and thus not of strong measure zero. A construction is given for example in Lemma 2.6 of [8] . Lemmas 5 and 6 imply that X 2 does not have strong measure zero. The original result is due to Sierpiński and can be found in [20] .
In [5] the authors introduce covering property ( * ). It was shown in [10] that ( * ) is equivalent to having both strong measure zero and the Hurewicz property. Thus, finite products of sets of reals which have property ( * ) have strong measure zero. Indeed, one has: Theorem 7 Let X be a space which has property S 1 (O, O). Then the following are equivalent:
1. X has the grouping property.
X has the Hurewicz property.
Proof : We may assume X is infinite. We must show that 1 implies 2. To accomplish this we show that 1 plus S 1 (O, O) implies ( * ); according to Theorems 14 and 19 of [10] , ( * ) implies the Hurewicz property. Now in [10] it was shown that the property ( * ) is equivalent to the following selection property: For each sequence (O n : n ∈ N) of open covers of X there are a sequence (O n : n ∈ N) and a sequence m 1 < m 2 < · · · < m k < · · · such that for each n O n ∈ O n , and for each x ∈ X, for all but finitely many k, x ∈ ∪ m k ≤j<m k+1 O j .
At first glance S 1 (O, O) gives the sequence of O n 's, and then the grouping property gives the sequence of m k 's. But for this to work the sequence of O n 's must form a large cover in order to apply the grouping property. This may not happen a priori since all the O n 's may for example be the same finite cover of X. Instead, proceed as follows: Write N as a union of the pairwise disjoint infinite sets Y n , n ∈ N. Then for each n the sequence (O j : j ∈ Y n ) is a sequence of open covers of X. Let V n be a large open cover of X which refines ∪ j∈Yn O j . By Theorem 17 of [15] property S 1 (O, O) is equivalent to the property that for each sequence of large open covers there is a selector which is a large open cover. Apply this to the sequence (V n : n ∈ N) to find a sequence (V n : n ∈ N) such that for each n V n ∈ V n , and {V n : n ∈ N} is a large cover. Apply the grouping property to the V n 's to find a sequence m 1 < m 2 < . . . < m k < . . . such that each element of X is in all but finitely many of the sets ∪ mj ≤i<mj+1 V i . Now return to the O n 's. For each i, choose an n i ∈ Y i and an
Since the Y i 's are pairwise disjoint, the n i 's are pairwise distinct. Define a sequence k 1 < k 2 < . . . as follows: Choose k 1 so large that for all i < m 1 one has n i < k 1 . Then choose j 2 so large that for all i ≥ m j2 , one has n i > k 1 . Then choose k 2 > k 1 so large that for all i < m j2+1 one has n i < k 2 . Choose j 3 > j 2 so large that for all i ≥ m j3 one has n i > k 2 . Then choose k 3 > k 2 so large that for all i < m j3+1 one has n i < k 3 , and so on.
The sequence k 1 < k 2 < k 3 < . . . has the property that for each i there is a j i such that:
By now arbitrarily expanding the sequence of already chosen O nj 's so as to include a selection from each O n for which n was omitted by our procedure above, we finally have a sequence of (O n : n ∈ N) for which the sequence (k n : n ∈ N) has the required properties.
What is not clear is if the grouping property is equivalent to the Hurewicz property also for strong measure zero spaces; I suspect that the answer is "no":
Problem 1 Is it true that a strong measure zero metric space has the Hurewicz property if, and only if, it has the grouping property?
As noted, having the property ( * ) implies having the property S 1 (O, O), and it implies having strong measure zero in all finite powers. As Rothberger, who introduced the property S 1 (O, O) in [12] , noted, having property S 1 (O, O) implies having strong measure zero. The converse is not true - [2] , Theorem 6.
Problem 2 If X has property ( * ), does it then have property S 1 (O, O) in all finite powers?
It could happen that even though a strong measure zero space does not have the Hurewicz property, its product with any strong measure zero set of real numbers is of strong measure zero. This can be seen as follows: Let add(SMZ) denote the minimum number of strong measure zero sets whose union is not of strong measure zero. Let b denote the minimal cardinality of a set of real numbers which fails to have the Hurewicz property. According to a result of [6] it is consistent to have ℵ 2 = add(SMZ) and ℵ 1 = b. When these equations hold, let X be a set of real numbers of cardinality ℵ 1 which does not have the Hurewicz property. Then X has strong measure zero, and for any strong measure zero set Y , X × Y , viewed as ∪ x∈X {x} × Y , is a union of fewer than add(SMZ) strong measure zero sets, and so of strong measure zero.
3 A Ramseyan characterization of strong measure zeroness.
Much of this section can be decoded more-or-less from the first section of [17] , where similar results were proved for subspaces of the Alexandroff duplicate of the unit interval. For the duration of this section let X be a subspace of the σ-compact metric space Y . We define: By an argument as in the proof of Theorem 17 of [15] one can show that a space has property S 1 (O, D) if, and only if, it has property S 1 (Ω, D). For Ramsey-theoretic considerations it is more convenient to work with Ω: The reason is that whenever an ω-cover is partitioned into finitely many sets, at least one of these is still an ω-cover. This is usually abbreviated by the symbol: for each k, Ω → (Ω) 
. , k}, there is a B ⊆ A such that B ∈ B and f is constant on [B]
n .
Theorem 9
For a subspace X of a σ-compact metric space Y the following are equivalent:
Y satisfies the hypothesis S 1 (O, D).
2. X has strong measure zero.
ONE has no winning strategy in the game G 1 (O, D).

For each k Y satisfies the partition relation
Proof : 1 ⇒ 2: Let ( n : n ∈ N) be a sequence of positive reals. For each n let U n be the set of balls of diameter less than n , open in Y . Then apply S 1 (O, D) to the sequence (U n : n ∈ N). For each n we find an I n ∈ U n such that X ⊆ ∪ n∈N I n . 2 ⇒ 3: Let F be a strategy for ONE. Write Y = ∪ ∞ n=1 Y n , where each Y n is compact, and where for each n we have Y n ⊆ Y n+1 . For each n we also set X n = X ∩ Y n . Then each X n is strong measure zero. Also, write N = ∪ ∞ n=1 S n where the S n 's are pairwise disjoint infnite subsets of N.
To find a play for TWO against F which defeats F , we recursively define a decreasing sequence ( n : n ∈ N) of positive real numbers, and an array U(U 1 , . . . , U n ), n ∈ N of finite families of open sets such that: Fix an m. X m is a strong measure zero subset of Y m . For the sequence ( n : n ∈ S m ) choose a corresponding sequence (B n : n ∈ S m ) of open (in Y m ) balls such that diam(B n ) < n , and such that X m is covered by the B n 's. Then the sequence (B j : j ∈ N) is a sequence of sets which cover X, and for each j the diameter of B j is less than j .
Recursively choose a sequence (U n : n ∈ N) as follows: Choose U 1 ∈ U(∅) with B 1 ⊂ U 1 , and with U 1 , . . . , U m chosen, choose U m+1 ∈ U(U 1 , . . . , U m ) with B m+1 ⊂ U m+1 . These choices are possible on account of the way we chose the
which is lost by ONE. 3 ⇒ 4: Let U be an ω-cover of Y , and let f : [U] 2 → {1, . . . , k} be a given function. Since Y is σ-compact, we may assume that U is countable (see the proposition on p. 156 of [5] ); enumerate it bijectively as (U n : n ∈ N). Recursively choose sequences (U n : n ∈ N) and (i n : n ∈ N) such that
In this recursive process we repeatedly use the observation that Ω → (Ω) 1 k . For each j ∈ {1, . . . , k} define E j := {U n : i n = j}. Then for each n choose a j n such that U n ∩ E jn is an ω-cover of Y . Fix a j such that for infinitely many n, j n = j. Since the sequence of U n 's is decreasing, we may assume that for each n, j n = j. Thus, each U n ∩ E j is an ω-cover. Now let ONE and TWO play the game G 1 (O, D) as follows: In the first inning ONE plays F (∅) :
, and so on. By 3 ONE has no winning strategy in this game. Consider an F -play which is lost by ONE, say U n2 ) , . . .. Then the set {U ni : i ∈ N} is a member of D and for all s < t, f ({U ns , U nt }) = j. 4 ⇒ 1: Let (U n : n ∈ N) be a sequence of ω-covers of Y . We may assume each is countable, and enumerate the n-th bijectively as (U n m : m ∈ N). We may further assume that no U n has a member which covers X; otherwise we are done. Define V := {U 2 to {1, 2} by: . But no element of U 1 covers X. Thus, as W ∈ D, we see that i = 2; this implies that n 1 = n 2 . It follows that the "factors" of the form U n m , n = 1 of elements of W, come from distinct U n 's.
A metric space is said to be totally bounded if there is for each > 0 a finite set of balls, each of diameter less than , which covers the space. If a metric space is totally bounded, so is each of its subsets. If a subset of a metric space is totally bounded, so is its closure. A metric space is compact if, and only if, it is complete and totally bounded (see e.g. [21] , p. 182, Exercise 24 B). These facts imply that a metric space is totally bounded if, and only if, its completion is compact. A metric space is said to be σ-totally bounded if it is the union of countably many sets, each totally bounded. The completion of a σ-totally bounded metric space is σ-compact. Thus, Theorem 9 implies: Theorem 10 For a σ-totally bounded metric space X the following are equivalent:
1. X has strong measure zero.
The completion of X satisfies S 1 (O, D).
Finite powers and a selection property
As in the preceding section, throughout this section X is a subspace of a σ-compact metric space Y . We now characterize the property that all finite powers of X have strong measure zero in terms of a Ramseyan partition relation for Y . It is convenient to extend some of our earlier notation to indicate finite powers of Y . For n a positive integer, we define:
The collection of open covers of Y n ;
Theorem 9 implies that for positive integer n X n has strong measure zero if, and only if, Y n has property
The following lemma will be left as an exercise: 
For each n, Y
n satisfies S 1 (Ω n , D n ); 3. Y satisfies S 1 (Ω, D Ω ).
On Y ONE has no winning strategy in the game
G 1 (Ω, D Ω ).
For each
Proof : The equivalence of 1 and 2 follows directly from Theorem 9. 2 ⇒ 3: Since each Y n satisfies S 1 (Ω n , D n ), Lemma 11 implies that the space n<∞ Y n has the property S 1 (O, D) with respect to n<∞ X n . Let (U n : n ∈ N) be a sequence of ω-covers of Y . Then for each m, 
. By Theorem 9 this implies that ONE has no winning strategy in the game G 1 (O, D) on n Y n , relative to n X n . Let F be a strategy for ONE of the game S 2 ). Define
and so on.
Since G is not a winning strategy for ONE in the game on n<∞ Y n , consider a play lost by ONE, say
Recursively choose sets S 1 , S 2 , . . . and positive integers k 1 , k 2 , . . . such that for each j T j = S kj j , and S j+1 ∈ F (S 1 , . . . , S j ), and S 1 ∈ F (∅). Then
The proof is similar to that of 3 ⇒ 4 of Theorem 9. Let U be an ω-cover of Y , let k be a positive integer, and let f : [U]
2 → {1, . . . , k} be a given function. U may be assumed to be countable; enumerate U bijectively as (U n : n ∈ N).
Recursively define sequences (U n : n ∈ N) and (i n : n ∈ N) such that:
1. For each n, i n ∈ {1, 2, . . . , k};
For each j ∈ {1, . . . , n} put E j := {U n : i n = j}. Then fix a j such that for each n, U n ∩ E j is an ω-cover. Now consider the following strategy for player ONE in the game G 1 (Ω, D Ω ) on Y : In the first inning ONE plays U 1 ∩ E j . If TWO chooses U n1 , then ONE plays U n1 ∩ E j . If TWO now chooses U n2 , then ONE plays U n2 ∩ E j , and so on. By 4 this is not a winning strategy for ONE. The sequence U n1 , U n2 , . . . of consecutive moves by TWO in a game where ONE uses the above strategy and loses is an element of D Ω , and f is constant of value j on the set [{U ni : i ∈ N}] 2 . 5 ⇒ 3: The proof of this is similar to that of 4 ⇒ 1 of Theorem 9.
As before, these results culminate in the following characterization of having strong measure zero in all finite powers for σ-totally bounded metric spaces:
Theorem 13
For a σ-totally bounded metric space X the following are equivalent:
1. Each finite power of X has strong measure zero.
The completion of X has the property
S 1 (Ω, D Ω ).
On the completion of X ONE does not have a winning strategy in the game
For each k, the completion of X satisfies the partition relation
Ω → (D Ω ) 2 k .
Final remarks: whereto now?
Our results and other classical results suggest that strong measure zero is a relative notion: it depends on the metric, not only the topology generated by the metric, and it can be characterized using a topological selection property for a superspace. This characterization by a selection property relative to a superspace indicates a way to formulate strong measure zero-ness in a purely topological form in such a way that when appropriately relativised to metric spaces, the notion coincides with the classical one: A subspace X of a σ-compact space Y is said to be topologically of measure zero in Y if Y has the selection property S 1 (O, D). One may inquire whether it is possible to ignore the completion of the totally bounded metric space X in the characterizations given in Theorems 10 and 13, and work with X only. One appealing attempt does not work: Strong measure zeroness of a metric space X is not characterized by the selection principle S 1 (O, O) , where all parameters now refer only to covers of X. This selection principle was introduced in 1938 by Rothberger in his study of strong measure zero-ness - [12] . This property implies strong measure zero-ness, but is not equivalent to it -see Theorem 6 (d) of [2] . Pawlikowski showed that having property S 1 (O, O) is equivalent to player ONE not having a winning strategy in the game G 1 (O, O) - [11] . In [18] it was shown that Rothberger's property is characterized by the partition relation Ω → (O) 2 k , all k. Similarly, attempting to characterize being strong measure zero in all finite powers by the selection principle S 1 (Ω, Ω) does not work. Sakai introduced this selection principle in a different context in [14] , and showed that having this property is equivalent to having the Rothberger property in all finite powers. This is stronger than having strong measure zero in all finite powers. Sakai's property is characterized by the game G 1 (Ω, Ω) - [16] , as well as by the partition relation that for all n and k, Ω → (Ω) n k - [15] and [8] . It would seem that there ought be a characterization of strong measure zeroness of a metric space X in terms of a selection principle of the form S 1 (A, O) , where A is a restricted class of open covers of X. In the paper these were open covers of some σ-compact superspace. It is tempting to take A to be the open covers consisting of open spheres only, but this delivers only the Rothberger property. Inspired by the case when the superspace is compact, one might want to take A to be the collection of finite open covers of X. This also doesn't work as it gives Rothberger's property C , also introduced in [12] , and known to be strictly stronger than strong measure zero -Theorem 6 of [2] . Indeed, Rothberger showed that this property is equivalent to having all continuous images be of strong measure zero.
What A ought to be eludes me. An appropriate A must fulfill, in my opinion, at least the requirement that there would be a corresponding game-theoretic characterization of the selection property, and there would be a corresponding Ramsey-theoretic characterization, and there would be natural analogues for the finite powers context. It may be necessary to carefully examine the relationship between a metric space and its completion.
