Small sample properties of the method proposed by Brunner et al. (1997) for performing twoway analysis of variance are compared to those of the normal based ANOVA method for factorial arrangements. Different effect sizes, sample sizes, and error structures are utilized in a simulation study to compare type I error rates and power of the two methods. An SAS program is also presented to assist those wishing to implement the Brunner method to real data. Small sample properties of the method proposed by Brunner et al. (1997) for performing two-way analysis of variance are compared to those of the normal based ANOVA method for factorial arrangements. Different effect sizes, sample sizes, and error structures are utilized in a simulation study to compare type I error rates and power of the two methods. An SAS program is also presented to assist those wishing to implement the Brunner method to real data.
Introduction
Normal theory methods for analysis of variance depend on the assumption of homogeneity of the variance of the error distribution. For a one-way treatment structure, modifications are available when the homogeneity of variance assumption is violated. Milliken and Johnson (1992) suggest a method due to Box (1954) when sample sizes are equal. When samples s izes are unequal, they suggest Welch's (1951) test.
For multifactor layouts, however, there are few options available for testing effects of interaction and main effects. A parametric approach to this problem was presented by Weerahandi (1995) , but it requires complex and intensive computing and isn't yet practical for use on real data. Papers by Akritas (1990) , Thompson (1991) and Akritas and Arnold (1994) present nonparametric rank test statistics in a multi-way ANOVA setting. One should see Brunner, et al. (1997) for a survey of references relating to this topic.
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One method that does not require the equal variance assumption is based on a Wald statistic, which has an asymptotic chi-square distribution. This method tends to reject too frequently under the null hypothesis for small samples. In fact, simulations of Brunner, et al. (1997) show the test to be liberal (by as much as 0.05) for small to moderate sample sizes, and they suggest a small sample improvement over the Wald statistic.
Their approach is to use a generalization of chi-square approximations dating back to Patnaik (1949) and Box (1954) . Simulation results indicate that this adjustment greatly improves the performance of the Wald statistic, and is effective for sample sizes as small as n=7 per factor combination. They also point out that for equal sample sizes, their statistic is identical to the classical ANOVA F -statistic, and thus their method can be regarded as a robust extension of the classical ANOVA to heteroscedastic designs. They recommend that their method should always be preferred (even in the homoscedastic case) to the classical ANOVA. However, they do not investigate how the performance of their statistic compares to the ANOVA F-statistic.
In this paper, we present results of a simulation study comparing the performance of the Brunner statistic to the ANOVA F -statistic, make a recommendation for the Brunner statistic for moderate sample sizes ( 7 n ≥ ), and also present a SAS program (SAS Institute, Cary, N.C.) for implementing the method.
Brunner Method
The method of Brunner et al. (1997) is a small sample adjustment to the well-known Wald statistic, which permits heterogeneous variance but is known to have inflated Type I error rates for small sample sizes. Consider a two-way layout a levels of factor A and b levels of factor B. Assume a set of independent random variables 2 (,), 1,...,. The classical F test from ANOVA (denoted by F), assuming normality and equal variances, and the adjusted F-test (denoted by FB) of Brunner, et al. (1997) were calculated for 5000 samples and the probabilities of rejection estimated using an α = 0.05. Differences in Type I error rates and powers are investigated for different sample sizes, effect sizes, and variance structures. . Table 1 shows nominal Type I error rate for both methods, for various sample sizes. Note that the FB statistic underestimates the nominal level when n is small, but for sample size as small as n = 7, the nominal rates are comparable to the classical ANOVA test. As sample size increases beyond n = 7, the nominal rate remains stable near the target 0.05 α = . Tables 2 and 3 give proportion of rejections when factor A effect is present, and when both main effects are present, respectively, for n = 3 and n = 7. When 3 n = , the test based on the FB statistic has less power than the F statistic, and underestimates the nominal rate, especially for the test of interaction and when the effect size is small. When 7 n = , power and nominal rate are very similar, with the exception that the nominal rate for interaction is still a bit too low. Table 4 shows that when interaction only is present, the FB statistic again has less power for the small sample size case. When the sample size is 7 n = , power is comparable for both tests, especially when effect sizes are not very small. , (errors increasing with the levels of A). Tables 5, 6  and 7 are heterogeneous analogs to Tables 2, 3 and 4, respectively. They compare the tests under variance heterogeneity. Note that the classical Ftest shows inflated nominal rates for all effects, with the test for interaction the most inflated. The inflation becomes more severe as the ratio between smallest and largest variances becomes larger. The test using the Box-type adjustment, however, maintains the correct nominal rate in all conditions considered. Tables 8 and 9 ). The Boxadjusted test showed slightly higher power in some cases.
Case 4: Heterogeneous errors, unequal sample sizes.
Here we consider: Tables 10, 11 and 12). The classical F -test had greater power for small effect sizes, but the power advantage became negligible as the effect size increased.
Although not shown here, when the largest variance was associated with the largest sample the power of the two tests was essentially equivalent, with the Box-adjusted test often having a slight power advantage. The classical F -test tended to underestimate the Type I error rate for effects not present. Example 1. We illustrate the method using an example given in Sokal and Rohlf (1995) . The data are from an experiment to examine differences in food consumption when rancid lard was substituted for fresh lard in the diet of rats. The data are classified by fat (fresh, rancid) and gender (male, female). The amount of food eaten (in grams) is given in the following (2000), page 224. It is a 3x2 factorial experiment involving 3 levels of alcohol and two levels of base. Note that the data are unbalanced in terms of the number of replications per treatment combination.
Because the cell sample sizes are not equal, the calculated test statistics are not the same for the two methods, although the conclusions might be the same for both methods depending upon t he level of significance the researcher adopted. The FB statistic gives stronger evidence for effects of interaction and main effects. 
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