Nonlinear kernels are used extensively in regression models in statistics and machine learning since they often improve predictive accuracy. Variable selection is a challenge in the context of kernel based regression models. In linear regression the concept of an effect size for the regression coefficients is very useful for variable selection. In this paper we provide an analog for the effect size of each explanatory variable for Bayesian kernel regression models when the kernel is shiftinvariant-for example the Gaussian kernel. The key idea that allows for the extraction of effect sizes is a random Fourier expansion for shift-invariant kernel functions. These random Fourier bases serve as a linear vector space in which a linear model can be defined and regression coefficients in this vector space can be projected onto the original explanatory variables. This projection serves as the analog for effect sizes. We apply this idea to specify a class of scalable Bayesian kernel regression models (SBKMs) for both nonparametric regression and binary classification. We also demonstrate how this framework encompasses both fixed and mixed effects modeling characteristics. We illustrate the utility of our approach on simulated and real data.
Introduction
Nonlinear regression models are a workhorse for predictive modeling as the relation between predictors and a response variables is typically not linear. A class of nonlinear predictive models that have a long history in statistics and applied mathematics are kernel models [1] [2] [3] [4] [5] [6] . The use of kernel models in the machine learning literature is extensive [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and there is also a large (partially overlapping) literature in Bayesian inference [9, 11, 14, 15, [17] [18] [19] [20] [21] . A fundamental challenge in nonlinear regression modeling is variable selection and associating predictor variables to the response.
Variable selection in the linear regression setting, that is y = x β + ε, ε iid ∼ N(0, 1), is relatively well understood and the magnitude of the regression coefficients (the effect size of a covariate) β provides useful information for variable selection. The magnitude and correlation structure of the regression coefficients are used by various models and algorithms [22] [23] [24] [25] [26] [27] [28] to infer relevant variables. Classic variable selection methods, such as forward and stepwise selection [26] , use effect sizes to search for main interaction effects. Sparse regression models, both Bayesian [25] and frequentist [22, 27] , shrink small effect sizes to zero. Factor models use the covariance structure of the observed data to shrink effect sizes for variable selection [24, 28] . Lastly, stochastic search variable selection (SSVS) uses Markov chain Monte Carlo (MCMC) procedures to search the space of all possible subsets of variables [23] . All of these methods, except SSVS, use the magnitude and correlation structure of the regression coefficients explicitly in variable selection-SSVS uses the information implicitly.
The key idea we develop in this paper is that for shift-invariant kernels in the p n regime (the number of variables p is much larger than the number of observations n) a close approximation of the nonlinear kernel model can be transformed into a standard linear model. This allows us to efficiently compute the analog of regression coefficients and effect sizes for nonlinear kernel models.
Kernel regression models are based upon the following model
iid ∼ N(0, 1), where
are the observed data, the kernel function k(·, ·) is a positive (semi) definite function, and inference involves estimating the parameters {α i } n i=1 . For many kernel methods, in particular those shift-invariant, the following parameterization of the kernel function is proposed for variable selection
where τ contains precision parameters for each variable that scale the relevance of each dimension and Diag(τ ) is a diagonal matrix of the elements of τ . Inference on the parameters in τ via optimization [29] [30] [31] [32] or sampling [33] [34] [35] is the basis for variable selection for numerous variable selection approaches for kernel models. Optimizing over the parameters τ is a hard non-convex optimization problem and efficient sampling is also challenging as most MCMC methods for sampling the posterior on τ mix slowly.
In this paper we will develop for shift-invariant kernels in the p n regime a fast scalable Bayesian kernel model that allows for the computation of regression coefficients in the predictor space. The model is fast and mixing is not a concern. The key insight in our modeling framework is in the regime specified the kernel expansion n i=1 α i k(x, x i ) can be (approximately) transformed to a linear model representation x β via a linear transformation. The main concept used for the transformation is an approximation of kernel functions based on a random orthogonal basis expansion developed in [36, 37] .
In section 2 we introduce properties of kernel models and the basic functional analysis tools used to state the transformation from the kernel expansion to a linear representation. In section 3 we state the scalable Bayesian kernel regression models (SBKMs) for regression, classification, and mixed models. We then show the utility of the approach on real and simulated data in section 4. We close with a discussion.
Projections from a RKHS onto explanatory variables
In this section, we develop the functional analysis tools we will need to map from a RKHS back to the set of explanatory variables. In the next section, we will use this mapping to specify a class of scalable Bayesian kernel models with variable selection.
Kernel methods and nonlinear regression
Kernel methods have been a standard tool in statistics and applied mathematics [1] [2] [3] [4] [5] [6] for nonlinear regression. A resurgence of kernel based models has been driven by the machine learning community under the name of kernel machines [8-13, 16, 17] . The key idea in much of the literature was to use the following penalized loss functional as an estimator [38, Section 5.8] 
where L is a loss function, H is a reproducing kernel Hilbert space (RKHS) (an infinite dimensional class of functions the minimization searches over), f 2 K is the RKHS norm which serves as a complexity penalization, and λ is a tuning parameter chosen to balance the trade-off between fitting errors and the smoothness of the function. The data in the regression setting are typically modeled as identical and independent draws from a joint distribution, {(
The popularity of kernel methods is due to the fact that the optimization problem in (2.1) can be solved efficiently because the solution takes a form that is amenable to computation [9, 12, 16] . The optimization in (2.1) appears at first glance to be over an (infinite) dimensional Hilbert space H. However, due to a function analytic property of RKHS called the representer theorem [39, 40] the minimizer of (2.1) is a linear combination of kernel functions centered at the observed datâ
where {x i } n i=1 are the n observed explanatory variables, k(·, ·) is a kernel function, and α = {α i } n i=1 are coefficients. The form of (2.2) turns an infinite dimensional optimization problem into an optimization problem over n parameters. The downside of the expansion in (2.2) is that the classic idea of an effect size for regression coefficients is lost. From a predictive perspective this loss is fine-but from the perspective of variable selection and inference, one losses interpretability of the model.
RKHS as a linear vector space
For a certain class of kernels called Mercer kernels [41] the following expansion holds
where λ i and ψ i are the eigenvalues and eigenfunctions of the integral operator specified by the kernel function k(·, ·)
For Mercer kernels, functions in the RKHS can be written as a linear combination of the bases
We denote ψ(x) as a vector called the feature space, with basis elements
. We can also specify coefficients c, a vector with elements {c i } ∞ i=1 , in the feature space. The RKHS can now be defined as
The above specification of an RKHS looks very much like a linear regression model except the bases are ψ(x), rather than the unit basis, and the space can be infinite-dimensional. Recall that the representer theorem restricts the span of the RKHS to a linear combination of kernel functions on the data. We denote the subspace of the RKHS that can be realized by the representer theorem as H X . One specification of this subspace follows
where we continue to use the notation α = {α i } n i=1 . We can also define H X in terms of the bases ψ(x) and in terms of the span of the operator Ψ X = [ψ(x 1 ), . . . , ψ(x n )] with
We will need to be able to relate c to α in order to extract effect sizes from our Bayesian kernel model. The following fact will allow us to relate the two representations: from (2.2) and (2.3) one can verify c = Ψ X α.
The Bayesian models we will specify will be over subspace spanned by the representer theorem H X ⊂ H. The function space H X is data dependent and hence priors over the function space are data dependent, so formally our procedure is not a coherent Bayesian procedure and is more in the spirit of empirical Bayes. There are interpretations and formulations of Bayesian kernel models that avoid or mitigate this dependence on data [21, 33, 42] . However, we will restrict ourselves to placing priors over H X for simplicity and computational reasons. The restriction of H X to the span over the data will lead to computationally efficient methods that scale with the number of observations and number of variables.
As the number of observations increases, the difference between the spaces H X and H should decrease. In the approximation theory literature this difference H X −H 2 K is the approximation error. A classic idea to characterize the approximation error as a function of the number of observations n is to use Kolmogorov n-widths [43, 44] . In our setting we can define the following Kolmogorov n-width
which corresponds to the average worst approximation of H by H X . Some classic results [44, 45] suggest that d n (H X , H) = cn −s/p where c is a constant, n is the number of observations, p is the dimensionality of the original predictor variables, and s is a smoothness index of the kernel.
Random Fourier features and mapping onto the covariates
In this subsection, we specify mappings that allow us to infer the analog of regression coefficients for Bayesian kernel models on H X . In most applications for our kernel models, the number of covariates will be much larger than the number of observations, p n. This constraint will be important in developing our method. The key idea that will allow us to specify useful maps between the feature space and predictor space is a variation on the randomized feature map developed in [36, 37] .
The methods we develop will hold for kernel functions that are shift-invariant k(u, v) = k(u − v) and integrate to one k(z) dz = 1 for z = u − v. For these shift-invariant kernels, Bochner's theorem [46] states that the kernel function satisfies the following Fourier expansion
where η ω (x i ) = exp(ι ω x i ) and the Fourier transform of the kernel function f (ω) is a probability density with
In other words, the eigenfunctions for these kernels are the Fourier bases. The idea of using Monte Carlo approximations of the kernel to speed computation in kernel methods was developed in [36, 37] . They considered the n p setting and compared the standard kernel representation of the solution to a Monte Carlo estimate using random bases
with z(x) being a vector of d Fourier bases with frequencies drawn from the density function (2.5). When one can accurately approximate the kernel function with d n then the Monte Carlo approximation results in much faster solutions to the optimization problem and much faster evaluation of the regression estimates for new observations.
The specific approximation in [36, 37] follows. The idea is to construct a random vector z(
where cos (v) of a vector v denotes element-wise cosines and, in the case of the Gaussian kernel, f (ω) is a p-dimensional multivariate normal. The kernel function can be considered a Monte Carlo estimate
We can also specify a matrix Z = [z(x 1 ), . . . , z(x n )] with an approximate kernel matrix K = Z Z . The rate of convergence of the Monte Carlo estimate to the kernel is O(d −   1 2 ) and is dependent only on the random sampling size d [36] . In this paper we will set d = p. The idea is to map from an n-dimensional space of the kernel functions on the observations to a p-dimensional space which we can project onto the p-coordinates of the explanatory variables to obtain effect sizes.
Note that in the construction we have proposed, the approximate kernel is conditional on the random quantities {ω k , b k } d k=1 , which we can make explicit by the following notatioñ
and (2.6) can be thought of as a prior over
In a fully Bayesian model we can also infer posterior distributions on the random kernel parameters {ω k , b k } d k=1 . In this paper, we will fix the parameters {ω k , b k } d k=1 and not consider them as part of the inference problem due to computational advantages. Estimating the posterior distribution on {ω k , b k } d k=1 will significantly increase computational cost and since we know that the Monte Carlo error between the kernel and approximate kernel is very small (O(d
on the posterior predictions, as well as on the effect sizes, will be minimal. For the rest of the paper we consider the following approximation when we specify the approximate kernelk(u, v) ≡k ω,b (u, v), and for two runs of the model the difference in the approximate kernels will be negligible.
Bayesian kernel models using random Fourier features
We now state the general framework for specifying a Bayesian kernel model using random Fourier features. In the next section, we will provide detailed model specifications and posterior sampling algorithms for three settings: the standard regression setting, binary regression, and a mixed effects setting.
A large class of loss functions in the penalized estimator (2.1) correspond to a negative conditional log-likelihood [10, 17, 47] . For a standard linear model the following specification holds
. We can adapt the preceding specification to posit a generalized kernel model [17, 47] based on the random kernel expansion in (2.6)
where γ(·) is a link function. The above can be written in terms of the approximate kernel matrix K
where
In practice, the kernel matrix may be singular in which case we use a generalized inverse to obtain α = K + Z c, where K + is the Moore-Penrose generalized inverse. To simplify notation we use K −1 for both the Moore-Penrose generalized inverse as well as the standard inverse. The model in (2.9) is a GLM, and the model specified in (2.10) is often referred to as a generalized kernel model (GKM) [17, 47] . Generalized kernel models provide a unifying framework for kernel-based regression and classification [17] . Depending on the application of interest, one specifies appropriate likelihoods p(y i | θ i ) and link functions γ. For instance, in the linear regression case the likelihood is specified as a normal distribution and the link function is the identity. In this paper, we will use this framework for classification and regression applications.
Factoring the kernel matrix
Since the kernel matrix K is symmetric and positive (semi) definite, one can adapt a variety of factor model methodologies [28, 33, [48] [49] [50] . The approximate kernel matrix K is also symmetric and positive (semi) definite, and thus satisfies the following spectral decomposition K = U Λ U , where U is an n×n orthogonal matrix of eigenvectors and Λ = diag(λ 1 , . . . , λ n ) is a diagonal matrix of eigenvalues sorted in decreasing order. For numerical stability and reduction of computational complexity, eigenvectors corresponding to smaller eigenvalues can be truncated [28, 33, 49] ; so without loss of generality we can consider U resulting in a n × q matrix of eigenvectors and Λ as a q × q diagonal matrix of the top q eigenvalues.
With this new representation of the factor model, we may rewrite (2.10) as follows
whereũ i is the i th row of the factor matrix U andα = Λ U α is a q-vector of latent regression parameters for the newly defined explanatory variables. The reduced orthogonal factor matrix is an orthonormal representation of the nonlinear relationship between samples, and the coefficients correspond to further dimension reduction from n to q parameters. Our goal is to obtain an analog of effect size β on the p-dimensional predictors. There are three sets of coefficients that are relevant in the nonlinear regression problem: (1) the coefficients c of the random Fourier bases, (2) the reduced kernel coefficientsα-this is the lower dimensional representation that the probabilistic modeling and numerics are applied to-and (3) the effect sizes β on the original covariate space. We first state the relation betweenα and c c = (
Given this relation one can derive the projection of c onto the predictor space to obtain β. This projection is the following linear map
In the above equations, when inverses are not well-defined the Moore-Penrose generalized inverse is applied. Throughout the rest of the paper all of our prior specification and modeling effort will be placed on the kernel factor regression coefficientsα. Ideally, we would like a one-to-one map between the coefficientsα and the effect sizes β, as this avoids concerns with identifiability and simplifies interpretation. For instance, identifiability issues cause challenges in interpreting factors in Bayesian factor models [28] . For the construction we have specified using the shift-invariant kernel, we can make some strong claims about the uniqueness of the projection onto the predictors. Formally, we can state that the map from kernel factor parametersα to the analog of effect sizes is injective-which implies identifiability of the effect sizes.
Claim 2.1. Consider an approximate shift-invariant kernel matrix K that is strictly positive definite with random feature map z : R p → R p . The map specified in (2.12) is injective for any coefficient vector in the restricted RKHS subspace, c ∈ H X .
Proof. The kernel matrix K is positive definite. Let c 1 , c 2 ∈ H X be two different vectors in the restricted RKHS subspace. There exists δ ∈ H X such that c 2 = c 1 + δ with δ = 0 p
because K is positive definite, X −1 Z δ = 0 p and β 1 = β 2 . So the map specified in (2.12) is injective for any c ∈ H X . Claim 2.2. Consider an approximate shift-invariant kernel matrix K that is positive semidefinite with random feature map z : R p → R p . The map specified in (2.12) is injective for any coefficient vector in the span of the kernel matrix, span( K).
Proof. The kernel matrix K is positive semidefinite. Let c 1 , c 2 ∈ H X be two different vectors in the restricted RKHS subspace. There exists δ ∈ H X such that c 2 = c 1 + δ with δ = 0 p . We now partition δ = 0 p into two components δ = δ + δ ⊥ where δ is in the span of K and δ ⊥ is not in the span of K. We now consider
By construction X −1 Z δ ⊥ = 0 p ; so as long the difference between c 1 and c 2 is in the span of K we have that β 1 = β 2 . When the difference is outside the span of K we have that δ = δ ⊥ and β 1 = β 2 .
Model specification and posterior sampling
In this section we state three scalable Bayesian kernel models (SBKMs). We develop a nonparametric regression model, a nonparametric binary regression model, as well as a nonparametric mixed effects model. For all the models we will be able to output interpretable effect sizes.
Nonparametric kernel regression 3.1.1 Model specification
We start with the standard kernel expansion based on the representer theorem [39, 40] using the approximate kernel in place of the exact kernel
wherek i is the i th row of the approximate kernel matrix K. We will implicitly specify priors over α, and in general we would like the priors and their shrinkage ability to depend on sample size [28, 33, 50] . A natural way to induce shrinkage that is sample size dependent and captures covariance structure is using a g-prior [33, 42] . We adopt a standard approach in kernel based Bayesian models [28, 33, [48] [49] [50] that uses g-priors to shrink the parameters proportional to the variance of the different principal component directions on the induced design space. We can rewrite the kernel regression model in (3.1) in terms of its empirical factor representation
Given this representation we specify the following hierarchical model
For the residual variance parameter σ 2 ε we specify a scaled-inverse chi-square distribution with degrees of freedom ν ε and scaling quantity φ ε as its hyper-parameters. The regression parameters are assigned a multivariate normal prior. The idea of prior specification in the orthogonal space onα, instead of α, is referred to as the Silverman g-prior [17] . The parameter σ 2 α is a shrinkage parameter and takes a prior distribution of a scaled-inverse chi square distribution with ν α and φ α as its degree of freedom and scaling hyper-parameter, respectively. This specification for σ 2 α andα has the advantage of being invariant under scale transformations and induces a heavier tailed prior distribution forα upon marginalization over σ 2 α . In particular, σ 2 α allows for varying the amount of shrinkage in each of the orthogonal factors of K [33] . This mitigates the concern in principal component regression that the dominant factors may not be those most relevant to the regression problem.
The model specified in (3.3) and the mapping in (2.12) implicitly implies the following multivariate normal prior on β
with
In the case that Υ or Λ is singular, the prior specification for β is multivariate singular normal and (3.4) is a member of the class of generalized singular g-priors defined in [17, 28, 51] .
In many applications the kernel function k is indexed by a band-width or smoothing parameter h, k h (u, v) [17, 33, 36, 37, 47] . For example, the Gaussian kernel can be specified as k h (x i , x j ) = exp{−h −2 x i − x j }. In the Bayesian kernel literature this quantity is part of the inference. It is often the case that posterior inference over h is slow, complicated, and mixes poorly. In this paper we consider the kernel fixed to avoid this computational cost. This leaves only (α, σ 2 α , σ 2 ε ) as parameters of interest.
Posterior sampling
Given the model specification in (3.3) we can use a Gibbs sampler to draw from the joint posterior distribution p(α, σ 2 α , σ 2 ε | D). The Gibbs sampler consists of iterated sampling of the following conditional densities:
The second step is deterministic and maps back to the effect sizes β. Iterating the above procedure T times results in a set of samples α (t) , σ
. Prediction using the SBKM model is very similar to prediction in Bayesian parametric problems and has some basic differences from prediction in typical nonparametric methods, such as Gaussian processes. Given a training set D and a test set X * = [x * 1 . . . x * n * ], one wants to compute the predictive distribution of the vector y * = [y * 1 . . . y * n * ] . Given the posterior draws β (t) T t=1 and the test set X * , samples from the posterior predictive distribution y * | X * , β, D can be generated as
.
Given sampled parameters at each iterate, we can generate posterior predictive quantities and Monte Carlo approximations of marginal predictive means across a range of new X * values [33] . If there is no test set, an MCMC driven leave-one-out cross-validation (LOOCV) method presented in [51] may be easily adopted to evaluate the performance summarized over the training data.
There is a basic difference between the posterior predictive intervals computed in standard nonparametric models, such as Gaussian process regression, and our model. In the case of Gaussian process regression, the predictive distribution of y * | X * , D is a normal distribution that depends on the kernel matrix evaluated at all n + n * observations X ∪ X * . In our model, the posterior distribution on β-and hence y * -depends only on the kernel matrix evaluated at the training data X. There are advantages to both formulations. In our formulation, given new training samples we can simply plug-in the posterior distribution of β to obtain the posterior predictive distribution. In the Gaussian process setting, any new observations would need to be incorporated in the model specification and the posterior would need to be recomputed.
Binary regression
The kernel regression model specified in (3.3) can be easily adapted to the classification setting. The response variables y i are now binary, y i ∈ {0, 1}, and we consider a model of the form specified in (2.9)
where γ is a link function, for example a probit or logit function. In this paper we consider the probit link function for γ due to its tractability for calculating marginal likelihood estimates. We specify the following hierarchical model The Gibbs sampler for the model specified in (3.5) is a slight adaptation of the sampler specified in 3.1.2 for nonlinear regression. The Gibbs sampler here is the standard procedure developed in [52] that consists of iterated sampling of the following full conditional densities:
Prediction for this model follows the same procedures as for the linear model and a posterior predictive distribution can be computed. In the case of a missing test set, MCMC driven leaveone-out cross-validation (LOOCV) can be adopted to evaluate the performance summarized over the training data. In this setting, it also makes sense to estimate receiver operating characteristic (ROC) curves on the test samples.
Mixed model
There are applications where a nonparametric mixed model is desired. Examples of this include cases where the observations are not independent but related via some population structure or known kinship, or cases where one needs to control for confounders such as batch effects. In this section we state a nonlinear mixed regression model. The extension to binary classification is straightforward based on the steps outlined in 3.2. One can adapt the nonlinear regression model specified in (3.2) to include a random component as follows
with E[y i | ϕ i ] =ũ iα + ϕ i and ϕ i is independent of ε i . Jointly, ϕ = [ϕ 1 , . . . , ϕ n ] are assumed to be normally distributed with zero mean and covariance structure ∆. In our applications, ∆ is not diagonal or block-diagonal, which implies that the elements in the response vector y are correlated via the random effects [53] . In the statistical genetics context the relevance of the random effect is that the fixed and random effects capture a larger portion of the total covariance structure and allow for more accurate posterior summaries of quantities of interest, such as effect sizes. This correction increases the model's power to detect true causal variants, rather than falsely identifying significant covariates that may have large effect sizes simply due to correlations with the population structure [54] [55] [56] [57] . A standard approach in quantitative and statistical genetics is to define the covariance of ϕ as a known kinship matrix ∆ which can model either direct family relations between individuals or population structure across individuals, and is estimated from SNP data [56, 57] . This flexibility of the linear mixed model is a major reason it is used in applications such as genome-wide association studies (GWAS) [56] . We specify the following hierarchical model
Note that the model specification is almost identical to that in (3.2)-the difference is the addition of simulating the random effects from the kinship matrix ∆. We will call this version of the model the SBKMM. Given the model specification in (3.7) we can again use a Gibbs sampler to draw from the joint posterior distribution p(α, σ 2 α , σ 2 ε , ϕ | D, ∆). The Gibbs sampler consists of iterated sampling of the following conditional densities:
Once again, the second step is deterministic and maps back to the effect sizes β. Iterating the above procedure T times results in a set of samples β (t) T t=1 . Prediction under this mixed modeling extension is similar to that of a Gaussian process or other standard nonparametric statistical methods [33] . The response variables to be predicted are simply missing random variables that we will impute. The MCMC algorithm above can be easily adapted to allow for the sampling of the missing response variables. Partition the vector of response variables y into a set of training y t and validation samples y v . The design matrix can be similarly partitioned [X t ; X v ]. Under the randomized feature map z, the approximate kernel matrix K and its eigenvalue decomposition are formulated based on the full design matrix X. The matrix X v implicitly forms part of the model and the kernel factor prior structure, even though the corresponding responses are missing. We now add an additional step to the MCMC procedure where y v is imputed from the implied conditional posterior, which will be a draw from multivariate normal distribution for this model.
There are some issues to consider with this model specification and inference procedure. The inferences are made using all the data, including X v . Therefore, if any new validation samples are introduced, the entire analysis must be repeated [28] . Furthermore, posterior inferences on the original covariate effect sizes begin to lose meaning and interpretability when the sample size of the training set is smaller than that of the validation set (i.e. n t < n v ). Often the objective is the make inferences on a set of explanatory variables, while correcting for population structure-meaning, there is no testing set to be considered.
Capturing interaction effects
The idea behind using a nonlinear model for regression is that nonlinear effects may be important in explaining variation in the response variable. A natural perspective on how the nonlinearity is helpful is that the kernel is capturing interactions between covariates and these interaction terms are relevant in prediction. In genetics applications the interaction phenomenon is called epistasis, which is the effect of one gene being dependent on the presence of one or more genes (the genetic background).
It is a straightforward calculation to show that the approximate bases, under the randomized feature map z, include interaction terms between covariates. Let x i , x j ∈ X ⊂ R p . A Taylor expansion of the randomized vectors z(x i ) and z(x j ) has the following form
Clearly, the expansion of this summation is going to include some varying degree of terms involving covariate interaction through x 2r i x 2t j . This represents the typical additive (linear) representation between covariates, but includes all possible polynomial interactions as each predictor is raised to the appropriate power.
Collinearity and interpretation
The issue of collinearity in the covariates when interpreting effect sizes in linear regression is an important consideration in practical applications. The same concerns arise with respect to interpretation of the effect sizes for the scalable Bayesian kernel model. To mitigate some of the concerns we apply analogous steps to those prescribed in linear regressions to reduce collinearity effects [58] :
(1) Centering the Data: We center the approximate kernel matrix before the spectral decomposition to ensure that the first principal component is proportional to the maximum variance of the multidimensional data and reduce collinearity between predictors in the basis spaces which we expect will reduce collinearity between the original covariates;
(2) Orthogonalized the Data: The spectral decomposition performs this step on the data; (3) Variable Selection: The g-prior specification on the kernel factor coefficients induces variable section on the original covariate effect sizes.
Results in simulated and real data
We consider three examples to illustrate the properties and utility of our method on real and simulated data. The first example is a simulation study where the nonlinear regression function is sparse in the covariates. Here we show that our method recovers the appropriate sparse variables while a strictly linear method will not. In the second example, we focus on real data and apply the SBKM to predicting constituent composition via Near-Infrared (NIR) spectroscopy of biscuit doughs. In this example we highlight the ability of the model to recover appropriate effect sizes of predictors while maintaining the predictive power of standard nonparametric methods. The last example is a simulated genetic case study [59] based on a study that compares a variety of regression methods to ask the question of how much phenotypic variation can be predicted via genetic variation-this is the problem of Genomic Selection (GS) in breeding programs. We show that under the SBKMM, we obtain similar predictive accuracy as the best models in the study [59] , with the very important ability to associate genetic features to the prediction of the trait. In all the examples presented in this section, the approximate kernel used is based on the Gaussian radial basis function (RBF) kernel. We use the randomized feature map z stated in 2.3. We define f (ω) to be a p-dimensional multivariate normal with precision κ × p. The parameter κ can be selected cross-validation or grid-search, however we will set κ = 1.
Simulation: recovering the correct variables
In this simulation we show that our nonlinear kernel model is able to capture relevant variables in a sparse nonlinear regression model, while a standard linear classification approach cannot. We simulate a binary classification setting where only two of 500 covariates are relevant to the classification problem based on the following Gaussian mixture model We will compare the results on this data set for the SBKM to a standard Bayesian probit generalized linear model (GLM) fit using the "arm" package in R [60] . For the SBKM we used all of the approximate kernel factors but one, so q = 49. The model hyper-parameters represent relatively diffuse prior distributions with ν α = φ α = n. We ran the Gibbs sampling algorithm outlined in 3.2 for 50,000 sweeps, and discarded the first 10,000 samples as burn-in. For the GLM, we use default settings for the model and estimation procedure. We also used the same number of MCMC sweeps, burn-in, and number of posterior samples as for the SBKM approach.
We compared the effect sizes inferred from the SBKM to the Bayesian GLM and plotted the results in Figure 1 . Under the SBKM, the effect sizes for predictors 1 and 2 are far greater than the other explanatory variables. The Bayesian probit model, on the other hand, fails to accurately recover the correct effect sizes and gives equal weight to both the relevant and noisy variables.
Real data example: Prediction of cookie dough composition based on NIR spectroscopy covariates
A real data example explored in the Bayesian nonparametric regression literature [28, 47, 61, 62] deals with predicting the composition of cookie dough from quantitative Near-Infrared (NIR) spectroscopy [62] . In the past, this data set has been used to study nonlinear regression models, specifically regression models using wavelet bases [61] . We use this data as a real nonlinear regression problem where we can compare the predictive performance of our method to other standard nonparametric models, as well as provide estimates of effect sizes of the covariates for our regression model. The data set examined in [61, 62] was based on NIR spectroscopy of 72 biscuit dough pieces. The response variable is the percentage of four components of the dough: fat, sucrose, dry flour, and water. The covariates are the spectra of the dough measured from 1100 − 2498 nanometers (nm) at 2 nm resulting in p = 700 covariates. The data are separated into two sets n t = 39 training samples and n v = 32 validation samples (the twenty-third sample was identified as an outlier and removed) [47, 61, 62] . The wavelength predictors are mean centered and the response variables are standardized.
The hyper-parameters of the SBKM were set using sensitivity analysis of the prior on the predictive root mean square error (RMSE) on the training set-the objective was to provide a prior that is diffuse and not sensitive. We used ν α = φ α = ν ε = φ ε = 1. We dropped the eigenvectors corresponding to the smallest eigenvalues. Specifically, we include the eigenvectors for all eigenvalues explaining 99.995% of the variance. This corresponds to a q = 23 kernel factors in the model. Adding more factors does not improve predictive power and only increases computation.
We ran 10, 000 iterations of the MCMC algorithm stated in 3.1, with a burn-in of 1, 000 samples. Using autocorrelation statistics we observed that the parameters β converged quickly, as is consistent with other regression models applied to these data [28, 47, 61, 62] . In Figure 2 we plot the effect sizes β, that are computed from the factor coefficientsα. The top ten ten wavelengths with the largest absolute posterior means are plotted with a red star in Figure 2 . For fat composition prediction there is a notable peak in wavelength effect sizes around 1700 nm, an area that was identified by [28, 61, 62] as a region characterized by fat absorbance. The response variables are proportions and therefore dependent-which explains why the wavelength coefficients for sucrose and dry flour are inversely related, as also can be seen in Figure 2 .
We compared the prediction performance of our model to a (Bayesian) Gaussian process (GP) model, a support vector machine (SVM) regression model [12] , and a relevance vector machine (RVM) model [15] . We fit the GP model using the "BGLR" software package [63] and the SVM and RVM models using the "kernlab" software package [64] . We used the Gaussian kernel for all the models and used default settings for parameters. We also used the same number of MCMC iterations, burn-in samples, and number of posterior draws for the GP model. The SVM and RVM are deterministic and did not require MCMC. The performance of each method was evaluated using the out of sample root mean square error (RMSE). Table 1 displays these results for all four response variables. Figure 3 illustrates the observed composition of the four ingredients against the SBKM's fitted and predicted values. Our model only marginally improves on the results presented in [28, 47, 61] , and slightly underperforms against the GP. Recall, however, that the GP is the only model in the comparison that conditions the prediction on the predictors in the test set-it is a semi-supervised method in machine learning terminology.
Simulation: Genomic Selection and trait mapping
A fundamental problem in statistical genetics is predicting phenotypic variation based on genotypic/genetic variation. A practically relevant instance of predicting phenotypes from genotypes is the problem of genomic selection [65, 66] , relevant to animal and crop breeding programs. Another fundamental problem in statistical genetics is associating genetic loci (single nucleotide polymorphisms or SNPs) to phenotypes-or mapping traits to genetic loci. Genome wide association studies (GWAS) [67, 68] are an important example of mapping traits to better understand the genetic architecture of complex phenotypes (disease). The heart of the problem of genomic selection is to accurately predict a phenotype of interest, such as the milk output of a cow, as function of genotype data, such as SNPs [65, 66] . From a variety of simulation studies there is strong evidence that nonlinear regression functions, specifically kernel models, outperform linear regression models in genomic selection [59, [69] [70] [71] . The heart of GWAS is to correlate individual SNPs with a phenotype and find the SNPs with the strongest association. The advantage of the SBKMM modeling framework is that we can have the predictive accuracy of a kernel regression model with the ability to map traits via the effect size computations for a SNP. Thus we can build an accurate genetic selection model while simultaneously having the ability to map a phenotypic trait to individual variables (in this case SNPs). From a biological perspective one of the strengths of the kernel/nonlinear models is that they capture epistasis, which is the effect of genes that are jointly dependent in predicting a phenotype.
We use a simulation procedure similar to previous genomic selection studies that compared statistical methods [59, [69] [70] [71] . We simulate four sets of genotype/phenotype data for a backcross (BC) maize population. A backcross involves mating a hybrid organism (offspring of genetically unlike parents) with one of its parents. The point of a backcross in genetic studies is to isolate (separating out) a phenotype in a related group of animals or plants. Backcrossing is a standard technique used in horticulture and animal breeding. We use the R package "qtlbim" [72] to simulate the data-see [73] for details on the software. In "qtlbim" one can simulate the amount of linear and nonlinear effects of the genotype onto the phenotype. We examined two types of genetic architectures, where the effect of the SNPS are either solely additive or solely epistatic. For each genetic architecture we generated data that is very predictive (heritability of 0.70) or much less predictive (heritability of 0.30). For details on the parameter settings to obtain these four situations see [59] . For each of the four settings we ran 25 simulations each with 250 individuals with 2000 bi-allelic markers evenly distributed on 10 chromosomes-each chromosome has 200 markers. The response variables were normally distributed. The 250 individuals were split into a training set of 200 individuals and a test set of 50 individuals. We compared our SBKMM method with a GP, SVM, and RVM model. The SVM, RVM, and GP were fit using the same procedure as outlined in the previous subsection, again with a Gaussian kernel. For the GP the residual variance was modeled by a scaled inverse chi-square prior distribution with 2 degrees-of-freedom and scale parameter 5. For the SBKMM we set the following hyper-parameters: ν α = 10, φ α = 1, ν ε = 5 and φ ε = 2. We computed the marker-derived genomic relationship matrix ∆ using the R package "pedigree" [74] . The eigenvectors corresponding to the top eigenvalues explaining 85% of the variation were retained for the approximate kernel matrix K. For both the GP and SBKMM we ran over 5, 000 MCMC iterations and used a burn-in of 1, 000 iterations.
We compared the four regression methods via root mean square error of prediction. These results are listed in Table 2 . An important point to note is that the SBKMM is the only mixed model approach in the comparison. This is important in that only the SBKMM is answering the question of how accurately we can predict a phenotype-via a given genotype-beyond the correlation due to samples being related. Thus for a breeding program, the SBKMM is most accurately predicting breeding values and not just the phenotype. As expected the GP outperforms all the other approaches since it is semi-supervised and has predictor information for the test data-this improvement is however very small. The performance of the SBKMM in terms of predictive accuracy is uniformly comparable to the other methods across as simulation settings. In addition, the SBKMM is the only model that provides effect sizes from the data analysis which can be used to map the trait to genetic loci.
Discussion
The key idea we develop in this paper is that for shift-invariant kernels in the p n regime there exists a linear transformation that allows us to obtain effect size estimates for a Bayesian kernel model that will scale with the number of samples and dimensions. We use this transformation to specify nonlinear regression, classification, and mixed effects models. These models are competitive with state-of-the-art nonlinear regression models such as SVMs, RVMs, and GPs, while also allowing for estimates of effect sizes. We show the utility of the models on real and simulated data.
There are multiple extensions to our model that are worth exploring. Some of these include the following:
(1) Including test predictors in the model: We developed our model to not include predictors of the test set-this is in contrast to the GP setting. We did this to fix the interpretation of the effect sizes of the covariates. One can easily adapt our model to include the predictors of the test set and this will most likely improve predictive accuracy.
(2) Scans for epistasis: One can run our model with a nonlinear kernel and obtain regression coefficients. These coefficients can be compared to that of a linear model. The set of large regression coefficients inferred in our model-but not in the linear model-are candidates for epistatic interactions, as some nonlinearity is increasing the effect size. It would be of interest to develop a formal scan for epistasis based on this idea.
(3) Sparsity and constraints on coefficients: In the shrinkage models we specify in this paper we do not place any sparsity or other non-Gaussian shrinkage priors on the coefficients. It would be interesting to explore various sparsity inducing shrinkage priors on the coefficients.
(4) Asymptotic guarantees for variable selection: It would be interesting to understand as p and n go to infinity, in what regimes and under what conditions will we recover the covariates that are relevant for prediction.
