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ОДНОЗНАЧНІСТЬ-НЕОДНОЗНАЧНІСТЬ ПАРАМЕТРИЧНОЇ  
ОПТИМІЗАЦІЇ АВТОМОБІЛЬНИХ СИСТЕМ ЗА УМОВ  
КРИТЕРІЙНОЇ НЕВИЗНАЧЕСНОСТІ  
 
Розглядається загальна методологія параметричної оптимізації систем одночасно за двома довільними 
критеріями. Запропоновано так званий принцип розширення оптимізаційної задачі, який створює засади для по-
шуку гарантовано однозначних її розв’язків, не вдаючись до штучних формальних засобів «згортання» двох кри-
теріїв в один. Виявляється, дуже поширений мультиплікативний критерій так званого справедливого компромісу 
насправді виражає середнє геометричне основних критеріїв. Його легко звести до адитивного. І отже достеменно 
не відомо, чому йому слід надавати перевагу перед, скажімо, середнім арифметичним (після відповідного погод-
ження розмірностей)первинних критеріїв. В критерії справедливого компромісу більше суб’єктивного й надума-
ного, ніж об’єктивного і правдивого.  
Удосконалювання — це перманентний процес: він має початок, але не має кінця. А оскільки «нові» дос-
коналості виникають час від часу і з кожної з них певний час обов’язково користають, то, зрозуміло, процес 
удосконалювання — це покроковий процес, нескінченне крокування до недосяжного ідеалу. І саме цю обставину 
слід обов’язково брати до уваги.  
Описані в роботі алгоритми пошуку оптимального формалізовано відтворюють на примітивній модельній 
площині реальний процес покрокового удосконалення всього рукотворного — від прийнятного до кращого… Не 
існує прикладів, коли б щось було створено відразу беззастережно оптимально (а ідеальне — взагалі не пізнаване, 
а отже й не втілюване). На кожному кроці один з алгоритмів регламентує мінімізувати значення якогось одного 
критерію, не зачіпаючи, не змінюючи іншого. А тому поза атрактором жодних конфліктів не виникає. І тільки в 
межах атрактора, за який на модельній площині править відтинок лінії (що є одновимірним атрактором), злагода 
зникає. Інший алгоритм поєднує в собі низку кроків, в кожному з яких змінюється тільки один параметр і зиск 
при цьому мають як прихильники якоїсь одної досконалості, так і прихильники якоїсь іншої досконалості. Тож 
не виникає конфліктів, аж допоки алгоритм, знову ж таки, не надибує атрактор, який цього разу є областю на 
модельній площині, тобто двовимірним атрактором.  
В межах атрактора всі розв’язки оптимізаційної задачі доречно, доцільно вважати цілком рівноцінними. Проте 
насправді нездоланний суб’єктивізм не дозволяє пристати на цю думку (без участі якогось диктатора, скажімо).  





CERTAINTY-UNCERTAINTY OF PARAMETRIC OPTIMIZATION OF MOTOR-CAR 
SYSTEMS IN CASE OF CRITERIAL UNCERTAINTY 
 
Annotation. The general methodology of parametric optimization of systems is considered for two arbitrary cri-
teria simultaneously. The so-called principle of expanding an optimization problem is proposed, which creates the basis 
for finding guaranteed unambiguous solutions, without resorting to artificial formal means of «collapse» of the two cri-
teria into one. It turns out that a very common multiplicative criterion for so-called fair trade-off actually expresses the 
average geometric basic criteria. It is easy to reduce (lead down) it to additive. Therefore, it is certainly not known, why 
he should give preference to the arithmetic mean (after the appropriate coordinate) of the dimensions of the primary 
criteria. There are more subjective and far-fetched than objective and truthful in the criterion of a fair compromise.  
Perfection is a permanent process — it has a beginning but has no end. In that the new" perfections arise from time 
to time and each of them definitely use a certain time, then, of course, the process of perfection is a step-by-step process, 
an endless step to an unattainable ideal. This particular circumstance should be taken into account. 
Described algorithms for optimal search formally reproduce on a primitive model plane the real process of step-
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immediately unconditionally optimally (and the ideal — at all not recognizable and therefore not embodied). At each 
step, one of the algorithms regulates minimizing the value of a single criterion, without affecting it, without changing the 
other. That is why there are no conflicts outside the attractor. Only within the attractor, for which the line (which is a one-
dimensional attractor) rules on the model plane, the consistency disappears. Another algorithm combines a series of steps 
in each of which only one parameter varies, and the gain at the same time has both supporters of one perfection, and 
supporters of some other perfection. Consequently, there are no conflicts, until the algorithm does not attract the attractor, 
which this time is an area on a model plane, that is a two-dimensional attractor. 
Within the attractor, all solutions to the optimization problem is appropriate without a doubt, even advisable to 
consider completely equivalent. However, in fact, insurmountable subjectivism does not allow us to adhere to this idea 
(let's say, without the participation of any dictator). 
Keywords: motor-car system, parametric optimization, criterion uncertainty, attractor, unambiguousness-ambiguity  
 
Вступ. Формулювання проблеми. Фор-
мальна оцінка рівня досконалості штучно створеної 
системи, машини (приміром, автомобіля) прак-
тично завжди є щонайменше двокритерійною. 
Справді, про оптимізацію заходить мова саме тоді, 
коли щось чомусь протиставляється. Нема про-
тиріччя — нема потреби шукати компроміс, нема 
оптимізаційної проблеми пошуку чітких ознак дос-
коналості. Під оптимізаційним критерієм слід ро-
зуміти наділений сенсом вимірник разом із фор-
малізованими правилами оперування ним. Покла-
дання функцій критерію на якийсь штучно означе-
ний вимірник зумовлено найчастіше потребами 
будь-що однозначного оцінювати багатогранну у 
своєму прояві досконалість автомобільної системи 
чи автомобіля загалом. Але в такому разі завжди 
спостерігається маніпулятивність.  
Мета роботи — саме нівелювати маніпуля-
тивність в процесі параметричної оптимізації ав-
томобільної системи (чи машини), керуючись 
суто змістовими, а не формальними критеріями і 
засобами.  
До завдань, які належить вирішити перш за 
все, доречно віднести такі:  
 критично окреслити найзагальніші ас-
пекти методології параметричної (чи іншого 
змісту) оптимізації автомобільної системи одно-
часно за двома довільного змісту критеріями;  
 розробити так званий принцип розши-
рення оптимізаційної задачі, який би створював 
засади для пошуку гарантовано однозначних чи 
менш невизначених її розв’язків, не вдаючись до 
штучних формальних засобів «згортання» двох 
(чи більше) критеріїв в один.  
Основні аспекти невизначеності. Мо-
дель/методологія/технологія оптимізації може 
спиратись як на прості одновимірні й безумовні, 
так і на складні багатовимірні й умовні методи із 
застосуванням прямих чи градієнтних алгоритмів 
пошуку оптимуму, яким властиві прийнятна 
збіжність, або ж покрокових процедур пошуку 
глобального оптимуму, які можуть містити в собі 
навіть елементи випадковості чи нечіткості [1—
5]. Для оптимізації розподілу й споживання 
енергії від двигуна внутрішнього згоряння, гене-
ратора, електробатареї, сонця на борту гібридного 
сонячного транспортного засобу (Hybrid Solar Ve-
hicle — HSV) з послідовною структурою викори-
стовують, зокрема, так званий генетичний алго-
ритм [6, 7]. Окремо можна вирізнити структурну 
(топологічну) оптимізацію [8, 9] чи оптимізацію 
без використання математичного апарату дифе-
ренціалів (похідних) [10].  
Багатоцільова постановка оптимізаційної 
задачі, особливо у поєднанні з багатовимірністю 
часто потребує залучення експериментальних за-
собів пошуку досконалості. Багато з найужи-
ваніших алгоритмів уже занурені в каліброване 
програмне середовище, що позбавляє дослідника 
потреби займатися рутинними діями. А часто оп-
тимізацію проводять засобами того чи іншого па-
кету програмного забезпечення, в якому зашита 
певна концепція оптимальності, яка не підлягає 
коректуванню з боку дослідника.  
Часом під оптимізацією розуміють технічний 
аналіз, без глибокої математичної формалізації про-
блеми, результатом якого є системне поєднання кра-
щих властивостей об’єкта. Оптимізація засобами 
суто технічного аналізу проведена, приміром, в ро-
боті [11] стосовно електродвигуна з зовнішнім рото-
ром і постійними магнітами для безпосереднього 
(прямого) приводу автомобіля (електромобіля) се-
редньої швидкохідності. Технічну (конструкторську) 
оптимізацію з залученням експерименту й матема-
тичної аналітики було застосовано для мінімізації 
коефіцієнта аеродинамічного опору автомобіля чи 
аеродинамічності крила [12, 13]. Більше технічного, 
ніж математичного, можна знайти також в оп-
тимізаційній задачі стосовно електричної машини з 
постійними магнітами, розглянутій в роботі [14].  
Тож не існує загальновизнаної технології 
пошуку ознак досконалості систем/машин. Кожна 
оптимізаційна задача/проблема є зазвичай 
настільки особливою, що відразу невідомо який 
метод її розв’язування виявився б найефек-
тивнішим. Це породжує своєрідну невизна-
ченість: чи задачу/проблему має формулювати 
той, хто володіє якимись ефективними засобами 
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оптимізації; чи той, хто винайшов актуальну за-
дачу/проблему повинен запізнатися зі всіма існу-
ючими методами оптимізації, аби вибрати найе-
фективніший; чи хтось один має займатись пошу-
ком і формулюванням задачі/проблеми, а хтось 
інший — її розв’язуванням.  
Але значно глибшою є невизначеність у ро-
зумінні змісту поганого/пересічного і хоро-
шого/досконалого. Можна казати, що вимір-
ників/критеріїв оптимальності/досконалості існує 
чи не безліч. Багато дослідників вважають за 
обов’язок винайти свій критерій досконалості, аби 
довести свою значущість в науці чи закарбуватись в 
історії науки. Але насправді, хоча сутнісна доско-
налість, вичерпно не пізнаванна, та це не означає, 
що вона має мати суто суб’єктивні орієнтири.  
Існують оптимізаційні проблеми цілком 
різного змісту. Приміром, оптимізацію автомобіль-
ного приводу проводять зазвичай у чотирьох напря-
мах: 1) пошук оптимальної системної структури (то-
пології); 2) знаходження оптимальних співвідношень 
між номінальними параметрами складових частин 
(оптимальне суміщення частин); 3) синтез оптималь-
них характеристик окремих складових структури; 4) 
синтез оптимальних законів, стратегій, алгоритмів 
керування. Але далеко не завжди керуються у цих за-
дачах одними і тими самими критеріями оптималь-
ності. Оптимізують, скажімо, системну структуру 
(топологію) і параметри суміщення частин приводу, 
керуючись вимогами мінімізації витрат пального. А 
от щодо складніших задач вдаються до використання 
простіших за змістом критеріїв. Через це, хоча синтез 
оптимальних законів керування сприймають як не 
надто складну задачу, та насправді очікуваного 
успіху в процесі її розв’язування часто не досягають, 
бо оптимальність має бути системно збалансована в 
глобальному сенсі — стосовно всієї машини.  
Зазвичай розрізняють закони перемикання 
передач (ступенів, сходинок) в трансмісії авто-
мобіля, оптимальні чи з огляду на паливну еко-
номічність, чи з огляду на динамічність/продук-
тивність, чи з огляду на комфортність/безпечність 
руху автомобіля тощо. І всі ці різновиди законів вва-
жають особливими, незвідними один до одного. 
Але виявляється, що правильного трактування 
змісту оптимальності випливає один-єдиний опти-
мальний закон перемикання передач, в рамках 
якого не виникають протиріччя, принаймні, між ви-
могами енергоощадності та вимогами динамічності 
(чи продуктивності) транспортного засобу [15, 16].  
Гібридний привід з елементами перемикання 
ступенів (керування структурою) складніший за 
звичайний послідовний чи паралельний, склад-
нішим, звісно, є й керування ним [17, 18]. Але 
більша структурно-системна складність приводу 
розкриває ширші можливості для реалізації таких 
законів керування потоками енергії, що забезпечу-
ють значнішу економію палива й високу комфорта-
бельність автомобіля. В [19] розглядають, зокрема, 
метод оптимального калібрування (визначення ха-
рактерних номіналів, номінальних розмірів) про-
тоно-обмінної мембрани (proton exchange membrane 
— PEM) паливного елемента і літій-йонної батареї 
в системі типу «plug-in». І хоча технологія оп-
тимізації таких гібридів ускладнюється, та суттєво 
зростає рівень їх експлуатаційної ефективності.  
Типові методологічні труднощі, які виника-
ють у процесі оптимізації властивостей гібридних 
автомобілів, об’єктивно висвітлені, зокрема, в робо-
тах [20—22]. Зауважмо, особливої ваги в наш час 
набула проблема проектування й удосконалення ав-
томобілів саме з електричним та гібридним приво-
дом. Саме тому приклади оптимізаційних техно-
логій з цієї царини зустрічаються тут неодноразово.  
Важливу роль відіграє й спосіб вимірювання 
досконалості. Для оптимізації паливної економіч-
ності, скажімо, гібридного автомобіля у разі ре-
алізації заданих їздових циклів використовують ча-
сто алгоритми динамічного [18, 20] чи випуклого 
програмування [23, 24]. Для оптимізації програм 
руху в транспортному циклі використовують також 
принцип максимуму Понтрягіна [25]. Аби заміряти 
ефективність сонячних автомобілів намагаються 
синтезувати оптимальні програми перегонів такі, 
щоб гонка завершилась у найкоротший час, можли-
вий з огляду на доступний запас енергії (ексергії) 
[26]. В [26] розглядаються, зокрема, два евристичні 
методи оптимізації й оцінюється їх збіжність. Але ре-
зультати оптимізації суттєво залежатимуть від того, 
який їздовий цикл має відтворювати автомобіль. Сам 
транспортний цикл, відтворення якого є завданням 
для автомобіля, править за обмеження, дотримання 
якого є умовою оптимізаційної проблеми [27].  
Різні алгоритми, звісно, по-різному ефективні у 
різних оптимізаційних задачах. Ефективність алго-
ритму принципово залежить і від того, якими кри-
теріями оптимальності оперують. В [23], приміром, 
оптимізаційні орієнтири вибудовують засобами 
аналізу впливу стратегії керування потоками енергії та 
номінального розміру акумуляторної батареї на енер-
гетичну ефективності гібридного транспортного за-
собу в конкретних умовах експлуатації. Але енерге-
тичну ефективність транспортного засобу можна 
оцінювати принципово по-різному. Енергетична 
(ексергетична) ефективність — дуже складне поняття.  
Зокрема, енергетичну ефективність будь-якої 
машини, на перший погляд, доречно оцінювати 
коефіцієнтом корисної дії, який сприймається як 
змістовно адекватний вимірник досконалості. Та 
насправді можна навести наукові аргументи, що 
спростовують статус коефіцієнта корисної дії ма-
шини як об’єктивного вимірника чи критерію. В 
[28] це зроблено на прикладі звичного автомобіля.  
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Набагато легше оперувати примітивними 
формальними критеріями оптимальності, до яких 
простіше підібрати раціональний алгоритм опе-
рування. Приміром, в рамках так званої практичної 
оптимізації в [29] запропоновано проблему удоско-
налення конструкцій портової перевантажувальної 
техніки трактувати як «мінімаксну» задачу, що по-
лягає у визначенні максимальних (амплітудних) 
значень навантажень за різних варіацій робочих ре-
жимів з подальшим добором серед них режиму з 
мінімальною амплітудою. Задачу розглянуто на 
прикладі механізму з рухомим циліндром порто-
вого підіймача, що має доволі широке застосування 
на автоматичних кранах і оптимізується з різними 
підходами і за різними критеріями [30, 31]. Звісно, 
такий «мінімаксний» критерій за змістом дуже 
бідний. Йому можна протиставити багато інших, зо-
крема орієнтованих на реалізацію енергоощадних 
технологій (з урахуванням, звісно, технологічних 
обмежень [32]). Простими, але принципово 
змістовнішими, є критерії оцінювання, приміром, 
динамічності розгону автомобіля [33].  
Важливою інформацією про енергоефек-
тивність теплової машини-двигуна є та, що об’єк-
тивно характеризує якість теплоперетворення [34, 
35]. Визначальну роль відіграє, звісно, ефективність 
процесу теплотворення в робочому просторі 
двигуна [36, 37]. Та на ефективності теплового 
двигуна не можуть не позначатися теплообмінні 
процеси [38]. Але якщо теплотворення було б добре 
максимізувати, то тепловіддачу слід налаштовувати 
відповідно до потреб захисту вузлів і деталей 
двигуна від надмірних температурних впливів — 
цього разу не може йтися ні про максимізацію, ні 
про мінімізацію тепловіддачі. Тому за критерій оп-
тимальності має правити ступінь тепловикори-
стання, а ще краще — механічна робота, реалізо-
вувала унаслідок теплоперетворення.  
Доречно зауважити, що подальший розвиток 
класичних підходів до моделювання робочих про-
цесів у двигуні, спираючись суто чи здебільшого на 
аналітико-алгоритмічні описи, є практично немож-
ливим. Тож доводиться залучити в модель також і ре-
альний робочий простір двигуна, системно приєдну-
ючи його до віртуального, втіленого в програмно-ал-
горитмічному середовищі, і тим самим впроваджу-
ючи частину реальності в модель цієї ж реальності 
[39, 40]. А в такому разі оптимізаційний алгоритм 
набуває особливих рис і помітно ускладнюється.  
Викладене дозволяє вирізнити ще один різ-
новид невизначеності, що суттєво ускладнює оп-
тимізаційну активність, — це відсутність об’єк-
тивних можливостей однозначно розуміти й тлу-
мачити досконалість. Поглиблюють такого типу 
невизначеність спроби вимірювати досконалість 
багатьма критеріями і тлумачити оптимізаційну 
задачу як багатоцільову.  
За змістовні критерії оптимальності/доско-
налості гібридного автомобіля часто правлять 
енергетична ефективність, екологічність, продук-
тивність, вартість [41]. За цими чи подібного 
змісту критеріями оптимізації зазвичай піддають 
структуру(топологію) приводу, його параметри 
(зокрема номінальні розмірні), закони керування 
— порізно чи сукупно [41, 42].  
Оптимізація одночасно структури, пара-
метрів, законів керування може здійснюватись як за 
допомогою алгоритмів глобальної, так і алгоритмів 
поступової частинної оптимізації. Один із доволі 
зручних підходів до оптимізації машини регламен-
тує необхідність ідентифікації пріоритетів режимів 
роботи окремих її систем, а далі — здійснювати по-
шук таких параметрів машини, її характеристик, за-
конів керування, які б забезпечували переважне ви-
користання режимів з вищим пріоритетом. Коли 
йдеться про двигун внутрішнього згоряння, 
приміром, то вимірником пріоритету режимів його 
роботи слугує питома витрата пального на множині 
різних значень потужності двигуна [43]. Аналіз сту-
пеня відповідності реально втілюваних режимів ро-
боти двигуна внутрішнього згоряння і електро-
двигуна в гібридному автомобілі чи електродвигуна 
в суто електричному автомобілі так званим пріори-
тетним режимам дає доволі цінну інформацію про 
рівень досконалості й особливості прояву властиво-
стей системи керування потоками енергії на об-
лавку транспортного засобу [44, 45].  
Мапи ефективності  режимів роботи 
двигунів використовують надзвичайно широко 
[20, 46, 47, 22, 48], хоча насправді вони об’єк-
тивно точно пріоритети режимів не завжди відоб-
ражають. Але орієнтування на ці мапи — це знач-
ною мірою спроба штучно знівелювати невизна-
ченість у трактуванні досконалості машини.  
З приводу, цілком не пов’язаного з пробле-
мою оптимізації, в роботі [49] наведено опис дуже 
повчальної історії. Так звана Група статистичних 
досліджень (Мангеттен, США) під час Другої світо-
вої війни працювала над засобами підвищення 
ефективності бойових дій проти ворога. Довелося, 
зокрема, розробляти рекомендації щодо бро-
нювання літаків. Аби ворог легко не збивав амери-
канські літаки, їх було б добре вкрити бронею. Та 
літак унаслідок бронювання набуває надмірної 
ваги, втрачає швидкість, стає гірше керованим і по-
тенційно уразливішим, помітно зменшуються його 
енергоощадність і радіус дії тощо. Тож, як зазвичай 
буває, тут добре супроводжується поганим.  
Відтак виникає розуміння того, що існує 
якийсь оптимальний рівень бронювання. Його не 
можна звести до призначення якоїсь оптимальної 
товщини бронювання усього літака. Напевне слід 
надійно захистити лише якусь частину літака, 
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навіть,можливо, взагалі не переймаючись захи-
стом інших його частин.  
Військові надали вченим свою доволі кон-
кретну інформацію, з якої випливало, що амери-
канські літаки з боїв над Європою повертаються з 
кульовими ушкодженнями, які далеко не рів-
номірно вкривають корпус: на квадратний фут 
припадало 1,11 кульових пробоїн — зона двигуна, 
1,73 — фюзеляж, 1,55 — паливна система, 1,80 — 
решта літака. Військовим здавалось, що клопоти 
можна залагодити, зосередивши броню в місцях, 
де зустрічається найбільше ушкоджень. Отож 
вченим, на думку військових, залишається з’ясу-
вати, скільки власне потрібно цієї броні.  
Та вчені вирішили цілком інакше: місця, де 
є багато кульових ушкоджень, бронювати взагалі 
не треба; бронювати слід тільки місця, де пробоїн 
немає або мало — це двигун. Пояснення просте: 
«смертельні» для літака ушкодження «не до-
летіли» до базового аеродрому.  
Звісно, звернути увагу є сенс, перш за все, 
на те, що організація панцерного захисту змушує 
зважати на наслідки, що пов’язані з масою літака, 
витратою ним пального, його маневреністю і ди-
намічністю тощо. І все це разом визначає ураз-
ливість літака, що й доведеться брати до уваги, 
визначаючи потужність панцерного захисту. 
Отже критерій оптимальності тут зовсім не про-
зорий, його важко формалізувати.  
У разі оперування багатьма рівноправними 
критеріями розв’язок оптимізаційної задачі не 
може бути однозначним — випливає множина 
розв’язків, оптимальних в сенсі Парето. Приміром, 
запропоновано проектувати систему енергозабез-
печення електричних автомобілів на підставі опти-
мальних розв’язків Парето, на основі яких проек-
тувальник має ухвалювати остаточне багато-
цільове рішення, керуючись контрольними си-
стемними вимогами чи/та апаратними обмежен-
нями [50]. Іншими словами, рекомендують позбу-
ватись невизначеності суб’єктивними засобами.  
У дуже складних задачах ухвалення рішень 
в умовах невизначеності інколи пропонують по-
кладатись на технологію експертних оцінок. Ще 
якось можна миритись з тим, що на експертні 
оцінки покладаються у повсякденній практиці 
ухвалення важливих рішень у дуже складних си-
туаціях невизначеності. Але помітним є й те, що 
технологія експертних висновків проникає в 
науку, де за істину не прийнято голосувати, як на 
виборах. В [51] на простих прикладах показано 
сумнівні перспективи застосування технології 
експертного оцінювання в царині наук.  
Чи не найважливішим висновком зі щойно 
викладеного має бути твердження, що удоскона-
лення машини, у принципі, завжди легко бачити ба-
гатоцільовим, а от сам процес оптимізації (пошук 
ознак досконалості) насправді формально не пови-
нен спиратись на багато критеріїв, аби не втопити 
істину в надмірній невизначеності. Природним є 
обліковування й зіставляння зиску/користі (очікува-
ного від прогнозованої, ідентифікованої доскона-
лості) та затрачуваних зусиль/ресурсів (потрібних 
на використання досконалості у разі її втілення). 
Приміром, цілком природним є оперувати одно-
часно продуктивністю і енергоощадністю авто-
мобіля. Критерії оптимальності не потрібно суб’єк-
тивними засобами винаходити, досконалість і її 
вимірники слід об’єктивно пізнавати, як усе в науці. 
Штучне згортання двох критеріїв в один ніби й усу-
ває критерійну невизначеність та насправді спотво-
рює уявлення про досконалість. Висловлене заува-
ження — ще м’яка форма сумнівів.  
Такий підхід до вимірювання/оцінювання 
досконалості накладає певний відбиток на вибір 
алгоритмів оптимізації. Але вагомим у цьому ви-
борі все ж є не швидкість знаходження оптимуму 
(не збіжність алгоритму як така) а наочність про-
цесу пошуку оптимуму і чіткість у розкритті суті 
оптимальності. Очевидно, що в ідеалі машина по-
винна б удосконалюватись глобально у всіх 
напрямах одночасно. Насправді ж рух до доскона-
лості розосереджений в часі і просторі. Приміром, 
різні системи автомобіля удосконалюються різ-
ними дослідниками різних спеціальностей одно-
часно чи у різний час. Але синергізму ніхто не 
зможе гарантувати. Радше, навпаки, розв’язки 
різних оптимізаційних задач напевне виявляться 
несумісними. Отже виникає новий рівень не-
визначеності, посилюваний переліченими вище 
різновидами невизначеностей.  
Поняття компромісу. Припустімо, що оп-
тимальність деякого параметра Р машини у разі 
незмінних інших її параметрів оцінюють за допо-
могою двох критеріїв — 
1 0K   і 2 0K   (рис. 1), 
значення яких доречно мінімізувати. В сенсі кри-
терію 
1K  оптимальним є значення 1KP  параметра 
P , а в сенсі критерію 
2K  — значення 2 1K KP P . 
Отож нема можливості здійснити якийсь одно-
значний вибір. Залишається обґрунтувати певний 
(бажано справедливий, паритетний (лат. paritas — 
рівність)) компроміс. Вважають часто, що спра-
ведливий компроміс виражає інтегральний кри-
терій 
1 2'K kK K  — мультиплікативний згорток 
основних, первісних критеріїв 
1K  і 2K . Цей кри-
терій рівноцінний критерієві 
1 2''K K K , тобто 
він пропорційний середньому геометричному ве-
личин 
1K  і 2K . У сенсі цього критерію оптималь-
ним є значення параметра 
gP P
 , що належить 
множині 
2 1: K KP P P   . Мультиплікативний 
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критерій можна звести до рівноцінного адитив-
ного: приміром 
1 2''K K K  можна замінити на 
1 2ln '' (ln ln ) / 2K K K   — середнє арифметичне 
величин 
1lnK  і 2lnK . Відтак, чому за критерій не 
може правити середнє арифметичне 
1 2''' ( ) / 2K K K  , яке визнає за оптимальне зна-
чення параметра aP P
  ? Відтак, чому за оп-
тимальне значення параметра не може правити чи 
середнє арифметичне 
1 2( ) / 2a K KP P P   , чи се-
реднє геометричне 1 2g K KP P P  , чи якесь інше 
середнє безпосередньо величин 
1KP  і 2KP ?  
 
 
Рисунок 1 — Невизначеність оптимального 
 
Якщо критерії мають цілком однакову вагу, 
то спадає на думку ідентифікатором оптималь-
ного значення параметра вважати точку (
1rK 2rK ) 
залежності 
1 2( , ) 0F K K  , розташовану 
якнайближче до початку O  системи координат 
1 2K OK , рис. 2: залежність 1 2( , ) 0F K K   випливає 
унаслідок елімінування P  зі співвідношень 
1 1( )K K P  і 2 2 ( )K K P ; ( 1rK 2rK ) — це точка 
взаємодотикання кола з центром в O  і графіка 
1 2( , ) 0F K K  ; їй відповідає умовно оптимальне 
значення параметра rP P
 , див. рис. 1; якщо 
коло здеформувати до дотичного еліпса, то це 
означатиме, що паритет спотворено.  
На рис. 3 наведено приклад, коли інтеграль-
ний критерій не фіксує однозначно якесь опти-
мальне значення параметра P . А навпаки, у разі 
1K P  та 2 /K P  ( ,   — сталі) новий 
критерій 
1 2'K K K  стверджує, що всі допустимі 
значення 
1 2K KP P P   є цілком рівноцінними. 
Але з цим в жодному разі не погодяться ті, хто ке-
рується чи критерієм 
1K , чи критерієм 2K .  
 
 
















Рисунок 3 — Нерозпізнавана оптимальність 
 
Точка, яка мала б відповідати оптималь-
ному значенню параметра (відображати його), — 
це своєрідний, в очевидному сенсі — статичний, 
атрактор, який за участі й спонукання до-
слідника/конструктора/виробника тягне-штовхає 
штучно створювану систему в параметрично оп-
тимальний стан у деякому прийнятному, досяж-
ному параметричному просторі, на відміну від ди-
намічного атрактора, до якого динамічна система 
самочинно прямує хай навіть нескінченно довго 
(асимптотично). Окіл атрактора — це, за терміно-
логією теорії динамічних систем, басейн, обмеже-
ний так званими сепаратрисами. Отож окіл   
(див. рис. 1) — це атрактивний басейн, а сепара-
триси — це межі цього басейну 
1KP  і 2KP , що 
своєю чергою є атракторами в сенсі критеріїв 
1K  і 
2K . Але допоки компромісний оптимум не 
знайдено, сам цей басейн загалом залишається 
лише атрактором. То чи варто шукати конкретний 
компромісний атрактор-оптимум? Може всі еле-
менти (значення параметра P ) з околу   є 
рівноцінними?  
На думку спадає відома логічна задача про 
трьох мудреців, яку згадаймо тут у викладі, пода-
ному в роботі [52].  
Три мудреці постановили будь-що з’ясувати, 
хто з них наймудріший. Аж нагодився перехожий 
— також мудрець. Він витяг із суми три білих і два 
чорних капелюхи, посадовив мудреців у коло об-
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личчям до облич, зав’язав їм очі і кожному на го-
лову одяг по капелюху, а два зайвих сховав назад у 
суму. Задача б не визріла, якщо б не було показано 
скільки яких капелюхів у перехожого. Визнання 
наймудрішого мав отримати той з мудреців, хто 
першим визначив би, який на ньому капелюх.  
Мудреці швидко порозв’язували собі очі, 
але далі довго довелося їм думати-вагатись. Аж 
нарешті один з них вигукнув: «На моїй голові 
білий капелюх».  
Мудрець міркував так: “Я бачу перед собою 
два білі капелюхи. Якщо на мені чорний капелюх, 
то будь-хто з моїх суперників повинен розуміти 
ситуацію так: “Переді мною чорний і білий капе-
люхи. Якщо на мені чорний капелюх, то суперник 
у білому капелюсі зобов’язаний угледіти оче-
видну відповідь”. Але вони обоє мовчать. Тож на 
мені — білий капелюх”. 
Мудрець думав необхідно й достатньо 
довго! Мабуть тому, аби дати змогу належно по-
думати двом іншим; тільки достатньо тривала 
мовчанка суперників дала йому підстави зробити 
правильний висновок. Але якщо б він забарився з 
відповіддю? А якщо б один з мудреців взагалі не 
міг розв’язати задачу через низький інтелект, і його 
мовчання нічого корисного не означало? А якщо 
хтось з мудреців навіть не збирався давати 
відповідь, аби, приміром, дошкулити розумнику-
перехожому? А якщо хтось з мудреців вдався б до 
примітивного вгадування, а не до логіки? А якщо 
б один з мудреців принципово не розв’язав собі 
очі, не визнаючи ніяких суддів над собою?.. 
Мудріший серед мудрих міркував за себе і 
своїх суперників. Це чиста рефлексія. Думання про 
думки породжує ситуаційно цінну думку… Але був 
ще четвертий учасник протистояння — перехожий. 
Відразу спадає на думку, а чи перехожий справді 
суддя? Якщо б він надав неоднакові шанси супер-
никам, то радше вислідом тесту буде переконаність, 
що перехожий — не мудрець. Виглядає так, що 
ймовірність того, що хтось з мудреців побачить два 
чорні капелюхи, є нульовою. Щоби бути абсолютно 
справедливим, перехожий мав би одягнути на всіх 
білі капелюхи. Проте якщо мудреці зрозуміють це 
заздалегідь, то задача стане тривіальною і тест на 
мудрість буде невтішним для самого перехожого: 
йому — не місце серед мудреців.  
Взагалі кажучи, мудрецям не личить спере-
чатись, хто наймудріший. Мудрецям нема сенсу 
бути й суддями серед “мудрих”. Але припустімо, 
що всі четверо причетних до окресленої “про-
блеми” розуміють тривіальність абсолютної спра-
ведливості. Тоді вони всі зроблять ставку на 
варіанти, в яких фігурує один чорний капелюх. 
Але в такому разі йдеться вже про імовірнісне 
сприйняття задачі: з імовірністю 2/3 на голові 
мудреця мусить бути білий капелюх.  
Припустімо, що перехожий-суддя заборо-
нив мудрецям-піддослідним розв’язувати очі. 
Тоді, не ризикуючи стати несправедливим, він міг 
би використати будь-який з семи можливих 
варіантів одягання капелюхів. Імовірність, того, 
що на голові мудреця виявиться білий капелюх 
тепер становить 4/7.  
Вдамося тепер до чистої евристики, яка не 
вимагає особливих мудрувань. Побачивши у 
судді три білих і два чорних капелюхи, легко зба-
гнути, не переймаючись тонкощами, що 
імовірність того, що на голові мудреця виявиться 
білий капелюх становить 3 / 5 1/ 2 . 
Може не варто претендувати кожного разу, з 
великими затратами часу й інтелектуальних зусиль, на 
абсолютно точний результат? В житті доводиться 
розв’язувати багато корисних задач, і краще їх 
розв’язати якнайбільше, керуючись простим принци-
пом: домагаючись евристично найімовірнішого ре-
зультату в кожній конкретній задачі, можна й промах-
нутись, але за підсумками багатьох ситуацій можна 
досягнути в загальному значних успіхів. Зрештою, й 
оточенню подобається, коли хтось програє хоча б від 
випадку до випадку, і зовсім не подобається, коли 
виграє завжди (хто зважає, що це не дуже часто!).  
Поняття атрактора. З використанням 
комп’ютерів стало можливим розв’язувати 
надскладні нелінійні диференціальні рівняння, які 
здатні краще описати реальність, ніж лінійні. І 
з’ясувалось, що поряд зі звичайними атракторами 
(станами, до яких чітко прямує система) існують 
такі дивні атрактори, траєкторії прямування до яких 
ніколи себе не повторюють — вони нерегулярні, 
цілком заплутані. Приміром, американський метео-
ролог Е. Лоренц виявив, що розв’язок задачі про 
теплову конвекцію — це траєкторія з двох зчепле-
них «клубків». Кожна точка, що відображає стан си-
стеми, де б вона не перебувала в початкову мить, 
створює низку погано контрольованих переходів з 
одного клубка в інший, бо не можливо визначати 
поточні координати з абсолютною точністю. Отож 
хаос виникає навіть там, де якоїсь випадковості 
принципово ніби немає. Це є, мабуть, детермінова-
ний хаос, чи хаотична детермінованість. І взагалі, 
точність обчислення, визначення, означення най-
частіше не може бути цілковитою, абсолютною. 
Тож оптимізаційна задача не може мати абсолютно 
точного розв’язку. Тому й нема сенсу шукати саме 
цілковито точний оптимум.  
Хай величини 
1K , 2K  є однозначними непе-
рервно диференційовними функціями від пара-
метрів P , p , кожна з яких набуває мінімального 
значення (і локально, і глобально) тільки в одній 
точці (кожна у своїй). Лінії рівня 
1( , ) constK P p   
та 
2 ( , ) constK P p   цих функцій (ізокванти, 
ізолінії) можна відобразити гладкими замкнутими 
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кривими (рис. 4: штрихові криві хай відобража-
ють ізолінії 
1 idemK  , а штрихпунктирні — 
ізолінії 
2 idemK  ; точки 1O , 2O  відповідають 
мінімумам величин 
1K , 2K  відповідно). Ізолінії 
1( , ) idemK P p   та 2( , ) constK P p   взаємодотика-
ються в точках, належних лініям 'k k  і 'l l . 
Крива k k  проходить через точки мінімуму 
1O  і 
2O . До того ж, відтинок 1 2OO  лінії 'k k  об’єднує 
всі точки так званого «зовнішнього» взаємодоти-
кання (коли точки 
1O  і 2O  перебувають по різні 
боки від спільної дотичної прямої до кривих 
1( , ) idemK P p   та 2( , ) idemK P p  ). Всі інші 
точки ліній 'k k  і 'l l  — це точки внутрішнь-
ого взаємодотикання ізоліній (
1O  і 2O  перебува-
ють по один бік від спільної дотичної до кривих 
1( , ) idemK P p   та 2( , ) idemK P p  ; щоправда, O  
є одночасно і точкою взаємодотику, і точкою 




Рисунок 4 — Двокритерійне оцінювання  
двопараметричних ситуацій  
 
Легко бачити, що відтинок 
1 2OO  лінії 'k k  
(див. рис. 4) — це своєрідний атрактор (Парето-
атрактор): будь якій точці ( ,P p ), що належить мно-
жині допустимих D  і розташована поза атрактором, 
можна поставити у відповідність «кращу» (з мен-
шим значенням 
1K  чи/та 2K ) точку відтинка 1 2OO  
лінії 'k k , ніяк не конфліктуючи ні з вимогами 
критерію 
1K , ні з вимогами критерію 2K . Кон-
флікти можуть виникати тільки між розв’язками, 
відображуваними саме точками відтинка 
1 2OO . 
Приміром, стан 
0S  системи можна змінити на стан 
1S , мінімізуючи 1K  за незмінного 2K ; далі, доречно 
мінімізувати 
2K  за незмінного 1K , потрапляючи в 
точку 
2S ; наступна мінімізація 1K  за незмінного 2K  
веде у точку 
3 1 2S OO , з якої далі безконфліктно 
рухатись множиною допустимих розв’язків вже не-
можливо. Подібний перехід можна здійснити, 
навіть перебуваючи на границі області допустимих 
значень параметрів P , p , приміром, — в точці 0A
: не змінюючи значення 
2K  але зменшуючи 1K , по-
чаткову точку 0A  можна сумістити з точкою 1A ; 
далі, не змінюючи 
1K  але зменшуючи 2K , потрап-
ляємо в точку 
2A , згодом, повторюючи перший 
крок, — в точку A  лінії 'l l . А виявляється, кожну 
точку лінії 'l l  завжди з зиском можна перевести в 
точку лінії 'k k , а потім — в точку її відтинка 
1 2OO . Звісно, описаний процес не веде до однознач-
ності: приміром перехід 
0 1 2 3S S S S    нічим не гірший 
за зроблений раніше перехід 
0 1 2 3S S S S . Отже й се-
ред станів 
3S , 3S   нема гіршого-кращого. І взагалі, 
точці 
0S  можна беззастережно поставити у 
відповідність будь-яку точку відрізка 
1 2OO .  
Описаний алгоритм мінімізації критеріїв 
1K  
і 
2K  можна вважати найкоротшим, здійснюваним 
за найменшу кількість кроків, якщо поставити 
собі за мету вдаватись до наступного кроку тільки 
тоді, коли цілком вичерпались можливості змен-
шити чи 
1K , чи 2K  на попередньому кроці. Але 
навіть така жорстка умова не дозволяє одно-
значно довільній точці ( , )P p  з множини D  допу-
стимих поставити у відповідність яку-небудь 
одну точку з множини оптимальних (належних 
криволінійному відтинкові 
1 2OO ).  
Покрокове удосконалення системи. 
Наслідком оптимізації є «нова» досконалість 
(усвідомлений, визнаний вищий її рівень). А вдос-
коналювання — це перманентний процес: він має 
початок, але не має кінця. А оскільки «нові» доско-
налості виникають постійно і з кожної з них пев-
ний час користають, то, зрозуміло, процес удоско-
налювання — це покроковий процес, нескінченне 
прямування до недосяжного ідеалу в рамках 
певним чином окресленої якості. І саме цю обста-
вину обов’язково слід брати до уваги перш за все.  
Звісно, перелаштовуючи ситуацію на 
краще, простіше змінювати не обидва параметри 
одночасно, залишаючи незмінним значення яко-
гось одного критерію, а лише один із параметрів, 
залишаючи інший незмінним — але знову так, аби 
не виникало протиставлення критеріїв. Отож по-
будуймо (рис. 5) лінії 'k k , l l , m m , n n
, що є множинами точок дотикання горизонталь-
них idemp   (змінюється P ) і вертикальних 
idemP   (змінюється p ) прямих до ізоліній 
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1( , ) idemK p P   і 2( , ) idemK p P  . Приміром, на-
лежна лінії 'k k  точка A  — це точка дотику 
вертикальної прямої 
АП  (ізокванти idemP  ) до 
ізокванти 
1 idemK  , а належна лінії n n  точка 
B  — це точка дотику горизонтальної прямої BП  
(ізокванти idemp  ) до ізокванти 
2 idemK  … 
Початковій ситуації, відображуваній, приміром, 
точкою 01S , можна, змінюючи тільки P , проти-
ставити ситуацію, відображувану точкою від-
тинка 
1 1OO . Ця нова ситуація вигідніша як з пози-
ції 
1K , так і з позиції 2K . А от подальша почергова 
зміна чи P , чи p  наразиться на спротив чи з по-
гляду 
1K , чи з погляду 2K . Натомість ситуації 02S  
і 
03S , змінюючи спочатку P , а потім p , можна, 
не зустрічаючи жодного вмотивованого спротиву, 
перевести на ламану лінію 
1 2OOO . Ситуації ж 04S
, 
05S , 06S  тягнуться до ситуації 2O , як 07S , 08S  — 
до 
1O  (унаслідок нескінченної кількості почерго-
вих змін параметрів). Залежно від того, який па-
раметр змінювати на першому кроці — P  чи p , 
— ситуацію 
09S  можна перевести у множину чи 
1 2OOO   , чи 2 2O O . Подальша безконфліктна зміна 
параметрів неможлива.  
 
Рисунок 5 — Найпростіший алгоритм покрокової 
зміни ситуацій на краще  
 
Звернімо увагу на те, що якщо початкову 
ситуацію відображає яка-небудь точка між 
лініями 'k k , m m , то на першому кроці без 
конфліктів можна змінювати лише параметр P . 
А якщо початкову ситуацію відображає точка між 
лініями l l , n n  (на рис. 5 за приклади прав-
лять ситуації 
05S , 0 10S ), то першим кроком му-
сить бути зміна обов’язково параметра p . Тож, 
якщо початкову ситуацію відображає точка за-
штрихованої множини, то змінити цю ситуацію 
на краще без конфлікту не вдасться. Очевидно, 
що цього разу за атрактор править вся область 
1 1 2 2OOO O OO     (разом з границею).  
Отож з погляду стороннього (розумного) 
спостерігача всі ситуації, відображені на рис. 4 
криволінійним відтинком 
1 2OO , є рівноцінними й 
однаково оптимальними. Натомість, якщо хтось з 
безпосередньо причетних до аналізованих ситу-
ацій твердо стоїть на позиціях 
1K , а хтось — 
твердо на позиціях 
2K , то можна казати, що між 
ними нездоланний конфлікт.  
Спадає на думку залучити додатковий кри-
терій оптимальності, аби дійти однозначно опти-
мальної ситуації. Але якщо цей додатковий кри-
терій вагомий і об’єктивний, то чому ж ним зігно-
рували на початку процесу оптимізації? Цікаво, 
якщо від початку оперувати одночасно трьома 
критеріями, то виникнуть ще менш чіткі ситуації. 
Тоді, що — треба залучати ще один критерій? 
Скоріш за все, конфлікт не подолати за допомо-
гою додаткових критеріїв.  
Віртуальне розширення оптимізаційної 
задачі. Тоді, мабуть, далі ситуацію слід залишити 
напризволяще — хай кожен залишиться при 
своїх? Отож хай точки 
1 1 1( , )O P p  і 2 2 2( , )O P p  (див. 
рис. 4) відображають різні параметри певної ма-
шини. Не поступаючись один одному, хай при-
хильники досконалості машини в сенсі 
1K  захоп-
лять частку   (0 1  ) ринку (частку стороннь-
ого не надто компетентного визнання), а прихиль-
ники досконалості в сенсі 
2K  — частку 1   
цього ринку. В такому разі виглядатиме так, ніби 
на ринку з’явилась одна-єдина машина з фіктив-
ними параметрами  
1 2(1 )P P P    , 1 2(1 )p p p    .  
Вона відображатиметься певною точкою відтинку 
прямої 
1 2OO  (різні точки якого відповідають різ-
ним значенням параметра  ). Саме визнання 
ринку й буде тим інтегральними критерієм доско-
налості, зміст якого формально описувати не 
обов’язково. Відтинок прямої 
1 2OO   
2 1 2 1 1 2 2 1( ) ( ) ( )P P p p p P p P p P     , 21 PPP   
 
від криволінійного однойменного відтинка 
1 2OO  
зазвичай відрізняється мало.  
Множення різноманіття — це зазвичай 
прояв нездоланності конфліктів інтересів. Зро-
зуміло, різноманіття завжди є витратнішим. 
Вільне ринкування майже завжди загрожує пере-
виробництвом та й іншими погано прогнозова-
ними збитками. Аби атрактор «спрацював» по-
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трібен диктатор, який втихомирив би амбіції при-
хильників К1-досконалості і прихильників К2-дос-
коналості. Корисно підкреслити, що зазвичай 
атрактори — це наближені розв’язки оптимізацій-
них задач-проблем (часом отримуваних за допо-
могою числових комп’ютерних експериментів). 
Тому боротися за точне втілення чогось приблиз-
ного нема жодного сенсу.  
Відтворімо на рис. 6 приблизно те, що зоб-
ражено на рис. 4 і 5 (точність відтворення зна-
чення не має). І хай точка 
0S  лінії m m  (рис. 6а), 
що є аналогом лінії k k  на рис. 4, відображає 
початкову ситуацію в оптимізаційній задачі. Цю 
ситуацію формують параметри 
0p p  і P P
 ; 
при цьому 
1 !kK K . До того ж, хай ідеться лише 
про оптимізацію параметра P  (
0p p  — зали-
шається незмінним). Тож виникає можливість 
розглянути задачу однопараметричної оп-

























Рисунок 6 — Перетворення ситуацій в  
однопараметричній задачі,  
що розглядається на тлі двопараметричної  
 
На перший погляд здається, що ком-
промісна ситуація могла б відображатись якоюсь 
точкою 0( , )k kS P p

, розташованою десь між точ-
ками 
1O  і 2O , що відповідають мінімальним зна-
ченням 
1K  і 2K  на множині 0 idemp p  . Або ж 
весь атрактор 
1 2OO   — це і є шуканий оптималь-
ний розв’язок однопараметричної задачі.  
Значення параметра P P  в координатній 
системі 
1 2K OK  на рис. 6б відповідає точці доти-
кання кривих m m  та 0 0p p , що є аналогами 
кривої m m  та горизонтальної прямої 
0 constp p   на рис. 6а. Але незважаючи на те, 
що точка 
0S  належить ідентифікаційній лінії 
m m , вона, однак, не ідентифікує оптимуму: за 
однакового 
1 1kK K  існує привабливіша ситуація 
2 0( ', )S P p
 . Та виходячи за рамки однопарамет-
ричності, ситуацію 
0S  доречно трансформувати у 
двопараметричну ситуацію 
1S  , якій відповіда-
тиме однопараметрична ситуація 
1S . Тепер не 
обов’язково, аби компромісний розв’язок kP
  
належав атрактору 
1 2OO  . Було б добре, якби 
справджувалась умова 1 2kP P P
   (див. рис. 4). А 
загалом атрактор 
1 2A A  звужується до атрактора 
1 2B B , рис. 6в.  
Хай знову йдеться про оцінювання опти-
мальності деякого параметра Р машини у разі 
незмінних інших її параметрів за допомогою двох 
критеріїв 
1 0K   і 2 0K   (рис. 7), значення яких є 
сенс мінімізувати. Профіль ситуації тут склад-
ніший за відображений на рис. 1. І хай довільна 
точка P  кривої 
1 2( , ) 0F K K   — це початок си-
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стеми координат xPy , осі якої обернено зорієнто-
вані відносно осей основної системи координат 
1 2K OK . Якщо в першому квадранті нової системи 
координат xPy , включаючи також її осі, 
знайдеться хоча б ще одна точка кривої 
1 2( , ) 0F K K  , то заздалегідь виділена точка P  не 
може відповідати оптимальному значенню пара-
метра автомобіля (в будь-якій іншій точці кривої 
1 2K OK  з першого квадранта значення однієї в ве-
личин 
1K , 2K  обов’язково є меншим, а значення 
іншої не перевищує значення цих величин у точці 
P ). У наведеному на рис. 7а прикладі цілий від-
тинок 1 xPPP P
  лінії 
1 2( , ) 0F K K   перебуває пер-
шому квадранті системи координат xPy , а отже 
P  — тривіальна точка; їй доречно протиставити 
точку 






Рисунок 7 — Вишукування нетривіальних  
розв’язків-ситуацій 
 
Зберігаючи задане орієнтування осей си-
стеми координат xPy  і пересуваючи її початок Р 
вздовж кривої 
1 2( , ) 0F K K   засобами такого са-
мого аналізу дійдемо висновку, що тільки точ-
ками криволінійних відтинків 
1 2[ , ]P P  і 3 4[ , )P P  (за 
винятком точки 
4P ) не можна знехтувати. Вони 
(ці точки) відповідають на рис. 7а множині 
1 2    . Тут реальний оптимум, досяжний у 
разі оптимізації всіх можливих параметрів си-
стеми, відображено точкою Opt.  
Але невизначеність все-дно залишається 
(як і зазвичай). Аби її позбутись, вдаються до ще 
одного критерію, наділеного якимось новим 
змістом. Але, як не крути, цей акт можна вважати 
свідомим спотворенням первісної концепції опти-
мальності. А ще вдаються до формалізованого 
«згортання» первісних критеріїв в один інтеграль-
ний, сподіваючись уникнути таким робом зви-
нувачення у зневаженні первісної концепції. Най-
поширенішим є підхід до згортання критеріїв, що 
спирається на так званий принцип «справедли-
вого компромісу». За критерій оптимальності в 
такому разі править, як уже зазначалось, величина 
1 2K kK K , де k  — стала. Критерій-згортка K  
справді сприяє усуненню невизначеності. 
Приміром, у випадку, що ілюструє рис. 7а, опти-
мальним є одне-єдине значення параметра kP
  
(див. також рис. 7б). Проте на визначеність-не-
визначеність розв’язків оптимізаційної задачі 
можна подивитись ще й під іншим кутом зору [1].  
Коли оперують параметром P , слід розуміти, 
всі інші параметри залишаються незмінними. 
Приміром, якомусь параметрові p  заздалегідь було 
надано конкретного, незмінного значення 
0p . А що, 
коли p  (звісно, подумки) змінювати разом з P ? В 
такому разі замість конкретного співвідношення 
0 1 2 0 1 2( , , ) ( , ) 0F K K p F K K   доведеться опе-
рувати цілою низкою, множиною співвідношень 
1 2( , , ) 0F K K p  , надаючи p  якихось «потрібних» 
значень. Тож можна побудувати їх обвідну m m , 
див. рис. 7а. Якщо ця обвідна є опуклою (її 
надграфік — опукла фігура), то вона ідентифікує 
пари значень ( , )P p  параметрів P , p , які мають в 
сенсі критеріїв 
1K , 2K  хоч якісь переваги перед ін-
шими подібними парами. А оскільки за мету стави-
лось оптимізувати лише параметр P , то зали-
шається звернути особливу увагу на точку P  доти-
кання ліній 
1 2( , ) 0F K K   і m m : саме вона має 
відповідати оптимальному значенню параметра P  
у разі 
0p p .  
Тож невизначеність у разі оптимізації пара-
метра Р вдалось усунути, аналізуючи прояв де-
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якого іншого параметра. Тому принцип, на заса-
дах якого усунуто невизначеність, є підстави 
назвати принципом розширення оптимізаційної 
задачі. Як свідчить приклад, наведений на рис. 7а, 
значення P  та kP
  можуть суттєво відрізнятись 
один від одного. А це означає, що принцип роз-
ширення та принцип справедливого компромісу 
загалом не сумісні. При цьому варто наголосити, 
що з’ясовування принципу розширення ніде не 
супроводжувалось яким-небудь порушенням кон-
цепції оптимальності.  
Формалізаційні аспекти. Умови опти-
мальноcті в параметричній задачі ідентифіку-
ються із застосуванням принципу розширення в 
аналітичній формі, якщо основна залежність 
0 1 2( , , ) 0F K K p   та рівняння обвідної задовольня-
ють певним умовам гладкості та опуклості. 
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     
 
обвідну т–т можна описати аналітично парою 
рівнянь 
0 1 2( , , ) 0F K K p  , 
0







          (1) 
або одним рівнянням 
1 2( , ) 0F K K  , вилучаючи з 
наведеної пари рівнянь змінну p . Завдяки цьому 
запис необхідних, а часто й достатніх умов опти-
мальності стає аналітично замкнутим. 
У загальнішому випадну, коли порушу-
ються умови гладкості (диференційовності) 
аналітичних залежностей, що фігурують в оп-
тимізаційній задачі, або порушується умова опук-
лості вниз обвідної, формулювання умов опти-
мальності ускладнюється. Проте принцип розши-
рення задачі параметричної оптимізації і тут зали-
шається доволі ефективним.  
У разі оптимальності на засадах справедли-






  . 
Отже точку kP
  можна тлумачити як точку 
дотику кривої 
0 1 2 0( , , ) 0F K K p   та гіперболи 
1 2 constK K  , яка задовольняє щойно наведеному 
диференціальному рівнянню. Таким чином точка 
kP
  відображала б істинний оптимум в тому разі, 
якщо б гіпербола була обвідною сім’ї кривих 
0 1 2( , , ) 0F K K p   (див. рис 7б).  
На підставі другого з рівнянь (1) умову оп-
тимальності параметра P  можна подати у вигляді  
 
1 2 2 1 0
K K K K
p P p P
   
 
   
.                 (2) 
У разі ж справедливого компромісу умова 










.                        (3) 
Зауважмо, рівняння (2) є симетричним 
відносно величин p  і P . Тобто його можна тлу-
мачити також як умову оптимальності параметра 
p  за фіксованого P . 
Хай P  задовольняє умову оптимальності 
(3). Дозвольмо собі на засадах справедливого 
компромісу ще додатково покращити властивості 
машини, оптимізуючи параметр p . Отож по-










.                     (4) 
Усуньмо з рівнянь (3) і (4), приміром, 
змінну 
1K , тож дійдемо співвідношення  
 
1 2 1 2
2 0
K K K K
K
P p p P
    
  
    
,              (5) 
 
що у разі 
2 0K   збігається з (2). Але ж умова (2) 
була записана для 
0p p , тоді як умова (5) має 
справджуватись за додаткової умови (3) (чи (4)). 
Отож наголосімо: в обох випадках P  є оптималь-
ним, якщо задовольняється необхідна умова опти-
мальності (2), але в першому випадку 
0p p , а і 
другому p  задовольняє рівняння (3) чи (4).  
Зрештою, умова (2) справджуватиметься й 














.            (6) 
 
тобто умову (2) можна задовольнити також, оп-
тимізуючи p  за критерієм 
1K , а P  — за кри-
терієм 
2K , або навпаки, p  — за 2K , а P  — за 1K  
Як випливає з рис. 7б, точці kP
  можна про-
тиставити будь-яку іншу точку заштрихованого 
трикутника A k BP P P
 , якій відповідають приваб-
ливіші значення 
1K  та 2K . Це означає, що існує 
можливість покращити властивості машини за 
рахунок відповідної зміни параметрів P  та p  ра-
зом з якимись іншими параметрами. У разі непе-
рервної залежності 
1K  та 2K  від P  та p  слід 
сподіватись, що покращення властивостей ма-
шини можна досягнути й за фіксованого P P  
варіюванням значень p . Найістотнішими покра-
щення властивостей було б тоді, коли параметрам 
P , p  відповідала б будь-яка точка кри-
волінійного відтинка 
A BP P . Що ж стосується 
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точки P , то альтернативи їй віднайти нема мож-
ливості. Це стосується й значень P  та p , що за-
довольняють умови (6).  
Зауважмо, до лінії 
1 2( , ) 0F K K   здолу 
можна припасувати дотичну пряму, рис. 7б. 
Точки P  і P  можна «змішати» подумки в одну 
третю «умовну» точку P  відповідно до формули  
 
(1 )P P P     , 0 1  ,             (7) 
 
про яку вже згадувалось. Всі умовні точки ніби за-
повнять відтинок прямої P P  . Отож множину не-
тривіальних точок об’єднуватиме опуклий графік 
1 3PP P P  , рис. 8. Натомість з множини нетривіаль-
них довелося вилучити точки, належні відтинкам 
ліній 
2P P  і 4P P . І виглядає так, ніби частини 
графіків 
1 1( )K K P , 2 2 ( )K K P , ( )K K P  в об-
ласті [ , ]P P   стали прямолінійними (див. рис. 7а). 
Та цього разу 
1 2K kK K . Але якщо б точки (7) були 
реальними, то залежність 
1 2K kK K  виявилася б 
увігнутою (див. ділянку L  на рис. 7а), не визнаючи 




Рисунок 8 — Штучне розширення-звуження  
множини нетривіальних розв’язків-ситуацій  
 
Обвідна, взагалі кажучи, може своїм особ-
ливим перебігом, рис. 9, аж ніяк не сприяти вста-
новленню однозначності в процесі розв’язування 
оптимізаційної задачі. Візьмімо для прикладу 
неоднозначні й немонотонно спадні обвідні 
mm  та m m  , перша з яких своїм «язиком» 
дотикається лінії 
1 2( , ) 0F K K   в точці R , а 
друга — в точці S   (рис. 9а). Але ні R , ні S   не 
належать відтинкам 
1 2[ , ]P P  і 3 4[ , )P P  (див. рис. 7б)! 
Звісно, точці R  можна однозначно протиставити 
точку R  ( 1K  залишається незмінним, а 2K  спадає), 
а точці S   — точку S  ( 2K  залишається незмінним, 
а 
1K  спадає). Але насправді цю дію не можливо без-
застережно вмотивувати, якось поєднати з май-
бутньою оптимізацією відповідного параметра p . 
Понад те, особливості обвідних у вигляді «язиків» 
об’єднують в собі цілком тривіальні розв’язки: 
приміром точці A  на обвідній m m  можна безкон-
фліктно протиставити кращі точки на тій самій 
mm . Усуваючи ці тривіальні точки, обвідні дове-
деться перетворити на розривні криві, рис. 9б. Але 
при цьому вони перестануть бути інцидентними з 
кривою 
1 2( , ) 0F K K  . Більш того, вводячи особ-
ливі розв’язки штибу (7), первісні обвідні дове-
деться заступити обвідними 
1 2m mm m  , 
1 2mm m    з умовними прямолінійними ділянками 






Рисунок 9 — Особливі випадки оптимізаційної задачі  
 
Оминати зазначені клопоти можна, вдаю-
чись до умовного варіювання ще одним парамет-
ром, або ж керуватись обвідними тільки відтинків 
1 2[ , ]P P  і 3 4[ , )P P  (а не всієї лінії 1 2( , ) 0F K K  )… 
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А взагалі способів обійти такі труднощі є багато, 
але про них тут не йтиметься.  
Та хай там як, але принцип визнання 
рівноцінними всіх розв’язків, найкращий в прояві 
яких розпізнати, залишаючись в рамках прийнятої 
концепції, не можливо, все ж є найсправедливішим 
і найоб’єктивнішим. Та й особливий перебіг зако-
номірностей, якими доводиться оперувати в оп-
тимізаційній задачі, часто не є об’єктивною реаль-
ністю, а лише — наслідком того, що доводиться 
мати справу не з сутністю, а з явищем, та ще й спи-
ратися на обмежені можливості точно визна-
чати/виміряти/перетворювати…  
Зростання кількості параметрів, якими дове-
деться оперувати, збільшує розмірність оп-
тимізаційної задачі і всіх її елементів.  
Резюме. 1. Самі по собі математичні засоби 
оптимізації аж ніяк не наближають дослідника (чи ін-
женера) до істинного розуміння досконалості си-
стеми/машини. З іншого боку, рефлекс уникати ма-
тематики, покладаючись на емпіричне сприйняття 
властивостей і досконалості системи, істотно об-
межує пізнавальні здатності/можливості дослідника, 
та й кожного, хто намагається свідомо й цілеспрямо-
вано жити (життя — це ж бо розв’язування-
вирішення низки цікавих і корисних задач-завдань). 
Та виявляється, перш ніж вдатися до математичного 
формалізму, все ж необхідно подолати суб’єктивні 
парадигмально-змістові протиріччя.  
2. Вимірюють зазвичай досконалість при-
наймні двома протиставними (взаємно супереч-
ними) вимірниками (критеріями), наділеними 
фізичним змістом (багатоцільова ж постановка оп-
тимізаційної задачі — це радше вияв поганого ро-
зуміння суті досконалості). У певній мірі вимірники 
досконалості завжди є суб’єктивними. А опе-
рування одночасно двома критеріями ще більше по-
глиблює об’єктивну невизначеність у трактуванні 
досконалості системи/машини. Виявляється, муль-
типлікативний критерій так званого справедливого 
компромісу насправді виражає середнє геомет-
ричне основних критеріїв. І нема жодних підстав 
надавати йому перевагу перед, скажімо, середнім 
арифметичним (після відповідного погодження роз-
мірностей) первинних критеріїв.  
3. Цілком логічно випливає ідея відмовитися 
від формального згортання часткових протиставних 
критеріїв в якийсь один узагальнений. Оперуючи ж 
одночасно двома протиставними критеріями як 
цілком рівноправними, оптимізаційну задачу, вияв-
ляється, можна звести до пошуку не якихось окре-
мих її розв’язків в звичному розумінні, а до іденти-
фікації так званих атракторів — множинних опти-
мальних розв’язків. В межах атрактора всі можливі 
звичні розв’язки оптимізаційної задачі доречно/до-
цільно вважати цілком рівноцінними. Проте нездо-
ланний суб’єктивізм насправді не завжди дозволяє 
пристати на цю думку. В такому разі потрібна 
участь якогось «розумного диктатора».  
4. Атрактор часто формально можна розши-
рити, трактуючи кожен можливий розв’язок оп-
тимізаційної задачі як систему (зважене поєднання) 
двох (чи й більше) звичайних розв’язків. В такому 
разі частина оптимальних у звичному сенсі розв’яз-
ків може втратити привабливість як ідентифікатори 
досконалості системи/машини. Але загалом мно-
жина привабливих розв’язків все-таки розшириться.  
5. Ефективним методом звуження невизначе-
ності в ухваленні оптимізаційних рішень є так званий 
метод розширення оптимізаційної задачі. Суть ме-
тоду розширення-звуження полягає в тому, що поряд 
з параметрами, якими реально доводиться оперувати 
з метою удосконалення системи/машини, в якості за-
собу оптимізації віртуально слід узяти ще один 
якийсь параметр. Нова задача, звісно, буде вірту-
ально ширшою за попередню основну. Вона обов’яз-
ково матиме свій атрактор-розв’язок, відмінний від 
атрактора-розв’язку основної задачі. Спільні еле-
менти атракторів основної (первісної) і нової (розши-
реної) задач власне і складатимуть шуканий опти-
мальний розв’язок основної задачі, якому властивий 
суттєво менший рівень невизначеності.  
6. Описані тут алгоритми пошуку оптималь-
ного формалізовано відтворюють реальний процес 
покрокового удосконалення всього рукотворного 
— від прийнятного до кращого… Не існує при-
кладів, коли б щось було створено відразу беззасте-
режно оптимально (а ідеальне — взагалі не пізна-
ване, а отже й не втілюване). На кожному кроці 
один з алгоритмів регламентує мінімізувати зна-
чення якогось одного критерію, не змінюючи дру-
гого. А тому поза атрактором жодних конфліктів ін-
тересів не виникає. І тільки в межах атрактора, за 
який, приміром, править відтинок лінії (він є одно-
вимірним), злагода зникає. Інший алгоритм поєднує 
в собі низку кроків, в кожному з яких змінюється 
тільки один параметр і зиск при цьому мають як 
прихильники К1-досконалості, так і прихильники 
К2-досконалості. Тож не виникає конфліктів, аж до-
поки алгоритм, знову ж таки, не надибує атрактор, 
який цього разу є областю точок на площині.  
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