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Abstract
When k|n, the tree Combn,k consists of a path containing n/k vertices, each of whose
vertices has a disjoint path length k − 1 beginning at it. We show that, for any k = k(n)
and ε > 0, the binomial random graph G(n, (1 + ε) logn/n) almost surely contains Combn,k
as a subgraph. This improves a recent result of Kahn, Lubetzky and Wormald. We prove
a similar statement for a more general class of trees containing both these combs and all
bounded degree spanning trees which have at least εn/ log9 n disjoint bare paths length⌈
log9 n
⌉
.
We also give an efficient method for finding large expander subgraphs in a binomial
random graph. This allows us to improve a result on almost spanning trees by Balogh,
Csaba, Pei and Samotij.
1 Introduction
Given a tree T with n vertices and maximum degree at most ∆, for what range of p are we
likely to find a copy of T in the binomial random graph G(n, p)? Around twenty years ago, Kahn
proposed the following natural conjecture [9].
Conjecture. For every fixed ∆ > 0, there is some constant C such that if T is a tree on n
vertices with maximum degree ∆, then the random graph G(n,C log n/n) almost surely contains
a copy of T .
As we expect isolated vertices when p < log n/n, this conjecture would be tight up to the
constant.
Alon, Krivelevich and Sudakov [1] showed that, for every ε > 0 and ∆ ∈ N, there is some
c = c(ε,∆) for which the random graph G(n, c/n) almost surely contains a copy of every tree on
at most (1 − ε)n vertices with maximum degree at most ∆. Taking T (n,∆) to be the class of
all trees on n vertices with maximum degree at most ∆, we say such a graph is T ((1− ε)n,∆)-
universal. Alon, Krivelevich and Sudakov used their result for these almost spanning trees to
demonstrate that the above conjecture for spanning trees is true for trees which have at least
αn leaves, for any fixed α > 0.
Krivelevich [10] showed that, for every ε > 0, if T ∈ T (n,∆), then G(n, n−1+ε) almost surely
contains a copy of T , as well as considering the same question with larger, non-constant, ∆. The
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author [12] recently proved that, if T ∈ T (n,∆), then G(n,∆ log5 n/n) almost surely contains a
copy of T .
Hefetz, Krivelevich and Szabo´ [6] proved that, for each ε, α > 0, if T ∈ T (n,∆) has at least
αn leaves, then G(n, (1 + ε) log n/n) almost surely contains a copy of T . As noted above, the
threshold for G(n, p) to be connected demonstrates that the probability they used is tight up to
a factor of (1 + ε). Hefetz, Krivelevich and Szabo´ were also able to prove that such a random
graph almost surely contains all the trees in T (n,∆) which contain a path of length at least αn
whose interior vertices all have degree 2 in T . Such a path is known as a bare path.
As early as the statement of the conjecture above, the study of the following specific trees,
known as combs, was suggested [9]. When k|n, the tree Combn,k consists of a path P of length
n/k − 1, and n/k disjoint paths of length k − 1, each starting at a vertex of P . The conjecture
was recently proved for such trees by Kahn, Lubetzky and Wormald [8, 9]. Here, we show that
p = (1 + ε) log n/n is sufficient to almost surely find a copy of a tree T in G(n, p) if T belongs to
a wider class of trees which contains the combs.
We say a path P in a tree T is a tooth if it is a bare path, one of whose end vertices is a leaf.
The tree Combn,k has n/k teeth length k, and thus is covered by the following theorem.
Theorem 1.1. Let α, ε > 0 and ∆ ∈ N be fixed. Let k ≥ 10 and suppose T ∈ T (n,∆) has at
least αn/k teeth length k. Then, almost surely, the random graph G(n, (1 + ε) log n/n) contains
a copy of T .
When k is fixed, the trees in Theorem 1.1 have at least αn/k leaves and are covered by the
work of Hefetz, Krivelevich and Szabo´. The methods used by Kahn, Lubetzky and Wormald
could be used to embed the trees considered in Theorem 1.1, but would require the probability to
increase with α. By combining the methods used to prove Theorem 1.1 with methods in [12], we
extend the class of trees T for which we can almost surely find a copy of T in G(n, (1+ε) log n/n).
Theorem 1.2. Let α, ε,∆ > 0. The random graph G(n, (1 + ε) log n/n) almost surely contains
a copy of every tree T ∈ T (n,∆) which has at least αn/ log9 n disjoint bare paths with length⌈
log9 n
⌉
.
In fact, the proof for Theorem 1.2 requires of a graph T only that it has bounded degree and
is acyclic once the bare paths of length
⌈
log9 n
⌉
are removed. Thus, the following holds.
Theorem 1.3. For each ε > 0, if k|n and k ≥ 2 log9 n, then almost surely G(n, (1 + ε) log n/n)
can be covered by n/k cycles of length k.
In the range of k specified this improves a result of Lubetzky, Kahn and Wormald factoring
the binomial random graph into cycles [8]. As such a factorisation into cycles requires G(n, p)
to have no isolated vertices, this result is tight.
Lubetzky, Kahn and Wormald’s approach to embedding Combn,k in the region k ≥ κ log n,
for some fixed κ, used their almost sure factorisation of G(n, p) into cycles length k. They
show this factorisation exists using a delicate probabilistic argument. We take a very different,
constructive, approach, that only uses simple probability to derive expansion properties of a
random graph, which are then used to find the required spanning trees.
As part of our efforts to give a clear presentation of the proofs of Theorems 1.1 and 1.2, we
make use of a simple method for finding, in graphs with expansion properties for large sets, large
subgraphs with expansion properties for small sets. As an example of this, we make a small
improvement on the probability required to embed almost spanning trees. Balogh, Csaba, Pei
and Samotij [2] used a theorem of Haxell [4] to show that the random graph G(n, c/n) is almost
surely T ((1− ε)n,∆)-universal if c ≥ max{1000∆ log(20∆), 30(∆/ε) log(4e/ε)}. This improved
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the value of c used by Alon, Krivelevich and Sudakov for the same result. We simplify the proof
in [2], giving a small improvement to the value of c required.
Theorem 1.4. Let d ≥ 2 and 0 < ε < 1/2. If c ≥ (30∆/ε) log(4e/ε), then the random graph
G(n, c/n) is almost surely T ((1− ε)n,∆)-universal.
As noted by Alon, Krivelevich and Sudakov [1], the constant c cannot be reduced beneath
c0∆ log(1/ε) for some absolute constant c0. Hence, the dependence of c on ∆ in Theorem 1.4 is
correct.
In Section 2 we will cover some simple probabilistic results, as well as collect tools from other
work. In Section 3 we will prove Theorem 1.4. In Section 4 we introduce (l, γ)-connectors and
sketch an embedding of the comb in the random graph G(n, log2 n/n). Sections 5 and 6 prove
Theorems 1.1 and 1.2 respectively.
2 Preliminaries
2.1 Notation
For a graph G, V (G) will be the vertex set of G and |G| = |V (G)|. Where W ⊂ V (G), G[W ]
is the subgraph of G induced on the vertices of W . The set of neighbours of a vertex v is
denoted by N(v), and the neighbourhood of a vertex set A ⊂ V (G) by N(A) = (∪v∈AN(v)) \A.
Where multiple graphs are used, we use NG(v) for the neighbourhood of a vertex v in the graph
G. We use N(A,B) to refer to the set of neighbours of A in B, that is N(A) ∩ B. We take
dG(x,A) = |NG(x,A)|, and let
dG(A,B) =
∑
x∈A
dG(x,B).
We say a path with l vertices has length l − 1, and call a path P an x, y-path if the vertices
x, y have degree 1 in P . We call x, y the ends of P . When we remove a path from a graph we
will remove all the edges of the path and delete any resulting isolated vertices.
Given two disjoint vertex sets A and B, a d-matching from A into B is a collection of disjoint
sets {Xa ⊂ N(a,B) : a ∈ A} so that, for each a ∈ A, |Xa| = d. As is well known, such matchings
can be found by showing that Hall’s generalised matching condition holds. For details on this,
and other standard notation, see Bolloba´s [3]. We use log for the natural logarithm, and in
several places omit rounding signs when they are not crucial.
2.2 Expanders and Almost Spanning Trees
The main properties we will use for our embeddings will be various graph expansion properties.
We use the same definition of expansion as Johannsen, Krivelevich and Samotij [7].
Definition. Let n ∈ N and d ∈ R+. A graph G is an (n, d)-expander if |V (G)| = n and G
satisfies the following two conditions.
1. |NG(X)| ≥ d|X| for all X ⊂ V (G) with 1 ≤ |X| < d n2de.
2. dG(X,Y ) > 0 for all disjoint X,Y ⊂ V (G) with |X| = |Y | = d n2de.
Almost spanning trees can be found in expander graphs using a theorem of Haxell [4], as
shown by Balogh, Csaba, Pei and Samotij [2]. We will use the following formulation of this
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method, which differs from that used by Johannsen, Krivelevich and Samotij [7] only in that a
specific vertex of the tree is embedded to a specific vertex of the expander graph. Fortunately,
this version follows identically by using the full statement of the theorem of Haxell.
Theorem 2.1. Let n,∆ ∈ N, let d ∈ R+ with d ≥ 2∆, and let G be an (n, d)-expander. Given
any tree T ∈ T (n− 4∆d n2de,∆) and vertices v ∈ V (G) and t ∈ V (T ), we can find an embedding
of T in the graph G with t embedded on v.
For Theorem 1.4, we will also require the following formulation, used by Balogh, Csaba, Pei
and Samotij [2].
Theorem 2.2. Let ∆,m,M ∈ N. Let H be a non-empty graph such that
1. if X ⊂ V (H) and 0 < |X| ≤ m, then NH(X)| ≥ ∆|X|+ 1, and
2. if m ≤ |X| ≤ 2m, then |NH(X)| ≥ 2∆|X|+M .
Then H contains every tree in T (M,∆).
Expansion properties can also be used to construct Hamilton cycles, as shown by Hefetz,
Krivelevich and Szabo´ [5].
Theorem 2.3. Let n, d ∈ N satisfy that n is sufficiently large and 12 ≤ d ≤ e 3
√
logn. Then a
graph G on n vertices is Hamiltonian if it satisfies the following conditions:
1. If X ⊂ V (G) and |X| ≤ n log logn log dd logn log log logn , then |N(X)| ≥ d|X|,
2. If X,Y ⊂ V (H) satisfy |X| = |Y | ≥ n log logn log d4130 logn log log logn and are disjoint, then dG(X,Y ) >
0.
Specifically, we will use this theorem in the following form, which follows from Theorem 2.3
by taking d = ε log n/ log log n.
Corollary 2.4. Let ε > 0. If n is sufficiently large, and the graph H is a (n, ε log n/ log log n)-
expander, then H is Hamiltonian.
2.3 Finding paths
Given many pairs of vertices in a graph and a simple large-set expansion property, we can find
some path between one pair of the vertices using the following lemma.
Lemma 2.5 ([12]). Let m,n ∈ N satisfy m ≤ n/800, let d = n/200m and let n be sufficiently
large. Let a graph G with n vertices have the property that any set A ⊂ V (G) with |A| = m
satifies |N(A)| ≥ (1 − 1/64)n. Suppose G contains disjoint vertex sets X, Y and U , with
X = {x1, . . . , x2m}, Y = {y1, . . . , y2m} and |U | = dn/8e. Suppose, in addition, we have integers
ki, i ∈ [2m], satisfying 4 log n/ log d ≤ ki ≤ n/40. Then, for some i, there is an xi, yi-path of
length ki whose internal vertices lie in U .
We say a set of subgraphs covers a graph G if every vertex in G is contained in one of the
subgraphs. To prove Theorem 1.2, we will need the following theorem.
Theorem 2.6 ([12]). Let n be sufficiently large and let k ∈ N satisfy k ≥ 103 log3 n, k|n. Let
a directed graph G contain n/k disjoint vertex pairs (xi, yi) and let W = V (G) \ (∪i{xi, yi}).
Suppose G has the following two properties.
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1. For any subset A ⊂ V (G) with |A| ≤ n/2 log5 n, |N+(A,W )| ≥ |A| log5 n, and |N−(A,W )| ≥
|A| log5 n.
2. Any two disjoint subsets A,B ⊂ V (G) with |A|, |B| ≥ n/2 log5 n must have a directed edge
from A into B.
Then we can cover G with n/k paths Pi, length k − 1, so that, for each i, Pi is a directed path
from xi to yi.
2.4 Probabilistic results
We will use the following results to get expansion properties in a random graph.
Proposition 2.7. Almost surely, if np > 20, any two disjoint subsets A,B ⊂ V (G) of G =
G(n, p) with |A| = |B| = d5 log(np)/pe have some edge between them.
Proof. Let m = d5 log(np)/pe. If q is the probability that there exist two disjoint subsets of size
m which have no edge between them, then
q ≤
(
n
m
)2
(1− p)m2 ≤
(en
m
)2m
e−pm
2 ≤
(
2enp
5 log(np)
)2m
e−5m log(np).
Therefore,
q ≤ (np)2me−5m log(np) = e−3m log(np).
Now, m log(np) ≥ 5 log2(np)/p→∞ as n→∞. Therefore, q → 0 as n→∞.
Proposition 2.8 (Alon, Krivelevich and Sudakov [1], Proposition 3.2). Let G = G(n, p) be a
random graph with np > 20. Then almost surely the number of edges between any two disjoint
subsets of vertices A, |A| = a, and B, |B| = b, with abp ≥ 32n is at least abp/2 and at most
3abp/2.
Our proofs of Theorems 1.1 and 1.2 use ideas from the sharp embedding result of Hefetz,
Krivelevich, and Szabo´ [6], and we will use the following lemmas from their work.
Lemma 2.9 ([6], Lemma 2.1). Let 0 < ε < 1 and 0 ≤ β ≤ ε/7 be real numbers and let
p = p(n) = (1 + ε) log n/n. Let U ⊂ [n] have size |U | ≤ βn. Then, almost surely, the random
graph G = G(n, p) with V (G) = [n] satisfies the following properties:
1. ∆(G) ≤ 10 log n.
2. dG(u, [n] \ U) ≥ η log n for every u ∈ [n], where 0 < η = η(ε) < 1/2 is a real number.
Lemma 2.10 ([6], Lemma 2.4). Let G be a graph on n vertices with maximum degree ∆. Let
Y ⊂ V (G) be a set of m = a + b vertices where a and b are positive integers. Assume that
dG(v, Y ) ≥ δ holds for for every v ∈ V . If
∆2 ·
⌈
m
min{a, b}
⌉
· 2 · e1−min{a,b}
2
5m2
·δ < 1,
then there exists a partition Y = A ∪B of Y such that
1. |A| = a and |B| = b.
5
2. dG(v,A) ≥ a3mdG(v, Y ) for every v ∈ V .
3. dG(v,A) ≥ b3mdG(v, Y ) for every v ∈ V .
We will also require the following lemma, which can be proved using a standard expectation
argument, similar, for example, to calculations in the proof of Lemma 2.9.
Lemma 2.11. Suppose A ⊂ [n] and p = p(n) satisfy p|A| ≥ 10 log n. Let d = p|A|/2. Then
almost surely the random graph G = G(n, p) with V (G) = [n] satisfies the following. For every
subset U ⊂ V (G) with |U | ≤ |A|/2d, |N(U,A)| ≥ d|U |.
2.5 An important property
The following graph property allow us to translate minimum degree conditions into expansion
conditions.
Definition. A graph G has the (d,D, r)-property if it contains no sets A,B ⊂ V (G) with
|A| ≤ r, |B| ≤ d|A| and dG(A,B) ≥ D|A|.
We will typically use the (d,D, r)-property in the following manner. Suppose G has this
property and B ⊂ V (G). Suppose further we have a set A ⊂ V (G), with |A| ≤ r, each of which
has at least D neighbours in B. For any subset U ⊂ A, d(U,U ∪N(U,B)) ≥ D|U |, and so, by the
(d,D, r)-property, we must have |N(U,B)| ≥ (d − 1)|U |. That is, the subsets of A expand into
B. If, in addition, A and B are disjoint, then the above argument shows that |N(U,B)| ≥ |U |
for all U ⊂ A. As Hall’s generalised matching condition is satisfied, a d-matching from A into
B must exist.
The following lemma, concerning when this property holds, is proved using straightforward
probability, but its careful application is crucial in reaching the sharp threshold. It follows a
section of the proof by Alon, Krivelevich and Sudakov of Lemma 3.1 in [1].
Lemma 2.12. Suppose p = p(n) and d = d(n) satisfies log10 n/n ≥ p ≥ 4/n and d ≥ 4. Let
α, β > 0 satisfy
α log
(
α
2eβ
)
≥ 100.
Then G = G(n, p) almost surely has the (d, αd log log n,max{n/d, β log log n/p})-property.
Proof. If G does not have the (d, αd log log n,max{n/d, β log log n/p})-property, then there must
exist two sets A,B ⊂ V (G), where |A| ≤ β log log n/p, |B| = d|A| and dG(A,B) ≥ D|A|, for
D = αd log log n (adding vertices to B if necessary to get equality). Let pr be the probability no
two such sets occur with |A| = r ≤ max{n/d, β log log n/p}. Bearing in mind that some of the
edges might be counted twice if A and B overlap, we have
pr ≤
(
n
r
)(
n
dr
)(
dr2
Dr/2
)
pDr/2
≤
(
en
r
(en
dr
)d(2edrp
D
)D/2)r
≤
((n
r
)2d(2edrp
D
)D/2)r
6
≤
((
2ednp
D
)2d(
2edrp
D
)D/2−2d)r
≤
(
log20d n
(
2edrp
D
)D/4)r
.
If r < log n, then 2edrp/D ≤ log11 n/n for sufficiently large n, and hence, as D = αd log log n,
pr < n
−2. If r ≥ log n, then, as r ≤ β log log n/p, we have
pr ≤ log20dr n
(
2eβ
α
)(αdr log logn)/4
≤ log(20d−100d/4)r n ≤ n−2.
Therefore, by looking at the sum of the probabilities pr, we see the probability such a pair A, B
exists is at most n−1.
2.6 Dividing trees
For Theorem 1.1, we wish to find, in a tree with lots of teeth, a much smaller subtree which still
has plenty of teeth. The following is a slight generalisation of a lemma by Hefetz, Krivelevich
and Szabo´ [6], and is proved below.
Lemma 2.13. For any ε > 0 there exists β = β(ε) > 0 and n0 = n0(ε) ∈ N such that the
following holds. For every tree T , with |T | = n ≥ n0, and subset L ⊂ V (T ), we can find subtrees
S, T1, T2 ⊂ T covering T so that |S| ≤ εn, S contains at least β|L| vertices in L, and T1, T2 are
disjoint and each intersects S in exactly one vertex.
Corollary 2.14. For any ε > 0 there exists β = β(ε) > 0 and n0 = n0(ε) ∈ N such that the
following holds for any l, k ∈ N. For every tree T with n ≥ n0 vertices and l teeth length k,
we can find subtrees S, T1, T2 ⊂ T covering T so that |V (S)| ≤ εn, S has at least (βl − 1) teeth
length k which are also teeth in T , and T1, T2 are disjoint and each intersects S in exactly one
vertex.
Proof. Taking the set L to be the leaves at the end of the teeth length k in T , we apply Lemma
2.13. If the tree produced, S, satisfies |V (S) ∩ L| ≥ 2 then, as it is connected, it must contain
all the teeth with leaves in V (S) ∩ L.
Definition. Where S is a tree, we will say two subtrees S1 and S2 divide S if they cover S and
intersect on precisely one vertex.
Proposition 2.15. Given a tree S we can find two trees S1 and S2 which divide S for which
|S1|, |S2| ≥ |S|/3.
Proof. Take two subtrees S1 and S2 which divide S so that ||S1| − |S2|| is minimized. Let
V (S1) ∩ V (S2) = {v}.
Suppose, without loss of generality, that |S1| > |S2|. If |S2| ≥ |S1| − 1 then we are done, so
suppose otherwise. If v has only one neighbour in S1, x say, then the two trees on the vertex
sets V (S1) \ {v} and V (S2)∪{x} intersect only on x and cover S, contradicting the choice of S1
and S2.
Therefore, there must be at least two neighbours of v in S1, and hence we can find two
subtrees S3, S4 ⊂ S1 which cover S1, each have at least two vertices and which intersect only on
v. Without loss of generality suppose that |S3| ≥ |S4|, so that |S4| ≤ 1 + (|S1| − 1)/2. The trees
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on vertex sets (V (S1) \ V (S4))∪ {v} and V (S2)∪ V (S4) divide S, so, to avoid contradicting the
choice of S1 and S2, we must have
|S1| − |S2| ≤ |S4| − 1 ≤ (|S1| − 1)/2.
Therefore, 2|S2| ≥ |S1| and so, as |S2|+ |S1| = |S|+ 1, |S2| ≥ |S|/3.
Proof of Lemma 2.13. We will prove the lemma for ε = (3/4)−k with parameters β = 6−k and
n0 = 12(4/3)
k by induction on k ∈ N ∪ {0}. This will prove the lemma for all ε > 0 by taking
some integer k = k(ε) such that (3/4)−k < ε. The statement holds easily for k = 0.
Suppose then the statement holds for k. Given a tree T with at least 12(4/3)k+1 vertices and
a set L ⊂ V (T ) with l = |L|, find the trees S, T1 and T2 as described by the lemma for k and say
that V (T1)∩V (S) = {t1} and V (T2)∩V (S) = {t2}. Note that if |S| ≤ (3/4)k+1|T |, then we are
done, so suppose |S| ≥ (3/4)k+1|T | ≥ 12. Divide S into the subtrees S1 and S2 using Lemma
2.15, so that |S1|, |S2| ≥ |S|/3. Then |S1|, |S2| ≤ 2|S|/3 + 1 ≤ (3/4)k+1|T |. As |S ∩L| ≥ 6−k|L|,
without loss of generality, we have |S1 ∩ L| ≥ 6−k|L|/2. Let V (S1) ∩ V (S2) = {s}. Note that
possibly s ∈ {t1, t2}.
Suppose t1, t2, s are distinct vertices which all lie in S1. Take the common intersection
vertex of the unique t1, t2-path, the t2, s-path and the t1, s-path in S1, and call it u. Deleting u
disconnects the vertices t1, t2 and s from each other, so we may find trees S
′
1, S
′
2 and S
′
3 which
intersect only on u, contain t1, t2 and s respectively and cover S. One of these trees, S
′
j say,
must satisfy |S′j ∩ L| ≥ 6−(k+1)|L|. Then, S′j shares at most two other vertices with the other
trees S′i and the trees S2, T1, T2, so we may proceed as below.
If the tree S1 shares at most two other vertices with the trees S2, T1 or T2 then merging any
of the trees S2, T1 and T2 which share a vertex gives at most two trees, each of which intersects
with S1 on precisely one vertex. Taking an additional tree consisting of a single vertex of S1 if
necessary, to make up a second tree, we have the induction hypothesis for k + 1.
3 Almost-spanning trees
In the proof of Theorems 1.1 and 1.2, we will at several points use a simple technique for finding
a subgraph with expansion properties for small sets given a graph with expansion properties for
large sets. This can be found in the following lemma, which we then use to prove Theorem 1.4.
Lemma 3.1. Let d ≥ 1. Suppose G is a graph in which any set A ⊂ V (G) with |A| = m
satisfies |N(A)| ≥ 2dm + m. Then G has a subgraph H, with |H| ≥ |G| −m, in which every
subset A ⊂ V (G) \B with |A| ≤ m satisfies |NH(A)| ≥ d|A|.
Proof. Let B be a largest set subject to |B| ≤ m and |N(B)| < d|B|. Let H = G[V (G)\B]. Take
A ⊂ V (H) with 0 < |A| ≤ m, and suppose |NH(A)| < d|A|. Then, |NG(A ∪B)| < d(|A|+ |B|).
By the definition of B, we must have that |A ∪B| ≥ m. Thus,
|NH(A)| ≥ |NG(A ∪B)| − |NG(B)| − |B| ≥ 2dm+m− dm−m ≥ d|A|.
This contradicts |NH(A)| < d|A|, so no such set A can exist.
We will require also the following lemma from the work of Balogh, Csaba, Pei and Samotij [2],
which is proved using simple probability.
Lemma 3.2 ([2], Lemma 11). Let 0 < β ≤ γ ≤ 1/2 and c ≥ (3/β) log(4e/γ). Then almost
surely the random graph G(n, c/n) does not contain two disjoint sets B and C of size at least βn
and γn respectively, such that e(B,C) = 0.
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Proof of Theorem 1.4. Let c = 30(∆/e) log(1/ε) and m = dεn/10∆e. Taking β = ε/10∆ and
γ = ε/4 in Lemma 3.2, the random graph G = G(n, c/n) almost surely has the property given
in Lemma 3.2. As there are no edges between A ⊂ V (G) and V (G) \ A, if |A| = m then
|N(A)| ≥ (1− ε/4)n ≥ 4∆m+m.
Using Lemma 3.1, find a subgraph H ⊂ G with |H| ≥ |G|−m so that for any set X ⊂ V (H),
we have |NH(X)| ≥ 2∆|X| ≥ ∆|X|+ 1. Suppose X ⊂ V (G) satisfies m ≤ |X| ≤ 2m. Then, by
taking a subset X ′ ⊂ X of size |X ′| = m, we can see
|NH(X)| ≥ |NG(X ′)| − |X \X ′| −m ≥ (1− ε/4)n− 2m ≥ (1− ε)n+ 4∆m.
By Theorem 2.2, the graph H contains every tree in T ((1− ε)n,∆), as required.
4 (l, γ)-connectors
To construct trees with many teeth, we introduce special subgraphs called (l, γ)-connectors.
Definition. A graph H is an (l, γ)-connector if H has l vertices and there are two disjoint
subsets H+, H− ⊂ V (H) with size |H+| = |H−| = dγle so that given any pair of vertices
x ∈ H+ and y ∈ H− there is an x, y-Hamilton path in H.
In practice, when we have found an (l, γ)-connector, H say, we will implicitly fix two such
sets H+ and H−. We will often treat a (l, γ)-connector H as if it were a normal path with length
l − 1 and ends H+ and H−. We can then connect two vertices x and y through H if we can
find an edge from x to H+ and an edge from y to H− by taking the associated Hamilton path
through H. The advantage of using (l, γ)-connectors, as we will see, is that we are more likely
to be able to find these edges than if we were using just an ordinary path with two end vertices.
We will find the following definition useful in describing such connections.
Definition. Given a collection of subsets A in the graph G, the grouped graph on the set A with
respect to G is the graph H with vertex set A and an edge between B,C ∈ A if there is some
edge between B and C in G.
We will often deal with bipartite grouped graphs with vertex classes A and B, where we
only consider edges between the classes. In a slight abuse of notation, when we say a bipartite
grouped graph has vertex classes A and V where A is a collection of subsets and V ⊂ V (G), we
shall mean such a graph on vertex classes A and {{v} : v ∈ V }. The following notation will also
be useful.
Definition. Given a collection A of (l, γ)-connectors, let A+ = {P+ : P ∈ A} and A− = {P− :
P ∈ A}.
An (l, γ)-connector can be found in any graph with a simple expansion property, as follows.
Lemma 4.1. Let λ > 0 and let n be sufficiently large, based on λ. Let G be a graph on n vertices
in which any set A ⊂ V (G) with |A| = dλn/ log ne satisfies N(A) ≥ (1 − 1/64)n. If l0 ≤ n/6,
then G contains an (l0, γ)-connector with γ = log log n/16 log n.
Before proving Lemma 4.1, we will sketch an almost sure embedding of Combn,k in the
random graph G(n, log2 n/n), when k|n. We then give an indication of how we will reduce the
probability required for the embedding. We will take k =
√
n, but the method works for general
k.
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4.1 Embedding Combn,√n in G(n, log2 n/n)
Lemma 4.2. If
√
n ∈ N, then almost surely there is a copy of Combn,√n in G = G(n, log2 n/n)
Sketch proof of Lemma 4.2. We reveal the edges of G in three rounds, where at each stage any
edge is present independently with probability p = log2 n/3n. The edges of the final graph
appear then with probability at most 1− (1− p)2 ≤ 3p. Therefore, if a copy of Combn,√n exists
almost surely in such a random graph, then almost surely one must exist in the random graph
G(n, log2 n/n).
Reveal the first set of edges to getG1. Almost surely, any subgraphH ⊂ V (G) with |H| ≥ n/3
will satisfy the conditions of Lemma 4.1 with λ = 1 (using, for example, Proposition 2.8).
Therefore, any subset of n/3 vertices must contain an (l, γ)-connector for γ = log log n/16 log n
and l = d(√n − 1)/2e. We may then find greedily in the graph a set A of √n disjoint (l, γ)-
connectors. Find a path length
√
n−1 and label it Q = q1 . . . q√n (for example by taking a path
through a (
√
n, γ)-connector). This path will form the ‘spine’ of our comb.
Let W be the set of vertices in the graph not in any of the connectors or the path Q, so that
|W | = √nb(√n − 1)/2c ≥ n/3. By revealing more edges with probability p to get G2 we can
almost surely find a Hamilton cycle in G2[W ]. Take this cycle and break it into
√
n paths length
b(√n − 1)/2c − 1. Label these paths by Ri, i ∈ [
√
n], and in each path pick an end vertex and
label it ri.
We have now covered our graph by a path of length
√
n − 1, Q, the √n (d(√n − 1)/2e, γ)-
connectors in A, and √n paths of length b(√n−1)/2c−1, Ri, as illustrated in Figure 1. Suppose
there is a matching in the bipartite grouped graph on vertex sets {qi : i ∈ [
√
n]} and A+, and a
matching in the bipartite grouped graph on vertex sets A− and {ri : i ∈ [
√
n]}. Then, for each
i, we could take the connector P ∈ A for which P+ is matched to qi, and take the vertex rj
matched to P−, and find a neighbour q of qi in P+ and a neighbour r of rj in P−. Taking a
q, r-Hamilton path in G1[P ], we could then attach a tooth length
√
n − 1 to qi using this path
and Rj along with the edges qiq and rri. Doing this for each i ∈ [
√
n] gives a copy of Combn,
√
n.
These matchings almost surely exist if we reveal more edges with probability p. Indeed, the
probability an edge in the two grouped graphs is present is at least
1− (1− p)γl ≥ pγl/2 ≥ log n log log n
16
√
n
.
Thus the two grouped graphs are random bipartite graphs with equal class sizes m =
√
n and
edges present independently with probability at least 2 logm/m. This is above the threshold for
a matching to almost surely exist in such a graph (see, for example, Bolloba´s [3]).
The limiting requirement for the probability used in this sketch is in finding the matchings,
which is limited by the need to ensure that every vertex qi or ri has some neighbour in a set P
+
or P− respectively for some connector P ∈ A. If the probability p = C log n/n, for any constant
C, is used then we must expect vertices which have no neighbours in the sets P+ or P− for any
P ∈ A. However, on average vertices will still have many such neighbours, at least c log log n,
for some small c. If we can construct the paths Q and Ri so that all the vertices ri and qi have
above the average of such neighbours then, using Lemma 2.12, finding the matchings will be
easier. The proof of Theorem 1.1 is more involved, but this is the basic idea behind reducing
the probability required.
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Figure 1: An almost sure embedding of Combn,
√
n in G(n, log2 n/n).
4.2 Constructing (l, γ)-connectors
Our construction of (l, γ)-connectors is inspired by the celebrated technique of Po´sa rotation,
introduced by Po´sa to find Hamilton cycles in random graphs [13]. Though we do not use Po´sa
rotations explicitly, essentially we construct our (l, γ)-connector as a path with additional edges
that guarantee the path can be rotated at both ends, independently, to give at least γl new end
vertices.
Proof of Lemma 4.1. Let k = 4 log n/ log log n, m = bλn/ log nc, and d = n/200m ≥ log n/200λ.
Assume that l0 ≥ 2k, otherwise we may simply take a path length l0 (found using, for example,
Lemma 2.5) as an (l0, γ)-connector.
We will call a path P starting at p0 a good path if there is a set R ⊂ E(P ) such that
• |R| ≥ |P |/2k, and,
• for each e ∈ R, there is a Hamilton path in G[V (P )] which starts at p0, passes through
each edge in R and whose last edge is e.
We say that such a set R demonstrates that P is a good path. Let S be any set in G containing
at least n/3 vertices.
Claim. Suppose we have a collection of disjoint good paths Pi, i ∈ I, in G[S] with initial vertices
pi, such that
2m ≤
∑
i
⌈ |Pi|
2k
⌉
and
∑
i
|Pi| ≤ n
6
. (1)
Suppose also we have a set of integers ki, i ∈ I, with k − 1 ≤ ki ≤ 2k − 1. Then we can find a
new path P ′j , for some j ∈ I, with initial vertex pj , which is a good path in S, is disjoint from
all the paths Pi, i 6= j, and contains kj more vertices than Pj does.
In other words, given such a collection of paths satisfying (1) we can lengthen one of the
paths using vertices from S so that it is still a good path with the same starting vertex, keeping
the paths disjoint.
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Proof of the claim. Suppose we have such a collection of disjoint good paths Pi, i ∈ I. For
each path Pi, find a set Ri which demonstrates that it is a good path. By (1),
∑
i |Ri| ≥∑
id|Pi|/2ke ≥ 2m. Let S′ = S \ (∪iV (Pi)), R = ∪iRi and r = |R|. Label the vertices which
appear in the edges in R, so that R = {xiyi : 1 ≤ i ≤ r} and so that if xiyi ∈ Rj then xi appears
earlier in the path Pj starting from pj than yi does. This labelling ensures that the vertices xi
are distinct and that the vertices yi are also distinct. For each i, find j for which xiyi ∈ Rj and
let k′i = kj .
By Lemma 2.5, as |R| ≥ 2m and |S′| ≥ n/6, for some i there is an xi,yi-path Q of length
k′i + 1 whose interior vertices lie in S
′. Say that the edge xiyi is in the path Pj , so that Q has
length k′i + 1 = kj + 1.
Let P ′j be the path formed by replacing the edge xiyi in Pj by the path Q. This lengthens
Pj by the correct number of vertices, and, to finish the proof of the claim, we need only show
that P ′j is a good path. We will do this by finding a demonstrating set.
As Pj is a good path, there is a path P
′ through V (Pj) starting at pj , which passes through
each edge in Rj and whose final edge is xiyi. Switch the labelling of xi and yi, if necessary, so
that this path ends in yi. Label the vertices of Q so that Q is the path xiq1q2 . . . qkjyi.
Let R′ = (Rj \ {xiyi}) ∪ {q1q2, qkjyi}. Then |R′| = |Rj | + 1 ≥ (|V (Pj)| + kj)/2k. Let
e ∈ Rj \ {xiyi}. By the definition of Rj , there is a Hamilton path in G[V (Pj)] which passes
through all the edges of Rj and ends in e. This path must contain the edge xiyi, so, by replacing
that edge with the path Q, we get a Hamilton path in G[V (P ′j)] which passes through all the
edges of R′ and ends with e. Recalling the path P ′, replace the edge xiyi by Q to get a Hamilton
path in G[V (P ′j)] which passes through all the edges in R
′ and ends in qkjyi. If we add instead
the path yiqkj . . . q2q1 to the end of P
′ then we get a Hamilton path in G[V (P ′j)] which passes
through all the edges in R′ and ends with q1q2. Thus, R′ demonstrates that P ′j is a good path,
and gives the claim.
Let l1 = b(l0 − 1)/2c. Given any collection of 2m edges {xiyi : i ∈ I} and a set S of at least
n/3 vertices disjoint from these edges, we claim we can find a good path of length l1, which has
xj as its initial vertex, for some j, and which lies in S ∪ {xj , yj}.
To show this, consider each edge xiyi as a path Pi of length 1, where the set {xiyi} demon-
strates that this is a good path. Thus, the edges xiyi satisfy the conditions of the claim above.
Repeatedly apply the claim with ki = k− 1 if l1 ≥ |Pi|+ 2k− 1, and ki = l1− |Pi| otherwise.
The paths lengthen until either one of them has length l1, or until the upper bound in (1) is not
satisfied. In the latter case, we discard a shortest path repeatedly until the upperbound in (1)
holds again. By repeatedly applying the claim, and then removing paths, eventually we must
find a path length l1, as required.
This claim also holds identically with l2 = dl0/2e in place of l1.
We can now build our (l0, γ)-connector. First, we find in the graph G 4m disjoint paths with
length 2 and label their vertices yixiy
′
i, i ∈ [4m]. If U ⊂ V (G) satisfies |U | ≥ n/3, then pick two
disjoint subsets U1, U2 ⊂ U with |U1| = |U2| = m. As |N(U1, U)∩N(U2, U)| ≥ |U | −n/32− 2m,
using the expansion property for G, we can certainly pick vertices v ∈ U , u1 ∈ U1 and u2 ∈ U2
so that vu1, vu2 ∈ E(G). Therefore in any subset of G of size at least n/3 we can find a path
with length 2, so we may greedily select the paths described.
Divide the vertices not in these short paths into two sets S1 and S2 of size at least n/3. Given
any subset M ⊂ [4m] of size 2m we can find an index i ∈M and a good path P in S1 ∪ {xi, yi}
with length b(l0−1)/2c which starts with xi. Therefore this must be possible for at least 2m+ 1
values of i ∈ [4m]. Similarly, for at least 2m+ 1 values of i there must be a good path from xi
in S2 ∪ {xi, y′i} with length d(l0 − 1)/2e. There must be then some index j ∈ [4m] and paths
12
P1 and P2 which are good, start on xj , are disjoint except for the vertex xj , and have length
d(l0 − 1)/2e and b(l0 − 1)/2c respectively. Let H be the subgraph G[V (P1) ∪ V (P2)].
Let R1 and R2 be sets demonstrating that P1 and P2 respectively are good paths. For each
e ∈ R1 there is vertex v in e for which there is a Hamilton path in G[V (P1)] from xj to v which
goes through every edge in R1. Pick such a vertex and call it ve. Let H
+ = {ve : e ∈ R1}. Note
that if ve = ve′ then there is a path going through all the edges in R1 which ends in ve, so e = e
′.
Therefore |H+| ≥ (l0 − 1)/4k ≥ γl0. Define similarly vertices ve for each edge e ∈ R2 and let
H− = {ve : e ∈ R2}, so that |H−| ≥ γl0.
For any pair of vertices x ∈ H+ and y ∈ H− we may combine an x, xj-Hamilton path in
G[V (P1)] with a xj , y-Hamilton path in G[V (P2)] and get a path from x to y covering exactly
the vertices in H. Thus, H is an (l0, γ)-connector.
5 Proof of Theorem 1.1
Before proving Theorem 1.1, we will prove the following useful lemma. Given several graph
properties, Lemma 5.1 embeds two trees into a graph before covering the rest of the vertices
with paths of the same length, so that a set of ‘bad’ vertices are contained within these paths.
Lemma 5.1. Let ε, η > 0 be fixed, and let n ∈ N be sufficiently large, depending on ε and η. Let
l ≥ 5 and s ∈ N satisfy ls ≥ εn. Let T1 and T2 be trees so that |T1|+ |T2| = n− sl, and suppose
they have vertices t1 ∈ V (T1), and t2 ∈ V (T2). Suppose a graph G has n vertices and contains
the set Z ⊂ V (G) with |Z| ≥ n− ls/8, so that the following holds.
1. For every vertex v ∈ V (G), d(v, Z) ≥ η log n,
2. G has the (d,D, r)-property for d = ηε log n/105 log log n, D = ηε log n/36 and r =
10n log log n/ log n,
3. Every two disjoint subsets of V (G) of size 10n log log n/ log n have some edge between them,
and,
4. ∆(G) ≤ 10 log n.
Then, given any two distinct vertices v1, v2 ∈ V (G) \ Z, we may embed the trees T1 and T2
disjointly in Z ∪ {v1, v2}, so that t1 and t2 are embedded on v1 and v2 respectively, and so that
the vertices not used in the embedding of T1 or T2 span s paths of length l − 1 with end vertices
in Z.
Proof. LetB = V (G)\Z. The conditions for Lemma 2.10 comfortably hold forG and Z, as eη logn
is much larger than ∆(G). By applying Lemma 2.10 three times, we can therefore partition Z into
the sets Z1, . . . , Z5, as follows. We have |Z1| = 2n/3, |Z3| = bsl/8c, |Z4| = bs/2cbl/2c+ 2bs/2c,
|Z5| = ds/2edl/2e, with |Z2| determined by the partitioning of Z, and for each v ∈ V (G) and
each i,
d(v, Zi) ≥ |Zi|
34|Z0|η log n ≥ D,
where we have used that, for each i, |Zi| ≥ sl/9 ≥ εn/9.
Suppose U ⊂ V (G) with |U | ≤ r. Each vertex u ∈ U has d(u, Zi) ≥ D, for each i, so, as
G has the (d,D, r)-property, we must have |N(U,Zi)| ≥ (d − 1)|U |. Disjoint sets of size r have
some edge between them, and, for each i, r ≤ |Zi|/2d. Therefore, if a vertex set W contains Zi,
then G[W ] is a (|W |, d− 1)-expander. For each i, and any set U ⊂ V (G) \ Zi with |U | ≥ m, we
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have |N(U,Zi)| ≥ |Zi| −m ≥ |Zi|/2. Therefore, using Hall’s matching condition, for each i, any
set U ⊂ V (G) \ Zi with |U | ≤ |Zi|/2 must have a matching into Zi.
Suppose, without loss of generality, that T1 is smaller than T2, so that it contains at most n/2
vertices. Let W1 = Z1 ∪ {v1}. As W1 is a (|W1|, d− 1)-expander and v1 ∈ W1, by Theorem 2.1
there is a copy of T1, say S1, in G[W1] in which t1 is embedded on v1. Let W2 = (W1 \ V (S1))∪
Z2 ∪ {v2}. The graph G[W2] is a (|W2|, d− 1)-expander because it contains Z2. It also contains
the vertex v2, and in total |W2| = |T2|+ sl − |Z3 ∪ Z4 ∪ Z5 ∪B|+ 1 ≥ |T2|+ sl/8 ≥ |T2|+ εn/8
vertices. Therefore, by Theorem 2.1, G[W2] contains a copy of T2 with t2 embedded to v2. Let
such a copy of T2 be S2.
Let W3 = V (G) \ (Z4 ∪ Z5 ∪ V (S1) ∪ V (S2)), so that (B \ {v1, v2}) ∪ Z3 ⊂ W3. Now,
|W3| = n − |S1| − |S2| − ds/2el − 2bs/2c = bs/2c(l − 2). By Corollary 2.4, as G[W3] is a
(|W3|, d − 1)-expander it must contain a Hamilton cycle, if n is sufficiently large. Take such a
Hamilton cycle and break it into bs/2c paths length l − 3. These paths cover the vertices in
Z3, so contain the vertices in B \ {v1, v2}. Take the end vertices of all these paths and find a
matching from them into Z4. The paths now have length l − 1 and ends lying in Z4, which is
disjoint from B.
Finally, let W4 be the vertices from Z4 not used as good end vertices for the paths and add
the vertices from Z5, so that |W4| = ds/2el. As Z5 ⊂ W4, G[W4] is a (|W4|, d)-expander, so we
may find a Hamilton cycle in G[Z5] with Corollary 2.4. Break this Hamilton cycle into paths of
length l − 1 to complete the structure required in the lemma.
Theorem 1.1 is proved in two different cases. The case when k ≥ log9 n is covered by Theorem
1.2, so we will focus on proving Theorem 1.1 when k ≤ log9 n. However it is possible to prove
Theorem 1.1 in full without using the tools used for Theorem 1.2 and we will sketch how this
can be done at the end of this section. We will also presume that k ≥ 16 log n/ log log n, before
remarking the small change necessary to cover the case when 10 ≤ k ≤ 16 log n/ log log n.
Proof of Theorem 1.1 when 16 log n/ log log n ≤ k ≤ log9 n. Let T be a tree with n vertices and
at least αn/k teeth length k.
We will expose the edges of G in five stages to get the graphs G1, . . . , G5. In the first four
stages we will reveal edges with probability ε log n/8n, and in the final stage we will reveal edges
with probability (1 + ε) log n/2n. Therefore, in total, the probability any edge is present in the
final graph is
1−
(
1− ε log n
8n
)4(
1− (1 + ε) log n
2n
)
≤ (1 + ε) log n
n
.
Thus, if we can almost surely construct a copy of T in the resulting graph G, then almost surely
we can find a copy of T in the random graph G(n, (1 + ε) log n/n).
Let β = β(ε/14) come from Lemma 2.13. Let µ1 ≤ βα/4 be sufficiently small that, by
Lemma 2.12, a random graph G(n, p), for any p = p(n) ≤ log10 n/n, almost surely has the
(4, ε log log n/104, µ1ε log log n/p)-property. Let µ2 ≤ µ1/20 be sufficiently small that, by Lemma
2.12, a random graph G(n, p), for any p ≤ log10 n/n, almost surely has the (4,εµ1 log log n/800,
µ2ε log log n/p)-property.
Reveal edges with probability ε log n/8n to get the graphG1. Letm1 = d50n log log n/ε log ne.
By Proposition 2.7, almost surely any two disjoint sets A,B ⊂ V (G) with |A|, |B| ≥ m1
must have dG1(A,B) > 0. By Proposition 2.8, almost surely every set A ⊂ V (G) with
|A| = 106n/ε log n satisfies |NG1(A)| ≥ 127n/128. Therefore, for sufficiently large n, any vertex
set of size n/2 satisfies the conditions of Lemma 4.1 with λ = ε/105 and so contains an (l, γ)-
connector, where γ = log log n/16 log n and l = bk/2c. Greedily then, we may find two sets
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A and B, each of which contains bn/4lc (l, γ)-connectors in G1, where these connectors are all
disjoint.
Reveal edges with probability ε log n/8n to get G2. Let H be the bipartite grouped graph
on A− and B+. Edges are present in H independently with probability p1, where
p1 = 1−
(
1− ε log n
8n
)d l log logn16 logn e2
≥ ε log n
16n
⌈
l log log n
16 log n
⌉2
≥ εl log log n
256n
.
Let m2 = dµ1n/103le. By Proposition 2.7, almost surely we can assume that, given any two
subsets Y ⊂ A and Z ⊂ B with |Y|, |Z| ≥ m2, we have dH(Y−,Z+) > 0. Greedily select |A|/2
independent edges in the graph H. This is possible, otherwise removing the vertices associated
with a maximal set of independent edges would leave a graph with no edges and at least |A|/2
remaining vertices in each half, a contradiction. Let A1 ⊂ A be a set of connectors P ∈ A for
which P− appears in the independent edges, with |A1| = bn/20lc.
Reveal edges with probability ε log n/8n to get the graph G3. Let K be the bipartite grouped
graph with vertex classes A+1 and V := V (G) \ (∪P∈A∪BV (P )). This graph has edges present
independently with some probability p2, where
εl log log n
400n
≤ p2 =
(
1− ε log n
8n
)d l log logn16 logn e
≤ εl log log n
n
. (2)
The upper bound in (2) relies on dl log log n/16 log ne being at most a factor of 2 greater than
l log log n/16 log n, which holds as l ≥ 16 log n/ log log n.
Let D1 = ε log log n/10
4 < p2|A1|/2. As µ1ε log log n/p2 ≥ µ1n/l, by Lemma 2.12, the choice
of µ1 and considering the graph K as a subgraph of the random graph G(n, p2), K almost surely
has the (4, D1, µ1n/l)-property.
Let V1 be the set of vertices in V which have at least D1 neighbours in A1 in the graph K.
There are at most D1|V \ V1| < p2|A1||V \ V1|/2 edges between A1 and V \ V1 in the graph K.
Almostly surely then, by Proposition 2.8, 2D1|V \ V1| ≤ 32n, and hence |V \ V1| = o(n).
The set V contains all the vertices not in any of the connectors, so that |V | ≥ n/2. Recall
that there is an edge between any two disjoint vertex sets of size m1 in G1, and let d1 =
n/100m1 ≥ ε log n/104 log log n. Given any set U ⊂ V of size m1 then, |NG1(U, V )| ≥ |V | −
2m1 ≥ 2d1m1 + 2m1. Therefore, by Lemma 3.1, there is some subset V2 ⊂ V1 of size at least
|V1|−m1 ≥ n/3, so that given any set U ⊂ V2, with |U | ≤ m1, |N(U, V2)| ≥ d1|U |. Thus, G1[V2]
is a (|V2|, d1)-expander.
We will now start our embedding. Using Corollary 2.14, split T into three trees S, T1, and
T2 covering T so that T1 and T2 are disjoint, V (S)∩ V (T1) = {t1}, V (S)∩ V (T2) = {t2}, and S
contains at least αβn/2k teeth length k which are also teeth in T (i.e. they do not contain t1 or
t2), but at most εn/14 vertices.
Pick s1 := bµ1n/lc teeth in S with length 2l ≤ k, possible as µ1 ≤ αβ/4, and remove them
to leave the tree S′. This tree has maximum degree at most ∆ and at most εn/14 vertices, so
we may embed S′ in G[V2] using Theorem 2.1. Let X be the set of s1 vertices in V (G) to which
we need to attach teeth length 2l to extend this embedding to S.
As each vertex in X lies in V1, it must have at least D1 neighbours in A+ in the graph
K. Therefore, as |X| = s1 and K has the (4, D1, s1)-property, we can find a matching from X
into A+ in K. This matching allows us to attach a different (l, γ)-connector P ∈ A to each
vertex in X using the set P+. Let A2 ⊂ A1 be the set of connectors attached in this manner.
We have sucessfully embedded the tree S except for s1 teeth length 2l which are replaced by
(l, γ)-connectors.
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Take a subset B3 ⊂ B2, so that |B3| = |A2|/2. For every set U ⊂ A2 ∪ B3 with |U| = 2m2,
either |U ∩ B3| ≥ m2 or |U ∩ A2| ≥ m2. Therefore we have |NH(U ,A2 ∪ B3)| ≥ min{|A2| −
2m2, |B3| − 2m2} ≥ |B3| − 2m2 ≥ 20m2. By Lemma 3.1, there is a subset Y ⊂ A2 ∪ B3 with
|Y| ≥ |A2 ∪ B3| − 2m2, so that, for all U ⊂ Y with |U| ≤ 2m2 we have NH(U ,Y) ≥ 4|U|. Let
A3 = Y ∩ A2, and B4 = Y ∩ B3.
For each connector P ∈ A2 \ A3, use the independent edges between A−2 and B+1 to attach
an (l, γ)-connector to P . If P ′ is attached to P in this manner, then by taking the vertex x ∈ X
attached to P , we can find a path length 2l starting from x and covering the two connectors P
and P ′. This attaches a tooth length 2l to x. Do this for each connector in A2 \ A3, and let
X ′ ⊂ X be the set of vertices attached to connectors in A3. The vertices in X ′ are attached to
the connectors in A3, and we will only find them teeth at the final stage of the embedding.
Now, take a subset B5 ⊂ B2 \ B4 with |B5| = 2|A2|. Using Lemma 3.1, as before, we
can find subsets B6 ⊂ B5 and A4 ⊂ A3, with |B6| ≥ |B5| − 2m2 and |A4| ≥ |A3| − 2m2,
so that, for every U ⊂ B5 ∪ A4 with |U| ≤ 2m2, we have |NH(U ,B5 ∪ A4)| ≥ 4|U|. Let
s2 := bµ2n/lc ≤ s1/12 and pick a subset B7 ⊂ B6 so that |B7| = |A3|−|B4|−s2. This is possible,
as |A3| ≥ |B4|+ |A3|/3 ≥ |B4|+ s2 and |B6| ≥ 2|A3| −m2 ≥ |A3|.
Let C = A3 and D = B4 ∪ B7. These sets of (l, γ)-connectors have the property that, given
any subset U ⊂ C with |U| ≤ m2, we have |NH(U−,D+)| ≥ |NH(U−,B+4 )| ≥ 4|U| and, given any
subset U ⊂ D with |U| ≤ m2, if U1 = U ∩ B4 and U2 = U ∩ B7, then
|NH(U+, C−)| ≥ max
i
|NH(U+i , C−)| ≥ max
i
4|Ui| ≥ 2|U|.
We have embedded the tree S apart from |C| teeth length 2l, where instead we have attached an
(l, γ)-connector from C. We aim to embed the trees T1 and T2 without touching the connectors
in C∪D, before covering the remaining s2l vertices with s2 paths of length l−1, whose endpoints
have many neighbours among the sets P−, P ∈ C. This will allow us to match these paths and
the connectors indexed by D onto the connectors indexed by C and complete the embedding of
T .
Reveal edges with probability ε log n/8n to get the graph G4. Let W be the set of vertices not
in the partial embedding or in any of the connectors in C or D. Let L be the bipartite grouped
graph with vertex sets C− and W with respect to G4. Edges are present independently with the
same probability as in K, namely p2. By Lemma 2.12 and the choice of µ2, almost surely the
graph L has the (4, D2, µ2n/l) property with D2 = εµ1 log log n/800. Call a vertex v ∈ W good
if it has degree at least D2 in the graph L, and bad otherwise. Similarly to when we considered
the graph K, as D2 ≥ p3|C|/2, by Proposition 2.8 there are almost surely o(n) bad vertices.
Let Z be the set of good vertices in W . The partial embedding of S and the connectors cover
|S| − s2l vertices, as they await s2 paths of length l − 1 to complete the embedding of S. As
there are o(n) bad vertices, |Z| ≥ n− |S|+ s2l− o(n) ≥ (1− ε/14)n. Reveal the final edges with
probability p3 = (1 + ε/2) log n/n to get the graph G5. By Lemma 2.9, almost surely ∆(G5) ≤
10 log n and dG5(u, Z) ≥ η log n for every vertex u ∈ V (G), for 0 < η = η(ε/14) < 1/2. By
Proposition 2.7, almost surely any two disjoint subsets of V (G) of size m3 = 10n log log n/ log n
have some edge between them in G5. By Lemma 2.12, G5 almost surely has the (d3, D3,m3)-
property for d3 = ηµ2 log n/10
5 log log n and D3 = ηµ2 log n/3
6.
Let v1 and v2 be the vertices in the embedding of S
′ to which we embedded t1 and t2
respectively. By Lemma 5.1, we can in G5[W ∪{v1, v2}] embed T2 and T3 in Z ∪{v1, v2} so that
t1 and t2 are embedded on v1 and t2 respectively, and find s2 disjoint paths Qi with length l− 1
covering the vertices in W not in these embeddings, so that the paths Qi have end vertices in
Z. For each i, pick an end vertex of Qi and label it qi, noting it is a good vertex.
We can now complete the embedding of T by finding a matching in the bipartite grouped
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graph with vertex classes C− and D+ ∪Q with respect to the graph G2 ∪G4, where Q = {{qi} :
i ∈ [s2]}. For a vertex x ∈ X ′, let P ∈ C be the connector with P+ attached to x, and either
let qj or R be the vertex or connector matched to P
− ∈ C−. Through x, P , and, respectively,
either Qj or R, we can find a path length 2l to attach the required tooth to x. Doing this for
each vertex x ∈ X ′ completes the embedding of T . We will find such a matching by showing
Hall’s matching condition holds.
Let U ⊂ D+ ∪ Q and suppose |U| ≤ 2m2. If |U ∩ D+| ≥ |U|/2, then |NH(U ∩ D+, C)| ≥
2|U ∩ D+| ≥ |U|. If |U ∩ Q| ≥ |U|/2, then, as |U ∩ Q| ≤ s2 and each vertex qi is good, we have,
by the (4, D2, µ2n/l)-property of L, that |NL(U ∩Q) ≥ 4|U ∩Q|. Hence, |NL(U ∩Q)| ≥ |U|, and
Hall’s condition is satisfied in this case.
If |C|−m2 ≥ |U| ≥ 2m2, then |U∩D+| ≥ 2m2−|Q| ≥ m2, so |NH(U∩D+, C)| ≥ |C|−m2 ≥ |U|,
and Hall’s condition is also satisfied in this case.
Finally, if |U| ≥ |C| −m2, then, as above, we have |NH(U ∩ D+, C−)| ≥ |C| −m2. Hence, if
V = C− \NH(U ∩D+) then |V| ≤ m2. We have then |NH(V,D+)| ≥ |V|. However, NH(V,D+) ⊂
D+ \ U , so |D+ \ U| ≤ |V|. Therefore, |NH(U ∩ D+)| = |D| − |V| ≥ |D| − |D+ \ U| ≥ |U|. Thus,
Hall’s condition is satisfied in all cases, and we can complete the embedding of T , as required.
Remark. When 10 ≤ k ≤ 103 log n/ log log n, the only problem that arises in the previous proof
is that the probability p2 may not satisfy the upper bound in equation (2). This is because if
l ≤ 16 log n/ log log n, then the (l, γ)-connectors P we use have |P+| = |P−| = 1, where, for
small l, this is much larger than γl. Reducing the probability of an edge in G3 and G4 until the
equation (2) is satisfied fixes this problem.
In the above proof, if we increase k then the probability p2 will grow also, until it is sufficiently
large that Lemma 2.12 no longer holds. Therefore, we cannot find the matchings between vertices
(in X and Q) and the (l, γ)-connectors. This problem can be solved by replacing the vertices in
X and Q with (log6 n, γ)-connectors to boost the edge probability for the matchings above the
threshold for a matching to almost surely exist.
Sketch proof of Theorem 1.1 when k ≥ log9 n. Let k0 = dlog6 ne, l = b(k − k0)/2c, with r =
bl/3k0c, with µ1, µ2, γ the same as before.
Using Lemma 2.13, divide the tree T into the trees S, T1 and T2, with the same properties
as before. Take S and remove s1 = bµ1n/kc teeth length l + (r + 1)k0 to get S′.
Following the methods used in the proof of Theorem 1.1 with k0 in place of k, we can, by
revealing edges with probability ε log n/8n three times, almost surely find a copy of S′ and s1
(k0, γ)-connectors, so that the following is true. Each vertex in X, the set of vertices which need
teeth added, is attached to a different (k0, γ)-connector Px using P
+
x . The only difference to the
previous case is that |X| is smaller, but this only makes it easier to find the matching and we
can use Lemma 2.12 as before.
In revealing these edges we can, as previously, almost surely get the expansion property we
need to find (l, γ)-connectors using Lemma 4.1. Let A be a set of (3s1− s2)r (k0, γ)-connectors,
where s2 = bµ2n/kc, and let B be a set of s1 (l, γ) connectors, so that all the connectors are
disjoint. Let V be the vertices not in the copy of S′ or any of the connectors.
Reveal edges with the probability ε log n/32n. Say that a vertex is good if it has degree
at least εµ1 log log n/2400 in the grouped graph H with vertex classes A+ and V , and bad
otherwise. The embedding of S′ and connectors we have found so far cover |S| − s2rk0 vertices.
As previously, by revealing edges with probability (1 + ε/2) log n/n and using Lemma 5.1, we
may extend the embedding of S′ to cover T1 and T2, before splitting the remaining vertices in
V into s2r disjoint paths with length k0 − 1 whose end vertices are good.
17
Taking the set of good end vertices of the paths we can match them into the connectors
indexed by A+ in H. This attaches a (k0, γ)-connector to the end of each path, creating a
(3k0, γ/3)-connector.
We wish to turn the 3(s1− s2)r remaining (k0, γ)-connectors in A into (3k0, γ/3)-connectors
as well. This can be done by splitting them into three sets and revealing more edges between the
sets with probability ε log n/32n. Almost surely, matchings will exist so that we may take groups
of three connectors, one from each set, and join them end to end to create (3k0, γ/3)-connectors.
We have embedded S′, T1 and T2, with a (k0, γ)-connector attached to each of the s1 vertices
in need of a tooth. The remaining vertices are covered by s1 (l, γ)-connectors and rs1 (3k0, γ/3)-
connectors. We can finish the embedding very similarly to the embedding of Combn,
√
n in
Section 4, working with the (3k0, γ/3)-connectors as if they were vertices, but with an increased
edge probability between them. Revealing more edges with probability ε log n/32n, take a cycle
through the (3k0, γ/3)-connectors so that the cycle passes through each connector P , by coming
in using P+ and leaving using P−. This is possible as the probability of an edge between two
connectors is above the threshold for a directed Hamilton cycle in a random directed graph,
as determined by McDiarmid [11]. Divide this cycle into s1 sections of r (3k0, γ/3)-connectors.
Revealing more edges with probability ε log n/32n, find a matching to attach to each connector
Px, x ∈ X, some (l, γ)-connector, Qx ∈ B say, to which we connect a section of r (3k0, γ/3)-
connectors. Taking a path through this structure allows us to attach a tooth the right length to
each vertex x ∈ X, and complete the embedding of T .
6 Proof of Theorem 1.2
Several sections of the proof of Theorem 1.2 are very similar to those used in proving Theorem
1.1. Where there is a large overlap we will refer back to the proof of Theorem 1.1 for the precise
detail.
Theorem 1.2 follows the outline of a theorem in [12], where spanning trees were embedded in
random graphs at a higher probability than the probability used here. Here we use connectors
and work in the grouped graph, allowing the techniques to be applied with a lower probability.
Proof of Theorem 1.2. We will prove the theorem with α = ε/7; the general case follows by
reducing either α or ε until this holds. We will reveal edges in stages to get the graphs G1, G2
and G3. Because Theorem 1.2 is a universal result, we wait until the final graph G = G1∪G2∪G3
is fully revealed before embedding an arbitrary tree with many bare paths, using the properties
of G. We will reveal edges independently with probability ε log n/4n in G1 and G2, and with
probability (1 + ε/2) log n/n in G3, so that we may compare G with G(n, (1 + ε) log n/n).
Let k = log9 n, l1 = dlog6 n/12e, l2 = dlog3 ne and l0 = 6l2l1 + 2, so that k ≥ l0 ≥ k/2.
Let µ be sufficiently small that, by Lemma 2.12, a random graph G(n, p), for any p = p(n) ≤
log10 n/n, almost surely has the (4, ε2 log log n/105, µn log log n/p)-property. Let s1 = bεn/14l0c
and s2 = bµn/l1c, so that s2 < s1l2/2.
Revealing the edges of G1, we can almost surely find the following sets of disjoint connectors
in G1, using Lemma 4.1, as previously. Letting γ = log log n/16 log n, the sets A and B, contain
respectively (s1l2 − s2) and (2s1l2 + 2s1) (l1, γ)-connectors, and the set C contains s1l2 (3l1, γ)-
connectors. In total, these connectors cover s1l0 − s2l1 ≤ ε/14− µn/2 vertices.
Reveal the edges of G2. Let H be the bipartite grouped graph with vertex classes B+ and
A+ ∪ A− with respect to G2. Then H has edges present independently with probability p1,
where
p1 ≥ ε(γl1)
2 log n
8n
≥ ε(log n)
11(log log n)2
220n
≥ 10
5ε log5 n log log n
|A| .
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Almost surely, by Proposition 2.7, there will be an edge in H between any two disjoint vertex
sets if they each contain at least m1 = d|A|/10 log5 ne vertices. Moreover, almost surely, for
every subset U ⊂ V (H), with |U | ≤ |A|/10 log5 n, we have |NK(U)| ≥ log5 n|U |, by Lemma
2.11.
Let K be the grouped graph with vertex set B−∪C+∪C− with respect to G2. The probability
an edge in K is present is at least p1. As for the graph H, almost surely there will be an
edge in K between any two disjoint sets containing at least m1 vertices each. By Lemma
2.11, as m1 ≤ |C|/2 log5 n, almost surely any subset U ⊂ V (K) with |U | ≤ m1 must have
|NK(U , C+)|, |NK(U , C−)| ≥ |U| log5 n.
Let V be the vertices of G not in any of the connectors. Let L be the bipartite grouped graph
with vertex sets B+ and V with respect to G2. Then L has edges present independently with
some probability p2, where
εl1 log log n
128n
≤ p2 = 1−
(
1− ε log n
8n
)d l1 log logn16 logn e
≤ εl1 log log n
n
.
Let D1 = ε
2 log log n/105. Almost surely, the graph L will the (4, D1, µn/l1)-property by Lemma
2.12 and the choice of µ.
Let a vertex v ∈ V be good if it has at least D1 neighbours in L, and bad otherwise. Let
V1 contain these good vertices. As previously, because D1 ≤ p3|B|/2, by Proposition 2.8 we
almost surely have o(n) bad vertices. Therefore |V1| = |V | − o(n) ≥ (1 − ε/14)n + µn/2 −
o(1) ≥ (1 − ε/14)n. Reveal edges with probability (1 + ε/2) log n/n to get the graph G3. By
Lemma 2.9, almost surely ∆(G3) ≤ 10 log n and dG3(u, V1) ≥ η log n for every u ∈ V (G),
for 0 < η = η(ε/14) < 1/2. By Proposition 2.7, almost surely any two sets of size at least
m2 = d10 log log n/p2e have some edge between them in G3. By Lemma 2.12, G3 will almost
surely have the (d2, D2,m2)-property for d2 = ηµ log n/3
11 log log n and D2 = ηµ log n/3
6.
The graph G = G1∪G2∪G3 is now fixed. Let T be any tree in T (n,∆) with at least εn/14k
disjoint bare paths length k. Remove s1 bare paths length l0 + 1 from the tree T to get a forest
T ′ with n− s1l0 vertices. Due to the vertices covered by connectors, |V | = n− s1l0 + s2l1. By
adding dummy edges we can turn the forest T ′ into two trees, T1 and T2 say. Using Lemma 5.1,
as |V1| = |V (T ′)|+ s2l1 − o(n), we may embed the trees T1 and T2 into the good vertices of the
graph and divide the rest of the vertices in V into s2 paths length l1 − 1, each with two good
ends. Let these paths be Ri, i ∈ [s2], each having end vertices r+i and r−i .
Suppose that to make the embedding of T ′ into an embedding of T we have to connect,
for each i ∈ [s1], xi to yi with a bare path of length l0 + 1. Let R+ = {r+i : i ∈ [s2]},
R− = {r−i : i ∈ [s2]}, X = {xi : i ∈ [s1]} and Y = {yi : i ∈ [s1]}.
We will find a matching between the set B+ and the set F = A+∪A−∪R+∪R−∪X ∪Y , so
that if two sets are matched together then there is an edge between them in either H or L. Note
that |F | = 2(s1l2 − s2) + 2s1 + 2s2 = |B+|. Letting Q = R+ ∪R− ∪X ∪ Y , D = A+ ∪ A−, and
C = B+, we have an extremely similar situation to the matching found at the end of the proof
of Theorem 1.1, and by similarly showing Hall’s matching condition holds, we can demonstrate
that such a matching exists.
This matching allows us to attach an (l1, γ)-connector to each vertex in X and Y , attach
an (l1, γ)-connector to each end of the path Ri so that it becomes a (3l1, γ/3)-connector, and
attach an (l1, γ)-connector to each end of the (l1, γ)-connectors in A so that they too become
(3l1, γ/3)-connectors.
In summary, we have an embedding of T ′ with an (l1, γ)-connector connected to each vertex
in X and Y . The remaining vertices have been divided into s1l2 (3l1, γ)-connectors in C and s1l2
(3l1, γ/3)-connectors formed from the matching.
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Let E be the set of (3l1, γ/3) connectors we have formed, and let xi be matched to Xi ∈ B
and yi be matched to Yi ∈ B, for each i ∈ [s1]. Form a new directed graph, M , on the vertex
set X = C ∪ E ∪ {Xi, Yi : i ∈ [s1]}. For each pair of connectors P,Q ∈ X , if there is an edge from
P+ to Q− in the graph G, then let ~PQ be an edge of M . Let W = C ∪ E . By the properties of
the graph K, we can see that the graph M with pairs (Xi, Yi), i ∈ [s1], satisfies the properties
of Theorem 2.6 with the set W. Therefore, we can cover M with directed paths of length 2s2
which are disjoint and connect the pairs (Xi, Yi).
For each i ∈ [s1], start from xi and find a path length l0 + 1 to yi which passes through the
connectors in the order determined by the directed path in M from Xi to Yi. Doing this creates
disjoint paths of length l0 + 1 between all the pairs of vertices (xi, yi), as required, and thus
completes the embedding of T .
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