Abstract. A formulation of Strassen's Theorem is given for measures taking values in a Banach lattice. The main result (Theorem 2) corrects earlier work of the second author.
In joint work of M. März and the second author [5, Theorem 3.7] , a version of the theorem known in probability theory as "Strassen's Theorem" (see [8] , [2, 11.6] ) was generalized to the context of measures assuming values in a reflexive Banach lattice. In [7, Theorem 3.2] , the second author announced an extension of the result to all order-complete Banach lattices. However, the proof given in [7, p.816] contains an error, leaving the validity of the result an open question.
In Theorem 2 below, a result of this general type is proved for measures taking values in Banach lattices of a certain type: the so-called KB-spaces. The KBspaces occupy a position between the reflexive and the complete Banach lattices (reflexive ⇒ KB ⇒ complete), so that Theorem 2 is a generalization of [5, Theorem 3.7] , but is not as strong as what was asserted in [7] . Our technique makes use of a Strassen-type result (given below as Theorem 1 and proved in [3] ) for finitely additive measures with values in a complete Banach lattice. As a general reference for basic facts about vector measures, we recommend the text of Diestel and Uhl [1] . For Banach lattices, see [4] , [6] .
If A and B are fields on sets X and Y , respectively, then A × B is the field on X × Y generated by all rectangles E × F for E ∈ A and F ∈ B. The following result is Theorem 2.1 in [3] . It replaces the imprecisely stated and incompletely proved Theorem 2.2 of [7] . i) There is a finitely additive measure ρ :
for all E ∈ A and F ∈ B (i.e. ρ has marginals µ and ν) and such that ρ(S) = v.
ii) Whenever E × F ⊆ S for E ∈ A and F ∈ B, then µ(
Then i) is equivalent to the conjunction of ii) and iii).
Let A be a field of subsets of a set X and suppose that µ : A → B is a finitely additive measure taking values in a Banach space B. Then µ is called strongly additive if the series µ(E n ) converges in B whenever (E n ) n is a sequence of pairwise disjoint sets drawn from A. For further information on strong additivity, see [1] . Every non-negative real-valued measure is strongly additive, but non-negative measures taking values in a partially ordered Banach space may fail to be strongly additive, even if they are countably additive.
In [7] , a Strassen Theorem for countably additive vector measures taking values in the positive cone of a complete Banach lattice was announced [7 
In view of all this, we now seek further conditions on a Banach lattice (B, ≤) sufficient to yield a reasonable Strassen Theorem for countably additive B-valued measures. Our approach here is to restrict attention to the so-called KB-spaces: a Banach lattice (B, ≤) is a KB-space if each norm bounded increasing sequence (x n ) n in B is convergent. For information on these spaces, see the books of Vulikh µ(E n ) is increasing and is bounded above by µ(X). Thus the infinite series µ(E n ) converges.
It is this result that enables us to patch, though not fully repair, the error in [7] . If A and B are σ-fields of subsets of sets X and Y, respectively, then A ⊗ B is the σ-field on X × Y generated by A × B. Suppose that µ is a perfect measure (see [7] ) and that S ∈ A ⊗ B is a countable intersection of sets in A × B. For any v ∈ B + , the following are equivalent: i) There is a σ-additive measure ρ : A ⊗ B → B + with marginals µ and ν such that ρ(S) ≥ v.
ii) For all E ∈ A and F ∈ B, we have µ(E)+ν(F ) ≤ 2α−v whenever E×F ⊆ S c .
Proof. i) =⇒ ii):
This is just as in Theorem 1.
We now show that Σ ≤ I: suppose that
It can be seen that Σ ≤ v 0 ≤ I, so that conditions ii) and iii) of Theorem 1 hold with v 0 in place of v. Let C be the field generated by A × B and the set S. By Theorem 1, there is a finitely additive measure ρ 0 : C → B + with marginals µ and ν and such that ρ 0 (S) = v 0 . Now the restriction of ρ 0 to A × B has countably additive marginals, one of which is perfect, so that [7, Theorem 3.1] implies that ρ 0 is σ-additive on A × B. Using Lemma 3.3 and Kluvanek's Theorem [1, p. 27], we find a σ-additive measure ρ : A ⊗ B → B + such that ρ = ρ 0 on A × B. Choose sets C n ∈ A × B such that C n ↓ S as n → ∞. We reckon ρ(S) = lim ρ(C n ) = lim ρ 0 (C n ) ≥ ρ 0 (S) = v 0 ≥ v, establishing the theorem.
