Abstract-Digital Signal Processing (DSP) performs a very important role in various engineering applications, e.g. communications, control, imaging, audio, and radar. In many situations it is necessary to perform DSP with high accuracy using the least amount of hardware resources on fixed-point processors. This work looks into an approach to calculate the two-dimensional Discrete Hirschman Transform (DHT) and the inverse DHT using fixed-point processing hardware. The complex coefficients required for the transform are pre-calculated and stored as vectors. Special attention is given to minimizing errors due to scaling. The Mean Square Error (MSE) for 256×256 images is -37 dB when the number of sampling points is 128. This compares to an MSE of -34 dB for the DFT under the same constraints. The error gets proportionally lower when the number of sampling points chosen is less than 128.
I. INTRODUCTION
Signal processing is concerned with the representation, transformation and manipulation of signals and the information they contain [1] . Transforms like the Discrete Fourier Transform (DFT) are mathematical tools which aid in signal processing. The DFT is very important in various applications like communications, noise reduction, data compression and sound, radar and image processing [2] , [3] . Therefore, the accurate and efficient computation of the DFT also holds a prominent role while implementing Digital Signal Processing (DSP) for real world applications. Thus, various techniques and algorithms like the Fast Fourier Transform (FFT) exist to aid any DFT computation. Similarly, other transforms like the Discrete Cosine Transform (DCT) and Wavelet Transform are used in various applications. One such transform is the Hirschman Optimal Transform (HOT) introduced in [4] .
This work focuses on the computation of the twodimensional Discrete Hirschman Transform (DHT) using fixed point arithmetic. The DHT is a generalization of the HOT and can be computed with the aid of the DFT. Fixed point computing is important because it is computationally less demanding as compared to floating-point arithmetic. This enables better performance on low-power and portable digital signal processors like the MSP430 microcontroller board from Texas Instruments. The C programming language is the language of choice here. The C programming language offers various benefits like use of pointers, simplicity in programming and support on various platforms and DSP chips. In C, the fixedwidth integer data type int16_t can be used to store the 16-bit numbers. The programs have been developed and tested using the MatLab software.
The work done here computes the DHT using (smaller) DFTs. An N -point DFT requires N complex solutions to the roots of unity, therefore, the length of the DFT will also be N . To find the DFT of an N × N matrix, we need a DFT length of N . However, we can use DFT lengths less than N for finding the DHT. Thus, if a K-point DFT (where K < N) is used to find the DHT, it means the DHT is calculated using a DFT of length K. In this work, the phrase "DFT length of N " means an N -point DFT.
II. BACKGROUND

A. Hirschman Optimal Transform
Entropy is the most fundamental measure in information theory [5] . Some signals have equal entropies in the time signal and its Fourier transform. In [4] , the authors have identified these signals and have found that they form an orthonormal basis which gives rise to an orthogonal transform. This transform can optimally pack a finite-duration discrete time signal, called the Hirschman Optimal Transform (HOT). The HOT for one dimensional signals is given by (1) and the inverse transform is given by (2) . These equations have been derived in [4] . The length of the signal is N and N = K 2 .
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For a given input, the HOT requires a smaller length of DFT when compared to the actual DFT. The DFT on a signal of length N requires a DFT length of N . On the other hand, the HOT of an input of length N only requires a DFT length of K. Moreover, as given in [6] , the HOT performs better than both the DFT and DCT (Discrete Cosine Transform) on the ability to separate frequencies that are close to each other and to resolve additive white noise. Furthermore, in spectral estimation, FIR (Finite Impulse Response) convolution and compressed sensing, the HOT has better performance when compared to the DFT [7] . Also, on Field Programmable Gate Arrays (FPGAs), simulations show that HOT has superiority over DFT in terms of computational speed, space requirements and rounding error performance [7] .
B. Fixed-Point Arithmetic
Fixed-point arithmetic is where the number of digits before and after the radix point (decimal point) is fixed by the programmer. This is in contrast with floating point arithmetic where the position of the radix point can change depending on the value of the number represented. Fixed-point computing is often preferred in mobile DSP applications when the power source is a battery pack. Fixed-point processors have simpler logic circuits when compared with floating-point processors [8] . Thus, fixed-point processors are cheaper, smaller and consume lesser power. The Nintendo DS hand-held gaming console uses fixed-point processing. Programs written using fixed-point code often run faster with fewer number of processor clock cycles.
The disadvantages of using fixed-point arithmetic include greater time and effort to develop the code, as the programmer must do the scaling throughout the code to avoid overflow and quantization errors [8] . Floating-point data types offer greater dynamic range (auto-scaling) with an equivalent number of bits. However, in many circumstances, the advantages of fixedpoint arithmetic outweigh the disadvantages.
In this work, 16-bit fixed-point numbers are used in the C code. The fixed width integer data type int16_t is used to store these fixed-point numbers. Out of the 16 bits, one bit is used to represent the sign of the number and the remaining 15 bits are used for storing the magnitude.
III. DISCRETE HIRSCHMAN TRANSFORM
The Discrete Hirschman Transform (DHT) is a generalization of the Hirschman Optimal Transform. The dimensions of the input is not required to be a perfect square number. Additionally, the number of sampling points and the upsampling rate are not required to be equal. In other words, N = K × L, where N is the length of the input, K is the number of sampling points and L is the up-sampling rate. When the up-sampling rate is one, the DHT equals the DFT. When the up-sampling rate equals the length of the input, the result obtained after the transform is the same as the input. Also if K = L, we have the HOT.
The DHT transform matrix for a one dimensional input of length 6 is given in (3) . In this matrix, K = 3 and L = 2. One can observe that DHT uses sparse matrices (i.e., most of the elements are zeros). The sparsity of this matrix increases as L increases. The non-zero elements are the twiddle factors used in DFT. 
The algorithms that work for the DFT also work for the DHT due to the relationship that exists between them as given in (4) (4) and (5) is equal to result of the operation Y = W X. One can also note that the number of sampling points K is also equal to the length of the DFT. ⎡
Due to the sparsity of the DHT matrix, finding the DHT is computationally more efficient than the DFT. The zeros in the DHT matrix are not stored, which reduces the memory cost. The zeros also reduce the computational load since multiplying by zeros is selectively avoided by the algorithm used in this work.
In this paper the fixed-point computations are done using 16-bit signed integers. 16-bit processing is preferred here due to some benefits offered by it. Many Digital Signal Processing hardware use 16-bit processors. 8-bit processing does not provide the required precision. This is especially true for higher DFT lengths. On the other hand, 32-bit processing requires greater hardware resources, which leads to more expensive and power consuming processors.
A. Twiddle Factor Computation
For computing the DHT, we need the twiddle factors of the DHT matrix. Twiddle factors are complex roots of unity. For a DFT of length K, the twiddle factors will be the K th roots of unity. There are two ways to do the twiddle factor computation. The first method is to calculate the required twiddle factor "on the go" during run-time as its requirement comes up according to eq. (1). The second approach is to precalculate all the twiddle factors for the DFT length K and store it in an array. The elements of this array can be called later when the need arises. The first method has the advantage of not requiring extra memory for storing the twiddle factors. The second method is preferred in low-power single-core DSP processors since processing time is not wasted by calculating the twiddle factors every time. The trade-off in using the second method is that some extra memory is required for storing the twiddle factors.
The twiddle factors are complex exponentials of magnitude 1. Thus, they can be written in the form e jθ = cos(θ) + j sin(θ). There are K distinct twiddle factors for a DFT length K (K also equals the number of sampling points in the DHT). Since the twiddle factors are complex numbers, separate arrays are needed to store the real part (cosines) and imaginary part (sines). Each of these 1D arrays are of length K. Thus using 16-bit integers, the total memory required to store the twiddle factors is 16 × 2K bits. These arrays can together be called as the twiddle factor arrays.
Twiddle factor arrays are calculated using Taylor series expansion for sine as given in (6) . For calculating cosines eq. (6) is used with the formula cos(x) = sin( π 2 − x). The error is minimized, and the computation time is reduced by keeping the value of x as small as possible. The symmetry of the twiddle factors in the complex phase plane can also be exploited to keep x small. The twiddle factors for a 12-point DFT are shown in Fig. 1 . Twiddle factors for angles that lie between 0 and π/2 radians are computed. The twiddle factors for the rest of the angles are obtained from the values between 0 and π/2 using the symmetry property. Moreover, sine and cosine functions are periodic with a period 2π. Therefore, all elements of the DHT matrix can be found within the complex exponentials that lie between 0 and 2π radians. Using these properties, the maximum value of x will be under π/2. The drawback of this approach is that K cannot be less than 4.
B. DHT Computation
After obtaining the twiddle factors, the DHT computation is done. For an input vector X, the output vector Y is defined as Y = W X, where W is the DHT matrix. The input elements are multiplied by the elements of the matrix W . The elements of W are stored in the twiddle factor arrays. While performing the matrix multiplication, W is emulated by calling the appropriate elements from the twiddle factor arrays. As already mentioned, W is a sparse matrix. The location of the zeros in W can be predicted using the K and L values. The multiplication involving these zeros are skipped to improve performance.
The computer code developed for this work is primarily targeted for image processing applications. The inputs are 8-bit greyscale images. The images are represented by twodimensional matrices with 8-bit unsigned elements having values from 0 to 255 (image pixels). Thus real world images have the average of pixel values greater than zero. This offset is minimized by subtracting 128 from the input image pixels. Now the input matrix has pixel values between -128 and 127. Performing this step can reduce the chance of overflow errors.
The next challenge is to overcome bit-growth due to multiplication with fixed-point numbers. For a 2D input X 2D , the DHT is calculated using the formula Y 2D = W X 2D W T . The twiddle factor arrays have 16-bit elements and the input image has 8-bit pixels. The output must stay within 16 bits. Direct multiplication produces numbers that require more than 16 bits. During multiplication, the bit-growth can be kept in check using either saturation arithmetic or scaling. Saturation arithmetic is easier to perform but can lead to higher output error. Therefore, scaling is preferred here. Scaling generally gives better error performance compared to saturation arithmetic. Every multiplication is followed by a division with a constant. This constant is a power of two. Dividing by a power of 2 is equivalent to shifting the radix point (decimal point) to the left in the binary number system. This procedure scales the output so that it fits within 16 bits.
IV. INVERSE DISCRETE HIRSCHMAN TRANSFORM
The inverse DHT (IDHT) is similar to the DHT. For two dimensional DHT Y 2D , the inverse transform is given by
T , where W is the complex conjugate of the transform matrix W . It is clear that we need the conjugate of the twiddle factor arrays used in computing the forward DHT. We invert the signs of the imaginary component (the array storing the sine values) to get the conjugate of the twiddle factor arrays.
In addition, we need to remove the scaling and the offset introduced while doing the forward transform. Scaling is removed by multiplying with the scaling factor used in the forward transform. To negate the offset, the inverse transformed matrix is added with 128 to bring the range of pixel values back between 0 and 255. The errors involved in computing the inverse transform are essentially unchanged from those encountered when computing the (already discussed) forward transform.
V. RESULTS
Testing is done by comparing the 16-bit fixed point results obtained from the C code with the 64-bit floating point values obtained from Matlab. Mean Square Error (MSE), Median Error, and Maximum Absolute Error (MAE) are used to compare the errors which are given by (7), (8) and (9) respectively. In these equations, N is the size of the input matrix and x, y are the elements of the floating point and fixed-point matrices. Equation (7) shows the MSE in decibels. In (8), the function median() calculates the median. MSE = 10 log 10
The error is found by testing the code on randomly generated matrices. Real images usually have similar pixel values for pixels that are spatially close to each other. But random matrices do not have such a pattern. Moreover, there is almost no limit to the set of random matrices that can be generated. Thus, if the code works on random matrices, we can be quite confident that the code will work on real images also. In this work, fifty randomly generated matrices are used to compute the error. The average error is computed from these fifty matrices to plot the error graphs in this work. The minimum and maximum error is also taken from these fifty matrices to plot the rage of error. Fig. 2 shows the MSE between the processed image and original image in decibels for 256 × 256 images. In this context, the phrase "processed image" refers to the 8-bit image obtained after finding the DHT and Inverse DHT of the original image. In other words, if Z = IDHT(DHT(X)), Fig. 1 shows the error between X and Z. Here the computation of the forward and inverse transforms is done using the fixedpoint C code. In this figure, the error representing the 4-point DFT is absent since there is zero error while using 4-point DFT. Thus, the MSE for a 4-point DFT is negative infinity decibels. Figures 3 and 4 show the median error and MAE respectively. The Y-axis of these plots show the direct relationship between pixel values and are not in dB scale.
Finally, we show an example for a real image, Camera Man. This example fits within the context of the 3 errors shown from the randomly generated matrices, and is included in Fig. 5for completeness.
VI. CONCLUSION
Using the method used in this work, reasonable accuracy could be obtained using fixed-point computation. As the length of the DFT decreases, the accuracy increases. The maximum deviation in pixel value from an original 8-bit image has been found to be 15 using real images. In most circumstances, such a low error is likely to go undetected when one looks at the image. 
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