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Abstract
The Frank-Wolfe (FW) algorithm has been widely
used in solving nuclear norm constrained problems,
since it does not require projections. However, FW
often yields high rank intermediate iterates, which
can be very expensive in time and space costs for
large problems. To address this issue, we propose
a rank-drop method for nuclear norm constrained
problems. The goal is to generate descent steps that
lead to rank decreases, maintaining low-rank solu-
tions throughout the algorithm. Moreover, the op-
timization problems are constrained to ensure that
the rank-drop step is also feasible and can be read-
ily incorporated into a projection-free minimization
method, e.g., FW. We demonstrate that by incorpo-
rating rank-drop steps into the FW algorithm, the
rank of the solution is greatly reduced compared to
the original FW or its common variants.
1 Introduction
The Frank-Wolfe algorithm has been widely used for many
machine learning applications due to its projection-free prop-
erty, particularly when linear minimization on the domain
is easy but projection is difficult. A particularly interesting
problem in machine learning is the nuclear norm constrained
problem,
min
X∈Rm×n
f(X) s.t. ‖X‖NN ≤ δ (1)
where ‖·‖NN is the nuclear norm, which is a typical con-
vex relaxation for rank constrained optimization problems
[Fazel et al., 2001]. Common applications of nuclear-norm
constrained problems are matrix completions, multivariate re-
gression, multi-task learning, and clustering with missing in-
formation. For (1), a projection operation onto the nuclear
norm ball will require a full singular value decomposition
(SVD), which can be too expensive to perform at each itera-
tion, but is required by methods such as the projected gradient
descent.
Without any projection, the FW iterate is guaranteed to be
feasible. For (1), the linear subproblem used by FW only re-
quires computing the singular vector pair corresponding to
the largest singular value of the gradient at each iteration
[Jaggi, 2013]. This is significantly cheaper than computing
the full SVD when the dimension of the matrix is large. A
challenge when using FW for (1) is that the nuclear norm ball
is a convex hull of an infinite number of rank-one matrices,
referred to as the atoms of the set of feasible points. Since an
atom is added at each iteration, the solution is expressed as a
convex combination of an arbitrarily large atomic set, which
lacks the crucial low-rank property we desire from nuclear
norm constrained problems.
While other methods exist for solving instances of (1), e.g.,
Active Subspace Selection [Hsieh and Olsen, 2014] or Re-
distributing Nonconvex Regularizers [Yao et al., 2016], im-
plementations for these methods utilize specific properties of
f(·). In [Yao et al., 2016], it appears that for each choice of
f(·), a specialized solver must be written, and in [Hsieh and
Olsen, 2014], knowledge of special structures using ∇f(·)
and ∇2f(·) is necessary to use the approach efficiently. In
contrast, the FW can be readily used for a general f(·) with-
out special modifications.
One of our main goals is to devise a new way to efficiently
generate descent feasible steps which also decrease the rank
of the current iterate when solving (1) without assuming a
specific form for f(·). We propose a new nonconvex opti-
mization formulation to determine the steepest descent rank-
drop steps. By further considering the interior rank-drop step
and exterior rank-drop step cases separately, we obtain for-
mulations which lead to efficient feasible rank-drop step com-
putation.
We establish theoretical properties of the proposed formu-
lations. In addition we demonstrate computationally that the
proposed rank-drop FW method can obtain much lower rank
solutions than previous FW alternatives, greatly improving
computational efficiency.
1.1 Notation
In this paper, σi(A) denotes the i
th
singular value of A,
with σ1 ≥ ... ≥ σmin{m,n}. For a matrix A = [aij ] ∈
Rm×n, ‖A‖NN :=
∑
i σi(A) denotes the nuclear norm
and ‖A‖sp := σ1(A) denotes the spectral norm. Let
B‖·‖(A, ) := {X ∈ Rm×n : ‖A − X‖ ≤ } be the
closed norm-ball with a specified norm. We use the term
thin SVD to mean the SVD with strictly positive singular val-
ues, i.e., if A = UΣV > is a thin SVD and rank(A) = r,
then U ∈ Rm×r,Σ ∈ Rr×r, and V ∈ Rn×r. Finally,
〈A,B〉 := tr(A>B) denotes the usual trace inner product.
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2 The Frank-Wolfe Algorithm and Away Step
We briefly review FW along with its common variants. Here
FW is described for a general problem,
min
x∈S
f(x) (2)
where S is a closed and bounded convex set.
The FW algorithm can be summarized in Algorithm 1. We
denote the FW direction as dfw := sk − xk.
Algorithm 1 Frank-Wolfe (FW)
Let x0 ∈ S
for k = 0... do
sk ← arg mins∈S〈s,∇f(xk)〉
dfw ← sk − xk
xk+1 ← xk + τdfw for τ ∈ [0, 1]
end for
There are many choices for the stepsize τ which ensure
convergence. We will assume in this paper that the optimal
step-size is used since the stepsize choice is not the focus of
this work.
Away steps has been introduced in [Wolfe, 1970] and ana-
lyzed in [Gue´lat and Marcotte, 1986] to move away from “bad
atoms” to accelerate convergence. The away step method
maintains a set of active atoms, Ak, such that the current it-
erate xk is decomposed into an atomic decomposition, i.e.,
xk =
∑
ai∈Ak αaiai, where the weight satisfy αai > 0 and∑
ai∈Ak αai ≤ 1.
The away step provides a direction that moves away from
one of the active atoms which yields a better descent direc-
tion than the current FW direction. This direction solves the
following optimization problem,
vk := arg min
v∈Ak
〈∇f(xk), xk − vk〉 (3)
To ensure convergence, the away direction daway := xk − vk
is only taken if 〈∇f(xk), daway〉 ≤ 〈∇f(xk), dfw〉. Algo-
rithm 2 summarizes the away step FW method (AFW) in
[Lacoste-Julien and Jaggi, 2015].
2.1 In-Face Steps
In [Freund et al., 2015], In-Face Steps are proposed to gener-
alize away-steps. Instead of generating descent directions by
moving away from bad atoms, the in-face step selects the best
descent direction along the minimal face containing the cur-
rent iterate. By aiming to move along the minimal face to the
boundary of the feasible region to reach a lower dimensional
face, the algorithm explicitly maintains a low-rank structure
without compromising convergence. For (1), as in [Freund et
al., 2015], the minimal face F(Xk) of BNN (0, δ) containing
a point Xk is given by the set,
F(Xk) =
{BNN (0, δ), when ‖Xk‖ < δ
UMV >, otherwise,
(4)
whereXk has a thin r rank SVD, UΣV >,M is a real positive
semidefinite matrix with tr(M) = δ.
Algorithm 2 (Atomic) Away Steps Frank-Wolfe (AFW)
Let x0 ∈ S and A0 ← {x0}.
Initialize αs ← 0,∀s ∈ S.
for k = 0... do
sk ← arg mins∈S〈s,∇f(xk)〉, dfw ← sk − xk
vk ← arg maxv∈Ak〈v,∇f(xk), daway ← xk − vk
if 〈−∇f(xk), dfw〉 ≥ 〈−∇f(xk), daway〉 then
dk ← dfw
τ∗ ← arg minτ∈[0,1] f(xk + τdk)
αai ← (1− τ∗)αai ,∀ai ∈ Ak
αsk ← αsk + τ∗,Ak ← Ak ∪ {sk}
else
dk ← daway
τ∗ ← arg min
τ∈
[
0,
αvk
1−αvk
] f(xk + τdk)
αvi ← (1 + τ∗)αvi ,∀vi ∈ Ak
αvk ← αvk − τ∗
end if
xk+1 ← xk + τ∗dk
Ak+1 ← {a ∈ Ak : αa > 0}
end for
In particular, for comparison, we consider the In-Face
step from the Away-step Strategy described in [Freund et al.,
2015], which uses the following direction,
Zk := arg max
Z∈F(Xk)
〈∇f(Xk), Z〉. (5)
3 Rank-Drop Steps
One significant issue with the FW method for nuclear norm
constrained problems is that the rank of the intermediate so-
lution often steadily increases [Freund et al., 2015], and fre-
quently yielding a high rank solution upon termination. In
Figure 1, we highlight this phenomenon. For very large prob-
lems, we cannot store the matrix Xk, and instead, only main-
tain the rank-one factors. Thus, computing the gradient at
each iteration can be computationally prohibitive. For matrix
completion, as an example, if Ω is the set of observed entries,
then forming the gradient requires at least |Ω| · r inner prod-
uct calculations. Since the number of observed entries, |Ω|, is
typically very large, any increase in the rank of the solution
greatly increases the computational time in each iteration.
To address this issue, we propose to search over the set of
rank-one matrices which decrease the rank of the iterate by
one. The proposed optimization formulation for determining
such a rank-one matrix is motivated by the following theorem.
Theorem 3.1 ([Egerva´ry, 1960]). Let u ∈ Rm, v ∈ Rn,
A ∈ Rm×n, and B = A − σ−1uv>. Then rank(B) =
rank(A) − 1 if and only if there are vectors x ∈ Rn and
y ∈ Rm such that u = Ax, v = A>y and σ = y>Ax 6= 0.
3.1 The Rank-Drop Optimization Framework
Assume that rank(Xk) > 1. Our goal is to determine a rank-
drop step which reduces the rank of Xk but has a comparable
objective value. We restrict our attention to the rank-one ma-
trices that can decrease the rank of a matrix; letR(A) denote,
0 100 200 300 400 500 600 700 800 900 1000
Iteration
0
10
20
30
40
50
60
70
80
90
R
an
k Frank-Wolfe
Away
Rank-Drop
Figure 1: The Frank-Wolfe and Away-Step methods reach very
high rank solutions at convergence for the MovieLens 100k dataset
with δ = 1. The rank of the iterate becomes very large before the
rank begins to decrease very slowly. In contrast, the proposed rank-
drop FW method maintains very low-rank intermediate solutions
throughout the entire computation. The objective values at termi-
nation are 1905.4, 1905.4, 1905.6 for FW, Away Step, Rank-Drop
respectively.
for a matrix A, the set of rank-drop steps, which are these
rank-one matrices,
R(A) :={σ−1uv> : ∃x ∈ Rn, y ∈ Rm
s.t. u = Ax, v = A>y, σ = y>Ax 6= 0}. (6)
Since u and v must be in the column and row spans of A
respectively, Lemma 3.2 shows that the set of rank-drop steps
can be expressed in a more concise form.
Lemma 3.2. 1 Let A ∈ Rm×n with a thin SVD A = UΣV >.
Then we can rewrite the set of rank-drop steps as,
R(A) =
{
Ust>V >
s>Σ−1t
, s>Σ−1t > 0
}
. (7)
Let Zk ∈ R(Xk) and Zˆk = Zk/‖Zk‖NN . Then, similar
to away steps, we consider iterates in the following form,
Xk+1 := Xk + τDrd, where Drd := Xk − δZˆk. (8)
Our goal is to find a rank-drop step that results in a feasible
iterate which best minimizes the objective. Since not all rank-
drop steps lead to feasible iterates and testing for feasibility at
each iteration is computationally expensive, we want to estab-
lish a verifiable sufficient condition for rank-drop steps that
ensure feasibility. In Lemma 3.3, we first establish a lower
bound on the nuclear norm of the rank-drop step.
Lemma 3.3. Let A ∈ Rm×n with rank r and let Z ∈ R(A)
be an arbitrary rank-drop step. Then ‖Z‖NN ≥ σr(A).
To ensure feasibility of the iterate after a rank-drop step, we
consider two distinct cases. Let κ(Xk) be half of the distance
between Xk and the boundary of the nuclear norm ball,
κ(Xk) :=
δ − ‖Xk‖NN
2
(9)
We consider κ(Xk) ≥ σr(Xk), the interior case, and
κ(Xk) < σr(Xk), the exterior case. For each case, we will
motivate a rank-drop step formulation to guarantee feasibility
of the next iterate and provide a method for its computation.
1Due to space limitations, proofs will be omitted. The proofs will
be added in an appendix at https://arxiv.org/abs/1704.
04285.
3.2 The Interior Rank-Drop Problem
Assume that κ(Xk) ≥ σr(Xk), where κ(Xk) is defined in
(9). Theorem 3.4 below establishes an easily verifiable condi-
tion guaranteeing that Xk+1, after taking the rank-drop step,
remains in the interior of the nuclear ball.
Theorem 3.4. Let Xk ∈ Rm×n with ‖Xk‖NN < δ, Zk ∈
R(A), and Zˆk = Zk/‖Zk‖NN . If ‖Zk‖ ≤ (δ−‖Xk‖NN )/2,
then Xk+1 = Xk + τ(Xk − δZˆk) ∈ BNN (0, δ) for every
τ ∈ [0, τ∗], where τ∗ = ‖Zk‖NN/(δ−‖Zk‖NN ). Moreover,
if τ = τ∗, then rank(Xk+1) = rank(Xk)− 1.
Theorem 3.4 motivates the following formulation,
min
Z
〈−Z,∇f(Xk)〉
s.t. Z ∈ BNN (0, κ(Xk)) ∩R(Xk).
(10)
Problem (10) determines, in the interior case, the best rank-
drop step for solving (1) based on the first order approxima-
tion to the objective. The constraint on Z guarantees that the
next iterate is feasible if a rank-drop step is taken.
Theorem 3.5. If rank(Xk) ≥ 1 with σr(Xk) ≤ κ(Xk), then
the feasible region for (10) is non-empty.
Assume that a thin SVD for Xk, Xk = UΣV >, is given.
Using Lemma 3.2, the constraint in (10) can be made explicit,
min
s,t∈Rr
〈
Xk − Ust
>V >
s>Σ−1t
,∇f(Xk)
〉
s.t.
Ust>V >
s>Σ−1t
∈ BNN (0, κ(Xk))
s>Σ−1t > 0.
(11)
To make (11) more amenable to computation, we remove
the fraction using the normalization constraint s>Σ−1t =
κ(Xk)
−1 and formulate the problem equivalently as follows,
min
s,t∈Rr
q(s, t) := 〈∇f(Xk),−κ(Xk)Ust>V >〉
s.t. s>Σ−1t = κ(Xk)−1
‖s‖2 = 1, ‖t‖2 ≤ 1
(12)
Note that the constraints in (12) also ensure that s and t
cannot be rescaled to obtain a different solution yielding an
identical rank-drop step. The equivalence of (10) and (12) is
formally established in Theorem 3.6.
Theorem 3.6. If Xk is a feasible point of (1) and κ(Xk) ≥
σr(Xk), then an optimal solution to (12) is an optimal so-
lution to (11). Moreover, an optimal to (11) can always be
rescaled into an optimal solution to (12).
3.3 The Exterior Rank-Drop Problem
Now consider the case κ(Xk) < σr(Xk). If κ(Xk) is rela-
tively large and Xk is not nearly rank deficient, rank-drop is
less important. If κ(Xk) is small, however, then Xk is close
to the boundary of the nuclear ball. In this case, we are in-
terested in rank-drop descent directions that move inside the
nuclear norm ball. We establish the following theorems to
facilitate formulating appropriate optimization problems for
this case. Subsequently ∂g(X) denotes the subdifferential of
g(X) at X .
Theorem 3.7. LetXk ∈ BNN (0, δ) have the thin SVDXk =
UΣV >. Define Dk = Xk − δZˆk with Zk ∈ R(Xk) and
Zˆk = Zk/‖Zk‖NN = Ust>V >, for some s and twith ‖s‖ =‖t‖ = 1. Then, (
max
G∈∂‖Xk‖NN
〈Dk, G〉
)
≤ 0, (13)
if and only if δs>t ≥ ‖Xk‖NN .
Following Theorem 3.7, Dk will be a descent direction for
the nuclear norm at Xk if δs>t ≥ ‖Xk‖NN .
When Xk is on the boundary of the nuclear norm ball,
Corollary 3.7.1 below states a simpler and useful character-
ization.
Corollary 3.7.1. Let Xk have the thin SVD Xk = UΣV >
with ‖Xk‖NN = δ. Define Dk = Xk − δZˆk with Zk ∈
R(Xk) and Zˆk = Zk/‖Zk‖NN = Ust>V >, for some s and
t with ‖s‖2 = ‖t‖2 = 1. Then,(
max
G∈∂‖Xk‖NN
〈Dk, G〉
)
≤ 0 (14)
if and only if s = t.
When Xk is on the boundary of the nuclear ball, κ(Xk) =
0. Lemma 3.8 below shows that Xk is close to the boundary
when either r is large or when σr(Xk) is small, assuming
κ(Xk) < σr(Xk).
Lemma 3.8. If κ(Xk) < σr(Xk), then ‖Xk‖NN > rr+2δ.
For the exterior case, κ(Xk) < σr(Xk), we are mostly in-
terested in the situation when Xk is close to the boundary of
the nuclear norm ball. Consequently, we motivate the next
formulation assuming ‖Xk‖NN = δ as a good approxima-
tion.
When Xk is on the boundary of the nuclear norm ball, we
consider all directions which move into the nuclear norm ball,
hence feasible directions, as candidate solutions. From Corol-
lary 3.7.1, this can be reduced to searching over directions
Dk = Xk − δUss>V >. Let W = U>∇f(Xk)V . Note
that 12s
>(W>+W )s = 〈∇f(Xk), Uss>V >〉. Hence, in the
exterior case, we solve the following optimization problem,
max
s∈Rr
1
2
s>(W> +W )s
s>Σ−1s
s.t. ‖s‖2 = 1. (15)
We note that (15) is a generalized eigenvalue problem,
which can be further reduced to a standard eigenvalue prob-
lem since Σ−1 is a nonsingular diagonal matrix.
Theorem 3.9 below establishes that, using (15), the re-
quired step-size to decrease the rank of the current iterate also
guarantees that the next iterate is feasible.
Theorem 3.9. Let s be an optimal solution to (15) and let
Dk = Xk − δUss>V >, where Xk = UΣV > is a thin
SVD with ‖Xk‖NN ≤ δ. If τ∗ = (δs>Σ−1s − 1)−1 and
Xk+1 = Xk + τ
∗Dk, then rank(Xk+1) = rank(Xk) − 1
and ‖Xk+1‖NN ≤ δ.
We observe that τ∗ matches the upper bound on the step-
size for in-face steps when an away-step method is used and
when ‖Xk‖ = δ.
Comparison with In-Face Steps
Lemma 3.10 and 3.11 below show that the rank-drop steps de-
rived from (12) and (15) lie on the minimal face of BNN (0, δ)
containing Xk, denoted as F(Xk).
Lemma 3.10. Suppose ‖Xk‖NN < δ and κ(Xk) ≥ σr(Xk),
with thin SVD Xk = UΣV >. Then Z = κ(Xk)Ust>V > ∈
F(Xk), where (s, t) is the solution to (12).
Lemma 3.11. Suppose κ(Xk) < σr(Xk), with thin SVD
Xk = UΣV
>. Then Z = δUss>V > ∈ F(Xk), where s
is the solution to (15).
We emphasize, however, that the rank-drop steps are con-
structed explicitly to decrease the rank of the current iter-
ate. Specifically, we highlight the following differences be-
tween rank-drop steps and the in-face direction (5) suggested
in [Freund et al., 2015]. Firstly, when the iterate is in the
interior of the nuclear norm ball, the in-face steps often do
not lead to rank-drop steps. Moreover, at each iteration when
the iterate is in the interior, a binary search is required to de-
termine the maximum feasible step length once the direction
is computed. This requires several SVD updates, leading to
very expensive intermediate iterates. Thus, it is critical for
the iterates of the in-face method to reach the boundary of
the nuclear norm ball quickly. Secondly, the parametrization
suggested in [Freund et al., 2015] (i.e. γ1 = 0 and γ2 = ∞)
for large datasets corresponds to only taking the maximum
step length. On the boundary of the nuclear norm ball, this
is equivalent to only accepting iterates with rank decreased.
Since our proposed rank-drop is determined optimally to de-
crease the objective (up to the first order) among all rank-drop
steps explicitly, we believe that this is a better optimization
formulation when the iterate approaches the boundary.
Solving the Optimization Problem in the Interior Case
Now we discuss how to solve the Rank-Drop optimization
problem (12) in the interior case. Let W := U>∇f(Xk)V .
The Lagrangian for (12) is,
L(s, t, λ, α, β) :=s>Wt+ λ(s>Σ−1t− κ(Xk)−1)
+ α(s>s− 1) + β(t>t− 1).
Theorem 3.12. Suppose (s, t, λ, α, β) satisfies the KKT con-
ditions of (12) with ‖t‖2 < 1. Then α = β = 0, λ is an
eigenvalue of −ΣW , and Mλ := − 12 (W + λΣ−1) has zero
as a singular value. Conversely, assume that (sˆ, tˆ) forms a
singular vector pair ofMλ associated with the singular value
zero and κ(Xk)sˆ>Σ−1tˆ > 1, then the KKT conditions of (12)
are satisfied at (sˆ, tˆ/(κ(Xk)sˆ>Σ−1tˆ), λ, 0, 0).
Since problem (12) is nonconvex and generally difficult to
solve, we only consider candidate KKT points characterized
in Theorem 3.12. For each eigenvalue λ of −ΣWx, we fix
α = β = 0 and choose (sˆ, tˆ) that corresponds to the singular
vector pair of−0.5(W +λΣ−1) with the singular value zero.
If (s, t) = (sˆ, tˆ/(κ(Xk)sˆ>Σ−1tˆ)) is feasible with respect to
(12) and ‖t‖2 < 1, then by Theorem 3.12, (s, t, λ, 0, 0) satis-
fies the KKT conditions.
In the event that no feasible candidate is found, we solve
(15) instead and obtain a feasible rank-drop step, guaranteed
by Theorem 3.9. We remark that, although it is always possi-
ble to find feasible rank-drop steps using (15), in the interior
case, it is still preferable to solve problem (12) since the as-
sumption that s = t can be restrictive and unnecessary when
far away from the boundary. Algorithm 3 presents the details
of the rank-drop direction computation.
3.4 Step Selection Criteria
The criteria in [Freund et al., 2015] for away-steps require
solving the regular FW linear subproblem at each iteration
even when the FW step is not taken. In the rank-drop frame-
work, we accept any rank-drop step that does not increase the
objective. This allows the algorithm to maintain a lower rank
SVD as well as allows the algorithm to skip computing a FW
step unnecessarily. Additionally, for the rank-drop step, we
observe that it is very rare that the algorithm chooses a rank-
drop step two iterations in a row. Thus, we only generate the
rank-drop direction when the previous iterate is a regular FW
step, avoiding unnecessary rank-drop step computations.
4 Convergence Analysis
Following the proof for Theorem 4 in [Gue´lat and Marcotte,
1986], we show that the iterates, from Rank Drop FW in Al-
gorithm 4, converge to the global optimum of (1).
Theorem 4.1. Let {Xk} be a sequence generated by Algo-
rithm 4 and let f∗ be the optimal value for problem (1). As-
sume ∇f(X) is Lipschitz continuous in the feasible region.
Then f(Xk) − f∗ ≤ 8δ2L4+Nkfw , where N
k
fw be the number of
FW steps taken up to the iteration k.
5 Complexity Per Iteration
When computing the rank-drop steps, we note that the di-
mension of the subproblems is r, the rank of the current it-
erate. First, forming the matrix W := U>∇f(Xk)V re-
quires O(r2hmin{m,n}) operations, where h is the maxi-
mum number of nonzero elements in any row or column. In
the interior case, we must compute an eigen-decomposition
of an r× r matrix which takes O(r3) time. Then, each eigen-
value λ is used to form the matrix −0.5(W + λΣ−1) where
the singular vector pair corresponding to the zero singular
value is computed. The total time required for the interior
case is O(r3 + r2hmin{m,n}). In the exterior case, O(r2)
flops are required to compute the largest eigenvalue. Thus,
the total complexity per iteration is O(r3 + r2hmin{m,n}).
6 Experimental Results
We validate the rank-drop steps on a matrix completion task
using various datasets from MovieLens2. We first center
and scale each data set to have mean 0 and standard devi-
ation 1. We compare the proposed Rank-Drop Frank Wolfe
(RDFW) against the aforementioned FW variants, FW [Frank
and Wolfe, 1956], AFW [Lacoste-Julien and Jaggi, 2015],
and IF(0,∞), [Freund et al., 2015], as well as a state-of-the-
art nuclear norm regularized solver in ActiveALT [Hsieh and
Olsen, 2014].
2http://grouplens.org/datasets/movielens/
Algorithm 3 Compute Rank-Drop Direction (rankDrop)
Input: thin SVD Xk := UΣV > and∇f(Xk).
κ(Xk)← δ−‖Xk‖NN2
W ← U>∇f(Xk)V
if κ(Xk) ≥ σr(Xk) then
(Interior Case)
Λ← eigs(−ΣW )
b← −∞
for λi ∈ Λ do
Mλ := − 12 (W + λiΣ−1)
(s, t, σ)← SVD(Mλ) (return the zero SV)
if κ(Xk)s>Σ−1t ≥ 1 and q
(
s, t
κ(Xk)s>Σ−1t
)
> b
then
(s∗, t∗)← (s, t)
b← q
(
s, t
κ(Xk)s>Σ−1t
)
end if
end for
α← (s>Σ−1t)−1
τ∗ ← αδ−α
end if
if κ(Xk) < σr(Xk) or b = −∞ then
(Exterior case or no candidates from the Interior Case)
s∗ ← genEig(0.5(W +W>),Σ−1)
t∗ ← s∗
τ∗ ← (δs>Σ−1s− 1)−1
end if
return (s∗, t∗, τ∗)
Algorithm 4 Rank-Drop Frank-Wolfe (RDFW)
Let X0 ∈ S, with initial SVD X0 = UΣV >, and maxi-
mum iteration count T
prevStep← “RD” (Start with Frank-Wolfe step)
for k = 0... do
Compute ∇f(Xk)
if prevStep == “RD” then
GO TO (Frank-Wolfe)
end if
Compute Rank-Drop direction (see Algorithm 3):
(sk, tk, τ
∗)← rankDrop(U,Σ, V,∇f(Xk))
X˜ := Xk + τ
∗(Xk − δUskt>k V >)
if f(X˜) ≤ f(Xk) then
Xk+1 ← X˜
Zk ← −δUskt>k V >
prevStep← “RD”
else
(Frank-Wolfe)
Zk ← arg minZ∈BNN (0,δ)〈Z,∇f(Xk)〉
τ∗ ← arg minτ∈[0,1] f(Xk + τ(Zk −Xk))
Xk+1 := Xk + τ
∗(Zk −Xk)
prevStep← “Frank-Wolfe”
end if
(U,Σ, V )← updateSVD(U,Σ, V, τ∗Zk)
end for
Dataset Frank-Wolfe Away-Step FW In-Face(0,∞) ActiveALT Rank-Drop FW
ML-100k
RMSE 0.878 0.878 0.878 0.877 0.879
Rank (Max) 501.4 (504) 466.8 (477) 54.2 (64) 43.4 (50) 41.6 (44)
Time (s) 146.09 152.49 37.85 30.28 35.45
ML-1M
RMSE 0.820 0.820 0.822 0.818 0.820
Rank (Max) 467.4 (478) 425.2 (430) 77.6 (112) 65 (68) 67 (69)
Time (s) 1,127.70 1,197.67 356.42 503.39 284.85
ML-10M
RMSE 0.806 0.806 0.807 0.806 0.808
Rank (Max) 1000 (1000) 889.8 (893) 210 (297) 141.8 (144) 140 (140)
Time (s) 41,467.60 44,327.57 29,630.43 13,281.95 12,499.43
ML-20M
RMSE - - 0.800 0.800 0.801
Rank (Max) - - 274.6 (471) 206.2 (214) 202 (203)
Time (s) - - 117,535.82 38,497.16 29,102.62
Table 1: Computational results on matrix completion problems averaged over 5 random initializations. The max rank is the maximum rank
observed over all 5 trials. For ML-20M, the FW and AFW algorithms took too long to successfully terminate.
Dataset # Users # Movies # Ratings
MovieLens 100k 943 1,682 100,000
MovieLens 1M 6,040 3,900 1,000,209
MovieLens 10M 82,248 10,681 10,000,054
MovieLens 20M 138,493 27,278 20,000,263
Table 2: MovieLens Data
Following [Yao et al., 2016], we randomly partition each
dataset into 50% training, 25% validation, and 25% testing.
The δ value in (1) is tuned with δ = µj · ‖Y ‖F , where‖Y ‖F is the Frobenius norm of the training data matrix, and
µj = 2 + 0.2j, j ∈ N. We increase j until the mean RMSE
on the validation set does not improve by more than 10−3.
We terminate the algorithm when an upper bound on the rel-
ative optimality gap ensures (f(Xk) − f∗)/f∗ < 10−2 or a
maximum iteration count of 1000 is reached.
For ActiveALT, a regularized nuclear norm problem (not
constrained) is solved where the regularization parameter λ
is chosen by approximately solving for the Lagrange mul-
tiplier from the solution to the constrained problem. From
the optimality conditions, we have U>∇f(X∗)V + λI = 0.
Thus, λ is approximated by the mean of the diagonal values of
U>f(Xk)V , where Xk is the converged solution of RDFW.
ActiveALT terminates when f(Xk−1) − f(Xk) < 10−4, to
match with the criterion suggested in [Yao et al., 2016] with
a maximum iteration count of 150.
Dataset Frank-Wolfe δ ActiveALT λ
MovieLens 100k 3 10.94
MovieLens 1M 3.4 22.7
MovieLens 10M 5.2 49.4
MovieLens 20M 6.6 59.04
Table 3: Parameters used for each dataset.
6.1 Computational Details
All simulations were run in MATLAB. For all FW variants,
we maintain a thin SVD for the current iterate, where the
SVD is updated at each iteration using a rank-one update as
described in [Brand, 2006]. The rank is calculated by count-
ing all singular values larger than 10−6, in agreement with
the definition of rank in [Freund et al., 2015].
7 Discussion
We observe that the proposed method, RDFW, shows large
improvements over FW and its common variants in terms of
the rank and computing time. While ActiveALT, the leading
nuclear norm based matrix completion solver, is very compet-
itive with RDFW, RDFW has the additional attractive prop-
erty that it does not require knowledge of the structure of
the Hessian, or even require f(·) to be twice differentiable,
allowing for greater generality. Moreover, since the matrix
completion objective is quadratic, this is the ideal situation
for ActiveALT since the underlying solver in ActiveALT only
requires one Newton step to converge, whereas with a non-
quadratic objective, the computational burden can increase.
8 Conclusions
We have proposed a rank-drop optimization formulation to
determine optimally descent rank-drop steps for the nuclear-
norm constrained minimization. By considering the interior
and exterior cases separately to ensure feasibility, we also
devise subproblems that can be efficiently solved. The pro-
posed formulation can be deployed in a projection free min-
imization method, e.g., FW method, to efficiently compute a
low rank solution by maintaining low rank intermediate iter-
ates, without compromising the strong convergence guaran-
tees. While classic FW methods tend to have very high rank
solutions for nuclear-norm constrained problems, we have
shown that the addition of rank-drop steps can drastically re-
duce the rank of the iterates, allowing for much faster algo-
rithms to reach low rank solutions with less required space.
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A Omitted Proofs
A.1 Proof of Lemma 3.2
Proof. Assume that σ−1uvT ∈ R(A). Then u = Ax and
v = A>y for some x and y and u, v 6= 0. Let A = UΣV > be
a thin SVD and write u = Us and v = V t for some s, t ∈ Rr.
We have,
V t = A>y = V ΣU>y ⇒ Σ−1t = U>y. (16)
Consequently,
σ = y>Ax = y>(Us) = (U>y)>s = t>Σ−1s. (17)
Finally, we note that t>Σ−1s can always be made positive
by replacing s with −s.
A.2 Proof of Lemma 3.3
Proof. Let Z = σ−1uv>. Without loss of generality, we can
assume that σ−1 > 0 since we can always substitute u with
−u to make σ−1 positive. Let α = σ−1‖u‖2‖v‖2. We need
to show that α ≥ σr(A).
From Lemma 3.2, we know that σ−1uv> = Ust
>V >
s>Σ−1t for
some s, t ∈ Rr. Then,
σ−1‖u‖2‖v‖2 =
‖Us‖2‖V t‖2
|s>Σ−1t| ≥
‖s‖2‖t‖2
‖s‖2‖Σ−1t‖2
≥ 1
maxz:‖z‖2=1‖Σ−1z‖2
= σr(A)
A.3 Proof of Theorem 3.4
Proof. Define Rk = Xk − Zk. Note that,
‖Rk‖NN + ‖Zk‖NN = ‖Xk − Zk‖NN + ‖Zk‖NN
≤ ‖X‖k + 2‖Zk‖NN
≤ δ
where the last inequality uses ‖Zk‖NN ≤ (δ−‖Xk‖NN )/2.
Let Rk have the thin SVD, Rk =
∑r−1
i=1 σiuiv
>
i . We can
express Xk as,
Xk = α0δZˆk +
r−1∑
i=1
αiδuiv
>
i (18)
where α0 = ‖Zk‖NN/δ and αi = σi/δ for i ∈ {1, ..., r−1}.
Note that αi ≥ 0, i = 0, . . . , r − 1, and
‖Rk‖NN + ‖Zk‖NN ≤ δ
⇒ δ
(
r−1∑
i=1
αi
)
+ δα0 ≤ δ
⇒
r−1∑
i=0
αi ≤ 1
(19)
Next, we wish to show that Xk+1 ∈ BNN (0, δ). Rewrite
Xk+1 as,
Xk+1 = Xk + τXk − τδZˆk
= (1 + τ)Rk + (1 + τ)α0δZˆk − τδZˆk (using (18))
= (1 + τ)Rk + (α0 + α0τ − τ)δZˆk
=
r−1∑
i=1
(1 + τ)αiδuiv
>
i + (α0 + α0τ − τ)δZˆk
=
r−1∑
i=1
βiδuiv
>
i + β0δZˆk
where β0 = (α0 + α0τ − τ) and βi = (1 + τ)αi,∀i ∈
{1, ..., r − 1}.
If τ ∈ [0, τ∗], then α0 + α0τ − τ ≥ 0, with equality at
τ = τ∗. Thus, βi ≥ 0,∀i ∈ {0, 1, ..., r − 1}. Next, we have
that,
r−1∑
i=0
βi = (1 + τ)
r−1∑
i=1
αi + (1 + τ)α0 − τ
= (1 + τ)
r−1∑
i=0
αi − τ
≤ (1 + τ)− τ
= 1.
Thus, βi ≥ 0, i = 0, . . . , r − 1, and
∑r−1
i=0 βi ≤ 1. This
implies that Xk+1 ∈ B(0, δ) if τ ∈ [0, τ∗].
Finally, when τ = τ∗, we have that (α0 +α0τ∗− τ∗) = 0.
Hence, Xk+1 is a sum of r − 1 rank one matrices and
rank(Xk+1) ≤ r − 1. Since Xk+1 is a rank one pertur-
bation of Xk, the most the rank can decrease by is 1, thus
rank(Xk+1) = r − 1.
A.4 Proof of Theorem 3.5
Proof. Assume that Xk has the thin SVD Xk = UΣV T .
We show that the smallest singular vector pair can be made
into a rank-drop step. Let s = er, where er is the rth el-
ementary basis vector, t = (σr(Xk)/κ(Xk))er, and Z =
Ust>V >/s>Σ−1t. Since σr(Xk) ≤ κ(Xk), ‖t‖2 ≤ 1. We
conclude that,
‖Z‖NN =
∥∥∥∥Ust>V >s>Σ−1t
∥∥∥∥
NN
≤ ‖Us‖2‖V t‖2(‖Σ−1s‖2‖t‖2)−1
≤ σr(Xk)
≤ κ(Xk)
(20)
Thus Z ∈ BNN (0, κ(Xk)) ∩R(Xk), and the feasible region
to (10) is non-empty. More generally, we can see that any
singular vector pair with singular value σi(Xk) ≤ κ(Xk) will
be feasible to (10) as well.
A.5 Proof of Theorem 3.6
Proof. First we will show that for any feasible solution (s, t)
to (11), there exists a corresponding feasible solution to (12)
with the same objective value.
Let (s, t) be a feasible solution to (11). Define sˆ :=
s
‖s‖2 and tˆ :=
κ(Xk)
−1
sˆ>Σ−1t t. We will show (sˆ, tˆ) is feasible for
(12) and the objective values of (11) and (12) are equal at
(s, t) and (sˆ, tˆ). To see this, note that,
Ust>V >
s>Σ−1t
=
κ(Xk)
−1
‖s‖2sˆ>Σ−1k t
κ(Xk)−1
‖s‖2sˆ>Σ−1k t
· Ust
>V >
s>Σ−1t
=
Usˆtˆ>V >
sˆ>Σ−1tˆ
(21)
But,
sˆ>Σ−1tˆ =
κ(Xk)
−1
sˆ>Σ−1t
sˆ>Σ−1t = κ(Xk)−1, (22)
satisfying the first constraint of (12). We can also conclude,
Ust>V >
s>Σ−1t
= κ(Xk)Usˆtˆ
>V > (23)
showing the objective values will be equal.
For the norm constraint, ‖sˆ‖2 = 1 by construction. Next,
to see that the solution satisfies the last constraint, the fact
that (s, t) is feasible gives us,∥∥∥∥Ust>V >s>Σ−1t
∥∥∥∥
NN
≤ κ(Xk)
⇒ κ(Xk)‖Usˆtˆ>V >‖NN ≤ κ(Xk)
⇒ ‖Usˆtˆ>V >‖NN ≤ 1
(24)
where the first implication uses the result from (23). Next,
using the fact that the nuclear norm of a rank-one matrix is
equivalent to its Frobenius norm, we have,
‖Usˆtˆ>V >‖NN = ‖Usˆtˆ>V >‖F
=
√
tr((Usˆtˆ>V >)>(Usˆtˆ>V >))
=
√
tr(V tˆsˆ>U>UsˆtˆV >)
=
√
tr(V tˆtˆ>V >)
=
√
tr(tˆ>V >V tˆ)
= ‖tˆ‖2
(25)
Thus, the results from (24) and (25) jointly imply that ‖tˆ‖2 ≤
1. It is readily seen that any feasible solution to (12) is a
feasible solution to (11). Since there exists a mapping from
feasible points in (11) to (12) and vice versa preserving ob-
jective values, the optimal values must be equal. Thus, an
optimal solution to (12) is an optimal solution to (11) and the
converse result holds as stated.
A.6 Proof of Theorem 3.7
Proof. From [Watson, 1992], the subdifferential of the nu-
clear norm is,
∂‖Xk‖NN := {UV >+H : U>H = HV = 0, ‖H‖sp ≤ 1}.
Let G ∈ ∂‖Xk‖NN be an arbitrary subgradient. Then,
〈G,Xk − δUst>V >〉
= 〈UV > +H,UΣV > − δUst>V >〉
= tr((UV > +H)>(UΣV > − δUst>V >)
= tr(V U>UΣV > +H>UΣV >)−
δtr(V U>Ust>V > +H>Ust>V >)
= tr(Σ)− δs>t
= ‖Xk‖NN − δs>t
This implies that maxG∈∂‖X‖NN 〈Dk, G〉 ≤ 0 if and only if
δs>t ≥ ‖Xk‖NN . Since Dk has a negative inner product
with all elements in the subdifferential, it must be a descent
direction for the nuclear norm at Xk.
A.7 Proof of Corollary 3.7.1
Proof. From Theorem 3.7, we must have that δs>t ≥
‖Xk‖NN = δ. This implies that s>t ≥ 1. Since ‖s‖2 =
‖t‖2 = 1, we have that s>t ≤ 1, where equality is attained
only when s = t. Thus, δs>t ≥ ‖Xk‖NN if and only if
s = t, completing the proof.
A.8 Proof of Lemma 3.8
Proof. Note that σr(Xk) < ‖Xk‖NN/r. Then, the inequal-
ity can be rearranged as follows.
κ(Xk) < σr(Xk)
δ − ‖Xk‖NN < 2
‖Xk‖NN
r
‖Xk‖NN >
r
r + 2
δ
A.9 Proof of Theorem 3.9
Proof. From the definition of Xk+1 = (1 + τ∗)UΣV > −
τ∗δUss>V > = U((1 + τ∗)Σ − τ∗δss>)V >. Let M =
(1 + τ∗)Σ − τ∗δss>. It is clear that rank(Xk+1) =
rank(M). From Theorem 3.1, it is straightforward to verify
that τ∗δss> ∈ R((1+τ∗)Σ), so rank(M) = rank(Xk)−1.
Let λi(M) be the ith eigenvalue of M , then,
r∑
i
λi(M) = tr(M)
= (1 + τ∗)tr(Σ)− τ∗tr(δss>)
≤ δ.
(26)
We require the following Theorem from [Chu et al., 1998].
Theorem A.1 ([Chu et al., 1998]). Suppose that D is sym-
metric positive semidefinite, S is symmetric, and
rank(D−S) = rank(D)−rank(S). ThenD−S is positive
semidefinite.
From Theorem A.1, M is symmetric positive semidefinite,
so
∑
i λi(M) =
∑
i σi(M)⇒ ‖M‖NN ≤ δ. SinceXk+1 =
UMV >, it follows that ‖Xk+1‖NN ≤ δ.
A.10 Proof of Lemma 3.10
Proof. If κ(Xk) > σr(Xk), then ‖Xk‖NN < δ, and
F(Xk) = BNN (0, δ). Then Z = κ(Xk)Ust>V > where
‖s‖2 = 1 and ‖t‖2 ≤ 1. This implies that ‖Z‖NN ≤
κ(Xk) < δ and Z ∈ F(Xk).
A.11 Proof of Lemma 3.11
Proof. If s is a solution to (15), then ‖s‖2 = 1 and ‖Z‖NN ≤
δ. If ‖Xk‖NN < δ, then Z ∈ BNN (0, δ) = F(Xk).
Otherwise, ‖Xk‖NN = δ and F(Xk) = {UMV > : M 
0, tr(M) = δ}, as defined in (4). Clearly, δss> is symmetric
positive semidefinite, and since tr(δss>) = δs>s = δ, we
can set M = δss> and Z = UMV > ∈ F(Xk).
A.12 Proof of Lemma 3.12
Proof. Since (s, t, λ, α, β) satisfies the KKT conditions, we
have,
W>s+ λΣ−1s = −2βt
Wt+ λΣ−1t = −2αs. (27)
Let Mλ = − 12 (W + λΣ−1). Then we can rewrite (27) as,
M>λ s = βt
Mλt = αs.
(28)
Following these equations, we conclude that α = s>Mλt =
β‖t‖22 for any feasible solution, since s>s = 1.
Since (s, t, λ, α, β) satisfies the KKT conditions, from
the complementary slackness and the additional assumption
t>t < 1, we must have β = 0. This implies that 0 = β = α,
since α = β‖t‖2. Thus, Mλ must be rank deficient. In other
words, there exists λ ∈ R and a vector x ∈ Rr such that,
(W + λΣ−1)x = 0⇔ −ΣWx = λx.
Hence λ is an eigenvalue of −ΣW .
With α = β = 0, for each real λ ∈ eigs(−ΣW ), (27) is
satisfied by setting sˆ and tˆ to any singular value pair of Mλ
with associated singular value of 0. Conversely, assume that
(sˆ, tˆ) forms a singular vector pair of − 12 (W + λΣ−1) asso-
ciated with the singular value zero, and κ(Xk)sˆ>Σ−1tˆ > 1.
Then (s, t) = (sˆ, tˆ/(κ(Xk)sˆ>Σ−1tˆ)) is a feasible point of
(12) and (s, t, λ, 0, 0) satisfies the KKT condition of (12).
Thus, we have characterized all possible points that can sat-
isfy the KKT conditions such that t>t < 1.
A.13 Proof of Theorem 4.1
Proof. We will use a similar proof as [Gue´lat and Marcotte,
1986]. Since rank-drop steps always decrease the rank of
the solution, the number of rank-drop steps is bounded by
the number of Frank-Wolfe steps. Thus, any sequence {Xk}
contains an infinite number of Frank-Wolfe steps. Since rank-
drop steps can only decrease the objective, the convergence is
guaranteed by the same arguments as the regular Frank-Wolfe
algorithm.
