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Let x, > 0, y, ) 0 for i = I,..., n; and let a,(x) be the elementary symmetric 
function of n variables given by a,(x) = C ,<rl<...<,,<n~r,...~r,.Definethepartial 
ordering x< y  if a,(x) (a,(y), j= l,..., n. We show that x<y=-x“<y”, 
0 ( a < 1, where (x”), = x7 . We also give a necessary and sufficient condition on 
a function f(t) such that x < y  =+ f(x) <J(v). Both results depend crucially on the 
following: If  x < y  there exists a piecewise differentiable path z(t), with zi(t) ) 0, 
such that z(0) = x, r(l) = y, and z(s) <z(t) if 0 <s < t < 1. 
1. INTRODUCTION 
While attempting to find bounds on the solution of a certain no&near 
partial differential equation, one of us (B. Wendroff) found it neces 
establish the inequality 
n- n 1 +x:/z < 1 ,=I 1 + y!‘Z’ ’ I 
knowing only that the x, and y, were nonnegative roots of certain 
polynomials whose coefficients were explicitly given. Certain relations 
between the elementary symmetric functions of the xi and yi were thereby 
implied. For example, it was known that for n = 2, x, + x2 < y, + y, and 
xlxl Q y, y2. Wendroff observed that this implies xi” + xi” Q yt” + #*, 
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and obviously x:12x:/2 < ~;‘~y:‘~ which in turn implies (1). He also observed 
that the three relations 
x,+x,+x,~Y,+Y,+Y,~ 
x,x2+xIx3+x2x3~Y,~2+~lY3+Y2Y3~ 
x1x2x3 < Y, Y, Y3 
imply the same relations for xi” and y,?*; which clearly also yields (1) for 
n= 3. 
This leads quite naturally to the following question. First, for x = 
(x , ,...1 x”) let the elementary symmetric functions be given by 
aj(x) = -57 
I<ij<i*y.<ij<n 
xi* “’ Xii’ j = l,..., n. 
Next, let Ri be the space of nonnegative n-tuples and consider the partial 
ordering x < y for x, y E Rz as follows. 
DEFINITION. For x, yE RT, x < y if aj(x) < aj(y) for j = l,..., n. 
Now let f(t) be any nonnegative function defined for t > 0. 
DEFINITION. Yn = {f: x -K y *f(x) -cf( y), f(t) > 0 for t > 0) where 
Mx)li =f(xi>* 
PROBLEM. What functions are in Y,? 
As we have seen, tli2 E Y3. C. J. Everett and P. R. Stein have conjectured 
that ta E Yn for 0 < a < 1. Everett proved that t” E Y2 for 0 < a < 1. H. T. 
Laquer proved that a sufficiently smooth f is in Y2 if and only if f’ > 0, 
f” < 0, and d/dt(t(d/dt) In f) > 0. 
We have posed the question of showing that ta E 9”, 0 < a < 1 to many 
of our friends and we would like to acknowledge the efforts of those who 
have been seduced into working on this fascinating and frustrating problem, 
in particular, W. A. Beyer, C. de Boor, and C. R. Johnson. 
We are going to give a characterization of the differentiable functions in 
-i”, and use this to show that t” E S$, 0 < a < 1. Laquer’s result is also 
easily obtained, but we are not able to generalize his result to n 2 3. 
2. RESULTS 
The key ingredient is the following theorem which seems interesting in its 
own right. 
Let X’ be the set of x’s satisfying x, > x2 .. > x, > 0. 
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THEOREM 1. Let x, yEX+, and suppose x < y. Then there exists a 
piecewise differentiable path z(t) E X+ with z(0) = x, z(1) = y, such that 
z(s) < z(t) ifs < t. 
Proof. See Section 3. 
Remark. The proof of Theorem 1 makes the following statement about 
the set .Yn of manic polynomials of degree n possessing n nonpositive real 
roots: if each coefficient of P, E JG$ bounds the corresponding coefficient of 
P, E LPn from below, then there is a continuous piecewise linear collection 
P, E 9, t E [0, 11, joining P, to P, such that the coefficients of P, are 
monotone. For example, if two polynomials in Yn differ in only one coef- 
ficient, a,i, then al may be replaced with a monotone coefficient a,j(t) which 
thereby connects the two manic polynomials with manic polynomials each of 
which has n nonpositive real roots. A corresponding statement can be made 
about the set of manic polynomials having only nonnegative real roots by 
taking account of the alternating signs of their coefftcients. 
The following notation is required. 
aiJx) = the elementary symmetric function of order j of 
(x i ,..., x,,) with xk deleted. 
a - 1. 0.k - 
Matrices M,, M,, and Z,, where 
{Mflij = ai - 1 ,j(f(x)>, 
{M,}ij=ai-l,j(X)= 121 
i 
Z,= diag(f’(x,X..., f’(x,,)>. 
THEOREM 2. If f is continuously dlrerentiable then f E %Y, if and only if 
MfZ,M;’ has all its elements nonnegative for all x E X’. 
Prooj Let ej = ai( j = l,..., n. We know, as a consequence of unique 
factorization for polynomials, that the mapping x -+ e is 1 - 1 from X+ to its 
range. It is shown in the proof of Theorem 3 that M, is nonsingular on X+. 
Since M, is the differential of the mapping, it follows that x+ e is a 
diffeomorphism from X+ to its range. Thus, the equations ej = ai define 
the xi as smooth functions of e. Let 
Pi = ai(f (x)), P, = z, 
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and also 
so that 
P, = (M,Z,M; l) ii. 
The theorem says that Pij> 0 is necessary and sufficient for $ to be in 
,Y,. This condition is certainly necessary. The sufficiency follows from 
Theorem 1, since 
Ui(f( y)) - ~i(f(~)) = ,f: dai’~(r)” dt 
= p..*dt 
lJ dt 
> 0. 
A simple continuity argument takes care of the case that some of the x’s or 
some of the y’s are equal or equal to zero. 1 
C. de Boor showed independently that &Zi(xi’*)/aaj > 0, i.e., that the 
matrix condition of Theorem 2 was satisfied for f(t) = t”*. It now follows 
from Theorem 2 that t*‘* E 9”. We show, more generally, that as a conse- 
quence of Theorem 2 
THEOREM 3. P E 9” for 0 <a < 1. 
Proof: See Section 3. 
THEOREM 4 (Laquer). Let f(t) > 0 for t > 0. Iff is twice continuously 
dlfirentiable then f E Y2 if and only if f’ > 0, f” < 0, and 
d/dt(t(d/dt) In f) > 0. 
A NEW INEQUALITY FOR SYMMETRIC FUNCTIONS 113 
Proof. By direct computation we find 
P = M,Z,&- ’ = (x, - x*)- ’ 
x [ 
x,f’(x,) - M-‘6,) f’(x2) -f’(4) 
-%f’(x*) f’@,> - -%f(x,) ff(x*) 1 f(x,) f’w - f&J f’(x,> - 
Then, for x, > x,, we can see that 
(4 p,,>O*f” GO, 
(b) P,,>O* ,fl. 20, 
( 1 
I 
f 
(c) P,, >O* (tf’>’ 20, but (tf’>‘= tf” + f' and since f” GO, 
f’>o. 
Thus, the conditions are necessary. On the other hand, 
(d) f”<OoPP,,>O 
(4 (I$)’ >OoPp,,>O 
I t 
(f) (f) = .P-cf’)z f’ 
<O*P,,>O 
fg) $ ‘= fw’Yf;w’ 
( 1 
>o*(tf’)‘>o*P,,>o: I 
We state one more result which is related to some inequalities of 
Oppenheim ([4, p. 3391). 
THEOREM 5. Let x < y. Suppose a,(x) = a,(y) for i even (odd). Then x 
and y can be ordered so that 
(even): YI> Xl> x2> Y2> Y, > x3 'I. 3 
(odd): X,~Y,~Y,~X,~X,~Y,‘... 
Proof. Suppose x, > x2 ... , y, > y, ... and a,(x) = a,(y) for even i. By 
Theorem 1 there is a path from x to y along which the odd a, are non- 
decreasing. A simple calculation (see the proof of Lemma 3) shows that with 
the even a, fixed and the odd a, non-decreasing that x, increases, x2 
decreases, etc. Since x, must eventually be equal to yj, the xj and yj must be 
ordered as indicated. The other case works the same way. Continuity then 
gives the full result. 1 
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3. PROOFS 
We first prove Theorem 3. 
LEMMA 1. It is sufficient to prove Theorem 3 for a sufficiently close to 1. 
Proof: Let R be the set in R,f x RF consisting of all pairs (x, y) such 
that x < y. Let T,(x, y) = (xa, y”). The theorem amounts to showing that 
r,(Q) c Q, 0 < a ,< 1. Suppose the theorem is true for a close to 1 but false 
in general. Then there exists a point (x,, y,) E B such that the trajectory 
T,(x, , y,) first leaves 0 for some a,, 0 < a,, < 1, that is, T,(x, , y,) E R for 
a,,<a<l, but T,(x,,y,)&R for a,--E<a<a,, for some E>O. Let 
x0 ao= u y;” = v. Then (u, v) = T,,,(x,, y,) E Q, 
LTb,(xo~ Y,) = Tao-r&o, Y,) CZ fi 
but T, Ju, v) = 
if 0 <s<c/a,, which is a 
contradiction. 4 
We will now show that for f(t) = ta and 1 - l/(n - 1) < a < 1, Pi,i > 0 on 
X’, so that Theorem 3 follows from Theorem 2. 
Note, however, as P, = a;, that P, = 0, j ( n, and that P,, = au:-’ > 0; 
so we need only consider i ( n. 
The Pi,i can be explicitly computed. First note that 
where 
[ 
(-X,)n- 1(-Xl)“-2 1 
v= (-X2)“-‘(-X2)“-2 “’ 1 
(-X,)“-~i(pX”)n-2 . . . 1 I 
and 
A = diag(A 1 ,..., A,) 
Ai= n (X,-Xi). 
Iti 
Indeed. 
( v”I)ij = 5 (-Xi)n-o a,- 1 ,j(X) 
o=I 
= g (-xi + xI) 
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i.e., 
VM, = A, 
M;‘=A-‘V. 
Thus 
P=Mfzffl-‘v 
is given by 
‘PO= ~ ai-I,,(Xa)Xz-’ ,~~ (X,-X,)-’ (-X,)“-j 
a 0=1 
The next step is to express P, as a combination of divided differences of 
functions of one variable. To do this, note that 
or 
‘iCz) = Qi,o(Z) + zoai- l,otz> (1 <i< n, 1 <a<n); 
n-i 
= C (-l)” Czi”-‘) ai+ny(z), 
m=o 
since a n-,.,(z) = o%w 
We now have, after putting z = xn, 
$Pij’ (-ly’+‘$* nx:;+a;x,) :z; (-l)mX,(m+““a,,,(Xa) 
If0 x0 
n-i 
= (-ly’+’ c (-l)mu~+m(x”) m$I ,““-;““’ 
m=O I*0 XrJ Xl 
)’ 
However, expressions of the form 
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are divided differences of g(t) = P (written P[x, ,..., x,]) of order n - 1 on 
the n distinct points x,,..., x, according to [ 1, p. 1961. Consequently 
tqx, ,...) xn] = -Q---i it”:’ t”(r), 
where 0 < min xi < l< max Xi. Then 
$Pij=(-ly+l “2’ (-l)“ai+,(x~)Cmn~(n-j-ma-l-r), 
! t t=O r=o 
where C, > 0. Let 
n-2 
A,= n (n-j-ma- 1 -r), m = 0, l,..., n - i. 
r=o 
We need to determine the sign of A,,,, which is (-l)‘“, t, being the number 
of negative factors. The negative factors are those for which 
and 
n-j-ma-l-r<0 
O<r<n-2. 
The smallest integer r for which r > n - j - 1 - ma is r. = n - j - m, 
since 
m>ma>m- am-l. 
Since n- j-m>n- j-(n-i)=i- j, if we here assume i> j then 
r, > 0. On the other hand we need r. < n - 2, i.e., 2 < j + m. This is the case 
except when j = 1, m = 0; but then 1, = 0. In the cases (j, m) # (1,O) we 
have 
tm=n-2-(n- j-m)+ 1 
=j+m-1 
from which we see immediately that P, > 0. 
Consider now the case i < j. We have, for l<i<n 
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Replacing z by x” we have (for 1 4 i < j Q n) 
Then, as previously, 
dPu= (++I (2 (-1)” u,-r-m(xo) c,rl,, 
m=o 
where Cm > 0 and 
n-2 
A,= n (n-j+a- 1 +am-r). 
r=o 
Let t, be the number of negative factors in A,. Then t, is the number of 
integers r such that r>n--j+a- l+am and Ogr<n-2. Suppose 
u < 1. The smallest integer r satisfying the first inequality is r, = n - j + m, 
since m>u-l++m>l-l/(n-1)-l+m-m/(n-l)>-l/(n-1)+ 
m-(n-2)/(n-l)=m- 1. Furthermore, n-j+m>n-j>O. On the 
other hand we need n- j+m<n-2, or mQ j-2. But this is so, as 
mgi- 1 and i< j. Hence 
t,=n-2-(n- j+m)+ l= j-m-1 
and the corresponding terms in P,j are 20. 1 
Proof of Theorem 1. Let x, y E X+. Then for some E > 0 and D > 0, the 
points x and y will be contained in the set S, where 
S={X:E<X,,X,<X,~~-e ,..., x,(x,--&,x,(D). 
Note that S is a bounded convex set formed by the intersection of half 
spaces associated with the planes x, = E, x, = x,-, - E,.... Furthermore s is 
contained in the open set X+ = (x: 0 < x, < ... < x, ). 
In order to prove Theorem 1 we must show that there exists a continuous 
piecewise differentiable path z(t) in S such that z(0) = x < y = z( 1) and the 
u,(z(t)) are nondecreasing functions of t. We will do this by showing that if 
u” E u(S), u’ E u(S) and uy <u: then there is a path u(t) E u(S) such that 
u(O) = a’, u(l) = u’ and u,(t) is nondecreasing for each i. The following 
lemma enables us to do this. 
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LEMMA 2. Every set of the form a(S)n (a,, =c,}n ... n {ai, = ck) is 
piecewise linearly connected. 
Before proving this let us see how it can be used to produce the desired 
path. Let u0 E a(S), a’ E a(S) and suppose a: < u! for ail i. There exists a 
piecewise linear path a(t) in a(S) such that a(O) = a’, a(1) = a’. From any 
such path we can construct a monotone path by “tunneling and bridging.” 
First, consider a,. Suppose there is a first point r0 such that either 
a,@,) = a: 3 
or f, is a local maximum for a, in the following sense: 
al@> < ~,(~O)~ t, < t < t, + 6, some 6 > 0, 
al(f) G a,(~,)~ t<t,. 
In the first case, tunnel from t, to 1 by replacing the path segment [to, I] by 
any piecewise linear path connecting a(&,) to a( 1) in a(s) n {a, = ui}. In the 
second case, let t, be the first point at which a,(t,) = a,(t,) and 
al(t) ( ai( t, < I < t, . We bridge from t, to t, by choosing any piecewise 
linear path in a(S)n {a, = a,(&)} connecting a(t,) to a(t,). We clearly can 
continue in this way, replacing some path segments by a bridge or a tunnel, 
until we have constructed a path such that a, is non-decreasing. Start at 
I = 0 and do the same thing for a,. Suppose we have to bridge or tunnel a2 
from s, to s, . In that new path segment a, may no longer be non-decresing; 
however, ai < a,@,), so we can bridge and tunnel a, in the u2 bridge 
until we have a new path segment from s,-, to s, in which a? is constant and 
a, is non-decreasing. Continuing in this way we can get a new path on which 
both a, and a2 are non-decreasing. Now work on u3, etc., until all a, are 
non-decreasing. The required path in S is just the inverse image of this path, 
so that Theorem 1 follows from Lemma 2. 
The proof of Lemma 2 uses a transversality argument in two ways. We 
use transversality to show that the hyperplane sections of Lemma 2 possess a 
certain type of local connectedness, and then transversality is used again to 
show that this local property implies the needed global connectedness. 
To simplify the notation suppose that we have renumbered the ui so that 
a, = a,,, etc. Let L, be the hyperplane in a-space defined by 
L, = {a: a, = c, ,..., ak = c,}, 
and let 
H, = a(S) n L, = H,(c, ,..., c,), l<k<n, 
H, = a(S). 
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DEFINITION. Let V be a vector space and let V,, V2 be subspaces such 
thaat V, + Vz = K Then we say that V, and V, are transverse (in v), written 
v, f+ v*. 
Note. 
V, rr\ Vz o codim( V, f7 V,) = codim V, + codim V, . 
DEFINITION. Let I;, , F, be manifolds in R,. We say that F, and F, are 
transverse (at a point P) if either F, and F, do not intersect at P or the 
tangent spaces to F, and F, at the point P of intersection are transverse in 
the vector space R, with origin at P. If they are transverse we write F, 61 F, . 
See [3]. 
Our transversality result depends on 
LEMMA 3. The matrix da = {aaJax,) = M, is totally positive for x E X+. 
Proof M,=(/i-lV)-l=(lnl-‘ZT)-l, where ]A),=JA,], Z= 
diag(x:-I,..., xl-‘), and Tij = (-l)i+j t/f’, ti = l/xi, 0 ( t, . < t,. From 
[2, p. 1101, it follows that T-l, and hence M,, is totally positive. We note 
also, for its use in Theorem 5, that sgn(8x,/8aj) = sgn(M; ‘)U = (-l)i+i. 1 
Each point on the boundary of S lies in the intersection of a maximal 
number of n - 1 dimensional boundary surfaces of S. These intersections are 
manifolds which we call facets of S. The dimension of a facet formed by the 
intersection of exactly r n - 1 dimensional surfaces is n - r. By Lemma 3 the 
restriction to L, of the map x+ a(x) is a submersion ([3, p. 61); it follows 
from this that the image of any 1 dimensional facet of S intersects L, in a 
I- k dimensional manifold for I> k. 
LEMMA 4. Let B(1) be a boundary facet of S of dimension I> 0 and let 
F(1) = a(B(1)). Then 
F(l) r+ Lk $- k< 1. 
Proof. If k > 1 the dimensions are inadequate for transversality in R n. 
So suppose F(1) intersects L, and k < 1. To show that the tangent spaces 
to F(1) and L, span R, it is enough to show that the tangent spaces to F(1) 
and L, span R,, since 
120 EFROYMSON, SWARTZ, AND WENDROFF 
Let F(1) have the representation uj = aj(x,(r, ,..., r,) ,..., x,(r, ,..., r,)), 
j = l,..., n. Vectors in the tangent space to L, can be expressed as 
w”= 5 d&, u = l,..., n - 1, 
/=1+1 J 
while vectors in the tangent space to F(I) are 
vu= i &, 
j=l J iklj 
0 = l,..., 1. 
If the w0 are linearly independent then the full set will be linearly 
independent if the matrix 
is non-singular. Since 
where we can take 2: = Jis, we will have the result if the I x I matrix 
is non-singular. TO see that this is the case let A = {aaJar;}, i = l,..., 1; j = 
1 ,..., 1. Then 
Now, F(I) will be defined by n - 1 of the relations x, = E, etc. Suppose 
x, = E is not one of them. Without loss of generality suppose the n - 1 
relations are x2 = x, - E ,..., x,-,+ i = x,-, - E. Choose r, = x,,-,+ , ,..., r, = x,. 
Then 
2= Bn-l+j.k if k>n+l-1 
j 
and 
$=Sv if k<n+l-1 
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and we can write 
A= 
where 
h, -%- . . . - 8% %l-1+2 8% : : I , 
Then det(A) is nothing more than a sum of I x 2 minors of the matrix M, , 
and is therefore positive by Lemma 3. The case that X, = E or x1 = D is one 
of the surfaces proceeds in the same way. I 
DEFINITION. Let VI,..., V,,, be subspaces of a vector space V. We 
say they are in general position in V if every collection V,,,..., Vi,, 
with r < dim V and i, ( . . . ( i,, satisfies codim( V,, n . . . n V,J = 
J$r codim V,,. 
Note that we could have m > dim V. Surfaces which have a common point 
of intersection are said to be in general position if their tangent spaces are in 
general position. 
LEMMA 5. Let G,, f = l,..., m, be boundary surfaces in L,, that is, Gi = 
F&z - 1) CI L,. Suppose they intersect at a point. Then the Gi are in general 
position in L,. 
Proof: Each G, has codimension 1 in L, by Lemma 4; thus, we want to 
show that 
codim(G,n... nG,)=r if rgn-k. 
Since f);=, F,(n - 1) has dimension n - r > k, by Lemma 4 we have 
[n - dim(F, n ... nF,)]+k=n-dim(F,n... nF,nL,) 
or 
dimF,n.+. nF,nL,=n-r-k, 
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and therefore 
codim(G,n... f7 G,)=n-k-dim(F,n... nF,nL,) 
= r. 
COROLLARY TO LEMMA 5. If L, intersects au(S) non-transversely at 
some point, then the dimension of that intersection is zero. 
Proof: By Lemma 4, if L, intersects some boundary facet of a(S) non- 
transversely, then that facet must be the intersection of r of the F,(n - l), 
where r>n-k. Then G,n.,. nG,cG,n.., nG,-,, but 
dim[G, n.. n GnPk] = 0, by Lemma 5. 1 
In the next lemma the topology is that of L,. 
LEMMA 6. Fix k and c, and let H = Hk(c) be non-empty. Suppose H is 
disconnected. Since H is open we can write H = U, U U,, where U, is open 
and connected, U, is open, U, n U, = 4. Then the two compact sets 0, and 
uZ are separatedfrom each other. 
Proof: Since a(g) n L, is either empty or a single point, we need only 
consider k < n - 1. Suppose the lemma is false so that there is a point Q” in 
0, n I!?~. Then Q” lies in the intersection with L, of some of the n - 1 
dimensional bounding surfaces of a(S). Consider any one such intersection, 
say F(n - I)n L, E G. Suppose, for definiteness, that F(n - 1) = 
a(x, =x2 + E). By Lemma 4 we may suppose that there exists a 
neighborhood N of Q” and a smooth function f defined on J’” which 
vanishes on G nN. Also by Lemma 4 we can suppose that 
M = (G n Jtr) U JyT+ U J’- , with each term non-empty, where f > 0 on M+ 
and f < 0 on Jyl ; furthermore, in a-‘(GnJY‘),x, =x2 + e; in 
a-‘(Jv,), x, > x2 + E; and in a-‘(A-), x1 ( x2 + E. We can describe this 
situation by saying that the boundaries of H are defined by local half spaces 
in L,. 
Let I= dimension H = n - k, and set Q = (Q, ,,,., Q,) for Q E L,. Let R be 
any point in L, such that 
,ff~ aQi Q=Q" 
(Ri - Qy) > 0, 
(not all aflag, = 0 since G is a manifold); that is, R is some point in the 
positive half space defined by the tangent space to G at Q”. Let t > 0. Then 
f v- f(Q" + @ - Q">> = f(Q"> + t c - 
i= 1 
aQ, (Ri-QP>+Dt', 
I Q-Q’ 
where D is bounded for t sufficiently small, and therefore there exists 6 > 0 
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such that f(Q” + t(R - Q’)) > 0, and f(Q” - t(R - Q’)) ( 0 for 0 < t < 6. It 
then follows that there exists a point Q’ on the ray from Q” through R, and a 
conical neighborhood B of Q” with vertex at Q’, such that f(Q’) > 0 and 
such that every line in that neighborhood which originates at Q1 intersects G 
exactly once. By a conical neighborhood of Q” we mean the intersection of a 
cone (with non-empty interior containing Q”) with a sphere with center at 
Q”. Let R ‘, R * be in e such that f (R’) > 0, that is, R’ E @ ‘7 Jy^+ . Then the 
path R’Q’R2 consisting of the line segments R’Q’ and Q’R* has the property 
that f >. 0 on it. 
Now Q” is in the intersection of surfaces G, ,..., G,, with associated 
functions f, ,..., f,, and associated neighborhoods ,Y;, . That is, a point 
Q#Q” sufftciently close to Q” is in H if and only if Q is in 
Jv+ I n . . n X+,, that is, if and only if f,(Q) > 0, i = l,..., I: (We may 
assume that these neighborhoods are small enough that the remaining strict 
inequalities satisfied at Q” are still satisfied). 
We claim that the positive half spaces corresponding to the tangent spaces 
of the G, intersect in a non-empty, open, convex cone with vertex at Q”. This 
is certainly true, by Lemma 5, if r < n - k; however, it is not difficult to 
show that it is also true for r > n - k since we know in addition to Lemma 5 
that Q” E g. Therefore there exists a ray in this cone which lies in every 
positive half space. Then we can choose a point Q’ and construct conical 
neighborhoods q each with its vertex at Q’ as in the previous paragraph. Let 
F = PI n . n 6,. Then the rays in d originating at Q’ each intersect every 
G’ exactly once. Let R’ and R2 be in 4 and in X+ ’ n . . . n .A’+ r. Then on 
the path R’Q’R’ each fi > 0, i.e., R’Q’R’ lies in H. However, if we choose 
R’E U,, R2 E U,, as we may since Q” E u, n 02, we have arrived at a 
contradiction. I 
The proof of Lemma 2 will be completed by induction. H, is a point. 
Since S is convex and a(S) = Ho, Ho is certainly piecewise linearly 
connected (plc). Suppose Hk- ‘(c) is plc whenever it is non-empty, 1 4 k < n. 
We want to show that for any c, Hk(c) is plc whenever it is non-empty. If 
this is not so then there is a c such that Hk(c) # (, Hk(c) = U, U U,, the Ui 
are open, non-empty, disjoint, and U’ is connected. The boundaries of the Vi 
are formed by the intersection of Lk(c) with the boundary of u(S). We also 
are using the fact that if Hk(c) were continuously connected we could replace 
each continuous path by a piecewise linear one. 
Throughout the remainder of the argument we will fix cl ,..., ckwl. Let 
/I = ck and put Hk(c) = H(d). We are going to show that as we “raise” or 
“lower” L,, that is, as we increase or decrease /3, the sets U, so obtained will 
disconnect H,- ,(c, ,..., ck- ‘), contradicting the induction hypothesis. 
DEFINITION. A boundary manifold in aH@) is said to be stable if it is 
607/38/2-2 
124 EFROYMSON, SWARTZ, AND WENDROFF 
the result of a transverse intersection of L,@) with a boundary facet of 
aa( 
By the corollary to Lemma 5 only a vertex in 8J(j?) can be unstable. 
Suppose that for p=& au, has no unstable vertices. It follows from the 
definition of transversality that for /I close to fl we will be able to identify a 
set V,(p) c L&3) which varies continuously with ,8, in the sense that the 
Hausdorff distance between the compact sets or@‘) and ~,@I”) is small if 
1 p’ -/I” 1 is small enough. The reason for this is that the boundary structure 
of U, does not change; all that can happen is that the boundary manifolds 
move a little bit. Unstable vertices only occur at a finite number of /3’s since 
there are at least enough surfaces intersecting to form a vertex in H, _ i, and 
there are only a finite number of vertices in Hk-, . Therefore the decom- 
position of H(J) into U,, U, defines a continuous set-valued function V,Cg), 
U,(J) # 4, on some maximal open interval @I,, /?r). Each U,(J) is open and 
connected, and or@?) is separated from ~#). 
Now, let FVi = lim, +Di U,(/3); each Wi is non-empty. There are two 
possibilities, either Wi c aa( i = 1,2, or some Wick aa( But the first 
case is impossible, since then the set lJ40<B<4, U,(J), open in Lk-,, would 
disconnect from the rest of the open set H,-,(c, ,..., cL-,). Suppose 
W, d aa( Let U- = W, n a(S) # 0, and let A = W, - 8-. We have the 
following: 
(a) W, is connected, 
(b) 17 is open, 
the proofs of which we leave to the reader. We want to show that 
(c) A=#. 
If so, then I!?- = W, is connected; hence, by Lemma 6, it lies in the closure 
of a unique connected component U,(j3,) of H@,). Since aU_ caa(S), 
Up = U,(,B,); furthermore, 
and the set function U,(J) extends continuously to p, from below. 
To prove (c), suppose A # 4. Since W, is connected, A must be a union of 
connected manifolds of positive dimension, say, A = A r U U A,, with the 
property that for each A, there exists an open connected component Vi of U_ 
such that Fin zi = 4. By the corollary to Lemma 5 the Ai must be formed 
by the transverse intersection of L&II) with a facet F(1) of aa( By Lemma 
4, k < 1. The number of n - 1 dimensional surfaces intersecting to form F(1) 
is n - I, and n - I < n - k. Since there are no more than n - k surfaces, by 
A NEW INEQUALITYFOR SYMMETRIC FUNCTIONS 125 
general position (as indicated in the proof of Lemma 6) there is a ray 
pointing into Z-I@,) from each point in each A,. Because A, is connected 
there must be an open connected component D, of HP,) such that ,& c n[. 
By Lemma 6 we must have V,f7 D, # #, since V, nB, # 9. But then 
V, = I, implying that A, c il-, i.e., A, = #. Since this is so for each i, 
A =qL 
In the exact same way, we can show that U,(J) extends continuously to /I, 
from above, and that the limit from both sides is the same. But then the 
function U,(j?) is continuous at /I,, contradicting the maximality of (p0,/3,). 
Having found a contradiction everywhere we turn, the set of Hk(c) must have 
been connected in the first place. This completes the proof of Lemma 2. 1 
4. ADDITIONAL COMMENT 
We first construct two representations for the positive functions in Y*;, 
and we follow with an example of such a function which is not tn. 
COROLLARY A TO THEOREM 4. Suppose f(r) > 0 on (0,m) andf(t) is 
not identically constant. Then f E S2 n C*(O, co) if and only if f’ > 0 on 
(0, co) and 
where g = l/(ln f)’ E C’(0, co) satisfies 
(*) 
COROLLARY B TO THEOREM 4. Suppose f(t) > 0 on (0, oo), f(t) is not 
identically constant, and that f (t)/t is not constant on any open subinterval. 
Then f E 5$ n C*(O, 00) if and only f 
f (4 = exp I/:“’ [l/(1 + exp(-h(s))] dsl , 
where h E C’(-m, 00) satisfies 
O< h’(s) < 1. (**I 
ProoJ Sufficiency will be clear. For necessity, first note that the first two 
conditions of Theorem 4 (i.e., f’ > 0, f” < 0) mean that the zero set off’ is 
connected. Hence f’ can be zero only on [to, co), some t, > 0. But, then, the 
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positivity (for some E > 0) of ]t(ln f)‘]’ on (t, - E, to) contradicts the 
necessary positivity there of t(ln f)‘. Hence f’ > 0 on (0, co). Consequently, 
f(t) = exp [J’ u(s) ds] 
c 
satisfies Theorem 4 if and only if u = (ln j)’ satisfies 
0 < v(t) < -d/v < l/t, t E (0, co), 
i.e., iff g= l/u satisfies (*). To prove Corollary B, note that the function 
w(t) = t/[ g(t) - t] satisfies 
0 < w’(t) < w(t)/t c***> 
iff g(t) = t[ 1 + l/w(t)] satisfies (*) with g(t)/t > 1. Associate 
h E C’(-co, co) with w via w(t) = exp[h(ln t)]. Then w satisfies (***) iff h 
satisfies (**). I 
Functions satisfying (*) or (**) constitute semi-groups under the 
operation of composition (as does the cone YU). Each semi-group is closed 
under positive translation of function or argument. 
Associated with f(t) = ta are g(t) = t/a and h(s) = const. = ln[a/(l - a)]; 
(*) is satisfied iff 0 < a < 1. Considering, instead, the non-constant linear 
functions h(s) satisfying (**), we have the following 
EXAMPLE. f(t) = (A + F)“Q E Y2 if-l- A > 0, 0 < a < 1. 
We note next that the collection S‘jj seems difficult to describe. For 
example, does YnP, contain Yn? It is easy to see that 9; 3 Y2 z) 9;, and 
that ..U~i _, 3 Y n ’ if Yi is the subset of continuous functions in Yk which 
vanish at the origin. The following sufficient conditions for membership in 
S‘n are easily obtained using the technique of Theorem 3: Fix i and j. If 
either 
sign -$&t”lf’(t)l/(r)] P(m+L)] = (-l)“+-i-‘, 0 < m <n _ i, 
or 
sign s {t”-‘f’(t)[f(t)]m} = (-1)m+j-‘, O<m<i- 1, 
then P, > 0. 
Finally, in our proof of Theorem 1 no use was made of the particular form 
of the ai( We can restate Theorem 1 in the following way. Let S be the 
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region previously defined. Suppose x + a(x) is any smooth 1 - 1 mapping 
such that &a is totally positive on a neighborhood of S. Then a(S) is 
monotonically connected. Theorem 2 then appends the result that, 
component-wise, a(x) < a(v) =z- au(x)) < a(f(y)) if and only if 
d,(uofou-')>O. 
An obvious generalization of the question posed in Section 1 is to find all 
pairs (a, f) that satisfy the above, for each n. 
Another generalization would be to find all regions S c R, with the 
property that there exists a mapping X-P u(x) such that u(S) is 
monotonically connected (piecewise differentiably) and then for any such S 
find all such mappings u(x), and then find all f such that 
d,(uofou-')>O. 
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