Abstract-This paper provides evidence of the presence and relevance of the credit chain propagation and amplification mechanism described by Kiyotaki and Moore (1997) by looking at its implications for the correlation of industries. In particular, it tests the hypothesis that an increase in the use of trade credit, along the input-output chain linking two industries, results in an increase in their output correlation using detailed data on the correlations and input-output relations of 378 manufacturing industry pairs across 43 countries with different degrees of use of trade credit. The results provide strong support for this hypothesis and indicate that the mechanism is quantitatively relevant.
I. Introduction
T RADE credit is an important source of short-term financing for firms in the United States and around the rest of the world (Petersen & Rajan, 1997; Rajan & Zingales, 1995; Demirguc-Kunt & Maksimovic, 2001) . Accounts payable are more important than bank credit for short-term financing in 60% of the countries covered by Worldscope, and worldwide surveys conducted by the World Bank indicate that firms typically finance about 20% of their working capital with trade credit. 1 In addition to extensively using trade credit as a source of funds, most firms simultaneously grant credit to their customers (McMillan & Woodruff, 1999; Fabbri & Klapper, 2008) , therefore becoming exposed to default risk.
These characteristics of trade credit financing have led some authors to propose it as a mechanism for the propagation and amplification of idiosyncratic shocks. The intuition is straightforward: a firm facing a default by its customers may run into liquidity problems and default on its own suppliers. This sequence of defaults propagates the shock through the supply chain and may eventually amplify it as the chain of defaults advances and the customers of the initial defaulting firm are themselves unable to pay their accounts, starting a new round of partial defaults. Therefore, in a network where firms borrow from each other, a temporary shock to the liquidity of some firms may cause a chain reaction in which other firms also get in financial difficulty, resulting in a large and persistent decline in aggregate activity. This idea was first formalized by Kiyotaki and Moore (1997) in a partial equilibrium setting and recently extended to a general equilibrium environment by Cardoso-Lecourtois (2004) and Boissay (2006) . Beyond the transmission of shocks from customers to suppliers emphasized by these papers, trade credit may also help propagate shocks downstream if suppliers facing liquidity problems reduce their trade credit to customers (Coricelli & Masten, 2004) , or, alternatively, if suppliers stop offering trade credit to customers in distress even before they default.
Anecdotal evidence suggests that this mechanism is likely to be relevant. Nonpayment by customers is listed as a major cause of distress in several studies on the causes of bankruptcy among U.S. firms (Bradley & Rubach, 2002; Bradley & Cowdery, 2004) , and there is also widespread evidence that firms typically respond to late payment by customers by delaying payments to their trade creditors (Chittenden & Bragg, 1997; McMillan & Woodruff, 1999; Boissay & Gropp, 2007; Fabbri & Klapper, 2008) . Moreover, the role of trade credit is frequently mentioned in the business press as a source of distress propagation. For instance, a recent article in the New York Times on the likely consequences of bankruptcy by any of the big three U.S. automakers notes that "a bankruptcy filing by even one of the Big Three would probably set in motion a cascade of smaller bankruptcies by suppliers of car parts, as the money the company owed them (which would be classified as an unsecured claim) could not be paid until it exited bankruptcy." Also, emphasizing the other side of transmission, the Washington Post reported that VeraSun, one of the largest ethanol producers in the United States, recently filed for Chapter 11 because "beginning in the third quarter, worsening capital market conditions and a tightening of trade credit resulted in severe constraints on the Company's liquidity position." 2 Despite this anecdotal evidence and the intuitive appeal of the credit chain mechanism, there is so far no formal, systematic empirical evidence of the presence and importance of the transmission of shocks through credit chains, most likely because the detailed data on trade credit relations among individual firms required for a direct test of the mechanism are typically unavailable. This paper addresses this empirical gap and provides systematic evidence of the presence and relevance of credit chains for the transmission and amplification of shocks. It does so by taking an indirect approach that exploits the implications of the mechanism for the comovement of industries. The motivation for following this approach is that although the detailed relations among individual firms are typically unknown, trade relations among industries are well documented in standard input-output matrices. The paper combines these input-output data with firms' balance sheet information to measure the use of trade credit along the 986 THE REVIEW OF ECONOMICS AND STATISTICS supply chain connecting two industries, which I call their credit chain linkage, and shows that, under the hypothesis of credit chain transmission, this measure should be positively related to their output correlation.
The paper tests this hypothesis by running a set of regressions of the output correlation of 378 manufacturing industry pairs in a sample of 43 countries from 1980 to 2004 against their credit chain linkages and a number of controls that include country and industry-pair fixed effects. Assuming, for data availability reasons, that input-output relations and the sectoral use of trade credit are mainly technologically determined, the credit chain linkages are constructed using firm-level data on the ratio of accounts payable to the cost of goods sold from Worldscope and Compustat, and data on input-output relations among industries from the U.S. Bureau of Labor Statistics.
Consistent with the hypothesis of credit chain propagation, the results show that an increase in the use of trade credit along the chain linking two industries (an increase in their credit chain linkage), significantly increases their output correlation. A 1 standard deviation increase in the credit chain linkage of a pair of industries would increase the correlation of their value-added growth in 4 percentage points, which corresponds to 16% of the standard deviation of sectoral correlations observed in the data (0.27). 3 At the aggregate level, if the average sample country increased its ratio of accounts payables to the cost of goods sold from 7% to 33%-a movement from the lowest to the highest level observed in the sample-the variance of its manufacturing sector will increase in about 20%. These magnitudes are meaningful and should be considered lower bounds of the true economic relevance of the credit chain amplification mechanism because measurement error and asymmetric transmission likely bias the estimated coefficients downward. A battery of robustness tests shows that the main result of the paper is robust to changes in the sample, changes in the measures of correlation and trade credit use, and the consideration of a broad set of alternative explanations for the findings.
Additional findings shed further light on the working of the mechanism. According to Kiyotaki and Moore (1997) , the presence of firms with enough resources to absorb defaults without transmitting them upstream along the supply chain, which they label deep pockets and associate with financial intermediaries, weakens the credit chain propagation mechanism. In line with this prediction, the empirical analysis shows that an increase in the use of bank credit relative to trade credit along the supply chain linking two industries reduces their comovement. The results also highlight the importance of indirect links across industries for the transmission of shocks; the use of trade credit not only increases the comovement between industries directly related in the supply chain but also between those that are indirectly linked through other industries. This paper contributes to several strands of literature. It provides systematic empirical evidence of the presence and relevance of the mechanism described in the theoretical literature on credit chain amplification (Kiyotaki & Moore, 1997; Cardoso-Lecourtois, 2004; Boissay, 2006) . It also shows that the mechanism is empirically robust to theoretical possibility that liquidity could be preserved by a coordinated default across the whole supply chain suggested by the small net trade credit positions typically observed in firms across countries (Calvo & Coricelli, 1996; Coricelli & Masten, 2004) . The paper contributes as well to the recent financial literature on the relation between the availability of trade credit financing and the real economy (Fisman & Love, 2003; Love, Preve, & Sarria-Allende, 2007) by presenting evidence of an additional mechanism by which the use of trade credit itself has macroeconomic consequences. The paper also relates to the literature on sectoral and firm comovement. On the macroeconomic side, a long literature has proposed that inputoutput linkages are important for the transmission of shocks across industries (see Long & Plosser, 1983; Horvath, 2000; Shea, 2002, among others) . On the financial side, several papers have provided empirical evidence that a firm's stock price returns respond to events affecting its customers and suppliers, such as bankruptcy filings (Menzly & Ozbas, 2006; Hertzel et al., 2008; Cohen & Frazzini, 2008) . Complementing this literature, this paper provides new evidence of the importance of input-output linkages for the transmission of shocks and sectoral comovement in a large sample of countries and industries, and it shows that the use of trade credit matters for this transmission channel. Finally, work by Nilsen (2002) suggests that trade credit can substitute for bank credit during periods of tight money and attenuate monetary policy shocks. The results presented here indicate that this dampening effect crucially depends on the survival of firms that substitute trade credit for bank credit, since the cyclical increase in the use of trade credit makes the economy more vulnerable to a chain of defaults.
The rest of the paper is structured as follows. Section II discusses the empirical implementation of the test and presents the different specifications. Section III explains the manner in which the different variables included in the empirical specifications are measured and the different data sources used for this purpose. Section IV presents the main results. Section V explores the robustness of these results. Section VI concludes.
II. Empirical Approach
The empirical approach of the paper is based on the observation that the firms modeled by Kiyotaki and Moore (1997) can be interpreted as representative firms from different industries. Therefore, the hypothesis that the use of trade credit contributes to propagating and amplifying shocks can be indirectly tested by looking at the implications of this mechanism for sectoral comovement. 4 Focusing on industries 987 instead of firms disregards valuable information contained in a firm's idiosyncratic fluctuations, but requires data only on linkages among industries that are normally available from input-output matrices. The strength of these linkages and the use of trade credit determine the relative exposure of one sector to another, the transmission of shocks across industries, and their comovement. Thus, the empirical relevance of the mechanism can be assessed by testing whether an increase in the use of trade credit along the supply chain linking two industries raises their correlation.
The rest of this section constructs a test of this hypothesis by adding trade credit amplification to a simple multisectoral model based on Long and Plosser (1983) and Shea (2002) , which yields an estimable empirical relation between a specific measure of the use of trade credit along the whole chain of sectors linking two industries and their comovement.
Consider Shea's (2002) description of the evolution of sectoral output in a multisector economy without trade credit and with upstream transmission of shocks through input-output linkages:
where y = (y 1 , . . . , y N ) is a vector of sectoral output fluctuations (sectors 1 to N), λ = (λ 1 , . . . , λ N ) is a vector of sectoral shocks, and D is a matrix of backward linkages whose d ij element is the share of sector j in the total demand for industry i's goods through direct and indirect linkages. 5 This structural equation can be written in reduced form as
where the elements of B = I −D −1 measure the share of total demand for industry i's good directly attributable to sector j.
A simple modification to equation (2) introduces the possibility that the use of trade credit may affect the propagation of sectoral fluctuations. Let P ij be the fraction of the direct demand, b ij , supplied through trade credit (accounts payable), so that b ij = P ij b ij + (1 − P ij )b ij . If this fraction had an additional effect on the transmission of shocks, the coefficient of direct linkages would be b ij (1 + αP ij ) instead of b ij , with α parameterizing the importance of trade credit. Further assuming, for data availability reasons, that P ij is constant across suppliers (P ij = P j ∀i), 6 the reduced form and structural relations among sectors would respectively correspond to
where the matrix P has the fraction of inputs purchased on trade credit by sector j, P j , in its main diagonal and the matrix A = (I − B(I + αP)) −1 . If the use of trade credit does not matter for the transmission of shocks (α = 0), this expression corresponds to the structural equation (1).
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affects the transmission of shocks, that is, whether α = 0 in equation (4), can be tested by checking whether the correlation between a pair of sectors i and k depends on their credit chain linkage, C ik . This test can be implemented by estimating the parameters of the following equation,
where θ ik captures the input-output linkages and other fixed determinants of the correlation between a pair of industries, θ c is a country fixed effect that captures, among other things, differences in the relative importance of aggregate shocks, and W c ik includes other determinants of sectoral correlation. The variable of interest is C c ik , the credit chain linkage between industries i and k in country c.
If shocks are independent but not identically distributed, the approximation in equation (6) contains an additional term that depends on the variances of the different sectors relative to the average, and if there is an aggregate shock, the approximation includes a term that is a function of the distances and the shock's variance. These additional terms cannot be directly computed from the data because the variances of the real shocks are unknown, but I will address concerns that their presence may significantly bias the estimation of equation (7) by building proxies for them that I will include in W c ik in some specifications.
A similar derivation can be used to test the hypothesis that the use of credit from financial intermediaries (deep pockets) relative to trade credit reduces the transmission of shocks. Assuming that the fraction of purchases financed by bank credit weakens the transmission, and taking a linear approximation of the resulting reduced-form relation around a relative use of formal credit equal to 0, the coefficient of direct linkages becomes b ij (1 − αs ij ), where s ij is the ratio of formal credit to trade credit as sources of financing the purchases of inputs. The rest of the derivation is analogous and leads to a credit chain linkage measure capturing the use of formal credit relative to trade credit as a source of financing.
Through most of this paper, the ratio of an industry's use of trade credit to the average use in a country (P c i /P c ) is assumed constant across countries, so the elements of P in a given country can be expressed as the product of this ratio, P i , and the country's use of trade credit: P c i = P i × P c . Under this assumption, the credit chain linkage between two industries in a given country can be written as the product of their generic credit chain linkage C ik , which depends on only the relative ratios and does not vary across countries, and the country's typical use of trade credit
III. Measuring Sectoral Comovement, Input-Output Linkages, and the Use of Trade Credit
A. The Use of Trade Credit
The main measure of the intensity of use of trade credit is the ratio of accounts payable to the cost of goods sold, P (henceforth payables financing), which is the inverse of the payables turnover ratio widely used in financial analysis. 8 For a given firm and year, it corresponds to the average of the accounts payable at the end of years t and t − 1 divided by the total cost of goods sold in year t, and measures the fraction of input purchases financed with the supplier's credit. 9 The model of Kiyotaki and Moore (1997) suggests that the use of financial intermediaries as a source of finance for the purchase of intermediate inputs could attenuate the transmission of shocks through credit chains. The relative use of intermediaries versus suppliers as sources of shortterm financing is measured by the ratio of short-term debt to accounts payable, S. A high value of this ratio indicates that a firm obtains most of its short-term financing from the financial system.
The empirical analysis requires representative values of these two measures for all manufacturing sectors in several countries, which are obtained by aggregating these ratios within firms, industries, and countries as follows. First, a firmlevel representative measure of payables financing is obtained by taking the median of P across time for each manufacturing firm reporting data to the Worldscope database. Only firms with more than five years of (annual) data from 1990 to 2005 are kept in the sample to reduce the impact of cyclical fluctuations. Second, within each country c (except the United States), the median of the representative ratios of those firms located in c is used as a country-level representative value of payables financing (P c ). 10 The measure for the United States (P US ) is similarly built using data from Compustat, 11 which are also used to construct representative ratios for each three-digit ISIC manufacturing industry i in the United States (P US i ) by taking the median ratio across U.S. firms within the industry. Finally, assuming that an industry's relative ratio of payables financing is constant across countries, the representative measure of P for industry i in country c, P c i , is estimated as the product of the relative ratio of industry i measured in the United States, P i = P US i /P US , and country c overall median, P c i = P i × P c . Several aspects of this procedure require further discussion. The assumption of constant relative ratios across countries is equivalent to assuming that some industries tend to rely relatively more on trade credit for technological reasons that do not vary substantially across countries. This assumption was previously used by Fisman and Love (2003) , who provide a series of theoretical and empirical justifications for it, and it is consistent with results from Burkart, Ellingsen, and Giannetti (forthcoming) , who show that the provision and use of trade credit in the United States is significantly related to the type of good produced by a firm. The motivation for this assumption in this paper is mainly data availability: Worldscope 2006 contains data on about 10,500 manufacturing firms in 58 countries, but there are not enough firms for meaningful aggregation at three-digit ISIC in most developing countries included. Only 21 countries report more than 5 firms in more than ten industries, and 11 of them are developed countries. Nevertheless, there are three reasons to believe this assumption is unlikely to affect the results importantly. First, available evidence suggests that the relative use of trade credit across industries is, to an important degree, technologically determined. The ratios computed for industries with more than twenty firms in a country from Worldscope are significantly correlated with the ratios computed for the United States: the coefficient of a pooled regression of the available country-level ratios against the U.S. ratios is 0.92, significant at the 1% level. Second, to the extent that this assumption introduces classical measurement error to the measure of the use of trade credit at the country-industry level, it will result in a downward bias on the coefficient of interest. Finally, using the available data to estimate the use of trade credit at the country-industry level produces similar results to those obtained under the assumption of constant relative ratios (see section V).
Another concern is that both data sources (Worldscope and Compustat) contain information of only publicly listed companies. This could bias the estimates of a country's overall use of trade credit for two reasons: firms included in Worldscope and Compustat may be different from the average listed firm, and listed firms may be different from the rest. The first concern is likely to be irrelevant since both data sources cover most, and in many cases all, listed firms. The second concern is more pertinent, since public firms tend to be larger than private ones, and the use of trade credit may depend on a firm's size. 12 Nevertheless, as long as the variation in the use of trade credit across countries is mainly determined by their structural characteristics, the bias introduced by the use of public companies would affect the level of the measures but not their relative position across countries. Evidence from European companies suggests this is the case. For these countries, it is possible to compute the values of payables financing P c using data from the Amadeus database, which has almost universal coverage of listed and unlisted firms. The rank correlation between the Worldscope and the Amadeus measures is 0.66, significant at the 1% level. 13 Also, as I show 12 The evidence on this regard is ambiguous. For instance, while Demirguc-Kunt and Maksimovic (2001) find that smaller listed firms use more trade credit, Burkart et al. (forthcoming) find no relation between payables turnover and firm size, and Fabbri and Klapper (2008) find that in China, trade credit use is more prevalent among large firms.
13 Amadeus is a firm-level database that covers most listed and unlisted companies in western and eastern Europe, reaching almost universal coverage. Results are based on the 2007 version of the database containing balance sheet information for [2000] [2001] [2002] [2003] [2004] [2005] [2006] . Although the firm registry reported by Amadeus has almost universal coverage, the coverage of specific below, using the measures obtained from Amadeus for these countries does not significantly change the conclusions. On a more pragmatic note, to my knowledge, there are no better comprehensive data sources available.
The measures of payables financing (P) and short-term debt to payables (S) for the sample countries are presented in Panel A of table 1. In the sample are 43 countries: 22 developed and 21 developing ones (including 3 low income). The most represented regions are western Europe, with 15 countries, followed by East Asia and Pacific with 10; the least represented are Sub-Saharan Africa, South Asia, and North America, with only 2 countries each. The main constraint to the sample is the availability of data on the use of trade credit; there are only 10 countries where trade credit data are available, but the sectoral correlation data described below are not. 14 Column 3 indicates whether the measures of trade credit were built using data only from manufacturing firms (quality 1) or from the whole corporate sector (quality 2). In most countries (36), there were enough manufacturing firms (10 firms) with more than 5 years of data to build the manufacturing-specific measure, but in a few countries with fewer than this number, nonmanufacturing firms were also included in the measure. Nevertheless, all the results discussed below carry to the subsample of high-quality countries (see section V).
Firms in the average sample country finance about 15% of the cost of inputs with trade credit (see the mean value at the bottom of column 1). The distribution of this ratio across countries is symmetrical around this mean, and there is reasonable variation that puts the 25th and 75th percentiles at 12% and 18%. The typical country also uses credit from financial intermediaries and suppliers in roughly equal proportions (see the bottom of column 2, where the mean and median of the ratio are close to 1), but there is an important degree of variation around the central tendency, with the 25th and 75th percentile values located at 0.6 and 1.6, respectively. As expected, the correlation between the two measures of trade credit use is negative but small (−0.32).
The relative measures (the ratios with respect to the mean across industries) of payables financing (P i ) and short-term debt to payables (S i ) for the 28 ISIC industries in the United States are reported in table 2. The median in column 1 is close to 1, which suggests that the distribution of payables financing across industries is relatively symmetric because the mean is 1 variables is much reduced, especially for variables related to trade credit. The final data set used contains about 4 million observations (firm-years) in the seventeen European countries included in the paper sample.
Data from the World Bank Investment Climate Surveys (ICS) can be combined with Amadeus to extend the comparison beyond Europe, obtaining similar results. In this broader sample, the rank correlation between the Worldscope and the broader measures is 0.64, significant at 1%. This result yields support to the findings from Amadeus, but it has to be taken with caution because, in contrast to Amadeus, the ICS reports a single-year observation for this variable, and the response rate for the use of trade credit and the cost of goods sold is small.
14 These countries are Argentina, Brazil, Czech Republic, New Zealand, Pakistan, Russia, Switzerland, Slovakia, Slovenia, and Thailand. In panel A, "Payables Financing" is the ratio of accounts payables to the cost of goods sold; "Short-Term Debt to Payables" is the ratio of short-term debt to accounts payables. The figures reported for each country correspond to the median level of each ratio across all manufacturing firms in Worldscope in the country, except for the countries where quality equals 2 (column 3), where it corresponds to the ratio across all Worldscope firms. For each firm, each measure is the median across the years with data during the period 1980 to 2005. Only firms with more than five years of data are included in the computation of the country median, and only countries with more than ten of these firms are included in the sample.
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In panel B, column 4 reports the average correlation of value-added growth among industry pairs (excluding the correlation between an industry and itself). Column 5 displays the number of nonrepeated industry pairs for which there are data on the correlation of value-added growth per country (a given industry pair is counted only once). Columns 6 and 7 present similar information for the correlation of the growth of the industrial production index. Column 8 shows the average real GDP per capita of each country during the period 1980-2000. by construction. In contrast, the median in column 2 is below 1, indicating that the distribution is skewed to the left. As it was with the country-level variables, the degree of variation across industries is reasonable but not large. The 25th and 75th percentiles of P i across industries correspond to 0.87 and 1.21, respectively. Again, this variation is slightly larger for S i , with the corresponding figures at 0.71 and 1.15.
B. Sectoral Correlations
The main measure of sectoral comovement is the correlation of the growth rates of real value added across 28 three-digit ISIC manufacturing industries covering the complete manufacturing sector. The data used to build these correlations come from the U.N. Industrial Column 1 reports the ratio of accounts payable to cost of goods sold in a given manufacturing industry in the United States to the overall U.S. mean in manufactures. Similar ratios are reported for short-term debt to payables (column 2). The values of each measure for a given industry correspond to the median across all U.S. firms in that industry included in Compustat for 1980-1989. The value for the U.S. manufacturing sector as a whole corresponds to the median across industries. For a given firm, the ratios correspond to their median across the years in which the firm reported data.
Development Organization (2005), Industrial Statistics Database (UNIDO), and corresponds to the period 1980 to 2003, so that the comovement is measured at about the same period where trade credit data is available.
Following Rajan and Zingales (1998) , real value added for each of the 28 industries in each country included in UNIDO is obtained by deflating the data on nominal value added using the country's overall producer price index from the International Monetary fund (2005) . In each country, only industries with at least fifteen observations of the growth rate of real value added are kept in the sample to avoid having a short rank correlation matrix, 15 and their within-country, across-years correlation is computed as 15 With N sectors and T observations, there are N(N − 1)/2 correlation coefficients to be estimated from NT observations. The order condition therefore requires that T ≥ (N −1)/2 for a full rank matrix. With 28 sectors, this requires 14 observations at a minimum. I allowed for one more than that.
where r c ij is the correlation between industries i and j in country c, g ict is the growth rate of industry i in country c between years t − 1 and t,ḡ ic is the time average of g ict , T ij is the number of observations with data for sectors i and j, and T i is the number of observations in sector i.
Several other measures of comovement are computed for robustness. One potential problem with the baseline measure is the use of a common deflator: in the presence of significant heterogeneity in the evolution of prices across industries, the correlations computed with a common deflator may be driven by the correlation of relative inflation rates instead of the correlation of real output growth. This concern can be addressed by using the correlation of the growth rates of the index of industrial production, also reported in UNIDO. Results obtained using this measure are not affected by the relative price problem, but results obtained using real value added are preferable because the production index data are of lower quality and smaller coverage than the value-added data. 16 Nevertheless, as I will show, this choice does not affect the results.
The average correlations across manufacturing sectors for the 43 countries in the sample, as well as the number of industry pairs with data, are reported in Panel B of table 1. Consistent with the extensive evidence of positive comovement across sectors during the business cycle, the average correlation of real value added and industrial production growth across sectors is always positive and around 0.25, with interquartile ranges between 0.2 and 0.36 for value-added growth and 0.22 and 0.43 for the index of industrial production. The summary statistics are similar for the two measures, whose averages, reported in the table, are also positively and significantly correlated (correlation of 0.39 significant at the 2% level). As mentioned above, the coverage is better for the measure based in value added, for which there are 13,182 industry pairs, compared to 12,548 for the measure based in industrial production. Both measures of correlation are positively but not significantly correlated with the average level of GDP per capita over 1980 to 2000. The positive correlation may indicate that idiosyncratic sectoral shocks are relatively more important in poorer countries. This issue is addressed in the empirical analysis.
C. Input-Output Linkages
A central assumption of this paper is that input-output linkages between industries are largely technologically The table shows the credit chain linkages of the twenty industry pairs with the smallest (generic) credit chain distances computed using the 1992 U.S. input-output matrices. The first four columns describe the names and ISIC codes of the industries that comprise each pair. The "Credit Chain Linkage" column displays the estimated value of the linkage. A higher value represents a stronger linkage. The last column indicates the ranking of each industry pair according to credit chain linkage across the whole set of 378 possible pairs.
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determined. Starting from this assumption, linkage measures obtained in a country with good available information, like the United States, can be extrapolated to the rest of the countries in the sample. The main reason for assuming a constant distance across industry pairs is the lack of comparable information on input-output relations for a broad set of countries at a good level of aggregation. OECD data on input-output matrices cover only 20 countries and 20 manufacturing sectors, and data from Olarreaga and Nicita's (2004) Trade and Protection Database, while covering a larger number of countries, divide manufactures in only seventeen sectors and lack some key variables required to construct the distance matrices. Nevertheless, this assumption should be relatively uncontroversial because by construction, inputoutput matrices reflect technological links across sectors, so their variation across countries is likely to be limited. In fact, most of the variance of the Direct Requirement Matrices, a crucial input on the construction of the distance measures (see the appendix), obtained from Olarreaga and Nicita (2004) for 67 countries, comes from the within-country, acrossindustry-pairs dimension. Also, the correlation between the input-output linkage built using U.S. data as described below and the same distances estimated using U.K. data is 0.98.
Under the assumption of technologically determined links, I build the matrix D of contemporaneous transmission described in section II (see equation (1)) using information from the 1992 commodity-by-industry (USE) and industryby-commodity (MAKE) matrices produced by the U.S. Bureau of Economic Analysis (BEA) and a correspondence between the BEA industry classifications and the 28 three-digit ISIC manufacturing industries. The appendix describes the construction of this matrix in detail. After the D matrix is built, the input-output and (generic) credit chain linkages across industry pairs are computed as described in equations (6) and (8).
Since the sectoral classification consists of 28 industries at the three-digit ISIC level, the C matrix of credit chain linkages contains 378 different distances (the distance between a sector and itself is normalized to 100). The distribution of the distances is significantly skewed, with most of its mass close to 0 (around 40%) because of the well-known sparsity of input-output matrices. 17 Table 3 shows the twenty industry pairs with the strongest generic credit chain linkages (C ik ), which represent about 5% of the total number of pairs. The pairs are intuitive: the two pairs with the smaller distances are the ones formed by the Textiles and Wearing Apparels industries and Transport Equipment and Fabricated Metal Products industries. Although pairs with strong generic credit chain linkages also tend to have strong input-output linkages, there is important variation between these measures of similarity: only half of the pairs reported in table 6 are also among the twenty with the closest input-output distance, and the rank correlation between them is only 0.17. The overall correlation between both linkage measures is 0.66, but it is mainly driven by the difference between the group of industries with small linkages and the rest; in fact, the correlation drops to 0.5 when looking only to those industry pairs with input-output linkages above the median.
IV. Results
This section presents the results of the test of the hypothesis that the intensity of use of trade credit along the chain The dependent variable is the correlation of real value-added growth of each industry pair in each sample country. "Credit chain linkage (payables financing)" is the measure of the intensity of use of trade credit in the chain linking two industries based on the payable financing ratio. "Credit chain linkage (short-term debt to payables)" is the intensity of use of trade credit in the chain linking two industries based on the short-term debt to payables ratio. "(log) Number of establishments industry 1 (2)" is the log of the average number of firms in the first (second) industry in the corresponding industry pair. "Share of manufacturing VA industry 1 (2)" is the average share of the first (second) industry pair on total manufacturing value added. Average growth industry (1) is the average growth of real value added in the first (second) industry in the pair. "Standard deviation growth industry 1 (2)" is the standard deviation of the growth of real value added in the first (second) industry in the pair. All averages mentioned above are computed over the period 1980-2000. All regressions include country and industry pair fixed effects. Standard errors are robust to heteroskedasticity. *Significant at 10%. **Significant at 5%. ***Significant at 1%.
linking two industries increases their correlation. Following the empirical approach outlined in section II, this hypothesis is tested by estimating the parameters of equation (7) and testing whether the coefficient of the interaction of the generic credit chain linkage and the use of trade credit in the country (α) is significantly positive (negative when using the short-term debt-to-payables ratio). The coefficients obtained by OLS for various versions of equation (7) that include different sets of additional controls are presented in table 4, where the dependent variable is the correlation of growth rates of real value-added between industry pairs in different countries. The estimated coefficients for the parameter of interest are reported in the first two rows of the table.
The main result of the paper can be seen in the regression reported in column 1, which includes only the credit chain linkage (the interaction of the generic credit chain linkage C ik and a country's payables financing ratio) and a set of industry pair and country fixed effects. The coefficient obtained for the credit chain linkage is positive and strongly significant. A shock to a downstream industry produces a stronger response in an upstream sector linked to the downstream industry through a series of sectors with high use of trade credit. This in turn translates to a higher correlation between them.
The basic result survives the addition of variables capturing the size and the first two moments of the growth performance of the different sectors across countries (columns 2 and 3). The regressions in column 2 add two measures of the size of each industry included in a country pair: the (log) average number of firms during the period and the average share of total manufacturing value added. The number of firms controls for the effect of diversification on sectoral correlation: assuming both aggregate and firm-level shocks, an increase in the number of firms in all industries results in a relatively larger role for aggregate shocks and therefore more correlated sectors. The share of total manufacturing value-added of each of the industries in a pair controls for the possibility of aggregate spillovers. As Shea (2002) noticed, in the presence of external economies of scale, such as those suggested by Baxter and King (1991) , larger industries will generate larger spillovers to the rest of the economy and will be more correlated with all other sectors. The results show that controlling for these variables does not affect the coefficient obtained for the main interaction. As expected, the coefficients obtained for the (log) number of firms in each of the industries are positive and significant, indicating that industries with more firms are more correlated with the rest of the economy and among themselves. The coefficients obtained for the industry shares are significantly negative, but this is because the regressions are already controlling for the number of firms, which correlates with the industry share. Regressions including only the shares yield positive coefficients (not reported). Since, after controlling for the number of firms, the share of an industry is a measure of value added or output per firm, the results indicate that industries whose firms are relatively more productive (in the sense of having a higher level of output per firm) are typically less correlated with the rest of the economy. Henceforth, the specification reported in column 2 will be used as baseline. The regression in column 3 adds the average and standard deviation of the growth rate of each industry included in a pair to control for the possibility that industries with similar trends or shocks can be more correlated within and across countries. The results indicate that industries that grow relatively faster and are more volatile are less correlated with the rest of the sectors, but, again, adding these controls does not substantially affect the sign, magnitude, or significance of the coefficient of credit chain linkages. 18 Figure 1 illustrates the differential effect of the use of trade credit across industry pairs with different credit chain linkages. Panel A of figure 1 shows the relation between a country's level of payables financing and the correlation of the Iron and Steel and Transport Equipment industries (ISIC codes 371 and 384, respectively). The positive relation is apparent; for this industry pair, an increase in the use of trade credit increases the correlation. Panel B of figure 1 shows the same relation for the pair formed by the Tobacco and Footwear industries (ISIC 314 and 323, respectively), which have almost no credit chain linkages. In this case, there is no association between trade credit use and correlation. These are the differences captured by the interaction variable in the regression. Panels C and D in figure 1 show that this effect is not exclusive to the pairs of industries just described. Panel C plots the relation between payables financing and sectoral correlation for the twenty industry pairs with the strongest credit chain linkage, and Figure 1D does the same for the twenty industry pairs with the weakest linkages. Again, the panels show that an increase in the use of trade credit increases the correlation of those industry pairs with a high C ik but has no effect on those that are far in the credit chain sense. 19 In terms of economic magnitude, the baseline point estimates (column 2) indicate that a 1 standard deviation increase in credit chain linkages C c ik results in an increase in correlation of four percentage points, or 16% of the standard deviation of industry pair correlations within and across countries (0.27). In terms of relative differences, an increase in payable financing from the 25th to the 75th percentile level would increase the correlation of the industry pair at the 75th percentile of generic credit chain linkage in almost 2 percentage points more than that of the pair at the 25th percentile, or about 10% of the interquartile range of average sectoral correlations (0.16). These magnitudes are economically meaningful and also likely to be conservative for several reasons. First, the coefficients likely suffer from attenuation bias because of measurement error in the use of trade credit. The size of the bias will depend on the unknown variance of the measurement error, but Monte Carlo simulations using the sample standard deviation of payables financing across countries as a proxy indicate that it may be as large as 60% of the coefficient. 20 Second, in the traditional credit chain amplification mechanism emphasized in the literature, the correlation across industries increases as a result of negative shocks. If the role of trade credit in the transmission of positive shocks is weaker or absent, using the unconditional correlation as a dependent variable will lead to attenuation bias. Third, the sectoral correlations were estimated using a small number of observations and exhibit considerable sample variability, even after accounting for country-and industry-specific components. Thus, the sample variability of the dependent variable used above is a tough metric to assess the economic significance of a coefficient.
THE REVIEW OF ECONOMICS AND STATISTICS
The estimated impact of an increase in a country's overall use of trade credit on aggregate volatility offers a different measure of the aggregate implications of the mechanism. This can be easily estimated by noticing that a country's aggregate manufacturing variance (σ 2 Y ) can be written as
where ω is a vector containing the share of each manufacturing sector on total manufacturing value added, Ω is a matrix that has the variance of each manufacturing sector in the diagonal (and zero elsewhere), and R is the correlation matrix between the different manufacturing sectors, such that R ij = ρ ij . Thus, from equation (7),
whereC is a matrix containing the generic credit chain linkages C ik , and the partial derivative indicates that the expression corresponds only to the impact of trade credit use through changes in correlations. Evaluating this expression for a country with the average sectoral shares and variances yields that an increase in the aggregate (country-level) 20 The details of the simulations are reported in Raddatz (2008) .
payables financing ratio from the 25th to the 75th percentile level (from 12% to 18%) would increase the variance of value-added growth in the manufacturing sector of the average country by 5%. A bigger increase from the lowest to the highest level of payables financing in the sample (from 7 to 33) would increase this variance in 20%. 21 Moreover, these magnitudes are likely to be a lower bound of the true effect on aggregate variance. Overall, the evidence suggests that the credit chain amplification mechanism is quantitatively relevant. Similar results are obtained using the ratio of short-term debt to payables of the different industries and countries to compute the credit chain linkage C c ik , a different, albeit complementary, measure of the use of trade credit. This can be seen in columns 4 to 6 of table 4. Since this variable measures how important bank credit is relative to trade credit, the credit chain mechanism predicts a negative coefficient (see the discussion in section II). Consistently, in all the regressions, the coefficient is negative and strongly significant; an increase in the relative importance of bank credit vis-á-vis trade credit along the credit chain reduces the transmission of shocks. This is consistent with Kiyotaki and Moore's (1997) idea that the presence of deep pockets along the chain can dampen the transmission of shocks. Intuitively, firms that finance a high fraction of their material purchases through bank credit will either not propagate a default by their customers if they can tap that source of finance again or will do it in a weaker form because a higher fraction of their default will be absorbed by banks, which under normal conditions will simply absorb the shock.
The economic magnitude of the coefficient associated with this measure of trade credit use is smaller than that obtained when using payables financing but still nonnegligible. A 1 standard deviation increase in this measure of credit chain linkages reduces the correlation of real value-added growth in two percentage points-half the reduction obtained with the baseline measure. Moreover, despite its smaller magnitude, the attenuation of sectoral comovement resulting from an increase in the use of formal financing is largely complementary to the one resulting from an overall decrease in the use of trade credit, as shown in column 7. The regressions reported in this column include both measures of credit chain linkage simultaneously and show that the coefficients associated with the payables financing measure slightly decline with respect to those previously reported and that the coefficients of short-term debt to payables are mostly unaffected. This indicates that the use of trade credit relative to both other sources of short-term financing and total input costs is important for amplification. Consequently, a reduction in the use of trade credit as a fraction of the cost of inputs that is compensated with an increase in the use of intermediary financing has a much larger impact on reducing sectoral comovement. Evaluated at the median level of short-term debt to payables, 21 These magnitudes correspond to 7% and 25% of the interquartile range of variance of aggregate manufacturing value-added growth, respectively.
the same increase in payable financing from the 25th to the 75th percentile would increase the correlation of the industry pair at the 75th percentile of credit chain linkage is almost 2.5 percentage points more than that of the pair at the 25th percentile; this is 50% larger than the direct effect without changing the use of short-term debt and about 15% of the interquartile range of average sectoral correlations.
V. Robustness
This section explores the robustness of the main result to variations in the sample of countries and industry pairs included, the use of different measures of correlation and credit chain linkage, and alternative explanations associated with potential omitted variables.
A. Sample Issues
A first concern regarding the baseline results is that they may be driven by special observations. This concern is valid considering the skewness of the distribution of the measures of credit chain linkages and trade credit use, but it turns out to be unimportant.
First, no individual country or industry pair is driving the results, as shown in figure 2. Panel A of figure 2 reports the distribution of the 43 coefficients for the credit chain linkage (α) obtained by reestimating the baseline regression after dropping one country at a time. All coefficients are positive, statistically significant at the 1% level, and tightly distributed around the median coefficient of 1.98 (the smallest coefficient, 1.36, is obtained when Japan is excluded from the sample). The histogram presented in figure 2B addresses the robustness to the exclusion of specific industry pairs in a similar manner; all 378 coefficients are significant and similar to the coefficient of the baseline regression.
Second, no particular group of observations is driving the findings. The regressions presented in Panel A of table 5 check for various of these possibilities. Row 1 reports the results obtained using only the sample of 39 "high-quality" countries where the use of trade credit of the manufacturing sector could be computed. Row 2 shows the coefficients obtained after dropping transition economies from the sample (China, Hungary, and Poland). Row 3 presents results obtained after dropping the 10% of countries with the highest and lowest levels of payables financing (dropping 20% of the sample in total). Row 4 shows similar results after dropping the 5% of industry pairs with the highest and lowest generic credit chain linkages (10% of the sample), and row 5 reports the results obtained using a robust estimation method. 22 In all cases and in both panels, the coefficient of the credit chain linkage is not importantly affected.
B. Measurement
The regressions reported so far have used the correlation in the growth rates of real value added and industrial production 22 Stata command rreg. index as measures of comovement. The exercises presented in rows 6 to 9 of Panel B in table 5 consider four potential concerns with these measures. First, since real sectoral value added is obtained applying a common deflator to nominal value-added series, the correlation of real value-added growth between sectors may be just capturing correlations in relative inflation rates. To deal with this concern, the regression reported in row 6 uses as the dependent variable the correlation of the growth rates of the index of industrial production of each pair of sectors. Second, growth rates may not properly clean for trends in sectoral output, resulting in spurious sectoral correlations. So the regression in row 7 uses the correlation of real value added detrended using the Hodrik-Prescott filter as the dependent variable. Third, since correlations take values between −1 and 1 by construction, the residuals in the baseline specification can suffer from heteroskedasticity. Row 8 uses as the dependent variable a transformation of the correlation of the growth rate of real Columns 1 and 2 report the point estimate and standard deviation of the coefficient estimated for the measure of credit chain linkages, respectively. The different rows present results for several specifications that vary the sample of countries (rows 1 to 5), the measure of correlation used as dependent variable (rows 6 to 9), or the measure of credit chain linkages (rows 10 to 16). The regression in row 1 uses the high-quality sample of 39 countries (column 1), row 2 drops transition economies (China, Hungary, and Poland) from the baseline sample, row 3 excludes the countries where the corresponding measures of trade credit were below the 5th and above the 95th percentile levels observed in the main sample, and row 4 drops those industries where the corresponding measures of the generic credit chain linkages were below the 5th and above the 95th percentile levels observed in the set of industry pairs. The coefficient reported in row 5 was obtained in a robust regression (Stata rreg command).
In the regressions reported in rows 6 to 9, the dependent variables are the correlation of the series of the index of industrial production, real value added detrended using the Hodrik-Prescott filter, the Otto, Voss, and Willard (2001) transformation of the correlation of the growth rate of real value, and a robust measure of the correlation of real value added growth between the industries in a pair, respectively.
Regressions in rows 10 to 12 present results obtained using a measure of credit chain linkage that exploits the existing information on industry-level use of trade credit across countries, a measure based on the U.K. input-output matrices, and a measure of payables financing obtained from the Amadeus database, respectively. The regression in row 13 uses the baseline measure of credit chain linkages but adds the interaction of the generic credit chain linkage and a country stock market capitalization (as a fraction of GDP) to control for potential biases arising from using a sample of listed firms. The results presented in row 14 use a measure of credit chain linkage constructed using an index of payables financing that controls for differences in sectoral composition across countries. The regression in row 15 replaces the baseline credit chain linkage measure with one built using the ratio of accounts payables to material costs instead of payables financing. Row 16 reports results obtained using a measure of credit chain linkages constructed from a traditional backward linkages matrix instead of Shea (2002)'s. All regressions include country and industry pair fixed effects and control for the (log) number of establishments and share of total manufacturing value added of both industries in a country pair. Standard errors are robust to heteroskedasticity. *Significant at 10%. **Significant at 5%. ***Significant at 1%.
value added aimed at tackling this problem. The transformed correlations arer and the variables of the model (see Otto et al., 2001) . Finally, the regression in row 9 uses a robust measure of correlation to address concerns about the impact of outliers. 23 In all four cases, the coefficient for the credit chain linkage remains positively significant.
The last set of regressions presented in table 5 checks the robustness of the results to changes in the measure of credit chain linkage. Row 10 reports the results obtained after relaxing as much as possible the assumption of fixed relative use of trade credit across industries introduced in section III A, and using the available country-specific measures of sectoral use of trade credit that can be obtained from Worldscope. The measure of credit chain linkage applied in this column uses the country-industry value of payables financing, P c i , measured directly from Worldscope for all country industries with data on more than five firms (395 cases in the sample) and the product of the U.S. relative ratio and the corresponding country median (P c i = P i × P c ) in the remaining cases 23 The specific measure is the weighed correlation between two industries, where the weights are obtained from a robust regression (Stata rreg) between the two growth rate series.
(1,305 cases). Row 11 explores the sensitivity of the main coefficient to the particular choice of the United States as the baseline country for measuring the input-output relations across industries and uses instead credit chain linkages computed from U.K. input-output matrices. In both cases, the coefficient is of the right sign and significance and is only marginally smaller.
The regressions in rows 12 and 13 check whether using only data on publicly listed companies biases the measures of the use of trade credit. In row 12, the sample is restricted to those European countries where the payables financing ratio could be computed using comprehensive data from Amadeus, and the Worldscope measure of payables financing was replaced by the one obtained from Amadeus to address the potential bias of the measures of payables financing obtained from Worldscope. The regression in row 13 takes an indirect approach and adds the interaction of the industry pair credit chain linkage and a country's stock market capitalization (as a fraction of GDP) to control for the representativeness of listed companies in terms of economic activity. The coefficient for the credit chain linkage is not significantly affected in any of these regressions.
Since the paper assumes that the relative use of trade credit varies systematically across industries, differences in the 998 THE REVIEW OF ECONOMICS AND STATISTICS industry composition of firms included in Worldscope across countries could bias the measures of average use of trade credit. To tackle this concern, the regression in row 14 uses a measure of credit chain linkage built using an average country use of trade credit that controls for the industry composition of firms in Worldscope. This average is obtained by running a regression of all available country-industry measures of payables financing from Worldscope on a set of country and industry fixed effects. The estimated country fixed-effects in this regression measure the average country use of trade credit after cleaning for industry composition. As in the previous cases, controlling for this possibility does not affect the results importantly.
Throughout the paper, the intensity of use of trade credit has been measured as the ratio of accounts payable to the cost of goods sold, which considers not only material inputs but also labor costs. Thus, differences in the measure across countries or sectors may not necessarily be related to the fraction of intermediate inputs bought on trade credit but may instead be driven by differences in labor costs. The reason for using payables financing is twofold. First, the measure is directly related to the payables turnover ratio typically used in financial analysis. Second, data on material costs are much less available than data on the costs of goods sold. For instance, in Compustat, the ratio of accounts payables to the cost of goods sold can be computed in at least five years for 3,911 manufacturing firms; the ratio of accounts payables to material costs can be computed for only 362. In Worldscope, the ratios of payables to cost of goods sold can be computed for 5,468 manufacturing firms, while that of payables to material costs can be computed only for 987. Nevertheless, it is possible to complement the little information available in Worldscope with data from the World Bank Investment Climate Surveys to build a rough estimate of the median ratio of accounts payables to material costs for 31 countries in the sample, and compute the credit chain linkage across sectors using this measure to check the importance of this choice. 24 The results, presented in row 15, show that measuring the intensity of trade credit use as the fraction of material costs financed on credit produces similar results to those obtained using payables financing and does not affect the main findings of the paper.
The linkage matrix derived by Shea (2002) and used in this paper has the advantage of being derived from a fully specified general equilibrium model, but it is also related to 24 Data from Worldscope were used for nineteen countries and data from the World Bank Investment Climate Surveys (ICS) for twelve. ICS is partly aimed to measure productivity, so it has better coverage on material costs and cost of goods sold than on accounts payables and receivables. Thus, data from the ICS were used to estimate the ratio of material costs to cost of goods sold, which can be combined with the ratio of accounts payables to cost of goods sold from Worldscope to obtain an estimate of the ratio of accounts payables to material costs. In addition to having to use the information from the ICS in an indirect manner, the information from these surveys is usually available for a single year, and it should be taken with caution.
the traditional measure of backward linkages used in inputoutput analysis: the Leontieff inverse of the matrix of direct cost shares (Rasmussen, 1956; Miller & Blair, 1985 ; see the appendix for the exact relation). The regression presented in row 16 checks the robustness of the results to using this traditional linkage measure to compute the credit chain linkages. The results are similar to those obtained using the D matrix demonstrating that this specific choice is not crucial for the outcome. However, the baseline measure of credit chain linkages conveys more information on the transmission of shocks across sectors than the traditional measure and is a better predictor of sectoral correlation; when the baseline measure of credit chain linkages is included with the traditional measure, the latter is no longer statistically significant (not reported).
C. Are Industries with Strong Credit Chain Linkages Similar in Other Dimensions?
Industries with strong credit chain linkages may also be similar in other dimensions, such as technologies, degrees of external financial requirements, liquidity needs, capital intensity, and stage of production. To the extent that these other dimensions of similarity are emphasized by country characteristics related to the use of trade credit, the results could be spuriously related to the omission of these potential determinants of comovement. The regressions presented in table 6 explore several of these possibilities.
The measure of credit chain linkage could be capturing technological similarities across industries that buy (sell) comparable proportions of goods from (to) other industries, shown by Conley and Dupor (2003) to be related to the comovement of productivity in the United States. To check this concern, the regression in column 1 adds to the baseline specification the interaction of the measures of BUY and SELL distances between industries of Conley and Dupor (2003) and a country's payables financing. 25 The main coefficient is not importantly affected, and the results indicate that only industries that sell goods to similar sectors in similar proportions are significantly more correlated in countries with higher payables financing. This suggests that a higher use of trade credit increases the relevance of backward linkages as sources of comovement, consistent with the upward transmission of shocks emphasized by the credit chain mechanism.
In countries with underdeveloped financial systems, shocks may affect relatively more those industries with high degrees of external financial requirements or liquidity needs. Since a country's use of trade credit may be related to financial development, it is necessary to control for this potential source of comovement. The degree of financial development 25 Let Φ(i, j) be the dollar value of compensation to sector i for goods used in industry j obtained directly from the input-output tables. An industry's fraction of the costs and demand of other sector is obtained by normalizing the Φ matrix across rows and columns to obtain
The BUY and SELL distances correspond to the Euclidean distance of the vectors of costs and demand shares between two industries and correspond to The dependent variable is the correlation of growth rates of real value added between industry pairs in different countries. Credit Chain Linkage (Payable Financing) is the measure of the use of trade credit in the chain linking two industries based on payables financing. "BUY (SELL) distance × Payables Financing" is the interaction between Conley and Dupor's (2003) measure of similarity between two industries in terms of suppliers (customers) and a country's median level of payables to cost of goods sold. "Distance External Finance × Financial Development" is the interaction of the absolute value of an industry pair's difference in external financial requirements (Rajan & Zingales, 1998 ) and a country's level of financial development measured as the (log) average ratio of private credit to GDP. "Distance Liquidity Needs × Financial Development," "Distance Capital per Employee × Capital per Worker," and "Distance Gini Intermediary Shares × Overall Volatility" are computed analogously. "Correlation from Differences in Shocks Volatility" is the contribution of differences in the volatility of shocks to various industries to an industry pair correlation. "Generic Credit Chain Linkage × Overall Volatility" is the interaction of an industry pair's generic credit chain linkage and a country's standard deviation of real GDP per capita growth. All averages and standard deviations mentioned above are computed over the period 1980-2000. All regressions include country fixed effects and control for the average number of firms and share of total manufacturing value added of each industry in the pair. Standard errors are robust and clustered at the industry pair level. *Significant at 10%. **Significant at 5%. ***Significant at 1%. of a country can also be related to the availability of capital, which can induce comovement across industries with similar capital intensities. All these possibilities are considered in the regression reported in column 2, which adds to the baseline specification the interaction of a measure of a country's level of financial development with measures of the similarity of an industry pair in terms of external financing requirements (measured as in Rajan & Zingales, 1998) and liquidity needs (measured as in Raddatz, 2006) , as well as the product of an industry pair's similarity in terms of capital intensity (measured as in Raddatz, 2006 ) and a country's (log) aggregate capital per worker. Along each dimension, the degree of similarity is computed as the absolute value of the difference between each industry's measure. The degree of financial development is measured as the ratio of (log) average private credit to GDP from 1980 to 2000 from Beck, Demirguc-Kunt, and Levine (2001) , and capital per worker is the average for the same period from Heston, Summers, and Aten (2002) Penn World Tables (PWT) . The results show that industries with similar liquidity needs are less correlated in financially developed countries, suggesting that increased access to financing eases the response of industries with high liquidity needs to negative shocks and reduces the resulting correlation, 26 but this channel does not 26 For the relation between liquidity needs and vulnerability to financial underdevelopment, see Raddatz (2006) . importantly affect the coefficient associated with credit chain linkage.
Sectors producing goods with similar degrees of complexity can also be relatively more correlated. For instance, Clark (1999) and Huang and Liu (2001) have documented that the response of quantities versus prices in response to a monetary policy shock varies with the stage of production. Therefore, sectors at comparable stages of production will exhibit more coordinated responses in quantities than sectors at different stages. The regression presented in column 3 uses the Gini coefficient of the distribution of input costs to capture the complexity or stage of production of the goods produced by an industry (see Blanchard & Kremer, 1997; Kremer, 1993) , and adds to the main specification the interaction of the absolute value of the difference in the Gini coefficient of each industry pair (obtained from Cowan & Neut, 2002) and the overall country volatility measured by the standard deviation of the growth rate of real GDP per capita. Although, consistent with this mechanism, sectors producing goods of similar complexity are indeed more correlated in more volatile countries, the result regarding the role of credit chains remains unaltered.
The derivation of equation (6) assumed that sectoral shocks were i.i.d. Relaxing this assumption would result in additional terms in the linear approximation that will also be a function of the elements of the D matrix, raising the possibility that the credit chain linkage could be capturing the "Credit Chain Linkage (Payables Financing)" is the measures of the intensity of use of trade credit in the chain linking two industries based on the ratio of payables to cost of goods sold. "Generic Credit Chain Linkage × (log) GDP per Capita," "Generic Credit Chain Linkage × Growth Volatility," and "Generic Credit Chain Linkage × Trade Openness" are the interactions between an industry pair's generic credit chain linkage and a country's (log) GDP per capita, standard deviation of the growth of real GDP per capita, and the log average ratio of total exports to GDP. "Credit Chain Linkage × Financial Development" and "Credit Chain Linkage × Short-Term Debt to Payables" are the interactions between these two variables. "Direct Credit Chain Linkage" is the credit chain linkage computed considering only the direct linkages among industries. "Credit Chain Linkage (Common Use)" is the linkage computed using the average payable financing of all industries, and "Credit Chain Linkage (differential Use)" is the linkage computed using the industries deviations from that average only. These two linkage measures add to the baseline measure of "Credit Chain Linkage." All averages mentioned above are computed over the period 1980-2000. All regressions include country fixed effects and control for the average number of firms and share of total manufacturing value added of each industry in the pair. Standard errors are robust to heteroskedasticity. *Significant at 10%. **Significant at 5%. ***Significant at 1%. effect of one of these omitted variables. One possible deviation from this assumption comes from differences in the variance of the shocks across industries. In this case, the linear approximation (6) would include a term that is a function of the coefficients of the D matrix and the relative variances of the sectoral shocks. This term cannot be directly computed because these variances are unobserved, so the regression in column 4 computes it using the relative variances of the output of the various industries instead as a proxy. Although imperfect, this measure should properly capture the correlation coming from the input-output linkages, the source of concern. The results clearly indicate that this concern is not relevant for the main findings. Another possibility is the presence of aggregate shocks. In the model of section II, sectoral shocks result in aggregate fluctuations because of the input-output linkages; therefore, aggregate shocks are not necessary to generate comovement. Nevertheless, the presence of aggregate shocks would add a term to the linear approximation that would depend on the input-output linkages and the variance of the aggregate shock but whose exact form would depend on specific assumptions regarding the transmission of these shocks. The regression in column 5 controls for this potential source of bias in a general manner by adding the interaction of a country's overall volatility and the generic credit chain linkage, which maximizes the potential correlation with the component of the transmission of aggregate shocks that is a function of input-output linkages. As before, the main findings of the paper are largely unaffected.
D. Alternative Explanations and Further Evidence on the Mechanism
Since the measure of generic credit chain linkage was constructed using U.S. data, one possible interpretation of the findings is that they are simply indicating that input-output linkages can better explain sectoral comovement in countries that are similar to the United States. This is unlikely because the United States is not atypical in its level of trade credit use (payables financing in the United States is 0.13, just below the sample median of 0.14). Nevertheless, I check for this possibility by adding to the baseline specification the interaction of the generic credit chain linkage and the (log) average real GDP per capita (from PWT) from 1980 to 2000. The results, reported in column 1 of table 7, show that linkages are indeed more important in developed countries, but this does not significantly affect the findings regarding credit chains and sectoral comovement. Column 2 shows similar results when also controlling for a country's overall degree of volatility (as measured by the standard deviation of the growth rate of real value added from 1980 to 2003).
The results obtained using the ratio of short-term debt to payables (see table 4, columns 4 to 7) indicate that the actual use of formal financing from financial intermediaries vis-à-vis supplier credit partly alleviates the transmission of shocks through credit chains. Building on these results, column 3 checks whether the overall availability of formal financing affects the importance of the credit chain mechanism by allowing the parameter α to depend on a country's degree of financial development, which amounts to adding a triple interaction term. The results indicate that the credit chain mechanism is stronger in more financially developed countries. 27 A possible interpretation of this finding is that overall financial development also increases the supply of trade credit, which would be consistent with Demirguc-Kunt and Maksimovic (2001) , who maintain that these sources of financing are complements. If this were the case, overall financial development would measure the absolute availability of formal short-term financing, but it would be a poor proxy of the relative importance of this source of funds. The evidence supports this explanation; in the sample of countries used in this paper, overall financial development is significantly negatively correlated with the country-level ratio of short-term debt to payables, S c . Also, adding the interaction of this ratio and credit chain linkages to the baseline specification, which allows the parameter α to depend on this measure of relative use of formal financing, results in a significantly negative coefficient that indicates that an increase in the relative use of formal financing weakens the credit chain mechanism, as predicted by the theory. This finding is confirmed when running a horse race between financial development and S c as measures of the importance of financing from intermediaries: while the coefficient of the interaction of credit chain linkages with S c remains significantly negative, the coefficient of the interaction with financial development stops being statistically significant (not reported).
Shocks to domestic downstream producers are unlikely to affect firms that sell their intermediate goods to foreign producers. This observation suggests that the relevance of the credit chain mechanism may depend on a country's degree of trade openness. The exercise presented in column 5, which includes the interaction between an industry pair's generic credit chain linkage and a country's degree of trade openness (measured as the log ratio of exports plus imports to GDP), shows that input-output linkages are less important in more open countries but that this finding is not behind the main result of the paper. This result is robust to controlling for the overall level of development (not reported).
The credit chain linkage between two industries can be decomposed in various forms that shed light on the mechanism and the sources of identification. The regression reported in column 6 determines the relative importance of direct and indirect linkages (first-and higher-round effects in the transmission of shocks) by computing the credit chain linkage resulting from first-round effects only and adding it to the baseline specification. 28 The results show a higher and 27 This finding is robust to controlling for the simple interaction between financial development and GDP per capita and generic credit chain linkage. 28 Iterating on the reduced form equation (2) yields the recursive representation of equation (4), y = (B + B 2 +B 3 + . . . +B N )λ +B N+1 y, which shows that the structural form corresponds to the sum of the first, second, and higher order rounds of effects of the shocks. The first-order effect is given by Bλ and the resulting correlation matrix is derived as in section II. statistically significant coefficient for the distance related to first-round effects than for the overall distance, which suggests that the marginal impact of direct linkages on sectoral correlations is higher. However, the overall contribution of these linkages to differences in correlation is smaller because their sample variation is an order of magnitude smaller than that of the overall distance. Therefore, indirect linkages are qualitatively and quantitatively important for the mechanism. It is also possible to disentangle the contribution to sectoral correlations of differences in the use of trade credit across industries from the contribution of the average industry use. The credit chain linkage in equation (6) can be trivially written as the distance when all industries use the average level of trade credit plus the contribution of the industries' deviations from that average. These two components (which add to the credit chain linkage) are separately included in the regression in column 8. The results show that it is the average use of trade credit along the chain of industries linking two sectors that is behind the result of this paper. The differences across industries do not contribute significantly and, if anything, tend to reduce the correlation. The lack of significance is not surprising because input-output linkages have a much larger variation than the relative use across industries. The negative sign indicates that industries strongly connected to the rest of the economy use relatively less trade credit.
VI. Conclusion
This paper has provided indirect evidence of the presence and quantitative importance of the credit chain amplification mechanism first described in Kiyotaki and Moore (1997) by looking at its implications for the comovement of industries within and across countries. The results, which exploit the variation in correlations of industry pairs and use of trade credit across countries, robustly indicate that consistent with the presence of a credit chain amplification mechanism, an increase in the intensity of use of trade credit along the inputoutput chain linking two industries augments the correlation between them.
In terms of economic significance, the evidence indicates that without being a first-order determinant of comovement and volatility, the credit chain amplification mechanism is quantitatively relevant. Moreover, there are several reasons to consider the estimates as conservative.
In addition to the possible causes of attenuation already discussed in the paper, at least three other dimensions deserve to be considered in future work. First, one possible cause of the limited variation in the measures of distances across industry pairs is the level of aggregation used in this paper. At a lower level of aggregation, it may be possible to capture more of the local interactions between similar industries that are now part of the "diagonal" terms of the distance matrices. The reason for not working at a lower level of aggregation in this paper is the exponential increase in the number of observations in the time dimension that are required to satisfy the order condition in the computation of the correlation matrices, but this restriction may become less important as the time coverage of existing data sets increases. Second, the data used in this paper do not include the nonmanufacturing sectors, such as retailing and wholesale, that are important users of trade credit and likely a major contributor to credit chain amplification (see Burkart et al., forthcoming) . Finding ways of including these sectors is likely to be relevant to quantify the real importance of this mechanism. Finally, for data availability reasons and to avoid endogeneity problems, this paper's analysis focused on the unconditional correlations, despite the fact that according to theory, the standard credit chain amplification mechanism mainly affects the comovement resulting from negative shocks. As discussed in the paper, the presence of this asymmetry may weaken the tests and bias downward the estimates of the relevance of the mechanism. Addressing some of the issues should form part of future research.
