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Resumo 
Estudamos a teoria de Morse sob diferentes pontos de vista, culminando com uma in-
trodução à cohomologia de Floer. Para isso, obtivemos as desigualdades de Morse através 
de várias estratégias distintas: (i) através do enfoque tradicional, em que a topologia da 
variedade é investigada em termos de pontos críticos e linhas de gradiente de funções; (ii) 
utilizando a teoria do índice de Conley; (iii) através do enfoque de Witten, segundo o qual 
o laplaciano da variedade é deformado por urna função e identificado com o hamiltoniano 
de um sistema mecânico-quântico supersimétrico e (iv) utilizando o enfoque de Floer, que 
formaliza o procedimento de Witten e o estende para variedades de dimensão infinita. Aqui 
ainda abordamos o caso em que a variedade é um espaço de conexões sobre uma 3-esfera 
homológica e a função é dada pelo funcional de Chern-Simons. 
Abstract 
We have studied Morse theory from different viewpoints, culminating in an introduction 
to Floer cohomology. To do that, we have obtained Morse inequalities through distinct 
strategies: (i) by employing the standaxd approach, according to which the topology of 
the manifold is investigated in terms of critical points and gradient !ines of functions, (ii) 
through the Conley index theory, (üi) through Witten's approach, where the Laplacian of 
the manifold is deformed by a function and identified with the Hamiltonian operator of a 
supersymmetrical quantum mechanical system, and (iv) through Floer's approach, which 
formalizes Witten's procedure and generalizes it to in:finite dimensional manifolds. Here 
we also consider the case in which the manifold is a space of connections over a homology 
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Consideremos uma variedade M sobre a qual está definida uma função diferenciável f : M ---+ 
IR. A teoria de Morse traduz em termos precisos a noção intuitiva -'de que a topologia de 
M deve impor certas restrições ao comportamento global de f. Seja bP o p-ésirno número de 
Betti de M em relação a um dorrúnio principal e seja mp o número de pontos críticos de f 
com índice p. As desigualdades de Morse nos dizem que seM é uma variedade de dimensão 
n, compacta e orientável e se os pontos críticos de f são não..degenerados, então 
mp - mp-1 + mp-2 - • · · ±mo ~ bp - bp-1 + bp-2 - • • • ± bo 
para p = O, 1, ... , n, valendo a igualdade se p = n. Em particular, rnp ~ bp e a soma dos 
números de Betti de M impõe um limite inferior ao número de pontos críticos de f. 
Nesta dissertação, abordaremos tal problema através de várias estratégias distintas. No 
capítulo 2 iniciaremos tal estudo pela teoria de Hodge, preparando o terreno para uma 
abordagem analítica da teoria de Morse que será desenvolvida no capítulo 4. Para isso, 
obteremos o teorema de Hodge e estudaremos a relação entre formas harmônicas e classes 
de cohomologia. Por fim daremos algumas aplicações, como a dualidade de Poincaré. 
No capítulo 3 iniciaremos o estudo da teoria de Morse utilizando o enfoque tradicional, 
segundo o qual dota-se M de urna métrica riemanniana e analisa-se as linhas de fluxo do 
gradiente de f. Veremos então que a topologia de M" = {x EM: f(x) S a} sofre alteração 
apenas quando a é valor crítico de f, o que nos levará âs desigualdades de Morse. A seguir, 
analisaremos o mesmo problema utilizando a teoria do índice de Conley, que associa certos 
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invariantes topológicos a fluxos de campos vetoriais. Por fim, daremos duas aplicações da 
teoria desenvolvida: uma em geometria e outra em mecânica de muitos corpos. 
No capítulo 4 abordaremos a teoria de Morse sob um ponto de vista totalmente di-
ferente dos anteriores. Utilizando o enfoque de Witten, empregaremos a função f para 
deformar o laplaciano de M através de Ht = dtdt +d'tdt, onde dt = e-tf déf e dt =é f d*e-tf. 
Mostraremos então que Ht pode ser identificado com o operador hamiltoniano de um sistema 
mecânico-quântico supersimétrico que, para t ----7 oo, comporta-se como um conjunto de 
osciladores harmônicos centrados nos pontos críticos de f. Isso permitirá calcular o espectro 
de Ht nesse limite e então obter novamente as desigualdades de Morse. 
No capítulo 5 iniciaremos o estudo da cohomologia de Floer em variedades de dimensão 
finita através da formalização matematicamente precisa das idéias de Witten. Tal estudo 
servirá de motivação para o capítulo 6, onde consideraremos a extensão de tal procedimento 
para variedades de dimensão infinita. Aqui abordaremos o caso em que M é um espaço de 
conexões sobre uma 3-esfera homológica (variedade de dimensão 3, compacta e orientável 
que tem a mesma homologia racional que 8 3) e f é o funcional de Chern-Simons. 
Assumiremos como pré-requisitos as noções de variedades e formas diferenciais, bem como 
um conhecimento elementar de topologia algébrica (basicamente as propriedades fundamen-
tais dos grupos de homologia e cohomologia de variedades). 
Todas as variedades consideradas serão de Hausdorff, com base enumerável e sem bordo. 
Utilizaremos o termo diferenciável como sinônimo de 0 00 • 
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Capítulo 2 
Teoria de Hodge 
Neste capítulo exporemos os fatos mais relevantes (para nossos objetivos) sobre a teoria de 
Hodge. O principal resultado que obteremos é o teorema da decomposição de Hodge que nos 
dá um critério claro acerca da existência de soluções da equação .6.w = a, onde w e a são 
formas diferenciais sobre uma variedade de dimensão finita, compacta e orientável e .6. é o 
operador laplaciano. A seguir, aplicaremos tal teorema ao estudo dos grupos de cohomologia 
de de Rharn de M. Veremos entoo que existe um isomorfismo natural entre as classes de 
cohomologia e o conjunto das formas hannônicas (.ó.w =O) de M. 
2.1 O operador* de Hodge 
Seja V um espaço vetorial de dimensão n. Denotaremos o conjunto das aplicações p-lineares 
alternadas de V em IR por AP (V'), com A" (V') = IR e A (V') = Ell AP (V'). Seja M uma 
p~O 
variedade de dimensão n, compacta, orientável e sem bordo. Denotaremos o conjunto das 
formas diferenciais em M por!:! (M), com !JP (M) correspondendo âs p-formas. 
Suponhamos que V é dotado de um produto interno (,)e seja {e, ... ,en} uma bMe 
ortonormal de V. Recordemos a estrutura de produto interno usual que é definida em V* e 
AP(V*). O produto interno de V induz um isomorfismo natural entre V e V* dado por i : 
V~ V*, i( v)= (·,v). Com isso, podemos definir um produto interno em V* por (a,/3) = 
(i-1 (a), ;-1(1')), de forma que {e', ... , e"} (base dual de {e, ... , e,}) é base ortonormal de v·. 
Estendemos então o produto interno ( , ) a AP(T; M) declarando ortonormal a base 
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{ ei1 A···Ae4> : 1 :::; i 1 < ··· :::; ip < n} de AP(V*). É um exercício de álgebra multilinear verificar 
que tal definição independe da base escolhida de V e que dados a 1, ... , ap, {31, ... , {3P E V*, 
temos (a1 /\···/\ap,{31 /\ .. ·/\f3P) =det((a;,/3;))-
Dotemos o espaço vetorial normado V de uma orientação e fixemos {e1 , ... , en} base 
ortonormal positiva de V. 
Fixado w E AP (V'), como a aplicação A•-P (V') ~ A• (V'), v ~ w 1\ v é linear e 
An (V*) é unidimensional, existe um único *W E AP (V*) tal que w 1\ v= (*w, v) e1 1\ · · · 1\ en 
V v E A•-p (V'). 
Definição 2.1 Definimos o operador estrela de Hodge por •: AP (V") -> A•-p (V") 
w 
Tal aplicação é evidentemente linear. 
Proposição 2.2 Dado I = { i 1 , ... , ik : 1 < i 1, ... , ik < n} um conjunto de índices sem repetições, 
tomemos (jl···,in-k) tal que 
{i} {j1 , ... ,j._.} = {1, ... , n}- I 
Então: 
dem.: Sejam e = e1 1\ • · · 1\ en e w = é 1 1\ .•• 1\ei,.. Então, 
l::::;h<···<Zn-k::::;n 
a h ···ln-k = ( *W, eh 1\ • · • 1\ eln-k) . Com isso, pela definição de * : 
a11 ... 4,_,.é = (*w, eh A··· 1\ e'r•-k) é= w A eh 1\ ···A e1n-k = ei1A · · · Aei,. 1\ el1 A··· A én-k 
{ 
O, se {1,, ... , ln-k} ~ {j,, ... ,j._k} 
::::} alt ... 4..-~o = ±1, 
se {h, ... , ln-k} = {jl, ... ,fn-k} 
Logo, 
*W = a}t A • • • 1\rJ.•-~<, c= ±1 
e assim 
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Segue que c = + 1 e portanto 
demonstrando a proposição. D 
Corolário 2.3 ** w ~ ( -l)'(n-p) w \lw E AP (V'). 
dem.: Por linearidade, basta considerar o caso em que w = ei1 /\ ••• /\e ir>. 
Seguindo a notação anterior, façamos e1 = ei1 /\ · • · 1\eir>, é = ei11\ · · · f\e)n-p, com 
*e1 = é. Analogamente à demonstração da proposição anterior, temos *eJ = d e1, com 
é ~ ±1. Assim: 
E~ e1 1\ eJ ~ (-l)'(n-p) é 1\ e1 ~ (-l)'(n-p) (•<', e1 ) E~ (-l)'(n-p) é (e1 , e1 ) e 
~é~ (-l)'(n-p). 
Logo,** e1 = *eJ = de1 = (-1t(n-p) e1 • D 
Proposição 2.4 Sejam a, f3 E AP (V') . Então: 
a 1\ •f3 ~(a, (J)E {onde é= e1 A ···I\ en) 
dem.: a 1\ •f3 ~ ( -l)P(n-p) * f3 1\ a~ ( -l)P(n-p) (• • (3, a) e~ 
~ ( -l)p(n-p) ( -l)P(n-p) ((3, a) e ~ ((3, a) e ~ (a, (3) e. O 
Observação 2.5 *1 = e1 1\ • • · 1\ en e * e1 1\ · • · 1\ en = 1. 
dem.: imediata da definição de*· O 
A seguir, generalizamos de forma natural o operador *para variedades. 
Definição 2.6 SejaM uma variedade diferenciável de dimensão n. Definimos 
*: W(M) ~ nn-P(M) por (•w)m ~ •(wm), \1m EM. 
w 
5 
2.2 O operador de Laplace-Beltrami 
Definição 2.7 Definimos o codiferencial6 em !1(M) por 
6j - (-l)n(p+l)+l * d* <l>'(M) -
Notemos que 62 = O e que ów = O se w é O-forma. 
O fator (-lt(p+l)+l tem a função de tornar ó o operador adjunto de d com relação ao 
produto interno em !1 (M) que será introduzido a seguir (cf proposição 2.12). 
Definição 2.8 Definimos o operador de Laplace-Beltrami em !1 (M) por 
A proposição a seguir nos mostra que, agindo sobre O-formas, ~está intimamente ligado 
ao laplaciano usual. 
Proposição 2.9 Seja f E c=(JR") {isto é. f é O-forma em lR" ). então: 
n à2J 
flt =-"L à ". 
i=l X 
n àf 
dem.: tlf ~ 6df + d6f ~ 6df ~- * d• 2:: -à .dx' ~ 
i=l X
1 
" " /Pf n o'f n o'f 
~ -• L: L: . .dxi 1\ •dx' ~ -• L:--. dx' 1\ •dx' ~ -• 2:: --. e~ 
i=li=l 8x•8xJ i=l 8x•2 i=l 8x•2 
n à2J 
=-~8xi2. D 
A aplicação* nos permite definir um produto interno em !1 (M), como vemos a seguir. 
Proposição 2.10 ( , ) : !1P (M) x !1P (M) -+ JR definido por 
(w, v) = j w 1\ •v 
M 
é um produto interno. 
dem.: Como vimos na proposição 2.4, se e é um elemento de volume de M, então 
Wm A *llm = (wm, vm) êm 1 onde ( , ) é o produto interno de AP (~M). D 
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Definição 2.11 Definimos o produto interno (, ) em n (M) estendendo a definição acima 
por linearidade e tomando (w, v)= O se a E OP (M), (3 E 0' (M) com p oJ q. 
Uma caracterização bastante útil do codiferencial é dada a seguir. 
Proposição 2.12 6 é o opemdor adjunto de d, isto é, (da, (3) = (a, 6(3). Segue que tl é 
auto-adjunto. 
dem.: Dados a E OP (M), (3 E 0' (M), tal igualdade é imediata se q oJ p + 1. Se 
q = p + 1, então d(a 1\ •(3) =da 1\ •!3 + ( -1)Pa 1\ d • (3. Mas 
( -1)Pa 1\ d * (3 = ( -1)P( -1)1n-q+l)(q-1la 1\ ** d * (3 = 
= ( -1)'( -l)ln-q+l)(q-1) ( -1 )n(q+l)+la 1\ •6(3 = 
= -0! 1\ •6(3. 
Portanto, d( a 1\ •!3) = da 1\ •(3- a 1\ •6(3. 
Como estamos considerando M sem bordo, pelo teorema de Stokes: 
O= L d(a 1\ •(3) =L da 1\ •!3- L a 1\ •6(3 = (da, (3) - (a, 6(3) 
O caso geral segue da linearidade de ( , ) . D 
Como aplicação, temos o seguinte corolário. 
Corolário 2.13 (Lema de Hopf) Se f E c~(M) então IM tlf =O. 
Em particular, tlf ~O'* tlf =O. 
dem.: se e é elemento de volume de M, então 
IM tlf ê =IM Llf * 1 = (tlf, 1) = (f, tl1) =o. D 
Proposição 2.14 Seja a E W (M). Então tla =O"" da= O e 6a =O. 
dem.: ( '*) Se tla = O, então 
O= (tla, a) = (dóa, a)+ (óda, a) = (6a, 6a) +(da, da) = tl6all 2 + lldatl 2 
'* 6a = da = O. 
( ~) imediato. D 
Dizendo de outra forma, as formas harmônicas (.ó.a =O) de M são precisamente as formas 
fechadas (da= O) e cofechadas (6a = 0). 
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Corolário 2.15 Seja M uma variedade orientada, compacta e conexa. Então as funções 
harmônicas são precisamente as funções constantes. 
Definição 2.16 Denotaremos por ílJ:(M) o conjunto das p-formas harmônicas em M. 
2.3 Classes de cohomologia 
Definamos os seguintes subconjuntos de flP (M): 
ZP (M) = ker {d: flP (M) ~ íJP+1 (M)}. 
BP (M) = im{d: np~l (M) ~ flP (M)}, com Bo (M) ={O}. 
Denominamos os elementos de ZP (M) de p-formas fechadas e os elementos de BP (M) 
de p-formas exatas. 
Notemos que BP (M) e ZP (M) são subespaços de flP (M) e que á' = O =>- BP (M) Ç 
ZP (M), o que nos permite definir 
que é denominado :rrésimo grupo de cohomologia de de Rham de M. 
n 
Proposição 2.17 Seja Hd.n (M) = ffi IP,;R (M). O produto [a][IJ] = [a J\ ;J] faz de Hjn (M) 
!=O 
uma álgebm gmduada, onde [w] = w + BP (M), w E ZP (M). 
dem.: Notemos que tal produto está bem definido: 
a E zP(M) ,f) E Z' (M) =>- d(aJ\f)) =da I\ f)+ (-l)PaJ\df) =O:;. ai\ f) E zP+•(M) 
a E ZP (M), f) E B' (M) =>-f)= dw, com w E 11'~1 (M) :;. 
d(a J\w) =da J\ w + (-l)Pa I\ f)= (-l)•a J\ f):;. a J\ f) E Br>+• (M). 
Logo, [a] = [a1, [IJ] = [IJ'] :;. a'= a+ dw, f/= f)+ dv:;. 
a' J\ f!'= ai\ f)+ a J\dv+ dw J\;J +dw J\ dv =>- d J\;J'- o. J\;J E BP (M) =>- [a' J\;J'] = [ai\ f)]. 
AB demais verificações são (também) evidentes. D 
Proposição 2.18 SeM é variedade conexa, então JIÜdR (M)::: IR (onde ........ denota isomor-
fismo). 
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dem.: Z0 (M) ={!E C00 (M): df =O}= {f E C00 (M): f é constante}. 
1R 
Logo, H~ (M) ~ {O} ""IR. D 
A proposição a seguir caracteriza geometricamente as formas harmônicas em ,OP ( M). 
Proposição 2.19 Seja w E flP (M). São equivalentes: 
(i) w é harm6nica; 
(i i) w é fechada e tem norma mínima em sua classe de cohomologia. 
dem.: Tenhamos em mente que, da proposição 2.14, f:lw = O <=> dw = 6w = O. 
(i)=> (ii) Dada v E [w], temos v= w +da, para algum a E ÇJP-1 (M). Assim: 
li vil'= llw +dali'= llwll' + lldall2 + 2 (w, da) = llwll' +lida li'+ 2 (8w, a) = llwll2 + lida li' 
=> llwll2 < llvii'Vv E [w]. 
(ii) =>(i) Suponhamos que w tenha norma mínima em [w]. Então, definindo f: lR-->lR 
por f(t) = llw + tdall', com a E (JP (M) fixado, temos f(t) = llwll2 +2t (w, da) +t2 lldall2 => 
O= f'(O) = 2 (w, da) = 2 (8w, a). 
Assim, (8w, a) =O lia E O• (M) => 8w =O=> b..w =O. D 
Observação 2.20 Notemos que existe no mtí:ximo um representante harrn6nico em cada 
classe de cohomologia de M, pois se Wl, Wz E m com wl = Wz + dfJ então jjwl- Wzll2 = 
(w1 - w2 , d/3) = {6w1 - 6wz, {3) =O::::} w1 = Wz. Assim, se tal representante ha1"Tn6nico 
existe, podemos encontro-lo determinando o elemento do espaço afim [Ç] = { Ç + da : a E 
n•-1 (M)} mais próximo da origem de (JP (M) (como mostmmos na figura abaixo). Uma das 
principais conseqü~ncias do Teorema de Hodge será a de que um representante harm6nico 
de [Ç] sempre existe. 
QP(M) 
"' Àm=O [Ç] 
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2.4 A equação b.w = a 
Nesta seção discutiremos a existência de soluções para a equação !1w =a. 
Seja a E QP (M) e suponhamos que w é solução de !1w =a:. Então, 
(t::.w, 'P) = (a, 'P) V<p E (JP (M) '* (w, t::.<p) = (a, 'P) V<p E (JP (M) 
Logo, w define um funcional l : (JP ( M) -> IR 
1/J ~ (w,'ljJ) 
tal que 
l(t::.<p) = (a, <p) V<p E (JP (M) 
Tal funcional é claramente contínuo: 
11(!::.'1')1 = l(a, '1')1 < llaiiii'PII V<p E QP (M) 
Esta associação de w com l nos coloca no terreno da análise funcional, tornando a de-
terminação de l mais fácil que a de w. No entanto, para tal associação ser útil, precisamos 
de um teorema que nos garanta a existência de w a partir da existência de l. Passemos às 
definições formais, 
Definição 2.21 Seja a E (JP (M). Uma solução fraca de t::.w = a é um funcional linear 
contínuo l: (JP(M) ->IR tal que l(t::.<p) = (a,<p) V<p E (JP(M). 
Teorema 2.22 (Teorema da Regularidade) Seja a E QP (M). Se l é uma solução fraca 
de t::.w =a, então existe w E (JP (M) tal que 1(!3) = (w, !3) V/3 E QP (M). 
É fácil ver que tal w é solução de .ó.w = a:. De fato, 
(a, 'P) = l(t::.<p) = (w, t::.<p) = (t::.w, 'P) V<p E QP (M) '* t::.w =a 
A demonstração de tal teorema envolve o desenvolvimento de uma técnica de resolução de 
equações diferenciais parciais, o que é feito em [Wa]. Também citamos [Wa] como referência 
para a demonstração do teorema seguinte. 
Teorema 2.23 Seja (a.) uma seqüência em (JP (M). Se existe c E IR tal que lia. li :S c e 
llt::.a.ll <c V n E JN, então existe uma subseqüência de Cauchy de (a.). 
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2.5 O teorema de Hodge 
A seguir, enunciaremos e demonstraremos o teorema da decomposição de Hodge, objetivo 
central deste capítulo. Antes disso, mostremos um lema. 
Lema 2.24 Seja V espaço vetorial sobre IR com produto interno ( , ) . Se Ué subespaço de 
V com dim U < oo então V= U EB U.l. 
dem.: É imediato que u.c = {v E V: (v, u) =O V u E U} é subespaço vetorial de V. 
n 
Seja {e1 , ... ,e,,.} uma base ortonormal deU. Dado v E V, v- L: (v,ei)ei E UJ... Logo, 
i=l 
v= [f (v, e;)e;l +[v- f (v, e;)e;] EU +U.i e assim V= U + U.c. Ainda, x EU nU .L=> 
~=1 ~=1 
(x,x) =O=> x =O=> U n u.c ={O}. O 
Teorema 2.25 (Teorema de Hodge) Seja M uma variedade de dimensão finita, com-
pacta e orientável. Então: 
(i) o espaço das formas harmônicas n);(M) tem dimensão finita. 
(ii) fl~.l = fl(flP). 
(iii) QP(M) = ker(L'.) E!l im(Ll) isto é, QP = fll: E!l Ll(flP). 
dem.: (i) Suponhamos que 111 tenha dimensão infinita. Então, podemos escolher uma 
seqüência ortonormal (vn) em n~. Pelo teorema (2.23), tal seqüência posui uma subseqüência 
de Cauchy que denotaremos ainda por (v.). 
No entanto, dado n E N, !lvn+p- vnll' = !lvn+PII' + llvn!l 2 - 2 (vn-t-p, v.) = 2 V p E N 
(contradição). Portanto, r!~ tem dimensão finita. 
(i i) É imediato que L'.(QP) Ç nJ:.c. De fato, se w E flP e a E r!~ então (L'.w, a) 
(w, L'.a) =O e, portantó, &; E üJ:. 
Para mostrar que n~.l ç .ó.(OP) precisaremos do seguinte lema. 
Lema 2.26 Existe c> O tal que 11.611 S cllll,611 V(3 E n):.c. 
dem.: Suponhamos que não exista tal constante c. Então, podemos definir Crn) em n~.l 
tai que !I'Ynll > n llll'Y.!I V n E N. 
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Fazendo 'Yn = li~: li 1, temos (l'nl em SY,;-'- tal que II'Ynll = 1 e ll~l'nll ~ O. Assim, de 
a<:ordo com o teorema (2.23), existe uma subseqüência (/3,) de ('Ynl tal que (/3,) é de Cauchy 
emOP. 
Logo, dado '1/! E [lP, l(/3,, 'if;)- (/3,+k, '1/!)l = l(/3,- /3,+k, '1/!)l S ll/3,- /3,+,1111'1/!11 => 
((/3,,'1/!))iEJN é seqüência de Cauchy em lR => 3l('if;) "'1 lim(/3,,'/f;). 
Notemos que l: '!jJ f-4 l('!j;) é linear e contínuo, pois 
ll('if;)l = llim (/3,,'1/!)1 = lim 1(/3,, '1/!)1 S lim 11/3,1111'1/!11 = 11'1/!11 
Como l(~'if;) = lim(/3,,M) = lim(~/3,,'/f;) S limll~/3,1111'1/!11 =O, temos l(~'if;) = (O,'if;) 
V'if; E [lP, isto é, l é solução fraca de ~/3 =O. 
Podemos entãD aplicar o teorema da regularidade para obter /3 E [lP(M) tal que l('if;) = 
(/3, 'if;) e l::./3 = O. Assim: 
(/3,, 'if;) ~ (/3, 'if;) V '/f; E flP (2.1) 
Conseqüentemente, (Ji---+ (3. De fato, se {!Pé o completamento de flP, então (/3i) converge 
em flP, pois (/3,) é de Cauchy. Seja 73 = lim/3, E flP. Tomando 'if; = 73-/3 em (2.1), temos 
(/3,, 73 - /3) ~ (/3, 73- /3) , isto é, O = lim (/3, - /3, 73- /3) = (lim /3, - /3, 73- /3) = 1173 - 1311' · 
Logo, f3 = T-J = lim,Bi. Como o complemento ortogonal é sempre um subespaço fechado, 
temos /3 E SY,;-'-. Como ainda ~/3 = O, temos /3 E rlj; n !1J:-'- = {O}, isto é, /3 = O. No entanto, 
11/311 = lllim/3,11 = lim 11/3,11 = 1 (contradição). D 
Voltemos â demonstração de que SY,;-'- Ç ~(!1P). Dado a E SY,;-'-, inicialmente encon-
traremos uma solução fraca de Dw; =a. Aplicaremos então o teorema da regularidade para 
obter w tal que"'= t:.w, concluindo que a E ~(W). 
Dado a E !1J:-'-, definamos l : ~(rlP) ---+ lR 
~'P >-> (a,<p) 
Notamos que se ~'P =~'/f; entãD <p-'if; E rlj; => (ex, <p- 'if;) =O=> (ex, <p) = (a, 'if;). Assim 
l está bem definida e é evidentemente lineax. Mostremos que l é um ftmcional contínuo. 
Dado r.p E flP' escrevamos <p = <ph + <p .l' com <Ph E f21 e r.p .l E nr.l.. Com isso, dado 
o: E ftt.l : 
1 Notemos que lh'nll = J M In 1\ *In ê um número real e não uma função definida em M. 
12 
ll(b.<p)l = l(a,<p)l = l(a,<ph) + (a,<p~)l = l(a,<p~)l < 11<>1111'1'~11, e pelo lema anterior, 
ll(t.<p J I s c ll<>llllb.'P ~ 11 = c ll<>llllb.'PII , pois t.<p = b.<ph + b.<p ~ = b.<p ~. 
Como ..ó.(flP) é subespaço do espaço vetorial normado QP, o teorema de Hahn-Banach [Si] 
nos garante a extensão de l a um funcional linear contínuo 10 em OP. Portanto, l0 é solução 
fraca de !::::.w = a e, pelo teorema da regularidade, existe w E f!P tal que a = Âw. Dessa 
forma, a E b.(O•) e portanto, O~~ ç: b.(O•). 
(iii) Pelo lema 2.24 e por {i}, temos O• =O~ 8J O~L Como de {ii} temos O~~= b.(O•), 
segue que O• =O~ 8J b.(W). D 
Corolário 2.27 Seja a E ..ó.(OP). Então a equação !::::.w =a tem solução se, e somente se, 
a é ortogonal às p-formas harmónicas. 
dem.: Como vimos, b.(O•) = 0~~- D 
2.6 Aplicações à cohomologia de de Rham 
Começamos esta seção com a apresentaA;ão do operador de Green. O leitor não interessado 
neste tópico pode seguir diretamente para o teorema 2.33. 
Definição 2.28 Do teorema de Hodge, flP = 0~ EBfl~.l- Assim, dado a E f2P, existem únicos 
ah E 01 e C(L E Ol;..l tais que a = Oh+ O:_i. Definamos as projeções H : f!P ---j. n~ e 
7r: o• ~o~~ por H(a) ="h e 7r(a) = "~· 
Proposição 2.29 ii = !::::. lnp.L: ~.L ---+ Oh.l é bijeção. 
h 
dem.: Dado a E 0~~, pelocorolário2.27existew E O• tal que a= b.w = b.(Hw+1rw) = 
..6.( 1rw ). Portanto, Li é sobrejetora. 
Ainda, Li( a)= O~ a E~ n~~ ~a= O~ Li injetora. O 
Definição 2.30 Definimos o operador de Green G: f!P-+ f21.l.. por G =Li-lo 11". 
A proposição a seguir nos dá outra caracterização do operador de Green. 
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Proposição 2.31 (i) G(a) é a única solução de b.w =a- H(a) em n~~. 
(i i) G é linear, contínuo e auto-adjunto. 
( iii) G leva seqüências limitadas em seqüências com subseqüências de Cauchy. 
dem.: (i) É imediato que G(a) é solução de tal equação. Demonstremos a unicidade. 
Se ~wl = D..wz com wl, Wz E ntL então WI- Wz E 01 n 011_ = {0}. Portanto wl = Wz. 
(ii) Pelo lema 2.26, temos IIG(aJII < c llb.G(aJII = c 117r(aJII S c li ali 2. Assim, G é 
contínuo. 
Ainda, .ó. auto-adjunta::::?- .6. auto-adjunta::::::} .6_-l auto-adjunta. Como G(o:) 
temos (Ga, {3) = (Ga, 7r{3) = ( íS. - 1m, rr{3) = ( ""• íS. - 1"{3J = (7ra, G{3) = (a, G{3) 
(iii) IIG(a,JII < IIGIIIIa,ll e (a,) limitada'* (G(a,)J limitada. 
Também llb.G(a,)ll = llrr(a,JII S li<>• li e (a,) limitada=> (b.G(a,)) limitada. 
Segue do teorema 2.23 que existe subseqüência de Cauchy de (G(a,)) em n•. D 
Proposição 2.32 Seja T: n• ~ n• linear. Se Tb. = b.T então GT = TG. 
dem.: T(W.) Ç W., pois w E W. '* b.w = O '* b.Tw = T b.w = O. 
Também T(Of:.L) Ç 011., pois w E 01.L =?-existe a E flP tal que w ~ .ó.a: (pelo item (ii) 
do teorema de Hod.ge). Assim, Tw =TÃo:.= b,.Ta =?- Tw E f11.L, novamente pelo item (ii) 
do teorema de Hodge. 
Dessas propriedades segue que 
Tw = T(Hw + 7rW) = THw +T7rw ,_ 7rTw = T7rw, pois THw E W. e T7rw E w.~, como 
vimos acima. 
Logo, 1rT = T1r. 
Ainda, Tb. = b.T"'" TiS.= íS.T Ire"* l:,.-lT =TIre" l:,.-1 = TíS.-1 
' ' 
Portanto, GT = íS. _,nT == íS.-'T" =TiS._,,.= TG. D 
Voltemos agora ao problema da existência de representantes harmônicos nas classes de 
co homologia. 
Teorema 2.33 Seja M uma variedade de dimensão finita, compacta e orientável. Então 
cada classe de cohomologia de de Rham possui um único representante harmônico. 
2Pois como OP =O}; 81 O};J.., temos llo:ll 2 =IlHa+ 7rajj2 = 11Hetll2 + 117retll2 ;?: jj1rojj 2 • 
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dem.: Já mostramos a unicidade de tal representação na observação 2.20. Demonstra-
remos a existência primeiramente aplicando a função de Green e depois diretamente pelo 
teorema de Hodge. 
(i) Dado a E rJP, G = Li-1" =>a= Ha+1ra = Ha+LiGa = Ha+dóGa+ ódGa. 
Pela proposição anterior, d comuta com G e logo, a= H a+ d8Ga + 8Gda. 
Assim, a fechada=? a= H a+ dóGa =>[a]= [H a]. 
(ii) Do teorema de Hodge, dado Q E flP temos Q = Qh + D.(j, com Qh E n~ e ,B E flP. 
Logo, a= ah + dó{J + ód{J. Em particular, dado [a] E IP,;R, 
fia- ah- dó{3[[ 2 = (a- ah- dó{J, ód{J) = (da- dah- ddó{J, d{J) =O (pois a é fechada 
e da h = O pela proposição 2.14). 
Portanto, a= ah + d6{3, isto é, [a] = [ah]· D 
Corolário 2.34 Se M é uma variedade de dimensão finita, compacta e orientável, então 
m ~ H:R. Em particular, os grupos de co homologia de de Rham de M são todos de dimensão 
finita. 
dem.: Tomemos uma métrica riemanniana para M e definamos F : fl1 ---+ JPaR por 
F(w) = [w}. Pelo teorema anterior, F ê isomorfismo. Assim H:n I".J 01 e portanto tem 
dimensão finita pelo teorema de Hodge. D 
Como última aplicação do teorema de Hodge em cohomologia, mostraremos a dualidade 
de Poincaré: IP,;R(M)- H".RP(M) . Antes, necessitamos de um lema. 
Definição 2.35 Sejam U, V espaços vetoriais sobre .IR de dimensão finita. Um emparelha-
mento entre U e V é uma função bilinear ( , ) : U x V --+ IR. Dizemos que tal emparelhamento 
é não singular se (u,v) =O 'r/v E V:::.?- u =O e (u,v) =O 'riu EU:::? v= O. 
Lema 2.36 Se existe um emparelhamento não singular entre U e V então existem isomor-
fismos 'P: u-+ v· e .,p: v-+ U'. 
dem.: Basta definir <p(u)(v) = (u, v). Com isso, <p(u) = O => (u, v) = O 'tv E V => 
u = O =}- r.p injetora =? dim U :S dim V. Procedendo analogamente, temos 'ljJ definido por 
.,P( v) ( u) = ( u, v) injetora, nos dando dim V :': dim U. Portanto dim U = dim V e assim <p e 
'ljJ são isomorfismos. O 
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Teorema 2.37 Seja M uma variedade de dimensão n, compacta e orientável. Então 
F: JP.;R x F;J? ~IR definido por P([a], [;3]) =L a 1\ ;3 
é um emparelhamento não singular. 
dem.: P está bem definido pois se ci =o:+ dw e /3' = /3 + dv, então 
a' 1\ ;3' = ex 1\ ;3 + ex 1\ dv + dNJ 1\ ;3 + dNJ 1\ dv = ex 1\ ;3 + df,, pela proposição 2.17. Logo, 
pelo teorema de Stokes, F([ ex'], [;3']) = P([cx], [13]). 
Dada [ex] E JP.;R, tomemos w E nJ: tal que [ex] = [w] (teorema 2.33). 
Com isso, se P([cx], [;3]) =O V[!l] E F;[/, então em particular 
O= P([o:], [•w]) = P([w], [•w]) = j M w 1\ •w = llwll 2 =? w =O=? [ex] =O. 
Procedendo de modo análogo na segunda variável de P, concluímos que tal empaxe~ 
mento é não singular. D 
Segue a dualidade de Poincaré: 
Corolário 2.38 (Dualidade de Poincaré} SejaM uma variedade de dimensão n, com-
pacta e orientável. Então 
Isso nos permite caracterizar completamente o grupo H:Jn de uma variedade conexa, 
compacta e orientável. 
Corolário 2.39 Seja M uma variedade conexa, compacta e orientável de dimensão n. Então 
dem.: Segue da propo:sição 2.18: H:b, ~ IR e da dualidade de Poincaré. O 
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Capítulo 3 
Teoria de Morse 
Como já dissemos na introdução, a teoria de Morse estuda a interdependência entre a topolo-
gia de uma variedade M e o comportamento global de funções diferenciáveis f : M ~ IR. 
Mais precisamente, seja bp o p-êsimo número de Betti de M em relação a um domínio 
principal R e seja mp o número de pontos críticos de f com índice p (número de autova-
lores negativos da hessiana de f calculada em p). AB desigualdades de Morse traduzem de 
maneira concisa e elegante tal interdependência estabelecendo que, se M for uma variedade 
de dimensão n, orientável e compacta e se os pontos críticos de f forem não-degenerados, 
então 
mp- mp--1 + mp--2- ···±mo 2: bP- bp-1 + bp-2- · · · ± bo, para p =O, 1, ... , n, 
'fnn -Tnn-1 + nl-n-2 - ... ±mo = bn - bn-1 + bn-2 - ... ± bo 
Em particular, 
(i) mp 2::: bP e a soma dos números de Betti de M impõe um limite inferior ao número de 
pontos críticos de f. 
n 
(ii) x(M) =I: (-l)Pmp, o que nos dá a característica de Euler de M em termos dos 
l=Ü 
pontos críticos de f e mostra a independência de x(M) em relação a R. 
Neste capítulo obteremos as desigualdades de Morse de duas maneiras distintas. Primeira-
mente utilizaremos o enfoque tradicional [Mil] onde as linhas de fluxo do gradiente de f são 
empregadas para estudar a topologia de M. A seguir, utilizaremos a teoria do índice de 
Conley [Co] para uma demonstração alternativa. 
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3.1 Funções de Morse 
Seja M uma variedade n-dimensional e seja f : M ---+ IR uma função diferenciável. Dizemos 
quepE M é um ponto crítico de f se df(p) =O. Assim, se (xl, ... ,xn) é um sistema de 
coordenadas local no aberto U Ç M, então p é ponto crítico de f se, e somente se, /!r (p) = 
· · · = -/!;n (p) = O. Diremos que o ponto crítico p é não degenerado se a matriz ( a!'bj (p)) 
for não singular. É imediato que tal definição in depende do sistema de coordenadas. 
Podemos também definir a não-degenerescência de um ponto crítico de f sem referência 
a sistemas de coordenadas. Para isso, definamos a hessiana de f em p como a aplicação 
bilinear f,.: TPM x TpM ~IR dada por f •• (v,w) = iíp(w(f)), onde v e w soo extensões de 
v e w numa vizinhança de p 1• Notemos que f.,* é simétrica. De fato, f**(v, w)- f.u(w, v) = 
iíp(w(f))- wp(v(f)) = [v,w]p(f) =O 2 • Segue que f •• independe das extensões escolhidas 
para v e w pois iíp(w(f)) = v(w(f)) independe da extensoo de v e wp(ii(f)) = w(ii(f)) 
in depende da extensão de w. 
Observemos que ( 8~,
2Jx1 (p)) é a matriz de f** na base { ~1 , ... , ~n} de TpM, pois se 
n n 
localmente V =L ai 8~, e W =L bi ~, então: 
i=l j=l 
....-. a I .&f ....-i wl &fi ....-i . &'f 1 
/ •• (v, w) - ~a (p) &x• b' &xi =~a (p) &x' &xi +~a (p)b'(p) &xi&xi 
i,j P i,j P Pi,j P 
"' . . &'f I - L.J a'(p)b'(p) &xi&xi P ,, 
Definimos o fndice do ponto critico p como o índice da aplicação bilinear f.. ( dimensoo 
maximal de um subespaço onde f** é negativa definida). Lembremos que dada uma aplicação 
bilinear simétrica, sua matriz em relação a qualquer base é simétrica e portanto diagonali-
zável. Assim, o número de autovalores negativos de ( a':J:r:3 (p)) nos dá diretamente o índice 
de f**. 
O lema de Morse nos permite encontrar um sistema de coordenadas que explicita o 
comportamento de f em torno de um ponto crítico p. Antes de enunciá-lo, demonstremos 
1Isto é, il e W são campos vetoriais numa vizinhança de p tais que Vp =v e Wp = w. 
n n ·1 2Pois num sistema de coordenadas, V= E ai 8~. e W =L bi 8~. e assim [ií,W]p(/) =E (a•(p) g~ -
i=l i=l i,j p 
bi(p) g:: IP) -i!> I, =O já que pé ponto crítico de f. 
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um lema técnico. 
Lema 3.1 Sejam V Ç IRn uma vizinhança convexa da origem de JRn e f : V ---t IR 
diferenciável com f(O) = O. Então existem funções diferenciáveis 9i : V ---t IR, i = 1, .. , n, 
tais que g,(O) = 
8
8
f (O) e f(x', ... , x") =f: x'g,(x1, ••• , x"). 
xt i=l 
dem.: Como V é convexo, podemos tomar 
f(x 1, ... , x") =f dd f(tx 1, ... , tx")dt =!f: x'a8 f, (tx1' ... , tx")dt =f: x' (! aa~ (tx1' ... , tx•)dt) ' 
O t O t=l X •=1 O X 
demonstrando o lema. D 
Lema 3.2 (Lema de Morse) Seja p um ponto c:ritico não degenemdo de f, com indice À. 
Então existe um sistema de coordenadas (V,7,b) emp tal que 7,/J(p) =O e 
f o 7,/J-'(y', ... , y•) = f(p) - (y' )'- ... - (y,)' + (yÀ+l )' + ... + (y•)' 
Denominamos y1, ... , yn de coordenadas de Morse. 
dem.: Seja (U, <p) um sistema de coordenadas em p. Para simplificar a notação, escreve-
remos f(x', ... , x") para f o <p-1(x 1, ... , x"), onde (x1, ... , x•) E <p(U) <;IR •. 
n 
Pelo lema anterior, f(x1 , ... , xn) =L; xigj(x1 , ... , xn), com 9J(O) = 9h(p) =O. Aplicando-
i=! 
n 
o novamente, temos gAx1 , ... ,xn) =?: xihi1(x1, ... , xn), com hii(O) = 8::JxJ (p). 
=1 
Assim, f(xl, ... ,xn) = f(p)+ L xixi~j(xl, ... ,xn), onde podemos considerar l4_j = h1i i,j 
substituindo h;;(x) por ~[h;;(x) + h;;(x)]. 
Queremos diagonalizax a forma quadrática Q(x) =L: x'xih;;(x) numa vizinhança da 
i,j 
origem. Suponhamos, por indução, que existam coordenadas em p definidas em U' Ç U tais 






o que mostra que H;;(O) é não singular. Assim, podemos considerar H"(O) 'f O (a menos de 
uma transformação linear que possivelmente troque a ordem de u1 , ... , un). 
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Por continuidade, existe uma vizinhança U" Ç U' da origem tal que IH~(O)I > O. Ex-
plicitando urna expressão de Q(u1, ..• ,un), temos 
Q(u', ... , un) = ±(u1 ) 2 ± ... ± (uc-1)2 + (u") 2H,,(u) + 2 u" Lu' H,,(u)+ L u'ui H,;(u) 
i>r i,j>r 
=±(u1) 2 ±···±(u"-1) 2 +H"'(u) [(u")2 +2urLu'Z::i:\] +L u'uiH,;(u) 
-.>r i.J>r 
= ±(u1) 2 ± · · · ± (uc-1)2 + H"'(u) [(u" + L u'Z::i:~) 
2




:r~:::G. +i= •. :::::) . :: :. : 
temos det ( ~~) 
0 
= v'IH"'(O)I > O e, pelo teorema da função inversa, tal transformação é 
inversível numa vizinhança U"' Ç U" da origem. Isso nos permite expressar ur em termos 
de v1 , .•• , vn, obtendo 
Q(v', ... , vn) = ±(v1) 2 ± · · · ± (v") 2+ L v'vi H;1(v
1, ... , vn). 
i,j>r 
Portanto, podemos sempre colocar f na forma desejada. 
Mostremos agora que o ,\ do enunciado corresponde ao índice de p. Nas coordenadas 
y1, ..• , yn em que f(y 1, ••• , yn) = f(p)- (y1 ) 2 - . • · - (y-')2 + (yÃ+1)2 + · · · + (yn) 2, temos 
IJ' f . 
i} .
0 
.(p)=dzag(-2,.~.,-~,+2, ... ,+2) yz yJ 
>.vezes 
Logo, f** é negativa definida em v- = span { ~yr, ... , ~} e positiva definida em v+ = 
span { aJ..+1 , .•• , ,;; .. } , com TpM = v- 9 v+. Portanto, ..\ ê o índice de f**' Também podemos 
chegar a essa conclusão imediatamente notando que a a matriz de f** na base { ~1 , ••• , e); .. } 
tem exatamente >. autovalores negativos. O 
Corolário 3.3 Pontos críticos não degenerados são isolados. 
dem.: imediata da forma local de f em coordenadas de Morse. D 
Definição 3.4 Diremos que f : M - IR diferenciável é uma função de Morse quando f 
possuir um número finito de pontos críticos, todos não degenerados. 
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Proposição 3.5 Seja M uma variedade compacta e orientável de dimensão finita e seja f : 
M ---7 IR uma função diferenciável. Se os pontos críticos de f forem todos não degenerados, 
então f é uma função de Morse. 
dem.: Thdo o que precisamos mostrar é que o número de pontos críticos de f é finito. 
Dado x E M, se x não é ponto crítico de f temos df(x) i- O e assim, por continuidade, 
existe uma vizinhança aberta Ux de x tal que Ux não contém nenhum ponto crítico de f. 
Se por outro lado x é ponto crítico de f, utilizando coordenadas de Morse em x, vemos que 
existe urna vizinhança aberta Ux de x tal que Ux não contém nenhum ponto crítico de f 
diferente de x. Com isso, obtemos mna cobertura aberta {Ux: x EM} de Me, como M é 
compacto, existem x1 , ... , Xk E M tais que {Ux; :i= 1, ... k} cobreM. Assim, o conjunto de 
pontos críticos de f está contido em {x1 , ... , xk} e, portanto, é finito. O 
3.2 Pontos críticos e geometria 
Nessa seção veremos dois teoremas que formalizam a idéia de que se f : M ---7 IR é uma 
função de Morse, então a topologia de M sofre alterações apenas na vizinhança dos pontos 
críticos de f. 
Consideremos uma variedade orientável M de dimensão finita onde está definida uma 
função de Morse f : M ---7 IR. Seja g uma métrica riemanniana em M. Tal métrica define 
em cada ponto mE Mo isomorfismo usual entre TmM e T~M dado por im: v H 9m (·,v). 
Definimos o gmdiente de f em relação à métrica g como o campo vetorial dado por 
Notemos que, em componentes, \7 9 f é obtido de df por levantamento de índices. 
Observemos que se X é um campo vetorial em M, então 
g (X, 'í19 f) = i('í19 /)(X) = df(X) =X (f) 
isto ê, g (X, 'í19 f) ê a derivada direcional de f ao longo de X. 
Dados f: M--> !R. e a E JR., sejaM" def f-1(( -oo, a]) = {x EM: f (x) :S a}. 
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(3.1) 
Teorema 3.6 Sejam M uma variedade de dimensão n e f : M ~ IR diferenciável. Dados 
a, b E IR com a < b, se f-1 [a, b] é compacto e não contém nenhum ponto crítico de f, então 
Ma é difeomorfo a Mb. 
dem.: Sejam g uma métrica riemanniana em M e V f o gradiente de f em relação a 
g. Vemos que V' f é ortogonal ãs superfícies de nível de f, pois dada a : IR ~ M tal que 
f(a(t)) = cte, temos de (3.1): 
g (a(t), 'ilf) = a(t)(J) = df(;t(t)) =o 
Portanto, as curvas integrais de V f são ortogonais ao bordo de Ma. 
Para obter o fluxo de V' f vamos transformá-lo num campo vetorial de suporte compacto3 . 
Para isso, seja K uma vizinhança compacta de f-1[a,b] (que é compacto por hipótese) e 
definamos p : M ~ IR diferenciável tal que 
p(x) = { g('vJ.vn• se x E J-1[a, b] . 
O, se x ~ K 
Assim, Xm O. f p( m) 'il f ( m) define um campo vetorial de suporte compacto. Faz então 
sentido considerar o fluxo (grupo de difeomorfismos a um parâmetrq) r.p : IR x M ~ M 
gerado por X [Wa]. Recordemos as propriedades fundamentais de <p: 
(i) para cada x EM, <p(·,x): t...., <p(t,x) ê curva integral de X passando por x, isto ê, 
d<p(t,•) X (O ) 
dt = rp(t,<l:) e <p , x = x, 
(i i) para cada t E IR, 'Pt : x ...., <p( t, x) ê difeomorfismo, 
(iii) 'Po = idM (identidade em M), 'Pt+• = 'Pt o <p, e 'P-t = (<p,)-1 
Notemos que em J-1 [a,b], f cresce linearmente ao longo das curvas integrais de X. De 
fato, dado mE r'[a, b], temos de (3.1): 
d d<p(t, m) ( 
d/(<p(t,m)) = dt (f) =X,(,,mJ(!) =g X,(t,m),'ilf(<p(t,m))) = 1 (3.2) 
pela definição de X. 
Afirmamos que 'Po-.(M") = M'- De fato, por (3.2), mE M" => f(<p,_.(m)) = f(<p0 (m))+ 
(b- a)= f(m) + (b- a) :0: b => <p0_.(M") Ç M'. Por outro lado, mE M' => f(<p;;}:.(m)) = 
f('P.-o(m)) = f(<p0 (m)) +(a- b) = f(m) +(a- b) :0: a=> M' Ç 'Po-.(M"). 
3Se M for uma variedade compacta, então isso já é evidentemente satisfeito. 
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Com isso, VJ&~a : Ma __. Mb nos dá o difeomorfismo procurado entre Ma e Mb. O 
Denominamos o conjunto e'= {x E IR': ]]x]] :S 1} de k-cêlula, ou célula k-dimensional. 
Notemos que âek = sk~l. Dados os espaços topológicos X, Y e 'P : A Ç X __. Y contínua, 
consideremos a união disjunta X + Y de X e Y e identifiquemos cada ponto x E A com 
sua imagem <p(x) [Ar]. Intuitivamente, estamos colando X a Y através de A e 'P· No que 
segue, estaremos interessados no caso em que X = é e A = fJé. Denotaremos o espaço de 
identificação correspondente por Y U é ou simplesmente por Y U e>·. 
' 
Teorema 3. 7 Seja f : M __. IR diferenciável e p ponto crítico não degenerado de f. De-
notemos c= f(p). Suponhamos que exista a> O tal que f~1 [c- a, c+ a] é compacto e não 
contém nenhum ponto crítico de f além de p. Então, para todo e suficientemente pequeno, 
Mc+e tem o mesmo tipo de homotopia que Mc~e U e>... 
A demonstração de tal teorema é longa e bastante geométrica, podendo ser encontrada 
em [Mil]. Daxemos aqui uma idéia geral do que está acontecendo. Seja,\ o índice de p. Em 
coordenadas de Morse, 
f(x 1 , ... , xn) =c- (x1) 2 - ••• - (x')' + (x'+')' + ... + (xn)' 
Assim, próximo ao ponto p, as superfícies de nível de f~1 (c- ê)4 de f são da seguinte 
forma 
x·<+1, ••• ,x• 
---t---t---f--,. ' X , ••• ,X 
onde tomamos e1 > e2 >O. Como a região hachurada é homotopicamente equivalente a uma 
À-célula (deformando-a ao longo das coordenadas ,xÀ+l, ••. , .xn), vemos que M*e::: Mc-eueÀ. 
40bservemos que f 1 (c- e) faz parte da fronteira de Me-~. 
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3.3 Desigualdades de Morse 
As desigualdades de Morse são mais facilmente obtidas se inicialmente introduzirmos alguns 
conceitos auxiliares e lemas. Para esse fim, temos a seguinte definição. 
Definição 3.8 Seja S uma função definida sobre pares de conjuntos e com valores em m. 
Dizemos que S é sub-aditiva se X :;> Y :;> Z =? S(X, Z) < S(X, Y) + S(Y, Z). Se vale a 
igualdade, dizemos que S é aditiva. 
n 
Lema 3.9 SejaS sub~aditiva e Xo Ç · · · Ç Xn. Então S(Xn,Xo) <L: S(XiJXi_I), valendo 
i=l 
a igualdade se S for aditiva. 
dem.: Simples indução em n. D 
Lema 3.10 Considere a seqüência de homomorfismos entre espaços vetoriais 
Se tal seqüencia é exata5 , então 
dim a. - dim a._1 + dim G,_, - · · · ± dim Go ~ O 
dem.: Pelo teorema do núcleo e da imagem de álgebra linear, 
dimG, ~ d.imker(l"k) + dim im(l",) ~ dimim(l"k+1) + dim im(l",)· Assim: 
dimim(l"p+l) ~dimG.-dimim(l",) ~ 
~ dimGp- dimGp-1 + d.imim(l"p-1) ~ 
~ dimGp- dimG,_1 + d.imGp-2- dimim(l".-zJ ~ · · · ~ 
= dim Gp - dim Gp-l + dim Gp-2 - · · · ± dim Go, 
já que im(l"o) ~O. O 
Lembremos que dados um espaço topológico X e um dominio principal R, o p-ésimo 
número de Betti de X com relação a R, bp(X; R), é definido como o posto do p-ésimo 
grupo de homologia Hp(X; R) de X. Mais geralmente, se Y é subespaço de X, então 
bp(X, Y; R) ""1 rankH,(X, Y; R), onde Hp(X, Y; R) é o p-ésimo grupo de homologia relativo. 
Por simplicidade de notação, fixemos R e denotemos bp(X, Y; R) e Hp(X, Y; R) simplesmente 
por bp(X, Y) e Hp(X, Y). 
5Isto é, se ker(rpk) = im(rpk+l), k =O, ... ,p. 
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Lema 3.11 Seja X espaço topológico e Y Ç X. Dado p E IN 6 , definamos 
Sp(X, Y) = bp(X, Y)- bp_,(X, Y) + bp_2 (X, Y)- · · · ± b0 (X, Y) 
Então, Sp é sub-aditiva. 
dem.: Suponhamos X 2 Y 2 Z. O lema 3.10 pode ser demonstrado em geral para o 
caso em que Gk é um domínio principal substituindo dimGk por rankGk. Aplicando-o à 
seqüência exata de homologia da tripla (Z, Y, X) : 
· · ·--+ Hp+,(X, Y)--+ Hp(Y, Z)--+ Hp(X, Z)--+ Hp(X, Y)--+ · · ·--+ H0 (X, Y)--+ O 
temos bp(Y, Z)- bp(X, Z) + bp(X, Y)- bp_1(Y, Z)+- ·- 2: O. Assim, 
Sp(Y, Z)- Sp(X, Z) + Sp(X, Y) 2: O 
demonstrando o lema. O 
Definição 3.12 Seja M uma variedade de dimensão n e seja f : M ----+ IR uma função 
diferenciável. Definimos m>.(f) como o número pontos críticos de f com índice À. 
Teorema 3.13 (Desigualdades de Morse fortes) Sejam M uma variedade de dimensão 
n, compacta e orientável e f : M--+ R uma função de Morse. Então, dado p =O, 1, ... , n: 
mp- mp-1 + mp-2 - · · · ±mo > bP - bp-1 + bp-2 - · · • ± bo 
onde, por facüidade de notação, mk = mk(f) e bk = bk(M; R). 
dem.: Sejam c1 < · · · <c,.. os valores críticos de f. Suponhamos que para cada i, f-1(Ct.) 
contenha um único ponto crítico Pi· Observemos que o conjnnto das funções de Morse com 
essa propriedade é denso no conjunto das funções de Morse em M ([DFNl], página 87). 
Tomando G.i E (Ci,CiH), 1 <i< r-1, ao E (-oo,c1) e flt. E {c;.,oo), vemos que Ma.• contém 
exatamente i pontos críticos e 0 = Ma.o Ç Mo. 1 Ç · · · Ç Ma.r = M. Segue dos lemas 3.9 e 
3.11 que, para cada p, 
" 
Sp(M,0) :SL Sp(M"',M"'-') (3.3) 
i=l 
6Estamos considerando JN contendo o O. 
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O lado esquerdo dessa equação pode ser escrito da seguinte maneira: como Hp(M, 0) = 
Hp(M), temos da definição de Sp que Sp(M, 0) = bp(M)-bp-l(M)+bp_,(M)- · · · ±bo(M). 
Quanto ao lado direito da equação (3.3), pelo teorema 3.7 temos Hp(M"', M">-') = 
Hp(Ma•- 1 U e>.;, Ma;- 1 ), onde Ài é o índice do ponto crítico Pi· Pelo teorema da excisão, 
Hp(M"'-' U e'-,M"'-') = Hp(e'-,De''). Logo: 
{ 
1, se À,= p 
bp(M"<,M•'-')= . 
O, se Ài =f:. p 
' Assim, para um dado p fixo, :E bp(Ma., Ma.- 1 ) conta o número de pontos críticos de f 
i=1 
' 
com índice p, isto é, E bp(Ma;, Ma;-1 ) = mp(J). Com isso: 
i=1 
t Sp(M"', M"'-') def 
i=l 
T T T T 
=I: bp(M"',M"'-')- I: bp_1(M"',M"'-')+ I: bp_,(M"',M"'-')-···± I: bo(M"',M"'-') = 
i=1 i=1 i=1 i=1 
= mp(f)- mp-,(f) + mp_,(J)- · · ·±mo(!). 
Portanto, de (3.3): 
que são as desigualdades de Morse. O 
Corolário 3.14 (Desigualdades fracas e teorema do mdice de Morse ) Sejam M uma 
variedade de dimensão n, compacta e orientável e f : M ~ IR uma função de Morse. Então, 
(i) mp(f) ~ bp(M; R), 
n n 
(ii) I: ( -l)Pmp(f) =I: ( -l)Pbp(M; R). 
p=O p=O 
dem.: Do teorema anterior, mp- mp-1 + mp-2 - ···±mo ?: bp- bp-l + bp-2- · · · ± bo, 
para p = O, 1, ... , n. Com isso, 
(i) Para p =O, temos mo> bo. 
Para p > O, somando as expressões para p e p- 1, temos mp 2: bp. 
(ií) Se p > n, temos naturahnente rn., =O e bp =O. Assim, tomando p > n e considerando 
a expressão acima para p e p + 1, temos 
m,.. - nl-n-1 + m,.._2 - ... ±mo 2: b,.. - bn-1 + bn-2 - ... ± bo. 
-m,.. + ffin-1 - ffin-2 + ... +mo > -b,.. + bn-1 - bn-2 + ... + bo. 
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Portanto, 
demonstrando o corolário. O 
Corolário 3.15 Sejam M uma variedade de dimensão n, compacta e orientável e f: M ~ 
n 
IR uma função de Morse. Então f tem pelo menos :E bp pontos criticas, onde bP é o p-ésimo 
'""' número de Betti de M em relação a qualquer domínio principal. 
Corolário 3.16 (Característica de Euler) SejaM uma variedade de dimensão n, com-
pacta e orientável. Então, a camcterística de Euler de M 
n 
x(M) aetL (-l)Pbp(M;R) 
p=O 
independe de R. 
3.4 Teoria de Morse via índice de Conley 
Nesta seção introduziremos o índice de Conley e o utilizaxemos para uma demonstração 
alternativa [Sa] das desigualdades de Morse. 
Sejam M uma variedade orientável de dimensão n e f uma função de Morse em M. 
Dotemos M de uma métrica riemanniana g. Podemos então construir o campo vetorial V 9 f 
a partir de df e considerar as linhas integrais de V 9], 
i'(t) = -\l.f('y(t)), ?(0) =X (3.4) 
que serão chamadas de linhas de gradiente. Notemos que de (3.1), 
Como i,. é isomorfismo, \19 f(m) = O se, e somente sem é ponto crítico de f. Logo, 
se x é ponto crítico de f em (3.4), então ?(t) é constante. Por outro lado, uma solução 
não constante de (3.4) sempre liga pontos críticos diferentes de f. De fato, por (3.5), f é 
estritamente decrescente ao longo de tal "Y. 
27 
Se M for compacta, faz sentido considerarmos o grupo de difeomorfismos a um parâmetro 
gerado por \18f (cf discussão na demonstração do teorema 3.6): 
<p:MxJR~M, <p(x, t) = 1(t) 
que chamaremos de fluxo do gradiente. Denotaremos também x. t def r.p(x, t). 
Diremos que um subconjunto S de M é invariante sob o fluxo r.p (ou simplesmente invari-
ante) se, dado x E S, tivermos x ·IR Ç S. Diremos que um conjunto invariante Sé isolado 
se S possuir uma vizinhança compacta U cujo conjunto invariante maximal 
S(U) d.f { x E U : x · lR ~ U} 
coincide com S. 
Pode-se mostrar que para cada U como acima, existe um subconjunto compacto A Ç 
U- S, chamado de conjunto de saída7 para U, satisfazendo as seguintes propriedades [Co]: 
(i) Se x E U e x · t 't U para algum t > O, então existe t' E [O, t] tal que x · t' E A. 
(ii) Se x E A e x · t 't A para t > O, então x · t 't U. 
Um par (U, A) satisfazendo as condições acima é chamado um par indicial8 para S. O 
índice de Conley I ( S) de S é definido como o tipo de homotopia do espaço quociente U /A 
com relação ao ponto base {A} ou, mais precisamente, pela classe de equivalência de tal 
espaço sob a relação de equivalência de homotopia com ponto base fixo. Mostra-se que 
tal definição independe do par indiciai (U, A) escolhido paraS e que J(S) é invariante sob 
deformações continuas do fluxo <p contanto que S permanaça isolado [Co]. 
Denotaremos o p-ésimo grupo de homologia ( cohomologia) relativo do par (U, A) por 
HP(U, A) (resp. Hp(U, A)). Segue da independência do índice de Conley em relação ao par 
indicial escolhido para S que: 
Lema 3.17 Seja S um conjunto invariante isolado sob o ftwco r.p. Se (U, A) e (U', A') são 
pares indiciais paraS, então Hk(U,A) ~ H.(U',A') e H•(U,A) ~ H•(U',A') para todo 
k E JN. 
Exemplo 3.18 Para ilustrar tal conceito, analisemos o seguinte exemplo: 
7Na nomenclatura original de Conley [Co], "exit set". 
8Na nomenclatura original de Conley [Co], "index pair". 
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em M = S1 Definindo f : S1 --+ IR por f (O) = senO, temos 
de =-"i!f 
dt 
onde V f é tomado com relação à métrica g = dB2 em 8 1. 
e, 
e, 
Tal f possui dois pontos críticos: (h = ~ e 82 = a; . É fácil ver que os índices de Morse 
de tais pontos são dados por ind(01) = 1 e ind(O,) =O. Analisemos os respectivos índices de 
Conley. 
Thmos dois subconjuntos invariantes: S, ={O,} e S, ={O,}. ParaS" podemos escolher 
U1 ={O: O:<; e:<; 1r} e A1 = {0,1r}. Assim, UI/A1 ~ S1 e I(S1) é dado por um círculo 
com um ponto distingüido x0 (ou mais precisamente pelo seu tipo de homotopia), isto é, 
I(S1) ~ (S1, x0 ). Para 82 , podemos escolher U, = {e: 1r :<;e< 27r} e A2 = 0. Quando 
o subconjunto vazio de um espaço X é "colapsado a um ponto", o espaço resultante é 
homeomorfo à união disjunta de tal espaço com wn ponto distingüido [Co]. Como U, tem o 
mesmo tipo de homotopia de um ponto, vemos então que !(82) é dado pela união disjunta 
de dois pontos (ou mais precisamente pelo seu tipo de homotopia), isto é, I(S2) ::::=: (8°, xo). 
Em geral, dada uma função de Morse f : M ----+ IR, se x é um ponto crítico de índice >. 
de f, então { x} é um conjunto invariante isolado e seu índice de Conley é urna À-esfera com 
wn ponto distingüido I({x}) C:: (S',xo). 
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Definição 3.19 Dado um conjunto invariante isoladoS, definimos 
I• (S; R) = Hk (U, A; R) 
Jk (S; R) =H' (U, A; R) 
P8 (t) =2:: b•(U,A;R)t• 
k 
onde (U, A) é um par indicial paraS, R é um domínio principal e bk(U, A; R) = rankH.(U, A; R). 
Observemos que, em virtude do lema 3.17, h (S; R) (e 1• (S; R)) estão bem definidos a menos 
de isomorfismos entre grupos de ( CJJ )homologia. 
Segue das propriedades de aditividade dos gTUpOS de homologia e cohomologia que, se sl 
e 82 são conjuntos invariantes isolados disjuntos, então: 
Ps,us,(t) = Ps,(t) +Ps,(t) 
h (S, U S,; R) ~h (S,; R) Ell h (S,; R) 
Jk (81 U S2; R) ~ Jk (81; R) Ell 1• (S,; R) 
(3.6) 
Seja M uma variedade de dimensão n, compacta e orientável munida de wna métrica 
riemanniana g e seja f : M ---7 .IR uma função de Morse. Então qualquer ponto crítico de f 
é um conjunto invariante sob 'V9 j (pois todo ponto crítico é isolado e não degenerado). 
Dado x ponto crítico de f, denotemos as variedades estável e instável de 'V g] em x por 
ws(x) e wu(x) respectivamente9 . Seja E; (E.t) o auto-espaço associado aos autovalores 
negativos (positivos) da hessiana de f no ponto crítico x. Denotando novamente o índice do 
ponto crítico x (no sentido da seção 3.1) por ind(x), temos por definição: 
ind(x) = dimE; 
Devido ao sinal menos na definição da equru;ão (3.4), vemos que E; (resp. E;) é o espru;o 
tangente a W'(x) (resp. W"(x)) no ponto x. 
Seja exp:r: : T:r;M ---7 M a aplicação exponencial [dC] numa vizinhança do ponto crítico x 
e seja B; a bola fechada em e;- centrada em O e de raio e. Definamos 
9 A variedade estável W 8 (X) do ponto crítico X é o conjunto de todos os pontos mE M t<Üs que lim 
t-->+oo 
i,Ot(m) = x, onde ~t(x) = !,O(x, t). A variedade instável wu(x) do ponto crítico x é o conjunto de todos os 
pontos mE M t<Üs que lim 'Pt(m) = x [Sm2]. 
t->-00 
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Não é difícil ver que, tomando ê suficientemente pequeno, (U, A) é um par indiciaJ para 
x 10 • Para n = 2 e ind(x) = 1, temos a situação mostrada na figura abaixo: 
Com isso, UfA~ (B"i x B;)/(Bi x DB;) ~ B;/DB; ~ S''"'(•), pois como dimE;- = 




Jk(x;R) - Hk (B: x B;,B: x 8B;;R) 
"' Hk (B- aB-· R) 
e ' e: ' 
k { R, se k = ind(x) I (x;R) ~ 
O, sekfind(x) 
P.(t) = t''"'(•) 
Definamos os seguintes polinômios relacionados a M e a f : 




Notemos que, como M é compacta, M é um conjunto invariante e (M, 0) é um par 
indicial paraM. Assim, nossa definição de PM(t) é apenas um caso parlicular da definição 
3.19. A seguir damos uma outra caracterização das desigualdades de Morse. 
10Isto é, para o conjunto {x}. 
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Proposição 3.20 Valem as desigualdades de Morse se, e somente se, 
Pt(t) - PM(t) = (1 + t)Q(t) 
onde Q(t) é um polinômio com coeficientes não negativos. 
dem.: Pela definição de P1(t) e PM(t), 
(PJ(t)- PM(t)) (1 + t)-1 = (t, (mk- bk) tk) :;, ( -1)itf =;~'!;;, ( -1)i (mk- bk) tk+f = 
00 
=L: [(-1)•(mo- bo) + (-l)P-1 (m1 - bi) + ... + (-1)0(m,- b,)] t• = 
"'"' 00 
=L: {[mp- mp-1 + mp-2- · · · + (-1)•mo]- [bv- bv-1 + bp-2- · · · + (-1)Pb0]} t• 
P""O 
e a equivalência procurada é imediata. D 
Teorema 3.21 (Desigualdades de Morse) Sejam M uma variedade de dimensão n, com-
pacta e orientável e f : M -+ IR uma função de Morse. Então, dado p = O, 1, ... , n : 
mp - mp-1 + 'mp-2 - · · · ± mo > bP - bp-1 + bp-2 - · · · ± bo 
onde mk é o número de pontos críticos de f de índice k e b• = rankHk(M; R), R domínio 
principal. 
dem.: Se c E IR ê um valor crítico de f, então S = {x EM: 'iluf =O, f(x) =c} ê 
um conjunto invariante isolado11 • Sejam a:, f3 valores regulares de f tais que c é o único 
valor crítico de f no intervalo (a:,fJ). Tomemos (Mi3,Mo:) como par indicial paraS, onde 
M" = {x E M : f(x) ~ a}. Como o índice de Conley ê independente do par indicial 
escolhido, segue de (3.5) e de (3.8) que 
(3.9) 
k •ES 
Seja mk o número de pontos críticos x de f tais que f(x) < a e ind(x) = k. Segue 
imediatamente de (3.9) que bk(MP, M") = m~- m>. 
Considerando a seqüência exata de homologia do par (Mf3,Mo:): 




Multiplicando por tk e somando sobre k, temos 
n n 
Pf(t)- Pf(t)- Pf,(t) + PX,(t) =L rank&k-l tk- L rank&k tk 
'""' k=O 
onde pt(t) def f: ml: tk e JM(t) d,f f: bk(M") t•. 
k=O k=O 
n n-1 n 
Mas I: rank8k_1 tk = I: rank8k tk+1 =I: rank8k tk+l, pois rank8_1 = rank8n = O 
k=O k=-1 k=O 
(a variedade é n-dimensional). Logo: 
n 
PJ(t) - Pf,(t) = Pf(t)- Pf,(t) + (1 + t) L rank&k t• 
k=O 
n 
Assim, definindo Q"~(t) =L: rank&k tk, temos 
'""' 
(3.10) 
onde Q"'f3 ( t) tem coeficientes não negativos. 
Como o número de pontos críticos de f é finito, existe um número finito de valores críticos 
c1 < ... < Cr de f. Escolhamos ai, {3i valores regulares de f tais que c.;. é o único valor crítico 
de f no intervalo (ai>f3i) (como fizemos anteriormente com c). Temos então M"'1 = 0 (pois 
c1 é nec€Ssariamente valor de mínimo global de f) e assim Ij'(t) =O e PM'(t) =O. Com 
uma simples recursão em (3.10), obtemos então 
Pf"(t)- l'fr(t) = (1 + t)Q~-(t) 
12Vamos ilustrar a demonstração desse fato no caso em que R é um espaço vetorial. Então, da seqüência 
exata do par (Mf3, M"'), temos pelo teorema do núcleo e da imagem: 
b,(M") = dimker(i.) + dimim(i.) 
b,(Mfi) = dim ker(j.) + dimim(j.) 
bk(Mf3,M") = dimker(Ôk-t) +dimim(Ôk-d 
E como a seqüência é exata, 
bk(M"') - bk(Mf3) + bk(Mf3, M"') = dimker(i.) + dimim(8k_1) = rankâk + rankÔk-l· 
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onde Ql3,.(t) tem coeficientes não negativos. Como Cr é valor de máximo global de f, temos 
M~• = M e portanto 
que juntamente com a proposição anterior, nos dá as desigualdades de Morse. O 
3.5 Aplicações da teoria de Morse 
Pretendemos nesta seção dar duas aplicações da teoria de Morse: uma em geometria ([Mil]) 
e outra em mecânica de muitos corpos ([NS]). 
3.5.1 Geometria 
A primeira das aplicações é o teorema de Reeb, que nos dá um critério para decidir se uma 
variedade compacta é homeomorfa a uma esfera. 
Teorema 3.22 (Reeb) Sejam M uma variedade compacta e f : M ---> IR diferenciável. Se 
f tem apenas dois pontos críticos e ambos são não-degenerados então M é homeomorfa a 
uma esfera. 
dem.: Como f tem exatamente dois pontos críticos, um deles (p) deve ser ponto de 
minimo global e o outro (q) de máximo global. Sem perda de geoeralidade, assumamos que 
f(p) =O e f(q) = 1 (basta compor f com uma função apropriada). Pelo lema de Morse, 
existe uma carta (U, <p) em p tal que f o <p-1 (x', ... , x•) = (x1) 2 + .. · + (x•)'. Podemos supor 
<p(U) =F. 
Existe a> O tal que j-1[0, a] ç U, pois caso contrário, existiria uma seqüência (mi) em 
M- U tal que O< f(m;) < t \1 i e, com isso, O= limf(m,) = f(lim m;) * lim m, = P E U 
:::? mi E U para todo i suficientemente grande (contradição). 
Assim, para e suficientemente pequeno, f-1 [0, e] é homeomorfo à bola fechada B de 
raio 1 centrada na origem de JRn. Como M 1-.: é homeomorfo a M.: (teorema 3.6) e 
Me = f-1( -oo, e] = f-1[0, e], temos M 1-e homeomorfo a B. Seja a B -+ Ml-e um 
tal homeomorfismo. 
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Por um argumento inteiramente análogo ao que usamos paxa mostrar que f-1[0,e] é 
homeomorfo a B, temos f-1[1- e, 1] homeomorfo a B. Seja (3: B ~ f-1[1- e, 1] um tal 
homeomorfismo. Compondo (3 com um homeomorfismo h : B ---+ B apropriado, podemos 
supor [3(z) = a(z), V z E DE= sn-l 
Definamos agora um homeomorfismo entreM= M 1-' U f-'[1- e, 1] e Sn. Sejam p_ e 
P+ as projeções canônicas de B nos hemisférios sul e norte de S" . Definindo F : M --t sn 
por 
F(m) = { p_ o a-
1
, sem EM'-' 
p+ o (3-1, sem E f-1[1- e, 1] 
temos M homeomorfo a sn via F. D 
3.5.2 Mecânica de muitos corpos 
Consideremos um sistema de N partículas cuja interação provém de um potencial V que é 
função apenas das posições das partículas. Suponhamos que o movimento da partícula i é 
restrito a uma variedade compacta e orientável Mi· Definindo M = M1 x · · · x MN, podemos 
então considerar V : M ---+ IR. 
AB posições de equilíbrio (que podem ser estáveis ou instáveis) do sistema são definidas 
pelos pontos críticos do potencial. Vamos assumir que o potencial atende às exigências de 
uma função de Morse, isto é, V é diferenciável e todos os seus pontos críticos são não-
degenerados. 
Seja C o número de pontos de equilíbrio do sistema. Utilizando a notação da seção 
anterior, temos das desigualdades de Morse (fra<:as): 
dimM dimM 
C= L mp(V) 2: L b.(M) (3.11) 
Vamos nos concentrar no caso particular em que cada Mi é homeomorfo a 8 1 . Então, 
uma aplicação da fórmula de Kunneth nos dá 
Hp(M, E) = Hp(S1 x · · · x S') =E E!l· · · E!l E 
• 
(~) vwes 
Assim, bp(M) = (;).Como dimM = N, temos de (3.11): 
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Portanto, 
e a topologia do espaço de configurações impõe um limite inferior ao número de pontos de 
equilíbrio do sistema! 
Tomemos por exemplo o caso em que N = 2, M1 e M 2 são elipses e o potencial V é 
atrativo. Neste caso, mostramos abaixo llllla configuração em que o número rrúnimo de 






Teoria de Morse e mecânica quântica 
supersimétrica 
No capítulo anterior, demonstramos as desigualdades de Morse utilizando a caracterização 
topológica dos números de Betti, bp = rankHp(M, R). Neste capítulo, utilizaremos a carac-
terização analítica dos números de Betti, bp = dimrl~{M)l, para dar uma demonstração 
analítica das desigualdades de Morse, obtida originalmente por Witten em [Wil]. 
Inicialmente, atingiremos tal objetivo seguindo o enfoque de [CFKS] que é bastante ele-
gante e matematicamente mais preciso que o de Witten. Finalmente, na seção 4.4, apresenta-
remos o procedimento original de Witten, em que as linhas de gradiente de f são interpretadas 
como tunelamentos entre os estados de menor energia de um sistema mecã.nico-quântico 
supersimétrico. Tal trabaJho deu origem a várias contribuições à geometria diferencial, como 
o desenvolvimento da cohomologia de Floer, da qual trataremos nos dois capítulos seguintes. 
4.1 Supersimetria 
Em [Gi], F. Gieres dá urna boa caracterização de supersimetria: "a grosso modo, super 
significa 7L2 - graduado". No caso da mecânica quântica supersimêtrica, tal graduação 
provém da decomposição do espaço de estados em H = H,6lHf, onde H,(H1) corresponde 
ao conjunto dos estados bosônicos (fermiônicos) do sistema. Mas isso não é tudo: acompa-
1Vide corolário 2.34 ou equação (4.3). 
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nhando essa decomposição, temos um operador de supersimetria Q satisfazendo H= Q2 e 
levando estados bosônicos em fermiônicos e vice-versa. 
Definição 4.1 Seja H um espaço com produto interno onde estão definidos os operadores H 
e Q auto-adjuntos e II auto-adjunto e contínuc?. Diremos que (H,Q,II) tem supersimetria 
em H se 
H=Q', 
II2 = 1, 
{Q,II}=O. 
Chamaremos H de hamütoniano, Q de operador de supersimetria e Il de operador de 
paridade. 
Como II é auto-adjunto e II2 = 1, seus autovalores só podem ser + 1 e -1. Definindo 
H,= {'I' E H: II<p = <p} e Ht = {<p E H: II<p = -<p}, temos H= H,eJHt. 
Definição 4.2 Dizemos que um operador linear A : H -+ H é par se [A, II] = O e ímpar se 
{A, II} =O. 
Proposição 4.3 Nas condições acima, 
(i} A é par# A(H,) <;H, e A(H1) <; H 1. 
(ii} A é ímpar# A(H,) <; Ht e A(Ht) <;H,. 
dem.: (ii) (=<-)Se A é ímpar, então 
<p E H,=<- A<p = AII<p = -IIA<p =? II<p E H,. 
<p E Ht =<- A<p = A(-II<p) = IIA<p =<- III" E H,. 
(*")Se A(H,) Ç Ht e A(Ht) Ç H,, então dado <p = \", + l"t• com <p, E H, e 'Pt E H,, 
AII<p = AII(I", + 'Pt) =A( I", -1"1) =AI",- A<pt = -IIAI",- IIAI"t = -IIA10. 
A demonstrru;iio de (i) é inteiramente análoga. D 
Proposição 4.4 Suponhamos que (H, Q, 11) tem supersimetria em H. Então Q é ímpar e 
H é par. Segue que & e H1 são invariantes por H. 
2Usualmente exige-se que H seja espaço de Hilbert separável. No entanto, mesmo nesse caso, não é 
sempre possível definir H e Q sobre todo o espaço H, já que em geral tais operadores não são contfnuos. No 
que segue, não nos preocuparemos com tais questões. 
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dem.: Q é fmpar por definição. Ainda, HTI = Q2TI = -QTIQ = TIQ2 = TIH e assim, H 
ê par. A parte final da demonstração segue imediatamente da proposição anterior. D 
Segue diretamente da definição 4.1 que H~ O. De fato, dado r.p E H, 
pois Q é auto-adjunto. Assim, a condição H = Q2 impõe que nenhum estado pode ter 
energia negativa. O teorema a seguir (vide também a equação (4.2)) nos diz essencialmente 
que o número de férmions e de bósons com energia não nula é o mesmo3 • 
Proposição 4.5 Suponhamos que o sistema (H, Q1 II) tem supersimetria em H. Dado um 
autovalor). de H, seja E>. : H ~ H a projeção4 de H sobre o auto-espaço associado a À. Se 
). > O, então 
dem.: Sejam P+ e P_ os projetores em H, e Ht respectivamente. Então QP+ = P_Q. 
De fato, dado 'P = 'P+ + <p_, com 'P+ EH, e <p_ EH1, temos P_Q<p = p_ (Q'P+ + Q<p_) = 
Qr.p+ = QP+r.p, pois Q leva estados bosônicos em fermiônicos e vice-versa. 
Definamos E~ d<f E;P±. Segue de [H, Q] = O que [E;, Q] = O. Com isso, QE\ 
QE,P+ = E,QP+ = E,P_Q = E):Q. Portanto: 
QEt=E):Q (4.1) 
Seja Q = QIE,(H). Então Q é inversfvel, pois E,(H) é o auto-espaço de H associado a À 
e, por hipótese, À# O. Segue de (4.1) que Q E\JE,(H) = E):Q. Assim, 
3É de se esperar que isso ocorra por um raciocínio bastante simples: se cp é auto-estado de H com energia 
E (mo é, Hop ~ Eop) e E> O, então HQop ~ QHop ~ EQop, pois [H,Q] ~ [Q',QJ ~O. Logo, se 'Pé 
um auto-estado bosônico {fenniônico) com energia E, então Qcp é um auto-estado fermiõnico (bosônico) de 
mesma energia. 
4Isto é, E>. é o projetor espectral de H sobre À. 
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Com isso, dim im(Et) = dim im(E):J. Mas im(Et) = im(E,P+) = im( E" IH.) e im(E;;) = 
im(E,P_) = im(E>IH/ Portanto, 
demonstrando a proposição. D 
Consideremos uma variedade M de dimensão finita, compacta e orientável. Então, co-
mo vimos no capítulo 2, temos o laplaciano d8 + bd (que é auto-adjunto) agindo sobre o 
conjunto rl(M) = Ell rJP(M) das formas diferenciais de M. Como 8 é o operador adjunto de 
p;?:O 
d, o denotaremos por d". Definamos uma estrutura supersimétrica sobre H =r!( M)5• Como 
hamiltoniano, tomemos H = dd* + d* d 6 , como operador de paridade definamos l1 : H --+ H 
por IIIOP(M) = ( -1 )P e como operador de supersimetria, escolhamos Q = d + d*. É imediato 
que H= Q2 , II2 = 1 e {Q, II} =O, pois se rp é uma k-forma, então drp é uma (k + 1)-forma 
e d:rp é uma (k- 1)-fonma. Portanto, (H, Q, II) tem supersimetria em H e 
H, = Ell rJP(M), 
PP"" 
Ht = Ell rJP(M) 
p ímpar 
Aplicando o teorema 4.5 a esse sistema supersimétrico, vemos que se E > O então 
L dimker[(H- E)lw(M)] = L dimker[(H- E)lw(M)] (4.2) 
PP"" pimpa.r 
4.2 O laplaciano deformado 
Pelo teorema de de Rham [Wa], se M é uma variedade de dimensão finita, compacta e 
orientável, então o p-ésimo grupo de cohomologia de de Rham de M, .J:PaR(M), é isomorfo 
ao p-ésimo grupo de homologia de M, Hp(M). Logo, temos bp(M) = dimH'dR(M). No 
capítulo 2 mostramos, via teorema de Hodge, que WdR ( M) ê isomorfo ao conjunto n1 ( M) = 
ker( Hb(M)) das p-formas harmônicas em M. Portanto, 
bp(M) = dimker(Hin>(M)) (4.3) 
5Para atender à exigência de que H seja espaço de Hilbert ( cf nota de rodapé 2), podemos tomar H como 
o completamento de O(M), como em [CFKS]. 
6Na notação do capítulo 2, H= .ó.. 
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isto é, bp(M) é dado pela dimensão do auto-espaço associado ao autovalor nulo do laplaciano 
H. 
No entanto, a obtenção de bp(M) através de (4.3) é complicada do ponto de vista opera-
cional. Em [Wil], E. Witten tornou o procedimento acima exeqüível através da introdução 
de um novo tipo de laplaciano, obtido do usual deformando-o através de uma função de 
Morse. Mais precisamente, dados t E IR e f : M -+ IR uma função de Morse, definamos os 
operadores 
dt; = e-tf déf' 
dt = éfd*e-tf, 
Ht = dtdt + dtdt. 
Observemos que rfi = d;' =O e assim H, = (dt + d;) 2 . Definindo Q, = d, + d;, vemos 
portanto que (Ht, Qt, II) tem supersimetria em H. 
A grande força dessas definições ê que a expressão ( 4.3) continua válida se substituirmos 
H por Ht, ficando então bp(M) independente de t. A vantagem dessa nova situação é que 
o espectro de HtlnP(M) simplifica-se drasticamente para t ::» 1, tornando possível a estima-
tiva de dimker(Htln>(M)), ou seja, de bp(M). Através desse procedimento, obteremos as 
desigualdades de Morse na próxima seção. 
Teorema 4.6 Dado tE JR, bp(M) = dimker(Htln>(M)). 
dem.: Por uma generalização do procedimento que nos levou ao corolário 2.34 7 mostra-se 
~ ker( dtlw(M)) 
que ker(Hti"'<MJ) = . ("I ) tm u.t w-l(M) 
Mas, é imediato que ker(dt) = e-tfker(d) e im(dt) = e-tfim(d). Portanto: 
ker(Htl"' M ) ~ ker( dlw(M)) = H"dR(M) 
' > zm( dln>-'(M)) 
e o resultado segue de (4.3). O 
4.2.1 Cálculo da expressão local de Ht 
O objetivo desta seção é obter a forma local do operador Ht. 
7 Ou pela teoria de operadores elipticos. 
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Definição 4.7 Seja (x1, ... , xn) um sistema de coordenadas local no aberto U Ç M. Defini-
mos o opemdor (a')' agindo em D(U) por (a')'a = dx' 11 a. 
Dadas coordenadas locais x1, ••. , xn no aberto U Ç M e dado x E U, definamos 9iJ ( x) = 
(a~•, a~ )z. Denotando a matriz inversa de (9iJ) por (gii), temos (dxi, dxi)x = gii(x). 
Lema 4.8 Seja ai o operador adjunto de (ai)*. Então 
p 
ai dxil 1\ . .. 1\ r:J:dP = - L ( -l)kgif,dxfl 1\ ... 1\ dxi~<-t 1\ dxi~<+t ... 1\r:i:dP 
k=l 
dem.: Dado x E U, temos 
(aidxil 1\ · · · 1\ dxiP,dxh 1\ · · · 1\dxip-t)x = 
= (dxi1 1\ · · · 1\dXÍP, (ai)*dxi1 1\ · · · 1\dxip-t)z 
= ( dxit 1\ · · · 1\ dxiP, dxi 1\ dxi1 1\ · · · 1\ dxip-l )x 
= (-l)p-l (dxi1 1\ · · · 1\dxip,dxit 1\ · · · 1\dxip-l 1\dxip)x, (com ip def i) 
= (-l)P-1det((d:zii·,dx'•),),,, = (-1)p-1det(g!·'·(x)),,, 
p 
= ( -l)P-1 L: ( -l)'+pg!•"'(x) det (gi·'•(x)[ sem a linha j, e sem a coluna ip) 
r=l 
p 
= - L; ( -1 )' g!ci (X) ( dxi• 11 · · · 11 dx!.-> 1\ dxi•H · · · 1\dx!P, dx'' 11 · · · 11 dxip-•) • 
=1 
= (- t ( -l)'gi•'(x)dx!• 11· ··li dxi•-• 11 dxi•+> · · · !ldx!•, dxh 11· ··li dx'H) 
r=l x 
A segunda afirmação é imediata. D 
d,xit/\···1\dxip, se iE{i1, ... ,ip}, 
Lema 4.9 (i) {(a')', a!}= g'!. 
(ii)[(a')', a']dx'' 11· · ·lldx'' = { 
-dx'1 /\···/\dxip, se ifJ.{i11 ... ,ip}· 
dem.: Aplicação direta do lema anterior. 
n · def !!L 
Lema 4.10 d, = d + tdf 11 , isto é, d, = d + t L: /;(a')', onde f, = a.•· 
i=l 
dem.: Dado a E D(M), d,a = e-'fd(e'fa) = e-•t [e'fda+te'fdJ !la] =da+tdf !la= 
n 
da+ t L: f,dx' 11 a. D 
i=l 
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Vamos agora exibir a expressão local de Ht, explicitando sua relação com os pontos 
críticos de f. Assumiremos que os operadores aqui definidos agem sempre em formas com 
suporte contido na vizinhança coordenada em questão. Uma prova mais geral, com o emprego 
de derivadas covariantes, é feita em [CFKS], capítulo 12. 
Proposição 4.11 (Forma local de Ht) Sejam M uma variedade de dimensão finita, com-
pacta e orientável, f : M ___.. IR uma função de Morse e p um ponto crítico de f. Então, 
numa vizinhança de p : 
{i) H,= H+ t'lldfll' +tA, onde A= A1 +Ai, com A, =L: (g'i !;à;+ (a')'[8,, f;ai]) ,8 
i,j 
(ii} Suponhamos que 9ij(x) = Óij numa vizinhança U Ç M 9 • Se (xl, ... , xn) é um sistema 
de coordenadas ortonormal em U Ç M, então A= L a':Jx3 [(ai)* ,ai]. 
iJ 
dem.: Por definiçãD, H, = { d,, d;}. Logo, pelo lema anterior: 
n n 
H,= {d + t I: !.(a')', d' +t I: f;ai} 
i=l j=l 
n n n n 
= {d, d'} + {d, t I: J;a'} + {d', t I: f;( a')'}+ {t I: f;( a')', t I: J;ai} 
i=l i=l Í=l j=l 
=H +tA+t' I: fd;{(a')',ai}, 
,,, 
n 
onde A= A1 +A;, A1 = {d, I: f;ai}. 
j=l 
Segue do lema 4.9 que H, = H + t 2 lidf li' + tA. 
Definamos localmente o operador Ôi por 
(L . . ) L aw;, J . . a. W . . dxJl f\ , , , f\ dxJP = •·:· p d,x3l f\ ... f\ dxJP l Jt.···.Jp 8xl 
n 
Entoo claxamente d =I: (a')' a,. Com isso, 
i=l 
n n 
A1 ={I; (a')' a,, I: J;ai} =I: (J;ai(a')'a, + (a')'Dd;ai) 
i=l j=l iJ 
=I: (f;{ ai, (a')'}8,- f;( a')' aia,+ (a')'8d;ai) '* 
i,j 
A, =L (g'i !;8; + (a')' [8,,J;ail) 
i,j 
(4.4) 
Calculemos A1 no caso de a métrica ser euclidiana na vizinhança considerada: 
8Nessa esxpressão, lldfll é a norma de df em A(T; P) e não em n(M). 
9Isto é, a métrica g é plana (ou ''flat") em U. 
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Segue do lema 4.8 que se 9iJ = óii então [8i, ai] =O. Com isso, [âi, fiai] = 8d1ai- j 3ai8i = 




éJf;h . a. .ah . . . . . 
,, ia:J w = aJ âx' dx31 1\ ... 1\ xJP - fiaJ âxi d,xJl 1\ ... 1\ dxJP = aJ fJih d,x3l 1\ ... 1\ dxJP' 
isto é, [8i,fJai] = fiJai, onde f•J = a!;
2
8~i· Segue de (4.4) que: 
A, =L f,{),+ L f,;(a')•ai 
i i,j 
A; =L a;J,+ L (ai)• a' f,; =L àif,+ L f,;(a')•ai, pois h;= f;.. 
i i,j i i,j 
Calculemos a;. Dados a = a dxi1 1\ ... 1\ dxip = a dx1 e f3 = b dxi1 1\ •.• 1\ dxiP = b dx1 1 
com supp(a) e supp(b) contidos em U 10, temos pelo teorema de Stokes: 
(à;a,(3) = (a,à,(3) =f M at:,, dx' 1\•dxJ = 
=f &b dx1 1\ *dXJ- f fJa b dxl 1\ *dXJ =-f ôa_b dx1 1\ *dXJ = ax• ax• éh• u u u 
= - J g;, dx' 1\ •bdxJ = -(à,a, (3). 
Portanto, âi = -&. 
Segue que A= A,+ A; =L f,à,- L àd, + 2 L f,;(a')'ai. 
i i i,j 
Ma.s dado h: U ~IR diferenciável, (!,à,- à,j,)h = j,à,h- à,(f,h) = -(àd,)h =- j,,h. 
Logo fiÔi - âdi = - fu e assim: 
A=- L j,, + 2 L f,;(a')•ai =L J,;[2(a')'ai- 8,;]. 
i i,j i,j 
Pelo lema 4.9, temos { (ai)*, ai} = óii. Portanto: 
A= L J,;[(a')', ai] 
i,j 
demonstrando a proposição no caso considerado. O 
4.3 Desigualdades de Morse 
Vimos que (H1, Q1, II) tem supersimetria em H =fl(M). Prossigamos com nossa analogia 
entre H e o espaço de estados em mecânica quãntica, onde Ht é interpretado como o hamil-
toniano do sistema. A proposição 4.11 nos diz então que Ht é dado pelo termo de energia 
cinética H acrescido do potencial v; = t 2 11dfll2 +tA. Sabemos que se p é um ponto criti-
co de f, então existem coordenadas de Morse xl, ... ,xn numa vizinhança U de p tais que 
10Aqui supp(a) é o suporte de a, isto é, supp(a)= {x EM: a(x) #- 0}. 
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n n 
f(x) ~I: ±(x')2 . Assim, V,~ t'4x2 +tA em U (onde x2 d<fL (x')'), desde que a métrica 
i=l i=1 
seja euclidiana nessa vizinhança. Para t :» 1, vt é aproximadamente o potencial de um 
oscilador harmônico centrado no ponto p. Portanto, tudo se passa como se tivéssemos os-
ciladores harmônicos centrados nos pontos críticos de f e separados por barreiras infinitas 
de potencial. Isso nos permitirá calcular o espectro de Ht nesse limite e então estimar bp(M) 
utilizando o teorema 4.6. 
Teorema 4.12 (Desigualdades de Morse fracas) Sejam M uma variedade de dimensão 
finita, compacta e orientável e f : M -)o IR uma função de Morse. Então: 
dem.: Seguindo o raciocício delineado acima, primeiramente definamos urna métrica 
riemanniana apropriada em M. Sejam p1 , ..• ,pm os pontos críticos de f e Àa o índice de Pa· 
Fixemos um certo a. Pelo lema de Morse, existem coordenadas x1, •.. , xn numa vizinhança 
Ua de Pa tais que f ( x) ~ ( x1 )2 + · · · + ( x•->.. )2 - ( x•-'·+> )2 - · · · - ( x• )2 Definamos uma 
métrica 9a em Ua declarando a base { dx1 , •.• , dxn} ortonormal. Com isso, podemos definir 
uma métrica g em M de maneira que gJu., = 9a (via partição da unidade). 
Segue da proposição 4.11 que em Ua: 
de n-Àa, n 
onde\72 "'1 -HeAC•) 1I:a!',{,[(a')',ai]~2 L [(a')",a']-2 L [(a')",a']. 
iJ i=l i=n->.a+1 
No limite t ~ oo, temos um conjunto de osciladores harmônicos separados por barreiras 
infinitas de potencial. Isso nos leva a decompor o espaço de estados H numa soma direta 
m 
H =ffi H( a), onde cada H( a) está associado ao espaço de estados do sistema mecâ.nico-
=1 
quãntico numa vizinhança do ponto crítico Pa· Nessa decomposição, cada H{ a) é um operador 
agindo em H( a). Utilizaremos então um resultado de limite semi-clássico para relacionar 
H, (o hamiltoniano verdadeiro) a EB H(a) (hamiltoniano aproximado). A idéia geral é a 
a 
seguinte: por um lado sabemos que dimker ( H,ln,(M)) ~ bp(M) (teorema 4.6) e, como ver&-
mos a seguir, d.imker (e H( a)! ) está intimamente relacionado a mp(f). Dessa forma, 
a ro>(M) 
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comparando as degenerescências do estado fundamental de Htlw(M) e de ffi H(a) I 11 
a S1P(M) 
obteremos as desigualdades de Morse. 
O cálculo de dim ker (EB H<•l I ) ê simplificado introduzindo-se os operadores (in-
a W(M) 
dependentes de t) K(a) "'1 -\72 +4x2 +A<•l. Dado um operador T: H--> H, denotaremos o 
espectro de T por a(T). Pelo lema 4.14 (que demonstraremos logo a seguir), Hia) é unitaria-
mente equivalente a tK<•l e portanto <T(Hj"l) = <T"(tK<•l). Dessa forma, temos globalmente: 
Calculemos o espectro de K(a). 
Dado w =h dxi1 A .. ·1\dxip, 
2 2 L
n iJ'h 2 . . 
(-\7 +4x )w=(- -. +4x) dx"A···Adx'' 
âx~2 
i=l 
Assim, -\72 + 4x2 é um "operador escalar'' cujo espectro é o de um oscilador harmônico, 
n 
isto é, <T"( -\72 + 4x2 ) = {2:: 2(1 + 2!;) : k1, ..• , kn E JN}'2 Para cada conjunto de índices 
i=l 
{ k1, ... , kn}, existe uma autofunção 'ljJ tal que 
( 
n iJ2 ) n 
- ~ &x" + 4x2 'ljJ = ~ 2(1 + 2k,)'ljJ 
e, associada a tal '1/J, temos (;) p-autoformas linearmente independentes dadas por 
1/J dxh 1\ • • · 1\ dxir>, com 1 < i1 < · · ·::::; ip:::; n 
Analisemos a ação de A(a) sobre '1/J d:J;h 1\ · · · 1\ dxí,, Do lema 4.9: 
onde, sei= {i1 , ... ,ip}, J= {1, ... ,n}-J, K = {1, ... ,n-.X.} e L= {n-.X.+1, ... ,n}, 
então 
llObservemos que dimker ( Btlw(M)) e d.imker (€9 H(a)l ) são dados pela multiplicidade do au-
a f!P(M) 
tovalor nulo de HtlnP(M) e Ef) H( a) I respectivamente. 
a QP(M) 
12Estamos considerando IN contendo o O. 
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Ba(i1 , ... ,ip) ~#(In K)- #(J n K)- #(In L)+ #(J n L). 
Assim, A(a) age diagonalmente nas autoforrnas 'lj; dxi1 A · · · 1\ dxip de - V2 + 4x2 e o 
espectro de K(a) é dado por 
o-(Kl•l) ~ {t 2(1 + 2k,) + 2Ba(ir, ... , ip) : k, ... , k. E IN e 1 S i 1 S · · · S ip S n} (4.5) 
~=1 
Vemos então que um autovalor nulo de K(a) ocorre se, e somente se, k., = O 'Vi e 
Ba(i1, ... ,ip) = -n. Como Ba(ii,···,ip) = -n se, e somente se, Àa = p e (i~: ... ,ip) = 
(n- p + 1, ... , n), temos 
dim ker K(•) I ~ {0, se Àa ~ p, 
QP(M) 1, se Àa = p. 
Portanto, 
L dimker ( K(a)l<lP(M)) 
a 
conta o número mp de pontos críticos de f com índice p e assim: 
dimker (EBK(a) ) ~I:dimker(K(a)IOP(M)) ~mP 
a W(M) a 
Sejam Y,(t) e eJ: os k-êsimos autovalores de HtiOP(M) e Ef) K(all respectivamente e 
a OI'(M) 
contando mutiplicidade. Como ffi Hia) é unitariamente equivalente a E9 tK(a), uma versão 
a a 
do teorema do limite semi-cláEsico de autovalores para variedades [CFKS] nos dá: 
lim Y,(t) ~ eJ: 
t-+oo t 
É então imediato que, para t su:fi.cientementre grande: 
Assim, o número de autovalores ~(t) nulos é menor ou igual ao número de autovalores 
ei nulos e portanto 
bp ~ dimker ( H,lw(M)) < dimker (EB K(a) ) ~ mp 
a W(M) 
demonstrando as desigualdades de Morse fracas. O 
Da demonstração acima, temos imediatamente a seguinte observação: 
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Observação 4.13 Seja a um ponto crítico de f com índice p. Então: 
(i) o menor autovalor de K(a.)/w(M) é n'lllo, 
(ii) dimker Kl•llflPIMI = 1. 
Em linguagem de mecdnica quântica, o estado fundamental de K(a) I fV'(M) é não-degenerado 
e corresponde à energia nula. 
Lema 4.14 Nas condições do teorema acima, Hia) é unitariamente equivalente a tKCa). 
dem.: Na notação do teorema anterior, temos 
Hl•l - - V 2 + 4t2x2 + tAI•I t - , 
Kl•l =-V' +4x' + Al•l. 
Dado w = h dxi1 1\ - - - 1\ dxip, pela demonstração acima: 
Hia)w = (- Ê_ 8~~2 + 4t2x2 + 2t8a(í1 , .•. , ip)) h dxit 1\ ···A dxip, 
K (a) - (- ~ ()2 + 4 2 + 2" (. . )) h rJxh " . ' • 11 dx'' W- iSí_Bx'' X o,t,, ... ,tp " " . 
Assim, os operadores em questão agem como operadores escalares e basta mostrar que 
FtetF1, definidosporFt def- f: J':.2 +4t2x2+2tBa(i1, ... ,ip) eF1 def- :Ê 8a;.2 +.4x2 + 
i=l i=L 
28,(i1 , ... , ip), são unitariamente equivalentes em L2(F). 
Dados b E F e À> O, sejam T(b), D(.\) E L2(F) os operadores unitáxios de translação 
e dilatação dados por 
(T(b)f) (x) = f(x- b) 
(D(>.)!) (x) =>."i' f(.\x) 
Por simplicidade, vamos denotar o ponto Pa E Me suas coordenadas (x1(pa), ... , xn(pa)) 
em JEF pela mesma letra. Então, como é fácil verificar através de um cálculo direto: 
e assim F, é semelhante a tF1 pela transformação unitária D(t112)T(t112p,). O 
Teorema 4.15 (Índice de Morse) Sejam M uma variedade de dimensão finita, compacta 
e orientável e f : M ~ lR uma função de Morse. Então, 
n n 
L (-l)Pmp =L (-l)PbP 
p=O p=O 
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dem.: Lembremos que, na notação da demonstração do teorema anterior, ef, ... ,e~ são 
" 
os autovalores nulos13 de EB K{a) I e, para t suficientemente grande, Ef(t), ... , Efp(t) são os 
a <l" 
autovalores nulos de HtiQP, sendo Efp+l (t), ... , EPmp(t) não nulos e o(t) quando t----!- oo. 
Consideremos agora a propriedade de supersimetria de (Ht, Qt, II). Vimos em (4.2) que 
se E i O então L dimker[(H,-E)I,.] ~L dimker[(H,-E)j,.]. Notemos que 
p pa'l' p ímpar 
dimker[Ht- E] é a dimensão do auto-espaço associado ao autovalor E e, assim, é dado 
pela multiplicidade de tal autovalor. Utilizando a expressão acima para E = Ef(t), com 




L (-l)PmP~L (-l)Pbp 
p=O p=O 
demonstrando o teorema. D 
Teorema 4.16 (Desigualdades de Morse fortes) Sejam M uma variedade de dimensão 
finita, compacta e orientável e f : M ---+ IR uma função de Morse. Então, para p = O, 1, ... , n : 
mp - ffip-1 + ffip-2 - ... ±mo ;:::: bp- bp-1 + bp-2 - ... ± bo 
dem.: Seja Bf o espaço vetorial correspondente aos autovalores .E'bp+1(t), ... ,EPrnp(t) de 
Ht, isto é, Bf é soma de auto-espaços de Ht, todos com autovalores correspondentes não 
nulos. 
Estudemos a ação de Qt = dt + d; sobre Bf. 
Como [Q,H,] ~O, Q, preserva os auto-espaços de H,. Logo, Q,(Sf) Çffi Sl' ou, ma.is 
p2::0 
. t Q ~p ~p-1 ~ ~p+l Lo preciSamen e, t : =t -+ .; <;]::> .; • go: 
2j-1 2j 






e Qt :ffi :::! ----~- EB =~ 
1=1 
I par I !mpar 
13Nessa notação, cada ef, i - 1, ... , mp ê considerado como tendo multiplicidade 1. Isso ê apenas outra 
maneira de dizer que o autovalor nulo de Ht tem uma multiplicidade total111..p. 
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Observemos que Qt é injetivo no domínio considerado. De fato, como Ht = Ql, temos 
ker Qt Ç ker Ht e assim Qt é injetivo se Ht é injetivo. Mas B~ corresponde a auto-espaços 
de Ht com autovalores não nulos e portanto Ht é injetivo em Bi. Segue que 
2j-1 2j 2j 2j+l 
d. ffi _, < di ffi _, tm w .::.t- mw=t e dim EB 3! < dim E9 s; 
l=l 
I ímpar 





(m,- b,) + · · · + (m,,_,- b2i_,) :S (mo- bo) + · · · + (m2i- b2i) e 
(mo- bo) + · · · + (m,;- b,;) :S (m,- b,) + · · · + (m2;+1- b2;+1) 
Assim, seja p par ou ímpar, 
bp - bp-1 + bp-2 - · · · ± bo ::::; mp - mp-1 + mp-2 - · · · ±mo 
demonstrando mais uma vez as desigualdades de Morse. O 
4.4 Instantons e o complexo de Witten 
Nesta seção apresentaremos o procedimento original de Witten para a demonstração das 
desigualdades de Morse, utilizando idéias inspiradas em mecânica quântica supersimétrica. 
Consideremos novamente uma variedade M de dimensão finita, compacta e orientável 
sobre a qual está definida uma função de Morse f : M ~ IR. Definamos cP como o espaço 
vetorial livremente gerado sobre IR pelos pontos críticos de f de índice p. Observemos que 
dim CP = ffip· 
A seguir, daremos uma caracterização bastante útil das desigualdades de Morse em termos 
dos espaços vetoriais CP. 
Proposição 4.17 Se existe um complexo de cohomologia 
O "" ,, ct 61 6p-2 cp-1 6p-l rw 6p __.Li- __. __. • • .. __. --+ v· --+ • • • 
tal que dim. (.k~ 6" ) = dimHP(M, .IR), então valem as desigualdades de Morse. Neste caso, 
1m p 1 
seguindo Floer {Fl2j, diremos que (c·, 6) é um complexo de Witten. 
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dem.: Sejam n, = dimker(8,), r,= dimim(8,) e b, = dimH'(M,JR). 
Para cada k, temos do teorema do núcleo e da imagem que mk = nk + rk. 
Ainda, dim c::~:\)= dimHP(M,JR) nos dá bk = nk- rk-1· 
Assim, mk- bk = rk + rk-1, 'r:/k. Com isso, 
00 00 00 00 00 
~ (m,- b,) t' = ~ r,t'+ ~ r,_1t' = ~ r,t'+ ~ r,tk+1 
k=O k=O k=O k=O k=-1 
e como r _1 = O, temos 14 
00 00 
~ (m,- h) t• = (1 + t) ~ r,t' 
k=O k=O 
que é a caracterização das desigualdades de Morse dada pela proposição 3.20. D 
A genialidade da estratégia de Witten para a demonstração das desigualdades de Morse 
reside na construção de um complexo (C*, 8) onde 8 é obtido através de considerações sobre 
o tunelarnento mecânico-quãntico entre os núnimos do potencial V, = t2 lldfll' (observemos 
que tais rrúnllnos nada mais são que os pontos críticos de f). Vejamos como isso é feito. 
Novamente, dotemos M de uma métrica riemanniana g e definamos o campo vetorial V' f 
a partir de df. Como vimos, uma solução não constante de 
"f(t) = -'Vf(-y(t)) (4.6) 
sempre liga pontos críticos diferentes, já que f é estritamente decrescente ao longo de tal "'· 
Sejam a e b pontos críticos de f com índices p e p + 1 respectivamente e suponhamos 
que 1 w é linha de gradiente ligando b a a. Então, como mostraremos no capítulo seguinte, 
f(b) > f(a) e assim 'Yah vai de b para a (isto é, lim -y.,(t) =a e lim -y.,(t) = b). Para 
t--++oo t--+-oo 
definir a ação do operador 8 sobre a E CJP, utilizaremos tais caminhos ; w que, como veremos, 
estão intimamente relacionadas aos instantons que tunelam entre a e b. 
Para isso, vamos associar a cada '"'fab um sinal Eiab da seguinte maneira. Sejam: 
(i) Et; Ç TbM o auto-espaço associado aos autovalores negativos da hessiana de f em b, 
(ii) T,-yah c;; E;; o subesp..,o tangente à curva 'Y®• 
( iii) Ob o complemento ortogonal de Tn ab em Et;. 
Vemos que dbnEi; = ind(b) = p+ 1 e dimO, = p 
Fixemos uma orientação em E;; para cada ponto crítico x de f. 
140bservemos que essas somas são todas finitas, já que mk = bk = Tk =O se k > n. 
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Notemos que Tb'Yab é naturalmente orientado por lim 11 ?ahi!~ 11 . Então, como Et; = t--oo 1'a.b 
Tnw, 6l O,, temos uma orientação induzida em o,. Witten então toma soluções de {4.6) 
com 'Y próxima de 'Yab para transportar vetores de Ob para E;;, induzindo dessa forma uma 
orientação em E;;. Se essa orientação induzida for a mesma que a orientação pré-fixada para 
E;;, define-se E1 "h = + 1, caso contrário define-se E1,_b = -1. 
Em geral, existirá mais de um caminho 'Y ab ligando a a b. Definimos então 
<(a, b) =L <o.; 
e aqui surge a questão: tal soma é necessariamente finita? No capítulo seguinte mostraremos 
que, sob certas condições, a resposta é sim. 
Podemos agora definir o operador de cohomologia 8 : CP ---+ Cp+1• Dado a ponto crítico 
de índice p, definimos 
ó(a) = L <(a, b)b 
bEGP+l 
Para aplicar a proposição 4.17, temos então que mostrar que 82 =O e .ke: <.ie :::: HP(M, R). 
tm p J. 
A demonstração desses fatos utilizando a definição combinatorial de ó será dada no capítulo 
seguinte. Witten no entanto contorna tal dificuldade mostrando que 8 está, num certo 
sentido, associado a d,. O resultado então segue de~ =O e •-;;~lw ~ HP(M, IR) (teorema 
tm t np-1 
4.6). Analisemos um pouco mais detalhadamente tal raciocínio. 
Seja a um ponto crítico de f de índice p. Ao demonstrannos as desigualdades de Morse 
(fracas) na seção anterior, definimos o operador K(a) = -'V72 + 4x2 + A(a) 15 que está asso-
ciado à expressão assintótica de Ht. Pela observação 4.13, o auto-espaço de menor energia 
de K(a)Jw(M) (isto é, o auto-espaço cujo autovalor é o menor possível) tem dimensão 1. 
Tomando um gerador la) de tal subespaço, temos uma maneira natural de associar uma 
p-forma la) a cada ponto crítico a de índice p. 
Observação 4.18 A ambigüidade da escolha da p-forma la) como gerador do auto-espaço 
de menor energia de K(a) é exatamente a mesma ambigüidade presente quando fixamos 
arbitrariamente uma orientação em E;;. Isso relaciona-se ao fato de que a orientação de 
15Para evitar confusão, observemos que aqui a denota o próprio ponto crítico, enquanto na seção anterior 
a letra a é usada para indexar os pontos críticos. 
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um espaço vetorial V é dada equivalentemente por uma base de V ou por um elemento de 
volume em V. 
Outro ponto a ser erúatizado a respeito da dualidade entre 8 e de é que, enquanto 8 age 
em a E C", d, age em la) E !"l"(M). 
Consideremos a e b pontos críticos de f com índices p e p + 1 respectivamente. Para 
estimar {bl dt la) no limite t ---+ +co, Witten utiliza o método VVKB, que consiste de uma 
aproximação semi-clássica para a resolução da equação de Schrõdinger. 
Para t >> 1 os estados la) e lb) estão associados a funções de onda fortemente localizadas 
em torno de a e b. Isso porque, nesse limite, o potencial do sistema refere-se a um conjunto de 
osciladores harmônicos centrados nos pontos críticos de f e separados por barreiras infinitas 
de potencial. Notemos ainda que tais estados correspondem a configurações de energia 
mínima já que, por definiçãD, la) e lb) sãD estados fundamentais do sistema (auto-estados de 
energia mínima de K(a.)). 
Assim, é natural que se procure descrever as amplitudes de transição envolvidas por meio 
de instantons, que correspondem precisamente às funções de onda (num espaço euclidiano) 
responsáveis pelo tunelamento entre estados de energia mínima [F e]. :Oessa maneira, Witten 
[Wil] toma urna ação euclidiana supersimétrica genérica e mostra que os instantons de tal 
ação são obtidos quando o campo bosõnico de tal sistema obedece à equação 
(cf equaçãD (4.6)). 
dif>' i ôf 
-~-g'-. 
dt ô</) 
A amplitude de ia) é pequena quando a de lb) é grande16 e vice-versa, sendo o overlap 
entre tais estados significativo apenas ao longo das linhas de gradiente 1 ab [Wil]. Isso 
permite determinar o comportamento de la) e lb) ao longo de 'Yab resolvendo-se um problema 
unidimensional e exatamente solúvel. Procedendo desta maneira, mostra-se que a amplitude 
de la) cai com exp [-tf(,P)] ao longo da trajetória 1®· 
Calculando a ação correspondente a tal configuração de campo, vê-se que a contribuição 
de 1® para a amplitude (bl d, la) é dada por 
det Fab e-t[f(b)-f(•)J 
16Pois para t :» 1, ia) e lb} são fortemente localizados em tomo de a e b. 
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onde det Fab é proveniente da integração Gaussiana sobre as flutuações em torno dos instantons. 
Como estamos considerando uma teoria supersimétrica, as contribuições bosônica e fermiôni-
ca se cancelam, resultando em det Fab = ±1. Esse sinal tem importância vital quando se faz a 
soma das contribuições dos diferentes instantons. O procedimento para a sua determinação 
é o seguinte: o estado lb) sai de b com uma orientação relacionada com a orientação de 
Ei: (cf observação(4.18)). Propagamos então lb) ao longo de lab até o ponto a (pelo método 
WKB) e comparamos sua orientação com a de la), obtendo dessa maneira o sinal de (bl dt la). 
Notemos a similaridade entre esse procedimento e a definição de €iab dada anteriormente. 
Essa discussão sugere que, para t >> 1, tenhamos 
e assim 
(bl dt la) "'L<,., e-•lf(b)-f(•)J 
d, la)"' L L e-tlf(b)-f(a)J<,., lb), 
bECP+1 i.,b 
para t » 1. 
Finalmente, Witten argumenta que o fator de fase e-tLf(b)-f(a)J pode ser eliminado através 
de uma simples redefinição de la). Obtemos a.ssim um paralelo formal entre d, la) e 6(a) que, 
como vimos, é definido por 6(a) = L: L: '"·•b. 
bEGP+liab 
!Wsumindo: 
(i) Ht está ligado à equação de Schrõdinger com um potencial que, para t >> 1, corres-
ponde a osciladores harmônicos centrados nos pontos críticos de j, 
(ii) 6 está ligado à física dos instantons que tunelarn entre os mínimos desse potencial. 
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Capítulo 5 
Cohomologia de Floer em dimensão 
finita 
Nos capítulos anteriores demonstramos as celebradas desigualdades de Morse de várias 
maneiras distintas. Recordemos brevemente o que foi feito até aqui. 
Primeiramente utilizamos o enfoque tradicional [Mil] segundo o qual dota-se M de uma 
métrica riemanniana g e analisa-se as linhas de fluxo de V 9 f, isto é, as soluções da equação 
diferencial 
'i'(t) = -'lg/('y(t)), "f(O) = x (5.1) 
que denominamos linhas de gradiente. 
Dessa forma, se M é compacta, 'V 9f gera um grupo de difeomorfismos a um parâmetro 
{cf discussão na demonstração do teorema 3.6): 
I,{J : M X IR--)> M, d<f <p(x, t) = x · t = 'Y(t) 
com a propriedade óbvia de que f sempre decresce ao longo das linhas de fluxo, a menos que 
df(x) =O, onde então x · t = x, 'V tE IR. Com isso, vimos que a topologia dos conjuntos 
M" = {x EM: f(x) :':a} 
sofre alteração apenas quando a é valor crítico de f e que essa alteração é dada (módulo 
homotopia) colando-se uma À-célula, onde À= ind(x), ao conjunto {x E M: f(x) < a}. 
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Fazendo uma análise detalhada dessa situação, terminamos por obter as desigualdades de 
Morse. 
Posteriormente, utilizamos o enfoque de Witten [Wil] no qual a função f é usada para 
deformar o laplaciano de M através de Ht = dtd; +d;dt, onde dt = e-tf déf e ct; = éf d*e-tf. 
Então, denotando o negativo do operador laplaciano por 'V2 =-H= -(dd* + d*d), vimos 
que H, pode ser escrito como H,= -V2 + t2 11dfll 2 +tA, sendo identificado com o opera-
dor ham.iltoniano de um espaço de estados em mecânica quântica que, no limite t ---+ oo, 
representa um número finito de osciladores harmônicos centrados nos pontos críticos de 
f. Isso nos permitiu calcular o espectro de Ht nesse limite e então obter as desigualdades 
de Morse observando que, por teoria de Hodge aplicada ao operador Ht, temos bp(M) = 
dimker(Htb(M)). O procedimento original de Witten [Wil] em que as linhas de fluxo do 
gradiente de f são interpretadas como tunelamento entre os estados de menor energia do 
sistema (mínimos do potencial t2 lldfll2 ) levou Andreas Floer a dois trabalhos (entre outros) 
de grande contribuição para a geometria diferencial: 
(i) estabelecimento de novos invariantes para 3-variedades [Fil]. 
(ii) formalizaJ:;ão precisa e extensão do procedhnento de Witten para variedades de di-
mensão infinita [Fl2]. 
Na próxima seção (seguindo Floer [Fl2]) formalizaremos a estratégia de Witten, tornando-
a matematicamente precisa e totalmente independente de argumentos físicos. No próximo 
capítulo, consideraremos a extensão de tal procedimento para variedades de dimensão in-
finita, abordando o caso em que a variedade ê dada por um espaço de conexões sobre uma 
3-esfera homológica, isto é, sobre uma variedade de dimensão 3, compacta e orientável que 
tem a mesma homologia racional que 8 3 • É interessante notar que essa extensão generaliza 
a analogia anterior entre teoria de Morse e mecânica quântica, passando agora a relacionar 
teoria de Morse em dimensão infinita e teoria quântica de campos [Wi2]. 
5.1 Definição do complexo de Witten 
Consideremos uma variedade M de dimensão finita, compacta e orientável e f : M ---+ IR 
uma função de Morse. Se x é um ponto crítico de f, denotemos novamente as variedades 
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estável e instável de Vgf em X por ws(x) e wu(x) respectivamente. Dados X e y pontos 
críticos de f, definamos 
<kf 
Mg(x,y) = W"(x) n W'(y) (5.2) 
Observemos que M9 (x, y) contém (a imagem de) todas as linhas de gradiente que vão de 
x para y. 
Lembremos que a intersecção entre duas subvariedades X e Y de urna variedade Z é 
dita transversal se, para todo p E X n Y, tivermos TpX + TPY = TPZ. Neste caso, X n Y é 
subvariedade [GP] e 
codim (X n Y) = codim(X) + codim(Y) (5.3) 
Diremos que o fluxo do gradiente é do tipo Morse-Smale se a intersecção em (5.2) for 
transversal para quaisquer dois pontos críticos x e y. A hipótese de que o fluxo do gradiente 
de f é do tipo Morse-Smale será essencial no que segue. No entanto temos um resultado, 
devido a Smale, que mostra que isso ocorre para um conjunto denso de métricas em M [Sm2]. 
Denotemos novamente por Et (E;;) os auto-espaços associados aos autovalores positivos 
(negativos) da hessiana de f no ponto crítico x. Denotemos ainda o índice de x por ind(x), 
isto é, ind(x) = dimE;;. Devido ao sinal menos na definição da equação (5.1), vemos que 
E:f: (resp. E;) é o espaço tangente a W'(x) (resp. W"(x)) no ponto x. Segue de (5.3) que: 
codim (W"(x) n W'(y)) = codimW"(x) + codimW'(y) (5.4) 
e assim 
dimMg(x,y) = ind(x)- ind(y) 
É então imediata a proposição seguinte. 
Proposição 5.1 Para umfimo do gradiente do tipo Morse-Smale, se ind(x) :S: ind(y) então 
não existe linha de gradiente indo de x paro y. 
Vamos agora definir um complexo de Witten (C*, 8) análogo ao do capítulo anterior, onde 
o elemento de matriz (x, 8y) de 8: CP~ CF+1 é definido entre x E CF+1 e y E CP contando-
se as trajetórias "independentes" que ligam x a y. Por independentes queremos dizer que 
devemos considerar as trajetórias módulo a ação dada por IP(x, t) = x · t, o que nos leva ao 
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conjunto M(x,y) d<f M(x,y)/IR. Observemos que dimM(x,y) = 1 '9 dimM(x,y) =O, isto 
é, M(x, y) consiste de um conjunto de pontos isolados. Temos então duas questões naturais: 
(i) M(x,y) é finito? 
(i i) como associar um sinal a cada elemento de M(x, y) de modo a obter uma contagem 
invariante? (Notemos que , em princípio, a contagem pura e simples dos elementos de M ( x, y) 
depende da métrica g). 
Observemos que se a E (f(y), f(x)) é um valor regular de f eM. def {x E M: J(x) =a}, 
então podemos identificar M(x, y) com M(x, y) n Ma. O lema a seguir (mais precisamente, 
o corolário 5.3) responde à questão (i) acima. 
Lema 5.2 Se ind(x) = ind(y) + 1, então M(x,y) n M. é compacto pam todo valor regular 
a de f. 
dem.: Seja (qi) uma seqüência em M(x,y) n Ma. Então, para cada i, existe uma tra-
jetória Ui com ui(O) = Qi tal que f(qi) =a. Como M é compacto, existe uma subseqüência 
convergente de (qi) que, por abuso de notação, denotaremos ainda por (qi)· Seja q = limqi. 
Afirmamos que q E M(x, y). Como é imediato que q E Ma, concluiremos entiiD que toda se-
qüência em M(x,y)nMa possui subseqüência convergindo em M(x, y)flMa e que, portanto, 
M(x, y) n M. é compacto. 
Se, por contradiçiiD, q ~ M(x, y), entiiD q = v(O) para alguma trajetória v que niiD liga x 
a y, isto é, q E M(zi, Zi+l) com Zi # x ou zi+1 #- y. Repetindo o mesmo procedimento com a 
variando no intervalo (f(y), f(x}), obtemos então pontos críticos x = ZlJ Z2, ... , Zn+l = y, com 
n > 1, tais que as trajetórias Vi de M(zi, ZiH) estão no fecho de M(x, y)l. Pictoricamente, 
1 Mais precisamente e mais geralmente, pode-se provar o seguinte resultado [Au]: 
Se x, y são pontos críticos de f e ('yi) é uma seqüência de linhas de gradiente em M(x, y), então existem: 
(i) uma subseqüência ('Yi), 
(ü) um conjunto finito de pontos x = Xb x2, •.. , Xk, Xk+1 = y, 
(ili) um conjunto finito de números reais estritamente decrescentes Tt, ... , rk com a propriedade que r, E 
tais que 
(i) os pontos Xi,j = 'Yj(s) tais que f(xi,J) =Ti convergem para um ponto regular que pertence a uma linha 
de gradiente de M(xi, xi+1 ), 
(ii) os índices de Xj são estritamente decrescentes com j, isto é, i(x1) > i(x2) > · · ·i(Xk+l)· 
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temos a situação da figura abaixo: 
------- r'(a) q, 
Como o fluxo ê do tipo Morse-Smale, temos sempre ind(zt) > ind(zi+l). Assim: ind(x)-
n 
ind(y) = ind(z1)- ind(zn+I) =2: ind(z,)- ind(:;+,) 2: n > 1, contrariando a hipótese de 
i=l 
que ind(x) = ind(y) + 1. O 
Corolário 5.3 Se ind(x) = ind(y) + 1, então M(x, y) n M. é finito. 
dem.: Como as linhas de gradiente são sempre ortogonais ãs superfícies de nível de f, 
segue que a intersecção M(x, y) n Ma ê transversal. Assim: 
codim (M(x,y) n M.) = codimM(x,y) + codimM. = 1 + (dimM -1) = dirnM 
isto ê, M(x, y) n Ma ê variedade O-dimensional e portanto todos os seus pontos são isolados. 
Mas ê imediato que todo conjunto compacto de pontos isolados ê finito. O 
'Ir atemos agora da questão de como associar um sinal a cada elemento de M ( x, y) de 
modo a obter uma contagem invariante das trajetórias que ligam x a y. 
Para cada ponto crítico x, fixemos uma orientação em E;. Vamos então induzir uma 
orientação natural em .Âf(x, y), para cada par de pontos críticos x e y. Como M é orientável, a 
orientação de E;; induz uma orientação em E-:, dadaporT:r:M = E-:EBE;;. ComoT:r:Wu(x) = 
E;; e como T M é trivial sobre WU( x )2 , vemos que a orientação de E-: define uma orientação 
q,+ do fibrado normal de W"(x). Analogamente, a orientação de E;; define uma orientação 
2W"(x) pode ser sempre dado por uma imersão de JRk em. M, com k = dim W"(x) = ind(x) [Sml]. 
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rp_ do fi brado normal de W'(y). Segue então de (5.4) que rp+ E1J rp_ nos dá urna orientação do 
fibrado normal de M(x, y) = W'(x) n W'(y). Para obter uma orientação do fibrado normal 
de M(x,y) = M(x,y)/lR, adicionamos a t/>+ Ell rf>_ o vetor tangente oo fluxo do gradiente. 
Temos assim uma orientação induzida em M(x, y) (note que tal orientação corresponde 
simplesmente a um sinal ±1 já que M(x,y) é variedade O-dimensional). 
Passemos à definição do operador de cohomologia para nosso complexo de Witten. 
Definição 5.4 Seja C} o complexo dos pontos críticos de f sobre um corpo !F (cf proposição 
4.11). Seja o = {o:!:} uma escolha de orientação em E; para cada ponto crítico x de f. 
Definimos (x, 8°y) E ZZ como o número de intersecção das variedades orientadas wu(x)nMa 
e W'(y) n M. em M., onde a é um valor regular de f entre f(y) e f(x). Definimos ainda 
ó0 : c~ --+ ~+1 por ó0 y = E (x, ó0 y) x. 
xEOP+l 
O próximo teorema mostra que ( Cp, 8') é de fato de um complexo de Witten, nos dando 
assim outra demonstração das desigualdades de Morse (via proposição 4.17). 
Teorema 5.5 Para um gradiente do tipo Morse-Smale definido sobre uma variedade M de 
dimensão finita, compacta e orientável, temos: 
(i} Ó0 Ó0 =o, 
(ii} ker :: ~ W(M, !F). 
'm 
Observação 5.6 {Dualidade de Poincaré) Podemos também definir um complexo dual 
ao apresentado aqui 
a:: c ~-1 ~ c 8f rt 88 Cn ......-+ n-l ......-+ • • •• ---7 1 ......-+ '-'0 ......-+ O 
onde Cp é o espaço vetorial livremente gerado pelos pontos críticos de f de índice p (como 
CP). Se x E c,.., definimos 
D"x =L (D"x, y) y 
yECp 
onde {D"x, y) é o número de intersecção das variedades orientadas W'(x)nM. e W'(y)nM. 
em M. e a é valor regvlar de f entre f (y) e f ( x ). Com as hipóteses de que M é de dimensão 
• ker D" 
finita, compacta e orientável, uma versao análoga do teorema acima nos dá H .. (M) """' . {)o. 
tm 
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Como -f também é função de Morse, temos um complexo (C*, ã) associado a -f. Os 
pontos críticos de f e -f são os mesmos, mas um ponto crítico de índice p segundo f terá 
índice n- p segundo -f. Logo: 
Õp = {espaço vetorial livremente gerado pelos pontos críticos de f de índice n- pj 
Segue que os complexos (C*, b0 ) e ( Cn-*' 8°) são isomorfos e, portanto 
H'(M)"' Hn-•(M) 
que é a dualidade de Poincaré. 
Recordemos alguns fatos da teoria do índice de Conley (seção 3.4). Suponhamos nova-
mente que M é uma variedade de dimensão finita, compacta e orientável e que f é uma 
função de Morse em M. Então, cada ponto crítico x de f nos dá um conjunto invariante 
isolado para o qual podemos definir o par indiciai 
(U., A.)= (exp.(B;t x E;), exp.(B;t x oB;)) 
onde e é tomado suficientemente pequeno. 
Asshn (vide seção 3.4), 
H'(U., A.) ~ { JF, 
o, 
se k = ind(x), 
se k 'f ind(x). 
(5.5) 
(5.6) 
e uma escolha de orientação em E;; (que é dada por o= {ox} na definição 5.4) é claramente 
equivalente à escolha de um gerador em Hk(Ux, Ax). Isso nos permite fazer a identificação 
lfP(U., A.) (5.7) 
{re: <if(x)=O, ind(x)=p} 
Vemos que o conjunto Crit(f) dos pontos críticos de f é dado por uma união disjunta de 
conjuntos invariantes isolados: Crit(f) = U { x}. Pela aditividade do índice de Conley 
xECrit(j) 
( equru;ões (3.6) da seção 3.4), temos então 
JP ( Crit(f); JF) E9 JP (x; JF) 
xECrit(f) 
E9 E9 JP (x; JF) 
i;::O{ xECrit(f):ind( x )=i} 
- E9 E9 HP(U., A.) 
i;::O{ x.EOrit(f) :ind(x )=i} 
E9 lfP(U., A.) 
{zEGrit(f):i'l'!d(x.)=p} 
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onde usamos a definição de JP (x; IF) (definição 3.19) na penúltima igualdade e (5.6) na 
última linha. 
Portanto, de (5.7): 
r ( Crit(f); IF) ~ CF 
5.2 Demonstração do teorema 5.5 
Dados dois-subconjuntos 8 1 e 82 de M, denotemos por S1&S2 a união de 81 , 82 e de todas as 
trajetórias "conectando" 81 e 82. Diremos que uma coleção de conjuntos disjuntos, compactos 
e invariantes (M1 , M2 , ... , Mk) é uma decomposição de Morse de S se para todo x E S, 
existirem 1 <i ::; j ::; k tais que x E Mi&Mi. 
Dada urna decomposição de Morse (M1, M 2 , .•. , Mk) de S, definimos uma filtragem de 
índices como uma fann1ia crescente N0 Ç N1 Ç · · · Ç Nk de conjuntos compactos tais que 
(Ni, Nt_1) é par indicial de Mi, para cada i= O, 1, ... , k. 
Claramente 
M; = {x EM: x é ponto crítico de f de índice i}, i _O, 1, ... ,n (5.8) 
nos dá uma decomposição de Morse para a variedade M. Para cada x E Mil tomemos o par 
indicial (U., A.) dado por (5.5). Então ( U u., U A.) é um par indicial paraM, e pela 
:z:EMi :cEM;: 
definição 3.19 temos 
JP(M,) = }{P ( u u., u A.) ~ EB W(U., A.) 
:z:EMi :z:EMi :z:EM, 
onde utilizamos a propriedade de aditividade dos grupos de cohomologia. Portanto, de (5.6) 
e (5.7): 
JP(M;)::: { C', se p =i, 
O, se p ~i. 
(5.9) 
Se N_1 ç: No ç: - · - ç: Nn é uma filtragem de índices para (M1, M2, ---, Mn), então 
(N,, N,_1) é por definição um par indicial paraM,. Logo, de (5.9): 
{ 
C', 
W (N,, N,_1) ::: 
o, 
se p =i, 
(5.10) 
se p ~i. 
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Observemos que dada uma decomposição de Morse (M1 , M2 , ••• , Mk) com uma filtragem de 
índices No Ç N1 Ç ··· Ç Nk, então (Ni+l, Ni-1) é um par indicial de Mi&Mi+l· Consideremos 
a seqüência exata de cohomologia da tripla ( Ni+l, Ni, Ni- I) : 
ou seja 
que, a menos do isomorfismo em (5.9), é o mesmo que 
Pretendemos mostrar justamente que, a menos do isomorfismo em (5.9), 8T = 6°. 
Suponhamos inicialmente que M,+l = {x} eM; = {y}. Então M,&Mi+l = x&y 3 é o 
conjunto formado pelos pontos x e y e por todas as linhas de gradiente que ligam x a y. 
Tomemos 2Z como anel de coeficientes para os grupos de cohomologia. Neste caso, de (3.7): 
I'(y) ~ ?Z e 
Temos então o seguinte lema: 
Lema 5. 7 Seja a um gerador de I' (y) e /3 um gerador de J'+l ( x). O operador de co bordo 
da seqüência exata (cf (5.11}} 
· · · ~ I'(x&y) ~ I'(y) ~ J'+l(x) ~ J'+1(x&y) ~ ... (5.12) 
é dado por óT a = k/3, onde k = (x, ó"y) . 
dem.: Fixemos a E (f(y), f(x)) valor regular de f e definamos Mo def f-1(a), M+ <kf 
f- 1 ([a,+oo)) eM_ def J-1((-oo,a])4 • Sejam (U.,Ax) e (Uy,Ay) pares indiciais para x e y 
como em (5.5). Dado r> O, definamos os conjuntos compactos 
30u, mais precisamente, {x}&{y}. 
U "'1 Ux · [0, r[ n M+ 
V ""1 u •. [-r, O] n M_ 
4Segundo nossa notação anterior, M+ =Ma. 
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Suponhamos que todo c E (f(y), f(x)) é valor regular de f 5 . Tomando r suficientemente 
grande e definindo A= U n M0 e B =&V- M0 , vemos entãD que (U, A) e (V, B) sãD pares 
indiciais para x e y respectivamente. Assim, 
e (5.13) 
É claro que ( { x}, {y}) é mna decomposiçãD de Morse para x&y. Definamos uma filtragem 
de indices No Ç N 1 Ç N2 para tal decomposição por 
N0 =EUA V, N1 =VUA, N2 =UUV 
Por excisãD, temos H'(N, N0) ~ H'(V, B) = I'(y) e H'+l(N2 , N1) ~ H'+l(U, A) 
Ji+1(x). Por facilidade de notação, denotaremos também por a e (3 as imagens de o: e (3 em 
H'(N, No) e HH1(N2 , N1) por tais isomorfismos de excisãD. De {5.12): 
H'(V, B) ~ H'(N1 , N0 ) ~ H'+l(N2,NI):: lf'+1(U,A) 
ou seja, 
H'(V, B) ~H' (V U A, B u A V) ~ H'+l(U U V, V U A) :: lf'+l(U, A) 
Como 8T é o operador de cobordo da seqüência exata da tripla (N2 , N17 No), podemos 
escrev€rlo conao 
T · j• · 6 "+l 8 : H'(N,, N0) -> H'(N,) ..., H' (N,, N,) 
isto é, 
8T: H'(V UA,B U A V) J:. H'(V U A)..'.. lf'+l(U U V, V U A) 
ou seja, 8T = 8 o j*, onde j* é o homomorfismo induzido pela inclusão e 8 é o opera-
dor de cobordo da seqüência exata do par (U U V, V U A). Como (U, A) é homeomorfo a 
(U.,A.) = (exp.(B: x B;),exp.(B: x &B;)), vemos ainda que (exp.(B;),exp.(&B;)) é 
retrato de deforma<;ão de {U, A). 
Denotemos por [A] E H,(V U A) a classe de homologia correspondente a A. EntãD, segue 
da definiçãD do número de intersecçãD que j'a[A] = a (j.[A]) = k. Como o operador de 
cobordo 8 do par (U U V, V U A) satisfa2 8w = w[A] (3, temos finahnente 
liisso sempre pode ser conseguido através de uma alteração de f fora de uma vizinhança de x&y [Sa]. 
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onde k = (x, !i"y). D 
Corolário 5.8 Suponhamos que M;+l = {x} eM;= {y} (que são""' condições do lema 





onde os isomorfismos verticais são dados por (5.9). Então tal diagrama é comutativo. 
No caso geral em que Mi+l e Mi não são conjuntos unitários, pode-se utilizar a filtragem 
de índices da decomposição de Morse (M,- {y},{y},{x},Mi+1 - {x}) de M,&M;+l para 
obter em geral [F12]: 
Lema 5.9 Sejam M uma variedade de dimensão finita, compacta e orientável e f uma 
função de Morse em M. Então 
Qi+l 
! t 
onde os isomorfismos verticais são dados por (5.9}, é um diagrama comutativo. 
dem. do teorema 5.5: (i) Segue imediatamente do lema acima. 
(ii) Tomemos a decomposição de Morse dada em (5.8). Em [Co], Conley mostra que 
existe uma filtragem de índices N0 Ç N1 Ç · · · Ç Nn para (M1, M2 , •.. , Mn) tal que Nn = M 
e N-1 = 0. Segue da seqüência exata do par (Ni+1 1 Ni) : 
e de (5.10) que o homomorfismo induzido pela inclusão 




. . . '+1 
-> H'(N,+, N;) -> H'(N,+, N,_,) -> H'(N;, N,_,) ->H' (NHt, N;) -> · · · 
-> F--1(N,_1, N,_,) _, F(N,, N,_1) _, H'(N;, N,_,) _, H'(N,_, N,_,) -> · · · 
ternos de (5.10): 
H'-1 (N,_, N,_,) 
! 6[_1 
Hi(Ni, Ni-1) 
Lg '-., ,, 





Assim, j é injetivo e Hi(Ni+l• Ni_2) ~ im j = ker h, pois a seqüência horizontal acima 
é exata. 
Sejam zi = ker óf e Bi = im 6[_1. É imediato do diagrama acima que ker h= g(Zi). 
Com isso, 
. - zi 
H'(Ni+b N,_,) ~ g(Z') ~ k I 
er g z• 
onde utilizamos o teorema do isomorfismo. 
Como ker gjz; = ker g = Bi, temos então 
(5.15) 
Tomando a seqüência exata do par (Ni+l• Ni-2) : 
segue de (5.14) e (5.15) que 
e novamente por (5.14): 
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isto é, 
Portanto, pelo lema 5.9: 
demonstrando o teorema. O 




Cohomologia de Floer, 3-esferas e 
teoria topológica de campos 
Em uma variedade M de dimensão finita, vimos que podemos associar o espaço de estados de 
um sistema mecânico-quântico a H=$ flP(M), onde as formas de grau par correspondem 
p;::o 
a bósons e as de grau ímpar correspondem a férmions. O hamiltoniano de tal sistema 
é dado pelo lapladano deformado de Witten que, no limite de t - oo, representa um 
conjunto de osciladores harmônicos centrados nos pontos críticos da função de Morse f. 
Constnúmos então um complexo de Witten com tais pontos críticos onde o operador de 
cobordo é construído considerando os instantons que tunelam entre os mínimos de potencial, 
ou seja, entre os pontos críticos de f. Neste capítulo pretendemos estender tal analogia 
à teoria quântica de campos. Como nesse caso o sistema quântico tem infinitos graus de 
liberdade, será necessário considerar funções de Morse definidas em variedades de dimensão 
infinita. No que segue, abordaremos a generalização da teoria desenvolvida até aqui para o 
caso em que M é um espaço de conexões sobre uma 3-esfera homológica (variedade compacta 
e orientável de dimensão 3 que tem a mesma homologia racional que 8 3 ) e f é o funcional 
de Chern-Simons. 
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6.1 3-esferas homológicas 
Seja N uma variedade de dimensão 3, compacta e orientável. É um fato bem conhecido que 
se H1(N, ::Z) ~ O, todo fibrado principal1r : P ~ N com grupo estrutural SU(2) é neces-
sariamente trivial, isto é, P......, N x SU(2). Aproveitando-nos desse fato, assumiremos sempre 
que N satisfaz essa condição. Tais variedades recebem o nome de 3-esferas homológicas já 
que, em virtude da dualidade de Poincaré, temos H*(N, ZZ) = H*(S3 , ZZ). 
Como P é trivial, cada 1-forma de conexão w em P pode ser definida globalmente no 
espaço base. Basta tomarmos uma seção global u : N ---+ P e definir a l-forma de conexão 
em N por A~ !7'w [BI[. 
Seja A o conjunto das l-formas de conexão em N e seja g o conjunto das transformações 
de gauge em P. Notemos que Ç age em A segundo 
g(A) ~ gAg-1 + (dg)g-1 
Vimos no capitulo 2 que (a, (3) ~ f Na 11 •f3 nos dá urna métrica em !1(N). Em .su(2) 
(álgebra de Lie de SU(2)) temos a métrica usual (X, Y) ~ -tr(XY'). Como um elemento de 
TAA é uma l-forma .su(2)-valorizada [BI], isto é, TAA ~ !11(N) ®su(2), temos naturalmente 
em A a métrica dada por 
p. 
(a,b) ~-f tr(all•b) 
N 
Mais geralmente, a expressão acima nos dá uma métrica em f!.P( N) ®.su(2), para qualquer 
Tomaremos .A/ Ç como modelo do espaço de estados para a teoria quântica de campos 
que vamos considerar (em oposição à variedade M usada em mecânica quântica)1 . 
10 quociente B = A/9 ê localmente uma variedade diferenciável de dimensão infinita, exceto nos pontoo 
[A] E B tais que grupo de isotropia de A, GA = {g E g: g(A) =A} é maior que o centro Z(Ç) = {±id} de 
g_ 
Dizemos que uma conexão A E A é irredutível seGA= Z(Ç) = {±id} e redutível se não for irredutível. 
Mostra-se que o conjunto das conexões irredutíveis forma um subconjunto B*aberto e denso de B e que 
assim, 13* é uma variedade diferenciável de dimensão infinita. No que segue, sempre que nos referirmos a 
AJÇ estaremos na verdade considerando B*. 
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A "função de Morse" a ser utilizada em A/ Ç será induzida ao quociente pela função de 
Chern-Simons f~ : A --> IR dada por 
f~(A) =- 8~2 f tr (A A dA+ ~A A A A A) 
N 
No entanto, f Cll não é gauge invariante. De fato, temos [NS] 
J~(g(A)) = J~(A) + n, com n E 2Z 
Para passar fCll ao quociente, basta então compor JC8 com a projeção canônica p: IR---> 
IR/2Z, obtendo dessa forma uma função bem definida f: A/9--> IR/2Z dada por po fw Tal 
f fará o papel de urna função de Morse em A/ g. Por abuso de notação, não distinguiremos 
f de f Cll no que segue. 
Nosso próximo passo é estudar os "pontos críticos" de f. Para isso, dada A E A e a 
E TAA, vamos calcular f ao longo da curva t ~ At =A+ ta. Expandindo o resultado em t, 
temos 
t' 
f(A,) = f(A) + t df(A)(a) + 2 (a, h(A)a) + a(t
3) 2 
(i) Cálculo de df(A): 
Calculando f(A,) até primeira ordem em t: 
f(A,) = - 8~2 f tr (A, A dA,+ ~A, A A, fiA,) 
N 





+gA 11 A 11 a)+ o(t2 ). 
Utilizando o teorema de Stokes e a propriedade cíclica do traço, segue que 
onde 
f(A,) =f( A)- 4~2 f tr(F(A) 11 a)+ a(t2) 
N 
F(A) = dA+AIIA 
(6.1) 
(6.2) 
20bservemos que sendo h( A) bilinear e simétrica, a fórmula usual de polarização nos dá para quaisquer 
v,w E TAk h(A)(v,w) = ~ [h(A)(v + w,v + w)- h( A) (v, v)- h( A) (w,w)] 
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é a 2-forrna de curvatura associada à conexão A 3. 
Isso nos leva a escrever formalmente (cf equaçãD (6.1)) 
df(A) =- 4~2 F(A) (6.3) 
onde estamos interpretando F(A) como uma 1-forrna em A, agindo em um vetor a E TAA 
por meio de 
F(A)(a) =f tr(F(A) Á a) 
N 
Aqui surge um resultado importante: os pontos críticos de f são dados pelas conexões 
de curvatura nula (F(A) = 0), isto é, pelas conexões planas (ou ":8.at") em A 4 . 
(ii) Cálculo de h(A): 
Seja A um ponto crítico de f. Expandindo f(At) até segunda ordem em t vemos que, 
como df(A) =O: 
f(A,) = t
2 f 2 2 2 j(A)- Srr' tr(a Á da+ :lA Á a Á a+ 3a Á A Á a+ 3a Á a Á A) +o( i') 
N 
f(A)- 8~2 f tr(a Á da+ 2a Á a Á A)+ o(t3 ) 
N 
- f(A)- 8~2 ftr(aÁ(da+aÁA+AÁa))+o(i') 
N 
- j(A) + t; [-4~2 [ tr(a Á dAa)] + o(t3) 
t' 1 
j(A) + 2 47r2 (a, •dAa) + o(t
3
) 
onde dA (derivada covariante em relaçãD a A) é definida por dA a = da+ a Á A+ A Á a. 
Comparando tal resultado com a equaçãD (6.1), temos 
(6.4) 
3Na notação de Bleecker [Bl], F(A) = q*O, onde O = Dww é 2-forma de curvatura em P, dada pela 
derivada covaxiante exterior da l-forma de conexão w. 
4 Pode-se mostrar que as conexões planas são irredutíveis (cf nota de rodapé 1) e que assim os pontos 
críticos de f pertencem de fato à variedade B* C B. 
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e interpretando h( A) como uma forma bilinear simétrica em A, agindo em v, w E TAA por 
h( A) (v,w) =(v, h(A)w), vemos que 
h( A)= •dA 
4n2 
Aqui temos uma diferença fundamental em relação aos capítulos anteriores, onde a função 
de Morse estava definida em uma variedade de dimensão finita. Como h( A) = *dA
2 
e *dA é 
411" 
um operador diferencial de primeira ordem, o espectro da hessia.na não é limitado. Assim, 
não faz sentido definir o fndice de Morse do ponto crítico A como o número de autovalores 
negativos de h( A), já que esse número é em geral infinito. 
No entanto, lembremos que no complexo de Witten 
Cp-1 6p-l CP 6p f"'11:l+l ···-+ -+ --tv· -+··· 
o operador de cobordo 8 age apenas entre os pontos críticos cujos índices diferem de uma 
unidade e, portanto, é a diferença entre os índices de Morse que é a quantidade fundamental 
a ser considerada. Assim, Floer generaliza o procedimento de Witten para variedades de 
dimensão infinita obtendo certos índices de Morse relativos JL(Ap, AQ) entre pontos críticos 
Ap e Ao· Tal índice será definido a seguir utilizando fluxo espectral e se reduzirá à diferença 
entre o índices de Morse dos pontos críticos em questão quando estivermos trabalhando em 
dimensão finita. 
Consideremos um par de pontos críticos (Ap, AQ) de f. Definimos novamente urna linha 
de gradiente entre Ap e AQ como uma curva r: t ~ At satisfazendo 
dA, =-V'j(A,) 
dt 
onde V' f é obtido de df através da métrica em A. 
Tal f define para cada t um operador h( A,) def •dA,· Isso nos dá uma farru1ia de ope-
radores auto-adjuntos em A "ligando" h(Ap) a h(~). O fiw;o espectral de •dA, associado 
à curva r : t ~ At é definido como o número de autovalores negativos de h( Ap) que são 
levados em autovalores positivos de h(AQ) ao longo de r. Denotaremos tal quantidade por 
a,(Ap,~) (observemos a forte dependência do fluxo espectral em rela<;ão a r). 
Em geral, existem várias linhas de gradiente entre Ap e Aq e assim vários fluxos espectrais 
associados a esses pontos críticos. Se r, r são dois desses caminhos, então r - r é um laço 
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em Ap. É um resultado conhecido que o fluxo espectral ao longo de um laço é dado pelo 
índice de Atiyah-Singer de um operador elíptico e depende apenas da classe de homotopia 
de tal laço. Como f é invariante sob a ação de 9, vemos que o índice de Morse relativo entre 
Ap e AQ somente estará bem definido como ar(Ap,AQ) se 1r1 (AjQ) for trivial. No entanto, 
pode-se mostrar que 7r1 (A/9) ""7Z. Vejamos como se resolve essa questão. 
Dado um laço .P em Ap, pode-se calcular o-.(Ap,Ap) (utilizando a teoria de índices de 
operadores elípticos [N]) obtendo 
o-.(Ap,Ap) = Sk, onde k E N 
(se k = 1, .P corresponde a um gerador de 1r1(AjÇ) e:; N). Como resultado, temos 
e para definirmos J.t(Ap,AQ) independentemente de r, basta compor ar(Ap,Aq) com a 
projeção canônica r.p: 2Z---)- 2Z8 • Assim, 
define univocamente o índice de Morse relativo entre Ap e AQ para qualquer linha de gra-
diente r. 
Seguindo a analogia com o procedimento dos capítulos anteriores, pode-se definir um 
complexo de cohomologia a partir dos pontos críticos de f- Como o índice relativo entre 
pontos críticos arbitrários é .?Zs - valorizado, o conjunto Crit(J) dos pontos críticos de f 
possui llllla graduação natural 
7 
Crit(f) = U c• 
"""' 
onde dados Ap E cP e A,. E C•, temos tt(Ap, A,.) = p- q. 
A definição do operador de cobordo ô é feita de maneira análoga ao caso de dimensão 
finita, considerando os instantons que tunelam entre Ap e AQ para todos os pontos críticos 
Ap E CP e Aq E C•, como é feito em [Na[. 
Dessa maneira, 
O ....o'"cl.;l s5c'''c'''o -+ L /- ~ -+ ... -+ -+ -+ 
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nos dará oito grupos de cohomologia 
H F" (N) = ker Óp 
zm Óp-l 
conhecidos como grupos de cohornologia de Floer. 
É importante ressaltar que os grupos de cohomologia de Floer constituem novos in-
variantes para as 3-esferas homológicas, não dependendo das métricas utilizadas na sua 
construção. Outro ponto relevante é que, apesar de todas as construções serem realizadas 
sobre a variedade de dimensão infinita AjQ, temos um complexo de cohomologia finito e 
.?Z8-graduado! 
6.2 Teoria topológica de campos 
Terminamos este capítulo discutindo brevemente esta mesma teoria apresentada agora como 
uma teoria topológica de campos [Na]. Utilizaremos assim uma notação e uma abordagem 
mais próximas das utilizadas em física. 
Como já mencionamos, a função de Chern-Simons 
f~(A) =-8~2 f tr (A 11 dA+ ~A 11 A 11 A) 
N 
não é gauge-invariante e sob a ação de uma mudança de gauge A ~--+ A9 transforma-se como 
Considerando um espaço-tempo lorentziano de dimensão 2 + 1 e definindo uma ação S 
por 
S = 2rrkf~, 
a exponencial da ação 
que é a quantidade relevante numa teoria de campos, é de fato gauge invariante. 
Além disso, segue imediatamente de (6.3) que 
dS(A) = -~F(A) 
2rr 
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ou seja, derivando a ação obtemos a curvatura. 
Construímos o harniltoniano pelo mesmo procedimento utilizado no capítulo 4: 
onde agora d age em A e dt = e-tfdéf, ti;= éfd*e-tf. 
Escrevendo d "em componentes" e utilizando notação de derivada funcional, Ht pode ser 
escrito [Na] como 
H,= l [ -tr ( 6~)'- t 2tr (a i\ dA a')- t 2 tr (F i\ •F)] (6.5) 
Notemos que Ht tem a mesma estrutura do caso onde a dimensão é finita: 
(i) O primeiro termo em (6.5) pode ser visto como um laplaciano no espaço de conexões 
(note também que para t =O, temos H=- f N tr (,~)'). 
(ü) O terceiro termo, que é o mais importante numa expressão assintótica de Ht, tem a 
mesma estrutura que seu análogo do capítulo 4 pois, pela nossa definição de produto interno 
-f tr (F i\ •F) = (F, F) = IIFII' 
N 
e como vimos em (6.3), F= -4-i'df. Assim,-f N tr (F i\ •F) = 16rr4 lldfll 2 e portanto 
H,= f -tr ( 6~ )'- 2t f tr (a i\ dA a')+ t2 16rr4 lldfll' 
N N 
( cf proposição 4.11). 
Continuemos com a analogia entre a situação atual e a teoria em dimensão finita. No 
capítulo 4, o hamiltoniano Ht é dado por 
onde O•(M) é o conjuto das p-formas em M. Ainda, pelo teorema 4.6: 
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isto é, a cohomologia de M é dada pelos estados fundamentais (auto-estados com energia 
mínima) do hamiltoniano H,I.,(M)· 
Voltando ao caso deste capítulo, onde o análogo de M é dado por A/9, podemos decom-
por Ht como 
onde cada laplaciano Ó..p age em A. Como Nash comenta em [Na], a teoria de Hodge então 
nos sugere que a cohomologia da variedade é dada pelos estados fundamentais do hamil-
toniano! Dessa forma, os grupos de cohomologia de Floer podem ser interpretados como 
os estados fundamentais do sistema quântico não relativístico cujo hamiltoniano é Ht. Uma 




Estudamos a teoria de Morse sob diferentes pontos de vista, culminando com uma introdução 
à cohomologia de Floer. 
Inicialmente utilizamos o enfoque tradicional em que, dada uma variedade M e uma 
função f : M --+ IR, dota-se M de uma métrica riemanniana e analisa-se a relação entre 
as linhas de gradiente de f e a topologia de M. Em seguida, demos uma demonstração 
alternativa das désigualdades de Morse via teoria do índice de Conley. Estabelecemos então 
um paralelo entre teoria de Morse e mecânica quãntica supersimétrica, associando o espaço 
de estados de um sistema mecânico-quântico ao espaço das formas diferenciais em M, onde 
as formas de grau par correspondem a b6sons e as de grau ímpar a férmions. O harniltoniano 
de tal sistema é dado pelo laplaciano deformado de Witten que, num certo limite, representa 
um conjunto de osciladores harmônicos centrados nos pontos críticos de f. Construímos 
então um complexo de cohomologia onde o operador de cobordo é constnúdn (à la Witten) 
considerando os instantons que tunela.m entre os mínimos do potencial, ou seja, entre os 
pontos críticos de f. Estudando o espectro de tal harniltoniano, obtivemos uma demonstração 
analftica das desigualdades de Morse. 
Tal construção motivou o estudo da cohomologia de Floer em variedades de dimensão 
finita onde, seguindo [Fl2], fo.rm.alizamos a construção de Witten tornando--a completamente 
independente de argumentos físicos. A seguir, consideramos a extensão de tal procedimento 
para variedades de dimensão infinita, abordando o caso em que a variedade é dada por um 
espaço de conexões sobre uma 3-esfera homológica e a função de Morse é dada pelo funcional 
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de Chern-Simons. Finalmente, apontamos para uma versão mais complexa da analogia com 
mecânica quã.ntica, agora entre teoria de Morse sobre variedades de dimensão infinita e teoria 
quântica de campos [Wi2]. 
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