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In this thesis, several data-based linear and adaptive control strategies have been 
developed using the Virtual Reference Feedback Tuning (VRFT) method and the 
Just-in-Time Learning (JITL) technique, respectively. The main contributions of this 
thesis are as follows. 
Firstly, by extending the VRFT design framework to the continuous time systems, 
its application to PID controller design leads to a direct PID design method using the 
process data available from open-loop tests. The PID parameters are obtained by 
solving an optimization problem formulated in the frequency domain without 
resorting to the availability of a process model.  
However, the application of the VRFT design framework to IMC design does not 
produce better control performance compared with the conventional IMC design. To 
improve the VRFT-based IMC design, the proposed one-step IMC design develops 
three correlation equations to obtain the parameters of IMC model and controller 
based on one key parameter obtained by the VRFT-based IMC design. In the 
proposed one-step IMC design method, the IMC model and controller are designed 
simultaneously, which is in a sharp contrast with the conventional IMC design that 
requires the availability of IMC model preceding the design of IMC controllers and 
the trial-and-error procedure for tuning of the IMC filter at the expense of 
considerable engineering efforts. 
Furthermore, an enhanced VRFT (EVRFT) method is proposed with its 
application to an adaptive PID controller design. In the EVRFT design, a second-
order reference model is employed instead of the first-order reference model 
commonly used in the literature. In addition, other than the update of reference 
 viii 
database, the parameter in the reference model is also updated at each sampling 
instance to further improve the resulting control performance.   
By incorporating the JITL technique into controller design, a self-tuning 
decentralized PID controller design method for multivariable system is developed. In 
this method, a set of linear models obtained by the JITL provides the information 
required to adjust the parameters of decentralized PID controller by an updating 
algorithm derived by the Lyapunov method such that the JITL's predicted tracking 
error converges asymptotically.  
Finally, a new adaptive PID controller design method is developed by utilizing the 
JITL technique directly, without resorting to the common use of JITL as an estimator 
for process dynamics. In the proposed design, the reference database is built by using 
the open-loop data and a closed-loop reference model, and the PID algorithm is 
treated as the local model by the JITL method. In this respect, the JITL method is 
employed to learn the mapping between the relevant inputs and desired outputs of the 
PID controller. Consequently, the PID parameters are updated online by virtue of 
adaptive nature of JITL technique by choosing the relevant dataset from the reference 
database according to the query data based on the current and past feedback errors.  
Simulation results are presented to demonstrate that the proposed control 
strategies give comparable or better performance than their respective conventional 
counterparts.  
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As one of the world’s most successful and important industries, process industries 
transform raw materials into various forms of products through a sequence of physical 
and chemical changes in process plants. As the nerve center of the plant, process 
control is important in the operation, design and development of a chemical plant by 
adjusting selected variables in the system to maintain desired conditions. As a result, 
process control research has been an area of growing importance over the past several 
decades. To face global economic competition, the objective of process control must 
achieve the requirements of product quality and profit, safety, environmental 
protection, and smooth operation profit simultaneously (Kano and Ogawa, 2010). 
With rapid advances in computer technology since the 1970’s, there is increasing 
interest in model-based control strategies that can take advantage of these 
computational resources. If a reasonably accurate process model is available, model-
based control method is advantageous. However, the process modeling is not a trivial 
task as most process dynamics are nonlinear and multivariable in nature, and the first-
principle models for these processes are generally complicated and time-consuming to 
obtain. Since the structure and complexity of the process models determine the 
complexity of the corresponding model-based controller, the model-based control 
system is often complex and sophisticated. 
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On the other end, hundreds or even thousands of variables, such as flow rate, 
temperature, pressure, levels and compositions are routinely measured and 
automatically recorded in historical databases for the purposes of process control, 
online optimization or monitoring. Despite the large quantities of data available in 
modern process control systems, the amount of online information on critical quality 
variables is usually rather low. Therefore, most chemical processes face a well-known 
problem, i.e., “data rich but information poor”. Thus how to extract relevant 
information from data to better understand process behavior becomes a significant 
research topic for chemical industries. To this end, data-based methods capable of 
extracting the information from the observed input/output data of the process for 
nonlinear process modeling become an attractive modeling alternative (Pearson, 1999; 
Nelles, 2001), for example Volterra series, artificial neural networks (ANN) and 
neuro-fuzzy model, or other various empirical models (Sjöberg et al., 1995; 
Aadaleesan et al., 2008). However, when dealing with large sets of data, this data-
based modeling method are less attractive because of the difficulties in the 
specification of the model structure, the complexity of the associated optimization 
problems, and the limitation in model updating online.   
To alleviate the aforementioned problems, Aha et al. (1991) developed instance-
based learning algorithms for modeling nonlinear systems. This approach is inspired 
by ideas from local modeling and machine learning field. Following Aha’s work, 
different variants of instance-based learning are developed, such as locally weighted 
learning (Atkeson et al., 1997a, 1997b), lazy learning (Aha, 1997; Bontempi et al., 
1999, 2001), model-on-demand (Braun et al., 2001; Hur et al., 2003), and Just-in-
Time Learning (JITL) (Cybenko, 1996; Bontempi et al., 1999, 2001; Cheng and Chiu, 
2004; Fujiwara et al., 2009; Ge and Song, 2010). 
Chapter 1 Introduction 
 3 
Compared to the traditional standard learning methods, JITL has no standard 
learning phase because it merely stores the data in the database and the models are 
built dynamically upon query.  Furthermore, JITL is only locally valid for the 
operating condition characterized by the current query data.  In this sense, JITL 
constructs local approximation of the dynamic systems, so a simple model structure 
can be chosen. In addition, JITL is inherently adaptive in nature, which is achieved by 
storing the online measured data into database (Bontempi et al., 2001). These 
motivate the proposed research to develop data-based control strategies using JITL 
based on the process data in this thesis. Although attempts had been made in this 
research direction, the previous control methods (Cheng and Chiu, 2008; Nuella et al., 
2009) are inadequate to address the convergence of tracking error. To overcome this 
problem, Kansha et al. (2008a) developed a self-tuning PID controller design based 
on JITL, and the controller updating algorithm is derived by the Lyapunov method to 
guarantee the convergence of tracking error. However, this method is restricted to 
single-input and single-output (SISO) systems. Therefore, one aim of the thesis is to 
extend the previous self-tuning PID design by Kansha et al. (2008a) to multi-input 
and multi-output (MIMO) systems.  
Moreover, in the previous JITL-based control strategies (Cheng and Chiu, 2008; 
Kansha et al., 2008a; Nuella et al., 2009), JITL is mainly used as a data-based 
modeling technique to provide the information of process dynamics by which the 
controller parameters are updated. Different from the previous work, a new JITL-
based adaptive PID controller design method is proposed in this thesis by using JITL 
technique directly to acquire the PID controller parameters. 
Except for the previous data-based control approaches using JITL, several model-
free or data-based controller design methods were developed in the literature. 
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Hjalmarsson et al. (1994) developed the earliest direct data-based controller design 
strategies, iterative feedback tuning method (IFT), in which the controller was 
designed directly based on the process input and output data without resorting to the 
identification of a process model. However, IFT may require considerable 
computational time to obtain a solution with the risk of being a local optimum, not to 
mention that its initialization is carried out by trial-and-error procedure. Spall and 
Cristion (1998) proposed a stochastic approach for adaptive control design using a 
function approximator (FA) to execute the action needed from the controller through 
the minimization of a cost function. However, the computational burden of this 
method is very demanding due to the fact that the iterations and the convergence of 
the trained parameters may not be guaranteed. To overcome this limitation, the virtual 
input direct design method (VID2, Guardabassi and Savaresi, 1997; Savaresi and 
Guardabassi, 1998) was proposed as the first direct controller design method without 
any gradient calculation. Campi et al. (2000) improved and reorganized the idea of 
VID2 and renamed the new method as the virtual reference feedback tuning (VRFT) 
method. The VRFT design and its variants share a common feature that controller 
parameters are obtained off-line by solving a quadratic optimization problem based on 
a set of process input and output data.  
However, the previous results on the VRFT methods were developed only for the 
discrete-time systems. This motivates our research to extend the VRFT design 
framework to the continuous time systems with specific aim to design PID and IMC 
controllers directly from the process data available from open-loop tests in this thesis.  
Furthermore, the applications of the previous VRFT methods are limited to linear 
processes. To extend its application to nonlinear processes, Kansha et al. (2008b) 
proposed an adaptive version of the VRFT (AVRFT) method. This method includes 
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the online update of the database and selection of relevant dataset to implement its 
adaptive nature. However, this method does not update the pre-specified reference 
model which may hinder the performance of resulting adaptive controller. Therefore, 
attempts will be made to develop an enhanced version of the VRFT (EVRFT) method 
to achieve better performance for nonlinear systems in this thesis.  
 
1.2 Contributions 
In this thesis, linear and adaptive controller design methods are developed from 
plant data using the VRFT method and JITL approach, respectively. The main 
contributions of this thesis are as follows. 
 
1.2.1 Controller design methods using the VRFT method 
(1) Direct data-based PID controller design 
A direct data-based PID controller design is developed from the process input and 
output data collected in an open-loop test, without resorting to the availability of a 
process model preceding the controller design and trial-and-error procedure 
necessitated in the IMC-based PID design. By extending the VRFT design to 
continuous time systems, the PID parameters are obtained by a least square solution 
formulated in the frequency domain. Furthermore, as the specification of closed-loop 
reference model is important for the proposed PID design, two reference models are 
investigated for the proposed design in this thesis. 
 
(2) One-step IMC design directly from plant data 
By extending the VRFT design framework to Internal Model Control (IMC) 
design, the resulting VRFT-based IMC design obtains the parameters of both IMC 
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model and controller from an optimization problem resulting from approximating the 
model reference problem formulated in the frequency domain. However, the 
performance of VRFT-based IMC design is not satisfactory based on the extensive 
simulation studies. To improve the VRFT-based IMC design, the proposed one-step 
IMC design develops three correlation equations to obtain the parameters of IMC 
model and controller based on one key parameter obtained by the VRFT-based IMC 
design.  
 
(3) Adaptive PID controller using enhanced VRFT (EVRFT) method 
An adaptive PID controller design method is developed as an application of the 
proposed EVRFT method, in which a second-order reference model is employed 
instead of the first-order reference model commonly used in the literature. In addition, 
other than the update of reference database, the parameter in the reference model is 
also updated at each sampling instance to further improve the resulting control 
performance.   
 
1.2.2 Controller design methods using the JITL technique 
(1) Self-tuning decentralized PID design for multivariable system 
A decentralized self-tuning PID design is developed for multivariable systems. In 
the proposed design, a set of linear models obtained by the JITL provides the 
information required to adjust the parameters of PID controller according to the 
updating algorithm derived based on the Lyapunov method such that the JITL’s 
predicted tracking error converges asymptotically. 
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(2) Adaptive PID design directly using the JITL technique 
An adaptive PID controller design method is developed by utilizing the JITL 
technique directly, without resorting to the common use of JITL as an estimator for 
process dynamics. In the proposed design, the reference database is built by using the 
open-loop data and a closed-loop reference model, and the PID algorithm is treated as 
the local model by the JITL method. In this respect, the JITL method is employed to 
learn the mapping between the relevant inputs and desired outputs of the PID 
controller. Consequently, the PID parameters are updated online by virtue of adaptive 
nature of JITL technique by choosing the relevant dataset from the reference database 
according to the query data based on the current and past feedback errors. 
 
1.3 Thesis organization 
This thesis is organized as follows. Chapter 2 comprises the literature review of 
data-based process modeling and control methods. By extending the VRFT to 
continuous time domain, the direct data-based PID controllers are designed using two 
reference models in Chapter 3 and 4, respectively, followed by the one-step IMC 
design developed in Chapter 5. Subsequently, an adaptive PID controller using 
EVRFT method for nonlinear process is proposed in Chapter 6. In Chapter 7, a self-
tuning decentralized PID controller design method for multivariable systems is 
developed by incorporating the JITL into decentralized PID controller design. Chapter 
8 develops an adaptive PID controller design by utilizing the JITL technique directly. 
Lastly, conclusions and future works are discussed in Chapter 9. 
 







This chapter reviews the research work in the field of data-based methods for 
process modeling and controller design. In the first part of the process modeling, Just-
in-Time Learning (JITL) modeling technique is highlighted because of its application 
in the proposed data-based controller strategies in this thesis. In the second part of the 
controller design, Virtual Reference Feedback Tuning (VRFT) method is emphasized 
as the direct data-based controller design. 
 
2.1 Data-based nonlinear process modeling  
Process models are undoubtedly important for controller design because the 
performance of many advanced control methods is based on the availability of 
reasonably accurate process models. Based on the knowledge of fundamental physical 
principles, first-principle models can be developed and these white-box models are 
appealing due to their clear and direct physical interpretation. However, most 
chemical processes are nonlinear and multivariable in nature. Consequently, first-
principle models for these processes are generally complicated and time-consuming to 
obtain, not to mention that they are unavailable at times due to the lack of detailed 
physicochemical knowledge. Furthermore, the resulting complicated model-based 
controller design makes the use of first-principle model in nonlinear control even less 
attractive. As an alternative, data-based methods can be applied to develop empirical 
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or semi-empirical models from process data, when little priori knowledge is available. 
Since empirical models are obtained from the measured input-output data of the 
system, they are often called black-box models because they generally lack any direct 
physical insight. Semi-empirical models are often called gray-box models, combining 
both empirical data and fundamental knowledge (Pearson, 1999).  
The data-based methods can be broadly classified into two groups according to the 
learning technique employed. The first one is standard-learning approach, which 
usually employs the following modeling building procedures: (1) collect data from 
process; (2) use different methodologies to determine the model structures and initial 
model parameters; and (3) fix the model parameters by optimization techniques 
(Nelles, 2001). The other data-based approach is Just-in-Time Learning (JITL) 
technique, which is attractive not only because of its prediction capability for 
nonlinear processes but also its inherently adaptive nature as compared with standard-
learning methods as mentioned above. The following subsections will discuss these 
two approaches for nonlinear process modeling. 
 
2.1.1 Standard-learning methods 
In standard-learning methods, nonlinear model structures include Hammerstein 
and Wiener models, Volterra models, neural networks (NNs), neuro-fuzzy models, 
and NARMAX (Nonlinear AutoRegressive Moving Average models with eXogenous 
input) models (Sjöberg et al. 1995), etc.  
These models had been shown as an effective technique for nonlinear dynamic 
modeling, especially for the NN models (Chen et al., 1990; Lu and Basar, 1998; Patra 
et al., 1999; Ibnkahla, 2002, 2003), because NN models have the capacity to 
approximate any nonlinear function to arbitrary degree of accuracy.  
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However, one fundamental limitation of these empirical models in standard-
learning methods is that it is difficult for them to be updated on-line when the process 
dynamics are moved away from the nominal operating space. In this situation, on-line 
adaptation of these models requires model update from scratch, namely both model 
structure (e.g. number of hidden neurons in the neural networks models and number 
of fuzzy rules in fuzzy models) and model parameters may need to be modified 
simultaneously. Evidently, this process is not only time-consuming but also 
interrupting the plant operation, if these models are used in controller design. To 
alleviate these problems, JITL provide an attractive alternative approach, which will 
be introduced in the next subsection. 
 
2.1.2 Just-in-Time Learning (JITL) 
Aha et al. (1991) developed instance-based learning algorithms for modeling 
nonlinear systems. This approach is inspired by ideas from local modeling and 
machine learning field. Subsequent to Aha’s work, different variants of instance-
based learning are developed, such as locally weighted learning (Atkeson et al., 1997a, 
1997b), lazy learning (Aha, 1997; Bontempi et al., 1999, 2001), model-on-demand 
(Braun et al., 2001; Hur et al., 2003), and JITL (Cybenko, 1996; Bontempi et al., 1999, 
2001), etc. 
Comparing to the traditional standard learning methods, JITL has no standard 
learning phase because it merely stores the data in the database and the models are 
built dynamically upon query. Furthermore, JITL is only locally valid for the 
operating condition characterized by the current query data.  In this sense, JITL 
constructs local approximation of the dynamic systems. Therefore, a simple model 
structure can be chosen, e.g. a low-order ARX model. In addition, JITL is inherently 
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adaptive in nature, which is achieved by storing the online measured data into 
database (Bontempi et al., 2001). There are three main steps in JITL to predict the 
model output corresponding to the query data: (1) relevant data samples in the 
database are searched to match the query data by some nearest neighborhood criterion; 
(2) a local model is built based on the relevant data; (3) model output is calculated 
based on this local model and the current query data. The local model is then 
discarded right after the answer is obtained. When the next query data comes, a new 
local model will be built repeatedly according to the aforementioned procedure. 










Figure 2.1 Comparison of JITL and standard-learning 
 
In the earlier work on JITL technique, only distance measures are used to evaluate 
similarity between two data samples. To enhance the predictive performance of JITL 
algorithm, Cheng and Chiu (2004) proposed an enhanced JITL algorithm, in which a 
new similarity measure by combining the conventional distance measure with 
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Despite of the good predictive performance of enhanced JITL for SISO systems, 
the adopted angle measure does not always describe the correlation among variables 
adequately because there are pairs of samples that are orthogonal to each other even 
when they exist on the same subspace. To circumvent this problem, a correlation-
based JITL (Co-JITL) method was proposed (Fujiwara et al., 2009). In Co-JITL, the 
data used for local modeling are selected on the basis of correlation instead of 
distance and angle metrics, and they are continuous dynamically in a relevant dataset. 
The difference of the similarity measure in selecting the data between the 
conventional JITL and Co-JITL is shown in Figure 2.2. In Chapters 7 and 8 of this 
thesis, Co-JITL will be incorporated in the proposed data-based controller designs. 
 




In the remaining of this section, the Co-JITL algorithm is introduced for ease of 
reference. As a simple low-order model is usually employed by the Co-JITL, without 
the loss of generality, consider the following second-order ARX (Auto-Regression 
with eXogeneous inputs) model: 
)1()2()1()(ˆ 121 −+−+−= kukykyky
kkk βαα  (2.1) 
                                                 
* With permission from the original author (Kano, M., 2011). 
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where yˆ (k) is the predicted output by the JITL at the k-th sampling time, )1( −ky  and 




2α  and 
k
1β are the model parameters at the k-th sampling time. Define regression 
vector for the ARX model given in Eq. (2.1) as 
kx  = [y(k − 1)   y(k − 2)    u(k − 1)] (2.2) 
To apply the Co-JITL technique, its database is initially constructed by using 
process input and output data obtained around the nominal operating condition in 
open-loop test. Subsequently, this database can be updated during its on-line 
application, and the new process data will be added to the database to improve its 
prediction accuracy for new operating region where the process data may not be 
available to construct the initial database for Co-JITL. 
Suppose that the present Co-JITL’s reference database Z  consists of n process 
data niii iy ~1])([ == xz . Given a query data qz , the objective of Co-JITL is to obtain 
the local ARX model of the nonlinear systems by focusing on the relevant region 
around the current operating condition. The first step is to select the relevant dataset 
from the database that resembles the query data. To do so, the database is divided into 
smaller datasets. The size of these smaller datasets is specified by the window length, 
W, such that the i-th dataset is denoted as TWiii ][ 1−+= zzZ  . 
The correlation similarity between the query data and the dataset is considered by 
Q  statistic, which is the distance between the query data and the subspace spanned by 
the principal components. Principal component analysis (PCA), which compresses 
datasets to lower dimensions in order to find linear combinations of variables that can 
best describe the important trends or patterns in the dataset, is used to compute Q . In 
PCA, for a data matrix Mn×ℜ∈X , the right singular matrix of X  provides the loading 
Chapter 2 Literature Review 
 14 
matrix pMp
×∈V , where the column space of pV  is the subspace spanned by principal 
components and M, n and p ( M≤ ) denote the number of variables, samples and 
principal components respectively. The score matrix pnp
×ℜ∈T  is a projection of X  
onto the subspace spanned by principal components. Before computing pT , the 
dataset, X , has been scaled appropriately such that all variables within the dataset 
will have a mean of zero.  
pp XVT =  (2.3) 




pp VXVVTX ==ˆ  (2.4) 
The errors due to the dimensional compression is written as 
)(ˆ TppVVIXXXE −=−=  (2.5) 








2)ˆ(  (2.6) 
where lx  denotes the l-th variable. Hence, a smaller Q  value indicates a smaller error 
and a higher correlation.  
The other important statistic used in Co-JITL is the 2T  statistic, which is also 
known as the Hotelling’s statistic. The 2T  statistic is used as the measure of the 
normalized distance from the origin in the subspace spanned by the principal 
components. A smaller 2T  static value will indicate that the query data lies closer to 

















σ  is the standard deviation of the r-th score, rt . 
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The Q  and 2T  statistics can be integrated into a single index for the dataset 
selection, which was proposed previously by Raich and Cinar (1996): 
2)1( TQJ κκ −+=  (2.8) 
where κ  is bounded between 0 and 1.  
The implementation of the Co-JITL modeling is summarized in the following: 
Step 1: When a new measured input-output query data kz ])([ kykx=  is 
available, the reference database is updated with the query data. To determine whether 
updating of the ARX model is required for the current sampling instance, the index J 
given in Eq. (2.8) is calculated using the query data and previous relevant dataset that 
was used to build the previous local ARX model; 
Step 2: If JJ ≤ , where J  is the threshold, the previous ARX model and relevant 
dataset remain unchanged. Otherwise, if JJ > , the relevant dataset is updated by Co-
JITL as follows: given the reference database ][ 21 nzzzZ = , the index iJ  for 
the i-th dataset TWiii ][ 1−+= zzZ   is calculated based on the current query data kz  
and iZ . The current relevant dataset is then updated by the dataset corresponding to 
the minimum iJ  and the corresponding local ARX model is chosen to be the current 
relevant dataset; 
Step 3: Set k = k + 1 and go to step 1. 
 
2.2 Controller design methods 
2.2.1 Model-based controller design methods 
The model-based controller design methods have been an active research topic in 
the last several decades. In what follows, the model-based PID design and Internal 
Model Control (IMC), which are relevant to the proposed research, are discussed. 
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(1) Model-based PID controller design 
Proportional-Integral-Derivative (PID) controllers are most widely used in the 
chemical process industries due to its advantage of simple control structure, ease of 
implementation, and robustness in operation. In PID controller design techniques, 
model-based PID controller design methods have been an active research topic in the 
last several decades. In these methods, a reasonably accurate process model is 
assumed to be available.  The low order empirical models, like first-order-plus-dead-
time (FOPDT) and second-order-plus-dead-time (SOPDT) models, are commonly 
used for this purpose because these models are easy to obtain and can approximate a 
wide range of chemical processes, for example Ziegler-Nichols continuous cycling 
method (Ziegler and Nichols, 1942), direct synthesis method (Chen and Seborg, 2002; 
Seborg et al., 2004), Internal Model Control (IMC) method (Garcia and Morari, 1982; 
Rivera et al., 1986; Morari and Zafiriou, 1989; Chien and Fruehauf, 1990; Lee et al., 
1998; Skogestad, 2003), and other techniques (Åström and Hägglund, 1995, 2006; 
Wang et al., 1997; Tan et al., 1999; Yu, 1999; Sung and Lee, 2000; Sung et al., 2002; 
Huang and Jeng, 2002, 2003; Huang et al., 2005; Toscano, 2005; Vilanova, 2008; 
Shamsuzzoha and Lee, 2008; Panda, 2008).  
There are two steps in the model-based PID designs: an empirical model of the 
process is identified first, which is subsequently used by a pre-specified tuning 
algorithm to design a PID controller. Generally speaking, there are two kinds of 
model-based PID design methods depending on whether the PID tuning algorithms 
have a tunable parameter. Both techniques have advantages and disadvantages. For 
example, in the absence of a tunable parameter, the advantage of direct model-based 
PID design methods is the straightforward controller design procedure using a 
specific chosen PID tuning algorithm and parameters of the assumed lower-order 
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models identified from the plant tests. Although these methods can give good PID 
design when the underlying process dynamics are reasonably described by the lower-
order models, the effectiveness of these methods would degrade for higher-order 
process dynamics owing to the inevitable modeling error.  
On the other end, when the PID tuning algorithms rely on a tunable parameter, 
better control performance can usually be achieved because the additional adjustable 
parameter can be tuned to deal with the performance trade-off caused by modeling 
error. However, the corresponding optimal tunable parameter is normally determined 
by trial-and-error procedure from the plant tests or simulated closed-loop tests 
requiring prior information of process dynamics, resulting in an iterative tuning 
procedure and at the expense of considerable engineering efforts. It was reported that 
the IMC-PID or λ-tuning methods are the most widely adopted tuning method among 
this class of model-based design method (Li et al., 2006). 
In this thesis, four mode-based PID controllers including the Connell-PID 
(O’Dwyer, 2006), Skogestad-PID (Skogestad, 2003), IMC-PID (Chien and Fruehauf, 
1990) and Maclaurin-PID (Lee et al., 1998) designs are used as the benchmark model-
based PID designs in relation to the proposed PID design in Chapter 3. The first two 
PID design methods belong to the first kind model-based PID design method. The 
Connell-PID design is based on a FOPDT model, which gives the best control 
performance among its class (i.e. without a tunable parameter) for almost all the 
processes considered in this thesis. In contrast, the Skogestad-PID design is based on 
a SOPDT model. But the IMC-PID and Maclaurin-PID design include one tunable 
parameter, and they are based on the FOPDT or SOPDT models. In what follows, the 
four benchmark model-based PID design methods are summarized: 
For processes approximated by a FOPDT model: 










)(  (2.9) 
The Connell-PID controller is given by  (O’Dwyer, 2006): 
θτθτ
θ
τ 4.0,6667.1,6.1 === DIc K
K  (2.10) 
The formulation of an IMC-PID controller augmented with a low-pass filter is as 











































K  (2.12) 
where λ  is the tuning parameter. 
In addition, the following gives the Maclaurin-PID design based on a FOPDT 
model (Lee et al., 1998): 























































































 += DIc K
K  (2.16) 










The IMC-PID design is given by (Chien and Fruehauf, 1990): 




















K  (2.18) 





























(2) Internal model control 
Internal Model Control (IMC) proposed by Garcia and Morari (1982) is a 
powerful controller design strategy for the open-loop stable dynamic systems due to 
two main reasons. Firstly, integral action is included implicitly by using the IMC two-
step design procedure; Secondly, plant and model mismatch can be addressed via the 
design of the IMC filter (Morari and Zafiriou, 1989).  
Similar to the model-based PID design, the IMC design requires an appropriate 
process model identified first prior to the controller design. However, conventional 
IMC design inherently requires an iterative procedure to determine a suitable process 
model to produce the best achievable control performance of the resulting IMC 
system, not to mention that the tuning of IMC filter is usually resorted to trial-and-
error procedure via on-line closed-loop tests or simulation studies using an accurate 
mathematical model of the process to be controlled. Therefore, IMC design requires 
considerable engineering effort to achieve desirable control performance. 
The block diagram of the IMC structure is shown in Figure 2.3, where )(sG  and 
)(sM  denote the open-loop stable process and IMC model, respectively. To design 
IMC controller Q(s) under perfect model condition (G(s) = M(s)), the IMC model is 
first factorized as follows (Morari and Zafiriou, 1989): 
)()()( sMsMsM −+=  (2.20) 
Chapter 2 Literature Review 
 20 
where +M  contains the non-minimum phase dynamics of the process, and −M  is the 
minimum-phase part of M . 
The IMC controller )(sQ  is designed by the following equation: 
)()()( 1 sfsMsQ −−=  (2.21) 
where )(sf  is the IMC filter with a steady-state gain of one, which is designed to 
make the IMC controller )(sQ  realizable and to meet the design tradeoff between the 









where λ  is the IMC filter time constant and fn  is a positive integer. 
 
 
Figure 2.3 Conventional IMC system 
 
2.2.2 Direct data-based controller design methods 
Different from the model-based controller design methods discussed above, 
designing controllers directly based on a set of measured process input and output 
data in one step is an attractive option for process control application. Such ’direct’ 
data-based design techniques are conceptually more natural than model-based designs 
where the controller is designed on the basis of an estimated model of the process, 










+ )(sY  
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class of controllers. However, despite the appeal of direct data-based design methods, 
very few genuine direct design techniques have been proposed in literature. 
Hjalmarsson et al. (1994) developed iterative feedback tuning (IFT) method with 
promising result for real application (Hjalmarsson et al. 1998). However, IFT may 
require considerable computational time to obtain a solution with a risk of being a 
local optimum in the proposed minimization problem, not to mention its dependence 
on the trial-and-error procedure for initialization. Furthermore, its computation needs 
unbiased estimates of some variables, which impose much more stringent 
requirements on the experiment. As a result, the experiment required for IFT is 
typically complicated. 
Spall and Cristion (1998) proposed a stochastic approach for adaptive control 
using a function approximator (FA) to calculate the action needed from the controller. 
FA can be a polynomial or an artificial neural network, whose parameters are updated 
repeatedly in accordance with the minimization of a cost function. However, since a 
plant model is not available, the gradient of this cost function has to be evaluated by 
simultaneous perturbation stochastic approximation instead of quadratic methods. 
Thus, the computational burden of this method is very high due to the iterations and 
the convergence of the trained parameters may not be guaranteed. 
To alleviate the aforementioned drawbacks, Campi and Lecchini (2000, 2002) 
proposed the virtual reference feedback tuning method (VRFT). VRFT stems from the 
idea of virtual input direct design (VID2) (Guardabassi and Savaresi, 1997; Savaresi 
and Guardabassi, 1998), but in a better-organized form. This methodology is simple 
and directly calculates the feedback controller parameters from the available process 
input and output data without the need of model identification. Under this tuning 
framework, only the specification of desired reference model is required. Nakamoto 
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(2005) extended this controller design technique to multivariable chemical process 
application. The family of VRFT methods is ‘one-shot’ design method in the sense 
that controller parameters are obtained off-line by solving a quadratic optimization 
problem based on a set of process input and output data without iteration.  
However, previous results on the VRFT methods were developed only for the 
discrete-time systems. This motivates our research to extend the VRFT design 
framework for the continuous time systems with specific aim to design controllers 
directly from the process data available from open-loop tests in this thesis. 
Moreover, the previous results on VRFT design are restricted to linear systems. In 
order to extend its application to nonlinear system, an adaptive version of the VRFT 
(AVRFT) method (Kansha et al., 2008b) is proposed to extend its application to 
nonlinear processes. In the AVRFT design, the offline database employed in the 
conventional VRFT design is continuously updated by adding the current process data 
into the database. Furthermore, PID parameters are determined by the VRFT design at 
each sampling instance using the relevant dataset selected from the current database 
based on k-nearest neighborhood criterion. However, the pre-specified reference 
model is not updated during AVRFT design which may hinder the performance of 
resulting adaptive controller. In order to achieve better performance for nonlinear 
systems, an enhanced VRFT (EVRFT) method will be developed by updating the 
parameters of reference model in this thesis. 
For ease of reference, the VRFT design framework is reviewed in the remainder 
of this section. The VRFT method approximately solves a model-reference problem in 
discrete time as depicted in Figure 2.4, where the reference model ( )1−zT  describes 
the desired behavior of the closed-loop system consisting of a linear time-invariant 
process ( )1−zG  and a parameterized controller ( )θ;1−zC  as shown in Figure 2.5. 
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Figure 2.4 Reference model 
 
Let us assume that ( )1−zG  is unknown and only a set of process input and output 
data, ( ){ } nkku ~1=  and ( ){ } nkky ~1= , have been collected from the experiment on the plant 
and that a reference model ( )1−zT  has been chosen. The design goal is to solve θ , a 
vector consisting of the controller parameters, such that the feedback control system 
in Figure 2.5 behaves as closely as possible to the pre-specified reference model 
( )1−zT . 
 
Figure 2.5 Feedback control system 
 
Given the measured output signal ( ){ } nkky ~1= , the corresponding reference signal 
( ){ } nkkr ~1~ =  in Figure 2.4 is obtained by 
( ) ( ) ( )1111~ −−−− = zyzTzr  (2.23) 
where ( )1~ −zr  and ( )1−zy  are the Z-transforms of discrete time signals ( ){ } nkkr ~1~ =  and 
( ){ } nkky ~1= , respectively. ( ){ } nkkr ~1~ =  is called ‘virtual’ reference signal because it does 
not exist in reality and in fact it was not used in the generation of ( )ky . However, it 
plays a pivotal role in the VRFT framework in that the fundamental idea of the VRFT 
framework is to treat ( ){ } nkky ~1=  as the desired output of the feedback system when 
the reference signal is specified by ( ){ } nkkr ~1~ = . As a consequence, given error signal 
( ) ( ) ( )kykrke −= ~ , the controller output ( )ku~  is calculated as: 
)( 1−zT  r
~  y 
)( 1−zr  + );( 1 θ−zC  )(
1−zu  )( 1−zG  )(
1−zy  )( 1−ze  
- 
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( ) ( ) ( ) ( ){ }1111 ~;~ −−−− −= zyzrzCzu θ  (2.24) 
where ( )1~ −zu  is the Z-transforms of discrete time signal ( ){ } nkku ~1~ = . 
It is noted that, even though the process dynamics ( )1−zG  is not known, the input 
signal and the corresponding output signal can be measured. When the error signal is 
given by ( )ke , a good controller generates ( )ku . The idea is then to search for 
( )θ;1−zC  whose output ( )ku~  matches ( )ku  as closely as possible. Hence, the 
controller design task reduces to the following minimization problem: 











θ  (2.25) 
If the controller is given by ( ) ( )θρθ 11; −− = zzC T  where ( )1−zρ  is a vector of 
discrete-time transfer function, it can be seen that Eq. (2.25) is quadratic in θ . 
Consequently, the controller parameter *θ  which minimizes Eq. (2.25) can be 
explicitly obtained by the classical least-square technique. As a result, the VRFT 
design framework effectively recasts the problem of designing a model-reference 
feedback controller into a standard system-identification problem. More detailed 
discussions on the VRFT can be found in Campi et al. (2000, 2002). 
 
2.2.3 Adaptive control 
Most chemical and biochemical processes exhibit nonlinear and multivariable 
behavior, however, controller design techniques are mostly based on linear control 
techniques to deal with such systems. The prevalence of linear control strategies is 
partly due to the fact that, over the normal operating region, many of the processes 
can be approximated by linear models, which can be obtained by the well-established 
identification methods and the available process input and output data. In addition, the 
theories for the stability analysis of linear control systems are quite well developed so 
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that linear control techniques are widely accepted. However, linear controllers usually 
may not perform well when applied to highly nonlinear systems or moderately 
nonlinear systems that operate over a wide range of conditions. So the adaptive 
control of nonlinear systems has received considerable interest in the past decades. 
System adaptation is the capability of a system’s adapting itself to the changes in 
its environment. System adaptations can be classified into three categories: passive 
adaptation, parametric adaptation and mission oriented adaptation (Tianfield, 2005). 
Research in adaptive control has a long and vigorous history. The development of 
adaptive control started in the 1950’s with the aim of developing adaptive flight 
control systems. With the progress of control theories and computer technology, 
various adaptive control methodologies were proposed for process control (Åstöm, 
1983; Seborg et al., 1986; Åstöm & Wittenmark, 1995). Most adaptive methodologies 
integrate a set of techniques for automatic adjustment of controller parameters in real 
time in order to achieve or to maintain a desired level of control performance when 
the dynamic characteristics of the process are unknown or vary in time. The diagram 
of adaptive control concept is depicted in Figure 2.6.  
 
 
Figure 2.6 Block diagram of adaptive control scheme 
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There are three main technologies for adaptive control: gain scheduling, model 
reference control, and self-tuning regulators. The purpose of these methods is to find a 
convenient way of changing the controller parameters in response to changes in the 
process dynamics. Gain scheduling is one of the earliest and most intuitive 
approaches for adaptive control. The idea is to find process variables that correlate 
well with the changes in process dynamics. It is then possible to compensate for 
process parameter variations by changing the parameters of the controller as function 
of the process variables. The advantage of gain scheduling is that the parameters can 
be changed quickly in response to changes in the process dynamics. It is convenient 
especially if the process dynamics is in a well-known fashion with a relatively few 
easily measurable variables. Gain scheduling can overcome nonlinear process 
characteristics through tailoring of controller gains over local operating conditions, 
which has been successfully applied to nonlinear control design in process industry 
(Åstöm & Wittenmark, 1995). However, as the open-loop compensation without 
feedback, gain scheduling is complicated because detailed process knowledge is 
necessary to define operating conditions and open-loop tests, in which the controller 
gain within each condition must be locally calibrated. A further major difficulty is that 
there is no straightforward approach to select the appropriate scheduling variables for 
most chemical processes.  
Model reference control is a class of direct self-tuners since no explicit estimate or 
identification of the process is made. The desired performance of the closed-loop 
system is specified through a reference model, and the adaptive system attempts to 
make the plant output match the reference model output asymptotically. The third 
class of adaptive control is self-tuning controller. The general strategy of this 
controller is to estimate model parameters online and then adjust the controller 
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settings based on current parameter estimate (Åstöm, 1983). In the self-tuning 
controller, at each sampling instant the parameters in an assumed dynamic model are 
estimated recursively from input-output data and controller settings are then updated. 
The whole control strategy can be divided into three steps: (i) information gathering 
of the present process behavior; (ii) control performance criterion optimization; (iii) 
adjustment of the controller parameters. The first step implies the continuous 
determination of the current process condition based on measurable process input and 
output data and appropriate modeling approaches selected to identify the model 
parameters. Various types of model identification can be distinguished depending on 
the information gathered and the method of estimation. The last two steps calculate 
the control loop performance and the decision as to how the controller will be 
adjusted or adapted. These characteristics make self-tuning controller very flexible 
with respect to its choice of controller design methodology and to the choice of 
process model identification (Seborg et al., 1986; Bobál et al., 2005). 
Since late 1980s, neural networks (NNs) have received much attention in the area 
of adaptive control. Perhaps the most significant work of the application of NNs in 
adaptive control is that of Narendra and Parthasarathy (1990) who investigated neural 
models in model reference adaptive control structures. Jin et al. (1994) used recurrent 
NNs to approximate the unknown nonlinear input-output relationship. Based on the 
dynamic neural model, an extension of the concept of the input-output linearization of 
discrete-time nonlinear systems is used to synthesize a control technique under model 
reference control framework. Braake et al. (1998) provided a nonlinear control 
methodology based on NN combined with feedback linearization technique to 
transform the nonlinear process into an equivalent linear system in order to simplify 
the controller design problem. Some researchers have constructed stable NNs for 
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adaptive control based on Lyapunov’s stability theory (Lewis et al., 1996; Polycarpou, 
1996; Ge et al., 2002a; Yu et al., 2007). One main advantage of these schemes is that 
the adaptive laws are derived based on the Lyapunov synthesis method and therefore 
guarantee the stability of the control systems. While neuro-control techniques are 
suited to control an unknown nonlinear dynamic process, it is generally difficult to 
present the control law in simple analytical form. Also, a nonlinear optimization 
routine is required to determine the control input, which may lead to the problems of 
large computational efforts and poor convergence. 
In contrast, as the most widely used controller in the process industries, PID 
controllers have the advantage of simple control structure, ease of implementation, 
and robustness in operation. Nevertheless, the conventional PID controller might be 
difficult to deal with highly nonlinear and time varying chemical processes. To 
improve the control performance, various adaptive PID controller designs have been 
developed in the literature. Riverol and Napolitano (2000) proposed an adaptive PID 
controller whose parameters are adjusted on-line by a NN. Altinten et al. (2004) 
applied the genetic algorithm to the optimal tuning of a PID controller on-line. 
Bisowarno et al. (2004) applied two adaptive PI control strategies for reactive 
distillation. Chen and Huang (2004) designed adaptive PID controller based on the 
instantaneous linearization of a NN model. Andrasik et al. (2004) made use of a 
hybrid model consisting of a NN and a simplified first-principle model to design a 
neural PID-like controller. Yamamoto and Shah (2004) developed an adaptive PID 
controller using recursive least squares for on-line identification of multivariable 
system. Xu et al. (2005) introduced a receding horizon optimization strategy to adjust 
PID parameters based on receding horizon window identification. Shahrokhi and 
Baghmisheh (2005) designed an adaptive IMC-PID controller based on the local 
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models estimated by the recursive least squares method to control a fixed-bed reactor. 
Similar approaches for adjusting PID controller parameters on-line were investigated 
based on the multiple linearized models obtained by factorization algorithm and lazy 
learning identification method at each sampling instant (Ho et al., 1999; Alpbaz et al., 
2006; Pan et al., 2007; Cheng and Chiu, 2008; Nuella et al., 2009).  
In these works, basically, the parameters of the process model are updated with 
respect to the current process condition and then PID parameters are computed by the 
corresponding adaptation algorithm and implemented. However, these adaptation 
algorithms employed in the previous results are inadequate to address the 
convergence of the predicted tracking error. To overcome this problem, Kansha et al. 
(2008a) developed a self-tuning PID controller design based on a set of linear models 
obtained by the enhanced JITL and a self-tuning PID algorithm derived by the 
Lyapunov method to guarantee the convergence of tracking error. However, this 
result is restricted to the single-input single-output (SISO) nonlinear systems. In this 
thesis, by incorporating the Co-JITL into controller design, one of the research 
objectives is to extend the self-tuning PID controller design method developed by 
Kansha et al. (2008a) to multivariable systems.  
Lastly, in the previous JITL-based adaptive controller design methods (Cheng and 
Chiu, 2008; Kansha et al., 2008a; Nuella et al., 2009), JITL is mainly used as a 
machinery to provide the model prediction by which the controller parameters are 
updated. In this thesis, an alternative JITL-based adaptive PID controller design 
method will be developed by utilizing the Co-JITL technique to obtain PID 
parameters directly without the use of Co-JITL as an estimator for process dynamics, 
which is required in the previous work. 





Direct Data-based PID Controller Design 
 
3.1 Introduction 
The model-based PID controller design methods have been an active research 
topic in the last several decades. As reviewed in Chapter 2, some important model-
based PID design methods are available in the literature, such as Ziegler-Nichols 
continuous cycling method (Ziegler and Nichols, 1942), direct synthesis method 
(Chen and Seborg, 2002; Seborg et al., 2004), Internal Model Control (IMC) method 
(Garcia and Morari, 1982; Rivera et al., 1986; Morari and Zafiriou, 1989; Chien and 
Fruehauf, 1990; Lee et al., 1998; Skogestad, 2003). According to whether the PID 
tuning algorithms have a tunable parameter, there are two kinds of model-based PID 
design methods. The first kind is the direct model-based PID design methods without 
resorting to a tunable parameter. The controller is designed by a specific chosen PID 
tuning algorithm and parameters of the assumed process models in a straightforward 
procedure. Although these methods can give good PID design when the underlying 
process dynamics are reasonably described by the lower-order models, the 
effectiveness of these methods would degrade for higher-order process dynamics 
owing to the inevitable modeling error. The second kind is the PID tuning algorithms 
based on a tunable parameter, such as the IMC-PID or λ-tuning methods, which are 
the most widely adopted tuning methods among this kind of model-based design 
methods (Li et al., 2006). Although better control performance can usually be 
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achieved because the additional adjustable parameter can be tuned to deal with the 
performance trade-off caused by modeling error, the corresponding optimal tunable 
parameter is normally determined by trial-and-error procedure from the plant tests or 
simulated closed-loop tests requiring prior information of process dynamics, resulting 
in an iterative tuning procedure and the expense of considerable engineering efforts.  
To alleviate the aforementioned drawbacks, using the Virtual Reference Feedback 
Tuning (VRFT) method (Guardabassi and Savaresi, 1997, 2000; Savaresi and 
Guardabassi, 1998; Campi et al., 2000; Kansha et al., 2008b), the PID controllers 
were designed directly based on a set of process input and output data without 
resorting to a process model. However, previous results on the VRFT methods were 
developed only for the discrete-time systems. This motivates our research to extend 
the VRFT design framework to continuous-time systems with the specific aim of 
designing PID controllers directly from the process data available from open-loop 
tests. Consequently, the proposed PID controllers can be designed without resorting to 
the availability of a process model and trial-and-error procedure necessitated in the 
second kind of model-based PID design methods. The optimization problem 
pertaining to the proposed design is derived and the associated design issues are 
addressed. A wide range of process dynamics is used to evaluate the proposed PID 
design and the benchmark model-based PID design methods. For direct model-based 
PID design methods, the Connell-PID (O’Dwyer, 2006) and Skogestad-PID 
(Skogestad, 2003) algorithms are considered, whereas the IMC-PID (Chien and 
Fruehauf, 1990) and Maclaurin-PID (Lee et al., 1998) designs are chosen as the 
benchmark model-based PID design methods having the tunable parameter.  
Extensive simulation results show that the proposed PID design not only 
outperforms the Connell-PID and Skogestad-PID designs, but also in most examples 
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gives better control performance than the best control performance achieved by the 
IMC-PID based on SOPDT design that has been tuned by trial and error in the 
simulated closed-loop tests involving a priori known process model, which is not 
required for the proposed PID design. On the other end, the proposed method gives 
comparable performance to the best control performance achieved by the IMC-PID 
based on FOPDT and Maclaurin-PID design that has been tuned by the same 
procedure of IMC-PID design. Therefore, the proposed method is able to retain the 
simple design procedure of direct model-based PID design methods while achieving 
comparable or better performance than the IMC-based PID design methods. 
Consequently, the proposed design is an attractive alternative to the model-based PID 
design methods and can thus be applied to design the initial PID parameters with good 
control performance.   
 
3.2 Direct data-based PID controller design 
Similar to the discrete-time VRFT design framework (Campi et al., 2000, 2002) 
given in Chapter 2, the proposed direct PID controller design approximately solves a 
model-reference problem in continuous time as depicted in Figure 3.1, where the 
output )(sY  is related to the set-point )(sR  through the desired reference model )(sT  
by:  
)()()( sRsTsY =  (3.1) 
 




Chapter 3 Direct Data-based PID Controller Design 
 33 
The controller design problem is to assign a reference model )(sT  that describes 
the desired servo response of a feedback control system consisting of a linear time-
invariant plant )(sG  and a PID controller )(sC  as shown in Figure 3.2.  
 
Figure 3.2 Feedback system 
 
Assuming that )(sG  is unknown and only a set of process input and output data, 
)(tu  and )(ty , are available from the open-loop test, the design goal of the proposed 
method is to obtain PID parameters such that the corresponding feedback control 
system in Figure 3.2 behaves as closely as possible to the pre-specified reference 
model. To this end, given the available output signal )(ty , the reference signal in 
Figure 3.1 is obtained from Eq. (3.1) as  
)()()( 1 sYsTsR −=  (3.2) 
where )(sY  is the Laplace Transform of )(ty  and )(sR  is called virtual reference 
signal because it does not actually exist. As )(sY  is considered as the desired output 
of the feedback system when the reference signal is specified by )(sR , the 
corresponding controller’s output is calculated as 













where cK  denotes the proportional gain, Iτ  is the integral time, and Dτ  is the 
derivative time.  
R(s) + 
- 
C(s) U(s) G(s) Y(s) 
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Substituting ωjs =  into Eq. (3.3), the following equation lays the foundation for 





























It is noted that, even though the process model is not known, when the process is 
subject to the measured input signal )(tu , it generates )(ty , i.e., the corresponding 
output signal available for the proposed PID design. Therefore, a good controller 
generates )(tu  or it’s Laplace Transform )(sU  for that matter when the error signal is 
given by )()( sYsR − . Since )(sU  is known, the controller design problem is 
equivalent to minimizing the difference between )(ˆ ωjU  given in Eq. (3.4) and 






where θ  is the tuning parameter in reference model )(sT , which will be discussed in 
the ensuing development, and 
[ ]TnjUjUjU )()()( 110 −= ωωω Φ  (3.8) 
[ ]TnjUjUjU )(ˆ)(ˆ)(ˆˆ 110 −= ωωω Φ  (3.9) 













































































To solve Eq. (3.7), frequency responses of )(ωU  and )(ωY  are obtained using the 
Discrete Fourier Transform (DFT) of process input and output data collected from a 
pulse input test. Our simulation experience shows that the proposed design method is 
insensitive to the different pulse signals used in the open-loop tests. To compute the 
DFT of a function )(tf , which is non-zero only in a finite interval of time, that is, 
0)( =siTf  for ni ≥  and sT  denotes the sampling time, then the DFT of )( skTf  is 












siekTfTF ωω 1,,1,0 −= ni   (3.11) 








ωω  and maxω  denotes the upper bound of the frequency 
range for the DFT computation. Discussion concerning the specification of maxω  will 
be provided in the next subsection.  

































where Re(A) and Im(A) denote the real matrix (or vector) with elements being the 
real and imaginary parts of a complex matrix (or vector) A, respectively.  
For a given θ , Eq. (3.12) is solved by the least-square method as: 
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( ) ΦΨΨΨW ~~~~)( 1 TT −=θ  (3.14) 
In the proposed design, by searching the smallest )(θJ  in the specified range of θ , 
say )( *θJ , its corresponding solution )( *θW  is used to obtain the PID parameters. 
 
3.2.1 Specification of )(sT  and maxω   













In the model-based PID design, θτ 5.0=  and 707.021 ==ξ  were used by Wang 
et al. (1997). In the proposed direct data-based PID design, however, θτ 5.0=  and  
0.1=ξ  or 9.0=ξ  are shown to give better control performance for numerous process 
dynamics studies, which will be illustrated in the next section. 
Since τ  is the function of θ  and ξ  is fixed to be 0.9 or 1, it is clear from Eq. 
(3.15) that the minimization problem in Eq. (3.12) is implicitly dependent on θ . As θ  
is related to the apparent time-delay of the process, a reasonable choice for the pre-
specified range of θ  should cover the apparent time-delay of the process, which is 
available from open-loop experiment or a priori process knowledge. 
Next, the frequency range specified for the DFT in Eq. (3.12) is addressed. When 
maxω  is fixed, we can select a sufficiently large n  to represent process frequency 
response with better resolution. On the other end, because maxω  is closely related to 
the controller design, it is logical to specify maxω  as the bandwidth frequency of the 
feedback system, bω , which is the frequency where amplitude ratio of the 
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=  crosses 21  from above 
(Skogestad and Postlethwaite, 1996). However, since process model and controller 
are unknown, the information of bω  is not available prior to controller design. The 
only way to evaluate 21)( =ωjH  is by the reference model. For each θ , bω  is 























In summary, the implementation of the proposed PID controller design method is 
described as follows: 
Step 1: Give the process data )(tu  and )(ty  obtained from an open-loop test and a 
pre-specified range of θ ; 
Step 2: Solve the minimization problem given in Eq. (3.12) by iteration and for 
each chosen θ , let θτ 5.0=  and the corresponding bω  is calculated by Eq. (3.17) and 
set =maxω bω ;  
Step 3: Calculate the frequency responses of U  and Y  in the frequency range 
[ ]bω0  by applying the DFT to the process data collected in step 1; 
Step 4: Repeat step 2 and step 3 to obtain the smallest )(θJ  in the specified range 
of θ , i.e., )( *θJ , and the corresponding )( *θW  is used to calculate the PID 
parameters. 
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3.3 Examples and results 
3.3.1 Linear processes 










. To proceed with 
the proposed PID design, a pulse input is used to generate the process output )(ty  as 
shown in Figure 3.3.  
 
Figure 3.3 Input and output data used for the proposed PID design 
 
With the specified range of θ = [6 15], the optimal solutions obtained for ξ  = 
0.707, 0.9, and 1 are =*θ 8.68 and [ ]75.1069.058.0=W ; =*θ 8.86 and 
[ ]34.106.050.0=W ; =*θ 8.93 and [ ]20.1057.046.0=W , respectively. The 
corresponding PID controllers and their respective performance for a unit step change 
in the set-point as measured by the integral of the absolute value of the error (IAE) are 
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given in Table 3.1. It is clear from Figure 3.4 that the proposed design with 9.0=ξ  
and 1=ξ  give better performance than the design using 707.0=ξ . 




cK  Iτ  Dτ  
Proposed design with ξ  = 0.707 0.58 8.47 3.01 19.01 
Proposed design with ξ  = 0.9 0.50 8.29 2.70 18.85 
Proposed design with ξ  = 1 0.46 8.19 2.60 18.95 
Connell-PID (FOPDT) 0.47 21.05 5.05 37.67 
Skogestad-PID (SOPDT)  0.24 5.24 1.31 23.46 
IMC-PID (FOPDT) withλ  = 11.2 0.57 10.05 2.35 18.60 
IMC-PID (SOPDT) with λ  = 7.98 0.27 5.20 1.28 23.28 
Maclaurin-PID (FOPDT) with λ  = 3.0 0.56 8.84 2.67 18.70 
Maclaurin-PID (SOPDT) with λ  = 2.17 0.58 8.83 2.75 18.77 
 
 
Figure 3.4 Servo response of the proposed PID design for )(1 sG  
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Because Eq. (3.17) plays an important role in the proposed direct PID design, it is 
of interest to verify whether bω  obtained from Eq. (3.17) provides a good estimate of 
the actual value of bω , say 
*
bω , for the resulting feedback system. In this example, 
bω = 0.230, 0.168, 0.144 are calculated corresponding to ξ  = 0.707, 0.9 and 1, 
respectively, in the proposed PID design. The actual *bω  is obtained after the 
















The actual value of *bω  are 0.228, 0.172, and 0.148 for ξ  = 0.707, 0.9, and 1 
respectively, which gives 0.87%, 2.38% and 2.78% approximation error compared 
with their corresponding estimated value bω . This shows that Eq. (3.17) provides a 
good estimate of *bω  for the proposed design. 
For comparison purpose, four model-based PID controllers discussed in Chapter 2 
are designed based on the following first-order plus time-delay (FOPDT) and second-












=  (3.20) 
In the four model-based PID designs, Connell-PID (O’Dwyer, 2006) based on 
)(1 sM  and Skogestad-PID (Skogestad, 2003) based on )(2 sM  are the direct PID 
design method without tunable parameter. The other two model-based PID design 
methods are the IMC-PID (Chien and Fruehauf, 1990) and Maclaurin-PID (Lee et al., 
1998) algorithms having λ  as a tunable parameter. As the resulting control 
performance obtained by these two design methods vary with the selected value of λ , 
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the adjustable parameter λ  is tuned by trial and error via simulation studies assuming 
that process model )(1 sG  is known a priori. The optimal λ  is thus determined by 
giving the best control performance as measured by the IAE. Table 3.1 summarizes 
the model-based PID controllers designed for )(1 sG  together with the optimal values 
of λ , if applicable.  
 
Figure 3.5 Step response of )(1 sG  and the models 
 
Figure 3.6 compares the servo performance of the proposed PID design with 
9.0=ξ  and the model-based PID controllers. It is evident that the proposed design 
with 9.0=ξ  outperforms the Connell-PID, Skogestad-PID, and IMC-PID designs 
based on )(2 sM , leading to the respective reductions of IAE by 49.96%, 19.65% and 
19.03%. In contrast, the proposed design is comparable to the Maclaurin-PID designs 
and IMC-PID design based on )(1 sM . Nevertheless, it is worthwhile pointing out 
again that the IMC-PID and Maclaurin-PID are obtained through on-line closed-loop 
experiments via trial-and-error procedure, which may demand considerable 
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engineering effort and causes concerns for plant operation. In comparison, the 
proposed PID design obtains PID parameter in a direct manner by using the process 
data collected from the off-line experiment. 
 
Figure 3.6 Servo response of the proposed PID design with 9.0=ξ  and model-based 
PID designs using FOPDT (top) and SOPDT (bottom) models for )(1 sG  
 
Next, the sensitivity of the proposed PID design method to the effect of process 
noise is investigated. Figure 3.7 shows the process input and output data under %5±  
Gaussian white noises, which are now used in the proposed PID design. By using the 





















1146.0)(* , ξ =0.9 











1141.0)(* , ξ =1 
 
Figure 3.7 Input and output data used for the proposed PID design (with noise) 
 
Compared with the settings of PID controller parameters obtained under noise-
free condition (see Table 3.1), no dramatic change in the PID parameters is seen, 
which illustrates the robustness of the proposed direct data-based PID design method. 
The control performance of this controller is illustrated in Figure 3.8.  
Besides the process )(1 sG  studied above, the proposed PID design method is 
applied to other processes exhibiting a wide range of process dynamics (Huang and 
Jeng, 2003; Huang et al., 2005), such as zero dynamics ( )(6 sG , )(10 sG ), under-
damped dynamics ( )(5 sG , )(7 sG ) and higher-order dynamics ( )(2 sG , )(11 sG ), which 
are given in Table 3.2.  
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Table 3.2 Process transfer functions 

























































































Figure 3.8 Servo response of the proposed PID design for )(1 sG  (with noise) 
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The PID controllers designed by the proposed method with different values of ξ  
and their IAEs for servo response are summarized in Table 3.3. The control 
performance of the proposed PID design is compared in Figure 3.9. It is seen that the 
proposed PID design with 1=ξ  is better than the other two proposed PID designs 
with 707.0=ξ  and 9.0=ξ  for the processes 4G , 5G , and 7G  to 11G , while the 
proposed PID design with 9.0=ξ  gives the best performance for the remaining three 
processes. Therefore, the value of ξ  is recommended between 0.9 and 1 for the 
proposed PID design.  
The PID controllers designed by the model-based PID designs and their IAEs for 
servo response are summarized in Tables 3.4 and 3.5. For illustration, the proposed 
PID design with 1=ξ  is compared with the model-based controller designs in Figures 
3.10 and 3.11. As can be seen, the proposed design outperforms the Connell-PID 
design except for 6G  and 8G , and gives better performance than the Skogestad-PID 
controller for all the processes. Furthermore, the proposed controller design provides 
better performance than the IMC-PID design based on SOPDT for the processes 2G , 
3G , 4G , 8G  to 11G . For 5G , the proposed design gives better performance than IMC-
PID and Maclaurin-PID based on FOPDT. For 7G , the proposed design has better 
performance than Maclaurin-PID and IMC-PID based on FOPDT. For 6G , the 
proposed design has slightly inferior performance than IMC-PID and Maclaurin-PID. 
Again, the PID parameters of the IMC-PID and Maclaurin-PID designs have been 
obtained by optimizing the tunable parameter λ  in the simulated closed-loop tests for 
set-point change involving the actual process dynamics 2G  to 11G , which is not 
required for the proposed design method. 
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Table 3.3 Proposed PID design for )(2 sG  to )(11 sG  
Process ξ  
PID parameters 
IAE 
cK  Iτ  Dτ  
2G  
0.707 0.57 10.50 3.89 24.06 
0.9 0.49 10.31 3.49 23.79 
1 0.46 10.20 3.36 23.86 
3G  
0.707 2.06 11.59 2.12 9.30 
0.9 1.82 11.82 1.90 9.29 
1 1.73 11.85 1.85 9.34 
4G  
0.707 0.84 3.92 1.57 7.07 
0.9 0.74 3.96 1.39 6.96 
1 0.70 3.96 1.33 6.95 
5G  
0.707 0.69 3.88 1.97 8.52 
0.9 0.60 3.91 1.74 8.37 
1 0.56 3.90 1.66 8.34 
6G  
0.707 1.85 3.27 1.18 3.60 
0.9 1.64 3.40 1.06 3.58 
1 1.55 3.43 1.02 3.58 
7G  
0.707 0.54 2.55 4.19 9.89 
0.9 0.48 2.64 3.80 9.63 
1 0.45 2.66 3.66 9.58 
8G  
0.707 1.47 7.91 3.23 10.34 
0.9 1.31 8.20 2.86 10.22 
1 1.23 8.29 2.72 10.20 
9G  
0.707 1.19 5.79 2.47 8.67 
0.9 1.05 5.97 2.18 8.52 
1 1.00 6.01 2.08 8.50 
10G  
0.707 1.36 3.08 1.13 4.04 
0.9 1.20 3.18 1.00 4.00 
1 1.13 3.20 0.96 3.99 
11G  
0.707 0.88 48.68 20.64 86.74 
0.9 0.78 49.48 18.35 85.26 
1 0.74 49.62 17.58 84.96 
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Figure 3.9 Servo response of the proposed PID design for )(2 sG  to )(11 sG  
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Figure 3.10 Servo response of the proposed PID design with 1=ξ  and model-based 
PID designs using FOPDT models for )(2 sG  to )(11 sG  
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Figure 3.11 Servo response of the proposed PID design with 1=ξ  and model-based 
PID designs using SOPDT models for )(2 sG  to )(11 sG  
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cK  Iτ  Dτ  cK  Iτ  Dτ  
2G  
FOPDT 0.56 12.46 2.81 23.68 0.55 11.01 3.40 23.62 
SOPDT 0.25 6.05 1.48 29.93 0.56 10.99 3.45 23.70 
3G  
FOPDT 2.60 12.50 2.06 8.87 2.40 12.50 2.24 8.88 
SOPDT 1.40 10.44 0.51 10.18 2.18 12.31 2.06 8.97 
4G  
FOPDT 0.72 4.47 1.12 6.74 0.86 4.29 1.35 6.82 
SOPDT 0.48 3.08 0.75 7.95 0.85 4.24 1.36 6.83 
5G  
FOPDT 0.60 4.66 1.12 8.42 0.62 4.17 1.27 8.55 
SOPDT 0.43 3.21 1.46 9.14 0.64 4.10 1.67 8.29 
6G  
FOPDT 1.95 3.49 0.78 3.43 1.43 3.46 0.90 3.57 
SOPDT 2.13 3.34 0.83 3.45 2.40 3.75 1.10 3.28 
7G  
FOPDT 0.43 4.22 0.98 10.59 0.30 2.98 0.58 10.90 
SOPDT 0.30 2.46 3.68 9.48 0.53 2.95 3.29 9.65 
8G  
FOPDT 1.22 8.70 2.05 9.88 1.30 8.69 2.47 9.86 
SOPDT 1.04 7.49 1.84 10.82 2.10 9.43 3.11 9.38 
9G  
FOPDT 0.93 6.43 1.58 8.25 1.15 6.42 1.98 8.15 
SOPDT 0.72 5.13 1.26 9.34 1.41 6.68 2.20 8.05 
10G  
FOPDT 1.24 3.35 0.80 3.85 1.29 3.35 0.96 3.87 
SOPDT 1.08 2.98 0.72 4.13 1.63 3.49 1.05 3.77 
11G  
FOPDT 0.74 55.46 13.86 82.71 0.94 54.74 18.07 82.99 
SOPDT 0.48 38.38 9.41 97.2798 0.90 53.54 17.48 83.24 
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cK  Iτ  Dτ  cK  Iτ  Dτ  
2G  0.42 27.28 6.55 51.60 0.21 6.07 1.52 30.87 
3G  3.04 8.68 2.08 10.28 1.50 11.25 1.19 9.68 
4G  0.76 7.61 1.83 9.71 0.44 3.10 0.77 7.98 
5G  0.54 9.28 2.23 15.10 0.30 2.78 0.69 9.82 
6G  1.56 3.95 0.95 3.33 1.41 3.33 0.82 3.62 
7G  0.46 8.97 2.15 17.43 0.26 2.32 0.58 11.35 
8G  1.29 11.06 2.65 8.89 0.92 7.55 1.89 10.84 
9G  1.04 9.29 2.23 8.89 0.67 5.16 1.29 9.33 
10G  1.27 4.32 1.04 3.49 0.96 2.98 0.72 4.15 




3.3.2 Nonlinear process 
Consider an isothermal free-radical polymerization of methyl methacrylate (MMA) 
that takes place in a jacket CSTR using azo-bis-isobutyronitrile (AIBN) as initiator 
and toluene as solvent. The control objective is to regulate the product number 
average molecular weight (NAMW) by manipulating the flow rate of the initiator 
( IF ). The dynamics of the reactor can be described by the following equations (Doyle 
et al., 1995): 
 




























































CkfP . The model parameters and steady-state operation 
condition are given in Tables 3.6 and 3.7 respectively. 
Table 3.6 Model parameters for polymerization reactor 
=
cT
k 10103281.1 ×   h)/(kmolm3  =F 1.00  /hm3  
=
dT
k 11100930.1 ×   h)/(kmolm3   =V  0.1  3m  
=Ik
1100225.1 −×   L/h  =
inI
C 8.0  3kmol/m  
=pk
6104952.2 ×    h)/(kmolm3  12.100=mM  
 =mfk
3104522.2 ×    h)/(kmolm3  =
inm
C 6.0  3kmol/m  
=*f 0.58 
 
Table 3.7 Steady-state operating condition of polymerization reactor 
=mC 5.506774    
3kmol/m  =1D 49.38182  
3kmol/m  
=IC 0.132906    
3kmol/m  == IFu 0.016783  /hm
3  
=0D 0.0019752  
3kmol/m  5.25000/ 01 == DDy  kg/kmol 
 
To proceed with the proposed PID design, multiple step changes around the 
nominal value of process input IF  are introduced. Both process input and output data 
are corrupted by 5% Gaussian white noise as shown in Figure 3.12.  
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uU , and the specified range of θ  is chosen as [0.00 0.06], the optimal 
solutions obtained for the proposed design are given by *θ = 0.048, 
[ ]038.081.2988.4 −−−=W ; *θ = 0.0396, [ ]07.049.3246.5 −−−=W ; *θ = 
0.0406, [ ]107.033.3025.5 −−−=W  for ξ  = 0.707, 0.9 and 1, respectively. The 






























1125.5)(3 , ξ  = 1 
 
Figure 3.12 Input and output data used for the proposed PID design 
(polymerization reactor) 
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Figure 3.13 shows the servo performance of the proposed PID controllers with 
various values of ξ . It is shown that the proposed PID controllers with ξ  = 0.9 and 
1=ξ  give the better performance than those with ξ  = 0.707. 
Since IMC-PID and Maclaurin-PID designs give better performance than those of 
Connell-PID and Skogestad-PID for the linear processes, both of them are used as the 
benchmark model-based PID design for this nonlinear process. Table 3.8 summarizes 









−  (3.24) 
 
  
Figure 3.13 Servo response of the proposed PID design (polymerization reactor) 
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Table 3.8 PID controllers obtained by various design methods for polymerization 
reactor example 
Design methods 
PID parameters IAE 







Proposed design with ξ  = 0.707 -4.88 0.16 0.008 402.1 408.4 
Proposed design with ξ  = 0.9 -5.46 0.17 0.013 380.0 392.9 
Proposed design with ξ  = 1 -5.25 0.17 0.020 376. 5 400.1 
IMC-PID (SOPDT) with λ  = 0.01 -6.06 0.16 0.03 369.22 396.55 
Maclaurin-PID (SOPDT) with λ  = 0.01 -5.72 0.17 0.042 372.25 409.62 
 
Figure 3.14 compares the servo performance of the proposed PID design using 
1=ξ  with the model-based PID controllers. It can be seen that the proposed PID 
controller provides comparable control performance with those obtained by the IMC-
PID controllers and the Maclaurin-PID designs based on the SOPDT model. Lastly, it 
is noted that both the IMC-PID and Maclaurin-PID controllers are tuned via trial-and-
error procedure using the actual process model Eq. (3.22) in the simulation study to 
achieve their respective best servo response. In contrast, the proposed design obtains 




In this chapter, a systematic one-step procedure is developed to design PID 
controller directly based on the process data collected from an open-loop experiment. 
This is in a sharp contrast with the IMC-based PID design methods that require trial 
and error procedure to determine the optimal tunable parameter λ  from simulation 
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studies requiring prior information of process dynamics or plant tests, which demand 
considerable engineering efforts. In the proposed PID design, the value of ξ  in the 
reference model is recommended between 0.9 and 1. Extensive simulation results 
show that the proposed PID design provides better or comparable control performance 
compared to the four model-based PID design methods, i.e. Connell-PID, Skogestad-
PID, IMC-PID, and Maclaurin-PID designs. Therefore, the proposed design is able to 
retain the simple design procedure of direct model-based PID design methods while 
achieving comparable or better performance than the IMC-based PID design methods. 
Consequently, the proposed design is an attractive alternative to the model-based PID 
design methods.  
 
Figure 3.14 Servo response of the proposed PID design with ξ  = 1 and  
model-based PID (polymerization reactor) 





Alternative Direct PID Design Using L(s) 
 
4.1 Introduction 
In Chapter 3, the VRFT design framework was extended to the continuous time 
systems and a direct data-based PID design method was proposed without the need of 
a process model and trial-and-error procedure necessitated in the model-based PID 
design methods. As the proposed PID design is intimately related to the reference 
model that specifies the ideal servo response, this chapter aims to investigate the 
effect of reference model on the proposed direct data-based PID design. The new 
reference model considered in this chapter is given in terms of the desired loop 
transfer function L(s) proposed by Huang and Jeng (2002). The corresponding PID 
controller design procedure is discussed and the comparison with its counterpart using 
)(sT  is made based on various process models studied in Chapter 3. The results show 
that the proposed PID design using )(sL  gives comparable control performance with 
that using the reference model )(sT  in Chapter 3. 
 
4.2 Proposed PID design using L(s) 






=  (4.1) 
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where )(sL  is the desired loop transfer function. 
Using the continuous-time VRFT design framework described in the Chapter 3, 








=  (4.2) 
 
Figure 4.1 Reference model 
Following the design procedure discussed in Chapter 3, given the available output 
signal )(ty , the reference signal in Figure 4.1 is obtained as  
( ) )()(1)( 1 sYsLsR −+=  (4.3) 
















where cK  denotes the proportional gain, Iτ  is the integral time, and Dτ  is the 
derivative time.  












)()()( 1 ωωω jYjLj −=Ω  (4.6) 
)(sR  
L(s) Y(s) + 
- 


















The controller design problem reduces to minimize the difference between )(ˆ ωjU  






where θ  is the tuning parameter in reference model )(sL , which will be discussed in 
the ensuing development, and 
[ ]TnjUjUjU )()()( 110 −= ωωω Φ  (4.9) 





















































































are obtained using the DFT of process input and output data as discussed in Chapter 3. 
The frequency maxω  is the upper bound of the frequency range for the DFT 
computation, which will be discussed in the next subsection. 
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where Re(A) and Im(A) denote the real matrix (or vector) with elements being the 
real and imaginary parts of a complex matrix (or vector) A, respectively.  
For a given θ , Eq. (4.12) is solved by the least-square method as: 
( ) ΦΨΨΨW ~~~~)( 1 TT −=θ  (4.14) 
In the proposed design, by searching the smallest )(θJ  in the specified range of θ , 
say )( *θJ , its corresponding solution )( *θW  is used to obtain the PID parameters. 
 
4.2.1 Specification of )(sL  and maxω   
In this chapter, the following desired loop transfer function )(sL  is considered 





θ −+= )47.01(76.0)(  (4.15) 
Similar to Chapter 3, the minimization problem in Eq. (4.12) is implicitly 
dependent on θ . As θ  is related to the apparent time-delay of the process, a 
reasonable choice for the pre-specified range of θ  should cover the apparent time-
delay of the process, which is available from open-loop experiment or a priori process 
knowledge. 
Next, the frequency range for the DFT in Eq. (4.12) is specified by maxω , which is 
defined as the bandwidth frequency of the feedback system, bω , for the same reason 
explained in Chapter 3. Thus, using the reference model, for each θ , bω  is obtained 










Define ss θ=ˆ  and let ωˆˆ js = , Eq. (4.16) reduces to 
















The solution bωˆ  for Eq. (4.17) is obtained numerically as illustrated in Figure 4.2, 




== bb  (4.18) 
 
Figure 4.2 Solution of bωˆ  for Eq. (4.17)  
 
Although bω  obtained from Eq. (4.18) is an approximation to the actual value of 
bω , which is impossible to obtain prior to controller design, our extensive simulation 
studies show that the resulting approximation error is quite small in general, which 
will be illustrated in the next section. 
In summary, the implementation of the proposed PID controller design method is 
described as follows: 
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Step 1: Give the process data )(tu  and )(ty  obtained from an open-loop test and a 
pre-specified range of θ ; 
Step 2: Solve the minimization problem given in Eq. (4.12) by iteration and for 
each chosen θ , the corresponding bω  is calculated by Eq. (4.18) and let =maxω bω ;  
Step 3: Calculate the frequency responses of U  and Y  in the frequency range 
[ ]bω0  by applying the DFT to the process data collected in step 1; 
Step 4: Repeat step 2 and step 3 to obtain the smallest )(θJ  in the specified range 
of θ , i.e., )( *θJ , and the corresponding )( *θW  is used to calculate the PID 
parameters. 
 
4.3 Examples and results 
4.3.1 Linear processes 











. By using the same input and output data shown in Figure 
3.3 and the same specified range of θ = [6 15], the optimal solution =*θ 11.87 and 











1163.0)(1  (4.19) 
For comparison purpose, Figure 4.3 compares the servo performance of the 
proposed PID design using )(sL  and the reference model )(sT  with 9.0=ξ  and 
1=ξ . Table 4.1 summarizes the PID parameters and IAEs of the proposed PID 
design using two reference models. Although the proposed design using L(s) gives 
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faster performance than those based on the reference model )(sT , the former gives 
larger overshoot and more oscillatory response. As a result, the control performance 
of these three controllers is comparable as evident from their IAEs.  
In this example, bω = 0.247 is calculated by Eq. (4.18) corresponding to the 
optimal solution *θ =11.87. In comparison, the actual *bω  = 0.246 is obtained when 
both process model )(1 sG  and controller )(1 sC  are known precisely, which shows 
that Eq. (4.18) provides reasonable accurate estimate for *bω . 
 
Figure 4.3 Servo response of the proposed PID designs for )(1 sG  
 




cK  Iτ  Dτ  
))(1()( sLsL +  0.63 9.63 2.77 18.72 
)(sT  with ξ  = 0.9 0.50 8.29 2.70 18.85 
)(sT  with ξ  =1  0.46 8.19 2.60 18.95 
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Next, the sensitivity of the proposed PID design method to the effect of process 
noise is investigated. Using the process input and output data under %5±  Gaussian 
white noises shown in Figure 3.7, and the same pre-specified range of θ  as before, 










1162.0)(2  (4.20) 
Compared with the setting of PID controller obtained under noise-free condition 
(i.e., )(1 sC ), no dramatic change in the PID parameters is seen, which illustrates the 
robustness of the proposed direct data-based PID design method using )(sL . The 
control performance of this controller is illustrated in Figure 4.4.  
 
Figure 4.4 Servo response of the controller )(2 sC  (with noise) 
 
Besides the process )(1 sG  studied above, the proposed PID design method using 
L(s) is applied to the other ten processes given in Table 3.2 of Chapter 3. The PID 
controllers designed by the proposed method using the two reference models and their 
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IAEs are summarized in Table 4.2. The control performance of the proposed PID 
design using L(s) is compared with those using T(s) with 9.0=ξ  and 1=ξ  in Figure 
4.5. As can be seen, the proposed PID designs using L(s) gives slightly faster response, 
but at expense of a little larger overshoot than those using reference model T(s). In 
terms of IAE performance index, the reference model based on L(s) is comparable 
with the reference model T(s) with respect to their application to the proposed PID 
design.  
 
4.3.2 Nonlinear process 
For the same nonlinear process discussed in Chapter 3, the same process input and 
output data corrupted by 5% Gaussian white noise as shown in Figure 3.12 are used 
for the proposed PID design using )(sL . Furthermore, with the same specified range 
of θ  chosen as [0.00 0.06], the optimal solutions are given by *θ = 0.059 and 











1126.5)(3  (4.22) 
For comparison purpose, Table 4.3 summarizes the proposed PID designs based 
on L(s) and T(s) and Figure 4.6 compares the resulting servo performance of the three 
PID controllers. It is clear that the proposed PID design using the L(s) provides 
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Table 4.2 Proposed PID designs for )(2 sG  to )(11 sG  
Process Reference model 
PID parameters 
IAE 
cK  Iτ  Dτ  
2G  
))(1()( sLsL +  0.62 11.93 3.56 23.72 
T (s) with ξ  = 0.9 0.49 10.31 3.49 23.79 
T (s) with ξ  = 1 0.46 10.20 3.36 23.86 
3G  
))(1()( sLsL +  2.11 12.07 2.46 9.12 
T (s) with ξ  = 0.9 1.82 11.82 1.90 9.29 
T (s) with ξ  = 1 1.73 11.85 1.85 9.34 
4G  
))(1()( sLsL +  0.89 4.29 1.65 6.77 
T (s) with ξ  = 0.9 0.74 3.96 1.39 6.96 
T (s) with ξ  = 1 0.70 3.96 1.33 6.95 
5G  
))(1()( sLsL +  0.73 4.29 2.01 8.23 
T (s) with ξ  = 0.9 0.60 3.91 1.74 8.37 
T (s) with ξ  = 1 0.56 3.90 1.66 8.34 
6G  
))(1()( sLsL +  1.84 3.32 1.34 3.63 
T (s) with ξ  = 0.9 1.64 3.40 1.06 3.58 
T (s) with ξ  = 1 1.55 3.43 1.02 3.58 
7G  
))(1()( sLsL +  0.56 2.70 4.29 9.39 
T (s) with ξ  = 0.9 0.48 2.64 3.80 9.63 
T (s) with ξ  = 1 0.45 2.66 3.66 9.58 
8G  
))(1()( sLsL +  1.50 8.15 3.62 10.28 
T (s) with ξ  = 0.9 1.31 8.20 2.86 10.22 
T (s) with ξ  = 1 1.23 8.29 2.72 10.20 
9G  
))(1()( sLsL +  1.23 6.10 2.71 8.47 
T (s) with ξ  = 0.9 1.05 5.97 2.18 8.52 
T (s) with ξ  = 1 1.00 6.01 2.08 8.50 
10G  
))(1()( sLsL +  1.40 3.22 1.26 3.98 
T (s) with ξ  = 0.9 1.20 3.18 1.00 3.40 
T (s) with ξ  = 1 1.13 3.20 0.96 3.99 
11G  
))(1()( sLsL +  0.93 52.89 21.85 83.35 
T (s) with ξ  = 0.9 0.78 49.48 18.35 85.26 
T (s) with ξ  = 1 0.74 49.62 17.58 84.96 
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Figure 4.5 Servo response of the proposed PID designs for )(2 sG  to )(11 sG  
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Table 4.3 Proposed PID designs for polymerization reactor example 
Reference model 
PID parameters IAE 





))(1()( sLsL +  -5.26 0.17 0.008 392.8 396.5 
)(sT  with ξ  = 0.9 -5.46 0.17 0.013 380.0 392.9 
)(sT  with ξ  = 1 -5.25 0.17 0.020 376. 5 400.1 
 
 
Figure 4.6 Servo response of the proposed PID designs (polymerization reactor) 
 
4.4 Conclusion 
This chapter investigates an alternative direct data-based PID controller design 
using a new reference model based on the L(s). Extensive simulation results show that 
this alternative PID design using L(s) provides comparable control performance with 
that using the reference model T(s) discussed in Chapter 3.  









Internal Model Control (IMC) proposed by Garcia and Morari (1982) is a 
powerful controller design strategy for the open-loop stable dynamic systems due to 
two main reasons. Firstly, integral action is included implicitly by using the two-step 
IMC design procedure. Secondly, plant and model mismatch can be addressed via the 
design of the IMC filter (Morari and Zafiriou, 1989). The IMC design requires an 
identified process model such as a FOPDT or SOPDT model prior to the controller 
design. Hence, conventional IMC design inherently resorts to an iterative procedure to 
determine a suitable process model to produce the best achievable control 
performance of the resulting IMC system, not to mention that the tuning of IMC filter 
is usually resorted to trial-and-error procedure via on-line closed-loop tests or 
simulation studies assuming the availability of a precisely known process model. 
Therefore, IMC design requires considerable engineering effort to achieve desirable 
control performance. 
To alleviate the aforementioned drawbacks, a one-step IMC design directly based 
on a set of measured process input and output data is developed in this chapter. 
Specifically, the proposed IMC design method does not require the availability of 
Chapter 5 One-step IMC Design Directly From Plant Data 
 70 
IMC model preceding the design of IMC controllers because the design of IMC 
model and controller is carried out simultaneously. Motivated by the encouraging 
results obtained for the direct data-based PID designs discussed in Chapter 3 and 4, 
the VRFT design framework is explored in this chapter for its application to the 
simultaneous design of IMC model and controller directly from the process data 
available from open-loop tests. Similar to the direct PID design methods given in 
Chapter 3 and 4, the VRFT-based IMC design obtains the parameters of both IMC 
model and controller from solving an optimization problem resulting from 
approximating the model reference problem formulated in the frequency domain.  
However, extensive simulation results show that the VRFT-based IMC design is 
inadequate to match the best performance achieved by the conventional IMC design 
that is obtained under the condition that a precisely known process model is available. 
To improve the VRFT-based IMC design, the proposed one-step IMC design 
develops three correlation equations to obtain the parameters of IMC model and 
controller based on one key parameter obtained by the VRFT-based IMC design. 
Simulation results show that the proposed one-step IMC design not only improves the 
VRFT-based IMC design but also achieves better performance than the conventional 
IMC design. 
 
5.2 VRFT-based IMC controller design 
The block diagram of the IMC structure is shown in Figure 5.1, where )(sG  is the 
linear time-invariant process, )(sM  is the process model, and )(sQ  is the IMC 
controller. Similar to the continuous-time VRFT design framework developed in 
Chapter 4, the proposed one-step IMC controller design approximately solves the 
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model-reference problem in continuous-time as depicted in Figure 5.2, where the 







=  (5.1) 





θ −+= )47.01(76.0)(  (5.2) 
 
Figure 5.1 Internal model control system 
 
 
Figure 5.2 Reference model 
 
To extend the VRFT design developed in Chapter 4 to IMC design, )(sG  is not 
only unknown but also not required for IMC controller design. Therefore, the design 
goal is to obtain IMC model and IMC controller simultaneously from the available 
open-loop process data such that the resulting IMC system in Figure 5.1 behaves as 
closely as possible to the pre-specified reference model given in Eqs. (5.1) and (5.2). 
To this end, given the available output signal )(ty , the reference signal in Figure 5.2 
is obtained from Eq. (5.1) as  
)(sR  











+ )(sY  
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( ) )()(1)( 1 sYsLsR −+=  (5.3) 
where )(sY  is the Laplace Transform of )(ty  and )(sR  is called virtual reference 
signal because it does not actually exist. As )(sY  is considered as the desired output 
of the control system when the reference signal is specified by )(sR , the controller’s 
output is calculated as 
( ))()()()()(ˆ sYsYsRsQsU +−=  (5.4) 
where )(sY  is the output of the IMC model, i.e. 
)(ˆ)()( sUsMsY =  (5.5) 
Since most chemical processes can be described by the SOPDT models, without 











The IMC model is first factorized as follows (Morari and Zafiriou, 1989): 
)()()( sMsMsM −+=  (5.7) 
where  
















βα  (5.9) 
where λ  is the IMC filter time constant. Substituting Eqs. (5.3), (5.5) and (5.9) into 










=  (5.10) 
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After rearrangement of Eq. (5.10) and substituting ωjs = , the next equation 
paves the way for the VRFT-based IMC design: 








)()(  (5.12) 
[ ]Tβα=W  (5.13) 
Following the VRFT design framework, the IMC controller design is equivalent to 
minimizing the difference between )(ˆ ωjU  formulated in Eq. (5.11) and the available 








where θ  is the parameter of the desired loop transfer function )(sL , and 
[ ]TnjUjUjU )()()( 110 −= ωωω Φ  (5.15) 
[ ]TnjUjUjU )(ˆ)(ˆ)(ˆˆ 110 −= ωωω Φ  (5.16) 






































Γ  (5.18) 









ω  are obtained using the DFT of process input and output data collected 
from a pulse input test. Again, maxω  denotes the maximum frequency for the DFT 
computation and it can be calculated by Eq. (4.18) given in Chapter 4. 
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Γ  (5.20) 
When θ , mθ  and λ  are fixed, Eq. (5.19) can be solved by the least squares 
method as  
( ) ΩΓΓΓW ~~~~),,( 1 TTm −=λθθ  (5.21) 
As a result, by searching the smallest J ( ,θ mθ ,λ ) in the specified ranges of ,θ  
mθ , and λ , say J (
*θ , *mθ ,
*λ ), its corresponding solution W ( *θ , *mθ ,
*λ ) and the 
optimal values of *θ , *mθ , and 
*λ  are used to obtain the IMC model and controller. 
It is clear that the minimization problem in Eq. (5.19) is implicitly dependent on 
θ , mθ  and λ . As θ  is related to the apparent time-delay of the process and mθ  is the 
time-delay of IMC model, a reasonable choice for the pre-specified ranges of θ  and 
mθ  should include the apparent time-delay of the process, which is available from 
open-loop experiment or a priori process knowledge. On the other hand, the IMC 
filter parameter λ  is specified by a range of positive numbers.  
In summary, the implementation of the VRFT-based IMC controller design is 
summarized as follows: 
Step 1: Give the process data )(tu  and )(ty  obtained from an open-loop test and 
the pre-specified ranges of θ , mθ  and λ ; 
Step 2: Solve the minimization problem given in Eq. (5.19) by iteration. For a 
newly chosen θ  in each iteration, its corresponding bω  is calculated by Eq. (4.18), 
i.e., bω θ
94.2
= , and let =maxω bω ; 
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Step 3: Calculate the frequency responses of U  and Y  from the process data 
collected in step 1; 
Step 4: Repeat step 2 and step 3 until the completion of iteration procedure. The 
optimal values of *mθ  and 
*λ  together with the optimal IMC model parameters 
),,( *** λθθ mW  are then chosen to be those corresponding to the smallest J , from 
which the parameters of IMC model and controller are obtained. 
To evaluate the control performance of VRFT-based IMC design, twenty 
processes exhibiting different process dynamics listed in Table 5.1, such as under-
damped dynamics ( )(5 sG  and )(7 sG ), zero dynamics ( )(6 sG , )(12 sG  and )(15 sG ), 
and high-order dynamics ( )(2 sG , )(13 sG  and )(18 sG ), are employed in the 
comparative study between the VRFT-based and conventional IMC designs. 











considered. To obtain the process data for the VRFT-based IMC design, a pulse input 
is used in the open-loop experiment as shown in Figure 5.3. With the specified range 
of θ  and mθ  chosen as [1.5 6] and the range of λ  as [0.01 50], the optimal solutions 
are obtained as *θ = 2.78, *mθ = 3.01, 
*λ =0.58, and [ ]68.368.4),,( *** =λθθ mW . 








sssQ  (5.22) 





e s  (5.23) 
For comparison purpose, a conventional IMC controller is designed based on a 
SOPDT model, which is summarized in Table 5.2. Figure 5.4 compares the control 
performance of the VRFT-based IMC design and conventional IMC design for a unit 
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step change in the set-point. It is clear that the performance of proposed design is 
comparable to that obtained by the conventional IMC design that is obtained by the 
trial-and-error procedure to determine the optimal IMC parameter λ  from simulation 
studies requiring precisely known process model or plant tests, resulting in an 
iterative tuning procedure and at the expense of considerable engineering efforts. 
 
Figure 5.3 Input and output data used for the VRFT-based IMC design 
 
For the other nineteen processes )(2 sG  to )(20 sG , the conventional IMC 
controller is also designed for comparison purpose. Tables 5.2 and 5.3 summarize the 
IMC model and controller obtained for these two design methods. Figures 5.4 and 5.5 
compare the servo performance of these two IMC designs, and their respective 
tracking errors measured by IAE are given in Tables 5.2 and 5.3. Except for )(4 sG , 
the performance of VRFT-based IMC design cannot match that obtained by the 
conventional IMC controller. However, it should point out again that the conventional 
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IMC controller is obtained by trial and error through closed-loop simulation studies 
involving an accurate process model, which demands considerable engineering efforts. 
Therefore, special provision is needed in order to enhance the control performance 
of VRFT-based IMC design, which will be addressed in the next section. 
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Table 5.2 IMC designs obtained by various methods for processes )(1 sG  to )(10 sG  
Process Design methods 
Parameters 
IAE 
α  β  λ  mθ  θ  bω  
1G  
VRFT-based IMC  4.68 3.68 0.58 3.01 2.78 1.06 5.01 
Conventional IMC 2.25 3.03 0.50 3.59   5.01 
Fine-tuned IMC 4.86 4.04 0.60 3.44 2.46 1.19 4.41 
2G  
VRFT-based IMC  1.14 7.49 7.43 13.09 15.78 0.19 21.39 
Conventional IMC 8.67 5.95 2.52 14.47   18.07 
Fine-tuned IMC 15.43 7.49 2.30 13.48 11.62 0.25 18.05 
3G  
VRFT-based IMC  21.37 11.91 1.83 3.13 3.81 0.77 6.42 
Conventional IMC 2.39 10.14 0.96 4.96   6.40 
Fine-tuned IMC 15.11 12.95 0.95 4.05 3.40 0.86 5.08 
4G  
VRFT-based IMC  8.78 7.51 0.44 0.95 0.47 6.24 1.95 
Conventional IMC 2.90 3.41 0.19 0.82   2.34 
Fine-tuned IMC 6.11 7.24 0.48 1.05 0.64 4.60 1.57 
5G  
VRFT-based IMC  6.41 3.59 0.73 3.33 3.54 0.88 6.23 
Conventional IMC 4.67 3.21 0.50 3.86   6.12 
Fine-tuned IMC 6.82 3.96 1.00 4.23 2.89 1.02 5.51 
6G  
VRFT-based IMC  3.70 3.32 0.31 1.03 1.04 2.82 2.86 
Conventional IMC 2.73 3.33 0.22 1.18   2.65 
Fine-tuned IMC 4.44 5.07 0.98 1.30 1.22 2.40 2.31 
7G  
VRFT-based IMC  10.93 2.47 0.57 2.70 2.62 1.12 8.15 
Conventional IMC 9.04 2.46 0.36 2.97   8.06 
Fine-tuned IMC 10.98 3.78 1.20 3.80 2.51 1.17 5.97 
8G  
VRFT-based IMC  27.10 7.97 1.42 2.90 3.54 0.83 8.64 
Conventional IMC 13.65 7.46 0.81 4.21   7.59 
Fine-tuned IMC 26.39 11.96 1.20 4.35 3.00 0.98 5.78 
9G  
VRFT-based IMC  0.47 6.31 6.43 10.05 12.62 0.23 17.16 
Conventional IMC 4.82 4.83 2.13 11.38   14.18 
Fine-tuned IMC 9.06 6.03 2.00 10.63 9.29 0.32 14.17 
10G  
VRFT-based IMC  16.34 6.06 3.84 1.00 4.12 0.71 8.32 
Conventional IMC 6.26 5.05 0.80 3.94   6.37 
Fine-tuned IMC 15.02 8.26 1.00 3.90 2.66 1.10 4.96 
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Table 5.3 IMC designs obtained by various methods for processes )(11 sG  to )(20 sG  
Process Design methods 
Parameters 
IAE 
α  β  λ  mθ  θ  bω  
11G  
VRFT-based IMC  2.49 2.68 0.38 1.55 1.49 1.97 3.07 
Conventional IMC 1.39 2.38 0.34 1.87   3.00 
Fine-tuned IMC 2.41 3.27 0.55 1.90 1.43 2.05 2.53 
12G  
VRFT-based IMC  3.30 3.09 0.30 1.37 1.29 2.28 3.02 
Conventional IMC 2.10 2.96 0.25 1.56   2.89 
Fine-tuned IMC 3.34 4.17 0.68 1.73 1.36 2.16 2.45 
13G  
VRFT-based IMC  934.95 48.41 17.22 30.42 38.83 0.076 70.27 
Conventional IMC 346.77 37.62 7.91 44.57   62.94 
Fine-tuned IMC 936.19 56.67 6.50 42.73 28.39 0.10 51.89 
14G  
VRFT-based IMC  1.94 3.84 2.72 5.54 6.32 0.46 8.92 
Conventional IMC 2.32 3.08 0.81 6.03   7.69 
Fine-tuned IMC 3.45 3.64 0.92 5.83 4.90 0.60 7.68 
15G  
VRFT-based IMC  287.21 32.77 21.05 25.95 36.06 0.08 56.81 
Conventional IMC 140.76 23.97 4.50 35.58   46.98 
Fine-tuned IMC 191.37 27.25 5.00 35.43 27.85 0.11 45.74 
16G  
VRFT-based IMC  85.28 19.14 12.16 20.78 25.26 0.12 38.19 
Conventional IMC 46.61 13.79 4.52 25.76   33.30 
Fine-tuned IMC 56.67 16.05 3.80 25.48 21.34 0.14 32.64 
17G  
VRFT-based IMC  256.75 31.26 6.38 10.53 13.04 0.23 27.54 
Conventional IMC 200.02 30.00 0.75 12.20   22.94 
Fine-tuned IMC 205.41 37.38 4.50 14.65 11.29 0.26 20.38 
18G  
VRFT-based IMC  368.10 31.43 7.47 23.62 24.65 0.12 44.13 
Conventional IMC 153.36 25.02 5.30 30.32   42.41 
Fine-tuned IMC 379.79 35.51 5.20 28.93 20.37 0.14 36.63 
19G  
VRFT-based IMC  540.30 43.19 10.92 19.84 23.68 0.12 46.12 
Conventional IMC 387.39 39.76 1.70 23.41   39.03 
Fine-tuned IMC 419.98 48.01 6.2 26.60 19.71 0.15 35.46 
20G  
VRFT-based IMC  145.95 22.39 7.38 18.85 20.15 0.15 33.17 
Conventional IMC 80.37 18.11 3.83 22.44   30.97 
Fine-tuned IMC 138.30 22.54 4.50 22.53 16.42 0.18 29.01 
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Figure 5.4 Servo response of various IMC design methods for processes )(1 sG  to 
)(10 sG  
Chapter 5 One-step IMC Design Directly From Plant Data 
 81 
 
Figure 5.5 Servo response of various IMC design methods for processes )(11 sG  to 
)(20 sG  
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5.3 Proposed one-step IMC design 
It is important to note that the objective function used in the VRFT design 
framework is to minimize the difference between the frequency response of artificial 
process input variable, which is obtained from solving the model reference problem, 
and the actual frequency response of process input variable. Therefore, the VRFT-
based IMC design developed in the last section does not necessarily give the best 
control performance which is shown to be the case based on the twenty process 
models studied previously. To improve the VRFT-based IMC design, the first step is 
to obtain the fine-tuned IMC design based on the VRFT design equation Eq. (5.21) as 
follows: for each (θ , mθ , λ ) given in their respective ranges and its corresponding 
IMC model parameters W (θ , mθ , λ ) obtained by Eq. (5.21), the performance of 
resulting IMC design for a unit step change in the set-point is measured by the IAE 
index and the fine-tuned IMC design is chosen to be the one corresponding to the 
minimum IAE. By repeating this procedure to the twenty process models given in the 
last section, their corresponding fine-tuned IMC designs are summarized in Tables 5.2 
and 5.3, and their control performance is illustrated in Figures 5.4 and 5.5. As 
expected, the fine-tuned IMC design shows improved performance by achieving 
smaller IAE value than that obtained by the VRFT-based IMC design for all twenty 
processes. In addition, the fine-tuned IMC design also gives better control 
performance than the conventional IMC design for all the case studies by comparing 
their respective IAE values. 
From the values of θ , mθ , and λ  given in Tables 5.2 and 5.3, it is observed that 
there are some correlations between the parameters of VRFT-based IMC design and 
those of fine-tuned IMC design. Figure 5.6 shows that the optimal value of θ  for the 
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fine-tuned IMC design, say θ~ , is in the linear relationship with that of the VRFT-
based IMC design, i.e., *θ , as given by 
364.077.0~ * += θθ   (5.24) 
After θ~  is obtained from the correlation Eq. (5.24), Eq. (4.18) can then be used to 
obtain the corresponding bω~ , i.e., θ
ω ~
94.2~ =b , which specifies the range of frequency 
response required for solving the model reference problem in the VRFT design 
framework. With bω~  known, it is observed from Tables 5.2 and 5.3 that the respective 
optimal values of mθ  and λ  for the fine-tuned IMC design ( mθ
~  and λ~ ) are the power 
function of bω~  with negative exponents, which are shown in Figures 5.7 and 5.8 with 
the following correlations. 
932.3~ =mθ
9847.0~ −
bω   (5.25) 
106.1~ =λ 7156.0~ −bω   (5.26) 
With the above correlations given in Eqs. (5.24) to (5.26), the optimal parameters 
of VRFT-based IMC design ( *θ , *mθ , 
*λ ) are replaced by (θ~ , mθ
~ , λ~ ) as part of the 
parameters for the proposed one-step IMC design. Finally, Eq. (5.21) is used to 
calculate W (θ~ , mθ
~ , λ~ ) to finalize the remaining parameters of IMC model for the 
proposed design. 
The implementation of the proposed one-step IMC design is summarized as 
follows: 
Step A: Give the process data )(tu  and )(ty  obtained from an open-loop test and 
the pre-specified ranges of θ , mθ  and λ ;  
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Step B: Obtain the optimal parameters ( *θ , *mθ , 
*λ ) of VRFT-based IMC design 
by following the step 2 to step 4 provided in the last section; 




94.2~ =b  is subsequently used to obtain mθ
~  and λ~  by Eqs. (5.25) 
and (5.26), respectively; 
Step D: Calculate the frequency response of U and Y in the frequency range 
[ ]bω~0  from the process data collected in step A; 
Step E: Calculate the remaining IMC model parameters by W (θ~ , mθ
~ , λ~ ) using 
Eq. (5.21) which completes the proposed one-step IMC design with IMC model and 
controller determined by mθ
~ , W (θ~ , mθ
~ , λ~ ), and λ~ . 
 
 
Figure 5.6 Correlation of θ  between the VRFT-based IMC and fine-tuned IMC 
designs 
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Figure 5.8 Correlation of bω  and λ  for the fine-tuned IMC design 
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=  is used to compare the performance of the VRFT-
based IMC design, conventional IMC design, and the proposed IMC design. The 
parameters of IMC model and controller obtained by the three IMC design methods 
and their corresponding IAE values for servo response are summarized in Table 5.4. 
By comparing the optimal parameters obtained by the fine-tuned IMC design for 
)(7 sG  given in Table 5.2, no dramatic change in the proposed IMC parameters is seen. 
Figure 5.9 shows that the proposed IMC design gives better performance than the 
VRFT-based IMC and the conventional IMC designs with IAE reduction by 16.20% 
and 15.26% respectively.  
 
Figure 5.9 Validation results of the proposed IMC design for process )(7 sG  
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Furthermore, the following four processes which are not listed in Table 5.1 are 
used to compare the performance of the VRFT-based IMC design, conventional IMC 
design, and the proposed IMC design. Table 5.4 summarizes the parameters of IMC 
model and controller obtained by the three IMC design methods and their 








































Table 5.4 IMC designs obtained by various methods 
Process Design methods 
Parameters 
IAE 
α  β  λ  mθ  θ  bω  
7G  
VRFT-based IMC  10.93 2.47 0.57 2.70 2.62 1.12 8.15 
Conventional IMC 9.04 2.46 0.36 2.97   8.06 
Proposed IMC 12.31 3.07 0.95 3.20 2.38 1.23 6.83 
21G  
VRFT-based IMC 232.28 24.15 8.25 15.43 19.27 0.15 34.86 
Conventional IMC 86.84 18.82 3.6 22.26   31.23 
Proposed IMC 234.19 26.73 3.59 19.86 15.20 0.19 27.54 
22G  
VRFT-based IMC 186.32 20.62 3.99 6.42 8.73 0.34 22.32 
Conventional IMC 98.12 20.01 1.8 9.88   18.72 
Proposed IMC 184.36 28.77 2.08 9.37 7.09 0.41 15.66 
23G  
VRFT-based IMC 8.38 4.94 0.66 3.18 2.98 0.99 5.88 
Conventional IMC 4.57 4.32 0.6 3.79   5.76 
Proposed IMC 9.88 5.39 1.03 3.56 2.66 1.11 5.49 
24G  
VRFT-based IMC 8.47 5.62 1.62 6.87 6.55 0.45 10.39 
Conventional IMC 5.47 4.72 1.08 7.45   9.99 
Proposed IMC 12.89 5.87 1.71 7.17 5.41 0.54 9.94 
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As can be seen from Figure 5.10, the performance of the proposed IMC design is 
better than that of the VRFT-based IMC design for all four processes. For the 
processes )(21 sG  to )(23 sG , the proposed IMC design also gives improved 
performance than that obtained by the conventional IMC design with respective IAE 
reductions of 11.82%, 16.35%, and 4.69%. For the process )(24 sG , the proposed IMC 
design is comparable with the conventional IMC design that has been obtained by 
tuning λ  via trial-and-error procedure in the closed-loop simulation studies under 
perfect model condition, i.e., a precisely known process model assumed available to 
obtain the optimal λ  for conventional IMC design. 
 
 
Figure 5.10 Validation results of the proposed IMC design for processes )(21 sG  to 
)(24 sG  
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5.4 Conclusion 
In this chapter, a one-step data-based IMC design method is developed through 
the enhancement of VRFT-based IMC design by three correlation equations obtained 
from extensive simulation studies. In the proposed method, the IMC model and 
controller are designed simultaneously using the process input and output data from 
open-loop tests directly. This is in a sharp contrast with the conventional IMC designs 
that require the process model to be identified prior to the design of IMC controller, 
resulting in an iterative two-step design procedure at the expense of considerable 
engineering efforts. Simulation results show that the proposed IMC design not only 
improves the performance of VRFT-based IMC design, but also gives better or 
comparable performance than that of the conventional IMC design.  





Adaptive PID Controller Design  
Using the EVRFT Method 
 
6.1 Introduction 
As reviewed in Chapter 2, the Virtual Reference Feedback Tuning (VRFT) 
method (Campi et al., 2000; 2002) is a direct data-based method that determines the 
parameters of a controller by using a set of process input and output data without 
resorting to the identification of a process model. In the conventional VRFT design, 
the database is collected from an off-line open-loop experiment. As a result, the 
resulting controller is expected to perform well in the vicinity of operating space close 
to the operating condition where this database is generated. Therefore, the original 
VRFT design framework was developed for linear systems and has limited 
performance for nonlinear processes.  
To alleviate this drawback, an adaptive version of the VRFT (AVRFT) method 
(Kansha et al., 2008b) was proposed to extend the VRFT design to nonlinear 
processes. In the AVRFT design, the off-line database employed in the conventional 
VRFT design is continuously updated by adding the current process data into the 
database, by which PID parameters are determined by the VRFT design at each 
sampling instance using the relevant data set selected from the current database 
according to the k-nearest neighborhood criterion. However, the reference model 
Chapter 6 Adaptive PID Controller Design Using The EVRFT Method 
 91 
employed in the AVRFT design is a first-order model and its parameters are not 
updated. 
In this chapter, an enhanced version of the AVRFT method is developed to design 
an adaptive PID controller. In the proposed enhanced VRFT (EVRFT) design, a 
second-order reference model is adopted instead of the first-order reference model 
commonly used in the previous work. In addition, other than the update of database 
and relevant dataset, the parameters in the reference model will also be updated at 
each sampling instance to cope with process nonlinearity. Simulation results are 
presented to illustrate the performance of the proposed EVRFT design and a 
comparison with the conventional VRFT design is made. 
 
6.2 Adaptive PID Controller Design by the EVRFT Method 
In this section, a new VRFT design of PID controllers using a second-order 
reference model is derived, by which the detailed formulation of the proposed EVRFT 
design for an adaptive PID controller is presented. 
 
6.2.1 PID controller design by the VRFT method 
In the EVRFT design, the following second-order transfer function is adopted as 








                                                       (6.1) 
where tN∆  denotes the process time delay, N is the integer, t∆  is the sampling period, 
and λ  is the time constant. As the VRFT design is formulated for the discrete time 
systems, the corresponding discrete time reference model for Eq. (6.1) is obtained as: 



























































































= , AAA ln1 +−=α , and AAAA ln2 −−=β . 
Therefore, in the VRFT design framework, the reference model )( 1−zT  is 





















Nβα                                   (6.3) 
where A is the tuning parameter related to the speed of the closed-loop response. 
Consider a PID controller given by: 
( ) ( ) ( ) ( )[ ] ( ) ( ) ( ) ( )[ ]21211 −+−−++−−+−= kekekeKkeKkekeKkuku DIP  (6.4) 
where ( )ku  is the manipulated value at the k-th sampling instance, ( )ke  is the 
feedback error at the k-th sampling instance, and PK , IK  and DK  are PID parameters. 
The corresponding controller transfer function ( )1−zC  is obtained as: 







KKzC DIp                                               (6.5) 
According to the discrete-time VRFT design framework described in Chapter 2, 
the controller’s output is calculated by the Eqs. (2.23) and (2.24) to obtain 
( ) ( ) ( ) ( ){ } ( ) ( ){ } ( )11111111 1~~ −−−−−−−− −=−= zyzTzCzyzrzCzu             (6.6) 
where ( )1~ −zu  is the Z-transforms of discrete time signal ( ){ } nkku ~1~ = . 
Substituting Eqs. (6.3) and (6.5) to Eq. (6.6) obtains 
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βαφ  (6.7) 
where 
( ) )(~)(~ 111 −−− += zuzz βαφ                                                 (6.8) 
The following equation can be obtained from Eq. (6.7): 
)(~ kφ ( )kψK=  (6.9) 
where  
( ) ( ) ( ) ( )[ ]TDIP kkkk ψψψψ =                                      (6.10) 
[ ]DIP KKK=K                                                        (6.11) 
( ) ( ) ( ) ( ) ( )1)1(21 2 −−−−+++−++= kykyNkyANkAyNkykP βαψ        (6.12) 
( )
( ) ( )
( ) ( ) ( ) ( )



























βψ    (6.13) 
( ) ( ) ( ) ( ) ( ) ( )










              (6.14) 
The PID controller design by the VRFT method is equivalent to solving the 
following minimization problem: 
( ) ( ) ( ){ } 2
2
1




kkJ ψφ                     (6.15) 
subject to the constraint due to the sign of PID controller parameters, n denotes the 
number of process data, and 
)(kφ ( ) ( )1−+= kuku βα  (6.16) 
( ) ( )[ ]nφφ 1=Φ                                                             (6.17) 
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( ) ( ) ( )
( ) ( ) ( )


























Ψ                                        (6.18) 
Consequently, PID parameters are obtained by solving the constrained least 
square problem as stated above. It is evident that this solution not only depends on the 
database for VRFT design but also the design parameter A in the reference model. 
 
6.2.2 Enhanced VRFT method (EVRFT) 
In the AVRFT design of an adaptive PID controller (Kansha et al., 2008b), the 
original off-line database is augmented by adding the current process data at each 
sampling instance so that the expanded database can cover new operating space where 
its dynamics is not available in the construction of original database. This expanded 
database is subsequently used to calculate PID parameters by the VRFT design 
method at each sampling instance. To do so, the relevant data set in the expanded 
database that resembles the current process condition is determined using the k-
nearest neighborhood criterion based on the following distance measure: 
ionlinei xxd −=  (6.19) 
where ⋅  denotes the Euclidean norm, ( ) ( )[ ]Ti iuiyx =  is the i-th data in the present 
database, and onlinex  has similar definition of ix  except that onlinex  is the process data 
obtained from online application of EVRFT design. 
By using Eq. (6.19), the ix  corresponding to the k smallest id  are selected as the 
relevant data set, by which the constrained least squares problem in Eq. (6.15) is 
solved to obtain the PID parameters and control action for the current sampling 
instance. Subsequently, the database for VRFT design is updated by the most recent 
process data and the same design procedure repeats at the next sampling instance. 
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The proposed EVRFT design method is primarily focused on the updating of 
reference model while retaining the features of AVRFT design (Kansha et al., 2008b). 
The former is crucial to enhance the capability of VRFT design to cope with the 
variation of process dynamics resulting from the process nonlinearity. This is 
achieved by updating the tuning parameter A in the reference model at each sampling 
instance as it has a direct impact on the PID parameters obtained using the VRFT 
method.  
The objective of adjusting the parameter A is to minimize the following quadratic 
function: 
( ) ( ) ( ) ( )[ ] ( ) ( )[ ]{ }222 11ˆ112
1
−−++−+−= kukuwkykrwkJ               (6.20) 
where ∈w [0, 1] is a weight parameter and ( )1ˆ +ky  is the predicted output using the 
reference model at the (k+1)-th sampling instance: 
( ) ( ) ( ) ( ) ( )1121ˆ 2 −−+−+−−=+ NkrNkrkyAkAyky βα                    (6.21) 
Because the parameter A is constrained between 0 and 1, the following sigmoid 
function is employed to map the set [0 1] to the set of real number )(kς ∈ R  so that 





=                                                             (6.22) 
By the steepest descent method, the updating algorithm for ς  is obtained as: 






−=+ 21                                                   (6.23) 
where η  is the learning rate and its corresponding parameter A can be easily 
calculated by Eq. (6.22). 
The following outlines the computational algorithm for the proposed EVRFT 
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design of an adaptive PID controller. 
Step 1: The process input and output data that characterize the dynamics of 
nonlinear system are assumed to be available and the off-line database for EVRFT 
design is constructed as ( ) niix ~1= ; 
Step 2: At the k-th sampling instance, based on the current database for EVRFT 
design, the relevant data set is selected according to Eq. (6.19) and PID parameters 
are then obtained by solving the minimization problem in Eq. (6.15). Subsequently, 
the manipulated variable ( )ku  is calculated by Eq. (6.4). 
Step 3: The database for EVRFT design is updated by appending the current 
process data ( )ky  and ( )ku , while the tuning parameter A is updated using Eqs. (6.22) 
and (6.23). 
Step 4:  Set k = k +1 and go to step 2. 
 
6.3 Examples and results 
Example 1 Consider a continuous stirred tank reactor (CSTR) with a coolant stream 
where an irreversible, first-order, and exothermic reaction, A→B takes place. The 
following first-principles equations describe the CSTR dynamics (Lightbody and 
Irwin, 1995; Tan and Chiu, 2001; Ge et al., 2002b).  












































1)( /0  
(6.24) 
where AC  and AfC  are the concentrations of component A in the reactor and feed 
stream, respectively, T  and fT  are the temperatures of the reactor and feed stream 
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respectively, cfT  is the temperature of coolant stream, f  and cf  are the respective 
flow rates of the feed and coolant streams respectively, ρ  and cρ  are the density of 
the reactant and coolant streams, pC  and pcC  are the specific heats of the reactant 
and coolant, 0k  and Ah  are the reaction rate and heat transfer coefficient, H∆  and 
RE /  are the heat of reaction and activation energy term, and V  is the reactor volume. 
The reactor concentration AC  is controlled by manipulating the coolant flow rate 
cf , i.e., y = AC  and u = cf . The model parameters and the steady-state operation 
conditions are given in Tables 6.1 and 6.2, respectively. 
Table 6.1 Model parameters for CSTR 
Parameter Value Units Parameter Value Units 
AfC  1 mol L-1 RE /  104 K 
fT  350 K V  100 L 
cfT  350 K ρ  10
3 g L-1 
f  100 L min-1 cρ  103 g L-1 
Ah  7×10
5 cal min-1 K-1 pC  1 cal g-1 K-1 
0k  7.2×10
10 min-1 pcC  1 cal g-1 K-1 
H∆  2− ×10




Table 6.2 Steady-state operating conditions of CSTR 
Parameter Value Units Parameter Value Units 
AC  0.1 mol L
-1 T  438.54 K 
cf  103.41 L min-1    
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To obtain the database for EVRFT design, the process input cf  is generated as 
random steps around the nominal operating condition and the corresponding output 
data AC  are given in Figure 6.1. The process input and output data are further scaled 
by 
1.0
1.0−y  and 
41.103
41.103−u , respectively, before they are used for the EVRFT design. 
The sampling time of 0.02 min is adopted for this example. 
 
Figure 6.1 Input-output data used for constructing the database  
 
To apply the EVRFT design method, the tuning parameters are specified as 
follows: the initial value of parameter A = 0.5, learning rate 004.0=η , weight 
parameter used in Eq. (6.20) 6.0=w , and the number of data points in the relevant 
dataset is chosen as 730. 
To evaluate the performance of the adaptive PID controller designed using 
EVRFT method, successive set-point changes from 0.1 to 0.04, 0.025, 0.045, and 0.15 
are considered. For comparison purpose, a linear PID controller is also designed based 
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on the conventional VRFT design. Figure 6.2 compares the performance of both 
controllers. Figure 6.3 shows the corresponding updating of tuning parameter A and 
PID parameters in the EVFRT design. 
 
Figure 6.2 Servo response of the EVRFT and VRFT designs 
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Figure 6.3 Updating of tuning parameters in the EVRFT design 
 
It is clear from Figure 6.2 that the VRFT design is inadequate to provide 
satisfactory performance for the abovementioned set-point changes that cover a wide 
range of operating conditions. When the tuning parameter A of VRFT design is 
smaller than 0.97, the output response gives a large overshoot response for the first 
set-point change, whereas severe oscillatory and unstable response is observed for the 
last set-point change. To suppress this undesirable response, the parameter A is 
designed to be 0.97 and 0.98 to make the resulting PID controllers obtained by the 
VRFT design give less aggressive performance. As can be seen from Figure 6.2, 
although the initial overshoot response is eliminated, the unstable response with 
increasingly large magnitude of oscillation still remains for the last set-point change. 
In comparison, the adaptive PID controller designed using EVRFT surpasses the 
linear PID controllers designed by the conventional VRFT design. 
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Example 2 Consider the polymerization reactor example studied in Chapter 3. To 
obtain the database for EVRFT design, an open-loop test as shown in Figure 6.4 is 
conducted by introducing random steps around the nominal value of process input. To 
proceed the EVRFT design, the tuning parameters are specified as follows: the initial 
value of parameter A = 0.6, learning rate 06.0=η , weight parameter used in Eq. 
(6.20) 7.0=w , and the number of data in the relevant dataset is set equal to 1200. 
 
Figure 6.4 Input-output data used for constructing the database  
 
To evaluate the performance of the adaptive PID controller designed using 
EVRFT method, two set-point changes from 25000.5 to 40000 and 12500 are 
conducted, respectively, as shown in Figures 6.5. Figure 6.6 shows the updating of 
tuning parameter A and PID parameters in the EVFRT design for the abovementioned 
servo response.  
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Figure 6.5 Servo response of the EVRFT and VRFT designs 
 
Since polymerization reactor is operated in a wide range of operating space 
between 12500 and 40000, a linear PID controller cannot provide satisfactory control 
performance over the entire operating space as a result of process nonlinearity. To 
illustrate this point, two PID controllers are designed using the conventional VRFT 
method. For the set-point change from 25000.5 to 40000, the PID controller using 
tuning parameter A = 0.96 is designed by the VRFT method to acquire the smallest 
tracking error. On the other hand, to match the initial speed of control performance of 
EVRFT design for the set-point change from 25000.5 to 12500, the PID controllers 
using tuning parameter A = 0.66 in the VRFT design is developed. Table 6.3 
summarizes the tracking errors in terms of mean absolute error (MAE) obtained by 
the three controllers. It can be seen from Figure 6.5 that the control performance of 
VRFT design is constrained by the process nonlinearity. For the VRFT design using 
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96.0=A , although it gives better control performance for set-point change to 40000, 
it results in sluggish performance for the set-point change to 12500. On the other end, 
to increase the speed of servo response for the latter by using the parameter A = 0.66, 
the resulting VRFT design produces poor servo response for the set-point change to 
40000, resulting in more than 50% increase in the MAE index as compared with the 
VRFT design based on A = 0.96 (see Table 6.3). In comparison, it is evident from 
Figure 6.5 and Table 6.3 that the adaptive PID controller designed using the EVRFT 
method outperforms the two PID controllers designed using the conventional VRFT 
design method.  
 
 
Figure 6.6 Updating of tuning parameters in the EVRFT designs for set-point changes 
from 25000.5 to 40000 (left) and to 12500 (right) 
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Table 6.3 Tracking errors obtained by the EVRFT and VRFT designs 
Set-point changes EVRFT design 
VRFT design  
A = 0.96 A = 0.66 
25000.5→ 40000 1232 2312 3589 
25000.5 →12500 702.8 5030 1041 
 
Next, to evaluate the robustness of the proposed control strategy, 10% and 20% 
modeling errors are considered in the kinetic parameters Ik  and pk , respectively. 
Figure 6.7 shows that the proposed EVRFT design gives satisfactory performance in 
the presence of modeling error. Moreover, to test the sensitivity of the proposed 
method with respect to noise, both process input and output data are corrupted with 
5% Gaussian white noise as shown in Figure 6.8. As can be seen in Figure 6.9, the 
proposed controller can yield reasonably good performance in the presence of process 
noise. 
 
Figure 6.7 Servo response of the EVRFT design in the presence of modeling error 
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Figure 6.8 Input-output data used for constructing the database (with noise) 
 
 
Figure 6.9 Servo response of EVRFT design in the presence of process noise 
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Finally, to further evaluate the performance of the proposed method, it is assumed 
that there exists time delay in the output measurement of two sampling times. In this 
case, the tuning parameters for EVRFT design as given as follows: A = 0.6, w = 0.7, 
07.0=η , and the number of data in the relevant data set is set equal to 200. 
Figure 6.10 compares the resulting performance of EVRFT design for the same 
set-point changes described previously with the two PID controllers designed using 
VRFT method. The corresponding updating of controller parameters in EVRFT 
design is shown in Figure 6.11 and the tracking errors for the three controller designs 
based EVRFT and VRFT methods are summarized in Table 6.4. Again, the VRFT 
design tuned for the best servo response for one set-point change fails to give good 
servo response for the other set-point change. As a result, the adaptive PID controller 
designed using EVRFT gives better performance than the two PID controllers 
obtained by VRFT design.  
 
Figure 6.10 Servo response of the EVRFT and VRFT designs in the presence of time 
delay 
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Table 6.4 Tracking errors obtained by the EVRFT and VRFT designs 
in the presence of time delay 
Set-point changes EVRFT design 
VRFT design 
A = 0.96 A = 0.5 
25000.5→40000 1797 2558 7524 




Figure 6.11 Updating of tuning parameters in the EVRFT designs for set-point 
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6.4 Conclusion 
In this chapter, an adaptive PID controller design method is developed based on 
the proposed EVRFT framework. In the proposed method, the controller parameters 
are obtained by updating the database and the reference model parameter A at each 
sampling instance. Moreover, a second-order reference model is employed for the 
EVRFT design instead of first-order reference model commonly used in the 
conventional VRFT design to achieve better performance. Simulation studies 
illustrate that PID controller designed using EVRFT method gives better control 
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7.1 Introduction 
As the most widely used controller in the process industries, the conventional PID 
controller design techniques are mostly based on liner process models. However, most 
chemical and biochemical processes exhibit nonlinear and multivariable behavior. As 
a result, the conventional PID controller designs may not perform well when applied 
to highly nonlinear systems that operate over a wide range of conditions. To improve 
the control performance for the nonlinear system, various adaptive PID controller 
designs have been developed in recent years using adaptation algorithms based on 
different methods (Riverol and Napolitano, 2000; Altinten et al., 2004; Bisowarno et 
al., 2004; Chen and Huang, 2004; Andrasik et al., 2004; Yamamoto and Shah, 2004; 
Xu et al., 2005; Shahrokhi and Baghmisheh, 2005; Yu et al., 2007). 
Furthermore, in previous studies for adaptive PID controller designs, empirical 
models like NN have received much attention, because NN models have the capacity 
to approximate any nonlinear function to arbitrary degree of accuracy. However, one 
fundamental limitation of these empirical models is that it is difficult for them to be 
updated on-line when the process dynamics move away from the nominal operating 
space. To alleviate this problem, Just-in-Time Learning (JITL) technique (Aha et al., 
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1991; Aha, 1997; Atkeson et al., 1997a, 1997b; Bontempi et al., 2001; Braun et al., 
2001) is proposed for modeling nonlinear process due to the inherent nature of JITL. 
In this modeling framework, the local model at each sampling time is built based on 
the query data dynamically, and a simple local model structure such as lower-order 
ARX model can be chosen. In the early studies on the JITL technique, distance metric 
was used to evaluate similarities between the two data samples (Aha et al., 1991; Aha, 
1997; Atkeson et al., 1997a, 1997b; Bontempi et al., 2001; Braun et al., 2001). To 
enhance the JITL’s predictive performance, an enhanced JITL algorithm using a 
similarity measure by combining the conventional distance metric with an additional 
angle measure was proposed (Cheng and Chiu, 2004). By using enhanced JITL 
technique, adaptive PID controller designs were investigated (Cheng and Chiu, 2008; 
Nuella et al., 2009). However, these adaptation algorithms are inadequate to address 
the convergence of the predicted tracking error. Using the enhanced JITL modeling 
framework, a self-tuning PID controller design was proposed based on a self-tuning 
PID algorithm derived by the Lyapunov method to guarantee the convergence of 
tracking error (Kansha et al., 2008a). However, this result is restricted to the SISO 
nonlinear systems. Therefore, the aim of this chapter is to extend this previous result 
to the design of self-tuning decentralized PID controller for multivariable nonlinear 
systems. 
Moreover, despite of the good performance of enhanced JITL in controller design 
for SISO system (Kansha et al., 2008a), the adopted angle measure does not always 
describe the correlation among variables adequately because there are pairs of 
samples that are orthogonal to each other even when they exist on the same subspace. 
To alleviate this drawback, a correlation-based JITL (Co-JITL) method was proposed 
by Fujiwara et al. (2009) for soft sensor design. In the Co-JITL method, the data used 
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for local modeling are selected on the basis of correlation measure using Q and 2T  
statistics and the data in the selected relevant dataset are continuous dynamically.  
In this chapter, the Co-JITL method is used for the proposed self-tuning 
decentralized PID controller design for multivariable systems. In the proposed method, 
the linear model obtained on-line by the Co-JITL provides the information to adjust 
decentralized PID controller by a self-tuning algorithm derived by the Lyapunov 
method to guarantee the convergence of Co-JITL’s predicted tracking error. Two 
literature examples are presented to illustrate the proposed control strategy and a 
comparison with its conventional counterpart is made. 
 
7.2 Self-tuning decentralized PID controller design 
The proposed self-tuning decentralized PID controller design is depicted in Figure 
7.1, where the JITL technique is mainly used to identify the current process dynamics 
at each sampling instant.  
 
Figure 7.1 JITL-based self-tuning decentralized PID scheme 
 
In the proposed self-tuning decentralized PID design, the following second-order 
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)1()1()1()(ˆ 1111,211,11 −+−+−= kukykyky
kkk βαα  
)1()1()1()(ˆ 2222,222,12 −+−+−= kukykyky
kkk βαα  










   ( ) ( ) ( ) )1()2()1()(ˆ ~1~1,2~1,1 −+−+−= === kdiagkdiagkdiagk mikimik imiki uyyy βαα      (7.1) 
where [ ] mTm Rkykykyk ∈= )(ˆ)(ˆ)(ˆ)(ˆ 21 y  is the predicted output by the Co-
JITL at the k-th sampling instant, m is the number of input/output variables, 
mRk ∈− )1(y  and mRk ∈− )1(u  are the process output and input variables at the 
( 1−k )-th sampling instant, ki,1α  , 
k
i,2α  and 
k
iβ  are the model coefficients at the k-th 
sampling instant, and )(⋅diag  denotes a diagonal matrix. 
The control law for decentralized PID controller is given by: 






+∆++−=  (7.2) 
where )(, kw iI , )(, kw iP , and )(, kw iD  are the parameters of the i-th PID controller at 
the k-th sampling instant, )()()( kkk yre −=  is the feedback error at the k-th sampling 
instant, )(ke∆  and )(keδ  are defined as follows: 
)1()()( −+−=∆ kkk yye                                                (7.3) 
)()()( kkk eee ∆−∆=δ                                                    (7.4) 
Since the controller parameters are constrained to be all positive or negative, the 
following function is introduced to map the set of positive (or negative) controller 

















=ς            (7.5) 
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In the sequel, an updating algorithm based on Lyapunov method will be 
developed to adjust )(, kixς  on-line, and subsequently the corresponding updated PID 
parameter )(, kw ix  can be easily calculated by Eq. (7.5). To this end, the following 
Lyapunov function is used to derive the on-line updating equation for the parameter 




r eeγ=                                                   (7.6) 
where )(kre  is the predicted tracking error defined as )(ˆ)()( kkkr yre −=  and γ  is a 
positive constant. The increment of the Lyapunov function, )(kV∆ , can be derived as 
                  =∆ )(kV [ ])1()(2)1( +∆++∆ kkk rrTr eeeγ                                      (7.7) 
In Eq. (7.7), )1( +∆ kre can be further expressed as 
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where 
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w                 (7.11) 
Based on the on-going analysis, the following theorem provides the theoretical 
basis for the convergence property of the proposed updating algorithm for )(kς .  
Theorem 1. Assume that the multivariable system, which is under feedback 
control using the decentralized control law in Eq. (7.2), can be described by the Co-
JITL method using the local model given in Eq. (7.1), if 20 <<η  and )(kς  is 
updated by the following equation, 















































































⋅η    (7.13) 
then Eq. (7.6) is a Lyapunov function and therefore the tracking error )(kre  is 
guaranteed to converge to zero asymptotically. 
Proof: Based on Eq. (7.13), Eq. (7.8) is further derived as: 












































































































          )()( kk reη−=                                                                                           (7.14) 
Therefore, Eq. (7.7) is reduced as 
=∆ )(kV [ ])()()(2)()( kkkkk rrTr eee ηγη −−  ( ) )()()(2)( kkkk rTr eeηγη −−=       (7.15) 
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It is evident from Eq. (7.15) that )(kV∆  is always negative if  0 < )(kη  < 2 holds, 
meaning that the predicted tracking error )(kre  is guaranteed to converge to zero by 
using the updating algorithm, Eqs. (7.12) and (7.13), to design )1( +kς . This 
completes the proof. 
One remark for Theorem 1 is how to determine )(kη . Generally, a larger )(kη  in 
the specified range [0 2] would lead to faster convergence but might result in 
overshoot and oscillatory response, while a smaller )(kη  has the opposite effect. 
Furthermore, the closer the output response approaches to the set-point, the smaller 
the update of PID parameters becomes. In the proposed design, the following equation 














where c is a positive tuning parameter, which is usually chosen experimentally for 
each specific case. 
The implementation of the proposed self-tuning decentralized PID controller 
design is summarized as follows: 
Step 1: Given the initial reference database for the Co-JITL, initialize the PID 
parameters and the parameter c; 
Step 2: Given the current process output )(ky  and new query data for each output 
iy , ki,z [ ])(, kyikix=  where [ ])1()2()1(, −−−= kukyky iiikix , the reference 
database is updated with the query data. To determine whether updating of the ARX 
model for prediction of iy  is required for the current sampling instance, the 
corresponding index iJ  given in Eq. (2.8) is calculated using the query data and 
previous relevant dataset; 
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Step 3: If ii JJ ≤ , the previous ARX model and relevant dataset remain 
unchanged. Otherwise, if ii JJ > , the relevant dataset is updated by Co-JITL as 
follows: given the reference database ][ ,2,1, niiii zzzZ = , the index jiJ ,  for the 
j-th dataset TWjijiji ][ 1,,, −+= zzZ   is calculated based on the current query data 
ki,z  and ji,Z . The current relevant dataset is then updated by the dataset 
corresponding to the minimum jiJ ,  and the corresponding ARX model is chosen to be 
the current local model for prediction of iy , from which the parameter iβ  in Eq. (7.9) 
is obtained; 
Step 4: After updating the learning rate by Eq. (7.16), the PID controller 
parameters at the current sampling instant, )(kw , is calculated by using Eqs. (7.5), 
(7.12) and (7.13); 
Step 5: The current manipulating variable )(ku  is obtained by using Eq. (7.2); 
Step 6: Set k = k + 1 and go to step 2. 
 
7.3 Examples and results 
Example 1 Consider a continuous polymerization reaction that takes place in a 
jacketed CSTR (Daoutidis et. al., 1990; Brendel et. al., 2003), where free-radical 
polymerization of methyl methacrylate (MMA) is carried out using azo-bis-
isobutyronitrile (AIBN) as initiator and toluene as solvent. This process can be 
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where mC  and IC  are the monomer and initiator concentrations in the reactor, 
respectively, 0D  and 1D  are molar and mass concentrations of ‘dead’ polymer chains 
respectively, T  and jT  are the respective temperatures of the reaction mixture and 
jacket water, IF  and cwF  are the respective flow rates of initiator and jacket cooling 
water, V  and 0V  are the reactor and jacket volumes, respectively, U  and A  are the 
heat transfer coefficient and area, respectively, ρ  and c  are the density and heat 
capacity, respectively, and the subscript ‘in’ represents inlet stream.  
The control objective is to regulate the number average molecular weight 
(NAMW= 01 / DD ) of the product and temperature T  by manipulating the flow rates 
of the initiator IF  and jacket cooling water cwF . For convenience’s sake, the input and 
output variables are denoted as follows: 1y  = 01 / DD , 2y  = T , 1u  = IF , 2u  = cwF . 
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The model parameters and steady-state operation condition are given in Tables 7.1 
and 7.2, respectively. Furthermore, the pairing used in the decentralized controller 
design is ( 1y , 1u ; 2y , 2u ) (Daoutidis et. al., 1990; Brendel et. al., 2003). 
To obtain the reference database for Co-JITL method, the two process inputs are 
generated as random steps around their respective nominal conditions and the 
corresponding output data are given in Figure 7.2.  The input and output data are 
scaled according to the following: 
25001
250011 −y , 
25
3352 −y , 
01679.0
01679.01 −u , 
2636.3
2636.32 −u . To proceed to the Co-JITL design, the second-order ARX model given 
in Eq. (7.1) is used as the local model and other parameters are specified as follows: 
the weighting factor in Eq. (2.8) κ = 0.98, the number of principal components p = 3, 
the window size W = 200, and the threshold 02.0=J . As can be seen from the 
validation test shown in Figure 7.3, the Co-JITL gives excellent prediction accuracy 
even though the concerned operating space in the validation test is only partially 
represented in the training data. 
By incorporating the Co-JITL method into the proposed self-tuning decentralized 
PI design, the controller parameters are initialized as follows: 41, −=Pw , 15.01, −=Iw , 
62, −=Pw , 45.02, −=Iw , and c = 0.009. For the purpose of comparison, the following 
decentralized PI controller designed by Daoutidis et al. (1990) is used as the 
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or 1,Pw  = 15.0− , 1,Iw  = 06.0− , 2,Pw  = 77.0− , 2,Iw  = 31.0−  in respect to Eq. (7.2) 
and the scalings adopted in the proposed design. 
Table 7.1 Model parameters for polymerization reactor 
Parameter Value Units Parameter Value Units 
cT
Z  3.8223×10




11 kmol m-3 h-1 wc  4.2 kJ kmol
-1 K-1 
IZ  3.7920×10
18 h-1 U  720 kJ h
-1 K-1 m-2 
PZ  1.7700×10








3 kJ kmol-1 
inm




3 kJ kmol-1 
inI
C  8.0 kmol m
-3 
IE  1.2550×10
5 kJ kmol-1 F  1.0 m
3 
PE  1.8283×10




4 kJ kmol-1 0V  0.02 m
3 
R  8.314 kJ kmol
-1 K-1 inT  350 K 
ρ  866 kg m
-3 
0w
T  293.2 K 
wρ  1000 kg m
-3 *f  0.58  
mM  100.12 kg kmol
-1    
 
Table 7.2 Steady-state operating condition of polymerization reactor 
Parameter Value Units Parameter Value Units 
mC  5.5068 kmol m-3 IF  0.01679 m
3 h-1 
IC  0.1329 kmol m
-3 cwF  3.2636 m
3 h-1 
1D  49.382 kg m
-3 T  335 K 
0D  0.0019752 kmol m
-3 jT  297.2 K 
1D / 0D  25001 kg kmol-1    
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Figure 7.2 Input-output data used for constructing the JITL’s database 
 
 
Figure 7.3 Validation results   
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To evaluate the servo performance of the two controllers, the set-point of 2y  is 
increased from 335 K to 340 K at 0.3 h, followed by the set-point of 1y  decreased 
from 25001 kg/kmol to 20000 kg/kmol at 4.5 h (Brendal et al., 2003). Figure 7.4 
shows the resulting servo response of the two controllers. Figures 7.5 and 7.6 give the 
updating of PI parameters and learning rate, respectively, in the proposed design. It 
can be seen from Figure 7.4 that the self-tuning decentralized PI design has better 
performance than that of the benchmark decentralized PI controller, as evidenced by 
72.8% and 21% reductions of MAE for the response of 1y  and 2y , respectively.  
To compare the disturbance rejection capability of the two controllers, two 
scenarios are considered: the first disturbance corresponds to the reduction of 
monomer concentration 
inm
C  in the inlet stream from 6.0 kmol m
-3 to 5.0 kmol m-3 and 
the second disturbance is to decrease the inlet temperature inT  from 350 K to 345 K. 
As evident from Figures 7.7 and 7.8, the resulting performance of the proposed design 
shows a marked improvement compared with those obtained by the decentralized PI 
controller, leading to about 89% and 77% reductions of MAE for the response of y1 
and y2, respectively. 
In order to evaluate the robustness of the proposed self-tuning decentralized PI 
control strategy, 10% modeling error is assumed in the kinetic parameters pZ  and dTZ . 
Figure 7.9 demonstrates that the proposed design maintains good performance in the 
presence of modeling error. Finally, to study the effect of process noise on the 
proposed design, both process inputs and outputs are corrupted by 5% Gaussian white 
noise as shown in Figure 7.10. As can be seen from Figure 7.11, the proposed design 
is able to provide satisfactory response in the presence of process noise. 
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Figure 7.5 Updating of PI parameters in the proposed decentralized PI design 
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Figure 7.7 Load response of the proposed design and decentralized PI controller 
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Figure 7.8 Load response of the proposed design and decentralized PI controller 
for -5º change of inT  
 
 
Figure 7.9 Servo response of the proposed design in the presence of modeling error 
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Figure 7.11 Servo response of the proposed design in the presence of process 
noise 
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Example 2 Consider a continuous stirred-tank reactor (CSTR), where a first-order 
exothermic reaction A→B occurs. The process dynamics described by the following 
equations (Uppal et. al., 1974; Chen et. al., 2002): 













































1)( /0  
(7.19) 
where AC  and AfC  are the concentrations of reactant A in the reactor and feed stream, 
respectively, T  and fT  are temperatures of the reactor and the feed stream 
respectively, cfT  is the temperature of coolant stream, f  and cf  are the respective 
flow rates of the feed and coolant streams, ρ  and cρ  are the density of the reactant 
and coolant streams, pC  and pcC  are the specific heats of the reactant and coolant, 0k  
and Ah  are the reaction rate and heat transfer coefficient, H∆  and RE /  are the heat 
of reaction and activation energy term, and V  is the reactor volume. 
The reactor concentration AC  and the exit temperature T  are controlled by 
manipulating the feed flow rate f  and the cooling flow rate cf , i.e., 1y  = AC , 
Ty =2 , 1u  = f , 2u  = cf . The model parameters and steady-state operation condition 
are given in Tables 7.3 and 7.4, respectively. In the proposed decentralized controller 
design, the pairing employed is ( 1y , 1u ; 2y , 2u ). 
To obtain the reference database for Co-JITL method, the two process inputs are 
generated as random steps around ± 5% of their respective nominal flow rates and the 
corresponding output data are shown in Figure 7.12. The input and output data are 
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scaled as follows: 
1.0
1.01 −y , 
854.43
54.4382 −y , 
100
1001 −u , 
41.103
41.1032 −u . The sampling time 
of 0.01 min is used for this example. 
 
Figure 7.12 Input and output data used for constructing the JITL’s database 
 
Table 7.3 Model parameters for CSTR 
Parameter Value Units Parameter Value Units 
AfC  1 mol L-1 RE /  104 K 
fT  350 K V  100 L 
cfT  350 K ρ  10
3 g L-1 
Ah  7×10
5 cal min-1 K-1 cρ  103 g L-1 
0k  7.2×10
10 L min-1 pC  1 cal g-1 K-1 
H∆  -2×10
5 cal mol-1 pcC  1 cal g-1 K-1 
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Table 7.4 Steady-state operating condition of CSTR 
Parameter Value Units Parameter Value Units 
AC  0.1 mol L
-1 T  438.54 K 
f  100 L min-1 cf  103.41 L min-1 
 
For the Co-JITL method, the second-order ARX model given in Eq. (7.1) is used 
as the local model and the parameters of Co-JITL are specified as follows: κ  = 0.99, 
p = 3, 002.0=J , and W = 60 and W = 50 are used for predicting 1y  and 2y , 
respectively. Figure 7.13 shows that the Co-JITL gives good prediction for validation 
tests conducted by various step changes introduced in the two input streams. 
 
Figure 7.13 Validation results for step changes in u1 (left) and u2 (right) 
 
By incorporating the Co-JITL method in the proposed design, the following initial 
PI parameters are chosen: 1,Pw  = 5, 1,Iw  = 0.5, 2,Pw  = 35− , 2,Iw  = 6− , and c = 1. 
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For the purpose of comparison, the following full PI controller developed by Chen et 
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or 11,Pw  = 5.783, 11,Iw  = 0.637, 12,Pw  = 12.198, 12,Iw  = 1.108, 21,Pw  = 437.8− , 
296.021, −=Iw , 434.5822, −=Pw , 22,Iw  = 788.4−  in respect to Eq. (7.2) and the 
scalings used in the proposed design. 
To evaluate the servo performance of the two controllers, two set-point changes 
are introduced in r1 and r2, respectively. It can be seen from Figure 7.14 that the 
proposed self-tuning decentralized PI controller gives better performance than that of 
the full PI controller for the set-point change in r1, leading to 58% and 81.8% 
reductions of MAE for the response of 1y  and 2y , respectively. Similarly, Figure 
7.15 shows that the performance of the proposed design is superior to that obtained by 
the full PI controller, resulting in the respective reductions of MAE by 85.4% and 
57.2% for the response in 1y  and 2y . The corresponding updating of controller 
parameters in the proposed design for servo response aforementioned are illustrated in 
Figures 7.16 and 7.17, and the corresponding learning rate is given in Figure 7.18. 
Figures 7.19 and 7.20 compare the disturbance rejection capability of the two 
controllers with respect to 20±  K step disturbances occurred in the temperature of 
the feed stream fT . Again, the proposed design shows marked improvement in 
control performance compared with the full PI controller, as also evidenced by the 
respective MAE reductions of 91% and 58% for the response of 1y  and 2y . 
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Figure 7.14 Servo response of the proposed design and full PI controller 
 for step change in r1 
 
 
Figure 7.15 Servo response of proposed design and full PI controller  
for step change in r2  
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Figure 7.17 Updating of PI parameters in the proposed design for step change in r2 
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Figure 7.18 Updating of learning rate in the proposed design for step changes  
in r1 (top) and r2 (bottom) 
 
 
Figure 7.19 Load response of the proposed design and full PI controller  
for 20 K step disturbance in fT  
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Figure 7.20 Load response of the proposed design and full PI controller 
for -20 K step disturbance in fT  
 
In order to evaluate the robustness of the proposed control strategy, it is assumed 
there exists 10% modeling error in the kinetic parameter 0k . As can be seen from 
Figures 7.21 and 7.22, the proposed design achieves reasonable good performance. 
Finally, to study the sensitivity of the proposed design with respect to noise, both 
process inputs and outputs are corrupted by 5% Gaussian white noise shown in Figure 
7.23. It is evident from Figures 7.24 and 7.25 that the proposed self-tuning 
decentralized PI controller maintains good performance in the presence of process 
noise. 
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Figure 7.21 Servo response of the proposed design for step change in r1 in the 
presence of modeling error 
 
 
Figure 7.22 Servo response of the proposed design for step change in r2 in the 
presence of modeling error 
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Figure 7.24 Servo response of the proposed design for step change in r1 in the 
presence of noise 
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Figure 7.25 Servo response of the proposed design for step change in r2 in the 
presence of noise 
 
7.4 Conclusion 
A self-tuning decentralized PID design methodology is developed for 
multivariable systems in this chapter. In the proposed design, PID parameters are 
updated based on not only the information provided by the Co-JITL, but also an 
updating algorithm derived by the Lyapunov method. Compared with the benchmark 
PI controllers reported in the literature for the two case studies, the proposed self-
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Adaptive PID Design Directly  
Using JITL Method 
 
8.1 Introduction 
In the previous JITL-based adaptive control strategies (Kansha et al., 2008; Cheng 
and Chiu, 2008; Nuella et al., 2009), JITL is mainly used as an estimator to predict 
future process output, which is incorporated into a specific updating algorithm for 
adaptive PID controllers design. 
In this chapter, an adaptive PID controller design strategy that uses JITL 
technique directly to update the PID parameters is proposed. The main departure of 
the proposed method from the previous results is that the JITL technique is employed 
in controller tuning directly without resorting to the common use of JITL as an 
estimator for process dynamics. Due to its adaptive nature and good predictive 
capability of the JITL technique, the proposed PID controller design utilizes the JITL 
technique to learn the mapping between the relevant inputs and desired outputs of the 
controller. The PID parameters at each sampling instance are obtained from the JITL 
technique by choosing the relevant dataset from the reference database. Hence, upon 
the construction of reference database and specification of associated parameters for 
this JITL-based controller, it can be applied online to calculate the control action 
directly according to the Co-JITL’s algorithm discussed previously in Chapter 2. 
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8.2 JITL-based adaptive PID controller design 
The proposed adaptive PID control scheme is depicted in Figure 8.1, where the 
JITL technique is utilized to learn the mapping between the input to PID controller 
and the controller output. 
 
Figure 8.1 JITL-based adaptive PID control scheme 
 









)1()()( −−=∆ kekeke  (8.2) 
where 0u  is the nominal process input corresponding to the nominal operating 
condition, )(kK P , )(kK I , and )(kK D  are the PID controller parameters at the k-th 
sampling instance. 
After rearranging Eq. (8.1), the following equation can be treated as the local 









Therefore, in light of Eq. (8.3), the JITL technique can be applied to determine 
PID parameters at each sampling instance, because these parameters are the model 
coefficients of the local model to be obtained by the JITL upon the request by query 
data. To this end, the reference database for the JITL can be constructed as 
 
JITL G + 
 - 
r e u y
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x  and 
the predicted output of the JITL is the deviation between the process input and its 
nominal value. 
As the process data available for controller design is obtained from open-loop 
tests, the central question is how to construct the reference database for the JITL 
method, which is closed-loop data in nature, in order to update the PID parameters at 
each sampling instance? In this respect, inspired by the VRFT design, the notion of 
reference model )( 1−zT  representing the desired closed-loop response between the 
‘virtual’ set-point )(~ 1−zr and output )( 1−zy  (see Figure 8.2) is used, i.e., 
)(~)()( 111 −−− = zrzTzy  (8.4) 
 
Figure 8.2 Reference model 
 
Similar to the VRFT design where process data )(ky  available from an open-loop 
test are treated as the ‘ideal’ output response in a closed-loop system, the 
corresponding ‘virtual’ set-point )(~ kr  can be obtained from Eq. (8.4) as follows: 
)()()(~ 1111 −−−− = zyzTzr  (8.5) 














Azzr N  (8.6) 
where N  is the process time delay and the closed-loop time constant A is constrained 
between 0 and 1. 
From Eq. (8.6), the ‘virtual’ set-point is obtained as 
)( 1−zT  )(
~ 1−zr  )( 1−zy  
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As a result, the error signal between the ‘virtual’ set-point and the process output 
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x  can be readily 
obtained from the available process data and the reference database 
niii uiu ~10 ])([ =−= xz  are constructed for that matter. 
The implementation of the proposed adaptive PID controller design using Co-
JITL is summarized as follows:  
Step 1: Given the initial reference database for the Co-JITL method, and the 
parameter of reference model, A; 
Step 2: Given the current process output )(ky  and PID parameters, the current 








x  is obtained, and the reference database for Co-
JITL is updated with the query data. To determine whether updating of the PID 
parameters is required for the next sampling instance, the index J given in Eq. (2.8) is 
calculated using the query data and current relevant dataset; 
Step 3: If JJ ≤ , the present PID algorithm, Eq. (8.3), which is treated as local 
model by the Co-JITL, is retained and hence the current PID parameters and relevant 
dataset remain unchanged for the next sampling instance. On the other end, if JJ > , 
the relevant dataset is updated by Co-JITL as follows: given the reference database 
][ 21 nzzzZ = , the index iJ  for the i-th dataset 
T
Wiii ][ 1−+= zzZ   is 
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calculated based on the query data kz  and iZ . The relevant dataset is then updated by 
the dataset corresponding to the minimum iJ  and the corresponding local model is 
used as the PID algorithm for the next sampling instance; 
Step 4: Set k = k + 1 and go to step 2. 
 
8.3 Examples and results 
Example 1 Consider the CSTR example in Chapter 6 and the same open-loop data 
in Figure 6.1. For the JITL-based PID controller design, the tuning parameter of the 
reference model is set as A = 0.1 and the parameters of Co-JITL method are specified 
as follows: the weighting factor in Eq. (2.8) κ = 0.98, the number of principal 
components p = 3, the window size W = 70, and the threshold 05.0=J . The scaling 
formula used for process input and output data are 
1.0




For comparison purpose, the linear PID controller designed using the conventional 
VRFT method with A = 0.97 as discussed in Chapter 6 is used as the benchmark. 
Figure 8.3 compares the servo response of the two controllers for the same set-point 
changes studies in Chapter 6. Figures 8.4 shows the updating of PID parameters in the 
proposed PID design. It is clear that the proposed design gives much better 
performance than the VRFT design not only because the VRFT design gives slow 
response for the first three set-point changes, but also it produces unstable response 
for the last set-point change. 
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Figure 8.4 Updating of PID parameters in the proposed design  
 
Chapter 8  Adaptive PID Design Directly Using JITL Method 
  143 
Example 2 Consider the polymerization reactor example in Chapter 6 and the same 
open-loop data shown in Figure 6.4. To proceed the JITL-based PID controller design, 
the tuning parameter of the reference model is chosen as A = 0.9 and the parameters 
of JITL method are given by κ = 0.98, p = 3, W = 100, 005.0=J . The input and 
output data are scaled as the following: 
5.25000
5.25000−y  and 
016783.0
016783.0−u .  
To evaluate the performance of the proposed adaptive PID controller design, the 
two set-point changes from 25000.5 to 40000 and 12500 given in Chapter 6 are 
considered. Figure 8.5 compares the response of the proposed PID controllers and the 
linear PID controllers designed using the conventional VRFT method. The updating 
of PID parameters in the proposed design is shown in Figures 8.6. Two linear PID 
controllers designed by conventional VRFT method are used for comparison purpose. 
The first controller is tuned with parameter A = 0.96 to achieve the smallest MAE for 
the set-point change from 25000.5 to 40000, while the other PID controller is 
designed with tuning parameter A = 0.89 to give comparable control performance of 
proposed PID design for the set-point change from 25000.5 to 12500. Table 8.1 
summarizes the tracking errors obtained by the three controllers. 
From Figure 8.5, it is clear that the JITL-based PID controller is superior to the 
VRFT design using A = 0.96 for the two set-point changes. On the other end, although 
the PID controller design with A = 0.89 is able to match the JITL-based PID design 
for the set-point change from 25000.5 to 12500, it provides much worse performance 
for the set-point change from 25000.5 to 40000, as evidenced by more than 126% 
increase in the MAE given in Table 8.1.  
Next, to evaluate the robustness of the proposed control strategy, the same 
modeling errors given in Chapter 6 are conducted. Figure 8.7 illustrates that the 
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proposed JITL-based PID design can maintain reasonable good performance in the 
presence of modeling error. Moreover, to study the sensitivity of the proposed PID 
design with respect to noise, both process input and output data are corrupted with 5% 
Gaussian white noise. In this respect, the same corrupted process data shown in 
Figure 6.8 are also used for the JITL-based PID design. It can be seen from Figure 8.8 
that the proposed PID controller provides satisfactory performance in the presence of 
process noise. 
 
Figure 8.5 Servo response of the proposed PID and VRFT designs 
 
Table 8.1 Tracking errors obtained by the proposed PID and VRFT designs 
Set-point changes Proposed PID design 
VRFT design 
A = 0.96 A = 0.89 
25000.5 → 40000 1279 2312 2901 
25000.5 → 12500 1215 2627 1078 
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Figure 8.6 Updating of PID parameters in the proposed design for set-point changes 
to 40000 (left) and 12500 (right) 
 
 
Figure 8.7 Servo response of the proposed design in the presence of modeling error 
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Figure 8.8 Servo response of the proposed design in the presence of process noise 
 
Finally, to further illustrate the application of proposed PID design to systems 
with time delay, it is assumed that there exists time delay of two sampling times in the 
output measurement. In this case, the tuning parameter A is set equal to 0.92, while 
the other tuning parameters are identical to those used for the case in the absence of 
time delay. Again, two PID controllers are designed using the VRFT method for 
comparison purpose. Figure 8.9 compares the resulting performance of the proposed 
PID design with the two VRFT designs for the same set-point changes described 
previously. It can be seen that the performance of the proposed PID design is better 
than that of the first VRFT design with A = 0.96 for the two set-point changes. 
Moreover, the proposed PID has much better performance than the other VRFT 
design based on A = 0.91 for the set-point change from 25000.5 to 40000, while both 
controllers are comparable for the other set-point change from 25000.5 to 12500. The 
corresponding updating of PID parameters in the proposed design is shown in Figure 
8.10 and the tracking errors of the resulting control performance are given in Table 
8.2.  
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Figure 8.10 Updating of PID parameters in the proposed design for set-point changes 
to 40000 (left) and 12500 (right) in the presence of time delay 
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Table 8.2 Tracking errors obtained by the proposed PID and VRFT designs  
in the presence of time delay 
Set-point changes Proposed PID design 
VRFT design 
A = 0.96 A = 0.91 
25000.5 → 40000 1770 2558 3432 
25000.5 → 12500 1704 2805 1530 
 
8.4 Comparison of two proposed adaptive PID controllers 
As the two examples used in this chapter and Chapter 6 are identical, it is of 
interest to compare the control performance of the two adaptive PID controllers 
developed in these two chapters. For example 1, it is seen from Figure 8.11 that the 
servo response of the JITL-based adaptive PID controller gives faster response, but at 
the expense of larger overshoot. For example 2, Figure 8.12 shows that the JITL-
based adaptive PID controller gives comparable performance for the set-point change 
from 25000.5 to 40000 with the EVRFT-based PID design. However, EVRFT-based 
PID controller yields better performance than the JITL-based PID design for the set-
point change from 25000.5 to 12500. The tracking errors of the resulting control 
performance are given in Table 8.3. Consequently, no recommendation can be made 
for the two adaptive controller design methods based on the simulation results of 
these two examples.  
 
Table 8.3 Tracking errors of the JITL-based and EVRFT-based  
adaptive PID designs 
Example Set-point changes JITL-based EVRFT-based 
CSTR 
0.1 → 0.04 → 0.025 
→0.045→ 0.15 
3107.4 −×  3106.5 −×  
Polymer 
reactor 
25000.5 → 40000 1279 1232 
25000.5 → 12500 1215 703 
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Figure 8.11 Servo response of the JITL-based and EVRFT-based adaptive PID 
designs for the CSTR example 
 
 
Figure 8.12 Servo response of the JITL-based and EVRFT-based adaptive PID 
designs for the polymerization reactor example 
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8.5 Conclusion 
In this chapter, an adaptive PID controller design method directly using the Co-
JITL method is developed. By using the open-loop data and a closed-loop reference 
model, the reference database that mimics the PID control algorithm can be 
constructed for the Co-JITL method. As a result, the local model determined by the 
Co-JITL at each sampling instant corresponds to the most up-to-date PID control 
algorithm, by which the current controller action can be calculated as well as the 
updating of PID parameter. Simulation studies illustrate that the adaptive PID 
controllers based on Co-JITL method gives better control performance than the PID 
controller designed by VRFT, but it is comparable with the adaptive PID controller 
designed by the EVRFT method developed in Chapter 6. 
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Conclusions and Future Work 
 
9.1 Conclusions 
In this thesis, several linear and adaptive controller design methods are developed 
by using VRFT and JITL techniques. 
Firstly, a direct data-based PID controller design is developed by solving an 
optimization problem resulting from approximating a reference model T(s) in a 
systematic one-step procedure. This is a sharp contrast with the IMC-based PID 
design methods that require the process model identification and trial-and-error 
procedure to determine the optimal tunable parameter from simulation studies 
requiring prior information of process dynamics or plant tests, which demand 
considerable engineering efforts. Extensive simulation results show that the direct 
data-based PID controller not only outperforms the direct model-based PID designs 
such as Connell-PID and Skogestad-PID designs, but also gives comparable or better 
control performance than the IMC-based PID controllers including IMC-PID and 
Maclaurin-PID designs that have been tuned on-line by trial and error to achieve their 
respective best control performance.  
Furthermore, using another reference model based on the desired loop transfer 
function L(s), an alternative direct data-based PID controller design method is 
developed. Extensive simulation results show that this alternative PID design using 
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L(s) provides comparable control performance with that using the reference model 
T(s). 
Motivated by the encouraging results mentioned above, the VRFT design 
framework is also extended to design IMC controller in continuous time. However, 
the resulting control performance cannot match to that of conventional IMC controller. 
To achieve better control performance, the proposed one-step IMC design is 
developed based on three correlation equations obtained from extensive simulation 
studies and one key parameter of the VRFT-based IMC design. Contrast to the 
conventional two-step IMC design that require the process model to be identified 
prior to the design of IMC controller, this proposed method designs IMC controller 
and model simultaneously without an iterative two-step design procedure inherent in 
the conventional IMC design. Simulation results show that the proposed IMC design 
not only improves the performance of VRFT-based IMC design, but also gives better 
or comparable performance than that of the conventional IMC design.  
Next, an adaptive PID controller is developed using the proposed Enhanced 
Virtual Reference Feedback Tuning (EVRFT) method for nonlinear system. This 
method makes use of a second-order reference model instead of the first-order 
reference model normally used in the literature. The controller parameters are 
designed by updating the database and the parameter in the reference model. 
Simulation results demonstrate that the proposed adaptive PID design using the 
EVRFT method gives better response than the conventional VRFT design. 
Consequently, the EVRFT method is a useful strategy for adaptive controller design 
for nonlinear processes. 
A self-tuning decentralized PID controller design utilizing JITL modeling 
technique is developed for multivariable systems. In this method, PID parameters are 
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updated based on the information provided by the JITL and an updating algorithm 
derived from the Lyapunov method. Simulation results illustrate that the proposed 
methods have better control performance than their conventional counterparts 
reported in the literature.  
Another adaptive PID design method is proposed by using the JITL technique for 
controller tuning directly, which is the main departure from the common use of JITL 
as an estimator for process dynamics in the previous work. In this proposed method, 
reference database that mimics the PID control algorithm is constructed by using the 
open-loop data and a closed-loop reference model. So the local model determined by 
the JITL corresponds to the updated PID control algorithm obtained at each sampling 
instant. Simulation results show that the proposed method has better performance than 
the PID controller designed by conventional VRFT design, but it is comparable with 
the other adaptive PID controller design using the EVRFT developed in this thesis. 
 
9.2 Future Work 
There remain several interesting research topics that warrant further research 
investigation, which are summarized in the following. 
 
(1) The proposed data-based direct PID and one-step IMC controller design 
methods developed in the VRFT framework only focus on the servo performance in 
the controller design. Therefore, when the regulatory response is the primary design 
requirement, it is of significant practical importance to develop new design methods 
and more importantly new reference models that can reflect better the load 
performance, which is a challenging topic on its own. In addition, the one-step IMC 
design method is developed primarily for minimum-phase processes and hence how 
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to extend the existing design method for non-minimum phase systems is worthwhile 
for further investigation.    
Furthermore, the extension of the proposed data-based designs to the Two-
Degree-of-Freedom control system warrants further investigation as well. In addition, 
the proposed PID and IMC design methods may be extended and generalized to more 
complicated control systems such as cascade control system or multivariable systems. 
 
 (2) The adaptive PID controller design directly using JITL technique developed 
in Chapter 8 is based on the first-order reference model. Future work may investigate 
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