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AN ADAPTIVE RANDOM-SEARCH ALGORITHM FOR IMPLEMENTATION 
OF THE MAXIMUM PRINCIPLE 
By Elwood C .  S tewar t ,  W i l l i a m  P .  Kavanaugh, 
and David H.  Brocker 
Ames  Research Center 
SUMMARY 
In  t h i s  paper a f e a s i b l e  method of  implementing t h e  Maximum P r i n c i p l e  i s  
given which can be used t o  genera te  e x p l i c i t  optimal s o l u t i o n s  t o  complex non- 
l i n e a r  con t ro l  problems. The method i s  based on an adapt ive  random-search 
algori thm t h a t  u t i l i z e s  d i r e c t  measurements of  hypersur faces ,  t h e  a n a l y t i c  
forms of which a r e  unknown, t o  so lve  a two-point boundary-value problem. The 
purpose o f  t he  search  i s  t o  l o c a t e  a se t  of parameters t h a t  correspond t o  t h e  
minimum of  t h e  hypersur faces .  The method has a much wider  scope of appl ica-  
b i l i t y  than t o  the  two-point boundary-value problem t o  which t h i s  paper i s  
addressed. No r e s t r i c t i o n s  a r e  p laced  on the  con t inu i ty  of  t h e  su r faces  o r  
on the  number o f  maxima o r  minima. The adapta t ion  enhances convergence by 
varying the  mean and var iance  of  a p r o b a b i l i t y  d i s t r i b u t i o n  as a func t ion  o f  
p a s t  performance. The algori thm has l o c a l  and g loba l  search  p r o p e r t i e s  so  
t h a t  "hanging upv1 on l o c a l  minima o r  maxima i s  avoided. 
A hybr id  computer implementation of t h e  algori thm i s  d iscussed ,  which 
t r e a t s  both f ixed-  and f r ee - t ime  problems. The usefu lness  of  t h e  algori thm i s  
i n v e s t i g a t e d  experimental ly  f o r  a f ixed-t ime f i f t h - o r d e r  nonl inear  minimum- 
f u e l  o r b i t - t r a n s f e r  problem and f o r  a f ree- t ime,  s i x t h - o r d e r ,  nonl inear  
minimum-fuel s a t e l l i t e  a c q u i s i t i o n  problem. So lu t ions  a r e  obta ined  f o r  t hese  
problems i n  a wide v a r i e t y  of s i t u a t i o n s ,  and system performance i n  some of 
t hese  s i t u a t i o n s  improved remarkably. This i s  d i r e c t l y  a t t r i b u t a b l e  t o  the  
computational method o f  t h i s  paper ,  which permits one t o  i n v e s t i g a t e  nonl inear  
problems i n  a manner h e r e t o f o r e  una t ta inab  l e .  Convergence i s  genera l ly  
obta ined  wi th in  seve ra l  thousand i t e r a t i o n s  (one t o  two minutes) .  De ta i l s  a r e  
given on the  manner i n  which t h e  system i t e r a t e s ,  on t y p i c a l  s o l u t i o n s  t h a t  
were obta ined  f o r  a wide range o f  s i t u a t i o n s ,  and t h e  convergence p rope r t i e s  
of  s eve ra l  v a r i a t i o n s  o f  t h e  b a s i c  a lgori thm. Cross  s e c t i o n s  through t h e  
boundary hypersurfaces  r evea l  t h e  s t r i k i n g  i r r e g u l a r i t i e s  t h a t  high-order  
systems can have; i t  has  been demonstrated t h a t  t h e  adapt ive  random-search 
approach i s  e f f e c t i v e  i n  coping with these  i r r e g u l a r i t i e s .  
INTRODUCTION 
The Pontryagin Maximum P r i n c i p l e  i s  an exceedingly e l egan t  and powerful 
theory f o r  determining t h e  optimal con t ro l  of dynamic systems descr ibable  by 
non l inea r  d i f f e r e n t i a l  equat ions  with bounded c o n t r o l .  Although t h e r e  has 
been a f l u r r y  of  a c t i v i t y  f o r  s e v e r a l  years  i n  i t s  a p p l i c a t i o n  t o  low-order 
systems, t h e r e  have been f e w  app l i ca t ions  t o  h igh-order  systems. For 
high-order  systems t h e  Maximum P r i n c i p l e  y i e l d s  much information about t h e  
na tu re  o f  t h e  s o l u t i o n ,  b u t  t h e  a c t u a l  s o l u t i o n  i s  gene ra l ly  d i f f i c u l t  t o  
ob ta in .  The reason f o r  t h i s  i s  t h a t  a d i f f i c u l t ,  mixed boundary-value problem 
is  ' invar iab ly  encountered, one i n  which t h e  known boundary condi t ions  are 
divided between i n i t i a l  and terminal  va lues .  Furthermore, t h e  mapping from 
the  i n i t i a l  t o  te rmina l  boundary values  i s  n o t  gene ra l ly  e x p l i c i t l y  known. An 
equiva len t  formulat ion may be  employed t o  t ransform t h e  mixed boundary-value 
problem t o  an i n i t i a l - v a l u e  problem by cons t ruc t ing  t h i s  mapping with t h e  a i d  
of  computers. Then t h e  problem can be  i n t e r p r e t e d  as one of  determining t h e  
se t  o f  i n i t i a l  condi t ions  t h a t  correspond t o  a minimum of  a hypersurface,  t h i s  
minimum value  be ing  known a p r i o r i .  
One p o s s i b l e  approach t o  t h e  above problem i s  based on some form o f  t h e  
grad ien t  method. However, t h e r e  are s e v e r a l  disadvantages i n  t h i s  approach : 
(1) only l o c a l  p r o p e r t i e s  are u t i l i z e d ,  ( 2 )  only one l o c a l  minimum i s  
i m p l i c i t l y  assumed, and (3) t h e  g rad ien t  i s  no t  u sua l ly  a n a l y t i c a l l y  a v a i l a b l e .  
These d i f f i c u l t i e s  l e a d  t o  convergence problems as shown i n  re ference  1. Thus, 
t h e  approach i s  o f  l i m i t e d  value when t h e  s u r f a c e  be ing  s tud ied  i s  multipeaked, 
discont inuous,  o r  very  f l a t  i n  c e r t a i n  r eg ions .  Random-search methods seem 
promising i n  overcoming some of  t he  above d e f i c i e n c i e s .  References 2-4 give 
good general  d i scuss ions  o f  t h e  mer i t s  o f  random techniques.  Such methods 
have been used mostly i n  connection with d i r ec t - sea rch  problems ( r e f s .  5 
and 6 ) .  However, i n  a r ecen t  s tudy ( r e f .  7 ) ,  a f ixed - s t ep ,  random-sign-type 
search was used t o  implement t h e  Maximum P r i n c i p l e ,  and app l i ca t ion  was made 
t o  l i n e a r  second- and th i rd -o rde r  systems. 
A more genera l  approach w i l l  b e  d iscussed  i n  t h i s  paper  based on an 
adapt ive random-search method f o r  so lv ing  t h e  two-point boundary-value problem 
involved i n  t h e  Maximum P r i n c i p l e .  The random search  has both l o c a l  and 
global  p r o p e r t i e s  and t h e  method does not  depend on t h e  con t inu i ty  of  t h e  sur- 
face  being searched o r  t h e  number of minima, and does no t  r equ i r e  t h a t  an ana- 
l y t i c a l  express ion  f o r  t h e  su r face  be  known. The method, which i s  based on 
two previous s t u d i e s  ( r e f s .  8 and 9) ,  permits  t h e  much l a r g e r  c l a s s  of  
f ree- t ime problems t o  be  t r e a t e d .  
I t  i s  worth no t ing  t h a t  t he  adapt ive random-search method has wider  
a p p l i c a b i l i t y  than merely so lv ing  problems t h a t  r e s u l t  from a p p l i c a t i o n  of  t h e  
Maximum P r i n c i p l e  and i t s  a s soc ia t ed  boundary-value problem. That i s ,  t h e  ' 
same method could be use fu l  i n  t h e  more genera l  problem of  determining t h e  
minimum of  an a r b i t r a r y  hypersurface;  much l i t e r a t u r e  i s  concerned with t h i s  
more general  problem. 
Although t h e  approach descr ibed  i n  t h i s  paper  i s  c l o s e l y  r e l a t e d  t o  such 
s t u d i e s ,  t h e r e  a r e  s i g n i f i c a n t  d i f f e rences .  F i r s t ,  a f a i r l y  general  s e t  of  
h e u r i s t i c s  i s  implemented i n  the  present  s tudy  t o  enable  an accura te  b u t  com- 
p l ex  model o f  t h e  problem t o  be so lved .  This c o n t r a s t s  with o t h e r  approaches 
i n  which h e u r i s t i c s  a r e  used t o  reduce t h e  problem t o  a s i z e  more s u i t a b l e  t o  
more r igorous mathematical ana lys i s  ; t h e  l a t t e r  approach tends t o  oversim- 
p l i f y  t h e  t r u e  na tu re  o f  t h e  su r face .  A second d i f f e r e n c e  is  t h a t  genera l  
g loba l  minimization problems usua l ly  r e q u i r e  complex and somewhat a r b i t r a r y  
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I 
s topping  r u l e s .  I n  t h e  problem presented  i n  t h i s  paper ,  t he  s topping  r u l e  is  
simple and p r e c i s e  because t h e  minimum value  o f  t h e  s u r f a c e  i s  known by con- 
s t r u c t i o n .  F ina l ly ,  t h e  technique of  implementation assumes a more prominent 
p o s i t i o n  i n  t h i s  s tudy  than  i n  t h e  more general  s t u d i e s  because t h e  method i s  
dependent on new advances i n  computer c a p a b i l i t i e s .  
In  the  s e c t i o n s  t o  fol low,  the adapt ive  random-search algori thm f o r  both 
the  f ixed-t ime and free- t ime s i t u a t i o n s  a r e  descr ibed ,  t h e  r e spec t ive  hybr id  
computer r e a l i z a t i o n s  a r e  d iscussed ,  and app l i ca t ions  of t h e  method t o  a 
f ixed-t ime,  f i f t h - o r d e r ,  non l inea r  o r b i t - t r a n s f e r  problem and t o  a free- t ime,  
s i x t h -  order ,  non l inea r  s a t e l l i t e  a t t i t u d e  a c q u i s i t i o n  prob lem are presented .  
PROBLEM FORMULATION 
Although t h e  adapt ive  random-search method t o  b e  d iscussed  i n  t h i s  paper  
i s  app i i cab le  t o  a wide range of engineer ing problems, a t t e n t i o n  w i l l  c e n t e r  
on those problems t o  wh.ich t h e  Maximum P r i n c i p l e  i s  app l i cab le .  Fami l i a r i t y  
with t h e  Maximum P r i n c i p l e  i s  assumed ( r e f s .  5 ,  6 ,  7 ) .  Thus, we w i l l  no t  
review t h e  d e r i v a t i o n ,  t h e  theorems, t h e  assumptions involved,  o r  t h e  
boundary-value theory.  For purposes o f  n o t a t i o n ,  a few remarks a r e  appropri-  
a t e  , however. 
The system t o  be  con t ro l l ed  i s  def ined by t h e  v e c t o r  d i f f e r e n t i a l  
equat ion 
G = f ( x , u , t )  
where the  s t a t e  vec to r  i s  x = ( ~ 1 ~ x 2 ,  . . . , x n ) ,  t h e  con t ro l  vec to r  is 
u = (u l  ,u2 , . . . ,um) , f i s  a vec to r  func t ion ,  f = ( f  l , f , ,  . . . , fn )  , and 
U E U ,  t h e  allowable con t ro l  reg ion .  Discussion w i l l  c e n t e r  on f ixed-t ime 
problems because of t h e  convenience i n  p re sen ta t ion ;  however, f ree- t ime prob- 
lems w i l l  b e  included,  and example problems given f o r  each s i t u a t i o n .  I t  i s  
des i r ed  t o  t ake  t h e  system from a given s t a t e  x(0) t o  a f i n a l  t a r g e t  s e t  S 
s o  as t o  minimize t h e  genera l ized  cos t  func t ion  
n 
c = c a i x i ( t )  
i = o  
where xo ( t )  i s  t h e  a u x i l i a r y  s t a t e  a s soc ia t ed  wi th  t h e  q u a n t i t y  t o  be  mini- 
mized ( r e f .  7 ) .  Some of t h e  p o s s i b l e  t a r g e t  sets a r e :  ( a )  S E R ~ ,  (b) S C Rn, 
and (c) S = XfERn, corresponding t o  a f r e e  p o i n t ,  a subse t  of t h e  whole 
space Rn, and a f i x e d  p o i n t .  
The a p p l i c a t i o n  o f  t h e  Maximum P r i n c i p l e  t o  t h e  s t a t e d  problem i n v a r i -  
ably r equ i r e s  t h e  s o l u t i o n  t o  t h e  s e t  of  equat ions :  
3 
s u b j e c t  t o  c e r t a i n  boundary cond i t ions ,  and, where p i s  t h e  a d j o i n t  vec to r ,  
p = (Po,P, Y * * - ,Pn> - 
Although t h e  above s e t  of equat ions obta ined  from t h e  Maximum P r i n c i p l e  
conta in  a good dea l  of  information about t h e  na tu re  of  t h e  optimum c o n t r o l ,  
i t  i s  gene ra l ly  d i f f i c u l t  t o  o b t a i n  an e x p l i c i t  s o l u t i o n  t h a t  s a t i s f i e s  t h e  
des i r ed  boundary condi t ions ;  t h a t  i s ,  w e  know t h e  con t ro l  func t ion  u(x,p) and 
t h e  equat ions f o r  
both x and p .  For example, a t  t he  i n i t i a l  t ime, x(0)  i s  g e n e r a l l y  known 
from t h e  problem s p e c i f i c a t i o n s ,  whereas p(0) i s  no t  known. The boundary 
condi t ions  remaining a t  t h e  end time w i l l  b e  determined i n  p a r t  by t h e  spec i -  
f i e d  t a r g e t  s e t  and i n  p a r t  by. t h e  t r a n s v e r s a l i t y  cond i t ion .  Thus, t h e r e  i s  
d i f f i c u l t y  i n  s o l v i n g  t h e s e  equat ions even numerical ly ,  because t h e  known 
boundary condi t ions  a r e  s p l i t  between i n i t i a l  and f i n a l  t imes.  
x and p ,  b u t  a t  no time do we know t h e  s p e c i f i c  values  of  
THE ADAPTIVE RANDOM-SEARCH ALGORITHM 
The general  approach used he re  i s  based on an adapt ive  random-search 
procedure and i t  ob ta ins  e x p l i c i t  s o l u t i o n s  f o r  problems t o  which t h e  Maximum 
P r i n c i p l e  has been app l i ed .  To desc r ibe  t h e  approach i t  i s  expedient t o  d i s -  
cuss (1) t he  b a s i c  search  algori thm f o r  f ixed-t ime problems; (2)  t h e  changes 
requi red  f o r  f ree- t ime problems; and ( 3 )  t h e  adapt ive  c h a r a c t e r i s t i c s  of  t h e  
algori thm. 
Nonadaptive Random-Search Algorithm f o r  Fixed Time 
In  t h i s  s e c t i o n  f ixed-t ime problems i n  which t h e  system is  e i t h e r  
autonomous o r  nonautonomous w i l l  b e  t r e a t e d .  
t h e  algori thm i s  i l l u s t r a t e d  i n  f i g u r e  1. The l e f t  h a l f  o f  t h e  f i g u r e ,  i n d i -  
ca ted  by analog computation, i s  an implementation of  t h e  s e t  o f  equat ions ( 3 ) .  
The r i g h t  h a l f ,  i nd ica t ed  by d i g i t a l  computation, i s  an implementation of 
those  opera t ions  t h a t  a r e  b e s t  done d i g i t a l l y  i n  o r d e r  t o  s a t i s f y  t h e  boundary 
condi t ions  involved i n  t h e  Maximum P r i n c i p l e .  
A hybr id  computer diagram of 
Let us d iscuss  t h e  algori thm i n  d e t a i l .  The b a s i c  not ion  i n  t h e  random- 
search algori thm i s  t o  s e l e c t  t h e  i n i t i a l  condi t ion  vec to r  f o r  t h e  a d j o i n t  
equat ions from a no i se  source ,  which has i n  t h i s  case  a gaussian d i s t r i b u t i o n  
with ( f o r  purposes of  t he  immediate d iscuss ion)  f i x e d  mean m and f ixed  
s tandard  dev ia t ion  0 .  Conceptually,  as ind ica t ed  i n  t h e  f i g u r e ,  t h e  mean and 
s tandard  devia t ions  can be sepa ra t ed  by adding t h e  m t o  t h e  output  of a 
gaussian n o i s e  source with s tandard  dev ia t ion  cr and zero mean. Thus on any 
k th  i t e r a t i o n ,  t h e  vec to r  pk i s  
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The gaussian n o i s e  source generates  a pure ly  random, n-dimensional vec to r  
sequence {Ek) wi th  zero mean and independent components : 
m z E ( E ~ )  = o 
where 5 = (E1,5,, . . . ,En) ,  and 6 jk  i s  t h e  Kronecker d e l t a .  
Continuing around t h e  loop i n  f i g u r e  1, the  va lue  of  
by equat ion (4) becomes p(O),  t h e  i n i t i a l  condi t ion  f o r  t h e  a d j o i n t  equat ion .  
Since t h e  value o f  p(0) t o g e t h e r  wi th  t h e  given x(0) i s  s u f f i c i e n t  t o  de f ine  
a s o l u t i o n  of  t h e  s e t  ( 3 ) ,  t hese  equat ions represented  by t h e  l e f t  h a l f  of 
f i g u r e  1 can be i n t e g r a t e d  t o  t h e  terminal t i m e  T .  The f i n a l  s t a t e  xk(T) 
a c t u a l l y  achieved genera l ly  f a i l s  t o  s a t i s f y  t h e  d e s i r e d  terminal  s t a t e  as 
def ined by t h e  t a r g e t  s e t .  S i m i l a r l y ,  t h e  f i n a l  values  of  t h e  a d j o i n t  v a r i -  
ab les  
For t h i s  reason a func t ion  t o  measure the  d i f f e r e n c e  between t h e  a c t u a l  bound- 
ary values  and t h e  d e s i r e d  boundary values  i s  introduced h e r e i n .  The d e f i -  
c i enc ie s  poin ted  out  i n  re ference  1 3  of  t h e  sca l a r -va lued  m e t r i c  w i l l  b e  
avoided. In s t ead ,  systems w i l l  b e  p a r t i a l l y  ordered by a vec tor -va lued  me t r i c .  
General ly ,  t h r e e  d i s t i n c t  types of  condi t ions  w i l l  b e  s a t i s f i e d  a t  t h e  te rmina l  
t ime, t h a t  due t o  t h e  displacement components of  x(T) , t h a t  due t o  t h e  veloc-  
i t y  components o f  x(T) ,  and t h a t  due t o  t h e  t r a n s v e r s a l i t y  r e l a t i o n .  Hence, 
t he  vec to r  me t r i c  w i l l  b e  taken t o  b e  of  t h e  form 
pk as determined 
pk(T) f a i l  t o  s a t i s f y  t h e  boundary condi t ions  requi red  by t r a n s v e r s a l i t y .  
where the  components r e f e r  t o  displacement,  v e l o c i t y ,  and t r a n s v e r s a l i t y  
( ad jo in t  v a r i a b l e s  p) e r r o r s ,  r e s p e c t i v e l y .  For two systems Z and Z' we 
w i l l  say Z > Z' i f  and only i f  J > J ' ;  t h a t  i s ,  JD > JD' , Jv > J v l ,  and 
J p  > J p ' .  With t h i s  concept one i s  concerned with choosing from a c e r t a i n  
se t  o f  systems a n o n i n f e r i o r  system r a t h e r  than an optimum system. This con- 
cept  corresponds more c l o s e l y  with a r e a l i s t i c  ob jec t ive  as poin ted  out  i n  
re ference  13.  
Assume now t h a t  t h e  search  is pure ly  random with no adapt ive  cha rac t e r -  
i s t i c s .  In  t h i s  case t h e  dashed l i n e s  i n  f i g u r e  1 would b e  absent .  Then as  
a r e s u l t  o f  t he  random v e c t o r  sequence { < k ) ,  t h e  v e c t o r  sequence {Jk I  i s  
generated.  Since t h e  search  i s  pu re ly  random, t h e  a lgor i thm l o g i c  decides  a t  
each i t e r a t i o n  whether t h e  va lue  of J has been reduced t o  zero.  
S a t i s f y i n g  t h e  boundary condi t ions  i s  s l i g h t l y  more involved than t h e  
above because i n  an experimental  s tudy i t  i s  no t  l i k e l y  t h a t  t h e  boundary con- 
d i t i o n s  f o r  x and p w i l l  eve r  b e  p r e c i s e l y  achieved; t h a t  i s ,  J w i l l  never 
be  exac t ly  zero.  For t h i s  reason we w i l l  en la rge  t h e  t a r g e t  s e t  by some small  
amount and allow t h e  system t o  te rmina te  a t  any p o i n t  i n  t h e  enlarged s e t .  
This view i s  more r e a l i s t i c ,  s i n c e  t h e r e  i s  no reason t o  demand t h a t  a p r a c t i -  
cal system s a t i s f y  t h e  boundary condi t ion  e x a c t l y .  To accomplish t h i s  i n  t h e  
random-search method, w e  w i l l  r equ i r e  
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I 
J < E  
where 
The values  of  and are d i c t a t e d  by how c l o s e l y  it i s  des i r ed  t h a t  t h e  
system s t a t e s  approach t h e  des i r ed  t a r g e t  s e t .  The va lue  o f  EP i s  more 
d i f f i c u l t  t o  choose because o f  i t s  lack  of  phys i ca l  i n t e r p r e t a t i o n .  Fortu- 
n a t e l y ,  t h e  hybr id  computer approach makes it easy t o  choose a s u f f i c i e n t l y  
small va lue  by experimental ly  observing t h e  s e n s i t i v i t y  of  t h e  s o l u t i o n s  t o  
small changes i n  EP. 
s o l u t i o n s  were q u i t e  i n s e n s i t i v e  t o  v a r i a t i o n s  i n  EP 
I n  an experimental  s tudy  t o  b e  descr ibed  l a t e r ,  t h e  
over  a wide range.  
Nonadaptive Random-Search Algorithm f o r  Free Time 
In  t h e  f ree- t ime problem one i s  i n t e r e s t e d  i n  minimizing system pe r fo r -  
mance a t  some time wi th in  an a r b i t r a r y  i n t e r v a l  o f  time [O,T]. (Note t h a t  we 
use t h e  same symbol T t h a t  w e  used i n  t h e  f ixed-t ime case  b u t  t he  meaning 
i s  s l i g h t l y  changed.) There a r e  two e s s e n t i a l  d i f f e rences  between t h e  f ixed-  
t i m e  and t h e  f ree- t ime problems t h a t  must b e  accounted f o r  i n  t h e  algori thm 
as w i l l  now be d iscussed .  
The f i rs t  change i n  the  algori thm requ i r ed  f o r  f ree- t ime problems is  t h e  
in t roduc t ion  of  a s u i t a b l e  me t r i c  J k  on which t o  base  t h e  i t e r a t i o n s .  We 
w i l l  t a k e  Jk t o  be  def ined  by t h e  fo l lowing  equat ion:  
where t m  i s  t h e  va lue  o f  t a t  which t h e  minimum occurs on t h e  k t h  
i t e r a t i o n .  By way of  comparison, i n  t h e  f ixed-t ime case t h e  J k  used i n  t h e  
algori thm was taken t o  be J(T)  ( i  . e . ,  t h e  boundary-value e r r o r ,  computed 
from t h e  s t a t e  and a d j o i n t  va r i ab le s  a t  t h e  f i x e d  time T ) .  I n  t h e  f ree- t ime 
s o l u t i o n ,  however, we r equ i r e  
i n t e r v a l  [O,T] and i t s  minimum value  t o  be  determined. These r equ i r ed  
changes i n  implementation a r e  ind ica t ed  i n  f i g u r e  2 by t h e  me t r i c  computation 
b lock .  The minimum ope ra t ion  i n  equat ion (9) i s  implemented v i a  an analog 
c i r c u i t  t h a t  "remembers" t h e  minimum value  of  J ( t ) ,  designated i n  equa- 
t i o n  (9) by J ( t m ) ,  on t h e  i n t e r v a l  [O,T] f o r  each k th  t r i a l .  Then a t  time 
T ,  on t h e  k th  t r i a l ,  t h i s  va lue  of  J(tm) i s  read by t h e  d i g i t a l  machine 
a n d ' i s  s t o r e d  as J k .  Note t h a t  when a s o l u t i o n  i s  obta ined ,  tm on t h a t  
t r i a l  becomes t h e  a p r i o r i  unknown s o l u t i o n  t ime, t m s .  
J ( t )  t o  b e  computed cont inuously over t h e  
A second change requi red  i n  the  a lgor i thm f o r  f ree- t ime problems depends 
on t h e  na tu re  of t he  system t o  be  con t ro l l ed .  For autonomous systems t h e  
theory r equ i r e s  t h e  add i t iona l  condi t ion  t h a t  t h e  Hamiltonian H = (p , f )  be  
i d e n t i c a l l y  zero over  t h e  i n t e r v a l  [O,T].  This can be  done by genera t ing  
n - 1 elements of  t h e  n-dimensional v e c t o r  p(0) randomly, and computing t h e  
remaining element t o  s a t i s f y  t h e  requirement t h a t  
change i n  implementation i s  i n d i c a t e d  i n  f i g u r e  2 .  The necessary computa- 
t i o n s  are s imple:  
H = 0 .  The requi red  
they can always be  accomplished by t h e  s o l u t i o n  of a 
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l i n e a r  a lgeb ra i c  equat ion  as long as w e  are confined t o  problems of  mechanics 
The reason i s  t h a t  tf iere w i l l  always be  some of  t h e  s t a t e  d i f f e r e n t i a l  equa- 
t i o n s  i n  which t h e  con t ro l  does n o t  appear s o  t h a t  t h e  Hamiltonian w i l l  b e  
l i n e a r  i n  t h e  corresponding a d j o i n t  v a r i a b l e s .  Imposing H = 0 a t  t h e  
i n i t i a l  t i m e  i s  s u f f i c i e n t  s i n c e  t h e  theory ensures  t h a t  H i s  cons tan t  
throughout t h e  i n t e r v a l .  
Nonautonomous systems r e q u i r e  a s l i g h t l y  d i f f e r e n t  change i n  t h e  
algori thm. 
f i n a l  t ime, and t h i s  c o n s t r a i n t  could b e  implemented by inc lud ing  it as an 
added component o f  t h e  v e c t o r  metric. 
were considered,  w e  w i l l  no t  d i scuss  t h i s  case f u r t h e r .  
A c e r t a i n  c o n s t r a i n t  must be  s a t i s f i e d  on t h e  Hamiltonian a t  t h e  
S ince  no app l i ca t ions  o f  t h i s  type  
I t  i s  now c l e a r  t h a t  with t h e  except ion of  minor changes, t h e  i t e r a t i v e  
procedure i s  i d e n t i c a l  f o r  t h e  free-time and f ixed-t ime problems. 
t h e  adapt ive  a spec t s  of  t h e  search  a lgor i thm t o  b e  d iscussed  i n  t h e  next  
s e c t i o n  apply t o  both problems. 
S imi l a r ly ,  
The Adaptive Random-Search Algorithm f o r  Fixed and Free T ime  
The pure random search  descr ibed  i n  t h e  preceding s e c t i o n s  i s  gene ra l ly  
u n s a t i s f a c t o r y  because of  t h e  excess ive ly  long convergence t imes,  as w i l l  b e  
seen i n  a l a t e r  example. 
making t h e  system adapt ive ;  t he  adapt ive  p r o p e r t i e s  a r e  achieved by varying 
t h e  mean m and s t anda rd  dev ia t ion  cr as a func t ion  of  t h e  system's  p a s t  
performance. Since performance i s  determined by t h e  inpu t  and output  
sequences { E k }  and {Jk}, we w i l l  make t h e  mean and s t anda rd  dev ia t ion  
adapt ive of  t h e  form 
The convergence p r o p e r t i e s  can b e  improved by 
A fundamental no t ion  i n  t h e  algori thm w i l l  be  t h a t  o f  a "success" o r  " f a i l u r e "  
def ined  by a func t ion  of  t he  cos t  Jk on t h e  k th  i t e r a t i o n  and t h e  s m a l l e s t  
preceding cos t  Jz obta ined  on t h e  last  success fu l  i t e r a t i o n  ( t h e  Zth 
i t e r a t i o n ) .  The most f r equen t ly  used d e f i n i t i o n s  were 
I success :  J Z , -  ~k > o f a i l u r e :  J Z  - ~k o 
Obviously a success fu l  i t e r a t i o n  i s  both necessary and s u f f i c i e n t  f o r  t h e  
system t o  be n o n i n f e r i o r .  P r a c t i c a l  l i m i t a t i o n s  made it  necessary  t o  modify 
t h e  s ta tement  of equat ion  (11) as fo l lows .  By d e f i n i t i o n ,  each component of 
Jz 
i s  poss ib l e  t h a t  some components o f  J z  
approaching t h e  r e s o l u t i o n  of  t h e  computer while  o t h e r  components remain 
l a rge ,  f u r t h e r  reduct ion  as def ined  by equat ion  (11) would be  impossible .  
Thus t h e  remaining l a rge  components could not  be made l e s s  than  t h e i r  respec-  
t i v e  E values .  This s i t u a t i o n  was observed t o  occur  q u i t e  r e g u l a r l y .  To 
i s  a monotonic decreas ing  func t ion  of  t h e  number o f  i t e r a t i o n s .  S ince  i t  
may b e  reduced t o  small values  
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avoid i t  w e  w i l l  no t  r e q u i r e  f o r  a "success" a f u r t h e r  reduct ion  o f  those  
components of  Jz t h a t  a r e  a l ready  equal  t o  o r  less than  t h e i r  r e spec t ive  E 
va lues .  
s ta tement  t o  b e  desc r ibed  l a t e r .  
An exac t  s ta tement  o f  t h i s  concept r e s u l t s  i n  a complex Boolean 
Implementation o f  t h e  adapt ive  p a r t  o f  t h e  a lgor i thm i s  i l l u s t r a t e d  i n  
f i g u r e  1 by t h e  d o t t e d  l i n e s  and t h e  a lgor i thm l o g i c  b lock .  The algori thm 
l o g i c  block performs t h e  computations i n  t h e  above equat ions by u t i l i z i n g :  
(1) t h e  pk information from t h e  memory Mp,  and (2) t h e  system performance 
information J k  from t h e  memory Mj. The output  o f  t h e  algori thm l o g i c  
block i s  then t h e  mean and s tandard  dev ia t ion  of  t h e  d i s t r i b u t i o n  f o r  t h e  
next  i t e r a t i o n  as i n d i c a t e d .  
The r a t i o n a l e  behind t h e  p a r t i c u l a r  adapt ive  l a w  t o  b e  used he re  i s  
based on the  no t ion  o f  a creeping,  expanding, and con t r ac t ing  search .  The 
creeping c h a r a c t e r  o f  t h e  search  i s  provided by vary ing  t h e  mean of  t h e  d i s -  
t r i b u t i o n  s o  as t o  equal  t h e  i n i t i a l  condi t ion  o f  t h e  a d j o i n t  vec to r  on t h e  
l a s t  success fu l  i t e r a t i o n .  The expansion and con t r ac t ion  cha rac t e r  o f  t h e  
search  is  provided by varying t h e  s t anda rd  dev ia t ion  such t h a t  t h e  search  i s  
loca l i zed  when success fu l  bu t  gradual ly  expanded when not  success fu l .  These 
c h a r a c t e r i s t i c s  g ive  t h e  algori thm some use fu l  search  p r o p e r t i e s .  
The adapt ive l a w  f o r  t h e  mean value of  t h e  d i s t r i b u t i o n  was taken t o  be :  
where t h e  i n i t i a l  values  a r e  m1 = 0 ,  and Jo i s  t h e  va lue  based on t h e  
i n i t i a l  values  x ( 0 ) .  That t h i s  l a w  i s  o f  t h e  form o f  equat ion (10) can b e  
seen when equat ions (4) and (12) a r e  combined s e q u e n t i a l l y .  Thus, t h e  f i r s t  
few terms o f  t h e  sequence a r e  
m1 = o 
i f  
i f  
i f  
i f  
J2  < J1 < Jo 
J2 p J1 < Jo 
J1 p Jo, J2 < 
J2, J1 $ Jo 
The adapt ive law f o r  t he  s tandard  dev ia t ion  CT o f  t h e  d i s t r i b u t i o n  was 
chosen s o  as t o  expand o r  con t r ac t  t h e  s i z e  o f  t h e  sea rch ,  depending on 
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performance. Let Jz be t h e  me t r i c  ob ta ined  on t h e  l a s t  success fu l  i t e r a -  
t i o n .  Then t h e  l a w  f o r  t h e  s tandard  dev ia t ion  fol lowing t h e  unsuccessful  
k t h  i t e r a t i o n  is  
i f  ~k P J Z  
i f  ~k p J Z  Vk: Z + q < k < Z + 2 q  - 
.k+l = . i: 
I f ,  as  a r e s u l t  of Y' where a i  a r e  cons tan ts  such t h a t  01 < 0 2  < . . . < a any k th  t r i a l ,  J k  < Jz, then we s e t  t h e  index = k and r epea t  t h e  above 
var iance sequence. In  o t h e r  words, immediately fol lowing a success ,  01 i s  
used f o r  t he  next  q i t e r a t i o n s ,  a2 f o r  t he  fol lowing q i t e r a t i o n s ,  and 
s o  on, u n t i l  a success  i s  obtained.  These equat ions a r e  a simple form of 
equat ions (10) . Occas iona l ly ,  depending on t h e  d i f f i c u l t y  of t h e  p a r t i c u l a r  
problem being s t u d i e d ,  no success  w i l l  b e  achieved i n  t h e  yq i t e r a t i o n s .  
For t h i s  reason,  we repea t  t h e  search  i n  equat ions (14) a number of times C 
(usua l ly  tw ice ) ,  and then r e i n i t i a l i z e  t h e  e n t i r e  search  i f  no success  i s  
achieved. Avai lable  parameters a r e  q ,  y,  and t h e  o i .  In  t h e  example t o  be  
discussed l a t e r ,  values  o f  q = 100 and y = 10 were chosen, bu t  they  do not 
seem c r i t i c a l .  The choice of a values  i s  more important because i t  a f f e c t s  
the  range of  t he  sea rch ;  however, i t  i s  not  d i f f i c u l t  t o  choose reasonable  
va lues .  A reasonable  lowest va lue ,  a1, can be  determined by observing on t h e  
d i sp lay  system (ye t  t o  be  descr ibed)  t h e  met r ic  J on every i t e r a t i o n ,  and 
choosing a value small enough t h a t  t he  value o f  J v a r i e s  only s l i g h t l y .  
For t h e  o r b i t - t r a n s f e r  problem discussed l a t e r ,  a1 = 0 . 1  V proved s a t i s f a c -  
t o r y .  The upper va lue  i s  chosen t o  cover some s i z a b l e  po r t ion  of t h e  e n t i r e  
space;  a value of  10 V seems reasonable  f o r  t h e  100 V space a v a i l a b l e  on t h e  
analog computer t h a t  was used.  In  between, t h e  s t e p s  a r e  i n  a geometric pro- 
ay) w i l l  be c a l l e d  t h e  normal sequence, and t h e  algori thm us ing  t h i s  sequence 
w i l l  be  r e f e r r e d  t o  as t h e  normal s t r a t e g y .  (A second sequence and s t r a t e g y  
w i l l  a l s o  be r equ i r ed ,  as d iscussed  l a t e r . )  
g ress ion  enabl ing t h e  search t o  expand r a p i d l y .  The sequence (a1,a2, . . * ¶  
Several  add i t iona l  s t r a t e g i e s  were incorpora ted  i n t o  t h e  algori thm t o  
provide b e t t e r  convergence p r o p e r t i e s  and g r e a t e r  v e r s a t i l i t y  i n  c e r t a i n  
s i t u a t i o n s .  They a r e :  
1. S ing le - s t ep  s t r a t e g y .  This s t r a t e g y  i s  intended t o  t ake  advantage 
of  favorable  l o c a l  p r o p e r t i e s  of  t h e  s u r f a c e .  I t  i s  based on t h e  i d e a  t h a t  
t h e  s t e p  fol lowing a success fu l  s t e p  k should no t  be random bu t  determin- 
i s t i c  i n  t h e  same d i r e c t i o n  and of  t h e  same amount. 
def ined by 
That i s ,  pk+l i s  
9 
k+i  = mk+i + ' < k  P i f  Jz - Jk > 0 
The cos t  i n  time, one i t e r a t i o n ,  i s  i n s i g n i f i c a n t ,  and t h e  b e n e f i t s  a r e  
s u b s t a n t i a l ,  as w i l l  b e  seen  i n  a l a te r  example. 
2 .  Threshold s t r a t e g y .  I n  t h i s  s t r a t e g y ,  t h e  requirement f o r  a success  
i s  modified s o  t h a t  t h e  d i f f e rence  between t h e  c o s t  f o r  t h e  k th  i t e r a t i o n  
and t h a t  f o r  t h e  las t  success fu l  i t e r a t i o n  ( i . e . ,  t h e  l e f t  s i d e  of eqs .  (11)) 
must exceed some th re sho ld  va lue  dependent on t h e  c o s t  func t ion .  We t ake  t h e  
case i n  which t h e  th re sho ld  i s  simply 1752 where 0 < TI < 1. Thus, a 
success  i s  def ined  by 
. 
Jz - Jk > nJZ 
This s t r a t e g y  has t h e  d e s i r a b l e  c h a r a c t e r i s t i c  t h a t  s m a l l e r  improvements a r e  
requi red  as t h e  minimum i s  approached. 
3 .  Localized end-search s t r a t e g y .  This end-search s t r a t e g y  i s  intended 
t o  l o c a l i z e  t h e  search  when i n  t h e  immediate neighborhood of  t h e  minimum. 
Thus, we e f f e c t  a g r e a t e r  r e s o l u t i o n  i n  sea rch ing  t h e  immediate neighborhood 
of the  pZ(0) t h a t  produced Jz when Jz i t s e l f  i s  i n  t h e  neighborhood of a 
s o l u t i o n .  This i s  done simply by reducing t h e  s p e c i f i c  values  of (01, . . ., 
or) chosen f o r  t h e  normal s t r a t e g y  by a cons tan t  f a c t o r  a, where 0 < a < 1. 
More p r e c i s e l y ,  when Jz  < 6 ,  where 6 i s  some small  va lue  on t h e  o r d e r  of  
2 ~ ,  o w i l l  vary over  t h e  var iance  sequence, b u t  t h e  s p e c i f i c  values  of  t h e  
sequence w i l l  b e  a f i x e d  f r a c t i o n ,  a, of  t h e  values  of  t h e  sequence f o r  t h e  
normal s t r a t e g y .  
r e f e r r e d  t o  as t h e  "end-search s t r a t e g y . "  This s t r a t e g y  was suggested by 
experimental  evidence i n d i c a t i n g  a c e r t a i n  s e n s i t i v e n e s s  o f  t o .  p(0) i n  
t h e  neighborhood o f  a s o l u t i o n ;  i t  was used s p a r i n g l y ,  however, s i n c e  i t  was 
b e n e f i c i a l  i n  reducing convergence time only under c e r t a i n  condi t ions , 
Although a g rad ien t  method could b e  used i n  t h i s  f i n a l  phase,  t h e  random- 
search  method accomplishes the  same ob jec t ive  without  an implementation 
change. 
The algori thm us ing  t h i s  end-search 'sequence w i l l  b e  
Jz  
4. I n i t i a l - s e a r c h  s t r a t e g y .  S ince  no a p r i o r i  information i s  a v a i l a b l e  
t h a t  w i l l  ass is t  i n  making a s u i t a b l e  f i r s t  guess o f  
n a t u r a l  t o  ass ign  an equal p r o b a b i l i t y  t o  a l l  t h e  values  p(0) might assume. 
For t h i s  reason,  va lues  of  
u n t i l  a success  i s  achieved. When t h i s  occurs ,  t h e  succeeding s e l e c t i o n s  of 
p(0) a r e  made from t h e  gaussian d i s t r i b u t i o n  wi th  mean and var iance  as 
descr ibed above. The process  o f  s e l e c t i n g  p(0) from a uniform d i s t r i b u t i o n  
of  width -W t o  W w i l l  b e  r e f e r r e d  t o  as t h e  i n i t i a l - s e a r c h  s t r a t e g y .  The 
s i z e  of W i s  a compromise: I t  must be  l a rge  enough t o  inc lude  poss ib l e  
s o l u t i o n s  b u t  not  s o  l a rge  t h a t  t h e  volume be ing  searched  i s  excess ive .  
choice o f  W depends, o f  course,  on t h e  p a r t i c u l a r  problem; i t  i s  not  
d i f f i c u l t  t o  choose a reasonable  value exper imenta l ly .  
p(O), i t  would seem 
p(0) a r e  s e l e c t e d  from a uniform d i s t r i b u t i o n  
The 
I t  i s  c l e a r  t h a t  t h e  behavior  of  t h e  adapt ive  aigori thm i s  d i f f e r e n t  
from t h e  pure random o r  nonadaptive search  descr ibed  b e f o r e .  
me t r i c  J 
boundary condi t ions  i s  s e q u e n t i a l l y  reduced r a t h e r  than  be ing  reduced i n  one 
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The vec to r  
t h a t  measures t h e  d i s p a r i t y  between d e s i r e d  and a c t u a l  terminal-  
i t e r a t i o n .  The way i n  which t h i s  occurs  i s  i l l u s t r a t e d  i n  f i g u r e  3 ,  where a 
r ep resen ta t ive  s u r f a c e  i s  given i n  only two dimensions. Because of  i t s  adap- 
t i v e  cha rac t e r ,  t h e  mean of t h e  d i s t r i b u t i o n  moves, a f t e r  any success ,  t o  t h e  
l a s t  success fu l  p .  A t  t h i s  p o i n t  t h e  search  s tar ts  l o c a l l y  and inc reases  i n  
a geometric progress ion  u n t i l  t h e  next  success  i s  obta ined .  I n  t h i s  way, t h e  
success ive  values  of J may jump from one v a l l e y  t o  another ,  as ind ica t ed  by 
the  numbered p o i n t s ,  u n t i l  a 3 l e s s  than  t h e  requi red  E. i s  reached. The 
algori thm l o g i c  block decides  dhen t h i s  condi t ion  occurs .  
The v i r t u e s  of  t h e  random-search approach are clear .  I t  has  d e s i r a b l e  
l o c a l  and g loba l  search  p r o p e r t i e s  s o  t h a t  "hanging up" i n  l o c a l  va l l eys  as 
with g rad ien t  methods i s  avoided. Fu r the r ,  t h e  su r faces  may b e  discont inuous 
and have many peaks and v a l l e y s .  The main ques t ion  is ,  of  course,  t h e  con- 
vergence t i m e ,  which i s  b e s t  s t u d i e d  experimental ly  wi th  an example. 
- 
IMPLEMENTATION 
The hybr id  computer proved t o  b e  t h e  most f e a s i b l e  way t o  implement t h e  
random-search algori thm. In  genera l ,  t h e r e  a r e  t h r e e  b a s i c  computational 
techniques a v a i l a b l e  t o  t h e  experimenter f o r  t h e  implementation: analog,  
d i g i t a l ,  o r  a combination o f  t h e  two,hybrid.  O f  prime importance i n  t h e  
s e l e c t i o n  of  t h e  computer system i s  a cons ide ra t ion  of t h e  number of i t e r a -  
t i o n s  requi red  t o  f i n d  a s o l u t i o n ,  and t h i s  number i s  not  known a p r i o r i .  
For a second-order system, p i l o t  s t u d i e s  i n d i c a t e  something on t h e  o rde r  o f  
100 i t e r a t i o n s  t o  ob ta in  a s o l u t i o n .  Since t h e  volume of  t h e  space inc reases  
s o  r ap id ly  with t h e  o r d e r  of  t h e  system, one might expect s e v e r a l  thousand 
i t e r a t i o n s  t o  be  necessary f o r  an inc rease  i n  system o r d e r  t o  perhaps f i v e  o r  
s i x .  Thus, we s e e  t h a t  t h e  time p e r  i t e r a t i o n  w i l l  b e  o f  c r i t i c a l  importance 
and w i l l  l a rge ly  d i c t a t e  t h e  means f o r  implementing t h e  search  algori thm. 
Each i t e r a t i o n  can b e  d iv ided  i n t o  two s t e p s :  (1) i n t e g r a t i o n  of t h e  
equat ions of motion on t h e  i n t e r v a l  [O,T], and ( 2 )  execut ion of  t h e  algori thm. 
For t h e  two problems t o  b e  d iscussed  l a t e r ,  an I B M  7094 machine r equ i r e s  
1-10 s e c  t o  perform t h e  i n t e g r a t i o n  i n  s t e p  1. An analog computer, however, 
performs t h e  same i n t e g r a t i o n  i n  1-10 msec with an accuracy of about 5 percent  
r e l a t i v e  t o  d i g i t a l  machine s o l u t i o n s .  Thus f o r  t h i s  s p e c i f i c  example, t h e  
analog computer i s  about 1,000 times f a s t e r  than  t h e  d i g i t a l  computer i n  per -  
forming t h e  i n t e g r a t i o n  i n  s t e p  1. 
d i g i t a l l y .  The time r equ i r ed  t o  perform t h e  second s t e p  on a d i g i t a l  computer 
of  speed comparable t o  t h e  I B M  7094 i s  t h e  same o rde r  of  magnitude as t h e  time 
requi red  f o r  t h e  analog t o  perform s t e p  1. Therefore ,  a g rea t  sav ing  i n  com- 
put ing  t i m e  can be  r e a l i z e d  over  a completely d i g i t a l  s imula t ion  by a hybr id  
approach. I t  i s  worth no t ing  t h a t  an a l t e r n a t i v e  approach was i n v e s t i g a t e d ,  
u t i l i z i n g  pseudohybrid techniques;  t h a t  i s ,  an analog computer and l imi t ed  
d i g i t a l  l o g i c .  However, ou r  experience shows t h a t  inaccurac ies ,  l imi t ed  
s t o r a g e ,  and l i m i t e d  f l e x i b i l i t i e s  i n  l o g i c a l  opera t ions  s e r i o u s l y  r e s t r i c t  
t he  f e a s i b i l i t y r o f  t h i s  approach. 
The second s t e p  i s  b e s t  accomplished 
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I n  t h e  hybr id  implementation used h e r e ,  t h e  analog computer was de lega ted  
the  t a sk  o f  so lv ing  t h e  s t a t e ,  a d j o i n t ,  and con t ro l  equat ions ,  as given i n  
equat ions ( 3 ) .  I t  a l s o  served  as t h e  p o i n t  a t  which t h e  ope ra to r  exe rc i sed  
manual con t ro l  over  t h e  hybr id  system. The d i g i t a l  computer was requi red  t o  
provide s t o r a g e ,  implement t h e  necessary l o g i c ,  genera te  t h e  i n i t i a l  condi- 
t i o n s  f o r  t h e  a d j o i n t  equat ions ,  and f i n a l l y ,  t o  oversee  t h e  sequencing o f  
events  of  t h e  i t e r a t e  cyc le .  One remaining t a s k ,  t h a t  o f  c a l c u l a t i n g  t h e  
me t r i c ,  was performed e i t h e r  on t h e  analog o r  d i g i t a l  computer, depending on 
t h e  type o f  problem; f o r  f ixed-t ime problems t h i s  c a l c u l a t i o n  i s  accomplished 
by the  d i g i t a l  computer, while  f o r  f ree- t ime problems t h e  me t r i c  must b e  
computed by t h e  analog computer. 
A complete d iscuss ion  of  t h e  implementation i s  presented  i n  t h e  
appendixes.  Appendix A descr ibes  t h e  hardware; appendix B d i scusses  t h e  
algori thm flowgraphs i n  d e t a i l .  
BEHAVIOR AND CHARACTERISTICS OF THE ALGORITHM 
This s e c t i o n  s t u d i e s  t h e  behavior  of t h e  algori thm, some of i t s  important 
p rope r t i e s  , and t h e  e f f e c t  o f  some of i t s  p o s s i b l e  v a r i a t i o n s .  Natura l ly ,  t h e  
r e s u l t s  depend on t h e  p a r t i c u l a r  problem - i n  t h i s  case ,  an o r b i t - t r a n s f e r  
problem, which i s  descr ibed  i n  d e t a i l  i n  t h e  next  s e c t i o n .  
The manner i n  which t h e  system i t e r a t e s  and searches  f o r  a s o l u t i o n  can 
be i l l u s t r a t e d  by t h e  use  of  two d i f f e r e n t  d i s p l a y s .  The f i r s t  d i sp lay ,  
i l l u s t r a t e d  i n  f i g u r e  4 ,  g ives  information about t h e  success ive  improved 
i t e r a t i o n s .  This f i g u r e  shows t h e  success ive  improved values  of  t h e  i n i t i a l  
a d j o i n t  v e c t o r  p(0) and t h e  corresponding decrease  i n  t h e  boundary cos t  
func t ions  JD, Jv, and J p .  I t  i s  worth no t ing  t h a t  t h e  p i (0 )  values  can 
creep t o  values  ou t s ide  the  i n i t i a l  square d i s t r i b u t i o n .  This i s  i l l u s t r a t e d  
by the  
though t h e  i n i t i a l  square d i s t r i b u t i o n  was +15 V and t h e  maximum s tandard  
dev ia t ion  of  t he  gaussian d i s t r i b u t i o n  was 
occurred o f t e n .  The second d i sp lay ,  i l l u s t r a t e d  i n  f i g u r e  5,  provides i n f o r -  
mation about every i t e r a t i o n .  Here t h e  values  of  t h e  boundary-cost func t ion  
JD,  Jv, and Jp a r e  shown f o r  every i t e r a t i o n  and a l s o  f o r  j u s t  tWe success fu l  
i t e r a t i o n s .  When no improvement is  obta ined  i n  t h e  J vec to r ,  t h e  search  
gradual ly  en larges  u n t i l  an improvement i s  found. A t  t h i s  po in t  t h e  search  is  
loca l i zed .  I t  i s  easy t o  s e l e c t  a r a t i o n a l  va lue  f o r  t h e  lower l i m i t  o f  t h e  
s tandard  dev ia t ion  01 with t h i s  type o f  d i sp l ay .  
p3(0)  va lue ,  which eventua l ly  c r e p t  t o  a s o l u t i o n  value of  24 V even 
oy = 10 V .  This  s i t u a t i o n  
The convergence time t o  ob ta in  a s o l u t i o n  i s  c e r t a i n l y  one of  t h e  c e n t r a l  
cons idera t ions  i n  the  random-search method. S ince  t h i s  time i s  a random v a r i -  
ab le ,  d a t a  were taken t o  give s u i t a b l e  averages and some i n d i c a t i o n  of t h e i r  
accuracy. I n  terms of  t he  number of i t e r a t i o n s  N r equ i r ed  f o r  a s o l u t i o n ,  
i t  was found from 70 s o l u t i o n s  t h a t  
average time requi red  t o  ob ta in  a s o l u t i o n  i s  about 1.25 min. The value of 
o gives some i n d i c a t i o n  o f  t h e  accuracy t o  b e  expected f o r  measurements of 
o the r  s i t u a t i o n s .  For example, i f  25 t r i a l s  are made f o r  another  s i t u a t i o n ,  
= 7,724 and aN = 5,142. Thus, t h e  
N 
1 2  
we would expect t h e  s tandard  dev ia t ion  of  t h e  average t o  be  
u- = UN/&% = 1,000. 
s tandard  dev ia t ion  UN 
This r e l a t i o n  i s  only an i n d i c a t i o n ,  however, s i n c e  t h e  N 
i s  n o t  l i k e l y  t o  remain t h e  same f o r  o t h e r  s i t u a t i o n s .  
Next, we w i l l  examine some o f  t h e  p o s s i b l e  v a r i a t i o n s  i n  t h e  algori thm 
and i t s  parameters t o  i n d i c a t e  t h e i r  r e l a t i v e  e f f e c t s  on t h e  convergence. 
Although these  e f f e c t s  a r e  s t u d i e d  f o r  t h e  given problem s i t u a t i o n ,  t h e  
t rends  a r e  genera l ly  v a l i d  f o r  o t h e r  s i t u a t i o n s .  
F i r s t ,  t h e  e f f e c t  of  t h e  th re sho ld  s t r a t e g y  i s  shown i n  f i g u r e  6 .  The 
value o f  rl = 0 corresponds t o  removing t h e  th re sho ld  s t r a t e g y .  Also, a 
s tandard  dev ia t ion  i s  shown on t h e  curve.  I t  i s  worth no t ing  t h a t  only a 
small improvement can be  obta ined  by inc reas ing  r l .  
Second, t h e  e f f e c t  o f  a one-step s t r a t e g y ,  an end-search s t r a t e g y ,  and 
an increased  i n i t i a l  search  s i z e  are given below wi th  s tandard  devia t ions  as 
ind ica t ed .  
Algorithm s t r a t e g i e s  
Algorithm with 
Algorithm without  
Algorithm without  
A 1  gor i  thm with 
One - s t ep s t r a t  e gy 
End-search s t r a t e g y  
Normal i n i t i a l  search  s i z e  
One-step s t r a t e g y  
End-search s t r a t e g y  
Twice i n i t i a l  search  s i z e  
Average number 
of  i t e r a t i o n s  
7,724 +610 
12,707 +1,150 
7,065 +1,626 
9,971 +766 
The one-step s t r a t e g y  i s  f a i r l y  e f f e c t i v e  s i n c e  i t s  d e l e t i o n  inc reases  
convergence time by 65 pe rcen t ,  i t  was always b e n e f i c i a l  i n  terms of conver- 
gence, cos t  very l i t t l e  i n  search  t ime,  and t h e r e f o r e  was always used. The 
end-search s t r a t e g y  i s  s l i g h t l y  d e l e t e r i o u s  f o r  t h e  given s i t u a t i o n  and 
increases  convergence time by 10 pe rcen t .  This i nc rease  i s  not  t oo  s i g n i f i -  
can t ,  however, i n  view of  t h e  l i k e l y  s t anda rd  dev ia t ion .  The end-search 
s t r a t e g y  appears t o  be  of  g r e a t e s t  va lue  when the  algori thm has  i t e r a t e d  t o  
the  neighborhood of  t h e  minimum and has d i f f i c u l t y  i n  meeting t h e  boundary 
condi t ions ;  such a s i t u a t i o n  might e x i s t  perhaps i n  t h e  neighborhood of  a very 
sharp  v a l l e y .  I n  these  cases ,  t h e  end-search s t r a t e g y  g r e a t l y  reduces t h e  
s i z e  o f  t h e  search and enhances t h e  c e r t a i n t y  o f  f ind ing  t h e  minimum. The 
e f f e c t  o f  i n i t i a l - s e a r c h  s i z e  on convergence i s  i n t e r e s t i n g .  I t  i s  s u r p r i s i n g  
t o  note  t h a t  an inc rease  i n  t h e  i n i t i a l - s e a r c h  s i z e  of  100 percent  i n  a l l  f i v e  
ad jo in t  va r i ab le s  ( 3 2  times l a r g e r  volume) r e s u l t e d  i n  an inc rease  of  only 
30 percent  i n  convergence t ime.  
To i l l u s t r a t e  t h e  e f f e c t  o f  d i f f e r e n t  Jo on t h e  convergence t ime,  d a t a  
were obta ined  i n  which Jo was chosen t o  be  a f r a c t i o n  of  t h e  va lue  based on 
the  i n i t i a l  x(0) and p ( 0 ) .  The e f f e c t  o f  d i f f e r e n t  f r a c t i o n a l  values  i s  
13  
shown i n  f i g u r e  7 ,  where it may be  seen  t h a t  convergence i s  f a i r l y  f l a t  w i t h i n  
a wide range.  
because t h e  search  approaches t h e  pure  random sea rch .  
A t  t h e  lower va lues ,  t h e  convergence t i m e  i nc reases  sha rp ly ,  
AN EXAMPLE PROBLEM - ORBIT TRANSFER 
I n  t h i s  s e c t i o n  t h e  usefu lness  o f  t h e  random-search algori thm i n  so lv ing  
a moderately d i f f i c u l t  problem w i l l  b e  d iscussed .  An o r b i t - t r a n s f e r  problem 
was s e l e c t e d  because i t  i s  high o rde r ,  non l inea r ,  and t h e  type o f  problem f o r  
which opt imiza t ion  i s  appropr i a t e ;  t h a t  i s ,  s i n c e  such l a r g e  amounts of  f u e l  
are involved i n  e f f e c t i n g  an o r b i t  t r a n s f e r ,  i t  would b e  p r o f i t a b l e  t o  mini- 
m i z e  t h e  r equ i r ed  f u e l .  The f irst  fou r  subsec t ions  cover formulat ion o f  t h e  
problem, t h e  equat ions t h a t  r e s u l t  from an a p p l i c a t i o n  of t h e  Maximum 
P r i n c i p l e ,  and t h e  boundary condi t ions  and t h e  a s soc ia t ed  met r ic ;  t h e  l a s t  
t h r e e  subsec t ions  p re sen t  some experimental  r e s u l t s  on t h e  c h a r a c t e r i s t i c s  of  
t h e  o r b i t - t r a n s f e r  problem. 
Formulation 
The p a r t i c u l a r  o r b i t - t r a n s f e r  problem considered was a t r a n s f e r  from an 
earth-moon t r a j e c t o r y  t o  a c i r c u l a r  o r b i t  around t h e  moon. 
lem is  i l l u s t r a t e d  i n  .f igure 8 f o r  t h e  p l a n a r  case .  The f i n a l  des i r ed  o r b i t  
i s  190 km above t h e  luna r  su r face  and has a r ad ius  1928 km. The earth-moon 
t r a j e c t o r i e s  were assumed t o  be hyperbol ic  i n  t h e  v i c i n i t y  o f  t h e  moon; 
because o f  midcourse c o r r e c t i o n  e r r o r s ,  t h e  v e h i c l e  might b e  on any of a num- 
b e r  o f  hyperbol ic  t r a j e c t o r i e s ,  which may o r  may no t  coincide a t  per icynth ian  
with t h e  des i r ed  f i n a l  o r b i t .  This s i t u a t i o n  i s  dep ic t ed  i n  f i g u r e  8 by 
o r b i t s  1, 2 ,  and 3; o r b i t  2 i s  t h e  only one t h a t  i s  tangent  t o  the  des i r ed  
c i rc le .  The problem i s  t o  f i n d  t h e  time h i s t o r i e s  of  t h r u s t  magnitude and 
t h r u s t  o r i e n t a t i o n  requi red  t o  e f f e c t  a t r a n s f e r  from any one of t h e s e  o r b i t s  
t o  the  c i r c u l a r  o r b i t  i n  a f i x e d  t i m e  and with a minimal use  of  f u e l .  
The phys ica l  prob- 
For purposes of  s imula t ion ,  t h e  r o t a t i n g  coord ina te  system shown i n  
f i g u r e  8 descr ibes  veh ic l e  motion; t h e  system o r i g i n  i s  on t h e  c i r c u l a r  o r b i t ,  
and i t s  v e l o c i t y  i s  t h e  same as f o r  a p a r t i c l e  i n  t h a t  c i r c u l a r  o r b i t .  This 
coordinate  system i s  d e s i r a b l e  because i t  s u b t r a c t s  l a rge  cons tan t  values from 
the  i n e r t i a l  coord ina te  system. If t h e  v e h i c l e  is assumed t o  b e  con t ro l l ed  by 
gimbaling a t h r u s t i n g  engine i n  which t h e  mass flow r a t e  i s  used t o  vary t h e  
t h r u s t ,  t h e  exact  equat ions of motion i n  t h e  r o t a t i n g  coord ina te  system shown 
i n  f i g u r e  8 a r e :  
m(t)X - 2wm(t)i = -A( t ) c  cos a + m(t> (u2 - 3) x + m ( t ) ( w "  - 3) rc 
m(t)i; + 2wm(t)X = - i ( t ) c  cos B + m(t> (uz - 5) Y 
The gimbaling implies  t h e  c o n s t r a i n t  
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cos2 a + cos2 B = 1 (18) 
In  t h e  above equat ions m(t) i s  t h e  v e h i c l e  mass, w i s  t h e  angular  v e l o c i t y  
of  t h e  r o t a t i n g  coord ina te  system, c is t h e  exhaust  v e l o c i t y ,  a and B are 
t h e  angles between t h e  t h r u s t  v e c t o r  and t h e  X and Y axes,  r e s p e c t i v e l y ,  r 
i s  t h e  r ad ius  t o  t h e  v e h i c l e  i n  t h e  i n e r t i a l  coord ina te  system, rc i s  t h e  
rad ius  of  t h e  d e s i r e d  c i r c u l a r  o r b i t ,  and 11 i s  a g r a v i t a t i o n a l  cons tan t .  
Typical values  used were 
1-1 = 4,890 km3/sec2, [m(t)],,, = -31.07 kg/sec,  w = 8 . 2 5 9 ~ 1 0 ~ ~  r / s e c .  
u2 = cos 13, u3 = -m(t) , t h e  equat ions of  motion can b e  put  i n  t h e  s t a t e  
vec to r  form 
m(0) = 39,096 kg, c = 3.1405 km/sec, rc = 1928.68 km, 
I f  we l e t  x.1.= X ,  x2 = X ,  x3 = Y ,  x4 = Y ,  x5 = m(t ) ,  and u1 = cos a, 
;c = f (x ,u )  
where x = (x1,x2,x3,x4,x5) and u = (u l ,u2 ,u3) .  In  expanded form we have the  
s e t  of f i v e  non l inea r  d i f f e r e n t i a l  equat ions:  
7 x1 = x2 
? x3 = x4 
cu2u3 + x4 = -2wx2 + ___ 
x5 
x5 = -u3 J 
The terms involv ing  r ,  which a r e  d i f f i c u l t  t o  s imula te  accu ra t e ly ,  
provide small  co r rec t ions  t o  the  more dominant terms involv ing  only t h e  s t a t e s  
i n  the  r o t a t i n g  coord ina te  system. However, a s impler  model, which ignores  
these  co r rec t ion  terms , int roduced s i g n i f i c a n t  e r r o r s  i n  end s t a t e s  and f u e l  
requi red .  
The t a s k  i s  t o  minimize t h e  f u e l  r equ i r ed  t o  t r a n s f e r  from a given 
p o s i t i o n  on t h e  hyperbol ic  o r b i t  t o  t he  c i r c u l a r  o r b i t  i n  a f i x e d  time T .  
Thus, t he  quan t i ty  of f u e l  used i s  in t roduced  as  t h e  added coordinate;  
and we can i n t e r p r e t  t h e  o b j e c t i v e  as t h e  minimization of  t h e  te rmina l  va lue  
xo(T) . This  a d d i t i o n a l  coord ina te  r equ i r e s  t h e  corresponding d i f f e r e n t i a l  
equat ion 
i o ( t >  = 733(t) (21) 
t o  be  adjoined t o  t h e  s e t  (19) .  
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Maximum P r i n c i p l e  So lu t ion  
The s o l u t i o n  f o r  optimal con t ro l  cen te r s  around t h e  Hamiltonian def ined 
by 
where t h e  p and f vec to r s  a r e  augmented by t h e  a u x i l i a r y  v a r i a b l e s  p and 
xo, and (p , f )  i s  t h e  i n n e r  product .  0 For t h e  o r b i t - t r a n s f e r  problem, 
(.’ - -$) XQ] - ~ 5 ~ 3  cu2u3 + + p3x4 + p4 [-2,x2 + ___ x5 
Two important s e t s  o f  equat ions can be der ived  from t h i s  Hamiltonian. 
The equat ions o f  t h e  f i r s t  s e t  a r e  t h e  a d j o i n t  equat ions def ined  by bi = -8H/axi. An approximate s e t  of a d j o i n t  equat ions  can be  shown t o  b e  
Po = 0 
r;l = -P2(w2 - ”) 1 r3 
6 3  = - P 4 @  2 - ”) .3 
Each of t h e  exac t  a d j o i n t  equat ions f o r  p1 and p3 c o n s i s t s  o f  t h r e e  terms 
i n s t e a d  of  t he  one term shown above. Equipment l i m i t a t i o n s  precluded simu- 
l a t i o n  of  a l l  t hese  terms,  s o  an approximation was requi red .  The approxima- 
t i o n  r equ i r ing  the  least  hardware would r e s u l t  from t h e  fol lowing 
cons idera t ions .  I f  t h e  assumption i s  made t h a t  r i s  c l o s e  t o  t h e  des i r ed  
o r b i t ,  t h e  terms conta in ing  r i n  t h e  s t a t e  equat ions become neg l ig ib ly  
small, and t h e  corresponding a d j o i n t  equat ions then  become p1 = 1;3 = 0 .  
an improvement over  t h i s  approximation we u t i l i z e  one o f  t h e  t h r e e  terms i n  
t h e  exac t  p1 and p3 equat ions ;  because t h e s e  terms a r e  a l ready  a v a i l a b l e  
i n  t h e  s imula t ion ,  they do no t  r e q u i r e  add i t iona l  equipment, 
A s  
16 
Such an approximation f o r  t h e  p1 and p 3  v a r i a b l e s  can be  j u s t i f i e d  by 
t h e  s p e c i f i c  way i n  which they a f f e c t  t h e  con t ro l  func t ion .  
t h a t  any v a r i a t i o n s  of t h e  pl  and p3 v a r i a b l e s  (determined by t h e  exac t  
d i f f e r e n t i a l  equat ions)  would have small in f luence  on t h e  d i f f e r e n t i a l  equa- 
t i o n s  f o r  p2 and p4 .  S ince  p1 and p3 couple t o  t h e  con t ro l  v a r i a b l e  
through t h e  p and p4 d i f f e r e n t i a l  equat ions ,  it can b e  concluded t h a t  t h e  
inf luence  of t i e  v a r i a t i o n s  of t h e  v a r i a b l e s  on t h e  con t ro l  
v a r i a b l e  and a s soc ia t ed  performance would b e  small .  
I t  was es t imated  
p1 and p3 
The second se t  o f  equat ions i s  f o r  t h e  optimal con t ro l  v e c t o r  t h a t  
r e s u l t s  from maximizing H over  t h e  con t ro l  s e t .  Since t h e  con t ro l  i s  
bounded, it is  not  s u f f i c i e n t  t o  equate  aH/au t o  zero and then  so lve  t h e  
r e s u l t i n g  expression f o r  t h e  optimum c o n t r o l .  
l eads  t o  t h e  fol lowing r e s u l t :  
A d i r e c t  maximizing procedure 
u3 = [ 
where 
seen t h a t  t he  t h r u s t  magnitude 
t h e  switching func t ion  v ,  and 
IlPll = h22 + p42 and M 
otherwise J 
i s  the  magnitude of  t h e  maximum t h r u s t .  I t  i s  
i s  e i t h e r  on o r  o f f  depending on t h e  s ign  of 
t h e  t h r u s t  angles a r e  continuous func t ions  of 
the  a d j o i n t  Gar iab les .  
t o  so lve  simultaneously by means of  t h e  analog computer equat ions (19) f o r  
x, equat ions ( 2 4 )  f o r  p ,  and equat ions ( 2 5 )  f o r  con t ro l  u ,  s u b j e c t  t o  cer -  
t a i n  boundary condi t ions y e t  t o  be d iscussed .  The a u x i l i a r y  d i f f e r e n t i a l  
equat ions f o r  xo( t )  and po ( t )  do not  couple d i r e c t l y  t o  t h e  o t h e r  equat ions ;  
however, xo ( t )  must be  computed t o  determine the  f u e l .  
To ob ta in  an e x p l i c i t  s o l u t i o n ,  i t  i s  now necessary 
Boundary Conditions 
The boundary cond i t ions ,  as y e t  unspec i f ied ,  a r e  t h e  h e a r t  of t h e  random 
search  method. The i n i t i a l  values  f o r  t h e  s t a t e  vec to r  x(0) a r e  f i x e d  a t  
t he  given va lues ,  whereas t h e  i n i t i a l  values  of  t h e  p(0) v e c t o r  a r e  chosen 
by the  algori thm. The des i r ed  te rmina l  condi t ions can be  s p e c i f i e d  i n  a 
v a r i e t y  of  ways depending on t h e  t a r g e t  s e t  chosen. On t h e  one hand, t h e  end 
po in t s  could be t r e a t e d  as f i x e d  a t  some p o i n t  such as t h e  o r i g i n  of  t he  coor- 
d ina t e  system. This  i s  somewhat r e s t r i c t i v e .  On t h e  o t h e r  hand, t h e  end 
po in t s  could be t r e a t e d  as va r i ab le s  by t ak ing  t h e  t a r g e t  s e t  t o  be  t h e  
des i r ed  c i r c u l a r  o r b i t .  
t a r g e t  s e t  bu t  would r equ i r e  the  s a t i s f a c t i o n  of complicated t r a n s v e r s a l i t y  
This approach would y i e l d  t h e  b e s t  p o i n t  i n  t h e  
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condi t ions .  
t he  problem and s e l e c t e d  t h e  d e s i r e d  c i r c u l a r  o r b i t  as t h e  t a r g e t  s e t .  
ever ,  t h e  end p o i n t  was considered f i x e d  a t  whatever s p e c i f i c  p o i n t  on t h e  
c i r c u l a r  o r b i t  ( t a r g e t  s e t )  i s  reached i n  t h e  f i x e d  time T.  The advantage o f  
t h i s  s p e c i f i c a t i o n  i s  t h a t  t h e  boundary condi t ions  are somewhat s impler  than 
i f  t h e  more complex t r a n s v e r s a l i t y  condi t ions  had been included.  With t h e s e  
boundary condi t ions ,  t h e  v e h i c l e  w i l l  reach some p o i n t  on t h e  des i r ed  c i r c u l a r  
o r b i t  b u t  perhaps n o t  t h e  b e s t  p o i n t .  However, as we w i l l  s e e  i n  a l a t e r  
example, t he  f u e l s  f o r  t h e  l a rge  major i ty  o f  s o l u t i o n s  were s o  c l o s e  t o  t h e  
t h e o r e t i c a l  minimum f u e l  based on impulsive o r b i t  t r a n s f e r  t h a t  s a t i s f y i n g  
t h e  more complex t r a n s v e r s a l i t y  condi t ions  could not  appreciably improve t h e  
s o l u t i o n .  This conclusion was found v a l i d  over  t h e  range f o r  which t h e  
problem was s t u d i e d .  The s p e c i f i c  values  f o r  t h e  te rmina l  boundary condi t ions  
can be  found from conventional theory and summarized as:  
This  i n v e s t i g a t i o n  followed a middle course  t o  avoid complicat ing 
How- 
The Vector Metr ic  
For purposes o f  s a t i s f y i n g  t h e  boundary condi t ions ,  t h e  components of  
t h e  metric J need t o  b e  s p e c i f i e d .  S ince  t h e  t a r g e t  s e t  i s  taken t o  b e  the  
c i r c u l a r  o r b i t ,  a s u i t a b l e  displacement m e t r i c  i s  
where rc i s  t h e  r ad ius  of t h e  d e s i r e d  c i r c u l a r  o r b i t .  As f o r  t h e  v e l o c i t y  
met r ic ,  it is  c l e a r  t h a t  f o r  t h e  v e h i c l e  t o  s t a y  c l o s e  t o  t h e  des i r ed  c i r c u l a r  
o r b i t  a f t e r  t h e  te rmina l  time T ,  t h e  r a d i a l  component of  t h e  i n e r t i a l  veloc- 
i t y  VR should be small, and t h e  t a n g e n t i a l  component VT should be  c l o s e  
t o  the  v e l o c i t y  r c w  f o r  t h e  c i r c u l a r  o r b i t .  Thus, a reasonable  me t r i c  t h a t  
measures the  e r r o r s  i n  t h e s e  v e l o c i t y  components i s  
The q u a n t i t i e s  
r o t a t i n g  coord ina te  system. 
the  te rmina l  time i s  
VT and VR a r e  simple t ransformat ions  of  t h e  s t a t e s  i n  t h e  
The only a d j o i n t  v a r i a b l e  t h a t  must be  f i x e d  a t  
p,, s o  t h a t  we use simply 
Jp = P52cT) ( 2 9 )  
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I 
The .components o f  J must be  reduced t o  values  t h a t  depend somewhat on t h e  
mission and accuracy requirements a f t e r  t h e  te rmina l  t ime. 
chosen t o  b e  
These values  were 
ED = 8 km 
= 15 m / s  
E p  = 0.5 v 
The v e l o c i t y  requirement,  E V ,  reduces t h e  te rmina l  i n e r t i a l  v e l o c i t y  t o  l e s s  
than 1 percent  o f  t h e  i n i t i a l  va lue .  
r e a d i l y  found experimentaNy.  
t i o n  (8), values  of  E P  
s a t i s f a c t o r y .  
The a d j o i n t  v a r i a b l e  requirement was 
A s  mentioned i n  t h e  d iscuss ion  fol lowing equa- 
seve ra l  times t h i s  va lue  were found t o  b e  s t i l l  
Resul ts  f o r  Orbi t -Transfer  Problem 
In the  p a r t i c u l a r  o r b i t - t r a n s f e r  s i t u a t i o n  d iscussed  i n  t h i s  s e c t i o n ,  
t h e  vehic le  i s  approaching t h e  moon on hype rbo l i c  o r b i t  number 2 ( f i g .  8 ) .  
per icynthian coincides  with t h e  des i r ed  f i n a l  c i r c u l a r  o r b i t ,  which i s  190 km 
above the  luna r  s u r f a c e .  The i n i t i a l  s t a r t i n g  p o i n t  was chosen as - 3 7 " ,  and 
the  time ailowed f o r  t h e  veh ic l e  maneuver was taken t o  be  600 s e c .  For 
comparison, t h e  time t o  reach per icynth ian  with zero con t ro l  i s  534 s e c .  
A t y p i c a l  s o l u t i o n  obta ined  by t h e  random-search algori thm i s  
i l l u s t r a t e d  i n  f i g u r e  9 by t h e  complete s e t  o f  time h i s t o r i e s ;  shown a r e  t h e  
system s t a t e s  i n  t h e  r o t a t i n g  and i n e r t i a l  coordinate  systems, t h e  con t ro l  
vec to r ,  and t h e  a d j o i n t  v a r i a b l e s .  Perhaps t h e  most i n t e r e s t i n g  a r e  t h e  
v e l o c i t i e s  x2 and x4 i n  the  r o t a t i n g  frame, which a r e  reduced from l a rge  
values of around -900 m/sec and 400 m/sec t o  small values  s o  t h a t  t h e  ine r -  
t i a l  ve loc i ty  components 
va lues .  Also the  quan t i ty  r - rc, t h e  d i f f e r e n c e  between t h e  veh ic l e  
terminal rad ius  and the  des i r ed  c i r c u l a r  o r b i t  r ad ius ,  i s  reduced t o  a small 
value s o  t h a t  t h e  veh ic l e  w i l l  a r r i v e  nea r  t h e  des i r ed  o r b i t .  The terminal  
i n e r t i a l  value 9 is  s l i g h t l y  p o s i t i v e ,  i n d i c a t i n g  t h e  des i r ed  o r b i t  was 
a t t a i n e d  s l i g h t l y  p a s t  pe r i cyn th ian .  The optimal con t ro l  vec to r  i s  a l s o  of  
i n t e r e s t ;  i t  i s  ind ica t ed  t h a t  t h e  t h r u s t  should be  turned  on a t  about 
260 s e c  before  t h e  f i x e d  f i n a l  time and d i r e c t e d  as shown i n  f i g u r e  9 ( e ) .  
VR and VT can be reduced t o  nea r  t h e i r  des i r ed  
Average performance and i t s  v a r i a t i o n  a r e  perhaps more s i g n i f i c a n t  than 
an ind iv idua l  s o l u t i o n .  The time h i s t o r i e s  of  70 s o l u t i o n s  va r i ed  only 
s l i g h t l y .  I n  terms o f  t h e  end s t a t e s  and f u e l  used, t h e  fol lowing s t a t i s t i c s  
were obtained:  
Av 2' = 1,935 +5 km 
A v T =  33 f8 km 
Av[r(T) - rc]= 6 42  km 
Av(VT - rcw)= 2 25 m/sec 
Av VR = 1 k 1 2  m/sec 
Av f u e l  = 10,230 f80 kg 
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I t  i s  worth no t ing  from t h e  d a t a  f o r  2',% and r - rc 
reachable  p o i n t s  i s  centered  s l i g h t l y  f a r t h e r  ou t  than  t h e  des i r ed  c i r c u l a r  
o r b i t  and s l i g h t l y  p a s t  per icynth ian ;  t h e  s tandard  dev ia t ion  shows t h i s  s e t  i s  
confined t o  a very  small reg ion .  The i n e r t i a l  v e l o c i t i e s  have been substan-  
t i a l l y  reduced from t h e  i n i t i a l  t o t a l  magnitude of  approximately 2400 m/sec. 
The fue l  d a t a  are i n t e r e s t i n g  because t h e  f i g u r e s  are so  c l o s e  t o  t h e  
i d e a l i z e d  minimum-fuel impulsive o r b i t  t r a n s f e r  o f  10,120 kg. 
t h a t  t h e  se t  of 
I t  i s  s i g n i f i c a n t  t o  note  t h a t  from t h i s  same se t  o f  70 s o l u t i o n s ,  t h e  
s o l u t i o n s  f o r  t h e  i n i t i a l  condi t ion  a d j o i n t  v e c t o r  p(0) were v a s t l y  d i f f e r -  
e n t  even though t h e  time h i s t o r i e s  of  t h e  system s t a t e s  were s o  c l o s e .  The 
extremes observed as w e l l  as t h e  p(0) v e c t o r  corresponding t o  f i g u r e  9 a r e  
as fol lows:  
-31.98 t o  +7.15 
+1.08 t o  +14.67 
P1 
p2 
p3 
p4 
p5 
- 8.33 t o  +35.60 
-11.94 t o  +5.45 
-7.98 t o  +8.11 
Values from 
f i g u r e  9 
-11.36 
+8.96 
- .54 
-9.25 
-6.30 
~ 
These r e s u l t s  a r e  s i g n i f i c a n t  because they i l l u m i n a t e  t h e  na tu re  of  t h e  
mapping p(0) -+ J .  I n  geometrical  terms, d iscussed  i n  more d e t a i l  l a t e r ,  
t hese  r e s u l t s  mean t h a t  t h e  boundary cos t - func t ion  hypersurfaces  have many 
s t a l a c t i t e s  pro t ruding  below t h e  E l e v e l .  
Var ia t ions  i n  t h e  time allowed t o  reach t h e  d e s i r e d  o r b i t  were s tud ied  
with much t h e  same type  of  r e s u l t s  descr ibed  i n  t h e  preceding paragraphs.  
Solu t ions  were obta ined  f o r  times from 550 t o  850 s e c  ( t h e  time t o  reach 
per icynth ian  with zero con t ro l  was 534 s e c ) .  The main d i f f e rence  i n  r e s u l t s  
obtained was t h a t  as t h e  allowable time inc reases ,  t h e  s e t  o f  a t t a i n a b l e  
po in t s  as given by r a n d  2Y moves f a r t h e r  around t h e  des i r ed  c i r c u l a r  o r b i t  
and t h e  f u e l  requirements appear t o  inc rease .  For example, f o r  T = 850 s e c ,  
2'. 1828 km, Y =  658 km, and t h e  f u e l  r equ i r ed  increased  by about 300 kg. 
When t h e  allowable time was ou t s ide  t h e  range given above, no s o l u t i o n s  were 
obtained.  
Resul ts  f o r  Other Orbi t -Transfer  S i t u a t i o n s  
The algori thm was experimental ly  t e s t e d  on a v a r i e t y  of  phys ica l  
s i t u a t i o n s ,  which inc lude  d i f f e r e n t  i n i t i a l  p o i n t s  a long each of t h e  t h r e e  
t r a j e c t o r i e s  as ind ica t ed  by t h e  g r i d  of  p o i n t s  i n  f i g u r e  8,  d i f f e r e n t  allow- 
ab le  times f o r  t h e  veh ic l e  t o  reach t h e  d e s i r e d  p o i n t ,  and v a r i a t i o n s  i n  some 
of  t he  veh ic l e  design parameters .  
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Figures 10 and 11 show two d i f f e r e n t  s o l u t i o n s  t o  t h e  same problem i n  
which t h e  s t a r t i n g  po in t  i s  f a r t h e r  a long on o r b i t  2 (-13') than i n  t h e  pre-  
vious two s e c t i o n s .  These s o l u t i o n s  are i n t e r e s t i n g  because of  t h e  unusual 
con t ro l  func t ions  found. One o f  t h e  con t ro l  s o l u t i o n s  has  two t h r u s t i n g  
per iods  (on-off-on) with t h e  i n i t i a l  t h r u s t i n g  be ing  q u i t e  long; t h e  o t h e r  
s o l u t i o n  has only one t h r u s t i n g  pe r iod  (on-off) and again t h e  i n i t i a l  t h r u s t -  
i n g  i s  long. I n  c o n t r a s t ,  most of  t h e  s o l u t i o n s  found f o r  o t h e r  s i t u a t i o n s  
have only a s i n g l e  t h r u s t i n g  pe r iod  of  t h e  off-on type .  
Figures 1 2  and 13 i l l u s t r a t e  s o l u t i o n s  obta ined  on o r b i t s  1 and 3. On 
o r b i t  1, t h e  s o l u t i o n s  showed t h e r e  was always one t h r u s t i n g  pe r iod  of t h e  
off-on type (see f i g .  12) f o r  a l l  s t a r t i n g  po in t s  a long t h e  o r b i t  and a l l  
times T f o r  which s o l u t i o n s  could b e  obtained;  t h e  f u e l s  used were c l o s e  t o  
the  values  obta ined  on o r b i t  2 .  On o r b i t  3,  t h e  s o l u t i o n s  nea r ly  always con- 
s i s t e d  of  t h e  more unusual two t h r u s t i n g  per iods  o f  t h e  on-off-on type ( see  
f i g .  1 3 ) .  I t  was a l s o  noted t h a t  s o l u t i o n s  were q u i t e  d i f f i c u l t  t o  o b t a i n  on 
o r b i t  3 and t h a t  t h e  f u e l s  r equ i r ed  were approximately 1500 kg g r e a t e r  than  
on o r b i t s  1 and 2 .  
I t  was a l s o  demonstrated t h a t  t he  random-search approach could b e  of 
cons iderable  value i n  pre l iminary  veh ic l e  and/or mission design s t u d i e s .  For 
t h i s  purpose,  t he  e f f e c t s  of varying t h e  i n i t i a l  v e h i c l e  design parameters ,  
t h r u s t  l e v e l  and mass, were i n v e s t i g a t e d .  I t  i s  s i g n i f i c a n t  t o  no te  t h a t  
s o l u t i o n s  could r e a d i l y  be  obta ined  wi th  t h r u s t e r s  o f  75 and 50 percent  of  
the  normal t h r u s t  c a p a b i l i t y  used i n  t h e  previous po r t ions  of  t h e  s tudy .  
S imi l a r ly ,  t h e r e  were no d i f f i c u l t i e s  i n  ob ta in ing  s o l u t i o n s  f o r  d i f f e r e n t  
i n i t i a l  veh ic l e  masses. 
Boundary Cost-Function Surfaces  
Perhaps t h e  most i l l umina t ing  r e s u l t s  were revea led  by an experimental  
s tudy of  t h e  mapping: p(0) + J .  Geometr ical ly ,  t h i s  mapping can be  i n t e r -  
p re t ed  as t h r e e  hypersurfaces  ( r ep resen t ing  t h e  components of t h e  m e t r i c  J ) ,  
which a r e  func t ions  o f  t h e  f i v e  a d j o i n t  i n i t i a l  condi t ions .  The c h a r a c t e r  of 
t h e  c ross  s e c t i o n s  through t h e s e  su r faces  a t  a s o l u t i o n  p o i n t  i s  given i n  
f i g u r e s  14 and 15 f o r  t h e  two d i f f e r e n t  problem s i t u a t i o n s  ind ica t ed .  These 
curves were obtained by slowly varying one o f  t h e  v a r i a b l e s  from -100 V t o  
+ lo0  V while  a l l  t h e  o the r s  were f i x e d  at. t h e i r  r e spec t ive  s o l u t i o n  va lues .  
I n  t h i s  manner, c ross  s e c t i o n s  through t h e  hypersurfaces  pass ing  through a 
s o l u t i o n  po in t  were p l o t t e d .  Note t h e  d i p  i n  a l l  t h r e e  su r faces  a t  t h e  o p t i -  
mum value  o f  t h e  a d j o i n t  v a r i a b l e .  The i n t e r e s t  i n  t hese  curves i s ,  of 
course,  i n  t h e  r a t h e r  i r r e g u l a r ,  mul t iva l leyed  na tu re  of  t h e  su r faces  as w e l l  
as t h e  r a t h e r  narrow va l l eys  surrounding t h e  optimum p o i n t .  The sharpness  o r  
narrowness o f  t h i s  v a l l e y  gives  an i n d i c a t i o n  of t h e  d i f f i c u l t y  i n  f i n d i n g  
t h e  s o l u t i o n .  Fur ther ,  t hese  su r faces  c l e a r l y  i n d i c a t e  t h e  d i f f i c u l t i e s  t h a t  
g rad ien t  methods would have because o f  t h e  l i k e l y  p o s s i b i l i t y  o f  "hanging up" 
i n  the  wrong v a l l e y .  
p l a t eaus  i n  the  parameter space and not  s a t u r a t i o n  of t h e  computer equipment, 
with t h e  except ion of  t h e  f l a t  regions a t  t h e  extreme l e f t  and r i g h t  s i d e s  of  
t h e  J p  curves .  Such p l a t eaus  occur  because f o r  c e r t a i n  ranges of t h e  p(0) 
The f l a t - r e g i o n s  i n  f igu res  14 and 15 a r e  a c t u a l l y  
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parameters t h e  swi tch ing  func t ion  i s  such t h a t  t h e  con t ro l  u3 i s  zero.  
These p l a t eaus  would p resen t  problems t o  g rad ien t  procedures .  
dimensional c ross  s e c t i o n s  shown g ive  only a h i n t  of  t h e  d i f f i c u l t i e s  t o  b e  
encountered i n  t h e  a c t u a l  s ix-dimensional  space .  
The two- 
Another more p i c t o r i a l  r e p r e s e n t a t i o n  f o r  t h e  problem s i t u a t i o n  i n  
f i g u r e  14 i s  given by t h e  three-dimensional views i n  f i g u r e  16. 
shown t h e  boundary cos t - func t ion  su r faces  i n  t h e  
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va lues .  These r e s u l t s  i l l u s t r a t e  t h e  c h a r a c t e r  of  t h e  su r faces  away from t h e  
optimum p o i n t  i n  two d i r e c t i o n s  i n s t e a d  of  only one d i r e c t i o n .  
Here are 
p lane  and i n  t h e  p1,p2 
p lane ,  whi le  a l l  o t h e r  a d j o i n t  v a r i a b l e s  are f i x e d  a t  t h e i r  s o l u t i o n  
Fur ther  c lues  as t o  t h e  na tu re  of  t h e  boundary cos t - func t ion  su r faces  are 
revea led  by previous ly  presented  da ta ,  which showed t h a t  many d i s t i n c t l y  
d i f f e r e n t  p(0) vec tors  r e s u l t  i n  s o l u t i o n s  and t h a t  t h e  su r faces  have many 
s ta lac t i tes  p ro t rud ing  below t h e  E l e v e l .  
AN EXAMPLE PROBLEM - SATELLITE ATTITUDE ACQUISITION 
I n  t h i s  s e c t i o n ,  t he  random-search a lgor i thm is  app l i ed  t o  t h e  s i n g l e -  
ax i s  a t t i t u d e  a c q u i s i t i o n  con t ro l  problem, where t h e  t i m e  t o  acqui re  t h e  
des i r ed  boundary condi t ions  i s  l e f t  f r e e .  The problem i s  formulated through 
a phys ica l  d e s c r i p t i o n  o f  t h e  problem and d e r i v a t i o n  of  t h e  exact  equat ions 
of  motion. Second, t h e  equat ions necessary  f o r  determining optimal nonl inear  
con t ro l  as der ived  by means of t h e  Maximum P r i n c i p l e  a r e  ou t l ined ,  as w e l l  as, 
f o r  comparative purposes ,  t h e  optimal p ropor t iona l  con t ro l  der ived  i n  r e f e r -  
ence 14. Next, t h e  boundary condi t ions  and t h e  vec to r  me t r i c  are discussed.  
The f i n a l  two subsec t ions  i l l u s t r a t e  t h e  computer r e s u l t s  through a v a r i e t y  
of  t i m e  h i s t o r y  s o l u t i o n s  and f u e l  performances,  and some cross  s e c t i o n s  
through t h e  boundary cos t - func t ion  hypersur faces .  
F o rmu 1 a t  i on 
Consider a r i g i d  body V r o t a t i n g  about i t s  c e n t e r  of  mass and f i x e d  i n  
i n e r t i a l  space.  A s e t  o f  axes w i l l  be  taken f i x e d  t o  t h e  veh ic l e  and a l i n e d  
with t h e  p r i n c i p a l  a x i s  of  i n e r t i a  with i t s  o r i g i n  a t  bo ,  t h e  c e n t e r  o f  mass 
( f i g .  17 ) .  F i n a l l y ,  cons ider  t h e  veh ic l e  t o  be  i n e r t i a l l y  asymmetric and t o  
be i n  a genera l  tumbling motion a t  some a r b i t r a r y  i n i t i a l  time. 
The o b j e c t i v e  o f  t h e  con t ro l  i s  t o  apply torques  i n  a manner t h a t  w i l l  
reduce t o t a l  momentum t o  zero and o r i e n t  a p a r t i c u l a r  ax i s  of t h e  veh ic l e  from 
any i n i t i a l  o r i e n t a t i o n  t o  any o t h e r  p re sc r ibed  o r i e n t a t i o n  i n  i n e r t i a l  space.  
The con t ro l  torques r equ i r ed  t o  o r i e n t  t h e  veh ic l e  a r e  assumed t o  b e  produced 
by mass expuls ion devices  a l i n e d  i n  each of  t h e  t h r e e  body axes.  
assumed t h a t  t h e  torques produced by t h e s e  devices  a r e  propor t iona l  t o  mass 
flow ra te  and t h a t  t h e  flow r a t e s  a r e  bounded a t  some maximum value  (except 
when propor t iona l  con t ro l  i s  examined). 
t h e  least amount o f  f u e l  and i n  any time w i t h i n  an a r b i t r a r y  i n t e r v a l  [O,T]. 
I t  i s  
The veh ic l e  i s  t o  b e  con t ro l l ed  wi th  
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The dynamic equat ions of  motion o f  a r i g i d  body r o t a t i n g  about a p o i n t  
f i x e d  i n  i n e r t i a l  space and ac t ed  on by e x t e r n a l  torques a r e  given by t h e  
fol lowing s e t  o f  equat ions : 
where 
a = 1 1 / 1 2  
B = 1 3 / 1 2  
Rol l - to-p i tch  i n e r t i a  r a t i o  
Yaw-to-pitch i n e r t i a  r a t i o  
Control  acce le ra t ions  
(rad/sec2)  normalized 
t o  I 2  
i = 1, 2 ,  3 
a i  = body r a t e s ,  r ad / sec  
M i  = torque 
The kinematic equat ions necessary t o  r e l a t e  t h e  body axes t o  the  i n e r t i a l  
axes can be chosen i n  var ious  ways. We w i l l  choose the  independent s e t  o f  
d i r e c t i o n  cosines  a i j  
j t h  i n e r t i a l  axes where a i j  i s  t h e  cosine o f  t h e  p lane  angle  between b i  
and S, .  In  t h i s  s tudy  we a r e  i n t e r e s t e d  i n  s i n g l e - a x i s  o r i e n t a t i o n ,  and we 
w i l l  choose t o  o r i e n t  t h e  b3 body ax i s  with t h e  i n e r t i a l  ax i s  S3 ( see  
f i g .  17 ) .  Thus, t h e  t h r e e  d i r e c t i o n  cos ines  (a13, a23, a33) w i l l  b e  of  
i n t e r e s t .  These t h r e e  kinematic  v a r i a b l e s  a r e  r e l a t e d  t o  t h e  dynamic v a r i -  
ab les  by t h e  fol lowing s e t  of  d i f f e r e n t i a l  equat ions ( see  re f .  14 f o r  a 
d e t a i l e d  d iscuss ion)  : 
t o  r e l a t e  t h e  t h r e e  body axes i = 1, 2 ,  3 t o  t h e  
23 
For t h i s  s tudy ,  t h e  s p e c i f i c  values  of t h e  r o l l  and p i t c h  i n e r t i a  r a t i o s  were 
taken t o  be c1 = 1.15 and f3 = 0.48.  Also, t h e  maximum con t ro l  torque 
acce le ra t ions  permi t ted  i n  t h e  non l inea r  c o n t r o l l e r  s i t u a t i o n  are: 
- = 2y = 7.5 m rad /sec2  
'lmax '2max max 
To t r a n s f e r  equat ions (31) and (32) i n t o  s t a t e  v a r i a b l e  form, t h e  
following s u b s t i t u t i o n s  are made: 
This y i e l d s  t h e  fol lowing se t  o f  s t a t e  v a r i a b l e  equat ions :  
The ob jec t ive  of  t h e  con t ro l  i s  t o  t ake  t h e  s t a t e  vec to r  from a f i x e d  
i n i t i a l  value x(0) t o  a f i x e d  f i n a l  va lue  xf( tms)  i n  an unspec i f ied  time 
t, wi th in  t h e  i n t e r v a l  [O,T],  whi le  u s ing  t h e  least  p o s s i b l e  f u e l .  A new 
coordinate ,  p ropor t iona l  t o  the  t o t a l  f u e l  used i n  a l l  t h r e e  axes, can b e  
def ined as fol lows:  
and we can then i n t e r p r e t  t h e  ob jec t ive  as t h e  minimization of t h e  terminal  
value xo(tms) . 
24 
Maximum P r i n c i p l e  So lu t ion  
The non l inea r  optimal con t ro l  can be  der ived  by an app l i ca t ion  of  t h e  
Maximum P r i n c i p l e .  
summarized below. F i r s t  a r e  t h e  a d j o i n t  equat ions :  
The equat ions necessary f o r  computer implementation a r e  
Second a r e  t h e  equat ions de f in ing  t h e  optimal con t ro l  vec to r  a t  each i n s t a n t  
of  t ime: 
where i = 1, 2 ,  3 and Ni i s  t h e  maximum torque a c c e l e r a t i o n  allowed i n  t h e  
. i t b  con t ro l  a x i s .  Note t h a t  t h e  same d i r e c t  method f o r  maximizing H over  
t he  con t ro l  s e t  app l i e s  t o  t h i s  problem as  i t  d id  f o r  t h e  o r b i t - t r a n s f e r  
problem of t h e  previous s e c t i o n .  The con t ro l  torque i s  of t h e  on-off type ,  
and torque d i r e c t i o n  i s  obtained by ass igning  t h e  c o r r e c t  sign t o  the  rron'r  
s i g n a l  according t o  equat ion (36 ) .  
Propor t iona l  Control L a w  
The optimal propor t iona l  con t ro l  l a w  used i n  t h i s  paper  f o r  comparative 
purposes was taken from reference  1 4 ,  i n  which t h e  s t r u c t u r e  of t h e  law i s  
assumed t o  be  of  t h e  form: 
The parameters D ,  E ,  F,  G ,  and H were l e f t  f r e e ,  and by means of  a random 
parameter s ea rch ,  s u i t a b l e  values  were found f o r  which t h e  s t a t e d  o b j e c t i v e  
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o f  t h e  problem (zero  momentum and alinement o f  b3 t o  S3) w a s  achieved. The 
search  was repea ted  a number of  times, and each t i m e ,  system performance given 
by equat ion  (34) was observed. An optimum parameter  v e c t o r  was s e l e c t e d  from 
t h e  s e t  of parameter vec to r s  t h a t  s a t i s f i e d  t h e  problem ob jec t ive  and mini- 
mized t h e  performance c r i te r ia .  This  parameter  v e c t o r ,  i n  conjunct ion with 
equat ion (37) ,  de f ines  optimal p ropor t iona l  c o n t r o l .  This con t ro l  may b e  
d i f f i c u l t  t o  achieve i n  p r a c t i c e ;  however, s i n c e  no bounds have been imposed 
on t h e  t h r u s t .  When t h e r e  a r e  bounds, t h e  con t ro l  l a w  i s  then  r e f e r r e d  t o  as 
optimal s a t u r a t i n g  p ropor t iona l  c o n t r o l .  
The Vector Metr ic  
The d e s i r e d  boundary condi t ion  a t  t h e  te rmina l  time w a s  chosen t o  be  
zero momentum and alinement o f  t h e  body a x i s  b3 wi th  t h e  i n e r t i a l  ax i s  S 3 ;  
t h i s  i s  expressed by xf( tms)  = (O,O,l,O,O,O). In  t h e  random-search approach, 
i t  i s  necessary t o  in t roduce  t h e  vec to r  me t r i c  J t o  s a t i s f y  t h e s e  boundary 
condi t ions .  J = ( JD , Jv , JP )  
where t h e  s u b s c r i p t s  on t h e  components i d e n t i f y  them as displacement,  veloc- 
i t y ,  and a d j o i n t  ( o r  t r a n s v e r s a l i t y  condi t ion)  e r r o r s ,  r e s p e c t i v e l y .  In  t h i s  
a p p l i c a t i o n ,  s i n c e  a l l  terminal  s t a t e s  
p l e t e l y  f r e e  s o  t h a t  we may ignore the  J p  component i n  t h e  vec to r  me t r i c .  
For t h e  p re sen t  example, JD and Jv 
I t s  general  form was s p e c i f i e d  p rev ious ly  t o  b e  
xf( tms)  are f ixed ,  p(tm,) i s  com- 
are taken t o  b e  
JD = Jx12 + xz2 + ( ~ 3  - 1)2 \ 
I t  i s  c l e a r  t h a t  JV = 0 implies  x4,x5,x6 = 0 ,  which r ep resen t s  zero 
momentum as des i r ed .  Also, JD = 0 implies  t h e  d e s i r e d  f i n a l  o r i e n t a t i o n  
x1 = x2 = 0 and x3 = 1. I n  p r a c t i c e ,  we r e q u i r e  only 
where t h e  E values  a r e  chosen t o  meet t h e  problem requirements .  For t h e  
s p e c i f i c  problem discussed  below, t h e  chosen value of  ED r equ i r ed  t h a t  t h e  
b3 body a x i s  be o r i e n t e d  t o  wi th in  8" of  t h e  S3 i n e r t i a l  a x i s .  The E V  
value chosen represented  a 0.75O/sec e r r o r  r a t e  i n  each body a x i s  a t  t h e  
f i n a l  t i m e  tms. These values  a r e  p r imar i ly  determined by t h e  accuracy with 
which t h e  analog computer can c a l c u l a t e  equat ion (38) over  t h e  f u l l  range of 
s t a t e  v a r i a b l e s  between i n i t i a l  and f i n a l  t imes.  The above values  could be  
made sma l l e r  i f  d e s i r e d  by an automatic r e s c a l i n g  o r  perhaps another  choice 
o f  t h e  form o f  t h e  me t r i c .  This was no t  done he re  because such a reduct ion 
of  t h e  E values  would not  appreciably a f f e c t  t h e  f u e l  consumption. 
Resul t s  f o r  S a t e l l i t e  Acquis i t ion  Problem 
T h i s  s e c t i o n  covers some computer s o l u t i o n s  f o r  t h e  s a t e l l i t e  a t t i t u d e  
a c q u i s i t i o n  problem, with an emphasis on r e s u l t s  f o r  t h e  optimal nonl inear  
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con t ro l  ob ta ined  by implementing t h e  random-search algori thm discussed  i n  t h e  
preceding s e c t i o n s .  For comparison, we w i l l  a l s o  give r e s u l t s  f o r  t h e  pro- 
p o r t i o n a l  con t ro l  s t u d i e d  i n  r e fe rence  14.  
Table 1 summarizes t h e  con t ro l  systems t o  be  s t u d i e d ,  t h e  i n i t i a l  
condi t ions  of t h e  v e h i c l e ,  and t h e  r e s u l t i n g  f u e l  requirements .  In  t h e  i n i -  
t i a l  condi t ion  v e c t o r ,  t h e  f i r s t  t h r e e  components a r e  t h e  angular  p o s i t i o n  
va r i ab le s  given i n  terms of  d i r e c t i o n  cos ines ,  and t h e  l a s t  t h r e e  components 
a r e  the  angular  v e l o c i t i e s  given i n  degrees p e r  second. The des i r ed  f i n a l  
condi t ion  vec to r  i s  taken t o  b e  x f ( h s )  = (O,O,l,O,O,O) , which r e f l e c t s  t h e  
ob jec t ive  of  con t ro l  t o  reduce t h e  i n i t i a l  momentum t o  zero and t o  a l i n e  t h e  
body ax i s  b3 with t h e  i n e r t i a l  ax i s  S3. 
No c o n t r o l . -  Figure 18 shows t h e  time h i s t o r i e s  o f  t h e  s t a t e  v a r i a b l e s  
desc r ib ing  t h e  motion of  t h e  system when no con t ro l  is  used and t h e  veh ic l e  
s tar ts  with t h e  i n i t i a l  condi t ion  x(0) = (OyO,l,- lO,lO,lO).  This corresponds 
t o  i n i t i a l  al inement o f  axes b u t  with t h e  i n i t i a l  angular  v e l o c i t i e s  i n d i -  
ca ted .  The angular  p o s i t i o n s  vary over  t h e i r  e n t i r e  range ( - 1 , l )  during t h e  
t i m e  i n t e r v a l  [ O , t m s ] .  
t r o l ,  t he  wide range of  angular  p o s i t i o n  v a r i a t i o n s  would p e r s i s t  over  a sub- 
s t a n t i a l  po r t ion  o f  t h e  i n t e r v a l .  In  t h i s  event ,  t h e  equat ions of motion a r e  
d e f i n i t e l y  non l inea r  and it i s  inappropr i a t e  t o  l i n e a r i z e  them. The Maximum 
P r i n c i p l e  allows these  n o n l i n e a r i t i e s  t o  be d e a l t  with d i r e c t l y .  
These r e s u l t s  suggest  t h a t  wi th  l i m i t e d  torque con- 
Optimal p ropor t iona l  con t ro l .  - The time h i s t o r y  s o l u t i o n s  f o r  t h e  
optimal propor t iona l  con t ro l  der ived  i n  re ference  14  (as  d i scussed  above) a r e  
given i n  f i g u r e  19 f o r  t h e  same i n i t i a l  condi t ion  as wi th  no con t ro l  ( see  
t a b l e  1 ) .  A s  i s  wel l  known, opt imizing system performance under t h e  assump- 
t i o n  of  p ropor t iona l  con t ro l  o f t e n  leads  t o  impulsive-type c o n t r o l .  This 
tendency can be  seen  i n  f i g u r e  19(c) where t h e  i n i t i a l  torque a c c e l e r a t i o n  
r i s e s  t o  44 m i l l i r a d / s e c 2  and then  decreases  r e l a t i v e l y  quick ly  t o  zero.  
normalized f u e l  consumption as measured by t h e  computer was xo(tms) = 0 . 6 5 ,  
which i s  nea r ly  two and one-half  t imes the  minimum t h e o r e t i c a l  value of 0 . 2 8  
obtained by al lowing an i d e a l  impulse of  to rque .  
A 
I t  should be  noted t h a t  t h e  f u e l  requirement of  0 . 6 5  was a t t a i n e d  with 
i d e a l  propor t iona l  c o n t r o l ,  t h a t  i s ,  without  s a t u r a t i o n  of t h e  torque .  Refer- 
ence 14  demonstrated t h a t  t he  e f f e c t  o f  s a t u r a t i o n  on t h e  propor t iona l  con- 
t r o l l e r  i s  t o  inc rease  both t h e  consumed f u e l  and t h e  time requi red  t o  
accomplish t h e  mission.  
Optimal non l inea r  c o n t r o l . -  The s o l u t i o n s  f o r  t h e  optimal non l inea r  
con t ro l  ob ta ined  b y  implementing t h e  random-search algori thm a r e  given i n  
f igu res  20 and 2 1 .  These f i g u r e s  correspond, r e s p e c t i v e l y ,  t o  t h e  cases  i n d i -  
ca ted  i n  t a b l e  1: i n i t i a l  al inement and i n i t i a l  nonalinement. 
The r e s u l t s  given i n  f i g u r e  20 a r e  f o r  i n i t i a l  al inement of axes i n  
which the  i n i t i a l  condi t ion  v e c t o r  i s  x(0) = (O,Oyl,-lO,lO,lO),  t h e  same as 
f o r  t he  o t h e r  c o n t r o l l e r s  d i scussed  above. A comparison of  f i g u r e  20 wi th  
f i g u r e s  18 and 19 shows t h a t  t h e  s o l u t i o n s  obta ined  are q u i t e  d i f f e r e n t  from 
t h e  previous cases .  The maximum torque chosen f o r  optimal nonl inear  con t ro l  
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was approximately one-s ix th  t h e  peak va lue  f o r  p ropor t iona l  con t ro l ;  no te  t h e  
d i f f e r e n t  o r i g i n s  f o r  t h e  t h r e e  con t ro l  func t ions .  From c a r e f u l  examination 
of t h e  t i m e  h i s t o r i e s ,  i t  appears t h a t  t h e  optimal con t ro l  l a w  i s  an t i c ipa -  
t o r y :  i t  a c t s  a t  t h e  most advantageous moment t o  reduce t h e  l a rge  excursions 
of t h e  s t a t e s  t o  t h e  d e s i r e d  end va lues .  Fuel consumption was found t o  b e  
XO(&> = 0.31, which i s  only 1.1 times l a r g e r  than  f o r  t h e  optimal impulsive 
case.  By comparison, t h e  optimal p ropor t iona l  con t ro l  i s  very i n e f f i c i e n t ,  
r equ i r ing  2 . 1  times t h e  f u e l  f o r  optimal non l inea r  c o n t r o l .  
would b e  even l a r g e r  i f  t h e  comparison were made t o  t h e  more p r a c t i c a l  s a t u -  
r a t i n g  propor t iona l  con t ro l  system. The ope ra t e  times i n  f i g u r e  20 a r e  
nea r ly  t h e  same as f o r  t h e  p ropor t iona l  con t ro l  system; thus ,  w e  need not  
n e c e s s a r i l y  expect a time penal ty  f o r  t h e  p r a c t i c a l  c o n s t r a i n t  imposed by 
con t ro l  s a t u r a t i o n .  
This f a c t o r  
In  t h e  r e s u l t s  given i n  f i g u r e  21 ,  t h e  i n i t i a l  condi t ion  vec to r  x(0) 
i s  not  a l i n e d .  The i n i t i a l  va lue  i s  x(0) = ( O , l / f i J 1 / f i , - l O , l 0 , l O )  and 
corresponds t o  an i n i t i a l  r o t a t i o n  of  b3 o f  45" i n  t h e  S 2 , S 3  plane .  The 
time h i s t o r i e s  and optimal con t ro l  t h r u s t  a r e  seen  t o  b e  s imilar  t o  those  
with i n i t i a l  a l inement .  A s  f o r  t h e  f u e l ,  w e  might expect t h a t  t he  i n i t i a l  
angular  p o s i t i o n  e r r o r  would r equ i r e  a h i g h e r  f u e l  consumption t o  achieve t h e  
same o b j e c t i v e s .  Indeed, experimental  d a t a  show t h a t  f u e l  requi red  is  0 . 4 3  
which i s  40 percent  more than when t h e  axes are i n i t i a l l y  a l i n e d .  
Boundary Cost-Function Surfaces  
I t  was poin ted  out  prev ious ly  t h a t  i r r e g u l a r i t y  i n  t h e  boundary cos t -  
func t ion  hypersurfaces  r e f l e c t s  t h e  need f o r  a search  algori thm t h a t  incor -  
po ra t e s  both g loba l  and l o c a l  search  p r o p e r t i e s .  
of t h e s e  hypersurfaces  f o r  t h e  a t t i t u d e  con t ro l  problem i s  demonstrated i n  
f i g u r e  22  , which shows t y p i c a l  two-dimensional c ross  s e c t i o n s  through t h e  
hypersurfaces  a t  a s o l u t i o n  p o i n t .  
manner as descr ibed  f o r  t h e  o r b i t - t r a n s f e r  problem. 
i r r e g u l a r  multipeak na tu re  of  t h e  su r faces  and t h e  occas iona l  noisy 
appearance. 
The h igh ly  i r r e g u l a r  na tu re  
The curves were obta ined  i n  t h e  same 
Note i n  p a r t i c u l a r  t h e  
CONCLUDING REMARKS 
A f e a s i b l e  computational method f o r  so lv ing  t h e  two-point boundary-value 
problem as soc ia t ed  with t h e  Maximum P r i n c i p l e  has been e s t ab l i shed .  The 
method generates  e x p l i c i t  optimal s o l u t i o n s  f o r  complex, non l inea r  con t ro l  
problems. A s  i l l u s t r a t e d  i n  t h i s  paper ,  t h e  method can b e  used t o  so lve  
problems f o r  which optimum s o l u t i o n s  have not  been previous ly  obtained.  
of t h e  problems so lved  i n d i c a t e s  t h e  s t r i k i n g  improvement i n  performance t h a t  
can be obtained by t h e  use of  optimal non l inea r  c o n t r o l .  
One 
Although t h e  s o l u t i o n s  obtained a r e  open- loop s o l u t i o n s ,  t h e  usefu lness  
of  t he  technique,  from t h e  con t ro l  po in t  of view, i s  i n  i t s  value as an o f f -  
l i n e  prel iminary system design t o o l  pe rmi t t i ng  s tudy  of  t r a d e  o f f s  among 
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various i n i t i a l  design choices i n  terms of  performance. Furthermore, it i s  
genera l ly  accepted t h a t  knowledge of  optimum open-loop con t ro l  d a t a  could be  
valuable  i n  b u i l d i n g  closed-  loop (on-l ine)  c o n t r o l l e r s .  
The f e a s i b i l i t y  of  t h e  method i s  made poss ib l e  by t h e  uniqe computa- 
t i o n a l  c a p a b i l i t i e s  of  t h e  hybr id  computer. A major advantage of  such a com- 
put ing  system i s  t h e  speed with which non l inea r  discont inuous d i f f e r e n t i a l  
equat ions can be  i n t e g r a t e d .  An approximate 1 O O O : l  speed advantage with 
r e spec t  t o  t h e  d i g i t a l  computer was obta ined .  
The method could be  used more e f f e c t i v e l y  i n  an on - l ine  o r  o f f - l i n e  
implementation with an inc rease  i n  the  i t e r a t i o n  r a t e ,  which genera l ly  must 
be  achieved through advances i n  hybr id  systems, although a moderate r a t e  
i nc rease  with t h e  p re sen t  system could be  r e a l i z e d  by ca re fu l  redesign of  t h e  
program. Undoubtedly t h e  most important l i m i t a t i o n  of t h e  method i s  due t o  
t h e  minimum r e s o l u t i o n  of t h e  analog computer. Thus, c e r t a i n  problems with 
l a rge  dynamic range might be  excluded, o r  perhaps r equ i r e  complicated s c a l e  
changing. 
F ina l ly  i t  should be  r e i t e r a t e d  t h a t  t h e  random-search algori thm could 
be  used i n  a g rea t  many s i t u a t i o n s  o t h e r  than t h e  two-point boundary-value 
problem discussed i n  t h i s  r e p o r t .  For example, some c u r v e - f i t t i n g  problems 
can be framed as a multiparameter search  problem s u i t a b l e  f o r  d i r e c t  
app l i ca t ion  of search  techniques o u t l i n e d  i n  t h i s  paper .  
Ames Research Center  
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Moffet t  F i e l d ,  C a l i f . ,  94035, J u l y  2 8 ,  1969 
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APPENDIX A 
THE HYBRID-SYSTEM HARDWARE 
This appendix descr ibes  t h e  computer hardware u t i l i z e d  t o  implement t h e  
algori thm. 
a t i n g  the  adequacy of  t h e  computer equipment a v a i l a b l e  t o  him. 
The d e s c r i p t i o n  w i l l  provide t h e  r eade r  wi th  a b a s i s  f o r  evalu- 
Figure 23 i s  a hardware diagram of  t h e  hybr id  system, showing t h e  two 
b a s i c  elements o f  t h e  s imula t ion ,  t h e  analog and d i g i t a l  computers a long wi th  
t h e i r  coupl ing system, and p e r i p h e r a l s .  The coupl ing system comprises two 
d i s t i n c t  p a r t s :  (a)  t h e  l inkage system, and (b) t h e  con t ro l  i n t e r f a c e  system. 
Dig i t a l  Computer 
The d i g i t a l  computer used i n  the  opt imiza t ion  program was an E l e c t r o n i c  
Associates ,  Inc .  (EAI) model 8400. I t  i s  a medium-sized, high-speed computer 
designed t o  ope ra t e  i n  a hybr id  environment. The p a r t i c u l a r  machine used has  
24,576 words of  core  memory with 32 b i t s  p e r  word. Memory cyc le  time i s  
2 psec.  The machine uses  p a r a l l e l  opera t ion  f o r  maximum speed. 
po in t  opera t ions  are hardware implemented. A MACRO ASSEMBLY programming 
language i s  included t o  minimize t h e  execut ion t ime.  The i n s t r u c t i o n  
r e p e r t o i r e  includes s p e c i a l  commands by which d i s c r e t e  s i g n a l s  can be s e n t  t o  
o r  rece ived  from t h e  ex te rna l  world.  External  i n t e r r u p t s  a r e  provided t h a t  
can t r a p  t h e  computer t o  a s p e c i f i c  c e l l  i n  memory. In  an example t o  be  
discussed l a t e r  t h e  opt imiza t ion  program u t i l i z e d  about 8,000 words of  
s to rage ;  about 1,000 c o n s t i t u t e  t he  a c t u a l  op t imiza t ion  execut ion program, 
and t h e  remaining 7,000 a r e  used f o r  sub rou t ines ,  monitor and on- l ine  
debugging, and program modif ica t ion  r o u t i n e s .  
F loa t ing-  
The pe r iphe ra l s  of  t h e  d i g i t a l  computer inc lude  magnetic tapes  and a 
card reader  f o r  program input  and s t o r a g e ,  and a p r i n t e r  f o r  d a t a  logging.  
Analog Computer 
The analog computer f o r  t h e  f ixed-t ime s o l u t i o n  was an E lec t ron ic  
Associates  231R-V; f o r  t h e  f ree- t ime s o l u t i o n ,  an E l e c t r o n i c  Associates  
model 8812 was used. Both computers a r e  o f  t h e  general-purpose type  and a r e  
q u i t e  convent ional .  
The analog computer se rves  as  t h e  p o i n t  a t  which mode con t ro l  of t h e  
hybr id  computer i s  accomplished. By manual s e l e c t i o n  o f  switches e i t h e r  of  
two modes can be  commanded: 
1. I n  t h e  "search" mode t h e  analog computer opera tes  i n  a high-speed 
r e p e t i t i v e  manner. Such opera t ion  i s  accomplished by c o n t r o l l i n g  t h e  mode 
of t h e  ind iv idua l  i n t e g r a t o r s  with an appropr i a t e  d i s c r e t e  s i g n a l .  This 
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s i g n a l  i s  a two-level. s ignal,  generated on t h e  con t ro l  i n t e r f a c e  i n  conjunc- 
t i o n  with t h e  d i g i t a l  computer, t h a t ,  depending on t h e  l e v e l ,  holds  an 
i n t e g r a t o r  i n  e i t h e r  "operate" o r  " i n i t i a l  condition" mode. 
2 .  I n  t h e  " r e se t "  mode, t h e  i n t e g r a t o r s  a r e  p laced  i n  t h e i r  i n i t i a l -  
condi t ion  mode and h e l d  t h e r e .  
P a r t i c u l a r  analog equipment worth no t ing  a r e  t h e  t r a c k - s t o r e  u n i t s ,  D/A 
swi tches ,  and comparators with which t h e  con t ro l  l o g i c  was implemented. 
t h e  end o f  t h e  ope ra t e  pe r iod  T ,  t h e  d i g i t a l  computer reads a number of  
va r i ab le s  t o  be  used i n  t h e  algori thm. 
t h e  value o f  a v a r i a b l e  could change considerably between t h e  end t i m e  
and a l a t e r  time when i t  i s  a c t u a l l y  converted.  Thus, t r a c k - s t o r e  u n i t s  were 
used t o  hold  t h e  v a r i a b l e s  a t  t h e i r  r e spec t ive  vaiues  a t  t i m e  T u n t i l  t h e  
d i g i t a l  computer read a l l  of  t h e  va lues .  The con t ro l  l o g i c  r equ i r e s  on-off 
type  switching,  and t h e  high-speed e l e c t r o n i c  comparators and e l e c t r o n i c  
switches were necessary f o r  proper  ope ra t ion .  Nonlinear opera t ions  such as 
mul t ip ly  and d iv ide  provided no p a r t i c u l a r  d i f f i c u l t i e s ,  al though a square 
roo t  opera t ion  d i d  r equ i r e  t h e  use  of  a diode func t ion  genera tor  i n  one of 
t he  examples. 
A t  
Because o f  t h e  h igh  r e p e t i t i v e  speeds,  
T 
For continuous output ,  a d i sp l ay  console  was connected t o  t h e  analog 
computer t o  provide v i s u a l  readout of v a r i a b l e s .  The d i sp lay  contained a 
cathode ray tube (CRT) t h a t  could s imultaneously d i sp lay  up t o  fou r  channels,  
and enabled photographic records t o  be  taken of  t h e  d i sp lay  q u a n t i t i e s .  
d i sp lay  was extremely h e l p f u l  i n  determining i f  t h e  algori thm was func t ioning  
proper ly .  Other continuous analog d a t a  use fu l  f o r  determining proper  func- 
t i o n i n g  were 
r a t e  of  change was low. 
The 
pz and Jz, which could be  recorded on a pen recorder  s i n c e  t h e i r  
Control I n t e r f a c e  
The con t ro l  i n t e r f a c e  between the  analog and d i g i t a l  computers was an 
E lec t ron ic  Associates  DOS 350 f o r  t h e  case  of t h e  f ixed-t ime implementation. 
Free-time implementation u t i l i z e d  t h e  i n t e r f a c e  (as  we l l  as l og ic )  t h a t  i s  a 
p a r t  o f  t h e  E lec t ron ic  Associates  8812 analog computer. I t  i s  through t h e  
con t ro l  i n t e r f a c e  t h a t  t h e  i t e r a t i o n  process  i s  con t ro l l ed .  An important t a s k  
a l l o c a t e d  t o  t h i s  subsystem i s  t h e  operate- t ime c o n t r o l .  This func t ion  i s  
implemented through t h e  use  of a counter  and i s  t h e  key element i n  t h e  con t ro l  
o f  a l l  t iming i n  t h e  hybr id  s imula t ion .  The counter  i s  dr iven  from a high-  
frequency source i n  the  i n t e r f a c e  system al lowing f o r  a very high degree of 
r e s o l u t i o n  i n  the  s imulated ope ra t e  t ime.  The counter  i s  cons t ruc ted  by 
patching modular blocks t h a t  can be combined t o  give a wide range o f  simu- 
l a t e d  opera te  t imes .  S p e c i f i c  times wi th in  t h i s  range a r e  s e l e c t e d  with 
thumbwheel swi tches .  Tbo o t h e r  func t ions  of  t h e  i n t e r f a c e  are:  ( 1 )  t o  s ense  
any condi t ions  i n  t h e  analog computer t h a t  can be  represented  by d i s c r e t e  
va r i ab le s  (b inary  l e v e l s ) ,  and (2) t o  send d i s c r e t e  s i g n a l s  t o  t h e  analog 
system t o  be  used as con t ro l  l e v e l s  o r  i n d i c a t o r s .  An example of  (1) would 
be  t h e  hybr id  system mode con t ro l ,  which merely amomts t o  t h e  opera tor  
depressing t h e  " rese t"  o r  "search" switch on t h e  analog console .  This ac t ion  
s e t s  a b ina ry  l e v e l  t h a t  i s  then  sensed by t h e  d i g i t a l  computer. An example 
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of  (2)  i s  when t h e  d i g i t a l  sends t h e  ope ra t e  command t o  t h e  operate- t ime 
counter .  The i n t e r f a c e  system allows pa tch ing  o f  Boolean func t ions .  Hence, 
some of  t he  l o g i c  opera t ions  requi red  f o r  t iming pu l ses ,  event  s i g n a l s ,  and 
o the r  l i k e  opera t ions  were very e f f e c t i v e l y  programmed he re .  
Linkage System 
The l inkage system shown i n  f i g u r e  23 houses t h e  conversion equipment - 
t he  A/D (analog t o  d i g i t a l )  and D/A ( d i g i t a l  t o  analog) conve r t e r s .  I t  i s  
through h e r e  t h a t  a l l  o f  t h e  d a t a  passes  between t h e  analog and d i g i t a l  
po r t ions  of  t h e  s imula t ion .  
t he  d i g i t a l  computer. 
The l inkage system i s  c o n t r o l l e d  by command from 
Input  t o  t h e  d i g i t a l  computer i s  through t h e  A/D conver te r  which has 
preceding i t  a channel s e l e c t i o n  device o r  mul t ip l exe r  t o  s e l e c t  t h e  analog 
channel which i s  t o  be  converted.  Conversions were done s e q u e n t i a l l y  through 
t h e  analog channels a t  a maximum ra te  of 80,000 samples p e r  s e c  from channel 
t o  channel.  Conversion o f  10 channels thus  takes  125 psec.  
Output t o  t h e  analog used t h e  D/A conver te rs  with each d a t a  channel 
having i t s  own conversion u n i t .  
used i s  250,000 conversions p e r  s e c .  
The maximum conversion r a t e  of  t h e  D / A ' s  
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APPENDIX B 
THE HYBRID-SYSTEM PROGRAMS 
This appendix covers t he  use of t h e  hardware systems f o r  implementation 
The f i r s t  s e c t i o n  d iscusses  t h e  sequence of  of t h e  random-search a lgor i thm.  
events  i n  t h e  i t e r a t i v e  cycle  o f  t h e  algori thm; subsequent s e c t i o n s  d e t a i l  t h e  
d i g i t a l  and analog programs. 
Sequencing of  Events During One I t e r a t i o n  
Figure 24 shows t h e  sequencing of  events  during one i t e r a t i o n  cyc le ;  t h e  
i n s t a n t s  o f  time t l , t 2 ,  . . . , t5  a r e  f i x e d  r e l a t i v e  t o  each o t h e r ,  and t h e  
cycle  begins  a t  t l  wi th  t h e  analog i n t e g r a t o r s  i n  an ope ra t e  mode. The 
elapsed time ( t 2  - t l )  i s  con t ro l l ed  by a counter  on t h e  i n t e r f a c e  system. 
A t  t 2  an i n t e r r u p t  p u l s e  generated on t h e  con t ro l  i n t e r f a c e  (1) s i g n a l s  t h e  
d i g i t a l  computer t o  commence i t s  opera t ions ,  and (2)  s imultaneously i n s t r u c t s  
t h e  t r ack - s to re  u n i t s  of t he  analog computer t o  hold  t h e i r  r e spec t ive  va lues .  
During the  i n t e r v a l  ( t 3  - t 2 )  t h e  d i g i t a l  computer reads t h e s e  analog v a r i -  
ab les  with t h e  A/D conver te r .  A t  t3  t h e  d i g i t a l  sends a pu l se  v i a  the  
i n t e r f a c e  t o  the  analog console which commands t h e  i n t e g r a t o r s  t o  an i n i t i a l  
condi t ion mode. A t  t 4 ,  when t h e  d a t a  r equ i r ed  by t h e  analog have been gener- 
a ted  by the  algori thm, t h e  D/A conver te rs  send these  values  t o  t h e  appropr ia te  
po in t s  i n  t h e  analog po r t ion  of  t h e  s imula t ion .  The d i g i t a l  machine allows 
enough time f o r  t h e  t r a n s i e n t s  t o  s e t t l e  i n  t h e  i n i t i a l  condi t ion  c i r c u i t s  of  
t he  analog before  sending a command a t  t5 ( t h e  same event  as t l )  t h a t  p laces  
the  i n t e g r a t o r s  i n  an opera te  mode and s ta r t s  t h e  counter .  Since t 5  and t l  
a r e  t h e  same event ,  r e p e t i t i v e  opera t ion  i s  under way, 
The t o t a l  i t e r a t e  time ( t 5  - t l )  i s  composed of  two main p a r t s :  
( t 2  - t l ) ,  which i n  t h e  example problems was s c a l e d  i n  t h e  s imula t ion  t o  
between 2 and 10 msec; and ( t 5  - t 2 ) ,  which was determined p r imar i ly  by t h e  
speed of t h e  d i g i t a l  machine i n  computing, convert ing,  and genera t ing  random 
numbers. The second per iod  was on the  o r d e r  of  8 msec. Thus, t h e  t o t a l  
i t e r a t e  time f o r  t h e  above s i t u a t i o n  i s  on t h e  o r d e r  o f  10 t o  20 msec ( o r  
100-50 i t e r a t i o n s  p e r  s e c ) .  This f i g u r e  i s  dependent on t h e  con t ro l  problem 
chosen and t h e  exac t  form of t h e  algori thm implemented. 
D i g i t a l  Flowgraph, Fixed Time 
Figure 25 i s  a program flowgraph showing t h e  ope ra t ion  of  t h e  algori thm 
and the  i t e r a t i o n  process  f o r  t h e  f ixed-t ime problem. Note t h e  inc lus ion  o f  
the  event  times t l , t 2 ,  . . . ,ts discussed  i n  connection with f i g u r e  2 4 .  
The program i s  cont inuously r ecyc l ing  i n  a high-speed r e p e t i t i v e  fash ion .  
There a r e  t h r e e  b a s i c  loops which correspond t o  t h e  t h r e e  system modes 
i n  the  opt imiza t ion  program: a r e s e t  loop, a search  loop, and an end- s t a t e  
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loop. The r e s e t  loop i s  f o r  t h e  purpose of  i n i t i a l i z i n g  t h e  program. The 
search  loop of  t h e  program uses t h e  a lgor i thm t o  search  f o r  a s o l u t i o n  t o  t h e  
problem. The end- s t a t e  loop i s  en te red  by t h e  d i g i t a l  program when a so lu-  
t i o n  i s  found, and i s  used f o r  t h e  genera t ion  of  graphic  d i sp l ays .  The 
ope ra to r  manually s e l e c t s  t h e  search  o r  reset  mode as d iscussed  i n  t h e  s e c t i o n  
dea l ing  wi th  t h e  analog computer. 
Reset loop.-  The reset  loop o f  t h e  r e p e t i t i v e  ope ra t ion  cyc le  i n i t i a l i z e s  
t h e  program and prepares  i t  f o r  t h e  search  mode. 
r e s e t  mode, t h e  i n t e g r a t o r s  o f  t h e  analog computer remain i n  t h e i r  i n i t i a l  
condi t ion  s t a t e .  The flow of  t h e  r e s e t  cyc le  i s  shown i n  f i g u r e  26, where 
t h a t  p a r t i c u l a r  loop i s  emphasized by l i n e  weight.  
i n  t he  r e s e t  mode t h a t  t h e  d i g i t a l  program i s  f irst  en te red  ( a t  START i n  t h e  
f i g u r e ) .  
during t h i s  process  t h a t  a l l  t h e  program v a r i a b l e s  are s e t  t o  t h e i r  i n i t i a l  
s t a t e s .  Also, t h e  l i n e  p r i n t e r  i s  i n i t i a l i z e d  and t h e  d a t a  header  p r i n t e d .  
The i n t e r r u p t  l i n e  then i s  a c t i v a t e d ,  t h e  analog computer i s  s igna led  t h a t  an 
i t e r a t i o n  cyc le  i s  t o  begin ,  and t h e  counter  c o n t r o l l i n g  t h e  ope ra t e  time of  
t h e  analog i s  s t a r t e d .  The d i g i t a l  computer then  h a l t s  and waits f o r  an 
i n t e r r u p t  t o  s i g n a l  t h a t  t h e  pe r iod  T has  ended. 
When t h e  system i s  i n  t h e  
I t  i s  while  t h e  system is  
The f i r s t  opera t ion  performed i s  t h a t  of  i n i t i a l i z a t i o n .  I t  i s  
When the  i n t e r r u p t  occurs ,  t h e  d i g i t a l  program proceeds t o  t h e  next  
opera t ion  where t h e  values  of  t h e  s t a t e s  
the  A/D conver te r .  Once t h e  inpu t s  t o  t h e  d i g i t a l  computer have been read,  a 
pu l se  i s  s e n t  t o  t h e  analog computer t o  p l ace  t h e  i n t e g r a t o r s  i n  t h e i r  i n i t i a l  
condi t ion  mode. Since t h e  i n t e g r a t o r s  are i n  t h e  r e s e t  mode, and hence 
a l ready  i n  t h e i r  i n i t i a l  condi t ion  s t a t e ,  t h i s  p u l s e  has  no e f f e c t ;  i t  is  
needed l a t e r ,  however, when t h e  system is  i n  t h e  search  mode o r  t h e  end- s t a t e  
mode where t h e  i n t e g r a t o r s  a r e  not  s o  cons t ra ined .  
xk(T) and pk(T) a r e  read through 
The next  opera t ion  performed i s  t h a t  of  c a l c u l a t i n g  t h e  me t r i c  Jk 
based on t h e  samples o f  t h e  s t a t e  ob ta ined  i n  t h e  las t  b lock .  Since t h e  
terminal  s t a t e s  a r e  t h e  same as t h e  i n i t i a l  s t a t e s  i n  t h e  r e s e t  mode, J k  
a func t ion  o f  x(0) and p ( 0 ) .  The value i s  thus p e c u l i a r  t o  t h e  r e s e t  mode 
and i s  des igna ted  Jo.  One could,  o f  course,  choose an a r b i t r a r y  f r a c t i o n  of 
Jo, o r  even an a r b i t r a r y  va lue .  Once t h e  me t r i c  i s  ca l cu la t ed ,  t h e  d i g i t a l  
computer t e s t s  t h e  system mode and branches t o  t h a t  po r t ion  of t h e  program 
t h a t  i s  exc lus ive  t o  t h e  r e s e t  loop.  
The program now i n i t i a l i z e s  t h e  algori thm b 
a uniformly d i s t r i b u t e d  no i se  source,  t h e  space of  t h e  no i se  be ing  [-W,W]. 
Note t h a t  i n  r e s e t  mode, pk+l (0)  = g k + l .  To d iscuss  t h e  next  opera t ion  it i s  
necessary t o  consider  what happens elsewhere i n  t h e  program. During t h e  
search  mode, t he  program can modify t h e  values  of t h e  var iance  sequence 
(01, . . .,oY); t h a t  i s ,  when c e r t a i n  condi t ions  a r e  met t h e  values  of  
through ay 
end-search s t r a t e g y . )  Now, s i n c e  i t  i s  p o s s i b l e  t h e  search  s t r a t e g y  w i l l  
have t o  be r e i n i t i a l i z e d  (see d iscuss ion  fol lowing eq .  (14 ) ) ,  i t  w i l l  b e  
necessary t o  r e s t o r e  t h e  i n i t i a l  values  of t h e  va r i ance  sequence t o  those 
determined by t h e  normal s t r a t e g y .  This r e i n i t i a l i z i n g  is  accomplished i n  
i s  
s e t t i n g  mk = pz(0) = 0 
and Jz = Jo. The values  of  t he  components of  p z (0) a r e  then  generated us ing  
a1 
a r e  changed t o  another  s e t  o f  va lues .  (See d i scuss ion ,  p .  10, on 
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t h e  second t o  las t  block i n  t h i s  pa th  o f  t h e  flowgraph. The f i n a l  s t e p  is  t o  
set  cs equal  t o  t h e  ' f irst  element o f  t h e  var iance  sequence. 
A t  t h i s  p o i n t  t h e  reset loop r e tu rns  t o  t h e  mainstream of  t h e  program 
by e n t e r i n g  t h e  output  p o r t i o n  of  a cyc le .  
requi red  a t  t h e  analog computer a r e  converted t o  analog form by t h e  D/A con- 
v e r t e r s .  The d a t a  s e n t  t o  t h e  analog inc lude  pk(0) , p  z ( O ) , J z ,  and Jk. Note 
t h a t  
a r e  simply d isp layed  t o  determine i f  t h e  algori thm i s  func t ioning  p rope r ly .  
I t  i s  he re  t h a t  a l l  t h e  q u a n t i t i e s  
pk(0) i s  r equ i r ed  by t h e  analog computer program, whereas t h e  o t h e r s  
F ina l ly  t h e  d i g i t a l  program a c t i v a t e s  t h e  i n t e r r u p t  l i n e  and s i g n a l s  t h e  
analog computer and con t ro l  i n t e r f a c e  t o  begin another  cyc le .  A s  be fo re ,  t h e  
program now goes i n t o  a h a l t e d  s t a t e  wa i t ing  f o r  t h e  i n t e r v a l  T t o  p a s s .  
Cycling i n  t h e  r e s e t  loop cont inues u n t i l  t h e  ope ra to r  i s  ready t o  begin  a 
search  cyc le  and does s o  by p u t t i n g  t h e  hybr id  system i n  t h e  search  mode. 
The search  loop.-  I t  i s  i n  t h e  search  mode t h a t  t h e  algori thm seeks an 
optimal s o l u t i o n  t o  t h e  con t ro l  problem implemented. Search mode i s  s e l e c t e d  
by t h e  ope ra to r  a t  any time and i s  considered t o  begin on t h e  next  i t e r a t i o n .  
During t h e  f irst  i t e r a t i o n  of  search  mode, t h e  analog computer so lves  t h e  
system, a d j o i n t  and con t ro l  equat ions us ing  t h e  p(0) e s t a b l i s h e d  i n  t h e  l a s t  
cyc le  through t h e  r e s e t  loop.  The d i g i t a l  computer then rece ives  t h e  time T 
i n t e r r u p t  s i g n a l  and reads t h e  s t a t e s  xk(T) and pk(T) as  shown i n  f i g u r e  27.  
Once read,  t he  i n t e g r a t o r s  a r e  s e t  back t o  the  i n i t i a l  condi t ion  where they 
w i l l  await  t he  next  p(0) generated by t h e  algori thm. The next  opera t ion  
computes the  me t r i c  as was done i n  t h e  r e s e t  loop, bu t  t h i s  time t h e  
based on t h e  a c t u a l  s o l u t i o n  of t h e  system equat ions a t  time T .  
J k  is 
The system mode t e s t  i s  next  and r e s u l t s  i n  a branch t o  t h a t  po r t ion  of 
the  program t h a t  generates  t h e  p(0) based on t h e  adapt ive p r i n c i p l e s  d i s -  
cussed previous ly .  The search  begins  with a t e s t  t o  determine i f  t h e  system 
i s  i n  end- s t a t e .  Since t h i s  i s  t h e  f i r s t  time through t h e  search  loop, end- 
s t a t e  condi t ion  cannot have been e s t a b l i s h e d  s o  t h e  program proceeds t o  t h e  
opera t ion  t h a t  t e s t s  t h e  me t r i c .  The purpose o f  t h e  me t r i c  t e s t  i s  t o  de t e r -  
mine success  o r  f a i l u r e .  However, t h e  condi t ions of success  o r  f a i l u r e  a r e  
more general  than those  ind ica t ed  by equat ion (11) ;  i n  t h e  d iscuss ion  follow- 
ing  t h a t  equat ion ,  i t  was poin ted  out  t h a t  t h e  p r e c i s e  s ta tement  of t h e  com- 
p l e t e  s e t  of  condi t ions  determining success  o r  f a i l u r e  was a complex Boolean 
s ta tement .  An equiva len t  flowgraph of  t h i s  s ta tement  as i t  was implemented i n  
the  program i s  shown i n  f i g u r e  2 8 ,  where rl i s  t h e  th re sho ld  f a c t o r  
discussed i n  equat ion (16) .  
Now a t  t h i s  p o i n t  i n  t h e  d i scuss ion  we s h a l l  assume t h a t  Jk has been 
t e s t e d  according t o  t h e  flowgraph o f  f i g u r e  2 8 .  Furthermore, w e  w i l l  t ake  
the  r e s u l t s  of  t h e  m e t r i c  t e s t  t o  b e  a success  s o  t h a t  p o r t i o n  of t h e  search  
loop can be examined. The f irst  ope ra t ion  updates t h e  memory of t h e  a lgor i thm 
by s e t t i n g  p z ( 0 ) ,  t h e  las t  success fu l  va lue  of  p(0) t o  pk (0 ) ,  t h e  v e c t o r  
which gave t h i s  success ,  and s i m i l a r l y  by s e t t i n g  t h e  las t  success fu l  me t r i c  
Jz t o  Jk. Next a t e s t  i s  made on t h e  me t r i c  t o  s e e  i f  i t  meets t h e  r equ i r e -  
ment of a s o l u t i o n ,  t h a t  i s ,  Jz < E .  Assume f o r  t h e  moment t h a t  i t  does not  
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and t h a t  t h e  program proceeds out  t h e  lower branch of  t h e  t e s t .  
then  generates  t h e  next  t r y  f o r  t h e  a d j o i n t  i n i t i a l  condi t ions  on t h e  b a s i s  of  
t h e  s i n g l e - s t e p  s t r a t e g y .  Following t h e  es tab l i shment  o f  pk+'(O) t h e  pro- 
gram tests J z  t o  determine i f  t h e  end-search s t r a t e g y  should b e  employed by 
comparing Jz with 6 .  I f  Jz i s  l e s s ,  t h e  va lues  of  t h e  var iance  sequence 
(01, . . . , u Y )  a r e  s e t  f o r  end-search s t r a t e g y  ( s e e  d i scuss ion  on p .  10) ;  i f  
Jz i s  no t  less than  6 ,  t h e  sequence i s  una l t e red .  Then a f t e r  s e t t i n g  o 
t o  t h e  s t a r t i n g  va lue  01 t h e  program execut ion r e t u r n s  t o  t h a t  p a r t  which 
i s  common t o  a l l  loops,  t h e  output  p o r t i o n .  The program then  s tar ts  t h e  next  
i t e r a t i o n  exac t ly  as i t  does i n  t h e  r e s e t  loop. 
The program 
If  t h e  t e s t  o f  t h e  metric had r e s u l t e d  i n  a f a i l u r e ,  t hen  t h e  next  s t e p  
would be  t o  determine i f  t h e  i n i t i a l  search  s t r a t e g y  o r  t h e  normal search  
s t r a t e g y  should be  s e l e c t e d .  
If a "first  success"  has no t  occurred p(0)  w i l l  b e  s e l e c t e d ,  as shown on the  
flowgraph, from a uniform d i s t r i b u t i o n .  On t h e  o t h e r  hand, i f  a "f i rs t  
success" has occurred t h e  normal s t r a t e g y  i s  s e l e c t e d .  In  t h i s  s t r a t e g y  t h e  
primary goal i s  t o  genera te  a new s e t  of  a d j o i n t  i n i t i a l  condi t ions  us ing  a 
gaussian no i se  source .  
c e r t a i n  o f  t h e  algori thm parameters must be examined. 
t r o l  t h e  maximum number of i t e r a t i o n s  a t  a given cr l e v e l ,  t h e  changing of 
cr l e v e l s ,  and whether o r  not  t o  s t a r t  t h e  search  anew. F i r s t ,  a t e s t  i s  
performed t o  f i n d  out  i f  q consecut ive t r i a l s  have r e s u l t e d  i n  f a i l u r e s .  
I f  n o t ,  cr remains f i x e d  and t h e  program executes t h e  jump ahead shown; i f  
t r u e ,  cr i s  incremented t o  t h e  next  value i n  t h e  sequence (01, . . .,cry). 
Next i s  a tes t  t o  determine i f  I f  n o t ,  a jump ahead i s  executed. 
I f  i t  i s ,  then  a t e s t  i s  made t o  determine i f  t h e  sequence has been gone 
through C times. I f  s o ,  t h e  program w i l l  r e i n i t i a l i z e  i t s e l f  by en te r ing  
t h e  r e s e t  loop f o r  a new s t a r t .  This does not  pu t  t h e  hybr id  system i n  r e s e t  
s t a t e  b u t  only r e s t a r t s  t h e  algori thm. 
then  cr i s  s e t  t o  01, t o  prepare  i t  f o r  another  cyc le  through t h e  sequence. 
(See d iscuss ion  on i n i t i a l  search  s t r a t e g y . )  
However, before  t h e  a c t u a l  genera t ion  of pk+'(O) , 
These parameters con- 
cr > cry. 
I f  t h e  program d i d  not  r e i n i t i a l i z e ,  
This b r ings  t h e  execut ion of  t h e  program t o  t h e  genera t ion  of t h e  noise  
vec to r  Ek+l (where i t  would have been i f  t h e r e  were l e s s  than q consecut ive 
f a i l u r e s  o r  i f  cr was no t  g r e a t e r  than c r y ) .  The d i s t r i b u t i o n  of t h e  no i se  
genera tor  i s  gaussian with zero mean (see eq .  ( 6 ) ) .  F ina l ly ,  t h e  new ad jo in t  
i n i t i a l  condi t ions  pk+l(O) a r e  obtained by adding Ek+l t o  t h e  l a s t  s e t  of 
moves t o  the  output  s e c t i o n .  
a d j o i n t  i n i t i a l  condi t ions  p Z (0)  t h a t  produced a success ,  and t h e  program 
The search  mode cont inues reducing t h e  me t r i c  by t h e  s e l e c t i o n  of  
u n t i l  a value i s  found which gives  a s o l u t i o n  t o  t h e  s imulated con t ro l  
problem. This s o l u t i o n  i s  sensed a t  t h e  po in t  i n  t h e  program where Jz  i s  
compared with E .  
branch t o  t h e  l e f t  i s  executed where t h e  f i r s t  opera t ion  i s  t o  s e t  up t h e  
end- s t a t e  loop condi t ion .  Next, t h e  da t a  r ep resen t ing  a s o l u t i o n  a r e  logged 
on t h e  p r i n t e r  and t h e  new ad jo in t  i n i t i a l  condi t ions  s e t  t o  t h e  value t h a t  
gave t h e  s o l u t i o n .  The program then goes t o  output  with t h e  system s e t  t o  
perform t h e  end- s t a t e  loop.  
p(0) 
I f  t h e  t e s t  i n d i c a t e s  t h a t  a s o l u t i o n  has been found then a 
End-state  loop.-  The end- s t a t e  loop i s  shown i n  f i g u r e  29 by t h e  l i n e  
weight emphasis. In  end s t a t e  t h e  i n t e g r a t o r s  s t i l l  sequence through t h e i r  
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i n i t i a l  condi t ion  and ope ra t e  modes j u s t  as i n  t h e  search  
remains f i x e d  a t  t h a t  value which produced t h e  s o l u t i o n .  
i s  poss ib l e  t o  observe the  optimal s o l u t i o n s  found by t h e  
the  CRT d i sp lay  descr ibed  e a r l i e r .  
mode. However, p(0) 
In  t h i s  manner i t  
search  algori thm on 
Analog Program, Fixed Time 
The analog program f o r  . f ixed-t ime problems c o n s i s t s  of  t h e  implementation 
o f  t he  s t a t e ,  a d j o i n t  and con t ro l  equat ions .  
examples of  non l inea r  high-order  d i f f e r e n t i a l  equat ion sets  encountered i n  a 
s imula t ion  of t h i s  t ype .  As programming such equat ion sets on t h e  analog com- 
p u t e r  i s  q u i t e  convent ional ,  program diagrams were not  considered e s s e n t i a l  
t o  t h i s  r e p o r t .  However, one uncommon f e a t u r e  i n  programming t h e s e  equat ions 
should be  poin ted  o u t .  Ord ina r i ly ,  one can make a reasonable  estimate of  t h e  
range of s t a t e  v a r i a b l e s ,  and s o  f o r t h ,  such t h a t  good s c a l i n g  can b e  chosen. 
For t h e  random-search method, however, t h e  s c a l i n g  is  chosen t o  allow some 
v a r i a t i o n  from t h e  expected s o l u t i o n .  Nevertheless ,  on a moderate number of  
i t e r a t i o n s  t h e  time h i s t o r i e s  of  t h e  s t a t e  and a d j o i n t  v a r i a b l e s  w i l l  exceed 
t h e  vol tage  range of t h e  analog computer. 
any s a t u r a t i o n  t h a t  may occur .  
The t e x t  conta ins  s p e c i f i c  
Hence precaut ion  must b e  taken f o r  
Analog Program, Free Time 
The analog program of a f ree- t ime problem i s  e s s e n t i a l l y  t h e  same as  
t h a t  used f o r  a f ixed-t ime problem. There a r e  two except ions as noted ear -  
l i e r .  F i r s t ,  t h e  boundary value me t r i c  J ( t )  must b e  computed continuously 
(as a func t ion  of  t h e  s t a t e  va r i ab le s )  throughout t h e  s p e c i f i e d  time i n t e r v a l  
[O ,T] .  
machine. In  c o n t r a s t ,  f o r  t h e  f ixed-t ime problem J ( t )  i s  computed (as a 
func t ion  of t h e  s t a t e  va r i ab le s )  a t  a f i x e d  p o i n t  i n  t ime,  t h a t  i s ,  a t  t = T ,  
t h e  end t ime.  This l a t t e r  computation could and was done e f f i c i e n t l y  on t h e  
d i g i t a l  computer. Second, as was d iscussed  i n  a previous p a r t  of t h i s  r epor t  
i t  i s  necessary t o  determine t h e  minimum value  o f  t h e  vec to r  m e t r i c  J ( t )  
over  t he  i n t e r v a l  [O,T]. The method of implementing t h i s  i s  shown i n  block 
diagram form i n  f i g u r e  30. This c i r c u i t  computes t h e  v a r i a b l e  J ( T ~ )  def ined  
as fol lows:  
For p r a c t i c a l  reasons t h e  computation should be  done on t h e  analog 
where T~ i s  t h e  va lue  o f  T f o r  which t h e  minimum i s  a t t a i n e d .  The 
opera t ion  of  t h i s  c i r c u i t  can b e  b r i e f l y  descr ibed  as fo l lows:  I f  J ( t )  i s  
decreasing and i s  l e s s  than J(Tm) ( i . e . ,  each component i s  l e s s ) ,  then 
J ( T ~ )  i s  t r a c k i n g  o r  fol lowing i d e n t i c a l l y  J ( t )  ; otherwise,  J(-rm) remains 
cons tan t .  I n  o t h e r  words, J(-rm) remains cons tan t  a t  t h e  l e a s t  va lue  of  J ( t )  
t o  da t e  i n  t h e  continuous computation of  J ( t ) .  F i n a l l y  when t = T we can 
s e e  t h a t  w e  w i l l  have our  des i r ed  r e s u l t  s t o r e d  i n  memory, namely, J(tm) 
where 
J(tm) : min J ( t )  0 < t < T - -  t 
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and t m  is t h e  va lue  o f  t a t  which t h e  minimum i s  a t t a i n e d .  Note t h a t  w e  
do no t  e x p l i c i t l y  use  t h e  va lue  o f  T~ o r  tm i n  t h e  i t e r a t i v e  scheme, How- 
eve r ,  when J ( t m )  has  been s u c c e s s f u l l y  reduced t o  wi th in  t h e  E reg ion  i t  
is an easy ma t t e r  t o  read  out  t h e  va lue  o f  t m  ( r e f e r r e d  t o  as tms) which 
gave t h e  s o l u t i o n .  
Although i t  would seem t h a t  t h e  analog equipment requi red  t o  t r ack  t h e  
necessary s i g n a l s  a t  t h e  h igh  r e p e t i t i v e  f requencies  would b e  a c r i t i c a l  
l i m i t a t i o n  t o  t h i s  approach i t  was found t o  work q u i t e  we l l  i n  t h e  s a t e l l i t e  
problem discussed  i n  t h e  t e x t .  
D i g i t a l  Flowgraph, Free Time 
Figure 31 is  a flowgraph f o r  f ree- t ime problems and autonomous systems. 
I t  i s  t h e  same as t h e  flowgraph of  f i g u r e  25 f o r  t h e  f ixed-t ime problem 
except f o r  t h e  fol lowing two modi f ica t ions  i n d i c a t e d  i n  f i g u r e  31 by shaded 
boxes.  F i r s t ,  f o r  reasons d iscussed  previous ly ,  t h e  computation of  t h e  
metric J ( t )  must be  done continuously on t h e  analog machine thereby making 
t h e  computation on t h e  d i g i t a l  super f luous .  
J ( t m )  from t h e  analog machine, whereas i n  t h e  f ixed- t ime case  t h e  s t a t e s  
x(T) were read  and J (T)  computed. These modi f ica t ions  a r e  shown i n  t h e  
shaded region o f  t h e  upper p o r t i o n  of  f i g u r e  31. 
i n  t h e  lower po r t ion  of t h i s  same f i g u r e  r e f l e c t  t h e  changes necessary t o  
ensure t h a t  t he  Hamiltonian be  zero.  This means computationally t h a t  a l l  of 
t h e  components of  t h e  vec to r  p(0) except  one (shown h e r e  as p l ( 0 ) )  a r e  
chosen randomly as be fo re ,  b u t  t h e  remaining component i s  determined from an 
a l g e b r a i c  equat ion s o  t h a t  H = 0 as r equ i r ed  by t h e  theory .  Implementation 
f o r  f r e e  time i n  t h e  program does not  appreciably a f f e c t  t h e  t i m e  f o r  one 
i t e r a t i o n .  
The d i g i t a l  machine simply needs 
Second, t h e  shaded region 
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TABLE 1.- COMPARISON OF CONTROL SYSTEMS 
- 
Control  system 
- 
No con t ro l  
Optimal p ropor t iona l  con t ro l  
Optimal impulse con t ro l  
Optimal non l inea r  con t ro l  
I n i t i a l  a1 inement 
I n i t i a l  nonalinement 
(no s a t u r a t i o n )  
(with s a t u r a t i o n )  
- 
I n i t i a l  condi t ion  
(0 ,o ,1 ,-lO,lO,lO) 
(O,O,l,-10,10,10) 
( o , o , l , - l o , l o J l o )  
.65 
.28  
1 ::: (0 ,0 ,1  J - l o , l o , l o )  (0 ,1/Jz ,1/f i , -10,10,10)  
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I 
x =  f ( X , U , t )  
p = g  (p,x,u, t )  
u = u ( x , p )  
f 
Jkl MEMORY 
(2 )  m i n  J ( t )  
___ ANALOG 
COMPUTATION 
1 
DIGITAL COMPUTATION - 
i ALGORITHM LOGIC 
k t 1 1 2  k O l  k f ,J,J,...J 1 
r- - - - - - ~ - 
p (0) STANDARD = 
I 
I 
I 
I I 1 
ALGORITHM LOGIC 
fk"(€~€~...€k,/oIJ' ,... Jk) I 
I ,  
GAUSSIAN SOURCE 
P ( O )  FH STANDARD j I I  1 
I I  
I I  
I I  
DEVIATION,  u 
M E A N  m * o  
mk ! I 
Figure 1. - Hybrid system block diagram o f  random search algorithm f o r  
fixed-time problems. 
Figure 2.- Hybrid system block diagram of  random search algorithm f o r  
free-time problems. 
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p 
ADJOINT VARIABLE p 
Figure 3 . -  Typical boundary cost  func t ion  s u r f a c e .  
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Figure 4.- Behavior of successful iterations during search. 
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Figure 5.- Behavior of every i t e r a t i o n  during search.  
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Figure 6 . -  Ef fec t  on convergence of threshold  s t r a t e g y .  
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Figure 7.- E f fec t  on convergence of varying i n i t i a l  value Jo. 
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AT PERICYNTHIAN 
ORBIT 2: PASSES THROUGH DESIRED ORBIT 
AT PERICYNTHIAN 
ORBIT 3: 93 km ABOVE DESIRED ORBIT 
AT PERICYNTHIAN 
Figure 8.- Geometry of  o r b i t - t r a n s f e r  problem. 
----- X I  I DIV = 50 km ----- r-r, I DIv = 50 km 
--- ~2 I D I V = 5 0 0  m/S --- - ~ 3  I DIV = 25 kg/s 
x 3  I D i v = 5 0 0  km -.- x I D I V =  500 km 
-- x 4  I DIV = 500 m/S -- y I D I V =  500 km 
0 T 0 T 
(a) STATES IN ROTATING (b) INERTIAL COORDINATES 
COORDINATE SYSTEM 
Figure 9.- Time h i s t o r y  so lu t ions ;  o r b i t  2, x(0) a t  -37", T = 600 sec. 
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----- PI I D I V = I O  Volts - ---- p5 I DIV= IO volts 
- - -  _-- -IIPII I DIV=IO volts 
--- p3 I DIV=  I Volt --- ~5 I DIV=I0,000 kg 
-- p4 I DIV= IO Volts -- -u3 I D I V = 2 5  kg/s 
p2 I DIV = IO Volts 
0 T i 
(C) ADJOINT STATES (d) MISCELLANEOUS STATES 
__-__ SWITCHING FUNCTION, v 
-- - UI I DIVz.2 
--- ~2 I DIVz .2  
-- -u3 I DIV= 25 kg/s 
0 
0 i 
( e  1 CONTROL VECTOR 
Figure 9 . -  Concluded. 
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----- x I  I DIV  = 5 km 
--- x3 I D I V  = 50 km -.- X I DIV = 500 km 
-- X 4  I D I V =  500 m/S -- y I DIV = 500 km 
----- r-rc I DIV = 50 km 
--- X 2  I D I V =  50  m/s --- - U 3  I DIV = 25 kg/s 
0 T 0 i 
(a) STATES IN ROTATING (b) I N E R T I A L  
C OOR DI N ATE S C OOR DIN AT E SYSTEM 
Figure 10.- Time h i s t o r y  s o l u t i o n s  1; o r b i t  2 ,  x(0)  a t  -13O, T = 400 sec. 
----- X I  I DIV = 5  km 
--- x 2  I DIV = 50 m/s 
--- X 3  I DIV =50 km 
- - X 4  I DIV = 500 m/S 
r-r, I DIV = 50 km 
X I DIV = 500 km 
-- y I DIV = 500 km 
----- 
----~3 I DIV = 25 kg/s 
0 T 
1 STATES IN ROTATIP G 
COORDINATE SYSTEM 
0 T 
(b) INERTIAL 
COO RD I N AT E S 
Figure 11.- Time h i s t o r y  solutions 2; o r b i t  2 ,  x(0)  a t  -13O, T = 400 sec. 
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----- x I  I DIV = 500 km 
-.- x3 I DIV = 50 km 
--- X 2  I DIV = 500 m/S 
-- X 4  I D I V =  500 m/S 
----- r-rc I D I v  = 500 km 
-.- X I DIV = 500 km 
-- y I D I V =  500 km 
----US I DIV = 25 kg/s 
0 
0 
0 T 0 T 
(a) STATES IN ROTATING (b) I N E R T I A L  COORDINATES 
COORDl N AT E SYSTEM 
Figure 12.- Time history solutions; orbit 1, x(0)  at -60°, T = 971 sec. 
r-rc I DIV = 500 km ----- XI I DIV = 500 km 
--- X 2  I DIV = 500 m/S --- -u3I DIV = 25 kg/s 
-.- ~3 I DIV = 50 km -.- x I DIv = 500 km 
-- x 4  I DIV = 500 m/S -- y I DIV = 500 km 
___- 
0 T 0 T 
(a) STATES IN ROTATING (b) INERTIAL COORDINATES 
COORD I N AT E SY ST E M  
Figure 13.- Time history solutions; orbit 3, ~ ( 0 )  at -60°, T = 1075 sec. 
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Figure 14.- Two-dimensional cross sections of boundary hypersurface; o r b i t  2, x(0) a t  -37', T = 600 sec. 
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VI Figure 15.- Two-dimensional cross sect ions of boundary hypersurface; o r b i t  3,  x(0) a t  -60", T = 1075 sec.  
w 
e INDICATES SOLUTION POINT 
Figure 16.- Three-dimensional c ross  sec t ions  o f  boundary hypersurface;  o r b i t  2 ,  
x(0) a t  -37", T = 600 sec .  
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(b) P I ,  P4 plane. 
Figure 16. - Concluded. 55 
Figure 17.-  Geometry of s a t e l l i t e  a t t i t u d e  a c q u i s i t i o n .  
( 0 )  ANGULAR POSITIONS 
1 . 4  DIMENSIONLESS UNITS 
I 
tms 
5 sec I 0 
( b )  ANGULAR VELOCITIES 
I80 m rad/sec 
I 
tms 
HS secI 0 
Figure 18.- Time h i s t o r y  o f  s t a t e  vec tor ;  no con t ro l ;  i n i t i a l  alinement of  
axes. 
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Figure 19.- T i m e  h i s t o r i e s  of s t a t e  and con t ro l  vec to r s ;  optimal propor t iona l  
con t ro l ;  i n i t i a l  alinement o f  axes.  
0 ' F - - l ~ s e c  I 
+ms 
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4 DIMENSIONLESS UNITS 
(b )  ANGULAR VELOCITIES 
1 8 0 m  r a d / s e c  
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1 CONTROL VARIABLES 
I 
I +/ 5 sec 
0 tms 
Figure 20.-  Time h i s t o r i e s  of  s t a t e  and con t ro l  vec to r s ;  optimal nonl inear  
con t ro l ;  i n i t i a l  al inement of axes. 
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Figure 21.- Time h i s t o r i e s  o f  s ta te  and cont ro l  vec tors ;  optimal nonl inear  
con t ro l ;  i n i t i a l  nonalinement of axes. 
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Figure 22.- Example two-dimensional cross sec t ions  of boundary hypersurfaces.  
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Figure 2 3 . -  Hybrid system hardware. 
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Figure 24.- Sequencing o f  events  during one i t e r a t i o n .  
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