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ABSTRACT   
Abstract: Image segmentation is an essential complementary process in digital image processing and computer vision, but 
mostly utilizes simple segmentation techniques, such as fixed partitioning scheme and global thresholding techniques due 
to their simplicity and popularity, in spite of their inefficiency. This paper introduces a new split-merge segmentation process 
for a quadtree scheme of colour images, based on exploiting the spatial and spectral information embedded within the bands 
and between bands, respectively. The results show that this technique is efficient in terms of quality of segmentation and 
time, which can be used in standard techniques as alternative to a fixed partitioning scheme. 
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The aim of image segmentation techniques is to separate (isolate) the significant foreground part (region of interest) 
from non-significant (non-region of interest) background parts, where each region hold its characteristics or 
features. The techniques for achieving efficient separation vary according to the way that gray level (intensity) 
values are utilized or exploited. This is basically classified into two groups, either of discontinuity (boundary) or 
similarity (continuity). The choice between the techniques is determined by the problem being considered. 
Background information related to the segmentation process can be found in [1-4]; for reviews of various image 
segmentation techniques see [5-12]. 
 
Split-merge of region-based segmentation techniques first appeared in the last century as a tool for coding 
(compression), and was adopted by Fisher [13] in his books as an experiment to encode the fractal by exploiting the 
partitioned iterated function system (PIFS) embedded, using the quadtree and HV (horizontal-vertical) schemes. 
Since then, a large number of works have been introduced to facilitate the process with further proposals of various 
homogeneity measures, adaption schemes and block shapes; for more details see [14-23]. 
 
Today, joint photographic expert group (JPEG) is the most well-known standard compression technique. It utilizes 
a fixed partitioning scheme. The question arises that if the split-merge techniques have proven their effectiveness, 
why have they not been incorporated into this standard techniques? In reality, the split-merge technique still suffers 
from certain problems, which can be summarized as the non-standardization of the model of homogeneity 
(uniformity), the shape nature of the block (quadtree, HV, triangular), and the partitioning time and computation 
required. Here we introduce a new quadtree partitioning scheme of color images, based on exploiting the spectral 
and spatial information. It is significantly useful in providing an efficient block-segmentation-based technique that 
is also fast. The paper organized as follows: section 2 is concerned with related work, section 3 discusses the 
proposed partitioning scheme, and finally sections 4 and 5 give the experimental tested results and the main 
conclusions. 
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2. Related work 
 
As mentioned previously, Fisher [13] introduced the quadtree scheme as part of fractal coding, to utilize the same 
number of coefficients (i.e., scale, offset, symmetry) for homogenous regions of different sizes, namely partitioning 
of the image into different block sizes (n×m), according to the uniformity measure, and then model each region 
using the fractal parameters (i.e., 3 coefficients). The technique suffers from a long encoding time due to the 
matching between range/domain pools, since the partitioning process is implemented during the search for optimal 
coefficients estimation. This is not considered an efficient technique due to its time complexity. This section 
provides a survey of quadtree segmentation-based techniques using different uniformity measures and various 
adaptation scheme processes. Details of various different quadtree graphic data structures can be found in [24]. 
The efforts are concentrated on partitioning images hierarchically using variable block sizes of gray images. The 
early work included Jamila [17], which proposed a new quadtree partitioning method that did not depend on Fisher’s 
methodology, but created the partitioned image independently from the searching (matching) process. The 
technique exploits the uniformity measure that utilizes the pixel value dispersion from the average brightness of 
each block. Here we have to mention some of the uniformity measures adopted, such as Ghadah [25], which adopted 
a statistical uniformity measure of mean and standard deviation along the control parameters of maximum/ 
minimum block size and threshold value. Zainab [26], utilized the boundary of the region along the geometric 
feature orientation of the moment of inertia as a measure of homogeneity to subdivide the region. Qaswaa and 
Haider [27], exploited the modelling principle as a measure of uniformity using the Sobel gradient residual of each 
block. Ghadah et. al. [28], used the fixed predictor scheme along the hierarchal uniformity measure of a statistical 
basis. The second part of this quadtree survey relates to the scheme adaptation or partitioning methodology, 
including Detlev et. al. [29], and Zhao et. al. [30], which adopted successive recursive subdivision, where each step 
partitioned into four equal sized quadrants. Other schemes have utilized merging approaches, where the is image 
partitioned or split into fixed regions (blocks), then according to a given threshold value the adjacent blocks are 
merged. This was adopted by Ghadah and Loay [31], and Philipp et. al. [32]. This scheme can also be extended 
more than once, in a layered fashion, as adopted by Rafiq et. al. [33].  Finally, other schemes of Weighted Finite 
Automata, searching and indexing, have been adopted by Chim and Kai [34] and Francesco et. al. [35], respectively. 
 
3. Proposed system of quadtree partitioning scheme 
Most of the work surveyed is concerned with gray-based images where a single band image is segmented using a 
quadtree scheme. In this paper we introduce a new color method of quadtree partitioning, using the spatial and 
spectral information efficiently. It depends on the embedded correlation between the color bands, and within each 
color band on a spatial (inter) basis. Figure (1) shows the proposed system using the RGB base. The color 
transformation base was not considered in order to reduce the spectral redundancy embedded between color space 
conversions. The steps below demonstrate the implementation: 
 
1. Load the input color image I of size N×N, where I corresponds to an input image of three color bands 
(layers) of RGB base. 
2. Separate the color image I into its bands, each of size N×N, where I is decomposed into IR,IG and IB; these 
bands (layers) imply the spectral information or correlation information embedded between the color image 
bands. 
3. Use the spectral color bands to find the first spectral threshold value using the cross correlation embedded 
between the color band and its average; in other words compute the cross correlation between each two 
correlated bands (i.e., IRIG, IRIB, IGIB), then find the average values between these computed cross-
correlation color bands, according to the equations below [36-38]: 
 




Where CoR(xband, yband) corresponds to the cross correlation of color image bands, Cov is the covariance, which 
measures the interaction between brightness values, Ma and Mb are the mean values of each color band of xband, 
yband respectively, N×N is the image size, and Xa(i,j) and Xb(i,j) are the pixel values of the image at location (i,j) 
in the color image xband and yband, respectively. 
 





Here the average cross correlation is represented by AvCoR. The cross correlation between the color bands 
corresponds to CoR(IR,IG), CoR(IR,IB) and CoR(IG,IB). 
The computed spectral threshold (ThrSpr) equals: 
)6(                                                                         1FactorAvCoRThrSpr =  
Where Factor1 is a determined spectral contribution value. 
 
4. Use the separated color bands independently to find the second spatial threshold value using the modeling 
concept of each band separately, namely apply the differential pulse code modulation (DPCM) adopted for 
coding the Dc’s values in JPEG [39], where it is applied to each band independently according to the 
equations below, then find the sum of absolute values of each one. Finally we compute the averaged 
between them, such that: 
 
)7(                           ),1( ),(),( jiDPCMjiDPCMjiDPCM xbandxbandxband +−=  
(9)                                                                       
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Where DPCMxband corresponds to the DPCM of each color band, Spxband is the sum of absolute values of DPCM of 
each color band (IR,IG, IB)  and AvDPCM is the average of the DPCM of the three bands. 
The computed spatial threshold (ThrSpl) equals to: 
 
)10(                                                                    2FactorAvDPCMThrSpl =  
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Where Factor2 is a determined spatial contribution value. 
 
5. Determine or select the partitioning control parameters of maximum (Mxb) and minimum (Mnb) block sizes. 
6. Partition the color image I into non-overlapped blocks of a quadtree scheme of variable sizes (n×m), using 
the spatial and spectral uniformity measure, such that: 
 
a) Divide each color image separately (IR,IG,IB) into fixed blocks of maximum sizes (i.e. Mxb×Mxb). 
b) Check the uniformity of the color bands blocks (IR,IG,IB) using the spectral and spatial information 
regions, where if the blocks (regions) are non-uniform, partition the I color image into four quadrants 
until uniformity conditions are satisfied using the sub-steps below, or until the minimum block size is 
reached. 
 
1) For each region of size Mxb×Mxb in each of the three bands (IR,IG,IB), compute the mean and average them: 




















Where Mbl is the computed mean block of size Mxb ×Mxb of the three color separated bands (IR,IG,IB), and 
AvSpr is the average of the three segmented blocks of the color bands Red, Green and Blue, respectively. 
 
2) For each region of size Mxb×Mxb in each of the DPCM-based differentiated images of the three bands 
independently, compute the mean absolute DPCM of each block image and average them: 





















Where MblDPCM is the computed mean block of size Mxb×Mxb of the each of the differentiated images, 
and AvSpl is the average of the three segmented blocks of the color bands Red, Green and Blue respectively. 
 
 
3) Check the uniformity condition of each block: 
If (AvSpr > ThrSpr) and (AvSpl > ThrSpl) then non-uniform 
Else uniform 
 
The uniformity measure exploits the mean of the original color bands on a spectral basis, and the mean of 
the DPCM image on a spatial basis, where for a non-uniform region it exceeds certain spectral and spatial 
threshold values. 
 
4) Test the segmented non-uniform blocks using the same steps as above, where the block size is equal to 
Mxb/2×Mxb/2. 
 



































Figure 1. The proposed quadtree system of color images
Segment color image I into variable 






Test uniformity of each block in all the 
bands using the spatial and spectral 
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Use spatial information 
using the computed absolute 
DPCM and average to find 







Separate I into its 
bands IR,IG,IB  
Use spectral information 
using the computed cross 
correlation and average to 
find the spectral threshold 
Thrspr 
Apply DPCM for 
each color image 
separately 
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4. Experimental results 
The proposed system of color quadtree segmentation, utilizes four standard color square images of two 
sizes: 256×256 and 512×512 (see Figure (2)). The partitioning control parameters of maximum and 
minimum block sizes need to be selected (i.e., Mxb=16 and Mnb=2), and lastly Factor1 and Factor2 
correspond to the contribution of spectral and spatial values used, such as (70,30) respectively, or other 
selected values (i.e., (60,40), (50,50), (80,20), always totalling 100). Figure (3) shows the color tested image 
bands of Figure (2), and Figure (4) shows the DPCM of the color bands of the tested images. The proposed 
system was implemented using Mathlab (R2008a) programming language, on a laptop computer with a 













Tables (1-2) demonstrate the computed cross correlation of spectral information and its average, the 
absolute difference of DPCM of each band and the average of the tested images, respectively. The results 
from the first table illustrates that the cross correlating, which is a measure of correlation embedded between 
color image bands, varies according to the ordering bands along the image details and characteristics. The 
second table demonstrates the fit of the DPCM base, where a small number means a good fit, and vice 
versa.  Table (3) illustrates the computed spectral and spatial threshold values of the tested images using 
the Factor1 and Factor2 values, where the spatial and spectral threshold values are proportional to the values 
of the factors adopted; the higher the factor of values, the higher the threshold values, and vice versa. 
 
   
  
 
   
    
Figure 2. Tested color images of two sizes, where (a) Lena and (b) Pepper correspond to 512×512 
images, (c) Girl and (d) House correspond to 256×256 images 
 





Table 1. The cross-correlation between color image bands and its average for the tested images 
Tested images CoR(IR,IG) CoR(IR,IB) CoR(IG,IB) AvCoR 
Lena 0.9232 0.7718 0.9360 0.8770 
Pepper 0.2752 0.3952 0.8379 0.5028 
Girl 0.7712 0.6819 0.9126 0.7886 
House 0.6378 0.4823 0.9418 0.6873 
 
Table 2. The absolute error of DPCM of each color band and its average for the tested images 
Tested images SpR SpG SpB AvDPCM 
Lena 0.6088 0.3484 0.2626 0.4066 
Pepper 0.5384 0.2914 0.1905 0.3401 
Girl 0.5711 0.3782 0.2283 0.3925 
House 0.4630 0.3148 0.2136 0.3305 
 
   
   
   
   
Figure 3. The red, green, and blue color bands of the tested images 
 
Figure 4. The DPCM of red, green, and blue color bands of the tested images 
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Table (4) shows the quadtree partitioning scheme of the tested images using different partition control 
parameters with factor values (Factor1 and Factor2) of two values – (70,30) and (30,70) – where the number 
of the partitioning segments utilized is an indicator to measure the segmentation process. The number of 
segments is directly affected by the mentioned parameters along the image details (characteristics). Figure 
(5) provides an example of the quadtree partitioning scheme using different factors and control parameters. 
Table (5) demonstrates the time required for the quadtree segmentation process for the test images, using 
two cases: maximum number (Mxb) of blocks and minimum number (Mnb) of blocks. The results show the 
efficiency in partitioning time, which raises the challenge of incorporating it into standard commercial 
applications as an alternative to the fixed partitioning schemes adopted currently. 
 
Table 3. The computed spatial and spectral threshold values for the tested images 
Tested image Factor1 Factor2 ThrSpr ThrSpl 
Lena 70 30 61 12 
80 20 70 8 
50 50 44 20 
30 70 26 28 
20 80 18 33 
Pepper 70 30 35 10 
80 20 40 7 
50 50 25 17 
30 70 15 24 
20 80 10 27 
Girl 70 30 55 12 
80 20 63 8 
50 50 39 20 
30 70 24 27 
20 80 16 31 
House 70 30 48 10 
80 20 55 7 
50 50 34 17 
30 70 21 23 
20 80 14 26 
 












Tested image Maximum and minimum block size  
(Mxb, Mnb) 
 
No. Block Time(Sec) 
Lena (8,2) 34186 35.0343 
(32,8) 2337 1.0060 
Pepper (8,2) 30181 26.7538 
(32,8) 2283 0.7472 
Girl (8,2) 15538 9.0245 
(32,8) 409 0.0156 
House (8,2) 13873 7.3989 
(32,8) 441 0.0249 
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Factor1=70      Facto2=30 
Thrspr=55           Thrspl=12 
Factor1=70      Facto2=30 
Thrspr=48           Thrspl=10 
Mxb Mnb No. blocks (segments) No. blocks (segments) No. blocks (segments) No. blocks (segments) 
8 2 34186 30181 15538 13873 
8 4 10691 8818 3994 3652 
16 2 2911 2788 1294 1720 
16 4 2748 2764 1047 1175 
32 2 2691 2580 945 812 
32 4 2570 2464 761 564 













Factor1=70      Facto2=30 
Thrspr=24           Thrspl=27 
Factor1=70      Facto2=30 
Thrspr=21           Thrspl=23 
Mxb Mnb No. blocks (segments) No. blocks (segments) No. blocks (segments) No. blocks (segments) 
8 2 36757 31753 13078 15211 
8 4 11568 9223 3376 3880 
16 2 3193 3864 2305 2533 
16 4 2882 3121 1464 1816 
32 2 2734 2743 1176 1154 
32 4 2677 2527 861 918 
32 8 2595 2410 667 797 
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(Mxb =16, Mnb=2) 
(Factor1=80, Factor2=20) 
No. Blocks= 33253 
Time (sec)=31.9487 
 
(Mxb =16, Mnb=2) 
(Factor1=40, Factor2=60) 
No. Blocks= 9289 
Time (sec)= 6.0293 
 
 
(Mxb =16, Mnb=4) 
(Factor1=10, Factor2=90) 
No. Blocks= 2755 
Time (sec)= 1.9357 
 
 
(Mxb =16, Mnb=2) 
(Factor1=80, Factor2=20) 
No. Blocks= 29086 
Time (sec)= 26.0003 
 
(Mxb =16, Mnb=2) 
(Factor1=40, Factor2=60) 
No. Blocks= 8359 




(Mxb =16, Mnb=4) 
(Factor1=10, Factor2=90) 
No. Blocks= 2527 
Time (sec)= 1.3109 
 
(Mxb =16, Mnb=2) 
(Factor1=10, Factor2=90) 
No. Blocks= 15496 




(Mxb =16, Mnb=2) 
(Factor1=50, Factor2=50) 
No. Blocks= 3523 
Time (sec)= 2.4844 
 
 
(Mxb =16, Mnb=2) 
(Factor1=75, Factor2=25) 
No. Blocks= 661 
Time (sec)= 0.1714 
 
(Mxb =16, Mnb=2) 
(Factor1=55, Factor2=45) 
No. Blocks= 5989 
Time (sec)= 3.9896 
 
 
(Mxb =16, Mnb=2) 
(Factor1=10, Factor2=90) 
No. Blocks= 1612 
Time (sec)= 0.2112 
 
(Mxb =16, Mnb=4) 
(Factor1=80, Factor2=20) 
No. Blocks= 718 
Time (sec)= 0.1932 
 Figure 5. Quadtree example of the tested images 
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1. The tested segmented images vary in their details, which means that the same image has both 
complex regions and simple, smooth regions. 
2. The proposed technique utilized the spatial and spectral information efficiently, in which the 
thresholds were generated automatically, along with the need to select the partitioning control 
parameters of maximum and minimum block size. 
3. The segmentation process time is fast, which makes its potential use a challenge to standard 
techniques such as JPEG. 
 
That said, we must mention the main obstacles related to the proposed system and its use in real 
applications. It requires an optimization technique to choose the contribution of the spatial and spectral 
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