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1. Introduction
Recently, the optimization problem with several objective functions
conflicting with one another, which is called a multiobjective optimiz-
ation problem and formulated as a vector minimization problem, has
been studied by many authors. In this case, since a vector-valued
function induces a partial order on the feasible region, there is little
possibility that there exists a optimal solution, that is, a feasible solu-
tion at which all the components of the vetor-valued function are min-
imized simultaneuosly. Therefore, in analyzing such a problem, instead
of the concept of optimality, the concept of Pareto optimality has
played an important role. Up to now, many papers on the character-
ization of the Pareto optimal solution have been published by many
authors, however, in most of them, functions involved in the problem
are restricted to the differentiable case.
The purpose of this paper is to characterize Pareto optimal solution
and weak Pareto optimal solution without assuming the differentia-
bility and the convexity on the data.
In section 2, we shall formulate a multiobjective optimization prob-
lem as a vector minimization problem and define a scalarized Lagrange
function associated with the problem.
In section 3, we shall give sufficient conditions for weak Pareto
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optimality and Pareto optimality without assuming the convexity on 
the data. 
In section 4, we shall give necessary and sufficient conditions for 
weak Pareto optimality under the assumptions of the convexity and 
Slater's constraint qualification. Further, we define a regularity condi-
tion for objective functions, and under the assumption of the convexity 
and the regularity condition, we derive necessary and sufficient condi-
tions for Pareto optimality. 
In section 5, we shall give necessary and sufficient conditions for 
weak Pareto optimality and Pareto optimality in terms of directinal 
derivatives under the same conditions in section 4. 
Before going further, for convenience we shall introduce several nota-
tions. Let Rn be n- dimensional Euclidian space and let R~ be the 
non-negative orthant of Qn, and let X=(X1, X2,···, xn) and Y= (Y1, Y2, 
••• , Yn) be vectors in Rn. Then, 
( i) x> Y iff Xi> Yi, i = 1, 2, n, 
( ii) X~ Y iff Xi~Yi' i= 1, 2, n, 
(iii) x~ Y iff X~ Y and X* y. 
n 
For X, Y ERn, X· Y= ~ XiYi will denote the inner product of two vec-
i=l 
tors X and y. 
2. Formulation of Multiobjective Optimization Problem and 
Scalarized Lagrange Function 
Let /1, /2, ... , .ft, gl, g2, ... , g m be real-valued convex functions on 
Rn and let Qo be a non-empty subset of Rn, respectively. Then we 
consider the following vector minimization problem: 
(P) {
minimize /(x) 
subject to X E Q, 
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where f(x) = (jl(X), fAx),- - -, fl(x)), Q=nT=OQi, and Qi={XE Rnlgi(X)~ 
O}, i=l, 2,- - -, m. 
The following three kinds of solutions are well known as solutions 
of (P). 
DEFINITION 2. 1 A vector Z E Rn is said to be a optimal solution 
of (P) if ZE Q and for any xE Q, it holds that f(z) ~f(x). 
DEFINITION 2. 2 A vector ZE Rn is said to be a Pareto optimal 
solution of (P) if zE Q and there is no other feasible solution XEQ such 
that f(x)~f(z). 
DEFINITION 2. 3 A vector ZE Rn is said to be a weak Pareto 
optimal solution of (P) if Z E Q and there exists no other feasible 
solution xE Q such that f(x) <f(z). 
From above definitions, the following theorem is derived easily. 
THEOREM 2. 1 Let ro, r p, and rw be the sets of optimal solutions, 
Pareto optimal solutions, and weak Pareto optimal solutions of (P), respec-
tively. Then following implications hold: 
roc;;;;;,rpc;;;;;,rw. 
PROOF Omitted. See, Maeda, [6], p50. 
The set of optimal solutions is the most desirable set, however, there 
is little possibility that there exists a optimal solution in (P), therefore 
in general, the problem (P) is cosidered as the problem of finding all 
Pareto optimal solutions or weak Pareto optimal solutions. 
N ow, we shall define the scalarized Lagrange function associated 
with the problem (P), L).: Qo X R':: ~ R by 
L).(x, fL) = A -f(x)+ fL -g(x), 
where g(x) = (gl(X), g2(X), - - -, g m(x)). 
DEFINITION 2. 4 A vector pair (x, fLO) E Qo x R':: is said to be a 
saddle point of L). if 
L).(z, fL)~L).(z, fLO)~L).(x, fLO), 'V xE Qo, 'V fL E R'::. 
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In the following sections, we shall investigate the relationships bet-
ween saddle points of the scalarized Lagrange function L). and weak 
Pareto or Pareto optimal solutions of (P). 
3. Sufficient Conditions for Weak Pareto Optimality and 
Pareto Optimality 
In this section we shall give sufficient conditions for a vector XE Rn 
to be a weak Pareto optimal solution of (P) and to be a Pareto optimal 
solution of (P) without assuming the differentiability and the convexity 
on the data. 
LEMMA 3. 1 Let a vector z be a feasible solution of (P). In order 
that z be a weak Pareto optimal solution of (P), it is sufficient that there 
exist vectors A ° E Rl and IJ. 0 E Rm such that 
AO~O, IJ.°~O, 
A ° . f( z ) ~ A ° . f( x) + IJ. ° . g (x), X E Q 0. 
(3. 1) 
(3. 2) 
PROOF Suppose that z is not a weak Pareto optimal solution of 
(P). Then there exists a feasible solution iE Q such that f(x) <f(z). 
Since AO~O, it follows that AO·f(x) <Ao·f(z). From IJ.°~O and g(x)~O, 
we have IJ. 0 • g(x) ~ O. Thus, we have 
A ° ·f(z) > A o·f(x)+ IJ. 0 • g(x). 
This contradicts (3. 2). Q. E. D. 
The following theorem is derived from lemma 3. 1, directly. 
THEOREM 3. 1 Let z be in Qo. In order that z be a weak Pareto 
optimal solution of (P), it is sufficient that there exist vectors A ° E Rl and 
IJ. 0 E Rm, with AO~O and IJ.°~O, such that (z, IJ. 0 ) is a saddle point of the 
scalan·zed Lagrange function L).o, that is, 
L).o(z, 1J.)~L).o(z, 1J.°)~L).o(x, IJ. 0 ), V xE Qo, V IJ.E R'J!. 
PROOF By lemma 3. 1, it is sufficient to prove that g(z) ~ 0 and 
1J.°·g(z)=O hold. By the. definition of saddle point, for any IJ.~O, we have 
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AO·f(z)+,u ·g(z)~Ao·f(z)+,u°·g(z). (3.3) 
Hence, we have 
(3. 4) 
For any fixed i, i= 1, 2"", m, let ,u i =,u~ + 1, ,uj= ,u~, j= 1, 2"", m, 
j *- i. Then, we get 
gi(Z)~O. 
Since i is arbitrary, we get 
g(z)~O. 
Next, let ,u=0. Then we get ,u°'g(z)~O. But ,u°~0 and g(z)~O. 
Thus, we get 
,u°·g(z)=O. 
This completes the proof. Q. E. D. 
Next we shall give a sufficient condition for Pareto optimality. 
LEMMA 3. 2 Let a vector z be a feasible solution of (P). In order 
that z be a Pareto optimal solution of (P), it is sufficient that there exist 
vectors A ° E R land ,u ° E R m such that 
,1°>0, ,u°~0, 
,1O·f(z)~,1o·f(x)+,u°·g(x), 'V xE Qo. 
(3. 5) 
(3. 6) 
PROOF Suppose that z is not a Pareto optimal solution of (P). 
Then there exists a vector XE Q such that f(x)~f(z). Since ,1°>0, it 
follows that AO'f(x)<Ao'f(z). From ,u°~0 and g(x)~O, it follows that 
,u°·g(x)~O. Therefore we get AO'f(z»,1o'f(x)+,u°'g(x). This contra-
dicts (3. 6). Q. E. D. 
By the same way as in the proof of theorem 3. 1, the following the-
orem is derived from lemma 3. 2. 
THEOREM 3. 2 Let a vector z be in Qo. In order that z be a Pareto 
optimal solution of (P), it is sufficient that there exist vectors ,10 E Rl and 
,u0 E Rm, with ,1°>0 (Jnd ,u°~0, such that (z, ,u0) is a saddle point of L;.o, 
that is, 
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4. Necessary and Sufficient Conditions for Weak Pareto 
Optimality and Pareto Optimality 
In this section, first we shall give a necessary condition for weak 
Pareto optimality under the assumption of the convexity, and next give a 
necessary and sufficent condition for weak Pareto optimality under the 
assumptions of the convexity and Slater's constraint qualification, and 
finally we shall introduce a regularity condition, and under the condition, 
we shall derive a necessary and sufficient condition for Pareto optimality. 
THEOREM 4. 1 Letfl, f2,···' fl, gl, g2,···, gm be real-valued con-
vex functions on Rn and let Qo be a non-empty convex set of Rn. In or-
der that z be a weak Pareto optimal solution of (P), it is necessary that 
there exist vectors, not both zero, ).0 E Rl and fJ. 0 E Rm such that 
(4. 1) 
fJ.°.g(z)=O, (4. 2) 
).o·f(z)+fJ.·g(z)~).o·f(z)~).o·f(x)+fJ.°·g(x), 'fiXE Qo, 'fIfJ.~0, 
(4. 3) 
that is, (z, fJ. 0 ) E Qo x R'!; is a saddle point of LAo for some ).0 with). ° ~ O. 
PROOF Let A= {(a, y) E Rl X Rml there exists a vector xE Qo such 
that f(x)~a and g(x)~y} and B={(a, y)ERlxRml a<f(z), y~O}. It 
is easy to prove that A and B are disjoint, non-empty convex sets. In 
fact, it is trivial that A and Bare non·empty. So, we shall show that 
A and B are convex sets. Let (a l, yl), (a2, y2) EA. Then there exist 
vectors Xl, x 2 E Qo such that 
f(xl)~al, g(Xl)~yl, 
f(x2) ~ a2 , g(x2) ~ y2 . 
Hence, for any tE (0, 1), it follows that 
tf(xl)+(l- t)f(x2) ~ tal + (1- t)a2, 
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tg(xl)+(l- t)g(x2) ~ tyl +(1- t)y2. 
Thus, from convexity of fi(i=l, 2,··" l) and gAj= 1, 2"", m), and Qo, 
f( txl + (1- t)x2) ~ tal +(1- t)a2, 
g( txl + (1- t)x2) ~ tyl + (1- t)y2, 
txl + (1- t)x2 E Qo. 
Hence, we have 
t(a l, yl)+(1- t)(a2, y2) EA. 
It is clear that B is convex set. 
Next, we shall show that AnB=¢. Suppose that there exists a vec-
tor such that (ii, ji) E An B. Then there exists a vector XE Qo such 
that 
f(x)~ii, g(i)~ji, 
ii<f(z), ji~ 0. 
Hence, we get 
f(x) <f(z), g(x)~O, XE Qo. 
This contradicts that z is a weak Pareto optimal solution of (P). 
Thus, by the separation theorem for convex sets, there exists a non-
zero vector ().o, ,Lt0) E Rl X Rm such that 
AO·a2+,u0.y2~Ao·al+,u0.yl, V(a l, yl)EA, ':J(a2, y2)EB. (4.4) 
First, we shall show that ,u°~0. Suppose that ,u~<0 for some j, j= 
j 
1, 2"", m. For any real number £>0, let yl=(O, 0", ,,0, E, 0,·,·, 0). 
Then we have 
(f(z), yl) EA. 
Therefore, from (4. 4), we get 
Ao·f(z)+,u°.yl--. -00 as E --. +00. 
This contradicts (4. 4). Therefore we get ,u0 ~ 0. 
N ext, We shall show that A ° ~ 0. Suppose that A ~ < ° for some i, i 
=1, 2"·,, I. For any real number £>0, let b=(1, ••• : 1, E, 1,.··, 1). 
Then we have 
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(f(z)-b,O)EB. 
Thus, from (4. 4), we get 
A ° . f( z ) - A ° . b -t + 00 as c -t + 00 . 
This contradicts (4. 4). Therefore, we get A ° ~ o. 
Now, Since (f(z), g(z))EA, and for any b>O, (f(z)-b, O)EB, from 
(4. 4), we get 
A ° ·f(z)- A 0. b~ A ° ·f(z)+ pO. g(z). 
Let b go to zero in component wise, then, we get po·g(z)~O. But pO 
~O and g(z)~O. Therefore, we get 
pO·g(z)=O. 
On the other hand, for any p~O, we have p·g(z)~O. Hence, for any 
p~O, we have 
A ° ·f(z)+ p' g(z)~ Ao ·f(z)+ pO. g(z). 
Furthermore, for any xE Qo, (f(x), g(x)) E A and for any b> 0, (f(z)-
b, 0) E B. Therefore, from (4. 4), we have 
A ° ·f(z)- A 0. b~ A ° ·f(x)+ pO. g(x). 
Let b go to zero in component-wise, then we get 
A ° 'f(z)~ A ° ·f(x)+ pO. g(x). 
From pO. g(z) = 0, it follows that for all XE Qo, 
A ° ·f(z)+ pO. g(z)~ A ° ·f(x)+ pO. i(x). 
This completes the proof. Q. E. D. 
From theorem 2. 1, we get the following corollary. 
COROLLARY 4. 1 Suppose that the hypotheses of theorem 4. 1 hold. 
If z is a Pareto optimal solution of (P), then there exist vectors, not both 
zero, A ° E Rl and pO E Rm such that (4. 1), (4. 2), and (4. 3) hold. 
It should be noted that A ° may be equal to zoro. In the case when 
A ° = 0, condition (4. 3) has no information about objective functions, 
and this implies that condition (4. 3) holds for any objective functions. 
In other words, objective functions play no role in condition (4. 3). In 
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order to exclude this undesirable case, we require the following regu-
larity condition, which is called Slater's constraint qualfication: 
There exists a feasible solution XE Qo such that g(x) < O. 
THEOREM 4. 2 Suppose that the hypotheses of theorem 4. 1 hold 
and that there exists a vector XE Q such that g(x)<O. Then ZE Q is a 
weak Pareto optimal solution of (P) 1/ and only if there exist vectors ,.\ ° E 
Rl and fJ. 0 E Rm such that 
,.\o~O, fJ.°~0, (4.5) 
fJ.°·g(z)=O, (4.6) 
,.\o·f(z)+fJ."g(z)~,.\o·f(z)~,.\o·f(x)+fJ.°·g(x), 'V XEQo, 't:/ fJ.ERr:, 
(4. 7) 
that is, (z, fJ. 0) is a saddle point of LAo for some ,.\ ° with ,.\ ° ~ O. 
PROOF Since the" if " part has been proved in theorem 3. 1, we 
need onl to show the" only if "part. Furthermore, by theorem 4. 1, 
it is sufficient to prove that ,.\0~0. Suppose that ,.\°=0. Then, from 
(4. 7), it follows that fJ. 0 • g(x) ~ 0, which is impossible, because fJ. 0 ~ 0 
and g(x)<O. Q. E. D. 
The following corollary is derived from theorem 2. 1. 
COROLLARY 4. 2 Suppose that the hypotheses of theorem 4. 2 hold. 
In order that z E Q be a Pareto optimal solution of (P), it is necessary that 
there exist vectors ,.\0 E Rl and fJ. 0 E Rm such that (4. 5), (4. 6), and (4. 7) hold. 
Even in theorem 4. 2 (and corollary 4. 2), there is no assurance that 
,.\ ° > o. If,.\ ~ = 0 for some i, i= 1, 2,···, I, then the corresponding ob-
jective function plays no role in condition (4. 7). In order to ensure 
that ,.\ ° > 0, we introduce the following regularity condition for objective 
functions: 
Let z be a feasible solution of the problem (P). For each i, i= 1, 2, 
I, there exists a vector Xi E Q such that 
fAx i ) <fA z), j= 1, 2,···, I, j* i. 
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Then it is said that z is a regular point and that regularity codition 
is satisfied at z. 
In the case that a vector z is a Pareto optimal solution, the concept 
of ((regular" is stronger then that of IIproperly" given by M. Geoffrion. 
The following lemma links Pareto optimality and weak Pareto opti-
mality. 
LEMMA 4. 1 Suppose that the hypotheses of theorem 4. 2 hold and 
that for each i, i= 1, 2"", l, there exists a vector Xi E Qo such that fj(x i) 
<fAz), j=1, 2"", m, f*i. If ZE Q is a weak Pareto optimal solution 
of (P), then it is a Pareto optimal solution of (P). 
PROOF Suppose that z is not a Pareto optimal solution of (P). 
Then there exists a vector XE Q such that f(x)~f(z). Since z is a weak 
Pareto optimal solution of (P), there exist i, j such that 
fi(X)=fi(Z), fix)<fAz). 
Then, there exists a vector x j E Qo such that 
fk(X
j
) <!k(Z), k= 1, 2"", l, k* j. 
For any tE (0, 1), let x=x+ t(xj-x). Then, from the convexity of Q, 
XE Q .. On the other hand, from the convexity of fi( i= 1, 2" • " l.), we get 
fi(X)~t!i(Xj)+(1-t)fi(X), i=l, 2,,,,, l, i*j, 
fi(X)<fi(Z), i=l, 2,,,,, l, i*j. 
For jth component fj, from the continuity of fj, for t> ° sufficiently 
small, we get 
fAx+ t(xj-x))<fAz). 
This contradicts that z is a weak Pareto optimal solution of (P). Q.E.D. 
THEOREM 4. 3 Suppose that the hypotheses of lemma 4. 1 hold. 
Then zE Q is a Pareto optimal solution of (P) if and only if there exist 
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AO·f(z)+,u·g(z)~AO·f(z)~AO·f(x)+,u°·g(x), 't;j XE Qo, 't:/,uE Rn;!, 
(4. 10) 
that is, (z, ,u 0) is a sadlle point of L;.o for some A 0 with A 0> O. 
PROOF Since the " if " part has been proved, we need only to 
show the " only if "part. By corollary 4. 2 and lemma 4. 1, it is 
sufficient to prove that A 0> O. Suppose that ). ~ = 0 for some i, i= 1, 2,···, 
t. Then, there exists a vector Xi E Q such that 
fAxi) <fAz), j=l, 2,···, t, j-::f::-i. 
Since A 0 ~ 0, and ). ~ > 0 for at least one k, k* i, we have 
). 0 .f(x i ) <). 0 .f(z). 
From ,u°~0 and g(Xi)~O, it follows that 
). 0 • f(x i ) + ,u0 • g(x i ) < A 0 • f( z). 
This contradicts (4. 10). Q. E. D. 
5. Characterization of Pareto Optimality by Directional 
Derivatives 
In this section we shall characterize weak Pareto optimality and 
Pareto optimality in terms of directional derivatives. Before giving fun-
damental theorems, we shall recall some definitions. 
DEFINITION 5. 1 Let Qo be a non-empty subset of Rn and let z 
E Qo. Then the cone of tangents Qo at z is defined by 
T(Qo; z)={hERnlh=lim an(xn-z) such that an>O, anER, xnE 
n-oo 
Qo, lim xn=z.} 
n-oo 
DEFINITION 5. 2 Let f be a real-valued convex function on Rn. 
The one-sided directional derivative of f at x with respect to a vector 
h is defined to be the limit 
f(x+ th) - f(x) 
f(x; h)=lim ------
t j 0 
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and f (x; .) is said to be a directional differential of f at x. 
N ow we shall give the necessary and sufficient conditions for weak 
Pareto optimality and Pareto optimality. 
THEOREM 5. 1 Suppose that the hypotheses of theorem 4. 2 hold. 
A feasible solution z E Q is a weak Pareto optimal solution of (P) z/ and 
only if there exist vectors ). ° E Rl and /1-0 E Rm such that 
/1-0. g(z)= 0, 




PROOF By theorem 4. 2, it is sufficient to prove that condition (5. 
3) is equivalent to condition (4. 7). Suppose that condition (5. 3) holds. 
Since Qo is a convex set, for any xE Qo, we have X-zE T( Qo;z). 
Thus, for any XE Qo, we have 
).o·f(z; x-z)+/1-°·g'(z; x-z)~O. 
By the definition of directional derivative, for any t> 0, we have 
). ° ·(f(z+ t(x- z))- f(z ))+ tL°. (g(z+ t(x- z))- g(z)) 
---------------------------------------- ~O. 
t 
Form the convexity of fi(i= 1, 2,···, I.) and gAj=l, 2,···, m.), we have 
). ° ·(tf(x)+ (1- t)f(z)- f(z))+ /1-0.( tg(x)+ (1- t) g(z) - g(z )) 
Hence, for all xE Qo, we have 
). ° ·f(z)+ tL°. g(z)~). ° ·f(x)+ tL°. g(x). 
On the other hand, since g(z)~O, for any tL~O, 
). ° ·f(z)+ /1-. g(z)~). ° ·f(z)+ tL°. g(z). 
This shows that condition (4. 7) holds. 
~O 
Conversely, suppose that condition (4. 7) holds. Suppose that there 
exists a vector hE T(Qo; z) such that ).o·f(z; h)+/1-°·g'(z; h)<O. By 
the definition of directional derivative, for t> 0, sufficiently small, we 
have 
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_)._0_. (_f_( z_+_t_h_) -_f_(_z_) _+_/J._o _. (_g_( z_+_t_h_) -_g_( z_))_ < ° 
t 
On the other hand, since hE T( Qo; z), there exist sequences {an} C 
Rand {xn} such that an>O, XnE Qo, lim xn=z, and lim an(xn-z)=h. 
n-oo n-oo 
From the continuity of fi(i= 1, 2,···, l) and gij= 1, 2,···, m), for in-
teger n>O sufficiently large, we have 
). ° ·(f(z+ t an(xn- z))- f(z))+ /J.0 ·(g(z+ t an(xn- z))- g(z))<O. 
(5. 4) 
Without loss of generality, we suppose that 0< tan<l. 
Let X=Z+tan(xn-z). Then, from (5. 4) and the convexity of Qo., it 
follows that 
).o·f(x)+/J.°·g(x)<).o·f(z)+/J.°·g(z), XE Qo. 
This contradicts (4. 7). Thus, (5. 3) holds. Q. E. D. 
By the same way as in the proof of theorem 5. 1, the following 
theorem is derived from theorem 4. 3. 
THEOREM 5. 2 Suppose that the hypotheses of theorem 4. 3 hold. 
Then a feasible solution z is a Pareto optimal solution of (P) if and only 
if there exist vectors ).0 E Rl and /J.0 E Rm such that 
/J.°·g(z)=O, 





In this paper we have defined the scalarized Lagrange function for 
problem (P) and investigated the relationships between weak Pareto 
optimal solution and the saddle point of the scalarized Lagrange func-
tion (theorem 3. 1, 4. 1 and 4. 2) and the relationships between Pareto 
optimal solution and the saddle point of the scalarized Lagrange func-
tion (theorem 3. 2 and 4. 3). Furthermore, we have showed that the 
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characterization of (weak) Pareto optimal solution in terms of the 
saddle points of the scalarized Lagrange function is equivalent to that 
of (weak) Pareto optimal solution in terms of directional derivatives 
(theorem 5. 1 and 5. 2). 
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