Abstract. We introduce and analyze two-level and multi-level preconditioners for a family of Interior Penalty (IP) discontinuous Galerkin (DG) discretizations of second order elliptic problems with large jumps in the diffusion coefficient. Our approach to IPDG-type methods is based on a splitting of the DG space into two components that are orthogonal in the energy inner product naturally induced by the methods. As a result, the methods and their analysis depend in a crucial way on the diffusion coefficient of the problem. The analysis of the proposed preconditioners is presented for both symmetric and non-symmetric IP schemes; dealing simultaneously with the jump in the diffusion coefficient and the non-nested character of the relevant discrete spaces presents extra difficulties in the analysis which precludes a simple extension of existing results. However, we are able to establish robustness (with respect to the diffusion coefficient) and nearly-optimality (up to a logarithmic term depending on the mesh size) for both two-level and BPX-type preconditioners. Following the analysis, we present a sequence of detailed numerical results which verify the theory and illustrate the performance of the methods. The paper includes an Appendix with a collection of proofs of several technical results required for the analysis.
Introduction
Let Ω ⊂ IR d be a bounded polygon (for d = 2) or polyhedron (for d = 3) and f ∈ L 2 (Ω). We consider the following second order elliptic equation with strongly discontinuous coefficients:
−∇ · (κ∇u) = f in Ω, u = 0 on ∂Ω.
(1.1)
The scalar function κ = κ(x) denotes the diffusion coefficient which is assumed to be piecewise constant with respect to an initial non-overlapping (open) subdomain partition of the domain Ω, denoted T S = {Ω m } M m=1 , with ∪ M m=1 Ω m = Ω and Ω m ∩ Ω n = ∅ for n = m. Although the (polygonal or polyhedral) regions Ω m , m = 1 . . . M, might have complicated geometry, we will always assume that there is an initial shape-regular triangulation T 0 such that κ T = κ(x)| T is a constant for all T ∈ T 0 . Problem (1.1) belongs to the class of interface or transmission problems, which are relevant to many applications such as groundwater flow, electromagnetics and semiconductor device modeling. The coefficients in these applications might have large discontinuities across the interfaces between different regions with different material properties. Finite element discretizations of (1.1) lead to linear systems with badly conditioned stiffness matrices. The condition numbers of these matrices depend not only on the mesh size, but also on the largest jump in the coefficients.
Much research has been devoted to developing efficient and robust preconditioners for conforming finite element discretizations of (1.1). Nonoverlapping domain decomposition preconditioners, such as Balancing Neumann-Neumann [48] , FETI-DP [45] and Bramble-Pasciak-Schatz Preconditioners [12] have been shown to be robust with respect to coefficient variations and mesh size (up to a logarithmic factor), in theory and in practice, but only if special exotic coarse solvers (such as those based on discrete harmonic extensions [37, 48, 38] ) are used (see also [60] ). The construction and use of such exotic coarse spaces is avoided in other multilevel methods, such as the Bramble-Pasciak-Xu (BPX) or multigrid preconditioners, for which it has always been observed that when used with conjugate gradient (CG) iteration, result in robust and efficient algorithms with respect to jumps in the coefficients, independently of the problem dimension. However, their analysis (based on the standard CG theory) predict a deterioration in the rate of convergence with respect to both the coefficients and the mesh size, By resorting to more sophisticated CG theory (see [6, Section 13 .2], [7] ) which accounts for and exploits the particular spectral structure of the preconditioned systems 1 , the authors in [58, 61] show that standard multilevel and overlapping domain decomposition methods lead to nearly optimal preconditioners for CG algorithms. (See also [26] ). Much less attention has been devoted to nonconforming approximations. Overlapping preconditioners for the lowest order Crouzeix-Raviart approximation of (1.1) are found in [52, 51] , where the analysis depends on the assumption that the coefficient κ is quasi-monotone.
In this article, we consider the construction and analysis of preconditioners for the Interior Penalty (IP) Discontinuous Galerkin (DG) approximation of (1.1). Based on discontinuous finite element spaces, DG methods can deal robustly with partial differential equations of almost any kind, as well as with equations whose type changes within the computational domain. They are naturally suited for multi-physics applications, and for problems with highly varying material properties, such as (1.1). The design of efficient solvers for DG discretizations has been pursued only in the last ten years; and, while classical approaches have been successfully extended to second order elliptic problems, the discontinuous nature of the underlying finite element spaces has motivated the creation of new techniques to develop solvers. Additive Schwarz methods (of overlapping and non-overlapping type) are considered and analyzed in [39, 34, 2, 3, 4, 11] . Multigrid methods are studied in [41, 20, 18, 17, 50, 29] . Two-level methods are presented in [31, 22, 23 ]. More general multi-level methods based on algebraic techniques are considered in [47, 46] . However, all the analysis in these works consider only the case of a smoothly or slowly varying diffusivity coefficient. For problem (1.1), only in [34, 35, 36] have the authors introduced and analyzed non-overlapping BBDC and FETI-DP domain decomposition preconditioners for a Nitsche type method where a Symmetric Interior Penalty DG discretization is used (only) on the skeleton of the subdomain partition, while a standard conforming approximation is used in the interior of the subdomains. Robustness and quasi-optimality is shown in d = 2 for the Additive and Hybrid BBDC [35] and FETI-DP [36] preconditioners, even for the case of nonmatching grids. As it happens for conforming discretizations, the construction and analysis of these preconditioners rely on the use of exotic coarse solvers, which might complicate the actual implementation of the method.
The goal of this article is to design, and provide a rigorous analysis of, a simple multilevel solver for the lowest order (i.e. piecewise linear discontinuous) approximation of a family of Interior Penalty (IPDG) methods. To ease the presentation, we focus on a minor variant of the classical IP methods, penalizing only the mean value of the jumps: the "weakly penalized" or IPDG-0 methods (called Type-0 in [10] ). Our approach follows the ideas in [10] , and it is based on a splitting of the DG space into two components that are orthogonal in the energy inner product naturally induced by the IPDG-0 methods.
Roughly speaking, the construction amounts to identifying a "low frequency" space (the Crouzeix-Raviart elements) and then defining a complementary space. However, a notable difference takes place in the DG space decomposition introduced for the Laplace equation [24, 1 Namely, that there are a few small eigenvalues due to the jump coefficient distribution that have no influence in the (observed) overall convergence of the iteration 10]. For problem (1.1), the subspaces depend on the coefficient κ, and this is certainly related to the splittings used in algebraic multigrid (AMG [15] ). With the orthogonal splitting of the DG space at hand, the solution of problem (1.1) reduces to solving two sub-problems: a non-conforming approximation to (1.1), and a problem in the complementary space containing high oscillatory error components. We show the latter subproblem is easy to solve, since it is spectrally equivalent to its diagonal form, and so CG with a diagonal preconditioner is a uniform and robust solver.
For the former subproblem, following [58, 61] , we develop and analyze (in the standard and asymptotic convergence regimes) a two-level method and a BPX preconditioner. Nevertheless, dealing simultaneously with the jump in the coefficient κ and the non-nested character of the Crouziex-Raviart (CR) spaces presents extra difficulties in the analysis which precludes a simple extension of [58, 61] . We are able to establish nearly optimal convergence and robustness (with respect to both the mesh size and the coefficient κ) for the two-level method and for the BPX preconditioner (up to a logarithmic term depending on the mesh size). The resulting algorithms involve the use of a solver in the CR space that is reduced to a smoothing step followed by a conforming solver. Therefore, in particular one can argue that any of the robust and efficient solvers designed for conforming approximations of problem (1.1) could be used as a preconditioner here. Finally we mention that, although the two-level and multilevel methods we propose are based on the piecewise linear IP-0 methods, they could be used as preconditioners for the solution of the linear systems arising from high order DG methods.
Outline of the paper. The rest of the paper is organized as follows. We introduce the IPDG-1 and IPDG-0 methods for approximating (1.1) in §2 and revise some of their properties. The space decomposition of DG finite element space is introduced in §3. Consequences of the space splitting are described in §4. The two-level and multi-level methods for the CrouzeixRaviart approximation of (1.1) are constructed and analyzed in §5. Numerical experiments are included in §6, to verify the theory and assess the performance and robustness of the proposed preconditioners. In §7 we briefly comment on how the developed solvers and theory can be extended for the classical IPDG-1 family. The paper is completed with an Appendix where we have collected proofs of several technical results required in our analysis.
Throughout the paper we shall use the standard notation for Sobolev spaces and their norms. We will use the notation x 1 y 1 , and x 2 y 2 , whenever there exist constants C 1 , C 2 independent of the mesh size h and the coefficient κ or other parameters that x 1 , x 2 , y 1 and y 2 may depend on, and such that x 1 ≤ C 1 y 1 and x 2 ≥ C 2 y 2 , respectively. We also use the notation x y for C 1 x ≤ y ≤ C 2 x.
Discontinuous Galerkin Methods
In this section, we introduce the basic notation and describe the DG methods we consider for approximating the problem (1.1).
Let T h be a shape-regular family of partitions of Ω into d-simplices T (triangles in d = 2 or tetrahedra in d = 3). We denote by h T the diameter of T and we set h = max T ∈T h h T . We also assume that the decomposition T h is conforming in the sense that it does not contain hanging nodes and that T h ⊂ T 0 , with T 0 being quasi-uniform initial triangulation that resolves the coefficient κ. We denote by E h the set of all edges/faces and by E o h and E ∂ h the collection of all interior and boundary edges/faces, respectively. The space H 1 (T h ) is the set of element-wise H 1 functions, and L 2 (E h ) refers to the set of functions whose traces on the elements of E h are square integrable.
Following [5] , we recall the usual DG analysis tools. Let T + and T − be two neighboring elements, and let n + , n − be their outward normal unit vectors, respectively (n ± = n T ± ). Let ζ ± and τ ± be the restriction of ζ and τ to T ± . We set:
h . We also define the weighted average, { {·} } δ , for any δ = {δ e } e∈E o h with δ e ∈ [0, 1] ∀ e:
2) We will also use the notation
The DG approximation to the model problem (1.1) can be written as
where V DG h is the piecewise linear discontinuous finite element space, and A DG (·, ·) is the bilinear form defining the method.
In this paper, we focus on a family of weighted Interior Penalty methods (see [54] ), with special attention given to a variant (weakly penalized) of them. The bilinear form defining the classical family of weighted IP methods [54] , here called IP(β)-1 methods, is given by
where θ = −1 gives the SIPG(β)-1 methods; θ = 1 leads to NIPG(β)-1 methods; and θ = 0 gives the IIPG(β)-1 methods. Here, h e denotes the (d − 1) dimensional Lebesgue measure of e ∈ E h .The penalty parameter α > 0 is set to be a positive constant; and it has to be taken large enough to ensure coercivity of the corresponding bilinear forms when θ = 1. The symmetric method was first considered in [54] and later in [33, Section 4] for jump coefficient problems (although there it was written using a slightly different notation and DG was only used in the skeleton of the partition). It was later extended to advection-diffusion problems in [25] and [30] . We also introduce the corresponding family of IP(β)-0 methods, which use the mid-point quadrature rule for computing the integrals in the last term in (2.3) above. That is, we set
where
is the L 2 -projection onto the piecewise constants on E h . We note that this projection satisfies P 0 e L 2 (E h ) = 1. In (2.3) and (2.4), for any e ∈ E o h with e = ∂T + ∩ ∂T − , the coefficient κ T and the weight β e are defined as follows:
The coefficient κ e as the harmonic mean of κ + and κ − :
The weight β = {β e } e∈E o h depends on the coefficient κ and therefore it might vary over all interior edges/faces (of the subdomain partition T 0 resolving the coefficient κ).
Remark 2.1. We note that one could take κ e as min{κ + , κ − }, since both are equivalent:
The equivalence relations in (2.7) show that the results on spectral equivalence and uniform preconditioning given later for (2.3) with κ e defined in (2.6) (the harmonic mean) will automatically hold for method (2.3) with κ e := min {κ + , κ − }. To fix the notation and simplify the presentation, we stick to definition (2.6) for κ e .
Weighted Residual Formulation. Following [21] we can rewrite the two families of IP methods in the weighted residual framework:
where B 1 is defined as:
Throughout the paper both the weighted residual formulation (2.8)-(2.9) and the standard one (2.3)-(2.4) will be used interchangeably. We now establish a result that guarantees the spectral equivalence between A(·, ·) and A 0 (·, ·). 
Proof. The lower bound follows immediately from the fact that the projection P 0 e is an L 2 (E h )-orthogonal projection and therefore has unit norm. The upper bound would follow if we show
which can be proved by arguing exactly as in [10, 19, 8] and taking into account (2.7).
By virtue of Lemma 2.2, it will be enough throughout the rest of the paper to focus on the design and analysis of multilevel preconditioners for the IP(β)-0 methods. At least in the symmetric case, the preconditioners proposed for SIPG(β)-0 will exhibit the same convergence (asymptotically) when applied to SIPG(β)-1.
Continuity and Coercivity of IP(β)-0 methods. The family of methods (2.4) can be shown to provide an accurate and robust approximation to the solution of (1.1). We define the energy norm: |||v|||
Then, A 0 (·, ·) is continuous and coercive in the above norm, with constants independent of the mesh size h and the coefficient κ:
13)
Coercivity:
Although the proof of (2.14) and (2.13) is standard, we sketch it here for completeness. Note first that for each e ∈ E o h such that e = ∂T + ∩ ∂T − , the weighted average { {κ∇v} } βe can be rewritten as:
Trace inequality [1] , inverse inequality [28] and (2.7) imply the following bounds
This inequality, combined with Cauchy-Schwarz inequality and (2.7), gives
Now (2.13) follows from Cauchy-Schwarz inequality. The inequality (2.14) is proved by setting w = v in (2.3) and taking into account the above estimate. We have then
and (2.14) follows immediately by taking α ≥ 1 large enough (if θ = 1). Moreover, notice that both constants in (2.13) and (2.14) depend on the shape regularity of the mesh partition but are independent of the coefficient κ.
Obviously, continuity and coercivity also hold for the IP(β)-1 methods (2.3) if the norm (2.12) is replaced by See [33] or [9] for a detailed proof. For both families of methods, optimal error estimates in the energy norms (2.12) and (2.16) can be shown, arguing as in [5] . See also [8] for further discussion on the L 2 -error analysis of these methods.
Space decomposition of the
In this section, we introduce a decomposition of the V DG h -space that will play a key role in the design of the solvers for the DG discretizations (2.3) and (2.4). In [10, 24] , it is shown that the discontinuous piecewise linear finite element space V DG h admits the decomposition:
denotes the standard Crouzeix-Raviart space defined as
and the complementary space Z is a space of piece-wise linear functions with average zero at the mass centers of the internal edges/faces:
In [10] , it was shown that this decomposition satisfies A 0 (v, z) = 0 when κ ≡ 1, for all v ∈ V CR h and z ∈ Z. We now modify the definition of Z above in order to account for the presence of a coefficient in the problem (1.1). Let
where the weight β e was defined earlier in (2.5). Note that the weight β e depends on the coefficient κ, and, as a consequence, the space Z β is also coefficient dependent. In what follows, we shall show that Z β is a space complementary to V CR h in V DG h and the corresponding decomposition has properties analogous to the properties of the decomposition V DG h = V CR h ⊕ Z given in [10] for the Poisson problem.
For any e ∈ E h with e ⊂ T ∈ T h , let ϕ e,T be the canonical Crouzeix-Raviart basis function on T , which is defined by ϕ e,T | T ∈ P 1 (T ), ϕ e,T (m e ) = δ e,e ∀e ∈ E h (T ), and ϕ e,T (x) = 0 ∀x ∈ T,
where m e is the mass center of e. We will denote by n T and n E the number of simplices and faces (or edges when d = 2) respectively. We also denote by n BE the number of boundary faces.
Proof. For simplicity, throughout the proof we will set β + = β e , β − = (1 − β e ), and ϕ ± e = ϕ e,T ± for any e ∈ E o h with e = ∂T + ∩ ∂T − . We also denote ϕ e = ϕ e,T for any e ∈ E ∂ h with e = ∂T ∩ ∂Ω. Since the mesh is made of d-simplices
and it is also obvious that
Then for each e ∈ E o h , we set ϕ
and ψ z e (x) := 0 for all x ∈ T + ∪ T − . In the definition (3.5) of ψ z e (x), we have used ϕ − e (x) = 0 for x ∈ T + and ϕ + e (x) = 0 for x ∈ T − . Finally, when e ∈ E ∂ h with e = ∂T ∩ ∂Ω for some T , we set ψ z e (x) = ϕ e (x), ∀x ∈ T.
(3.6)
It is then straightforward to check that
This shows (3.3) and concludes the proof.
Remark 3.2. As we pointed out in the introduction, the definition of the subspace Z β clearly depends on the coefficient κ, since β depends on κ. Such dependence is often also seen in algebraic multigrid analysis, where the coarse spaces depend on the operator at hand. They are in fact explicitly constructed in this way, the aim being to increase robustness of the methods.
In the proof of Proposition 3.1 above, we have introduced the basis in both V CR h and Z β . The canonical Crouzeix-Raviart basis functions {ϕ CR e } e∈E o h are continuous at the mass centers m e of the faces e ∈ E o h . The basis {ψ z e } e∈E h in Z β consists of piecewise P 1 functions, which are discontinuous across the faces in E h . In fact, for any z ∈ Z β such that z = e∈E h z e ψ z e with z e ∈ IR, we have
To see this, evaluating the jump of z at m e gives
e ∈ E ∂ h . This relation will also be used later to obtain uniform diagonal preconditioners for the restrictions of A(·, ·) and A 0 (·, ·) on Z β . 
is increased (by adding to it functions that correspond to degrees of freedom on Γ N ) and the dimension of Z β is decreased accordingly. Clearly things balance out correctly: the identity V DG h = V CR h ⊕ Z β holds, and also the analysis carries over with very little modification.
Next lemma is a simple but key observation used in the design of efficient solvers.
Proof. From the weighted-residual form of A 0 (·, ·) given in (2.9), for all v ∈ V CR h , and all z ∈ Z β we easily obtain
In the equation above, the first term is zero due to the fact that v ∈ V CR h , so v is linear in each T , and the coefficient κ ∈ P 0 (T ). Last term vanishes (independently of the choice of θ, or equivalently the choice of
] is constant on each e ∈ E o h ). Moreover, in the case when A 0 (·, ·) is symmetric and positive definite we have that
and for all z ∈ Z β . Thus, for the symmetric method A 0 (·, ·), the spaces V CR h and Z β are indeed A 0 -orthogonal. The proof is complete.
Solvers for IP(β)-0 methods
In this section we show how Proposition 3.1 and Lemma 3.4 can be used in the design and analysis of uniformly convergent iterative methods for the IP(β)-0 methods. We follow the ideas and analysis introduced in [10] and point out the differences. We first consider the approximation to problem (1.1) with A DG (·, ·) = A 0 (·, ·). To begin, let A 0 be the discrete operator defined by (A 0 u, w) = A 0 (u, w) and let A 0 be its matrix representation in the new basis (3.4) and (3.5).
T the vector representation of the unknown function u and of the right hand side f , respectively, in this new basis. A simple consequence of Lemma 3.4 is that the matrix A 0 (in this basis) has block lower triangular structure:
where A zz 0 , A vv 0 are the matrix representation of A 0 restricted to the subspaces Z β and V CR h , respectively, and A vz 0 is the matrix representation of the term that accounts for the coupling (or non-symmetry) A 0 (ψ z , ϕ CR ). As remarked earlier, for SIPG(β)-0, the stiffness matrix A 0 is block-diagonal. Clearly, as in the constant coefficient case, a simple algorithm based on a block version of forward substitution provides an exact solver for the solution of the linear systems with coefficient matrix A 0 . A formal description of this block forward substitution is given as the next Algorithm. 
Proof. If θ = −1 there is nothing to prove, since in this case both bilinear forms are symmetric. Hence we only consider the cases θ = 0 or θ = −1. Integrating by parts and using the fact that z ∈ Z β and ψ ∈ Z β are linear on each element T shows that
Hence, from the definition (3.2) of the Z β space, it follows that
Substituting the above identity in the definition of the bilinear form (2.4) then leads to
This shows the symmetry of A 0 (·, ·) on Z β , regardless the value of θ.
We now study the conditioning of the bilinear form A 0 (·, ·) on Z β . For all z ∈ Z β , and for all φ ∈ Z β with z = we introduce a weighted scalar product (·, ·) * : Z β × Z β → IR and the corresponding norm · * , defined as follows
Observe that the matrix representation (in the basis given in (3.5)) of the above weighted scalar product is in fact a diagonal matrix. The next result shows that the restriction of A 0 (·, ·) to Z β is spectrally equivalent to the weighted scalar product (·, ·) * defined in (4.3) and therefore its matrix representation A zz 0 is spectrally equivalent to a diagonal matrix. Lemma 4.3. Let Z β be the space defined in (3.2). Then, the following estimates hold To show the upper bound in (4.4), we notice that (4.2) together with (2.7) and the standard trace and inverse inequalities gives
, and therefore by (4.5),
Since z ∈ Z β was arbitrary, we have that A 0 (z, z) z 2 * for all z ∈ Z β . This proves the upper bound in (4.4).
To prove the lower bound, we use the coercivity estimate (2.14) for the bilinear form A 0 (·, ·) in the energy norm |||·||| 2 DG0 [see (2.12) ]. For all z ∈ Z β we have
which is the desired bound and gives (4.4).
Last result guarantees that the linear systems on Z β can be efficiently solved by preconditioned CG (PCG) with a diagonal preconditioner. As a corollary of the result in Lemma 4.3, the number of PCG iterations will be independent of both the mesh size and the variations in the PDE coefficient.
We end this section by showing that in the particular case of the IIPG(β)-0 method, the matrix representation of A 0 (·, ·) restricted to Z β is in fact a diagonal matrix. (See the rightmost figure in Fig. 4.3) . 
Let {ψ z e } e∈E h be the basis functions (3.5). To prove that A zz 0 is diagonal it is enough to show that for the basis functions (3.5), the following relation holds:
e κ e . For boundary edges/faces the considerations are essentially the same and therefore omitted. The proof is complete since the relation (4.8) readily implies that the off-diagonal terms of A zz 0 are zero.
Robust Preconditioner on V CR h
In this section, we develop efficient and robust (additive) two-level and multilevel preconditioners for the solution of the IP(β)-0 methods in the CR space (cf.
Step 2 of algorithm 4.1). We first review a few preliminaries and tools that will be needed for the convergence analysis. We then define the two-level preconditioner and provide the convergence analysis. The last part of the section contains the construction and convergence analysis of the multilevel preconditioner.
From the definition (3.1) of the V CR h space, it follows that the restriction of A 0 (·, ·) to V CR h reduces to the classical P 1 -nonconforming finite element discretization of (1.1):
We denote A CR 0 as the operator induced by (5.1). For the analysis in this section, we will need the following semi-norms and norms for any v ∈ V CR h : |v|
Since (5.1) is a symmetric and coercive problem, from the classical theory of PCG we know that the convergence rates of the iterative method for A CR 0 with preconditioner, say B, are fully determined, in the worst case scenario, by the condition number of the preconditioned system: K(BA CR 0 ). However, if the spectrum of BA CR 0 , σ(BA CR 0 ) happens to be divided in two sets:
, where σ 0 (BA CR 0 ) = {λ 1 , . . . , λ m } contains all of the very small (often referred to as "bad") eigenvalues, and the remaining eigenvalues (bounded above and below) are contained in σ 1 (BA CR 0 ) = {λ m+1 , . . . , λ n CR }, that is, λ j ∈ [a, b] for j = m + 1, . . . , n CR , with n CR = dim(V CR h ) = n E − n BE , i.e. the number of interior edges, then the error at the k-th iteration of the PCG algorithm is bounded by (see e.g. [6, 44, 7] ):
The above estimate indicates that if m is not large (there are only a few very small eigenvalues) then the asymptotic convergence rate of the resulting PCG method will be dominated by the
, i.e. by b/a where b = λ N (BA CR 0 ) and a = λ m+1 (BA CR 0 ). The quantity (b/a) which determines the asymptotic convergence rate is often called effective condition number. This is precisely the situation in the case of problems with large jumps in the coefficient κ. In fact, for a conforming FE approximation to (1.1) it has been observed in [42, 58] that the spectrum σ(BA CR 0 ) might contain a few very small eigenvalues, which result in an extremely large value of K(BA CR 0 ). Nevertheless, they seem to have very little influence on the efficiency and overall performance of the PCG method. Therefore, it is natural to study the asymptotic convergence in this case, which as mentioned above is determined by the effective condition number :
Below, we will introduce the two-level and multilevel preconditioners, and study in detail the spectrum of the preconditioned systems. In particular, we gave estimates on both condition numbers and the effective condition numbers, which indicates the pre-asymptotic and asymptotic convergence rates in (5.4) of the PCG algorithms.
Two-level preconditioner for
In this subsection, we construct a twolevel additive preconditioner, which consists of a standard pointwise smoother (Jacobi, or GaussSeidel) on the nonconforming space V CR h plus a coarse solver on a (possibly coarser) conforming space V conf h := {v ∈ H 1 0 (Ω) : v| T ∈ P 1 (T ), ∀T ∈ T h }. Here, T h refers to a possibly coarser partition such that T h ⊆ T h ; that is for h = h, T h is the same as T h , while for h = H > h the partitions are nested and T h could be regarded as a refinement of T h . Observe that V conf h is a proper subspace of V CR h . To define the two-level preconditioner, we consider the following (overlapping) space decomposition of V CR h :
On V conf h we consider the standard conforming P 1 -approximation to (1.1): Find χ ∈ V conf h such that
The bilinear form in (5.6) defines a natural "energy" inner product, and induces the following weighted energy norm:
For simplicity, we write |χ| 1,κ = |χ| 1,κ,Ω and denote by A C the operator associated to (5.6). We define the two level preconditioner as:
where R −1 is the operator corresponding to a Jacobi or symmetric Gauss-Seidel smoother on V CR h , and
is the standard L 2 -projection. We refer to [9] for further details on the matrix representation of the above preconditioner.
Next Theorem is the main result of this section, which establishes the convergence for the two-level preconditioner (5.8).
Theorem 5.2. Let B be the multilevel preconditioner defined in (5.8), and = h/h be the ratio of the mesh sizes of T h and T h . Then, the condition number K(BA CR 0 ) satisfies:
where J (κ) := max T ∈T h κ T / min T ∈T h κ T is what we refer as the jump of the coefficient and C 0 > 0 is a constant independent of the coefficient κ and the mesh size. Moreover, there exists an integer m 0 depending only on the distribution of the coefficient κ such that the m 0 -th effective condition number K m 0 (BA CR 0 ) satisfies:
where C 1 > 0 is a constant independent of the coefficient and mesh size. Hence, the convergence rate of the PCG algorithm can be bounded as
Remark 5.3. We emphasize that for two-level preconditioners, since the ratio = h/h is a fixed constant, the effective condition number K m 0 (BA CR 0 ) is bounded uniformly with respect to the coefficient variation and mesh size. Clearly, according to estimate (5.10), the number of (preasymptotic) PCG iterations will depend on the constant m 0 (the number of floating subdomains; see (5.19) ). While such a bound could be a large overestimate (depending on the coefficient distribution), it is sufficient for our purposes. Since m 0 is fixed, the asymptotic convergence rate in (5.10) is bounded uniformly with respect to coefficient variation and mesh size. In short, while the estimates given here might not be sharp with regard to the pre-asymptotic PCG convergence, they are asymptotically uniform with respect to the parameters of interest.
We recall the following well known identity [59, Lemma 2.4]:
where R(·, ·) is the bilinear form associated with the smoother defined by R(v, w) := (Rv, w) for any w, v ∈ V CR h . The proof of Theorem 5.2 amounts to showing a smoothing property for R(·, ·) and the stability of the decomposition given in (5.5). Next Lemma establishes the former; the latter is contained in next subsection.
Lemma 5.4. Let R(·, ·) be the bilinear form associated to Jacobi, or symmetric Gauss-Seidel smoother. Then we have the following estimates
Proof. We only need to show this inequality for Jacobi smoother, since the Jacobi and the symmetric Gauss-Seidel methods are equivalent for any SPD matrix, see for example [56 is the basis function with respect to e ∈ E o h . Note that for Jacobi smoother, we have
For any e ∈ E o h , let E(e) := {e ∈ E o h : e ⊂ ∂T, T ∈ T h ∂T ⊃ e }. Then, Cauchy-Schwarz and the arithmetic-geometric inequalities give Therefore, by the equivalence relations (5.13) and (5.14), we get Approximation:
16)
with constants C a and C s independent of the coefficient κ and mesh size.
A construction of such an operator P h h , and proof of the above results, are given in the Appendix A. We would like to point out that the operator P h h is not used in the actual implementation of the preconditioner B, as it is plainly seen from (5.8). However, the operator P h h and its approximation and stability properties play a crucial role in the analysis.
Observe that on the right hand side of (5.15) and (5.16), the bounds are given in terms of the weighted full H 1 -norm v 1,h,κ . In general, one cannot replace the norm v 1,h,κ by the energy norm |v| 1,h,κ induced by the bilinear form a h (·, ·). To replace the full norm by the semi-norm, one might use the Poincaré-Friedrichs inequality for the nonconforming finite element space (cf. [32, 16] ) to get:
From the above inequality, we have:
Corollary 5.6. There exists an interpolation operator P h h :
satisfying the following approximation and stability properties:
where J (κ) = max T ∈T h κ T / min T ∈T h κ T is the jump of the coefficient.
The approximation and stability properties given in Corollary 5.6 depend on the coefficient variation J (κ). However, by imposing some constraints on the finite element space V CR h , it is possible to get rid of this dependence obtaining a robust result. Following [55, Definition 4.1] we introduce the index set of floating subdomains (the subdomains not touching the Dirichlet boundary):
We then introduce the subspace V CR h ⊂ V CR h :
:
The key feature of the above subspace is the fact that the Poincaré-Friedrichs inequality for nonconforming finite elements space (cf. [32, 16] ) now holds on each subdomain, which allows us to replace the full norm v 1,h,κ by the semi-norm |v| 1,h,κ , for any v ∈ V CR h . We remark that the condition on the zero-average in (5.20), is not essential; other conditions could be used (see [55] ) as long as they allow for the application of a Poincaré-type inequality. At this point, we would like to emphasize that the dimension of V CR h is related to the number of floating subdomains and in fact: dim( V CR h ) = dim(V CR h ) − m 0 , where m 0 = #I is the cardinality of I.
By restricting now the action of the operator P h h to functions in V CR h , we have the following result, as an easy corollary from Lemma 5.5. Its proof follows (as mentioned above) by applying Poincaré-Friederichs inequality (for nonconforming) on each subdomain. 
With the aid of the results from Corollary 5.6 and Corollary 5.7, we can finally show the stability of the decomposition (5.5).
, then the following stable decomposition property holds:
In particular, for any v ∈ V CR h we have
Proof. Below, we give a proof (5.24). Given any v ∈ V CR h , let χ ∈ V conf h be defined as χ := P h h v. By the approximation property (5.21) of P h h given in Corollary 5.7, we have .24) is complete. The proof of (5.23) is essentially the same but using Corollary 5.6 instead of Corollary 5.7.
We have now all ingredients to complete the proof of Theorem 5.2. 
where c 1 = 2 max{c s , 1}, with c s (defined in the proof of Lemma 5.4), is a constant independent of κ and mesh size. Using the identity (5.11) and the fact that χ ∈ V conf h is arbitrary, we have
which is uniformly bounded, independently of the coefficient and the mesh size. Let = h/h be the ratio of the mesh sizes. For the lower bounds of λ min and λ m 0 +1 , Lemma 5.8 with χ = P h h v together with (5.11) give
The first inequality implies that
The second inequality, together with the fact that dim( 
Therefore, the condition number K(BA CR 0 ) and the effective condition K m 0 (BA CR 0 ) can be respectively bounded by
with C 0 and C 1 , constants independent of the coefficient and mesh size. The inequality (5.10) then follows directly from (5.4).
Multilevel Preconditioner for
. We now introduce a multilevel preconditioner, using the two-level theory developed before. The idea is to replace [A C ] −1 in (5.8) with a spectrally equivalent operator B C : V conf h → V conf h , which corresponds to the additive BPX preconditioner (see e.g. [13, 57] ).
Given a sequence of quasi-uniform triangulations T j for j = 0, 1, · · · , J, we denote by W j = V conf h j (j = 0, 1, · · · , J) and consider the family of nested conforming spaces (defined w.r.t. the family of partitions {T j } J j=0 ):
Here, we assume that the coarsest triangulation T 0 resolves the jump in the coefficient, and without loss of generality, we also assume that h j 2 −j (j = 0, · · · , J) and h = h J . The space decomposition that we use to define the multilevel BPX preconditioner is:
where we have denoted W J+1 = V CR h . For j = 0, · · · , J we denote by A C j the operator corresponding to the restriction of a(·, ·) to W j , namely
The operator form of the multilevel preconditioner then reads:
Here, Q j : V CR h → W j is the L 2 -orthogonal projection on W j for j = 0, . . . , J and we set Q J+1 = I. We use an exact solver on the coarsest grid. With this notation in hand, one can prove that
Here R j (·, ·), j = 1, . . . , (J + 1) correspond to Jacobi or symmetric Gauss-Seidel smoothers, and the proof of (5.27) is similar to (5.11) for the two-level case.
Next two results will be used in our convergence analysis.
Lemma 5.9 ([58, Lemma 4.2])
. Let R j (·, ·) be the Jacobi or the symmetric Gauss-Siedel smoother for the solution of the discretization (5.6) on W j space (∀j = 1, · · · , J). Then,
We also need the following strengthened Cauchy Schwarz inequality. 
The main result of this section is the following:
Theorem 5.11. Let B ML be the multilevel preconditioner defined in (5.26). Then, the condition number K(B ML A CR 0 ) satisfies:
where J is the number of levels, and J (κ) := max T ∈T h κ T / min T ∈T h κ T is the jump of the coefficient. Moreover, there exists an integer m 0 depending only on the distribution of the coefficient κ such that the m 0 -th effective condition number K m 0 (B ML A CR 0 ) satisfies:
where the constants C 0 , C 1 > 0 are independent of the coefficients and mesh size. Hence, the convergence rate of the PCG algorithm can be bounded as
Proof. We first give a bound on λ max (B ML A CR 0 ). Let v ∈ W J+1 = V CR h be arbitrary, and let {w j } J+1 j=0 be any decomposition of v, namely v = J+1 j=0 w j , with w j ∈ W j . By the CauchySchwarz inequality, we have
By Lemma 5.9, the strengthened Cauchy-Schwarz inequality (Lemma 5.10), and the smoothing property of R J+1 (·, ·) (5.12), we get:
where in the second inequality, we used the fact that the spectral radius of the matrix (γ |i−j| ) J×J is uniformly bounded by (1 − γ) −1 . Since the decomposition of v was arbitrary, taking the infimum above over all such decompositions and using the identity (5.27) then gives
h , which shows that λ max (B ML A CR 0 ) 1. Similar to the proof of Theorem 5.2, the estimates on the lower bound for λ min and λ m 0 rely on the stability of the decomposition. For this purpose, we make use of the interpolation operator and its properties introduced in §5.2. To simplify the notation, we set P j := P h j h : V CR h −→ W j , for j = 0, . . . , J, and set P J+1 = I and P −1 = 0. Given any v ∈ V CR h , we define the decomposition of v as
Clearly, w j ∈ W j for j = 1, · · · , (J + 1) and w 0 = P 0 v ∈ W 0 . Triangle inequality and the smoothing properties of R j (j = 1, · · · , J + 1) from Lemma 5.9 and Lemma 5.4, give
Using in (5.30), the approximation property (5.17) of P j (j = 0, · · · , J) and the stability property (5.18) of P 0 given in Corollary 5.6, we obtain
This gives the estimate on minimal eigenvalue of
Similarly, if we use Corollary 5.7 in (5.30), we obtain
by the minimax principle and the result follows. Remark 5.12. Similar results hold also for the multiplicative multilevel methods such as the V -cycle. These results can be derived from estimates comparing multiplicative and additive preconditioners given in [43, Theorem 4] or [27, Theorem 4.2] . We refer to [62] for a detailed analysis and numerical justification.
Numerical Experiments
We consider the model problem (1.1) in the square Ω = [−1, 1] 2 with coefficients:
In all of the following experiments, varies from 10 −5 up to 10 5 , covering a wide range of variations of the coefficients. The set of experiments is carried out on a family of structured triangulations; we consider uniform refinement with a structured initial triangulation on level 0 with 32 elements and mesh size h = 2 −1 . This initial mesh resolves the jump in the coefficients. Each refined triangulation is then obtained by subdividing each element of the previous level into four congruent elements. The number of degrees of freedom N in the DG discretizations on each level satisfies N = 4 N 0 for = 0, 1, 2, 3, 4 with N 0 = 96. We consider the IP(β)-0 method (2.4) with penalty parameter α = 8.
We use the basis (3.4)-(3.5) for the computations. To solve the resulting linear systems we use Algorithm 4.1. Due to the block structure(4.1) of A 0 (matrix representation of A 0 in the basis (3.4)-(3.5)) we only need to numerically verify the effectiveness of the solvers for each block; A vv 0 and A zz 0 . Recall that for any choice of θ = 0, ±1, the block A vv 0 is the same (since it is the stiffness matrix of the Crouzeix-Raviart discretization (5.1)), while the block A zz 0 is different for different values of θ, but it is always an SPD matrix. To solve each of these smaller systems we use the preconditioned CG, for which we have set the tolerance to TOL=10 −7 for the stopping criteria based on the residual; namely, if r 0 is the initial residual and r k is the residual at iteration k, the PCG iteration process is terminated at iteration k if r k 2 / r 0 2 < 10 −7 . The experiments were carried out on an IMAC (OS X) with 2.93 GHz Intel Core i7, and 8 GB 1333 MHz DDR3.
The systems corresponding to A zz 0 are solved by a PCG algorithm using its diagonal D z as a preconditioner. The estimated condition numbers of D −1 z A zz 0 for SIPG(β)-0 are reported in small) eigenvalue close to zero (which may be related to the fact that there are only 2 different values for the coefficients). In Table 6 .2 we report the estimated condition number K(BA vv 0 ) and the effective condition number (denoted by K 1 (BA vv 0 )). Observe that the estimated condition number K(BA vv 0 ) deteriorates with respect to the magnitude of the jump in the coefficient. In contrast, the effective condition number K 1 (BA vv 0 ) is uniformly bounded with respect to both the mesh size and the jump of coefficient, as predicted by Theorem 5.2.
For comparison, we also present the results obtained with different choices of coarse grid h = 2h, 4h, reported in Tables 6.3 -6.4. As we can see from these two tables, the effective condition number is uniformly bounded with respect to the coefficient and mesh size. However, comparing to the results in Table 6 .2, it seems that the effective condition numbers get larger when we use a coarser grid. These observations coincide with the conclusion in Theorem 5.2.
We now present the results corresponding to the multilevel preconditioners as defined in (5.26). In Table 6 deteriorates with respect to the magnitude of the jump in coefficient. On the other hand, the effective condition number K 1 (BA vv 0 ) is nearly uniformly bounded with respect to both the mesh size and the jump of the coefficient, as predicted by Theorem 5.11. Moreover, we also observe that the effective condition numbers grow linearly with respect to the number of levels, which is better than the quadratic growth in Theorem 5.11. This issue will be further investigated in the future.
Solvers for IP(β)-1 Methods
We now briefly discuss how the preconditioners developed here for the IP(β)-0 can be used or extended for preconditioning the IP(β)-1 methods (2.3). We follow [10] . and define the following block-Jacobi preconditioner:
Block-Jacobi:
where R z denotes the operator corresponding to the diagonal of A(·, ·) restricted to Z β and B refers to the corresponding multilevel preconditioner for the symmetric SIPG(β)-1 method (i.e., including the jump-jump term). The next result is a simple consequence of Theorem 5.11 (focusing only on the asymptotic result) together with Lemma 2.2.
Theorem 7.1. Let B DG be the preconditioner defined through (7.1). Let m 0 be the number of floating subdomains. Then, the following estimate holds for the effective condition K m 0 (B DG A):
The constant C > 0 above is independent of the variation in the coefficients and mesh size.
In Table 7 Following [10] we consider as preconditioner B DG the symmetric part of A, defined by:
We note that from this definition and (2.14), we immediately have that A S is symmetric and positive definite. The next result guarantees uniform convergence of the linear iteration in Algorithm 7.2 with preconditioner B DG given by (7.3). The proof follows [10, Theorem 5.1] and it is omitted. 2 −2 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0. More experiments for the IP(β)-1 methods can be found in [9] .
To embed V CR h into S h , we modify the inclusion operator introduced in [16] , and define it at the subdomain level as follows. For any v ∈ V CR h we define
where M p := {T ∈ T h (Ω i ) : p ∈ ∂T } is the set of elements sharing p and M ∂ p := {e ∈ E h (Ω i ) : e ⊂ ∂Ω i s.t. p ∈ ∂e} is the set of edges on ∂Ω i sharing the DOF p. Here #M p and #M ∂ p are the cardinality of these sets respectively, and v T , v e are the restriction of v on T and e respectively.
Observe that, this construction differs from the one in [16, Equation (3.1)] in the treatment of the DOFs on ∂Ω i . From (A.1), for each DOF p ∈ ∂Ω i , (E i v)(p) contains only the contributions of v from the boundary of Ω i , not from the interior. Therefore, it is obvious that (E i v)(p) ≡ (E j v)(p) for any DOF p in the interior of the interface Γ = ∂Ω i ∩ ∂Ω j (i = j) between the subdomains Ω i and Ω j . This special treatment at boundary points guarantees that the global function η| Ω i := E i v is continuous for the points in the interior of each interface. However, this global function η will generally be multi-valued at the points on ∂Γ.
Although the construction of E i in (A.1) is different from [16] , the same analysis in [16] can be carried out here. We summarize the the properties of E i below, and omit the detailed proof. 
(Ω i ) and Q Γ : H 1 (Γ) → V conf h (Γ) be the Scott-Zhang quasiinterpolation operators on Ω i and on the interface Γ ⊂ Ω i , respectively. We now recall the definition and main properties of these operators. In the sequel, we should denote a generic vertex of T h by p. Let ω p := T ∈ T h (Ω i ) : p ∈ ∂T ⊂ Ω i be the local patch containing p, and ω T := {ω p : p ∈ ∂T } for each T ∈ T h (Ω i ). Similarly, on the interface Γ, we define O p := {e ∈ E h : e ⊂ Γ and p ∈ ∂e} ⊂ Γ and O e := {O p : p ∈ ∂e} for each e ∈ E h (Γ). For any vertex p, let φ p ∈ V conf h be the nodal basis function, and define the dual basis θ p ∈ V conf h (ω p ) such that
To define Q i , let us choose some 2 T ⊂ ω p for each vertex p ∈ T h (Ω i ). Then, the Scott-Zhang quasi-interpolation operator is defined by
The operator Q Γ is defined similarly, but restricted on the interface Γ. Both operators enjoy the following approximation and stability properties (see [49, 53] for a proof):
Lemma A.2. For any η ∈ H 1 (Ω i ), the operator Q i :
(Ω i ) satisfies: Hence, to show the inequality (A.5) we only need to estimate Q i E i v − P h h v 0,Ω i . To simplify the notation, throughout the proof we set χ = P h h v ∈ V conf h as defined in (A.4), and denote χ i := Q i E i v. From the definition of P h h in (A.4), χ(p) ≡ χ i (p) when p is a vertex of T h in the interior of Ω i , and they are different only on the boundary vertices. So by using discrete L 2 norm, we have Below, we try to bound those two terms appearing in the last expression of (A.8).
For the first term in (A.8), we observe that χ i ≡ Q Γ χ i by Lemma A.2. Then by the L 2 -stability property (A.3) of Q Γ , we obtain
The inequality (A.5) then follows by inserting the above estimate in (A.7).
Finally we show the stability of P h h (A.6). Note that P h h v ∈ V conf h and v ∈ V CR h . To deal with possibly different mesh sizes we consider the local L 2 -projection P T : L 2 (T ) −→ P 1 (T ) for any T ∈ T h . For h > h, such an element is the union of other subelements in the partition T h . Then, adding and subtracting P T v, triangle inequality together with inverse inequality and the approximation property (A.5), gives 
