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Abstract
This report aims to give a brief overview of the current state of document clustering research and
present recent developments in a well-organized manner. Clustering algorithms are considered with
two hypothetical scenarios in mind: online query clustering with tight efficiency constraints, and oﬄine
clustering with an emphasis on accuracy. A comparative analysis of the algorithms is performed along
with a table summarizing important properties, and open problems as well as directions for future research
are discussed.
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1 Introduction
Document (or text) clustering is a subset of the larger field of data clustering, which borrows concepts from
the fields of information retrieval (IR), natural language processing (NLP), and machine learning (ML),
among others. Document clustering will hereafter be simply referred to as clustering.
The process of clustering aims to discover natural groupings, and thus present an overview of the classes
(topics) in a collection of documents. In the field of artificial intelligence, this is known as unsupervised
machine learning. Clustering should not to be confused with classification. In a classification problem,
the number classes (and their properties) are known a priori, and documents are assigned to these classes.
Conversely, in a clustering problem, neither the number1, properties, or membership (composition) of classes
is known in advance. This distinction is illustrated in Figure 1. Classification would be an example of
supervised machine learning.
(a) Classification (b) Clustering
Figure 1: In (a), three classes are known a priori, and documents are assigned to each of them. In (b), an
unknown number of groupings must be inferred from the data based on a similarity criterion (in this case,
distance).
A good clustering can be viewed as one that organizes a collection into groups such that the documents
within each group are both similar to each other and dissimilar to those in other groups. Clustering can
1In practice, the problem is often simplified by supplying a target number of clusters.
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either produce disjoint or overlapping2 partitions. In an overlapping partition, it is possible for a document
to appear in multiple clusters. As the question of what constitutes a good clustering is central to both the
formulation of clustering algorithms and their evaluation, Section 2 describes commonly used metrics.
The first challenge in a clustering problem is to determine which features of a document are to be
considered discriminatory. In other words, we seek a document model. A majority of existing clustering
approaches choose to represent each document as a vector, therefore reducing a document to a representation
suitable for traditional data clustering approaches. This model is discussed in Section 3.
There is a daunting amount of literature on clustering. Exploring this literature is complicated by the fact
that there are many domains in which clustering can be applied. This overview makes no attempt to present
all existing algorithms, but rather presents classes of algorithms along with representatives. While an effort
has been made to select the “best” representative algorithms in each class, there are certainly algorithms
not considered and potentially even classes of algorithms not considered. In this respect, an emphasis has
been placed on fuzzy clustering algorithms, since text data inherently spans multiple topics and accounting
for this produces better clusters [17, 55, 15].
Clustering algorithms can be divided into discriminative and generative types. Broadly speaking, discrim-
inative algorithms operate on pairwise similarities between every document, and based on these similarities
optimize a criterion (or objective) function to produce an optimal clustering. Generative algorithms, on the
other hand, assume an underlying distribution of the data, and maximize the fit of distribution to produce
cluster centroids. Recent developments in both of these classes of algorithms are discussed in Section 4 and
Section 5.
An alternative view of the vector space resulting from the terms and documents is as an adjacency matrix.
An adjacency matrix, in graph theory, defines the connectivity of vertices in a graph. Under the vector model,
this results in a weighted graph. Producing a clustering in a graph is the multiway cut problem, where cuts
are found to partition the vertices while breaking as few edges as possible. These approaches are described
in Section 6.
As a result of the choice of the vector representation, the term-document matrix can grow to be very large.
There has been recent interest in the equivalence between producing an optimal low-rank approximation of
a matrix and producing an optimal clustering of the same data. Section 7 describes a number of matrix
factorization techniques and explores these connections.
A potential weakness of the vector model is that it encodes no information about word order. There
has been some recent interest in alternative representations that include in their definition of similarity not
only occurrence of terms, but how frequently terms occur together, or in sequence. These representations
are discussed in Section 8. A closely related issue is that of generating “readable” cluster labels, as opposed
to a list of most significant terms per cluster as is typically used.
Finally, the properties of the algorithms discussed in this work are discussed in Section 9, including their
applicability to query clustering and the clustering of larger, more static collections.
2 Good, Bad, and Ugly Clustering
Clustering algorithms have been evaluated in many ways. Unfortunately, there is little agreement over which
is the best way to do so. The choice of evaluation methods frequently depends on the domain in which the
research is being conducted. For example, an AI researcher might favor mutual information, while someone
from the field of IR would choose F-measure. These metrics, and others, will be discussed here.
Two intuitive notions of performance (accuracy) are precision and recall. In the field of IR, recall is
defined as the proportion of relevant documents that are retrieved out of all relevant documents available,
while precision is the proportion of retrieved and relevant documents out of all retrieved documents. Because
it is trivial to get perfect recall by retrieving all documents for any query, the F-measure, which combines
both recall and precision, is introduced. Let R be recall and P be precision, then the generalized F-measure
is defined as
2Also called fuzzy or soft partitions.
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Fα =
(1 + α)RP
αP +R
. (1)
Precision and recall are typically given equal weight (F1), but variations exist which weight them differ-
ently, e.g. precision twice as much as recall, or vice versa (these are labeled F0.5, F2, respectively).
To extend this to clustering, we assume the existence of a set of reference classes, and the found clusters
(the output of the clustering algorithm) are treated as retrieved documents from these classes. Adopting the
notation in [50], for class i and cluster j,
F =
∑
i
ni
n
argmax
j
F (i, j). (2)
where n is the total number of documents. In words, a one-to-one correspondence is established between
classes and clusters based on those that are most similar.
While F-measure addresses the total quality of the clustering in terms of retrieval performance, it does
not address the composition of the clusters themselves. Two additional measures are cluster purity and
entropy. Purity measures the percentage of the dominant class members in a given cluster (larger is better),
while entropy looks at the distribution of documents from each reference class within clusters (smaller is
better). These are written as3
Purity =
∑
j
nj
n
argmax
i
P (i, j) (3)
Entropy = − 
log k
∑
j
nj
n
∑
i
P (i, j) logP (i, j) (4)
If the number of clusters is the same as number of categories, and a correspondence can be established,
e.g. Equation 2, then the measures above can be applied with some success. However, if there is a discrepancy
between the number of reference clusters and those found by the algorithm, then the accuracy is sometimes
not very indicative of the quality of the clusters.
It has been shown that in these cases mutual information (MI) is a superior measure than purity or
entropy [44]. In practice, MI is normalized to unit length (NMI). Following the definition in [59], let nh be
the number of documents in class h, nl be the number of samples in cluster l, and nh,l be the number of
samples in class h and cluster l, then:
NMI =
∑
h,l nh,l log
nnh,l
nhnl√
(
∑
h nh log
nh
n )(
∑
l nl log
nl
n )
(5)
The NMI range is [0, 1], where a value of one denotes a perfect match between clusters and reference
classes. Again, the motivation for NMI is that it is a clustering accuracy measure that is tolerant to
mismatches between number of clusters and the number of reference classes. A significant number, if not a
majority, of the clustering literature assumes a given number of clusters k, and so in this case traditional
measures can be used.
A different view of the quality of a clustering algorithm is to look at the stability of the partitions it
produces [39] accross runs. An intuitive approach to measuring stability is to look at average performance.
In terms of mutual information, this results in an average normalized mutual information: let Λ be a set of
r clusterings, and λˆ a single clustering, then ANMI is defined as
ϕ(Λ, λˆ) =
1
r
∑
i
NMI(λˆ, λi) (6)
3Note that the entropy is normalized.
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While confusion matrices do not occur as frequently in the clustering literature as the other methods
described above, they occur frequently enough to warrant a short description. A confusion matrix4 is a
visualization tool that provides a summary of misclassifications (errors) made by the system.
Table 1: A confusion matrix for the classes A (4 elements), B (4 elements), and C (8 elements).
A B C
A 2 2 0
B 2 2 0
C 0 0 8
In Figure 1, there are three classes of objects (e.g. documents). It is interpreted as follows: the clustering
algorithm cannot distinguish between classes A and B, but distinguishes objects from class C perfectly. That
is, along row and down column C, the zeros indicate that no objects from A or B were classed as objects
from C. On the other hand, half of A was misclassified in B, and vice versa.
The metrics described have been for disjoint clusters. A common method of evaluating the output of a
fuzzy clustering algorithm is to produce hard clusters from a fuzzy output (this has been called hardening the
clusters), which can be accomplished by thresholding document memberships. That is, documents within a
threshold value γ are considered inside the cluster, and so if a document is within γ for two clusters, it will
appear in both.
3 Vector Space Model
The vector model [40] was originally developed for automatic indexing. Under the vector model, a collection
of n documents with m unique terms is represented as an m×n term-document matrix (where each document
is a vector of m dimensions). Although the model itself is well-established, it forms the basis for subsequent
discussion, and there has been some recent interest on alternative document representations. Therefore, a
brief description follows.
Several term weighing schemes have been used, including binary term frequency and simple term fre-
quency (i.e. how many times the words occur in the document). In the most popular scheme, the document
vectors are composed of weights reflecting the frequency of the terms in the document multiplied by the
inverse of their frequency in the entire collection (tf × idf). The assumption is that words which occur
frequently in a document but rarely in the entire collection are of highly discriminative power. Under all
these schemes, it is typical to normalize document vectors to unit length.
Most clustering algorithms use a vector space representation in one way or another, although it should
be noted at this point that no information about word order is encoded, which is why the vector model is
sometimes called the bag of words or dictionary model. Section 8 describes alternative representations that
maintain word order information.
Two important properties should be stressed. First, in a collection of heterogeneous topics (as is typical
of a collection we wish to cluster), the number of unique terms will be quite large. This results in document
vectors of high dimensionality (the so called “curse of dimensionality”). A number of preprocessing steps are
described next that can help address this issue. Second, a matrix resulting from a typical corpus under the
vector model will be highly sparse, since the corpus contains many more terms than the individual documents
that compose it.
3.1 Preprocessing
Preprocessing consists of steps that take as input a plain text document and output a set of tokens (which
can be single terms or n-grams5) to be included in the vector model. These steps typically consist of:
4In unsupervised learning, it is sometimes called a matching matrix.
5A sequence of one or more terms.
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Filtering The process of removing special characters and punctuation that are not thought to hold any
discriminative power under the vector model. This is more critical in the case of formatted documents,
such as web pages, where formatting tags can either be discarded or identified and their constituent terms
attributed different weights [18].
Tokenization Splits sentences into individual tokens, typically words. More sophisticated methods, drawn
from the field of NLP, parse the grammatical structure of the text to pick significant terms or chunks
(sequences of words), such as noun phrases [32].
Stemming The process of reducing words to their base form, or stem. For example, the words “connected,”
“connection”, “connections” are all reduced to the stem “connect.” Porter’s algorithm [37] is the de facto
standard stemming algorithm.
Stopword removal A stopword is defined as a term which is not thought to convey any meaning as a
dimension in the vector space (i.e. without context). A typical method to remove stopwords is to compare
each term with a compilation of known stopwords. Another approach is to first apply a part-of-speech tagger
and then reject all tokens that are not nouns, verbs, or adjectives.
Pruning Removes words that appear with very low frequency throughout the corpus. The underlying
assumption is that these words, even if they had any discriminating power, would form too small clusters
to be useful. A pre-specified threshold is typically used, e.g. a small fraction of the number of words in
the corpus. Sometimes words which occur too frequently (e.g. in 40% or more of the documents) are also
removed.
In addition to the fairly common steps above, a lexical database, WordNet [31], has been used to overcome
synonymy and introduce more general concepts with some success [42]. Note that the most effective method
actually introduces more terms into the vector representation.
3.2 An Example
To illustrate this process, consider the first few sentances of the abstract of [6]:
Document clustering has not been well received as an information retrieval tool. Objections
to its use fall into two main categories: first, that clustering is too slow for large corpora (with
running time often quadratic in the number of documents); and second, that clustering does not
appreciably improve retrieval. We argue that these problems arise only when clustering is used
in an attempt to improve conventional search techniques.
After filtering, tokenization, stemming, and stopword removal, we obtain:
document cluster receiv inform retriev tool object us fall main categori first cluster slow larg
corpora run time often quadrat number document second cluster appreci improv retriev argu
problem aris cluster us attempt improv convent search techniqu
While notably harder to read, the preprocessed abstract has roughly half as many unique terms as the
original, and can actually improve retrieval performance [20]. However, in even in moderate sized corpus
document vectors can still have thousands of dimensions. Methods to address this problem by matrix
factorization are discussed in Section 7.
4 Extensions to kmeans
Historically, hierarchical and partitional algorithms have been the dominant clustering methods. As many
recent developments have basis in these approahes, they will be briefly described next.
In hierarchical clustering, each document is initially its own cluster. Hierarchical algorithms work by
succesively merging documents, converging at the root of the hierarchy (also called a dendogram or tree),
which includes all documents in the corpus (“bottom up” clustering). Advantages of this method are that a
number of clusters need not be supplied in advance, and that the resulting cluster hierarchy is “browsable.”
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On the other hand, hierarchical algorithms do not scale (at each merge phase, similarities must be compared),
and so are not appropriate for real-time applications or large corpora. Furthermore, it is generally accepted
that partitional algorithms perform better than hierarchical ones [43]. In the cases where a hierarchy is
desired, superior results have been achieved by using partitional approaches at each level of the hierarchy [56].
Partitional methods, of which the classical example is kmeans, start by choosing k initial documents as
clusters, and iteratively assign documents to clusters while updating the centroids of these clusters (“top
down” clustering). It is well known that text data is directional, and so it is typical to normalize document
vectors, and to use a cosine similarity measure rather than Euclidian distance. The resulting algorithm is
called spherical kmeans [9].
Although popular, in part due to its ease of implementation, kmeans suffers from a number of drawbacks:
it relies on what generally amounts to stochastic (random) initialization; it can converge to suboptimal local
minima; it is succeptible to outliers and noise; and its complexity is O(nkl), where n is the number of
documents in the corpus, k is the desired number of clusters, and l is the number of iterations.
4.1 Online spherical kmeans
The online spherical kmeans [57] (oskmns) is an extension of the original spherical kmeans (skmns) that
uses competitive learning techniques to speed up clustering while achieving similar or better accuracy. This
algorithm produces clusters as accurate (±0.05 NMI) as CLUTO, a graph-based clustering algorithm (see
Section 6).
In an online competitive learning scheme, documents are streamed continuously. Contrast this with a
batch algorithm, which is run on the entire data collection in a single “batch.” As documents are added to
the clustering, cells (clusters) compete for the input and the “winner” (the cluster to which the document is
added) adjusts to respond more strongly to future input according to a certain learning rate. This learning
rate is described below.
Let d be a document vector in corpus D. Then both skmns and oskmns aim to minimize the following
objective function:
J =
∑
d∈D
dTµk(d) (7)
where the index k(d) = argmaxk dTµk denotes the respective cluster center of each d ∈ D, and dTµk(d)
is the dot product of the document vector and this centroid. Rather than updating the cluster centroids by
computing the mean, the online variant factors a learning rate η into the update function:
µ∗k(x) =
µk(d) + ηd
|µk(d) + ηd| (8)
The learning rate η controls how clusters “adjust” to future input (documents). An annealing learning
rate (gradually decreasing) was found to work best, where
ηt = η0
(
ηf
η0
) t
NM
(9)
Here, N is the number of documents, M is the number of batch iterations, and ηf the desired final
learning rate (ηf = 0.01 has been used).
There are two main advantages to oskmns: first, it is online, and so as documents are added to a corpus,
there is no need to rerun a batch clustering on the entire set of documents. Second, opkmns converges about
twice as quickly as skmns, and so while it cannot achieve the same levels of accuracy as other algorithms
described in this work, it can be appropriate for realtime applications.
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(a) kmeans (b) Kernel kmeans
Figure 2: (a) shows a non-convex shape which the traditional kmeans has trouble clustering. In (b), kernel
kmeans succesfully separates the two clusters as a result of projecting the document vectors to higher
dimensional space.
4.2 Kernel kmeans
Figure 2 illustrates a dataset which kmeans has trouble correctly clustering because the points are not linearly
separable. The idea behind kernel kmeans is to find a mapping φ(d) to a higher dimensional space where it
is more likely that the documents can be linearly seperated. In practice, a kernel function is defined which
measures the affinity between every pair of documents. Examples include the polynomial kernel, gaussian
kernel, or, for instance, the sigmoid kernel defined in Equation 10 (for appropriate values of c and θ):
κ(di,dj) = tanh (c(di · dj) + θ) (10)
The kernel function κ can be represented by an n × n square kernel (or Gram) matrix K, where Kij =
κ(di,dj). A generalization of this formulation assigns a weight w(d) for each document. In this case, the
affinity matrix K can be viewed as defining the edge weights of a graph, from which spectral methods can
applied to find optimal cuts [8] (see for example the multiway normalized cuts algorithm [51]).
The choice of kernel function is important. For text data, cosine similarity usually works, although for
some collections other functions might yield more accurate results. The choice of kernel function remains an
open issue with regards to kernel methods.
Kernel kmeans [41] is slower than kmeans, although there has been some effort in speeding it up for
higher dimensional data (case in point: text data) [54]. Furthermore, it has been shown that the weighted
kernel kmeans objective function is identical to that of the normalized cut. The implication is that kmeans
type iterative algorithms can be used for minimizing the normalized cut of a graph, which is an equivalent
clustering problem. This is one of many connections between different formulations of the clustering problem.
Another problem with kernel methods is that of “diagonal dominence” [16]. Briefly, this problem occurs
when objects (i.e. documents) are considered very similar with respect to themselves compared with their
similarity to other objects. The resulting similarity matrix will have very large values down the diagonal
compared to all other values. It has been observed that this can limit the extent to which the solution space
is explored beyond the initial state [8]. That said, empirical studies have shown that kernel kmeans can
outperform even the multi-stage algorithms of e.g. Section 7.3.
Unsupervised kernel methods can be applied to produce overlapping clusterers; for instance, the fuzzy
cmeans algorithm has been extended using kernel functions [23].
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Figure 3: A mixture of Gaussians. The model assumes that the documents in the corpus are generated from
clusters following a Gaussian distribution.
5 Generative Algorithms
Algorithms such as fuzzy cmeans are sensitive to outliers. In heterogenous collections of documents, these
are quite frequent. By making certain assumptions about the distribution of the data, more robust statistical
methods can be applied to discover clusters in the presence of noise while naturally accounting for multiple
document memberships (i.e. overlapping clusters).
Discriminative methods based on pairwise document similarity have by definition O(n2) runtime com-
plexity. It is often the case that these similarities can be precomputed and stored in a matrix. Generative
models, on the other hand, do not require such a matrix using an iterative procedure that alternates between
model estimation and document assignment steps.
5.1 Gaussian model
The Gaussian mixture model represents a dataset as a set of means and covariance matrices. Under this
model, each cluster is centered at the mean and is described by its associated matrix. The clustering problem
is then the problem of finding the cluster means and covarience matrices which best fit the set of documents.
This is illustrated in Figure 5.1.
Adopting a slightly modified version of the notation from [27], the model Θ consists of a known number
of clusters, with clusters each denoted θ. Assuming an m×n vector model generated from a corpus D, every
cluster θ ∈ Θ is an m-dimensional Gaussian distribution, with centroid µ and covarieance matrix Σ. Thus,
each cluster θ contributes to document vectors d ∈ D according to
P(d|θ) = 1
(2pi)
m
2 |Σ| 12 exp
(
− (d− µ)
TΣ−1(d− µ)
2
)
. (11)
Under this model, the total probability is given by
P(d|Θ) =
∑
θ∈Θ
P(θ)P(d|θ). (12)
We are interested in maximizing this expression to obtain local maximizers, one for each cluster. The
next section describes a tractable algorithm that does just this.
5.2 Expectation maximization
The em6 algorithm [33] is an efficient iterative procedure to compute a Maximum Likelihood (ML) solution
to a model. It is composed of two steps. In the expectation step, or E-step, the missing data is estimated
6It is conventional to refer to the algorithm in lowercase.
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given the observed data (the collection of documents) and current estimate of the model (the clusters). In
the maximization, or M-step, the likelihood function is maximized under the assumption that the missing
data are known. For a more in depth discussion, refer to [4].
One iteration of the algorithm consists of the E-step, in which probability (or likelihood) P is computed
for each document given the cluster estimates,
P(θ|d) = P(θ)P(d|θ)∑
θ∈Θ P(θ)P(d|θ)
(13)
P(θ)∗ =
∑
d∈D
P(θ|d). (14)
.
And the M-step, which updates the parameters of model θ to maximize the likelihood given the likelihoods
computed in the E-step,
µ =
∑
d∈D P(θ|d)d∑
d∈D P(θ|d)
(15)
Σ =
∑
d∈D P(θ|d)(d− µ)(d− µ)T∑
d∈D P(θ|d)
. (16)
It can proved that the algorithm converges to local minima with the log-likelihood that the corpus D is
generated from the model Θ as a termination condition [28]. Figure 4 shows four iterations of the algorithm7.
(a) n = 1 (b) n = 2
(c) n = 3 (d) n = 4
Figure 4: The em algorithm after n iterations. An insightful view of the algorithm is to think of it in terms
of lower-bound estimation: at each iteration, a “tighter” lower bound is computed, and the cluster estimates
“climb” closer to the (unknown) true distribution.
As in any maximum likelihood scheme, having too many free parameters with insufficient data may lead
to overfitting. In [27], this problem is alleviated by applying the singular value decomposition to the vector
space of words and documents. They then pick the twenty dimensions which have the largest singular values
to form a reduced space on which to conduct the clustering.
7Source code and more examples are available at http://www.cs.ucsd.edu/users/ibayrakt/java/em/
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[27] further introduces an iterative cluster refinement stategy from the initial set of clusters. The approach
is based on finding a set of discriminative features features for each cluster, where discriminative features
as simply those that that occur more frequently inside a given cluster than out of it (based on a threshold).
The procedure then reassigns documents based on shared discriminative features, and the entire procedure is
repeated until convergence. While this approach might seem ad hoc, the experimental results show consistent
improvements (on the order of 30% on some datasets) over em clustering alone.
Such improvements can be interpreted as evidence that the assumptions concering the distribution of the
data (Gaussian) are false, and that other models are necessary. For instance, the em algorithm has been
derived for the von Mises-Fisher model, described in Section 5.3 [3].
A problem with the em algorithm is that its runtime complexity is quadratic in the number of clusters k, or
O(k2n) (since likelihoods are recalculated for every cluster). Other practical difficulties include instability as
well as stochastic initialization (recall that kmeans also suffers from this issue). A more detailed investigation
of em, including an exhaustive runtime analysis, is presented in e.g. [34].
5.3 von Mises-Fisher model
The von Mises-Fisher (vMF) distribution is the analogue of the Gaussian distribtion for directional data. The
spherical kmeans algorithm (see Section 4), unsurprisingly, has been shown to follow the vMF distribution [2].
There is empirical evidence that this model approximates the distribution of text data better than other
models, such as the multinomial or Bernouilli models [59].
Let d ∈ D be a document from the corpus, θ ∈ Θ a cluster, then the likelihood that d belongs to θ is
defined as
P(d|θ) = 1
Z(Σ)
exp
(
Σ
dTµ
|µ|
)
(17)
here Z denotes the Bessel function (a normalization factor). This function makes estimation of the Σ
parameter difficult in a mixture of vMF distributions, and so instead a deterministic annealing scheme can
be used. Simply put, this amounts to starting with a low value of Σ and gradually increasing it.
Alternatively, an em derivation using the vMF model as the underlying distribution can be used, where Σ
is estimated in the M -step. Under this model, the em algorithm has been shown to significantly outperform
spherical kmeans [3]. This follows from the fact that spherical kmeans amounts to a special case of the em
algorithm using the vMF model, where instead of estimating Σ it is assumed constant accross clusters.
5.4 Model-based kmeans
A more constrained (disjoint) version of the em algorithm is model-based kmeans. This algorithm alternates
between a model re-estimation step and a sample re-assignment step, resulting in O(kn) runtime complexity
(recall that em has O(k2n) complexity).
Despite these advantageous properties, the algorithm doesn’t perform much worse than the full em
algorithm [58]. The important distinction between soft and disjoint generative algorithms is that model
kmeans doesn’t fractionally assign each document to every cluster, and doesn’t train the models based on
posterior probability.
6 Spectral Clustering
A matrix is a natural representation for adjacency information between vertices, and therefore the vector
model can be interpreted as a graph. Spectral clustering involves finding cuts in this graph that produce
good clusters. This is illustrated for the special case of a bipartite graph in Figure 5.
The problem then becomes that of finding good cuts in the graph, which has resulted in a number of
criterion functions that spectral clustering algorithms aim to optimize. These include multiway ratio cut,
normalized cut, and min-max cut. On graphs where the clusters are well separated, all tend to perform
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similarly. However, when there is considerable overlap between clusters, as is typical of text data, min-max
cuts can perform better [13]. An explanation for this behavior is that the min-max objective function favors
balanced clusters, and is resistant to the skew resulting from overlapping clusters.
A popular graph-based document clustering package is CLUTO8, available in an open-source fashion and
free of charge, which uses a sophisticated coarsening and uncoarsening scheme [22].
Rows
Columns
r1
c1 c2
r2 r3
c3 c4
r4
Figure 5: Bipartite graph partitioning. The dotted line represents a cut that results in coclusters of the rows
and colums of the term-document matrix.
A special case of graph-based clustering, that has enjoyed much recent interest, constructs a bipartite
graph of the rows and columns of the input data. The underlying assumption behind coclustering is that
words which occur together are associated with similar concepts, and so it not just groups of similar docu-
ments that are important, but also groups of similar words. This representation is illustrated in Figure 5.
Cuts in this bipartite graph produce coclusters of words (rows) and documents (columns). It has been
shown that optimizing these cuts is an equivalent problem to computing the singular value decomposition of
the original matrix [7]. Singular value decomposition, often referred to as principal component analysis, is a
well established dimensionality reduction technique from linear algebra, and it is described in Section 7.1.
6.1 Divide & merge clustering
The notion of conductance, which measures “how tightly nit” a graph is, has been proposed as a criterion
for finding optimal cuts in a graph [21]. Optimizing such cuts is NP-complete, however an approximate
recursive algorithm has been proposed that runs in O(n log n).
The divide and merge clustering algorithm9 proceeds in two phases [5]. First, a hierachical clustering
is produced by recursive cuts on the graph resulting from the term-document matrix. It is well established
that partitions can be derived from the second eigenvector of the similarity matrix. This second eigenvector
can be approximated using the power method, which is an iterative algorithm whose benefit is avoiding
expensive matrix-matrix computations. From the second eigenvector, a conductance minimizing cut can be
found, and this procedure is repeated on the two submatrices resulting from the cut.
The second phase finds a tree-respecting clustering from the output of the divide phase. A variety of
objective functions (e.g. kmeans) can be used for this phase, however correlation clustering [45] has the
advantage of not depending on a predefined number of clusters (using a “correlation” threshold instead).
This is a significant advantage in the case of post-retrieval applications, such as when querying a web search
engine, where the true number of clusters is not known a priori.
8Available at http://glaros.dtc.umn.edu/gkhome/views/cluto.
9Try it out at http://eigencluster.csail.mit.edu/.
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cluster 1
cluster 2 cluster 3
Figure 6: Divide and merge: a hierarchy is computed by repeated cuts, and subtrees are grouped using
correlation clustering.
6.2 Fuzzy coclustering
Spectral projection has been the basis for a number of algorithms. Of particular interest are those that
generate fuzzy clusters, since intuitively documents can span multiple topics. While these fuzzy relationships
can be captured by regular fuzzy clustering algorithms that capture the degree to which documents belong
to each cluster, fuzzy coclustering implicitely assigns degrees of membership to words as well.
The difference between fuzzy coclustering and regular coclustering is that the boundaries between clusters
in the former case are fuzzified in accordance with certain membership functions.
Like the fuzzy cmeans algorithm, the coclustering variant optimizes a fuzzy objective function. The
important difference is the notion of aggregation, in which the algorithm optimizes for coclusters of terms
and documents rather than clusters of documents alone. Aggregation can be written as
C∑
c=1
N∑
i=1
K∑
j=1
ucivcjdij (18)
An example of such an algorithm, Fuzzy Codok [24], updates as follows. Let uci denote membership of
documents, vcj denote membership of words, and dij denote the degree of correlation between documents
and words. We assume an m × n term-document matrix, where there are C clusters of documents and K
clusters of terms. Then the algorithm updates according to:
µci =
1
C
+
1
2Tu
 m∑
j=1
vcjdij − 1
C
m∑
j=1
vcjdij
 (19)
vcj =
1
K
+
1
2Tv
(
n∑
i=1
ucidij − 1
K
n∑
i=1
ucidij
)
(20)
An empirical evaluation has shown that fuzzy coclustering algorithms outperform a modern variant of
fuzzy cmeans [29] (which uses cosine similarity instead of Euclidian distance) on certain datasets [46], while
performing as well in others. Another advantage of this method is that word memberships result naturally
from the clustering, since terms are clustered simultaneously as documents.
A weakness of fuzzy partitional algorithms in general is that the fuzzifying parameters must be set
manually, e.g. “setting Tu = 1.5 seemed to produce better results.” Furthermore, optimal values can vary
considerably based on the corpus. As such, while possibly appropriate for static collections, it is hard to
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tune the parameters without knowing the distribution of the data in advance. This suggests that statistical
models might be able to better describe the data, assuming an underlying probability distribution. An
algorithm that iteratively estimates the distribution of the data is described in Section 5.2.
The difference between the Fuzzy Codok algorithm and that of Section 7.3 should be pointed out. On face
value, both generate fuzzy memberships for documents and terms. However, while Fuzzy Codok employs a
notion of aggregation in the original feature space, the latter employs PCA techniques, described next, and
works in a reduced space resulting from matrix factorization.
7 Dimensionality Reduction
While proprocessing can achieve significant reduction in the size of the vector space, post-retrieval appli-
cations call for higher efficiency. This section describes describes two matrix factorization techniques that
have been shown to not only significantly reduce the size of document vectors (by several orders of magni-
tude), but also to increase clustering accuracy. In fact, these methods can be viewed as clustering methods
themselves (although post-processing is required in the case of spectral coclustering, see Section 7.1).
The remainder of this section assumes a term-document matrix A ∈ Rm×n+ . The goal of dimensionality
reduction techniques is to produce a rank k approximation of A, Ak, while introducing managable error. A
common measure of the quality of this approximation is the Frobenius norm, which is defined as
|A−Ak| =
√∑
a∈A
∑
ak∈Ak
(a− ak)2 (21)
The smaller the Frobenius norm, the better the matrix Ak approximates the original matrix A.
7.1 Principal component analysis
Principal components are orthogonal (i.e. uncorrelated) projections that together explain the maximum
amount of variation in a dataset. In practice, principle components can be found by computing the singular
value decomposition on the correlation matrix of the dataset. This method is sometimes called spectral
projection. This is illustrated in Figure 7.
Figure 7: The two dashed lines represent principal components capturing the variability in the dataset.
The singular value decomposition of the original matrix A involves breaking it up into the matrices:
An ≈ UΣVT (22)
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where Σ is a diagonal matrix and U and V are orthonomal matrices. The spectral projection of A of
rank k is written Ak = UΣkVT , where Σk is a diagonal matrix with the first k singular values down the
diagonal. The higher the rank, the closer the approximation is to the original matrix.
The base vectors of the matrix U are ordered according to their significance to reconstructing the orig-
inal term-document matrix. This information has been exploited for estimating the optimal number of
clusters [53].
It has been observed that PCA has two important properties that make it appropriate for clustering:
approximation and distinguishability [47]. Approximation states that PCA introduces manageable error as
dimensionality is reduced, i.e. that the approximation is optimal. It has been found that on text data
the percentage error was about 60% when the dimensionality was reduced from 400 to 128. The second
property, distinguishability, is more critical. Experiments have shown that PCA increases the ratio between
intra-cluster similarity and inter-cluster similarity. In other words, this means that in the reduced space
clusters are more apparent, which is not surprising since, as described in Section 6, PCA is a relaxed
solution to the problem of finding optimal cuts in the bipartite graph of rows and columns.
A problem with PCA is that the resulting approximation contains negative values, and so the reduced
space cannot be directly interpreted as a clustering. Section 7.2 describes an alternative method which
produces a readily interpretable reduced space. Alternatively, clustering (by e.g. kmeans) can be performed
in the reduced space to produce final clusters, which (as per the properties described above) actually produces
a clustering more accurate than if the algorithm was run in the original vector space. In fact, it can further be
proved that the principal components can be interpreted as solutions of the kmeans objective function [10].
Another problem is that the principal components are constrained to be orthogonal. This is problematic
for text data, as documents might span multiple topics, and so in this case the underlying semantic variables
will not be orthogonal [15]. Also, the computation of the SVD is expensive, and cannot be performed
iteratively. That is, unlike algorithms such as kmeans, the computation of the singular value decomposition
is not an optimization procedure and does not produce intermediary results.
7.2 Nonnegative matrix factorization
Nonnegative Matrix Factorization (NMF) [26], originally developed for computer vision applications, has
been effectively used for document clustering [49]. Unlike spectral decomposition methods, the resulting
approximation contains only non-negative factors, which means that a readily interpretable clustering can
be found from the reduced space without need for further post-processing. The technique breaks the original
term-document matrix A into the matrices
A ≈ UVT (23)
where U is a set of base vectors of size m×k, and V is an n×k coefficient matrix. The base vectors in U
can be interpreted as a set of semantic variables corresponding to topics in the corpus, while V describes the
contribution of the documents to these topics. Tthe matrices U and V are randomly initialized, and their
contents iteratively estimated using the expectation maximization algorithm (described in Section 5.2).
The objective function that is optimized is usually Euclidian distance (which is minimized) between each
column of A and its corresponding approximation in UVT . This can be written
Θ =
∑
i
∑
j
(
Aij −
∑
l
UilVjl
)
(24)
A problem with NMF is that it relies on random initialization. As a result, the same data might produce
different results across runs. An alternative strategy is to use the centroids produced from the spherical
kmeans algorithm as seeds for NMF [48]. It is interesting to observe that in this case the post-processing
required for PCA (recall that the reduced space can contain negative factors) is traded for pre-processing.
That said, NMF is typically faster than computing the SVD of the entire term-document matrix.
There has been some recent interest on the equivalence between nonnegative matrix factorization and
spectral clustering [11], and with probabilistic latent sematic indexing [12].
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7.3 Soft spectral coclustering
A hurdle for generating fuzzy document memberships in reduced space is that the truncation of the matrix
(e.g. selecting the k highest principal components) introduces a distortion. An alternative method is to
induce membership weights from the disjoint partitions of words and documents. That is, a soft partition of
documents can be induced from a partition of terms, and a soft partition of terms can be be induced from
a partition of documents [15].
From a reduced space Z resulting from PCA, a clustering is generated by applying kmeans (i.e. spectral
coclustering). Let P ∈ R(m+n)×k be the partition matrix, written as
P =
[
P1
P2
]
where P1 indicates the assignments of terms to clusters and P2 indicates the assignment of documents
to clusters. Term weights can be produced from the transformation APˆ2 (the hat denotes normalization of
the columns to unit length), which projects the centroids of the partition in reduced space to the original
feature space. Document weights are derived similarly from the transformation APˆ1.
Another matrix S stores a projection of the centroid-similarity values from the embedded clustering to
the original data, which can be similarly divided as
S =
[
S1
S2
]
where S1 ∈ Rm×k is a term-centroid similarity matrix and S2 ∈ Rn×k is a document-centroid similarity
matrix. The projections AS2 and ATS1 generate memberships weights that account for both the frequency
values in the original dataset as well as the similarity of points in the reduced space Z.
Since similarity values (i.e. fuzzy memberships) result in more accurate clusters than binary memberships,
the projection ATS1 is used as a document membership function, while APˆ2 is used for term membership
(it was observed that these terms were more descriptive of the cluster contents). The resulting algorithm per-
forms marginally better than coclustering on well-separated corpora, but can show significant improvements
when the dataset contains overlapping topics.
It was observed in Section 7.2 that the stochastic initialization for NMF can be problematic, in that it can
cause the algorithm to converge to suboptimal local minima. As a solution, the cluster centroids resulting
from the soft spectral projection algorithm outlined above can be used as seeds for NMF [15]. This “refined”
soft spectral clustering improves over soft spectral clustering in all cases, sometimes to the order of 40%.
However, there is of course a runtime cost associated with the conjunction of these two approaches.
7.4 Lingo
Lingo [36] follows a “description-comes-first” approach to clustering. The first step of the algorithm, dubbed
cluster label induction, uses dimensionality reduction techniques on the term-document matrix and from the
base vectors of the reduced spaces produces cluster labels. Typical measures such as cosine similarity can
then be used to find the word or phrase which best approximates the cluster. The second step treats each
cluster label as a query in the traditional IR sense, and the retrieved documents (under the vector model)
are added to these clusters.
For the cluster label induction phase, NMF was found to produce better clusters than PCA methods [35].
In terms of accuracy, Lingo has outperformed suffix tree clustering [52] on collections from the Open Directory
Project10. A runtime analysis [35] shows that clustering 500 snippets can take between 1 and 3 seconds,
depending on quality settings of the algorithm.
10A large human-edited directory of the web, see http://dmoz.org/.
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8 Phrase-Based Models
Consider the phrases11 “the dog chased a cat” and “the cat chased a dog.” Although their vector repre-
sentation is identical, d = {chase, cat, dog}, the meaning is obviously different. It has been hypothesized
that clustering accuracy can be improved by encoding word order information, resulting in a number of
alternative document models.
The generation of legible cluster labels is another important motivation for phrase-based models. Models
discussed previously describe each cluster with it its most significant terms (for example, the three most
significant). Phrase-based models can naturally describe clusters by phrases, and it is generally agreed that
these are more descriptive of the cluster contents.
8.1 Suffix tree clustering
Suffix tree clustering (STC) was originally developed for web snippet clustering [52], and uses the tokens
output from the preprocessing phase to construct a suffix tree structure. Figure 8 illustrates the construction
of a suffix tree.
dog chased chased cat mailman
cat mailman cat mailman
Figure 8: The suffix tree resulting from the phrases “dog chased cat” (red) and “dog chased mailman”
(green).
The tree structure represents shared suffixes between documents. The algorithm uses these shared suffixes
to identify base clusters of documents. The base clusters are then combined into final clusters using a
connected-component graph algorithm. The entire suffix tree clustering algorithm is reported as having
O(n log(n)) runtime.
[30] presents an analysis of the STC heuristic. The most important properties can be summarized thus:
• A clustering might not include all documents in the corpus; for example, if documents share only very
short sentences with the rest of the collection.
• The clustering depends highly on document frequency, potentially leading to large clusters.
• Only suffix matches are considered, without considering suffix mismatches.
While the original publication on the suffix tree model presented promising results clustering web snip-
pets, two recent evaluations of STC have shown that is does not scale well to larger corpora or longer
documents. On subsets of the Reuters corpus, STC performed about 30% worse than hierarchical or graph-
based approaches, with an average F-measure of 0.44 [30]. On subsets of the MEDLINE biomedical digital
library, STC performed better than hierarchical approaches (but as corpus size increased, its performance
decreased to similar levels), and consistently worse than partitional approaches [50].
These results show that word order matches alone are not sufficient to produce good clusters, which
raises the question of if both word order and traditional vector space similarity measures can be combined
11In this context a phrase means a sequence of words, and doesn’t imply any grammatical structure.
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to improve perfomance. In [30], a measure to quantify the similarity of two documents under the suffix tree
model is introduced:
ϕst =
|E+ ∪ E−|
|E+ ∩ E−| (25)
In words, the similarity of two documents is the ratio of the similar and dissimilar edges in their mutual
suffix tree. Suffix tree matches (ϕst) are combined with cosine similarity (ϕcos) using a weighted average
ϕhyb = λ · ϕst + (1 − λ) · ϕcos. Under this hybrid similarity measure, both graph-based and hierarchical
clustering algorithms showed average improvements of about 20%. It should be noted that values of λ had
to be tuned manually for each algorithm.
8.2 Document index graph
The Document Index Graph (DIG) proposed in [18] is similar in spirit to the suffix tree model in that it
encodes word order information, and defines similarity based on matches in word order.
Put simply, the DIG represents each word as a vertex in a directed multigraph. The edges of the graph
represent sequences of words. Each vertex maintains a table of the documents the word appears in, as well
as sentence information by recording the edge along which each sentence continues (creating an inverted
list of documents). If a phrase appears more than once in a document, then the frequency count of the
corresponding vertices in the graph are increased accordingly. An example graph is shown in Figure 9.
cat
chased rat
fat
dog
angry
mailman ran
little
Document 1 Document 2 Document 3
Figure 9: Document 1 consists of the phrases “cat chased rat” and “dog chased cat.” Document 2 consists of
the phrases “angry dog chased fat mailman” and “mailman ran.” Document 3 consists of the phrase “little
dog chased rat.” Phrases are apparent in the graph by following the directed edges.
The main differences between the DIG and the suffix model is that the DIG stores words explicitely as
vertices, and maintains frequency information at each vertex, thereby avoiding storing redundant information
(as seen before, suffixes are not unique in STC). It is also important to note that unlike STC, DIG is not
a clustering algorithm, merely a document model that stores word order information explicitely as directed
edges. Based on this model, document similarity based on overlapping subgraphs can be computed to obtain a
similarity matrix. This similarity matrix can then be used in any discriminative clustering algorithm. In [18],
they use a partitional algorithm that tries to maintain cluster distribution using a histogram representation
of the clusters.
Both [18] and [30] observe that word order information alone is an insufficient measure of document
similarity, and both adopt a weighted average method to combine term frequency and word order similarities.
The DIG model was weighted between 70% and 80%, while the suffix tree similarity measure was weighted
between 30% and 50%. This discrepancy might indicate that the DIG is a superior measure of word order
similarity, or might simply reflect differement properties of the clustering algorithms used.
The important point is that word order information together with word frequency can improve clustering
accuracy, and in this respect both studies report improvements of about 20% using hybrid measures. It
should be noted, however, that there is a certain cost associated with the use of two measures of similarity.
If a similarity matrix can be precomputed, then hybrid measures are equivalent to traditional measures in
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terms of efficiency. On the other hand, if documents are retrieved online, then the construction of a DIG
and, to a lesser extent, a suffix tree, is expensive.
9 Comparative Analysis
This section summarizes important properties of the algorithms described. In deciding which techniques are
appropriate for query clustering and which for clustering static collections, the following is assumed:
• The number of classes is unknown in query clustering, whereas some idea of the number of classes is
generally known when clustering static collections.
• In terms of efficiency, query clustering operates on smaller datasets than collection clustering; for
instance, the first few hundred documents that most accurately match the query are typically presented
to the user versus thousands of documents for static collections.
• Query clustering aims for a balance between accuracy and efficiency, while collection clustering is
performed oﬄine (i.e. accuracy is the prime concern).
In the complexity column, n denotes the number of documents in the corpus and k denotes the number
of clusters. Big-Oh’s are as reported in related publications, and were not re-derived as part of this work. It
should be noted that there can be inconsistencies in the literature due to what is considered preprocessing
and what is not. In particular, the affinity (or similarity) matrix is assumed to be stored in main memory,
i.e. precomputed.
The “fuzzy” column reports if the algorithm outputs cluster membership weights or simply membership
(in cluster or not in cluster). The “finds k” column specifies if the algorithm requires an estimate of the
number of clusters from the user (a priori) or is able to produce such an estimate itself. This has also been
called model selection. Finally, the “open” column reports if a freely available, open-source implementation
of the algorithm could be found.
Finally, the algorithms are ranked according to how they are expected to perform, the higher the better.
That is, on a given collection, algorithms ranked higher are expected to produce more accurate clusters than
those ranked lower.
Algorithm Section Complexity Fuzzy Finds k Open Online
Kernel kmeans 4.2 - No No No No
RSSC 7.3 - Yes No No No
NMF 7.2 O(k2n) No No No No
EM vMF 5.2 O(k2n) Yes No Yes (Java) No
Fuzzy codok 6.2 - Yes No No No
Eigencluster 6.1 O(kn logn) No Yes No No
Spectral coclustering 7.1 O(kn2) No No No No
Online spherical kmeans 4.1 O(kn) No No No Yes
CLUTO 6 O(kn) No No Yes (C) No
Lingo 7.4 O(kn2) Yes Yes Yes (Java) No
STC 8.1 O(n logn) Yes Yes Yes (Java) Yes
9.1 Query Clustering
Query clustering refers to the grouping documents returned from an IR query, such as a Google search, into
clear equivalence classes. An important consideration in this case is the highly variable nature of the set of
documents returned. For instance, a query might be very specific, returning documents that all belong to
one class, while another might return documents from many different equivalence classes.
This property makes the estimation of k, the number of clusters, difficult. While presenting the user
with the option of selecting k is appealing, ideally this decision should be made by the system itself, as in
exploratory searches the user has no clear idea of the number of groupings in the data.
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The only algorithms considered that are capable of estimating k are STC and Eigencluster. Both are
capable of clustering small collections of documents in under a second, which is acceptable for most live
query sessions. However, both also suffer from notable drawbacks.
STC has been shown not to scale well as the length of documents or the size of the collection increase. In
terms of accuracy, STC performs worse than the traditional kmeans. As discussed in Section 8, this accuracy
can be increased under a hybrid measure of similarity, but in this case model selection capabilities are lost
(i.e. finding k). The STC algorithm could also be run independantly to estimate the number of the clusters,
but this estimate would suffer from the accuracy issues described above as well.
Eigencluster, on the other hand, has been reported as having accuracy comparable to PCA methods (i.e.
coclustering). On the other hand, it does not generate overlapping clusters, and therefore cannot account
for documents spanning multiple topics. An interesting direction for future research would be to consider
fuzzy algorithms for the merge phase of eigencluster.
For these reasons, the clustering of documents returned from IR queries can be considered to a large
extent an open research area. To reiterate, the problems are model selection, accuracy, and the generation
of fuzzy memberships.
9.2 Collection Clustering
Collection clustering refers to the grouping of documents in a static collection. This is an easier problem
than query clustering, as the model selection and initialization problems can both be addressed by brute
force strategies. This amounts to, simply put, “seeing what works best.”
For instance, kernel clustering has shown superior accuracy for some collections, but the choice of kernel
function is not always obvious, and can depend on the collection. If the collection is static, an appropriate
kernel function can be found (tuned). Similarly, by inspecting the output of the clustering algorithm, various
values of k can be tried. Of course, this assumes that inspecting the output of the clustering is feasible. In
the case of very large collections, it might not be obvious what constitutes a good choice of k, in which case
model selection capabilities are desirable.
Assuming inspection is feasible, the most accurate algorithms are easy candidates for clustering static
collections, namely kernel kmeans (its fuzzy variant) and RSSC. An open question is how these compare to
generative algorithms (e.g. em), which theoretically should provide more robust fuzzy memberships, but lack
the higher dimensional mapping (kernel) or coclustering capabilities (RSSC) of the algorithms mentioned.
10 Conclusions
It should be observed that even though the algorithms described in this work can produce good clusterings
according to typical measures, the most “natural” grouping is not always produced. A simple explanation is
that, for a given corpus, there are many correct ways to arrange the documents. In fact, it has been noted
that clustering is ultimately in the eye of the beholder [14].
If Google is queried with the term “clustering,” a grouping based on similarity alone will not produce
intuitive results12. This is because the results will be highly similar to begin with, since clustering refers
to a specific concept. On the other hand, vague (i.e. multi-aspect) queries such as “mickey” will return a
number of clear equivalence classes (baseball, disney, and so on).
The example described above hints at the problem of estimating the number of clusters when it is not
known a priori. Most algorithms described in this work assume a given number of clusters (i.e. supplied by
the user), with the notable exception of hierarchical algorithms such as described in 6.1. In practice, the true
number of groupings is often unknown, especially in the important special case of query clustering, where
there might not be clear, separable, equivalence classes.
Some more sophisticated approaches do exist, although tend to be quite computationally expensive. For
example, one algorithm applies an overfitted kmeans algorithm (that is, overestimates k) to produce a reduced
12For example, try http://eigencluster.csail.mit.edu//cgi-bin/main.cgi?query=clustering.
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set of cluster representatives on which to conduct an agglomerative clustering [38]. From a dendogram, the
elbow criterion [1] (a rule of thumb) can be used to select a number of clusters.
Another open problem is the choice of initialization strategy for most kmeans or em based algorithms.
Recall that kmeans, in its classical formulation, randomly picks k documents as cluster centroids. Similarly,
generative algorithms must pick initial cluster means and covarience matrices from which to iteratively
optimize likelihood. As a result, both approaches risk getting stuck at suboptimal local optima if these
initial values are not chosen wisely. For instance, if one of the initial documents picked as a cluster centroid
is an outlier, it will be dissimilar to all other documents, resulting in an empty cluster. A potential solution
would be to use spectral methods, which are not susceptible to suboptimal local minima, to initialize the
centroids [8].
The choice of cluster labels is another issue that remains largely unaddressed in the literature. In most
cases, the most significant terms—those closest to the cluster centroid—are listed. While in some cases this
is acceptable, it is frequently the case these terms all belong to the same noun phrase, such as the name of
a person. This suggests that a linguistically inspired approach might be more appropriate, or one based on
word order [19].
The combination of word order and term frequency was shown to improve clustering accuracy in Sec-
tion 8, and the addition of synonyms to the document vector similarity improved accuracy (Section 3). An
interesting direction for future research would be to investigate other measures of similarity not captured by
the vector model, such as matches in mathematical formula.
Section 9 summarizes important properties of the algorithms cited in this work. While only algorithms
that have succesfully been applied to the task of document clustering were considered, some others such as
DCA [25] applied for image segmentation might have potential.
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