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LEARNABILITY SHAPES TYPOLOGY:
THE CASE OF THE MIDPOINT PATHOLOGY
Juliet Stanton
Massachusetts Institute of Technology
The midpoint pathology (in the sense of Kager 2012) characterizes a type of unattested stress
system in which the stressable window contracts to a single word-internal syllable in some words,
but not others. Kager (2012) shows that the pathology is a prediction of analyses employing con-
textual lapse constraints (e.g. *ExtLapseR; no 000 strings at the right edge) and argues that the
only way to avoid it is to eliminate these constraints from Con. This article explores an alterna-
tive: that systems exhibiting the midpoint pathology are unattested not because the constraints that
would generate them are absent from Con, but because they are difficult to learn. This study be-
longs to a growing body of work exploring the idea that phonological typology is shaped by con-
siderations of learnability.*
Keywords: learnability, phonology, stress, typology
1. Introduction. One of the goals of linguistic research is to construct theories that
make the right typological predictions: theories that predict the existence of all and only
those patterns attested in the world’s languages. In constraint-based theories of phonol-
ogy, such as optimality theory (OT; Prince & Smolensky 2004), the typological pre-
dictions of a constraint set can be evaluated by exploring its factorial typology. The
notion of factorial typology is grounded in the classical assumption that the set of con-
straints (Con) is universal, but constraint rankings are language-specific. If all con-
straints are freely rankable, then the set of systems predicted by a given constraint set,
its factorial typology, is equivalent to the set of systems generated by each possible
ranking of constraints.
When evaluating a factorial typology, there are at least two important questions that
the analyst must ask. First, does the predicted typology undergenerate: does it fail to
predict certain attested patterns? Second, does the predicted typology overgenerate:
does it fail to predict only the attested patterns? Undergeneration is typically viewed as
a serious problem, since we want our theories to be able to account for the full range of
linguistic variation. Thus the usual response to undergeneration is to modify the con-
tents or the structure of Con, with the goal of including all attested patterns in the pre-
dicted typology. The response to overgeneration, however, is more nuanced. Because
there are multiple reasons why a proposal might overgenerate, there are multiple possi-
ble responses.
One common response to overgeneration is to take a closer look at Con and propose
modifications that exclude the predicted but unattested patterns from the factorial ty-
pology. These strategies can be roughly divided into two groups. Some researchers dis-
pute the idea that all constraints are freely rankable and propose that, in order to model
typological generalizations, certain constraint rankings must be universal and therefore
immutable (see e.g. Prince & Smolensky 2004 on fixed rankings for peak and margin
hierarchies, Steriade 2001 on fixed rankings of correspondence constraints). Others fo-
cus on the contents of Con, arguing that certain unwanted predictions can be avoided if
we exclude certain (classes of ) constraints and/or include certain others (see e.g. Kager
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2001, McCarthy 2003 on gradient Align; Alber 2005 on All-Feet-Right). What all
of these proposals have in common is that they modify the contents or structure of Con
in order to constrain its factorial typology. To exclude a pattern in this way is to claim
that it cannot be represented by a learner: a pattern that cannot be generated by Con is
not part of the learner’s hypothesis space.
In addition to investigating the contents and structure of Con, much recent work in
phonological theory has begun to investigate the hypothesis that other, additional fac-
tors play a role in shaping phonological typology. This article is part of a growing body
of research exploring the idea that one such factor is learnability (another potential fac-
tor, for example, is channel bias; see e.g. Ohala 1981, Blevins 2004, Moreton 2008).
Work in this area has helped us understand why only certain types of phonotactic pat-
terns are attested (Heinz 2010); why there are (classes of ) gaps in the typology of stress
systems (Boersma 2003, Heinz 2009, Staubs 2014a,b); why gang effects, predicted by
weighted constraint models, are not attested in the larger typology (Hughto et al. 2014);
and why some types of phonological patterns are restricted to certain morphological do-
mains (Alderete 2008). While details of implementation vary, the basic insight across
these works is the same. Whether or not a pattern can be generated by a particular con-
straint set, we should expect for it to be attested only if it can be learned, given the input
available to an average human learner. In other words, the idea is that learnability
shapes typology: the range of attested patterns that we see is shaped by limitations on
the kinds of patterns that can be accurately and reliably learned.
In §2, I introduce Kager’s (2012) midpoint pathology as a type of unattested system
that is predicted by a popular set of constraints, anti-lapse constraints (e.g. Green &
Kenstowicz 1995, Elenbaas & Kager 1999, Gordon 2002), and discuss how Kager pro-
poses to modify Con in order to exclude midpoint systems from the predicted typology.
I introduce an alternative in §3: midpoint systems are unattested not because the con-
straints necessary to generate them are absent from Con, but because they are difficult
to learn. Sections 4 and 5 claim that two independent factors make midpoint systems
difficult to learn: first, the forms necessary to learn them are rarely available; second,
even when these forms are available, the updates that a machine learner must perform
to learn the system are not consistent with one another. Section 6 provides general dis-
cussion and concludes. It is important to note at the outset that while this article pro-
vides a plausible alternative to Kager’s (2012) proposal, the present goal is not to argue
that the proposed alternative is superior. Rather, the goal of the article is to develop the
alternative—that considerations of learnability can suffice to shape this particular as-
pect of stress typology—and to explore some of its predictions.
2. The midpoint pathology. In many languages, stress is required to fall within a
certain fixed distance from a word edge. Kager (2012) refers to these kinds of systems
as metrical window systems and identifies four types: right-edge with a window of
two syllables, right-edge with a window of three syllables, left-edge with a window of
two syllables, and left-edge with a window of three syllables. Schematic representa-
tions, the number of languages of each type in Kager’s survey, and one example of each
are provided in Table 1.
754 LANGUAGE, VOLUME 92, NUMBER 4 (2016)
edge window length
two syllables three syllables
right σσσ{σσ} (82 lgs.) σσ{σσσ} (38 lgs.)
Kobon (Trans-New Guinea; Davies 1980) Latin (Indo-European; Mester 1994)
left {σσ}σσσ (39 lgs.) {σσσ}σσ (1 lg.)
Hopi (Uto-Aztecan; Jeanne 1982) Choguita Rarámuri (Uto-Aztecan; Caballero 2011)
Table 1. Summary of accentual windows (see Kager 2012:1464; { } = accentual domain).
One possible analysis of the typology of window systems employs contextual anti-
lapse constraints (Green & Kenstowicz 1995, Elenbaas & Kager 1999, Gordon 2002),
which forbid lapses from occurring within certain specified domains of the word. For
example, a system enforcing a right-edge trisyllabic window can be modeled with the
constraint *ExtendedLapseRight (or *ExtLapseR, defined in 1), which forbids a
sequence of three stressless syllables from occupying the word’s right edge. When
*ExtLapseR is active, stress must fall on one of the final three syllables, as shown in 2;
other constraints will determine its exact placement within this window.
(1) *ExtLapseR: Assign one * if none of the final three syllables is stressed.
(2)
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1 The discussion in this article focuses exclusively on Kager’s (2012) referent of the term midpoint pathol-
ogy. Earlier uses of the term, by Eisner (1997) and Hyde (2008), describe a different kind of pattern, in which
stress gravitates toward the middle of all words, regardless of their length. These kinds of patterns are pre-
dicted by the generalized alignment approach to alignment constraints (Prince & Smolensky 2004); see
Hyde 2015 for discussion.
/σσσσσ/ *ExtLapseR
 a. σσ{σσσ́}́
 b. σσ{σσ́́σ}
 c. σσ{σ́σ́σ}
d. σσ́́{σσσ} *!
Other anti-lapse constraints can be employed to analyze the three remaining types of
system in Table 1. *ExtendedLapseLeft (or *ExtLapseL) enforces a left-edge trisyl-
labic window by forcing stress to fall within that domain; *LapseRight (*LapseR) and
*LapseLeft (*LapseL) enforce right- and left-edge disyllabic windows, respectively.
See 3–5 for definitions.
(3) *ExtLapseL: Assign one * if none of the initial three syllables is stressed.
(4) *LapseR: Assign one * if neither of the final two syllables is stressed.
(5) *LapseL: Assign one * if neither of the initial two syllables is stressed.
Kager (2012) shows that a grammar including anti-lapse constraints can predict all
attested window systems; however, a grammar including these constraints also over-
generates. In particular, anti-lapse constraints give rise to a version of the midpoint
pathology. The midpoint pathology is a term used by Kager (2012) to describe a type
of system in which the stressable window contracts to a single word-internal syllable in
some words, but not others.1 Generally speaking, midpoint systems arise when two
anti-lapse constraints dominate all others. For example, when the two top-ranked con-
straints are *ExtLapseL and *ExtLapseR (in that order), the system in 6 results. Ac-
centual domains where *ExtLapseL and *ExtLapseR can be satisfied are bracketed
and subscripted or superscripted with L or R, respectively; stressable syllables given the
constraint ranking in 6 are bolded.
(6) *ExtLapseL >> *ExtLapseR
a. L{R{σσ}L}R
b. L{R{σσσ}L}R
c. L{σR{σσ}Lσ}R
d. L{σσR{σ}Lσσ}R
e. L{σσσ}LR{σσσ}R
f. L{σσσ}LσR{σσσ}R
In 6a and 6b, stress may fall on any syllable in the word, as all options satisfy *Ext-
LapseL and *ExtLapseR. In other words, the accentual domains of *ExtLapseL and
*ExtLapseR overlap entirely. In 6c and 6d, however, the accentual domains of *Ext-
LapseL and *ExtLapseR only partially overlap. To satisfy both window constraints in
a four-syllable word, like 6c, it is necessary to stress either the second or third syllable;
in a five-syllable word, like 6d, the accentual domain is restricted to the word’s middle
syllable (its midpoint). In words of six syllables or longer, like 6e–f, the domains of the
two window constraints no longer overlap. Because *ExtLapseL dominates *Ext-
LapseR, one of the initial three syllables must be stressed.
Many other midpoint systems can be created through different combinations of con-
text-sensitive varieties of *Lapse and *ExtLapse. For example, a system where
*LapseR >> *LapseL is schematized in 7, and a system where *ExtLapseL >>
*LapseR is in 8. While the specifics of the patterns in 7–8 are different from those of
the pattern in 6, the overall situation is the same: two contextual anti-lapse constraints
compete, and in words of a certain length, the stressable domain is restricted to a single
syllable in the middle of the word. 
(7) *LapseR >> *LapseL
a. L{R{σσ}L}R
b. L{σR{σ}Lσ}R
c. L{σσ}LR{σσ}R
d. L{σσ}LσR{σσ}R
e. L{σσ}LσσR{σσ}R
f. L{σσ}LσσσR{σσ}R
(8) *ExtLapseL >> *LapseR
a. L{R{σσ}L}R
b. L{σR{σσ}L}R
c. L{σσR{σ}Lσ}R
d. L{σσσ}LR{σσ}R
e. L{σσσ}LσR{σσ}R
f. L{σσσ}LσσR{σσ}R
While it is not unheard of for the size of the stressable window to be dependent on
word length (see §5.2), systems like 6–8, where the stressable window narrows and
then widens again, are unattested. Thus we have a situation where a particular con-
straint set overgenerates: while including contextual anti-lapse constraints (e.g. *Ext-
LapseL, *ExtLapseR) in Con results in a theory that generates all attested window
systems, it also generates some unattested systems: midpoint systems, like those in 6–8.
2.1. Expected frequency of midpoint systems. When dealing with cases of over-
generation, there is always the possibility that a predicted but unattested system is an
accidental gap: that is, it exists, but has not been discovered yet. While we cannot rule
out this possibility, we can evaluate whether it is realistic by determining how frequent
we might expect the predicted pattern to be. 
One way to evaluate the expected frequency of a pattern is to determine the number
of constraint rankings that are compatible with it. If each possible permutation of rank-
ings within a given constraint set is equally probable,2 then we might expect that the
more rankings are consistent with a single surface pattern, the more frequent that pat-
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2 This is a simplifying assumption: it is not always the case that each possible permutation of constraints in
a given constraint set will be equally probable. If the ranking of two or more constraints is fixed, permuting
them will be impossible. I abstract away from this complication here, since the issue of fixed rankings does
not arise in this article.
tern should be. For example: if pattern A (in 9a) can be generated by either of two rank-
ings, but pattern B (in 9b) by only one, then all else being equal we might expect for
pattern A to be twice as frequent as pattern B, since twice as many rankings generate
pattern A as generate pattern B.
(9) a. Pattern A: Const1 >> Const2, or Const3 >> Const4
b. Pattern B: Const5 >> Const6
Work by Anttila (1997) and Bane and Riggle (2008) has confirmed this expectation: in
the domains that have been investigated (such as the typology of quantity-insensitive
stress systems), the patterns that are the most frequent are also the patterns that are gen-
erated by the largest numbers of rankings.
To know how frequent we expect midpoint systems to be, we have to first determine
how many constraint rankings generate them. Kager (2012) claims that midpoint sys-
tems are generated when two opposite-edge anti-lapse constraints sit at the top of the
 hierarchy; assuming a single stress per word, 322,560 (or 8.89%) rankings of Kager’s
(2012:1479) anti-lapse constraint set fit this description.3 But this precondition is not
specific enough: in order to generate a midpoint system, several other ranking condi-
tions must hold. For example, in quantity-insensitive midpoint systems, stress must be
aligned to the outer edge of the window for the ‘overlapping domains’ effect to be visi-
ble. This is illustrated by the systems in 12 and 13, both of which have *ExtLapseL
and *ExtLapseR ranked at the top of the hierarchy (as in 6). In 12, stress is pulled to-
ward the outer edge of the window by AlignL, defined in 10; in 13, stress is pulled to-
ward the inner edge of the window by AlignR, defined in 11.
(10) AlignL: Assign one * for each syllable separating stress from the left edge
of the word.
(11) AlignR: Assign one * for each syllable separating stress from the right edge
of the word.
(12) *ExtLapseL >> *ExtLapseR >>AlignL
a. L{R{σ́́σ}L}R
b. L{R{σ́́σσ}L}R
c. L{σR{σ́́σ}Lσ}R
d. L{σσR{σ́́}Lσσ}R
e. L{σ́́σσ}LR{σσσ}R
f. L{σ́́σσ}LσR{σσσ}R
(13) *ExtLapseL >> *ExtLapseR >>AlignR
a. L{R{σσ́́}L}R
b. L{R{σσσ́́}L}R
c. L{σR{σσ́́}Lσ}R
d. L{σσR{σ́́}Lσσ}R
e. L{σσσ́́}LR{σσσ}R
f. L{σσσ́́}LσR{σσσ}R
In 12, the effect of the overlapping domains is visible: when the size of the window
shrinks in 12c–d, stress is pulled from its default initial position toward the middle of
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3 The expected frequencies in this section were calculated by hand. To keep the size of the typology man-
ageable, the candidates considered were limited to forms with a single stress. This decision was made because
midpoint systems are single-stress systems, so the typology of single-stress systems is a logical comparison
class. Calculations are available for the reader to verify in the spreadsheet ‘Expected number of midpoint sys-
tems’, which can be accessed in the online supplementary materials at http://muse.jhu.edu/article/632352. 
the word, only to return to its default initial position once the domains no longer over-
lap. But 13, where stress is right-aligned toward the inner edge of the stress window, is
indistinguishable from a system with post-peninitial stress, as in Choguita Rarámuri
(Caballero 2011) or Ho-Chunk (Winnebago; Miner 1989). In other words, while the
ranking in 12 generates a midpoint system, the ranking in 13 does not.
With cases like 13 and others excluded, only 166,480 (or 4.58%) rankings of Kager’s
constraint set give rise to midpoint systems. Translating this into expected frequency of
attestation, we expect that midpoint systems should make up 4.58% of all languages
with one stress per word. However, no midpoint systems are attested in either Kager’s
(2012) survey of accentual window systems or in Gordon’s (2002) survey of quantity-
insensitive stress systems. In Gordon’s survey, 187/262 languages (numbers from Gor-
don 2002:493–95) have a single stress per word; see Table 2 for a breakdown of the
single-stress systems by stress position.4
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4 It should be noted, however, that Gordon’s (2002) proposal undergenerates to some degree, and that the
survey is not completely comprehensive. For example, the proposal precludes the possibility of languages
with post-peninitial stress (as in Ho-Chunk; see e.g. Miner 1989), and the typology does not include any ex-
amples of systems where stress placement depends on word length (e.g. Içuã Tupi; Abrahamson 1968); on
these systems see §5.2.
5 Earlier works on weak layering cited by Kager (2012) are Hewitt 1992, Rice 1992, Kager 1994, Blevins
& Harrison 1999, Itô & Mester 2003, Rifkin 2003, Zoll 2004, and Caballero 2011. Kager also notes that these
OT models continue a tradition of exploring weak layering in the prosodic hierarchy; see for example Prince
1980, Selkirk 1980, and Dresher & Lahiri 1991. For more recent work, see also Martínez-Paricio 2013, Kager
& Martínez-Paricio 2014, and Martínez-Paricio & Kager 2015.
# of lgs. % example
Initial 57.0 30.2% Tinrin (Austronesian; Osumi 1995)
Penultimate 53.5 28.8% Mohawk (Iroquoian; Michelson 1988)
Final 59.5 32.0% Mazatec (Oto-Manguean; Jamieson 1977)
Antepenultimate 7.0 3.7% Wappo (Yuki; Radin 1929)
Peninitial 10.0 5.3% Basque (isolate; Hualde 1991)
total 187.0 100%
Table 2. Single-stress systems in Gordon’s (2002) survey.
Assuming that these numbers are representative and that 71.37% of all languages have
one stress per word, then 3.26% of all languages should be midpoint systems. As of Au-
gust 2014, 510 languages were included in StressTyp (Goedemans & van der Hulst
2009). Of these, sixteen (= 3.26%) should be midpoint systems. Sixteen is not a huge
number, but the difference between 16/510 (expected) and 0/510 (attested) is significant
(binomial test, p < 0.001). Thus, appealing to the expected frequency of midpoint sys-
tems is not sufficient to explain their absence: given that these systems are expected to be
reasonably frequent, we must continue to look for reasons why they are unattested. 
2.2. One solution: kager and weakly layered feet. Kager (2012) proposes to
exclude midpoint systems from the predicted typology by removing contextual anti-
lapse constraints from Con and by introducing weakly layered feet.5 Weakly layered
feet are composed of two constituents: a maximally binary head (so ([σσ]) or ([σ]),
but not *([σσσ])), and an optional monosyllabic adjunct ((σ[σσ]) or (σ[σ]), for ex-
ample). In Kager’s theory, feet are maximally ternary, and this is assumed to be hard-
wired into Gen: feet with more than one adjunct (e.g. *(σ[σσ]σ)) or more than one head
(e.g. *(σ[σσ][σσ])) are not admitted as possible candidates. Thus the foot inventory in-
cludes the feet listed in Table 3 (see Kager 2012:1482).
The size and composition of the foot is determined by a number of constraints that
regulate foot form. In addition to standard foot-based constraints, that is, Iamb and
Trochee (see Kager 2012:1482 for the full list and definitions), two new constraints,
AlignHeadL (= heads are left-aligned with feet) and AlignHeadR (= heads are right-
aligned with feet), regulate the linear ordering of the foot’s head and its adjunct. When
AlignHeadL >> AlignHeadR, the adjunct appears on the right, as in ([σσ]σ); when
AlignHeadR >> AlignHeadL, the adjunct appears on the left, as in (σ[σσ]). Binary
feet arise when the foot head must be both right- and left-aligned with the foot bound-
ary: in other words, when an adjunct is not allowed to intervene on either side.
The crucial property of the weakly layered model that allows it to avoid the midpoint
pathology is that the constraints governing foot form are independent of the constraints
that specify the foot’s location within the word (see Kager 2012:1484). Put more pre-
cisely, foot-form constraints that determine the size and shape of the constituent do not
interact with alignment constraints that determine its location. This independence of
foot-form and alignment constraints makes it impossible to trap stress in the middle of
some words but not others: there is no way to derive the ‘overlapping domains’ effect that
midpoint systems exhibit. Kager shows that this property of the weakly layered model
does indeed prevent it from predicting midpoint systems: a factorial typology explored
with the weakly layered constraint set excludes them entirely (see Kager 2012:1485ff.). 
Our focus here is not on the details of the weakly layered model; interested readers are
referred to Kager 2012 for more information. What is important to take away from this
short discussion is only the nature of the proposal and its implications. Kager identifies
the midpoint pathology as an unattested prediction of contextual anti-lapse constraints.
By removing these constraints from Con and modifying the structure of Gen, he con-
structs a theory whose predicted typology closely mirrors the attested typology. And
these modifications to Con, if they are the correct response to the problem posed by the
midpoint pathology, have important theoretical consequences. Purely grid-based (foot-
free) theories of stress (e.g. Prince 1983, Gordon 2002) depend on contextual anti-lapse
constraints, like those introduced in §2, to model the typology of stress windows. If the
midpoint pathology is indicative of a fundamental problem with contextual anti-lapse
constraints, it is indicative of a fundamental problem with foot-free theories of stress.
And if there is no alternative to Kager’s (2012) explanation for the absence of midpoint
systems—that anti-lapse constraints are not part of Con—then the midpoint pathology
is a strong argument for the necessity of weakly layered feet in metrical theory.
3. An alternative: midpoint systems are hard to learn. The remainder of this
article explores an alternative hypothesis for the absence of midpoint systems: namely,
that they are part of the learner’s hypothesis space, but that they are unattested because
they are difficult to learn. I show that there are two distinct learnability problems that
midpoint systems pose to a machine learner (hereafter just ‘the learner’). The first prob-
lem arises because the forms necessary to learn certain kinds of midpoint systems are
only rarely presented to the learner; this is the long-word problem (§4). The second
problem arises because the learner, when attempting to acquire a midpoint system, re-
ceives inconsistent information about the placement of stress relative to the word edge;
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head + adjunct adjunct + head no adjunct
binary head, trochee ([σ́σ́]σ) (σ[σ́σ́]) ([σ́σ́])
binary head, iamb ([σσ́]́σ ) (σ[σσ́]́) ([σσ́]́)
unary head ([σ́]́σ) (σ[σ́]́) ([σ́]́)
Table 3. Foot inventory (Kager 2012:1482; ( ) = foot, [ ] = foot head).
this is the credit problem (§5). The current section provides some necessary back-
ground information on the learner chosen to explore this alternative hypothesis (§3.1),
as well as the specifics of how the learner functions (§3.2). 
3.1. Selecting a learner. When trying to determine whether some system X
would be difficult for a child to acquire, the most straightforward way to test such a hy-
pothesis would be to observe how first-language acquisition of X proceeds. Since mid-
point systems are unattested, however, this option is unavailable. As a proxy for a
human learner, in this article we focus on the performance of a machine learner as it at-
tempts to learn midpoint systems. The learner used in this article is Magri’s (2012) con-
vergent implementation of the gradual learning algorithm (the GLA; see also
Boersma 1997, Boersma & Hayes 2001). 
The main motivation for selecting the GLA is that it is frequently cited as a plausible
model of human phonological acquisition. Studies taking into account natural language
data have shown that the GLA is capable of realistically modeling generalizations re-
garding order of acquisition and learning curves: for example, Boersma and Levelt
(2000) show that a GLA learner accurately predicts the order of acquisition of syllable
types in Dutch. The GLA is also able to predict that children’s repair strategies in re-
sponse to marked structures can change over time (McLeod et al. 2001) or differ from
child to child (Pater & Barlow 2003); see Magri 2012:240–41 for discussion. In addi-
tion, recent work has suggested that, with regard to certain kinds of phonotactic learn-
ing, the GLA converges on more restrictive grammars than competing alternatives
(Magri 2014).
Although the GLA is a plausible model of phonological acquisition, its apparent fail-
ure in some cases to make the correct empirical predictions has led some researchers to
develop and endorse other learning models (e.g. Pater 2009, Tessier 2009, though cf.
Olson 2016). As can be expected, these different models make different predictions
about the kinds of systems that are easiest, or most difficult, for a learner to acquire.
This, in turn, means that the results of the present investigation are to some extent de-
pendent on the choice of learner. In 14–16, I outline those properties of the GLA that are
necessary to derive the results that are discussed in §§4 and 5. First, the learner assumes
strict domination; second, it assumes that learning is error-driven; and third, it as-
sumes that learning is gradual.
(14) Constraints are ranked: All constraints stand in relations of strict domi-
nation: two lower-ranked constraints cannot gang up to overcome a higher-
ranked constraint. This can be contrasted with ranking algorithms in which
constraints are weighted and ganging is possible (e.g. Goldwater & Johnson
2003, Jäger 2007, Jesney & Tessier 2011, Boersma & Pater 2016).
(15) Learning is error-driven: The learner only adjusts its grammar when it
guesses the incorrect output form for the current piece of data it is consider-
ing. This can be contrasted with learners that adjust their grammar in re-
sponse to all forms, even those on which it guesses correctly (Jarosz 2013).
(16) Learning is gradual: The learner’s grammar is adjusted in response to in-
dividual pieces of data. The learner cannot access data it has seen previously,
nor can it determine whether the adjustment precipitated by an individual
form is consistent with the forms it has previously seen. This can be com-
pared to a batch or elementary ranking condition (ERC) learner, which
can make decisions about how to adjust its grammar based on generaliza-
tions extrapolated from the entirety of data presented to it (e.g. Hayes 2004,
Prince & Tesar 2004, Tessier 2009, Brasoveanu & Prince 2011). 
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Later, where it becomes more relevant, I flag those portions of the modeling results that
would likely look much different given a learning model that differs according to one or
more of the above assumptions. What I aim to show in the remainder of this article,
then, is that midpoint systems as a class are difficult to learn for a GLA learner, and
more broadly for the class of machine learners with the properties in 14–16. Whether
human learners also exhibit these properties is an open question. If it can be shown that
they do not, then the viability of a learnability-based explanation for the absence of
midpoint systems will have to be reconsidered.
3.2. How the learner works. The GLA learner used in the simulations that follow
is provided with three kinds of information: (i) a constraint set, (ii) a set of input and
candidate output forms, and (iii) advance knowledge of which forms are consistent with
the system it is trying to learn.6 The learner’s task is to discover a constraint ranking that
is guaranteed to generate all of the forms present in its input. The constraint set that will
be used in the midpoint simulations, adapted from Kager 2012:1479, is provided in 17.
It includes general anti-lapse constraints (those that penalize sequences of stressless
syllables), contextual anti-lapse constraints (those that penalize sequences of stressless
syllables in certain locations), alignment constraints (those that prefer for stress to be at
some edge), and NonFinality, a markedness constraint penalizing words with final
stress.
(17) Adaptation of Kager’s (2012) anti-lapse constraint set (based on Gordon
2002)
a. General anti-lapse constraints
iii. *Lapse: Assign one * for each sequence of two stressless syllables.
iii. *ExtLapse: Assign one * for each sequence of three stressless sylla-
bles.
b. Contextual anti-lapse constraints
iii. *LapseL: Assign one * if neither of the initial two syllables is
stressed.
iii. *LapseR: Assign one * if neither of the final two syllables is stressed.
iii. *ExtLapseL: Assign one * if none of the initial three syllables is
stressed.
iv. *ExtLapseR: Assign one * if none of the final three syllables is
stressed.
c. Alignment constraints
iii. AlignL: Assign one * for each syllable separating stress from the left
edge of the word.
iii. AlignR: Assign one * for each syllable separating stress from the
right edge of the word.
d. NonFinality: Assign one * if the final syllable is stressed.
I assume that the learner is exposed to forms with one to seven syllables. The candi-
date set I assume makes a couple of expository simplifications, none of which are cru-
cial here. First, the learner is exposed only to words containing all light syllables: our
focus will be on systems where syllable weight is not at issue. Second, I assume that
each word has one and only one stress. The set of inputs and outputs provided to the
learner, then, is fairly small: see Table 4 for a full list.7
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6 I am grateful to Adam Albright for sharing his GLA script with me.
7 While enriching the candidate set to include inputs with heavy syllables and multiple stresses generally
drives up the total number of trials required for convergence, it does not appear to affect how quickly a given
system converges relative to other systems, which is our focus for the remainder of this article.
The learner is provided with information about which of the output forms in Table 4
is optimal given the system it is learning, as well as the frequency at which that partic-
ular form is attested in its input. Frequency information and its effects on learning are
further discussed in §4. 
To illustrate how learning proceeds, consider the following simplified demonstration,
in which a learner is taught a system with penultimate stress. I assume that the learner is
equipped with the constraint set in 18, a simplified version of the constraint set in 17.
Furthermore, I assume here and throughout that all of the constraints in 17 are unranked
with respect to one another at the beginning of learning (the initial state), since they
are all markedness constraints (see Tessier 2009:13 for an explicit statement of this
common assumption). Arbitrarily, as shown in 18, all of the constraints begin with a
ranking value of 100. Values can be directly translated into rankings: if constraint A has
a value of 100 and constraint B has a value of 99, then A >> B; if the two have identical
values, then there is no crucial ranking between them.
(18) Sample simulation: initial ranking values
constraint ranking value
*LapseL 100
*LapseR 100
AlignL 100
AlignR 100
Let us assume that the first input form is disyllabic. Since the learner’s initial state is
one in which all constraints are unranked with respect to one another, the learner will ran-
domly permute all of the constraints to form a fully stratified hierarchy (see Tesar &
Smolensky 2000:47–50). Let us further assume that the resulting grammar causes the
learner to make the wrong guess, σσ́.́ The learner, informed of its error, must update its
grammar. Each update consists of two parts: promotion of the winner-preferring con-
straints (those penalizing the incorrect guess more than the correct one, here AlignL),
and demotion of the loser-preferring constraints (those penalizing the correct guess
more than the incorrect ones, here AlignR). Constraints that prefer neither the winner
nor the loser (*Lapse, *LapseL, and *LapseR) remain at their current values. The
learner’s updated grammar is in 19. The update rule (i.e. the relative amounts of promo-
tion and demotion) is Magri’s (2012): if the demotion amount is x, then the promotion
amount equals the number of constraints demoted, divided by x + the number of con-
straints promoted. Here, I assume that the demotion amount is 1; therefore, AlignR is
demoted by 1 and AlignL is promoted by .5.
(19) Sample simulation: first update
constraint ranking value
AlignL 100.5
*LapseL 100.0
*LapseR 100.0
AlignR 99.0
762 LANGUAGE, VOLUME 92, NUMBER 4 (2016)
input σ σσ σσσ σσσσ σσσσσ σσσσσσ σσσσσσσ
candidate(s) σ́́ σ́σ́ σ́σ́σ σ́σ́σσ σ́σ́σσσ σ́σ́σσσσ σ́σ́σσσσσ
σσ́́ σσ́σ́ σσ́σ́σ σσ́σ́σσ σσ́σ́σσσ σσ́́σσσσσ
σσσ́́ σσσ́σ́ σσσ́́σσ σσσ́σ́σσ σσσ́σ́σσσ
σσσσ́́ σσσσ́σ́ σσσσ́́σσ σσσσ́σ́σσ
σσσσσ́́ σσσσσ́σ́ σσσσσ́σ́σ
σσσσσσ́́ σσσσσσ́σ́
σσσσσσσ́́
Table 4. Full set of inputs and outputs provided to the learner.
This process—the presentation of a form, the learner’s guess, and its update in response
to an error (if there is one)—is referred to as a trial, and the entire learning procedure,
composed of a number of trials, is referred to as a run. On trial 2 of this run, let us
again assume that the learner encounters a disyllabic form. This time, σ́́σ is the optimal
choice: incorrect σσ́́ is penalized by high-ranked AlignL. The learner thus correctly
guesses that the output form is σ́́σ, and no update is necessary.
At trial 3, let us assume that the learner encounters a four-syllable form, σσσσ. Since
the learner’s grammar is now one in which initial stress is preferred, it will guess that
the form should have initial stress (σ́́σσσ)—but this is incorrect, since the language it is
learning is one with penultimate stress (so σσσ́́σ is correct). In response to this error, the
learner will promote the winner-preferrers (*LapseR and AlignR) and demote the
loser-preferrers (AlignL and *LapseL), yielding the result in 20. 
(20) Sample simulation: second update
constraint ranking value
*LapseR 100.66
AlignR 99.66
AlignL 99.50
*LapseL 99.00
At trial 4, the learner encounters another four-syllable form. Notice, in 20, that the
 update in trial 3 has caused the relative ranking of AlignR and AlignL to switch. The
learner will therefore guess that four-syllable σσσσ should have final stress (σσσσ́́), when
in fact it should have penultimate stress (σσσ́́σ). In response to this error, the learner pro-
motes AlignL (the winner-preferrer) and demotes AlignR (the loser-preferrer), result-
ing in the grammar in 21. 
(21) Sample simulation: third and final update
constraint ranking value
*LapseR 100.66
AlignL 100.00
*LapseL 99.00
AlignR 98.66
The learner has now converged at trial 4: it will cease to make errors, since the con-
straint ranking it has reached is consistent with the data it receives (in which each word
has penultimate stress).
Throughout, I treat the number of trials required for the learner to converge on a
ranking that generates some system X as a rough indication of the difficulty of acquir-
ing that system. Although we do not yet know what the human equivalent is of a single
machine-learning trial—could a human learner infer, after hearing only four words, that
it is learning a system with penultimate stress?—it seems reasonable to believe that
there is a positive correlation between the number of trials required for the learner 
to converge and the difficulty of the system that it is attempting to learn. For example,
if a learner takes four trials to converge on grammar A and 400 trials to converge on
grammar B, I will assume that grammar B is more difficult than grammar A for the
learner to acquire.
This section has introduced the mechanics of the learner that are utilized for the rest
of the article. In the following two sections, I show that the learner, when equipped with
the constraint set in 17 and the input-output set in Table 4, takes longer on average to
converge on rankings that generate midpoint systems than on rankings that generate su-
perficially similar, but attested, systems. I show that the learner’s difficulty in acquiring
midpoint systems stems from fundamental properties of gradual error-driven learning:
rankings that generate midpoint systems are difficult for the learner to discover. The hy-
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pothesis that midpoint systems are unattested because they are difficult to learn also
makes broader predictions about stress typology; I show that these predictions are
borne out.
4. The long-word problem. In this section, I argue that many classes of midpoint
systems suffer from the long-word problem: certain crucial rankings needed to arrive
at the correct total ranking are only available in long (5+ syllable) words. Results from
a crosslinguistic study on word-length distribution show that long words are rare in
most languages, and modeling results presented in §4.1 show that the rarity of long
words makes learning midpoint systems difficult. In §4.2, I explore consequences of the
long-word problem. I show that the few languages with stress systems that would re-
quire a learner to be exposed to long words also happen to be languages in which long
words are frequent.
4.1. Modeling results. Consider the trio of midpoint systems in 22–24. While all
display the behavior characteristic of midpoint systems (the stressable window shrinks,
then expands), they differ in one crucial respect: the minimum word length in which the
relative ranking of the two anti-lapse constraints can be determined. In 22, it is possible
to infer from all words of four or more syllables that *LapseL >> *LapseR; I refer to 22
as a limited midpoint system, since the conflicting anti-lapse constraints are both vari-
eties of *Lapse. In 23, words of five or more syllables are required to infer that
*LapseL >> *ExtLapseR; this is a mixed midpoint system, since one anti-lapse con-
straint is a variety of *Lapse, and the other is a variety of *ExtLapse. And finally, in
24, words of six or more syllables are necessary to determine that *ExtLapseL >>
*ExtLapseR; systems like 24, where both anti-lapse constraints are varieties of *Ext-
Lapse, are extended midpoint systems. 
(22) Limited midpoint (*LapseL >> *LapseR >>AlignL)
a. L{R{σ́́σ}L}R
b. L{σR{σ́́}Lσ}R
c. L{σ́́σ}LR{σσ}R
d. L{σ́́σ}LσR{σσ}R
e. L{σ́́σ}LσσR{σσ}R
f. L{σ́́σ}LσσσR{σσ}R
(23) Mixed midpoint (*LapseL >> *ExtLapseR >>AlignL)
a. L{R{σ́́σ}L}R
b. L{R{σ́́σ}Lσ}R
c. L{σR{σ́́}Lσσ}R
d. L{σ́́σ}LR{σσσ}R
e. L{σ́́σ}LσR{σσ}R
f. L{σ́́σ} LσσR{σσ}R
(24) Extended midpoint (*ExtLapseL >> *ExtLapseR >>AlignL)
a. L{R{σ́́σ}L}R
b. L{R{σ́́σσ}L}R
c. L{σR{σ́́σ}Lσ}R
d. L{σσR{σ́́}Lσσ}R
e. L{σ́́σσ}LR{σσσ}R
f. L{σ́́σσ}LσR{σσσ}R
In the case of the mixed and extended midpoint systems, the fact that certain crucial
rankings are only visible in longer (5+ syllable) words has implications for acquisition.
For example, in order for learners to successfully acquire all rankings associated with
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24, they would have to be exposed to words that are six syllables or longer. A survey of
text corpora from 102 languages reveals that this situation is, on average, unrealistic:
long words are infrequent (on the distribution of word lengths, see also Hatzigeorgiu et
al. 2001, Sigurd et al. 2004, Piantadosi et al. 2011, Kalimeri et al. 2015). The results of
this word-length study are presented in Figure 1: each thin gray line represents the fre-
quency distribution of an individual language, while the thicker black line represents
the median values. More details about how the survey was conducted, as well as more
information on the surveyed languages (including frequencies by language, genetic
classification information, and sources of the data), are given in the appendices.
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The important point to take away from Fig. 1 is that, assuming the median values rep-
resent approximately what the average learner would be exposed to, words of five 
or more syllables make up only 4% of the learner’s input, and words of six or more syl-
lables make up only 1%. What this means, then, is that for a learner attempting to learn
a midpoint system like 23 or 24, evidence as to the relative ranking of the anti-lapse
constraints comes from a small minority of forms present in the input. Since there is
reason to believe that long words are even less frequent in child-directed speech (see
e.g. Vihman et al. 1994:656 for properties of child-directed speech in English, French,
and Swedish, where one-to-two-syllable words predominate), patterns where crucial
rankings are available only in these longer words might therefore be difficult for a child
to acquire.
The rest of this subsection focuses on the following question: if a learner samples
long words at the rate they are attested crosslinguistically, does it have a difficult time
learning midpoint systems? To address this question, we focus on the learner’s behavior
as the number of long words that it encounters is steadily decreased. To model this de-
crease in the number of long words, I selected five word-length distributions from the
word-length study, detailed in Table 5. Here, Portuguese represents the ‘average’ lan-
guage, since its distribution is closest to the median. Inuktitut represents the upper
bound, since it has more long words than any other language in the study; Haitian rep-
resents the lower bound, since it has very few. English and Ganda represent intermedi-
ate points along the continuum. 
Each of the word-length distributions in Table 5 represents a learner that encounters
words of different lengths at different rates. To probe the effects of the word-length dis-
tribution on learning different stress systems, I taught each learner five different sys-
Figure 1. Results of the survey of text corpora from 102 languages (see the appendices for more details).
tems: the three midpoint systems in 22–24, a system with initial stress (Initial, in 25),
and a system with antepenultimate stress (AP, in 26). Notice that, for AP, words of four
syllables or longer are required in order to establish that *ExtLapseR >> AlignL,
since only in words of this length is it clear that there is a right-edge window actively
prohibiting AlignL from being fully satisfied. In this sense, AP is exactly like the lim-
ited midpoint system in 22, in that four-syllable words are required to establish all cru-
cial rankings.
(25) Initial (AlignL >> all)
a. σ́́σ
b. σ́́σσ
c. σ́́σσσ
d. σ́́σσσσ
e. σ́́σσσσσ
f. σ́́σσσσσσ
(26) AP (*ExtLapseR >>AlignL)
a. R{σ́́σ}R
b. R{σ́́σσ}R
c. σR{σ́́σσ}R
d. σσR{σ́́σσ}R
e. σσσR{σ́́σσ}R
f. σσσσR{σ́́σσ}R
Each system was presented to each learner ten times, for a maximum of 2,000 trials
each. The results are in Table 6 below. Across word-length distributions, the two at-
tested systems (Initial and AP) were learned very quickly. For Initial, word-length dis-
tribution has little effect on the number of trials required for convergence. For AP,
word-length distribution has some effect: compare the Haitian learner’s average of 287
trials to the Portuguese learner’s twenty-seven. This is not surprising, since four-sylla-
ble words (necessary for inferring all crucial rankings for AP) are rarely presented to the
Haitian learner. The limited midpoint system (LM, in 22) is also learned relatively
quickly by all learners; the fact that the learner takes slightly longer on average to con-
verge on LM than it does on AP is reflective of the fact that LM poses an additional
problem to the learner (discussed in §5). 
For the two remaining systems—the mixed midpoint system in 23 (MM) and the ex-
tended midpoint system in 24 (EM)—the rate at which the learner is exposed to long
words has a marked effect on the number of trials required for convergence. Although
MM and EM are learned relatively quickly by the Inuktitut and Ganda learners, the Por-
tuguese and English learners take longer to converge on EM and MM than they do on
the other three systems. The difficulty that these systems pose is only made clearer by
the performance of the Haitian learner, which failed to converge on the correct ranking
within 2,000 trials for three of the MM runs and all ten of the EM runs.
The results in Table 6 support the hypothesis that the long-word problem plays a sig-
nificant role in the absence of some types of midpoint systems. For MM and EM, the
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distribution 1σ 2σ 3σ 4σ 5σ 6σ 7+σ
Inuktitut 1.3% 5.2% 14.4% 20.7% 21.3% 15.3% < 21.8%
Ganda 22.6% 21.7% 20.7% 17.4% 10.4% 5.0% < 2.1%
Portuguese 32.6% 35.4% 18.2% 10.0% 3.0% 0.7% < 0.1%
English 56.6% 28.0% 11.5% 3.0% 0.6% 0.3% < 0.1%
Haitian 58.0% 36.1% 5.1% 0.7% 0.1% 0.0% < 0.0%
Table 5.Word-length distributions selected from the word-length study.
number of long words presented to the learner is inversely correlated with the number
of trials necessary to converge on a ranking that generates a midpoint system. But there
is still an additional question: given that the data presented to the learner are consis-
tent with a ranking that generates a midpoint system, why is this not the preferred
analysis? In other words: in the absence of overt evidence that the learner is attempting
to acquire a midpoint system, why is it systematically biased against this hypothesis?
To explore this question, we will focus on the Haitian learner’s failed attempts to
learn EM. When the Haitian learner attempts to learn EM, it is never exposed to 27d–e,
since words of six or more syllables are entirely absent from its input. Without these
forms, 27 is identical to what the Haitian learner sees when learning AP, in 28. In other
words: when long words are absent, the data are ambiguous.
(27) Three-to-five-syllable forms for EM
a. L{R{σ́́σσ}L}R
b. L{σR{σ́́σ}Lσ}R
c. L{σσR{σ́́}Lσσ}R
d. L{σ́́σσ}LR{σσσ}R
e. L{σ́́σσ}LσR{σσσ}R
(28) Three-to-five-syllable forms for AP
a. R{σ́́σσ}R
b. σR{σ́́σσ}R
c. σσR{σ́́σσ}R
d. σσσ R{σ́́σσ}R
e. σσσσ R{σ́́σσ}R
Given the data from EM in 27, both AP and EM are possible hypotheses, but AP is the
preferred one.8 Every time the Haitian learner is exposed to 27 or 28, it converges on a
grammar that generates AP. To see where this bias comes from, consider the schematic
learning trajectory presented in Figure 2 (based on run 1 of the Haitian learner’s EM tri-
als). Forms that the learner encounters (one to five syllables) are in black; forms that the
learner does not encounter (six or more syllables) are in gray.
At the beginning of the learning procedure, the learner’s initial state (state (i)) is one
in which all markedness constraints are unranked with respect to one another. When the
learner is presented with monosyllabic and disyllabic forms, all of the constraints in its
grammar are randomly permuted to form a fully stratified ranking. As for the stress of
monosyllabic forms, the learner will always make the correct guess because there is no
other option (the candidate set assumes that all forms must bear a stress). For the disyl-
labic forms, more of the possible fully stratified rankings prefer σ́́σ (with initial stress;
target) to σσ́́ (with final stress; nontarget), so the learner often makes the correct guess.
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8 There are other possible hypotheses given the data in 27a–c: for example, the system could be one in
which post-peninitial stress is preferred, but stressing either of the final two syllables is impossible. For sim-
plicity, I do not discuss these other hypotheses.
distribution initial AP LM MM EM
Inuktitut 2 10 25 29+ 17+
Ganda 3 14 23 35+ 48+
Portuguese 4 27 39 98+ 199+
English 7 58 109 289+ 689+
Haitian 18 287 317 1,593+ 2,000+
Table 6. Average number of trials necessary to converge, by learner and by system.
When presented with a trisyllabic form, the guess compatible with the most fully
stratified rankings is second-syllable stress (σσ́́σ), but this is the wrong guess: in the tar-
get system (state (iv)), trisyllabic forms have initial stress. In response to its error, the
learner promotes AlignL (and demotes several other constraints),9 resulting in a gram-
mar in which all forms have initial stress (state (ii)). When the learner encounters a
four- or five-syllable form, it makes another error: the learner guesses that the form
should have initial stress (σ́́σσσ), when in fact stress should be antepenultimate (σσ́́σσ).
In response to this error, the learner promotes *ExtLapseR (preferring the correct form
with antepenultimate stress) and demotes AlignL (preferring the incorrect form with
initial stress). Since learning is gradual, it can take the learner more than one error of
this type to eventually converge on a grammar that generates AP (state (iii)). 
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9 The full story: for this trial, the learner promotes the winner-preferrer AlignL and demotes the loser-
preferrers *Lapse, *LapseR, andAlignR. For simplicity, here and in what follows I focus on only a subset of
the updates.
Figure 2. Learning trajectory for the Haitian EM learner.
Although the learner has not yet reached the target grammar (state (iv)), learning
ends when it reaches a grammar that generates antepenultimate stress (state (iii)). This
is because some of the crucial rankings necessary to reach the target grammar (state
(iv)) are not motivated by data that the learner encounters. To reach the target grammar,
it is necessary for the learner to infer that *ExtLapseL >> *ExtLapseR, but the learner
never sees any evidence that *ExtLapseL needs to be promoted. This is because the er-
rors that would cause the learner to promote *ExtLapseL are incompatible with other
aspects of the system that it is learning. For example, if the learner were to encounter
four-syllable σσσσ and incorrectly guess that it should be stressed as σσσσ́́, *Ext-
LapseL would be promoted, since the target form σσ́́σσ shows the learner that stress
must fall within an initial trisyllabic window. But the learner never makes this error or
others like it, because it learns very early on that AlignL is high-ranked: it has no rea-
son to ever guess that a word should have final stress. In short, AP is the preferred hy-
pothesis given the data in 27a–c because the rankings needed to derive it are supported
by data that the learner encounters.
Since I am assuming that all markedness constraints are equally ranked in the initial
state, another way of viewing the preference for AP is as a preference for the simplest
possible hypothesis, meaning here the hypothesis that involves the fewest deviations
from the initial state. Comparing the grammars necessary to generate AP (in 29) and
EM (in 30) reveals a fundamental difference between them: the grammar for EM has
more strata. If all markedness constraints are unranked with respect to one another in
the initial state, then 30 represents a more significant departure. From the learner’s per-
spective, there is no reason to assume that the additional ranking differentiating 29 from
30 is necessary unless it is explicitly motivated by data it encounters.10
(29) Grammar for AP
*ExtLapseR
↓
AlignL
(30) Grammar for EM
*ExtLapseL
↓
*ExtLapseR
↓
AlignL
This result continues to hold even if we adopt other proposals in the literature argu-
ing for more refined initial rankings. Within a constraint class, such as markedness or
faithfulness, proposals about biases in the initial state have typically appealed to the dif-
ference between specific and general constraints (though cf. Tesar & Smolensky
2000:68–70 for other proposals regarding the initial ranking of foot-form and quantity-
sensitive constraints). For example, Hayes (2004) proposes that if both a specific and a
general faithfulness constraint can be used to rule out a single losing candidate, the spe-
cific constraint should be selected. Favoring specific faithfulness constraints allows the
learner to maintain a more restrictive grammar, which helps avoid overgeneration
(Hayes 2004:178–79). With this logic, if learners should favor restrictive grammars, we
might expect that general markedness constraints should be favored over specific ones,
since general markedness constraints penalize a wider variety of forms (see Albright &
Do 2013). But preferring general over specific markedness constraints does not affect
the results discussed above, since neither *ExtLapseL nor *ExtLapseR is more spe-
cific than the other. Even if we assume the opposite—that specific markedness con-
straints should be favored over general ones (Do 2013:123)—the result still holds. In
fact, it is difficult to envision a reason why a learner would be biased to prefer one of
*ExtLapseL or *ExtLapseR over the other in its initial state, since the two constraints
are completely symmetrical.11
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10 Stated this way, the preference for AP over EM is one that relies heavily on the GLA’s assumption that
constraints stand in relations of strict domination: the learner is biased to acquire systems in which there are
very few constraint strata. There is no reason to believe that this same metric of simplicity should apply, how-
ever, if we assume that constraints are weighted and that several low-weighted constraints can gang up on a
higher-weighted one. In fact, when attempting to teach the ambiguous data presented to the Haitian learner to
a noisy harmonic grammar (NHG) learner, using the same constraint set and input-output pairs, the NHG
learner was biased to acquire EM (these simulations done in OTSoft; Hayes et al. 2013). This result, however,
only arises because AlignL and AlignR are assessed gradiently. If we replace these constraints with cate-
gorical ones, then the weighted-constraint and ranked-constraint learners behave identically: both are biased
to prefer AP.
11 As the associate editor points out, such a bias might arise during learning as an effect of language pro-
cessing. Numerous psycholinguistic studies have argued that listeners tend to associate a stressed syllable 
In sum, this subsection has suggested that the long-word problem can help us under-
stand why certain types of midpoint systems are unattested. As demonstrated above, a
GLA learner trying to acquire an extended midpoint system has to be exposed to words
of six syllables or longer in order to reach the target grammar. In many cases, this is an
unrealistic situation: in the word-length study described in Appendix A, words of six or
more syllables make up a negligible portion of the corpus (0.4% or lower) in thirty-nine
of the 102 languages surveyed. The situation is similar, though much less dire, for a
learner trying to acquire a mixed midpoint system (as in 19): five-syllable words make
up on average 3% of the entire corpus, with nine of the 102 surveyed languages having
very few words of this length (0.4% or lower). Since exposure to long words is in many
cases necessary for a learner to reliably acquire a midpoint system, the crosslinguistic
rarity of long words poses a general problem for the acquisition of these systems.
4.2. Consequences of the long-word problem. Above, I showed that appealing
to the crosslinguistic rarity of long words can help us make progress in understanding
why certain types of midpoint system are unattested. This claim, if correct, has broader
typological consequences: stress systems in which some crucial rankings are visible
only in long words should arise only in the small minority of languages in which long
words are frequent. In this subsection, I explore these consequences by investigating
several types of stress system in which long (6+ syllable) words appear to be necessary
to establish all crucial rankings. The results of this investigation suggest that stress sys-
tems can be divided into two classes: (i) those in which the stress in long words is pre-
dictable given the stress in shorter words, and (ii) those in which the stress in long
words is not predictable given the stress in shorter words. As expected, the (ii)-type
systems appear to be attested only in languages with far more long words than average.
Behavior of long words is predictable: binary-plus-clash systems. To illus-
trate how the stress of long (6+ syllable) words can be predicted given the stress of
shorter words, I focus on the typology of binary-plus-clash systems (name due to Gor-
don 2002). In these systems, stress generally alternates in a binary fashion, but clashes
arise in words of certain lengths. For example, in Passamaquoddy (LeSourd 1988,
1993), odd-parity words license a clash (underlined) at their left edge; examples are
given in 31.
(31) Stress in Passamaquoddy (LeSourd 1988:140–43)
a. wá.sis ‘child’ σ́́σ
b. wà.sí.sək ‘dirt, soil’ σ̀̀σ́σ́
c. wì.coh.ké.mal ‘he helps the other’ σ̀̀σσ́́σ
d. wì.còh.ke.ké.mo ‘he helps out’ σ̀̀σ̀σ̀σ́́σ
e. wì.coh.kè.ta.há.mal ‘he thinks of helping the other’ σ̀̀σσ̀̀σσ́́σ
f. tèh.sàh.kwa.pà.sol.tí.ne ‘let’s walk around on top’ σ̀̀σ̀σ̀σ̀̀σσ́́σ
As another example, consider the pattern attested in Southern Paiute (Sapir 1930; see
also Harms 1966, Wheeler 1979), where even-parity words license a clash (underlined)
between the penult and the antepenult. Vowel devoicing is indicated by small capitals,
following Sapir.
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with the beginning of a word (see e.g. Cutler & Butterfield 1992 for English), which might lead learners to be
biased toward acquiring a grammar in which *ExtLapseL and other constraints favoring left-edge stress are
highly ranked. Note, however, that this preference for associating stress with a word’s left edge appears to be
at odds with the typology of window systems: in Kager 2012, more languages exhibit a right-edge window
(where *LapseR or *ExtLapseR is ranked high) than a left-edge window (where *LapseL or *ExtLapseL is
ranked high). 
(32) Stress in Southern Paiute (Sapir 1930:28–40, particularly p. 39; see also van
Urk 2013:11)
a. ú.ma ‘with it’ σ́́σ
b. tï.qá.qːa ‘several eat’ σσ́́σ
c. qa.ní.à.ŋa ‘his house’ σσ́́σ̀̀σ
d. pu.cá.ɣa.ì.pːì.ɣa ‘looked for’ σσ́́σσ̀̀σ̀̀σ
e. nam.pú.cːa.ɣà.i.pì.ɣa ‘looked for trail’ σσ́́σσ̀̀σσ̀̀σ
f. tï.vwá.qːaŋ.wà.i.yù.càm.pa ‘though not killing game’ σσ́́σσ̀̀σσ̀̀σ̀̀σ
In both of these systems, if we focus only on words of five syllables or fewer, the 
preferred location of the clash is ambiguous. In Passamaquoddy, five-syllable
<wì.còh.ke.ké.mo> (σ̀̀σ̀̀σσ́́σ) is consistent with two seven-syllable forms: the attested
<tèh.sàh.kwa.pà.sol.tí.ne> (σ̀̀σ̀̀σσ̀σ̀σ́́σ), with a clash at the edge, and the unattested
*<tèh.sah.kwà.pà.sol.tí.ne> (*σ̀̀σσ̀̀σ̀̀σσ́́σ), with a word-internal clash. In Southern
Paiute, the stress pattern of four-syllable [qa.ní.à.ŋa] (σσ́́σ̀̀σ) is consistent with two pos-
sible six-syllable forms: the attested [pu.cá.ɣa.ì.pːì.ɣa] (σσ́́σσ̀̀σ̀̀σ), with a clash between
two secondary stresses, and the unattested *[pu.cá.ɣà.i.pːì.ɣa] (*σσ́́σ̀̀σσ̀̀σ), with a clash
between the primary and a secondary. At face value, then, it appears that a learner
would have to be exposed to long words in order to successfully acquire systems like
those in 31 and 32. 
But as Kager (2001) and van Urk (2013) note, there are typological generalizations re-
garding the typology of binary-plus-clash systems that render the stress patterns in these
long words entirely predictable. The first generalization is that stress clash is typically re-
alized away from the primary stress: this is the case for both Passama quoddy and
Southern Paiute.12 The second generalization, also evident in both languages, is that
stress clash is typically realized at or close to the edge of a word. More precisely,
in quantity-insensitive systems, stress clashes that are separated from both word edges
by another stress (e.g. σ́́σσ̀̀σ̀̀σσ̀̀) are unattested. To encode these asymmetries, two con-
straints have been proposed: Clash-at-Edge (33), penalizing all word-internal clashes
(definition adapted from van Urk 2013:21; see also Kager 2001:11), and *Clash-at-
Peak (34), penalizing all primary-adjacent clashes (definition adapted from Kager
2001:10). 
(33) Clash-at-Edge: Assign one * for each sequence of two stressed syllables
that is both preceded and followed by another stressed syllable.
(34) *Clash-at-Peak: Assign one * if the syllable bearing primary stress is im-
mediately adjacent to one or more syllables bearing secondary stress.
Simply admitting Clash-at-Edge and *Clash-at-Peak into Con is sufficient to ren-
der the seven-syllable forms of Passamaquoddy and the six-syllable forms of Southern
Paiute predictable. In Passamaquoddy, five-syllable <wì.còh.ke.ké.mo> (σ̀̀σ̀̀σσ́́σ) and all
shorter forms show us that the initial and penult must receive stress and that *Lapse is in-
violable. Given this, it is predictable that, in seven-syllable <tèh.sàh.kwa.pà.sol.tí.ne>
(σ̀̀σ̀̀σσ̀σ̀σ́́σ), the clash should be realized at the edge opposite the primary stress. As shown
in 35, the alternatives are harmonically bounded: they cannot win under either ranking of
the two constraints.
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12 The only exception to this generalization discussed by van Urk (2013) is South Conchucos Quechua
(SCQ; Hintz 2006). In SCQ, we find stress clash occurring between the primary and a secondary
([tú.shù.ku.nà.qḁ], σ́́σ̀̀σσ̀σ̀). All this shows, though, is that the preference to avoid clashes between the primary
and a secondary can be overruled by the preference to place clashes at the edge of the word. In other words,
in SCQ, Clash-at-Edge >> *Clash-at-Peak (see 33 and 34 for definitions).
(35) Passamaquoddy <tèh.sàh.kwa.pà.sol.tí.ne> (σ̀̀σ̀σ̀σ̀̀σσ́́σ) is predicted
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13 The learner used in this subsection differs in noncrucial ways from the learner introduced in §3.2. For ex-
ample, it has to consider and evaluate candidates with more than one stress. For comparison, this new learner
takes 580 trials on average to learn EM (the pattern in 24), which is many more trials than is required to learn
either of the binary-plus-clash systems.
/σσσσσσσ/ Clash-at-Edge *Clash-at-Peak
 a. σ̀̀σ̀σ̀σ̀σ̀σ́σ́
b. σ̀σ̀σ̀̀σ̀σ̀σ́σ́ *!
c. σ̀σ̀σ̀σ̀σ̀̀σ́σ́ *!
Similar considerations apply for Southern Paiute. A learner can infer from four-syllable
[qa.ní.à.ŋa] (σσ́́σ̀̀σ) and other shorter forms that stressing peripheral syllables is dispre-
ferred (the initial is only stressed in disyllabic forms, such as 32a, to avoid stressing the
final) and that *Lapse is inviolable. Once we take Clash-at-Edge and *Clash-at-
Peak into account, it is predictable that six-syllable [pu.cá.ɣa.ì.pːì.ɣa] (σσ́́σσ̀̀σ̀̀σ) and
longer even-parity words should license their clashes at the side of the word not adja-
cent to the primary stress.
In short, binary-plus-clash systems are not systems in which very long (6+ syllable)
words are necessary in order to establish crucial rankings: the stress of these longer
words is predictable given the stress of shorter (five or fewer syllable) words. We might
expect, then, that a learner would not face any difficulty in learning binary-plus-clash
systems, since exposure to long words is not necessary to reach the target grammar.
This expectation is borne out: a learner equipped with Clash-at-Edge and *Clash-
at-Peak takes sixty-eight trials on average to learn Passamaquoddy, and sixty-nine to
learn Southern Paiute.13
The discussion here has focused entirely on binary-plus-clash systems, but there are
other classes of systems in which the stress patterns of long (e.g. seven-syllable) words
are predictable given the stress of shorter words. Another class of examples comes from
the typology of binary-plus-lapse systems (see Kager 2001, Gordon 2002), where sev-
eral typological generalizations also render the stress of long words predictable. Kager
(2001) shows that when lapses are licensed in quantity-insensitive systems, they are re-
alized either (i) adjacent to the peak or (ii) at the right edge of the word. Given five-
syllable σ́́σσσ̀̀σ (as in Garawa; see Furby 1974), the learner can infer that the lapse must
occur adjacent to the primary stress: the seven-syllable form must then be the attested
σ́́σσσ̀̀σσ̀̀σ, and not the unattested σ́́σσ̀̀σσσ̀̀σ. Thus, languages exhibiting binary-plus-
lapse patterns are also systems in which the stress of long (7+ syllable) words is pre-
dictable given the stress of shorter words. 
Long-word phenomena in languages with many long words: ternary
stress. I turn now to the class of systems in which the stress of long words is not pre-
dictable from the stress of shorter words; our case study will be languages exhibiting
ternary stress patterns. In these systems, each stress is preferably separated from an-
other stress by two stressless syllables (e.g. σ́́σσσ̀̀σσ). Some ternary systems pose a po-
tential challenge for the long-word hypothesis because they are systems in which a
learner must be exposed to long (6+ syllable) words in order to infer all crucial rank-
ings. To illustrate, we will focus on two such systems: the Eskimo-Aleut language
Chugach Alutiiq Yupik (hereafter ‘Chugach’; Leer 1985a,b, Hewitt 1992) and Cayu-
vava, a nearly extinct language of Bolivia (Key 1961, 1967).
The stress pattern of Chugach, as described by Kager (1993:412–13), is as follows: in
words with all light syllables, the second syllable is stressed, as is every third syllable
thereafter. In addition, the final syllable is usually stressed, unless stress falls on the
penult. Heavy syllables (closed initials, and all with long or diphthongal nuclei) are
stressed. If a heavy syllable is followed by a string of light syllables, stress falls on every
third light syllable. In 36a, I provide examples of words of three to eight syllables with
all light syllables; in 36b I provide examples of words where the initial syllable is heavy.
In cases where the data are unavailable, I have provided a schematic representation of
what the pattern would likely be, based on what we know. Leer reports that all stresses
are of equal prominence; following Kager (1993), I transcribe them all as primaries.
(36) Stress in Chugach (36a.ii from Leer 1985b:164; all others from Leer 1985a:
84–113)
a. Words with all light syllables
iii. pa.lá.yaq ‘rectangular skiff’ σσ́́σ
iii. a.kú.ta.mék ‘akutaq (a food), abl.sg.’ σσ́́σσ́́
iii. ta.qú.ma.lu.ní ‘apparently getting done’ σσ́́σσσ́́
iv. a.kú.tar.tu.nír.tuq ‘he stopped eating akutaq’ σσ́́σσσ́́σ
iv. ma.ngár.su.qu.tá.qu.ní ‘if he (refl.) is going to hunt σσ́́σσσ́́σσ́́
porpoise’
vi. inferred σσ́́σσσ́́σσσ́́
b. Words with heavy initials
iii. taá.ta.qá ‘my father’ σ´̄̄σσ́́
iii. án.ci.qu.kút ‘we’ll go out’ σ´̄̄σσσ́́
iii. naá.qu.ma.lú.ku ‘apparently reading it’ σ´̄̄σσσ́σ́
iv. inferred σ´̄̄σσσ́σ́σ
iv. át.sar.su.qú.ta.qu.ní ‘if he (refl.) is going to get σ´̄̄σσσ́σ́σσ́́
berries’
vi. tán.ner.lir.sú.qu.ta.qú.ni ‘if he (refl.) is going to hunt σ´̄̄σσσ́σ́σσ́́σ
bear’
In Cayuvava, primary stress falls on the antepenultimate syllable, and secondary
stresses occur on every third syllable counting back from the primary stress; see 37.14
(37) Stress in Cayuvava (all data from Key 1961:143–50)
a. dá.pa ‘canoe’ σ́́σ
b. tó.mo.ho ‘small water container’ σ́́σσ
c. a.rí.po.ro ‘he already turned around’ σσ́́σσ
d. a.ri.pí.ri.to ‘already planted’ σσσ́́σσ
e. à.ri.hi.hí.be.e ‘I have already put the top on’ σ̀̀σσσ́́σσ
f. ma.rà.ha.ha.é.i.ki ‘their blankets’ σσ̀̀σσσ́́σσ
g. i.ki.tà.pa.re.ré.pe.ha ‘the water is clean’ σσσ̀̀σσσ́́σσ
In both Chugach and Cayuvava, a learner would have to be exposed to long words to
infer all crucial rankings. In Chugach, only in words of six syllables or longer, like
36b.v–vi, is it clear that ternary alternation is completely general in this language, not
just licensed following the first stress (as in Indonesian; see Cohn 1989). In Cayuvava,
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14 The associate editor raises a concern that evidence for Cayuvava’s stress pattern is insufficient, and that
the reported facts cannot be confirmed. While we should indeed be cautious of accepting impressionistic de-
scriptions of stress patterns (see e.g. de Lacy 2014, Tabain et al. 2014), the Cayuvava data can still be used as
illustration of a broader point, as long as they have not been publicly disputed. As de Lacy (2014) notes, much
of the data that stress typologies are based on is open to question.
only in words of six syllables or longer, like 37e–g, is it clear that there is more than one
stress per word; in all shorter words, the system could just as well be one with a single
antepenultimate stress.
The fact that the Chugach and Cayuvava patterns require long words to become clear
is completely consistent with the fact that, in both languages, it is probable that long
words are frequent. Words of six syllables or more make up 9.4% of a 340-word text
from the Yupik language Alutiiq (Anonymous 1980), of which Chugach is a dialect.
While a fuller investigation of available Alutiiq resources is necessary to determine the
relative frequency of long words, it does appear to be a more general feature of the
 Eskimo-Aleut family that such words are common. For example, in both Inuktitut and
Inupiatun, from the Inuit branch of the family, long words are extremely frequent. In
Inuktitut, words of six or more syllables make up 37.1% of the word-length study; in
 Inupiatun, they make up 35.7% (compare this to the average of 3.3%; see Appendix A
for the full frequency distributions). And while I have not yet investigated the available
text resources for Central Alaskan, another dialect of Yupik, it certainly allows long
words. I assume that the form in 38, from Miyaoka 2012:132, is a single prosodic word;
see Miyaoka 2012:70–71 for information on Central Alaskan prosody, where it appears
that morphologically simple and complex forms are treated alike. 
(38) angya-cuara-li-yu-kapigte-llru-nric-aaq-sugnarq-llru-yugnarz-annga
boat-small-make-des-its-pst-neg-ctr-inf-pst-inf-ind-3sg.1sg
‘I’m in doubt that he actually didn’t really want to make me a small boat 
(but he did)’
Would a learner be able to learn the Chugach pattern in 36, based on the data that are
available to it? Since the learner is not currently set up to handle quantity-sensitive inputs
and outputs, nor is it set up to handle a language in which all stresses are of equal promi-
nence, I cannot currently answer this question. It seems reasonable to believe, however,
that a learner exposed to far more 6+ syllable words than average would have an easier
time learning a system in which it is necessary to be exposed to 6+ syllable words. 
Since I have been unable to locate a larger text collection for Cayuvava (nor does it
have any known relatives), it is hard to know what the word-length distribution in this
language is. A short text in Key 1967, however, gives us an idea: as shown in Table 7,
words of six syllables or longer make up 26.4% of this seventy-two-word text. This is an
unusually large percentage, compared to the survey average of 3.3% (see Appendix A).
As expected, a learner that samples long words at the high rate they are attested in Table
7 easily learns the Cayuvava pattern: it requires forty-five trials on average to converge. 
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Although it is currently unclear exactly how many long words a human learner
would have to encounter in order for a pattern dependent on long words (like those dis-
cussed above) to be easily learned, we have seen in this section that the long-word hy-
pothesis makes correct predictions about stress typology. Systems where some crucial
rankings are discernible only in long words appear to be attested only in languages that
independently have many long words, far more than is crosslinguistically average (I
leave a more quantitative formulation of this generalization to future work). We can
therefore safely point to the general crosslinguistic rarity of long words as a contribut-
ing factor to the unattested status of certain types of midpoint systems.
syllables 1 2 3 4 5 6 7 8
# of syllables 5 0 19 21 8 10 5 4
% of total 6.9% 0% 26.4% 29.2% 11.1% 13.9% 6.9% 5.6%
Table 7. Word-length distribution of Key’s (1967) Cayuvava text.
5.The credit problem. In §4, we saw that it is difficult for the learner to acquire mid-
point systems when it is deprived of the forms necessary to infer all crucial rankings. But
this cannot be the only factor leading to the absence of midpoint systems from the attested
typology, for two reasons. First, not all learners are deprived of long words: although lan-
guages like Inuktitut (where we would expect learners to be exposed to many long words)
are rare, they do exist: in ten of the 102 languages included in the word-length study,
words of six syllables or more make up 10% of the corpus. Second, not all kinds of mid-
point systems require a learner to be exposed to long words for expedient acquisition: in
the limited midpoint systems discussed in §4.1, learners need only be exposed to words
of four or more syllables, which are crosslinguistically frequent.
This section discusses an additional factor that makes midpoint systems difficult for a
learner to acquire. In §5.1, I show that the inconsistent placement of stress with respect
to a word edge poses a credit problem for the learner: in short, updates in response to
words of different lengths are mutually antagonistic, causing the learner to make many
errors that cancel one another out before it converges, more or less by chance, on the cor-
rect grammar. Unlike the long-word problem, the credit problem is fully general: it ap-
plies to all kinds of midpoint systems, and it applies regardless of the relative frequency
of long words. In §5.2, I show that this dispreference for midpoint systems is part of a
much larger dispreference for systems in which the placement of stress depends on word
length, as is predicted by the results in §5.1. 
5.1.Modeling results. To examine the credit problem in more detail, I focus on the
Portuguese learner’s attempts at learning midpoint systems. While the Portuguese
learner always converges on a grammar that generates the midpoint systems, it takes
longer on average to learn these systems than it does to learn either Initial or AP (see
Table 6 above for a summary of the results).
To understand why it takes the learner a relatively long time to converge on the correct
ranking for EM, consider the schematic learning trajectory presented in Figure 3 (based
on a simplified run 6 of the Portuguese learner’s EM trials). As was the case with the sim-
ulations discussed in §4.1, at the beginning of the learning procedure, the learner’s initial
state (state (i)) is one in which all markedness constraints are unranked with respect to
one another. When the learner is presented with monosyllabic and disyllabic forms, it
correctly guesses that they should have initial stress. When presented with a trisyllabic
form, the learner makes an error: it guesses that the form should have second-syllable
stress (σσ́́σ), when it should in fact have initial stress (σ́́σσ). In response to this error, the
learner promotes AlignL, leading to a grammar that predicts all forms should have ini-
tial stress (state (ii)). But this is incorrect: when the learner encounters a four- or five-
syllable word, it predicts that the form should have initial stress (σ́́σσσ), when it should
have second-syllable stress (σσ́́σσ). This error causes the learner to promote *Ext-
LapseR and demote AlignL, eventually reaching a grammar that generates forms with
antepenultimate stress (state (iii)).
So far, the learning trajectory is identical to the Haitian learner’s trajectory (see §4.1).
The difference is that the Portuguese learner is exposed to six- and seven-syllable
words. While in state (iii), a Portuguese learner seeing a word with six or more syllables
will make an incorrect guess: its grammar tells it that stress should be antepenultimate
(σσσσ́σ́σ), when in fact it should be initial (σ́́σσσσσ). When comparing the winning
form (σ́́σσσσσ) and the losing form (σσσσ́σ́σ), notice that the winning form satisfies a
number of constraints demanding that stress fall near the word’s left edge: AlignL,
*ExtLapseL, and *LapseL. The learner, not knowing which of these constraints is re-
sponsible for choosing the attested form, promotes all of them—in most cases, this up-
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date takes the learner back to state (ii), causing it to again believe that all words should
have initial stress. EM thus poses a credit problem: not knowing which of several
markedness constraints is responsible for the attested form, the learner must promote all
of them, causing it to revert to an earlier hypothesis. 
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The erratic behavior of AlignL demonstrates visually why midpoint systems are dif-
ficult for the learner. Recall that when the learner (at state (ii)) incorrectly guesses that
a six-syllable form should have antepenultimate stress (σσσσ́́σσ), there are three con-
straints that could be responsible for the attested σ́́σσσσσ: *ExtLapseL, *LapseL, and
AlignL. The learner is agnostic as to which constraint is responsible for the attested
Figure 3. Learning trajectory for the Portuguese EM learner.
Learning continues on in this manner for a while longer, with the learner bouncing
back and forth between grammars that generate initial stress (state (ii)), antepenultimate
stress (state (iii)), and other incorrect hypotheses before converging, more or less by
chance, on the target grammar that generates EM (state (iv)). What is immediately no-
ticeable about the learning trajectory is that the value of AlignL is in constant flux:
since the position of stress is inconsistent across words of different lengths, the learner
receives inconsistent evidence about the relative importance of satisfying AlignL. The
ranking trace in Figure 4, from the Portuguese learner’s run 6, illustrates: with each up-
date, the ranking value of AlignL changes.
Figure 4. Ranking value of AlignL over time (EM, Portuguese learner, run 6).
form, so it promotes all three. We could imagine a different response to this error: the
learner could evaluate its current grammar, see that previous updates have caused it to
rank *ExtLapseR above AlignL, and refuse to promote AlignL. This reference to
previously established rankings is a property of batch and ERC learners (see citations in
16): the updates a learner performs in response to errors are informed by the crucial
rankings that it has already learned. Such a learner would not encounter the credit prob-
lem described above, since it would require the learner to retain the ranking *Ext-
LapseR >> AlignL, once it had been established.15 This is not how the GLA works,
though, and the GLA’s lack of reference to previously established rankings is in fact a
desirable property of the algorithm. If, for example, the first word a child hears is a
speech error—an adult intends to produce the form σ́́σ, but instead produces σσ́́—we do
not want the child to learn that AlignR >> AlignL is irreversible. In other words, a
learner must be able to unlearn incorrect crucial rankings established in response to
misproduced or misperceived forms. This ability of the learner to unlearn rankings es-
tablished in response to previous errors is, in turn, exactly what makes EM so difficult
to acquire.
The important point of this section is that the credit problem posed by the midpoint
system in 24, as illustrated above, is completely general: all midpoint systems, whether
they involve context-sensitive varieties of *ExtLapse or of *Lapse, are difficult for the
learner in this respect; all midpoint systems involve the inconsistent placement of stress
across words of different lengths. For example: a learner acquiring a limited midpoint
system, like the system discussed in §4.1 (LM in 22, given in an abbreviated format in
39), does not need to be exposed to long words. 
(39) LM (*LapseL >> *LapseR >>AlignL)
a. L{R{σ́́σ}L}R
b. L{́σR{σ́́}Lσ}R
c. L{σ́́σ}LR{σσ}R
While the relative ranking of *LapseL and *LapseR can be inferred from all forms of
four syllables or longer, acquiring the ranking that generates 39 is still difficult for the
learner, since the updates performed in response to the trisyllabic form with second-
syllable stress, 39b, are not consistent with those performed in response to the other
forms. In other words, the learner runs into the same credit problem as it does when at-
tempting to learn EM. The ranking trace in Figure 5 illustrates: the value of AlignL os-
cillates with each update that the learner performs.
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15 The situation for ERC-based learners might not be so optimistic if ERCs are stored in cache (see Tessier
2007). In the case of EM, since long words are only infrequently encountered by the learner, they are not sta-
tistically strong patterns that the ranking algorithm has to deal with. Thanks to a referee for pointing this out.
Figure 5. Ranking value of AlignL over time (LM, Portuguese learner, run 8).
In sum, the characteristic of midpoint systems responsible for the credit problem is
the variable positioning of stress with respect to a word edge: stress is located at a word
edge in words of some lengths, but not others. This inconsistency causes the learner to
overgeneralize. When the learner sees a word with initial stress, it will often update its
grammar to one that prefers initial stress, regardless of what has come before. The vari-
able positioning of stress with respect to a word edge is a signature characteristic of all
midpoint systems; thus, the credit problem can help us understand why these systems,
as an entire class, are dispreferred.
5.2. Extensions: a dispreference for inconsistent stress placement. The
main observation in §5.1 is that midpoint systems are hard to learn because the data pre-
sented to the learner are not self-consistent: updates performed in response to words of
different lengths, in effect, cancel one another out. In this subsection, I suggest that this
observation can help us understand why several other classes of systems are underat-
tested, relative to what we might expect. The general picture that emerges is that the ab-
sence of midpoint systems is just one symptom of a more general dispreference for
systems in which the placement of main stress depends on word length (see also the
Stress-Harmony constraint; Bailey 1995:204–5). The fact that it is possible for stress
placement to depend on word length means that we cannot exclude these systems from
the predicted typology; the fact that such systems are rare is consistent with a learn-
ability-based explanation.
The first class of systems discussed here, which I refer to as shrinking-window
systems, are systems in which the size of the accentual window shrinks as the word
lengthens. For example, in North Kyungsang Korean (NKK; Kenstowicz & Sohn
2001), pitch accent can occur on either the penultimate or final syllable in words of up
to three syllables (so σσ́́σ and σσσ́́), but is fixed on the penult in words of four sylla-
bles or longer (so σσσ́́σ, but *σσσσ́́). Thus, in NKK, the right-edge disyllabic window
found in shorter words (one to three syllables) shrinks to a single syllable in longer
words (four or more syllables). A similar pattern arises in Kimatuumbi (Odden 1996:
179), where a process shifting final high tone one mora to the left applies only in words
of four (and presumably more) moras; examples are in 40.
(40) Leftward tone shift in Kimatuumbi nouns (Odden 1996:179)
a. ngalibá ‘female circumciser’ σσσ́́
ma-ngalíba ‘female circumcisers’ σσσ́́σ
b. ngalawá ‘canoe’ σσσ́́
ka-ngaláwa ‘little canoe’ σσσ́́σ
c. mbutuká ‘gazelle’ σσσ́́
ma-putúka ‘gazelles’ σσσ́́σ
The effects of this process mirror the more general fact that almost all tetrasyllabic noun
stems in Kimatuumbi carry high tone on the penultimate mora (e.g. changaláwe ‘grav-
el’; Odden 1996:179), whereas shorter stems (one to three syllables) can carry high tone
on either the penult (e.g. ndogólo; Odden 1996:78) or the final (e.g. ngalawá ‘canoe’;
Odden 1996:179). A related pattern is also found in Içuã Tupi (Abrahamson 1968:17–
18), where accent occurs predominantly on the penult in words of up to four syllables
(e.g. [í.tĩŋ] ‘it is white’, [pa.ti.u̯á.pɛ] ‘bark pan’), but on the antepenult in words of five
syllables or more ([a.bi.dá.bi.dabm]). Observe, however, that the Içuã Tupi pattern is
subject to some variation: Abrahamson (1968:17–18) notes that words of up to four syl-
lables can have antepenultimate stress ([ta.tá.pũ.ĩ] ‘ashes’), and six-syllable words can
have third-syllable stress ([a.hɛ.á.bɛ.bu.i] ‘his lung’).
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Shrinking-window systems can be modeled as resulting from an interaction between
contextual anti-lapse constraints (like *LapseR) and general anti-lapse constraints (like
*Lapse). In both Kimatuumbi and NKK, in words of all lengths, the position of the ac-
cent is restricted by a right-edge disyllabic window. As before, we model this window
with the constraint *LapseR; candidates where stress does not fall on one of the final
two syllables receive a fatal violation (as in 41a). Within the window, accent is free to
fall on either the penult, as in 41b, or the final, as in 41c; I assume that this freedom is
due to a variable ranking between AlignR and NonFinality. 
(41) Freedom of accent in shorter words (one to three syllables)
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16 For a partial calculation, see the ‘Expected number of shrinking window systems’ spreadsheet in the on-
line supplementary materials (http://muse.jhu.edu/article/632352).
/σσσ/ *LapseR AlignR NonFinality
a. σ́Ŕ{σσ}R *! **
 b. σR{σ́σ́}R *
 c. σR{σσ́}́R *
In longer words (four or more syllables), the desire to keep accent at the left edge of
the stressable window (i.e. on the penult) can be attributed to *ExtLapse, a context-
free anti-lapse constraint. As demonstrated by the losing candidate 42d, stressing the
final syllable of a four-syllable word results in a sequence of three stressless syllables
and a fatal violation of *ExtLapse. Candidate 42c, with penultimate stress, is selected
as the winner, since it is the only other candidate that satisfies *LapseR. 
(42) Restriction of accent in longer words (four or more syllables)
/σσσσ/ *LapseR *ExtLapse AlignR NonFinality
a. σ́σ́R{σσ}R *! ***
b. σσ́́R{σσ}R *! **
 c. σσR{σ́σ́}R *
d. σσR{σσ́́ }R *! *
For the Içuã Tupi pattern described above, the analysis is similar: retraction of stress
to the antepenult in words of five or more syllables (as in [a.bi.dá.bi.dabm]) can be ana-
lyzed as a general tendency to avoid *ExtLapse violations, subject to the constraints of
a right-edge trisyllabic window.
The three systems just discussed are the only examples of shrinking-window systems
that I am aware of. Although these systems are only marginally attested, their expected
rate of attestation is quite high: at least 20% of the rankings of Kager’s (2012) anti-lapse
constraint set, assuming a single stress per word, generate shrinking-window systems.16
Assuming that 71.37% of all systems have only one stress per word, as is the case in
Gordon’s (2002) survey, the joint probability is that shrinking-window systems should
make up at least 14.27% of all languages, or at least seventy-two of the 510 languages
in StressTyp (Goedemans & van der Hulst 2009). The fact that they are severely under-
attested relative to what we might expect is consistent with the discussion in §5.1:
shrinking-window systems, like midpoint systems, are difficult to learn because they
pose a credit problem. The fact that shrinking-window systems are attested, and mid-
point systems are not, just reflects the fact that shrinking-window systems are expected
to be more frequent in the first place.17
I turn now to a stark asymmetry in the typology of binary-stress systems. In the ma-
jority of iterative binary-stress systems (143/158 in StressTyp; see Staubs 2014b:429),
the placement of primary stress is correlated with the direction of iterative stress (see
also Gordon 2002:522). Systems where the primary stress is rightmost generally exhibit
right-to-left iteration; systems where primary stress is leftmost generally exhibit left-to-
right iteration. The result is a system in which the location of primary stress is consis-
tent across words of all lengths, as in the Maranungku examples in 43.18
(43) Iterative binary stress in Maranungku (Tryon 1970:10 for a–b; p. 9 for c–d)
a. tíralk ‘saliva’ σ́́σ
b. mǽrapæ̀t ‘beard’ σ́́σσ̀̀
c. jáŋarmàta ‘the Pleiades’ σ́́σσ̀̀σ
d. ŋáltirìtirì ‘tongue’ σ́́σσ̀̀σσ̀̀
In a smaller number of languages (15/158 in StressTyp; Staubs 2014b:429), the
placement of primary stress opposes the direction of iterative parsing: these are systems
with right-to-left parsing where the primary stress is leftmost, or left-to-right parsing
where the primary stress is rightmost. The result is a count system (see also van der
Hulst 1996, McGarrity 2003), where the position of primary stress varies as a function
of word parity. Data from Nyawagi (Dixon 1983) illustrate this in 44.
(44) Iterative binary stress in Nyawagi (Dixon 1983:443)
a. ɟíŋa ‘man’ σ́́σ
b. bulbíri ‘quail’ σσ́́σ
c. bíyaɟàla ‘water snake’ σ́́σσ̀̀σ
Staubs (2014b) shows that a MaxEnt learner faces a greater difficulty in acquiring
systems like 44, where the position of main stress varies according to word parity, than
it does in acquiring systems like 43, where the position of main stress is fixed with re-
spect to some edge. This clear asymmetry in the typology of binary-stress systems fur-
ther illustrates the dispreference for systems in which the placement of main stress
varies as a function of syllable count.19
As with the comparison between the shrinking-window and the midpoint systems,
perhaps the reason why count systems are attested (and midpoint systems are not) is be-
cause, abstracting away from considerations of learnability, count systems are expected
to be far more frequent in the first place. Assuming that the relative placement of pri-
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17 It is worth noting, however, that given the data from the shrinking-window systems discussed above, al-
ternative analyses are available. Kimatuumbi and NKK could just as well be systems with post-peninitial
stress (like Ho-Chunk; Miner 1989); the possibility of penultimate stress in shorter stems could reflect a dis-
preference for final stress. Içuã Tupi could also be a system with predominantly post-peninitial stress, in
which NonFinality is inviolable. In the text, I have followed the authors’ characterizations of the patterns,
but the data necessary to determine which analysis is correct are not available. If these are all post-peninitial
stress systems, then the claim of this part of the section could be strengthened: shrinking-window systems,
like midpoint systems, are unattested because they are difficult to learn. 
18 Stresses for the forms in 43c–d are inferred from Tryon’s (1970:10) description of the stress pattern.
19 There are, of course, other classes of attested systems in which the placement of main stress relative to
an edge is inconsistent. Two examples are: quantity-sensitive accentual-window systems, where stress can
fall anywhere within a certain domain (e.g. English), and languages with qualitatively driven stress (e.g.
Nanti; Crowhurst & Michael 2005). More work is required to determine whether these systems are also un-
derattested relative to what we would expect, and if not, what differentiates them from the classes of systems
discussed above.
mary stress is a parametric choice (leftmost or rightmost; Prince 1983:25, Gordon 2002:
510) and that both directionalities of parsing are equally probable, we would expect that
in fully half of all binary systems, the placement of main stress should oppose the di-
rection of parsing. In Gordon 2002, 64/262 (24.43%) of the languages surveyed have
binary stress (counts were obtained from the online appendix to Gordon 2002). Assum-
ing that this is representative, we would expect 12.21% of all systems to exhibit the
kind of binary alternation displayed in 44. We can now compare this expected rate of at-
testation to that of the midpoint systems, which are expected to make up only 3.26% of
all systems (see §2.2). Given this large difference in expected frequency, it is unsurpris-
ing that we also find a difference in attested frequency.
6.Discussion and conclusions. At this point, we can enumerate the factors that po-
tentially contribute to the absence of midpoint systems from the attested typology. First,
as discussed in §2.2, their expected rate of attestation is fairly low: we expect mid point
systems to comprise roughly 3.26% of the total typology. Second, we have seen that a
learner attempting to acquire a midpoint system is faced with several difficulties. The
credit problem incurred by all midpoint systems, together with the long-word problem
incurred by a subset of them, causes midpoint systems as a class to be difficult for a
learner to acquire. It is important to note that no one of these factors is independently re-
sponsible for the absence of midpoint systems from the attested typology: no one of them
is alone sufficient to explain the absence of the entire class. Rather, the hypothesis is that
it is all of these separate factors, working independently, that drive the attested fre-
quency of midpoint systems down to zero.
This multipart story, then, is the alternative to Kager’s (2012) proposal that midpoint
systems should be eliminated from the learner’s hypothesis space. And if this learnabil-
ity-based alternative is successful, there are important theoretical consequences. Recall
that Kager’s proposed modifications to Con involve the elimination of contextual anti-
lapse constraints. Since purely grid-based (foot-free) theories of stress depend on con-
textual anti-lapse constraints to model the typology of stress windows, the elimination
of these constraints poses a serious problem for foot-free theories of stress. If, however,
it is possible to show that the absence of midpoint systems can be explained in another
way, then there is no need to exclude contextual anti-lapse constraints from Con. This
means that the midpoint pathology no longer poses a problem for foot-free theories of
stress, nor does it serve as an argument for the necessity of weakly layered feet in met-
rical theory. Whether other phenomena taken to be arguments for weakly layered feet
(e.g. segmental processes that appear to refer to foot structure; see Martínez-Paricio &
Kager 2015) present a fatal blow to foot-free theories of stress is a matter I leave for fur-
ther investigation.
It is important to keep in mind, however, that what has been shown in this explo-
ration is only a small part of what must be shown for this learnability-based alternative
to be truly viable. What the above discussion has established is that midpoint systems
are difficult to learn for a specific type of machine learner. Our interest, however, is ul-
timately in the behavior of human learners: would they find midpoint systems difficult
to learn, just like the machine learner does? In order for this alternative to be a valid
one, it would be necessary to show that human learners behave like the machine learner
with regard to midpoint systems being difficult to acquire. While the behavior of human
learners could potentially be assessed through experiments with artificial grammar
learning (see e.g. Carpenter 2010, Greenwood 2014 for experiments involving stress
systems), for the time being I leave these questions open. This article has shown that the
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learnability problem posed by midpoint systems is a possible explanation for their ab-
sence from the attested typology. Further work is necessary to determine whether this
explanation is the correct one.
Appendix A: Presentation and discussion of the word-length data
Although it has been shown for a number of lexica that short words outnumber long words, there has been
less work investigating the distributional properties of natural language corpora, that is, an approximation of
what a learner would encounter (see references in §4.1). In order to make a meaningful crosslinguistic com-
parison, it is necessary to find a standardized text corpus that is readily available for a number of languages.
To satisfy this criterion, the Bible was chosen, since it is a single text that has been translated into hundreds of
languages. Counts were obtained from the book of Mark; in the rare case that Mark was unavailable, other
books were substituted. Analysis was automated with a script that counted the number of words per the num-
ber of orthographic vowels in a given corpus. Scripts and all other resources used for this word-length study
are available from the author upon request.
The Bible has the advantage of being a text that is freely available in hundreds of languages, but using it in-
troduces several methodological issues. First, it is unclear exactly how closely the word-length distribution of
the Bible mirrors the word-length distribution of everyday speech. To explore this, I compared the word-
length distribution of the King James Bible (790,028 words, representing Biblical language) to a selection of
interviews with various former members of the Beatles, from the Beatles Interview Database (90,713 words,
representing everyday conversational speech).20 As shown in Figure A1, despite the difference in both corpus
size and corpus type, their word-length distributions are nearly identical. 
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20 http://beatlesinterviews.org. All interviews dated 1970 or later were included. 
Figure A1. Word-length distributions in the Beatles Interviews Database (Beatles) vs. the 
King James Bible (KJB).
At least in English, then, the word-length distributions in a somewhat archaic Bible translation and more
contemporary everyday speech do not appear to differ too greatly. I have not yet investigated to what extent
this result holds across other corpora, or in other languages.
Another methodological issue surrounds the question of what counts as a vowel. In many languages,
phoneme-to-orthography conversion is not one-to-one, and some graphemes can function as either a vowel or
a consonant. English <y>, for example, is pronounced as the diphthong [ai] in the word by, but as the glide [ j]
in the word you. To avoid undercounting, English <y> and phonemic chameleons in other languages were al-
ways counted as vowels. More generally, if a given grapheme could function as a vowel in any context, it was
counted as a vowel in all contexts; no attempt was made to account for language-specific, context-sensitive
processes like glide formation. The set of vowels counted for a given language was generally determined by
consulting online resources, like Wikitravel’s phrasebooks (http://wikitravel.org/en/List_of_phrasebooks).
When this information was unavailable, the most likely set of vowels was determined by examining the dis-
tributional properties of suspect graphemes.
Since each orthographic vowel was counted individually, this means that sequences of orthographic vow-
els were treated as sequences of monophthongs rather than diphthongs (or triphthongs, etc.). It should be
noted that counting each individual vowel, rather than each syllable, can sometimes lead to artificial inflation
of the counts in languages where the phoneme-to-orthography conversion is not one-to-one. In English, for
example, the word beat has two vowel symbols, though it has only one syllable (/bit/); Romanian pierd-ea-i
‘you used to lose’ has five vowel symbols, but only two syllables (/pi͡erde͡ai͡/; Donca Steriade, p.c.). No at-tempt was made to determine which vowel sequences constitute a syllable in a given language or, more gen-
erally, to control for differing orthographic conventions.
One final question regards the notion of wordhood. Languages often differ in which combinations of mor-
phemes can be represented together as a single word. Even within a language, orthographic conventions can be
inconsistent. Consider, for example, the pronominal clitics of French. In the imperative Mange-les ‘eat them’,
les is appended to the verb. In the indicative Il les mange ‘he is eating them’, however, the clitic is written as a
separate word. This orthographic difference does not correspond to a difference in phonology; in neither case
is the clitic prosodically independent. Although differing conventions regarding orthographic wordhood intro-
duce a confound, I did not attempt to address it. Here, a space constitutes a word boundary.
At the time of writing, the sample consisted of data from 102 languages, selected on the basis of the avail-
ability of online resources. The surveyed languages hail from twenty-six major language families: Afro-
Asiatic (three), Algic (one), Austro-Asiatic (one), Austronesian (ten), Daly (one), English-based Creole
(three), Eskimo-Aleut (two), French-based Creole (one), Gunwingguan (three), Indo-European (thirty-three),
Iroquoian (one), Japonic (one), Jivaroan (one), Koreanic (one), Mayan (six), Niger-Congo (eight), Nilo-
Saharan (two), Pama-Nyungan (ten), Quechuan (one), Sepik (one), Sino-Tibetan (two), Trans-New Guinea
(two), Turkin (two), Uto-Aztecan (two), Uralic (three), and one isolate (Basque). The number of words
counted ranged from 6,415 (Inuktitut; Eskimo-Aleut) to 38,266 (Anindilyakwa; Pama-Nyungan), with an av-
erage of 14,402. The investigation yielded two main results. First, the distribution of word lengths is ex-
tremely variable across languages. Despite this variability, however, in the large majority of languages, long
words are extremely rare. 
The overall results are summarized graphically in Fig. 1, in the main body of the text. In Table A2, I have
included a breakdown of the word-length distributions for each of the languages in the survey, together with
language-family information (from Ethnologue; Lewis et al. 2015) and the online data source; note that all
percentages in the table have been rounded to the nearest whole number. An editable Excel spreadsheet con-
taining this information, as well as some additional material (raw numbers, information on which graphemes
were counted as vowels, etc.), is available from the author upon request. The key for the sources is in Table
A1; see Appendix B for details.
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key source name website
AB eBaibul http://aboriginalbibles.org.au
AKT Alkitab TOBA http://alkitabtoba.wordpress.com
B YouVersion http://bible.com
BB Baibala Hemolele http://baibala.org
BG BibleGateway http://www.biblegateway.com
BIT SABDA-Web http://bit.net.id/SABDA-Web
BL Biblica http://www.biblica.com
G Project Gutenberg http://www.gutenberg.org
JA Jesus Army http://www.jesus-army.com
PB Da Hawai’i Pidgin Bible http://www.pidginbible.org
U The Unbound Bible http://unbound.biola.edu
WB WorldBibles.org http://worldbibles.org
WP WordProject http://wordproject.org/bibles
Table A1. Key to sources for word-length study in Table A2.
la
n
gu
ag
e
fa
m
il
y
bo
ok
(s
) 
so
u
rc
e
1
2
3
4
5
6
7
8
9
10
+
to
ta
l
co
u
n
te
d
A
ba
u
Se
pi
k
M
ar
k
B
37
%
34
%
18
%
7%
2%
1%
0%
0%
0%
0%
18
,6
78
A
fr
ik
aa
ns
In
do
-E
ur
op
ea
n
M
ar
k
JA
47
%
38
%
10
%
4%
2%
0%
0%
0%
0%
0%
15
,6
80
A
gu
ar
un
a
Ji
va
or
an
M
ar
k
B
3%
30
%
28
%
21
%
11
%
5%
2%
1%
0%
0%
11
,3
09
A
lb
an
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
JA
49
%
35
%
12
%
4%
0%
0%
0%
0%
0%
0%
14
,3
37
A
ly
aw
ar
r
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
11
%
34
%
28
%
15
%
8%
3%
1%
0%
0%
0%
12
,4
05
A
m
a
N
ilo
-S
ah
ar
an
M
ar
k
B
25
%
20
%
29
%
13
%
6%
3%
2%
1%
0%
0%
18
,8
05
A
ni
nd
ily
ak
w
a
G
un
w
in
gg
ua
n
Lu
ke
A
B
1%
14
%
26
%
19
%
14
%
10
%
8%
4%
3%
2%
38
,2
66
A
nm
at
ye
rr
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
27
%
38
%
21
%
10
%
4%
1%
0%
0%
0%
0%
14
,9
69
A
ra
bi
c 
(C
ha
di
c,
 R
om
an
iz
ed
)
A
fr
o-
A
si
at
ic
M
ar
k
A
B
29
%
28
%
25
%
11
%
5%
2%
0%
0%
0%
0%
13
,7
92
A
rm
en
ia
n 
(W
es
te
rn
)
In
do
-E
ur
op
ea
n
M
ar
k
U
34
%
37
%
17
%
8%
3%
1%
0%
0%
0%
0%
10
,6
02
A
rr
ar
nt
a 
(W
es
te
rn
)
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
1%
36
%
28
%
22
%
8%
4%
1%
0%
0%
0%
13
,1
00
A
uk
an
C
re
ol
e 
(E
ng
lis
h)
M
ar
k
B
54
%
30
%
13
%
3%
0%
0%
0%
0%
0%
0%
25
,2
41
A
ze
rb
ai
ja
ni
 (N
or
th
)
Tu
rk
ic
M
ar
k
JA
16
%
36
%
25
%
14
%
6%
2%
1%
0%
0%
0%
10
,0
69
B
as
qu
e
Is
ol
at
e
M
ar
k
U
6%
37
%
27
%
18
%
7%
3%
1%
0%
0%
0%
11
,1
43
B
en
ga
li
In
do
-E
ur
op
ea
n
M
ar
k
B
6%
44
%
30
%
15
%
4%
1%
0%
0%
0%
0%
13
,2
06
B
ar
ga
m
Tr
an
s-
N
ew
 G
ui
ne
a
M
ar
k
B
36
%
41
%
17
%
5%
1%
0%
0%
0%
0%
0%
20
,4
17
B
at
ak
 T
ob
a
A
us
tro
ne
si
an
M
ar
k
A
K
T
35
%
34
%
20
%
8%
3%
1%
0%
0%
0%
0%
14
,3
82
B
re
to
n
In
do
-E
ur
op
ea
n
M
ar
k
W
B
53
%
26
%
14
%
5%
2%
1%
0%
0%
0%
0%
15
,0
47
B
ul
ga
ria
n
In
do
-E
ur
op
ea
n
M
ar
k
B
G
39
%
28
%
22
%
8%
3%
0%
0%
0%
0%
0%
12
,4
55
B
ur
ra
ra
G
un
w
in
gg
ua
n
M
ar
k
A
B
3%
45
%
24
%
15
%
10
%
2%
0%
0%
0%
0%
17
,7
56
C
eb
ua
no
A
us
tro
ne
si
an
M
ar
k
B
G
37
%
34
%
19
%
9%
1%
0%
0%
0%
0%
0%
16
,3
86
C
ha
m
or
ro
A
us
tro
ne
si
an
M
ar
k
B
G
22
%
34
%
21
%
15
%
6%
2%
1%
0%
0%
0%
12
,7
67
C
he
ro
ke
e
Ir
oq
uo
ia
n
M
ar
k
B
G
1%
22
%
21
%
19
%
14
%
11
%
6%
3%
2%
1%
8,
97
4
C
hi
ne
se
 (M
an
da
rin
)
Si
no
-T
ib
et
an
M
ar
k
W
P
42
%
43
%
11
%
3%
0%
0%
0%
0%
0%
0%
13
,2
67
C
ro
at
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
JA
40
%
30
%
19
%
8%
2%
0%
0%
0%
0%
0%
11
,0
80
C
ze
ch
In
do
-E
ur
op
ea
n
M
ar
k
JA
42
%
34
%
16
%
6%
2%
0%
0%
0%
0%
0%
10
,9
97
D
an
is
h
In
do
-E
ur
op
ea
n
M
ar
k
B
G
61
%
27
%
9%
3%
1%
0%
0%
0%
0%
0%
15
,3
33
D
ho
lu
o
N
ilo
-S
ah
ar
an
M
ar
k
B
L
30
%
38
%
24
%
7%
1%
0%
0%
0%
0%
0%
13
,0
78
D
ja
m
ba
rr
pu
yg
nu
Pa
m
a-
N
yu
ng
an
M
ar
k
G
18
%
44
%
19
%
10
%
5%
3%
1%
0%
0%
0%
12
,2
50
D
ut
ch
In
do
-E
ur
op
ea
n
M
ar
k
JA
47
%
36
%
11
%
4%
1%
0%
0%
0%
0%
0%
15
,1
74
En
gl
is
h
In
do
-E
ur
op
ea
n
M
ar
k
B
L
57
%
28
%
11
%
3%
1%
0%
0%
0%
0%
0%
14
,3
37
Es
to
ni
an
U
ra
lic
M
ar
k
JA
25
%
43
%
21
%
8%
2%
1%
0%
0%
0%
0%
11
,8
38
Éw
é
N
ig
er
-C
on
go
M
ar
k
B
L
44
%
34
%
14
%
5%
1%
0%
0%
0%
0%
0%
17
,8
36
Fa
iw
ol
Tr
an
s-
N
ew
 G
ui
ne
a
M
ar
k
B
29
%
47
%
17
%
5%
1%
0%
0%
0%
0%
0%
19
,5
72
Fi
nn
is
h
U
ra
lic
M
ar
k
W
B
19
%
26
%
28
%
15
%
7%
3%
1%
0%
0%
0%
11
,0
63
Fr
en
ch
In
do
-E
ur
op
ea
n
M
ar
k
JA
42
%
31
%
16
%
8%
3%
0%
0%
0%
0%
0%
13
,8
73
784 LANGUAGE, VOLUME 92, NUMBER 4 (2016)
la
n
gu
ag
e
fa
m
il
y
bo
ok
(s
) 
so
u
rc
e
1
2
3
4
5
6
7
8
9
10
+
to
ta
l
co
u
n
te
d
G
an
da
N
ig
er
-C
on
go
M
ar
k
W
P
23
%
22
%
21
%
17
%
10
%
5%
2%
0%
0%
0%
9,
46
3
G
er
m
an
In
do
-E
ur
op
ea
n
M
ar
k
B
G
43
%
37
%
15
%
4%
1%
0%
0%
0%
0%
0%
14
,1
38
G
um
at
j
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
8%
33
%
25
%
17
%
9%
5%
2%
1%
0%
0%
22
,9
06
H
ai
tia
n
C
re
ol
e 
(F
re
nc
h)
M
ar
k
B
G
58
%
36
%
5%
1%
0%
0%
0%
0%
0%
0%
17
,0
11
H
aw
ai
ia
n
A
us
tro
ne
si
an
M
ar
k
B
B
38
%
37
%
16
%
6%
2%
1%
0%
0%
0%
0%
20
,3
73
H
aw
ai
‘i 
Pi
dg
in
C
re
ol
e 
(E
ng
lis
h)
M
ar
k
PB
55
%
35
%
9%
1%
0%
0%
0%
0%
0%
0%
19
,3
64
H
ili
ga
yn
on
A
us
tro
ne
si
an
M
ar
k
B
G
41
%
34
%
13
%
9%
2%
1%
0%
0%
0%
0%
16
,9
81
H
in
di
 (R
om
an
iz
ed
)
In
do
-E
ur
op
ea
n
M
ar
k
W
P
41
%
33
%
19
%
5%
1%
0%
0%
0%
0%
0%
15
,0
94
H
m
ar
Si
no
-T
ib
et
an
M
ar
k
JA
65
%
22
%
9%
2%
1%
0%
0%
0%
0%
0%
15
,9
25
H
un
ga
ria
n
U
ra
lic
M
ar
k
W
B
30
%
29
%
18
%
12
%
6%
3%
1%
1%
0%
0%
11
,4
66
Ic
el
an
di
c
In
do
-E
ur
op
ea
n
M
ar
k
B
G
49
%
39
%
9%
3%
1%
0%
0%
0%
0%
0%
12
,4
39
In
do
ne
si
an
A
us
tro
ne
si
an
M
ar
k
B
IT
10
%
47
%
29
%
10
%
2%
1%
0%
0%
0%
0%
13
,7
18
In
uk
tit
ut
Es
ki
m
o-
A
le
ut
M
ar
k
B
1%
5%
14
%
21
%
21
%
15
%
9%
6%
3%
3%
6,
41
5
In
up
ia
tu
n 
(N
W
 A
la
sk
a)
Es
ki
m
o-
A
le
ut
M
ar
k
B
2%
11
%
17
%
18
%
17
%
14
%
10
%
5%
3%
3%
7,
58
8
Ir
is
h
In
do
-E
ur
op
ea
n
M
ar
k
W
B
49
%
26
%
16
%
6%
2%
1%
0%
0%
0%
0%
14
,9
99
Ita
lia
n
In
do
-E
ur
op
ea
n
M
ar
k
W
B
35
%
29
%
22
%
10
%
3%
1%
0%
0%
0%
0%
12
,2
27
Ja
ka
lte
ko
M
ay
an
M
ar
k
B
G
27
%
43
%
18
%
8%
2%
1%
0%
0%
0%
0%
17
,9
11
Ja
pa
ne
se
Ja
po
ni
c
M
ar
k
W
P
48
%
30
%
16
%
5%
1%
0%
0%
0%
0%
0%
19
,2
39
K
ab
yl
e
A
fr
o-
A
si
at
ic
M
ar
k
U
28
%
42
%
21
%
7%
2%
0%
0%
0%
0%
0%
10
,4
64
K
aq
ch
ik
el
M
ay
an
M
ar
k
B
G
48
%
26
%
16
%
7%
2%
0%
0%
0%
0%
0%
25
,5
48
K
’ic
he
’
M
ay
an
M
ar
k
B
G
56
%
26
%
12
%
5%
1%
0%
0%
0%
0%
0%
21
,1
55
K
or
ea
n
K
or
ea
ni
c
M
ar
k
W
P
9%
30
%
33
%
20
%
6%
2%
0%
0%
0%
0%
8,
70
0
K
rio
l
C
re
ol
e 
(E
ng
lis
h)
M
ar
k
A
B
37
%
44
%
15
%
4%
1%
0%
0%
0%
0%
0%
20
,4
90
K
uk
u-
Ya
la
nj
i
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
2%
46
%
27
%
16
%
6%
2%
0%
0%
0%
0%
11
,9
98
La
tv
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
JA
36
%
31
%
19
%
9%
3%
1%
0%
0%
0%
0%
11
,2
83
Li
th
ua
ni
an
In
do
-E
ur
op
ea
n
M
ar
k
JA
27
%
27
%
24
%
13
%
6%
2%
1%
0%
0%
0%
9,
78
6
M
ac
ed
on
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
B
G
40
%
28
%
20
%
8%
3%
0%
0%
0%
0%
0%
13
,2
58
M
al
ag
as
y
A
us
tro
ne
si
an
M
ar
k
JA
18
%
32
%
28
%
12
%
7%
2%
1%
0%
0%
0%
13
,3
92
M
am
 (C
en
tra
l)
M
ay
an
M
ar
k
B
G
54
%
31
%
11
%
3%
0%
0%
0%
0%
0%
0%
16
,5
39
M
an
x
In
do
-E
ur
op
ea
n
M
ar
k
U
53
%
21
%
16
%
6%
3%
0%
0%
0%
0%
0%
15
,7
44
M
ao
ri
A
us
tro
ne
si
an
M
ar
k
B
G
44
%
30
%
18
%
5%
2%
1%
0%
0%
0%
0%
18
,8
61
M
ur
rin
h-
Pa
th
a
D
al
y
va
rio
us
a
A
B
20
%
46
%
19
%
7%
4%
2%
1%
1%
0%
0%
12
,0
63
N
ah
ua
tl
U
to
-A
zt
ec
an
M
ar
k
B
G
18
%
29
%
21
%
11
%
9%
6%
3%
1%
1%
0%
13
,5
68
N
de
be
le
N
ig
er
-C
on
go
M
ar
k
B
L
1%
24
%
32
%
24
%
13
%
5%
1%
0%
0%
0%
8,
46
6
(T
ab
le
 A
2.
 C
on
tin
ue
s)
Learnability shapes typology: The case of the midpoint pathology 785
la
n
gu
ag
e
fa
m
il
y
bo
ok
(s
) 
so
u
rc
e
1
2
3
4
5
6
7
8
9
10
+
to
ta
l
co
u
n
te
d
N
ga
an
ya
tja
rr
a
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
0%
21
%
29
%
24
%
12
%
7%
4%
1%
0%
0%
10
,9
87
N
or
w
eg
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
B
G
61
%
28
%
7%
3%
1%
0%
0%
0%
0%
0%
14
,7
86
N
un
gg
ub
uy
u
G
un
w
in
gg
ua
n
M
ar
k
A
B
1%
17
%
17
%
21
%
21
%
11
%
6%
3%
1%
0%
12
,8
01
Pi
pi
l
U
to
-A
zt
ec
an
M
ar
k
B
G
37
%
29
%
18
%
10
%
5%
2%
0%
0%
0%
0%
11
,4
75
Po
lis
h
In
do
-E
ur
op
ea
n
M
ar
k
JA
36
%
32
%
19
%
8%
3%
1%
0%
0%
0%
0%
11
,2
68
Po
rtu
gu
es
e
In
do
-E
ur
op
ea
n
M
ar
k
JA
33
%
35
%
18
%
10
%
3%
1%
0%
0%
0%
0%
12
,4
94
Po
ta
w
at
om
i
A
lg
ic
M
ar
k
U
17
%
31
%
18
%
15
%
11
%
5%
2%
1%
0%
0%
15
,2
33
Q
’e
qc
hi
’
M
ay
an
M
ar
k
B
G
45
%
27
%
16
%
9%
3%
1%
0%
0%
0%
0%
18
,2
64
Q
ue
ch
ua
Q
ue
ch
ua
n
M
ar
k
B
G
2%
22
%
27
%
22
%
16
%
7%
2%
1%
0%
0%
10
,1
63
R
om
an
i
In
do
-E
ur
op
ea
n
M
ar
k
JA
33
%
45
%
17
%
5%
0%
0%
0%
0%
0%
0%
13
,7
35
R
om
an
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
JA
42
%
30
%
17
%
8%
3%
1%
0%
0%
0%
0%
13
,9
80
R
us
si
an
In
do
-E
ur
op
ea
n
M
ar
k
B
G
34
%
34
%
19
%
9%
2%
1%
0%
0%
0%
0%
11
,2
92
Sc
ot
tis
h 
G
ae
lic
In
do
-E
ur
op
ea
n
M
ar
k
U
49
%
26
%
16
%
6%
2%
1%
0%
0%
0%
0%
15
,0
24
Se
rb
ia
n
In
do
-E
ur
op
ea
n
M
ar
k
JA
43
%
31
%
17
%
7%
1%
0%
0%
0%
0%
0%
11
,1
19
Sl
ov
ak
In
do
-E
ur
op
ea
n
M
ar
k
JA
37
%
33
%
18
%
9%
2%
0%
0%
0%
0%
0%
11
,8
18
So
m
al
i
A
fr
o-
A
si
at
ic
M
ar
k
W
P
16
%
35
%
25
%
14
%
8%
2%
0%
0%
0%
0%
12
,8
39
Sp
an
is
h
In
do
-E
ur
op
ea
n
M
ar
k
W
B
40
%
28
%
20
%
10
%
2%
0%
0%
0%
0%
0%
13
,0
09
Sw
ah
ili
N
ig
er
-C
on
go
M
ar
k
W
B
15
%
37
%
21
%
13
%
9%
4%
1%
0%
0%
0%
10
,5
28
Sw
ed
is
h
In
do
-E
ur
op
ea
n
M
ar
k
W
B
46
%
34
%
13
%
5%
2%
1%
0%
0%
0%
0%
14
,7
35
Ta
ga
lo
g
A
us
tro
ne
si
an
M
ar
k
W
B
38
%
28
%
18
%
10
%
4%
1%
0%
0%
0%
0%
14
,8
33
Tu
rk
is
h
Tu
rk
ic
M
ar
k
JA
13
%
37
%
28
%
14
%
5%
2%
0%
0%
0%
0%
9,
32
5
Tw
i
N
ig
er
-C
on
go
M
ar
k
B
G
48
%
28
%
16
%
7%
1%
0%
0%
0%
0%
0%
14
,6
22
U
kr
ai
ni
an
In
do
-E
ur
op
ea
n
M
ar
k
B
G
31
%
33
%
23
%
9%
3%
1%
0%
0%
0%
0%
11
,9
25
U
m
a
A
us
tro
ne
si
an
M
ar
k
U
16
%
39
%
27
%
12
%
5%
1%
0%
0%
0%
0%
14
,3
01
U
sp
an
te
ko
M
ay
an
M
ar
k
B
G
41
%
40
%
15
%
3%
0%
0%
0%
0%
0%
0%
17
,7
43
V
ie
tn
am
es
e
A
us
tro
-A
si
at
ic
M
ar
k
JA
59
%
34
%
7%
0%
0%
0%
0%
0%
0%
0%
15
,6
13
W
al
m
aj
ar
ri
Pa
m
a-
N
yu
ng
an
va
rio
us
b
A
B
3%
27
%
24
%
21
%
14
%
6%
2%
1%
1%
0%
10
,9
39
W
ar
lp
iri
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
0%
19
%
23
%
22
%
17
%
9%
5%
2%
0%
0%
16
,1
51
W
ik
-M
un
gk
an
Pa
m
a-
N
yu
ng
an
M
ar
k
A
B
39
%
28
%
18
%
10
%
4%
1%
0%
0%
0%
0%
20
,7
84
W
ol
of
N
ig
er
-C
on
go
M
ar
k
W
B
56
%
25
%
15
%
3%
1%
0%
0%
0%
0%
0%
13
,4
18
X
ho
sa
N
ig
er
-C
on
go
M
ar
k
JA
7%
22
%
31
%
21
%
11
%
5%
2%
1%
0%
0%
9,
07
8
Zu
lu
N
ig
er
-C
on
go
M
ar
k
W
P
2%
27
%
29
%
22
%
12
%
5%
1%
0%
0%
0%
7,
68
5
Ta
bl
e 
A
2.
 W
or
d-
le
ng
th
 d
is
tri
bu
tio
ns
 b
y 
la
ng
ua
ge
.
a
G
en
es
is
 1
–9
, 1
1;
 Jo
na
h 
1–
4;
 1
 T
he
ss
al
on
ia
ns
 1
–5
; 2
 T
he
ss
al
on
ia
ns
 1
–3
 (g
os
pe
ls
 n
ot
 a
va
ila
bl
e)
.
b
M
ar
k 
1,
 2
, 4
, 5
–9
, 1
1,
 1
4–
16
; J
oh
n 
8,
 1
1,
 2
0,
 2
1;
 M
at
th
ew
 1
, 2
, 6
, 1
1,
 2
7.
 T
he
se
 d
o 
no
t a
ll 
ap
pe
ar
 to
 b
e 
fu
ll 
ch
ap
te
rs
.
786 LANGUAGE, VOLUME 92, NUMBER 4 (2016)
APPENDIX B: SOURCES FOR WORD-LENGTH DATA
All sources were accessed in 2015.
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Baibala Hemolele: The Hawaiian Bible. Ulukau: Hawaiian Electronic Library. Online: http://baibala.org.
The Beatles Interview Database. Online: http://beatlesinterviews.org.
BibleGateway. Grand Rapids, MI: Zondervan Corporation. Online: http://biblegateway.com.
Biblica website. Colorado Springs: Biblica, The International Bible Society. Online: http://www.biblica.com.
Da Hawai‘i Pidgin Bible. Pidgin Bible Translation Group. Online: http://www.pidginbible.org.
e-Baibul: Bible text in Australian Aboriginal languages. Gray, NT: AuSIL. Online: http://aboriginalbibles.org
.au. 
Jesus Army Multilingual Online Bible. Northampton: Jesus Fellowship. Online: http://jesus-army.com.
Project Gutenberg. Online: http://www.gutenberg.org.
SABDA-Web. Online: http://www.bit.net.id/SABDA-Web/.
The Unbound Bible. La Mirada: Biola University. Online: http://unbound.biola.edu.
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