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Abstract—In spectrum sharing networks, a base station (BS)
needs to mitigate the interference to users associated with other
coexisting network in the same band. The BS can achieve this by
transmitting its downlink signal in the null space of channels
to such users. However, under a wideband scenario, the BS
needs to estimate null space matrices using the received signal
from such non-cooperative users in each frequency bin where
the users are active. To reduce the computational complexity
of this operation, we propose a frequency clustering algorithm
that exploits the channel correlations among adjacent frequency
bins. The proposed algorithm forms clusters of frequency bins
with correlated channel vectors without prior knowledge of
the channels and obtains a single null space matrix for each
cluster. We show that the number of matrices and the number
of eigenvalue decompositions required to obtain the null space
significantly reduce using the proposed clustering algorithm.
Index Terms—Channel correlation, eigenvalue decomposition,
null space, spectrum sharing network, wideband signals.
I. INTRODUCTION
Spectrum sharing networks allow multiple networks to co-
exist in the same frequency band in order to improve spectrum
efficiency. Coexistence of LTE-U and WiFi networks is one
such example of spectrum sharing networks [1], [2]. In such
networks, a base station (BS) equipped with multiple antennas
can mitigate the interference to users associated with the other
coexisting network by transmitting its downlink signal in the
null space of channels to users in the other network [2]–[4].
We refer to users associated with the other network as Outside
Users (OUs)1. The null space matrix can be estimated at the
BS without any cooperation by observing the received signal
from OUs and computing the eigenvectors corresponding to
noise eigenvalues [3], [5]. In a wideband channel, the BS
channelizes the received signal using Fast Fourier Transform
(FFT) and then computes null space matrices in each FFT
bin with active OU signal [6], [7]. This brute-force approach
becomes computationally expensive as the number of null
space matrices and the number of eigenvalue decompositions
(EVDs) are equal to the number of frequency bins where OUs
are active.
In this paper, we propose a low complexity algorithm to
estimate the null space for wideband channels by clustering
the frequency bins with correlated channels. The correlation
among the channels arises due to the fact that the number of
taps in wideband multipath channels are usually less than the
number of FFT points [8], [9]. We propose a new test statistic
to form clusters of correlated bins. A single null space matrix
1In coexisting LTE-U and WiFi networks, the users associated with coex-
isting WiFi network are OUs with respect to the LTE BS.
is then computed for each cluster. The proposed unsupervised
algorithm does not require any prior knowledge of the channels
or training signal, and significantly reduces the computational
complexity of obtaining the null space of wideband channels.
The paper is organized as follows. The system model and
problem formulation are provided in Section II. The test
statistic for clustering as well as the clustering algorithm are
presented in Section III. Section IV provides simulation results
under different channel models. Finally, concluding remarks
are provided in Section V.
Notations: Vectors are denoted by bold, lower-case letters,
e.g., h. Matrices are denoted by bold, upper case letters, e.g.,
R. Hermitian transpose is denoted by (.)H . The norm of a
vector h is denoted by ||h||. The i-th element in a set S is
denoted by S(i), while |S| denotes the cardinality of the set.
Finally, a set of integers from a to b is denoted by [a, b].
II. SYSTEM MODEL
Consider that a BS, equipped with M antennas, receives
signals in a wideband spectrum from L OUs at sampling rate
1/Ts, as shown in Fig. 1. The BS channelizes the received
signal by taking F -point FFT on each antenna. Let us denote
the set of frequency bins with active OUs by Fa ⊂ [1, F ].
Then, the M × 1 received signal vector in frequency bin f ∈
Fa is given by
rf (n) =
Lf∑
l=1
√
pfl x
f
l (n)h
f
l +w
f (n), f ∈ Fa, (1)
where Lf ≤ L is the number of OUs active in frequency bin
f , pfl and x
f
l (t) are the transmitted power and symbol by OU-
l, respectively. Further, hfl ∈ CM×1 is channel vector between
OU-l and the BS2, and wf (n) ∼ CN(0, σ2wI) is the additive
white Gaussian noise vector. We assume that the symbols are
unit power, i.e., E[|xfl (t)|2] = 1 and the channel hfl remains
constant for n = 0, 2, · · · , T − 1. The covariance matrix of
the vector rf (n) is
Rf = E[rf (n)rf (n)H ] =
Lf∑
l=1
pfl h
f
l (h
f
l )
H +Rfw, f ∈ Fa, (2)
where Rfw = σ
2
wI is the noise covariance matrix.
The channels between OUs and the BS are assumed to
be reciprocal, which holds for time-division duplex systems.
2The m-th element of the vector hfl , say h
f
l,m, denotes the channel
coefficient between OU-l and the m-th antenna element in frequency bin f .
If the time-domain P -tap multipath channel is htl = [h
t
l(0), · · · , htl(P −1)],
then the hfl,m is the f -th element in the F -point FFT of h
t
l .
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Fig. 1: System model: BS senses wideband signals received from L = 3
OUs using F -point FFT.
Therefore, in order to cancel the interference to OUs, the
BS needs to transmit its signal in the orthogonal null space
Uf such that ||(Uf )Hhfl || = 0. The null space computation
problem in the wideband can then be stated as follows:
(P1) Find Uf
Subject to ||(Uf )Hhfl || = 0, (Uf )HUf = I, (3)
Uf ∈ CM×(M−Lf ), f ∈ Fa, l = 1, 2, ..., Lf .
Since the channel vectors hfl are unknown at the BS, the
null space matrices are obtained using the received covariance
matrix by solving the following equivalent trace-difference
minimization problem:
(P2) MinUf Tr((U
f )H(Rf −Rfw)Uf )
Subject to (Uf )HUf = I, (4)
Uf ∈ CM×(M−Lf ), f ∈ Fa, l = 1, 2, ..., Lf .
The solution of both problems P1 and P2 can be written as
Uf∗ = VfLf+1:M , where V
f ∈ CM×M is a matrix containing
eigenvectors of Rf − Rfw and VfLf+1:M ∈ CM×M−Lf is a
matrix containing Lf + 1 to M -th column vectors of Vf ,
where the m-th column of Vf corresponds to m-th largest
eigenvalue of (Rf −Rfw). Note that the matrix (Rf −Rfw)
has M − Lf zero eigenvalues. Therefore, the optimum value
of the objective function in P2 is zero when Uf = Uf∗. 3
Assuming that noise covariance matrix Rfw is known, the
brute-force method of obtaining the matrix Uf is to treat each
frequency bin separately and compute Uf for each frequency
bin using the received covariance matrix. This brute-force
approach is an extension of the methods proposed in [3], [5]
to a wideband scenario. This method first estimates the non-
asymptotic signal covariance matrix using T measurements:
Rˆf =
1
T
T−1∑
n=0
rf (n)(rf (n))H (5)
Then, the null space matrix Uf is estimated from the EVD
of Rˆf −Rfw. Note that in order to compute Uf , the number
of active OU signals Lf is estimated from the eigenvalues
3Due to channel reciprocity, the optimal solution of P2 ensures that
(Uf∗)Hhfl = 0.
of Rˆf −Rfw using Wax-Kailath maximum description length
estimator [10], [11]:
Lˆf = arg min
l∈[1,M ]
(l −M)T log
(
g(l)
a(l)
)
+ 0.5l(2M − l) log(T ),
(6)
where g(l) =
∏M
j=l+1 d
1/(M−l)
j is the geometric mean of M−l
smallest eigenvalues of (Rˆf −Rfw), a(l) = 1M−l
∑M
j=l+1 dj
is their arithmetic mean and dj is the j-th largest eigenvalue
of Rˆf − Rfw. The number of matrices Uf required to be
computed and the number of EVD computations required to
obtain the solution of P2 using brute-force wideband method
is equal to number of active bins with active OUs: |Fa|.
III. PROPOSED METHOD
We exploit the correlation among the channel vectors hfl
in adjacent frequency bins in order to reduce computational
complexity of obtaining the null space matrices. The corre-
lation among the channel vectors arises due to the fact that
the number of taps in the multipath channels are usually less
than the number of FFT points. The correlation coefficient in
vectors on frequency bins fi and fj is defined as [8], [9]:
Cij =
E
[
|(hfil )Hhfjl |2
]
E
[
||hfil ||2
]
E
[
||hfjl ||2
] (7)
The correlation coefficients for different channel models is
shown in Fig. 2. We can observe that the channels with
lower RMS delay spreads have higher correlations Cij among
adjacent frequency bins for same Ts and F . We argue that
the angle between hfil and h
fj
l in one channel realization,
given by θij = cos−1
(
|(hfil )Hh
fj
l |
||hfil ||||h
fj
l ||
)
, approaches zero as Cij
approaches 1. Therefore, the angle between the orthogonal null
spaces Ufi and Ufj approaches zero as well. We can then
describe the null space in bins fi and fj using one matrix
US without significant degradation in the relative quality of
null defined as Qfl = ||(US)Hhfl ||2/||hfl ||2, f ∈ {fi, fj}. We
propose to group such frequency bins with high correlation,
equivalently small angle between their null spaces, in one
cluster and find a common null space for the cluster. In order
to decide whether to cluster frequency bin fj with fi, we use
the test statistic presented below.
A. Test statistic for clustering
Let pfr =
∑Lf
l=1 p
f
l ||hfl ||2 = Tr
(
Rf −Rfw
)
be the power
received on the antenna array in bin f . Further, let us define
Dijc = Tr
(
(Ufi)H
(
Rfj −Rfjw
)
Ufi
)
= (1−Cij)pfjr as the
component of pfjr in the span of Ufi . In other words, Dijc is
the square of length of projection of
∑
l
√
p
fj
l h
fj
l onto the
space spanned by Ufi . We use this power component as the
test statistic for clustering.
The value of pfjr is estimated as pˆ
fj
r = Tr
(
Rˆf −Rfw
)
.
Similarly, the matrix Uˆfi is computed using EVD of the non-
asymptotic signal covariance matrix Rˆfi . Since pˆfjr is the
Difference in frequency bin indices: (f
i
- fj ) 
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Fig. 2: Correlation Cij vs frequency bin spacing for three channel models
with RMS delay spreads 36.17ns, 43.13ns, and 98.99ns. 1/Ts = 20MHz,
F = 512, M = 8.
average received energy, it can be modeled as a Gaussian
random variable [12]: pˆfjr = Tr
(
Rˆf −Rfw
)
∼ N (µj , σ2j ),
where
µj =
Lfj∑
l=1
p
fj
l ||h
fj
l ||2, and σ2j =
1
T

Lfj∑
l=1
p
fj
l ||h
fj
l ||2
2 + σ4w
 .
Therefore, the proposed test statistic is modeled as a Gaussian
random variable:
Dˆijc ∼ N
(
(1− Cij)µj , (1− Cij)2σ2j
)
. (8)
Let us consider that we would like to cluster the bin fj with
fi with probability P0 if Cij ≥ 1−δ0. Here, 1−δ0 is a design
parameter indicating the minimum correlation among the
channel vectors in a cluster. Then, the threshold on the maxi-
mum value of Dˆijc is γ
j
0 = δ0σjQ
−1(P0)+δ0µj , where Q−1(.)
is the inverse Q-function. Therefore, frequency bin fj is clus-
tered with fi if Dˆijc = Tr
(
(Uˆfi)H
(
Rˆfj −Rfjw
)
Uˆfi
)
≤ γj0 .
The estimates of the mean and the variance are obtained
using the non-asymptotic estimate of the covariance as µˆj =
Tr(Rˆfj −Rfjw ) and σˆ2j = (µˆ2j + σ4w)/T .
B. Clustering algorithm
We assume that the BS knows the set of frequency bins
Fa where OUs are active. In the clustering algorithm, the
set of clusters is initialized as an empty set: S = φ. Let A
be the set of frequency bins which are not clustered. It is
initialized as A = Fa. Let B1, ...,Bn denote the contiguous
occupied frequency bands in A = {B1, ...,Bn}. The clustering
algorithm first computes the number of signals Lˆf1 and the
null space Uˆf1 ∈ CM×(M−Lˆf1 ) at the center frequency f1 =
b∑i B1(i)/|B1|c of the first contiguous band B1. A frequency
cluster of correlated bins S ′ is formed with center bin f1
at the center of the cluster. The algorithm then iteratively
checks whether the adjacent frequency bins fj = f1 ± ∆f
can be clustered with f1 using the statistic Dˆ1jc . Once the
cluster S ′ is formed around the bin f1, a common null space
matrix US
′ ∈ CM×(M−Lˆfi ) is computed for the cluster by
computing the EVD of the normalized sum RS
′
of covariance
matrices in the cluster: RS
′
=
∑
f∈S′
1
µˆj
(Rˆf − Rfw). The
covariance matrices are normalized by the average power in
order to provide equal weight for covariance matrices in the
cluster irrespective of the power received in the bin. This is
due to the fact that the null space of the channel vectors hfl
is independent of the received power pfl ||hfl ||2 in that bin.
Frequency bins clustered in S ′ are then removed from A and
the algorithm proceeds by rearranging contiguous bands in
A, as shown in Algorithm 1. Note that there are two EVD
computations for each cluster with more than one frequency
bin in steps 4 and 10 of the algorithm. While for clusters with
only one frequency bin, there is only one EVD computation, as
step 10 becomes redundant. Therefore, total number of EVD
computations is |S|+ |S1|, where S1 is the set of clusters with
only one frequency bin, while the number of the number of
matrices US
′
computed is equal to number of clusters |S|.
Algorithm 1 Clustering algorithm
1: Initialization: S = φ, A = Fa = {B1, ...,Bn}.
2: while A 6= φ do
3: Compute f1 = b
∑
i B1(i)/|B1|c.
4: Compute Lˆf1 , Uˆ
f1 using EVD of Rˆf1 −Rf1w .
Form cluster S ′ around bin f1:
5: Initialize: S ′ = φ, ∆f = 1. Set fj = f1 + ∆f .
6: while Dˆ1j ≤ γj0 do
7: S ′ ← S ′ ∪ {fj}.
8: Increment: fj = fj + ∆f .
9: end while
(Repeat steps 6 to 9 with ∆f = −1.)
10: Compute US
′ ∈ CM×M−Lˆf1 for cluster S ′ using
EVD of RS
′
=
∑
f∈S′
1
µˆj
(Rˆf −Rfw).
11: Add S ′ in set of clusters: S ← S ∪ S ′.
12: Exclude the clustered bins from A: A ← A\S ′.
13: Rearrange contiguous bands in A = {B1, ...,Bn}.
14: end while
IV. SIMULATION RESULTS
We evaluate the performance of the algorithm under three
channel models, namely urban microcell, extended pedestrian
A (EPA), and ETSI B with RMS delay spreads 36.17ns,
43.13ns, and 98.99ns, respectively. The BS observes base-
band frequencies from −10MHz to 10MHz at sampling rate
1/Ts = 20MHz. The number of FFT points are F = 512,
and noise variance is σ2w = 1. The probability of clustering
is set to P0 = 0.95, while the non-asymptotic covariance
matrix is estimated using T = 100 samples. The number of
antennas at the BS is M = 8. We consider that the BS receives
signals from L = 3 OUs with baseband center frequencies
−5MHz,−2.5MHz and 5MHz, respectively. The OUs transmit
OFDM signals with bandwidths 5MHz. Assuming 256-th bin
corresponds to the center frequency, the signals transmitted
from OU-1, OU-2, and OU-3 occupy frequency bins in the
range 64 to 192, 128 to 256, and 320 to 448, respectively.
Note that the signals received from OU-1 and OU-2 have 50%
overlap while the signal received from OU-3 has no overlap
with any other signal. The transmit powers are scaled such
that the received SNRs are exponential random variables with
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Fig. 4: Number of clusters and EVD computations
means 10dB over 10000 channel realizations. We compare the
relative quality of null Qfl generated by the proposed algorithm
with brute-force method where the null space matrices Uf are
computed separately at each active bin f ∈ Fa. This brute-
force approach is an extension of the methods proposed in [5]
and [3] to a wideband scenario. Note that lower Qfl indicates
better quality of null. The quality of the null for the OU-1
and OU-3 under the three channel models is shown in Fig. 3.
The results for OU-2 are not shown as they resemble OU-1
results due to similar spectral overlap. Note that the value of
Qfl depends on the number of samples T used to compute
the non-asymptotic covariance matrix. In this work, we are
interested in comparing Qfl for the proposed and the brute-
force method for same T . It can be observed that the quality
of nulls generated using the proposed method degrades as
the δ0 increases. This is because larger δ0 results in larger,
but fewer clusters, as shown in Fig. 4, which means that the
common null space US
′
does not represent null space in all
frequency bins in the cluster. Further, the quality of null for
δ0 = 0.1 is poor for OU-1 in the frequency bins above 110
where the signal received from OU-2 starts overlapping with
OU-1 signal. This means that larger cluster does not produce
sharp nulls in the frequency bins with spectrally overlapping
signals. In such case, δ0 = 0.01 should be used for clustering.
The main advantage of the proposed clustering algorithm
can be seen in Figs. 3d, 3e, and 3f, where the quality of
nulls is shown for OU-3 in frequency bins 320 to 448. Note
that there is no spectral overlap with any other signal in this
band. It can be observed that the matrices US
′
generated with
δ0 = {0.01, 0.05} provide nulls with lower Qfl as compared
with brute-force wideband method. We can also see in Fig. 4
that the number of EVD computations is reduced to 1/2 and
1/4 for δ0 = 0.01 and δ0 = 0.05, respectively, as compared to
the brute-force method. As mentioned before, the number of
matrices US
′
required to be computed is equal to the number
of clusters and it reduces to less than 1/3 as compared to the
existing method as shown in Fig. 4. Finally, the number of
clusters and the number EVD computations reduce as the RMS
delay spread of the channel reduces. This is because smaller
delay spread results in higher correlations among channel
vectors in adjacent frequency bins for same value of Ts and
F , as shown in Fig. 2, which in turn results in fewer clusters
for same value of δ0.
V. CONCLUSION
We proposed an unsupervised frequency clustering algo-
rithm for null space computation for wideband channels be-
tween a BS and users associated with other coexisting network
in the same frequency band. The proposed algorithm clusters
frequency bins with correlated channels using the received
signal on the BS antenna array without any prior knowledge
of the channels or training signals. A common null space
matrix is computed for clustered frequency bins to reduce the
computational complexity. The results show that the proposed
algorithm has significantly lower computational complexity if
the RMS delay spread of the channel is smaller for same
sampling duration and the number of FFT bins.
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