Abstract-In this paper, a new algorithm is presented for estimating mobile speed for handoff in hierarchical cellular systems. The proposed algorithm is based on normalized autocorrelation values of received signals to estimate mobile speed; it contains six steps. First, the instantaneous power of the received baseband signal is calculated to remove the frequency offset and data/speech information-bearing signals, while keeping the Doppler frequency information. Second, the calculated power signal is filtered using a low-pass linear phase finite impulse response filter to suppress interference and noise. Third, the filtered power signal is decimated to ease the computational burden, while the decimation factor is properly chosen to avoid frequency aliasing. 
benefits of decreasing handoff rate include an increase in capacity for the system and a decrease in the number of dropped calls. As well, voice quality is improved due to a reduction of the number of times this voice is muted for handoff.
In the literature, there are a few methods of mobile speed estimation that have been published [2] [3] [4] [5] [6] [7] [8] [9] [10] . Specifically, in [2] , the estimation of maximum Doppler frequency can be used to estimate mobile speed. This approach will not be reliable if the spectrum of a fading process has multiple local maxima. The maximum Doppler frequency cannot be easily determined due to different levels of energy at these frequencies. In [3] , the diversity switching number is used to estimate mobile speed, but it is pointed out in [4] that this method is highly dependent on the fading distribution statistical properties (Rayleigh fading, Rician fading, etc.), and since it is not easy to know the distribution in advance, this method is not very reliable in practice. In [5] , based on deviation of received signal strength, two methods are proposed to estimate mobile speed for GSM radios. The first one works fine when the channel has no intersymbol interference, and it fails in the presence of intersymbol interference, i.e., dispersive channels. The second method of [5] uses pattern recognition to overcome the limitations of the first method on dispersive channels but leads to high computational complexity and may not be reliable due to the nature of pattern recognition of dispersive channels. The two methods in [5] can also be applied for IS-136 time-division multiple-access(TDMA) radios. In [6] , multiple base-station and multidimensional scaling are used to estimate mobile speed; this method may be expensive in practice. In [7] , the level crossing rate (LCR) is used to estimate mobile speed for Advanced Mobile Phone System (AMPS) radios, but unfortunately it is not reliable for IS-136 TDMA radios because the 50-Hz interference, which is caused by the TDMA slot burst repeating time 20 ms, is inside the Doppler frequency range: 1) 0-80 Hz for 850-MHz radios with maximum mobile speed of 100 km/h; 2) 0-180 Hz for 1900-MHz radios with maximum mobile speed of 100 km/h. During the review of this paper, another new method was proposed in [10] by using wavelets to estimate mobile speed. In this paper, a new and mathematically simple algorithm is presented for estimating mobile speed. The proposed algorithm is based on normalized autocorrelation values of received signals. In principle, the idea of this algorithm is applicable to all the cellular systems with angle-modulated signals including FM, 4DQPSK, GMSK, 8PSK, and QPSK modulations for AMPS, IS-136 TDMA, GSM, EDGE, and code-division multiple-access(CDMA) systems, respectively. However, in this paper, we 0018-9545/01$10.00 ©2001 IEEE only take IS-136 TDMA cellular system as an example to show how the idea of the algorithm works. For nonangle-modulated signals such as AM and M-QAM modulations, this algorithm may not be applicable, but so far we do not have popular cellular systems (if any) with nonangle-modulated signals.
This paper is organized as follows. In Section II, a new algorithm is proposed in detail. Section III presents simulation results. Section IV addresses lab test results. Conclusions and discussions of the algorithm are made in Section V.
II. NEW SPEED ESTIMATION ALGORITHM
It is well known that the power spectrum density function of a signal contains the same information as the autocorrelation function of that signal. Since they are related by the Fourier transform, the time-frequency uncertainty principle dictates that if the spectrum is narrower, then the autocorrelation is wider, and vice versa [11] . It is also well known that fast moving mobiles cause high Doppler spread and slow moving mobiles cause low Doppler spread. Therefore, we are led to believe that autocorrelation functions of fading signals may be used to estimate mobile speed.
It is known [12] that a typical complex-valued baseband signal received at the base station from a mobile with angle-modulated signals is given by (1) (1), both and contain Doppler frequency information, which has the mobile speed information. Since the phase of the first term of (1) contains the fading, the information-bearing baseband signal , and frequency offset , it is more difficult to reliably detect the Doppler information from the phase compared with the amplitude . We thus select the latter option.
Optionally, we can pass via a low-pass filter to suppress noise and interference terms since we are only interested in the Doppler fading that is narrow-band and slow (0-80 Hz or 0-180 Hz). However, to save real time, we chose not to do this but to filter after the power calculation step instead. The power of the received signal is given by
Clearly, contains long-term fading and short-term fading information, and the total interference and noise . When the mobile establishes communication with a base station, the carrier-to-interference ratio (CIR) and carrier signal-to-noise ratio (SNR) are reasonably high. Therefore is a small part of . This means that the carrier frequency offset and information-bearing signal are suppressed after calculation of the power of the received signal.
Since both long-term and short-term fading are slow processes, we can use a low-pass linear phase finite impulse response (FIR) filter to remove high-frequency interference and noise from . Let be the impulse response of a selected FIR filter; the filtered power signal is given by (3) where is a convolution operator.
To ease the implied computation burden, we decimate the filtered power signals. Let be the times decimated signal from ; then we have (4) where . If we assume that the sampling frequency and the stop band edge frequency of the filter are Hz and Hz, respectively, then shall not be larger than ; otherwise the proposed decimation will have frequency aliasing [13] . It is known [14] for IS-136 TDMA radios that a mobile is to send voice/data slot by slot; the duration of one slot is 6.67 ms; and the time from slot to slot 1 of the same mobile is 20 ms for full rate [14] IS-136 TDMA radios. 20 ms yields 50 Hz in the frequency domain. For convenience here, we call this 50 Hz "slot burst frequency." The slot burst frequency is a strong potential interference to our mobile speed estimation because it is inside the Doppler frequency range. To maximally eliminate this interference (50 Hz), we calculate the autocorrelation values by slot basis only. Let be the th slot th sample of the decimated filtered power signal. Then the autocorrelation values of slot signals are given by (5) where is the number of samples per slot to be considered. For example, can be, at most, 324 in IS-136 TDMA radios, and should be an integer number. To minimize the power fluctuation factor, we normalize the autocorrelation values as . Based on our extensive simulation results, we find that the normalized autocorrelation value , which is ms ms , gives us a very good indication for fast-and slow-moving mobiles of IS-136 TDMA cellular systems.
When we obtain ms ms , we set two thresholds and with and estimate the mobile speed as follows: ms ms slow moving mobile fast moving mobile otherwise, indeterminate.
(6) It should be pointed out that the speed estimation accuracy is dependent on these two thresholds and . The selection of these thresholds needs statistical results. For example, we shall do a certain amount of simulations for different mobile speeds; then we check the estimation accuracy by setting different thresholds and select the best thresholds and for our entire simulations. If we implement and integrate our algorithm into real cellular systems, then the selected thresholds based on simulation results can only be used as a reference to fine-tune the thresholds for real cellular systems. We will have to conduct a field trial to collect statistical data.
We are now in a position to summarize our algorithm as depicted in Fig. 1 .
Before we complete this section, for the sake of comparison to be performed in the next section, we also give the formulas of calculating the autocorrelation values of the original power signal and the filtered power signal as follows:
where is the th slot th sample of the original signal and is the th slot th sample of the filtered signal. Finally, we completed the description of our ideas and algorithm above for IS-136 TDMA radios, but it is obvious that this method can be applied to other wireless protocols such as AMPS, GSM, EDGE, and CDMA, which have angle-modulated signals. For example, in GSM and EDGE radios, where we have short slot structure and different frame format, the ideas proposed above can easily be modified to handle that case as well. In the simulation results to follow, however, we will restrict our attention to the IS-136 TDMA case.
III. SIMULATION RESULTS
In this section, we will show by simulations that our new algorithm can provide reliable speed estimation results for both nondispersive channels (without intersymbol interference case) and dispersive channels (with intersymbol interference case). In the simulation, Nortel's IS-136 TDMA radio simulation toolbox is used to generate received signals . Now we discuss the nondispersive case first.
We choose slots, samples per slot, , CIR dB, SNR dB, and 800-MHz radios. We calculated the normalized autocorrelation values for mobile speeds of 1, 3, 5, 30, 50, and 80 km/h. The calculated results of original power signals, filtered power signals, and decimated filtered power signals are shown in Fig. 2 , where the filter used in this simulation is a low-pass linear phase FIR filter, and its amplitude response is shown in Fig. 3 .
As can be seen from Fig. 2 , there is a gap between fast (speed km/h) and slow (speed km/h) mobiles, which is the key point. The filtered power signal's autocorrelation at ms gives better (wider gap) indication than the original power signals, and the decimated filtered power signal's autocorrelation gives almost the same gap as the filtered power signals. This will help us to save computation time with no degradation of estimation performance. Now we take the normalized autocorrelation values at ms and plot them into the six different speeds, as shown in Fig. 4 , where solid lines stand for mean values. We then plot the probability density function of the decimated filtered power signal's autocorrelation values in Fig. 5 . For qualitative comparison purpose, we also plot the deviation of received signal strength based on the method of [5] and the corresponding probability density function in Figs. 6 and 7, respectively.
As can be seen from Figs. 4-7, both our normalized autocorrelation method and the deviation method proposed in [5] are capable of classifying slow-and fast-moving mobiles when the channel is nondispersive. However, it should be pointed out that our method is robust (or insensitive) to the power fluctuation due to its normalization, and the method of [5] may be sensitive to the power fluctuation. It is also interesting to note that the shape of the probability density functions in Fig. 7 is not closed.
Based on our simulations and (6), we can choose two different thresholds with and . This means that if the normalized autocorrelation value at ms is larger than 0.80, then the mobile speed is estimated as slow; if the normalized autocorrelation value at ms is smaller than 0.74, then the mobile speed is estimated as fast; otherwise, the mobile speed is indeterminate. We now summarize the estimation accuracy into Table I .
Before moving to dispersive (intersymbol interference) case, we have some remarks on the simulation results.
Remark 1: When we reduce CIR and SNR to 10 from 15 dB and keep other specifications unchanged, our algorithm still works reliably with a very small performance degradation. When we increase CIR and SNR, our algorithm gives better estimation results.
Remark 2: When we increase the slot number , our method gives better estimation results. When we decrease the slot number , the estimation accuracy decreases. The estimator will start to report mobile estimation results about 0.02 s after the communication is established. Remark 3: Our method still works for 1900-MHz radios, but the decision thresholds and should be changed due to the mobile's Doppler frequencies' being dependent on carrier frequency. Also, for both 800-and 1900-MHz radios, different thresholds will have different estimation accuracy. The thresholds and are chosen for illustration purpose; they can be chosen for other values to obtain better estimation accuracy in favor of high-speed or low-speed estimation or a compromise for both.
Remark 4: If we take a speed of 5 km/h as desired for a slow-moving mobile and a speed of 30 km/h as interference for a fast-moving mobile, we change the CIR from 10 dB to 10 dB to see how the estimation performance changes and at what point it will be dominated by the interference mobile.
The autocorrelation values at ms are shown in Fig. 8 , and the estimation accuracy is summarized in Table II with the  same thresholds and as in Table I . As can be seen from both the figure and the table, the proposed algorithm can do a very good estimation when CIR dB and SNR dB, and it still works well when CIR dB and SNR dB, but it will be confused as expected when CIR dB, and it will be biased to the interference when CIR dB. Now we show the estimation performance of the new algorithm in dispersive (intersymbol interference) environment. We consider two very severe cases. Both cases have no equalizer and no diversity combiner. For one severe case, the dispersive channel has two rays, and the two rays have equal power and half-baud delay. Then the normalized autocorrelation values at ms are depicted in Fig. 9 . The probability density functions are similar to those depicted in Fig. 5 and therefore are omitted here for brevity. The estimation accuracy is summarized in Table III with the same thresholds as used in Tables I  and II . It is indicated by Fig. 9 and Table III that our algorithm can successfully estimate slow mobiles with speeds less than 3 km/h and fast mobiles with speeds higher than 30 km/h. However, due to the severe dispersive fading, it has some difficulty estimating slow mobiles with speed around 5 km/h, but this kind of severe dispersive case is statistically rare.
It was pointed out in [5] that the original deviation method of [5] would not be applicable to dispersive case. This statement can be verified by our simulation results, as shown in Fig. 10 . Clearly, fast-moving mobiles with speed of 30 km/h have almost the same deviation as slow-moving mobiles with speed less than 5 km/h. Therefore, another approach using pattern recognition was proposed in [5] ; however, how to reliably recognize dispersive fading itself is very challenging.
For the other severe case, the dispersive channel has two rays, and the two rays have equal power and 1 baud delay. Then the normalized autocorrelation values at ms are depicted in Fig. 11 ; the probability density functions are omitted due to their similarity to those in Fig. 5 . The estimation accuracy is summarized in Table IV with the same thresholds as those used in Tables I-III. As can be seen from Fig. 11 and Table IV, our algorithm is still good at estimating mobiles with speeds less than 3 km/h or higher than 50 km/h. Again, it has some difficulty for the mobiles with speeds between 5 and 30 km/h due to the rare severe dispersive environment. The original deviation method of [5] was also applied to this dispersive case for qualitative comparison purpose. Slightly worse results compared to Fig. 10 were obtained, i.e., fast-moving mobiles with speeds of 30 and 50 km/h have almost the same deviation as slow-moving mobiles with speed less than 5 km/h.
It should be emphasized here that the estimation accuracy listed in all the tables are based on the same thresholds and , and both nondispersive and dispersive cases have employed the same algorithm described in Section II of this paper. 
IV. LAB TEST RESULTS
The proposed algorithm has been implemented by embedded digital signal-processing (DSP) software with fixed-point finite wordlength arithmetic and integrated into Nortel Networks' Transmitter-Receiver Unit (TRU) radio. The algorithm has only taken a very small amount of computation for the TRU radio. After passing serial integration routine tests on the DSP software, the integration lab test of the algorithm has been conducted in Nortel Networks. A simplified lab test setup is depicted in Fig. 12 .
In Fig. 12 , the mobile emulator initiates a call to the basestation radio via the duplexer and multipath fading generator, which also receives RF interference from Marconi 2051. When the call is connected, within 1 s the base-station radio starts to periodically report the mobile speed, which reflects the Doppler shifts of the multipath fading generator, to the speed collector. As in the simulations, we choose slots, samples per slot, , CIR dB, or, specified otherwise, SNR dB, , , and 800-MHz radios. A number of cases including both Rayleigh fading and Rician fading were tested, and the estimation accuracy from the lab test is shown in Tables V-IX. It should be stressed that the thresholds and were kept constant for all the lab test cases shown in Tables V-IX, as in the simulations.
As can be seen from Tables V-VII, for Rayleigh fading, the  lab test results are very close to the simulation results shown  in Tables I, III , and IV, although the lab test results are based on fixed-point finite wordlength arithmetic, and the simulation results are based on floating-point very long wordlength arithmetic: this indicates that the algorithm is numerically very stable. Furthermore, the algorithm works well for Rician fading with if the mobile moves approaching to or departing from (0 ) the base-station radio; see Table VIII . The algorithm still works well for Rician fading with the factor being less than 10 dB even if the mobile is moving perpendicular (90 ) around the base station; see Table IX . However, if the factor is larger than 15 dB and the mobile is moving perpendicular around the base station, then the algorithm cannot provide accurate estimation for fast-moving mobiles, because the Doppler shift itself is very small, which is the natural limitation.
V. CONCLUSION AND DISCUSSIONS
In this paper, we reviewed existing methods of mobile speed estimation and briefly discussed their shortcomings and limitations to be applied for TDMA mobile speed estimation. Furthermore, a new method is proposed for estimating mobile speed. The proposed method uses an autocorrelation function of received signals to distinguish fast-and slow-moving mobiles. Specifically, the following steps were proposed.
1) The instantaneous power of received signals is calculated.
2) The calculated power signals are filtered. 3) The filtered power signals are decimated.
4) The autocorrelation of the decimated filtered power signals is calculated. 5) The speed of the mobile is estimated based on the normalized autocorrelation function at the TDMA slot burst time (20 ms).
The proposed steps of our method have the following purpose.
1) The carrier frequency offset and speech/data informationbearing frequencies are maximally eliminated by calcu- ms) to eliminate the TDMA "slot burst frequency" interference 50 Hz, which is extremely harmful for the mobile speed estimation because it is located in the mobile's Doppler frequency range 0-80 or 0-180 Hz. 5) The power fluctuating factor is suppressed by normalizing the autocorrelation values; classification of fast-and slow-moving mobiles is based on the calculated normalized autocorrelation values. The simulation results show that our new method is very reliable and effective for estimating mobile speeds, and it can deal with Rayleigh-and Rician-fading statistics. This method is computationally efficient, and it only needs simple arithmetic operations such as multiplications and additions. The method has very low latency, with results being available typically within 1 s after communication is established, and it can report estimation result every second or less. The algorithm was implemented into Nortel's base-station radios and tested in Nortel's wireless communications labs. The lab test results showed very good estimation accuracy, which also verifies the simulation results. In principle, the idea of the proposed method can be extended to estimate mobile speed for all the cellular systems with angle-modulated signals including FM, GMSK, 8PSK, and QPSK modulations for AMPS, GSM, EDGE, and CDMA cellular systems. Specifically, for GSM and EDGE radios, we can choose different values for , , and because the frame and slot formats of GSM and EDGE are different from those of IS-136 TDMA. Since the time from the th slot to the ( 1)th slot of the same mobile is 4.615 ms for GSM and EDGE radios, will be ms ms . For AMPS and CDMA radios, we can "slice" the received signals by "artificial slot" and then use this idea to estimate mobile speed. It is important to note that the algorithm has been trialed with Cellcom's cell sites in Israel, and the field trial results agree with our lab test results and simulation results very well. However, due to commercial reasons, we are not allowed to disclose the details of our field trial results in this paper.
