In this paper we propose a solution to the problem of moment matching with preservation of the port Hamiltonian structure, in the framework of time-domain moment matching. We characterize several families of parameterized port Hamiltonian models that match the moments of a given port Hamiltonian system, at a set of finite interpolation points. We also discuss the problem of Markov parameters matching for linear systems as a moment matching problem for descriptor representations associated to the given system, at zero interpolation points. Solving this problem yields families of parameterized reduced order models that achieve Markov parameter matching. Finally, we apply these results to the port Hamiltonian case, resulting in families of parameterized reduced order port Hamiltonian approximations.
Introduction
Port Hamiltonian systems represent an important class of systems used in modelling, analysis and control of physical systems, see e.g. [46, 38] . These representations are used in lumped parameter system analysis and control stemming from e.g., mechanical systems, electrical systems, electromechanical systems, power systems. One of the main features of such systems is the passivity property, i.e., the internal energy of the system at some time is lower than or equal to the sum of the stored energy in the past and the externally supplied energy in the interval between the past and the present (see, e.g., [46] ). Passivity is essential for stability analysis and controller synthesis represented by techniques such as Passivity Based Control (PBC) and Interconnection and Damping Assignment (IDA), see e.g., [37] . For instance, in the case of large power systems, consisting of synchronous machines interconnected through transmission lines, the passivity (dissipativity) analysis of its port Hamiltonian modelling is important for the stability assessment of such systems and for further control design, see e.g., [32, 18] . However, physical modelling often leads to (port Hamiltonian) systems of high dimension, usually difficult to analyse and simulate and unsuitable for control design. Hence, model reduction is called for. In the systems and control literature there are many results on model order reduction with preservation of properties and/or structure. For example, passivity preserving model reduction is discussed in e.g., [3, 45, 27, 12, 12] and structure preservation is considered in e.g., [13, 28] for symmetric systems, [33] for mechanical systems, [14, 24, 39] for port Hamiltonian systems.
In the problem of model reduction moment matching techniques represent an efficient tool, see e.g. [19, 8, 2, 47, 12, 31, 5] for a complete overview for linear systems. Using a numerical approach based on Krylov projection methods the (reduced order) model is obtained by efficiently constructing a lower degree rational function that approximates a given transfer function (assumed rational). The low degree rational function matches the given transfer function at various points in the complex plane. If the interpolation points are at zero, then the Padé approximation problem is solved. If the interpolation points are finite, then the general rational interpolation problem is solved. In the case of multiple-input multiple output (MIMO) systems the problem is called tangential interpolation, i.e., finding an approximation that interpolates a transfer matrix at selected points along selected directions, see [15, 4] for further details. If the interpolation points are at infinity, the problem is called partial realization and has been studied in e.g., [35] and references therein.
Alternatively, for single-input single-output (SISO) systems, a system theoretic, time-domain approach to moment matching has been taken in [6] . In short, the notion of moment of a linear, minimal system has been related to the unique solution of a Sylvester equation, see also, e.g., [17, 16] , for previous results. Furthermore, the moments are in one-to-one relation with the steady-state response (provided it exists) of the given system driven by a signal generator, which "contains" the interpolation points. The moments have also been connected to the solution of a dual Sylvester equation, and shown to be in one-to-one relation with the well-defined steady-state response of the given system driving a (generalized) signal generator. Used for model reduction, the time-domain approach yields simple and direct characterizations of all parameterized, reduced order models that match a prescribed set of moments of a given system at a set of finite interpolation points. The classes of reduced order models that achieve moment matching contain subclasses of models that meet additional constraints, i.e., the free parameters are useful for enforcing properties such as, e.g., passivity, stability or relative degree, irrespective of the choice of interpolation points.
Recently, in [49] the rational interpolation problem for linear port Hamiltonian systems has been addressed using Krylov projection methods, yielding reduced order models that match the moments of the given port Hamiltonian system at a set of prescribed finite or infinite interpolation points. Improved procedures for MIMO systems have been developed in [42, 23] , where a near-optimal port Hamiltonian approximation that satisfies a set of tangential interpolation conditions is proposed. Furthermore, in [40, 42] the partial realization problem for port Hamiltonian systems has been considered. The procedure therein involves finding a change of coordinates such that the Hamiltonian becomes the square of the norm of the state vector, since a direct application of the Krylov methods does not yield a port Hamiltonian approximant. Then the Krylov projections are computed and applied to the system in the new coordinates, resulting in a port Hamiltonian model that matches the Markov parameters of the given system. Note that the Hamiltonian of the approximant is again the square of the norm of the reduced order state vector.
In this paper we study the problem of computing low order approximations that match a set of prescribed moments at a set of finite or infinite points, of a given SISO, port Hamiltonian, linear system and preserve the port Hamiltonian structure, in the framework of time-domain moment matching, as described in the following problem.
Problem 1 (General Approximation Problem). Given a linear, port Hamiltonian, SISO system, 1. compute the families of parameterized reduced order models that match the moments of a given port Hamiltonian system at a set of finite or infinite interpolation points (in this case the models match a set of prescribed Markov parameters).
2. characterize the families of reduced order models which satisfy the following properties: the models match the moments of the given port Hamiltonian system and preserve the port Hamiltonian structure. In other words, from the classes of models that achieve moment matching we find the reduced order models that inherit the port Hamiltonian form.
In the case of matching at finite interpolation points we obtain families of parameterized state-space, reduced order port Hamiltonian models that approximate the given port Hamiltonian system. All the reduced order state-space models share the same transfer function. In the SISO case, the state space parameters are used to enforce additional structure constraints such as diagonal Hamiltonian function, diagonal dissipation, etc. However, at the moment we are not able to determine which of the original variables and their meaning is retained in the reduced order model. In the MIMO case the free parameters can be used to define appropriate directions such that the reduced order models satisfy prescribed sets of tangential interpolation conditions. Regarding the computational aspect, we establish connections between the models from the families of parameterized port Hamiltonian reduced order models that achieve moment matching and the counterpart approximations obtained using Krylov projections, i.e., there is a relation between the free parameter and the Krylov projector.
Since, to the best of the authors' knowledge, the existing moment matching techniques do not yield an a priori approximation error bound and assuming the interpolation points are free parameters, we can use existing results from the literature to choose these parameters in order to improve the accuracy of the approximation, e.g., in the sense that the H 2 norm of error decreases, although it is not the scope of the paper.
We study the problem of Markov parameters matching, i.e., the partial realization problem, by extending the time-domain moment matching results to the case of interpolation points at infinity. We define the notion of moment for a class of linear, descriptor representations, associated to the transfer function of the given system, in terms of the (unique) solutions of generalized Sylvester equations and their dual counterparts. In particular, the Markov parameters of a given system are the moments of the associated descriptor realization at zero. Furthermore, we relate the moments to the steadystate response, provided it exists, of the descriptor realization driven by/driving signal generators. Performing model reduction we obtain several families of parameterized, (descriptor) reduced order models that match a set of prescribed moments of the descriptor realization associated to the transfer function of a given linear system. In particular, matching at zero yields classes of reduced order models that match the Markov parameters of the given linear system. As in the rational interpolation case, we establish relations between the parameter which define the family of the port Hamiltonian approximation that matches a set of Markov parameters and a Krylov projector, giving insight into the computational issue of the proposed solution. Finally, we apply these results to linear port Hamiltonian systems, resulting in families parameterized of state-space, reduced order port Hamiltonian models that match the Markov parameters of the given port Hamiltonian system. Note that the free parameters can be used to enforce additional physical structure to the approximant. We mention that, to our knowledge, there is no structured procedure to determine the number of interpolation points needed. However, based on [30] the number of interpolation points can be related to the order of the dynamics associated to the higher order Hankel singular values of the given system. To conclude, we mention that the scope of the paper is not to address computational issues, but to propose a system-theoretical based framework for port Hamiltonian reduced order modelling, consistent with the existing theory and suitable for future nonlinear extension.
To give the complete picture, we compute several (equivalent) families of reduced order port Hamiltonian models, starting from the unique solution of a Sylvester equation and its dual counterpart. The families exhibit the same type of properties, without additional advantages or disadvantages, obtained however through different parameterizations. This argument is consistent with the rational Krylov projection modelling where the left and the right projection are dual to each other.
The paper is organized as follows. In Section 2 we give a brief overview of the definition of moments and moment matching for linear port Hamiltonian systems, as well as of the family of parameterized reduced order models that achieve moment matching at a set of finite interpolation points. We also recall the procedures to obtain a port Hamiltonian approximation using Krylov projections for both SISO and MIMO systems. We present existing choices of interpolation points which yield accurate (in some sense) approximations. The section is completed with the formulation of the model reduction problem to be solved, a particular case of the 1 for matching at finite interpolation points. In Section 3 we study the general problem of time-domain moment matching for a class of descriptor representations associated to the transfer function of a given linear system. In particular we show that matching the moments of the descriptor realization at zero is equivalent to matching the Markov parameters of the given system. Moreover, we obtain the classes of reduced order models that match a set of the Markov parameters of the given system. These models are then related to their Krylov projection counterparts. Based on Section 2, in Section 4 we discuss the problem of moment matching at a set of finite interpolation points, with preservation of the port Hamiltonian structure, and characterize the port Hamiltonian reduced order models. Furthermore, we give a necessary and sufficient condition for a reduced order model that achieves moment matching to be a port Hamiltonian model. We describe the families of parameterized state-space port Hamiltonian approximations, the free parameters of which can be used to enforce further properties. We also present a procedure that allows the computation of such a family of models. Based on the results from Section 3, in Section 4.2 we obtain the classes of reduced order, port Hamiltonian models that match the Markov parameters of a given port Hamiltonian system, proposing a procedure that allows the computation of such families of models. In Section 5, we give an example that illustrates the results. The paper is completed by a Conclusions section.
Preliminary results have been presented in [25] . This paper constitutes a complete version of the aforementioned conference paper, with results presented, discussed and proven in detail. Furthermore, in this paper we develop new results based on the solution of the dual Sylvester equation resulting in an extended system-theoretic characterization of the moment matching for port Hamiltonian systems. In addition, a discussion of the multiple-input multiple-output case is given. Moreover, connections with previous work and results from the literature, especially Krylov projection-based modelling, are established and examples are given to illustrate the theory.
Finally, note that this paper is a preliminary step to develop a time-domain moment matching based model reduction theory for nonlinear port Hamiltonian systems, see e.g., [26] for the first results in that direction.
Notation. R is the set of real numbers and C is the set of complex numbers. C 0 is the set of complex numbers with zero real part and C − denotes the set of complex numbers with negative real part. A * ∈ C n×m denotes the transpose and complex conjugate of the matrix A ∈ C m×n . If A is a real matrix, then A * is the transpose of A. σ(A) denotes the set of eigenvalues of the matrix A and ∅ denotes the empty set. 0 n×ν ∈ C n×ν is the matrix with all elements equal to 0. If n = 1, then 0 1×ν = [0, ..., 0] ∈ R 1×ν and 0 ν = 0 * 1×ν . δ(t) denotes the Dirac δ-function. The triple (A, B, C) denotes the linear, time-invariant system described by the equationsẋ = Ax + Bu, y = Cx, with input u(t) from a well defined set of inputs, output y(t) and state x(t).
Preliminaries
Let J ∈ R n×n be a skew symmetric matrix and R ∈ R n×n , Q ∈ R n×n be two symmetric matrices. Consider the single-input, single-output, minimal, port Hamiltonian systeṁ
where x(t) ∈ R n , u(t) ∈ R, y(t) ∈ R and B ∈ R n . The Hamiltonian is H(x) = 1 2 x * Qx. The transfer function of system (1) is given by K :
. Note that the moment η k (s i ) represents the k-th coefficient of the Taylor expansion of K(s) at s i . Without loss of generality, throughout the paper we assume that k = 0.
Time-domain moment matching
In this section we give a brief overview of a notion of moment in the time-domain setting, see [6] for a more detailed analysis. Based on this notion, families of parameterized reduced order models are developed.
Consider the linear system (1) and let the matrices S ∈ R ν×ν and L ∈ R 1×ν , and Q ∈ R ν×ν and R ∈ R ν be such that the pair (L, S) is observable and the pair (Q, R) is controllable, respectively. Consider the Sylvester equation
in the unknown Π ∈ C n×ν and its dual
in the unknown Υ ∈ C ν×n . Assume that σ(A) ∩ σ(S) = ∅. Since the system (1) is minimal, the Sylvester equation (2) has a unique solution Π and rank Π = ν. Similarly, if σ(A) ∩ σ(Q) = ∅, then equation (3) has a unique solution Υ and rank Υ = ν. (see e.g., [11] ). Definition 1.
We call the moments of system (17) at σ(S) the elements φ i , i = 1, ..., ν. The interpolation points are the eigenvalues of S, i.e., {s 1 , s 2 , ..., s ν } = σ(S).
Let
We call the moments of system (17) at σ(Q) the elements ϕ i , i = 1, ..., ν. The interpolation points are the eigenvalues of Q, i.e., {s 1 , s 2 , ..., s ν } = σ(Q).
The following result establishes the connection between the notions of moment from Definition 1 and the well-defined, steady-state response of the interconnection of (1) with a signal generator. Theorem 1. [6, 7] The following statements hold.
1. Consider system (1) and let S be such that
with ω(t) ∈ R ν . Consider the interconnection of systems (1) and (4), with u = Lω, where L is such that the pair (L, S) is observable. Then the moments φ of system (1) at σ(S) are in one-to-one relation with the well-defined steady-state response of the output y(t) = B * Qx(t) 1 of such interconnected system.
2. Consider the system (1) and let Q be such that σ(Q) ⊂ C 0 . Consider the systeṁ
where ω(t) ∈ R ν , d(t) ∈ R ν , v(t) ∈ R and R is such that the pair (Q, R) is controllable. Consider the interconnection between the system (1) and the system (5), with v = y. Assume that σ((J − R)Q) ⊂ C − , x(0) = 0, ω(0) = 0 and u(t) = δ(t). Then the moments ϕ of system (1) at σ(Q) are in one-to-one relation with the well-defined steady-state response of the output d(t).
Based on Definition 1, we define families of parameterized models of order ν that match the moments of (1) at the interpolation points {s 1 , ..., s ν } = σ(S) and families of parameterized models of order ν that match the moments of (1) at {s 1 , ..., s ν } = σ(Q). Theorem 2. [6, 7] The following statements hold.
1. Let the pair (L, S) be observable and assume σ(A) ∩ σ(S) = ∅. Let ξ(t) ∈ R ν and consider the family of linear models
parameterized in G ∈ C ν , where Π is the unique solution of (2). Assume σ(S − GL) ∩ σ(S) = ∅. Let φ ∈ C 1×ν be the moments of (6) at σ(S). Then (6) describes a family of reduced order models of (17) , parameterized in G, achieving moment matching at σ(S), i.e., φ = φ.
2. Let the pair (Q, R) be controllable and assume σ(A) ∩ σ(Q) = ∅. Let ξ(t) ∈ R ν and consider the family of linear models
parameterized in H ∈ R 1×ν , where Υ is the unique solution of (3). Assume
be the moments of (7) at σ(Q). Then (7) describes a family of reduced order models of (17) , parameterized in H, achieving moment matching at σ(Q), i.e., ϕ = ϕ.
1 By one-to-one relation between a set of ν moments η(s i ), i = 1, ..., ν and the well-defined steady state response of the signal y(t) we mean that the moments η uniquely determine the steady-state response of y(t). Let (A, B, C) be a linear system described by the equationsẋ = Ax + Bu, y = Cx, with x(t) ∈ R n and σ(A) ∈ C − . Then x(t) = xp(t) + xt(t), with xp(t) = lim
is the transient component of the state x(t), i.e., lim t→∞ xt(t) = 0 and xp(t) is the steady-state.
Consequently, yp(t) = Cxp(t) is the steady-state response of the linear system (A, B, C).
The next result shows that the models Σ G and Σ H achieve moment matching at σ(S) and σ(Q) for all parameters G and H, respectively. Proposition 1. [6, 7] The following statements hold.
1. Consider the family of systems (6) . Consider a ν-th order model of system (1) at σ(S) and let K(s) be its transfer function. Then there exists a unique G such that
2. Consider system (1) and the family of ν-th order models (7) . Let Υ be the (unique) solution of equation (3) . Then, for all H, any model in the family (7) is a reduced order model of system (1) achieving moment matching at σ(Q).
Note that the results so far cannot be applied to the case of infinite interpolation points, i.e., do not apply to s = ∞.
The MIMO case
Consider a MIMO system of the form (1), with the input u(t) ∈ R m , i.e., B ∈ C n×m and the transfer function
.., ν, be such that the pair (L, S) is observable. Let Π ∈ C n×ν be the unique solution of the Sylvester equation (2) . Simple computations yield that the moments
.., ν of system (1) at {s 1 , ..., s ν } = σ(S) are in one-to-one relation with CΠ. Consider the following systemξ
The model reduction problem for MIMO systems boils down to finding a ν-th order model described by the equations (8) which satisfies the conditions
where
G is the transfer function of (8) . The relations (9) are called the right tangential interpolation conditions, see [15] . It immediately follows that the solution to this problem is provided by a direct application of Theorem 2, i.e., a class of reduced order MIMO models that achieve moment matching in the sense of satisfying the tangential interpolation conditions (9) is given by Σ G = (S − GL, G, B * QΠ) as in (6) .
Similarly, we may define the left tangential interpolation problem and its solution. To this end, let Q ∈ C ν×ν and R = [r *
.., ν, be such that the pair (Q, R) is controllable. Let Υ ∈ C ν×n be the unique solution of (3) . Hence the moments η(s i ) = r i K(s i ), η(s i ) ∈ C 1×m , i = 1, ..., ν, of system (1) at {s 1 , ..., s ν } = σ(Q) are in one-to-one relation with ΥB. The model reduction problem boils down to finding a ν-th order model described by the equations (8) which satisfies the conditions
The relations (10) are called the left tangential interpolation conditions, see [15] and the solution to this problem is provided by a direct application of Theorem 2, i.e., a class of reduced order MIMO models that achieve moment matching in the sense of satisfying the tangential interpolation conditions (10) is given by Σ H = (Q − RH, ΥB, H) as in (7) .
Note finally that also in the MIMO case the models are parameterized in L and R, respectively. Their choice is important in establishing appropriate directions for interpolation. Throughout the rest of the paper we discuss the SISO case, i.e., m = p = 1, the results being easily extended to tangential interpolation for MIMO systems. However, when necessary, we make specific remarks about the latter case.
Krylov projections
In this section we give a brief overview on the port Hamiltonian reduced order models obtained using Krylov projections. Proposition 2. [34, 49] Consider the system (1). Let s 0 ∈ C be such that
Consider the port Hamiltonian system
with
Then Σ V matches the first ν moments of (1) at s 0 .
Furthermore, in [23] a Krylov projection technique is proposed for the computation of a port Hamiltonian reduced order model that achieves moment matching, i.e., tangential interpolation, in the MIMO case. Theorem 3.
[23] Consider a MIMO system (1) with the input u(t) ∈ R m and the output y(t) ∈ R m , i.e. B ∈ C n×m . Let
Then the reduced order model Σ V as in (11) is port Hamiltonian, passive and satisfies the right tangential interpolation conditions (9) .
Note that Theorem 3 yields a class of reduced order port Hamiltonian models, with state-space realizations parameterized in M , which achieve moment matching. Results which extend this technique to matching a number of moments which is twice the number of selected interpolation points can be found in [41] . Remark 1. To the best of our knowledge, the existing moment matching based model order reduction techniques do not yield approximation error bounds. However, a choice of interpolation points that improves the accuracy of the approximation, i.e., stems from solving an H 2 optimal approximation problem, is at the mirror images of the poles of the approximant. In detail, if K(s) is the approximation that yields the best approximation of K(s) associated to (1), in the H 2 norm, then K(s) satisfies the conditions
with i = 1, ..., ν, where λ i are the poles of K(s), see e.g., [22, 36, 20] . Hence, an accurate approximation of a system (1), in the sense that the H 2 -norm of the approximation error decreases, is obtained by finding a reduced order model that achieves moment matching in the sense of relations (15) . Since the poles of the approximation are not known in advance, a suitable choice of interpolation points (see [20, 21] ) is
where λ i ∈ σ((J − R)Q), with highest residues of the transfer function K(s) .
Proposition 2 directly applies to Markov parameter matching, i.e., matching at infinity. However, this is not the case for Theorem 3. This is due to the fact that the construction and direct application of the projectors W and V does not yield a reduced order model with port Hamiltonian structure. However, in [40, 42] a solution is obtained in a specific set of coordinates, i.e., performing a coordinate transformation the port Hamiltonian system is brought in a form where Proposition 2 applies. A precise definition of Markov parameters and the corresponding detailed arguments are found in Section 3.
To the best of the authors' knowledge there is no structured way of determining the number ν of interpolation points required for approximation. However, a fair choice appears to be the number of large Hankel singular values of the given system, see, e.g., [30] .
3 Markov parameter matching as moment matching for a class of descriptor systems
As mentioned in Section 2.1, the time-domain moment matching tools do not directly apply to s = ∞. In this section we present a time-domain approach to moment matching at s = ∞, i.e., Markov parameter matching. The idea is to perform the change of variable τ = 1/s ⇔ s = 1/τ and turn the problem of Markov parameter matching into a moment matching problem at τ = 0. First we discuss the problem of moment matching at any τ ∈ C and provide time-domain interpretations of the notion of moment and moment matching. Based on this notion of moment, we characterize the classes of parameterized reduced order models that match the moments of a given system at τ and in particular at τ = 0.
Consider a linear, minimal system described by the equationṡ
Let τ ∈ C and note that the matrix pencil I − Aτ is regular, i.e., det(I − Aτ ) = 0, for some τ (see e.g., [10] ). According to, e.g., [9] , (I − Aτ ) −1 exists and so the function
The moments of K(τ ) at τ = τ * ∈ C are given by
and the moments η 0 (∞), ..., η ν (∞) are given by
We now consider the following moment matching problem. Given the function K(τ ) and the point τ * ∈ C find K(τ ) such
In particular, we are interested in the case τ * = 0, which solves the Markov parameter matching problem. Proposition 3. Consider the system (17) and
Assume that λτ * = 1, for any λ ∈ σ(A).
1. Let Π ∈ C n×(ν+1) be the unique solution of the Sylvester equation
Then the moments η 0 (τ
2. LetΠ ∈ C n×(ν+1) be the unique solution of the Sylvester equation
Proof. The assumption that λτ * = 1, for any λ ∈ σ(A) and the regularity of the matrix pencil I − Aτ yield that the solutions Π andΠ of the Sylvester equations (20) and (21), respectively, exist and are unique (see e.g., [10] ). To prove the statement (1), let Π = [Π 0 Π 1 . . . Π ν ]. By (20) we have the sequence of equalities
. . .
from which the claim follows. To prove the second statement, letΠ = [Π 0Π1 . . .Π ν ]. By (21) we have the sequence of equalities
from which the claim follows.
Proposition 3 can be extended to the general case of any (non-derogatory 2 ) matrix S that satisfy the assumption made on σ(A). Hence, throughout the rest of the section we make the following standing assumption. Assumption 1. λµ = 1, for any λ ∈ σ(A) and µ ∈ σ(S). Example 1. Consider the system depicted in Fig. 1(a) , described by the equationṡ
+ --
with the transfer function K(s) = 1 s 2 +bs+a . Consider now the system depicted in Fig. 1(b) , where we have replaced the integrators with differentiators, i.e., τ =
with the transfer function
aτ 2 +bτ +1 . Hence, the Markov parameters of (22) are the moments of the system (23) at τ = 0. The following result provides a time-domain interpretation of the moments of K(τ ) = K(1/τ ), where K is the transfer function of the system (17) . Namely, the moments of K(τ ) are related to the well-defined steady-state response of the output of a descriptor state-space representation associated to K(τ ), with the input given by a signal generator defined by the interpolation points given by the set σ(S) (see Fig. 2 ). Theorem 4. Consider the system (17) and let S be such that
with ω(t) ∈ R ν .
i. Consider the descriptor state-space representation associated to the transfer function K given by
with x(t) ∈ R n , u(t) ∈ R and y(t) ∈ R. Then the moments η k (τ i ), k = 0, 1, 2, ..., i = 0, ..., ν, of the system (17) at σ(S), are in one-to-one relation with the well-defined steady-state response of the output of the interconnection of systems (25) and (24), with u = Lω, where L is such that the pair (L, S) is observable.
ii. Consider the descriptor state-space representation associated to the transfer function K given by
with x(t) ∈ R n , u(t) ∈ R and y(t) ∈ R. Then the moments η k (τ i ), k = 0, 1, 2, ..., i = 0, ..., ν, of the system (17) at σ(S), are in one-to-one relation with the well-defined steady-state response of the output of the interconnection of systems (26) and (24), with u = Lω, where L is such that the pair (L, S) is observable.
Proof. By the interconnection between (25) and (24), the first equation in (25) yields x = Aẋ + BLω = Aẋ + (Π − AΠS)ω, where Π is the unique solution of (20) . This further yields x − Πω = A(ẋ − Πω). The output y(t) satisfies y(t) = C(ẋ − Πω) + CΠω. The assumptions σ(A) ⊂ C − and σ(S) ⊂ C 0 yield lim t→∞ [x(t) − Πω(t)] = 0, implying that the first term of y(t) vanishes. Hence the steady-state response exists and is well-defined and equal to CΠω = CΠSω, which proves the claim i. Since σ(A) ⊂ C − , the statement ii. is a direct application of Theorem 1, with the signal u(t) replaced byu(t).
Corollary 1.
Consider the system (17) satisfying the assumptions in Theorem 4. Then the first ν Markov parameters of (17) are in a one-to-one relationship with the well-defined steady-state response of the system (25) (or (26)) to the input given by a signal generator defined by the interpolation points τ * = 0 with multiplicity ν.
We are now ready to define the notion of reduced order models that match the moments of
Consider an observable pair (L, S) and the system
with ξ(t) ∈ R ν and Π = Π, or Π =Π. Let K Π (s) be the transfer function of system (27) and let K Π (τ ) = K Π (1/τ ). Then, if Π = Π and λµ = 1, for any λ ∈ σ(F ) and µ ∈ σ(S), (27) is a reduced order model that matches the first ν moments of K(τ ) at σ(S) if there exists an invertible matrix P ∈ R ν×ν such that CΠS = HP S, F P S + GL = P.
If τ * = 0, then the Markov parameters of K Π (τ ) match the first ν Markov parameters of K(s).
Finally, for Π =Π, the system (27) is a reduced order model that matches the first ν moments of K(τ ) at σ(S) if there exists an invertible matrixP ∈ R ν×ν such that
Remark 2. Assume S is invertible, i.e. τ * = 0. Let P = I. A reduced order model that matches the moments of K(τ ) at τ * is given by equations (27) with F = (I − GL)S −1 and H = CΠ. Furthermore, ifP = I, according to (29) another reduced order model that matches the moments of K(τ ) at τ * is given by equations (27) with
The first three Markov parameters of
. A reduced order model that matches these Markov parameters is given by equations (28), with
In general, let
* and P = I. Solving (28) yields a family of reduced order models of dimension ν + 1 that achieve Markov parameters matching characterized by
yielding the equationsΠ
Note that the first Markov parameter is η 0 (∞) = CΠ 0 = 0 and the remaining ν Markov parameters are in a one-to-one relation with C Π. A reduced order model of dimension ν that matches the first ν + 1 Markov parameters, i.e. η 0 (∞) = 0 and η 1 (∞), . . . , η ν (∞), is given by system (27) if there exists an invertible matrix P ∈ R ν×ν such that
Alternative approach
In this subsection we give an alternative interpretation of the notion of moment matching for K, in the sense of the approach taken in [7] . The moments of K(τ ) are in one-to-one relation with the well-defined steady-state response of the asymptotically stable descriptor systems (25) or (26) driving a generalized signal generator. This approach yields new families of reduced order models that achieve moment matching at τ and in particular, Markov parameter matching when τ = 0. Proposition 4. Consider the system (17) and τ * ∈ C. Let
be such that Assumption 1 holds and
1. Let Υ ∈ C (ν+1)×n be the unique solution of the Sylvester equation
Then the moments of
2. Let Υ ∈ C (ν+1)×n be the unique solution of the Sylvester equation
Proof
To prove the second statement let Υ = [ Υ *
From (33) we have the sequence of equalities
Remark 3. LetQ andR be any two matrices such that the pair (Q,R) is controllable. Then the moments described by (2) are parameterized by the elements ofR. However, there exists a coordinate transformation T such that T −1Q T = Q, as in (4) and T −1R = R, as in (4), yielding the moments of K(τ ) at σ(Q) = σ(Q). 
with ω(t) ∈ R ν , v(t) ∈ R. Consider the interconnection v = y (as in Fig. 3 ) between the signal generator and the system (26) . Let d = ω − Υx. The signal d(t) satisfiesḋ =ω − Υẋ ⇒ḋ = Qω + (RC − Υ)ẋ. This further yieldṡ d = Qω − QΥAẋ = Qω − QΥ(x − Bu). In conclusion d satisfies the equatioṅ
Conversely, let Υ be such that d = ω−Υx satisfies equation (35) . Then Υ satisfies Qd+QΥBu =ω−Υẋ = Qω+RCẋ−Υẋ, which yields QΥx − QΥBu = (RC − Υ)ẋ. Hence QΥAẋ = (RC − Υ)ẋ, for all x, i.e., Υ satisfies equation (32) . Consider the generalized signal generator (34) interconnected through v = y (as in Fig. 4 ) with the system (25). Let Figure 4 : Interconnection of the signal generator and the system (25) , with the transfer function K(τ ).
Theorem 5. Consider system (17) and let Q be such that σ(Q) ⊂ C 0 . Assume that σ(A) ⊂ C − and x(0) = 0. Let the system (34) be such that the pair (Q, R) is controllable.
i. Consider the interconnection between the system (25) and the system (34), defined by v = y, with the output d(t).
Then the moments η k (τ i ), k = 0, 1, 2, ..., i = 0, ..., ν, of the system (17) at σ(Q), are in one-to-one relation with the well-defined steady-state response of the output d(t), for u = δ(t).
ii
Proof. The proof is similar to the proof of Theorem 1 (see also [7] ), hence, we provide a sketch for the statement i. By the assumptions, the steady-state response of d(t) is well-defined. By equation (35) , since u(t) = δ(t), we have that
denotes the Laplace transform of d(t). D(τ ) contains the moments in the terms
where τ * ∈ σ(Q) and K(τ ) is the transfer function of the system (25) . Recalling that1(t) = d1(t) dt = δ(t), the proof of the statement ii. is identical to the proof of statement i. Corollary 2. Consider the system (17) satisfying the assumptions in Theorem 5. Let σ(Q) = {0, ..., 0}. Then the first ν Markov parameters of (17) are in a one-to-one relation with the well-defined steady-state responses of the signals d(t) and d(t), to inputs u(t) = δ(t) and u(t) = 1(t), respectively.
We are now ready to present new families of reduced order models that achieve moment matching at σ(Q). Consider a system described by equations of the form
with ξ(t) ∈ R ν , u(t) ∈ R, ψ(t) ∈ R, and E, F, G, H of appropriate dimensions. Let K Υ = H(sE − F ) −1 G be the well-defined transfer function of (37) and let
Let the signal ζ(t) be such that ζ = ω − P Eξ. Then, the moments of the transfer function K Υ (τ ) of (37) match the moments of the transfer function K(τ ) of (17) at σ(Q), in the sense of Theorem 5, if ζ(t) satisfiesζ = Qζ + QΥBu, which is equivalent to the existence of an invertible matrix P such that
Similarly, let ζ(t) be such that ζ = Q(ω − P Eξ). Then, the moments of the transfer function K Υ (τ ) of (37) match the moments of the transfer function K(τ ) of (17) at σ(Q), in the sense of Theorem 5, if ζ(t) satisfies˙ ζ = Q ζ +Q(Q Υ+RC)Bu, which is equivalent to the existence of an invertible matrix P such that
In the sequel, we present particular instances of E, F , G and H, which satisfy the matching relations (38) and (39), respectively. Proposition 5. Consider system (17) with the transfer function K(s). Let K(τ ) = K(1/τ ) and let Υ and Υ be the unique solutions of the Sylvester equations (32) and (2), respectively. Furthermore, let Q and R be such that the pair (Q, R) is controllable. Then the following statements hold.
1. A reduced order model with transfer function K Υ (τ ) which matches the moments of K(τ ) at σ(Q) is given by the system (37) with E = Q − RH, F = I and G = −ΥB.
2.
A reduced order model with transfer function K Υ (τ ) which matches the moments of K(τ ) at σ(Q) is given by the system (37) with E = Q − RH, F = I and G = −QΥB and output ψ = Hξ.
3. A reduced order model with transfer function K Υ (τ ) which matches the moments of K(τ ) at σ(Q) is given by the system (37) with E = Q − RH, F = I and G = −(Q Υ + RC)B.
4.
A reduced order model with transfer function K Υ (τ ) which matches the moments of K(τ ) at σ(Q) is given by the system (37) with E = Q − RH, F = I and G = −Q(Q Υ + RC)B and inputu(t).
Proof. We only prove statement (1), since the statements (2)-(4) follow similar arguments. Let K(τ ) = C(I − Aτ )
Bτ . Exploiting equation (1) and performing some algebraic computations yield E(τ ) = E(τ )(C + HΥA)(I − Aτ ) −1 Bτ , where
It follows that for all τ i ∈ σ(Q), i = 1, ..., ν, E(τ i ) = 0 and then E(τ i ) = 0, which proves the claim. The rest of the claims are proven in a similar way. * . System (37) matches the first three Markov parameters of the system (17), i.e., the moments QΥB = [0 η 0 η 1 ] * , for any P that uniquely satisfies (38) . Choosing P = I, and solving (38) yields
where a, b, c and g 3 ∈ R are free parameters. In general, let
and E = I. Choosing P = I and solving (38) yield a class of reduced order models that match ν Markov parameters of the system (17) described by
with F 2 ∈ R ν−1 and f 1 ∈ R and g ∈ R free parameters, and Ξ such that QΥB = [0 Ξ * ] * . Note that λµ = 0 = 1 for all λ ∈ σ(F ), since 0 = µ ∈ σ(Q), and thus P = I uniquely satisfies (38) . Example 4. Let Q ∈ R ν×ν and R ∈ R ν be such that the pair (Q, R) is controllable and let Υ be the unique solution of equation (1) . Furthermore, let P = I be the unique solution of (39) and assume E = I. Then a class of reduced order models that match the moments of K(τ ) at σ(Q) is given by
with H a free parameter, such that Q + RH is invertible and λµ = 1, for any λ ∈ σ(F ) and µ ∈ σ(Q).
In particular, let Q be a Jordan block of order ν with all eigenvalues at zero,
. Then det(Q + RH) = h ν . Choosing h ν = 0, we obtain a class of reduced order models described by equations (37) and parameterized by h 1 , ..., h ν , that matches the first ν Markov parameters of the system (17), with
Note that by construction 0 / ∈ σ(F ) and so λµ = 0 for all λ ∈ σ(F ), since 0 = µ ∈ σ(Q), i.e., P = I uniquely satisfies (39).
Relation with Krylov methods
In this section we establish a connection between the Krylov projection in the Arnoldi method (see, e.g., [2, 42] ) and the solution of the Sylvester equation (20) . We will only sketch the result which follows arguments from the proof of Lemma B.1. Consider the system (17) and let V ∈ C n×ν and W ∈ C n×ν be such that
Let S be as in Proposition 3 and note that AV S + BL = V , with L such that the pair (L, S) is observable. Let T be an invertible matrix such that S = TST −1 , whereS ∈ C ν×ν is any matrix such that σ(S) = σ(S). Hence AV TS +BLT = V T yielding that the unique solution Π of (20) satisfies Π = V T . Similarly,Π = V T , whereΠ is the unique solution of (21) . Note that similar results are obtained for Υ, the unique solution of (32) or (33), i.e., Υ = T W * , where T is an invertible matrix such that Q = TQT −1 , with Q ∈ C ν×ν as in Proposition 4.
The following result establishes a relation between the class of ν-th order models that match a set of prescribed Markov parameters, obtained using Krylov projections and the class of reduced models Σ Π . A similar result is obtained for a class of models Σ Υ . Proposition 6. Consider the system (17) and the systeṁ
with ξ(t) ∈ R ν . The following statements hold.
1. Let V be as in (40a) and let W be such that W * V =I. Let Σ W be the family of ν order models of (17), described by equations (41) and parameterized in W . Then, Σ W = Σ Π , with Σ Π as in (27) , with Π ∈ {Π,Π}, where Π is the unique solution of (20) andΠ is the unique solution of (21) . Analogously, let W be as in (40b) and let V be such that W * V =I. Let Σ V be the family of ν order models of (17), described by equations (41) and parameterized in V . Then, Σ V = Σ Π .
2. Let W be as in (40b) and let V be such that W * V =I. Let Σ V be the family of ν order models of (17), described by equations (41) and parameterized in V . Then, Σ V = Σ Υ , with Σ Υ as in (37), with Υ the unique solution of (32) . Analogously, let V be as in (40a) and let W be such that W * V =I. Let Σ W be the family of ν order models of (17), described by equations (41) and parameterized in W . Then, Σ W = Σ Υ .
Proof. Proof of Statement (1). Consider a model Σ W and let Π = V P , with Π the unique solution of (20) and P an invertible matrix. Thus, CV P = CΠ which yields CΠS = CV P S. Furthermore, note that W * AV P S + W * BL = W * (AΠS + BL) = W * V P = P for any W such that W * V = I. Hence, the conditions (28) are satisfied and the claim is proven. Similar arguments hold for Π =Π, the unique solution of (21), as well as for the case Σ V .
Proof of Statement (2).
Let Υ be the unique solution of (32) and consider the family of ν-th order models Σ Υ , as in (37) . Without loss of generality assume E = I in (37) . Consider a model Σ V and let Υ = P W * with P an invertible matrix. Hence, QP W * B = QΥB. Furthermore, note that QP W * AV + RCV = (QΥA + RC)V = ΥV = P W * V = P , for any V such that W * V = I. Thus, the conditions (38) are satisfied and the claim is proven. Similar arguments hold for the case Σ W .
Note that the results from Proposition 6 do not apply to the family of models Σ Υ , with Υ the unique solution of (33).
4 Matching with preservation of the port Hamiltonian structure
Matching at finite interpolation points
In this section, we solve the following particular instance of the 1, at a prescribed set of finite interpolation points. Problem 2. Given a linear, port Hamiltonian, SISO system (1), find the observable pair (L, S), where L ∈ C 1×ν and S ∈ C ν×ν , such that σ(S) ∩ σ((J − R)Q) = ∅ and the free parameter G ∈ C ν , such that the following properties hold.
(p1) The family of systems (S − GL, G, B * QΠ) parameterized in S, L, G, described by equations (6), with Π the unique solution of (2), match the moments of (1) at σ(S).
(p2) There exists G such that the family of systems (S − GL, G, B * QΠ) parameterized in S and L, described by equations (6) preserve the port Hamiltonian structure.
(p3) The family of systems (S − GL, G, B * QΠ) parameterized in S, G, L, described by equations (6) are accurate approximations of (1), in the H 2 -norm sense.
(p4) The computation of the family of systems (S − GL, G, B * QΠ) parameterized in S, G, L, described by equations (6) is calculated efficiently, i.e., avoiding the computation of the moments and the solution Π of (2).
The solution to subproblem (p1) is provided by Theorem 2 which characterizes the family of systems (S − GL, G, B * QΠ) parameterized in S, L, G. Our main goal is to solve subproblem (p2). In short, fixing S and L we compute the ν-th order system (S − GL, G, B * QΠ) that preserves the port Hamiltonian structure and matches the moments of (1) at σ(S). This model characterizes a class of state-space models parameterized in S and L, which have the same transfer function. The parameters S and L can be selected to satisfy further constraints such as additional physical structure and improved accuracy of the approximations, by solving subproblem (p2) at the mirror images of a set of poles of the given system (1), i.e., the port Hamiltonian reduced order model satisfies conditions (15a), thus shortly addressing subproblem (p3). In the case of MIMO systems, a proper selection of L defines the desired directions for the solution of the tangential interpolation problem, i.e., the reduced order port Hamiltonian system satisfies the right/left tangential interpolation conditions (9) or (10), respectively. Although it is not the primary goal of this paper, subproblem (p4) is addressed using the result in Theorem 3 and the relation between the projections and the solutions of the Sylvester equations (2) and (3), provided by Lemma B.1. Hence, the output B * QΠ of (6) is computed using efficient numerical algorithms stemming from Krylov subspace techniques as in, e.g., [23] .
Note that a similar problem and results are obtained using the family of systems (Q − RH, ΥB, H) parameterized in Q, R, H, as in (7), with Υ the unique solution of (3).
Our main focus is solving subproblem (p2) of Problem 2. The results consist of families of reduced order, port Hamiltonian models which are subclasses of the class of models Σ G in (6) and Σ H in (7), respectively. The port Hamiltonian models match the moments of the given port Hamiltonian system and possess parameterized state-space realizations. Note that all the model from the subclass have the same transfer function. The parameters can be used for enforcing additional structure such as, e.g., specific Hamiltonian functions and/or diagonalized dissipation. In the MIMO case, the parameters can be used to find the reduced order models that satisfy the tangential interpolation conditions. Consider the linear, SISO, port Hamiltonian system (1). Let (L, S) be an observable pair and let (Q, R) be a controllable pair. Consider the families of reduced order models Σ G as in (6) and Σ H as in (7), respectively. Throughout the rest of this section we make the following working assumption. Assumption 2. The matrix Q is invertible. Furthermore, σ(S)∩σ((J −R)Q) = ∅, σ(Q)∩σ(A) = ∅, σ(S)∩σ(S −GL) = ∅ and σ(Q) ∩ σ(Q − RH) = ∅, i.e., the interpolation points are not among the poles of either the given system or its approximations.
Note that by Assumption 2, the families of models Σ G and Σ H are well-defined. Proposition 7. Consider the port Hamiltonian reduced order model given bẏ
with ξ(t) ∈ R ν . Then, the following statements hold.
1. Let Π be the unique solution of equation (2) and define
Let Σ Π be a port Hamiltonian model described by equations (42) and (43) . If σ(S) ∩ σ(( J − R) Q) = ∅, then Σ Π matches the moments of the system (1) at σ(S).
2. Let Υ be the unique solution of equation (3) and define
Let Σ Υ be a port Hamiltonian model described by equations (42) and (44) . If σ(Q) ∩ σ(( J − R) Q) = ∅, then Σ Υ matches the moments of the system (1) at σ(Q).
Proof. Let K(s) be the transfer function of system (1). Proof of Statement (1). Let K Π (s) the transfer function of the system Σ Π . Assuming that σ(S) ∩ σ(( J − R) Q) = ∅, the result is obtained by simply checking the moments at s i ∈ σ(S), i = 1, ..., ν, i.e., checking that K(
, which yields the result.
Proof of Statement (2).
Let K Υ (s) be the transfer function of the system Σ Υ . Note that
Since Υ is the solution of (3), we have Υ(J − R)Q = QΥ − RB * Q and hence K(
, which proves the result.
Remark 5. Let (42) be a reduced order model of (1) . Then, by Theorem 1, the model (42) matches the moments of (1) at σ(S) if
where P ∈ R ν×ν is an invertible matrix such that
Note that equation (45) is satisfied by
Since we assume that σ(S) ∩ σ(( J − R) Q) = ∅, then P as in (47) is the unique solution of the Sylvester equation (46) (see also [6] ).
Remark 6. Let systems Σ Π as in (42) and Σ V as in (11) be two reduced order port Hamiltonian models that match the moments of (1), respectively. Then, by Lemma B.1, they are equivalent 3 , i.e., there exists an invertible matrix T such that ΠT = V and J r = T * JT , R r = T * RT , Q r = T − * QT −1 and B r = T * B, hence Σ V = Σ ΠT and furthermore, Σ V is a member of the class of models Σ G .
Note that the result in Proposition 7 shows that there exists a port Hamiltonian model that matches the moments of a given port Hamiltonian system by direct computation of the matrix Π. However this can be avoided by showing that the model Σ Π is a member of the class of reduced order models Σ G that match the moments of (1) at σ(S), for a particular instance of the parameter G. Similarly, we also show that the model Σ Υ is a member of the class of reduced order models Σ H that match the moments of (1) at σ(Q), for a particular selection of H. Theorem 6. Let Assumption 2 hold. Then the following statements hold.
1. Let Σ G , as in (6), be a reduced order model of the port Hamiltonian system (1), matching the moments at σ(S).
Then Σ G is equivalent to a port Hamiltonian system Σ Π , as in (42) and (43), i.e., Σ G preserves the port Hamiltonian structure of the system (1), if and only if G = (Π * QΠ) −1 Π * QB.
2. Let Σ H , as in (7), be a reduced order model of the port Hamiltonian system (1), matching the moments at σ(Q). Then Σ H is equivalent to the port Hamiltonian system Σ Υ , as in (42) and (44), i.e., Σ G preserves the port Hamiltonian structure of the system (1), if and only if
Proof. Proof of Statement (1). First we prove the necessity. Let Π satisfy (2) . Since −J = J * and R = R * , Π * satisfies
Postmultiplying (48) by QΠ and adding it to (2) premultiplied by Π * Q, yields
with R as in (43) . Postmultiplying (48) by QΠ and subtracting it from (2) premultiplied by Π * Q, yields
with J as in (43) .
The sufficiency is a direct consequence of Lemma A.2, with P = (Π * QΠ) −1 and CΠ = B * QΠ.
First we show the necessity. Let Υ satisfy (3). Since −J = J * and R = R * , Υ * satisfies
Postmultiplying (51) by Q −1 Υ * and adding it to (3) premultiplied by ΥQ −1 , yields
with R as in (44) . Postmultiplying (51) by Q −1 Υ * and subtracting it from (3) premultiplied by ΥQ −1 , yields
with J as in (44) .
with Q = (ΥQ −1 Υ * ) −1 invertible, since Q is assumed invertible, proving the claim. The sufficiency is a direct consequence of Lemma A.2, with P = ΥQ −1 Υ * and
If S and L are fixed, then Σ Π is the unique model from the class Σ G that matches the moments of (1) at σ(S) and preserves the port Hamiltonian structure. Assume now that S is fixed and let L = [l 1 l 2 . . . l ν ], l i ∈ C, i = 1, ..., ν, be such that the pair (L, S) is observable. Then the solution of the Sylvester equation (2) is given by a matrix Π(L), yielding a class of reduced order port Hamiltonian models Σ Π(L) defined by (42) with (43) . Note that the input output behaviour is not affected by the choice of l 1 , ..., l ν , i.e., all models parameterized in L have the same transfer function. However, since the port Hamiltonian structure is a state-space property, the parameters l i , i = 1, ..., ν can be used to enforce additional structure, e.g. the Hamiltonian defined by Q, or the dissipation R, have a desired form. Similarly, let R = [r 1 r 2 . . . r ν ] * , r i ∈ C, i = 1, ..., ν, be such that (Q, R) is controllable. Then the solution of the Sylvester equation (3) is given by a matrix Υ(R), yielding a family of reduced order port Hamiltonian models Σ Υ(R) defined by equation (42) with J(R), R(R), Q(R), B(R) as in (44) . All models parameterized in R have the same transfer function and the parameters r i , i = 1, ..., ν can be selected such that the models meet additional constraints.
In
Consider a MIMO, port Hamiltonian system (1), with the input u(t) ∈ R m and the output y(t) ∈ R m , i.e.
Then the following statements hold.
1. The MIMO system Σ Π described by equations (42) and (43), with input u(t) and output ψ(t) ∈ R m , satisfies the right interpolation conditions (9).
2. The system Σ Υ described by equations (42) and (44), with input u(t) and output ψ(t) ∈ R m , satisfies the left interpolation conditions (10).
Theorem 6 offers a way to find a reduced order port Hamiltonian model, from a reduced order model that achieves matching of moments of the given (port Hamiltonian) system, by selecting the parameter G. Let (6) be a reduced order model and let P be such that S * P + P S ≤ Π * QBL + L * B * QΠ. Then, according to Theorem A.1, there exists G such that the model is passive, i.e., P G = Π * QB. Selecting P = Π * QΠ yields the parameter G which identifies the port Hamiltonian reduced order model that achieves moment matching. Based on Lemma A.2, similar arguments hold for the case of the system Σ Υ , with P = ΥQ −1 Υ * .
Lemma B.1 implies that the result from Theorem 6 is equivalent to the result from Theorem 3, i.e., the class of reduced order models obtained by Krylov projection and the class of reduced order models obtained by time-domain moment matching are equivalent. In detail, let Σ G and Σ V be two reduced order models of (1) .
and B * QΠ = B * Q V Π * QΠ, which shows that one port Hamiltonian model can be obtained from the other via a coordinate transformation. Note that from an input-output point of view, both models exhibit the same behaviour. Similar arguments hold for the case of the system Σ Υ , with T = ΥQ −1 Υ * . Hence, from a computational point of view, Theorem 6 offers a way to compute a reduced order model Σ Π (or Σ Υ ) that achieves moment matching and preserves the port Hamiltonian structure. Algorithm 1. (Computation of a port Hamiltonian reduced order model that matches a prescribed number of moments of a given port Hamiltonian linear system, at a set of finite interpolation points.) 1. Select S and L such that the pair (L, S) is observable. 2. Use any efficient algorithm (e.g. Iterative Rational Krylov) to compute V depending on the eigenvalues of S. (42) and (43).
The outcome of Algorithm 1 is a port Hamiltonian model that matches the moments of (1) at σ(S), parameterized in S and L. Hence, following arguments from Section 2.3, a suitable selection of the interpolation points, at step 1, such that the model approximates (1) in the H 2 norm more accurately, is given by the matrix S such that σ(S) = {−λ 1 , ..., −λ ν }, where λ i ∈ σ((J − R)Q).
Markov parameter matching with preservation of port Hamiltonian structure
In this section we solve another particular instance of 1, for the case of matching a set of prescribed Markov parameters. Problem 3. Consider the linear, port Hamiltonian, SISO system (1) and the observable pair (L, S), where L ∈ C 1×ν and S ∈ C ν×ν such that Assumption 1 holds. Find F ∈ C ν×ν and/or G ∈ C ν , such that the following properties hold.
(m1) The family of systems Σ Π parameterized in F and/or G and H, described by equations (27) , with Π ∈ {Π,Π}, where Π is the unique solution of (20) andΠ is the unique solution of (21) match the moments of the transfer function K(τ ) of (1) at σ(S), i.e., conditions (28) or (29) are satisfied.
(m2) There exists G and H such that the family of systems Σ Π , described by equations (27) , preserve the port Hamiltonian structure.
(m3) The computation of the family of systems Σ Π described by equations (27) avoids the explicit solution of the Markov parameters.
Based on the solution of subproblem (m1) provided in this section, we provide solutions to subproblem (m2), suitable to the scope of this paper. We give some insight into subproblem (m3) provided by Proposition 6 which allows for efficient computation of the families of reduced order models. Note that a similar problem can be formulated in terms of the results of Section 3.1, hence it is omitted.
In this section we focus on Problem 3, i.e., find a reduced order model that matches a prescribed number of Markov parameters and preserves the port Hamiltonian structure. Consider the port Hamiltonian system (1) 
In addition, letΠ be the unique solution of the Sylvester equation
The moments of K(τ ) = K(1/τ ) at τ = τ * are in a one-to-one relation with B * QΠ. The first ν Markov parameters of (1) are the moments of K(τ ) for τ * = 0. Assume there exists an invertible matrix P such that a reduced order model described by equations (27) exists and the relations (28) are satisfied. Furthermore, assume there exists an invertible matrixP such that conditions (29) are satisfied.
At the same time, we compute the class of port Hamiltonian reduced order models that achieve moment matching based on Proposition 4. The moments of K(τ ) = K(1/τ ) at τ = τ * are in a one-to-one relation with QΥB, where Υ is the solution of the Sylvester equation
The first ν Markov parameters of (1) are the moments of K(τ ) for τ * = 0. Proposition 8. Let K(s) be the transfer function of the system (1). Let (L, S) be an observable pair and let (Q, R) be a controllable pair. Consider the port Hamiltonian systeṁ
1. Let
with Π = Π, or Π =Π, where Π is the unique solution of equation (52) andΠ is the unique solution of equation (53). Let Σ Π denote a port Hamiltonian model described by equations (55) and (56). If λµ = 1, for any λ ∈ σ(S) and any µ ∈ σ(( J − R) Q), then the system Σ Π is a port Hamiltonian, reduced order model that matches the moments of K(τ ) = K(1/s) at σ(S).
Let
with Υ the unique solution of equation (54). Let Σ Υ denote a port Hamiltonian model described by equations (55) and (57). If λµ = 1, for any λ ∈ σ(Q) and any µ ∈ σ(( J − R) Q), then the system Σ Υ is a port Hamiltonian, reduced order model that matches the moments of K(τ ) = K(1/s) at σ(Q).
Proof. Proof of Statement (1) . Let Π = Π be the unique solution of equation (20) . Let
Then, system (55) satisfies conditions (28) and the claim is proven. The proof is similar in the case Π =Π. The proof of the second statement follows similar arguments as the proof of Proposition 7, hence it is omitted. Proposition 8 shows that there exists a port Hamiltonian model that matches the moments of a given port Hamiltonian system by direct computation of the matrix Π. This computation is avoided by showing that the model Σ Π is a member of the class of reduced order models (27) that match the moments of K(τ ) = K(1/τ ) at σ(S), for a particular instance of the parameter G and of the output H. Similarly, we also show that the model Σ Υ is a member of the class of reduced order models (37) that match the moments of K(τ ) = K(1/τ ) at σ(Q), for a particular selection of H. Theorem 7. The following statements hold.
1. Let system Σ Π , as in (27) , be a reduced order model of system (1) that matches the moments of K(τ ) = K(1/s) at σ(S), where K(s) is the transfer function of (1). Then Σ Π is equivalent to a port Hamiltonian system Σ Π , described by equations (55) and (56), if and only if G = Π * QB and H = G * (Π * QΠ) −1 .
2. Let system (37) be a model that matches the moments of K(τ ) = K(1/s) at σ(Q), where K(s) is the transfer function of (1) . If E = I, then (37) is equivalent to a port Hamiltonian system Σ Υ described by equations (55) and (57), if and only if H = B * Υ * Q.
Proof. Proof of Statement (1) . The necessity follows from the fact that (55) matches the moments of (1). Let Π = Π satisfy (52). Postmultiplying the transpose of (52) by QΠ and adding/subtracting it to/from (52) premultiplied by Π * Q, yields
with R and J as in (56). Furthermore, adding equations (58a) and (58b) yields
with Π * QΠ invertible, since Q is assumed invertible. Moreover, B * QΠ(Π * QΠ) −1 Π * QΠS = B * QΠS. Hence (55) is a model described by equations (27) with F = ( J − R) Q, G = B, H = G * P −1 and P satisfying P = Q −1 = Π * QΠ from the matching conditions (28) . The sufficiency is proven in two parts. First we assume that S has full rank. Let (27) be a reduced order model of (1), with G = Π * QB and H = G * (Π * QΠ) −1 . System (27) (27) is a reduced order model with G = Π * QB and H = G * ( Π * Q Π) −1 . Since S 2 has full rank, the arguments from the previous case are followed. Hence, applying the matching conditions (31) yields [F − ( J − R) Q] Π * Q ΠS 2 = 0, which leads to the claim. The proof is similar for the case Π =Π. The proof of the second statement follows similar arguments as the proof of Theorem 6, for P = I = Q −1 Q, where P is an invertible matrix uniquely satisfying the relation (38) .
If τ * = 0, the models Σ pH Π match the first ν Markov parameters of (1) and preserve the port Hamiltonian structure of the given system. Furthermore, a direct application of Proposition 6 yields that Σ V = Σ Π , with Σ V as in (11) and (12) .
Based on Theorem 7 and on Proposition 6 we propose the following procedure. The outcome of Algorithm 2 is a port Hamiltonian model that matches the Markov parameters of (1), parameterized in L. The parameter L cam be used to enforce further additional structure on the state-space realization of the reduced order model, increasing the physical meaning of the approximant. Note that if the result of Algorithm 2 is ΣΠ withΠ the unique solution of (21), then we obtain a ν-th order model that matches ν + 1 Markov parameters, see also Example 2.
Note that the results of both Theorem 6 and Theorem 7 apply to the port Hamiltonian system in any coordinate system, resulting in equivalent state-space port Hamiltonian reduced order models, without the need to compute additional transformations.
5 Illustrative examples 5.1 SISO ladder network Consider the ladder network in Fig. 5 , with C 1 , C 2 , L 1 , L 2 , R 1 , R 2 the capacitances, inductances, and resistances of the corresponding capacitors, inductors, and resistors, respectively. The port Hamiltonian representation of this system is given by equations of the form (1), with x = [q 1 φ 1 q 2 φ 2 ] * and
Note that φ denotes the flux through the inductor L and q denotes the charge at the capacitor C.
The transfer function of the port Hamiltonian system (59) is
Matching at finite interpolation points. The first two moments of (59) at 0 are η 0 = 3R 1 and
A reduced order port Hamiltonian model that matches the moments η 0 and η 1 is given by (42) , with
The transfer function of the reduced order model is
, with a, b, c given by
Comparing the port Hamiltonian model Σ Π in (60) with the model Σ V in (11) yields Σ Π = Σ −V , i.e., Π = −V , where V spans a Krylov subspace of the given port Hamiltonian system given by (59) (see also Proposition 2). Note that this yields a reduced order model with the transfer function K Π (s).
The pair (L, S) is observable if and only if l 1 = 0. Note that
The class of port Hamiltonian models, parameterized in l 1 and l 2 is given by
For l 2 = 41 13 l 1 , we obtain the subset of reduced order models with the following properties: they match the first two moments of (59) at zero, preserve the port Hamiltonian structure of the model and have diagonalized Hamiltonians. For l 2 = 11 3 l 1 , we obtain a subset of port Hamiltonian reduced order models with diagonal dissipation matrix. All the parameterized models have the same input-output behaviour described by the transfer function K Π (s) = 9(3s+4) 31s 2 +45s+12 . Note that the physical meanings of the states of the approximant are more difficult to recover using only the parameters l i , i = 1, 2. However, the selection of the interpolation points s i , i = 1, 2 (as free parameters), can bring additional insight into the physics of the approximant. −3r
is the unique solution of (2). Furthermore, solving (39) yields
Then a port Hamiltonian reduced order model that matches the first two Markov parameters of the given system Σ Υ , described by equations (55) and (57) with the transfer function K Υ (s) = s+1 s 2 +s+3 . Consider the model of a single machine connected to an infinite bus (SMIB) useful in the analysis of power systems stability, where a power system is modelled as the interconnection of a large number of such systems. The machine under consideration has one field winding, three stator windings, two q-axis amortisseur circuits and one d-axis amortisseur circuit, all magnetically coupled consisting of electrical and mechanical equations, see e.g. [32, 1] .
MIMO single machine infinite bus system
The nonlinear port Hamiltonian model of the SMIB is given by equations of the forṁ 
and Q = diag L −1 , 1 j , where • δ and ω are the angle and the angular velocity of the rotor, respectively,
• R E and X E are transmission line resistance and reactance, respectively,
• Ψ d and Ψ q are the stator fluxes in the d-axis and q-axis, respectively,
• R a is the stator resistance, R f d is the field circuit resistance, R i , i ∈ {1d, 1q, 2d} are the amortisseurs resistances,
• K d is the damping constant and j is the inertia of the rotor,
• L > 0 is the inductance matrix, see, e.g., [29] for further details. Linearising the model (63) around an equilibrium point x * = [Ψ * p * ] * yields a system described by equations of the form (1), with J = 0, defined by (−RQ, B, B * Q), which is minimal and passive. Note that, we solve the tangential interpolation conditions (9) . To this end, we apply Algorithm 1 to the study case defined by the equations (63). We have the following parameters for the machine, taken from e.g. Note that Π is the unique solution of (2). Using Theorem 2, the port Hamiltonian state-space representation of (S − GL, G, B * QΠ) is given by a system (42) with Note that (S − GL, G, B * QΠ) is a passive system. For an accurate approximation, following the arguments of Remark 1, the interpolation points chosen were approximations of the mirror images of the reduced order model. The initializing choice were the poles of the fourth order balanced truncation, known to have a good approximation error. Figure 8 shows the Bode plots of the elements of the transfer matrix that correspond to the transfer between the passive inputs and outputs respectively, i.e., the transfer function from the bus voltage E b to the bus current i b , as in Fig. 8(a) , the transfer function from the field voltage E f d to the field current I f d , as in Fig. 8(b) , and the transfer function from the torque T m to the angular velocity ω m , as in Fig. 8(c) , respectively. The plots show both the original and the approximated responses, depicted by solid line and starred line, respectively. 
Conclusions
In this paper we have discussed the solutions of the port Hamiltonian structure preserving model reduction Problem 2, based on time-domain moment matching at a set of both finite and infinite points. In the case of matching at finite interpolation points we have first obtained the reduced order port Hamiltonian model that matches the moments of a given port Hamiltonian system (Proposition 7). Furthermore, we have characterized all the reduced order models which match the moments of the given port Hamiltonian system and preserve the port Hamiltonian structure (Theorem 6). We have obtained families of state-space parameterized, reduced order port Hamiltonian models that approximate the given port Hamiltonian system, all models having the same transfer function. The state-space parameters allow to enforce additional constraints on the structure and/or state-space realization and, in the MIMO case, they have been used to solve the tangential interpolation problem. We have given a possible procedure to compute the family of port Hamiltonian approximations (Algorithm 1).
We have also studied the problem of Markov parameters matching, extending the time-domain moment matching results to the case of interpolation points at infinity. We have defined the moments of a class of linear, descriptor systems, associated to a given linear system, in terms of the unique solutions of Sylvester equations and their dual counterparts (Propositions 3 and 4). In particular, the Markov parameters of a given system are the moments of a descriptor realization associated to the given transfer function at zero. Furthermore, we have related the moments to the well-defined steady-state response of the descriptor realization driven by/driving signal generators (Theorems 4 and 5). We have obtained families of parameterized, descriptor reduced order models that match a set of prescribed moments of the descriptor realization associated to a given linear system (Proposition 5). In particular, matching at zero has yielded classes of reduced order models that match the Markov parameters of the given linear system. Finally, applying these results to linear port Hamiltonian systems, we have solved Problem 3, yielding families of state-space parameterized, reduced order port Hamiltonian models that match the Markov parameters of the given port Hamiltonian system (Proposition 8, Theorem 7 and Algorithm 2). Finally, the examples proposed in Section 5 have illustrated the aforementioned results.
For future work, the nonlinear extension of the results in this paper is a goal. Furthermore, it is very important to determine how many variables are retained in reduced order model, the relation of the variables between two systems, and the physical meaning of each variable and we will address this issue in the future.
