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Abstract
By generalizing the Landau–Ginzburg/Calabi–Yau correspondence for hypersurfaces, we
can relate a Calabi–Yau complete intersection to a hybrid Landau–Ginzburg model: a fam-
ily of isolated singularities fibered over a projective line. In recent years Fan, Jarvis, and
Ruan have defined quantum invariants for singularities of this type, and Clader and Clader–
Ross have provided a equivalence between these invariants and Gromov–Witten invariants
of complete intersections. For Calabi-Yau complete intersections of two cubics, we show that
this equivalence is directly related — via Chen character — to the equivalences between the
derived category of coherent sheaves and that of matrix factorizations of the singularities.
This generalizes Chiodo–Iritani–Ruan’s theorem matching Orlov’s equivalences and quantum
LG/CY correspondence for hypersurfaces.
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1 Introduction
The Landau–Ginzburg/Calabi–Yau (LG/CY) correspondence in string theory describes a re-
lationship between the sigma model on a Calabi–Yau hypersurface and the Landau–Ginzburg
model whose potential is the defining equation of the Calabi–Yau variety. Following Witten [26],
we can present the LG/CY correspondence ia a purely algebro-geometric way starting from a
variation of stability conditions in geometric invariant theory (GIT). From this point of view, we
can naturally generalize the LG/CY correspondence to the Calabi–Yau complete intersections.
The variation of stability conditions leads to two different curve-counting theories. Analytic
continuation naturally allows us to compare them. A natural question arises: what is the
interpretation of the linear transformation matching the generating functions encoding the two
theories? The answer given in this paper is an equivalence of triangulated categories known as
Orlov equivalence applied to the two GIT quotients. More precisely GIT quotients are classically
interpreted as chambers and the transition between them is usually phrased in terms of window-
transitions. Each of these transitions is related to a specialization of Orlov’s functor (see §5.2).
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This is a mathematical object of independent interest not directly related to curve-counting
theories. In particular it sheds new light on the LG/CY correspondence.
1.1 The problem
We start from r homogeneous polynomials W1, . . . ,Wr of the same degree d defining a smooth
complete intersection in PN−1. The complete intersection is Calabi–Yau1 as soon as dr equals
N . Following a standard procedure (see Witten [26], we also refer to Herbst–Hori–Page [17])
we can cast this setup within a C∗-action as follows. Consider a C∗-action on the vector space
V = CN ×Cr = SpecC[x1, . . . , xN , p1, . . . , pr] with weight 1 on the first N variables, and weight
−d on the following r variables
λ · (x1, . . . , xN , p1, . . . , pr) = (λx1, . . . , λxN , λ−dp1, . . . , λ−dpr).
GIT provides a systematic description of the geometric quotients that can be obtained from the
action C∗×V → V . Indeed we can choose two different GIT stability conditions to identify two
maximal open sets within Ω ⊂ V whose quotient [Ω/C∗] is a smooth Deligne–Mumford stack.
Indeed, for
Ω+ = V \ (x1 = · · · = xN = 0) and Ω− = V \ (p1 = · · · = pr = 0),
we obtain the total space X+ of the vector bundle O(−d)⊕r on PN−1 and the total space X−
of the vector bundle O(−1)⊕N on P(d, . . . , d) (the weighted projective stack with an overall
stabilizer µd, whose coarse space equals P
r−1).
The Calabi–Yau complete intersection, or rather its cohomology, arises as the cohomology
of X+ relative to the generic fiber of∑r
j=1 pjWj : X+ → C. (1)
For X−, the same procedure yields a family of isolated singularities over P(d, . . . , d):
X−
∑r
j=1 pjWj //

C
P(d, . . . , d)
. (2)
We call it a Landau–Ginzburg model (X−,W1, . . . ,Wr). It is the analogue of the µd-invariant
polynomial
[CN/µd]
W //

C
Bµd = P(d)
defining the Landau–Ginzburg singularity model of Calabi–Yau hypersurface in [2, 4].
The relative cohomology groups HGW of (1) and HFJRW of (2) are isomorphic (see Chiodo–
Nagel [3] in higher generality). The subject of this paper is an enhanced correspondence in terms
of curve-counting theories.
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Here the Calabi–Yau condition is meant in the weak sense: the canonical bundle ω is trivial.
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1.2 Curve-counting theories
For the Calabi–Yau complete intersection, we consider the Gromov–Witten (GW) theory. For
the Landau–Ginzburg model (X−,W1, . . . ,Wr), a curve-counting theory was constructed by
Fan–Jarvis–Ruan in [12, 13, 14, 15]. We will use their definition, which we will refer to as FJRW
theory, see [15] and §3.3. Since the first definition of FJRW theory [12], several alternative con-
structions have been provided: Polishchuk–Vaintrob [23], Chang–Li–Li [1], Ciocan-Fontanine–
Favero–Gue´re´–Kim–Shoemaker [5].
According to the LG/CY correspondence, it is natural to conjecture that the genus-0 GW the-
ory of the Calabi–Yau complete intersection and the genus-0 FJRW theory of (X−,W1, . . . ,Wr)
are equivalent in the following sense. The genus-0 GW theory of the Calabi–Yau complete inter-
section is determined by a function IGW taking values in the vector space HGW, and the genus-0
FJRW theory of (X−,W1, . . . ,Wr) is determined by a function IFJRW taking values in the vector
space HFJRW. The two theories are equivalent in the sense that IGW matches IFJRW up to an
analytic continuation and a linear map. The above conjecture was proven in the hypersurface
case (i.e. r = 1) by Chiodo–Ruan [4], Chiodo–Iritani–Ruan [2] and Lee–Priddis–Shoemaker [21],
and generalized to certain complete intersection (i.e. r > 1) by Clader [6] and Clader–Ross [8].
Chiodo–Iritani–Ruan [2] provided a geometric interpretation in the hypersurface case in terms
of Orlov functor. We focus on the complete intersection case.
In this paper, we simplify the I-functions with the help of Γ-classes introduced by Iritani
[19], and compute the explicit form of a family of linear maps
Ul : HFJRW → HGW
indexed by l ∈ Z relating IFJRW and IGW. Then, we can relate Ul to equivalences of categories.
1.3 Relation to equivalences of categories
Orlov [22] proved that there is a family of equivalences of triangulated categories indexed by Z
between the derived category DMF of graded matrix factorizations [22, 24, 25] and the derived
category Db of coherent sheaves on a Calabi–Yau hypersurface. We generalize Orlov’s result to
the complete intersections. We construct such equivalences
Orlt : DMF→ Db
by compositing two functors. One of them is due to Segal [24]; the other one is due to Shipman
[25], see also Isik [20] for an alternative construction.
A physics paper [17] by Herbst–Hori–Page predicts that the LG/CY correspondence is related
to equivalences of categories. In the hypersurface case, it was verified by Chiodo–Iritani–Ruan
in [2]. We study the case of complete intersection of two cubics in P5.
Theorem 1.1 (Theorem 6.8). In the case N = 6, d = 3, r = 2, we can find a subcategory G of
DMF, such that the following diagram commutes:
G ⊗O(−3)◦Orlt−3 //
ch

Db
ch

HFJRW
Ut // HGW.
Here the two vertical arrows represent the Chern character in the corresponding categories.
Our method provides an algorithm for any N, d, r. Howerer, the complexity of the analytic
continuation prevent us from giving a general proof. So we restrict ourselves to the case N =
6, d = 3, r = 2, the simplest case where the complete intersection is a Calabi–Yau 3-fold but not
a hypersurface.
3
1.4 Organization of the paper
We introduce GW theory and FJRW theory in §3. In §4, we carry out the analytic continuation
and get linear maps relating the two theories. We introduce the category of matrix factorizations
and construct Orlov functor in §5. The main result is proven in §6.
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2 Terminology
We denote by P(w1, . . . , wk) the weighted projective stack with weights w1, . . . , wk. It is quotient
stack [(Ck − {0})/C∗], where the C∗-action on Ck − {0} is given by
λ · (x1, . . . , xk) = (λw1x1, . . . , λwkxk).
Consider a reductive group G, with an action on a scheme X, and a chosen linearization θ. We
denote by XssG.θ the corresponding semi-stable point set. The corresponding GIT quotient is
denoted by [X/θG].
3 Two parallel theories
In this section, we introduce the two parallel theories coming from a variation of stability con-
ditions in geometric invariant theory (GIT). One of them is the genus-0 Gromov–Witten (GW)
theory of a Calabi–Yau complete intersection, the other one is the genus-0 Fan–Jarvis–Ruan–
Witten (FJRW) theory for the Landau–Ginzburg model.
3.1 Input data
Let W1, . . . ,Wr be a collection of degree-d quasihomogeneous polynomials in the variables
x1, . . . , xN , where xi has weight wi. The weights w1, . . . , wN are coprime. We require that
the forms dW1, . . . , dWr are linearly independent at the common 0-locus of the polynomials Wi,
except at the point x1 = · · · = xN = 0. Then
W1 = · · · =Wr
defines a complete intersection Xd,...,d in the weighted projective stack P(w1, . . . , wN ). The
weights w1, . . . , wN satisfy the Calabi–Yau condition
N∑
i=1
wi = rd.
By the adjunction formula, Xd,...,d is Calabi–Yau in the sense that its canonical sheaf is trivial.
We further require the Gorenstein condition to be satisfied:
wi|d, 1 ≤ i ≤ N.
Remark 3.1. We recall that the Gorenstein condition is needed for any computation of Gromov–
Witten invariants. We refer the reader to [11, 16] illustrating that the Lefschetz principle may
fail otherwise.
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Following a standard procedure (see [17, 26]) we can recast this setup as follows. Let G = C∗,
consider a G-action on the vector space
V = CN × Cr = SpecC[x1, . . . , xN , p1, . . . , pr]
with weights wi on the first N variables xi, and weight −d on the following r variables
λ · (x1, . . . , xN , p1, . . . , pr) = (λw1x1, . . . , λwNxN , λ−dp1, . . . , λ−dpr).
Since w1, . . . , wN are coprime, we can regard G as a subgroup of GL(V ).
There is another C∗-action. We denote this C∗ by C∗R. The group C
∗
R acts on V with weight
0 on the first N variables, and weight 1 on the following r variables:
µ · (x1, . . . , xN , p1, . . . , pr) = (x1, . . . , xN , µp1, . . . , µpr).
We can also regard C∗R as a subgroup of GL(V ). Let Γ be the subgroup of GL(V ) generated by
G and C∗R. Then we have an isomorphism
Γ = GC∗R
∼= G× C∗R.
Denote by ξ : Γ→ G and ζ : Γ→ C∗R the first and second projections.
Set
W = p1W1 + · · ·+ prWr,
then W is a function over V invariant under the G-action.
Remark 3.2. It is more natural to start from quasihomogeneous polynomials W1, . . . ,Wr with
different degrees d1, . . . , dr. However, we do not have well-defined enumerative theory (see
definition 3.4) in this case due to the lack of a “good lift”. We say a Γ-character θˆ is a good lift
of a G-character θ if it is compatible with the inclusion G ≤ Γ, and satisfies
V ss
Γ,θˆ
= V ssG,θ.
3.2 Two different GIT quotients
We consider the GIT quotient of V with respect to the G-action. Each character of G defines a
linearlization of the trivial line bundle over V . There are two types of G-characters.
• We can take a positive G-character, i.e.
λ 7→ λk, k > 0.
We denote the corresponding linearlization by θ+. Then the semi-stable point set is
V ssG,θ+ = (C
N − {0}) × Cr.
We denote the corresponding GIT quotient [V/θ+G] by X+. Then, the quotient stack
X+ = [(C
N − {0}) × Cr/G]
is the total space of the vector bundle OP(w1,...,wN )(−d)⊕r.
• We can take a negative G-character, i.e.
λ 7→ λk, k < 0.
We denote the corresponding linearlization by θ−. Then the semi-stable point set is
V ssG,θ− = C
N × (Cr − {0}).
We denote the corresponding GIT quotient [V/θ−G] by X−. Then, the quotient stack
X− = [C
N × (Cr − {0})/G]
is the total space of the vector bundle
⊕N
i=1OP(d,...,d)(−wi).
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Note that W is a function over V which is invariant under the G-action. Hence, W is a
well-defined function on both X+ and X−. Let F± denote the Milnor fibers W
−1(A) ⊂ X± for
a sufficiently large real number A.
3.3 Hybrid theory
An enumerative theory is constructed in [15] for the input data as in §3.1 and a choice of
character of G. The character can be chosen to be positive or negative as in §3.2.
An enumerative theory consists of the data of a state space, moduli spaces, and correlators.
The state space is a graded vector space. The correlators are intersection numbers in the moduli
spaces; they depend on the insertions coming from the state space.
State space
The state space of the theory is defined to be the relative Chen–Ruan cohomology group (see
Appendix)
H∗CR(X±, F±,C)
with an addition shift −2r in grading. So the component with grading k of the state space is
Hk+2rCR (X±, F±,C).
Remark 3.3. When we choose a positive character, we have the isomorphisms
H∗+2rCR (X+, F+,C)
∼= H∗+2r(PN−1,PN−1\Xd,...,d,C) ∼= H∗(Xd,...,d,C),
where the first one comes from contraction, the second one is the Thom isomorphism. Note that
H∗(Xd,...,d,C) is the state space of GW theory for Xd,...,d.
In [15], the theory is defined on a subspace of the state space. This subspace consists of classes
of so-called compact type. In our situation, both X− and X+ are total space of vector bundles.
We denote the corresponding zero sections by Xcp− and X
cp
+ . Following [7], the subspaces of
compact type are the image of the morphisms
H∗−2rCR (X±,X±\Xcp± )→ H∗−2rCR (X±, F±).
Moduli space
The moduli space in the theory is the moduli space of the following objects:
Definition 3.4 ([15]). An ∞-stable, k-pointed, genus-g LG-quasimaps to the critical locus of
W consists the following data:
• A prestable, k-pointed orbicurve (C, y1, . . . , yk) of genus g.
• A principal orbifold Γ-bundle P : C → BΓ over C.
• A global section σ : C → P ×Γ V .
• An isomorphism κ : ζ∗P → ω˚log,C of principal C∗ bundles, where ω˚log,C is the principal
bundle associated to the line bundle ωlog,C .
such that the following conditions are satisfied:
1. The morphism of stack P : C → BΓ is representable.
2. The image of the induced map [σ] : P → V lies in the semistable locus (with respect to
the G-action and chosen character) of the critical locus of W .
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3. The line bundle ωlog,C ⊗ σ∗(N )ǫ is ample for all sufficiently large ǫ, where N is the line
bundles over [V/Γ] determined by a good lift (see remark 3.2) of the chosen G-character.
Remark 3.5. Since Γ ∼= G×C∗R, and ζ is just the second projection, giving a principal Γ bundle
P is the same as giving a line bundle L such that P ∼= L˚ × ω˚log,C. Then we can write
P ×Γ V ∼=
N⊕
i=1
L⊗wi ⊕
(
ωlog,C ⊗ L⊗−d
)⊕r
.
Thus giving a section of P ×Γ V is the same as giving sections si ∈ Γ(C,L⊗wi) and tj ∈
Γ(C, ωlog,C ⊗ L⊗−d) for 1 ≤ i ≤ N and 1 ≤ j ≤ r.
In order to determine the semistable locus of the critical locus of W , we write
dW =
r∑
i=1
(pidWi +Widpi).
According to the nondegeneracy condition, the critical locus of W is
{x1 = · · · = xN = 0} ∪ {p1 = · · · = pr =W1 = · · · =Wr = 0}.
• When we choose a positive character, condition 2 implies
t1 = · · · = tr = 0
and
W1(s1, . . . , sN ) = · · · =Wr(s1, . . . , sN ) = 0.
In this case the above data is equivalent to a stable map to the complete intersection Xd,...,d.
Note that the theory is only defined on the classes of compact type. It coincides with the
classic Gromov–Witten theory of Xd,...,d restricted to the hyperplane section classes.
• When we choose a negative character, condition 2 implies
x1 = · · · = xN = 0.
In this case the above data is equivalent to a map f : C → Pr−1 together with an iso-
morphism φ : L⊗d ∼= ωlog,C ⊗ f∗O(−1), and the theory constructed here coincides with
Fan–Jarvis–Ruan–Witten theory for (X−,W1, . . . ,Wr), see [6].
In this paper, we focus on the situation where N = 6, r = 2, w1 = · · · = w6 = 1, d = 3, g = 0.
It is the simplest case where the complete intersection X3,3 is a Calabi-Yau 3-fold but not a
hypersurface. We recall the GW theory of X3,3 and the FJRW theory for (X−,W1,W2) in the
following sections. We focus on the the GW theory because the FJRW theory is totally parallel.
3.4 Gromov–Witten theory of X3,3
In this subsection, We recall the full Gromov–Witten theory of X3,3 first, then we restrict
ourselves to the part coming from the ambient space P5 according to the Lefschetz principle.
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Full theory
Let M0,n(X3,3, d) denote the moduli spaces of genus-0 degree-d n-marked stable maps to X3,3.
For each s = 1, . . . , n, let
evs : M0,n(X3,3, d)→ X3,3
be the evaluation map at the s-th marked point, and
ψs ∈ H2(M0,n(X3,3, d))
be the first Chern class of the universal cotangent line bundle at the s-th marked point.
The state space of the entire Gromov–Witten theory of X3,3 is H
∗(X3,3). For any choice of
φ1, . . . , φn ∈ H∗(X3,3), a1, . . . , an ∈ Z≥0 and d ∈ Z, the corresponding Gromov–Witten invariant
is defined as
〈φ1ψa11 , . . . , φn−1ψan−1n−1 , φnψann 〉GW0,n,d :=
∫
[M0,n(X3,3,d)]vir
n∏
s=1
(ψass ev
∗
s φs).
We can define a generating function
F0GW(t) :=
∑
n,d
Qd
n!
〈t(ψ1), . . . , t(ψn−1), t(ψn)〉GW0,n,d,
where t = t0 + t1z + t2z
2 + · · · ∈ H∗(X3,3)⊗ C[z].
Remark 3.6. Let p ∈ H2(X3,3) be the hyperplane class. Denote the degree-2 part of t0 by t20p.
We can take t20p out of the bracket repeatedly by divsor equation. Then Q and t
2
0p always appear
together in the form Qet
2
0 . So from next subsection, we set Q = 1, and denote et
2
0 by v.
Givental’s formalism
Introduce the supervector space
HGW = H∗(X3,3)⊗ C((z−1))
of cohomology-valued Laurent series in z−1. We define a symplectic form on H:
Ω(f, g) = Resz=0 (f(−z), g(z))
where (·, ·) is the Poincare´ paring on H∗(X3,3). In this way H is polarized as
HGW = HGW+ ⊕HGW− ,
with HGW+ = H∗(X3,3)⊗ C[z] and HGW− = z−1H∗(X3,3)⊗ C[[z−1]], and can be regarded as the
total cotangent space of HGW+ . An element of HGW can be expressed in Darboux coordinates
{qαk , pl,β} as ∑
α
k≥0
qαkφαz
k +
∑
β
l≥0
pl,βφ
β(−z)−l−1,
where {φα} is a bass for H∗(X3,3) and {φβ} is its dual bass under Poincare´ duality. Set
q =
∑
α
k≥0
qαkφαz
k;
we regard F0GW as function on H+ after the dilaton shift q = t − z. In this way, the genus-0
Gromov–Witten theory is encoded by a Lagrangian cone
LGW = {(p, q) : p = dqF 0GW} ⊂ T ∗HGW+ ∼= HGW.
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At every point f ∈ LGW, the tangent space TfLGW satisfies the geometric condition [9]
zTfLGW = LGW ∩ TfLGW.
Therefore LGW is ruled by a family of subspaces
{zL : L is a tangent space to LGW}.
The J-function JGW is the HGW-valued function of τ ∈ H∗(X3,3) defined by
JGW(τ,−z) = −z + τ +
∑
n,d,α
1
n!
〈
τ, . . . , τ,
φα
−z − ϕn+1
〉GW
0,n+1,d
φα ∈ −z + τ +HGW− .
It can be interpreted as the intersection of LGW with the slice {−z + τ +HGW− }. According to
[9], the partial derivatives of JGW(τ,−z) in directions in H∗(X3,3) generate the tangent space
TJGW(τ,−z)LGW; also, the cone LGW is ruled by the family of subspaces
{zTJGW(τ,−z)LGW : τ ∈ H∗(X3,3)}.
In this sense, the J-function JGW(τ,−z) determines the cone LGW. The small J-function is
defined by restricting JGW(τ,−z) to the degree-2 component. Because the degree-2 component
of H∗(X3,3) is generated by the hyperplane class p, the small J-function is a function of t
2
0; so it
is a function of v (see remark 3.6). Because X3,3 is a Calabi–Yau 3-fold, the virtual dimension
of M0,n(X3,3, d) is n; then we can reconstruct LGW from the small J-function using the same
argument as in [4].
Restricted theory
According to the Lefschetz principle, we only consider the theory defined on the classes generated
by the hyperplane section p. The state space in this theory is
HGW = C1⊕ Cp⊕ Cp2 ⊕ Cp3 ⊂ H∗(X3,3).
Note that this subspace coincides with the subspace of compact type according to [7]. The
grading on HGW agrees with the grading on H
∗(X3,3), i.e.
Gr(pn) = 2n.
We define another degree deg0 by setting
deg0(p
n) = 2n.
It is called “bare” degree in [2] because it is the degree without age shift. It agrees with the
grading since X+ is a smooth variety and the age shift vanishes here.
Twisted theory
LetM0,n(P5, d) be the moduli spaces of genus-0 degree-d n-marked stable maps to P5, C0,n(P5, d)
be the universal curve over it, and ev be the evaluation map as in the following diagram.
C0,n(P5, d) ev //
π

P
5
M0,n(P5, d)
9
Then M0,n(X3,3, d) is the intersection of the zero locus of two sections of the vector bundle
π∗ ev
∗OP5(3). For any choice of φ1, . . . , φn ∈ HGW, we can rewrite the GW invariants as
〈τa1(φ1), . . . , τan−1(φn−1), τan(φn)〉GW0,n,d =
∫
M0,n(P5,d)
e
(
(π∗ ev
∗OP5(3))⊕2
) n∏
s=1
(ψass ev
∗
s φs). (3)
We can replace the Euler class in (3) by any multiplicative characteristic class, we define a
twisted theory. We can also define their corresponding symplectic vector spaces, Lagrange cones
and J-functions like above. There are two special cases:
• We twist by equivariant Euler class. We denote its corresponding symplectic vector space,
Lagrange cone and J-function by HGW,tw,LtwGW and J twGW.
• We twist by trivial characteristic class, which is identical 1. This theory is essentially
the Gromov–Witten theory of P5. We denote its corresponding symplectic vector space,
Lagrange cone and J-function by HGW,un,LunGW and JunGW.
We know the Gromov–Witten theory of P5 so we know JunGW. There is a modification of J
un
GW,
which lies on LtwGW and determines LtwGW (see [9]); we denote it by IeqGW. So J twGW and IeqGW
determines the same cone LtwGW. We denote the non-equivariant limit of J twGW and IeqGW by
J tw,noneqGW and IGW; they also determines the same cone. Finally, we have the relation
e
(
(π∗ ev
∗OP5(3))⊕2
)
J tw,noneqGW (τ, z) = j∗JGW(j
∗τ, z),
where j : X3,3 → P5 is the inclusion. Then IGW determines LGW in this sense.
The small I-function IGW was computed in [10]. It is given by:
IGW(v, z) = zv
p
z
∑
n≥0
vn
(∏
0<b≤3n(3p+ bz)
)2
(∏
0<b≤n(p+ bz)
)6 . (4)
It is analytic on |v| < 3−6.
3.5 Fan–Jarvis–Ruan–Witten theory of (C6,W1,W2)
The FJRW theory for (X−,W1,W2) is totally parallel to the GW theory ofX3,3. It was developed
in [6]. As defined in §3.3, the full state space of FJRW theory is
H∗−4CR (X−, F−) = H
∗−4(X−, F−)⊕H∗(P(3, 3)) ⊕H∗+4(P(3, 3)).
In order to determine the subspace of compact type, we write
H∗−4CR (X−,X−\Xcp− ) = H∗−4(X−,X−\Xcp− )⊕H∗(P(3, 3)) ⊕H∗+4(P(3, 3)).
The morphism
H∗−4CR (X−,X−\Xcp− )→ H∗−4CR (X−, F−)
are isomorphisms when restricted to the last two direct summands. It is showed in [3] that
HkCR(X−, F−) = 0 if k 6= 7. So it is a zero morphism when restricted on the first direct
summand. Therefore, the subspace of compact type HFJRW is
H∗(P(3, 3)) ⊕H∗+4(P(3, 3)).
It coincides with the “narrow” part in [6], where the “narrow” part is defined to be the part
coming from the compact components. Let H(1) and H(2) be the hyperplane classes in the first
and second P(3, 3), then we can write
HFJRW = H
∗(P(3, 3)) ⊕H∗(P(3, 3)) = C1(1) ⊕ CH(1) ⊕C1(2) ⊕ CH(2).
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The grading on HFJRW is given by
Gr(1(1)) = 0,Gr(H(1)) = 2,Gr(1(2)) = 4,Gr(H(2)) = 6.
As in the GW theory, we define the “bare” degree deg0 by ignoring the age shift (see Appendix),
then we have
deg0(1
(1)) = deg0(1
(2)) = −4,deg0(H(1)) = deg0(H(2)) = −2.
The genus-0 FJRW theory also depends on the I-function. It was computed in [6] that
IFJRW(u, z) =
∑
d≥0
d6≡−1 mod 3
zud+1+
H(d+1)
z
36[
d
3
]
∏
0<b≤d
b≡d+1 mod 3
(H(d+1) + bz)6
∏
0<b≤d
(H(d+1) + bz)2
1
(d+1), (5)
where H(h) = H(h mod 3) if h ≥ 3. It is analytic on |u| < 32.
Clader showed in [6] that IFJRW and IGW satisfy the same degree-4 differential equation
(respect to the variable u) after a change of variables v = u−3. This equation is the Picard–
Fuchs equation corresponding to X3,3. By this argument Clader deduced
Theorem 3.7 (Clader [6]). There is a C[z, z−1]-valued degree-preserving linear transformation
mapping IFJRW to the analytic continuation of IGW.
Clader only showed the existence of such linear map. In the next section, we will simplify the
I-functions, and get a family of explicit C-valued linear maps relating the simplified I-functions
by a different method. This will allow us to relate these linear maps to equivalences of certain
categories in §6.
4 Analytic continuation
In this section, we introduce the H-functions, which are constant linear transform of the I-
functions. Then we compute the analytic continuation of HGW and compare it with HFJRW. In
this way we find a linear map
U : HFJRW → HGW
which identifies HFJRW with the analytic continuation HGW.
4.1 The H-functions
We introduce the H-functions as in [2]. In both GW theory and FJRW theory, the H-function
is defined by the formula
I = z−
Gr
2
(
Γ · (2πi)deg02 H
)
, (6)
where I, Gr and deg0 are the I-function, grading and “bare” degree in the corresponding theory;
Γ is a chosen class in the corresponding state space.
Computation of HGW
The class ΓGW is chosen to be the Gamma class (see Appendix) of the tangent bundle of X3,3.
Using the exact sequence
0→ i∗OP5(−3)⊕2 → i∗ΩP5 → ΩX3,3 → 0
11
and the Euler sequence
0→ ΩP5 → OP5(−1)⊕6 → OP5 → 0
we get
ΓGW =
Γ(1 + p)6
Γ(1 + 3p)2
.
We rewrite (4) as
IGW(v, z) =
∑
n≥0
zv
p
z
+nΓ(
p
z
+ 1)6Γ(3p
z
+ 3n+ 1)2
Γ(3p
z
+ 1)2Γ(p
z
+ n+ 1)6
.
Then
IGW(v, z) = z
−Gr
2
∑
n≥0
zvp+n
Γ(p+ 1)6
Γ(3p + 1)2
Γ(3p + 3n+ 1)2
Γ(p+ n+ 1)6
= z−
Gr
2

ΓGW · (2πi)deg02 ∑
d≥0
zv
p
2pii
+nΓ(3
p
2πi + 3n+ 1)
2
Γ( p2πi + n+ 1)
6

 .
Compare with (6), we have
HGW(v, z) =
∑
n≥0
zv
p
2pii
+nΓ(3
p
2πi + 3n+ 1)
2
Γ( p2πi + n+ 1)
6
. (7)
Computation of HFJRW
The Gamma class ΓFJRW is chosen to be the narrow part of the Gamma class of the tangent
bundle of OP(3,3)(−1)⊕6, which is
ΓFJRW = Γ
(
2
3
− H
(1)
3
)6
Γ(1 +H(1))21(1) + Γ
(
1
3
− H
(2)
3
)6
Γ(1 +H(2))21(2). (8)
We can rewrite (5) as
IFJRW(u, z) =z
∑
d≥0
d6≡−1 mod 3
ud+1+
H(d+1)
z z−6〈
d
3
〉 Γ(
H(d+1)
3z +
d
3 +
1
3)
6Γ(H
(d+1)
z
+ 1)2
Γ(H
(d+1)
3z + 〈d3 〉+ 13)6Γ(H
(d+1)
z
+ d+ 1)2
1
(d+1)
=z
∑
d≥0
d≡0 mod 3
ud+1+
H(1)
z
Γ(H
(1)
3z +
d
3 +
1
3)
6Γ(H
(1)
z
+ 1)2
Γ(H
(1)
3z +
1
3)
6Γ(H
(1)
z
+ d+ 1)2
1
(1)
+ z
∑
d≥0
d≡1 mod 3
ud+1+
H(2)
z z−2
Γ(H
(2)
3z +
d
3 +
2
3)
6Γ(H
(2)
z
+ 1)2
Γ(H
(2)
3z +
1
3)
6Γ(H
(2)
z
+ d+ 1)2
1
(2).
(9)
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By (6) we have
(2πi)−2HFJRW(u, z) =z
∑
d≥0
d≡0 mod 3
ud+1+H
(1) Γ(1 +H(1))2
Γ(1 +H(1))2
· Γ(
d
3 +
1
3 +
H(1)
3 )
6
Γ(13 +
H(1)
3 )
6Γ(23 − H
(1)
3 )
6Γ(d+ 1 +H(1))2
1
(1)
+ z
∑
d≥0
d≡1 mod 3
ud+1+H
(2) Γ(1 +H(2))2
Γ(1 +H(2))2
· Γ(
d
3 +
1
3 +
H(2)
3 )
6
Γ(23 +
H(2)
3 )
6Γ(13 − H
(2)
3 )
6Γ(d+ 1 +H(2))2
1
(2)
=z
∑
d≥0
d≡0 mod 3
ud+1+H
(1) Γ(d3 +
1
3 +
H(1)
3 )
6
Γ(13 +
H(1)
3 )
6Γ(23 − H
(1)
3 )
6Γ(d+ 1 +H(1))2
1
(1)
+ z
∑
d≥0
d≡1 mod 3
ud+1+H
(2) Γ(d3 +
1
3 +
H(2)
3 )
6
Γ(23 +
H(2)
3 )
6Γ(13 − H
(2)
3 )
6Γ(d+ 1 +H(2))2
1
(2).
(10)
4.2 Linear maps relating the H-functions
We can regard HGW as function of log v by writing v as e
log v. Then HGW is analytic on
ℜ(log v) < −6 log 3. In the same way we can regard HFJRW as function of log u. Then HFJRW is
analytic on ℜ(log v) > −6 log 3 after a change of variable log v = −3 log u. We can extend HGW
analytically to the right side of the line ℜ(log v) = −6 log 3 through the window wl as in figure
1, and compare it with HFJRW. In fact, they are related by the following linear maps:
◦
◦
◦
◦
2(l − 2)πi
2(l − 1)πi
2lπi
2(l + 1)πi
ℜ(log v) = −6 log 3
HGW HFJRWwindow wl
✻
❄
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
Figure 1: the (log v)-plane.
Definition 4.1. For each l ∈ Z, the linear map Ul : HFJRW → HGW is defined by
1
(1) 7→ l
9
(ζep)l
1− ζep +
1
9
(ζep)l+1
(1− ζep)2
H(1) 7→ 1
3
(ζep)l
1− ζep
1
(2) 7→ l
9
(
ζ2ep
)l
1− ζ2ep +
1
9
(
ζ2ep
)l+1
(1− ζ2ep)2
H(2) 7→ 1
3
(
ζ2ep
)l
1− ζ2ep
(11)
13
where ζ = e
2pii
3 .
Theorem 4.2. For every l ∈ Z, Ul(HFJRW(u, z)) coincides with the analytic continuation of
HGW(v, z) through the window wl after the change of variable log v = −3 log u.
Remark 4.3. We can write down the explicit linear map in theorem 3.7 if we recovery the
I-functions from the H-functions by (6).
Remark 4.4. Using
1
1− x = 1 + x+ x
2 + x3 + . . . ,
1
(1− x)2 = 1 + 2x+ 3x
3 + . . . ,
we can add formal elements 1(0) and H(0), and rewrite (11) as
(
1
(0)
1
(1)
1
(2)
) 7→ 1
9
epl
(
1 ep e2p e3p . . .
)


l l l
l + 1 (l + 1)ζ (l + 1)ζ2
l + 2 (l + 2)ζ2 (l + 2)ζ
l + 3 l + 3 l + 3
l + 4 (l + 4)ζ (l + 4)ζ2
l + 5 (l + 5)ζ2 (l + 5)ζ
...
...
...



1 ζ l
ζ2l


(
H(0) H(1) H(2)
) 7→ 1
3
epl
(
1 ep e2p e3p . . .
)


1 1 1
1 ζ ζ2
1 ζ2 ζ
1 1 1
1 ζ ζ2
1 ζ2 ζ
...
...
...



1 ζ l
ζ2l

 .
(12)
Proof of Theorem 4.2. For l ∈ Z, consider the function
Fl(s) = ze
( p
2pii
+s) log v · Γ(3
p
2πi + 3s+ 1)
2
Γ( p2πi + s+ 1)
6
· π
sin(πs)
· e−(2l−1)πis.
The poles of Fl(s) are of the form s = k ∈ Z or 3 p2πi +3s+1 = −d ∈ Z≥0, d ≡ 0, 1 mod 3. They
are represented by the black dots in figure 2. Consider the contour integral
∫
C
Fl(s)ds along
the path of figure 2. According to lemma 3.3 in [18], the integral is absolutely convergent (and
defines an analytic function of v) if
|ℑ(log v)− (2l − 1)π| < π.
Moreover, the integral is equal to the sum of of the residues on the right of the contour for
ℜ(log v) < −6 log 3, and to the opposite of the sum of the residues on the left of the contour for
ℜ(log v) > −6 log 3.
Near the poles s = k ∈ Z we have
π
sin(πs)
· e−(2l−1)πis = 1
s− k +O(1),
14
r2
r
0
r
1
r
-1
r
-2
r
-3
r
-4
r
-5
rrrrrrrrrrrrrr
❄
Figure 2: the s-plane
therefore
HGW(v, z) =
∑
n≥0
zv
p
2pii
+nΓ(3
p
2πi + 3n + 1)
2
Γ( p2πi + n+ 1)
6
=
∑
n≥0
Ress=n Fl(s)ds
=
∫
C
Fl(s)ds
(13)
for ℜ(log v) < −6 log 3. Then the opposite of the sum of the residues on the left of the contour
gives the analytic continuation of HGW through the windows wl.
In order to compute the residues, we introduce ψ, the logarithmic derivative of the gamma
function. It is often called the digamma function, and defined by
ψ(z) =
d
dz
log(Γ(z)) =
Γ′(z)
Γ(z)
.
Near the non-positive integer −k we have the Laurent expansion
Γ(z) =
(−1)k
k!
(
1
z + k
+ ψ(k + 1)
)
+O(z + k). (14)
Thus for a nagetive integer poles s = n < 0,
Ress=n Fl(s)ds = zv
p
2pii
+nΓ(3
p
2πi + 3n+ 1)
2
Γ( p2πi + n+ 1)
6
= 0
since
p4
∣∣∣Γ(3 p2πi + 3n+ 1)2
Γ( p2πi + n+ 1)
6
and p4 = 0 in HGW.
The other poles of Fl(s)ds are of the form 3
p
2πi +3s+1 = −d for d ≥ 0, d ≡ 0, 1 mod 3. We
calculate the residue at these poles. Near s = − p2πi − d3 − 13 , set s = ∆s+ p2πi + d3 + 13 , we have
15
Fl(s) =zv
− d
3
− 1
3
(
1 + (log v)∆s+O((∆s)2)
)
· 1
(d!)2
(
1
9
1
(∆s)2
+
2ψ(d + 1)
3
1
∆s
+O(1)
)
· 1
Γ(−d3 + 23 )6
(
1− 6ψ(−d
3
+
2
3
)∆s+O((∆s)2)
)
· π
sin2( p2πi +
d
3 +
1
3)π
(
− sin( p
2πi
+
d
3
+
1
3
)π − π cos( p
2πi
+
d
3
+
1
3
)π∆s+O((∆s)2)
)
· e(2l−1)πi( p2pii+ d3+ 13 ) (1− (2l − 1)πi∆s+O((∆s)2)) .
(15)
Thus
Res
s=− p
2pii
− d
3
− 1
3
Fl =zv
− d
3
− 1
3
1
(d!)2
1
Γ(−d3 + 23)6
π
sin2( p2πi +
d
3 +
1
3)π
e(2l−1)πi(
p
2pii
+ d
3
+ 1
3
)
·
[
sin(
p
2πi
+
d
3
+
1
3
)π ·
(
2
3
ψ(−d
3
+
2
3
)− 2
3
ψ(d + 1)− 1
9
log v +
2l − 1
9
πi
)
− cos( p
2πi
+
d
3
+
1
3
)π · π
9
]
=zv−
d
3
− 1
3 (2πi)(
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
(
ep+(
d
3
+ 1
3
)2πi
)l
ep+(
d
3
+ 1
3
)2πi − 1
· 1
3
(
2ψ(
d
3
+
1
3
)− 2ψ(d + 1) + 2ψ(−d
3
+
2
3
)− 2ψ(d
3
+
1
3
)− 1
3
log v
)
+ zv−
d
3
− 1
3 (2πi)2(
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
(
ep+(
d
3
+ 1
3
)2πi
)l
ep+(
d
3
+ 1
3
)2πi − 1
· l
9
− zv− d3− 13 (2πi)2(
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
(
ep+(
d
3
+ 1
3
)2πi
)l+1
(
ep+(
d
3
+ 1
3
)2πi − 1
)2 · 19 .
(16)
We used
Γ(−d
3
+
2
3
)6Γ(
d
3
+
1
3
)6 =
(
π
sin(d3 +
1
3)π
)6
=
(
2π√
3
)6
and
sin(
p
2πi
+
d
3
+
1
3
)π =
e(
p
2pii
+ d
3
+ 1
3
)2πi − 1
2ie(
p
2pii
+ d
3
+ 1
3
)πi
.
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Then we get the analytic continuation of HGW through the windows wl, which is∑
d≥0
d6≡−1 mod 3
−Ress=− p
2pii
− d
3
− 1
3
Fl(s)
=
∑
d≥0
d≡0 mod 3
zv−
d
3
− 1
3 (2πi)(
√
3
2π
)6
Γ(d3 +
1
3 )
6
Γ(d+ 1)2
(
ep+
2pii
3
)l
1− ep+ 2pii3
· 1
3
(
2ψ(
d
3
+
1
3
)− 2ψ(d + 1) + 2ψ(2
3
)− 2ψ(1
3
)− 1
3
log v
)
+
∑
d≥0
d≡0 mod 3
zv−
d
3
− 1
3 (2πi)2(
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
·


(
ep+
2pii
3
)l
1− ep+ 2pii3
· l
9
+
(
ep+
2pii
3
)l+1
(
1− ep+ 2pii3
)2 · 19


+
∑
d≥0
d≡1 mod 3
zv−
d
3
− 1
3 (2πi)(
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
(
ep+
4pii
3
)l
1− ep+ 4pii3
· 1
3
(
2ψ(
d
3
+
1
3
)− 2ψ(d + 1) + 2ψ(1
3
)− 2ψ(2
3
)− 1
3
log v
)
+
∑
d≥0
d≡1 mod 3
zv−
d
3
− 1
3 (2πi)2(
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
·


(
ep+
4pii
3
)l
1− ep+ 4pii3
· l
9
+
(
ep+
4pii
3
)l+1
(
1− ep+ 4pii3
)2 · 19

 ,
(17)
where we used
ψ(−d
3
+
2
3
)− ψ(d
3
+
1
3
) =
π cos(d3 − 13)π
sin(d3 +
1
3 )π
=
{
ψ(23 )− ψ(13 ) d ≡ 0 mod 3
ψ(13 )− ψ(23 ) d ≡ 1 mod 3.
On the other hand, we can expand HFJRW with respect to H
(1),H(2) by differentiating (10):
HFJRW(u, z) = z
∑
d≥0
d≡0 mod 3
ud+1 · (2πi)2 · (
√
3
2π
)6
Γ(d3 +
1
3 )
6
Γ(d+ 1)2
1
(1)
+ z
∑
d≥0
d≡0 mod 3
ud+1 · 2πi · (
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
(
2ψ(
d
3
+
1
3
)− 2ψ(d + 1) + 2ψ(2
3
)− 2ψ(1
3
) + log u
)
H(1)
+ z
∑
d≥0
d≡0 mod 3
ud+1 · (2πi)2 · (
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
1
(2)
+ z
∑
d≥0
d≡0 mod 3
ud+1 · 2πi · (
√
3
2π
)6
Γ(d3 +
1
3)
6
Γ(d+ 1)2
(
2ψ(
d
3
+
1
3
)− 2ψ(d + 1) + 2ψ(1
3
)− 2ψ(2
3
) + log u
)
H(2).
(18)
We complete the proof by comparing (17) with (18).
17
5 Orlov functor for complete intersections
In this section, we introduce the categories of graded matrix factorizations, and describe a functor
between the derived category of graded matrix factorizations and the derived category of X3,3.
5.1 Graded matrix factorizations
Definition 5.1. A Landau–Ginzburg (LG) B-model is the data of a stack X with a C∗R-action,
together with a regular function F on X, where −1 ∈ C∗R acts trivially on X, and F has
C
∗
R-weight 2.
Example 5.2. As in the §3.2, we consider a vector space
V = C8 = Spec[x1, . . . , x6, p1, p2]
with a C∗-action of weights (1, 1, 1, 1, 1, 1,−3,−3), then there are two different GIT quotients:
X+ := [(C
6 − {0}) × C2/C∗] = OP5(−3)⊕2
and
X− := [C
6 × (C2 − {0})/C∗] = OP(3,3)(−1)⊕6.
We define a C∗R-action on V to have weights (0, 0, 0, 0, 0, 0, 2, 2), then it induces the C
∗
R-action
on both X+ and X−. Let W1 and W2 be two homogeneous polynomials of degree 3 as in §3.2,
then the function W := p1W1 + p2W2 on V is invariant under C
∗, thus we can regard W as a
function on X+ and X−. We get two LG B-models (X−,W ) and (X+,W ) in this way.
Definition 5.3. A graded matrix factorization on a LG B-model (X,F ) is a finite rank vector
bundle E, equivariant with respect to C∗R, equipped with an endomorphism dE of C
∗
R-degree 1
such that d2E = F · IdE .
A dg-category MFC∗R(X,F ) is constructed in [24, 25], whose objects are graded matrix fac-
torizations over (X,F ). We define DMFC
∗
R(X,F ) to be the homotopy category ofMFC∗R(X,F ),
which is a trianglated category.
Remark 5.4. In [25] (or [24]), graded matrix factorizations are called D-branes (or B-branes).
Now we describe the structure of triangulated category over DMFC
∗
R(X,F ). The shift functor
on DMFC
∗
R(X,F ) is given by
(E, d)[1] = (E ⊗O[1],−d ⊗ Id)
where O[1] is the trivial line bundle endowed with a C∗R-action of weight 1 on fiber direction.
Let f : E1 → E2 be a C∗R-equivariant morphism that intertwines the differentials, then we define
the cone
cone(f : E1 → E2) = Cf :=
(
E1[1]⊕ E2,
(
d1[1] 0
f d2
))
.
A distinguished triangle is a triangle isomorphic to one of the form
E1
f−→ E2 → Cf → E1[1]→ . . .
Example 5.5 (Two important graded matrix factorizations on (X±,W )). Before describing the
graded matrix factorizations, we need to talk about line bundle over X±. Consider a C
∗-action
over C6× (C2−{0})×C with weights (1, 1, 1, 1, 1, 1,−3,−3, k), together with a C∗R-action with
weights (0, 0, 0, 0, 0, 0, 2, 2, l), then [C6× (C2−{0})×C/C∗] is a C∗R-equivariant line bundle over
X−. We denote this line bundle by O(k)[l]. We can define O(k)[l] over X+ in the same way.
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Given a matrix factorization M = (E, d) over (X±,W ), we denote the matrix factorization
(E ⊗O(k)[l], d ⊗ Id) by M(k)[l].
Now we define a distinguished matrix factorization K− over (X±,W ) to be the matrix fac-
torization whose underlying C∗R-equivariant vector bundle is
•∧
O(1)[−1]⊕6.
In order to describe its differential, we take f1, . . . , f6 and g1, . . . , g6 to be homogeneous polyno-
mials of degree 2 such that
W1 = x1f11 + · · ·+ x6f16
and
W2 = x1f21 + · · ·+ x6f26.
Then sx := (x1, . . . , x6) is a section of O(1)[0]⊕6, and spf := (p1f11+ p2f21, . . . , p1f16+ p2f26) is
a cosection of O(1)[2]⊕6. We define the differential by
d−(−) = sx ∧ (−) + spf ∨ (−).
Similarly we can define a graded matrix factorization K+ over (X±,W ) to be the graded D-brane
whose underlying C∗R-equivariant vector bundle is
•∧
O(−3)[1]⊕2.
and whose differential is defined by
d+(−) = sp ∧ (−) + sW ∨ (−),
where sp := (p1, p2) and sW := (W1,W2). Note that K− = 0 in DMFC∗R(X+,W ) and K+ = 0 in
DMFC
∗
R(X−,W ).
Given a graded matrix factorization (E, d), if E can be written as direct sum of sub-bundles
and d can be written as sum of the zero extension of morphisms between those sub-bundles,
then we can represent (E, d) by a diagram whose vertices are the sub-bundles, and whose arrows
are morphism between them. For example, we can represent K+(q)[m] by the diagram
O(q)[m]
sp
// O(q − 3)[m+ 1]⊕2sWoo
sp
// O(q − 6)[m+ 2].sWoo
Remark 5.6. Let A be a vector bundle over X±, we define the graded matrix factorization
A ⊗ K+(q)[m] to be (A(q)[m] ⊗
∧•O(−3)[1]⊕2, Id⊗d+), by an abuse of notation, it can be
represented by
A(q)[m]
sp
// A(q − 3)[m+ 1]⊕2sWoo
sp
// A(q − 6)[m+ 2].sWoo
If we do not require the C∗R-weight to be 1, then sW and sp can be understood as morphisms
A(6)[−3]
sp
// A(3)[−2]⊕2sWoo
sp
// A.
sWoo
We use this notation in the next subsection.
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5.2 Orlov functor
Orolv [22] constructed a family of equivalences between a category of matrix factorization and
derived category of a hypersurface in P4, we want to generalize it and get a family of equivalences
between DMFC
∗
R(X−,W ) and D
b(X3,3). We can do it by composing a family of functors given
by Segal [24] with a functor given by Shipman [25].
Theorem 5.7 (Segal [24]). There is a family of quasi-equivalences Φt : MFC∗R(X−,W ) ∼−→
MFC∗R(X+,W ) indexed by t ∈ Z.
When passing to homotopy category, we get a family of equivalences of trianglated category:
Φt : DMF
C∗
R(X−,W )
∼−→ DMFC∗R(X+,W ).
Theorem 5.8 (Shipman [25]). Let p : X+ = OP5(−3)⊕2 → P5 be the bundle projection, and i :
OX3,3(−3)⊕2 → OP5(−3)⊕2 be the inclusion of total space. Then the functor i∗ ◦p∗ : Db(X3,3)→
DMFC
∗
R(X+,W ) is an equivalence of trianglated category.
Let Orlt be the composition of (i∗ ◦ p∗)−1 ◦ Φt, Then we obtain a family of equivalence
Orlt : DMF
C∗R(X−,W )
∼−→ Db(X3,3).
Description of Shipman’s functor
Shipman’s functor i∗ ◦ p∗ can be characterized by the following proposition:
Proposition 5.9 ([25]). The image of O(k)[l] ∈ Db(X3,3) under the functor i∗ ◦ p∗ in Theorem
5.8 is K+(k)[l].
Remark 5.10. Using the same trick in the proof of proposition 5.9, we can show K−(q)[m] is the
image of OP3,3(−q − 6)[m− 6] under the pushforward functor j∗ : Db(P3,3)→ DMFC
∗
R(X−,W ).
Description of Segal’s functor
Segal’s functor Φt is constructed in 2 steps:
1. Given a graded matrix factorization (E, d) over (X−,W ), we find another graded matrix
factorization (E′, d′) which is isomorphic to (E, d) in DMFC
∗
R(X−,W ), and E
′ is a direct
sum of O(k)[l] for t ≤ k ≤ t+ 5.
2. Since O(k)[l] also stand for line bundles over X+, we take Φt ((E, d)) to be the graded
matrix factorization over (X+,W ) with the same shape of direct sum and endomorphism
as (E ′, d′).
The interval [t, t+5] is called a window. In order to apply Segal’s functor, we need to find (E′, d′)
in step 1 which lies in the window. We explain the strategy in the next subsection.
5.3 Strategy to go through the window
Let (E, d) be a graded matrix factorization, we want to modify it to make it into the window
[t, t+ 5]. If E has a direct summand O(k)⊕m which is not in the window, assume k < t. Since
over X− we have a resolution
0 // O(k + 6)⊕m sp // O(k + 3)⊕2m sp // O(k)⊕m,
we want to replace O(k)⊕m by O(k + 6)⊕m ⊕O(k + 3)⊕2m. If we can do it repeatedly, we can
kill all direct summands outside the window, and finally get a graded matrix factorization in
the window. The following lemma and proposition show when and how can we replace a direct
summand.
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Definition 5.11. Let M be a graded matrix factorization over (X±,W ), and A be a direct
summand of the underlying line bundle of M. We say A is replaceable in M if M can be
represented by the diagram
A
dBA+p1δ
1
BA
+p2δ2BA
// B
p1δ
1
AB+p2δ
2
ABoo
dCB+p1δ
1
CB
+p2δ2CB
// C
dBC+p1δ
1
BC+p2δ
2
BCoo dCC+p1δ1CC+p2δ
2
CCff
such that
1. if we write A, B and C as direct sum of O(k)[l], then all morphisms d and δ with some
indexes can be represented by matrices with entries in C[x1, . . . , x6];
2. the following equations hold
δ2ABδ
1
BA = δ
1
ABδ
2
BA = 0.
Lemma 5.12. If A is replaceable in M as in definition 5.11, Then with the notation sW and
sp in remark 5.6, the diagram
A(3)[−2]⊗2
−(dBA+p1δ
1
BA
+p2δ2BA)◦sp

−sW
// A(6)[−3]−spoo
B
−(δ1
AB
,δ2
AB
)
OO
dCB+p1δ
1
CB
+p2δ2CB
// C
dBC+p1δ
1
BC
+p2δ2BCoo dCC+p1δ1CC+p2δ
2
CCff
δ1
AB
δ2
BC
OO
represents a graded matrix factorization over (X±,W ). We denote the new graded matrix fac-
torization by M\A.
Proof. It is easy to check the morphisms in the diagram have C∗R-weight 1. We need to prove
the square of sum of them equals to W · Id, i.e.
1. For each vertex, the sum of arrows going out composed with their reverse equals W · Id.
Because M and A ⊗K+(6)[−3] are graded matrix factorization, it is true at the vertices
A(6)[−3] and C. Note that
(p1δ
1
AB + p2δ
2
AB)(dBA + p1δ
1
BA + p2δ
2
BA) = p1W1 + p2W2,
since the sections p1, p2, x1, . . . , x6 are algebraic independent, we deduce
(δ1AB , δ
2
AB) ◦ (dBA + p1δ1BA + p2δ2BA) = sW .
It follows that the property holds at A(3)[−2]. At B, it follows from
sp ◦ (δ1AB , δ2AB) = p1δ1AB + p2δ2AB .
2. By compositing 2 successive arrows, we get morphisms from one vertex to another. If we
fix a pair of different source and target, the sum of those morphisms should be zero. The
morphism from A(6)[−3] to B is zero because sp ◦ sp = 0 in A⊗K+(6)[−3]. Similarly the
morphism froms A(3)[−2] to C, from B to C, and from C to B are zero. Since M is a
graded matrix factorization, we have
(dBC+p1δ
1
BC+p2δ
2
BC)(dCB+p1δ
1
CB+p2δ
2
CB)+(dBA+p1δ
1
BA+p2δ
2
BA)(p1δ
1
AB+p2δ
2
AB) = p1W1+p2W2
and
(p1δ
1
AB + p2δ
2
AB)(dBC + p1δ
1
BC + p2δ
2
BC) = 0,
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hence
sW ◦ (δ1AB , δ2AB) = −W2δ1AB +W1δ2AB
= −δ2ABdBAδ1AB + δ1ABdBAδ2AB
= −δ2AB(W1 − δ1BCdCB − dBCδ1CB) + δ1AB((W2 − δ2BCdCB − dBCδ2CB)
=W2δ
1
AB −W1δ2AB − 2δ1ABδ2BCdCB
so we get
sW ◦ (δ1AB , δ2AB) + δ1ABδ2BC (dCB + p1δ1CB + p2δ2CB)
=(−W2δ1AB +W1δ2AB + δ1ABδ2BCdCB)− p1δ2ABδ1BCδ1CB + p2δ1ABδ2BCδ2CB
=p1δ
2
ABδ
1
BAδ
1
AB − p2δ1ABδ2BAδ2AB = 0,
this proves the sum of morphisms from B to A(6)[−3] is zero. We also have
(δ1AB , δ
2
AB) ◦ (dBC + p1δ1BC + p2δ2BC) + spδ1ABδ2BC
=(p1δ
1
ABδ
1
BC + p2δ
1
ABδ
2
BC − p2δ1ABδ2BC , p1δ2ABδ1BC + p2δ2ABδ2BC + p1δ1ABδ2BC)
=(0, 0),
this proves the sum morphisms from C to A(3)[−2] is zero. Finally, since
(dBC + p1δ
1
BC + p2δ
2
BC)(dCC + p1δ
1
CC + p2δ
2
CC) = 0,
we have
δ1ABδ
2
BC(dCC + p1δ
1
CC + p2δ
2
CC)
=δ1ABδ
2
BCdCC − p1δ2ABδ1BCδ1CC + p2δ1ABδ2BCδ2CC
=− δ1ABdBCδ2CC = 0,
this proves the morphism from C to A(6)[−3] is zero.
Proposition 5.13. If A is replaceable in M, then there exists a morphism of graded matrix
factorization
f : M→ A⊗K+(6)[−2].
Moreover, the cone Cf is isomorphic to (M\A)[1] in DMFC∗R(X±,W ).
Proof. The morphism between the underlying vector bundles A⊕B ⊕C and A⊕A(3)[−1]⊕2 ⊕
A(6)[−2] is given by the matrix

 IdA 0 00 (δ1AB , δ2AB) 0
0 0 −δ1ABδ2BC

. We can check it is indeed a
morphism of graded matrix factorization by the method used in the proof of lemma 5.12. The
cone Cf of f is given by
A
sW
// A(3)[−1]⊕2
sW
//
spoo A(6)[−2]spoo
A[1]
IdA
OO
−(dBA+p1δ
1
BA+p2δ
2
BA)
// B[1]
−(p1δ1AB+p2δ
2
AB)oo
−(dCB+p1δ
1
CB+p2δ
2
CB)
//
(δ1AB ,δ
2
AB)
OO
C[1]
−(dBC+p1δ
1
BC+p2δ
2
BC)oo −(dCC+p1δ1CC+p2δ
2
CC
)
pp
−δ1ABδ
2
BC
OO
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We know that (M\A)[1] is given by
A(3)[−1]⊗2
(dBA+p1δ
1
BA+p2δ
2
BA)◦sp

sW
// A(6)[−2]spoo
B[1]
(δ1AB ,δ
2
AB)
OO
−(dCB+p1δ
1
CB+p2δ
2
CB)
// C[1]
−(dBC+p1δ
1
BC+p2δ
2
BC)oo −(dCC+p1δ1CC+p2δ
2
CC
)
pp
−δ1ABδ
2
BC
OO
We write the two underlying vector bundles as direct sums
A(6)[−2] ⊕A(3)[−1]⊕2 ⊕ C[1]⊕B[1]⊕A⊕A[1]
and
A(6)[−2] ⊕A(3)[−1]⊕2 ⊕ C[1]⊕B[1].
In this order, we define a morphism of graded matrix factorization
F : Cf → (M\A)[1]
by the matrix 

Id 0 0 0 0 0
0 Id 0 0 0 0
0 0 Id 0 0 0
0 0 0 Id dBA + p1δ
1
BA + p2δ
2
BA 0


and define
G : (M\A)[1] → Cf
by 

Id 0 0 0
0 Id 0 0
0 0 Id 0
0 0 0 Id
0 0 0 0
0 −sp 0 0


,
we have
F ◦G = Id(M\A)[1]
and
G ◦ F = IdCf +


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 dBA + p1δ
1
BA + p2δ
2
BA 0
0 0 0 0 − Id 0
0 −sp 0 0 0 − Id


.
Define
H : Cf → Cf
to be 

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 − Id 0


,
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then
G ◦ F = IdCf +H ◦ dCf + dCf ◦H,
which means G ◦ F is homotopy to IdCf , hence we get Cf = (M\A)[1] in DMFC
∗
R(X±,W ).
Corollary 5.14. In DMFC
∗
R(X−,W ), we have M = M\A. In this way we replace A by
A(6)[−3] ⊕A(3)[−2] as claimed in the beginning of this subsection.
Proof. In DMFC
∗
R(X−,W ), we have
K+ = 0,
so
M = cone (f : M→ A⊗K+(6)[−2]) [−1] =M\A.
6 Comparison between Orlov functor and analytic continuation
In this section we compute the image of K−(q)[m] under the Orlov functors using the strategy
from the previous section. Then we show that the Orlov functors coincide with the linear maps
gotten from analytic continuation in the sense that
ch (Orlt−3(K−(q)[m])⊗O(−3)) = Ut (ch(K−(q)[m])) .
6.1 Image of K−(q)[m] under Orlov functor
We compute ch (Orlt(K−(q)[m])) in this subsection.
Proposition 6.1. For any object F in DMFC∗R(X±,W ), and any integer q,m, t, we have
Orlt(F(q)[m]) = Orlt−q(F)(q)[m].
Proof. If we find a graded matrix factorization E such that E = F in DMFC∗R(X±,W ), and the
underlying vector bundle of E is a direct sum of O(i)[j] for t ≤ i ≤ t+5, then E(q)[m] = F(q)[m]
in DMFC
∗
R(X±,W ), and the underlying vector bundle of E(q)[m] is a direct sum of O(i)[j] for
t+ q ≤ i ≤ t+ q + 5. By the construction of Segal’s functor Φi, we have
Φt(F)(q)[m] = Φt+q(F(q)[m]).
By compositing with (i∗ ◦p∗)−1 and using proposition 5.9 (note that O(i)[j] generate Db(X3,3)),
we get
Orlt(F)(q)[m] = Orlt+q(F(q)[m]).
So we only need to compute Orlt(K−). By example 5.5 we can represent K− by
O
sx
// O(1)[−1]⊕6
spfoo
sx
// C
spfoo sx+spfff
where
C =
≥2∧
O(1)[−1].
We compute Orl1(K−) first. The direct summand O of the underlying vector bundle of K−
is not in the window 1 ≤ k ≤ 6. Fortunately we can decompose spf as
spf = p1sf1 + p2sf2 ,
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so O is replaceable in K−. Then by corollary 5.14, in DMFC∗R(X−,W ), we have a isomorphism
between K− and K(1)− := K−\O, where K(1)− can be represented by
O(3)[−2]⊗2
−sx◦sp

−sW
// O(6)[−3]−spoo
O(1)[−1]⊕6
−(sf1 ,sf2)
OO
sx
// C
spfoo sx+spfff
0
OO
Note that the underlying vector bundle of K(1)− is a direct sum of O(k)[l] for 1 ≤ k ≤ 6, which
are all in the window, thus in DMFC
∗
R(X+,W ) we have
Φ1(K−) = K(1)− .
By proposition 5.13 we know in DMFC
∗
R(X±,W )
K(1)− = cone(K− → K+(6)[−2])[−1].
In DMFC
∗
R(X+,W ) we have K− = 0 hence
K(1)− = K+(6)[−3] = i∗ ◦ p∗(O(6)[−3]),
so we have
Orl1(K−) = O(6)[−3].
Next we compute Orl2(K−). The window becomes 2 ≤ k ≤ 7. The direct summand O(1)[−1]⊕6
of the underlying vector bundle of K(1)− is out the window. Again we can check that O(1)[−1]⊕6
is replaceable in O(1)[−1]⊕6. Let
K(2)− := K(1)− \O(1)[−1]⊕6,
then in DMFC
∗
R(X−,W ) we have
K(2)− = K(1)− = K−
and all the direct summands of the underlying vector bundle of K(2)− are in the window. Thus
in DMFC
∗
R(X+,W ) we have
Φ2(K−) = K(2)− .
By proposition 5.13,
K
(2)
− = cone
(
K(1)− → K+(7)[−3]⊕6
)
[−1],
so
Orl2(K−) = cone
(O(6)[−4]→ O(7)[−4]⊕6) .
If we can repeat above process, then we can compute Orlt(K−) for higher t. We have
Proposition 6.2. There exists a sequence of graded matrix factorizations {K(1)− ,K(2)− ,K(3)− , . . . }
in DMFC
∗
R(X±,W ) such that
1. in DMFC
∗
R(X−,W ) we have K(1)− = K(2)− = · · · = K−;
2. the underlying vector space of K(t)− is a direct sum of O(k)[l] for t ≤ k ≤ k + 5;
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3. If the direct summand of underlying vector bundle of K(t)− given by all O(t)[l] is of the form
s⊕
i=1
O(t)[ni]⊕mi , n1 > n2 > · · · > ns,
then there exists a sequence of graded matrix factorizations
{K(t)(0)− = K(t)− ,K(t)(1)− ,K(t)(2)− , . . . ,K(t)(s)− = K(t+1)− }
such that
K(t)(i+1)− = cone
(
K(t)(i)− → K+(t+ 6)[ni − 2]⊕mi
)
[−1]
in DMFC
∗
R(X±,W ) for a morphism K(t)(i)− → K+(t+6)[ni− 2]⊕mi . The underlying vector
bundle of K(t)(i+1)− is obtained by replacing the direct summand O(t)[ni]⊕mi in the under-
lying vector bundle of K(t)(i)− by O(t+ 6)[ni − 3]⊕mi ⊕O(t+ 3)[ni − 2]⊕2mi .
Proof. If we can show that O(t)[ni]⊕mi is replaceable in K(t)(i)− , then we can define
K(t)(i+1)− := K(t)(i)− \O(t)[ni]⊕mi .
We show it is always possible. We have written down K(1)− and K(2)− already. Note that K(1)− and
K(2)− satisfy the following property: the differentials of them are the sum of following types of
morphisms:
1. the zero extension of the morphism O(k)[l]⊕m f−→ O(k + i)[l − 1]⊕n, where
i ∈ Z≥0,
and f can be represented by matrix with entries in C[x1, . . . , x6];
2. the zero extension of the morphism O(k)[l]⊕m p1f1+p2f2−−−−−−→ O(k + i)[l + 1]⊕n, where
i ∈ Z≥−3,
and f1, f2 can be represented by matrix with entries in C[x1, . . . , x6].
If K(t)(i)− satisfies the property, since all the direct summands of K(t)(i)− is of the form O(s)[j]
with s > t or s = t, j ≤ ni, we have all the nonzero arrow with target O(t)[ni]⊕mi are of type
2. Moreover, we can not find two successive nonzero type-2 arrows, one of which start from
O(t)[ni]⊕mi and the other one go back to O(t)[ni]⊕mi . This means O(t)[ni]⊕mi is replaceable in
K(t)(i)− . By construction in lemma 5.12,
K(t)(i+1)− := K(t)(i)− \O(t)[ni]⊕mi
also satisfies above property, thus we can define all K(t)(i)− inductively.
Remark 6.3. We can get another totally similar sequence {K(0)− ,K(−1)− ,K(−2)− , . . . } if we replace
O(−t+5)[l]⊕m in the underlying vector bundle of K(−t)− by O(−t+2)[l+2]⊕2m⊕O(−t−1)[l+3]⊕m
to get K(−t−1)− .
From 1 and 2 in proposition 6.2, we know
Φt(K−) = K(t)−
Since K(t)− can be obtained by taking cones of morphism to K+(k)[n]⊕m repeatedly, after applying
the functor (i∗ ◦ p∗)−1, we know Orlt(K−) can be obtained by taking cones of morphism to
O(k)[n]⊕m repeatedly. In particular, we can compute ch(Orlt(K−)).
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Theorem 6.4. For all integers t, q and m we have
ch(Orlt(K−(q)[m])) = (−1)m
∑
t−3≤s≤t+2
s≡q mod 3
s
3
t−s+2∑
k=0
(−1)k+1
(
6
k
)
e(k+s+3)p
Proof. We know Orl1(K−) = O(6)[−3], so ch(Orlt(K−)) = −e6p. Now we compute
ch(Orlt+1(K−))− ch(Orlt(K−)).
If the direct summand of underlying vector bundle of K(t)− given by all O(t)[l] is of the form
s⊕
i=1
O(t)[ni]⊕mi ,
by 3 of proposition 6.2 there exists a sequence of graded matrix factorizations
{K(t)(0)− = K(t)− ,K(t)(1)− ,K(t)(2)− , . . . ,K(t)(s)− = K(t+1)− }
such that
K(t)(i+1)− = cone
(
K(t)(i)− → K+(t+ 6)[ni − 2]⊕mi
)
[−1].
Therefore,
ch(Orlt+1(K−))− ch(Orlt(K−)) = ch
(
(i∗ ◦ p∗)−1(K(t)(s)− )
)
− ch
(
(i∗ ◦ p∗)−1(K(t)(0)− )
)
= −
s∑
i=1
ch
(O(t+ 6)[ni − 2]⊕mi) .
When t ≥ 7, the direct summand O(t)[ni]⊕mi in the underlying vector bundle of K(t)− comes
from O(t− 3)[ni+2]⊕ai in the underlying vector bundle of K(t−3)− and O(t− 6)[ni+3]⊕bi in the
underlying vector bundle of K(t−6)− , with 2ai + bi = ni, therefore when t ≥ 7 we have
ch(Orlt+1(K−))− ch(Orlt(K−)) =2e3p (ch(Orlt−2(K−))− ch(Orlt−3(K−)))
− e6p (ch(Orlt−5(K−))− ch(Orlt−6(K−))) .
We can compute directly that
ch(Orl2(K−))− ch(Orl1(K−)) = 6e7p,
ch(Orl3(K−))− ch(Orl2(K−)) = −15e8p,
ch(Orl4(K−))− ch(Orl3(K−)) = 20e9p − 2 · e9p,
ch(Orl5(K−))− ch(Orl4(K−)) = −15e10p + 2 · 6e10p,
ch(Orl6(K−))− ch(Orl5(K−)) = 6e11p − 2 · 15e11p,
ch(Orl7(K−))− ch(Orl6(K−)) = −e12p + 2 · 20e12p − 3 · e12p.
Then we can check that for all t ≥ 1 we have
ch(Orlt+1(K−))−ch(Orlt(K−)) = (−1)s+1⌈t+ 1
3
⌉
(
6
s
)
+(−1)s⌈t+ 1
3
−1⌉
(
6
s+ 3
)
+(−1)s+1⌈t+ 1
3
−2⌉
(
6
s+ 6
)
,
where s ∈ {0, 1, 2}, s ≡ t mod 3, and we set (6
k
)
= 0 if k > 6. Using the fact that in HGW
6∑
i=0
(−1)k
(
6
k
)
eip = (1− ep)6 = 0
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for dimension reason, we compute
ch(Orlt(K−)) = ch(Orl1(K−)) +
t−1∑
i=1
(ch(Orli(K−))− ch(Orli−1(K−)))
=
⌈ t
3
⌉∑
n=1
n
∑
0≤k≤6
3n+k−3≤t
(−1)k+1
(
6
k
)
e(3n+k+3)p
=
∑
t−3≤s≤t+2
s≡0 mod 3
s
3
t−s+2∑
k=0
(−1)k+1
(
6
k
)
e(s+k+3)p
Then use proposition 6.1, we get
ch(Orlt(K−(q)[m])) = (−1)meqp ch(Orlt−q(K−))
= (−1)m
∑
t−q−3≤s≤t−q+2
s≡0 mod 3
s
3
t−q−s+2∑
k=0
(−1)k+1
(
6
k
)
e(k+s+q+3)p
= (−1)m
∑
t−3≤s≤t+2
s≡q mod 3
s− q
3
t−s+2∑
k=0
(−1)k+1
(
6
k
)
e(k+s+3)p.
6.2 Chern character of K−(q)[m]
The Chern character of DMFC
∗
R(X−,W ) (more precisely, of MFC∗R(X−,W )) takes value in
the Hochschild cohomology HH(MFC∗R(X−,W )). We do not have an isomorphism between
HH(MFC∗R(X−,W )) and HFJRW in complete intersection case currently. But since all Chern
characters satisfy Grothendieck–Riemann–Roth, we can define HFJRW-value Chern character for
objects coming from push-forward as follows. Consider the inclusion
j : P(3, 3)→ X− = OP(3,3)(−1)⊕6
as zero section. The function W is 0 when restricting to P(3, 3), thus we have the push-forward
functor
j∗ : D
b(P(3, 3)) → DMFC∗R(X−,W ).
Then we use Grothendieck–Riemann–Roth to define
ch (j∗(E)) :=
(
ch(E) · 1
Td(OP(3,3)(−1)⊕6)
)∣∣∣∣
nar
.
The Todd class (see Appendix) of the bundle OP(3,3)(−1)⊕6 is computed as
Td(OP(3,3)(−1)⊕6)|nar =
(
Td(OP(3,3)(−1))
)6 |nar
=
(
1
1− ζeH
(1)
3
1
(1) +
1
1− ζ2eH
(2)
3
1
(2)
)6
,
hence (
1
Td(OP(3,3)(−1)⊕6)
)∣∣∣∣
nar
=
(
1
(1) − ζeH
(1)
3
)6
+
(
1
(2) − ζ2eH
(2)
3
)6
=
2∑
k=1
(
(1− ζk)1(k) − 1
3
ζkH(k)
)6
.
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On the other hand, as mentioned in remark 5.10,
K−(q)[m] = j∗
(OP(3,3)(−q − 6)[m− 6]) ,
and
ch
(OP(3,3)(−q − 6)[m− 6]) |nar = (−1)m−6 ch (OP(3,3)(−1))q+6 |nar
= (−1)m
2∑
k=1
(
ζ−k1(k) − 1
3
ζ−kH(k)
)q+6
.
So we get
ch(K−(q)[m]) = (−1)m
2∑
k=1
(
ζ−k1(k) − 1
3
ζ−kH(k)
)q+6(
(1− ζk)1(k) − 1
3
ζkH(k)
)6
.
6.3 Image of ch(K−(q)[m]) under Ul
We can expand ch(K−(q)[m]) as
ch(K−(q)[m]) =(−1)m
2∑
k=1
ζ−k(q+6)(1− ζk)61(k)
− 2 · (−1)m
2∑
k=1
ζ−k(q+5)(1− ζk)5H(k)
− q + 6
3
(−1)m
2∑
k=1
ζ−k(q+6)(1− ζk)6H(k).
There are three types of elements in the expansion, we compute their image under Ul.
Proposition 6.5. For any integer l and q, the following 3 equations hold.
Ul
(
2∑
k=1
ζ−qk
(
1− ζk
)6
1
(k)
)
=
1
3
∑
s≡q mod 3
l≤s≤l+5
s
s−l∑
k=0
(−1)l+k+6−s
(
6
l + k + 6− s
)
e(k+l)p
− 2
∑
s≡q mod 3
l≤s≤l+5
s−l−1∑
k=0
(−1)s−l−k
(
5
s− l − k − 1
)
e(k+l)p;
(19)
Ul
(
2∑
k=1
ζ−qk
(
1− ζk
)5
H(k)
)
=
∑
s≡q mod 3
l≤s≤l+4
s−l∑
k=0
(−1)s−l−k
(
5
s− l − k
)
e(k+l)p; (20)
Ul
(
2∑
k=1
ζ−qk
(
1− ζk
)6
H(k)
)
=
∑
s≡q mod 3
l≤s≤l+5
s−l∑
k=0
(−1)s−l−k
(
6
s− l − k
)
e(k+l)p. (21)
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Proof. We only prove equation (19), the other two can be proven in the same way. We add
formal element 1(0) then we have
2∑
k=1
ζ−qk
(
1− ζk
)6
1
(k)
=
2∑
k=0
ζ−qk
(
1− ζk
)6
1
(k)
=
(
1
(0)
1
(1)
1
(2)
)1 ζ−q
ζ−2q



1 1 1 1 1 1 11 ζ ζ2 1 ζ ζ2 1
1 ζ2 ζ 1 ζ2 ζ 1




1
−6
15
−20
15
−6
1


.
(22)
By (12) we have
Ul
(
2∑
k=1
ζ−qk
(
1− ζk
)6
1
(k)
)
=
1
9
epl
(
1 ep e2p e3p . . .
)


l l l
l + 1 (l + 1)ζ (l + 1)ζ2
l + 2 (l + 2)ζ2 (l + 2)ζ
l + 3 l + 3 l + 3
l + 4 (l + 4)ζ (l + 4)ζ2
l + 5 (l + 5)ζ2 (l + 5)ζ
...
...
...



1 ζ l
ζ2l


·

1 ζ−q
ζ−2q



1 1 1 1 1 1 11 ζ ζ2 1 ζ ζ2 1
1 ζ2 ζ 1 ζ2 ζ 1




1
−6
15
−20
15
−6
1


=
1
3
epl
(
1 ep e2p e3p . . .
)


l l
...
...
m m m
m+ 1 m+ 1
m+ 2 m+ 2
m+ 3 m+ 3 m+ 3
...
...
...
...




1
−6
15
−20
15
−6
1


,
(23)
where m ∈ {l, l + 1, l + 2}, and m ≡ q mod 3. Note that the centre matrix consists of slope-1
30
lines. Start from the third line, the contribution of each line to Ul
(∑2
k=1 ζ
−qk
(
1− ζk)6 1(k)) is
1
3
epl
6∑
k=0
(m+ 3t+ k)(−1)6−k
(
6
6− k
)
ekp
=
1
3
epl(m+ 3t)(1 − ep)6 + 1
3
epl
6∑
k=1
(−1)6−k · 6 ·
(
5
k − 1
)
ekp
=
1
3
epl(m+ 3t)(1 − ep)6 − 2e(l+1)p(1− ep)5 = 0.
Thus only the first two lines contribute. We have
Ul
(
2∑
k=1
ζ−qk
(
1− ζk
)6
1
(k)
)
=
1
3
∑
s≡q mod 3
l≤s≤l+5
s−l∑
k=0
(l + k)(−1)s−l−k
(
6
s− l − k
)
e(k+l)p
=
1
3
∑
s≡q mod 3
l≤s≤l+5
s
s−l∑
k=0
(−1)l+k+6−s
(
6
l + k + 6− s
)
e(k+l)p
− 1
3
∑
s≡q mod 3
l≤s≤l+5
s−l∑
k=0
(s − l − k)(−1)s−l−k
(
6
s− l − k
)
e(k+l)p
=
1
3
∑
s≡q mod 3
l≤s≤l+5
s
s−l∑
k=0
(−1)l+k+6−s
(
6
l + k + 6− s
)
e(k+l)p
− 2
∑
s≡q mod 3
l≤s≤l+5
s−l−1∑
k=0
(−1)s−l−k
(
5
s− l − k − 1
)
e(k+l)p
(24)
Corollary 6.6. The image of ch(K−(q)[m] under Ul is
Ul (ch(K−(q)[m])) = (−1)m
∑
s≡q mod 3
l≤s≤l+5
s− q − 6
3
s−l∑
k=0
(−1)l+k+6−s
(
6
l + k + 6− s
)
e(k+l)p. (25)
6.4 Conclusion
Proposition 6.7. For any integers q, m and t, we have
Ut (ch(K−(q)[m])) = ch(Orlt−3(K−(q)[m])) · e−3p. (26)
Proof. Using the fact that
0 = (1− ep)6 =
6∑
k=0
(−1)k
(
6
k
)
ekp,
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we compute
Ut (ch(K−(q)[m])) = (−1)m
∑
s≡q mod 3
t≤s≤t+5
s− q − 6
3
s−t∑
k=0
(−1)t+k+6−s
(
6
t+ k + 6− s
)
e(k+t)p
= (−1)m
∑
s≡q mod 3
t≤s≤t+5
s− q − 6
3
−1∑
k=s−t−6
(−1)t+k+5−s
(
6
t+ k + 6− s
)
e(k+t)p
= (−1)m
∑
s≡q mod 3
t≤s≤t+5
s− q − 6
3
t−s+5∑
k=0
(−1)k+1
(
6
k
)
e(k+s−6)p
= (−1)m
∑
s≡q mod 3
t−6≤s≤t−1
s− q
3
t−s−1∑
k=0
(−1)k+1
(
6
k
)
e(k+s)p
= ch(Orlt−3(K−(q)[m])) · e−3p
The functor
⊗O(−3): Db(X3,3)→ Db(X3,3)
given by
E 7→ E ⊗ O(−3)
is an equivalence of triangulated category, so is the composition
⊗O(−3) ◦Orlt−3 : DMFC∗R(X−,W )→ Db(X3,3).
Then proposition 6.7 can be interpreted as
Theorem 6.8. Let G be the subcategory of DMFC∗R(X−,W ) generated by {K−(q)[m]}q,m∈Z, then
for any t ∈ Z, we have the following commutative diagram
G ⊗O(−3)◦Orlt−3 //
ch

Db(X3,3)
ch

HFJRW
Ut // HGW.
Appendix A Orbifold cohomology and characteristic classes
A.1 Chen–Ruan cohomology
Let X be a smooth Deligne-Mumford stack over C, and let IX be the inertia stack of X . A
point on IX is given by a pair (x, g) of a point x ∈ X and g ∈ Aut(x). Let T be the index set
of components of IX , then
IX =
⊔
v∈T
Xv.
Take a point (x, g) ∈ IX and let
TxX =
⊕
0≤f<1
(TxX )f
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be the eigenvalue decomposition of TxX with respect to the action given by g, where g acts on
(TxX )f by e2πif . We define
a(x,g) =
∑
0≤f<1
f dim(TxX )f .
This number is independent of the choice of (x, g) ∈ Xv, so we can associate a rational number
av to each connected component Xv of IX . This is called age shifting number.
Definition A.1. The Chen–Ruan cohomology group of X is the sum of the singular cohomology
of Xv, v ∈ T , together with the age shift in gradings:
HkCR(X ) :=
⊕
v∈T
Hk−2av (Xv,C).
A.2 Characteristic classes
For an orbifold vector bundle E˜ on the inertia stack IX , we have an eigenbundle decomposition
of E˜|Xv
E˜|Xv =
⊕
0≤f<1
E˜v,f
with respect to the action of the stabilizer of Xv, where E˜v,f is the subbundle with eigen-
value e2πif . Let pr: IX → X be the projection. For an orbifold vector bundle E on X , let
{δv,f,i}1≤i≤lv,f be the Chern roots of (pr∗E)v,f , where lv,f is the dimension of (pr∗E)v,f .
Definition A.2. We define some H∗CR(X )-value characteristic classes of an orbifold vector bun-
dle E on X :
• The Chern character of E is defined by
ch(E) :=
⊕
v∈T
∑
0≤f<1
e2πif ch ((pr∗E)v,f ) .
• The Todd class of V is defined by
Td(E) :=
⊕
v∈T
∏
0<f<1
1≤i≤lv,f
1
1− e−2πife−δv,f,i
∏
1≤i≤lv,0
δv,0,i
1− e−δv,0,i .
• The Gamma class of E is defined in [19], which is
Γ(E) :=
⊕
v∈T
∏
0≤f<1
lv,f∏
i=1
Γ(1− f + δv,f,i),
the Gamma function on the right-hand side should be expand in series at 1− f > 0.
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