In this paper we continue the study, which was initiated in (Ben-Artzi et al. in Math. Model. Numer. Anal. 35(2):313-303, 2001; Fishelov et al. in Lecture Notes in Computer Science, vol. 2667, pp. 809-817, 2003 Ben-Artzi et al. in J. Comput. Phys. 205(2):640-664, 2005 and SIAM J. Numer. Anal. 44(5):1997-2024) of the numerical resolution of the pure streamfunction formulation of the time-dependent two-dimensional Navier-Stokes equation. Here we focus on enhancing our second-order scheme, introduced in the last three afore-mentioned articles, to fourth order accuracy. We construct fourth order approximations for the Laplacian, the biharmonic and the nonlinear convective operators. The scheme is compact (nine-point stencil) for the Laplacian and the biharmonic operators, which are both treated implicitly in the time-stepping scheme. The approximation of the convective term is compact in the no-leak boundary conditions case and is nearly compact (thirteen points stencil) in the case of general boundary conditions. However, we stress that in any case no unphysical boundary condition was applied to our scheme. Numerical results demonstrate that the fourth order accuracy is actually obtained for several test-cases.
Introduction
The numerical resolution of the classical Navier-Stokes system, governing viscous, incompressible, time-dependent flow, has been an outstanding challenge of computational fluid dynamics since its early stages. The most extensively used approach was the "finite element" method. We do not cite here any references for that topic, not only because the existing literature is so vast, but also because our study here falls into the category of finite difference methods. In this category one can find some well-known methods such as "projection methods" ( [5, 12, 21, 36, 52] and the references therein), "Spectral methods" [11, 16, 37] , "Galerkin methods" [44, 54] and a variety of "velocity-vorticity" [22] [23] [24] or "vorticitystreamfunction" methods [25, 26, 46, 47, 53] . See [33, 45] for a review on fundamental formulations of incompressible Navier-Stokes equations. The appearance and growing popularity of "compact schemes" brought a renewed interest in the aforementioned methods [1, 13, 17-19, 27, 35, 42, 43, 50] . The pure-streamfunction formulation for the timedependent Navier-Stokes system in planar domains has been used in [30] [31] [32] some twenty years ago. It has been designed primarily for the numerical investigation of the Hopf bifurcation occurring in the driven cavity problem. Their approach was based on a finite-difference method. The application of various compact schemes to the pure streamfunction formulation is fairly recent [6, 15, 28, 38, 41] . We mention also [20, 34, 39, 40, 48] for works on the stationary Stokes or Navier-Stokes equation. In [7, 8] a comprehensive treatment of a second order compact scheme in space and time is presented. It is based on the Stephenson scheme for the biharmonic problem [50] and includes a detailed analysis of the (linearized) stability and a proof of the convergence of the fully nonlinear scheme. In addition, a fast solver for the fourth order elliptic problems, which is applied at each time step, is presented in [9] . We note also that a compact finite-difference (second-order) scheme, based on the same approach, for irregular domains, has recently been presented [10] . Recall that an important feature of the methodology presented in [7, 8] is that the "numerical boundary conditions" are applied only to the streamfunction itself and imposed solely on the boundary. Thus the scheme conforms exactly with the theoretical (pure streamfunction) formulation of the Navier-Stokes system. In particular, this approach avoids:
• Artificial boundary conditions (such as vorticity boundary values).
• Ghost points which are added to the computational domain (in order to improve accuracy).
The main purpose of the present paper is to extend the aforementioned second order scheme [7] , to a fourth order scheme. With this added accuracy, we are able to simulate the dynamics of flow problems in rectangles with sparser grids and fewer time steps, compared with the second order scheme.
The outline of the paper is as follows. In Sect. 3, we present fourth order approximations for all spatial operators appearing in the evolution equation, i.e., the Laplacian, the biharmonic operator and the nonlinear convective term. Two alternative fourth-order schemes are constructed; the first for "no-leak" or periodic boundary conditions and the second for general boundary conditions. In Sect. 4 the scheme is coupled with two types of time-stepping schemes. The first is a second order time-stepping scheme, already used in [7] . The second is formally almost third order accurate and was introduced in [49] in the context of Navier-Stokes simulations using spectral methods for the discretization in space.
A detailed analysis of the linear stability properties of the full discrete scheme, is given in Sect. 5 .
Finally, in Sect. 6 we present several numerical results, which demonstrate the gain obtained by the increased accuracy.
Basic Discrete Operations
For simplicity, assume that = [a, b] 2 is a square. We lay out a uniform grid a = x 0 < x 1 < · · · < x N = b, a = y 0 < y 1 < · · · < y N = b. Assume that x = y = h. At each grid point (x i , y j ) we have three unknowns ψ i,j , p i,j , q i,j , where p = ψ x and q = ψ y . The connections between ψ and (ψ x , ψ y ) is the Hermitian relation that we recall below. Let us summarize first some notation for finite difference operators. We assume that the function ψ is regular.
• The centered difference operators δ x ψ , δ y ψ , δ • The Stephenson one-dimensional fourth-order finite-difference operators are defined at each grid point (x i , y j ), 1 ≤ i, j ≤ N − 1 by (see [7] ),
Thus, the local truncation errors are of fourth order accuracy.
• The operators δ 
and are clearly first order approximations of ∂ x ψ and ∂ y ψ .
• The forward discrete averaging operators μ x , μ y are defined by
We consider continuous functions ψ which vanish, along with their gradients, on the boundary. The discrete analogue, which we denote by
consists of grid functions ψ i,j , ψ x,i,j , ψ y,i,j with zero values at boundary points. We regard the grid-functions
Whenever needed, boundary values of ψ, ψ x , ψ y are taken as zero. Thus, we set, for example, δ
.
Fourth Order Spatial Discretization of the Navier-Stokes Equation

The Second Order Pure Streamfunction Scheme
In this subsection, we recall briefly the second order pure streamfunction scheme, which is the basis of the present study. We consider the Navier-Stokes equation in pure streamfunction form
Recall that ∇ ⊥ ψ = (−∂ y ψ, ∂ x ψ) is the velocity vector. Equation (3.1) is rewritten as
The design of the scheme proceeds along the method of lines. This means that we first discretize the equation in space, then in time. The spatial discretization is obtained simply by plugging in (3.2) the following second order approximations:
• The five point discrete Laplacian
with truncation error
• The Stephenson second order biharmonic operator
• The second order discrete convective term C h (ψ)
At grid point (x i , y j ) and time t , the semi-discrete second order scheme for the timedependent Navier-Stokes equation is
A second order time-stepping scheme is then used to perform the time integration. This is discussed in more details in Sect. 4 below. Extensive numerical results, stability and convergence analysis for the second order scheme, as well as an efficient fast solver, were carried out in [7] [8] [9] . We now turn to the goal of this paper, namely the derivation of a discrete approximation to (3.1), which is fourth-order accurate in the spatial variables.
Fourth Order Discrete Laplacian and Biharmonic Operators
The fourth order discrete Laplacian˜ h ψ and biharmonic˜ 2 h ψ operators introduced in [9] are perturbations of the second order operators (3.3) and (3.5) . This perturbation is based on the explicit truncation error displayed in (3.4) for the Laplacian.
In other words, the expression is clearly a fourth-order approximation of ψ . In fact, using the expressions (2.3), (2.4) for δ (3.10)
We note that the precise fourth-order truncation error is
Similarly, we definẽ
The associated truncation error is given bỹ
(3.13)
Recall that the second order Laplacian and biharmonic operators are self-adjoint and positive. Assume that ψ, φ ∈ L 2 h,0 . Then, for the Laplacian we have
h,0 are the Hermitian gradients related to ψ, φ by (2.6), (2.7), we have (see [8] , (138))
The last two equalities form the basis of the stability and convergence analysis for the discrete Laplace and biharmonic equations, where the operators are chosen as h and 2 h (see [8] 
(ii) The fourth order biharmonic˜
Proof Note the following identity (see [8] , (88)
Combining this equation with (3.9) and (3.14) yields (i). We turn now to part (ii). Consider the two terms δ 21) where the velocity u = (u, v) = ∇ ⊥ ψ . In this section we present a finite difference operator, which retains the compact stencil of nine points, without any special treatment at near boundary points. It is fourth-order accurate in the specific cases of no-leak or periodic boundary conditions. In the previous work [8] we applied the following finite difference operator to approximate the convective term (3.21) .
Note that replacing in (3.22) h by˜ h would formally make this term fourth-order accurate. However, applying˜ h to ψ x forces us (see (3.10) ) to use the operator δ x ψ xx at near boundary points, hence to use zero boundary values for ψ xx . This is in contradiction to the continuous case, where the vorticity ψ does not in general vanish on the boundary. It can be shown that the truncation error in (3.22) is
Since the velocity (u, v) = (−∂ y ψ, ∂ x ψ) is divergence free, the term in parenthesis in the right-hand side of the last equation can be written in conservative form as follows:
Note that this form is invariant under any coordinate transformation. Replacing the partial derivatives, appearing in the right-hand side of the last equation, by second order accurate finite difference operators yields
Therefore, fourth order approximation of the convective term C(ψ) in (3.21) may be written (using 3.23) as
The difficulty with this expression is that it involves high-order differences, appearing in the term
We show now that in the special case of zero boundary conditions, we can still evaluate J at each interior point, including near-boundary points. Consider the term δ x (−ψ y (δ 4 x ψ + δ 4 y ψ)) at near boundary points, in particular near the left or right sides of the square. This requires the knowledge of δ 4 x ψ on the boundary. The latter is known for periodic problems, since in this case all points are interior points. Alternatively, we consider the specific case of no-leak boundary conditions. Along the left and right sides the no-leak condition reads u = −ψ y = 0. Hence, the term −ψ y (δ 
A Fourth Order Convective Term: General Boundary Conditions
In the previous section we had a fourth-order approximation (3.25) for the convective term, based on the compact stencil and the Hermitian derivatives (ψ x , ψ y ). In this section, we construct a fourth order approximation of the convective term for general boundary conditions, namely we do not impose periodic or no-leak conditions on the boundary as was needed for (3.25). However, the price to be paid is the use of higher order polynomials in order to compute approximate derivatives. Recall the definition of the convective term
Since the Hermitian gradient gives a fourth order approximation to ∂ x ψ , ∂ y ψ , we only need to have a fourth-order approximation to ∂ x ψ and ∂ y ψ . Consider now
We first construct a fourth order approximation to the pure third order derivative ∂ 3 x ψ . Let us fix y to be y j . We construct a fifth order polynomial in x, which interpolates ψ and ∂ x ψ at
It can be easily checked that this defines a fourth order accurate approximation to ∂ 3 x ψ at (x i , y j ), provided that ∂ x ψ is the exact value of this partial derivative. In addition, the mixed third order derivative in (3.28) is approximated to fourth-order accuracy byψ yyx , wherẽ
This can be verified by a straightforward Taylor expansion. Therefore, combining 3.29) and (3.30), we see that ∂ x ψ is approximated to fourth order accuracy by
Similarly, ∂ y ψ is approximated by
Thus, the convective term −ψ y x ψ + ψ y y ψ is approximated bỹ
Finally, (3.33) may be written as follows:
Note that (3.34) is fourth-order accurate if ψ , ∂ x ψ and ∂ y ψ are the exact values of the function ψ and its first order derivatives. However, if we approximate ∂ x ψ and ∂ y ψ by ψ x and ψ y , which are defined by the Hermitian fourth-order relations 35) and substitute (3.35) in (3.34), theñ
Observe that the latter is only second order accurate, whereas the loss of accuracy occurs only due to the replacement of (∂ x ψ, ∂ y ψ) by (ψ x , ψ y ) and (ψ x , ψ y )
In order to retain fourth order accuracy in (3.34), when replacing (∂ x , ∂ y ) by approximate derivatives, we have to provide a sixth order approximation for such derivatives. We denote the approximate derivatives byψ x andψ y . Here we use a Padé relation as given in [19] . It has the following form:
The local truncation error forψ x in (3.37) is of sixth order, i.e.,
If we substitute (3.37) in (3.29) we obtain
At near-boundary points we apply a one-sided approximation for ∂ x ψ (see [19] ). For i = 1 (a point next to the left boundary) we have
For i = N − 1 we have
In a similar manner we approximate ∂ y ψ . To summarize, a fourth order approximation of the convective term for general boundary conditions is
where ψ x , ψ y are the Hermitian derivatives defined in (2.5) andψ x ,ψ y are the approximate derivatives defined by the Padé relation for 2
Note that a compact scheme for irregular domains was developed in [10] .
Time-Stepping Scheme
Introduction
Having approximated the spatial operators to fourth order accuracy in Sect. 3, we are left now with the semidiscrete dynamical system
Recall that:
•˜ h ψ is the fourth order Laplacian (3.10)
•˜ 2 h ψ is the fourth order approximation of the biharmonic (3.12) • C app h is a fourth order approximation to the convective term C(ψ) (see (3.22) ). For example, we can take C app h asC h (see (3.25) ) or C h (see (3.34) ). That is
Using the notation
we obtain the dynamical system
We describe now two different one-level time-stepping schemes of IMplicit-EXplicit (IMEX) type (see [2, 3] ). For IMEX schemes the convective term is treated explicitly, while the diffusive term is diagonally implicit.
Second Order Time-Stepping Scheme
The first IMEX scheme is the second order time-stepping scheme used in [7] . 3 , C 3 be the associated quantities associated with ψ n+1 , the scheme may be written as follows. 
This scheme is second order accurate in time and fourth order accurate in space. Namely, if ψ is the exact solution of (3.1), then it satisfies (4.6) up to an error O(( t) 3 + h 4 ). Finally, observe that we apply the fully-discrete scheme (4.5) at all interior points. On the boundaries, we impose the no-slip and no-leak boundary conditions. The latter completely determine ψ, ψ x and ψ y on the boundary.
Higher Order Time-Stepping Scheme
The second IMEX scheme to be described here is almost third order accurate. Note that the design of IMEX one-level stable schemes which is at least third order accurate is not an easy task (see [2] ). This actually requires handling of the formal accuracy of the scheme in all Peclet regimes and the analysis of the restriction on the time step (i.e., a CFL condition) due to the convective term. Here we adopt a three-step Runge-Kutta scheme suggested in [49] in a slightly different context. Using the notation (see (4.3 
The values of the parameters are as follows (see [49] )
The final value of ψ n+1 is obtained in the last step of the scheme, by solving
The values of the parameters in (4.9) were obtained by matching the Taylor expansion of the exact solution with the Taylor expansion of the solution derived by the time-stepping scheme. They satisfy the requirements for first and second order accuracy in time and all, except one, for third order accuracy in time. It is impossible to satisfy all these requirements in the setting of the scheme (4.8). Therefore, the formal accuracy of this time scheme is less than three (see [49] ). Presumably, third order accuracy could be obtained by a four-step scheme. Note that in our numerical results third (or almost third) order accuracy in time was achieved (see Sect. 6 below).
Stability Analysis
Discrete Operators and Symbols
In this section, we consider the schemes (4.5) and (4.8) applied to the equation
where C(ψ) is a linear convection term C(ψ) = a ψ x + b ψ y , with a, b being real constants. Note that for simplicity we take the convection term here to be the analog of −C(t) in (4.4). Therefore, we consider the equation
We perform the linear von-Neumann stability analysis, which consists of computing the amplification factor of the full discretized time-space scheme in the periodic setting over a uniform grid of mesh size h. We denote
3)
The two phase angles in each of the directions x and y are θ = αh ∈ [0, 2π) and ϕ = βh ∈ [0, 2π). Every discrete operator (on ψ ) is expressed (via the Fourier transformation) as a "symbol" multiplying the Fourier transformψ . Recall that the symbols of the Hermitian derivatives ψ x , ψ y (2.5) are
respectively. Similarly, the symbols of the Padé derivativesψ x ,ψ y (3.43) and (3.44) are
respectively. The symbols of δ x ψ x and δ y ψ y are 
7) respectively. We can now introduce the symbols of the discrete operators appearing in (4.5).
The symbol of h is
We compute next the symbol of the discrete fourth-order accurate Laplacian˜ h (see (3.10)). Using (5.8) and (5.6), we find that the symbol of −h 2˜ h , which we denote by A 1 (θ, ϕ),is
We turn next to the computation of the symbol of˜
, which is the discrete fourth-order accurate biharmonic operator (3.12). We note that the symbols of δ (1 − cos θ)
(see (5.6) for δ x ψ x and δ y ψ y ). Therefore, the symbol of h 2 ν˜ 2 h , which is denoted by
The convective term approximations in the case of (5.2) are given by the following analogues of (3.25) and (3.42): 
Note also that
The symbol ofC h (see (5.13) , which is the analogue of (3.42)): Recall thatC h (ψ) is fourth order accurate in the case of general boundary conditions. The symbols of ψ → hψx and ψ → hψy are
and the symbols of ψ → 
and the symbols of δ x δ yψy , δ y δ xψx are 
where
Stability of the Second Order Time-Stepping Scheme
In this section we analyze the stability of the second order time-stepping scheme with the two different approximations for the convective termC h , orC h . The second order time-stepping scheme (4.5) reads, with, for exampleC h :
• The second order time-stepping scheme has already been used in our work [7] but with second order spatial operators h , 2 h , C h instead of the fourth order spatial operators˜ h ,˜ 2 h , C h (orC h ). Here we improve the accuracy of the spatial operators and also the stability criterion as follows.
Stability Condition on the Time-Step
The stability analysis carried out in this subsection reveals a surprising fact:
A sufficient condition for the stability of the scheme is
where C > 0 is a numerical constant (which is explicitly calculated below). In particular, this condition is independent of h and implies the unconditional stability of the scheme when a = b = 0.
The following proposition gives a sufficient stability condition on the time-step for the scheme (5.25) for each of the two convective termsC h andC h . Proof We perform the proof of (i) only, as the proof of (ii) goes along the same lines. Let g 1 (θ, ϕ), g 2 (θ, ϕ) be the amplification factors related to (5.25, 5.26), respectively. We have
Note that g 2 is the amplification factor for the full time-step. The (strong) von-Neumann stability condition is (see [51] )
We restrict ourselves to the case where
This is equivalent to
In order to study the meaning of this condition in terms of t , we define new variables 
Inserting the value of Im(g 1 (θ, ϕ)) from (5.29) we conclude that a sufficient condition for (5.30) is 40) which is satisfied if and only if
Ignoring the term A 2 1 in the right-hand side we finally obtain the sufficient condition
This leads (see (5.38)) to
This completes the proof of the proposition.
Remark 5.2 (Concerning more general stability analysis) (a)
Observe that in the nonconvective case, a = b = 0, the scheme is unconditionally stable. In the presence of the convective term the time step should be limited by the viscosity coefficient.
(b) Note that the stability result in Proposition 5.1 obtained for a convective term C(ψ) as in (5.2), i.e., constant coefficients. If a, b are replaced by known functions u, v, we obtain the linearized form of the Navier-Stokes system. The stability analysis in this case cannot be carried out by the von-Neumann "amplification factor" method, and one must resort to some energy L 2 estimates. In fact, using the coercivity of the biharmonic term, this was done in [8] , even for the fully nonlinear case, when the discretized form of the convective term was second-order accurate. In our treatment here we insist on fourth-order accuracy of the convective term (see Sects. 3.3, 3.4). It is not clear yet how the coercivity of the biharmonic operator can be used in order to majorize the (linearized) convective term of order four in (3.25) or (3.33). Furthermore using the general pattern of the von-Neumann analysis, we have used periodic boundary conditions. Using the more realistic no-leak condition complicates considerably the analysis, even though we expect the main conclusion in Proposition 5.1 (i.e., dependence of t on ν) to remain valid.
(c) Finally recall that, using a general framework, one can derive convergence rates from the accuracy estimates. Indeed, let us consider an exact equation 43) and its approximate version
The stability implies that exp(L h t) is uniformly bounded (in h > 0), for 0 ≤ t ≤ T .
Thus, if
It follows that for (5.2), with periodic boundary conditions, the semi-discrete (in time) evolution converges at a fourth-order (with respect to h) rate. If a fully discrete version is employed, then the rate of convergence will also depend on the accuracy (with respect to t ) of the time discretization. We refer to [27] for the fourth-order convergence analysis in the streamfunction-vorticity formulation and to [8] for the pure streamfunction formulation.
Observe that both these papers address the convergence of the fully nonlinear system.
Dimensionless Stability Analysis
In this subsection, we analyze the stability condition for the scheme (5. Looking at the right-hand side of (5.50), we distinguish between two different cases for which the minimum is achieved:
. In this case, we are computationally in the diffusive regime. The stability condition (5.50) reads
which is (5.38). In particular, this means that if ν → 0 + , then the time step tends to zero independently of the mesh size h.
• μ > 2 5 . In this case, the stability condition becomes
A sufficient condition for stability, which is uniform for all μ ≥ 2 5 , is λ ≤ In addition, we would like to give a practical interpretation of the stability condition (5.50). For this purpose, we restrict ourselves to a sufficient condition, which is more restrictive then (5.50), namely: This means that a sufficient condition for stability is
Therefore, for small ν the time step t is restricted by a factor of ν and for larger ν the time step is restricted by a factor of h. In Fig. 1 we display the stability curve
where CFL 1 (μ) is defined in (5.50). In order to provide a more accurate view of the stability condition (5.50) for the scheme (5.25, 5.26), we also computed numerically the curve
where CFL 2 (μ) is the maximum value defined by the stability condition (5.30) alone, without the intermediate assumption (5.31) . Inserting in the expression for g 2 the expression for g 1 , we obtain that (5.30) is equivalent tō 
whereD(θ, ϕ) is defined in (5.18). Sampling μ in some interval [0, μ max ], we compute numerically, as before, the minimum appearing in the right-hand side of (5.64). In Fig. 1 we report the two Log Log plots of the functions μ > 0 → CFL 1 (μ), CFL 2 (μ). Observe that as expected, the curves satisfy
and that they have a similar shape.
Stability of the High Order Time-Stepping Scheme
We consider here the scheme (4.8) for the linear equation (5.2). The three steps to compute ψ n+1 as a function of ψ n = ψ (1) are:
• Step 1: Computation of ψ (2) 
Step 2: Computation of ψ (3) 
Step 3: Computation of ψ (4) (2) ).
The three amplification factors, corresponding respectively to the three steps are 
We note that |g 3 | ≤ 1 is equivalent to
We compute now the real and the imaginary parts of g 1 and g 2 :
Inserting the real and the imaginary parts of g 1 and g 2 in (5.71), we find that a sufficient condition for stability is
Expanding the left-hand side of the last inequality as a polynomial inC 2 1 , we find that |g 3 | ≤ 1 is equivalent to 
(5.77)
Equivalently,
Note that A, B, D, E, F depend on the parameter (θ, ϕ) and also on μ, where the dependence on μ is viaB 1 and the dependence on λ is viaC 1 (see (5.61), (5.11), (5.16)). For a given μ, we find a condition on λ so that (5.78) is satisfied, as follows:
where z(θ, ϕ, μ) is the first positive root of the cubic polynomial P μ,θ,ϕ (z) defined by
Note that this root exists since A 2 − F < 0 for all θ, ϕ and
81) using (5.79) we find that a sufficient condition for stability is
In Fig. 2 we display in Log-Log scale the curve
The graph is computed numerically using, as in Sect. 5.2, a sampling of θ, ϕ ∈ [0, 2π), and of μ > 0.
Numerical Results for the Navier-Stokes Equations
FFT Linear Solver
Recall that the approximation of the Navier-Stokes equation in pure streamfunction form (3.1) is treated implicitly for the diffusive part and explicitly for the convective term. Therefore, at each time-step, we have to solve a set of linear equations of the form
Here κ is a constant, which depends on t and on some parameters of the time-stepping scheme. Note that at each time-step the second order time-stepping scheme (4.5) requires two solutions (with different parameters κ) of (6.1), whereas the higher-order time-stepping scheme (4.8) requires three such solutions. The resolution of the linear system is performed by the fast solver described in [9] . It uses the Sine Basis Functions. For the no-slip boundary condition the solver described in [9] incorporates this condition in the algorithm by a capacitance matrix method and the use of the Sherman-Morrison theorem. For the nonhomogeneous boundary condition, see Sect. 3.4 in [9] . This solver is of O(N 2 Log(N )) operations, where N is the number of points in any direction. As an example, we note that one resolution of (6.1) for N = 129 takes less than 0.05 seconds on a time-step on a 3 GHz PC with 2 GO memory.
Numerical Accuracy with the Second Order Time-Scheme
In order to verify the spatial fourth order accuracy of the scheme, we performed several numerical tests using the second order time-stepping scheme (4.5). For the convective term we use one of the fourth order approximations (3.25) or (3.42). Since we are interested in the fourth order accuracy in space, we have to restrict the time-step to t = Ch 2 , where C is a constant. Note that it is more restrictive than any of the stability conditions derived in Sect. 5.
Case 1
where ψ(x, y, t)
Our aim is to recover ψ(x, y, t) from f (x, y, t). Thus, we resolve numerically
In the tables below we present the error e and the relative error, e r , where e l 2 = ψ comp − ψ exact l 2 , e r = e/ ψ exact l 2 Table 1 Compact scheme for Navier-Stokes with exact solution:
We present e, the l 2 error for the streamfunction and e x the max error in the u = −∂ y ψ . The convective term is (3.25) and
Here, ψ comp , u comp and ψ exact , u exact are the computed and the exact streamfunction and xcomponent of the velocity field, respectively. We represent results for different time-levels and number of mesh points. In Table 1 we present numerical results for the approximation (3.25) of the convective term. We observe clearly that applying our scheme with the convective term (3.25) (the no-leak/periodic case) yields fourth order accuracy for ψ and the gradient of ψ . The results are displayed in Table 1 . In Fig. 3 we display in a Log/Log scale the error in ψ (shown numerically in Table 1 ) for the four different time levels t = 0.25, 0.5, 0.75, 1. It can be clear from Fig. 3 that the slope of the graph is almost constant, which is around four. Table 2 displays the results obtained by the approximation (3.42) (the general boundary conditions case) of the convective term. Table 3 we display numerical results for ψ = e −2x−y e −t , using the convective term (3.42) (the general boundary condition case). Table 4 we present numerical results for
Case 2
ψ = e −2x−y e −t on [0, 1] × [0, 1] In
Case 3
, using the convective term (3.42) . Observe that in all test cases with the second order time-stepping scheme fourth-order accuracy in space and second order accuracy in time are achieved. Table 2 Compact scheme for Navier-Stokes with exact solution:
We present e, the l 2 error for the streamfunction and e x the max error in the u = −∂ y ψ . The convective term is (3.42) 
. Now we consider the time-stepping scheme (4.8) applied to the exact solution ψ(x, y, t) 1] . Since the scheme is fourth order accurate in space and almost third order accurate Table 4 Compact scheme for the Navier-Stokes with exact solution:
We present e, the l 2 error for the streamfunction and e x the max error in the u = −∂ y ψ . in time [49] , we picked t as the minimum between t = Ch 4/3 and the value of t as restricted in Sect. 5. The results are shown in Table 5 .
In Table 6 we present similar results to those in Table 5 , but now with the approximation (3.42) for the general boundary conditions case. Table 5 Compact scheme for the Navier-Stokes equations with exact solution:
We present e, the l 2 error for the streamfunction and e x the max error in the u = −∂ y ψ . Convective term (3.25 Table 6 Compact scheme for the Navier-Stokes equations with exact solution:
We present e, the l 2 error for the streamfunction and e x the max error in the u = −∂ y ψ . Note that for this test case the convergence rates from N = 17 to N = 33 and from N = 33 to N = 65 are around 4. However, the convergence rate from N = 65 to N = 129 has been decreased, whereas in the previous two test cases (shown in Tables 5 and 6 ) the convergence rate is around 4. The reason for the reduced accuracy for N = 129 in case 2 is that the errors in the last column of Table 7 are very small, and they actually reach the accuracy of the computer. In the next example we show that the convergence rate is around 4, also at the finest grids level.
ψ(x, y, t) Fig. 4 we display in a Log/Log scale the error in ψ (shown numerically in Table 8) for the four different time levels t = 0.25, 0.5, 0.75, 1. It is clear from Fig. 4 that the slope of the graph is almost constant around four.
Driven Cavity Test Cases
In this section, we briefly demonstrate the capability of the fourth order accurate scheme (4.8) to compute accurately several classical driven cavity test cases on relatively coarse grids. To assess the spatial accuracy, we limit ourselves to a comparison of the asymptotic states of the classical driven cavity test case for a Reynolds number of Re = 1000. This case is well documented in the literature. According to numerous numerical studies, see e.g. [4, 11, 14] , there is a unique asymptotic state.
The problem consists of a square [0, 1] × [0, 1]. A horizontal velocity u = 1 is specified on the top edge, while both velocity components vanish on all other three sides.
We display the results of u(1/2, y) and v(x, 1/2) as functions of y and x, respectively. These are compared to the results obtained in the classical reference [29] . In Fig. 5 , we display on the left the solution, using 33 × 33 points, subject to the second order scheme presented in [7] . Observe that the reference values (plotted as circles) are not reached at the steady-state. On the right we display the solution subject to the fourth order scheme (4.8), using the same number of points. It agrees much better with the reference values. Table 9 contains the locations and values of the maximum-minimum of the streamfunction. Figure 6 and Table 10 document the same computation with 65 × 65 points. The agreement with reference solutions in [29] and [14] is quite good. The results with the fourth order scheme are slightly better than those obtained with the second order scheme. We list some [29] are plotted with circles details concerning the computation using the fourth order scheme with 65 × 65 points: 8000 time-iterations are performed with a time step t = 1/60 0.01660. The physical time reached is T = 133 with a residual on the streamfunction of res(ψ) = 1.65(−08). The CPU per time-step is 0.09375 seconds comprising three biharmonic resolutions per time-step, see (4.8) . The global CPU time of the computation is 750 seconds, which demonstrates the efficiency of the fast solver for the biharmonic problem. The computations are performed on a simple Laptop (2.40 GHz, 3GO memory). We refer to [7] for results with the second order scheme where more points are used. 
Conclusion
This work presents the design of a fourth order accurate scheme for the Navier-Stokes equation in pure-streamfunction formulation in the general framework of [7] . In particular we show how to approximate the non-linear convective term to fourth order. We considered two types of time-stepping schemes . The first one is second order and the second is of higher order. For the first scheme, we obtained stability conditions. An investigation of the fourth order Runge-Kutta scheme with an explicit treatment of the diffusive term and convective terms is underway.
