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Kurzfassung
Die vorliegende Arbeit entwikelt auf Grundlage der Methode der niten Elemente
automatiserte Modellordnungsreduktionsverfahren, die eine shnelle und zuverlässi-
ge Charakterisierung passiver Mikrowellenstrukturen in Abhängigkeit der Frequenz
ermöglihen. Es werden Strategien und Abbruhkriterien für Mehrpunkt-Verfahren
untersuht, die sih auf Anregungsprobleme und Wellenleiterformulierungen anwen-
den lassen.
Das Hauptergebnis dieser Arbeit ist ein ezient auszuwertender a-posteriori-Feh-
lershätzer für Einpunkt-Verfahren im Zusammenhang mit verlustlosen Systemen.
Hierbei werden die Komponenten des ordnungsreduzierten Modells in zwei komple-
mentäre Anteile aufgespalten: der erste Anteil ist aufgrund der Krylov-Unterraum-
Iterationen hinreihend exakt bestimmt, der zweite Anteil kann mit Hilfe des bekann-
ten Konvergenzverhaltens der Krylov-Verfahren abgeshätzt werden. Durh Wieder-
verwendung von Zwishenergebnissen und Anwendung shneller Auswerteverfahren
kann der Rehenaufwand für den Fehlershätzer im Verhältnis zum gesamten Mo-
dellordnungsprozess gering gehalten werden.
Anwendungsbeispiele belegen die Zuverlässigkeit und Ezienz der vorgestellten An-
sätze.
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Abstrat
The present work develops automated model-order redution tehniques, whih ena-
ble a fast and reliable haraterization of passive frequeny-dependent mirowave
strutures. The investigated strategies and stopping riteria for multipoint methods
are appliable to driven problems as well as waveguide formulations.
The main result of this work is given by an eient a posteriori error estimator for
single-point methods in ombination with lossless systems. The fundamental idea
of the presented approah lies in the separation of the omponents of the redued
model into two omplementary parts: the rst part is suiently approximated due
to Krylov subspae iterations and seen to be exat. For the seond part a lower bound
of the error an be estimated using well-known onvergene harateristis of Krylov
subspae methods. Due to re-utilization of intermediate results and appliation of
fast evaluation methods, the overall omputation osts are low ompared to the
expense of the entire model order redution proess.
Real-world examples demonstrate the reliability and eieny of the methods pre-
sented.
v
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Kapitel 1
Einleitung
Elektromagnetishe Wellenphänomene sind in tehnishen Anwendungen von im-
mer gröÿerer Bedeutung. Neben den klassishen Anwendungsfeldern in der Hoh-
frequenztehnik, wie beispielsweise der Auslegung von Antennen und deren Speise-
netzwerke, erlangt die Untersuhungen der Welleneigenshaft elektromagnetisher
Felder zunehmend auh in anderen Bereihen an Bedeutung. So wird beispielsweise
bei der Entwiklung integrierter Shaltkreise und bei Untersuhungen im Zusam-
menhang mit elektromagnetisher Verträglihkeit die Analyse der Wellenphänome
unverzihtbar. Die dabei betrahteten Strukturen besitzen übliherweise komplizier-
te Geometrien und setzen sih aus einer Vielzahl von Einzelkomponenten zusammen,
weshalb in der Regel keine analytishen Ansätze verfolgt werden können. Stattdessen
muss die Behandlung mit numerishen Verfahren erfolgen.
Bei den numerishen Methoden sind Integralgleihungs- und Dierenzialgleihungs-
verfahren zu untersheiden. Erstere kommen insbesondere bei Anwendungen zum
Einsatz, bei denen die Abstrahlungsharakteristik ähenhafter Quellen zu bestim-
men ist. Sobald jedoh inhomogene Materialien auftreten wird eine Volumendis-
kretisierung erforderlih. Das Bestimmen der Lösung des zugehörigen linearen Glei-
hungssystems ist aufgrund der vollbesetzten Matrix daher shon für einfahe Struk-
turen sehr rehenintensiv. Zur Ausdünnung der Matrizen und damit zur Steigerung
der Ezienz von Integralgleihungsverfahren existieren jedoh wirkungsvolle Verfah-
ren, wie die fast multipole Methode [Rok85℄, adaptive ross-approximation [Beb00℄
und H-Matrizen [Ha99℄.
Dierenzialgleihungsverfahren hingegen diskretisieren niht Quellen sondern Felder
und sind somit grundsätzlih nur auf beshränkte Gebiete anwendbar. Abstrah-
lung in den Freiraum lässt sih durh Kopplung mit Integralgleihungsverfahren
oder durh Näherungen wie absorbierende Randbedingungen [EM77℄, [BT80℄, in-
nite Elemente [Bet77℄ oder perfetly mathed layers [SKLL95℄ berüksihtigen.
Dierenzialgleihungsverfahren werden in der Regel als Teilbereihs- oder Kolloka-
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tionsmethoden ausgeführt, die auf shwahbesetzte Matrizen führen. Innerhalb der
Dierenzialgleihungsverfahren kann zwishen den Zeitbereihs- und den Frequenz-
bereihsverfahren untershieden werden.
Im Zeitbereih kommen oftmals die Methode der Finiten Dierenzen (FD) [Yee66℄,
[TH05℄ oder die Finite Integrationstehnik (FIT) [Wei96℄ zum Einsatz, weil diese
explizite Zeitshrittverfahren erlauben und daher keine Matrixfaktorisierungen be-
nötigen.
Im Frequenzbereih hingegen ist die Methode der niten Elemente (FE) [SF73℄ weit
verbreitet. Diese beruht im Gegensatz zu den meisten Zeitbereihsverfahren auf un-
strukturierten Gebietsdiskretisierungen und bietet daher wesentlih höhere Flexibili-
tät in der Modellierung von Geometrie und Materialeigenshaften. Zudem lassen sih
durh Ansatzfunktionen höherer Ordnung bessere asymptotishe Konvergenzraten
erzielen als mit FD-Verfahren. Durh die Einführung diskontinuierliher Galerkin-
verfahren [RH73℄ hat sih die FE-Methode auh im Zeitbereih zu einem überaus
leistungsfähigen Lösungsansatz entwikelt.
In dieser Arbeit werden lineare zeitinvariante Materialeigenshaften vorausgesetzt.
Dies erlaubt eine Beshreibung der Problemstellung im Frequenzbereih und damit
die Verwendung niter Elemente. Die FE-Diskretisierung der imWeiteren betrahte-
ten Anregungsprobleme führt auf frequenzabhängige lineare Gleihungssysteme mit
hunderttausend bis einigen Millionen Unbekannten. Die Lösung solher Systeme in
einem einzigen Frequenzpunkt ist mit entsprehend ausgestatteten Computern und
Verwendung ezienter Algorithmen in akzeptabler Zeit zu bewerkstelligen. Hierbei
können direkte [Met℄, [Par℄ oder (semi-)iterative [HFDE03℄, [HFDE04℄ Verfahren
eingesetzt werden. Vielfah ist jedoh in Anwendungen niht das elektromagnetishe
Feld für einen Frequenzpunkt, sondern vielmehr das breitbandige Systemverhalten
von Interesse. Zur Bestimmung des Frequenzgangs für eine feste Bandbreite muss
das Systemverhalten an hinreihend vielen Frequenzstützstellen ausgewertet werden.
Nur so können auh shmalbandige Eekte dargestellt werden. Das Lösen des zuvor
genannten Gleihungssystems für alle einzelnen Frequenzstützstellen ist bereits für
einfahe Strukturen mit einem hohen numerishen Aufwand verbunden. Im Rahmen
von Optimierungen, wird dieser Ansatz zusätzlih unattraktiv, da hierbei die Zahl
der Systemauswertungen leiht im Bereih von mehreren Zehntausend liegt.
Hier bieten Verfahren der Modellordnungsreduktion elegante Möglihkeiten, diese
Einshränkungen zu vermeiden. Ein wihtiger Vertreter im Bereih der Modellord-
nungsreduktion ist durh das balanierte Abshneiden [Moo81℄ gegeben, welhes auf
Singulärwertzerlegungen der Operatoren basiert. Die Vorteile dieses Ansatzes lie-
gen in der Existenz globaler Fehlershranken [Glo84℄ und der gesiherten Stabilität
des ordnungsreduzierten Modells. Allerdings sind beim balanierten Abshneiden
vollbesetzte Lyapunov-Gleihungen zu lösen, weshalb shon für Systemdimensionen
von wenigen Tausend Freiheitsgraden der Rehenaufwand sehr hoh ist. Ansätze, die
die Anwendung des balanierten Abshneidens auh auf Systeme höherer Ordnung
3erlauben, werden beispielsweise in [LW02℄ und [Ben04℄ vorgestellt.
Einen anderen Ansatz stellen die Projektionsverfahren dar. Bei diesen werden ord-
nungsreduzierte Modelle generiert, bei denen die Übertragungsfunktion und gegebe-
nenfalls auh deren Ableitungen mit dem Originalmodell in einer denierten Anzahl
von Stützstellen übereinstimmen. Anstatt einer Singulärwertzerlegung sind lediglih
Matrix-Vektor-Multiplikationen oder Vorwärts-/Rükwärtseinsetzungen faktorisier-
ter Matrizen zu berehnen. Da die beteiligten Matrizen in vielen Anwendungen
dünnbesetzt sind, können diese Verfahren auh für sehr hohdimensionale Syste-
me ezient eingesetzt werden. In Abhängigkeit der Anzahl der Stützstellen werden
Einpunkt- und Mehrpunktverfahren untershieden. Die ersten Ansätze dieser Art
[PR90℄, [SCNZ94℄ sind Einpunktverfahren, die den Momentenabgleih explizit voll-
ziehen. Neuere Methoden [FF95℄ basieren auf Projektion und nutzen Krylov-Unter-
raumverfahren, um numerishe Stabilität zu gewährleisten. Eine weitere Steigerung
der Robustheit lässt sih durh die Kombination von Einpunkt- und Mehrpunktver-
fahren erzielen [Gri97℄. Die frühen Ansätze der momentenabgleihenden Verfahren
setzen eine lineare Parametrisierung der Systemmatrix voraus. Die Verfahren gemäÿ
[SLL03b℄, [BS05a℄, [SL06℄ erlauben auh eine quadratishe oder allgemein polyno-
miale Abhängigkeit der Systemmatrix von einem Parameter. Ist die Systemmatrix
von mehreren Parametern in untershiedlihen Potenzen abhängig, können multiva-
riate Verfahren [Far07℄ eingesetzt werden.
Aus der Berehnung ordnungsreduzierter Modelle der zweiten Kategorie resultie-
ren keine unmittelbaren Fehlershranken. Als sehr ezient haben sih inkrementel-
le Abbruhkriterien [SLL02℄, [RRM09℄, [SFDE09℄ bzw. heuristishe Fehlershätzer
[BSSY99℄ erwiesen. In Kapitel 5 werden entsprehende Kriterien im Zusammen-
hang mit Mehrpunktverfahren diskutiert, untershiedlihe Strategien gegenüberge-
stellt und die Leistungsfähigkeit im Bereih der FE-Simulation elektromagnetisher
Felder analysiert.
Inkrementelle Abbruhkriterien und auh heuristishe Fehlershätzer sind zwar gute
Indikatoren, um die Qualität des ordnungsreduzierten Modells einshätzen zu kön-
nen, eine garantierte Fehlershranke liefern sie aber niht. In [CHMR10℄ und [PS10℄
werden a-posteriori-Fehlershätzer vorgeshlagen, die dieser Einshränkung niht
unterliegen. Allerdings ist die Bestimmung der Fehlershranke mit diesen Verfahren
sehr rehenintensiv und dominiert shon bei wenig komplexen Anwendungen den
gesamten MOR-Prozess. In Kapitel 6 wird daher ein neuer Fehlershätzer für linear
parametrierte Systeme vorgestellt. Diese Systemklasse stellt in tehnishen Anwen-
dungen einen wihtigen Spezialfall dar, beispielsweise bei der Modellierung verlustlo-
ser elektromagnetisher Strukturen. Der vorgestellte a-posteriori-Fehlershätzer lie-
fert eine beweisbare Fehlershranke und ist numerish ezient zu berehnen. Sowohl
Speiheranforderung als auh Gesamtrehenzeiten sind im Vergleih zum gesamten
MOR-Prozesses als gering zu bewerten. Numerishe Beispiele belegen die Zuverläs-
sigkeit und Ezienz des Verfahrens.
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Kapitel 2
Modellierung passiver
Mikrowellenstrukturen
2.1 Passive Mikrowellenstrukturen
Die Hohfrequenztehnik beshreibt elektromagnetishe Phänomene, bei denen die
auftretenden Wellenlängen ähnlih der Abmessungen der untersuhten Strukturen
sind. Die Welleneigenshaft der elektromagnetishen Feldgröÿen kann unter diesen
Gegebenheiten niht vernahlässigt werden. Ein typishes Anwendungsfeld ist durh
die Mikrowellentehnik gegeben. Aufgrund des Verhältnisses von Wellenlänge und
Bauteilgröÿe sowie der zu übertragenden Leistungen stellen hier Hohlleiterstruktu-
ren geeignete Shaltungselemente dar. Es existieren untershiedlihe Angaben zur
Abgrenzung des Mikrowellenfrequenzbereihs. Für tehnishe Anwendungen wird
übliherweise der Bereih von 300 MHz bis 300 GHz genannt [Poz05, S. 1℄. Die im
Folgenden behandelten Untersuhungen beshränken sih ausshlieÿlih auf passive
Mikrowellenstrukturen, welhe shematish durh das in Abbildung 2.1 dargestellte
Modell beshrieben werden können. Hierbei weist das beshränkte Feldgebiet
Ω ⊂ Rd, d ∈ {2, 3}, (2.1)
Bereihe örtlih variierender Materialeigenshaften auf, die durh die Materialten-
soren der magnetishen Permeabilität µ, der elektrishen Permittivität ε und der
elektrishen Leitfähigkeit σ beshrieben werden. Darüber hinaus ist der geshlosse-
ne Rand
Γ = Γ
WG
∪ Γ
R
∪ Γ
D
∪ Γ
N
(2.2)
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PSfrag replaements
ε1, µ1, σ1
ε2, µ2, σ2
Ω
Γ
D
Γ
N
Γ
R
Γ
(1)
WG
Γ
(2)
WG
Γ
(3)
WG
Γ
(4)
WG
Abbildung 2.1: Modales Mehrtor mit Randbedingungen.
von Ω als Vereinigung disjunkter Teilmengen gegeben. Die Randsegmente repräsen-
tieren hierbei die folgenden Eigenshaften:
Γ
WG
. . .Tor bzw. Wellenleiter,
Γ
R
. . .Abstrahlung in den Freiraum,
Γ
D
. . . idealer elektrisher Leiter
Γ
N
. . . idealer magnetisher Leiter.
Die Randsegmente selbst können wiederum durh eine Vereinigung niht zusammen-
hängender Teilmengen gegeben sein, also
Γx =
⋃
i∈{1,2,...,Nx}
Γ(i)x , x ∈ {WG, R, D, N}, Nx ∈ N. (2.3)
Elektromagnetishe Felder in Ω werden über Quellen im Feldgebiet und über Feld-
belegungen auf dem Rand Γ angeregt.
In den nahfolgenden Abshnitten wird ausgehend von dem System der Maxwell-
Gleihungen ein Randwertproblem hergeleitet, welhes den Ausgangspunkt für die
rehnergestützte Feldsimulation darstellt.
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2.2 System der Maxwell-Gleihungen
Bei klassishen Betrahtungen werden die elektromagnetishen Felder in einem Ge-
biet Ω durh das System der Maxwell-Gleihungen beshrieben. Im Zeitbereih lau-
ten diese in dierenzieller Form
∇ × E = −∂B
∂t
, (2.4a)
∇ ×H = J + ∂D
∂t
, (2.4b)
∇ ·D = ̺, (2.4)
∇ ·B = 0, (2.4d)
wobei E die elektrishe Feldstärke, H die magnetishe Erregung, B die magnetishe
Flussdihte und D die elektrishe Vershiebungsdihte bezeihnen. Die elektrishe
Stromdihte
J = J l +J e (2.5)
lässt sih in die Leitungsstromdihte J l und die eingeprägte Stromdihte J e un-
terteilen, wobei letztere  wie auh die Raumladungsdihte ̺  zu den Quellgröÿen
zu zählen ist. Darüber hinaus kann auf makroskopisher Ebene der Einuss un-
tershiedliher Materialien mittels der Konstitutivgleihungen ausgedrükt werden.
Unter der Voraussetzung, dass kein magnetishes Gedähtnis vorliegt und sih die
Materialeigenshaften linear verhalten, gilt
D = εE , (2.6a)
B = µH, (2.6b)
J l = σE . (2.6)
Hierin sind µ, ε und σ als ortsabhängige Materialtensoren zu verstehen, die die
Feldgröÿen E und H auf die entsprehenden Flussgröÿen D, B und J abbilden.
Im Vakuum vereinfahen sih die Materialtensoren ε und µ zu skalaren, orts- und
rihtungsunabhängigen Gröÿen
ε0, µ0 ∈ R, (2.7)
was die Darstellung
ε = ε0εr und (2.8a)
µ = µ0µr (2.8b)
mit den relativen Materialtensoren εr bzw. µr erlaubt. Für die weiteren Betrahtun-
gen werden isotrope Materialien angenommen, bei denen die Materialeigenshaften
zwar orts- aber niht rihtungsabhängig sind. Damit vereinfahen sih die Material-
tensoren zu skalarwertigen Funktionen. Die in dieser Arbeit vorgestellten Verfahren
sind ebenfalls uneingeshränkt anwendbar, wenn für die vorkommenden Materialien
gilt:
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• εr und µr sind durh symmetrish positiv denite Tensoren gegeben.
• σ ist durh einen symmetrish positiv semi-deniten Tensor beshrieben.
Im Rahmen der vorliegenden Arbeit werden die Materialbeziehungen (2.6) als linear
und zeitinvariant angenommen, was die Beshreibung der Maxwell-Gleihungen im
Frequenzbereih erlaubt. Die Zeitabhängigkeit der Feldgröÿen ist dann in der Form
ejωt mit der imaginären Einheit j :=
√−1 und der Kreisfrequenz ω darstellbar. Die
Zeitableitungen lassen sih in diesem Fall gemäÿ der Vorshrift
∂
∂t
→ jω (2.9)
algebraisieren, so dass die Maxwell-Gleihungen im Frequenzbereih die Form
∇ ×E = −jωB, (2.10a)
∇ ×H = J + jωD, (2.10b)
∇ ·D = ρ, (2.10)
∇ ·B = 0 (2.10d)
annehmen. Hierin stellen E,H ,D,B,J , ρ die den Feldgröÿen E ,H, B,D,J , ̺ ent-
sprehenden Phasoren dar. Für die Phasoren gelten die Materialbeziehungen (2.6)
in unveränderter Weise:
D = εE, (2.11a)
B = µH , (2.11b)
J l = σE. (2.11)
Die Algebraisierung der Zeitableitung ist insbesondere bei der numerishen Behand-
lung der Maxwell-Gleihungen im Zusammenhang mit der Finite-Elemente-Methode
von elementarer Bedeutung. Die folgenden Herleitungen basieren daher ausshlieÿ-
lih auf der Darstellung im Frequenzbereih.
2.3 Die vektorielle Helmholtz-Gleihung
Das System der Maxwell-Gleihungen lässt unter Einbeziehung der Konstitutivglei-
hungen die Eliminierung einer Feldgröÿe zu, so dass ein Randwertproblem in nur
einer unbekannten Feldgröÿe formuliert werden kann. Hierzu wird (2.11b) in (2.10a)
eingesetzt und anshlieÿend der Operator ∇ × µ−1 angewendet. Dies führt auf die
vektorielle Helmholtz-Gleihung in der Unbekannten E,
∇ × µ−1∇ ×E + jωσE − ω2εE = −jωJ e. (2.12)
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Das System partieller Dierenzialgleihungen erster Ordnung wird damit in eine
partielle Dierenzialgleihung zweiter Ordnung überführt. Völlig analog kann auh
eine Formulierung in der magnetishen ErregungH als unbekannte Gröÿe beshrie-
ben werden. Für die weiteren Betrahtungen wird aus Gründen der Vereinfahung
eine Parametrisierung mit der Freiraumwellenzahl
k0 = ω
√
ε0µ0 (2.13)
gewählt. Wird auÿerdem der Freiraumwellenwiderstand
η0 =
√
µ0
ε0
(2.14)
eingeführt, kann die vektorielle Helmholtz-Gleihung mit (2.8) in der Form
∇ × µ−1r ∇ ×E + jk0η0σE − k20εrE = −jk0η0J e (2.15)
geshrieben werden. Die in dieser Arbeit betrahteten elektromagnetishen Problem-
stellungen werden für die numerishe Behandlung stets auf die E-Feld-Formulierung
zurükgeführt, die auf der Dierenzialgleihung (2.15) basiert.
2.4 Randbedingungen
Entsprehend der Darstellung in Abbildung 2.1 liegen bei der betrahteten Pro-
blemstellung untershiedlihe Randbedingungen vor. Deren physikalisher Hinter-
grund und die entsprehenden mathematishen Modellierungen werden nahfolgend
beshrieben.
2.4.1 Ideal elektrishe Leiter
In Körpern ideal elektrisher Leitfähigkeit vershwinden alle elektromagnetishen
Felder. Entsprehend vershwindet auh an der Grenzähe zu idealen Leitern die
Tangentialkomponente von E. Diese Eigenshaft lässt sih mathematish als homo-
gene Dirihlet-Randbedingung formulieren,
nˆ× (E × nˆ) = 0 auf Γ
D
. (2.16)
Hierin bezeihnet nˆ den aus dem Gebiet Ω zeigenden Einheitsnormalenvektor.
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2.4.2 Ideal magnetishe Leiter
Ideal magnetish leitende Randbedingungen werden zur Modellierung von Symme-
trien eingesetzt, wenn a priori feststeht, dass an der gewählten Symmetrieebene die
Tangentialkomponente der magnetishen Erregung H vershwindet:
nˆ× (µ−1r ∇ ×E)× nˆ = −jk0η0nˆ× (H × nˆ) = 0 auf ΓN. (2.17)
Entsprehend ist die Grenzähe zu einem idealen magnetishen Leiter als homogene
Neumann-Randbedingung zu verstehen.
2.4.3 Absorbierende Randbedingung
Dierenzialgleihungsverfahren, wie die in dieser Arbeit behandelte FE-Methode, ba-
sieren auf der Diskretisierung des Feldgebiets Ω, also einer beshränkten zusammen-
hängenden Teilmenge in Rd. Tritt Abstrahlung in den Freiraum auf, so ist diese bei-
spielsweise durh Kopplung mit Integralgleihungsverfahren zu bestimmen [HEL94℄,
[ZVL06℄. Für den Fall des Modellproblems in Abbildung 2.1 sind die Feldverläufe
auÿerhalb von Ω niht von Interesse. Hier ist die Abstrahlung nur im Sinne einer
Verlustleistung zu betrahten. Daher ist es ausreihend künstlihe Randbedingun-
gen zu modellieren, die auftreende elektromagnetishe Wellen absorbieren. In der
vorliegenden Arbeit werden daher absorbierenden Randbedingungen erster Ordnung
(ABC: absorbing boundary ondition) zur Beshreibung von Abstrahlungen in den
Freiraum herangezogen [Pet88℄. Hierbei werden im Sinne einer homogenen Robin-
Randbedingung
nˆ× (E × nˆ)− η0(− 1
jk0η0
µ−1r ∇ ×E)× nˆ
µr=1
= nˆ× (E × nˆ)− η0H × nˆ = 0 auf ΓR (2.18)
die Tangentialkomponenten von E und H über den Feldwellenwiderstand des Frei-
raums η0 in Bezug gesetzt und somit senkreht einfallende ebene Wellen ideal ab-
sorbiert.
Mit absorbierenden Randbedingungen kann völlig analog auh Abstrahlung in an-
dere, nihtleitende Medien mit ǫr, µr 6= 1 modelliert werden. Hierbei ist lediglih der
Wellenwiderstand des Mediums η := η0
√
µr
ǫr
mitzuführen. Für weitere Ansätze zur
Modellierung von Abstrahlung in den Freiraum wird auf die entsprehende Literatur
verwiesen: [WK89℄, [Ber94℄, [SKLL95℄.
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2.4.4 Tor-Randbedingung
Erfolgt die Anregung einer Struktur mittels modaler Tore über den Rand des Feldge-
biets, beispielsweise über Wellenleiter Γ
WG
, so kann dies in Form einer inhomogenen
Neumann-Randbedingungen modelliert werden. Hierbei wird die Anregung durh
Vorgabe der am Rand tangential gerihteten magnetishen Erregung H¯ t gemäÿ
nˆ× (µ−1r ∇ ×E)× nˆ = −jk0η0H¯ t auf ΓWG (2.19)
eingeprägt. Die besonderen Eigenshaften modaler Tore und die somit vorzugeben-
den Felder H¯ t werden in Abshnitt 2.5 behandelt.
2.5 Homogene Wellenleiter
2.5.1 Grundlegende Eigenshaften homogener Wellenleiter
Bei dem Modellproblem gemäÿ Abbildung 2.1 erfolgt die Anregung der Struktur
über zylindrishe Wellenleiter, wobei die Randsegmente Γ
(i)
WG
,i = 1, 2, . . . , Nport gera-
de die Quershnittähen der einmündenden Wellenleiter darstellen. Charakterisie-
rend für zylindrishe Wellenleiter ist die Symmetrie entlang einer ausgezeihneten
Rihtung. Für die folgenden Betrahtungen sei dies entsprehend Abbildung 2.2 die
z-Rihtung. Die nahfolgend betrahteten Wellenleiter weisen in der transversalen
Ebene homogene Materialeigenshaften auf und werden daher als homogene Wellen-
leiter bezeihnet. Die Berüksihtigung der allgemeineren Klasse axial homogener
Wellenleiter, bei denen die Materialeigenshaften nur in z-Rihtung konstant sind,
in radialer Rihtung jedoh variieren dürfen, ist in der FE-Methode und auh im
Kontext der Modellordnungsreduktion [FHDE04℄ [SFDE08℄ möglih.
Im Rahmen der vorliegenden Arbeit werden die Wellenleiter zusätzlih als verlustlos
angenommen, d. h.
σ = 0 in Ω
WG
, (2.20)
σ →∞ in metallishen Leitern, (2.21)
εr, µr ∈ R in ΩWG. (2.22)
Ein Wellenleiter mit den beshriebenen Eigenshaften ist shematish in Abbil-
dung 2.2 dargestellt. Die Randbedingungen Γ
D
und Γ
N
repräsentieren in Analogie
zu Abbildung 2.1 auh hier den elektrish ideal leitenden bzw. den magnetish ideal
leitenden Rand, so dass die in Abshnitt 2.4 beshriebenen mathematishen Mo-
delle auh hier gültig sind. Wie im übrigen Feldgebiet müssen die Felder auh im
Wellenleiter den Maxwell-Gleihungen bzw. der Helmholtz-Gleihung (2.12) genü-
gen, jedoh lassen die speziellen Eigenshaften, Symmetrie in der Geometrie und
Homogenität der Materialien, vereinfahte Formulierungen zu.
12 Modellierung passiver Mikrowellenstrukturen
PSfrag replaements
y′y′
x′x′ z′z
′
Ω
WG
Γ
DΓ
N
Abbildung 2.2: Axial homogener, zylindrisher Wellenleiter.
2.5.2 Eigenwertproblem für homogene Wellenleiter
Aufgrund der Homogenität der Materialien und niht vorhandener Quellen im Feld-
gebiet Ω
WG
vereinfahen sih (2.12) und (2.10) zu
∇ ×∇ ×E − k20εrµrE = 0 (2.23)
beziehungsweise
∇ ·D = ∇ · εE = ε∇ ·E = 0. (2.24)
Mit der Identität
∇ ×∇ ×E = ∇(∇ ·E)− (∇ · ∇)E (2.25)
gilt somit für homogene Wellenleiter
−∆E − k2E = 0, (2.26)
wobei
∆ = ∇ · ∇ (2.27)
den auf Komponentenebene wirkenden Laplae-Operator und
k := ω
√
εµ (2.28)
die Wellenzahl im vorliegenden Medium bezeihnet. Die Symmetrie in z-Rihtung
erlaubt für die elektrishe Feldstärke einen Produktansatz der Form
E(t, z) = e(t)e−γz (2.29)
und analog für die magnetishe Erregung den Ansatz
H(t, z) = h(t)e−γz. (2.30)
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Hierin steht t für die transversalen Komponenten des Koordinatensystems, d. h.
t = ( xy ) im Falle von Abbildung 2.2. Die komplexe Zahl
γ = α + jβ mit α, β ≥ 0, (2.31)
stellt den Ausbreitungskoezienten dar, welher den Feldverlauf in z-Rihtung be-
shreibt. Der Realteil α ist der Dämpfungskoezient und der Imaginärteil β der
Phasenkoezient. Für β > 0 panzt sih eine Welle in positive z-Rihtung fort, und
ein niht vershwindender Realteil α > 0 bewirkt ein exponentielles Abklingen der
Welle entlang der positiven z-Rihtung.
Die folgenden Untersuhungen zur Herleitung eines geeignet gestellten Wellenleiter-
problems beshränken sih auf bezüglih z vorwärts laufende Wellen. Vertaushen
des Vorzeihens im Exponent von (2.29) führt demnah auf Wellen, die sih entgegen
der z-Rihtung fortpanzen. Das Eigenwertproblem zu rükwärts laufenden Wellen
untersheidet sih daher nur in den entsprehenden Vorzeihen.
Für die Wellenform in (2.29) erlaubt der Produktansatz eine Algebraisierung der
Ableitung bezüglih der z-Rihtung in der Form
∂
∂z
→ −jγ. (2.32)
In die Maxwell-Gleihungen eingesetzt lässt sih somit zeigen, dass die transversalen
Komponenten
et := zˆ × (e× zˆ), ht := zˆ × (h× zˆ) (2.33)
allein aus den z-Komponenten
ez := e · zˆ, hz := h · zˆ (2.34)
der Faktoren e(t) und h(t) bestimmt werden können [Sim79, S. 738℄. Liegt ein mehr-
fah zusammenhängendes Wellenleitergebiet Ω
WG
vor, treten auÿerdem Wellenfor-
men auf, deren z-Komponenten vershwinden. Die somit rein transversal gerihteten
Feldkomponenten lassen sih aus einem elektrostatishen Randwertproblem ermit-
teln [Poz05, S. 94℄.
In homogenen Wellenleitern können demnah die folgenden Wellenformen unter-
shieden werden:
• Transversal elektrishe (TE) Wellen mit
ez = 0 und hz 6= 0, (2.35)
• Transversal magnetishe (TM) Wellen mit
ez 6= 0 und hz = 0, sowie (2.36)
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• Transversal elektromagnetishe (TEM) Wellen mit
ez = 0 und hz = 0. (2.37)
Zur Bestimmung von hz und ez und somit der TE- und TM-Wellen ist das im
Folgenden beshriebene skalare ebene Eigenwertproblem zu lösen.
Problem 2.5.1. Sei Ω
WG
∈ R2 ein beshränktes Gebiet mit homogenen Materialei-
genshaften ε und µ. Gesuht sind Eigenfunktionen u : Ω
WG
→ C und Eigenwerte
k2c ∈ R, die das Eigenwertproblem
−∆tu− k2cu = 0 in ΩWG, (2.38a)
u = 0 auf Γu, (2.38b)
∂u
∂n
= 0 auf Γ\Γu. (2.38)
lösen. Hierbei ist
∆t =
∂2
∂x2
+
∂2
∂y2
(2.39)
als in der Transversalebene wirkender Laplaeoperator und u als Platzhalter für
entweder ez(t) oder hz(t) zu verstehen. Für den Fall u = ez entspriht Γu einer ideal
elektrish und Γ\Γu einer ideal magnetish leitfähigen Randbedingung. Für u = hz
sind die Zuordnungen der Randbedingungen gerade umgekehrt.
Das Problem für ez führt dann auf TM-Wellen, während mit hz TE-Wellen gefunden
werden. Die Eigenwerte k2c sind über die Dispersionsgleihung
k2c := γ
2 + k2 (2.40)
direkt mit dem Ausbreitungskoezienten γ der Wellenform verknüpft. Dem Wert
kc kann somit die physikalishe Bedeutung der Grenzwellenzahl zugewiesen werden.
Für Arbeitswellenzahlen k < kc gilt R ⊃ γ = α > 0, so dass die zugehörige Wellen-
form exponentiell gedämpft wird und niht entlang des Wellenleiters propagiert. Ist
hingegen k > kc und somit γ = jβ rein imaginär, breitet sih die Welle ungedämpft
aus.
Auf die numerishe Behandlung des Eigenwertproblems 2.5.1 wird in der vorliegen-
den Arbeit niht weiter eingegangen. Für eziente Algorithmen zur Berehnung der
Wellenformen wird auf [FHDE04℄ verwiesen.
Mit den bisher eingeführten Bezeihnungen lassen sih Felder in Wellenleitern in der
Form
Ev(t, z) = ev(t)e
−γz = [et(t) + ez(t)zˆ]e
−γz, (2.41a)
Er(t, z) = er(t)e
+γz = [et(t)− ez(t)zˆ]e+γz, (2.41b)
Hv(t, z) = hv(t)e
−γz = [ht(t) + hz(t)zˆ]e
−γz, (2.41)
Hr(t, z) = hr(t)e
+γz = [−ht(t) + hz(t)zˆ]e+γz , (2.41d)
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darstellen, wobei der Index v jene Wellenformen beshreibt, die sih bezüglih z
vorwärts, d. h. in positiver Rihtung ausbreiten, während r die bezüglih der z-
Rihtung rükwärts laufenden Wellen kennzeihnet. Gemäÿ der Eigenshaft (2.35)
vershwindet die Komponente ez(t) im Falle einer TE-Welle. Entsprehend wird für
TM-Wellen wegen (2.36) die Komponente hz(t) zu Null.
Die hier aufgezeigten Eigenshaften der Wellenformen führen auf zwei weitere Er-
gebnisse von zentraler Bedeutung.
Satz 2.5.2. Seien (Em,Hm, γm) und (E
n,Hn, γn) Eigenformen in einem homo-
genen Wellenleiter mit beshränktem Quershnitt. Dann erfüllen die zugehörigen
Transversalkomponenten emt und h
n
t die Orthogonalitätsrelation∫
Ω
WG
(emt × hnt ) · zˆ dΩ = 0, falls m 6= n und γm 6= γn. (2.42)
Beweis. Siehe [Col91, S. 333 .℄.
Die Form (2.42) nimmt für den Fall m = n Werte ungleih Null an, so dass stets
eine Normierung der Eigenformen der Art∫
Ω
WG
(emt × hnt ) · zˆ dΩ = δmn (2.43)
vorgenommen werden kann. Hierin bedeutet δmn das Kroneker-Symbol. Darüber
hinaus gilt auÿerdem der Satz zur Darstellbarkeit:
Satz 2.5.3. Wellenformen eines homogenen Wellenleiters mit beshränktem Quer-
shnitt bilden ein vollständiges orthonormales Funktionensystem. Damit sind Felder
im Wellenleiter stets als Überlagerungen der Wellenformen gemäÿ
E =
∞∑
k=1
(
akE
k
v + bkE
k
r
)
, (2.44a)
H =
∞∑
k=1
(
akH
k
v + bkH
k
r
)
(2.44b)
darstellbar, wobei ak die komplexe Amplitude einer in positiver z-Rihtung und bk
die Amplitude einer in negativer z-Rihtung propagierenden Wellenform bezeihnet.
Beweis. Siehe [Col91, S. 359 f.℄.
Ist das Wellenleitergebiet mehrfah zusammenhängend, d. h. es liegen N > 1 Elek-
troden vor, so sind zusätzlih N − 1 TEM-Wellen ausbreitungsfähig.
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Das Verhalten elektromagnetisher Strukturen wird in der Regel nur in einem be-
shränkten Frequenzbereih
Iω = [ωmin, ωmax] := {ω ∈ R : ωmin ≤ ω ≤ ωmax} (2.45)
bzw. im entsprehenden Wellenzahlintervall
Ik = [kmin, kmax] (2.46)
untersuht. Zur Darstellung der Felder im homogenen Wellenleiter ist es in der Regel
ausreihend, nur die ausbreitungsfähigen Wellenformen zu berüksihtigen. In man-
hen Fällen, zum Beispiel wenn sih Diskontinuitäten in der Nähe der Tore benden
und evaneszente Wellen in dieser Entfernung noh niht ausreihend abgeklungen
sind, werden mitunter zusätzlihe Wellen mit kc > kmax mitgeführt. Alle weiteren
Wellen mit kc ≫ kmax können aufgrund der exponentiellen Dämpfung vernahlässigt
werden. Die unendlihen Summen in (2.44) gehen damit in endlihe Summen gemäÿ
(2.47) über. Zur Herleitung des mathematishen Modells für die FE-Methode sind
darüber hinaus nur die transversalen Komponenten der Wellenformen von Interesse,
um die Randbedingung (2.19) vorgeben zu können. In diesem Zusammenhang lassen
sih mit (2.41) die Verhältnisse im Wellenleiter in der Form
Et =
M∑
k=1
(ak + bk) e
k
t , (2.47a)
H t =
M∑
k=1
(ak − bk)hkt (2.47b)
darstellen.
2.6 Starke Formulierung des Randwertproblems für
Mikrowellenstrukturen
Mit den bis hierher aufgezeigten Beziehungen lässt sih für das Modellproblem aus
Abshnitt 2.1 das folgende Randwertproblem formulieren:
Problem 2.6.1. Sei Ω ⊂ R3 ein beshränktes Gebiet und Γ = Γ
WG
∪ Γ
R
∪ Γ
D
∪ Γ
N
der Rand von Ω, so dass gilt Ω = Ω∪Γ. Gesuht ist das Vektorfeld E, das folgende
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Bedingungen erfüllt:
∇ × µ−1r ∇ ×E + jk0η0σE − k20εrE = −jk0η0J e in Ω, (2.48a)
nˆ× (E × nˆ) = 0 auf Γ
D
, (2.48b)
nˆ× (H × nˆ) = 0 auf Γ
N
, (2.48)
nˆ× (E × nˆ)− η0H × nˆ = 0 auf ΓR, (2.48d)
(µ−1r ∇ ×E)× nˆ = −jk0η0
M∑
k=1
(ak − bk)hkt × nˆ auf ΓWG. (2.48e)
Eine klassishe Lösung für die starke Formulierung (2.48) existiert nur in einigen
Spezialfällen. Daher wird in Abshnitt 3.1 eine Formulierung mit shwäheren An-
forderungen an die gesuhte Lösung hergeleitet, welhe auh die Grundlage für den
numerishen Zugang darstellt.
2.7 Shaltung von Mikrowellenstrukturen auf Sys-
temebene
Die Analyse komplexer Mikrowellenstrukturen ist häug durh die verfügbare Re-
henleistung und Speiherkapazität limitiert. Daher werden diese Strukturen häug
in Subsysteme untergliedert, die separat untersuht werden können.
Neben dem Feldverlauf ist vor allem das Übertragungsverhalten dieser Subsysteme
von Interesse, welhes durh verallgemeinerte Netzwerkmatrizen beshrieben wer-
den kann. Hierzu wird in weiterer Folge die Analogie der Mikrowellenstrukturen zu
modalen Mehrtoren herausgearbeitet und die Konstruktion von Netzwerkmatrizen
gemäÿ der Klemmenmehrtortheorie aufgezeigt. Die Übertragungsfunktion der Ge-
samtstruktur wird shlieÿlih durh Vershaltung der Einzelkomponenten auf der
Systemebene gewonnen.
Mit Satz 2.5.2 ist gewährleistet, dass untershiedlihe Wellenformen in einem Wel-
lenleiter voneinander entkoppelt, und somit als unabhängige Signale zu betrahten
sind. Wie in Abbildung 2.3 gezeigt, kann somit jeder Wellenform (Ek,Hk) ein eige-
nes Tor zugeordnet werden, welhes im Modell des modalen Mehrtors genau einem
Klemmenpaar (uk, ik) entspriht.
Ein Klemmenmehrtor (N-Tor) lässt sih beispielsweise mittels der Impedanzmatrix
Z harakterisieren. Diese wird bestimmt, indem sukzessive jeweils an einem Tor ein
Strom i eingeprägt wird, während die übrigen Tore im Leerlauf betrieben werden.
Die sih somit einstellenden Tor-Spannungen liefern die zugehörigen Einträge der
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PSfrag replaements
a)
b)
E1,H1 E2,H2
E3,H3 E4,H4
Ω
Γ
(1)
WG
Γ
(2)
WG
u1 u2
i1 i2
u3 u4
i3 i4
Abbildung 2.3: Äquivalente Darstellung von modalem Mehrtor und Klemmenmehr-
tor: a) Modales Zweitor; b) äquivalentes Klemmenmehrtor.
Impedanzmatrix [Poz05, S. 170 f℄,
zmn =
um
in
∣∣∣∣
ik=0,k 6=n
, m = 1 . . . N. (2.49)
Der Zusammenhang von Strömen und Spannungen an den Toren des Netzwerks
kann somit in der kompakten Form
u = Zi (2.50)
dargestellt werden. Hierin sind
u = (u1, . . . , uN)
T
und (2.51)
i = (i1, . . . , iN)
T
(2.52)
die Torspannungen bzw. -ströme in Vektorshreibweise.
Da im Bereih der Mikrowellentehnik vielfah Hohlleiter mit nur einer Elektrode
Verwendung nden und somit Ströme und Spannungen niht eindeutig festzulegen
sind, wird das Konzept der äquivalenten Ströme und Spannungen eingeführt [Poz05,
S. 162℄. In Analogie zu den Leitungsgleihungen können diese mittels der komplexen
Amplituden a und b aus (2.44) in der Form
uk := ak + bk bzw. (2.53)
ik := ak − bk (2.54)
deniert werden.
Bei der Betrahtung eines beshränkten Frequenzbereihs ist gemäÿ (2.47) die Zahl
M der ausbreitungsfähigen Eigenformen endlih. Damit kann eine lineare Wir-
kungsfunktion gefunden werden, die den Zusammenhang zwishen den äquivalen-
ten Strömen und Spannungen beshreibt. Diese Wirkungsfunktion wird in Analogie
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zur Shaltungstehnik durh eine verallgemeinerte Netzwerkmatrix dargestellt. Bei-
spielsweise ergibt sih für die verallgemeinerte Impedanzmatrix analog zu (2.50)
u = Zi. (2.55)
Entsprehend lässt sih auh die verallgemeinerte Admittanzmatrix Y aufstellen:
i = Yu. (2.56)
Die verallgemeinerte Streumatrix S verknüpft hingegen die Amplituden der reek-
tierten Wellen
b = (b1, . . . , bM )
T
(2.57)
mit jenen der eingeprägten Wellen
a = (a1, . . . , aM)
T
(2.58)
gemäÿ der Vorshrift
b = Sa. (2.59)
Für die Netzwerkmatrizen von Mikrowellenmehrtoren gelten, wie für Klemmenmehr-
tore, die folgenden Umrehnungsvorshriften:
Z = Y−1 (2.60)
und
S = (Z+ I)−1(Z− I). (2.61)
Mit den hier aufgezeigten Beziehungen kann die Tor-Randbedingung (2.48e) des
Randwertproblems 2.6.1 in der Form
nˆ× (µ−1r ∇ ×E)× nˆ = −jk0η0
M∑
k=1
ikh
k
t auf ΓWG (2.62)
geshrieben werden. In Abshnitt 3.3 wird dargestellt, wie aus der Lösung E die
äquivalenten Spannungen uk auf ΓWG folgen und somit die gesamte Impedanzmatrix
Z der untersuhten Struktur zu bestimmen ist.
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Kapitel 3
Finite-Elemente-Methode für
Anregungsprobleme
Wie in Abshnitt 2.6 beshrieben, ist eine Lösung für das Randwertproblem 2.6.1 in
der Regel niht auf analytishem Wege zu nden. Stattdessen kann mit Hilfe nume-
risher Verfahren eine Approximation der gesuhten Feldgröÿe bestimmt werden.
Grundlage der in dieser Arbeit entwikelten Verfahren bildet die FE-Methode. Die-
se basiert auf einer Diskretisierung des Feldgebiets in primitive Grundkörper, auf
denen lokale Ansatzfunktionen deniert sind. Mit den Ansatzfunktionen wird eine
Approximation der gesuhten Feldgröÿe ermittelt.
Die Stärke der FE-Methode liegt insbesondere in der groÿen Flexibilität des Ein-
satzbereihes, da die Verwendung angepasster Grundkörper eine beliebig genaue
Approximation der Geometrie erlaubt. Zusätzlih können die Ansatzfunktionen auf
die vorliegende Problemstellung zugeshnitten werden. Insbesondere ist es möglih
mittels geeigneter Fehlershätzer festzustellen, in welhen Bereihen des Feldgebiets
die Diskretisierung die geforderte Genauigkeit der approximierten Lösung niht ge-
währleistet, so dass in jenen Bereihen die geometrishe Diskretisierung verfeinert,
oder der Grad der Approximationsfunktionen erhöht werden kann. Damit ist eine
hohe Konvergenzrate des Verfahrens und das Erreihen einer hohen Genauigkeit
der Approximation gewährleistet [GB86℄ [SB91℄ [Lös13℄. Ein weiterer Vorzug der
FE-Methode stellt die Möglihkeit dar, Materialsprünge im Feldgebiet durh die
Diskretisierung sehr genau nahzubilden. Somit können die physikalishen Stetig-
keitsbedingungen an Materialgrenzen exakt in die diskrete Domäne übertragen und
auh orts- und rihtungsabhängige Materialeigenshaften mit hoher Genauigkeit be-
rüksihtigt werden.
In den folgenden Abshnitten werden ausgehend vom mathematishen Modell die
Anforderungen an die Feldgröÿen bestimmt und entsprehende Funktionenräume de-
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niert. Mit der Galerkin-Methode [Cia78, S. 37℄ erfolgt der Übergang zur shwahen
Formulierung des Randwertproblems 2.6.1.
Entsprehend der Problemstellung 2.6.1 wird als gesuhte Funktion das elektrishe
Feld E gewählt. Alternativ kann auh eine Formulierung in den Potenzialen A und
V aufgestellt werden, die über die Beziehungen
B = ∇ ×A und (3.1)
E = −∇V (3.2)
deniert sind. Im Gegensatz zur E-Feld-Formulierung wird mit der Potenzialformu-
lierung eine bessere numerishe Stabilität im Niederfrequenzbereih erzielt [DEB96℄.
Für die in der vorliegenden Arbeit gezeigten Anwendungen aus der Hohfrequenz-
bzw. Mikrowellentehnik ist die Feldformulierung uneingeshränkt geeignet. Der Vor-
teil gegenüber einer stabileren Potenzialformulierungen liegt in der direkten physi-
kalishen Interpretierbarkeit der Ergebnisse und der vergleihsweise einfahen Im-
plementierung als Computer-Programm. Damit können an der E-Feld-Formulierung
alle wesentlihen Eigenshaften der Modellordnungsreduktion anshaulih aufgezeigt
werden. Die Anwendung der Modellordnungsreduktionsverfahren auf Potenzialfor-
mulierungen ist ebenso möglih [Far07℄.
3.1 Funktionenräume und shwahe Form
Zur Konstruktion der shwahen Form wird die Dierenzialgleihung (2.48a) mit
einer geeigneten Testfunktion v multipliziert und über das Gebiet Ω integriert:∫
Ω
v · (∇ × µ−1r ∇ ×E) dΩ + jk0η0 ∫
Ω
v · (σE) dΩ− k20
∫
Ω
v · (εrE) dΩ
= −jk0η0
∫
Ω
v · (J e) dΩ. (3.3)
Mittels der Identität
∇ · (u× v) = v · (∇ × u)− u · (∇ × v) (3.4)
und der Festlegung u = µ−1r ∇ ×E lässt sih dieser Ausdruk shreiben als∫
Ω
(∇ × v) · (µ−1r ∇ ×E) dΩ + jk0η0 ∫
Ω
v · (σE) dΩ− k20
∫
Ω
v · (εrE) dΩ
= −jk0η0
∫
Ω
v · J e dΩ−
∫
Ω
∇ · [(µ−1r ∇ ×E)× v] dΩ. (3.5)
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Anwendung des Gauÿshen Satzes auf der rehten Seite und Berüksihtigung des
Induktionsgesetzes (2.10a) führt auf∫
Ω
(∇ × v) · (µ−1r ∇ ×E) dΩ + jk0η0 ∫
Ω
v · (σE) dΩ− k20
∫
Ω
v · (εrE) dΩ
= −jk0η0
∫
Ω
v · J e dΩ + jk0η0
∮
Γ
(H × v) · nˆdΓ. (3.6)
Damit gewährleistet ist, dass die auftretenden Integrale denierte Werte annehmen,
müssen die Funktionen v,E und deren Rotation quadratish integrierbar sein. Hier-
zu wird der Raum
H(rot; Ω) :=
{
u ∈ L2 (Ω) ∣∣∇ × u ∈ L2 (Ω)} (3.7)
eingeführt, wobei
L2 (Ω) :=
{
u : Ω→ C3∣∣ ∫
Ω
|u · u| dΩ <∞} (3.8)
den Raum der quadratish Lebesque-integrierbaren Funktionen darstellt. Mit dem
Skalarprodukt
(u, v)H(rot;Ω) :=
∫
Ω
u · v dΩ +
∫
Ω
(∇ × u) · (∇ × v) dΩ (3.9)
ist der Raum H(rot; Ω) vollständig und somit ein Hilbertraum [Bos98, S. 128℄. Die
eingeprägte Stromdihte muss der Bedingung
J e ∈ L2 (Ω) (3.10)
genügen.
Um das Randwertproblem 2.6.1 vollständig in seiner shwahen Form zu repräsentie-
ren, sind auh die Randbedingungen im Ausdruk (3.6) zu berüksihtigen. Hierzu
wird das Randintegral in die Anteile∮
Γ
· · · =
∫
Γ
D
· · ·+
∫
Γ
N
· · ·+
∫
Γ
R
· · ·+
∫
Γ
WG
. . . (3.11)
aufgespalten und die Terme getrennt betrahtet:
• Auf Γ
D
vershwindet gemäÿ (2.48b) die Tangentialkomponente des elektrishen
Feldes, so dass für die Lösung E die Einshränkung auf den Unterraum
H
D
(rot; Ω) :=
{
w ∈ H(rot; Ω)∣∣nˆ× (w × nˆ) = 0 auf Γ
D
}
(3.12)
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einzubringen ist. Entsprehend dürfen die Tangentialkomponenten der Test-
funktionen v auf dem Dirihlet-Rand ebenfalls keinen Beitrag leisten, weshalb
H
D
(rot; Ω) auh als Testraum geeignet ist. Die Integration mit v ∈ H
D
(rot; Ω)
über Γ
D
liefert demnah keinen Beitrag, und es gilt∫
Γ
D
(v × nˆ) ·H dΓ = 0 ∀v ∈ H
D
(rot; Ω). (3.13)
• Der Anteil des homogenen Neumann-Randes vershwindet wegen (2.48) in
natürliher Weise, weshalb diese Randbedingung auh als natürlihe Randbe-
dingung bezeihnet wird.
• Auf dem absorbierenden Rand, der die Abstrahlung in den Freiraum be-
shreibt, kann gemäÿ (2.48d) die magnetishe Erregung durh die elektrishe
Feldstärke ausgedrükt, und der Anteil
jk0η0
∫
Γ
R
(H × v) · nˆdΓ = −jk0
∫
Γ
R
(v × nˆ) · (E × nˆ) dΓ (3.14)
auf die linke Seite gebraht werden.
• Die Integration über die modalen Tore Γ
WG
liefert mit (2.48e) und (2.54) den
Anregungsterm∫
Γ
WG
(H × v) · nˆ dΓ =
M∑
k=1
ik
∫
Γ
WG
(
hkt × v
) · nˆdΓ. (3.15)
Damit lautet die shwahe Form des Randwertproblems 2.6.1 wie folgt:
Problem 3.1.1. Gesuht ist jene Funktion E ∈ H
D
(rot; Ω), die die Beziehung∫
Ω
(∇ × v) · (µ−1r ∇ ×E) dΩ + jk0η0 ∫
Ω
v · (σE) dΩ
+ jk0
∫
Γ
R
(v × nˆ) · (E × nˆ) dΓ− k20
∫
Ω
v · (εrE) dΩ
= −jk0η0
∫
Ω
v · J e dΩ + jk0η0
M∑
k=1
ik
∫
Γ
WG
(
hkt × v
) · nˆdΓ, (3.16)
für alle v ∈ H
D
(rot; Ω) erfüllt.
Die wesentlihe Modikation gegenüber der starken Form 2.6.1 liegt darin, dass nur
noh Ableitungen erster Ordnung der beteiligten Funktionen auftreten. Darüber
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hinaus muss die Lösung E lediglih das globale Kriterium (3.3) erfüllen, d. h. es
wird gefordert, dass das mit v gewihtete und über Ω auntegrierte Residuum
r := ∇ × µ−1r ∇ ×E + jk0η0σE − k20εrE − (−jk0η0J e) (3.17)
vershwindet. Daher wird das Verfahren auh als Methode der gewihteten Residuen
bezeihnet [ZT00, S. 42℄.
3.2 Finite-Elemente-Ansatz
3.2.1 Triangulierung des Feldgebiets
Die grundlegende Idee der FE-Methode besteht in der Zerlegung des Feldgebiets
in primitive Grundkörper, der Triangulierung Th(Ω). In der vorliegenden Arbeit
entspriht die Triangulierung einer Zerlegung in eine endlihe Anzahl von Simplies,
welhe für Ω ⊂ R2 durh Dreieke und für Ω ⊂ R3 durh Tetraeder gegeben sind.
Die Simplies S erfüllen folgende Eigenshaften [Mon03, S. 112℄:
1. Jedes S ist eine oene Menge.
2. Sind S, S ′ ∈ Th(Ω) zwei vershiedene Simplies, dann gilt: S ∩ S ′ = ∅.
3. Ω =
⋃
S∈Th(Ω)
S.
Hierbei bezeihnet Ω den Abshluss von Ω und S entsprehend den Abshluss des
Simplex S.
Ausgangspunkt der weiteren Betrahtungen in der vorliegenden Arbeit ist eine kon-
sistente Triangulierung Th(Ω) des Feldgebiets Ω. Eine Triangulierung wird als konsis-
tent bezeihnet, wenn ausgehend von zwei Tetraedern T, T ′ ∈ Th(Ω) mit T ∩ T ′ 6= ∅
sih diese einzig auf eine der folgenden Arten berühren [Mon03, S. 112℄:
• Beide Tetraeder berühren sih in genau einem Punkt und dieser Punkt ist ein
Knoten beider Tetraeder.
• Beide Tetraeder berühren sih entlang einer gemeinsamen Kante, deren Knoten
beiden Tetraedern eigen sind.
• Beide Tetraeder berühren sih an einem gemeinsamen Dreiek, dessen Knoten
beiden Tetraedern eigen sind.
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3.2.2 Finite-Elemente-Ansatzfunktionen
Zur numerishen Bestimmung einer Lösung E ∈ H
D
(rot; Ω) für das Problem 3.1.1
wird ein Ansatz der Form
E˜ =
N∑
i=1
xiwi ∈ Wh (3.18)
gewählt, wobei der endlih-dimensionale Unterraum
Wh ⊂ HD(rot; Ω) (3.19)
von den linear unabhängigen Ansatzfunktionen w1, . . . ,wN aufgespannt wird, also
Wh := span{w1, . . . ,wN} und dimWh = N. (3.20)
Die Konstruktion des UnterraumsWh und damit auh die Anzahl der Freiheitsgrade
N ist unmittelbar mit der Triangulierung Th(Ω) des Feldgebiets verknüpft.
Zur Beshreibung des elektrishen Feldes E oder der magnetishen Erregung H in
der FE-Methode hat sih die Wahl der Kantenelemente basierend auf den Whit-
ney-Formen als der natürlihe Ansatz herausgestellt [Whi57℄ [Ned80℄ [Bos88℄. Die
Bezeihnung als Kantenelemente ist auf die Eigenshaft zurükzuführen, dass die
Freiheitsgrade xi im Ansatz (3.18) dem Wert des Integrals entlang der zugeordneten
Simplexkante entsprehen; zumindest gilt dies für die Ansatzfunktionen niedrigs-
ter Ordnung. Das wesentlihe Merkmal der Kantenelemente liegt zudem darin, dass
die Tangentialkomponenten der Funktionen wi über Elementgrenzen hinweg stetig
sind. In der Literatur wird daher der Begri der H(rot; Ω)-konformen Elemente ver-
wendet. Die tangentiale Stetigkeit bildet exakt die physikalishen Eigenshaften der
Feldgröÿen E und H an Grenzähen von Bereihen untershiedliher Materialien
ab.
In [Ned80℄ wird dargestellt, wie endlih-dimensionale Räume mit oben beshriebenen
Eigenshaften durh vektorwertige Polynome aufgespannt werden können. Vorshrif-
ten zur konkreten Konstruktion entsprehender Basen liefern [Lee90℄, [Web99℄ und
[Ing06℄, wobei letztere im Rahmen der vorliegenden Arbeit verwendet wird.
Damit für die Formulierung 3.1.1 ein lineares Gleihungssystem aufgestellt werden
kann, ist auh der Raum der Testfunktionen auf einen endlihdimensionalen Unter-
raum
Vh := span{v1, . . . , vN} ⊂ HD(rot; Ω) (3.21)
einzushränken.
Mit dem Ansatz (3.18) und der Vernahlässigung eingeprägter Ströme, J e = 0,
ergibt sih somit die algebraisierte Darstellung des Randwertproblems zu(
S+ jk0D− k20T
)
x = jk0η0b, (3.22)
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mit den Systemmatrizen
S = [sij ] ∈ RN×N , (3.23)
D = [dij ] ∈ RN×N , (3.24)
T = [tij ] ∈ RN×N (3.25)
sowie
x = [xi] ∈ CN , (3.26)
b = [bi] ∈ RN . (3.27)
Die Matrixeinträge berehnen sih hierbei wie folgt:
sij =
∫
Ω
(∇ × vi) ·
(
µ−1r ∇ ×wj
)
dΩ, (3.28a)
dij = η0
∫
Ω
vi · (σwj) dΩ +
∫
Γ
R
(vi × nˆ) · (wj × nˆ) dΓ, (3.28b)
tij =
∫
Ω
vi · (εrwj) dΩ, (3.28)
bi =
M∑
k=1
ik
∫
Γ
WG
(
ckiwi × vi
) · nˆdΓ. (3.28d)
In (3.28d) treten die noh niht näher bestimmten Wellenformkoezienten cki auf,
deren Berehnung im folgenden Abshnitt erläutert wird.
3.3 Transnite-Elemente-Methode
Wellenleitertore sind in der Modellierung so zu setzen, dass der Abstand zu Dis-
kontinuitäten groÿ genug ist, um im Wellenleiter niht ausbreitungsfähige modale
Wellenformen ausreihend zu unterdrüken. Damit setzen sih an den Wellenleiter-
toren Γ
WG
die Felder wegen (2.47) aus endlih vielen Wellenformen (Em,Hm, γm)
zusammen. Entsprehend können die Freiheitsgrade, die den Toren zugeordnet sind,
mit einem globalen Ansatzes so restringiert werden, dass nur modale Wellenformen
durh die transversalen Feldkomponenten darstellbar sind. Durh gewihtete Über-
lagerung der modalen Wellenformen kann somit jede zulässige Feldverteilung am
Wellenleitertor konstruiert werden.
Für beliebige Wellenleiterquershnitte können durh numerishe Lösung des Pro-
blems 2.5.1 die notwendigen Wellenformen für ein gewähltes Tor bestimmt werden.
Das dieser Arbeit zugrundeliegende Computerprogrammbasiert auf der in [FHDE04℄
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beshriebenen Vorgehensweise, die auh eine Behandlung wesentlih allgemeinerer
Wellenleiterklassen, als die in Problem 2.5.1 denierten, erlaubt. An dieser Stelle
wird lediglih darauf hingewiesen, dass die Berehnung der Wellenformen auf der
FE-Triangulierung am Wellenleiterquershnitt geshieht und somit die gefundenen
Lösungen direkt in das Anregungsproblem eingebraht werden können. Zu diesem
Zwek wird eine Partitionierung der Ansatzfunktionen in der Form
Wh = W
Γ
h ⊕WΩh (3.29)
vorgenommen, wobei
W Γh :=
{
w ∈ Wh
∣∣nˆ×w 6= 0 auf Γ
WG
}
(3.30)
jene Funktionen umfasst, welhe am Wellenleiter niht vershwindende Tangential-
komponenten aufweisen, während
WΩh :=
{
w ∈ Wh
∣∣nˆ×w = 0 auf Γ
WG
}
(3.31)
das Komplement zu dieser Menge darstellt, also all jene Funktionen, deren Tangen-
tialkomponente auf Γ
WG
keinen Beitrag leistet.
Die Zerlegung der gesuhten Lösung (3.18) lautet demnah
E˜ = E˜
Ω
+ e˜t (3.32)
mit
E˜
Ω ∈ WΩh und e˜t ∈ W Γh , (3.33)
wobei hier die Nomenklatur dem Ansatz (2.29) folgt. Mit der Einshränkung, dass
am Wellenleiterquershnitt Γ
WG
nur ein diskretes Wellenformenspektrum vorliegt,
kann der zweite Term in (3.32) wegen (2.47a) in der Form
e˜t =
M∑
k=1
(ak + bk)e˜
k
t
(2.53)
=
M∑
k=1
uke˜
k
t (3.34)
geshrieben werden. Im numerishen Kontext stellt die approximierte Wellenform
e˜kt :=
N
WG∑
j=1
ckjwj (3.35)
mit den modalen Koezienten ckj ∈ C eine globale Ansatzfunktion auf ΓWG dar, ei-
ne sogenannte TFE-Ansatzfunktion (TFE: Transnite-Elemente). Die Koezienten
ergeben sih aus der Lösung des Eigenwertproblems 2.5.1 für Wellenformen, wo-
bei eine Normierung derart vorgenommen wird, dass die Orthogonalitätsbeziehung
(2.42) auh im diskreten erhalten bleibt, also∫
Γ
WG
(
e˜mt × h˜
n
t
)
· nˆdΓ = −δmn (3.36)
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erfüllt ist. Das negative Vorzeihen resultiert aus der Tatsahe, dass nˆ aus dem Feld-
gebiet heraus zeigt und somit der Ausbreitungsrihtung zˆ der Welle entgegengesetzt
ist. Mit den hier aufgezeigten Beziehungen kann der Ansatz (3.32) in der Form
E˜ =
NΩ∑
i=1
xiwi +
M∑
k=1
uk
N
WG∑
j=1
ckjwj =
NΩ∑
i=1
xiwi +
M∑
k=1
uke˜
k
t (3.37)
mit
wi ∈ WΩh und e˜kt ∈ W TFh (3.38)
geshrieben werden, wobei
W TFh := span{e˜1t , . . . , e˜Mt } ⊂W Γh (3.39)
den durh die diskreten Wellenformen e˜kt aufgespannten Unterraum von W
Γ
h be-
zeihnet.
Einsetzen von (3.37) in (3.16) führt shlieÿlih auf die diskretisierte shwahe For-
mulierung des Randwertproblems:
Problem 3.3.1. Gesuht ist jene Funktion E ∈ WΩh ⊕W TFh , die
∫
Ω
(∇ ×wi) ·
(
µ−1r ∇ ×E
)
dΩ + jk0η0
∫
Ω
wi · (σE) dΩ
+ jk0
∫
Γ
R
(wi × nˆ) · (E × nˆ) dΓ− k20
∫
Ω
wi · (εrE) dΩ
= −jk0η0
∫
Ω
wi · J e dΩ + jk0η0
M∑
k=1
ik
∫
Γ
WG
(
h˜
k
t ×wi
)
· nˆ dΓ, (3.40)
für alle wi ∈ WΩh ⊕W TFh erfüllt.
Im Sinne der Galerkin-Methode wird der Testraum identish zum AnsatzraumWΩh ⊕
W TFh gewählt. Das Randintegral über ΓWG liefert wegen (3.36) für Testfunktionen
e˜nt ∈ W Γh mit
M∑
k=1
ik
∫
Γ
WG
(
h˜
k
t × e˜nt
)
· nˆ dΓ =
M∑
k=1
ikδnk = in (3.41)
gerade die äquivalenten Ströme und somit die komplexen Amplituden der modalen
Wellenformen an der Tor-Randbedingung.
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3.4 Die FE-Formulierung als LTI-System
Im Gleihungssystem (3.22), in dem die Restriktionen am Wellenleiterquershnitt
noh niht explizit eingebraht sind, lassen sih die Systemmatrizen S,D,T derart
umsortieren, dass eine Partitionierung in der Form
A =
(
AII AIT
ATI ATT
)
,A ∈ {S,D,T}, (3.42)
vorliegt, wobeiAII den Funktionen ausW
Ω
h , undATT denjenigen ausW
Γ
h zugeordnet
ist. AIT und ATI = A
T
IT stellen die Koppelmatrizen dar, die die Kopplung zwishen
dem Inneren der Struktur und den Tor-Randbedingungen gewährleisten. Gemäÿ der
Restriktion (3.37) werden die Freiheitsgrade an den Tor-Randbedingungen im Sinne
globaler Ansätze verstanden. Hierzu werden die modalen Vektoren
ck = (ck1, c
k
2, . . . , c
k
N
WG
)T , k = 1, 2, . . . ,M, (3.43)
und mit diesen die Restriktionsmatrix
C :=
[
c1 c2 · · · cM]
(3.44)
eingeführt. Die TFE-Systemmatrizen ergeben sih dann durh Anwendung von C
in der Form
A
TF
=
(
I 0
0 CT
)(
AII AIT
ATI ATT
)(
I 0
0 C
)
=
(
AII AIC
ACI ACC
)
. (3.45)
Hierin sind die Einträge mit Index C den modalen Ansätzen aus W TFh zugeordnet.
Durh die Restriktion der Matrizen verringert sih die Anzahl der Unbekannten da-
hingehend, dass jede Wellenform nur noh mit einem Koezienten, der äquivalenten
Spannung ui, verknüpft ist. Für den Lösungsvektor aus (3.22) führt die Partitionie-
rung auf die Darstellung
x =
(
xI
xT
)
→ x
TF
=
(
xI
u
)
, (3.46)
mit
u := (u1, u2, . . . , uM)
T . (3.47)
Vollkommen analog folgt für den Anregungsvektor b die Darstellung
b =
(
0
bT
)
→ b
TF
=
(
0
i
)
, (3.48)
mit
i := (i1, i2, . . . , iM)
T . (3.49)
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Das vollständige TFE-Gleihungssystem lautet shlieÿlih(
S
TF
+ jk0DTF − k20TTF
)
x
TF
= jk0η0bTF, (3.50)
wobei sih die Matrixeinträge wie in (3.28) berehnen, jedoh mit vi,wj ∈ WΩh ⊕
W TFh . Die Dimension des TFE-Systems ergibt sih zu
N
TF
:= dimWΩh ⊕W TFh = NΩ +M. (3.51)
Im Anregungsvektor b
TF
entspriht jeder Eintrag ik der Anregung der zugeordne-
ten Wellenform am entsprehenden Tor. Durh sukzessive Anregung der einzelnen
Wellenformen mit dem Einheitsstrom ik = 1 kann die jeweilige Systemantwort und
somit die gesamte Übertragungsmatrix des Systems bestimmt werden. In kompakter
Blokshreibweise ist das TFE-System gegeben durh
Σ
TF
(jk0) =
{
(S
TF
+ jk0DTF + (jk0)
2T
TF
)X
TF
= jk0η0BTF,
Z = BT
TF
X
TF
,
(3.52)
mit
X
TF
:=
(
XI
U
)
∈ CNTF×M , U = diag (u1, u2, . . . , uM) , (3.53)
und
B
TF
:=
(
0I
I
)
∈ RNTF×M , I =

1 . .
.
1

 . (3.54)
Die Ausgangsmatrix Z ∈ CM×M stellt die äquivalenten Spannungen und Ströme in
Relation und wird daher als verallgemeinerte Impedanzmatrix bezeihnet.
Gemäÿ der in Kapitel 4 näher erläuterten Eigenshaften ist (3.52) ein linear-zeitin-
variantes System zweiter Ordnung.
Aufgrund des hier angewandten Galerkin-Ansatzes erfüllt die Lösung E˜ ∈ WΩh ⊕W TFh
die anshaulihe Eigenshaft, dass das Residuum (3.17) im Sinne des L2-Skalarpro-
dukts orthogonal auf dem Ansatzraum WΩh ⊕W TFh steht, also
r⊥WΩh ⊕W TFh . (3.55)
Aus der Denition des Gleihungssystems (3.22) lassen sih folgende weitere Eigen-
shaften der Systemmatrizen ablesen:
• Die Steigkeitsmatrix S
TF
ist symmetrish positiv-semidenit. Der Nullraum
wird im Wesentlihen durh die Gradienten ∇φ ∈ W TFh gebildet, da diese im
Kern des Rotationsoperators liegen.
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• Die Dämpfungsmatrix D
TF
ist symmetrish positiv-semidenit.
• Die Massenmatrix T
TF
ist stets symmetrish positiv denit.
Das resultierende algebraishe Problem bewahrt somit die wihtigen Systemeigen-
shaften des Ausgangsmodells, wie Passivität [VCK98, S. 348℄ und Reziprozität.
Letztere folgt direkt aus der Symmetrie der Ausgangsmatrix Z [Poz05, S. 170℄.
3.4.1 TE- und TM-Wellen im FE-System
Das Einbringen der TFE-Restriktionen in das FE-System ist direkt mit der Nor-
mierung (3.36) verbunden, die nur im Zusammenhang mit TEM-Wellen von der
Frequenz unabhängig ist. Wenn im betrahteten Problem TE- und TM-Wellen auf-
treten, sind zwar nah wie vor die transversalen Feldverläufe, und damit die modalen
Vektoren in (3.43) frequenzunabhängig,
ck = const(k0), (3.56)
jedoh niht die Ausbreitungskoezient,
γ 6∼ k0. (3.57)
Dies wird unmittelbar aus der Dispersionsgleihung (2.40) ersihtlih. Jedoh ist bei
Vorhandensein von dispersiven Wellenformen die Normierung bzw. die RestriktionC
niht in jedem Frequenzpunkt neu zu bestimmen. Stattdessen kann mittels einer ge-
eigneten Skalierung der Anregung B die explizite Frequenzabhängigkeit eingebraht
werden.
Zunähst wird hierzu die Feldwellenimpedanz Z eingeführt, die die modalen Felder
in der Form
ekt (k0) = Z
k
W (k0)h
k
t (k0)× zˆ, W ∈ {TE, TM} (3.58)
verknüpft. Aus den Maxwell-Gleihungen lassen sih die konkreten Darstellungen
Z
TE
=
jωµ
γ
für TE-Wellen, (3.59)
Z
TM
=
γ
jωǫ
für TM-Wellen (3.60)
ableiten. Um die explizite Frequenzabhängigkeit der TFE-Restriktion zu bestimmen,
wird in einem nähsten Shritt eine Normierung für ein festes k0 = kˆ0 in der Form
−1 =
∫
Γ
WG
(
ekt (kˆ0)× hkt (kˆ0)
)
· nˆ dΓ
=
∫
Γ
WG
(
ekt (kˆ0)×
[
zˆ × ekt (kˆ0)
ZkW (kˆ0)
])
· nˆ dΓ (3.61)
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vorgenommen. Für k0 6= kˆ0 gilt dann wegen (3.56)∫
Γ
WG
(
ekt (k0)× hkt (k0)
) · nˆ dΓ (3.56)= ∫
Γ
WG
(
ekt (kˆ0)× hkt (k0)
)
· nˆ dΓ
=
∫
Γ
WG
(
ekt (kˆ0)×
[
zˆ × ekt (k0)
ZkW (k0)
])
· nˆ dΓ. (3.62)
Ein Vergleih von (3.61) und (3.4.1) führt shlieÿlih auf die gesuhte Skalierung
ξk(kˆ0, k0) :=
ZkW (kˆ0)
ZkW (k0)
=


√
k2
c,k
−k2
0√
k2
c,k
−kˆ2
0
für TE-Wellen
√
k2
c,k
−kˆ2
0√
k2
c,k
−k2
0
für TM-Wellen,
(3.63)
wobei kc,k die Grenzwellenzahl zur entsprehenden Wellenform ist.
Die Zustandsgleihung in (3.52) ist somit bei Anwesenheit von TE- bzw. TM-Wellen
um die Skalierung der Anregung in der Form(
S
TF
+ jk0DTF + (jk0)
2T
TF
)
X
TF
= jkˆ0η0BTFΞ(k0) (3.64)
zu erweitern, wobei
Ξ(kˆ0, k0) :=

ξ1(kˆ0, k0) . .
.
ξM(kˆ0, k0)

 ∈ RM×M (3.65)
die frequenzabhängige Skalierung der auftretenden Wellenformen vorgibt.
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Kapitel 4
Shnelle Frequenzgangberehnung
linearer Systeme
Für eine Vielzahl tehnisher Anwendungen führt die mathematishe Modellierung
physikalisher Problemstellungen auf ein System von Dierenzialgleihungen, wobei
hier der wihtige Spezialfall der LTI -Systeme (engl. Linear Time-invariant) von be-
sonderer Bedeutung ist. Solhe Systeme können beispielsweise aus der Beshreibung
elektrisher Netzwerke oder der Diskretisierung partieller Dierenzialgleihungen re-
sultieren. Aufgrund der praktishen Relevanz von LTI-Systemen existieren eziente
Methoden zur Charakterisierung derselben. LTI-Systeme erlauben beispielsweise die
Beshreibung im Frequenzbereih, womit eine Algebraisierung der Zeitableitung ein-
hergeht. Für hohdimensionale Systeme ist die Konstruktion einer expliziten Über-
tragungsfunktion in der Regel niht praktikabel. Vielmehr wird das Übertragungs-
verhalten in diskreten Stützstellen in einem festgelegten Parameterintervall, zum
Beispiel dem Frequenzbereih
If = [f
min
, f
max
] ⊂ R+ (4.1)
gesuht. Um shmalbandige Eekte, wie sharfe Resonanzen (engl. Spikes), auf-
zulösen oder die Rüktransformation in den Zeitbereih zu ermöglihen, muss der
diskrete Frequenzbereih
Ifh =
{
f1, f2, . . . , fNf
}
mit f1 = fmin < f2 < · · · < fNf = fmax (4.2)
ausreihend hoh aufgelöst sein.
Aufgrund der kompakteren Darstellung wird für die folgenden Betrahtungen auh
der entsprehende Wellenzahlbereih
Ik0h =
{
k0,1, k0,2, . . . , k0,Nf
}
mit k0,i = 2πfi
√
ε0µ0, i = 1, . . . , Nf , (4.3)
bzw. das Intervall des komplexen Frequenzparameters s
Ish =
{
s1, s2, . . . , sNf
}
mit si = jk0,i, i = 1, . . . , Nf , (4.4)
35
36 Shnelle Frequenzgangberehnung linearer Systeme
herangezogen.
Ein SISO-LTI-System (SISO, engl. Single Input - Single Output) kann mit den vor-
angegangenen Erläuterungen allgemein beshrieben werden durh
Σ(s) =


L∑
i=0
siAix(s) =
L∑
i=0
sibiu(s),
z(s) =
L∑
i=0
sicTi x(s) + du(s)
(4.5)
mit Systemmatrizen Ai ∈ CN×N , Anregungsvektoren bi, Ausgangsvektoren ci ∈ CN ,
der Eingangsgröÿe u(s), der Ausgangsgröÿe z(s) und dem Lösungs- bzw. Zustands-
vektor x ∈ CN . Die Systemordnung ist deniert durh L ∈ N, also der höhsten
Potenz in s, die in den Termen von (4.5) vorkommt. Ist die maximale Potenz in ei-
nem der Terme I < L, sind die Komponenten mit Index i > I zu Null zu setzen, also
gi = 0 für i > I, gi ∈ {Ai,bi, ci}. Für die weiteren Betrahtungen wird o. B. d. A.
u(s) ≡ 1 (4.6)
angenommen und die Regularität der Matrix A0 vorausgesetzt. Auÿerdem wird zur
Vereinfahung auh der Durhgangsfaktor
d ≡ 0 (4.7)
gesetzt, da dieser durh die Operationen im MOR-Kontext ohnehin unverändert
bleibt, und somit keinen Beitrag in den Fehlerbetrahtungen liefert. Die Einführung
der Abkürzungen
A(s) :=
L∑
i=0
siAi, (4.8)
b(s) :=
L∑
i=0
sibi und (4.9)
c(s) :=
L∑
i=0
sici (4.10)
erlaubt die kompakte Darstellung des Systems (4.5) in der Form
Σ(s) =
{
A(s)x(s) = b(s),
z(s) = cT (s)x(s).
(4.11)
Die Übertragungsfunktion des LTI-Systems (4.5) ist als das Verhältnis von Ausgangs-
zu Eingangsgröÿe deniert und lautet wegen (4.6)
H(s) := z(s) = c(s)TA−1(s)b(s). (4.12)
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Zur Charakterisierung eines LTI-Systems im Parameterintervall Is ist demnah die
Übertragungsfunktion für alle Stützstellen si ∈ Ish auszuwerten. Entsprehend muss
das Gleihungssystem
A(s)x(s) = b(s) (4.13)
Nf mal gelöst werden, wobei die Systemdimension N leiht Gröÿenordnungen von
mehreren Millionen aufweisen kann. Bei mehreren Hundert oder gar Tausend Stütz-
stellen si wird die Simulation daher sehr zeitaufwändig, insbesondere wenn im Rah-
men eines Optimierungsprozesses für untershiedlihe Systemvarianten die Übertra-
gungsfunktion immer wieder neu berehnet werden muss.
Mit Hilfe der nahfolgend vorgestelltenModellordnungsreduktionsverfahren wird eine
sehr gute Approximation der Übertragungsfunktion konstruiert, die im Vergleih zu
vollen FE-Lösungen um ein Vielfahes shneller ausgewertet werden kann.
In weiterer Folge werden ausshlieÿlih Projektionsverfahren behandelt, die für hoh-
dimensionale, shwah besetzte Systeme besonders geeignet sind.
Aus Gründen der Anshaulihkeit wird vorerst der SISO-Fall mit skalaren Eingangs-
und Ausgangsgröÿen u(s) und z(s) betrahtet. Die vorgeshlagenen Verfahren lassen
sih mittels Blok-Algorithmen auf MIMO-Systeme (engl. Multiple Input - Multi-
ple Output) erweitern, die entsprehend auf Ausgangsmatrizen Z ∈ CM×M führen.
Hierbei ist M die Anzahl der betrahteten System-Tore.
4.1 Projektionsbasierte Modellordnungsreduktion
Ein auf Projektion basierendes ordnungsreduziertes Modell von (4.5) unter Berük-
sihtigung von (4.6) ist gegeben durh
Σ¯(s) =


L∑
i=0
siA¯ix¯(s) =
L∑
i=0
sib¯i,
z¯(s) =
L∑
i=0
sic¯Ti x¯(s),
(4.14)
mit
A¯i := P
TAiQ, (4.15)
b¯i := P
Tbi, (4.16)
c¯i := Q
Tci (4.17)
für i = 1, . . . , L und P,Q ∈ CN×K , K ≪ N . Entsprehend gilt auh hier die
kompakte Shreibweise
Σ¯(s) =
{
A¯(s)x¯(s) = b¯(s),
z¯(s) = c¯T (s)x¯(s).
(4.18)
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Die Übertragungsfunktion in ordnungsreduzierter Form lautet shlieÿlih
H¯(s) := c¯(s)T A¯−1(s)b¯(s). (4.19)
Aufgrund der im Vergleih zu N wesentlih niedrigeren Dimension K des Sys-
tems (4.18) ist der numerishe Aufwand für die Auswertung vieler Stützstellen si
um Gröÿenordnungen geringer.
Der Ansatz der Projektionsmethoden ist wie folgt motiviert: Für das System (4.5)
wird eine Näherungslösung x˜ ≈ x mit
x˜ = Qx¯ (4.20)
derart gesuht, dass das Residuum
r :=
L∑
i=0
siAix˜(s)−
L∑
i=0
sibiu(s) (4.21)
im Sinne der Galerkin-Bedingung orthogonal auf dem Unterraum bildP steht, also
PT r = 0. (4.22)
Aufgrund der Beziehungen (4.20) und (4.22) werden die Bezeihnungen Ansatzraum
für bildQ und Testraum für bildP eingeführt.
Die konkrete Wahl der Unterräume bildP, bildQ ⊂ CN hat einen entsheidenden
Einuss auf die Qualität der Näherungslösung x˜. Bei der Konstruktion sind daher
drei Aspekte zu beahten:
1. Der Ansatzraum bildQ muss die wesentlihen Komponenten des gesuhten
Lösungsvektors x(s) beinhalten.
2. Das Verfahren muss numerish robust und ezient zu analysieren sein.
3. Das resultierende ROM soll die physikalishen Eigenshaften des Ausgangs-
systems (4.5) erhalten.
Für Punkt 1 werden hier zwei untershiedlihe Ansätze vorgestellt. Beim Mehr-
punktverfahren wird bildQ durh Lösungsvektoren x(si) an denierten Stützstellen
si ∈ Ish aufgespannt, während beim Einpunktverfahren geeignete Eigenvektornähe-
rungen, nämlih Krylov-Vektoren, die lineare Hülle der gesuhten Näherungslösung
festlegen.
Damit Punkt 2 erfüllt ist, werden für bildQ und bildP orthonormale Basen be-
stimmt, wobei die Basisvektoren explizit paarweise auf Orthogonalität getestet wer-
den.
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Zuletzt ist im Hinblik auf Punkt 3 die Erhaltung der Systemmatrixeigenshaften,
wie positive (semi-)Denitheit und Symmetrie zu gewährleisten. Auh die polyno-
mielle Struktur des ROM bleibt unverändert zum Ausgangssystem (4.5), womit die
korrekte Frequenzabhängigkeit der Systemkomponenten sihergestellt ist.
4.1.1 Mehrpunktverfahren
Die Idee beim Mehrpunktverfahren besteht darin, an untershiedlihen Stützstellen
sˆ1, . . . , sˆK im Parameterbereih Ish die Zustandsvektoren
xk := x(sˆk), k = 1, . . . , K, (4.23)
des Systems (4.5) zu bestimmen. Diese spannen den Suhraum bildQ auf [Gri97℄.
Aus Gründen der numerishen Stabilität wird z. B. mit dem modizierten Gram-
Shmidt-Verfahren [TB97, S. 58℄ eine orthonormale Basis {q1, q2, . . . ,qK} für den
durh span{x1,x2, . . . ,xK} aufgespannten Raum konstruiert. Damit kannQ als eine
aus den Spalten qi generierte Matrix
Q :=
[
q1 q2 · · · qK
]
(4.24)
dargestellt werden, wobei
bildQ = span{x1,x2, . . . ,xK} (4.25)
und
qHi qj = δij (4.26)
gilt. Das Mehrpunktverfahren erweist sih insbesondere bei breitbandigen Anwen-
dungen als sehr robust. Diese Eigenshaft lässt sih dadurh erklären, dass die Lö-
sungsvektoren zu untershiedlihen Parameterwerten sˆ ergänzende Informationen
über das System liefern. Das Systemverhalten kann somit im gesamten Parameter-
bereih sehr gut wiedergegeben werden. Der Nahteil dieses Verfahrens liegt in der
Notwendigkeit, das hohdimensionale Ausgangssystem (4.5) an K Stützstellen lö-
sen zu müssen, um eine ausreihend gute Approximation des ROM gewährleisten
zu können. Bei resonanten Strukturen muss die Dimension des ordnungsreduzierten
Modells gegebenenfalls in der Gröÿenordnung von K > 50 liegen, was zu einem
groÿen Rehenaufwand führen kann. In vielen Anwendungen ist jedoh für K ≪ Nf
ein sehr gutes Ergebnis erzielbar, so dass mit dem Mehrpunktverfahren ein ezientes
Werkzeug zur shnellen und äuÿerst robusten Berehnung der Übertragungsfunktion
gegeben ist.
Beim Mehrpunktverfahren können zudem iterative Gleihungslöser zur Bestimmung
der Lösungen xk eingesetzt werden. Damit ist insbesondere die Simulation sehr hoh-
dimensionaler Systeme ezient durhzuführen. Wie in Abshnitt 4.2.1 beshrieben,
ist dies ein wesentliher Vorteil gegenüber der Einpunktverfahren.
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Eine besondere Bedeutung kommt beim Mehrpunktverfahren der Wahl der Ent-
wiklungspunkte sˆ1, . . . , sˆK zu, da diese erheblihen Einuss auf die Qualität des
ordnungsreduzierten Modells haben. Untershiedlihe Strategien zur Bestimmung
der Stützstellen sowie Kriterien zur Bewertung ordnungsreduzierter Modelle werden
in Abshnitt 5 vorgestellt und untersuht.
4.1.2 Einpunktverfahren
Im Gegensatz zu den Mehrpunktverfahren wird mit den Einpunktverfahren eine
Näherungslösung allein aus der Systeminformation im Parameterpunkt s0 gewon-
nen. Aufgrund der einfahen Darstellung wird für die folgenden Herleitungen ohne
Beshränkung der Allgemeinheit s0 = 0 gesetzt. Um problemangepasst den Entwik-
lungspunkt in s 6= s0 zu legen, kann ein Parameter-Shift s→ σ := s− s0 vollzogen
werden. Details zur Shift-Invert-Vorkonditionierung werden in Abshnitt 4.2.5 er-
läutert.
Die grundlegende Idee der Einpunkt-Modellordnungsreduktionsverfahren besteht in
der Konstruktion einer Übertragungsfunktion, deren Momente in einer hinreihend
kleinen Umgebung von s0 = 0 mit denen der Taylor-Entwiklung übereinstimmen.
Aus der Darstellung der Übertragungsfunktion mittels der Taylor-Reihe
H(s) =
∞∑
n=0
1
n!
dnH(s)
dsn
∣∣
s=0
sn =
∞∑
n=0
mns
n
(4.27)
können die Momente mn als Taylor-Koezienten direkt abgelesen werden. Demnah
wird eine ROM-Übertragungsfunktion H˜(s) derart gesuht, dass die Bedingung
dnH(s)
dsn
∣∣
s=0
=
dnH˜(s)
dsn
∣∣
s=0
für n = 0, 1, . . . , R− 1 (4.28)
erfüllt ist. Ordnungsreduktionsverfahren mit dieser Eigenshaft werden daher auh
als Momentabgleihende Verfahren (engl. Moment Mathing Methods) bezeihnet.
Die Berehnung einer solhen MOR-Übertragungsfunktion lässt sih über eine Re-
kursionsbeziehung bilden. Hierzu wird in einem ersten Shritt der Zustandsvektor
x(s) ebenfalls als Taylor-Entwiklung
x(s) =
∞∑
n=0
xns
n
(4.29)
um s0 = 0 mit vektoriellen Taylor-Koezienten xn dargestellt. Einsetzen in (4.5)
und Vergleih der Terme selber Potenz in s liefert die Rekursionsvorshrift
xn =


0 für n < 0,
A−10 (bn −
L∑
i=1
Aixn−i) für n ≥ 0
(4.30)
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für die Taylor-Koezienten. Wegen
H(s) = z(s) = cT (s)x(s) (4.31)
können auh die Momente mk über einen Koezientenvergleih ermittelt werden.
Einsetzen von (4.29) in (4.31) führt auf
H(s) =
L∑
i=0
cTi s
i
∞∑
n=0
xns
n, (4.32)
so dass mit der Festlegung
ci = 0 für i > L (4.33)
durh
mn =
n∑
i=0
cTi xn−i, für n = 1, 2, . . . (4.34)
eine Vorshrift zur Bestimmung der Momente gegeben ist. Durh (4.30) und (4.34)
liegen demnah sämtlihe Shritte vor, die zur Bestimmung der Momente benötigt
werden. An dieser Stelle gilt es festzuhalten, dass in (4.30) nur dieWirkung von A−10
auszuwerten ist. Es genügt A0 zu faktorisieren und die Wirkung von A
−1
0 durh Vor-
wärts-Rükwärtseinsetzen zu berehnen. Gegenüber einer expliziten Berehnung der
Inversen A−10 reduzieren sih Rehenaufwand und Speiheranforderungen erheblih.
Weitere Operationen bestehen im Wesentlihen in der Bildung von Matrix-Vektor-
Produkten, die im Falle dünnbesetzter Matrizen ezient zu berehnen sind.
Aufgrund des häug sehr kleinen Konvergenzradius der Taylor-Reihe, wird die Über-
tragungsfunktion niht in Form eines Taylor-Polynoms approximiert. Stattdessen
wird die gebrohen-rationale Struktur der Übertragungsfunktion (4.12) des Systems
(4.5) gemäÿ
H(s) = cT (s)
adjA(s)
detA(s)
b(s) =
P∑
i=0
ai(s− s0)i
1 +
Q∑
j=1
bj(s− s0)j
(4.35)
auh für die ROM-Übertragungsfunktion angenommen. Dies wird über den Padé-
Ansatz
H˜pq(s) =
p∑
i=0
a˜i(s− s0)i
1 +
q∑
j=1
b˜j(s− s0)j
(4.36)
gewährleistet, wobei das Verhältnis von Zähler- zu Nennergrad in (4.36) der Über-
tragungsfunktion (4.35) anzupassen sind, also
p
q
≈ P
Q
. (4.37)
Für den Padé-Ansatz wird weiterhin die Aufrehterhaltung der momentabgleihen-
den Eigenshaft (4.28) gefordert.
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4.2 Einpunktverfahren für linear parametrierte
Systeme
Eine wihtige Klasse in der Modellierung tehnisher Anwendungen bilden die LTI-
Systeme erster Ordnung. Diese werden durh eine Systemmatrix
A(s) = A0 + sA1 (4.38)
beshrieben, die linear vom Parameter s abhängt. Insbesondere ist es stets möglih,
Systeme höherer Ordnung in linear parametrierte Systeme zu überführen [Saa92b,
S. 299 f℄, so dass Werkzeuge, die zur Behandlung von Systemen erster Ordnung
entwikelt wurden, oftmals auh auf Systeme höherer Ordnung anwendbar sind.
Bei der Denition des Systems erster Ordnung werden zunähst die Anregung b =
const(s) und der Ausgangsvektor c = const(s) als konstante, vom Parameter s
unabhängige Gröÿen angenommen. In Abshnitt 4.4 wird gezeigt, dass dies keine
notwendige Einshränkung darstellt. Die momentabgleihende Eigenshaft der Mo-
dellordnungsreduktion kann auh für Systeme aufreht erhalten werden, bei denen
b beziehungsweise c eine explizite Abhängigkeit von s der Form
b(s) = α(s)b0 (4.39)
mit b0 = const(s) aufweisen.
Mit den hier getroenen Vereinbarungen kann ein LTI-System erster Ordnung somit
geshrieben werden als
Σ1(s) =
{
(A0 + sA1)x(s) = b
z(s) = cTx(s),
(4.40)
mit konstanten Matrizen A0,A1 ∈ CN×N . Für die weiteren Betrahtungen wird
vorausgesetzt, dass
rangA0 = N (4.41)
gilt und damit A0 invertierbar ist. Aus der Denition der Übertragungsfunkti-
on (4.35) ist zu sehen, dass sih diese für (4.40) als eine gebrohen-rationale Funktion
mit Zählergrad
P := grad(adjA(s)) = N − 1 (4.42)
und Nennergrad
Q := grad(detA(s)) = N (4.43)
ergibt. Die in weiterer Folge vorgestellten Verfahren liefern als Näherung der Über-
tragungsfunktion daher einen Padé-Ansatz, der die Forderung (4.37) berüksihtigt.
Als weitere Nebenbedingung sind die Koezienten a˜i, b˜j so zu nden, dass die Mo-
mente m0, m1, . . . , mR der Padé-Näherung (4.36) mit jenen von (4.27) übereinstim-
men. Die wesentlihen Untershiede liegen in den Anforderungen an das untersuhte
System und in den numerishen Eigenshaften, wie beispielsweise Robustheit oder
Rehenaufwand.
Einpunktverfahren für linear parametrierte Systeme 43
4.2.1 Asymptoti Waveform Evaluation
Ein früher Ansatz, der vor allem in der Berehnung groÿer linearer Netzwerke aus
der Shaltungstehnik Anwendung fand, stellt das AWE-Verfahren (engl. Asympto-
ti Waveform Evaluation) [PR90℄ dar. Die Modellierung eines Shaltungsnetzwerks
führt auf ein System der Form (4.40), so dass dieses als Beispiel zur Verfahrensbe-
shreibung herangezogen wird. Die Rekursion (4.34) zur expliziten Berehnung der
Momente vereinfaht sih für Systeme erster Ordnung zu
mn = c
TAng (4.44)
mit den Abkürzungen
A = −A−10 A1 (4.45)
und
g = A−10 b. (4.46)
Durh Koezientenvergleih kann damit das lineare Gleihungssystem

m0 m1 . . . mn−1
m1 m2 . . . mn
.
.
.
.
.
.
.
.
.
.
.
.
mn−1 mn . . . m2n−2




b˜n
b˜n−1
.
.
.
b˜1

 =


mn
mn+1
.
.
.
m2n−1

 (4.47)
zur Bestimmung der Padé-Koezienten b˜j aufgestellt werden. Die Padé-Koezien-
ten a˜i des Zählerpolynoms resultieren aus der Rekursion
a˜0 = m0, (4.48)
a˜1 = m1 + b˜1m0 (4.49)
.
.
. (4.50)
a˜n−1 = mn−1
n−1∑
k=1
b˜kmn−k−1. (4.51)
Wie aus (4.44) und (4.45) zu sehen ist, muss niht explizit A−10 , sondern nur die
Wirkung der Inversen von A0 auf Vektoren berehnet werden. D. h. nah einmaliger
Faktorisierung ist die Wirkung von A−10 in Sinne einer Vorwärts-Rükwärts-Einset-
zung einzubringen. Die maÿgeblihen Operationen bestehen daher in der Berehnung
von Matrix-Vektor-Produkten, wobei die beteiligten Matrizen typisherweise dünn-
besetzt sind. Der numerishe Aufwand im Vergleih zum Mehrpunktverfahren, bei
dem in jeder Stützstelle sˆk ein Gleihungssystem A(sˆk)x(sˆk) = b(sˆk) zu lösen ist,
fällt daher deutlih geringer aus. Demgegenüber steht allerdings die Einshränkung,
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dass ausreihend Speiherkapazität für die Faktorisierung verfügbar sein muss. Ein
iterativer Ansatz zur Berehnung von (4.45) stellt hierbei keine erfolgversprehende
Alternative dar, da zur Bestimmung jedes Moments das Gleihungssystem gelöst
werden müsste und damit der Vorteil gegenüber dem Mehrpunktverfahren verloren
wäre. Die Notwendigkeit der einmaligen Faktorisierung von A0 ist bestimmend für
alle hier vorgestellten Einpunktverfahren.
Auh wenn das AWE-Verfahren sih in vielen Anwendungen bewährt hat, stöÿt es
insbesondere bei breitbandigen Charakterisierungen shnell an seine Grenzen und
für Ordnungen im Bereih von n = 10 . . . 15 briht das Verfahren erfahrungsgemäÿ
zusammen [ZC02, S. 327℄. Der Grund hierfür liegt in der Tatsahe, dass die Mo-
mente mn durh Ausdrüke der Form A
ng gebildet werden, welhe für n→∞ nah
der Von-Mises-Iteration gegen den Eigenvektor zum betragsgröÿten Eigenwert kon-
vergieren. Damit werden Momente höherer Ordnung immer ähnliher, bzw. sind im
Rahmen der Mashinengenauigkeit kaum mehr voneinander zu untersheiden. Das
Koezientengleihungssystem (4.47) des AWE-Ansatzes wird durh diese numeri-
shen Auslöshungseekte zunehmend shleht konditioniert. In praktishen Anwen-
dungen hat dies zur Folge, dass die gefundene Padé-Näherung keine ausreihende
Übereinstimmung mit der tatsählihen Übertragungsfunktion über den geforder-
ten Parameterbereih aufweist. Mehrpunktverfahren unterliegen dieser Limitierung
niht.
Ein Kompromiss für eine breitbandigere Gültigkeit der AWE-Übertragungsfunk-
tion ist, ähnlih wie bei den in Abshnitt 4.1.1 geshilderten Mehrpunktverfahren,
durh Hinzunahme weiterer Entwiklungspunkte sˆk erreihbar. In den zusätzlihen
Entwiklungspunkten werden ebenfalls Momente und entsprehende Übertragungs-
funktionen mittels (4.44) und (4.47) bestimmt, die in einer hinreihend kleinen Um-
gebung von sˆk eine sehr gute Approximation darstellen. Anshlieÿend werden die
so bestimmten Teilübertragungsfunktionen zu einer Gesamtübertragungsfunktion
verknüpft. Ein weit verbreitetes Verfahren dieser Art stellt das Complex Frequen-
y Hopping (CFH) dar [KSN
+
96℄. Bei diesem Ansatz muss jedoh für jeden Ent-
wiklungspunkt erneut die Systemmatrix faktorisiert werden, was einem erheblihen
Mehraufwand entspriht und den Vorteil gegenüber den Mehrpunktverfahren relati-
viert. Eine weitergehende Diskussion solh gemishter Ansätze ist beispielsweise in
[Gri97℄ zu nden.
4.2.2 Krylov-Unterraum-Verfahren
Einen wesentlih robusteren Ansatz im Vergleih zum AWE-Verfahren stellt das
Verfahren Padé-Via-Lanzos (PVL) [FF95℄ oder der Arnoldi-Algorithmus [GL96,
S. 499℄ dar. Für diese Verfahren wird explizite eine Basis des zugrundeliegenden
Krylov-Unterraums konstruiert, und die momentabgleihende Eigenshaft erfolgt
durh eine Projektion auf diesen Unterraum (vgl. Abshnitt 4.1).
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Der n-dimensionalen Krylov-Unterraum zu einem Paar (A, g), A ∈ CN×N , g ∈ CN
ist deniert als
Kn(A, g) := span{g,Ag,A2g, . . . ,An−1g}, n ≤ N. (4.52)
Die ROM-Übertragungsfunktionen, die mittels Projektion generiert werden, verfü-
gen im Entwiklungspunkt über dieselben Eigenshaften wie die AWE-Näherung,
jedoh ist aufgrund der numerish robusteren Formulierung eine deutlih höhere
Ordnung des Padé-Ansatzes, und damit eine gröÿere Anzahl abgeglihener Momen-
te erreihbar. Ein bestimmender Faktor in der numerishen Stabilität resultiert aus
der Forderung der Unitaritätseigenshaft
QHQ = I, (4.53a)
PHP = I. (4.53b)
Es ist dabei I = diag (1, 1, . . . , 1) die n× n-Einheitsmatrix. Der Momentenabgleih
wird erreiht, indem eine Lösung x˜ gemäÿ (4.20) mit
bildQ ⊃ span{x0,x1, . . . ,xq} (4.54)
gefunden wird. Hierin entsprehen die Vektoren xi, i = 0, 1, . . . , q, den Taylor-Ko-
ezienten in (4.30). Für Systeme erster Ordnung sind diese wegen (4.44) gegeben
durh
xi = A
ig = −(A−10 A1)iA−10 b. (4.55)
Abkürzend wird die Denition
Kq(Σ1) := Kq(A−10 A1,A−10 b) (4.56)
des Ansatz-Krylovraums für Systeme erster Ordnung eingeführt. Damit kann die für
Krylov-Unterraum-Verfahren zentrale Aussage formuliert werden:
Für das System Σ1 führt ein Projektionsverfahren basierend auf der Ansatzmatrix
Q mit
bildQ ⊇ Kq(Σ1) (4.57)
unter der Bedingung
det(PTA0Q) 6= 0 (4.58)
auf ein ordnungsreduziertes System Σ¯1, das auf Taylor-Koezienten
x˜k := Qx¯k (4.59)
führt, die bis zum Grad q − 1 mit jenen des Originalsystems übereinstimmen, also
xk = x˜k für k = 0, 1, . . . , q − 1. (4.60)
Hierbei sind die ROM-Taylor-Koezienten x¯k deniert über die Entwiklung
x¯(s) =
∞∑
k=0
x¯ks
k. (4.61)
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Die ROM-Momente berehnen sih entsprehend zu
m¯k = c¯
T x¯k (4.62)
und es gilt
m¯k = mk für k = 0, 1, . . . , q − 1. (4.63)
Zusätzlihe Freiheitsgrade stehen mit dem Testraum bildP zur Verfügung. Eine
geeignete Wahl des aufgespannten Unterraums erlaubt die Anzahl abgeglihener
Momente weiter zu erhöhen [Far07, S. 114℄. Die Konstruktion des Testraums erfolgt
analog zur vorangehend beshriebenen Vorgehensweise, jedoh wird in diesem Fall
das transponierte System
ΣT1 (s) =
{
(AT0 + sA
T
1 )w(s) = c,
v(s) = bTw(s),
(4.64)
betrahtet. Wegen
v(s) = vT (s) = wT (s)b = cT (A0 + sA1)
−1b = z(s) (4.65)
ist die Übertragungsfunktion des transponierten Systems identish zu derjenigen
des Originalsystems (4.40). Die Rekursion für die Taylor-Koezienten des Systems
(4.64) lautet in Analogie zu (4.55)
wi = (A
−T
0 A
T
1 )
iA−T0 c, (4.66)
womit der geeignete Ansatzraum für w durh
Kp(ΣT1 ) := span{w0,w1,w2, . . . ,wp−1} (4.67)
gegeben ist. Wegen (4.65) gilt daher für das reduzierte Modell (4.14) mit
bildP ⊇ Kp(ΣT1 ) (4.68)
unter der Bedingung (4.58), dass die ROM-Momente m¯0, m¯1, . . . , m¯p−1 mit jenen
des Originalmodells übereinstimmen.
Mit den am transponierten System aufgezeigten Eigenshaften kann die Aussage
(4.63) wie folgt erweitert werden:
Die Verwendung von Projektionsmatrizen P und Q mit den Eigenshaften (4.57)
bzw. (4.68) führt unter der Bedingung (4.58) auf ein ordnungsreduziertes Modell,
mit der Eigenshaft
m¯k = mk für k = 0, 1, . . . , p+ q − 1. (4.69)
Die ROM-Übertragungsfunktion stimmt also in den ersten q+pMomenten mit jenen
der Originalübertragungsfunktion überein.
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Der Beweis für die momentabgleihende Eigenshaft der Krylov-Unterraumverfahren
wird beispielsweise in [FF95℄ erbraht. In [SLL03a℄ wird dieser Beweis auf Krylov-
Verfahren für Matrix-Polynome höherer Ordnung erweitert.
Neben der Beibehaltung der momentabgleihenden Eigenshaften überwinden die
Krylov-Verfahren die in Abshnitt 4.2.1 aufgezeigten Shwähen der AWE-Methode
und ermöglihen die eziente Anwendbarkeit der Modellordnungsreduktion auf eine
Vielzahl praktisher Problemstellungen.
Eine Einshränkung des PVL-Verfahrens besteht in der Drei-Shritt-Rekursion, die
dem Lanzos-Algorithmus bei der Bildung der Projektionsbasis zugrunde liegt. Auf-
grund numerisher Eekte kann damit ein Orthogonalitätsverlust der Basisvektoren
einhergehen und ein vorzeitiger Einbruh des Verfahrens eintreten. Zwar existieren
modizierte Algorithmen [GL96, S. 482 ℄, die diesen Nahteil eliminieren, für die
vorliegende Arbeit wird jedoh die Arnoldi-Iteration gemäÿ Algorithmus 1 gewählt,
da diese einen guten Kompromiss aus Robustheit und Rehenaufwand darstellt. Im
Gegensatz zur Lanzos-Iteration ist zudem keine Symmetrie der Systemmatrizen ge-
fordert, und die Rekursion zur Berehnung der Projektionsbasis bezieht alle zuvor
ermittelten Basisvektoren mit ein. Damit ist beim Arnoldi-Algorithmus die Bedin-
gung (4.53) stets gewährleistet, und er ist unverändert auh auf niht-symmetrishe
Systeme anwendbar.
Algorithmus 1 Arnoldi-Algorithmus zur Berehnung von Kn(A, g) gemäÿ (4.52)
1: q1 = g/ ‖g‖2
2: for k = 1, 2, . . . , n− 1 do
3: q˜k+1 = Aqk;
4: for j = 1, 2, . . . , k do
5: hjk = q
H
j Aqk;
6: q˜k+1 = q˜k+1 − hjkqj;
7: end for
8: hk+1,k = ‖q˜k+1‖2 ;
9: qk+1 = q˜k+1/hk+1,k
10: end for
Die mit dem Arnoldi-Algorithmus berehneten Koezienten hjk stellen die Einträge
einer oberen Hessenberg-Matrix dar,
Hn :=


h11 h12 . . . h1n
h21 h22 . . .
.
.
.
0
.
.
.
.
.
.
.
.
.
0 . . . hn,n−1 hnn

 . (4.70)
Diese entspriht der Projektion von A auf den Krylov-Unterraum Kn(A, g). Der
Arnoldi-Algorithmus bildet die Grundlage ezienter iterativer Gleihungs- und Ei-
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genwertlöser, wie beispielsweise der GMRES-Verfahren (Generalized Minimal Resi-
dual Method) [Saa96, S. 157℄. Die Lösungsverfahren haben gemeinsam, dass Nähe-
rungen der gesuhten Gröÿen anhand der niedrigdimensionalen Hessenberg-Matrix
bestimmt werden. Bei geeigneten Matrizen A, d. h. bei Matrizen die am Rand des
Spektrums keine Eigenwert-Cluster aufweisen, stellen die betragsgröÿten Eigenwerte
von Hn bereits für niedrige Dimensionen n ≪ N sehr gute Approximationen der
Eigenwerte von A dar [Saa92b, S. 204℄. Aufgrund der niedrigen Dimension von Hn
können die Eigenwerte zum Problem
Hnv¯ = λv¯ (4.71)
mit klassishen Ansätzen, wie dem QR-Verfahren ezient bestimmt werden. Die so
approximierten Eigenwerte von A heiÿen Ritz-Werte und die zugehörigen Eigenvek-
tornäherungen
v˜ = Qv¯ (4.72)
entsprehend Ritz-Vektoren [Saa92b, S. 175℄.
4.2.3 Residuenberehnung im Arnoldi-Verfahren
Eine wihtige Gröÿe zur Bewertung von Näherungslösungen, beziehungsweise der
Qualität ordnungsreduzierter Modelle, stellt das Residuum dar. Für die Zustands-
gleihung des Systems (4.40) ist das Residuum zu einer Näherungslösung x˜ = Qx¯
durh die Beziehung
r := (A0 + sA1)x˜− b (4.73)
gegeben. Aus der Arnoldi-Iteration
q1 = A
−1
0 b, (4.74)
A−10 A1Qn = QnHn + hn+1,nqˆn+1eˆ
T
n (4.75)
folgt mit eˆTn = (0, 0, . . . , 0, 1) ∈ R1×n,
A−10 b = Qneˆ1h11 (4.76)
und der Näherungslösung
x˜ = Qnx¯ (4.77)
das Residuum in der Form
r = (A0 + sA1)Qnx¯− b (4.78)
= (A0 + sA1)Qnx¯−A0Qneˆ1h11
= A0Qn [(I+ sHn)x¯− eˆ1h11] + shn+1,nA0qˆn+1eˆTn x¯. (4.79)
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Mit der Bedingung
QTnr = 0 (4.80)
kann der Ausdruk geshrieben werden als
QTnA0
[
Qn(I+ sHn) + shn+1,nqˆn+1eˆ
T
n
]
x¯ = QTnb, (4.81)
⇔ [I+ sHn + shn+1,n(QTnA0Qn)−1QTnA0qˆn+1eˆTn] x¯ = eˆ1h11. (4.82)
Durh Einsetzen in (4.79) gilt für das Residuum shlieÿlih
r = shn+1,nA0
[
I−Qn(QTnA0Qn)−1QTnA0
]
qˆn+1(eˆ
T
n x¯). (4.83)
Damit sind in der Darstellung des Residuums nur noh Terme der Dimension n≪ N
oder Produkte, die ohnehin im Arnoldi-Verfahren berehnet werden, enthalten. Die
Residuenauswertung für eine groÿe Zahl an Parameterstützstellen si ist daher mit
geringem Aufwand zu bewerkstelligen. Durh eine Eigenzerlegung der Systemma-
trix lässt sih der Rehenaufwand nohmals verringern, wie im folgenden Abshnitt
gezeigt wird.
4.2.4 Shnelle Auswertung von Ausgangsgröÿe und
Residuum
Die Bewertung der Qualität der Näherungslösung aus einem ordnungsreduzierten
Modell ist umso aussagekräftiger, je feiner der untersuhte Parameterbereih abge-
tastet ist. Um den Aufwand im Vergleih zum gesamten MOR-Prozess möglihst
gering zu halten, werden eziente Methoden zur Auswertung der Residuen (4.83)
und der Ausgangsgröÿe z(s) vorgeshlagen. Grundlage der Vorgehensweise ist die
Berehnung der Eigenpaare (λ¯i, v¯i), i = 1, . . . , n zum verallgemeinerten Eigenwert-
problem in der ROM-Domäne:
A¯0V¯ = A¯1V¯ diag (λ1, λ2, . . . , λn) mit V¯ = [v¯1 . . . v¯n], (4.84)
V¯T A¯1V¯ = I. (4.85)
Da A¯0 und A¯1 symmetrish sind und auÿerdem A¯1 positiv denit ist, ist die Dia-
gonalisierbarkeit des Paars (A¯0, A¯1) gegeben [Saa92b, S. 295℄. Der Basiswehsel
x¯ = V¯w¯ (4.86)
führt auf die als Funktion von s shnell auswertbaren Beziehungen
w¯ = diag
(
1
λ¯i + s
)
V¯T b¯, (4.87)
z = s(V¯T b¯)T diag
(
1
λ¯i + s
)
V¯T b¯, (4.88)
r = shn+1,nA0
[
I−QnV¯ diag
(
1
λ˜i
)
V¯TQTnA0
]
qˆn+1(eˆ
T
nV¯w¯). (4.89)
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Insbesondere die Auswertung des Residuums kann sehr ezient gestaltet werden,
da lediglih der konstante Anteil
r0 := hn+1,nA0
[
I−QnV¯ diag
(
1
λ˜i
)
V¯TQTnA0
]
qˆn+1 (4.90)
mit einem s-abhängigen Faktor in der Form
r = s(eˆTnV¯w¯)r0 (4.91)
skaliert werden muss.
4.2.5 Shift- und Invert-Vorkonditionierung
Die bisher aufgezeigten Eigenshaften der Modellordnungsreduktionsverfahren ba-
sieren auf einem Momentenabgleih im Ursprung s = 0. Dabei wird die Approxima-
tionseigenshaft der Krylov-Unterraum-Verfahren unter anderem mit der Tatsahe
erklärt, dass die Krylov-Vektoren den Raum jener Eigenvektoren aufspannen, die
zu isolierten Eigenwerten am Rand des Spektrums gehören [BDD
+
00, Kapitel 7℄.
Im konkreten Fall des Raums Kn(Σ1) = Kn(A−10 A1,A−10 b) heiÿt das, es werden
Approximationen zum verallgemeinerten Eigenwertproblem
(A0 − λA1)v = 0 (4.92)
⇔ A−10 A1v =
1
λ
v (4.93)
bestimmt, wobei die gefundenen Ritzwerte λ˜ im Wesentlihen in der Abfolge
|λ˜1| ≤ |λ˜2| ≤ |λ˜3| ≤ . . . (4.94)
konvergieren [BDD
+
00, S. 369℄. Mit der Invertierung vonA0, also der Invert-Vorkon-
ditionierung, werden die betragskleinsten Eigenwerte an den Rand des Spektrums
überführt. Mit dem Arnoldi-Algorithmus konvergieren daher zunähst die Eigenwer-
te in der Umgebung von s = 0. Ist für ein gegebenes System das Verhalten in einer
Umgebung
Is := [smin, smax] = [s0 −∆s, s0 +∆s] (4.95)
um den Entwiklungspunkt s0 6= 0 von Interesse, kann durh einen Parameter-Shift
sˆ : s 7−→ s− s0 (4.96)
das Spektrum des Systems derart vershoben werden, dass zuerst die Eigenwerte in
der Umgebung von s0 konvergieren und auh der Momentenabgleih im Entwik-
lungspunkt s0 stattndet. Der Shift (4.96) führt auf die Darstellung der Systemglei-
hung in der Form
A0 + (s− s0 + s0)A1x = b (4.97)
⇔ (A0 + s0A1) + sˆA1x = b. (4.98)
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Mit der Abkürzung
Aˆ0 := A0 + s0A1 (4.99)
wird das Eigenwertproblem (4.92) in die Form
Aˆ0 − λˆA1v = 0 (4.100)
überführt, wobei der hierin auftretende Eigenwert über die Beziehung
λˆ = λ+ s0. (4.101)
mit dem Eigenwert λ in (4.92) zusammenhängt. Das LTI-System
Σˆ(sˆ) =
{
(Aˆ0 + sˆA1)x = b
z = cTx
(4.102)
ist nah dem Parameter-Shift wieder mit derselben Parametrierung wie in (4.40)
gegeben und es gelten dieselben Aussagen bezüglih der Eigenwert-Konvergenz, in
diesem Fall jedoh für die Umgebung von sˆ = 0. Der mittels Shift- und Invertvorkon-
ditionierung generierte Krylov-Unterraum zum System (4.102) lautet entsprehend
Kn(Σˆ1) = span{gˆ, Aˆgˆ, Aˆ2gˆ, . . . , Aˆn−1gˆ} (4.103)
mit
Aˆ := −Aˆ−10 A1 und gˆ := Aˆ−10 b. (4.104)
Die Shift-Invert-Vorkonditionierung ist genauso auh auf Systeme höherer Ordnung
anwendbar, also für die Verfahren aus Abshnitt 4.3 zugänglih. Hierzu werden nah
Anwendung des Parameter-Shifts (4.96) Terme selber Ordnung in sˆ umsortiert und
ein äquivalentes System um den Entwiklungspunkt s0 aufgestellt. Im MOR-Prozess
ndet dann, wie hier für linear parametrierte Systeme gezeigt, der Momentenabgleih
im Punkt s0 statt.
4.3 Systeme höherer Ordnung
In Abshnitt 4.1.2 wird die Anwendung des Arnoldi- und des Lanzos-Algorithmus
auf Systeme mit linearer Parametrierung, das heiÿt L = 1, gezeigt. Allgemein poly-
nomiell parametrierte Systeme (4.5) mit L > 1 bedürfen eines erweiterten Ansatzes.
Eine Möglihkeit stellt beispielsweise die in [ZC02℄ aufgezeigte Linearisierung des
Systems dar. Allerdings wird hierbei die Systemdimension mit dem Faktor L verviel-
faht und die symmetrishe Struktur muss aufgegeben werden. Strukturerhaltende
Projektionsverfahren für Systeme höherer Ordnung stellen für L = 2 das Seond
Order Arnoldi - (SOAR) [BS05b℄ und für beliebiges L das Well Conditioned AWE -
Verfahren (WCAWE) [SLL03a℄ dar. Diese basieren beide auf der Konstruktion ei-
ner orthogonalen Basis für den Krylov-Unterraum höherer Ordnung. Für Matrizen
A0,A1, . . . ,AL ∈ CN×N und Vektoren b0,b1, . . . ,bL ∈ CN ist dieser deniert als
Kq(A0,A1, . . . ,AL;b0,b1, . . . ,bL) := span{x0,x1, . . . ,xq−1} (4.105)
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mit
x0 = b0 (4.106a)
x1 = b1 −A1x0 (4.106b)
x2 = b2 −A1x1 −A2x0 (4.106)
.
.
.
xβ = bβ −
L∑
α=1
Aαxβ−α (4.106d)
und
bβ = 0 für β > L. (4.107)
Damit lässt sih die Aussage (4.60) des Momentenabgleihs auh auf Systeme hö-
herer Ordnung entsprehend der Denition (4.5) übertragen: Erfüllt ein ordnungs-
reduziertes Modell gemäÿ (4.14) die Bedingung
det(PTA0Q) 6= 0 (4.108)
und ist die Ansatzmatrix Q derart gewählt, dass
spanQ ⊇ Kq(Σ) := A−10 Kq(A1,A2, . . . ,AL;b0,b1, . . . ,bL) (4.109)
gilt, dann lässt sih der Momentenabgleih in der Form
m¯k = mk für k = 0, 1, . . . , q − 1 (4.110)
auh für Systeme höherer Ordnung aufreht erhalten.
Entsprehend kann die Anzahl abgeglihener Momente vergröÿert werden, wenn zu-
sätzlih
Kp(ΣT ) ⊆ spanP (4.111)
gilt. Beweise zu den getroenen Aussagen nden sih in [Far07℄.
Darüber hinaus sind Einpunktverfahren auh sehr ezient bei der Ordnungsreduk-
tion multivariater Systeme einsetzbar [Far07℄.
4.4 Systeme in der Simulation elektrodynamisher
Felder
In Kapitel 3 wird gezeigt, wie sih die Maxwell-Gleihungen in das Finite-Elemen-
te LTI-System (3.52) überführen lassen. Grundlage der folgenden Betrahtungen
wie auh der Computerimplementierung bildet ausshlieÿlih das TFE-System; aus
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Gründen der Übersihtlihkeit wird jedoh auf die Angabe des Index TF bei den
Systemkomponenten verzihtet.
Damit das LTI-System den Werkzeugen der Modellordnungsreduktion zugänglih
gemaht werden kann, sind vorab spezielle Eigenshaften des Systems zu erläutern.
Die hier gewählte FE-Formulierung (3.28) ist auf die Analyse von Wellenphänome-
nen in Mikrowellenstrukturen, also auf Hohfrequenzanwendungen zugeshnitten.
Für diese Formulierung ist aus (3.28a) zu erkennen, dass aufgrund des Rotations-
operators alle Gradienten gradφ ∈ Wh im Nullraum von S liegen und damit S
singulär wird. Das System hat für den Grenzfall jk0 → 0 keine eindeutige Lösung.
Unter Beahtung dieser Einshränkung wird für die Charakterisierung des FE-Sys-
tems der Wellenzahlbereih
Ik0h =
{
k0,1, k0,2, . . . , k0,Nf
}
mit k0,i = 2πfi
√
ε0µ0, i = 1, . . . , Nf (4.112)
festgelegt.
Die in der Systemdenition (4.5) geforderte Regularität der Matrix A0 kann für das
FE-System gemäÿ der Betrahtungen in Abshnitt 4.2.5 durh einen Parameter-
Shift
sˆ : jk0 7→ j(k0 − kˆ0) (4.113)
bewerkstelligt werden. Dadurh wird zum einen die Invertierung der parameterun-
abhängigen Matrix
Sˆ := S+ jkˆ0D+ (jkˆ0)
2T (4.114)
ermögliht und zum anderen, bei entsprehender Wahl von kˆ0 ∈ Ik0h , eine verbesserte
Konvergenz in der Modellordnungsreduktion erzielt. Nah Anwendung des Parame-
ter-Shifts (4.113) lässt sih das FE-System in der Form
ΣFE(sˆ) =
{
(Sˆ+ sˆDˆ+ sˆ2T)X = (jkˆ0 + sˆ)η0B
Z = BTX
(4.115)
shreiben, wobei
Dˆ := D+ 2jkˆ0T (4.116)
gilt. Mit (4.115) liegt somit ein System zweiter Ordnung vor, das alle Eigenshaften
der Denition (4.5) erfüllt und daher den projektionsbasierten Modellordnungsre-
duktionsverfahren zugänglih ist. Damit sind auh die momentabgleihenden Eigen-
shaften der entsprehenden MOR-Verfahren gewährleistet.
Wie in Abshnitt 3.4.1 erläutert, ist die polynomielle Parametrierung der rehten
Seite niht mehr aufreht zu erhalten, wenn TE- oder TM-Moden im System zu
berüksihtigen sind. Diese wirken gemäÿ (3.64) mit der Skalierung Ξ(kˆ0, k0) auf
die rehte Seite. Eine genaue Betrahtung der Denition von Krylov-Unterräumen
mit höherer Ordnung in B gemäÿ (4.106) zeigt jedoh, dass diese Räume invariant
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gegenüber Skalierungen der rehten Seite sind. Die lineare Hülle des Krylov-Unter-
raums zum System ΣFE(sˆ) wird von der konkreten Skalierung der Anregung B niht
beeinusst. Es gilt
Kn(ΣFE) = Kn(Sˆ−1Dˆ, Sˆ−1T; jk0η0Sˆ−1B)
= Kn(Sˆ−1Dˆ, Sˆ−1T; (jkˆ0 + sˆ)η0Sˆ−1B)
= Kn(Sˆ−1Dˆ, Sˆ−1T; (jkˆ0 + sˆ)η0Sˆ−1BΞ(kˆ0, k0))
= Kn(Sˆ−1Dˆ, Sˆ−1T; Sˆ−1B).
(4.117)
Da die Skalierung Ξ(kˆ0, k0) identish auf die Übertragungsfunktionen des Original-
und des ROM-Systems wirkt, bleibt die momentabgleihende Eigenshaft unverän-
dert erhalten.
Für den wihtigen Spezialfall des verlustfreien elektrodynamishen Systems, bei dem
Leitungs- und Abstrahlungsverluste vernahlässigt werden können, gilt D = 0. Dies
erlaubt die Einführung des Parameters
κ := kˆ20 − k20, (4.118)
und damit die Formulierung eines elektrodynamishen Systems mit linear parame-
trierter Systemmatrix
(S− kˆ20T) + (kˆ20 − k20)T = Sˆ+ κT. (4.119)
In Kapitel 6 wird die Anwendung von MOR-Verfahren für diese wihtige Systemklas-
se beshrieben und in diesem Zusammenhang ein neuer Fehlershätzers vorgestellt.
4.5 Denition und Eigenshaften von ROM-Fehlern
Um eine Aussage hinsihtlih der Approximationseigenshaften eines ROMs treen
zu können, sind geeignete Bewertungskriterien zu denieren. In der vorliegenden Ar-
beit werden ausshlieÿlih jene Fehler betrahtet, die beim Übergang vom originalen
System (4.5) zum ordnungsreduzierten Modell (4.14) entstehen. Andere Modellie-
rungsfehler, wie beispielsweise Diskretisierungsfehler der FE-Methode, sind niht
Bestandteil der nahfolgenden Untersuhungen.
Als naheliegende Kriterien werden zunähst der Fehler im Lösungsvektor
ex(s) := Qx¯(s)− x(s) (4.120)
und der Fehler in der Übertragungsfunktion
eH(s) := H¯(s)−H(s) (4.121)
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eingeführt. Für ordnungsreduzierte Systeme mit den Eigenshaften (4.57) und (4.58)
gilt dann
‖ex(s)‖ ∈ O(sq), (4.122)
|eH(s)| ∈ O(sq). (4.123)
In der Umgebung des Entwiklungspunkts s = 0 verhält sih der Fehler also pro-
portional zu sq.
Die Eigenshaft (4.122) lässt sih durh Einsetzen von (4.60) in die Taylor-Entwik-
lung (4.29) überprüfen. Die Gültigkeit von (4.123) folgt dann wegen
∥∥cT (s)∥∥ =
∥∥∥∥∥
L∑
i=0
sicTi (s)
∥∥∥∥∥ ∈ O(1) (4.124)
zu
|eH(s)| =
∣∣cT (s)ex(s)∣∣ ≤ ∥∥cT (s)∥∥ ‖ex(s)‖ ∈ O(s0+q) = O(sq). (4.125)
Ebenso wie die Anzahl der abgeglihenen Momente, verdoppelt sih auh die Fehler-
ordnung in der Übertragungsfunktion, wenn zusätzlih der Testraum die Bedingung
(4.68) erfüllt.
Um dies zu zeigen, wird zunähst das ordnungsreduzierte Modell zum transponierten
System (4.64) aufgestellt,
Σ¯T (s) =
{
A¯T (s)w¯(s) = c¯(s),
v¯(s) = b¯T (s)w¯(s)
(4.126)
und der Fehlervektor des transponierten Systems
ew := Pw¯−w (4.127)
eingeführt. Für den gesuhten Ausgangsfehler eH folgt damit
eH
(4.121)
= H¯ −H = cT (Qx¯− x) (4.120)= cTex (4.126)= wTAex
(4.127)
= (Pw¯− ew)TAex = w¯TPTAex − eTwAex. (4.128)
Aufgrund der Galerkin-Bedingung (4.22) gilt
PTAex = P
T r = 0 (4.129)
und somit
eH = −eTwAex. (4.130)
Da A ein Polynom in s ist und die Fehlervektoren den Beziehungen ‖ex(s)‖ ∈ O(sq)
bzw. ‖ew(s)‖ ∈ O(sp) genügen, ist die Behauptung
eH ∈ O(sq+p) (4.131)
erfüllt.
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Kapitel 5
Adaptive Strategien in der
Mehrpunkt-
Modellordnungsreduktion
Modellordnungsreduktionsverfahren haben sih in vielen Anwendungsfeldern als ein
sehr ezientes Werkzeug zur shnellen Frequenzgangberehnung linearer Systeme
bewährt. Wie in Abshnitt 4.1.1 erläutert, zeihnen sih Mehrpunktverfahren durh
eine hohe Flexibilität aus und erlauben die eziente Anwendbarkeit von iterati-
ven Lösern. Neben FE-Anregungsproblemen können Mehrpunktverfahren auh zur
Charakterisierung inhomogener Wellenleiter eingesetzt werden. Die Wellenleiterfor-
mulierung führt auf ein verallgemeinertes Eigenwertproblem, dessen Lösungen die
Ausbreitungskoezienten und zugehörige modale Wellenformen sind [SFDE08℄.
Ein zentraler Aspekt im Rahmen der Modellordnungsreduktion besteht in der For-
mulierung eines geeigneten Abbruhkriteriums, welhes die folgenden Anforderungen
berüksihtigen muss:
• Das Kriterium darf niht zum Beenden der MOR-Iteration führen, bevor das
ordnungsreduzierte Modell die gewünshte Genauigkeit erreiht hat.
• Das Kriterium soll die Generierung redundanter Informationen unterbinden,
also die Anzahl zeitintensiver MOR-Iterationen klein halten, um eine eziente
Auswertung zu gewährleisten
• Die Auswertung des Kriteriums soll die zusätzlihen Rehenzeiten und Spei-
heranforderungen möglihst gering halten.
In den folgenden Abshnitten werden in Anlehnung an [KFK
+
11℄ und [SFKDE11℄
untershiedlihe Strategien zur adaptiven Konstruktion des ROMs untersuht. Hier-
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bei kommen residuenbasierte sowie inkrementelle Fehlerindikatoren zur Anwendung.
In der vorliegenden Arbeit wird ein direkter Vergleih der genannten Strategien
dargestellt, der insbesondere auf die spezishen Eigenshaften elektrodynamisher
Problemstellungen eingeht.
Der naive Ansatz, Entwiklungspunkte si gleihmäÿig über den Frequenzbereih zu
verteilen, führt in der Regel niht auf ein optimales Ergebnis in der Mehrpunkt-
Iteration. Insbesondere werden neue Punkte an Stellen gesetzt, an denen die Sys-
temlösung weitestgehend redundante Information liefert. Gleihzeitig wird mit die-
sem Vorgehen in Frequenzbereihen mit hoher Systemdynamik das Systemverhalten
niht hinreihend aufgelöst. Dieser Ansatz führt demnah auf ordnungsreduzierte
Modelle unnötig hoher Dimension oder unzureihender Genauigkeit.
Mit der Greedy-Methode [RRM09℄ wird eine Strategie vorgeshlagen, die diese Ein-
shränkung überwindet. Hierbei werden neue Stützstellen in jene Punkte gelegt, in
denen ein geeignetes Fehlerkriterium ein Maximum annimmt.
Alternativ zur Greedy-Methode wird das Bisektions-Verfahren untersuht. Dieses
beruht auf der sukzessiven Teilung jener Intervalle, die den maximalen Wert für ein
Fehlerkriterium beinhalten [SFDE09℄. Im Gegensatz zur Greedy-Methode müssen
hierbei die Fehlerkriterien niht punktweise betrahtet werden. Stattdessen ist es
auh möglih ein integrales Fehlermaÿ für Teilintervalle heranzuziehen. Die Vorge-
hensweise des Bisektions-Verfahrens wird dadurh begründet, dass der Interpolati-
onsfehler für glatte Felder dazu tendiert, um den Mittelpunkt zwishen zwei Stütz-
stellen sein Maximum anzunehmen. Daraus resultiert die Annahme, dass durh die
Wahl einer Stützstelle in diesem Mittelpunkt ein Maximum an neuer Information
zur ROM-Basis hinzugefügt werden kann.
Die numerishen Experimente in Abshnitt 5.4 belegen, dass für beide Ansätze, die
Greedy- wie auh die Bisektions-Methode, exponentielle Konvergenz und somit eine
vergleihbare Ezienz erreiht wird.
Unabhängig von der Punktwahlstrategie muss in jedem Adaptionsshritt ein Feh-
lerkriterium in einer Vielzahl von Auswertungspunkten berehnet werden, weshalb
der shnellen Berehnung des Kriteriums eine zentrale Bedeutung zukommt. Ein zu
hoher Aufwand würde die Vorteile der Modellordnungsreduktion zunihte mahen.
5.1 Mehrpunkt-Modellordnungsreduktion in der Si-
mulation elektrodynamisher Felder
Wie bereits bei den Einpunktverfahren festgestellt, kann die mathematishe Be-
handlung der FE-Systeme ohne Beshränkung der Allgemeinheit anhand des SISO-
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Falls hinreihend erläutert werden. Im Falle mehrerer Ein- und Ausgangsgröÿen sind
entsprehende Blokalgorithmen anzuwenden, die in trivialer Weise aus den SISO-
Gleihungen abzuleiten sind [SFDE09℄.
5.1.1 Anregungsprobleme
Basierend auf den in Abshnitt 4.1.1 gezeigten Zusammenhängen wird nahfolgend
das Mehrpunkt-Verfahren auf elektrodynamishe Problemstellungen angewendet.
Dazu wird als Ausgangspunkt das FE-Gleihungssystem (3.52) herangezogen, das
mit der Abkürzung
s := jk0 (5.1)
und unter Weglassen der TF-Indizes in der Form
A(s) :=
(
S+ sD+ s2T
)
x = sη0b (5.2)
gegeben ist. Wie in Abshnitt 4.1.1 beshrieben, werden Lösungen
xk := x(sk) (5.3)
an Stützstellen sk ∈ Ish bestimmt, die die lineare Hülle des Ansatzraumes
bildQ := span{x1, . . . ,xK} (5.4)
mit
Q = [q1,q2, . . . ,qK ], q
H
i qj = δij , (5.5)
aufspannen.
Im Sinne einer Galerkin-Methode wird der Testraum mit dem Ansatzraum gleih-
gesetzt,
P := Q. (5.6)
Entsprehend der Denition in Abshnitt 4.1 ergibt sih so das ordnungsreduzierte
Modell der FE-Gleihung durh Projektion in der Form
Σ¯(s) =
{
A¯(s)x¯(s) = η0sb¯,
z¯(s) = b¯T x¯(s)
(5.7)
mit der Systemmatrix
A¯(s) := QT
(
S+ sD+ s2T
)
Q (5.8)
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und der Anregung
b¯ := QTb. (5.9)
Die Näherungslösung x˜(s) ≈ x(s) zum FE-System (3.52) ist dann durh
x˜(s) = Qx¯(s) mit x˜(s) ∈ CN und x¯(s) ∈ CK (5.10)
gegeben. So lange die Dimension K des ROM wesentlih kleiner als die des Origi-
nalsystems ist, K ≪ N , kann das ROM um ein Vielfahes shneller ausgewertet,
und somit eine hohe Auösung im relevanten Frequenzbereih erreiht werden.
5.1.2 Radial inhomogene Wellenleiter
In den bisherigen Ausführungen wurden lediglih homogene Wellenleiter betrah-
tet, bei denen die Feldverläufe von der Frequenz unabhängig sind und der Aus-
breitungskoezient über die Dispersionsgleihung (2.40) einfah bestimmt werden
kann. Entsprehend Abshnitt 4.4 erlaubt diese explizite Frequenzabhängigkeit die
Anwendung der Modellordnungsreduktion ohne weitere Einshränkungen.
Bei inhomogenen Wellenleitern treten hingegen allgemein dispersive Wellenformen
auf, deren transversale Feldverläufe frequenzabhängig sind. Der Ausbreitungskoe-
zient kann für diesen Wellenleiter in der Regel niht mehr durh einen geshlossenen
Ausdruk angegeben werden, dieser ist daher numerish zu bestimmen. Die Metho-
de zur Behandlung allgemein dispersiver Wellenformen im Rahmenwerk der Modell-
ordnungsreduktion wurde in [SFDE08℄ vorgestellt. An dieser Stelle wird lediglih
die grundlegende Idee der Vorgehensweise angedeutet, da der Fokus nahfolgender
Untersuhungen auf den anzuwendenden Abbruhkriterien, jedoh niht auf dem
Verfahren selbst liegt.
Das Ziel der Modellordnungsreduktion im Zusammenhang mit inhomogenen Wel-
lenleitern besteht darin, den Feldverlauf und der zugehörige Ausbreitungskoezient
einer Wellenform über einen breiten Frequenzbereih zu berehnen. Grundlage bildet
hierbei das verallgemeinerte Eigenwertproblem, wie es gemäÿ [LLL03℄ und [FHDE04℄
aus der FE-Diskretisierung resultiert:
2∑
r=0
f rSrx(f) = γ
2(f)Tx(f). (5.11)
Hierin ist γ ∈ C der Ausbreitungskoezient und x ∈ CNWG der zugehörige Ei-
genvektor. Analog zum Anregungsproblem in Abshnitt 3.4 werden die Komponen-
ten S0,1,2R
N
WG
×N
WG
als Steigkeitsmatrizen bezeihnet, während T ∈ RNWG×NWG
die Massenmatrix darstellt. Die vorliegende Struktur erlaubt somit die Anwen-
dung des Mehrpunktverfahrens in gleiher Weise wie für den Anregungsfall. Al-
lerdings werden hier modale Lösungen x(fj), j = 1, 2, . . . ,M , also Eigenvektoren
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in den Entwiklungspunkten f1, f2, . . . , fM ∈ Ihf gesuht, um eine Projektionsbasis
{w1,w2, . . . ,wM} mit der Eigenshaft
span{w1,w2, . . . ,wM} ⊆ span{x1,x2, . . . ,xM} (5.12)
zu konstruieren.
Für die numerishe Berehnung muss gemäÿ der Ausführungen in [SFDE08℄ ge-
währleistet sein, dass die Basisvektoren wj T-orthogonal zum a priori bekannten
Unterraum
N := span{n1(f),n2(f), . . . ,nNn} (5.13)
von Nullfeldern ni(f) sind. Die Nullfelder ergeben sih als niht-triviale Lösungen
aus dem Gleihungssystem
2∑
r=0
f rSrn(f) = 0 (5.14)
und müssen zur Vermeidung unphysikalisher Lösungen im MOR-Prozess aus den
Projektionsräumen ausgeshlossen werden. Es wird daher gefordert, dass die Basis-
vektoren wj(f) der Bedingung
nTi (f)Twj(f) = 0 (5.15)
für alle Frequenzen f genügen. Wie in [SFDE08℄ gezeigt, kann dieser Forderung
mittels einer frequenzabhängigen Transformation der Form
qj(f) = (Q0 + fQ1)wj mit geeigneten Matrizen Q0,Q1 ∈ RNWG×NWG (5.16)
genüge getan werden. Mit den so ermittelten Basisvektoren werden, wie im Anre-
gungsfall, die Projektionsmatrizen
Q = [q1q2 · · ·qK ] und P = Q (5.17)
zusammengesetzt und das ordnungsreduzierte Modell
4∑
r=0
f rS¯rx¯(f) = γ
2
2∑
r=0
f rT¯rx¯(f) (5.18)
mit S¯0...4, T¯0...2 ∈ CM×M gebildet. Hierin berehnet sih die linke Seite über die
Beziehung
4∑
r=0
f rS¯r = Q
H(Q0 + fQ1)
H
(∑2
r=0
f rSr
)
(Q0 + fQ1)Q (5.19a)
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und für die rehte Seite gilt
2∑
r=0
f rT¯r = Q
H(Q0 + fQ1)
HT(Q0 + fQ1)Q. (5.19b)
Die ROM-Näherungslösung x˜ ≈ x ist über die Beziehung
x˜(f) = (Q0 + fQ1)Qx¯(f) (5.20)
gegeben.
5.2 Fehlerindikatoren
Die Modellordnungsreduktion ermögliht eine breitbandige Charakterisierung elek-
trodynamisher Systeme bei gleihzeitig hoher Auösung im betrahteten Frequenz-
bereih If . Für typishe Anwendungen wird eine Auösung von Nf = 1000 . . . 5000
Frequenzpunkten angestrebt, um auh shmalbandige Eekte darstellen zu können.
Damit wird deutlih, dass neben der shnellen Auswertbarkeit des ROMs auh die
Berehnung des Fehlerkriteriums ezient gestaltet werden muss. Nahfolgend werde
zwei Ansätze vorgeshlagen, die diese Voraussetzung erfüllen.
5.2.1 Residuen-basierte Indikatoren
Die Residuen r zu den FE-Gleihungen (5.2) bzw. (5.11) bezüglih der ROM-Ap-
proximationen x¯ genügen den folgenden Beziehungen:
• Anregungsfall: Für (5.2) gilt mit (5.10) für das Residuum
r(s) = A(s)x˜(s)− η0sb. (5.21a)
• Wellenleiterprobleme: Für (5.11) gilt mit (5.20)
r(f) =
(∑
r
f rSr − γ2T
)
(Q0 + fQ1)x˜(f). (5.21b)
Als lokaler Indikator wird das relative Residuum
r(s) =
‖r(s)‖2
ρ0
, (5.22)
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herangezogen; analog r(f) für das Wellenleiterproblem. Hierin wird das Referenz-
residuum ρ0 von einer initialen Shätzung der FE-Lösung x0 abgeleitet. Im Anre-
gungsfall berehnet sih dieses über
ρ0 = max
si∈Ihs
‖A(si)x0 − η0sib‖2 (5.23)
und für Wellenleiterprobleme ergibt sih entsprehend
ρ0 = max
fi∈Ihf
∥∥∥(∑
r
f ri Sr − γ20(fi)T
)
x0
∥∥∥
2
. (5.24)
Zur Berehung des Residuums im Wellenleiterfall muss zusätzlih eine Approximati-
on des Eigenwerts γ2 bestimmt werden. Diese erfolgt über den Rayleigh-Koezienten
in der Form
γ2(fi) ≈ γ20(fi) =
xT0 S(fi)x0
xT0Tx0
. (5.25)
Mit den eingeführten Gröÿen lässt sih der globale Indikator R über dem gesamten
Parameterbereih als skalierte L2-Norm auf der Menge der Evaluierungspunkte Ish
bzw. Ifh
R =
√√√√ 1
Nf
Nf∑
i=1
r2i (5.26)
formulieren, wobei hier die Abkürzung ri = r(fi) bzw. ri = r(si) verwendet wird.
Häug wird für iterative Lösungsverfahren als Abbruhkriterium das Residuum her-
angezogen, was sih für praktishe Anwendungen als sehr ezient und zuverlässig
erweist. Daher ist auh im Rahmen der Modellordnungsreduktion diese Vorgehens-
weise naheliegend, auh wenn ein kleines Residuum niht notwendig auf einen kleinen
Fehler shlieÿen lässt.
Wie zuvor shon erläutert, ist eine wesentlihe Anforderung durh die shnelle Aus-
wertbarkeit der Indikatoren gegeben. In der Residuengleihung (5.21) erfolgt die
Berehnung anhand hohdimensionaler FE-Matrizen und -Vektoren. Obwohl die
Matrizen dünnbesetzt sind und somit Produkte ezient berehnet werden können,
ist der Aufwand zur Indikatorberehnung niht mehr zu vernahlässigen. Dies liegt
insbesondere an der groÿen Anzahl Nf an Auswertepunkten. Das Auswerten des
Kriteriums in jedem ROM-Iterationsshritt würde somit den gesamten ROM-pro-
zess dominieren.
In weiterer Folge wird gezeigt, wie die Auswertung des Residuums und damit auh
des globalen Fehlerkriteriums sehr ezient gestaltet werden kann. Mit Hilfe der
Darstellung der Näherungslösung (5.10) kann die quadrierte Norm des Residuums
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im Anregungsfall (5.21a) geshrieben werden als
‖r‖22 = x¯H
(
QHAH(s)A(s)Q
)
x¯
+ 2Re
[
η0s
(
bHA(s)Q
)
x¯
]
+ η20 |s|2 ‖b‖22 . (5.27a)
Entsprehend führt das Wellenleiterproblem mit (5.20) und (5.21b) auf
‖r‖22 =
∑
s
∑
r
f r+sx¯H
(
QHSHs SrQ
)
x¯
− 2Re
[
γ2
∑
s
f sx¯H
(
QHSHs TQ
)
x¯
]
+ |γ|4x¯H (QHTHTQ) x¯. (5.27b)
Damit weisen alle auftretenden Matrizen und Vektoren in (5.27) lediglih die Di-
mension K auf, so dass die notwendigen Berehnungen mit den übrigen ROM-Ope-
rationen vergleihbar und damit sehr shnell auszuwerten sind. Auÿerdem fallen die
Produkte A(s)Q,SrQ und TQ ohnehin während der Generierung der ROM-Matri-
zen A¯(s), S¯r und T¯r in (5.8) bzw. (5.19) an und müssen niht zusätzlih berehnet
werden.
Die Kosten der Berehnung residuenbasierter Fehlerindikatoren fallen somit sehr ge-
ring aus, was die Eignung des globalen KriteriumsR als Indikator in einem adaptiven
Prozess unterstreiht.
5.2.2 Inkrementelle Indikatoren
Inkrementelle Indikatoren, wie in [SFDE09℄ beshrieben, basieren auf der Dierenz
der Ausgangsgröÿen zweier aufeinanderfolgender ROM-Iterationen k − 1 und k. Im
spezishen Fall von Anregungsproblemen in der elektromagnetishen Feldsimula-
tion stellen Netzwerkparameter, insbesondere S-Parameter Smn, geeignete Gröÿen
dar, um ein ROM zu bewerten. Der Zusammenhang zwishen der Ausgangsgröÿe Z
in (3.52) und S-Parametern wird in Abshnitt 6.5 näher erläutert. Für Wellenlei-
tern bildet der Ausbreitungskoezient γ jene Gröÿe, die zur Bewertung des ROM
herangezogen wird.
Für die weiteren Ausführungen wird der lokale Indikator e(f) eingeführt:
e(f) :=
{
|Skmn(f)− Sk−1mn (f)| im Anregungsfall,
|γk(f)− γk−1(f)| für Wellenleiter. (5.28)
Aus Gründen der besseren Lesbarkeit wird in weiterer Folge nur noh die Frequenz
f als System-Parameter gewählt. Da der Ausbreitungskoezient in Ifh beshränkt
ist und für S-Parameter einer passiven Struktur stets |Smn| ≤ 1 gilt, ergibt sih der
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entsprehende globale Indikator E für den gesamten Frequenzbereih als Maximum
von e(f) auf der Menge Ihf zu
E = max
fi∈Ihf
e(fi). (5.29)
Gleihung (5.28) zeigt, dass inkrementelle Indikatoren mit sehr geringem Rehenauf-
wand zu bestimmen sind. Darüber hinaus sind diese, im Gegensatz zu den residuen-
basierten Indikatoren, direkt mit der Systemlösung verknüpft. Demgegenüber steht
die Tatsahe, dass der tatsählihe Fehler insbesondere bei Verfahren mit langsamer
Konvergenz untershätzt wird. Dies führt zu einem vorzeitigen Abbruh der MOR-
Iteration und somit zu einem ROM, das niht die gewünshte Approximationsge-
nauigkeit aufweist. Wie sih jedoh bei den numerishen Beispielen in Abshnitt 5.4
zeigt, kann das Risiko des verfrühten Beendens der Iteration im MOR-Kontext ein-
geshränkt werden. Der globale Indikator E berüksihtigt die Änderung in vielen
Frequenzpunkten gleihzeitig. Damit der Indikator versagt, müsste demnah die Lö-
sung über dem gesamten Parameterbereih, also in allen Nf Evaluierungspunkten,
stagnieren. Zudem zeigen die untersuhten Ordnungsreduktionsverfahren eine sehr
shnelle Konvergenz, so dass betragsmäÿig kleine Dierenzen in aufeinanderfolgen-
den Iterationsshritten in der Regel erst dann auftreten, wenn das ROM shon in
sehr guter Näherung mit dem Originalmodell übereinstimmt.
5.3 Adaptive Strategien zur Bestimmung von
Entwiklungspunkten
Wie in Abshnitt 4.1.2 gezeigt, wird bei Einpunktverfahren lediglih die Lösung in
einem einzelnen Entwiklungspunkt benötigt. In den meisten Anwendungen basiert
die Festlegung der Entwiklungsfrequenz auf Erfahrungswerten, so dass zum Beispiel
die Mittenfrequenz gewählt wird. Ein ungünstig positionierter Entwiklungspunkt
kann dabei das Konvergenzverhalten des Verfahrens negativ beeinussen, so dass
das resultierende ROM bezüglih der Modellordnung niht optimal ist.
Im Gegensatz dazu ist bei Mehrpunktverfahren die Möglihkeit der adaptiven Punkt-
wahl gegeben. So kann im MOR-Prozess das Systemverhalten aus bereits bekannten
Lösungsanteilen bewertet und zur Wahl weiterer Entwiklungspunkte herangezogen
werden. Die folgenden Abshnitte behandeln zwei konkurrierende Strategien zur Po-
sitionierung der Entwiklungspunkte, wobei die Bewertung der Zwishenergebnisse
anhand der Fehlerindikatoren aus Abshnitt 5.2 erfolgt.
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5.3.1 Bisektionsmethode
Im ersten Shritt der Bisektionsmethode erfolgt eine Aufteilung des Frequenzbe-
reihs in zwei gleihgroÿe Teilintervalle [SFDE09℄. Für die jeweiligen Abshnitte
werden die globalen Fehlerindikatoren aus Abshnitt 5.2 ausgewertet und mitein-
ander verglihen. In jenem Teilintervall, das den gröÿten Wert für das Fehlermaÿ
aufzeigt, wird ein neuer Entwiklungspunkt in der Intervallmitte platziert. Das ent-
sprehende Teilintervall wird also erneut in zwei gleihgroÿe Abshnitte halbiert.
Anhand des Anregungsproblems kann diese Strategie wie folgt motiviert werden: Sei
[f1, f2] ein Intervall der Breite W := f2− f1 und x(f) ausreihend glatt, so dass die
zweite Ableitung x′′(f) beshränkt ist,
‖x′′(f)‖∞ ≤ L <∞ für f ∈ [f1, f2]. (5.30)
Unter der Voraussetzung, dass der durh Q aufgespannte Spaltenraum wesentli-
he Komponenten in Rihtung von x(f) aufweist, was für ein ROM ausreihender
Dimension angenommen werden kann, folgt aus der diskreten Version von [BS94,
Theorem 5.7.6℄ unter shwahen Annahmen für A(f) [BS94, Abshnitt 5.7℄, dass
das ROM dahingehend quasi-optimal ist, dass eine normabhängige positive Kon-
stante C <∞ derart existiert, dass
‖x˜(f)− x(f)‖ ≤ C min
y∈bildQ
‖y(f)− x(f)‖ (5.31)
gilt.
Da die FE-Lösungen x(f1) und x(f2) in den Entwiklungspunkten f1 und f2 in
bildQ liegen, gilt für die lineare Interpolation pI(f),
pI(f) = [(f − f1)x(f2)− (f − f2)x(f1)] /W. (5.32)
Gemäÿ [SB92, Theorem 2.1.4.1℄ ist der entsprehende Interpolationsfehler pI(f)−
x(f) beshränkt durh
‖pI(f)− x(f)‖ ≤ CILW 2 für f ∈ [f0, f1], (5.33)
mit einer normabhängigen positiven Konstante CI < ∞. Substitution von y durh
pI in (5.31) liefert für den ROM-Fehler die Shranke
‖x¯(f)− x(f)‖ ≤ CCILW 2 für f ∈ [f0, f1]. (5.34)
Aus Plausibilitätsgründen kann die Bisektionsmethode als sehr eziente Strategie
angenommen werden, da hierbei die maximale Breite des neuen Subintervalls auf
W/2 minimiert wird. Durh (5.34) wird damit die Konvergenz garantiert. Gleihzei-
tig wird zudem die minimale Distanz zwishen dem neuen Entwiklungspunkt und
dem nähsten Nahbarn maximiert, was Auslöshungseekte vermeidet.
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5.3.2 Greedy-Methode
Im Vergleih zur Bisektionsmethode verfolgt die Greedy-Methode [RRM09℄ eine
aggressivere Strategie: In jedem Iterationsshritt wird ein neuer Entwiklungspunkt
fˇ an jener Stelle platziert wird, an der der lokale Fehlerindikator sein Maximum
annimmt,
fˇ = arg max
fi∈Ihf
e(fi). (5.35)
Die Attraktivität dieses Ansatzes liegt in dem Versuh begründet, im Gegensatz
zur Bisektionsmethode mehr lokale Information in den adaptiven Zyklus einieÿen
zu lassen. Die mathematishen Grundlagen und Eigenshaften sind in [BMP
+
12℄
[BCD
+
11℄ dargestellt.
Ein potenzielles Problem besteht jedoh in der möglihen numerishen Auslöshung,
da Entwiklungspunkte beliebig nah beieinander liegen können. In diesem Fall wird
der Groÿteil der neuen Information einer FE-Lösung durh Rundungsfehler elimi-
niert. Für Interpolationsansätze kann ein solhes Verhalten zum Versagen des ganzen
Verfahrens führen. Zwar ist im Rahmenwerk der Modellordnungsreduktion durh
Projektion aufgrund der Orthogonalisierung in (5.5) diese Gefahr niht gegeben,
dennoh wähst durh die Hinzunahme redundanter Ansatzvektoren die ROM-Di-
mension mehr als nötig und die ROM-Generierung nimmt zusätzlih Rehenzeit und
Speiherkapazität in Anspruh.
5.4 Numerishe Untersuhungen
In den folgenden Beispielen ist die Anzahl der Evaluierungspunkte stets auf Nf =
2001 gesetzt. Zur Beurteilung der untersuhten Verfahren wird jeweils auh der Be-
zug zum tatsählihen Fehler entsprehend der Denition (4.121), also der Vergleih
zur klassishen FE-Lösung, in den Evaluierungspunkten aufgezeigt. Der dargestell-
te Fehler beinhaltet somit niht den Diskretisierungsfehler der aus der FE-Methode
selbst resultiert. Für alle Berehnungen erfolgt der Abbruh erst, wenn der Fehler im
Bereih des numerishen Raushpegels liegt. Damit wird gewährleistet, dass die un-
tershiedlihen Varianten der betrahteten adaptiven MOR-Verfahren bestmöglih
zutage treten. In praktishen Anwendungen wird ein adäquates Abbruhkriterium
festzulegen sein, das eine bestmöglihe Ezienz der Verfahren gewährleistet.
Der Fokus liegt bei den numerishen Untersuhungen auf
• den Konvergenzraten,
• dem Rundungsverhalten der shnellen Residuenberehnung gemäÿ (5.27),
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(b) |S11| über der Frequenz.
Abbildung 5.1: Vivaldi-Antenne: Geometrishe Struktur und Amplitudenantwort
über der Frequenz.
• der Ezienz der residuellen wie auh der inkrementellen Fehlershätzer und
• den Untershieden zwishen den adaptiven Strategien, also der Greedy- und
der Bisektionsmethode.
5.4.1 Vivaldi-Antenne
Das Beispiel beshreibt eine einfahe Breitbandantenne gemäÿ Abbildung 5.1(a),
wobei die Metallisierung als idealer elektrisher Leiter modelliert ist. Die Frequenz-
antwort von |S11| in Abbildung 5.1(b) zeigt ein niht-resonantes Verhalten der ab-
strahlenden Struktur. In Abbildung 5.2(a) und Abbildung 5.3(a) wird das Verhalten
des residuenbasierten und des inkrementellen Fehlerindikators bezüglih der ROM-
Dimension K gezeigt. In beiden Fällen kann kein Vorteil der Greedy- gegenüber der
Bisektionsmethode festgestellt werden. Zusätzlih ist aus dem Vergleih mit dem
tatsählihen Fehler in S11 gemäÿ Abbildung 5.4(a) zu erkennen, dass die residuen-
und die inkrementell gesteuerten adaptiven Strategien ähnlih gute Ergebnisse er-
zielen: Die Linien konstanter durhshnittliher Steigung in semi-logarithmishen
Darstellung weisen darauf hin, dass eine exponentielle Konvergenz erzielt wird, mit∥∥SROM11 (M)− SFE11 ∥∥∞ ∝ 10−0.55M . (5.36)
In Abbildung 5.2(a) ist zu erkennen, dass die shnelle Residuenberehnung (5.27a)
ab der ROM-Dimension K = 28 im numerishen Raushen resultiert und ein rela-
tives Residuum von r ≈ 10−7 anzeigt. Demgegenüber liefert die naive, wenn auh
unpraktikable Berehnung des Residuums noh aussagekräftige Werte bis zur ROM-
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(b) Bisektion: Lokaler Indikator vs. Frequenz.
Abbildung 5.2: Vivaldi-Antenne: adaptive ROM-Generierung gesteuert von residu-
enbasiertem Fehlerindikator in der euklidishen Norm. Dreieke auf der Abszissen-
ahse markieren die Entwiklungspunkte.
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Abbildung 5.3: Vivaldi-Antenne: adaptive ROM-Generierung gesteuert von inkre-
mentellem Fehlerindikator in der Maximumnorm. Dreieke auf der Abszissenahse
markieren die Entwiklungspunkte.
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Abbildung 5.4: Vivaldi-Antenne: tatsähliher Fehler bei adaptiver ROM-Generie-
rung gesteuert von inkrementellem Fehlerindikator in der Maximumnorm. Dreieke
auf der Abszissenahse markieren die Entwiklungspunkte.
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Dimension K = 30 und bis zu einem Niveau von etwa r ≈ 3 · 10−9. Jedoh zeigt
Abbildung 5.4(a), dass bereits für K = 24 das Fehlerniveau bei 10−12 liegt. Damit
ist der Fehler des Modellordnungsprozesses unterhalb typisher Modellierungsfehler
der FE-Methode und damit für praktishe Anwendungen ausreihend klein.
Die Abbildungen 5.2(b), 5.3(b) und 5.4(b) zeigen die lokalen Indikatoren und den
tatsählihen Fehler in S11 als Funktion der Frequenz für vershiedene Stadien des
bisektion-basierten adaptiven Prozesses. Die Dreieke auf der Abszissenahse zeigen
dabei jeweils die Entwiklungspunkte des nalen reduzierten Modells an.
5.4.2 Bandpasslter
Ein weiteres Untersuhungsbeispiel für den Anregungsfall stellt das Bandpasslter
mit dielektrishen Resonatoren gemäÿ Abbildung 5.5(a) dar [BL97℄. Die Frequenz-
antwort der hohresonanten Struktur ist in Abbildung 5.5(b) gezeigt. Die Abbildun-
gen 5.6(a), 5.7(a) und 5.8(a) illustrieren das Verhalten der Fehlerindikatoren und des
tatsählihen Fehlers gegenüber der ROM-Dimension. Auh hier zeigt sih, dass sih
der residuenbasierte Indikator sehr ähnlih zum inkrementellen Indikator verhält. In
beiden Fällen liefert die Greedy-Methode etwas bessere Ergebnisse. Abbildung 5.6(a)
zeigt, dass wie shon im vorangegangenen Beispiel die shnelle Residuenauswertung
früher den Pegel des numerishen Grundraushen erreiht als die naive Berehnung.
Allerdings gilt auh hier wieder, dass entsprehend Abbildung 5.8(a) dieser Eekt
erst auftritt, wenn der tatsählihe Fehler bereits unterhalb eines für die Praxis
relevanten Niveaus liegt.
Der einzig nennenswerte Untershied zum Untersuhungsbeispiel aus Abshnitt 5.4.1
liegt im Gesamtverlauf der Konvergenzkurven. Im Fall des Bandpasslters tritt eine
längere Periode der Stagnation ein, auf welhe die nahezu sofortige Konvergenz folgt.
Begründen lässt sih dies wie folgt: Die sharfen Resonanzen in Abbildung 5.5(b)
zeigen, dass die Übertragungsfunktion im betrahteten Frequenzbereih eine groÿe
Anzahl an Polstellen in enger Nahbarshaft aufweist. So lange die MOR-Iteration
niht in der Lage ist, alle diese Polstellen mit einer hohen Genauigkeit aufzulösen,
liegt in der Nähe dieser Polstellen eine groÿe Dynamik in den Frequenzantworten
untershiedliher Iterationsstufen vor. Die Fehlerindikatoren liefern hier zuverlässig
groÿe Werte, so dass ein vorzeitiger Abbruh des Verfahrens verhindert wird.
Insbesondere beim Vergleih des tatsählihen Fehlers in Abbildung 5.8(b) mit der
Frequenzantwort gemäÿ Abbildung 5.5(b) wir dieser Eekt deutlih: Sogar bei der
ROM-Dimension von Nf = 50 weist der Fehler signikante Spitzen in vielen der
Resonanzfrequenzen auf.
Die Abbildungen 5.6(b) und 5.7(b) demonstrieren, dass beide Ansätze, der resi-
duenbasierte, wie auh der inkrementelle Indikator, dieses Verhalten sehr gut wi-
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(b) Filterantwort.
Abbildung 5.5: Bandpasslter: Struktur und Amplitudenantwort über der Frequenz.
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(a) Globaler Indikator vs. ROM-Dimension.
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(b) Bisektion: lokaler Indikator vs Frequenz.
Abbildung 5.6: Bandpasslter: adaptive ROM-Generierung gesteuert von residual-
basiertem Fehlerindikator in der euklidishen Norm. Dreieke auf der Abszissenahse
markieren die Entwiklungspunkte.
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(a) Globaler Indikator vs. ROM-Dimension.
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Abbildung 5.7: Bandpasslter: adaptive ROM-Generierung gesteuert von inkremen-
tellem Fehlerindikator in der Maximumnorm. Dreieke auf der Abszissenahse mar-
kieren die Entwiklungspunkte.
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(a) Globaler Fehler vs. ROM-Dimension.
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(b) Bisektion: lokaler Fehler vs Frequenz.
Abbildung 5.8: Bandpasslter: tatsähliher Fehler bei adaptiver ROM-Generierung
gesteuert von inkrementellem Fehlerindikator in der Maximumnorm. Dreieke auf
der Abszissenahse markieren die Entwiklungspunkte.
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derspiegeln. Im weiteren Verlauf des adaptiven Prozesses sammelt das ROM stets
Informationen zu zusätzlihen Lösungskomponenten, so dass sukzessive die Reso-
nanzen aufgelöst werden können. Sobald sämtlihe Polstellen im ROM darstellbar
sind, erfolgt die Konvergenz unmittelbar.
Tatsählih verkleinert sih der Fehler mit einem Faktor von 108 innerhalb nur zweier
Iterationen. Dies zeigt, dass die Konvergenz des Verfahrens oensihtlih von der
Anzahl und Verteilung der Polstellen im betrahteten Frequenzbereih abhängt.
5.4.3 Wellenleiter mit dielektrishem Einsatz
Als numerishes Beispiel für das Eigenwertproblem (5.11) wird der radial inhomo-
gene Wellenleiter in Abbildung 5.9(a) untersuht, vergleihe hierzu [SA85℄. Die Di-
spersionskurve in Abbildung 5.9(b) zeigt den Verlauf der dominanten Wellenformen.
Das Verhalten des globalen Fehlerindikators und des tatsählihen Fehlers in Abhän-
gigkeit der ROM-Dimension ist in Abbildung 5.10 bzw. Abbildung 5.12 dargestellt.
Auh im Wellenleiterfall ist festzustellen, dass der residuenbasierte wie auh der
inkrementelle Indikator vergleihbar gute Ergebnisse liefern. Zudem können keine
signikanten Untershiede zwishen der Greedy- und der Bisektionsmethode festge-
stellt werden.
Wie bereits im Anregungsfall aufgezeigt, kann aus Abbildung 5.10(a) auh für das
Wellenleiterproblem das Verhalten der untershiedlihen Residuenberehnungen re-
produziert werden. Mit der shnellen Residuenberehnung liegt der Pegel des Grund-
raushens etwas höher als bei der naiven Residuenberehnung. Allerdings erfolgt
auh hier die Stagnation der shnellen Residuenauswertung erst, wenn der tatsähli-
he Fehler bereits unterhalb typisher FE-Modellierungsfehler liegt. Der tatsählihe
Fehler in Abhängigkeit von der ROM-Dimension ist in Abbildung 5.12(a) dargestellt.
Darüher hinaus bestätigt Abbildung 5.12(a) erneut, dass alle Varianten der adapti-
ven Strategien exponentielle Konvergenz erzielen, mit
∥∥γROM(M)− γFE∥∥
∞
∝ 10−0.15M . (5.37)
Dies entspriht auh der Erwartung, da der Verlauf von γ2(f), ausgenommen für die
Bifurkationspunkte, glatt ist.
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(a) Dimensionen in mm.
(b) Dispersionskurven.
Abbildung 5.9: Wellenleiter mit dielektrishem Einsatz: Geometrie der Struktur,
Maÿe in mm und Dispersionskurven der dominanten Wellenformen.
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(a) Globaler Indikator vs. ROM-Dimension.
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(b) Bisektion: lokaler Indikator vs Frequenz.
Abbildung 5.10: Wellenleiter mit dielektrishem Einsatz: adaptive ROM-Generie-
rung gesteuert von residuenbasiertem Fehlerindikator in der euklidishen Norm.
Dreieke auf der Abszissenahse markieren die Entwiklungspunkte.
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(a) Globaler Indikator vs. ROM-Dimension.
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Abbildung 5.11: Wellenleiter mit dielektrishem Einsatz: adaptive ROM-Generie-
rung gesteuert von inkrementellem Fehlerindikator in der Maximumnorm. Dreieke
auf der Abszissenahse markieren die Entwiklungspunkte.
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Abbildung 5.12: Wellenleiter mit dielektrishem Einsatz: tatsähliher Fehler bei
adaptiver ROM-Generierung gesteuert von inkrementellem Fehlerindikator in der
Maximumnorm. Dreieke auf der Abszissenahse markieren die Entwiklungspunkte.
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5.5 Fazit
Die Untersuhung der in diesem Kapitel beshriebenen adaptiven Prozesse für die
Mehrpunkt-Modellordnungsreduktion im Anregungs- wie auh im Wellenleiterfall
lassen die nahfolgend dargestellten Shlussfolgerungen zu.
5.5.1 Konvergenzraten
Für den Fall, dass die Frequenzantwort hinreihend glatt ist, zeigen die numerishen
Beispiele in Abshnitt 5.4 exponentielle Konvergenz. Lediglih bei hoh-resonanten
Strukturen ist für den Anregungsfall eine präasymptotishe Zone in den Konvergenz-
kurven festzustellen, auf die eine nahezu plötzlihe Konvergenz folgt. Eine qualitative
Einshätzung zu diesem Verhalten wird in Abshnitt 5.4.2 beshrieben.
5.5.2 Vergleih von Bisektion und Greedy-Methode
Die beiden Ansätze weisen nur geringe Untershiede in der Ezienz auf. Aus Grün-
den der numerishen Stabilität ist gemäÿ den Erläuterungen in Abshnitt 5.3 die
Bisektionsmethode zu favorisieren.
5.5.3 Vergleih residuenbasierter und inkrementeller
Fehlerindikatoren
Beide Methoden liefern vergleihbare Ergebnisse. Allerdings sind für die inkremen-
tellen Indikatoren zwei Vorteile festzustellen:
• Die inkrementellen Indikatoren basieren direkt auf den gesuhten Ausgangs-
gröÿen.
• Die Berehnung der inkrementellen Indikatoren ist trivial und hat minimale
Anforderungen an Speiher und Rehenzeit.
Es sei an dieser Stelle jedoh darauf hingewiesen, dass mit den in Abshnitt 5.2.1
entwikelten Gleihungen (5.27) auh die Berehnung der Residuen sehr ezient und
verlässlih gestaltet werden kann.
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5.5.4 Abbruhkriterien
Ein Vergleih der Darstellungen in Abshnitt 5.4 zeigt shlieÿlih, dass die inkremen-
tellen Indikatoren den Verlauf des tatsählihen Fehlers gut wiedergeben. Dennoh
sollte in praktishen Anwendungen ein eher konservatives Abbruhkriterium gewählt
werden; aufgrund der hohen Konvergenzraten ist der rehnerishe Mehraufwand als
sehr gering einzushätzen. Die Erfahrung aus einer Vielzahl an Untersuhungen zeigt,
dass für den Anregungsfall ein Wert von Emin=10−4 als Abbruhkriterium in der Re-
gel ausreihend ist.
Aus den gewonnenen Daten ergibt sih für den Autor die Shlussfolgerung, dass für
praktishe Anwendungen die Bisektionsmethode in Verbindung mit dem inkremen-
tellen Fehlerindikator zu empfehlen ist.
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Kapitel 6
A-posteriori-Fehlershätzer in der
Einpunkt-Modellordnungsreduktion
Wie in den vorangegangenen Kapiteln gezeigt, stellt das Rahmenwerk der Modell-
ordnungsreduktion sehr eziente Werkzeuge zur Verfügung, um eine shnelle und
breitbandige Charakterisierung von LTI-Systemen durhführen zu können. Zudem
wird in Kapitel 5 die Praktikabilität der adaptiven Methoden im Bereih der elek-
trodynamishen Feldsimulation gezeigt. Die hierbei eingesetzten globalen Fehlerin-
dikatoren können völlig analog auh als Abbruhkriterium im Zusammenhang mit
Einpunktverfahren verwendet werden: Residuen sind mittels (4.89) sehr ezient zu
bestimmen und der inkrementelle Fehlerindikator ergibt sih, wie beim Mehrpunkt-
verfahren, auf triviale Weise. Durh die Eigenzerlegung (4.88) des ordnungsredu-
zierten Modells kann auh bei den Einpunktverfahren die Auswertung zusätzlih
beshleunigt werden. Weitere Fehlerindikatoren für Einpunktverfahren werden bei-
spielsweise in [BSSY99℄ und [RRM09℄ vorgestellt.
Die zuvor genannten Indikatoren bzw. Abbruhkriterien sind für praktishe Anwen-
dungen von groÿem Nutzen und auh sehr zuverlässig, allerdings basieren sie auf
heuristishen Annahmen und können somit keine garantierte Fehlershranke für die
ordnungsreduzierten Modelle liefern. Sowohl residuenbasierte wie auh inkrementel-
le Indikatoren können zum vorzeitigen Abbruh der MOR-Iteration führen, obwohl
im Vergleih zum Originalmodell ein niht vernahlässigbarer Fehler vorliegt.
Beweisbare Fehlershranken, die solhe Eekte ausshlieÿen, werden in [CHMR10℄
und [PS10℄ vorgeshlagen. Die Fehlershätzer basieren hierbei auf der unteren Shran-
ke für die Inf-Sup-Konstante, welhe mittels der Suessive Constraint Method (SCM)
[HRSP07℄, [CHMR10℄ ezient bestimmt wird. Die SCM basiert auf der Lösung von
Eigenwertproblemen der Dimension des Originalsystems. Daher kann der Rehenauf-
wand insbesondere bei resonanten Strukturen gröÿer sein, als zur ROM-Generierung
an sih. Zudem liegen für Immitanzformulierungen die Pole verlustloser Strukturen
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auf der Frequenzahse und die Inf-Sup-Konstante kann beliebig klein werden. Dies
limitiert die Praktikabilität dieser Fehlershätzmethoden zusätzlih.
In weiterer Folge wird ein neuer Fehlershätzer im Kontext der krylov-unterraum-
basierten Modellordnungsreduktion vorgestellt. Es wird gezeigt, dass der Aufwand
zur Berehnung der Fehlershranke wesentlih ezienter durhzuführen ist als bei
den zuvor genannten Fehlershätzverfahren. Insbesondere die Online-Kosten (vgl.
Abshnitt 6.3) können durh Ausnutzen der Systemeigenshaften gering gehalten
werden. Damit wird die Laufzeit des MOR-Iterationsprozesses nur wenig beein-
usst, und die Ezienz der Modellordnungsreduktion bleibt erhalten. Der vorgestell-
te Fehlershätzer ist zwar auf die Anwendung verlustloser Systeme eingeshränkt,
allerdings stellt diese Systemklasse einen sehr wihtigen Fall in der Modellierung
elektrodynamisher Systeme dar. Im Kontext von Optimierungsaufgaben können
beispielsweise Verluste in guten Leitern und Polarisationsverluste vernahlässigt wer-
den. Die nahfolgenden Ausführungen basieren auf den Methoden, wie sie vom Au-
tor in [KFDE10℄ beziehungweise in einer überarbeiteten Version in [KFDE13℄ und
[KFS
+
14℄ veröentliht wurden. Ein komplementärer Ansatz im Zeitbereih, der auf
einer ähnlihen Berehnung basiert, wird in [Saa92a℄ gezeigt.
Wie bereits in Abshnitt 4.1.2 erläutert, sind Krylov-Unterraum-Methoden sehr e-
zient, da die Systemmatrix nur in einem einzigen Entwiklungspunkt zu faktorisieren
ist. Alle weiteren Berehnungsshritte erfolgen dann mittels Vor- und Rükeinset-
zen, d. h. es wird lediglih die Wirkung der inversen Systemmatrix - jedoh niht
die Inverse selbst benötigt. Für den Fehlershätzprozess wird dann die zentrale Ei-
genshaft der Krylov-Unterraum-Methoden ausgenutzt: die shnelle Auösung der
Eigenvektoren in der Umgebung des Entwiklungspunktes (vgl. Abshnitt 4.2.5).
Aus der spektralen Zerlegung des Residuenvektors in konvergierte und niht-kon-
vergierte Eigenvektoren kann dann eine obere Shranke für den tatsählihen Fehler
gefunden werden.
Der zusätzlihe Aufwand zur Berehnung der Fehlershranke fällt hierbei verhält-
nismäÿig klein aus: Es ist lediglih die zusätzlihe Faktorisierung einer symmetrish-
positiv-deniten Matrix der Dimension des Originalsystems durhzuführen. Alle wei-
teren Gröÿen können innerhalb der ROM-Domäne bestimmt werden.
Im Zusammenhang mit elektrodynamishen Feldproblemen ist die vorgeshlagene
Vorgehensweise in direkter Form nur auf die Immitanzformulierung anwendbar,
d. h. die Fehlershranke bezieht sih auf eine unbeshränkte Gröÿe, die Singularitä-
ten aufweisen kann. Um diese Einshränkung zu umgehen, wird der Fehlershätzer
dahingehend erweitert, dass auh das asymptotishe Verhalten des Fehlers in den
Streumatrizen aufgezeigt werden kann.
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6.1 MOR für verlustlose elektrodynamishe
Systeme
In vielen praktishen Anwendungen können elektrishe Leiter als ideal leitfähig an-
genommen werden, was deren Modellierung als Dirihlet-Randbedingung ermögliht
(vgl. Abshnitt 2.4.1). Auÿerdem ist in vielen Fällen zusätzlih das Vernahlässigen
dielektrisher Verluste erlaubt, womit ε ∈ R gilt. Weist die Struktur zudem keine
Abstrahlung in den Freiraum auf, also Γ
R
= ∅, dann liegt ein verlustloses System
vor und (3.52) vereinfaht sih im SISO-Fall zu
Σ
TF
(jk0) =
{
(S
TF
+ (jk0)
2T
TF
)x
TF
= jk0η0bTF,
z = bT
TF
x
TF
,
(6.1)
mit
S
TF
,T
TF
∈ RN×N . (6.2)
Gemäÿ (4.117) hat die Skalierung der rehten Seite b
TF
keinen Einuss auf den
Momentenabgleih oder die Konstruktion der Krylov-Vektoren. Auf der linken Seite
kann somit der Shift-Parameter
κ := k20 − kˆ20 (6.3)
eingeführt werden, woraus sih das verlustlose FE-System um den Entwiklungs-
punkt kˆ0 in der Form
Σ1(κ) =
{
(A− κT)x = b
z = jk0η0b
Tx
(6.4)
ergibt. Hierin ist
A := S− kˆ20T (6.5)
die Systemmatrix im Entwiklungspunkt kˆ0 und die Wellenzahl
k0 = k0(κ) =
√
κ + kˆ0 (6.6)
ist als eine Funktion von κ zu sehen. Das verlustlose FE-System ist somit ein LTI-
System erster Ordnung (L = 1). Wie in den vorangegangenen Kapiteln wird auh
hier aus Gründen der Übersihtlihkeit der Index TF weggelassen und zudem der
Faktor jk0η0 in die Ausgangsgröÿe überführt.
Da (6.1) dieselbe Struktur wie das System (4.40) aufweist, kann zur Konstrukti-
on der Projektionsmatrizen der Arnoldi-Algorithmus (Algorithmus 1) herangezogen
werden. Um im Rahmen der Modellordnungsreduktion den Momentenabgleih zu
gewährleisten, ist dabei eine Basis für den Krylov-Unterraum
KK(Σ1) := KK(A−1T,A−1b) (6.7)
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zu bestimmen. Aufgrund der Symmetrie der rellen Systemmatrizen A,T ∈ RN×N
und dem, bis auf Skalierung, identishen Anregungs- und Ausgangsvektor b ∈ RN
gilt
KK(Σ1) = KK(ΣT1 ), (6.8)
so dass mit Projektionsmatrizen
P = Q und (6.9)
bildQ = KK(Σ1) (6.10)
die ersten 2K − 1 Momente des ROMs mit dem Originalsystem übereinstimmen.
Die Komponenten des ordnungsreduzierten Systems
Σ¯1(κ) =
{
(A¯− κT¯)x¯ = b¯
z¯ = jk0η0b¯
T x¯
(6.11)
lauten entsprehend
A¯ := QTAQ, (6.12)
T¯ := QTTQ und (6.13)
b¯ := QTb, (6.14)
mit A¯, T¯ ∈ RK×K und b¯ ∈ RK .
6.2 Fehlershätzer für die Impedanzmatrix
Der vorgeshlagene Fehlershätzer basiert auf der Annahme, dass im betrahteten
Frequenzbereih If , bzw. im äquivalenten Parameterbereih Iκ, die Eigenvektoren
und Eigenwerte eines konvergierten ordnungsreduzierten Modells mit denen des Ori-
ginalmodells übereinstimmen. Diese Annahme lässt sih mittels zweier Argumente
rehtfertigen:
1. Das Arnoldi-Verfahren konvergiert im Zusammenhang mit der Shift-Invert-
Vorkonditionierung gegen die Eigenwerte in der Umgebung des Shift-Parame-
ters k0 = kˆ0 bzw. κ = 0, vergleihe hierzu Abshnitt 4.2.5
2. Niht-aufgelöste Eigenwerte liefern einen wesentlihen Beitrag zum Fehler in
der Übertragungsfunktion, da die Eigenwerte auf der Frequenzahse liegen.
Damit wird ein vorzeitiges Abbrehen verhindert.
Für die Herleitung des Fehlershätzers wird der Fehlervektor e, also die Dierenz
der ROM-Lösung zur Lösung des originalen FE-Systems gemäÿ
e := Qx¯− x (6.15)
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betrahtet. Darüber hinaus ist vor allem die Beurteilung des Fehlers in der Aus-
gangsgröÿe gemäÿ Denition (4.121) gesuht, im Fall der Formulierung (6.4) also
der Impedanzfehler
ez := z¯ − z. (6.16)
Die nahfolgend aufgezeigte Vorgehensweise basiert im Wesentlihen auf der Idee,
dass die gesuhte Lösung x in zwei Anteile aufgespalten werden kann: in einen Anteil
x‖, der durh das ROM im Rahmen der numerishen Genauigkeit exakt bekannt ist,
und einen Anteil x⊥, dessen Fehler gegen eine obere Shranke abgeshätzt werden
kann. Für den Fehlervektor gilt damit
e = Q(x¯‖ + x¯⊥)− (x‖ + x⊥)
= Qx¯‖ − x‖︸ ︷︷ ︸
=0
+Qx¯⊥ − x⊥
= Qx¯⊥ − x⊥. (6.17)
Entsprehend lässt sih auh der Impedanzfehler zerlegen:
ez = jk0η0(b¯
T x¯− bTx)
= jk0η0(b¯
T (x¯‖ + x¯⊥)− bT (x‖ + x⊥))
= jk0η0(b¯
T x¯‖ − bTx‖︸ ︷︷ ︸
=0
) + jk0η0(b¯
T x¯⊥ − bTx⊥)
= jk0η0(b¯
T x¯⊥ − bTx⊥). (6.18)
Die Aufteilung der Lösung in der gezeigten Form wird über eine Eigenzerlegung der
Systemmatrizen erreiht. Hierzu wird zunähst das verallgemeinerte Eigenwertpro-
blem
Av = κTv (6.19)
zum FE-System (6.1) herangezogen. Mit Hilfe der Eigenvektormatrix
V =
[
v1 . . . vN
]
(6.20)
lassen sih die Systemmatrizen A und T gemäÿ der Vorshrift
VTAV = diag (κ1, κ2, . . . , κN) , (6.21)
VTTV = I (6.22)
diagonalisieren. Dies führt auf die Darstellung der inversen Systemmatrix in der
Form
(A− κT)−1 = V diag
(
1
κi − κ
)
VT . (6.23)
Im nähsten Shritt wird mit dem Residuum
r(κ) := (A− κT)Qx¯− b (6.24)
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die Fehlergleihung
(A− κT)e = r (6.25)
aufgestellt, wobei aus Gründen der Übersihtlihkeit das Argument κ weggelassen
wird. Mit (6.23) und der Galerkin-BedingungQT r = 0 gilt somit für den Impedanz-
fehler
ez = jk0η0b
T (A− κT)−1r
= jk0η0(Qx¯− e)T (A− κT)(A− κT)−1r
= jk0η0
[
x¯TQT (A− κT)(A− κT)−1r− eT (A− κT)(A− κT)−1r]
= jk0η0
[
x¯T QT r︸︷︷︸
=0
−rT (A− κT)−1r]
= −jk0η0rTV diag
(
1
κi − κ
)
VTr. (6.26)
Anhand dieser Darstellung kann die Aufspaltung des Fehlers in Anlehnung an (6.18)
erfolgen. Seien hierzu {v1, . . . ,vB} Eigenvektoren und κ1, . . . , κB die zugehörigen
Eigenwerte zum Problem (6.19) mit der Eigenshaft κi ∈ Iκ, i = 1, . . . , B. Dann
kann unter der Voraussetzung, dass Linearkombinationen
v˜i = Qv¯i (6.27)
mit
v˜i ≈ vi für i = 1, . . . , B (6.28)
existieren, die Beziehung
span(v1, . . . ,vB) ⊂ bildQ (6.29)
angenommen werden. Dies bedeutet daher auh, dass das Residuum r orthogonal
auf span(v1, . . . ,vB) steht, und es gilt:
VTr = [v1 · · ·vB vB+1 · · ·vN ]T r
=
[
V‖ V⊥
]T
r
= VT⊥r. (6.30)
An dieser Stelle wird die Eigenshaft der Krylov-Unterraumverfahren ausgenutzt,
dass  wie in Abshnitt 4.2.5 beshrieben  im ROM zunähst die betragskleins-
ten Eigenwerte konvergieren. Durh Anwendung der Shift-Invert-Vorkonditionierung
heiÿt das im konkreten Fall des Systems (6.1), dass mit wahsender ROM-Dimen-
sion K die Eigenwerte in der Umgebung von κ = 0 mit zunehmender Genauigkeit
bestimmt werden können. Sei {(vi, κi)|i = 1, . . . , B} die Menge aller konvergierten
Eigenpaare für ein gegebenes ROM mit der Eigenshaft
0 < |κ1| ≤ |κ2| ≤ · · · ≤ |κB| ≤ |κB+1| ≤ · · · ≤ |κN | . (6.31)
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Dann gilt wegen (6.30) für den Impedanzfehler (6.26) die Abshätzung
|ez| ≤ k0η0rTV⊥ diag
(
1
|κB+1 − κ| , . . . ,
1
|κN − κ|
)
VT⊥r
≤ k0η0
min
κi /∈UB
|κi − κ|r
TV⊥V
T
⊥r, (6.32)
wobei
UB := {κ ∈ Iκ
∣∣ |κ| ≤ |κB|} (6.33)
die Umgebung von κ = 0 beshreibt, in der sämtlihe Eigenwerte konvergiert sind.
Die Konvergenz der Eigenwerte wird in Abshnitt 6.2.1 näher erläutert. Bei der
Berehnung einer Shranke für |ez| wird aus Gründen der numerishen Ezienz
die Aufspaltung V =
[
V‖ V⊥
]
niht explizit durhgeführt. Stattdessen wird die
Beziehung T−1 = VVT ausgenutzt, die aus der T-Normierung (6.22) resultiert.
Wegen
rTV⊥V
T
⊥r = r
TVVTr = rTT−1r (6.34)
lässt sih (6.32) somit shreiben als
|ez(κ)| ≤ k0η0
min
κi /∈UB
|κi − κ|r
T (κ)T−1r(κ). (6.35)
Mit (6.35) ist shlieÿlih eine obere Fehlershranke für die Ausgangsgröÿe z¯(κ) für
alle κ ∈ UB gegeben.
6.2.1 Bewertung der ROM-Eigenwerte
In der Zerlegung (6.30) wird die Annahme getroen, dass die Eigenpaare (vi, κi), i =
1, . . . , B bekannt sind. Bei der numerishen Auswertung im MOR-Verfahren muss
demnah ein Kriterium herangezogen werden, das die Konvergenz der Eigenwerte
und -vektoren prüft. Ein solhes Kriterium kann aus dem folgende Satz abgeleitet
werden:
Satz 6.2.1. Seien x ∈ CN 6= 0 ein beliebiger Vektor und κ˜ ∈ C eine beliebige Zahl,
A ∈ CN×N eine hermiteshe Matrix und T ∈ CN×N eine hermiteshe positiv denite
Matrix. Dann existiert für das verallgemeinerte Eigenwertproblem
Ax = κTx (6.36)
stets ein Eigenwert κ mit
|κ− κ˜| ≤ ‖Ax− κ˜Tx‖T−1‖x‖T
. (6.37)
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Beweis. Der Fall κ˜ = κ ist oensihtlih. Andernfalls folgt mit der Spektralzerlegung
VHAV = diag (κi) =: Λ, (6.38)
VHTV = I (6.39)
die Beziehung
‖(A− κ˜T)x‖2T−1 =
∥∥V−HVH(A− κ˜T)VV−1x∥∥2
T−1
= xHV−H diag (κi − κ˜)H (VHTV)−1 diag (κi − κ˜)V−1x
= xHV−H diag (κi − κ˜)H diag (κi − κ˜)V−1x
≥ min
i
|κi − κ˜|2 xTV−HV−1x, (6.40)
und mit V−HV−1 = T−1 die Behauptung (6.37).
Sei (κ˜i, v¯i) das Eigenpaar zum ROM-System (6.11), welhes aufgrund der niedrigen
SystemdimensionK beispielsweise mit dem QZ-Verfahren ezient bestimmt werden
kann [GL96, S. 374℄. Dann gilt für den Eigenwertfehler im Originalsystem
ǫκ,i := |κ˜i − κi| (6.41)
die Abshätzung
ǫκ,i ≤ ‖(A− κ˜iT)Qv¯i‖T−1‖Qv¯i‖T
=
[
ρTi T
−1ρi
]1/2
. (6.42)
Hierin ist
ρi = (A− κ˜iT)Qv¯i. (6.43)
das Residuum zum Eigenwertproblem (6.19). In den numerishen Beispielen werden
Eigenwerte als konvergiert betrahtet, wenn der relative Fehler durh
|κ¯i − κi|/κ¯i ≤ 10−3 (6.44)
abgeshätzt werden kann. Wie im Falle des Impedanzfehlershätzers (6.35) muss
auh hier das Residuum niht über die Komponenten der Originaldomäne bestimmt
werden. Der folgende Abshnitt zeigt, wie die eziente Auswertung unter Verwen-
dung der ROM-Komponenten erfolgt.
6.3 Numerisher Aufwand bei der Fehlershätzung
Hinsihtlih des numerishen Aufwands kann der Prozess im Rahmen der Modell-
ordnungsreduktion in zwei grundlegende Kostenfaktoren unterteilt werden:
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1. Oine-Kosten umfassen jene Berehnungen, die zur Generierung des ROMs
notwendig sind. Die Oine-Kosten sind unabhängig von der Anzahl Nf der
Evaluationspunkte und beziehen sih auf Operationen in der Domäne des hoh-
dimensionalen Originalsystems.
2. Online-Kosten umfassen die Berehnungen innerhalb der ROM-Domäne, das
heiÿt insbesondere die Auswertung des ROMs an den Nf Evaluationspunkten.
Diese Aufteilung ist insbesondere im Hinblik auf hohdimensionale Systeme von
Bedeutung, da beispielsweise für Optimierungsprobleme die Oine-Shritte auf Re-
hen-Clustern ausgeführt werden können während die Auswertung des Online-An-
teils auf Arbeitsplatzrehnern erfolgt. In weiterer Folge wird gezeigt, dass der nume-
rishe Aufwand zur Auswertung des Fehlershätzers (6.35) ebenfalls in Oine- und
Online-Kosten aufteilbar ist. Auÿerdem wird der zusätzlihe Aufwand im Vergleih
zum reinen MOR-Prozess diskutiert.
Die Oine-Kosten im MOR-Prozess werden insbesondere von der einmaligen Fakto-
risierung der symmetrishen Systemmatrix A dominiert. Wie aus (6.35) abzulesen
ist, wird für den Fehlershätzer zusätzlih die Wirkung von T−1 benötigt. Da T
symmetrish positiv denit ist, kann die Faktorisierung mittels der Cholesky-Zer-
legung erfolgen. Die Kosten für die Faktorisierung von T sind daher etwa halb so
hoh wie für die Faktorisierung von A [TB97, Leture 23℄, und deshalb, gemessen
am Gesamtaufwand für den MOR-Prozess, akzeptabel.
Bei den Online-Kosten des Fehlershätzers ist insbesondere die Auswertung des fre-
quenzabhängigen Terms r(κ)TT−1r(κ) = ‖r(κ)‖2
T−1
zu untersuhen. Gemäÿ der
Vorshrift (4.83) kann das Residuum r direkt aus Komponenten der ROM-Domäne
bestimmt werden, die ohnehin im Arnoldi-Algorithmus anfallen. Für das System
(6.4) gilt somit
r(κ) = κhn+1,nA
[
I−QnA¯−1QTnA
]
qˆn+1(eˆ
T
n x¯(κ))
= κr0(eˆ
T
n x¯(κ))
= κr0x¯n(κ) (6.45)
mit einem frequenzunabhängigen Term
r0 = hn+1,nA
[
I−QnA¯−1QTnA
]
qˆn+1. (6.46)
Die Auswertung des Residuums für alle Stützstellen κ ∈ Ihκ besteht demnah ledig-
lih aus eine Skalierung von r0 mit dem Parameter κ und der n-ten Komponente
x¯n(κ) des ROM-Lösungsvektors.
Die Abshätzung des Eigenwertfehlers (6.42) erfolgt analog: Das Residuum (6.43)
lässt sih shreiben als
ρi = κ˜ir0v¯i,n, (6.47)
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wobei r0 identish zu (6.46) ist und v¯i,n die n-te Komponente des ROM-Eigenvektors
v¯i zum ROM-Eigenwert κ˜i beshreibt.
Damit gilt für die Fehlershätzer folgende Berehnungsvorshrift:
• Berehne einmalig in jeder ROM-Iteration
‖r0‖T−1 = (rT0T−1r0)1/2. (6.48)
• Bewerte die Eigenwerte κ˜i ∈ UB mit
ǫκ,i ≤ |κ˜iv¯i,n| ‖r0‖T−1 . (6.49)
• Bewerte den Impedanzfehler für alle Stützstellen κ ∈ Ihκ mit
|ez(κ)| ≤ k0η0
min
κi /∈UB
|κi − κ|κ
2x¯2n(κ) ‖r0‖2T−1 . (6.50)
Aus dieser Berehnungsvorshrift ist zu erkennen, dass einmalig die quadratishe
Form gemäÿ (6.48) zu bestimmen ist. Die zusätzlihen Online-Kosten der Residuen-
auswertung reduzieren sih daher auf Multiplikationen von Skalaren.
Im hier vorgeshlagenen Ablauf ist noh eine weitere Beshleunigung der Bereh-
nungen zu erreihen. Wie in Abshnitt 6.2.1 beshrieben, wird für das ROM eine
vollständige Eigenzerlegung mit dem QZ-Verfahren in der Form
V¯T A¯V¯ = diag (κ˜i) , (6.51)
V¯T T¯V¯ = I (6.52)
bestimmt. Daher muss das ROM-Gleihungssystem niht explizit durh Invertierung
der Systemmatrix (A¯− κT¯) für alle Stützstellen gelöst werden. Stattdessen erlaubt
der Basiswehsel
x¯ = V¯w¯ (6.53)
die shnelle Auswertung der Beziehungen
w¯ = diag
(
1
κ˜i − κ
)
V¯T b¯, (6.54)
z = jk0η0(V¯
T b¯)T w¯, (6.55)
r0 = hn+1,nA
[
I−QnV¯ diag
(
1
κ˜i
)
V¯TQTnA
]
qˆn+1. (6.56)
Zusammenfassend lässt sih feststellen, dass der zusätzlihe Aufwand für den gesam-
ten Fehlershätzungsprozess, sowohl bei den Oine- wie auh den Online-Kosten,
jeweils deutlih unter denen des reinen MOR-Prozesses liegen.
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6.4 Fehlershätzer für MIMO-Systeme
Die Fehlershranke (6.32) ist ohne weiteres auh auf MIMO-Systeme anwendbar:
Der Vektor b
TF
∈ RN in (6.1) wird, wie in (3.54), zu einer Matrix B ∈ RN×M , worin
M die Anzahl modaler Tore deniert. Der Residuenvektor r wird entsprehend zu
einer Residuenmatrix R ∈ RN×M . Damit nimmt (6.26) die Form
EZ = −jk0η0RTVDVTR (6.57)
an. Hierin ist
EZ = Z¯− Z (6.58)
die Impedanzfehlermatrix und
D = diag (d1, . . . , dM) (6.59)
mit
di =


(
min
κi /∈UB
|κi − κ|
)−1
, wenn κi /∈ UB,
0, wenn κi ∈ UB
(6.60)
eine Diagonalmatrix mit Abshätzungen für die Eigenwerte auÿerhalb der konver-
genten Umgebung UB. Der Ausdruk (6.57) führt somit zur Fehlershranke
|ez,mn| = k0η0‖VTRem‖2‖D‖2‖VTRen‖2
≤ k0η0
min
κi /∈UB
|κi − κ|‖Rem‖T−1‖Ren‖T−1. (6.61)
Auh imMIMO-Fall kannR geshrieben werden als ein konstanter FaktorR0, dessen
Spaltenvektoren mit dem Parameter κ sowie Komponenten der ROM-Lösungsvek-
toren skaliert werden. Die Berehnung des Terms ‖·‖T−1 benötigt also auh hier
nur O(K) Operationen, wobei K die Dimension des ordnungsreduzierten Modells
beshreibt.
6.5 Asymptotisher Fehlershätzer für
Streuparameter
In der Hohfrequenz- bzw. Mikrowellentehnik werden zur Systemharakterisierung
meist Streumatrizen herangezogen. Für Problemstellungen in der Elektrodynamik
kann die FE-Formulierung auh so gewählt werden, dass als Resultat unmittelbar
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die Streumatrix folgt [CL88℄. Im Gegensatz zur Immitanzformulierung (3.64) muss
dann niht der Umweg über die Impedanz- bzw. Admittanzmatrix gegangen wer-
den. Allerdings führt die Streuformulierung auf frequenzabhängige Systemmatrizen,
wenn an den Tor-Randbedingungen Γ
WG
Niht-TEM-Wellenformen zu berüksihti-
gen sind. Auh bei verlustlosen Systemen resultiert die Formulierung in einer eht-
quadratishen Frequenzabhängigkeit. Damit müssen für diese Formulierung alterna-
tive MOR-Ansätze gewählt werden, beispielsweise die in Abshnitt 4.3 erwähnten
SOAR- oder WCAWE-Verfahren. Eine detaillierte Diskussion der Streuparameter-
formulierung ist auÿerdem in [FLDE10℄ gegeben.
Die unmittelbare Anwendung des in Abshnitt 6.2 vorgestellten Fehlershätzers ist
für Systeme, wie sie aus der Streuformulierung resultieren, niht möglih. Um mittels
des hier präsentierten Fehlershätzers dennoh Aussagen bezüglih der Genauigkeit
von S-Parametern treen zu können, wird ein Verfahren zur asymptotishen Fehler-
shätzung der Streumatrix vorgeshlagen.
Die Streumatrizen des Originalmodells und des ordnungsreduzierten Modells, S und
S¯, ergeben sih aus der Impedanzmatrix gemäÿ der Vorshrift
S = (Z+ I)−1(Z− I) = I− 2(Z+ I)−1, (6.62a)
S¯ = (Z¯+ I)−1(Z¯− I) = I− 2(Z¯+ I)−1. (6.62b)
Der zugehörige Fehler ES = S¯− S ist entsprehend durh
ES = −2(Z¯+ I)−1 + 2(Z+ I)−1
= −2[(Z¯+ I)−1 − (Z¯−EZ + I)−1] (6.63)
gegeben. Unter Einbeziehung von Z¯ + I − EZ =
[
I − EZ(Z¯ + I)−1
]
(Z¯+ I) und der
Entwiklung von
[
I−EZ(Z¯+ I)−1
]−1
in einer Neumann-Reihe folgt daraus
(Z¯− EZ + I)−1 = (Z¯+ I)−1
[
I+ EZ(Z¯+ I)
−1 +O(ǫ2z)
]
(6.64)
mit
ǫz = max
m,n
|zmn − z¯mn| . (6.65)
Somit ist durh
ES → 2(Z¯+ I)−1EZ(Z¯+ I)−1 (6.66)
eine asymptotishe Approximation für (6.63) gegeben. Substituieren von EZ durh
(6.57) führt auf
ES → −2jk0η0
[
VTR(Z¯+ I)−1
]T
D
[
VTR(Z¯+ I)−1
]
. (6.67)
Mit der Abkürzung
pi = R(Z¯+ I)ei (6.68)
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und der Beziehung
‖VTpi‖22 V∈R
N×N
= pHi VV
Tpi = p
H
i T
−1pi = ‖pi‖2T−1 (6.69)
lautet der asymptotishe Fehlershätzer für die Streumatrix shlieÿlih
|s¯mn − smn| ≤ 2k0η0‖pm‖T−1‖pn‖T−1‖D‖2. (6.70)
Die Auswertung von ‖pm‖T−1 und ‖pn‖T−1 benötigt nur O(n) Operationen für einen
festen Parameter κ, weshalb auh der asymptotishe Fehlershätzer für S-Parame-
ter in das MOR-Rahmenwerk integriert werden kann, ohne den Rehenaufwand in
erheblihem Maÿe zu vergröÿern.
6.6 Numerishe Beispiele
Die in der vorliegenden Arbeit präsentierten Verfahren sind als MATLAB-Programm
realisiert. Über eine Shnittstelle zur institutseigenen FE-Software können die Kom-
ponenten des FE-Gleihungssystems, also die Systemmatrizen und Anregungsvekto-
ren, an den MOR-Prozess übergeben werden. Aufgrund der Dimension der FE-Glei-
hungssysteme wird zudem die Anbindung an einen externen Gleihungssystemlöser
(Intel MKL PARDISO) notwendig. Die Shnittstellen sind in Abbildung 6.1 grash
dargestellt. In den folgenden Abshnitten werden anhand numerisher Beispiele die
Abbildung 6.1: Programmshnittstellen im MOR-Fehlershätzprozess.
Verlässlihkeit des Fehlershätzers und die Ezienz der Algorithmen untersuht und
bewertet.
6.6.1 Bandpasslter
In Abbildung 6.2 ist die Struktur eines Bandpasslters dargestellt. Die FE-Diskre-
tisierung führt auf ein System mit N = 213472 Freiheitsgraden. Betrahtet werden
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Nf = 201 äquidistante Evaluierungspunkte im Frequenzbereih If = [0.58, 0.63]GHz
mit dem Entwiklungspunkt bei fˆ = 0.6 GHz. Um den gesamten Fehler über das
Abbildung 6.2: Bandpass Filter. Alle Dimensionen sind in mm.
Frequenzband zu berüksihtigen, wird das Fehlermaÿ
E∞(N;Bf) = max
m,n,i
|ν¯mn(fi)− νmn(fi)| , (6.71)
als Bewertungskriterium herangezogen. Hierin steht N als Platzhalter für eine fre-
quenzabhängige Netzwerkmatrix, also N ∈ {Z,S,Y}. Die geshätzten Fehler sind
mittels (6.61) und (6.70) berehnet und werden gegen die tatsählihen Fehler
EN =
{
Z¯− Z für Impedanzmatrizen,
S¯− S für Streumatrizen (6.72)
verglihen. Darüber hinaus sind den so ermittelten Fehlern die Ergebnisse basie-
rend auf dem Fehlershätzer von [CHMR10℄ und [PS10℄ gegenübergestellt. Letzterer
basiert auf der Ermittlung einer unteren Shranke für die Inf-Sup-Konstante, wel-
he durh den kleinsten Singulärwert der Systemmatrix abgeshätzt wird. Für die
Shnelle Online-Auswertung der Fehlershranke wird die SCM Methode [CHMR10℄,
[HRSP07℄ herangezogen. Abbildung 6.3 zeigt einen Vergleih zwishen dem tatsäh-
lihen Fehler, der State-of-the-Art-Shätzung und der vorgeshlagenen Fehlershran-
ke. Die vertikalen Linien in Abbildung 6.3(e) und Abbildung 6.3(f) zeigen jene ROM-
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Dimension an, bei welher sämtlihe Eigenwerte im Frequenzbereih If im Sinne
der Shranke (6.44) konvergiert, und damit die Fehlershätzungen (6.32) und (6.70)
über den gesamten Bereih If gültig sind. So lange der tatsählihe Fehler über dem
numerishen Grundraushen liegt, stellt der vorgeshlagene Fehlershätzer entspre-
hend der theoretishen Herleitung eine obere Shranke dar. Der State-of-the-Art-
Shätzer ist im Vergleih um drei bis fünf Gröÿenordnungen ungenauer. Das nu-
merishe Grundraushen wird von beiden Fehlershätzern niht realistish erfasst.
Letztere Tatsahe stellt jedoh für den praktishen Nutzen keine Einshränkung dar,
da ein Untershätzen des Fehlers erst eintritt, wenn das ROM bereits vollständig
konvergiert ist.
Ein Vergleih der Rehenzeiten ist in Tabelle 6.1 dargestellt. Beide Fehlershätzer
erlauben eine eziente Auswertung der 201 Frequenzpunkte im Online-Shritt, al-
lerdings führt die SCM-basierte Methode im Oine-Teil zu einem beträhtlihen
Mehraufwand: die Rehenzeit von 18943 s wird benötigt, um Lösungen für 418 Ei-
genwertprobleme der Dimension N zu berehnen. Der in dieser Arbeit vorgeshla-
gene Ansatz benötigt hingegen im Oine-Teil nur 3 s, die im Wesentlihen der
Faktorisierung der Massenmatrix T zuzushreiben sind.
Tabelle 6.1: Berehnungsdaten
1
Bandpasslter Dielektrisher
Resonator
Parameter
N 213 472 426 878
K 12 108
Nf 201 401
Oine Rehenzeit
Neuer Shätzer 3 s 10.5 s
State-of-the-Art 18 943 s n.a. (vgl. 6.6.2)
Online Rehenzeit
Neuer Shätzer 1.36 s 31.8 s
State-of-the-Art 1.57 s n.a. (vgl. 6.6.2)
1
MATLAB 2010 Programm auf Intel Core i7-3370KCPU, 3.5 GHz Prozessor.
Intel MKL PARDISO zum Lösen dünnbesetzter Gleihungssysteme.
6.6.2 Filter mit dielektrishen Resonatoren
Als weiteres Beispiel dient ein Filter mit dielektrishen Resonatoren gemäÿ Abbil-
dung 6.4. Um die Zuverlässigkeit des vorgeshlagenen Fehlershätzers auh für breit-
bandige Anwendungen zu zeigen, wird das Filter im Frequenzband If = [4, 12] GHz
mit Nf = 401 äquidistanten Evaluierungspunkten untersuht. Aus den Abbildun-
gen 6.5(a) und 6.5(b) ist zu sehen, dass im untersuhten Frequenzband eine Vielzahl
sharfer Resonanzen vorliegt. Der Vergleih zwishen tatsählihem und geshätz-
ten Fehler in den Abbildungen 6.5() und 6.5(d) bestätigt, dass der vorgeshlagene
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Fehlershätzer eine obere Shranke darstellt, solange der tatsählihe Fehler Werte
oberhalb des numerishen Grundraushens aufweist. Die vorgeshlagene Methode
zeigt zuverlässig die Konvergenz des ordnungsreduzierten Modells an. Ein Vergleih
zur State-of-the-Art-Methode kann hier niht angegeben werden, da die SCM bei der
Berehnung einer gültigen unteren Shranke für die Inf-Sup-Konstante versagt. Dies
lässt sih damit begründen, dass Shätzwerte für den kleinsten Singulärwert sehr
sensitiv von der Qualität der Lösung des linearen Programms abhängen, welhes
Bestandteil dieses Verfahrens ist.
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(a) (b)
() (d)
(e) (f)
Abbildung 6.3: Bandpasslter. (a) Betrag von Z11, (b) Betrag von S11, () Fehler-
shätzung für Z11 at n = 6, (d) Fehlershätzung für S11 at n = 6, (e) Fehlermaÿ
E∞(Z;Bf ), (f) Fehlermaÿ E∞(S;Bf ).
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Abbildung 6.4: Filter mit dielektrishen Resonatoren. Dimensionen in mm.
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(a) (b)
() (d)
Abbildung 6.5: Filter mit dielektrishen Resonatoren. (a) Betrag von Z11, (b) Betrag
von S11, () Fehlermaÿ E∞(Z;Bf ), (d) Fehlermaÿ E∞(S;Bf ).
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Kapitel 7
Zussammenfassung
In der vorliegenden Arbeit werden Verfahren vorgestellt, die die automatisierte An-
wendung von projektionsbasierten Modellordnungsreduktionsverfahren ermöglihen.
Untersuhungen der Strategien und Verfahren anhand numerisher Beispiele belegen
die Funktionalität und Ezienz.
In Kapitel 4 werden die Grundlagen für die eziente Berehnung von Residuen
und die shnelle Auswertung der ordnungsreduzierten Modelle entwikelt. Auÿerdem
werden die speziellen Eigenshaften der Systeme aus der elektrodynamishen FE-
Simulation aufgezeigt, insbesondere die Beibehaltung des Momentenabgleihs der
MOR-Verfahren auh bei vorliegen von TE- und TM-Wellen.
Bei der Untersuhung in Kapitel 5 zeigen die untershiedlihen Strategien zur Stütz-
stellenwahl in Mehrpunkt-Anwendungen ähnlihes Konvergenzverhalten. Der Autor
shlieÿt aus den Untersuhungen, dass die Bisektionsmethode gegenüber der Greedy-
Methode zu bevorzugen ist, da eine geringere Tendenz zur Häufung von Stützstel-
len in einem shmalen Parameterbereih vorliegt. Bei den Fehlerindikatoren zeigt
der inkrementelle Ansatz im Vergleih zum residuenbasierten Verfahren eine höhere
numerishe Ezienz bei gleiher Zuverlässigkeit.
Für den wihtigen Spezialfall verlustloser Systeme in der Elektrodynamik wird in Ka-
pitel 6 als weiteres Abbruhkriterium ein a-posteriori-Fehlershätzer für Einpunkt-
Verfahren vorgestellt. Durh konsequente Anwendung shneller Auswerteverfahren
und durh Wiederverwendung von Zwishenergebnissen, die im MOR-Prozess an-
fallen, kann der zusätzlihe Rehen- und Speiheraufwand gering gehalten werden.
Damit die notwendige lineare Parametrierung des untersuhten Systems aufreht
erhalten werden kann, ist der Fehlershätzer in der Impedanzformulierung anzuwen-
den. Die so bestimmten Fehler können mit beshränkten Gröÿen in Bezug gesetzt
werden, indem zusätzlih ein asymptotisher Fehlershätzer in den S-Parametern
eingesetzt wird. Die Abshätzung des Fehlers in den S-Parametern ist insbesondere
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für praktishe Anwendungen von groÿer Bedeutung. Numerishe Beispiele belegen
die Zuverlässigkeit und Ezienz des vorgestellten Verfahrens.
Eine Erweiterung der Fehlershranke auf verlustbehaftete Systeme der Elektrody-
namik beziehungsweise auf allgemein polynomiell parametrierte Systeme ist Gegen-
stand aktueller Forshung. Die bei der Erstellung der Arbeit bekannten Ansätze
sind nur mit erheblihem numerishen Aufwand umzusetzen und daher für prakti-
she Anwendungen unattraktiv.
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