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Abstract
The theory and practice of stochastic optimization has focused on stochastic gradi-
ent descent (SGD) in recent years, retaining the basic first-order stochastic nature of
SGD while aiming to improve it via mechanisms such as averaging, momentum, and vari-
ance reduction. Improvement can be measured along various dimensions, however, and
it has proved difficult to achieve improvements both in terms of nonasymptotic measures
of convergence rate and asymptotic measures of distributional tightness. In this work,
we consider first-order stochastic optimization from a general statistical point of view,
motivating a specific form of recursive averaging of past stochastic gradients. The result-
ing algorithm, which we refer to as Recursive One-Over-T SGD (ROOT-SGD), matches
the state-of-the-art convergence rate among online variance-reduced stochastic approxima-
tion methods. Moreover, under slightly stronger distributional assumptions, the rescaled
last-iterate of ROOT-SGD converges to a zero-mean Gaussian distribution that achieves
near-optimal covariance.
1 Introduction
Let f : Rd × Ξ → R be differentiable as a function of its first argument, and consider the
following unconstrained minimization problem:
min
θ∈Rd
F (θ), where F (θ) := E
[
f(θ; ξ)
]
, (1)
where the expectation is taken over a random vector ξ ∈ Ξ with distribution P. In a statistical
setting, the expectation may be an expectation over a population or it may arise as an
empirical average over a random sample from a population. In either case, there is often a
significant computational cost associated with computing such expectations, and the hope is
that the optimization problem (1) can be solved efficiently based on an oracle that supplies
only stochastic gradients of the form ∇f(θ; ξ), for ξ ∼ P and any θ. We assume in particular
that we have access to independent and identically distributed draws, ξt ∼ P, for t = 1, 2, . . ..
The simplest example of such a solution strategy is stochastic gradient descent (SGD),
which recursively updates a parameter vector, θt, by taking a step in the direction of a single
stochastic gradient, with a (possibly) time-varying step size ηt. While such a strategy has been
surprisingly successful in modern large-scale statistical machine learning problems [43, 10], it
⋆ CJL and WM contributed equally to this work.
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can be improved on, in theory and in practice, by algorithms that make use of more than a
single stochastic gradient. Such algorithms belong to the general family of stochastic first-
order methods. Although the specific algorithmic variants that have been studied have similar
forms, involving various weightings of past stochastic gradients, the arguments that have
been employed to derive these algorithms, and to motivate theoretical analyses, have been
quite different, as suggested by the range of terminology that has been employed, including
“momentum,” “averaging,” “acceleration,” and “variance reduction.” Roughly speaking, these
ideas reflect two main underlying goals—that of proceeding quickly to a minimum and that
of arriving at a final state that provides calibrated measures of uncertainty.
Unfortunately, these two goals are in tension, and the literature has not yet arrived at
a single algorithmic framework that achieves both goals. Consider in particular two seminal
lines of research:
(i) The Polyak-Ruppert-Juditsky (PRJ) procedure [51, 55] incorporates slowly diminishing
step sizes into SGD, thereby achieving asymptotic normality with an optimal covariance
(the prefactor is unity). This meets the goal of calibrated uncertainty. However, the PRJ
procedure is not optimal from a nonasymptotic point of view—it is characterized by large
high-order nonasymptotic terms and does not achieve the optimal sample complexity in
general [41].
(ii) Variance-reduced stochastic optimization methods have been designed to achieve re-
duced sample complexity that is the sum of a statistical error and an optimization er-
ror [54, 58, 30, 36, 15]. While the latter can be controlled to obtain nonasymptotic rates
that are optimal, the statistical rates are nonoptimal, yielding an asymptotic efficiency
that has a constant prefactor that is strictly greater than unity.
In the current paper we present an algorithm that achieves both goals—the nonasymptotic
goal of a fast finite-time convergence rate and the asymptotic goal of achieving limiting nor-
mality with a near-optimal covariance. The algorithm is closely related to existing first-order
algorithms, but differs critically in its choice of step sizes. Our choice of step size emerges from
an overarching statistical perspective—rather than viewing the problem as one of correcting
SGD via particular mechanisms such as averaging, variance reduction or momentum, we in-
stead view the problem as one of utilizing all previous online data samples, ξ1, . . . , ξt ∼ P , to
form an estimator, Estimatort, at iteration t, of ∇F (θt−1). We then perform a gradient step
based on this estimator: θt = θt−1 − ηt · Estimatort.
Concretely, our point of departure is the following idealized estimator of the error in the
current gradient estimator:
Estimatort −∇F (θt−1) = 1
t
t∑
s=1
(∇f(θs−1; ξs)−∇F (θs−1)). (2)
Treating the terms ∇f(θs−1; ξs) − ∇F (θs−1), s = 1, . . . , t as martingale differences, and as-
suming that the conditional variances of these terms are identical almost surely, it is straight-
forward to verify that the choice of equal weights 1/t minimizes the variance of the estimator
over all such convex combinations. Our algorithm, which we refer to as Recursive One-Over-
T SGD (ROOT-SGD), is based critically on this particular choice of weights. The recursive
aspect of the algorithm arises as follows. We set Estimator1 = ∇f(θ0; ξ1) and express (2) as
follows:
Estimatort −∇F (θt−1) = 1
t
(∇f(θt−1; ξt)−∇F (θt−1)) + t− 1
t
(Estimatort−1 −∇F (θt−2)).
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Rearranging gives
Estimatort =
1
t
∇f(θt−1; ξt) + t− 1
t
(∇F (θt−1)−∇F (θt−2)) + t− 1
t
Estimatort−1.
We now note that we do not generally have access to the bracketed term ∇F (θt−1)−∇F (θt−2),
and replace the term by an unbiased estimator, ∇f(θt−1; ξt) − ∇f(θt−2; ξt), based on the
current sample ξt. Letting vt denote Estimatort we obtain the following recursive update:
vt =
1
t
∇f(θt−1; ξt) + t− 1
t
(∇f(θt−1; ξt)−∇f(θt−2; ξt)) + t− 1
t
vt−1 (3)
= ∇f(θt−1; ξt)︸ ︷︷ ︸
stochastic gradient
+
t− 1
t
(vt−1 −∇f(θt−2; ξt))︸ ︷︷ ︸
correction term
, (4)
consisting of both a stochastic gradient and a correction term.
Finally, performing a gradient step based on our estimated gradient yields the overall
ROOT-SGD algorithm:
vt = ∇f(θt−1; ξt) + t− 1
t
(vt−1 −∇f(θt−2; ξt)) (5)
θt = θt−1 − ηtvt, (6)
for a suitably chosen sequence {ηt}t≥1 of positive step sizes. Note that vt defined in (3)
maintains a recursive estimator of ∇F (θt−1) that is unbiased unconditionally in the sense
that E[vt] = E[∇F (θt−1)], so that the update of θt is an approximate gradient-descent step
that moves along the negated direction −vt.1
We initialize θ0 ∈ Rd, and, to avoid ambiguity we define the update (5) at t = 1 to use only
v1 = ∇f(θ0; ξ1). Overall, given the initialization (θ⊤0 , v0, θ−1) = (θ⊤0 , 0, arbitrary), at each step
t ≥ 1 we take as input ξt ∼ P , and perform an update of (θ⊤t , v⊤t , θ⊤t−1). This update depends
only on (θ⊤t−1, v
⊤
t−1, θ
⊤
t−2) and ξt, and is first order and Markovian. Moreover, the updates in
ROOT-SGD algorithm have a fast-slow design: the θt sequence in (6) has prescribed step sizes
ηt that are asymptotically a constant, serving as a fast process compared to the vt sequence.
Connection with Polyak-Ruppert-Juditsky averaging It is interesting to compare
ROOT-SGD to stochastic gradient descent with Polyak-Ruppert-Juditsky (PRJ) averaging [55,
51]. The latter algorithm consists of the pair of updates
θˆt = θˆt−1 − ηt∇f(θˆt−1; ξt), (7)
zˆt =
1
t θˆt +
t−1
t zˆt−1. (8)
Similar to ROOT-SGD, the PRJ-averaged form of SGD has a two-timescale design, which
plays a key role in achieving the optimal covariance in its limiting distribution. Essentially,
the PRJ average zˆt stabilizes oscillations in the SGD step and is robust to the choice of step
sizes ηt.
The step sizes that are possible with PRJ-averaged SGD are significantly smaller than
the step sizes possible with ROOT-SGD. Indeed, for a generic smooth and strongly convex
objective function, PRJ-averaged SGD need not converge if a constant η is used [51, 55].
1Unlike many classical treatments stochastic approximation, we structure the subscripts so they match up
with those of the filtration corresponding to the stochastic processes.
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In general, the choice of step size for PRJ-averaged SGD reflects a tradeoff between terms
involving the initialization and linearization error. As a result, a sequence of diminishing step
sizes ηt → 0 is generally unavoidable and hence the range of feasible step sizes is limited [41, 17].
Comparatively, our ROOT-SGD implicitly adjusts and corrects the gradient estimation error,
and hence the linearization error is completely avoided, allowing for the step size choices that
forget the initial condition as quickly as possible. Indeed, the asymptotic result for constant
step size ROOT-SGD for general stochastic optimization problems is exactly the same as that
of the PRJ algorithm for linear problems, where the stochastic gradients are evaluated at θ∗.
An important consequence of this large step size choice is that ROOT-SGD enjoys state-of-
the-art nonasymptotic rates for gradient-norm minimization at the cost of a slightly stronger
Lipschitz continuity condition on the stochastic gradients.
Connection with STORM and Hybrid SGD Our ROOT-SGD in (5) is also closely
connected to STOchastic Recursive Momentum (STORM) [14], and Hybrid SGD [62], with the
main difference between the choice of step size, reflecting the different perspectives underlying
STORM and Hybrid SGD compared to ROOT-SGD. Indeed, for ROOT-SGD, a time-varying
step size 1/t is used for the vt update while an asymptotically larger value ηt is adopted for
the θt update. As we will discuss, this critical difference is what allows ROOT-SGD to output
an estimator that achieves asymptotic efficiency as T →∞.
It is important to distinguish our update rule in (5) from “momentum” terms that aim
to achieve acceleration [18, 14]. First, viewed as a gradient estimator the momentum term
is biased : it is a moving average of stochastic gradients at extrapolation points. It is not
straightforward to correct for this bias. Secondly, in contradistinction to momentum-based
acceleration algorithms, ROOT-SGD is a two-timescale method that couples fast-slow iteration
where the 1/t step size in the vt update is asymptotically smaller than the ηt step size in the θt
update as t→∞.2 Existing theory on SGD with momentum acceleration suggests the choice
of two sequences of step sizes be asymptotically of the same scale, modulo the prefactors [46].
Alternatively, we can also interpret vt as an estimator of the gradient that is a hybrid of
stochastic gradient (SG) and stochastic recursive gradient (SARAH) estimators (cf. [62]):
vt =
1
t
∇f(θt−1; ξt)︸ ︷︷ ︸
stochastic gradient
+
t− 1
t
(vt−1 +∇f(θt−1; ξt)−∇f(θt−2; ξt))︸ ︷︷ ︸
stochastic recursive gradient
. (9)
In this expression, one observes that the ratio of the weights for the SG and SARAH estimators
has the proportion 1 : (t − 1), yielding the dominance of the SARAH part as t becomes
large. In this vein, [62] proposed (in the nonconvex setting) a gradient estimator that linearly
interpolates the two estimators. This requires two independent samples, however, doubling
the sample complexity. In contrast, the update rule of ROOT-SGD use the same sample for
both stochastic and stochastic recursive estimators and it enjoys both desirable asymptotic
and nonasymptotic convergence behavior for the smooth and strongly convex setting.
1.1 Summary of main results
We summarize our main results here. We present a single-loop first-order algorithm, ROOT-SGD,
and show that the algorithm achieves desirable convergence rates both nonasymptotically and
asymptotically. In particular we show the following:
2Note in particular that the authors of [14] essentially put ηt ≍ 1/
√
t in STORM updates.
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(i) Under either a Lipschitz continuity assumption on the stochastic gradient noise or
smoothness and convexity assumption on the individual function, we show that ROOT-SGD
achieves a nonasymptotic upper bound in terms of expected gradient norm squared that
improves upon state-of-the-art results for smooth and strongly convex objective func-
tions F by a logarithmic factor in its leading term (Theorem 1). When augmented with
periodic restarting steps, our convergence rate matches the state-of-the-art rate [49]
among variance-reduced stochastic approximation methods (Theorem 2).
(ii) Under a slightly stronger distributional assumption we prove that ROOT-SGD is asymp-
totically efficient; that is, it outputs an estimator that converges asymptotically to
a normal distribution whose covariance achieves the Crame´r-Rao lower bound plus
a correction term that vanishes when the step size tends to zero (Theorem 3). No-
tably, ROOT-SGD provides an algorithm whose asymptotic distribution matches that
of stochastic gradient descent with Polyak-Ruppert-Juditsky averaging [51, 55], while
allowing a significantly larger range of choice of step size. This provides the first result
establishing asymptotic optimality among variance-reduced gradient methods.
1.2 Further overview of related work
In the field of smooth and convex stochastic optimization, variance-reduced gradient methods
represented by, but not limited to, SAG [54], SDCA [58], SVRG [30], SCSG [36], SAGA [15],
SARAH [47] and Inexact SARAH [49] have been proposed to improve the theoretical conver-
gence rate of (stochastic) gradient descent. Under self-concordance conditions, [21] provide
function-value bounds for a variant of the SVRG algorithm that matches the asymptotic
behavior of the empirical risk minimizer, while the corresponding nonasymptotic rates can
have worse dependency on the condition number compared to SGD. More recent accelerated
variants of SGD provide further improvements in convergence rate [39, 57, 2, 35, 32, 34].
Additionally, a variety of recursive variance-reduced stochastic approximation methods [50,
49, 65, 20, 63] have been studied in the nonconvex stochastic optimization literature. These
algorithms, as well as their hybrid siblings [14, 62], achieve state-of-the-art convergence rates
and in particular are faster than SGD under mild additional smoothness assumption on the
stochastic gradients.
Our algorithm ROOT-SGD belongs to the family of stochastic first-order algorithms, a
family that dates back to the work of Cauchy [12] and Robbins-Monro [53]. For expository
treatments see [44, 8, 6, 33, 45, 46, 9, 56, 60, 11], for applications to incremental methods see
[42, 43, 7, 22, 23, 16] and for applications to machine learning see [52, 59, 31, 27, 24, 25]. A
recent state-of-the-art result for this class of methods asserts that stochastic gradient descent
and its accelerated variant achieve an O(1/T ) convergence rate in expected objective gap that
matches the corresponding minimax information-theoretic lower bounds in the objective gap
[1, 64].
However, when the objective has additional smoothness, these bounds can suffer from
loose prefactors. To overcome this limitation, we seek to obtain the sharpest convergence
in all regimes by turning to the idea of iteration averaging [55, 51]. This general class of
techniques is based on two-time-scale iterations and it achieves asymptotic normality with an
optimal covariance. Moulines and Bach [41] have presented a nonasymptotic analysis of SGD
with iteration averaging showing that, after processing T samples, the algorithm achieves a
nonasymptotic rate that matches the Crame´r-Rao lower bound with a prefactor equal to one.
We also note that iteration averaging provides robustness and adaptivity [37].
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In the specific case of stochastic gradient descent with Polyak-Ruppert-Juditsky averag-
ing, a variety of asymptotic and nonasymptotic results have been obtained in the recent
literature [5, 19, 18, 17, 29, 28, 4, 40]. Notably, [40] characterizes the asymptotic normal dis-
tribution for constant-step-size linear stochastic approximation, delineating the asymptotic
covariance that adds onto the Crame´r-Rao covariance and which vanishes as η → 0 [17].
As we will see in its analysis, similar asymptotic behavior is observed with ROOT-SGD for
strongly convex objectives.
The remainder of this paper is organized as follows. §2 presents the statements of our main
theoretical results. This includes both nonasymptotic and asymptotic results. §3 presents
the nonasymptotic convergence rate side of our analysis, while §4 focuses on the study of
asymptotic results, specifically asymptotic normality. We conclude the paper in §5.
Notation: Given a pair of vectors u, v ∈ Rd, we write 〈u, v〉 = ∑dj=1 ujvj for the inner
product, and ‖v‖2 for the Euclidean norm. For a matrix M , the operator norm is defined as
|||M |||op := sup‖v‖2=1 ‖Mv‖2. For scalars a, b ∈ R, we adopt the shorthand notation a ∧ b :=
min(a, b) and a∨b := max(a, b). For sequences, {an}n≥1 and {bn}n≥1, of positive real numbers,
the notation an . bn means that there is a global constant C such that an ≤ Cbn for all n,
and similarly, we write an & bn to mean that there is a constant C > 0 such that an ≥ Cbn.
Finally, we write an ≍ bn when the conditions an . bn and an & bn both hold. Throughout
the paper, we use the σ-fields Ft := σ(ξ1, ξ2, · · · , ξt) for any t ≥ 0.
For the proof of asymptotic results, we adopt some tensor notations. For two matrices
A,B, we use A⊗B to denote their Kronecker product. When it is clear from the context, we
slightly overload the notation to let A ⊗ B denote the 4-th-order tensor produced by taking
the tensor product of A and B. Note that Kronecker product is just a flattened version of
the tensor. For a k-th order tensor T , matrix M and vector v, we use T [M ] to denote the
(k − 2)-th order tensor obtained by applying T to matrix M , and similarly, we use T [v] to
denote the (k − 1)-th order tensor obtained by applying T to vector v.
2 Main results
This section is devoted to the statements and discussion of our main results, separately in
the nonasymptotic or asymptotic guarantees in the strongly convex case. In §2.1, we for-
mally introduce a single-loop ROOT-SGD and its multi-loop variant, each of which enjoys a
nonasymptotic error bound that achieves the state-of-the-art in its corresponding category.
For the first time to our best knowledge, both of these error bounds enjoy an optimal lead-
ing term up to an absolute constant factor.3 §2.2 is devoted to the asymptotic analysis of
ROOT-SGD. We show that under mild distributional assumptions when the number of pro-
cessed samples grows, it has an asymptotic normality behavior with a limiting covariance that
nearly matches that of the Crame´r-Rao statistical lower bound.
2.1 Nonasymptotic results
In this section we consider the constant step size version of our ROOT-SGD in (5), initialized
with a burn-in phase of length B ≥ 1 in which only the v variable is updated while the θ
3Our bound is in terms of an expectation over the squared gradient norm, which imply guarantees on
objective gap and squared iteration distance to optimality.
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Algorithm 1: ROOT-SGD
1: Input: initialization θ0; stochastic gradient estimator v1 := ∇f(θ0; ξ1), step sizes {ηt}t≥1
2: for t = 1, 2, . . . , T do
3: vt = ∇f(θt−1; ξt) + t−1t (vt−1 −∇f(θt−2; ξt))
4: θt = θt−1 − ηtvt
5: end for
6: Output: θT
variable is held fixed. The purpose of the burn-in phase is to stabilize the iterates. Given an
initial vector θ0 ∈ Rd, we set θt = θ0 for all t = 1, . . . , B − 1, and compute
vt =
1
t
t∑
s=1
∇f(θ0; ξs), for all t = 1, . . . , B.
Equivalently, we can view the step sizes in the update for θt as being scheduled as follows:
ηt =
{
η for t ≥ B,
0 for t = 1, . . . , B − 1, (10)
and, accordingly, the update rule from equations (5) and (6) splits into two phases:
vt =


∇f(θt−1; ξt) + t−1t (vt−1 −∇f(θt−2; ξt)) for t ≥ B + 1,
1
t
t∑
s=1
∇f(θ0; ξs) for t = 1, . . . , B,
(11)
θt =
{
θt−1 − ηvt for t ≥ B,
θ0 for t = 1, . . . , B − 1.
(12)
Comparing to SVRG and SARAH [30, 47], the length of the burn-in period for our algorithm
is identical to the number of processed samples, so the sample and iteration complexities
match up. Our ROOT-SGD is formally presented in Algorithm 1.
We begin by presenting our nonasymptotic results. Informally, our nonasymptotic Theo-
rem 1 establishes that for some appropriately chosen ηmax, such that whenever η ≤ ηmax and
T ≥ B, E‖∇F (θT )‖22 is bounded up to an absolute constant factor:
E‖∇F (θT )‖22 .
‖∇F (θ0)‖22
η2µ2T 2
+
σ2∗
T
,
where σ2∗ := E‖∇f(θ∗; ξ1)‖22.
We turn to the formal presentation of our results. For each θ ∈ Rd let δt(θ) denote the
noise term
δt(θ) := ∇f(θ; ξt)−∇F (θ). (13)
We impose the following assumptions on the objective function f and associated stochastic
oracles. First, we assume the strong convexity and smoothness of the objective function F :
7
Assumption 1 (Strong convexity and smoothness). The real-valued objective function F is
twice continuously differentiable, µ-strongly-convex and L-smooth for some 0 < µ ≤ L <∞.
Second, we assume that the covariance matrix of the global minimizer θ∗ exists:
Assumption 2 (Finite variance at optimality). At the optimum θ∗, all second moments of
δ(θ∗; ξ) exist; moreover, the quantity σ2∗ := E‖δ(θ∗; ξ)‖22 is finite.
Note that we only assume a finite variance on the stochastic gradient at the global min-
imizer θ∗. This is significantly weaker than the standard assumption of a globally bounded
noise variance. See [48, 37] for a detailed discussion of this noise assumption.
Third, we impose a mean-squared Lipschitz condition on the stochastic noise:
Assumption 3 (Lipschitz stochastic noise). The function f(·; ξ) is almost surely convex,
twice continuously differentiable, and there is a finite constant ℓΞ such that the associated
noise term satisifes the bound
E‖δ(θ1; ξ)− δ(θ2; ξ)‖22 ≤ ℓ2Ξ‖θ1 − θ2‖22, for all pairs θ1, θ2 ∈ Rd. (14)
Observe that Assumptions 1 and 3 imply a mean-squared Lipschitz condition on the
stochastic gradient:
E‖∇f(θ1; ξ)−∇f(θ2; ξ)‖22 = E‖∇F (θ1)−∇F (θ2)‖22 + E‖δ(θ1; ξ)− δ(θ2; ξ)‖22
≤ (L2 + ℓ2Ξ) ‖θ1 − θ2‖22,
where the final step uses the L-Lipschitz condition on the population function F . Rather
than imposing this condition directly on the stochastic gradient, it is clarifying to separate
the contributions due to the noise from those of the population objective function.
In part of our analysis, as an alternative to Assumption 3, we impose the following indi-
vidual convexity and smoothness condition [54, 30, 15, 47]:
Assumption 4 (Individual convexity/smoothness). The (random) function θ 7→ f(θ; ξ) is
almost surely convex, twice continuously differentiable and satisfies the Lipschitz condition
‖∇f(θ1; ξ)−∇f(θ2; ξ)‖2 ≤ ℓmax‖θ1 − θ2‖2 a.s. (15)
We remark that all Assumptions 1 and 2 along with either Assumption 3 or 4, are standard
in the stochastic optimization literature (cf. [48, 4, 37]). Note that Assumption 4 implies As-
sumption 3 with constant ℓmax; in many applications, the quantity ℓmax can be significantly
larger than
√
L2 + ℓ2Ξ in magnitude.
With these assumptions in place, let us formalize the two settings in which we analyze the
ROOT-SGD algorithm. We refer to these cases as the Lipschitz Stochastic Noise setting (or
LSN for short), and the Individually Smooth and Convex setting (or ISC for short).
LSN Setting: Suppose that Assumptions 1, 2 and 3 hold, and define
ηmax :=
1
4L
∧ µ
8ℓ2Ξ
, and ωmax :=
2ℓ2Ξ
µ2
. (16)
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ISC Setting: Suppose that Assumptions 1, 2 and 4 hold, and define
ηmax :=
1
4ℓmax
, and ωmax :=
2ℓmax
µ
. (17)
In above, ωmax is a key quantity in our analysis in §3.1 for both cases.
Theorem 1 (ROOT-SGD). Suppose that the conditions in either the LSN or ISC Setting are
in force, and let the step sizes be chosen according to the protocol (10) for some η ∈ (0, ηmax],
and assume that we use the following burn-in time:
B :=
⌈ 24
µη
⌉
. (18)
Then, for any iteration T ≥ B, the iterate θT from Algorithm 1 satisfies the bound
E‖∇F (θT )‖22 ≤
2700 ‖∇F (θ0)‖22
η2µ2(T + 1)2
+
28 σ2∗
T + 1
. (19)
Defining G0 := ‖∇F (θ0)‖2, we can compute an upper bound on the sample complexity
for finding θ˜ such that E‖∇F (θ˜)‖22 ≤ ε2:
C0(ε) = max
(
74
ηµ
[
G0
ε
∨ 1
]
,
56σ2∗
ε2
)
. (20)
Indeed, we choose T in equation (19) to be sufficiently large such that it satisfies the inequal-
ities T ≥ B = ⌈ 24µη ⌉, as well as
2700G20
η2µ2(T + 1)2
≤ ε
2
2
and
28σ2∗
T + 1
≤ ε
2
2
.
It is then straightforward to see that (20) serves as a tight sample complexity upper bound.
We provide the proof of Theorem 1 in §3.1. We make a few remarks.
• Theorem 1 copes with a wide range of step sizes η: fixing the number of online samples
T , we have from (19) that the optimal statistical error σ2∗/T for the squared gradient
holds up to absolute constants whenever
G0
µσ∗
√
T
∨ 1
µT
. η ≤ ηmax.
When η is picked as the maximal possible value ηmax in the ISC case, the complexity
upper bound C0(ε) scales as
C0(ε) ≍ max
(
ℓmax
µ
[
G0
ε
∨ 1
]
,
σ2∗
ε2
)
,
and for the LSN case, it scales as
C0(ε) ≍ max
((
L
µ
+
ℓ2Ξ
µ2
)[
G0
ε
∨ 1
]
,
σ2∗
ε2
)
.
As ε→ 0+ and when σ∗ is bounded away from zero, the leading order term of C0(ε) in
either analysis is ≍ σ2∗/ε2 which matches the optimal statistical error up to universal
constants, achieved for the first time by single-loop variance-reduced algorithms.
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Algorithm 2: ROOT-SGD with restarting
1: Input: initialization θ0, step size η, timestamps ∆0 := 0 < ∆1 < ∆2 < . . . , counter s = 1
2: for t = 1, 2, . . . , T do
3: if t ∈ {1, 1 + ∆1, 1 + ∆2, . . . } then
4: reset counter s = 1
5: end if
6: vt = ∇f(θt−1; ξt) + s−1s (vt−1 −∇f(θt−2; ξt))
7: θt = θt−1 − ηsvt
8: set counter s← s+ 1
9: end for
10: Output: θT
• Our G20B
T 2
+ σ
2
∗
T nonasymptotic finite-sample rate is the addition of two terms. In accor-
dance with the discussion in §1, the σ2∗T term corresponds to the nonimprovable statistical
error depending on the noise variance at the minimizer, and the additional optimization
error term O( 1T 2 ) indicates a slow mixing from initialization since we average stochastic
noises induced by all samples. As we will discuss immediately in §2.1.1, the relatively
slow polynomial mixing from an arbitrary initialization can be improved to fast expo-
nential mixing by periodically restarting our algorithm.
2.1.1 Improved nonasymptotic results with restarting
We turn to sharpen our convergence rate upper bound. Our approach is based on restarting—
the algorithm is designed to periodically forget the stochastic gradients, so that the lower-order
term in our nonasymptotic finite-sample rate decays exponentially. Note that ROOT-SGD
with restarting gives a fundamentally different algorithm, resembling SVRG or SARAH, both
of which require periodic restarting to achieve favorable finite-sample convergence rates. In
each loop the algorithm first enters a burn-in period and collects the gradients, then performs
ROOT-SGD, then restarts and collects the gradients with another burn-in period, and so on.
Our analysis makes clear how restarting plays a key role in improving the lower-order term
in nonasymptotic analyses of the convergence rate for variance-reduced gradient algorithms.
Recall that we are in either the LSN or ISC setting. Define the sequence G2k := G
2
k−1/2,
for each k ≥ 1, so that G2k−1 := G2021−k, and recall that G20 = ‖∇F (θ0)‖22. Thus, the second
moment bound G2k on E‖∇F (θ∆k)‖22 is chosen as half of the corresponding bound in the
previous loop. We further pin down the number of loops for ROOT-SGD to achieve an upper
bound of ε2 for the second moment as follows:
K :=
⌈
log2
(
G20
ε2
∨ 1
)⌉
. (21)
We further define the timestamps ∆k as
∆0 := 0, ∆k −∆k−1 := max
{
105
ηµ ,
112σ2
∗
G2k−1
}
. (22)
We can now appeal repeatedly to Theorem 1 to obtain the following bound on the convergence
rate of ROOT-SGD with restarting.
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Theorem 2 (ROOT-SGD with restarting). Suppose that the conditions of Theorem 1 hold,
the step sizes are chosen according to equation (10) for some η ∈ (0, ηmax], and the burn-in
time B is chosen according to equation (18). Then there exists a choice of times 0 < ∆1 <
∆2 < . . . , recursively defined in (40), such that ROOT-SGD with restarting [Algorithm 2] has
the following sample complexity:
C(ε) = 105ηµ
⌈
log2
(
G20
ε2
∨ 1
)⌉
+ 224σ2∗
(
1
ε2
∨ 1
G20
)
, (23)
for achieving E‖∇F (θT )‖22 ≤ ε2.
Letting the step size η be fixed as the maximal possible value ηmax, then from (16) and
(17) the sample complexity of ROOT-SGD with restarting is as follows for the ISC setting:
C(ε) ≍ ℓmax
µ
log
(
G0
ε
∨ 1
)
+
σ2∗
ε2
.
Such a sample complexity bound guarantee for ISC analysis improves over the state-of-the-art
nonasymptotic rate bound in [49] by a logarithmic factor in ε−1.4 For the LSN setting the
complexity scales as:
C(ε) ≍
(
L
µ
+
ℓ2Ξ
µ2
)
log
(
G0
ε
∨ 1
)
+
σ2∗
ε2
.
This matches previous results [48] (the “individually nonconvex” case) in its dominating term.
We remind the readers that there is no absolute relationship between the two complexities
above, and one can dominate the other and vice versa in different regimes.
Remark: As can be seen in the proof of Theorem 2 in §3.2, ROOT-SGD with restarting
takes a number of loop iterates that essentially doubles the previous number of iterates. In
a manner similar to [49] one can apply the same argument and verify that if a constant loop
length is adopted, the optimal choice of η leads to a complexity that suffers from an extra
logarithmic factor in its leading σ
2
∗
ε2
term.
2.2 Asymptotic results
In this section, we focus on the LSN setting, and present asymptotic guarantees for the
single-loop version of Algorithm 1. In order obtain asymptotic results for the constant step
size algorithms, we impose the following slightly stronger assumptions on the smoothness of
stochastic gradients and moments:
(CLT.A) For any vectors θ ∈ Rd and v ∈ Sd−1, we have
E‖(∇2f(θ; ξ)−∇2f(θ∗; ξ))v‖22 ≤ β2‖θ − θ∗‖22. (24a)
(CLT.B) The fourth moments of the stochastic gradient vectors at θ∗ exist, and in particular
we have
E‖∇f(θ∗; ξt)‖42 < +∞, and E‖∇2f(θ∗; ξt)v‖42 ≤ ℓ′Ξ4 <∞ for any v ∈ Sd−1. (24b)
4To the best of our knowledge, the state-of-the-art rate in squared gradient norm is achieved by the multi-
loop Inexact SARAH algorithm [49], which is superior to SGD [48] and SCSG [36] after a gradient-iterate
bound conversion.
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Note that both conditions are imposed in a one-point fashion with respect to the optimal
point θ∗, instead of globally uniform bounds in Rd.
Defining the random matrix Ξ(θ) := ∇2f(θ; ξ)−∇2F (θ) for any θ ∈ Rd, we consider the
following matrix equation:
ΛH∗ +H∗Λ− ηE[Ξ(θ∗)ΛΞ(θ∗)]− ηH∗ΛH∗ = ηΣ∗. (25)
in the symmetric matrix Λ. It can be shown that under the given assumptions, this equation
has a unique solution—denoted Λη—which plays a key role in the following theorem.
Theorem 3. Suppose that Assumptions 1, 2, and 3 are satisfied, as are (CLT.A) and (CLT.B).
Then there exists constants c1, c2, given the step size η ∈
(
0, c1(
µ
ℓ2Ξ
∧ 1L ∧ µ
1/3
ℓ′Ξ
4/3 )
)
, and burn-in
time B = c2µη , we have:
√
T (θT − θ∗) d−→ N
(
0, (H∗)−1(Σ∗ + E(Ξ(θ∗)ΛηΞ(θ∗)))(H∗)−1
)
.
See §4.1 for the proof of this theorem.
A few remarks are in order. First, we note that the asymptotic covariance is the sum of
the optimal covariance (H∗)−1Σ∗(H∗)−1 and an additional correction term defined in equa-
tion (25). The correction term is exactly the same as that of the constant step size version of
the Polyak-Juditsky-Ruppert algorithm derived in [40], while our theorem applies to more gen-
eral nonlinear stochastic approximation problems. As the step size decreases, the correction
terms tends to zero, which follows from the following trace bound (see [40]):
Tr
(
(H∗)−1E(Ξ(θ∗)ΛηΞ(θ∗)))(H∗)−1
) ≤ η ℓ2Ξσ2∗
µ3
.
Indeed, using a slowly decreasing step size sequence, one can prove an asymptotic result that
matches the Crame´r-Rao lower bound. Second, we note that Theorem 3 has an additional
requirement on the step size, needing it to be upper bounded by µ
1/3
ℓ′Ξ
4/3 . We note that this is a
mild requirement on the step size. In particular, for most applications, ℓ′Ξ and ℓΞ are of the
same order, and the additional requirement η < cµ
1/3
ℓ′Ξ
4/3 is usually weaker than the condition
η < cµ
ℓ2Ξ
needed in the previous section.
3 Proofs of nonasymptotic results
This section is devoted to the proofs of our nonasymptotic results, in particular those of
Theorem 1 and Theorem 2 in Sections 3.1 and 3.2 respectively.
3.1 Proof of Theorem 1
This section is devoted to the proof of Theorem 1. The proof relies on the following auxiliary
result, which controls the evolution of the gradient norm ‖∇F (θT−1)‖2.
Lemma 1 (Key gradient bound). Under the conditions of Theorem 1, for any η ∈ (0, ηmax]
and T ≥ B + 1, we have
E‖∇F (θT−1)‖22 ≤
1
T 2
{
α1E‖∇F (θ0)‖22 + α2
T∑
t=B+1
E‖∇F (θt−1)‖22
}
+
20σ2∗
T
, (26)
where α1 := (4ωmax + 2B) B and α2 := 10ωmax +
2
µη .
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See §3.1.1 for the proof of this claim.
Based on this lemma, the proof of Theorem 1 relies on a bootstrapping argument in order to
remove the dependence of the right-hand side of equation (26) on the quantity E‖∇F (θt−1)‖22.
Let T ∗ ≥ B +1 be arbitrary. Telescoping the bound (26) over the iterates T = B +1, . . . , T ∗
yields
T ∗∑
T=B+1
E‖∇F (θT−1)‖22 ≤ α1
T ∗∑
T=B+1
‖∇F (θ0)‖22
T 2︸ ︷︷ ︸
Q1
+
T ∗∑
T=B+1
α2
T 2
T∑
t=B+1
E‖∇F (θt−1)‖22︸ ︷︷ ︸
Q2
+
T ∗∑
T=B+1
20σ2∗
T︸ ︷︷ ︸
Q3
.
Let us deal with each of these quantities in turn, making use of the integral inequalities
T ∗∑
T=B+1
1
T 2
(i)
≤
∫ T ∗
B
dτ
τ2
≤ 1
B
, and
T ∗∑
T=B+1
1
T
(ii)
≤
∫ T ∗
B
dτ
τ
= log
(T ∗
B
)
. (27)
We clearly have
Q1 ≤ α1
B
‖∇F (θ0)‖22 = (4ωmax + 2B) ‖∇F (θ0)‖22.
Moreover, by using the fact that T ∗ ≥ T , interchanging the order of summation, and then
using inequality (27)(i) again, we have
Q2 ≤
T ∗∑
T=B+1
α2
T 2
T ∗∑
t=B+1
E‖∇F (θt−1)‖22 =
T ∗∑
t=B+1
( T ∗∑
T=B+1
α2
T 2
)
E‖∇F (θt−1)‖22
≤ α2
B
T ∗∑
t=B+1
E‖∇F (θt−1)‖22.
Finally, turning to the third quantity, we have Q3 ≤ 20σ2∗ log
(
T ∗
B
)
, where we have used
inequality (27)(ii). Putting together the pieces yields the upper bound
T ∗∑
T=B+1
E‖∇F (θT−1)‖22 ≤ (4ωmax + 2B)‖∇F (θ0)‖22 +
α2
B
T ∗∑
t=B+1
E ‖∇F (θt−1)‖22 + 20σ2∗ log
(
T ∗
B
)
.
Equations (16) and (17) imply that, for either setting under consideration, we have the bound
ωmax ≤ 1µη , and, since 0 < ηµ ≤ 14 < 1, we have from (18) that B =
⌈
24
ηµ
⌉
≤ 25ηµ , resulting in
4ωmax + 2B ≤ 4µη + 2
[
25
ηµ
]
= 54µη .
where we have the choice of burn-in time B from equation (18). Similarly, we have α2 =
10ωmax +
2
µη ≤ 12µη ≤ B2 . Putting together the pieces yields
1
2
T ∗∑
t=B+1
E‖∇F (θt−1)‖22 ≤ 54µηE‖∇F (θ0)‖22 + 20σ2∗ log
(
T ∗
B
)
. (28)
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Now substituting the inequality (28) back into the earlier bound (26) with T ∗ = T allows us
to obtain a bound on E‖∇F (θT−1)‖2. In particular, for any T ≥ B + 1, we have
E‖∇F (θT−1)‖22 ≤
54B
µη
E‖∇F (θ0)‖22
T 2
+
B
T 2
· 1
2
T∑
t=B+1
E‖∇F (θt−1)‖22 +
20σ2∗
T
≤ 54B
µη
E‖∇F (θ0)‖22
T 2
+
B
T 2
[
54
µη‖∇F (θ0)‖22 + 20σ2∗ log(
T
B
)
]
+
20σ2∗
T
≤ 2 · 54B
µη
E‖∇F (θ0)‖22
T 2
+
20σ2∗
T
[
1 +
B
T
log
(
T
B
)]
.
Using the inequality log(x)/x ≤ 1/e, valid for x ≥ 1, we conclude that
E‖∇F (θT−1)‖22 ≤
2 · 54B
µη
E‖∇F (θ0)‖22
T 2
+
20σ2∗
T
[
1 +
B
T
log
(
T
B
)]
≤ 108
µη
25
µη
E‖∇F (θ0)‖22
T 2
+
20σ2∗
T
[
1 +
1
e
]
≤ 2700 ‖∇F (θ0)‖
2
2
η2µ2
1
T 2
+
28σ2∗
T
.
Shifting the subscript forward by one yields Theorem 1.
3.1.1 Proof of Lemma 1
At a high level, this proof involves analyzing the evolution of the quantities vt and vt −
∇F (θt−1), and then bounding the norm of the gradient ∇F (θt−1) using their combination.
From the updates (5), we can identify a martingale difference structure for the quantity
t [vt −∇F (θt−1)]: its difference decomposes as the sum of pointwise stochastic noise, δt(θt−1),
and the incurred displacement noise, (t − 1) [δt(θt−1)− δt(θt−2)].5 We state three auxiliary
lemmas that allow us to control these quantities:
Lemma 2 (Recursion involving vt −∇F (θt−1)). Under the conditions of Theorem 1, for all
t ≥ B + 1, we have
t2E‖vt −∇F (θt−1)‖22 ≤ (t− 1)2E‖vt−1 −∇F (θt−2)‖22
+ 2E‖δt(θt−1)‖22 + 2(t− 1)2E‖δt(θt−1)− δt(θt−2)‖22. (29a)
On the other hand, for t = B, we have
B2E‖vB‖22 −B2E‖∇F (θ0)‖22 = B2E‖vB −∇F (θ0)‖22 = BE‖δB(θ0)‖22. (29b)
See §3.1.2 for the proof of this claim.
Our next auxiliary lemma characterizes the evolution of the sequence {vt}t≥B in terms of the
quantity E‖vt‖22.
Lemma 3 (Evolution of {vt}). Under the settings of Theorem 1, for any η ∈ (0, ηmax], we
have
t2E‖vt‖22 − 2tE〈vt,∇F (θt−1)〉+ E ‖∇F (θt−1)‖22 = E ‖tvt −∇F (θt−1)‖22 , (30a)
5See Eq (42) for the expression of the martingale structure.
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and
E ‖tvt −∇F (θt−1)‖22 ≤ (1− ηµ) · (t− 1)2E‖vt−1‖22 + 2E‖δt(θt−1)‖22
− 2(t− 1)2E ‖δt(θt−1)− δt(θt−2)‖22 , (30b)
for all t ≥ B + 1.
See §3.1.3 for the proof of this claim.
Our third auxiliary lemma bounds the second moment of the stochastic noise.
Lemma 4 (Second moment of pointwise stochastic noise). Under the conditions of Theorem 1,
we have
E‖δt(θt−1)‖22 ≤ ωmaxE‖∇F (θt−1)‖22 + 2σ2∗ , for all t ≥ B + 1. (31)
See §3.1.4 for the proof of this claim.
Equipped with these three auxiliary results, we are now ready to prove Lemma 1. We begin
by applying the Cauchy-Schwarz and Young inequalities to the inner product 〈vt, ∇F (θt−1)〉.
Doing so yields the upper bound
2t〈vt, ∇F (θt−1)〉 ≤ 2 [t‖vt‖2 · ‖∇F (θt−1)‖2] ≤ ηµt2‖vt‖22 +
1
ηµ
‖∇F (θt−1)‖22.
Taking the expectation of both sides and applying the bound (30a) from Lemma 3 yields
(1− ηµ)t2E‖vt‖22 −
1− ηµ
ηµ
E‖∇F (θt−1)‖22 ≤ t2E‖vt‖22 − 2tE〈vt,∇F (θt−1)〉+ E ‖∇F (θt−1)‖22
≤ (1− ηµ) · (t− 1)2E‖vt−1‖22 + 2E‖δt(θt−1)‖22
− 2(t− 1)2E‖δt(θt−1)− δt(θt−2)‖22.
Moreover, since we have η ≤ ηmax ≤ 1/(4µ) under either condition (16) or condition (17), we
can multiply both sides by (1− ηµ)−1, which lies in [1, 32 ]. Doing so yields the bound
t2E‖vt‖22 − 1ηµE‖∇F (θt−1)‖22 ≤ (t− 1)2E‖vt−1‖22 + 3E‖δt(θt−1)‖22 − 2(t− 1)2E ‖δt(θt−1)− δt(θt−2)‖22 .
Combining with the bound (29a) from Lemma 2 gives
t2E‖vt −∇F (θt−1)‖22 + t2E‖vt‖22 − (t− 1)2E‖vt−1 −∇F (θt−2)‖22 − (t− 1)2E‖vt−1‖22
≤ 5E‖δt(θt−1)‖22 +
1
ηµ
E‖∇F (θt−1)‖22.
By telescoping this inequality from B + 1 to T , we find that
T 2E‖vT −∇F (θT−1)‖22 + T 2E‖vT ‖22 −B2E‖vB −∇F (θ0)‖22 −B2E‖vB‖22
≤
T∑
t=B+1
[
5E‖δt(θt−1)‖22 +
1
ηµ
E‖∇F (θt−1)‖22
]
. (32)
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Next, applying the result (29b) from Lemma 2 yields
T 2
2 E‖∇F (θT−1)‖22 ≤ T 2E‖vT −∇F (θT−1)‖22 + T 2E‖vT ‖22
≤ B2E‖vB −∇F (θ0)‖22 +B2E‖vB‖22 +
T∑
t=B+1
[
5E‖δt(θt−1)‖22 +
1
ηµ
E‖∇F (θt−1)‖22
]
= B2‖∇F (θ0)‖22 + 2BE‖δB(θ0)‖22 + 5
T∑
t=B+1
E‖δt(θt−1)‖22 +
1
ηµ
T∑
t=B+1
E‖∇F (θt−1)‖22.
Following some algebra, we find that
E‖∇F (θT−1)‖22 ≤
2B2‖∇F (θ0)‖22 + 4BE‖δB(θ0)‖22
T 2
+
10
T 2
T∑
t=B+1
E‖δt(θt−1)‖22 +
2
ηµT 2
T∑
t=B+1
E‖∇F (θt−1)‖22. (33)
Combining inequality (33) with the bound (31) from Lemma 4 gives
E‖∇F (θT−1)‖22 ≤
2B2‖∇F (θ0)‖22 + 4B
[
ωmaxE‖∇F (θ0)‖22 + 2σ2∗
]
T 2
+
10
T 2
T∑
t=B+1
[
ωmaxE‖∇F (θt−1)‖22 + 2σ2∗
]
+
2
ηµT 2
T∑
t=B+1
E‖∇F (θt−1)‖22
≤ (4ωmax + 2B)BE‖∇F (θ0)‖
2
2
T 2
+
10ωmax + 2µ
−1η−1
T 2
T∑
t=B+1
E‖∇F (θt−1)‖22 +
20σ2∗
T
,
concluding the proof of Lemma 1.
We now turn to the proofs of the three auxiliary lemmas that were used in proving
Lemma 1.
3.1.2 Proof of Lemma 2
The claim (29b) follows from the definition along with some basic probability. In order to
prove the claim (29a), recall from the ROOT-SGD update rule for vt in the first line of (5)
that for t ≥ B + 1 we have:
tvt = (t− 1)vt−1 + t∇f(θt−1; ξt)− (t− 1)∇f(θt−2; ξt). (34)
Subtracting the quantity t∇F (θt−1) from both sides yields
tvt − t∇F (θt−1) = (t− 1)vt−1 + t∇f(θt−1; ξt)− (t− 1)∇f(θt−2; ξt)− t∇F (θt−1).
Thus, we arrive at the following recursion for the estimation error vt −∇F (θt−1):
t [vt −∇F (θt−1)] = (t− 1) [vt−1 −∇F (θt−2)]
+ t [∇f(θt−1; ξt)−∇F (θt−1)]− (t− 1) [∇f(θt−2; ξt)−∇F (θt−2)]
= (t− 1) [vt−1 −∇F (θt−2)] + δt(θt−1) + (t− 1) [δt(θt−1)− δt(θt−2)] .
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Observing that the variable δt(θt−1) + (t − 1) [δt(θt−1)− δt(θt−2)], defines an L2-martingale-
difference sequence, we see that
t2E‖vt−∇F (θt−1)‖22 = E ‖(t− 1) [vt−1 −∇F (θt−2)]‖22+E ‖δt(θt−1) + (t− 1) [δt(θt−1)− δt(θt−2)]‖22
≤ (t− 1)2E‖vt−1 −∇F (θt−2)‖22 + 2E‖δt(θt−1)‖22 + 2(t− 1)2E‖δt(θt−1)− δt(θt−2)‖22,
where in the last step follows from Young’s inequality. This completes the proof of the
claim (29a).
3.1.3 Proof of Lemma 3
Equation (30a) follows in a straightforward manner by expanding the square and taking an
expectation. As for the inequality (30b), from the update rule (11) for vt, we have
tvt −∇F (θt−1) = t∇f(θt−1; ξt) + (t− 1) [vt−1 −∇f(θt−2; ξt)]−∇F (θt−1)
= (t− 1)vt−1 + (t− 1) [∇f(θt−1; ξt)−∇f(θt−2; ξt)] + δt(θt−1).
Using this relation, we can compute the expected squared Euclidean norm as
E‖tvt −∇F (θt−1)‖22 = E ‖(t− 1)vt−1 + (t− 1) [∇f(θt−1; ξt)−∇f(θt−2; ξt)] + δt(θt−1)‖22
= E ‖(t− 1)vt−1‖22 + E ‖(t− 1) [∇f(θt−1; ξt)−∇f(θt−2; ξt)] + δt(θt−1)‖22
+ 2E 〈(t− 1)vt−1, (t− 1) [∇f(θt−1; ξt)−∇f(θt−2; ξt)] + δt(θt−1)〉 .
Further rearranging yields
E‖tvt −∇F (θt−1)‖22 = (t− 1)2E‖vt−1‖22 + 2(t− 1)2E ‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22
+ 2E ‖δt(θt−1)‖22 + 2(t− 1)2E 〈vt−1,∇f(θt−1; ξt)−∇f(θt−2; ξt)〉 . (35)
We split the remainder of our analysis into two cases, corresponding to the LSN Setting or the
ISC Setting. The difference in the analysis lies in how we handle the term 〈vt−1, ∇F (θt−1)−
∇F (θt−2)〉.
Analysis in the LSN Setting: From L-Lipschitz smoothness of F in Assumption 1, we
have
〈
vt−1, ∇F (θt−1)−∇F (θt−2)
〉
= −1
η
〈
θt−1 − θt−2, ∇F (θt−1)−∇F (θt−2)
〉
≤ − 1
ηL
‖∇F (θt−1)−∇F (θt−2)‖22. (36)
Now consider the inner product term 〈vt−1, ∇F (θt−1 −∇F (θt−2))〉 in equation (35). We
split it into two terms, and upper bound them using equations (38) and (36) respectively.
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Doing so yields:
E‖tvt −∇F (θt−1)‖22 ≤ (t− 1)2E‖vt−1‖22 + 2(t− 1)2E ‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22
+ 2E ‖δt(θt−1)‖22 + 2(t− 1)2E 〈vt−1,∇F (θt−1)−∇F (θt−2)〉
≤ (t− 1)2E‖vt−1‖22 + 2(t− 1)2E ‖∇F (θt−1)−∇F (θt−2)‖22 + 2(t− 1)2E ‖δt(θt−1)− δt(θt−2)‖22
+ 2E‖δt(θt−1)‖22 −
3ηµ
2
(t− 1)2E‖vt−1‖22 −
1
2ηL
(t− 1)2E‖∇F (θt−1)−∇F (θt−2)‖22
≤
(
1− 3ηµ
2
)
(t− 1)2E‖vt−1‖22 + 2E‖δt(θt−1)‖22 + 4(t− 1)2E ‖δt(θt−1)− δt(θt−2)‖22
− 2(t− 1)2E ‖δt(θt−1)− δt(θt−2)‖22
≤
(
1− 3ηµ
2
+ 4η2ℓ2Ξ
)
(t−1)2E‖vt−1‖22+2E‖δt(θt−1)‖22−2(t−1)2E ‖δt(θt−1)− δt(θt−2)‖22 .
From the condition (17), we have 1− 32ηµ+ 4η2ℓ2Ξ ≤ 1− ηµ, which completes the proof.
Analysis in the ISC Setting: We deal with the last summand in the last line of equa-
tion (35), where we use the iterated law of expectation:
E 〈vt−1,∇f(θt−1; ξt)−∇f(θt−2; ξt)〉 = E 〈vt−1,∇F (θt−1)−∇F (θt−2)〉 .
The update rule for vt implies that vt−1 = −[θt−1 − θt−2]/η for all t ≥ B + 1. The following
analysis uses various standard inequalities (c.f. §2.1 in [46]) that hold for individually convex
and ℓmax-Lipschitz smooth functions. First, we have
〈vt−1,∇f(θt−1; ξt)−∇f(θt−2; ξt)〉 = −1
η
〈θt−1 − θt−2,∇f(θt−1; ξt)−∇f(θt−2; ξt)〉
≤ − 1
ηℓmax
‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22 , (37)
where the inequality follows from the Lipschitz condition. On the other hand, the µ-strong
convexity of F implies that
〈vt−1,∇F (θt−1)−∇F (θt−2)〉 = −1
η
〈θt−1 − θt−2,∇F (θt−1)−∇F (θt−2)〉
≤ −µ
η
‖θt−1 − θt−2‖22 = −ηµ‖vt−1‖22. (38)
Plugging the bounds (37) and (38) into equation (35) yields
E‖tvt−∇F (θt−1)‖22 ≤ (t−1)2E‖vt−1‖22+2(t−1)2E ‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22+2E ‖δt(θt−1)‖22
+ (t− 1)2E 〈vt−1,∇F (θt−1)−∇F (θt−2)〉+ (t− 1)2E 〈vt−1,∇f(θt−1; ξt)−∇f(θt−2; ξt)〉
≤ (t− 1)2E‖vt−1‖22 + 2(t− 1)2E ‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22 + 2E‖δt(θt−1)‖22
− ηµ(t− 1)2E‖vt−1‖22 −
1
ηℓmax
(t− 1)2E‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22
≤ (1− ηµ)(t− 1)2E‖vt−1‖22 + 2E‖δt(θt−1)‖22 − 2(t− 1)2E‖∇f(θt−1; ξt)−∇f(θt−2; ξt)‖22,
where in the last inequality relies on the fact that η ∈ (0, 14ℓmax ] (see equation (17)), leading
to the bound (30b).
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3.1.4 Proof of Lemma 4
We again split our analysis into two cases, corresponding to the LSN and ISC settings.
Recall that the main difference is whether the Lipschitz stochastic noise condition holds (cf.
Assumption 3), or the functions are individually convex and smooth (cf. Assumption 4).
Analysis in the LSN Setting: From the ℓΞ-Lipschitz smoothness of the stochastic gradi-
ents (Assumption 3) and the µ-strong-convexity of F (Assumption 1), we have
E‖δt(θt−1)‖22 ≤ 2E‖δt(θt−1)− δt(θ∗)‖22 + 2E‖δt(θ∗)‖22
≤ 2ℓ2ΞE‖θt−1 − θ∗‖22 + 2E‖δt(θ∗)‖22
≤ 2ℓ
2
Ξ
µ2
E‖∇F (θt−1)‖22 + 2σ2∗ ,
(39)
which establishes the claim.
Analysis in the ISC Setting: Using Assumption 4 and standard inequalities for ℓmax-
smooth and convex functions yields
f(θ∗; ξ) + 〈∇f(θ∗; ξ), θ〉+ 1
2ℓmax
‖∇f(θ; ξ)−∇f(θ∗; ξ)‖22 ≤ f(θ; ξ).
Taking expectations in this inequality and performing some algebra6 yields
E‖∇f(θ; ξ)−∇f(θ∗; ξ)‖22 = 2ℓmax〈E[∇f(θ∗; ξ)], θ〉+ E‖∇f(θ; ξ)−∇f(θ∗; ξ)‖22
≤ 2ℓmaxE [f(θ; ξ)− f(θ∗; ξ)]
= 2ℓmax [F (θ)− F (θ∗)] .
Recall that ∇F (θ∗) = 0 since θ∗ is a minimizer of F . Using this fact and the µ-strong
convexity condition, we have F (θ)−F (θ∗) ≤ 12µ‖∇F (θ)‖22. Substituting back into our earlier
inequality yields
E‖∇f(θ; ξ)−∇f(θ∗; ξ)‖22 ≤
ℓmax
µ
‖∇F (θ)‖22.
We also note that7
E ‖δt(θt−1)− δt(θ∗)‖22 = E ‖∇f(θt−1; ξt)−∇f(θ∗; ξt)− [∇F (θt−1)−∇F (θ∗)]‖22
≤ E ‖∇f(θt−1; ξt)−∇f(θ∗; ξt)‖22
≤ ℓmax
µ
E‖∇F (θt−1)‖22.
Finally, applying the argument of (39) yields the claim (31).
6In performing this algebra, we assume exchangeability of gradient and expectation operators, which is
guaranteed because the function x 7→ ∇f(x; ξ) is ℓmax-Lipschitz for a.s. ξ.
7This proof strategy has appeared elsewhere in the variance-reduction literature; see, e.g., the proof of
Theorem 1 in [30] (also adopted by [48, 49]).
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3.2 Proof of Theorem 2
We now analyze Algorithm 2—namely, ROOT-SGD with restarting—and thereby prove The-
orem 2. Recall at each loop k, Algorithm 2 performs a call to ROOT-SGD, and we apply
Theorem 1 recursively by setting ε2 = G2k−1/2 in equation (20). This yields:
∆k −∆k−1 := max
{
105
ηµ ,
112σ2
∗
G2k−1
}
≥ max
{
74
ηµ
[Gk−1√2
Gk−1
∨ 1], 112σ2∗
G2k−1
}
. (40)
Recalling that the number of loops required to achieve an ε2 bound for the second moment
of the gradient is set according to (21), we have:
K :=
⌈
log2
(
G20
ε2
∨ 1
)⌉
,
and in each loop the bound G2k is halved: G
2
k−1 = G
2
02
1−k for k = 1, 2, . . .. Hence from
equation (40), the total sample complexity is bounded as follows:
∆K =
K∑
k=1
(∆k −∆k−1) =
K∑
k=1
max
(
105
ηµ
,
112σ2∗
G2k−1
)
(i)
≤ 105
ηµ
⌈
log2
(
G20
ε2
∨ 1
)⌉
+
K∑
k=1
112σ2∗
G202
1−k ≤
105
ηµ
⌈
log2
(
G20
ε2
∨ 1
)⌉
+
112σ2∗
G20
· 2
(
G20
ε2
∨ 1
)
,
where step (i) uses the equality
K∑
k=1
2k−1 = 2K − 1 ≤ 2log2
(
G20
ε2
∨1
)
+1
= 2
(
G20
ε2
∨ 1
)
.
This completes the proof.
4 Proof of asymptotic results
In this section, we present the proof of our main asymptotic result, stated as Theorem 3.
The main proof is presented in §4.1, with auxiliary results needed for the proof presented
in §4.2. The key to our proof of the asymptotic results is a coupling with linear stochastic
approximation of a quadratic approximation at the global minimizer.
Our proof relies heavily on a decomposition of the difference zt := vt − ∇F (θt−1) that
exposes the underlying martingale structure. In particular, beginning with the definition (5)
of the updates, for any iterate t ≥ B, we have
zt = vt−∇F (θt−1) = 1
t
δt(θt−1)+
(
1− 1
t
)
(vt−1−∇F (θt−2))+
(
1− 1
t
)
(δt(θt−1)−δt(θt−2))
=
1
t
δt(θt−1) +
(
1− 1
t
)
zt−1 +
(
1− 1
t
)
(δt(θt−1)− δt(θt−2)). (41)
Unwinding this relation recursively yields the decomposition
zt =
1
t
t∑
s=B
δs(θs−1)︸ ︷︷ ︸
:=Mt
+
B
t
zB +
1
t
t∑
s=B
(s− 1)(δs(θs−1)− δs(θs−2))︸ ︷︷ ︸
:=Ψt
. (42)
It can be easily seen that both of the sequences {Mt}t≥B and {Ψt}t≥B are martingales adapted
to (Ft)t≥B . We make use of these martingale decompositions throughout the proof.
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4.1 Proof of Theorem 3
Denote Ht(θ) := ∇2f(θ, ξt) and Ξt(θ) := Ht(θ) − ∇2F (θ). Intuitively, since the sequence θt
is converging to θ∗ at a 1/
√
t rate, replacing θs−1 with θ∗ will only lead to a small change in
the sum. For the martingale Ψt, each term can be written as:
t(δt(θt−1)− δt(θt−2)) = t
∫ 1
0
Ξt (γθt−2 + (1− γ)θt−1) (θt−1 − θt−2)dγ.
By Assumption (CLT.A), this quantity should approach ηΞt(θ
∗) · (tvt−1). If we can show the
convergence of the sequence {tvt}t≥B to a stationary distribution, then the asymptotic result
follows from the Birkhoff ergodic theorem and a martingale CLT. While the process {tvt}t≥B
is not Markov, we show that it can be well-approximated by a time-homogeneous Markov
process that we construct in the proof.
In particular, consider the auxiliary process {yt}t≥B , initialized as yB = BvB and updated
as
yt = yt−1 − ηHt(θ∗)yt−1 + δt(θ∗), for all t ≥ B + 1. (43)
Note that {yt}t≥B is a time-homogeneous Markov process that is coupled to {(θt, vt, zt)}t≥B .
We have the following coupling estimate:
Lemma 5. Supposing that Assumptions 1, 2 and 3, as well as Conditions (CLT.A) and
(CLT.B) hold, then for any iteration t ≥ B and any step size η ∈ (0, 12L ∧ µ2ℓ2Ξ ), we have:
E‖tvt − yt‖22 ≤
c0√
t
,
for a constant c0 depending on the smoothness and strong convexity parameters L, ℓ
′
Ξ, µ, β and
the step size η, but independent of t.
See §4.2.1 for the proof of this lemma.
We also need the following lemma, which provides a convenient bound on the difference
Ht(θ)−Ht(θ∗) for a vector θ chosen in the data-dependent way.
Lemma 6. Suppose that Assumptions 1, 2 and 3, as well as Conditions (CLT.A) and
(CLT.B) hold. Then for any iteration t ≥ B, any step size η ∈ (0, 12L ∧ µℓ2Ξ ) and for any
random vector θ˜t−1 ∈ Ft−1, we have
E‖
(
Ht(θ˜t−1)−Ht(θ∗)
)
yt−1‖22 ≤ c1
√
E‖θ˜t−1 − θ∗‖22,
where c1 is a constant independent of t and the choice of θ˜t−1.
See §4.2.2 for the proof of this lemma.
Finally, the following lemma characterizes the behavior of the process {yt}t≥B defined in
equation (43):
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Lemma 7. Suppose that Assumptions 1, 2 and 3, as well as Conditions (CLT.A) and
(CLT.B) hold. Then for any iteration t ≥ B and any step size η ∈ (0, 12L ∧ µ16ℓ2Ξ ∧
µ1/3
6(ℓ′Ξ)
4/3 ), we
have
E(yt) = 0 for all t ≥ B and sup
t≥B
E‖yt‖42 < a′,
for a constant a′ > 0, which is independent of t. Furthermore, the process {yt}t≥0 has a
stationary distribution with finite second moment, and a stationary covariance Qη that satisfies
the equation
H∗Qη +QηH∗ − η(H∗QηH∗ + E(Ξ(θ∗)QηΞ(θ∗))) = 1ηΣ∗.
See §4.2.3 for the proof of this lemma.
Taking these three lemmas as given, we now proceed with the proof of Theorem 3. We
first define two auxiliary processes:
NT :=
T∑
t=B
δt(θ
∗), ΥT := η
T∑
t=B
Ξt(θ
∗)yt−1.
Observe that both NT and ΥT are martingales adapted to (Ft)t≥B . In the following, we first
bound the differences ‖MT −NT ‖2 and ‖ΨT −ΥT‖2, respectively, and then show the limiting
distribution results for NT +ΥT .
By Theorem 1, define a0 :=
28σ2
∗
µ2 +
2700
η2µ4B‖∇F (θ0)‖22, we have:
E‖θt − θ∗‖22 ≤
1
µ2
E‖∇F (θt)‖22 ≤
2700 ‖∇F (θ0)‖22
η2µ4(t+ 1)2
+
28 σ2∗
µ2(t+ 1)
≤ a0
t+ 1
, for all t ≥ B. (44)
Applying the bound (44) with Assumption 3, we have
E‖MT −NT ‖22 =
T∑
t=B
E‖δt(θt−1)− δt(θ∗)‖22 ≤ ℓ2Ξ
T∑
t=B
E‖θt−1 − θ∗‖22 ≤ a0ℓ2Ξ log T. (45)
For the process ΥT , by Cauchy-Schwartz inequality, we have:
E‖ΨT −ΥT ‖22 =
T∑
t=B
E‖ηΞt(θ∗)yt−1 − (t− 1)(δt(θt−1)− δt(θt−2))‖22
≤ η2
T∑
t=B
E
∫ 1
0
‖Ξt(θ∗)yt−1 − Ξt(γθt−1 + (1− γ)θt−2; ξt)(t− 1)vt−1‖22dγ
≤ II + I2,
where we define
I1 := 2η
2
T∑
t=B
E
∫ 1
0
‖ (Ξt(θ∗)− Ξt(γθt−1 + (1− γ)θt−2)) yt−1‖22dγ, and
I2 := 2η
2
T∑
t=B
E
∫ 1
0
‖Ξt(γθt−1 + (1− γ)θt−2)(yt−1 − (t− 1)vt−1)‖22dγ.
We bound each of these two terms in succession.
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Bound on I1: In order to bound the term I1, we apply Lemma 6 with the choice
θ˜t−1 = γθt−1 + (1− γ)θt−2 ∈ Ft−1,
so as to obtain
E‖
(
Ht(θ˜t−1)−Ht(θ∗)
)
yt−1‖22 ≤ c1
√
E‖θ˜t − θ∗‖22.
Applying the Cauchy-Schwartz inequality yields
E‖
(
∇2F (θ˜t−1)−∇2F (θ∗)
)
yt−1‖22 ≤ E‖
(
Ht(θ˜t−1)−Ht(θ∗)
)
yt−1‖22 ≤ c1
√
E‖θ˜t − θ∗‖22.
Putting the two bounds together, we obtain:
E‖
(
Ξt(θ˜t−1)− Ξt(θ∗)
)
yt−1‖22 ≤ 2E‖
(
Ht(θ˜t−1)−Ht(θ∗)
)
yt−1‖22 + 2E‖
(
∇2F (θ˜t−1)−∇2F (θ∗)
)
yt−1‖22
≤ 4c1
√
E‖θ˜t − θ∗‖22.
Thus, we find that
E‖ (Ξt(θ∗)− Ξt(γθt−1 + (1− γ)θt−2)) yt−1‖22 ≤ 4c1
√
E‖γθt−1 + (1 − γ)θt−2 − θ∗‖22
≤ 4c1
(√
E‖θt−1 − θ∗‖22 +
√
E‖θt−2 − θ∗‖22
)
≤ 4c1√a0
(
1√
t− 1 +
1√
t− 2
)
≤ 16c1
√
a0√
t
,
where in the last step we used the inequality (44). Summing over t ∈ [B,T ] yields the bound
I1 ≤ 2η2
T∑
t=B
16c1
√
a0√
t
≤ 64η2c1
√
a0T .
Bound on I2: Turning to the term I2, by Assumption 3 and Lemma 5, we note that:
I2 ≤ 2η2
T∑
t=B
ℓ2ΞE‖yt−1 − (t− 1)vt−1‖22 ≤ 2η2ℓ2Ξ
T∑
t=B
c0√
t
≤ 4η2ℓ2Ξc0
√
T .
Putting these inequalities together, we conclude that:
E‖ΨT −ΥT‖22 ≤ (64η2c1
√
a0 + 4η
2ℓ2Ξc0)
√
T . (46)
Now we have the estimates for the quantities ‖ΨT − ΥT ‖2 and ‖MT − NT ‖2. In the
following, we first prove the CLT for NT + ΥT , and then use the error bounds to establish
CLT for MT +ΨT , which ultimately implies the desired limiting result for
√
T (θT − θ∗)
Define νt := δt(θ
∗) + ηΞt(θ∗)yt−1. By definition, NT +ΥT =
∑T
t=B νt, and we have:
E(νtν
⊤
t ) = E(δt(θ
∗)δt(θ∗)⊤) + E
(
Ξt(θ
∗)yt−1y⊤t−1Ξt(θ
∗)⊤
)
+ E
(
δt(θ
∗)y⊤t−1Ξt(θ
∗)⊤
)
+ E
(
(Ξt(θ
∗)yt−1δt(θ∗)⊤
)
.
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For the first term, we have E(δt(θ
∗)δt(θ∗)⊤) = Σ∗ by definition.
For the second term, according to Lemma 7, we note that the time-homogeneous Markov
process {yt}t≥B converges asymptotically to a stationary distribution with covariance Qη.
Using the Birkhoff ergodic theorem, we have:
1
T
T∑
t=B
E
(
Ξt(θ
∗)yt−1y⊤t−1Ξt(θ
∗)⊤ | Ft−1
)
= E(Ξ(θ∗)⊗ Ξ(θ∗))
[
1
T
T∑
t=B
yt−1y⊤t−1
]
p−→ E
(
Ξ(θ∗)QηΞ(θ∗)⊤
)
.
For the cross terms, we note that:
E
(
δt(θ
∗)y⊤t−1Ξt(θ
∗)⊤|Ft−1
)
= E(δ(θ∗)⊗ Ξ(θ∗))[yt−1].
Note that by Lemma 7, we have E(yt) = 0 for any t ≥ B. By the weak law of large numbers,
we have 1T
∑T
t=B yt
p−→ 0. Putting together these inequalities, we find that
1
T
T∑
t=B
E
(
νtν
⊤
t | Ft−1
)
=
1
T
T∑
t=B
(
Σ∗ + η2E(Ξ(θ∗)⊗ Ξ(θ∗))[yty⊤t ]
+ ηE(δ(θ∗)⊗ Ξ(θ∗))[yt−1] + ηE(Ξ(θ∗)⊗ δ(θ∗))[yt−1]
)
,
and hence the random matrix 1T
∑T
t=B E
(
νtν
⊤
t | Ft−1
)
converges in probability to the matrix
Σ∗ + E
(
Ξ(θ∗)ΛηΞ(θ∗)⊤
)
.
To prove the limiting distribution result, we use standard martingale CLT (see, e.g., Corol-
lary 3.1 in [26]). It remains to verify the conditional Lindeberg condition. Indeed, for any
ε > 0, a straightforward calculation yields:
RT (ε) :=
T∑
t=B
E
(
‖νt/
√
T‖221‖νt/√T‖2>ε|Ft−1
)
(i)
≤ 1
T
T∑
t=B
√
E
(‖νt‖42|Ft−1) ·
√
P
(
‖νt‖2 > ε
√
T |Ft−1
) (ii)
≤ 1
T
T∑
t=B
1
(ε
√
T )2
E
(‖νt‖42|Ft−1) .
In step (i), we use the Cauchy-Schwartz inequality, and in step (ii), we use the Markov
inequality to bound the conditional probability.
Using the condition (CLT.B) and Young’s inequality, we note that:
E
(‖νt‖42|Ft−1) ≤ 8E‖δ(θ∗)‖42 + 8(ℓ′Ξ)4‖yt−1‖42.
Plugging back to the upper bound for RT (ε), and applying Lemma 7, as T → +∞, we have:
E[RT (ε)] ≤ 8
Tε2
E‖δ(θ∗)‖42 +
8(ℓ′Ξ)
4
T 2ε2
T∑
t=B
E‖yt−1‖42 ≤
8
Tε2
E‖δ(θ∗)‖42 +
8(ℓ′Ξ)
4
Tε2
a′ → 0.
Note that RT (ε) ≥ 0 by definition. The limit statement implies that RT (ε) p−→ 0, for any
ε > 0. Therefore, the conditional Lindeberg condition holds true, and we have the CLT:
(NT +ΥT ) /
√
T
d−→ N
(
0,Σ∗ + E
(
Ξ(θ∗)ΛηΞ(θ∗)⊤
))
.
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By the second-moment estimates (45) and (46), we have:
‖ΥT −ΨT ‖2/
√
T
p−→ 0, ‖MT −NT ‖2/
√
T
p−→ 0.
With the burn-in time B fixed, we also have BT zB
p−→ 0. By Slutsky’s theorem, we have:
√
TzT
d−→ N
(
0,Σ∗ + E
(
Ξ(θ∗)ΛηΞ(θ∗)⊤
))
.
Note that ∇F (θt−1) = vt − zt. By Lemma 5 and Lemma 7, we have:
E‖vt‖22 ≤
2
t2
E‖tvt − yt‖22 +
2
t2
E‖yt‖22 ≤
2
t2
(√
a′ +
c0√
t
)
,
which implies that
√
tvt
p−→ 0. Recall that zt = vt − ∇F (θt−1). By Slutsky’s theorem, we
obtain:
√
T · ∇F (θT ) d−→ N (0,Σ∗ + E (Ξ(θ∗)ΛηΞ(θ∗))) .
Finally, we note that for θ ∈ Rd, we have
‖∇F (θ)−H∗(θ − θ∗)‖2 = ‖
∫ 1
0
∇2F (θ∗ + γ(θ − θ∗))(θ − θ∗)dγ −H∗(θ − θ∗)‖2
≤
∫ 1
0
|||∇2F (θ∗ + γ(θ − θ∗))−H∗|||op · ‖θ − θ∗‖2dγ
≤ ‖θ − θ∗‖2 · sup
‖θ′−θ∗‖2≤‖θ−θ∗‖2
|||∇2F (θ′)−H∗|||op.
By Assumption (CLT.A), we have:
∀v ∈ Sd−1, θ ∈ Rd ‖(∇2F (θ)−∇2F (θ∗))v‖22 ≤ E‖(∇2f(θ, ξ)−∇2F (θ∗, ξ))v‖22 ≤ β2‖θ − θ∗‖22.
Consequently, we have the bound:
‖∇F (θ)−H∗(θ − θ∗)‖2 ≤ ‖θ − θ∗‖2 · sup
‖θ′−θ∗‖2≤‖θ−θ∗‖2
sup
v∈Sd−1
‖(∇2F (θ′)−H∗)v‖2
≤ β‖θ − θ∗‖22.
By Eq (44), we have
√
T‖∇F (θT )−H∗(θT − θ∗)‖2 p−→ 0. Invoking Slutsky’s theorem, this
leads to
√
TH∗(θT − θ∗) d−→ N
(
0,Σ∗ + E
(
Ξ(θ∗)ΛηΞ(θ∗)⊤
))
, and consequently,
√
T (θT − θ∗) d−→ N
(
0, (H∗)−1
(
Σ∗ + E
(
Ξ(θ∗)ΛηΞ(θ∗)⊤
))
(H∗)−1
)
,
which finishes the proof.
4.2 Proof of auxiliary lemmas
In this section, we prove the three auxiliary lemmas used in the proof of Theorem 3. Note that
the proofs of the lemmas have inter-dependencies. In the following, we first prove Lemma 5
assuming Lemma 6, and then prove Lemma 6 assuming Lemma 7. Finally, we give a self-
contained proof for Lemma 7.
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4.2.1 Proof of Lemma 5
We begin by making note of the identities
tvt = (t− 1)(vt−1 +∇f(θt−1; ξt)−∇f(θt−2; ξt)) +∇f(θt−1; ξt), and
yt = yt−1 − η∇2f(θ∗; ξt)yt−1 +∇f(θ∗; ξt).
Defining the quantity et := tvt − yt, we see that the two identities above imply that
et = et−1 +
(
(t− 1)(∇f(θt−1; ξt)−∇f(θt−2; ξt))− η∇2f(θ∗; ξt)yt−1
)
+ (∇f(θt−1; ξt)−∇f(θ∗; ξt))
= Q1(t) +Q2(t) +Q3(t),
where we define
Q1(t) := et−1 − η
∫ 1
0
∇2f(γθt−1 + (1− γ)θt−2; ξt)et−1dγ, Q2(t) := (∇f(θt−1; ξt)−∇f(θ∗; ξt)),
Q3(t) := η
∫ 1
0
(∇2f(γθt−1 + (1− γ)θt−2; ξt)−∇2f(θ∗; ξt)) yt−1dγ.
By the triangle inequality, we have
E‖et‖22 ≤
(√
E‖Q1(t)‖22 +
√
E‖Q2(t)‖22 +
√
E‖Q3(t)‖22
)2
.
In the following, we bound each term E‖Qi(t)‖22 in succession.
Upper bound on E‖Q1(t)‖22: Assumption 1 and Assumption 3 together imply that
E‖Q1(t)‖22 = E‖et−1‖22 − 2ηE
∫ 1
0
e⊤t−1∇2F (γθt−1 + (1− γ)θt−2)et−1dγ
+ η2
∫ 1
0
E‖∇2f(γθt−1 + (1− γ)θt−2; ξt)et−1‖22dγ
= E‖et−1‖22 − E
∫ 1
0
e⊤t−1
(
2η∇2F (γθt−1 + (1− γ)θt−2)− η2(∇2F (γθt−1 + (1− γ)θt−2))2
)
et−1dγ
+ η2
∫ 1
0
E‖Ξt(γθt−1 + (1− γ)θt−2)et−1‖22dγ
(i)
≤ E‖et−1‖22 − (2η − η2L)
∫ 1
0
e⊤t−1∇2F (γθt−1 + (1− γ)θt−2)et−1dγ + η2ℓ2Ξ
∫ 1
0
‖et−1‖22dγ
(ii)
≤ E‖et−1‖22 − µ(2η − η2L)E‖et−1‖22 + ℓ2Ξη2E‖et−1‖22.
In step (i), we are using the fact that 0  ∇2F (γθt−1 + (1 − γ)θt−2)  LId, and in step (ii),
we use the strong convexity of F .
For η < 12L ∧ µ2ℓ2Ξ , we have E‖Q1(t)‖
2
2 ≤ (1− µη)E‖et−1‖22.
Upper bound on E‖Q2(t)‖22: By Assumption 3 and Eq (44), we have:
E‖Q2(t)‖22 ≤ ℓ2ΞE‖θt−1 − θ∗‖22 ≤
a0ℓ
2
Ξ
t
,
where the last inequality follows from Theorem 1.
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Upper bound on E‖Q3(t)‖22: Applying Lemma 6 with θ˜t−1 := γθt−1 + (1− γ)θt−2 ∈ Ft−1,
we have:
E‖ (Ht(γθt−1 + (1− γ)θt−2)−Ht(θ∗)) yt−1‖22 ≤ c1
√
E‖γθt−1 + (1− γ)θt−2)− θ∗‖22
≤ c1
(√
E‖θt−1 − θ∗‖22 +
√
E‖θt−2 − θ∗‖22
)
≤ c1√a0
(
1√
t− 1 +
1√
t− 2
)
≤ 16c1
√
a0√
t
.
Putting the bounds for (Q1, Q2, Q3) together, we obtain:√
E‖et‖22 ≤
(
1− ηµ
2
)√
E‖et−1‖22 +
4c
1
2
1 a
1
4
0
t
1
4
+
ℓΞ
√
a0√
t
.
Solving the recursion, we have:√
E‖eT ‖22 ≤ (4c
1
2
1 a
1
4
0 + ℓΞ
√
a0)
t∑
s=B
s−
1
4 exp
(
−µη
2
(T − s)
)
+ e−
µη(T−B)
2
√
E‖eB‖22.
For the first term, we note that:
T∑
s=B
s−
1
4 exp
(
−µη
2
(T − s)
)
≤
T/2∑
s=1
exp
(
−µη
2
T
)
+
1
(T/2)
1
4
T∑
s=T/2
e−
µη(T−s)
2
≤ T
2
e−
µηT
2 +
4
µηT
1
4
.
For T large enough, the exponentially decaying term is dominated by the T−
1
4 term. So
there exists a constant c0 > 0, depending on the constants (a0, c1, a
′, η, µ,B) but independent
of t, such that:
E‖tvt − yt‖22 ≤
c0√
t
,
which finishes the proof.
4.2.2 Proof of Lemma 6
Observe that Assumption (CLT.A) guarantees that
E
(
‖(Ht(θ∗)−Ht(θ˜t−1))yt−1‖22|Ft−1
)
≤ β2‖θ˜t−1 − θ∗‖22 · ‖yt−1‖22.
On the other hand, by Assumption 3, we have:
E
(
‖(Ht(θ∗)−Ht(θ˜t−1))yt−1‖22|Ft−1
)
≤ 4ℓ2Ξ‖yt−1‖22.
Taking a geometric average and applying the tower law yields the bound
E‖
(
Ht(θ˜t−1)−Ht(θ∗)
)
yt−1‖22 ≤ 2ℓΞβE
(
‖θ˜t−1 − θ∗‖2 · ‖yt−1‖22
)
(i)
≤ 2ℓΞβ
√
E‖θ˜t−1 − θ∗‖22 ·
√
E‖yt−1‖42,
where step (i) follows from the Cauchy-Schwarz inequality. Applying Lemma 7, we are guar-
anteed the existence of a constant a′ > 0 such that
sup
t≥B
E‖yt‖42 ≤ a′ < +∞.
Setting c1 = 2ℓΞβ
√
a′ completes the proof of the claim.
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4.2.3 Proof of Lemma 7
Throughout this section, we adopt the shorthand notation Ht := Ht(θ
∗) and Ξt := Ξt(θ∗).
Beginning with the proof of the first claim, we take expectations on both sides of equation (43),
thereby finding that
E(yt) = E (yt−1 − ηHt(θ∗)yt−1 + δt(θ∗)) = (I − ηH∗)E(yt−1) = (I − ηH∗)t−BE(yB) = 0.
Our next step is to control the fourth moment. For η ≤ 12L < 12µ , we observe that:
E‖yt‖42 = E‖yt−1 − ηHt(θ∗)yt−1 + δt‖42
≤ E‖(I − ηHt)yt−1‖42 + 4E(‖(I − ηHt)yt−1‖32 · ‖δt‖2) + 6E(‖(I − ηHt)yt−1‖22 · ‖δt‖22)
+ 4E(‖δt‖32 · ‖(I − ηHt)yt−2‖2) + E‖δt‖42
(i)
≤
(
1 +
ηµ
2
)
E‖(I − ηHt)yt−1‖42 +
24
(ηµ)3
E‖δt‖42 +
216
(ηµ)2
E‖δt‖42 +
24
(ηµ)
E‖δt‖42 + E‖δt‖42
≤
(
1 +
ηµ
2
)
E‖(I − ηHt)yt−1‖42 +
157
(µη)3
E‖δ(θ∗)‖42,
where in step (i), we use Young’s inequality for the last four terms.
Now we study the term E‖(I − ηHt)yt−1‖42. For η < 1L , straightforward calculation yields:
E
(‖(I − ηHt)yt−1‖42 | Ft−1)
≤ ‖(I − ηH∗)yt−1‖42 + 4E
(〈ηΞtyt−1, (I − ηH∗)yt−1〉‖(I − ηH∗)yt−1‖22 | Ft−1)+ E (‖ηΞtyt−1‖42 | Ft−1)
+ 6E
(‖(I − ηH∗)yt−1‖22‖ηΞtyt−1‖22 | Ft−1)+ 4E (〈ηΞtyt−1, (I − ηH∗)yt−1〉‖ηΞtyt−1‖22 | Ft−1)
≤ ‖(I − ηH∗)yt−1‖42 + η4E
(‖Ξtyt−1‖42 | Ft−1)+ 6η2ℓ2Ξ‖yt−1‖42
+ 2E
(‖ηΞtyt−1‖42 | Ft−1)+ 2E (‖(I − ηH∗)yt−1‖22 · ‖ηΞtyt−1‖22 | Ft−1)
≤ (1− 3ηµ)‖yt−1‖42 + 8η2ℓ2Ξ‖yt−1‖42 + 3η4ℓ′Ξ4‖yt−1‖42.
For a step size η < 14L ∧ µ16ℓ2Ξ ∧
µ1/3
6ℓ′Ξ
4/3 , we have E
(‖(I − ηHt)yt−1‖42 | Ft−1) ≤ (1−2µη)‖yt−1‖42.
Putting together these bounds, we find that
E‖yt‖42 ≤ (1− µη)E‖yt−1‖42 +
157
(µη)3
E‖δ(θ∗)‖42,
with the initial condition E‖yB‖42 = 0. Solving this recursion leads to the bound
sup
t≥B
E‖yt‖42 ≤
157
(µη)4
E‖δ(θ∗)‖42.
Let a′ = 157
(ηµ)4
, we prove the second claim.
Finally we study the stationary covariance of the process {yt}t≥B . The existence and
uniqueness of the stationary distribution was established in [40]. Let πη denote the stationary
distribution of (yt)t≥B , and let Qη := EY∼πη(Y Y ⊤). From the first part of this lemma, we
can see that EY∼πη(Y ) = 0. For yt ∼ πη, we have yt+1 ∼ πη, and consequently,
Qη = E(yt+1y
⊤
t+1)
= E
(
(I − ηHt+1)yty⊤t (I − ηH⊤t+1) + δt+1δ⊤t+1
)
+ E
(
δt+1y
⊤
t (I − ηH⊤t+1) + (I − ηHt+1)ytδ⊤t+1
)
= Qη − η(H∗Qη +QηH∗) + η2(H∗QηH∗ + E(ΞQηΞ)) + Σ∗.
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In the last equation, we use the fact that E(yt) = 0 and that yt is independent of (Ht+1, δt+1),
which leads to the following equation:
E
(
δt+1y
⊤
t (I − ηH⊤t+1)
)
= E (δt+1(θ
∗)⊗ (I − ηHt+1(θ∗))) [E(yt)] = 0.
Therefore, the matrix Qη satisfies the equation
H∗Qη +QηH∗ − η(H∗QηH∗ + E(ΞQηΞ)) = Σ
∗
η
,
which completes the proof of the last part of the lemma.
5 Discussion
In summary, we have shown that ROOT-SGD has favorable asymptotic and nonasymptotic
behavior for solving the stochastic optimization problem (1) in the smooth, strongly convex
case. In this section we provide a careful comparison of our convergence results to those for
SGD and for variance-reduced algorithms, focusing for simplicity on the ISC setting.
Comparison with SGD The nonasymptotic convergence rate for ROOT-SGD can be rep-
resented concisely as follows, for T & ℓmax/µ:
E‖∇F (θT )‖22 .
σ2∗
T
+
ℓ2max‖∇F (θ0)‖22
µ2T 2
. (47)
• To compare ROOT-SGD to SGD (without averaging), we impose Assumption 2, which
allows the noise variance to be unbounded. An analysis due to [48] makes a comparable
noise assumption and applies to SGD in the general form of (7). Their analysis shows
that, for appropriate diminishing step sizes ηt and T &
ℓ2max‖θˆ0−θ∗‖22
σ2
∗
, we have:
E‖θˆT − θ∗‖22 .
σ2∗
µ2T
.
This is in no regime better than ROOT-SGD convergence rate bound in (47) which
asserts that whenever T & ℓmaxµ ∨
ℓ2max‖∇F (θ0)‖22
µ2σ2
∗
, we have:
E‖∇F (θT )‖22 .
σ2∗
T
.
Moreover, the multi-loop version of ROOT-SGD further allows the convergence to be
valid for any T after the burn-in period T & ℓmaxµ .
• Turning to SGD with PRJ averaging, [41] present a convergence rate that provides a
useful point of comparison, although the assumptions are different (no Lipschitz gradient,
bounded variance). In particular, when choosing the step size ηt = Ct
−α for α ∈ (1/2, 1),
[41] show that the following bound holds true for the averaged iterates zT introduced in
(8):
√
E‖zT − θ∗‖22 −
√
Tr ((H∗)−1Σ∗(H∗)−1)
T
.
σ∗
µT 1−α/2
+
a0
µ5/2Tα
+ higher-order terms.
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Here, the constant a0 depends on smoothness parameters of second and third order, as
well as higher-order moments of the noise. Note the bound is adaptive with respect to
the choice of C and α, and the higher-order terms are believed to be artifacts of the
analysis.8 The convergence rate of (single-loop) ROOT-SGD (47) is similar to SGD with
PRJ averaging in the nature of the leading term and the high-order terms, but the rate
of ROOT-SGD is much cleaner and easier to interpret.
• Recently, [3] developed a multi-loop variant of SGD (called SGD3) via recursive regular-
ization techniques that achieves a near-optimal rate to attain a point of ε-small gradient.
Our ROOT-SGD analysis is in mutually different set of assumptions with theirs. Trans-
lating their analysis to our set of assumptions, our multi-loop rate convergence rate
upper bound in the LSN setting is no worse than their SGD3’s, since their variance
bound scales as σ2∗ + ℓ2Ξ‖θ0− θ∗‖2 which is further bounded by σ2∗ + ℓ
2
Ξ
µ2
‖∇F (θ0)‖2. Fine-
grained analysis can further impose an effective variance bound σ2∗ +
ε2ℓ2Ξ
µ2 , which leads
to an upper bound of(
σ2∗
ε2
+
ℓ2Ξ
µ2
+
L
µ
log ε−1
)
× poly-logarithmic factor
and matches our multi-loop convergence result up to an extra polylogarithmic factor. On
the other hand, the convergence theory of ROOT-SGD requires the finiteness assumption
of either ℓmax or ℓΞ, rendering worse dependency on these parameters in their set of
(more relaxed) assumptions.9
Comparison with variance-reduced algorithms We compare our results with that of
state-of-the-art variance-reduced stochastic approximation algorithms from both asymptotic
and nonasymptotic perspectives.
• In [21], a variant of SVRG is proposed that provides nonasymptotic guarantees in terms
of the objective gap. In the ISC setting when the number of samples grows, under an
additional self-concordance condition their objective gap bound asymptotically matches
the Crame´r-Rao lower bound achieved by the empirical risk minimizer. However, to get
the corresponding nonasymptotic guarantees under such a setting, their bound require
a scaling condition T & ℓ2max/µ
2, which is larger than our burn-in sample size. Without
the self-concordance condition, [21] also achieves a bound whose leading term is off by
a prefactor α ∈ [1, ℓmax/µ]. In comparison, our algorithm is based on recursive variance
reduction, and our theory does not require the self-concordance condition. Convergence
measured by gradient norm squared, our nonasymptotic theoretical result achieves the
optimal dependency on ℓmax/µ.
• The Inexact SARAH algorithm developed by [49] achieves an complexity upper bound of
O
(
σ2
∗
ε2
log ε−1 + ℓmaxµ log ε
−1
)
to obtain an approximate minimizer that has an expected
gradient norm squared bounded by ε2. Note that the setting for that result is the same as
8The higher-order terms have an exponential dependency on κ, which can possibly be removed using a
two-phase analysis or designing a multi-loop algorithm. Recall that ROOT-SGD with periodic restarting gives
a sharper rate that forgets the initialization at an exponential rate. Some initial analysis has been conducted
by [38], but detailed analysis remains an open question for future work.
9Recall that ℓmax is always no smaller than L, and ℓΞ is associated with µ
2 in the denominator.
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our ISC setting, and to the best of our knowledge, their result is the best existing bound
for gradient norm minimization under this setup. Our multi-loop algorithm improves
their result by removing the logarithmic factor in the σ
2
∗
ε2 term, and generalizes to the
LSN setting. More importantly, our single-loop result attains a near-optimal asymptotic
guarantee, which is not achieved by single-loop Inexact SARAH. In comparison, the
algorithm of [49] requires random output and burn-in batches that depend on ε, yielding
a logarithmic prefactor on top of the statistical error corresponding to the Crame´r-Rao
lower bound.
Future Directions Several promising future directions are left to explore. Clearly it is
of great interest to extend our results to nonstrongly convex and nonconvex settings both
in the nonasymptotic and asymptotic setting. It would also be of interest to study the
asymptotic efficiency and minimax optimality of the variance-reduced estimator of ROOT-SGD
in the acceleration setting. Finally, building on the asymptotic normality that our work has
established, it is natural to explore the use of ROOT-SGD to provide confidence intervals and
other inferential assertions [13, 61].
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