ABSTRACT. -In this paper we prove the persistence of lower-dimensional invariant tori of integrable equations after Hamiltonian perturbations under the first Melnikov's non-resonance condition. The proof is based on an improved KAM machinery which works for the angle variable dependent normal form. By an example, we also show the necessity of the Melnikov's first non-resonance condition for the persistence of lower dimensional tori.  2001 Éditions scientifiques et médicales Elsevier SAS
Introduction
The dynamics of integrable Hamiltonian systems is simple in the sense that all the compact energy surface are foliated by invariant tori which carries quasiperiodic motions of the corresponding Hamiltonian equations. But integrable Hamiltonian systems are rather rare in the whole family of Hamiltonian systems. One of the landmarks in dynamical systems, especially in Hamiltonian dynamical systems, is the KAM (Kolmogorov-Arnold-Moser) theory, which discovered that, for all Hamiltonian systems in an open neighborhood of a nondegenerate integrable Hamiltonian systems, the quasi-periodic motions in invariant tori are typical (See Arnold [1] and the references therein). Later Melnikov [8] formulated a KAM type persistence result for lower-dimensional tori of nearly integrable Hamiltonian systems. His result is based on infinite many non-resonance conditions, each involving tangential frequencies and two of normal frequencies. In recent years, problems in construction of quasi-periodic solutions of Hamiltonian partial differential equations and the study of dynamics in the resonant zone of nearly integrable systems ask for a KAM theory under weaker restriction on the frequencies. Our aim in this paper is to prove the persistence of lower-dimensional tori under the so called first Melnikov's non-resonance condition, in which at most one of the normal frequencies is involved. We assume that H is analytic 1 in (x, y, z,z, ξ ). If P = 0, the Hamiltonian system at each ξ ∈ O is integrable and has an invariant torus T n × {0} × {0} × {0} with the frequency ω(ξ). When P is sufficiently small, the persistence of invariant tori has been extensively studied by many authors. In the sixties, Melnikov [8, 9] announced that if ω(ξ) and Ω satisfy the nonresonance conditions, 2 for all ξ ∈ O, ∀k ∈ Z n , ∀i, j = 1, 2, . . ., m, then for the vast majority of the parameters ξ in Lebesgue measure sense, H at ξ possesses a linearly stable invariant torus. This result was proved in detail later independently by Eliasson [5] , Kuksin [6] . Kuksin and Pöschel also generalized the result to infinite-dimensional Hamiltonian systems [10, 11, 7] . The condition (1.4) is a version of standard non-resonant condition of KAM theory, which is certainly necessary. The non-resonant condition (1.5) is generally referred as the first Melnikov's condition, while (1.6) and (1.7) are referred as the second Melnikov's non-resonance condition. In their proofs, besides (1.4) both the first Melnikov's non-resonance condition (1.5) and the second Melnikov's non-resonance condition (1.6) + (1.7) are needed.
If all normal frequencies Ω i are independent of ξ , Bourgain proved the existence of quasiperiodic solutions for nearly integrable Hamiltonian systems (1.2) without the second Melnikov's condition (see [2, 3] ). His proof based on a method introduced by Craig and Wayne [4] . In [18] and [15] the authors improved the standard KAM machinery so as to prove a persistence result for the multiple normal frequency case, which is a special case that the second Melnikov's condition do not hold (more precisely, |k| + |i − j | = 0 is replaced by |k| = 0). The result applies to the constant normal frequency case considered by Bourgain [3] . Actually, for the constant normal frequency case, both the first and the second Melnikov's condition are satisfied for 'most' parameters ξ (in the sense of Lebesgue measure) for k = 0. In [16] we further show that if conditions (1.4), (1.5) and (1.6) hold, by a nonlinear symplectic map, the Hamiltonian can be reduced to the normally multiplicity case, then one can directly apply the result in [18] to get the persistence.
In this paper we will further prove the persistence of lower-dimensional tori without assuming the second Melnikov's non-resonance condition (1.6) and (1.7). The result is optimal since one can easily construct an example to show that the first Melnikov's non-resonance condition is necessary.
Main results
We first give some notations and assumptions. Denote a complex neighborhood of
where |Im x| = max 1 i n |Im x i |, |y| = max 1 i n |y i |, and | · | 2 denotes the Euclidean norm. Denote the Hamiltonian vector field of P by X P , i.e., X P = (P y ,
s,r and Pz L 2;s,r are similarly defined. A weight norm of X P is defined by: 
where 
Remark. -From the proof, we will see that B,B is zero when (1.5) and (1.6) are satisfied. A can be absorbed to m j =1 Ω * j (ξ )z jzj by a symplectic coordinator transformation, which makes the normal frequencies shift a little bit. The obtained torus in this case is linearly stable.
Remark. -Our Hamiltonian is somewhat more general than that considered by Bourgain [3] as we allow the dependence of normal frequencies on ξ . If the normal frequencies are independent of ξ , besides the persistence, we also obtain the linearly stability of the invariant torus by our approach. As for the proof, both Bourgain's and ours use a sequence of change of variables to reduce the perturbed Hamiltonian to ω, y + A(x)u, u + O(y 2 ) + O(yu) + O(u 3 ) with u = (z,z), which has an invariant torus; The difference is, in Bourgain's approach, one kept all the x-dependent second-order terms unsolved and waved them to the normal form part, which surely makes the homological equations in KAM iteration steps more complicated. As a result, a multiscale analysis is needed to control the inverse of a linear operator. By his approach, the second Melnikov's non-resonance condition is avoided. In our approach, we observed that, after excluding a small set of parameters, most of the second Melnikov's non-resonance conditions are satisfied automatically although we assume only the first Melnikov's non-resonance condition. For example, if all the normal frequencies are constant (i.e., independent of ξ ) as considered by Bourgain, the second Melnikov's conditions are satisfied for k = 0 outside a small set of parameters. This observation makes it possible to solve most of the x-dependent second-order terms of the form a ij (x)z i z j , a ij (x)z izj , a ij (x)z i z j in the homological equations. Only the terms corresponding to the resonances k, ω(ξ) ± 2Ω i (ξ ) = 0, which has finite many, have to be waved to the normal form part. As a consequence, the normal form part is much more simpler although it depends on x, and then the homological equations are easier to solve in the KAM iteration steps. In fact, the homological equations can be reduced to some elementary linear algebraic equtions with an uniform dimension bound at each KAM step. This approach avoids the multiscale analysis for bounding the corresponding Green's functions.
Consider a Hamiltinian with a special normal form part of the following:
where z j andz j are d j vectors, and
are d j -order matrices with I j being the unit matrices of order d j , where the unitary matrix I j 1 or I j 2 is allowed to be zero-order matrix and in this caseĨ j = I j 1 or I j = −I j 2 . Moreover,
We will give a detail proof for the following: 
which transforms H into the following
where
Hence, for ξ ∈ O α , Φ(T n , ξ) is an invariant torus of (2.1) at ξ with the frequency ω * satisfying
Remark. -Ifm = 0, i.e., all k j = 0 and dimĨ j = 1 for all j , it is exactly the Melnikov Theorem proved by Kuksin and Eliasson. The casem = 0 is the multiple normal frequency case considered in [18] . Ifm = 0,
are the trouble makers of our KAM iteration since some of x-dependent terms corresponding to this kind of resonance have to be moved to the normal form part.
Remark. -The above theorem implies that the obtained torus is linearly stable ifm = 0 and eachĨ j , j = 1, . . . , m, is positive definite or negative definite.
We shall give a proof for the case ω(ξ) = ξ , since there is no essential difficulties for general case if one incorporates the ideas and techniques of Rüssmann [12] and Xu, You and Qiu [17] .
The paper is arranged as follows: we first prove that, by a nonlinear symplectic change of variables, the Hamiltonian (1.2) can be reduced to the special form (2.1), thus Theorem 1 is a consequence of Theorem 2. Then we give a full proof for Theorem 2.
Proof of Theorem 1
In this section, we prove that Theorem 2 implies Theorem 1. Firstly, we reorganize the normal frequencies according to the following equivalent relation: 
Now we relabel the normal frequencies {Ω 1 , . . . , Ω m } according to the following procedure: 1. Firstly, pick up a double resonant normal frequency in {Ω 1 , . . . , Ω m }, i.e., 2Ω 1 1 = k 1 , ω for some k 1 ∈ Z n , reindex it by Ω 1 1 ; After it we take all normal frequencies, which are equivalent to Ω 1 1 , relabel them by
The situation that there is no double resonant frequency is simpler and has been considered in [18] .
2.
Repeat the above procedure for the remained 6 The Ω j are objects being distinct from one another by means of the index j even if they are equal as functions. Remark.
-Ω 1 s+1 may not be a normal frequency, but it does not matter. It is used only for the relabel of the normal frequencies {Ω 1 , . . . , Ω m }. 
The remained
which is permutation of {Ω 1 , . . . , Ω m } such that
)
for some k j i ∈ Z n , and ∀k ∈ Z n . Now it is easy to check that {Ω 1 i , i = 1, . . . , s} satisfy the non-resonance conditions (2.2)-(2.5), i.e.,
We will show that, by a nonlinear symplectic coordinates transformation, the normal form in Theorem 1 can be transformed into the special case (2.1) in Theorem 2. For this purpose, we need the following elementary observations: 7 Here we don't care the order of Ω j s+1 , j = 2, . . . ,d s+1 since it does not matter.
is symplectic, where diagonal matrix
The proof of the above lemma is elementary, we refer to [16] .
N can be transformed to the integrable Hamiltonian of the form
by a symplectic change of variables.
For the case considered in this paper, we let
whereĒ is the complex conjugate matrix of E. Then
If we still denote the variables of transformed Hamiltonian by (x, y, z,z) instead of (θ, I, w,w), we get the special Hamiltonian (2.1). Thus Theorem 1 follows from Theorem 2.
Remark. -With the above symplectic map we easily see that the first Melnikov's condition (1.5) is necessary. Obviously, if there is a j 0 such that Ω j 0 = 0, in N = ω, I + m j =1 Ω j z jzj , then the invariant tori would disappear after the small perturbation ε(z j 0 +z j 0 ) for ∀ε = 0. This is a degenerate case. If (1.5) is not satisfied, i.e., there exist j 0 and k 0 ∈ Z n such that Ω j 0 = ω, k 0 , N can be transformed to the degenerate case (with a zero normal frequency) by a symplectic map. In fact, the symplectic map Ψ : (θ + , I + , z + ,z + ) → (θ, I, z,z) of the following form:
with a zero normal frequency. This shows that the first Melnikov's condition is necessary for the persistence of lower-dimensional invariant tori.
Proof of Theorem 2
Our proof follows in principle the usual KAM iteration. Since we have to remain some x-dependent second-order terms of z andz, which can not be eliminated in KAM steps due to the second-order resonance between tangential frequencies and the normal frequencies, the homological equation is more complicated. The main idea of this paper is to decompose the homological equation into some linear algebraic systems then solve it, even if the normal form part is x-dependent.
Outline of KAM step
Below we give the ideas of one KAM iteration step. In the following, all the quantities represent the quantities in the νth KAM step. The quantities with subscript + represent the quantity in the (ν + 1)th KAM step. Let
where B = diag (B 1 , B 2 , . . . , B m ) At each KAM step, we will consider a Hamiltonian of the form:
where .4) with ε ε 0 .
Remark. -The appearance of A, B,B is due to the second-order resonance between ω and Ω, which makes some x-dependent quadratic terms in the perturbation can not be removed.
Truncate P as P = R +P , where
It follows that X R L r;s,r ε. We further write R as 
Up to a constant, we have
At each KAM step we will construct a symplectic map Φ such that H + = H • Φ = N + + A + + B + +B + + P + with P + being much smaller.
Constructing the symplectic change of variables
As usual, we construct the desired symplectic map Φ by the time 1-map of the flow X t F of a Hamiltonian vector field X F . It follows that
We shall prove that
is solvable and P + is much smaller. Taking F as the solution of the above equation, the time 1 map of the flow X t F is the desired map.
To solve the above (4.8), we let 
We proceed to find a F solving (4.8). By (4.8), (4.10), we have: .17) i.e.,
If the following small divisor conditions
Thus we have:
Now we consider 1-th terms of z andz. By (4.8), (4.11), (4.12), we have:
(4.20)
Comparing the coefficients of z j ,z j , we get:
j . Going to the Fourier coefficients, we have:
Replacing k by k + k j in the above second equation and noting that A * j = Ω jĨj + A j , we get: 
for |k| = 0, together with
we have: In the following, we consider the quadratic terms of z andz. (4.8) together with (4.13), (4.14), (4.15) yields: R 1 I 1 , . . . , k j ,R 1 I j , . . . , k m ,R 1 I m ) . Adding the transpose in both sides of the first equation to (4.24) we have the following systems:
where for simplicity, we letR 11
Comparing the Fourier coefficients in (4.25), we have: . The coefficient matrix of (4.26), denoted by M 2 (k), is a perturbed diagonal matrix with the diagonal elements ω, k
The size of the perturbation is ε.
By Cauchy estimates, we have C L ce −|k|s ε. If
for |k| = 0, the above linear equations are resolvable and 
Remark. -By the Whitney's extension theorem in [14] , a function defined on O α can be extended to O such that all the estimates still hold on O, so we always regard all functions of ξ in the KAM step to be defined on O and ignore the domain in the estimates. But it makes sense only for ξ ∈ O α .
Estimates for the new perturbation
To complete the KAM step we have to estimate the new perturbation P + . 
The Hamiltonian vectorfield of new perturbation is
where (X 
with η 3 = E = ε α L+1 ρ v+1 and ε + = cηε. The KAM step is now completed.
Iteration lemma and convergence
For a given s, ε, r in the introduction, we define some sequences inductively depending on s, ε, r.
The proceeding analysis may be summarized as the following iteration lemma:
/20 v+1 2c 3 the following holds for all ν 1: Suppose
O ν is the set such that for ξ ∈ O ν , the small divisor conditions
hold and the matrices M 1,ν , M 2,ν are invertible such that the estimates in (4.22) and (4.27) are satisfied in the νth KAM iteration step. Finally, we assume that
with
, and a symplectic change of variables 
By Lemma 4.2 we have:
Since that E ν+1 = cE Let ε(α) sufficiently small such that 2cη 1 1. Thus we have ν 2 ε ν ε. By (4.37) it follows that 
. Inductively it follows that for any ν 1 and ν 1,
.
Since Φ ν+1 = Φ ν • Φ ν+1 , we have: 
(1 + cE ν ) < +∞. 2ε. From the above iteration it is easy to see that the map Φ is close to the identity map with Φ − Id L cε.
Measure estimate
The final thing left is to check the Lebegue measure of O α = ∞ ν=1 O ν . We will prove that for sufficiently small α > 0 it is not empty. According to the Iteration lemma,
with By the Iteration lemma,
are automatically satisfied for |k| < 2 ν (provided that ε is small enough), which means R ν k = ∅ for |k| < 2 ν . It follows that
Let R k (α) be the set such that
Then if ε > 0 is sufficiently small, there is a sufficiently large integer K depending on M, such that for ∀α > 0 and |k| > K
where c is a constant depending on ε, M. 
where ∂ L /∂ν L is the L-th direction derivative along the direction ν = k/|k| at ξ . Thus if ε is sufficiently small, it follows that |
where c is a constant only depending on M, ε, n, K and independent of α, k. 
