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Introduccio´n
El conocimiento de la distribucio´n muestral de un estad´ıstico, como por ejemplo
la media muestral, juega un papel relevante en el proceso inferencial. Segu´n Lenis,
Ospina y Barrientos (2007) este conocimiento permite asociar a una variable alea-
toria una distribucio´n de probabilidad que modele su comportamiento, y de esta
forma dar solucio´n a problemas relacionados con estimacio´n, decisio´n y prediccio´n,
de eventos o valores en contextos condicionados por incertidumbre y error. La ma-
yor´ıa de los me´todos estad´ısticos parame´tricos se basan en la media muestral y
se han construido bajo el supuesto de normalidad. El Teorema Central del L´ımite
(TCL) es el argumento ma´s fuerte que sustenta todas estas teor´ıas. La aplicacio´n
del TCL a la distribucio´n de la media muestral permite sacar diferentes conclusio-
nes sobre alguna poblacio´n. Dicha aplicacio´n lleva a la utilizacio´n de la distribucio´n
normal, quiza´s, la ma´s importante o una de las ma´s relevantes en el campo de la
estad´ıstica. Existen distribuciones como la normal que son sime´tricas y permiten el
cumplimiento del TCL hasta en taman˜os de muestras muy pequen˜os. Pero tambie´n
hay otras distribuciones como la Gamma que son muy sesgadas y por ende tienen
unos coeficientes de asimetr´ıa grandes. En la informacio´n existente sobre este teore-
ma se encuentra una la regla emp´ırica (Devore, 2005) que generaliza y establece que
un taman˜o de muestra mı´nimo de 30 permite el uso del TCL y, adema´s, la escogen-
cia de este valor es independiente de la distribucio´n sobre la cual se hizo el muestreo.
Sabiendo que un taman˜o mı´nimo de 30 en la muestra no es general, por ser una
regla emp´ırica, con este trabajo se pretende indagar si existe alguna dependencia
de la forma que tenga la distribucio´n de donde se realiza el muestreo con el ta-
8
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man˜o de muestra. Adema´s, establecer los taman˜os mı´nimos de muestra de acuerdo
a los coeficientes de asimetr´ıa, que permitan el uso del teorema sobre poblaciones
que tengan distribuciones discretas como la Binomial, de Poisson, Hipergeome´trica
y distribuciones continuas como la Beta, Weibull, F y la familia Gamma. De esta
manera se tendra´ una regla emp´ırica, objetivo general de este trabajo, que estable-
ce que´ valores de taman˜os mı´nimos de muestra se necesitan, de acuerdo al tipo de
distribucio´n, para la utilizacio´n correcta del Teorema Central del L´ımite.
Esta investigacio´n se ha dividido en cuatro cap´ıtulos y una serie de ape´ndices que
incluyen todo lo concerniente a la simulacio´n. El primer cap´ıtulo contiene todos los
aspectos teo´ricos que conforman la base de la investigacio´n. Se encuentran algunas
versiones del TCL, definiciones y modelos de las tres pruebas de bondad de ajuste
utilizadas en la simulacio´n y algunos aspectos relevantes del ana´lisis de conglomera-
dos. En el segundo cap´ıtulo se establece la metodolog´ıa de trabajo, el tercer cap´ıtulo
comprende el ana´lisis de los resultados de acuerdo a la metodolog´ıa planteada y el
cuarto cap´ıtulo corresponde a las conclusiones y recomendaciones.
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se exponen las bases teo´ricas ma´s relevantes que soportan todo
el trabajo de investigacio´n. Se presentan algunas versiones del teorema central del
l´ımite, adema´s el concepto de prueba de bondad de ajuste de normalidad y la de-
finicio´n de las pruebas de normalidad Shapiro-Wilk, Anderson-Darling y Lilliefors.
Por u´ltimo se muestra el componente teo´rico sobre el ana´lisis de conglomerados.
1.1. Algunas versiones sobre el Teorema Central
del L´ımite
El Teorema Central del L´ımite no corresponde a un solo teorema, es un conjunto de
teoremas relacionados con la convergencia en distribucio´n de una suma o promedio
de variables aleatorias a una distribucio´n normal. Histo´ricamente ha sido el trabajo
de muchos matema´ticos y su descubrimiento se debe al matema´tico france´s Pierre
Simo´n Laplace. A continuacio´n se presentan algunas versiones del teorema.
1. Plantea Devore Jay L. (2005) el siguiente enunciado del TCL.
Sea X1, X2, ..., Xn una muestra aleatoria de una distribucio´n con media µ y va-
rianza σ2. Entonces, si n es suficientemente grande, Xtiene aproximadamente
10
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una distribucio´n normal con µX = µ y σ
2
X
= σ2/n. Mientras ma´s grande sea
el valor de n, mejor es la aproximacio´n.
2. Enunciado del TCL segu´n Mendenhall, Wackerly y Scheaffer (1994).
Sean Y1, Y2, ..., Yn variables aleatorias independientes y distribuidas ide´ntica-
mente con E(Yi) = µ y V (Yi) = σ
2 <∞. Definimos
Un =
√
n
(
Y − µ
σ
)
donde
Y =
1
n
n∑
i=1
Yi
Entonces la funcio´n de distribucio´n Un converge a una funcio´n de distribucio´n
normal esta´ndar cuando n→∞.
La conclusio´n del teorema anterior, expresada de una manera un poco dife-
rente, dice
P (a ≤ Un ≤ b)→
∫ b
a
1√
2pi
e−u
2/2 du
cuando n → ∞. Es decir, los enunciados de las probabilidades con respecto
a Un se pueden aproximar por las probabilidades correspondientes para la
variable aleatoria normal esta´ndar si n es grande.
Por conveniencia, la conclusio´n del TCL se reemplaza muchas veces por el
enunciado ma´s sencillo de que Y es asinto´ticamente normal con media µ y
varianza σ2/n. Es importante notar que el TCL se puede aplicar para una
muestra aleatoria Y1, Y2, ..., Yn de cualquier distribucio´n, en tanto que E(Yi) =
µ y V (Yi) = σ
2 sean finitos y el taman˜o de la muestra sea grande.
3. La versio´n del TCL segu´n De Moivre-Laplace (Feller, 1983) es:
Si n → ∞ y k esta´ restringido a un intervalo k < Kn tal que K3n/n2 → 0,
entonces ak ∼ hφ(kh) se cumple uniformemente en k; es decir, para toda  > 0
y n suficientemente grande se cumple:
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1−  < ak
hφ(kh)
< 1 + 
donde
ak = b(m+ k;n, p) =
(
n
m+ k
)
pm+kqn−m−k
siendo m el te´rmino central, es decir, el u´nico entero de la forma
m = np+ δ
con
−q < δ ≤ p
h =
1√
npq
Donde p es la probabilidad de e´xito de cada ensayo de Bernoulli y q = 1− p
4. La versio´n del TCL segu´n Lindeberg (Feller, 1983) es:
Sea Xk una sucesio´n de variables aleatorias mutuamente independientes con
la misma distribucio´n. Supongamos que existen µ = E(Xk) y σ
2 = V ar(Xk),
y sea Sn = X1 + ...+Xn. Entonces, para toda β fija
P
(
Sn − nµ
σ/
√
n
< β
)
→ R(β)
donde R(x) es la distribucio´n normal
R(x) =
1√
2pi
∫ x
−∞
e−
1
2
y2 dy
Este teorema se debe a Lindeberg; con anticipacio´n, Lyapunov y otros autores
lo demostraron bajo condiciones ma´s restrictivas.
5. El TCL de Lindeberg-Le´vy (Mayorga, 2003) establece lo siguiente:
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Sea X1, X2, ..., Xn una muestra aleatoria de una poblacio´n con valor esperado
µ y varianza σ2 finitos. Si se considera la variable aletaoria
Zn =
Xn − µ
σ√
n
entonces la sucesio´n de variables aleatorias Zn converge en distribucio´n a una
variable aleatoria con distribucio´n Normal esta´ndar. En pocas palabras esta
versio´n determina que,
√
n(Xn − µ)
σ
d−→ Z ∼ N(0, 1)
1.2. Pruebas de bondad de ajuste de la
normalidad
Para Zuluaga, Milla´n y Mosquera (2008) las diferentes pruebas de bondad de ajuste
como las de Kolmogorov-Smirnov, Lilliefors, Shapiro-Wilk, Anderson-Darling, entre
otras, se han presentado como alternativas para detectar normalidad en un conjunto
de datos. Ba´sicamente estas pruebas de normalidad miden el ajuste entre las distri-
buciones que presentan los datos obtenidos a partir de la muestra y la distribucio´n
normal a trave´s de la comparacio´n de los percentiles teo´ricos vs percentiles obser-
vados, en otros casos mediante la comparacio´n de sus medidas de forma (asimetr´ıa
y curtosis) o simplemente calculando desviaciones desde la distribucio´n teo´rica. En
estas pruebas de normalidad se plantean dos hipo´tesis, la nula establece que los da-
tos siguen una distribucio´n normal y la alternativa que los datos no se distribuyen
normalmente. Segu´n Zuluaga et al (2008), las pruebas de normalidad se clasifican
de acuerdo a su potencia-eficiencia, es decir, al porcentaje de rechazo que presente
la prueba a la hipo´tesis nula (potencia), haciendo uso de la menor cantidad de in-
formacio´n muestral (eficiencia). En esta investigacio´n concluyen que la prueba ma´s
potente y eficiente es la Shapiro-Wilk, au´n para taman˜os de muestra muy pequen˜os.
Es ma´s, en el peor de los casos presenta una potencia de la prueba igual o mayor a
las dema´s pruebas de normalidad mencionadas anteriormente.
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Segu´n Lind, Marchal y Wathen (2012) una desventaja de la prueba de bondad de
ajuste de la normalidad es que se compara una frecuencia de distribucio´n de un
conjunto de datos con un grupo esperado de frecuencias de distribucio´n normal.
Cuando se organizan los datos en distribucio´n de frecuencias, se sabe que se pierde
informacio´n con respecto a esos datos. Esto es, no se tienen los datos crudos. Existen
varias pruebas en las cuales se usan datos crudos en vez de datos agrupados en
una distribucio´n de frecuencias. Estas pruebas incluyen las pruebas de normalidad
Kolmogorov-Smirnov, Lilliefors y Anderson-Darling.
1.2.1. Definicio´n
Una prueba de bondad de ajuste es un procedimiento estad´ıstico para probar la
hipo´tesis de que una funcio´n de distribucio´n particular ajusta un conjunto de datos
observados sin especificar una hipo´tesis alternativa (Gonza´lez, 2007).
Las pruebas de bondad de ajuste se obtienen de acuerdo a diferentes criterios. Por
ejemplo las pruebas de Anderson-Darling y Lilliefors se basan en la funcio´n de dis-
tribucio´n emp´ırica, mientras que la prueba Shapiro-Wilk se obtiene por medio del
criterio de correlacio´n. Estas pruebas son las utilizadas en el trabajo investigativo.
1.2.2. Prueba de Shapiro-Wilk (1965)
Dada una muestra aleatoria ordenada X1 < X2 < ...Xn, la estad´ıstica de prueba se
define como:
W =
(
n∑
i=1
aixi
)2
n∑
i=1
(xi − x)2
donde
x =
1
n
n∑
i=1
xi
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y ai es el i-e´simo elemento del vector
a = (a1, ..., an)
′
=
m
′
V −1
(m′V −1V −1m)1/2
con m
′
= E[Z] y V = cov(Z) donde Z denota al vector de estad´ısticas de orden de
una muestra aleatoria normal esta´ndar de taman˜o n.
La prueba de Shapiro-Wilk rechaza la hipo´tesis de normalidad con un taman˜o de
prueba α si W < kα, donde kα es tal que la prueba es de taman˜o α.
1.2.3. Prueba de Anderson-Darling (1954)
Sea X1 < X2 < ...Xn una muestra ordenada de n observaciones, la estad´ıstica de
prueba se define como:
A = −n− 1
n
n∑
i=1
[2i− 1][ln(p(i)) + ln(1− p(n−i+1))],
donde p(i) = Φ[(xi − x)/s].
Aqu´ı Φ es la funcio´n de distribucio´n acumulada de la distribucio´n normal esta´ndar,
y los valores x y s son la media y la desviacio´n esta´ndar muestrales. El valor p es
calculado de la estad´ıstica modificada Z = A(1,0 + 0,75/n+ 2,25/n2) de acuerdo a
la tabla 4.9 en Stephens(1986).
1.2.4. Prueba de Lilliefors (1967)
La prueba de Lilliefors es una modificacio´n realizada a la prueba de Kolmogorov-
Smirnov. Esta prueba establece que dada una muestra de taman˜o n, la estad´ıstica
de prueba se define como:
D = MaxX |F ∗(X)− Sn(X)|,
donde Sn(X) es la funcio´n de distribucio´n muestral acumulada y F
∗(X) es la funcio´n
de distribucio´n normal acumulada, con media muestral µ = X y varianza muestral
σ2 = s2, definida con denominador n− 1. Por lo tanto el estad´ıstico D es la ma´xima
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Figura 1.1: Dendrograma
diferencia absoluta entre la funcio´n de distribucio´n acumulada emp´ırica y la funcio´n
de distribucio´n acumulada hipote´tica. El valor p es calculado de la fo´rmula Dallal
y Wikinson(1986), la cual es so´lo confiable cuando el valor p es inferior a 0,1. Si el
valor p resulta ser mayor que 0,1, entonces se calcula a partir de la distribucio´n de
la estad´ıstica modificada Z = D(
√
n− 0,01 + 0,85/√n), (Stephens 1974).
1.3. Ana´lisis de conglomerados
Segu´n De la Fuente (2011), el ana´lisis de conglomerados es una te´cnica estad´ıstica
multivariante que busca agrupar elementos o variables tratando de lograr la ma´xima
homogeneidad en cada grupo y la mayor diferencia entre los grupos. Para realizar
este procedimiento existen dos me´todos: agrupamiento jera´rquico y no jera´rquico.
Para el ana´lisis de conglomerados se utilizo´ el me´todo jera´rquico, el cual consiste
en producir agrupamientos de tal forma que un conglomerado puede estar conte-
nido completamente dentro de otro y as´ı maximizar una medida de similaridad o
minimizar una distancia. Los resultados de estos agrupamientos se muestran en un
dendrograma (Figura 1.1), en el que se pueden observar las uniones o divisiones que
se van realizando en el proceso de la construccio´n de conglomerados.
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El agrupamiento jera´rquico puede ser aglomerativo o disociativo. El agrupamiento
aglomerativo consiste en partir de tantos grupos como individuos hay en el estu-
dio e irlos agrupando hasta llegar a tener todos los casos en un mismo grupo. El
me´todo disociativo consiste en partir de un solo grupo, que contiene todos los casos
y a trave´s de divisiones sucesivas formar grupos cada vez ma´s pequen˜os. Algunos
de los me´todos jera´rquicos son: encadenamiento simple (single linkage), encadena-
miento completo (complete linkage), encadenamiento promedio ( average linkage),
encadenamiento ponderado (weighted average linkage), centroide no ponderado (un-
weighted centroid), ), centroide ponderado (weighted centroid), Ward o me´todo de
mı´nima varianza. Para esta investigacio´n se utilizo´ el me´todo de encadenamiento
promedio, (Sokal y Michener ,1958). En este me´todo la distancia entre dos conglo-
merados se obtiene promediando todas las distancias entre pares de objetos, donde
un miembro del par pertenece a uno de los conglomerados y el segundo miembro
al segundo conglomerado. Este me´todo es de los ma´s simples y exitosos en nume-
rosas aplicaciones y tiende a producir grupos de igual varianza. Por u´ltimo, en este
tipo de ana´lisis es necesario medir que similitud existe entre los grupos, medidas
de distancia o no similaridad. Adema´s depende de la naturaleza de las variables
(cuantitativas o cualitativas). Las variables de estudio en esta investigacio´n son de
naturaleza cuantitativa, por tal razo´n se utilizo´ la distancia Eucl´ıdea, una de las
medidas ma´s utilizadas en el ana´lisis de conglomerados.
Cap´ıtulo 2
Metodolog´ıa
El avance tecnolo´gico e informa´tico ha contribuido a la creacio´n de programas es-
tad´ısticos que permiten, por medio de la simulacio´n, la produccio´n y presentacio´n de
datos con una alta confiabilidad en la informacio´n generada. Para la realizacio´n de
este trabajo se utilizaron diferentes distribuciones de probabilidades tanto continuas
como discretas y de cada distribucio´n se simularon 10000 datos con sus respectivos
para´metros que permitieran obtener un valor espec´ıfico de asimetr´ıa. Para la simu-
lacio´n de estas poblaciones se utilizo´ el software estad´ıstico Infostat versio´n 2011
I.
En las siguientes tablas se muestran las poblaciones simuladas, los para´metros y sus
correspondientes valores de asimetr´ıa. La tabla 2.1 corresponde a siete poblaciones
continuas y la tabla 2.2 a siete poblaciones discretas. Las tablas 2.3, 2.4, 2.5 y 2.6
se refieren a poblaciones Gamma, Beta, Poisson y Binomial, (siete de cada una).
El propo´sito de la simulacio´n de estas u´ltimas poblaciones fue determinar si existe
alguna influencia, adema´s de la asimetr´ıa, del tipo de poblacio´n de la cual se hace el
muestreo para que el TCL se cumpla, es decir, comparar los resultados de poblaciones
diferentes con valores de asimetr´ıa similares.
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Tabla 2.1: Poblaciones con distribucio´n de probabilidad continua.
Distribucio´n Para´metros Asimetr´ıa
Beta α =3,5 ; β=5 0,20
F u=200 ; v=200 0,40
Weibull a=0,5 ; b=2 0,61
χ2 v=7; λ=0 1,09
Beta α =0,8; β =5 1,39
Gamma α =2; β =0,3 1,54
Exponencial λ=2 2,10
Tabla 2.2: Poblaciones con distribucio´n de probabilidad discreta.
Distribucio´n Para´metros Asimetr´ıa
Poisson λ=30 0,20
Binomial n=5; p=0,3 0,37
Poisson λ=1,5 0,81
Binomial n=7; p=0,1 1,03
Hipergeome´trica m=100; k=4; n=10 1,30
Binomial negativa m=1; k=2 1,63
Geome´trica p=0,5 2,03
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Tabla 2.3: Poblaciones con distribucio´n de probabilidad Gamma.
Para´metros Asimetr´ıa
α =2 ; β =5 0,03
α =2 ; β =4 0,32
α =2 ; β =3 0,83
α =2 ; β =2,86 1,08
α =2 ; β =2 1,41
α =2 ; β =0,3 1,54
α =1 ; β =1 1,99
Tabla 2.4: Poblaciones con distribucio´n de probabilidad Beta.
Para´metros Asimetr´ıa
α =3,5 ; β =5 0,20
α=3 ; β=5 0,33
α =2 ; β =5 0,60
α =1 ; β =5 1,18
α =0,8 ; β =5 1,39
α =0,6; β =5 1,65
α =0,5; β =5 1,93
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Tabla 2.5: Poblaciones con distribucio´n de probabilidad Poisson.
Para´metro Asimetr´ıa
λ=200 0,05
λ=5 0,47
λ=1,5 0,81
λ=1 1,02
λ=0,5 1,42
λ=0,4 1,61
λ=0,35 1,76
Tabla 2.6: Poblaciones con distribucio´n de probabilidad Binomial.
Para´metros Asimetr´ıa
n=10; p=0,5 0,01
n=8; p=0,2 0,53
n=10; p=0,1 0,81
n=7; p=0,1 1,03
n=4; p=0,09 1,42
n=4; p=0,08 1,6
n=4; p=0,05 2,02
Posteriormente se selecciono´ por medio de un muestreo aleatorio simple 250 muestras
de cada poblacio´n, de taman˜os 10, 20, 30, 40, 50,. . . ,480, 490, 500. Para cada una de
ellas se calculo´ la media muestral y su distribucio´n. A cada una de las distribuciones
de la media muestral se les aplico´ la prueba de bondad de ajuste para distribucio´n
normal Shapiro-Wilk, por ser la prueba ma´s potente (Zuluaga et al , 2008) y (Razali
y Wah, 2011). Igualmente se utilizo´ otra prueba potente como es la de Anderson-
Darling y una de las menos potentes, la prueba de Lilliefors, con el fin de realizar un
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ana´lisis comparativo entre las tres pruebas. El proceso de aplicar las tres pruebas a
un taman˜o espec´ıfico de muestra se realizo´ 1000 veces y se calculo´ el valor p en cada
una de las repeticiones del proceso. Con esta informacio´n se obtuvo la frecuencia
relativa de los valores p tomando como criterio de aceptacio´n de la hipo´teis nula los
valores p≥ 0,05. Estas frecuencias determinan el porcentaje de aceptacio´n segu´n un
taman˜o de muestra y se pueden observar en los ape´ndices B y C. Todo este proceso de
simulacio´n se hizo por medio de un algoritmo (ape´ndice A) en el software estad´ıstico
R versio´n 3.1.0 y sus librer´ıas nortest y moments. Se tomo´ como criterio para el
ana´lisis, un porcentaje del 90 %, valor que se estimo´ de los gra´ficos de dispersio´n de
los taman˜os de muestra contra los porcentajes de aceptacio´n segu´n las tres pruebas
de bondad de ajuste. Para culminar este proceso metodolo´gico se realizo´ un ana´lisis
de conglomerados con las variables asimetr´ıa, taman˜o de muestra y porcentaje de
aceptacio´n de la prueba Shapiro- Wilk. Este u´ltimo proceso se realizo´ utilizando el
software estad´ıstico Infostat versio´n 2011 I.
Cap´ıtulo 3
Ana´lisis de resultados
En este cap´ıtulo se realiza la publicacio´n y ana´lisis de los resultados obtenidos en la
investigacio´n de acuerdo a la secuencia planteada en la metodolog´ıa. Se empieza por
revisar los resultados obtenidos con las poblaciones continuas y luego las poblaciones
discretas.
3.1. Distribuciones continuas
Las figuras 3.1 y 3.2 corresponden a poblaciones muy sime´tricas y se observa de
acuerdo a las tres pruebas de bondad de ajuste de normalidad, que con un taman˜o
mı´nimo de 10 en la muestra se logra en un 90 % el cumplimiento del TCL. Inclusive en
la figura 3.1 se puede ver que hasta con taman˜os de muestra inferiores a 10 se alcanza
el mismo porcentaje. La figura 3.3 muestra un igual desempen˜o de las pruebas de
Lilliefors y Anderson-Darling y sugieren un taman˜o mı´nimo de muestra de 15. En
esta u´ltima poblacio´n la prueba de Shapiro-Wilk sugiere un taman˜o mı´nimo de 20
en la muestra para alcanzar el criterio establecido en la investigacio´n.
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Figura 3.1: Distribucio´n Beta (α=3,5; β =5)
Figura 3.2: Distribucio´n F (u=200; v=200)
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Figura 3.3: Distribucio´n Weibull (a=0,5; b=2)
En la figura 3.4 se observa una poblacio´n menos sime´trica en comparacio´n con las
tres primeras poblaciones. De acuerdo a esta gra´fica para que el cumplimento del
TCL se de´ en un 90 % la prueba de Lilliefors sugiere un taman˜o mı´nimo de muestra
de 30, la Prueba de Anderson-Darling aproximadamente 47 y la Prueba de Shapiro-
Wilk 80.
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Figura 3.4: Distribucio´n χ2 (v=7; λ=0)
Las figuras 3.5, 3.6 y 3.7 corresponden a poblaciones con una alta asimetr´ıa. Los ta-
man˜os de muestra mı´nimos se van incrementando a medida que la asimetr´ıa tambie´n
lo hace de acuerdo a los resultados de la aplicacio´n de las tres pruebas de norma-
lidad. Otro aspecto relevante es que la prueba Shapiro- Wilk requiere taman˜os de
muestra mayores en comparacio´n con las otras dos pruebas. La prueba de Lillie-
fors es la prueba menos potente y es la que evidencia taman˜os de muestra menores
(mayor eficiencia) en comparacio´n con las otras dos pruebas.
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Figura 3.5: Distribucio´n Beta (α =0,8; β =5)
Figura 3.6: Distribucio´n Gamma (α =2; β =0,3)
Cap´ıtulo 3. Ana´lisis de resultados 28
Figura 3.7: Distribucio´n Exponencial(λ=2)
La tabla 3.1 muestra las siete poblaciones continuas simuladas, los taman˜os mı´nimos
de muestra de acuerdo a las tres pruebas de bondad de ajuste de normalidad para
lograr un 90 % del cumplimiento del TCL y la asimetr´ıa de cada una.
Tabla 3.1: Taman˜os mı´nimos de muestra de acuerdo a cada prueba de normalidad.
Asimetr´ıa Shapiro-Wilk Anderson-Darling Lilliefors
0,20 10 10 10
0,40 10 10 10
0,61 20 15 15
1,09 80 47 30
1,39 110 90 55
1,54 140 90 80
2,10 240 160 125
Las tablas 3.2 y 3.3 muestran los resultados de las simulaciones de las siete po-
blaciones con distribucio´n Gamma y las siete poblaciones con distribucio´n Beta
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respectivamente.
Tabla 3.2: Taman˜os mı´nimos de muestra de acuerdo a cada prueba de normalidad
simulados de una poblacio´n Gamma.
Asimetr´ıa Shapiro-Wilk Anderson-Darling Lilliefors
0,03 10 10 20
0,32 10 10 20
0,83 40 40 40
1,08 80 50 40
1,41 110 85 65
1,54 120 120 70
1,99 220 160 120
Tabla 3.3: Taman˜os mı´nimos de muestra de acuerdo a cada prueba de normalidad
simulados de una poblacio´n Beta.
Asimetr´ıa Shapiro-Wilk Anderson-Darling Lilliefors
0,20 10 10 10
0,33 10 10 10
0,60 20 20 20
1,18 100 60 50
1,39 110 90 60
1,65 170 120 100
1,93 180 150 110
Los resultados de estas dos u´ltimas tablas muestran al igual que la tabla 3.1 la re-
lacio´n existente entre la asimetr´ıa y los taman˜os de muestra mı´nimos para lograr en
un 90 % el cumplimiento del TCL. A mayor asimetr´ıa en la poblacio´n mayor deben
ser los valores mı´nimos de la muestra para obtener el criterio establecido. Adema´s
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si se comparan coeficientes de asimetr´ıa similares en las tres tablas y sus correspon-
dientes taman˜os de muestra se observa en la mayor´ıa de los casos una similaridad
entre estos valores, lo que conlleva a pensar que no importa el tipo de poblacio´n
continua de la cual se realice el respectivo muestreo.
A continuacio´n se muestra el ana´lisis de conglomerados de las variables porcentaje de
aceptacio´n de la prueba Shapiro-Wilk (Ape´ndice B), taman˜o de muestra y asimetr´ıa.
Se clasificaron 350 datos, 50 por cada poblacio´n continua. Se utilizo´ el me´todo
jera´rquico encadenamiento promedio, la distancia Eucl´ıdea y todas las clasificaciones
se realizaron en 4 conglomerados. El primer agrupamiento se realizo´ tomando como
criterio de clasificacio´n la variable asimetr´ıa. El coeficiente de correlacio´n cofene´tica
de este agrupamiento, el cual mide que tan buena es la estructura del agrupamiento,
es de 0,79. El ma´ximo valor de este coeficiente es 1, lo que evidencia la mejor
clasificacio´n posible por conglomerados que se puede hacer. La figura 3.8 muestra el
dendrograma de la clasificacio´n.
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Figura 3.8: Dendrograma. Conglomerados de acuerdo a la asimetr´ıa.
La tabla 3.4 muestra la conformacio´n de los conglomerados y algunas medidas de
resumen de cada conglomerado como la cantidad de datos (n), la media, el valor
mı´nimo y el valor ma´ximo.
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Tabla 3.4: Medidas de resumen. Conglomerados de acuerdo a la asimetr´ıa.
Conglomerado Variable n Media Mı´n Ma´x
1 Asimetr´ıa 50 0,20 0,20 0,20
1 Taman˜o de muestra 50 255,00 10,00 500,00
1 Porcentaje de aceptacio´n 50 94,88 91,60 96,90
2 Asimetr´ıa 100 0,59 0,37 0,81
2 Taman˜o de muestra 100 255,00 10,00 500,00
2 Porcentaje de aceptacio´n 100 90,97 11,10 96,10
3 Asimetr´ıa 100 1,33 1,03 1,63
3 Taman˜o de muestra 100 255,00 10,00 500,00
3 Porcentaje de aceptacio´n 100 85,57 0,00 95,00
4 Asimetr´ıa 100 1,67 1,30 2,03
4 Taman˜o de muestra 100 255,00 10,00 500,00
4 Porcentaje de aceptacio´n 100 81,05 0,00 94,40
Aunque en la tabla 3.4 la variable taman˜o de muestra no proporciona buena informa-
cio´n, se evidencia una leve relacio´n entre la asimetr´ıa y el porcentaje de aceptacio´n.
Los conglomerados con porcentajes de aceptacio´n altos poseen las asimetr´ıas ma´s
bajas. De la misma forma se realizo´ el procedimiento con las variables taman˜o de
muestra y porcentaje de aceptacio´n, con coeficientes de correlacio´n cofene´tica 0,90
y 0,69 respectivamente. Estos resultados se muestran en las tablas 3.5 y 3.6.
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Figura 3.9: Dendrograma. Conglomerados de acuerdo a la variable taman˜o de mues-
tra.
Tabla 3.5: Medidas de resumen. Conglomerados de acuerdo a la variable taman˜o de
muestra.
Conglomerado Variable n Media Mı´n Ma´x
1 Porcentaje de aceptacio´n 7 18,14 0 91,6
1 Taman˜o de muestra 7 10 10 10
1 Asimetr´ıa 7 1,05 0,2 2,03
2 Porcentaje de aceptacio´n 7 41,27 0 92,5
2 Taman˜o de muestra 7 20 20 20
2 Asimetr´ıa 7 1,05 0,2 2,03
3 Porcentaje de aceptacio´n 14 61,04 5,2 95,5
3 Taman˜o de muestra 14 35 30 40
3 Asimetr´ıa 14 1,05 0,2 2,03
4 Porcentaje de aceptacio´n 322 90,78 48,8 96,9
4 Taman˜o de muestra 322 275 50 500
4 Asimetr´ıa 322 1,05 0,2 2,03
Cap´ıtulo 3. Ana´lisis de resultados 34
Figura 3.10: Dendrograma. Conglomerados de acuerdo a la variable porcentaje de
aceptacio´n.
Tabla 3.6: Medidas de resumen. Conglomerados de acuerdo a la variable porcentaje
de aceptacio´n.
Conglomerado Variable n Media Mı´n Ma´x
1 Porcentaje de aceptacio´n 98 73,07 0 92,5
1 Taman˜o de muestra 98 106,84 10 420
1 Asimetr´ıa 98 1,36 0,2 2,03
2 Porcentaje de aceptacio´n 76 94,9 94 96,9
2 Taman˜o de muestra 76 316,71 50 500
2 Asimetr´ıa 76 0,35 0,2 1,63
3 Porcentaje de aceptacio´n 5 70,58 11,1 95,5
3 Taman˜o de muestra 5 40 10 110
3 Asimetr´ıa 5 0,3 0,2 0,37
4 Porcentaje de aceptacio´n 171 92,26 87,6 96,1
4 Taman˜o de muestra 171 318,77 10 500
4 Asimetr´ıa 171 1,21 0,2 2,03
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Para terminar con el ana´lisis de resultados de las poblaciones continuas se realizo´ un
agrupamiento sin ninguna variable como criterio de clasificacio´n, con coeficiente de
correlacio´n cofene´tica 0,82, figura 3.11 y tabla 3.7. Lo que muestra este agrupamiento
es la ratificacio´n del comportamiento de las tres variables de estudio evidenciado en
los anteriores agrupamientos. La mayor´ıa de los conglomerados con taman˜os de
muestra pequen˜os y asimetr´ıas altas presentan porcentajes de aceptacio´n bajos. Los
conglomerados con taman˜os de muestra grandes y asimetr´ıas bajas o intermedias
presentan porcentajes de aceptacio´n altos.
Figura 3.11: Dendrograma. Conglomerados sin criterio de clasificacio´n.
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Tabla 3.7: Medidas de resumen. Conglomerados sin criterio de clasificacio´n.
Conglomerado Variable n Media Mı´n Ma´x
1 Porcentaje de aceptacio´n 190 93,17 79,6 96,9
1 Taman˜o de muestra 190 267,16 10 500
1 Asimetr´ıa 190 0,59 0,2 1,03
2 Porcentaje de aceptacio´n 104 90,99 86,4 95
2 Taman˜o de muestra 104 331,44 150 500
2 Asimetr´ıa 104 1,65 1,3 2,03
3 Porcentaje de aceptacio´n 12 10,3 0 26,5
3 Taman˜o de muestra 12 17,5 10 40
3 Asimetr´ıa 12 1,31 0,37 2,03
4 Porcentaje de aceptacio´n 44 73,08 34,5 87,5
4 Taman˜o de muestra 44 86,59 20 170
4 Asimetr´ıa 44 1,58 0,37 2,03
3.2. Distribuciones discretas
El comportamiento de las poblaciones discretas presenta algunas diferencias en com-
paracio´n con las poblaciones continuas. En estas poblaciones la prueba de normali-
dad ma´s eficiente es la de Shapiro-Wilk, por necesitar menos cantidad de unidades
muestrales, y la menos eficiente es la prueba de Lilliefors. Las investigaciones de
Zuluaga et al (2008) y (Razali y Wah, 2011) demostraron que la prueba ma´s po-
tente es la de Shapiro-Wilk, pero algo que es de suma importancia es el hecho que
las poblaciones simuladas en ambas investigaciones so´lo fueron continuas, lo cual no
permite aseverar que´ prueba de las tres utilizadas en este trabajo es la ma´s potente
para este caso de poblaciones discretas. A continuacio´n se muestran las gra´ficas de
las siete poblaciones.
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Figura 3.12: Distribucio´n Poisson (λ=30)
Figura 3.13: Distribucio´n Binomial (n=5; p=0,3)
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Figura 3.14: Distribucio´n Poisson (λ=1,5)
Figura 3.15: Distribucio´n Binomial (n=7; p=0,1)
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Figura 3.16: Distribucio´n Hipergeome´trica (m=100; k=4; n=10)
Figura 3.17: Distribucio´n Binomial negativa (m=1; k=2)
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Figura 3.18: Distribucio´n Geome´trica (p=0,5)
La tabla 3.8 muestra las siete poblaciones discretas simuladas, los taman˜os mı´nimos
de muestra de acuerdo a las tres pruebas de bondad de ajuste de normalidad para
lograr un 90 % del cumplimiento del TCL y la asimetr´ıa de cada una.
Tabla 3.8: Taman˜os mı´nimos de muestra de acuerdo a cada prueba de normalidad.
Asimetr´ıa Shapiro-Wilk Anderson-Darling Lilliefors
0,20 10 10 25
0,37 65 90 310
0,81 63 70 270
1,03 150 170 n > 500
1,30 170 230 n > 500
1,63 145 150 350
2,03 220 190 310
Las tablas 3.9 y 3.10 muestran los resultados de las simulaciones de las siete po-
blaciones con distribucio´n Poisson y las siete poblaciones con distribucio´n Binomial
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respectivamente.
Tabla 3.9: Taman˜os mı´nimos de muestra de acuerdo a cada prueba de normalidad
simulados de una poblacio´n Poisson.
Asimetr´ıa Shapiro-Wilk Anderson-Darling Lilliefors
0,05 10 10 10
0,47 25 30 105
0,81 70 70 270
1,02 100 130 440
1,42 230 240 n > 500
1,61 250 310 n > 500
1,76 300 360 n > 500
Tabla 3.10: Taman˜os mı´nimos de muestra de acuerdo a cada prueba de normalidad
simulados de una poblacio´n Binomial.
Asimetr´ıa Shapiro-Wilk Anderson-Darling Lilliefors
0,01 23 35 155
0,53 60 70 280
0,81 100 105 380
1,03 150 170 n > 500
1,42 260 310 n > 500
1,60 300 330 n > 500
2,02 400 n > 500 n > 500
Al analizar los resultados de la tabla 3.8 se evidencia que al aumentar la asimetr´ıa
aumentan los taman˜os mı´nimos de muestra para alcanzar el nivel de confianza es-
tablecido. Este aspecto tambie´n se puede observar en las tablas 3.9 y 3.10. Sin
embargo, la tabla 3.8 muestra que s´ı importa el tipo de distribucio´n de la cual se
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hace el muestro, porque al comparar valores similares de asimetr´ıa de las tres tablas,
los taman˜os mı´nimos de muestra necesarios para el cumplimiento del TCL son muy
diferentes. Por esta razo´n no se considero´ la realizacio´n del ana´lisis de conglomerados
con estas poblaciones.
Cap´ıtulo 4
Conclusiones y Recomendaciones
4.1. Conclusiones
1. La asimetr´ıa de una poblacio´n influye en el taman˜o de la muestra que garantiza
el cumplimiento del TCL. A medida que el coeficiente de asimetr´ıa aumenta,
el taman˜o mı´nimo de la muestra que garantiza el cumplimiento del Teorema
tambie´n lo hace . Esto desmitifica el hecho de que un valor de 30 en el taman˜o
muestral es suficiente para el cumplimiento del teorema.
2. Si se realiza un muestreo de poblaciones continuas con diferentes distribuciones
de probabilidades y coeficientes de asimetr´ıa similares, los taman˜os mı´nimos
de muestra para el cumplimiento del TCL tambie´n son similares, es decir,
no importa el tipo de poblacio´n. Esto no aplica para el caso de poblaciones
discretas, donde se evidencio´ que la poblacio´n influye en los taman˜os mı´nimos
de muestra que se necesitan para el cumplimiento del Teorema, a pesar de que
los coeficientes de asimetr´ıa sean similares.
3. La prueba de bondad de ajuste de normalidad Anderson-Darling tuvo un com-
portamiento intermedio en cada una de las poblaciones de tipo continua o
discreta donde se aplico´.
4. El TCL converge ma´s ra´pido en distribuciones muestrales de poblaciones con-
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tinuas en comparacio´n con las poblaciones discretas.
5. La prueba de bondad de ajuste de normalidad de Lilliefors se comporto´ como
la ma´s eficiente en cada una de las poblaciones continuas donde se aplico´, al
necesitar menos unidades muestrales para alcanzar el criterio establecido que
garantiza el cumplimiento del TCL .
6. Para el caso de las poblaciones continuas se pueden generalizar taman˜os mı´ni-
mos de muestra para ciertos intervalos de coeficientes de asimetr´ıa, por su
similaridad en los resultados. Sin embargo los valores no muy similares y ma-
yores que los dema´s se tomaron como los valores mı´nimos en cada intervalo.
Adema´s estos valores se tomaron de acuerdo a la prueba de Shapiro-Wilk
por ser la ma´s potente de las tres pruebas utilizadas en esta investigacio´n y
as´ı disminuir la probabilidad de cometer un error tipo II. Para poblaciones con
coeficientes de asimetr´ıa no superiores a 0,5 el cumplimiento del TCL con un
criterio del 90 % se logra con un taman˜o mı´nimo de muestra de 10. Poblacio-
nes con coeficientes de asimetr´ıa superiores a 0,5 e inferiores a 1,0 requieren
aproximadamente un taman˜o mı´nimo de muestra de 80. Para poblaciones con
coeficientes de asimetr´ıa entre 1,0 y 1,5 requieren un taman˜o mı´nimo de mues-
tra de 110. Poblaciones con coeficientes de asimetr´ıa entre 1,5 y 2,0 requieren
un taman˜o mı´nimo de muestra de 240. Estos resultados se muestran en la
siguiente tabla.
Tabla 4.1: Taman˜os mı´nimos de muestra de acuerdo a la prueba Shapiro-Wilk.
Intervalo coeficientes de asimetr´ıa Taman˜o mı´nimo de muestra
[0,0; 0,5) 10
[0,5; 1,0) 80
[1,0; 1,5) 110
[1,5; 2,0) 240
7. La prueba de bondad de ajuste de normalidad Shapiro-Wilk se comporto´ como
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la prueba ma´s eficiente en cada una de las poblaciones discretas donde se aplico´.
4.2. Recomendaciones
1. Las investigaciones que sirvieron como fundamento teo´rico para la realizacio´n
de este trabajo muestran cuales son las pruebas de bondad de ajuste de norma-
lidad ma´s potentes y eficientes, pero las simulaciones realizadas so´lo fueron con
poblaciones continuas. Se sugiere realizar una investigacio´n donde se analice
la potencia de estas pruebas utilizando poblaciones discretas.
2. Los resultados de esta investigacio´n mostraron para el caso de las distribu-
ciones discretas comportamientos que evidencian la alta influencia del tipo de
poblacio´n. Se recomienda realizar una investigacio´n ma´s exhaustiva con dife-
rentes poblaciones discretas, por ejemplo, con poblaciones con distribucio´n de
probabilidad Geome´trica y Binomial negativa las cuales mostraron comporta-
mientos muy diferentes con relacio´n a las otras distribuciones.
Ape´ndice A
Programa en lenguaje R
A continuacio´n se muestra el co´digo en lenguaje R para realizar la simulacio´n plan-
teda en la metodolog´ıa.
a=poblacio´n
resul=matrix(, nrow=50, ncol=4)
for ( m in 1:50)
{
tm=10*m
j=0
q=0
k=0
f=0
g=0
h=0
for (i in 1:1000)
{
b=replicate(250,sample(a,tm))
c=apply(b,2,mean)
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shap=shapiro.test(c)
f[i] = shap$p.value
if (f[i]>=0.05) {j=j+1}
ander=ad.test(c)
g[i] = ander$p.value
if (g[i]>= 0.05) {q=q+1}
li=lillie.test(c)
h[i] = li$p.value
if (h[i]>= 0.05) {k=k+1}
}
resul[m,1]=tm
resul[m,2]=j
resul[m,3]=q
resul[m,4]=k
}
resul
Ape´ndice B
Porcentajes de aceptacio´n
poblaciones continuas
A continuacio´n se muestran los porcentajes de aceptacio´n de acuerdo a la asimetr´ıa,
taman˜o de muestra y prueba de bondad de ajuste de normalidad.
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,20 10 94,1 94,4 93,5
0,20 20 94,0 95,6 94,6
0,20 30 94,7 95,8 95,3
0,20 40 93,2 94,1 92,7
0,20 50 95,2 96,0 94,8
0,20 60 94,5 94,3 94,9
0,20 70 95,8 95,0 94,1
0,20 80 95,5 95,8 96,2
0,20 90 95,1 94,8 94,6
0,20 100 95,3 96,0 96,2
0,20 110 94,4 94,9 95,1
0,20 120 95,2 95,1 94,6
0,20 130 96,9 96,6 95,1
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,20 140 93,4 93,5 93,7
0,20 150 95,6 94,3 94,3
0,20 160 95,8 95,1 95,1
0,20 170 95,8 95,3 94,9
0,20 180 95,8 95,0 95,3
0,20 190 94,5 94,2 93,6
0,20 200 94,8 95,3 95,1
0,20 210 94,5 95,6 95,3
0,20 220 94,7 95,2 95,0
0,20 230 95,4 95,8 95,7
0,20 240 95,5 94,5 94,2
0,20 250 95,6 95,8 94,8
0,20 260 94,8 95,5 95,6
0,20 270 95,1 94,1 94,0
0,20 280 95,2 95,6 94,3
0,20 290 94,2 93,1 94,2
0,20 300 93,8 94,6 93,2
0,20 310 94,9 95,6 95,3
0,20 320 94,5 94,6 93,8
0,20 330 94,7 94,0 93,8
0,20 340 94,6 95,2 94,6
0,20 350 95,4 95,8 95,2
0,20 360 95,9 95,8 94,9
0,20 370 95,8 96,1 95,3
0,20 380 94,3 95,4 95,8
0,20 390 95,5 94,0 93,5
0,20 400 94,7 94,8 93,7
0,20 410 95,3 95,3 94,6
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,20 420 94,9 95,5 94,7
0,20 430 94,6 95,3 94,9
0,20 440 96,5 95,6 95,7
0,20 450 96,4 95,4 95,5
0,20 460 95,0 95,3 95,2
0,20 470 96,0 96,0 94,9
0,20 480 95,4 95,2 96,1
0,20 490 95,4 95,7 95,0
0,20 500 94,3 93,5 93,3
0,40 10 89,8 91,6 90,8
0,40 20 90,2 91,9 90,9
0,40 30 92,2 93,0 93,0
0,40 40 93,5 93,5 93,9
0,40 50 92,9 93,0 94,2
0,40 60 94,4 94,7 95,1
0,40 70 94,2 94,2 93,7
0,40 80 95,3 94,7 93,9
0,40 90 94,9 95,0 94,4
0,40 100 92,7 93,9 94,1
0,40 110 94,2 94,3 93,0
0,40 120 95,2 95,6 95,4
0,40 130 94,8 95,5 95,9
0,40 140 95,8 95,5 95,6
0,40 150 94,3 95,2 95,3
0,40 160 93,8 94,4 94,2
0,40 170 93,7 93,1 93,4
0,40 180 93,3 93,9 95,8
0,40 190 94,0 94,6 93,3
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,40 200 93,4 94,2 95,7
0,40 210 94,7 95,1 95,5
0,40 220 95,5 95,7 94,4
0,40 230 95,1 95,1 94,8
0,40 240 95,4 94,9 94,2
0,40 250 94,3 93,7 93,9
0,40 260 93,8 95,2 95,2
0,40 270 95,3 95,2 94,5
0,40 280 95,2 94,6 96,0
0,40 290 95,4 95,3 95,4
0,40 300 95,3 94,8 94,5
0,40 310 93,6 95,2 94,7
0,40 320 94,1 95,4 94,6
0,40 330 94,8 95,0 94,9
0,40 340 94,8 94,5 94,4
0,40 350 95,1 94,0 95,3
0,40 360 95,1 94,3 93,8
0,40 370 93,7 94,1 94,9
0,40 380 94,2 95,4 93,8
0,40 390 95,8 95,9 95,8
0,40 400 93,2 92,9 94,6
0,40 410 94,7 95,3 95,7
0,40 420 94,7 95,1 94,3
0,40 430 94,3 94,6 94,3
0,40 440 95,3 94,4 94,6
0,40 450 94,9 94,8 94,6
0,40 460 95,8 94,6 94,6
0,40 470 95,3 95,8 95,5
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,40 480 95,5 95,2 96,2
0,40 490 93,9 94,3 94,0
0,40 500 95,8 96,6 96,2
0,61 10 83,4 87,3 87,9
0,61 20 89,6 90,6 90,8
0,61 30 91,5 93,5 93,2
0,61 40 92,9 92,3 93,7
0,61 50 93,7 93,4 94,4
0,61 60 93,5 93,7 94,8
0,61 70 93,3 93,7 93,2
0,61 80 92,0 92,7 92,2
0,61 90 93,7 93,7 94,2
0,61 100 94,1 94,7 94,1
0,61 110 94,0 93,5 93,4
0,61 120 94,1 93,8 94,6
0,61 130 94,7 94,2 93,8
0,61 140 95,7 95,9 93,4
0,61 150 94,2 94,4 93,9
0,61 160 93,1 93,4 94,4
0,61 170 93,6 94,0 94,5
0,61 180 95,4 94,0 94,5
0,61 190 92,8 94,0 93,8
0,61 200 94,8 94,9 95,3
0,61 210 94,1 95,6 95,7
0,61 220 94,3 95,0 94,6
0,61 230 94,1 94,8 94,6
0,61 240 93,6 94,3 94,8
0,61 250 94,8 94,8 94,1
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,61 260 94,5 95,0 95,4
0,61 270 94,1 93,4 92,8
0,61 280 94,2 94,5 95,4
0,61 290 94,4 94,3 94,8
0,61 300 95,2 94,3 93,9
0,61 310 94,2 94,6 95,1
0,61 320 94,5 94,9 94,1
0,61 330 95,1 95,3 95,7
0,61 340 95,1 95,1 95,1
0,61 350 93,5 94,3 94,6
0,61 360 95,0 94,7 94,8
0,61 370 94,9 94,8 95,7
0,61 380 94,6 95,3 94,5
0,61 390 94,5 95,3 95,0
0,61 400 94,6 95,1 94,8
0,61 410 95,3 93,7 95,0
0,61 420 94,5 94,9 94,1
0,61 430 95,1 95,0 94,8
0,61 440 95,9 95,8 96,5
0,61 450 95,5 95,2 94,3
0,61 460 94,6 95,7 94,9
0,61 470 94,6 95,6 95,1
0,61 480 94,6 95,9 95,4
0,61 490 95,6 95,5 95,9
0,61 500 94,4 94,2 93,7
1,09 10 52,1 63,7 74,0
1,09 20 71,3 80,2 85,3
1,09 30 83,0 85,4 89,5
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,09 40 83,3 87,3 90,5
1,09 50 87,2 90,7 91,5
1,09 60 87,1 90,3 90,7
1,09 70 88,7 91,6 92,9
1,09 80 89,8 92,3 92,2
1,09 90 91,0 92,2 93,7
1,09 100 90,9 93,2 92,7
1,09 110 91,8 92,9 93,4
1,09 120 90,5 92,2 93,1
1,09 130 93,1 93,8 93,4
1,09 140 91,3 93,0 93,5
1,09 150 93,5 93,0 95,0
1,09 160 93,4 94,4 93,5
1,09 170 92,3 93,0 93,0
1,09 180 93,8 94,8 94,3
1,09 190 92,5 93,1 94,6
1,09 200 94,0 94,5 94,0
1,09 210 92,5 93,3 94,2
1,09 220 92,3 93,6 93,5
1,09 230 92,2 94,0 94,2
1,09 240 92,3 94,4 93,4
1,09 250 93,5 93,8 94,2
1,09 260 93,6 95,3 94,5
1,09 270 94,1 94,3 94,7
1,09 280 95,7 95,2 95,3
1,09 290 94,3 94,7 94,9
1,09 300 93,8 93,9 93,8
1,09 310 94,1 93,6 94,6
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,09 320 94,5 94,9 94,3
1,09 330 94,3 93,6 93,3
1,09 340 94,6 95,3 94,4
1,09 350 93,1 93,2 94,9
1,09 360 94,7 94,8 94,5
1,09 370 94,1 94,0 94,5
1,09 380 93,8 94,0 94,5
1,09 390 94,2 93,7 94,2
1,09 400 94,2 95,1 94,9
1,09 410 94,9 94,1 94,8
1,09 420 94,5 94,5 95,0
1,09 430 93,2 93,7 93,0
1,09 440 94,9 94,7 93,9
1,09 450 93,2 94,3 95,8
1,09 460 92,0 92,9 92,9
1,09 470 94,2 93,6 94,2
1,09 480 95,2 94,7 94,1
1,09 490 93,9 95,7 94,2
1,09 500 93,9 94,2 95,3
1,39 10 27,3 43,1 54,7
1,39 20 58,1 68,2 75,6
1,39 30 71,8 79,8 84,8
1,39 40 77,5 83,8 86,3
1,39 50 81,9 86,3 88,8
1,39 60 83,4 87,1 90,9
1,39 70 84,8 87,9 91,2
1,39 80 86,9 89,4 91,1
1,39 90 86,1 89,9 91,7
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,39 100 88,7 91,0 91,2
1,39 110 90,4 92,5 92,2
1,39 120 90,9 92,3 92,6
1,39 130 90,2 91,0 92,1
1,39 140 90,5 91,2 91,0
1,39 150 91,3 92,4 92,1
1,39 160 91,3 91,3 93,2
1,39 170 91,4 92,7 93,5
1,39 180 93,3 93,6 93,4
1,39 190 91,2 92,3 92,5
1,39 200 92,7 94,2 93,8
1,39 210 91,2 93,1 93,7
1,39 220 92,9 93,1 93,2
1,39 230 91,2 91,7 93,4
1,39 240 94,6 93,4 93,8
1,39 250 90,9 91,8 94,1
1,39 260 93,3 94,3 95,7
1,39 270 91,8 93,0 93,4
1,39 280 91,9 93,7 93,1
1,39 290 94,0 94,2 95,8
1,39 300 92,9 93,8 94,9
1,39 310 92,8 93,1 94,3
1,39 320 93,6 93,8 94,8
1,39 330 94,3 94,4 93,5
1,39 340 92,9 93,6 94,0
1,39 350 93,6 93,1 93,6
1,39 360 93,3 95,1 95,4
1,39 370 92,6 93,8 94,4
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,39 380 93,0 92,8 94,2
1,39 390 94,7 94,8 94,4
1,39 400 93,0 93,1 94,6
1,39 410 93,9 94,8 95,5
1,39 420 94,3 93,7 93,8
1,39 430 93,0 94,7 95,0
1,39 440 93,3 93,6 93,7
1,39 450 93,9 95,5 94,3
1,39 460 94,4 94,2 93,7
1,39 470 93,4 93,7 94,7
1,39 480 94,2 94,2 95,2
1,39 490 95,0 96,2 95,6
1,39 500 93,7 94,4 95,2
1,54 10 24,6 37,9 56,3
1,54 20 50,1 61,2 73,4
1,54 30 68,4 76,0 80,6
1,54 40 69,8 76,2 83,0
1,54 50 76,4 83,0 86,3
1,54 60 80,4 85,9 89,4
1,54 70 82,9 87,4 88,9
1,54 80 84,1 87,7 89,7
1,54 90 88,0 90,0 92,1
1,54 100 86,1 89,0 89,8
1,54 110 89,2 91,6 92,4
1,54 120 87,6 90,3 91,0
1,54 130 87,2 89,6 90,8
1,54 140 89,7 91,8 93,2
1,54 150 91,0 91,7 93,7
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,54 160 89,8 91,4 92,7
1,54 170 90,0 92,0 93,3
1,54 180 91,0 93,1 92,7
1,54 190 91,5 93,7 93,5
1,54 200 90,8 92,2 92,7
1,54 210 92,6 93,5 94,1
1,54 220 91,3 93,1 93,7
1,54 230 92,0 93,6 93,5
1,54 240 93,2 93,1 94,2
1,54 250 92,6 94,3 93,7
1,54 260 91,2 93,0 93,1
1,54 270 92,7 92,8 93,4
1,54 280 93,0 93,3 94,8
1,54 290 91,4 92,5 94,2
1,54 300 94,0 94,1 92,4
1,54 310 91,9 92,9 92,9
1,54 320 92,1 92,9 93,2
1,54 330 93,0 93,0 94,5
1,54 340 93,4 94,9 93,6
1,54 350 91,8 92,7 93,5
1,54 360 93,1 93,2 94,3
1,54 370 94,3 94,5 93,2
1,54 380 94,4 95,3 94,3
1,54 390 93,4 93,9 93,2
1,54 400 93,7 93,6 93,4
1,54 410 94,7 94,3 94,8
1,54 420 94,9 94,2 94,4
1,54 430 93,0 92,6 94,0
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,54 440 93,5 93,6 93,6
1,54 450 94,1 94,1 94,0
1,54 460 94,1 95,3 96,0
1,54 470 94,5 94,0 94,3
1,54 480 94,2 94,4 94,4
1,54 490 93,5 94,5 94,7
1,54 500 93,4 94,1 94,5
2,10 10 3,8 10,2 27,6
2,10 20 23,9 39,3 56,9
2,10 30 40,8 54,3 68,0
2,10 40 55,0 65,6 75,4
2,10 50 62,0 72,4 78,3
2,10 60 67,4 77,2 81,4
2,10 70 72,6 80,0 85,6
2,10 80 77,5 82,9 86,3
2,10 90 75,8 82,4 85,6
2,10 100 77,7 84,9 88,1
2,10 110 79,4 85,7 87,9
2,10 120 81,4 86,3 88,8
2,10 130 85,8 87,6 91,6
2,10 140 83,9 87,1 89,8
2,10 150 84,1 87,9 87,6
2,10 160 87,1 89,5 91,1
2,10 170 85,4 88,9 89,4
2,10 180 86,2 90,0 91,7
2,10 190 89,6 90,1 91,8
2,10 200 88,0 90,8 91,7
2,10 210 88,9 90,3 91,9
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
2,10 220 89,6 91,1 92,7
2,10 230 89,3 90,6 91,5
2,10 240 90,2 91,4 92,0
2,10 250 89,9 93,1 92,5
2,10 260 91,0 93,0 93,2
2,10 270 88,0 90,8 91,9
2,10 280 89,7 89,6 90,8
2,10 290 88,9 91,5 91,4
2,10 300 90,7 92,3 93,0
2,10 310 89,3 91,7 93,4
2,10 320 91,6 92,7 92,2
2,10 330 90,5 93,1 94,0
2,10 340 90,5 90,8 92,3
2,10 350 92,1 93,0 94,3
2,10 360 91,9 93,2 94,5
2,10 370 90,6 93,1 93,8
2,10 380 90,4 92,6 92,6
2,10 390 91,9 92,9 92,2
2,10 400 91,9 92,2 92,7
2,10 410 91,6 92,2 92,6
2,10 420 89,9 91,5 92,2
2,10 430 91,9 93,2 93,4
2,10 440 91,4 93,1 93,3
2,10 450 91,0 93,6 94,5
2,10 460 91,9 93,6 94,1
2,10 470 92,0 93,2 94,3
2,10 480 91,8 92,5 93,3
2,10 490 90,5 91,7 92,9
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
2,10 500 91,3 92,6 92,5
Ape´ndice C
Porcentajes de aceptacio´n
poblaciones discretas
A continuacio´n se muestran los porcentajes de aceptacio´n de acuerdo a la asimetr´ıa,
taman˜o de muestra y prueba de bondad de ajuste de normalidad.
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,20 10 91,6 93,0 86,2
0,20 20 92,5 93,9 88,3
0,20 30 95,5 94,8 91,6
0,20 40 94,6 95,0 93,9
0,20 50 94,3 94,9 93,5
0,20 60 94,2 94,8 92,8
0,20 70 94,2 94,4 94,5
0,20 80 95,0 94,0 92,5
0,20 90 95,3 94,5 93,1
0,20 100 94,9 94,8 94,5
0,20 110 95,5 95,6 94,7
0,20 120 94,4 94,6 94,5
0,20 130 94,2 95,1 94,2
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,20 140 95,8 95,3 94,5
0,20 150 93,8 94,3 93,9
0,20 160 95,9 95,6 95,4
0,20 170 95,2 94,9 94,2
0,20 180 94,0 94,4 94,3
0,20 190 94,2 95,4 93,9
0,20 200 95,1 95,1 94,7
0,20 210 94,8 94,4 94,8
0,20 220 94,8 94,7 94,5
0,20 230 95,0 94,6 94,3
0,20 240 96,3 95,6 95,5
0,20 250 93,8 93,7 92,3
0,20 260 95,1 94,9 95,1
0,20 270 94,1 94,8 94,7
0,20 280 94,0 93,8 94,5
0,20 290 94,8 94,6 94,6
0,20 300 95,3 95,2 95,0
0,20 310 95,4 95,4 94,1
0,20 320 94,8 94,4 94,9
0,20 330 95,0 94,0 95,0
0,20 340 95,2 95,4 95,2
0,20 350 96,0 95,0 94,8
0,20 360 95,8 95,2 95,5
0,20 370 96,9 96,4 94,5
0,20 380 95,7 96,1 94,9
0,20 390 94,8 95,1 93,8
0,20 400 95,1 95,7 94,9
0,20 410 94,7 95,0 95,5
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,20 420 95,8 96,3 94,2
0,20 430 94,9 94,5 94,6
0,20 440 94,9 94,6 94,4
0,20 450 95,9 96,4 95,9
0,20 460 95,3 95,1 95,1
0,20 470 95,1 94,6 94,3
0,20 480 94,1 94,8 94,8
0,20 490 95,2 94,8 94,8
0,20 500 95,4 95,3 94,6
0,37 10 11,1 0,0 0,0
0,37 20 70,2 29,6 7,7
0,37 30 80,6 65,0 23,4
0,37 40 85,4 79,2 41,3
0,37 50 88,8 83,4 53,6
0,37 60 89,4 85,5 59,8
0,37 70 91,0 87,3 67,4
0,37 80 91,3 89,3 69,7
0,37 90 91,5 90,1 71,0
0,37 100 91,5 89,6 73,3
0,37 110 91,8 90,6 77,7
0,37 120 92,6 91,5 77,1
0,37 130 91,3 92,0 77,9
0,37 140 94,7 94,0 82,8
0,37 150 94,1 93,9 82,5
0,37 160 92,4 92,0 82,2
0,37 170 94,1 92,6 83,1
0,37 180 94,0 92,7 83,4
0,37 190 94,4 93,1 84,9
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,37 200 93,9 93,7 83,8
0,37 210 93,8 94,4 86,8
0,37 220 95,2 93,3 86,0
0,37 230 93,8 93,5 87,2
0,37 240 94,3 93,6 84,7
0,37 250 94,0 93,4 86,2
0,37 260 95,2 95,1 87,3
0,37 270 94,2 94,1 87,2
0,37 280 95,0 93,7 88,0
0,37 290 93,9 94,6 88,4
0,37 300 94,8 94,6 88,4
0,37 310 94,0 94,9 90,2
0,37 320 94,7 94,5 90,7
0,37 330 92,7 93,5 87,3
0,37 340 94,2 93,6 88,6
0,37 350 95,0 93,6 87,6
0,37 360 95,9 95,7 89,7
0,37 370 94,3 95,0 90,6
0,37 380 94,8 93,7 88,1
0,37 390 95,6 93,3 89,7
0,37 400 94,4 94,7 89,6
0,37 410 95,8 95,5 90,7
0,37 420 94,3 93,2 88,0
0,37 430 95,1 96,0 90,9
0,37 440 94,2 93,5 88,4
0,37 450 94,3 94,9 90,6
0,37 460 95,0 95,6 91,4
0,37 470 94,0 95,4 91,9
Sigue en la pa´gina siguiente.
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Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,37 480 93,7 94,4 90,5
0,37 490 94,2 92,6 88,6
0,37 500 94,9 93,7 89,8
0,81 10 23,6 0,8 0,2
0,81 20 68,6 54,2 21,5
0,81 30 77,2 73,7 40,8
0,81 40 85,7 82,1 54,8
0,81 50 85,4 84,6 60,0
0,81 60 89,3 88,6 66,1
0,81 70 91,0 89,8 71,4
0,81 80 89,9 90,3 74,0
0,81 90 91,0 91,0 76,6
0,81 100 91,4 91,9 79,6
0,81 110 92,1 91,7 79,3
0,81 120 92,5 92,8 84,2
0,81 130 93,7 93,5 83,3
0,81 140 91,0 91,6 84,0
0,81 150 93,5 92,7 84,7
0,81 160 93,3 92,3 84,5
0,81 170 93,2 94,0 86,6
0,81 180 93,2 94,0 86,7
0,81 190 92,8 93,1 86,8
0,81 200 92,5 92,9 87,6
0,81 210 91,1 91,5 86,1
0,81 220 92,7 92,9 88,1
0,81 230 95,0 94,7 89,2
0,81 240 93,7 93,1 86,4
0,81 250 93,1 92,5 88,1
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 67
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
0,81 260 93,6 92,6 88,5
0,81 270 93,2 94,2 89,5
0,81 280 94,0 94,2 90,8
0,81 290 93,4 93,7 89,8
0,81 300 94,4 94,9 89,8
0,81 310 92,9 93,8 88,2
0,81 320 93,7 94,4 89,7
0,81 330 94,3 93,8 90,1
0,81 340 94,1 92,5 88,9
0,81 350 93,8 92,7 88,9
0,81 360 93,5 94,3 89,5
0,81 370 95,0 94,9 90,5
0,81 380 94,3 93,9 89,0
0,81 390 93,7 93,3 89,7
0,81 400 92,8 93,3 89,5
0,81 410 93,7 93,7 91,2
0,81 420 94,5 94,0 90,9
0,81 430 93,6 94,2 91,9
0,81 440 94,6 94,2 91,6
0,81 450 94,4 95,4 91,2
0,81 460 95,2 94,2 90,5
0,81 470 96,1 95,9 92,3
0,81 480 92,6 92,9 89,6
0,81 490 94,7 93,6 92,0
0,81 500 94,9 94,9 91,2
1,03 10 0,0 0,0 0,0
1,03 20 16,3 0,0 0,0
1,03 30 47,9 12,0 2,8
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 68
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,03 40 63,9 43,3 12,9
1,03 50 73,4 60,6 22,6
1,03 60 79,6 69,7 30,1
1,03 70 84,0 76,3 44,5
1,03 80 83,8 80,0 45,4
1,03 90 85,3 83,0 54,6
1,03 100 86,1 83,4 57,0
1,03 110 88,0 85,7 60,2
1,03 120 89,3 87,7 65,2
1,03 130 88,3 86,1 65,2
1,03 140 88,5 86,3 65,8
1,03 150 89,8 88,7 70,6
1,03 160 90,2 88,1 70,9
1,03 170 91,0 90,1 72,6
1,03 180 90,7 91,6 75,4
1,03 190 90,8 90,5 76,0
1,03 200 91,4 90,7 75,6
1,03 210 91,4 90,6 77,8
1,03 220 91,6 91,3 76,9
1,03 230 92,2 91,7 78,8
1,03 240 93,6 92,1 79,7
1,03 250 91,6 91,1 78,5
1,03 260 94,2 92,8 80,0
1,03 270 92,4 91,0 79,2
1,03 280 92,8 91,8 81,7
1,03 290 91,6 92,3 80,5
1,03 300 91,2 92,2 80,9
1,03 310 93,9 93,4 84,1
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 69
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,03 320 93,3 92,3 82,6
1,03 330 93,8 93,7 85,8
1,03 340 92,4 92,8 84,1
1,03 350 93,0 91,9 84,0
1,03 360 93,4 93,9 84,8
1,03 370 94,5 93,0 86,3
1,03 380 92,6 92,7 87,5
1,03 390 92,9 93,5 85,5
1,03 400 93,4 93,2 85,2
1,03 410 93,8 93,8 86,5
1,03 420 93,0 93,3 87,7
1,03 430 93,3 93,3 86,8
1,03 440 94,6 92,8 85,2
1,03 450 94,1 94,2 87,4
1,03 460 93,4 93,1 86,2
1,03 470 92,8 93,2 86,6
1,03 480 94,4 94,0 86,6
1,03 490 94,5 95,8 87,8
1,03 500 94,6 93,5 88,3
1,30 10 0,0 0,0 0,0
1,30 20 0,0 0,0 0,0
1,30 30 5,2 0,0 0,0
1,30 40 25,4 0,3 0,4
1,30 50 48,8 8,1 2,2
1,30 60 57,8 24,2 5,2
1,30 70 63,4 44,9 11,8
1,30 80 72,0 52,8 16,5
1,30 90 73,7 60,5 23,1
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 70
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,30 100 77,6 64,7 28,0
1,30 110 80,1 72,0 33,9
1,30 120 80,4 74,2 39,7
1,30 130 82,7 75,8 41,4
1,30 140 83,9 79,0 48,7
1,30 150 85,2 80,7 49,2
1,30 160 88,0 83,8 56,0
1,30 170 87,1 83,8 55,6
1,30 180 87,9 84,8 58,5
1,30 190 90,3 86,5 60,0
1,30 200 88,3 85,8 63,7
1,30 210 87,6 85,6 64,4
1,30 220 88,9 86,1 64,1
1,30 230 89,9 89,5 66,7
1,30 240 90,2 88,4 68,6
1,30 250 90,1 89,4 69,7
1,30 260 90,6 88,3 70,5
1,30 270 89,4 87,5 68,9
1,30 280 89,8 90,3 73,0
1,30 290 88,9 88,3 69,5
1,30 300 91,0 90,7 73,8
1,30 310 92,0 89,8 73,9
1,30 320 91,2 89,7 75,7
1,30 330 91,5 89,4 72,7
1,30 340 92,0 91,8 74,7
1,30 350 92,5 90,7 76,3
1,30 360 91,9 90,8 78,4
1,30 370 91,4 90,3 78,6
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 71
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,30 380 91,4 92,4 75,7
1,30 390 93,1 89,9 76,2
1,30 400 92,0 91,2 77,2
1,30 410 92,1 91,4 78,5
1,30 420 91,4 91,7 79,7
1,30 430 93,1 93,1 82,3
1,30 440 92,0 92,4 80,0
1,30 450 90,6 89,3 77,2
1,30 460 92,6 91,8 81,6
1,30 470 94,4 92,8 82,3
1,30 480 93,2 92,1 83,9
1,30 490 92,2 91,5 81,5
1,30 500 93,6 91,7 81,6
1,63 10 0,6 0,0 0,0
1,63 20 26,5 20,6 7,0
1,63 30 49,2 48,8 23,1
1,63 40 59,9 62,7 37,1
1,63 50 67,4 69,7 46,9
1,63 60 76,4 77,1 57,8
1,63 70 77,3 80,7 61,3
1,63 80 79,8 81,8 65,6
1,63 90 83,4 83,4 68,7
1,63 100 83,8 85,3 71,4
1,63 110 83,6 86,2 75,3
1,63 120 87,2 88,0 76,8
1,63 130 86,3 87,8 77,1
1,63 140 87,5 88,1 77,9
1,63 150 90,5 91,2 81,9
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 72
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,63 160 87,6 89,0 81,6
1,63 170 89,1 90,9 82,8
1,63 180 89,4 90,7 83,5
1,63 190 91,3 91,3 84,4
1,63 200 88,0 90,0 86,3
1,63 210 89,0 90,4 85,3
1,63 220 89,5 90,7 84,7
1,63 230 90,1 91,5 83,0
1,63 240 90,5 91,2 84,0
1,63 250 92,3 92,2 86,7
1,63 260 91,5 94,6 88,7
1,63 270 91,6 92,6 87,2
1,63 280 91,4 91,4 86,3
1,63 290 91,2 92,4 88,9
1,63 300 90,6 91,6 85,5
1,63 310 91,8 92,9 86,6
1,63 320 90,5 91,9 88,2
1,63 330 90,8 91,9 87,8
1,63 340 91,2 92,4 87,7
1,63 350 93,2 94,7 90,4
1,63 360 92,0 92,4 89,4
1,63 370 92,2 93,8 90,0
1,63 380 92,2 93,2 88,9
1,63 390 93,0 93,8 91,0
1,63 400 92,8 94,1 88,7
1,63 410 90,1 91,3 89,2
1,63 420 93,9 94,6 90,5
1,63 430 94,1 93,0 89,1
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 73
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
1,63 440 93,8 94,1 90,8
1,63 450 93,4 93,5 90,4
1,63 460 91,9 91,8 87,5
1,63 470 95,0 94,7 91,9
1,63 480 94,6 94,6 90,5
1,63 490 92,8 93,4 90,4
1,63 500 92,9 93,0 91,0
2,03 10 0,1 0,0 0,0
2,03 20 14,8 13,8 5,0
2,03 30 34,5 39,6 20,4
2,03 40 49,6 52,6 37,3
2,03 50 58,7 66,4 49,5
2,03 60 65,4 68,2 52,1
2,03 70 69,1 74,5 59,1
2,03 80 74,2 77,9 66,7
2,03 90 76,1 79,0 70,4
2,03 100 79,2 82,8 72,8
2,03 110 79,9 82,7 73,4
2,03 120 83,2 86,8 77,7
2,03 130 82,2 84,3 77,6
2,03 140 82,1 86,4 78,8
2,03 150 83,2 86,5 78,5
2,03 160 84,9 87,5 80,6
2,03 170 84,4 88,1 83,6
2,03 180 86,8 89,0 82,7
2,03 190 87,8 90,4 82,5
2,03 200 86,4 88,1 83,4
2,03 210 87,0 89,3 85,1
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 74
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
2,03 220 90,2 92,6 86,9
2,03 230 88,8 89,9 85,1
2,03 240 89,8 91,2 87,5
2,03 250 88,4 90,8 87,3
2,03 260 89,6 89,6 84,9
2,03 270 89,0 89,7 86,2
2,03 280 88,4 91,3 86,8
2,03 290 89,6 90,3 87,8
2,03 300 89,9 92,3 88,4
2,03 310 90,4 92,6 89,7
2,03 320 90,3 92,2 88,7
2,03 330 91,7 92,2 90,1
2,03 340 91,5 91,1 87,7
2,03 350 88,9 91,7 89,8
2,03 360 91,7 93,5 90,4
2,03 370 90,9 91,8 88,2
2,03 380 92,1 93,9 90,6
2,03 390 92,2 92,5 88,9
2,03 400 91,8 92,6 91,3
2,03 410 91,6 93,1 90,5
2,03 420 91,0 91,2 89,7
2,03 430 91,5 92,9 91,4
2,03 440 91,7 91,8 90,4
2,03 450 92,6 93,4 92,2
2,03 460 93,8 93,3 90,6
2,03 470 92,7 92,9 91,0
2,03 480 92,3 94,4 91,0
2,03 490 91,8 92,6 90,4
Sigue en la pa´gina siguiente.
Ape´ndice C. Porcentajes de aceptacio´n poblaciones discretas 75
Asimetr´ıa Taman˜o de muestra Shapiro-Wilk Anderson-Darling Lilliefors
2,03 500 92,4 94,0 91,3
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