The authors derive the limiting distribution of M-estimators in AR(p) models under nonstandard conditions, allowing for discontinuities in score and density functions. Unlike usual regularity assumptions, these conditions are satisfied in the context of L1-estimation. The asymptotic distributions of the resulting estimators, however, are not generally Gaussian. Moreover, their bootstrap approximations are consistent along very specific sequences of bootstrap sample sizes only.
INTRODUCTION

Consider the autoregressive model of order p, or AR(p) model,
where p is a fixed integer, θ θ θ = (θ 0 , . . . , θ p ) is a vector of unknown parameters to be estimated, and {ε t : t ∈ } is a sequence of independent and identically distributed random variables, with unspecified distribution function F . A huge literature is devoted to the robustness aspects of time series analysis and, more particularly, to the M-estimation of ARMA parameters. Classical references in this area are Martin (1980) , Bustos (1982) , Martin & Yohai (1985) , and Kreiss (1985) , to quote only a few. Traditional results in this area, however, impose regularity conditions that preclude their application under possibly discontinuous densities or score functions; examples of such situations (involving Huber and L 1 -estimators) are given below. The objective of this paper is to study the asymptotic behaviour of M-estimates under such nonstandard situations.
After introducing notation and assumptions in Section 2, it is shown in Section 3 (Theorem 1) that non-Gaussian limiting distributions are the rule rather than the exception in this context. Moreover, these non-Gaussian distributions depend in a complicated way on the unknown F , and can seldom be used for practical purpose. Bootstrap techniques thus appear as a natural alternative. Unfortunately, it follows from Theorems 2 and 3 of Section 4 that bootstrap approximations in general do not estimate the non-Gaussian asymptotic distributions of Theorem 1 in a consistent way. Consistency indeed only holds for Gaussian asymptotic distributions, or along particular sequences m n of bootstrap sample sizes. And, the form of these particular sequences m n depends again on the underlying, unspecified F .
Numerical illustrations of this somewhat helpless conclusion are provided, in Section 5, for the particular case of L 3/2 and Huber estimates. Proofs are relegated to an appendix.
NOTATION AND MAIN ASSUMPTIONS
We shall assume throughout the paper that
(the usual causality assumption), and that
In order to identify θ 0 in model (1), an arbitrary location parameter can be imposed on F without any loss of generality. In view of (2), ε 1 has finite expectation, so that it is not restrictive to assume that E(ε 1 ) = 0. Denote by Y n = (Y 1 , . . . , Y n ) a realization of length n of some solution of (1); we do not require Y t to be stationary, since all solutions of (1) are asymptotically stationary; see Hallin & Werker (1998) for a detailed discussion on this issue. Assume furthermore that Y −p+1 , . . . , Y ) are also observed; in case they are not, they can safely be put equal to zero without affecting asymptotic results.
M-estimators are defined as solutions of the minimization problem
where
, and is some suitably chosen function. If is convex and differentiable, with derivative ψ, the solution of (3) can then be obtained by solving the estimating equations
The function ψ is called the score function of the M-estimatorθ θ θ (n) ; it is assumed to satisfy the Fisher consistency condition
If is not differentiable, but admits right and left derivatives ψ + and ψ − at each point, one can then define the score function ψ associated with such that ψ − ≤ ψ ≤ ψ + . This definition of ψ will be maintained throughout the paper. Assume that (2) and (4) hold, along with the classical assumption (A0) G(u) = E {ψ (ε 1 − u)} exists, and has a bounded derivative g(u) < 0 in some neighbourhood of zero.
Then, it is well-known (cf., e.g., Martin 1980 or Bai & Wu 1997 ) that
where σ 2 ψ = var {ψ(ε 1 )} and
In practice, however, assumption (A0) is often too strong. When, for instance, we are dealing with the L 1 -estimate of θ θ θ (i.e., ψ(x) = sgn(x)), the assumption g(u) > 0 reduces to F (0) = f (0) > 0, a condition that does not hold in the nonregular case of a distribution function F with zero median and either a discontinuity at zero, or distinct left and right derivatives at zero. This is the case, for instance, of the so-called scale-signed perturbation models, with distribution functions of the form
where Φ stands for the standard normal distribution function and a = b > 0. Clearly, the right and left derivatives of F exist, but are not equal. The reader is referred to Chapter 5 of Ibragimov & Has'minskii (1981) for further examples of non-regular problems where assumption (A0) is not satisfied.
In the AR(p) context, the asymptotics of L 1 -estimation under nonstandard conditions where (A0) does not hold have been investigated by Knight (1997) . In this paper, we address the general case of M-estimation. Our results cover, for instance, the α-autoregression quantiles introduced by Koul & Saleh (1995) , with objective functions (x) = {x − q(α)}ρ α {x − q(α)}, where q(α) = F −1 (α), and ρ α (x) = α − I(x < 0), 0 < α < 1 (see example (ia) below). Clearly, whenever the distribution function F is discontinuous at the population quantile of order α, condition (A0) is not fulfilled, and classical results do not apply.
To investigate the limiting behaviour of the autoregression M-estimators (3) when assumption (A0) fails, we mainly require (in view of (4)
for some non-decreasing sequence r n ↑ ∞ of positive real numbers, where φ is a strictly increasing function and lim n→∞ η n (s) = 0 for all s; (6) of course tacitly implies that we also assume that G(u) exists in some neighbourhood of 0. Note that φ does not need to be linear in s. Such a representation exists in most cases of practical interest; examples are (ia) (autoregression quantiles) Autoregression quantilesθ θ θ (n) (α) are not, strictly speaking, estimators of θ θ θ. Due to the presence of a constant term θ 0 in model (1), the first component of that vector is actually an estimate of θ 0 + q(α), where q(α) = F −1 (α), rather than an estimate of θ 0 itself. However, the results below can be used in the study of the asymptotic behaviour of autoregression quantiles if
is considered as an M-estimator of θ θ θ, though of course the term "estimator" is not entirely appropriate in this case. This quantity corresponds to the objective function (x) = {x−q(α)}ρ α {x−q(α)}, where ρ α (x) = α−I(x < 0) and 0 < α < 1; here, ψ(x) can be chosen as ρ α {x − q(α)}. If F has positive right and left derivatives f + and f − at q(α), then (6) holds with r n = √ n and
(ib) (autoregression quantiles) Still in the context of autoregression quantiles, assume that the distribution of errors is two-sided Gamma, i.e., admits the density
Representation (6) then holds, and takes the form
where r n = n 1/2γ , and
(ii) (Huber's estimators) Assumption (A0) may also fail in the case of Huber's traditional estimators. Such estimators are obtained from score functions of the form
where k > 0 is a fixed constant. Under the uniform distribution
is not satisfied, whereas (6) holds with r n = √ n and
(iii) (discontinuous score functions) Score functions with jump discontinuities, such as those of the form ψ = ψ 1 + ψ 2 , considered in Jurečková (1983) and Jurečková & Sen (1996, p. 196) , where ψ 1 is an absolutely continuous function and ψ 2 is a step-function, also can be treated within the present context.
The limiting distribution of the autoregression M-estimatorθ θ θ (n) based on score functions ψ for which (6) holds is derived in Theorem 1; we show that this limiting distribution is Gaussian, essentially, when ψ admits a linear representation (i.e., when φ defined in (6) is linear). This asymptotic result also ensures consistency at appropriate rate. Unfortunately, the asymptotic result of Theorem 1 cannot be exploited, in the nonstandard case, for building asymptotic confidence regions, as it involves an unspecified transformation.
The bootstrap approximation of the limiting distribution ofθ θ θ (n) is therefore considered in Section 3. This bootstrap approximation, however, is consistent only when the estimator itself is asymptotically normal, or along specific sequences m n of the bootstrap sample sizes. This generalizes an earlier result obtained by Huang et al. (1996) for sample quantiles under i.i.d. models.
LIMITING DISTRIBUTION OF M-ESTIMATORS
. . , Y n ) has been generated by (1), with innovation distribution function F satisfying (2).
is obtained from (3), with objective function and score function ψ. In order to establish its limiting distribution, we need the following assumptions on ψ and its relation to F .
Assumptions (A1) and (A2) are moment conditions involving F , ψ, and the function Φ; in most cases, they will follow from the asymptotic stationarity of the autoregressive series under study. Indeed, note that κ will be quadratic whenever G(s) is differentiable at zero. As for assumption (A3), it is automatically satisfied whenever E {|ξ n (X t b)|} → 0, as n → ∞. We then have the following result.
Theorem 1. Assume that (A1)-(A3) and (6) hold. Then,
The proof of Theorem 1 relies on convexity arguments, much in the same spirit as in Pollard (1991) and Knight (1997) . Indeed, note that
Considering the sequence of random convex functions (mapping Ê p+1 to Ê)
the basic idea of the method consists in approximating Z n (·) by a convex function Z(·) which has a unique minimum, then showing that, for any k-tuple
as n → ∞. Convexity then implies (see Lemmas 1 and 2 in Hjørt & Pollard 1993, and Theorem 3.2 in Geyer 1996) that
as n → ∞. A detailed proof is given in the appendix.
An immediate consequence of Theorem 1, r n (θ θ θ
is not always multivariate normal asymptotically, and may be quite complicated (cf., e.g., Example 1 in Knight 1997) . However, if Z is a quadratic function, that is, whenever κ admits a linear gradient ∇κ(b) = Mb (M a full-rank (p + 1) × (p + 1) matrix), then
A similar result on the asymptotic normality of an M-estimator corresponding to a non-smooth score function ψ is given by Koul (1991) .
BOOTSTRAP APPROXIMATION
Bootstrap Sample Size n.
The theoretical result in Theorem 1 can hardly be exploited for practical purpose, since the function κ, in applications, typically remains unknown. One may be tempted, therefore, by a bootstrap approach. Initially restricted to models with independent observations, bootstrap techniques are now familiar tools in time series problems also; cf., e.g., Kreiss & Franke (1989) and Heimann & Kreiss (1996) for their application in a time-domain context.
. sample of size n fromF n , the empirical distribution function of the collectionε 1 , . . . ,ε n . Define the resulting n bootstrap pseudo-observations
where X 
which, using the traditional notation P * for bootstrap probabilities, we write as
We then have the following result, whose proof is given in the appendix.
Theorem 2. Assume that (A1)-(A3) hold and that the inverse (∇κ) −1 of the gradient ∇κ exists. Then, for all k-tuple
as n → ∞, where
Clearly, if κ is quadratic, then its gradient ∇κ is linear, and thus
where Φ Z is given in Theorem 1, so that the bootstrap approximation is asymptotically correct whenever the limiting distribution of the M-estimator is normal. However, ∇κ needs not be linear and, as shown in Theorem 1, asymptotic normality in general does not hold in non-regular cases. Theorem 2 generalizes similar results by Huang et al. (1996) and Knight (1998) about bootstrapping sample quantiles under non-regular conditions (in the i.i.d. setting).
Bootstrap Sample Size m n .
Since the bootstrap approximation with bootstrap sample size n is generally not valid, one may consider more general bootstrap sample sizes, of the form m = m n , in the spirit of Bickel & Freedman (1981) and Huang et al. (1996) . Depending on the asymptotic behaviour of m n , we obtain the following results.
Assume that (A1) and (A2) hold, and that m n → ∞ as n → ∞ (all limits below are taken as n → ∞). For all
a.s.
−→ G(z);
Consistency (strong or weak) of the bootstrap thus is by no means guaranteed, unless r mn is o (n/ log log n) or o (r n ). The proof of Theorem 3 is given in the appendix.
SIMULATION RESULTS
Two simulation studies were conducted in the simple AR(1) model
with initial value Y 0 = 0, and i.i.d. innovations ε t .
(a) The first simulation study deals with the L 3/2 -estimator of θ θ θ = (θ 0 , θ 1 ); this estimator, in some sense, is intermediate between the L 1 -estimator investigated by Knight (1997) , and the usual L 2 -estimator. The properties of such L p -estimators with 1 ≤ p < 2 have been investigated in some detail, and under standard conditions, in Sposito (1990) and Arcones (1996) .
Let the innovation density in (12) be
The standard assumption (A0) is not satisfied, since f (a) has a discontinuity jump at 0, but assumptions (A1)-(A3) hold, with r n = √ n. Three parameter values (θ θ θ = (0, 0.1), (0, 0.5), and (0, 0.9)), five series lengths (n = 100, 150, 200, 300, 500), and three sequences of bootstrap sample sizes (m n = n, m n = n/ log n, and m n = n/ log log n) were considered. For each combination of a parameter value θ θ θ and a series length n, N = 1000 replications were simulated; for each of them, the L 3/2 -estimatorθ θ θ (n) , and the bootstrap estimators associated with each of the three sample sizes m n were computed. The empirical distributions of these estimators were used in order to evaluate Table 2 : θ 1 = 0.5; innovation density f (a) ; L 3/2 -estimator. Table 3 : θ 1 = 0.9; innovation density f (a) ; L 3/2 -estimator. Table 5 : θ 1 = 0.5; innovation density f (b) ; Huber estimator. Table 6 : θ 1 = 0.9; innovation density f (b) ; Huber estimator. Both simulation studies corroborate the fact that G n − G * mn does not converge to zero for m n = n. Note that, in all tables, the approximation of G n by G * mn is uniformly better for m n = n/ log log n than for m n = n/ log n.
APPENDIX: PROOFS
Proof of Theorem 1. The proof consists in showing that (7) holds for any k-tuple (b 1 , . . . , b k ) and any integer k > 1. It is straightforward to see that
By the routine Cramér-Wold device, and by Corollary 3.1 in Hall & Heyde (1980) ,
n (b), denoting by A t the σ-algebra generated by {Y −p+1 , ..., Y 0 ; ε s |s ≤ t}, it follows from (A2) and (A3) that
(where limits are in probability). Decomposing Z
we must show that
as n → ∞. Since the summands are martingale differences, it is sufficient (see page 171 in Pollard 1984) to show that
as n → ∞. This however follows from the fact that, if
The required convergence (7), hence (8) and Theorem 1, then results from the following result of Geyer (1996, Lemma 3.3) . Proof of Theorem 2. Define the sequence of random convex functions (mapping
The minimizer of Z * n is r n θ θ θ (n) * −θ θ θ (n) . As in the proof of Theorem 1, we have
and
We then have
uniformly over compact subsets of Ê p+1 . As previously, it is easy to show that
where sup b∈C |R n (b)| P −→ 0, for any compact subset C of Ê p+1 . Next, we shall need the following nearness of argmins result from Hjørt & Pollard (1993, Lemma 2) .
Lemma 2. (Hjørt & Pollard, 1993) . Suppose that A n is a sequence of convex random functions and is approximated pointwise, in probability, by a sequence of random functions B n . Let a n be the minimizer of A n . If (i) B n has a unique minimum b n with b n = O P (1), and,
Condition (ii) of Lemma 2 is satisfied if the finite-dimensional distributions of B n converge weakly to those of a random function B which has a unique minimum. Therefore, a direct application of this lemma with
Note that B n has a unique minimum since κ is strictly convex. Now, let d 2 denote the Mallows distance on the space of all probability measures P over Ê p+1 , B p+1 such that |x| 2 dP < ∞ ( |·| here denotes the usual Euclidean norm in Ê p+1 ). This distance is defined as Consequently, following the same lines as in the proof of Theorem 2, one obtains, in view of (13),
To prove (ii), let s n = n/ log log n and define 
−→ c(∇κ)
−1 ( √ 2x) : x ∈ B Σ Σ Σ θ θ θ .
