A Weighted Version of Erdős-Kac Theorem by Subedi, Unique
University of Mississippi 
eGrove 
Honors Theses Honors College (Sally McDonnell Barksdale Honors College) 
Spring 5-1-2021 
A Weighted Version of Erdős-Kac Theorem 
Unique Subedi 
Follow this and additional works at: https://egrove.olemiss.edu/hon_thesis 
 Part of the Number Theory Commons 
Recommended Citation 
Subedi, Unique, "A Weighted Version of Erdős-Kac Theorem" (2021). Honors Theses. 1679. 
https://egrove.olemiss.edu/hon_thesis/1679 
This Undergraduate Thesis is brought to you for free and open access by the Honors College (Sally McDonnell 
Barksdale Honors College) at eGrove. It has been accepted for inclusion in Honors Theses by an authorized 
administrator of eGrove. For more information, please contact egrove@olemiss.edu. 
A Weighted Version of Erdős-Kac Theorem
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Abstract
Let ω(n) denote the number of distinct prime factors of a natural number n. A celebrated
result of Erdős and Kac states that ω(n) as a Gaussian distribution. In this thesis, we
establish a weighted version of Erdős-Kac Theorem. Specifically, we show that the Gaussian
limiting distribution is preserved, but shifted, when ω(n) is weighted by the k−fold divisor
function τk(n). We establish this result by computing all positive integral moments of ω(n)
weighted by τk(n).
We also provide a proof of the classical identity of ζ(2n) for n ∈ N using Dirichlet’s
kernel.
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“It is evident that the primes are randomly distributed but, unfortunately, we don’t
know what ‘random’ means.”
– R.C. Vaughan
1.1 Theorem of Hardy & Ramanujan





In a remarkable work in 1917, Hardy and Ramanujan [9] showed that ω(n) is of size log log n
for almost all n. More precisely, they proved that for every ε > 0, the proportion of integers
n ≤ x for which the inequality
(1− ε) log log n ≤ ω(n) ≤ (1 + ε) log log n
fails goes to 0 as x→∞. We say that the normal order of ω(n) is log log n.
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The original proof by Hardy and Ramanujan is based on the inequality for
πν(x) := #{n ≤ x | ω(n) = ν}.




(log log x+ c1)
ν−1
(ν − 1)!
uniformly for all x ≥ 2 and ν ≥ 0. Hardy and Ramanujan went on to establish another quan-
titative estimate of ω(n) in the same paper. Let ξ(n) → ∞ as n → ∞. Then, irrespective
of rate of divergence of ξ(n), we have
log log n− ξ(n)
√
log log n < ω(n) < log log n+ ξ(n)
√
log log n
for almost all n.
1.2 Theorem of Erdős & Kac






(ω(n)− log log n)2  log log x. (1.2.1)
On top of being simple, Turán’s proof readily extends to a large class of additive functions.
Furthermore, his work is essentially the first step towards the use of probabilistic methods
in number theory.
For historical context, Turán’s argument is similar to that of Chebyshev’s in his proof of
Law of Large Numbers in probability theory. Turán, however, was unaware of Chebyshev’s
work at that time. It was Mark Kac, a probabilist, who first noticed this similarity and
3





(ω(n)− log log n)m (1.2.2)
for all m ∈ N. However, it was not until 1954 when (1.2.2) was finally evaluated by Halber-
stam, the details of which will be discussed in the next section. In a lecture in 1939, Kac




0, if p - n
are probabilistically independent for distinct values of p, and thus the theory of sum of





Paul Erdős was in the audience, and immediately afterwards, Erdős and Kac [6] presented
a celebrated result on the distribution of ω(n).















In other words, Erdős-Kac Theorem implies that the distribution of




is asymptotically Gaussian with mean 0 and variance 1. In 1958, Rényi and Turán [13]
provided a quantitative version of the theorem, showing that O(1/
√
log log x) is the best
possible uniform rate of convergence in (1.2.3).
Erdős-Kac Theorem is actually a version of Central Limit Theorem for ω(n). To observe






















= log log x+O(1). (1.2.5)
Combining (1.2.5) and (1.2.1), we infer (non-rigorously) that as n ranges over the integers
below x, the average size of ω(n) is roughly log log x with a typical standard deviation of
√
log log x. We want to note that log log x and log log n are interchangeable here as they are
close for almost all n ≤ x. Thus, (1.2.4) is analogous to the well known normalization in
Central Limit Theorem of probability theory. In fact, Erdős and Kac’s original proof uses
the Central Limit Theorem and Brun’s sieve.
There are now many proofs of Erdős-Kac Theorem. For instance, simplifying previous
work of Sathe, an argument of Selberg [16] can be used to provide a different proof. For
k ∈ N, define πk(x) as the number of integers n ≤ x with ω(n) = k. In a series of papers in
1953 and 1954, Sathe [14, 15] proved an asymptotic estimate






as x → ∞, uniformly for 1 ≤ k < (e − δ) log log x where 0 < δ < e is fixed. Sathe’s proof,
based on the induction, was very involved and complicated. Selberg simplified Sathe’s proof
by establishing (1.2.6) from asymptotic estimates for the sum
∑
n≤x
zω(n), z ∈ C,
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uniform for z in a specified range. Selberg’s ideas were further developed by Delange [3],
and this technique is now known as the Selberg–Delange method.
A different approach of proof that is relevant to the main result of this thesis uses a
technique known as the method of moments. Halberstam [8] established asymptotic formulae
for the ‘central moments’ ∑
n≤x
(ω(n)− log log x)m (1.2.7)
for each m ∈ N, and showed that they agree with the moments of a Gaussian distribution.
Since the Gaussian distribution is completely characterized by its moments (see [2, Chapter
30]), this allowed Halberstam to deduce a new proof of Erdős-Kac Theorem. The proof in
[8] is very technical and involved. Billingsley [1] simplified the proof by avoiding some of
Halberstam’s heavy calculations with the use of further probability theory. Granville and
Soundararajan [7] provided another elegant yet simple method to compute the moments
(1.2.7). Moreover, they obtained an asymptotic estimate for the sums in (1.2.7) that holds
uniformly for all natural numbers m ≤ (log log x) 13 . Moreover, this problem has also been
studied using deeper probabilistic ideas. For instance, two relatively recent proofs using
Stein’s method, a tool from modern probability theory, were provided by Harper [10].
Throughout the years, many possible generalizations of the Erdős-Kac Theorem have
been studied. For instance, Elliot [4, 5] established an Erdős-Kac type theorem with respect
to weighted measure τ2(n)
α, where τ2(n) =
∑
d|n 1 is the divisor function. Another gener-
alization of Erdős-Kac Theorem over Gaussian field in short intervals was provided by Liu
and Yang [11]. However, all these generalizations are based on the characteristic functions
and uses Selberg-Delange method.
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1.3 Weighted Erdős-Kac Theorem
In this article, we study the generalization of Erdős-Kac Theorem using the method of
moments. In particular, motivated by Granville and Soundararajan’s work [7], we evaluate





is the k−divisor function. Our work provides a new proof of Elliot’s result for the case α = 1,
and generalizes that result to τk(n). In Proposition 3, we show that, as n ranges over the
integers below x, the mean of ω(n) with respect to weighted measure τk(n) is ∼ k log log x.
Thus, in a joint work with Rizwanur Khan and Micah Milinovich, we establish the following
asymptotic estimate for the weighted moments.
Theorem 1 (Weighted Moments). For fixed k,m ∈ N, we have
∑

















if m is odd,
(1.3.1)
where (m− 1)!! denotes the product of all odd integers up to and including (m− 1).
Notice that the quantity on right hand side of (1.3.1) are the moments of Gaussian distri-
bution. Since Gaussian distribution is completely characterized by its moments, Theorem 1







ω(n)−k log log x≤α
√







2/2 dt as x→∞.
(1.3.2)
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Before proceeding with the actual proof, let us provide a heuristic for why (1.3.2) holds.
Recall a well-known inequality
kω(n) ≤ τk(n) ≤ kΩ(n),
where Ω(n) counts prime factors of n with multiplicity, that is Ω(n) =
∑
pα||n α. As similar
result holds if we replace ω(n) in Erdős-Kac Theorem by Ω(n), τk(n) is essentially an expo-
nential of a Gaussian random variable. So, roughly speaking, a Gaussian ω(n) is being tilted
by its exponential τk(n) in (1.3.2). Thus, we can view (1.3.2) as a manifestation of Girsanov’s
Theorem, which implies that if we tilt a Gaussian random variable with an exponential of
itself, then the resulting random variable is also Gaussian with related mean and variance.
This phenomenon can simply be proved by completing the square. Consider a Gaussian
























where the equality is obtained by completing the square. Thus, the resulting distribution in
this weighted space is still Gaussian but with shifted mean and variance.
We prove Theorem 1 in Chapter 3. Let us now discuss the second result of this thesis.
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1.4 Dirichlet’s kernel & ζ(2n)











where the second and third equalities follow readily by the application of Euler’s identity.






converges absolutely for s ∈ C when Re(s) > 1. For n ∈ N, we define Bernoulli polynomials










for |z| < 2π. We call Bn(0) the nth Bernoulli number, which henceforth will be denoted as
Bn.










for n ∈ N.
Our work is motivated by the elegant calculation of Stark [17], which uses Dirichlet’s















for m ∈ N in two different ways. On one hand, he evaluates this integral by using the
definition of the Dirichlet kernel as the sum of cosines in (1.4.1). On the other hand, he
evaluates the same integral by expressing D2m−1(x) as a ratio of sines. Upon letting m→∞,









which immediately gives the identity for ζ(2).
1.5 Notations and conventions
The sets Z,R, and C denote integers, real numbers, and complex numbers respectively. The
set N denotes the set of positive integers, and its elements will be referred to as natural
numbers.
We will also use Vinogradov’s notation and big-O notation.
• f(x) = O(g(x)) implies that there exists a constant c > 0 such that |f(x)| ≤ cg(x) for
all x ≥ a.
• f  g is equivalent to f = O(g).
• f  g is also equivalent to f  g and g  f .
• f(x) ∼ g(x) holds if and only if limx→∞ f(x)g(x) → 1.
Unless otherwise specificied, the implied constants in all asymptotic estimates are absolute.
10
If we have an asymptotic relation
f(x) = g(x) +O(h(x)),





“A technicality I am prepared to hide wildy behind.”
– Jim Butcher, Storm Front
In this chapter, we present two necessary results on partial sum of k−divisor function.
Using these results, we compute the average of ω(n) with respect to weighted measure τk(n).
This computation of average allows us to reduce Theorem 1 to a technical proposition.
2.1 Partial sums involving τk(n)






















We prove a slightly more general result than (2.1.1) but with a weaker error term. This
suffices for our application, as we only require a power savings in x/a.









































Remark. The Laurent series expansion of x
s
s








1 + (s− 1) log x+ . . .+ ((s− 1) log x)
k−1
(k − 1)!
+ . . .
)





F (s, a) + . . .).












and its next largest terms are
x(log x)k−1−c





F (s, a) for 1 ≤ c ≤ k − 1. (2.1.7)




























Proof of (2.1.8) and (2.1.9) can be found in [19, Chapter 1]. We will estimate the sum∑
n≤x
a|n














where the equality follows by making the substitution n = ab. The corresponding Euler








































































































= ζk(s)F (s, a).
























where we choose c and T such that c > 1 and T is large. First, let us handle the error term
in (2.1.11). Making the substitution n = ab and using inequality τk(ab) ≤ τk(a)τk(b), we can














We estimate this error by splitting the range of sum into two pieces:
When b < x/a
2
or b > 3x/a
2








































≤ b ≤ 3x/a
2




































To evaluate the rightmost sum above, we note that b = [x
a





} denote the integer part and the fractional part of x
a
respectively. So,
we have ∣∣∣ log x/a
b
∣∣∣ = ∣∣∣ log [x/a] + {x/a}
[x/a] + ν








































Next, we evaluate the integral in (2.1.11) by moving the line of integration around the
rectangle c− iT , 1
2
− iT , 1
2
+ iT , c+ iT . The residue collected at s = 1 gives the main term in
(2.1.3). The remaining two horizontal and one vertical integrals contribute to the error term
that we need to bound. To bound these integrals, we use the following well known bound of









Then, by Phragmén–Lindelöf principle, we have






uniformly in our rectangle, i.e, σ ∈ [1
2
, c] and t ∈ [−T, T ]. We also need an estimate of
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F (s, a) in this region. Notice that F (s, a) is everything except ζk(s) on the right hand side
of (2.1.10). Thus, we have
















Using the inequality τk(p























)−1∣∣∣ = ∣∣∣(ps − 1
ps






(pσ + 1)/(pσ − 1)
)k ≤ ((√2 + 1)/(√2− 1))k = Mk/6 on σ ∈ [1/2, c], where M
is defined on (2.1.5). So, combining these inequalities yields















Thus, using the estimates of ζ(s) and F (s, a) stated in (2.1.13), (2.1.14), and (2.1.15)











































































































































Clearly, the second term above is bigger than the third term. And apart from ε′s, the first





















2.2 Average of ω(n) weighted by τk(n)
Using these results on partial sum of k−divisor function, we compute average order of ω(n)
with respect to the weighted measure τk(n).
Proposition 3 (Average). As n ranges over the integers below x, the average of ω(n) with
18
respect to weighted measure τk(n) is k log log x+O(1).












































Using the estimates (2.1.1) (2.1.2) and employing the leading expression of residue stated in
(2.1.6), we deduce that the main term in (2.2.1) is
∑
p≤x
F (1, p) = k log log x+O(1), (2.2.2)
where the equality follows by the use of well-known Mertern’s estimate as



















Now to complete the proof, it suffices to show that the remainder terms in (2.2.1) is O(1).
Since k is fixed, we have τk(p) = k = O(1) and M
ω(p) = M = O(1). Thus, using (2.1.1) and












Next, we handle the remaining contributions of residue. In view of (2.1.7), these contribu-








































This completes our proof.
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Chapter 3
Weighted Moments of ω(n)
“And I knew exactly what to do. But in a much more real sense, I had no idea what to do.”
– Michael Scott, The Office
In this chapter, we prove Theorem 1, which establishes an asymptotic formulae for the
moments of ω(n) weighted by τk(n).
3.1 Reduction of Theorem 1




−F (1, p), if p - n.
1− F (1, p), if p|n.
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if m is odd,
(3.1.1)
where (m− 1)!! denotes the product of all odd integers up to and including (m− 1).
3.1.1 Deduction of Theorem 1 from Proposition 4
Let z = x
1
(k+6)m . Recall that k log log x =
∑
p≤x F (1, p) +O(1). So for n ≤ x, we have






































1 = O(1) because x can have at most (k + 6)m prime divisors between z
and x. Furthermore,
∑
z<p≤x F (1, p) = k log log x− k log log z +O(1) = O(1), thus yielding





























Now to deduce Theorem 1 from Proposition 4, it suffices to show that the size of error term
in (3.1.2) is  (log log z)m−12 (the size of error term in (3.1.1)).
Suppose m− 1 is even. Then, using (3.1.1), we obtain that the error term in (3.1.2) is
 (log log z)
m−1
2 .

























Notice that both terms above can be handled using (3.1.1), and thus we obtain that the
error term in (3.1.2) to be
 (log log z)
m−1
2 .
Therefore, we have now established that Proposition 4 implies Theorem 1.
3.2 Proof of Proposition 4
























Let us consider more generally
∑
n≤x fr(n)τk(n). Since there are m p
′
is in fp1.....pm(n) and
each pi ≤ z = x
1




Suppose R be the square-free part of r, that is R =
∏
pα||r p. Notice that if d = (n,R), then
















































where the last equality follows from Lemma 2.




+ε). Since we are summing this error over r ≤ x
1





































Employing the leading expression of residue stated in (2.1.6), the main term in (3.2.2) is∑










Notice that for any prime p, we have
G(pα) = (contribution of ab = 1) + (contribution of a = p, b = 1) + (contribution of a = 1, b = p)
= (−F (1, p))α + (1− F (1, p))αF (1, p)− (−F (1, p))αF (1, p)
= (−F (1, p))α(1− F (1, p)) + (1− F (1, p))αF (1, p).
































3.2.1 Main term of (3.2.1)
We now evaluate the sum (3.2.1). Since G(r) is only supported square-full integers, the main
term in (3.2.1) is ∑
p1...pm≤z
p1...pm square-full
G(p1 . . . pm).
Suppose q1 < q2 < . . . qt be the distinct primes in p1p2 . . . pm such that p1 . . . pm = q
α1
1 . . . q
αt
t .









α1! . . . αt!
G(qα11 ) . . . G(q
αt
t ).
When m is even, we have a term t = m/2 (where all αi = 2) that yields Gaussian moments.















Dropping the condition that primes q′is need to be distinct, we note that the sum is clearly






= k log log z+O(1). If we fix q1, . . . , qm/2−1,






, where πn denotes the n-th prime.
Proceeding in the similar manner by fixing other combinations of qis, we note that the sum






. Therefore, the contribution
of term with t = m/2 is









where we have defined (m− 1)!! := (m!)/(2m/2(m/2)!). We can notice that (m− 1)!! is the
product of all integers upto and including m− 1.
















3.2.2 Remainder terms in (3.2.1)
Now we have to handle the remainder terms in (3.2.1), which are the contributions of non-













Since (π(z)m) zm = x
1




+ε  1, (3.2.6)
as the exponent of x, apart from ε, is negative for all finite values of k and ε can be taken
arbitrarily small.
Next we handle the remaining contributions of the residue. Before proceeding further,











F (s, ab), (3.2.7)















G(s, p1p2 . . . pm).
For q1 < q2 < . . . < qt distinct primes in p1, p2, . . . , pm, suppose p1 . . . pm = q
α1
1 . . . q
αt
t . Then,
















G(s, qα11 ) . . . G(s, q
αt
t ),
























Here, the sum over βis counts all possible ways G(s, q
αi
i )’s can be differentiated using product
rule. Some βis can be 0, which represents G(s, q
αi
i ) that are not differentiated. If we have
a case where βi = 0 and αi = 1, then the whole sum collapses to 0 because we will have
a factor G(1, qi) = 0 in the product. Therefore, every occurrence of G(s, qi) needs to be
differentiated.





F (s, q) 
(log q)βi
q





G(s, qα)  (log q)
βi
q





in (3.2.8), we get that the contribution of allG(s, qαii ) that are differentiated













. Since all G(s, qαii ) that remain undifferentiated have
























Proposition 4 follows after combining (3.2.4), (3.2.5), (3.2.6), and (3.2.9).
3.2.3 Example
We provide an example that portrays our technique of handling remainder terms in Propo-
sition 4. Let us assume a case where there are three distinct primes q1, q2, q3 with α1 = 1,




3 is not square-full, this term only contributes to the error in
the computation of the sixth moment. We show that the contribution of this term is smaller
than the size of the main term of the sixth moment, i.e., (k log log z)3
Suppose c = 1. G(s, q1) has to be differentiated, otherwise the contribution collapses to













 (log log z)2.










Using product rule for differentiation in (3.2.10), we get two different types of terms: one
where G(s, q1) is differentiated both of the times and another where G(s, q1) is differentiated
once and either one of G(s, q22) or G(s, q
3
3) is differentiated once. In the case where G(s, q1)
is differentiated both of the times, we have






























 log log z.
Now consider the case where both G(s, q1) and G(s, q
2































 log log z.
Similar estimates can be obtained for the case where both G(s, q1) and G(s, q
3
3) are differen-
tiated once. Furthermore, the size of contribution of such term is  1 when c ≥ 3.
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Chapter 4
Evaluating ζ(2n) using Dirichlet’s
Kernel
“It gets easier.”
– Jogging Baboon, BoJack Horseman
In this chapter, we prove the classical identity of ζ(2n) stated in (1.4.3) using Dirichlet’s
kernel. In particular, generalizing the idea of Stark [17] discussed in Chapter 1, we prove




for m,n ∈ N, in two different ways. On one hand, we evaluate this integral by using the
definition of the Dirichlet kernel as the sum of cosines in (1.4.1). On the other hand, we
evaluate (4.0.1) by expressing D2m(πt) as a ratio of sines. The formula for ζ(2n) in (1.4.3)
will follow from these two calculations upon letting m→∞.
After discovering our proof, we became aware of the paper [21] that uses trigonometric
functions similar to the definition of Dirichlet’s kernel in (1.4.1) to evaluate ζ(2n). However,
31
the use of Dirichlet’s kernel simplifies the proof in [21], and it illustrates another connection
between Dirichlet’s kernel and the Bernoulli numbers.
4.1 Properties of Bernoulli polynomials and Bernoulli
numbers
We now state the properties of Bernoulli polynomials and Bernoulli numbers necessary for
our proof. For n ∈ N, we recall the well-known identities
B′n(t) = nBn−1(t) (4.1.1)
and ∫ 1
0
Bn(x) dx = 0. (4.1.2)
Also recall that B1(0) = −B1(1) = 12 , B2n(0) = B2n(1) for n ≥ 1, and B2n−1(0) = B2n−1(1) =
0 for n ≥ 2. Standard properties of Bernoulli polynomials and numbers can be found in [12,
Appendix B].
The following integral is a key component of our proof of (1.4.3).








, for k even,
0, for k odd.

















B2(n−1)(t) cos (kπt) dt.
(4.1.3)
32




















, for k even,
0, for k odd.
For n ≥ 2 we use the fact that B2n−1(0) = B2n−1(1) = 0 to see that the second term in







For k fixed, the lemma now follows by induction on n.
4.2 Evaluating the integral with D2m(t) as a sum of
cosines
Using the second representation for the Dirichlet kernel in (1.4.1) and then interchanging





























B2n(t) cos (kπt) dt.
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By (4.1.2), the integral of the Bernoulli polynomial vanishes and by Lemma 5 the terms with
k odd are zero. In the remaining sum over even k, we make the substitution k = 2` and
again use Lemma 5 to find that
∫ 1
0















4.3 Evaluating the integral with D2m(t) as a ratio of
sines
For fixed n, our goal is to show that
∫ 1
0





Since B2n(0) = B2n, it follows that




= B2n + t Pn(t)
for some polynomial Pn(t). The second representation for the Dirichlet kernel in (1.4.1)
























































2 cos ((4m+ 1)πt/2)
π(4m+ 1)
dt.
Letting f(t) = t/ sin(πt/2), this equals
f(t)Pn(t)








f ′(t)Pn(t) + f(t)P
′
n(t)
) 2 cos ((4m+ 1)πt/2)
π(4m+ 1)
dt.
A standard calculus exercise shows that
2
π
< f(t) ≤ 1 and 0 < f ′(t) ≤ 1











Combining estimates, we have proved (4.3.1).
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4.4 Finishing the proof





















for every n ∈ N.
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