A theory of imaging for detector systems with a very limited number of projections has been developed. The relationships between a matrix which determines the system, its eigenvectors and eigenvalues, and the physical characteristics of the detector system are analyzed in order to assist in the most effective design of an instrument. It is shown that reconstruction methods for complete data sets are essentially an extension of the methods developed for incomplete sets. The concept of mathematical sweeping to replace mechanical detector motion in incomplete detector systems is demonstrated.
Introduction
The theory of three-dimensional image reconstruction from projections is well established for the cases in which radiation source and detector configurations allow a complete set of data to be obtained. A complete set of data could be described as a sufficient number of line projections at a sufficient number of angular increments such that enough independent measurements are made to allow the image reconstruction of a complete bound region. The accuracy and definition of the reconstruction will then depend principally on the spacing between line projections, the size of the angular increments, the amount of crosstalk or overlap between detectors, the statistics of the measurement, and on the algorithms used for the reconstruction. A good review of reconstruction methods is given in Ref. 1. In cases where the imaging instrument is constrained by cost, detector efficiency requirements or other considerations to a design that cannot generate a complete set of data covering the volume to be observed, the available algorithms cannot be used for reconstruction. That situation would arise, for example, in the design of an instrument to image very small amounts of positron emitter activity in a cylindrical volume, in which a high efficiency and low cost resquirement determine the use of a small number of relatively large detectors and operational requirements define a geometry which is not a complete cylindrical ring.
In the conventional language of image reconstruction, the detector elements of such limited systems would have large dimensions compared to the desired separation between sampling points, and the number of projections that can be obtained from the non-rotating instrument is much too small for a conventional Fourier-based reconstruction algorithm. Another (2) where AT is the transpose of A. Defining A' = ATA and k' = AT t, we rewrite Eq. 2 as
where A' is (mxm), and x and V' are also of dimension m (the number of system points). 
The system matrix A' = AT A will then be purely diagonal with eigenvectors given by unity vectors,
The values of the diagonal elements of A' will be the eigenvalues Xj. (b) Four-ring structure required for a purely diagonal system matrix A' when a new point 2' is added to the above. In a more general case with system points located arbitrarily, matrix A will contain rows that are often not zero in several columns so that A' will not be purely diagonal. It can be diagonalized, however, by a matrix H of eigenvectors (Eq. 4) so that the eigenvalues 2j of A' appear at the diagonal of H 1A'H.
Although the physical interpretation of the eigenvalues is not as simple for the general case as for the one described above, we note now that the eigenvalues of A' are the same as those of (H 1A'H), as can be seen by replacing the latter for A' in Eq. 6.
The diagonalization of A' by the matrix H is equivalent to a transformation of the detector system so that there should be, at least in concept, one ideal configuration of detectors for any arbitrary set of system points that yields a purely diagonal A' matrix with elements k.. If the condition number of this more general system is large, by analogy with the simple case given above, the detector locations of the conceptual "ideal" system are such that one or more of the the system points are seen very little; that is, few coincidences are seen from that point by the detectors. In the real detector system, this will occur when one system point is located too near another point.
This effect can be readily understood for a very simple case by returning to the example of the stacked rings of detectors with system points at the center of the ring planes as in Fig. 1 . The addition of one more system point on the axis of the cylinder very near one of the "good" system points will result in A' not being purely diagonal. The diagonalization pro---___ cedure through H will be equivalent to forming a new "ideal" detector system with one more ring as shown in Fig. lb To illustrate these points, we shall consider two matrices A' generated by a positron-emitter imaging device, object of a companion paper, for two different sets of system points. Figure 2a shows The function k'(r) of Eq. 17, when reconstructed, would be the result of a back projection without filtering. The process of deconvolution implied by the division of c/A in frequency domain of Eq. 19 corresponds to the filtering necessary to remove the effects due to multiple rays determining the image of one point.'
For incomplete data systems with a reasonable number of system points, the procedure that has been developed departs from the complete data case in that Vector %' is the result of a measurement which we still have to convert to x of Eq. 1 or 3 in order to solve for the unknown activity distribution. We can either solve the set of linear equations of Eq. 3 directly or we can use Eq. 10, which can be written as (19) 3(r
The division in frequency domain by X(fi) in going from k'(r.) to x(r.) corresponds to a "deconvolution" in configuration space by a function which removes tube overTap and detector efficiency differences between system points. It must be pointed out that in the present case of generalized transforms the divisions c/X may not correspond to a true deconvolution in configuration space, as would be the case with Fourier-transforms.
Interpolation and Mathematical Sweeping of the Detector System
The solution to Eq. 1 or 3 for a point source located exactly at one of the system points is a vector x with components which are all zero except for the one corresponding to the source position. If a point source is not located exactly at a system point, the response of the system cannot, in general, be predicted. It is reasonable to expect that the resulting vector k will be some linear combination of the columns of matrix A' corresponding to the system points surrounding the position of the source. That is actually found to be the case in a real instrument if the system points are close to each other and the condition number of the matrix stays within some bounds. In such cases it is possible to interpolate between system points by using the Nyquist sampling theorem. In three dimensions, the theorem states that the best estimate that one can make of a function which is sampled at intervals Ax, Ay, Az is given by f(x,y,z) = (20) zl--. A common way of interpolation in imaging is by a mechanical sweeping of the detectors so that activities or densities corresponding to different sets of sampling points are obtained at different times. In the case of devices with detectors which overlap substantially in their coverage of the region to be imaged, sweeping can be done mathematically. This is carried out by analyzing successively an experimentally determined vector t with matrices A' from sets of system points which have their origins displaced by small steps. As an example in one dimension, consider ten sets of system points with Ax = 1 cm and centers between x = -0.4 and +0.5 cm in-steps of 0.1 cm. The experimental vector for the point source at x = 0 which gave Fig. 4a has been analyzed in succession by the ten systems and the results superimposed in Fig. 5 . All the results analyzed show response functions with centroids within ±0.05 cm of the correct values and the maxima, corresponding to detector activity, are much more consistent than in case of interpolation. Also, with exception of the tails, some systematic effects due to the detector configuration used, and minor statistical effects, the width and shape of the response function is invariant with source position, so that further image treatment by deconvolution, for example, appears more possible.
Concl us ion
This paper has studied the problems of imaging from a very limited number of projections as could arise, for example, from an imaging device which requires the use of a small number of large radiation detectors in some prescribed geometry. The theory developed has shown that the solutions to the imaging problem can be expanded into the set of eigenvectors of a system matrix which depends on the characteristics and geometry of the detector set. The method of solution is shown to lead to the conventional Fourier techniques in the limit of large numbers of totally independent detectors in a regular configuration. It has also been shown that observation of the system matrix and of its eigenvalues allows for a diagnosis technique that allows the determination of good useful detector configurations within some prescribed constraints. Finally, an interpolation technique using the sampling theorem and the concept of mathematical sweeping of the detector system is presented, The above concepts have been developed into the first version of an operational instrument which is described in a companion paper.
