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 4 
Abstract 
 
 This work describes the LES  simulations of flow around a 
square cylinder with impulsive start.  This test case is particularly 
suitable to study the capability of LES  because of the presence 
of separated boundary layer regions.  
 The Simulations are performed at M=0.1 and a Re = 22000, 
based on the stream-flow velocity and the cylinder diameter, in 
uncompressible region of flow. 
  Two meshes are used an un-structured  one with fewer 
points than the other which is structures ,constructed with a 
certain criteria further explained . 
 The simulations are carried out using a numerical solver of 
3D compressible flows, 
named AERO, which was developed by INRIA (France) and 
University of Boulder 
(Colorado), in it’s new version. 
 Large scales coherent structures observed in experimental 
flow visualisations are reproduced in  the simulations and the 
obtained mean and turbulent statistics are compared to 
experimental data, and with simulations carried out with the 
older version of the code .the simulations of the new scheme 
seems to follow in a better way the experimental results than the 
older  
 This test case has been chosen because it is a classical case 
and easily extendable to case of much more complex geometry, 
of engineering interest.  
 
 
 
Introduction 
 
The present work is carried in collaboration with the INRIA (Institute 
National de Recherche an Informatique & an Automatique) and and University of 
Boulder (Colorado). the main aim of this work  is  developing and validating the 
numerical code AERO ,in which are implemented approaches based on LES (Large-
Eddy Simulation) and hybrid RANS (Reynolds averaged Navier Stokes) / LES 
approaches, in order to solve unsteady and separated fluid dynamic problems, in 
alternative to direct resolution of Navier-Stokes equations. 
The interest in simulate turbulent flows is due to the high computational cost 
of direct numerical simulation (DNS), which is, in most cases of practical interest, 
not affordable with the present computational resources. Due to the fact that the 
computational cost increases roughly with the 3rd power of the Reynolds number, 
DNS may be used only for low Reynolds numbers and simple geometries. An 
alternative to DNS is represented by the RANS (Reynolds averaged Navier-Stokes) 
approach. With this method only the mean flow is directly simulated, while the 
fluctuations are taken into account through the Reynolds stress tensor. This term 
introduces 6 new unknowns, and thus, some closure models, have to be introduced to 
close the problem. This method leads to widely reduced computational resources, 
and this represents a big advantage in comparison with DNS, but it encounters 
accuracy problems if separated flows or recirculation bubbles have to be simulated. 
An intermediate approach between DNS and RANS is represented by Large-Eddy 
Simulation (LES), described with more precision onwards .Computationally, LES is 
less demanding than DNS, but is much more expensive than RANS. The main 
advantage of LES in comparison with RANS is the capability at giving more 
accurate results for complex three-dimensional and time depending problems. The 
main drawback of the LES approach is represented by the still high computational 
cost. To have accurate results, indeed, fine meshes are required, especially near solid 
walls and the mesh resolution requirements increase with the Reynolds number. In 
order to reduce the needed computational resources, hybrid RANS/LES approaches 
have been developed. One of these is based on Limited Numerical Scales (LNS), The 
basic idea is to solve the LES equations where the mesh is fine enough to give good 
results and RANS equations otherwise. In practice, a blending criterion between LES 
and RANS is used, which is based on the values of the corresponding eddy-
viscosities. 
 The code uses a mixed finite-element and finite-volume formulation 
for the spatial discretization an unstructured meshes made of tetrahedra; 
both implicit or explicit time advancing are available for the temporal discretisation 
and it is parallelized using MPI. 
 In brief , pointing out the various stages of the work , we simulated  the flow 
of a certain test case varying certain parameters, and tuning a parameter γ  to 
minimum value necessary for stability. Then we evaluated certain variables of 
physical and engineering interest . Considerations were derived from such results and 
conclusions were obtained . 
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Chapter One 
 
Governing equations and Smagorinky's model 
for compressible turbulent flows:    
 
1.1   Introduction   
There are various approaches for the numerical discretization of the 
Navier-Stokes equations, which are the equation governing the dynamics of 
the phenomenon of fluid flow and in our particular case , compressible 
turbulent flows. These approaches are : DNS (Direct Numerical Simulation 
) , RANS (Reynolds Averaged Navier-Stokes),LES (Large-Eddy Simulation 
) , LNS (Limited Numerical Scales ). The case of our interest  is the LES 
approach however a rapid overview of the other methods might be curiosity-
satisfying moreover a general layout of the various methods give a general 
idea of  the philosophy behind certain approximations and models. 
DNS is the direct resolution of the whole dominion of flow, in the 
Navier-Stokes definition, without any other approximation than that of the 
algorithmic approximation of the various mathematical functions non 
directly evaluated (such as derivates e.t.c ). This approach is quite tedious 
and numerically demanding. 
RANS is a method which implies a time median approximation 
approach,  with hypothesis  on the solutions that tackle the question of the 
Navier-Stokes equation leading to a redefinition of the mathematical scheme 
that governs the problem ,breaking-up the solution ,x, in two: parts a median 
part and an alternating part;  x= x  + x′  . Such an approach leads to 
variables redefined in a new context forming the Reynold Stress Tensor 
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,function of the alternating part which with due hypothesis is reformulated 
in terms of the median part hereby closing the model for resolution. 
 
 
LES consists in an approximation of the solution in the fourier 
frequency domain, filtering contributions of frequencies beyond a certain 
value , such a manner  gives to a new  reformulation of the problem 
implying in the outcome or a new factor ,function of the cut-off frequencies 
called Sub-Scale Grids . The closure of the problem consists in formulating 
the filtered part in function of  the contributions the lower frequencies ,in 
this case there are various models based on various hypothesis on velocity 
stress tensor which give rise to various evaluations which are of  finer 
approximations in certain contexts than others due to the major validity of 
such a particular model in such a context than others. The model of our 
interest is the Smagorinky's model: which has 2 basic versions: the static 
and dynamic model, which would be further discussed in details onwards.     
 LNS is a hybrid RANS/LES approach, which combines RANS and 
LES in a single modeling framework. This approach has the advantage of 
being particularly easy to be implemented in existing codes. In LNS the 
Reynolds tensor is modeled by an eddy-viscosity  which is obtained by 
taking the minimum value between the ones given respectively by RANS 
ε−k  model and by the LES Smagorinsky model. There are also other 
criteria to determine such a parameter ,which consider a certain blend of the 
values of the two schemes. This allows the LES approach to be used where 
the grid resolution is adequate for resolving the largest turbulence scales, 
while the RANS approach is used where the grid is not sufficiently refined.  
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1.2   The LES approach  
In the LES approach, the Navier-Stokes equations are filtered in 
space, and due to the non linearity Navier-Stokes equations and the sub-grid 
scale (SGS) terms appear, which represents the effect of the small scales on 
the large scale motions , and subsequently the sub-grid scale (SGS) terms 
needs to be modeled in order to directly simulate only the flow scales larger 
than the filter width. The problem of SGS modeling can be seen as a 
passage from ''micro'' to ''macro'', in which the object of interest is 
represented by the laws governing the phenomenon at a macroscopic level.  
 The Navier-Stokes equations are already the result of such a passage: 
the micro corresponds to the molecular motion and the macro to the fluid 
particle motion. The constitutive equations represent this passage. The 
fundamental difference between the two cases consists in the separation 
between the micro and the macro scales; in the continuous model there is a 
clear separation between the two scales; in the SGS modeling, this 
separation is somewhat arbitrary. Anyway this similitude is very useful to 
understand the physical meaning of some of the SGS terms. Indeed, each 
convective SGS term in the filtered equations has an equivalent viscous 
term in the un-filtered Navier-Stokes equations. The former ones are the 
result of the SGS fluctuations, and the latter are the result of the fluctuations 
at molecular scales. The qualitative effects can be assumed to be the same; 
they are obviously different from a quantitative point of view.   
In the present section, a possible extension of the  Smagorinsky 
model (Ref.[22]) for the LES of a compressible flow is described; the model 
has been described by Lesieur and Comte in Ref.[15]. 
The great limit of this model consists in the definition  'a priori' of 
two arbitrary constants:, sC tPr . Those constants will be dependent on the 
kind of problem to be studied. Besides, a general limit of LES approach lies 
in the fact that the separation between the small and the large scales of 
turbulence is somewhat arbitrary. Then the method will be dependent on the 
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characteristic dimension , ∆ of the filter applied to Navier-Stokes equations. 
Furthermore, Smagorinsky's model leads to the definition of an eddy-
viscosity which is always positive. This means that energy backscatter will 
not be simulated by this model. As a consequence, this model will be too 
dissipative and this will stabilize the flow. For this reason, there could be 
some problems in the prediction of the transition point between laminar and 
turbulent flow within a boundary layer. Besides, the eddy viscosity will not 
vanish in a completely laminar flow and near a wall. In order to solve the 
latter problem, a proper wall-law should be employed. 
   In spite of all these limits, this is the simplest SGS model that could 
be employed for the simulation of compressible turbulence. Thus, it could 
be a good start point for the implementation of an LES approach on a CFD 
code. 
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1.3  Navier-Stokes equations 
The Navier-Stokes equations are written here for a compressible fluid.  
The Einstein index repetition rule is used.  
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In case one does not know what these symbols refer to 
ρ  is density , 
iu  a component of the velocity vector,  
p is pressure,  
 e  is the total energy, 
iq  a component of the heat flux, 
ijσ  is the stress tensor. 
This is a convention valid from here onwards.  
 
Gravity forces on the fluid have been neglected. Under the assumption 
of a perfect, Newtonian gas, the constitutive equations of the fluid are 
RTp ρ=                                                                       (4) 
jiv uuTCe ρ21+=                                                          (5) 
TKq ∇−= rr                                                                     (6) 
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Under the Stokes hypothesis, we can assume:  
                    λ = −2/3µ.                                                       (8) 
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This assumption  is equivalent to the neglection of the influence of the 
isotropic part of the symmetric portion of the tensor vr
r ⋅∇  on the viscous 
stresses. This is a good approximation to study problems in which the point 
of interest consists in the analysis of the pressure forces exerted by the flow 
on a body. It leads to significant errors if employed to study certain kind of 
problems, for example, an acoustic isotropic wave propagation at high 
frequency.  
 
 
1.4   Filtering functions 
  A space filtered field can be associated to any field defined in a 
given space domain D  this can be obtained through the convolution with a 
filter function, )(xG r∆ . In this way the fluctuations in the motion of 
wavelength smaller than ∆ will be eliminated, being ∆ the filter width. Thus, 
the filtered field is defined, for any quantity f (scalar of vectorial), as 
 ydyxGtyftxf
D
rrrrr )(),(),( −= ∆∫                                  (9) 
In general the field f can be written as  
fff ′+=                                                                (10) 
where the term f ' represents the fluctuations at scales smaller than the 
filter width. 
It is possible to prove that the filtering process described in (9) is a linear 
operator; moreover it commutes with temporal and spatial derivatives: 
t
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t
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ii x
f
x
f
∂
∂=∂
∂ )(                                                                (12)   
When filtering the Navier-Stokes equations for a compressible flow, it is 
useful to introduce the density-weighted filter (or Favre filter[9]). This is 
defined as follows . 
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ρ
ρff =~                                                                     (13)  
where ρ is a general weighting function; in the case of  Navier-Stokes 
equations it is chosen as the density of the gas. 
It is generally assumed that the space discretization of the flow domain, 
carried out in order to numerically solve the Navier-Stokes equations, acts 
as a filter on the variables of the flow. Indeed, the numerical solution well 
represents only the variations of the flow variables with characteristic space 
length larger than a given value, which is a function of the dimension of the 
grid and of the particular numerical method employed. For anisotropic 
unstructured grids, this characteristic length varies in the domain. In the 
LES approach to turbulence, it is supposed that the filter represented by the 
space discretization of the domain, which is unknown, can be expressed as 
in Eq.(9) This assumption is somewhat arbitrary, but it is necessary in order 
to give an algebraic expression to the SGS terms. It is thus important to 
analyse the main properties of the real filter. The property (11) is still 
satisfied. For non-homogeneous grids, property (12) is valid within a certain 
error, that can be estimated as a a function of the local size of the grid; this 
is been proved by Vasilyev and Lund in Ref.[24]. 
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1.5 Filtering the Navier-Stokes equations 
In this section the Navier-Stokes equations and the constitutive 
equations, already introduced in Sec.1.3.are filtered in the physical space 
using a generic filtering function with the properties described in Sec.1.4. 
 
Continuity equation; 
Thanks to the adoption of the Favre filter, there are no SGS terms to be 
modelled  
in the continuity equation. From the analysis of every single term, we have: 
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Momentum equation; 
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In which )1(ijM  is the first SGS term encountered. It takes into account 
the momentum transport of the SGS scales and it can be expressed as:  
jijiij uuuuM ρρ −= ~~)1(                                        (15) 
In order to model )1(ijM , it's convenient to split it into it's isotropic and 
it's deviatoric part: 
)1(
3
1)1(
3
1)1()1( kkkkijij MMMM +−=  
The deviatoric part is  
ijkkijij MMT ∆−= )1(31)1(                                      (16) 
the isotropic part is  
ijkkij MD ∆= )1(31                                                (17)  
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The filtering of the pressure gradient term results in.  
 
 
 
 
The last term to be filtered is the viscous term. For sake of  simplicity, a 
new  
tensor ijP will be introduced: 
                       ijijkkij SSP 232 +−= δ                                                 (18) 
in which Sij is the strain rate tensor  defined as: 
)(21
i
j
j
i
ij
x
u
x
uS ∂
∂+∂
∂=                                                  (19) 
The constitutive equation for the viscous term can be expressed as 
ijij Pµσ =  
The filtering of the viscous term in the momentum equation leads to the  
following result: 
)2(~
ijMPP ijjiij +== µµσ  
The tensor )2(ijM   is another SGS term, and it represents the transport of 
viscosity due to the SGS scales fluctuation. It can be expressed as 
   ijjiij PPM ~)2( µµ −=                                  (20) 
 
This term could be further developed in more SGS terms. This will not 
be done here because ,as it will be shown in the next sections, this term is 
negligible if compared to )1(ijM . To sum up, by filtering the momentum 
equation, we have obtained the following  results : 
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Energy equation; 
By filtering the time derivative term we obtain 
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 With the introduction of the thermodynamic state equation for a 
perfect gas, it is possible to write 
)~(~~ 3
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Substituting Eq.23 in Eq.22 we obtain 
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 in which ijD  is the isotropic part of )1(ijM   as defined in Eq.(17), and 
it needs to be modelled.  
The filtering of the convective term in the energy equation leads to 
  )1()~(~)( iii Epeupeu −+=+ ρρ                                    (26) 
in which  
  )]()~(~[)1( peupeuE iii +−+= ρρ                                               (27)   
   It represents three distinct physical effects: 
(1)  the transport of energy e due to small scales movements; 
(2) the change of the internal energy due to the SGS 
compressibility vp r
r∇ ; 
(3) the dissipation of energy due to SGS motions in the pressure 
field pv ∇⋅ rr ; 
  
The filtering of the viscous dissipative terms leads to: 
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 The above term takes into account the dissipative effect due to the 
SGS scale transport of viscosity. It can be split at least in three parts having 
different physical meaning .Indeed, working on Eq.(29). we obtain: 
   434214434421321
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jiji uuuuuME −+⋅−+= σσσ                       (30)       
                    
 Terms (a) and (b) represent the dissipation due to viscous effects in 
SGS fluctuations. Term (c) represents the dissipation due to viscous and 
compressibility effects coupled together. 
   The last term to be filtered is the heat diffusion. This leads to 
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This term takes into account the heat transfer caused by the motion of 
the neglected SGS scales 
 
 
To sum up, the filtered energy equation can be written as follows: 
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1.6   Modelling the SGS terms: 
  The SGS model that is developed in the following section is intended 
to be used to study flows at high Reynolds numbers (of the order of the 
problems in engineering applications), at such Mach numbers that low 
compressibility effects are present in the SGS fluctuations. Besides, this 
model is not suitable to study flows with high heat transfer and high 
temperature gradients. 
  
1.6.1 Modelling the SGS terms in the momentum equation 
 The filtering of the momentum equation, already described in 
Sec.1.5, led to the definition of three SGS terms: ijT , ijD , )2(ijM  Those terms 
need to be modelled, in order to close the filtered Navier-Stokes equations. 
The term ijT  represents the deviatoric part of the momentum transport 
Tensor )1(ijM ,defined in Eq.(15). Its analogous term, in the un-filtered 
Navier-Stokes equations, is represented by the σ tensor. ijσ , obtained under 
the Stokes hypothesis. Since the trace of the tensor ijT ,is zero (the same is 
valid for the tensor ijσ ), it represents a term that can be added to the viscous 
terms ijσ .This means that it could be modelled by the definition of an eddy 
viscosity, tµ , in accordance to Smagorinsky's model extended to 
compressible flows. As suggested by Lesieur and Comte in Ref.[17], it is 
possible to write: 
 
ijtij PT ~µ=                                                (34) 
              in which the eddy viscosity , tµ  ,can be defined in accordance 
to the Smagorinsky model  25: 
SCst
~)( 2∆= ρµ                                    (35) 
.             ijijSSS ~~2~ =                                          (36) 
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 The term )2(ijM takes into account the transport of the viscous terms 
due to small scales fluctuations.  
 However, since the Reynolds numbers are high, this term is 
negligible if compared to the transport of momentum. Thus it will be 
neglected. 
 The last term to be modelled is ijD ; it represents the isotropic part of 
the momentum transport tensor, )1(ijM ; it can be directly added to the 
thermodynamic pressure. The analogous term in the un-filtered Navier-
Stokes equations, due to molecular fluctuation, has been neglected with the 
assumption (8): 
                                                           µλ 32−=  
Indeed, due to this assumption, the influence of the isotropic part of 
the symmetric portion of the tensor vr
r ⋅∇ has been neglected in the 
constitutive equations. Thus.  tr(σ )=0. 
  
This means that the influence of the momentum transport of 
molecules, moving in the same direction of a velocity gradient, is negligible 
if compared to the thermodynamic pressure. In the case of SGS modelling, 
this effect is not always negligible. It depends on the velocity of the SGS 
fluctuations. According to Erlebacher et al.[7], the term iiD could also be 
written as 
                           pMDii sgsγ=                              (37) 
  in which sgsM is the SGS Mach number andγ is the specific heat ratio 
of the gas. Since the problem class to be studied shows only light 
compressibility effects, this term is reasonably negligible. Anyway, there 
are two options for the treatment of this term: 
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1   to simply neglect it under the following assumption:  
                                       sgsM << 1.                                        (38) 
It is reasonable to assume that is low sgsM  when ∞M is not high, as 
in the case of the problem class at issue;  
2    to model it, as proposed by Yoshizawa [30], in a way which is 
consistent with the model employed for ijT .  
 
In this section, the first option will be chosen, relaxing the required 
assumption on ∞M , as suggested by Lesieur and Comte in Ref.[17].   
Indeed, the effects of the SGS term ijD can be added to the thermodynamic 
pressure, leading thus to the definition of a ''macro-pressure''Π : 
                                      iiDp 31−=Π                  (39) 
 From the analysis of the Eq.(22), it is possible to define a ''macro-
temperature'', using again the term ijD : 
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By substituting Eq.(39) and Eq.(41) in Eq.(42) we obtain: 
           
iiii
v
DRRD
C
R )
6
53()
3
1
2
( −+Θ=Θ−=Π + γρρ           (43) 
  
Thus, for mono-atomic gases (for which 35≈γ ), the contribution 
of iiD  to Eq.(43) is negligible, independently of the Mach number. 
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In general cases, it is possible to neglect the term iiD under the 
assumption that the following condition is verified everywhere in the flow 
field: 
                                                  2)
6
53( sgsMγγ −  << 1              (44) 
 
This leads to an equation of state for the variablesΠ and Θ which 
has the same form of Eq.(14)  
Θ=Π Rρ                                            (45) 
 
The condition (44) is less restrictive than (38) and it leads anyway to 
the negletion of the term iiD . 
 
1.6.2 Modelling the SGS terms in the energy equation 
The convective term in the energy equation has been written in the 
following form                                    
 
ix
upe
∂
+∂ ~)~(ρ  >>
ix
ue
∂
Π+∂ ~)~(ρ                         (46) 
 This leads to a slightly different SGS term from )1(E ,defined in 
Eq.(26). This term can be written as  
                )]()~(~[)1( peueuF iii +−Π+= ρρ                      (47) 
 Its physical meaning is explained in more detail onwards. This term 
can be modelled as suggested in Ref.[17].Here, the term )1(F is modelled in 
analogy with Smagorinsky model applied for the SGS term )1(ijT  Eq.(34). 
)1(F is supposed to be proportional to Θ∇r : 
it
t
pi dx
dCF Θ×=
Pr
)1( µ ,                                      (48) 
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In which tµ is the SGS viscosity defined in Eq.(35), in accordance to 
the Smagorinsky model, and tPr is the SGS Prandtl number.  
 The SGS Prandtl number can be defined in analogy with the Prandtl 
number for gases:  
    
t
t
pt K
C
µ=Pr ,                                     (49) 
  
In which tK  is the SGS conductivity coefficient. To go further in 
this analogy tPr  is assumed to be constant. The SGS term
)2(E defined in 
Eq.(28), which takes into account the dissipative effects due to the SGS 
transport, is negligible if compared to the SGS convective term )1(F In 
particular, the contribution (b) in Eq.(30) can be neglected for high 
Reynolds numbers and low Mach numbers; the same can be said for (c), in 
which viscous and compressibility effects are coupled, and they both are 
small in the problem class at issue. The term (a) can also be neglected under 
the same assumptions. However, the neglection of this contribution is a 
stronger assumption than the neglection of )2(ijM , already done in the 
modelling of the SGS terms of the momentum equation. 
 The last SGS term to be modelled in the filtered energy equation 
is )3(E given in Eq.(32). It should be slightly modified to introduce the 
''macro-temperature''; anyway, this term is negligible under the assumption 
that the temperature gradients are weak in the flow, as suggested in Ref.[29] 
and Ref.[17]. Indeed, this term represents the heat transfer caused by SGS 
scale fluctuations.  
 Finally, to close the set of equations, the viscosity µ and the 
coefficient K are expressed as a function of the ''macro-temperature''Θ , 
instead of the thermodynamic temperature T, by the adoption of the 
Sutherland relation. This can be done with good accuracy and it doesn't lead 
to significant errors Ref(29), especially for low Mach numbers.
 17
 
1.7   LES model for compressible turbulence: 
The filtered and modelled Navier-Stokes equations are the following: 
0)
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ρρ                                                                                (50), 
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The constitutive equations are: 
Θ=Π Rρ                                                 (53) 
             )~(~ 3
1
2
2
1 ∑ ==+Θ= jjv juCe                            (54) 
  SCst
~)( 2∆= ρµ                                
.    ijijSSS ~~2~ =                                          (55) 
   .                                                            
The model described in this section is the simplest extension of 
Smagorinsky's model to a compressible case. The assumptions made on the 
flow, in order to model the SGS terms of the filtered Navier-Stokes equations, 
are: 
1.    Reynolds numbers, of the order of those typical of engineering 
applications; 
2.    Low SGS Mach number, so that compressibility effects in the SGS 
fluctuation are weak; 
 3.     No heat sources or sinks in the flow, which could generate high 
temperature gradients.  
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In order to solve the set of equations by a numerical method three 
aspects need to be treated: 
 
1.    The choice of an appropriate value for the two 
constants sC and tPr ; in general they are dependent on the kind of flow 
to be simulated. There are many suggestions in literature; 
2.   The definition, for each discretized element, of the value,∆ , as a 
function of its dimensions;  
3.    A proper understanding of the kind of filtering function 
represented by the numerical method employed for the solution of the 
equations. 
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1.8  Smagorinsky constant for different classes of flows: 
  Many cases of LES simulations of flows by means of the 
Smagorinsky model are described in literature. The same values for the 
Smagorinsky constant are usually employed for the same kind of flows. In 
this section, we will report a brief list of the values usually adopted for sC  
and described in Ref..[18]. 
  Lilly[19], working on grids made of cubic elements of side length h 
and treating the case of incompressible flows, has derived the following 
result: 
                                 heq =∆                                (56) 
4
3
)( 231
−= ks CC π  
 
where kC  is the Kolmogorov constant and eq∆ is the equivalent filter 
width Setting the Kolmogorov constant equal to 1.4, value obtained by 
measurements in the atmosphere (Champagne et al.[3]), Eq.(56) leads to the 
following result:  
                                                        18.0≅sC  
  
 
The main assumptions in order to derive this result are the following: 
 
1    The ensemble-averaged sub-grid kinetic-energy dissipation is identical 
to the dissipation rateε  in the Kolmogorov formula: 
                                         3
5
3
2
)(
−= kCkE kε ,  
2   Filter function represented by the grid is assumed to be a sharp cut-off 
filter in Fourier space; 
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Friedrich and coworkers used a value 1.0≅sC to simulate a back-
step flow  
(Arnal \& Friedrich, 1992) and for turbulent pipe flow (Unger \& Friedrich, 
1994).  
In the latter case, it is adopted a method suggested by Nikuradse (1933) to 
simulate the flow near the wall: 
                                          ),min( xClC sms ∆⋅=  
in which, ml  ,is the mixing length at the wall. However, they were not  able 
to correctly simulate the energy transfer mechanism at the wall. 
1.0≅sC represents a reduction of the turbulent stresses more than 300%  if 
compared with the value found by Lilly by the method described above. 
 The value 2.0≅sC has been successfully employed by Deardorff 
(1971) to simulate isotropic turbulence. 
 The value 18.0≅sC  leads to good results in the simulation of free-
shear flows and channel flows; in the latter case, a wall-law is necessary to 
take into account the boundary layer effect. 
 
 
 
 
 
1.9  Dynamic Model  
In this model sC is not assigned 'a priori' but computed as a function 
of space and time at each time step. A certain procedure was, not of  any 
interest to us, carried out to avoid the undetermination in the definition of  
the filter width,∆ . 
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1.10  Reichardt wall-law and LES: 
The Reichardt wall-law is used to avoid the numerical  resolution of 
the boundary layer  which is a big problem at high Reynolds number, due to 
the high computational costs, it moreover satisfies the asymptotic behaviour 
at the wall. 
Approximate boundary conditions are assigned near the solid wall. 
in particular the slip conditions. The Reichardt wall-law is used in order  to 
derive the shear stresses caused by the presence of the wall .δ  determines 
the region in which the mathematical resolution is valid, it depends on 
Reynolds and the  local mesh refinement. δ is a parameter of  the 
simulation.  
  The Reichardt wall-law can be written as: 
   ]
11
ˆ
1(8.7)ˆ1ln(5.2[ ˆ33.011
ˆ δδδν δ −− −−++×=⋅ eekUt rrr  
t
r
is the normalized tangent unit vector. k is the Kolmogorov 
constant. 
 
δµ
ρδ ⋅⋅= rUˆ  
The shear stress is  2rUρτ =  
   
The direct coupling of LES and The Reichardt wall-law is quite 
delicate, because the former is time averaged while the latter is 
instantaneous. however some approaches have been made to suit things out. 
 
 
 
 22
Chapter Two 
 
The AERO code   
 
2.1 Introduction 
In the present chapter the code AERO is described. It is a solver of 
the three-dimensional Navier Stokes equations for compressible flows and it 
was developed in a collaboration between the  University of Boulder 
(Colorado) and INRIA (Institut National de Recherche en Informatique et 
en Automatique) (France). The code permit to solve the Euler equations, the 
Navier Stokes equations for laminar flows and permits to use some 
turbulence models for RANS, LES and hybrid RANS/LES approaches.   
The unknown quantities are the density, the components of the quantity of 
motion and the total energy per unit volume. AERO employs a mixed finite-
volume/finite-element formulation for the spatial discretization of the 
Navier-Stokes equations. Finite-volumes are used for the convective fluxes 
and finite-elements (P1) for the diffusive ones. The resulting scheme is 
second order accurate in space. 
The equations can be advanced in time with explicit low-storage 
Runge-Kutta schemes. Also implicit time advancing is possible, based on a 
linearized method that is second order accurate in time. 
 The code also gives the possibility of using the Reichardt wall-law 
in order to relax the resolution requirement in the near-wall region for high 
Reynolds number flows. 
 In this chapter we will we will describe the main features of the 
numerical method.  
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2.2 Numerics 
 
2.2.1 AERO Structure 
In the AERO code the Navier Stokes equations are numerically  
normalized with the following reference quantities: 
 
 1 refL ⇒  characteristic length of the flow  
2 refU ⇒  velocity of the free-stream flow 
3 refρ ⇒  density of the free-stream flow 
4 refµ ⇒  molecular viscosity of the free-stream flow 
 
The flow variables can be normalized with the reference quantities as 
follows: 
 
refρ
ρρ =* ,  
ref
j
j U
u
u
*
* = ,  
refp
pp =*   . 
2
*
refref U
EE ρ= ,  refµ
µµ =* ,  
ref
ref
U
L
tt =* .                         (2.1) 
 
 
The non-dimensional form of the Navier Stokes equations can  
be obtained substituting the reference quantities Eq. (2.1) in the set of 
equations described in Eq.(1.1) and is quoted in the following: 
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(2.2) 
 
where the Reynolds number, ν/Re refref LU= , is based on the 
references quantities, refU  and refL the Prandlt number, Pr, can be assumed 
constant for a gas and equal to: 
k
C pµ=Pr       
and 
v
p
C
C=γ  is the ratio between the specific heats at constant pressure 
and volume. 
Also the constitutive equations for the viscous stresses and the state 
equations may be written in non-dimensional form as follows: 
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***
jjuuEp −−= ργ                                     
 
In order to rewrite the governing equations in a compact form more 
suitable for the discrete formulation, we group together the unknowns in the W 
vector: 
TEwvuW ),,,,( ρρρρρ=  
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If we define the two vectors, F and V as function of W, as follows: 
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And if we substitute the vectors V and F in (2.2), it is possible to 
rewrite the governing equations in the following compact format, which is 
the starting point for the derivation of the Galerkin formulation and of the 
discretization of the problem: 
  0),(
Re
1)( =∆∂
∂−∂
∂+∂
∂ WWV
x
WF
xt
W
j
j
j
j
.                                
(2.4) 
 
One can note that the vectors F and V  are respectively the 
convective fluxes and the diffusive fluxes. 
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2.2.2 Space discretization 
Spatial discretization is based on a mixed finite-volume/finite-
element formulation. A finite volume upwind formulation is used for the 
treatment of the convective fluxes while a classical Galerkin finite-element 
centered approximation is employed for the diffusive terms . 
The computational domain Ω  is approximated by a polygonal 
domain hΩ . This polygonal domain is then divided in tN  tetrahedrical 
elements iT  by a standard finite-element triangulation process: 
 
                                             Ut
N
i
ih T
1=
=Ω   (2.5)            
 
The set of elements iT  forms the grid used in the finite-element 
formulation. The dual finite-volume grid is built starting from the 
triangulation by the method of the medians. A finite-volume cell is 
constructed around each node ia  of the triangulation, dividing in 4 sub-
tetrahedra every tetrahedron having ia  as a vertex by means of the median 
planes. We will call iC  the union of the resulting sub-tetrahedra having 
ia  as a vertex and they have the following property: 
                                                           
                                  UC
N
i
ih C
1=
=Ω   (2.6) 
 
 
where cN  is the number of cells, which is equal to the number of the 
nodes of the triangulation. 
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2.2.3 The 2 Schemes investigated 
The code AERO has 2 versions which consist in the use of 2 
different numerical approaches in MUSCL linear reconstruction method. 
These 2 versions are thus based on 2 schemes; V6L,V6NL.  
V6L is a scheme in which the basic idea of such an approach is the 
use, in the Roe flux computation, of the extrapolated values of the flow 
variables at the cell interface ,a linear extrapolation was proposed ,based on 
a combination of different approximate gradients of the variables . 
V6NL is an approach of he same kind where however the 
reconstruction is applied to the fluxes instead of the variables this leads to 
different numerical formulation of the flux. 
 
 The Numerical-Mathematical formulation of convective fluxes can 
thus be proposed as following in the 2 schemes 
 
In the V6L scheme as: 
444 3444 21444 3444 21
rr
upwinding
ijs
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ij
ji
ijji
R WWPPn
WW
WW )(
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)()(
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While in the V6NL scheme we have: 
( ) 44444 34444 2143421
r
upwinding
jiijsij
centered
jiij
ijji
R PPsignPnWW )(
2
1
2
),,( 1 ℑ−ℑℜ−⋅ℑ+ℑ=Φ −γν
 
 
Details on such a scheme are described onwards . Basically the V6L  
scheme is tackled,  the V6NL scheme can be seen as a similar elaboration  
in terms o fluxes of the first scheme. 
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2.2.4 Convective fluxes 
If  we indicate the basis functions for the finite-volume formulation 
as follows: 
⎩⎨
⎧=
0
1
)()1( Pψ   if iCP∈   , otherwise . 
 
The Galerkin formulation for the convective fluxes is obtained 
multiplying the convective terms of  (2.4)  by the basis function )1(ψ , 
integrating on the domain hΩ and using the divergence theorem. In this way 
we obtain: 
 
∫∫Ω ∂
∂
h
dxdy
x
F
j
j )1()( ψ  = ∫∫ Ω∂
∂
iC j
j d
x
F
 = ∫∂ iC jj dnF σ  
 
Where Ωd , σd  and  in are the elementary measure of the cell, of its 
boundary and the jth component of the normal external to the cell iC  
respectively. The total contribution to the convective fluxes is: 
                                 ∫∑ ∂ ℑijCj dnW σ),(
r  
 
Where jj nWFnW )(),( =ℑ r , ijC∂  is the boundary between cell 
iC , jC , and n
r  is the outer normal to the cell iC  
   
The basic component for the approximation of the convective fluxes 
is the Roe scheme, Ref.[18]: 
 
                     ),,(),( ijji
R
C
WWdnW
ij
νσ rr Φ≅ℑ∫∂  
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Where 
        ∫∂= ijCij dn σν rr  
 
 and  kW is the solution vector at the k-th node of the discretization. 
 
The numerical fluxes, RΦ , are evaluated as follows: 
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Where sγ  in[0,1] is a parameter which directly controls the up-
winding of the scheme and  
    
2
),,(),,( jiijjiijji
R WWWWWWd
−ℜ= νν rr               (2.7) 
ℜ  is the Roe matrix and is defined as: 
 ),ˆ(),,( ijijji WW
WW νν rr ∂
∂ℑ=ℜ                                     (2.8)        
Where Wˆ  is the Roe average between iW  and. jW   
The classical Roe scheme is obtained as a particular case by imposing sγ =1.  
 
 The accuracy of this scheme is only 1st order. In order to increase 
the order of accuracy of the scheme the MUSCL (Monotone Upwind 
Schemes for Conservation Laws) reconstruction method, introduced by Van 
Leer, Ref.[19], is employed. This method expresses the Roe flux as a 
function of the extrapolated values of W at the interface between the two 
cells iC  and jC , ijW  and jiW : 
 ),,(),( ijjiij
R
C
WWdnW
ij
νσ rr Φ≅ℑ∫∂  
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Where  ijW  and jiW  are defined as follows: 
                        jiWWW ijiij
rr ⋅∇+= )(21                           (2.9) 
ijWWW jijji
rr ⋅∇+= )(21                         (2.10) 
 
To estimate the gradients jiW ij
rr ⋅∇ )(   and ijW ji
rr ⋅∇ )(  the V6 scheme  
used, Ref.[4]: 
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Where iW )(∇
r
 and jW )(∇
r
are the nodal gradients at the nodes i and j 
respectively and are calculated as the average of the gradient on the 
tetrahedra iCT ∈ , having the node i as a vertex. For example for iW )(∇
r
 we 
can write: 
 
∑ ∑
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rr
.                   (2.13) 
jiW M
rr ⋅∇ )( , for the 3D case, is the gradient at the point M and it is 
computed by interpolation of the nodal gradient values at the nodes 
contained in the face opposite to the upwind tetrahedron ijT . 
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jiW M
rr ⋅∇ ')(  is the gradient at the point M' and it is evaluated in the 
same way as jiW M
rr ⋅∇ )( . 
The coefficients dc ξξβ ,,  are parameters that control the 
combination of fully upwind and centered slopes. The V6 scheme is 
obtained by choosing them to have the best accuracy on cartesian meshes, 
Ref.[4]: 
 
                        15
2,30
1,3
1 −=−== dc ξξβ . 
 
  
 
2.2.5 Diffusive fluxes 
The P1 finite-element basis function, ),( Tiφ , restricted to the  
tetrahedron T is assumed to be of unit value on the node i and to vanish at 
the remaining vertices of T. The Galerkin formulation for the diffusive 
terms is obtained by multiplying the diffusive terms by ),( Tiφ   and 
integrating over the domain hΩ : 
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Integrating by parts the right-hand side of Eq.(2.2.2) we obtain: 
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In order to build the fluxes for the node i consistently with the finite-
volume formulation, the contribution of all the elements having i as a 
vertex needs to be summed together as follows: 
 
                                = ∑
∈TiT ,
 ( ∫∂T jTij dnV σφ ),( ∫∫ Ω∂∂− T j
Ti
j dx
V
),(φ )= 
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Ti
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d
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,
φ ∫ Ω∂=Γ hh dnV jjTi σφ ),(           
(2.15) 
 
In the P1 formulation for the finite-element method, the test 
functions, ),( Tiφ , are linear functions on the element T and so their gradient 
is constant. Moreover, in the variational formulation the unknown variables 
contained in W are also approximated by their projection on the P1 basis 
function. For these reasons the integral can be evaluated directly.  
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2.2.6 Time advancing 
Once the equations have been discretized in space, the unknown of 
the problem is the solution vector at each node of the  
discretization as a function of time, )(tWh . Consequently the spatial 
discretization leads to a set of ordinary differential  
equations in time: 
 
0)( =Ψ+ hh Wdt
dW
                                                                                        
(2.16) 
 
 Where iΨ  is the total flux, concerning both convective and 
diffusive terms, of )(tWh  through the i-th cell boundary divided by the 
volume of the cell. 
 
 
2.2.6.1  Explicit time advancing 
In the explicit case a N-step low-stockage Runge-Kutta algorithm is 
used for the discretization of Eq.(2.18): 
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In which the sub fix h has been omitted for sake of simplicity.  
Different schemes can be obtained varying the number of steps, N, and the 
coefficients kα  
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2.2.6.2  Implicit time advancing 
For the implicit time advancing scheme in AERO is used the 
following second order accurate backward difference scheme is used: 
 
0)( )1()()1(1
)()1(
1 =Ψ∆+++ +−−++ nnnnnnnn WtWWW ααα          
(2.18) 
 
 
Where the coefficients iα  can be expressed as follows: 
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(2.19) 
Where )(nt∆  is the time step used at the n-th time iteration and 
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The nonlinear system obtained can be linearized as follows: 
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Following the deflect-correction approach, the jacobians are 
evaluated using the 1st order flux scheme (for the convective part), while 
the explicit fluxes are composed with 2nd order accuracy. The resulting 
linear system is iteratively solved by Jacobi relaxation. 
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2. 3  Boundary conditions 
 
Firstly, the real boundary Γ  is approximated by a polygonal 
boundary hΓ  that can  be split in 2 parts. 
                                 hΓ = ∞Γ + bΓ                                             (2.21) 
 
 Where the term ∞Γ represents the far-fields boundary and bΓ  
represents the body surface. The boundary conditions are set using the 
formulation on ∞Γ  and using slip or no-slip conditions on bΓ . 
In the AERO code a wall-law method is used to set the no-slip  
boundary conditions. To have an accurate description of both laminar and 
inertial sub-layers the Reichardt wall-law is used: as discussed previously. 
The boundary conditions are introduced in a weak way, in fact they are 
introduced in the integrals over the domain boundaries  that appear in the 
Galerkin formulation and are not forced directly on the solution vector at 
each time step. 
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2.4 Parallelization 
 
The parallelization strategy used in AERO code combines mesh 
partitioning techniques and a message passing programming model. The 
underlying mesh is assumed to be partitioned into several sub-meshes, each 
one defining a sub-domain.  
Basically, the same serial code is going to be executed within every 
sub-domain. Modifications occurred in the main time-stepping loop in 
order to take into account one or several assembly phases of the sub-
domain results, depending on the order of the spatial assembly of the sub-
domains and on the nature of the time advancing procedure 
(explicit/implicit).  
The assembly of the sub-domain results can be implemented in one 
or several separated modules and optimized for a given machine.   
The partitioner should focus primarily on creating good balanced 
sub-domain which induce a minimal amount of inter-processing 
communications. 
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Chapter Three 
 
The Test Case  , The Domain ,  The Grid and   
The parameters  
 
3.1  The Test Case  
The  phenomenon is that of vortex shedding aft a square cylinder, with 
impulsive start. The Reynolds number, based on the cylinder side length and 
on the free-stream velocity where the dynamical viscosity is taken as unity, 
is equal to 22000.The Mach number  is 0.1.The flow is considered slightly 
compressible thereby negligible at first . Moreover, since the Mach number 
is low the energy equation plays a secondary role in the solutions. The 
turbulent Prandtl number has been assumed equal to tPr   =0.9 .In a previous 
work the effect of the Smagorinsky constant, sC , had been investigated and 
it was observed that within the range, sC ∈  [0.1,0.17] it’s sensibility and 
effect on the struohal number and on the various bulk co-efficient was mild, 
therefore the value of  sC  = 0.1 was liberally chosen to run the simulations.  
 In this flow, the separation points are fixed by the geometry of the 
body. The flow separates when it is still laminar, it generates a shear flow 
just behind the upwind face and, afterward, it becomes unstable and 
turbulent. On the upper and lower walls there are recirculation regions and, 
for a square section of the cylinder, there is not a re-attachment of the flow.  
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As a consequence, this test case is particularly useful to check the 
behavior of the model in the treatment of the transition in shear flows and of 
the behavior of completely separated and turbulent wakes. Since the 
transition does not occur near the wall and there are not re-attachment 
points, this test is not suitable to evaluate the efficiency of the wall-law in 
describing those phenomena. 
At the inflow, the flow is supposed to be undisturbed. At the 
outflow, Steger -Warming  
conditions are used .  
In the simulations periodic boundary conditions were used in the z-
axis direction to reproduce the flow around an infinite cylinder.  
A uniform flow has been assumed as initial condition for the 
simulations. 
 
 
 
 
 
3.1.1 The Domain 
The dominion of the shear layer around the cylinder is evaluated 
arithmetically with the 
 karman - poulhausen approximation. it's in the un-compressible regime of 
fluid flow  given that M=0.1 < 0.3 .The  problem is  non-stationary and 
turbulent. The evaluation of the problem in analytical terms is possible only 
at low Reynolds numbers. 
 The square cylinder is of infinite length in z-axis direction though 
the domain is limited between -2 and +2 ,periodic boundary conditions are 
applied in the z-axis direction to guarantee the  3D hypothesis of resolution 
of the problem .The domain  used  is represented in Fig.1, together with the 
frame of reference. 
Fig  (1). 
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THE  DOMAIN 
 
 
 
 
 With reference to Fig.1,the domain dimensions are the following: 
5.4/ =DLi  , 5.9/0 =DL ,  15/ =DH x ,   7/ =DH y ,  4/ =DH z . 
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3.1.2  The Grids   
 The domains are identical to those employed in the other LES  
simulations [4].The computational domain in Fig.1 , is discretized by 
generating an unstructured grid made of tetrahedral elements (GR1) and a 
structured grid made of tetrahedral elements (GR2). 
     
 The two grids have a different resolution in order to test the 
influence of this parameter on the model . 
GR1:The un-structured grid has 98000 points ,the same used in other 
previous works, whose construction and detailed properties is  not of  our 
concern.   
GR2: The structured grid has 413000 points; the structured grid is 
much more refined around the body :with a cosine refinement in the x-axis 
direction ,and a hyperbolic tangent refinement along the y-axis ,close to the 
body the minimum width  in the x-axis direction is 0,0059  while  the 
minimum height in the  y-axis direction is  0,0058. such elementary bricks 
have a certain aspect-ratio , AR, as calculated here below. 
 AR = 0,125/0,0059 = 21,19 . 
The section z=0 of the first grid and z=0 of the second are reported 
in  Fig. 2(a), (b). It  was also conceded necessary a zoom in of GR2 to 
visualize better the space refinement around the body.   
Fig 2(a) .                                     
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GR1 
plane_cut
 
Fig 2(b) .                                     
GR2 
plane_cut
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Zoom of the GR2 grid 
 
 
plane_cut
 
 
 
 
3.2 The parameters 
 The parameters characterizing the different simulations and their 
values are summarized in Tab.1. 
 
 
 S11 S21 S12 S22 
γ  0,1 0,1 0,2 0,2 
δ  0.06 0,06 0,02 0,02 
CFL 10 10 & 20 10 10 & 50 
cells ----------- b.c. &m.c. b.c. &m.c. b.c.  
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legend 
     S11 >>  Old-numerics  GR1     
     S21 >>  New-numerics  GR1    
     S12 >>  Old-numerics  GR2   
S22 >>   New-numerics  GR2     b.c⇒   barth cells  m.c ⇒median cells  
 
Essentially the  major parameters are :γ ,δ  ,CFL ,types of cells; median 
or barth, Wall-law. Other parameters are not of interest.  
  γ  : is the numerical dissipation. 
  δ  : is the shear layer boundary . 
CFL: is the time to convergence pace . 
 
3.2.1. The construction of the cells 
  The  barth cells can be obtained in 3D as follows: to build the cell 
centred at node i, let us consider all the neighbouring nodes of i (j),  For 
each element containing the nodes i and j, the cell surface is given by the 
triangles connecting the middle of the edge joining these two vertexes, the 
surface centre of the faces of the element having this edge in common, and 
the  volume centre of the element. The surface centre of a given face is the 
centre of its circumscribed circle, if the face comprises only acute angles, 
otherwise it is the middle of its longest edge, and the  volume centre of an 
element is  the centre of its circumscribed sphere if the former is located 
inside the element, otherwise, it is the surface centre (among those of the 
four tetrahedron faces), which is closest to the centre of the circumscribed 
sphere.  
Although the BC can be built starting from a generic 
tetrahedrization, it is interesting to consider the case of a Cartesian mesh, 
thus, made of rectangle parallelepipeds (thereafter called bricks), which are 
cut in a particular way in tetrahedrons, following NG. This division splits 
each brick in six identical tetrahedra, each being the mirror image of its 
neighbours ( called also English flag division see Fig. 3(a)). Starting from 
such a tetrahedization, the BC cells are bricks, centred around the vertices's 
of the mesh, as can be seen in Fig.3(b), in which the trace of the division of 
an element into BC is shown. 
 In the medians method a finite-volume cell is constructed around 
each node ia of the triangulation, dividing in 4 sub-tetrahedra every 
tetrahedron having ia  as a vertex by means of the median planes. 
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Fig 3(a) & Fig 3(b) 
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3.2.2 Details on the choice of the values of such parameters 
 δ : The value of  the shear layer boundary is a function of Re, and 
the mainstream characteristics, it is independent of the refine of the grid 
used though it depends slightly on the type of scheme used. The value of δ  
was chosen as such, to force the ‘ y-plus’ value between 20 and 100 ,where ‘ 
y-plus’ is  
  µ
ρ τ yuy =+ ,  ρ
τ
τ
wu =  and   
0=∂
∂=
yw y
uµτ  δ
yy =+  
 Where ρ  is density , µ  is mechanical viscosity,  y the y-axis co-
ordinate 
 Re),,,,( wygu τρδ= , from the analytical formula of the function of the x-
axis component of the velocity in the boundary layer, here schematically 
represented, the values are determined. 
 An error in determining δ  leads to instability of the simulation as 
will be shown below, in the figure. 
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Plot of  Cl with 2 values of δ  : 0.002 ,0.02 . 
 
 γ : is another important parameter it was tuned down to the lowest 
value that guaranteed  stability of the simulation , thereby avoiding 
excessive damping. γ   depends wholly on the type of scheme used and 
independent of the physics of the problem it is a purely arithmetical factor. 
It is measured out by trial and error, till an adequate result is obtained .  
  
CFL: this value was taken from values used in previous studies .it is 
a constant . it is independent of the schemes used , grids physics of the 
problem and does not influence stability if chosen within a certain range, 
however different values of CFL determine simulation of flow of different 
fineness, for it acts as a filter in time discretization . 
 
 
 
 
 
 
 46
3.2.3   Further explications on the test-case and the parameters used 
 All simulations were carried out with explicit time advancing 
scheme. Approximate boundary conditions, based on the Reichardt wall-law 
[7] [10],are applied at the solid walls. The boundary treatment is controlled 
by the parameter δ which sets the distance from the wall at which slip 
conditions are imposed and at which the velocity function is arithmetically 
obtained. The velocity is assumed to vanish at the wall, starting by the value 
computed at the distance δ by following the Reichardt wall-law. 
 Appropriate values of the shear stress are obtained and used in the 
simulations. This law has the advantage of describing the velocity profile 
not only in the logarithmic region of a boundary layer but also in the 
laminar sub-layer and in the intermediate region. This type of wall treatment 
has been successfully used in other previous simulations of the same flow.  
 Finally, this approach allows the same boundary conditions to be 
used for the LES Smagorinsky model. At the inflow, the flow is assumed to 
be undisturbed and the Steger-Warming [13] conditions are applied. 
Boundary conditions based on the Steger-Warming decomposition are used 
at the outflow as well. On the other surfaces (y = ± yH , z = ± zH ) slip 
conditions are imposed. 
  Following the LES  work in [4], the numerical parameter γ, which 
controls the amount of numerical viscosity introduced in the simulation, has 
been set equal to 0.1 for GR1 and 0.2 for GR2, in order to obtain stable 
simulations. 
 The simulations have been implicitly advanced in time, with a 
maximum CFL number in the range from 10 to 20. In a previous work [4], it  
was shown that no significant information is lost in time provided that 
CFL≤25. 
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3.3 Description of the physics of Phenomenon 
Given the geometry of the cylinder, it has forced separation and the 
Reynolds value at which it occurs is independent of the superficial 
roughness. at higher Reynolds 2 attached eddies occur, which get bigger as 
Reynolds increases till they detach all at a sudden developing an unstable 
wake of 2 rows of vortices in the longitudinal direction, called Kármán 
vortex. Such vortices at higher Reynolds eventually stabilize in an 
alternative and periodical mode of vortex shedding, all vortices on one row 
have the same wise of rotation, those on the other the opposite, they 
stabilize at a fixed distance between rows an a fixed distance between 
vortices of the same row. Its frequency, n, is usually specified in terms of 
the non-dimensional parameter, Strouhal ,(St).                                                                                 
                    
0U
ndSt =   d is the width while 0U is the upstream Velocity 
   Further increase in Reynolds causes a breakdown in regularity leading to 
instability producing ultimately a turbulent wake. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 48
Chapter Four 
 
Results and Discussions  
 
4.1    Introduction 
 Runs were carried out on our test case and all variables were 
obtained in a-dimensionalized forms in ; these variables are the bulk 
coefficients ;Lift  coefficients , lC   , Drag coefficients , dC , pressure 
coefficients , pC . While the others were simply the a-dimensionalized  
forms of the fluido-meccanical and termodynamical variables of state , such 
as density, the velocities in the 3 directions , and pressure, and the  Strouhal 
number. It was mentioned in chapter 2 how these values of state were 
combined in the AERO variables and output . 
The Strouhal number 
∞
=
U
fDSt . 
 Were f is the frequency between the vorticies. 
The bulk coefficients are hereby defined as follows. 
z
l DhU
LC 2
2
∞∞
= ρ    , zd DhU
DrC 2
2
∞∞
= ρ  , 2
)(2
∞∞
∞−=
U
ppC p ρ . 
Were L is the lift force, Dr the drag force, p pressure and while 
values with the ∞  pedix  are the upstream values of the various variables of 
state. The other values are the geometrical dimensions as treated in chapter 
3.  
 The aim of these simulation was to value the appreciable difference 
between the results of the older scheme V6L and the newer V6NL. And 
value out the minimum value ofγ needed for stability, without significantly 
damping the solutions, a major problem in exceeding in γ  . 
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4.2      The Simulations   
 
4.2.1 Results of the simulations in statistical terms                  
Three simulations of flow on our test-case have been carried out . 
The combinations were: 
 
S12: Old-numerics Structured grid;        with barth-cells and median-cells  
S21: New-numerics Un-Structured grid; with barth-cells and median-cells  
S22 :New-numerics Structured grid;       with barth-cells  
       
   The various values of the parameters were fixed to secure 
convergence. At the very beginning of these simulations higher values ofγ , 
than those declared ,were used to surmount the problem of the pressure 
wave due to the impulsive start, which gave rash variations in density 
values, this is due to the means with which the schemes treat the 
compressibility of the fluid in the presence of the pressure wave  . with the 
transient period passed ,the reasonable values of γ  were re-established: the 
different nature of the 2 schemes brought about 2 different values of γ  
needed for convergence, this is most likely due to the different approach of 
the 2 schemes in formulating the convective fluxes, which give rise to 
different inherent dissipation.  To guarantee a smoother convergence some 
supplimentary routines were added to locally re-allocate the value of γ  in 
certain regions  with certain conditions and criteria and at certain times, they 
were applied in series. Further explications on such routines are not of 
interest, but we can add that they .  
  Post-processing was then carried out on such datae . The Post-
processing analysis was divided in two parts: One  the time average and 
other statistical values of the fluid-dynamics coefficients ,such as dl CC , , 
e.t.c , from the time-plot function of  such variables. The other determined 
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values ,characterizing the state of turbulence of flow ,such as recyculation 
length, derived from datae on the velocity fields. Such values will be 
dressed on substainceously in details onwards. All mean quantities are 
averaged in time over at least 8 vortex shedding cycles and in the 
homogeneous span-wise direction. It was verified that in all cases the 
samples used was sufficient to obtain good statistical accuracy . 
 Here follows details on the various simulations: 
 
 The  S12 Simulations : 
 This simulation was carried out with 2 types of cells; barth and 
medians ,and evolved for 32 thousand iterative times,130 a-dimensional 
times, to guarantee e 15 stable shedding cycles ,in the case of simulation 
with barth cells, in the other we did the same.  
 Between 0 and 11 thousand  iterative times we were in full transient 
period regarding the  barth cells ,while the median cells reached stability 
after 8 thousand  iterative times . The post-processing values were thus 
evaluated from these points onwards. 
 Here are the plots of  time functions and a comparison of the 2 
results obtained with the 2 types of cells.  
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Cd with Median cells 
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Cl with Barth cells 
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Cl with Median cells 
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Comparison 
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 As shown in this last graph there is a lot of difference in the use of 
the 2 cells: This is principally  due to the poor property of the grid, and  
secondarily due to the different capacity of the 2 types of cells in dealing 
with grids with over stretched bricks.     
 
Median Results 
 
Simulation γ  C.F.L. Cells  Strouhal 
dC  dC ′  lC ′  
0,2 10 b.c. 0,1294 2,2212 0,116 1,1736 S12 
0,2 10 m.c. 0,1352 2,4336 0,1285 1,362 
 
 
Characteristics of the state of turbulence 
 
Simulation γ  C.F.L. Cells Length of the ricycle bubble 
0,2 10 b.c. 1,281 S12 
0,2 10 m.c. 1,097 
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The S21 Simulations : 
 This simulation was carried out with 2 types of cells; barth and 
medians ,and 2 values of CFL , the combinations were : b.c. CFL 10 , m.c. 
CFL 10, m.c. CFL 20 .the combination, b.c. CFL 20  was not necessary, few 
iterative times were evolved, to guarantee just 8 stable shedding cycles ,in 
these cases of simulations, in the first we had to proceed up to 15  thousand 
iterative times to convergence and to  guarantee the  stable cycles  needed, 
in the second case we needed only 10 thousand iterative  times to  converg 
to a stable solution and to secure a wide margin for post-processing 
evaluation. The simulation with the higher value of CFL  needed less  
iterative times given that it proceeded in the evaluation with a wider pace; it 
was stopped just after 8  thousand iterative times. 
 In these cases the transient was over after 6  thousand iterative times 
an post-processing was carried out there onwards. 
 Here are the plots of  time functions and a comparison of the 2 
results obtained with the 2 types of cells. 
 Only the CFL 10 simulations are shown. 
 
Cd with Barth cells 
 
-2.5
-2
-1.5
-1
-0.5
 0
 0  2000  4000  6000  8000  10000
’lift_tot_bc.data’ u 1:3
 
 
 
 55
Cd with Median cells 
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Cl with Barth cells 
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Cl with Median cells 
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 As can be seen on the graph ,there are little and insignificant 
differences between simulations run with the 2 cells . This is principally  
due to the good property of the grid, and the capacity of the new scheme to 
utilize the adequately the 2 cells. 
 
 
Median Results 
 
 
Simulation γ  C.F.L. Cells  Strouhal
dC  dC ′  lC ′  
0,1 10 b.c. 0,1365 1,82 0,06 0,6535 
0,1 10 m.c. 0,1325 1,8876 0,0752 0,8146 
S21 
0,1 20 m.c. 0,1316 1,85 0,0659 0,7749 
 
 
Characteristics of the state of turbulence 
 
Simulation γ  C.F.L. Cells Length of the ricycle bubble 
0,1 10 b.c. 1,843 
0,1 10 m.c. 1,661 
S21 
0,1 20 m.c. 1,715 
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The S22 Simulations : 
 This simulation was carried out only with barth cells ,and CFL  10 a 
further simulation with CFL 50 was run only to verify the occurance of 
instability at such high values of CFL . 
  Given the nature of the grid it took a lot of iterative time to converg 
and stabilize; to be precise 15 thousand iterative times to convergence, for 
adequate margin post-processing was taken on values of the velocity field 
from 22  thousand  iterative times to 50  thousand iterative  times, 
containing 17 stable shedding cycles. 
 Here are the time functions of the 2 bulk coefficients: with only the 
simulation using CFL equals 10.   
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Cl with Barth cells 
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Median Results 
 
Simulation γ  C.F.L. Cells  Strouhal 
dC  dC ′  lC ′  
0,2 10 b.c. 0,141 2,3288 0,0909 1,1749 S22 
0,2 50 b.c. 0,1455 2,2669 0,0748 1,1036 
 
 
Characteristics of the state of turbulence 
 
 
Simulation γ  C.F.L. Cells Length of the ricycle bubble 
0,2 10 b.c. 1,288 S22 
0,2 50 m.c. 1,334 
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4.2.1.1  Summary 
 
 Summarizing  in a single table to give a better view in such a layout. 
With reference to experimental results and to previous works as in S11 
using only simulations with C.F.L. value equals to 10 . we have. 
 
 
 
Simulations Grids Cells Scheme γ  
dC  lC ′  dC ′  rl  
S1:-S11 GR1* m.c V6L 0,05 1,89 0.84  1,41 
S2:-S12 GR2 m.c V6L 0.2 2,43 1,36 0,129 1,1 
S3:-S12 GR2 b.c V6L 0,2 2,22 1,17 0,116 1,28 
S4:-S21 GR1 m.c V6NL 0,1 1,89 0,81 0,075 1,66 
S5:-S21 GR1 b.c V6NL 0,1 1,82 0,65 0,06 1,84 
S6:-S22 GR2 b.c V6NL 0,2 2,33 1,17 0,091 1,29 
Exp Lyn 21 ------  1,4 
Exp Bearman & Obasaju
 
2,28 1,2  1,385
                                                                        rl  Length of the ricycle bubble 
 
 
4.2.2  Discussions on such results 
 
4.2.2.1  Effect of the numerical dissipation γ     
  The V6NL scheme necessitates higher values of γ  to stabilize the 
simulation, the general behavior and pattern of the results are preserved 
though damped, leading to a poorer definition of the state of flow in space, 
leaving however the time averaged variables unaltered. As demonstrated in 
previous works the value of γ  does not  greatly alter the results of the 
simulation as long as γ  less than one. 
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4.2.2.2  Effect of the type of grid 
 The new scheme gives better results not only on less refined grid, but 
also permits the use of Structured grids with great profit, though these grid 
don’t satisfy the natural complexity of the phenomenon, redistributing 
unevenly where necessary the points of the grid ,and thereby soiling the 
results considerably adding drag not of natural origin, though the presence 
of a major number of point permits a better approximation of the 
characteristics of the state of turbulence of the flow.  
 It is of great importance to add that the GR1, un-structured grid of 
the S11 Simulations is different from that of our S21 Simulations, this 
makes it difficult to compare the 2 Simulations. However  we can deduce 
that the refinement and architecture of the grid is of vital importance 
 
4.2.2.3  Effect of the type of  Cells 
 This new scheme is in particular indicated with the use of barth cells, 
which are of great convenience in grids with highly stretched bricks. We 
have appreciable improvements both in the  median and standard deviation 
results.            
 
4.2.2.4  Qualitative Differences in the results of the 2 scheme 
 There are not much significant differences in the median values but 
as evidenced by the values of the standard deviation of the bulk coefficients, 
it shows that the overall qualitative time-functions of the variables are much 
more realistic, due to the new formulating the convective fluxes . In this 
report only one case of the previous work is shown , which is further more 
the best output of the previous work, and the simulation here cited was 
however carried out on a different and more refined grid, the other cases 
were definitely worse. This shows that this new scheme needs a less refined 
grid. Unfortunately it doesn’t satisfy adequately the prediction on rl due to 
higher value of γ . 
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4.3 The Velocity profiles  
 
4.3.1 The figures of the  profiles 
         Thus follows the profiles of the velocities for each simulation 
undertaken ,in various sections . 
The distance is taken  with respect to a cartesian  axis centered in the 
center of gravity of the bluff body. 
 All variables taken in account are adimentionalized  as follows ; 
x=X/h where h is the cross section diameter of square cylinder =D, u=
∞U
U x  
where ∞U  is the upstream velocity. 
 
 
 
   Legend 
 
S12:-S3   GR2_V6L_BC_CFL10 Dark Blue 
S12:-S2   GR2_V6L_MC_CFL10 Light  Blue 
S22:-S6   GR2_V6NL_BC_CFL10 Red 
S21:-S5   GR1_V6NL_BC_CFL10 Dark Green 
S21:-S4   GR1_V6NL_BC_CFL10 Light Green 
S21:---   GR1_V6NL_BC_CFL20 Violet 
 
  The black line is traced from experimental results. 
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Profile along the x-axis in plane section y=0 
 
 
 
 
This graph shows the variation of the x-axis component of the 
velocity vector in the streamwise direction along the center line. At the 
downstream the x-axis component of the velocity vector should tend to 
unity; but this does not happen in experimental case for measurement error 
neither in the simulations due to analytic and algorithmic errors.     
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Profile across the x-axis in plane section x=0 
 
 
This graph shows the variation of the x-axis component of the 
velocity vector across the direction of the mainstream flow at the mid-
section of the bluff body . The various profiles  should tend to one but the 
experimental profile does not due to errors induced  by problems of 
blockage due to the presence of the walls of the wind tunnel. 
 An analogous explanation can be given to the error in the numerical 
simulations , for the limited span in cross stream direction limits the 
possibility to simulate a 2D flow thereby tainting the solution.    
 The  results in the boundary layer are not shown, and the numerical 
results close to it are not reliable due to the poor interaction between the 
analytical solution  imposed in the boundary layer and the numerical 
resolution.   
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Profile across the x-axis in plane section x=0.25D  
 
 
This graph shows the variation of the x-axis component of the 
velocity vector across the direction of the mainstream flow at a plane a 
quarter of the diameter aft   the mid-section of the bluff body ,downstream . 
The various profiles  should tend to one but the experimental profile does 
not due to errors induced  by problems, as mentioned previously . 
 An analogous explanation can be given to the error in the numerical 
simulations , for the limited span in cross stream direction limits the 
possibility to simulate a 2D flow thereby tainting the solution. 
The  results in the boundary layer are not shown, and the numerical 
results close to it are not reliable due to the poor interaction between the 
analytical solution  imposed in the boundary layer and the numerical 
resolution. 
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Profile across the x-axis in plane section x=0.5D 
 
 
This graph shows the variation of the x-axis component of the 
velocity vector across the direction of the mainstream flow at a plane  back-
section of the bluff body ,downstream . The various profiles  should tend to 
one but the experimental profile does not due to errors induced  by 
problems, as mentioned previously . 
 An analogous explanation can be given to the error in the numerical 
simulations , for the limited span in cross stream direction limits the 
possibility to simulate a 2D flow thereby tainting the solution. 
The  results in the boundary layer are not shown, and the numerical 
results close to it are not reliable due to the poor interaction between the 
analytical solution  imposed in the boundary layer and the numerical 
resolution. Obviously the no-slip boundary conditions presume a nil value 
of the velocity on the body. 
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Profile across the x-axis in plane section x=D 
 
 
This graph shows the variation of the x-axis component of the 
velocity vector across the direction of the mainstream flow at a plane half 
the diameter of the cylinder , aft  the back-section of the bluff body 
,downstream in the wake of the field .  The various profiles  should tend to 
one but the experimental profile does not due to errors induced  by 
problems, as mentioned previously . 
 An analogous explanation can be given to the error in the numerical 
simulations , for the limited span in cross stream direction limits the 
possibility to simulate a 2D flow thereby soiling the solution. 
 The high viscosity intensity falsifies greatly the simulations of the 
flow and consequently the evaluation of the variables in the field  just after 
the body, in the wake.     
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4.3.2  Discussions on such profiles 
 
4.3.2.1    Considerations on the Profile along the x-axis in plane section 
y=0: 
  As evidenced by the graph the newer scheme simulates better the 
flow, except the case in which we used the GR2 grid, due to the  structural 
nature of the grid and the presence of over-stretched  bricks, however they 
all converge uniformly downstream to the same value, more or less.  
 
4.3.2.2     Considerations on the Profile across the x-axis in plane section 
x=0, 0.25:  
As evidenced by the graph the newer scheme reproduces faithfully 
the velocity profile at points farther from the body, much better than the 
V6L scheme. 
But the higher value of γ  used costs us a much damped response at points 
just a diameter away from the center line, in the shear layer.  
The barth cells make little differences in the cases with the grid GR1, 
and much more in the cases with the grid GR2. The new scheme uses better 
the barth cells as seen in the difference between the red and blue line. 
 
4.3.2.3     Considerations on the Profile across the x-axis in plane section 
x=0,5: 
In this case the presence of the wake and boundary conditions 
complicates a lot the situation and most of the advantages of the new 
scheme are lost due to the high numerical dispersion it costs us. 
However , roughly the same comments can be attributed in this case 
as before, though with much less profit.   
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 4.3.2.4    Considerations on the Profile across the x-axis in plane section 
x=1: 
In this case we are wholly in the wake of the body and as mention 
previously, The high viscosity intensity falsifies greatly the simulations of 
the flow and consequently the evaluation of the variables in the field  just 
after the body, so no simulation is quite adequate in toto . in this situation 
the grid GR2 responds woefully but the barth cells tend to regain and re-
adjust the pattern of the profile. 
A note on the simulation with CFL20; this simulation is the best 
fitting, thanks to the higher time to convergence pace, which cuts-off a lot of 
the contribution of the  instability present in this region of the field.         
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Conclusion 
 
 This work was carried out for the simplicity of the case, the 
abundant presence in scientific literature of works similar, ideal for 
comparison and the possibility of extending the results to cases of 
engineering interest. Given the results of the work done, various conclusions 
can be extrapolated. 
 
Consideration on the type of grid: 
 The use of 2 grids of various nature threw a lot  of light on the 
importance of this factor in the simulation of a flow. The use of grids with a 
lot of nods is quite useful in determining the characteristics of flow in terms 
of variables of state but it is also important to distribute the nodes unevenly, 
spreading more points in regions of presumed higher vorticity density and 
major turbulence, if not gross variables like the bulk coefficients are poorly 
predicted. 
 Also the criteria in constructing such grids count, structured grids do 
not take into account the physics of the phenomenon, and consequently the 
inadequate architecture tends to soil the simulation adding contribution to 
the evaluation of the state of flow, which have no physical origin, 
thereby largely contaminating the results of the simulations, though the 
evaluation of the velocity is less disturbed because, less influenced by the 
law of the distribution of the nodes, this brings about a more faithful 
prediction of the velocity profiles. 
 Structured grids have the advantage of being easy to construct and 
facilitate partitioning and subdivision as well as the possibility of 
implementing linear manipulations to rescale or re-dimension the grid to 
suite any dominion affine to the original one. 
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 We can thus conclude that to obtain better  results one could make 
use of  hybrid grids, which are in  part structured and the remainder 
unstructured. These grids are un-structured in regions where we presume to 
have higher vorticity density and major turbulence, thereby taking into 
account the physics of the case, and structured elsewhere to close up the 
domain giving the grid a structure easier to manipulate and permitting the 
possibility of filling up the dominion with as much points as possible. 
Unfortunately these grids are difficult to create and we did not attempt to 
make them let alone implement them.   
 
 
Consideration on the type of cells: 
 This study has evidenced the utility of the barth cells in the 
numerical evaluation of the variables of flow, because these cells represents 
better the convective fluxes between highly stretched bricks, which are 
unavoidable in the construction of adequate grids. 
 Given that the newer scheme makes a better use of this cells it is 
highly recommended the use of this scheme.    
 
 
  
Consideration on the value of the numerical dissipation: 
 Unfortunately this scheme urges a higher value of  numerical 
dissipation, this damps considerably the results in the variables of the flow, 
a further study on how to tune better this parameter to a lower value could 
be appropriate, this was not however carried out, because it would have 
most probably cost us a lot of human time, anyway it is possible to 
implement secondary routines that control the value of  γ  , as we did . A 
much more refined routine than the one we used could be developed to 
surmount this problem. 
 The schemes, which as it is known acts as a filter in space frequency 
due to the space discretaization; the newer scheme has a different 
discretaization with respect to the older one and this is the cause of the 
different value of γ , this is however tolerable  .      
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