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This paper deals with a chemotaxis–haptotaxis model of cancer invasion of tissue, initially
proposed by Chaplain and Lolas. The model consists of three reaction–diffusion–taxis
partial differential equations describing interactions between cancer cells, matrix degrading
enzymes, and the host tissue. The equation for cell density includes two bounded nonlinear
density-dependent chemotactic and haptotactic sensitivity functions. In the presence of
logistic damping, we prove the global existence of a unique classical solution to this model
by some delicate a priori estimate techniques.
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1. Introduction
Cancer invasion involves the degradation of the surrounding tissue or extracellular matrix (ECM), which is degraded
by matrix degrading enzymes (MDEs) produced by cancer cells. The degradation creates spatial gradients which direct the
migration of invasive cells by a mechanism termed haptotaxis (cellular locomotion biased towards a concentration gradients
of the non-diffusible adhesive molecules within ECM). In addition to random diffusion and haptotactic movement, the
migration of cancer cells is biased towards a gradient of the diffusible MDEs, which is referred to as chemotaxis. Chaplain
and Lolas [7] proposed a PDE model of cancer invasion of tissue, which considers the competition between the following
several biological mechanisms: random diffusion, chemotaxis, haptotaxis and logistic growth.
Actually, cancer invasion is a very complex process which involves many various biological mechanisms. A variety of
mathematical models have been developed for various aspects of cancer invasion, and various attempts to give more biolog-
ically relevant models have been made by different people. Gatenby and Gawlinski [12] used a reaction–diffusion population
competition model to examine how the tumor invades the surrounding normal tissue or ECM. They suggested that tumor
cells produce lactic acid toxic to normal tissue, and the high acidity leads to the death of the normal tissue, which creates
space for tumor cells to proliferate and invade into the surrounding tissue [3,12]. In contrast to the acid-invasion mecha-
nism, Perumpanani and Byrne [31] suggested that ECM degradation by proteases and the haptotactic movement of tumor
cells are two other mechanisms for invasion. They assumed that the protease production is proportional to the product of
the tumor cell density and the collagen gel concentration, and they found that ECM heterogeneity affects invasion. Chaplain
and Anderson [6] also proposed a haptotaxis model to describe the interactions between the tumor and the surrounding
tissue. They made assumptions that the tumor cells produce MDEs to degrade the ECM; the degradation gives rise to the
haptotactic movement of the tumor cells. Later on, Chaplain and Lolas [7] extended the model [6] to a new one in which the
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Lachowicz [23,24] constructed some microscopic models for tumor invasion and established the relationship between the
microscopic model [24] and the macroscopic model [6]. Recently, Gerisch and Chaplain [13] developed a novel non-local
model which incorporates cell–cell adhesion and cell–matrix adhesion, playing important roles in the tumor invasion pro-
cess. Very recently, Szyman´ska et al. [34] proposed a non-local model which focuses on the role of non-local kinetic terms
modeling competition for space and degradation; Szyman´ska et al. [35] also discussed the inﬂuence of heat shock proteins
on cancer invasion of tissue.
The qualitative analyses of various models of cancer invasion are mathematically interesting. Walker and Webb [43]
examined the issues of global existence and uniqueness for Chaplain and Anderson’s model [6]. Walker [42] also established
the global existence of solutions to an age and spatially structured haptotaxis model, which can be regarded as an extension
of the Chaplain and Anderson’s model [6]. Marciniak-Czochra and Ptashnyk recently [28] proved the uniform boundedness of
solutions to the haptotaxis model [6]. Szyman´ska et al. [34] studied the global existence and uniqueness of solutions to their
non-local model. Very recently, by reﬁning their techniques previously developed in [26], Lit¸canu and Morales-Rodrigo [27]
established the asymptotic behavior of solutions to Perumpanani and Byrne’s model [31]. Paper [27], as far as we know, is
the ﬁrst attempt to analytically discuss the asymptotic behavior of solutions for cancer invasion models.
We should note that the cancer invasion models in [6,13,24,31,34,35] are haptotaxis-only models. However, Chaplain and
Lolas’ model [7] is a 3 × 3 parabolic-ODE-parabolic chemotaxis–haptotaxis system. The global existence and uniqueness of
classical solutions to this model has been proved for any μ 0 (where μ is the logistic growth rate of cancer cells) in one
space dimension (see [38]), for any μ > 0 in two space dimensions (see [36]) and for large μ in three space dimensions
(see [38]). Recently, in addition to global existence and uniqueness, the uniform-in-time boundedness of solutions to a sim-
pliﬁed 3 × 3 parabolic-ODE-elliptic chemotaxis–haptotaxis system has been proved for any μ > 0 in two space dimensions
and for large μ in three space dimensions (see [39]). We should note that the global existence is still open for small μ > 0
in three space dimensions for the parabolic-ODE-parabolic chemotaxis–haptotaxis system and the parabolic-ODE-elliptic
chemotaxis–haptotaxis system. When μ = 0, the solution of Chaplain and Lolas’ model can blow up in ﬁnite time (see [38,
Section 6]). However, it is obvious that the blow-up of cancer cell density in ﬁnite time is biologically irrelevant. Hence, we
need to deal with the following problem: how to reasonably modify the Chaplain and Lolas’ model [7] to obtain the global
existence, which is the concern of the present paper.
The above-mentioned 3 × 3 chemotaxis–haptotaxis model of cancer invasion can be regarded as an extension of the
classical Keller and Segel (KS) 2 × 2 chemotaxis model, which may be ﬁrst proposed in 1970 by Keller and Segel [21]. The
interesting feature of KS type models is the possibility of blow-up of solutions in ﬁnite time, which strongly depends on the
space dimension and the initial mass (see [4,8–10,15,18–20,29,30,32], for instance). However, some recent studies show that
the volume-ﬁlling or prevention of overcrowding (see [5,16,17,45]), the nonlinear diffusion (see [9,22,33]), and the logistic
damping (see [36,38–41,44]) may prevent the blow-up of solutions. We should also point out that the mathematical analysis
of the 3× 3 chemotaxis–haptotaxis model differs from that of the 2× 2 chemotaxis model due to some technique reasons
(see [39, Section 1]).
This paper extends Chaplain and Lolas’ model to a new one with nonlinear density-dependent chemotaxis and haptotaxis,
and we study the global existence and boundedness of solutions to this newly extended model.
This paper is organized into ﬁve sections. Section 2 presents the model. Section 3 proves the local existence and unique-
ness of solutions. Section 4 completes the proof of global existence. Finally, Section 5 shows the boundedness of solutions
to a chemotaxis–haptotaxis model with volume-ﬁlling.
2. Mathematical model
The mathematical model of cancer invasion is involved in the following three physical variables: cancer cell density
c(x, t), ECM density v(x, t), and MDE concentration u(x, t).
The migration of cancer cells is assumed to be governed by random motion, chemotaxis and haptotaxis. In the absence
of any ECM, cancer cell proliferation is assumed to be typically logistic. The presence of ECM leads to competition for space
between the cancer cells and the ECM. Hence, the equation describing the evolution of cancer cell density reads (see [7])
∂c
∂t
= Dcc︸ ︷︷ ︸
random motion
−∇ · (V1(c)∇u)︸ ︷︷ ︸
chemotaxis
−∇ · (V2(c)∇v)︸ ︷︷ ︸
haptotaxis
+μc(1− c − v)︸ ︷︷ ︸
proliferation
, (2.1)
where Dc is the random diffusion coeﬃcient; V1(c) and V2(c) are the density-dependent chemotactic and haptotactic
sensitivity functions, respectively; and μ is the logistic proliferation rate of the cells.
Since ECM is “static,” we neglect any diffusion and focus solely on its degradation by MDEs upon contact; for simplicity,
we assume that no remodeling of the ECM takes place, as assumed in [35,38,39,43]. Hence, the equation modeling the
proteolysis of ECM is therefore given by (see [7])
∂v
∂t
= − δuv︸︷︷︸
proteolysis
, (2.2)
where δ > 0 is a rate parameter of degradation.
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equation for MDE concentration is (see [7])
∂u
∂t
= Duu︸ ︷︷ ︸
diffusion
+ αc︸︷︷︸
production
− βu︸︷︷︸
decay
, (2.3)
where Du , α, and β are assumed to be positive constants.
Throughout this paper we will assume that
Vi(c) ∈ C1
([0,+∞)), Vi(c) 0, Vi(0) = 0, and V ′i (c) is Lipschitz continuous, (2.4)
where i = 1,2. Here we should note that it is necessary for the global existence of C2-smooth solutions of Eqs. (2.1)–(2.3)
to assume that V ′1(c) and V ′2(c) are Lipschitz continuous (see [37, Remark 2.1]).
In Chaplain and Lolas’ original model [7], it is assumed that V1(c) = χc and V2(c) = ξc (χ , ξ > 0 are some constants).
For this choice of V1(c) and V2(c), although the assumption (2.4) is satisﬁed, the solution of the model may blow up in
ﬁnite time as afore-mentioned. However, the blow-up of cancer density in ﬁnite time is biologically irrelevant. Hence, we
would like to slightly modify the choice of V1(c) and V2(c) such that the modiﬁed model has a unique global solution,
which excludes the possibility of a blow-up in ﬁnite time. To this end, in addition to the assumption (2.4), we will assume
that
V1(c) and V2(c) are bounded for any c  0. (2.5)
For example, we may take V1(c) = χc1+ε1c and V2(c) =
ξc
1+ε2c (ε1, ε2 > 0 are small constants; see [17, M3b], for instance).
Clearly V1(c) → χc as ε1 → 0 and V2(c) → ξc as ε2 → 0. For this choice of V1(c) and V2(c), the assumptions (2.4) and (2.5)
are both satisﬁed. Another choice of V1(c) and V2(c) satisfying (2.5) is that V1(c) ≡ 0 and V2(c) ≡ 0 for c  cm , which has
a clear biologically relevant interpretation: the cancer cells stop to accumulate at a given point of the tumor tissue after
their density attains a maximal density cm . A similar assumption for a prey-taxis sensitivity function was made in [1].
However, for typical volume-ﬁlling chemotactic–haptotactic functions V1(c) = χc(1 − c/γ ) and V2(c) = ξc(1 − c/γ )
(γ  1 denotes the maximal cell density; see [17, M3a]), the assumption (2.5) is not satisﬁed. However, these speciﬁc forms
of V1(c) and V2(c) will be in favor of the proofs of global existence and boundedness of solutions to the model (see
Section 5 below).
Eqs. (2.1)–(2.3) are considered on some bounded domain Ω ⊂ R3 with boundary ∂Ω . To close the system of equations,
we need to impose boundary and initial conditions.
Boundary conditions: Guided by the in vitro experimental protocol in which invasion takes place within an isolated
system [31], we assume that there is no-ﬂux of cancer cells or MDEs across the boundary of the domain
−Dc ∂c
∂ν
+ V1(c) ∂u
∂ν
+ V2(c) ∂v
∂ν
= 0 on ∂Ω × (0,∞), (2.6)
∂u
∂ν
= 0 on ∂Ω × (0,∞), (2.7)
where ν is the outward normal vector to ∂Ω .
Initial conditions: We prescribe the initial data
c(x,0) = c0(x), v(x,0) = v0(x), u(x,0) = u0(x), x ∈ Ω. (2.8)
For any 0 < T < ∞ we set
ΩT = Ω × {0 < t < T }, ∂ΩT = ∂Ω × {0 < t < T }.
To simplify the formulae, throughout this paper we suppose that
Dc = δ = Du = α = β = 1. (2.9)
However, we will keep the key model parameter μ, since our result on global existence will depend on the presence of
logistic damping.
Throughout this paper we assume that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
c0(x) 0, 0 v0(x) 1, u0(x) 0,
∂Ω ∈ C2+σ , 0 < σ < 1,
c0(x), v0(x),u0(x) ∈ C2+σ (Ω),
∂c0(x)
∂ν
= ∂v0(x)
∂ν
= ∂u0(x)
∂ν
= 0 on ∂Ω.
(2.10)
Note that Eq. (2.2) can be rewritten as
v = v0(x)e−
∫ t
0 u(x,s)ds
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∇v = e−
∫ t
0 u(x,s)ds∇v0 − v0(x)e−
∫ t
0 u(x,s)ds
t∫
0
∇u ds.
This, along with (2.7) and ∂v0(x)
∂ν = 0 on ∂Ω in (2.10), yields
∂v
∂ν
= 0 on ∂ΩT . (2.11)
We then conclude from (2.6), (2.7), and (2.11) that
∂c
∂ν
= 0 on ∂ΩT . (2.12)
3. Local existence and uniqueness
Using the assumptions (2.9) and the boundary conditions (2.11) and (2.12), the problem (2.1)–(2.3) and (2.6)–(2.8) takes
the following form:
ct = c − ∇ ·
(
V1(c)∇u
)− ∇ · (V2(c)∇v)+ μc(1− c − v) in ΩT , (3.1)
vt = −uv in ΩT , (3.2)
ut = u + c − u in ΩT , (3.3)
∂c
∂ν
= ∂v
∂ν
= ∂u
∂ν
= 0 on ∂ΩT , (3.4)
c(x,0) = c0(x), v(x,0) = v0(x), u(x,0) = u0(x) in Ω. (3.5)
For notations’ convenience, in what follows we denote various constants which are independent of T by A0, whereas we
denote various constants which depend on T by A.
In the following, under the assumptions (2.4) and (2.10), we shall prove that the system (3.1)–(3.5) has a unique local
(in time) smooth solution for any μ 0. Although the proof is basically similar to that in [38], we now need to deal with
the nonlinearity of V1(c) and V2(c). Hence, for completeness, we present it.
Theorem 3.1. For any μ 0, under the assumptions (2.4) and (2.10), there exists a unique solution (c, v,u) ∈ (C2+σ ,1+σ/2(ΩT ))3 of
the system (3.1)–(3.5) for some small T > 0 which depends on ‖(c0(x), v0(x),u0(x))‖C2+σ (Ω) .
Proof. We shall prove the local existence by a ﬁxed point argument. We introduce the Banach space X of function c with
norm
‖c‖X = ‖c‖C1+σ ,σ/2(ΩT ) (0 < T < 1)
and a subset
XM =
{
c ∈ X: ‖c‖C1+σ ,σ/2(ΩT )  M
}
,
where
M := ∥∥c0(x)∥∥C2+σ (Ω) + ∥∥v0(x)∥∥C2+σ (Ω) + ∥∥u0(x)∥∥C2+σ (Ω) + 1.
Given any c ∈ XM , we deﬁne a corresponding function c˜ = F c, where c˜, together with u and v , satisﬁes the following
system:
ut − u + u = c in ΩT , (3.6)
∂u
∂ν
= 0 on ∂ΩT , (3.7)
u(x,0) = u0(x) in Ω, (3.8)
v = v0(x)e−
∫ t
0 u(x,s)ds in ΩT , (3.9)
c˜t − c˜ − μ(1− c − v)c˜ = f (c,u, v) in ΩT , (3.10)
∂ c˜
∂ν
= 0 on ∂ΩT , (3.11)
c˜(x,0) = c0(x) in Ω, (3.12)
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f (c,u, v) := −∇ · (V1(c)∇u)− ∇ · (V2(c)∇v)
= −V1(c)u − V2(c)v −
(
V ′1(c)∇u + V ′2(c)∇v
) · ∇c. (3.13)
We ﬁrst consider the linear parabolic problem (3.6)–(3.8). By c ∈ XM , 0 < T < 1, (2.10), the maximum principle, and the
Schauder theory (see [25], for instance), the problem (3.6)–(3.8) has a unique solution u satisfying
‖u‖C2+σ ,1+σ/2(ΩT )  A0
(‖u‖C0(ΩT ) + ‖u0‖C2+σ (Ω) + ‖c‖Cσ ,σ/2(ΩT ))
 A0
(‖u0‖C0(Ω) + A0T‖c‖C0(ΩT ) + ‖u0‖C2+σ (Ω) + ‖c‖Cσ ,σ/2(ΩT ))
 A0M. (3.14)
We easily derive from (3.9) that
∇v = e−
∫ t
0 u(x,s)ds∇v0 − v0(x)e−
∫ t
0 u(x,s)ds
t∫
0
∇u ds, (3.15)
v = e−
∫ t
0 u(x,s)dsv0 − 2e−
∫ t
0 u(x,s)ds
t∫
0
∇u · ∇v0 ds + v0(x)e−
∫ t
0 u(x,s)ds
( t∫
0
∇u ds
)2
− v0(x)e−
∫ t
0 u(x,s)ds
t∫
0
u ds. (3.16)
Using v0(x) ∈ C2+σ (Ω), (3.14), and 0 < T < 1, we obtain from (3.9), (3.15), and (3.16) that
‖v‖C2+σ ,1+σ/2(ΩT )  A0M. (3.17)
We now turn to the linear parabolic problem (3.10)–(3.12). Using c ∈ XM , (3.13), (3.14), and (3.17) and noting V ′1(c) and
V ′2(c) are Lipschitz continuous, we have
‖ f ‖Cσ ,σ/2(ΩT )  A0M, (3.18)
‖1− c − v‖Cσ ,σ/2(ΩT )  A0M. (3.19)
Hence, by 0 < T < 1 and the parabolic Schauder theory as before, the problem (3.10)–(3.12) admits a unique solution c˜
satisfying
‖c˜‖C2+σ ,1+σ/2(ΩT )  A0
(‖c0‖C2+σ (Ω) + ‖ f ‖Cσ ,σ/2(ΩT ))
 A0M. (3.20)
By direct calculations, we ﬁnd that for any function c˜,∥∥c˜(x, t) − c˜(x,0)∥∥C1+σ ,σ/2(ΩT )  A0 max(T σ/2, T 1/2)‖c˜‖C2+σ ,1+σ/2(ΩT ).
If we further take T = T (M) suﬃciently small, then by (3.20)∥∥c˜(x, t)∥∥C1+σ ,σ/2(ΩT )  ∥∥c˜(x,0)∥∥C1+σ (Ω) + A0 max(T σ/2, T 1/2)M

∥∥c˜(x,0)∥∥C1+σ (Ω) + 1
 M.
Hence, c˜ ∈ XM , i.e. F maps XM into itself.
We are now in a position to show that F is contractive. Take c1, c2 in XM and set c˜1 ≡ F c1, c˜2 ≡ F c2. We derive
from (3.6)–(3.8) that
∂t(u1 − u2) − (u1 − u2) + (u1 − u2) = c1 − c2 in ΩT , (3.21)
∂(u1 − u2)
∂ν
= 0 on ∂ΩT , (3.22)
(u1 − u2)(x,0) = 0 in Ω. (3.23)
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‖u1 − u2‖C2+σ ,1+σ/2(ΩT )  A0‖c1 − c2‖Cσ ,σ/2(ΩT ). (3.24)
This, along with (3.9), (3.15), (3.16), and 0 < T < 1, yields
‖v1 − v2‖C2+σ ,1+σ/2(ΩT )  A0‖u1 − u2‖C2+σ ,1+σ/2(ΩT )  A0‖c1 − c2‖Cσ ,σ/2(ΩT ). (3.25)
Next, we derive from (3.10)–(3.13) that
∂t(c˜1 − c˜2) − (c˜1 − c˜2) − μ(1− c1 − v1)(c˜1 − c˜2) = h in ΩT , (3.26)
∂(c˜1 − c˜2)
∂ν
= 0 on ∂ΩT , (3.27)
(c˜1 − c˜2)(x,0) = 0 in Ω, (3.28)
where
h := −μc˜2
[
(c1 − c2) + (v1 − v2)
]− V1(c1)(u1 − u2) + (V1(c2) − V1(c1))u2 − V2(c1)(v1 − v2)
+ (V2(c2) − V2(c1))v2 − V ′1(c1)∇c1 · ∇(u1 − u2) + (V ′1(c2)∇c2 − V ′1(c1)∇c1) · ∇u2
− V ′2(c1)∇c1 · ∇(v1 − v2) +
(
V ′2(c2)∇c2 − V ′1(c1)∇c1
) · ∇v2.
Noting V ′1(c) and V ′2(c) are Lipschitz continuous and using (2.4), (3.14), (3.17), (3.20), (3.24), and (3.25), we ﬁnd that
‖h‖Cσ ,σ/2(ΩT )  A0
(‖c1 − c2‖Cσ ,σ/2(ΩT ) + ‖u1 − u2‖C2+σ ,1+σ/2(ΩT ) + ‖v1 − v2‖C2+σ ,1+σ/2(ΩT ))
 A0‖c1 − c2‖Cσ ,σ/2(ΩT ). (3.29)
This, along with (3.26)–(3.28) and the parabolic Schauder theory, yields
‖c˜1 − c˜2‖C2+σ ,1+σ/2(ΩT )  A0‖c1 − c2‖Cσ ,σ/2(ΩT ). (3.30)
Noting (c˜1 − c˜2)(x,0) ≡ 0 and proceeding as before, we have
‖c˜1 − c˜2‖C1+σ ,σ/2(ΩT ) ≡
∥∥(c˜1 − c˜2)(x, t) − (c˜1 − c˜2)(x,0)∥∥C1+σ ,σ/2(ΩT )
 A0 max
(
T σ/2, T 1/2
)‖c˜1 − c˜2‖C2+σ ,1+σ/2(ΩT )
 A0 max
(
T σ/2, T 1/2
)‖c1 − c2‖Cσ ,σ/2(ΩT ). (3.31)
Finally, taking T suﬃciently small such that
A0 max
(
T σ/2, T 1/2
)
 1/2,
we conclude from (3.31) that F is contractive in XM . By the contraction mapping theorem, F has a unique ﬁxed point c
in XM . This completes the proof of Theorem 3.1. 
4. A priori estimates and global existence
To continue the local solution in Theorem 3.1 to all t > 0, we need to establish some a priori estimates. Throughout this
section, in addition to the assumptions (2.4) and (2.10), we assume that the assumption (2.5) holds.
Noting V1(0) = V2(0) = 0, c0(x)  0, 0  v0(x)  1, and u0(x)  0, and using the maximum principle, we easily prove
the following lemma.
Lemma 4.1. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5), then there hold
c  0, 0 v  1, u  0. (4.1)
Lemma 4.2. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that
μ > 0, (4.2)
then there hold
‖c‖L1(Ω)  A0, (4.3)
‖u‖L1(Ω)  A0, (4.4)
‖∇u‖L2(Ω)  A0, (4.5)
‖∇v‖L2(Ω)  A. (4.6)
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We next turn to prove the estimate (4.5). Integrating Eq. (3.1) over Ω and using (3.4) and (4.1), we have
d
dt
‖c‖L1(Ω) μ‖c‖L1(Ω) − μ
∫
Ω
c2 dx. (4.7)
Multiplying Eq. (3.3) by −u and integrating over Ω , we ﬁnd that
1
2
d
dt
∫
Ω
|∇u|2 dx+
∫
Ω
|u|2 dx+
∫
Ω
|∇u|2 dx = −
∫
Ω
cu dx 1
4
∫
Ω
c2 dx+
∫
Ω
|u|2 dx.
So,
1
2
d
dt
∫
Ω
|∇u|2 dx+
∫
Ω
|∇u|2 dx 1
4
∫
Ω
c2 dx.
Combining this with (4.7), we get
d
dt
(
1
2
∫
Ω
|∇u|2 dx+ 1
4μ
∫
Ω
c dx
)
+ 2
(
1
2
∫
Ω
|∇u|2 dx+ 1
4μ
∫
Ω
c dx
)

(
1
4
+ 1
2μ
)
‖c‖L1(Ω).
This, along with Gronwall’s lemma and the estimate (4.3), yields
1
2
∫
Ω
|∇u|2 dx+ 1
4μ
∫
Ω
c dx A0.
Hence, the estimate (4.5) holds.
Finally, we prove the estimate (4.6). We derive from (2.10), (3.15), (4.5), u  0 and Hölder’s inequality that
∫
Ω
|∇v|2 dx A0 + A0T
T∫
0
∫
Ω
|∇u|2 dxds A.
This completes the proof of Lemma 4.2. 
Lemma 4.3. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then there holds
‖c‖L2(Ω)  A. (4.8)
Proof. For any s 2, we derive from (3.1), (3.4), (4.1), and the assumption (2.5) that
d
dt
∫
Ω
cs dx = s
∫
Ω
cs−1ct dx
= s
∫
Ω
cs−1
[
c − ∇ · (V1(c)∇u)− ∇ · (V2(c)∇v)+ μc(1− c − v)]dx
−4(s − 1)
s
∫
Ω
∣∣∇cs/2∣∣2 dx+ μs∫
Ω
cs dx+ A0s(s − 1)
∫
Ω
cs−2
(|∇c| · |∇u| + |∇c| · |∇v|)dx. (4.9)
Taking s = 2 in (4.9) and using Cauchy’s inequality and the estimates (4.5) and (4.6), we obtain
d
dt
∫
Ω
c2 dx−2
∫
Ω
|∇c|2 dx+ 2μ
∫
Ω
c2 dx+ A0
∫
Ω
(|∇c| · |∇u| + |∇c| · |∇v|)dx
−2
∫
Ω
|∇c|2 dx+ 2μ
∫
Ω
c2 dx+ 2ε
∫
Ω
|∇c|2 dx+ A0(ε)
∫
Ω
(|∇u|2 + |∇v|2)dx
 A + 2μ
∫
Ω
c2 dx.
This, together with Gronwall’s lemma, yields the estimate (4.8). 
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following lemma [22, Lemma 1], which is an extension of Lemma 4.1 in [19].
Lemma 4.4. (See [22,19].) Consider the following linear parabolic problem
ut − u + u = c in ΩT , (4.10)
∂u
∂ν
= 0 on ∂ΩT , (4.11)
u(x,0) = u0(x) in Ω. (4.12)
Assume that u0 ∈ W 1,+∞(Ω) and that (u, c) satisﬁes (4.10)–(4.12). Moreover,
‖c‖Lρ(Ω)  A0
for all t ∈ (0, T ). Then for every 1 ρ < d (where d := the space dimension) we have∥∥u(t)∥∥W 1,q(Ω)  A0(q), (4.13)
where
q <
dρ
d − ρ . (4.14)
If ρ = d, then (4.13) is true with every q < +∞ and if ρ > d, then (4.13) is true with q = +∞.
Lemma 4.5. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then there holds
‖c‖L4(Ω)  A. (4.15)
Proof. Going back to (4.9) and taking s = 4, we have
d
dt
∫
Ω
c4 dx−3
∫
Ω
∣∣∇c2∣∣2 dx+ 4μ∫
Ω
c4 dx+ A0
∫
Ω
c2
(|∇c| · |∇u| + |∇c| · |∇v|)dx. (4.16)
By the estimate (4.8) and Lemma 4.4, we have∥∥u(t)∥∥W 1,q(Ω)  A for any 1 < q < 6;
in particular,∥∥∇u(t)∥∥L5(Ω)  A. (4.17)
This, along with (3.15) and Hölder’s inequality, yields
∫
Ω
|∇v|5 dx A0 + A0T 4
T∫
0
∫
Ω
|∇u|5 dxdt  A. (4.18)
By Young’s inequality and the estimate (4.17), we have that for any suﬃciently small ε > 0,∫
Ω
c2|∇c| · |∇u|dx ε
∫
Ω
c2|∇c|2 dx+ A0(ε)
∫
Ω
c2|∇u|2 dx
 ε
4
∫
Ω
∣∣∇c2∣∣2 dx+ A0(ε)∫
Ω
(
c2
) 5
3 dx+ A0(ε)
∫
Ω
(|∇u|2) 52 dx
 ε
4
∫
Ω
∣∣∇c2∣∣2 dx+ A0(ε)∫
Ω
c
10
3 dx+ A(ε)
 ε
4
∫
Ω
∣∣∇c2∣∣2 dx+ A0(ε)∫
Ω
c4 dx+ A(ε). (4.19)
Similarly,∫
c2|∇c| · |∇v|dx ε
4
∫ ∣∣∇c2∣∣2 dx+ A0(ε)∫ c4 dx+ A(ε). (4.20)
Ω Ω Ω
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d
dt
∫
Ω
c4 dx A0
∫
Ω
c4 dx+ A.
This, together with Gronwall’s lemma, yields the estimate (4.15). 
Lemma 4.6. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then there hold
‖u‖W 1,∞(Ω)  A, (4.21)
‖∇v‖L∞(Ω)  A, (4.22)
‖c‖Lp(Ω)  A for any p > 5. (4.23)
Proof. By the estimate (4.15) and Lemma 4.4, we ﬁnd that the estimate (4.21) holds. This, along with (3.15), yields the
estimate (4.22).
We now turn to prove the estimate (4.23). Going back to (4.9), taking s = p > 5 and using (4.21), (4.22), and Young’s
inequality, we have
d
dt
∫
Ω
cp dx−4(p − 1)
p
∫
Ω
∣∣∇cp/2∣∣2 dx+ pμ∫
Ω
cp dx+ A(p)
∫
Ω
cp−2|∇c|dx
−4(p − 1)
p
∫
Ω
∣∣∇cp/2∣∣2 dx+ pμ∫
Ω
cp dx+ ε
∫
Ω
∣∣∇cp/2∣∣2 dx+ A(p, ε)∫
Ω
cp−2 dx
 A
∫
Ω
cp dx+ A.
So,
d
dt
∫
Ω
cp dx A
∫
Ω
cp dx+ A.
This, along with Gronwall’s lemma, yields the estimate (4.23). 
Lemma 4.7. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then, for any p > 5
there hold
‖u‖W 2,1p (ΩT )  A, (4.24)
‖v‖Lp(Ω)  A. (4.25)
Proof. By (4.10)–(4.12), (4.23), and the parabolic Lp-theory (see [25], for instance), we get the estimate (4.24).
By (3.16), (4.1), (4.21), (4.24), and Hölder’s inequality, we have
∫
Ω
|v|p dx A + A0T p−1
T∫
0
∫
Ω
|u|p dxdt  A.
So, the estimate (4.25) holds. 
In the following we will establish a priori W 2,1p (ΩT )-estimate on c. We derive from (3.1), (3.4), and (3.5) that
ct − c + b · ∇c = g in ΩT , (4.26)
∂c
∂ν
= 0 on ∂ΩT , (4.27)
c(x,0) = c0(x) in Ω, (4.28)
where
b := V ′1(c)∇u + V ′2(c)∇v, (4.29)
g := μc(1− c − v) − V1(c)u − V2(c)v. (4.30)
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need only ‖V ′1(c)‖L∞(Ω)  A and ‖V ′2(c)‖L∞(Ω)  A, which in turn need to prove ‖c‖L∞(Ω)  A.
In our previous paper [39] we used the iterative technique of Alikakos [2] to establish the uniform-in-time boundedness
of solutions. However, in the present paper we cannot get the uniform-in-time boundedness of c since the L2(Ω)-bound
of ∇v depends on the time T (see (4.6)). Unlike paper [39], this paper will employ Horstmann and Winkler’s method
(see [11,19]), along with the estimates (4.21)–(4.23) and the assumption (2.5), to establish an L∞(Ω)-bound of c, which
depends on the time T .
Let p > 1 and deﬁne
B := − + I
with domain
D(B) :=
{
c ∈ W 2,p(Ω): ∂c
∂ν
= 0 on ∂Ω
}
.
For each η 0, deﬁne the sectorial operator Bη (see [14]) and
Xη := D
(
Bη
)
with the norm ‖c‖Xη :=
∥∥Bηc∥∥Lp(Ω).
Lemma 4.8. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then there hold∥∥c(t)∥∥Xη  A(t0) for 2η < 1 and t ∈ [t0, T ) (0 < t0 < T ), (4.31)∥∥c(t)∥∥L∞(Ω)  A for all t ∈ [0, T ). (4.32)
Proof. We ﬁrst prove the estimate (4.31). By (3.1) and c(x,0) = c0(x), we have
c(t) = e−tBc0 +
t∫
0
e−(t−τ )B
[−∇ · (V1(c)∇u)− ∇ · (V2(c)∇v)+ (μ + 1)c − μc2 − μcv]dτ
and therefore
∥∥c(t)∥∥Xη  ∥∥e−tBc0∥∥Xη +
t∫
0
∥∥e−(t−τ )B[−∇ · (V1(c)∇u)− ∇ · (V2(c)∇v)
+ (μ + 1)c − μc2 − μcv]∥∥Xη dτ . (4.33)
By [14, Theorem 1.4.3] and (2.10)∥∥e−tBc0∥∥Xη  A0t−ηe−δt‖c0‖Lp(Ω)  A0t−ηe−δt (4.34)
and, by 0 v  1 and (4.23),∥∥e−(t−τ )B((μ + 1)c − μc2 − μcv)∥∥Xη  (t − τ )−ηe−δ(t−τ )((2μ + 1)‖c‖Lp(Ω) + μ∥∥c2∥∥Lp(Ω))
 A(t − τ )−ηe−δ(t−τ ) (4.35)
where δ ∈ (0,1) and p > 5. By [19, Lemma 2.1], (2.5), (4.21), and (4.22), we have∥∥e−(t−τ )B[−∇ · (V1(c)∇u)− ∇ · (V2(c)∇v)]∥∥Xη  A0∥∥e−(t−τ )[−∇ · (V1(c)∇u)− ∇ · (V2(c)∇v)]∥∥Xη
 A0(ε)(t − τ )−1/2−η−εe−δ(t−τ )
∥∥V1(c)∇u − V2(c)∇v∥∥Lp(Ω)
 A(t − τ )−1/2−η−εe−δ(t−τ ) (4.36)
where ε > 0 such that −1/2− η − ε > −1.
Inserting (4.34)–(4.36) into (4.33) and noting 1/2+ η + ε < 1 and η < 1, we obtain
∥∥c(t)∥∥Xη  A0t−ηe−δt + A(ε)
t∫
0
[
(t − τ )−1/2−η−εe−δ(t−τ ) + (t − τ )−ηe−δ(t−τ )]dτ
 A(t0)
for all t ∈ [t0, T ) (0 < t0 < T ). Hence, the estimate (4.31) is proved.
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dimension), by [14, Theorem 1.6.1] we have that
Xη ↪→ C(Ω).
Hence, by (4.31) we have that∥∥c(t)∥∥L∞(Ω)  A(t0) for t > t0 > 0.
Furthermore, the local existence Theorem 3.1 yields that there exists some t0 ∈ (0,1) such that∥∥c(t)∥∥L∞(Ω)  A0 for t  t0.
Therefore,∥∥c(t)∥∥L∞(Ω)  A for all t ∈ [0, T ).
This completes the proof of the estimate (4.32). 
Lemma 4.9. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then, for any p > 5
there holds
‖c‖W 2,1p (ΩT )  A. (4.37)
Proof. Returning to (4.26)–(4.30), noting (2.4) and (4.1), and using Lemmas 4.6–4.8, we have
‖b‖L∞(Ω)  A, (4.38)
‖g‖Lp(ΩT )  A. (4.39)
These, along with (2.10) and the parabolic Lp-theory, yield the estimate (4.37). 
Lemma 4.10. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumption (4.2) holds, then there hold
‖u‖C2+σ ,1+σ/2(ΩT )  A, (4.40)
‖v‖C2+σ ,1+σ/2(ΩT )  A, (4.41)
‖c‖C2+σ ,1+σ/2(ΩT )  A. (4.42)
Proof. By (4.37) and the Sobolev embedding theorem (see [25]; taking p suﬃciently large),
‖c‖Cσ ,σ/2(ΩT )  A.
This, together with (4.10)–(4.12) and the parabolic Schauder theory, yields (4.40).
Moreover, by (2.10), (3.9), (3.15), (3.16), and (4.40), we get the estimate (4.41).
We next turn to prove the estimate (4.42). Returning to (4.26)–(4.30) and noting (2.4), (4.40), and (4.41), we have
‖b‖Cσ ,σ/2(ΩT )  A, ‖g‖Cσ ,σ/2(ΩT )  A.
Hence, by the Schauder theory again, we obtain the estimate (4.42). 
With a priori estimates (4.40)–(4.42), we can extend the local classical solution established in Theorem 3.1 to all t > 0,
as done in [38,39]. Namely, we have
Theorem 4.11. In addition to the assumptions (2.4), (2.5), and (2.10), we assume that
μ > 0.
Then, there exists a unique solution (c, v,u) ∈ (C2+σ ,1+σ/2(ΩT ))3 of the system (3.1)–(3.5) for any given T > 0. Furthermore
c  0, 0 v  1, u  0.
Remark 4.1. The uniform-in-time boundedness of c remains open due to the bound of ‖∇v‖L2(Ω) depends on the time T
(see the estimate (4.6) and its proof). Moreover, our global existence result strongly depends on the presence of the logistic
damping (i.e. μ > 0). In other word, the global existence remains open for μ = 0.
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Assuming that cancer cells carry a nonzero ﬁnite volume and that occupation of an area limits other cells from pene-
trating it, typical density-dependent chemotactic and haptotactic sensitivity functions reads as follows (see [13,16,17]): for
i = 1,2,
Vi(c) = χic
(
1− c
γ
)
, where γ  1 denotes the maximum cell density. (5.1)
In (5.1), χ1 and χ2 are assumed to be two positive constants. Clearly, Vi(c) → χic as γ → +∞. For this choice of V1(c)
and V2(c), the assumption (2.4) holds, but the assumption (2.5) is not satisﬁed (since V1(c), V2(c) → −∞ as c → +∞).
However, these speciﬁc forms of V1(c) and V2(c) are in favor of the proofs of global existence and boundedness. In fact, we
have
Theorem 5.1. In addition to the assumptions (2.10) and (5.1), we assume that
0 c0(x) γ . (5.2)
Then, there exists a unique solution (c, v,u) ∈ (C2+σ ,1+σ/2(ΩT ))3 of the system (3.1)–(3.5) for any given T > 0. Furthermore
0 c  γ , (5.3)
0 v  1, (5.4)
u  0. (5.5)
Proceeding as in the proof of Theorem 3.1, we can ﬁrst establish the local existence and uniqueness of solutions. To
extend the local solution to all t > 0, as done in Section 4, we need to establish a priori C2+σ ,1+σ/2(ΩT )-estimate of
(c, v,u), which strongly depends on a priori L∞(Ω)-estimate of c.
Lemma 5.2. Assume that (c, v,u) ∈ C2,1(ΩT ) is a solution to (3.1)–(3.5) and that the assumptions (5.1) and (5.2) hold, then there
holds
0 c  γ . (5.6)
Proof. By V1(0) = V2(0) = 0 and c0(x) 0, we easily ﬁnd that c := 0 is a sub-solution of the problem (4.26)–(4.28). On the
other hand, by (5.2), v  0, and V1(γ ) = V2(γ ) = 0, we easily ﬁnd that c := γ is a sup-solution of the problem (4.26)–(4.28).
Hence, by the maximum principle, we have the estimate (5.6). 
With the a priori estimate (5.6), we can prove Theorem 5.1 in the same way of the proof of Theorem 4.11.
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