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Satz: LATEX
Referat
Wir betrachten eine auf einem zusammenhängenden, endlichen, ungerichteten, schlichten Gra-
phen G= (V,E) stattfindende Irrfahrt. Interessante Kenngrößen dieses stochastischen Prozes-
ses, sind die mittleren Erstankunftszeiten, d.h. wie lang dauert es im Mittel, um von Knoten x∈V
zu Knoten y∈V zu gelangen und die Überdeckungszeit des Graphen, diese gibt an, wie lang es
im Mittel dauert, um ausgehend von einem beliebigen Knoten x ∈ V , alle Knoten des Graphen
zu besuchen. Wir wollen diese Kenngrößen mit Mitteln aus mehreren Teilgebieten der Mathe-
matik analysieren. Dazu zählen die Theorie der markovschen Prozesse, die lineare Algebra, die
Graphentheorie und die Theorie der erzeugenden Funktionen. Im Werk von Doyle und Snell
“Random walks and electric networks“ (siehe [9]) wird die Verbindung zwischen zufälligen Irr-
fahrten auf Graphen und der Elektrotechnik hergestellt. Weiterführende Ergebnisse sind in der
Arbeit von Prasad Tetali “Random Walks and the Effective Resistance of Networks“ (siehe [10])
zu finden. Wir werden sehen, dass Kenngrößen zufälliger Irrfahrten durch elektrotechnische
Werte ersetzt werden können.
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IV. Vorwort
Diese Bachelorarbeit hat zum Ziel, eine Verbindung zwischen der Markov-Theorie, der
Graphentheorie, der Theorie elektrischer Netzwerke und der linearen Algebra herzu-
stellen, um Fragen bezüglich zufälliger Irrfahrten auf Graphen zu klären. Die Arbeiten
“mathematisches Projekt“ mit dem Titel: “Zufällige Irrfahrten und elektrische Netzwerke“
und die Praktikumsarbeit mit dem Titel: “Polya’s Rekurrenz Problem“, im Rahmen mei-
nes Bachelorstudiums, bilden die Grundlage dieser Bachelorarbeit. Das Gesamtwerk
dieser drei Arbeiten könnte Verwendung in Vorlesungen der angewandten Mathematik
finden. Aufgabe war es, die im Folgenden vorgestellten Theoreme und Sätze didak-
tisch aufzubereiten, um sie den interessierten Leser, welcher die Grundlagen der vor-
gestellten Teilgebiete der Mathematik und der Elektrotechnik beherrscht, verständlich
zu machen. D.h. die Beweise wurden durch Bemerkungen und Einfügen von weiteren
Gleichungen zum besseren Verständnis erweitert. Die Originalquellen der Theoreme
mit Beweisen werden jeweils angegeben. Insbesondere das später vorgestellte Pro-
blem: “Überdeckungszeit von Graphen“, stellte sich in der Bearbeitung als besonders
schwierig heraus. Es wurden teilweise schwer nachvollziehbare Beweise geführt, oder
auch falsche Annahmen getroffen (siehe Abschnitt 3.4). Beweise bzw. Resultate die
überwiegend aus eigenen Überlegungen stammen werden mit “ * “ gekennzeichnet. In
Abschnitt 4.2 werden eigene Ergebnisse bezüglich mittlerer Erstankunftszeiten spezi-
eller Graphen und in Abschnitt 3.3.2 wird eine selbst ermittelte Grenze für die Überde-
ckungszeit vorgestellt.
viii
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1 Vereinbarungen und Fakten
1.1 Irrfahrten auf ungerichteten Graphen
Sei G= (V,E) ein zusammenhängender, endlicher, ungerichteter, schlichter Graph. Un-
ter einer auf dem Graphen G = (V,E) stattfindenden Irrfahrt, verstehen wir einen sto-
chastischen Prozess. Diesen können wir uns anschaulich so vorstellen: Ein Partikel
befindet sich zum Zeitpunkt 0 in einem beliebigen Startknoten v0 ∈V , im nächsten Zeit-
schritt bewegt es sich mit Wahrscheinlichkeit 1/deg(v0) zu einem seiner Nachbarkno-
ten. Allgemein befindet sich das Partikel zum Zeitpunkt t im Knoten vt und bewegt sich
im nächsten Zeitschritt t + 1 mit Wahrscheinlichkeit 1/deg(vt) zu einem Nachbarkno-
ten von vt (t ≥ 0). Die zufällige Knotenfolge v0,v1, ... stellt einen markovschen Prozess
dar. Den Zustandsraum der Markov-Kette bildet dabei die Knotenmenge V. Beginnt die
Irrfahrt nicht in einem konkreten Startknoten v0, kann aus einer beliebigen Anfangsver-
teilung P0 (Spaltenvektor) der Knotenmenge V gestartet werden. Sei P die Übergangs-
matrix des markovschen Prozesses, dann gilt für das i,j’te Element (P)i j der Matrix P:
(P)i j = pi j =
{
1
deg(i) f alls {i, j} ∈ E
0 sonst
Aus der Theorie markovscher Ketten ist bekannt, dass die Wahrscheinlichkeit sich nach
t Schritten im Zustand j zu befinden, folgendermaßen berechnet werden kann (siehe
[1], Seite 148 ):
Pt( j) = P(vt = j) = ((PT )tP0) j t ≥ 0
Dabei ist ((PT )tP0) j die j’te Komponente des Vektors (PT )tP0. In Vektorschreibweise:
Pt = (PT )tP0
1.1.1 Kennwerte zufälliger Irrfahrten
Wir wollen in dieser Arbeit spezielle Kennwerte zufälliger Irrfahrten auf Graphen analy-
sieren. Darunter zählen:
1. Mittlere Erstankunftszeit mi j, ist die erwartete Anzahl von Schritten, die benötigt
werden, um ausgehend von i ∈V , j ∈V erstmalig zu erreichen. mii := 0.
2. Pendelzeit ki j, ist die erwartete Anzahl von Schritten, die benötigt werden, um
ausgehend von i ∈V , j ∈V erstmalig zu erreichen und ausgehend von j, wieder
zu i zurückzukehren. Es gilt ki j = mi j+m ji.
3. Mittlere Erstrückkehrzeit ri, ist die erwartete Anzahl von Schritten, die benötigt
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werden, um ausgehend von i ∈V , wieder zu i zurückzukehren.
4. Überdeckungszeit cin, ist die erwartete Anzahl von Schritten, die benötigt wer-
den, um ausgehend von i ∈V , alle n Knoten des Graphen zu besuchen.
Ein mächtiges Werkzeug, zur Berechnung von Kennwerten zufälliger Irrfahrten, bildet
die Theorie der Markov-Ketten. Eine auf einem Graphen stattfindende Irrfahrt kann
durch spezielle (ergodische bzw. reguläre) Markov-Ketten, mit bestimmten Eigenschaf-
ten, beschrieben werden.
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2 Mittlere Erstankunftszeiten
2.1 Ergodische Markov-Ketten
2.1.1 Theoreme zu ergodischen Markov-Ketten
Im folgenden Abschnitt wollen wir die Begriffe, entsprechend der allgemeinen Markov-
Theorie, verwenden.
Definition Eine Folge diskreter Zufallsgrößen X0,X1,X2, ..., die Realisierungen aus der
Menge Z annehmen können, heißt diskrete Markov-Kette mit dem Zustandsraum Z,
wenn für ein beliebiges n = 1,2,3, ... und eine beliebige Folge i0, i1, ..., in+1 mit ik ∈ Z
die Beziehung
P(Xn+1 = in+1|Xn = in, ...,X1 = i1,X0 = i0) = P(Xn+1 = in+1|Xn = in)
gilt.
D.h. die künftige Entwicklung einer diskreten markovschen Kette, hängt nur vom gegen-
wärtigen Zustand ab, aber nicht vom Verlauf der Vergangenheit. Der Zustandsraum der
Markov-Kette sei im Folgenden S⊆ Z.
Definition Wir nennen eine Markov-Kette ergodisch, wenn es von jedem beliebigen
Zustand möglich ist, zu allen anderen Zuständen zu gelangen.
Oft werden ergodische Ketten auch als irreduzible Ketten bezeichnet.
Definition Wir nennen eine Markov-Kette regulär, falls es ein n ∈ N gibt, so dass Pn
nur positive Elemente besitzt.
Eine Eigenschaft markovscher Ketten ist die sogenannte Periodizität (p(k)ii , Wahr-
scheinlichkeit, ausgehend von Zustand si, nach k Schritten wieder im Zustand si zu
landen).
Definition Der ggT aller k≥ 1 mit p(k)ii > 0 heißt Periode p(si). Ist p(si) = 1, so heißt si
aperiodisch.
Weiterhin definieren wir. Eine Markov-Kette...
• heißt irreduzibel, wenn es für alle Zustände si ∈ S und s j ∈ S einen Weg von si
nach s j mit Bögen positiver Wahrscheinlichkeit (auf dem entsprechend zugeord-
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neten gerichteten Graphen der Übergangsmatrix P) gibt .
• die irreduzibel ist, heißt aperiodisch genau dann, wenn p(si) = 1 si ∈ S ist.
Lemma 1 Eine Markov-Kette ist genau dann regulär, wenn sie irreduzibel und aperi-
odisch ist.(siehe [3], Seite 8)
Nach diesen Definitionen ist klar, dass eine reguläre Markov-Kette stets ergodisch ist.
Andererseits muss eine ergodische Markov-Kette jedoch nicht immer regulär sein. Um
den Fundamentalsatz ergodischer Markov-Ketten zu beweisen, sei folgendes Lemma
vorangestellt.
Lemma 2 Sei P die r×r Übergangsmatrix einer markovschen Kette mit lediglich positi-
ven (> 0) Elementen. Mit d bezeichnen wir das kleinste Element von P. Sei y ein reeller
Spaltenvektor der Dimension r. Das größte Element von y sei M0 und das Kleinste m0.
Weiterhin sei M1 das Größte und m1 das kleinste Element von Py, dann gilt:
M1−m1 ≤ (1−2d)(M0−m0)
(siehe [2], Seite 448)
Beweis: Wir wissen, dass die i’te Komponente des Vektors Py, gleich dem Mittelwert
des Vektors y, bezüglich der i’ten Verteilung der Matrix P ist (unter der i’ten Verteilung
verstehen wir die entsprechenden Wahrscheinlichkeiten der i’ten Zeile von P). Alle mög-
lichen Mittelwerte (Py)i i= 1, ...,r sind nach oben durch
dm0+(1−d)M0
und nach unten durch
dM0+(1−d)m0
beschränkt. Dies wird klar indem wir folgende Umordnung vornehmen (Die folgende
Abschätzung wird mit * gekennzeichnet.). Wir wissen
(Py)i =
r
∑
j=1
pi j(y) j ,
nun werden die Elemente von y und pi (pi sei der Zeilenvektor mit den Elementen
pi j j = 1,2, ...,r) umgeordnet.
(y)k1 ≥ (y)k2 ≥ (y)k3 ≥ ...≥ (y)kr
(pi)w1 ≥ (pi)w2 ≥ (pi)w2 ≥ ...≥ (pi)wr
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Dann gilt:
(Py)i =
r
∑
j=1
pi j(y) j
≤ (pi)w1(y)k1 +(pi)w2(y)k2 +(pi)w3(y)k3 + ...+(pi)wr(y)kr
≤ (pi)w1(y)k1 +(pi)w2(y)k1 + ...+(pi)wr−1(y)k1 +(pi)wr(y)kr
= ((pi)w1 +(pi)w2 +(pi)w3 + ...+(pi)wr−1)(y)k1 +(pi)wr(y)kr
= (1− (pi)wr)(y)k1 +(pi)wr(y)kr
≤ (1−d)M0+dm0
Analog kann die untere Schranke hergeleitet werden. Und damit folgt die Behauptung
M1−m1 ≤ (dm0+(1−d)M0)− (dM0+(1−d)m0) = (1−2d)(M0−m0) .
Satz 1 (Fundamentalsatz regulärer Markov-Ketten) Sei P die Übergangsmatrix einer
regulären Markov-Kette, dann gilt:
lim
n−→∞P
n =W
Wobei W eine Matrix ist, deren Zeilen alle gleich sind und deren Einträge positiv sind.
(siehe [2], Seite 448)
Beweis: Wir wollen zeigen, dass alle Zeilen der Matrix Pn für n −→ ∞ identisch sind.
Dazu reicht es aus, den Nachweis zu erbringen, dass die Elemente einer beliebigen
Spalte der Matrix Pn für n −→ ∞ identisch sind. Im Folgenden wird angenommen,
dass die Übergangsmatrix P nur positive Elemente besitzt. Um die j’te Spalte der Ma-
trix Pn zu erhalten, multiplizieren wir die Matrix mit dem j’ten Einheitsvektor e j der
Dimension r, dabei entspricht r der Mächtigkeit des Zustandsraumes. Sei r > 1 und
y ∈ Rr(Spaltenvektor), mit Mn bezeichnen wir das Maximum der Komponenten von Pny
und mit mn das Minimum. Für Pny gilt:
Pny= PPn−1y
D.h. die i’te Komponente des Vektors Pny, ist gleich dem Mittelwert des Vektors Pn−1y,
bezüglich der i’ten Verteilung der Matrix P. Nach Lemma 2 und der entsprechend glei-
chen Definition von d gilt:
Mn ≤ dmn−1+(1−d)Mn−1 ≤Mn−1 ,
mn ≥ dMn−1+(1−d)mn−1 ≥ mn−1
y
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M0 ≥M1 ≥M2 ≥ ...
m0 ≤ m1 ≤ m2 ≤ ...
Jede Folge ist monoton und für n−→ ∞ besitzen beide einen Grenzwert, da
m0 ≤ mn ≤Mn ≤M0 .
Sei M der Grenzwert der Folge Mn und m der Grenzwert der Folge mn, dann ist m≤M.
Wir wollen zeigen, dass M−m= 0 und somit
lim
n→∞(Mn−mn) = 0 .
Nach dem vorangegangenen Lemma 2 wissen wir
Mn−mn ≤ (1−2d)(Mn−1−mn−1)
≤ (1−2d)2(Mn−2−mn−2)
...
≤ (1−2d)n(M0−m0) .
Da r > 1 und d ≤ 12 folgt 0≤ 1−2d < 1 und
lim
n→∞(Mn−mn)≤ limn→∞(1−2d)
n(M0−m0) = 0 .
Da nun M = m, wäre gezeigt, dass alle Komponenten des Vektors
lim
n→∞P
ny
gleich sind. Insbesondere gilt dies auch, wenn wir y= e j j = 1,2, ...,r setzen und somit
erhalten wir
lim
n−→∞P
n =W .
Damit wäre Teil 1 des Beweises gezeigt. Zu zeigen bleibt, dass W nur positive Elemen-
te enthält. Wir wissen, dass die Elemente der Matrix P positiv sind. Damit beinhalten
die Vektoren Pe j j = 1,2, ...,r nur positive Elemente. Und somit ist m1(e j) > 0 für alle
Einheitsvektoren e j j = 1,2, ...,r (wobei m1(e j) das kleinste Element von Pe j ist). Da
m1(e j)≤m(e j), ist auch m(e j)> 0. Da die j’te Spalte der MatrixW , aus den Elementen
m(e j) besteht, wäre auch der zweite Teil des Beweises gezeigt.
Der Beweis wurde unter der Annahme geführt, dass die Elemente der Übergangsmatrix
P alle positiv sind. Er behält seine Gültigkeit, falls die Elemente der Übergangsmatrix
erst für eine gewisse Potenz Pn n∈N positiv sind, dann wir der Beweis ab dieser Potenz
geführt.
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Theorem 1 Sei P die Übergangsmatrix einer regulären Markov-Kette mit
lim
n−→∞P
n =W .
Weiterhin sei w ein Zeilenvektor, dessen Einträge den Elementen aus einer Zeile vonW
entsprechen und c ein Spaltenvektor, dessen Komponenten alle 1 sind. Dann gilt:
1. wP= w, und jeder Zeilenvektor v für den gilt vP= v ist ein Vielfaches von w.
2. Pc= c, und jeder Spaltenvektor x der Px= x erfüllt ist ein Vielfaches von c. (siehe
[2], Seite 435)
Beweis: Nach Satz 1 wissen wir, dass für n−→ ∞ : Pn −→W . Damit gilt
Pn+1 = PnP−→WP ,
ebenso konvergiert Pn+1 −→W und somit ist WP =W y w = wP. Sei v ein beliebi-
ger Zeilenvektor mit v = vP. Dann ist v = vPn, mit n −→ ∞ erhalten wir v = vW . Wir
definieren
α =
r
∑
i=1
(v)i ,
betrachten wir die j’te Komponente von vW , so erhalten wir
(vW ) j = (v)1w1 j+(v)2w2 j+(v)3w3 j+ ...+(v)rwr j
= ((v)1+(v)2+(v)3+ ...+(v)r)(w) j
= α(w) j
= (v) j .
Womit gezeigt wäre, dass v = αw. Kommen wir zur zweiten Aussage des Theorems.
Sei x ein Spaltenvektor der Px = x erfüllt, dann gilt auch Pnx = x. Mit n −→ ∞ erhalten
wir Wx = x. Da alle Zeilen von W gleich sind, gilt dies auch für die Komponenten von
Wx und damit für x. Somit ist x ein Vielfaches von c.
Verknüpfen wir nun den Fundamentalsatz und Theorem 1, kann es nur einen Wahr-
scheinlichkeitsvektor w geben, der wP=w erfüllt. Dies wird klar, indem wir alle Elemente
des Rr mit nur positiven Komponenten betrachten. Diese Menge bildet einen Quadran-
ten des Rr, wobei alle auf den Achsen liegenden Elemente entfernt werden. Erfüllt ein
Vektor v die Gleichung vP= v, so liegt er in dieser Menge. Nach Theorem 2 wissen wir,
dass lediglich noch ein Vielfaches von v die Gleichung erfüllen kann. Betrachten wir alle
Wahrscheinlichkeitsvektoren des Rr mit der Restriktion, dass alle Komponenten positiv
sind, können diese durch die Menge M dargestellt werden.
M = {x ∈ Rr|(x1+ x2+ x3+ ...+ xr = 1, xi > 0 i= 1,2, ...,r}
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Da die Menge M, eine Teilmenge einer Hyperebene des Rr beschreibt, kann es nur
einen Vektor geben, der in der Menge M liegt und Vielfaches von v ist. Illustriert wird
diese Beobachtung in Abbildung 2.1.1.
Abbildung 2.1.1: Wahrscheinlichkeitsvektoren im R2
Theorem 2 Sei P die Übergangsmatrix einer regulären Markov-Kette und v ein beliebi-
ger Wahrscheinlichkeitsvektor (Zeilenvektor), dann gilt
lim
n−→∞vP
n = w ,
wobei w der eindeutige, fixe, positive Wahrscheinlichkeitsvektor (wP = w) der Matrix P
ist. (siehe [2], Seite 437)
Beweis: Wir wissen
lim
n−→∞P
n =W
y lim
n−→∞vP
n = vW = w .
Dieses Theorem sagt aus, dass egal von welcher Anfangsverteilung der Zustände, die
Wahrscheinlichkeit, nach sehr langer Zeit im Zustand si ∈ S zu landen, gleich (w)i ist.
Viele interessante Resultate bezüglich regulärer Markov-Ketten beruhen auf dem Fakt,
dass die Übergangsmatrix P einen eindeutigen, fixen, positiven Wahrscheinlichkeits-
vektor w besitzt. Wir wollen zeigen, dass auch für ergodische Markov-Ketten ein solcher
Wahrscheinlichkeitsvektor w existiert.
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Theorem 3 Für ergodische Markov-Ketten existiert ein eindeutiger, fixer, positiver Wahr-
scheinlichkeitsvektor w der Übergangsmatrix P, so dass gilt wP = w. Ein beliebiger
Zeilenvektor v der ebenfalls vP= v erfüllt, ist ein Vielfaches von w. Ein beliebiger Spal-
tenvektor x der Px= x erfüllt, ist ein konstanter Vektor (d.h. (x)i = a, a ∈R, i= 1, ...,r ).
(siehe [2], Seite 438)
Beweis: * Wir betrachten die Matrix P¯= 12 I+
1
2P (I, r× rEinheitsmatrix). Die Matrix P
ist auf Grund der Ergodizität irreduzibel. Gleiches gilt für die Matrix P¯, wegen des Terms
1
2P. Der zusätzliche Term
1
2 I in P¯ sorgt dafür, dass die Rückkehr für einen beliebigen
Zustand s ∈ S ,∀n ∈ N in n Schritten möglich. D.h. P¯ ist aperiodisch. Nach Lemma
1 ist P¯ regulär. y ∃ ein eindeutiger, fixer, positiver Wahrscheinlichkeitsvektor w der
Übergangsmatrix P¯, mit wP¯= w. Dann gilt weiterhin:
wP¯= w
1
2
I+w
1
2
P= w
⇐⇒ 1
2
wP=
1
2
w
⇐⇒ wP= w (2.1.1)
Ein Vektor der Form v = αw α ∈ R erfüllt ebenfalls Gleichung 2.1.1. Angenommen es
existiert ein weiterer Vektor z, der kein Vielfaches von w ist, für den gilt zP = z. Dann
müsste aber weiterhin gelten
zP= z⇔ 1
2
zP=
1
2
z⇔ z1
2
I+ z
1
2
P= z⇔ zP¯= z .
Dies steht im Widerspruch zu Theorem 1.
Wir wissen, nur ein konstanter Vektor x erfüllt P¯x= x ,y (12 I+
1
2P)x= x y Px= x. Mit
gleichen Überlegungen, wie im vorangegangenen Beweisschritt, können nur konstante
Vektoren Px= x erfüllen.
Theorem 4 Sei P die Übergangsmatrix einer ergodischen Markov-Kette. Die Matrix An
sei folgendermaßen definiert
An =
I+P+P2+ ...+Pn
n+1
.
Dann gilt:
lim
n−→∞An =W
WobeiW eine Matrix ist, deren Zeilen dem eindeutigen, fixen, positiven Wahrscheinlich-
keitsvektor der Matrix P entsprechen. (siehe [2], Seite 438)
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Beweis: * Wir betrachten (Beachte: PW =W , siehe Abschnitt 2.1.2.)
(I+P+P2+ ...+Pn−1)(I−P+W ) =
(I+P+P2+ ...+Pn−1)− (P+P2+ ...+Pn)+(W +PW +P2W + ...+Pn−1W ) =
I−Pn+nW .
In Abschnitt 2.1.2 wird gezeigt, dass (I−P+W )−1 = Z existiert und dass WZ =W
(siehe Gleichung 2.1.2). Wir erhalten
(I+P+P2+ ...+Pn−1) = (I−Pn+nW )Z
= Z−PnZ+nWZ
= Z−PnZ+nW
⇐⇒ (I+P+P
2+ ...+Pn−1)
n
=
Z
n
− P
nZ
n
+W n≥ 1 .
Da P die Übergangsmatrix einer ergodischen Markov Kette ist, können für P
nZ
n mit n→∞
keine unbestimmten Ausdrücke entstehen. Es folgt (0, Nullmatrix):
lim
n−→∞
(I+P+P2+ ...+Pn−1)
n
= 0−0+W =W
Wir wollen eine anschauliche Interpretation des Theorems liefern. Wir betrachten eine
ergodische Markov-Kette, welche im Zustand si ∈ S startet. X (m) m≥ 0 sei eine Zufalls-
größe, die den Wert 1 annimmt, falls sich der Prozess im m’ten Schritt im Zustand s j ∈ S
befindet und andernfalls den Wert 0 annimmt. Dann ist die zufällige relative Häufigkeit
Hn der Besuchsanzahlen des Zustandes s j in den ersten n Schritten gleich
Hn =
X (0)+X (1)+ ...+X (n)
n+1
.
Wir wissen P(X (m) = 1) = (Pm)i j = p
(m)
i j und P(X
(m) = 0) = 1− p(m)i j . Betrachten wir
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nun den Erwartungswert der Zufallsgröße Hn
E(Hn) = E(
X (0)+X (1)+ ...+X (n)
n+1
)
=
E(X (0))+E(X (1))+ ...+E(X (n))
n+1
=
p(0)i j + p
(1)
i j + ...+ p
(n)
i j
n+1
= (An)i j ,
so ist dieser gleich dem i,j’ten Element der Matrix An und gibt die mittlere Proportion
von Besuchen des Zustandes s j in den ersten n Schritten der Irrfahrt wieder. Da nach
Theorem 4 die Matrix An gegen W konvergiert, sind wir in der Lage ein Gesetz der
großen Zahlen für ergodische Markov-Ketten zu formulieren.
Theorem 5 (Gesetz der großen Zahlen für ergodische Markov-Ketten) Sei H(n)j die
zufällige relative Häufigkeit von Besuchen des Zustandes s j, in den ersten n Schritten
einer ergodischen Markov-Kette. Dann gilt unabhängig vom Anfangszustand und ∀ε > 0
lim
n−→∞P(|H
(n)
j − (w) j|> ε) = 0 .
(siehe [2], Seite 439)
Bemerkung Mit diesen Resultaten erhalten wir folgende Interpretationen des eindeuti-
gen, fixen, positiven Wahrscheinlichkeitsvektors w der Übergangsmatrix P.
1. Ist die Markov-Kette regulär, dann entspricht (w) j j = 1,2, ...,r der Wahrschein-
lichkeit, unabhängig von der Anfangsverteilung, nach sehr langer Zeit im Zustand
s j zu landen. Außerdem gibt sie die mittlere Proportion von Besuchen des Zu-
standes s j in einem sehr langen “Lauf ” wieder.
2. Ist die Markov-Kette ergodisch, dann entspricht (w) j j = 1,2, ...,r lediglich der
mittleren Proportion von Besuchen des Zustandes s j in einem sehr langen “Lauf
”.
Bevor wir zur Anwendung dieser umfangreichen Theorie kommen, soll an dieser Stelle
noch die Fundamentalmatrix ergodischer Markov-Ketten eingeführt werden.
2.1.2 Die Fundamentalmatrix ergodischer Markov-Ketten
Gegeben sei die Übergangsmatrix P einer regulären Markov-Kette. Wir betrachten
I+(P−W )+(P2−W )+(P3−W )+ ... .
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Uns ist bekannt, dass wP = w yWP =W , es ist aber auch * PW =W da PW =
(WTPT )T = (WT )T =W . D.h. die Multiplikation von P undW ist kommutativ. Außerdem
ist W k =W . Beachten wir diese Tatsachen, ergibt sich für die Potenz (P−W )n die
Gleichung
(P−W )n =
n
∑
i=0
(−1)i
(
n
i
)
Pn−iW i
= Pn+
n
∑
i=1
(−1)i
(
n
i
)
W i
= Pn+
n
∑
i=1
(−1)i
(
n
i
)
W
= Pn−W .
Bemerkung ∑ni=0(−1)i
(
n
i
)
= (1−1)n = 0 ⇒ ∑ni=1(−1)i
(
n
i
)
=−1
Wir erhalten
I+(P−W )+(P2−W )+(P3−W )+ ...= I+(P−W )+(P−W )2+(P−W )3+ ... .
Da Pn−W −→ 0 und damit (P−W )n −→ 0 für n−→∞, konvergieren diese Reihen (die
rechte Seite der Gleichung entspricht dann der geometrischen Reihe) und wir können
schreiben
I+(P−W )+(P−W )2+(P−W )3+ ...=
∞
∑
i=0
(P−W )n = (I−P+W )−1 .
Für reguläre Markov-Ketten wissen wir, dass Pn −→W für n −→ ∞ . Ist die Markov-
Kette jedoch nur ergodisch, können wir lediglich sagen, dass An −→W für n −→ ∞ .
Jedoch gibt der folgende Satz Auskunft darüber, dass (I−P+W )−1 auch für ergodische
Markov-Ketten existiert.
Satz 2 Sei P ∈ Rr×r die Übergangsmatrix einer ergodischen Markov-Kette, W die Ma-
trix, deren Zeilen dem eindeutigen, fixen, positiven Wahrscheinlichkeitsvektor w der Ma-
trix P entsprechen. Dann besitzt die Matrix (I−P+W ) eine Inverse. (siehe [2], Seite
457)
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Beweis: Sei x ∈ Rr ein beliebiger Spaltenvektor, wir betrachten
(I−P+W )x = 0
w(I−P+W )x = 0
(w−wP+wW )x = 0
wWx = 0
wx = 0
yWx= 0 .
Es bleibt
(I−P)x = 0
Px = x
Nach Theorem 1 muss x ein konstanter Vektor sein. Da (w)i > 0 i= 1,2, ...,r, ist x= 0
der einzige Vektor der wx= 0 erfüllt.
Wir nennen die Matrix Z=(I−P+W )−1, Fundamentalmatrix einer ergodischen Markov-
Kette.
Lemma 3 Sei Z = (I−P+W )−1 die Fundamentalmatrix einer ergodischen Markov-
Kette, c ein Spaltenvektor, dessen Komponenten alle 1 sind und w der eindeutige, fixe,
positive Wahrscheinlichkeitsvektor der Matrix P. Dann gilt:
1. Zc= c
2. wZ = w
3. Z(I−P) = I−W (siehe [2], Seite 458-459)
Beweis: Wir wissen Pc= c,Wc= c und damit ist
c = (I−P+W )c
y Zc = c .
Da wP= w und wW = w, ist
w(I−P+W ) = w−wP+wW = w
y w = wZ . (2.1.2)
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Wir betrachten die folgende Gleichung mit der Kenntnis, dass PW =W und W 2 =W
(I−P+W )(I−W ) = I−P+W −W +PW −W 2
= I−P+W −W +W −W
= I−P
y (I−W ) = Z(I−P) .
2.1.3 Berechnung mittlerer Erstankunftszeiten
In Abschnitt 1.1.1 haben wir die Definitionen spezieller Kennwerte zufälliger Irrfahrten
eingeführt. Nun wollen wir erste Gleichungen für diese aufstellen.
Es gilt:
mi j = 1+∑
k
pikmk j i 6= j (2.1.3)
Ausgehend vom Zustand si ∈ S, befindet sich der Prozess nach einem Schritt mit Wahr-
scheinlichkeit 1 in einem seiner Nachbarzustände. Dieser Schritt wird in Gleichung 2.1.3
mit 1 berücksichtigt. Ausgehend von einem Nachbarzustand sk, benötigen wir von die-
sem im Mittel mk j Schritte, um s j zu erreichen. Da der Nachbarzustand zufällig gewählt
wird, müssen wir das gewichtete Mittel über alle mk j bilden, woraus sich Gleichung 2.1.3
ergibt. Durch analoge Überlegungen gilt für ri
ri = 1+∑
k
pikmki .
Sei M eine Matrix mit (M)i j = mi j, D eine Diagonalmatrix mit den Elementen (D)ii = ri
und C eine entsprechende Matrix deren Einträge alle 1 sind, dann gilt:
M = PM+C−D (2.1.4)
Da wir vereinbarten, dass mii = 0, muss die Matrix D in Gleichung 2.1.4 subtrahiert
werden. Eine Umstellung der Formel ergibt
(I−P)M =C−D .
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2.1.3.1 Mittlere Erstrückkehrzeit
Theorem 6 Für die mittlere Erstrückkehrzeit einer ergodischen Markov-Kette gilt:
ri =
1
(w)i
Wobei w der eindeutige, fixe, positive Wahrscheinlichkeitsvektor der Matrix P ist. (siehe
[2], Seite 455)
Beweis: Es gilt:
(I−P)M = C−D
w(I−P)M = w(C−D)
(w−wP)M = w(C−D)
Da w−wP= 0, erhalten wir
w(C−D) = 0
wC−wD = 0
wC = wD
c = wD .
Dabei ist c ein Zeilenvektor, dessen Einträge alle 1 sind.Betrachten wir die i’te Kompo-
nente dieser Vektorgleichung, folgt:
1 = (w)i(D)ii
= (w)iri
Mit Theorem 6 haben wir nun die Möglichkeit, die mittlere Erstrückkehrzeit über w zu
berechnen.
2.1.3.2 Mittlere Erstankunftszeit
Theorem 7 Sei Z = (I−P+W )−1 die Fundamentalmatrix einer ergodischen Markov-
Kette und w der eindeutige, fixe, positive Wahrscheinlichkeitsvektor der Matrix P, dann
gilt für die mittlere Erstankunftszeit
mi j =
(Z) j j− (Z)i j
(w) j
=
z j j− zi j
(w) j
.
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(siehe [2], Seite 459)
Beweis: Wir wissen:
(I−P)M = C−D
Z(I−P)M = ZC−ZD
Nach Lemma 3 ist Z(I−P) = I−W und ZC =C, damit folgt
(I−W )M =C−ZD
M =C−ZD+WM .
y (M)i j = mi j = 1− zi jr j+w(M) j
(M) j ist dabei die j’te Spalte von M. Da m j j = 0 erhalten wir
m j j = 0= 1− z j jr j+w(M) j .
y w(M) j = z j jr j−1
Für mi j gilt dann
mi j = 1− zi jr j+ z j jr j−1
= (z j j− zi j)r j .
Da r j = 1(w) j , erhalten wir das Resultat
mi j =
(z j j− zi j)
(w) j
.
2.2 Eigenwerte und Eigenvektoren symmetrischer
Matrizen
Symmetrische Matrizen spielen in dieser Arbeit eine große Rolle, da die Adjazenzmatrix
eines Graphen G= (V,E) stets symmetrisch ist. Im Folgenden werden einige Sätze und
Eigenschaften symmetrischer Matrizen vorgestellt, um diese später anzuwenden.
Definition Wir nennen eine Matrix M ∈ Rn×n symmetrisch, wenn gilt:
ai j = a ji ∀i, j = 1,2, ...,n
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Satz 3 Für eine symmetrische Matrix M ∈ Rn×n gilt:
1. M hat nur reelle Eigenwerte.
2. Eigenvektoren zu unterschiedlichen Eigenwerten sind orthogonal. (1. siehe [15];
2. siehe [12], Seite 151)
Beweis: Sei x ∈ Cn ein Eigenvektor von M, d.h. Mx= λx. Dann gilt
xTMx= xTMx= xTλx= xTλx= λxT x= λ ||x||2 .
x bedeutet dabei die Konjugation von x (komponentenweise), xT y=∑ni=1(x)i ¯(y)i ist das
komplexe Skalarprodukt und ||x|| ist die durch dem Skalarprodukt induzierte Norm. Es
gilt aber auch
xTMx= xTMT x= (Mx)T x= (λx)T x= λxT x= λ ||x||2 .
y λ = λ
Und damit muss λ reell sein. Zum zweiten Teil des Satzes. Es seien x,y Eigenvektoren
von M zu verschiedenen Eigenwerten λx,λy. Dann gilt:
λxxT y= (Mx)T y= xTMT y= xTMy= xTλyy= λyxT y
y (λx−λy)xT y= 0
Da aber λx 6= λy, muss xT y= 0 sein.
Weiterhin gilt, dass der Rn eine Basis aus Eigenvektoren einer symmetrischen Matrix
M ∈ Rn×n besitzt, dabei handelt es sich um eine Orthogonalbasis (siehe [12], Seite
152). Da sich aus einer Orthogonalbasis stets eine Orthonormalbasis herstellen lässt,
ist eine symmetrische Matrix nicht nur stets diagonalisierbar, sondern die Diagonalisie-
rung ist stets durch eine orthogonale Matrix möglich.
Satz 4 Es sei A ∈ Rn×n, mit n linear unabhängigen Eigenvektoren x(1),x(2), ...,x(n).
Die zugehörigen Eigenwerte seien λ1,λ2, ...,λn. Wir bilden die Matrix
C = (x(1),x(2), ...,x(n)). Dann ist C−1AC = Λ, wobei Λ = diag(λ1,λ2, ...,λn) . (siehe
[15])
Beweis: Es gilt:
Ax(i) = λix(i) i= 1,2, ...,n
In Matrixschreibweise bedeutet dies
AC =CΛ ,
oder
C−1AC = Λ .
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Mit diesen Satz können wir den Spezialfall, A ist symmetrisch formulieren.
Satz 5 Es sei M ∈ Rn×n eine symmetrische Matrix. Dann ist
M = QΛQT
eine Diagonalisierung von M. Λ ist dabei eine Diagonalmatrix mit
Λ= diag(λ1,λ2, ...,λn)
und Q eine orthogonale Matrix, deren Spalten den orthonormierten Eigenvektoren von
M entsprechen. (siehe [12], Seite 152)
Beweis: Da sich aus den Eigenvektoren von M eine Orthonormalbasis konstruieren
lässt, ist die Matrix Q orthogonal und somit Q−1 = QT , nach Satz 4 folgt
M = QΛQT .
Wir sind nun in der Lage, eine symmetrische Matrix in ihrer Spektralform darzustellen.
Es gilt:
M = QΛQT =
n
∑
i=1
λix(i)x(i)T
Satz 6 (Satz von Perron und Frobenius) Die Matrix A ∈ Rn×n≥0 sei symmetrisch, unzer-
legbar und λ1(A)≥ λ2(A)≥ ...≥ λn(A). Dann gilt für n≥ 2 :
1. λ1(A) ist positiv, hat die Vielfachheit 1, ist betragsmäßig maximaler Eigenwert und
zugleich der einzige Eigenwert, der einen Eigenvektor mit nur positiven Einträgen
besitzt.
2. λn(A)=−λ1(A) dann und nur dann, wenn A sich durch simultanes Zeilen-/Spalten-
tauschen in eine Matrix der Blockgestalt
[
0 B
BT 0
]
überführen lässt. In diesem
Fall hat λn(A) ebenfalls Vielfachheit 1.
Der Beweis von Satz 6 ist in [7], Seite 29 zu finden.
Bemerkung Für unsere Zwecke bedeutet die Unzerlegbarkeit von Matrizen, dass der
Graph der Adjazenzmatrix zusammenhängend ist.
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2.3 Eigenwerte und Grenzverteilung
In Abschnitt 2.1 wurde ausführlich über die Existenz und den Eigenschaften des ein-
deutigen, fixen, positiven Wahrscheinlichkeitsvektors w der Übergangsmatrix P berich-
tet. Definieren wir nun eine Irrfahrt auf einem ungerichteten, endlichen, schlichten und
zusammenhängenden Graphen G= (V,E), mit den in Abschnitt 1.1 vorgestellten Über-
gangswahrscheinlichkeiten, so kann der auf dem Graphen stattfindende stochastische
Prozess, durch eine ergodische Markov-Kette beschrieben werden. Ist der Prozess zu-
dem aperiodisch, wird die Irrfahrt durch eine reguläre Markov-Kette beschrieben.
Theorem 8 Eine Irrfahrt auf einem ungerichteten, endlichen, zusammenhängenden,
schlichten Graphen ist genau dann aperiodisch, wenn G nicht bipartit ist. (siehe [4],
Seite 31)
Beweis: Wir wissen, ein Graph ist genau dann bipartit, wenn alle Kreise des Graphen
eine gerade Länge besitzen. Demzufolge ist die Rückkehr zu einem beliebigen Knoten
x ∈ V nur in einer geraden Anzahl von Schritten möglich. Die schnellstmögliche Rück-
kehr in einem bipartiten Graphen beträgt 2 Schritte, es folgt p(x) = 2 ∀x ∈V .
⇒ Ist nun eine auf einem Graphen stattfindende Irrfahrt aperiodisch, so gilt p(x) =
1 ∀x ∈ V . Dies impliziert, dass der Graph nicht bipartit sein darf. ⇐ Ist nun der Graph
nicht bipartit, so besitzt der Graph einen Kreis ungerader Länge. Für jeden Knoten des
Graphen können wir dadurch in einer geraden, oder ungeraden Anzahl von Schritten
zurückkehren. Es folgt p(x) = 1 ∀x ∈V und damit ist die Irrfahrt aperiodisch.
Bemerkung Findet eine Irrfahrt auf einem...
• bipartiten Graphen statt, so wird dieser stochastische Prozess durch eine ergodi-
sche Markov-Kette beschrieben.
• nicht bipartiten Graphen statt, so wird dieser stochastische Prozess durch eine
reguläre Markov-Kette beschrieben.
All jene Eigenschaften lassen sich auch aus der speziellen Struktur der Übergangsma-
trix P herleiten. Wir wissen, für jede ergodische Markov-Kette existiert ein eindeutiger,
fixer, positiver Wahrscheinlichkeitsvektor w der Matrix P.
Lemma 4 Für einen ungerichteten, endlichen, zusammenhängenden, schlichten Gra-
phen G= (V = {1,2, ...,n} ,E), hat w die Form
w= (deg(1)/2m,deg(2)/2m, ...,deg(n)/2m), wobei m= |E|. (siehe [4], Seite 32)
Beweis: Es gilt (w)i > 0 i = 1,2, ...,n, und ∑ni=1(w)i = ∑
n
i=1
deg(i)
2m =
1
2m∑
n
i=1 deg(i) =
2m
2m = 1. Bleibt zu zeigen, dass wP = w. Dazu betrachten wir w(P)i ((P)i , i’te Spalte
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von P) und erhalten
w(P)i =
n
∑
k=1
deg(k)
2m
pki = ∑
j∈N(i)
deg( j)
2m
1
deg( j)
=
1
2m ∑j∈N(i)
1=
deg(i)
2m
= (w)i .
Da i beliebig gewählt wurde, gilt wP= w.
Wir wollen nun mittels spektraler Eigenschaften des Graphen G = (V,E) zeigen, dass
für nicht bipartite Graphen und für eine beliebige Anfangsverteilung P0 gilt: Pt( j) −→
(w) j für t −→ ∞. Die Übergangsmatrix P hat den größten Eigenwert 1 (beachte Satz
6, Teil 1 und die Eigenwerteigenschaft der im Folgenden eingeführten Matrix N), mit
den entsprechenden linken Eigenvektor w und den rechts korrespondierenden Eigen-
vektor c ((c)i = 1 i = 1,2, ...,n). Die Matrix P ist im Allgemeinen nicht symmetrisch, es
sei denn G = (V,E) ist regulär (alle Knoten besitzen gleichen Knotengrad). Aber wir
können die Matrix P in eine symmetrische Form überführen. Für die Matrix P gilt P =
DA. Dabei ist A die Adjazenzmatrix des Graphen und D eine Diagonalmatrix mit D =
diag(1/deg(1), ...,1/deg(n)). Betrachten wir die Matrix N = D1/2AD1/2 = D−1/2PD1/2,
so ist N symmetrisch und besitzt die gleichen Eigenwerte wie P (siehe [6], Seite 21-
22; [5], Seite 14-15).
Beweis: Die Matrix N ist symmetrisch *, denn es gilt:
ni j =
1√
deg(i)
ai j
1√
deg( j)
,
n ji =
1√
deg( j)
a ji
1√
deg(i)
Wir erhalten:
ni j−n ji = 1√
deg(i)
ai j
1√
deg( j)
− 1√
deg( j)
a ji
1√
deg(i)
=
1√
deg(i)
1√
deg( j)
(ai j−a ji)
=
1√
deg(i)
1√
deg( j)
(ai j−ai j) (Aist symmetrisch)
= 0
y ni j = n ji
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Da D1/2 = diag(1/
√
deg(1),1/
√
deg(2), ...,1/
√
deg(n)), existiert D−1/2 mit D−1/2 =
diag(
√
deg(1),
√
deg(2), ...,
√
deg(n)) und A= D−1/2ND−1/2.
y P= DA= DD−1/2ND−1/2 = D1/2ND−1/2
Sei nun Px= λx, dann ist
Px= D1/2ND−1/2x= λx .
Multiplikation mit D−1/2 liefert
D−1/2D1/2ND−1/2x= ND−1/2x= λD−1/2x .
Setzen wir q= D−1/2x, folgt
Nq= λq .
y λ ist Eigenwert von N mit dem Eigenvektor q.
Da N symmetrisch ist, können wir die Matrix nach Abschnitt 2.2 in ihrer Spektralform
darstellen.
N =
n
∑
i=1
λiv(i)v(i)T
v(i) sind die orthonormierten Eigenvektoren zum Eigenwert λi. Die Eigenwerte treten
entsprechend der Ordnung λ1 ≥ λ2 ≥ ...≥ λn auf. Da c Eigenvektor von P zum Eigen-
wert 1 ist, so ist D−1/2c= z= (
√
deg(1),
√
deg(2), ...,
√
deg(n))T ein Eigenvektor von
N zum Eigenwert 1. Da dieser Eigenvektor nur positive Komponenten enthält, folgt nach
dem Frobenius Perron Theorem (siehe Satz 6)
λ1 = 1> λ2 ≥ ...≥ λn ≥−1 .
Für v(1) erhalten wir nach Normierung von z
v(1) =
1√
2m
z⇒ v(1)i =
√
deg(i)
2m
=
√
(w)i . (2.3.1)
Ist G = (V,E) nicht bipartit so gilt λn > −1 (siehe [8], Seite 7). Mit diesen Vorbetrach-
tungen erhalten wir für t ∈ N
Pt = (D1/2ND−1/2)t
= D1/2ND−1/2D1/2ND−1/2...D1/2ND−1/2
= D1/2NtD−1/2
= D1/2(
n
∑
i=1
λiv(i)v(i)T )tD−1/2 .
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Beachten wir die Orthonormiertheit der Eigenvektoren, so verbleiben aus
(∑ni=1λiv(i)v(i)T )t lediglich die Terme mit gleichen Eigenwerten. Denn dann gilt:
λiv(i)v(i)Tλiv(i)v(i)T ...λiv(i)v(i)T = λ ti v(i)v(i)
T v(i)v(i)T ...v(i)v(i)T
= λ ti v(i)11...1v(i)
T
= λ ti v(i)v(i)
T
Für gemischtgliedrige Terme treten im Produkt Ausdrücke der Form v(i)T v( j) i 6= j auf,
welche auf Grund der Orthonormiertheit 0 ergeben. Daraus folgt für Pt
Pt = D1/2(
n
∑
i=1
λiv(i)v(i)T )tD−1/2
=
n
∑
i=1
λ tiD
1/2v(i)v(i)TD−1/2
= Q+
n
∑
i=2
λ tiD
1/2v(i)v(i)TD−1/2 .
Mit
Q = λ t1D
1/2v(1)v(1)TD−1/2
= λ t1

1√
deg(1)
0
. . .
0 1√
deg(n)


deg(1)
2m ...
√
deg(1)deg(n)
2m
...
...√
deg(n)deg(1)
2m ...
deg(n)
2m


√
deg(1) 0
. . .
0
√
deg(1)

= 1
w1 ... wn... ...
w1 ... wn
 .
Für p(t)i j erhalten wir:
p(t)i j = (w) j+
n
∑
k=2
λ tkv(k)iv(k) j
√
deg( j)
deg(i)
(2.3.2)
Ist der Graph G= (V,E) nicht bipartit, gilt für die Eigenwerte: |λi|< 1 i= 2,3, ...,n. Und
wir erhalten das erwünschte Resultat, entsprechend regulärer Markov-Ketten
lim
t−→∞ p
(t)
i j = (w) j .
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D.h. für eine auf einem nicht bipartiten Graphen stattfindende Irrfahrt, konvergiert die
Folge P0,P1, ... gegen die Grenzverteilung w, mit (w) j = deg( j)/2m = limt−→∞ p
(t)
i j i ∈
V .
2.4 Elektrische Netzwerke und Kennwerte zufälliger
Irrfahrten
In dem Werk von Doyle und Snell (siehe [9]) werden ausführlich Äquivalenzen zwischen
elektrischen Netzwerken und Kennwerten zufälliger Irrfahrten vorgestellt. Die Definitio-
nen und Vereinbarungen bezüglich zufälliger Irrfahrten auf elektrischen Netzwerken,
sind in [9], ab Seite 29 zu finden. Weitere Äquivalenzen liefert das Werk von Prasad
Tetali (siehe [10]). Betrachten wir eine auf einem ungerichteten, endlichen, zusammen-
hängenden, schlichten Graphen G= (V,E) stattfindende Irrfahrt, so besteht das zuge-
ordnete elektrische Netzwerk G = (V,E,C) aus der gleichen Knoten und Kantenmen-
ge, und einer Funktion C : E −→ R+. D.h. jeder Kante wird ein nicht negativer Leitwert
C({x,y}) =Cxy zugeordnet. Dieser soll für alle weiteren Betrachtungen 1 sein. Demzu-
folge gilt auch für alle Widerstände Rxy = 1/Cxy = 1 ∀{x,y} ∈ E. Wollen wir nun eine
Irrfahrt auf G = (V,E,C) definieren, so führen wir die Übergangswahrscheinlichkeiten
pxy ein.
pxy =
{Cxy
Cx
f alls {x,y} ∈ E
0 sonst
=
{
1
deg(x) f alls {x,y} ∈ E
0 sonst
MitCx=∑y∈N(x)Cxy= deg(x). D.h. sind alle Widerstände Einheitswiderstände, so erhal-
ten wir die gleichen Übergangswahrscheinlichkeiten wie in Abschnitt 1.1 vorgestellt.
Theorem 9 Der Effektivwiderstand Re f fxy zwischen Knoten x und y, ist gleich der erwar-
teten Anzahl von Überquerungen einer beliebigen Kante {x,z} ∈ E von x nach z, wenn
eine Irrfahrt in x startet und so lange dauert bis sie in y endet. (siehe [10], Seite 102)
Beweis: Sei uxy(z) die erwartete Anzahl von Besuchen des Knotens z ∈ V , wenn eine
Irrfahrt in x startet und so lange dauert bis sie in y endet. Dann gilt uxy(y) = 0. Wir
wissen, jeder Besuch eines Knotens z ∈ V erfolgt über einen seiner Nachbarknoten
w ∈ N(z), wodurch wir erhalten (Satz der totalen Wahrscheinlichkeit)
uxy(z) = ∑
w∈N(z)
uxy(w)pwz
= ∑
w∈N(z)
uxy(w)
deg(w)
,z ∈V \{x,y} .
y
uxy(z)
deg(z)
= ∑
w∈N(z)
1
deg(z)
uxy(w)
deg(w)
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Nach dem Kirchoffschen Gesetz gilt (v(z) sei das im Knoten z anliegende Potential, mit
den Randwerten v(y) = 0 und v(x) = uxy(x)deg(x) , und izw = (v(z)−v(w))Czw die Stromstärke
von z nach w):
iz = ∑
w∈N(z)
izw = 0 ,∀z ∈V \{x,y}
⇐⇒ ∑
w∈N(z)
(v(z)− v(w))Czw = 0
⇐⇒ v(z) ∑
w∈N(z)
Czw = ∑
w∈N(z)
Czwv(w)
⇐⇒ v(z) = 1
deg(z) ∑w∈N(z)
1v(w) (2.4.1)
y vzy = ∑
w∈N(z)
1
deg(z)
vwy ,z ∈V \{x,y}
vzy ist dabei die Spannung zwischen z und y (d.h. vzy= v(z)−v(y) ). Wir erhalten vyy= 0
und vxy =
uxy(x)
deg(x) . Wir beobachten, dass vzy und uxy(z)/deg(z) harmonische Funktionen
auf V sind und die gleichen Randwerte besitzen. Es folgt (siehe Eigenschaften harmo-
nischer Funktionen in [11], Seite 1)
vzy =
uxy(z)
deg(z)
,∀z ∈V . (2.4.2)
Der Effektivwiderstand Re f fxy ist per Definition gleich der Spannung vxy, wenn ein Ein-
heitsstrom i das Netzwerk über den Knoten x betritt und über den Knoten y verlässt.
Denn dann gilt Re f fxy :=
v(x)
ix
= v(x)1 = vxy =
uxy(x)
deg(x) , da v(y) = 0. Könnten wir zeigen, dass
mit den festgelegten Randwerten der Potentiale ein Einheitsstrom durch das Netzwerk
fließt, hätten wir das Theorem gezeigt. Wir wissen
iwz = (vwy− vzy)/1
=
uxy(w)
deg(w)
− uxy(z)
deg(z)
.
Damit ist iwz gleich der Nettokantenüberquerungsanzahl von w nach z, einer zufälligen
Irrfahrt, die in x startet und solange dauert, bis sie in y endet. Da die Irrfahrt in x startet,
muss der Prozess den Knoten x stets einmal mehr verlassen, bevor er ihn wieder über
einen der Nachbarknoten von x besuchen kann, um letztlich in y zu landen. Wir erhalten
mit der hergeleiteten Interpretation des Stromes
∑
w
ixw = 1=∑
z
izy .
Theorem 10 Der Effektivwiderstand Re f fxy , ist gleich der erwarteten Anzahl von Über-
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querungen einer beliebigen Kante {w,z} w ∈V \{x,y} von w nach z, wenn eine Irrfahrt
in x startet und solange dauert bis sie den Knoten y erreicht und wieder zu Knoten x
zurückkehrt. (siehe [10], Seite 103)
Beweis: Sei nun u↔xy (w) die erwartete Anzahl von Besuchen des Knotens w ∈V , wenn
eine Irrfahrt in x startet und so lange dauert bis sie y erreicht und wieder zu x zurück-
kehrt. Dann folgt unmittelbar
u↔xy (w) = uxy(w)+uyx(w) .
Mit Formel 2.4.2 und der Tatsache, dass bei der Größe uxy(w) im entsprechenden elek-
trischen Netzwerk ein Einheitsstrom über Knoten x einfließt und über Knoten y verlässt
und bei der Größe uyx(w) ein Einheitsstrom in genau umgekehrter Richtung eingespeist
wird. So ändern sich im zweiteren Falle einfach die Vorzeichen der berechneten Ströme,
des ersteren Falles. Wir erhalten
u↔xy (w) = uxy(w)+uyx(w)
= vwydeg(w)+ vwxdeg(w) (bezu¨glichStrom : x 7→ yund y 7→ x)
= vwydeg(w)+(−vwxdeg(w)) (bezu¨glichStrom : x 7→ yund x 7→ y)
= vxydeg(w)
= Re f fxy deg(w) .
y
u↔xy (w)
deg(w)
= Re f fxy
Nun wollen wir einen Zusammenhang zwischen der Pendelzeit ki j zweier Knoten i, j∈V
eines Graphen G= (V,E) und dem Effektivwiederstand Re f fi j des zugeordneten elektri-
schen Netzwerkes herstellen.
Korollar 1 Für die Pendelzeit ki j gilt (|E|= m):
ki j = mi j+m ji = 2mR
e f f
i j i, j ∈V mit i 6= j (2.4.3)
(siehe [10], Seite 104)
Beweis: Wir starten eine Irrfahrt im Knoten i ∈ V . Betrachten wir ∑w ui j(w), so liefert
diese Summe die mittlere Anzahl von Schritten, die wir auf dem Graphen verbringen,
bevor wir in j landen und damit mi j. Analoges gilt, wenn wir ausgehend von j nach i
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wandern. Es folgt
ki j = mi j+m ji
= ∑
w
ui j(w)+∑
w
u ji(w)
= ∑
w
u↔i j (w)
= Re f fi j ∑
w
deg(w)
= Re f fi j 2m .
Aus dem sogenannten Austauschgesetz der Elektrotechnik (siehe [10], Seite 105), er-
halten wir einen entsprechenden Korollar für zufällige Irrfahrten auf Graphen.
Korollar 2 Die erwartete Anzahl von Überquerungen einer Kante {w,z} w ∈V \{x,y}
von w nach z, einer Irrfahrt, die in x startet und solange dauert bis sie in y endet, ist
gleich der erwarteten Anzahl von Überquerungen einer Kante {x,q} von x nach q, einer
Irrfahrt, die in w startet und solange dauert bis sie in y endet. D.h. uxy(w)/deg(w) =
uwy(x)/deg(x). (siehe [10], Seite 105)
Theorem 11 Gegeben sei ein elektrisches Netzwerk G= (V,E,C), dann gilt
∑
{x,y}∈E
Re f fxy = n−1 .
(siehe [10], Seite 104)
Beweis: Nach Korollar 2 ist
uxy(z)/deg(z) = uzy(x)/deg(x) .
Die linke Seite der Gleichung bezieht sich auf eine zufällige Irrfahrt, die von x nach y
läuft, wobei die rechte Seite der Gleichung eine von z nach y suggeriert. Summation
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über alle Nachbarschaftsknoten von y ergibt
∑
x∈N(y)
uxy(z)
deg(z)
= ∑
x∈N(y)
uzy(x)
deg(x)
= ∑
x∈N(y)
vxy
= ∑
x∈N(y)
v(x)− v(y)
1
= ∑
x∈N(y)
ixy
= 1 ,z 6= y .
Folglich gilt
∑
y∈V\{z}
∑
x∈N(y)
uxy(z)
deg(z)
= ∑
y∈V\{z}
1= n−1 ,
∑
y∈V\{z}
∑
x∈N(y)
uxy(z)
deg(z)
= ∑
y∈V
∑
x∈N(y)
uxy(z)
deg(z)
(da f u¨r y= z :
uxz(z)
deg(z)
=
0
deg(z)
= 0)
= ∑
{x,y}∈E
(
uxy(z)
deg(z)
+
uyx(z)
deg(z)
)
= ∑
{x,y}∈E
u↔xy (z)
deg(z)
= ∑
{x,y}∈E
Re f fxy = n−1 .
Bemerkung Mit Korollar 1 und Theorem 11 erhalten wir
1
2m ∑{x,y}∈E
2mRe f fxy = n−1
y ∑
{x,y}∈E
kxy = 2m(n−1) .
2.5 Mittlere Erstankunftszeit und erzeugende
Funktionen
Die folgende Theorie stammt aus [5], Seite 14-20 und [17], Seite 8-20.
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Wir betrachten die wahrscheinlichkeitserzeugende Funktion
F(x) =
∞
∑
t=0
Ptxt .
Dabei ist P die Übergangsmatrix des auf G= (V,E) stattfindenden stochastischen Pro-
zesses v0,v1, ... . Der i,j’te Eintrag Fi j(x) der Matrix F(x), ist die erzeugende Funktion
der Wahrscheinlichkeiten p(t)i j , d.h. Fi j(x) = ∑
∞
t=0 p
(t)
i j x
t . f (t)i j sei die Wahrscheinlichkeit,
ausgehend von i, j erstmalig nach t Schritten zu erreichen. Dann gilt
p(t)i j =
t
∑
s=0
f (s)i j p
(t−s)
j j .
Gi j(x) sei die erzeugende Funktion der Wahrscheinlichkeiten f
(t)
i j . Mit dem Cauchypro-
dukt erhalten wir
Fi j(x) = Gi j(x)Fj j(x) .
Nach Spektraldekomposition der Matrix P (berücksichtige Ordnung der Eigenwerte ent-
sprechend Abschnitt 2.3), Beachtung von Gleichung 2.3.2 und den Substitutionen z(k)=
D1/2v(k) und a(k) = D−1/2v(k), ist (für die i’te Komponente des k’ten Eigenvektors
schreiben wir v(k)i, anstatt (v(k))i)
p(t)i j =
n
∑
k=1
λ tkv(k)iv(k) j
√
deg( j)
deg(i)
= (w) j+
n
∑
k=2
λ tkz(k)ia(k) j
und
Fi j(x) =
∞
∑
t=0
((w) j+
n
∑
k=2
λ tkz(k)ia(k) j)x
t
=
∞
∑
t=0
((w) jxt+
n
∑
k=2
(λkx)tz(k)ia(k) j)
=
(w) j
1− x +
∞
∑
t=0
n
∑
k=2
(λkx)tz(k)ia(k) j
=
(w) j
1− x +
n
∑
k=2
z(k)ia(k) j
∞
∑
t=0
(λkx)t
=
(w) j
1− x +
n
∑
k=2
z(k)ia(k) j
1
1−λkx mit |x|< 1.
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Für Gi j(x) erhalten wir
Gi j(x) =
Fi j(x)
Fj j(x)
=
(w) j
1−x +∑
n
k=2 z(k)ia(k) j
1
1−λkx
(w) j
1−x +∑
n
k=2 z(k) ja(k) j
1
1−λkx
=
1+ 1−x(w) j ∑
n
k=2 z(k)ia(k) j
1
1−λkx
1+ 1−x(w) j ∑
n
k=2 z(k)ia(k) j
1
1−λkx
mit −1< x≤ 1.
Zwischen der mittleren Erstankunftszeit mi j und Gi j(x) besteht der Zusammenhang,
dass
mi j =
∞
∑
t=0
t f (t)i j = Gi j(x)
′|x=1 .
Wir erhalten mit a(k)i j = z(k)ia(k) j/(w) j
Gi j(x)′ = (
1+∑nk=2 a(k)i j
1−x
1−λkx
1+∑nk=2 a(k) j j
1−x
1−λkx
)′
= (
[
n
∑
k=2
a(k)i j
−1(1−λkx)+(1− x)λk
(1−λkx)2
][
1+
n
∑
k=2
a(k) j j
1− x
1−λkx
]
−
[
n
∑
k=2
a(k) j j
−1(1−λkx)+(1− x)λk
1−λkx
][
1+
n
∑
k=2
a(k)i j
1− x
1−λkx
]
)
/
[
1+
n
∑
k=2
a(k) j j
1− x
1−λkx
]2
Gi j(1)′ =
[
∑nk=2 a(k)i j
−1(1−λk)
(1−λk)2
]
1−
[
∑nk=2 a(k) j j
−1(1−λk)
(1−λk)2
]
1
1
=
n
∑
k=2
a(k) j j
1
(1−λk) −
n
∑
k=2
a(k)i j
1
(1−λk)
=
n
∑
k=2
(a(k) j j−a(k)i j) 1
(1−λk) .
Rücksubstitution ergibt
Gi j(1)′ = mi j
= 2m
n
∑
k=2
(
v(k)2j
deg( j)
− v(k)iv(k) j√
deg(i)deg( j)
)
1
(1−λk) . (2.5.1)
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Bemerkung Mit Formel 2.5.1 erhalten wir für die Pendelzeit
ki j = 2m
n
∑
k=2
(
v(k) j√
deg( j)
− v(k)i√
deg(i)
)2
1
(1−λk) .
Mittels spektraler Darstellung der Erstankunftszeit können wir nun das sogenannte “ran-
dom target Lemma” beweisen.
Lemma 5 Für eine irreduzible Markov-Kette mit dem Zustandsraum S, der Übergangs-
matrix P und dem eindeutigen, fixen, positiven Wahrscheinlichkeitsvektor w (wP = w),
ist die Größe
∑
j∈S
mi j(w) j
unabhängig vom Anfangszustand i ∈ S. (siehe [5], Seite 17)
Beweis: Um die eben gewonnen Erkenntnisse anzuwenden, wollen wir dieses Lemma
für den Spezialfall “zufällige Irrfahrten auf Graphen” beweisen. Mit dem Skalarprodukt:
< x,y>= ∑|S|k=1(x)k(y)k x,y ∈ R|S| und der induzierten Norm: ‖x‖=
√
< x,x> gilt nach
Gleichung 2.5.1
∑
j∈S
(w) jmi j = ∑
j∈S
deg( j)
2m
[
2m
n
∑
k=2
(
v(k)2j
deg( j)
− v(k)iv(k) j√
deg(i)deg( j)
)
1
(1−λk)
]
= ∑
j∈S
n
∑
k=2
(v(k)2j −
√
deg( j)
deg(i)
v(k)iv(k) j)
1
(1−λk)
=
n
∑
k=2
1
(1−λk)
[
∑
j∈S
v(k)2j −
√
1
deg(i)
v(k)i∑
j∈S
v(k) j
√
deg( j)
]
=
n
∑
k=2
1
(1−λk)
[
‖v(k)‖2−
√
1
deg(i)
v(k)i
√
2m∑
j∈S
v(k) j
√
deg( j)
2m
]
=
n
∑
k=2
1
(1−λk)
[
1−
√
1
deg(i)
v(k)i
√
2m< v(k),v(1)>
]
=
n
∑
k=2
1
(1−λk) [1−0] (beachteOrthonormiertheit)
=
n
∑
k=2
1
(1−λk) .
Wir können das “random target Lemma” folgendermaßen interpretieren. Wir wählen
aus dem Zustandsraum S einen zufälligen Zielknoten entsprechend der Verteilung des
eindeutigen, fixen, positiven Wahrscheinlichkeitsvektors w (wP = w) der Matrix P und
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fragen, wie lang es im Mittel dauert, um ausgehend von einem konkreten Startknoten i∈
S, im zufälligen Zielknoten zu landen. Nach Lemma 5 ist diese Größe völlig unabhängig
vom Anfangszustand i ∈ S. Weiterhin gilt die Abschätzung:
Theorem 12 Wählen wir i ∈ S entsprechend der Verteilung w der Zustandsmenge S.
Dann gilt für festes j ∈ S
∑
i∈S
(w)imi j ≥ 2mdeg( j)(1−
deg( j)
2m
)2 .
(siehe [5], Seite 19)
Beweis: Man betrachte
∑
i∈S
(w)imi j = ∑
i∈S
deg(i)
2m
[
2m
n
∑
k=2
(
v(k)2j
deg( j)
− v(k)iv(k) j√
deg(i)deg( j)
)
1
(1−λk)
]
= ∑
i∈S
n
∑
k=2
(
deg(i)
deg( j)
v(k)2j −
√
deg(i)
deg( j)
v(k)iv(k) j)
1
(1−λk)
=
n
∑
k=2
1
(1−λk)(
v(k)2j
deg( j)∑i∈S
deg(i)−
√
1
deg( j)
v(k) j
√
2m∑
i∈S
v(k)i
√
deg(i)
2m
)
=
n
∑
k=2
1
(1−λk)(
v(k)2j
deg( j)
2m)
=
2m
deg( j)
n
∑
k=2
1
(1−λk)v(k)
2
j
Nutzen wir nun die Ungleichung des arithmetischen- Å und harmonischen Mittels H
mit den Gewichten v(k)2j , wir erhalten
Å=
∑nk=2
1
(1−λk)v(k)
2
j
∑nk=2 v(k)2j
≥ ∑
n
k=2 v(k)
2
j
∑nk=2(1−λk)v(k)2j
=H .
Weiterhin gilt (beachte v(1)2j = (w) j siehe Gleichung 2.3.1, Matrix N siehe Abschnitt 2.3
, zudem ist die Orthonormiertheit der Eigenvektoren v(i) i= 1,2, ...,n zu beachten):
n
∑
k=2
v(k)2j =
n
∑
k=1
v(k)2j − v(1)2j = 1− (w) j ,
n
∑
k=2
(1−λk)v(k)2j =
n
∑
k=1
(1−λk)v(k)2j = 1−
n
∑
k=1
λkv(k)2j = 1− (N) j j = 1
(N) j j = 0 ist dem Fakt geschuldet, dass P = D1/2ND−1/2. Da (P) j j = 0⇒ (N) j j = 0.
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Wir erhalten weiterhin
n
∑
k=2
1
(1−λk)v(k)
2
j ≥
(1− (w) j)2
1
und schlussendlich
∑
i∈S
w(i)mi j =
2m
deg( j)
n
∑
k=2
1
(1−λk)v(k)
2
j ≥
2m
deg( j)
(1−w( j))2 .
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3 Überdeckungszeit
3.1 Vorstellung der Problematik
Wir betrachten eine Irrfahrt auf einem Graphen G = (V,E), wie in Abschnitt 1.1 vorge-
stellt. Sei cin die mittlere Anzahl von Schritten, um ausgehend von Knoten i, alle n Kno-
ten des Graphen G = (V,E) zu besuchen. Wir vereinbaren, dass der Prozess endet,
sobald alle Knoten besucht wurden. Weiter von Interesse ist die sogenannte partielle
Überdeckungszeit cik (k < n) welche angibt, wie lang es im Mittel dauert, um ausge-
hend von Knoten i, k unterschiedliche Knoten zu besuchen (der Startknoten wird dabei
mit gezählt). Es ist mit einem angepassten Gleichungssystem möglich das Problem der
Bestimmung von cin zu lösen, nur erfordert dies einen hohen Rechenaufwand, wie wir
im nachfolgenden Beispiel sehen werden.
Beispiel. Wir starten eine Irrfahrt auf dem in Abbildung 3.1.1 dargestellten Graphen,
Startknoten ist dabei Knoten 1.
Abbildung 3.1.1: Irrfahrt auf einem speziellen Graphen
Wir interessieren uns für die partielle Überdeckungszeit c13. Nach dem ersten Schritt
befindet sich das Teilchen in einem der Nachbarknoten 2,3 oder 4. D.h. wir müssen drei
Fallunterscheidungen betrachten.
1. Das Teilchen bewegt sich zu Knoten 2, dann sei a die mittlere Anzahl von Schritten
die benötigt werden, um ausgehend von 2, einen weiteren noch nicht besuchten
Knoten zu erreichen.
2. Das Teilchen bewegt sich zu Knoten 3, auf Grund der Symmetrie des Graphen ist
die mittlere Anzahl von Schritten die benötigt werden, um ausgehend von 3, einen
weiteren noch nicht besuchten Knoten zu erreichen, wiederum a.
3. Das Teilchen bewegt sich zu Knoten 4, in diesem Fall sei b die mittlere Anzahl
von Schritten die benötigt werden, um ausgehend von 4, einen weiteren noch
nicht besuchten Knoten zu erreichen.
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Verknüpfen wir diese drei Fälle erhalten wir
c13 = 1+
1
3
a+
1
3
a+
1
3
b= 1+
2
3
a+
1
3
b .
Die 1 in der Gleichung beschreibt den Schritt des Teilchens zu einem Nachbarknoten
von 1 (1/3 entspricht der Übergangswahrscheinlichkeit). Um a und b zu berechnen sind
weitere Überlegungen notwendig. In Abbildung 3.1.2 sind die möglichen Bewegungen
des Teilchens nach dem ersten Schritt in a′,b′ aufgeführt (die Bewegung zu Knoten 3
ist spiegelsymmetrisch zu a′).
Abbildung 3.1.2: Fallunterscheidungen
Ein türkiser Knoten stellt die derzeitige Lage des Teilchens und ein quadratischer- einen
schon besuchten Knoten dar. Ausgehend von a′,b′ können sich im nächsten Zeitschritt
die Realisierungen c′,d′ ergeben. Wir erhalten ein System von Gleichungen, mit:
a = 1+
1
2
0+
1
2
c
b = 1+d
c = 1+
2
3
0+
1
3
a
d = 1+
2
3
0+
1
3
b
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Es soll nur die Gleichung für die Unbekannte a erklärt werden, die übrigen Gleichungen
sind einfach zu abstrahieren. Ausgehend von Knoten 2 bewegen wir uns mit Wahr-
scheinlichkeit 1/2 wieder zu Knoten 1, dann befinden wir uns in c′ und benötigen, aus-
gehend von 1, im Mittel c Schritte, um einen weiteren noch nicht besuchten Knoten
zu erreichen. Mit Wahrscheinlichkeit 1/2 bewegen wir uns zu Knoten 3, dann ist aber
nach Vereinbarung der Prozess zu Ende, wodurch die 0 entsteht. Die 1 in der Glei-
chung beschreibt wieder den Übergangsschritt zu einem Nachbarknoten von 2. Nach
Berechnung von a,b erhalten wir c13 = 16/5.
3.2 Überdeckungszeit spezieller Graphen
Die nachfolgenden Herleitungen für die Überdeckungszeit stammen aus: [13]; [14], Sei-
te 146-155; [4], Seite 47-52.
3.2.1 Vollständiger Graph Kn
Auf Grund der Symmetrie des vollständigen Graphen mitV = {1,2, ...,n} spielt es keine
Rolle wo die Irrfahrt startet. Für c1n gilt
c1n = (n−1)(1+ 12 +
1
3
+ ...+
1
n−1) . (3.2.1)
Diese Gleichung kann aus der Lösung eines verwandten Problems hergeleitet wer-
den. Wir betrachten das sogenannte Gutschein-Sammel-Problem (coupon collectors
problem). In einer Lebensmittelverpackung befindet sich einer, von r unterschiedlichen
Preisen. Die Preise seien gleich verteilt, sodass jeder Preis mit gleicher Wahrscheinlich-
keit erhalten werden kann. Eine Person kauft solange Lebensmittelverpackungen bis sie
alle Preise erhalten hat. Sei N die zufällige Anzahl von gekauften Lebensmittelverpa-
ckungen, bis alle Preise erhalten wurden. Von Interesse ist nun der Erwartungswert von
N. Sei Yi die zufällige Anzahl von gekauften Verpackungen, um die bisherige Kollektion
von i−1 unterschiedlichen Preisen, auf i zu erhöhen. Dann gilt:
N = Y1+Y2+ ...+Yr ,
E(N) = E(Y1)+E(Y2)+ ...+E(Yr)
Besitzt die Person i− 1 unterschiedliche Preise, so verbleiben noch r− i+ 1 zu ge-
winnende Preise. Ist pi die Wahrscheinlichkeit einen neuen Preis zu gewinnen, dann
gilt
P(Yi = k) = (1− pi)k−1pi ,k = 1,2, ... .
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Damit ist die Zufallsgröße Yi geometrisch verteilt. Da noch r− i+ 1 unterschiedliche
Preise zu gewinnen sind, ist pi = (r− i+1)/r.
E(Yi) =
∞
∑
k=1
k(1− pi)k−1pi
= pi
∞
∑
k=0
k(1− pi)k−1
= pi(
1
1− x)
′|x=1−pi
=
pi
p2i
=
1
pi
=
r
r− i+1
Folglich erhalten wir
E(N) = r(
1
r
+
1
r−1 + ...+1) .
Die Lösung dieses Problems lässt unmittelbar auf die Lösung unseres Ausgangspro-
blems schließen. Beachten wir zusätzlich, dass wir die Irrfahrt in einem konkreten Kno-
ten starten, erhalten wir Gleichung 3.2.1.
3.2.2 Weg Pn
Wir nummerieren die Knoten des Weges mitV = {0,1,2, ...,n−1}. Aus Abschnitt 2.1.3.1
ist uns bekannt, dass r0 = rn−1 = 1/(w)0 = 2m/deg(0) = 2(n− 1) ist (r0 , mittlere
Erstrückkehrzeit zu Knoten 0). Befinden wir uns im Knoten 0, so erfolgt im nächsten
Zeitschritt eine Bewegung zu Knoten 1 mit Wahrscheinlichkeit 1 (analog für Knoten
n− 1). Wir erhalten rn−1 = 1+m(n−2)(n−1) (m(n−2)(n−1), mittlere Anz. von Schritten,
um ausgehend von Knoten n− 2, Knoten n− 1 erstmalig zu erreichen). Folglich ist
m(n−2)(n−1) = 2(n−1)−1. Allgemein erhalten wir m(r−1)r = 2r−1 0< r ≤ n−1, da in
diesem Falle nur eine Irrfahrt auf Pr+1 betrachtet wird. Wollen wir nun mi j i< j berech-
nen, machen wir folgende Beobachtung. Um Knoten j näher zu kommen müssen wir
von Knoten i zu Knoten i+1 wandern, dies dauert im Mittel mi(i+1) Schritte. Von Knoten
i+1 zu Knoten i+2 etc.. Darum gilt:
mi j =
j
∑
r=i+1
m(r−1)r =
j
∑
r=i+1
2r−1= j²− i² (3.2.2)
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Bemerkung Es gilt:
j
∑
r=i+1
2r−1 = 2
j
∑
r=i+1
r−
j
∑
r=i+1
1
= 2(
j
∑
r=1
r−
i
∑
r=1
r)− ( j− i)
= 2(
j( j+1)
2
− i(i+1)
2
)− ( j− i)
= j²− i²
Im Folgenden betrachten wir Pn+1. Sei ar die mittlere Anzahl von Schritten, um ausge-
hend von Knoten r den Knoten 0, oder n zu erreichen. Dann gilt:
ar =

0 f u¨r r = 0
1+ 12ar−1+
1
2ar+1 f u¨r0< r < n−1
0 f u¨r r = n
Eine Lösung dieses Problems ist ar = r(n− r). Die Eindeutigkeit dieser Lösung kann
mittels Eigenschaften harmonischer Funktionen gezeigt werden (siehe [4], Seite 49).
Um den Graphen Pn+1, ausgehend von Knoten r, zu überdecken ist es notwendig, zu-
erst einen der Randknoten 0, oder n zu besuchen und danach zum entsprechend an-
deren Ende des Graphen zu wandern. Unter Beachtung der Symmetrie des Graphen,
erhalten wir
cr(n+1) = ar+m0n = r(n− r)+n2 . (3.2.3)
3.2.3 Kreis Cn
Die Knoten des Kreises seien der Reihe um nummeriert mit V = {0,1, ...,n−1}. Wir
interessieren uns für die Größe mr0 (r 6= 0). Sofort wird klar, dass wir ausgehend von r
auf 2 Wegen zu 0 gelangen können. Nämlich über den Wegen (r,r−1, ...,0) und (r,r+
1, ...,0). Das Problem der Bestimmung von mr0 bezüglich des GraphenCn, ist äquivalent
dem Problem der Berechnung von ar (wie in Abschnitt 3.2.2 vorgestellt) bezüglich des
Graphen Pn+1. Wir spalten den Kreis im Knoten 0, der resultierende Graph ist ein Weg
der Länge n, mit den Randknoten 0 und 0. Wir erhalten mr0= ar = r(n−r). Sei T (k) die
mittlere Anzahl von Schritten, um ausgehend von einem beliebigen Startknoten r ∈V , k
Knoten des GraphenCn zu besuchen. Dann gilt T (1) = 0. Nach dem ersten Schritt wird
mit Wahrscheinlichkeit 1 ein Nachbarknoten von r besucht. Es folgt T (2)−T (1) = 1,
wir können crn folgendermaßen zerlegen
crn = T (n) = (T (n)−T (n−1))+(T (n−1)−T (n−2))+ ...+(T (2)−T (1))+T (1) .
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T (i)−T (i−1) ist dabei die mittlere Anzahl von Schritten, um von i−1 auf i unterschied-
lich besuchte Knoten zu springen. Angenommen wir haben eben den k’ten neuen Kno-
ten besucht (k < n), dann können wir einen Weg von schon besuchten Knoten konstru-
ieren. Auf Grund der Symmetrie des Graphen ist nur die Anzahl von schon besuchten
Knoten wichtig, wir schreiben (k,k− 1,k− 2, ...,1), die übrigen noch nicht besuchten
Knoten lassen sich ebenfalls durch einen Weg darstellen (k+1,k+2, ...,n−1,0). Nach
einer gewissen Zeit wird entweder Knoten k+ 1, oder Knoten 0 besucht. Folglich ist
T (k+1)−T (k) gleich ak bezüglich dem Graphen Pk+2. Wir erhalten ak = k(k+1−k) =
k und das Resultat
crn =
n−1
∑
k=1
T (k+1)−T (k) =
n−1
∑
k=1
ak =
n−1
∑
k=1
k =
n(n−1)
2
.
3.3 Schranken für die Überdeckungszeit
3.3.1 Matthews Grenze
Es ist nicht überraschend, dass zwischen der Überdeckungszeit und der mittleren Er-
stankunftszeit eine gewisse Abhängigkeit besteht. Je länger es dauert um von einem
beliebigen Zustand zu einem anderen zu gelangen, umso länger wird es dauern, bis wir
alle Zustände besucht haben. Das Theorem von Matthews ist eine Verallgemeinerung
des “coupon collectors problem”, welches bei der Überdeckungszeit des vollständigen
Graphen vorgestellt wurde.
Theorem 13 (Matthews) Sei (Xt) eine irreduzible, endliche Markov-Kette mit n Zustän-
den. Dann gilt für einen beliebigen Anfangszustand x,
cxn ≤ (max
a,b
mab)(1+
1
2
+
1
3
+ ...+
1
n
) .
(siehe [3], Seite 143; [16], Seite 5)
Beweis: Sei Z = {1,2, ...,n} der Zustandsraum der Markov-Kette und σ eine beliebi-
ge, gleich verteilte Permutation der Zustände aus Z (σ ∈ Sn). Die Permutation σ =
(σ(1), ...,σ(n)) wird dabei unabhängig vom stochastischen Prozess gewählt. Weiterhin
sei Tk die zufällige Anzahl von Schritten, bis alle Zustände aus σk = (σ(1), ...,σ(k)) k≤
n besucht wurden und Lk = XTk , d.h. Lk ist der letzte Zustand aus σk der zum Zeitpunkt
Tk besucht wird. Sei Ex(T1|σ(1) = s1) der bedingte Erwartungswert der Zufallsgröße T1,
wobei im Zustand x gestartet wird. Ist σ(1) = x erhalten wir für T1 = 0. Allgemein gilt
Ex(T1|σ(1) = s1) = mxs1 ≤maxa,b mab .
Wir betrachten den Term T2−T1 von σ2 = (σ(1),σ(2)), dabei können zwei mögliche
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Fälle eintreten.
1. Der Prozess besucht zuerst σ(1) und danach σ(2), dann entspricht T2 − T1 =
(mxσ(1)+mσ(1)σ(2))− (mxσ(1)) = mσ(1)σ(2) und L2 wäre in diesem Falle gleich σ(2).
2. Der Prozess besucht zuerst σ(2) und danach σ(1), dann erhalten wir für T2−T1 =
(mxσ(2)+mσ(2)σ(1))− (mxσ(2)+mσ(2)σ(1)) = 0 und L2 = σ(1).
Nun betrachten wir den ersten Fall etwas näher und definieren für zwei disjunkte Zu-
stände r,s ∈ S das Ereignis
A2(r,s) = {σ(1) = r,σ(2) = s= L2}
und erhalten
Ex(T2−T1|A2(r,s)) = mrs ≤max
a,b
mab .
Folglich ist A2 =
⋃
r 6=sA2(r,s) das Ereignis, dass σ(2) nach σ(1) besucht wird, mit L2 =
σ(2).
Korollar 3 Sei Y eine Zufallsgröße über einem Wahrscheinlichkeitsraum. Ein Ereignis
B setzt sich aus abzählbar vielen, disjunkten Ereignissen B j zusammen (B =
⋃
jB j).
Aus E(Y |B j)≤M folgt stets E(Y |B)≤M. (siehe [16], Seite 5)
Mit Korollar 3 erhalten wir
Ex(T2−T1|A2)≤max
a,b
mab .
Bezeichnet Ac2 das Ereignis, dass σ(2) vor σ(1) besucht wird, folgt
Ex(T2−T1|Ac2) = 0 .
Da die Permutation unabhängig von der Trajektorie des stochastischen Prozesses ge-
wählt wurde, ist es demnach gleich wahrscheinlich, dass σ(2) vor σ(1), oder nach σ(1)
in der Permutation σ auftaucht (d.h.Px(A2) = 12 , wobei inxgestartet wird). Mittels Defi-
nition des bedingten Erwartungswertes erhalten wir
Ex(T2−T1) = Px(A2)Ex(T2−T1|A2)+Px(Ac2)Ex(T2−T1|Ac2)
≤ 1
2
max
a,b
mab .
Wir können Tk−Tk−1 3≤ k ≤ n in gleicher Weise abschätzen. Dabei betrachten wir die
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Fälle σ(k) = Lk oder σ(k) 6= Lk. Für disjunkte Zustände r,s ∈ S definieren wir
Ak(r,s) = {σ(k−1) = r = Lk−1,σ(k) = s= Lk} .
Für den Erwartungswert gilt
Ex(Tk−Tk−1|Ak(r,s)) = mrs ≤max
a,b
mab
und mit Ak =
⋃
r 6=sAk(r,s) (d.h. σ(k) wird als letzter Zustand in σk besucht) erhalten wir
Ex(Tk−Tk−1|Ak)≤max
a,b
mab .
Während mit analoger Definition von Ack wiederum gilt:
Ex(Tk−Tk−1|Ack) = 0
Wie im Falle k = 2, ist es in σk für jeden Zustand gleich wahrscheinlich als letzter Zu-
stand σ(k) aufzutauchen (d.h.Px(Ak) = 1k ,
wobei inxgestartet wird). Es resultiert
Ex(Tk−Tk−1) = Px(Ak)Ex(Tk−Tk−1|Ak)+Px(Ack)Ex(Tk−Tk−1|Ack)
≤ 1
k
max
a,b
mab .
Beachten wir die Definition der Zufallsgröße Tn, erhalten wir das gewünschte Ergebnis
cxn = Ex(Tn)
= Ex(T1)+Ex(T2−T1)+ ...+Ex(Tn−Tn−1)
≤ max
a,b
mab(1+
1
2
+ ...+
1
n
) .
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3.3.2 Eine weitere Grenze*
Lemma 6 Gegeben sei ein ungerichteter, endlicher, zusammenhängender, schlichter
Graph G= (V,E) mit |V |= n, dann gilt für die Überdeckungszeit cxn x ∈V
cxn ≤ (n−1)max
y∈V
mxy .
Beweis: f (k)xy sei gleich der Wahrscheinlichkeit, wie in Abschnitt 2.5 eingeführt (Erstan-
kunftswahrscheinlichkeit nach k Schritten). Ax(k) sei das Ereignis, ausgehend von x,
einer Überdeckung des Graphen nach k Schritten. Axy(k) sei das Ereignis, ausgehend
von x, einer Überdeckung des Graphen nach k Schritten, wobei y ∈ V \{x} der zuletzt
überdeckte Knoten sein soll. Dann folgt Ax(k) =∪y∈V\{x}Axy(k). Für die Überdeckungs-
zeit gilt dann:
cxn =
∞
∑
k=0
P(Ax(k))k
=
∞
∑
k=0
P(∪y∈V\{x}Axy(k))k
=
∞
∑
k=0
[
∑
y∈V\{x}
P(Axy(k))
]
k
Das Ereignis Axy(k) umfasst alle Trajektorien des stochastischen Prozesses, die nach
k Schritten in y enden und zuvor alle anderen Knoten des Graphen besuchten. Das
entsprechende Ereignis zur Wahrscheinlichkeit f (k)xy umfasst ebenfalls diese Trajektorien
und noch mehr. Aus dieser Tatsache folgt f (k)xy ≥ P(Axy(k)) und wir erhalten
cxn ≤
∞
∑
k=0
[
∑
y∈V\{x}
f (k)xy
]
k
=
∞
∑
k=0
f (k)xy1k+
∞
∑
k=0
f (k)xy2k+ ...+
∞
∑
k=0
f (k)xyn−1k (∪n−1i=1 yi =V \{x})
= mxy1 +mxy2 + ...+mxyn−1
≤ (n−1)max
y∈V
mxy
3.4 Eine falsche Annahme*
In [4], Seite 53 wird folgende Annahme getroffen (siehe Abbildung 3.4.1).
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Abbildung 3.4.1: Ausschnitt aus [4], Seite 53
In unserer Notation nimmt diese Ungleichung folgende Gestalt an:
max
u∈V
cun ≤ mv0v1 +mv1v2 + ...+mvr−1vr
Wir betrachten den Weggraphen Pn+1 mit V = {0,1,2, ...,n} und σ = (0,1,2, ...,n). Für
die Überdeckungszeit gilt (siehe 3.2.3)
cr(n+1) = r(n− r)+n2 .
Sei n ungerade, dann folgt:
c n
2 (n+1)
=
n
2
(n− n
2
)+n2 =
n2
4
+n2 =
5
4
n2
c( n2±k)(n+1) = (
n
2
± k)(n− (n
2
± k))+n2 = (n
2
± k)(n
2
∓ k)+n2 = 5
4
n2− k2 0≤ k ≤ n
2
y c n
2 (n+1)
≥ c( n2±k)(n+1)
ymax
u∈V
cu(n+1) =
n2
4
+n2
Nun betrachten wir
m01+m12+ ...+m(n−1)(n) = m0n = n2 (sieheGleichung3.2.2) .
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Es folgt
max
u∈V
cu(n+1) =
n2
4
+n2 ≥ n2 = m01+m12+ ...+m(n−1)(n) .
Womit ein Beispiel gefunden wäre, für welches die angenommene Ungleichung im Wi-
derspruch steht.
44
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4 Anwendung der Theorie
4.1 Simulated Annealing
Die folgende Vorstellung und Analyse des Algorithmus “Simulated Annealing“ stammt
aus [18] und [19], Seite 55-67.
Es sei F die Menge aller zulässigen Lösungen eines kombinatorischen Optimierungs-
problems. Wir betrachten die Optimierungsaufgabe
minimiere f (x), sodassPra¨dikat L(x)wahr ist.
Dabei ist das Prädikat L(x) genau dann wahr, wenn x eine zulässige Lösung ist. Si-
mulated Annealing führt eine zufällige Irrfahrt auf den Lösungen des vorgestellten Opti-
mierungsproblems durch, um eine optimale Lösung zu bestimmen. Die Idee von Simu-
lated Annealing stammt aus der Physik. Ein Stoff wird über seinen Schmelzpunkt hin-
aus erhitzt. Danach wird kontrolliert abgekühlt, um eine möglichst reine Kristallstruktur
zu erhalten, diese wird dabei in einem globalen Energieminimum angenommen. Wird
zu schnell abgekühlt, treten kleine Fehler in der Kristallgitterstruktur auf, diese fehler-
hafte Struktur entspricht einem lokalen Energieminimum. Wir definieren die Abbildung
U : F −→ 2F , d.h. jeder Lösung x ∈ F wird eine Umgebung U(x) benachbarter Lösun-
gen mit:
• Für jede Lösung x gilt: x ∈U(x).
• Für alle Lösungen x,y gilt: x ∈U(y)⇔ y ∈U(x).
• Für x ∈U(y) gilt: |U(x)|= |U(y)|.
zugeordnet.
Der Algorithmus (Simulated Annealing):
1. Setze x = x0 für eine beliebige Anfangslösung x0 ∈ F und wähle eine Anfang-
stemperatur T .
2. Wiederhole “hinreichend oft”:
2.1 Wähle zufällig eine Nachbarlösung y ∈U(x).
2.2 IF f (y)≤ f (x) THEN x= y ELSE
Setze x= y mit Wahrscheinlichkeit e−
f (y)− f (x)
T .
2.3 Wähle eine neue Temperatur T (entsprechend einem Abkühlschema).
Der Einfluss der Temperatur macht sich folgendermaßen bemerkbar:
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• Ist die Temperatur hoch, so gilt: e−
f (y)− f (x)
T ≈ 1− f (y)− f (x)T ,
da für kleine x : e−x ≈ 1− x.
• strebt die Temperatur gegen Null, so e−
f (y)− f (x)
T → 0.
D.h. bei hohen Temperaturen sind Verschlechterungen durchaus wahrscheinlich. Damit
durchläuft Simulated Annealing den Lösungsraum anfänglich rein zufällig. Mit T → 0
sind Verschlechterungen sehr unwahrscheinlich. Im Folgenden wird eine Analyse des
Algorithmus aus Sicht der Markov-Theorie geführt.
4.1.1 Analyse des Verfahrens
Ausgehend von einer beliebigen Lösung x ∈ F , führen wir folgende Wahrscheinlichkei-
ten ein:
• GT (x,y) ist die Wahrscheinlichkeit, dass Lösung y gewählt wird.
• AT (x,y) ist die Wahrscheinlichkeit, dass y akzeptiert wird.
• PT (x,y) ist die Wahrscheinlichkeit, dass Simulated Annealing zur Lösung y wech-
selt.
Wird jede Nachbarlösung gleich wahrscheinlich gewählt, erhalten wir:
GT (x,y) =
{
1
|U(x)| f allsy ∈U(x)
0 sonst
AT (x,y) wird folgendermaßen festgelegt:
AT (x,y) =
{
1 f alls f (y)≤ f (x)
e−
f (y)− f (x)
T sonst
Damit Simulated Annealing, ausgehend von x, zur Lösung y wechselt, muss einerseits
y aus U(x) gewählt werden (dies geschieht mit Wahrscheinlichkeit GT (x,y) ). Zudem
muss y akzeptiert werden (dies geschieht mit Wahrscheinlichkeit AT (x,y)). Auf Grund
der Unabhängigkeit beider Forderungen (Ereignisse) erhalten wir für x 6= y
PT (x,y) = GT (x,y)AT (x,y) .
Die Wahrscheinlichkeit, dass wir in x verweilen ist dann
PT (x,x) = 1− ∑
y∈U(x),y6=x
PT (x,y) .
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Nun modellieren wir eine Markov-Kette. Der Zustandsraum S entspricht dabei den zu-
lässigen Lösungen aus F . PT sei die Übergangsmatrix mit den Einträgen (PT (x,y))x,y
bei fixierter Temperatur T . Wir starten nun eine Irrfahrt auf dem entsprechenden Gra-
phen G= (V,E,PT ) der Markov-Kette, gestartet wird dabei in einem beliebigen Knoten
x ∈V . Wir interessieren uns für die Grenzverteilung Pt (siehe Abschnitt 1.1 ). Durch die
von uns getroffenen Vereinbarungen, kann die Irrfahrt durch eine reguläre Markov-Kette
(siehe Abschnitt 2.1.1) beschrieben werden. Wäre die Kette reduzibel, läge ein Definiti-
onsfehler der Nachbarschaft vor und sie ist aperiodisch, denn jede Lösung liegt auch in
ihrer Nachbarschaft (Eigenschleifen). Aus Abschnitt 2.1.1 ist uns bekannt, dass ein ein-
deutiger, fixer, positiver Wahrscheinlichkeitsvektor wT existiert, für den gilt wTPT = wT .
Wir stellen die Vermutung auf, dass
(wT )x =
1
NT
e−
f (x)
T , NT = ∑
z∈F
e−
f (z)
T . (4.1.1)
Stellt sich die Vermutung als wahr heraus, dann nimmt die Wahrscheinlichkeit, nach
langer Zeit in einer Lösung mit geringem Zielfunktionswert zu landen, zu. Um die Ver-
mutung zu zeigen, führen wir zuerst den Begriff der reversiblen Markov-Kette ein.
Definition Eine Markov-Kette heißt umkehrbar (reversibel), wenn es eine Verteilung q
(q in Form eines Zeilenvektors) gibt, so dass für alle Zustände x,y ∈ S gilt:
(q)xpxy = (q)ypyx (4.1.2)
(pxy , U¨bergangswahrsch.vonxnachy)
Wir summieren über alle Zustände y.
∑
y∈S
(q)xpxy = ∑
y∈S
(q)ypyx
∑
y∈S
(q)xpxy = (q)x∑
y∈S
pxy = (q)x1
y (q)x = ∑
y∈S
(q)ypyx (4.1.3)
Gleichung 4.1.3 in Vektorschreibweise ergibt
q= qP . (4.1.4)
Für reguläre Markov-Ketten wissen wir, dass w der einzige Wahrscheinlichkeitsvektor
ist, der 4.1.4 erfüllt. Demnach ist jede reguläre Markov-Kette reversibel und w ist genau
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dann der eindeutige, fixe, positive Wahrscheinlichkeitsvektor der Übergangsmatrix P,
wenn er Gleichung 4.1.2 erfüllt. Mittels Gleichung 4.1.2 wollen wir nun zeigen, dass der
in Gleichung 4.1.1 vorgestellte Vektor der eindeutige, fixe, positive Wahrscheinlichkeits-
vektor der Übergangsmatrix PT ist. Folgendes ist bekannt:
PT (x,y) = GT (x,y)AT (x,y)
GT (x,y) =
1
|U(x)| =
1
|U(y)| = GT (y,x)
Wir wollen nachweisen, dass
(wT )xPT (x,y) = (wT )yPT (y,x)
⇐⇒ (wT )xGT (x,y)AT (x,y) = (wT )yGT (y,x)AT (y,x)
⇐⇒ (wT )xGT (x,y)AT (x,y) = (wT )yGT (x,y)AT (y,x) .
Bleibt zu zeigen, dass
(wT )xAT (x,y) = (wT )yAT (y,x) .
Wir definieren für reelle Zahlen z, [z]+ :=max{z,0} und erhalten
(wT )xAT (x,y) =
1
NT
e−
f (x)
T e−
[ f (y)− f (x)]+
T
=
1
NT
e−
f (y)
T e−
f (x)− f (y)+[ f (y)− f (x)]+
T (4.1.5)
=
1
NT
e−
f (y)
T e−
[ f (x)− f (y)]+
T
= (wT )yAT (y,x) .
Bemerkung (zu den Term aus 4.1.5)
e−
f (x)− f (y)+[ f (y)− f (x)]+
T =
{
e−
f (x)− f (y)
T f alls f (y)≤ f (x)
1 sonst
= e−
[ f (x)− f (y)]+
T
Damit haben wir das gewünschte Ergebnis, dass wT der eindeutige, fixe, positive Wahr-
scheinlichkeitsvektor der Übergangsmatrix PT ist. Bei fixierter Temperatur T ist die Wahr-
scheinlichkeit, nach langer Zeit in Lösung x zu landen, proportional zu e−
f (x)
T . Sei fmin
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der minimale Wert der Kostenfunktion f . Dann folgt:
lim
T→0
(wT )x = lim
T→0
1
NT
e−
f (x)
T
= lim
T→0
e−
f (x)
T
∑y∈F e−
f (y)
T
= lim
T→0
(
e−
f (x)
T
∑y∈F e−
f (y)
T
e
fmin
T
e
fmin
T
)
= lim
T→0
(
e−
f (x)− fmin
T
∑y∈F e−
f (y)− fmin
T
)
=
{
0 f alls f (x) 6= fmin
1
Anz.derglobalenMinima f alls f (x) = fmin
Und somit konvergiert Pt gegen die uniforme Verteilung der globalen Minima. Der Theo-
rie nach, landen wir nach hinreichend langer Zeit und T → 0 mit Wahrscheinlichkeit 1,
in einem globalen Minima. In der Praxis stellen sich aber gerade diese Grenzwerte als
Probleme heraus, so dass am Rechner nicht notwendigerweise ein globales Minimum
gefunden wird. Das Verfahren wird in vielen Fällen dazu verwendet, um erste, “gute”
Näherungslösungen zu finden.
4.2 Analyse spezieller Graphen*
In Abschnitt 3.2 wurden bereits mittlere Erstankunftszeiten spezieller Graphen unter-
sucht. Im Folgenden werden eigene Herleitungen bezüglich der mittleren Erstankunfts-
zeit, mittleren Rückkehrzeit und der Pendelzeit vorgestellt.
4.2.1 Vollständiger Graph Kn
Der vollständige Graph Kn bestehe aus der KnotenmengeV = {1,2, ...,n} und der Kan-
tenmenge E (|E|= m).
• Die mittlere Erstrückkehrzeit ri lässt sich leicht mittels Theorem 6 berechnen, es
gilt:
ri =
1
(w)i
=
1
deg(i)
2m
=
2m
deg(i)
=
∑i∈V deg(i)
n−1 =
n(n−1)
n−1 = n ∀i ∈V
y ri = n ∀i ∈V
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• Auf Grund der Symmetrie des vollständigen Graphen, spielt es für die mittlere Er-
stankunftszeit mi j keine Rolle welche beiden Knoten i, j ∈V i 6= j man wählt. D.h.
alle disjunkten Knotenpaare i und j besitzen die gleiche mittlere Erstankunftszeit
m′. Man beachte, dass m j j := 0. Mit Gleichung 2.1.3 erhalten wir für i 6= j
mi j = m′ = 1+ ∑
y∈N(i)
piymy j = 1+
1
n−1 ∑y∈N(i)
my j = 1+
n−2
n−1m
′+
1
n−1m j j
⇐⇒ (n−1)m′ = (n−1)+(n−2)m′
⇐⇒ (n−1−n+2)m′ = n−1
⇐⇒ m′ = n−1
y mi j = n−1 ∀i, j ∈V mit i 6= j .
• Nach Herleitung der mittleren Erstankunftszeit ist die unmittelbare Schlussfolge-
rung für die Pendelzeit:
ki j = mi j+m ji = 2m′ = 2(n−1)
y ki j = 2(n−1) ∀i, j ∈V mit i 6= j
4.2.2 Der Kreis Cn
Der Kreis Cn bestehe aus der Knotenmenge V = {1,2, ...,n} und der Kantenmenge E
(|E|= m= n).
• Wir nutzen wiederum Theorem 6 zur Berechnung von ri, es gilt:
ri =
1
(w)i
=
1
deg(i)
2m
=
2m
deg(i)
=
2n
2
= n ∀i ∈V
y ri = n ∀i ∈V
• Um die mittlere Erstankunftszeit zu berechnen, sei folgendes vorangestellt (be-
achte Symmetrie des Kreises und Gleichung 2.4.3):
ki j = mi j+m ji = 2mi j = 2mR
e f f
i j
⇐⇒ mi j = nRe f fi j i 6= j
Um mi j zu bestimmen, berechnen wir den Effektivwiderstand R
e f f
i j zwischen Kno-
ten i und j entsprechend Abschnitt 2.4. Dazu verwenden wir die aus der Elektro-
technik bekannten Reduktionen für parallel und in Reihe geschaltete Widerstän-
de. Wir betrachten Abbildung 4.2.1.
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Abbildung 4.2.1: Der Kreis Cn
Nach Reihenreduktion erhalten wir den in Abbildung 4.2.2 dargestellten Graphen
mit veränderten Widerständen.
Abbildung 4.2.2: Reduktion des Kreises Cn
Für parallel geschaltete Widerstände gilt dann:
Re f fi j =
1
1
r +
1
n−r
=
(n− r)r
n
Insgesamt erhalten wir
mi j =
n(n− r)r
n
= (n− r)r .
• ki j = 2(n− r)r i 6= j
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4.2.3 Der Stern Sn
Der Stern bestehe aus der KnotenmengeV = {s}∪{1,2, ...,n} siehe Abbildung 4.2.3.
Abbildung 4.2.3: Der Stern Sn
• ri = 1(w)i =
1
deg(i)
2m
=
{
2 i= s
2n sonst
• Wir wollen die mittlere Erstankunftszeit für unterschiedliche Blätter des Graphen
berechnen. Wiederum gilt:
mi j = nR
e f f
i j i 6= j; i, j 6= s
Wir legen die Potentiale v(i) = 1 und v( j) = 0 an. Dann gilt (siehe Gleichung
2.4.1)
v(z) =
1
deg(z) ∑w∈N(z)
v(w) z 6= i, j
y v(z) = v(s) z ∈V \{i, j,s} ;y v(s) = 1
n ∑w∈N(z)
v(w) =
1
n
(1+(n−2)v(s))
... v(s) =
1
2
.
Auf Grund der Potentialgleichheit der Knoten aus V \ {i, j}, können diese bei
der Berechnung des Effektivwiderstandes zu einem Knoten s′ zusammengefasst
werden. Wir erhalten das in Abbildung 4.2.4 dargestellte Netzwerk.
Abbildung 4.2.4: Reduktion des Sterns Sn
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Und der Effektivwiderstand ergibt sich zu
Re f fi j = 1+1= 2 .
Schlussendlich ist
mi j = 2n i 6= j; i, j 6= s
• ki j = 4n i 6= j, i, j 6= s
4.2.4 Der Leitergraph Ln
Unter dem Leitergraphen stellen wir uns die in Abbildung 4.2.5 dargestellte, diskrete
Struktur vor.
Abbildung 4.2.5: Der Leitergraph Ln
• ri = 1(w)i =
1
deg(i)
2m
=
{
3n−2 i ∈ {(1,1) = a,(2,1) = b,(1,n),(2,n)}
2
3(3n−2) sonst
n≥ 2
• Wir wollen die mittlere Erstankunftszeitmab berechnen. Dazu nutzen wir wiederum
Gleichung 2.4.3, es folgt:
mab = (3n−2)Re f fab
Um den Effektivwiderstand zu berechnen werden folgende Reihen- und Parallel-
reduktionen durchgeführt (siehe Abbildung 4.2.6).
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Abbildung 4.2.6: Reduktion des Leitergraphen Ln
Definieren wir mit Rk den Widerstand nach der k’ten Reduktion k ≥ 0 bezüglich
der Kante {(1,n− k),(2,n− k)}, so gilt:
R0 = 1 und
Rk+1 =
1
1+ 12+Rk
Der Effektivwiderstand ist dann Re f fab = Rn−1. Und wir erhalten
mab = (3n−2)Rn−1 n≥ 2 .
4.3 Ausblick
Der Hauptteil dieser Arbeit beschäftigte sich mit den mittleren Erstankunftszeiten. Es
wurden Gleichungen hergeleitet, die es uns ermöglichen, diese explizit zu berechnen.
Eine Anwendung dieser umfangreichen Theorie wurde im “Simulated Annealing“- Algo-
rithmus vorgestellt. Weiterhin werden zufällige Irrfahrten auf diskreten Strukturen bei-
spielsweise im “pagerank“- Algorithmus verwendet. “Google“ nutzt diesen Algorithmus
um die entsprechenden Suchergebnisse auszugeben, dabei wird eine zufällige Irrfahrt
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auf dem Graphen des “world wide web“ durchgeführt. Resultate aus dem Gebiet der
Überdeckungszeit von Graphen finden Anwendung bei der Analyse des “Zusammen-
hangs“ von Graphen. Ein weiterer interessanter Kennwert bezüglich zufälliger Irrfahr-
ten auf Graphen, ist die sogenannte “mixing time“. Diese gibt an, wie schnell Pt gegen
die entsprechende Verteilung von w konvergiert (wobei w der eindeutige, fixe, positive
Wahrscheinlichkeitsvektor der Übergangsmatrix P ist). Anwendung findet diese Größe
zum Beispiel bei der Entscheidung, wie lang ein Kartendeck im Mittel gemischt werden
muss, damit die Karten “vollständig randomisiert“ sind.
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