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Abstract. Iron loss determination in the magnetic core of an electrical machine, such as a
motor or a transformer, is formulated as an inverse heat source problem. The sensor positions
inside the object are optimized in order to minimize the uncertainty in the reconstruction
in the sense of the A-optimality of Bayesian experimental design. This paper focuses on the
problem formulation and an efficient numerical solution of the discretized sensor optimization
and source reconstruction problems. A semirealistic linear model is discretized by finite
elements and studied numerically.
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1. Introduction
A dynamic electromagnetic field induces heat generation in the core materials of electric
machines, such as transformers or electric motors. These unwanted phenomena are called iron
losses, and they constitute a major portion of the total power loss in an electrical machine.
The iron loss depends on the electromagnetic field via complicated mechanisms, and there exist
several different models that attempt to estimate such losses [17]. However, the validity of these
models cannot be verified directly; instead, it has to be examined indirectly via temperature
and calorimetric measurements.
In the approach chosen in this paper, the iron loss acts as an unknown (volume) source field
in the heat equation, and this source is reconstructed by measuring the temperature on an easily
reachable surface of the machine as well as at a limited number of sensors inside the machine. In
other words, we consider an inverse heat source problem with a time-independent source term,
which has been studied both in theory and in practice for some decades [5, 8, 12]. To the best
of our knowledge, the inverse source problem approach to the iron loss determination has been
studied only recently (e.g., [18, 20]).
The first aim is to investigate the overall feasibility of obtaining a good reconstruction of
the unknown source. As the studied inverse problem is severely ill-posed, the reconstruction
is extremely sensitive to measurement noise and model errors, and so the problem has to be
regularized or treated statistically. Based on our numerical tests with simulated data, a bound-
ary measurement (thermal camera) has to be augmented by sensors inside the object to obtain
information on the source in the most crucial area close to the the windings of the electric ma-
chine. The number of these sensors is limited for practical reasons, so a proper sensor placement
is studied in the Bayesian framework.
Figure 1 shows an estimated heat loss distribution computed by electromagnetic finite element
(FE) analysis, using an existing heat loss model [23]. The loss is expected to be a smooth
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Figure 1. Left: A rotating electrical machine. Right: Iron loss (i.e., heat source)
in the machine simulated by electromagnetic FE analysis [23].
function that takes large values and varies quickly close to the windings and decays towards
the outer boundary of the machine. This general information could in principle be included
in the reconstruction process, but in order not to bias our results by assuming too much prior
information on the source, we exclude such considerations in this preliminary study. However, in
some numerical tests we assume the variations in the source are correlated with the anisotropy
in the structure of the examined machine.
A detailed heat model for a rotating machine is nontrivial in general, as it involves an air
(or other coolant) flow in a complicated geometry [28]. In addition, the end windings transfer
a significant amount of heat out of the machine, and this phenomenon is not easy to model [3].
Thus, an electric transformer, having a considerably simpler heat conduction model, is studied
as a test problem in this work.
The forward problem, namely a linear parabolic initial/boundary value problem, is discretized
spatially by FEs, and temporally by a suitable implicit difference method. The resulting sys-
tem involves a large number of degrees of freedom, if a realistic three-dimensional geometry is
considered. As the sensor location optimization requires repetitive forward solutions as well as
evaluating traces of related posterior covariance matrices with dimensions equaling the number
of degrees of freedom in the parametrization for the heat source, a main focus of this paper is
on efficient computational tools.
Considering an electric machine as in Figure 1, the inverse heat source problem has previously
been treated by reduced models, such as thermal networks [20]. In such models, the source
field is not an ‘arbitrary’ function, but can be understood as a piecewise constant function in
different subregions (e.g., in windings, teeth, inner core, outer core), leading to a low number
of parameters to be solved in the inversion. In some sense, this ‘model order reduction’ gives a
suitable regularization ‘by discretization’ for the inverse heat source problem [16]. In contrast,
the source is reconstructed as a (discretized) continuous function in this paper.
This text is organized as follows. Section 2 introduces the continuum forward and inverse
problems, and briefly studies their unique solvability. Section 3 describes the discretization,
the basic principles of Bayesian inversion and experimental design, as well as the employed
model order reduction strategy. The algorithms and computational techniques for optimizing
the internal sensor positions are then introduced in Section 4. Finally, Section 5 illustrates
numerical results for simulated data, with a semirealistic geometry and parameters for the
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considered parabolic partial differential equation (PDE). An appendix describes the adjoint of
the forward problem and a functional derivative that is used in the sensor location optimization.
2. Setting
In this section, we first describe the idealized parabolic model with continuum boundary
measurements for the heat loss in an electric machine and then consider the unique solvability
of the associated inverse source problem. The section is completed by introducing a more
realistic model for the boundary measurements by a heat camera as well as for the internal heat
sensors.
2.1. Forward model. This paper focuses on a linear parabolic PDE, supposedly capturing
the essential properties of a practical iron loss determination problem. The bounded physical
domain Ω ⊂ Rd, d = 2 or 3, is assumed to have a Lipschitz boundary ∂Ω = ΓR ∪ ΓN, where
the relatively open subsets ΓR,ΓN ⊂ ∂Ω are such that ΓR ∩ ΓN = ∅ 6= ΓR. Here, ΓR is the
conducting boundary and ΓN is the insulated (or symmetry) boundary. The measurement time
interval [0, T ], with T > 0, can be chosen to be as long as needed.
The time-dependent temperature u : Ω × (0, T ) → R is governed by a linear parabolic
initial/boundary value problem with Robin/Neumann boundary conditions:
ρ∂tu−∇ · (κ∇u) = f in Ω× (0, T ), (1a)
ν · κ∇u = h(uout − u) on ΓR × (0, T ), (1b)
ν · κ∇u = 0 on ΓN × (0, T ), (1c)
u = uinit on Ω× {t = 0}, (1d)
where ν ∈ L∞(∂Ω,Rd) is the exterior unit normal of ∂Ω. Moreover, ρ ∈ L∞+ (Ω) is the product of
the material density and the heat capacity, κ ∈ [L∞+ (Ω)]d×d is the heat conductivity, f ∈ L2(Ω)
is the time-independent heat source, h ∈ L∞+ (ΓR) is the boundary heat transfer coefficient,
uout ∈ L2(ΓR) is the ambient temperature, and uinit ∈ L2(Ω) is the initial temperature. Here,
L∞+ (D) := {v ∈ L∞(D) | ess inf v > 0} with D = Ω or ΓR,
and analogously, the elements of [L∞+ (Ω)]
d×d are symmetric matrices with coefficients in L∞(Ω)
and with a positive essential infimum for the smallest eigenvalue. The multiplier field for all
considered function spaces is R. Without too severe loss of generality, we assume that uinit ≡
0 ≡ uout.
For our purposes, it is convenient to introduce a weighted inner product for L2(Ω) through
(w, v)ρ :=
∫
Ω
ρwv dx, w, v ∈ L2(Ω). (2)
As ρ ∈ L∞+ (Ω), this new inner product does not alter the topology of L2(Ω). We denote
L2(Ω) equipped with this new inner product by L2ρ(Ω) in order to remind the reader about
the appropriate interpretation of orthogonality. Moreover, we define the scaled heat source by
fρ := f/ρ ∈ L2ρ(Ω).
The solution operator for the elliptic (steady-state) part of (1),
K :
{
fρ 7→ w,
L2ρ(Ω)→ H1(Ω),
is defined by the following problem: Given fρ ∈ L2ρ(Ω), find w = Kfρ such that
a(w, v) = (fρ, v)ρ for all v ∈ H1(Ω), (3)
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where
a(w, v) :=
∫
Ω
κ∇w · ∇v dx+
∫
ΓR
hwv dS, w, v ∈ H1(Ω), (4)
and the boundary integral is understood in the sense of traces. Since the bilinear form a(·, ·) :
H1(Ω)×H1(Ω)→ R is symmetric, bounded and coercive (see, e.g., [21]), the unique solvability
of (3) as well as the boundedness of K : L2ρ(Ω) → H1(Ω) follows immediately from the Lax–
Milgram theorem. The reason for defining (3) and K with the help of the inner product of
L2ρ(Ω) will become more apparent when the unique solvability of our (idealized) inverse problem
is tackled in Section 2.2.
The solution operator for the complete time-dependent problem (1), mapping the time-
independent source f to the time-dependent temperature u, is denoted by
Ψ :
{
f 7→ u,
L2(Ω)→ H1((0, T ); Ω),
where
Hs((0, T ); Ω) := Hs−1((0, T );H1(Ω)) ∩ Hs((0, T );H1(Ω)∗), s ∈ R. (5)
In particular, H1((0, T ); Ω) ⊂ C([0, T ];L2(Ω)) [24, Chapter 10]. To be more precise, (1) is
interpreted in a weak sense: the temperature u ∈ H1((0, T ); Ω) satisfies the variational equation
〈∂tu, v〉ρ + a(u, v) = (fρ, v)ρ for all v ∈ H1(Ω) and almost all t ∈ (0, T ), (6)
together with the initial condition of (1). Here 〈 · , · 〉ρ : H1(Ω)∗×H1(Ω)→ R is the dual pairing
between H1(Ω) and its dual H1(Ω)∗ with L2ρ(Ω) as the pivot space, that is, 〈w, v〉ρ = (w, v)ρ
if w, v ∈ L2(Ω). It follows from the standard theory for parabolic PDEs that (6) has a unique
solution in H1((0, T ); Ω) [24, Chapter 10].
As κ and ρ are independent of time and uinit ≡ 0, the unique solution of (6) in fact carries
more time-regularity and belongs to H2((0, T ); Ω) [24, Chapter 10]. In particular, the fixed-time
operator
Ψ(t) :
{
f 7→ u( · , t),
L2(Ω)→ H1(Ω), (7)
is well defined for all t ∈ [0, T ]. Observe that the extra time-regularity also means ∂tu ∈
H1((0, T ); Ω) ⊂ C([0, T ];L2(Ω)), and thus the dual bracket in (6) can actually be interpreted as
the inner product of L2ρ(Ω).
Remark 1. In the considered inverse problem, the heat source f is the unknown, and the aim
is to reconstruct it from limited temperature measurements. The assumption f ∈ L2(Ω) in (1)
provides (more than) enough regularity for the forward problem to be well defined, but in the
inversion one should assume more prior information on f , as discussed in Section 3.2 below.
The other parameters in (1), ρ, κ, h, as well as uinit ≡ 0 ≡ uout, are assumed to be precisely
known in our considerations.
A more complete model for the inverse problem would consider the boundary heat transfer
coefficient h as a second unknown, as it cannot typically be measured reliably in practice [26].
In addition, the parameters and the heat source f are in reality temperature dependent, which
means that a more accurate model for the evolution of the temperature inside Ω would involve a
nonlinear parabolic PDE. However, taking these observations into account would lead to a more
complicated nonlinear inverse source problem, which we wish to avoid in this initial study.
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2.2. Idealized inverse problem and its unique solvability. Let us start by considering
the inverse problem with a continuum of boundary measurements without any interior sensors.
To be more precise, we assume the temperature u can be measured on a certain nonempty
relatively open part Mbdry ⊂ ∂Ω of the object boundary over the time interval (0, T ). The
idealized forward operator, sending the unknown heat source to the boundary measurement, is
thus defined via
F :
{
f 7→ u|Mbdry ,
L2(Ω)→ L2((0, T );L2(Mbdry)) ∼= L2(Mbdry × (0, T )), (8)
where u ∈ H1((0, T ); Ω) is the solution to (6). Observe that for all t ∈ (0, T ),
‖u|Mbdry( · , t)‖L2(Mbdry) ≤ C‖u( · , t)‖H1(Ω)
by the trace theorem. Hence,
‖Ff‖L2(Mbdry×(0,T )) = ‖u|Mbdry‖L2((0,T );L2(Mbdry))
≤ C‖u‖L2((0,T );H1(Ω)) ≤ C‖f‖L2(Ω),
where the last step follows from the continuity of the solution operator Ψ for (6) as a mapping
from L2(Ω) to L2((0, T );H1(Ω)) [24, Chapter 10]. In other words, F is well defined and bounded.
Our idealized inverse problem is defined as follows:
Given g ∈ L2(Mbdry × (0, T )), find f ∈ L2(Ω) such that Ff = g. (9)
It is obvious that (9) does not have a solution for all — or actually most — g ∈ L2(Mbdry ×
(0, T )). However, if there exists a solution, it is unique under only mild regularity assumptions
on κ. More details can be found in [8], where similar uniqueness results are proven for a more
general f , but a smoother κ in (1a).
Proposition 2. Assume κ ∈ [L∞+ (Ω)]d×d is regular enough to allow unique continuation of
Cauchy data from Mbdry to Ω for the elliptic steady-state equation (3). Then, F : L2(Ω) →
L2(Mbdry × (0, T )) is injective.
Proof. It is easy to check that the steady-state operator K, defined by (3), is self-adjoint and
positive definite when interpreted as an operator from L2ρ(Ω) to itself. It is also compact due
to the compactness of the embedding H1(Ω) ↪→ L2(Ω) and the equivalence of the topologies of
L2(Ω) and L2ρ(Ω). Hence, it follows from fundamental spectral theory that K has an orthonor-
mal eigenbasis {vi}∞i=1 for L2ρ(Ω) with the corresponding eigenvalues {λi}∞i=1 ⊂ R+ repeated
according to their multiplicity and satisfying λi → 0 as i → ∞. Since vi = λ−1i Kvi, it follows
that vi ∈ H1(Ω) for all i ∈ N. [29]
If the scaled source fρ = f/ρ ∈ L2ρ(Ω) is expanded in the aforementioned eigenbasis as
fρ =
∑∞
i=1(fρ, vi)ρvi, then the solution to (6) reads
u( · , t) =
∞∑
i=1
λi(fρ, vi)ρ
(
1− e−t/λi)vi, t ∈ [0, T ],
as can be verified via a straightforward calculation. In particular, this leads to the representation
F : f 7→
∞∑
i=1
λi(fρ, vi)ρ
(
1− e−t/λi)vi|Mbdry , t ∈ [0, T ], (10)
for any f ∈ L2(Ω).
Let {λ̂i}∞i=1 ⊂ R+ denote the distinct eigenvalues of K, let {µi}∞i=1 ⊂ N be their respective
multiplicities, and let v̂i,j , j = 1, . . . , µi, form an L
2
ρ(Ω)-orthonormal basis for the eigenspace
corresponding to λ̂i. It immediately follows from (10) that for almost all x ∈ Mbdry and all
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t ∈ [0, T ], the output Ff can be given as a (generalized) Dirichlet series of the form (see, e.g., [25,
Chapter VI, Section 2])
(Ff)(x, t) = a0(x) +
∞∑
i=1
ai(x) e
−t/λ̂i , (11)
where
a0 =
∞∑
i=1
λi(fρ, vi)ρvi|Mbdry and ai = −λ̂i
µi∑
j=1
(fρ, v̂i,j)ρv̂i,j |Mbdry .
Observe that (11) really is a Dirichlet series since λ̂−1i → ∞ as i → ∞, and hence it defines a
holomorphic function in t in the whole open right half of the complex plane for almost every
fixed x ∈Mbdry [25, Chapter VI, Corollary 1].
Suppose now Ff = 0 for some f ∈ L2(Ω), which via analytic continuation means that
(Ff)(x, · ) given by (11) equals zero in the right half of the complex plane for almost all
x ∈ Mbdry. Due to the uniqueness of the coefficients in a Dirichlet series [25, Chapter VI,
Corollary 4], it must thus hold ai = 0, i ∈ N0, almost everywhere on Mbdry. Since v̂i,j
are eigenfunctions of the corresponding steady-state operator K and, in particular, satisfy the
boundary conditions of (1) in the appropriate sense of traces,
wi :=
µi∑
j=1
(fρ, v̂i,j)ρv̂i,j ∈ H1(Ω), i ∈ N,
weakly satisfies
−∇ · (κ∇wi) = λ̂−1i wi in Ω, −ai/λ̂i = wi = ν · κ∇wi = 0 on Mbdry.
The principle of unique continuation thus yields wi = 0 in Ω for all i ∈ N. As {vi} = {v̂i,j} is
an orthonormal basis for L2ρ(Ω), it must thus, in fact, hold f/ρ = fρ = 0. Since ρ ∈ L∞+ (Ω), the
proof is complete. 
Remark 3. The exact smoothness requirement on κ for (3) to allow unique continuation of
Cauchy data is dimension dependent. However, in all spatial dimensions (suitably defined)
piecewise ‘smooth enough’ regularity of κ is both a sufficient theoretical condition as well as a
reasonable assumption from the practical standpoint (cf., e.g., [7]).
Remark 4. According to Proposition 2, the yet-to-be-introduced inner sensors are not required
for the unique solvability of the idealized inverse problem (9). However, they significantly im-
prove numerical reconstructions, as demonstrated by the numerical examples in Section 5.
2.3. Discrete measurements and interior sensors. In practice, the temperature measure-
ments on the accessible boundaryMbdry are obtained by a (digital) thermal camera. To augment
the reconstruction process, a small number of finite-size temperature sensors can be placed in-
side the domain Ω by installing them onto a circuit board, and subsequently inserting it between
the iron lamination sheets of the examined transformer core.
According to a more realistic model, a single measurement corresponds to the mean temper-
ature at a given time over Si, where Si ⊂ Mbdry (or Si ⊂ Ω) is identified with the considered
heat camera pixel (or interior sensor). To be more precise, the whole spatial measurement is
modeled by the finite-dimensional mapping
B =
 B1...
Bms
 : H1(Ω)→ Rms ,
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with
Biw =
1
|Si|
∫
Si
w dS, i = 1, . . . ,ms. (12)
Here |Si| denotes the area (or volume) of the ith sensor and ms is the total number of pixels and
sensors. Note that the integral on the right-hand side of (12) is well defined for all i = 1, . . . ,ms
due to the trace theorem.
Let us denote by tj , j = 1, . . . ,ms, the discrete measurement times and set m = msmt. The
realistic forward map
F =
 BΨ(t1)...
BΨ(tmt)
 : L2(Ω)→ Rm, (13)
is well defined, linear, bounded and compact; see (7). To sum up, the realistic inverse problem
that we aim to numerically tackle reads:
Given y ∈ Rm, find f ∈ L2(Ω) such that Ff = y. (14)
In particular, due to the finite-dimensionality of F , (14) is obviously not as such uniquely solvable
for any y ∈ Rm.
Remark 5. It would be physically more realistic to model the measurements as
1
|Si|
∫ T
0
∫
Si
u(x, t)ω(t− tj) dS dt, i = 1, . . . ,ms, j = 1, . . . ,mt, (15)
where u is the weak solution to (1) and ω ≥ 0 is a ‘device function’ that is concentrated around the
origin and integrates to one. This would account for the fact that no temperature measurement
can be instantaneous, but it actually lasts in reality over a finite time interval. Moreover, from
the mathematical standpoint, computing (15) is more stable than applying F of (13) to a given
source f ∈ L2(Ω). However, for the sake of notational and conceptual simplicity, we stick with
the pointwise measurements in time.
3. Discretization and the Bayesian setting
Although it would be possible to formulate the principles of Bayesian optimal experimental
design for an infinite-dimensional unknown (cf. [27]), we discretize the forward operator (13)
before presenting the Bayesian formulation for the inverse problem (14). The reason for this
choice is that our main objective is to introduce an efficient computational framework for choosing
optimal locations for the interior sensors; in particular, we want to separate this task from any
extra complications caused by an infinite-dimensional setup.
3.1. Discretization of the forward operator. The temperature u in (1) is discretized spa-
tially by standard H1-FEs and time-integrated by the implicit midpoint rule (unless stated
otherwise). The discretization is assumed to be “good enough”, so that the discretization error
is negligible compared to other sources of error related to, e.g., mismodeling and measurement
noise. Throughout this text, discretized objects are written in bold.
A Lagrangian FE basis corresponding to a discretization of Ω is denoted by {φi}ni=1 ⊂ H1(Ω),
and the nodal values of the discretized temperature field at the ith time step of the implicit
midpoint rule is denoted by ui ∈ Rn. In our numerical examples, the unknown source f is
assumed to be an element of H1(Ω), and so it is reasonable to express the discretized source
field in the same FE basis as the temperature field, although one could in principle use a coarser
discretization or some other lower-dimensional basis for f to reduce the computational cost.
As mentioned in Section 2.3, the temperature is measured at ms locations and mt observation
times, so the measurement can be interpreted as a vector y ∈ Rm, with m = msmt. The
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discrete forward operator F ∈ Rm×n approximates F defined in (13): Given the nodal values
of a (discretized) heat source x ∈ Rn, the corresponding simulated measurement is given by
y =
 y1...
ymt
 =
 F1x...
Fmtx
 =: Fx,
where yi ∈ Rms carries the measured temperatures at the ith observation time. Moreover,
Fi := BΨiM , i = 1, . . . ,mt, (16)
where the FE mass matrix Mi,j := (φi, φj)L2(Ω), i, j = 1, . . . , n, maps a nodal vector x to a
load vector f , Ψi ∈ Rn×n discretizes Ψ(ti) defined by (7) in the FE basis, and B ∈ Rms×n
discretizes the spatial measurement operator (12).
More specifically, Ψif gives a numerical solution to the system of ordinary differential equa-
tions
Mρu
′(t) +Ku(t) = f , (17)
u(0) = 0,
evaluated at the time ti. The matrices in (17) originate from (4) and (6), that is,
[Mρ]i,j =
∫
Ω
ρφiφj dx,
Ki,j =
∫
Ω
κ∇φi · ∇φj dx+
∫
ΓR
hφiφj dS, i, j = 1, . . . , n.
fi =
∫
Ω
fφi dx,
The solution to (17) can either be approximated by a suitable time-integration scheme (in our
case the implicit midpoint rule), or given by the explicit formula
u(t) =
(
I + exp(−M−1ρ Kt)
)
K−1f =: Ψ exctt f ,
if the problem is sufficiently small so that the matrix exponential can be numerically evaluated.
Initially, one would expect that the explicit construction of F requires one numerical solu-
tion of (17) for each FE degree of freedom. However, by noticing that Ψ exctt is a symmetric
matrix and the same holds when Ψ t corresponds to, e.g., the implicit midpoint rule, F
T can be
computed cheaply by transposing (16):
F T = M
[
Ψ1B
T Ψ2B
T · · · ΨmtBT
]
. (18)
In other words, F can be formed by solving one parabolic forward problem for each sensor loca-
tion, i.e., for each column of BT ; this observation is interpreted in the non-discretized setting in
Appendix A. However, it is more reasonable to handle the boundary measurement correspond-
ing to a large number of sensors/pixels with the help of a low-dimensional approximation, as
explained in Section 3.3 below.
3.2. Bayesian inversion and A-optimal design. In Bayesian inversion all parameters car-
rying uncertainty are treated as random variables. The prior probability distributions for these
parameters reflect the available information before the measurements are carried out. The mea-
surement is modeled as a realization of a random variable depending on both the noise process
and the random parameters in the forward model, as well as on the so-called design parameters
that define the measurement setup. The Bayes’ formula is then employed to form the posterior
probability density that updates the prior based on the information in the measurement. In
our setting, the experimental design variables are the positions of the internal sensors, and our
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ultimate aim is to choose them so that the posterior density of the heat source is as ‘localized
as possible’ in the sense of the A-optimality criterion of Bayesian optimal experimental design.
[6, 15]
Let y ∈ Rm carry the (noisy) temperature measurements, p ∈ RN be a vector parametrizing
the positions of the internal sensors, and suppose our prior information on the (discretized) heat
source is encoded in a probability density pipr : Rn → R+. By the Bayes’ formula, the posterior
density for the (randomized) nodal source X reads [15]
pi(x |y;p) = pi(y |x;p)pipr(x)
pi(y;p)
, x ∈ Rn, (19)
where pi(y | · ;p) : Rn → R+ is the so-called likelihood function and the normalizing term in the
denominator is the marginal density of the random measurement Y evaluated at the data y.
In this work we assume that the prior is Gaussian, i.e.X ∼ N (xpr,Γpr), and the measurement
can be modeled as a realization of the random variable
Y = F (p)X +N ,
where N ∼ N (0,Γnoise) is independent of X. Here, Γpr ∈ Rn×n and Γnoise ∈ Rm×m are
symmetric and positive definite covariance matrices, xpr ∈ Rn is the prior mean for X, and we
have explicitly indicated the nonlinear dependence of the discrete forward operator F (p) on the
positions of the internal sensors. Under these simplifying assumptions, the posterior in (19) is
also Gaussian with the covariance matrix and mean [15]
Γpost(p) =
(
Γ−1pr + F (p)
TΓ−1noiseF (p)
)−1
, (20a)
x̂(p) = Γpost(p)
(
Γ−1pr xpr + F (p)
TΓ−1noisey
)
, (20b)
respectively, as can be deduced by a straightforward completion of squares in (19). Using the
Woodbury matrix identity, these equations can alternatively be represented as (cf. [15])
Γpost(p) = Γpr − ΓprF (p)T
(
F (p)ΓprF (p)
T + Γnoise
)−1
F (p)Γpr, (21a)
x̂(p) = xpr + ΓprF (p)
T
(
F (p)ΓprF (p)
T + Γnoise
)−1
(y − F (p)xpr). (21b)
In Bayesian optimal experimental design, one often considers minimizing the expected squared
distance of the unknown in a given (semi)norm around some chosen point estimate, which
corresponds to the so-called A-optimal design. Assuming the point estimate of interest is the
posterior mean and the employed seminorm is induced by the positive semidefinite matrix ATA
for a given A ∈ Rl×n, in our simple, i.e. Gaussian, linear and finite-dimensional, setting, A-
optimality corresponds to choosing a design parameter p∗ ∈ RN satisfying [6, 13]
p∗ = arg min
p
tr
(
AΓpost(p)A
T
)
= arg min
p
tr
(
Γpost(p)A
TA
)
, (22)
where the second inequality is a consequence of the matrix trace being invariant under cyclic
permutations. One natural choice for measuring the deviation from the posterior mean is ar-
guably the L2(Ω)-norm. Since the heat source is represented in the FE basis, one could thus
choose ATA to be the mass matrix M associated to the FE discretization. Another possible
choice is ATA = Γ−1pr , which renders the metric for A-optimality to be the same as in the
penalty term of the Tikhonov functional corresponding to the ‘regularized solution’ given by the
second equation of (20). As discussed in Section 4.1 below, this latter choice makes the formula
for (approximately) evaluating the trace needed in (22) particularly simple.
Before investigating the optimal positioning of the internal sensors following the above guide-
lines, we still need to tackle some computational issues: For a realistic three-dimensional forward
problem, the number of degrees of freedom in the parametrization for the unknown source can
easily be of the order n ∼ 105, making the repetitive formation of Γpost(p) for different p based
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on (20) impractical (cf. (22)). If the total number of measurements m is low(ish), this problem
can be circumvented by resorting to the alternative formulation (21). However, as the number
of sensors in our setting is (slightly) higher than the number of pixels in the employed thermal
camera, one cannot initially assume that m is of moderate size. Hence, we combine (21) with a
low-rank approximation for F , as explained in Section 3.3 below.
Remark 6. Although most of our analysis only requires Γpr ∈ Rn×n to simply be positive
definite, some choices become more transparent if it is noted that in our numerical experiments,
we choose [
Γ−1pr
]
i,j
=
∫
Ω
(
βφiφj + α∇φi · ∇φj
)
dx, i, j = 1, . . . , n, (23)
where β ∈ L∞+ (Ω) and α ∈ [L∞+ (Ω)]d×d are positive (definite) weight functions. In other words,
the inverse covariance matrix corresponds to the FE discretization of an elliptic PDE, and so
multiplying with Γ−1pr is extremely cheap and multiplication by Γpr itself is also computationally
tractable as it corresponds to solving one elliptic boundary value problem. Note also that (20b)
and (21b) essentially correspond to Tikhonov regularization with a mixed L2(Ω)–H1(Ω) penalty
term in our numerical studies.
3.3. Dimension reduction for F (p). To start with, we divide the discretized spatial mea-
surement operator B ∈ Rms×n into two parts as
B(p) =
[
Bint(p)
Bbdry
]
,
where Bint(p) ∈ Rmint×n and Bbdry ∈ Rmbdry×n correspond to the internal and boundary
sensors, respectively, with mint + mbdry = ms. Typically, mbdry  mint since there are far
more pixels in a thermal camera image than there are internal sensors. In particular, only the
upper part of B(p) depends on the parameters p ∈ RN defining the positions of the internal
measurements.
Let us then abuse the notation by redefining the forward operator F as
F (p) =
[
Fint(p)
Fbdry
]
,
where
Fint(p) =
 Bint(p)Ψ1...
Bint(p)Ψmt
M and Fbdry =
 BbdryΨ1...
BbdryΨmt
M . (24)
In other words, we simply reorder the rows of F so that all measurements corresponding to
the boundary sensors are at the bottom — and only the top part of F depends on p. In what
follows, we implicitly assume that all measurement vectors are also ordered in an analogous
manner. Moreover, the noise processes corrupting the internal and boundary measurements are
assumed to be mutually independent, that is,
Γnoise =
[
Γint 0
0 Γbdry
]
, (25)
where Γint ∈ Rmintmt×mintmt and Γbdry ∈ Rmbdrymt×mbdrymt are symmetric and positive definite.
With a realistic measurement noise level, a thermal camera video, with thousands of sensors
(i.e., pixels) and a high number of observation times, gives a huge number of data points but
only a small amount of computationally extractable information on a source (deep) inside Ω.
In consequence, Fbdry has a very low (numerical) rank compared to its size. Motivated by
this observation, we compute a low-rank approximation for a variant of Fbdry. As Fbdry is
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independent of the inner sensor locations, this precomputed approximation can then be reused
in each iteration of the employed algorithm for optimizing the positions of the internal sensors.
On the other hand, because well-placed sensors inside the domain are expected to be ‘more
informative’ than those on the boundary, Fint(p) is computed exactly by replacing B with
Bint(p) in (18).
Low-rank approximations for related Bayesian or Tikhonov-regularized inverse problems are
discussed, e.g., in [2, 9]. Here we resort to related ideas. We begin by introducing a decomposi-
tion
Γ−1pr = L
TL, (26)
which is a fill-in reducing sparse Cholesky factorization if a prior such as (23) is used. Since
F (p) is almost always applied in composition with L−1 in our numerical considerations (cf. (31)
below), we introduce a ‘prior-conditioned’ forward operator (cf. [4])
F pr(p) =
[
F print(p)
F prbdry
]
:=
[
Fint(p)L
−1
FbdryL
−1
]
= F (p)L−1. (27)
As noted in Remark 6, Γ−1pr originates from a FE discretization of an elliptic PDE in our numer-
ical experiments, and so it makes sense to compute a truncated singular value decomposition for
the prior-conditioned matrix F prbdry instead of mere Fbdry. Indeed, because multiplication with
(the continuum version of) L−1 is a smoothening operation, it causes singular values to decay
faster and thus enables the use of lower rank approximations for F prbdry than for Fbdry itself.
To be more precise, we introduce an approximation
F prbdry ≈ UrΣ rV Tr ∈ Rmbdrymt×n, (28)
where the columns of Vr ∈ Rn×r and Ur ∈ Rmbdrymt×r are orthonormal, Σ r ∈ Rr×r is diagonal
with positive entries, and r ∈ N is small compared to both mbdrymt and n. As forming an
(exact) truncated singular value decomposition for F prbdry is expensive, we instead utilize an
algorithm for computing an approximate version: A matrix Q ∈ Rmbdrymt×r with orthonormal
columns effectively spanning the range of F prbdry is computed iteratively. This is accomplished
by repeatedly applying F prbdry, (F
pr
bdry)
T and orthonormalization to a randomly chosen Q0 ∈
Rmbdrymt×r. After an appropriate Q is found, a reduced singular value decomposition U˜rΣ rV Tr
is computed for the small(ish) matrix QTF prbdry ∈ Rr×n by some conventional method. Finally,
the dimension-reduced representation is (28) with Ur = QU˜r. The reduced dimension r should
be chosen to be slightly larger than the (numerical) rank of F˜ prbdry to obtain a good convergence
rate when forming Q. Consult [11] for further details and analysis on the reliability of similar
dimension reduction methods.
With the approximation (28) in hand, we define
F˜ pr(p) =
[
F˜ print(p)
F˜ prbdry
]
:=
[
F print(p)
Σ rV
T
r
]
∈ R(mintmt+r)×n (29)
and subsequently utilize (25) and (28) to write the first equation of (20) approximately as
Γpost(p) ≈
(
Γ−1pr +L
T F˜ pr(p)T Γ˜
−1
noiseF˜
pr(p)L
)−1
, (30)
where
Γ˜
−1
noise =
[
Γ−1int 0
0 UTr Γ
−1
bdryUr
]
∈ R(mintmt+r)×(mintmt+r).
By applying the Woodbury matrix identity and (26) to (30), one finally arrives at
Γpost(p) ≈ Γ˜post(p) := Γpr −L−1F˜ pr(p)T
(
F˜ pr(p)F˜ pr(p)T + Γ˜noise
)−1
F˜ pr(p)L−T , (31)
12 A. HANNUKAINEN, N. HYVO¨NEN, AND L. PERKKIO¨
which is our low-rank approximation for the posterior covariance.
Using (31), it is now possible to repetitively and efficiently approximate Γpost(p) while iter-
atively optimizing the positions of the internal sensors (cf. (22)), assuming mintmt and r are of
moderate size. Indeed, L−1F˜ pr(p)T can be formed explicitly since one essentially only needs to
apply Γpr = L
−1L−T to the mintmt rows of Fint(p) and L−1 to the r columns of Vr. Moreover,
although F˜ pr(p)F˜ pr(p)T + Γ˜noise ∈ Rr×r is full, it is small(ish) and symmetric, and so the
associated linear systems can be solved directly.
Remark 7. Let us reiterate that the approximation (28) is not affected by the locations of the
internal sensors, and thus Γ˜noise and F˜
pr
bdry can be precomputed and used, say, in connection
with different number or type of internal sensors when optimizing their positions (cf. (22)).
4. Sensor location optimization
Since our ultimate aim is to find an A-optimal measurement design as defined in (22), the
to-be-minimized target functional is1
ΦA(p) := tr
(
Γ˜post(p)A
TA
)
= tr
(
AΓ˜post(p)A
T
)
, (32)
where we have replaced the exact posterior covariance by its approximation from (31) and ATA
defines the seminorm in which we aim to minimize the expected squared distance of the posterior
mean from the unknown. In addition, we included an additive term penalizing for overlapping
sensors in the numerical tests, but it is omitted from the following text for brevity.
The approximate posterior covariance Γ˜post(p) of (31) depends on p via (24), (27), (29),
and (31). In particular, as p only affects Bint(p) in (24), evaluating the gradient ∇pΦA(p)
is computationally affordable. Hence, given an initial guess p0 for the sensor positions, some
steepest descent type method can be employed to find a (local) minimum for ΦA. We do not
give the details of our minimization procedure here, since we expect any reasonable algorithm
to produce results comparable to those documented in Section 5 below (modulo the speed of
convergence). However, it should be emphasized that ΦA typically has several local minima,
and so finding the global one is almost impossible in practice.
In the rest of this section, we first explain in more detail how the target function (32) and its
gradient can be efficiently evaluated for the above described sliding sensors method for finding
the A-optimal design. Afterwards, we briefly recall the l0-sparsification method [2, 10] that is
employed as the reference approach in one of our numerical tests.
4.1. Evaluating the target functional and its gradient. The target functional ΦA(p) de-
fined in (32) can be directly evaluated if the low-rank approximation (28) for the boundary
measurement has been precomputed. Another option would be to estimate the trace in (32)
by random matrix techniques [2, 10], but such an approach is not considered in this work. By
virtue of (31),
ΦA(p) = tr(ΓprA
TA)− tr
(
L−1F˜ pr(p)T
(
F˜ pr(p)F˜ pr(p)T + Γ˜noise
)−1
F˜ pr(p)L−TATA
)
,
where the first term can be neglected in the optimization since it is independent of p. As the
number of rows in F˜ pr(p) is low(ish), the term C(p)T := L−1F˜ pr(p)T and its transpose can be
explicitly computed and the inverse of H(p) := F˜ pr(p)F˜ pr(p)T + Γ˜noise can be directly applied.
If one wants to use the norm of L2(Ω) to measure the distance between the posterior mean
and the unknown, then according to the material in Section 3.2, the appropriate choice for the
1In Section 5, we frequently abuse the notation by denoting the A-optimality target functional as ΦA even if
the exact posterior Γpost is used in (32) in place of its low-rank approximation Γ˜post. The choice between the
two options should be clear from the context.
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finite-dimensional metric is ATA = M . In this case, the basic properties of the trace operator
yield
ΦA(p) = C − tr
(
C(p)TH(p)−1C(p)M
)
= C −
n∑
i,j=1
[
M  (C(p)TH(p)−1C(p))]
i,j
, (33)
where  denotes the entrywise matrix product and C := tr(ΓprM) is independent of p. This
expression is inexpensive to evaluate since the mass matrixM is sparse and the additive constant
C can be ignored.
Although we exclusively resort to the L2(Ω)-motivated choice ATA = M in the numerical
experiments of Section 5, it is worth mentioning that A = L, i.e. ATA = Γ−1pr , leads to a
particularly simple form for the A-optimality target functional:
ΦL(p) = n− tr
(
F˜ pr(p)T
(
F˜ pr(p)F˜ pr(p)T + Γ˜noise
)−1
F˜ pr(p)
)
. (34)
Remark 8. There exists no corresponding infinite-dimensional Gaussian random field for a
finite-dimensional covariance matrix of the form (23) [27]. Moreover, the corresponding infinite-
dimensional covariance operator is not in the trace class. As an example of this behavior,
notice that ΦL(p) in (34) obviously blows up when n tends to infinity. In consequence, ΦA is
not discretization invariant. However, the p-dependent part of ΦA(p) seems to behave well as
n→∞, and thus the same is expected of the corresponding A-optimal sensor positions.
Let us then consider evaluating the gradient ∇pΦA(p). To this end, denote the partial
derivative with respect to a component of the design parameter vector as ∂p and observe that
by (24), (27) and (29),
∂pF˜
pr(p) =
[
∂pBint(p)ΨML
−1
0
]
, (35)
where ∂p only operates on the finite-dimensional observation mapBint that is a FE discretization
of the continuum one defined in (12). A full description of the corresponding Fre´chet derivative
in the continuum case is given by (47) in Appendix B. After FE discretization, the derivative
∂pBint(p), i.e. (47) with q chosen as the appropriate Cartesian coordinate vector, has a particu-
larly simple form when triangular/tetrahedral linear elements are used: The ith row in Bint(p)
can be considered to be a weighted sum of triangular/tetrahedral barycentric coordinates at
the ith measurement location, and the partial derivatives of the barycentric coordinates with
respect to p are trivial to evaluate.
After ∂pBint(p) has been computed, MΨ
T∂pBint(p)
T can be evaluated by mimicking (18),
and subsequently ∂pF˜
pr(p) can be formed as in (35). The linearity of the trace yields
∂pΦA(p) = tr
(
∂pΓ˜post(p)A
TA
)
= −tr
(
L−1∂p
(
F˜ pr(p)T (F˜ pr(p)F˜ pr(p)T + Γ˜noise)
−1F˜ pr(p)
)
L−TATA
)
,
where the remaining derivative can be calculated using the product rule and the differentiation
formula for an inverse matrix. Finally, for the choices ATA = M and ATA = Γ−1pr the whole
derivative can be evaluated following the ideas leading to (33) and (34), respectively.
4.2. Sparsification method. Another approach to finding an A-optimal design is the so-called
l0-sparsification method that is introduced more thoroughly in [2, 10]. In short, there is initially
a large number of sensor candidates whose locations do not change during the minimization
process. In particular, Fint is constructed either explicitly or approximately during the initial-
ization phase, and it remains unaltered for the rest of the algorithm. A weight wi ∈ (0, 1) is
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assigned to each sensor candidate, and an A-optimal design is sought by driving the weights
towards binary wi ∈ {0, 1} by a certain iterative procedure explained in [2, 10].
Because the l0-sparsification method involves a sequence of convex minimization problems
with box constraints wi ∈ [0, 1], as a numerical optimization problem it is arguably simpler than
our sliding sensors method. On the negative side, the number of active sensor locations remaining
after the procedure is unpredictable since it depends implicitly on the input parameters of the
algorithm.
5. Numerical Tests
We demonstrate the introduced computational framework with numerical examples. The
forward problem (1) is spatially discretized by piecewise linear FEs using triangular or tetra-
hedral meshes depending on the spatial dimension. The implicit midpoint rule is used for time
integration. We generate simulated measurements by solving the discretized PDE with a chosen
true source ftrue and adding independent realizations of zero-mean Gaussian random noise to
the temperatures both at the internal and the boundary sensors. To be more precise, the noise
covariance is of the form
Γnoise =
[
γ2intI 0
0 γ2bdryI
]
∈ Rm×m, (36)
where the diagonal blocks are of the sizes mintmt×mintmt and mbdrymt×mbdrymt, respectively,
and the parameters γint, γbdry > 0 are the standard deviations of the measurement noise at the
internal and boundary sensors, respectively. By stating that the amount of measurement noise is
p%, we mean that the size of γint (resp. γbdry) is 0.01p times the maximal simulated temperature
at the internal (resp. boundary) sensors over the measurement time interval. In all numerical
tests we assume to know Γnoise and use it in the formulas for the posterior mean and covariance,
which is somewhat unrealistic but simplifies the considerations. The prior mean is always zero,
whereas the prior covariance is of the form (23), where the free parameters α and β are chosen
separately for each numerical test.
The reconstruction is defined to be
f̂ =
n∑
i=1
x̂iφi,
where x̂ = x̂(p) is the posterior mean of the nodal values, which depends on the design parameter
p ∈ RN , and {φ}ni=1 is the employed FE basis. The reconstruction quality is quantified by the
relative L2(Ω)-error
errrel :=
∥∥f̂ − ftrue∥∥L2(Ω)
‖ftrue‖L2(Ω) , (37)
which naturally also depends on p via f̂ .
We consider three numerical experiments. The first one involves a simple rectangular geom-
etry and demonstrates the positive effect of including a time transient measurement in addition
to the steady state data. We also numerically demonstrate that the A-optimality is a reasonable
quantifier for the quality of the measurement setup and briefly compare the optimal internal
sensor designs produced by the sliding sensors and sparsification methods.
The second experiment considers a more realistic two-dimensional geometry, with physically
reasonable parameter values and a true source resembling an iron loss field obtained from an
existing iron loss model. The performance of the sliding sensors method is tested by comparing
the accuracy of reconstructions obtained using nonoptimized and A-optimized sensor locations.
Both aforementioned two-dimensional problems are computationally small, that is, all nec-
essary matrices and associated linear operations can be explicitly stored and computed in a
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Figure 2. Experiment I. Left: Random draw from the assumed prior distribution
for the source. Right: Random realization of the true source (38).
reasonable time without a need for the model order reduction methods described in Sections 3.3
and 4.1. In practice, by “small” we mean fewer than n = 5000 FE degrees of freedom and
fewer than m = 5000 measurement data. However, our third and final test is supposed to be
non-small. It considers a semirealistic three-dimensional setup, with n ≈ 5 · 104. The model
order reduction method for the boundary measurements described in Section 3.3 is tested and
used in connection with the sliding sensors algorithm.
A single desktop computer and the MATLAB software were used for all computations. The
A-optimization by the sliding sensors method was performed by a custom steepest descent type
algorithm, whereas a black box solver (L-BFGS-B [19]) was utilized with the sparsification
method. Although not tested in this paper, we believe the proposed methods to be easily
parallelizable so that they could also be used for larger-scale problems; see Section 6 for further
discussion on this matter.
5.1. Experiment I: the unit square. Let Ω = (0, 1)2 ⊂ R2 be the unit square characterized
by the homogeneous parameters ρ, κ, h ≡ 1 and ΓR = ∂Ω in (1). We consider 200 ‘multi-modal
Gaussian’ realizations for the target source,
ftrue(x, y) =
M∑
i=1
exp
(− ai(x− x¯(i))2 − bi(y − y¯(i))2), (x, y) ∈ Ω, (38)
where the number of modes M is drawn from the uniform distribution over {1, . . . 11}, the
parameters ai, bi ∈ R+ are independently drawn from the uniform distribution over the interval
[0, 100] and the center points (x¯(i), y¯(i)) are drawn from the uniform distribution over Ω. The
temperature is measured at the time instants tj = jT/mt, j = 1, . . . ,mt, where T = 0.6
and mt = 20. The measurements are contaminated by 0.5% of additive noise, and the free
parameters in the prior covariance (23) are set to α = 10 and β = 0.1. The left-hand image
in Figure 2 shows a random draw from the prior distribution of the source, and the right-hand
image depicts a single realization of the random target source (38). In particular, it is obvious
that (38) is not completely inline with the assumed prior model for the unknown source.
We start the actual tests by demonstrating how time transient data yields additional informa-
tion about the unknown source. The temperature is measured at mbdry = m = 76 equidistant
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Figure 3. Experiment I. Gaussian source with no internal measurements. The
gridded surface represents the reconstruction f̂ and the gridless surface the true source
ftrue. Left: Steady state measurement. Right: Time transient measurement.
positions on the boundary ∂Ω, while no internal sensors are utilized. Figure 3 shows two recon-
structions and compares them with the corresponding true source that is of the form (38) with
only a single mode: the left-hand reconstruction is based on steady state data, whereas the one
on the right exploits transient data. It is obvious the steady state measurements carry much
less information on the behavior of the target source in the interior of the domain, albeit mere
boundary measurements do not lead to a good reconstruction in either case even though the
considered source is rather simple.
Let us next compare the A-optimal sensor positions produced by the sliding sensors method
with those predicted by the sparsification algorithm. As always in our numerical tests, the A-
optimality target functional is ΦA from (32) with A
TA = M . We consider a setting with mint =
m = 16 internal sensors and no boundary measurements. The sensors measure spatial averages
over disks of radius 0.05 (cf. (12)). The left-hand image of Figure 4 shows the approximate
A-optimal positions for the internal sensors given by the sliding sensors method if the iteration
is started from the regular grid {1/5, 2/5, 3/5, 4/5}2; the outermost sensors nearly touch the
boundary of Ω at the end of the minimization process. For comparison, the right-hand image in
Figure 4 presents the A-optimal locations for 16 sensors produced by the sparsification method
if the process is started with a regular grid of 400 possible measurement positions; observe that
controlling the precise number of active sensors is not trivial in the sparsification method as it
can only be achieved via trial and error by manually tuning the parameters of the algorithm
(cf. [2]). Up to the resolution of the candidate grid of the sparsification method, the two sets of A-
optimal positions are in good agreement. However, the value of the target functional associated
to the output of the sparsification method would still slightly decrease if the corresponding
sensor positions were used as the initial guess for the sliding sensors method.
To complete the first numerical experiment, we illustrate the connection between the value of
the A-optimality target functional, i.e. ΦA from (32) with A
TA = M , and the reconstruction
quality measured by (37). We introduce 100 random configurations for the 16 internal sensors
by adding to the regular grid points {1/5, 2/5, 3/5, 4/5}2 independent realizations of a random
vector distributed uniformly over [−1/5, 1/5]2. The reconstruction f̂ is then computed from
noisy measurements corresponding to all 200 randomly generated target sources of the form (38)
for all 100 sensor configuration, as well as for the A-optimal one obtained by the sliding sensors
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Figure 4. Experiment I. Approximate A-optimal configurations for mint = 16 inter-
nal sensors. Left: Sliding sensors. Initial locations (diamond), A-optimized locations
(circle), sensor size (transparent). Right: Sparsification method. Candidate locations
(non-filled), accepted locations (filled), sensor size (transparent).
Figure 5. Experiment I. Left: An example of a randomly generated source of the
form (38) and random internal sensor positions. The gridded surface represents the
reconstruction f̂ and the gridless surface the true source ftrue. Right: A-optimality
target ΦA = trace(ΓpostM) versus the average relative L
2(Ω) reconstruction error
errrel over 200 randomly generated sources of the form (38) for 100 random sensor
configurations (squares), the initial uniform grid of sensors (diamond), and the A-
optimized sensor positions (star).
method. The relative error (37) is computed for all 101 · 200 = 20 200 cases, and the mean
of the relative errors for each sensor configuration is compared to the corresponding value of
ΦA = tr(ΓpostM) in the right-hand image of Figure 5. Since the correlation between the
A-optimality measure and the relative reconstruction error is apparent, ΦA appears to be a
plausible measure for the reconstruction quality — even though the target sources are not
drawn from the assumed prior distribution.
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Figure 6. Experiment II. Left: Half of a cross section of a transformer showing the
the iron core ΩA and the coils ΩB, the boundaries ΓN, ΓR, ΓAB, and the measurement
boundary Mbdry. Right: The true heat source ftrue representing the coil and iron
losses. The component in ΩB is scaled down for a better visualization.
5.2. Experiment II: a semirealistic configuration in two dimensions. Our second exam-
ple involves a more realistic geometry, parameters and measurement setup, with all quantities
given in the appropriate SI units. The domain Ω = (0, 0.025)× (−0.030, 0.030) ⊂ R2, shown in
the left-hand image of Figure 6, represents one half of a cross section of a small transformer.
The domain is decomposed as Ω = ΩA ∪ ΓAB ∪ ΩB, where ΩA is the iron core, ΩB is the coil
and ΓAB := (∂ΩA ∪ ∂ΩB) \ ∂Ω corresponds to a thin layer filled with insulating material. The
material parameters in the parabolic PDE (1a) are assumed to be piecewise constant, that is, the
pairs (κA, ρA) ∈ R2+ and (κB, ρB) ∈ R2+ characterize the properties of ΩA and ΩB, respectively.
Since Ω models one half of a transformer, the symmetry boundary is ΓN = {(x, y) ∈ ∂Ω | x = 0},
and the remainder ΓR = ∂Ω \ ΓN is the Robin boundary that models the heat conduction into
the surrounding air.
The heat conduction in the insulating layer ΓAB is modeled by the (weak forms of the) jump
conditions
κAν · ∇uA = κins
dins
(uB − uA) on ΓAB, (39a)
κBν · ∇uB = κins
dins
(uB − uA) on ΓAB, (39b)
where ν is the unit normal of ΓAB pointing toward ΩB, uA and uB are the temperatures in the
subdomains ΩA and ΩB, respectively, and κins and dins are the constant heat conductivity and
thickness of the insulating layer, respectively [14]. In practical terms, the heat conduction in ΩA
and ΩB is modeled by two separate FE systems that are coupled via the above described bound-
ary condition on ΓAB. By using this approximation, one avoids constructing an unnecessarily
fine mesh in the thin layer, as it is well known that thin elements can be problematic for FE
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Figure 7. Experiment II. Left: The iron core temperature at the steady state
with the coil temperature of approximately 110°C omitted. The temperature is un-
realistically high because the heat dissipation in the z-direction is neglected in the
two-dimensional model. Right: A sample from the prior distribution.
solvers. The parameters for (1) and (39) are κA = 10, ρA = 3.43 · 106, κB = 26, ρB = 3.26 · 106,
h = 14, dins = 5 · 10−4 and κins = 0.028.
The true heat source
ftrue(x) =
{
2.557 · 105, if x ∈ ΩB,
105 exp
(− 150 dist(x,ΩB)), if x ∈ ΩA, (40)
is shown in Figure 6. Here dist(x,ΩB) denotes the Euclidean distance from x to the coils ΩB.
The source in ΩB models the ohmic loss generated by the coil current, totaling 2.0W if uniform
distribution in the z-direction over 0.025m is assumed. On the other hand, the source in ΩA
represents the iron loss, totaling 1.5W, and this latter source component is the object of primary
interest in the reconstruction process. In practice, the loss in the coil can be reliably estimated
by measuring the current and resistance of the coil, and this information could also be included
in our model by choosing a nonzero mean for the prior distribution of the heat source. However,
such an approach is not considered in this work.
The temperature on Mbdry = {(x, y) ∈ ∂Ω | x = 0.025} is measured by a thermal camera,
whereas only a limited number of small circular sensors are inserted inside the object. In all
tests, there are mbdry = 60 boundary sensors, i.e. pixels in the thermal images, but the number
of internal sensors mint may vary. The measurement times are tj = jT/mt, j = 1, . . . ,mt,
where T = 2 · 104, mt = 20. The measurement noise level is assumed to be 0.1%. The measured
temperatures inside the iron core are in the range [0, 94]°C, with the steady state temperature
shown on the left in Figure 7. The coil temperature is omitted from the image as it is considerably
higher, approximately 110°C. It should be noted that the simulated steady state temperature is
actually unrealistically high because the heat dissipation in the z-direction is neglected in this
two-dimensional model. We consider a zero-mean Gaussian prior distribution with constant
parameters α = 10−8 and β = 10−7 in (23). The right-hand image in Figure 7 shows a random
draw from the prior.
Figure 8 illustrates the progress of the sliding sensors method for finding the A-optimal
positions with mint = 18 internal sensors. The initial sensor positions are as indicated in
Figure 8, and the sliding sensors algorithm gradually pushes them away from Mbdry towards
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Figure 8. Experiment II. Left: Sliding sensors iteration for finding the A-optimal
configuration, showing initial and final positions of the sensors as diamonds and circles,
respectively. The boundary measurement pixels are emphasized along the right-hand
edge. Right: Value of the shifted A-optimality target ΦA−ΦA(p0), where p0 defines
the initial sensor locations, at each iteration of the algorithm.
Figure 9. Experiment II. Reconstructions with 18 inner sensors. The gridded sur-
face represents the reconstruction f̂ and the gridless surface the true source ftrue.
Left: Regular grid of sensors. Right: A-optimized sensor positions.
other sections of ∂ΩA. The evolution of the A-optimality target ΦA, with A
TA = M , is also
visualized in Figure 8.
Reconstructions of the true source (40) corresponding to a regular grid of mint = 18 internal
sensors and to the A-optimized set of mint = 18 sensors from Figure 8 are visualized in Figure 9.
Figure 10 shows the corresponding results for mint = 26. In both cases, the A-optimized sensor
configuration produces significantly better reconstructions of the target source than the regular
grid of internal sensors, as is quantified by the relative L2(Ω) errors listed in Figures 9 and 10.
We observe that a lower number of sensors (mint = 18) with A-optimized locations yields a
better reconstruction than a considerably higher number of sensors (mint = 26) in a regular
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Figure 10. Experiment II. Reconstructions with 26 inner sensors. The gridded
surface represents the reconstruction f̂ and the gridless surface the true source ftrue.
Left: Regular grid of sensors. Right: A-optimized sensor positions.
Figure 11. Experiment II. Left: The relative L2(Ω) reconstruction error errrel
as a function of the number of inner sensors mint for regular grid positions and A-
optimized positions. Right: The corresponding values of the (shifted) A-optimality
target functional ΦA − C for regular grid positions and A-optimized positions.
grid. Although not shown in Figures 9 and 10, altogether omitting the internal sensors would
result in intolerably bad reconstructions of the target source, yielding essentially a constant
distribution deeper inside the domain.
The relative reconstruction error (37) is plotted as a function of the number of internal
sensors for certain regular grids and A-optimized configurations in Figure 11. The figure also
shows the corresponding values for the shifted A-optimality target functional ΦA−C, where the
optimization-wise irrelevant constant C is as in (33). The A-optimized positions perform con-
sistently better than the regular locations. At about mint = 30, the introduction of new sensors
to the A-optimized configuration starts to yield less and less improvement in the reconstruction
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Figure 12. Experiment III. Left: A small transformer and a prototype of a circuit
board with internal temperature sensors. Right: A simplified FE model for one half
of the transformer, showing possible positions for the internal sensors at the mid cross
section.
quality; for the considered regular positions, such a stagnation only happens at about mint = 90.
Naturally, these numbers and also the overall performance of the A-optimized sensor positions
compared to other sensor configurations depends, e.g., on the (accuracy of the) prior, the form
of the target source, the measurement geometry and the noise model. Be that as it may, at least
in this simple test case, optimizing the sensor positions definitely seems worthwhile.
5.3. Experiment III: a semirealistic configuration in three dimensions. The considered
three-dimensional geometry is obtained by extruding the geometry of Section 5.2 in the z-
direction, resulting in the domain Ω = (0, 0.025) × (−0.030, 0.030) × (0, 0.025); see Figure 12.
We still denote the iron core by ΩA, the coils by ΩB and their interface by ΓAB (cf. Figure 6).
The coil ends are omitted from the model for simplicity as we are dealing with simulated, not
measured, data in this initial study. The Neumann, Robin and measurement boundaries are
the natural extensions of the corresponding two-dimensional definitions in Section 5.2, that is,
ΓN = {(x, y, z) ∈ ∂Ω | x = 0}, ΓR = ∂Ω \ ΓN and Mbdry = {(x, y, z) ∈ ∂Ω | x = 0.025}.
The heat conductivity is modeled as anisotropic: in the windings, the conductivity is higher
along the wires, i.e. in the z-direction, whereas in the stacked core steel sheets the conductivity
is higher along the sheets, i.e. along the xy-plane. These effects are modeled by a piecewise
constant diagonal heat conductivity matrix that takes the value κ = diag(κA,x, κA,y, κA,z) in ΩA
and κ = diag(κB,x, κB,y, κB,z) in ΩB, with κA,x = κA,y = 26, κA,z = 0.6 and κB,x = κB,y = 10,
κB,z = 400. The parameter values for the forward problem (1) and the model for the insulating
layer (39) are otherwise as in Section 5.2. The true source ftrue is chosen to be as in (40),
extended uniformly in the z-direction. The forward solution for ftrue is illustrated in Figure 13,
which shows the steady state temperature in the iron core and on its boundary. The simulated
temperature rise of 32°C is in a realistic range.
The temperature on the faceMbdry is measured by a thermal camera at mbdry = 361 pixels,
and mint = 23 sensors are inserted onto the mid cross section of the object; see Figure 12.
The temperature is recorded at mt = 20 observation times distributed uniformly over [T/80, T ],
where T = 104 (approximately three hours), so the total number of boundary and internal data
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Figure 13. Experiment III. Left: Surface temperature of the iron core in the
steady state. Right: Internal temperature of the iron core in the steady state.
points are mbdrymt = 7220 and mintmt = 460, respectively, leading altogether to m = 7680. The
measurements are contaminated by 0.1% of zero-mean additive Gaussian noise. It is expected
that the heat source varies more quickly in the xy-plane than in the z-direction, and this
extra information is encoded as an anisotropic parameter α = diag(αx, αy, αz) in the prior
covariance (23), with αx = αy = 3 · 10−8, αz = 3 · 10−6, β = 8 · 10−6.
To begin with, let us investigate how the error introduced by the low-rank approximation of
the boundary measurements described in Section 3.3 propagates into the reconstruction. We
assume the internal sensors form a regular grid and consider a small problem that corresponds
to a discretization of the studied geometry with only n = 3590 FE degrees of freedom. As a
consequence, all matrices involved in forming the reconstruction can be explicitly computed and
applied without any approximations; on the negative side, the sparse FE discretization certainly
causes considerable numerical errors that are ignored here for simplicity. The left-hand image of
Figure 14 shows the relative discrepancy ‖f̂r−f̂full‖L2(Ω)/‖f̂full‖L2(Ω) as a function of r. Here the
benchmark reconstruction f̂full is computed using the full (discretized) boundary measurement
operator Fbdry, whereas f̂r corresponds to the associated low-rank approximation F˜bdry ∈ Rr×n.
According to this simple low-dimensional test, it seems to be possible to achieve a reduction
of, say, mbdrymt = 7220 ↪→ r = 120 in the dimension of the boundary measurement operator
without any relevant loss of information from the standpoint of the considered inverse source
problem.
Next, the A-optimality seeking sliding sensors algorithm is combined with the dimension
reduction method. As we switch to a FE model with a realistic number of degrees of freedom
n = 49 310, the full matrix F ∈ Rm×n can no longer be constructed and used in practical
computations. Hence, a low-rank approximation corresponding to mbdrymt = 7220 ↪→ r = 120
is computed for Fbdry. To mimic the real application, the inner sensors are restricted to lie on a
single core sheet, i.e., their positions can only be optimized in the x and y-directions. The initial
and A-optimized sensor locations are shown in Figure 14. A comparison with Figure 8 indicates
that the optimal positions are qualitatively similar to those found in the two-dimensional case.
Figure 15 shows the reconstruction error f̂ − ftrue on certain parts of the boundary ∂ΩA and
at two horizontal cross sections of the domain. It can be seen that the reconstructed source is
severely underestimated close to the coils, where the true source and its gradient are the largest.
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Figure 14. Experiment III. Left: Relative L2(Ω) discrepancy in the reconstruction
caused by the low-rank approximation as a function of the reduced dimension r in the
boundary measurement model that has the full dimension mbdrymt = 7220. Right:
The progress of the sliding sensors algorithm with the initial and final internal sensor
positions marked by diamonds and balls, respectively. The boundary sensors are
marked by pixels.
Figure 15. Experiment III. Reconstruction error f̂ − ftrue with the A-optimized
sensor locations. Left: Boundary of the iron core. Right: Horizontal cross sections
of the iron core.
The relative L2(Ω) reconstruction error with the A-optimized locations is errrel = 0.262, whereas
with the initial locations the error is errrel = 0.317.
Finally, we briefly discuss the computational cost for problems of different sizes. The above
described three-dimensional setting is discretized using three different refinement levels for the
employed FE mesh. The number of degrees of freedom in the discretization n, the computa-
tional time required to construct a low rank approximation with r = 120, the computational
time to perform 20 iterations of the sliding sensors algorithm based on the reduced model, and
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Table 1. Experiment III. Computational cost.
n
Low-rank
computation time
A-optimization
computation time
Total number of
forward solutions
1795 65 s 110 s 9089
9093 965 s 1316 s 8905
49310 12 024 s 15 629 s 9020
the total number of forward solutions are listed in Table 1. For the two finest meshes, the A-
optimized sensor locations are almost identical (although not shown here), suggesting that the
corresponding discretizations are sufficiently accurate. Although not listed explicitly in Table 1,
the number of forward solutions required to construct an accurate enough low-rank approxima-
tion seems to be independent of n (cf. [9]). Using the techniques described in Section 4.1, the
computational cost related to the needed evaluations of matrix traces and their derivatives is
negligible compared to the cost of the forward solutions, meaning that the computation times
associated to the sliding sensors algorithm are mainly related to the latter. Because the com-
putation of forward solutions for different sources is trivial to parallelize, the sliding sensors
method should be readily scalable to be used for even larger n.
6. Discussion and conclusion
This work introduced a computational framework for a simplified linear inverse problem that
models the determination of the iron loss field inside an electric machine. Although many
issues that are important in practice, such as nonlinearities in the forward model, the proper
choice of a prior distribution and a realistic noise model, were ignored, our precursory numerical
studies anyway demonstrate that temperature measurements on the boundary of the imaged
machine do not suffice for accurate enough reconstruction of an internal heat source. Moreover,
both theoretical and numerical considerations clearly indicate that measuring time transient
temperature data facilitates the reconstruction process.
In our numerical experiments, the use of (approximately) A-optimal positions for the temper-
ature sensors inserted between the stacked core steel sheets had a significant positive effect on
the reconstruction quality. In particular, the introduced sliding sensors algorithm for predicting
A-optimal configurations was able to considerably improve the performance of measurement se-
tups. From a computational standpoint, the repetitive solution of the parabolic forward problem
constitutes the most expensive part of the sliding sensors method. However, since such forward
solutions are easily parallelizable, we anticipate the proposed method can, in fact, be used for
much larger problems than the ones tackled in this paper.
The prior model used in our numerical tests corresponds to combined L2–H1-regularization.
Such a traditional approach was chosen due to its simplicity and computational efficiency. Con-
structing a prior distribution that captures the generic properties of (all reasonable) iron loss
models is a research topic of its own. Another potential direction for future research would be to
design statistical tests based on temperature measurements for confirming or rejecting proposed
iron loss models.
In the real world, constructing an accurate heat conduction model for an electric machine
is nontrivial as it involves a nonlinear parabolic PDE with temperature-dependent coefficients.
In addition, the parameter h appearing in (1b) is not precisely known in the real application.
As a consequence, the modeling errors would most likely dominate the measurement accuracy
if our simplified linear model were employed in practice. The introduced mismodeling could to
a certain extent be incorporated in the noise model, or alternatively, the nonlinearities could
be properly modeled and h could be included as an additional unknown in the reconstruction
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process. The former corresponds to the so-called approximation error approach [15] and the
latter would lead to a more complicated nonlinear inverse problem; both of these alternatives
are interesting topics for future studies.
Appendix A. Adjoints of the forward operators
Let us first deduce the adjoint for the idealized forward operator F : L2(Ω) → L2(Mbdry ×
(0, T )) defined in (8). To this end, consider the parabolic ‘backwards’ initial/boundary value
problem
ρ∂tw +∇ · (κ∇w) = 0 in Ω× (0, T ), (41a)
ν · κ∇w + hw = g on ΓR × (0, T ), (41b)
ν · κ∇w = g on ΓN × (0, T ), (41c)
w = 0 on Ω× {t = T}, (41d)
where the coefficients are the same as in (1) and g ∈ L2(Mbdry × (0, T )) is interpreted as an
element of L2(∂Ω× (0, T )) via zero continuation. The variational formulation of (41) is
−〈∂tw, v〉ρ + a(w, v) =
∫
Mbdry
gv dS for all v ∈ H1(Ω), (42)
with a vanishing ‘initial condition’ at t = T . Via the change of variables τ = T − t, it is easy to
see that (42) has a unique solution in H1((0, T ); Ω) by virtue of the standard theory on parabolic
partial differential equations [24, Chapter 10].
Recalling (8) and comparing (6) with (42), we get∫ T
0
∫
Mbdry
gFf dS dt = −
∫ T
0
(〈∂tw, u〉ρ − a(w, u))dt
= −
∫ T
0
(〈∂tw, u〉ρ + 〈∂tu,w〉ρ)dt+ ∫ T
0
(f, w)L2(Ω) dt. (43)
Since w ∈ H1((0, T ); Ω) and u ∈ H2((0, T ); Ω) as noted before (7), it is straightforward to
deduce that (w, u)ρ ∈W 1,1(0, T ) with the weak derivative
∂t(w, u)ρ = 〈∂tw, u〉ρ + 〈∂tu,w〉ρ.
Hence, the first term on the right-hand side of (43) vanishes by virtue of the fundamental theorem
of calculus accompanied by (1d) with uinit = 0 and (41d); recall that we systematically identify
the elements of H1((0, T ); Ω) with their time-continuous representatives in C([0, T ];L2(Ω)) [24,
Lemma 10.4]. As (43) holds for all f ∈ L2(Ω) and g ∈ L2(Mbdry × (0, T )), it follows that
F∗ :
 g 7→
∫ T
0
w dt,
L2
(Mbdry × (0, T ))→ L2(Ω), (44)
defines the adjoint of the idealized forward operator.
By formally repeating the above calculations with the combined boundary/internal source
g =
ms∑
i=1
mt∑
j=1
yij
1
|Si|χiδj , (45)
where y = [yij ] ∈ Rm, χi is the characteristic function of the ith sensor Si, and δj is a Dirac
delta functional in time supported at tj , one arrives at the conclusion
yTFf =
(
f,
∫ T
0
w dt
)
L2(Ω)
.
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That is, the adjoint of the realistic forward map F : L2(Ω)→ Rm from (13) is formally given by
F ∗ : y 7→
∫ T
0
w dt, (46)
where w is the solution to (41) with the source (45). To properly prove this claim, one should
consider the solvability and regularity of (41) for ‘time-irregular’ sources of the form (45). Be
that as it may, we content ourselves here with commenting that all ambiguity in the above
deduction of F ∗ completely disappears if the Dirac deltas in (45) are replaced by (localized)
weight functions in L2(0, T ) with unit masses, and analogously the time evaluations of Ψ in (13)
are replaced by the weighted time-averages of Ψ defined by those same functions; cf. Remark 5.
In any case, (46) gives an intuitive explanation for the computational advantage in forming
the discretized forward map F via transposition as in (18): To evaluate F ∗ for all sources of the
form
gj =
1
|Si|χiδj , j = 1, . . . ,mt,
with a fixed sensor index 1 ≤ i ≤ ms, one only needs to solve (41) once over the whole interval
(0, T ). Indeed, because the solution to (41) with g = gj is clearly identically zero on the interval
(tj , T ], the time integration in (46) makes it equivalent to place a delta source at time t = T
and solve (41) backwards in time up to t = T − tj as it is to solve (41) backwards over the whole
interval (0, T ) with the delta-like source only activating at tj . Combining this logic with the
change of variables τ = T − t in (41) explains the advantageous structure of (18).
Appendix B. Sensor location derivative
Let us assume that a sensor is only allowed to move within an open subdomain D0 ⊂ Ω where
the heat conductivity is Lipschitz continuous, i.e., κ|D0 ∈ [C0,1(D0)]d×d ∩ [L∞+ (D0)]d×d. Since
the weak solution to (1) belongs to H2((0, T ); Ω) ⊂ C1([0, T ];L2(Ω)) as noted before (7), for any
t ∈ [0, T ] it holds that
∇ · (κ∇u( · , t)) = ρ∂tu( · , t)− f ∈ L2(Ω)
without any extra assumptions on ρ ∈ L∞+ (Ω) or f ∈ L2(Ω). In consequence, due to interior
regularity of solutions to elliptic partial differential equations [22], u( · , t)|D ∈ H2(D) for any
domain D ⊂⊂ D0. In the following, we assume D has a Lipschitz boundary and otherwise
satisfies the above listed properties.
As the realistic measurements modeled by (13) only depend on the locations of the inter-
nal sensors via operators of the form (12), it suffices to consider a time-independent model
measurement map B(p) ∈ H2(D)∗ defined by
B(p) : v 7→ 1|S|
∫
S(p)
v dx, p ∈ Rd.
For a given location p ∈ Rd, the sensor S(p) is defined as
S(p) = {x+ p |x ∈ S},
where the bounded Lipschitz domain S = S(0) ⊂ Rd models the shape (and the orientation) of
the sensor. We only consider such p that S(p) ⊂⊂ D, and denote the corresponding open subset
of Rd by U . Our aim is to prove that the Fre´chet derivative of the mapping U 3 p 7→ B(p) ∈
H2(D)∗ in the direction q ∈ Rd is given by the functional
DB(p; q) : v 7→ 1|S|
∫
S(p)
q · ∇v dx = 1|S|
∫
∂S(p)
ν · q v dS, (47)
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where ν ∈ L∞(∂S(p),Rd) is the exterior unit normal of ∂S(p) and the inequality follows from
the Gauss divergence theorem. It is obvious that DB(p; q) defines an element of H2(D)∗ for all
p ∈ U and q ∈ Rd, with the dependence of DB(p; q) on its the latter variable being linear.
For any v ∈ C∞(D), p ∈ U and small enough q ∈ Rd, we have(
B(p+ q)−B(p))v = 1|S|
∫
S(p)
∫ 1
0
q · ∇v(x+ sq) dsdx = 1|S|
∫ 1
0
∫
∂S(p)
ν · q v(x+ sq) dSx ds.
By resorting to the mean value theorem for integrals, it thus follows that∣∣(B(p+ q)−B(p)−DB(p; q))v∣∣ ≤ |q||S|
∫
∂S(p)
∣∣v(x+ ηv,qq)− v(x)∣∣dSx
for some ηv,q ∈ [0, 1]. In particular,∣∣(B(p+ q)−B(p)−DB(p; q))v∣∣ ≤ |q|1+α |∂S||S| ‖v‖C0,α(D) ≤ C|q|1+α‖v‖H2(D)
with α = 1/2, for both d = 2 and d = 3, due to a Sobolev embedding theorem [1]. Since C∞(D)
is dense in H2(D), the above inequality actually holds for all v ∈ H2(D). Taking the supremum
over v ∈ H2(D) with ‖v‖H2(Ω) = 1, we finally arrive at∥∥(B(p+ q)−B(p))−DB(p; q)∥∥
H2(D)∗ ≤ C|q|1+α,
which proves the claim.
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