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Predictive Motion Planning for AUVs subject to strong time-varying
currents and forecasting uncertainties
Van T. Huynh, Matthew Dunbabin and Ryan N. Smith
Abstract— This paper presents a novel path planning method
for minimizing the energy consumption of an autonomous un-
derwater vehicle subjected to time varying ocean disturbances
and forecast model uncertainty. The algorithm determines 4-
Dimensional path candidates using Nonlinear Robust Model
Predictive Control (NRMPC) and solutions optimised using A*-
like algorithms. Vehicle performance limits are incorporated
into the algorithm with disturbances represented as spatial and
temporally varying ocean currents with a bounded uncertainty
in their predictions. The proposed algorithm is demonstrated
through simulations using a 4-Dimensional, spatially distributed
time-series predictive ocean current model. Results show the
combined NRMPC and A* approach is capable of generating
energy-efficient paths which are resistant to both dynamic
disturbances and ocean model uncertainty.
I. INTRODUCTION
Autonomous Underwater Vehicles (AUVs) are routinely
used for extended missions ranging from environmental mon-
itoring to surveillance [1]–[3]. To extend vehicle endurance
there is an increasing focus on exploiting variations in
ocean currents [4]–[6], with energy savings of over 32%
demonstrated in strongly tidal conditions [7].
The key challenges in predictive path planning using ocean
currents relate to the spatiotemporal variability in ocean
current magnitude and direction, as well as the associated
forecasting accuracy. Figure 1 illustrates such variability by
showing the change in predicted ocean current over a 4-
hour period in Moreton Bay, Queensland. As shown, the
magnitude of current varies significantly in space and time,
and in regions can exceed many AUV operational limits.
These ocean currents can significantly affect both navigation
performance and associated onboard power requirements.
Furthermore, any forecasting uncertainties may lead to the
executed trajectories significantly deviating from planned
paths.
Therefore, optimal energy efficient path planning that is
robust to variable and uncertain environmental conditions
is required to increase the operational reliability of these
vehicles. In this work, a Nonlinear Robust Model Predictive
Control (NRMPC) method is proposed whose objective
function minimizes the AUVs’ onboard power consumption
whilst being robust to uncertainties.
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Fig. 1. Illustration of the spatial and temporal variability in ocean current
magnitudes (m/s) over 4 hours for Moreton Bay, Australia. Ocean current
predictions were generated by the Receiving Water Quality Model [8].
II. RELATED WORK
Path planning and execution for AUVs that take advantage
of ocean currents is an active area of research. Garau [9] pro-
posed a grid-based pregenerative large-scale AUV path plan-
ning which incorporates currents so as to obtain routes with
minimum energy costs. Here, ocean currents are assumed
two-dimensional and quasi-static, with the path constraint to
grid nodes. Other grid-based and nongrid-based approaches
to incorporate the dynamics of real ocean currents include
A* [10], [11], level set [12], genetic algorithm [13], and
anisotropic fast marching algorithm [14].
Time-dependent, continuous ocean model path-planning
has been explored in [7], [15]–[17], with global search algo-
rithms employed to solve optimization problems for minimal
energy consumption of the vehicles. Even though these stud-
ies considered more realistic AUV operating environments,
they all assume the ocean model predictions are perfect
and deterministic. Additionally, they do not consider the
spatiotemporal depth-dependent variation in ocean current in
their planners.
To account for modelling uncertainty, Markov Decision
Processes have been considered for minimum time path
planning [18], and prediction of time and place for vehicle
surfacing with minimal risk of collision [19]. However, they
do not address the problem of minimum energy planning.
NRMPC has been successfully employed to deal with model
uncertainties and disturbances in path planning [20]. Whilst
used for shorter duration trajectory planning (e.g. [21]),
it has not yet been applied to the large-scale 4D path
planning for AUVs. NRMPC has qualities which can address
vehicle limitations and model uncertainty, as well as adapt in
time. However, there lacks standardized tools for searching
solutions of the formulated NRMPC due to its nonlinearity,
and mixtures of continuous and discrete variables resulting
from the vehicle dynamics and ocean model predictions.
Therefore, in this paper, we present A*-like algorithm that
can be used to search for solutions of the NRMPC problem.
The remainder of the paper is structured as follows;
Section III describes simplified models for an AUV subjected
to ocean currents, Section IV presents NRMPC path planning
methodology, with Section V describing the solver for the
proposed NRMPC scheme. Finally, Section VI demonstrates
the algorithms via simulation using real-ocean prediction
data.
III. AUV KINEMATICS AND OCEAN MODELS
This section presents the mathematical models used in our
analysis to describe the AUV and ocean dynamics.
A. Ocean Model
In this analysis it is assumed that the only disturbances
acting on the AUV result from the 4-Dimensional (3 spatial
and time) ocean currents. There are many models that can
be used to predict ocean currents. In order to be model-
independent, in this paper we generalise the representation
of ocean currents as a series of 3-D matrices of current
magnitude and direction with each matrix representing a
prediction time-step.
In the algorithm verification described in this paper, the
ocean current predictions were obtained from the Regional
Ocean Modelling System (ROMS), produced at the Jet
Propulsion Laboratory (JPL)-California Institute of Technol-
ogy. ROMS is a split-explicit, free-surface, and topography-
following-coordinate model. The model output has three
nested horizontal configurations, with increasing resolution
covering the US west coastal ocean (15 km), the southern
California coastal ocean (5 km), and the Southern California
Bight (2.2 km) [22]. ROMS also provides current prediction
at 24 non-uniformly spaced depth bins from 0 m to 2000
m. ROMS provides this 4-Dimensional for the Southern
California Bight data as hindcasts, nowcasts, and hourly
forecasts (up to 72 hours) [23].
B. System model and control inputs
In this paper, the AUV is represented as a simplified 4-D
kinematic model. Assuming sway, roll, and pitch motions are
negligible, the vehicle’s state relative to the inertial frame is
defined by the vector η , (b1, b2, b3, ψ)> consisting of the
longitudinal (b1), latitudinal (b2), and vertical (b3) (depth)
coordinates, and heading angle (ψ). Additionally, vb is the
body speed of the AUV in the direction of travel, vr is the
AUV speed relative to the water, and va = (b˙1, b˙2, b˙3)> is
the AUV absolute speed relative to the sea bottom. These
velocities are graphically depicted in Fig. 2.
The ocean current velocities are represented by vc =
(vcb1 , vcb2 , vcb3)
> along each inertial coordinate.
Fig. 2. Illustration of the AUV kinematics showing inertial frame
coordinates (b1, b2, b3, ψ), body-fixed velocity (vb), and ocean currents
(vc).
In this analysis, it is assumed the body velocity vb and
the relative velocity vr are varied to keep ‖va‖ constant.
Therefore, the relative velocity is defined by vr = va − vc.
The internal control inputs to the AUVs are u ,
(vb, uv, ψ)
>, where uv is the input control for the heave
(vertical) motion of the vehicle.
C. Continuous-time representation
Using the above notation, the corresponding equations of
motion can be written as:
b˙1 = vb cosψ + vcb1 ,
b˙2 = vb sinψ + vcb2 , (1)
b˙3 = u˙v + vcb3 .
The vertical currents in this analysis are assumed to be
negligible (i.e., vcb3 = 0). In this work we assume the vertical
control action is instantaneous; hence, this results in b3 = uv .
Future work will consider the case of non-negligible vertical
currents and finite dive times.
Equation (1) can be considered a continuous system with
state variable η, control input u, and disturbances vc.
However, if there are predictions of the disturbances (e.g.
ocean model) then these can be additional control inputs to
the system. This results in the system having two forms of
control actions; (1) the internal control u, and (2) the external
control vc. Therefore, Eq. (1) can be written as:
˙¯η =
(
cosψ 0 1 0
0 sinψ 0 1
) vbvbvcb1
vcb2
 , (2a)
b3 = uv, (2b)
where η¯ = (b1, b2)> is the state variable representing
positions of the vehicle in the horizontal plane.
D. Discrete-time representation
Given the sample time interval (T ), Eq. (2a) can be
expressed in discrete-time as:
η¯(k + 1) = η¯(k) +
(
T cosψ 0
0 T sinψ
)(
vb
vb
)
+
(
T 0
0 T
)(
vcb1
vcb2
)
. (3)
Therefore, the state-space representation of the system is:
η¯(k + 1) = f(η¯(k),U(k)), (4a)
b3(k) = uv(k), (4b)
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Fig. 3. Forecasting uncertainties of ocean currents where yellow, red, and
black arrows are hindcasts, forecast, and nowcasts, respectively. Produced
using ROMS data for the Southern California Bight from March 1-15, 2010.
where,
f(η¯(k),U(k)) = A(k)η¯(k) +B(k)U(k),
A = I2×2,
B(k) =
(
T cosψ 0 T 0
0 T sinψ 0 T
)
,
and U(k) = (vb, vb, vcb1 , vcb2)
>.
E. Model uncertainties
Ocean model output contains predictions of both current
magnitude and direction. In reality these predictions may not
always match actual currents perfectly. Figure 3 illustrates
the prediction performance of ROMS from 48 and 24 out
from the nowcast. It can be seen that both the directions
and magnitudes of long-term forecasted ocean currents vary
considerably from the nowcast.
Nonetheless, we can observe that vectors of ocean currents
from hindcasts, forecasts, and nowcasts span within some
local regions around the nowcast vectors. Here it is assumed
that predicted vectors of ocean currents at a particular
coordinate lie within a bounded polytope. This restricts our
path planning problem to one with bounded uncertainties.
Consequently, the equations of motion (2) can be rewritten
to incorporate uncertainties such that:
η¯(k + 1) = A(k)η¯(k) +B(k)U(k) +Wω(k), (5)
where ω(k) ∈ R2×1 is the uncertainty at time k, and W =
I2×2 ∈ R2×2. As uncertainty has been incorporated into the
model, the predicted ocean currents in B(k) are nominal
values. Estimating the size of the uncertainty polytope is
outside the scope of this paper. Refer to [24] for details.
IV. PLANNING STRATEGY
In this work, a model predictive control methodology
is proposed whose control inputs are the vehicles internal
velocities and heading angle as well as the ocean model
prediction. The technique determines the execution path for
effective navigation in dynamic environments with minimal
energy and robustness to uncertainties. The motion planning
problem is to select the admissible control inputs for the
vehicle that minimizes power consumption, respond to dis-
turbances and uncertainties, and predict system states for
predetermined steps ahead.
Nonlinear Robust Model Predictive Control (NRMPC) is
proposed due to: (1) it can counteract uncertainties existing
in the kinematic model (Eq. (2)), (2) the feed-back loop can
comprise the observed uncertainties, and (3) it has the ability
to explicitly account for hard constraints.
Fig. 4. Representation of set of internal control inputs. Possible states are
restricted in this study to 8 possible horizontal directions at each of the
discretised depth layers (bins).
A. NRMPC Problem Description
We will first define the NRMPC problem for the determin-
istic case, that is the ocean currents are assumed accurate.
Problem Statement 1: Given a start point η0 and the goal
point ηf , at each sampling time tn, n = 0, 1, 2, . . .:
1) Measure the state η(n) ∈ X of the system.
2) Set η0 := η(n), solve the optimal control problem
minimize JN (η0,u(·)) :=
N−1∑
k=0
`(ηu(k,η0),u(k)),
with respect to u(·) ∈ U(η0), subject to
ηu(0,η0) = η0,
ηu(N,η0) ∈ Bηf ,rf ,
ηu(k + 1,η0) = f(ηu(k,η0),u(k)),
and denote the obtained optimal control sequence by
u?(·) ∈ U(η0).
3) Define the NRMPC-feedback value µN (η(n)) :=
u?(0) ∈ U and use this control value in the next
sampling period.
Here, X and U are sets of possible states and control inputs
respectively. ` is a cost function. JN is the total cost of
the system predicted N steps ahead. ηu(k,η0) represents
the predictive state at k epochs ahead of an initial state η0
and subject to a sequence of control inputs u(k). f(·) is the
function representing Eq. (5).
State constraint: possible states of the system X are the
configuration space Q. In the horizontal plane, the configu-
ration space consists of all possible horizontal positions, yaw
angle, and time. In the vertical direction, it consists of the
predefined depth layers defined by the ocean model output
(See Section III-A). Therefore, the configuration space can
be represented as Q = SE(3)× R
Input constraint: the set of possible control inputs U
contains a combination of continuous and discontinuous
values. Particularly, the heading angle (ψ) is assumed here
to be limited to one of eight predetermined directions
({N,NE,E, SE, S, SW,W,NW}) as depicted in Fig. 4.
A larger number of directions introduces more states for
consideration during optimization process, albeit resulting in
a smoother returned path. uv is control action that guides
the vehicle along the vertical direction from the sea surface
to maximum model depth. It is assumed the vehicle has the
capability to dive to this maximum depth. Finally, the relative
and absolute velocities are related via vr = va − vc.
Terminal constraint: The terminal constraint requires that
the final state of the system ηu(N,η0) under the control
sequence u must stay within the ball Bηf ,rf . The value of
rf can be predetermined based on the navigational accuracy
of the AUV.
Cost function: the cost function ` represents the energy
consumed by the AUV at the time k under the control action
u and is defined as:
` = `hotel + `energy + `heuristic, (6)
where `hotel is the hotel load of the AUV1, `energy is the
energy required to attain vr, and `heuristic is an estimated
energy to navigate from the current position to the destina-
tion.
The hotel load of the AUV is determined by the vehicle
specific hotel energy per sample time constant (Eht/sample)
such that:
`hotel(k) = kEht/sample. (7)
The energy consumed by the vehicle to overcome the
inertia and drag forces Finertia and Fdrag is defined as,
`energy = T (Finertia + Fdrag)‖vr‖. (8)
Similar to [7], we assume the vehicle dynamics are much
faster than the prediction step and is in steady state motion
such that Finertia = 0 and the energy term becomes:
`energy(k) = T (cd‖vr(k)‖3), (9)
where cd is a longitudinal drag coefficient of the AUV. In
practice, these parameters are empirically derived.
Finally, the heuristic term (`heuristic) is the estimated
remaining energy required by the AUV to travel from the
current position to the prespecified end node. This term is
defined as:
`heuristic(k) =
‖η(k)− ηf‖
max ‖vc + vr‖Eappr, (10)
where ηf is the final position of the AUV, and Eappr is an ap-
proximate, minimum energy per sampling time consumed by
the vehicle at each time step. The denominator of Eq. (10) is
an estimation of maximum absolute speed the vehicle might
attain around the setpoint absolute speed. The introduction
of `heuristic into the total cost (`) assists searching in an A*-
based algorithm for the NRMPC solution. The fact that Eq.
(10) contains ratio of the Euclidean distance between the field
point and the desired goal and the estimation of maximum
absolute speed aims to guarantee the heuristic cost will be
lower than the actual cost to reach the end point from the
given position. This further assists the A*-based algorithm
to search for optimal or near-optimal solutions.
We now consider the situation whereby ocean current
predictions have forecasting inaccuracies which are spanned
inside uncertainty polytopes. To increase robustness against
uncertainty, we formulate the NRMPC in the form of a min-
max optimization problem, that is the minimum path with
maximum cost within the uncertainty polytope, such that:
Problem Statement 2: Given the initial point η0 and
the goal destination ηf , at each sampling time tn, n =
0, 1, 2, . . .,
1The hotel load is the constant power consumed to operate the vehicle’s
computing and sensor systems independent of propulsion.
1) Measure the state η(n) ∈ X of the system.
2) Given
JN :=
∑N−1
k=0
`(η(k),u(k),ω(k)). (11)
Set η0 := η(n), solve the optimal control problem,
min
u(k)
max
ω(k)
JN (η0,u(·),ω(·))
with respect to u(·) ∈ U(η0), subject to
ηu(0,η0) = η0,
ηu(N,η0) ∈ Bηf ,r,
ηu(k + 1,η0) = f(ηu(k,η0),u(k),ω(k)),
and denote the obtained optimal control sequence by
u?(·) ∈ U(η0).
3) Define the NRMPC-feedback value µN (η(n)) :=
u?(0) ∈ U and use this control value in the next
sampling period.
Using this min-max optimization formulation is inspired
by [25]. Instead of solving the problem with nominal values,
the total energy expended by the vehicle is bounded by the
worst cases at every time epoch. The nominal case of the
problem can be considered as a situation of which predicted
current vectors are situated at the center of the uncertain
polytopes. Contrary to this case, the worst cases of the
problem are situations of which predicted current vectors
are pointing to vertices of the uncertain polytopes. Hence,
min-max problem is equivalent to finding the minimal of the
worst case costs. Using this method, we assure that the actual
total energy of the system will never exceed the predicted
total energy even though there exists uncertainties in the
ocean model.
V. SOLVING THE NRMPC PROBLEM
In this analysis, we assume that currents, even under the
worst conditions, in the area of interest do not exceed the
maximum-achievable speed of the AUV. As such, the area
of interest is considered fully-controllable, and convergence
of the planned paths is guaranteed. Once this assumption is
satisfied, the process of searching for solutions of NRMPC
can be undertaken.
The NRMPC problem formulated in Section IV is a
nonlinear mixed integer optimization problem as the model
kinematic constraint is nonlinear and ψ and uv are con-
sidered discrete values over a sample time. However, the
problem is now complicated since it needs to be solved in the
min-max framework. Most optimisation tools for NRMPC
consider separately the unconstrained nonlinear optimization,
and mixed-integer linear optimization [26], [27]. Conse-
quently, we propose an optimization scheme based on the A*
algorithm that is able to search a solution for this NRMPC
problem.
A. Execution of the NRMPC planner
The structure of the proposed integrated planner and
controller based on nonlinear model predictive control and
system kinematic model is shown in Fig. 5. The block
diagram illustrates methodology proposed in Section IV
whereby at each sampling time (tn) the NRMPC is solved
to plan an energy-optimal path from ηo to ηf . The return
of the optimizer is a prediction of states and control inputs
for N steps ahead. The first element of the predicted control
inputs will be assigned to the AUV as control input at time
tn. This process is repeated until the AUV reaches the goal
destination.
Algorithm 1 presents the implementation of the NRMPC
scheme shown in Fig. 5. Algorithm 1 uses GenerateTimeN-
ode to initialize nodes xstart and xend based on the locations
of initial and target waypoints. Here xstart is the first node
of a tree G whose vertices set is V and edge set is E.
Each node of G contains information about system state
(b1(k), b2(k), b3(k), ψ(k))
> of the AUV, control input u to
reach the node’s state, and an associated cost J . Similar to
A∗ method [28], Algorithm 1 has an open list i containing
the unexplored states, and a closed list ℘ containing the
explored ones.
Algorithm 1, through the use of ConnectionCheck de-
termines whether xstart and xend can connect directly
with each other, and return a path if they are connectible.
Otherwise, the main loop of the algorithm is executed, and
firstly checks whether the current prediction step exceeds
the predetermined horizon N , or if flag signals satisfaction
of the terminal constraint. If not, the function ExploreTree
(See Algorithm 2) is invoked to build an A∗-like tree. Finally,
FindMinPath is used to extract a minimal-cost path from
xstart to xend.
Algorithm 1: NRMPC solution searching algorithm
Input: Initial and target waypoints η¯0 = {b1o, b2o},
η¯f = {b1f , b2f}, ROMS, and termination ball
Bη¯f ,rf .
Output: Control sequence
u(k) = (ub(k), uv(k), ψ(k))
>.
1 xstart ← GenerateTimeNode(η¯0)
2 xend ← GenerateTimeNode(η¯f)
3 V ← {xstart} ; E ← ∅ ; G← (V,E)
i← xstart;℘ = [ ];
4 if ConnectionCheck(xstart, xend, rf) then
5 path ← {xstart;xend}
6 else
/* Building and exploring tree if
number of horizons not reached or
terminal constraint not established */
7 while (k ≤ N or flag == 0) do
8 [G, flag]←
ExploreTree(G,xend,i, ℘, ‖ω(k)‖max)
9 /* Find paths with minimum cost */
10 path ← FindMinimumPath (G,xstart,xend)
11 return u(k)
B. A*-based optimizer
A core component of the NRMPC scheme shown in Fig.
5 is its optimizer. The optimizer searches the control input
space U and the state space X for a path that is optimal in
terms of cost JN . The choice of optimizer will decide the
quality of the returned path and subsequently determines the
quality of the whole system. In this paper, we propose an
A* algorithm for searching for an optimal trajectory.
It is proposed to utilize A* as a search tool for our
NRMPC problem due to two primary reasons: (1) the search
space can be cast into tree formats, whose root is the initial
position and nodes are possible positions that the vehicle
might obtain, and (2) A* finds the optimal solution for a
graph or tree-based search problem in a computationally
tractable manner. Algorithm 2 describes the A*-like method
implemented for the NRMPC scheme.
Algorithm 2: Tree exploration based on A* search
algorithm - ExploreTree()
Input: The tree G = (V,E), i and ℘ lists, desired end
node xend, ‖ω(k)‖max, and Bη¯f ,rf .
Output: Extended tree G′ = (V ′, E′), i′ and ℘′ lists,
and (flag) for terminal constraint
1 V ′ ← V ;E′ ← E
2 while i is not empty do
/* Dequeue highest priority element */
3 xmin ← DequeueMinCostNode(i)
/* Propagation following constraints */
4 Zprop ← PropagateNode(zmin,‖ω(k)‖max)
/* Infer associated costs */
5 costs←
InferNodeCost(zmin,Zprop, ‖ω(k)‖max)
/* Extend tree from dequeued node */
6 Xnew ← Steer(zmin,Zprop, costs)
/* Add new nodes to existing tree */
7 V ′ ← V ′ ∪Xnew;E′ ←
E′ ∪ {(xmin,Xnew)};G′ ← (V ′, E′)
/* Put the explored node to CLOSED */
8 ℘′ ← xmin
/* Adding unexplored nodes to OPEN */
9 i′ ← i; i′ ←Xnew
10 if CheckTerminalContraint(G) then
/* Terminal constraint checking */
11 flag ← 1
12 G′ ← MarkConvergence(G′)
13 else
14 flag ← 0
15 return G′, flag
Once Algorithm 2 is activated, it initially, via the use of
DequeueMinCostNode, selects a node xmin which has the
lowest cost amongst nodes in the i list. PropagateNode
then propagates coordinates zmin of xmin according to
kinematics (4), input, and output constraints. All of the pre-
dicted states after state propagation process are represented
by Zprop. The function InferNodeCost is then invoked so
that costs of states in Zprop are evaluated according to
(6), and (11). Finally, Steer creates a set of new nodes
Xnew that contains both states and costs corresponding to
Znew. After predicting new nodes Xnew, the tree G, and
i and ℘ lists are updated. Finally, the terminal constraint
Fig. 5. A closed-loop block diagram depicting the operation of the NRMPC path planning and scheme with ocean current predictions.
is checked before exiting Algorithm 2. If there are nodes
satisfying the terminal constraint, such nodes will be marked
by MarkConvergence and flag is turned on.
The aim of A*-based algorithm is to find the optimum
solution for the NRMPC problem, while minimizing any
unnecessary exploration. The heuristic function `heuristic(k)
(Eq. 10) is used for the search. The purpose of employing
such an heuristic function is to guarantee that the heuristic
cost `heuristic is lower than the actual cost `?heuristic to
travel from the current location to the destination, and thus
optimality of the resultant path is ensued.
However, theoretical optimally computed paths can be
difficult to implement in the field as the level of uncertainty
may be high. Basically, near-optimal paths, that can sustain
against uncertainty and be executed to arrive at the goal
successfully, are normally expected in reality. Consequently,
`heuristic > 0 is chosen in such a way that makes the A*-
based optimizer generates near-optimal, robust paths while
maintaining the computation time sufficiently short, i.e., less
than the sampling time T .
When cost of the chosen heuristic function is much lower
than the actual cost, i.e., we are too optimistic about the
cost to assume that `heuristic << `?heuristic, then the
computational efficiency of the search is degraded due to
having to search many more paths.
In the current study, it is preferable to embrace a balanced
approach between computational time and optimality. Here
we applied trial and error method to tune Eappr of `heuristic
so that near optimality occurs and computational time does
not exceed the sampling time. If the search converges straight
forward to the goal destination without stepping back, this is
equivalent to `heuristic > `?heuristic and the search is similar
to the greedy algorithm. We might then decrease `heuristic.
This results in increase of convergence time. If convergence
time is greater than sampling time, it is highly likely that
we are at the point of using too optimistic value for Eappr.
Consequently, a proper value for Eappr might be taken to
be an average of the “too-optimistic” point and the “greedy-
algorithm-like” point.
The computational efficiency and tuning of the heuristic
function, including online learning of this parameter are
avenues of future development.
Algorithms 1 and 2 formulate the forward path of the
diagram in Fig. 5. The feedback path is implemented by
the condition checking of the while loop in Algorithm 1.
Consequently, combining Algorithms 1 and 2 implements
the closed-loop NRMPC scheme in Fig. 5.
VI. RESULTS
Two scenarios of motion planning that takes into account
uncertain forecasting of the time-varying ocean currents
along (b1, b2, b3) are presented. In the first case, we consider
the scenario when the ocean model prediction (OMP) is
perfect and deterministic. The second case is the scenario
when ocean model prediction contains uncertainties (see [24]
for information about uncertainty in OMP). The uncertainty
bound in this study is derived from observation of his-
torical ocean current predictions. Particularly, we consider
the uncertainties varying to the upper bound ‖ω‖ ≤ 0.4
km/sample time, i.e., predictions of ocean currents spread
within a square of side length 0.4 km.
A. Scenario 1: NRMPC path planning with deterministic
ocean currents prediction
In Scenario 1, the ocean current prediction is assumed
perfect in this case, ω = 0. The absolute velocity of the AUV
is set to ‖va‖ = 2.5 knots. The distance between starting
point and the goal is approximately 10 km. The value of
Eht/sample is set to 12 W/hour. The radius of Bηf ,r is rf =
10 m.
Figure 6 shows the NRMPC derived optimal energy path
starting from the cyan star and travelling to the red square.
Figure 7 shows the associated switching of depths of AUV
over the whole course of travel. In Fig. 6, the radiating lines
in magenta represent the A* tree branch evolution during
the search for solutions of the NRMPC scheme. Here, there
were 16 possible heading angles (ψ) and 24 values of depths
uv giving a total of 384 possible evolutions of the AUV
movement at each time step requiring consideration. Each
of the possible evolutions corresponds to a branch of the
tree.
The energy-optimal path in Fig. 6 is seen to deviate from
the straight line trajectory so that the vehicle can exploit
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Fig. 6. Evolution of A* tree (in magenta) and the resultant planned path
(in blue and continuous) starting from the cyan star to the red square. Total
path length was approximately 10 km.
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Fig. 7. Resultant depth trajectory of the planned path for the deterministic
case shown in Figure 6.
ocean currents and save energy when traversing from the
start position to the goal. The energy efficiency produced by
the planned path is:
Effpath =
ESL − ENRMPC
ESL
× 100
=
73.09− 53.59
73.09
= 26.67%, (12)
where ESL is the energy required to travel along the straight-
line trajectory, and ENRMPC is the energy required to travel
along the NRMPC path. The results show that in this case,
the energy savings are considerable.
Here we see from Fig. 7 that at time t = 2 hours, the
vehicle is at 200 m and is required to go to near the surface at
the next time step. The assumption of instant depth traversal
becomes less valid with greater inter-step depth changes. The
influence of this assumption is a focus of future research.
B. Scenario 2: NRMPC path planning with uncertain ocean
currents prediction
Figure 8 shows an example of the paths planned using
NRMPC with varying levels of ocean forecast uncertainty
ranging from 0 (nominal case), 0.1, 0.2 and 0.4 km / sample
time. Here the same start and end points are used as for
Figure 6. The NRMPC is run with a forecast horizon of
N = 8. This forecast horizon was selected as a compromise
between prediction and computational effort. Future research
will evaluate the performance with increased horizon. To
close the loop of the path planner, only u(k, 0) is applied
at each step and recalculated at the next epoch. The lower
subfigure presents the optimised depth profile for each tra-
jectory. The paths planned vary in space and time with the
nominal path almost straight and paths which account for
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Fig. 8. Planned trajectories with existence of different forecasting uncer-
tainties along the trajectory. The top figure shows the resultant planned paths
in the horizontal plane with ocean forecast uncertainty 0 (red), 0.1 (green),
0.2 (blue) and 0.4 (cyan) km/sample time. The bottom figure shows the
corresponding depth profile for each trajectory.
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Fig. 9. Predicted total energy to complete the path with time for the AUV
with nominal and uncertainty scenarios.
uncertainty showing more variability. However, in all cases
they all converge to the goal point.
Figure 9 shows the predicted energy consumed by the
AUV with time along the trajectories for each of the un-
certainty cases shown in Fig. 8. The predicted energy at
time (k) is defined as the actual energy expended up to
time (k) and the predicted required energy to complete the
path. The red line is expected energy for nominal case
when there exists no uncertainty. The green, blue and red
curves are expected energy for bounded uncertainties of
(0.1, 0.2, 0.4) respectively. Table I shows the percentage of
energy efficiency from the nominal case for each of the paths
from Fig. 8.
Nominal ‖ω‖max0.1 0.2 0.4
SL 73.0951 73.1037 73.0923 73.0831
NRMPC 53.6 51.47 49.69 44.93
Effpath(%) 26.67 29.59 32.02 38.52
TABLE I
COMPARISON OF ENERGY SAVING FOR NOMINAL AND VARIOUS
BOUNDED UNCERTAINTY CASES.
As can be seen in Fig. 9, the initial predicted energy is
conservative and decreases with time for all cases. We see
that the expected energy for scenarios with uncertainty is
higher than that of the nominal case at the beginning of
travel. However, in this case, as the vehicle move forward
to the goal, the expected energy for the 0.4 uncertainty case
is less than that of the 0.1 case. This could be explained by
observing the AUV expends more energy at the beginning
to overcome uncertainties (the worst case prediction of
ocean currents). As time progresses the vehicle may select
a favourable current to the destination that assist the vehicle
to use less energy. Additionally, with higher-uncertainties the
NRMPC approach explores more of the region around the
A* nodes. Therefore, it may detect more favourable currents
than for lower uncertainty cases. It can be seen in Table I that
in this case, the energy savings are greater with increasing
uncertainty.
VII. CONCLUSION
This paper has presented a novel path planning algorithm
for minimising the energy expenditure of the AUV in 4-D
configuration space in the presence of both environmental
disturbances and model uncertainties. Control inputs for
the problems consist of not only the vehicle propulsion
but also environmental forces. Resultant paths are optimal
solutions of the nonlinear model predictive control problem
whose optimizer is constructed based on an A* searching
algorithm. Results show that the algorithm is able to produce
energy-efficient paths while accommodating bounded model
uncertainties. Future work will experimentally evaluate the
planning performance with varying ocean current predictions
and forecast uncertainties, as well as the relaxation of sim-
plifying assumptions of vehicle dynamics.
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