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Розвинення технології довгої арифметики при побудові алгоритмів 
дослідження лінійних систем 
В. І. Кудін, В. В. Оноцький, Алі Аль-Амморі, Л. О. Шкварчук 
Розвинуто застосування алгоритмів методу базисних матриць, які осна-
щені технологією довгої арифметики для покращення точності виконання ос-
новних операцій при дослідженні погано обумовлених лінійних систем, зокрема, 
систем лінійних алгебраїчних рівнянь (СЛАР). Встановлення факту поганої 
обумовленості системи є досить трудомісткою обчислювальною процедурою. 
Закладено проведення контролю входження обчислень в стан некоректності 
та унеможливлення накопичення похибок обчислень, що є бажаною властиві-
стю методів та алгоритмів розв’язання практичних задач.  
В сучасних ЕОМ, як правило, використовуються стандарті типи цілих 
чисел, розмір яких не перевищує 64 байта. Було подолано це апаратне обме-
ження програмним шляхом, а саме, розробкою власного типу даних у вигляді 
спеціальної бібліотеки Longnum мовою С++ з використанням стандартної бі-
бліотеки шаблонів STL(Standard Template Library). Програмна реалізація була 
розвинута на проведення обчислень за методами базисних матриць (МБМ) та 
Гауса, тобто використано довгу арифметику для моделей з раціональними 
елементами. Запропоновано алгоритми та комп´ютерну реалізацію методів 
типу Гауса та штучних базисних матриць (варіант методу базисних мат-
риць) в середовищах Мatlab та Visual С++ з використанням технології точних 
обчислень елементів методів, в першу чергу, для погано обумовлених систем 
різної розмірності. Розроблено бібліотеку Longnum з типами довгих цілих чи-
сел (longint3) та раціональних чисел (longrat3) із чисельником та знаменником 
типу longint3. Арифметичні операції над довгими цілими числами реалізовано 
на основі сучасних методів: зокрема, методу Штрасена множення. Наведено 
результати обчислювального експерименту за згаданими методами, в якому 
тестові моделі систем генерувались, зокрема, на основі матриць Гільберта 
різної розмірності, які характеризуються як “незручні” 
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1. Вступ
Відомо, що математичне моделювання процесів різної природи приводить
до необхідності досліджувати нелінійні рівняння та системи різної складності 
(математичні моделі). В багатьох випадках, розв‟язання їх проводиться введен-
ням певних спрощень в постановках, переходом, зокрема, до різницевих анало-
гів (дискретний варіант) та врешті-решт до систем лінійних алгебраїчних рів-
нянь (СЛАР) різної розмірності, частіше, з квадратною матрицею обмежень. 













вчених. Це в свою чергу обумовило розробку (на даний час) багатьох десятків 
точних методів та, напевне, сотні ітераційних методів. Виключне становище в 
ланцюгу розв‟язання початкової задачі моделювання обумовило виключні ви-
моги до обчислювальних властивостей методів та алгоритмів розв‟язання 
СЛАР. Природна складність розв‟язання таких задач проявляється в некорект-
ності та поганій обумовленості. Зусилля обчислювачів спрямовані на подолан-
ня (чи послаблення) прояву поганої обумовленості та некоректності в ході 
розв‟язання задачі та (накопиченню похибок обчислень). З‟являються нові під-
ходи розв‟язання відомих задач. Один з перспективних, на думку авторів, є роз-
виток відомих методів (зокрема алгоритмів методу базисних матриць), осна-
щенням технологією довгої арифметики при дослідженні погано обумовлених 
лінійних систем. Звичайно, остання технологія (довгої арифметики) передбачає 
використання і інших технологій, про що буде сказано нижче, зокрема, введен-
ня нового класу даних. Саме вдале поєднання ряду нових технологій організа-
ції алгоритмів обчислень може надати нові позитивні можливості. 
Задачі моделювання процесів різної природи часто описуються класом оп-
тимальних задач (на екстремум), зокрема і СЛАР. Точні методи розв‟язання 
СЛАР в ряді згаданих задач є основоположними, оскільки дослідження почат-
кових більш складних математичних моделей “зводиться” (після спрощень) са-
ме до аналізу таких лінійних систем.  
Відомо, що:  
– переважна більшість математичних постановок задач (в перше чергу, по 
дослідженню властивостей процесів) за своєю природою є нелінійними, тобто 
не мають адекватного подання в класі лінійних моделей (матричних структур) – 
систем лінійних алгебраїчних рівнянь, нерівностей, задач лінійного програму-
вання тощо; 
– важливі параметри процесу (в ході моделювання та спрощень) знаходять 
своє відображення (“переходять”) до окремих елементів, рядків, стовпців та 
блоків (“підматриць”) матриці обмежень тощо, тобто зазнають змін та уточнень. 
А тому врахування впливу змін у моделі в результаті уточнень (без пере-
розв‟язання) є бажаною характеристикою методів моделювання.  
Наявна властивість поганої обумовленості та некоректності в задачі обумо-
влює на всіх стадіях моделювання. Зокрема, на стадії комп‟ютерного подання 
моделі – заокруглення, усікання, обмеженість довжини мантиси спричиняє на-
копичення помилок, похибок, неточностей подання моделі, тощо. Це породжує 
неадекватність досліджуваного процесу та моделі. Слід зазначити, що часто в 
таких ситуаціях навіть малі кількісні неточності у поданні моделі можуть зумо-
вити значні відхилення (похибку) розв‟язку. Оснащення алгоритмів технологі-
єю, яка перешкоджає накопиченню похибок на стадіях моделювання, зокрема і 
в ході ітерацій алгоритму методу, є актуальним напрямком досліджень. 
 
2. Аналіз літературних даних та постановка проблеми 
Станом на сьогодні розроблено досить багато точних та ітераційних мето-
дів розв‟язання систем лінійних алгебраїчних рівнянь. Серед них, зокрема, на-










версального високоточного методу розв‟язання широкого класу лінійних задач 
“не знялося”. Це можна пояснити об‟єктивними складностями в задачах, що ви-
никають, насамперед, при моделюванні процесів різної природи. Математичні 
моделі, досить часто, подаються як великої розмірності, є некоректними (чутли-
вими до неточностей), погано обумовленими, тощо [1, 2]. Технологічні досяг-
нення сьогодення, такі як збільшення розрядності процесорів до 64 та обсягів 
різних типів пам‟яті, разом із підвищенням швидкодії виконання операцій нада-
ють додаткові можливості при представленні довгих чисел. Однак вони не 
розв‟язують проблему представлення чисел та реалізації операцій для чисел з 
розрядністю більше за 64 і вона лишається відкритою. В зв‟язку з цим, для різ-
них видів поганої обумовленості чи структури матриць обмежень виникає необ-
хідність адаптувати алгоритм розв‟язку для забезпечення якості обчислень [3–5]. 
Звичайно, серед них особливе місце займають алгоритмічні схеми, що ба-
зуються на методі Гауса. Відомо, що за своїми структурними властивостями 
моделі СЛАР, нерідко, можуть бути некоректними (природна складність). Одні-
єю з проявів некоректності є властивість поганої обумовленості (число обумов-
леності 1
AM A A
   набуває великих значень, що впливає на похибки вико-
нання основних операцій) [1–5]. Можна переконатись, що інформація про зна-
чення числа обумовленості (чи його оцінка), як фактор контролю коректності 
обчислень, наразі залишаються в полі зору подальших досліджень [3–5]. Зокре-
ма, наявність контролю обумовленості системи, накопичення похибок обчис-
лень при розв‟язанні таких незручних задач є важливою необхідною і не-
від‟ємною складовою обчислювального процесу. З точки зору класичних мето-
дів типу Гауса, наприклад, процедура побудови оцінювача числа обумовленості 
може бути додана якби “зовні”. В схемі таких методів відсутні складові знахо-
дження чи оцінки обумовленості 1
AM A A
   (оскільки, обернена матриця 
невідома) і сама по собі є обчислювально трудомісткою процедурою. Органічно 
«вбудувати» так процедуру в алгоритм є окремою задачею. Особливо проблема 
оцінювання числа обумовленості заявила про себе при накопиченні значного 
досвіду розв‟язання практичних задач. Наявність оцінки числа обумовленості в 
ході обчислень є важливою складовою, оскільки вона “дає сигнал” (вказує) на 
коректність обчислень. Як додатковий “захід”, в вирішенні проблеми обумовле-
ності (покращення обумовленості) може бути представленим у вигляді направ-
леного перетворення початкової задачі (передобумовлення), наприклад, мно-
женням зліва та справа СЛАР на спеціальні матриці [5, 6].  
Для проведення перевірки та контролю властивостей алгоритмів 
розв‟язання (тестування даного класу задач) розроблено ряд алгоритмів, про-
грам та модельних задач з погано обумовленими матрицями обмежень, напри-
клад, підпрограми лінійної алгебри BLAS (Basic Linear Algebra Subroutines) [6]. 
Відомо, що до таких тестувальних матриць належить і матриця Гільберта. В 
даній роботі для проведення тестування алгоритмів вона активно застосована. 
“Наріжним каменем” при проведенні моделювання залишається дослідження 
впливу збурень (зокрема, похибок обчислень) на властивості системи. Ця про-













ків, що активно розвивається останнім часом, пов'язаний з розробкою матема-
тичних методів, алгоритмів та програмного забезпечення виконання основних 
операцій, зокрема, введенням нових типів даних (для дій з раціональними чис-
лами), що унеможливлює накопичення похибок. Такі підходи розглянуті в [8–
11]. Одним із недоліків такого підходу є додаткове обчислювальне навантажен-
ня в алгоритмі, яке спричиняє уповільнення обчислень та накладає обмеження 
на розмірність розв‟язуваних задач.  
Але згадані підходи не закривають проблеми, тому доцільно розвинути 
проведення обчислень використанням технології довгої арифметики на моделі з 
раціональними елементами, один з варіантів якої реалізовано у вигляді бібліо-
теки Longnum на мові С++ [23]. Застосування раціональної арифметики для 
прямих методів розв‟язання СЛАР усуває обчислювальну похибку і дає можли-
вість зосередитися на властивостях власне моделі, наприклад [7]. 
В сучасних ЕОМ, як правило, використовуються стандарті типи цілих чи-
сел, розмір яких не перевищує 64 байта. Подолання такого апаратного обме-
ження можна вирішити програмним шляхом, а саме, розробкою власного типу 
даних. Відомими прикладами реалізації такого підходу є бібліотеки GMP [8], 
MPI [9], LIP [10], OpenSSL [11] та LibTomMath [12]. Бібліотеки GMP та LIP 
громісткі та не достатньо зручні у використанні; OpenSSL та LibTomMath не-
суть криптографічне призначення; бібліотека MPI наразі не розвивається [9]. 
Важливо розробити бібліотеку, що не залежить від сторонніх розробок крім 
стандартних бібліотек С++ та може гнучко змінюватися та підлаштовуватися 
під конкретні дослідження. 
Звичайно, згадані вище прийоми інтенсифікації процедур обчислень мають 
свої сильні та слабкі сторони. Часто, вони застосовуються розрізнено.  
Бачиться доцільною розробка оригінальної технології обчислень, в якій би були 
раціонально використані сильні сторони названих підходів. 
Запропонований у [14] метод володіє рядом структурних властивостей, зо-
крема, аналізувати та розв‟язувати наряду зі СЛАР також задачі лінійного про-
грамування (ЗЛП), він поширений на слабко нелінійні задачі, містить в елемен-
тах методу складові для обчислення та оцінювання обумовленості системи в 
ході ітерацій [15–18], може бути оснащеним технологією довгих чисел. Наведе-
ні властивості методу та алгоритмів базисних матриць при оснащенні техноло-
гією роботи з довгими чисел набувають рис універсальності для застосування 
при розв‟язанні широкого класу задач. 
Аналіз літературних джерел та “виділення” основних проблем в організації 
обчислень вказують, що підняття точності виконання основних операцій може 
бути досягнуте включенням та вдалим поєднанням додаткових процедур: пере-
добумовлення, знаходження оцінки та числа обумовлення, високоточного про-
ведення основних операцій. Саме на розробку технології проведення обчислень 
з такими властивостями (з елементами універсальності) мають бути направлені 
зусилля дослідників. 
Вибір МБМ, як базового, при розробці технології довгих чисел, ґрунтував-
ся на наявності такої унікальної властивості як контролювати входження обчис-










як складові обчислення числа обумовленості. Побудова оцінювача числа обумо-
вленості (та передобумовлювача) та його властивості (з експериментами) на ос-
нові МБМ розглянуто в [18]. 
Це вказує на доцільність застосування МБМ та його алгоритмів, як такі, що 
пройшли апробацію [14–18], для “надбудови” процедурами високоточного про-
ведення основних операцій (технологією довгої арифметики) при дослідженні 
лінійних систем. 
 
3. Ціль та задачі дослідження 
Метою дослідження є розвинення технології довгої арифметики, що під-
вищує точність виконання основних операцій алгоритмів дослідження і 
розв‟язку СЛАР і мінімізує модуль величини похибок на стадії комп‟ютерного 
моделювання.  
Для досягнення мети були поставлені такі завдання: 
– розробити алгоритм розв‟язку СЛАР (лінійна система) з елементами ана-
лізу та контролю обумовленості та накопичення похибок в ході ітерацій (техно-
логія довгої арифметики) при реалізації технології довгої арифметики; 
– реалізувати типи довгих цілих та відповідних раціональних чисел із 
швидкими операціями множення, ділення, побудованих на сучасних алгоритмах 
та прискорити операції множення та ділення операцій з довгими числами. 
 
4. Технології довгої арифметики прискорення виконання основних 
операцій на основі алгоритму методу базисних матриць (МБМ) 
Перш за все хотілось би наголосити, що в статті розвинуто метод базисних 
матриць (перші публікації кінець 80-х років) оснащенням технологією довгої 
арифметики [14]. З детальним викладенням обгрунтування методу, його власти-
востей, результатів обчислювального експерименту, порівнянь з відомими ін-
шими методами можна ознайомитись в [15–17]. 
Розглянемо СЛАР виду 
 
Au=C,                                                                                                      (1) 
 
де матриця A  розмірності (m×m), T1 2( , , .., )mC c c c  – вектор стовпець розмір-
ності m, T1 2( , ,.., )mu u u u  – шуканий вектор розмірності m, Т – знак транспону-
вання, aj=(aj1, aj2, … , ajm), j=1,2, … m – рядки матриці A. Рівняння (1) доповню-
ється допоміжною СЛАР виду: 
 
Iu=K,                                                                                                      (2) 
 
де I – одинично-діагональна матриця розмірності (m×m), а 
T(1,1,....,1)
m
K   – век-
тор розмірності m. Слід зазначити, що система (2), зазвичай, тривіальна, з відо-
мими властивостями виконує лише допоміжну роль – побудови початкових зна-













Тобто, в основу побудови алгоритму розв‟язання СЛАР покладено метод 
базисних матриць, оскільки в ньому згідно [14] закладена здатність: 
– знаходити величину рангу матриці обмежень системи (1) ; 
– знаходити розв‟язок СЛАР (1) ; 
– контролювати обумовленість системи; 
– аналізувати вплив змін у моделі (1) в результаті уточнень (без пере-
розв‟язання); 
– оснащення технологією, що перешкоджає накопиченню похибок; 
– будувати початкові розв‟язки задач на основі тривіальних базисних мат-
риць (2), що виключає трудомісткі початкові обчислення  
– застосовувати схему аналізу для задач, що передбачають багатокроковість 
або багаторазовість розрахунків на моделях з незначними змінами. 
Коротко нагадаємо [14], що основою запропонованого методу штучних ба-
зисних матриць (МШБМ) є ідея порядкової базисної матриці. Базисні матриці в 
ході ітерацій послідовно змінюються вводом-виводом із неї рядків-нормалей 
обмежень задачі. 
Підматрицю Aб, складену із m лінійно незалежних рядків-нормалей (i1,  
i2, …, im) обмежень, будемо називати штучною базисною, а розв язок u0 відпо-






( , ,..., )
m
T
i i ic c c  штучним базисним. 
Нехай: eri – елементи матриці 
1,бА
  оберненої до Aб; u0=(u01, u01, …, u0m)
T
 – 
базисний розв‟язок; αr=(αr1, αr2, …, αrm) – вектор розвинення вектору-нормалі 
обмеження αru≤cr за рядками базисної матриці Aб; Δr=αru0–cr – нев‟язка r-го об-
меження (1) в вершині. Всі введені елементи в новій базисній матриці ,бА  від-
мінній від Aб одним рядком, будемо позначати рискою зверху. 
Згідно Теореми 1 [14], між коефіцієнтами розвинення нормалей обмежень, 
елементами обернених матриць, базисними розв‟язками, нев‟язками обмежень 
в двох суміжних базисних матрицях встановлено відповідні співвідношення.  
На основі них будується схема визначення рангу системи (1) та розв‟язку 
системи рівнянь, послідовними змінами базисних матриць та відповідних шту-
чних розв язків. 
Попередні результати застосування технології довгої арифметики у поєд-
нанні з методом базисних матриць для аналізу властивостей СЛАР (з реалізаці-
єю) розглядались в [22]. “Довга арифметика” представлення раціональних чисел 
при виконанні основних операцій виключає накопичення похибок, що у поєд-
нанні з контролем обумовленості в ході обчислень є ефективною, особливо при 
дослідженні погано обумовлених систем. Для останніх, вплив навіть малих по-
хибок у поданні моделі та обчисленням є суттєвим. 
В подальших версіях технологія неодноразово зазнала удосконалень і про-
грамно, і алгоритмічно було проведено відповідні обчислювальні експерименти. 
Предметом дослідження будуть властивості нового алгоритму та 
комп´ютерної реалізації методу штучних базисних матриць [14] для моделі (1) 










множення довгих чисел здійснюється за допомогою методу Штрасена, що ба-
зується на швидкому алгоритмі дискретного перетворення Фур‟є [19]. 
Концепція представлення цілих чисел. В сучасних ЕОМ, як правило, вико-
ристовуються стандарті типи цілих чисел, розмір яких не перевищує 64 байта. 
Подолання такого апаратного обмеження можна вирішити програмним шляхом, 
а саме, розробкою власного типу даних [22]. В розробленій на мові С++ бібліо-
теці Longnum реалізовані типи довгих цілих чисел longint3 та відповідних ра-
ціональних чисел longrat3 із швидкими операціями множення, ділення, побудо-
ваних на сучасних алгоритмах. 
Для реалізації довгих цілих чисел довільного розміру та відповідних раці-
ональних чисел в С++ був використаний об’єктно-орієнтований підхід (ООП) 
[21]. Він полягає у наступному: реальному об‟єкту предметної області ставить-
ся у відповідність так званий об’єктний тип або клас об‟єктів, що є узагаль-
ненням структурного типу. Скористаємось означенням [21]. 
Означення 1. Клас в С++ – це програмна конструкція, яка складається з да-
них (елементів даних або полів) та підпрограм, що оперують над цими полями 
та описують властивості відповідного об‟єкту предметної області, що моделю-
ється. 
Загальна концепція довгої або точної арифметики (multiple precision arith-
metic), поняття довгого цілого числа описано, зокрема, в [12]. Але для ясності 
введемо поняття:  
Довгим цілим числом або цілим числом довільного розміру назвемо ціле чи-
сло, яке не обмежується діапазонами стандартних комп‟ютерних типів. Напри-
клад, стосовно мови С++, такі числа принципово неможливо зберігати в змін-





 та від 0 до 2
64
-1 відповідно. 
Довга або точна арифметика – це арифметика довгих цілих чисел. 
Ціле число довільного розміру програмно представлено у вигляді класу 
longint3. Раціональне число як пара (чисельник класу longint3, знаменник класу 
longint3) запрограмоване у вигляді класу longrat3. Ціле число зберігається у ди-
намічному масиві, максимальна довжина якого 4096. Елементами вектора є 16-
бітні беззнакові числа стандартного типу C++ unsigned __int16 і є, фактично, 
”цифрами” в системі числення з основою BASE=2
16
. Так, наприклад, ціле число 




-1 буде зберігатися у масиві розміру 3.  
Масив ”цифр”, знак числа та операції над числами такої структури оформ-
лені у вигляді класу longint3. Зокрема, в класі longint3 реалізовані такі операції 
з цілими числами: додавання, віднімання, множення та ділення з остачею, порі-
вняння, конвертація у рядок символів типу char. При розробці бібліотеки 
Longnum [22] використано елементи стандартної бібліотеки шаблонів 
STL(Standard Template Library) [13].  

















unsigned int l; 
longint3(); 
longint3(unsigned n); 
longint3(unsigned __int16 *p,int n); 
longint3(const char *s1); 
longint3(const char *s1,int n); 
longint3(const longint3 &a); 
longint3 operator=(const longint3 &a); 
~longint3(); 
char* text(void); 
friend longint3 operator+(longint3 &a,longint3 &b); 
friend longint3 operator-(longint3 &a,longint3 &b); 
friend longint3 operator*(longint3 &a,longint3 &b); 
friend longint3 operator/(longint3 &a,longint3 &b); 
friend ostream& operator<<(ostream &os,const longint3 &a); 
friend istream& operator>>(istream &is,longint &a); 
friend longint3 karatsuba2(longint3 &u1,longint3 &u2,unsigned int n); 
friend longint3 tomakuka(longint3 &u1,longint3 &u2); 
friend longint3 fastmul2(longint3 &A, longint3 &B); 
friend __int8 divmod(longint3 &A, longint3 &B, longint3 &Q, longint3 &R) ; 
void mult2(int n); 
void mult(int m); 
void div(int m); 
friend int longcmp2(longint3 &a,longint3 &b); 
unsigned int toint(); 
void print(); 
void operator+=(longint3 &b); 
void operator-=(longint3 &b); 
void operator*=(longint3 &b); 
friend void savebint2(FILE *f,longint3& a); 
friend void loadbint2(FILE *f,longint3& a); 
friend longint3 ncd(longint3 a,longint3 b); 
}; 
Представлення раціональних чисел. Раціональне число представляється як 
пара: чисельник та знаменник типу longint3 і оформлено у вигляді класу 
longrat3. Даний клас також оснащується операціями додавання, віднімання, 
множення, ділення, скорочення, порівняння, представлення у вигляді десятко-
вого числа заданої точності, конвертація у тип double, конвертація у рядок сим-
волів типу char. Операції „+‟, ‟-‟, ‟*‟, ‟/‟ побудовані з використанням відповід-
них операцій над числами типу longint3. Данні класи були відкомпільовані у 
вигляді динамічної бібліотеки та протестовані для точного розв‟язування сис-
тем лінійних алгебраїчних рівнянь. 














 __int8 sign; 
 longint3 num; 
 longint3 denom; 
 longrat3():num("0"),denom("1"){sign=0;} 
 longrat3(char *s); 
 longrat3(double d); 
 longrat3(char *s1,char *s2); 
 longrat3(const longrat3 &l1):num(l1.num),denom(l1.denom),sign(l1.sign){} 
 longrat3& operator=(const longrat3 &a); 
 friend ostream& operator<<(ostream &f,const longrat3 &a); 
 void text(char *s);//return s as 'p/q'; 
 friend void savebrat3(FILE *f,longrat3& a); 
 friend void loadbrat3(FILE *f,longrat3& a); 
 friend longrat3 operator+(longrat3 &a,longrat3 &b); 
 friend longrat3 operator-(longrat3 &a,longrat3 &b); 
 friend longrat3 operator*(longrat3 &a,longrat3 &b); 
 friend longrat3 operator/(longrat3 &a,longrat3 &b); 
 void operator+=(longrat3 &a); 
 void operator-=(longrat3 &a); 
 void operator*=(longrat3 &a); 
 void operator/=(longrat3 &a); 
 char* decimal(unsigned __int32 size); 
 operator double(); 
 friend __int8 longrabscmp(longrat3 &a,longrat3 &b); 
 ~longrat3(){}; 
 void reduce(void); 
}; 
 
Операції „+‟ та ‟-‟ реалізовані за класичними алгоритмами додавання та ві-
днімання; множення та ділення суттєво покращені в порівнянні з традиційними 
алгоритмами множення та ділення в стовпчик і оптимізовані як за часом, так і 
за використанням ресурсів ЕОМ. 
Прискорення операцій множення та ділення довгих чисел 
Арифметичні операції з точними раціональними числами базуються на 
множенні довгих цілих чисел. Для здійснення скорочення раціональних дробів 
реалізовано ділення довгого цілого числа на довге ціле число. 
Множення довгих цілих чисел з використанням метода Штрасена, що ба-































де ci – компоненти вектора – згортки векторів (a0, a1, …, an-1) та (b0, b1, …, bm-1). 
Скористаємося означеннями [18]. 
Означення 2. Циклічною згорткою векторів a і b називається вектор c=a×b 
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Означення 3. Дискретне перетворення Фур‟є (ДПФ) вектора (a0, a1,…, aN-1) 
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Зауваження. Обернене дискретне перетворення Фур‟є (ДПФ
-1
) можна об-
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В основі методу Штрасена [20] множення довгих чисел лежить 
Теорема про згортку [20]. Перетворення Фур'є від циклічної згортки двох 
векторів є скалярний добуток Фур'є-образів цих векторів: 
 
( ) ( )* ( ),c a b F c F a F b     
 






Тут * означає покомпонентне множення векторів. 
Отже, для множення довгих цілих чисел A та B достатньо: 
1. Обчислити коефіцієнти згортки , 0, 1.ic i n m    
2. Зробити переноси, щоб всі коефіцієнти були менше BASE. 
Теорема про згортку дозволяє побудувати ефективний алгоритм обчислити 











1. 1. Обчислити F(a) і F(b). 
1. 2. Покомпонентно перемножити отримані вектори. 
1. 3. Обчислити обернене ДПФ від скалярного добутку. 
Множення багаточленів зводиться до скалярного добутку відповідних век-
торів. Передбачається, що на кожному кроці розміри векторів однакові й рівні 
N. Складність алгоритму множення має порядок O(NlogN). Причому, найкращої 
швидкодії досягають лише варіанти ШПФ (швидкого алгоритму дискретного 
перетворення Фур‟є), що працюють на векторах розміру N=2
k
, тому вектори в 
таких ситуаціях необхідно доповнити нулями. Метод Штрасена реалізовано в 
класі longint3 бібліотеки Longnum. 
Ділення довгих цілих чисел. Операція ділення довгих чисел використовуєть-
ся в операції скорочення раціональних чисел. За основу взятий “шкільний” ме-
тод ділення “в стовпчик”, складність якого O(nm), де n та m – кількості цифр 
діленого та дільника відповідно. 
Наведемо основні стадії алгоритмічної схеми знаходження величини ран-
гу, початкової базисної матриці та розв‟язку невиродженої системи (1) з раціо-
нальними елементами, що грунтується на технології точних обчислень. Алго-
ритм може бути застосованим при перерахунку оберненої матриці в ході ітера-
ційного процесу. Такий перерахунок доцільно виконувати при накопиченні зна-
чних похибок при знаходженні елементів методу. За результатами наведеного 
алгоритму можна конструювати аналітичне представлення загального розв‟язку 
відповідної системи лінійних алгебраїчних нерівностей (СЛАН) [14]. 
 
Алгоритм МШБМ 
На вході: матриця коефіцієнтів A розмірності m×m, вектор правих частин 
СЛАР C розмірності m та одинична базисна матриця I розмірності m×m, що 
представляють собою динамічно створені масиви елементів типу longrat3. На-
далі наступні кроки виконуємо з використанням операцій порівняння, додаван-
ня, віднімання, множення та ділення класу longrat3. 
Крок 1. Проводимо сімплексні ітерації по заміщенню рядків базисної мат-
риці I  системи (2) нормалями обмежень системи (1), згідно співвідношень тео-
реми 1 [14] . 
Знаходимо відповідні елементи методу  вектори розвинення за рядками 
базисних матриць обмежень (2), обернену базисну матрицю, штучні базисні 
розв‟язки ( )0
ku , де k – номер ітерації. 
Крок 2. Перевіряємо кількість ітерацій r заміщення рядків допоміжної систе-
ми рядками основної системи для яких виконуються умови невиродженості, тобто 
( ) 0ilk   – число визначає ранг основної системи, (Наслідок 2–3 теореми 1 [14]).  
Крок 3. Якщо кількість ітерацій, для яких ( ) 0,ilk   рівна m, то переходимо 
на наступний крок. В супротивному на передостанній крок. 
Крок 4. Знаходимо єдиний розв‟язок (наслідок 1 теореми 1 [14]). згідно 
співвідношення  1 0 0б .A c u













Крок 5. Виконання умови r<m означає порушення умови єдиності 
розв'язку за схемою методу, тобто модель потребує уточнення та подальшого 
аналізу розв‟язності (наслідок 1 теореми 1 [14]). 
Останній крок. Формування вихідної інформації за результатами аналізу 
(1) у вигляді масиву елементів типу longrat3. 
Алгоритм може бути застосованим при перерахунку оберненої матриці в 
ході ітераційного процесу знаходження оптимального розв‟язку. Такий перера-
хунок доцільно виконувати при накопиченні значних похибок при знаходженні 
елементів методу. За результатами наведеного алгоритму можна конструювати 
аналітичне представлення загального розв‟язку СЛАН. 
 
5. Результати досліджень обчислювальних властивостей програмної 
реалізації методів та алгоритмів 
Було розглянуто дві СЛАР з погано обумовленими матрицями, а саме: ма-
триця Гілберта A1 з елементами  
 
(1) 1 ( 1),ija i j    1, ;i m  1,j m  
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Матриця A1 розглядалася з такими варіантами вектора c1 правих частин: 
1) (1) 1,ic   1, ;i m  
2) (1) 1( 1) ,iic
   1, ;i m  
3) (1) 1(1 ( 1) ) / 2,iic
    1, .i m  














Розв‟язування СЛАР з використанням бібліотеки Longnum. При 
розв‟язанні СЛАР розмірності m=50 з матрицею Гільберта та одиничною пра-
вою частиною з використанням точних обчислень було отримано точний 
розв‟язок (табл. 1).  
СЛАР розв‟язувалися методами Гауса та МШБМ, з матрицею Гільберта 
















Точний розв„язок СЛАР методом базисних матриць з матрицею Гільберта, 
m=50 

































































В результаті експериментів для СЛАР з матрицею Гільберта A1 розмірності 
m=100 та одиничною правою частиною c1 отримано точні розв‟язки (табл. 2) як 
методом Гауса, так і методом штучних базисних матриць, які співпадають. У табл. 
2–4 вказаний час виконання процедури обчислень точного розв‟язку на ЕОМ з 
процесором AMD Athlon(tm) 64X2 Dual Core Processor 4200+, 2.21 ГГц, 3 ГБ ОЗП. 
Для СЛАР з матрицею коефіцієнтів A2 проведені розрахунки з викорис-
танням методу Гауса та МШБМ. Результати обчислювального експерименту 
наведені в табл. 3. 
 
Таблиця 2 






Метод Гауса з вибором макси-
мального елементу 











50 1.79177e-051 28.5 5.56135311E-59 31.6 
(1,0,…1,0)
T
 50 6.7767e-054 29.3 5.56135311E-59 32.1 
(1,-1,...1,-1)
T
 50 6.7767e-054 29.2 0.556135311E-58 31.8 
(1,1,…1)
T
 60 1.66524e-065 63.3 0.1416498617E-70 68.3 
(1,1,…1)
T
 100 6.35121e-109 666.2 0.708461361E-119 616.2 
 
Таблиця 3  
Розв‟язування СЛАР з матрицею A2 в точних числах 
Розмір-
ність m 
Метод Гауса з вибором максималь-
ного елементу 








50 9.03917e-059 4.79 0.2040816326E-1 3.99 
60 1.06745e+076 9.74 0.090909090E-1 6.52 
61 6.18569e+077 9.41 0.030303030E-1 7.13 
100 2.47997e+151 63.9 0.1010101010E-1 31.99 












В результаті експериментів для СЛАР з матрицею Гільберта розмірності 
m=100 та одиничною правою частиною c1 (з використанням методу Штрасена) 
отримано точні розв‟язки як методом Гауса, так і методом штучних базисних 
матриць, які узгоджуються з [2].  
 
Таблиця 4  
Значення мінімального ведучого елементу та часу виконання експериментів для 















50 5.56135311E-59 494.36 31.6 
(1,1,…1)
T
 60 0.1416498617E-70 538.92 68.3 
(1,1,…1)
T
 100 0.708461361E-119 1498.48 616.2 
(1,1,…1)
T
 120 0.8034028680E-143 3090.72 1397.4 
 
Таким чином, таблиця 4 демонструє, що для МШБМ із СЛАР із матрицею 
Гільберта із зростанням розмірності зменшується мінімальний ведучий елемент, 
що пов‟язано з властивістю поганої обумовленості матриці Гільберта. Крім то-
го, збільшується час виконання обчислень, що обумовлюється як зростанням 
кількості арифметичних операцій над раціональними числами, так і зростанням 
мантис чисельників та знаменників раціональних чисел. Слід зазначити, що за 
даними порівняння таблиці 4, час виконання обчислювальних експериментів 
суттєво менший для нової версії бібліотеки Longnum, яка є удосконаленням 
класу longint3.  
 
6. Обговорення результатів обчислювального експерименту 
Застосування нового класу longint3 дозволило (табл. 4): 
1) прискорити точні обчислення в 2.5 рази: СЛАР з матрицею Гільберта ро-
змірності 100 була розв‟язана МБМ в точних числах за 1397.4 секунд, тоді як зі 
старим класом longint2 на тій самій ЕОМ час виконання становив 3731.94 секу-
нди [22]; 
2) розв‟язувати погано обумовлені СЛАР великої розмірності. 
В порівнянні із старою версією бібліотеки точних обчислень Longnum в 
новій версії було зроблено наступне:  
– оптимізовані реалізації арифметичних операцій з довгими цілими чис-
лами з врахуванням нового стандарту мови програмування C++ 17;  
– застарілі функції (itoa, strcpy, strcat, sprintf) стандартних бібліотек C++ 
замінені новими, більш ефективними і безпечними аналогами. 
Таким чином, перевагою використання нової версії Longnum в порівнянні 
з попередньою версією [22] є більша ефективність обчислень. 
Недоліком використання точних обчислень, зокрема, бібліотеки Longnum, 
при розв‟язанні СЛАР є те, що обсяг обчислень суттєво залежить не тільки від 














МШБШ в поєднанні з технологією точних обчислень бібліотеки Longnum 
може бути особливо корисним як в наукових дослідженнях властивостей СЛАР 
та СЛАН, математичному моделюванні, так і прикладних дослідженнях науки і 
техніки, які пов‟язані з необхідністю розв‟язання погано обумовлених СЛАР. 
Наведене дослідження є розвитком підходів до організації, виконання ос-
новних операцій (представлених в роботах [8, 14]. Зокрема, технологію високо-
точних обчислень з раціональними числами, яку поєднано з контролем обумов-
леності системи за схемою алгоритму МБМ, та удосконалено програмну реалі-
зацію (організацію типів даних). 
 
7. Висновки 
Результати обчислювального експерименту по реалізації алгоритмів про-
ведення високоточних обчислень (технології довгої арифметики) з використан-
ням методу штучних базисних матриць дають підстави стрерджувати що: 
1. Розроблено та реалізовано алгоритм СЛАР (лінійної системи), в якому 
ефективно застосовано значення ведучого елемента методу та елементів обер-
неної матриці для проведення контролю обумовленості системи (виняткова вла-
стивість елементів МБМ). 
2. Реалізовано: типи довгих цілих чисел longint3 та відповідних раціональ-
них чисел longrat3 із швидкими операціями множення, ділення, побудованих на 
сучасних алгоритмах, що перешкоджає накопиченню похибок в ході ітерацій 
(додаткове оснащення алгоритму МБМ).  
Розроблено представлення (для проведення обчислень) раціональних чисел 
як пари: чисельник та знаменник типу longint3 і оформлено у вигляді класу 
longrat3 (удосконалено у порівнянні з попередньою версією алгоритму); досяг-
нуто прискорення операції множення та ділення довгих чисел (для нової пропо-
нованої версії бібліотеки Longnum в порівнянні з попередньою версією).  
Слід зазначити, що додаткові можливості проведення контролю обчислень та 
заходи по підвищенню точності виконання операцій технології довгої арифме-
тики обумовили, вцілому, деяке уповільнення роботи алгоритму та наклали об-
меження на розмірності розв‟язуваних СЛАР. 
Встановлено, що розроблені алгоритми можуть слугувати як тестувальні 
програми для перевірки точності проведення обчислень за іншими алгоритмами 
для задач середньої розмірності.  
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