I n this issue, Swartzman and colleagues 1 use a special type of factor analysis technique-3-way parallel factor analysis, or PARAFAC-to explore underlying layperson perceptions of complementary/ alternative treatments of chronic back pain. In the past, factor analysis techniques have suffered from controversy about what such techniques can and cannot do. The purpose of this editorial is to provide some general background about these techniques and their use.
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Types of Factor Analysis Techniques
Factor analysis techniques cover a range of multivariate statistical analysis techniques serving 2 main purposes: 1) data reduction and 2) structure detection. The interested reader is referred to a number of excellent texts that exist in the literature. [2] [3] [4] [5] [6] As shown in Figure 1 , principal components analysis (PCA) is usually the method of choice for reducing the number of variables in a data set, whereas factor analysis is primarily used for investigating relationships between variables in a data set.
PCA states and solves a well-defined problemconstructing a set of uncorrelated linear combinations of the original variables that explains the variance in the data-and generally leads to a unique solution. The resulting linear combinations are the principal components. In PCA, all variability in the variables is used, whereas in factor analysis only common variability among variables is used. The main goal of PCA is summarization, that is, summarizing or replacing a large set of variables with a smaller set of constructed variables. Data reduction is extremely useful, for example, as a measuring device by which fewer scales or indices are constructed from a large number of items in a questionnaire or survey. These indices can then be used in subsequent analyses. In such situations, parsimony is an advantage, as long as the smaller number of indices remain easily interpretable and retain the original variability in the data.
Related, yet different, statistical techniques can be used to achieve a similar goal of data reduction. They include cluster analysis, multidimensional scaling, and correspondence analysis. A main distinguishing feature is that whereas factor analysis is typically applied to a correlation matrix among variables, those other methods are applied to a matrix of different "similarity" measures among the variables.
The second main purpose of factor analysis techniques is to detect structure in the relationships between variables; that is, to uncover underlying "factors" that affect the original variables and partially explain the relationships between the variables, even though those factors were not measured directly. As shown in Figure 1 , 2 types of factor analysis serve this purpose: exploratory factor analysis (EFA) versus confirmatory factor analysis (CFA). Stevens stated,
The purpose of exploratory factor analysis (EFA) is to identify the factor structure or model for a set of variables. This often involves determining how many factors exist, as well as the pattern of the factor loadings. . . . EFA is generally considered to be more of a theory-generating than a theory-testing procedure. In contrast, confirmatory factor analysis (CFA) is generally based on a strong theoretical and/or empirical foundation that allows the researcher to specify an exact factor model in advance. This model usually specifies which variables will load on which factors, as well as such things as which factors are correlated. It is more of a theory-testing procedure. 6(p389) As opposed to PCA, where principal components are linear combinations of the variables studied, EFA postulates that the variables measured are linear combinations of unknown underlying factors. The objective of the EFA is to reveal or "extract" an appropriate factor solution for the observed variables. Although different factor solutions can be generated through different extraction and rotation procedures, and no test of "goodness of fit" of the generated solutions exists, EFA is still a useful tool for exploring data sets and assisting researchers in generating and articulating new theo-ries. CFA, on the other hand, provides for model specification and testing with formal fit statistics. It is not, however, a panacea, since several alternative models can equally and adequately fit the data, and thus CFA does not guarantee model uniqueness. CFA is part of the larger field of structural equation modeling.
The study presented by Swartzman et al. 1 represents an example of an EFA performed with a data set that lends itself to a 3-way factor analysis. The technique used, PARAFAC, is a decomposition method that generalizes bilinear PCA and is appropriate for the data collected and presented by the authors.
Typical Process and Words of Caution
Typical steps for PCA and EFA include 1) collecting data and constructing the correlation matrix, 2) extracting the factors and deciding on the number of factors, 3) rotating the factors, and 4) interpreting the factors. Whereas PCA, as noted above, generally leads to a unique solution, EFA leads to a number of possible factor structures. PCA, however, is primarily serving the purpose of data reduction, whereas EFA serves a larger purpose and is used to explore and detect underlying structure.
As with any statistical technique, caution should be used when applying PCA or EFA to a data set. Perhaps more care is required than with other statistical techniques because the application of factor analysis is as much an art as it is a science. Indeed, such techniques require constant interaction between the numerical results produced and the researcher's judgment and interpretation of those results. The researcher decides on which variables to include, the number of extracted factors, the appropriate rotation methods, and the interpretation and meaning of the final solution. For example, there is no significance test (in the traditional statistical sense) that allows the researcher to formally test a hypothesis about the number of factors for a particular data set. Although a series of rules exist to guide researchers in the process (for a detailed set of rules for PCA, see Jolliffe 4 ), in actual applications, there are always considerations of parsimony and interpretability that require subjective judgments on the part of the analyst.
Thus, although EFA and related techniques can be an extremely useful technique as an aid in understanding underlying structure, exploring uncharted territory, and formulating new theories, they should be used with care. It is extremely important that the process used be transparent and well described, that detailed information be provided by researchers on their subjective decisions, and that results be presented and discussed with caution.
