0. Throughout this papar, X will stand for an algebra (a linear ring) with unit I over the field of oomplex numbers, by J there will be denoted a two-sided ideal in the algebra X, by S there will be denoted an algebraic element (see In sections 2-4 we shall generalize this result to obtain regularization of (0.2) in a more general case. Namely, we shall consider tna case where the coefficients A^ satisfy the following conditions -15 -
Denote by P1tP2,...,Pn the projectors associated with S. For the definitions and properties of algebraic operators, we refer to Przeworska-Rolewicz and Rolewicz [1] .
Régularisation of polynomials in algebraic and almost algebraic elements
5-1 (0.2) A(S) = ^ k^S 9 v«o
where [a^S^ = A^S -SA^ e J [f = 0,1,...,N-1), have been considered by Przeworska-Rolewicz (see [l] , [2] ). In sections 2-4 we shall generalize this result to obtain regularization of (0.2) in a more general case. Namely, we shall consider tna case where the coefficients A^ satisfy the following conditions -15 -
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For every fixed (0 « i? <H-1) there exists A,^ eX for which S^ -A^S"* eJ, j = 1,2,...,N-1.
In section 5 we shall discuss certain class of singular integral operators with transformed argument. In thia section we give BOOM facts which we shall need in our farther considerations.
Under the assumptions 1°-5° we have Proposition 1.1. If thb matrix ||t|[ is left invertible and ||r|| is a left inverse of ||t||, i.e.
( 1.4) llSIIill-IUI,
.her, |S| -|a«-jW|. HI IJ-jW -8 mk and are the Kronecker symbol, then the element
is left invertible and the left inverse X of T is given by the following formula n r k" 1 1.5) X = £ E X ki Q k' k=1 i=0 -17 - Proof. By (1.10), roe can write the relntion (1.12) in the form llvll Y = J.
-
Nguyen Tan Mau n r l" 1 n r l" 1 r l-1
which was to be proved. If all the elements of the matrices IIt|| and ||v|| are commutative and if the elements T -= det IIIII and V = det ||v|| are invertible, then the element T~1 exists and T" 1 = X (X is given by (1.5)), where X = I T-1 ||tf||.
Here Hull denotes the matrix of the elements U^ and U^ -minor of the determinant of 11$II obtained by cancelling its i-th row and j-st column.
The last corollary follows fr?om Corollary 1.1 and the following well-known formula (1.14)
Hull IIill = det ||t|| «ill. Proposition 1.3« Let T be an element of the form (1.1) in an algebra X and let J be a two-3ided ideal in X. If the assumptions 1°-4° are satisfied, and n r m" 1 m=1 (j=0 Thus, XT » I + D^ and TX • I + Dg where D^g e J. This proves that the element X is a simple regularizer of the element T.
In some cases, regularizers of T can be obtained effectively and they are also polynomials of the same type with coefficients determined by coefficients of the given polynomials (compare Corollary 1.2). The proof is immediate if we apply Proposition 1.3 to the operator T using the formula (1.14).
-23 -
Re&alarization of polynomials In algebraic and almost algebraic elements
In this section regularizers of polynomials in algebraic and almost algebraic elements will be determined as polynomials whose coefficients depend on the coefficients of a given polynomials.
Let S be an algebraic element in an algebra X with the characteristic polynomial P g (t) of the form (0.1). Denote V"° (see [1] , [2] ) and note that the elements Q^ satisfy the assumptions 1°-4° of § 1 (see [l] , [2] ).
We consider now the polynomial
Suppose that for an arbitrary 1, 1*i£H-1, there exists an element A^ e X suoh that Similarly, f^» 1 ' (A^t^) and f**» 1 '^) will be elements defined by the formulae (2*4) and (2.5), respectively.
From the properties of the algebraio elements S (see [l] , [2] ) and from the assumptions (2.3) we obtain the following Lemma 2.1. For any A^ the following relation holds n n m (2.7)
Proof.
For an arbitrary 3 (1 ^ 3 $ n), we can write s *i = Vi + Q y From this and according to assumption 4° of section 1 we have n n
We conclude by induction that
According to the assumption (2.3) and using the identity (2.8) for any polynomial f(t) in variable t with oomplex coefficients of the form
Prom (2.4) and (2.5) we obtain the relation (2.7). Lemma 2.2. For any the following relations holds
• E E j-1 v=1
Thus, from (2.6) we can write this relation in the form
Hence applying Lemma 2.1 we obtain the relation (2.9). Suppose now that, for an arbitrary i (1 < i $ N-1), there exist elements A^ e X such that Prom the assumption (2.10) and identity (2.8) we have
Hence, according to the denotations (2.12) -(2.13) we obtain the required results.
L e a m a 2.4. Prom any the following identity holds (2.14)
AjflSMS -t^I)* = = y:
From the identity
To finish the proof it ia enough to apply Lemma 2.3.
Prom (2.7) and (2.9) the elements ? 1 (S)A i and ^(SJA.
can be represented in the form
Similarly, wa have
(1 = 1,2,...,n, k = l,2,...,r 1 -f),
-29 - (k,l = 1,2,...,n, i = 0,1,...,r k -1, j 0,1. »r.,-1), where
Aocording to (2.15) and from (2.18) we obtain the following relations Hence to finish the proof of the Lemma it is anough to apply
(2.21).
A similar lemma holds for elements V^ with the assumptions (2*10)* Namely, we have Lemma 2.8« If the assumptions (2.10) are satisfied and if T^ are elements defined by the formulae (2.18), then n r a"
Prom (2.18) we obtain, according to (2.10) and (2.16), the following relations 
.1» Hence [A(S)] is invertible and if [x] is an inverse of [a(S)J , then H(S) e [X]
where R(S) is given by (3.9).
Thus R(S)A(S) = I + A(S)R(S) = I + D^, B^DgtJ. This proves that the element R(S) is a simple regularizer of A(S).

Remark.
This theorem is true also if the element S is an almost algebraic element wita respe:t to the ideal J.
In some case the regularizer RA(Sj can be given in a simple forms Acoording to the denotation B^^ = B^^ we can rewrite (4.9) in the form
Since this identity holds for any j, from (4.2) we obtain
Similarly, according to (4.2), from (4.8) we obtain
Thus B is invertible and B~1 = X. The following theorem is a consequence of lemma 3.3. The right regularizar of B is determined in an analogous manner. Hence we can write the regularizar of B in the form (4.10M4.11), which finishes the proof.
Under som9 assumptions, regularizara of the element n B = BjPj can be obtained effectively. Samely, the following theorem holds: Theorem 4.2.
The following properties are assumed :
3) there exist elements B^ and P^ such that Proof. According to the assumptions 1-3 we obtain n n n n n n
/ n n r.
-E E S *J 
Since the last formula holds for any j, we have
Tbiis equality can be written as
-50 -and n n n n n n n
Hence Is a left regularizer of B. A right regularizer of B is determined in an analogous manner and we can write a simple regularizer of B in the form (4.13).
Examples of applications
Let r be a simple regular closed contour in the complex plane. Suppose we are given on r a Carleman function a(t) $ t of order n, i.e. a function such that a n (t) = t, a k (t) ji t, 1 $ k ^ n-1, n £ 2 a k (t) -a[a k-1 (t)] , <* 0 (t) h t.
In the sequel we will also assume that a'(t)£H A (r), a'(t) i 0, tcr (for the basio notions and denotations concerning H (r) of.
[1] -W).
Consider an operator W defined by means of a Carleman function of order n (W<p)(t) = <p (a(t)) on r .
Denote by S r a singular integral operator Consider the operator n-1
Where a.j(t), b.j(t) ehV), (j -0,1,... ,n-1). The operator K is defined in the space H (r) (0<A <1) and in this space is linear and bounded (cf. [2] - [4] ).
The operators of type (5.1) were considered by Litvincuk [3] f [4] » Kordzadze [5] and others (cf. Bibliography in [2] and [3] ). The method used here is different. The idea of this method is taken from [2] and makes use of Theorem 4.3 in § 4.
For example, we consider the case when the shift does not change the orientation of the contour r . The case when the shift changes the orientation of r was studied in details in 
