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Working within the Stochastic Series Expansion (SSE) framework, we construct efficient quantum
cluster algorithms for transverse field Ising antiferromagnets on the pyrochlore lattice and the planar
pyrochlore lattice, for the fully frustrated square lattice Ising model in a transverse field (dual to
the 2+1 dimensional odd Ising gauge theory), and for a transverse field Ising model with multi-spin
interactions on the square lattice, which is dual to a 2+1 dimensional even Ising gauge theory (and
reduces to the two dimensional quantum loop model in a certain limit). Our cluster algorithms use
a microcanonical update procedure that generalizes and exploits the notion of “pre-marked motifs”
introduced earlier in the context of a quantum cluster algorithm for triangular lattice transverse field
Ising antiferromagnets. We demonstrate that the resulting algorithms are significantly more effi-
cient than the standard link percolation based quantum cluster approach. We also introduce a new
canonical update scheme that leads to a further improvement in measurement of some observables
arising from its ability to make one-dimensional clusters in the “imaginary time” direction. Finally,
we demonstrate that refinements in the choice of premarking strategies can lead to additional im-
provements in the efficiency of the microcanonical updates. As a first example of the physics that
can be studied using these algorithmic developments, we obtain evidence for a power-law ordered
intermediate-temperature phase associated with the two-step melting of long-range order in the fully
frustrated square lattice transverse field Ising model.
PACS numbers: 75.10.Jm
I. INTRODUCTION
Transverse field Ising antiferromagnets on frustrated
lattices (and closely related quantum dimer, quantum
link models and anisotropic spin models) have served as
paradigmatic examples of the interplay between quan-
tum fluctuations, thermal fluctuations, and the entropic
effects associated with a large degeneracy of configura-
tions with low exchange energy.1–20 They have been used
to study a host of interesting phenomena associated with
this interplay. Examples include Z2 spin liquid phases re-
alized in a variety of two dimensional settings,9,10 a U(1)
Coulomb liquid phase realized on the three dimensional
pyrochlore lattice,5–7 and long range order established at
low temperature via order-by-disorder effects.11–20
Although ground state methods such as diffusion
Monte Carlo and exact diagonalization have been used to
study the quantum phases of of such model Hamiltonians
and related quantum dimer and link models,10,15,16 effi-
cient cluster algorithms for completely unbiased Monte
Carlo studies of the T ≥ 0 quantum statistical mechan-
ics of these systems have been largely unavailable in spite
of the important role played by such models in the theory
of frustrated quantum systems. Continuous-time cluster
algorithms have been formulated for transverse field Ising
models previously.21,22 However, these methods typically
construct clusters based on a “link-decomposition” of the
Hamiltonian into terms living on the links of the spa-
tial lattice. While these cluster algorithms work well for
ferromagnetic systems, they are rather inadequate for
frustrated systems, since clusters formed by them per-
colate and freeze. Studies of models with frustration
have mostly relied on growing one-dimensional clusters
in the imaginary time direction.11,12,23 Recently, cluster
algorithms have been formulated for three dimensional
classical statistical mechanics problems equivalent in the
τ -continuum limit to some specific transverse field Ising
models,17 or quantum dimer models18–20. These require
an extrapolation to the τ -continuum limit to accurately
compute the physics of the quantum system.
A recent exception is a quantum cluster algorithm24
developed for a class of transverse field Ising antifer-
romagnets on the triangular lattice with subdominant
further neighbour couplings of either sign. This algo-
rithm uses a plaquette decomposition of the Hamiltonian
within the Stochastic Series Expansion (SSE) framework
of Sandvik21,25 to construct clusters based on a plaque-
tte percolation process. Flipping these clusters does not
change the weight of a configuration. For triangular an-
tiferromagnets, this microcanonical cluster update is sig-
nificantly more efficient than the standard link percola-
tion based microcanonical cluster construction developed
in Ref. 25. This enhanced performance has been recently
exploited26 to study a thermodynamic signature of two-
step melting27 of three-sublattice order.
In the case of bosonic systems with frustrated interac-
tions (and equivalent XXZ spin models), merely working
with an appropriate cluster decomposition of the Hamil-
tonian suffices28,29 to dramatically improve the efficiency
of directed loop updates30,31 within the SSE framework.
As was already noted in Ref. 24, this does not suffice
for SSE simulations of frustrated transverse field Ising
models. The other key ingredient needed in such sys-
tems which have no conserved charge is the notion of pre-
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2marked motifs that are imprinted on each spatial plaque-
tte at the start of the cluster construction process. In the
algorithm of Ref 24, these premarked motifs determine
the manner in which legs of all diagonal plaquette opera-
tors “living on” a given spatial plaquette get assigned to
“space-time clusters”. Once all clusters are constructed,
each can be independently flipped with probability half
within a Swendsen-Wang type32 implementation. This
premarking based cluster construction leads to a certain
consistency in the way operators are split into different
clusters all along the SSE operator string. This con-
sistency leads to vastly improved cluster size statistics.
The resulting broad distribution of cluster sizes is the
real key to the efficiency of the quantum cluster algo-
rithm developed in Ref. 24. This microcanonical clus-
ter algorithm24 reduces, in the limit of vanishing trans-
verse field, to a variant of the Kandel-Ben Av-Domany
cluster construction for the corresponding classical Ising
model,33–37 which constructs clusters starting with a de-
composition of the classical exchange energy into terms
that live on triangular plaquettes. The notion of pre-
marking however leads to a key difference from the stan-
dard Kandel-Ben Av-Domany construction, and provides
an efficient way to generalize these classical ideas to the
quantum model.
In this paper, we exploit this insight to develop micro-
canonical cluster updates within the SSE framework for
transverse field Ising antiferromagnets on the pyrochlore
lattice and the planar pyrochlore lattice, the fully frus-
trated square lattice Ising model in a transverse field
(dual to the 2+1 dimensional odd Ising gauge theory),
and a transverse field Ising model (TFIM) with multi-
spin interactions on the square lattice, which is dual to
a 2+1 dimensional even gauge theory and reduces to the
two dimensional quantum loop model in a certain limit.
We demonstrate that these quantum cluster algorithms
are significantly more efficient than the standard link
percolation based quantum cluster approach of Ref. 25.
We also introduce a new canonical update scheme and
show that it leads to a further improvement in autocor-
relation times for some observables. Finally, we demon-
strate that refinements in the choice of pre-marked motifs
can lead to additional and very significant improvements
in efficiency in certain cases. These refinements are of
two types. First, one can use some intuition to try and
choose the pre-marked motifs to be “compatible” with
the underlying equilibrium ensemble. Second, and some-
what more involved in terms of implementation, is to
choose the pre-marked motifs to be “compatible” with
the current system configuration in a manner that pre-
serves detailed balance. This second approach also in-
volves switching to a Wolff-type38 variant of the cluster
algorithm, in which a single cluster is grown from a ran-
dom starting point and then flipped with probability one.
As a first example of the physics that can be studied us-
ing these algorithmic developments, we obtain evidence
for a power-law ordered intermediate temperature phase
associated with the two step melting of long-range order
FIG. 1. The fully frustrated Ising model on the square lattice.
The straight lines denote ferromagnetic couplings, while the
zigzag lines denote antiferromagnetic couplings. The choice
of antiferromagnetic bonds is not unique, and constitutes a
gauge choice. The site labels denote the four sublattice struc-
ture of the square lattice..
in the fully frustrated square lattice transverse field Ising
model.
The rest of this paper is organized as follows: In Sec. II,
we define the four different transverse field Ising models
which we study here, and provide a heuristic descrip-
tion of the low temperature physics expected in each of
these models. In Sec. III, we provide a brief introduc-
tion to the SSE framework, with particular emphasis on
the standard link percolation based cluster algorithm of
Ref. 25. In Sec. V, we introduce our prescription for
the choice of motifs (and the cluster decomposition rules
implied by these motifs) for our plaquette percolation
based construction of microcanonical clusters in each of
these four models. We also describe various premarking
strategies to imprint these motifs on the underlying spa-
tial lattice. In Sec. VI, we introduce a canonical update
procedure which leads to further improvements in Monte
Carlo autocorrelation times for some observables. This is
followed by a discussion of the performance of our meth-
ods in various cases in Sec. VII. Finally, we illustrate the
power of our methods in Sec. VIII by reporting results
that provide strong evidence for a power-law ordered in-
termediate phase associated with the two-step melting of
the ground state columnar order in the small transverse
field regime of the fully frustrated transverse field Ising
model.
II. MODELS
A. Fully frustrated TFIM on the square lattice.
The fully frustrated TFIM on the square lattice is given
by the Hamiltonian
HTFIM = −
∑
<ij>
Jijσ
z
i σ
z
j − Γ
∑
i
σzi . (1)
Here i labels the sites and 〈ij〉 labels the nearest neigh-
bors links of the square lattice. The nearest neighbour
Ising exchange interactions Jij has been shown in Fig. 1,
with Jij = |J | on the straight lines, and Jij = −|J |
3FIG. 2. Schematic representation of columnar ordered (left)
and plaquette ordered (right) ground states of the fully frus-
trated Ising model in a transverse field. There are four sym-
metry related columnar states and four symmetry related pla-
quette ordered states, of which one representative each has
been shown in figure.
on the zig-zag lines. Thus, the product of the exchange
couplings around an elementary plaquette is always neg-
ative, i.e. each plaquette is threaded by pi flux’. While
this is a gauge invariant characterization of the fully-
frustrated nature of the interactions, the actual choice of
Jij is not unique, and corresponds to a gauge freedom.
Spin correlations naturally depend on this gauge choice,
while bond energy correlations are gauge-invariant, i.e.
independent of the way in which the fully frustrated in-
teraction is implemented. Due to the fully frustrated na-
ture of the interactions, there is a macroscopic entropy
of spin configurations that minimize the Ising exchange
energy. In each such configuration, each plaquette of
the square lattice hosts exactly one frustrated bond (on
which the exchange interaction energy is not minimized).
Higher energy configurations also have plaquettes with
three frustrated bonds.
The bond energies can be used to define dimer vari-
ables on links of the dual square lattice, with a frus-
trated bond represented by a dimer on the dual link.
In the dimer language, all dual sites have either one or
three dimers touching them. Assigning an Ising variable
τx = −1 to each dual link with a dimer, and τx = +1 to
each empty dual link, we see that this is precisely the con-
figuration space of the odd Ising gauge theory, in which
the Gauss law constraint requires that the product of τx
on all links meeting at a dual site be −1. The trans-
verse field term enforces a cost of 2Γ for a vison on any
dual plaquette (a vison corresponds to the product of τz
around the plaquette being −1), while the Ising exchange
term translates to a uniform transverse field of strength
|J | coupling to τx.
Minimum exchange energy configurations correspond
to perfect dimer covers (with each dual site touched by
exactly one dimer) of the dual lattice. In the limit of
small Γ/|J |, such configurations are expected to domi-
nate. To lowest order in degenerate perturbation theory
in Γ/|J |, the transverse field term corresponds to a ring
exchange term for the dimers, flipping a pair of horizon-
tal dimers on a dual plaquette to pair of vertical dimers.
This is just the quantum dimer model with the usual
ring exchange term. In this language, higher orders in
this perturbation expansion are expected to generate ad-
ditional kinetic terms, as well as interactions between
dimers.
For small Γ, this suggests two natural possibilities for
the ground state: The first is a columnar ordered state,
in which dimers line up along columns and break lattice
translation symmetry either along the x axis or the y
axis, but not both. The second is a plaquette ordered
state, in which pairs of dimers resonate between two ori-
entations on one quarter of the dual plaquettes, breaking
symmetry both along the x and the y directions. Car-
toons corresponding to these possibilities are displayed
in Fig. 2. The latter of these two possibilities is anal-
ogous to the antiferromagnetic three-sublattice ordered
ground state that is realized for small transverse fields
in the transverse field Ising antiferromagnet on the tri-
angular lattice11,24,26 while the former of the two is the
analog of the density wave ordering seen in the S = 1/2
triangular XXZ model29,39,40 with antiferromagnetic ex-
change couplings for the z components and ferromagnetic
transverse exchange couplings. It is also the ordering pat-
tern stabilized41 in the classical Ising antiferromagnet by
a small second neighbour ferromagnetic interaction be-
tween Ising spins.
Recent quantum Monte Carlo computations12 have
provided strong evidence in favour of a columnar ordered
state at low values of Γ, separated from the high Γ quan-
tum paramagnet by a single quantum phase transition at
T = 0. Given this ordered state, one expects (on Landau
theory grounds) two transitions as a function of increas-
ing temperature in the small Γ regime. The first is from
the ordered state to a state with quasi-long range or-
der (power-law spin correlations) and continuously vary-
ing power-law exponents (corresponding to a fixed line
in renormalization group language), while the second is
from this power-law phase to a high temperature para-
magnet. However, previous computational work12 has
not been able to provide any direct confirmation of this
interesting two-step melting scenario. Another interest-
ing aspect of this small Γ physics is the anomalously large
crossover length scale below which the system apparently
fails to distinguish between plaquette and columnar or-
dered possibilities even far away from the quantum phase
transition to the large Γ paramagnet. This crossover
length scale gets even larger closer to the quantum phase
transition, making a computational study of this phe-
nomenon quite challenging both in the phase. The algo-
rithmic developments described here provide us a tool to
study these questions. In a later section, we illustrate this
by providing strong computational evidence for a power-
law intermediate temperature phase associated with the
two-step melting of columnar order.
4FIG. 3. Two natural ordered states in the quantum loop
limit of the transverse field Ising model with multispin inter-
actions. The state on the left is the resonating plaquette state
while the one on the right is the nematic state of loops. Each
of these states is two fold degenerate. In the Ising model, each
of these represents a four-fold degenerate state. The loop ne-
matic corresponds to a striped Neel state while the resonating
plaquette state corresponds to a state in which two diagonally
opposite spins on every spatial plaquette are polarized in the
x direction by the transverse field and the others order anti-
ferromagnetically.
B. TFIM with multi-spin interactions on the
square lattice.
Two dimensional loop models have been of interest in
statistical mechanics as lattice realizations of two dimen-
sional conformal fixed points.42–45 (Decorated) quantum
loop models have also been studied in the context of topo-
logically ordered states and symmetry protected topolog-
ical states.46–49 Here, we consider a TFIM designed to be
precisely dual to the even Ising gauge theory, which re-
duces in a certain limit to the square lattice quantum
loop model. The Ising spins in our transverse field Ising
model have multispin interactions defined on the square
plaquettes of the square lattice. With respect to the four-
sublattice decomposition of the square lattice shown in
Fig. 1, the Hamiltonian is given by
HTFIM =J
∑
p
(σzAσ
z
Bσ
z
Cσ
z
D (2)
+ σzAσ
z
C + σ
z
Bσ
z
D)p − h
∑
i
σxi .
The index p labels the elementary square plaquettes of
the lattice, and the subscripts A, B, C and D denote the
four sites belonging to the plaquette p according to the
4-sublattice decomposition of the square lattice shown in
Fig. 1. The index i labels the sites of the lattice.
Defining a frustrated bond to correspond to a pair of
antiparallel nearest neighbour spins, we see that the Ising
energy of our model is minimized by configurations in
which each square plaquette has precisely two frustrated
bonds. Higher Ising energy configurations also have some
plaquettes with zero or four frustrated bonds. Thus, the
minimum Ising energy configurations are macroscopically
degenerate.
On the dual square lattice, we may again place a
dimer on every dual link that crosses a frustrated bond.
Minimum Ising energy configurations now correspond
to dimer configurations in which each dual lattice site
touched by precisely two dimers. Higher energy config-
urations also have some sites touched by zero or four
dimers. Defining dual Ising variables τx = −1 on dual
links covered by a dimer (and τx = +1 on empty dual
links), we see that this is the configuration space of the
even Ising gauge theory, with the Gauss law constraint
requiring the product of τx over all dual links meeting at
a dual site to be +1. As in the odd Ising gauge theory
case, the transverse field term gives rise, in the dual lan-
guage of the even gauge theory, to an energy cost of 2Γ
for a vison on a dual spatial plaquette.
However, this even Ising gauge theory is not the fa-
miliar gauge theory dual to the ferromagnetic transverse
field Ising model. In that case, the Ising exchange term
corresponds in gauge theory language to a uniform trans-
verse field that couples to τx and tries to align all the τ
spins to point along the +x axis in τ space. In the present
case, the Ising energy corresponds to a sum of bilinears
in τx. Thus, this gauge theory has the same vison ener-
getics as the usual even Ising gauge theory, but different
dynamics.
In the limit in which the Ising energy J dominates over
the transverse field in the Ising model, it reduces to lead-
ing order in degenerate perturbation to the square lattice
quantum loop model, with the usual ring-exchange dy-
namics arising as the first perturbative effect. At larger
values of transverse fields, other terms appear in the effec-
tive Hamiltonian, including some potential energy terms.
For small transverse fields, two natural ordering patterns
are immediately suggested by the form of the leading
order effective Hamiltonian in this limit. These are dis-
played in Fig. 6. Since dimers correspond to frustrated
bonds, the two fold symmetry breaking that character-
izes these loop states implies four fold symmetry breaking
for the Ising spins σz.
In the limit of small quantum fluctuations (compared
to the exchange or potential energy), several other sys-
tems reduce to the quantum loop model. These include
the spin-1/2 XXZ antiferromagnet on the planar py-
rochlore lattice,16 and the transverse field Ising antiferro-
magnet on the planar pyrochlore lattice (which we discuss
separately in a later section).17 Exact diagonalization of
small systems suggest that the ground state in this quan-
tum loop model limit of the XXZ model is the resonating
plaquette state.16 This is consistent with a direct diffu-
sion Monte Carlo study of a quantum loop model defined
in the language of arrow configurations of the classical
six-vertex model.15 On the other hand, a direct numerical
study of this regime in the planar pyrochlore case could
not find direct evidence for this state in the temperature
range accessible to the numerics, whereas larger values
of the transverse field were found to favour a Neel state
for the spins, that corresponds to a columnar ordered
state of the loop model.17 Finally, we note that a recent
5FIG. 4. (a) The four site basis for the pyrochlore lattice
(which defines the four sublattices of the full lattice) and
the three lattice translation vectors eˆ1,eˆ2 and eˆ3 that gen-
erate the lattice. (b) The pyrochlore lattice of corner sharing
tetrahedra, generated by translating this basis of sites along
linear combinations of the three lattice translation vectors.
The edges of blue tetrahedra denote antiferromagnetic inter-
actions between spins on the vertices.
numerical work18 on a three-dimensional classical statis-
tical mechanics model (whose τ continuum limit yields a
generalized quantum loop model) also finds a plaquette
ordered phase and another nematic phase in which loops
form parallel lines (see Fig. 6 for cartoons of both these
phases).
Both these states correspond to a two-fold symmetry
breaking in the quantum loop model. In our transverse
field Ising model, this corresponds to four-fold symme-
try breaking since the dimers represent bond-energies of
the spin model. As we demonstrate below, the methods
developed here hold promise for a more direct quantum
Monte Carlo study of the low temperature behaviour of
the quantum loop model, including a transition from a
resonating plaquette state to the nematic state. Addi-
tionally, our spin model allows for a direct study of this
nontrivial even gauge theory beyond the quantum loop
model limit.
C. TFIM on the pyrochlore lattice.
The underlying Bravais lattice of the pyrochlore lat-
tice is generated by the unit vectors eˆ1, eˆ2 and eˆ3, which
point along the edges of a regular tetrahedron from one
of its vertices. The pyrochlore lattice has a 4 site ba-
sis, with the coordinates of the four sites being given by
the displacement vectors 0, eˆ1/2, eˆ2/2 and eˆ3/2. This is
illustrated in Fig. 4.
In the transverse field Ising antiferromagnet on the py-
rochlore lattice, all nearest neighbor links between all
FIG. 5. (a) The planar pyrochlore lattice (also known as
the square lattice with crossings). The black lines denote
antiferromagnetic couplings between spins on the lattice sites,
and the labels indicate the four sublattice structure. (b) The
planar pyrochlore sites correspond centers of links of a square
lattice. The sites of this square lattice sites are centers of the
blue plaquettes (planar tetrahedra) of (a). The spins on the
four links touching a site ~r of this square lattice are the part
of the planar tetrahedron labeled by ~r. The links are labelled
v(~r) and h(~r) as shown.
sites host antiferromagnetic Ising-exchange interactions.
The Hamiltonian is given by
HTFIM =J
∑
T
(σzA + σ
z
B + σ
z
C + σ
z
D)
2
T
− h
∑
i
σxi . (3)
Here, T labels the tetrahedra making up the pyrochlore
lattice, while the subscripts A, B, C and D denote the
four sites belonging to the tetrahedron T according to the
4-sublattice decomposition shown in Fig. 4. The index i
labels all sites of the lattice.
The Ising exchange energy of this model provides
a good starting point for the study of the physics
of the classical spin ice compounds such as Holmium
Titanate.50 Other materials, in which quantum effects
are significant, are described by more complicated vari-
ants of the simple transverse field Ising antiferromagnet
that we focus on.
Interest in this class of systems arises in part from
the observation5 that the ground state in the presence of
small (compared to the Ising exchange scale) but nonzero
quantum fluctuations is likely to be a realization of a
deconfined Coulomb liquid phase. Direct numerical ev-
idence of a Coulomb liquid state6 came initially from
quantum Monte Carlo studies of the S = 1/2 XXZ model
with strong antiferromagnetic Ising exchange and weak
ferromagnetic transverse exchange couplings on the py-
rochlore lattice. In spite of being the simplest system
expected to host a Coulomb liquid state, the transverse
field Ising antiferromagnet on the pyrochlore lattice has
remained largely out of the reach of detailed and large-
scale quantum Monte Carlo studies due to computational
6difficulties. While recent work has mapped out the ex-
tent of the Coulomb liquid phase using series-expansion
methods7, and located the putative first-order transition
using Quantum Monte Carlo methods,51 a detailed quan-
tum Monte Carlo characterization of the Coulomb liquid
phase itself has not been attempted. We will see below
that this is challenging due to computational difficulties
associated with the accurate measurement of the struc-
ture factor of σz in conventional QMC algorithms, and
that our method holds promise in this regard.
D. TFIM on the planar pyrochlore lattice.
The planar pyrochlore or the 2D pyrochlore is similarly
defined as a square Bravais lattice, with a 2-site basis,
described by the coordinates eˆx/2 and eˆy/2 as shown in
Fig. 5. Every shaded plaquette in Fig. 5 hosts antiferro-
magnetic interactions between all sites on the plaquette,
and can be thought of as a planar version of a tetrahe-
dron. The Hamiltonian is given by
HTFIM =J
∑
p
(σzA + σ
z
B + σ
z
C + σ
z
D)
2
p
− h
∑
i
σxi , (4)
where p denotes the shaded plaquettes illustrated in
Fig. 5. The subscripts A, B, C and D denote the sites
belonging to the plaquette p according to the 4-sublattice
decomposition of the square lattice shown in Fig. 5.
The Ising exchange energy is clearly minimized by con-
figurations in which each planar tetrahedron has two sites
with σz = +1 and two sites with σz = −1. Represent-
ing the up spins by dimers on the associated square lat-
tice (whose links host the Ising variables), we see that
minimum exchange energy configurations correspond to
configurations of the loop model in which each square
lattice site is touched by exactly one loop (two dimers).
Higher energy configurations contain some defects, i.e.
sites touched by three or even four dimers. For low values
of Γ, the leading order effective Hamiltonian corresponds
to a quantum loop model with a weak ring exchange term
that scales as Γ4/J3. Thus, this effective Hamiltonian
again favours the low temperature states discussed ear-
lier in the context of the quantum loop model limit of the
frustrated square lattice Ising model with multispin in-
teractions. There are two key differences: First, the tem-
perature scale associated with the ordering is expected to
be of order Γ4/J3 rather than Γ. Second, since dimers are
now up spins, the symmetry breaking in the spin model
is two-fold in nature, described by an Ising-like order pa-
rameter. As mentioned earlier, a direct numerical study
of this regime in the planar pyrochlore case could not find
direct evidence for resonating plaquette state in the tem-
perature range accessible to the numerics, whereas larger
values of the transverse field were found to favour a Neel
state for the spins, that corresponds to a columnar or-
dered state of the loop model.17 The method presented
FIG. 6. Two natural ordered states in the low tempera-
ture limit of the transverse field Ising model on the planar
pyrochlore lattice. The figure on the left is the Neel state
in Ising language, which corresponds to the nematic state in
the quantum loop language, while the one on the right corre-
sponds to the resonating plaquette state. Both states are two
fold degenerate in the Ising model.
here could in principle be used to study the transition
between these two states of the transverse field Ising an-
tiferromagnet on the planar pyrochlore lattice.
III. THE STOCHASTIC SERIES EXPANSION.
The Stochastic Series Expansion (SSE) developed by
Sandvik21 is a Quantum Monte Carlo method which in-
volves sampling terms from the high-temperature ex-
pansion of the partition function. Here, we summarize
this approach and describe Sandvik’s quantum cluster
algorithm25 for the transverse field Ising model. In the
standard SSE approach, the Hamiltonian is first decom-
posed as a sum of transverse field terms living on the
sites of a lattice and Ising exchange terms living on links
of the lattice :
HTFIM = −
∑
l
He,l −
∑
i
H1,i −
∑
i
Hσx,i,
He,l = |J1| − J1σz1(l)σz2(l)),
H1,i = Γ1i,
Hσx,i = Γσ
x
i .
(5)
The subscript l in He.l labels the link on which the cor-
responding exchange coupling acts. For these operators,
1(l) and 2(l) denote the sites connected by the link l. For
H1,i and Hσx,i, i labels the sites of the lattice. Constants
have also been added to the Ising-exchange operators so
that all eigenvalues of each of these operators is positive
or zero. Further, all three kinds of operators have a no-
branching property in the basis {|α〉} of σz eigenstates,
i.e. each kind of operator acting on a basis state gives
a state that is proportional to a single basis state, not a
linear superposition of basis states. The Taylor expan-
sion of the partition function Z = Tr(exp(−βH)) in the
7FIG. 7. A graphical representation of operators in the SSE
operator string takes the form of vertices with two legs corre-
sponding to each site on which the operator acts.
inverse temperature β now reads
Z =
∞∑
n=0
βn
n!
∑
Sn,|α1〉
n∏
k=1
〈αk+1|Ha(k),b(k)|αk〉 . (6)
Here Sn schematically labels all possible operator strings
of length n that act on an initial basis state |α1〉 to
produce a final state proportional to |α1〉, b(k) is ei-
ther a site or a link and a(k) is either σx or 1 if b(k)
is a site, and a(k) = e if b(k) is a link. Note that
the no-branching property alluded to above ensures that
Ha(k),b(k)|αk〉 ∝ |αk+1〉 for a unique choice of |αk+1〉,
allowing the trace to be written in this form. The pe-
riodicty of the trace appearing in the partition function
imposes the condition |α(1)〉 = |α(n + 1)〉. The opera-
tor string may be represented graphically by depicting
each operator as shown in Fig. 7 and linking them up as
shown in Fig. 8. Further, for practical computations it
is convenient to use a fixed length representation, which
fixes an upper cut-off L for the length of the operator
string. This involves introducing L− n dummy identity
operators (denoted by H0,0) in all possible ways into an
operator string of length n to convert it into a padded
operator string of length L. There are
(
L
L−n
)
such ways
to do it, which converts equation (6) into
Z =
1
L!
∑
SL
βn(L− n)!
L∏
k=1
〈αk+1|Ha(k),b(k)|αk〉 , (7)
where a(k) = 0, (b(k) = 0 is now an additional pos-
sibility allowed to incorporate the presence of dummy
operators H0,0. The periodicity of the trace now im-
poses |α(1)〉 = |α(L + 1)〉. The Quantum Monte Carlo
method now samples the configuration-space spanned by
the operator strings SL and the initial basis states |α1〉.
This is accomplished by two updates, the diagonal update
which switches the identity (H0,0) operators with diago-
nal operators while preserving detailed balance, and the
quantum cluster update, which switches the off-diagonal
transverse-field operators Hσx,i = Γσ
x
i with the diagonal
operators H1,i = Γ1i.
The diagonal update involves passing through the op-
erator string and replacing the identity operators H0,0
with the diagonal operators (He,l and H1,i) and vice-
versa. The probabilities are dictated by the requirement
of satisfying detailed balance with respect to weights of
the corresponding configurations in the operator string
FIG. 8. A graphical representation of the operators in a SSE
operator string, with an illustration of a decomposition in
terms of clusters according to the rules formulated in Ref 25.
in Eq. (7):
P (H0,0 → diag. operator) = Min
(
1,
β(NΓ + 2|J |Nlinks)
L− n
)
,
P (diag. operator→ H0,0) = Min
(
1,
L− n+ 1
β(NΓ + 2Nlinks|J |)
)
,
(8)
where N is the number of sites on the lattice and Nlinks is
the number of links. On choosing to replace an identity
operator H0,0 by a diagonal operator, each H1,i oper-
ator is chosen with a probability Γ/(NΓ + 2|J1|Nlinks)
while each He,l is chosen with a probability 2|J1|/(NΓ +
2|J1|Nlinks). A particular Ising exchange operator might
not be allowed at a particular value of k if the spin con-
figuration |αk〉 corresponds to zero weight for that par-
ticular exchange operator. In that case, the replacement
is aborted and the sweep is continued by attempting to
update the next diagonal or dummy operator.
The cluster update attempts to effect large scale non-
local changes in the operator string by exchanging multi-
ple off-diagonal transverse-field operators Hσx,i with the
corresponding diagonal operators H1,i and vice-versa. In
the process the spin configuration at a large number of
“time slices” k can also change. Since the H1,i(Γ1, ii)
and Hσx,i(Γσ
x
i ) operators appear with equal weights in
the operator string, this leads to a microcanonical clus-
ter update. The rules for the cluster construction are
best stated graphically, as in Fig. 8: All legs of the op-
erator vertex corresponding to an exchange operator are
assigned to the same cluster, while the two legs of oper-
ator vertices corresponding to the transverse field oper-
ators (either H1,i or Hσx,i are assigned a priori to two
different clusters (which could however link up via a com-
mon exchange operator when the cluster constructions
are completed). Thus, the transverse field operators are
responsible for attenuating the growth of clusters, while
the exchange operators lead to their spread and growth.
In this sense, the cluster construction involves a link per-
colation process.
Flipping a cluster corresponds to flipping all spin states
on all legs of the cluster. These changes in the basis states
αk can lead to H1,i and Hσx,i operators being exchanged
8with each other. These cluster construction rules can
be used in two different ways: a) The Swendsen-Wang
update32 scheme, in which one divides up all legs of the
operator string into mutually non-overlapping clusters
and then flips each cluster with a probability Pflip = 1/2,
or b) The Wolff update38 scheme, in which one starts
growing a cluster from a randomly selected leg, and flips
that one cluster with probability Pflip = 1. While the
original algorithm of Ref. 25 employed the Swendsen-
Wang approach, we will have occasion to use both ap-
proaches in the methods presented here.
IV. NEED FOR PREMARKED MOTIFS AND
ONE-DIMENSIONAL CLUSTERS
Frustration results in a large number of inequivalent
(unrelated by any global symmetry) of the classical ex-
change energy. Even in the absence of a transverse field
term, thermal fluctuations can lift this degeneracy, since
different minima have a weight controlled at nonzero tem-
perature by the entropy of nearby states that can be ac-
cessed by thermal fluctuations. Quantum fluctuations
resulting from a transverse field are also responsible for
a similar selection mechanism, since the zero point en-
ergy of quantum fluctuations about different minima is
typically quite different. In such frustrated models, the
usual cluster algorithms that work well in the ferromag-
netic case typically fail because the corresponding clus-
ters percolate and freeze, rendering them nearly useless.
This reflects the fact that the usual algorithms do not in-
corporate the physics of these thermal and quantum fluc-
tuations about a large number of symmetry-inequivalent
classical minima of the exchange energy.
This has been noted previously, and attempts have
been made to alleviate the problems in the context of
both classical33–37 and quantum systems.17,24,28,29 As has
been noted in some of these earlier works, the root of the
difficulty is that a decomposition of the exchange energy
into terms living on links is inappropriate in the frus-
trated case, since it does not contain enough information
about the geometry of the lattice which causes competi-
tion between different exchange coupling and leads to a
multiplicity of minima for the exchange energy. To incor-
porate the physics of this competition, it is therefore nec-
essary, at a minimum, to decompose the Hamiltonian into
the natural elementary plaquettes that capture the mini-
mal geometric information that determines the nature of
the minimum energy configurations of the corresponding
classical system: triangles for the triangular lattice, frus-
trated squares for the fully frustrated Ising model on the
square lattice, and tetrahedra for the pyrochlore lattices.
In other words, it does not in general suffice to simply
follow Ref. 24 and decompose the Hamiltonian into trian-
gular plaquettes in problems where the natural geometric
unit is larger, for instance a tetrahedron in the case of the
pyrochlore lattice—this was for instance also noticed in a
recent test51 of the method of Ref. 24 on the pyrochlore
lattice. Indeed, for the pyrochlore lattice, this is not even
guaranteed to equilibriate well, making finer distinctions
in terms of autocorrelation times rather moot.
Armed with these decompositons, previous au-
thors have utilized the general Kandel-BenAv-Domany
framework33–35 to come up with fruitful cluster algo-
rithms for classical Ising models. Such a decomposition
also leads to efficient loop updates for frustrated quantum
spin models with conserved Sz.
28,29 However, it does not
in general suffice to merely decompose the Hamiltonian
using the natural plaquette decomposition for a given
frustrated lattice to obtain more efficient quantum clus-
ter updates. For instance, merely decomposing the py-
rochlore lattice transverse field Ising model into terms
living on tetrahedra does not yield an efficient quantum
cluster update. This is at the heart of the performance
difficulties noted in a recent study on the pyrochlore
lattice.51
What then is the other ingredient responsible for the
efficiency of the plaquette percolation based quantum
cluster update developed earlier24 for the transverse field
Ising antiferromagnet on the triangular lattice? As al-
ready noted in Ref. 24, it is equally important to maintain
a certain consistency of the cluster decomposition rules as
a function of “imaginary time” (more precisely, along the
length of the entire operator string). More precisely, if
the same cluster-decomposition rule is not chosen when-
ever possible for all vertices that live on the same spatial
plaquette, the resulting clusters typically percolate and
freeze, eliminating all hoped-for advantages of starting
with a plaquette-based decomposition of the Hamilto-
nian.
In our earlier work, this consistency in imaginary time
was hardwired into our procedure by first choosing a so-
called “privileged site” on each triangular plaquette of
the spatial lattice in some manner. Once this favoured
site was marked, this premarking scheme determined the
rule by which the legs of all diagonal operators living on
any plaquette were decomposed into clusters. The gen-
eralization to the models of interest here is now obvious:
One needs to pick a set of motifs, and some strategy for
choosing and imprinting one of them on each spatial pla-
quette of the lattice. These premarked motifs should fix,
in a useful way, the rule for the cluster decomposition of
all diagonal operators living on a given spatial plaquette.
This will ensure consistency of the cluster decomposition
rule along the operator string, and help produce a broad
distribution of cluster sizes. This is the first important
takeaway from the success of Ref. 24 on the triangular
lattice.
Apart from using the notion of premarked privileged
sites to ensure this consistency in imaginary time, the ap-
proach of Ref. 24 had another feature that contributed to
its efficiency: Included among the clusters this approach
makes are single-spin flip clusters, i.e. clusters that only
affect the state of a single site. Such “one-dimensional”
clusters are the QMC analog of the Metropolis single-
spin flip moves in a classical Ising model, and are use-
9FIG. 9. The motifs for the fully frustrated transverse field
Ising model (FFTFIM) on the square lattice correspond to a
pair of diagonally opposite sites on a spatial plaquette. There
are thus two possible motifs on each spatial plaquette, one
which picks out an A and a C sublattice site diagonally op-
posite to each other, and another which picks out a B and
a D sublattice site diagonally opposite to each other. The
cluster decomposition rules corresponding to each motif are
shown on the right. In the figure, frustrated bonds of the spin
configuration are denoted by zigzag lines, while unfrustrated
bonds are denoted by straight lines.
ful in improving the equilibriation and autocorrelation of
off-diagonal observables such as σx. In Ref. 24, such one-
dimensional clusters were automatically produced in the
triangular lattice problem by the quantum cluster ap-
proach developed there. However, it is clear that this
does not generalize: In other cases, where the mini-
mum exchange energy configurations are characterized
by a constraint on the total Ising spin of the elementary
plaquette (for instance, the zero net spin condition on
each tetrahedron in the pyrochlore Ising antiferromag-
nets), such a one-dimensional cluster simply cannot be
grown within the microcanonical framework used in the
quantum cluster update. In other words, the appropriate
generalization of this feature of the algorithm of Ref. 24
is a canonical update scheme that makes one dimensional
clusters. This is the other takeaway from Ref. 24.
Below, we use these lessons to design efficient quan-
tum cluster updates for the other interesting problems
reviewed in the foregoing. Our strategy here is two-
pronged. First, we generalize the notion of privileged
sites to specify premarked motifs that are imprinted on
the spatial lattice and guide the microcanonical cluster
construction procedure. Second, we develop appropriate
canonical cluster updates that construct one-dimensional
single-spin clusters whenever the microcanonical cluster
construction does not produce such single-spin clusters
due to energetic considerations.
V. MICROCANONICAL CLUSTER UPDATE
A. Choice of motifs and associated
cluster-decomposition rules
Since the Ising-exchange energy in the Hamiltonian is
now decomposed into elementary plaquettes instead of
links, the SSE operator string now consists of diagonal
plaquette operators corresponding to the Ising-exchange,
as well as the single site operators of Sec. III. As in
the standard link decomposition approach, a constant is
added to the Ising exchange energy to ensure that each
plaquette operator has matrix elements that are positive
or zero. The cluster decomposition rules for the single
site operator vertices corresponding to H1,i and the Hσx,i
remain the same as in the standard approach. However,
there is now some freedom in choosing the decomposition
rule for assigning different legs of a plaquette operator to
clusters. This is taken care of by our choice of motifs and
premarking scheme in each case.
1. Fully frustrated TFIM on the square lattice.
As alluded to in the preceding discussion, in the fully
frustrated TFIM on the square lattice, the Ising-exchange
operator is decomposed into elementary square plaque-
ttes. For the gauge choice described in Sec. II, the corre-
sponding decomposition of the Hamiltonian is
HTFIM =−
∑
p
H2,p −
∑
i
H1,i −
∑
i
Hσx,i (9)
H2,p =J − J
2
(σzDσ
z
A − σzAσzB − σzBσzC
− σzCσzD)p.
p labels the square plaquettes of the lattice, and A,B,C
and D denote the four sites making up the plaquette,
according to the 4-sublattice decomposition shown in
Fig. 1. The minimum energy eigenstates of H2,p cor-
responds to ones in which interactions in three out of the
four links of the plaquette p are satisfied, and have an
energy of 2J . There are 8 such spin states. The other
configurations, which correspond to only one link of the
plaquette hosting satisfied interactions, have weight zero,
and the corresponding diagonal plaquette operators do
not appear in the operator string. Therefore, we do not
consider them further.
Thus, all Ising-exchange vertices have a configuration
in which one bond is frustrated. A useful choice of motif
consists of one of the two pairs of diagonally opposite sites
of the square plaquette. There are thus two choices of mo-
tif for any given spatial plaquette. For either choice, the
frustrated bond must touch one of the sites that make up
the motif. The corresponding decomposition rule is that
we put the legs corresponding to this site into an a priori
different cluster, while the remaining six legs make up the
other cluster (of course these two clusters can merge at
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a future step of the cluster construction). These motifs
and the corresponding cluster decomposition rules are il-
lustrated in Fig. 9. Note that one might have naively
thought that a different cluster decomposition rule, in
which legs belonging to two of the sites form one cluster
and the other four legs form the other cluster, would be
more optimal from the point of view of obtaining a broad
distribution of cluster sizes. However, if one chooses this
kind of decomposition, there does not seem to be any
simple way of ensuring consistency of the decomposition
among all operators that live on a given spatial plaque-
tte. Therefore, while this cluster-decomposition works
for the classical fully frustrated Ising model on a square
lattice,34–36 it fares badly (compared to the decomposi-
tion guided by our premarked motifs) in the quantum
case.
2. TFIM on the pyrochlore and planar pyrochlore lattices.
For the pyrochlore lattices, elementary plaquettes are
the tetrahedra of four sites for the 3D pyrochlore lattice,
and the square plaquettes with crossings for the 2D py-
rochlore lattice. The Hamiltonian is decomposed as
HTFIM =−
∑
p
H2,p −
∑
i
H1,i −
∑
i
Hσx,i (10)
H2,p =8J − J
2
(σzA + σ
z
B + σ
z
C + σ
z
D)
2
p,
where p labels the tetrahedra (shaded square plaquettes
with crossings) for the 3D(2D) pyrochlore lattice, as il-
lustrated in Fig. 4(Fig. 5). The highest energy configu-
rations of a plaquette correspond to having all four spins
pointing in the same direction, and these have an eigen-
value of 0 for H2,p. Therefore the corresponding vertices
do not appear in the operator string. Next, there are
eigenstates of H2,p with an eigenvalue of 6J , which cor-
respond to three spins being aligned to each other, and
the fourth anti-aligned to these three in a tetrahedron.
Finally there are eigenstates with an eigenvalue of 8J
and these correspond to the ice-rule states, i.e. with two
spins pointing up, and the the other two pointing down.
For the vertices with weight 6J , microcanonical de-
compositons involve separating out four legs correspond-
ing to two antiparallel spins into a separate cluster, leav-
ing behind another cluster of four legs corresponding to
two parallel spins (as explained earlier, these two clus-
ters can of course merge at a future step in the cluster
construction). For the ice rule vertices with weight 8J ,
a microcanonical decomposition corresponds to splitting
the eight legs into two clusters, each corresponding to
a pair of antialigned spins (again with the proviso that
these two a priori different clusters could merge at a fu-
ture step).
With this in mind, we define three motifs, correspond-
ing to the three ways of decomposing four sites into two
pairs of sites. These motifs specify the cluster decompo-
sition rule for all plaquette operators on a given spatial
FIG. 10. The three possible motifs for the pyrochlore and
planar pyrochlore lattices correspond to three ways in which
the four lattice sites of a tetrahedron can be split into two
pairs. The corresponding cluster decomposition rules are also
displayed. In the figure, solid and empty circles denote σz = 1
and σz = −1 respectively.
plaquette in the following way: For vertices with weight
8J , all motifs do not yield valid microcanonical cluster
decomposition rules if the pairing given by the motif is
used to decompose the eight legs into two a priori differ-
ent clusters of four legs each. Only two out of the three
motifs specify microcanonical cluster decompositions for
a given spin configuration. The third motif implies a de-
composition that, if used to perform a cluster update,
can produce vertices with zero weight which never occur
in the operator string. In this last case, when the motif
is incompatible with a microcanonical cluster decomposi-
tion for a given spin configuration, all eight legs of such a
vertex are assigned to a single cluster right at the outset.
When the cluster decomposition implied by the motif re-
sults is a valid microcanonical decomposition, the eight
legs are split into two a priori different clusters of four
legs each following this decomposition. For the vertices
with weight 6J , every motif gives a valid cluster decom-
position rule, which is followed. These motifs and the
corresponding cluster decomposition rules are depicted
in Fig. 10.
3. TFIM with multi-spin interactions on the square lattice.
For the TFIM with multi-spin interactions, decompos-
ing the Ising-exchange Hamiltonian into square plaque-
ttes is anyway a more natural decomposition:
HTFIM =−
∑
i
H2,p −
∑
i
H1,i −
∑
i
Hσx,i (11)
H2,p =3J − J(σzAσzBσzCσzD
+ σzAσ
z
C + σ
z
Bσ
z
D)p.
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FIG. 11. The motifs for the TFIM with multi-spin interac-
tions on the square lattice consist of a single privileged site.
There are thus four possible motifs, corresponding to the four
sublattices of sites of the square lattice. The cluster decompo-
sition rule for one of these motifs is shown in the figure. The
rule for the other motifs follows by analogy. In the figure, frus-
trated bonds are denoted by zigzag lines, while unfrustrated
bonds are denoted by straight lines.
Here p labels the square plaquettes of the lattice, and
A,B,C and D denotes the four sites making up the pla-
quette, labeled according to the four sublattice decom-
position shown in Fig. 1. All configurations with two
frustrated bonds (antialigned pair of nearest neighbour
spins) corresponds to eigenvalue 4J for H2,p, while con-
figurations with four or zero frustrated bonds have eigen-
value 0 and the corresponding plaquette operators do not
appear in the operator string.
Our choice of motif in this case consists of a single
privileged site among the four that make up a spatial
plaquette. Thus each spatial plaquette has four possible
motifs. The motif on a given spatial plaquette deter-
mines the cluster decomposition of plaquette operators
at that location in the following way: If only one frus-
trated bond touches the privileged site, the two legs cor-
responding to this site are assigned to a a priori different
cluster, and the other six legs make up the other cluster
(as usual, the two clusters could in principle merge at a
future step in the cluster construction). If the privileged
site is touched by two or zero frustrated bonds, then the
four legs corresponding to the privileged site and its di-
agonally opposite site are assigned to one cluster, and
the other four legs to an a priori different cluster (which
could in principle merge with the other cluster at a fu-
ture step in the cluster construction). These motifs and
the cluster decomposition rules are illustrated in Fig. 11.
B. Premarking Strategies
With the motifs for each of the four models in place,
one still has the freedom of choosing a motif for each
spatial plaquette. As we have mentioned in the previous
section, there are two such choices on the square lattice
for the fully frustrated TFIM and four such choices for
the TFIM with multi-spin interactions, while there are
three such choices for the TFIM on the pyrochlore and
planar pyrochlore lattices. Here we specify the premark-
ing strategies used to imprint one of these motifs on each
spatial plaquette in each of these systems.
1. Configuration-independent premarking :
Swendsen-Wang updates
The simplest way to implement premarking is to pre-
mark a motif for each spatial plaquette before each clus-
ter update is initiated. Then, the cluster construction
procedure assigns the legs on all the Ising exchange op-
erators to different clusters following the prescription im-
plied by the premarked motif on the spatial location of
the operator. Using this prescription, the entire SSE op-
erator string can be decomposed into non-overlapping
clusters using the union-find algorithm. Each of these
clusters is then flipped with a probability of 1/2, follow-
ing the approach of Swendsen and Wang.32
The choice of motif on each spatial plaquette leads to
a wide variety of Swendsen Wang updates, and a pre-
marking pattern can be selected based on the problem
at hand. For the fully frustrated TFIM on the square
lattice, we find the best premarking choices to be either
premarking all plaquettes with the motif that picks A and
C sublattice sites, or premarking all plaquettes with the
motif that picks B and D sublattice sites. This yields two
different Swendsen Wang update schemes, which we de-
ploy independently during our Monte Carlo run (either
by picking any one of them at random at each Monte
Carlo step (MC step) or by alternating between them).
For the TFIM with multi-spin interactions on the
square lattice, we find it useful to set the privileged site
of all spatial plaquettes to be either the A, or the B or
the C or the D sublattice site on that plaquette. This
gives four possible Swendsen Wang update schemes which
we deploy independently during our Monte Carlo run (ei-
ther by picking any one of them at random at each Monte
Carlo step, or by cycling through them).
For the TFIM on the planar pyrochlore lattice, we have
obtained the best results by randomly and independently
choosing between the motifs on the first and third rows
of Fig. 10 for each spatial plaquette at the beginning
of each Swendsen Wang cluster update (using the motif
in the second row of Fig. 10 leads to slow Monte Carlo
dynamics when the system has a tendency to Neel order
at low temperature). For the TFIM on the pyrochlore
lattice, we have randomly and independently chosen one
of the three motifs in Fig. 10 for each spatial plaquette
at the start of the Swendsen Wang cluster update.
2. Dynamic premarking : Wolff Updates
Now, we present a different premarking strategy that
yields an efficient Wolff cluster update procedure that
can dramatically outperform the Swendsen Wang cluster
updates for the planar pyrochlore and pyrochlore lattices
in some regimes (we have also explored this in the other
systems studied here, and find some improvement, but
confine ourselves here to describing the procedure for the
pyrochlore lattices). In this approach, a random leg is
chosen to start growing a cluster. After the cluster is
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grown, all legs (spin-states) belonging to the cluster are
flipped with probability one. One Monte Carlo step is
then defined as a certain fixed number of Wolff cluster
updates alternating with diagonal updates.
As described in the previous section, the two kinds
of Ising-exchange vertices in the pyrochlore lattices have
weights 6J and 8J . Whenever an Ising-exchange opera-
tor living on a particular spatial plaquette is first encoun-
tered (and this can be either an operator with weight 6J
or with weight 8J), a motif is chosen for that spatial pla-
quette and marked on it. This motif is chosen in a man-
ner that provides the most optimal decomposition of the
legs of this first Ising-exchange operator encountered at
that location: More precisely, if the vertex first encoun-
tered during cluster construction has weight 6J , then one
of three motifs described in Fig. 10 is chosen with equal
probability and imprinted on that spatial plaquette.
On the other hand, if the vertex first encountered is
an 8J vertex, then we randomly choose one of the two
motifs that gives a consistent microcanonical decompo-
sition of the legs of that vertex (into two groups of four
legs each, assigned to two a priori different clusters). The
third motif, which assigns all legs of the vertex to a single
cluster, is never chosen at this first encounter. The motif
thus chosen is then imprinted on the spatial plaquette.
In this manner, the motif on each spatial plaquette gets
assigned when the cluster construction first encounters
an Ising exchange operator living on that plaquette. All
subsequent Ising exchange operators living on the same
spatial plaquette are then decomposed into clusters in
accordance with the rules specified by the motif that has
already been imprinted on that spatial plaquette. When
one cluster is constructed in this way, it is flipped with
probability one. A Monte Carlo step is defined as a cer-
tain fixed number of such Wolff cluster flips interspersed
with diagonal updates.
As we demonstrate below, this procedure leads to fur-
ther improvement in the cluster size statistics, and con-
sequently leads to vastly improved auto-correlation times
in some regimes. While the implementation of this Wolff
type procedure is more involved, and the CPU time re-
quired in our implementations are typically larger than
an equivalent number of Swendsen Wang updates, the
Monte Carlo autocorrelation times can be significantly
smaller for some observables.
VI. ONE-DIMENSIONAL CLUSTERS:
CANONICAL UPDATE
For the pyrochlore lattices, the Ising-exchange ver-
tices appear with two different weights: Vertices with
weight 6J correspond to three spins on a tetrahedron
being aligned together, and the fourth antialigned with
these, while vertices with weight 8J correspond to ice-
rule states in which two spins point up and the other
two point down. The microcanonical cluster updates de-
scribed in the previous sections keep the weight of each
FIG. 12. The canonical update is aborted only if it encoun-
ters a minority leg of an Ising-exchange vertex of the trans-
verse field Ising model on the pyrochlore or planar pyrochlore
lattice.
vertex unchanged. Here we demonstrate the utility of a
simple canonical update scheme, which acts at only one
spatial site of the lattice, but has the virtue of being able
to switch between operators of different weight acting at
that spatial site. This procedure grows “one dimensional
clusters” in the “imaginary time” direction (Indeed, we
label the canonical update as ’1D’ in all the figures),
which are the QMC analog of single-spin flip Metropolis
updates in the classical case. We also introduce such
canonical updates for the other TFIMs considered in
Sec. II. Note however that the microcanonical cluster up-
date described earlier also makes one-dimensional clus-
ters some fraction of the time in these other cases, and
the improvement due to the canonical one-dimensional
update is therefore expected to be less significant in these
cases.
A. TFIM on the pyrochlore lattices.
The canonical update procedure for the TFIM on the
pyrochlore lattice is specified by the following steps:
1. Choose a random leg l0 belonging to a randomly
chosen single site operator (H1,i or Hσx,i), and set
li = l0
2. Assign li to the one dimensional cluster, and also
assign the leg lj which is linked to li to the cluster.
3. If lj belongs to a single-site vertex, terminate clus-
ter construction. Go to 6.
4. Else, if lj belongs to vertex with weight 8J , then
set li = lk and go to 2. Here, lk is the other leg
of the same vertex which also belongs to the same
site as lj .
5. Else, if lj belongs to a vertex with weight 6J , then
the action depends on the spin state at lj :
• If, lj has a majority spin on it , then set li = lk.
Go to 2. Here lk is the other leg of the same
vertex, which belongs to the same site as lj .
• If lj has a minority spin on it, then abort the
cluster construction. Go to 7.
6. Flip the spin-states corresponding to all legs in the
cluster. End.
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FIG. 13. The canonical cluster construction is aborted only
if it would result in a vertex with zero weight for the FFTFIM.
7. Abort. Empty the cluster. Start a new update
without flipping any spin-states.
This update enables fluctuations between vertices of
weight 6J and 8J . As described above, the one dimen-
sional cluster-construction procedure aborts when it en-
counters a minority spin-state at a 6J vertex. The cluster
construction rule is illustrated in Fig. 12.
B. FFTFIM on the square lattice.
For the FFTFIM on the square lattice, all Ising
exchange vertices have the same weight. The one-
dimensional updates are thus not “canonical” in this case.
The one dimensional cluster construction rules are spec-
ified by the following steps :
1. Choose a random leg l0 belonging to a randomly
chosen single site operator (H1,i or Hσx,i), and set
li = l0
2. Assign li to the one dimensional cluster, and as-
sign the leg lj which is linked to li (in the operator
string) to this cluster.
3. If lj belongs to a single-site vertex, terminate clus-
ter construction. Go to 5.
4. Else, the action depends on the spin states at this
Ising exchange vertex, which lives on a plaquette
with one frustrated bond.
• If, lj belongs to a spatial site which is touched
by the frustrated bond, then set ta set li = lk.
Go to 2. Here the leg lk is the other leg of this
vertex which belongs to the same spatial site
as lj .
• Otherwise, abort the cluster construction. Go
to 6.
5. Flip the spin-states corresponding to all legs in the
cluster. End.
6. Abort. Empty the cluster. Start a new update
without flipping any spin states.
This “canonical” update for the FFTFIM on the square
lattice is illustrated in Fig. 13.
FIG. 14. The canonical cluster construction is aborted only
if it would result in a vertex with zero weight for the TFIM
with multi-spin interactions on the square lattice.
C. TFIM with multi-spin interactions.
Finally, we describe the canonical one-dimensional
cluster update for the square lattice TFIM with multi-
spin interactions, introduced in Sec. II. The cluster con-
struction rules are specified as follows :
1. Choose a random leg l0 belonging to a randomly
chosen single site operator (H1,i or Hσx,i), and set
li = l0
2. Assign li to the one dimensional cluster, and as-
sign the leg lj which is linked to li (in the operator
string) to the cluster.
3. If lj belongs to a single-site vertex, terminate clus-
ter construction. Go to 5.
4. Else, the action depends on the spin states on the
Ising exchange vertex to which lj belongs. This
vertex lives on a spatial plaquette in which there are
two pairs of nearest neighbour antiparallel spins,
which we identify as frustrated bonds.
• If, lj belongs to a spatial site which is touched
by one frustrated bond, then set li = lk. Go to
2. Here lk is the other leg of the same vertex
which belongs to the same spatial site as lj .
• Otherwise, abort the cluster construction. Go
to 6.
5. Flip the spin-states corresponding to all legs in the
cluster. End.
6. Abort. Empty the cluster. Start a new update
without flipping any spin-states.
This cluster construction rule is illustrated in Fig. 14.
VII. PERFORMANCE
To test our implementations of the new cluster algo-
rithm (including the canonical cluster update), we have
compared high-precision results for small sizes with the
results of exact diagonalization and checked that they
agree within statistical errors.
To test the efficiency of our algorithms, we simulate
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FIG. 15. Comparison of autocorrelation function for the
Monte Carlo estimator of χψ (defined in text) in the FFTFIM
on a L×L square lattice using both the link percolation based
cluster algorithm and the plaquette percolation based cluster
algorithm.
finite size systems with periodic boundary conditions us-
ing both the new plaquette percolation based cluster up-
dates (with and without the canonical updates), and the
conventional link percolation based cluster updates de-
scribed in Sec. III. In all our simulations, we monitor
Monte Carlo autocorrelation functions of observables rel-
evant to the model in question. For an observable O, with
Monte Carlo estimator given by OMC(n) in configuration
n, the autocorrelation function AO(τMC) is defined as
AO(τMC) =
〈OMC(n+ τMC)OMC(n)〉 − 〈OMC(n)〉2
〈[O2]MC(n)〉 − 〈OMC(n)〉2 ,
(12)
where the angular brackets denote average of the estima-
tor OMC(n) over the configurations n generated in the
Monte Carlo simulation. For later reference, we also in-
troduce χO the static susceptibility corresponding to a
local operator O, as
χO =
L2
β
〈|
∫ β
0
dτO(τ)|2〉, (13)
where O(τ) is the imaginary-time Heisenberg opera-
tor corresponding to the Schrodinger operator O, given
by O(τ) = exp(H(τ))O exp(−H(τ)) and the angular
bracket is over the canonical ensemble at inverse tem-
perature β. Analogous to Eq. (12), we we also definte
the autocorrelation function of the static susceptibility
χO as A
χ
O.
1. Fully frustrated TFIM on the square lattice.
For the FFTFIM on the square lattice, the columnar
and plaquette states (using the terminology of the dual
dimer model that emerges in the limit of T . Γ J) are
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tice.
both described in terms of a nonzero expectation value
for the complex order parameter ψ:
ψ =
1
L2
[σzA exp(i3pi/8) + σ
z
Bexp(ipi/8)
+ σzC exp(−ipi/8) + σzD exp(−i3pi/8)]. (14)
σzα refers to the sum of all spins on the corresponding sub-
lattice α (as defined by the four sublattice decomposition
of the square lattice shown in Fig. 1).
We have computed the static susceptibility χψ corre-
sponding to this order parameter, as well as its Monte
Carlo autocorrelation function Aχψ. For the plaquette
percolation based scheme, we have defined one Monte
Carlo step to be two Swendsen-Wang type cluster up-
dates, each of which immediately follow a diagonal up-
date. In the first cluster update of any Monte Carlo step,
we premark, when using the plaquette percolation ap-
proach, all sites belonging to sublattices A and C, while
for the second cycle, we premark all sites belonging to
sublattices B and D. For direct comparison with the con-
ventional link percolation based cluster algorithm, we
have similarly defined one Monte Carlo step of that al-
gorithm to again be two cluster updates with a diagonal
update immediately preceding each cluster update. For
the autocorrelation measurements, we have used a warm-
up of 2× 105 MC steps, followed by a run of 2× 106 MC
steps. We display the autocorrelations of the order pa-
rameter Aχψ in Fig. 15. Clearly, the algorithm based on
plaquette percolation is much more efficient in decorre-
lating Monte Carlo configurations from each other.
2. TFIM with multi-spin interactions on the square lattice.
As described in Sec. II, there are two natural ordered
states for the TFIM with multi-spin interactions. The
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columnar state can be described by a complex order pa-
rameter, φc, given by
φc =
1
L2
∑
~r
[(−1)xσz(~r) + i(−1)yσz(~r)] . (15)
The other natural state is the plaquette phase, which can
be described by the following off-diagonal order parame-
ter
φp =
1
L2
∑
~r
[
(−1)x+yσx(~r)] . (16)
For the TFIM with multi-spin interactions, there is no
link-based decomposition of the Hamiltonian, and hence
no conventional cluster algorithm. To test the efficiency
of the plaquette percolation based algorithm, we com-
pute the static susceptibilities χφc and χφp , and study
the corresponding Monte Carlo autocorrelation functions
Aχφc and A
χ
φp
. One MC step is defined to consist of four
diagonal updates, each followed immediately by a cluster
update. In these four cluster updates we cycle through
the four possible motifs in turn. For the autocorrela-
tion measurements, we have performed simulations with
a warm-up of 2 × 105 MC steps, followed by a run of
2 × 106 MC steps. These autocorrelations are displayed
in Fig. 16, and it is clear that the algorithm provides
a fairly efficient means of simulating the physics of this
system.
3. TFIM on the pyrochlore lattice.
The TFIM on the pyrochlore lattice has no long-range
order, and is expected to host an interesting Coulomb
liquid ground state. In the absence of any natural order
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FIG. 18. Autocorrelation function for the Monte Carlo esti-
mator of the equal time correlation function C of the TFIM
on a L × L × L pyrochlore lattice for the plaquette percola-
tion based cluster algorithm using both the Swendsen-Wang
updates with configuration-independent premarking (labelled
‘Plaquettes’) and the Wolff updates with dynamic premarking
(labelled ‘Plaquettes(W)’) described in Sec. V B
parameter to look at, we focus on the correlations of σz.
To compare algorithms, we first look at the correlation
function C for a finite size system of L×L unit cells with
periodic boundary conditions. C is defined as
C =
1
L2
∑
x,y,z
σz(x, y, z)σz(x+
L
2
, y +
L
2
, z +
L
2
) . (17)
In addition, we measure the mean value of σx averaged
over the entire sample.
To enable direct comparison of autocorrelation func-
tions, we define a Monte Carlo step for each of the al-
gorithms to involve the same amount of work as follows
For both the conventional algorithm as well as the new
algorithm, we define one MC step as two diagonal up-
dates, each followed immediately by a Swendsen-Wang
type cluster update. For the TFIM on the pyrochlore
lattice, we also consider the Wolff-type version of the pla-
quette percolation algorithm, introduced in Sec. V B. In
this case, we define one MC step to be two diagonal up-
dates, each followed immediately by constructing nwolff
Wolff-type clusters and flipping them with probability
one. nwolff is set to be the integer part of the average
of ntot/nc (measured during the warmup), where ntot is
the total number of legs in the linked-list and nc is the
number of legs in a Wolff-type cluster. For each method,
we have performed simulations with a warm-up of 2×105
MC steps, followed by a run of another 2× 105 steps.
Several things are apparent from the results shown in
Figs. 17, 18, 19, 20. First, we note that the conventional
link percolation based algorithm suffers from severe loss
of ergodicity, as is evident from the time series for the bin
averages (over bins made up of 100 consecutive MC steps)
of the estimator of the equal time correlation function C
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value of σx recorded during the simulation of the TFIM on
a L × L × L pyrochlore lattice by the link percolation based
cluster algorithm and the plaquette percolation based cluster
algorithm with and without the canonical (‘1D’) updates.
of σz at distance L/2. As a result, the Monte Carlo result
for C simply does not converge. This is clear from plots of
this time series for 10 independent runs corresponding to
different initial configurations (Fig. 17). Clearly, the bin
averages for a particular seed tend to stick around values
which are strongly dependent of the initial conditions,
showing lack of ergodicity. We also show, in Fig. 17,
that there is no such loss of ergodicity for the plaquette
percolation based algorithm. Bin averages for different
seeds are indistinguishable from each other, indicating
that the estimator of C is accurate. We have not calcu-
lated the corresponding autocorrelation function AC for
the conventional link percolation based algorithm, as C
does not converge. However, we display the autocorrela-
tion function AC for the plaquette percolation based al-
gorithm with configuration-independent premarking and
Swendsen-Wang updates, and compare this with the al-
ternate implementation that uses Wolff-type clusters and
a dynamic premarking scheme (Fig. 18) for a more chal-
lenging parameter regime compared to the display of bin
averages in Fig. 17. We find that dynamic premarking
leads to further, and quite obvious improvements in au-
tocorrelation times in this challenging regime.
Now, we shift our focus to the mean value of σx. In
Fig. 19, we display the bin-averages for σx. We see that
even for relatively modest sizes, the plaquette percolation
based algorithm has some difficulty fully equilibrating the
estimators of σx, while the link percolation based algo-
rithm seems to fare somewhat better for smaller sizes.
We have found this somewhat poor equilibration of σx
in plaquette-percolation based approaches to be a com-
mon feature of both the pyrochlore lattice as well as the
planar pyrochlore lattice. As mentioned earlier, this is
due to the fact that the plaquette-based quantum cluster
algorithms do not grow one-dimensional single-spin clus-
ters if the minimum exchange-energy configurations are
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FIG. 20. Autocorrelation function for the Monte Carlo esti-
mator of 〈σx〉 in the TFIM on a L×L×L planar pyrochlore
lattice for the link percolation based cluster algorithm and
the plaquette percolation based cluster algorithm with and
without the canonical (‘1D’) cluster updates.
charcterized by a constraint on the net spin of individ-
ual plaquettes. As noted earlier, such one-dimensional
clusters can be grown by a canonical procedure that al-
lows fluctuations between Ising exchange operators of dif-
ferent weights (6J of 8J) in the plaquette-based formu-
lation of QMC. We define one MC step of this modi-
fied algorithm as being two cycles of a diagonal update,
followed immediately by a Swendsen-Wang type cluster
update with configuration-independent premarking (or
nwolff Wolff type clusters grown with dynamic premark-
ing), followed by n1d canonical updates. Just like nwolff ,
n1d is set to the average of ntot/nc, measured during the
warm-up. ntot is the total number of legs in the linked-
list as before, while nc is now the number of legs in each
canonical cluster.
We find that the plaquette percolation based algorithm
supplemented with these canonical updates equilibrates
σx fairly well, even for larger sizes, where the conven-
tional link percolation based algorithm develops some
equilibration problems (Fig. 19) at these larger sizes. Re-
cent work51 has also explored a “greedy” implementa-
tion of the triangular-decomposition based approach of
Ref. 24, i.e. an approach in which one dispenses with
the notion of premarked privileged sites imprinted on the
spatial lattice, and allows single-spin flips of one of the
(randomly chosen) majority spins of every triangular pla-
quette operator whenever these are encountered during
the microcanonical cluster construction. As noted there,
this “greedy” approach gives results comparable to the
original link-based method, and is therefore expected to
have similar equilibration problems at larger sizes.
Since these equilibration problems are not as severe
as those for C, we have calculated the autocorrelation
function Aσx corresponding to σ
x for different algorithms
and displayed it in Fig. 20. To compare the algorithm
that uses both plaquette percolation based microcanon-
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described in Sec. V B.
ical clusters and the canonical clusters with others that
do not use the canonical clusters, we have scaled the x-
axis of the data corresponding to the combined algorithm
by a factor by 2; this is a conservative estimate of the
computation time taken to do an extra set of cluster up-
dates in every MC step in this combined approach. We
conclude that the canonical updates are crucial to equi-
librate σx in the plaquette percolation based cluster up-
date, and this combined approach is clearly superior to
the conventional link percolation based approach, and by
corollary (appealing to the results of Ref. 51), superior
to the “greedy” variant of the triangular-plaquette based
approach explored recently.51
4. TFIM on the planar pyrochlore lattice.
The TFIM on the planar pyrochlore lattice is known
to be Neel ordered at low temperatures and not too low
transverse magnetic fields.17. The authors of Ref. 17 also
predict a plaquette-VBS phase at extremely low tempera-
tures and low magnetic fields. We do not expect such low
temperatures to be accessible to the initial simulations
shown here by way of tests of our algorithm. Therefore,
for testing purposes, we calculate the Neel order param-
eter ψN , given by
ψN =
∑
r
(σzh(~r) − σzv(~r)) , (18)
where ~r denotes sites of the dual lattice and h(~r) and v(~r)
denote spin degrees of freedom located at ~r + eˆx/2 and
~r + eˆy/2, as illustrated in Fig. 5. For the conventional
algorithm based on link percolation, and for the plaque-
tte percolation algorithm with configuration-independent
premarking, we define one MC step as two diagonal up-
dates, each followed immediately by a Swendsen-Wang
type cluster update. For the plaquette percolation based
cluster algorithm with dynamic premarking, we replace
the Swendsen-Wang type cluster update with nwolff suc-
cessive Wolff-type cluster updates.
For calculating autocorrelations, we perform simula-
tions with a warm-up of 2× 105 MC steps, followed by a
run of 2 × 106 MC steps. As in the three dimensional
pyrochlore case, we also test a combined approach in
which microcanonical cluster updates are supplemented
by the canonical updates introduced in Sec. VI. For this
combined approach, we define one MC step to be two
diagonal update, each followed immediately by a single
Swendsen-Wang type cluster update (or nwolff Wolff type
cluster updates that use dynamic premarking), followed
by n1d canonical cluster updates. n1d and nwolff are set
as described in the previous section for the case of the
pyrochlore lattice.
From the results for AχψN in Fig. 21, we see that the
link percolation based algorithm has very poor autocor-
relations, and barely decorrelates configurations. The
plaquette percolation based algorithm faces no such diffi-
culty. In the same figure, we also display results obtained
for the algorithm with dynamic premarking. We see that
the that the dynamic premarking strategy described in
Sec. V B leads to further, and quite significant improve-
ments in autocorrelations over the Swendsen-Wang type
scheme that uses configuration-independent premarking.
We also measure the mean value of σx, and calculate
the corresponding autocorrelation function Aσx . From
the results displayed in Fig. 22, we see that the con-
ventional link percolation based algorithm decorrelates
the estimators of σx somewhat better than the plaquette
percolation based algorithm if canonical updates are not
used. However, when the plaquette percolation based
microcanonical clusters are supplemented with canonical
updates, this issue is resolved. As shown in the same
figure (Fig. 22), such a combined approach improves the
autocorrelation times of σx over those of the link percola-
tion based algorithm. To make this comparison, we again
scale the x-axis of Aσx for the combined algorithm by a
factor of 2 to account for the time required to perform
the canonical updates in each Monte Carlo step.
VIII. ILLUSTRATIVE EXAMPLE
To demonstrate the possible uses of our algorithm, we
look at the fully frustrated TFIM on the square lattice
. This is known to host a columnar-ordered groundstate
at not-too-large magnetic fields.12 This groundstate or-
der is characterized by the order parameter ψ, defined
in Eq. 14. Corresponding to the eight columnar ordered
states, ψ takes the eight values ±1, ±i, ±(1±i), up to an
overall magnitude. Following Blankschtein et al.,52 one
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can write down a Landau-Ginsburg functional of the or-
der parameter ψ, containing the leading-order symmetry-
allowed terms that control the physics:
FXY8(ψ) = |ψ|2 +u4|ψ|4 +u6|ψ|6 +u8|ψ|8 +v8(ψ8 +ψ∗8).
(19)
On the basis of this Landau-Ginzburg theory, the finite
temperature phase transitions of the FFTFIM can be ex-
pected to lie in the universality class of the XY -model
with an eight-fold symmetry breaking perturbation.52
Such models were studied in Ref. 53 using renormaliza-
tion group methods. From such analyses, one expects
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FIG. 24. Data for χψ/L
2 for the FFTFIM on a L×L square
lattice, calculated in Monte Carlo simulations using the pla-
quette percolation based algorithm, fit well to the power-law
form kL−η for a range of temperatures with the parameter
η within the expected range (1/16, 1/4), providing evidence
for the intermediate power-law ordered phase associated with
two-step melting.
that the columnar order melts via a two-step melting
process, with an intermediate temperature power-law or-
dered phase. We calculate the argument of the complex
estimator of the order parameter ψ in our Monte Carlo
simulations and display its histograms in Fig. 23. As is
clear from this figure, the eight peaks corresponding to
the eight ordered states get washed away with increasing
temperature. The flat histograms at intermediate tem-
peratures are indicative of the emergent U(1) symmetry
in the power-law ordered phase.
To make this more precise, we we display power-law fits
of χψ/L
2 for the FFTFIM on a square lattice to the form
kL−η for four different temperatures. From this analy-
sis, we see that the best fit values of η lie in the range
(1/16, 1/4) expected for such an intermediate power-law
ordered phase.53 This provides strong evidence for the
intermediate power-law ordered phase.
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Appendix A: Distribution of cluster sizes.
We presented a set of cluster-algorithms for frustrated
Ising models which lead to significantly improved au-
tocorrelation times. In the conventional algorithm, the
clusters typically percolate and freeze, while the new set
of algorithms produce a broader distribution of cluster
sizes. This is the underlying cause of the improvement in
performance. To illustrate this point, we calculate and
compare the cluster size distributions produced by the
new algorithms with premarking, and compare them with
the ones produced by the conventional algorithms based
on link-based decomposition. As a measure of the size
of the cluster, we consider the total number of vertex-
legs (Sec. III) of the operator string in the cluster, nc.
For the Swendsen-Wang type updates performed in both
the conventional algorithm based on link-based decompo-
sition and the new algorithm based on plaquette-based
decomposition with premarking, the cluster-size distri-
bution P (nc) is estimated by Nnc/Ntot., the number of
clusters of size nc constructed by the algorithm in the
course of the simulation, divided by the total number of
clusters produced. In the alternate Wolff-type construc-
tion (used when the premarking is done dynamically), the
probability that a randomly chosen vertex-leg is part of a
cluster of nc vertex-legs is proportional to nc. The prob-
ability of making large clusters is thus enhanced by this
factor in the Wolff updates when compared to Swendsen-
Wang updates. Therefore, in this case, we define P (nc)
to be proportional to Nnc/nc.
We observe that the algorithm for the FFTFIM on
the square lattice makes makes two kinds of clusters, :
small and large, reminiscent of the behaviour noted in
Ref. 24 for the TFIM on the triangular lattice. We have
found the distribution of small clusters to be quite ro-
bust to changes in system size and temperature for both
the conventional and new algorithm. On the other hand,
the large clusters seem to scale with the total number
of vertex-legs in the operator string, ntot. We there-
fore show the distribution of large clusters as a func-
tion of nc/ntot. The cluster-size distributions are dis-
played in Fig. 25. We see that the distributions for
both small and large clusters are considerably broader
for the plaquette-based algorithm with premarking. For
the transverse field Ising models on the pyrochlore and
planar pyrochlore lattices, the contrast between cluster
size distributions produced by the conventional algorithm
and the new algorithm with premarking is more dra-
matic. The cluster-size distribution P (nc) obtained us-
ing the link-based algorithm have non-zero values essen-
tially at very small and very large values of nc, consistent
with their inability to effeciently decorrelate configura-
tions, as established in Sec. VII. The plaquette-based al-
gorithm with premarking has a significantly broader dis-
tribution of cluster sizes, while the Wolff-updates with
dynamic premarking makes further, more significant im-
provements. The cluster-size distributions for the TFIM
on the planar pyrochlore lattice are displayed in Fig. 26,
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FIG. 25. Distribution of cluster sizes in the FFTFIM on a
L × L square lattice for large clusters (left panel) and small
clusters (right panel) using both the link percolation based
cluster algorithm and the plaquette percolation based cluster
algorithm.
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FIG. 26. Distribution of cluster sizes for the TFIM on a
L×L planar pyrochlore lattice for the link percolation based
cluster algorithm and the plaquette percolation based clus-
ter algorithm using both the Swendsen-Wang updates with
configuration-independent premarking (labelled ‘Plaquettes’)
and the Wolff updates with dynamic premarking (labelled
‘Plaquettes(W)’) described in Sec. V B.
while the cluster-size distributions for the TFIM on the
pyrochlore lattice are shown in Fig 27. The data-points
for the link algorithm correspond to isolated points at
both ends of the range of the x-axis.
Appendix B: The importance of premarking.
We have mentioned in Sec. IV that the efficiency of the
microcanonical cluster updates presented in this paper
derives from two ingredients : plaquette-decomposition
of the Ising exchange part of the Hamiltonian(into tri-
angles,squares or tetrahedra), and premarking motifs on
the lattice to ensure consistency of the clusters over imag-
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FIG. 27. Distribution of cluster sizes for the TFIM on a
L × L × L pyrochlore lattice for the link percolation based
cluster algorithm and the plaquette percolation based clus-
ter algorithm using both the Swendsen-Wang updates with
configuration-independent premarking (labelled ‘Plaquettes’)
and the Wolff updates with dynamic premarking (labelled
‘Plaquettes(W)’) described in Sec. V B.
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FIG. 28. Time series of Monte Carlo estimator of C, the
equal time correlation function of σz, recorded during the
simulation of the TFIM on a L × L × L pyrochlore lattice,
obtained by a plaquette percolation based cluster algorihtm
without premarking, as outlined in Sec. B
inary times and hence broader cluster-size distributions.
To illustrate the crucial role played by the premarked
motifs, we implement a cluster algorithm for the TFIM
on the pyrochlore lattice without premarking. We de-
compose the Ising exchange part of the Hamiltonian into
terms living on tetrahedra as in Eq. (11). However, we
now decompose the Ising vertices of weight 6J accord-
ing to any one (randomly chosen) decompositions cho-
sen from the three which separate two antiparallel spins
into a cluster, and the other two parralel spins into an-
other cluster. Similarly, for the Ising exchange vertices
of weight 8J , we randomly choose one of the two pos-
sible microcanonical decompositions which separate the
vertex into two clusters, each with a pair of antialigned
spins. We display the time series of Monte Carlo esti-
mators of the equal-time correlation function C, defined
in Eq. (17), obtained using this algorithm in Fig. 28.
Comparison with Fig. 17 shows that this algorithm suf-
fers from loss of ergodicity as severe as the conventional
algorithm with link-based decomposition. Thus the pre-
marked motifs introduced here are key.
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FIG. 29. Comparison of autocorrelation function for the
Monte Carlo estimator of χm (where m =
∑
i σ
z
i is the uni-
form magnetization) in the TFIM on a L×L triangular lattice
using both the link percolation based cluster algorithm and
plaquette percolation based cluster algorithms with and with-
out premarking.
Similarly, we have implemented the algorithm for
TFIM on the triangular lattice presented in Ref. 24 with-
out premarking. This is equivalent to the greedy variant
of the approach of Ref. 24, which was tested recently51
and found to have a performance not significantly dif-
ferent from the standard link-based approach. We have
displayed autocorrelations of the uniform susceptibility
using this algorithm and compared it to the algorithm
with premarking in Fig. 29; these results again under-
score the importance with premarking.
Appendix C: Dominant and subdominant order
parameters for the fully frustrated TFIM on the
square lattice
In this section, we motivate the order parameter ψ
appearing in the Landau-Ginzburg-Wilson action of the
FFTFIM on the square lattice (Eq. 19).
1. Soft-spin analysis.
First, we perform a soft-spin analysis to identify the
lowest energy modes of the classical Ising-exchange part
of the Hamiltonian defined in Eq. 1, repeating the anal-
ysis of Blankschtein et al.52 for the specific gauge choice
in our Hamiltonian. Relaxing the normalization con-
tstraint (σ2i = 1) on the spins and Fourier transforming
the Hamiltonian, we get
1
L2
∑
~k
s(~k)†J(~k)s(~k), (C1)
s(~k) = (sI(~k), sII(~k)), (C2)
J(~k) =
1
2
J
(
2 cos(ky) −(1 + e−ikx)
−(1 + e+ikx) −2 cos(ky)
)
. (C3)
The subscripts I and II refer to the two basis sites in
each unit cell of the Hamiltonian. The eigenvalues of
J(~k) are given by ±(J/2)√4 cos2(ky) + 2(1 + cos(kx)).
The minimum eigenvalues are −J√2, and correspond to
the two degenerate modes ~k = (0, 0) and k = (0, pi).
The corresponding eigenvectors are (sin(pi/8), cos(pi/8))
and (cos(pi/8), sin(pi/8)) respectively. We construct two
order parameters corresponding to these modes:
ψ(0,0) = σI(0, 0) sin(pi/8) + σII(0, 0) cos(pi/8) (C4)
ψ(0,pi) = σI(0, pi) cos(pi/8) + σII(0, pi) sin(pi/8) (C5)
Using the spin densities σA, σB , σC and σD correspond-
ing to the four-sublattice decomposition of the square
lattice instead of σI(0, 0) and σII(0, pi), and combinbing
the two order parameters in Eq. C5 into a single complex
order parameter as ψ = ψ(0,0) + iψ(0,pi) gives us Eq. 14.
2. Analysis of representation carried by the
sublattice spin densities.
Although this standard soft-spin analysis certainly
identifies the dominant order parameter correctly, we find
it instructive to supplement it with a symmetry analy-
sis that is more natural from the computational point of
view. The starting point of this alternate approach is the
computational result that the low temperature state cor-
responds to a four sublattice decomposition of the square
lattice, and an ordered state is characterized by the val-
ues of σα with α = A,B,C,D. Given this, it is natural to
ask what representation of the symmetry group of the mi-
croscopic Hamiltonian is carried by the four dimensional
vector σα, and decompose it into irreducible representa-
tions. This is outlined in this appendix.
In general, the problem of determining the irreps ap-
pearing in the LGW theory given the low-symmetry
group H (preserved by the ordered state) and the high-
symmetry group G of symmetries of the microscopic
Hamiltonian (such that H ∈ G) is called the ‘Inverse
Landau Problem’.54,55. We need a much less general
analysis. From our QMC simulations we find that the
low-temperature phase and of the FFTFIM on the square
lattice corresponds to the spin densities σI(0, 0), σI(0, pi),
σII(0, 0) and σII(0, pi) acquiring non-zero values, where
the subscripts denote the the basis sites of the two-site
unit cell of the Hamiltonian. This is consistent with
earlier QMC studies of the ground state,12 the cartoon
groundstates of Sec II, and the soft-spin analysis of the
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previous subsection. We know that these four spin-
densities carry a four-dimensional representation of the
group G, Υ. It is obvious that the order parameter ap-
pearing in the LGW theory corresponding to this transi-
tion must be constructed out of these four spin-densities.
So, we decompose this representation Υ into irreps of
G. For our purposes, it suffices to consider the auxillary
group G/Ker(Υ) ' Im(Υ), which is the group formed
by the matrices in the image of Υ. The representation
spaces carrying the irreps of Im(Υ) are the same spaces
that carry the irreps of the group G. To determine the
matrices of the representation Υ, we look at the action
of the group G on the four spin-densities. For conve-
nience we reorganize the basis of four spin-densities into
σA, σB , σC , σD, where the subscripts refer to the four-
sublattice decomposition of the square lattice (Fig. 1).
We present a generating set for the group Im(Υ) defined
by the representation Υ : the identity I, global spin flip
I−1, translation by one lattice spacing along yˆ Ty, trans-
lation along xˆ along with simultaneous flip of relevant
spins TGx , and rotation about the origin by pi/2 along
with simulatenous flip of relevant spins RGpi/2. The ac-
tions of these elements on the spin-densities on the four
sublattices are given by
I−1 : (σA, σB , σC , σD)→ (−σA,−σB ,−σC ,−σD)
Ty : (σA, σB , σC , σD)→ (σD, σC , σB , σA)
TGx : (σA, σB , σC , σD)→ (−σB ,−σA, σD, σC)
RGpi/2 : (σA, σB , σC , σD)→ (−σA, σD, σC , σB). (C6)
Note that group elements g which belong to the low-
symmetry subgroup H ( g ∈ H) are represented by
the identity matrix. We calculate the character table
of Im(Υ) using Burnside’s method,56,57 which we now
proceed to describe briefly. We start with the lemma
that for a conjugacy class R and an irrep ρ, one has∑
r∈R ρ(r) = |R|χ(r)/d, where χ(r) is the character for
the conjugacy class r and d is the dimension of the rep-
resentation. To prove this, one can use Schur’s lemma
with the fact that
∑
r∈R ρ(r) commutes with all matri-
ces ρ(g), for g ∈ G. Considering two different conjugacy
classes R and S, we have∑
r∈R
ρ(r)
∑
s∈S
ρ(s) =
∑
r∈R,s∈S
ρ(rs)
=⇒ |R|χ(r)
d
|S|χ(s)
d
=
∑
T
cRST
χ(t)|T |
d
, (C7)
where cRST is the number of pairs with r ∈ R, s ∈ S
for for a specific t ∈ T (the number is independent of the
choice of t). Consider the matricesXi, Xijk = cRiRjRk . It
is clear form Eq. C7, that the matrix Xijk has eigenvalues
χri |Ri|/d, for any ri ∈ Ri. The corresponding eigenvec-
tor has components vj = χ(rj)|Rj |/d. Therefore, we can
calculate the characters of the all irreps by calculating
simulatenous eigenvectors of the matrices Xi.
Using the character table obtained, we find that
Im(Υ) has three two-dimensional representations, and
three one-dimensional representations. Our four dimen-
sional representation Υ decomposes into two distinct two-
dimensional representations. Both of these two dimen-
sional representations are faithful, and are therefore can-
didates for the irrep controlling the behaviour of the tran-
sition(s) to a broken-symmetry state. To determine the
order parameters, we construct the projectors into the
subspaces carrying these irreps. We find that the first
projector projector projects to the real and imaginary
parts of the complex order parameter ψ defined in Eq. 14.
The second projects to another two-dimensional subspace
spanned by a different, secondary complex order param-
eter φ, given by
φ =
1
L2
[σzA exp(ipi/8) + σ
z
B exp(−i5pi/8)
+ σzC exp(i5pi/8) + σ
z
D exp(−ipi/8)]. (C8)
As an aside, we note that Im(Υ) ' D16, the Dihedral
group of order 16. D16 has three two-dimensional irreps,
usually called A1, A2, B1 and B2, and four one dimen-
sional irreps E1, E2 and E3. Decomposing Υ, we find
Υ = E1 ⊕ E3. Both E1 and E3 are faithful irreps of
D16. E1 corresponds to the order parameter ψ, while E3
corresponds to the secondary order parameter φ.
Under the action of the generating set of the group
Im(Υ) presented in Eq. (C6), the order parameters ψ
and φ transform as follows :
I−1 : ψ → −ψ;φ→ −φ
Ty : ψ → ψ∗;φ→ φ∗
TGx : ψ → e−ipi/2ψ∗;φ→ eipi/2φ∗
RGpi/2 : ψ → e−ipi/4ψ∗;φ→ e−i3pi/4φ∗ (C9)
(C10)
The Landau-Ginzburg theory obtained by extending
Eq. (19) to include terms invariant in both ψ and φ is:
F(ψ, φ) = FXY 8(ψ) + GXY 8(φ) + Fc(ψ, φ)
Fc(ψ, φ) = c22|ψ|2|φ|2 + c13(ψφ∗3 + ψ∗φ3)
+c31(φψ
∗3 + φ∗ψ3) (C11)
FXY 8 is the Landau-Ginzburg action of the XY model
with an eightfold symmetry breaking perturbation in-
troduced in Eq. (19), while GXY 8 has the same form,
with different values for the coefficients. The transition
in question corresponds to the ordering of ψ, modeled by
a change in the character of the minimum of FXY 8(ψ).
We note that the secondary order parameter in our gauge
is expected to play the role of the primary order parame-
ter in a formulation that uses a different gauge, in which
the Hamilontian is given by Eq. 1, but Jij = |J | on the
straight lines and Jij = −|J | on the zig-zag lines in Fig. 1.
In this other gauge, the Landau-Ginzburg theory can be
obtained from the Landau-Ginzburg theory of Eq. (C11)
by the switching the coupling constants appearing in
GXY 8(φ) with those of FXY 8(ψ), and by switching c13
with c31.
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FIG. 30. Data for χφ/L
2, the suceptibility corresponding to
the secondary order parameter φ for the FFTFIM on a L×L
square lattice, calculated in Monte Carlo simulations using
the plaquette percolation based algorithm, fits well to the
power-law form kL−λ in the intermediate power-law ordered
phase associated with two-step melting.
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FIG. 31. λ, the exponent corresponding to the secondary
order parameter φ, depends continuously on the exponent η
corresponding to the primary order parameter ψ (left panel).
The temperature dependence of the ratio λ/η in the interme-
diate power-law ordered phase (right panel).
Given that the Landau-Ginzburg description allows for
such a coupling between φ and ψ, it is clearly of interest
to ask if correlations of φ reflect the criticality of ψ in
the two-step melting region. To study this, we measure
χφ/L
2 and find that it seems to fit well to the power-
law form k′L−λ in the intermediate power-law ordered
phase where χψ/L
2 fits to kL−η. The fits are displayed
in Fig. 30. We have also displayed the exponent λ corre-
sponding to the secondary order-parameter φ as a func-
tion of η in Fig. 31. It would be interesting to understand
this relationship between the two exponents on the ba-
sis of the Landau-Ginzburg theory of Eq. (C11), and we
hope to return to this in future work.
