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ON A CLUSTER CATEGORY OF TYPE D∞
YICHAO YANG
Abstract. We study the canonical orbit category of the bounded derived category of finite dimen-
sional representations of the quiver of type D∞. We prove that this orbit category is a cluster
category, that is, its cluster-tilting subcategories form a cluster structure as defined in [2].
1. Introduction
Cluster algebras, introduced by Fomin and Zelevinsky in [4], were to give a combinatorial char-
acterization of dual canonical basis of the quantized enveloping algebra of a quantum group and
total positivity for algebraic groups. Now it arises in connection with many branches of mathe-
matics. One of the links is with the representation theory of algebra, where was first discovered in
[10]. The notion of cluster categories introduced by Buan, Marsh, Reineke, Reiten and Todorov
in [3] were to model the main ingredients in the definition of a cluster algebra in a categorical
setting. In its original definition, a cluster category is the orbit category of the bounded derived
category of finite dimensional representations of a finite acyclic quiver under the composite of
the shift functor and the inverse Auslander-Reiten translation. Later on, Buan, Iyama, Reiten and
Scott generalized this definition to the notion of cluster structure in a 2-Calabi-Yau triangulated
category in [2], where the cluster-tilting objects were replaced by cluster-tilting subcategories. If
the cluster-tilting subcategories in a 2-Calabi-Yau triangulated category form a cluster structure,
then this 2-Calabi-Yau triangulated category is called a cluster category. However, it is not true in
general. In [6], Holm and Jørgensen studied a cluster category of infinite Dynkin type A∞, which
is equivalent to the canonical orbit category of the bounded derived category of finite dimensional
representations of a quiver of type A∞ with the zigzag orientation, generalising the An case. In
[9], Liu and Charles extend this work and prove that this canonical orbit category of a quiver of
type A∞∞ without infinite paths is also a cluster category. They also conjecture that this canonical
orbit category is a cluster category whenever the original quiver is locally finite without infinite
paths.
The aim of this paper is to extend the above-mentioned works of Holm and Jørgensen, Liu and
Charles to a quiver of type D∞ without infinite paths. Let Q be the quiver of type D∞ with the
zigzag orientation. We prove that the canonical orbit category of the bounded derived category
of finite dimensional representations of Q is a cluster category and show that this result holds for
any quiver of type D∞ without infinite paths, which give a partial answer of the above conjecture
and the question mentioned in [6, (6.1)].
This paper is organized as follows. Section 2 is devoted to recalling the notions of cluster-
tilting subcategory, cluster structure and cluster category. We also give the basic information on
the category of finite dimensional k-linear representations rep(Q), the bounded derived category
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Db(rep(Q)) and the canonical orbit category C(Q). In particular, we summarizes all the Auslander-
Reiten sequences in the Auslander-Reiten quiver Γrep(Q) shown in [11]. Section 3 describes the
morphisms in rep(Q) and Section 4 proves our main result; see (4.12).
2. Preliminaries
Throughout this paper, k stands for an algebraically closed field. The standard duality for the
category of finite dimensional k-vector spaces will be denoted by D. Throughout this section, A
denotes a k-linear triangulated category whose shift functor is denoted by [1]. We assume that A
is Hom-finite and Krull-Schmidt. Let D be a full subcategory of A. Recall that D is covariantly
finite in A provided that every object X of A admits a left D-approximation, that is, a morphism
f : X → M in A such that every morphism g : X → N with N ∈ D factors through f ; and
contravariantly finite in A provided that every object X of A admits a right D-approximation, that
is, a morphism f : M → X such that every morphism g : N → X with N ∈ D factors through f ;
and functorially finite in A if it is both covariantly and contravariantly finite in A. Moreover, A is
called 2-Calabi-Yau provided that there are bifunctorial isomorphisms Ext1
A
(X, Y)  DExt1
A
(Y, X)
for X, Y ∈ A; see, for example, [3].
Let A be a 2-Calabi-Yau triangulated k-category. We recall the following basic definitions from
[2, 9].
Definition 2.1. (1) A full subcategory T of A is called strictly additive provided that T is closed
under isomorphisms, finite direct sums, and taking summands.
(2) A strictly additive subcategory T of A is called weakly cluster-tilting provided that for any
X ∈ A, Ext1
A
(T, X) = 0 if and only if X ∈ T.
(3) A strictly additive subcategory T of A is called cluster-tilting provided that T is weakly
cluster-tilting and functorially finite in A.
Let T be a strictly additive subcategory of A. By definition, the quiver of T, denoted by QT,
is the underlying quiver of its Auslander-Reiten quiver. For each indecomposable object M of T,
we denote by TM the full additive subcategory of T generated by the indecomposable objects not
isomorphic to M; see [9].
For convenience, we reformulate the notion of a cluster structure introduced in [2].
Definition 2.2. Let A be a 2-Calabi-Yau triangulated k-category. A non-empty collection C of
strictly additive subcategories of A is called a cluster structure provided that, for any T ∈ C and
any indecomposable object M ∈ T, the following conditions are satisfied.
(1) The quiver of T has no loops or 2-cycles.
(2) There exists a unique (up to isomorphism) indecomposable object M∗ ∈ A with M∗  M
such that the additive subcategory of A generated by TM and M∗, written as µM(T), belongs to C.
(3) The quiver of µM(T) is obtained from the quiver of T by the Fomin-Zelevinsky mutation at
M in the sense of [5].
(4) There exist two exact triangles in A as follows:
M
f
// N
g
// M∗ // M[1] and M∗ u // L v // M // M∗[1],
where f , u are minimal left TM-approximations, and g, v are minimal right TM-approximations in
A.
The following notion is our main objective of study.
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Figure 1. The preprojective component P of Γrep(Q)
Definition 2.3. A 2-Calabi-Yau triangulated k-category A is called a cluster category if its
cluster-tilting subcategories form a cluster structure.
For the rest of this paper let Q be the following quiver
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of type D∞ with zigzag orientation, whose vertex set is written as Q0 and rep(Q) be the category
of finite dimensional k-linear representations of Q, whose Auslander-Reiten translation is written
as τQ. For each x ∈ Q0, let Px, Ix, and S x be the indecomposable projective representation, the
indecomposable injective representation, and the simple representation at x, respectively. Recall
from [11, (III.3)] that the Auslander-Reiten quiver Γrep(Q) of rep(Q) consists of the following three
components, where
An,m : Vi = k for 2 ≤ n ≤ i ≤ m.
A(1)m : Vi = k for i ≤ m, i , 1,V1 = 0.
A(0)m : Vi = k for i ≤ m, i , 0,V0 = 0.
Bn,m : Vi = k2 for 2 ≤ i ≤ n,Vi = k for i = 0, 1 and n + 1 ≤ i ≤ m.
(we always mean that V j = 0 at the vertices which are not mentioned).
Remark 2.4. (1) All the Auslander-Reiten sequences in the preprojective component P can be
summarized as follows.
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Figure 2. The preinjective component I of Γrep(Q)
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Figure 3. The regular component R of Γrep(Q)
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0 → A(k)i → Bi,i+2 → A
(1−k)
i+2 → 0, i ≥ 1, i odd, k ∈ {0, 1};
0 → Bi,i+2 → A(0)i+2 ⊕ A
(1)
i+2 ⊕ Bi,i+4 → Bi+2,i+4 → 0, i ≥ 1, i odd;
0 → A3,i → B1,i ⊕ A3,i+2 → B1,i+2 → 0, i ≥ 3, i odd;
0 → Ai, j → Ai−2, j ⊕ Ai, j+2 → Ai−2, j+2 → 0, 5 ≤ i ≤ j, i, j odd;
0 → Bi, j → Bi+2, j ⊕ Bi, j+2 → Bi+2, j+2 → 0, 1 ≤ i < j − 2, i, j odd.
(2) All the Auslander-Reiten sequences in the preinjective component I can be summarized as
follows.
0 → B2,4 → A(0)2 ⊕ A
(1)
2 ⊕ A2,4 → A2,2 → 0;
0 → A(k)i+2 → Bi,i+2 → A
(1−k)
i → 0, i ≥ 2, i even, k ∈ {0, 1};
0 → Bi+2,i+4 → A(0)i+2 ⊕ A
(1)
i+2 ⊕ Bi,i+4 → Bi,i+2 → 0, i ≥ 4, i even;
0 → B2,i+2 → B2,i ⊕ A2,i+2 → A2,i → 0, i ≥ 4, i even;
0 → Ai−2, j+2 → Ai−2, j ⊕ Ai, j+2 → Ai, j → 0, 4 ≤ i ≤ j, i, j even;
0 → Bi+2, j+2 → Bi+2, j ⊕ Bi, j+2 → Bi, j → 0, 2 ≤ i < j − 2, i, j even.
(3) All the Auslander-Reiten sequences in the regular component R can be summarized as
follows.
0 → A3,4 → B1,4 → B1,2 → 0;
0 → B1,2 → B2,3 → A2,3 → 0;
0 → Bi,i+3 → Bi+2,i+3 ⊕ Bi,i+1 → Bi+1,i+2 → 0, i ≥ 1, i odd;
0 → Bi+1,i+2 → Bi+2,i+3 ⊕ Bi,i+1 → Bi,i+3 → 0, i ≥ 2, i even;
0 → Ai+2,i+3 → Ai,i+3 → Ai,i+1 → 0, i ≥ 3, i odd;
0 → Ai,i+1 → Ai,i+3 → Ai+2,i+3 → 0, i ≥ 2, i even;
0 → Ai+2, j+2 → Ai, j+2 ⊕ Ai+2, j → Ai, j → 0, 3 ≤ i ≤ j − 3, i odd, j even;
0 → Ai, j → Ai, j+2 ⊕ Ai+2, j → Ai+2, j+2 → 0, 2 ≤ i ≤ j − 3, i even, j odd;
0 → A3, j+2 → B1, j+2 ⊕ A3, j → B1, j → 0, j ≥ 4, j even;
0 → B2, j → B2, j+2 ⊕ A2, j → A2, j+2 → 0, j ≥ 3, j odd;
0 → Bi−2, j+2 → Bi, j+2 ⊕ Bi−2, j → Bi, j → 0, 3 ≤ i < j, i odd, j even;
0 → Bi, j → Bi, j+2 ⊕ Bi−2, j → Bi−2, j+2 → 0, 4 ≤ i < j, i even, j odd.
(4) It is not hard to see that the sequences in (1), (2), (3) above are Auslander-Reiten sequences
by considering a large enough subcategory of representations of a quiver of type Dn.
We also see that the preprojective component P contains the An,m, A(0)m , A(1)m and Bn,m with n,m
odd. The preinjective component I contains the An,m, A(0)m , A(1)m and Bn,m with n,m even. The
regular component R contains the An,m and Bn,m with n + m odd.
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Let C be a Hom-finite Krull-Schmidt additive k-category and ΓC be its Auslander-Reiten quiver.
Then a connected component Γ of ΓC is called standard if the mesh category k(Γ) is equivalent to
the full subcategory C(Γ) of C generated by the objects lying in Γ; see [8]. It is well known that
all the preprojective component P, the preinjective component I and the regular component R are
standard with Homrep(Q)(I,P) = 0,Homrep(Q)(I,R) = 0 and Homrep(Q)(R,P) = 0; see, for example,
[1, 9],
Furthermore, It is also known that the bounded derived category Db(rep(Q)) of rep(Q) is a
Hom-finite Krull-Schmidt triangulated k-category having almost split triangles, whose Auslander-
Reiten translation is written as τD; see [9]. Setting F = τ−1D ◦ [1], one obtains the canonical orbit
category C(Q) = Db(rep(Q))/F.
Recall that the objects of C(Q) are those of Db(rep(Q)); and for any objects X, Y , the morphisms
are given by
HomC(Q)(X, Y) =
⊕
i∈Z
HomDb(rep(Q))(X, F iY).
The composition of morphisms is given by
(gi)i∈Z ◦ ( fi)i∈Z = (hi)i∈Z,
where hi =
∑
p+q=i
F p(gq) ◦ fp.
Remark 2.5. (1) The canonical orbit category C(Q) is a Hom-finite Krull-Schmidt 2-Calabi-Yau
triangulated k-category and there exists a canonical projection functor pi : Db(rep(Q)) → C(Q)
which acts identically on the objects, and sends a morphism f : X → Y in HomDb(rep(Q))(X, Y) to
( fi)i∈Z ∈
⊕
i∈Z
HomDb(rep(Q))(X, F iY) = HomC(Q)(X, Y),
where fi = f if i = 0; and otherwise fi = 0. In particular, pi is a triangle functor and faithful; see
[7, 9].
(2) The Auslander-Reiten quiver of C(Q) is written as ΓC(Q) and the Auslander-Reiten transla-
tion is written as τC. The objects of Db(rep(Q)) lying in the connecting component P ⊔ I[−1] of
ΓDb(rep(Q)) or a regular component R of Γrep(Q) form a fundamental domain of C(Q), denoted by
F(Q), that is, every indecomposable object in C(Q) is isomorphic to a unique object in F(Q).
For convenience, we state the following well known result.
Lemma 2.6. Let X, Y be two representations lying in Γrep(Q).
(1) Homrep(Q)(X, Y)  Homrep(Q)(τ−1Q X, τ−1Q Y).
(2) HomC(Q)(X, Y)  HomDb(rep(Q))(X, Y) ⊕ DHomDb(rep(Q))(Y, τ2DX).
(3) Assume that X ∈ P and Y ∈ R ∪ I. Then HomC(Q)(X, Y)  Homrep(Q)(X, Y).
Proof. We need only to prove Statement (3), since all other parts are known; see [9]. Assume that
X ∈ P and Y ∈ R ∪ I. Then by (2) we have
HomC(Q)(X, Y)  HomDb(rep(Q))(X, Y) ⊕ DHomDb(rep(Q))(Y, τ2DX)
 Homrep(Q))(X, Y) ⊕ DHomDb(rep(Q))(Y, τ2DX).
If τ2DX is also a representation, then DHomDb(rep(Q))(Y, τ2DX) ∈ DHomrep(Q)(R ∪ I,P) = 0. Oth-
erwise, there exists a representation Z ∈ Γrep(Q) such that τ2DX = Z[−i], i > 0. Thus in this case
we also have DHomDb(rep(Q))(Y, τ2DX) = DHomDb(rep(Q))(Y, Z[−i]) = 0. The proof of the lemma is
completed. 
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3. Morphisms in the category rep(Q)
This section provides detailed information on three kinds of morphisms of the category rep(Q),
that is, the morphisms between two regular representations, the morphisms between two prepro-
jective representations and the morphisms from preprojective representation to regular represen-
tation.
Let us start with the morphisms between two representations lying in the regular component R
of Γrep(Q).
Let X be a representation lying in R. Recall from [9] that X is called quasi-simple if it has
only one immediate predecessor in R. Moreover, the forward rectangle RX of X is defined to be
the full subquiver of R generated by its successors Y such that, for any path p : X  Y and any
factorization p = vu with paths u : X  Z and v : Z Y , either u is sectional, or else, Z has two
distinct immediate predecessors. The backward rectangle RX of X is defined in a dual manner.
Then we have the following result.
Lemma 3.1. Let X, Y be two regular representations lying in Γrep(Q). Then Homrep(Q)(X, Y) , 0 if
and only if Y ∈ RX if and only if X ∈ RY . In this case, moreover, dimkHomrep(Q)(X, Y) = 1.
Proof. Since the regular component R of Γrep(Q) is standard of shape ZA∞, it follows from [9,
Proposition 1.3] at once. The proof of the lemma is completed. 
Next we consider the morphisms between two representations lying in the preprojective com-
ponent P of Γrep(Q).
Recall also from [12] that a representation X lying in Γrep(Q) is called boundary representation
if it has at most one direct predecessor and at most one direct successor in Γrep(Q), which is a
generalization of the quasi-simple representation defined only in the regular component R.
Let X be a representation lying in P. We define the pseudo forward rectangle PRX of X to be
the full subquiver of Γrep(Q) generated by its successors Y such that, for any path p : X  Y , p
does not pass through any boundary representation. The pseudo backward rectangle PRX of X is
defined in a dual manner. Then we have the following result.
Lemma 3.2. Let X, Y be two preprojective representations lying in Γrep(Q). Let X lies in the τQ-
orbit of Pt, t ≥ 0.
(1) If t = 0, 1, say X = A(k)l , l ≥ 1, l odd, k ∈ {0, 1}, then
dimkHomrep(Q)(X, Y) =
{
0 Y ∈ {Z | Z is not a successor of X} ∪ {A(1−k)l′ | l′ > l, l′ odd};
1 Y ∈ {Z | Z is a successor of X}\{A(1−k)l′ | l′ > l, l′ odd}.
(2) If t ≥ 2, then
dimkHomrep(Q)(X, Y) =

0 Y ∈ {Z | Z is not a successor of X};
1 Y ∈ PRX ∪ ({Z | Z is a successor of X} ∩ {A(k)l | l ≥ 1, l odd, k ∈ {0, 1}});
2 Y ∈ {Z | Z is a successor of X}\(PRX ∪ {A(k)l | l ≥ 1, l odd, k ∈ {0, 1}}).
Proof. (1) Let X, Y be preprojective representations lying in Γrep(Q). Let X lies in the τQ-orbit of
Pt, t = 0, 1. If Y is not a successor of X in P, then Homrep(Q)(X, Y) = 0 since P is standard.
Otherwise since τQ A(k)l+2 = A
(1−k)
l , l ≥ 1, l odd, by Lemma 2.6 we shall consider only the case
where X = P0 = A(1)1 . Since Y is a successor of P0, it follows that Y = P0, Y = Bi, j, i < j, i, j odd
or Y = A(k)l , l > 1, l odd, k ∈ {0, 1}. Hence in this case we have
dimkHomrep(Q)(P0, Y) = 0 ⇔ Y ∈ {A(0)l | l > 1, l odd};
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dimkHomrep(Q)(P0, Y) = 1 ⇔ Y ∈ {P0} ∪ {Bi, j | i < j, i, j odd} ∪ {A(1)l | l > 1, l odd};
⇔ Y ∈ {Z | Z is a successor of P0}\{A(0)l | l > 1, l odd}.
Statement (1) is established.
(2) Similarly we may assume that X = Pt, t ≥ 2. Then all the successors of Pt in P have the
following forms:
PRPt = {Bi, j | 1 ≤ i < t ≤ j, i, j odd} ∪ {Ak,l | 1 < k ≤ t ≤ l, k, l odd};
S 1 = {A(k)l | t ≤ l, l odd, k ∈ {0, 1}} and S 2 = {Bi, j | t ≤ i < j, i, j odd}.
Hence in this case we have
dimkHomrep(Q)(Pt, Y) = 1 ⇔ Y ∈ {Bi, j | 1 ≤ i < t ≤ j, i, j odd} ∪
{Ak,l | 1 < k ≤ t ≤ l, k, l odd} ∪ {A(k)l | t ≤ l, l odd, k ∈ {0, 1}}
⇔ Y ∈ PRPt ∪ S 1
⇔ Y ∈ PRPt ∪ ({Z | Z is a successor of Pt} ∩ {A(k)l | l ≥ 1, l odd, k ∈ {0, 1}});
dimkHomrep(Q)(Pt, Y) = 2 ⇔ Y ∈ {Bi, j | t ≤ i < j, i, j odd}
⇔ Y ∈ S 2
⇔ Y ∈ {Z | Z is a successor of Pt}\(PRPt ∪ S 1)
⇔ Y ∈ {Z | Z is a successor of Pt}\(PRPt ∪ {A(k)l | l ≥ 1, l odd, k ∈ {0, 1}}).
Since {Z | Z is a successor of Pt in P} = PRPt ∪ S 1 ∪ S 2 and P is standard, it follows that
dimkHomrep(Q)(Pt, Y) = 0 ⇔ Z is not a successor of Pt
at once. The proof of the lemma is completed. 
For the rest of this section, we shall concentrate on the morphisms from X to Y , where X lies
in the preprojective component P and Y lies in the regular component R of Γrep(Q).
Let S be a quasi-simple representation lying in R. Since R is of shape ZA∞, R has a unique
ray starting in S , written as (S →), and a unique co-ray ending in S written as (→ S ). We denote
by W(S ) the full subquiver of R generated by the representations Z for which there exist paths
M  Z  N, where M ∈ (→ S ) and N ∈ (S →), and call it the infinite wing with wing vertex
S ; see [9].
The following is analogous to the A∞∞ case; compare [9, Proposition 2.6].
Proposition 3.3. Let X be a preprojective representation lying in Γrep(Q). Let X lies in the τQ-orbit
of Pt, t ≥ 0.
(1) If t = 0, 1, then the regular component R of Γrep(Q) has a unique quasi-simple Z such that,
for any Y ∈ R, we have
dimkHomrep(Q)(X, Y) =
{
1 Y ∈ W(Z);
0 Y < W(Z).
(2) If t ≥ 2, then the regular component R of Γrep(Q) has two quasi-simples Z1, Z2 such that, for
any Y ∈ R, we have
dimkHomrep(Q)(X, Y) =

2 Y ∈ W(Z1) ∩W(Z2);
1 Y ∈ (W(Z1) ∪W(Z2))\(W(Z1) ∩W(Z2));
0 Y < W(Z1) ∪W(Z2).
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Proof. (1) Let X be a preprojective representation lying in Γrep(Q). Let X lies in the τQ-orbit of
Pt, t = 0 or 1. Since R is τQ-stable, by Lemma 2.6 we may assume that X = Pt, t = 0 or 1. We
shall consider only the case where t = 0. Then there exists a unique quasi-simple representation
Z = B1,2 ∈ R such that Homrep(Q)(P0, Z) , 0. Observe that W(B1,2) = {Bi, j | 1 ≤ i < j, i + j odd}
and R\W(B1,2) = {Ak,l | 2 ≤ k < l, k + l odd}. Thus for any Y ∈ R, we have
dimkHomrep(Q)(P0, Y) = 1 ⇔ Y ∈ {Bi, j | 1 ≤ i < j, i + j odd}
⇔ Y ∈ W(B1,2),
dimkHomrep(Q)(P0, Y) = 0 ⇔ Y ∈ {Ak,l | 2 ≤ k < l, k + l odd}
⇔ Y < W(B1,2).
(2) Similarly, we assume that X = Pt, t ≥ 2. Suppose first that t = 2. Then there exist two
quasi-simples Z1 = B1,2 and Z2 = A2,3 such that Homrep(Q)(P2, Z1) , 0 and Homrep(Q)(P2, Z2) , 0.
It is easy to see that W(A2,3) = {Bi, j | 2 ≤ i < j, i + j odd} ∪ {A2,l | 3 ≤ l, l odd}. Thus for any
Y ∈ R, we have
dimkHomrep(Q)(P2, Y) = 2 ⇔ Y ∈ {Bi, j | 2 ≤ i < j, i + j odd}
⇔ Y ∈ W(B1,2) ∩W(A2,3),
dimkHomrep(Q)(P2, Y) = 1 ⇔ Y ∈ {B1, j | 2 ≤ j, j even} ∪ {A2,l | 3 ≤ l, l odd}
⇔ Y ∈ (W(B1,2) ∪W(A2,3))\(W(B1,2) ∩W(A2,3)),
dimkHomrep(Q)(P2, Y) = 0 ⇔ Y ∈ {Ak,l | 3 ≤ k < l, k + l odd}
⇔ Y < W(B1,2) ∪W(A2,3).
Suppose now that t > 2. We shall consider only the case where t is odd. Then there exist two
quasi-simples Z1 = At,t+1 and Z2 = At−1,t such that Homrep(Q)(Pt, Z1) , 0 and Homrep(Q)(Pt, Z2) , 0.
Observe that
W(At,t+1) = {Bi1, j1 | 1 ≤ i1 < t ≤ j1, i1 odd, j1 even} ∪
{Bi2, j2 | t ≤ i2 < j2, i2 + j2 odd} ∪
{Ak,l | 3 ≤ k ≤ t ≤ l, k odd, l even},
W(At−1,t) = {Bi1, j1 | 2 ≤ i1 < t ≤ j1, i1 even, j1 odd} ∪
{Bi2, j2 | t ≤ i2 < j2, i2 + j2 odd} ∪
{Ak,l | 2 ≤ k ≤ t ≤ l, k even, l odd}.
Thus for any Y ∈ R, we have
dimkHomrep(Q)(Pt, Y) = 2 ⇔ Y ∈ {Bi, j | t ≤ i < j, i + j odd}
⇔ Y ∈ W(At,t+1) ∩W(At−1,t);
dimkHomrep(Q)(Pt, Y) = 1 ⇔ Y ∈ {Bi, j | 1 ≤ i < t ≤ j, i + j odd} ∪
{Ak,l | 2 ≤ k ≤ t ≤ l, k + l odd}
⇔ Y ∈ (W(At,t+1) ∪W(At−1,t))\(W(At,t+1) ∩W(At−1,t));
dimkHomrep(Q)(Pt, Y) = 0 ⇔ Y ∈ {Bi, j | 1 ≤ i < j < t, i + j odd} ∪
{Ak1,l1 | 2 ≤ k1 < l1 < t, k1 + l1 odd} ∪
{Ak2,l2 | t < k2 < l2, k2 + l2 odd}
⇔ Y < W(At,t+1) ∪W(At−1,t).
The proof of the proposition is completed. 
We end this section with the following example, which describes the distribution of k-dimension
of the Hom-space Homrep(Q)(X, Y) in detail when X is preprojective and Y ∈ P ∪ R.
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Example 3.1. Let X = P5 = A5,5. Then the distribution of dimkHomrep(Q)(X,−) is shown as
follows.
Z1=A5,6 Z2=A4,5
!"Y=B1,6 Y=B2,5
0
1 1
2
0 0
!!"#$ !!"%$
B1!"
B7!"
10
1
0 !"X
2
X=A5!#
A3!5
B1!3
A1
(0)
A3!$
A1
(1)
A5,7
A3
(1)
A3
(0)
B1!#
A3!%
B1!%
B3,5
A5
(0)
A5
(1)
B3!%
B5,7
A3,9
B3!"
B5!"
B1,11
A7
(0)
A7
(1)
B3!&&
B3,13
B5!&&
A9
(0)
A9
(1)
B5!&$
B7!11
B1,2A3,4
B1,4A3,6A5,8
A7,8
B2,3
A2,3
A2,5 A4,7
A6.7
A3,8 B3!'A5,10 A2,7 A4,9
A3,10 B1,8 B3!( B4,5 B2,7 A2,9
A3,12 B1,10 B3,8 B5,6 B4,7 B2,9 A2,11
B1,12 B3,10 B5,8 B6,7 B4,9 B2,11
2
Figure 4. The distribution of dimkHomrep(Q)(P5,−)
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4. The cluster category C(Q)
This section proves our main result, that is, the orbit category C(Q) is a cluster category. Recall
from Remark 2.5 that every indecomposable object in C(Q) is isomorphic to a unique object in
the fundamental domain F(Q) = P ⊔ I[−1] ⊔ R. We begin with the following lemma.
Lemma 4.1. Let X, Y be two objects lying in the regular component R. If Ext1
C(Q)(X, Y) = 0, then
either HomC(Q)(X, Y) = 0 or HomC(Q)(Y, X) = 0.
Proof. Suppose to the contrary that HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0. Since both X and
Y are regular representations, by Lemma 2.6 we have
HomC(Q)(X, Y)  Homrep(Q)(X, Y) ⊕ DHomrep(Q)(Y, τ2QX) , 0,
HomC(Q)(Y, X)  Homrep(Q)(Y, X) ⊕ DHomrep(Q)(X, τ2QY) , 0,
Ext1
C(Q)(X, Y)  HomC(Q)(X, τCY)
 Homrep(Q)(X, τQY) ⊕ DHomrep(Q)(Y, τQX)
= 0.
Assume first that Homrep(Q)(X, Y) , 0. Since the regular component R of Γrep(Q) is acyclic and
standard, there exists a path X  Y in R and hence there exists no path Y  X in R. Thus
Homrep(Q)(Y, X) = 0 and hence Homrep(Q)(X, τ2QY) , 0. By Lemma 3.1 it follows that both Y and
τ2QY are in the forward rectangle of X and thus so is τQY . Now by Lemma 3.1 again we have
Homrep(Q)(X, τQY) , 0, which is a contradiction.
Assume now that Homrep(Q)(Y, τ2QX) , 0. If Homrep(Q)(Y, X) , 0, then similarly we have τQX is
in the forward rectangle of Y and thus Homrep(Q)(Y, τQX) , 0, which is a contradiction. Otherwise,
we have Homrep(Q)(X, τ2QY) , 0 and hence there exists a path X  τ2QY  Y  τ2QX  X in R,
a contradiction. The proof of the lemma is completed. 
In Lemma 4.1 we see that if both X and Y are indecomposable objects lying in the regular
component R such that Ext1
C(Q)(X, Y) = 0, then either HomC(Q)(X, Y) = 0 or HomC(Q)(Y, X) = 0.
However, it is not true in general.
Lemma 4.2. Let X be an object lying in the connecting component P ⊔ I[−1] and in the τC-orbit
of Pt, t ≥ 0. Let Y be an object lying in the regular component R. Assume that Ext1C(Q)(X, Y) = 0.
If HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0, then t ≥ 3 and Y is uniquely determined by X. In
this case, moreover, dimkHomC(Q)(X, Y) = 1 and dimkHomC(Q)(Y, X) = 1.
Proof. Since the Auslander-Reiten translation τC for C(Q) coincides with the shift functor, we
may assume that X = Pt, t ≥ 0. Since Y lies in the regular component R, by Lemma 2.6 we have
HomC(Q)(Pt, Y)  Homrep(Q)(Pt, Y) , 0,
HomC(Q)(Y, Pt)  Homrep(Q)(Y, Pt) ⊕ DHomrep(Q)(Pt, τ2QY)
= DHomrep(Q)(Pt, τ2QY) , 0,
Ext1
C(Q)(Pt, Y)  HomC(Q)(Pt, τCY)  Homrep(Q)(Pt, τQY) = 0.
If t = 0 or 1, then by Proposition 3.3 it follows that Y, τ2QY ∈ W(B1,2) while τQY < W(B1,2), a
contradiction.
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Suppose now that t ≥ 2. By Proposition 3.3 again that the regular component R of Γrep(Q) has
two quasi-simples Z1, Z2 such that Y, τ2QY ∈ W(Z1)∪W(Z2) while τQY < W(Z1)∪W(Z2). Then it
is easy to see that in the t = 2 case such Y can not be exist and in the t ≥ 3 case, we have
Y =

A2,2t−3 t = 3, 4;
Bt−3,t t ≥ 5, t odd;
Bt−4,t+1 t ≥ 6, t even.
This shows that Y is unique.
We may further assume that Z1 = τsQ Z2, s > 0. Then we have τ2QY ∈ W(Z1)\W(Z2) and
Y ∈ W(Z2)\W(Z1). Finally by Proposition 3.3 it follows that dimkHomC(Q)(Pt, Y) = 1 and
dimkHomC(Q)(Y, Pt) = 1. The proof of the lemma is completed. 
Let T be a weakly cluster-tilting subcategory of C(Q). Then we need more notions to determine
whether an object is in T or not; compare [6].
Definition 4.3. Let X be an object lying in the fundamental domain F(Q). Then we define the
forbidden region of X as H(X) = {Y ∈ F(Q) | Ext1
C(Q)(Y, X) , 0}.
Now we have the following criterion.
Lemma 4.4. Let T be a weakly cluster-tilting subcategory of C(Q). Let X1, X2, · · · , Xm and
Y1, Y2, · · · , Yn be objects lying in the fundamental domain F(Q). If Xi ∈ T, i = 1, 2, · · · ,m and
Y j < T, j = 1, 2, · · · , n, then H(Y j) * (
m⋃
i=1
H(Xi)) ∪ {Y1, Y2, · · · , Yn}, 1 ≤ j ≤ n.
Proof. Suppose to the contrary that there exists j such that H(Y j) ⊆ (
m⋃
i=1
H(Xi)) ∪ {Y1, Y2, · · · , Yn}.
Since Y j < T and T is a weakly cluster-tilting category, by definition there exists an indecompos-
able object Z ∈ T such that Ext1
C(Q)(Z, Y j) , 0. Thus Z ∈ H(Y j) ⊆ (
m⋃
i=1
H(Xi)) ∪ {Y1, Y2, · · · , Yn}.
Since Yk < T, k = 1, 2, · · · , n, there exists i such that Z ∈ H(Xi), i.e., Ext1C(Q)(Z, Xi) , 0, which
contradicts that both Z and Xi are in T. The proof of the lemma is completed. 
The following notion will allow us to describe the forbidden region by the Auslander-Reiten
quiver ΓC(Q).
Definition 4.5. Let X be an object lying in the connecting component P ⊔ I[−1]. Then we define
the forward forbidden region of X as H+(X) = {Y | Y is a successor, however, not a sectional
successor of X in P ⊔ I[−1]}. That is, any path p : X  Y is not sectional. Dually, we define
the backward forbidden region of X as H−(X) = {Y | Y is a predecessor, however, not a sectional
predecessor of X in P ⊔ I[−1]}.
Proposition 4.6. Let X be an object lying in the connecting component P ⊔ I[−1]. Let X lies in
the τC-orbit of Pt, t ≥ 0.
(1) If t = 0, 1, say X = A(k)l , l ≥ 1, l odd, k ∈ {0, 1}, then
H(X)∩(P⊔I[−1]) = (H+(X)∪H−(X))\({A(k)l+4, A(k)l+6, · · · }∪{· · · , A(1−k)4 [−1], A(1−k)2 [−1], A(k)1 , A(k)3 , · · · , τ2CA(k)l }).
In particular, H(X) ∩ (P ⊔ I[−1]) ⊆ H+(X) ∪ H−(X).
(2) If t ≥ 2, then H(X) ∩ (P ⊔ I[−1]) = H+(X) ∪ H−(X).
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Proof. (1) We shall consider only the case where X = A(1)1 = P0. Let Y ∈ H(P0). Suppose first
that Y ∈ I[−1]. Then by Lemma 2.6 we have
Ext1
C(Q)(Y, P0)  DExt1C(Q)(P0, Y)  DHomC(Q)(P0, Y[1])  DHomrep(Q)(P0, Y[1]).
Hence Ext1
C(Q)(Y, P0) , 0 implies that Y[1] ∈ {Bi, j | 2 ≤ i < j, i, j even} ∪ {A(1)l′ | l′ ≥ 2, l′ even}.
Suppose next that Y ∈ P. We will consider Ext1
C(Q)(Y, P0)  DHomC(Q)(P0, τCY) again. If
τCY = I j[−1], j ∈ Q0, then by definition we have
HomC(Q)(P0, τCY) 
⊕
k∈Z
HomDb(rep(Q))(P0, (τ−1[1])k I j[−1])
 · · · ⊕ HomDb(rep(Q))(P0, I j[−1]) ⊕ HomDb(rep(Q))(P0, P j[1]) ⊕ · · ·
= 0.
If both Y and τCY are in P, then by Lemma 2.6 again we have
HomC(Q)(P0, τCY)  HomDb(rep(Q))(P0, τDY) ⊕ DHomDb(rep(Q))(Y, τDP0)
 Homrep(Q)(P0, τQY).
Hence Ext1
C(Q)(Y, P0) , 0 implies that τQY ∈ {Bi, j | 1 ≤ i < j, i, j odd} ∪ {A(1)l′ | l′ ≥ 1, l′ odd}.
In summary, we obtain that
H(P0) ∩ (P ⊔ I[−1]) = {Bi, j[−1] | 2 ≤ i < j, i, j even} ∪ {A(1)l′ [−1] | l′ ≥ 2, l′ even} ∪
{Bi, j | 3 ≤ i < j, i, j odd} ∪ {A(0)l′′ | l′′ ≥ 3, l′′ odd}.
On the other hand, it is easy to see that
H+(P0) = {Bi, j | 3 ≤ i < j, i, j odd} ∪ {A(k
′)
l′ | l
′ ≥ 5, l′ odd, k′ ∈ {0, 1}} ∪ {A(0)3 };
H−(P0) = {Bi, j[−1] | 2 ≤ i < j, i, j even} ∪ {A(k
′′)
l′′ [−1] | l′′ ≥ 4, l′′ even, k′′ ∈ {0, 1}} ∪ {A(1)2 [−1]}.
This establishes our claim.
(2) We shall consider only the case where X = Pt and t is odd. Let Y ∈ H(Pt). Suppose first
that Y ∈ I[−1]. Similarly we have Ext1
C(Q)(Y, Pt)  DHomrep(Q)(Pt, Y[1]). Hence Ext1C(Q)(Y, Pt) , 0
implies that
Y[1] ∈ {Bi, j | i < t ≤ j, i, j even} ∪ {Ak,l | k ≤ t ≤ l, k, l even} ∪ {A(k
′)
l′ | t ≤ l
′, l′ even, k′ ∈ {0, 1}}.
Suppose next that Y ∈ P. If τCY = I j[−1], j ∈ Q0, then similarly we can show that Ext1C(Q)(Y, Pt) =
0. If both Y and τCY are in P, then Ext1C(Q)(Y, Pt)  DHomrep(Q)(Pt, τQY) , 0 implies that
τQY ∈ {Bi, j | t ≤ j, i, j odd} ∪ {Ak,l | k ≤ t ≤ l, k, l odd} ∪ {A(k
′)
l′ | t ≤ l
′, l′ odd, k′ ∈ {0, 1}}.
In summary, we obtain that
H(Pt) ∩ (P ⊔ I[−1]) = {Bi, j[−1] | i < t ≤ j, i, j even} ∪ {Ak,l[−1] | k ≤ t ≤ l, k, l even} ∪
{A(k
′)
l′ [−1] | t ≤ l′, l′ even, k′ ∈ {0, 1}} ∪ {Bi, j | 3 ≤ i < j, j ≥ t + 2, i, j odd} ∪
{B1, j | j ≥ t + 2, j odd} ∪ {Ak,l | k ≤ t − 2 < t + 2 ≤ l, k, l odd} ∪
{A(k
′)
l′ | t + 2 ≤ l′, l′ odd, k′ ∈ {0, 1}}.
Finally, it is easy to see that
H+(Pt) = {Bi, j | i < j, j ≥ t + 2, i, j odd} ∪ {Ak,l | k ≤ t − 2 < t + 2 ≤ l, k, l odd} ∪
{A(k
′)
l′ | t + 2 ≤ l′, l′ odd, k′ ∈ {0, 1}};
H−(Pt) = {Bi, j[−1] | i < t ≤ j, i, j even} ∪ {Ak,l[−1] | k ≤ t ≤ l, k, l even} ∪
{A(k
′)
l′ [−1] | t ≤ l′, l′ even, k′ ∈ {0, 1}}.
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Therefore, H(Pt)∩ (P⊔ I[−1]) = H+(Pt) ∪ H−(Pt). The proof of the proposition is completed.

Let X be an object lying in the fundamental domain F(Q). Then X is called boundary object
if it has only one immediate predecessor in ΓC(Q). Moreover, an object U is called boundary
predecessor of X if U is an boundary object and there exists a unique sectional path U  X in
ΓC(Q). Dually, an object V is called boundary successor of X if V is an boundary object and there
exists a unique sectional path X  V in ΓC(Q). Let X lies in the τC-orbit of Pt. If t ≥ 2, then it
is easy to see that X has exactly two boundary predecessors, denoted by U1,U2 and exactly two
boundary successors, denoted by V1,V2, respectively. The following observation is important for
our investigation.
Theorem 4.7. Let X be an object lying in the connecting component P⊔I[−1] and in the τC-orbit
of Pt, t ≥ 0. Let Y be an object lying in the regular component R. Assume that T is a weakly
cluster-tilting subcategory of C(Q) and X, Y ∈ T. If HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0,
then at least one of the boundary predecessors or boundary successors of X is in T.
Proof. By Lemma 4.2 it follows that t ≥ 3 and hence X has two boundary predecessors U1,U2
and two boundary successors V1,V2 in P ⊔ I[−1]. Suppose to the contrary that none of the object
in {U1,U2,V1,V2} is in T. We claim that H(V1) ⊆ H(X)∪H(Y)∪{U1,U2,V1,V2}. Then by Lemma
4.4 we obtain our desired contradiction.
We shall consider only the case where X = Pt, t is odd and V1 = A(0)t . Since
Ext1
C(Q)(Z, A(0)t )  DHomrep(Q)(A(0)t , τQZ) and Ext1C(Q)(Z, Pt)  DHomrep(Q)(Pt, τQZ)
for any Z ∈ R, by Proposition 3.3 and Proposition 4.6 it follows that
H(A(0)t ) ⊆ H+(A(0)t ) ∪ H−(A(0)t ) ∪W(At+1,t+2);
H(Pt) = H+(Pt) ∪ H−(Pt) ∪W(τ−1Q At,t+1) ∪W(At+1,t+2).
It is easy to see that H+(A(0)t ) ⊆ H+(Pt) and
H−(A(0)t ) = {A(k)l | 1 ≤ l ≤ t − 4, l odd, k ∈ {0, 1}} ∪ {A(1)t−2} ∪ {Ak,l | k ≤ l < t, k, l odd} ∪
{Bi, j | i < j < t, i, j odd} ∪ {Ak′,l′[−1] | k′ < t, k′ ≤ l′, k′, l′ even} ∪
{Bi′, j′[−1] | i′ < j′, i′, j′ even} ∪ {A(k
′)
l′ [−1] | l′ even, k′ ∈ {0, 1}},
H−(Pt) = {Ak,l[−1] | k < t < l, k, l even} ∪ {Bi, j[−1] | t < j, i, j even} ∪
{A(k
′)
l′ [−1] | l′ > t, l′ even, k′ ∈ {0, 1}}.
Thus if Z ∈ H(A(0)t )\H(Pt), then Z ∈ S 1 ∪ S 2 ∪ · · · ∪ S 7, where
S 1 = {A(k)l | 1 ≤ l ≤ t − 4, l odd, k ∈ {0, 1}}, S 2 = {A
(1)
t−2},
S 3 = {Ak,l | k ≤ l < t, k, l odd}, S 4 = {Bi, j | i < j < t, i, j odd},
S 5 = {Ak′,l′[−1] | k′ ≤ l′ ≤ t, k′, l′ even}, S 6 = {Bi′, j′[−1] | i′ < j′ ≤ t, i′, j′ even},
S 7 = {A(k
′)
l′ [−1] | l′ ≤ t, l′ even, k′ ∈ {0, 1}}.
Suppose first that t = 3. As seen in the proof of Lemma 4.2, Y = A2,3. Let Z ∈ H(A(0)3 )\H(P3).
Then S 1 = S 3 = S 4 = S 6 = ∅, S 2 = {A(1)1 }, S 5 = {A2,2[−1]} and S 7 = {A(0)2 [−1], A(1)2 [−1]}. Since
Ext1
C(Q)(A(1)1 , A2,3)  Homrep(Q)(A(1)1 , B1,2) , 0,
Ext1
C(Q)(A2,2[−1], A2,3)  DHomrep(Q)(A2,3, A2,2) , 0
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and S 7 = {A(0)2 [−1], A(1)2 [−1]} = {U1,U2}, it follows that H(A(0)3 )\H(P3) ⊆ H(A2,3)∪{A(0)2 [−1], A(1)2 [−1]}
and hence
H(A(0)3 ) ⊆ H(P3) ∪ H(A2,3) ∪ {A(0)2 [−1], A(1)2 [−1], A(0)3 , A(1)3 }.
Our claim is established.
Suppose now that t ≥ 5. As seen in the proof of Lemma 4.2, Y = Bt−3,t and it is easy to see that
τZQBt−3,t = {· · · , A5,2t, A3,2t−2, B1,2t−4, B3,2t−6, · · · , Bt−2,t−1, Bt−3,t, Bt−5,t+2, · · · , B2,2t−5, A2,2t−3, A4,2t−1, · · · }.
Let Z1 ∈ S 1 ∪ S 2 ∪ S 3 ∪ S 4. Then it is easy to see that Z1 can be written as τ−sC Pr, r ∈ Q0, where
0 ≤ r ≤ t − 2 and 0 ≤ s ≤ t−r−22 . By Lemma 2.6 we have
Ext1
C(Q)(Z1, Bt−3,t)  Homrep(Q)(Z1, τQBt−3,t)  Homrep(Q)(Pr, τsQBt−2,t−1).
Observe that t − 2 − 2s ≥ r ≥ 0 and t is odd. Thus t − 2 − 2s ≥ 1 and hence τsQBt−2,t−1 
Bt−2−2s,t−1+2s. Since t − 1 + 2s > t − 2 − 2s ≥ r, it follows that
Ext1
C(Q)(Z1, Bt−3,t)  Homrep(Q)(Pr, Bt−2−2s,t−1+2s) , 0
Therefore, S 1 ∪ S 2 ∪ S 3 ∪ S 4 ⊆ H(Bt−3,t).
On the other hand, let Z2 ∈ S 5 ∪ S 6 ∪ S 7. Then Z2 can be written as τsCIr[−1], r ∈ Q0, where
r = 0, 0 ≤ s ≤ t−32 and 0 < r ≤ t − 1 and 0 ≤ s ≤
t−r−1
2 . Now by Lemma 2.6 again we have
Ext1
C(Q)(Z2, Bt−3,t)  DHomC(Q)(Bt−3,t, τsCIr)  DHomrep(Q)(τ−sQ Bt−3,t, Ir).
Let r = 0. Then t − 3 − 2s ≥ 0, t is odd and hence t − 3 − 2s is even. If t − 3 − 2s = 0,
then Z2 = τ
t−3
2
C
I0[−1] ∈ {τ
t−3
2
C
I0[−1], τ
t−3
2
C
I1[−1]}. If t − 3 − 2s ≥ 2, then τ−sQ Bt−3,t = Bt−3−2s,t+2s and
Ext1
C(Q)(Z2, Bt−3,t)  DHomrep(Q)(Bt−3−2s,t+2s, I0) , 0.
Next let r > 0. Then t − 1 − 2s ≥ r > 0, t is odd and hence t − 1 − 2s ≥ 2 is even.
If t − 1 − 2s ≥ 4, then τ−sQ Bt−3,t = Bt−3−2s,t+2s and t + 2s > t − 1 − 2s ≥ r. It follows that
Ext1
C(Q)(Z2, Bt−3,t)  DHomrep(Q)(Bt−3−2s,t+2s, Ir) , 0. If t − 1 − 2s = 2, then τ−sQ Bt−3,t = A2,2t−3 and
hence Ext1
C(Q)(Z2, Bt−3,t)  DHomrep(Q)(A2,2t−3, Ir). In the first case where r = 1, Z2 = τ
t−3
2
C
I1[−1] ∈
{τ
t−3
2
C
I0[−1], τ
t−3
2
C
I1[−1]}. In the second case where r ≥ 2, we have 2 ≤ r ≤ t− 1− 2s = 2 and hence
r = 2 < 2t − 3. It follows that Ext1
C(Q)(Z2, Bt−3,t)  DHomrep(Q)(A2,2t−3, Ir) , 0.
Therefore, S 5 ∪ S 6 ∪ S 7 ⊆ H(Bt−3,t) ∪ {τ
t−3
2
C
I0[−1], τ
t−3
2
C
I1[−1]}.
Finally, for any Z ∈ H(A(0)t )\H(Pt), Z ∈ S 1∪S 2∪ · · ·∪S 7 ⊆ H(Bt−3,t)∪{τ
t−3
2
C
I0[−1], τ
t−3
2
C
I1[−1]}.
Thus,
H(A(0)t ) ⊆ H(Pt) ∪ H(Bt−3,t) ∪ {τ
t−3
2
C
I0[−1], τ
t−3
2
C
I1[−1], A(0)t , A(1)t }.
The proof of the theorem is completed. 
We illustrate Theorem 4.7 with the following example.
Example 4.1. Let X = P5 = A5,5. Then the distribution of the sets S 1, S 2, · · · , S 7 in the proof of
Theorem 4.7 is shown as follows.
Let X, Y be two representations lying in Γrep(Q) and f : X → Y be a morphism in Homrep(Q)(X, Y).
For the rest of this paper, we shall denote by fD = ι( f ) and fC = pi ◦ ι( f ), where ι : rep(Q) →
Db(rep(Q)) is the natural embedding functor and pi : Db(rep(Q)) → C(Q) is the canonical projec-
tion functor.
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X=A5!"
B3!"
A2,8[-1]
A2,6[-1]
B2,4[-1]
B2,6[-1]
A4,8[-1]
A2[-1]
(0)
A2[-1]
(1)
A2,4[-1]
A4,4[-1]
A2!#$%&'
A1
(0)
A1
(1)
A3!(
B1,3
A6,6[-1]
A3!"
B1!"
A5,7
A3
(0)
A3
(1)
A3!)
A3,9
B1!)
V1=A5
(0)
V2=A5
(1)
B1,9
B3!)
B4,6$%&'
B2,8[-1]
A4,6[-1]
U2=A4[-1]
(0)
U1=A4[-1]
(1)
A6[-1]
(0)
A6[-1]
(1)
B4,8[-1]
B2,10[-1]
A2,10[-1]
S1
S2
S
S4
S5
S6
S7
Figure 5. The distribution of S 1, S 2, · · · , S 7 in Theorem 4.7 when X = P5
Next we shall prove that in the above setting, any morphism in HomC(Q)(Y, X) will factor
through the boundary predecessor Ui of X and any morphism in HomC(Q)(X, Y) will factor through
the boundary successor Vi of X, i = 1, 2.
Lemma 4.8. Let X be an object lying in the connecting component P ⊔ I[−1] and in the τC-orbit
of Pt, t ≥ 0. Let Y be an object lying in the regular component R. Assume that Ext1C(Q)(X, Y) = 0.
If HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0, then
(1) X has two boundary predecessors U1,U2 and two boundary successors V1,V2 in the con-
necting component P ⊔ I[−1].
(2) Each morphism X → Y factors through Vi in C(Q), i = 1, 2.
(3) Each morphism Y → X factors through Ui in C(Q), i = 1, 2.
Proof. By Lemma 4.2 we have t ≥ 3 and hence Statement (1) follows at once. For Statement
(2), we shall consider only the case where X = Pt, t ≥ 3, t is odd and V1 = A(0)t . By Lemma
4.2, dimkHomC(Q)(Pt, Y) = 1. Thus in order to show that each morphism Pt → Y factors through
A(0)t , it suffices to find two morphisms in HomC(Q)(Pt, A(0)t ) and HomC(Q)(A(0)t , Y) such that the
composition is non-zero in HomC(Q)(Pt, Y).
Define f = ( fi)i≥0 ∈ Homrep(Q)(Pt, A(0)t ), where ft = idk and fs = 0, s , t. Next we define
g = (gi)i≥0 ∈ Homrep(Q)(A(0)t , Y) as follows. If t = 3, then by Lemma 4.2 we have Y = A2,3. Thus
we choose g2 = g3 = idk and g0 = g1 = gs, s ≥ 4. If t ≥ 5, then by Lemma 4.2 again we have
Y = Bt−3,t. Thus we choose g1 = gt−2 = gt−1 = gt = idk, g2 = g3 = · · · = gt−3 =
(
0
1
)
and
g0 = gs = 0, s ≥ t + 1. Since in both cases (g ◦ f )t = idk , 0, it follows that g ◦ f is a non-zero
morphism in Homrep(Q)(Pt, Y). Observe that both functors ι and pi are faithful. As a consequence,
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the induced morphism gC ◦ fC : Pt fC // A(0)t
gC // Y is non-zero in HomC(Q)(Pt, Y). Statement
(2) is established.
In the proof of Statement (3), we shall consider the case where X = τ2
C
Pt, t ≥ 3, t is odd and
U1 = A(0)t+3[−1]. By Lemma 4.2, dimkHomC(Q)(Y, τ2CPt) = 1. Thus in order to show that each mor-
phism Y → τ2
C
Pt factors through A(0)t+3[−1], it suffices to find two morphism in HomC(Q)(Y, A(0)t+3[−1])
and HomC(Q)(A(0)t+3[−1], τ2CPt) such that the composition is non-zero in HomC(Q)(Y, τ2CPt).
Define g = (gi)i≥0 ∈ Homrep(Q)(A(1)t+1, It), where gt−1 = gt = gt+1 = idk and gs = 0, s , t−1, t, t+1.
Next we define f = ( fi)i≥0 ∈ Homrep(Q)(Y, A(1)t+1) as follows. If t = 3, then by Lemma 4.2 we have
Y = A3,4. Thus we choose f3 = f4 = idk and fs = 0, s , 3, 4. If t ≥ 5, then by Lemma
4.2 again we have Y = Bt−4,t+1. Thus we choose f0 = ft−3 = ft−2 = ft−1 = ft = ft+1 = idk,
f2 = f3 = · · · = ft−4 =
(
1 0
)
and f1 = fs = 0, s ≥ t+ 2. Since in both cases (g ◦ f )t+1 = idk , 0,
it follows that g ◦ f is a non-zero morphism in Homrep(Q)(Y, It) and hence gD ◦ fD is a non-zero
morphism in HomDb(rep(Q))(Y, It).
Let F = τ−1D ◦ [1]. Then it is easy to see that F(τ2CPt) = It and F(A(0)t+3[−1]) = A(1)t+1. Finally we
define u ∈ HomC(Q)(Y, A(0)t+3[−1]) as u1 = fD, us = 0, s , 1 and v ∈ HomC(Q)(A(0)t+3[−1], τ2CPt) as
v0 = F−1(gD), vs = 0, s , 0. Therefore, by definition,
(v ◦ u)1 =
⊕
p+q=1
(F p(vq) ◦ up) = F(v0) ◦ u1 = gD ◦ fD , 0
and hence Y u // A(0)t+3[−1]
v // τ2
C
Pt is non-zero in HomC(Q)(Y, τ2CPt). The proof of the lemma
is completed. 
Thus, the following statement is an immediate consequence of Theorem 4.7 and Lemma 4.8.
Corollary 4.9. Let T be a weakly cluster-tilting subcategory of C(Q). Let X, Y ∈ T be two objects
with X lying in the connecting component P⊔I[−1] and Y lying in the regular component R. Then
for any morphisms f : X → Y and g : Y → X in C(Q) with f , g , 0, there exists Z ∈ T, Z  X, Y
such that either f or g factors through Z in C(Q).
Furthermore, if both X and Y are lying in the connecting component P ⊔ I[−1] such that
Ext1
C(Q)(X, Y) = 0, then HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0 implies that both X and Y are
boundary objects.
Lemma 4.10. Let X, Y be two objects lying in the connecting component P⊔ I[−1]. Assume that
Ext1
C(Q)(X, Y) = 0. If HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0, then both X and Y are boundary
objects.
Proof. Suppose to the contrary that X is not a boundary object. Then X lies in the τC-orbit of Pt,
t ≥ 2. Since HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0, it follows that DExt1C(Q)(τ−1C Y, X) , 0 and
Ext1
C(Q)(τCY, X) , 0. Hence τ−1C Y, τCY ∈ H(X) ∩ (P ⊔ I[−1]).
Since t ≥ 2, by Proposition 4.6 it follows that both τ−1
C
Y and τCY are in H+(X) ∪ H−(X).
On the other hand, we have DExt1
C(Q)(Y, X) = 0 and hence by Proposition 4.6 again we have
Y < H+(X) ∪ H−(X). If τCY ∈ H+(X), then there exists paths X  τCY  Y in P ⊔ I[−1] and
thus Y ∈ H+(X), a contradiction. Thus τCY < H+(X). Similarly we have τ−1C Y < H−(X).
Finally we have τCY ∈ H−(X) and τ−1C Y ∈ H+(X). By definition there are two non-sectional
paths τCY  X and X  τ−1C Y in P ⊔ I[−1]. Since P ⊔ I[−1] have neither projective object nor
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injective object, it follows that we can find the paths Y  X  Y in P ⊔ I[−1], a contradiction.
The proof of the lemma is completed. 
Finally we have the following result.
Theorem 4.11. Let T be a weakly cluster-tilting subcategory of C(Q). Let X, Y ∈ T be two objects
lying in the connecting component P⊔ I[−1]. Then for any morphisms f : X → Y and g : Y → X
in C(Q) with f , g , 0, there exists Z ∈ T, Z  X, Y such that either f or g factors through Z in
C(Q).
Proof. By Lemma 4.10 it follows that both X and Y are boundary objects in P ⊔ I[−1]. Since
HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0, it is easy to see that there exists a path between X and
Y in P ⊔ I[−1]. We may assume that this path starting in X and ending in Y .
We shall consider only the case where X = τ2
C
P0 = A(0)4 [−1]. If Y ∈ I[−1], then τ−2C Y ∈ P and by
Lemma 2.6, HomC(Q)(Y, X)  HomC(Q)(τ−2C Y, P0)  Homrep(Q)(τ−2C Y, P0) ⊕ DHomDb(rep(Q))(P0, Y) =
0, a contradiction. Hence Y = A(k)l ∈ P, l ≥ 1, l is odd and k ∈ {0, 1}. Now by Lemma 2.6 again,
HomC(Q)(X, Y)  HomC(Q)(P0, A(k)l+4)
 Homrep(Q)(P0, A(k)l+4) ⊕ DHomDb(rep(Q))(A(k)l+4, τ2DP0)
= Homrep(Q)(P0, A(k)l+4) , 0
Thus, k = 1 and HomC(Q)(τ2CP0, A(1)l )  k.
It is easy to see that there exists a unique non-boundary object Z1 in P⊔ I[−1] such that Z1 is a
sectional successor of τ2
C
P0 and a sectional predecessor of A(1)l , that is, there exists sectional paths
p : τ2
C
P0  Z1 and q : Z1  A(1)l in P ⊔ I[−1]. Thus, Z1  τ2CP0, A(1)l . Suppose first that Z1 ∈ T.
Since the connecting component P ⊔ I[−1] of ΓDb(rep(Q)) is standard; see [8], by definition there
exists a k-equivalence
G : k(P ⊔ I[−1]) → Db(rep(Q))(P ⊔ I[−1]),
where k(P ⊔ I[−1]) is the mesh category and Db(rep(Q))(P ⊔ I[−1]) is the full subcategory of
Db(rep(Q)) generated by the objects lying in P ⊔ I[−1]. It is not hard to see that
qp  A(0)4 [−1] → B2,4[−1] → A(0)2 [−1] → A2,2[−1] → A(1)1 → B1,3 → A(1)3 → · · · → A(1)l
is non-zero in k(P⊔I[−1]) and hence G(qp) = G(q)◦G(p) is non-zero in HomDb(rep(Q))(τ2CP0, A(1)l ).
Since the canonical projection functor pi : Db(rep(Q)) → C(Q) is faithful, it follows that the
composition τ2
C
P0
pi(G(p))
// Z1
pi(G(q))
// A(1)l is non-zero in HomC(Q)(τ2CP0, A(1)l ). As a consequence, any
morphism f : τ2
C
P0 → A(1)l factors through Z1 in C(Q) because HomC(Q)(τ2CP0, A(1)l )  k. Our
claim is established.
Suppose now that Z1 < T. Then by definition there exists an indecomposable object Z2 ∈
T such that Ext1
C(Q)(Z2, Z1) , 0. If Z2 ∈ R, then by Lemma 2.6 we have Ext1C(Q)(Z2, Z1) 
DHomC(Q)(τ−1C Z1, Z2)  DHomrep(Q)(τ−1C Z1, Z2) , 0. It is not hard to see that τ−1C Z1 = A3,l+2
and hence by Proposition 3.3 we have Z2 ∈ W(A3,4) ∪W(Al+1,l+2). On the other hand, since all
three τ2
C
P0, A(1)l and Z2 are in T and thus by Lemma 2.6 again we have
Ext1
C(Q)(τ2CP0, Z2)  HomC(Q)(P0, τ−1C Z2)  Homrep(Q)(P0, τ−1Q Z2) = 0,
Ext1
C(Q)(A(1)l , Z2)  HomC(Q)(A(1)l , τCZ2)  Homrep(Q)(Pk′ , τ
l+1
2
Q Z2) = 0, k′ ∈ {0, 1}.
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Applying Proposition 3.3 again the first equation implies that Z2 < W(A3,4) and the second equa-
tion implies that Z2 < W(Al+1,l+2), a contradiction.
Therefore, Z2 ∈ H(Z1) ∩ (P ⊔ I[−1]). Since Z1 is not a boundary object, by Proposition 4.6
we obtain Z2 ∈ H+(Z1) ∪ H−(Z1). On the other hand, Z2 < H(τ2CP0) and Z2 < H(A(1)l ). Now by
Proposition 4.6 again it is not hard to see that Z2 ∈ {A(1)l+2, A
(1)
l+4, · · · } ∪ {A
(0)
6 [−1], A(0)8 [−1], · · · }. In
particular, Z2  τ2CP0, A
(1)
l .
In the first case, let Z2 = A(1)l+ j, j > 0, j even. Then we define f = ( fi)i≥0 ∈ Homrep(Q)(A(1)l , A(1)l+ j)
as f0 = f2 = f3 = · · · = fl = idk and f1 = fs = 0, s ≥ l + 1. Furthermore, we define g = (gi)i≥0 ∈
Homrep(Q)(A(1)l+ j, I0) as g0 = g2 = idk and g1 = gs = 0, s ≥ 3. Since (g ◦ f )0 = idk , 0, it follows
that g ◦ f , 0 and hence (g ◦ f )D = gD ◦ fD is non-zero in HomDb(rep(Q))(A(1)l , I0).
Let F = τ−1D ◦[1]. Then it is easy to see that F(τ2CP0) = I0. Now we define u ∈ HomC(Q)(A(1)l , A(1)l+ j)
as u0 = fD, us = 0, s , 0 and v ∈ HomC(Q)(A(1)l+ j, τ2CP0) as v1 = gD, vs = 0, s , 1. Therefore, by
definition,
(v ◦ u)1 =
⊕
p+q=1
(F p(vq) ◦ up) = v1 ◦ u0 = gD ◦ fD , 0
and hence A(1)l
u // A(1)l+ j
v // τ2
C
P0 is non-zero in HomC(Q)(A(1)l , τ2CP0). Finally by Lemma 2.6
we have
HomC(Q)(A(1)l , τ2CP0)  HomC(Q)(A(1)l , I0)  Homrep(Q)(A(1)l , I0)  k.
Thus any morphism A(1)l → τ2CP0 factors through A
(1)
l+ j in C(Q). This establishes our claim.
In the second case, let Z2 = A(0)4+ j[−1], j > 0, j even. Then we define f = ( fi)i≥0 ∈ Homrep(Q)(A(1)l ,
A(1)2+ j) as f0 = f2 = f3 = · · · = fmin(l,2+ j) = idk and f1 = fs = 0, s ≥ min(l, 2 + j) + 1. Further-
more, we define g = (gi)i≥0 ∈ Homrep(Q)(A(1)2+ j, I0) as g0 = g2 = idk and g1 = gs = 0, s ≥ 3.
Since (g ◦ f )0 = idk , 0, it follows that g ◦ f , 0 and hence (g ◦ f )D = gD ◦ fD is non-zero in
HomDb(rep(Q))(A(1)l , I0).
It is easy to see that F(A(0)4+ j[−1]) = A(1)2+ j. Now we define u ∈ HomC(Q)(A(1)l , A(0)4+ j[−1]) as
u1 = fD, us = 0, s , 1 and v ∈ HomC(Q)(A(0)4+ j[−1], τ2CP0) as v0 = F−1(gD), vs = 0, s , 0. Therefore,
by definition,
(v ◦ u)1 =
⊕
p+q=1
(F p(vq) ◦ up) = F(v0) ◦ u1 = gD ◦ fD , 0
and hence A(1)l
u // A(0)4+ j[−1]
v // τ2
C
P0 is non-zero in HomC(Q)(A(1)l , τ2CP0). Since HomC(Q)(A(1)l ,
τ2
C
P0)  k, it follows that any morphism A(1)l → τ2CP0 factors through A(0)4+ j[−1] in C(Q). The proof
of the theorem is completed. 
We are ready to obtain our main result of this paper.
Theorem 4.12. The category C(Q) is a cluster category.
Proof. By Remark 2.5, C(Q) is a Hom-finite Krull-Schmidt 2-Calabi-Yau triangulated k-category.
Since Q is a locally finite quiver with no infinite path, according to [9, (4.4)] C(Q) has a cluster-
tilting subcategory and hence we need only to show that the quiver QT of every cluster-tilting
subcategory T of C(Q) has no oriented cycle of length one or two; see [2, (I.1.6)].
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Let X ∈ T. Since Q is an infinite Dynkin quiver with no infinite path, according to [9, (4.6)]
EndC(Q)(X)  k and hence each non-zero morphism X → X is an isomorphism and so not irre-
ducible. Therefore, there are no oriented cycle of length one in QT.
Let X, Y ∈ T. Suppose to the contrary that there is an oriented cycle X f // Y g // X in QT.
In particular, HomC(Q)(X, Y) , 0 and HomC(Q)(Y, X) , 0. Thus by Lemma 4.1 it follows that at
least one of X and Y is not regular. Suppose first that X is lying in the connecting component
P ⊔ I[−1] and Y is lying in the regular component R. Then by Corollary 4.9 we obtain that
there exists Z ∈ T, Z  X, Y such that either f or g factors through Z in C(Q). Since T is a full
subcategory of C(Q), it follows that either f or g is not irreducible, a contradiction. Suppose now
that both X and Y are lying in the connecting component P ⊔ I[−1]. Then by Theorem 4.11 we
can obtain a similar contradiction. Therefore, there are no oriented cycle of length two in QT.
The proof of the theorem is completed. 
Remark 4.13. Let Q′ be any connected infinite Dynkin quiver of type D∞ with no infinite path.
Then Reiten and Van den Bergh construct a category r˜ep(Q′) in [11]. Since Q is a section in ZQ′,
they show that r˜ep(Q′)  rep(Q′) and the categories r˜ep(Q) and r˜ep(Q′) are derived equivalent.
As a consequence, the categories rep(Q) and rep(Q′) are also derived equivalent. Therefore,
since the category C(Q) is a cluster category, the category C(Q′) is also a cluster category for any
connected infinite Dynkin quiver Q′ of type D∞ with no infinite path.
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