In the AdS-CFT correspondence, a functional integral Z(f ) over a Euclidean scalar field φ(z, x) on anti-deSitter space with an insertion δ(φ 0 − f ) fixing the boundary values φ 0 (x) at z = 0, serves as the generating functional for the correlation functions of a Euclidean conformal field O(x) "dual" to the AdS field φ. It is shown that Z(f ) can also be interpreted as a functional integral with the same action but with the insertion exp(iφ 0 · f ) instead, by re-specifying the boundary conditions on the propagators. This implies that the dual field O in fact equals the restriction to the boundary, φ 0 , of the AdS field φ of the latter functional integral.
Introduction
The AdS-CFT correspondence owes much of its fascination to the fact that it produces conformal correlation functions for the "dual" field O with perfectly sensible field theoretical properties (including operator product expansions, Ward identities, and positivity [6, 9, 12] ), inspite of the highly non field theoretical appearance of their generating functional: the idea to use (boundary) values of the bulk field as the source for the dual field, is deeply inspired from string theory [7, 18] and has no precedent in field theory.
On the other hand, there exist complementary field theoretical notions of AdS-CFT correspondence [1, 16] according to which the boundary conformal QFT is simply a restriction (boundary limit) of a bulk QFT, such that the restricted correlation functions quite naturally inherit the field theoretical features. In the Wightman axiomatic framework is has been shown [1] that the boundary limits of AdS correlation functions fulfill the physical requirements of a local conformal QFT in Minkowski space. Apart from the symmetry aspects, the main point is that Hilbert space positivity (unitarity) survives the restriction. The same conclusion can be drawn from the algebraic treatment in [16] where the local observables of a QFT on AdS and a corresponding conformal QFT (CFT) are identified, and in particular the sharply localized conformal observables coincide with the AdS observables close to the boundary. (The algebraic treatment also admits to characterize and define the observables in the interior of AdS in terms of conformal observables.)
The obvious question arises whether the two notions of AdS-CFT correspondence are actually equivalent, contrary to the first appearance. The aim of the present article is to show that they are. Before we discuss the equivalence, let us concentrate on the apparent structural inequivalence.
A field φ 0 (x) obtained by restriction to the boundary z = 0 of an AdS field φ(z, x) is defined, in the Euclidean functional integral formalism, by the generating functional of its Schwinger functions
Clearly, (1.1) is just a special case of the textbook formula for the generating functional for Euclidean correlation functions of φ(F ) = φF , when the smearing function F is supported on the boundary, F (z, x) ∼ δ(z)f (x) (involving in fact a renormalization by a suitable power of z, see below).
In contrast, the string-inspired AdS-CFT correspondence uses a "dual" description [7, 18] in which the dependence of the generating functional on the smearing function f enters as a constraint on the boundary values in the functional integral:
Note that Z(f ) is actually the functional Fourier transform of Z(f ). Therefore the success of the prescription (1.2) is a most non-trivial feature from a field theoretical point of view.
In fact, we are going to establish (for scalar fields) a direct identification between formula (1.1) and formula (1.2), which allows to draw the conclusion that the dual field O is also the boundary restriction of a bulk field. More precisely, we shall have to specify the function spaces to which the functional measures Dφ apply, giving rise to two different functional integrals Z ± (f ), Z ± (f ) of either type (1.1), (1.2), the superscript distinguishing the two relevant function spaces. We shall establish the identity, valid graph by graph in the formal Euclidean perturbation series,
with a numerical coefficient c + . This implies that the conformal field O − defined by the AdS-CFT prescription (1.2) coincides with φ + 0 defined by the field theoretical restriction prescription (1.1),
This observation reconciliates the usual dual interpretation of the AdS-CFT correspondence [7, 18] with the apparently conflicting interpretation as the restriction of a bulk field theory [1, 16] . The perturbative expansion of O − matches the ordinary perturbative expansion for the interacting field φ + in the bulk of AdS, with subsequent restriction to the boundary. Since in its essence our argument is geometric, we expect the result not to be limited to scalar fields.
Although this complementary view of the AdS-CFT correspondence is presumably known to the experts, and implicitly underlies discussions of causality in bulk vs. boundary propagation of excitations (e.g., [15] ), it is apparently never spelled out in the original papers, nor in the many review articles on the subject. It makes the issue appear much more natural from a quantum field theoretical point of view, diminuishing the clash between various interpretations, [1, 16] vs. [7, 18] .
We emphasize that these results concern the formal perturbative expansions of the Euclidean boundary field theories in question, subject to the well-known difficulties encountered in the Euclidean functional integral approach. Clearly, individual graphs require renormalization, and the entire series diverges. Moreover, the correlation functions may fail to satisfy the Osterwalder-Schrader (OS) positivity condition [14] , which is crucial in order to qualify as Schwinger functions of an associated real-time QFT. Only OS positivity guarantees Einstein causality, Hilbert space positivity and positivity of the energy. The positivity property of the functional integral inherited from the Gaussian measure is not sufficient in this respect.
The graph-by-graph identification (1.3) is not affected by renormalization (if the same renormalization conditions are imposed) and analytical continuation. One may therefore expect that a proper renormalized realtime interpretation of (1.2) also coincides with the real-time perturbation theory for a bulk field with subsequent restriction.
Let us also mention that it is known for a long time that quantum fields, given as operator valued distributions, may be restricted to time-like hypersurfaces without any harm [4] , defining (non-Lagrangian) quantum fields in one dimension less. Thus, the idea of restriction is nothing special of AdS, but applies as well in flat space. In contrast, restrictions of quantum fields to space-like surfaces ("time zero fields") [8] or light fronts [17] are generally too singular to exist.
A discrete model
In order to focus on the algebraic rather than analytic structures of the relevant propagators, we first consider finite-dimensional Gaussian integrals, replacing anti-deSitter space by a lattice. In the finite-dimensional case, formal manipulations with Gaussian integrals are exact. In particular, there is no room for further specifications of propagators, and the generating functionals Z(if ) and Z(f ) are definitely distinct. We shall see that the difference resides entirely in the propagators. Only after returning to the continuum in the next section, and exploiting special properties of Green functions on AdS, the identification as announced in the Introduction will be possible.
We choose an (N +1)×M lattice with points ij, i = 0 . . . N , j = 1 . . . M , reserving the column i = 0 for the "boundary". Accordingly, we arrange the values φ ij of our discretized real scalar field at the lattice sites as a vector
With e the 0 unit vector in R N +1 , we write the restricted field as the column of its boundary values
(We shall refrain from writing ⊗1 in the sequel).
The quadratic part 1 2 (φ, Aφ) of the action is given by a symmetric matrix
, which is conveniently treated as an (N +1)×(N +1) matrix (A ii ′ ) i,i ′ =0...N whose entries are in turn M ×M matrices. The total action is of the form
with a local polynomial potential V (φ) = ij v(φ ij ).
We proceed in the usual perturbative way by expanding exp −V (φ) as a power series, and performing the Gaussian integrals.
The integral Z(f ), f ∈ R M , is computed by completing the square and shifting the integration variable φ → φ + iA −1 (e ⊗ f ). This yields
The Gaussian prefactor comes from (e ⊗ f, A −1 (e ⊗ f )) = (f, (A −1 ) 00 f ), where we have introduced the M × M matrix
For the integral Z(f ), f ∈ R M , we use the projections E = ee t of rank 1 ("boundary") and E ⊥ = 1 N +1 − E of rank N ("bulk") to separate the boundary variables from the bulk variables: 4) and perform the obvious integration over the boundary variables φ 0 , thus φ = e ⊗ f + E ⊥ φ. In order to decouple the external variables f from the integration variables E ⊥ φ, we shift the latter by
The quadratic term decouples as desired: 5) and the functional integral becomes (suppressing the prime)
From these formulae (2.2), (2.6), we read off the diagrammatical rules. The vertices, given by the polynomial structure of the potential v, are common to both functional integrals. They involve a summation over the lattice sites. Due to the respective shifts of the variable φ ij , there are inner lines (corresponding to the integration variables) and outer lines (corresponding to the external variables f ) attached to each vertex.
The "bulk-to-bulk propagator" for the inner lines connecting two vertices is the inverse of the Gaussian covariance matrix of the respective integral.
The "bulk-to-boundary" propagator for the outer lines is the ((N +1)M ×M matrix-valued) coefficient of f in the shifted argument of V .
For Z(f ) with the exponential insertion, eq. (2.2), we read off the bulkto-bulk propagator
and the bulk-to-boundary propagator
which is simply the boundary restriction of G.
For Z(f ) with the δ function insertion, eq. (2.6), the bulk-to-bulk propagator is found to be (as will be explained presently)
and the bulk-to-boundary propagator is
The formula for Γ is obtained as follows. Since only the bulk variables E ⊥ φ propagate, as an (N + 1) × (N + 1) matrix, Γ should have vanishing 0 (boundary) components. On the orthogonal (bulk) subspace E ⊥ R N +1 , Γ should be the inverse of A. Hence
These two conditions determine the matrix Γ uniquely as in (2.9). Likewise, K is uniquely characterized by the two conditions EK = e and E ⊥ AK = 0. (2.12)
We recognize (2.11) as a discrete version of Dirichlet boundary conditions for the inverse of A on the bulk. This property will be crucial when we pass to the continuum in the next section. 1 We conclude that the two functional integrals Z(f ) and Z(f ) are obtained as sums over the same sets of graphs but with different propagators to be inserted for the internal and external lines, and with different leading Gaussian prefactors. 
Propagators on AdS
Passing to Euclidean field theory on d+1-dimensional anti-deSitter space, we substitute the real scalar field φ(z, x) for the vector φ, and the Klein-Gordon operator for the matrix A:
in the usual coordinates z ∈ R + , x ∈ R d . The scalar product (φ, Aφ) is given by the bulk integration with measure dz d d x √ g where
) with some polynomial density v(φ).
The inverse G = A −1 is the Green function solving
There are two linearly independent solutions, 
(and likewise for z ′ ). The choice of either of them therefore specifies the functional integrations to extend over spaces of functions φ ± (z, x) with the corresponding boundary behaviour ∼ z ∆ ± . We denote the corresponding integrals (1.1) and (1.2) by Z ± (f ) and Z ± (f ). 2 This entails that the relevant restriction maps e ± , substituting the map φ → φ 0 = e t φ of the discrete model, are given by the limits
The Klein-Gordon operator (3.1) is homogeneous in z near the boundary and hence preserves spaces of functions φ which behave like ∼ z p near z = 0. The integral (φ, Aφ) converges at z = 0 and is symmetric as a quadratic form only if p > , will turn out to be justified (due to the suppression of the boundary functional integration variables by the δ function), and in fact match the perturbative rules adopted in the literature [6, 7, 11, 18] .
As in the discrete model, we read off the diagrammatical rules for the functional integrals. For both Z ± (f ) and Z ± (f ), the vertices are given by the polynomial structure of the potential density v, and involve a bulk integration with measure dz d d x √ g.
For the field theoretical integrals Z ± (f ), the bulk-to-bulk propagators are G ± (z, x; z ′ , x ′ ) as in eq. (3.3) . As the continuum analog of iH = iGe, eq. (2.8), one computes the bulk-to-boundary propagator as the limit
and likewise, by analogy with α = e t Ge = e t H, eq. (2.3),
Thus, ∆ ± are the non-canonical scaling dimensions of the boundary fields φ ± 0 (at tree level).
To compute the propagators Γ and K for the string-inspired integrals Z ± (f ) according to the analogs of (2.9) and (2.10), would involve tedious integrations. Instead, we exploit the characterizing properties (2.11) and (2.12). Translated into the continuum context, (2.11) states that Γ ± solve Green's differential equation (3.2) in the bulk, and vanish on the boundary. In other words, they are the Green functions with Dirichlet conditions with respect to the restrictions given by the limits e ± . Now, since ∆ + > ∆ − , the Green function G + vanishes faster than G − by (3.4) and hence satisfies the Dirichlet condition with respect to e − . We conclude that
Likewise, (2.12) translates into the conditions that K ± solve the KleinGordon equation in the bulk, and approach δ d (x − x ′ ) in the limits e ± . It was shown in [18] that H ∓ share exactly these properties, up to normalization coefficients c ± = 2∆
Finally, if suitably regularized [11] , the integration kernels (x − x ′ ) −2∆ ± are inverse to each other (up to another normalization coefficient) due to
Consistency with (3.9) and (the field theoretical analog of) (2.10) determines c = c + c − = −(2∆ + − d) 2 in agreement with [11] . By eq. (3.10), the dual fields O ± have the non-canonical scaling dimensions ∆ ∓ (at tree level).
These specifications of Γ − , K − , and α − are, of course, exactly the propagators used for Z − (f ) in the AdS-CFT literature (cf. footnote 2). Our result is not the determination of these propagators but the observation that the same propagators also define the functional integral Z + (f ). This observation is a special property of Green functions on anti-deSitter space-time.
The AdS-CFT integral Z − (f ) (with the δ function insertion) has a Gaussian prefactor e and involves the propagators G + and iH + . The graphs to be summed in both integrals are the same, with the same vertices. Making the identifications (3.8), (3.9) and (3.10), also the propagators are the same, up to a factor. Observing the identity i 2 c = c 2 + which makes the coefficients in the Gaussian prefactors match, we conclude that
This proves the assertion (1.3), (1.4), with
Conclusion
The (string theory inspired) perturbative expansion of the dual field O − in terms of "Witten graphs" matches the canonical (field theoretical) expansion for the interacting field φ + in the bulk of AdS, with subsequent restriction to the boundary. We have derived this fact from a formal identification (3.11), graph by graph, of the generating functionals for the respective Euclidean correlation functions.
In the free case, V = 0, the integrals in (2.2) and (2.6) are of course trivial, giving rise to purely Gaussian boundary fields. Their 2-point functions being given by α and α −1 as in (3.7) and (3.10), respectively, these fields have scaling dimensions ∆ ± = The latter is a Gaussian field with non-canonical dimension ∆ + . Such fields belong to the class of "generalized free fields" [10] which were first introduced in [13] as appropriate asymptotic limits when a particle interpretation breaks down (e.g., in conformal theories). The n-point functions of a generalized free field are sums of products of 2-point functions, and its commutator is a numerical distribution, but there is no Lagrangian description with an equation of motion because the Källen-Lehmann measure ρ(m 2 ) covers a continuum of masses:
.) It will be shown elsewhere [5] that nevertheless a stress-energy tensor can be defined for generalized free fields, which is more singular than a Wightman field but still is a local density for the generators of space-time symmetries.
The (real time) AdS-CFT correspondence thus amounts to a perturbation around a conformal generalized free field whose non-canonical dimension is not itself a perturbative effect, unlike an anomalous dimension.
We emphasize that a standard perturbation theory around generalized free fields has not been formulated so far, and is expected to suffer from aggravated renormalization problems: e.g., in the case of φ + 0 already the integration for the retarded propagator
is UV divergent. Thus, the free propagator itself requires renormalization, i.e., its distributional extension to the diagonal x = x ′ is non-unique [2] . Moreover, the propagator entering the power counting argument with a larger scaling dimension affects renormalizability always for the worse. (Besides, it appears somewhat unnatural to attempt a Lagrangian perturbation of a non-Lagrangian free field.)
But perturbation theory around free Klein-Gordon fields on curved spacetime is well-defined [3] . Applied to AdS, the interacting fields may be restricted to the boundary (in the sense of limits of correlation functions [1] ). Thus, canonical bulk perturbation theory with subsequent restriction provides a new perturbative scheme around non-canonical free fields.
Let us return to the Euclidean functional integrals. In the free case, an identification between Z − (f ) and Z + (f ) as in (1.3) also holds symmetrically between Z + (f ) and Z − (f ). The latter both yield the Gaussian Euclidean field with dimension ∆ − , and, unless the AdS mass parameter M exceeds the unitarity bound, the real-time generalized free quantum field with the same dimension. But in the presence of an interaction, the generating functionals Z + and Z − yield different correlation functions since (3.8) is not symmetric due to the crucial inequality ∆ + > ∆ − . One may still ask for the physical meaning of the two functional integrals, Z + (f ) and Z − (f ), defining Euclidean fields O + and φ − 0 , respectively. The dual AdS-CFT prescription Z + (f ) is expected to be unstable because in the presence of an interaction the dominant solutions ∼ z ∆ − no longer remain kept apart from those ∼ z ∆ + . Our result (1.3), however, states that formally the Z + (f ) is (essentially) the Fourier transform of the well-behaved Z − (f ). This qualifies and extends the observation that in the free case the corresponding connected functionals are each other's Legendre transforms [11] .
On the other hand, we see no obstruction against a field theoretical perturbation around the canonical free bulk field φ − [2] , which then admits a sensible restriction φ − 0 . Its generating functional Z − (f ), however, would be no obvious transform of a dual AdS-CFT functional with δ function insertion.
We finally notice that our convention for the action (involving the KleinGordon operator (3.1)) along with relation ± of the dual fields O ± according to (2.6). These are the correct normalizations required by Ward identities when the scalar field is coupled to a vector field [6, 11] . Our identification (1.3) suggests that the fulfillment of Ward identities is another feature which is inherited upon restriction from the QFT on the bulk.
