computed, all of which suggested aggregation of infected fruit. Because k was variable across loads, Iwao's regression procedure, which does not assume a single frequency distribution with fixed parameters describing the counts of infected fruit, was used to develop upper and lower stop lines for sequential sampling. For α = 0.05 and assuming a total of 250 fruit per 550-cm 3 sample, the resulting sampling plan would require only one sample to conclude that a load exceeds the threshold if the number of infected fruit in that sample is greater than four. A minimum of six samples would be needed to conclude that disease incidence in a load is below the threshold if the cumulative total of infected fruit in these samples is zero. Resampling analysis showed that most fruit loads could be classified reliably with <10 samples per load; for loads with a disease incidence very close to the 0.5% threshold, <50 samples were needed on average. Stop lines for sequential sampling for different fruit size classes are presented.
Additional keywords: disease detection, Vaccinium ashei.
Mummy berry disease, caused by the discomycete Monilinia vaccinii-corymbosi (Reade) Honey, is the most costly disease of rabbiteye blueberry (Vaccinium ashei Reade), the dominant blueberry species grown in Georgia (21) . Losses in the field include a reduction in total fruit volume due to the loss of fruiting wood in the spring from shoot and flower blight, and from infected fruit that mummify and drop to the ground before or at harvest (2, 8) . Greater losses can occur after harvest when a fruit shipment is downgraded due to an excessive incidence of infected fruit. This is particularly important for fruit loads intended for use in processed food products, for which a tolerance of 0.5% disease incidence has been established by marketing cooperatives (W. E. Copes, unpublished data). Most rabbiteye blueberries are harvested mechanically, washed and graded, and freeze-dried for use in packaged snack foods and cooking products. The standard sorting and grading process in the packinghouse, which comprises a series of fans, screens, wash tanks, and a visual inspection area (1) , is only partly effective in removing infected fruit from the product intended for freeze-drying (H. Scherm and W. E. Copes, unpublished data). Once dried, fruit infected by M. vacciniicorymbosi harden, thus becoming unsuitable for use in these products.
Because of the economic losses associated with blueberry loads that exceed the mummy berry tolerance and the inability of current grading practices to remove all infected fruit, a reliable procedure is needed to quantify disease incidence under commercial conditions. Since 1994, packinghouse operators in Georgia have used a procedure in which a single 952-cm 3 fruit sample is processed in a blender and physically examined for the presence of infected fruit. Although this method can detect infected fruit, its accuracy and precision have been found inadequate in a recent evaluation (20) . As an alternative, Scherm and Copes (20) described the use of symptomatology for quantifying mummy berry incidence. Although the latter assessment method was considerably more accurate and precise than the previously recommended blender method (20) , the low threshold for infected fruit mandates a sampling protocol that makes acceptance or rejection decisions with defined statistical properties. To date, no such sampling strategy is available for quantifying mummy berry incidence in blueberry packinghouses.
Most sampling plans for disease incidence are based on fixedprecision sampling in which a predetermined number of samples is collected so as not to exceed a given confidence interval or coefficient of variation around the true mean (11) . This sampling strategy generally requires large numbers of samples to achieve moderate to high levels of precision. However, when making acceptance-rejection decisions similar to those involved in assessing blueberry loads for the incidence of fruit infected by M. vacciniicorymbosi, fewer samples may be sufficient to decide reliably whether disease incidence is above or below the threshold. Sequential sampling, an alternative to fixed-precision sampling, is based on the premise that for acceptance-rejection decisions, high levels of precision are important only if disease incidence is close to the threshold. By contrast, in cases where disease incidence is sufficiently greater or lower than the threshold, a correct classification can be reached with less precision (and thus smaller numbers of samples). Sequential sampling has been used extensively for decision making in entomology (3, 16, 18, 22, 25) , but to a much lesser extent in plant pathology (5, 14, 19, 23) .
The standard approach for developing sequential sampling plans, referred to as sequential probability ratio test or Wald's procedure, involves the fitting of frequency count data to a suitable frequency distribution (such as the binomial, negative binomial, or Poisson) and use of the resulting parameter estimates in calculating stop lines (4, 24, 25) . A limitation of this approach is the need for a single frequency distribution with fixed parameter values describing all populations to which the sequential sampling plan is to be applied. As an alternative, Iwao (9,10) developed an empirical procedure that adapts to variability in frequency distributions among populations, based on the regression of Lloyd's index of mean crowding, * x , on the mean, x , followed by the calculation of stop lines using the estimated regression parameters. Iwao's procedure has not previously been used for sequential sampling plan development in plant pathology.
The objective of this study was to determine dispersion patterns of fruit infected by M. vaccinii-corymbosi in loads of mechanically harvested blueberries in commercial packinghouses by intensive sampling of fruit loads with a wide range of disease incidence levels. This information was then used to derive a sequential sampling plan based on Iwao's procedure. The resulting sampling plan was further evaluated by resampling from packinghouse data sets to arrive at average performance values and associated variances.
MATERIALS AND METHODS
Sampling procedure. Six packinghouses in four counties in southeastern Georgia were surveyed in June and July 1997 and 1998 to determine the incidence of fruit infected by M. vacciniicorymbosi in blueberry loads that had been mechanically harvested into plastic trays, stacked onto pallets, and transported to the packinghouses. A total of 23 fruit loads from various farms, cultivars, and harvest dates were assessed (Table 1) . Each load consisted of five stacks of trays, each having a volume of ≈40 liters, with typically 6 to 10 trays per stack. From each load, 20 (1997) or 80 to 100 (1998) 550-cm 3 fruit samples were drawn, with no more than two samples taken from the same tray. The number of infected fruit in each sample was determined visually as described previously (20) . All fruit exhibiting symptoms of mummy berry disease or other abnormalities were cross-sectioned to verify the presence of mycelium or entostroma typical of M. vacciniicorymbosi. Total numbers of fruit were counted for three 550-cm 3 samples per load.
Descriptive statistics. Means ( x ) and variances (s x 2 ) of mummy berry incidence across the samples were calculated for each load. Three dispersion statistics, the parameter k of the negative binomial distribution, Lloyd's index of mean crowding ( * x ), and Lloyd's index of patchiness (LIP) were also computed for each load. k was estimated with software provided in Pedigo and Zeiss (18) . Large values for k indicate a random distribution, whereas k values approaching zero indicate increasing aggregation (6). Lloyd's index of mean crowding and Lloyd's index of patchiness were calculated as * x = x + s x 2 / x -1 and LIP = *
x / x , respectively. The latter index indicates how "crowded" an infected fruit is in a given sample relative to one with a random distribution of infected fruit (6) . Following Iwao (9), * x was regressed against x across all loads as
where a and b are parameters. The dispersion pattern of infected fruit is regular, random, and aggregated for b values less than, equal to, and greater than one, respectively (6, 9, 22) .
Sequential sampling plan. In the present study, most fruit loads were described adequately by the negative binomial distribution, but k varied by more than 1 order of magnitude across the loads (Table 1) . Thus, Iwao's procedure (9,10), which does not assume an underlying theoretical distribution that fits all loads, was used for sampling plan development. Upper (T u ) and lower (T l ) stop limits for sequential sampling were calculate d as
where n s is the cumulative number of samples, x 0 is the tolerance threshold (1.25 infected fruit per 550-cm 3 sample), and a and b are, respectively, the intercept and slope of Iwao's regression (equation 1) (10, 22) . z α/2 , the value of the standard normal variate at significance level α/2, is a parameter defining the distance between the two stop lines (4).
With sequential sampling, an assessor continues sampling until the cumulative number of infected fruit exceeds T u (at which time disease incidence in the load is classified as exceeding the threshold) or drops below T l (at which time the load is classified as below the threshold). The maximum number of samples, n max , that needs to be collected if the cumulative number of infected fruit stays between T u and T l was calculated as (10, 26) , where D is the desired precision (expressed as a proportion between 0 and 1). If the cumulative number of infected fruit is still between T u and T l at n max , it can be concluded, with precision D, that disease incidence is not significantly different from the threshold.
Initially, T u , T l , and n max were calculated assuming a "typical" blueberry load with 250 fruit per 550-cm 3 sample, resulting in x 0 = 1.25. To account for loads with different numbers of fruit per sample due to variations in fruit size, the calculations were repeated for fruit number classes ranging from 200 to 400 fruit per sample. Variations in fruit numbers per sample were implemented by changing x 0 . For example, based on the commercial tolerance of 0.5% disease incidence, x 0 was set at 1.0 and 2.0 for samples containing 200 and 400 fruit, respectively. The computations used common a and b parameters for all fruit number classes after initial calculations showed limited sensitivity of T u and T l to variations in a and b similar to those observed when Iwao's regression (equation 1) was computed separately for fruit loads with low versus high numbers of fruit per sample (data not shown).
Resampling analysis. Analyses were carried out to determine the number of samples an assessor would have to draw from each of the fruit loads in Table 1 , using the sequential sampling plan defined by equations 2 through 4, before being able to decide whether disease incidence was above or below the threshold. SAS code (SAS Institute Inc., Cary, NC) was written that resampled the array of counts of infected fruit from each load randomly and without replacement until the cumulative number of infected fruit either exceeded T u , dropped below T l , or until n max (calculated with D = 0.25) was reached. Five-hundred resampling runs were carried out for each load to calculate the mean and standard deviation of the sample number at which the stop limit was reached. All calculations used x 0 values corrected for differences in fruit numbers per load as described previously. (Table 1) . Fruit loads assessed in 1998 contained more fruit per sample than those assessed in 1997 (Fig. 1) , most likely because drought conditions in 1998 resulted in smaller fruit sizes. For both years combined, the most frequent fruit number class had a midpoint of 250 fruit per sample (Fig. 1) . Thus, a typical blueberry load was considered to contain 250 fruit per sample in subsequent calculations.
RESULTS AND DISCUSSION
Mean mummy berry incidence in the loads ranged from 0.05 to 12.4 infected fruit per sample, with 10 loads exceeding the threshold of 0.5% (Table 1) . When frequency distributions were fitted to the 1997 data sets (20 samples per load), k of the negative binomial distribution could not be computed for loads with low disease incidence because too few samples contained infected fruit (Table 1) ; these loads were best described by a Poisson distribution, indicative of a random dispersion pattern (data not shown). With 80 to 100 samples per load (1998 data sets), all loads, including those with very low disease incidence, were well described by the negative binomial distribution (Table  1) . For these loads, parameter estimates for k, which ranged from 0.607 to 7.16 (Table 1) , generally indicated aggregation of infected fruit. Because k varied by more than 1 order of magnitude, Iwao's procedure (9,10) was selected for subsequent sampling plan development. The observation that k varies with the mean is well supported by the literature on dispersion patterns of plant diseases (6, 13, 19) ; nevertheless, investigators often tacitly assume such parameters to be constant when developing sampling plans.
Lloyd's index of mean crowding, *
x , and Lloyd's index of patchiness, LIP, also indicated that infected fruit tended to be aggregated (Table 1 ). This was supported by Iwao's regression (equation 1), which resulted in the equation * x = 0.343 + 1.27 x (P < 0.0001; r 2 = 0.927) (Fig. 2 ) with a slope (b parameter) significantly greater than one. When regression lines were fitted for the 2 years separately and tested for heterogeneity of slopes (SAS Institute), they were not significantly different (b = 1.26 and 1.40 for 1997 and 1998, respectively; P = 0.5969). The observation that infected fruit in packinghouse samples tended to be aggregated is not surprising. Such a pattern could arise when harvesting from fields in which disease is aggregated, using a harvesting and handling process that allows only limited mixing of fruit. Several aspects of the mummy berry pathosystem favor disease aggregation in the field. These include aggregation of initial inoculum, e.g., due to differences in soil moisture favorability for carpogenic germination (12) along with limited disease spread because shoot infection (by ascospores produced in apothecia) and fruit infection (by conidia produced on blighted shoots) are both monocyclic processes (2, 8) . In addition, because fruit infection occurs only via the stigma and style of open flowers (2, 8) , the tendency of bloom times to be more similar among flowers within individual flower clusters than among flower clusters within individual blueberry bushes may lead to withinbush aggregation of infected fruit. Mechanical blueberry harvesters pick fruit from single rows and deposit them directly into small (≈40-liter) trays without subsequent combining of individual tray contents into larger units, thereby providing little opportunity for mixing of fruit collected from a larger area. The harvesting process thus favors the continued association of fruit from individual bushes after harvest, thereby preserving the dispersion pattern present in the field. This system differs from those in which a product is harvested mechanically and combined into larger volumes, thereby effectively mixing infected and healthy units and decreasing the aggregation of diseased units. Examples include scab-infected wheat sampled from large truckloads (7) and gray mold-infected grape berries sampled from four gondola-trucks (15) . Sequential sampling plan. The sequential sampling plan to determine whether the incidence of infected fruit is above or below the threshold of 0.5% (1.25 infected fruit per sample, assuming a total of 250 fruit per sample) is shown in Figure 3 . Only one sample would be needed to conclude that the load exceeds the threshold if the number of infected fruit in that sample is greater than four. In contrast, a minimum of six samples would be required before one could conclude that a load is below the threshold if the cumulative total of infected fruit in these samples is zero. Additional samples would be needed if the cumulative number of infected fruit stays between T u and T l as samples are being collected. The maximum number of samples, n max , at which one would stop sampling and conclude that disease incidence is not significantly different from the threshold is 83 for D = 0.25 (Fig. 3) .
Calculation of T u , T l , and n max in Figure 3 was based on a typical blueberry load with a total of 250 fruit per 550-cm 3 sample (Fig. 1) . However, the two stop limits were sensitive to fruit size, expressed as the total number of fruit per sample. Values of T u and T l at each sample increased as the total number of fruit per sample increased ( Table 2 ). Because of the sensitivity of the sequential -10  -3  8  -9  -10  -12  -13  -4  9  -11  -13  -14  0  16  0  5  1 1  -13  -15  0  17  0  19  1  6  1 3  -15  0  17  1  19  1  22  2  7  14  0  17  1  19  2  22  3  25  3  8  16  0  19  1  21  3  24  4  27  5  9  17  1  20  2  24  3  27  5  30  6  10  18  2  22  3  26 sampling plan to total fruit number, an assessor would have to count all fruit, not only infected fruit, during assessment of the first few samples. Based on the results, the assessor would then select the appropriate column in Table 2 and continue sampling as suggested by the table, counting only infected fruit. Resampling analysis. Resampling analyses were carried out to determine the number of samples an assessor using the sequential sampling plan would have to draw from each fruit load before deciding whether mummy berry incidence is above or below the threshold. The results showed that the mean and standard deviation of the average sample number at which the stop limit was reached was greatest when disease incidence was close to the 0.5% threshold and least for incidence levels >1% (Fig. 4) . In general, the average sample number required before a decision could be made was lower than n max . Indeed, most fruit loads could be classified reliably with <10 samples per load (Fig. 4) . For loads with a disease incidence very close to the threshold, <50 samples were needed on average.
Theoretical and practical considerations related to sequential sampling. As stated previously, the main incentive in using Iwao's procedure (9, 10) , an empirical, regression-based approach, for developing the sequential sampling plans presented here was the method's flexibility in adapting to variable dispersion patterns across fruit loads without the need to assume an underlying theoretical frequency distribution that fits all loads. In contrast, distribution-based approaches such as Wald's procedure generally require a single frequency distribution with fixed parameter values describing all populations that the sequential sampling plan is to be applied to; this requirement was not met in the present study (Table 1) . Because Iwao's procedure is not distribution-based, the approach cannot be validated by simulation from such a distribution. Instead, we employed computer-based resampling from packinghouse data sets to arrive at average performance values and associated variances. The relative merits of resampling compared with distribution-based methods for validating sampling plans have been discussed previously (4, 17) . In general, resampling is most reliable with data sets that cover the range of population means encountered in practice when a sufficiently large (>20) number of data sets, each with a sufficiently large (>50) number of samples, is available (4). These criteria were met in this study, particularly with the 1998 data sets. Indeed, the results suggested a high level of precision, with coefficients of variation <0.05 when average sample number for a given load was determined by independent 500-run resampling analyses (data not shown).
Because of the economic importance of mummy berry disease to growers, packinghouse operators, commodity buyers, and processors, a statistically reliable procedure is needed to quantify disease incidence under commercial conditions. It is hoped that the sequential sampling strategy derived in this study, in conjunction with the improved disease detection protocol developed previously (20) , will meet this need. Fig. 4 . Resampling analysis of the effect of the incidence of fruit infected by Monilinia vaccinii-corymbosi in loads of mechanically harvested rabbiteye blueberries from commercial packinghouses in southeastern Georgia on the average number of fruit samples needed to determine whether disease incidence is above or below a threshold of 0.5% (dashed vertical line). Simulations were done by randomly (without replacement) drawing samples from each load until one of the stop lines for sequential sampling (equations 2 and 3) or n max (the maximum number of samples that needs to be collected if the cumulative number of infected fruit stays between the two stop lines) was reached; n max calculated with precision D = 0.25 (equation 4). Values are means and standard deviations of 500 computer runs per load.
