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that was conjectured but only partially proven earlier. Simpler and
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and last ones, are zeros are also obtained.
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1. Introduction
This paper continues our recent work [9] and is concerned with the convergence analysis of the
Generalized Minimal Residual method (GMRES) on linear system Ax = b whose coefﬁcient matrix A
is a (nonsymmetric) tridiagonal Toeplitz coefﬁcient matrix
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A =
⎛⎜⎜⎜⎜⎜⎝
λ μ
ν
. . .
. . .
. . .
. . . μ
ν λ
⎞⎟⎟⎟⎟⎟⎠ , (1.1)
where λ, μ, ν are assumed nonzero and possibly complex. When A is normal or symmetric positive
definite, a collection of results were obtained in [1,14,15,6,7,12,13] for GMRES (or the conjugate
gradient method). In general when A is nonsymmetric, convergence analysis for GMRES is a bit more
complicated. The reader is referred to [9] and references therein.
The basic idea of GMRES is to seek approximate solutions from the so-called Krylov subspaces.
Specifically, the kth approximation xk is sought so that the kth residual rk = b − Axk satisﬁes [17]
(without loss of generality, we take initially x0 = 0 and thus r0 = b)
‖rk‖2 = min
y∈Kk ‖b − Ay‖2,
where the kth Krylov subspace Kk ≡ Kk(A, b) is deﬁned as span{b, Ab, . . . , Ak−1b}, and generic norm‖ · ‖2 is the usual 2 norm of a vector or the spectral norm of a matrix.
This paper answers a couple of questions raised and remained unanswered in [9]. As in there, exact
arithmetic is assumed, A in (1.1) is N-by-N, and k is GMRES iteration index. Since in exact arithmetic
GMRES computes the exact solution in at most N steps, i.e., rN = 0. For this reason, we restrict k < N
at all times.
Two main contributions of [9] are the upper bound
‖rk‖2
‖r0‖2 
√
k + 1
⎡⎣ k∑
j=0
ζ 2j
∣∣Tj(τ )∣∣2
⎤⎦−1/2 , (1.2)
and the worst asymptotic speed
lim
k→∞ infN>k
[
sup
r0
‖rk‖2
‖r0‖2
]1/k
= lim
k→∞ supN>k
[
sup
r0
‖rk‖2
‖r0‖2
]1/k
= min
{
(ζρ)−1, 1
}
, (1.3)
where Tj(t) is the jth Chebyshev polynomial of the ﬁrst kind, and
ξ = −
√
μν
ν
, τ = λ
2
√
μν
, ζ = min
{
|ξ |, 1|ξ |
}
, (1.4)
ρ = max
{∣∣∣∣τ + √τ 2 − 1∣∣∣∣ , ∣∣∣∣τ − √τ 2 − 1∣∣∣∣} . (1.5)
Note ρ  1 always because
(
τ + √τ 2 − 1
) (
τ − √τ 2 − 1
)
= 1.
Also specifically for b = e1 or eN , in [9] we proved that when |ξ | 1
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = min{(|ξ |ρ)−1, 1} for b = e1 (1.6)
and that when |ξ | 1
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = min{(|ξ |−1ρ)−1, 1} for b = eN . (1.7)
Whether or not both (1.6) and (1.7) would be true regardless of the magnitude of |ξ | is the ﬁrst
unanswered question in [9] that will be conﬁrmed positively later in this paper.
Numerical evidences given in [9] suggested that the upper bound by (1.2) is very accurate in reveal-
ing the convergence speed for the case when all of b’s entries except its ﬁrst and last ones are zeros. A
lower bound and a upper bound on the residual rk were established to explain the numerical behavior.
But it was only a partial success because the lower bound was only proven for 1 kN/2 − 1, even
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though numerically the lower bound appears to be good for all k. Thus it remains to be explained
for the other k, i.e., N/2 < k < N. This is the second unanswered question in [9] to be addressed
here.
Amajor difference in technicality between [9] and this paper is the use of Chebyshev polynomials of
the ﬁrst kind in the former and Chebyshev polynomials of the second kind in the latter. The outcome is
simpler formulas and tighter bounds for residuals for the circumstances of the two unanswered ques-
tions to allow us to solve them, while the corresponding upper bound to (1.2) for a general right-hand
side b is a bit more complicated however [20].
Toeplitz linear systems arise frequently in a variety of applications, such as image processing,
numerical differential equations and integral equations, time series analysis, and control theory. There
have been extensive studies on how to efﬁciently solve these systems by Krylov subspace methods.
Interested readers are referred to [2,16]. In general, however, for Toeplitz matrices that are not tridi-
agonal, precise residuals and sharp bounds in terms of deﬁning parameters are very difﬁcult, if at all
possible, to establish.
The rest of this paper is organized as follows. Main results are presented in Section 2 and their
proofs are deferred to Section 3. Section 4 gives a couple of concluding remarks.
Notation. Throughout this paper, Kn×m is the set of all n × mmatrices with entries in K, where K is
C (the set of complex numbers) orR (the set of real numbers),Kn = Kn×1, andK = K1. In (or simply
I if its dimension is clear from the context) is the n × n identity matrix, and ej is its jth column. The
superscript “·∗” takes conjugate transpose while “·T” takes transpose only.
We shall also adopt MATLAB-like convention to access the entries of vectors and matrices. The set
of integers from i to j inclusive is i : j. For a vector u and a matrix X , u(j) is u’s jth entry, X(i,j) is X ’s
(i, j)th entry, diag(u) is the diagonal matrix with (diag(u))(j,j) = u(j); X ’s submatrices X(k:,i:j), X(k:,:),
and X(:,i:j) consists of intersections of row k to row  and column i to column j, row k to row  and all
columns, and all rows and column i to column j, respectively.
2. Main results
2.1. Setting the stage
This subsection is basically taken from [9, Section 2.1] withminor modiﬁcations. It is given here for
completeness.
Let N × N tridiagonal Toeplitz A be given as in (1.1). Throughout the rest of this paper, ν , λ, and
μ are reserved as the deﬁning parameters of A. Set ξ , τ , ζ , and ρ as in (1.4) and (1.5). Matrix A is
diagonalizable when μ /= 0 and ν /= 0. In fact [18, pp. 113–115] (see also [3,11]),
A = XΛX−1, X = S Z , Λ = diag(λ1, . . . , λN), (2.1)
ω = −2√μν , tj = cos θj , θj = jπ
N + 1 , (2.2)
λj = λ − 2√μν tj = ω(tj − τ), (2.3)
Z(:,j) =
√
2
N + 1 (sin jθ1, . . . , sin jθN)
T, (2.4)
S = diag(1, ξ−1, . . . , ξ−N+1). (2.5)
Anybranchof
√
μν , oncepickedandﬁxed, is a valid choice in this paper. It canbeveriﬁed that ZTZ = IN
and ZT = Z .
A key starting point for our analysis is [19, Lemma 2.1]
‖rk‖2 = min
u(1)=1
‖(b, Ab, . . . , Akb)u‖2 = min
u(1)=1
∥∥∥Y VTk+1,Nu∥∥∥2 , (2.6)
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where Vk+1,N is the (k + 1) × N rectangular Vandermonde matrix
Vk+1,N def=
⎛⎜⎜⎜⎜⎝
1 1 · · · 1
λ1 λ2 · · · λN
...
...
. . .
...
λk1 λ
k
2 · · · λkN
⎞⎟⎟⎟⎟⎠ and Y = Xdiag(X−1b). (2.7)
Recall Chebyshev polynomials of the second kind:
Um(t) = sin((m + 1) arccos t)
sin arccos t
for real t and |t| 1, (2.8)
=
(
t + √t2 − 1
)m+1 − (t − √t2 − 1)m+1
2
√
t2 − 1 (2.9)
and deﬁne themth Translated Chebyshev Polynomial of the second kind in z of degreem by
Um(z;ω, τ) def= Um(z/ω + τ) (2.10)
= ammzm + am−1mzm−1 + · · · + a1mz + a0m, (2.11)
where ajm ≡ ajm(ω, τ) are functions of ω and τ . Deﬁne also upper triangular Rm ∈ Cm×m, a matrix-
valued function in ω and τ , too, by
Rm ≡ Rm(ω, τ) def=
⎛⎜⎜⎜⎜⎜⎜⎝
a00 a01 a02 · · · a0m−1
a11 a12 · · · a1m−1
a22 · · · a2m−1
. . .
...
am−1m−1
⎞⎟⎟⎟⎟⎟⎟⎠ , (2.12)
i.e., the jth column consists of the coefﬁcients of Uj−1(z;ω, τ). Set
UN
def=
⎛⎜⎜⎜⎝
U0(t1) U0(t2) · · · U0(tN)
U1(t1) U1(t2) · · · U1(tN)
...
...
...
UN−1(t1) UN−1(t2) · · · UN−1(tN)
⎞⎟⎟⎟⎠ (2.13)
and VN = VN,N for short, where tj is deﬁned in (2.2). Then
VTNRN = UTN . (2.14)
Eq. (2.14) yields VTN = UTNR−1N . Extracting the ﬁrst k + 1 columns from both sides of VTN = U
T
NR
−1
N
yields
VTk+1,N = UTk+1,N R−1k+1, (2.15)
whereUk+1,N = (UN)(1:k+1,:). Since X−1 = ZTS−1 = ZS−1, we have
Y VTk+1,N = SZ diag(ZS−1b)
(
U
T
N
)
(:,1:k+1)
R
−1
k+1 = SM˜(:,1:k+1)R−1k+1, (2.16)
where
M˜ = Z diag(ZS−1b)UTN . (2.17)
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The following equivalence principle [9] will be used later to simplify our analysis.
Any result on the rate of convergence of GMRES for Ax = b
leads to one for ATy = ΠTb after performing the following
substitutions
μ ← ν , ν ← μ, ξ ← ξ−1, b ← ΠTb.
(2.18)
2.2. Main results
We ﬁrst consider two special right-hand sides: b = e1 and eN . Because of the equivalence principle
(2.18), in principle only b = e1 needs to be considered. For completeness, we shall explicitly present
results for both b = e1 and eN but proofs will be given only for the case b = e1 in Section 3.
Theorem 2.1. For Ax = b,where A is tridiagonal Toeplitz as in (1.1) with nonzero (real or complex) param-
eters ν , λ, and μ, the kth GMRES residual rk satisﬁes for 1 k < N
‖rk‖2 = [Ψk+1(τ , ξ)]−1/2 for b = e1, (2.19)
‖rk‖2 =
[
Ψk+1(τ , ξ−1)
]−1/2
for b = eN , (2.20)
where
Ψk+1(t, s) def=
k∑
j=0
|s|2j ∣∣Uj(t)∣∣2 . (2.21)
Remark 2.1. Exact expressions for ‖rk‖2 for b = e1 and eN were also established in [9], too, but in
terms of Chebyshev polynomials of the ﬁrst kind. They are much more complicated than what we
have here in terms of Chebyshev polynomials of the second kind. It is the simplicity of (2.19) and (2.20)
that makes it possible for us to establish the asymptotic speeds conjectured in [9] and given below in
Theorem 2.2.
Theorem 2.2. Assume the conditions of Theorem 2.1 hold. Then
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = min{(|ξ |ρ)−1, 1} for b = e1, (2.22)
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = min{(|ξ |−1ρ)−1, 1} for b = eN . (2.23)
Remark 2.2. As we mention in Section 1, (2.22) for |ξ | 1 and (2.23) for |ξ | 1 have already been
proved by the authors in [9].
Next theorem deals with the case b = b(1)e1 + b(N)eN which was argued and numerically demon-
strated in [9] to be the most difﬁcult case for GMRES with a given A.
Theorem 2.3. For Ax = b,where A is tridiagonal Toeplitz as in (1.1) with nonzero (real or complex) param-
eters ν , λ, and μ, and b = b(1)e1 + b(N)eN , the kth GMRES residual rk satisﬁes for 1 k < N
‖rk‖2
‖r0‖2 
√
2 [Ψk+1(τ , ζ )]−1/2 (2.24)
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and for 1 kN/2 − 1
‖rk‖2
‖r0‖2 
[
|b(1)|2 (Ψk+1(τ , ξ))−1 + |b(N)|2
(
Ψk+1(τ , ξ−1)
)−1]1/2
‖r0‖2 (2.25)
and for N/2 − 1 < k < N
‖rk‖2
‖r0‖2 
(
|b(1)| − |b(N)| |ξ |2[N−(k+1)]
)
‖r0‖2 [Ψk+1(τ , ξ)]
−1/2 for |ξ | 1, (2.26)
‖rk‖2
‖r0‖2 
(
|b(N)| − |b(1)| |ξ |−2[N−(k+1)]
)
‖r0‖2
[
Ψk+1(τ , ξ−1)
]−1/2
for |ξ | 1. (2.27)
Remark 2.3. For the caseb=b(1)e1+b(N)eN , a lowerboundon‖rk‖2 wasgivenonly for1kN/2 − 1
in [9]. Here we have lower bounds for all 1 k < N. Consider the situation |b(1)| = |b(N)|. Inequalities
(2.24) and (2.25) lead to
1√
2
[Ψk+1(τ , ζ )]−1/2 <
‖rk‖2
‖r0‖2 
√
2 [Ψk+1(τ , ζ )]−1/2 (2.28)
and for |ξ | /= 1, (2.24), (2.26), and (2.27) yield
1 − ζ 2[N−(k+1)]√
2
[Ψk+1(τ , ζ )]−1/2 
‖rk‖2
‖r0‖2 
√
2 [Ψk+1(τ , ζ )]−1/2 . (2.29)
Using the technique in the proof of Theorem 2.2 in the next section we conclude
lim
k→∞ [Ψk+1(τ , ζ )]
−1/(2k) = min{(ζρ)−1, 1}
and thus it follows from (2.28) and (2.29) that
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = min{(ζρ)−1, 1} (2.30)
for (1) 1 kN/2 − 1, and (2) N/2 − 1 < k < N − 1 and |ξ | /= 1.
Remark 2.4. For k = N − 1,the leftmost quantity of (2.29) is zero; so are the right-hand sides of (2.26)
and (2.27)when |b(1)| = |b(N)|. Thismakes k = N − 1 special and a ﬁner analysis is called for in order
to have some meaningful lower bound on ‖rN−1‖2 to be established. One technique for this purpose
is explained in Remark 3.2 following the proof of Theorem 2.3.
3. Proofs
Recall (2.17). We have
M˜ =
N∑
=1
Z diag(ZS−1b()e)U
T
N =
N∑
=1
b()ξ
−1Z diag(Ze)U
T
N
=
N∑
=1
b()ξ
−1Z diag(Z(:,))U
T
N =
N∑
=1
b()ξ
−1M˜, (3.1)
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where M˜ = Z diag(Z(:,))UTN . Use Z(:,) =
√
2
N+1 (sin θ1, . . . , sin θN)
T to get
M˜ = 2
N + 1
⎛⎜⎜⎜⎝
sin(θ1) sin(2θ1) · · · sin(Nθ1)
sin(θ2) sin(2θ2) · · · sin(Nθ2)
...
...
...
sin(θN) sin(2θN) · · · sin(NθN)
⎞⎟⎟⎟⎠
×
⎛⎜⎜⎜⎝
sin(θ1)
sin(θ2)
. . .
sin(θN)
⎞⎟⎟⎟⎠×
⎛⎜⎜⎜⎜⎜⎜⎝
sin(θ1)
sin(θ1)
sin(2θ1)
sin(θ1)
· · · sin(Nθ1)
sin(θ1)
sin(θ2)
sin(θ2)
sin(2θ2)
sin(θ2)
· · · sin(Nθ2)
sin(θ2)
...
...
...
sin(θN)
sin(θN)
sin(2θN)
sin(θN)
· · · sin(NθN)
sin(θN)
⎞⎟⎟⎟⎟⎟⎟⎠
= Z
⎛⎜⎜⎜⎜⎜⎜⎝
sin(θ1)
sin(θ1)
sin(θ2)
sin(θ2)
. . .
sin(θN)
sin(θN)
⎞⎟⎟⎟⎟⎟⎟⎠ Z.
Since Z = ZT, we can also write
M˜ = ZT D Z , (3.2)
where D = diag
(
sin(θ1)
sin(θ1)
,
sin(θ2)
sin(θ2)
, . . . , sin(θN)
sin(θN)
)
. This in particular leads to
M˜1 = IN , M˜N = (eN , eN−1, . . . , e2, e1). (3.3)
M˜1 = IN is easy tosee. For M˜N ,wenotice thatNθj = jπ − θj andthereforeDN = diag(1,−1, 1,−1, . . . ,
(−1)N−1), and that DNZ(:,j) = Z(:,N−j+1).
Remark 3.1. It turns out that all M˜ can be completely described. In fact, their entries are either 1s or 0s
and follow very regular patterns. In his PhD thesis [20], Zhang used these patterns to arrive at an upper
bound similar to (1.2) for any general right-hand side b. But the bound is not simpler than (1.2); so we
decide not to reproduce it in this paper. The interested reader is referred to Zhang’s PhD thesis [20].
In its present general form, the next lemma was proven in [5,8]. It was also implied by the proof of
[4, Theorem 2.1]. See also [10].
Lemma 3.1. If W has full column rank, then
min
u(1)=1
‖Wu‖2 =
[
eT1(W
∗W)−1e1
]−1/2
. (3.4)
In particular if W is nonsingular, minu(1)=1 ‖Wu‖2 = ‖W−∗e1‖−12 .
Proof of Theorem 2.1. For b = e1, M˜ = ∑N=1 b()ξ −1M˜ = M˜1 = IN . Let Sk+1 = diag(1, ξ−1, . . . ,
ξ−k), the (k + 1)th leading principle submatrix of S. The kth GMRES residual is, by (2.6) and (2.16),
‖rk‖2 = min
u(1)=1
‖SM˜(:,1:k+1)R−1k+1u‖2
= min
u(1)=1
‖Sk+1R−1k+1u‖2.
Apply Lemma 3.1 to get ‖rk‖2 =
∥∥∥S−∗k+1R∗k+1e1∥∥∥−12 = [Ψk+1(τ , ξ)]−1/2, as expected. 
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Proof of Theorem 2.2.We shall divide the proof of (2.22) into two cases: ρ = 1, and ρ > 1.
Recall (2.8) and (2.9). Consider ﬁrst the case ρ = 1. Then τ + √τ 2 − 1 = eιθ for some 0 θ π ,
where ι = √−1 is the imaginary unit. Thus
τ = (τ +
√
τ 2 − 1) + (τ − √τ 2 − 1)
2
= cos θ ∈ [−1, 1], Uj(τ ) = sin(j + 1)θ
sin θ
.
Since
sin(j + 1)θ
sin θ
= sin jθ cos θ + cos jθ sin θ
sin θ
= sin jθ
sin θ
cos θ + cos jθ ,
we have
|Uj(τ )| |Uj−1(τ )| + 1 j + 1.
Now if |ξ | 1, then by (2.19)
[
1
6
(2k + 3)(k + 2)(k + 1)
]−1/2
=
⎡⎣ k∑
j=0
(j + 1)2
⎤⎦−1/2  ‖rk‖2  1,
which implies
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = 1 = min{(|ξ |ρ)−1, 1}. (3.5)
If, however, |ξ | 1, we claim that
α|ξ |2(k−1) 
k∑
j=0
|ξ |2j ∣∣Uj(τ )∣∣2  k∑
j=0
|ξ |2j(j + 1)2 (k + 1)3|ξ |2k (3.6)
for some constant α > 0, independent of θ and k. The second and third inequalities in (3.6) are due to
the fact that |Uj(τ )| j + 1 and |ξ | 1. To see the ﬁrst inequality, we notice
k∑
j=k−1
|ξ |2j|Uj(τ )|2j  |ξ |2(k−1) sin
2(k + 1)θ + sin2 kθ
sin2 θ
.
It sufﬁces to show that there is a positive constant α, independent of k and θ , such that
sin2(k + 1)θ + sin2 kθ
sin2 θ
α.
Assume to the contrary that
inf
k,θ
sin2(k + 1)θ + sin2 kθ
sin2 θ
= 0, (3.7)
which means there are sequences {ki} and {θi} such that
sin2(ki + 1)θi + sin2 kiθi
sin2 θi
→ 0 as i → ∞. (3.8)
Notice
sin2(ki + 1)θi + sin2 kiθi  sin
2(ki + 1)θi + sin2 kiθi
sin2 θi
,
to conclude that sin2(ki + 1)θi + sin2 kiθi → 0. For that to happen, because
sin2(ki + 1)θi + sin2 kiθi = 1 − cos 2(ki + 1)θi + 1 − cos 2kiθi
= 2[1 − cos(2ki + 1)θi cos θi]
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must cos θi comes arbitrarily close to 1 or −1, or equivalently θi comes arbitrarily close to an integer
multiple of π , and at the same time both cos 2(ki + 1)θi and cos 2kiθi come arbitrarily close to 1, or
equivalently (ki + 1)θi and kiθi come3 arbitrarily close to an integer multiple of π . Consequently for i
large enough
[
sin2(ki + 1)θi + sin2 kiθi
]
/ sin2 θi is approximately (ki + 1)2 + k2i  1, a contradiction
to (3.8). Therefore (3.7) cannot hold. This proves (3.6) which yields
|ξ |−1  lim
k→∞ infN>k ‖rk‖
1/k
2  lim
k→∞ supN>k
‖rk‖1/k2  |ξ |−1 = min{(|ξ |ρ)−1, 1}. (3.9)
It remains to prove the theorem for the case ρ > 1. Suppose ρ > 1. Then by (2.9)
|Uj(τ )| ∼ ρ
j+1
2|√τ 2 − 1| , ‖rk‖2 ∼
⎡⎣1 + k∑
j=1
(|ξ |ρ)2j ρ
2
4|τ 2 − 1|
⎤⎦−1/2 . (3.10)
Now if |ξ |ρ  1, then
1 1 +
k∑
j=1
(|ξ |ρ)2j ρ
2
4|τ 2 − 1|  1 +
kρ2
4|τ 2 − 1| ,
which, together with (3.10), lead to
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = 1 = min{(|ξ |ρ)−1, 1}.
If |ξ |ρ > 1, then from (3.10) we have
‖rk‖2 ∼
[
(|ξ |ρ)2(k+1) − 1
(|ξ |ρ)2 − 1 ·
ρ2
4|τ 2 − 1|
]−1/2
,
which yields
lim
k→∞ infN>k ‖rk‖
1/k
2 = lim
k→∞ supN>k
‖rk‖1/k2 = (|ξ |ρ)−1 = min{(|ξ |ρ)−1, 1}.
The proof is completed. 
Proof of Theorem 2.3. For b = b(1)e1 + b(N)eN , we have M˜ = b(1)M˜1 + ξN−1b(N)M˜N , and
SM˜ = b(1)
⎛⎜⎜⎜⎜⎝
1
ξ−1
. . .
ξ−N+1
⎞⎟⎟⎟⎟⎠+ b(N)
⎛⎜⎜⎜⎜⎝
ξN−1
·
·
ξ
1
⎞⎟⎟⎟⎟⎠ . (3.11)
Let Sk+1 = S(1:k+1,1:k+1) as in the proof of Theorem 2.1. For |ξ | 1, we have by (2.6) and (2.16)
‖rk‖2 = min
u(1)=1
‖SM˜(:,1:k+1)S−1k+1 Sk+1R−1k+1u‖2 (3.12)
 ‖SM˜(:,1:k+1)S−1k+1‖2 × min
u(1)=1
‖Sk+1R−1k+1u‖2 (3.13)
and
‖SM˜(:,1:k+1)S−1k+1‖2  |b(1)| + |b(N)|
√
2‖b‖2, (3.14)
min
u(1)=1
‖Sk+1R−1k+1u‖2 = ‖S−∗k+1R∗k+1e1‖2 = [Ψk+1(τ , ξ)]−1/2 . (3.15)
3 This is important because, for example, that θi comes arbitrarily close to 0 does not automatically imply (ki + 1)θi
and kiθi come arbitrarily close to 0 at the same time and thus L’hospital’s rule may not be applicable to see what[
sin2(ki + 1)θi + sin2 kiθi
]
/ sin2 θi is approaching to.
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Inequality (2.24) for |ξ | 1 is a consequence of (3.13), (3.14), (3.15). Inequality (2.24) for |ξ | > 1 is
implied by itself for |ξ | 1 and the equivalence principle (2.18).
We now prove the lower bounds for ‖rk‖2. Notice (3.11); write SM˜ = b(1)S + b(N)T; and let
Tk+1 = T(N−k:N,1:k+1). First if kN/2 − 1,
YVTk+1,N = SM˜(:,1:k+1)R−1k+1 =
⎛⎜⎝
k + 1
k + 1 b(1)Sk+1R−1k+1
N − 2(k + 1) 0
k + 1 b(N)Tk+1R−1k+1
⎞⎟⎠
By Lemma 3.1, we have
min
u(1)=1
‖b(1)Sk+1R−1k+1u‖2 = |b(1)| ‖S−∗k+1R∗k+1e1‖2 = |b(1)| [Ψk+1(τ , ξ)]−1/2 ,
min
u(1)=1
‖b(N)Tk+1R−1k+1u‖2 = |b(N)| ‖T−∗k+1R∗k+1e1‖2 = |b(N)|
[
Ψk+1(τ , ξ−1)
]−1/2
.
Finally use
min
u(1)=1
‖YVTk+1,Nu‖2 
[
min
u(1)=1
‖b(1)Sk+1R−1k+1u‖22 + min
u(1)=1
‖b(N)Tk+1R−1k+1u‖22
]1/2
to complete the proof of (2.25).
It remains to investigate thecaseN > k > N/2 − 1. Suppose |ξ | 1and |b(1)| > |b(N)| |ξ |2[N−(k+1)].
It follows from (3.12) that
‖rk‖2  σmin(SM˜(:,1:k+1)S−1k+1) × min
u(1)=1
∥∥∥Sk+1R−1k+1u∥∥∥2 ,
where σmin(·) is the smallest singular values of a matrix. It can be seen that the ﬁrst k + 1 rows of
SM˜(:,1:k+1)S−1k+1 are b(1)Ik+1 + b(N)W for someW satisfying ‖W‖2  |ξ |2[N−(k+1)]. Therefore
σmin(SM˜(:,1:k+1)S−1k+1) |b(1)| − |b(N)| |ξ |2[N−(k+1)],
and thus
‖rk‖2 
(
|b(1)| − |b(N)| |ξ |2[N−(k+1)]
)
[Ψk+1(τ , ξ)]−1/2 . (3.16)
By the equivalence principle (2.18), we have for |ξ | 1, if
|b(N)| > |b(1)| |ξ |−2[N−(k+1)],
then
‖rk‖2 
(
|b(N)| − |b(1)| |ξ |−2[N−(k+1)]
) [
Ψk+1(τ , ξ−1)
]−1/2
. (3.17)
This completes the proof. 
Remark 3.2. For |b(1)| = |b(N)|, both (3.16) and (3.17) become trivial inequalities when k = N − 1.
We shall explain a different argument for k = N − 1 that will lead to nontrivial lower bounds even if
|b(1)| = |b(N)|. Suppose k = N − 1 and |ξ | 1. We have
SM˜S−1 = b(1)IN + bNeNeT1 + b(N)W
for someW satisfying ‖W‖2  |ξ |2. Let δ = |b(N)|/|b(1)|. Then the smallest singular value of b(1)IN +
bNeNe
T
1 is the same as that of b(1)
(
1 0
δ 1
)
which is
|b(1)|
[
2
2 + δ2 + δ√2 + δ2
]1/2
.
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Thus
σmin(SM˜S
−1)  σmin(b(1)IN + bNeNeT1) − ‖b(N)W‖2
 |b(1)|
[
2
2 + δ2 + δ√2 + δ2
]1/2
− |b(N)| |ξ |2.
So if |ξ | 1 and
|b(1)|
[
2
2 + δ2 + δ√2 + δ2
]1/2
> |b(N)| |ξ |2,
or equivalently
1
δ
[
2
2 + δ2 + δ√2 + δ2
]1/2
> |ξ |2, (3.18)
then
‖rN−1‖2  |b(1)|
⎛⎝1
δ
[
2
2 + δ2 + δ√2 + δ2
]1/2
− |ξ |2
⎞⎠ [Ψk+1(τ , ξ)]−1/2 . (3.19)
Similarly by the equivalence principle (2.18), we have if |ξ | 1 and
|b(N)|
[
2
2 + δ−2 + δ−1√2 + δ−2
]1/2
> |b(1)| |ξ |−2,
or equivalently
1
δ−1
[
2
2 + δ−2 + δ−1√2 + δ−2
]1/2
> |ξ |−2, (3.20)
then
‖rN−1‖2  |b(N)|
⎛⎝ 1
δ−1
[
2
2 + δ−2 + δ−1√2 + δ−2
]1/2
− |ξ |−2
⎞⎠ [Ψk+1(τ , ξ−1)]−1/2 .
(3.21)
To summarize, we have proved4
(3.19) holds if |ξ | 1; (3.21) holds if |ξ | 1.
Inequalities (3.19) and (3.21) can provide useful estimates when |b(1)| = |b(N)|, while (3.16) and (3.17)
cannot at k = N − 1.
4. Concluding remarks
Different from [9] which used Chebyshev polynomials of the ﬁrst kind, this paper uses Cheby-
shev polynomials of the second kind to express or bound GMRES residuals for a tridiagonal Toeplitz
linear system Ax = b. It results in much simpler formulas and sharper bounds when b is e1, eN , or
b(1)e1 + b(N)eN . The simplicity of the formulas enables us to conﬁrm (1.6) and (1.7), conjectured but
only partially proven in [9]. Our results for the case b(1)e1 + b(N)eN improve the corresponding ones
4 Even if (3.18) is violated, (3.19) is still valid, but just a trivial one because then its right-hand side is negative. A similar
statement applies to (3.21).
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in [9], too, not only the results are simpler and sharper but also the lower bounds cover all 1 k < N
while previously only 1 kN/2 − 1.
Despite all these improvements with the use of Chebyshev polynomials of the second kind, the
result for general right-hand side b so obtained is not better than with the ﬁrst kind and in fact a little
bit more complicated. We decide not to include it here. The interested reader is referred to [20] for
more detail.
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