Abstract. In this article we consider the homotopy theory of stratified spaces from a simplicial point of view. We first consider a model category of filtered simplicial sets over some fixed poset P , and show that it is a simplicial combinatorial model category. We then define a generalization of the homotopy groups for any fibrant filtered simplicial set X : the filtered homotopy groups sπn(X). They are filtered simplicial sets built from the homotopy groups of the different pieces of X. We then show that the weak equivalences are exactly the morphisms that induce isomorphisms on those filtered homotopy groups.
Introduction
Stratified spaces appear in many domains of geometry and topology as natural objects to study singular spaces. Stratification theory has its roots in the seminal works of Thom and Whitney on decompositions of algebraic and analytic varieties into smooth pieces called strata ( [Tho69] , [Whi65] , see also [Gor12] , [Mat12] ). Moreover, in the 1970s, motivated by the theory of characteristic classes of singular spaces, Goresky and MacPherson introduced intersection cohomology in order to restore Poincaré duality in the framework of stratified spaces [GM80] , [GM83] . Since then, intersection cohomology has become an important tool in complex algebraic geometry and in geometric representation theory as the building block of the category of perverse sheaves [BBD82] [Dim04] [KW06] .
Since the introduction of intersection homology, other invariants of stratified spaces have been developed. For examples :
• The Exit Paths Category of a stratified space, and its higher categorical generalizations have been considered by Treumann [Tre09] , Woolf [Woo09] and also Lurie [Lur] .
• Intersection homotopy groups have been introduced by Gajer [Gaj96] .
• Singular chain complexes and cochain complexes together with cap and cup products have been developed for intersection homology and cohomology by King [Kin85] and Friedman and McClure [FM13] [Fri] • A rational homotopy theory, in the spirit of Sullivan's theory has been developed by Chataur, Saralegui and Tanré in [CST12] .
• Banagl has also introduced rational generalized intersection homology theories [Ban10] . But some of the original questions remain unanswered [B + 08, Problems 1 and 11] : Is intersection homology representable in some appropriate homotopy category of stratified spaces? And is there a reasonable notion of generalized intersection homology theory in the sense of Eilenberg-Steenrod, possibly involving perversities? Furthermore, defining a notion of stratified homotopy type of stratified spaces underlying those invariants has been an ongoing problem since the first definition of intersection homology [B + 08, Problem 4]. In this article, we propose a model for the homotopy category of stratified spaces : the combinatorial model category of filtered simplicial sets over a poset P . This should be seen as the preliminary step needed to work on the two preceeding questions. Thanks to this model structure, we were able to prove some topological results on stratified spaces, see Theorem 4.23 and Theorem 5.4.
To produce a model for the homotopy type of stratified spaces, we follow the strategy of KanQuillen [GJ09] , which is to work with simplicial sets. In section 1, we define the presheaf category of filtered simplicial sets. Then, starting with a notion of homotopy equivalence coming from the usual construction of a filtered cylinder object, we apply Cisinski's work [Cis06, Théorème 1.3.22] to produce a cofibrantly generated model category in which cofibrations are monomorphisms. This is Theorem 1.20.
But Theorem 1.20 does not give us a full characterization of the fibrations. To solve this problem, in section 2, we construct a second model structure on the category of filtered simplicial sets following the strategy of Moss in [Mos15] . We then show that the two model structures coincide, which gives us the desired characterization of fibrations. This section is fairly technical and the reader not willing to go into the depth of the proofs can skip it. One only needs to remember the two following results from section 2 to understand the rest of the article :
• For each filtered simplicial set X, there exists a functorial fibrant replacement Ex ∞ P (X). See Definition 2.3.
• The fibrations in the model structure defined in section 1 are the morphisms of filtered simplicial sets with the right lifting property against admissible horn inclusions. See Definition 1.10 and Proposition 2.27.
In section 3, we show that the model category is simplicial and that we actually have a combinatorial model category, see Theorem 3.4. Furthermore, for X a fibrant filtered simplicial set, using the simplicial category structure, we define sπ n (X) the filtered homotopy groups of X. For n ≥ 0, sπ n (X) is a filtered simplicial set built from the n-th homotopy groups of the filtered pieces of X such as the strata and the links. When X is trivially filtered, we recover the usual homotopy groups of X (See Remark 5.10), but in general the structure is much richer. In particular, we get that the sπ n , seen as filtered simplicial sets, completely characterize the homotopy equivalences between fibrant filtered simplicial sets. More precisely, we have the following result : In section 4, we continue to adapt the Kan-Quillen strategy, and introduce a pair of adjoint functors, || − || P : sSet P → Top P the filtered realisation and Sing P : Top P → sSet P the filtered simplicial set of singular simplices, where sSet P is the category of simplicial sets filtered over some poset P , and Top P is the category of topological spaces filtered over P . The object of the latter category are in fact stratified spaces, and the adjective filtered reflects the fact that the morphisms of this category preserve the filtrations.
Contrary to the classical case, for a stratified space A, the filtered simplicial set Sing P (A) is not fibrant in general. For this reason, we restrict our attention to spaces such that Sing P (A) is fibrant. Proposition 4.12 guarantees that such spaces exist and that, in fact, most of the classical examples of stratified spaces (such as topological pseudomanifolds) are of this kind. In addition, we extend the definition of filtered homotopy groups to filtered spaces. See Definition 4.18. We are then able to prove a filtered version of Whitehead's theorem : In section 5, we show that the hypothesis of Theorem 4.23, can be strengthened to have a simpler conclusion. If we restrict to the context of PL conically stratified spaces, see [Lur, Definition A.5 .5], we show that it is enough to understand morphisms between filtered spaces only at the level of strata and holinks to detect an homotopy equivalence. The conclusion is identical to the one in [Mil13, Theorem 6 .3], but the class of objects for which the theorems apply are different, although they both include most notions of pseudo-manifolds. It is to be noted that the proofs are completely independant. This theorem applies in particular to filtered continuous maps between PL-stratified spaces, which covers many geometric examples such as algebraic varieties.
In section 6, we consider the invariants of the homotopy type of stratified spaces which can be extracted from the constructions of this article. Then, we propose a geometric construction which produces fibrant stratified spaces and we use it to produce examples of computations of filtered homotopy groups and of applications of Theorems 4.23 and 5.4. We start with two explicit geometric examples, subsections 6.4 and 6.5, then move on to a family of examples inspired by filtered classifying spaces of diagrams of groups.
Stephen Nand-Lal and Jon Woolf have independently been developing a similar approach to the homotopy theory of stratified spaces, but where the poset determining the filtration is not fixed. In their project the combinatorial model is provided by the category of simplicial sets equipped with the Joyal model structure. It would be interesting to understand how this relates to the model structure on slice categories of simplicial sets used in this paper.
− − → N (P ) be two filtered simplicial sets. We define the filtered product of X and Y as the following pullback
Since we will never consider in this article non-filtered product of filtered simplicial sets, we will drop the N (P ) from the notation. This extends to a bi functor
We define the bi functor
where × is the filtered product of Definition 1.6.
We now have a functorial cylinder object : For any X, X ⊗ ∆ 1 is a cylinder object of X. This naturally leads to the following definition of homotopy. Definition 1.8. Let f, g : X → Y be two morphisms of filtered simplicial sets. We say that f and g are elementarily homotopic to each other if there exists a map H : X ⊗ ∆ 1 → Y making the following diagram commutative :
Closing this relation by symmetry and transitivity, we get the definition of homotopy between morphisms. We write [X, Y ] for the set of morphisms from X to Y quotiented by this equivalence relation.
If f : X → Y and g : Y → X are two morphisms of filtered simplicial sets such that g • f is homotopic to Id X and f • g is homotopic to Id Y , we say that (f, g) is a filtered homotopy equivalence (sometimes we will just say that f is a filtered homotopy equivalence), and that X is filtered homotopy equivalent to Y . We will say that X and Y are filtered elementarily homotopy equivalent if the homotopies can be chosen to be elementary. When no confusion is possible, we will omit the adjective filtered.
Example 1.11. To get a better idea of what admissible horn inclusions are, let us look at a few examples. Consider the poset P = {p 0 < p 1 < p 2 }, we consider the three following horn inclusions
The first two horn inclusions are not admissible. Indeed, in the first one, there is only 1 point of color p 1 , and so the horn is not admissible. In the second example, there is only 1 point of color p 0 , so the horn is not admissible either. In the third example, however, there are two points of color Figure 1 , and going back to Definitions 1.10 and 1.8, one notices that admissible horns inclusions are precisely the horn inclusions that are homotopy equivalences. The hypothesis that the kth vertex is repeated guarantees that there is some proper face of the simplex ∆ J which is homotopy equivalent to the whole simplex (notice that in this case, there must be at least two). Furthermore, it imposes that the horn still contains such a face and can still be contracted onto it. In the first example of Figure 1 , there is no such face. And in the second, such faces exist but the horn is no longer homotopy equivalent to those. In the third, the horn can still be contracted onto the 1-simplex with one red vertex and one blue vertex, see Figure 2 . This intuition should serve as a motivation for this choice of admissible horn inclusion and Propositionvertices, by the following there exists a morphism h making the two triangles commute. We write RLP and LLP for those two properties. We say that f has the RLP with respect to a class of morphisms if it has the RLP with respect to any morphisms in the class. Definition 1.19. We define the following classes of morphisms and objects in sSet P .
• The cofibrations are the monomorphisms.
• The trivial fibrations are the morphisms with the RLP with respect to cofibrations.
• The anodyne extensions are the morphisms in Λ.
• The naive fibrations are the morphisms having the RLP with respect to anodyne extensions.
• The fibrant objects are the objects X for which the morphism X → N (P ) is a naive fibration.
• The weak equivalences are the morphisms f : X → Y such that for all fibrant filtered simplicial set Z, the induced application between the sets of homotopy classes of maps
• The trivial cofibrations are the cofibrations which are also weak equivalences.
• The fibrations are the morphisms with the RLP with respect to trivial cofibrations. Proof. This is [Cis06, Théorème 1.3.22] applied to the category of presheaves sSet P .
Although we know that the model structure on sSet P is cofibrantly generated, [Cis06, Théorème 1.3.22] does not tell us that the set of admissible horn inclusions is the set of generating trivial cofibrations. It is not true in general that the class of anodyne extensions coincide with the class of trivial cofibrations, see [Cis06, Remarque 1.3.46] . To show that it is true in our particular case, we introduce another model structure.
2. A second model structure on sSet P In order to characterize fibrations in terms of lifting properties with respect to anodyne extensions, the idea is to construct another model structure in which the trivial cofibrations are defined as the anodyne extensions. We then go on to show that this new model structure is in fact the same as the one we defined in section 1, and this will tell us that trivial cofibrations are exactly the anodyne extensions, which gives us a very nice characterization of the fibrations "à la Kan". To do this, we will follow the strategy of the article [Mos15] . In his article, the author constructs the Quillen model structure on the category of simplicial sets, starting from the data of the anodyne extensions, using a fonctorial fibrant replacement: the Ex ∞ functor. We will do the same in a filtered setting, using the (filtered) anodyne extensions of Proposition 1.15, and the corresponding notion of (filtered) fibrations. The main ideas of the following proof can be arranged as follows:
First, define a filtered subdivision functor sd P : sSet P → sSet P . (Definition 2.1). Taking the adjoint, we get the filtered extension functor Ex P : sSet P → sSet P . There is a natural inclusion X → Ex P (X), so by taking the colimit of
we get Ex ∞ P (X). This will be our candidate for a fibrant replacement of X. Then, we define a class of morphisms, the class of filtered strong anodyne extensions (FSAE) (Definition 2.5), whose retracts will give us the class of anodyne extensions (see Proposition 1.15). This class is defined in such a way that there are combinatorial characterisations which allow to decide whether or not a given morphism is in it. Now, using the combinatorial characterisation of FSAE, we show that for any admissible horn inclusion, its subdivision is a FSAE. This statement, in turn, gives us that sd P preserves anodyne extensions (Proposition 2.8), and so Ex P preserves (naive) fibrations.
Then, we have to prove that X → Ex P (X) is a FSAE, and that Ex P reflects the triviality of fibrations. That is, if f is a fibration, and Ex P (f ) is a trivial fibration, then so is f . We show that the argument used in [Mos15] to prove the non-filtered results can be generalized to the filtered setting. We do so through categorical considerations.
The main step, the fact that Ex ∞ P (X) is fibrant for all X does not follow from abstract-nonsense and the proof in the non-filtered case can not be adapted directly. This is the step that required working with the rather involved definition of filtered subdivision (Definition 2.1). We then carefully modify the proof of [GJ09, Lemma III.4.7] so that it suits the filtered case. Now, filtered versions of a few classical lemmas are needed (Lemmas 2.24, 2.25 and 2.26), but they turn out to be special cases of lemmas from [Cis06] . Equipped with those preliminary results, a model structure can be constructed on the category of filtered simplicial sets (theorem 2.23), where
• the weak equivalences are the morphisms f such that Ex The equality of this model structure with the previous one is an easy consequence of those constructions (Proposition 2.27). In particular, we get that in sSet P , the fibrations are exactly the morphisms with the right lifting property with respect to admissible horn inclusions (equivalently with respect to anodyne extensions). That is to say, the fibrations are the naive fibrations. We also get that the trivial cofibrations are exactly the anodyne extensions. This last fact is crucial in the rest of the paper but most of the constructions used for the proofs here won't be used anywhere else. In addition, except for some definitions, all parts are mostly independent from each other, and can be read separately.
Filtered subdivision and its adjoint.
Recall that given a simplex ∆ n , its subdivision is the simplicial set sd(∆ n ) whose simplices are given by increasing chain of non-degenerate simplices of ∆ n :
and faces and degeneracies are given by deletion or repetition of one term of the chain.
− → N (P ) be a filtered simplex. We will define its filtered subdivision sd P (∆ J ) as a subsimplicial set of sd(∆ N ) × N (P ). As a simplicial set sd P (∆ J ) is defined as follows :
is included in the one generated by π(σ 0 ). In words, the simplices of sd P (∆ J ) are pairs (σ, ∆ K ) where σ is a simplex of sd(∆ N ) and ∆ K is a simplex of N (P ), and such that for every color of ∆ K there is a point of this color in σ 0 . The filtration on sd P (∆ J ) is given by the following composition
4. Definitions 2.1 and 2.2 might seem arbitrary complicated. Indeed, given any filtered simplicial set X → N (P ), we could have defined its subdivision as sd(X) with the filtration given by the composition sd(X) → X → N (P ). However, with this definition, and the associated definition of Ex Definition 2.5 (Filtered Anodyne Presentation). Let f : X → Y be an inclusion of filtered simplicial sets. We write X n.d. for the non degenerate simplices of X. A filtered anodyne presentation for f is the data of
, and the deleted vertex in ϕ(σ) shares its color with at least one vertex of σ.
• The ancestral preorder is well founded. Here the ancestral preorder is the transitive relation on Y II Y I generated by σ < τ if either σ is a proper face of τ , or if τ ∈ Y II and σ = τ is a proper face of ϕ(τ ). Definition 2.6. A morphism between filtered simplicial sets is a Filtered Strong Anodyne Extension (FSAE) if it admits a filtered anodyne presentation.
Proposition 2.7. Any anodyne extension is the retract of a FSAE.
• e k is the k-th vertex of ∆ J .
• e k is a fixed vertex of ∆ J sharing its color with e k , and different from e k . (At least one
• (α i ) and (ν i ) are (possibly empty) finite sequence of strictly increasing elements of P , where i ranges from 1 to q and v respectively.
• (β i ), ( i ) and (γ i ) are non-empty finite sequences of strictly increasing elements of P , where i ranges from 0 to r, u and s respectively.
In the first and last case, we get a simplex of (b). In the second case the following things can happen • i < r, then we get a simplex of (b)
• i = r > 0, we get a simplex of (a), but notice that r has decreased by 1.
• i = r = 0, then we get a simplex in which d k (∆ J ) does not appear. It can be in any of the sets (c), (d), (e), (f), (g) or (h) In the end, what we get is that, among the direct ancestors of (a) of the same dimension, those who are of type II are either in (c), (e) or (g) or are still in (a) but the quantity r has decreased. Now, doing the same discussion of cases for (c), (e) and (g) and compiling this information in the form of a directed graph, we get Figure 3 . One recognizes the top part of the graph as the discussion of cases on direct ancestors of (1).
Given a type II simplex in one of the four sets (a), (c), (e), (g) we get a direct ancestor by following some arrow on the graph. The labels indicate how quantity varies along each arrow. A quantity next to the symbol (resp ) means that it is strictly increasing (resp strictly decreasing) when passing to the ancestor. A quantity without any symbol next to it means that it is kept constant when passing to the ancestor. The quantity γ 0 is kept constant along all arrows, except along the red ones. Notice that if we take out the red arrows and the loops, (g) becomes a sink. Now since every time we follow the red arrows γ 0 increases and γ 0 is bounded, we can safely delete those arrows. But now, since all quantites increasing (or decreasing) when going through a given loop are bounded, every loop can only occur a finite number of times. Taking a closer look at the simplices of (c), one sees that after a finite number of steps, there are no path left on the graph. This exactly means that given any type II simplex, it only has a finite number of ancestors of the same dimension.
Ex
∞ P (X) is a (not-yet-fibrant) replacement of X. In this part, we show that the inclusion X → Ex P (X) is an anodyne extension. We wish to use the anodyne presentation given in [Mos15] . The problem is that Ex(X) and Ex P (X) are not the same simplicial set when forgetting the filtration. In fact, there are no (obvious) natural transformation between U • Ex P and Ex • U . So it is not possible to directly transfer its anodyne presentation. But what we can do is generalize the applications between subdivided simplices Moss uses in the non-filtered setting (even though the objects are not the same). Those applications will still satisfy the same equations. Then, we can construct the decomposition in the filtered case in terms of those applications. Now, since the proof that the given decomposition is indeed an anodyne presentation relies only on formulas verified by those applications, it can be entirely translated in the filtered setting. To go through with this process, we need to define another subdivision. Definition 2.9. Let X = K → N (P ) be a filtered simplicial set. We call the naive subdivision of X and we write sd P (X) the filtered simplicial set sd P = sd(K) → N (P ) where sd(K) is the non filtered subdivision of the simplicial set K. The projection to N (P ) is given by the composition sd(K)
Example 2.10. To clarify the difference between the two subdivisions we have defined so far : sd P , the filtered subdivision from Definition 2.1 and sd P , the naive subdivision from Definition 2.9, let's look at an example. Let P = {p 0 < p 1 } be the linear poset on two elements. Take Figure 4 shows the two subdivisions along with the non-subdivided simplex. The filtration on the simplicial sets is represented by the color of the vertices, where a red vertex is sent to p 0 and a blue one is sent to p 1 . Now, we need a categorical setting in which to generalize the desired formulas.
Definition 2.11. We define the following categories • Let sd(∆) be the full subcategory of sSet whose object are the sd(∆ n ) for n ≥ 0 • Let sd P (∆(P )) be the full subcategory of sSet P whose objects are the sd P (∆ J ) for ∆ J ∈ N (P ).
• Let sd P (∆(P )) be the full subcategory of sSet P whose objects are the sd P (∆ J ) for ∆ J ∈ N (P ). And we define the functor
It is an easy exercise on subdivision to show that this functor is well defined (we have to check that
To summarize our construction, we have the following :
Now recall the following construction of [Mos15] . Let n ∈ N, and 0 ≤ k ≤ n we define the morphism of simplicial set j k n : sd(∆ n ) → sd(∆ n ) by the following properties :
In the same way, for 1 ≤ k ≤ n, we define r
Notice that for 0 ≤ k ≤ n − 1, we also have the morphisms induced by the face inclusions,
And for 0 ≤ k ≤ n we have the morphisms induced by degeneracies
For convenience, and since none of the definition depend on it, we will omit the "n" in the notations. We write Ar for the class of morphisms obtained by taking arbitrary compositions of morphisms from those 4 families. Those morphisms satisfy a long list of relations that constitutes [Mos15, Lemma 3.7]. Our goal is to construct "lift" of those morphisms into sd P (∆(P )) verifying the "same" relations.
First, we have the following remark, which is obvious from the definition of filtered simplicial sets.
Remark 2.12. Let f : K → L be a morphism of simplicial sets, and Y be a filtered simplicial set such that U (Y ) = L. Then there exists a unique filtered simplicial set X and a unique map of filtered simplicial sets g : X → Y such that U (g) = f . The filtered simplicial set X is called the filtration on K induced by f , and g is a lift of f . Indeed,
gives the desired filtration. The situation corresponds to the following diagram.
Proposition 2.13. Let f : ∆ n → ∆ n be a morphism of Ar, and let ∆ J be a filtered simplex such that U (∆ J ) = ∆ n . Then the filtration on sd(∆ n ) induced by f is of the form sd P (∆ J ) for some filtered simplex ∆ J with U (∆ J ) = ∆ n .
Proof. This comes from the fact that all the generating morphisms in Ar are defined at the level of vertices. The induced filtration is then compatible with subdivision.
Given ∆ J with U (∆ J ) = ∆ n , we have a unique lift in sd P (∆(P )) with codomain sd P (∆ J ) for each morphism in Ar. Applying the functor G to those lifts, we get unique "lifts" in sd P (∆(P )) for morphisms in Ar. We still write j k , r k , sd(d k ) and sd(s k ) for the corresponding lifts. Notice that the lifts sd(d k ) and sd(s k ) coincide with the filtered subdivision of face inclusions and degeneracy maps respectively. Definition 2.14. Let X be a filtered simplicial set,
Then, we have the sequence of inclusions
Proposition 2.15. Let X be a filtered simplicial set. We give the following anodyne presentation of X → Ex P (X). The type II simplices are the σ ∈ (Ex
n . Proof. We need to check that ϕ satisfy the color condition for filtered anodyne presentation. Let ∆ J ∈ N (P ) be a filtered simplex, and r k : sd(∆ J ) → sd(∆ J ) be the lift of r k . Then, given that the colors of vertices of ∆ J come from their images in sd(∆ J ), we know that the added vertex in ϕ(σ) must share its color with one of σ, so the color condition is verified. Then, the literal transcription of the proof of [Mos15, Theorem 3.6] gives a proof that ϕ is a bijection and that the ancestral preorder is well founded which implies that we have indeed an anodyne presentation. This relies on the fact that for any σ ∈ Ex P (X),
, and that the lifts of morphisms in Ar still verify lemma 3.7 of [Mos15] which is true by construction.
We also have the following property, which is [Mos15, Proposition 3.12]. . Note that this is the part that required us to work with sd P . Indeed, if one tries to go through this proof using the naive subdivision (see Definition 2.9), one sees that the dotted arrows in diagram (2) may not exist.
For the proof of Lemma 2.18 we will make use of the filtered last-vertex map (Definition 2.2) and of two other last-vertex maps. This is the content of Definition 2.20. Definition 2.20. Let (σ, r) be a vertex of a subdivision with σ = [e 0 , . . . , e n ]. Then, the last vertex of σ is defined to be l.v(σ) = e n . We can extend this to a non-filtered application l.v :
Given 0 ≤ i ≤ m, we also define the last vertex of color r i in σ to be l.v ri (σ) = max{e | e is a vertex of σ, π(e) = r i }.
where the maximum is taken over the order on the vertices of the simplicial set σ.
Remark 2.21. Notice that we can express the filtered application l.v P of Definition 2.2 as
Proof of Lemma 2.18. We have to show that given any diagram of the form 
It is now sufficient to find some dotted arrow making the following diagram commutative :
We define it in the following way. Let σ = [(σ 0 , q 0 ), . . . , (σ n , q n )] be a J -simplex of the double filtered subdivision of ∆ J . Keep in mind that each of the
It is clear that only one of the three conditions is verified for any given l, so f σ is well defined. Since the application l.v q l always returns a vertex of color q l , it is clear that f σ preserves the color 2.6. The Moss model structure. We define a new model structure on sSet P In order to prove this theorem, we need the following lemmas. They are immediate consequences of propositions in [Cis06] . Let f : X → Y be a trivial fibration. By Lemma 2.25, it is a filtered homotopy equivalence, so Ex ∞ P (f ) is also a filtered homotopy equivalence, so f is a Moss weak-equivalence. Let f : X → Y be a naive fibration which is also a Moss weak-equivalence. Then Ex ∞ P (f ) is also a fibration and it is a filtered homotopy equivalence, so by Lemma 2.26 it is a trivial fibration. But then, f is also a trivial fibration.
Let f : X → Y be a cofibration which is also a Moss weak-equivalence. We write f = πi with i an anodyne extension and π a naive fibration. By the two out of three property π is also a Moss weak-equivalence, so it is a trivial fibration. Since f is a cofibration there exists a lift g in the following diagram
But then, f is a retract of i, so it is an anodyne extension.
Proposition 2.27. The class of anodyne extensions coincides with the class of trivial cofibrations, and the two model structures defined are the same.
Proof. First we need to show that a weak-equivalence is a Moss weak-equivalence. Let f : X → Y be a weak-equivalence. We have the following commutative diagram :
The vertical morphisms are anodyne extension, so by [Cis06, Lemme 1.3.31] they are weak equivalences. So, by the two out of three axiom, Ex
is also a weak-equivalence. But then, it is a filtered homotopy equivalence by [Cis06, Lemme 1.3.32], so f is a Moss weak-equivalence. Then, let f : X → Y be a trivial cofibration. Then it is a weak equivalence by definition, so it is a Moss weak-equivalence. By the proof of Theorem 2.23, it is an anodyne extension. Since we already know that anodyne extensions are trivial cofibrations, we know that the two classes are the same. In particular, naive fibrations and fibrations are the same. Since the two structures share the same fibrations and cofibrations, they are equal.
Simplicial structure
In this section we define a simplicial structure on the category of filtered simplicial sets and show that the model category we defined in previous sections is actually a simplicial model category. We then use a Quillen adjunction with a category of diagrams of simplicial sets to define the filtered homotopy groups of a fibrant filtered simplicial set. Applying those constructions we prove Theorem 3.14 which characterizes weak equivalences between fibrant objects.
Recall definition 1.7 of the filtered simplicial set X ⊗ K.
Definition 3.1. Let K be a simplicial set and Y be a filtered simplicial set. We define Y K to be the following filtered simplicial set
Proposition 3.2 then follows from the definition.
Proposition 3.2. Let K be a simplicial set. Then the functor −⊗K : sSet P → sSet P is left adjoint to the functor (−) K : sSet P → sSet P .
Proposition 3.3.
There is a simplicial category structure on sSet P where the simplicial set of maps between X and Y is given by
Proof. By [GJ09, Lemma II.2.3], we only have to check the following three conditions
• For K any simplicial set, − ⊗ K is left adjoint to (−) K . This is Proposition 3.2.
• For any filtered simplicial set X the functor X ⊗ − commutes with colimits, and verify X ⊗ ∆ 0 X. The former is true by compatibility of the functor F and of the inner product with colimits. The latter is true because F (∆ 0 ) N (P ) and the projection X ×N (P ) → X is always an isomorphism. Note that here and everywhere else in this article, the product of two filtered simplicial sets, denoted " × ", means the inner product in the category sSet P , which is a fibered product of simplicial sets over N (P ). (See Definition 1.6).
• For any simplicial sets K, L and filtered simplicial set X there is an isomorphism between (X ⊗ K) ⊗ L and X ⊗ (K × L) which is natural in K, L and X. We have the following sequence of natural isomorphism • Let f : X → Y be a cofibration between filtered simplicial sets and n ≥ 0, then the map
is a cofibration that is trivial if f is.
• Let f : X → Y be a cofibration between filtered simplicial set, then the maps
are trivial cofibration, where is one of the two vertices of ∆ 1 .
The first statement, in the case where f is not trivial comes from the fact that cofibrations are monomorphisms and that all operations involved preserve monomorphisms. In the case that f is trivial, this is a particular case of Lemma 1.17 applied to
The second statement is the axiom (An1) of a class of anodyne extensions. See Definition 1.14.
Proof. Proposition 3.6 implies that D is a right Quillen functor. As such, it preserves weak equivalences between fibrant objects. To show the reverse implication, let f : X → Y be a morphism between fibrant objects such that D(f ) is a weak equivalence. Then, let f = pi be a factorisation of f into a trivial cofibration followed by a fibration. Applying D to the factorization, we get the following diagram
We know that Z is a fibrant object, by construction. But then D(i) is the image of a weak equivalence between fibrant objects, so it is still a weak equivalence. By the 2 out of 3 property, D(p) is a weak equivalence. Hence by Proposition 3.6, p is a trivial fibration. But now, f is the composition of a trivial fibration and a trivial cofibration so it is a weak equivalence.
The last thing needed to define filtered homotopy groups is a suitable notion of pointings.
Definition 3.9 (Pointing). Let X be a filtered simplicial set. Let V ⊂ N (P ) be any inclusion ofsimplicial group. Indeed, it is a functor from ∆(P ) op to the category of groups. However, we will often forget the group structure and consider it as a filtered simplicial set. Now, the structure of filtered simplicial set of sπ n (X, φ) is rich but it can be understood from its set of simplices, which should be familiar. In fact, notice that Map(∆ J , X) is a simplicial equivalent to the (generalized) holinks of X (see Definition 6.1 for a proper definition of generalized holinks). And so, the J-simplices of sπ n (X, φ) are only the elements of the n-th homotopy group of those "simplicial holinks". In fact, the filtered simplicial sets sπ n (X, φ) contains the information of all homotopy groups of strata and of simplicial holinks of X and the interactions between them.
Furthermore, let P be the poset with only one element, K be a Kan complex, and k : ∆ 0 → K a vertex of K. We can see K as simplicial set trivially filtered over P , and compute sπ n (K, k). All non-degenerate simplices of sπ n (K, k) will be of dimension 0 and we will have the following isomorphism :
In particular, we recover the usual definition of homotopy groups when working over a trivial poset.
We can now state a characterization of homotopy equivalences between fibrant filtered simplicial sets using the filtered homotopy groups. 
are isomorphisms for all n and all maximal simplices σ ∈ sπ 0 (X). Furthermore, if sπ 0 (X) ⊂ N (P ), which should be interpreted as X being connected in a filtered sense, and if there exists some map φ X : sπ 0 (X) → X, then f is an homotopy equivalence if and only if the maps of filtered simplicial sets sπ n (f ) :
Remark 3.18. Taking φ = ψ Proposition 3.16, tells us that sπ 1 (X, φ) acts on sπ n (X, φ).
Let us summarize what we have proved so far : 
Filtered topological spaces
In this section, we define a category of topological spaces filtered over P . We then use Theorem 3.14 to prove a filtered version of Whitehead's Theorem : Theorem 4.23.
The simplicial category of filtered topological spaces.
Definition 4.1 (Filtered topological spaces). Let P be a partially ordered set. We will consider it as a topological space with the Alexandrov topology. We define the category of filtered topogical spaces as follows • The composition and identity are those of topological spaces and continous maps.
Recall the definition of the realisation for simplicial sets Definition 4.2. Let K be a simplicial set, we define the geometric realisation of K as the quotient
where the relation is generated by (σ,
We define the application ϕ P : ||N (P )|| → P by ϕ P ([p 0 , . . . , p n ], t) = p n when t is in the interior of [p 0 , . . . , p n ], and ϕ P ({p}) = p. 
, that is why we use the same notation for the two functors.
Definition 4.5 (Simplicial structure on Top P ). We define the following functors :
In addition, let K be a simplicial set, and p ∈ P . Let K p be the filtered simplicial set K → P whose image in P is exactly the vertex p. Let B be a filtered topological space, we define B K as follows. As a topological space :
It inherits the topology of the inner Hom of topological spaces. It is also naturally filtered with the filtration sending any morphism in Hom Top p (||K p || P , B) to p. This defines a functor (−) − : sSet op × Top P → Top P Proposition 4.6. With the functor defined above, the category Top P of filtered topological spaces over the poset P is a simplicial category.
Proof. The proof goes as for Proposition 3.3 using [GJ09, Lemma II.2.3]. The only non-obvious fact is that given a simplicial set K the functor (−) K is right adjoint to the functor − ⊗ K. Let A and B be two filtered simplicial set. The bijections are given by
There is now a canonical way to define filtered homotopies between filtered spaces.
Definition 4.7. Let f, g : A → B be two maps of filtered spaces.We say that f and g are filtered homotopic (written f ∼ g) if there exists a map H :
We will also need the following functor Definition 4.8 (Filtered singular simplices) . Let A be a filtered topological space over P . We define the filtered simplicial set of its filtered singular simplices Sing P (A) by
where faces and degeneracies are taken as in the non filtered case.
Proposition 4.9. There is an adjunction of simplicial categories.
|| − || P : sSet P ↔ Top P : Sing P Proof. Let X be a filtered simplical set and A a filtered topological space. The bijections are as follows
Since those applications are the same as in the non filtered case, it is immediate that they form a bijection. What needs to be checked is that they are well defined. It is clear that f • ||σ|| P is a filtered application since it is the composite of two filtered applications. Now, to see that g is filtered, consider the following diagram.
we know that ||σ|| and g(σ) are filtered, so the restriction of g to the image of ||σ|| is necessarily filtered. But then, g is filtered because it is on every simplex of the realisation. We then get the simplicial adjunction by noticing the following
Map(X, Sing P (A)) n 4.2. Fibrant objects. Contrary to the classical case, it is not always true that Sing P (A) is fibrant, see Example 4.14. The object of this subsection is to show that there is a large class of filtered spaces, A, such that Sing P (A) is fibrant, and that useful examples are in this class. To do so we will need the definition of conically stratified spaces from [Lur, Definition A.5.5].
Definition 4.10. Let A be a filtered space, and a ∈ A be a point. Write p = π(a). We say that A is conically stratified at the point a if there exists B a filtered space over P >p , and a space C such that there is a filtered open embedding C × c(B) → A whose image contains a. Here, P >p is the subposet of P whose elements are all strictly greater than p, c(B) is the cone on B, and the filtration on C × c(B) is given by ϕ(c, 0) = p and ϕ(c, (b, t)) = ϕ(b) for t > 0. The filtered space A is said to be conically stratified if it is conically stratified at every point. Remark 4.20. Let (A, φ) be a pointed fibrant filtered space, we get from remark 4.16 that sπ n (A, φ) sπ n (Sing P (A), φ ) where φ is given by the adjunction. 
Proof. Let H : A⊗∆
1 → B be an homotopy between f and g. Then, applying Sing P to the diagram giving the homotopy between f and g, we get the right part of the following diagram
Now, the morphism h can be defined as follows
Now, Sing P (H)
• h gives us an homotopy between Sing P (f ) and Sing P (g). Applying D, and using the same argument as in the proof of Proposition 3.15, we get an homotopy between D(Sing P (f )) and D(Sing P (g), but now by Remark 4.16 this implies that f and g induce the same map between filtered homotopy groups. Proof. Let g be the homotopy inverse of f . Then there exists filtered homotopies f • g ∼ Id B and g • f ∼ Id A . By Proposition 4.21, this implies that sπ n (f ) • sπ n (g) = sπ n (Id B ) = Id, and that sπ n (g) • sπ n (f ) = sπ n (Id A ) = Id for all n ≥ 0. In particular, the sπ n (f ) are isomorphisms with inverse sπ n (g).
We now are ready to state and prove the main theorem Proof. The direct implication is precisely Corollary 4.22. For the reverse implication, the following diagram contains the idea behind the proof
Let f : A → B be as in the theorem and such that f induces isomorphism on every homotopy groups. Using ev, the co-unit of the adjunction between Sing P and || − || P , we get the rightmost square of our diagram. Now, by Remark 4.20, Sing P (f ) induces isomorphisms on all homotopy groups with pointings coming from pointing of A. But, by adjunction, any pointing of Sing P (A) comes from a pointing of A. So, since A and B are fibrant by hypothesis, we can apply Theorem 3.14, to get g : Sing P (B) → Sing P (A), an homotopy inverse to Sing P (f ). Now since B ||Y || P , we can define
It is in fact the realisation of the unit of the adjunction between Sing P and || − || P . Defining g = ev A • || g|| P • ι B , we get the middle upper commutative square. We claim that g is a right homotopy inverse to f . To see that, let H : Sing P (B) ⊗ ∆ 1 → Sing P (B) be an homotopy between Sing P (f ) • g and Id Sing P (B) . Then,
gives us an homotopy between f •g and Id B . But then, using Proposition 4.21, We know that sπ n (f )•sπ n (g) = sπ n (f •g) = Id sπn (B) . And since sπ n (f ) is an isomorphism by hypothesis, we get that sπ n (g) is also an isomorphism. But then, we can apply the same construction to g, to get the last two bottom squares. We get a map h : A → B and an homotopy H : A ⊗ ∆ 1 → A between g • h and Id A . But now we have the following homotopies :
And so g is a two-sided homotopy inverse to f .
Remark 4.24. Notice that in theorem 4.23 it was necessary to ask that A and B were fibrants. Indeed, in order to produce an homotopy inverse for Sing P (f ), we applied Theorem 3.14 to Sing P (f ), which required that Sing P (A) and Sing P (B) were fibrant.
Toward a theorem of Miller
In [Mil13, Theorem 6 .3], the author shows that a strongly stratified map between two homotopically stratified spaces is a stratified homotopy equivalence if and only if it induces homotopy equivalences between strata and holinks. In this section, we derive from Theorem 4.23 a comparable result. We get Theorem 5.4 that states that a filtered map between conically stratified PL spaces is a filtered homotopy equivalence if and only if it induces weak equivalences between strata and holinks.
To be able to state this result properly, we first need to make a few definitions. Recall that if M and N are two topological spaces, there is the natural compact open topology on Hom Top (M, N ) we will write the corresponding topological space as C 0 (M, N ).
Definition 5.1. Let A and B be two filtered topological spaces. We define the topological space C U (B) ). This defines a functor
. Let (A, ϕ : A → P ) be a filtered space and p ∈ P be an element of the base poset. Then A p , the p-th strate of A is defined as
Definition 5.3 (Holink). Let p ≤ q ∈ P , and A be a filtered space. We define Holink p,q (A), the holink of the p-th and q-th strata of A as
We can now state the main result of this section Remark 5.5. What Theorem 5.4 tells us is that, when working with conically stratified spaces, it is enough to understand the strata and the interaction between pairs of strata through the holinks to understand the homotopy types. Comparing it with Theorem 4.23 we see that it is a much easier condition to check. Conversely, one has that any morphism between conically stratified spaces inducing weak equivalences on strata and holinks must induce isomorphisms on all homotopy groups by Theorem 4.23 which means that such a morphism preserves the interactions between any number of strata.
A few lemmas and definitions are needed to go from Theorem 4.23 to Theorem 5.4. Proof. By Theorem 3.4, we already know that it is a fibration, so we need to show that it is a trivial one. Consider the following lifting problem
The existence of the dotted arrow is equivalent, by the adjunction given by the simplicial category structure, to the existence of the following lift
is fibrant in the Joyal model structure, it is enough to check that the morphism on the left is a trivial cofibration in the Joyal model structure. To see this, consider the following pushout diagram
Now, apply U to (1), we get the morphism
Notice that U (OSk(∆ J0 ) is isomorphic to Sp(U (∆ J0 )) which is the spine of the simplex U (∆ J0 ). By [Joy, Proposition 2.13], the inclusion of the spine into the simplex is a trivial cofibration in the Joyal model structure, and as a consequence of [Joy, Théorème 6 .12] the same is true after taking a product with any simplicial set. For this reason U (1) is a trivial cofibration in the Joyal model structure, and the same is true for U (3) by the same argument. Now, since pushout preserve trivial cofibration, U (2) is also a trivial cofibration. But then by the two out of three axiom, U (4) is a weak equivalence in the Joyal model structure. Since it is also a cofibration, it is a trivial cofibration. Going back to diagram (3), and applying U , there must exists some non-filtered lift since U (X) is fibrant in the sense of Joyal. But by the commutativity of the diagram, such a lift must be compatible with filtrations.
We can now prove Theorem 5.4.
Proof of Theorem 5.4. Let f :
A → B be a map satisfying the hypothesis of Theorem 5.4. First suppose that f is an homotopy equivalence. We get immediatly that f induces homotopy equivalences on the strata. Now, let p ≤ q ∈ P , consider the map Sing(Holink p,q (f )) : Sing(Holink p,q (A)) → Sing(Holink p,q (B)).
6.1. Invariants of the filtered diagram. Among invariants of the filtered homotopy type, are all the invariants that factor through the filtered diagram functor, see Definition 3.5. We will try to describe a few of those invariants, and see how they can be understood topologically.
Let A be a fibrant filtered space. There is an obvious invariant that should not be forgotten which is the homotopy type of its underlying space. Indeed, any filtered homotopy equivalence is in particular an homotopy equivalence of the underlying space. Then the next invariant to consider is the homotopy type of D(A). The fact that this is a filtered homotopy invariant is the reason why the filtered homotopy groups are homotopy invariant. Now, taking any homotopy invariant of the diagram D(A) gives us a filtered homotopy invariant of A, for example the homotopy type of one of its pieces.
Definition 6.1. Let A be a fibrant filtered space, and let ∆ J0 ∈ N (P ) n.d. be a non degenerate filtered simplex. Then we call generalized (J 0 -)holink of A the topological space
Remark 6.2. In the case where ∆ J0 is a point (resp. a 1-simplex), we get the corresponding strata (resp. holink) of A.
Remark 6.3. Using the same proof as in Lemma 5.8, we get that
This explains why we were able to define filtered homotopy groups for all filtered spaces, not just fibrant ones (see Definition 4.18). Indeed, this implies that Map(||∆ J0 || P , A) is always a fibrant simplicial set, and there is no ambiguity when defining its homotopy groups. (As opposed to passing to a fibrant replacement, which could mean either : replace A with something fibrant, or replace Map(||∆ J0 || P , A) with something fibrant).
This discussion leads directly to the following proposition.
Proposition 6.4. The homotopy types of strata, holinks, and generalized holinks are homotopy invariants of fibrant spaces.
Holinks are not easy to manipulate in general, but in the case of an isolated singularity, one can replace them by the link Proposition 6.5. Let {a} ⊆ A be a conically stratified space over P = {p 0 < p 1 }, and let L be the link of {a}. There exists a weak equivalence.
L Holink(A)
In particular, let {b} ⊆ B be another such space with link M , and f : A → B be a filtered homotopy equivalence. Then L and M are weakly homotopy equivalent.
Proof. Let U ⊂ A be a neighborhood of a such that U c(L). By [Lur, Proposition A.7 .9], there exists a weak equivalence
is the filtered cone on L. Now, consider the map
it is an homotopy equivalence whose inverse is given by the map
Where pr L : c(L) \ {0} → L is the projection from the cylinder to L. To prove the second statement, just notice that the homotopy type of the link is well defined. Then, by Proposition 4.12, A and B are fibrant. So it follows from proposition 6.4.
Remark 6.6. The first part of Proposition 6.5 can be generalized to any kind of singular stratum, provided we add some structure. Consider the following construction. Let S ⊂ A be a conically stratified set such that there exists some space L and a G-fiber bundlec(L) → N f − → S whose total space N is homeomorphic to a closed tubular neighborhood of S, where G is the topological group of homeomorphisms of L acting levelwise onc(L). Then, the map f restricts to a fiber bundle
, and let U be a trivializing neighborhood of f containing f (x), with the structure map
Since we considered a G-fiber bundle with G the group of homeomorphism of L, and not all homeomorphism ofc(L), the map
will be well-defined. One can check that this will be an homotopy equivalence, by the same kind of argument as in Proposition 6.5. Furthermore, applying [Lur, Proposition A.7 .9] to a decomposition of N into trivializing open subsets, we get a weak equivalence Holink(N ) ∼ Holink(A). So, in this particular case, the holink can be replaced with the boundary of the tubular neighborhood to compute homotopy groups.
Even though the required property in Remark 6.6 can seem very specific, we will look at examples satisfying it by construction through the remainder of this paper, and we will use this replacement to compute homotopy groups. From [CST12, Example 1.5], we know that intersection homology and intersection cohomology factor through the filtered simplicial set of filtered simplices Sing P , at least when P is linear. More precisely, we have the following Proposition 6.7. Let P = {0, . . . , n} be a linear poset,p be a perversity and k be an integer. There exists a functor G making the following diagram commute
And the same is true for intersection cohomology.
In the case of spaces with isolated singularities, it is known from [CST12, Section 3.2] that intersection cohomology factors through the category of filtered diagrams, however it is not known if it does in the general case. More precisely : The intersection homotopy groups defined in [Gaj96] can also be seen to be invariants of the filtered homotopy type. Whether or not they factor through Sing P is unknown by the author.
6.3. Constructing filtered spaces. In this section, we show how to use fiber bundles to construct filtered spaces whose filtered homotopy groups can be computed in terms of the usual homotopy groups.
Let G be some discrete group, and let Q → M be a principal G-fiber bundle. Then taking any topological space F with some G-action, one get a G fiber bundle on M of the form
Now, any action on F extends to an action onc(F ), the closed cone on F , via g.(x, t) = (g.x, t) for g ∈ G, x ∈ F and t ∈ [0, 1]. This gives us the following G-fiber bundlē c(F ) → Q × Gc (F ) = N → M But now, there is a canonical section M → N coming from the homeomorphism M Q/G, and there is an inclusion E → N coming from the inclusion F →c(F ) which sends x ∈ F to (x, 1) ∈c(F ). Taking any application g : E → E , and taking the following pushout
E E N A
One gets a space A filtered over P = {p 0 < p 1 } whose singular stratum is M , and which admits a tubular neighborhood homeomorphic to N (consider the total space of the fiber bundle with fiber the cone on F truncated at height 1/2). This space is constructed in such a way that its filtered homotopy groups can be computed easily, provided those of the non-filtered spaces involved are known.
Proposition 6.9. Let A be the filtered space obtained from the previous construction. Then A is fibrant and the non-degenerate simplices of U (sπ n (A)) are given by the following diagram
where elements of the top row are simplices of dimension 1, and elements of the bottom row are vertices, on the left those of color p 0 and on the right those of color p 1 .
Proof.
The filtered space A is conically stratified, as seen by looking at trivializing open subsets for the fiber bundle N . By Remark 5.10, all non-degenerate simplices of sπ n (A) are of dimension lower than 1, and come from either sπ n (Map(|| [p 0 , p 1 ] || P , A) or sπ n (Map(|| [p i ] || P , A), i = 0, 1. By Lemma 5.8 and Remark 6.6, the 1-simplices are the elements of sπ n (E). Now by lemma 5.8, Map(|| [p i ] || P , A) is isomorphic to Sing(A pi ), where A p0 = M is the regular part, and A p1 = A \ M is the regular part. By construction, the map E → A p1 is homotopically equivalent to E → E , and so we get the desired diagram.
Remark 6.10. The space N is homotopically equivalent to M , by construction, but not in a filtered way. This provides a generic way of constructing filtered spaces which are homotopically equivalent but not filtered homotopically equivalent. Some examples are given in the following sections. − → S 1 be the Z/2Z-fiber bundle where Z/2Z acts on the fiber S 1 S 1 by permutation of the copy of S 1 . Both total spaces of those fiber bundles are homeomorphic to the torus T . Now, writing T → F T for the inclusion of the torus as the boundary of the solid torus, and applying the construction of subsection 6.3, one gets two spaces, A 1 and A 2 , as the following pushouts (4)
The first filtered space, A 1 is filtered homeomorphic to the product of a circle with a sphere with one singular point : S 1 × ({x 0 } ⊂ S 2 ), and A 2 is filtered homeomorphic to the total space of a Z/2Z fiber bundle over S 1 , whose fiber are given by a wedge of two spheres with the action of Z/2Z permuting the spheres. Both are compact pseudo-manifolds, and they are orientable because their regular stratum are homeomorphic to an open solid torus, which is orientable. Computing intersection homology with perversity 0 and singular homology applying Mayer-Vietoris Theorem to the decomposition given by (4), one gets that
So the two filtered spaces are not distinguished by those invariants. But using Proposition 6.9, one computes sπ 1 (A 1 ) and sπ 1 (A 2 ) (on the left and right respectively).
So, from Theorem 4.23, one deduces that there exists no filtered homotopy equivalence between A 1 and A 2 .
6.6. Diagram of groups. Let G be a group and f : H → G be the inclusion of any subgroup. Then, from f , one can construct a G fiber bundle of the form,
