





STRUCTURAL VARIANT CALLING BY ASSEMBLY IN WHOLE HUMAN GENOMES: 














Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Bioinformatics  
with a concentration in Crop Sciences 
in the Graduate College of the  













 Professor Matthew Hudson, Chair 
 Research Assistant Professor Liudmila Mainzer 








Variant discovery in medical research typically involves alignment of short sequencing reads to 
the human reference genome. SNPs and small indels (variants less than 50 nucleotides) are the 
most common types of variants detected from alignments. Structural variation can be more 
difficult to detect from short-read alignments, and thus many software applications aimed at 
detecting structural variants from short read alignments have been developed. However, these 
almost all detect the presence of variation in a sample using expected mate-pair distances from 
read data, making them unable to determine the precise sequence of the variant genome at the 
specified locus. Also, reads from a structural variant allele might not even map to the reference, 
and will thus be lost during variant discovery from read alignment. 
 
A variant calling by assembly approach was used with the software Cortex-var for variant 
discovery in Hypoplastic Left Heart Syndrome (HLHS). This method circumvents many of the 
limitations of variants called from a reference alignment: unmapped reads will be included in a 
sample’s assembly, and variants up to thousands of nucleotides can be detected, with the full 
sample variant allele sequence predicted. HLHS is a complex disease, and existing research 
indicates evidence for a genetic cause. HLHS is thought to have multiple genetic causes, and a 
variety of variants, from SNPs to chromosomal-level defects in have been identified individuals 
with the disease. However, causative variants have only been identified in a few cases, 
suggesting that rare variants in a background of other causative variants contribute to the HLHS 
phenotype. The assembly-based approach was used to discover structural variants that are too 
large for detection by alignment-based methods aimed at detecting SNP and indels, and too 
small for detection with lab based methods such as those employing hybridization to arrays.  
 
Using WGS data from 24 family trios with an HLHS proband, and 344 control individuals from 
the Mayo Clinic Biobank with no family history of HLHS, whole genome de novo assemblies 
were performed for each individual, and variants were called in assembly graphs against a de 
Bruijn graph representation of the human reference sequence. For comparison, each individual 
was also ran through the Sentieon software implementation of the Genome Analysis Toolkit 
Best Practices, and structural variants were also called from alignments with Sentieon 
DNAscope, a high-performance conventional structural variant caller. This approach has 
identified genes related to embryonic development where structural variants are significantly 
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CHAPTER 1: VARIANT DISCOVERY IN HYPOPLASTIC LEFT HEART SYNDROME 
 
GENETIC BACKGROUND OF HYPOPLASTIC LEFT HEART SYNDROME 
Hypoplastic Left Heart Syndrome (HLHS) is a severe form of Congenital Heart Disease (CHD) 
that affects 1.6 per 10,000 live births (Benson et al. 2016). It is a very lethal form of CHD, only 
50 to 70 percent of infants born with HLHS live up to five years, and the underlying genetic 
mechanisms have not yet been identified (Benson et al. 2016). In a newborn with HLHS, the left 
ventricle is severely underdeveloped or completely missing, either or both of the mitral and 
aortic valves are very small or do not even form, and the ascending aorta is underdeveloped 
(Lahm et al. 2016). Contrast this with a normally functioning heart, where oxygenated blood 
enters the left atrium, then the left ventricle through the mitral valve, where it is pumped through 
the aortic valve providing oxygen to the body’s tissues. In individuals with HLHS, the left side of 
the heart is unable to pump oxygenated blood to the rest of the body because the left ventricle 
is too underdeveloped or missing, in addition to underdevelopment or absence of the mitral and 
aortic valves. Individuals born with HLHS require surgery to allow for systemic circulation via the 
right ventricle, or in some severe cases may require a heart transplant (Lahm et al. 2016). 
However, survivors still need to take medications throughout their lifetime to prevent infection 
and undergo cardiac monitoring. In severe cases that require heart transplants, a donor heart 
may not be available, and survival is not always guaranteed.  
 
Evidence  
While a specific genetic underpinning to HLHS has not been identified, there is supporting 
evidence for a genetic basis to the disease. There is an increased prevalence of congenital 
heart disease in families who have a child with HLHS (Benson et al. 2016). Additionally, about 
30 percent of newborns with HLHS have known genetic syndromes and/or other chromosomal 
defects present in diseases such as Turner, DiGeorge, and Jacobsen syndromes (Benson et al. 
2016). Studies using genetic linkage analysis to explore HLHS inheritance have also identified a 
few significant chromosomal loci (Benson et al. 2016). Discovery of large-scale structural 
defects in chromosomes can be performed using classical cytogenetic methods, and the use of 
comparative genomic hybridization (CGH) arrays to detect smaller variations in the genome has 
increased the number of HLHS patients found to show structural changes (Payne et al., 2012; 
Bachman et al., 2015). Thus, structural genome variation is a known component in many cases 
of the disorder, yet no single causative locus has been identified. 
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Difficulty in identifying causative loci  
The genetic factors affecting inheritance of HLHS are heterogeneous, there is likely no single 
causative variant, and there may be multiple combinations of variants that result in the HLHS 
phenotype and affect the severity of hypoplasia. This hypothesis is supported by studies that 
have implicated variants in some but not all probands in the experimental cohorts, and the fact 
that nearly 80 percent of congenital heart disease cases do not follow Mendelian inheritance 
patterns (Lahm et al. 2016). Studies differ in how strongly they define the HLHS phenotype 
versus other forms of left valve hypoplasia. This may result in falsely linking a variant to HLHS, 
when in fact it affects the development of a different phenotype (Benson et al. 2016). Many 
studies reporting protein coding variants are difficult to replicate, and subsequent studies have 
failed to support the previous results (Benson et al. 2016). Variants in protein coding regions are 
common in normal individuals with no clear disease phenotype; variants identified in few HLHS 
individuals in a cohort are difficult to link directly to the HLHS phenotype. Current research in the 
field has produced promising findings, and some studies have been replicated. These findings 
include single nucleotide variants (SNVs) and copy number variations (CNVs), both de novo 
and inherited, in gene networks important for the developing heart.  
 
Single nucleotide variants 
Multiple SNVs have been identified in individuals with HLHS but are only shared by few cases in 
each study. Missense mutations have been identified as overrepresented in cases versus 
controls in NOTCH1 (McBride et al. 2008; Garg et al. 2005). NOTCH1 codes for a receptor that 
is expressed in the NOTCH signaling pathway, important for embryonic development. (McBride 
et al. 2008). In GJa1, which encodes a protein that is a component of gap channels critical to 
development and cellular signaling, four SNVs were identified, two that were missense and two 
that were silent, in eight individuals with HLHS (Dasgupta et al. 2001). The same four SNVs 
were identified in eight out of 14 individuals with HLHS, while the six other HLHS individuals and 
the control samples did not have the mutations (Dasgupta et al. 2001). SNVs have also been 
identified in NKX2.5, a cardiac transcription factor, in individuals with congenital heart disease, 
but only one individual with HLHS in each sample cohort had a mutation in NKX2.5 (Stallmeyer 
et al. 2010; Elliott et al. 2003). There has been no single mutation or combination of mutations 
that can explain the HLHS phenotype alone. The SNVs in NOTCH1 and GJa1, were identified in 
individuals with HLHS, but there were other affected HLHS individuals without the mutations. 
Individuals with other forms of CHD also had mutations in the NKX2.5, in addition to the one 
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individual in both studies with HLHS, so it is difficult to attribute the mutations specifically to 
HLHS (Stallmeyer et al. 2010; Elliott et al. 2003). 
 
Copy number variants  
Multiple studies have explored the role of copy number variations (CNVs) in HLHS, though have 
not linked specific CNVs to HLHS. CNVs were identified in 43 HLHS samples and 16 controls 
and there was a statistically greater amount of CNVs in the HLHS cohort (Payne et al. 2012). 
The authors took it a step further to compare the locations of the identified CNVs in each group 
to public databases and determined the frequency of previously unreported CNVs. However, no 
statistically significant difference in the amount of previously unreported CNVs in the HLHS 
cohort compared to the controls was found (Payne et al. 2012). CNVs were also identified in 
174 individuals with multiple left-sided CHD and 290 controls but with no statistically significant 
difference in the amounts (Hitz et al. 2013). Unique CNVs were identified in these cases, and 
there were 73 CNVS were found to be enriched for loci involved in angiogenesis. (Hitz et al. 
2013). The role of CNVs in HLHS continues to be investigated, though it is difficult to link 
specific CNVs to their role in HLHS considering that large CNVs in the range of one kilobase to 
several megabases are likely to be found in most individuals, regardless of their disease status 
(Lahm et al. 2016). 
 
De novo variants 
De novo mutations, whether SNVs or CNVs, may play a role in HLHS and have been 
overrepresented in HLHS cases versus controls. Using the genetic sequences of the unaffected 
parents of HLHS individuals can help identify true de novo mutations. De novo variants may be 
a key factor in developing HLHS in a predisposed background (Lahm et al. 2016). A higher 
prevalence of de novo CNVs in was identified individuals with HLHS compared to their 
unaffected parents. De novo CNVs were identified in 71 trios with an HLHS proband and 
another 148 trios with a proband who had conotruncal anomalies; the frequency of CNVs was 
very similar in each group, and both groups had about two percent more de novo CNVs present 
in probands (Warburton et al. 2014). An enrichment analysis of biological functional category of 
the de novo CNVs showed that cardiovascular system development and function was the most 
significant (Warburton et al. 2014). De novo point mutations were identified in 362 trios with a 
proband affected with CHD, including 60 trios where the proband had HLHS, and these de novo 
point mutations contributed to about 10 percent of CHD cases (Zaidi et al. 2013). De novo 
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A recent study used a forward genetics approach in mice to induce HLHS, followed by whole 
exome sequencing, and identified SNVs in two genes linked to the HLHS phenotype. However, 
the findings have been disputed based on whether or not the mutant mice actually had the 
HLHS phenotype (Liu et al. 2017). 100,000 fetal mice were chemically mutated, and then 
screened for HLHS with ultrasound detection; in total there were eight mutants which showed 
the HLHS phenotype (Liu et al. 2017). Exome sequencing of the eight mutants revealed 330 
mutations, but none of them were shared (Liu et al. 2017). This is consistent with other studies 
suggesting a genetically heterogeneous cause. Mutant HLHS mice with homozygous mutations 
in Sap130 and Pcdha9 showed the highest penetrance of HLHS. This was validated by 
developing CRISPR-Cas9 mutant lines of these two genes. One of the CRISPR-Cas9 targeted 
mutants had both Sap130 and Pcdha9 successfully mutated and had the HLHS phenotype 
according to the ultrasound (Liu et al. 2017). Transgenic mice homozygous for the Sap130 and 
Pcdha9 mutations in the F2 generation had HLHS. Both variants were loss of function mutations 
(Liu et al. 2017). However, in a letter to the editor of Heart, Anderson (2019) claims that HLHS 
was not correctly identified in the mutant mice according to the definition used by clinical 
pediatric cardiologists and surgeons. This study and its refutation underscore the importance of 
correctly identifying HLHS cases when aiming to link variants to the disease.  
 
Moving forward with next generation sequencing 
With the cost of genomic sequencing dropping, it is more feasible to do whole exome 
sequencing (WES) and whole genome sequencing (WGS). WES can identify many more 
variants than targeted sequencing of individual genes, but there may be variants in non-coding 
regions that contribute to the disease that would be missed by exome sequencing alone. 
Additionally, RNA-seq used in conjunction with WES or WGS can help combine gene 
expression data with genomic variants, providing more detail on the possible effects of 
discovered variants. RNA-seq and WGS data were combined in a study of HLHS family trios (Li 
et al. 2014). Skin cells from each trio member were reprogrammed into induced pluripotent stem 
cells and made to differentiate into cardiomyocytes. RNA-seq was performed on both the 
induced pluripotent stem cells and differentiated cardiomyocytes (Li et al. 2014). There were 
4000 genes were differentially expressed among the family members in their induced pluripotent 
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stem cells, and 6000 genes were differentially expressed among the family members in the 
differentiated cardiomyocytes (Li et al. 2014). A variety of mutations, including de novo 
mutations were identified in probands from the WGS data (Li et al. 2014). This work is ongoing 
and full analyses from this study have not yet been published. Studies with a comprehensive full 
genomic analysis are key to get a better understanding of the genetic landscape underlying the 
HLHS phenotype.  
 
STRUCTURAL VARIANT DISCOVERY IN HLHS 
Overview 
While whole genome sequencing (WGS) can identify variants in most places of the genome, as 
opposed to targeted sequencing and WES, but there are still limitations. The most widely used 
sequencing platform for WGS is Illumina, which sequences reads to a length of 100-150 
nucleotides. Sequencing reads from each sample are aligned to the human reference genome, 
and sample variants are called relative to the reference. Traditional variant calling best practices 
pipelines are tuned for the identification of SNPs and indels (variants less than 50 nucleotides). 
Structural variants are more difficult to detect from the alignment of Illumina sequencing reads 
alone. For these reasons, the CGH arrays has been more widely deployed as a test for 
structural variation in HLHS, even though extensive genome sequence data is now available. 
 
Structural variant identification from alignments 
Structural variation is defined at sizes of 50 nucleotides (nt) or greater (Chaisson et al. 2019). 
Variants less than 50nt but larger than a single base change are often classified as indels. 
Structural variant types include copy number variants (CNVs), insertions, deletions, inversions, 
and translocations, and have been implicated in patients with HLHS (Payne et al. 2012; Hitz et 
al. 2013; Warburton et al. 2014; Lahm et al. 2016). Depending on the study, structural variants 
that include loss or gain of sequence will be classified as CNVs, duplications, or deletions. CGH 
arrays are popular for detecting CNVs but fail to identify smaller structural variants that do not 
include a large change in the total number of nucleotides. Structural variants that are larger than 
indels but below the detection threshold for CGH arrays can thus be missed by traditional 
variant calling or lab-based methods.  
 
With the huge growth in genomic sequencing data, software packages have been developed to 
detect structural variants from short read data aligned to a reference genome, using changes in 
sequencing coverage throughout the alignments, and read pairing information. CNVnator 
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traverses the alignments and analyzes variations in sequencing coverage in an individual to 
detect CNVs (Abyzov et al. 2011). Regions of very high coverage relative to the rest of the 
genome are indicative of a duplication, whereas regions lacking coverage may indicate a 
deletion. DELLY uses read pair and split read information from alignments to call structural 
variants by identifying read pairs that map to the reference at different lengths apart than would 
be expected from the sequencing process (Rausch et al. 2012). Additionally, a read may be split 
during the alignment process, and map to separate regions of the reference genome, if it was 
sequenced from a region of structural variation.  
 
There is a wide variety of software that call structural variants from alignments, and more 
continue to be published. However, they suffer from common shortcomings. Reads that do not 
map to the reference will be lost, and aligner software often do not include unaligned reads in 
the sequence alignment files. Reads in the sample that do not align could originate from novel 
inserted sequence of mobile elements such as retroviruses and transposons, regions with highly 
divergent sequence to due to many polymorphisms, highly divergent repetitive regions, and 
reads that spanned large deletions. Additionally, structural variants called from an alignment are 
usually not able to give the exact sequence of the sample allele; they can only indicate the likely 
presence of a variant. These shortcomings can be resolved by building full genome assemblies, 
and calling structural variants from the assembly graphs: structural variant calling by assembly.   
 
Structural variant calling by assembly 
An assembly approach to variant identification is able to bypass many of the limitations on 
calling variants from an alignment. The full sample allele will be present in the sample’s 
assembly, allowing for the exact variant sequence to be called. Previously unmappable reads 
are incorporated into a sample’s assembly. There is also no limitation on size ranges 
detectable, SNVs, up to structural variants thousands of nucleotides long can be detected. This 
method involves performing a de novo genome assembly on each sample and calling structural 
variants from the assembly graphs. This approach has the potential to uncover variants 
previously undetected in individuals with HLHS, where a full genetic cause has yet to be 
identified with existing variant calling methods. Cortex-var performs variant calling by assembly, 
utilizing the de Bruijn graph data structure (Iqbal et al. 2012). The de Bruijn graph is used for 
genome assembly by a variety of bioinformatics software. Cortex-var goes a step further than 
assembly in order to call variants between assembly graphs. The de Bruijn graph wasn’t 
originally developed for genome assembly, but it works very well in assembling short 
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sequencing reads. The graph is composed of nodes and edges derived from k-mers. K-mer 
refers to all of the possible substrings of length k from a string, which in the case of genome 
assembly, is a sequencing read (Compeau et al. 2011). Each node is composed of a k-1-mer, 
and each edge is a k-mer. Each distinct k-1-mer from the sequencing reads is a node, and the 
k-mer edges will connect nodes that have the k-1-mer prefix of the edge and k-1-mer suffix of 
the edge (Compeau et al. 2011). Once the graph is constructed, the genomic sequence can be 
assembled by traversing the graph through every edge once. Cortex-var merges multiple 
assembly graphs and retains information on which nodes and edges belong to individual 
samples (Iqbal et al. 2012). By following shared path through a merged graph, identifying points 
of divergence and convergence, variants can be identified between individual samples, and/or a 
reference genome if it was included in the merged graph. This method isn’t as sensitive as 
alignment-based variant calling for the identification of SNPs and indels and was thus applied 
















CHAPTER 2:  REFERENCE-GUIDED VARIANT CALLING BY ASSEMBLY IN 
HYPOPLASTIC LEFT HEART SYNDROME FAMILY TRIOS  
 
INTRODUCTION 
There is evidence for a genetic cause of HLHS, that is likely heterogeneous, and multiple 
different genetic backgrounds may result in the HLHS phenotype. Variants in protein coding 
regions of genes affecting heart development have been identified in some but not all of HLHS 
probands in previous studies. Given the complex genetic background of HLHS, structural 
variants likely also play a role. They may be de novo and/or inherited in probands with HLHS. 
Detecting structural variants can be difficult from short read alignment data alone, and some 
variants may be missed in unaligned reads. Using an assembly-based approach, structural 
variants can be detected without reference alignment bias, and the full sample allele can be 
predicted. Prioritizing structural variants present in genes will help explain their functional 
impact. A statistical analysis of structural variants within genes of individuals with HLHS versus 
a control population will help identify genes of significance to HLHS. 
 
METHODS 
Overview of the approach   
Cortex-var, the software which performs variant calling by assembly, was deployed with the goal 
of identifying structural variants that have previously gone undetected. Additionally, variants 
were called using the alignment-based software, Sentieon, following the Best Practices 
recommended by the Broad Institute (Van der Auwera et al. 2013). The Best Practices are the 
common way to call SNP/indel variants on WGS data. These results would be used as a 
comparison to the variants called in assembly graphs. The Broad Institute has their own 
software for variant calling, the Genome Analysis Toolkit (GATK). Sentieon implements the 
same underlying SNP/indel variant algorithms as the GATK and is up to 10 times faster (Freed 
et al. 2017). The Sentieon package also contains an algorithm to identify structural variants from 
an aligned BAM. There were two main reasons for running the alignment based variant calling 
algorithms in addition to Cortex-var: 
1. Identify and compare variants that would likely be missed if only performing 
SNP/indel variant calling following the GATK Best Practices.  
2. Determine if structural variants detected by Cortex-var can also be detected by 
alignment based structural variant callers.  
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Cortex-var is capable of calling a large size range of variants and can give the exact sample 
allele compared to the reference because the variants are called from an assembly graph. With 
structural variant callers that use alignments to identify variants, the sample allele is often not 
able to be determined, and these callers can merely give indication on the presence of variation. 
Cortex-var is more computationally expensive than alignment based structural variant callers. 
By identifying a set of high-quality variants in the sample cohort from Cortex-var, it would be 
possible to know the exact variant allele. If alignment based structural variant callers could also 
identify these regions of variation, then they could be used to quickly genotype many individuals 




WGS data from 24 family trios was provided by the Mayo Clinic. Each family trio consisted of a 
child born with HLHS, and unaffected parents. Each sample was sequenced with paired-end 
reads. These trios were chosen because the DNA was sequenced from blood samples, as 
opposed to saliva where the data is often of lower quality. Each individual was also prescreened 
for large structural variants using CGH arrays and lacked clinically reportable variants. In 
addition to the 24 trios, WGS data from 344 individuals was provided from the Mayo Clinic 
Biobank. These individuals were selected for no family history of CHD and would serve as a 
control dataset.  
 
The data were in BAM format. The header information denoted that each individual was 
sequenced on an Illumina platform. These BAMs were generated over multiple years at the 
Mayo Clinic. The HLHS trio BAMs were aligned to hg19 (Table 1). Reference version 37.1 is 
part of the hg19 release (Table 1). The individuals from the biobank were aligned to the latest 
version of the human genome, hg38 (Table 2). The sequencing platform used was the same for 












Aligner Aligner version Number of samples 
Illumina 37.1  novoalign 2.07.13 6 
Illumina 37.1 novoalign  2.08.01 24 
Illumina 37.1 novoalign 3.02.04 36 
Illumina hg19 bwa 0.7.10-r789 6 
 
Table 1: Information from HLHS BAM headers. The 72 individuals in the priority trios were sequenced and aligned 
at different times. The aligner software, versions, and human reference genome information in the BAM headers 
reflect that.  
 
Sequencing Platform Human reference 
genome  
Aligner Aligner version Number of samples 
Illumina hg38 bwa 0.7.10-r789 344 
 
Table 2: Information from biobank BAM headers. The 344 individuals in the biobank all appear to have been 
aligned around the same time. The aligner software, versions, and human reference genome information in the BAM 
headers reflect that. 
 
Extracting sequencing reads 
Samtools was used to extract the sequencing reads from the BAM files. These sequencing 
reads would then be used as inputs into both the Cortex-var and Sentieon variant calling 
workflows. Since Cortex-var does not take lane information into account when assembling de 
Bruijn graphs, each of the read one files for an individual were concatenated into a single read 
one file, and each of the read two files for an individual were concatenated into a single read 
two file for the HLHS individuals which were sequenced over multiple lanes. The original 
sequencing reads separated by lane in the HLHS trios were also retained for use in the 
Sentieon variant calling workflow. The biobank samples did not contain information denoting 
sequencing over multiple lanes, so their fastq files were retained as one pair per biobank 
sample. 
 
FastQC analysis of sequencing reads 
FastQC was run on each of the combined sequencing read files for each of the HLHS samples 
in a trio, and on 10 individuals from the biobank. Due to time constraints, the FastQC analysis 
was not run on the rest of the biobank samples. For each of the quality tests of FastQC, the 
software reports pass, warn, or fail. The percentage of reads among the HLHS trios and 10 
biobank individuals that had either pass, warn, or fail, for each quality metric was   




Figure 1: FastQC analysis on the 24 HLHS trios. The percentage of individuals in the 24 HLHS trios with pass, 
warn, or fail results from reported by FastQC for each metric tested. Majority of the samples failed the k-mer content 
metric, but this was not a concern for the present study, as this metric has been removed from newer releases of 
FastQC. There was a high percentage of fail and warn for the per base sequence content, reflecting possible issues 
during the library preparation of the samples. Most samples also had warn results for the per sequence GC content, 
reflecting issues with library preparation or adapter contamination (Andrews 2010). Reads were trimmed to help 
mitigate these issues.  
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Figure 2: FastQC analysis on a subset of biobank individuals. The percentage of individuals in the  biobank 
subset with pass, warn, or fail results from reported by FastQC for each metric tested. Only 10 individuals were tested 
due to time constraints. Majority of the samples failed the k-mer content metric, but this was not a concern for the 
present study, as this metric has been removed from newer releases of FastQC. The warn results for per sequence 
GC content reflect adapter contamination or issues with library preparation (Andrews 2010). Warn results for per 
base and per tile sequence quality were accounted for by trimming the reads.  
 
The results of FastQC are similar between the 10 biobank individuals and the HLHS trios. 
However, the per base sequence content among the biobank was noticeably better than the 
individuals in the HLHS trios. All 10 of the tested biobank individuals passed, whereas most of 
the individuals in the HLHS trios had a warn or fail result for this test (Fig. 1; Fig. 2). Per tile 
sequence quality had a higher percentage of HLHS individuals with a warn result in the biobank, 
whereas most of the individuals in the HLHS trios had a pass result (Fig. 1; Fig. 2). This could 
be due to the sample size difference, as about 30 percent of the individuals in the HLHS trios 
had a warn result for the per tile sequence quality test (Fig. 1). Both the biobank and HLHS trio 
individuals had mostly warn test results for per sequence GC content, and fail results for k-mer 
content (Fig. 1; Fig. 2). Most individuals in both the biobank and HLHS trios failed the k-mer 
content test, but this was not a concern since this test has been disabled by default on newer 
versions of FastQC. The k-mer content test is a supplement to the overrepresented sequences 
test. It uses a binomial distribution to test whether or not any 7-mer has a positional bias 
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(Andrews 2010). In a genome, there will be over or underrepresented k-mers, but these should 
not be enriched for any position in a given sequencing read. A possible reason for failing this 
test is due to sequencing libraries which resulted from random primer sampling, where some 
primers were sequenced and were not truly random (Andrews 2010). The GC content test 
assumes a normal distribution of GC content in the reads, with the peak of the distribution 
representing the GC content of the genome; if more than 15 percent of the reads deviate from 
the normal distribution, the test returns a warn result (Andrews 2010). Warnings here are 
usually a result of the sequencing library, adapter contamination could also cause a warn in the 
GC module (Andrews 2010). Overall, the FastQC results showed that there may have been 
some problems during the library preparation and sequencing processes. These issues were 
addressed by trimming the affected reads for adapters and sequencing errors before running 
any variant calling analysis.   
 
FastQC also reports the read lengths in each fastq, along with the total number of sequences. 
These values can be used to estimate the sequencing coverage using the equation: 
 
𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒	 = 	 (𝑟𝑒𝑎𝑑𝐿𝑒𝑛𝑔𝑡ℎ ∗ 𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑎𝑑𝑠)	/	ℎ𝑎𝑝𝑙𝑜𝑖𝑑𝐺𝑒𝑛𝑜𝑚𝑒𝐿𝑒𝑛𝑔𝑡ℎ 
 
This estimate is an average, as there are many regions of the human genome that are more 
accessible during the sequencing process, resulting in some regions with much lower coverage 
than others. The haploid length of the human genome is about 3.2 billion nucleotides 
(McPherson et al. 2001). For example, an individual sequenced with read lengths of 150, and a 
total sequence count of 1,000,000,000 nucleotides would have a coverage of about 47x: 
 
 46.875	 = 	 (150 ∗ 1000000000)	/	3200000000	 
 
The HLHS individuals were sequenced to about 40x to 60x coverage (Fig. 3). The read length 
also differs among individuals. In the HLHS trios, most appear to be sequenced with 100 length 
reads, while about one third of the individuals are sequenced with 150 length reads (Fig. 3). The 
10 biobank individuals sampled were sequenced with 150 length reads, and their coverage was 
slightly below 40x, with the exception of the tenth individual (Fig. 4). The coverage is consistent 
in the trios with some exceptions. Individual 001, the proband in family 064, has a much higher 
depth of coverage compared to the other members. Individual 003, the father, in family 179 also 
has a much higher depth of coverage compared to the other family members (Fig. 3). No 
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measures were initially taken into account for these differences in the families, unless there 
were obvious discrepancies in the variant calls from either Cortex-var or Sentieon.  
 
 
Figure 3: Sequencing coverage and read length of each HLHS trio member. Most of the trios were sequenced 
with 100 length reads, while 6 of the trios were sequenced with 150 length reads. The coverage appears relatively 
consistent within each trio, with the exception of individual 064-HLH-001, and individual 179-HLH-003. Most of the 





Figure 4: Sequencing coverage and read length on a subset of the biobank dataset. Only a subset of the 
biobank dataset (10 individuals) were subjected to the coverage and read length calculation, due to time constraints. 
These individuals all were sequenced to read lengths of 150, and coverage is mostly around 40x.   
 
The FastQC analysis showed the presence of adapters in about 20 percent of the reads from 
the HLHS trios (Fig. 1). Reads with adapters were all sequenced to a length of 150. When 
running the Cortex-var workflow, the presence of adapters could result in many dead-end paths 
in the assembly graphs, increasing the time and memory necessary to build assemblies for 
those individuals with adapters. Further analysis of the FastQC results showed that the adapters 
were present in only some of the individuals with 150 length reads. However, quality scores 
were much lower at the 3’ ends of the 150 length reads, compared to the 100 length reads (Fig. 
22; Fig 23). All of the reads were marked as pass for per sequence quality scores, but not all 
individuals passed the per base sequence quality, or per tile sequence quality in either the 
HLHS trios or the biobank. The plots provided by FastQC describing the average quality score 
per base showed a higher drop off in quality for the 150 length reads versus the shorter reads 
(Fig 22; Fig 23). Just like adapters, sequencing errors could cause many dead-end paths in the 
assembly graphs. Since an error nucleotide in a read does not represent the real nucleotide that 
should be present, the nodes in the de Bruijn graph containing sequencing errors eventually 
won’t have edges to connect to nodes only containing true sequence.  
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The individuals with read lengths of 100 and showed a similar pattern in sequence quality 
throughout the reads as the proband in family 003 (Fig 22). Additionally, the individuals with 
read lengths of 150 in the HLHS trios showed a similar pattern in sequence quality throughout 
the reads as the proband in family 112 (Fig 23). The biobank individuals all had read lengths of 
150, and the 10 individuals that were ran through FastQC also had a large drop in quality at the 
end of read 2. 
 
Trimming the sequencing reads  
The low sequencing quality, and the presence of adapters in some of the 150 read length 
sequences necessitated trimming of the reads. Samples with 100 length reads were not 
trimmed, since they had higher quality scores (Fig. 22). Trimmomatic was used for its ability to 
do adaptive trimming quality trimming, which implements a model to balance the read length 
and the sequencing error rate (Bolger & Giorgi 2014). Each of the 344 biobank individuals, and 
eight of the 24 HLHS trios, were sequenced with 150 length reads. Not all of the 150 read length 
samples had adapters, but they all had low quality bases at the end of the reads.  
 
The adapter trimming algorithm involves alignment of known adapter sequences of the reads 
and calculating a score. If the alignment score of adapter sequence in a read is above a user-
defined threshold, the adapter or fragments are trimmed from the read (Bolger & Giorgi 2014). 
Trimmomatic also takes into account that with paired-end reads, an adapter could be 
sequenced in the same relative position of both reads. The software incorporates this 
information into its adapter alignment algorithm, enabling it to detect very small adapter 
fragments (Bolger & Giorgi 2014).  
 
Trimmomatic performs adaptive quality trimming. This approach involves trimming from the 3’ 
end of each read, taking into account three factors: First, minimal read length, where the user 
specifies a length to keep the read long enough that it will map uniquely to most of a reference 
genome. Second, additional read length, which allows for lower quality bases after the minimum 
read length, which supports higher accuracy in variant calling. Third, error sensitivity, which 
depends on what type of bioinformatics analyses the user will be doing with the trimmed reads. 
The user specifies a minimum read length, and then a scoring parameter for a model which 
takes into account the second and third factors (Bolger & Giorgi 2014). Minimal length 
parameter was set to 100, because only the 150 length reads were trimmed. For the scoring 
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parameter, the software requires a value between zero and one, with lower values resulting in 
retaining longer reads for less sensitive error trimming (Bolger & Giorgi 2014). The scoring 
parameter was set to 0.2, favoring longer reads. Trimmomatic also requires a hard cutoff for 
minimum read lengths that will be applied after both adapter and quality score trimming. Reads 
below this parameter are removed from the fastq files, and not be used in further bioinformatics 
analysis. This value was set to 90. After trimming, FastQC was re-ran on the individuals in the 
HLHS trios to assess the trimming quality and total read counts in the files containing reads that 
were still properly paired. After trimming, the distribution of per-base quality scores appears 
much higher, and are nearly all above 28 (Fig. 24).  
 
Cortex-var variant calling 
Overview 
Cortex-var was used for its ability to find structural variants by assembly: each sample assembly 
is first constructed de novo with no aid from the reference. Any sequences which were too 
divergent to map to the reference or reads from insertions would exist as nodes in the sample’s 
assembly graph. Cortex-var can be employed in a variety of methods, each method is based on 
the same underlying process: building de Bruijn graph assemblies from individual sample reads 
and calling variants from the de Bruijn graphs (Iqbal et al. 2012). A workflow was developed to 
process all of the input fastq files, following the manual’s recommended software settings when 
using high coverage sequencing data.  
 
Building individual assembly graphs 
The first stage of the workflow involves building de Bruijn graphs for each sample; the manual 
refers to the first graph built as an uncleaned graph, where many error k-mers are likely present 
(Iqbal et al. 2012). Even though the 150 length reads were quality trimmed, there will still be 
some sequencing errors in the reads, resulting in false paths in the sample de Bruijn graphs. 
The user is required to input a value k, which will be the k-mer size used for building the graph. 
The structure of the graph is highly dependent on the choice of k-mer size: each node is 
composed of a k-1-mer, and each edge is a k-mer. Each distinct k-1-mer from the sequencing 
reads is a node, and the k-mer edges will connect nodes that have the k-1-mer prefix of the 
edge and k-1-mer suffix of the edge (Compeau et al. 2011). Larger k-mers allow for more 
specificity: less k-mer overlap resulting in a less ambiguous graph. But larger k-mers also result 
in less sensitivity: more unique k-mers in the graph lowers k-mer coverage, thus lowering the 
number of k-mers that support each path in the graph. K-mer size also has to be odd, to avoid 
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palindromic genome sequences (Zerbino et al. 2008). Higher sequencing coverage allows for 
the ability to generate more k-mers, reducing some of the trade-off with sensitivity when 
selecting a larger k-mer. Iqbal et al. (2012) estimated the probability of Cortex-var to detect 
variants of a given size depending on the size k. For homozygous variants of all sizes, a k-mer 
of size 65 was the most sensitive. For heterozygous variants, a k-mer of size 55 was the most 
sensitive. Erring towards detecting large, homozygous structural variants, a k-mer size of 63 
was chosen for all input samples. 
 
Cleaning individual assembly graphs 
After construction of the first de Bruijn graphs, the uncleaned graph is cleaned by an algorithm 
called remove_low_coverage_supernodes, which takes a user-input integer N (Iqbal et al. 
2012). Supernodes are defined as paths in the graph where only the first and last node in the 
path have more or less than one node pointing in/out of the node (Iqbal et al. 2012). The 
algorithm first removes paths where the last node in the path has no edges pointing out, which 
was likely a path generated from k-mers with a sequencing error. Next, k-mer coverages are 
calculated among all nodes in the supernodes of the graph, and supernodes which contain no 
interior nodes with a k-mer coverage above N are removed (Iqbal et al. 2012). Iqbal et al. (2012) 
recommended selecting an N value for each uncleaned graph by plotting the k-mer coverage 
distribution and selecting the minimum value between the two peaks shown the plot. The k-mer 
coverage distribution is given as output after building the uncleaned graph. K-mer coverage can 
be defined as the number of times one would expect to see a given k-mer, among all the k-mers 
generated from a set of sequencing reads (Zerbino et al. 2008). The average k-mer coverage 
can be calculated from the equation: 
 
𝐶I 	= 	𝐶	 ∗ 	(𝐿	 − 	𝑘	 + 	1)/𝐿 
C is the sequencing coverage, L is the read length, and k is the k-mer size (Zerbino et al. 2008). 
For a sample sequenced to 50x coverage, with a read length of 100, and a k-mer size of 63, the 
average k-mer coverage is:  
 
50 ∗ (100 − 63 + 1)/100	 = 	19. 
 
In the k-mer coverage distribution from the uncleaned graph of individual 003-HLH-001, the first 
peak represents k-mers likely containing a sequencing error, since they have very low 
coverage, and the second peak represents the expected k-mer coverage (Fig. 5). The black 
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vertical line marks the minimum between the two peaks, in this case three, and the gray vertical 
line marks the expected k-mer coverage calculated from the equation described above (Fig. 5). 
The calculated expected k-mer coverage does not exactly match the plot, but it is close. For this 
individual, a value of 3 would be used for N in the remove_low_coverage_supernodes algorithm 
(Fig. 5). The k-mer distribution of the de Bruijn graph after cleaning results in the removal of 
most of the low coverage k-mers (Fig. 6).  
 
 
Figure 5: k-mer coverage distribution in the uncleaned assembly of individual 003-HLH-001. The uncleaned de 
Bruijn graph has a very high number of k-mers with low coverage. These are mostly due k-mers originating from 
sequencing errors. For this individual, Cortex-var’s error cleaning algorithm was used to remove supernodes in the 
uncleaned graph where no interior nodes had a k-mer coverage above three. K-mers with coverage above three in 





Figure 6: k-mer coverage distribution in cleaned assembly of individual 003-HLH-001. Many of the low 
frequency k-mers were removed in cleaned graphs, which results in a more robust assembly for the later variant 
calling stages. Still, there appears to be more than 107 k-mers with very low coverage, though much less than in the 
original uncleaned graph.  
 
Multi-colored assembly graphs  
The power of Cortex-var lies in its ability to call variants between de Bruijn graphs, but in order 
to do so, the graphs have to be merged into a single multi-color graph. The multi-color graph is 
still a de Bruijn graph data structure but contains all the paths of individual graphs that were 
combined into the multi-color graph. The identities of each individual path are retained by 
coloring the nodes in the multi-color graph (Iqbal et al. 2012). Consider the example of 
combining the graphs of sample A and sample B into a multi-color graph and assigning color 1 
to sample A and color 2 to sample B (Fig. 7). The nodes from sample A are stored in the multi-
color graph with the color identifier 1, and the nodes from sample B are stored with color 
identifier 2. In the multi-color graph, there will likely be many nodes that are identical from 
graphs A and B, and these will be single nodes in the multi-color graph, but will be stored with 
the color identifiers 1 and 2, representing that they are both present in sample A and B. Nodes 
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unique to one sample, will only contain the color identifier for that individual. This allows the 
nodes in the graph to be traversed and identify continuous paths in the graph shared among 
colors, and where they diverge into unique paths. Variants are called in the multi-colored graph 
in this way, between colors and their divergent paths (Iqbal et al. 2012). Beginning from the left, 
color 1 and 2 share the same path until they diverge at the first red circle. This indicates a likely 
variation between color 1 and color 2 (Fig. 7). A portion of the path of color 1 is also touching 
other nodes in the graph, denoted by the dotted line (Fig. 7). This can make variant calling 
specific alleles in each sample difficult, but Cortex-var is still able to call variants in cases like 
this, when a known reference path is available. The path of color 1 and color 2 converge at the 
green circle, and then color 2 splits into a new supernode at the last red circle (Fig. 7). 
 
 
Figure 7: Divergent paths in a 2 color multi-colored de Bruijn graph. Example representation of a multi-colored 
de Bruijn graph. This is the graph structure where variants are called among individual samples, each represented as 
a color. In the leftmost side of the graph, where colors 1 and 2 are parallel, they can be assumed to share the same 
nodes up to the first red circle. They share nodes again at the green circle, diverge, and merge again right before the 
rightmost red circle. The path of color 2 then splits within itself, likely due to a heterozygous sequence, and color 1 
shares the same nodes with part of  the color 2 split path. Cortex-var’s Path Divergence algorithm identifies points of 
divergence in the multicolored graph between a sample and reference colors.  
 
Structural variant calling in the multi-color assembly graph 
Variants can be called in the multi-color graph among any individuals that were input into the 
graph. Cortex-var can also construct a de Bruijn graph from the reference fasta. The hg38 
release from the Broad Institute’s FTP server was downloaded in December 2017 for use in 
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Cortex-var variant calling. The reference graph only had to be built once, and it could be used 
as input to a multi-color graph as many times as necessary. Hg38 contains alternate contigs, 
regions of chromosomes too variable in the human population to be described by a single 
sequence. Additionally, Hg38 contains unknown contigs, regions of assembled sequence that 
currently are unable to be placed in relation to any chromosome. The reference de Bruijn graph 
was built from the assembled chromosomes and alternate chromosomes of hg38 so the graph 
structure would not be too convoluted. The unknown contigs are primarily to account for reads 
that may not have mapped elsewhere when doing alignment based variant calling, and with 
Cortex-var, these reads would be included in the sample graph, and likely exist in a divergence 
beginning at some point in the reference sequence. The alternate contigs may provide more 
accuracy when calling variants against the reference with Cortex-var, since the alternate 
sequence has known coordinates, and could provide a more accurate true variant sequence in 
the sample.  
 
Sample graphs were combined with the reference graph into a multi-color graph on a per-family 
basis for each of the HLHS trios, and variants were called between each sample and the 
reference. Thus, for each HLHS trio, a multi-color graph was built that included the original 
graphs from each member in the family and the reference graph. Variants were only called 
between family members and the reference. This is because Cortex-var has two different 
variant calling algorithms: Bubble Caller and Path Divergence. Path Divergence is 
recommended for identification of the largest structural variants and requires variants to be 
called between a single sample color and the reference color (Iqbal et al. 2012). Variants could 
later be called between family members with Bubble Caller in the same multi-color family graph 
if desired. For each of the biobank individuals, the individual graphs were combined with the 
reference into a multi-color graph on a per sample basis, resulting in a 2-color multi-colored 
graph per biobank sample. This allowed for efficient memory use when running these samples 
through a high performance computing (HPC) cluster, since the memory required to build the 
multi-color graph increases with each additional color added. Variants were called in the same 
way as with the trios, between each biobank sample and the reference. 
 
Cortex-var’s Path Divergence algorithm was used because it is capable of identifying large and 
complex variants like deletions, insertions, and structural rearrangements. These types of 
variants often do not form clean paths in the de Bruijn graph. A clean path is where the nodes 
are not shared by other paths in the graph (Iqbal et al. 2012). In Figure 7, the path of color 1 
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would not be considered a clean path, since it shares nodes with another path elsewhere in the 
graph. Path Divergence requires a reference genome path to be loaded into the graph and is 
able to call variants from unclean paths in the sample color because it follows the known 
reference path. This algorithm is biased towards detecting homozygous variants (Iqbal et al. 
2012). Path Divergence works by following the shared path between the reference and a 
sample color and identifying a point of divergence caused by variation between the sample color 
and reference. The reference allele of the variant is taken as the sequence of the reference path 
as far the next unbroken supernode in the sample graph (Iqbal et al. 2012).  For example, the 
path in color 2, from the leftmost side coming into the figure, to the rightmost circle is part of a 
supernode (Fig. 7). The supernode ends when the path splits in the sample’s own color. If color 
1 is the reference path, and color 2 is the sample path, Path Divergence would identify a break 
in the shared path at the leftmost red circle. It would then follow the reference path until the 
rightmost red circle, where the supernode in sample color 2 ends. The algorithm would not stop 
at the green circle in the middle because the sample color 2 still has only one edge coming out 
of each node in the graph in its color at that point (Fig. 7). By calling variants until the end of the 
sample’s supernode, this algorithm is able to identify large variations between samples and the 
reference.  
 
Interpreting Cortex-var variant calls  
Additional steps are needed to output a VCF for interpreting the variants called from the multi-
color graph. Cortex-var will first output a file containing the reference and alternate alleles called 
from Path Divergence for each variant called in the graph. These sequences alone are not 
specific enough to annotate and make use of in prioritizing variants for two reasons. First, no 
information is given on the sample allele’s location relative to the reference genome, only the 
allele sequence and flanking sequence before and after the divergence is given. Second, the 
sample and reference alleles may share some of the same sequence: Path Divergence reports 
the sample allele up to the end of the sample’s supernode. While this sequence will contain a 
variety of variants, there will also be sequence that was shared between the sample and 
reference before the supernode break. A sample allele called this way may contain a variety of 
SNPs and indels, or one large structural variant, but it is not clear by just looking at the 
sequence. Cortex-var provides a perl script to parse the algorithm and output a VCF to see the 
true variant sequence and its location relative to the reference. In order to determine the 
location of the variant, the 5’ flanking sequence is mapped back to the reference genome with 
the software, Stampy (Lunter et al. 2011). Since the 5’ flanking sequence is shared between the 
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reference and sample, it will map back to the reference genome. Then, in order to get the true 
variant sequence, a Needleman-Wunsh alignment is done between the reference and sample 
alleles (Iqbal et al. 2012). The final file of the variant calling process that is ready for input into 
an annotation pipeline is referred to as a decomposed VCF, since it contains all the variants 
with their locations relative to the reference genome, and the true variant sequence 
decomposed from the original sample allele. 
 
Cortex-var workflow on input samples 
The Cortex-var variant calling workflow was run on a per-family basis for each HLHS trio, and a 
per-sample basis on the biobank individuals on the iForge HPC cluster at the National Center 
for Supercomputing Applications (NCSA). The workflow is modular and divided into stages (Fig. 
8). Walltime and memory requirements for a family trio where individuals were sequenced with 
100 length reads are shown in Table 13. For 150 length reads, the walltime and memory may 
increase due to more sequencing errors at the end of longer reads, if they are not quality 
trimmed. The requirement for creation of the multi-color graph and variant calling steps will 
increase with each color in the graph.  The variant calls in the biobank individuals should not 
show any bias due to the number of colors in the graph compared to the trio graphs: variants 
are called between a sample and the reference. The paths of other samples in a graph, which 
don’t exist in the two color biobank-reference multicolor graphs, are not taken into account 
during variant calling.  
 
Genotyping Cortex-var calls 
When originally running the Cortex-var workflow, the genotyping step described in the manual 
was not performed because it was drastically increasing the walltime of the variant calling step.  
It was later determined that the Cortex-var VCFs could be quickly genotyped using the software, 
McCortex. McCortex is a rewrite of Cortex-var, capable of handling larger populations, and 
incorporates long-range information from input sequencing reads by annotating the de Bruijn 
graph (Turner et al. 2018). McCortex is capable of genotyping calls that it did not make, as long 
as the calls were against a de Bruijn graph in the Cortex binary format, denoted with the suffix: 
ctx (Turner et al. 2018). McCortex first annotates the input VCF with average k-mer coverage of 
the reference and alternate alleles. Genotypes are then computed from the coverage. This 
process takes about 20 minutes per sample and runs in under 100Gb of RAM. Thus, it was a 
quick way to genotype the variants when it was not possible to do so with Cortex-var due to 
walltime constraints.  
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In fact, McCortex uses the same genotyping model as Cortex-var but uses k-mer coverage of 
alleles instead of read coverage of alleles when calculating the genotypes. The read coverage 
calculations and genotyping step of Cortex-var is performed during variant calling, whereas k-
mer coverage and genotypes are applied to the VCFs in McCortex (Iqbal et al. 2012; Turner et 
al. 2018). With McCortex, k-mer coverage is applied by loading the reference sequence, and 
streaming VCF records into memory. For each variant, and variants within k bases, 63 for this 
study, all possible haplotypes are constructed. Then, the genotyping algorithm identifies k-mers 
that are unique to only a single allele, while discarding the others. The sample’s de Bruijn graph 
is then loaded into memory, and the average k-mer coverage of the sample and reference 
alleles are added into VCF. The genotyping model is then applied to each variant based on the 
k-mer coverage. The McCortex manual recommends using the uncleaned sample graph 
because the genotyping model accounts for k-mers from sequencing errors, and the cleaned 
graph may be missing k-mers from true variants (Turner et al. 2018). This method allows 
McCortex to only load informative k-mers for each variant into memory, reducing total memory 
usage. Each possible genotype (homozygous reference, heterozygous, homozygous alternate) 
is assigned a log likelihood score, and the genotype with the highest likelihood is assigned 
(Turner et al. 2018). The raw VCFs output from Cortex-var were used for input into McCortex 
commands. The raw VCFs were used over the decomposed VCFs because the raw VCFs 
contain the actual alleles called from the de Bruijn graphs and are not broken down into sub-
variants yet. It is best to genotype the actual call that was made from the de Bruijn graph; the 
variant in the decomposed VCF may be missing sequence that was present in the de Bruijn 
graph when the call was made. Each variant in the decomposed VCF could then be assigned 
the genotype based on the annotation in the raw VCF. 
 
Sentieon variant calling 
Overview  
Variants were also called in each HLHS trio and biobank individual using the Sentieon software 
package. In contrast to Cortex-var, Sentieon performs variant calling based on alignment of 
reads to a reference genome. Sentieon’s Haplotyper algorithm was used to call SNPs/indels 
following the GATK Best Practice’s pipeline. Sentieon’s DNAscope algorithm was used to call 
structural variants. There were two primary reasons for variant calling with Sentieon: 
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1. To make a comparison between the industry standard SNP/indel variant calling 
Best Practices and Cortex-var. Cortex-var would likely find much larger variants 
than possible by SNP/indel variant calling algorithms.  
2. Determine if the variants called by Cortex-var could also be detected by the 
DNAscope. Alignment based structural variant callers like DNAscope may be 
able to detect the location of a variant due to indications in the read alignment, 
but often will not be able to give the exact variant allele. Exact variant alleles can 
be given by Cortex-var.  If alignment based structural variant callers can detect 
many of the same variants, future samples could be quickly genotyped with 
DNAscope based on a set of high-quality Cortex-var detected variants.  
 
Best Practices  
Sentieon’s SNP/indel variant calling pipeline is based on the Best Practices for germline variant 
calling developed by the Broad Institute (Van der Auwera et al. 2013). Sentieon was developed 
as a faster alternative to the Broad Institute’s GATK and re-implements the algorithms to 
achieve processing speeds up to 10 times faster with identical results (Freed et al. 2017). The 
Best Practices involve aligning sequencing reads to a reference genome with the Burrows-
Wheeler Aligner (BWA), marking PCR duplicates, recalibrating the base quality scores, calling 
variants in the sample from the alignment, producing gVCFs, merging and genotyping a cohort 
of multiple gVCFs into a multi-sample VCF, and finally recalibrating the variant quality scores in 
the multi-sample VCF (Van der Auwera et al. 2013). For the purposes of this project, VCFs were 
output immediately after calling variants. Cortex-var variants were called individually among the 
samples, and the Sentieon variants were mainly used as a comparison to the Cortex-var variant 
calls. Sentieon was ran for each individual in the HLHS trios and biobank. Alignment was 
performed with Sentieon’s implementation of BWA. After alignment, PCR duplicates were 
removed from the aligned BAMs. Duplicate reads are marked in the BAM file so that during the 
variant calling stage, the duplicate copies are ignored. The base quality scores in each of the 
BAMs were then recalibrated. 
 
SNP/indel calling with Haplotyper 
Following the base quality score recalibration, variants were called. Sentieon’s Haplotyper 
algorithm was first used, which is a faster implementation of the Broad Institute’s 
HaplotypeCaller algorithm (Van der Auwera et al. 2013). HaplotypeCaller is one the most widely 
used variant callers for SNPs and indels. It is not often used for identification of structural 
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variants. Structural variants are generally accepted to be variants from 50 nucleotides up to 
large scale chromosomal rearrangements involving millions of nucleotides (Chaisson et al 
2019). HaplotypeCaller is not supported for the identification of variants larger than the read 
length due to its inability to differentiate from real variation or lack of coverage (Van der Auwera 
et al. 2013). The algorithm traverses the sorted alignments in the recalibrated BAM file and 
identifies regions of possible variation between the sequence of aligned reads and the reference 
called active regions. HaplotypeCaller then performs a local reassembly using a de-Bruijn-
graph-like structure of reads the active region and realigns the reads to the reference genome 
using the Smith-Waterman algorithm (Van der Auwera et al. 2013). The reassembly only occurs 
locally at in the identified active region, which has a maximum size of 300bp (Van der Auwera et 
al. 2013). Contrast with Cortex-var, which performs a whole genome assembly in the sample 
and reference before calling variants. HaplotypeCaller is very useful for identifying SNPs and 
small indels but is not capable of finding the larger variants that Cortex-var is able to identify. 
HaplotypeCaller is also able to genotype variants for the haplotypes built in the local assembly 
by aligning the local reads to the haplotype(s) with a with a PairHMM algorithm (Van der Auwera 
et al. 2013). Variants were called in each sample’s recalibrated BAM with Sentieon’s 
implementation of HaplotypeCaller. VCFs were output for each individual in the HLHS trios and 
biobank. These VCFs were used as a comparison to the Cortex-var variants.  
 
Structural variant calling with DNAscope 
In addition to running Haplotyper, which is tuned for the identification of SNPs/indels, Sentieon’s 
DNAscope was ran for the identification of structural variants. Unlike Haplotyper, the DNAscope 
algorithm is not a re-implementation of any of the Broad Institute’s tools. Sentieon describes it 
as an improved algorithm for variant detection that is also capable of calling structural variants 
depending on input parameters. DNAscope was used to call structural variants, SNPs/indels 
had already been called with Haplotyper. DNAscope uses the same input BAM as Haplotyper 
(the BAM produced after base quality score recalibration). 
 
DNAscope detects structural variants by looking for read breakends in the aligned BAM. For 
example, in the case of a deletion in a sample, a read originating within the sample allele can be 
split when aligned to the reference, since the reference will contain sequence not present in the 
sample. DNAscope reports this breakend information in the VCF following the VCF standard 
notation for breakends (Samtools 2019). Breakend VCF records can often be hard to interpret, 
because the full sample allele is not given, but they do indicate the presence of likely variation. 
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Since Cortex-var will report the entire sample allele, structural variants identified in the same 
location by DNAscope can be used to validate Cortex-var, and also provide support that these 
variants can be detected with a faster method since the allele would already be determined from 
the identified Cortex-var variants.  
 
Annotation of Cortex-var structural variants  
Variants were called in each HLHS trio sample, and each biobank control sample throughout 
the whole genome. In order to prioritize disease relevant variants, calls were prioritized that 
were in regions defined by the hg38 GTF, which contains coordinates of known genes and other 
features such as long non-coding functional RNAs. This file was downloaded from the University 
of California Santa Cruz (UCSC) genome browser website (Haeussler et al. 2019). The GTF 
was downloaded in December 2018. The GTF available for download was generated from the 
National Center for Biotechnology Information’s (NCBI) RefSeq database (O'Leary et al. 2015).  
An annotation track used in the UCSC genome browser that contains non-coding regulatory 
regions curated by the ORegAnno database was also downloaded (Haeussler et al. 2019; 
Lesurf et al. 2015). ORegAnno contains genomic regions of known and predicted transcription 
factor binding sites, RNA binding sites, and other regulatory elements, compiled from scientific 
literature and other curated databases (Lesurf et al. 2015).  
 
The GTF contains detailed information on each gene, and other genomic features, consisting of 
exon locations, start codons, and stop codons, and the coding sequence locations of genes and 
feature where applicable. In order to define each gene and feature a unique RefSeq ID is used. 
However, this ID does not provide any information about the gene or feature name or product. 
This information is useful to have when parsing the file. The python library, MyGene, uses a 
REST web query to return gene annotation data based on database IDs, and supports querying 
RefSeq IDs (Wu et al. 2012). An in-house python script was used to parse the GTF file and 
query the RefSeq IDs in order to return the gene name, and description, and add these as 
additional columns. While the vast majority of IDs returned a match from the MyGene query, 
some did not, suggesting that these features were not current and that the annotations were not 
supported by RefSeq anymore. These records were not considered. Records that were marked 




While variants throughout the all the genes and records defined by GTF were prioritized, a list of 
genes that were associated with heart development and/or were in a fetal heart coexpression 
network was compiled. Variants identified in these genes would be very good candidates for 
HLHS. The Gene Ontology (GO) database was used to find genes related to human heart 
development. The goal of the Gene Ontology database is to combine knowledge from 
thousands of genomics experiments and to relate genes and gene products to biological 
functions (Ashburner et al 2000; Gene Ontology Consortium 2018). The GO database contained 
786 genes that had ontology to human heart development. All 42 genes in the Invitae 
Congenital Heart Disease panel are included in this ontology list 
(invitae.com/en/physician/tests/04201/).  A 2017 study which used RNA microarray datasets 
from human fetal heart tissues available on ENCODE constructed a fetal heart coexpression 
network with 316 genes (Wang et al. 2017). These were downloaded to use along with the GO 
heart development genes. There was some overlap between the 316 genes downloaded from 
the fetal heart expression network study and the 786 downloaded from GO. There were only 68 
genes were shared between these two lists, suggesting that many genes with ontology to heart 
development, might not have specific fetal heart expression. The entirety of the 1,034 unique 
genes among the two sources were still a useful tool to annotate variants. Calls intersecting with 
exons are most likely to have significant effects on the gene. However, since human genes 
have very large introns, it was anticipated that most of the calls within genes would be only 
within introns and the ORegAnno annotations could help explain the functional impact of these. 
 
RESULTS 
A flexible variant calling by assembly workflow 
The work in deploying Cortex-var with whole human genome sequencing data led to the 
development of a robust workflow. Rather than running each individual command and wrapping 
them in a bash glue, users can now take advantage of a modular Cortex-var workflow (Fig. 8). 
Written in Nextflow, the workflow is flexible, scalable, and designed to run on an HPC system 
(Di Tommaso et al. 2017). Nexflow is built for parallelization in scientific workflows and creates 
output in a directory tree structure for easier debugging and validation. Parameters for each 
step can be specified in a runfile, and users can specify methods of error handling. For 
example, if one sample fails during assembly, the other samples could be allowed to finish with 
their assemblies before fully stopping the job to avoid a waste of compute resources. Cortex-var 
builds the entire assembly in RAM before writing to disk, and it would be an unnecessary use of 
compute resources to kill the other assembly processes if there was no error in them. The failed 
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sample could be rebuilt after correcting the error, and the user could resume the workflow once 
all individual samples have completed their respective steps. This workflow runs from creation 
of the assembly graphs for each input sample and outputs a VCF for each sample, or a 
combined VCF with all samples. The workflow automatically determines the cleaning threshold 
to be used based on the k-mer coverage distribution. Users specify either the Path Divergence 
or Bubble Caller algorithm for Cortex-var variant calling. Full code and documentation is 







Figure 8: Cortex-var Nextflow workflow. This workflow is designed to be modular. Outputs and logs of each stage 
are stored in separate directories within a root workflow directory. The Make de Bruijn graph stage builds a graph for 
each sample, and once for the reference genome. Graphs are built from input sample fastq files, and fasta files from 
the reference. A separate fasta is required per chromosome for the reference, and these fasta files should be listed in 
an input file (Reference List). A pre-built reference genome graph can be included later in the Make Combination 
Graph stage if desired. All input samples and the reference are combined into the multi-colored de Bruijn graph, and 
variants are called with either the Path Divergence or Bubble Caller algorithm. The variant calling output is then 
converted to either a combined VCF with all input samples, or one VCF per sample. Users can specify all necessary 
Cortex-var inputs, paths and options in a configuration file. Additionally, users can specify error handling modes, i.e. 
terminate workflow if one sample fails, or allow the stage to finish for other samples. 
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Cortex-var and Sentieon variants discovered 
Overview 
One reason for using Cortex-var was to identify structural variants in size ranges typically 
missed with alignment based variant calling workflows which aim to identify SNPs and indels.  
For a comparison to the Cortex-var calls, the 24 family trios, and 344 biobank individuals, were 
aligned to the reference and variant called using Sentieon’s Haplotyper algorithm, which is a 
faster implementation of HaplotypeCaller in GATK (Freed et al. 2017). Additionally, Sentieon’s 
DNAscope variant calling algorithm was used to detect structural variants from the aligned 
BAMs. The primary reason for doing this was to determine if DNAscope was capable of 
identifying some of the same structural variants as Cortex-var. DNAscope reports only breakend 
information, and cannot output the full sequence of a structural variant, but it could potentially be 
used to quickly identify structural variants previously characterized using Cortex-var in other 
individuals. DNAscope is much faster to run compared to Cortex-var and also requires less 
memory (Table 13; Table 14). Also, if a structural variant was detected by both Cortex-var and 
DNAscope, that would serve as validation as it is less likely to be an artifact of the Cortex-var 
algorithm. The annotation and statistical analysis for this study was done on the Cortex-var 
variants; the DNAscope and Haplotyper variant calls can be used as additional variants in future 
analyses of these trios.   
 
Cortex-var total calls 
Only Cortex-var variants that were 50nt or greater in length were considered, because 50nt is a 
common threshold size for structural variation, and it was half the read length used in the HLHS 
trios sequenced to read lengths of 100 (Chaisson et al. 2019). SNP/indel callers may lose 
sensitivity around half the read length (Van der Auwera 2014). The total number of Cortex-var 
calls appears to be consistent within most families: around 1,500-1,750 variants. The counts did 
not appear different enough to be a cause of concern in the Cortex-var variant calls among the 





Figure 9:  Total number of Cortex-var structural variants (sized 50nt or larger) called in each individual in the 
HLHS trios. The total number of Cortex-var calls at 50nt or above appears to be consistent within most families, at 
around 1,500-1,750 variants. The differences in total counts between each family may be attributed to biological 
phenomena such as the movement of large common repetitive elements, or there could be more variants that are 
slightly above the size threshold in some individuals, but below the threshold in others, and thus not counted. There 




Figure 10: Total number of Cortex-var structural variants (sized 50nt or larger) in the biobank individuals. The 
total number of Cortex-var calls among the 344 biobank individuals appears to be consistent: between 1,600 and 
2,000. The range between individuals could be due to the presence or absence of common repetitive elements, or 
variants near the threshold of 50nt and counted in some individuals and not in others due to small differences in size.  
 
There were 344 biobank individuals included in the study, and the total number of structural 
variants is around 1,600-1,750 in all of them (Fig. 10). Since the biobank individuals would be 
used as a control background dataset, the total number of calls between among the HLHS trios 
and Biobank was compared. There appear to be slightly more variants per individual on average 
in the biobank compared to the HLHS trios, with most biobank individuals having just over 1,750 
variants (Fig. 9; Fig. 10). This may be due to the fact that all individuals in the biobank were 
sequenced to 150 read lengths, and only six of the HLHS trios were. The difference may also be 
due to batch effects, since the HLHS trios and biobank samples were sequenced at different 




The HLHS trios were screened at the Mayo Clinic for clinically reportable large CNVs using 
CGH, but such variants would be likely be larger than the sizes detectable by Cortex-var. 
However, our knowledge of the abundant structural variants in this smaller size range is very 
limited, since few technologies are able to detect them. Since calls as small as 50nt were 
considered, many of the calls may be common variants without damaging phenotypic 
consequences. Such variation in the human genome at size ranges larger than SNPs/indels, but 
not large enough to be detectable by CGH or cytology, may be more common than previously 
known. Another possible reason for the fact that all individuals had around the same number of 
small variants close to the threshold of 50 nucleotides could be due to Cortex-var using an 
assembly-based method. It is possible that misassemblies exist in the reference genome, where 
Cortex-var is correctly assembling the sample allele. Such a misassembly in the target genome 
would thus be falsely identified as a variant with respect to the reference.  
 
Cortex-var vs. Haplotyper 
Cortex-var is not as sensitive at identifying SNPs and indels as HaplotypeCaller or Haplotyper, 
nor is it as computationally efficient. However, the comparison was not focused on SNPs/indels, 
as alignment-based variant calling is the accepted field standard to use for these if a reference 
genome is available. One of the aims of this study was to identify potential risk variants in the 
HLHS trios that may have been missed by the alignment-based SNP/indel variant callers like 
Sentieon’s haplotyper. Variants of 50 nucleotides or greater were used for this comparison. With 
this threshold, the chance of missing out on smaller structural variants that may be risk factors 
with other much larger variants is reduced.  
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Figure 11: Size range, types, and number of variants 50nt and larger called by Cortex-var among the 24 HLHS 
trios. Cortex-var calls a large range of variants. Structural calls at 50nt and larger were considered; it is capable of 
calling structural variants upwards of 100,000 nucleotides. However, the vast majority of calls are less than 10,000 
nucleotides in length. The majority of types of structural variants are deletions. These findings align with the algorithm 
used, Path Divergence, which is biased towards identifying homozygous deletions (Iqbal et al. 2012). Cortex-var is 
not capable of reporting inter-chromosomal events; it appears to mainly identify large deletions and insertions, and 
classifies a small amount of the variants as “inversion + indel.” Cortex-var calls 15,884 unique structural variants in 





Figure 12: Size range, types, and amount of variants 50nt or larger called by Haplotyper among the 24 HLHS 
trios. Haplotyper, a faster implementation of the GATK HaplotypeCaller, is one of the industry standards for the 
identification of SNPs/indels in variant discovery (Freed et al. 2017; Van der Auwera et al. 2013). For the purpose of a 
comparison on the structural variant types and size ranges identified between a SNP/indel caller and Cortex-var, 
variants of 50nt and greater were considered. The vast majority of Haplotyper variants are 150 nucleotides or less, 
which makes sense considering that was the maximum read length among the input samples. The only types of 
variants that Haplotyper calls at this size range are deletions and insertions. Haplotyper is capable of calling 33,307 
unique structural variants in the trios. Very low numbers of variants were called by Haplotyper over 200nt; these may 
be artifacts, considering the very low numbers called and the size relative to the sequence reads, but it is conceivable 
that a large deletion can be called relative to the reference by this type of algorithm. Further investigation on the 
maximum variant sizes Haplotyper is able to correctly identify would be a worthwhile study.  
 
Cortex-var can call much larger variants than Sentieon’s Haplotyper algorithm, but it also calls 
fewer (Fig. 11; Fig. 12). The largest variants that Haplotyper calls are around 800 nucleotides in 
length, but very few are detected and may be artifacts (Fig. 12). The largest variants called by 
Cortex-var are upwards of 100,000 nucleotides in length, but there are also very few of these 
called (Fig. 11). The vast majority of the variants called by Cortex-var are less than 10,000 
nucleotides in length (Fig. 11). The majority of the variants at or over the threshold of 50nt were 
classified as “complex indels” in the Cortex-var VCFs. Cortex-var defines this type of variant as 
an insertion or deletion that was part of a larger haplotype of variants (Iqbal et al. 2012). For 
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example, a complex variant could be a 100 nucleotide deletion in the sample that was next to 
another deletion or insertion or set of SNPs. All of these variants would be present in the sample 
path in the graph and were part of the same sample allele called via Path Divergence. The 
decomposed VCF is the recommended final VCF to interpret, because it is created after running 
the Needleman-Wunsch alignment between the reference and sample allele and contains the 
individual variants that were part of a larger haplotype. For the purpose of plotting, each 
“complex indel” was classified as an insertion or deletion, based on the size difference relative 
to the reference genome.  
 
Path Divergence is biased towards identifying homozygous deletions (Iqbal et al. 2012). The 
majority of the Cortex-var Path Divergence variant calls 50nt and greater are deletions (Fig. 11). 
Sentieon’s Haplotyper calls more variants than Cortex-var above 50nt: Cortex-var calls a total of 
15,884 unique structural variants among trios, and Haplotyper calls 33,307 (Fig. 11; Fig. 12). 
There were 4,569 of the same structural variants called by both software (Fig. 13). Thus, 
Haplotyper calls 28.7 percent of the same structural variants as Cortex-var. Considering that 
Cortex-var’s Path Divergence algorithm is biased towards homozygous deletions, it is likely 
missing many heterozygous deletions and insertions called by Haplotyper. Haplotyper variants 





Figure 13: Variants that were called by both Cortex-var and Haplotyper. Both Cortex-var and Haplotyper called 
some of the same variants in the HLHS trios. In order to determine which variants were called by both, the start 
location and length of the variant called in the trios from both Cortex-var and Haplotyper were compared. In total, 
there were 4,569 variants called by both software packages. Haplotyper calls 28.7 percent of the same structural 
variants as Cortex-var. All of these overlapping variants are less than 800 nucleotides in length, and the vast majority 
are less than 100 nucleotides in length. There are very few variants over the size of the read lengths that were 
detected by Haplotyper. 
 
One of the main advantages of Cortex-var is that smaller variants can be detected, and there is 
no limitation on the detection of variants larger than the read length; it detects calls up to about 
100,000nt (Fig. 11). However, Cortex-var is also less sensitive than Haplotyper, and is not 
calling variants on the smaller end of the structural variant threshold that Haplotyper is 
detecting, likely heterozygous variants. 
 
DNAscope total calls 
DNAscope reports breakends in the VCFs that have mates (paired), and also breakends without 
mates (single). There was a large difference in the total number of calls from DNAscope 
between the HLHS trios and the biobank individuals when considering both single and paired 
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breakends (Fig. 25; Fig. 26). Families sequenced at read lengths of 100 had upwards of 
100,000 breakends reported by DNAscope, and even upwards of 150,000 in some families (Fig. 
25). HLHS trios that were sequenced at read lengths of 150 have much less total breakends 
reported, at around 50,000 to 75,000 (Fig. 25). This is likely because the read length is longer, 
and thus will cover more large variants than 100 read lengths. The biobank individuals were all 
sequenced at read lengths of 150, but also have less total breakends that the HLHS trios 
sequenced at 150, with the biobank individuals having around 30,000-35,000 breakends (Fig. 
26). This difference is likely due to batch effects since the HLHS trios and biobank individuals 
were sequenced at different times. The breakend records without mates were not included in 
the scope of this study. 
 
The amount of breakends becomes much more similar when only considering paired breakends 
on the same chromosome. These are breakend records in the DNAscope VCF with a defined 
mate on the same chromosome reported in the VCF (Fig. 16). While there are cases of 
interchromosomal paired breakend events, these were not considered because Cortex-var does 
not call interchromosomal events. Additionally, interchromosomal events would be harder to 
disambiguate into the actual variant, if it did truly exist, because DNAscope does not report the 
type of variant. The counts of paired breakends on the same chromosome still slightly differ 
between HLHS trios sequenced at different lengths, but not as drastically when including single 
breakends (Fig. 14). The batch effects are not entirely gone but are likely reduced when only 
including paired breakends on the same chromosome. Trios sequenced at read lengths of 100 
have around 6,000 intrachromosomal paired breakend events, while trios sequenced at read 
lengths of 150 have around 5,000 (Fig. 14). The biobank individuals all have a little less than 




Figure 14: DNAscope intrachromosomal paired breakends in each HLHS trio member. There is a clear 
difference between the trios sequenced at 100 versus 150 read lengths, with the 150 read length trios having around 
4,500 breakend records, and the 100 read length samples having around 5,500. This is likely due to the longer reads 




Figure 15: DNAscope intrachromosomal paired breakends in each biobank individual. The total number of 
paired breakend records on the same chromosome from the DNAscope VCFs for each of the 344 biobank individuals 
is relatively consistent, at around 4,500. The biobank individuals were all sequenced to 150 length reads, unlike the 
different read lengths among the HLHS trios.  
 
Cortex-var vs. DNAscope 
DNAscope does not report the actual variant allele, just the breakend information, so it is difficult 
to disambiguate the VCF record into the variant type and size (Fig. 16). Variants can be 
compared based on VCF location, and there are examples where a variant called by both 
Cortex-var and DNAscope has the same location in the respective VCFs (Fig. 16). However, as 
is often the case with structural variants, the exact start location of the variant is not a definitive 
test of whether the same variant was called by both software packages. Cortex-var sometimes 
reports the possible variation in the number of bases where sample allele is predicted to exist at 
relative to the reference, because the assembly is ambiguous as to at which exact base the 
variant exists. Also, since both applications are calling variants with different algorithms, the 
variants may not map to the exact same start location. It is thus impossible to make a true 
“apples to apples” comparison between the Cortex-var and Sentieon DNAscope calls. Calls that 
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share the same start location should provide support for both variants, but it becomes more 
difficult to determine the shared calls when the locations differ. 
 
 
Figure 16: Comparison between Cortex-var and DNAscope VCF for HLHS proband 087-HLH-001. Cortex-var is 
capable of reporting the full sequence that is missing from the sample, and provides a variant length and type, 
whereas DNAscope reports the breakend information. For example, both applications called the same deletion event 
at chr9:135,633,072 in individual 087-HLH-001. Cortex-var reports the size as -226. DNAscope reports that the other 





Figure 17: Variants that were called by both Cortex-var and DNAscope. Both Cortex-var and DNAscope called 
many of the same variants in the HLHS trios. In order to make an intersection of the two call sets, the start locus of 
the Cortex-var structural variants 50nt and greater was checked against the loci of the same chromosome paired 
breakends from DNAscope. Since the two software may call the same variant, but differ slightly in the start location, a 
DNAscope call was considered the same variant if its start location was within 50 nucleotides of the Cortex-var 
variant start locus. The size of the variant was plotted based on the size reported in the Cortex-var VCFs. In total, 
there were 2,960 variants shared between Cortex-var and DNAscope using this comparison method. This is 18.6 
percent of the total 15,884 unique structural variants Cortex-var variants called.  
 
There were 2,960 variants shared between Cortex-var and DNAscope when comparing the 
Cortex-var calls 50nt and greater to the paired breakends on the same chromosome from 
DNAscope (Fig. 17). A variant was considered shared between the two software if the start 
locus of the Cortex-var variant was within 50nt from the start locus of a DNAscope variant. 
Cortex-var calls 15,884 unique structural variants, and DNAscope calls 64,129 unique 
intrachromosomal paired breakends among the trios. DNAscope calls a range of shared 
variants much larger than Haplotyper, which is expected, and is capable of calling 18.6 percent 
of the same variants as Cortex-var, using the above definition of shared. The majority of shared 
calls are under 1,000nt in length. The size of the shared variants is based on the size reported 
in the Cortex-var VCFs, since it is difficult to determine the variant size of the reported 
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breakends in the DNAscope VCFs. While DNAscope likely calls larger variants, these may be 
the single breakends, and these were not included in this analysis due to the large difference in 
calls between the HLHS trios and biobank individuals. A more robust software comparison may 
find more calls shared between Cortex-var and DNAscope. 
 
Prioritizing Cortex-var calls 
Filtering false positives based on genotype and genotype quality 
In order to filter out calls that were likely false positives, the Cortex-var calls were filtered based 
on the genotype log likelihood values assigned by McCortex. McCortex assigns a log likelihood 
score for each possible genotype (homozygous reference, heterozygous, homozygous 
alternate) based on the k-mer coverage of the reference and alternate alleles. It then assigns 
the genotype based on the highest log likelihood. The actual log likelihood value for the 
assigned genotype serves a useful filtering method for removing false positives. For example, in 
some cases where even homozygous alternate genotypes were assigned, the log likelihood 
values were much lower than in true positive calls (Table 3; Table 4). Since reads from each 
sample were aligned during the Sentieon workflow, true and false positive calls could be 
differentiated, at least in the case of deletions, by looking at the read alignments in a genome 
browser. With thousands of calls, is not efficient or feasible to validate every single call with 
genome browser alignments, thus some of the larger deletions were analyzed to determine a 
filtering threshold based on the log likelihoods. There were also cases where the genotype with 
the highest likelihood was homozygous reference; these cases were filtered out as well. A 
threshold of log likelihoods below -4,000 was chosen after combining and plotting all of the log 
likelihoods of the assigned genotypes from the individuals used in this study: the 72 individuals 
in the HLHS trios, and the 344 biobank individuals (Fig. 18). Not all of the log likelihood values 
are not shown on the y-axis, they extend much lower than -10,000. However, the number of 





Figure 18: Genotype likelihoods predicted by McCortex for all samples. McCortex was used to genotype the 
VCFs with variants called by Cortex-var. Each assigned genotype has an associated log-likelihood score from the 
McCortex genotyping mode. In order to filter out false positives, assigned genotypes with a log likelihood score less 
than -4,000 (gray vertical line) were removed.  
 
For example, Cortex-var calls a 41,844 nucleotide deletion at chr19:11,918,772 - 11,960,616  
in 12 probands, 19 parents, and zero biobank individual (Fig. 19; Table 3). Each of the 12 
probands and 19 parents where the variant was called in were sequenced to read lengths of 
100, which was a cause for concern. This variant was not called in any of the trios sequenced to 
150 read lengths, or any of the biobank individuals which were also sequenced to 150 read 
lengths. When looking at the read alignments individuals where the variant was called, there 




Figure 19: False positive read alignments in UCSC genome browser at chr19:11,918,772- 11,960,616. Read 
alignments of the first 3 probands in Table 3 where a 41,844nt deletion was called. The read alignments do not 
support the Cortex-var call. 
 
This 41,844 nucleotide deletion had an extremely low assigned genotype likelihood in each 
individual that it was called in (Table 3). Only the probands are shown in Table 3. Note that even 
though the genotype was classified as homozygous alternate, the log likelihood is very low. 
Since the log likelihood values are based on coverage of the reference and alternative alleles, 
an extremely low log likelihood value for a genotype assigned homozygous alternate is the 
result of high coverage on the reference allele as well. This variant is thus one with a very low 
confidence call, that could safely be filtered from the dataset.  
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Proband Genotype  Genotype Log Likelihood 
003-HLH-001 1/1 -354,515 
013-HLH-001 1/1 -362,192 
056-HLH-001 1/1 -356,053 
076-HLH-001 1/1 -344,668 
078-HLH-001 1/1 -313,333 
083-HLH-001 1/1 -323,892 
087-HLH-001 1/1 -316,163 
094-HLH-001 1/1 -334,434 
100-HLH-001 1/1 -349,481 
104-HLH-001 1/1 -367,218 
114-HLH-001 1/1 -349,215 
121-HLH-001 1/1 -370,083  
 
Table 3: Genotype log likelihoods of a false positive variant in probands. The log likelihoods assigned to the 
genotype of variants that were confirmed false positives are extremely low compared to log likelihoods of all assigned 
genotypes (Fig. 18). This indicates high coverage on the reference allele of the variant that was called in the Cortex-
var multi-colored graphs. The sample allele that was called may be an assembly artifact.  
 
Contrast this example with a 33,050nt deletion called by Cortex-var at chr20:1,580,345-
1,613,395 in 12 probands, 20 parents, and 148 biobank individuals. In this case, the variant was 
not unique to a given sequencing read length, the read alignments showed support for the 
deletion, and the log likelihood is much higher than the selected threshold of -4,000 (Fig. 20; 
Table 4). In Figure 20 only the first three probands in Table 4 are shown. The genotype log 
likelihoods for a true positive variant are much higher than the threshold -4,000, and much 
larger than the log likelihood values of the example false positive, which were less than  




Figure 20: True positive read alignments shown in UCSC genome browser at chr20:1,572,084 - 1,621,658. 
Read alignments of the first 3 probands in Table 4 where a 33,050nt deletion was called. The read alignments mostly 
















Proband Genotype Genotype Log Likelihood 
013-HLH-001 1/1 2,141.79 
048-HLH-001 1/1 2,001.69 
056-HLH-001 1/1 -1,051.83 
076-HLH-001 1/1 2,083.17 
100-HLH-001 1/1 1,972.69 
104-HLH-001 1/1 3,278.5 
113-HLH-001 1/1 2,309.86 
123-HLH-001 1/1 634.9 
127-HLH-001 1/1 1,085.77 
154-HLH-001 0/1 -644.3 
165-HLH-001 1/1 1,748.26 
179-HLH-001 1/1 -2.21 
 
Table 4: Genotype log likelihoods of a true positive variant in probands. The log likelihoods assigned to the 
genotype of variants that were confirmed true positives are much more similar to log likelihoods of all assigned 
genotypes (Fig. 18). This indicates low coverage on the reference allele of the variant that was called in the Cortex-
var multi-colored graphs, and more evidence for the biological presence sample allele.   
 
The Cortex-var manual describes how sequencing errors can result in false positive calls and 
give false coverage to alternate paths in the multicolored assembly graph (Iqbal et al. 2012). 
Cortex-var provides a tool called the population classifier to classify calls as genomic repeats, 
true variants, or sequencing errors. It is a statistical model which classifies each event based on 
the allele-balance and coverage in a population of samples in a multicolored graph (Iqbal et al. 
2012). However, it cannot be used in a graph with less than 10 colors because the assumptions 
of the model would not be met (Iqbal et al. 2012). Each trio graph contained four colors, and 
each biobank-reference graph contained only two colors; there was not enough available RAM 
to build larger multicolored graphs with high coverage whole human genome sequencing data. 
Thus, the population classifier could not be used to help filter out calls that were likely errors. 
This was another reason it was decided to filter based on genotype likelihood. It is unlikely that 
this method filtered out all false positives, but without any filtering, more false positives would 
affect the statistical analysis results. This would have resulted in very significant p-values for 
false positives, especially in the case of the example in Table 3 and Figure 19, because the 




Structural variants within genes 
In order to prioritize which calls to focus on, the set of filtered calls were intersected with the 
hg38 GTF. For extra annotation, calls were also intersected with ORegAnno regulatory regions 
in non-coding regions of genes. Variant calls were separated into 3 different groups by their 
presence in probands, parents, or biobank. Bed files were created which contained the location 
the unique variants in each group, and the individual(s) with that variant. The Bedtools software 
package was used to find the calls the overlapped with any gene, the coding and non-coding 
regions within each gene, and the ORegAnno regulatory regions. Regulatory sequences could 
help explain the impact of calls in non-coding regions of the gene. Bedtools contains the 
algorithm intersect, to see which features in two given input sets of genomic coordinates overlap 
with each other (Quinlan & Kindlon 2017).  
 
In-house python scripts were used to determine the number of individuals in each group of 
probands, parents, or biobank who had a Cortex-var variant within each gene as defined by the 
GTF. Cases where there were biobank and parent groups with variants, and no probands with 
variants were also included. These cases could denote the possibility of having a protective 
variant. The number of individuals in each group who had a Cortex-var variant in each gene 
region was also counted. The GTF is organized in a hierarchical fashion. Each gene is defined 
in the GTF by a RefSeq gene id. Each gene id will have multiple transcripts associated with it, 
with their own unique id. For each transcript id there will be genomic features defined by their 
locations and associated with the gene and transcript by the ids. By accounting for the numbers 
of individuals with variants in each gene region, it could be determined which genes had 
variants at loci overlapping exons, introns, or promoters. The GTF does not actually list the 
locations of the promoters. While parsing the GTF, the promoter was counted as the region from 
the start site of the first exon to 1,500 nucleotides upstream (5’). The overlap of the variants with 
the regulatory regions would be used to help gauge the impact of non-coding variants that fell 
within the gene window.  
 
The number of filtered variants within genes was around 575 to 700 among the probands, and 
there does not appear to be a large variation among the total number called, nor a correlation 
with the read length of the individuals (Fig. 21). The fact that the counts are relatively consistent 
between the probands of the 24 different families is promising from the perspective of avoiding 
batch effects, as there is no pattern that differentiates the individuals sequenced to different 
read lengths.  
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Figure 21: Cortex-var variants called in genes from proband genomes. There are many less exonic coding 
variants than total variants within the gene, which is expected since human introns are very large relative to exons. 
Within each gene, there are about 200 variants that overlap with non-coding regulatory regions from the ORegAnno 
annotation file. 
 
Statistical analysis of Cortex-var variants 
Fisher’s exact test and multiple testing correction 
After determining the number of individuals within each group that had a variant in a given gene, 
contingency tables were built to run a Fisher’s Exact Test on each gene. Fisher’s Exact Test 
can be used when there are two nominal variables, variables that can classify data into two 
discrete categories (McDonald 2014). For this study, the two nominal variables are HLHS status 
and structural variant event. For HLHS status, the two possible categories are proband 
(individuals who have the disease) and biobank (individuals known not to have HLHS). There 
were 24 probands in this study, and 344 biobank individuals. The 48 parents of the probands 
were not included when running Fisher’s Exact Test, as this may violate the assumptions of the 
test. For the structural variant event, the two possible categories are positive (variant) and 
negative (no variant). Fisher’s Exact Test can be used to determine if there are nonrandom 
associations between the two nominal variables (McDonald 2014). It is a hypothesis test, where 
the null hypothesis states that the two nominal variables are independent, while the alternative 
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hypothesis states that the two nominal variables depend on each other, they are associated. 
Thus, for each gene in the human genome: 
Ho: The presence or absence of structural variants is independent of HLHS presence or 
absence 
HA: The presence or absence of structural variants depends on HLHS presence or 
absence 
 
 Probands  Biobank 
Number of individuals with a variant 3 94 
Number of individuals without a variant 21 250 
 
Table 5: Example contingency table for group variant counts in NOTCH1. The number of individuals among the 
proband and biobank groups that had at least one structural variant or not is shown. A two-sided Fisher’s Exact Test 
was run on each gene, with input contingency tables following this example.  
 
Structural variants of significance within full gene region (introns, exons, and promoters) 
Fisher’s Exact Test was run on each gene with at least one proband or biobank individual with a 
Cortex-var structural variant in the full gene window, which includes the introns and promoter 
regions. A multiple testing correction was performed by adjusting the p-values for each gene 
using the false discovery rate (FDR) method (Benjamini & Hochberg 1995). This method aims to 
control the total number of false positives in the experiment. The FDR is the number of false 
positives, falsely rejected null hypothesis, divided by the total number of rejected hypotheses 
(Benjamini & Hochberg 1995). The method works as follows: Order all of the p-values from 
smallest to largest. Let qi equal the FDR at pi . Calculate qi by multiplying pi by the total number 
of hypothesis tests, divided by the total number of hypotheses rejected at pi. Replace qi by the 
lowest value of q calculated so far (Benjamini & Hochberg 1995).  
 
For example, there were 4,959 genes with at least one proband or biobank variant (Table 6). 
Gene CFAP77 had the lowest p value at 9.09e-19 (Table 7). To calculate qi for gene CFAP77, 
we multiply its pi  value by the total number of hypothesis tests performed and divide by the total 
number of null hypotheses rejected at this level of p: 9.09e-19 x 4,959 / 1 = 4.91e-15. Consider 
rejecting the null hypothesis when pi  is less than or equal to 0.05.  429 genes had a pi value 
less than or equal to 0.05. Without adjusting, at pi = 0.05, pi * 4,959 hypothesis tests at level of 
pi or less will be false positives. Thus, we could expect 247.95 out of the significant 429 genes to 
be false positives. When adjusting pi using the FDR method, by assigning pi adj the value of qi , 
115 genes had pi adj values less than a FDR of 0.05 (Table 6). At  pi adj = 0.05, only  pi adj  *  115 at 
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hypothesis tests at level of pi adj or less will be false positives. Thus, we would now only expect 
5.75 of the 115 significant genes to be false positives.  
 
The full calculations for the Fisher’s Exact Test pi values, and FDR adjusted pi  values were 
performed using R. Fisher’s Exact pi values were calculated using a two-sided approach. pi  
values were calculated with the fisher.test function, and pi  adj  values were calculated with the 
p.adjust function.  
 
Genes with at least one proband or biobank structural variant 4,959 
Genes with pi  adj  ≤ 0.05 115 
Genes with pi  adj  ≤ 0.05 and more probands with a structural variant than biobank 25 
 
Table 6: Fisher’s Exact Test significance summary. There were 115 genes, 2.3 percent, with at least one variant 
that were significant at a FDR of five percent. The majority of the significant genes had more biobank individuals than 
probands with structural variants. This is expected due to the number of individuals in each group: 344 biobank 
individuals versus 24 probands. There may also be alleles common to the population that the biobank population was 
sampled from, that are not as common HLHS population.  
 
Gene  Probands Parents Biobank p padj Variant  
location(s) 
size(s) 
CFAP77 5 17 330 9.9e-19 4.9e-15 intron -76 
CDH12 11 30 342 8.4e-16 2.1e-12 intron +56, +53, 
+229, -53  
ARHGEF7 18 38 23 1.2e-14 1.9e-11 intron -51, -188, 
+51 
PACSIN2 6 13 313 5.8e-13 7.24e-10 intron -58, +59   
ZNF827 6 14 305 1.4e-11 1.3e-8 intron +60 
TONSL 11 22 332 3.1e-11 2.6e-8 promoter/exon +54 
CNOT1 9 21 1 4.1e-11 2.9e-8 intron -87 
MYEOV 8 16 310 3.3e-10 2.7e-7 promoter +69, +310 
WWC2 1 2 224 1.8e-09 9.9e-7 intron -86, +58, 
+213 
SNX13 7 13 0 2.2e-09 1.0e-6 intron -66 
 
Table 7: Top ten genes with lowest adjusted p-values. The top ten most significant genes at an FDR of five 
percent. The significant genes with more probands than biobank individuals with a structural variant were the main 
priority for further investigation. Cases with more biobank individuals are still of interest, because those individuals 
might have a protective variant. The numbers of parents with at least one variant in the gene are included in the table 
for reference, however, these counts were not used in the input contingency tables for the Fisher’s Exact Test.  
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Gene  Probands Parents Biobank p padj Variant  
location(s) 
size(s) 
CNOT1 9 21 1 4.1e-11 2.9e-8 intron -87 
SNX13 7 13 0 2.0e-9 1.0e-6 intron -70 
PRR16 8 17 7 4.6e-7 1.4e-4 intron -70 
SPATA7 7 12 4 5.6e-7 1.5e-4 intron -157 
EIF4B 5 6 0 7.6e-7 1.7e-4 intron -160 
BTBD1 5 10 0 7.7e-7 1.7e-4 intron -52, -60, 
-56 
SLC15A5 5 3 1 4.5e-6 7.8e-4 intron -1159 
MYO3A 6 8 4 7.2e-6 1.1e-3 intron -317 
STX18-AS1 4 6 0 1.4e-5 1.9e-3 intron -80, -72, 
-68 
PGC 4 8 0 1.4e-5 1.9e-3 intron -110 
HKDC1 5 8 2 1.5e-5 2.0e-3 intron -323 
GCFC2 4 5 1 6.8e-5 5.9e-3 intron -105 
KCNK7 3 2 0 2.5e-4 1.7e-2 promoter -79 
MEIS2 3 2 0 2.5e-4 1.7e-2 intron -133 
MECOM 3 2 0 2.5e-4 1.7e-2 intron -220,-279 
SLC29A4 3 6 0 2.5-4 1.7e-2 intron -57 
FRMD3 3 5 0 1.5e-4 1.7e-2 intron -52 
FARSB 4 5 3 4.3e-4 2.6e-2 intron -289 
C6orf106 4 5 3 4.3e-4 2.6e-2 intron -70,-72 
LINC00607 3 2 1 9.4e-4 4.5e-2 intron -134,53 
MBNL1 3 6 1 9.4e-4 4.5e-2 intron -200 
CCL28 3 2 1 9.4e-4 4.5e-2 exon/intron -89,-99 
SPINK14 3 0 1 9.4e-4 4.5e-2 exon/intron -79,-60,-83 
C7orf57 3 6 1 9.4e4 4.5e-2 intron -72 
PSAT1 3 3 1 9.4e-4 4.5e-2 intron -240 
 
Table 8: Genes where variants were more abundant in probands than biobank individuals at FDR adjusted p-
value  ≤  0.05. Of the 115 genes with padj  ≤ 0.05, 25 genes had more probands with at least one structural variant in 
the gene. While none of these genes had specific ontology to heart development or were identified in a fetal heart 
coexpression network from the annotation files, a literature search revealed that many of these genes had functional 
relevance to heart disease and development. 
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The 25 significant genes at pi adj  less than or equal to 0.05 with more proband than biobank 
variants were prioritized (Table 8) . Most of these are intronic variants, but three of them, 
BTBD1, C6orf106, and MBNL1 overlapped with transcription factor binding sites in the 
ORegAnno annotations. CNOT1, which only had one biobank individual with a variant, has been 
shown to play a critical role in maintaining the pluripotent state of embryonic stem cells in both 
mice and humans (Shirai et al. 2014). SNX13, which had zero biobank variants was a gene 
affected by CNVs in individuals with conotruncal defects (Mak et al. 2016). PRR16, with eight 
probands and only seven biobank individuals having a variant in the gene, is known to control 
the enlargement of mammalian cells and is expressed in the heart (Yamamoto et al. 2017). 
BTBD1, with five proband variants and zero biobank variants is mainly expressed in the heart 
and skeletal muscle (Carim-Todd et al. 2001). STX18-AS1, with four proband and zero biobank 
variants, was part of a susceptibility locus identified for Atrial Septal Defects in Han Chinese 
patients (Zhao et al. 2014). None of the probands in this study were of Han Chinese descent, 
but the locus is unlikely to be specific to this ethnic group based on this finding. KCNK7, with 
three proband and zero biobank variants, is expressed in the human and mouse hearts and 
functions in ion transport (Nerbonne et al. 2003). MEIS2, with three probands and zero biobank 
individuals with variants, is a transcription factor known to aid in the differentiation of cardiac 
cells during embryogenesis (Machon et. al. 2015). Mutations in MECOM, with three probands 
and zero individuals in the biobank, resulted in cardiac defects in mouse models (Bard-Chapeau 
et al. 2014). MBNL1, with three proband and one biobank individual with variants, is upregulated 
during heart development in mice and functions in the regulation of temporal alternative splicing 
during mouse heart development (Kalsotra et al. 2008). Two of these 25 genes, CCL28 and 
SPINK14, had structural variants within exons which would be very likely to cause significant 
impact on the gene function. I was not able to find known functions relevant to heart or embryo 
development for CCL28 and SPINK14, but the examples above show how detrimental 
mutations in some of these genes could affect fetal heart development and play a role in 
developing the HLHS. While none of these genes had assigned ontology terms related to heart 
development, this is likely just a limitation of the GO database.  
 
Structural variants of significance: only exonic gene regions 
A Fisher’s Exact Test counting only individuals who had a Cortex-var structural variant 
overlapping with an exon in each gene was also run. There were 128 genes with at least one 
proband or biobank variant overlapping with an exon, and six genes had pi adj  less than or equal 
to 0.05 (Table 9). SPINK14, which had more probands than biobank individuals with structural 
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variants, was significant when considering structural variants throughout the entire gene and is 
still significant when only considering exonic variants (Table 8; Table 10). There are calls in this 
set of Cortex-var variants with more known relevance to heart development, but these do not 
reach significance with the Fisher’s Exact Test. For example, HMCN2, does not reach the 
significance threshold, but has three probands and only four biobank individuals with an exonic 
structural variant (Table 10). HMCN2 belongs to a family of proteins with important roles in 
vertebrate embryonic development and was shown to be upregulated in developing 
cardiomyocytes in mouse models (Feitosa et al. 2012; Gan et al. 2015). 
 
Genes with at least one proband or biobank exonic variant 128 
Genes with exonic variants and  pi  adj  ≤ 0.05 6 




Table 9: Fisher’s Exact Test on only exonic structural variants significance summary.  An individual was only 
considered to have a structural variant event in a given gene, if the call overlapped with an exon.  
 
Gene  Probands Parents Biobank p padj Variant  
location(s) 
size(s) 
TONSL 11 22 332 3.09e-11 3.92e-09 exon -54 
TMEM178B 
 
2 3 198 1.65e-06 1.0e-05 exon +99 
KRTAP4-1 1 8 170 5.87e-06 2.5e-04 exon -100, -57 
FOXO6 9 20 267 6.11e-05 2.0e-3 exon +200 
SPINK14 3 0 1 9.4e-04 0.02 exon -60 
ZNF626 17 25 133 2.4e-03 0.05 exon -167 
PHGR1 1 8 94 8.0e-3 0.12 exon -66 
HMCN2 3 1 4 7.2e-3 0.12 exon -84 
ZNF195 6 25 183 0.01 0.14 exon +52 
STOX1 5 8 156 0.02 0.25 exon -336 
 
Table 10: Top ten genes with lowest adjusted p-values: only considering exonic structural variants. These 
calls are much more likely to affect the function of the gene as opposed to only intronic variants.  Of the six genes 
with padj ≤ 0.05, one gene had more probands with at least one structural variant in the gene. 
 
Structural variants below significance may contribute to individual cases 
There are still other calls of interest relative to HLHS that did not meet the significance level of 
the Fisher’s Exact Test. For example, many of the variants in the most significant genes were 
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intronic. I had the information on which calls overlapped with exons, and it was a much smaller 
list than the whole gene windows, so I looked into these exonic calls as well. Of the 4,959 genes 
that had at least one proband or biobank variant, 497 genes out of the total sample cohort had 
an exonic structural variant, and 150 genes had an exonic variant in at least one proband (Table 
11). Ten genes with exonic variants had ontology to heart development and/or were in a fetal 
heart coexpression network, and four of these 10 had proband variants (Table 11). The fact that 
there are only 150 genes with a proband exonic proband variants compared to 497 when 
including all the biobank individuals is not surprising. Structural variation is ubiquitous 
throughout the human genome, and Cortex-var has identified these in 344 biobank individuals 
versus only 24 probands. Many of these genes have exonic variants with a high amount of 
probands, but also a high amount of biobank individuals.  
 
Genes with at least one proband or biobank variant 4,959 
Genes with annotation to heart development 280 
Genes with annotation to heart development containing proband variants 157 
Genes with exonic variants 497 
Genes with exonic variants in probands 150 
Genes with exonic variants and annotation to heart development 10 
Genes with exonic variants in probands and annotation to heart development  4 
 
Table 11: Summary of proband and biobank structural variants in genes. A genome wide view of structural 
variation in the probands and biobank reveals that structural variation is ubiquitous throughout the genome. Variants 
with potential relevance to HLHS can be narrowed down by focusing on structural variants with the most likely impact 
on gene function (exonic variants), and in genes with known annotations to heart development.  
 
Gene  Probands Parents Biobank Variant Size(s) 
PRG4 2 1 38 -117,-399 
ZFPM1 1 0 0 -130 
CCDC40 2 2 36 -63 
GLP1R 1 0 0 -88 
 
Table 12: Heart related genes with exonic variants. The 4 genes with annotation to heart development may help 
explain individual cases of HLHS.  
 
The four genes with exonic variants in probands and annotations to heart development were 
seen in relatively few biobank individuals, and two of these genes, ZFPM1 and GLP1R, had 
variants that were only present in one proband and no one else in the sample cohort (Table 12).  
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ZFPM2 is one of the 42 genes screened for mutations on the Invitae congenital heart disease 
panel, and ZFPM1 is a closely related paralog (invitae.com/en/physician/tests/04201/; Stelzer et 
al. 2016). In zebrafish models, ZFPM1 knockout mutants were shown to have severely affected 
cardiac function due to improper patterning and growth of embryonic cells responsible for proper 
heart development (Yang et al. 2019). GLP1R is expressed in all four chambers of the heart, 
and its receptor agonists are associated with various actions in the cardiovascular system 
(Baggio et al. 2018). Even though only one proband had these variants in each of the two cases, 
these variants may have contributed to their specific HLHS phenotype.  
 
DISCUSSION 
There is no single gene with structural variants identified by Cortex-var where all probands have 
a structural variant, and none of the biobank individuals do. This outcome was expected, given 
the previous research into the genetics of HLHS, there does not appear to be a single causative 
locus of the disease. While most of the significant genes had more biobank individuals with a 
structural variant than probands, there were still 25 examples where more probands had 
structural variants. While none of these 25 genes had assigned ontology terms related to heart 
development, this is likely just a limitation of the GO database. Many genes had roles in 
embryonic development and heart function after further investigation. These findings show how 
mutations in some of these genes could affect fetal heart development and play a role in 
developing HLHS. The low number of exonic variants is not surprising, given that introns in the 
human genome are much larger than exons, and the full gene coordinates were included when 
considering variant overlap. The genes with more variants found in the biobank than probands 
may represent cases where a structural variant serves in a protective way. They could also be 
indicative of alleles more prevalent in the biobank individual simply due to differences in the 
populations that the probands and biobank were sampled from, or to batch effects resulting from 
different sequencing technology. The population differences between the two groups still need 
to be investigated.  
 
Validation of Cortex-var calls 
Filtering false positives 
Cortex-var has identified promising structural variants, and these findings can be validated using 
a few different methods. Since reads were aligned to hg38 for the Sentieon variant calling 
workflow, many of these Cortex-var structural variants could be validated by looking at the reads 
in the aligned BAM files. This method can help validate deletions, but it would be difficult to 
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validate insertions from the aligned reads. It is not efficient to manually examine the aligned 
reads of every Cortex-var call in a genome browser, so I explored ways to filter out potential 
false positive calls and found the genotype and genotype log likelihood score to be very useful. 
False positive variants were reported in the Cortex-var VCFs because the sample path in the 
graph which caused the variant could have been from a sequencing error or a batch effect. 
Thus, many sample k-mers will be present on the reference allele as well of false positive 
variants as well. The genotyping model uses average k-mer coverage of the reference and 
alternate allele when predicting a genotype; high k-mer coverage on the reference allele of false 
positive variants will result in a genotype of homozygous reference (0/0), or an alternate 
genotype but with an extremely low log likelihood relative to other variants called. While this 
method has helped to filter out many false positives, based on the data presented here all 
structural variant calls should be inspected using alignments in a genome browser before 
attempting any experimental validation. 
 
Filtering false negatives 
The genotyping filtering step was primarily used to help filter out false positive Cortex-var calls. 
False negative calls are another potential problem. Our results indicate that Cortex-var is not as 
sensitive as alignment-based variant callers like Sentieon’s Haplotyper and DNAscope; 
Haplotyper finds more than twice as many variants at or above the structural variant threshold of 
50nt than Cortex-var (Fig. 11; Fig. 12). Cortex-var finds much larger variants than Haplotyper 
but is still missing many at the smaller end of the threshold. DNAscope was able to call about 
5,000-6,000 paired breakends in each individual, whereas Cortex-var called about 1,500-1,750 
structural variants (Fig. 9; Fig. 14). Cortex-var’s Path Divergence algorithm primarily identifies 
homozygous variants, so it is likely missing heterozygous calls (Iqbal et al. 2012). This could 
affect the counts for each group when building the contingency tables for the Fisher’s Exact 
Test, since individuals with heterozygous variants that weren’t detected by Cortex-var would not 
be included in the category of individuals with a structural variant event.  
 
I have explored a variety of ways to help mitigate the effect of false negatives, but ultimately 
have not yet determined a workable method. Calls were intersected with the 1,000 Genomes 
pilot masks, which attempt to mask regions of hg38 where depth of coverage was 2-fold higher 
or lower, or regions where more than 20 percent of overlapping reads had a mapping quality of 
zero (1000 Genomes Project Consortium, 2010). I also explored different thresholds of overlap 
to use. This led to issues of creating more false negatives; a variant with a slightly different yet 
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similar location to another variant may be filtered out due to having more overlap with the 
masked region, and the variant with a slightly different location would remain in the call set. 
These masks work well for filtering SNPs and small indels but can be difficult to apply to larger 
structural variants. I have not ruled out using the masks, I just need to find an intersection 
method that does not result in more false negatives. The variant call set was also intersected 
with the RepeatMasker genomic regions (Smit et al. 2015). Highly repetitive regions may have 
more false negatives due to confounded bubbles in the assembly graphs, and true variation can 
be missed. However, I encountered the same issue as with the pilot mask filters; more false 
negatives arose due to the filtering of true variants in some samples and not in others, based on 
differences in reported location. 
 
Comparison with additional SV datasets 
The frequency of the structural variants in the significant genes with more probands than 
biobank individuals identified by Cortex-var can be compared against the structural variants 
uploaded to the gnomAD database (Karczewski et al. 2019). A recently uploaded dataset 
contains nearly 450,000 structural variants from about 10,000 individuals, with genomic 
annotations and frequency information (Collins 2019). These structural variants were called 
from short reads by alignment based algorithms, Manta, DELLY, MELT, and cn.MOPS (Collins 
2019). However, structural variants smaller than 300nt are often missed by these methods, so 
they may be underrepresented in this gnomAD dataset (Collins 2019).  
 
An intersection of calls between a variety of structural variant calling methods is likely to result in 
a more robust variant callset. Methods for ensemble variant calling for structural variants 
continue to be developed. Structural variants from Cortex-var called by assembly are very 
valuable in that the full sample allele sequence is given; calls from DNAscope report only 
breakend information. Better methods are still needed for intersecting the Cortex-var and 
DNAscope call sets, as these are very different in information content. In this study, variants 
have been considered shared between Cortex-var and DNAscope if they have start locations 
within 50nt of each other, and the variant was in an intrachromosomal breakend pair in the 
DNAscope callset. This led to an intersection of 2,960 variants called among the HLHS trios; 
18.6 percent of the unique Cortex-var structural variants and 4.6 percent of the unique 
intrachromosomal paired breakends by DNAscope were in the intersection (Fig. 17). There are 
likely more shared variants between Cortex-var and DNAscope when considering the 
breakends without a mate in the DNAscope call set, but the single breakends were not 
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considered further for this study because there was a large difference in the number of these 
calls between HLHS trios and the biobank (Fig. 25; Fig. 26).  
 
There is a variety of software available to compare structural variants. For example, the 
Bedtools package contains the algorithm, intersect, allowing the user to intersect not only bed 
files but VCF files as well (Quinlan & Kindlon 2017). This was not used when comparing the 
DNAscope and Cortex-var calls, because only the start location of the variant is given in the 
VCF, and variants may be missed in the intersection. However, the VCFs could be formatted 
into bed files with start and stop locations for a more accurate comparison. Further investigation 
of the variant representations in the DNAscope VCFs can help correctly assess the stop 
location of the variants. Given that Haplotyper is capable of identifying variants over 50nt, the 
Haplotyper VCFs of biobank individuals with fewer structural variants can be manually checked 
to determine if Cortex-var missed valid calls in some individuals. The gnomAD dataset is 




Trio statistical analysis 
Only proband and biobank groups were considered when running Fisher’s Exact Test. My 
population-based approach did not bring to significance many rare variants that may be present 
in only one proband. There were two examples where a known heart development gene had a 
likely damaging exonic structural variant called in only one proband. These structural variants 
may affect many biological functions in a background of the other structural variants present in 
the genome and uniquely contribute to the specific proband’s HLHS phenotype. There are likely 
more examples in this dataset of genes with a variant in only one proband. An investigation into 
statistical techniques that incorporate trio information may help to identify more of these low 
frequency variants. 
 
Identification of de novo variants  
De novo variants have been implicated in HLHS (Warburton et al. 2014; Zaidi et al. 2013). 
Cases were identified where a variant was called by Cortex-var in only a single proband. 
However, due to the low sensitivity of Cortex-var’s Path Divergence variant algorithm in 
detecting heterozygous variants, these may not be true de novo variants. The Path Divergence 
algorithm was used for its capability of calling the largest structural variants, but this limits the 
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user to calling variants only between a sample and a reference genome. The Cortex-var 
package contains another variant calling algorithm, Bubble Caller, where variants can be called 
among individual samples in the multicolored graph (Iqbal et al. 2012). A single multicolored 
graph was built for each trio; applying the Bubble Caller algorithm would allow for the 
identification of variants only present in the proband and not the parents. The potential de novo 
variants could then be mapped back to the reference genome for an approximate location. This 
could be done efficiently on a high performance computing cluster using the structural variant 
calling workflow developed during this project. 
 
CONCLUSION 
There is likely a combination of risk factors involving multiple genes that results in the HLHS 
phenotype for each proband, and further analysis of the structural variants identified in this 
study may be able to help uncover more of these. There was no single gene where a majority of 
probands and none of the biobank individuals had structural variants, but the structural variants 
identified in each proband may contribute to the development of HLHS in a genetic background 
of other causative mutations. These findings serve as a starting point for further validation and 
investigation. 
 
Cortex-var was the primary structural variant caller used for its ability to call variants in de Bruijn 
graph assemblies, which bypasses many limitations of reference alignments, and allows for 
identification of the sample variant alleles. Cortex-var is capable finding variants upwards of 
100,000 nucleotides, the majority of the variants in the most significant genes are 100 
nucleotides or less. This highlights another benefit of Cortex-var: the capability to find a large 
range of variant sizes. Structural variants on the lower end of the spectrum, around 50nt, and 
upwards of 100kb, can both be detected. This approach has many challenges and is 
computationally demanding. For researchers with the computational capability to deploy Cortex-
var, the workflow developed in this study is publicly available on GitHub for use in future studies. 
Additionally, a robust annotation pipeline was developed to prioritize the Cortex-var structural 
variants with their location relative to hg38 genes.  
 
DNAscope was able to identify more breakends in each individual than the total number of 
Cortex-var variants identified in each individual. However, it still remains to be determined how 
many of the Cortex-var variants are capable of detection with DNAscope. Haplotyper was able 
to call many variants at or above the structural variant calling threshold of 50nt, though not 
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nearly up to the sizes that Cortex-var was capable of. Many of the smaller structural variants 
may not have resulted in breakends in DNAscope VCFs and may be identified in the Haplotyper 
VCFs. Using the intersection of structural variant calls between the software methods will serve 
as additional validation. A robust, validated call set of Cortex-var variants may also serve as a 
database of potential risk factors that, once characterized, can be identified by quicker methods 
of structural variant calling. Thus, a well curated set of structural variants identified by Cortex-
var could ultimately be used for clinical analysis using methods such as Haplotyper or 
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APPENDIX A: SUPPLEMENTAL FIGURES AND TABLES 
 
 
Figure 22: FastQC per-base sequence quality scores on individual 003-HLH-001 for read one and read two.  
This individual was sequenced with read lengths of 100. The quality scores drop at the 3’ end of the read, but the 
majority are still above 30.  
 
 
Figure 23: FastQC per-base sequence quality scores on individual 112-HLH-001 for read one and read two.  
This individual was sequenced with read lengths of 150. The quality scores drop at the 3’ end of the read and are 




Figure 24: FastQC per-base sequence quality scores on individual 112-HLH-001 for read one and read two 
after trimming. FastQC was run on the trimmed reads of this individual after using Trimmommatic. The average 








Figure 25: All DNAscope breakends in each HLHS trio member.  All of the DNAscope breakend records called in 
the HLHS trio individuals includes single and paired breakends. Trios 112, 123, 127, 154, 179, 199, and 205 were 
sequenced with 150 length reads while the other trios were sequenced with 100 length reads. There was a clear 




Figure 26: All DNAscope breakends in each biobank individual. All of the DNAscope breakend records called in 
the biobank individuals includes single and paired breakends. These individuals were all sequenced to read lengths 
of 150. There still appear to be less breakends among the biobank than in any of the HLHS trios. This could be due to 














Cortex-var workflow stage Walltime  Max memory  Times required 
Build de Bruijn graph (sample 
fastq input) 
17h 33m 49s 
 
165 Gb Per sample 
Build de Bruijn graph 
(reference fasta input) 
03h 03m 56s 150 Gb Once per workflow run 
Clean graph 01h 39m 58s 165 Gb Per sample 
Make combination graph 02h 43m 34s 801 Gb Once per workflow run 
Variant calling 
(Path Divergence) 
04h 55m 24s 801 Gb Per sample 
Convert to VCF  10h 19m 53s 20 Gb Per sample or once per 
workflow 
 




Sentieon algorithm Walltime  Max memory Times required 
bwa mem 01h 36m 36s 33 Gb Once per lane 
ReadWriter 
 --merge individual lane alignments into 1 BAM 
32m 55s 4 Gb  Once 
LocusCollector 
--collect read information for deduplication 
 
09m 44s 3 Gb Once 
Dedup 
--remove duplicate reads 
32m 34s 4 Gb Once 
Realigner 
--local realignment around indels 
31m 01s 2 Gb Once 
Haplotyper 
--SNP/indel variant calling 
--base quality recalibration scores are applied here 
55m 10s 4 Gb Once 
DNAscope 
--structural variant calling 
--output read breakend to temp VCF 
46m 30s 3Gb Once 
SVSolver 
--output structural variants from temp VCF 
44s 1 Gb Once 
 









APPENDIX B: EXAMPLE CODE 
java -jar trimmomatic-0.36 PE -threads 15 \ 
                              -trimlog trimlog.txt \ 
                               sample_read1.fq.gz \ 
                               sample_read2.fq.gz \ 
                               sample_paired_read1.fq.gz \ 
                               Sample_unpaired_read1.fq.gz \ 
                               Sample_paired_read2.fq.gz \ 
                               Sample_unpaired_read2.fq.gz \ 
                               ILLUMINACLIP:TruSeq3-PE.fa:1:40:20 \ 
                               MAXINFO:100:0.2 MINLEN:90 
Figure 27: Example Trimmomatic command used on the 150 read length samples. 
 
## add average kmer coverage to VCF 
mccortex63 vcfcov --max-var-len 200000 -m 100G -r hg38.fa sample.raw.vcf \ 
     sample.uncleaned.ctx > sample.raw.cov.vcf  
## calculate genotypes based on kmer coverage 
mccortex63 vcfgeno --ploidy 2 --llk --cov sample.raw.cov.vcf \    
     > sample.raw.cov.geno.vcf 
Figure 28: Commands used to genotype Cortex-var VCFs with McCortex. 
 
################################################################ 
#### Example command for calling fisher.test on NOTCH1 gene #### 
################################################################ 
 
#Build contingency table 
#probands in first column, biobank in second column  
> samples_with_sv = matrix(c(3, 94), nrow=1, ncol=2) 
> samples_without_sv = matrix(c(21, 250), nrow=1, ncol=2) 
> contingency_table = rbind(samples_with_sv,samples_without_sv) 
> contingency_table 
     [,1] [,2] 
[1,]    3   94 
[2,]   21  250 
 
#output p-value for two-sided Fishers exact test 





#### Example command for adjusting p values using FDR method ##   
############################################################### 
 
#p_values is an array of all N=4959 p-values from each Fisher's Test 
> p.adjust(p_values, method='fdr', n=length(p_values)) 





## Step 1 (sample 1) 
cortex_var_63_c1 --kmer_size 63 \ 
     --mem_height 27 \ 
     --mem_width 50 \ 
     --sample_id sample_1 \ 
     --dump_binary sample_1.ctx  \ 
     --dump_covg_distribution sample_1.ctx.covg \ 
     --se_list step1_selist_sample_1.txt \ 
     --quality_score_threshold 10 
## Step 2 (sample 1) 
cortex_var_63_c1 --kmer_size 63 \ 
     --mem_height 27 \ 
     --mem_width 50 \ 
     --colour_list step2_colorlist_sample_2.txt \    
     --remove_low_coverage_supernodes 3  \ 
     --dump_binary sample_1_cleaned.ctx \ 
     --dump_covg_distribution sample_1_cleaned.ctx.covg  
## Step 3 
cortex_var_63_c1 --kmer_size 63 \ 
     --mem_height 27 \ 
     --mem_width 50 \ 
     --sample_id ref 
     --se_list ref_se_list.txt \ 
     --dump_binary ref.ctx \ 
## Step 4 
cortex_var_63_c4 --kmer_size 63 \ 
     --mem_height 29 \ 
     --mem_width 40 \ 
     --colour_list step4_color_list_cleaned.txt \ 
     --dump_binary multicolor_with_ref.ctx 
## Step 5 (sample 1) 
cortex_var_63_c4 --kmer_size 63 \ 
     --mem_height 29 \ 
     --mem_width 40 \ 
     --max_var_len 90000 \ 
     --multicolour_bin multicolor_with_ref.ctx \ 
     --path_divergence_caller 1 \ 
     --ref_colour 0 
     --list_ref_fasta ref_se_list.txt \ 
     --path_divergence_caller_output sample_1_pd_calls.txt 
     --print_colour_coverages 
## Step 6 (sample 1) 
./process_calls.pl --callfile sample_1_pd_calls.txt \ 
     --callfile_log sample_1_pd_calls_log.txt \ 
     --outvcf sample_1.vcf \ 
     --out_dir vcf_out_dir \ 
     --sample_name_list sample_name_list.txt \ 
     --num_cols 4 \ 
     --stampy_bin stampy.py \ 
     --stampy_hash hg38 \ 
     --vcftools_dir vcftools \ 
     --caller PD \ 
     --kmer 63 \ 
     --refcol 0 \ 
     --ref_fasta hg38.fa 
Figure 30: Example Cortex-var commands used for 1 individual in a family trio. 
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## Alignment, sort, compress to bam 
Sentieon bwa mem -M \ 
     -R "@RG\tID:Sample.1\tSM:Sample\tPL:Illumina" \ 
     -t 10 \ 
     Hg38.fa \ 
     Sample_lane1_read1.fq \ 
     Sample_lane1_read2.fq | 
          Sentieon util sort -r hg38.fa \ 
               Sample_lane1.sorted.bam \ 
               -t 10 \ 
               --sam2bam 
## Merge multiple lanes 
Sentieon driver -t 15 \ 
     -i sample_lane1.sorted.bam \ 
     -i sample_lane2.sorted.bam \ 
     -i sample_lane3.sorted.bam \ 
     --algo ReadWriter \ 
     sample.sorted.bam 
## Deduplication 
Sentieon driver -t 10 \ 
     sample.sorted.bam \ 
     --algo LocusCollector \ 
     --fun_score_info sample_SCORE.TXT  
Sentieon driver -t 10 \ 
     -i sample.sorted.bam \ 
     --algo Dedup \ 
     --rmdup \ 
     --score_info sample_SCORE.TXT \ 
     --metrics sample_DEDUP_METRIC.TXT \ 
     sample.sorted.deduped.bam 
## Indel realignment 
Sentieon driver -t 10 \ 
     -r hg38.fa \ 
     -i sample.sorted.deduped.bam \ 
     --algo Realigner \ 
     Sample.sorted.realigned.bam 
## Base quality score recalibration 
Sentieon driver -t 10 \ 
     -r hg38.fa \ 
     -i sample.sorted.realigned.bam \ 
     --algo QualCal \ 
     sample_RECAL_DATA.TABLE 
## Haplotyper SNP/Indel variant calling  
Sentieon driver -r hg38.fa \ 
     -t 10 \ 
     -i sample.sorted.realigned.bam \ 
     -q sample_RECAL_DATA.TABLE \ 
     --algo Haplotyper \ 
     Sample.haplotyper.vcf.gz 
## DNAscope structural variant calling 
Sentieon driver -r hg38.fa \ 
     -t 40 \ 
     -i sample.sorted.realigned.bam \ 
     -q sample_RECAL_DATA.TABLE \ 
     --algo DNAscope \ 
     --var_type bnd \ 
Figure 31: Sentieon variant calling workflow sample commands used. 
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     Sample.tmp.vcf  
Sentieon driver -r hg38.fa \ 
     -r hg38.fa \ 
     -t 10 \ 
      --algo SVSolver \ 
      -v sample.tmp.vcf \ 
      sample_DNAscope.vcf  
Figure 31 (cont.) 
 
