Goal-driven and feedforward-only convolutional neural networks (CNN) have been shown 2 to be able to predict and decode cortical responses to natural images or videos. Here, we explored 3 an alternative deep neural network, variational auto-encoder (VAE), as a computational model of 4 the visual cortex. We trained a VAE with a five-layer encoder and a five-layer decoder to learn 5 visual representations from a diverse set of unlabeled images. Inspired by the "free-energy" 6 principle in neuroscience, we modeled the brain's bottom-up and top-down pathways using the 7 VAE's encoder and decoder, respectively. Following such conceptual relationships, we used VAE 8 to predict or decode cortical activity observed with functional magnetic resonance imaging (fMRI) 9 from three human subjects passively watching natural videos. Compared to CNN, VAE resulted 10 in relatively lower accuracies for predicting the fMRI responses to the video stimuli, especially for 11 higher-order ventral visual areas. However, VAE offered a more convenient strategy for decoding 12 the fMRI activity to reconstruct the video input, by first converting the fMRI activity to the VAE's 13 latent variables, and then converting the latent variables to the reconstructed video frames through 14 the VAE's decoder. This strategy was more advantageous than alternative decoding methods, e.g. 15 partial least square regression, by reconstructing both the spatial structure and color of the visual 16 input. Findings from this study support the notion that the brain, at least in part, bears a generative 17 model of the visual world. 18 19 109 convolutional neural nets with five hidden layers (Fig. 2A). Each convolutional layer included 110 nonlinear units with a Rectified Linear Unit (ReLU) function (Nair and Hinton, 2010), except the 111 last layer in the decoder where a sigmoid function was used to generate normalized pixel values 112 between 0 and 1. The model was trained on the ImageNet ILSVRC2012 dataset (Russakovsky et 113 al., 2015). Training images were resized to 1281283. To enlarge the amount of training data, 114 the original training images were randomly flipped in the horizontal direction, resulting in >2 115 million training samples in total. The training data were divided into mini-batches with a batch 116 size of 200. For each training example, the pixel intensities were normalized to [0, 1]; the 117 normalized intensity was viewed as the probability of color emission (Gregor et al., 2015). To train 118 the VAE, the Adam optimizer (Kingma and Ba, 2014) was used with a learning rate of 1e-4, as 119 implemented in PyTorch (http://pytorch.org/).
Introduction 20
Humans readily make sense of the visual surroundings through complex neuronal circuits. 21 Understanding the human visual system requires not only measurements of brain activity but also 22 computational models built upon hypotheses about neural computation and learning (Kietzmann 23 and trained a VAE for unsupervised learning of visual representations, and evaluated the use of 65 VAE for encoding and decoding functional magnetic resonance imaging (fMRI) responses to 66 naturalistic movie stimuli (Fig. 1B) . Theory: variational auto-encoder 70 In general, VAE is a type of deep neural networks that learns representations from complex 71 data without supervision (Kingma and Welling, 2013) . A VAE includes an encoder and a decoder, 72 both of which are neural nets. The encoder learns latent variables from the input, and the decoder 73 generates outputs similar to the input from samples of the latent variables. Given large training 74 datasets, the encoder and the decoder are trained altogether by minimizing the reconstruction loss 75 and the Kullback-Leibler (KL) divergence between the distributions of the latent variables and 76 independent standard normal distributions (Doersch, 2016) . When the input data are natural 77 images, the latent variables represent the hidden causes or attributes of the images. 78 Mathematically, let be the latent variables and be an image. The encoder parameterized 79 with infers from , and the decoder parameterized with generates from . In VAE, both 80 and are random variables. The likelihood of given under the generative model is denoted 81 as ( | ). The probability of given under the inference model is denoted as ( | ). The 82 marginal likelihood of data can be written as the following form. (1) 84 Since the KL divergence in Equation (1) is non-negative, ( , ; ) can be regarded as the 85 lower-bound of data likelihood and also be rewritten as Eq.
(2). For VAE, the learning rule is to 86 optimize and by maximizing ( , ; ) given the training samples of . (2) 88 In this objective function, the first term is the KL divergence between the distribution of 89 inferred from and the prior distribution of , both of which are assumed to follow a multivariate 90 normal distribution. The second term is the expectation of the log-likelihood that the input image 91 can be generated by the sampled values of from the inferred distribution ( | ). When ( | ) 92 is a multivariate normal distribution with unknown expectations and variances 2 , the objective 93 function is differentiable with respect to ( , , , ) with the re-parameterization trick (Kingma 94 and Welling, 2013). The parameters in VAE could be optimized iteratively using gradient-descent 95 algorithms with the Adam optimizer (Kingma and Ba, 2014) . 96 Similar concepts have been put forth in computational neuroscience theories, for example 97 the free-energy principle (Friston, 2010 fMRI and were used as the regressors to predict the fMRI signal at each voxel through a linear 160 regression model specifically estimated for the voxel.
161
The voxel-wise regression model was trained with the fMRI data during the training movie.
162
Mathematically, for any training sample, let ( ) be the visual input at the j-th time point, ( ) be 163 the fMRI response at the -th voxel, ( ) be a vector representing the predictors for the fMRI signal 164 derived from ( ) through VAE, as described above. The voxel-wise regression model is expressed 165 as Eq. (4).
where is a column vector representing the regression coefficients, is the bias term, and is 
182
We compared the encoding performance against the so-called "noise ceiling". It indicated lower to higher layers. 208 We similarly built and trained voxel-wise regression models to project the representations 209 in ResNet-18 to voxel responses in the brain, using the same training procedure and data as above 221 We trained and tested the decoding model for reconstructing visual input from distributed where is a weighting matrix representing the regression coefficients to transform the fMRI map 232 to the latent variables, c is the bias term, and is the error term unexplained by the model. This 233 model was estimated based on the data during the training movie.
VAE-based decoding of fMRI for visual reconstruction

234
To estimate parameters of the decoding model, we minimized the objective function as Eq.
235
(7) with L1-regularized least-squares estimation to prevent over-fitting.
where N is the number of data samples used for training the model. The regularization parameter, 238 , was optimized to minimize the loss in three-fold cross-validation. To solve Eq. (7), we used the 239 mini-batch stochastic gradient-descent algorithm with a batch size of 100 and a learning rate of 
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We also compared the performance of the VAE-based decoding method with a previously 7)). As such, the training procedure was identical for both methods, 273 except that the feature space for decoding was different: the latent variables for VAE, and eigen-274 images for PLSR.
275
Moreover, we also explored whether the VAE-based decoding models could be generalized 276 across subjects. For this purpose, we used the decoding model trained from one subject to decode 277 the fMRI data observed from the other subjects while watching the testing movie. fMRI responses). For a large area in the visual cortex (Fig. 3) , the VAE-based encoding models 297 could predict the movie-evoked responses with statistically significant accuracy (FDR q<0.01). In 298 particular, early visual areas (V1/V2/V3) showed the highest prediction accuracy, whereas the 299 prediction accuracy was relatively lower for higher visual areas along the ventral or dorsal stream 300 (Fig. 3) . The VAE-predictable areas were relatively larger when more data (~12-hour movie) were 301 used for training the encoding models in Subject 1 than Subject 2 & 3 for whom less training data 302 (2.5-hour movie) were available.
303
Comparing encoding performance for VAE vs. CNN 304 We further compared VAE against CNN, which was found to predict cortical responses to 316 We further explored the use of VAE for decoding the fMRI activity to reconstruct the visual 317 input. For this purpose, a decoding model was trained and used to convert the fMRI activity to the 318 VAE's latent-variable representation, which was in turn converted to a pixel pattern through the 319 VAE's decoder. In comparison with the original videos, Fig. 6 shows the visual input reconstructed 320 from fMRI activity based on VAE and the decoding models, which were trained and tested with 321 data from either the same or different subjects. Although the visual reconstruction was too blurry 322 to fully resolve details or discern visual objects, it captured basic information about the dynamic 323 visual scenes, including the coarse position and shape of objects, and the rough color and contrast.
Direct visual reconstruction by decoding fMRI activity
324
The quality of visual reconstruction was better when the decoding models were trained and tested 325 for the same subject than for different subjects. 326 We assessed the quality of visual reconstruction by quantifying the structural similarity (as Lastly, we decoded the fMRI activity of Subject 2 or 3 based on the decoding model trained 334 from Subject 1 (Fig. 6) . By visual inspection, the quality of reconstruction was lower as the model 335 was trained and tested with different subjects. Nevertheless, the reconstruction was qualitatively 336 similar to what was attained with the decoding models trained/tested with the same subject, while 337 preserving basic patterns in the original video frames (Fig. 6) . Therefore, the VAE-based decoding 338 model was transferable across subjects. 
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VAE also contributes to the computational approximation of "free-energy", a neuroscience 379 concept to measure the discrepancy between how the sensation is represented by the model, and 380 the way it actually is (Friston, 2010; Hinton and Zemel, 1994) . In Bayesian inference, minimizing 381 this discrepancy (also called "surprise") is important for updating the model but is difficult to 382 calculate. Therefore free-energy is proposed as the upper-bound of the sensory surprise which can 383 be minimized coherently by minimizing free-energy (Friston, 2009 ). Mathematically, free-energy 384 is expressed as the sensory surprise plus the non-negative KL divergence between the inferred 385 causes given the input, and the true hidden causes. This formulation simplifies the inference 386 process to an easier optimization problem by approximating the posterior distributions of visual 387 causes (Friston, 2010) . VAE bears the same idea in an artificial neural network. As shown in Eq.
388
(1), the learning objective ( , ; ) can be decomposed into two parts: the marginal likelihood Our results suggest that VAE, as an implementation of Bayesian brain, turns out to partially 395 explain and decode brain responses to natural videos. Therefore, it lends support to the Bayesian 396 brain theory. However, its encoding and decoding performance is not perfect, or even worse than 397 CNN, which outperforms VAE in nearly all visual areas. While both trained with the same data 398 with different learning objective, the difference in encoding performance between VAE and CNN 399 was most notable in higher visual areas in the ventral stream, which has been known to play an 400 essential role in object/scene recognition (Ungerleider and Haxby, 1994) . CNN is explicitly driven 401 by object categorization, because its training is supervised by categorical labels of images. VAE 402 is trained without using any label, thereby with unsupervised learning.
403
It is likely that supervised learning is required for a model to fully explain ventral-stream 404 activity. A previous study has reached a similar conclusion with different models and an analysis 405 method based on representational similarity (Khaligh-Razavi and . However, 406 this conclusion should be taken with caution. There are many potential learning objectives that can 407 be used for unsupervised learning. The argument on unsupervised versus supervised learning still 408 awaits future studies to fully resolve. 410 Researchers have long been trying to render evoked brain activities into the sensory input, in the brain. However, the biological inference might be implemented in a more complex and 437 dynamic process. In this sense, the brain infers hierarchically organized sensory causes possibly 438 with predictive coding (Huang and Rao, 2011; Rao and Ballard, 1999) . Higher-level neural 439 systems attempt to predict the inputs to lower-level ones, and prediction errors of the lower-level 440 are propagated to adapt higher-level systems to reduce the prediction discrepancy (Clark, 2013) . 
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Towards Robust and Generalizable Natural Visual Reconstruction
