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SINGULAR INTEGRALS, RANK ONE PERTURBATIONS AND CLARK
MODEL IN GENERAL SITUATION
CONSTANZE LIAW AND SERGEI TREIL
To the memory of Cora Sadosky
Abstract. We start with considering rank one self-adjoint perturbations Aα = A+α( · , ϕ)ϕ
with cyclic vector ϕ ∈ H on a separable Hilbert space H. The spectral representation of
the perturbed operator Aα is realized by a (unitary) operator of a special type: the Hilbert
transform in the two-weight setting, the weights being spectral measures of the operators A
and Aα.
Similar results will be presented for unitary rank one perturbations of unitary operators,
leading to singular integral operators on the circle.
This motivates the study of abstract singular integral operators, in particular the regu-
larization of such operator in very general settings.
Further, starting with contractive rank one perturbations we present the Clark theory for
arbitrary spectral measures (i.e. for arbitrary, possibly not inner characteristic functions).
We present a description of the Clark operator and its adjoint in the general settings. Singu-
lar integral operators, in particular the so-called normalized Cauchy transform again plays
a prominent role.
Finally, we present a possible way to construct the Clark theory for dissipative rank one
perturbations of self-adjoint operators.
These lecture notes give an account of the mini-course delivered by the authors, which
was centered around [38, 39, 37]. Unpublished results are restricted to the last part of this
manuscript.
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1. Introduction
Rank one perturbations play an important role in operator theory and mathematical
physics. One of the principal attractions of rank one perturbations is that for such oper-
ators almost everything can be explicitly computed, and then the advanced technique of
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Harmonic Analysis, like the study of fine properties of Cauchy type integrals, or advanced
theory of singular integral operators can be applied.
1.1. Main players.
1.1.1. Rank one perturbations. Self-adjoint rank one perturbations occurred naturally in
mathematical physics [55]. For example, a change in the boundary condition of a limit-
point half-line Schro¨dinger operator from Dirichlet to Neumann, or to mixed conditions, can
be reformulated as adding a rank one perturbation (see for example [50]).
The technique of rank one perturbations was used in some results on orthogonal polyno-
mials and Jacobi matrices, and there are some interesting applications to free probability
(see e.g. [10, 11]). They also turned out to be useful in the investigation of certain random
Hamiltonian systems called Anderson models and the longstanding Anderson localization
conjecture [9]. Many specializations of this conjecture were studied in literature and the field
is still very active (see e.g. [3, 20, 23, 24, 25], also see [34, 56] for a recent account of parts
of the field). Rank one perturbations play a role in [1, 33, 36, 51]. Recent studies of closely
related unitary Anderson models as well as accessible explanations of the physical relevance
of these models can be found, e.g. in [27, 28, 29, 52]. The additive perturbation is replaced
by a multiplicative one and the dynamical localization behavior is known to be quite similar
to its self-adjoint analogue.
1.1.2. Singular integral operators. Singular integrals is a classical and actively studied field
in Harmonic Analysis, and rank one perturbations serves as a source of very interesting prob-
lems. Many results for rank one perturbations are obtained by investigating fine properties
of singular integrals. For example, investigation of the boundary behavior of the Cauchy
transform of measures lead via the so-called Aronszajn–Krein formula, see (2.4), to the fa-
mous Aronszajn–Donoghue theorem stating that singular parts of the spectral measures of
the family of rank one perturbation by a cyclic vector are mutually singular.
As for a different example, basic facts about Cauchy transform of a measure coupled with
the Aronszajn–Krein formula (2.4) give a proof of the famous Kato–Rosenblum theorem
about preservation of the absolutely continuous spectrum for rank one (and automatically
for finite rank) perturbations. While the proof for the trace class perturbations using the
technique of wave operator is probably more elegant, the approach of singular integrals gives
some helpful insights.
A deep relation between singular integral operators and rank one perturbations is based on
the fact that a unitary operator realizing the spectral representation of a rank one perturba-
tion is given by a singular integral operator acting L2(µ)→ L2(µα), where µα is the spectral
measure of the perturbed operator, see [38]; we explain this connection in the present notes.
We should mention here that the spectral measures µ and µα can be extremely bad, without
any reasonable smoothness, so the above operator gives a natural example of a two weight
estimates for Cauchy type operators with extremely “pathological” measures.
1.1.3. Clark measures and Clark model. In the paper [15] that started what is now called the
“Clark theory” D. Clark considered all unitary rank one perturbations of a special contractive
operator (the so-called model operator with scalar inner characteristic function). He also
described the spectral measures and the spectral representations of the perturbed unitary
operators.
The spectral measures of these unitary rank one perturbations were later called the Clark
measures. Note, that if we fix one such rank one unitary perturbation, then the other unitary
rank perturbations are the rank one perturbations of the fixed one. In the original paper [15]
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all the spectral measures were purely singular, but very often the term Clark measures (or
Clark family of measures) was used for spectral measures of unitary rank one perturbations
of a unitary operator, or for the spectral measures of self-adjoint rank one perturbations of a
self-adjoint operator.
Later many deep function-theoretic results about Clark measures were proved by A. Alek-
sandrov, (see [4] through [8], or see [46] for a survey), so sometimes people refer to Aleksandrov–
Clark theory, or Aleksandrov–Clark measures. Extremely significant contributions to the the-
ory were made then by A. Poltoratskii, who, in particular, proved the a.e. existence with
respect to the singular part of the measure of the non-tangential boundary values of the
so-called normalized Cauchy transform, see [47].
We also mention an important book [49] by D. Sarason where many aspects of Clark theory
were treated from the point of view of function space theory. In particular, a description of
the Clark operator was obtained in the case when the characteristic function θ is an extreme
point of the unit ball in the Hardy space H∞.
Within classical analysis many fruitful connections of Clark measures with holomorphic
composition operators, rigid functions and the Nehari interpolation problem have been dis-
covered and studied, see for example, [46]. Some problems in the theory of Hardy spaces,
and more generally of other spaces of analytic functions are closely related to Clark theory.
Thus, recently M. Jury [30] computed the asymptotic symbols of a certain class of weakly
asymptotic Toeplitz operators in terms of the Aleksandrov–Clark measures which occur in
the context of rank one perturbations.
1.2. Plan of the notes. These lecture notes give an account of the mini-course delivered
by the authors, which was centered around [38, 39, 37]. Unpublished results are restricted to
the last part of this manuscript.
1.2.1. Self-adjoint and unitary rank one perturbations. We begin Section 2 with an introduc-
tion of self-adjoint rank one perturbations. We then find a unitary operator Vα giving the
spectral representation of the perturbed operator, see Theorem 2.1 below; this operator looks
like a singular integral operator with Cauchy type kernel (s − t)−1, although the formula of
the operator looks quite different from the classical singular integral operators of Cauchy
type.
In particular, the so-called Rigidity Theorem, see Theorem 2.2 below, holds for such op-
erators: it essentially says that if the formula from Theorem 2.1 gives a bounded operator
with trivial kernel, then, after probably a renormalization (multiplication by a non-vanishing
weight) of the measure in the target space, we get exactly the unitary operator from the
perturbation theory, given by Theorem 2.1.
We then give a different representation of the operator Vα that looks more in line with
the traditional formulas for singular integral operators. Regularizations of singular kernels,
treated later in Section 3, play an important role in getting this alternative representation.
We then present similar results for the unitary rank one perturbations of unitary operators.
Everything works out similarly to the self-adjoint case; some formulas for the unitary case
might not look as transparent as the ones in the self-adjoint case, but in the unitary case we
avoid technical difficulties related to dealing with unbounded operators.
1.2.2. Regularizations of singular integral operators. Section 3 is devoted to the theory of reg-
ularization of singular kernels, which we believe have applications far beyond the perturbation
theory. We show that under very general assumptions about a singular kernel, its so-called
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restricted boundedness implies the uniform boundedness of all “reasonable” regularizations
of the corresponding formal singular integral operator.
The restricted boundedness of the kernel is the weakest boundedness property of the corre-
sponding singular integral operator. Usually, it is assumed in the theory of singular integral
operators that a singular kernel K blows up on the diagonal x = y, so the formal integral
representation Tf(x) =
∫
K(x, y)f(y)dµ(y) is not well defined.
However, even if we only start out with a kernel K (without assuming the we are given an
operator) for bounded functions f and g with separated compact supports the expression
〈Tf, g〉 =
∫
K(x, y)f(y)g(x)dµ(y)dν(x)
is well defined, and if the “correct” estimate |〈Tf, g〉| ≤ C‖f‖
Lp(µ)
‖g‖
Lp
′
(ν)
, 1/p + 1/p′ = 1
holds for all such pairs, we say that K is Lp(µ) → Lp(ν) restrictedly bounded. And we
show in Section 3 that if the measures µ and ν do not have common atoms and the kernel
K is restrictedly bounded, then for any “reasonable” regularization Kε of the kernel the
corresponding regularized operators Tε are uniformly (in ε) bounded. This result gives us a
way to define for each restrictedly bounded kernel a corresponding singular integral operator.
1.2.3. Clark model for contractive perturbations of unitary operators. Section 4 is devoted
to the Clark theory in full generality. We start with unitary rank one perturbations of a
unitary operator U by a ∗-cyclic vector. All such perturbations can be parametrized by
a scalar parameter γ ∈ T; if one takes γ ∈ D the resulting operator will be a completely
non-unitary (c.n.u.) contraction with defect indices 1-1. For such a contraction a so-called
functional model, cf. [53] can be constructed; in fact functional models are the canonical way
of investigating non-normal contractions.
Thus, the perturbed operator Uγ , γ ∈ D has two unitarily equivalent representations: one
in the spectral representation of U and the other one in the model space for the functional
model. The Clark operator is a unitary operator intertwining these representations. In Clark’s
original paper [15] this operator was constructed for the case of the operator U having purely
singular spectrum. In [15] the starting point was a c.n.u. contraction with inner characteristic
function, which — after translation to our language — means that the unitary operator U
(and thus all its rank one unitary perturbations Uγ) has a purely singular spectral measure.
In the general case (general spectral measure, or equivalently, a general scalar characteristic
function) our approach of starting with perturbations of unitary operators looks more natural;
in particular, it allowed us to describe the Clark operator. Of course, now when we know all
the formulas, it is possible to go in the opposite direction and start with a c.n.u. contraction;
but using this approach without knowing the formulas in advance we would have a hard time
getting the results. It could well be just our personal preference, but deducing the formulas
in our setup starting from a unitary operator was a natural and a straightforward process.
The main problem with the general case of Clark theory is that for general scalar char-
acteristic function the model is vector-valued, i.e. the model space consists of vector-valued
functions (with values in C2). Earlier approaches based on function spaces theory, see for
example [49], dealt with spaces of scalar-valued functions. Some parts of the Clark operator
were obtained using such methods, but for the full operator one had to honestly write down
a complete model space and do all the computations.
The adjoint of the Clark operator is described using singular integral operators of Cauchy
type. The so-called normalized Cauchy transform investigated by A. Poltoratskii, see [47],
SINGULAR INTEGRALS, RANK ONE PERTURBATIONS AND CLARK MODEL 5
plays a prominent role there. The Clark operator itself then can be represented via boundary
values of the analytic functions.
In the model theory we adapt the point of view of coordinate-free model by N. Nikolski and
V. Vasyunin, cf. [44, 45], where by picking different spectral representations of the minimal
unitary dilation one gets different transcriptions of the model. We present a “universal”
representation formula, valid in any transcription, as well as formulas adapted to two popular
transcriptions, the Sz.-Nagy–Foias¸ transcription and the de Branges–Rovnyak one.
1.2.4. Clark model for dissipative perturbations of self-adjoint operators. The last part, Sec-
tion 5 is devoted to the Clark model for the dissipative perturbations of a self-adjoint operator.
We adapt a common approach that the model space for a dissipative operator is the model
space of its Cayley transform (which is a contraction), with one detail: since the original op-
erator lives in L2(R, µ), we, using the standard conformal map between the upper half-plane
C+ and the unit disc D, move the model space to the real line (half-plane). The results in
this section were not presented before.
Note, that the formulas in this section do not look as elegant as in the case of pertur-
bations of unitary operators. Probably, a different approach to the model of dissipative
operators would be more appropriate, but we do not know a serious contender yet. As a
pure speculation, the de Branges spaces L(ϕ) could serve as appropriate model spaces for the
dissipative perturbations. These spaces were introduced in the first chapter of [16], but were
not much investigated, unlike the spaces H(E) which were investigated in details in [16] and
were subject of extensive research by many authors.
2. Self-adjoint and unitary rank one perturbations
2.1. Self-adjoint rank one perturbations. For a self-adjoint (possibly unbounded) oper-
ator A on a separable Hilbert space H let us consider the family of rank-one perturbations
Aα, α ∈ R, given by
Aα := A+ α( · , ϕ)Hϕ on H.(2.1)
Here, if the operator A is bounded, then ϕ is a vector inH. For unbounded A, we can consider
the wider class of “singular form-bounded” perturbations where we assume ϕ ∈ H−1(A) ⊃
H, where H−r(A), r ∈ N, is the completion of H with respect to the norm ‖ · ‖H−r(A) ,
‖f‖
H−r(A)
= ‖(I + |A|)−r/2f‖
H
. In particular, the perturbation α( · , ϕ)ϕ can be unbounded
(see [35, 38] and the references within for further details). If H = L2(R, µ) and A = Mt is
the multiplication by the independent variable,
Mtf(t) = tf(t), ∀t ∈ R,
then H−1(A) is exactly the collection of measurable functions such that∫
R
|f(t)|2
1 + |t| dµ(t) <∞.
For r ≥ 2 the formal expression (2.1) does not uniquely determine a self-adjoint operator:
For fixed α there is a family of self-adjoint operators corresponding to (2.1). For this reason
we do not consider this case, but rather assume that r < 2.
Without loss of generality we can assume that ϕ is cyclic for A, that is,
H = clos span{(A− λI)−1ϕ : λ ∈ C \ R}.
6 CONSTANZE LIAW AND SERGEI TREIL
Otherwise, i.e. if H˜ = clos span{(A−λI)−1ϕ : λ ∈ C \R} ( H, then we restrict our attention
to the action on H˜ as the perturbation is trivial (does nothing) on H⊖ H˜.
Then according to the Spectral Theorem the operator A is unitarily equivalent to the
multiplication Mt by the independent variable in a space L
2(µ) where µ is a spectral measure
of the operator A. Spectral measure is of course not unique, multiplying a spectral measure
by a non-vanishing weight (i.e. by a function w ∈ L1loc(µ), w > 0 µ-a.e.) we get a different
spectral measure.
It is customary in the operator theory and mathematical physics to consider the canonical
spectral measure to be the spectral measure associated with the “vector” ϕ, i.e. the unique
measure µ such that
F (λ) := ((A− λI)−1ϕ,ϕ) =
∫
R
dµ(x)
x− λ .
In this case ϕ is represented by the function 1, and the assumption that ϕ ∈ H−1(A) means
simply that
∫
R
(1 + |x|)−1dµ(x) < 1.
Knowing function F one can say a lot about the spectral measure µ: since the imaginary
part of F is (up to the factor π) the Poisson integral of µ we can immediately conclude that
the density of the absolutely continuous part of µ is given by the non-tangential boundary
values of π−1 ImF (z) (such values exist a.e. by classical results). It is also not hard to show
that the singular part of µ is supported on a set where the (non-tangential) boundary values
of ImF are infinite.
In the heart of the theory of rank one perturbations lies the simple fact that there is a
simple relation between the function F and the corresponding functions Fα for the perturbed
operators.
Namely, the following simple formula for the inverse of the rank one perturbation of the
identity is well known (
I− ( · , b)a
)−1
= I+
1
d
( · , b)a;(2.2)
here d = 1− (b, a) is the so-called perturbation determinant, and the operator is invertible if
and only if d 6= 0. The proof of this formula is an easy exercise, we leave it to the reader.
Using the above formula (2.2) one can easily compute the resolvent of the perturbed
operator Aα,
(Aα − λI)−1f = (A− λI)−1f −
α
(
(A− λI)−1f, ϕ)
1 + α ((A− λI)−1ϕ,ϕ) (A− λI)
−1ϕ(2.3)
which immediately implies the relation between the function F and the corresponding func-
tions Fα, Fα(λ) := ((Aα − λI)−1ϕ,ϕ), commonly known as the Aronszajn–Krein formula:
Fα =
F
1 + αF
.(2.4)
If µα denotes the spectral measure of the perturbed operator Aα associated with ϕ, then
Fα(λ) =
∫
R
dµα(x)
x− λ .
(Note that it is not hard to show that if ϕ is cyclic for A, then ϕ is also cyclic for Aα and
therefore Aα is unitarily equivalent to the multiplication operator Mt in L
2(µα)).
Many classical results in perturbation theory can be obtained from the Aronszajn–Krein
formula (2.4) and classical results about boundary values of the Cauchy transform.
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For example, it is not hard to show that all the absolutely continuous parts of the measures
µα are equivalent (i.e. mutually absolutely continuous), which is just the Kato–Rosenblum
theorem for rank one perturbations. Also, the analysis of the singular parts of the measures
µα yields the famous Aronszajn–Donoghue theorem, stating that the singular parts of µα are
mutually singular.
2.2. Rank one perturbations and singular integral operators. We find a sufficient
condition on the absence of singular spectrum by studying the spectral representation, which
comes in the form of a two weight Hilbert transform. Part of this material can be understood
as a first example for Section 3.
Consider a family of rank one perturbations given by Aα := A+ α(·, ϕ)ϕ, see (2.1), where
ϕ ∈ H−1(A) is cyclic for A. Let µ denote the spectral measure of operator A with respect to
ϕ, so A is unitarily equivalent to the multiplication operator Mt in L
2(µ). Let us consider
the operator A in its spectral representation, i.e. let us assume that A is the multiplication
operator Mt in L
2(µ). As we discussed before, the assumption that ϕ ∈ H−1(A) means
simply that
∫
R
(1 + |x|)−1dµ(x) <∞,
Then the operator Aα = A+ α( · , ϕ)ϕ is defined by
Aα = A+ α(·, ϕ)ϕ =Mt + α( · ,1)L2(µ)1
on L2(µ). On the other hand, the operator Aα is unitarily equivalent to the multiplication
Ms by the independent variable s in L
2(µα) (we use a different letter for the independent
variable here to distinguish between the multiplication operators in L2(µ) and L2(µα)).
We want to find a unitary operator giving the spectral representation of the operator Aα,
i.e. a unitary operator
Vα : L
2(µ)→ L2(µα)
such that
VαAα =MsVα.
We also want ϕ to be represented by 1 in both representations, which translates to additional
condition Vαϕ = 1.
Theorem 2.1 of [38] gives the representation of Vα as the Hilbert transform type singular
integral.
Theorem 2.1 (Representation Theorem). Under the above assumptions the spectral repre-
sentation Vα : L
2(µ)→ L2(µα) of Aα is given by
(2.5) Vαf(s) = f(s)− α
∫
f(s)− f(t)
s− t dµ(t)
for all compactly supported C1 functions f .
Without going into the details of the proof, we indicate the proof strategy for bounded
operators A. The intertwining condition
MsVα = VαAα = Vα(Mt + α( · , ϕ)ϕ)(2.6)
can be rewritten as
VαMt =MsVα − α( · , ϕ)Vαϕ.
Using induction we get
VαM
n
t =M
n
s Vα − α
n−1∑
k=0
( · ,Mkt ϕ)Mn−k−1s Vαϕ.
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Recalling that ϕ ≡ 1, Vαϕ ≡ 1, we get by applying the above identity to ϕ and denoting
fn(t) := t
n we get
Vαfn(s) = s
n − α
∫
R
(
n−1∑
k=0
tksn−k−1
)
dµ(t).
Summing the geometric progression under the integral we get the representation formula (2.5)
for f = fn, fn(t) = t
n. Linearity of (2.5) implies that it holds for all polynomials, and rather
standard approximation reasoning allows to extend this formula to the case of compactly
supported C1 functions.
This reasoning, of course, works only for bounded operators A (i.e. when the measure µ
is compactly supported). In the case of unbounded operators the resolvent identity (2.3) is
used instead of (2.6), see [38] for the details.
Aside we mention that integral operators represented by formula (2.5) are very interest-
ing objects, probably deserving more careful investigation. Without proof we mention one
property (see Theorem 2.2 of [38]), which can be understood as a converse to the latter
Representation Theorem.
Theorem 2.2 (Rigidity Theorem). Let measure µ on R be supported on at least two distinct
points and satisfy
∫
(1 + |t|)−1 dµ(t) < ∞. Let V be defined on compactly supported C1
functions f by formula (2.5).
Assume V extends to a bounded operator from L2(µ) to L2(ν). Assume KerV = {0}.
Then there exists a function h such that 1/h ∈ L∞(ν), and MhV is a unitary operator
from L2(µ)→ L2(ν) (equivalently, that V : L2(dµ)→ L2(|h|2 dν) is unitary).
Moreover, the unitary operator U :=MhV gives the spectral representation of the operator
Aα :=Mt +α( · , ϕ)ϕ, ϕ ≡ 1, in L2(µ), namely UAα =MsU , where Ms is the multiplication
by the independent variable s in L2(ν).
The integral in the representation formula looks like a singular integral operator, but not
exactly in the traditional sense. The attempt to understand the precise connection with
the theory of classical singular integral operators lead us to the theory of regularizations.
We describe these results in more detail in Section 3 on general abstract singular integral
operators.
But now, let us first notice that
(Vαf, g)L2(µα)
= −α
∫∫
f(t)g(s)
s− t dµ(t) dµα(s)
for all f ∈ L2(µ) and g ∈ L2(µα) with separated compact supports. This equality is trivial
for compactly supported C1 function f and g (with separated compact supports) and can be
extended to the general case by a standard approximation argument.
Therefore, the kernel K(s, t) = 1/(s − t) is what we call restrictedly bounded kernel, see
Definition 3.1 below.
An application of Theorem 3.2 and Remark 3.3 shows the following result.
Theorem 2.3. For the measures µ, µα as above, the operators Tε : L
2(µ)→ L2(µα),
Tεf(s) :=
∫
R
f(t)
s− t+ iεdµ(t),
are uniformly (in ε) bounded.
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Uniform boundedness of the operators Tε implies that there exists a w.o.t. limit point of
Tε, as ε→ 0. In fact, it can be shown that this limit point is unique if ε→ 0+ or ε→ 0−, so
we can say that there exist a w.o.t.-limits T± = w.o.t.- limε→0± Tε.
The existence of w.o.t. limits follows, for example, from the lemma below the fact that for
Im z > 0 and for Im z < 0 the non-tangential boundary values of Rfµ(z) :=
∫
R
fdµ(t)
t−z exist
µα-a.e.
Lemma 2.4. For any f ∈ L2(µ) the non-tangential boundary values of Rfµ(z) = ∫
R
fdµ(t)
t−z ,
z ∈ C+ or z ∈ C− exist µα-a.e.
Proof. The a.e. convergence with respect to Lebesgue measure (and so with respect to the
absolutely continuous part of µα) follows from classical facts about boundary values of func-
tions from Hardy spaces: for f ≥ 0 the function Rfµ(z) has non-positive imaginary part, so
composing it with a conformal mapping from the lower half-plane C− we get a bounded an-
alytic function, which has non-tangential limits on R a.e. with respect to Lebesgue measure.
Representing arbitrary complex-valued function as linear combination of 4 non-negative ones
we get the a.e. existence (with respect to Lebesgue measure) in general case.
To prove the convergence with respect to the singular part (µα)s of µα we get by applying
functional ϕ to the resolvent formula (2.3) and denoting fα = Vαf that
Rfαµα =
Rfµ
1 + αRµ
.
By Polotratkii’s theorem, see [47, Theorem 2.7], the non-tangential boundary values of
Rfαµα/Rµα exist (and coincide with fα) (µα)s-a.e. Combining the above identity with the
Aronszajn–Krein formula (2.4) we get
Rfαµα
Rµα
=
Rfµ
Rµ
.(2.7)
But it follows from the Aronszajn–Krein formula (2.4) that the non-tangential boundary
values of F = Rµ exist (and equal to −1/α). (µα)s-a.e. Indeed
ImFα =
ImF
|1 + αF |2
and ImFα function is the Poisson extension (up to the factor π) of the measure µα. Therefore,
since the singular part of the measure µα is supported on the subset of R where non-tangential
boundary values of ImFα equal +∞, we can conclude that the non tangential boundary values
of F equal −1/α (µα)s-a.e.
Since the non-tangential boundary values in (2.7) exist (µα)s-a.e., we conclude that same
for Rfµ. 
The above Lemma 2.4 implies the w.o.t. convergence of Tε as ε→ 0+ or ε→ 0−. Indeed,
Lemma 2.4 implies the µα-a.e. convergence, which, in turn implies that any weakly convergent
subsequence of Tεf converges to the same function (the a.e. limit). And this, as one can easily
see, means that Tεf has a weak limit as ε→ 0+ or ε→ 0−.
So, we can define the operators T± either as w.o.t. limits of Tε as ε→ 0± or define T±f as
the non-tangential boundary values of Rfµ(z), z ∈ C±.
Using the operators T± we obtain an alternative representation formula, see Theorem 3.2
of [38]:
Theorem 2.5. Let µ and µα be the spectral measures of A and Aα, and let T± be as defined
above.
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Then Vα can be written as
Vαf(s) = f(s)(1− αT±1) + αT±f, ∀f ∈ L2(µ).(2.8)
Proof. Consider operators V εα : L
2(µ)→ L2(µα),
V εαf(s) = f(s)− α
∫
f(s)− f(t)
s− t+ iε dµ(t) = f(s)(1− αTε1(s)) + αTεf(s)
and notice that for compactly supported C1 function f the functions V εαf(s) converge uni-
formly and in L2(µα) to Vf as ε→ 0. Together with uniform bounds on Tε this immediately
implies that V εα converges in the strong operator topology to Vα.
Taking w.o.t. limits we arrive to the representations (2.8). 
Remark. Note that for the existence of the w.o.t. limits of Tε it is sufficient to have µα-
a.e. convergence on a dense set. As we just discussed above, for compactly supported f ∈ C1
the functions V εαf converge uniformly to Vαf . It was also shown in the proof of Lemma 2.4
that Tε1(s) = −F (s + iε) converges µα-a.e., which immediately implies µα-a.e. convergence
of Tεf for compactly supported C
1 functions.
This approach was used in [38].
2.3. Unitary rank one perturbations. In this section we present the analogues of the
Representation Theorem 2.1 and the Rigidity Theorem 2.2 for the case of unitary rank one
perturbations of unitary operators, that were proved in [37, Section 8].
We should mention, that these results cannot be obtained just by taking the Cayley trans-
form of the self-adjoint case, we will explain this in Section 5.
In the contrast with the self-adjoint case the description of all unitary rank one perturba-
tions of a unitary operator is not immediately self-evident, but with a little effort one could
see that all unitary rank one perturbations of a unitary operator U can be parametrized as
Ub,α = U + (α − 1)( · , U∗b)b b ∈ H, ‖b‖ = 1, α ∈ T.(2.9)
The fact that this formula indeed gives us the parametrization of the unitary rank one per-
turbations can be easily seen in the case U = I; the general case then is obtained by right
multiplying the formula for the perturbation of I by U .
In what follows we assume that the vector b is fixed and use the notation Uα for Ub,α, so
our perturbations will be parametrized by the scalar parameter α ∈ T := {z ∈ C : |z| = 1}.
Since the action of perturbation ( · , U∗b)b is trivial (zero) on (span{Unb : n ∈ Z})⊥, we
can ignore what is going on there and assume without loss of generality that b is ∗-cyclic
vector for U , meaning that span{Unb : n ∈ Z} = H.
Then by the Spectral Theorem U is unitarily equivalent to the multiplication by the in-
dependent variable ξ in L2(µ) = L2(T, µ), where µ is a spectral measure of U . As in the
self-adjoint case we fix a spectral measure µ to be the spectral measure corresponding to the
vector b, so µ is a probability measure and the vector b in the spectral representation is given
by the function 1.
So, as before let us assume that U is not just unitarily equivalent, but is a multiplication
operator Mξ by the independent variable ξ in L
2(µ) = L2(T, µ), µ(T) = 1 and the rank
unitary perturbations Uα are given by (2.9) with b = 1.
It is not hard to show that if b is ∗-cyclic for U then it is also ∗-cyclic for Uα = Ub,α, so
Uα is unitarily equivalent to the multiplication Mz by the independent variable z in L
2(µα).
We take for µα the spectral measure corresponding to the vector b, so b = 1 in the spectral
representation of Uα in L
2(µα).
SINGULAR INTEGRALS, RANK ONE PERTURBATIONS AND CLARK MODEL 11
Under these assumptions we want to describe the unitary operator giving the unitary
equivalence between Uα and its spectral representation of, i.e. the unitary operator Vα :
L2(µ)→ L2(µα) such that Vα1 = 1 and
VαUα =MzVα.(2.10)
In Theorem 8.1 of [37] we proved:
Theorem 2.6 (Representation Theorem). Let Vα : L2(µ) → L2(µα) be a unitary operator
satisfying (2.10) and such that Vα1 = 1 (which means that µα is the spectral measure of Uα
corresponding to the cyclic vector b, b(ξ) ≡ 1). Then
(2.11) Vαf(z) = f(z) + (1− α)
∫
T
f(ξ)− f(z)
1− ξ¯z dµ(ξ) for all f ∈ C
1(T).
Proof. The proof goes similarly to the proof of the self-adjoint case (Theorem 2.1 above)
for the bounded perturbations sketched above. Namely, using “linear algebra” notation,
i.e. identifying b ∈ H with the operator b : C→ H, b(α) = αb and denoting by b∗ its adjoint
b∗H → C, b∗ : (x) = (x, b)
H
we can write
Uα = U + (α− 1)bb∗1 =Mξ + (α− 1)bb∗1,
where b1 := U
∗b. Then the intertwining relationship (2.10) gives us
VαU =MzVα + (1− α)(Vαb)b∗1.(2.12)
Inductively one can show that for n ≥ 0
VαUn =Mnz Vα + (1− α)
n∑
k=1
Mk−1z (Vαb)
(
(U∗)n−kb1
)∗
.
Applying this formula to the function b ≡ 1 ∈ L2(µ) and recalling that (Unb)(ξ) = ξn,
Vαb = 1, b1(ξ) ≡ ξ, (U∗1 )n−kb1 ≡ ξn−k+1 we obtain summing the geometric series
(Vαξn)(z) = zn + (1− α)
∫
T
ξn − zn
1− ξ¯z dµ(ξ).(2.13)
The action of Vα on ξ¯n, n ≥ 0 is proved similarly. Namely, taking the adjoint of the intertwin-
ing formula VαUα = MzVα and right and left multiplying by Vα we get that VαU∗α = Mz¯Vα,
so
VαU∗ =MzVα + (1− α)(Vαb1)b∗.
But that is exactly the intertwining relationship (2.12) with U∗ = U−1 instead of U and
Mz =Mz−1 instead of Mz. So applying the same reasoning as above we get that (2.13) holds
also for n ≤ 0, and therefore for all trigonometric polynomials.
A standard approximation argument concludes the proof. 
A converse of the Representation Theorem is also true in the unitary setting. Under mild
conditions bounded injective operators V : L2(µ) → L2(ν) that are given by (2.11) induce a
Clark family. More precisely, we quote Theorem 8.4 of [37].
Theorem 2.7 (Rigidity Theorem). Let a probability measure µ on T be supported on at least
two distinct points. Let α ∈ T \ {1}, and let Vf be defined for C1 functions f by the right
hand side of (2.5).
Assume V extends to a bounded operator from L2(µ) to L2(ν) and assume KerV = {0}.
Then there exists a function h such that 1/h ∈ L∞(ν), and MhV is a unitary operator
from L2(µ)→ L2(ν) (equivalently, that V : L2(dµ)→ L2(|h|2 dν) is unitary).
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Moreover, the measure |h|2ν is exactly the Clark measure µα defined as above, and V treated
as the operator L2(µ)→ L2(µα) is exactly the operator Vα from Theorem 2.6.
As in the self-adjoint setting, the Representation Theorem reminds us of singular integral
operators. Acting as in the self-adjoint case we show that the kernel K(z, ξ) = 1(1 − ξz) is
restrictedly bounded (see Definition 3.1 below). Again, Theorem 3.2 and Remark 3.3 show
the uniform boundedness of the regularization of the singular integral operator.
Theorem 2.8. For the Clark measures µ and µα, the operators Tr : L
2(µ) → L2(µα) given
by
Trf(z) :=
∫
T
f(ξ)dµ(ξ)
1− rξz
are uniformly (in r ∈ R+ \ {1}) bounded.
An analog of Lemma 2.4 holds for the unit circle with essentially the same proof (for a
different proof, see [37, Proposition 8.2]), so the limits limr→1∓ Trf(z) exist µα-a.e. on T. So
we can define operators T± as the µα-a.e. limits
T±f(z) := lim
r→1∓
Trf(z), z ∈ T,
or, equivalently, as w.o.t. limits
T±f := w.o.t.- lim
r→1∓
Trf.
Replacing the kernel in (2.11) by 1/(1 − rξz) and taking the limit as r → 1∓, we get an
alternative formula for Vα.
Theorem 2.9. Let µ and µα be the spectral measures of U and Uα respectively, and let
T± = w.o.t.- limr→1∓ Tr (the existence of the limit was just discussed). Then Vα has the
alternative representation
Vαf = [1− (1− α)T±1]f + (1− α)T±f ∀f ∈ L2(µ).
2.4. How unstable can the singular spectrum become? By the Kato-Rosenblum the-
orem we know that the absolutely continuous spectrum remains invariant under rank one
perturbations. But under a rank one perturbation by a cyclic vector, the singular perturba-
tion can change type, as was shown by an example by Donoghue. So the question becomes:
To which extent may the spectral properties of the measures µα vary as we change α? Much
work has been done and many interesting examples were discovered, several are included in
[50].
First of all notice that in the context of rank one perturbations for pure point and the
singular continuous spectrum can behave quite different. For example, it is possible for Aα
to have purely singular continuous spectrum on the interval [0, 1] for all α. But the same
behavior is not possible for pure point spectrum. In fact, the perturbations Aα are pure point
for all α if and only if the spectrum is countable.
Another question concerns the type of parameter sets that allow dense singular embedded
(in absolutely continuous) spectrum. For several years, all examples exhibited dense singular
embedded spectrum only for a Lebesgue measure zero set of parameters α. It came as a
surprise when Del Rio, Fuentes and Poltoratskii [18] proved the existence of a family of rank
one perturbations with dense absolutely continuous spectrum and dense singular spectrum
for almost every parameter α in an arbitrary (previously given) set B ⊂ R and with purely
absolutely continuous spectrum for almost every α ∈ R\B. Their proof uses Clark theory.
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Via a complicated construction they show the existence of a characteristic function for which
the corresponding family of rank one unitary perturbations has the desired properties. In
fact, it is possible to produce most any type of singular spectrum in this setting, see [19]. In
the latter reference, the following open problem is formulated: Fix an interval I ⊂ R and
subset B ⊂ R. Can one find a family of measures µβ so that (µβ)s(J) > 0 if and only if
β ∈ B and (µβ)ac(J) > 0 for all β ∈ R and for every subset J ⊂ I?
A class of examples is concerned with the question of how unstable the spectral type may
be, if we do not have absolutely continuous part. A result of Del Rio, Makarov and Simon [20]
which was independently proved by Gordon [26] states the following. Consider I ⊂ suppµ
closed and not a singleton. If µα|I is singular, then the set of α’s for which µα is purely
singular continuous is a dense Gδ set.
A converse to this result was presented by C. Sundberg [54]: For any closed subinterval
I which is not a singleton and any Gδ subset of R, there exists a family of measures corre-
sponding to a family of rank one perturbations such that suppµ ⊂ I, µα is purely singular
continuous for α ∈ G and µα is pure point for α ∈ R\G. In the proof, Sundberg applies
Clark theory. He constructs the characteristic function by defining a function on a Riemann
surface R over the disk D, and then applies the projection from R to D.
2.5. Behavior of the singular continuous spectrum. To this day, a characterization of
the singular continuous part of the perturbed operator’s spectral measure in terms of the
unperturbed operator remains an open problem. Several sufficient conditions for the absence
of singular continuous spectrum are known (see, for example, [14, 50]). Within the realm of
our methods, an application of Theorem 2.3 empowers us with control over singular spectrum
of the perturbed operator.
Lemma 2.10 (Lemma 4.4 of [38]). Operators Aα, α ∈ R \ {0}, have a pure absolutely
continuous spectrum on a closed interval I, if∫ ε
0
x−2w∗Idx =∞.
Here dµ = wdx + dµs (w ∈ L1(dx)) is the Lebesgue decomposition, and w∗I denotes the
increasing rearrangement of w on I.
This result allows a construction of unperturbed operators A with arbitrary embedded
singular spectrum and for which all of the perturbed operators Aα, α 6= 0 have no embedded
singular spectrum.
The main ingredient of the proof is a well known weak type result on the growth of operator
T . With Kτ(s) :=
∫
R
dτ(t)
s−t+iε for a Borel measure τ with
∫
R
|dτ(t)|
t2+1 <∞: If I ⊂ R is a bounded
closed interval such that τs|I 6= 0, then there exists a C > 0 such that |{|Kτ | > t}∩ I| ≥ C/t
for large t – leads to the following sufficient condition for the absence of singular spectrum
for the perturbed operators Aα.
3. Singular integral operators
3.1. Preliminaries. The Hilbert transform T
Tf(x) =
∫
R
f(y)dy
x− y
is an example of what is usually called a singular integral operator. “Singular” here means
that the kernel K(x, y) of the operator is not integrable in y near the diagonal, so in the
formal expression Tf(x) =
∫
K(x, y)f(y)dy the integral is not well defined.
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In the case of Hilbert transform it is very easy to show that the integral in the sense
of principal value is well defined for C1 compactly supported functions, so the operator is
defined on a dense set in L2 (and Lp, 1 < p < ∞). It also can be shown that it can be
extended to a bounded operator there.
Moreover, it can be shown that the integral in the sense of principal value exists a.e. for
all f ∈ Lp, 1 < p <∞; the proof is not as easy as for the C1 functions, and is, in fact, quite
involved.
A part of the operator Vα from Theorem 2.1 looks like the Hilbert transform, with the
difference that the integration there is with respect to a general Radon measure µ. And what
makes things even more complicated, is that the target space is L2(µα) with µα being a new
measure.
In the theory of singular integral operators, there are several ways to define such an operator
rigorously. One of the accepted ways, is what one would call the axiomatic approach. Namely,
to define a singular integer operator T : Lp(µ) → Lp(ν) with kernel K we assume that we
are given its bilinear form, defined on a dense subset of Lp(µ)→ Lp′(ν), 1/p+1/p′ = 1. The
fact that T is an integral operator with kernel K means simply that
〈Tf, g〉ν =
∫
K(x, y)f(y)g(x)dµ(y)dν(x)(3.1)
for all (say bounded) f and g with separated compact supports. Since the kernel K blows up
only on the diagonal x = y, the integral above is well defined. Note, that according to this
definition the multiplication operator Mϕ, Mϕf = ϕf is an operator with kernel K(x, y) ≡ 0.
Moreover, it can be shown that any bounded singular integral operator with kernel K ≡ 0,
where kernel is understood in the sense of (3.1), is a multiplication operator. So, according to
the axiomatic approach, any two bounded singular integral operators differ by a multiplication
operator.
Another way to define the singular integral operator with kernel K is to consider the
truncated operators Tε,
Tεf(x) =
∫
|x−y|>ε
K(x, y)f(y)dy
which under usual assumptions about kernel K are well defined for bounded functions f with
compact support. And we say that the integral operator with kernel K is bounded if all
operators Tε are uniformly bounded. If the operators Tε are uniformly bounded, we can take
w.o.t. limit of Tε as ε→ 0+, so in this case K is indeed a kernel of a bounded singular integral
operator in the sense of the axiomatic approach.
Moreover, in all known examples if an axiomatically defined operator T is uniformly
bounded then the operators Tε are uniformly bounded. And as it turns out, this is not
a coincidence, but a corollary of a very general fact.
3.2. Setup. In this paper we assume that µ and ν are Radon measures on Rd and that K
belongs to L2loc(µ × ν) off the diagonal x = y, meaning that for any x0 6= y0 there exists
a neighborhood G of (x0, y0) ∈ Rd × Rd such that K1G ∈ L2(µ × ν). Note, that these
assumptions are weaker than what is usually assumed about the kernels of singular integral
operators.
The main results are also true for (at least some) locally compact abelian groups, in
particular for tori Td. Also, since everything is local, the results can be modified to hold on
smooth manifolds.
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Definition 3.1. Let K ∈ L2loc(µ×ν) off the diagonal x = y. We say that K is Lp(µ)→ Lp(ν)
restrictedly bounded if for all f ∈ L∞(µ), g ∈ L∞(ν) with separated compact supports∣∣∣∣∫ K(x, y)f(y)g(x)dµ(y)dν(x)∣∣∣∣ ≤ C‖f‖Lp(µ)‖g‖Lp′ (ν) .(3.2)
The best constant C in (3.2) is called the Lp(µ)→ Lp(ν) restricted bound of K, and denoted
by [K]r
Lp(µ)→Lp(ν)
.
If the exponent p and the measures µ, ν are fixed, we will skip Lp(µ)→ Lp(ν) and simply
say restrictedly bounded.
Going back, we can see that the operator Vα from Theorem 2.1 is a singular integral
operator (in the sense of axiomatic approach) with kernel K(s, t) = α/(s − t). Since Vα
is a unitary operator L2(µ) → L2(µα) its norm is 1 and therefore the kernel α/(s − t) is
restrictedly bounded with the L2(µ)→ L2(µα) restricted norm at most 1. Equivalently, one
can say that the L2(µ)→ L2(µα) restricted norm of the kernel 1/(s − t) is at most 1/|α|.
Similarly, the operator Vα from Theorem 2.6 is a singular integral operator with kernel
K(z, ξ) = (1 − α)/(1 − ξz), z, ξ ∈ T, and the L2(µ) → L2(µα) restricted norm of the kernel
1/(1 − ξz) is at most 1/|1 − α|.
3.3. Regularizations of singular kernels. Letm : Rd → R be a regularizer, i.e. a bounded
function which is 0 in a neighborhood of 0 and 1 in a neighborhood of ∞. Define the
regularized kernel Kε by Kε(x, y) = K(x, y)m((x− y)/ε). The regularized kernels Kε are in
L2loc(µ× ν) so the regularized integral operators Tε,
Tεf(x) :=
∫
Kε(x, y)f(y)dµ(y)
are well defined for bounded compactly supported f . In particular, if m(x) = 1
(1,∞)
(|x|)
then we get the classical truncation
Tεf(x) =
∫
|x−y|>ε
K(x, y)f(y)dµ(y).(3.3)
If for 1 < p < ∞ operators Tε : Lp(µ) → Lp(ν) are uniformly bounded, then by taking
w.o.t. limit point as ε → 0+ we conclude that K is a kernel of a singular integral operator
(in the sense of the axiomatic approach) with kernel K, acting Lp(µ)→ Lp(ν).
It turns out that the converse statement is true, even in a stronger sense, if we assume that
the measures µ and ν do not have common atoms. Namely, the following theorem holds, see
[39, Proposition 2.12].
Theorem 3.2. Let a kernel K be Lp(µ)→ Lp(ν) restrictedly bounded, and assume that µ and
ν do not have common atoms. Then for any regularizer m ∈ C∞ the regularized operators
Tε are uniformly (in ε) bounded, ‖Tε‖Lp(µ)→Lp(ν) ≤ C(m) <∞.
Moreover, for all “interesting” kernels the Lp(µ) → Lp(ν) restricted boundedness implies
the uniform boundedness of the classical truncations (3.3).
Without going into details, we just mention that the “interesting” kernels include kernel
1/(x − y), x, y ∈ R of the Hilbert transform, the kernel (x− y)/|x − y|α+1, α > 0, x, y ∈ Rd
of the generalized Riesz transform Rα in R
d, the kernel 1/(z − w), z, w ∈ C of the Cauchy
transform, the kernel 1/(z − w)2, z, w ∈ C of the Beurling–Ahlfors transform and many
others.
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Regularizations with smooth functions m seem to be a more logical and convenient choice,
than the classical one; for example if one starts with a Caldero´n–Zygmund kernel then after
smooth regularizations the resulting kernel will still be a Caldero´n–Zygmund one with uniform
estimates of the constants. However, the classical truncations are used most.
Remark. To define truncation of a kernel on the unit circle T we take the function m on the
line, m ≡ 0 in a neighborhood of 0 and m ≡ 1 in a neighborhood of ∞, and define functions
m˜ε on T by
m˜ε(e
it) = m(t/ε), −π < t ≤ π.
Then the regularized kernel Kε is defined as
Kε(z, ξ) = K(z, ξ)mε(z/ξ), z, ξ ∈ T.
The regularized kernels on Td are defined similarly, and the same results as in Rd holds in
Td.
Remark 3.3. For singular integrals related to complex analysis there is another type of natural
regularization. Namely for the kernel K(x, y) = 1/(x − y) on R one can consider kernels
K±ε(x, y) = 1/(x− y ± iε).(3.4)
Similarly, for the kernel K(z, ξ) = 1/(1 − ξz) on T define the regularized kernel
Kr(z, ξ) = 1/(1 − rξz), 0 ≤ r <∞ r 6= 1.(3.5)
For these kernels Theorem 3.2 holds as well.
Now let us discuss the main ideas of the proofs.
3.4. First step: Schur multipliers. The first idea is very simple: we want to multiply a
restrictedly bounded kernel by a functionM such that the resulting kernel is still restrictedly
bounded.
Definition 3.4. We call a function M( · , · ) an Lp(µ) → Lp(ν) Schur multiplier if for any
Lp(µ)→ Lp(ν) restrictedly bounded kernel K the kernel KM is also Lp(µ)→ Lp(ν) restrict-
edly bounded and
[KM ]r
Lp(µ)→Lp(ν)
≤ C[K]r
Lp(µ)→Lp(ν)
.
The best constant C in the above inequality is called the Schur norm of M .
Traditionally, Schur multipliers are defined with respect to the operator norm of the cor-
responding integral operators, or with respect to the Schatten–von-Neumann norm, but our
definition is very close in spirit, so we use the same term.
Formally, our definition depends on µ, ν and p, but we will construct “universal” mul-
tipliers, that work for all µ, ν and p with the same estimate on the Schur norm. They
also are Schur multipliers with respect to the operator norm, as well as with respect to the
Schatten–von-Neumann norms.
Thus, in what follows we will omit Lp(µ)→ Lp(ν) and simply say Schur multiplier.
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3.4.1. Constructing Schur multipliers via Fourier transform. We start with an elementary
observation: the function Ma, Ma(x, y) := e
−ia·xeia·y, a, x, y ∈ Rd is a Schur multiplier with
the Schur norm 1 (as a product of two unimodular functions of one variable).
Averaging in a we get that if σ is a complex-valued measure of bounded variation and
m = σ̂ is its Fourier transform,
σ̂(s) :=
∫
Rd
e−is·tdσ(t)
then the function M(x, y) = m(x − y) is a Schur multiplier with the Schur norm at most
varσ.
Note also that for mε(s) = m(s/ε) and the measure σε defined by σε(E) = σ(εE) we have
mε = σ̂ε. Since varσε = varσ we get that all the functions Mε
Mε(x, y) = mε(x− y) = m((x− y)/ε)
are Schur multipliers with the Schur norm estimated by varσ.
Since a compactly supported C∞ function is a Fourier transform of an L1 function (it is a
Fourier transform of a Schwartz class function), and 1 is trivially a Schur multiplier, we can
conclude that functions Mε, Mε(x, y) = m((x− y)/ε) where m is the C∞ regularizer defined
in Section 3.3.
So we see that the regularized kernels Kε obtained using smooth regularizers m are re-
strictedly bounded with the uniform (in ε) estimate on the restricted norm.
To get the corresponding result for the torus Td we just need to restrict the regularizers
mε to the cube (−π, π]d and then map the cube to the torus via the standard map.
3.5. Cauchy type regularizations. Let us now discuss the Cauchy type regularizations
(3.4), (3.5). For ρ(x) = 1
[0,∞)
e−x define
m(s) = 1− ρ̂(s) = s
s− i .
Then mε(s) = m(s/e) = s/(s− iε), and the functions Mε(x, y) = mε(x − y) are Schur
multipliers with Schur norm at most 2. Computing the regularized kernel we get
Kε(x, y) =
1
x− y
x− y
x− y − iε =
1
x+ iε− y ,
so the kernels K+ε from (3.4) are uniformly restrictedly bounded.
Repeating the same reasoning with ρ(x) = 1
(−∞,0]
ex we get the conclusion for K−ε.
For the kernel (3.5) on T we use the Fourier transform on Z. Namely, it is easy to show
that if a ∈ ℓ1(Z) and m(z) :=∑k∈Z akzk, z ∈ T, then the function M
M(z, ξ) = m(z/ξ) z, ξ ∈ T
is a Schur multiplier with Schur bound at most ‖a‖
ℓ1
.
Then for 0 ≤ r < 1 multiplying K(z, ξ) = 1/(1 − ξz) by
m(z/ξ) = 1 +
∞∑
n=1
(rn − rn−1)(ξz)n = 1− ξz
1− rξz
we at most double the restricted norm (because 1 +
∑∞
n=1 |rn − rn−1| = 1 + r ≤ 2). So, for
the kernel
K(z, ξ) · 1− ξz
1− rξz =
1
1− rξz = Kr(z, ξ), r < 1
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we get for r < 1
[Kr]Lp(µ)→Lp(ν) ≤ 2[K]Lp(µ)→Lp(ν) .(3.6)
For r > 1 we can write
m(z/ξ) =
1− ξz
1− rξz = 1−
∞∑
n=1
(r−n − r−(n+1))(ξz)−n.
Noticing that 1 +
∑∞
n=1 |r−n − r−(n+1)| = 1 + r−1 ≤ 2 we see that in the case r > 1 (3.6)
holds as well.
3.6. Final step: boundedness of the regularized operators.
Theorem 3.5. Let µ and ν be Radon measures in Rd without common atoms. Assume that
a kernel K ∈ L2loc(µ× ν) is Lp(µ)→ Lp(ν) restrictedly bounded, with the restricted norm C.
Then the integral operator with T kernel K is a bounded operator Lp(µ) → Lp(ν) with the
norm at most 2C.
Restricting the kernels to compact subsets exhausting Rd × Rd one can easily reduce the
proof to the case K ∈ L2(µ × ν) (globally, not locally). Then the idea of the proof is very
simple. Taking bounded compactly supported functions f and g we can write
〈Tf, g〉ν =
∫
K(x, y)f(y)g(x)dµ(y)dν(x).
The main idea of the proof is to construct bounded functions fn, gn with separated compact
supports such that fn ⇀
1
2f weakly in L
2(µ), gn ⇀
1
2g weakly in L
2(ν) and such that
lim sup
n→∞
‖fn‖Lp(µ) ≤ 2
−1/p‖f‖
Lp(µ)
, lim sup
n→∞
‖gn‖
Lp
′
(µ)
≤ 2−1/p′‖g‖
Lp
′
(ν)
.(3.7)
Since the operator T is Hilbert–Schmidt, and so compact (as an operator L2(µ) → L2(ν))
the weak convergence implies that
〈Tfn, gn〉ν → 1
4
〈Tf, g〉ν .
Therefore, using (3.7) we get
|〈Tf, g〉| ≤ lim sup
n→∞
4|〈Tfn, gn〉| ≤ 2C‖f‖Lp(µ)‖g‖Lp′ (ν) .
The man idea of the construction of the functionsfn and gn is quite simple, at least for the
absolutely continuous piece: we define fn := 1En , gn
:= 1
Fn
where En and Fn are separated
“mesh like” subsets, that are well mixed, meaning that that for all dyadic cubes Q of size at
least 2−n the Lebesgue measure of the sets Q ∩ En and Q ∩ Fn is almost half (with relative
error of say 2−n) of the measure of Q. Construction of such sets in for the Lebesgue measure
is rather trivial and can be left as an exercise for the reader.
For the measures µ and ν without atoms the construction is almost the same, only the
“well mixed” property is with respect to the measure σ = µ+ν, meaning that for any dyadic
cube Q of size at least 2−n the measures σ(Q ∩En), σ(Q ∩ Fn) are almost half of σ(Q) with
relative error 2−n. It might not be immediately obvious how to construct such sets En, Fn,
but the construction is relatively simple and straightforward, see [39] for details.
The construction in the general case is just a bit more complicated. Namely, we first
construct the sets En and Fn with respect to the continuous parts µc, νc of the measures
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(making sure that the sets do not contain any atoms). Then we define fn and gn by adding
to f1
En
and g1
Fn
the functions
1
2
n∑
k=1
f(ak)δak ,
1
2
n∑
k=1
g(bk)δbk
respectively, where ak, bk are atoms of µ and ν respectively. To make sure that the functions
fn and gn have separated supports, we then just need to “shrink” the sets En Fn by removing
small discs around atoms. Again, the reader is referred to [39] for the details.
This idea of using “well mixed” set was exploited in [43] in the case of Lebesgue measure.
It was later used in [38], where some of the result in this section were proved under the
assumption that the singular parts of µ and ν are mutually singular.
The results in full generality were proved in [39], the reader should look there for full
details.
4. Clark theory for rank one perturbations of unitary operators
4.1. Plan of the game. As we discussed above in Section 2.3, rank one unitary perturba-
tions of a unitary operator U are parametrized by the formula (2.9). If in (2.9) we take |α| < 1
(instead of |α| = 1) the resulting operator Uα will be not a unitary, but only a contractive
(‖Uα‖ ≤ 1) operator.
If, as in Section 2.3 we assume by ignoring the trivial part that b is ∗-cyclic vector for U ,
then for |γ| < 1 the operator Uγ = U+(γ−1)bb∗1, b1 = U∗b is a completely non-unitary (c.n.u.)
contraction. The term completely non-unitary means that there is no reducing (i.e. invariant
for Uγ and U
∗
γ ) subspace on which Uγ acts unitarily.
A completely non-unitary contraction T is up to unitary equivalence determined by its
so-called characteristic function θ = θ
T
, see the definition below. Namely, T is unitarily
equivalent to its model M =Mθ, where Mθ is a compression of the multiplication operator
Mz,
Mθ = PθMz
∣∣Kθ ;
here Kθ is a subspace of a generally vector-valued, and possibly weighted L2 space on the
unit circle, Pθ = PKθ is the orthogonal projection onto Kθ, and Mz is the multiplication by
the independent variable z, Mzf(z) = zf(z), z ∈ T.
So, we have two unitarily equivalent representations of the operator Uγ , |γ| < 1: the
representation
Uγ =Mξ + (γ − 1)bb∗1, b = 1, b1 =M∗ξ 1
in the spectral representation of U in L2(µ), where µ is the spectral measure of U correspond-
ing to the vector b, and the representation as the model operatorMθγ in the model subspace
Kθγ .
The Clark theory describes the unitary operator providing this unitary equivalence, i.e. a
unitary operator Φγ : Kθγ → L2(µ) such that
ΦγMθγ = UγΦγ .
D. Clark in his original paper [15] described such operators for the particular case when θγ
is an inner function. He started with the model operator (unitarily equivalent to Uγ , |γ| < 1
in our notation) in a particular case of inner characteristic function, described all its unitary
rank one perturbations (Uα, |α| = 1 in our notation) and described the unitary operator
between the model operator Mθ and the spectral representation of Uα, |α| = 1.
20 CONSTANZE LIAW AND SERGEI TREIL
Translated to our language the fact that the characteristic function θ is inner means that
the operator U (and so all Uα, |α| = 1) have purely singular spectrum.
4.2. A functional model for a c.n.u. contraction. Let us recall the definition related to
the functional model. For an operator T acting in a separable Hilbert space we define the
defect operators
D
T
:= (I − T ∗T )1/2, D
T ∗
:= (I− TT ∗)1/2,
and the defect subspaces
D = DT := clos RanDT , D∗ = DT ∗ := clos RanDT ∗ .
The characteristic function θ = θT of the operator T is an analytic function θ = θT ∈ H∞D→D∗
whose values are bounded operators (in fact, contractions) acting from D to D∗ defined by
the equation
θT (z) =
(−T + zDT ∗(I− zT ∗)−1DT ) ∣∣∣
D
, z ∈ D.(4.1)
Note that TD ⊂ D∗, so for z ∈ D the above expression indeed can be interpreted as an
operator from D to D∗.
It is customary to assume that the characteristic function is defined up to constant unitary
factors on the right and on the left, i.e. one considers the whole equivalence class consisting
of functions UθV , where U : D∗ → E∗ and V : E → D are unitary operators and E∗, E are
Hilbert spaces of appropriate dimensions. The advantage of this point of view is that we are
not restricted to using the defect spaces of T , but can work with arbitrary Hilbert spaces of
appropriate dimensions.
Note, that the characteristic function (defined up to constant unitary factors) is a unitary
invariant of a completely non-unitary contraction: any two such contractions with the same
characteristic function are unitarily equivalent.
Note also, that given a characteristic function, any representative gives us a model, and
there is a standard unitary equivalence between the model for different representatives.
Remark. Another way to look at a choice of a representative of a characteristic function is to
pick orthonormal bases in the defect spaces and treat the characteristic function as a matrix-
valued function (possibly of infinite size). The choice of the orthonormal bases is equivalent
to the choice of the constant unitary factors.
In this paper by a functional model associated to an operator-valued function θ ∈ H∞E→E∗
we understand the following: a model space Kθ is an appropriately constructed subspace of a
(possibly) weighted space L2(E∗⊕E,W ) on the unit circle T with the operator-valued weight
W . The model operator Mθ is a compression of the multiplication operator Mz onto Kθ,
Mθ = PθMz
∣∣Kθ ;(4.2)
where Pθ = PKθ is the orthogonal projection onto Kθ.
All the functional models for the same θ are unitarily equivalent, so sometimes people
interpret them as different transcriptions of one object.
As we already mentioned above, a completely non-unitary contraction with characteristic
function θ is unitarily equivalent to its model Mθ.
On the other hand, for any purely contractive θ ∈ H∞
E→E∗
, ‖θ‖∞ ≤ 1 the model operator
Mθ is a completely non-unitary contraction, with θ being its characteristic function. Thus,
any such θ is a characteristic function of a completely non-unitary contraction.
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4.2.1. Sz.-Nagy–Foias¸ transcription. The Sz.-Nagy–Foias¸ model (transcription) is
probably the most used.
The model space Kθ is defined as a subspace of L2(E∗ ⊕ E) (non-weighted, W (z) ≡ I),
Kθ =
(
H2E∗
clos∆L2E
)
⊖
(
θ
∆
)
H2E(4.3)
where the defect ∆ is given by
∆(z) := (1− θ(z)∗θ(z))1/2, z ∈ T.(4.4)
If the characteristic function θ is inner, meaning that its boundary values are isometries
a.e. on T, then ∆ ≡ 0, so the lower “floor” of Kθ collapses and we get a simpler, “one-story”
model subspace,
Kθ = H2(E∗)⊖ θH2(E).
This subspace is probably much more familiar to analysts, especially when θ is a scalar-valued
function.
The model operatorM is defined by (4.2) as the compression of the multiplication operator
Mz (also known as forward shift operator) onto Kθ, and the multiplication operator Mz is
understood as the entry-wise multiplication by the independent variable z,
Mz
(
g
h
)
=
(
zg
zh
)
.
As we discussed above, the characteristic function θ is defined up to constant unitary factors
on the right and on the left. But one has to be a bit careful here, because if θ˜(z) = Uθ(z)V ,
where U and V are constant unitary operators, then the spaces Kθ and Kθ˜ are different.
However, the map U
U
(
g
h
)
=
(
Ug
V ∗h
)
is the canonical unitary map transferring the model from one space to the other.
Namely, it is easy to see that U is a unitary map from H2(E∗) ⊕ clos∆L2(E) onto
H2(UE∗) ⊕ clos ∆˜L2(V ∗E), where ∆˜ = ∆θ˜ = V ∗∆V . Moreover, it is not difficult to see
that UKθ = Kθ˜ and that U commutes with the multiplication by z, so Uθ := U
∣∣Kθ inter-
twines the model operators,
UθMθ =Mθ˜Uθ.
4.2.2. de Branges–Rovnyak transcription. Let us present this transcription as it is described
in [44]. Since the ambient space in this transcription is a weighted L2 space with an operator-
valued weight, let us recall that ifW is an operator-valued weight on the circle, i.e. a function
whose values are self-adjoint non-negative operators in a Hilbert space E, then the norm in
the space L2(W ) is defined as
‖f‖L2(W ) =
∫
T
(W (z)f(z), f(z))
E
|dz|
2π
.
There are some delicate details here in defining the above integral if we allow the values
W (z) to be unbounded operators, but we will not discuss it here. In our case when the
characteristic function is scalar-valued the values W (z) are bounded self-adjoint operators on
C2, and the definition of the integral is straightforward.
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Let
Wθ(z) =
(
I θ(z)
θ(z)∗ I
)
.
The weight in the ambient space will be given by W =W
[−1]
θ , W
[−1]
θ (z) = (Wθ(z))
[−1] where
A[−1] stands for the Moore–Penrose inverse of the operator A. If A = A∗ then A[−1] is O on
KerA and is equal to the left inverse of A on RanA. The model space Kθ is defined as
Kθ =
{(
g+
g−
)
: g+ ∈ H2(E∗), g− ∈ H2−(E), g− − θ∗g+ ∈ ∆L2(E)
}
.(4.5)
Remark 4.1. The original de Branges–Rovnyak model was initially described in [17] using
completely different terms. To give the definition from [17] we need to recall the notion of a
Toeplitz operator. For ϕ ∈ L∞E→E∗ the Toeplitz operator Tϕ : H2(E)→ H2(E∗) with symbol
ϕ is defined by
Tϕf := P+(ϕf), f ∈ H2(E).
The (preliminary) space H(θ) ⊂ H2(E∗) is defined as a range (I−TθTθ∗)1/2H2(E) endowed
with the range norm (the minimal norm of the preimage).
Let the involution operator J on L2(T) be defined as
Jf(z) = zf(z).
Following de Branges–Rovnyak [17] define the model space D(θ) as the set of vectors(
g1
g2
)
: g1 ∈ H(θ), g2 ∈ H2(E), such that zng1 − θP+(znJg2) ∈ H(θ) ∀n ≥ 0,
and such that∥∥∥∥( g1g2
)∥∥∥∥2
D(θ)
:= lim
n→∞
(
‖zng1 − θP+(znJg2)‖2
H(θ)
+ ‖P+(znJg2)‖22
)
<∞.
It might look surprising, but it was proved in [45] that the operator
(
g+
g−
)
7→
(
g+
Jg−
)
is
a unitary operator between the described above model space Kθ in the de Branges–Rovnyak
transcription and the model space D(θ).
4.3. Model for the operator Uγ. For the perturbations Uγ , |γ| < 1 the functional model
can be computed explicitly.
The defect operators are computed to be
DUγ = (I− Uγ∗Uγ)1/2 =
(
1− |γ|2)1/2 b1b∗1,
DUγ∗ = (I− UγUγ∗)1/2 =
(
1− |γ|2)1/2 bb∗
and the defect spaces are
D = D
Uγ
= span{b1} and D∗ = DUγ∗ = span{b}.
Note that the defect spaces are one-dimensional, so the characteristic function θ = θγ is a
scalar-valued function. We already mentioned above that θ ∈ H∞, ‖θ‖∞ < 1. Note also that
the defect spaces do not depend on γ.
SINGULAR INTEGRALS, RANK ONE PERTURBATIONS AND CLARK MODEL 23
The characteristic function θγ of Uγ can be computed in terms of Cauchy type transforms.
For a (possibly complex-valued) measure τ on T and λ /∈ T define the Cauchy type transforms
R, R1 and R2 by
Rτ(λ) :=
∫
T
dτ(ξ)
1− ξλ, R1τ(λ) :=
∫
T
ξλdτ(ξ)
1− ξλ , R2τ(λ) :=
∫
T
1 + ξλ
1− ξλdτ(ξ).(4.6)
If we pick b1 and b to be the basis vectors in the corresponding defect spaces, then the
characteristic function θγ of the operator Uγ , |γ| < 1 is given by
θγ(λ) = −γ + (1− |γ|
2)R1µ(λ)
1 + (1− γ)R1µ(λ) =
(1− γ)R2µ(λ)− (1 + γ)
(1− γ)R2µ(λ) + (1 + γ) , λ ∈ D.(4.7)
Note that the formulas for θ0 (γ = 0) are especially simple. And θ0 is related to θγ by a
fractional transformation:
θγ =
θ0 − γ
1− γθ0 or equivalently θ0 =
θγ + γ
1 + γθγ
.(4.8)
To compute the characteristic function one can use the definition (4.1) of the characteristic
function with Uγ instead of T and the inversion formula (2.2). Namely, writing
I− zU∗γ = (I − zU∗)
(
I − z(γ − 1)(I − zU∗)−1b1b∗
)
and applying the inversion formula (2.2) we get denoting β = γ − 1
(I− zU∗γ )−1 =
I+ 1(
zβ(I− zU∗)−1b1, b
)
H
zβ(I− zU∗)−1b1b∗
 (I− zU∗)−1.
In the spectral representation of U in L2(µ) the operator (I − zU∗)−1 is the multiplication
by the function 1/(1− ξz), b ≡ 1, b1(ξ) ≡ ξ, so the above inverse can be explicitly computed.
Then standard algebraic manipulations lead to the formulas (4.7) for the resolvent.
A different way of computing the characteristic function for finite rank perturbations can
be found in [22].
We point out that if the measure µ is purely singular (with respect to the Lebesgue mea-
sure), then the functions θγ are inner (|θγ | = 1 a.e. on T). In this case the model is especially
simple, the model space consists of scalar functions, and that is the case treated by the
original Clark theory.
However, in our case, µ is an arbitrary probability measure, so the characteristic functions
can be non inner, and the model is more complicated: the model space consists of vector-
valued functions (with values in C2).
4.4. Preliminaries about Clark operator. Recall that our goal is to describe a Clark
operator, i.e. a unitary operator (non-uniqueness is discussed in the next paragraph) that
realizes unitary equivalence between Uγ andMθγ . Namely, we want to find a unitary operator
Φγ : Kθγ → L2(µ) such that
ΦγMθγ = UγΦγ ,(4.9)
Let us discuss what freedom do we have in choosing such an operator. Clearly, Φγ maps
defect spaces ofMγ to the corresponding defect spaces of Uγ . Therefore, Φ∗γb and Φ∗γb1 must
be unit vectors in DM∗θγ
and DMθγ respectively.
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We say that the unit vectors c ∈ DM∗θγ and c1 ∈ DMθγ agree if there exists a unitary map
Φγ : Kθγ → L2(µ) satisfying (4.9) such that
Φ∗γb = c, Φ
∗
γb1 = c1.
If γ = 0 and µ is the Lebesgue measure, then it is not hard to see that θγ ≡ 0. It is also easy
to see that in this case, any two unit vectors c ∈ DM∗θγ and c1 ∈ DMθγ agree.
Otherwise, if either γ 6= 0 or µ differs from the Lebesgue measure, then for any unit
vector c ∈ DM∗θγ there exist a unique vector c1 ∈ DMθγ which agrees with c; for details
see Proposition 2.9 of [37]. That means the operator Φγ is unique up to a multiplicative
unimodular constant α ∈ T; in particular, if we fix a unit vector c ∈ DM∗θγ then the condition
Φγc = b uniquely determines the Clark operator Φγ .
In the trivial case when µ is the normalized Lebesgue measure and γ = 0 the Clark operator
Φγ can be easily constructed via elementary means, so in what follows we will ignore this
case.
4.5. A “universal” representation formula for the adjoint of the Clark operator.
An explicit computation of the defect spaces of the compressed shift operatorMθ yields that
in the Sz.-Nagy–Foias¸ transcription
DM∗θ
= span{c}, DMθ = span{c1},
where
c(z) :=
(
1− |θ(0)|2)−1/2( 1− θ(0)θ(z)−θ(0)∆(z)
)
,(4.10)
c1(z) :=
(
1− |θ(0)|2)−1/2( z−1 (θ(z)− θ(0))
z−1∆(z)
)
,(4.11)
where ∆ := (1− |θ|2)1/2.
Moreover, the vectors c and c1 are of unit length and agree. Note also that it follows from
(4.7) that θγ(0) = −γ, so the above formulas can be further simplified.
The following theorem describes the adjoint Φ∗γ of the Clark operator. Note that the
intertwining relation (4.9) can be rewritten as
Φ∗γUγ =MθγΦ∗γ .
Theorem 4.2 (A “universal” representation formula; Theorem 3.1 of [37]). Let θγ be a
characteristic function (one representative) of Uγ , |γ| < 1, and let Kθγ and Mγ = Mθγ
be the model subspace and the model operator respectively. Assume that the unit vectors
c = cγ ∈ DM∗θγ , c1 = c
γ
1 ∈ DMθγ agree. Let Φ∗γ : L2(µ) → Kθγ be the unitary operator
satisfying
Φ∗γUγ =MθγΦ∗γ ,
and such that Φ∗γb = c
γ , Φ∗γb1 = c
γ
1 .
Then for all f ∈ C1(T)
Φ∗γf(z) = Aγ(z)f(z) +Bγ(z)
∫
f(ξ)− f(z)
1− ξz dµ(ξ)(4.12)
where Aγ(z) = c
γ(z), Bγ(z) = c
γ(z)− zcγ1(z).
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Idea of the proof. To some extent we mirror the proof of Theorem 2.6. However, several
miracles occur (beyond the fact that we are now dealing with the vector-valued setting of the
model space makes the computations are more cumbersome):
Again, we begin with the intertwining relation Φ∗γUγ =MθγΦ∗γ and evaluate the projection
of the model operator
Mθγ =Mz − zcγ1(cγ1)∗ − θγ(0)cγ(cγ1)∗ =Mz + (γcγ − zcγ1)(cγ1)∗.(4.13)
We notice that the model operator Mθγ on Kθ is a rank one perturbation of the unitary Mz,
and the operator Uγ on L
2(µ) is a rank one perturbation of the unitary U1 (multiplication
by the independent variable). So we expect that the commutator Φ∗γU1 −MzΦ∗γ is at most
of rank 2. But in fact, it turns out to be of rank one!
Indeed, the intertwining relation Φ∗γUγ =MθγΦ∗γ can be rewritten as
Φ∗γU1 + (γ − 1)cγb∗1 =MzΦ∗γ + (γcγ − cγ2)b∗1
(here we used that Φ∗γb = c
γ and (cγ1)
∗Φ∗γ = (Φγc
γ
1)
∗ = b∗1), and therefore
Φ∗γU1 =MzΦ
∗
γ + (c
γ − zcγ1)b∗1.(4.14)
From here, we proceed in analogy to the proof of 2.6 to obtain a formula for Φ∗γξ
n.
The formula for Φ∗γ ξ¯
n cannot be computed by simply taking the formal adjoint of the
commutation relation (4.14). This is due to the fact that in general zcγ1 /∈ Kθ. Instead we
compute the adjoint of the model operator in analogy to (4.13)
M∗θγ =Mz −Mzcγ(cγ)∗ − θ(0)cγ1(cγ)∗ =Mz + (γcγ1 −Mzcγ)(cγ)∗.
We find ourselves in the lucky situation that the formulas for Φ∗γξ
n and Φ∗γ ξ¯
n turn out to
be the same. 
In the Sz.-Nagy–Foias¸ transcription we derive concrete formulas. For γ = 0 we have
θ0(0) = 0 and by (4.8) we obtain θγ(0) = −γ. With this, the vector-valued functions Aγ(z)
and Bγ(z) in the universal representation formula (4.12) evaluate to
Aγ(z) = c
γ(z) = (1− |γ|2)−1/2
(
1 + γθγ(z)
γ∆γ(z)
)
=
(
(1−|γ|2)1/2
1−γθ0(z)
γ∆0(z)
|1−γθ0(z)|
)
,(4.15)
Bγ(z) = c
γ(z)− zcγ1(z) = (1− |γ|2)−1/2
(
1 + (γ − 1)θγ(z) − γ
(γ − 1)∆γ(z)
)
(4.16)
=
(
(1− |γ|2)1/2(1− θ0(z))/(1 − γθ0(z))
(γ − 1)∆0(z)/|1 − γθ0(z)|
)
,
where ∆γ = (1− |θγ |2)1/2.
4.6. Singular integral operators and a representation for Φ∗γ in the Sz.-Nagy–Foias¸
transcription. In this section we get a representation of Φ∗γ adapted to the Sz.-Nagy–Foias¸
transcription, similar to the representations given in Theorem 2.5.
We first note that for v(ξ) = |Bγ(ξ)|2 the kernel K(z, ξ) = 1/(1− ξz) is an L2(µ)→ L2(v)
restrictedly bounded kernel, see Definition 3.1. Indeed, taking C1 functions f and g with
separated compact supports we get that
(Vγf, g) =
∫
T
(
B(z)f(ξ), g(z)
)
H
1− ξz dµ(ξ)
|dz|
2π
,
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and standard approximation reasoning extend this formula to all bounded functions with
separated supports. But that means that the vector-valued kernel1 Bγ(z)/(1− ξz) is a kernel
of a singular integral operator L2(µ)→ L2 with norm 1, and so it is L2(µ)→ L2 restrictedly
bounded (with restricted norm at most 1).
A standard renormalization argument then implies the L2(µ) → L2(v) restricted
boundedness of the scalar kernel 1/(1 − ξz).
Therefore, as we discussed in Section 3, see Theorem 3.2 and Remark 3.3, the regularized
operators Tr with kernel Kr(z, ξ) = 1/(1 − rξz) are uniformly bounded operators L2(µ) →
L2(v), so the operators BγTr are uniformly bounded L
2(µ)→ L2.
On the other hand, the boundary values of the Cauchy transform R (defined in (4.6)) exist
a.e. with respect to Lebesgue measure by the classical theory of Hardy spaces; it is easier
than for the operators Vα, since we do not need a.e. convergence with respect to a singular
measure here.
In combination with the uniform bounds we can see the existence of weak operator topology
limit
T± := w.o.t.- lim
r→1∓
Tr.
Note also that T± can be defined as a.e. limits, T±f = limr→1∓ Trf .
Theorem 4.3. Operator Φ∗γ can be represented in the Sz.-Nagy–Foias¸ transcription as
(1− |γ|2)1/2Φ∗γf =
(
0
(γ − (γ − 1)T+1)∆γ
)
f +
(
(1 + γθγ)/T+1
(γ − 1)∆γ
)
T+f
=
(
0
1−γθ0
|1−γθ0|
T+1 ·∆0
)
f +
(
1−|γ|2
1−γθ0
· 1T+1
(γ − 1) (1−|γ|2)1/2|1−γθ0| ∆0
)
T+f
for f ∈ L2(µ).
As expected this formula reduces to the normalized Cauchy transform for γ = 0 and
inner functions θ. To see this, we notice that the second component collapses as ∆(z) =
(1−|θ(z)|2)1/2 = 0 Lebesgue a.e. on T, and that T+f/T+1 is equal to the normalized Cauchy
transform.
Idea of the proof. For smooth functions f we replace the term 1− ξ¯z in the denominator of
(4.12) by 1 − rξ¯z and take the limit as r → 1−. We obtain the same formula (4.12). Since
we also have weak convergence of the operators we have
(T+f)(z)− f(z)(T+1)(z) =
∫
T
f(ξ)− f(z)
1− ξz dµ(ξ), z ∈ T.
We extend the operator by continuity to all of L2(µ) and derive
T+1 = 1/(1 − θ0)(4.17)
from (4.6) through (4.8). Technical computations then yield the desired formula. 
Interestingly, similar arguments show that
T−1 = −θ¯0/(1− θ¯0).(4.18)
1We did not discuss singular integral operators with vector-valued kernels, but the extension of the theory
presented in Section 3 to the case of kernels with values in Rd or Cd is trivial and we omit it.
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4.7. Representing Φ∗ in the de Branges–Rovnyak transcription. We translate the
formula in the latter Theorem 4.3 from the Sz.-Nagy–Foias¸ transcription to the de Branges–
Rovnyak transcription, rather than starting from the universal representation formula in
Theorem 4.2. This strategy seemed less cumbersome as we circumvent having to re-do much
of the subtle work of regularizing singular integral operators. Also, we found it refreshing to
understand the connection between the transcriptions.
By virtue of the definition of the Sz.-Nagy–Foias¸ model space Kθ, see (4.3), a function
g =
(
g1
g2
)
∈
(
H2
clos∆L2
)
is in Kθ if and only if
g− := θg1 +∆g2 ∈ H2− := L2(T)⊖H2.(4.19)
Note, that knowing g1 and g− one can restore g2 on T:
g2∆ = g− − g1θ.
The equality (4.19) means that the pair g+ = g1 and g− belongs to the de Branges–
Rovnyak space, see (4.5). It is also not hard to check that the norm of the pair (g1, g−) in the
Branges–Rovnyak space (i.e. in the weighted space L2(W ), W =W
[−1]
θ , see Subsection 4.2.2)
coincides with the norm of the pair (g1, g2) in the Sz.-Nagy–Foias¸ space (i.e. in non-weighted
L2). Indeed, we have (
g1
g−
)
=
(
1 0
θ ∆
)(
g1
g2
)
.
Let B be a “Borel support” of ∆, i.e. the set where one of the representative from the
equivalence class of ∆ is different from 0. A direct computation shows that for
Wθ =
(
1 θ
θ 1
)
we have a.e. on T (
1 θ
0 ∆
)
W
[−1]
θ
(
1 0
θ ∆
)
=
(
1 0
0 1
B
)
,
which gives the desired equality of the norms. (Here 1
B
denotes the characteristic function
of B.)
Note that functions in H2− admit analytic continuation to the exterior of the unit disc, so
a function in Kθ is determined by the boundary values of two functions g1 and g− analytic
in D and ext(D) respectively.
Since the first component of a function in the Branges–Rovnyak space is the same as in
the Sz.-Nagy–Foias¸ space and by virtue of Theorem 4.3 we immediately know
g+(z) = g1(z) =
(1− |γ|2)1/2
1− γθ0
T+f
T+1
,(4.20)
where T+ was defined in the paragraph prior to Theorem 4.3.
The second component g− = g
γ
− is analytic on ext(D). Therefore, we do need to return to
the universal representation formula. After some reformulation we observe.
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Theorem 4.4 (Theorem 5.5 of [37]). Let µ be not the Lebesgue measure. Then the function
g− = g
γ
− is given by
gγ− = (1− |γ|2)−1/2
(
θγ + γ
) T−f
T−1
=
(1− |γ|2)1/2θ0
1− γθ0
· T−f
T−1
.(4.21)
4.8. Formulas for Φγ. A representation of the Clark operator Φγ is given in terms of the
components g+ and g− of a vector in the de Branges–Rovnyak transcription. This formula is
given piecewise. For a function f ∈ L2(µ) we denote by fa and fs its “absolutely continuous”
and “singular” parts, respectively. Formally, fs and fa can be defined as Radon–Nikodym
derivatives fs = d(fµ)s/dµs, fa = d(fµ)a/dµa.
Let w denote the density of the absolutely continuous part of dµ, i.e. w = dµ/dx ∈ L1.
Theorem 4.5. Let g =
(
g+
g−
)
∈ Kθγ (in the de Branges–Rovnyak transcription) and let
f ∈ L2(µ), f = Φγg. Then
(1) the non-tangential boundary values of the function
z 7→ 1− γ
(1− |γ|2)1/2 g+(z), z ∈ D
exist and coincide with fs µs-a.e. on T.
(2) for the “absolutely continuous” part fa of f
(1 − |γ|2)1/2wfa = 1− γθ0
1− θ0 g+ +
1− γθ0
1− θ0
g−
a.e. on T.
We provide the idea of the proof. First consider statement (2). By taking the limit as
r → 1 in Trf − T1/rf we prove the Fatou type result [37, Lemma 5.6]:
T+f − T−f = wf a.e. on T
(with respect to the Lebesgue measure) for all f ∈ L2(µ). Together with (4.18) and (4.17)
we can use the representations (4.20) and (4.21) for g+ and g− to see the desired result for
the absolutely continuous part.
Statement (1) uses Poltoratskii’s theorem [47, Theorem 2.7].
4.9. Clark operator for other α, |α| = 1. Consider the Clark operator Φα,γ : Kθγ →
L2(µα), where µα, |α| = 1 is the spectral measure corresponding to the cyclic vector b of
the unitary operator Uα. Operator Φα,γ is a unitary operator, which intertwines the model
operator Mθγ and the c.n.u. contraction (Uγ)α which is the operator Uγ in the spectral
representation of the operator Uα.
We deduce everything from the results we already obtained. First, let us write the
c.n.u. contraction Uγ , |γ| < 1 as a rank one perturbation of the unitary operator Uα, |α| = 1:
Uγ = U + (γ − 1)bb∗1 = U + (α− 1)bb∗1 + (γ − α)bb∗1 = Uα + (γ/α − 1)b˜b∗1,
where b˜1 = αb1.
From now we can just read off the results for α ∈ T from the results we already proved
(for α = 1).
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But to be consistent, we need the operators Φ∗α,γ to agree. First we need them to the same
model spaces, so let us fix the model spaces to be the ones we got for the case α = 1. Second,
we want them to be consistent with respect to the operators Vα from Section 2.3:
Φ∗α,γ = Φ
∗
γV∗α .(4.22)
Then an appropriately interpreted “universal” representation formula (Theorem 4.2) gives us
a formula for Φ∗α,γ .
Namely, in the spectral representation of Uα the c.n.u. contraction Uγ is given by
Mξ + (γ/α − 1)bα(bα1 )∗,(4.23)
where bα = Vαb, bα1 = Vαb˜1 = αVαb1, which yields bα = 1, bα1 (ξ) ≡ ξ, ξ ∈ T. Notice that
cα,γ = Φ∗α,γb
α = Φ∗γV∗αbα = Φ∗γb = cγ ,
and that
cα,γ1 = Φ
∗
α,γb
α
1 = Φ
∗
γV∗αbα1 = αΦ∗γb1 = αcγ1 .
Therefore, to get the formula for Φ∗α,γ with Φ
∗
α,γb
α = cγ (i.e. such that Φ∗α,γ1 = c
γ) one
just has to replace in (4.12) µ by µα, and c
γ
1 by αc
γ
1 (c
γ remains the same). Note, that as
long as cγ and cγ1 are computed, the parameter γ does not appear in (4.12).
Now let us get the representations in the Sz.-Nagy–Foias¸ and de Branges–Rovnyak tran-
scriptions. One of the ways to get the formula for Φ∗α,γ would be to take the “universal
formula” above and then repeat the proofs of Theorem 4.3 and of Theorem 4.4.
But the there is a simpler (in our opinion) way, that allows us to get the result with almost
no computations: one just have to “translate” Theorems 4.3, 4.4 to the spectral representation
of Uα.
In both these theorems the characteristic function and the parameter γ are included ex-
plicitly, so we need to see how they change when we move to the spectral representation of
Uα.
If we want to apply know formulas (4.7), they give us the characteristic function θαγ/α of
the operator (4.23) with bα1 and b
α taken for the basis vectors in the corresponding defect
subspaces.
So, by replacing µ with µα and γ with γ/α in (4.7) and (4.4) we get the characteristic
function and the defect given by
θαγ/α = αθγ , and ∆γα = ∆γ .
Substituting these functions to (4.15) and replacing γ there by γ/α we get a representation
formula for the adjoint of the Clark operator mapping L2(µα) → Kα¯θγ in Sz.-Nagy–Foias¸
transcription,
(1− |γ|2)1/2Φ˜∗α,γf =
(
0
(γ/α− (γ/α− 1)Tα+1)∆γ
)
f +
(
(1 + γθγ)/T
α
+1
(γ/α− 1)∆γ
)
Tα+f(4.24)
=
(
0
1−γθ0
|1−γθ0|
Tα+1 ·∆0
)
f +
 1−|γ|21−γθ0 · 1Tα+1
(γ/α− 1) (1−|γ|2)1/2|1−γθ0| ∆0
Tα+f ,
where we let Tα+f denote the non-tangential boundary values of Rfµα(z), z ∈ D.
But the above formula is not yet the formula we are looking for! To get it we applied
Theorem 4.3 with µα instead of µ and θ
α
γ/α = αθγ instead of θγ . But that means that the
result in the right hand side there belongs to Kαθ. So the the above expression is an absolutely
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correct formula giving the representation of the operator Φ∗α,γ in the model space Kαθγ ; that
is why we used Φ˜∗α,γ and not Φ
∗
α,γ there.
To get the representation with the model space Kθγ we notice that the map(
g1
g2
)
7→
(
g1
αg2
)
is a unitary map from Kαθγ onto Kθγ . Moreover, it maps the defect vector c given by equation
(4.10) for the space Kαθγ to the corresponding defect vector c for the space Kθγ . Therefore,
to obtain the representation formula for Φ∗α,γ we need to multiply the bottom entries in (4.24)
by α, which gives us
Theorem 4.6. Operator Φ∗α,γ can be represented in the Sz.-Nagy–Foias¸ transcription as
(1− |γ|2)1/2Φ∗α,γf =
(
0
(γ − (γ − α)Tα+1)∆γ
)
f +
(
(1 + γθγ)/T
α
+1
(γ − α)∆γ
)
Tα+f
=
(
0
α 1−γθ0|1−γθ0|T
α
+1 ·∆0
)
f +
 1−|γ|21−γθ0 · 1Tα+1
(γ − α) (1−|γ|2)1/2|1−γθ0| ∆0
Tα+f .
5. Few remarks about Clark theory for the dissipative case
Consider a family of rank one perturbations similar to Section 2, but with perturbation
parameter α ∈ C+ := {z ∈ C : Im z > 0}. In other words, in the spectral representation of
A (with respect to the cyclic vector ϕ and spectral measure µ = µϕ) we study the family of
perturbations given by
Aα =Mt + α( · ,1)L2(µ)1 on L
2(µ) with α ∈ C+.
Recall that we consider the extended class of form bounded rank one perturbations. In the
spectral representation this condition is equivalent to∫
R
dµ(t)
1 + |t| <∞.
Without going into details on the definition of the perturbation in this case, we just say
that one of the ways is to use the resolvent formula (2.3).
While there is no “canonical” model for the dissipative operator, a widely accepted way is
to construct the model for the Cayley transform T˜α = (Aα − iI)(Aα + iI)−1.
So, let us compute T˜α, introducing some notation along the way.
Denote by U˜ the Cayley transform of A = A0, U˜ = (A− iI)(A+ iI)−1. Using the resolvent
formula (2.3) and denoting
b˜ := ‖(A+ iI)−1ϕ‖−1(A+ iI)−1ϕ, b˜1 := ‖(A − iI)−1ϕ‖−1(A− iI)−1
we can write
Tα = U˜γ = U˜ + (γ − 1)˜b(˜b1)∗,
where
γ = γ(α) =
1 + αQ
1 + αQ
, Q = ((A+ iI)−1ϕ,ϕ) =
∫
R
dµ(s)
s+ i
.(5.1)
If we denote
F (z) :=
∫
R
dµ(s)
s− z ,
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we get that Q = F (−i) = F (i).
Note also that ‖b˜‖ = ‖b˜1‖ = 1 and b1 = U˜∗b. It is obvious that γ(α) ∈ T for α ∈ R.
Since ImQ < 0, we conclude that γ(α) ∈ D for Imα > 0. Thus Tα is a contractive rank one
perturbation of the unitary operator U˜ . Under our assumptions about cyclicity of ϕ, one can
easily see that b˜ is a ∗-cyclic vector for U˜ , so U˜ is unitarily equivalent to the multiplication
U = Mξ by the independent variable ξ in L
2(µ
T
), where µ
T
is the spectral measure of U˜
corresponding to the vector b˜.
Let us fix some notation: for γ = γ(α) given by (5.1) we denote U˜γ = T˜α, and by Uγ = Tα
we denote the representation of the same operator in L2(µ
T
). In other words, we use T in
conjunction with the parameter α ∈ C+ and U in conjunction with the parameter γ = γ(α) ∈
D; also we use ˜ for the operators in L2(µ), and T and U act in L2(µ
T
).
The spectral measure µ
T
of U˜ is easily computed. Namely, if ω denotes the standard
conformal map from C+ to D (and from R to T),
ω(z) :=
z − i
z + i
, ω−1(ξ) = i
1 + ξ
1− ξ ,
then one can easily see that
µ
T
:= µ˜ ◦ ω−1, where dµ˜(x) = 1
P
· dµ(x)
1 + x2
;
here by µ˜ ◦ ω−1 we mean that µ˜ ◦ ω−1(E) = µ˜(ω−1(E)), E ⊂ T, and P := ∫
R
dµ(t)
1+t2
.
5.1. What is the model for the dissipative case? As we mentioned above, it is cus-
tomary for dissipative operator to consider for the model the model for its Cayley transform.
Using formulas (4.7) with µ
T
for µ, and the above description of µ
T
we can write a the
characteristic function θγ , γ = γ(α).
However, since our original objects live on the real line (in L2(µ)), it is natural to consider
the model also to be a space of functions on the real line. The standard unitary mapping
Ω : L2(T)→ L2(R),
Ωf(x) :=
1√
π(x+ i)
f ◦ ω(x)
maps H2(D) onto H2(C+) and so H
2
−(D) onto H
2
−(C+). So if we use Ω
−1 to transfer the
model space Kθ to the space of functions on R, the model space on the real line in Sz.-Nagy–
Foias¸ and the de Branges–Rovnyak transcriptions will be defined exactly the same way as
the model space on the circle.
The multiplication Mω by the function ω on R corresponds to the multiplication by ξ on
T.
Note also that (π/P )1/2Ω is a unitary operator L2(µ
T
)→ L2(µ) and that the map f 7→ f◦ω
maps L2(µ
T
)→ L2(µ˜) unitarily.
5.1.1. Characteristic function in the half-plane. Let us now compute the characteristic func-
tion for Aα. For γ = γ(α) defined by (5.1) let θγ be the characteristic function of Tα computed
with respect to the vectors b˜1 and b˜. Let
Θα = θ˜γ := θγ ◦ ω
be the transfer of θγ from the disc to the half-plane; note that we use capital Θ in conjunction
with the parameter α ∈ C+.
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Let us now transfer the Cauchy type integrals (4.6) to C+. For w ∈ C+ let λ = ω(w).
Then
Lemma 5.1. We have
Rµ
T
(λ) =
∫
T
dµ
T
(ξ)
1− ξλ =
1
2iP
∫
R
[
1
x− w −
1
x+ i
]
dµ
R
(x) =: R˜µ(w),(5.2)
R1µT(λ) =
∫
T
ξλdµ
T
(ξ)
1− ξλ =
1
2iP
∫
R
[
1
x− w −
1
x− i
]
dµ
R
(x) =: R˜1µ(w),(5.3)
R2µT(λ) =
∫
T
1 + ξλ
1− ξλdµT(ξ) =
1
iP
∫
R
[
1
x− w −
1
x2 + 1
]
dµ
R
(x) =: R˜2µ(w).(5.4)
Using formulas (4.7) for the disc we can write the characteristic functions as
θ˜γ(λ) = −γ + (1− |γ|
2)R˜1µ(λ)
1 + (1− γ)R˜1µ(λ)
=
(1− γ)R˜2µ(λ)− (1 + γ)
(1− γ)R˜2µ(λ) + (1 + γ)
, λ ∈ C+.(5.5)
Note that the formulas for θ˜0 (γ = 0, equivalently α = −1/Q = −1/F (i)) are especially
simple. And θ˜0 is related to θ˜γ by a fractional transformation:
θ˜γ =
θ˜0 − γ
1− γθ˜0
or equivalently θ˜0 =
θ˜γ + γ
1 + γθ˜γ
.
5.1.2. Model and defect vectors in the half-plane. Recall that the model operator M
θ˜γ
is the
compression of the multiplication operator Mω by the function ω,
M
θ˜γ
f := P
K
θ˜γ
Mωf, f ∈ Kθ˜γ .
Let us compute defect subspaces of M
θ˜γ
.
Considering vectors c = cγ and c1 = c
γ
1 defined by (4.10), (4.11) with µT instead of µ,
define c˜ := c◦ω, c˜1 := c1 ◦ω, ∆˜ := ∆◦ω = 1−|θ˜0|2. Computing we get in the Sz.-Nagy–Foias¸
transcription
c˜(z) :=
(
1− |θ˜γ(i)|2
)−1/2( 1− θ˜γ(i)θ˜γ(z)
−θ˜γ(i)∆˜(z)
)
,
c˜1(z) :=
(
1− |θ˜γ(i)|2
)−1/2( ω(z)−1 (θ˜γ(z)− θ˜γ(i))
ω(z)−1∆˜(z)
)
.
Then the defect subspaces D
M∗
θ˜γ
and D
M
θ˜γ
of M
θ˜γ
are spanned by the vectors
c˜(z)√
π(z + i)
,
c˜1(z)√
π(z + i)
and these vectors agree.
5.2. Representations of the adjoint Clark operator in the half-plane. Using these
formulas we can transfer the universal representation formula given by Theorem 4.2 from the
unit circle T to the real line R. For a function f on the real line R define f˜ by
f˜(x) := (x+ i) · f(x).
and let f
T
:= f˜ ◦ ω−1. Then we can easily transfer Theorem 4.2 from the disc D to the
half-plane C+.
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To simplify the notation let us assume that the measure µ is Poisson normalized, i.e. that
P :=
∫
R
dµ(x)
x2 + 1
= 1.
Formulas for the general case P 6= 1 can be then obtained if one notice that the map f 7→
P 1/2f is a unitary map L2(µ)→ L2(µ/P ).
5.2.1. A universal representation formula.
Theorem 5.2 (A “universal” representation formula for dissipative perturbations). Let the
measure µ be Poisson normalized (P = 1). Let θ˜γ be the characteristic function of Tα = U˜γ,
|γ| < 1, computed with respect to the vectors b˜1 and b˜ (note that θ˜γ is given by (5.5)).
Let K
θ˜γ
and Mγ = Mθ˜γ be the model subspace and the model operator respectively. Let
Φ˜∗γ : L
2(µ)→ K
θ˜γ
be the unitary operator satisfying
Φ˜∗γU˜γ =Mθ˜γ Φ˜
∗
γ ,
and such that Φ˜∗γ b˜(z) = c˜
γ(z)/(
√
π(z + i)), Φ˜∗γ b˜1(z) = c˜
γ
1(z)/(
√
π(z + i)).
Then for all compactly supported f ∈ C1(R)
√
π(z + i)Φ˜∗γf(z) =
= A˜γ(z)f˜(z) + B˜γ(z)
∫ (
f˜(s)− f˜(z)
) 1
2i
[
1
s− z −
1
s+ i
]
dµ(s)
where A˜γ(z) = c˜
γ(z), B˜γ(z) = c˜
γ(z)− ω(z)c˜γ1(z).
5.2.2. A representation formula in the Sz.-Nagy–Foias¸ transcription. For a measure µ on the
real line define T+f to be the non-tangential boundary values of the function
R˜fµ(z) =
1
2iP
∫
R
f(s)
[
1
s− z −
1
s+ i
]
dµ(s), Im z > 0,
and let T 1+f be the non-tangential boundary values of
R˜1fµ(z) :=
1
2iP
∫
R
f(s)dµ(s)
s− z , Im z > 0;
the non-tangential boundary values exist a.e. with respect to the Lebesgue measure by clas-
sical result about boundary values of the functions in the Hardy spaces Hp.
Theorem 5.3. Let µ be Poisson normalized, P = 1. The operator Φ˜∗γ can be represented in
the Sz.-Nagy–Foias¸ transcription as
√
π(1− |γ|2)1/2Φ˜∗γf =
(
0
(γ − (γ − 1)T+1)∆˜γ
)
f +
(
(1 + γθ˜γ)/T+1
(γ − 1)∆˜γ
)
T 1+f
=
(
0
1−γθ˜0
|1−γθ˜0|
T+1 · ∆˜0
)
f +
 1−|γ|21−γθ˜0 · 1T+1
(γ − 1) (1−|γ|2)1/2
|1−γθ˜0|
∆˜0
T 1+f
for f ∈ L2(µ).
The same recipe as above gives the representation in the de Branges–Rovnyak transcription,
and a formula for the Clark operator Φγ .
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