We consider numerical solutions of stochastic initial value problems via the random Runge-Kutta method of the fourth order. A random mean value theorem is established and the mean square convergence of these methods is proved. The expectation and variance of the solution are derived. We supplement this method by plotting computational errors.
Introduction
Stochastic differential equations (SDEs) have many applications in economics, ecology, and finance [-] . In recent years, the development of numerical methods for the approximation of SDEs has become a field of increasing interest; see e.g. [-] and references therein. For example in [] , a numerical solution of SDEs is given by a random Euler method and in [-], we obtain the expectation and variance of a numerical solution of these equations by a random Runge-Kutta method of the second order that have good accuracy, with respect to the Euler method [] , and in this paper we obtain the expectation and variance of numerical solution of these equations by a random Runge-Kutta method of the fourth order.
A stochastic differential equation of the form
Ẋ (t) = f (X(t), t), t ∈ I = [t  , T],
where X  is a random variable, and the unknown X(t) as well as the right-hand side f (X(t), t) are stochastic processes defined on the same probability space ( , , P), are powerful tools to model real problems with uncertainty. The authors of [] treated the numerical solution of stochastic initial value problems based on a sample treatment of the right-hand side of the differential equations. The sample treatment approach developed in [] has the advantage that conclusions remain true in the deterministic case, but in many situations the hypotheses assumed in [] are not satisfied. This fact motivates research for alternative conditions under which good numerical approximations could be constructed. Here we do not assume any trajectorial condition but mean square change information of f (X(t), t) is expressed in terms of its mean square modulus of continuity.
Other numerical schemes for stochastic differential equations may be found in [, , , ]. This paper is organized as follows: Section  deals with some preliminaries addressed to clarify the presentation of concepts and results used later. A mean value theorem for stochastic processes is given in Section  and in Section  the mean square convergence of a random fourth order Runge-Kutta method is established. In Section  some examples of [, ] illustrate the accuracy of the presented results. Finally, Section  gives some brief conclusions.
Preliminaries
Definition  We are interested in second order random variables X, having a density function f X ,
where E denotes the expectation operator, and it allows the introduction of the Banach space L  of all the second order random variables endowed with the norm
Definition  A stochastic process X(t) defined on the same probability space ( , , P) is called a second order stochastic process if for each t, X(t) is a second order random variable. Hence the meaning ofẊ(t) in () is the mean square limit in L  of the expression
Definition  The function g is said to be mean square uniformly continuous in I, if
Definition  Let f (X, t) be defined on S × I where S is a bounded set in L  . We say that f is randomly bounded uniformly continuous in S, if
uniformly for X ∈ S, and finally we have
Definition  Let {N t } t≥ be an increasing family of σ -algebras of sub-sets of . A process
is N t -measurable, [] .
and F is the σ -algebra on , (ii) f (t, ω) is F t -adapted, where F t is the σ -algebra generated by the random variables
where φ n is a sequence of elementary functions such that
Definition  (-dimensional Itô processes), [] Let B t be -dimensional Brownian motion on ( , F, P). A (-dimensional) Itô process (or stochastic integral) is a stochastic process X t on ( , F, P) of the form
The Itô processes X t is sometimes written in the shorter differential form
is again an Itô process, and
where 
The purpose of the theorem below is to establish a relationship between the increment X(t) -X(t  ) of a second order stochastic process, and its mean square derivativeẊ(η) for some η in [t  , t] for t > t  . The result will be used to prove the convergence of the random Runge-Kutta method. 
Convergence of random fourth order Runge-Kutta method
A random fourth order Runge-Kutta method will have the following form:
where Proof Note that under hypotheses (C) and (C), we are interested in the mean square convergence to zero of the error
where X(t) is the theoretical solution of the fourth order stochastic process of the problem (). From Theorem  it follows that
By (), (), (), and () it follows that
and using (C), (C), and Theorem  we have
So, from substituting (), (), (), and () in (), one gets
and by setting
the inequality () gets the following form:
e n+ ≤ a n e n + b n , n = , , , . . . ,
and by successive substitution, () will become
by () we can write
and by () and geometrical progression we conclude
Finally, from () and substituting () and () in (), we obtain the following error bound:
by assumption e  =  and nh = T -t  , the above inequality can be written as
since ω(h) →  as h → , by condition (C) and inequality () we can deduce that the sequence e n is mean square convergent to zero as h → . Thus we have established the theorem.
Numerical examples
Here we present some examples. Since these examples can be found in [, ], we can compare the results.
Example  Consider the following problem:
where B(t) is a Brownian motion process and X  is a normal random variable,
For computing the exact solution of the problem, by multiplying the equation by exp(-t  ) and using W (t) =
dB(t) dt
, we have
using the Itô formula [], we deduce
and so
so f (X, t) is randomly bounded uniformly continuous in any bounded set S ⊂ L. Now, from the random fourth order Runge-Kutta method we have
where
we have
From () and (), we obtain the expectations and variances of X(t) and X n .
and
where Example  Consider the following initial value problem:
where W (t) is a Gaussian white noise process with mean zero and X  is an exponential random variable with parameter λ =   , independent of W (t) for each t ∈ [, ]. Here f (X(t), t) involves the white noise process with mean zero W (t), i.e. f (X(t), t) = t  X(t) + W (t).
The covariance of W (t) is
where δ(t) is the delta generalized function. A convolution with the delta function always exists, see [] , and the delta function plays the same role for the convolution as unity does for multiplication, 
For computing the exact solution of the problem, by multiplying both sides of () by exp(
, and using W (t) =
dB(t) dt
using the Itô formula, [], we conclude
we have X n+ = a n X n + b n , n = , , , . . . , and so
From () and () we obtain the expectation and variance of X(t) and X n :
Applications in the electric circuits with noise
Consider the following RC circuit with constant parameters:
where Q(t) is the electric charge at time t and Q  is an exponential random variable with parameter λ =   , independent of W (t) for each t ∈ [, ], which means the initial charge at time t = , and V (t) are nonrandom functions of time variable, which means the voltage at time t and W (t) =
dB(t) dt
is a -dimensional white noise process and B(t) is a -dimensional Now, we compute Q n from the random fourth order Runge-Kutta method,
From () and (), we obtain the expectation and variance of Q(t) and Q n . 
The absolute error of the expectation and variance of Q n with V (t) = exp(t), α(t) = sin(t)  , R = , C =  are shown in Table  .
The absolute error of the expectation and variance of Q n with V (t) = exp(t), α(t) = 
Conclusion
In this paper, the numerical solution of a stochastic differential equation is discussed by fourth order Runge-Kutta methods in detail. The results can be compared with [, ]. Our comparison showed that this method has more accuracy than the Euler method and the second order Runge-Kutta methods in [, ].
