Abstract. We propose and evaluate a novel approach to the online synthesis of neural controllers for groups and swarms of autonomous robots. We combine online evolution of weights and network topology with neuromodulated learning in a completely decentralised manner. We demonstrate our method through a series of simulation-based experiments in which a group of e-puck-like robots must perform a dynamic concurrent foraging task. In this task, scattered food items periodically change their nutritive value or become poisonous. Our results show that when neuromodulated learning is employed, neural controllers are synthesised faster than by evolution alone. We demonstrate that the online evolutionary process is capable of generating controllers well adapted to the periodic task changes. We evaluate the performance both in a single robot setup and in a multirobot setup. An analysis of the evolved networks shows that they are characterised by specialised modulatory neurons that exclusively regulate online learning in the output neurons.
INTRODUCTION
Evolutionary computation techniques have been widely studied and applied in the field of robotics as a means to automate the design of robotic systems [5] . In evolutionary robotics (ER), robot controllers are typically based on artificial neural networks (ANN). The connection weights and sometimes the topology of the ANN are optimised by an evolutionary algorithm (EA), a process termed as neuroevolution. Evolutionary synthesis of controllers is usually performed offline in simulation, which presents a number of limitations. When a suitable neurocontroller is found, it is deployed on real robots. Since no evolution or adaptation takes place online, the controllers are fixed solutions that remain static throughout the robot's lifetime. If environmental conditions or task parameters become distinct from those encountered during offline evolution, the evolved controllers may be incapable of solving the task as they have no means to adapt.
Online evolution is a process of continuous adaptation that potentially gives robots the capacity to respond to changes in the task or in environmental conditions by modifying their behaviour. An EA is executed on the robots themselves as they perform their tasks. This way, robots are capable of long-term self-adaptation. In recent years, different approaches to online evolution have been proposed (see for instance [7, 20, 35, 36, 37, 38] ). Notwithstanding, in such contributions, online neuroevolution has been limited to evolving weights in fixed-topology artificial neural networks. In a recent study [22] , we proposed a novel approach called odNEAT, an online, distributed and decentralised version of NeuroEvolution of Augmenting Topologies (NEAT) [32] . NEAT is a state-of-the-art neuroevolution method that evolves the weights and the topology of an ANN. odNEAT shares some features with rtNEAT, a real-time version of NEAT designed for video games [30] . In rtNEAT, game characters are able to evolve online while they are playing against humans. Both NEAT and rt-NEAT operate with access to global and centralised information. odNEAT, on the other hand, is completely distributed across multiple robots which have to solve the same task, either individually or collectively. odNEAT implements the online evolutionary process according to a physically distributed island model. Each robot acts like an island with genetic information being exchanged through intraisland variation (i.e., within a population encapsulated in one robot) and inter-island migration (between two or more robots).
By evolving neural topologies, odNEAT bypasses inherent limitations of fixed-topology online neuroevolution algorithms, in which the network topology has to be chosen a priori. Fixed-topology methods require a human to decide a suitable topology for a given problem, which usually involves intensive experimentation. Choosing an inappropriate topology affects the evolutionary process and, consequently, the potential for adaptation because: (i) Networks too large have extra weights, and each of these adds an extra dimension to the search space, and (ii) networks too small may be unable to represent solutions beyond a certain level of complexity, which potentially limits their performance. In odNEAT, on the other hand, a suitable network topology is the product of a continuous evolutionary process.
Online evolution is a form of online adaptation that acts at genotype level. Controllers produced are static as they do not change their parameters while they are controlling the robot. Whereas evolution produces phylogenetic adaptation, online learning operates on a much shorter time-scale. Online learning acts at phenotypic level and gives each individual controller the capacity to self-adjust during task-execution. Several studies indicate that learning can accelerate the evolution of good solutions, a phenomenon known as the Baldwin effect [9] .
Agents controlled by ANNs can learn from experience by dynamically changing their internal synaptic strengths. This mechanism is inspired by how organisms in nature adapt to cope with dynamic and unstructured environments as a result of synaptic plasticity [18] . In this paper, we synthesise behavioural control for autonomous robots based on online evolution and online learning. In other words, we execute online both phylogenetic adaptation, associated with the development of the species, and ontogenetic adaptation which is associated with the learning processes in the individual. 3 We combine evolution of weights and network topology (odNEAT) with learning through neuromodulation [26] . In biological organisms, neuromodulation is a form of synaptic modification involving modulatory neurons that diffuse chemicals at target synapses. Modulation has been suggested as essential for stabilising classical Hebbian plasticity and memory [2] . The combination of online evolution and neuromodulated learning allows the evolutionary process to explore two distinct kinds of plasticity 4 : structural plasticity is the generation of new connections and neurons, which in turn redefines the network topology; synaptic plasticity changes the strength of existing connections in a given topology.
We demonstrate our method in a simulated experiment where a group of e-puck-like robots [15] must perform a dynamic concurrent foraging task. Robots must locate and consume scattered food items. When a food item is consumed, a new item of the same type is randomly placed in the environment. At regular time intervals, food items change their nutritive value, or become poisonous. Besides learning to forage, robots must therefore be able to adapt and change their foraging policy in order to survive. To the best of our knowledge, the contribution presented here is novel in two aspects: (i) an online, distributed, and decentralised version of NEAT has not been studied prior to odNEAT, and (ii) this is the first demonstration of combined online evolution of both the weights and the ANN topology, and learning processes in multirobot systems.
BACKGROUND AND RELATED WORK
In this section, we first present the main features of NEAT, rtNEAT and odNEAT, and we then establish the relationship between these three neuroevolutionary methods. Finally, we discuss evolution of plastic ANNs, with a focus on the neuromodulation-based model.
NeuroEvolution of Augmenting Topologies
The NEAT method [32] is one of the most prominent neuroevolution (NE) algorithms. The method is capable of optimising both the topology of the network and its connection weights. NEAT relies on global and centralised information like canonical GAs. NEAT has been successfully applied to highly complex problems, such as double pole balancing, and has outperformed several methods that use fixed topologies [29] . The high performance of the algorithm is due to three key features: tracking genes with historical markers to allow meaningful crossover between topologies, a niching scheme, and evolving topologies incrementally from simple initial structures (complexification).
The network connectivity is represented through a flexible genetic encoding. Each genome is a list of connection genes, each of these referring to the two node genes connected. Furthermore, a connection gene encompasses the weight of the connection, a bit indicating if the connection gene is genetically expressed and a global innovation number (IN), unique for each gene in the population. INs represent a chronology of the genes introduced. With this feature, the difficulty of matching different network topologies (an NP-hard problem) is avoided and crossover can be performed without a priori topological analysis. During crossover, genes with the same historical markings are aligned to produce meaningful offspring. In terms of mutations, NEAT allows for common connection weights perturbations and structural changes that may lead to the insertion of: (i) a connection gene between two previously unconnected nodes, or (ii) a node gene, splitting an old connection into two new connections and disabling the former. Each new gene inserted receives an innovation number. This way, genomes representing networks of different topologies remain compatible throughout evolution because their origin is known.
The niching scheme is composed of two building blocks: speciation and fitness sharing. Speciation divides the population into nonoverlapping sets of similar individuals based on a topological similarity measure. This mechanism protects new structural innovations by reducing competition between individuals representing differing structures and network complexities. In this way, newer structures have time to mature. If a species does not improve for a certain number of generations, it is removed from the population. Explicit fitness sharing dictates that individuals in the same species share the fitness of their niche. The fitness scores of existing members of a species are first adjusted, i.e., divided by the number of individuals in the species. Species then grow or shrink depending on whether their average adjusted fitness is above or below the population average.
The third reason why NEAT often outperforms other NE approaches is the incremental exploration of the search space. The algorithm starts with a uniform population of simple networks with no hidden nodes as in SAGA [8] . Complexity is introduced incrementally as a result of structural mutations. Since only structural mutations that have proven to be fit survive, the exploration of the search space is conducted in an incremental manner.
With the purpose of evolving increasingly complex ANNs online, rtNEAT was introduced [30] . Essentially, rtNEAT is a centralised real-time version of NEAT. rtNEAT contains some differentiating characteristics. While NEAT replaces the entire population at each generation, in rtNEAT one offspring is produced at regular intervals, every n time steps. The worst individual is removed and replaced with a child of a parent chosen among the best. Unlike NEAT, rt-NEAT attempts to keep the number of species constant by adjusting a threshold Ct, which determines the topological compatibility of an individual with a species. When there are too many species, Ct is increased to make species more inclusive; when there are too few, Ct is decreased to be stricter. rtNEAT has shown to preserve the dynamics of NEAT, namely protection of innovation through speciation and complexification [29] .
2.2 odNEAT: An online, distributed, and decentralised evolutionary algorithm odNEAT runs across a distributed group of agents whose objective is to evolve and adapt while operating in the environment. Each agent is controlled by an artificial neural network that represents a candidate solution to a given task. Agents maintain a virtual energy level reflecting their individual task performance. The fitness value is defined as the average of the energy level, sampled at regular time intervals. In odNEAT, each agent maintains a local set of chromosomes in an internal repository. The repository is a genetic pool that stores a limited number of chromosomes and their respective fitnesses. The stored chromosomes are arranged into species based on the niching scheme of NEAT. The set of chromosomes include the agent's current and previous active chromosomes and those received from other agents. Each agent probabilistically broadcasts its active chromosome to agents in its immediate neighbourhood, an inter-agent reproductive event, with a probability computed as follows:
whereF k is the average adjusted fitness of local species k to which the chromosome belongs andF total is the sum of all local species' average adjusted fitnesses. Due to the broadcast of genetic information, the active chromosome of an agent may be present in another agent's repository. Such migrations approximate in a distributed manner and over time the reproduction dynamics of rtNEAT. This way, each repository is a local mirror of what happens in the population at large, but no agent has a complete global view of the system. Besides the internal repository, each agent also maintains a local tabu list, a short-term memory which keeps track of recent poor solutions: chromosomes removed from the repository or that caused the robot to run out of energy. Newly received chromosomes must first be accepted by tabu list. The acceptance condition is only met if the received chromosomes are topologically dissimilar from all chromosomes in the tabu list. After the pre-evaluation by the tabu list and if the acceptance condition was met, a received chromosome becomes part of the repository if it has a fitness score higher than the worst local chromosome. Due to the fixed size of the repository, whenever it is full, the insertion of a new chromosome is accompanied by the pre-requisite of removing the chromosome with the worst adjusted fitness. When a new chromosome is removed or added, the corresponding species has one less or one more element and therefore the adjusted fitnessF is recalculated. Whenever an agent receives a copy C' of a chromosome C already contained in the repository (structurally the repository does not allow copies of the same chromosome), the energy level of C' is used to incrementally average the fitness of the C and provide a more reliable estimate of the chromosome's true fitness.
A particular characteristic of NEAT is the chronology of the genes due global to innovation numbers, which are assigned sequentially. In order to allow a decentralised implementation, odNEAT uses local high-resolution timestamps instead of innovation numbers. Each agent is responsible for assigning a timestamp to each local innovation, be it a connection or a node. Using high-resolution timestamps for labels practically guarantees uniqueness and allows odNEAT to retain NEAT's concept of chronology.
When an agent's energy reaches zero (because it is incapable of accomplishing the task), a new active chromosome is created. In this process -an intra-agent reproductive event -a parent species is chosen with probability proportional to its average fitness, as defined in Equation 1. Then, two parents are selected from the species, each one via a tournament selection of size 2. Offspring is created based on NEAT's genetic operators: crossover of the parents' genomes and mutation of the new chromosome.
Newly created chromosomes are given a certain amount of time α during which they control the agent, a maturation period. The maturation period gives the new chromosomes a change to spread their genome by mating with other agents. In Algorithm 1, we summarise odNEAT as executed independently by each agent.
Artificial evolution of neuromodulated plasticity
Synaptic plasticity is considered a fundamental mechanism behind memory and learning in biological organisms [11] . In ANNs, the modification of internal synaptic connection strengths can be performed according to a generalised Hebbian plasticity rule [18] . Synaptic weights are updated based on pre-and post-synaptic neuron activities as follows: where η is the learning rate, x and y are the activation levels of the pre-synaptic and post-synaptic neurons. w is the connection weight and A − D are respectively the correlation term, pre-synaptic term, post-synaptic term, and constant weight decay or increase. By tuning these parameters, it is possible to evolve distinct forms of synaptic plasticity. ANN controllers can thus implement learning and memory by means of recurrent connections, plastic Hebbian connections, or a combination of the two.
The adaptation capabilities of fixed-topology plastic Hebbian ANNs were demonstrated in [34] . In a light-switching task, a mobile robot Khepera had to turn on a light switch and then navigate towards a gray area at the opposite end of the environment. The evolved plastic Hebbian controllers managed to solve the task much faster than fixed-weight networks. The plastic controllers also exhibited a larger variety of successful behaviours and robustness to environmental changes. With a similar setup, it was shown that dynamic environments promote the genetic expression of plastic connections over static ones [6] . Plastic ANNs have also been successfully used in a variation of the classic foraging task denominated as the dangerous foraging domain [31] .
Although the use of plastic ANNs can increase performance, recent studies indicate that in more complex tasks, both plastic and fixed-weight ANNs have limited learning capabilities [18, 26, 31] . In this context, controlling synaptic plasticity through neuromodulation was presented as a more powerful and biologically plausible approach [11] . In a neuromodulated network, specialised modulatory neurons control the amount of activity-dependent plasticity between pairs of standard control neurons. Therefore, control of plasticity is separated from the signal processing. This process is illustrated in Fig. 1 .
Neuromodulation has been successfully applied to various domains. In [26] , the authors presented results corroborating the favourable effects of neuromodulation when evolving adaptive ANNs for navigation and reward-collecting in both single and dou- ble T-maze. The experiments conducted demonstrated that, in some situations, the use of neuromodulation enables the evolution of highperforming neural controllers, whereas plain Hebbian plasticity does not. This result is similar to those presented, for instance, in [12, 23] .
In [27] , it was shown that neuromodulation allows the evolution of behaviours with a complex reinforcement learning dynamic. In a simulated foraging experiment, a simulated bee had to collect nectar on a field with two types of flowers. With the amount of nectar associated to each of the flowers changed stochastically, the bee evolved a value-based learning strategy which was found to perform efficiently in environments not seen during evolution. In [25] , results obtained suggest that neuromodulation does not only allow for better learning, but also reduces the computation time in decision processes.
The main advantage of adding neuromodulation is that ANNs become capable of changing the degree of synaptic plasticity on specific neurons at specific times, i.e., deciding when learning should start and stop. In addition to its standard activation value ai, each neuron i also computes its modulatory activation mi as follows:
where wji is the connection weight between pre-and post-synaptic neurons j and i. oj is the output of a pre-synaptic neuron j. The weight between neurons j and i, with j ∈ Std, undergoes synaptic modification as follows:
Online evolution and learning
The current practice when combining evolution and individual learning mechanisms such as Hebbian plasticity or neuromodulation is to conduct evolution offline and learning online. Evolution is performed in a discrete and centralised manner. An external component creates an initial population and is responsible for selecting, mutating and replacing individuals. The evaluation process is based on repeated trials of experiments. For instance, in the T-maze experiments [26] , an agent had to navigate through the maze, collect one reward and eventually return home. After that, a new trial started and the agent was tested for the ability to perform the same type of action. In the dangerous foraging domain [31] , each trial contained only a specific type of food, either nutritious or poisonous. The ANN-controlled agent was evaluated by its ability to consume nutritious items, and stop consuming after trying a poisonous item. The robot did thus not have to explore to survive. One intuitive strategy would be to consume one poisonous item and then simply stop moving until the end of the trial. In a continuous evolutionary process, this kind of strategies is condemned to fail. In our domain, if a robot stops foraging after consuming a poisonous item, it will inevitably die. This way, online evolution presents a higher degree of difficulty as robots are evaluated continuously by their ability to perform the task. In our proposed method, as previously mentioned, both evolution (of weights and topology) and learning are performed online. In order to encode neuromodulated plasticity, odNEAT's genetic encoding was augmented with a new modulatory neuron type. Each time a new neuron is added through structural mutation, it is randomly assigned either a standard or modulatory role. We augmented the genetic encoding with the learning parameters in Eq. 5.
EXPERIMENTAL SETUP
This section describes the evaluation domain of our method, the robot model and the ANN's initial topology, and the common parameters across all experiments.
The concurrent foraging domain
The food foraging environment is a classical scenario to test adaptation and learning. The concurrent foraging task used in this study, a variation of the classical foraging, is performed in an environment with different types of items that can be consumed. The environment is a 3 x 3 meter square arena surrounded by blue walls. Each robot loses energy at a constant rate of 0.1 units/sec and therefore must learn to explore efficiently. The virtual energy level is limited to the range [0,100] energy units. This way, each robot is capable of surviving for approximately 17 minutes without consuming any (nutritious) food. There are two types of items, red items and pink items. Items of the same colour always have the same nutritive value, but at regular time intervals, the nutritious food items become poisonous or less nutritive and vice-versa. Robots able to sense the colour of nearby items but cannot determine the nutritive value of an item without consuming it. When an item is consumed, a new item of the same type is placed randomly in the arena. This way, the task remains dynamic while the sum of the energy value of the food items in the environment is kept constant.
In our experimental setup, the nutritive value of the different types of food changes periodically. Periods are composed of four phases of equal duration. At the beginning of each phase, the energy value of the different types of food items is set as listed in Table 1 . The motivation for the concurrent foraging task is twofold: (i) since robots lose energy at a constant rate, they are required to evolve efficient exploration behaviours, (ii) when the nutritive values of the two types of food items change, the robots must be able to change their food gathering policy in order to survive.
Robot model and behavioural control
The simulated robots are modelled after the e-puck, a small (75 mm in diameter) differential drive robot capable of moving at speeds of up to 13 cm/s [15] . We have equipped each robot with an omni-directional camera similar to the one employed by the s-bot robots [1] . The image recorded is processed to calculate the distance, the red colour component, and the blue colour component of the closest object in each of the eight 45
• sectors. The camera has a range of 50 cm and is subject to noise (simulated by adding a random Gaussian component within ± 5% of each of the three components' saturation value). Besides the camera, each robot has an internal energy level, comfort, and discomfort sensors. The energy sensor allows a robot to perceive its virtual energy level. The comfort and discomfort sensors indicate if the robot has consumed a poisonous or a nutritious food item, respectively. Note that the two sensors do not indicate how nutritious or poisonous a consumed food item is. That information is indirectly reflected by a new energy sensor reading, and the robot has to learn how to adapt its behaviour accordingly.
Each of the robots is controlled by an ANN synthesised by odNEAT. The ANN's connection weights ∈ [−10, 10]. The input layer consists of 27 neurons: (i) three for each 45
• sector, measuring the red and blue colour components, and distance of the closest object, (ii) one neuron for each of the virtual sensors (energy, discomfort, and comfort). The output layer contains three neurons, one for each wheel of the robot, and one for the gripper. The gripper enables a robot to consume the closest food item within a range of 2 cm (if any).
Experimental parameters
When the energy level reaches zero, a new controller is generated and assigned maximum energy (100 units). In the generation of the new controller, two parents are selected from the local repository. Crossover and mutation are performed with probabilities 0.25 and 0.4, respectively. During mutation, the probability of adding a new neuron is 0.1 while a new connection is added with probability 0.05. Each connection weight is perturbed with probability 0.02 and a maximum magnitude of 2.5. Active chromosomes can be communicated up to a range of 1 meter and the local repository is capable of storing 30 chromosomes. Performance was found to be robust to moderate changes in these parameters.
RESULTS AND DISCUSSION
Two main experimental setups were conducted: (i) single robot setup, and (ii) multirobot setup. In the single robot setup, we evaluate the effects of neuromodulated learning when task-requirements change at different time-scales as in [21] . We also analyse the structural role of neuromodulation, i.e., how modulatory neurons are integrated in the ANN topology. In the multirobot setup, we apply with odNEAT with neuromodulation to robot groups of different sizes. We evaluate the impact of the group size on performance.
Effects of neuromodulated learning
To assess the impact of neuromodulated learning on the robots' task performance, we performed three sets of evolutionary experiments characterised by distinct phase durations p d : (i) p d = 9 min, (ii) p d = 90 min, and (iii) p d = 900 min. In order to avoid competition for food resources and interferences caused by the behaviour of other robots, only one robot was present in the environment in the first set of experiments. For each configuration, we placed five food items of each type and performed 30 independent runs. We consider those controllers stable that manage to survive at least 25 times the minimum survival time, i.e., approximately 7 hours of simulated time.
The results obtained are listed in Table 2 . The average number of evaluations, i.e., the number of controllers tested by the robot to produce stable solutions, is illustrated in Fig. 2 . odNEAT combined with neuromodulation required between 23.3% and 28.2% fewer evaluations than odNEAT without neuromodulation. For p d = 9 min and p d = 90 min, differences in the number of evaluations are not statistically significant (ρ > 0.20 and ρ > 0.15 respectively, Student's t-test). For p d = 900 min, the differences are statistically significant (ρ < 0.01). These results suggest that, as the task-requirements become more stable, so does the performance of odNEAT with neuromodulation.
odNEAT alone failed to achieve stability in two evolutionary runs, one for p d = 9 min and one for p d = 90 min. In these runs, the longest surviving controllers were executing when the experiment as terminated after 100 hours of simulated time. At that point, the respective controllers had survived for 4.04 hours and 6.69 hours. In terms of gathered energy per period, the performance of the solutions is similar. Controllers with neuromodulation perform slightly better than solutions without neuromodulation. The most intriguing aspect is the fact all evolved solutions, whether modulated or not, present a similar performance. Evolution alone is thus capable of generating adequate solutions to the task. Neuromodulation allows a significant speed-up in adaptation time, which is important when adaptation is completely online. The results suggest an interplay between online evolution and learning. The idea that learning helps evolution by reducing the adaptation time is not new. There is much evidence that: (i) both processes are integral to the success of evolution in both biological and artificial systems [14, 19] , and (ii) that learning can accelerate the evolution of good solutions [9] , which is known as the Baldwin effect. As for what neuromodulation concerns, our results further indicate that the additional complexity required to include modulatory neurons, and the corresponding increase in the search space, is compensated for by the learning ability and dynamics of modulated networks. Depending on the experimental setup, the most stable controller of each run operated from approximately 47 hours to 57 hours of simulated time before the experiment was terminated. Figure 3 exemplifies the adaptation process that produces stable controllers for the two best runs of odNEAT with neuromodulation and p d = 9 mins. Stable solutions are produced in less than 6 hours and operate until the end of the experiment (100 hours). These results indicate that the evolutionary process is capable of evolving controllers well adapted to the periodic changes in the nutritive value of the food items. The foraging behaviours of the two controllers are different from one another. While the controller synthesised in run 10 is greedy and therefore consumes more food items (including poisonous), the other controller exhibits the opposite strategy and restricts food consumption actions. ANNs evolved with and without neuromodulation have a similar topological complexity. The initial topology of stable solutions was augmented with a comparable number of connections and neurons (see Table 3 ). Topologies of similar complexity are synthesised faster by odNEAT with neuromodulation. This result suggests that when neuromodulation is used, odNEAT performs a more efficient exploitation of a given network topology. In fixed-weight networks, fine-grain adjustment of connection weights can only be achieved through mutation. Modulated networks allow for a different expression of a given topology's potential and are advantageous even when task requirements do not change for long periods (p d = 900 mins). When modulatory neurons are present, solutions are synthesised after fewer controller evaluations, probably due to the modification of internal dynamics by each network.
Structural role of neuromodulation
The results presented above show that neuromodulated learning allows for faster synthesis of stable controllers. In this section, we analyse the structural role of neuromodulation on the most stable controllers of each independent run in order to determine how it affects internal neural dynamics. Table 4 shows the average complexity of each stable solution. Approximately half of the neurons added through structural mutation have a modulatory role. Modulatory actions are localised as each of these neurons typically connects to only one or two other neurons. A common topological characteristic between evolved solutions is that the majority of modulatory connections have output neurons as targets. Both topological aspects, the low density of connections per modulatory neuron and the fact that output neurons are the main target of modulation, have also been verified in distinct tasks and experiments [24] . This topological aspect is the main difference between solutions evolved with and without modulation, and what accounts for faster synthesis of sustainable ANNs.
Further analysis of neural topologies indicates that the evolutionary process often leads to the appearance of modulatory neurons that exclusively regulate output neurons. We define these units as specialised modulatory neurons due to the fact they only regulate the output actions. The percentage of specialised neurons from the total of modulatory neurons added is listed in Table 5 . Depending on the experimental setup, 59% to 69% of the modulatory neurons inserted are specialised units. 6% to 9% of the specialised neurons modulate at least two output neurons. This way, specialised neurons are capable of simultaneous regulating, for instance, the left and right wheels and/or the gripper. For p d = 9 and p d = 900 mins, differences in the number of specialised neurons are statistically significant (ρ < 0.05, Student's ttest). Analysis of experimental data shows that there is a higher regulatory activity of outputs for the setups of p d = 9 mins and p d = 90 mins, than for p d = 900 mins. In these scenarios, controllers experience more environmental changes during task-execution. Food gathering policies must be flexible and change whenever a nutritious item becomes less nutritive or poisonous. With the increase of the duration of each phase, the task becomes less dynamic and the percentage of specialised neurons decreases. Existing specialised neurons increasingly focuses on movement (left and right wheels) and less on the gripping and food consumption actions. In behavioural terms, foraging strategies evolved are quite distinct. Figure 4 shows one of the evolved behaviours by odNEAT with neuromodulation for p d = 9 mins. In the presented environmental stage, there are both poisonous and nutritious food items. When a nutritious food item is detected, the robot moves closer to the item and consumes it (small circular movements). When a poisonous food item is detected, the robot moves in a wider circular trajectory and avoids the item.
Scalability experiments
odNEAT in a completely distributed evolutionary algorithm for online adaptation in groups of embodied agents such as robots. The EA is distributed across multiple robots which have to solve the same task, either individually or collectively. In odNEAT, each robot tries to evolve a solution to solve the same task, either individually or collectively. Exploration of the search space is therefore performed in parallel. Due to the physically distributed island model, each robot is able to propagate its current solution to other robots. Individual robots therefore contribute to the improvement of the entire group even in individual tasks.
In this section, we analyse the impact of group size on performance of odNEAT with neuromodulation. We performed 30 independent evolutionary runs for groups of 1, 2, 5 and 8 robots. Experiments were conducted with ten food items of each type. Phase durations were fixed at p d = 90 mins. Active chromosomes can be communicated up to a range of 1 meter. Table 6 shows the experimental results obtained with each group size. For group sizes of 2 and 5 robots, the stable controllers were capable of surviving for 86.27 and 88.42 hours, respectively. Within the 8 robots group, this time decreased slightly to 80.24 hours. For groups of two robots, performance improved significantly (ρ < 0.001, Student's t-test) as the EA requires approximately 70.84% fewer evaluations to generate stable solutions. However, the set of 30 runs was characterised by two outlier runs in which the evolutionary required respectively 44.00 and 39.25 evaluations on average to produce sustainable solutions. For groups of five robots, performance also improved compared to the single robot setup. In this configuration, odNEAT with neuromodulation required approximately 53% fewer evaluations to evolve controllers well adapted to task changes. From the set of 30 runs, one is an outlier. In this run, odNEAT with neuromodulation required an average of 238.67 evaluations to evolve solutions well adapted to environmental changes. In fact, this outlier is the responsible for the high standard deviation in terms of average number of evaluations per robot. Excluding this run from the results, the average evaluations would be 24.81 ± 20.04. Performance levels would therefore be similar to the setup with a group of size 2. Figure 5 exemplifies the adaptation process for a group of five robots during an experiment. In that experiment, before approximately 2000 minutes, an equivalent to 33.33 hours, all robots had generated stable controllers. After that, the controllers were able to survive until the end of the experiment. These results indicate that, even with task requirements changing periodically, robots are able to adapt and coexist in the environment for long periods of time. For groups of 8 robots, evolution of stable controllers takes approximately the same number of evaluations as when only one robot is present. The set of runs is characterised by two outlier runs that require respectively 163.875 and 156.82 evaluations to generate sustainable solutions. Excluding these runs from the results, stable controllers would be evolved every 58.05 ± 37.03 evaluations. For groups of 8 robots, task difficulty increases significantly: for half the time, there are only ten nutritious food items to support the survival of the group. Solutions capable of coping with the setup complexity are intuitively harder to evolve, hence the number of evaluations required per robot. One interesting aspect is that for group sizes up to 5 robots, there is a continuous decrease in the complexity added to the initial topology. These results are listed in Table 8 . The reason for the reduction in the number of evaluations required, and less complex networks for groups up to 5 robots, is that each robot attempts to generate its own solution. When the setup includes only one robot, this one has to rely on its own gene pool to find a solution for the task. On the other hand, the presence of other robots in the environment makes odNEAT a parallel and distributed EA, similar to an island model [33] . In such a system, each robot acts like an island with genetic information being exchanged through inter-island migration. Good solutions are more likely broadcasted to other robots, therefore contributing to the iterative improvement of the entire group [22] . In order to determine to what extent is a robot affected by the gene pool of others, we analysed the origin of the information in each repository. Results are listed in Table 9 . Similar solutions refer to the final, stable chromosomes that have at least 90% of their alleles in common. With the increase of group size, the percentage of chromosomes received from other robots and stored in the repository also increases. For groups of 5 and 8 robots, the majority of the chromosomes in each repository was received from other robots (68.18% and 84.50%, respectively). Although for groups of 2 and 5 robots most of the genetic material stored is foreign to the robot, approximately 50% of the final controllers share 90% of their alleles, i.e., they are similar. With 8 robots, the percentage of similar solutions decreases to approximately 20.69%. For distinct groups sizes, there is a strong link between solutions exchanged among robots. Solutions propagated are frequently used by the evolutionary process embodied in the receiving robot. The results suggest that local genetic competition is an important part of the odNEAT's evolutionary dynamics. Even stable solutions considered dissimilar, i.e., that share less than 90% of their alleles, have a relatively high percentage of genetic material in common. These values are listed in Table 10 . For distinct group sizes (2, 5, and 8 robots), the average percentage of matching genes is 67.81%, 76.38% and 56.22%, respectively. The weights of matching connections are not very different between dissimilar controllers either. The average weight difference between matching connections is approximately 0.70, with each weight w ∈ [−10, 10]. In this paper, we introduced a novel approach to the online synthesis of behavioural control for groups and swarms of autonomous robots. We combined odNEAT and neuromodulated learning. While odNEAT evolves online both the weights and the topology of neural controllers, neuromodulation allows each individual controller to actively modify its internal dynamics. We demonstrated our method through a series of simulation-based experiments in which a group of e-puck-like robots had to perform a dynamic concurrent foraging task. When neuromodulation is present, the interplay between evolution and learning allows for a faster synthesis of solutions well adapted to task requirements. Our results further indicate that the additional complexity required to include modulatory neurons in neural topologies, and the corresponding increase in the search space, is compensated for by the learning ability and dynamics of modulated networks. We showed that neuromodulated learning accelerates evolution both when task-requirements change rapidly and when they remain stable for a long time.
Each modulatory neuron has a low density of modulatory connections as typically regulates one or two other neurons. Modulatory actions are mainly targeted at output neurons. In fact, the evolutionary process leads to the emergence of specialised modulatory neurons dedicated to exclusively regulating output neurons. These topological aspects are the main different between solutions evolved with and without modulation, and what accounts for the faster synthesis of sustainable controllers. The scalability experiments revealed that, for group sizes of 2 and 5 robots, odNEAT with neuromodulation scales well. Performance increases significantly in respect to the number of evaluations required to evolve stable solutions. For larger groups, of 8 robots, the complexity of the experimental setup increases drastically and stable solutions are harder to evolve.
In the future, we intend to investigate the basic requirements for truly open-ended evolution [4, 10, 28] , in which the evolutionary process should be capable of producing a large variety of different and novel solutions to a given task. In this domain, open-ended evolutionary techniques such as novelty search have shown promising results [13, 16] and may complement our method.
