Abstract
though aspect mining techniques can be applied to this aim. Several aspect mining techniques are able to identify such crosscutting structure in existing software systems (e.g., [23] ). Accessing adapted code through an Adapter pattern, accepting a Visitor into a data structure, notifying a model change to Observers, or invoking a software system piece of functionality through a Command are a few examples of scattered code related to the client's usage of design patterns. When a design pattern evolves, this can cause the addition or the change of scattered and tangled code, which contributes to the evolution of the crosscutting concern. After a first exploratory study in the evolution of design patterns [1] , we reported results on an empirical analysis of the relationship between design pattern evolution and the changes in the induced crosscutting concerns [2] . In particular, results showed that design pattern clients tend to co-change with the pattern itself, or at least in the time interval between two subsequent pattern changes.
Benefits and problems related to the use of design patterns, and to the presence of scattered code, have been largely investigated in literature, but separately. For instance, Vokáč [29] investigated the defect frequency in design patterns code, finding that, especially for some design patterns, the fault proneness of the source code is lower than non-pattern code. Guéhéneuc and Albin-Amiot [15] found that a proper usage of design patterns reduces the number of defects. On the other hand, other studies-in particular a recent study by Eaddy et al. [9] -indicated the presence of a correlation between the scattering degree of a concern and the likelihood its implementation has to contain defects. Thus, crosscutting concerns make the code more difficult to be maintained, because changes need to be made in several distinct locations.
The question that now arises is whether the correlation between crosscutting concerns scattering degree and code fault proneness can also be found for crosscutting concerns induced by design patterns.
While design patterns represent recurring-and often known by developers-design solutions, the in-duced crosscutting concerns could affect their fault proneness. On one hand, as indicated by Eaddy et al. [9] , an increasing scattering degree of the crosscutting concern can in turn increase the number of defects, since developers have to change scattered code. On the other hand, when design pattern clients-i.e., classes invoking the design pattern-undergo changes, it is not guaranteed that the pattern code is left unchanged. As reported in a previous study [1] , there are cases in which the presence of a design pattern does not necessarily make the system robust to changes, and this is particularly true for patterns playing a crucial role for the application. This paper investigates whether the presence of defects in design patterns' code is correlated to the scattering degree of their induced crosscutting concerns. Design patterns have been reverse engineered by us from the source code using the tool proposed by Tsantalis et al. [28] . Results from the analysis of three open source systems, JHotDraw, ArgoUML, and Eclipse-JDT, indicate a significant correlation between the number of defects occurring in the design pattern and the spread of crosscutting concerns, although in some cases such a relationship depends on the nature of the design pattern.
Below we provide definitions, taken from the existing literature, of the main concepts that will be referred in the remainder of this paper:
• Crosscutting concern: from [11] : "Software development addresses concerns, both concerns at the user/requirements levels and at the design/implementation level. Often, the implementation of one concern must be scattered throughout the rest of an implementation. We • Defect: or fault, is "an incorrect step, process, or data definition in a computer program." [21] .
In this context, we refer to defects that have been fixed by means of a change committed in a versioning system-Concurrent Versions Systems (CVS) 1 or SubVersioN (SVN) 2 for exampleand which commit note refers to a bug report posted on a bug-tracking system [31] , Bugzilla in our case.
• Design pattern: it is a recurring design solution for a software system. In particular, an objectoriented design pattern-and in the remainder of this paper we use the term "design pattern" to refer object-oriented design patterns only-is a recurring design solution for an object-oriented systems [13] . Such a design solution is identified in terms of relationships between classes, re- The remainder of this paper is organised as follows. Section 2 reports a review of related work presented in literature. Section 3 describes the analysis process performed to extract data needed for the empirical study. Section 4 defines the empirical study, while Section 5 reports and discusses the results obtained. Finally, Section 6 concludes the paper and outlines directions for future work.
Related Work
This section discusses literature which aims at investigating the quality and the evolution of design pattern code, and the fault proneness of crosscutting concerns.
Design Pattern fault proneness
A number of studies investigate on the relationship between design patterns and their homologue implemented as aspect modules [14, 18] . We share with those authors the idea that design patterns exhibit better code quality when their induced crosscutting concern are properly managed, for example by using aspect oriented techniques. In a previous work, [2] we analysed the relationship between design pattern evolution and the changes in their induced crosscutting concerns. Whereas in the previous work
we investigated to what extent crosscutting concerns co-change with the patterns, in this paper we focus on issues related to the defects which such crosscutting concerns may induce.
Empirical investigation on the evolution of design patterns is crucial to understanding the evolution of object-oriented systems; despite that, only a few quantitative results are available. Bieman et al. [5] analysed four small size systems and one large size system to identify the observable effects of the use of design patterns, such as pattern coupling with other code and change proneness. They found that, in 6 general, design patterns are loosely coupled, with some exceptions (e.g., Singleton). Vokáč [29] analysed the corrective maintenance of a large commercial product over three years, comparing the defect rate of classes participating to design patterns with the defect rate of other classes. He found that some patterns, such as Observer and Singleton, are correlated with large code structures and are likely to be more fault prone. Prechelt et al. [27] performed a series of controlled experiments with the aim of comparing design patterns with alternative, simpler solutions to perform maintenance tasks. They found that the code developed using design patterns contained a lower number of defects than the code developed using alternative design strategies.
In a recent paper [1] we performed a large empirical study aimed at investigating the pattern change frequency, the kinds of changes the patterns undergo and the capability of patterns of making a system robust to changes. The present work shares with [1] the idea that patterns particularly crucial for the application tend to change more frequently and to have a higher set of classes co-changing with them. This requires also to pay attention to the number of defects in the source code and the induced crosscutting concern.
Crosscutting Concern fault proneness
Recently, Eaddy et al. [9] presented an empirical study addressing the role of crosscutting on the number of defects in a program. They defined a concern model and conducted an analysis on three systems, finding a significant and moderate correlation between the scattering degree of a crosscutting concern and the fault proneness of the concern code. There are differences between the present work and the work of Eaddy et al. [9] :
• we focus on crosscutting concerns induced by design patterns and, instead of looking at defects 7 occurring in the crosscutting concern code, we look at defects occurring to the design pattern code;
• instead of considering the scattering degree for a given release, we considered the scattering degree average value across a series of snapshots extracted from the CVS repository. This is because for our study just considering its value for an arbitrary release is not meaningful;
• we perform a separate analysis for 10 different kinds of design patterns.
The relationship between the scattering degree and the code fault proneness is not surprising, since the scattering degree causes an increase of the Chidamber and Kemerer Coupling Between Objects (CBO) metric [6] , and authors such as Gyimóthy et al. [17] and Basili et al. [4] found a significant correlation between CBO and fault proneness. Other authors correlated other metrics different from the scattering degree to the source code fault proneness. For instance, Harrison et al. [19] performed a controlled experiment to analyse the effect of varying levels of inheritance on changeability, showing that larger systems are equally difficult to understand whether or not they contain inheritance. More recently, Nagappan and Ball [26] presented a technique to predict system defect density using a set of relative code churn measures, i.e., changes made to a component over a period of time.
Extraction process
This section describes the process to extract, from the CVS or SVN repository containing the source code of the system under analysis, the data required to perform the empirical study presented in this paper. In particular, the data extraction process requires to:
1. identify change sets from CVS/SVN repositories;
2. identify design patterns and design pattern clients from software releases; and 8 3. perform a fine-grained analysis of design pattern changes.
Change set identification
The first step aims at extracting from CVS/SVN repositories logical coupled changes performed by developers working on a bug fix or an enhancement feature [12] . To this aim, a number of techniques have been proposed. Such techniques consider the evolution of a software system as a sequence of Snapshots (S 0 , S 1 , . . . , S n ) generated by a sequence of source code changes, also known as Change Sets for which the author however performs multiple commits. In this paper we identify change sets limiting our analysis to the main development trunk, which excludes branches and is labelled as "HEAD" in CVS repositories.
Design pattern and pattern client identification
The second step aims at identifying design patterns in each release of the system under analysis.
For our purposes, we are interested in analysing changes which occurred in the design pattern classes, that for a pattern instance k belong to the set DP k = {M k , X k }, where M k contains the main class participant(s), usually two abstract classes, and X k all classes that extends M k (i.e., concrete classes). For We identify classes in M k by using a graph-matching based approach proposed by Tsantalis et al. [28] , which is based on similarity scoring between graph vertexes. The tool identifies the two main participants (i.e., super classes) of each pattern, and is able to detect the following kinds of patterns: Object Adapter-Command, Composite, Decorator, Factory Method, Observer, Prototype, Singleton, StateStrategy, Template Method, and Visitor. We chose this tool due to its availability, its ability to detect a reasonable range of different design patterns, and its ability to analyse the three software systems under study. There are several other design pattern detection approaches available in literature [8, 16, 20, 22] , however no tool is currently available for these approaches.
As mentioned in the introduction, this work aims at relating bug-fixing changes in the set DP k with the number of design pattern client classes C k , i.e., the client classes which use instances of M k and/or X k . The set of C k is identified in an over-conservative way. In particular we consider, for each class:
(i) attribute types for the class and for the parent classes, i.e., associations, (ii) method parameter types and local variable types, (iii) casting and constructor invocations. This quickly provides a superset of possible dependencies from/to the pattern, although more precise approaches can be used to refine the dependency set [24] .
Fine-grained analysis of design pattern changes
Once having identified instances of design patterns in each release of the software system, it is necessary to trace them, i.e., to identify whether a pattern instance in release j represents an evolution of a design pattern instance identified in the previous release j − 1. This allows for reconstructing the history of each pattern instance, i.e., in which release it was created and when it was removed. Similarly to what we previously did to build the pattern history [1] , we assume that a pattern instance in a release represents the evolution of a pattern instance in the previous release if and only if (i) the kind of pattern is the same; and (ii) at least one of the two main participant classes of the pattern is the same class in both releases.
With such information, we are able to identify the set of snapshots where a design pattern instance changed, and to rebuild, for each snapshot, the overall pattern structure, i.e., clients and main participant descendants. We indicate with Γ(DP k ) the set of snapshots S i where at least one of the classes belonging to DP k was changed. Moreover, as the design pattern structure may change across snapshots, we indicate with DP and S i can be identified by comparing the revisions of classes belonging to both, i − 1 and i, snapshots.
A change occurred if such revisions differ, according to a context diff. In addition, source code analysis is performed to filter out changes related to re-styling, indentations and changes in the comments. The analysis is performed by using a fact extractor based on the JavaCC parser generator 3 and a Perl script that compares facts extracted from class revisions to identify the above mentioned differences.
Empirical Study Definition
The goal of this empirical study is to perform a fine-grained analysis of the relationship between the spread of design pattern-related crosscutting concerns and the presence of defects in the design patterns code. The quality focus concerns fault proneness of design pattern-related source code. The perspective of the study is of a researcher interested to investigate to what extent the benefits introduced by design patterns are counterbalanced by the increased fault proneness in the crosscutting concerns they induce.
Context description
The context of this study consists of three open-source systems, JHotDraw, ArgoUML, and Eclipse-JDT which can be classified as a small, medium, and large system, respectively. Table 1 reports, for each system, the number of extracted snapshots, the range of analysed releases, the number of bug-fixes, the number of non commented lines of code (KNLOC), and the number of classes (excluding anonymous classes). Table 2 
Precision of design pattern detection
As noticed, our study relies on design patterns as detected by the Tsantalis et al. [28] tool. Of course, our results can be affected by the precision and recall of this tool, since the tool could detect false positive or produce false negatives, i.e., it might not detect design patterns that actually exist in the analysed software systems.
In their work Tsantalis et al. [28] showed that for JHotDraw-the only open source system in our knowledge where design patterns are documented-the precision is 100% and recall is 100%, i. detected in release 0.14 of ArgoUML (the release with higher number of design pattern instances). The inspection was performed by at least 2 independent inspectors for each design pattern instance, and a discussion was held if their views conflicted. The results of our manual inspection indicated a precision of 86%, with a minimum of 70% for Adapter-Commands.
Research questions
This empirical study aims at answering the following two research questions: • RQ2: Does the correlation between scattering degree and number of defects investigated in RQ1
depend on the kind of design pattern? This research question investigates whether some particular kinds of design patterns exhibit a different number of defects when clients become a spread crosscutting concern.
From the above research questions, it is possible to formulate the following hypotheses to be tested:
• H 01 there is no significant relationship between the scattering degree of design pattern clients and the number of defects in the design pattern classes. 
State-Strategy ---1-6 3 3
Template-Method --
• H 02 there is no significant relationship between the kind of pattern and the number of defects the design pattern classes exhibit.
• H 03 there is no significant interaction between the kind of pattern and the scattering degree of design pattern pattern client code.
Variable selection
The variables of interest for this study are the number of defects d(DP k ) in design pattern classes, and the induced crosscutting concern scattering degree sd(DP k ). Descriptive statistics for these variables are reported in Table 3 , Table 4 , and Table 5 for JHotDraw, ArgoUML, and Eclipse-JDT, respectively.
Number of defects
The literature reports approaches to classify whether a source code change is a bug fix or not. Such methods search for keywords such as "Fixed" or "Bug" [25] occurring in the CVS or SVN notes. Once a commit is classified as a bug fixing, it is counted as belonging to a design pattern if the change affects any of the design pattern classes, including the main pattern participants identified by the design pattern detection tool [28] and their subclasses. In the following we indicate with B the set of snapshots where a design pattern instance undergoes a bug fixing.
Scattering degree
A number of metrics have been proposed to measure crosscut attributes, such as the concern diffusion, level of concentration, scattering degree, and degree of focus [9, 10, 14] . In the context of our analysis we are interested in the degree of scattering of a design pattern over its clients, that is the number of callers spread among different classes with respect to the number of callees main participants of a design pattern. This measure is related to the fan-in metric, a measure of the number of methods that call some other method (a potential symptom of concern scattering across modules) [23] .
We define the average scattering degree of a design pattern instance as follows: sd(DP k ) = i∈B∩Γ(DP k ) caller(C
where caller(C i−1 k ) is the number of callers, and callee(M i−1 k
k ) is the number of callee design pattern participants, in the snapshot preceding a bug fix. Such a number is greater than zero and has the following interpretation:
• 0 < sd(DP k ) < 1, the number of callees is greater than the number of callers. In such a case the design pattern is not a spread crosscutting concern. We avoid to consider such cases as they are out of scope of this paper.
• sd(DP k ) = 1, the number of callees is equal to the number of callers. Such a threshold indicates the case where design patterns and their clients are equally distributed.
• sd(DP k ) > 1, the number of client callers increases and are greater than the number of pattern callees. The pattern becomes a spread crosscutting concern when sd(DP k ) >> 1.
Results and discussion
This section reports results of the empirical study defined in Section 4, with the aim of answering the research questions of Section 4.3. To allow for replication, we make available raw data used for the analyses reported below 7 .
5.1 RQ1: Is there any correlation between the scattering degree of pattern-induced crosscutting concern and the number of defects in the design pattern code?
To answer RQ1, we analyse the correlation between the number of defects and the scattering degree of crosscutting concerns sd(DP k ) induced by design patterns. In particular, we compute the Spearman (non-parametric) correlation between the number of defects and the scattering degree. Results are reported in Tables 6, 7 , and 8, for JHotDraw, ArgoUML, and Eclipse-JDT respectively (significant correlations are shown in bold face). Rows without values for some systems (e.g., Composite and Visitor for JHotDraw) are related to patterns that do not induce scattering degree, as it can also be noticed from Table 3 and Table 4 . Finally, Figure 2 shows-for the entire data sets (All) and for specific design patterns for which the correlation level is higher than for others-scatter plots of scattering degree sd(DP k ) (x-axis) and number of defects d(DP k ) (y-axis).
A correlation coefficient can be considered very low if ≤ 0.50, low between 0.51 and 0.79, moderate between 0.80 and 0.89, high if ≥ 0.90. We also compute the statistical significance of correlations, to determine the likelihood that our results have been obtained by chance. For JHotDraw (Table 6 ), considering the overall data set, the Spearman correlation is significant, al- It can be noted that, for some patterns, it is not possible to compute the correlation due to the limited number of instances detected (see Table 2 ). There is a statistically significant correlation for Prototype ArgoUML results are shown in Table 7 . The overall correlation for all data is negative (−0.28) and not significant. When considering each kind of pattern separately, we find a significant correlation for Prototype (low/moderate), Observer (moderate) and Template-Method (low). This indicates that, for ArgoUML, the presence of a correlation between the number of defects and the design pattern client scattering degree depends on the nature of the particular design pattern. Interestingly, patterns such as Factory-Method, Adapter-Command and Decorator, for which the correlation is not significant, are not necessarily less change-prone; on the contrary, as shown in [1] they are crucial patterns for this system and also the most frequently changed.
For both Prototype and Observer, it is possible to build a linear regression model: 
It is necessary to note that classes using a Singleton do not really induces a crosscutting concern, as they just invoke Singleton methods, often in a different way. Such callers are not strictly related each other in a concern.
Eclipse-JDT results are shown in Table 8 . Results indicate that only for the Composite a moderate/high correlation (0.89) can be found, while it is low in other cases. Results of Composite should be interpreted with caution, as the number of involved design pattern instances is very low (five). The correlation is higher than for other patterns (though still low) for Decorator (0.50), Singleton (0.49), and Observer (0.48). Scatter plots for these patterns-excluding the Singleton, for the reasons explained above-are shown in Figure 2 . Finally, we performed a regression analysis on the pattern having a high correlation, i.e., the Composite, obtaining the following model:
For other patterns (e.g., Singleton, Decorator, or Observer) the obtained linear regression model is significant, but less useful to explain the variability (i.e., the R 2 is below 10%).
Overall, the obtained results allow for rejecting H 01 for JHotDraw, although the correlation is moderate or high only for some patterns. There are patterns for which, mainly due to the limited number of instances, the correlation is not statistically significant. For ArgoUML, it is possible to reject the null hypothesis only for Prototype, Observer, and Template-Method (for Template-Method, however, the correlation is low). The smaller scattering degree of ArgoUML pattern clients (Table 4) , probably due to the different design adopted, makes the correlation between scattering degree and defects significant only in a few cases. Finally, although it is possible to reject H 01 for Eclipse-JDT, it must be noted that the correlation level obtained is generally low.
RQ2
: Does the correlation between scattering degree and number of defects investigated in RQ1 depend on the kind of pattern?
To answer RQ2, we analyse the influence of the kind of pattern on the relationship between scattering degree and number of defects. To this aim, we perform a two-way Analysis of Variance (ANOVA).
This kind of test is used to analyse the effect of a co-factor-in our case the kind of pattern-on the dependent variable (defect-proneness) and its interaction with the main factor (crosscutting concern scattering degree). Results are shown in Table 9 and Table 10, and Table 11 for JHotDraw, ArgoUML, and Eclipse-JDT, respectively.
Results indicate that, for all the three systems, the kind of pattern has a significant influence on the number of defects, and also the interaction between the two variables is significant. Overall, it is possible to reject the null hypothesis H 02 , i.e., there is a significant effect of the kind of pattern on the number of defects, and the null hypothesis H 03 , i.e., there is a significant interaction between the scattering degree and the pattern type. This indicates that the relationship between the number of defects in the design pattern code and the scattering degree significantly varies with the kind of pattern. This confirms what we already noticed in RQ1, i.e., especially for ArgoUML and Eclipse-JDT we have different results for different kinds of patterns. 
Discussion
It is known that a key benefit of using design patterns is their ability to anticipate changes regarding both new and existing requirements, maximising reuse and making the system robust to such changes [13] .
However, the use of design patterns induces the presence of crosscutting concerns, as also documented by Marin et al. [23] ; changes occurring in these crosscutting concerns are, very often, related to changes occurring to design pattern code [2] . When developers need to change crosscutting features spread among different design pattern participants and clients, bug fixing is more difficult to perform [9] .
As in the case of Eaddy et al., we found that design-pattern induced crosscutting concern scattering degree can have, in some cases, a moderate to high correlation with the presence of defects. Not only, as Eaddy et al. found, the scattering degree is correlated to the fault proneness of the crosscutting code; our results also suggest that the scattering degree is correlated to the fault proneness of the design pattern code. A possible explanation can be the following: as the pattern starts to be used by more and more clients-and thus the scattering degree increases-this may require changes to the pattern by our previous studies [1] , where we found that some patterns-and in particular those crucial for the application's purpose-tend to be less robust to changes, i.e., they are subject to changes having a large impact on the pattern client.
For JHotDraw, we found a significant and high correlation for the Decorator pattern. This is not surprising: as the system evolves-and thus the crosscutting concern scattering degree likely increasesthe Decorator tends to scatter functionalities across many objects, making the pattern difficult to be understood during maintenance tasks, thus causing the introduction of defects. . . . dependency criteria that aren't well-defined or maintained usually lead to spurious updates, which can be hard to track down.
The high scattering degree of Observers, and the correlated fault proneness, confirm results of Vokáč [29] that, in a different study on different (commercial) software systems, found that, as mentioned in Section 2, Observers tend to be highly correlated with large code structure and because of that be fault prone. As new clients are introduced-as it can be observed from the increasing scattering degree-there is need for more and more customised prototyping operation, making necessary changes that could potentially introduce defects to the pattern classes.
Eclipse-JDT exhibited a high correlation for Composites, although the number of design pattern instances for which this phenomenon was observed is quite limited (five) to draw general conclusions. By analysing the commit notes, it was found that bug fixes were mainly related to data structures handling Abstract Syntax Trees (ASTs), or to GUI-features, e.g., handling the clipboard. For many of these bug fixes-in particular those related to ASTs-other patterns, in particular Visitors, underwent changes as well. As mentioned in the introduction, Visitors play a crucial role in Eclipse-JDT, for handling code analyses and transformations. However, in a previous work [1] we found that although Visitors change frequently in Eclipse-JDT, the amount of co-changes in classes depending on them-and thus the change impact-is quite limited. This probably because Visitors are only used in specific locations, where a particular code analysis feature is needed. This clearly reduces the design pattern scattering degree, and makes the correlation between scattering degree and number of bug fixes not significant.
Last, but not least, it is important to highlight the difference among results obtained for the three systems. For JHotDraw, a significant-and in some cases high-correlation was found for almost all the design patterns investigated, a high variability of results was found for ArgoUML and Eclipse-JDT.
A possible explanation can be found in the different architecture and design the three systems have:
MVC with a massive usage of design patterns for JHotDraw, monolithic architecture for ArgoUML, and plugin-based for Eclipse-JDT. In particular, JHotDraw is a system conceived to illustrate the usage of object-oriented design patterns, and for this reason there is a wide usage of all design patterns, and as a consequence a significant correlation, for most of the patterns, between crosscutting concern scattering degree and fault proneness. This is not the case in larger, more realistic systems like ArgoUML or Eclipse-JDT, where different patterns are used in different ways, and can therefore exhibit different levels of fault proneness.
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Threats to Validity
This section discusses threats to validity that can affect the results reported in this paper following a well-known template for case studies [30] .
Threats to construct validity concern the relationship between theory and observation. They can be due to the measurement performed, in particular related to design pattern identification, analysis of dependencies, the use of change sets, and the measurement of both number of defects and scattering degree. We are aware that our results can be influenced by the performance, in terms of precision and recall, of the Tsantalis et al. tool [28] . However, as discussed in Section 4.2, the tool precision is, overall, above 85%, limiting the influence of false positives on our results. Regarding the recall, the number of false negatives is quite low in JHotDraw, where patterns are documented. In case pattern implementations are variants of the simple cliché defined by Gamma et al., some patterns may be missed during the detection phase. The dependence analysis to retrieve the set of pattern clients, as discussed in Section 3.2, considers a conservative set of classes for both pattern clients and targets. More precise analyses could have restricted this set and made our findings less pessimistic. Regarding defects, we rely that the number of bug fixes extracted from a CVS repository is an underestimate, as not all bug fixes are annotated in the CVS commit notes, but precise enough as a manual inspection of bug reports indicated a negligible number of false positives [3] .
Threats to internal validity can be due to the influence of external factors on the relationship object of the study, i.e., the relationship between design pattern usage scattering degree and number of defects.
We analysed the influence of at least one external factor, i.e., the kind of pattern, by means of a two-way ANOVA, and results indicated that such a factor had a significant influence and that it in some cases interacts with the scattering degree. Last, but not least, this is an observational study, where we only make claims about correlations; we cannot however do any claim about the cause-effect relationship between crosscutting concerns scattering degree and design pattern code fault proneness.
Threats to external validity are related to the possibility of generalising our findings. We considered three software systems, differing for their domain and size, and obtained some common findings and some results peculiar to each system. Nevertheless, it would be desirable to analyse further systems to draw more general conclusions. Finally, we considered a subset of 10 out of the 23 patterns from the Gamma et al. catalogue.
Regarding reliability validity, the source code of the two systems and the design pattern detection tool is publicly available. The way our analyses were performed is described in detail in Section 3, and we made raw data available to allow for replicating statistical analyses.
Conclusions of this study are supported by proper tests, i.e., non-parametric Spearman correlation to perform correlation analysis, linear regression to describe the relationship between number of defects and scattering degree, and two-way ANOVA to analyse the influence of external factors (e.g., kind of design pattern) on the relationship we studied. Although ANOVA is a parametric statistic, it is pretty robust to be applied even for data which is not normally distributed. Results for JHotDraw should be looked carefully because of the limited number of defects involved, although correlation was almost always found significant.
Conclusions and Work-in-progress
This paper reported an empirical study-performed analysing the CVS repository of three open source systems, JHotDraw, ArgoUML, and Eclipse-JDT-aimed at investigating on the correlation between the scattering degree of design pattern induced crosscutting concerns and the number of defects in the design pattern code. For JHotDraw results indicate the presence of a positive and statistically significant relationship, moderate or high for some patterns like Prototype, Decorator and Observer. For ArgoUML, the correlation is statistically significant only for a limited number of patterns-with again a moderate correlation for Prototypes and Observers-also because of the lower scattering degree many pattern clients have for this system. For Eclipse-JDT, although the correlation is, overall, significant, the correlation level is only high for the Composite, and around 0.5 once again for Prototype, Decorator, and Observer.
In summary, results suggest that when patterns induce crosscutting concerns the number of defects on their classes could increase. This highlights the attention on the question regarding the harmfulness of design patterns when their clients become a spread crosscutting concern. Despite it has been claimed that the usage of design patterns can introduce many benefits such as high maintainability and resilience to changes, attention should be paid to effects they induce, e.g., an increase of number of defects in the design pattern classes.
The above finding needs to be considered carefully. It does not indicate that the usage of design patterns is harmful and that alternative design solutions would have lead to a less fault prone code.
Previous studies, in fact, found that the scattering degree of crosscutting concerns is correlated with the code fault proneness regardless of the usage of design principles, among others the adoption of design patterns. Thus, it could be claimed that crosscutting concerns induced by design patterns are not more harmful than other crosscutting concerns, but design patterns do not always help in mitigating the presence of defects. This is because, despite the claimed benefits about the capability of design patterns making the system more robust to changes [13] , recent studies found that this is not always true especially for patterns playing a crucial role for the application [1] .
The analysis process proposed in this paper poses the basis for further studies that can be performed towards different directions. Above all, it would be necessary to perform further studies aimed at increasing the external validity of our results, by replicating the study on a larger set of software systems.
This would be useful not only to confirm or contradict the results presented in this paper, but also to relate these results to results indicating the changeability and criticality of patterns playing a crucial role for the application [1] . Also, future work will aim at relating the change propagation between design patterns and their induced crosscutting concerns we previously studied [2] with the correlation between crosscutting concerns' scattering degree and defect proneness found in this paper, and at relating the presence of design pattern-induced crosscutting concerns with specific kinds of changes occurring in the system, other than defect fixing, for example refactoring activities.
Last, but not least, this study only showed the presence of correlation between design pattern-induced crosscutting concerns and fault proneness, and discussed possible reasons of such a correlation case by case. Understanding whether the crosscutting concerns are actually the cause of fault is something that cannot still be claimed. Future work can look more carefully at that possible cause-effect relationship, by mining information from system change logs.
