Introduction. Many authors have considered the problems of estimating the spectral density of a stationary time series from observations of the series throughout a time T. The corresponding problem of estimating probability densities has received less attention in the literature. The authors were prompted to make the present investigation while studying methods for estimating the hazard function h(x) = f(x)/(l -F(x)), (Watson and Leadbetter [3]
). Whittle [4] , in estimating probability densities, considers the case where the unknown density f(x) has a prior distribution whose means and covariances are known. He uses an "expected mean square error" criterion to optimize his estimators. That is to say, he considers estimators of the form f(x) = (1/ n) EX1 wx(xj), for a sample of n observations xj, where wx(y) is chosen to make (1.1)
EEjY(x) _-f(X)]2, a minimum. Here Ep and E8 denote averages over the prior distribution for f(x), and the sampling fluctuations respectively. Parzen [1] considers estimates fT(co), having a certain form, of a spectral density f(c), from observations on a stationary time series, in time T. He uses various criteria in judging the suitability of the estimate fT(w) and in discussing its asymptotic properties as T -* oo. In this paper we use these criteria in obtaining classes of estimators of a probability density. The estimators have the form considered by Whittle, but the criteria employed by Parzen will be used instead of the expectation (over the prior distributions) of the sampling mean square error. Should prior probabilities be available, many of the general results obtained will remain true for the mean taken also over the prior distribution, provided the quantities occurring are replaced by their means with respect to the prior distribution. Most of our results are analogous to results obtained by Parzen in the frequency spectra case. The correspondence is very close for the theorems in this paper. In Part II, which will be concerned with "pointwise consistency" the results are still similar in general form to those for frequencyr spectra, but the differences in detail are much more marked, due to the essential differences in the form of the estimators from those used in spectra estimation.
A recent paper by Parzen [2] on estimation of a probability density and mode has also some points of contact with the present work. These are mentioned below.
Explicitly the unknown probability density f(x) is to be estimated by estimators of the form n (1.2)
,(x) = (1/n) E bn(x -x), 1 from a sample of n observations x1 i , Xn . ,n(*) is assumed to be a square integrable function, as is f(x).
In terms of this notation we give the following definitions which are due to Parzen ([1], Section 4, etc.), and which give criteria on which judgements concerning the suitability of particular classes of estimators, may be based. Integrals where no limits are written are to be taken over the entire real line.
The symbol E denotes expectation. Let H(n) -+ oo as n -oo.
The estimator fn(x) is said to be integratedly consistent of order H(n) if (1.4) H(n)Jn --? a limit which is finite and non-zero, as n -* oo.
In the following sections various types of estimators are discussed and their orders of consistency investigated. The type of estimator appropriate in a given situation depends largely on the behavior of the characteristic function 1f(t) of the probability density f, for large t. Two main classes of probability densities are considered, consisting of those densities whose characteristic functions decrease in an "algebraic" and an "exponential" way as t increases. Corresponding to these classes, the appropriate estimators are of "algebraic type" and "exponential type" respectively. These terms are defined precisely in later sections.
In Section 2 we derive expressions for the An(x) which minimizes the M.I.S.E.
J. We sketch the corresponding derivations for the discrete case, where the problem is to estimate the quantities pr associated with a discrete random variable X for which Prob (X = r) = p7, (r = 0, 41, i2, ***). Examples for both discrete and continuous random variables are given.
In Section 3 the case where the characteristic function of f decreases "algebraically" is considered. The minimum M.I.S.E. is evaluated for this case, and estimates of "algebraic type" discussed. It is shown that there is an estimate of algebraic type which has the same (M.I.S.E.) consistency properties as the "minimum M.I.S.E." estimate.
Section 4 contains a similar discussion for the case where the characteristic function of f has an "exponential rate of decrease" and estimates of "exponential type" are used. These are again special cases of a.general result (3.3) which is proved later. 
An estimator .n(x) = (1/n) 1I n (x -xi) has algebraic form if 4>5"(t) can be written as h(Ant), where h(t) is a bounded even square integrable function and
An -0 as n -* oo. This is equivalent to requiring
(3.2) An(x) = Anlk(A-vlx) with h(t) = k(t)
Parzen [2] has considered this type of estimate and shown that they are consistent and asymptotically normal, as well as considering their pointwise mean square error.
In this section 1f(t) is assumed to decrease algebraically of degree p. The section is divided into three parts. In 3A, the order of consistency of the optimum estimate, based on *n, is investigated. In 3B, the same is done for estimates of algebraic type and, in 3C, an estimate of algebraic type is constructed with the same consistency properties as that based on 3* . 3A . Consistency properties of the optimum estimate. THEOREM. Under the conditions of the previous theorem, except that An= Dn-=12r then for 0 < r < p, nll/2rJn -> (1/2rD) f h2(t) dt. This is proved in the same way as the previous theorem and states that fn is integratedly consistent of order n-1I2r for r < p.
3C. An estimator of algebraic type, with the asymptotic optimum property. If bf(t) is known to decrease algebraically, of degree p, an estimator can be found whose M.I.S.E. Jn General conclusions. The form of the optimum estimate (in the minimum M.I.S.E. sense) depends heavily on the behavior of 4)f . However, in the cases where something is known of the behavior of .1f (t) as t becomes large it is sometimes possible to obtain estimates with the same (M.I.S.E.) consistency properties as the optimum estimate. That this is true in the cases where 1?f decreases algebraically and exponentially respectively is seen from Sections 3C and 4C. It is evident also that the M.I.S.E. consistency results for estimates of exponential type are not strongly dependent on the form of the function h, when sbf decreases exponentially. In the case of estimates of algebraic type, for 4'f decreasing algebraically, we need to know more about the precise form of the function h to discuss the M.I.S.E. consistency relations, than we do in the exponential case.
