Imaging through highly scattering media with transmitted photons with the shortest flight times is limited ultimately by the available number of photons with sufficiently short paths. A method is described that enhances the performance of the time-resolved imaging technique. A least-squares fit was obtained between the measured temporal distributions of transmitted light and a model of photon transport based on the diffusion approximation to the radiative transfer theory. Images constructed from the model estimates of short-path-length photon intensities provide information on internal structure, with a significantly improved signal-to-noise ratio compared with those that would be obtained directly from the data.
The substantial benefits that would result from the development of an effective diagnostic imaging modality based on optical wavelengths, particularly for the detection of breast disease, have motivated considerable interest in the problem of imaging through highly scattering media. A wide variety of techniques have been proposed to solve the complex problem of imaging with scattered light.'- 8 One promising approach has been to isolate a small amount of transmitted light that is scattered along a path close to a straight line between a source and a detector. The least-deviated photons will be influenced by the optical properties of the medium along that line and may be used to generate a transmission image. For media that are less severely scattering, the least-deviated component may be detected by coherent techniques. 2 ' 3 However, most methods of discriminating between transmitted photons involve illuminating the object with a short pulse of light and either enhancing the signal produced by the earliest-arriving photon 4 ' 5 or measuring photon flight times directly. 6 -8 Images through highly scattering objects have been presented as a function of the period of time, At, over which transmitted light is integrated. 8 Experiments have demonstrated that, as expected, the highest spatial resolution is achieved by transmitted photons with the shortest flight times and that subcentimeter spatial resolution probably requires integration times of less than 50 ps. 9 However, these studies have also shown that very few photons with such small flight times are likely to be detected through media as severely scattering as the human breast and that high-resolution time-resolved images of objects with comparable optical properties are dominated by noise.
Although only the shortest-path-length photons are known to have been confined to some narrow region surrounding the line of sight between the source and the detector, the presence of a small anomalous absorbing or scattering region centered on the line of sight will influence transmitted photons of all path lengths. However, it is not evident to what degree high-resolution image information can be inferred from the distribution of the longer-pathlength photons. It has already been shown, through computer simulations, that measurements of mean photon flight times between various combinations of points on an object's surface can be used to reconstruct its internal optical properties.' 0 The approach described here, however, has been to attempt to improve the estimation of the intensity of shortpath-length photons by comparison of experimental data with a diffusion model, which is fitted to the entire temporal distribution. Integrated intensities at short At were estimated for an experiment in which the actual number of photons with such short flight times was below the measurable limit. This method cannot, of course, generate high-resolution information from data in which it is not already contained. The potential usefulness of this approach is the ability to reduce, perhaps substantially, the effects of random noise in data and thereby permit the low-contrast information inherent in the data to be enhanced.
A simple model of the time-resolved transmittance through a homogeneous slab, based on the diffusion approximation of radiative transfer theory, has been presented by Patterson et al. 1 
was derived that represents the time-dependent distribution of intensity detected at a distance p from the optical axis on the surface of a slab of homogenous scattering material of thickness d when illuminated by a pulse of negligible duration at a point on the opposite surface. By integrating T(p, d, t) over a finite aperture of radius R centered on the optical axis, we obtain the following expression for the temporal distribution of transmitted light:
where G(d, t) is a dipole term given by 
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The parameter Aua is the absorption coefficient and. is the transport scattering coefficient; us' is define as /,s(l -g), where A, is the scatter coefficient an g is the mean cosine of scatter. The parameter is the diffusion coefficient, defined as ' 1 3(IUa + A,') The parameter A represents the arbitrary amplituc of the function T(R, d, t) and to is its position on tl time axis.
The experimental imaging system is illustrated i duration are produced at a rate of 82 MHz by Spectra-Physics Tsunami Ti:sapphire laser pumpe by a Spectra-Physics 2040 argon-ion laser. Most i the beam, approximately 1.4 W, is relayed to a poii on the object. Transmitted light emerging from tl surface directly opposite is relayed to the input sl of a Hamamatsu C1587 streak camera via a 3-mn wide optical fiber bundle. Another fiber is used I relay a much smaller fraction of the laser bean called the reference pulse, directly to the camer; Each reference pulse arrives at the detector appro: imately 150 ps before the rest of the beam and used to determine the absolute time delay produce by the object. The streak camera records the tempi ral distribution with a temporal resolution of approx mately 15 ps.
The object that was imaged, shown in Fig. 2 , coI sists of three opaque and three transparent sphere 8 mm in diameter, suspended in a transparent bc containing a scattering solution. The object is di scribed in detail elsewhere. 8 The scattering soh tion was an aqueous suspension of 1.27-/um-diamet( latex microspheres, corresponding to values of g 0.916 and /it, = 9.07 mm-' at 840 nm, the wave length at which the experiments were performer This corresponds to a transport scattering coefficiei A.S' of 0.761 mm-'. A near-infrared dye was alh added, which produced an absorption coefficient i ,, = 0.011 mm-'. These coefficients are not far b, low the mean values expected for a human breast.' Data acquisition involved translation of the obje, in 2.5-mm steps horizontally and vertically across ti laser beam and recording of the temporal distributic of the transmitted pulse at each position. The total horizontal displacement was 42.5 mm, and the total vertical displacement was 35 mm, which resulted in 270 separate measurements. Each intensity-versustime profile was digitized at intervals of approximately 4.5 ps, which permitted most (>93%) of the distribution to be sampled within the available window (512 intervals, or 2.3 ns). The principal source of systematic noise in the acquired data is a nonuniform, signal-dependent background intensity caused by scattered light in the optics that couple the CCD camera to the streak camera. Careful calibration enables the effect of this to be minimized. The 270 resulting profiles represent the true temporal distribution of the transmitted light convolved with the temporal response of the detector. The latter can be considered to be a smooth function with a FVVHM of approximately 15 ps. Because this is a 2) negligible fraction of the width of the temporal distribution, deconvolution of the response function was not performed. z0
Equation (1) ture from the model." However, here we are not concerned with the absolute values of the fitted parameters. Instead, we wish to use the fits as if they were smooth, high signal-to-noise representations of the original data.
Earlier experiments 8 obtained images of the same object as described here, although the solution had much lower scatter (At' = 0.2 mm-') and negligible absorption. The images acquired for integration times less than 50 ps or so were dominated by noise, as a result of the low detected signal relative to the residual background noise. An attempt was made to generate similar images from the data acquired for this most recent experiment. However, not surprisingly, for integration times less than approximately 100 ps the images were overwhelmingly dominated by noise. Images were therefore generated instead from the best-fit model profiles in exactly the same manner. Each profile was integrated between points corresponding to the detection time of an unscattered photon, t = 0, and a time t = At later, and the integrated intensities were used to construct an image. One unfortunate, but not significant, artifact of the model is the existence of very small intensities at negative values of t. These are ignored here. Since the model profiles are, of course, noiseless, integration is not necessary, and it is equally possible to generate images from intensities at a specific value of t. However, integration is performed here so that a more direct comparison can be made with results of earlier experiments. Figure 4 shows images obtained for integration times of 18 ps, 72 ps, 400 ps, and 1 ns. The images have been smoothed slightly to remove the edges between adjacent pixels. The images correspond to the logarithm of the integrated intensities with the minimum subtracted so that the values occupy the full range of available gray levels. The image corresponding to the lowest integration time reveals all six spheres with excellent contrast and spatial resolution. Using the logarithm enhances the contrast, particularly of the opaque spheres.
The fitting process cannot have produced a meaningful fit to the data at excess flight times much below approximately 100 ps since there is very little signal. Therefore any high-resolution information must have been extracted from the data at longer flight times. It is difficult to quantify the spatial resolution achieved directly from these images. It is certain that the spatial resolution achieved at At = 18 ps is not so high as that obtainable with real data at the same integration time given an adequate number of detected photons. 9 Reducing the integration time below 18 ps (and even negative times are possible, as described above) produced no appreciable gain in either contrast or resolution. It is not immediately evident what factors ultimately determine the achievable spatial resolution for this method, and this is subject to further study. The diffusion approximation model involves an assumption that a nonzero photon density occurs everywhere at the instant a pulse is incident upon the surface. Consequently, models based on diffusion are not the most appropriate for studying short-flight-time photons.
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