In this chapter we wish to consider a general system (with a fixed number of particles) in thermal equilibrium. The system may either be isolated from its environment (and therefore at constant energy) or be in contact with a thermal reservoir at temperature T. The system at constant energy will in fact never be completely isolated and should therefore be specified as having energy in the range E toE+ oE. The energy of the whole system of interest will be written as E. When weakly coupled systems are under consideration, the single-particle energy will be written e.
The system will not remain in one particular quantum state indefinitely even when in thermal equilibrium but rather will pass through all the quantum states accessible to it as the result of small fluctuations in the surroundings. It is never possible for example to shield a system from gravitational effects. The weakly coupled system discussed in chapter 6 would in time pass through all the states shown in figures 6.3 and 6.4.
Since macroscopic properties of a system in thermal equilibrium are independent of time it should in principle be possible to determine the probability of the system being in a particular quantum state (r) by making a series of measurements at successive times, provided that the time between measurements was sufficiently long relative to the longest relaxation time of the system. If the state r was found to occur m7 times in M measurements the probability of the state r would be defined as Pr mr M-+oo
The limit in equation 7.1 is necessary since the true probabilities cannot depend upon the number of measurements made. Equation 7.2 simply means that the total probability of the system being in some quantum state is unity. Once the values of Pr were known, say at temperature T, for a given system, the macro-
Thermal Physics scopic properties could be deduced as averages over Pr. The mean energy at temperature T would be (7 .3) where Er is the energy of the system in the stater. The time-average value of the energy given by equation 7.3 could now be identified (for a large system) with the thermodynamic internal energy of the system.
ENSEMBLE AVERAGES
The method of taking time -averages over the properties of a single system does not lend itself to calculation. An alternative approach to this problem was first advanced by Gibbs in 1901, using the methods of classical physics. A simplified version of the argument for quantum systems will be given here. The single experimental system with specified macroscopic conditions is replaced for purposes of calculation by M replicas of itself. The whole collection is called an ensemble. TheM members of the ensemble are considered to be distributed randomly over the allowed quantum states of the system. The timeaverage of equation 7.1 is now replaced by an average over all the members of the ensemble at a single time. The averages taken in chapter 6 were therefore essentially ensemble averages at constant energy for the special case of a weakly coupled system with M equal to the number of distinguishable microstates of the system.
There is no actual proof that the time-average given by equation 7.1 and the ensemble averages taken in chapter 6 and further discussed in this chapter will always agree. The relationship of the two averages continues to interest mathematicians but the agreement between experiment and the calculations of statistical mechanics using ensemble averages seems to be complete.
When the experimental system of interest is considered to be essentially isolated from its environment it is replaced for purposes of calculation by an ensemble of identical systems each of which is completely isolated. The energy of each system must lie within the range E toE+ oE and each system has the same volume and contains the same number of particles. Gibbs called this a microcanonical ensemble.
The probability of occupation of a state r of the whole system is now found using the assumption of a priori probabilities (section 6.3): 'an isolated system in thermal equilibrium is equally likely to be in any of the accessible states of the system.'
The probability of the particular state r is therefore 1 P = --(E < Er < E + oE) r W(Er) (7.4) = 0 (otherwise) (7.5)
