Abstract-Single-sensor color cameras, which classically use a color filter array (CFA) to sample RGB channels, have recently been extended to the multispectral domain. To sample more than three wavelength bands, such systems use a multispectral filter array (MSFA) that provides a raw image in which a single channel level is available at each pixel. A demosaicing procedure is then needed to estimate a multispectral image with full spectral resolution. In this paper, we propose a new demosaicing method that takes spectral and spatial correlations into account by estimating the level for each channel. Experimental results show that it provides estimated images of better quality than classical methods.
INTRODUCTION
Digital color cameras are limited in their ability to faithfully capture colors because their are usually limited to three wavelength bands of the visible electromagnetic spectrum. To overcome this limitation, multispectral imaging has recently emerged to provide more spectral resolution, with applications in various fields such as medical imaging [1] , military surveillance [2] , satellite imaging [3, 4] , or vision inspection for food quality control [5] .
Multispectral images can be captured in full definition by selecting a different optic filter for each spectral channel. Papers [5] and [2] give a good review of the available technologies (among which tunable filters) that provide such images. They are available for nearly twenty years but another technology emerges that captures a raw image with a multispectral filter array (MSFA) [6] . Each pixel in this raw image is defined by the level of a single channel according to the MSFA pattern, while the other channels have to be estimated to recover each channel in full definition. This process known as demosaicing is similar in its principle to the estimation of RGB components in single-sensor color cameras fitted with a Bayer color filter array (CFA). But whereas CFA demosaicing is a well-studied problem for more than thirty years [7] , MSFA demosaicing is a recent subject with new issues. This paper is organized as follows. First we present the considered MSFA, the demosaicing problem, and the related works about multispectral demosaicing. Second, we review the existing methods that can be used with the retained MSFA. We then propose a new method that is presented in section 4 and experimentally evaluated in section 5.
MSFA DEMOSAICING

Multispectral filter arrays
To ensure manufacturing practicability and demosaicing feasibility, MSFAs are always defined by a basic repetitive pattern. Two important criteria must also be considered in the MSFA design [8] : spectral consistency, which requires that pixels should always have the same number of neighbors of a certain channel, and spatial uniformity, which requires that the MSFA samples each channel as evenly as possible. Figure 1 illustrates two MSFAs that meet these criteria: the "Uniform" MSFA proposed by Aggarwal and Majumdar [9] and a 4 × 4 MSFA where each of the K = 16 channels appears only once in the basic pattern. Few other MSFAs have been proposed in the literature [6] but most of them are not compliant with the above design criteria and/or exhibit a dominant spectral channel (that appears more than the others), which does not allow for a high spectral resolution.
In the following, we only consider the 16-channel MSFA shown in Fig. 1(b) for two main reasons. First, sampling all channels only once in the basic pattern provides the most compact MSFAs, which allows us to consider a high number of channels (K = 16 whereas authors of [9] only test up to K = 6) with limited estimation errors (as shown in the experimental section). Second, we motivate the choice of a square non-redundant pattern to mimic IMEC's snapshot multispectral camera [10] , that is-to our knowledge-the sole off-the-shelf MSFA-based system available on the market today.
Multispectral demosaicing
A single-sensor multispectral camera fitted with an MSFA provides a raw image I MSF A with X × Y pixels. Each pixel P (x, y) of I MSF A , whose level is I
MSF A x,y , x ∈ {0, 1, . . . , X− 1}, y ∈ {0, 1, . . . , Y − 1}, is associated with a single channel k ∈ {0, 1, . . . , K − 1}. Let us consider the image I made of the fully-defined K channel planes I k . This image is called the reference image because it is often used as a reference to evaluate the demosaicing quality even if it is unavailable in Image Processing Theory, Tools and Applications 978-1-4799-8637-8/15/$31.00 ©2015 IEEE practice. Then, I MSF A can be seen as a spectrally-sampled version of I according to the spatial coordinates (x, y):
(1) At each pixel of the raw image I MSF A , only one out of the K channels is available and the levels of the K − 1 others are missing. Demosaicing I MSF A is to obtain an estimated imageÎ with K fully-defined channels among which K − 1 ones are estimated at each pixel:
where k is given by Eq. (1).
Related works
In recent years, a few multispectral demosaicing algorithms have been proposed. The first outstanding work is provided by Miao et al. [8] who build a generic binary tree to generate MSFA patterns, and who perform demosaicing by a binary tree-based edge-sensing (BTES) method. This algorithm is dedicated to MSFA patterns with a dominant channel, which is not optimal for square patterns. Monno et al. [11] [12] [13] propose three demosaicing algorithms for a specific 5-channel MSFA pattern that contains a dominant green channel associated to 50% of known values in the raw image. The original algorithm [11] uses an adaptive kernel upsampling, which is improved in [12] by using a guided filter, and further on in a third algorithm [13] that integrates a residual interpolation. Wang et al. extend the DWT-based [14] and the median filteringbased demosaicing algorithms [15] from the RGB color space to the multispectral domain, but the first approach also relies on a dominant green channel to estimate the luminance while the second one provides a poor demosaicing result [16] . Aggarwal and Majumdar [9] take the spatial (inter-pixel) correlation into account by learning the interpolation weights from a database. However, the performance of this approach highly depends on the learning database.
Brauers and Aach [17] take the spectral (inter-channel) correlation into account in a demosaicing algorithm based on the spectral channel difference planes. Mizutani et al. [16] propose to iterate Brauers and Aach's estimation a number of times given by the spectral proximity of the considered pair of spectral channels. Brauers and Aach's algorithm is proposed for a 3 × 2 MSFA but can easily be adapted to other patterns.
ADAPTED METHODS
In this section, we present three adaptations of the previous methods to square non-redundant MSFAs. These are referred to as the Weighted Bilinear (WB) method, Spectral Difference (SD) method and Iterated Spectral Difference (ISD) method. They are adapted from the 3 × 2 MSFA to the 4 × 4 MSFA below for clarity sake, without loss of generality.
Weighted Bilinear method (WB)
The weighted bilinear interpolation of Brauers and Aach [17] works in two steps:
• First, use a binary mask to obtain the sparse raw imagẽ I k for each channel k, k ∈ {0, 1, . . . , 15}. This image contains non-zero levels only at the locations where real measurement data exist. The binary mask for each spectral channel k is defined at each pixel (x, y) as:
The sparse raw image is then defined as:
where denotes the element-wise product.
• Second, compute each estimated channelÎ k as:
where * is the convolution operator, and H is a low-pass filter defined as: 
The weight of each neighbor represented by the convolution filter of Eq. (6) decreases with respect to its spatial distance to the central pixel.
Such interpolation is considered as the most intuitive method for MSFA demosaicing and gives reference results for the other methods.
Spectral Difference method (SD)
Brauers and Aach [17] also propose a method that relies on the above WB interpolation but takes spectral correlation into account. We extend it here to any non-redundant 4 × 4 MSFA. This method starts by computing a fully-defined multispectral
by WB interpolation (see Eq. (5)). The next steps are: 1) First, for each ordered pair (k, l) of spectral channels, compute the sparse channel difference given by:
whereĨ l is defined by Eq. (4). Thus, the sparse channel difference Δ kl is only non-zero at the locations where m l (x, y) = 1. 2) Second, estimate a fully-defined channel differenceΔ kl by WB interpolation. For this purpose, convolve each sparse channel difference Δ kl with the filter H (see Eq. (6)) to estimate this difference at each pixel:
3) Third, for each channel l ∈ {0, 1, . . . , 15}, compute the estimationÎ l at pixels where m k (x, y) = 1 as:
The 16 channelsÎ l , l = 0..15, are fully-defined and form the demosaiced spectral imageÎ.
Iterative Spectral Difference method (ISD)
Mizutani et al. [16] further take the correlation between two channels into account, that is strong when the central wavelengths of these channels are close. They propose to improve Brauers and Aach's method by updating the channel difference at each iteration if channels k and l are spectrally close. The closer are the wavelengths, the more iterations are needed. The number of iterations N kl is given by:
where λ l − λ k denotes the difference between the central wavelengths of channels k and l, and σ is a parameter that is set to 1.74 by the authors. Equation (10) implies that the number of iterations is set to 1 if |λ l − λ k | > 100 nm, and the parameter value σ = 1.74 implies N kl = 10 iterations when the difference between the wavelengths equals 20 nm.
The algorithm starts by estimating all sparse channel differences Δ kl 0 (see Eq. (7)) and all channelsÎ l 0 (see Eq. (9)), k, l = 0..15. The three steps for each iteration t > 0 are: 1) First, compute the updated sparse channel difference Δ kl t as:
2) Second, estimate a fully-defined channel differenceΔ kl t by WB interpolation. For this purpose, convolve each channel difference Δ kl t with the filter H (see Eq. (6)) to estimate this difference at each pixel:
3) Third, estimate each channelÎ l t , l = 0..15, as:
INTENSITY-DIFFERENCE DEMOSAICING
In the previous methods, the correlations between channels whose wavelengths are too distant (like 400 and 700 nm) are taken into account, which is prone to generate demosaicing errors. Our proposal is to consider the intensity for demosaicing, assuming that the correlation between each channel and the intensity is higher on average than the correlation between channels considered pairwise.
Intensity interpolation
We define the intensity level at each pixel as the average level over all the channels. Since only one channel is available at each pixel in the raw image I MSF A , we assume that the intensity is strongly correlated between neighboring pixels. Taking this spatial correlation into account, we directly estimate the intensity on the raw image by applying a smoothing filter M .
The size of M is that of the smallest odd-size window that includes each channel at least once in the raw image. Each element of M is set to 1 j , where j is the number of times when the channel associated to the neighbor occurs in the support window of M . This filter is normalized afterwards so that all its elements sum up to 1.
Consider for instance the 4 × 4 MSFA of Fig. 1(b) . Then, the size of M is 5 × 5 and centering M at pixel (2, 2) yields four available levels for channel 0, two levels for channels 
The intensity image I M is then defined as:
We propose two methods for demosaicing raw images by using the intensity image: Intensity Difference (ID) method and Iterative Intensity Difference (IID) method.
Intensity Difference (ID)
The algorithm is divided into four successive steps:
1) First, compute the intensity image I M (see Eq. (15)). 2) Second, for each channel k ∈ {0, 1, . . . , 15}, compute the sparse difference Δ k between the level of channel k and the intensity at the locations where channel k is available in I MSF A :
3) Third, for each channel k ∈ {0, 1, · · · , 15}, estimate the fully-defined difference by WB interpolation (see Eqs. (5) and (6)):
4) Finally, estimate each channel k by adding the intensity and the difference:Î
Equation (18) is based on the assumption that the channel k is strongly correlated with the intensity image.
The ID algorithm combines the spatial and spectral correlations to estimate the missing levels. We assume that the intensity between neighboring pixels is correlated. This spatial correlation also justifies the interpolation of the difference between raw channels and the intensity. Once this difference has been estimated, we assume that each spectral channel is strongly correlated with the intensity at each pixel to estimate the fully-defined channel.
Iterative Intensity Difference (IID)
We improve the estimation by iterating the algorithm ID as follows.
We first estimate an initial fully-defined multispectral imagê I 0 = {Î 
Note that the intensity is here estimated as the average level over all the channels whereas it is estimated by WB interpolation in ID. 2) Second, compute the new fully-defined difference (see Eqs. (16) and (17)) as:
3) Third, estimate each channel as:
These steps are iterated a number of times N to provide the estimated multispectral imageÎ = {Î k N } 15 k=0 .
EXPERIMENTAL RESULTS
Comparison of the different methods
We compare the performances reached by our proposed demosaicing methods (ID and IID) with those provided by Weighted Bilinear (WB), Spectral Difference (SD) and Iterative Spectral Difference (ISD) methods. The number N of iterations required by our IID method has been set to 7 since it provides the best results (see section 5.2.1). Our experiments are performed on 32 multispectral images with 16 channels from the CAVE database [18] . These images have been rendered with CIE D65 illuminant. The wavelength center of each channel ranges from 400 to 700 nm with a step of 20 nm. Each image is spectrally sampled with the MSFA pattern proposed in Fig.1(b) to simulate a raw multispectral image. The quality of an estimated image is evaluated by computing the average Peak Signal-to-Noise Ratio (PSNR) between the estimated and reference channels. The PSNR values provided by the different methods on the 32 images are shown in Table 1 where the highest PSNR value for each image is displayed in bold face. It shows that the quality of the images reconstructed by our proposed methods outperforms the quality of images obtained by the other presented methods on 31 images. Our iterative method improves the average PSNR by more than 1 dB w.r.t. existing methods and by 0.6 dB w.r.t. its non-iterative version. Table 1 . PSNR (dB) of CAVE images estimated by the different methods.
FaR stands for "Fake and Real" and RaF for "Real and Fake".
X X X X X X X X We have selected the "Fake and Real Lemon" and "Flowers" CAVE images to visually compare the results of each method. The reference and reconstructed images are converted from the 16-channel domain to the sRGB color space for illustration purposes. This transformation is performed using the CIE XYZ 
2
• standard observer functions and we use the reference white D65 to convert values from XYZ to the sRGB color space. Figures 2 and 3 show that the image demosaiced by the WB method is strongly blurred. The SD and ISD methods generate severe zipper effect and color artifacts. These artifacts are fairly reduced with the ID method, that also generates less blur than WB. IID provides sharper edges but a bit more visual color artifacts than ID.
Discussion
It is interesting to generalize our methods to other sizes of square MSFA patterns than 4×4. For this purpose, we consider 2 × 2 and 3 × 3 MSFAs ranging from 400 to 700 nm with respective steps of 100 and 40 nm. Our ID and IID methods can be directly applied to these MSFAs, provided that the filter M is adapted. For a 2 × 2 and a 3 × 3 MSFA pattern, the filter M is respectively defined as:
We focus our experimental discussion on the quality of demosaicing with respect to the number of iterations and on the comparison of the PSNR values between the methods applied to different MSFAs.
Number of iterations:
We compare the results obtained by the proposed IID method, N ranging from 0 to 15 iterations in order to determine the best number of iterations. The results are shown in Fig. 4 for the three considered MSFAs. The X-Axis represents the number of iterations N , and the Y -Axis represents the average PSNR over the 32 images. As it can be seen, iterating the estimation 7 times increases the PSNR by 0.5 dB for the 4 × 4 MSFA. The best PSNR is obtained when the number of iterations is 4 for the 3 × 3 MSFA, and 0 for the 2 × 2 MSFA. This last result can be explained by the impact of the spectral correlation during the iteration process and by the high distance between the wavelengths of the four channels. Figure 5 shows the average PSNR on the 32 CAVE images obtained by the different methods. For the 2×2 MSFA, the WB method provides the best PSNR because of the weak spectral correlation. The ID method gives similar results because it mainly uses spatial correlation. For the 3×3 MSFA, the SD and ISD methods give results which are similar to the WB method and our ID and IID methods increase the PSNR by 1 dB. We can conclude from these experimental results that our demosaicing methods based on the intensity outperform classical approaches when the size of the pattern is large, i.e., when the number of channels is higher than 4.
Methods applied to the three MSFAs:
CONCLUSION
In this paper, we have shown that the assumption about spectral correlation between channels should be carefully used since it is not fully verified when the spectral bands are distant. That leads us to propose a new demosaicing method based on the correlation between each channel and the intensity. Two versions of the method have been presented and experimental results illustrate the improvement brought by iterating the estimation. Extensive experiments show that the proposed algorithms outperform the other ones in terms of PSNR. The new interpolation method improves the estimated image quality and approximately retains the sharpness of the reference one while reducing color artifacts and zipper effect. Future works will focus on reducing the spatial shift between the different estimated channels in order to remove color artifacts.
