Abstract-Motivated by a wide range of real world applications of hand writing digital recognition, e.g., postal code recognition, the past decades have seen its great progress. The related approaches are generally composed of two components, feature extraction and identification methods. We note that the previous approaches are limited by the following two aspects: (1) the feature is not adaptive enough to cover the great variance within data; (2) the recognition methods are suffered from local minima solution. Inspired by these observations and to overcome these limitations, we in this paper propose an approach HMM-MLR by exploiting hidden Markov model (HMM) and modified logistic regression (MLR). In the proposed approach, HMM is employed to model the trace of handwriting digital, which is able to model the large variance within digitals and can adapt to the data distribution. Then the features are extracted based on HMM and then delivered into MLR for recognition. Benefitting from the global optimum solution of MLR, the proposed approach could reach highly stable results. To verify the effectiveness of the proposed approach, we experimentally compare our proposed approach with other state-of-the-art approaches over Semeion handwritten digit dataset. The experimental results show that, over both recognition accuracy and recall, for different rounds of experiments and different number of training samples, our HMM-MLR exhibits significant improvement over others.
INTRODUCTION
Researchers started the investigation of pattern recognition theory and applications since 1920s. Along with the rapid development of computer and artificial intelligence techniques, it has been a branch of science until early 1960s. The continuous development of recognition techniques [1] obtains a wide range of applications, for instance, character recognition, image processing, speech recognition, biosensor. Among them, handwriting digital recognition and image recognition [2] are important applications, on the base of image processing, image representation, pattern recognition techniques. The progress of these techniques brings more and more researchers to this field, working on both algorithms and applications [1, 2] .On the other hand, according to the statistics, for human being, more than 70% information is obtained through visual signal, which indicates that visual signal is the most important way for communication. The large amount of images or visual information has been more and more important during the object recognition in recent years [1] . For this reason, image recognition becomes a popular topic [1] [2] [3] .
In recent years, the fast development of artificial intelligence field provides a number of new approaches [1, 2] especially for image recognition and handwriting digital recognition [2] . As an important tool for understanding the real world, recognition techniques play an increasingly important role in both industry and daily life. With the development and applications of Internet and information science, the scale of image is increasing. Specifically, handwriting digital recognition techniques are used to handle more 10 millions of mails every data. Moreover, handwriting digital recognition techniques are demanded by character recognition is document analysis.
Researchers introduced a number of methods [1, [6] [7] [8] [9] [10] ] into image recognition [1, 5] , such as neural network, support vector machine, Bayesian decision theory, hidden Markov models (HMM) [11] . These methods can be categorized into two classes, discriminative learning approaches and generative learning approaches. Typical discriminative approaches include support vector machine, neutral network, naï ve Bayes, which typical generative approaches include HMM and so on.
Artificial neural network is based on empirical risk minimization and suffers from over-fitting, slow learning speed and other disadvantages during the pattern recognition. For support vector machine (SVM) [5] , its model parameters exert a tremendous influence to the identification performance [6, 7] . That is, appropriate parameters tend to have high performance of image recognition and handwriting digital recognition while inappropriate parameters cause degeneration in both computational efficiency and recognition accuracy. The naive Bayesian method could hardly satisfy the large scale identification problem. And it is difficult to realize the assumption of recognition unconditional independence. Additionally, it increases the learning and training complexity.
A stochastically process is named as Markov process if its future state at time t1  only depends on its current state at time t , and is independent with its past states before time t . Hidden Markov Model (HMM) is a model on the base of the Markov assumption, with hidden states introduced. The observed events are not conducted deterministically. And they were connected using a set of probability distribution. HMM was a dual random process, which consisted of two randomly processes, Markov chain as well as general randomly process. Markov chain described the state transition by means of transition probability, while general stochastically process described the relationship between state and observation series through observation probability. HMM [11] is a probability model which describes the statistic property of stochastically process by parameters. The model has been widely adopted in the areas of speech identification, character recognition, genetic analysis as well as bioinformatics engineering, etc.
From the above disadvantages, this paper proposes an approach for handwriting digital recognition that is on the basis of the hidden Markov model (HMM) and modified logistic regression (MLR). First, we enhance and thin the image of handwriting digit, so that we are able to extract the skeleton of digitals and then are able to separate them into individual digital. Second, we extract the location points from the skeleton and quantize the sequence of location points to a sequence of direction vectors. The reason is that, the direction vector is robust to rotation of digital which location sequence does not. Third, we use HMM to model the distribution of direction sequence of digitals. This can be implemented using standard learning method. Forth, the transition matrix conditioned on sample is employed as feature to represent the sample. Such feature exploits the data distribution and hidden states. Fifth, the extracted feature is delivered into MLR for recognition.
The contributions of the proposed method in this paper are threefold: (1) we propose to model the handwriting digit using hidden Markov model (HMM) and extract features based on HMM. To our best knowledge, the proposed approach is novel to this field. (2) We propose a modification for logistic regression so that it has better generalization ability than logistic regression. The modified logistic regression (MLR) is computationally efficient. (3) The proposed approach HMM-MLR combines the abilities of HMM and MLR for a comprehensive recognition [12] .
The remainder of this work is organized as follows. Section 2 will present the proposed method, including hidden Markov model for feature extraction, modified logistic regression for recognition. Section 3 will verify the proposed method by a group of carefully designed experiments. We draw a conclusion in Section 4.
II. OUR PROPOSED SCHEMA
On the basis of the above discussion, in this section, we propose a method for handwritten digit recognition. Our approach is based on the hidden Markov model and modified logistic regression, and is able to surmount the limitation of previous approach. Our developed algorithm is graphically illustrated in Fig. 1 . There are three main steps. First, collect data; second, feature extraction via HMM model in this Section; third, MLR model training and test [13] . 
If  is given, the probability of
Therefore, the estimation probability of the observed sequence can be is written as,
An observation sequence may have more than one corresponding state transition sequences; thereby all the state transition sequences could be is expressed as
The hidden Markov model can be efficiently solved using forward-backward algorithm [11] .
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B. Modified Logistic Regression for Identification
Both real and binary responses could adopt Logistic Regression, whose output posterior probabilities can be processed expediently and sent to other systems. It attempts to simulate the class label's conditional probability offer its observation: 
Please notice which the Hessian matrix of the objective function (w) O is:
Here the identity matrix is I. Thanks to λ > 0, the Hessian matrix above mentioned is positive definite, that means the objective function of regularized LR with strict convexity, hence, we can see its solution, which is unique and global.
In this part, we first state that, by constructing a series of optimization problems, the solutions converge to the solution of SVM. Thus, SVM could be solved by simple unconstrained optimization techniques. Then we put forward our simple MLR-CG algorithm that uses CG as its inner loop.
To simplify our derivations, we take advantage of the augmented weight vector With the above sequence of functions {} g  , then the problem can be resolved with simple unconstrained optimization techniques.
The conjugate gradient method follows the above convergence proof. That is to say, we calculate the solution of SVM by solving the problems a sequence of sub-optimization problems. Especially, we solve each sub-optimization problem by means of the conjugate gradient. For solving large-scale nonlinear optimization problems, conjugate gradient is one of the most popular methods. More importantly, it is compared with other methods in fitting LR, which shows that it is more efficient. We could determine that the HS direction in the experiment is more efficient than the other two directions. We make a list of our conjugate gradient method below, which is an iterative method in the inner loop [14] . In fact, we should start from small γ as well as run not increase γ to infinity for two reasons. The first reason is which when γ is big the Hessian matrix is ill-conditioned, that will result in the unsuitability of our algorithm. Starting from small γ and gradually increase it will lead us obtain the stable solution.
For example, when 200
, it is at most 0.003, that is already not influential for our problems. As well as later on, in our experiments we will give a summarize that this approximation will not degrade the performance of our trained classifier. We run not need increase  after each conjugate gradient procedure since we should let conjugate gradient do at least several steps to fully adopt its power in finding conjugate directions; and also we do not require to wait until it converged before we change  . We set both δ as well as l to be 10 in our experiments. And each round when  is changed, conjugate gradient should be re-initialized. We use 200 conjugate gradient steps in our experiments as the stopping criteria. And we also make use of other criteria like the change of weight vector or objective value.
III. EXPERIMENTAL RESULTS
In this section, we will validate our proposed method HMM-MLR for handwritten digit recognition. The experimental steps contain the following steps: (1) data collection; (2) model the data and extract the feature; (3) train the model and perform test. The experimental procedure are summarize in the above section. This part will sequentially report the dataset, verification criterion and experimental results [15] .
A. Experimental Database
The Simenon Handwritten Digit instance used in our experiments were collected using Tactile Sal, Brescia, Italy and donated in 1994 to Simenon Research Center of Sciences of Communication, Rome, Italy, for machine learning research. 1593 handwritten digits from around 80 persons were scanned, stretched in a rectangular box 16×16 in a gray scale of 256 values. Then each pixel of each image was scaled into a binary value by a fixed threshold. Each person wrote on a paper all the digits from 0 to 9, twice. The commitment was to write the digit the first trial in the normal way (trying to write each digit accurately) as well as the second time in a fast way (with no accuracy). The best validation protocol for this database seems to be a 5×2CV, 50% Tune (Train +Test) and completely blind 50% Validation. This dataset consists of 1593 records and 256 attributes. Each record represents a handwritten digit, originally scanned with a resolution of 256 grays scale (28). Each pixel of the each original scanned image was first stretched, as well as after scaled between 0 and 1 (collocation to 0 every pixel whose value was under the value 127 of the grey scale as well as setting to 1 each pixel whose value in the grey scale was over 127). Each binary image was scaled again into a 16×16 square box (the final 256 binary attributes).
The categories described as shown in Table I . 
B. Verification Criterion
To validate the ability of our proposed HMM-MLR method for handwritten digit recognition, as well as compare with different approach, we in this paper use the following assessment criterion to assess the HMM-MLR approach for handwritten digit recognition. Specifically, we define the recognition accuracy, recognition precision, identification recall and classification true negative rate. The definitions are report in Table II. In this table, TN represents true negative; TP denotes true positive; FN represents false negative; FP denotes false positive. These evaluation standards can be directly made use of to measure two class recognition problem of handwritten digit recognition, and multiple class recognition problem of handwritten digit recognition 
C. Main Results
In the first experiment, we validate our proposed HMM-MLR approach for handwritten digit recognition, over the Semeion Handwritten Digit dataset. We employ two comprehensive criterions, accuracy and recall, for experimental verification. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The experimental procedure is show in the experiment section. The preprocessing step as well as feature extraction step is important due to their encoding discriminant information. Our proposed algorithm HMM-MLR is trained by the above approach, and some parameters of HMM-MLR are obtained using cross-validation strategy. We conduct the test for multiple rounds, where in each round we stochastically divide the database to training configure as well as test configure.
We extensively compare our proposed HMM-MLR method for handwritten digit recognition with three algorithm, HMM-KNN, HMM as well as SVM. The classification results are show in Table III as well as Fig.  2 . These experimental results indicate which: (1) our proposed method HMM-MLR outperforms all three compared methods significantly, under the distinct experimental configurations, distinct number of training example, and distinct evaluation standard. (2) Our developed method exhibit robustness against the round of experiments, and the verification criterion, which no wonder mean which our proposed algorithm could be used to a lot of tasks. The reasons are three folds. (1) The HMM-MLR has the ability to map the nonlinear data in the low dimensional space to the high dimensional space by the feature extraction, which makes the classification problem simple. (2) In comparison with empirical parameter selection approach, the selection method for parameters can adapt to the dataset. (3) The experimental procedure of our method could provide informative features and could maximize the discrimination ability. In the second experiment, we validate the ability of the proposed HMM-MLR algorithm in handwritten digit recognition, by means of comparison experiment. Two popular criterions accuracy as well as recallis adopt for evaluation. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The used database is Semeion Handwritten Digit dataset. The experimental step is show in above part. Our algorithm HMM-MLR is learnt by means of the method in above part, where some parameters of HMM-MLR are configure to defaults. The tests are run for several rounds over stochastically separate dataset.
The accuracy and recall is use as the assessment standard for the handwritten digit recognition. We do the experiment for 20 rounds as well as summarize the experimental results of partial round are in Table IV as well as Fig. 3 . As report in Table IV , using by our method to determine the parameters, HMM-MLR for handwritten digit recognition reaches the highest performance of 91.29% under the standard of accuracy, while HMM-MLR achieve the highest performance of 88.45% under the standard of recall. Moreover, the average accuracy of HMM-MLR is 88.70% that outperforms which of HMM-KNN (85.43%). The potential reasons for these results are mainly threefold. Firstly, HMM-MLR has the ability to map the nonlinear data points in the low dimensional space to the high dimensional space by HMM based feature extraction, which simplifies the classification problem. Secondly, the parameter selection can be adaptive to different dataset, in comparison with the empirical parameter selection method. Thirdly, the framework of the proposed approach is composed of a group of comprehensive procedures which sequentially maximize the identification ability. In the third experiment, we conduct experiments over Semeion Handwritten Digit dataset. The dataset includes have 1583 samples with 256 attributes, and the dataset is divided into two part, the training data set with 1400 samples and the test data set with 183 samples. This experiment verifies the ability of the proposed HMM-MLR for handwritten digit recognition, and the capability of the optimization method. The experimental scheme is summarize in the previous part of this work. It adopts a criterion approach to learn the HMM-MLR based on the database Semeion Handwritten Digit dataset. In this experiment, HMM-MLR adopts the default parameters configure by means of authors. The assessment criterions are accuracy as well as recall where Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. Here we verify our developed algorithm by comparing it with HMM over two criterions, accuracy as well as recall. The experimental results for handwritten digit recognition are summarized in Table V as well as Fig. 4 . As summarize in this table, we can see that, the values of accuracy as well as recall of our developed algorithm are much higher than that in HMM. That is to say, about 90.26-84.44% for accuracy and 87.87-86.66% for recall. We also found that, HMM-MLR is higher than HMM for 1052 JOURNAL OF MULTIMEDIA, VOL. 9, NO. 8, AUGUST 2014 distinct number of training data, over two criterions. In all experiments with different collocation, the results of our approach exhibit advantage over the HMM approach. These results can be intuitively explained. First, comparing with the traditional machine learning based methods the HMM-MLR can be well applied to the condition that the sample data is large scale, high dimension and contains a large number of heterogeneous information. Second, in comparison with the empirical parameter selection method, our method can adapt to the dataset. Third, the framework of the proposed algorithm contains a group of comprehensive procedures which sequentially maximize the performance.
IV. SUMMARY
This paper proposed a handwriting digital recognition method based on hidden Markov model and modified logistic regression. Specifically, hidden Markov model models the distribution of sequence of digital, where the digital is preprocessed and represented as a sequence of direction vector. Then, the features of handwriting digital are extracted from hidden Markov model, i.e. use the matrix of transfer state as the feature. The extracted features are then delivered to modified logistic regression for recognition. The modified logistic regression method is an extension of logistic regression by modifying its loss function which approaches to the hinge-loss of support vector machine, but keeps the global optimum solution. The proposed approach HMM-MLR has the follows three advantages: (1) the sequence of direction vector is robust to the rotation of images; (2) the extract feature is adaptive to data distribution and exploits hidden states; (3) the modified logistic regression has global optimum solution which produces robust results. The experiment results over real world database, by comparing with other popular methods validate the advantages of our proposed approach.
