Abstract. Many compiler optimization techniques depend on the ability to calculate the number of elements that satisfy certain conditions. If these conditions can be represented by linear constraints, then such problems are equivalent to counting the number of integer points in (possibly) parametric polytopes.
1. Introduction. In many program analyses and optimizations, questions starting with "how many" need to be answered, e.g., -How many memory locations are touched by a loop? [23] -How many operations are performed by a loop? [35] -How many cache lines are touched by a loop? [23] -How many array elements are accessed between two points in time? [7] -How many array elements are live at a given iteration (i, j)? [1] , [2] , [34] , [52] -How many times is a statement executed before an iteration (i, j)? [48] , [25] -How many parallel processing elements can be used when executing a loop on an FPGA? [6] , [19] , [24] , [29] -How many cache misses does a loop generate? [15] , [13] , [27] -How much memory is dynamically allocated by a piece of code? [11] -How many different array elements are accessed before element (x, y) is accessed?
[38] -How many bytes are transmitted between parallel tasks for a given parallel schedule of computation? [10] , [30] , [47] Answering these questions is often one of the cornerstones of program transformations and optimizations, such as increasing parallelism [48] , minimizing memory size [52] , [48] , estimating worst-case execution time [35] , estimating energy consumption [33] , increasing cache effectiveness [7] , high-level transformations for DSP applications [25] , and converting software loops into parallel hardware implementations [48] , [29] . Based on these program analyses, impressive program improvements have been reported, such as reducing memory size requirements in embedded systems from 262400 bytes to 257 bytes [34] , increasing execution speed by a factor of 7 on DSP applications [25] , and reducing execution time by a factor of 3.5 on a parallel-distributed NUMA machine [30] .
For many of the above analyses, the counting problem is formalized as counting the number of integer solutions to a system of linear inequalities, and the question becomes "How many integer points x ∈ Z d satisfy A x ≥ b?", where A is an integer matrix and b is an integer vector.
Furthermore, many analyses require the answer to be a function of some parameters p, so that the number of integer points in the following set must be computed:
where p is a vector of parameters, A and B are integer matrices, and c is an integer vector. P p is called a parametric polytope, when the number of points satisfying A x ≥ B p + c is finite for each value of p. Clauss and Loechner [14] showed that the number of integer points in P p can be represented by a set of quasi-polynomials, each valid on a different chamber. (These concepts will be explained in Section 2.2.) Consider, for example, the loop in Figure 1 , and assume we wish to know how many times the statement t In some analyses, the need for parameters depends on the problem instance (e.g., in the presence of symbolic loop bounds), while in other techniques, e.g., [7] , [11] , [13] , [23] , [25] , [35] , [38] , and [48] , the counting problem is intrinsically parametric. An example of an intrinsically parametric counting problem will be discussed in Example 10 in Section 5.2. It is also an example of a more general counting problem which requires some preprocessing to transform it into a system of constraints of the form (1) . A number of the program analyses cited above [1] , [2] , [7] , [10] , [13] , [15] , [29] , [30] , [33] require similar preprocessing.
Recently, new techniques have been developed for similar counting problems, but they either do not support parameters, e.g., [9] and [41] , or only to a very limited extent, e.g., LattE [18] . Clauss's method [14] , on the other hand, does handle parameters but is worst-case exponential and the only known implementation even fails to produce a solution for some class of problems [48] , [13] .
In this paper, we present a novel method of enumerating parametric polytopes, which combines the decomposition into chambers of [14] and a parametric version of the counting algorithm in [18] . In contrast to previous methods, the resulting algorithm -handles general parametric polytopes of the form (1), -always produces an answer, -computes quasi-polynomials that are only polynomially large in terms of the input size (for fixed dimensions), by using a representation for these quasi-polynomials that differs from the one used in [14] , and -computes each of these quasi-polynomials in polynomial time, when the number of variables in the inequalities is fixed.
In the next section, the basic theoretical background is presented. Barvinok's algorithm for counting the number of integer points in a polytope is discussed in Section 3. In Section 4, the application of Barvinok's algorithm to parametric polytopes as in (1) is introduced. Section 5 explains the preprocessing required to handle more general counting problems. A comparison with related work is performed in Section 6. Further details about the implementation of the algorithm are presented in Section 7. Section 8 evaluates our algorithm and compares it to Clauss's method, using a large set of systems of linear inequalities generated by several compiler analyses. Concluding remarks follow in Section 9. This paper is a revised version of [50] .
Basic Concepts.
In this section we first recall some basic polyhedral definitions. We further recall some theoretical results on polytope enumeration and introduce some new terminology.
2.1. Basic Polyhedral Definitions.
with A ∈ Z m×d and c ∈ Z m .
The dimension of a rational polyhedron P ⊂ Q d is the dimension of its affine hull. Equivalently, it is equal to the dimension d of the ambient space Q d minus the number of linearly independent (implicit) equalities in the system A x ≥ c.
where A x ≥ c is a subsystem of A x ≥ c. If P has dimension n, then the (n − 1)-dimensional faces are called facets. The 0-dimensional faces are called vertices.
By convention, the empty set ∅ is a (−1)-dimensional face of every polyhedron. Note that every vertex v of P is an extremal point of P, i.e., v is a point that cannot be expressed as a convex combination of other points in P.
DEFINITION 5.
A rational polytope is a bounded rational polyhedron. DEFINITION 6. A rational parametric polytope P p with n parameters p is a set of rational d-dimensional vectors x defined by linear inequalities on x and p
with A ∈ Z m×d , B ∈ Z m×n and c ∈ Z m , and such that for each fixed value p 0 of p, P p 0 defines a (possibly empty) rational polytope in Q d .
Ehrhart Theory
The enumerator E(P p ) of a parametric polytope P p is a function from the set of n-dimensional integer vectors Z n to the set of natural numbers N. The function value at p 0 , denoted E(P p ; p 0 ), is the number of integer points in the polytope P p 0 .
We first consider a special case of parametric polytopes P p that can be written as the convex combination of a fixed set of parametric vertices, each linearly depending on the parameters, i.e.,
Ehrhart [21] showed that the enumerator of such a set can be represented as a quasi-polynomial. Before we can define a quasi-polynomial, we need the concept of a periodic number.
The period of a quasipolynomial is the componentwise least common multiple (lcm) of the periods of its coefficients U ı .
In other words, the coefficients of a quasi-polynomial depend periodically on the variables. This definition is a natural generalization of the "classical" quasi-polynomials in a single variable [45] . Such univariate quasi-polynomials can also be seen as a list of q polynomials, with q the one-dimensional period of the quasi-polynomial. Similarly, a multivariate quasi-polynomial can be considered as an n-dimensional array of polynomials.
Since many of these polynomials share coefficients, the representation suggested by Definition 9 and used in [14] seems more appropriate than the use of a list or an array. The periodic numbers can be represented by an n-dimensional lookup-table U p such that LEMMA 1 [14] . Given a parametric polytope that can be written as a convex combination of a set of parametric vertices v j ( p) as in (5), the period in dimension i of the periodic numbers that appear in the enumerator of the polytope is a divisor of the lcm of the denominators that appear in the coefficients of p i in the affine expressions that define the vertices.
Since the periods q i are bounded only by the value of the coefficients in the input, they can be exponential in terms of the input size and so the worst-case size of a quasi-polynomial in this representation is exponential in the input size. Recall that the input size is the number of bits needed to represent the input polytope [43] . The representation as an n-dimensional array obviously shares this worst-case exponential size property. We will therefore prefer a different representation. To see that such a step-polynomial is indeed a quasi-polynomial in p, rewrite each lower integer part as
} is a periodic number with as period the denominators of a i . If the degree of such a step-polynomial is fixed and if the number of different rational affine expressions is polynomial in the input size, then so is the total size of this step-polynomial. N /2 + 1. This steppolynomial can be rewritten as 1 4 (
where {N } = 0 since we are only interested in evaluation at integer values. Clearly, 1 −
2
{N /2} is also a periodic number and equals [1, 3 4 ] N .
Loechner [36] , [14] showed that the parameter space of a general parametric polytope P p (1) can be divided into a set of chambers such that each chamber P p has a fixed set of parametric vertices that are affine combinations of the parameters. 5 In each chamber, the parametric polytope can therefore be written as (5) . Section 4.1 reviews the chamber decomposition algorithm and provides a complexity analysis. Using this decomposition, Clauss and Loechner [14] proved the following proposition. Note that this proposition generalizes the result of Sturmfels [46] , who considered the enumerators of a special case of parametric polytopes, called vector partition functions. Likewise, our chambers are a generalization of the chambers introduced in that paper. In particular, the chambers of a vector partition function are always cones. EXAMPLE 2. In the chamber 0 ≤ N ≤ M − 1 ∧ 2M ≤ N + 6, the parametric polytope in (2) has vertices (0, 0), (0, N ) and (N /2, 0). Based on the denominators, the period is 2 in the dimension of parameter N and 1 in the dimension of parameter M. Therefore, the quasi-polynomial for this chamber has the form [a, b] 
where unknowns a, . . . , l are rational numbers. After finding the correct values for a, . . . , l, the solution can be written as 1 4 N 2 + N + [1, 3 4 ] N , (6) which equals the step-polynomial
3. Barvinok's Algorithm for Enumerating Non-Parametric Polytopes. In this section we review Barvinok's method for computing the number of integer points in a polytope. This method consists of two steps. First, what is known as the generating function of a polytope is computed. In the second step, this generating function is evaluated to obtain the number of integer points in the polytope. Whenever we refer to Barvinok's algorithm we mean the algorithm as outlined by Barvinok [4] and further refined by Yoshida et al. [18] , [51] . Without loss of generality (see Section 7), we assume throughout that the polytope P ⊂ Q d is full-dimensional, i.e., that the dimension of P is d as well. Results cited from other sources have been adapted accordingly.
3.1.
The Generating Function of a Polytope. The basic idea behind Barvinok's algorithm is to consider the generating function of the integer points in a polytope P. This generating function is a formal power series with a term for each integer point in P, i.e.,
Evaluating this function at x = 1 yields the number of terms, which equals the desired number of points. The generating function is obviously not constructed by enumerating all the integer points in P, but rather as a signed sum of rational functions that can be derived from the description of P. Figure 2 . This is a slightly modified version of the polytope in [18, Example 7] . The integer points in
Barvinok's algorithm, however, will produce this function in a different form that does not require the computation of all integer points in the polytope. In particular, it will compute f (T ; x) as the following short sum of rational functions: Before describing how Barvinok constructs the generating function, we first introduce some more definitions.
DEFINITION 12. Given a polyhedron P and one of its vertices v, the vertex cone cone(P, v) of P at v is the region of Q d bounded by the constraints of P that v saturates. 6 That is, it is the region bounded by the constraints a, x ≥ b with a, v = b, where ·, · is the standard inner product.
The polytope T from Example 3 has vertices (0, 2), (2, 0), and (0, 0). The vertex cones that correspond to these vertices are
and { x | x 1 ≥ 0 ∧ x 2 ≥ 0} respectively. Note that according to Definition 11, a vertex cone cone(P, v i ) is not a cone itself, but the sum of v i and some cone K . According to Brion's theorem [12] , the generating function of P is equal to the sum of the generating functions of its vertex cones.
In the simplest case, all vertices are integer and all vertex cones are translates of unimodular cones. The generating function of a unimodular cone K i is simply
with u i j the generators of K i . (This is a natural generalization of the geometric series to multiple dimensions; see, e.g., [4] .) The generating function of the vertex cone is obtained by translating the generating function of the corresponding unimodular cone K i to the vertex v i . If v is integer, then we simply need to add v to all the exponents in the generating function, which corresponds to a multiplication by x v . Applied to the polytope T from Example 3, the generators for the respective vertex cones are (7). If some of the (translated) vertex cones are not unimodular, then the computation is more complicated. Barvinok proposed to decompose such a cone into a signed "sum" of unimodular cones {(ε i , K i )} = B(K ), with ε i ∈ {−1, 1}, the sign corresponding to unimodular cone K i . Here, "sum" can be interpreted to mean that the generating function of K is the signed sum of the generating functions of the unimodular cones (8) . A key feature of this signed decomposition is that the number of elements in B(K ) as well as the total computation time is polynomial in the input size (for fixed dimensions).
To obtain the final generating function, the generating functions corresponding to the unimodular cones K i need to be translated to the vertex v. As explained above, if v is integer, then we simply need to add v to all the exponents in the generating function. If v is not integer, however, then we need to find an integer point
Since K i is unimodular, this point exists and is uniquely defined as the integer linear combination of the generators of K i with the smallest coefficients that lies inside K i + v [18] . That is,
where λ is the rational solution to v = j λ j u i j and · is the upper integer part.
with V(P) the parametric vertices of P. For a proof of the correctness of this formula, see [4] .
EXAMPLE 4. Figure 3 shows a polytope P (shaded area) and its vertex cone (thick lines) at vertex v 1 . A possible signed unimodular decomposition for cone(P,
In the figure, v 1 = (1, 0) and v 1 = (1, 1). Since both signs are positive, we have
The integer points in v 1 + K 2 are marked by +,, whereas those in v 1 + K 1 are marked by + .
Evaluation of the Generating Function.
The previous section explained how to compute the generating function of a polytope. Note that each term of this generating function (10) has a pole at x = 1. The total sum, however, is clearly analytic at x = 1. The 
coefficients of the negative powers in the Laurent series expansion of the terms at x = 1 therefore cancel each other and the value at x = 1 is simply the sum of the coefficients of the constant term in the Laurent series of each of the terms in (10) . This computation can be simplified by first transforming the multivariate rational functions to univariate rational functions. Following Yoshida et al. [18] , [51] , we choose an integer vector µ not orthogonal to any generator and perform the variable substitution x i = (s + 1) µ i . Each (multivariate) term in (10) can then be written as the univariate EXAMPLE 5. Consider once more the polytope T from Example 3. Since each of its vertex cones is unimodular, the generating function f (T ; x) has exactly one term for each vertex. To evaluate f (T ; x) at 1 one can take µ = (1, −1) since it is not orthogonal to any generator. Substituting
, we obtain:
.
In order to obtain only positive powers in the denominators, we multiply the numerator and the denominator of each term by (s + 1) −c , with c the sum of the negative powers in the denominator. Here, c equals −3, 0, and −1 respectively. This returns f (T ; s) in the form
Using the (truncated) expansions
and
we obtain − 0 = 6.
Our Method.
In this section we explain our method for computing enumerators of parametric polytopes based on a parametric version of Barvinok's algorithm. Since Barvinok's algorithm is vertex-based, we need to be able to compute the parametric vertices before we can apply the algorithm to parametric polytopes. We further need to compute the regions known as chambers where a fixed set of parametric vertices are "active". In Section 4.1 we first review Loechner and Wilde's algorithm [39] for computing parametric vertices and Clauss and Loechner's algorithm [14] for computing chambers. We further provide a rough complexity analysis. Section 4.2 details the actual application of Barvinok's algorithm to the parametric vertices.
+ c} be a parametric polytope of dimension d with n parameters. The vertices are the 0-faces of P, i.e., each vertex is the unique element in the intersection V of P with some set
where A x ≥ B p + c is a subsystem of A x ≥ B p + c such that the dimension of this intersection is 0. That is,
where A x ≥ B p + c are the remaining inequalities of P. 
Since the number of linearly independent sets of d constraints from the original set of m constraints is at most
, the total number of parametric vertices is polynomial in the number of constraints (for fixed d) and therefore polynomial in the input size. EXAMPLE 6. Consider the following polytope:
P is a parametric polytope of dimension 2. Each of its vertices is therefore given by a 0-dimensional intersection of two of its facets. Let us compute the vertex v 1 corresponding to the facets i = 2N + 2M and i + 2 j = M + 2. v 1 is the solution of these two equalities, i.e.,
The vertex v 1 is active if it satisfies the remaining constraints {i ≥ 0 ∧ j ≥ 0}. Substituting i = 2N + 2M and j = −N − M 2 + 1 in these constraints, we obtain the polyhedron R v 1 , containing the parameter values for which the vertex v 1 is active:
Proceeding similarly on the other pairs of facets, we obtain the remaining vertices:
These vertices are active for the parameter values that belong to the polyhedra R v 2 , R v 3 , R v 4 , and R v 5 , respectively, with
• v4
• v1
• v2 • v3 Figure 4 shows the polyhedron P and its vertices when N = 0 and M = 1. Note that v 3 is not active here since (0, 1) ∈ R v 3 . Figure 5 shows the regions in the parameter space where the respective vertices are active. The point (0, 1) in this figure corresponds to the configuration in Figure 4 .
The regions in the parameter space Q n with a fixed set of parametric vertices, i.e., the chambers, form the elements of a subdivision of (part of) the parameter space. Any intersection of two elements of a subdivision is also part of the subdivision. We are only interested in the full-dimensional chambers here, i.e., those of dimension n.
Clauss
If any of the set differences is empty, the corresponding pair is discarded. Note that some of the intermediate regions may not be polyhedra but rather unions of polyhedra. EXAMPLE 7. Let us calculate the chambers of the polytope P from the previous example. The initial list is simply
Since R v 2 = R 1 and R 1 \R 1 is obviously empty, the first iteration yields
As R v 3 = R 2 and dim(R 1 ∩ R 2 ) < 2, the next iteration simply adds the pair (R 2 , { v 3 }).
The third iteration yields
There are no additional pairs since all the set differences are empty. The final step is similar to the third and so the final result consists of two chambers C 1 = R 1 and C 2 = R 2 , with corresponding sets of active vertices V C 1 and V C 2 :
The size of the chamber decomposition is polynomial in the input size (for fixed dimension) and can be computed in polynomial time.
SKETCH OF PROOF. Consider the hyperplanes in the parameter space formed by the affine hulls of the (n − 1)-dimensional intersections of pairs of chambers. These k hyperplanes divide the parameter space into a number of cells that is bounded by a polynomial in k (for fixed dimensions) [20] . Since (part of) these cells form a subdivision of the chambers and since the k hyperplanes correspond to the projections of the generic (n −1)-dimensional faces of ( x, p) ∈ Q d+n | A x ≥ B p + c onto the parameter space, which are themselves bounded in number by a polynomial in the input size (for fixed dimensions), the number of chambers and hence also the total size is polynomial in the input size (for fixed dimensions).
The number of iterations in Clauss and Loechner's algorithm is equal to the (polynomial) number of parametric vertices. In each iteration a number of operations is performed that is proportional to the length of the list of pairs of regions and vertices. This length never decreases and its final (maximal) value is equal to the (polynomial) number of chambers. The total run time is therefore polynomial in the input size.
Computing
Step-Polynomials. Algorithm 1 shows our application of Barvinok's method to parametric polytopes. The main idea behind this generalization is to consider Clauss and Loechner's decomposition of the parameter space and to apply Barvinok's algorithm to the fixed set of (parametric) vertices that belong to each chamber. Thus, one parametric generating function is to be computed for each of these chambers. The constant term of each generating function will be a step-polynomial.
The generating function for the parametric polytope P p on chamber C is the parametric version of (10):
with v( p) a parametric vertex of the polytope P p , where each coordinate of v( p) is an affine function of the parameters. B(K ) = {(ε i , K i )}, with ε i ∈ {−1, 1} and K i a unimodular cone, is the signed unimodular decomposition of cone K v , the translation to the origin of the vertex cone at v( p). The vertex cone is again defined by the constraints that v( p) saturates, i.e., the constraints a, x ≥ b, p + c such that a, v( p) = b, p + c. The correctness of (15) follows from the fact that the denominators of the rational functions f (K i ; x) (8) only depend on the elements of the vectors a of these constraints [4, page 106] and are therefore independent of the parameters. The exponent in the numerators of (15), which corresponds to the uniquely defined point inside the translated unimodular cone, is given by the parametric version of (9):
where the λ j ( p)s are rational affine functions of the parameters that solve
As in the non-parametric case, we can obtain the value of the parametric generating function (15) at x = 1 by computing the appropriate coefficients in the Laurent series of each term. Again, the variable substitution proposed by Yoshida [18] is independent of the numerator and hence of the parameters. Substituting (16) in (11), we obtain
with ( p) a degree-1 step-polynomial, i.e., a rational linear combination of the lower integer parts of rational affine expressions in the parameters. The coefficients of N p (s) up to that of s d (i.e., those required to compute the coefficient of
Each coefficient n i ( p) in the above formula is given by a product of at most d degree-1 step-polynomials. This implies that each of these coefficients is a degree-d steppolynomial, i.e., it is a quasi-polynomial of degree d (Lemma 2). Since the coefficient of
is a linear combination of these n i ( p), it conforms to the same property and so does the signed sum of all these terms. That is, the value of (15) at x = 1, which is equal to the parametric number of points in P p , is a quasi-polynomial E C (P; p) = f C (P p ; 1), as expected.
EXAMPLE 8. Consider the polytope
This is a parametric version of the polytope in Examples 3 and 5 where p was set to 4. This polytope has a single chamber p ≥ 0 with parametric vertices (0, 0), ( 
As in Example 5, we take µ = (1, −1), a vector not orthogonal to any of the generators. The exponent of (s + 1) in (17) is
where c = −3 as in (13) . The other vertices are handled similarly and we obtain
where we simplified the denominators that we already calculated in (13) . To evaluate f (P; 0), we calculate the coefficient of s 2 in
The second term does not contribute to s 2 . The terms in the numerator of the first term can be expanded according to (18) as
while the denominator is given in (14) . The coefficient of s 2 in (19) is therefore
Note that in contrast to Clauss's method (see Section 6.2.1) our algorithm computes a quasi-polynomial for any chamber, no matter its size or shape. Furthermore, each quasipolynomial is calculated analytically, which enables us to avoid the use of exponentially sized lookup-tables to represent periodic numbers (see Section 6.2.2). Since Barvinok's decomposition is polynomial in the input size [3] and since the number of parametric vertices is also polynomial (for fixed dimensions) [39] , the number of distinct affine expressions that appear in the final step-polynomial for any given chamber, i.e., those that originate from expressions (16) , is polynomial in the input size. Since the degree of this final polynomial is fixed, its total size is polynomial in the input size (for fixed dimension). According to Lemma 3, the size of the chamber decomposition is also polynomial and we have the following proposition: PROPOSITION 2. The size of the enumerator of a parametric polytope is polynomial in the size of the parametric polytope (for fixed dimension) and it can be computed in polynomial time.
Extensions.
Our method proves to be useful to help solving two further counting problems. The first is counting the number of points in a parametric system of inequalities with existential variables, the second is counting the number of solutions to parametric Presburger formulas. Both of these counting problems can be preprocessed (albeit in exponential time, even for fixed dimensions), to generate counting problems of the form (1), which the presented algorithm solves in polynomial time for fixed dimensions.
Existential Variables.
The general form of the counting problems with existential variables is
Such a counting problem can be handled by preprocessing the input with PIP [22] to obtain a union of disjoint rational polyhedra that is such that the total number of integer points in these sets is equal to the number of elements in the original set [10] , [49] . This preprocessing therefore reduces the counting problem to a set of subproblems of the form (1) and the resulting enumerators can simply be summed to obtain the enumerator of the original set. Counting problems of this type occur in the program analyses described in [1] , [2] , [10] , [15] , [29] , and [30] . Figure 1 . The different array elements that are accessed by the complete execution of the loop is given by the following set:
EXAMPLE 9. Consider array reference A[i+j] in
Parametrically counting the number of elements in this set gives the number of different array elements accessed by the loop, and our implementation gives the following answer:
Presburger Formulas.
Presburger formulas consist of linear inequalities of integer variables, combined by existential and universal quantifiers, disjunction, conjunction, and negation (∃, ∀, ∨, ∧, ¬). The number of solutions to parametric Presburger formulas can be counted by using the Omega calculator [32] to transform them into a disjoint union of sets of the form that appears in (20) . Note that like the preprocessing step using PIP, this preprocessing step is worst-case exponential, even for fixed dimensions. Counting the number of integer solutions to parametric Presburger formulas is required in the analyses described in [7] , [13] , and [33] .
EXAMPLE 10. The forward reuse distance of a memory access to a memory location l is the number of different memory locations referenced until the next access to l. The different memory locations between a use and the next reuse of A[i+j] in Figure 1 can be expressed by the following Presburger formula [7] :
By counting the number of integer values of x, and considering i, j, M, and N as parameters, the forward reuse distance is computed for each execution of A[i+j] at iteration (i, j). Our implementation gives the following answer:
This counting problem is inherently parametric, since it requires an answer in function of the loop variables i and j. In other words, even if N and M were fixed, a parametric counting problem would result.
6. Related Work. Two methods are often cited for counting the number of points in a parametric polytope: Pugh (1994) [42] and Clauss and Loechner (1998) [14] .
Pugh's Method.
The technique of Pugh consists of a set of simplification and rewrite rules and the application of a set of standard summation formulas for some base cases. In contrast to our technique and that of Claus and Loechner, no implementation of his technique appears to be publicly available. Furthermore, the description of the method in [42] fails to indicate which rewrite rules to use when several are applicable. We are therefore unable to systematically compare our results to those that would or would not be obtained using that method. Application by hand on the example in Figure 6 shows that any implementation would produce exponentially large solutions in the worst case, even for fixed dimensions.
Clauss's Method.
As already explained in the previous section, our technique and Clauss's method share the decomposition into chambers, but whereas the latter can produce exponentially sized quasi-polynomials or sometimes no quasi-polynomial at all, our technique always produces polynomially sized quasi-polynomials in polynomial time (for fixed dimensions).
Interpolation and degenerate domains.
Based on the knowledge of the structure of the solution (Proposition 1), Clauss and Loechner [14] calculate the number of points in a set of instances of P p for fixed values of p in a given chamber, called initial countings,
for(i=1;1000*i<=N;i++) for(j=1;1000*j<=N;j++) S1;
(a) How many times does S1 execute? and then calculate the quasi-polynomial for this chamber through interpolation. During this calculation, they directly determine the elements in the lookup-tables representing the periodic numbers. To interpolate a d-dimensional quasi-polynomial with periods q i , their algorithm requires
Since the implementation is based on repeated Vandermonde interpolation, it searches for fixed parameter values located in a hyperrectangle. However, it is not always possible to find a hyperrectangle of the correct size that is completely inside a given chamber.
For example, consider the chamber N ≤ M ≤ N + 3 ∧ N ≤ 2M − 7 from the polytope in (2). This chamber is geometrically represented with • in Figure 7 . For this chamber, the period in both dimensions is 1, and the implementation of Clauss's method in PolyLib [37] searches for a solution of the following form:
To find the nine unknown values, Clauss's method looks for a 3 × 3 rectangle in the chamber for which it can compute initial countings. As is clear from Figure 7 , however, no such rectangle can be found and the method fails to compute the solution. The chambers where this problem occurs are known as degenerate domains. This problem could in principle be solved by considering other interpolation techniques or by adding an extra parameter [40] . 8 
Large solution size.
Since the periods q i are bounded only by the value of the coefficients in the input, they can be exponential in terms of the input size and so the worstcase computation time for the quasi-polynomial of a single chamber is exponential even for fixed dimension. Since Clauss's method is based on the lookup-table representation of periodic numbers, the output size is also exponential in the input size.
Consider, for example, the program in Figure 8 (matrix multiplication). Suppose we want to count the number of distinct Translation Lookaside Buffer (TLB) pages accessed between two consecutive accesses to the same TLB page. This count is an indication of the number of TLB page misses that can be expected and is called the reuse distance [7] .
For simplicity, we will assume that A • (i, j, k) (i, j, k + 1, . . . , 199) (• on the figure) and iterations (i, j + 1, 0, . . . , k − 1) ( on the figure) . The set of TLB pages accessed by the •-iterations can be described as
where i, j, and k are parameters. Assuming page size L = 4096, this can be written as a set of linear constraints:
and further simplified to (e.g., using Omega [32] )
We obtain a similar expression S 2 for the -iterations. The total count of TLB pages is #(S 1 ∪ S 2 ) = #S 1 + #(S 2 \S 1 ). Concentrating on S1, we see that it is a one-dimensional polytope and using PolyLib we can find out that its vertices are Since the dimension of this polytope is d = 1 and the periods are q i = 1024, q j = 1, and q k = 128, the interpolation method requires 2 3 · 1024 · 128 initial countings. If we assume we need two bytes to represent a value, then we need up to 256 KiB just to store a single periodic number in the output. Using our own technique, we obtain the following equivalent, but much shorter, solution in polynomial time (for fixed dimensions):
Although the degeneracy problem can be solved in principle, the problem of a worst-case exponentially sized output is intrinsic to this approach. A number of the proposed compiler methods [7] , [25] , [38] , [48] hard-code the resulting quasi-polynomial in the program they are optimizing. For these optimizations, large quasi-polynomials result in large binaries, making the optimizations less interesting, especially in an embedded systems context. Using our method, the size of the resulting quasi-polynomials does not grow exponentially.
6.3. Other Techniques. Although LattE initially only counted the number of points in non-parametric polytopes, it has been extended to handle some form of parametric polytopes by what the authors call the homogenized Barvinok algorithm [16] . They only support a single parameter p, however. In particular, they only consider dilations p P of a non-parametric polytope P by a factor p. This means that all the vertices (see (5) ) are of the form p v and they do not need to consider chambers, since the limited set of problems they handle always have a single fixed chamber. The quasi-polynomials that correspond to these enumeration problems are called Ehrhart quasi-polynomials. Rather than computing the Ehrhart quasi-polynomials, however, they compute Ehrhart series, which are formal power series closely related to Ehrhart quasi-polynomials and which seem to be more appropriate for their application domain. The main difference is that in an Ehrhart series c p t p , the number of points c p in the dilatation p P is equal to the coefficient of the term t p . Beck [5] describes a general technique for computing vector partition functions. In principle, the enumeration of any parametric polytope can be computed as the vector partition function of a higher-dimensional problem. He does not provide a complexity analysis, but his technique is based on partial fractions, and standard techniques for computing partial fractions [31] are exponential, even for fixed dimensions.
Recently some advances have been made toward automata-based counting [9] , [41] . Although these techniques handle a larger class of problems (solutions to Presburger formulas), they do not support symbolic parameters. Preliminary experiments have shown that in the intersection of the application domains, i.e., for non-parametric polytopes, our method is as fast or faster (up to a factor 100 in some exceptional cases) than Parker's, except for polytopes with a large number (say thousands) of vertices. For such polytopes, the homogenized Barvinok algorithm as implemented by LattE would be more appropriate. 9 7. Implementation Details. In Section 4 we assumed that P is full-dimensional. If P is not full-dimensional, then we transform it into another polytope that has the same number of points but is embedded in a lower-dimensional space. In particular, the ambient space of the transformed polytope has the same dimension as P and so the transformed polytope is full-dimensional. If P is of dimension d − l, with l ≥ 1, then its description contains an equality a, x = b, p + c. Let a = a/g, with g the greatest common divisor (gcd) of the elements in a. a T can be extended to a unimodular matrix U [8] . 10 Let P = U P. Since U and U −1 are unimodular, there is a one-to-one correspondence between the integer points in P and those in P and so the number of points in both polytopes is the same, i.e., E(P ) = E(P). Furthermore, the first coordinate x 1 of P is independent of the other coordinates since gx 1 = g a , x = b, p + c by construction of U and so P is the product of P = {( b, p + c)/g} and some P 1 ∈ Q d−1 . Therefore we can factor P and compute the number of points in P as the product of those in P and P 1 , i.e., E(P) = E(P ) = E(P ) · E(P 1 ). The number of integer points in P is zero or one depending on the parameters and this number can be represented by a periodic number. Repeating the above l times yields a P l ∈ Q d−l of full dimension. Even if P is full-dimensional, then we may in some cases still be able to write it as a product of two or more sets [28] . Since the dimension of each set is smaller than that of P, we can greatly reduce the computation time by calculating the number of points in each factor separately and multiplying the results afterward. Note that we also need to "multiply" the chambers, i.e., the chambers of the product are the common refinement of the corresponding chambers in the factors. Furthermore, if P or one of its factors is one-dimensional, then it has two vertices l( p) ≤ u( p) and we simply calculate u( p) − l( p) + 1 (again a periodic number) in each chamber rather than using the algorithm of Section 4.
We can also apply factorization if P itself does not factor but instead some unimodular transformation of P. Again, such a unimodular transformation does not affect the number of integer points. To see which unimodular transformation we should apply, we first need to explain how we can detect the factors of a polytope. If we can group the elements of x into two subsets x and x such that none of the inequalities defining P have non-zero coefficients for elements of both subsets, then we can factor P along these two subsets. We can maximize the number of disjoint such groups by computing the Hermite normal form of a full row rank
The Hermite normal form H of a full row rank (square) matrix A is the unique lowertriangular, nonnegative matrix with each element of the diagonal strictly larger than the other elements of the same row and such that H = A U for some unimodular matrix U . Note that we can indeed find a full row rank subsystem since otherwise P would contain a line. The Hermite normal form maintains the decomposability into subgroups since we can also compute this form for each of the blocks in the block matrix A separately and obtain the same (unique) normal form for the whole matrix. Applying the same unimodular transformation to the remaining rows of A, we see that the groups of columns remain disjoint. No other unimodular transformation can therefore result in more disjoint groups.
Our procedure for calculating Barvinok's unimodular cone decomposition is an independent reimplementation of the corresponding procedure in LattE [17] as described in [18] . Like LattE, we use Shoup's implementation [44] of Lenstra, Lenstra, and Lovasz' basis reduction algorithm and GMP [26] for computing in exact long integer arithmetic. Unlike LattE, however, we use PolyLib [37] for performing polyhedral operations, since this allows us to reuse the procedures for subdividing the parameter space into chambers [39] . The disadvantage of using PolyLib is that it incurs a speed penalty by insisting on maintaining the dual representation for all polytopes and by its non-optimal use of the GMP library. 8. Experiments. Our experiments were performed on an otherwise idle 2.66 GHz Pentium4 machine running Linux using version 0.13 of our own barvinok library and version 5.21.0 of PolyLib. 12 The latter implements Clauss's method and, as explained in the previous section, is also used by our implementation for performing polyhedral operations. Furthermore, our implementation uses the same data structures to store polynomials. The only difference is in the representation of periodic numbers. Quasi-polynomials are stored by first rewriting each lower integer part as the difference of the affine expression and its fractional part. Polynomials of these fractional parts then form the periodic numbers. The size measure corresponds to the total memory size allocated to store the result. Note that the granularity is 4 bytes, since the experiments were performed on a 32-bits machine.
During the past years, a number of researchers have observed degeneracy problems in Clauss's method while they were trying to count the number of points in the polytopes generated by their compiler analyses. Thanks to their collaboration, we have collected polytopes resulting from cache miss equations [27] , exact analysis of cache behavior [13] , converting software to hardware implementations [48] , and computing reuse distance equations [7] , as well as some as yet unpublished compiler analyses. For all these polytopes on which the implementation of Clauss's method in PolyLib version 5.21.0 fails, our method successfully computes the solution. Our implementation and a set of such polytopes are available from http://freshmeat.net/projects/ barvinok/.
Furthermore, we made a more extensive evaluation by comparing the results, the computation time, and the size of the solution for parametric polytopes resulting from the following three analyses:
-Computation of reuse distances [7] . The reuse distance of a memory access to an array element a is the number of different array elements that are fetched since the previous access to a. First, the array elements accessed between use and reuse are represented by a Presburger formula and converted to a union of parametric polytopes using Omega [32] . Then, the reuse distance is computed by symbolically counting the number of integer points in the polytopes. In our experiments, none of these polytopes have periodic behavior and therefore their period is always 1. The solution size is then polynomial for both fractional parts and table representation of periodic numbers. However, Table 1 shows that for four out of the seven programs for which reuse distances are calculated, Clauss's method fails to compute the reuse distance, due to degenerate domains. Thanks to our method, the reuse distance can be calculated for all programs, which makes calculation of reuse distances practical and potentially useful to implement in industrial compilers. Furthermore, Table 1 shows that the computation times are reasonable and, compared with Clauss's method, our method is about twice as fast for this set of polytopes. For 99% of these polytopes, there is only a single chamber. The remaining 1% have two to four chambers. The dimension d of these polytopes is 1 or 2, whereas the number of parameters ranges between two and seven. -Computation of reuse distances over cache lines. The basic idea is the same as the one behind the previous experiment, except that the reuse distance is measured between successive accesses to the same cache line instead of the same array element. The resulting Presburger formulas are more complicated in this case and after simplification by Omega, the resulting sets may still contain existentially quantified variables. These variables can be removed using a technique proposed by Boulet and Redon [10] based on parametric integer programming [22] . A direct application of this technique results in parametric polytopes with at least as many equalities as there are existential variables. Since the implementation of Clauss's method does not appear to exploit these equalities, we report on experiments on both the original and preprocessed versions with the equalities removed. From a total of 18,951 polytopes, 907 had a computation time of more than 0.1 s. The implementation of Clauss's method failed to produce a complete result for 190 of these polytopes, due to "degenerate domains." The ratio of the execution times for the remaining polytopes is shown for the "raw" polytopes on the left and for the polytope with equalities removed on the right ( Figure 9 ). The horizontal axis identifies the individual polytopes. For 17 polytopes on the left and 8 polytopes on the right, the computation with Clauss's method exceeds 10 min. The "ratio" for these polytopes is fixed to 100000 on the figures. For 76% of these polytopes, there is only a single chamber. The remaining 24% have two to eight chambers. The total dimension d + n of these polytopes ranges between 0 and 7 (after removal of equalities), whereas the number of parameters n ranges between 1 and 3. For more information on this experiment, we refer to [49] . -Computation of the number of cache lines and the number of memory pages accessed by a reference in a given execution of a loop nest [23] . In contrast to the polytopes resulting from the first experiment, some of these polytopes do have large periods. In Figure 10 the calculation time is plotted in function of the periodic behavior. In Figure 11 the size of the solution is shown as a function of the period of the solution. Remember that the period itself is exponential in the input size, even for fixed dimensions. Figure 10 shows that the computation time increases sharply with the period for Clauss's method. On the other hand, the computation time of our method is always less than 1 sec, irrespective of the period. In comparison, the computation time using Clauss's method increases to more than 3 hours for one polytope. Figure 11 shows that the size of the solution using Clauss's method can increase to more than Clauss's method our method 32 MiB, whereas our method always produces solution sizes smaller than 9 KiB. For 99% of these polytopes, there is only a single chamber. The remaining 1% have two chambers. The dimension d of these polytopes is 1 or 2, whereas the number of parameters ranges between 0 and 3.
9. Conclusion and Future Work. Many compiler analyses and optimizations require the computation of the number of integer solutions to parametric systems of linear inequalities. This count can be represented by a set of quasi-polynomials, each valid in part of the parameter space. We have presented a new method, based on Barvinok's decomposition, for constructing these quasi-polynomials analytically, resulting in the first implementation that handles all parametric polytopes of the form (1). By further using an alternative representation using lower integer parts, we compute polynomially sized quasi-polynomials-crucial for compiler optimizations that encode the quasipolynomial in the resulting optimized program-in polynomial time, making a whole class of existing optimization techniques practically usable. Our quasi-polynomials, though polynomially sized (for fixed dimensions), can in some cases still be relatively large. Further research into simplification of step-polynomials beyond what is applied already may reduce their size even further. Although Presburger formulas can in principle be handled by first converting to disjoint disjunctive normal form using Omega and then removing the existential variables that may remain using PIP, both of these preprocessing techniques are worst-case exponential, even for fixed dimension. We therefore plan to extend our technique to counting the number of points in integer projections of parametric polytopes in polynomial time.
