Two-dimensional nonlinear, polyharmonic systems of the type
Introduction and the main result
1.1. During the last two decades, the problems of existence of positive entire solutions for harmonic and polyharmonic equations have been studied intensively by many authors, see, e.g., [1] [2] [3] [4] [5] [6] and references therein. Recently, much attention was also paid to the problems of harmonic and polyharmonic systems, see, e.g., [7] [8] [9] [10] and references therein. Now, inspired by [6, 7] , we investigate the existence of radial positive entire solutions (RPEsolutions in brief) for the following nonlinear, polyharmonic systems of the type: n u 1 (p 1 −1) * = f 1 |x|, u 1 , u 2 , |∇u 1 |, |∇u 2 | , n u 2 (p 2 −1) * = f 2 |x|, u 1 , u 2 , |∇u 1 |, |∇u 2 | , x ∈ R 2 ,
E-mail address: wujiongqi@263.net. where p j > 1 is a constant, ξ θ * := |ξ | θ · sgn ξ for ξ ∈ R and θ > 0; n ∈ N, x = (x 1 , x 2 ) ∈ R 2 , |x| = (x 2 1 + x 2 2 ) 1/2 ; ∇ is the gradient operator, is Laplace operator, and f j : R + × R 2 + × R 2 + → R + is a continuous function for j = 1, 2 with R := (−∞, +∞), R + := (0, +∞), R + := [0, +∞). At the same time, we make a deeper study on the asymptotic behaviors of the solutions.
It is well known that the p-harmonic operator (| u| p−2 u) is a special case of that in (1), in particular, it is an ordinary biharmonic operator when p = 2. Thus, our results can be considered as a development of the work of [2] [3] [4] [5] [6] [7] [8] .
1.2.
A function u : R 2 → R is said to be radial, if there exists some function y : R + → R such that u(x) = y(|x|), x ∈ R 2 . A pair of functions (u 1 , u 2 ) is said to be an RPE-solutions of (1) if u j is radial and satisfying (1) with u j (x) > 0 for all x ∈ R 2 and j = 1, 2.
Consider the polar form of Laplace operator L = L 1
Then a pair of radial functions (u 1 , u 2 ) with u 1 (x) = y 1 (|x|), u(x) = y 2 (|x|) is an RPE-solution when and only when y j ∈ C 2n+2 ( R + ), (L n y j ) (p j −1) * ∈ C 2 ( R + ) and the following system of ordinary differential equations is satisfied:
with the initial conditions
here and hereafter we set (Lz)(0) := lim t→0+ (Lz)(t) for any function z ∈ C 2 ( R + ). For a simpler statement, from now on we denote θ j := p j − 1 > 0, η j := θ −1 j , and use the following auxiliary functions defined on R + :
1.3. The following are some hypotheses for the function f j in system (1) to satisfy for j = 1, 2: 
where
A further discussion and example are given in Section 4.
Lemmas
The following operator plays an important role in many authors' papers [2, 4, 6] as well in our proofs:
It is not difficult to verify that Φ is linear and increasing
, and satisfies
For a fixed p > 1, set θ := p − 1, η := θ −1 , define an operator Φ n p on C( R + ) for any n ∈ N ∪ {0} as follows:
with
i.e., for any h ∈ C( R + ), u := (Φ n p h)(|x|) is an entire solution of the equation
Lemma 1. (See [4,6].) If h ∈ C( R + ), h(t) 0, and satisfies
then we have
The following Lemma 3 and Proposition 7 are a development of the relative lemmas of [4, 6] .
Lemma 3. If h ∈ C( R + ), h(t) 0, and satisfies (13), then we have
for m ∈ N ∪ {0}, where 
To evaluate Φ(k 2m−2 l η ), we suppose at first 0 < t e. Then 1 k(t) e, l(t) = 1 and 
Proof. At first, we assume A 0 < ∞. For n = 1, using L'Hospital rule, we have
For a general integer n 2, by induction, suppose there exists a constant α n−1 > 0 satisfying
Again using L'Hospital rule, we obtain
where α n := 
Proof. Suppose t ∈ [0, b], since s log(t/s) t/e when 0 < s t, we have

Φh m (t) − Φh(t) =
Proof. Since u 1 and u 2 are symmetric, we may prove the conclusion for u 1 only. Set w(x) := ( n u(x)) θ * with u = u 1 , θ = θ 1 and η = η 1 . By (1) and (H1) we have
This means that w is subharmonic in R 2 , then from Liouville theorem [12] follows that 
Set t := |x|, v(t) = u(|x|).
With (4) we rewrite the above inequality as L n v (t) c 0 log |t| η , t t 0 > 1.
Integrating both sides on [t 0 , t] (t > t 0 ), we have
Integrating both sides on
where 
where c 2 = 1 8 c 1 . By induction we obtain that for any i (1 i n), there exist constants
In particular, there exist constants c 2n > 0, c 2n−1 > 0 and t 2n > t 2n−1 > 1 such that
The last inequality means (16) is valid and (17) follows from the last second inequality by using L'Hospital rule. 2
Proof of Theorem 1
Proof of Theorem 1. Since the proof under hypotheses {(H1), (H2A), (H3) and (H5A)} and that under {(H1), (H2A), (H4) and (H5A)} are similar, we may only consider the case that {(H1), (H2A), (H3) and (H5A)} are valid. Then, by (H5A) there exists a constant c > 0 such that
On the other hand, by (H3) and (H2A) we have
ca j (t), ca(t), cb j (t), cb(t)
for all ξ c and
Then from (18) and Lebesgue dominate theorem follows
Hence there exists a positive number ξ 0 c such that
where M = C n 1 is the constant in Lemma 3. Thus we have
Fix such ξ and set
Consider the ordinary topology in C 1 ( R + ) × C 1 ( R + ), i.e., the convergence of a sequence {(y m1 , y m2 )} ⊂ C 1 ( R + ) × C 1 ( R + ) to some (y 1 , y 2 ) ∈ C 1 ( R + ) × C 1 ( R + ) as m → ∞ means that {y mj } and {y mj } converge uniformly to y j and y j on each compact interval of R + respectively for j = 1, 2. It is easy to verify that Y is a closed and convex subset of
Define a mapping T on Y : y = (y 1 , y 2 ) → T y := (y 1T , y 2T ) with
where g j,y := f j (t, y 1 (t), y 2 (t), y 1 (t), y 2 (t)) for j = 1, 2. By (9) and (11) we see that T y ∈
Furthermore, T and Y have the following properties (I)-(III), which will allow us to use the fixed point theorem. The proofs of Theorems 2 and 3 are similar to that of Theorem 1, only some modifications are needed. Hence we omit them.
4.2.
It is easy to see from the proof of Theorem 1 that the restriction on the monotonicity interval in (H3) may be a little relaxed, i.e., (H3) in Theorems 1-3 can be replaced by the following: 
4.3.
Example. Discuss the existence of the RPE-solution to the following system: where θ 1 > 0, θ 2 > 0; ε > 0, δ > 0.
