Abstract. Searching on the Internet has grown in importance over the last few years, as huge amount of information is invariably accumulated on the Web. The problem involves locating the desired information and corresponding URLs on the WWW. With billions of webpages in existence today, it is important to develop efficient means of locating the relevant webpages on a given topic. A single topic may have thousands of relevant pages of varying popularity. Top -k document retrieval systems identifies the top -k ranked webpages pertaining to a given topic. In this paper, we propose an efficient top-k document retrieval method (TkRSAGA), that works on the existing search engines using the combination of Simulated Annealing and Genetic Algorithms. The Simulated Annealing is used as an optimized search technique in locating the top-k relevant webpages, while Genetic Algorithms helps in faster convergence via parallelism. Simulations were conducted on real datasets and the results indicate that TkRSAGA outperforms the existing algorithms.
Introduction
Data mining and web mining are emerging areas of immense interest for the research community. These two fields deal with knowledge discovery on the Internet. Extensive work is being carried out to improve the efficiency of existing algorithms and to devise new and innovative methods of mining the Web. Such efforts have direct consequences on e-commerce and Internet business models.
The Internet can be considered as a huge database of documents, which is dynamic in nature and results in an ever-changing chaotic structure. Search engines are the only available interface between the user and the web. It allows the user to locate the relevant documents in the WWW. A huge number of webpages may exist on any given topic in the order of 10 4 to 10 6 . It becomes tedious for the user to sift through all the web pages found by the search engine to locate the documents of interest to the user.
The problem of page ranking is common to many web-related activities. The basic goal of ranking is, providing relevant documents on a given search topic. Top -k selection queries are being increasingly used for ranking. In top -k querying, the user specifies target values for certain attributes and does not expect exact matches to these values in return. Instead a ranked list of top -k objects that best match the attribute values are returned [5] .
Simulated Annealing (SA) is a powerful stochastic search method applicable to problems for which little prior knowledge is available. It can produce high quality solutions for hard optimization problems. The basic concept of SA comes from condensed matter physics. In this technique, the system (solid) is first heated to a high temperature and then cooled slowly. The system will settle in a minimum energy state if the cooling point of the system is sufficiently slow. This process can be simulated on a computer. At each step of the simulation, a new state of the system is generated from the current state giving a random displacement to a randomly selected particle. The new generated state will be accepted as the current state, if the energy of the new state is not greater than that of the current state. If not, it will be accepted with the probability, e (−(Enew−state−Ecurrent−state)/T ) , where E is the energy of the system and T is the temperature. This step can be repeated with a slow decrease of temperature to find a minimum energy state [1] [3] [4] . Another tested soft computing approach is Genetic Algorithms (GA), which works on the concept of evolution. Every species evolves in a direction suited for its environment. The knowledge they gain in this evolution is embedded in their chromosomal structure. The changes in chromosomes will cause changes in the next generation. The changes occur due to mutation and crossover. Crossover means the exchange of parts of genetic information between parents to produce the new generation. Mutation makes it possible for chromosomes to get a structure which is more suitable for the environment.
A combination of SA and GA is appropriate to the problems that place a premium on efficiency of execution, i.e., faster runtimes. This is an important consideration in any web-based problem as speed is of the utmost importance. The SA and GA techniques can be combined in various forms. GA can be applied before or after or even during the annealing process of the system under consideration [2] .
Any page ranking algorithm has to be applied online and should be fast and accurate. The existing page ranking algorithms, though they give complete results, returns an enormous number of webpages resulting in lower efficiency. The use of soft computing approaches can give near optimal solutions, which are better than existing algorithms. In this paper, we combine Simulated Annealing with Genetic Algorithms to devise an efficient search technique. The Simulated Annealing is used because of its ability to handle complex functions and Genetic Algorithms is used to choose between the set of points in the intermediate states of Simulated Annealing, so as to eliminate the points that do not satisfy the fitness function. We thus achieve more accurate results with fewer runs of SA.
Problem Definition
Given a query to a search engine, returns a large number of web documents in terms of URLs (Uniform Resource Locators). Each webpage is characterized by the number of hits(the number of times a URL has been accessed by past users), number of referrer pages(incoming links), number of referred pages(out going links) and the number of occurances of the specified keywords of the given query. Let E be the dataset containing the set of URLs and their corresponding characterstics, i. Our objective is to find the top -k relevant web documents from the dataset E using combination of Simulated Annealing and Genetic Algorithms.
System Architecture
This section deals with the various modules involved in the system. The first step is to submit a query to a commonly used search engine. The query is a string or collection of strings that represent a set of keywords for a particular topic in which the search is being performed. Each string in the query is separated by a space or a special symbol. The query is represented as a set, S = {s 1 , s 2 , s 3 , ...s n }, s k is the k th string in the query. The query is submitted to the search engine. Once the search engine completes the search process, it will return a set of n unique web documents (URLs). It can be represented as the set, E = {U m , S m } where 1 ≤ m ≤ n. U m is the actual address of m th URL in the result and S m is the function on URL U m . The resulting URLs are categorized by their characterstic function S m to ease the retrieval process. Once the search engine returns n URLs, an objective function over S will be generated using harmonic analysis. The algorithm TkRSAGA is executed on the objective function f(x) and outputs the top -k ranked URLs. 
Algorithm TkRSAGA

Top -k Document Retrieval using Simulated Annealing and Genetic Algorithms:
Step 1: Preprocessing: Submit a query to an existing search engine like Google. The search engine returns a list of n URLs (webpages) of relevance to the topic. Each entry E, in the list of returned URLs must be composed of two entries {U,S}. Thus E = {U, S}, where U is the actual URL and S is the function over the corresponding to URL U and is denoted as { (U 1 , S 1 ), (U 2 , S 2 ) , ...(U n , S n )}.
Step 2: Harmonic Analysis: Let the output of Step 1 be denoted as {(n 1 , s 1 ),  (n 2 , s 2 ) , ...(n n , s n )}, where n m is the m th URL and s m is the function over m th URL and the objective function over these n points can be generated using the formula
Step 3: Performing Search: 
until k states remain. End Let the initial states α 0 , α 1 , ...α n−1 be a randomly chosen set of points from the objective function f (α), where 0 ≤ α i ≤ 2π. The points α i are chosen on the x -axis at evenly spaced intervals. However, the actual initial states are computed usng the objective function f(x). The Simulated Annealing technique cools the system uniformly and slowly from a higher initial temperature T 0 to a lower final temperature T k (T 0 > T k ). In the next iteration, a random state is generated by the function generate state(α i , T j ) and is determined by the probability G αβ (T j ) of generating a new state β i from an existing state α i at temperature T j . The generation function is defined as g i (Z) = 2 * (| Z | +1/ln(1/T j )) * ln(1 + ln(1/T j )). The generation probability is given by
The newly generated state β i is checked for acceptance by the function accept state(α i , β i , T j ) and is determined by the probability A αβ (T j ) of accepting state β i after it has been generated at temperature T j . The acceptance probability A αβ (T j ) is given by, A αβ (T j ) = min{1, exp(−(f (β) − f (α))/T j )}, where f (α) is the objective function considered for optimization. The new state β i is accepted only if it has lower energy state than the pervious state α i .
The rate of cooling in the Simulated Annealing technique(Annealing Schedule) is represented by ρ. It is a control parameter used to change the system temperature as the time progresses. The annealing schedule used in the algorithm is of the form, T k = T 0 /e e k , where k represents the k th iteration. For practical considerations, the annealing schedule is set to T n+1 = ρT n . The function update state(T j ) updates the temperature with respect to the annealing schedule. The function crossover pairs(α i , α i+1 ) performs the genetic crossover operation on states α i and α i+1 . The random one-point crossover is performed on two states i and j.
Finally, the function calculate fitness(α i , α i+1 ) performs the fitness calculation that is used to select the two states which are allowed to propagate to the next generation. The fitness function calculates the Euclidean distances of points α i and α i+1 to the objective function f(x) and returns the closer point. Thus, the algorithm starts with an initial number of states and terminates with k final states.
Step 4: Once the algorithm returns k final states, they represent the points on the global minima over the objective function f(x). These points can be mapped to the corresponding URLs and these URLs represent the top -k ranked URLs.
Performance Analysis
The algorithm TkRSAGA works in two basic phases. The first phase involves the generation of the Fourier coefficients to determine the objective function f(x) and is linear with respect to the number of URLs supplied. The second phase is the application of combined SA and GA on the objective function f(x) to obtain the top -k ranked URLs. The convergence of the second phase depends on the number of initial states, the annealing schedule and the initial temperature. Keeping these parameters constant for the test runs, we see that the performance curve for TkRSAGA tends to be linear. The execution tme is higher for smaller number of URLs and relatively lower for larger URLs. The graph of execution time versus the number of URLs for the algorithms TkRSAGA and HITS is shown in Figure 2 (a). It shows that the algorithm TkRSAGA works better for larger databases.
The Figure 2(b) , shows the graph of execution time versus the number of initial states and the performance curve is roughly logarithmic. As the number of initial number of states increases by a factor x, the execution time increases by a factor of log(2x). This is obvious since, the initial states only influence the number of iterations made by GAs. After every crossover operation, exactly half the new generation is retained for future propagation. The graph in Figure 3(a) , shows the execution time versus the desired top -k ranks. The graph is plotted for varying number of URLs and varying k. Since the number of iterations increases for lower values of k, the curve is logarithmic. This is because the GAs produce the generations satisfying the fitness function. Similarly, for higher annealing schedules, the accuracy increases as SA performs more number of iterations in search of global optima.
The initial temperature T 0 determines the temperature of the system as it starts cooling. The higher the temperature, the more time it takes the system to reach the lower equilibrium state, i.e., the algorithm performs more number of iterations and takes longer time to reach the final k states. However, the number of iterations is directly proportional to the number of intermediate states being generated. Therefore, more the number of intermediate states, higher the accuracy and hence generates accurate k final states. Thus, there exists a tradeoff between execution time and accuracy of results obtained, based on the initial temperature T 0 . Figure 4(a) , depicts the graph of initial temperature versus accuracy. Therefore, as the initial temperature increases, accuracy increases, in turn increasing the execution time. Figure 4(b) , shows the linear relationship between the initial temperature and the execution time.
Experiments on real datasets:
The datasets of university link files from cs.wlv.ac.uk are used for our experiments. A set of n webpages and corresponding number of hits are available. The number of hits is used to compute the harmonics for the objective function f(x). The output of TkRSAGA is a set of k values representing the top -k relevant webpages. These values are mapped to the URLs to obtain the actual addresses. The HITS [5] algorithm is executed on the same database and the results of TkRSAGA and HITS algorithm are compared. The Table 1 shows the list of URLs and their corresponding number of hits. Table 2 shows the outputs of both TkRSAGA and HITS. The outputs of both the algorithms are same and our algorithm TkRSAGA executes much faster than HITS algorithm. From Table 2 , we can conclude that TkRSAGA outperforms the HITS in execution time without compromising with the accuracy of the results obtained.
Conclusions
In this paper, we have proposed an efficient algorithm TkRSAGA, for mining top -k ranked web documents using the combination of Simulated Annealing and Genetic Algorithms. The ability of SA to solve harder problems and the combination of GA to reduce the number of iterations of SA and the inherent parallelism has made the algorithm efficient and effective.
