Abstract: In this study, we consider an optimal control problem driven by a stochastic differential system with a stopping time terminal cost functional. We establish the stochastic maximum principle for this new kind of an optimal control problem by introducing a discrete terminal system. Finally, we provide an example to describe the main results of this study.
Introduction
In the real world, we usually use the controlled stochastic differential equation (1.1) to describe systems, for example, the optimal investment problem and production planning problem in the market. Generally, the cost functional is given as follows:
Here, the terminal cost Ψ(X(·)) may be dependent on a given stopping time τ ≤ T but not only a constant T . In the optimal investment problem, τ could be used to describe the action of the investor. Thus, in this study, we will investigate the stochastic maximum principle for the state process (1.1) with the following cost functional:
2 The optimal control problem Let W be a d-dimensional standard Brownian motion defined on a complete filtered probability space (Ω, F , P, {F (t)} t≥0 ), where {F (t)} t≥0 is the P -augmentation of the natural filtration generated by the Brownian motion W . Let τ be the stopping time, which is defined on the filtered probability space (Ω, F , P, {F (t)} t≥0 ) with values in [0, T ], where T > 0 is a given constant, i.e.
{τ ≤ t} ∈ F t , t ≤ T .
Consider the following controlled stochastic differential equation: dX u (s) = b(X u (s), u(s))ds + σ(X u (s), u(s))dW (s), s ∈ (0, T ], (2.1) with the initial condition X(0) = x, where u(·) = {u(s), s ∈ [0, T ]} is an adaptive control process taking values from set U of R m . We denote all the adaptive control processes as U[0, T ], and b, σ are the given deterministic functions.
In this study, we consider the following cost functional:
and
We set σ = (σ 1 , σ 2 , · · · , σ d ), and σ j ∈ R m for j = 1, 2, · · · , d.
Assume b, σ, f are uniformly continuous and satisfy the following Lipschitz and continuous conditions:
There exists a constant c > 0 such that
Assumption 2.2
where
Assumption 2.3 Let b, σ, f, Ψ be twice differentiable at x, and their derivatives in x be continuous in (x, u).
If Assumptions 2.1 and 2.2 hold, then there exists a unique solution X for equation (2.1)
is called an optimal control problem. The correspondingū(·) andX(·) are called an optimal state trajectory and optimal pair, respectively.
Note that, it is difficult to prove the stochastic maximum principle for the cost functional (1.3) by applying the spike variation technique. For a given ε > 0 and
T ] be any given control. Then, we introduce a discrete version of the stopping time τ as
and consider the following multi-time state cost functional:
where 0 = t 0 < t 1 < t 2 · · · < t n = T , and t i − t i−1 = T n , i = 1, 2, · · · , n. When n is large, we have the following lemma:
Lemma 2.4 Let Assumptions 2.1 and 2.2 hold. Then, for any given ε > 0, there exists a large value of n such that
where (ū(·),X(·)) is an optimal solution of cost functional (2.2), while (ū n (·),X n (·)) is an optimal solution of cost functional (2.4).
Proof: Based on Assumptions 2.1 and 2.2, for any given solution (u(·), X u (·)), we have
where C is a positive constant and t, s ∈ [0, T ]. Based on the above inequality, we get
Notice that, from Assumption 2.1, where Ψ(·) is a Lipschitz continuous function, we deduce
Given that, (ū(·),X(·)) is an optimal solution of cost functional (2.2) and (ū n (·),X n (·)) is an optimal solution of cost functional (2.4), we get
Combining equations (2.6) and (2.7), we obtain
where n = [ 
Stochastic maximum principle
For notation simplicity, we set
In this section, we will study the stochastic maximum principle for the following cost functional:
with state equation (2.1). Notice that, we consider a general control domain U that need not be convex. The main difficulty is to investigate the variational and adjoint equations. We introduce the first-order and second-order adjoint equations as follows:
The first-order adjoint equations are −dp(t) = {b x (X(t),ū(t))
where "T" means the transform of a vector or matrix, t + i is the right limit of t i , and p(t + n ) = 0. We define the following Hamiltonian function:
The second-order adjoint equations are
where P (t + n ) = 0. The main result of this section is the following theorem:
Theorem 3.1 Let Assumptions 2.1, 2.2 and 2.3 hold, and (ū(·),X(·)) be an optimal pair of (3.2). Then, there exists (p(·), q(·)) and (P (·), Q(·)) satisfying the series of first-order adjoint equations (3.3) and second-order adjoint equations (3.4) such that
for any u ∈ U and t ∈ (
Let (ū(·),X(·)) be the given optimal pair of cost functional (3.2). Let ε > 0, and
T ] be any given control. By applying the spike variation technique, we define the following control:
The following Lemma is useful for proving Theorem 3.1.
Lemma 3.2 Let Assumptions 2.1 and 2.2 hold, and X ε (·) be the solution of equation (2.1) under the control u ε (·), and y(·), z (·) be the solutions of the following equations:
Then,
(3.9)
Proof: Applying the technique in Lemma 1 of [7] , we can prove equation (3.8) .
Note that
Applying equation (3.8), we get
This completes the proof.
Based on the above Lemma, we now carry out the proof for Theorem 3.1.
Proof of Theorem 3.1. For t ∈ (t i−1 , t i ), applying the differential chain rule to p(t) T (y(t)+ z(t)), and by Assumption 2.3, we have
(3.12)
Adding i on both sides of equation (3.12), we have
Therefore,
(3.13)
Now, let u(t) = u be a constant, and
Combining equation (3.9) with (3.13) and noting the optimality ofū(·), we obtain
We recall that
DenoteH(t) := H(X(t),ū(t), p(t), q(t)) and H ε (t) := H(X(t), u ε (t), p(t), q(t)). Thus,
Similar to the proof in Lemma 3.2, by applying Itô formula to P (t) T (y(t)) 2 over (t i−1 , t i ), we
Then, we obtain
Maximum principle under constraints
where 0 = t 0 < t 1 < t 2 · · · < t n = T , and t i − t i−1 = T n , i = 1, 2, · · · , n. Similar to the proof in Lemma 2.4, for any given ε > 0, there exists a large value of n, such that
All these conditions show that EΨ(X u (τ n )) is close to EΨ(X u (τ )). Thus, we give the Pontryagin's stochastic maximum principle under constrained conditions with stopping time τ n , i.e. the cost functional is as follows:
where the state process X(·) satisfies the following constrained condition:
Notice that
Thus, we can rewrite constrained condition (4.2) as
To prove the main result of this section, we introduce the following Ekeland's variational principle, which comes from Corollary 6.3 in [9] .
Lemma 4.1 Let F : V → R be a continuous function on a complete metric space (V,d). Given
Then, there exists a v θ ∈ V such that
and for all v ∈ V ,
The related Hamiltonian is given as follows:
Next, we present the main results of this section.
Theorem 4.2 Let Assumptions 2.1 and 2.3 hold, and (ū(·),X(·)) be an optimal pair of (4.1).
Then, there exists
The adapted solution (p(·), q(·)) satisfies the following series of first-order adjoint equations:
and second-order adjoint equations,
where p(t + n ) = 0, P (t + n ) = 0, and
for any u ∈ U and t ∈ (t i , t i+1 ), where i = 0, 1, · · · , n − 1.
Proof : Without loss of generality, we assume that J(ū(·)) = 0, where (ū(·),X(·)) is the optimal pair of problem (4.1) with constrained condition (4.4). For any θ > 0, we set
In addition, one can verify that J θ : U[0, T ] → R is a continuous function and satisfies
is the product measure of the Lebesgue measure and probability on the set of [0, T ] × Ω. We can verify that (
is a complete metric space. Also, we have
Thus, inequality (4.10) shows that (u θ (·), X θ (·)) is the optimal pair for the cost functional
without the state constraints.
Since U is a general control domain, let ρ > 0 and
Let u ∈ U be any given constant. We define the following:
It is easy to verify that
By applying equation (4.10), we get
where X θ,ρ (·) and X θ (·) are the related solutions of equation (2.1) with controls u θ,ρ (·) and u θ (·). We set
Then, by the continuity of J θ (·), we have
14)
where o(1) converges to 0 when ρ → 0.
Similar to the proof in Lemma 3.2, let (X(·),ū(·)) be replaced by (X θ (t), u θ (t)), y(·) be replaced byỹ(·) in equation (3.6) , and z(·) be replaced byz(·) in equation (3.7) . Thus, we
Notice that o(1) → 0 when ρ → 0. Thus, when ρ → 0, we get 
Similarly, we can obtain
for any u ∈ U and t ∈ (t i , t i+1 ), i = 0, 1, · · · , n − 1.
Thus, we complete this proof.
Next, we provide an example to illustrate the optimal production planning problem under stopping time state constraints.
Example 4.3 Let T = 1, and consider the following controlled stochastic differential equation: Thus, we minimise the following cost functional:
with the state constraints
For a given integer N , let τ =
. Substituting X u (·) into equation (4.23), we obtain
is an optimal pair of system (4.23) under state constraints (4.24).
Next, we show the maximum principle for the optimal control under multi-time state constraints (4.24). Notice that it is difficult to obtain the adjoint equations for state process (4.22) directly. To get the related adjoint equations, we rewrite equation (4.22) as follows:
To denote the above equation by δX
which means that (ū(t),X(t) − W (s)s) is the optimal pair of the following cost functional:
with the following constrained conditions:
Next, we introduce the following first-order adjoint equations for functional (4.26): dp(t) = q(t)dW (t),
and dp(t) = q(t)dW (t),
and second-order adjoint equations dP (t) = Q(t)dW (t), H(β 0 ,X(t),ū(t), p(t), q(t)) − H(β 0 ,X(t), u, p(t), q(t)))
σ j (X(t),ū(t)) − σ(X(t), u) T P (t) σ j (X(t),ū(t)) − σ(X(t), u) = (ũ N (t) − u)p(t). In this study, we considered the stochastic optimal control problem with a stopping time cost functional. We considered the classical constant terminal time as a stopping time in the cost functional. For example, in the financial market, the time when the investor leaves the market can be considered as the stopping time. To solve this kind of problem, we introduced a nearoptimal control problem for the stopping time cost functional. Based on a series of first-and second-order adjoint equations, we established a stochastic maximum principle for the nearoptimal control problem and the near-optimal control problem under a stopping time state constraints. A closely related work [8] provides the necessary and sufficient conditions for stochastic differential systems under multi-time states cost functional with a convex control domain. In future, certain related topics such as, to show the dynamic programming principle for this system, to solve the mean-variance problem, and to perform empirical analysis, should be considered for the stopping time cost functional.
