Abstract-Opportunistic routing [2] , [3] has been shown to improve the network throughput, by allowing nodes that overhear the transmission and closer to the destination to participate in forwarding packets, i.e., in forwarder list. The nodes in forwarder list are prioritized and the lower priority forwarder will discard the packet if the packet has been forwarded by a higher priority forwarder. One challenging problem is to select and prioritize forwarder list such that a certain network performance is optimized. In this paper, we focus on selecting and prioritizing forwarder list to minimize energy consumption by all nodes. We study both cases where the transmission power of each node is fixed or dynamically adjustable. We present an energy-efficient opportunistic routing strategy, denoted as EEOR. Our extensive simulations in TOSSIM show that our protocol EEOR performs better than the well-known ExOR protocol (when adapted in sensor networks) in terms of the energy consumption, the packet loss ratio, and the average delivery delay.
INTRODUCTION
R OUTING protocol design for wireless networks is often guided by two essential requirements: minimize energy cost or maximize network throughput. The traditional routing protocols in wired networks choose the best sequence of nodes between a source and a destination, and forward each packet through that sequence. The majority routing protocols designed for multihop wireless networks have typically followed this convention, including those multipath routing protocols. However, this did not take advantages of the broadcast nature of wireless communications: a node's transmission could be heard by any node within its transmission range. In addition, the lossy and dynamic wireless links make it difficult for traditional routing protocols to achieve stable performances.
In wireless networks, various factors, like fading, interference, and multipath effects, can lead to temporary heavy packet losses [11] in a preselected good path. In contrast, opportunistic routing, like ExOR [2] and MORE [3] , allows any node that overhears the transmission to participate in forwarding the packet. The routing path is selected on the fly and completely opportunistic based on the current link quality situations. However, this new design paradigm introduces several challenges. One challenge is that multiple nodes may hear a packet and unnecessarily forward the same packet. ExOR deals with this challenge by tying the MAC to the routing, imposing a strict scheduler on routers access to the medium. The scheduler goes in rounds. Forwarders transmit in order such that only one forwarder is allowed to transmit at any time. The other forwarders listen to the transmissions to learn which packets were overheard by each node. In contrast to ExOR's highly structured scheduler, MORE [3] addresses this challenge with randomness. MORE randomly mixes packets before forwarding them. This ensures that routers which hear the same transmission do not forward the same packet. As a result, MORE does not need a special scheduler; it runs directly on top of 802.11. Both ExOR and MORE showed that this kind of opportunistic routing strategy can improve the wireless network's performance.
In this paper, we study how to select and prioritize the forwarding list to minimize the total energy cost of forwarding data to the sink node in a wireless sensor network (WSN). Observe that previous protocols, i.e., ExOR and MORE, did not explore the benefit of selecting the appropriate forwarding list to minimize the energy cost. We will investigate this problem through rigorous theoretical analysis as well as extensive simulations. We study two complementary cases: 1) the transmission power of each node is fixed (known as nonadjustable transmission model) and 2) each node can adjust its transmission power for each transmission (known as adjustable transmission model). Optimum algorithms to select and prioritize forwarder list in both cases are presented and analyzed. It is worth to mention that our analysis does not assume any special energy models. We conducted extensive simulations in TOSSIM to study the performance of proposed algorithms by comparing it with ExOR [2] and traditional routing protocols. It shows that the energy consumption of routing using Energy-Efficient Opportunistic Routing (EEOR) is significantly lower than ExOR with random forwarder list and traditional distance vector routing protocols.
NETWORK MODEL AND PRELIMINARY
We consider a wireless sensor network and assume that all wireless nodes have distinctive identities, i.e., i 2 ½1; n. In Section 3, we first assume that every wireless node u has fixed transmission power W . In Section 4, we assume that each node can adjust its transmission power to any value between 0 and W . Let w denote such adjusted transmission power. The multihop wireless network is then modeled by a communication graph G ¼ ðV ; EÞ, where V is a set of n ¼ jV j wireless nodes and E is a set of directed links. Each directed link ðu; vÞ has a nonnegative weight, denoted by wðu; vÞ, which is the minimum transmission power required by node u to send a packet to node v successfully. It is worth to mention that our methods work with any weight function wðÞ.
Since the number of neighboring nodes of a node u may change when different transmission power is used, we define N w ðuÞ as the neighboring node set of a node u when u transmits with the power w. For simplicity, when the subscript w is not mentioned, we mean that the node is using its maximum transmission power, i.e., NðuÞ ¼ N W ðuÞ. In addition, each link ðu; vÞ has an error probability, denoted by eðu; vÞ, which is the probability that a transmission over link ðu; vÞ is not successful, i.e., node u must consume at least wðu; vÞ power to have a chance of 1 À eðu; vÞ to successfully transmit a packet to node v. No transmission is possible if less power is used.
To illustrate how we can take advantage of wireless broadcast advantage (WBA), let us consider a network example in Fig. 1a . The error probability from the source node to each node v i is e and the error probability from each node v i to the target node is 0. Traditional routing would route all data packets through the same node, say v i . The expected number of transmissions will be 1 1Àe for the intended node v i to receive the packet correctly. On the other hand, by taking advantage of WBA property, by letting every intermediate node v j to listen to the transmissions, the expected number of transmissions is reduced to 1 1Àe n for at least one node to receive the packet correctly. This difference will be more noticeable when e is close to 1 and n is a big number.
The advantage of WBA is more obvious in a multihop wireless network, especially when a source node and the destination node are far way, i.e., the packet from the source node to a target node must be routed through a multihop path. As proposed in ExOR [2] , the source node selects a subset of its neighboring nodes as forwarder list. The forwarder list is prioritized to indicate which nodes have higher priority to forward the packet. Then, one or more nodes in the forwarder list, which received the packet successfully, will opportunistically act as new source nodes and route the packet to the target node.
In summary, the main idea of opportunistic routing is as follows: we let C u ðFwdÞ denote the expected cost needed by the node u using opportunistic routing strategy to send a packet to the target node when the forwarder list chosen by u is Fwd. For simplicity, we use C u to denote the expected cost of node u if there are no confusions. Initially, the expected cost of the target node is set to be 0 and the costs of all other nodes are set to be þ1. Using the similar mechanism of distance vector routing, the calculations of the expect cost for each node will be carried out periodically and every node updates its expected cost and forwarder list periodically. When a node needs to send or relay a packet to some destination node, it will simply broadcast the packet and let some node(s) in its forwarder list (constructed according to the destination node) to recursively forward the data packet. In the next two sections, we will focus on how to compute the expect cost and choose the forwarder list for each wireless node: Section 3 focuses on the fixed transmission power case and Section 4 focuses on the case when nodes can dynamically adjust the transmission power.
NONADJUSTABLE POWER MODEL
We consider the case when each node uses a fixed transmission power. One may think that the best forwarder list for a node u in this case is NðuÞ. Surprisingly, this is not always true. At the end of this section, we will show an example, based on Fig. 1 , that the best forwarder list may be a subset of NðuÞ.
Compute the Expected Cost
Now, we present the main idea of calculating the expected cost for each node and selecting the forwarder list. Consider a node u and its neighbors. We will compute the expected cost and the forwarder list of node u based on the expected cost of its neighbors whose expected cost of sending data to the given target node has already been computed. In other words, here we want to choose a subset of neighboring nodes NðuÞ as forwarder list of node u such that the expected cost for u to send a packet to the target is minimized. To understand our method better, we introduce some definitions first. Consider a fixed target. Given a set of nodes S, let S Ã denote the increasingly sorted list of S based on the expected cost by each node in S to send data (via possible relay) to this given target node. Let FwdðuÞ denote the forwarder list of node u.
To find the expected cost of node u, we first sort all nodes in the forwarder list Fwd Ã ðuÞ in increasing order by the expected cost, i.e., Fwd Ã ðuÞ ¼ fv 1 ; v 2 ; . . . ; v jFwdðuÞj g, where i < j ) C v i C v j . Let denote the probability that a packet sent by node u is not received by any node in Fwd Ã ðuÞ. Clearly,
Let denote the probability that a packet sent by node u is received by at least one node in Fwd Ã ðuÞ. Then,
Ã Þ denote the expected energy that node u must consume to send a packet to at least one node in the forwarder list Fwd Ã . C h u ðFwd Ã Þ can be calculated as follows:
When at least one node in the forwarder list of node u received the packet successfully, we need to calculate the expected cost to forward the packet sent by node u. Here, we assume that only one node from the forwarder list that received the packet will forward the packet. Although this assumption is very optimistic, as we will explain later, in most cases, it is true. The expected cost that we calculate here could be slightly lower than the actual cost when multiple nodes from forwarder list forward the data packet.
Let C f u ðFwd Ã Þ denote the expected total cost for u to forward (using some nodes in the forwarder list of u) the packet to the target. C f u ðFwd Ã Þ can be calculated as follows: assume the prioritized forwarder list is Fwd Ã ¼ fv 1 ; v 2 ; . . . ; v jFwd Ã j g. The probability that node v 1 forwards the packet is 1 À eðu; v 1 Þ and the expected cost of v 1 is C v 1 ; then node v 2 will forward the packet with probability eðu; v 1 Þ Á ð1 À eðu; v 2 ÞÞ and the cost will be C v 2 . Basically, node v i forwards the packet if it receives the packet and nodes v j ; 0 < j < i did not receive the packet, and in this case, the cost will be C v j . Hence, the expected cost can be computed as follows:
Since is computed under condition that a forwarder node got the packet, then we have
Notice that the communication cost for obtaining agreement among nodes in Fwd on which node will forward data is also a factor that affects the total cost forwarding data in practice. Let C c u ðFwd Ã Þ denote the communication cost from all nodes in the forwarder list in order to reach an agreement on which node will finally help to relay the packet, C u ðFwd Ã Þ is computed as follows:
Equation (5) illustrated how to compute the expected cost of a sender to broadcast a packet if the current chosen forwarder list is Fwd Ã . The cost consists of three parts. The first part is the expected cost for the sender to successfully transmit a packet to at least one receiver in Fwd Ã . The second part is the expected cost that there is one node in the forwarder list Fwd Ã to help to relay the packet to the final destination node. The third part C c u ðFwd Ã Þ is the communication cost to reach an agreement on choosing the actual relay node. This cost C c u ðFwd Ã Þ is often incurred once when the network is static, while the cost of sending and forwarding depends on the traffic flows.
Without agreement to resolve duplication. Observe that in our previous computation, we assume that we would like to pay an additional cost C c u ðFwd Ã Þ among the forwarding nodes to prevent the scenario when multiple forwarding nodes receive the packet correctly and all decide to forward the packet. When this additional communication is not applied, potentially a number of nodes may forward the data. This happens when some receiving nodes in Fwd cannot hear from each other directly. Fig. 2 illustrates such an example.
In Fig. 2 , assume hv 1 ; v 4 i and hv 2 ; v 3 i are the only neighboring pairs among the forwarding list. If no communications are used to resolve duplicates (i.e., C c u ðFwd Ã Þ ¼ 0), then the forwarding cost can be calculated as
In other words, a node v i will forward the packet only if v i received the packet, and all its neighboring nodes with higher priority did not forward the packet. Thus, the cost of forwarding is computed as follows:
Due to the hardness to estimate the agreement cost and considering that most strategies need to pay the communication cost in order to guarantee the 100 percent data transmission success ratio, we omit the communication cost for agreement when we compute the forwarding list, i.e., (6) will be used instead. However, we do count the number of ACK messages used by each node for each packet and use this statistic data as the communication cost in our TOSSIM simulations. We admit that this is may be not accurate enough and we will do further analysis in our future work.
Finding the Optimal Forwarder List
So far, we have introduced the method to calculate the expected cost for a given node when the forwarder list is given. Next, we discuss how to choose the forwarder list. Consider that there are k nodes in NðuÞ for which an expected cost is already assigned, then there are ð2 k À 1Þ choices to select the forwarder list. Finding the expected cost pertaining to each forwarder list is not practical. Here, we study the properties of the forwarder list and the expected cost and then we explain how to efficiently choose the optimal forwarder list.
To simplify our arguments, let us introduce a property known as prefix. A set X is called a prefix of an ordered set Y if X is the set of first k elements of Y . So, each set Y has ðjY j þ 1Þ prefixes. Now, consider node u and its neighboring nodes NðuÞ. Sort the nodes in NðuÞ based on their expected cost in increasing order, and get
First, we show that the optimum forwarder list of node u is a prefix of N Ã ðuÞ.
Theorem 1 [1] . The optimum forwarder list of node u must be a prefix of N Ã ðuÞ.
We further study the properties of forwarder list by introducing another two theorems. The first theorem, Theorem 2, shows that if a node, whose expected cost is less than the expected cost of a prefix forwarder list, is added to the forwarder list, then the expected cost of the newly created forwarder list will decrease while it will still be greater than the expected cost of the newly added node. The second theorem, Theorem 3, shows that if a node, whose expected cost is greater than the expected cost of a prefix forwarder list, is added to the forwarder list, then the expected cost of the newly created forwarder list will increase.
Theorem 2 [1] . Consider a node u, a prefix forwarder list Fwd Ã , and a node v k 2 NðuÞ n Fwd
Theorem 2 proves that the expected cost of each node is higher than the expected cost of every node in its forwarder list. This property enables us to take a greedy approach in routing, which will be discussed later.
Theorem 3 [1] . Consider a node u, a prefix forwarder list Fwd Ã , and a node v k 2 NðuÞ n Fwd
Having these three properties, forwarder list can be selected easily. Algorithm 1 finds the optimum forwarder list and calculates the expected cost for a wireless node. Algorithm 1 works as follows: first, it calculates N Ã ðuÞ and then adds nodes in NðuÞ to the forwarder list as long as the resulting cost is decreasing. Once the cost starts to increase, it terminates. Based on Theorem 2, before we add a node to the forwarder list, we know that this operation will increase or decrease the cost. Note that based on the theorems we proved above, it is obvious that Algorithm 1 finds the optimum forwarder list. 
Set Fwd ¼ Fwd S fv i g and compute C u ¼ C u ðFwdÞ based on Equation (5). Now, we are ready to verify our claim that a node may not choose all its neighbors into the forwarder list as the optimum forwarder list at the beginning of this section. Consider an example illustrated by Fig. 1b . Assume node u consumes one unit of energy (i.e., w ¼ 1) to send a packet and N 1 ðuÞ ¼ fv 1 ; v 2 ; v 3 g. For simplicity, let e i denote eðu; v i Þ and c i denote the expected cost at node v i . It is desired to calculate the expected cost at node u. First, we add node v 1 to the forwarder list. The expected cost if FwdðuÞ ¼ fv 1 g will be
The expected cost at node v 2 is 1.5, so based on Theorem 2, adding node v 2 will decrease the expected cost at node u. The expected cost if FwdðuÞ ¼ fv 1 ; v 2 g will be
, which is equal to 18 7 > 2:5. So, the optimum forwarder list is fv 1 ; v 2 g and the expected cost at node u is 2.5. This would serve as a good example that an optimum forwarder list is not necessarily NðuÞ, as mentioned in the beginning of this section. (4)) will remain the same, so using adjustable transmission ranges will give us some marginal improvement. As another example, consider Fig. 2 . Assume node u has an expected cost of C u when the transmission power w is used, where W > wðu; vÞ > w. As can be seen in Fig. 2 , if node u consumes power w, node v will not receive packets sent by node u. Should we increase the transmission power of node u to include node v in its transmission range? If C v > C u , based on Theorem 3, adding node v will increase the expected cost of node u even if no more additional power is needed. But if C v < C u , there is a trade-off. On the one hand, adding node v increases the power C h u that node u must consume; on the other hand, decreases C f u may or may not decrease the expected cost at node u.
ADJUSTABLE POWER MODEL
To find the expected cost in adjustable transmission power model, we sort the nodes in NðuÞ based on the weight of the link that connects that node to u. Then, we keep increasing the power at node u such that the number of nodes in N w ðuÞ increases by one at each step until u reaches its transmission power limit or there is no more neighbor. Then, for each w and each N w ðuÞ, using Algorithm 1, we calculate the expected cost and pick the one that induces the minimum cost. Algorithm 2 summarizes our approach. Run Algorithm 1, ExpectedCostFixedPowerðu; N w ðuÞ; CrCost; CFwdÞ 7: if C u > CrCost then 8:
Set C u ¼ CrCost and Fwd ¼ CFwd.
Next, we present our method (Algorithm 3) that builds the forwarder list for each node in the graph. We will calculate the expected cost for each node u to send a packet to the target node t. Let C u;t denote this expected cost and assume that the cost for a node to send a packet to itself is zero (i.e., C t;t ¼ 0). Given a set V of nodes, a source node s, and a target node t, Algorithm 3 computes the expected energy cost needed to relay a packet from any node to the target node t using our opportunistic routing strategy.
Algorithm 3. Expected Cost by Opportunistic Routing
Input: target node t, source node s, power wðu; vÞ and link reliability for each link uv. Output: the expected cost C u;t from node u to node t using opportunistic routing and the forwarder list of each node u. 1: 8u 2 V , set C u;t ¼ 1. Let C t;t ¼ 0. 2: 8u 2 NðtÞ run Algorithm 1 or 2 to compute C u;t ( C u . 3: repeat 4:
Let v be the node in S 1 that has the minimum cost.
5:
Let
For each u 2 NðvÞ \ S 1 , run Algorithm 1 or 2 to compute C u;t , depending on the power model. 7: until no node updated the forwarder list and cost C u;t .
Algorithm 3 works as follows: first, the set of nodes V is divided into two sets S 1 and S 2 . Initially, set S 1 ¼ V À ftg and S 2 ¼ ftg. Then, we find the node u in S 1 that has the least expected cost (denoted as C u;t ). We remove that node from S 1 and add it to Set S 2 . The algorithm continues till all nodes are in the set S 2 .
Let Expected Cost Graph denote the directed subgraph that includes a directed edge uv from the original communication graph if v is in the forwarder list of u. We have the following: Theorem 4 [1] . Expected Cost Graph is loop free and Algorithm 3 assigns the optimum expected cost to each node.
Observe that the unmarked node u with the minimum cost among all unmarked nodes can be found using a distributed approach. However, the cost may be prohibitive. We thus design a method (Algorithm 4) that is similar to the Bellman-Ford algorithm, a distributed computing method of the shortest path. The basic idea of Algorithm 4 is to let each node continuously update its expected cost to the target node t. When the network does not change, the expected cost C u;t will not be reduced. The algorithm terminates when no node can reduce its expected cost C u;t . It is easy to show that Algorithm 4 can terminate in constant rounds and find the correct optimum forwarder list and the cost C u;t .
Algorithm 4. Distributed Computing of Forwarder List and Expected Cost by Opportunistic Routing
Input: target node t, source node s, power wðu; vÞ and link reliability for each link uv. Output: the expected cost C u;t from node u to node t using opportunistic routing and the forwarder list of each node u. 1: 8u 2 V , set C u;t ¼ 1. Let C t;t ¼ 0. 2: 8u 2 NðtÞ run Algorithm 1 or 2 to compute C u;t ( C u . 3: repeat 4: For each u, run Algorithm 1 or 2 to compute C u;t and update its forwarder list, depending on the power model.
5:
Node u sends the new cost C u;t to all its neighboring nodes. 6: until no node updated the forwarder list and cost C u;t .
PERFORMANCE STUDY IN WSNS
In this section, we present the design details of our EnergyEfficient Opportunistic Routing protocol in TinyOS-based wireless sensor network simulation environment. In our simulation, we consider the case where there are multiple source/destination pair nodes in a randomly deployed WSN. Our design faces several key challenges. First, all nodes in the forwarder list of a node must agree on next operation, i.e., based on the priorities coming with the packet, which one(s) will finally act as the relay node(s) in order to save energy and increase the throughput. Since agreement involves communication and thus increases the overhead of wireless networks, we must guarantee that the increased overhead will not overwhelm the performance gain brought by EEOR. Second, the EEOR protocol should be able to handle the network traffic efficiently, i.e., be able to handle with congestion, to avoid bottleneck in order to decrease packet loss ratio, and save the energy cost at the same time. To solve this issue, we need to consider many aspects. For example, the ongoing traffic flows from all source nodes should not exceed the capacity bound of the wireless networks. In other words, all source nodes should be able to dynamically adjust their network flows such that the ongoing flows in the wireless network are stable, e.g., push more flow to the network if the network does not reach its capacity; otherwise, decrease its flow. Third, a single packet could arrive at the destination through multiple paths, thus involves more wireless nodes, consumes more energy, and increases the traffic burden of wireless networks. Thus, it is necessary to introduce certain penalty scheme in order to punish those selfish nodes, e.g., some node chooses too many nodes as potential forwarders. This is because when a wireless node finds that the packets from its neighbor contain too many nodes in the forwarder list, it could increase its expected cost to quit the forwarder list next time or drop this packet. Fourth, a node can utilize overheard messages to reduce the needs of ACK messages. Actually, to utilize these snooped information to avoid duplication is one important strategy in our design and simulation results indicate that this strategy can improve the system performance.
We implemented our protocol EEOR on TOSSIM, TinyOS 2.0.2. on Ubuntu 7.0.4. and conducted extensive tests based on different network environment. We compared our simulation results with ExOR [2] for unicast case in terms of energy consumption, packet loss ratio, end-toend delay, and packet duplication ratio. The experimental results showed that the performance of our protocol is better than ExOR's.
Network Description
We randomly place 100 wireless nodes with transmission range 50 feet in a 300 Â 300 feet 2 region. A node uses default CSMA MAC protocol in TinyOS.
From 100 wireless nodes, we randomly pick 18 pairs of wireless node as source/destination pairs and for each source/destination pair nodes u and v; u will generate a new packet per second, which is heading for v by one-or multihop. Notice that the frequency of generating new packet could change when the source node finds congestion in the network. We call the number of sending packets as data size. Considering the limited storage capacity of wireless sensor nodes, we set the buffer size to 20. After the buffer of a node is full, it will either drop new packet or replace old packet with new one according to different priorities of packets.
Performance Evaluations
We compared our protocol with ExOR with respect to the total energy consumption, packet loss rate, end-to-end delay, and packet duplication ratio. We implement ExOR following the descriptions in [2] . To compare two protocols fairly, we use same max forwarder list size for both protocols and we let the each batch contain one packet in ExOR.
Because different operations have different energy consumption parameters, we first considered and compared several operations of nodes which dominate the energy consumption, like sending and receiving. Figs. 3 and  4 show the total transmission times and receiving times (including receiving, snooping intercepting) of all wireless nodes for both EEOR and ExOR.
As we can see from the figures, both transmission times and receiving times of ExOR are larger than EEOR's. This is due to the following reasons. First, for a node u in ExOR, it will always choose more neighbors (ExOR includes nodes that make on average at least 10 percent of the total expected number of transmissions [24] ) into forwarder list for a packet under the constraint of penalty. However, in EEOR, when a node u chooses forwarder list for a packet, it will not only consider the expected cost of sorted neighbors, but also consider the increment cost by adding a node to the forwarder list such that u will not add a new neighbor to the forwarder list if doing so will increase the expected cost. Second, in ExOR protocol, a wireless node u's expected cost only depends on the neighbor which has smallest ETX value. However, the expected cost of a wireless node u is determined by the current selected forwarder list and link error rates between u and nodes in the forwarder list, which is more reasonable. These two differences between EEOR and ExOR make the average forwarder list size of the former smaller than that of the latter in most of the cases, thus EEOR involves fewer intermediate nodes.
Next, we measure the total energy consumption for both protocols based on the energy consumption parameters of TmoteSky sensor node. For example, the energy consumption for one time transmission and receiving for TmoteSky sensor node is 17.4 and 19:7 mA, respectively. Given a fixed random topology, we randomly chose 18 source/ destination pairs, Fig. 5 illustrates the total energy consumption for EEOR, AdjustablePower-EEOR, and ExOR when we let the data size of each source node change from 200 to 500. As we can see, the total energy consumption for each protocol is increased with the data size of each source node. And for each case, the performance of our protocols is better than ExOR's.
To compare the packet loss rate, we set the data size of each source node equal to 500 and compared 18 source/ destination pairs one by one for both protocols. The comparison results are shown in Fig. 7 .
As we can see, the average packet loss rate of each pair increases as the hop count increases between a source and a destination node. For pairs with same hop numbers, the packet loss rate fluctuates due to the different unreliability of links and real-time traffic situation. In addition, in most cases, the packet loss rate is less than ExOR's.
The next comparison property is the end-to-end delay. We still let each source node send up to 500 packets toward its destination at the same time. We measure both average and max end-to-end delay time for each source/destination pair. Here, the definition of end-to-end delay of a packet is the time duration from a source node sent a packet to a destination received this packet. The average delay of each pair is illustrated in Fig. 8 and the maximum delay for each pair is described in Fig. 9 .
As we can see, the end-to-end delay of EEOR is smaller than EXOR's. This is mainly because in ExOR, a wireless node u sorts the neighbors nodes only by ETX (expected transmission count) when it chooses the forwarder list for a packet. However, the computation of ETX is not real time, when a node on some deliver path changed its ETX, other nodes may need to update their ETX one hop by one hop based on the new ETX value of this node.
In EEOR, for a wireless node u, we considered both the expected cost of a neighbor node v and the link error rate (which could be considered as real time) between u and v. The last property we compared our protocol with ExOR is the packet duplication ratio. Here, the main motivation to test the packet duplication ratio is that both our algorithm and ExOR are multipath routing protocols. In most of the cases, same packets will be relayed to the destination node through different paths, thus increases the overhead of wireless networks. Even using other tricks like Clique Method or Double ACK Method, we still cannot guarantee that the packet will only arrive at the destination node at most once due to the unreliable links. Thus, multipath property for unicast on the one hand decreases the packet loss ratio and energy consumption to some extent; on the other hand, increases the overhead of the whole network. Fortunately, through our simulation results, the overhead increased by multipath property is not much and the total energy consumption is decreasing as our conjecture. The reason is that for both protocols, a forwarder list for each engaging node constraints the area in which a packet can travel in the network, and eventually these multipaths will converge to some nodes or at least cross with each other. The result of duplication packet ratio is shown in Fig. 6 . Here, the definition of repeat times is the average times that a wireless node is required to forward how many duplicated packets for each source/destination pair.
RELATED WORK
A number of energy-efficient routing protocols [5] , [12] have been proposed recently combining with a variety techniques. Most existing power aware protocols did not consider the packet losses of the wireless links. They assumed that the wireless links are reliable and then tried to theoretically provide performance guarantees [7] , [16] , [17] .
There are some other protocols proposed recently to remedy the unreliability of the wireless channels such as using multipath routing [9] , [10] , building reliable backbone [17] , [8] , and using energy-efficient reliable routing structure [4] , [23] . In [4] , Dong et al. addressed the problem of energy-efficient reliable wireless communication in the presence of unreliable or lossy wireless link layers in multihop wireless networks. Their main focus is on single path routing. Banerjee and Misra [23] explored the effect of lossy links on energy-efficient routing and solved the problem of finding the minimum energy paths in the hopby-hop retransmission model. However, they all followed a conventional design principle in network layer of wired networks: after the best path(s) between a source and destination is calculated, all data flows from source and destination follow the selected path(s) until the path is updated after certain routing update period. ExOR [2] challenges this conventional design principle in network layer. MORE [3] presents a MAC-independent opportunistic routing protocol. MORE randomly mixes packets before forwarding them. MORE needs no special scheduler to coordinate routers and can run directly on top of 802.11. Experimental results from a 20-node wireless testbed show that MORE's median unicast throughput is 22 percent higher than ExOR, and the gains rise to 45 percent over ExOR when there is a chance of spatial reuse. In addition to EXOR, Zhong et al. [21] propose another opportunistic any-path forwarding protocol. Notice that ExOR and MORE were designed for large file transferring in wireless static mesh networks where energy saving is not a concern. Our protocol focused on minimizing the energy consumption of data forwarding in wireless sensor networks.
Recently, Zeng et al. [19] proposed a local metric, expected packet advancement (EPA) for GOR to achieve efficient packet forwarding. EPA for GOR is a generalization of EPA for traditional routing. Later, Zeng et al. [18] proposed a new method of constructing transmission conflict graphs and proposed transmitter-based conflict graph in contrast to link conflict graph.
For geographic routing, Ruehrup and Stojmenovic [13] proposed a novel online routing scheme to provide loopfree, fully stateless, energy-efficient sensor-to-sink routing at a low communication overhead without the help of prior neighborhood knowledge. Zhang and Shen [20] studied contention-based georouting with guaranteed delivery and minimal communication overhead. Stojmenovic et al. [15] discussed the case of adjustable transmission radii for georouting.
CONCLUSION
Several interesting and challenging problems are left unsolved here. An interesting question is to design efficient protocols for selecting optimum forwarder list for multicast and broadcast. A challenge is to compute the expected cost accurately when we need to consider the additional overhead by sensor nodes for agreeing a unique node in the forwarder list to forward the data when multiple nodes could have potentially received the data correctly. It is interesting to design protocols using opportunistic routing that deliver the data most reliably, or deliver the data with the minimum delay.
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