Abstract-A new paradigm in wireless network access is presented and analyzed. In this concept, certain classes of wireless terminals can be turned temporarily into an access point (AP) anytime while connected to the Internet. This creates a dynamic network architecture (DNA) since the number and location of these APs vary in time. In this paper, we present a framework to optimize different aspects of this architecture. First, the dynamic AP association problem is addressed with the aim to optimize the network by choosing the most convenient APs to provide the quality-of-service (QoS) levels demanded by the users with the minimum cost. Then, an economic model is developed to compensate the users for serving as APs and, thus, augmenting the network resources. The users' security investment is also taken into account in the AP selection. A preclustering process of the DNA is proposed to keep the optimization process feasible in a high dense network. To dynamically reconfigure the optimum topology and adjust it to the traffic variations, a new specific encoding of genetic algorithm (GA) is presented. Numerical results show that GA can provide the optimum topology up to two orders of magnitude faster than exhaustive search for network clusters, and the improvement significantly increases with the cluster size.
I. INTRODUCTION

I
N THE last decade, the mixture of wired and wireless connectivity has transformed the way of accessing the Internet [1] . This heterogeneous connectivity promises to provide a high level of ubiquitous broadband access. As a result, we are witnessing the emergence of wireless hotspots characterized by the high-density deployment of WLAN access points (APs) [2] . An important feature of the high-density deployment is that users can find multiple APs in its vicinity, from the same or different service providers. Due to the limited number of channels, multiple APs may operate over the same channels. Thus, the effective management of these APs to optimize the users' throughput becomes an important challenge.
To add robustness to the failures of links and/or APs in a wireless mesh network, [3] proposes the overprovisioning of APs in the network. They assume that the APs are connected to the gateway node to access the Internet. However, redundant APs may increase the operational cost and degrade the throughput due to increasing interference. One solution to this problem is to activate only the necessary APs to provide the required connectivity while maximizing the throughput. In this paper, we study further in detail this problem. In particular, as the first step, we proposed a new solution where redundant access points are not static nor occasionally inactive as, for example, small cell concept [4] , which is an economically inefficient solution. Instead, a new paradigm in wireless network access is considered where certain classes of wireless terminals (PCs or smartphones) can be turned into an access point anytime while connected to the Internet. Smartphones are currently designed to have such features [5] . This creates a dynamic network architecture (DNA) since the number and location of these access points vary in time. If their access to the Internet is wireless, these new potential access points may be even mobile and change their positions. The aim of this paper is to present a DNA optimization framework to optimize different aspects of this new architecture. First, we optimize the network by choosing the most convenient set of available APs to provide the quality-of-service (QoS) levels demanded by the users. The utility function considered includes the throughput, delay, power consumption, and the cost incurred for having a certain number of APs. To exploit the soft capacity provided by the DNA, an economic model is developed to award the users by adding a credit (negative price) to their bills while acting as APs for other users in their vicinity. This serves as an incentive for the users to efficiently use the network resources. Different options for the pricing mechanism are presented for wired and wireless Internet backhaul. Monopoly market is considered where a single operator controls the market price. Users follow the operator's price control and select the AP that optimizes their utility. This framework brings many opportunities for further work on the microeconomics of DNA. As the change in the terminal's role (from user to AP) can make the system prone to eavesdropping, the user's requirements in terms of security are also considered in the selection of the AP.
As the traffic in the network changes due to mobility, new/ ended calls (sessions), or new/ended service of APs, a two-level access admission control (2L-AAC) scheme is presented to accept/postpone the requests from new users and APs to join/leave the network and keep the network utility at the required level. In order to keep the optimization process feasible in a high dense network, a preclustering process of the network is proposed. A specifically encoded genetic algorithm is developed to dynamically reconfigure the optimum topology and adjust it to the changes in the network.
Bio-inspired algorithms have been used in [6] - [9] for topology control due to their effectiveness for the solution of NP-hard problems. All other bio-inspired routing protocols, e.g., swarm intelligence based routing in ant colony system models [10] , react slowly to the changes in the network. Instead, genetic algorithm (GA) reacts instantaneously to those changes, which makes it a very convenient algorithm for controlling topology reconfiguration.
The contributions presented in this paper can be summarized as follows: 1) a new DNA; 2) DNA optimization process to minimize the number of APs needed to satisfy the QoS requirements from the users and thus minimize the network cost; 3) economic model to award the users for acting as APs and share their remaining prepaid traffic volume for other users' transmissions; 4) pricing model that reflects the security investment and security requirements in the AP selection; 5) a 2L-AAC procedure that provides access for the new users/APs to the network based on the required level of utility; 6) specific encoding of genetic algorithm for dynamic reconfiguration of the optimum topology in order to adjust it to the changes in the traffic.
The rest of the paper is organized as follows. The most related work is discussed in Section II. In Section III, the network model and the notation used throughout the paper is presented. The dynamic network architecture optimization is described in Section IV. Section V proposes a genetic algorithm for topology reconfiguration. The admission control mechanism together with implementation details are also provided in this section. An extensive set of results is given in Section VI. Finally, Section VII concludes the paper.
II. RELATED WORK
Most existing IEEE 802.11 products select an AP based on the signal strength. Unfortunately, this approach has been demonstrated in [11] to result in poor user experience since it does not take the actual load distribution among APs into account. To address this issue, a number of works propose other alternative metrics for achieving a more reasonable association, such as the packet error rate with the number of associated users [12] , the throughput model [13] , and the potential bandwidth a user can obtain [14] . Channel selection is another major problem in the area of AP selection. As mentioned in [15] , this should not be separated from the load balancing of users among APs. The purpose of assigning an appropriate channel is to minimize the inter-AP interference since APs operating in the same channel share the bandwidth. Currently, a widely used method is Least Congested Channel Search (LCCS) [16] , which chooses a channel that has the least possibility to conflict with others in terms of its radio frequency site survey. As more APs are deployed, some papers [17] , [18] try to alleviate the inter-AP interference by adjusting the carrier sensing range. Reference [17] indicates that AP-centric methods, in fact, are unable to detect potential interference out of the AP's sensing range. Thus, it proposes a conflict set coloring model to consider the existence of clients among APs during channel selection. The algorithm in [18] requires collecting the interference relation within the one-hop range of the AP-user link, which is challenging work especially where APs are managed by different operators.
The problem of load balancing in 802.11 WLAN is studied in [19] and [20] . The former proposes an association control to obtain the fairest solution, in terms of max-min fairness, whereas the latter proposes a mechanism to allocate the mobile users to the most appropriate AP, taking into account both user preferences and network context. In addition to AP selection, [21] considers the hotspot problem and aims to ensure high resource availability to combat any unexpected traffic growth in the network. In [22] , the joint AP selection and power allocation problem is considered in a multicarrier wireless network with multiple APs and mobile users. The APs operate on nonoverlapping spectrum bands, each of which is divided into parallel channels. Each user's objective is to find a suitable AP, followed by a power optimization.
Interesting overviews on the potentials of game theory in the field of network selection are provided in [23] and [24] . In [25] , a noncooperative game is used to model the association process to Wi-Fi-based APs. The cost function that each user aims at minimizing depends on the AP load and the distance the associating device needs to travel to be able to associate to the desired AP. Wi-Fi association is addressed through game-theoretic tools also in [26] - [28] . Those works consider noncooperative game models with the users trying to selfishly minimize a cost function that depends on the current congestion of the Wi-Fi access points.
In [29] , an AP selection scheme for 802.11 networks is presented that takes into account the available bandwidth, cost of the connection, and security level of the candidate AP. They show through simulations the impact of the throughput on the AP selection based on the security protocol used by the AP. In this paper, the user security investment is included in the pricing model and the probability that the user will be elected when acting as an AP will depend on its investment.
The economic aspects of access networks have been addressed in [30] - [32] . In [30] , the authors studied the economic interaction between the Wi-Fi and WiMAX network providers. In [31] , a cell-dimensioning approach, which maximizes the aggregate economic utility in a code division multiple-access (CDMA) cell, was proposed to accommodate the optimal cell coverage according to user preferences. Reference [32] dealt with business dynamics of open Wi-Fi networks. They claim that the evolution of such network depends on the initial coverage, subscription fee and user preference. Instead, our work focuses on the economic aspect of users' willingness to act as AP and thus, contribute to extend the network resources.
The closest paper to our DNA model is [33] , in which femtocells are introduced as additional potential Internet gateways to enhance the performance of wireless mesh networks. They focus on the femtocells' unpredictable operating times and design distributed switching protocols for the mesh routers to switch between different femtocells. Besides, femtocells differ from our DNA in the following aspects: They are user-deployed base stations that bring extra deployment/maintenance cost. They have fixed locations and connect to the cellular network through residential DSL connection. Thus, they rely on the availability of wired connections and infrastructure installations. Although there are few efforts that address the openness of femtocells [34] , they mostly require already registered users, so the economic models adopted in those networks are based on different business aspects [35] . Also, femtocells connect to the operator's network over the Internet through a home gateway that includes security functionalities. In our DNA, the terminal (PC or smartphone) is in charge of providing the security level demanded by the users. All additional contributions of the paper, which distinguish our paper from the existing literature, are summarized in Section I.
III. SYSTEM MODEL
A. Network Model
We consider an advanced wireless technology where a subset of terminals can be turned into an access point. With a slight modification of the existing technology, a PC connected to the Internet can serve as an access point. Mobile phones have been recently designed to have such futures [5] . Each terminal independently makes the decision to become an AP, and incentives for such a decision are discussed in Section IV-C. This technology creates the possibility that a number of potential access points can be activated to serve a set of wireless terminals in their vicinity in an optimal way in accordance with some optimization criteria. This results into a DNA.
A high dense network, as shown in Fig. 1(a) , is considered. To be able to handle such a dense network and solve efficiently the problems posed in the next sections, the DNA macro network is divided into clusters as shown in Fig. 1(b) . The optimization will be solved per cluster as indicated in Fig. 1(c) . The intercluster interference is eliminated by using frequency reuse factor as shown in the same figure. Hence, the problems addressed in the sequel will be solved first per DNA cluster, and later on, further comments will be given on how to solve those problems at the level of the macro network. For clarity of presentation, we will refer by DNA to a DNA cluster within the DNA macro network.
We assume that there are available potential access points and users placed randomly in the DNA. Both, the location of the users and access points change over time. We assume that the users in a DNA share a given channel to transmit uplink to the different APs. The resource allocation problem consists of allocating to users, out of possible access points in an optimal way.
As the focus of this work is on high dense networks, the channel model considered includes the propagation losses, but not the effects of fading due to the proximity between the users [36] . Thus, if we denote by the transmission power of user , then the received power at AP is (1) where is the channel gain between user and AP , is the transmission distance between them, and is the path-loss factor. The short transmission distance enabled by the availability of additional access points will significantly reduce the impact of fading. The issue of channel defading has been recently discussed in [36] . It was argued that in multihop wireless networks, by reducing the distance between the receiver/transmitter pairs, a point should be reached where the multipath component can be neglected, and the general channel coefficient that includes the fading can be approximated by the attenuation due to distance only . The same principle applies to the case considered in this paper where additional access points are chosen on the distance that will enable channel defading. Elaboration of the fading issues as a standard problem has been minimized in order to make space for unconventional issues created by the new architecture presented in this paper. In the general case, instead of distance, the channel state information should be available in the optimization process.
We assume that user can successfully connect to AP only if the power received at exceeds the receiver sensitivity . As result, the distance between them must satisfy . For a given distance , the minimum transmission power for user to reach the access point is denoted as . If the available power at user , is less than , then the connection will not be established. We also define as the required communication range of user .
In a high dense network, the aim is to keep the transmission power as low as possible, so that the interference is reduced and higher number of simultaneous transmissions can coexist in the network.
We denote by the network topology matrix with entries if user transmits to AP , or zero otherwise. provides information of which user is transmitting to which AP for all pairs of user , , and AP , , and it has dimensions .
We assume the following connectivity constraints.
-Each AP can serve one user at a time (2a) where is a vector with the value 1 in every entry. -Each user will select one AP at a time (2b) where is a vector with the value 1 in every entry. The topology is a feasible topology when the above constraints are satisfied and provides connectivity for all users through the available access points (i.e., ). The set represents the set of all possible feasible topologies , for all possible pairs . Under the condition that we want to allocate access points to all users in the same time-slot , the capacity of an uplink between the user and access point for certain topology is
where it is assumed that all APs work on the same frequency channel and is a binary variable indicating the accessing status of user . We have if the user can communicate with the AP ; otherwise, . That is, by using (1) if and otherwise (3a) where is the distance between the user and its access point . The interfering cochannel signal at access point , , is generated by user , while transmitting to its own access point. The background noise power is denoted by . The overall network capacity is then defined as
If or the spatial distribution of potential access points and users is such that none of the possible topologies can provide satisfactory performance, then some subsets of users might be scheduled in different time slots on the TDMA principle.
For this purpose, we redefine the topology as a block matrix where each submatrix is a partial topology per slot , , and is the length of the scheduling cycle.
provides the information of simultaneous transmissions in slot . The dimension of is now .
is a feasible topology if satisfies the connectivity constraints given by (2a) and (2b) for every , and provides connectivity to users through access points during the scheduling length (i.e., ). It is worth noticing that not all APs, , need to be used for the topology to be feasible. Actually, we will be mostly interested to find a subset of the available APs that provide the users' QoS requirements.
The scheduling set is defined as the set , where denotes the collision-free set of transmissions. By definition, there is no collision in the transmission between user and AP , and interference user and its AP , if and . The topology matrix, for the example presented in Fig. 1(c) , is shown at the bottom of the page, where users 1 and 5 transmit on the first slot to access points 1 and 3, respectively. Users 2 and 4 share the second slot transmitting to the APs 1 and 2, respectively. Users 3 and 6 transmit in the third slot to APs 2 and 3, respectively. Finally, user 7 transmits on the fourth slot to AP 2.
The overall network capacity can be obtained as in (4) with , . The focus of this work is on uplink transmission, but the same model could be used for downlink as well by considering the AP transmission range, AP transmission power, and signal-tointerference-plus-noise ratio (SINR) received by the users. It is worth noticing that the connectivity constraints for downlink transmission may result into different feasible topologies.
B. Network Dynamics and Approximation for High Dense Scenarios
The network architecture and thus the topology in DNA will change in time due to new/ended calls or new/ended service of APs. To reconfigure the optimum topology to the traffic changes in a high dense network, some simplifications are needed for practical implementation.
If we denote by the call arrival rate, the computational time needed to obtain the new optimum topology after a traffic change should satisfy the following constraint: (5) In this way, the new topology can track the network dynamics. To keep the computational complexity under that threshold, the size of the DNA macro network should be scaled down accordingly. For this purpose, we assume that the DNA macro network is divided into clusters where its size, in terms of and , is such that constraint (5) holds. The concept of DNA clustering is shown in Fig. 1 . More detailed comments on how to optimize different aspects of the DNA macro network will be given in Section IV. Notes on the practical implementation will be provided in Section V.
IV. ACQUISITION OF THE OPTIMUM NETWORK ARCHITECTURE
In this section, a number of optimization problems are presented for the DNA paradigm. In the first step, the aim is to develop a basic algorithm to find the optimum topology in accordance with some utility function. Later on, this algorithm will be used to solve the topology optimization in more sophisticated problems. The QoS requirements will be included as constraints of the optimization problems with the objective to find the minimum required number of APs. Then, an economic model is developed to compensate the users for acting as APs and thus contribute to increase the network resources. Finally, the security requirements are considered.
A. Topology Optimization for Fixed Number of APs
We start by considering that the DNA network consists of users and access points that will be referred to as . There are a number of possibilities to allocate all these users to access points. Each option defines a feasible topology . The utility function is defined as the sum of the utilities per user (6) and includes the link capacity between user and AP when transmitting by topology defined by (3), the scheduling length , and the power consumption . All these parameters have impact on the election of the optimum topology. In order to keep the overall transmission power as low as possible, we assume that each user transmits with the minimum transmission power needed to reach the access point . We also assume that the users' available power . Then, the optimum topology is obtained by solving the following optimization problem: subject to (7) As result, the optimum topology that satisfies the previous constraints is obtained where . Although this problem is NP-hard [37] , the utility considered allows certain simplifications.
The dependency between the utility and power follows the relation , so lower power translates into higher utility. At the same time, lower power will imply lower as more simultaneous transmissions can coexist in the network. The load distribution is considered in (7) through the scheduling length . As we have assumed that users will transmit one at a time to a particular AP, a higher number of users allocated to the same AP will result into higher , and thus lower utility. For these reasons, this optimization will provide as result for optimum topology the one that connects the users to its closest available AP. Based on this result, a Minimum Distance Clustering/Scheduling (MDCS) scheme can be used for topology optimization. In MDCS, the users transmit to their closest AP on a cluster basis. Although there are many options to perform the scheduling, this scheme significantly reduces the topology search space. The scheduling between adjacent clusters in DNA can be performed with a temporal offset in terms of slots or spatial offset by allocating different frequencies to each cluster. This will result into different reuse factor for the DNA macro network, , as shown in Fig. 1(c) for . In order to provide the incentive for the terminals to serve as access points in a given time period, the network will have to compensate such a service by paying them a certain amount in a normalized currency that will be discussed later. As the cost of having a large number of access points may be too high, in the sequel we study the possibility of activating available APs while still satisfying the users' QoS requirements.
B. Topology and Architecture Optimization
The optimization problem defined in (7) can be modified to include the cost incurred by having a certain amount of APs. The aim is now to obtain the optimum topology and the number of APs, that guarantees the connectivity for all users and provides the maximum utility and minimum cost.
Let be a vector where each component is a binary variable indicating the selection of AP with entries if the AP is elected; otherwise, entries . The vector where each component is the opposite to each component of is denoted by . Its transpose is given as . The topology and architecture optimization problem is defined as follows: subject to (8) where is a scaling parameter. The first and second constraints state that the topology should be a feasible topology, the third constraint indicates that the users should be allocated just to active APs, the fourth constraint indicates that should provide connectivity for all users , and finally, the fifth constraint establishes the power limits.
As result, the feasible set of topologies can be obtained by MDCS scheme for each . Then, the optimum and that maximize the utility for certain cost are jointly chosen. The number of selected APs, , that maximizes the utility is obtained as
. If the is the same for every AP, then the previous optimization will provide the minimum . Otherwise, it will lead to configurations that avoid using high-cost APs.
QoS Requirements: We consider that the users' QoS requirement is given in terms of throughput by the following constraint: (9) where is a constant. The optimization problem defined by (8) can be reformulated to minimize the number of APs, , needed to satisfy the QoS requirements. This can be formulated as subject to (10) where the constraints are the same as in (8) plus the QoS constraint given by (9) .
As before, if we assume that the cost is the same for every AP, then the previous optimization will implicitly minimize the cost. In the sequel, different options for the cost will be studied together with its impact on the AP selection.
The previous optimization problems are solved assuming that the backhaul capacity will not limit the capacity obtained in the wireless links, and thus, the QoS requirements can be achieved in problem (10) . Additional comments on the potential capacity constraints imposed by the backhaul links are given in the sequel.
C. Economic Model for Resource Harvesting in DNA
As described in the previous sections, in DNA, a terminal can operate either as a user consuming the network resources or as an AP augmenting the network resources. In the former case, the terminal will pay to the network an amount proportional to the resource consumption, while in the latter case, the network will pay to the terminal an amount proportional to its contribution to the overall augmentation of the network resources. To reduce the cost that APs bring to the network, the users will choose the AP that offers the minimum price. For this reason, we need to specify in more details the contract between the terminal and the operator(s). In the sequel, we present different options for these contracts In this option, the terminal , when acting as a user, has a contract with the wireless operator , and separate contract with the Internet operator . Both contracts may be based on the rate provided by the wireless operator (rate provided by Internet operator) or upload traffic volume in the wireless connection (traffic volume on the Internet connection).
The pricing mechanism may be designed in such a way that the price is proportional to the real rate and time the channel is used. This is designated as (11a) , , , and . Moreover, on the Internet segment, there is the possibility that the AP has wired or wireless Internet through the cellular network.
To illustrate the previous discussion, an example for contract is shown in Fig. 2 including different options for DNA infrastructure for wired and wireless Internet. In particular, in Fig. 2(a) , the user can transmit wireless through the base station (BS) or AP, and wired to the Internet. The price that terminal will pay for the wireless connection, , depends on its transmission rate , while the price of the Internet service, , depends on the prepaid traffic volume, . The price that the terminal will charge to any adjacent user for the connection is referred to as and depends on its rate and the traffic volume previously used at that terminal . We denote by the overall external transmission rate of terminal due to the adjacent users that transmit to when acting as AP. The indicator if user transmits through , and zero otherwise. The overall rate on the Internet connection is constrained by the transmission rate of terminal , , where is the aggregated rate of terminal and its adjacent users. The rate will be referred to as the internal rate of the terminal on the Internet and the external transmission rate of the adjacent users. The traffic volume transmitted by up to time is given by . The same notation applies for Fig. 2(b) , with the only difference that the Internet connection is wireless. Thus, the overall rate on the wireless Internet connection is constrained by the link capacity, . Although multiple-input-multiple-output (MIMO) (massive MIMO) technologies can significantly increase , the new access point in this case cannot still offer capabilities of WLAN. Even so, offloading a number of macrocell users through the new AP will reduce the interference, and so increase the capacity for other potential users in the network. In the example shown in Fig. 2(a) , such a constraint does not exist.
In order to analyze the balance on the terminal's account, and thus the price that the terminal will charge to its adjacent users when acting as an AP, we need to average out the terminal operation in time. We will assume that a terminal has a contract of the type , as shown in Fig. 2 , signed with a single operator, which means that the same operator provides both the and the service. Let us assume that the user pays to the Internet operator a fixed price for transmitting a maximum traffic volume on the Internet connection during period . We denote by the probability of having the Internet connection available at a given moment. The probability that the user transmits its own traffic on the Internet connection is given by , and the probability of using instead the wireless connection is . Then, the average traffic volume sent by terminal on the Internet connection until time is given by (13a) where is the transmission rate of terminal and is its average external rate. To define this parameter, we first define the probability that is in the transmission range of user . This probability can be expressed as , where and are the transmission area of user and area of the DNA cluster, respectively. Now, the average overall external rate at terminal can be presented as (13b) where is the average user rate on the wireless connection and is the probability that terminal is elected as AP. The probability is supposed to be inversely proportional to the price that the terminal will charge to its adjacent users for the connection that is referred to as . This price depends on the fixed price paid for the Internet and remaining traffic volume available at (14) where is the cumulative traffic transmitted until time . As the available traffic volume at terminal decreases, the higher will be the price it will charge to its adjacent users for the connection. Then, by modeling where is a proportionality constant, so that , and using it in (13b), can be evaluated. For simplicity, we assume that only one user can access terminal , thus (13a) can be rewritten for as As performance measure, the next parameters are defined:
• The Internet contract utilization defined as (16) where is the volume of traffic transmitted during the length of the contract, , and is the initial amount of traffic volume available.
• The contract price recovery obtained as (17) where the first term is the percentage of price spent by terminal on transmitting its own traffic and the second term is the percentage of price gained when acting as an AP. The previous equations can be easily extended for other types of contracts (e.g., , , and ). This framework provides many opportunities for further extension of the models, especially in multioperator scenarios. The reward for serving as an access point may also depend on the capacity of the terminal, so that the weaker terminals (like smartphones) could be awarded more than PCs or conventional access points with higher capacity.
D. Security Investment
In this section, we are interested to evaluate how the user's security investment affects the performance and, consequently, the network utilization.
We assume that the user invests in security measures, such as purchasing software and configuring it on its system. This provides a security level and brings an increased direct cost . Higher cost results into higher security level. The security investment reduces the probability that the user would be vulnerable to an attack and also the probability that other users will be attacked. When the terminal acts as an AP for other users in its vicinity, it will benefit from its security investment, and the probability of being elected as an AP, , will be higher. The security level demanded by an adjacent user when connecting to terminal is (18) so that its investment will not be wasted. Otherwise, the user will not be interested on that connection. Then, the probability that terminal will be elected as an AP can be approximated as (19) where is inversely proportional to the charged for the connection by terminal and given by (14) , and proportional to the probability that will satisfy the security level demanded by user .
If the difference between the security level of user and terminal is very large, , then will charge an extra price, , to serve user , where is a proportionality constant. This cost will compensate that will need to scan the system or take extra security measures after serving user .
As result, the price that terminal will charge to for a secure connection is (20) The economic model discussed in Section IV-C should be modified to include and the price defined by (19) and (20), respectively.
V. DYNAMIC TRACKING OF THE OPTIMUM TOPOLOGY AND
ARCHITECTURE BY GENETIC ALGORITHM In a real network, when the traffic changes in time and space, an efficient mechanism is needed to reconfigure the optimum topology to the traffic variations in the network. The optimization problems defined in this section can be solved in a dynamic environment, where the topology in the observation instant is denoted by . As already mentioned, the time to reconfigure the topology is limited by the network dynamics. For these reasons, a genetic algorithm is developed to track the changes in the optimum topology due to the traffic variations.
A. GA
Genetic algorithm is a computational mechanism inspired by natural evolution where stronger individuals are more likely to survive in a competitive environment. GA has been shown to be a useful alternative to traditional search and optimization methods, especially for problems where the space of all potential solutions is too high to be searched exhaustively in any reasonable amount of time [6] , [7] .
The first step in GA is to encode the problem as a chromosome or a set of chromosomes that consist of several genes. Next, a pool of feasible solutions to the problem, called initial population, is created. A fitness value, calculated using a fitness function, is associated with each chromosome and indicates how good the chromosome is. Genetic operators' selection, crossover, and mutation operate on the population to generate a new generation of population, i.e., a new set of feasible solutions from the old ones. Good feasible solutions are selected with higher probability to the next generation, in line with the idea of survival of the fittest. As the algorithm continues and newer generations evolve, the quality of solutions improves. The success of GA and its applications are outlined in [38] .
In this paper, we formulate a genome as a feasible topology that consists of a block of chromosomes (partial topologies) that provide connection for users to access points in a scheduling period . We model the traffic variations in our DNA network by considering that the topology variations are due to the changes in the APs and users availability.
B. Encoding and Initial Population
We encode the topologies as a block of chromosomes where each chromosome defines a partial topology , , and is the scheduling length. Each entry of the chromosome represents a gene with genotype (user) and phenotype (access point). Hence, each gene defines a connection between user and AP .
We assume that the initial topology of the network is known and denoted by . Later on, we will provide details on the robustness of our algorithm to the initial state of the network. This topology needs to be modified accordingly based on the following possible changes in the network.
1) If a new user arrives to the network, then the new user will be initially assigned to its closest AP. 2) If a user leaves the network, then its entry will be zero in the topology matrix. 3) If a new AP appears in the network, then its closest user will be reassigned to this new AP 4) If a new AP leaves the network, then its users will be reassigned to the remaining closest AP. There is also the possibility to detect more than one change at a time. This is the case when: 5) A user turns into an AP. In this case, the topology should be modified as indicated in 2) and 3); 6) an AP turns into a user. Then, the topology should be modified as indicated in 1) and 4).
The update of the initial topology results into . At any time instant , topologies (genomes) are contained in the population pool . The initial population consists of topology and -1 topologies randomly generated, . The next generation of population is obtained by applying genetic operators over the topologies of the current generation. The fitness function used to evaluate the topologies is given by the utility function defined by (6), (8) , or (10).
C. Genetic Operators
We consider the operations of selection, crossover, and mutation.
The selection operation consists of choosing 40% of the topologies that produce the highest fitness among the current population to survive to the next generation. Then, the rest of the new population is obtained by applying crossover and mutation operations to those selected topologies (30% topologies generated by each operator). This provides a compromise between the level of elitism and diversity to generate new topologies with the past of the generations.
The crossover operation consists of shifting two genes between two different chromosomes from the same genome to generate an offspring topology. In particular, we randomly choose one of the selected topologies at a time, and then we randomly choose two genes and apply the crossover to generate a new topology as A topology can be repeatedly selected, but if the offspring topology results into an existing one, then it will be removed from the pool, and another topology will be randomly chosen. The new topology resulting from this operation will be always a feasible topology.
The purpose of this operation is to reduce the interference resulting from concurrent transmissions. In this case, we can move one of the interference users (the whole gene) to transmit in a different slot. This operation is illustrated with the scenario shown in Fig. 3(a) , where initially users 1 and 2 share the first slot and users 3 and 4 transmit in the next slot. After the crossover, the genes 1 and 4 will be shifted, resulting into the following new topology:
where users 2 and 4 will share the first slot and users 1 and 3 will transmit in the second slot. As we can see in Fig. 3(a) , the interference in this topology will be reduced.
The mutation operation is performed to facilitate jumping of solutions to new unexplored regions of the search space. It consists of allocating the user to a more convenient AP. This can be achieved by mutating the phenotype of an individual gene. An example of the mutation operation is shown in Fig. 3(b) , where the phenotype of user 4 is mutated from 2 to 3. The new topology results into the following:
D. Convergence and Complexity of GA
After a new generation of population is created by using the genetic operators described above, the fitness function is used again to evaluate the generated topologies, and the process is repeated in the same fashion. As 40% of the best topologies are kept in the pool, the fitness of the best topology in each generation will always be better or equal than in the previous generation.
If we denote by the best fitness function in generation obtained for topology , then GA converges to the solution when , where . The topology will be the optimum topology with certain probability that we denote probability of success or success ratio, . This probability is obtained as the ratio between the number of times the optimum topology has been found with respect to the number of runs of the GA. In this process, exhaustive search is used to confirm the optimum topology. The optimum fitness function is obtained for topology when . If , then and the topology is a suboptimum solution. To achieve the optimum solution, the size of the population and the number of generations considered for the GA must be adjusted to the size of the DNA. This will be shown in Section VI through simulations.
The complexity of the GA is given by the following parameters:
• total number of generated topologies needed to obtain the optimum solution, where is the number of topologies per generation and is the number of generations;
• computational time that indicates the time it takes to obtain the optimum topology (CPU time).
E. 2L-AAC Scheme
The conventional admission control mechanisms aim at maintaining the required QoS by the users by limiting the number of new users that access the network at a given time. In this paper, we present a 2L-AAC protocol that regulates the access of new users and APs to the network in order to keep the level of utility per user above certain threshold . If we assume that the network efficiency is measured by the utility defined by (6) and there is a user with utility , then the 2L-AAC can improve by performing one of the following actions.
• Allow a new AP , located in a closer distance to user than the actual AP , , to access the network. In this case, the power consumption will be reduced as the new AP is closer.
• Reduce the number of users that are transmitting to AP so that the scheduling cycle will be reduced.
• Reduce the number of users that are sharing the slot with user , which will increase the capacity .
• All the previous options will also increase the overall utility. After there is a traffic change, the new topology should be reconfigured to provide the optimum performance according to (6) . If the utility also includes the cost as in (8) and the maximum utility at certain state of the network , then the same actions as before can be applied. The only difference is that introducing a new AP will increase the cost, and this increment should compensate the gain on the utility. Otherwise, the new AP may replace the actual AP .
The illustration of the 2L-AAC scheme is shown in Fig. 4 where it is assumed that the arrival rate of users/APs, , and the computational time, , satisfy (5). The observation instant is assumed to be a multiple of .
F. Implementation
The optimization problems will be run at the BS or equivalent network controller who will keep track on the existing traffic in each DNA cluster. The BS will assign the users to the most appropriate cluster, and the 2L-AAC mechanism will provide the access on a cluster basis.
As result of the optimization problems, the optimum topology that provides the data for intracluster reallocation (handover) is obtained. The terminal status (user or AP) is communicated on the conventional uplink signaling (control) channel. Then, the network controller will assign each user to the most convenient AP according to a given utility function. We have assumed that the user-AP allocation is fixed during the scheduling cycle. Furthermore, we assumed that the computational time needed to obtain the new optimum topology after a traffic change is where is the call arrival rate. In this way, the new topology can track the network dynamics. The observation instant is assumed to be since the system cannot react to the changes faster than . The size of the network cluster considered should be scaled accordingly to keep the computational complexity under that threshold.
At the DNA macro network, the resulting utility is obtained as , where is the reuse factor. The intercluster handover may be handled by applying clustering/reclustering algorithms [39] , [40] after a change in the traffic occurs.
VI. PERFORMANCE EVALUATION
In this section, the performance of the network is evaluated through extensive computer simulations conducted using MATLAB. The scenario considered is shown in Fig. 5 , where we assume that nodes and access points are randomly placed in an area of m . This scenario corresponds to a
. The results for the DNA macro network can be obtained as explained in Section V. The simulation parameters are summarized in Table I .
In Fig. 6 , the utility obtained for the optimum topology is presented as a result of the optimization problem defined in (7) when there are and 5 APs, and users. The location of those users and APs is shown in Fig. 5 . When is used, APs with higher index from the figure are inactive. The same principle applies for . The utility is higher for as the transmission power and the number of slots needed to complete the transmission is lower than for . The optimization has been solved by MDCS and GA. To obtain the optimum topology by GA, the size of the population and the number of generations was scaled with the size of the DNA. The values used for the previous parameters will be explained later in Fig. 12 .
In Figs. 7 and 8 , the number of generated topologies and the running time to obtain the optimum topology are shown, Fig. 7 . Number of topologies generated to solve (7) versus . respectively, for MDCS and GA algorithm. A processor Intel Core i5-2400 CPU at 3.10 GHz with 8 GB RAM memory has been used for the simulations.
As we can see in those figures, for a given value of , the improvement obtained by GA increases with . It is worth noticing that the number of topologies generated by MDCS, , and thus the time, , linearly increases with . By GA, the increase of and is more moderate. In particular, for DNA (4, 8) , is one order of magnitude smaller than . For each new user ( , ), one more order of magnitude is obtained as improvement by GA. The running time for the scenarios considered is below 100 s, so for a typical value of the arrival rate calls/s [41] and the size of the DNA considered, GA can track the changes in the optimum topology.
In Fig. 9 , the utility is shown as result of the optimization problem defined by (8) when the . The DNA considered consists of users and available APs. The scenario is shown in Fig. 5 where users with index higher than 6 are inactive, and the same applies for the APs. As expected, the utility is lower for higher values of the cost and is higher for higher . In Fig. 10 , the optimum value of is obtained for different values of the cost and .
The results for the optimization problem (10) are presented in Fig. 11 for and different values of . The optimum is obtained for each scenario for different values of the QoS constraint . As before, the scenarios considered are shown in Fig. 5 .
In Fig. 12 , the success ratio of GA is shown for the scenarios DNA(7,5) and DNA(10,5) versus the number of generated topologies . In this case, we consider that the initial state of network is unknown, so this parameter is also an indication of the robustness of GA to the initial state of the network. The initial population consists on a number of feasible topologies randomly generated. The number of topologies generated is obtained as the product of the size of the population and the number of generations . In particular, the values of and used in the results are shown in Table II . The simulations have been generated 50 times, and the success ratio is defined as the number of times the optimum topology has been found with respect to the number of runs. We can see that for DNA (7, 5) , topologies are generated where and are used to obtain the optimum topology with success ratio 1. In a bigger network, such as DNA (10, 5) , are needed to obtained the optimum one with and . In Fig. 13 , the Internet contract utilization defined by (16) is shown for different values of and different ratios of and . Both, static and dynamic models for the traffic volume are considered. The scenario used for this simulation is shown in Fig. 2 for the contract . The probability of Internet connection was set to , and the relation between the price and the initial prepaid traffic volume has been normalized to 1, so that a monetary unit is charged for each unit of traffic volume. As result, we can see that the utilization increases with and with the rate of user , . Moreover, is larger when the dynamic model is used. The reason for this relies on the fact that the used in the static model is the one obtained at the end of the contract , so it is higher than for the dynamic model that is calculated in every time . As a consequence, the probability that user will be elected as AP, , is lower, and thus there are more chances that the user will transmit its own traffic. For larger , the higher is the difference between for both models. The same scenario is used in Fig. 14 to present the contract price recovery versus . As we can see in the figure, is larger for higher values of and increases with the utilization of user .
A set of simulations has been generated to show the effects of the security requirements on parameters and . Those results are not included for space constraints. The conclusions obtained can be easily justified from (19) and (20) . The higher the probability is that the user will satisfy the security requirement of adjacent user , the higher will be the probability of being elected as an AP. If the difference between the security level of user and the one provided by the AP is very high, further security investment will be needed from the user to be accepted by the AP.
Finally, some results are provided to show the efficiency of GA in a dynamic environment. In Table III , a number of scenarios are presented where the efficiency of GA in tracking the network dynamics is shown. The first column, DNAt, represents the current network situation in time . In the second column, DNAt+1 describes the network in the next time instant after the topology has changed. The description of the change is outline in the third column. The fourth column presents the value of the optimum utility (fitness) after the traffic changed. Columns 5 and 6 show the number of topologies generated by MDCS and GA, respectively, to obtain the optimum one. The computational time in seconds is shown in the last two columns. We can see that for almost all scenarios. The only exception is when the size of DNA considered is small [e.g., DNA (4, 3) ]. In that case, as the number of possible combinations is low, the number of topologies generated by MDCS is lower than GA. For the rest of the scenarios, the order of improvement by GA regarding the number of topologies generated and the computational time can reach up to two orders of magnitude compared to MDCS. The number of topologies generated by MDCS, , increases exponentially with the size of DNA. The values of and to run the GA in this scenario resulted into a maximum . For this reason, the last three results of the table that correspond to DNA (7, 4) , DNA (8, 4) , and (DNA (9, 4) have reached that number of topologies. The error in the optimum utility for these scenarios has been in the order of 10 . It is worth mentioning that for DNA(9,4) the computational time s s. Thus, the size of this DNA should be reduced in order to track the dynamics if the arrival rate is set to calls/s. For the same scenarios considered in Figs. 7 and 8 , and are now much lower. This is because, in these scenarios, the previous state of the network, given by topology , is known (topology reconfiguration), while in Figs. 7 and 8, the optimization was run starting from any random topology.
The representation of the dynamics is shown in Fig. 15 for the scenarios described in Table III . In this chart, we can see how GA tracks the changes in the network and reaches the optimum value of the utility computed by MDCS.
VII. CONCLUSION
In this paper, we have presented and analyzed a new network paradigm. In this concept, certain classes of terminals when connected to the Internet (wired/wireless) can serve as an AP for other users in its vicinity. As the location of users and APs changes in time, this results into a dynamic network architecture. A DNA optimization framework is presented to minimize the number of APs needed to satisfy the QoS requirements from the users and, thus, reduce the network cost. Then, an economic model to incentivize the users to act as APs is proposed to efficiently use the capacity provided by the network operator for other users' transmissions.
The economic model and security investment should be considered only as possible (although real and interesting) examples, and further work in this segment is expected in the future.
When the users' and APs' availability changes, a genetic algorithm is presented to dynamically reconfigure the optimum topology and adjust it to the traffic changes in the network, so that the best performance is guaranteed.
Simulation results have shown that the performance improvement of GA compared to exhaustive MDCS can reach up to two orders of magnitude in terms of number of topologies generated and running time to obtain the optimum topology. We have also shown the impact of the cost on the election of the AP and the number of APs needed to satisfy the QoS constraints.
This work presents a framework for a novel architecture where different aspects can be further elaborated. As possible extensions of this work, we are planning to consider terminals equipped with multiple antennas and develop beamforming schemes to select the most appropriate APs that satisfy the QoS requirements and maximizes throughput.
