This paper presents a new gradient estimator for the steady-state expected sojourn (system) time in a nonpreemptive priority queueing system. The estimator uses the concept of a phantom system, together with the basic ideas in harmonic gradient estimation, to develop a single simulation run estimator, termed the phantom harmonic gradient estimator. The estimator is shown to be strongly consistent and strongly consistent in the average sense as the sample size grows.
Introduction
Nonpreemptive priority queueing systems can be used to describe a wide variety of manufacturing, telecommunication, and service industry problems [8] . Such queueing systems can be modeled using discrete-event simulation. Simulation models of priority queues are useful for studying various steady-state responses (e.g., system sojourn times) associated with each customer class. The sensitivity of these response functions with respect to the input parameters allows one to assess how system outputs are affected by small changes to the inputs (e.g., customer arrival rates, service rates, and buffer space restrictions).
When the input parameters are continuous and the response functions are differentiable, sensitivity analysis is achieved from the appropriate gradients. Gradient estimators can be used as part of simulation optimization procedures, such as path search algorithms ( [12] , [15] ). These algorithms iteratively determine a search direction and a step size to take in the chosen direction until some stopping criterion is met. For surveys of the simulation optimization literature, see [1] , [4] , [16] , [20] , or [21] .
Over the past two decades, a great deal of research attention has been devoted towards the development of discrete-event simulation steady-state gradient estimators. The crude finite differences gradient estimator [3] , though widely applicable, is highly inefficient [1] . Infinitesimal perturbation analysis and likelihood ratios/score functions [17] offer efficient alternatives, though their domains of applicability are more restricted than the finite differences estimator. Moreover, infinitesimal perturbation analysis is not applicable to priority queueing systems [5] . The harmonic gradient (HG) estimator [13] offers an approach that effectively simultaneously computes the finite differences estimator using multiple frequencies that are all close to zero, hence equivalently creating a parallel finite differences method. The phantom rare perturbation analysis (RPA) method [2] is similar to smoothed perturbation analysis [7] , though it may require significant computational effort [25] .
This paper introduces a new gradient estimator, termed the Phantom Harmonic Gradient
(PHG) estimator. The phantom methodology introduces phantom arrivals into the queueing system and quantifies their effect on the response function. The PHG estimator exploits the parallelism offered by the harmonic gradient estimator, while using the phantom methodology to avoid perturbing the queueing system, hence eliminating some of the implementation problems associated with applying the harmonic gradient estimator directly. The paper is organized as follows. Section 2 presents notation and definitions that are needed to develop the PHG estimator. Section 3 summarizes the harmonic gradient estimator. Section 4 discusses phantom estimation and introduces the PHG estimator. The form of the PHG estimator allows both common and antithetic random numbers to be used simultaneously as a variance reduction technique. Section 5 looks at the variance of the PHG estimator. Section 6 presents computational results with the PHG estimator. These results suggest that the PHG estimator using the variance reduction technique provides an effective tool for estimating the gradient of the steady state response function. Section 7 summarizes the results presented.
Model and Notation
Consider a nonpreemptive priority queueing system with C customer classes, where class c i customers have priority over class c j customers if c i < c j . Let N c (t), represent the (renewal) arrival process for class c = 1, 2, ..., C, where these arrival process are assumed to be independent. Assume that the queueing system operates under parallel admission control strategies, hence each arrival to the system may be thinned (i.e., accepted or rejected). Let the decisions of accepting customers of class c be independent Bernoulli random variables with probability p c . Let {λ c , c = 1, 2, ..., C} denote the effective arrival rates, after thinning, for each customer class. The service times for each customer class are assumed to be independent and identically distributed (IID) random variables with bounded second moments. In addition, assume that the queueing system is stable (i.e., the utilization factor is less than one).
The system response function for the queueing system, F (λ), is a function of the average system time over either a finite or an infinite horizon, where the objective is to estimate the sensitivity of this function with respect to the effective arrival rates. Note that in the infinite horizon case, the limit measure exists and is unique, since the queue is assumed to be stable. If the arrival process is Poisson, then the derivative with respect to λ c is the same as the derivative with respect to p c evaluated at p c = 1. If the arrival process follows some other (e.g., general) renewal process, then the derivative with respect to the rate is not (in general) uniquely defined. Since the system is under admission control, then the relevant sensitivity is with respect to the admission control parameter. Therefore,
There are several challenges associated with estimating the gradients for this system using a single simulation run. First, even if λ c is assumed to be a scale parameter of the interarrival times for class c, infinitesimal perturbation analysis (IPA) cannot be applied [5] , since a Lipschitz continuity condition on the sample performance h(λ, ω) is required for the stochastic derivative to be unbiased (i.e.,
. Priority service disciplines lead to a reordering of customers (i.e., customers do not depart in the same order in which they arrive), hence IPA is not applicable because infinitesimal changes of one arrival rate may cause discontinuities in the waiting times per class.
The likelihood ratio method can be applied to the Bernoulli decision variables, but cannot be used for evaluating the sensitivities at p c = 1. To see this, note that this method is based on the following result (see [22] ): if a family of probability measures ν θ , θ ∈ [0, 1] is dominated by a measure µ, where f θ (x) denotes the µ-density of ν θ and S θ (x) = ∂ ∂θ ln f θ (x) denotes the "score function", then
for any integrable function g, where the first expectation is with respect to ν θ and the second expectation is with respect to µ. In the case of Bernoulli variables with parameter θ and µ = ν θ 0 for 0 < θ 0 < 1, then for any integrable function g(x),
where the µ-density of ν θ is given by the random variable
Therefore the score function is S θ (x) = −(1−θ) −1 1 {x=0} +θ −1 1 {x=1} , which is unbounded as either θ → 0 or θ → 1. This result reflects the fact that at the extreme values the measure in question is degenerate.
Smoothed perturbation analysis (SPA) can be applied to nonpreemptive priority queueing systems, though it is equivalent to the RPA method [2] and requires a significant computation effort [25] . A different SPA for this problem is proposed in [18] , requiring a fifth bounded moment of the service distribution. The finite differences method and the HG estimator both require perturbing the input parameters of the system, which leads to added bias in the estimators when performed in a single simulation run [13] , [9] . These perturbations, while straightforward to implement for simulation experiments, are undesirable for on-line adaptive control of systems that take measurements to construct the sensitivity estimators.
These observations suggest the need for an efficient approach to estimate gradients for nonpreemptive priority queueing system responses. The following notation and definitions are needed to develop an estimator to fill this void, termed the PHG estimator. The PHG estimator incorporates the phantom methodology within the HG estimator framework.
Notation:
1 {A} : the indicator function of event A
T n : arrival time of the n th customer to arrive into the system Z n : service time of the n th customer to arrive into the system τ i : arrival time of the i th customer to depart from the system
.., N , the arrival number of the i th customer departing from the system. Therefore, τ i ≡ T n(i) .
A i = Z n(i) , the interarrival time between the n(i) th and n(i + 1) t h customers arriving to the system
, the service time of the i th customer to depart from the system I c [n] = 1(0) if the n th customer that arrives to the system is (not) of class c
Moreover, A i represents the interarrival time between the i th and (i + 1) th customers departing the system. Note that if the (i + 1) th customer departing the system has higher priority than the i th customer departing the system, then A i may be negative.
Although customers do not depart in the same order in which they arrive, all customers that arrive within a busy period also depart within the same busy period (though not necessarily in the same order). Therefore, n(i) = i if the i th customer that arrives to the system also is the first customer in a busy period.
Customers are labeled according to the order in which they depart from the system (this will be discussed more fully in Section 4). Let F c (λ) denote the steady-state expected sojourn time for class c. The system response function is assumed to be a function of F c (λ). Define X i to be the sojourn time for the i th customer departing from the system. For a fixed number of customers N (i.e., the total number of customers over all C classes), the sample average
is a (strongly) consistent estimator for F c (λ), since the ratio of the number of customers of class c to the total number of customers (N ) approaches λ c /λ 0 w.p.1 as N approaches infinity (provided the queueing system is stable).
The Harmonic Gradient Estimator
The harmonic gradient estimator requires the input parameters to be (simultaneously) sinusoidally varied during a single simulation run. For a nonpreemptive priority queueing system, set
.., C, where λ c (t) is the arrival rate for class c customers at index t, ω c are the oscillation frequencies, a c are the oscillation amplitudes, and T is the number of customers of each class that exit the system during one "period" of the simulation run. Let
be a system response for the n(i) th customer of class c (e.g., the sojourn system time), where (1) holds.
The oscillation frequencies are typically chosen to be Fourier frequencies (i.e., ω c = h c /T for h c ∈ {1, 2, . . . , T/2 }) (see [9] ). The harmonic gradient estimator is defined aŝ
where λ(t) = (λ 1 (t), λ 2 (t), ..., λ c (t)) and T = rT for some r ∈ Z Z + . If F c (λ) can be locally approximated by a second-order Taylor series expansion, thenÂ(a c, ω c ) → ∂F c (λ)/∂λ c in probability, as
(ω c , a c ) → (0, 0) (see [13] ).
One difficulty associated with estimating multiple gradient components simultaneously is the associated frequency selection problem [10, 11] . As the number of input parameters increase, the potential for frequency confounding (or overlapping) also increases. More specifically, higher order derivative terms can bias the gradient estimates, even if the oscillation frequencies are chosen to minimize this effect (see [13] , [10] for discussions on the difficulties associated with the frequency selection problem). The PHG estimator introduced in Section 4 is formulated and designed to overcome this problem.
The Phantom Harmonic Gradient

Phantom Estimation
To describe a phantom system, several additional terms must be defined. A nominal system is defined by the input stream of arrivals for class c, N c (t), the service time distributions, and the service discipline. The nominal trajectory follows the dynamics of the queue, given the sequence of arrival and service times, (T 1 , Z 1 ; T 2 , Z 2 ; . . .). The input streams are assumed to be independent renewal processes, and N c (t)/t →λ c w.p.1, as t → ∞ ( [14] ). This system is assumed to be stable for the vector of input ratesλ. Therefore, in the nominal system, Lindley's equation is
where
Define η = {η n }, n = 1, 2, ... to be a sequence of binary decision variables (where each such variable is associated with a particular customer). A phantom system is defined in the same way as a nominal system, except that it is coupled with a particular sequence of binary decision variables η in the following way. If η i = 1 (or η i = 0), then the associated customer i is (or is not) allowed to enter the system. An η-phantom trajectory follows the dynamics of the queue, given the sequence of arrival and service times, (
. . .). Therefore, for a phantom system with binary decision variables η, the arrival time for the n th customer is T n (as for the nominal system), with service time Z n η n . A customer i with η i = 0 is a phantom customer with service time zero, hence this customer vanishes from the system at the instant at which it is scheduled to begin service.
The effective arrival rates for the η-phantom system are λ c (η) =λ c q c , c = 1, 2, ..., C, where q c is the fraction of customers of class c allowed entry into the phantom system,
w.p.1. .
The order in which customers complete service may be different for the nominal and the phantom systems, since some of the customers in the nominal system are no longer served in the phantom system. However, the order of arrivals and the arrival epochs for the nominal and phantom systems are identical. Consequently, let n(η, i) be the arrival number of the i th customer departing the η-phantom system. Since the interarrival times also depend on η,
is the interarrival time between the i th and i + 1 th departures from the η-phantom system, and the service time of the i th departing customer in this system is
Lindley's equation (now termed the modified Lindley equation) becomes
where X i (η) is the sojourn time for the i th customer departing the queue, provided η n(η,i) = 1.
Otherwise, (3) keeps track of the waiting times and arrival times so that it remains valid for future customers [24] . Note that X i (1) denotes the sojourn times for the i th customer departing the nominal system (i.e., η = 1 = (1, 1, . . .)).
The recursion in (3) is straightforward to evaluate, since each customer is assigned a service time and an arrival time, and the new order of customer service can be determined directly from the customers' classes and the arrival times. If a busy period has been completed with α customers in the nominal system, then this busy period must also have been completed in the phantom system. This follows from the observation that the time at which the last service of the first busy period occurs in the nominal system is
Since the server serves consecutive customers during a busy period, then the actual order in which service takes place does not affect B 1 . Service times in the phantom system either are the nominal service times or zero. Therefore for any binary decision sequence η the service completion epoch of the first busy period of the η-phantom system satisfies
hence customer α + 1 must also begin a busy period in the phantom system. This stochastic monotonicity property is referred to as stochastic domination of the phantom systems by the nominal system. Lastly, if the i th customer that departs the nominal system begins a busy period in the nominal system, then n(i) = n(η, i) = i for all decision sequences η.
PHG Gradient Estimation
This section formally introduces the Phantom Harmonic Gradient (PHG) estimator. The gradient estimator is constructed by simultaneously computing each derivative component. To simplify the description and analysis of the PHG estimator, only the PHG derivative estimator with respect to a single parameter, λ 1 is presented; the PHG estimator for the other parameters is obtained in an analogous way.
Assumption 1 is used to define the PHG estimator.
Assumption 1 Suppose that for a stable nonpreemptive priority queueing system with arrival rates
λ, there exists a real number a > 0 such that the queueing system with arrival rates λ(1 + a) (i.e., a scaling up of the arrival rates by a factor of 1 + a) is also stable.
To obtain an expression for the PHG derivative estimator with respect to λ 1 , the nominal system is built with the arrival rates
Let T be an integer greater than or equal to three, ω = 1/T , and
for t = 0, 1, . . . , T − 1. Also, let η(t), t = 0, 1, . . . , T − 1, denote a sequence of independent Bernoulli random variable vectors with
such that θ i (t) = p t (c) if the i-th customer to leave the phantom queue is of class c. This is equivalent to assigning a Bernoulli(p t (c)) variable to each arriving customer of class c, hence the η(t)-phantom system follows the dynamics of a nonpreemptive priority queue with effective rates
Remark: The case with t = 0 corresponds to what is referred to as the base system, which has arrival rates λ c , c = 1, 2, . . . , C. This is the system for which the derivatives are to be estimated, although (as will be seen from the results that follow) the base system does not need to be simulated to perform the gradient estimation.
From a single simulation run of the nominal system with arrival ratesλ, the T − 1 phantom systems can all be observed simultaneously with common random variables for the interarrival and service times. The nominal arrival rate is the maximum value of the sinusoidal function, where other rates are thinned out to correspond to the chosen phantom rates. Finally, to simplify the notation, let n t (i) denote n(η(t), i) for the arrival number of the i th departing customer from the phantom system labelled by t.
The following theorem shows that the phantom harmonic gradient (PHG) estimator is strongly consistent and strongly consistent in the average sense.
Theorem 1 Let N ∈ Z Z
+ be a deterministic number of service completions in the nominal system.
and the phantom harmonic gradient (PHG) estimator for
Then for all m ∈ Z Z + ,
and for all N ∈ Z Z + ,
Remark: Strong consistency (7) in Theorem 1 is needed for strong convergence in simulation optimization, when the derivative estimators require an increasing estimation interval length N , while the second property (8), referred to in [21] and [23] as "strong consistency in the average sense," yields convergence of on-line optimization algorithms, where N is a constant (see [15] and [23] for details).
Proof : First, as in (1), it is necessary to show that for each value of t = 1, 2, . . . , T − 1,
Let N c (m, N ) denote the number of class c customers that have been served from among the N customers within departing customers mN + 1 and mN + N in the phantom system t. Then by
given the stability assumption (Assumption 1). On the other hand, by the strong law of large numbers,
where F c (t) is assumed to be bounded for all t. By the Continuous Mapping Theorem, these two results establish (9) . To show (7), first note that the phantom systems components in (6) are summed. Using (9) ,
The result in (7) is then obtained using the Fourier decomposition of F c (λ(t)), which is assumed to be continuously differentiable. To simplify the notation, fix all the other components of the vector λ at λ c (0), c = 1, and write F c (λ 1 ) as a function of one variable. Then
smooth, periodic, analytical function on t ∈ [0, 1), with
Therefore, G(t) has the Fourier representation [19] :
Taking derivatives,
, which implies that g k can also be represented as
Applying the chain rule,
, where δ (t) = 2πa 1 cos(2πt). Moreover, using a Taylor series expansion for F c [λ 1 (0) + δ(t)] for small values of a (and δ(t)),
Substituting this expression into (12) (with k = 2) leads to
which follows from the orthonormality of the trigonometric functions as well as the identities
Lastly, setting the last expression for g 2 equal to (11) (with k = 2) leads to
If F c (λ 1 ) is a polynomial function of order less than T ∈ Z Z + , then this integral is a discrete average over equally spaced points [26] and
with ω = 1/T , which establishes (7). Moreover, if F c is analytical, then it can be approximated using a Taylor series expansion, and the left and right hand side of (14) can be made arbitrarily close, as T approaches infinity [26] .
To establish (8), note thatD c 1 (N, m) is an additive estimator, which implies that
and the result follows.
The nominal system dominates all the phantoms, hence by stochastic monotonicity, at the beginning of each nominal busy period all the phantom systems are also empty. Therefore stability of the nominal system implies stability of the phantoms and the variance ofD c
The form of the PHG estimator eliminates the bias problems associated with the HG estimators, since the sinusoidal perturbations are now performed simultaneously or in parallel (across the sinusoidally varied input parameter values). In particular, the oscillation frequencies no longer must approach zero, since the sample mean estimators are consistent for the stationary averages.
Moreover, to estimate the gradient, the same oscillation frequency can be used for each input parameter λ c , c = 1, 2, . . . , C. Note that from (6), computations for T − 1 parallel systems are needed for each derivative component, hence a total of C(T − 1) parallel phantom systems are needed to compute all C gradient components.
In practice, the required phantom systems can be obtained from the nominal simulation by generating Bernoulli(p t (c)) decision sequences for each t = 1, . . . , T − 1. The modified Lindley equations (3) can be used to evaluate the PHG estimator by generating only the decisions η n (t), t = 1, . . . , T − 1 for each incoming customer. As stated in Theorem 1, if one wants to estimate the derivative of the base system at arrival rate λ, then one has to simulate a system at the nominal rateλ. However, if on-line estimation is sought, then the PHG estimator yields an estimate for a base system with slightly different parameters than the observed system.
Variance of the PHG Estimator
This section analyzes the variance of the PHG estimator by presenting a simple upper bound expression that is used to establish two results. The first result is that the expectation of the conditional variance of the PHG estimator tends to zero as T → ∞. The second result is that this upper bound can be used to assess the rate at which the variance of the PHG estimator approaches zero. A variance reduction technique that simultaneously uses both common and antithetic random numbers is also presented.
An Upper Bound for the Variance of the PHG Estimator
Let T = 2M + 1, with M ≥ 1 a positive integer. The upper bound expression for the variance of the PHG estimator in (6) is obtained for the derivative of the steady state response function for class c with respect to λ 1 . From (5), define this is with respect to the underlying probability measure that governs ξ, the trajectory of the nominal system.
Lemma 1 Under Assumption 1, if all the conditional gradient and Hessian components of W (λ|ξ)
are finite w.p.1, then
Proof : Given Assumption 1, then υ(N |ξ) is finite w.p.1. Moreover, the second order Taylor
The results in Lemma 1 are independent of the correlation structure chosen to generate the Bernoulli sequences {η i (t)} for different t = 1, 2, . . . , T − 1.
Since T = 2M + 1, then (6) can be rewritten as
where the finite differences
are well-defined (since for m = 1, 2, ..., M , sin(2πωm) > 0). Var{D(m)|ξ} sin 4 (2πωm) 
Substituting (19) into (18) 
Theorem 2 Under Assumption 1, suppose that all the conditional gradient and Hessian components of W (λ|ξ) are finite w.p.1.. If for t = t ∈ {1, . . . , T − 1} the Bernoulli sequences η(t) and
Proof : If the Bernoulli sequences are independent across the indices t, then the conditional covariances (given the nominal system trajectory sample path ξ, hence the arrival epochs and service times) are zero. Therefore, the conditional variance expression in (18) is bounded above by
From Lemma 1, by the Dominated Convergence Theorem, the expectation of ( (21) (15)), a variance reduction effect is realized as both T and N increase. However, larger values for T and N result in an additional computational burden. The efficiency of an estimator must take into account the trade-off between precision and computational effort. Therefore, it would be preferable to identify ways to reduce the variance of the PHG estimator without increasing T or N . The next section presents such a variance reduction technique.
Variance Reduction for PHG Estimation
The structure of the PHG estimator suggests that both common random numbers (CRN) and antithetic random numbers (ARN) can be used to reduce its variance. The PHG estimator is computed from a single nominal system simulation run of length N . The PHG estimation procedure simultaneously computes the gradient components by simultaneously generating all the phantom decision sequences. However, to simplify the description of the variance reduction technique, only the derivatives w.r.t λ 1 are considered.
Phantoms are created such that W (λ 1 +a 1 sin(2πωt)), t = 1, 2, . . . , T −1, can be simultaneously computed from the nominal trajectory. The variance in (18) may be reduced by simultaneously using both CRN and ARN to generate the phantoms. To see this, divide the interval (0, T ) into four regions, as depicted in Figure 1 , with K ∈ Z Z + points in each region. Recall from (4) that for phantom system t = 1, 2, . . . , T − 1,
When a customer n arrives into the nominal system, and this customer is from class c, then K IID U (0, 1) random variables {u n (k), k = 1, 2, . . . , K} are used to define the phantom systems. Let M = 2K and T = 2M + 1 = 4K + 1. Then for each k = 1, ..., K, define
If the arriving customer n is not of class 1, then p t (c) = 1/(1 + a) is independent of t and only one random variate u n ∼ U (0, 1) is used, where η n (t) = I {un<pt(c)} for all t, with the corresponding arrival rate just the arrival rate of the base system (which is also the arrival rate at which the derivative is to be computed). Example 1 illustrates how these four regions are defined.
Example 1: Suppose that K = 3, hence T = 13. Therefore, there are 12 phantom systems. (see (23) , defined as Region IV). To obtain the effect of ARN, the same, though antithetic, set of IID U (0, 1) values are used to generate phantom systems 4, 5, and 6 (see (24) , defined as Region II) and phantom systems 7, 8, and 9 (see (25) , defined as Region III). More specifically, phantom systems 1, 2, and 3 are matched with phantom systems 12, 11, and 10, respectively, using CRN, while phantom systems 4, 5, and 6 are matched with phantom systems 9, 8, and 7, respectively, also using CRN. Moreover, phantom systems 1 and 12, 2 and 11, and 3 and 10, are matched with phantom systems 6 and 7, 5 and 8, and 4 and 9, respectively, using ARN. Lastly, the phantom systems in Regions I and IV are paired using CRN. Similarly, the phantom systems in Regions II and III are paired using CRN, which are antithetic to the random variates used in Regions I and IV. The CRN effect is analogous to using CRN to reduce the variance of the symmetric finite differences gradient estimator. The ARN effect, however, cannot be duplicated for the symmetric finite differences gradient estimator, hence provides here a means of further reducing the variance of the PHG estimator.
Computational Results
This section presents computational results with the PHG estimator and the variance reduction u (1) 1 -u (1) u (3) u (2) 1 -u (2) u (1) u (2) u ( 
The theoretical values for the system 1 experiments are
The theoretical values for the system 2 experiments are
Two-sided finite difference gradient estimates with CRN were also computed for the two sets of experiments. To ensure the same bias as the PHG estimator, the finite difference gradient estimates were obtained using T = 3. These gradient estimates, with their associated root mean squared errors, for both systems, are given in Table 1 . Table 2 and Table 3 The results obtained suggest several points. Using the PHG estimator with CRN yielded better results (as measured by the total root mean squared error) than the two-sided finite differences estimator with CRN and the PHG estimator with IND. Moreover, as T increased, the total root mean squared error also decreased for all three PHG estimators (IND, CRN, and ACRN) . However, the CPU times also increased with T , hence a balance between the quality of the resulting estimators with the computing time needed to obtain the estimates must be considered.
The results on the PHG estimator with ACRN were far less conclusive. In general, the results for the PHG estimator using either CRN or ACRN were comparable, particularly as T increased. This is reasonable, since for T small, the PHG estimator with ACRN cannot fully exploit the effect of ARN. However, using ACRN requires approximately half as many U (0, 1) variates, hence the CPU time necessary to obtain these results should be proportionately smaller. To fully exploit this efficiency may require a more extensive empirical study that focuses on the computational issues associated with implementing the PHG estimators. This is a topic of future research. Therefore, in light of these observations, there is no computational or estimation disadvantage in using ACRN rather than CRN.
Conclusions
This paper presents a new gradient estimator for the steady-state expected sojourn times for different customer classes in a nonpreemptive priority queueing system. The new estimator combines the phantom estimation method with the harmonic gradient estimator. The resulting estimator uses phantom systems to eliminate the bias and frequency selection problems associated with the harmonic gradient estimator, and can be computed using a single simulation run. This advantage increases as the number of priority classes C grows. Moreover, the unique form of the estimator allows both CRN and ARN streams to be simultaneously used as a variance reduction technique.
Computational results with the estimator suggest that using CRN and ARN in this way can lead to a measurable variance reduction effect.
The variance of the PHG estimator is shown in Section 4 to be O(1/N ) for N large and for any T . The PHG estimator variance analysis in Section 5 developed an upper bound expression for the conditional variance (given the nominal system trajectory), as well as showed that if the phantom systems are generated using independent Bernoulli sequences, then this conditional variance is O(1/T ) w.p.1 for T large and for any N . Although the variance reduction technique using CRN and ARN for the Bernoulli sequences makes it difficult to undertake a more precise variance analysis, the variance analysis presented suggests that if the conditional covariance terms can be made negative, then the conditional variance expression in (16) can be further reduced. This expression is what motivated the design of the variance reduction technique using CRN and ARN, and provides anecdotal support for its application. Work is in progress to obtain a more complete understanding of how using both CRN and ARN impact the variance of the PHG estimator in particular, and gradient estimators in general.
The computational results suggest that the PHG estimator with CRN dominated both the two-sided finite difference estimators with CRN and the PHG estimator with IND, as measured by the total root mean squared error. Moreover, the results also suggest that if the PHG estimator with ACRN is efficiently implemented, the CPU time saving may justify the added effort in simultaneously using both CRN and ARN. See the appendix for a discussion on issues that affect the efficiency of implementing the PHG estimator. This is a topic of current research investigation. 
