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UNIVERSAL LOCALISATIONS VIA SILTING
FREDERIK MARKS AND JAN Š ˇTOVÍ ˇCEK
ABSTRACT. We show that silting modules are closely related with localisations
of rings. More precisely, every partial silting module gives rise to a localisation at
a set of maps between countably generated projective modules and, conversely,
every universal localisation, in the sense of Cohn and Schofield, arises in this
way. To establish these results, we further explore the finite-type classification
of tilting classes and we use the morphism category to translate silting modules
into tilting objects. In particular, we prove that silting modules are of finite type.
1. INTRODUCTION
The aim of this article is to show that silting theory provides a powerful tool
to study localisations of rings. We will be particularly interested in the concept
of universal localisation as introduced by Cohn and Schofield (see [33]). These
localisations have proved to be useful in different branches of mathematics like
algebraic K-theory (see [31]), representation theory (see [2, 9]) and topology (see
[32]). However, in general, very little is known about their homological properties
and classification results are only available in special cases (see [29, 35]).
A general and powerful approach to learn about properties of a ring is to study
its representation theory. Here, we show that the notion of silting module provides
a useful module-theoretic counterpart of universal localisations. Our main result
states that every universal localisation is controlled by a (possibly large) partial
silting module. As a consequence, the localised ring will be isomorphic to an
idempotent quotient of the endomorphism ring of such a module. Furthermore, the
connection with silting modules will make it possible to better understand universal
localisations by using well-established tools in representation theory.
The notion of silting module was introduced in [6] to provide a common setup to
study simultaneously (possibly large) 1-tilting modules over any ring and support
τ-tilting modules over a finite dimensional algebra. Silting modules can be under-
stood as the module-theoretic counterpart of two-term silting complexes and they
parametrise certain torsion pairs in the module category and in its derived category.
The fact that a (possibly large) partial 1-tilting module always induces a certain
epimorphism in the category of rings goes back to [18]. There, it was shown that
the perpendicular category to such a module can be identified with the category of
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modules over the codomain of a ring epimorphism (see also [22]). In the context of
finite dimensional algebras over a field, an analogous abelian category associated
with a τ-rigid (equivalently, a partial silting) module was studied in [28]. Such
an abelian category can be interpreted as the category of modules over a suitable
universal localisation. This idea was further developed in [7] through a systematic
study of ring epimorphisms arising from partial silting modules. Building on the
works above, it was proved that over hereditary rings (see [7]) and over certain
finite dimensional algebras (see [30]) silting modules can be used to classify all
universal localisations. Here, we show that this phenomenon remains conceptually
true when working over arbitrary rings. However, different techniques are needed.
A key ingredient for our approach is the finite-type characterisation of tilting
classes which states that a subcategory of modules is a tilting class if and only if
it is the class of modules Ext-orthogonal to a set of finitely presented modules of
bounded projective dimension. This result was obtained in a series of papers by
several authors (see [3, 4, 12, 13, 14, 36]). For 1-tilting modules, we establish a
similar description of Hom-Ext-orthogonal subcategories (see Theorem 3.4). This
result directly links universal localisations to tilting theory. In a second step, we
use the morphism category associated with a given ring to translate silting modules
into tilting objects. As a consequence, we obtain a finite-type characterisation of
silting classes (see Theorem 6.3). Moreover, by combining the above ingredients
we prove that every ring epimorphism arising from a partial silting module can be
interpreted as a localisation at a set of maps between countably generated projective
modules (see Theorem 6.6). Conversely, we show that every universal localisation
arises from a partial silting module in this way (see Theorem 6.7).
The paper is organised as follows. After setting up some notation, Section 3 is
dedicated to the interplay of tilting modules and cotorsion pairs. We discuss the
finite-type characterisation of tilting classes and prove Theorem 3.4. In Section
4, we introduce two kinds of localisations, namely tilting ring epimorphisms and
universal localisations. Section 5 focuses on the morphism category and contains
two key lemmas which allow us to translate silting modules into tilting objects.
Finally, in Section 6, we introduce silting modules and silting ring epimorphisms
and we benefit from the previous work by proving our main theorems.
2. NOTATION
Throughout, let A be a ring with unit. By Mod(A) we denote the category of
all left A-modules. If not stated otherwise, by an A-module we always mean a left
A-module. The category of all (respectively, all finitely generated) projective A-
modules is denoted by Pro j(A) (respectively, pro j(A)). By K b(A) we denote the
bounded homotopy category of chain complexes in Mod(A). For an A-module X ,
we denote by Add(X) (respectively, Gen(X)) the full subcategory of Mod(A) con-
taining all direct summands (respectively, all epimorphic images) of direct sums
of copies of X . For a class X of A-modules, X⊥0 (respectively, X⊥1) is defined
to be the full subcategory of Mod(A) consisting of all A-modules Y such that
HomA(X ,Y ) = 0 (respectively, Ext1A(X ,Y ) = 0) for all X ∈ X . Moreover, we set
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X⊥ := X⊥0 ∩X⊥1 ; this category is called the right perpendicular category to X
in [23]. Dually, we define the subcategories ⊥0X ,⊥1 X and ⊥X . We further say that
an A-module Y is X -filtered if there is an ordinal λ and an increasing sequence of
submodules of Y , (Yα | α≤ λ), such that Y0 = 0, Y =Yλ, Yα =
⋃
β<α Yβ for all limit
ordinals α≤ λ and Yα+1/Yα is isomorphic to a module in X for all α < λ.
3. TILTING MODULES AND COTORSION PAIRS
In this article, by a (partial) tilting module, we always mean an a priori large
(partial) tilting module of projective dimension at most one. Recall that an A-
module T is called partial tilting, if T⊥1 is a torsion class containing T (hence
in particular Gen(T ) ⊆ T⊥1) and it is called tilting, if T⊥1 = Gen(T ). It follows
directly from the definition (see [19]) that a (partial) tilting module is of projective
dimension at most one and that an A-module T is tilting if and only if the following
three conditions are satisfied:
• pdA(T )≤ 1;
• Ext1A(T,T (I)) = 0 for all sets I;
• there are T0,T1 ∈ Add(T ) and a short exact sequence
0→ A→ T0 → T1 → 0.
By [19, Theorem 1.9], every partial tilting module T can be completed to a
tilting module T ⊕ T ′ with the same associated torsion class T⊥1 = (T ⊕ T ′)⊥1 .
If T is partial tilting, we say that T⊥1 is a tilting class. Tilting classes can be
characterised by a finite-type condition. The following result (that can be stated
more generally in the context of n-tilting modules for a non-negative integer n, see
[14, 36]) was proved in a series of articles by different authors.
Theorem 3.1 ([3, 4, 12, 13]). Let T be a full subcategory of Mod(A). Then T
is a tilting class if and only if there is a set S of finitely presented A-modules of
projective dimension at most one such that S⊥1 = T .
Proof. We refer to [4, Theorem 2.2] and [13, Theorem 2.6]. 
To better understand this characterisation we recall the following definition.
Definition 3.2. A pair (A ,B) of full subcategories in Mod(A) is called a cotorsion
pair if A⊥1 = B and ⊥1B = A . Moreover, we say that (A ,B) is complete if for all
X in Mod(A) there are short exact sequences
0 // X // BX // AX // 0
0 // BX // AX // X // 0
with AX ,AX ∈ A and BX ,BX ∈ B .
For a class L of A-modules, there is an associated cotorsion pair (⊥1(L⊥1),L⊥1)
generated by L . If L is a set, we get more. The treatment of cotorsion pairs
generated by a set can be traced back to [21], and here we collect essentials of the
theory which we need for our paper.
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Proposition 3.3. If L is a set of A-modules, then the cotorsion pair (A ,B) :=
(⊥1(L⊥1),L⊥1) is complete and the module AX in Definition 3.2 can be chosen
to be L-filtered. The class ⊥1(L⊥1) contains all direct summands of L-filtered
modules and, if L contains the regular module A, ⊥1(L⊥1) consists precisely of
direct summands of L-filtered modules.
Proof. See [24, Theorem 3.2.1 and Corollaries 3.2.3 and 3.2.4]. 
Now take a tilting module T and consider the cotorsion pair (⊥1(T⊥1),T⊥1).
Then ⊥1(T⊥1)∩T⊥1 = Add(T ) by [3, Lemma 2.4]. We can define the set S from
Theorem 3.1 to contain precisely the finitely presented A-modules from ⊥1(T⊥1).
In fact, by Proposition 3.3, all modules in S have projective dimension at most one
(since the class of all modules of projective dimension at most one is itself closed
under filtrations) and, by the main result in [13], we have S⊥1 = T⊥1 (see also [14]).
Conversely, starting with a set S of finitely presented A-modules of projective di-
mension at most one, we consider the complete cotorsion pair (⊥1(S⊥1),S⊥1). It
follows that the class S⊥1 is closed for coproducts in Mod(A) and that the class
⊥1(S⊥1) contains only A-modules of projective dimension at most one. Thus, S⊥1
is a tilting class by [3, Theorem 4.1] (see also [4, Theorem 2.2]).
In this section, we are interested in studying Hom-Ext-orthogonal subcategories
to partial tilting modules and to sets of modules of projective dimension at most
one. In doing so, we obtain abelian categories that will be of interest in the forth-
coming parts of the paper. We prove the following main result.
Theorem 3.4. Let A be a ring.
(1) Let S be a set of finitely presented A-modules of projective dimension at
most one. Then there is a partial tilting A-module T1 such that S⊥1 = T⊥11
and S⊥ = T⊥1 .
(2) Let T1 be a partial tilting A-module. Then there is a set S of countably
presented A-modules of projective dimension at most one such that S⊥1 =
T⊥11 and S⊥ = T⊥1 .
Proof. (1) Consider the complete tilting cotorsion pair (⊥1(S⊥1),S⊥1). For every
object S ∈ S , there is a short exact approximation sequence of the form
0 // S // ∇S // ∇S/S // 0
where ∇S belongs to S⊥1 and ∇S/S is S -filtered. In particular, ∇S is also S -filtered
and, hence, ∇S lies in the intersection ⊥1(S⊥1)∩S⊥1 = Add(T ) where T is tilting
with Gen(T ) = T⊥1 = S⊥1 . Define T1 to be
⊕
S∈S ∇S. It follows that S⊥1 ⊆ T⊥11 .
We show that S⊥1 ⊇ T⊥11 which among others implies that T1 is partial tilting. By
applying the functor HomA(−,X) for X ∈ T⊥11 to the above exact sequence, we get
· · · // Ext1A(∇S,X) // Ext1A(S,X) // Ext2A(∇S/S,X) // · · ·
By assumption, we have Ext1A(∇S,X) = 0 and, moreover, since ∇S/S is S -filtered
and all the modules in S have projective dimension at most one, it follows that also
Ext2A(∇S/S,X) = 0. Hence, we get Ext1A(S,X) = 0 and, therefore, S⊥1 = T
⊥1
1 .
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It remains to prove that S⊥ = T⊥1 . We can use an argument analogous to the
proof of [2, Theorem 3.2(3)]. First, let X be in S⊥. Since, by construction, T1
is S -filtered, we can choose a particular filtration (Yα | α ≤ λ) with T1 = Yλ. An
easy transfinite induction argument shows that HomA(Yα,X) = 0 for each α ≤ λ.
Indeed, this is clear for α = 0 and for limit ordinals we use that
HomA(Yα,X) = HomA(lim−→β<α
Yβ,X)∼= lim←−β<α
HomA(Yβ,X) = 0.
If α = β+1 is an ordinal successor, then HomA(Yα,X) = 0 since HomA(Yβ,X) = 0
by the inductive hypothesis and Yα/Yβ ∈ S . Applying the conclusion to T1 =Yλ we
obtain X ∈ T⊥1 .
Conversely, take X in T⊥1 ⊆ S⊥1 . For every S in S we get an exact sequence
· · · // HomA(∇S,X) // HomA(S,X) // Ext1A(∇S/S,X) // · · ·
By assumption, we have HomA(∇S,X) = 0 and, moreover, since ∇S/S is S -filtered
and X ∈ S⊥1 , it follows from Proposition 3.3 that Ext1A(∇S/S,X) = 0. Hence, we
get HomA(S,X) = 0 and, thus, X ∈ S⊥. This finishes the proof of statement (1).
(2) Let T1 be partial tilting and consider the complete tilting cotorsion pair
(⊥1(T⊥11 ),T
⊥1
1 ). Since T1 is of projective dimension at most one, so are all the
modules in ⊥1(T⊥11 ). By [12, Proposition 3.3], there is a filtration (Yα | α ≤ λ) of
T1 such that for all α+1≤ λ the quotient Yα+1/Yα is countably presented and lies
in ⊥1(T⊥11 ). We set S := {Yα+1/Yα | α < λ}. Using that S is contained in ⊥1(T⊥11 )
and, on the contrary, T1 ∈ ⊥1(S⊥1) by Proposition 3.3, it follows that S⊥1 = T⊥11 .
Now let X be in S⊥. Since, by construction, T1 is S -filtered, X lies in T⊥1 by the
same transfinite induction as in the proof of statement (1). Conversely, take X in
T⊥1 ⊆ S⊥1 . It is enough to prove that X is in Y⊥0α for all α≤ λ, as then automatically
X ∈ (Yα+1/Yα)⊥0 for each α < λ. Consider for α≤ λ the short exact sequence
0 // Yα // T1 // T1/Yα // 0
and apply to it the functor HomA(−,X). We obtain the exact sequence
· · · // HomA(T1,X) // HomA(Yα,X) // Ext1A(T1/Yα,X) // · · ·
By assumption, we have HomA(T1,X) = 0 and, moreover, since T1/Yα is S -filtered
and X ∈ S⊥1 , it follows from Proposition 3.3 that Ext1A(T1/Yα,X) = 0. Hence, we
get HomA(Yα,X) = 0, as wanted. This finishes the proof. 
Remark 3.5. Theorem 3.4(2) is optimal in the sense that we cannot always choose
the set S to contain only finitely presented modules of projective dimension at most
one. We refer to Example 6.14 for an instance of this phenomenon.
It is a consequence of the proof of Theorem 3.4 that in both cases (1) and (2),
additionally to S⊥1 = T⊥11 and S⊥ = T⊥1 , we also have S⊥0 ⊆ T⊥01 . The converse
inclusion, however, does not hold in general, as shown in the following example.
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Example 3.6. Let A = Z be the ring of integers and consider the abelian group
Zp = Z/pZ for a prime p. We set S := {Zp}. Following the construction in the
proof of Theorem 3.4, an associated partial tilting module T1 appears as the middle
term of the following approximation sequence
0 // Zp // Z(p∞) // Z(p∞) // 0
where Z(p∞) = lim−→(
1
pnZ)/Z denotes the Prüfer p-group. By construction, Z(p
∞)
is S -filtered and, since Z(p∞) is injective, we get Ext1Z(Zp,Z(p∞)) = 0. Using
Theorem 3.4, it follows that Z⊥1p = Z(p∞)⊥1 and Z⊥p = Z(p∞)⊥. Note that the
latter subcategory of Mod(Z) describes precisely the modules over the localisation
of Z at the multiplicative set {pn | n ≥ 0}. Moreover, since the module Z(p∞) is
Zp-filtered, we get an inclusion Z⊥0p ⊆ Z(p∞)⊥0 . We claim that this inclusion is
strict. It is enough to check that HomZ(Z(p∞),Zp) = 0. But this follows from the
fact that a non-zero map from Z(p∞) to Zp would give rise to an infinite proper
subgroup of Z(p∞) which does not exist.
4. TILTING RING EPIMORPHISMS AND UNIVERSAL LOCALISATIONS
4.1. Ring epimorphisms. We call a ring homomorphism a ring epimorphism
if it is an epimorphism in the category of rings (with unit). Two ring epimor-
phisms f : A→ B and g : A→C are said to be equivalent if there is a (necessarily
unique) isomorphism of rings h : B →C such that h◦ f = g. Ring epimorphisms
are relevant to study full embeddings of module categories. More precisely, due
to [22, 23], there is a bijection between equivalence classes of ring epimorphisms
A→ B and so-called bireflective subcategories of Mod(A) (i.e., full subcategories
closed under kernels, cokernels, products and coproducts). The bijection is given
by assigning to a ring epimorphism f : A→ B the essential image XB of the restric-
tion functor along f . That is, XB is the full subcategory of all A-modules M for
which the action A→ EndZ(M) lifts over f to a B-module structure B→ EndZ(M)
(such a lifting, if it exists, is necessarily unique). Moreover, it was shown in [33,
Theorem 4.8] that TorA1 (B,B) = 0 if and only if the associated bireflective subcate-
gory is closed for extensions in Mod(A). We are mainly interested in the following
classes of ring epimorphisms.
4.2. Tilting ring epimorphisms. Fix a partial tilting A-module T1. It follows from
[18] that the subcategory T⊥1 of Mod(A) is bireflective (and closed for extensions)
and, hence, there is a ring epimorphism A → B with TorA1 (B,B) = 0 and such that
XB = T⊥1 . We say that A → B is a tilting ring epimorphism. It follows directly
from Theorem 3.4(2) that tilting ring epimorphisms are of countable type:
Proposition 4.1. Let A → B be a tilting ring epimorphism. Then there is a set S
of countably presented A-modules of projective dimension at most one such that
XB = S
⊥
.
Example 4.2. Let A be a left-noetherian ring and let A → A/I be a surjective ring
epimorphism with TorA1 (A/I,A/I) = 0. Using TorA1 (A/I,A/I) ∼= I/I2, it follows
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that I is idempotent. Since, by assumption, I is a finitely generated left A-module,
I is the trace ideal of a countably generated projective A-module P (see [37]). In
particular, we get XA/I = P⊥ and, hence, A→ A/I is a tilting ring epimorphism.
Example 4.3. Let A → B be an injective ring epimorphism with TorA1 (B,B) = 0
and such that the projective dimension of the A-module B is at most one. Then,
by [8, Theorem 3.5], the A-module B⊕B/A is tilting. Moreover, since A → B is
injective, XB coincides with B/A⊥. Hence, A→ B is a tilting ring epimorphism.
4.3. Universal localisations. The concept goes back to [33, Theorem 4.1].
Theorem 4.4. Let Σ be a set of maps in pro j(A). Then there is a ring AΣ and a
ring homomorphism f : A→ AΣ such that
(1) AΣ⊗A σ is an isomorphism for all σ ∈ Σ;
(2) every ring homomorphism g : A → B such that B⊗A σ is an isomorphism
for all σ ∈ Σ factors uniquely through f .
We say that the ring AΣ in Theorem 4.4 is the universal localisation of A at Σ.
It is well-known that the homomorphism f : A → AΣ is a ring epimorphism with
TorA1 (AΣ,AΣ) = 0 (see [33, Theorem 4.7]). The essential image of the associated
restriction functor will be denoted by XΣ; it consists of all X ∈ Mod(A) such that
HomA(σ,X) is an isomorphism ([33, Theorem 4.7], see also [15, Lemma 4.4]).
Example 4.5. Let A be a commutative ring and Σ ⊆ A be a multiplicative set.
We can interpret each element of Σ as a map σ · − : A → A in pro j(A). Hence,
the classical localisation of A at Σ is an instance of a universal localisation. In
this case, one naturally expresses XΣ as the intersection of a torsion class, namely
DΣ = {M ∈ Mod(A) | σM = M} of all Σ-divisible modules, and the torsion-free
class FΣ of all modules for which the action of each σ ∈ Σ is injective.
If, moreover, A is local, then the classes of universal localisations and classical
localisations coincide. Indeed, every projective A-module is then free, and univer-
sal localisations boil down to making certain matrices over A universally invertible.
However, making a square matrix over a commutative ring invertible is equivalent
to making its determinant invertible, and a non-square matrix M cannot be invert-
ible over a non-zero commutative ring A, or else M would be invertible over the
residue field K(p) at any fixed prime ideal p⊆ A, which is absurd.
For non-local commutative rings, however, the class of universal localisations is
in general broader than that of classical localisations. For Dedekind domains this
is determined by the ideal class group, see [8, Proposition 6.8 and Corollary 6.17].
An analogous pair of torsion pairs involving classes of torsion and divisible
modules as in the above example can be associated with any set Σ of maps in
pro j(A) for an arbitrary ring A. One of the torsion pairs, (DΣ,RΣ), is given by
DΣ := {X ∈Mod(A) | HomA(σ,X) is surjective ∀σ ∈ Σ}.
The modules in DΣ (respectively, RΣ) will be called Σ-divisible (respectively, Σ-
reduced). In the second torsion pair, (TΣ,FΣ), the torsion class is generated by all
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the cokernels of maps in Σ. Hence, we have
FΣ := {X ∈Mod(A) | HomA(σ,X) is injective ∀σ ∈ Σ}.
The modules in FΣ (respectively, TΣ) will be called Σ-torsion-free (respectively,
Σ-torsion). In particular, it follows that XΣ = DΣ∩FΣ. Similar torsion and torsion-
free classes have appeared before in the context of universal localisations (see, for
example, [34] and [8, Chapter 4]), but it seems that a general discussion of their
properties and uses is still missing. The next easy example shows that the above
torsion pairs depend on the set Σ and not only on the universal localisation AΣ of A.
Example 4.6. Let P be a non-zero finitely generated projective A-module and
consider the sets Σ = {0 → P} and Σ′ = {P → 0}. Clearly, we have AΣ = AΣ′ .
The torsion class DΣ equals Mod(A). But DΣ′ , on the other hand, is given by
XΣ (Mod(A). Similarly, we have FΣ 6= FΣ′ .
We can pass information from Σ to the class of Σ-divisible modules.
Lemma 4.7. Let Σ be a set of maps in pro j(A). The following are equivalent.
(1) The set Σ consists of monomorphisms;
(2) DΣ is a tilting class.
Moreover, every tilting class in Mod(A) arises in this way.
Proof. Suppose that (1) holds and consider the set S = {Coker(σ) | σ ∈ Σ} of
finitely presented modules of projective dimension at most one. It follows that
DΣ = S
⊥1
, which is a tilting class by Theorem 3.1 and the discussion below it.
Conversely, by using again Theorem 3.1, every tilting class in Mod(A) is of the
form S⊥1 for a set S of finitely presented modules of projective dimension at most
one. Therefore, it can be written as DΣ for a set Σ in pro j(A) of monomorphic
presentations of the modules in S .
Suppose that (2) holds. We need to show that all the maps in Σ are monomorphic.
First, note that an A-module X is in DΣ if and only if for all σ : P → Q in Σ every
given map P → X factors through σ. Now take σ : P → Q in Σ and let C be an
injective cogenerator of Mod(A) together with a monomorphism φ : P → CI for
some set I. Since CI is an injective A-module and, by assumption, DΣ is a tilting
class, we have CI ∈ DΣ. Consequently, the map φ must factor through σ, forcing
also the map σ to be a monomorphism. 
If the equivalent conditions in Lemma 4.7 are fulfilled, the universal localisation
of A at Σ turns out to be easier to describe (see, for example, [34]). The following
result is a consequence of Theorem 3.4.
Proposition 4.8. Let Σ be a set of monomorphic maps in pro j(A). Then the uni-
versal localisation A→ AΣ is a tilting ring epimorphism.
Proof. As observed in the proof of Lemma 4.7 above, the class DΣ equals S⊥1 for
S = {Coker(σ) | σ ∈ Σ} and, moreover, we have XΣ = DΣ ∩FΣ = S⊥. Now the
claim follows from Theorem 3.4(1). 
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In general, however, not every universal localisation of A is given by localising
at a set of monomorphic maps and not every universal localisation is a tilting ring
epimorphism. In order to better understand the general situation, we will pass in
the forthcoming sections to the notion of silting module.
Alternatively, we can use the following trick of torsion-reduction. Note that for
any set Σ in pro j(A) the universal localisation of A at Σ coincides with the universal
localisation of A at Σ∗ := {HomA(σ,A) |σ∈Σ} in pro j(Aop) (Theorem 4.4 can also
be stated for right A-modules!). Let ATF be the ring we obtain by factoring out the
TΣ-torsion part of A. The associated surjective ring homomorphism is denoted by
pi : A → ATF . By construction, there is a unique A-module map g : ATF → AΣ
yielding a commutative diagram of ring epimorphisms
A
f
//
pi
!!❈
❈❈
❈❈
❈❈
❈ AΣ
ATF .
g
<<③③③③③③③③
Proposition 4.9. The map g : ATF → AΣ is the universal localisation of ATF at
ΣTF := {ATF ⊗A σ | σ∈ Σ}. Moreover, g is given by localising at the set of injective
morphisms in Σ∗TF .
Proof. First of all, AΣ is ΣTF -invertible, since for all σ ∈ Σ
AΣ⊗ATF (ATF ⊗A σ)∼= AΣ⊗A σ
is an isomorphism by assumption on AΣ. We have to check the universal property
for g. Let ψ : ATF → S be a ΣTF -invertible ring homomorphism. Consequently,
S⊗A σ∼= S⊗AT F (ATF ⊗A σ)
is an isomorphism yielding, by the universal property of AΣ, a unique ring homo-
morphism h : AΣ → S such that ψ◦pi = h◦ f . Hence, we get that ψ◦pi = h◦g◦pi.
Using the surjectivity of pi, we obtain the wanted factorisation ψ = h◦g. It follows
that g is the universal localisation of ATF at ΣTF . Moreover, by the construction
of ATF , we know that HomA(σ,AT F) is injective and, thus, using adjunction, also
HomATF (ATF ⊗A σ,ATF) must be injective. This finishes the proof. 
Remark 4.10. We can iterate the process described above. To do so, we first need
to define - similar to the situation for left A-modules - the torsion pairs (Dop,R op)
and (T op,F op) in Mod(Aop) with respect to a given set Σop in pro j(Aop). Now
we can reduce A transfinitely by factoring out, step by step, the T -torsion and the
T op-torsion part. As a direct limit, we obtain a ring ATF that is torsion-free from
both sides, meaning, with respect to F and F op. Note that the reduction process
is finite if the ring A is noetherian. Again, we get a commutative diagram of ring
epimorphisms as above where g is the universal localisation of ATF at ΣTF . But
now all the maps in Σ∗TF and in ΣT F are injective or, equivalently, all cokernels
of the maps in ΣTF are bound. The latter is a necessary (see [8, Remark 4.4]) but
not a sufficient condition for the localisation g to be injective. An example of a
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universal localisation at a set of bound modules that is not injective can be found
in [7, Example 4.3] by localising with respect to the bound module I5⊕S3.
A major problem with using Proposition 4.9 and Remark 4.10 in practice is
that, in general, TorA1 (ATF ,ATF) does not vanish. In particular, pi may not be a
universal localisation. Thus, there is very little one can say about the relation of
the homological properties of A and those of ATF .
5. THE MORPHISM CATEGORY
In this section, we provide the necessary setup to discuss universal localisations
via the notion of silting module which gives an arguably more practical approach
to treat universal localisations at non-injective maps than Proposition 4.9 (see also
the applications in [30] supporting this claim).
For a given ring A, we are interested in the morphism category Mor(A) whose
objects Zg are A-module maps g : M →N and whose morphisms are given by com-
mutative squares of the form
M
g
//

N

M′
g′
// N ′.
Note that the category Mor(A) is equivalent to the category of left modules
over the lower triangular matrix ring T2(A) (see [10, Chapter I.4] and [11, Chapter
III.2]). Moreover, every object in Mor(A) can be viewed as a two-term complex
of A-modules concentrated in homological degrees 1 and 0. We are particularly
interested in the following two full and extension-closed subcategories of Mor(A)
L := Mor(pro j(A)) = {Zσ | σ ∈ pro j(A)}
BL := Mor(Pro j(A)) = {Zσ | σ ∈ Pro j(A)}.
Both L and BL are naturally equipped with the structure of an exact category
induced by Mor(A) where conflations are defined as degreewise exact sequences.
Furthermore, it is not hard to check that BL is closed for filtrations in Mor(A). In
fact, BL appears on the left hand side of the cotorsion pair generated by Z(A→0).
The following lemma will be crucial in our context.
Lemma 5.1. The categories L and BL are hereditary with enough projectives and
injectives. Moreover, for all objects Zσ in BL and Zg in Mor(A), we have
Ext1Mor(A)(Zσ,Zg)∼= HomK b(A)(Zσ,Zg[1]).
Proof. Note that for P in Pro j(A) the objects ZidP and Z(0→P) are projective in
Mor(A) and, thus, also in BL . Dually, the objects ZidP and Z(P→0) are injective in
BL (but usually not in Mor(A)).
Now take some Zσ in BL given by the map σ : P→ Q. A projective resolution
0 // P1(Zσ) // P0(Zσ) // Zσ // 0
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of Zσ in BL (equivalently, in Mor(A)) is given by the following commutative dia-
gram of A-modules
0 // 0 //

P
⊕

id // P
σ

// 0
0 // P
( −σ
id
)
// Q⊕P (id σ) // Q // 0
Given g : M → N, an element of Ext1Mor(A)(Zσ,Zg) is represented by an element of
HomMor(A)(P1(Zσ),Zg), so by a commutative square of A-modules:
0 //

M
g

P h // N
Similarly, an element of HomK b(A)(Zσ,Zg[1]) is represented by a chain complex
morphism:
P
h

σ // Q
M
−g
// N
Both cases amount to specifying a morphism h : P→ N in Mod(A).
Now the corresponding element of Ext1Mor(A)(Zσ,Zg) vanishes if and only if the
map P1(Zσ) → Zg factors through the inclusion P1(Zσ)→ P0(Zσ) if and only if
there are maps u : P→M and v : Q→ N in Mod(A) such that the lower row of
0 //

P u //
⊕

M
g

P
( −σ
id
)
// Q⊕P (v gu) // N
composes to h. This is further equivalent to h = gu− vσ, or, in other words, the
chain complex morphism above being null-homotopic. 
Remark 5.2. The isomorphism HomK b(A)(Zσ,Zg[1])→ Ext1Mor(A)(Zσ,Zg) can also
be made rather explicit via the mapping cone construction. Given a chain complex
morphism ˜h : Zσ → Zg[1], the mapping cone of ˜h is by the very construction a part
of an exact sequence of chain complexes
0 // Zg // cone(˜h) // Zσ // 0
which can be interpreted as a short exact sequence in Mor(A). This yields an
element of Ext1Mor(A)(Zσ,Zg). As this fact is only supplementary with respect to the
discussion below, we leave the details to the reader.
Remark 5.3. The previous lemma shows that all objects in BL are of projective
dimension at most one when regarded as objects in Mor(A). However, the sub-
category BL is, in general, not determined by this property. For example, if
12 FREDERIK MARKS AND JAN Š ˇTOVÍ ˇCEK
X ∈Mod(A) is non-projective of projective dimension one, then ZidX has projective
dimension one in Mor(A), but ZidX 6∈ BL .
We will be interested in translating information from Mor(A) to Mod(A) and
backwards. For a set Σ of objects in BL we consider the full subcategory DΣ of
Mod(A) given by all modules X for which the map HomA(σ,X) is surjective for
all Zσ ∈ Σ. If the set Σ only contains a single object Zσ, we sometimes write Dσ
instead of DΣ. According to the definition in the previous section (where the set
Σ was chosen from L), the A-modules in DΣ are called Σ-divisible. Note that DΣ
is always closed for extensions and quotients in Mod(A). In other words, DΣ is a
torsion class whenever it is closed for coproducts (for example, in case the set Σ is
chosen from L). The following lemma is inspired by [1, Lemma 3.4].
Lemma 5.4. Let Σ be a set of objects in BL . Then the full subcategory Σ⊥1 of
Mor(A) is given by {Zg ∈Mor(A) |Coker(g) ∈DΣ}.
Proof. By Lemma 5.1, an object Zg in Mor(A) belongs to Σ⊥1 if and only if
HomK b(A)(Zσ,Zg[1]) = 0 for all Zσ ∈ Σ. Now the claim follows from the proof
of [1, Lemma 3.4]. To see this, note that the arguments used there are of pure
homological nature and, thus, they can be applied as long as Σ only contains mor-
phisms between (not necessarily finitely generated) projective A-modules. 
6. SILTING MODULES AND UNIVERSAL LOCALISATIONS
6.1. Silting modules. Silting modules were introduced as the module-theoretic
counterpart of two-term silting complexes (see [6]).
Definition 6.1. An A-module T is called
• partial silting, if there is a projective presentation ω of T such that Dω is
a torsion class and T ∈Dω.
• silting, if there is a projective presentation ω of T such that Dω = Gen(T ).
We say that T is (partial) silting with respect to ω.
It is not hard to check that (partial) tilting modules are always (partial) silting.
Moreover, in the context of finite dimensional algebras over an algebraically closed
field, the finitely presented silting modules correspond precisely to the support
τ-tilting modules introduced in [1]. Now we can also show that (partial) silting
modules can be viewed as (partial) tilting objects in the morphism category.
Lemma 6.2. Let T be an A-module with a projective presentation ω. Then the
following holds.
(1) T is partial silting with respect to ω if and only if Zω is partial tilting in
Mor(A).
(2) T is silting with respect to ω if and only if Zω⊕ZidA is tilting in Mor(A).
Proof. (1) By Lemma 5.4, T ∈ Dω if and only if Zω ∈ Z⊥1ω and, moreover, Dω is
closed under coproducts in Mod(A) if and only if Z⊥1ω is closed under coproducts
in Mor(A). Hence, Dω is a torsion class if and only if so is Z⊥1ω . This proves (1).
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(2) Suppose first that Z := Zω⊕ZidA is tilting, that is Z⊥1 = Gen(Z). Given any
morphism g : X → Y in Mod(A), we have canonical isomorphisms
HomMor(A)(ZidA ,Zg)∼= HomA(A,X)∼= X .
In particular, we get HomMor(A)(ZidA ,Z(0→Y ))= 0, and Z(0→Y ) ∈Gen(Z) if and only
if Z(0→Y) ∈Gen(Zω) if and only if Y ∈Gen(T ). On the other hand, by Lemma 5.4,
Z(0→Y ) ∈ Z⊥1ω if and only if Y ∈Dω. Thus, T is silting with respect to ω.
Suppose conversely that T is silting, so that Zω is partial tilting by (1). As ZidA
is projective injective in BL by the proof of Lemma 5.1, also Z := Zω ⊕ ZidA is
partial tilting. It remains to show that Z⊥1 ⊆ Gen(Z). To this end, let g : X →Y be
a morphism in Mod(A) such that Zg ∈ Z⊥1 , that is Coker(g) ∈ Dω. Hence, there
is a surjection p0 : T (I) →Coker(g) which we can lift to a map p : Z(I)ω → Zg (we
recover p0 from p by passing to cokernels). Furthermore, we can take a surjection
q0 : A(J)→ X which canonically extends to a map q : ZidA → Zg. A simple diagram
chase reveals that
(p
q
)
: Z(I)ω ⊕Z(J)idA → Zg is surjective. Thus, Zg ∈ Gen(Z). 
6.2. Silting classes. We are particularly interested in the torsion class Dω associ-
ated with a partial silting module T1. Since, by [6, Theorem 3.12], the module T1
can be completed to a silting module T = T0⊕T1 with Gen(T ) = Dω, we call Dω
a silting class. Note that silting classes are always definable, i.e., they are closed
for direct limits, products and pure submodules in Mod(A) (see [6, Corollary 3.5]).
Here, we will give a finite-type characterisation of silting classes which generalises
Theorem 3.1 (also compare to Lemma 4.7).
Theorem 6.3. Let D be a full subcategory of Mod(A). Then the following are
equivalent.
(1) D is a silting class;
(2) D = DΣ for a set Σ of objects in L;
(3) D = DΣ for a set Σ of objects in BL and D is closed for coproducts.
Proof. (1)⇒ (2) Assume that D = Dω for a partial silting module T1 with respect
to ω. Then, Zω is partial tilting by Lemma 6.2(1) and, by Theorem 3.1, there
is a set of finitely presented objects Σ in Mor(A) such that Σ⊥1 = Z⊥1ω . Moreover,
following the construction in Section 3, Σ is contained in ⊥1(Z⊥1ω )⊆BL . However,
the finitely presented objects of Mor(A) which are contained in BL are precisely
those in L , and it follows from Lemma 5.4 that D = DΣ.
The implication (2)⇒ (3) is clear. We are left to prove (3)⇒ (1). Assume that
D = DΣ for a set Σ of objects in BL and consider the cotorsion pair (⊥1(Σ⊥1),Σ⊥1)
in Mor(A). By assumption, D is closed for coproducts in Mod(A) and, thus, so
is Σ⊥1 in Mor(A) by Lemma 5.4. Moreover, every object in ⊥1(Σ⊥1) ⊆ BL has
projective dimension at most one (see Remark 5.3). Hence, Σ⊥1 is a tilting class in
Mor(A) by [3, Theorem 4.1] (see also the discussion of Theorem 3.1 in Section 3).
Let Zω be an associated tilting module with Z⊥1ω = Σ⊥1 . Note that, by construction,
Zω belongs to ⊥1(Σ⊥1)⊆ BL . Now it follows from Lemma 5.4 and Lemma 6.2(2)
that Coker(ω) is a silting A-module with respect to ω and Dω = D . 
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Remark 6.4. The implication (1)⇒ (2) in Theorem 6.3 also follows from recent
independent work by Angeleri Hügel and Hrbek (see [5, Theorem 2.3]). Moreover,
the authors show that over a noetherian ring definable torsion classes coincide pre-
cisely with silting classes ([5, Corollary 3.7]) and that such a statement is no longer
true over arbitrary rings (see [5, Example 5.4]).
6.3. Silting ring epimorphisms. In [7], it was shown that partial silting modules
give rise to ring epimorphisms. Let us briefly recall this construction. Fix a partial
silting module T1 with respect to a presentation ω in Pro j(A). It follows that the
intersection
Dω∩T⊥01 = {X ∈Mod(A) | HomA(ω,X) is an isomorphism}
is a bireflective and extension-closed subcategory of Mod(A) (compare to the sim-
ilar construction for universal localisations in §4.3). In particular, there is an asso-
ciated ring epimorphism A→ B with TorA1 (B,B) = 0 and such that XB = Dω∩T⊥01
(see §4.1). We say that A → B is a silting ring epimorphism. Clearly, tilting ring
epimorphisms provide examples of silting ring epimorphisms.
Example 6.5. Let f : A→ B be a ring epimorphism with TorA1 (B,B) = 0 and such
that the projective dimension of the A-module B is at most one. Such a situation
arises on various occasions, e.g. if A is hereditary, or if A is commutative and B is
a localisation of A at a countable multiplicative set. We will show that B⊕B/ f (A)
is a silting A-module which turns f into a silting ring epimorphism. Note that this
generalises Example 4.3.
Let 0→ P1 p→ P0 → B→ 0 be a projective presentation of B as an A-module and
consider a lift of f to a map ˜f : Z(0→A) → Zp in Mor(A) (so that we recover f by
passing to cokernels). A pushout of ˜f along the obvious inclusion Z(0→A) → ZidA
induces a short exact sequence in Mor(A) whose last term is the mapping cone of
˜f (when we view ˜f as a map of two-term complexes):
0 // 0 //

A⊕P1 //
idA⊕p

A⊕P1 //
ω

0
0 // A // A⊕P0 // P0 // 0.
(∗)
Clearly, ω is a projective presentation of B/ f (A).
We claim that B⊕B/ f (A) is a silting A-module with respect to p⊕ω. First, note
that Dp⊕ω = Dω thanks to (∗). Thus, we need to show that Gen(B) = Dω. Observe
that RHomA( f ,B(I)) is an isomorphism for every set I since HomA( f ,B(I)) is an
isomorphism and Ext1A(B,B(I)) = Ext1B(B,B(I)) = 0. Since ω is quasi-isomorphic to
the mapping cone of f , it follows that HomA(ω,B(I)) is an isomorphism and, in par-
ticular, Gen(B)⊆Dω. Conversely, given X ∈Dω, we apply HomMor(A)(−,Z(0→X))
to (∗) and obtain an exact sequence
HomMor(A)(ZidA ⊕Zp,Z(0→X)) // HomMor(A)(Z(0→A),Z(0→X)) // 0.
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Since, by construction, the latter epimorphism identifies with
HomA( f ,X) : Hom(B,X)→ HomA(A,X)∼= X ,
we have X ∈ Gen(B). This proves the claim.
Finally, X ∈ Mod(A) is in the essential image of the restriction along f if and
only if HomA( f ,X) is an isomorphism if and only if RHomA( f ,X) is an isomor-
phism if and only if HomA(ω,X) is an isomorphism. Hence XB =Dω∩(B/ f (A))⊥0 .
Now we can state and prove our main results. We first show that silting ring
epimorphisms are of countable type.
Theorem 6.6. Let A → B be a silting ring epimorphism. Then there is a set Σ
of countably generated objects in BL such that XB = DΣ ∩Coker(Σ)⊥0 where
Coker(Σ) = {Coker(σ) | Zσ ∈ Σ}.
Proof. Let T1 be a partial silting module with respect to a presentation ω such
that XB = Dω∩T⊥01 . The object Zω is partial tilting in Mor(A) by Lemma 6.2(1)
and, thus, by Theorem 3.4(2), there is a set Σ of countably generated objects in
Mor(A) such that Z⊥ω = Σ⊥. Note that, by construction, Σ ⊆ ⊥1(Z⊥1ω ) ⊆ BL . We
need to show that Dω∩T⊥01 = DΣ∩Coker(Σ)⊥0 . Take X in Mod(A) and consider
the object ZX := Z(0→X) in Mor(A). If σ ∈ BL , we have ZX ∈ Z⊥0σ if and only
if HomA(σ,X) is injective, and by Lemma 5.4 also that ZX ∈ Z⊥1σ if and only if
HomA(σ,X) is surjective. In particular, X belongs to Dω∩T⊥01 if and only if ZX ∈
Z⊥ω , and similarly X belongs to DΣ∩Coker(Σ)⊥0 if and only if ZX ∈ Σ⊥. It follows,
Dω∩T⊥01 = DΣ∩Coker(Σ)⊥0 because Z⊥ω = Σ⊥. 
If we can choose the set Σ in Theorem 6.6 to be contained in L ⊆Mor(A), then
the silting ring epimorphism turns out to be the universal localisation of A at Σ.
In general, however, silting ring epimorphisms will not be universal localisations.
An example will be given in §6.4, but since the computation is more involved, we
have postponed it to the very end of the paper. On the other hand, it turns out
that universal localisations are always silting ring epimorphisms and, hence, are
controlled by (partial) silting modules.
Theorem 6.7. Every universal localisation is a silting ring epimorphism.
Proof. Let Σ be a set of objects in L ⊆ Mor(A) and let A → AΣ be the associated
universal localisation. We need to show that there is a partial silting A-module T1
with respect to a presentation ω such that XΣ = Dω ∩ T⊥01 . By Theorem 3.4(1),
there is a partial tilting module Zω in Mor(A) such that Z⊥ω = Σ⊥. By construction,
Zω must belong to BL , and by Lemma 6.2, T1 := Coker(ω) is a partial silting A-
module with respect to ω. Hence, it suffices to check that XΣ = DΣ∩Coker(Σ)⊥0
coincides with Dω∩T⊥01 . But this follows from the equality Z⊥ω = Σ⊥ as shown in
the proof of Theorem 6.6. 
Corollary 6.8. Let A → AΣ be a universal localisation. Then there is a silting
module T such that AΣ is isomorphic (as rings) to EndopA (T )/I for some two-sided
idempotent ideal I of EndopA (T ).
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Proof. By Theorem 6.7, every universal localisation arises from a partial silting
module and, thus, we can apply [7, Theorem 3.5]. 
Remark 6.9. Let A→ AΣ be a universal localisation and T1 a partial silting module
with respect to ω such that XΣ = Dω∩T⊥01 . Then, in general, the object Zω does
not belong to L ⊆Mor(A). But if it does, the situation becomes significantly nicer.
Instead of localising at the given set Σ, it is enough to consider the localisation at
{ω}. In this case, AΣ will always be finitely generated when seen as an A-module.
Examples of such localisations can be found in [30].
Remark 6.10. Given a set Σ of objects in L ⊆ Mor(A), we define the universal
localisation of T2(A) (the lower triangular matrix ring in A) at Σ by localising
with respect to a set of monomorphic projective presentations of the objects in
Σ. In particular, we are in the setting of Lemma 4.7 and the universal localisation
T2(A)→ T2(A)Σ is a tilting ring epimorphism (see Proposition 4.8).
The situation becomes even nicer if we assume that ZidA belongs to Σ (note that
adding ZidA to Σ does not affect the universal localisation A → AΣ). Since ZidA is
projective in Mor(A) ≃Mod(T2(A)), we can invoke Example 4.2. The trace ideal
of ZidA in T2(A) is generated by e =
( 1 0
0 0
)
and, hence, the universal localisation
T2(A)→ T2(A)Σ factors as
T2(A)→ T2(A)/(e)∼= A→ T2(A)Σ.
The left hand side map is the universal localisation of T2(A) at the set {0 → ZidA},
and one can check that the map A → T2(A)Σ identifies with the usual universal
localisation A → AΣ. The philosophy is that the morphism category does not only
serve to reduce silting to tilting, but also to replace general universal localisations
by localisations at sets of monomorphic maps.
6.4. A counterexample. We conclude with the promised example of a silting ring
epimorphism which is not a universal localisation. It is essentially taken from [26,
Remarks 2.1] and it was communicated to us by Joe Chuang and Jorge Vitória.
First, we recollect basic facts from commutative algebra about local cohomol-
ogy. We refer to [16] for more details, and also to [27] for a brief but efficient
introduction to the topic. If A is a commutative noetherian ring, I is an ideal of A
and X ∈Mod(A), one denotes by ΓI(X) the set of all elements of X annihilated by
a power of I. The local cohomology functors are defined as the right derived func-
tors H iI(X) := R
iΓI(X). They clearly depend only on the radical
√
I of I rather than
on I itself. A key fact (see [16, §5.1] or [27, §2.1]) is that the local cohomology of
X is isomorphic to the cohomology of CI ⊗A X , where CI is the ˇCech complex for
any chosen finite set of generators x1, . . . ,xn of I:
CI =
n⊗
i=1
(A→ Axi) =
(
A→
⊕
i
Axi →
⊕
i< j
Axix j → ··· → Ax1x2...xn
)
.
Hence, the cohomology of CI ⊗A X also depends only on
√
I. In fact, a much finer
result holds by [20, Proposition 6.10]. If I, I′ ⊆ A are ideals such that √I =
√
I′,
then CI and CI′ are isomorphic as objects of the derived category of Mod(A), and
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the same is true for the truncated complexes ˜CI and ˜CI′ obtained by erasing the
leftmost term A.
If A =
⊕
n∈ZAn is Z-graded and I is a homogeneous ideal, one defines graded
local cohomology functors in the same vein, and one can again use a graded ˇCech
complex with respect to a finite set of homogeneous generators of I. Both the
graded ˇCech complex and its truncated version again only depend on
√
I. We refer
to [16, Chapters 12 and 13] for details.
For our example, we need a source of silting ring epimorphisms which are a pri-
ori not universal localisations. The idea is very easy in essence, we simply consider
degree zero components of graded localisations. For the sake of completeness, we
recall that, by [17, Theorem 1.5.5], a commutative Z-graded ring A =⊕n∈ZAn is
noetherian if and only if A0 is noetherian and A is a finitely generated A0-algebra.
Proposition 6.11. Let A be a commutative noetherian Z-graded ring and let h ∈ A
be a homogeneous element such that the principal ideal Ah is generated in degree
zero up to radical (i.e. h ∈ √AI for I = Ah∩A0). Then the degree zero component
f0 : A0 → B0
of the graded localisation f : A→ B := Ah is a silting ring epimorphism.
Proof. Since I = Ah∩A0 is an ideal of A0, we can fix a finite collection x1, . . . ,xn ∈
A0 of generators of I. Consider the truncated graded ˇCech complex ˜CAI =(
⊕
i Axi →⊕
i< j Axix j → ··· → Ax1x2...xn) of AI ⊆ A. Since this complex is isomorphic in the
derived category of graded A-modules to the truncated graded ˇCech complex of
the principal ideal Ah, which is simply ˜CAh ∼= Ah, we obtain an exact sequence of
graded A-modules
0→ Ah →
⊕
i
Axi →
⊕
i< j
Axix j → ··· → Ax1x2...xn → 0.
Restricting to degree zero, we obtain an exact sequence in Mod(A0):
0→ B0 →
⊕
i
(A0)xi →
⊕
i< j
(A0)xix j → ··· → (A0)x1x2...xn → 0 (†)
Since all the terms but B0 are clearly flat A0-modules, B0 must be flat too.
The latter exact sequence tells us more, however. Since A0 is noetherian and
all terms but B0 are countably generated, B0 is countably generated as well. In
particular, B0 has projective dimension at most 1 by [24, Lemma 1.2.8], as it is a
countable direct limit of projective modules. Moreover, [20, Propositions 4.3 and
4.6] tell us that the canonical map of complexes A0 → ˜CI induces an isomorphism
˜CI → ˜CI ⊗A0 ˜CI in the derived category upon tensoring by ˜CI . Since B0 ∼= ˜CI in
the derived category by (†), we infer that B0⊗A0 f0 : B0 → B0⊗A0 B0 is an isomor-
phism, and hence that f0 is a ring epimorphism. It follows from Example 6.5 that
f0 : A0 → B0 is a silting ring epimorphism. 
Remark 6.12. In terms of algebraic geometry, the exactness of (†) means, by [25,
Theorem III.3.7], that U = SpecA0 \V (I) is an open affine subscheme of SpecA0.
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Then U ∼= SpecB0 as schemes, since B0 is the ring of global sections of U , and f0
is simply the restriction of sections along the open immersion SpecB0 → SpecA0.
Now we need a criterion for proving that f0 : A0 → B0 is indeed not a universal
localisation. This is a little more tricky and our criterion is obtained by abstraction
from [26, Remarks 2.1]. We remind the reader of the fact that universal locali-
sations coincide with localisations at multiplicative sets if A0 happens to be local
(Example 4.5).
Proposition 6.13. In the situation of Proposition 6.11, suppose further that A is a
unique factorisation domain with all homogeneous units contained in A0 and that
h is irreducible of non-zero degree. Then f0 : A0 → B0 reflects units (i.e. a ∈ A0 is
a unit if f0(a) ∈ B0 is a unit). In particular, f0 is a localisation at a multiplicative
set Σ⊆ A0 if and only if it is an isomorphism.
Proof. Let a ∈ A0 be such that f0(a) is a unit in B0. Then f0(a) is also a unit in
B = Ah, but, since A is a unique factorisation domain and h is irreducible, all units
in B are of the form u · hi, where i ∈ Z and u is a unit of A. Thus, a = uhi in A
for some i≥ 0 and, since a and h are homogeneous, so is u. It follows that u is of
degree zero, that i = 0 and, in particular, that a = u is a unit of A0. 
Example 6.14 ([26, Remarks 2.1]). Here is an explicit example of a (flat) tilting
ring epimorphism which is not a universal localisation. Let K be an algebraically
closed field and A =K[y0,y1,y2,y3] be a polynomial ring, with a grading given by
|y0|= |y3|= 1 and |y1|= |y2|=−1.
We localise A at the homogeneous element h = y0y31− y31y3 of degree −2 and take
f0 : A0 → (Ah)0 = B0. We claim that this is a tilting ring epimorphism which is not
a universal localisation. In particular, this gives an instance of Theorem 3.4(2) and
Theorem 6.6 where the reduction cannot be improved to give us a set of finitely
presented objects.
Indeed, notice first that I = Ah∩A0 contains the elements hy20 and hy23. Since
h3 ∈ Ay20+Ay23, we have h4 ∈ AI. In particular, f0 : A0 → B0 is a silting ring epimor-
phism by Proposition 6.11. However, since f0 is injective, it follows from the proof
of the proposition and from Example 4.3 that f0 is even a tilting ring epimorphism.
Note that Proposition 6.13, as it stands, only tells us that f0 is not a localisation
at a multiplicative set. It is not difficult, however, to exclude universal localisations
as well. The idea is to localise both A and B at a suitable multiplicative set Σ⊆ A0
to make A0 local. Once we then show that
( f0)Σ : (A0)Σ → (B0)Σ
is not a localisation at a multiplicative set, it will not be a universal localisation
either, and so also the original map f0 cannot be a universal localisation.
To explain how to choose Σ, let us briefly look at the geometry of the embedding
A0 → A. As a K-subalgebra of A, A0 is generated by y0y1, y0y2, y1y3 and y2y3.
Moreover, the map K[x0,x1,x2,x3]/(x0x3− x1x2)→K[y0,y1,y2,y3] given by
x0 7→ y0y1, x1 7→ y0y2, x2 7→ y1y3, x3 7→ y2y3
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is injective since it is the map corresponding to the surjective polynomial map of
affine varieties
A4K −→ {( x0 x1x2 x3 ) ∈M2(K) | det ( x0 x1x2 x3 ) = 0} (⊆ A4K)
(y1,y2,y3,y4) 7−→ ( y0y3 ) · ( y1 y2 ) = ( y0y1 y0y2y1y3 y2y3 ) .
In particular, A0 is the coordinate ring of the variety of 2× 2 singular matrices
over K and has a singularity at the origin. We localise at the maximal ideal of A0
corresponding to the origin. That is, Σ is the multiplicative set of all degree zero
polynomials in A =K[y0,y1,y2,y3] which have a non-zero absolute term.
Now AΣ is a unique factorisation domain since A is such and (AΣ)0 = (A0)Σ is
local by the construction. Moreover, the units of AΣ are of the form uσ , where σ ∈ Σ
and u divides an element of Σ in A. However, if u is homogeneous, it must be of
degree zero since it has a non-zero absolute term. Thus, we can apply Proposi-
tion 6.13 to ( f0)Σ : (A0)Σ → (B0)Σ as described above.
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