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ABSTRACT
We investigate effects of the presence of a magnetic field on tidal dissipation in rotating
fluid bodies. We consider a simplified model consisting of a rigid core and a fluid en-
velope, permeated by a background magnetic field (either a dipolar field or a uniform
axial field). The wavelike tidal responses in the fluid layer are in the form of magnetic-
Coriolis waves, which are restored by both the Coriolis force and the Lorentz force. En-
ergy dissipation occurs through viscous damping and Ohmic damping of these waves.
Our numerical results show that the tidal dissipation can be dominated by Ohmic
damping even with a weak magnetic field. The presence of a magnetic field smooths
out the complicated frequency-dependence of the dissipation rate, and broadens the
frequency spectrum of the dissipation rate, depending on the strength of the back-
ground magnetic field. However, the frequency-averaged dissipation is independent
of the strength and structure of the magnetic field, and of the dissipative parame-
ters, in the approximation that the wave-like response is driven only by the Coriolis
force acting on the non-wavelike tidal flow. Indeed, the frequency-averaged dissipation
quantity is in good agreement with previous analytical results in the absence of mag-
netic fields. Our results suggest that the frequency-averaged tidal dissipation of the
wavelike perturbations is insensitive to detailed damping mechanisms and dissipative
properties.
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1 INTRODUCTION
Tidal interactions may have played an important role in the
evolution of short-period exoplanetary systems, binary stars
and planet-satellite systems. The efficiency of tidal dissipa-
tion, which is usually parameterized as the tidal quality fac-
tor Q (Goldreich & Soter 1966), will determine the fate of
these systems. With the accumulation of observations over
several decades, the observational constraint of the tidal
quality factor is now possible, especially in hot Jupiter sys-
tems (e.g. Wilkins et al. 2017; Patra et al. 2017). However,
it is still very challenging to theoretically predict the tidal
quality factor owing to intrinsic difficulties and uncertainties
of the problem.
Tidal responses can be generally separated into two
parts: the equilibrium tide and the dynamic tide (e.g. Ogilvie
2014). The equilibrium tide is a quasi-hydrostatic deforma-
tion to the gravitational pulling of the orbital companion.
The dynamic tide is usually associated with different kinds
of internal waves such as internal gravity waves (Zahn 1975;
? E-mail: yl552@cam.ac.uk
Savonije & Papaloizou 1983; Goldreich & Nicholson 1989;
Goodman & Dickson 1998; Barker & Ogilvie 2010; Essick
& Weinberg 2016) and inertial waves (Ogilvie & Lin 2004,
2007; Wu 2005; Ogilvie 2009, 2013; Goodman & Lackner
2009; Rieutord & Valdettaro 2010; Papaloizou & Ivanov
2010). The tidal dissipation associated with these hydro-
dynamic waves exhibits very complicated dependences on
the tidal frequency (Ogilvie 2014). The non-linear effect and
the interactions with convection and magnetic fields may
wash out some of the frequency-dependence (Ogilvie 2013),
yet these effects on tides remain to be elucidated. Magnetic
fields are ubiquitous in astrophysical bodies, where they can
interact with tidal flows in electrically conducting fluid lay-
ers and lead to additional Ohmic dissipation. The magnetic
field will modify the propagation and dissipation of hydrody-
namic waves through the coupling with Alfve´n waves. The
present study aims to investigate the magnetic effects on
tidally forced inertial waves. In the presence of a magnetic
field and rotation, wavelike motions are hybrid inertial waves
and Alfve´n waves, which we collectively refer to as magnetic-
Coriolis waves (Finlay 2008).
Magnetic-Coriolis (MC) waves were first investigated
c© 2017 The Authors
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by Lehnert (1954). He showed the rotation can split the
Alfve´n waves into two groups: fast waves and slow waves, al-
though this separation is vague in some parameter regimes.
MC waves have been studied in different geophysical and
astrophysical contexts since the pioneering study of Lehnert
(1954). In geophysics, slow MC waves (also called magne-
tostrophic waves) are of particular interest, as these waves
are thought to be important in the generation and secular
variations of the Earth’s magnetic field through the dynamo
process in the liquid outer core (Hide 1966; Malkus 1967;
Jault 2008; Finlay 2008; Bardsley & Davidson 2017). The
slow MC waves usually have frequencies much lower than
the rotation frequency and are quasi-geostrophic, i.e. nearly
invariant along the rotation axis. In astrophysics, studies of
stellar oscillations have shown that MC waves can be excited
in rotating magnetized stars (Lander et al. 2010; Abbassi
et al. 2012). MC waves have also been observed recently
in liquid metal experiments (Nornberg et al. 2010; Schmitt
2010; Schmitt et al. 2013). However, tidally forced MC waves
and the energy dissipation associated with MC waves have
not been well studied, except for a recent study using a pe-
riodic box (Wei 2016). Buffett (2010) calculated the Ohmic
dissipation of tidally driven (free inner-core nutation) iner-
tial waves in the Earth’s outer core, but the Lorentz force is
dropped in his calculations.
The present paper studies the propagation and the
energy dissipation of tidally forced MC waves in spher-
ical shells. We use a simplified model consisting of a
rigid core and a homogeneous fluid envelope, of which the
hydrodynamic responses have previously been considered
(Ogilvie 2009, 2013; Rieutord & Valdettaro 2010). Tidal
responses are decomposed into non-wavelike and wavelike
parts (Ogilvie 2013), and we focus on the latter in this study.
The wavelike perturbations are MC waves in the presence
of a magnetic field, where both the Lorentz force and the
Coriolis force act as the restoring force. The linearized equa-
tions describing the wavelike perturbations are numerically
solved using a pseudo-spectral method. The total energy dis-
sipation can be contributed to by both viscous damping and
Ohmic damping, but is dominated by the latter in most
cases. We investigate the dependence of the total dissipa-
tion rate on the magnetic field strength, the field structure,
the dissipative parameters and the tidal frequency. We also
examine the frequency-averaged dissipation, which has been
used to study tidal dissipation and evolution of stars re-
cently (Guenel et al. 2014; Mathis 2015; Bolmont & Mathis
2016; Gallet et al. 2017; Bolmont et al. 2017). Remark-
ably, the frequency-averaged dissipation quantity is in good
agreement with previous analytical results in the absence of
magnetic fields (Ogilvie 2013). Our results suggest that the
frequency-averaged tidal dissipation is insensitive to the de-
tailed damping mechanisms, at least for the wavelike tides.
This may have important implications for studying the long-
term tidal evolution, as the detailed damping mechanism
and dissipative properties are not well constrained in stars
and planets.
The paper is organized as follows. Section 2 introduces
the simplified model, the basic equations and the numeri-
cal method. Section 3 presents numerical results. Section 4
summarizes the key findings of this study.
Ω
B0
Rigid  insulator
Conducting fluid
Insulating
Figure 1. Illustration of the model. The dashed lines are a
schematic representation of the background magnetic field B0.
2 THE SIMPLIFIED MODEL
Our model essentially builds upon a hydrodynamic model
considered by Ogilvie (2009, 2013). We consider a uniformly
rotating spherical body consisting of a rigid inner core and
a homogeneous incompressible fluid envelope. In order to
take into account magnetic effects, we assume that the whole
body is permeated by a steady axisymmetric magnetic field
and the fluid is electrically conducting (see Fig. 1). We fo-
cus on the wavelike tidal perturbations in the fluid envelope,
which may be regarded as an idealized model of the convec-
tive zones of stars and giant planets as it lacks stable strat-
ification. This section introduces basic equations describing
the wavelike perturbations and the numerical method we
used to solve these equations.
2.1 Basic equations
A perfectly rigid inner core of radius r = αR is enclosed by
a homogeneous, incompressible and electrically conducting
fluid shell with a free surface at r = R. We assume that
the rigid core and the fluid envelope have the same density
ρ. The whole body uniformly rotates at Ω = Ωzˆ and is
permeated by a steady magnetic field B0. For simplicity, we
assume that the background magnetic field B0 is either a
dipolar field
B0 = B0
[
rˆ
(
R
r
)3
cos θ + θˆ
(
R
r
)3
sin θ
2
]
, (1)
or a uniform axial field
B0 = B0zˆ = B0(rˆ cos θ − θˆ sin θ), (2)
where we have used spherical coordinates (r, θ, φ). Note that
for both cases, B0 is a potential field, i.e. ∇×B0 = 0.
We consider the linear responses of the fluid enve-
lope to a tidal potential Ψ = A(r/R)lY ml (θ, φ)e
−iωt, where
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Y ml (θ, φ) is a spherical harmonic and ω is the tidal frequency
in the rotating frame. The tidal responses can be decom-
posed into non-wavelike and wavelike parts as introduced
by Ogilvie (2013). In the absence of a magnetic field, the
non-wavelike part represents the instantaneous response to
the tidal potential, while the wavelike part is in the form of
inertial waves excited by the effective force (Ogilvie 2013)
f = 2Ω×∇[Xl(r)Y ml (θ, φ)]e−iωt, (3)
where Xl is associated with the non-wavelike motions. This
effective force is not generally irrotational and results from
the failure of the non-wavelike tide to satisfy the equation
of motion when the Coriolis force is included. For a homo-
geneous incompressible fluid of the same density as that of
the rigid core, Xl(r) is given as (Ogilvie 2013)
Xl(r) = Cl
[( r
R
)l
+ α2l+1
l
l + 1
(
R
r
)l+1]
. (4)
The constant Cl is given by
Cl =
iω(2l + 1)R3A
2l(l − 1)(1− α2l+1)GM , (5)
where G is the gravitational constant and M is the total
mass of the body. In this paper, we consider only the domi-
nant tidal component of l = 2 and m = 2, unless otherwise
specified.
In the presence of a magnetic field, we assume that the
large-scale non-wave-like part is unchanged, and that the
wave-like perturbations are still driven by the effective force
given in equation (3), but we allow the magnetic field to
affect the small-scale wave-like motions through the induc-
tion equation and the Lorentz force. The linearized equations
governing the wavelike velocity perturbation u and magnetic
field perturbation b in the rotating frame can be written as
−iωu+2Ω×u = −1
ρ
∇p+ 1
ρµ0
(∇×b)×B0+ν∇2u+f , (6)
−iωb =∇×(u×B0) + η∇2b, (7)
∇·u = 0, (8)
∇·b = 0, (9)
where ν is the fluid viscosity, µ0 is the magnetic permeability
and η is the magnetic diffusivity. Equation (6) is the Navier-
Stokes equation including the Coriolis force and the Lorentz
force. Equation (7) is the magnetic induction equation.
Using R, Ω−1, B0 as units of length, time and magnetic
field strength, we get the non-dimensional equations:
−iωu+2zˆ×u = −∇p+Le2(∇×b)×B0+Ek∇2u+f , (10)
−iωb =∇×(u×B0) + Em∇2b, (11)
where (and whereafter) ω, u, p, b, B0 and f denote the
corresponding non-dimensional quantities. The dimension-
less parameters in equations (10-11) are the Lehnert num-
ber Le, the Ekman number Ek and the magnetic Ekman
number Em:
Le =
B0√
ρµ0ΩR
, Ek =
ν
ΩR2
, Em =
η
ΩR2
. (12)
The Lehnert number Le measures the strength of the back-
ground magnetic field with respect to rotation, i.e. the ratio
between the Alfv´en velocity B0/
√
ρµ0 and the rotation ve-
locity ΩR at the equator. The Ekman number Ek is the
ratio between the rotation time scale Ω−1 and the viscous
time scale R2/ν, while the magnetic Ekman number Em is
the ratio between the rotation time scale Ω−1 and the mag-
netic diffusion time scale R2/η. The last two parameters are
related by the magnetic Prandtl number
Pm =
Ek
Em
=
ν
η
. (13)
We set the dimensionless forcing term as
f = zˆ×∇[(r2 + α5/r3)Y 22 (θ, φ)](1− α5)−1e−iωt, (14)
for l = 2 and m = 2.
In order to minimize the viscous and electromagnetic
couplings between the fluid layer and the rigid core, we use
the stress-free boundary condition for the velocity u and
the insulating boundary condition for the magnetic field b
at both inner and outer boundaries. The stress-free bound-
ary condition implies that the tangential component of the
viscous stress should vanish:
ur =
∂
∂r
(uθ
r
)
=
∂
∂r
(uφ
r
)
= 0 (15)
The insulating boundary condition indicates that no electric
current can go through the boundaries:
(∇×b)r = 0, (16)
and the magnetic field in the conducting fluid should also
match a potential fieldBe = −∇P in the exterior insulating
regions, where P is a scalar potential. This condition can
be readily expressed in terms of spherical harmonics (see
Appendix A).
The viscous dissipation rate in dimensionless form is
Dvis =
1
2
Ek
∫
V
Re[(∇2u)·u∗]dV, (17)
and the dimensionless Ohmic dissipation rate is
Dohm =
1
2
Le2Em
∫
V
|∇×b|2dV, (18)
where integrals are evaluated over the fluid domain. It can
be shown from the integrated energy equation that the total
energy dissipation rate equals the power input by the tidal
forcing f
Dvis +Dohm ≡ 1
2
∫
V
Re[f ·u∗]dV, (19)
where u∗ is the complex conjugate of u.
2.2 Numerical method
Equations (10-11) are solved using a pseudo-spectral
method. We use a spheroidal-toroidal decomposition and
then project the equations on to spherical harmonics in a
similar way as in Rincon & Rieutord (2003). The velocity
and magnetic field perturbations are expanded as:
u =
∑
uml (r)R
m
l +
∑
vml (r)S
m
l +
∑
wml (r)T
m
l , (20)
b =
∑
aml (r)R
m
l +
∑
bml (r)S
m
l +
∑
cml (r)T
m
l , (21)
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with the summation is carried out over integers l ≥ m ≥ 0.
Here Rml ,S
m
l , T
m
l are vector spherical harmonics:
Rml = Y
m
l (θ, φ)rˆ, S
m
l = r∇Y ml (θ, φ), Tml = r∇×Rml .
(22)
For the divergence-free fields, the first two terms in equations
(20-21) are also referred to as the poloidal part and the last
term is the toroidal part. The divergence-free conditions of
u and b (equations 8-9) are satisfied by
vml =
1
l(l + 1)r
d(r2uml )
dr
, (23)
bml =
1
l(l + 1)r
d(r2aml )
dr
. (24)
The equations projected on to spherical harmonics are given
in Appendix A. We can see that equations (A1-A4) are de-
coupled for each m owing to the axisymmetric rotation and
magnetic field B0. The Coriolis force and the magnetic field
only couple the neighbouring spherical harmonics l − 1 and
l + 1. Numerically, the system is truncated at a spherical
harmonical degree L. In radial direction, we use Chebyshev
collocation on N + 1 Gauss-Lobatto nodes. We use a typ-
ical truncation of L = N = 400 in most of calculations,
but higher resolutions up to L = N = 600 are also used
for a few more demanding calculations (when Em ≤ 10−5
and Le ≤ 10−4). The numerical discretization leads to linear
equations involving a large block-tridiagonal matrix, which
is solved using the standard direct method based on LU fac-
torization.
The stress-free boundary condition at the inner and
outer boundaries becomes
uml =
d
dr
(
vml
r
)
=
d
dr
(
wml
r
)
= 0. (25)
The insulating boundary condition requires vanishing
toroidal field, i.e. cml = 0, at the inner and outer bound-
aries. The poloidal field needs to match a potential field,
leading to (see Appendix A)
daml
dr
− l − 1
r
aml = 0, (26)
at the inner boundary and
daml
dr
+
l + 2
r
aml = 0, (27)
at the outer boundary.
The dissipation rates in equations (17-18) can be re-
duced to integrals in radius only using the orthogonality of
spherical harmonics:
Dvis =
1
2
Ek
∫ 1
α
L∑
l=m
l(l + 1)
∣∣∣∣uml (r) + r2 d[vml (r)/r]dr
∣∣∣∣2
+ l(l + 1)
∣∣∣∣r2 d[wml (r)/r]dr
∣∣∣∣2 + 3 ∣∣∣∣rduml (r)dr
∣∣∣∣2
+ (l − 1)l(l + 1)(l + 2) (|vml (r)|2 + |wml (r)|2)dr, (28)
Dohm =
1
2
Le2Em
∫ 1
α
L∑
l=m
l2(l + 1)2|cml (r)|2
+ l(l+ 1)
∣∣∣∣d[rcml (r)]dr
∣∣∣∣2 + l(l+ 1) ∣∣∣∣aml (r)− d[rbml (r)]dr
∣∣∣∣2 dr.
(29)
The integrals are evaluated by a Chebyshev quadrature
formula which uses the function values at the collocation
points. We also calculate the total dissipation rate using
equation (19), which involves only spectral coefficients of
l = 1 and l = 3. This is because the effective forcing term
projected onto spherical harmonics has only l = 1 and l = 3
components for the l = 2 tidal forcing (see equations (A33-
A35) in Appendix A), and because of the orthogonality
of spherical harmonics. The identity (19) can be used to
check the numerical accuracy and convergence. Our numer-
ical code is also validated by comparing with some of the
results in Rincon & Rieutord (2003) and Ogilvie (2009).
2.3 Dispersion relation of magnetic-Coriolis waves
Before presenting our numerical results, let us briefly recall
the dispersion relation of magnetic-Coriolis waves, which is
useful for the discussion of some results. Substituting the
plane wave ansatz u, b ∝ ei(k·r−ωt) into equations (6-7),
and neglecting the diffusive terms and the forcing term, we
can obtain the dispersion relation of magnetic-Coriolis waves
in a uniform field B0 (e.g. Finlay 2008):
ω = ±Ω·k|k| ±
(
(Ω·k)2
|k|2 +
(B0·k)2
ρµ0
)1/2
. (30)
In the absence of a magnetic field, i.e. B0 = 0, equation (30)
recovers the dispersion relation of inertial waves
ω = ±2Ω·k|k| , (31)
which exist only when |ω| < 2Ω. The group velocity of iner-
tial waves is
Vg = ±2k×(Ω×k)|k|3 . (32)
In the absence of rotation, i.e. Ω = 0, the dispersion relation
of Alfve´n waves is obtained:
ω = Va·k, (33)
where Va = B0/
√
ρµ0 is the group velocity.
The propagation of MC waves is more complicated, de-
pending on the Lehnert number which measures the impor-
tance of the magnetic field with respect to the rotation. The
dispersion relation (30) in dimensionless form can be written
as
ω = ± zˆ·k|k| ±
(
(zˆ·k)2
|k|2 + Le
2k2B
)1/2
, (34)
where kB is the wavenumber along the magnetic field B0.
3 RESULTS
3.1 Overview
In this section, we show a general overview of the spatial
structure and the dissipation rate of tidally forced MC waves
MNRAS 000, 1–14 (2017)
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 2. Structure of the velocity perturbation |u| and the mag-
netic field perturbation |b| in the meridional plane with an axial
field B0 at different Le. Ek = 1.0 × 10−9, Em = 1.0 × 10−5,
ω = 1.1, α = 0.5. Note that the colour scales may be different for
different Le.
by varying the Lehnert number Le. We consider a case of
the radius ratio α = 0.5 and the tidal frequency ω = 1.1,
of which the hydrodynamic response has been studied in
detail (Ogilvie 2009). In the absence of a magnetic field, in-
ertial waves propagate along the characteristics (at a fixed
angle with respect to the rotation axis) and form two sim-
ple wave attractors after multiple reflections (see Fig. 9 in
Ogilvie (2009)). The dissipation rate associated with iner-
tial wave attractors is independent of the viscosity (the Ek-
man number) provided that the Ekman number is asymp-
totically small (Ogilvie 2005, 2009). We use this case as a
reference, mainly because of its relatively simple hydrody-
namic responses, to examine the effects of magnetic fields.
Fig. 2 shows the velocity perturbation |u| and the mag-
netic field perturbation |b| in the meridional plane in the
presence of an axial magnetic field with various values of the
Lehnert number Le. The dissipative parameters are fixed at
Ek = 10
−9 and Em = 10−5, meaning that the magnetic
Prandtl number Pm = 10−4. When the Lehnert number is
sufficiently small (Le ≤ O(E2/3m ) as we shall show later),
MC waves retain the rays of inertial waves, leading to the
wave attractors as for purely inertial waves (Fig 2 a). Weak
magnetic field perturbations are induced along the attrac-
tors by the velocity perturbations, but the Lorentz force
has negligible influence on the propagation of waves. As the
Lehnert number is gradually increased, the perturbations do
not concentrate on the wave attractors any more, because
the Lorentz force starts to play a part. In Fig 2 (b), however,
we can still see the predominant effect of the rotation as the
perturbations are mainly organized along the characteristics
of inertial waves, but slightly modified.
As we increase the Lehnert number further, the effect of
rotation becomes less visible and the perturbations spread
out to the whole fluid domain (Fig 2 c). At certain values of
the Lehnert number, e.g. Le = 0.1 for this case, we observe
some large-scale structures in the polar region in Fig 2 (d).
These structures may be associated with eigen-modes of the
system. We shall show more examples of such structures at
different frequencies in section 3.2.
At relatively large values of Le, i.e. Le > 0.1, the mag-
netic effect become predominant as we can see from Fig. 2(e-
f) that the perturbations concentrate along certain magnetic
field lines. In this regime, the perturbations are essentially
in the form of Alfve´n waves, where the magnetic tension acts
as the restoring force. Each magnetic field line can be anal-
ogous to a string, which has a natural frequency depending
on the length and strength of the field line. Perturbations
mainly concentrate along certain field lines, where a reso-
nance may occur if the tidal frequency matches the natural
frequency of the field line.
Fig. 3 shows the structure of the perturbations as in
Fig. 2 but for a dipolar field B0. The spatial structures vary
in a similar way as in the case of an axial field, as we grad-
ually increase Le. However, there are some local differences
because the dipolar field B0 is spatially non-uniform, being
stronger at the polar regions than at the equator and de-
caying as a function of the radius. For instance, in Fig. 3(c),
the perturbations are less influenced by the magnetic field
near the equator compared to other regions. Nevertheless,
the general picture is qualitatively similar to Fig. 2, from
inertial wave attractors at small Le to nearly Alfve´n wave
perturbations at relatively large Le.
MNRAS 000, 1–14 (2017)
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 3. Same as Fig. 2 but for a dipolar field B0. Dashed lines
show some field lines of B0.
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Figure 4. Dissipation rate versus the Lehnert number Le for (a)
an axial field, (b) a dipolar field. Vertical dash lines represent
Le = E
2/3
m . Ek = 1.0×10−9, Em = 1.0×10−5, ω = 1.1, α = 0.5.
Black triangles correspond to cases shown in Figs. 2-3.
We have mentioned that the perturbations retain the
ray dynamics of inertial waves when Le ≤ O(E2/3m ). We can
derive this scaling by simply comparing several typical time
scales in the system when Le  1, Ek  1, Em  1 and
Pm  1. The inertial wave propagation time in the fluid
domain is
τi =
L
|Vg| ∼
(
l
L
)−1
Ω−1. (35)
The time scale for Alfve´n waves to transversely cross the
inertial wave beams is
τa =
l
|Va| ∼
l
L
Le−1Ω−1. (36)
The magnetic diffusion time across the beams is
τη =
l2
η
∼
(
l
L
)2
E−1m Ω
−1, (37)
and the viscous diffusion time is
τν =
l2
ν
∼
(
l
L
)2
E−1k Ω
−1. (38)
Here l is the typical width of the wave beams, whereas L
MNRAS 000, 1–14 (2017)
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is the domain size, i.e. L = R. The viscous time scale is
irrelevant here because of the assumption Pm 1. In order
to keep the perturbations within the inertial wave beams,
the crossing time of Alfve´n waves τa should be longer than
the inertial wave propagation time τi:
τa ≥ τi. (39)
Meanwhile, the width of the wave beams is set by the diffu-
sion time across the beams:
τi = τη. (40)
Combining equations (39-40) and using equations (35-37),
we obtain
Le ≤ O(E2/3m ). (41)
Note that this scaling analysis is merely heuristic. The
prefactor of the scaling (41) varies depending on the fre-
quency and the structure of background fields. Neverthe-
less, the above scaling provides an approximate threshold,
above which the presence of a magnetic field would modify
the propagation of inertial waves. This scaling is also clearly
evidenced from the dissipation rate in Fig. 4.
Fig. 4 shows the viscous dissipation rate, the Ohmic
dissipation rate and the total dissipation rate as a function
of Le for an axial field (a) and a dipolar field (b). When
Le ≤ O(E2/3m ), the dissipation rate due to the Ohmic damp-
ing grows and then saturates as Le increases, while the vis-
cous dissipation rate drops and eventually becomes negligi-
ble. However, the total dissipation rate remains unchanged
in the range of Le ≤ O(E2/3m ). This observation is remi-
niscent of the analytical result by Ogilvie (2005), who has
shown that the total rate of energy dissipation of a wave
attractor is independent of the dissipative properties and
the detailed damping mechanisms. The theoretical analysis
has been confirmed by hydrodynamic calculations in spher-
ical shells (Ogilvie 2009; Rieutord & Valdettaro 2010). Here
we show that the theory is still valid in the presence of a
magnetic field as long as the wave attractors are retained.
When Le > O(E
2/3
m ), the total dissipation is almost
totally contributed by the Ohmic damping, whereas the vis-
cous dissipation is negligible. The dissipation rate fluctuates
as a function of Le, exhibiting several peaks and troughs. In
this range of parameters, the magnetic field modifies the
propagation of waves depending on the Lehnert number.
Resonance may occur at certain values of Le for a given fre-
quency, leading to enhanced dissipation. Indeed, these peaks
in the dissipation rate usually correspond to either large-
scale perturbations, e.g. Fig 2(d) and Fig 3 (d), or pertur-
bations concentrating on certain field lines, e.g. Fig 2 (f) and
Fig 3 (e).
Note that we have restricted our investigations in the
range of Le ≤ 1. We found that strong magnetic bound-
ary layers arise when Le  1, and thus the energy dissi-
pation is mainly contributed by the boundary layers, which
may be not realistic because of our idealized boundary con-
ditions. For instance, a rigid core of finite electric conduc-
tivity (rather than insulating) would relax the accumula-
tion of the electrical current near the inner boundary. Any-
way, the Lehnert number should be smaller than unity in
most stars and planets, although the specific value is diffi-
cult to estimate owing to the uncertainties of the magnetic
field strength and fluid properties. The Lehnert number for
the Sun is estimated to be around 10−5, if we assume the
typical magnetic field strength is a few 10−3 T (Charbon-
neau 2014), and use the mean density of the Sun. Mean-
while, the magnetic Ekman number is also very small for
the Sun, i.e. Em < 10
−10, as the magnetic diffusion time is
around 1010 year (Charbonneau 2014). The magnetic field
is strong enough to modify the propagation of inertial waves
as Le > O(E
2/3
m ) for the Sun, despite the small Lehnert
number.
3.2 Frequency-dependence
We now investigate the frequency-dependence of the dissi-
pation rate. Fig 5 shows a frequency scan of the total dissi-
pation rate in a frequency range of −3 ≤ ω ≤ 3 at various
values of Le with an axial field, and α = 0.5, Ek = 10
−8
and Em = 10
−4. For comparison, we show also the dissipa-
tion rate in the absence of a magnetic field, i.e. Le = 0, in
the frequency range of inertial waves. In the presence of the
magnetic field, we show only the cases when Le > O(E
2/3
m ),
because the total dissipation rate shows similar behaviour
to that of inertial waves when Le ≤ O(E2/3m ).
Fig 5 (a) shows the dissipation rate at Le = 3.2× 10−3
(the blue curve) and Le = 2.4 × 10−2 ( the red curve). We
can see that these curves are very bumpy, likewise the curve
in the absence of a magnetic field (the black dashed line).
The peaks and troughs are closely related to those the black
dashed line. These cases can be regarded as weakly modified
inertial waves. In particular, we can see from the red curve
that the peaks shift to higher frequencies, which is in line
with the dispersion relation of magnetic-Coriolis waves.
Fig 5 (b) shows the dissipation rate at Le = 0.1 (the
blue curve) and Le = 0.42 ( the red curve). These two curves
are significantly smoothed out by the presence of a mag-
netic field compared to the black dashed line. In addition,
the spectra of the dissipation rate are broadened beyond
the frequency range of inertial waves, as expected from the
dispersion relation (34).
Although the dissipation rate curves become smooth at
relatively large Le, they still exhibit a few peaks in the fre-
quency range we have shown. Fig. 6 shows structures of the
perturbations at some peak frequencies of the blue curve in
Fig. 5 (b). We can see that all these cases feature smooth
large-scale structures, in particular in the polar region. We
also note that the number of nodes in the vertical direc-
tion increases as the frequency increases, which is reminis-
cent of the dispersion relation of magnetic-Coriolis waves.
We have mentioned that such smooth structures may be
eigen-modes of the system, which are resonantly excited at
the eigen-frequencies, leading to the enhanced energy dissi-
pation. However, the theoretical analysis of the eigen value
problem is beyond the scope of this paper.
For the case of a dipolar field, the frequency-dependence
of the total dissipation rate is qualitatively similar to that
of an axial field, although details are different, such as the
peak frequencies.
3.3 Frequency-averaged dissipation rate
The tidal dissipation leads to a long-term evolution of the
spin and orbital parameters through the exchange of angu-
lar momentum. As the system evolves, the tidal frequency
MNRAS 000, 1–14 (2017)
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Figure 5. Total dissipation rate versus the tidal forcing frequency. The background magnetic field is set to be an axial field. α = 0.5,
Ek = 10
−8 and Em = 10−4. (a) Le = 3.2 × 10−3 (blue) and Le = 2.4 × 10−2 (red); (b) Le = 0.1 (blue) and Le = 0.42 (red). Black
dashed lines represent the dissipation rate in the absence of a magnetic field. Blue triangles correspond to cases shown in Fig 6.
varies over time. It is very difficult to estimate the instanta-
neous tidal dissipation owing to the complicated frequency-
dependence. However, the frequency-averaged dissipation
rate can be useful to study the long-term evolution of the
system (Mathis 2015; Bolmont & Mathis 2016; Gallet et al.
2017; Bolmont et al. 2017). Ogilvie (2013) has shown that
the frequency-averaged dissipation rate of inertial waves is
independent of the dissipative properties, but strongly de-
pends on the size of the rigid core. Here we examine the
frequency-averaged dissipation in the presence of a magnetic
field.
The frequency-averaged dissipation can be measured by
the dimensionless quantity (Ogilvie 2013)
Λ =
∫ ∞
−∞
Im[Kml (ω)]
dω
ω
, (42)
where Im[Kml ] is the imaginary part of the potential Love
number, and is related to the dissipation rate by
Dˆ =
(2l + 1)R
8piG
A2ΩωIm[Kml (ω)]. (43)
where A is the tidal amplitude with the unit of gravitational
potential and Dˆ is the dimensional dissipation rate with the
unit of power. With our normalization of the forcing in equa-
tion (14) for l = 2 and m = 2, the frequency-averaged quan-
tity becomes
Λ =
∫ ∞
−∞
Im[K22 (ω)]
dω
ω
=
15
2
2
∫ ∞
−∞
D(ω)dω, (44)
where 2 = Ω2R3/GM and D(ω) = Dvis + Dohm is the di-
mensionless total dissipation rate as shown in Fig. 5. Note
that  is a small parameter for astrophysical bodies, but we
simply set  = 1 in our linear calculations of the wavelike
perturbations. The above integral can be carried out only in
a finite frequency range numerically. For the hydrodynamic
case (Le = 0), the integral is evaluated over the frequency
MNRAS 000, 1–14 (2017)
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Figure 6. Structure of the velocity perturbation |u| and the mag-
netic field perturbation |b| in the meridional plane with an axial
field B0 at different tidal frequencies. Le = 0.1, Ek = 10
−8,
Em = 10−4, α = 0.5.
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Figure 7. Frequency-averaged quantity Λ versus the Lehnert
number Le for various different parameters but for fixed inner
core radius α = 0.5.
range of inertial waves, i.e. −2 < ω < 2, as in Ogilvie (2013).
The spectrum of MC waves is unlimited according to the dis-
persion relation (34). However, the major dissipation still oc-
curs in a finite frequency range in our calculations of Le < 1.
The integral is typically evaluated over the frequency range
of −3 < ω < 3 when Le ≤ 0.1, and −5 < ω < 5 when
Le > 0.1. We also doubled the frequency range at large Le
and found that the results of the integral are converged. Fig.
7 shows the frequency-averaged quantity Λ at several differ-
ent parameters but with the fixed inner core size α = 0.5.
We can see that the frequency-averaged dissipation rate is
independent of the strength and the structure of the mag-
netic field, and the dissipative parameters Ek and Em. Sim-
ilar results have been observed in a previous study using a
periodic box (Wei 2016). Also, the frequency-averaged dissi-
pation rate in the presence of a magnetic is nearly the same
as that in the absence of a magnetic field. The small discrep-
ancies are likely due to the errors of numerical integrals.
However, the frequency-averaged dissipation rate
strongly depends on the size of the inner core. Ogilvie
(2013) derived an analytical expression by considering low-
frequency hydrodynamic responses to an impulsive forcing,
which is given as
Λ =
∫ ∞
−∞
Im[K22 (ω)]
dω
ω
=
100pi
63
2
(
α5
1− α5
)
, (45)
for a homogeneous fluid of the same density as that of the
rigid core, and for the tidal component of l = m = 2. Equa-
tion (45) has been verified numerically (Ogilvie 2013), and
resembles the scaling of α5 for the small inner core size found
by previous hydrodynamic studies (Goodman & Lackner
2009; Ogilvie 2009; Rieutord & Valdettaro 2010).
Fig. 8 show the frequency-averaged quantity Λ as a
function of the radius ratio α at different values of Le. Re-
markably, this frequency-averaged quantity in the presence
of a magnetic field is still in very good agreement with equa-
tion (45), which is derived in the absence of magnetic fields.
In the presence of a magnetic field, the energy is mainly
dissipated through the Ohmic damping of magnetic-Coriolis
MNRAS 000, 1–14 (2017)
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Figure 8. Frequency-averaged quantity Λ versus the radius ratio
α at different values of Le with an axial field and Ek = 10
−8,
Em = 10−4. The solid line represents the analytical expression
from Ogilvie (2013).
waves, which occur over a wider frequency range, but the
frequency-averaged dissipation rate is the same as that of
viscous dissipation of inertial waves. This suggests that the
frequency-averaged dissipation rate is independent of the de-
tailed damping mechanisms. Indeed, we show in Appendix
B that the analytical results on the frequency-averaged dis-
sipation in Ogilvie (2013) are not altered by the presence
of a magnetic field, in the approximation that the wave-like
response is driven only by the Coriolis force acting on the
non-wavelike tidal flow, if we assume that the frequencies
of MC waves are small compared to those of acoustic and
surface gravity waves. This is the case in our numerical cal-
culations of the Lehnert number Le ≤ 1 (see Fig. 5). In real
astrophysical fluid bodies, this assumption may be justified
by the fact the tidal frequency is usually small compared to
the frequencies of acoustic and surface gravity waves.
3.4 Obliquity tide
So far, we considered only the tidal component of l = 2
and m = 2, which mainly determines the orbital evolution
and synchronization. In this section, we briefly consider an-
other important tidal component of l = 2 and m = 1, the
so-called obliquity tide, which exists only in spin-orbit mis-
aligned systems and mainly determines the evolution of the
spin-orbit angle. The obliquity tide is peculiar because the
tidal frequency in the rotating frame is always equal to −Ω
regardless of the orbital frequency, i.e. ω = −1 in dimension-
less form. In addition, the obliquity tide is responsible for
the precessional motion of the spin axis and the orbital nor-
mal around the total angular momentum vector. We have
shown that dissipative inertial waves can be excited by the
obliquity tide on top of precession in a hydrodynamic study
(Lin & Ogilvie 2017). To examine the magnetic effect on the
wavelike responses of the obliquity tide, we need to replace
the forcing in equation (3) by
f = 2Ω×∇[Xl(r)Y 12 (θ, φ)]eiΩt + (Ω×Ωp)×r, (46)
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Figure 9. Total dissipation rate of the obliquity tide as a function
of radius ratio α at different values of Le with an axial field.
Ek = 10
−7, Em = 10−4.
where the last term arises from the precessional motion
around the total angular momentum vector. The precession
frequency is determined by the tidal amplitude and given as
(Lin & Ogilvie 2017)
Ωp = −15
8
√
5
6pi
R3ΩA
(1− α5)GM sin i , (47)
where i is the angle between the spin angular momentum
and the total angular momentum.
Fig. 9 shows the total dissipation as a function of the
radius ratio α at different value of Le with an axial magnetic
field. For comparison, we show also the dissipation rate in
the absence of a magnetic field, which exhibits complicated
dependence of the core size owing to varied ray dynamics of
inertial waves, especially when α > 0.5 (Lin & Ogilvie 2017).
The major effect of a magnetic field is, again, to smooth out
the dissipation rate curves, but the overall level is similar to
that of the hydrodynamic case. Note that the frequency of
the obliquity tide is always ω = −1 in the rotating frame,
so we did not explore the frequency-dependence and the
frequency-averaged quantity for the obliquity tide.
4 CONCLUSIONS
We have investigated the magnetic effects on the tidal dis-
sipation in rotating fluid bodies using a simplified model.
The tidal responses are decomposed into the non-wavelike
and wavelike parts, but we have focused on the latter in
this study, which is in the form of magnetic-Coriolis waves.
The linearized wave equations are numerically solved using
a pseudo-spectral method. The major effects of the presence
of a magnetic field can be summarized as follows.
(i) When the magnetic field is very weak, namely
Le ≤ O(E2/3m ), the wavelike perturbations retain the ray
dynamics of inertial waves, while the energy can be dissi-
pated through the viscous damping and the Ohmic damping.
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When Le > O(E
2/3
m ), the magnetic field start to modify the
propagation of waves, and the dissipation of energy occurs
mainly through the Ohmic damping.
(ii) The magnetic field smooths out the complicated de-
pendence of the total dissipation rate on the tidal frequency,
and broadens the frequency spectrum of the dissipation rate,
depending on the Lehnert number Le.
(iii) However, the frequency-averaged dissipation quan-
tity is independent of the magnetic field strength, the field
structure and the dissipative parameters, but increases as
the relative size of the rigid core in our simplified model. In
more realistic models, this frequency-averaged quantity may
depend on other properties of the internal structure such as
the density profile. Indeed, the frequency-averaged quantity
is in very good agreement with previous analytical results in
the absence of magnetic fields (Ogilvie 2013). In Appendix
B, we show that the magnetic field has no effect on the
frequency-averaged dissipation, in the approximation that
the wave-like response is driven only by the Coriolis force
acting on the non-wavelike tidal flow, if we assume that the
frequencies of magnetic-Coriolis waves are small compared
to those of acoustic and surface gravity waves.
Owing to the complicated frequency-dependence of the
dissipation rate of inertial waves, it is very difficult to di-
rectly apply the instantaneous tidal dissipation to astro-
physical bodies. Alternatively, the frequency-averaged dis-
sipation rate has been used to study tidal dissipation and
evolution of stars (Mathis 2015; Bolmont & Mathis 2016;
Gallet et al. 2017; Bolmont et al. 2017). It has been con-
jectured that other effects such as non-linear interactions,
convection, differential rotations and magnetic fields may
wash out some of the complicated frequency-dependence of
purely inertial waves (Ogilvie 2013). Indeed, our numeri-
cal results show a smoothing effect of the magnetic field
on the frequency-dependence. More complicated processes
could lead to smoother dissipation curves. Therefore, the
frequency-averaged dissipation quantity is probably a useful
indicator of the efficiency of tidal dissipation. In addition,
our results suggest that the frequency-averaged quantity is
insensitive to the detailed damping mechanisms and dissi-
pative properties. If this is still the case in more realistic
models, it would be very useful in applications as these de-
tails are not well understood in stars and planets. Note that
the frequency-averaged dissipation does depend on the in-
ternal structure of the bodies, which is merely determined
by the size of the rigid core in our simplified model.
It is worthwhile to mention that we considered only the
magnetic effects on the wave-like tidal perturbations due
to the Coriolis force in this study. The magnetic field can
also interact with large-scale non-wave-like motions to pro-
duce a further wave-like response, which remains to be stud-
ied. Our tentative investigations based on a radially forced
model (Ogilvie 2009) suggest that the interactions between
a magnetic field and the non-wavelike motions may be not
negligible when the Lehnert number Le > 0.1. However,
the boundary conditions probably need to be treated more
carefully with a magnetic field, as the non-wavelike part is
associated with the instantaneous tidal deformation.
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APPENDIX A: EQUATIONS PROJECTED ON
TO SPHERICAL HARMONICS
Taking the curl and the curl of the curl of equation (10),
taking the curl of equation (11) and using the orthogonality
of the vector spherical harmonics (Rieutord 1987), we obtain
the following projected equations. Similar equations were
given in the appendix of Rincon & Rieutord (2003), but
without the Coriolis term. The projection of the Coriolis
force can be found in, e.g. Rieutord (1987). The projected
equations are given as
− iωlDl(uml ) = −2βml Dwl−1(wml−1)− 2βml+1Dwl+1(wml+1)
+ Le2 [imLcl (cml ) + αml Lal−1(aml−1) + αml+1Lal+1(aml+1)]
+ EDul (uml ) + fl, (A1)
− iωlwml = −2αml Dul−1(uml−1)− 2αml+1Dul+1(uml+1)
+ Le2 [imLal (aml ) + αml Lcl−1(cml−1) + αml+1Lcl+1(cml+1)]
+ EDwl (wml ) + fl−1 + fl+1, (A2)
− iωaml = imLwl (wml ) + αml Lul−1(uml−1) + αml+1Lul+1(uml+1)
+ EmDal (aml ), (A3)
− iωcml = imLul (uml ) + αml Lwl−1(wml−1) + αml+1Lwl+1(wml+1)
+ EmDcl (cml ), (A4)
where D and L denote linear differential operators:
Dl = r d
2
dr2
+ 4
d
dr
− (l2 + l − 2)1
r
, (A5)
Dwl−1 = d
dr
− (l − 1)1
r
, (A6)
Dwl+1 = d
dr
+ (l + 2)
1
r
(A7)
Dul = r d
4
dr4
+ 8
d3
dr3
− 2(lp − 6)1
r
d2
dr2
− 4lp 1
r2
d
dr
+ lp(lp − 2) 1
r3
, (A8)
Lcl = Br d
2
dr2
+
(
2Br
r
+
dBr
dr
)
d
dr
+
dBr
dr
− lp d
dr
(
Bθ
r
)
, (A9)
Lal−1 = lp
[
rBr
d3
dr3
+
(
lBθ + r
dBr
dr
+ 6Br
)
d2
dr2
]
− lp
[
(l + 2)(l − 3)Br
r
− 4dBr
dr
− 4lBθ
r
]
d
dr
− lp(l + 1)(l − 2)
(
l
Bθ
r2
+
1
r
dBr
dr
)
, (A10)
Lal+1 = lp
[
rBr
d3
dr3
−
(
(l + 1)Bθ − rdBr
dr
− 6Br
)
d2
dr2
]
− lp
[
(l + 4)(l − 1)Br
r
− 4dBr
dr
− 4(l + 1)Bθ
r
]
d
dr
+ lpl(l + 3)
(
(l + 1)
Bθ
r2
− 1
r
dBr
dr
)
, (A11)
Dul−1 = r d
dr
− (l − 2), (A12)
Dul+1 = r d
dr
+ (l + 3), (A13)
Dwl = d
2
dr2
+
2
r
d
dr
− lp 1
r2
, (A14)
Lal = −Br
l2p
(
r
d2
dr2
+ 4
d
dr
− (lp − 2)1
r
)
, (A15)
Lcl−1 = l(l − 1)
(
Br
d
dr
+
Br
r
+ l
Bθ
r
)
, (A16)
Lcl+1 = (l + 1)(l + 2)
(
Br
d
dr
+
Br
r
− (l + 1)Bθ
r
)
, (A17)
Dal = d
2
dr2
+
4
r
d
dr
+ (2− lp) 1
r2
, (A18)
Lwl = Br
r
, (A19)
Lul−1 = lp
(
Br
d
dr
+ 2
Br
r
+ l
Bθ
r
)
, (A20)
Lul+1 = lp
(
Br
d
dr
+ 2
Br
r
− (l + 1)Bθ
r
)
, (A21)
lp = l(l + 1) (A22)
Dcl = d
2
dr2
+
2
r
d
dr
+ lp
1
r2
, (A23)
Lul = − 1
l2p
[
rBr
d2
dr2
+
(
4Br + r
dBr
dr
)
d
dr
]
1
l2p
(
lp
dBθ
dr
− lpBθ
r
− dBr
dr
− Br
r
)
, (A24)
Lwl−1 = l(l − 1)
(
Br
d
dr
+
Br
r
+
dBr
dr
+ l
Bθ
r
)
, (A25)
Lwl+1 = (l + 1)(l + 2)
(
Br
d
dr
+
Br
r
+
dBr
dr
− (l + 1)Bθ
r
)
.
(A26)
In above operators, we have used the following notations:
ωl = ω +
2m
l(l + 1)
, (A27)
lp = l(l + 1), (A28)
MNRAS 000, 1–14 (2017)
Tidal dissipation: the presence of a magnetic field 13
qml =
(
l2 −m2
4l2 − 1
)1/2
, (A29)
αml =
1
l2
qml , β
m
l = (l
2 − 1)qml , (A30)
and Br and Bθ represent the radial dependence of the back-
ground magnetic field B0. For the dipolar field, we have
Br =
1
r3
, Bθ =
1
2r3
, (A31)
while for the uniform vertical field
Br = 1, Bθ = −1. (A32)
The vortical tidal forcing f can be also project on to spher-
ical harmonics
fl = −2 im
l(l + 1)
(
l(l + 1)
Xl(r)
r
− rd
2Xl(r)
dr2
− 2dXl(r)
dr
)
,
(A33)
fl−1 = −2q
m
l
l
(
dXl(r)
dr
+ (l + 1)
Xl(r)
r
)
, (A34)
fl+1 = 2
qml+1
l + 1
(
dXl(r)
dr
− lXl(r)
r
)
. (A35)
For a homogeneous fluid, fl ≡ 0 because Xl(r) satisfies
(equation (86) in Ogilvie 2013)
1
r2
d
r
(
r2
dXl(r)
dr
)
− l(l + 1)
r2
Xl(r) = 0. (A36)
The boundary conditions can be also projected onto
spherical harmonics. The stress-free boundary condition (15)
leads to
uml =
d
dr
(
vml
r
)
=
d
dr
(
wml
r
)
= 0. (A37)
The insulating boundary condition (∇×b)r leads to cml =
0. The poloidal magnetic field continuously extends to the
insulating regions as a potential field Be = −∇P , where the
scalar potential P satisfies Laplace’s equation
∇2P = 0. (A38)
The solution of the above equation is
P =
∑∑
gml r
lY ml (θ, φ), (A39)
in the rigid inner core and
P =
∑∑
hml r
−(l+1)Y ml (θ, φ), (A40)
outside the body. Substituting those solutions into Be =
−∇P and comparing with the spherical harmonics expan-
sion of b in the fluid region, we obtain the boundary condi-
tions
aml (r)− lbml (r) = 0, (A41)
at the inner boundary and
aml (r) + (l + 1)b
m
l (r) = 0, (A42)
at the outer boundary. Using the divergence-free condition
of b in equation (24), we can write the boundary condi-
tions (A41-A42) as
daml
dr
− l − 1
r
aml = 0, (A43)
at the inner boundary and
daml
dr
+
l + 2
r
aml = 0, (A44)
at the outer boundary.
APPENDIX B: FREQUENCY-AVERAGED
DISSIPATION IN THE PRESENCE OF A
MAGNETIC FIELD
Ogilvie (2013) found a way of calculating a certain
frequency-average of the tidal response of a slowly and uni-
formly rotating barotropic fluid body to harmonic forcing.
In this Appendix we consider how the argument and re-
sults presented in Section 4 of that paper are affected by the
presence of a magnetic field. All the section numbers and
equation numbers used below refer to Ogilvie (2013).
The equilibrium condition (21) is modified to
0 = −∇(h+ Φg + Φc) + 1
µ0ρ
(∇×B)×B (B1)
and the linearized equations are modified to
ξ¨ + 2Ω×ξ˙ = −∇W + Fξ, (B2)
W = h′ + Φ′ + Ψ, (B3)
ρ′ = −∇·(ρξ), (B4)
∇2Φ′ = 4piGρ′, (B5)
where F is the linearized Lorentz force operator, which is
self-adjoint with respect to a mass-weighted inner product
and is given by
Fξ = 1
µ0ρ
[
(∇×B′)×B + (∇×B)×B′] , (B6)
where
B′ =∇×(ξ×B). (B7)
In making the low-frequency asymptotic analysis in Sec-
tion 4.4, we wish to assume that the frequencies of Alfve´n
and slow magnetoacoustic waves are, like those of the in-
ertial waves, small compared to those of acoustic (or fast
magnetoacoustic) and surface gravity waves. Unlike the in-
ertial waves, however, the Alfve´n and slow magnetoacoustic
waves are not bounded in frequency if we allow ourselves to
consider arbitrarily short wavelengths. We therefore need to
apply a high-wavenumber cutoff to the response in order to
contain the spectrum of low-frequency oscillations. This may
be justified by assuming that the tidal response is smooth or
by appealing to resistivity to eliminate disturbances of small
scale.
The relevant scaling assumptions are then that the
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Lehnert number is O(1) (or smaller) and that the pertur-
bations are of large scale. Formally this can be achieved by
saying that both Ω and B are O(). With the arbitrary nor-
malization Ψ = O(1), we then have (as before) ξ = O(1),
W = O(2), h′ = O(1), Φ′ = O(1) and now B′ = O(). Our
reduced system of linearized equations at leading order is
then
ξ¨ + 2Ω×ξ˙ = −∇W + Fξ, (B8)
h′ + Φ′ + Ψ = 0, (B9)
ρ′ = −∇·(ρξ), (B10)
∇2Φ′ = 4piGρ′, (B11)
and is to be solved on a spherically symmetric, hydrostatic
basic state unaffected by rotation or magnetic fields.
We again decompose the perturbations into non-
wavelike and wavelike parts, satisfying respectively
ξ¨nw = −∇Wnw, (B12)
h′nw + Φ
′
nw + Ψ = 0, (B13)
ρ′nw = −∇·(ρξnw), (B14)
∇2Φ′nw = 4piGρ′nw, (B15)
and
ξ¨w + 2Ω×ξ˙w = −∇Ww + Fξw + f , (B16)
∇·(ρξw) = 0, (B17)
where ρ′w = h
′
w = Φ
′
w = 0 and
f = −2Ω×ξ˙nw + Fξnw (B18)
is the effective force per unit mass driving the wavelike part
of the solution. As before, the non-wavelike tide may be
assumed to be instantaneously related to the tidal potential
through
ξnw = −∇X, (B19)
where X is the solution of the elliptic equation (61). The
energy equation for the wavelike part is
d
dt
[
1
2
∫
ρ
(|uw|2 − ξw·Fξw)dV ] = ∫ ρuw·f dV, (B20)
where uw = ξ˙w is the wavelike velocity and the second term
in the integral on the left-hand side is the magnetic energy
associated with the wavelike displacement.
Turning now to the impulsive forcing analysed in Sec-
tion 4.6, we again consider a tidal potential of the form
Ψ = Ψˆ(r)H(t), (B21)
where H(t) is the Heaviside step function. This implies that
ξnw = ξˆnw(r)H(t), (B22)
leading to an effective force
f = fˆ(r)δ(t) + f˜(r)H(t), (B23)
where δ(t) is the Dirac delta function,
fˆ = −2Ω×ξˆnw (B24)
derives solely from the Coriolis force and
f˜ = F ξˆnw (B25)
derives solely from the Lorentz force. Therefore the impul-
sive contibution to the effective force comes only from the
Coriolis force and not from the Lorentz force. The solution
of equations (B16) and (B17) in this case involves a wave-
like displacement ξw that is continuous in t but has a dis-
continuous first derivative at t = 0. The wavelike velocity
immediately after the impulse is again
uˆw = fˆ −∇Wˆw, (B26)
where Wˆw is chosen to satisfy the anelastic constraint
∇·(ρuˆw) = 0 and the boundary conditions uˆw,r = 0. The
energy transferred in the impulse is equal to the kinetic en-
ergy immediately after the event,
Eˆ =
1
2
∫
ρ|uˆw|2 dV. (B27)
There is no change in the wavelike magnetic energy at t = 0
because ξw is continuous there. Since uˆw derives solely from
the Coriolis force, we conclude that the magnetic field has
no effect either on the impulsive energy transfer associated
with this term, or on the frequency-averaged dissipation re-
lated to it through equation 100. We note, however, that
the Lorentz part of the effective force in equation (B23),
which is neglected in the main part of this paper, could al-
ter the energy of the wave-like disturbance after the impulse
at t = 0 and therefore make an additional contribution to
the frequency-averaged dissipation, which requires further
investigation.
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