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ResumoOs semigrupos de transformac~oes desempenham na Teoria dos Semigrupos o papelcorrespondente ao dos grupos simetricos na Teoria dos Grupos. Dois teoremas bemconhecidos e analogos ao Teorema de Cayley para grupos, podem justicar esta ar-mac~ao. Em primeiro lugar, o teorema que estabelece que todo o semigrupo e a menosde um isomorsmo um subsemigrupo de um semigrupo de transformac~oes totais sobreum conjunto conveniente. Em segundo lugar, na Teoria dos Semigrupos Inversos, oTeorema de Vagner-Preston que estabelece que todo o semigrupo inverso e a menosde um isomorsmo um subsemigrupo de um certo semigrupo inverso simetrico.Estudamos nesta dissertac~ao dois tipos de semigrupos de transformac~oes parciaise injectivas sobre uma cadeia nita: as transformac~oes crescentes e, o que podemosconsiderar uma sua generalizac~ao, as transformac~oes que preservam a orientac~ao. Co-mecamos por estudar o semigrupo de todas as transformac~oes parciais injectivas ecrescentes sobre uma cadeia nita e o semigrupo de todas as transformac~oes parciaisinjectivas que preservam a orientac~ao sobre uma cadeia nita do ponto de vista es-trutural: regularidade, numero de elementos e caracterstica. Exibimos tambem umadescric~ao dos seus ideais e uma descric~ao das suas congruências. Determinamos aindauma apresentac~ao para estes semigrupos. Seguidamente, mostramos que a pseudova-riedade de semigrupos gerada pelos semigrupos de transformac~oes parciais injectivase crescentes sobre uma cadeia nita e uma subpseudovariedade da pseudovariedadede semigrupos gerada pelos semigrupos de transformac~oes totais crescentes sobre umacadeia nita. Um resultado analogo e demonstrado envolvendo os semigrupos que pre-servam a orientac~ao sobre uma cadeia nita. Finalmente, estudamos a pseudovariedadede semigrupos inversos NO de todos os semigrupos inversos normalmente ordenados,apresentamos uma descric~ao da pseudovariedade PCS de semigrupos inversos geradapelos semigrupos de transformac~oes parciais injectivas e crescentes sobre uma cadeianita e calculamos o supremo PCS_G desta pseudovariedade de semigrupos inversoscom a pseudovariedade de todos os grupos nitos.
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AbstractTransformations semigroups play the role in Semigroup Theory of the symmetricgroup in Group Theory. Two main results are the counterpart of Cayley's theorem:rst, the well known result that every semigroup is isomorphic to a subsemigroupof a suitable full transformation semigroup, secondly in Inverse Semigroup Theory,the Vagner-Preston Theorem stating that every inverse semigroup is isomorphic to asubsemigroup of a suitable symmetric inverse semigroup. In this work we will dealwith two particular kinds of injective partial transformations: order preserving andorientation preserving transformations.We study several structural properties of the semigroups of all injective order pre-serving partial transformations on a nite chain and give a presentation for thesesemigroups. Similarly, we study the semigroups of all injective orientation preservingpartial transformations on a nite chain: we establish descriptions for the ideals andfor the congruences and also give a presentation for these semigroups.We prove that every semigroup of the pseudovariety generated by all semigroupsof injective and order preserving partial transformations on a nite chain belongs tothe pseudovariety generated by all semigroups of order preserving full transformationson a nite chain. Also, we present a similar result for the pseudovariety of semigroupsgenerated by all semigroups of orientation preserving full transformations on a nitechain.Finally, we study the pseudovariety of inverse semigroups NO of all normally or-dered inverse semigroups. We show that the pseudovariety of inverse semigroups PCSgenerated by all semigroups of injective and order preserving partial transformationson a nite chain consists of all aperiodic elements of NO. Also, we prove that NO isthe join pseudovariety of inverse semigroups PCS _G, where G denotes the pseudo-variety of all nite groups.
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Introduc~ao
Os semigrupos de transformac~oes desempenham na Teoria dos Semigrupos o papelcorrespondente ao dos grupos simetricos na Teoria dos Grupos. Dois resultados bemconhecidos e analogos ao Teorema de Cayley para grupos constituem exemplos quejusticam esta armac~ao. Em primeiro lugar, o teorema que estabelece que todoo semigrupo e a menos de um isomorsmo um subsemigrupo de um semigrupo detransformac~oes sobre um conjunto conveniente. Em segundo lugar, na Teoria dos Se-migrupos Inversos, o Teorema de Vagner-Preston que estabelece que todo o semigrupoinverso e a menos de um isomorsmo um subsemigrupo de um certo semigrupo inversosimetrico (veja-se e.g. [26] e [35]).A relevância dos semigrupos de transformac~oes na Teoria dos Semigrupos esta lon-ge de se resumir aos resultados acima citados. Outros resultados mostram bem opapel determinante dos semigrupos de transformac~oes no estudo dos semigrupos, emparticular dos semigrupos nitos. Nomeadamente, e bem conhecido que a pseudo-variedade de semigrupos R de todos os semigrupos R-triviais e gerada por todos ossemigrupos de transformac~oes extensivas sobre uma cadeia nita e a pseudovariedadede semigrupos J de todos os semigrupos J -triviais e gerada por todos os semigruposde transformac~oes totais extensivas e crescentes sobre uma cadeia nita (veja-se [38]).Estes resultados levam-nos, naturalmente, a quest~ao de determinar uma descric~ao paraa pseudovariedade O gerada por todos os semigrupos de transformac~oes totais crescen-tes sobre uma cadeia nita, a qual, tal como R e J , e uma subpseudovariedade de A,a pseudovariedade de todos os semigrupos aperiodicos. Embora este problema tenhasido posto por J.-E. Pin em 1987, so em 1995 surgiram os primeiros resultados quereavivaram o interesse por esta quest~ao. Primeiro, P. Higgins [21] mostrou que todaa banda nita pertence a O. Seguidamente, generalizando o resultado de P. Higgins,A. Vernitskii e M. Volkov mostraram que todo o semigrupo cujo conjunto dos idem-potentes forma um ideal pertence a O. Outro resultado, na linha dos anteriores masindependente destes, foi provado por nos em [13] e estabelece que a pseudovariedade
2POI gerada por todos os semigrupos de transformac~oes parciais injectivas e crescentessobre uma cadeia nita e uma subpseudovariedade propria de O. Este resultado estatambem demonstrado no captulo 4 deste trabalho. No mesmo captulo apresentamosainda outra famlia de elementos da pseudovariedade O. O problema de determinar apseudovariedade O de forma efectiva continua em aberto. Inicialmente foi conjectura-da a possibilidade de se ter O=A. No entanto, tambem em [21], Higgins apresenta umsemigrupo nito R-trivial (e portanto aperiodico) que n~ao pertence a O, demonstran-do deste modo a falsidade da igualdade sugerida. Ainda no mesmo trabalho, Higginsmostrou que a pseudovariedade O e auto-dual. Consequentemente, existem tambemsemigrupos L-triviais que n~ao pertencem a O. Mais ainda, J. Almeida e M. Volkovem [4] mostraram que o intervalo [O;A] do reticulado de todas as pseudovariedadesde semigrupos contem uma cadeia isomorfa a cadeia dos numeros reais com a ordemusual. Almeida e Volkov provaram de facto, no trabalho referido, que qualquer umdos subintervalos [O;O _ R], [O _ R;PO], [PO;PO _ L], [PO _ L;PO _ PO]e [PO _ PO;A] (entre outros) do intervalo [O;A] contem uma cadeia isomorfa acadeia dos numeros reais com a ordem usual, em que PO denota a pseudovariedadegerada por todos os semigrupos de transformac~oes (parciais) crescentes sobre uma ca-deia nita, PO denota a pseudovariedade de semigrupos dual de PO e L denota apseudovariedade dos semigrupos L-triviais.Em [3], J. Almeida e P. Higgins apresentaram uma classe de semigrupos de trans-formac~oes que gera a pseudovariedade de semigrupos A. Neste trabalho, Almeida eHiggins construram duas hierarquias de pseudovariedades, cada uma das quais tendoA como uni~ao, cujos membros s~ao pseudovariedades geradas por semigrupos de trans-formac~oes (totais numa das hierarquias e parciais na outra) sobre uma cadeia nitaque preservam e respeitam determinadas cadeias de partic~oes em intervalos.Recentemente, V. Repnitski e M. Volkov [40] provaram que toda a pseudovarie-dade de semigrupos V tal que POI  V  O _R _ L n~ao e nitamente baseada.Um resultado analogo ao anterior (formulado para pseudovariedades de monoides) foiestabelecido por M. Volkov [46] para a pseudovariedade (de monoides) PO geradapor todos os monoides de transformac~oes (parciais) crescentes sobre uma cadeia nita:toda a pseudovariedade V tal que PO  V  PO _ L n~ao e nitamente baseada.Outro resultado importante envolvendo pseudovariedades geradas por semigruposde transformac~oes, devido a C. J. Ash [5] e publicado em 1987, estabelece que a pseu-dovariedade de semigrupos Ecom constituda por todos os semigrupos cujos idempo-tentes comutam e gerada pelos semigrupos inversos simetricos (os quais s~ao semigruposde transformac~oes parciais injectivas) sobre um conjunto nito. Tendo em conta a re-
3presentac~ao de Vagner-Preston, este teorema de Ash diz-nos que a pseudovariedade desemigrupos Ecom e gerada pela classe de todos os semigrupos inversos nitos. Emface deste resultado, n~ao seria de estranhar que a pseudovariedade A \ Ecom dossemigrupos aperiodicos cujos idempotentes comutam fosse gerada pelos semigruposinversos nitos e aperiodicos. No entanto, recentemente, P. Higgins e S. Margolis [24]mostraram que tal n~ao e o caso.Em [10], D. Cowan e N. Reilly consideraram a classe PCS de todos os semigru-pos inversos nitos isomorfos a um semigrupo de transformac~oes parciais injectivas ecrescentes sobre uma cadeia nita. Cowan e Reilly provaram que PCS e uma pseu-dovariedade de semigrupos inversos propriamente contida em A e, mais do que isso,que e tal que o intervalo [PCS;A[ do reticulado de todas as pseudovariedades desemigrupos inversos tem a potência do contnuo. A partir dos resultados de Cowan eReilly podemos deduzir que um semigrupo inverso com n elementos pertence a PCSse e so se e isomorfo a um semigrupo de transformac~oes parciais injectivas e cres-centes sobre uma cadeia com n elementos. Obtemos assim uma descric~ao efectivapara a pseudovariedade de semigrupos inversos PCS e portanto a pseudovariedadede semigrupos inversos PCS e decidvel. No entanto, ainda em [10], Cowan e Reillymostraram que PCS n~ao e nitamente baseada. Em [14] introduzimos a classe NOde todos os semigrupos inversos normalmente ordenados e provamos tratar-se de umapseudovariedade de semigrupos inversos. Esta pseudovariedade e, por construc~ao, de-cidvel. Provamos que os semigrupos inversos fundamentais de NO coincidem com ossemigrupos aperiodicos de NO, os quais constituem exactamente a pseudovariedadePCS. Obtivemos assim uma descric~ao alternativa para PCS, a partir da qual re-sulta tambem o seguinte renamento da descric~ao de Cowan e Reilly: um semigrupoinverso com n idempotentes pertence a PCS se e so se e isomorfo a um semigrupode transformac~oes parciais injectivas e crescentes sobre uma cadeia com n elementos.A pseudovariedade de semigrupos inversos NO permitiu-nos, por outro lado, obteruma descric~ao para o supremo da pseudovariedade PCS com a pseudovariedade Gde todos os grupos nitos: NO = PCS _G. Estes resultados s~ao apresentados nocaptulo 5 deste trabalho.Do ponto de vista estrutural e combinatorio, s~ao inumeros os trabalhos publica-dos por autores que elegeram os semigrupos de transformac~oes como objecto do seuestudo. Citamos, seguidamente, apenas alguns dos resultados que, de um modo maisparticular, est~ao relacionados com o trabalho que aqui apresentamos.A descoberta de uma apresentac~ao para os monoides On, de todas as transfor-mac~oes totais crescentes sobre uma cadeia com n elementos, data de 1962 e deve-se a
4A. Azenstat [1]. Em 1994, A. Solomon [44] estabeleceu apresentac~oes para determi-nados monoides de transformac~oes crescentes sobre uma cadeia nita, em particular,para os monoides POn, de todas as transformac~oes (parciais) crescentes sobre umacadeia com n elementos. Uma apresentac~ao para os monoides das partic~oes ordenadasde um numero natural, os quais s~ao a menos de um isomorsmo monoides de trans-formac~oes crescentes, foi estabelecida em 1996 por T. Lavers [29]. A caracterstica domonoide On e a caracterstica do monoide POn foram determinadas em 1992 por G.Gomes e J. Howie [18].Os semigrupos de transformac~oes que preservam a orientac~ao sobre uma cadeianita foram introduzidos em 1996 por P. Catarino e P. Higgins [8]. Neste trabalho,Catarino e Higgins estudaram diversas propriedades do monoide OPn, de todas astransformac~oes totais crescentes que preservam a orientac~ao sobre uma cadeia com nelementos e, em 1997, P. Catarino [9] estabeleceu uma apresentac~ao para os monoidesOPn, baseada na apresentac~ao de A. Azenstat para os monoides On.Nesta dissertac~ao estudamos fundamentalmente dois tipos de semigrupos de trans-formac~oes parciais e injectivas sobre uma cadeia nita: as transformac~oes crescentese, o que podemos considerar uma sua generalizac~ao, as transformac~oes que preservama orientac~ao.O primeiro captulo deste trabalho e dedicado a apresentac~ao dos conceitos e resul-tados gerais da Teoria dos Semigrupos que nos parecem ser necessarios para uma boacompreens~ao dos captulos seguintes. Ainda no captulo 1, apresentamos uma extens~aoda representac~ao de Munn para semigrupos cujos elementos possuem no maximo uminverso, a qual utilizamos no captulo 4. Esta representac~ao permite-nos obter umadescric~ao da maior congruência que separa idempotentes para os semigrupos nitoscujos elementos possuem no maximo um inverso, ou seja para os semigrupos da pseu-dovariedade BG (veja-se [39]). No captulo seguinte, estudamos os semigrupos detodas as transformac~oes parciais injectivas e crescentes sobre uma cadeia nita doponto de vista estrutural. Mostramos que estes semigrupos s~ao submonoides inversosdo semigrupo inverso simetrico com o mesmo conjunto base, calculamos o seu cardinale apresentamos uma descric~ao para as relac~oes de Green. Alem disso, exibimos des-cric~oes para os ideais e para as congruências destes monoides e determinamos a suacaracterstica. O resultado principal deste captulo aparece na sua ultima secc~ao e es-tabelece uma apresentac~ao, com n geradores e 12(n2+5n 4) relac~oes, para o monoidePOIn, de todas as transformac~oes parciais injectivas e crescentes sobre uma cadeiacom n elementos. Esta apresentac~ao foi obtida pelo metodo \adivinhar e provar"[42],onde no passo \adivinhar"usamos, de um modo crucial, algumas ferramentas com-
5putacionais, nomeadamente, o programa de J.-E. Pin \Semigroupe"[37], o programade D. McAlister [31] e o programa GAP [43, 30, 36]. No captulo 3, fazemos umaabordagem analoga a que zemos no captulo 2, elegendo, desta vez, os semigruposdas transformac~oes parciais injectivas que preservam a orientac~ao sobre uma cadeianita como objecto do nosso estudo. Baseada na apresentac~ao do monoide POIn,estabelecemos neste captulo uma apresentac~ao, com n+1 geradores e 12(n2 + 7n  2)relac~oes, para o monoide POPIn, de todas as transformac~oes parciais injectivas quepreservam a orientac~ao sobre uma cadeia com n elementos. A partir desta, deduzimosainda uma apresentac~ao para o monoide POPIn, com o mesmo numero de relac~oes,mas apenas dois geradores. No captulo 4, mostramos que as pseudovariedades desemigrupos POI e POPI s~ao subpseudovariedades proprias de O e OP , respecti-vamente, em que POPI denota a pseudovariedade de semigrupos gerada por todosos semigrupos de transformac~oes parciais injectivas que preservam a orientac~ao sobreuma cadeia nita e OP a pseudovariedade de semigrupos gerada por todos os semi-grupos de transformac~oes totais que preservam a orientac~ao sobre uma cadeia nita.Ainda neste captulo, apresentamos mais uma subclasse de O e introduzimos o con-ceito de semigrupo normalmente ordenado, mostrando que a classe NOS de todosos semigrupos normalmente ordenados constitui uma pseudovariedade de semigrupos.Finalmente, o ultimo captulo deste trabalho e dedicado ao estudo da pseudovariedadeNO dos semigrupos inversos normalmente ordenados e a apresentac~ao dos resultadosque mencionamos atras.
Captulo 1Preliminares
O primeiro captulo deste trabalho e fundamentalmente dedicado a apresentac~aodos conceitos e resultados gerais da Teoria de Semigrupos que nos parecem sernecessarios para uma boa compreens~ao dos captulos seguintes. Usamos como re-ferência principal o livro de J. Howie [26] (ou [25]), embora muitos dos resultadospossam tambem ser encontrados em [28], [19], [23] ou [35], entre outros. Apre-sentamos ainda resultados e conceitos que podem ser encontrados nos livros deJ. Almeida [2] ou de J.-E. Pin [38]. Estes resultados s~ao referidos nos restantescaptulos, em geral, n~ao mencionando outras fontes. Em algumas secc~oes apre-sentamos outros resultados mais especcos, mas ainda sucientemente gerais paraque a sua inclus~ao se justique fora do local onde s~ao utilizados. Todas as secc~oesdeste captulo a excepc~ao da 5 foram elaboradas seguindo a linha descrita atras.Na secc~ao 5, apresentamos uma extens~ao da representac~ao de Munn para semigru-pos cujos elementos possuem no maximo um inverso que utilizamos no captulo 4 eque julgamos ser material original. Por esta representac~ao envolver objectos maisgerais do que aqueles com que trabalhamos no captulo 4, optamos por inclu-laneste primeiro captulo. 1. SemigruposUm semigrupo e um par (S; ) formado por um conjunto S n~ao vazio (dito o suporteou o universo do semigrupo) e por uma operac~ao binaria  sobre S (i.e. uma aplicac~ao : S  S ! S) associativa, i.e. tal que a  (b  c) = (a  b)  c (em que a  b representaa imagem por  do par (a; b)), para quaisquer a; b; c 2 S. A uma operac~ao binariaassociativa chamamos multiplicac~ao, quando fazemos uso da linguagem multiplicativa(neste caso, em geral, n~ao usamos qualquer smbolo para designar a operac~ao). Usamoscomo norma esta linguagem. N~ao havendo perigo de ambiguidade, representamos umsemigrupo apenas pelo seu suporte.
8 Dados dois conjuntos X e Y , uma aplicac~ao f de X em Y e x 2 X, denotamospor xf a imagem do elemento x por meio de f .Exemplos 1.1.1. Seja X um conjunto qualquer. Denotamos por PT (X) o conjuntode todas as transformac~oes (parciais) sobre X, i.e. o conjunto de todas as aplicac~oescom domnio e contradomnio contidos em X. O conjunto PT (X) munido da operac~aode composic~ao de relac~oes constitui um semigrupo (veja-se [26, Proposic~ao 1.4.2]). Sejas 2 PT (X). Representamos por Dom(s) o domnio de s e por Im(s) a imagem des. Designamos por caracterstica de s o cardinal do conjunto Im(s). Observemos que,dados s; t 2 PT (X), o produto st e a transformac~ao parcial denida do seguinte modo:1. Dom(st) = (Im(s) \ Dom(t))s 1;2. Para qualquer x 2 Dom(st), x(st) = (xs)t,tendo-se Im(st) = (Im(s) \ Dom(t))t (veja-se [26, Proposic~ao 1.4.3]).Dado um semigrupo S, um elemento e 2 S diz-se idempotente se e = e2. Re-presentamos por E(S) o conjunto de todos os elementos idempotentes de S. Esteselementos desempenham um papel de extrema importância no estudo dos semigrupos.Um resultado amplamente conhecido (veja-se [26, Proposic~ao 1.2.3]) e de importânciafundamental no estudo dos semigrupos nitos e o seguinte:Teorema 1.1.1. Seja S um semigrupo nito e a 2 S. Ent~ao, existe um numeronatural n tal que an e um idempotente. Em particular, todo o semigrupo nito possuium elemento idempotente.Seja S um semigrupo. Dizemos que um elemento u 2 S tal que xu = ux = x, paraqualquer x 2 S, e uma identidade de S. E facil vericar que um semigrupo possui nomaximo uma identidade. Chamamos monoide a um semigrupo com identidade. Ten-do em conta que a identidade de um monoide e unica, podemos encarar um monoideS como uma algebra do tipo (2; 0) cuja operac~ao binaria e associativa e o elementodistinguido em S pela operac~ao nularia e uma identidade do semigrupo S. Em geral,representamos a identidade de um monoide S por 1S ou, n~ao havendo perigo de am-biguidade, simplesmente, por 1. Denotamos por S1 o \menor" monoide que contemS, i.e. se S e um monoide ent~ao S1 = S, caso contrario S1 tem como suporte a uni~aodisjunta de S com f1g e multiplicac~ao denida por s:t = st, se s; t 2 S e s:1 = 1:s = s,se s 2 S1. Dizemos que um elemento u 2 S e um zero de S se, para qualquer s 2 S,su = us = u. Tal elemento, se existir, e unico e, usualmente, e denotado por 0. Neste
9trabalho, denotamos por S0 o semigrupo que resulta de S adicionando-lhe um (novo)zero, i.e. o semigrupo S0 tem como suporte a uni~ao disjunta de S com f0g (supondoque 0 e um smbolo que n~ao denota nenhum elemento de S) e multiplicac~ao denidapor s:t = st, se s; t 2 S e s:0 = 0:s = 0, se s 2 S0. Observemos que S0 nunca coincidecom S, ao contrario da denic~ao usual de S0 (veja-se [26]).Dizemos que um monoide G e um grupo se, para qualquer elemento g de G, existeg0 2 G tal que gg0 = g0g = 1. E claro que E(G) = f1g, para qualquer grupo G.Dizemos que um semigrupo S e comutativo se xy = yx, para quaisquer x; y 2 S.Sejam S um semigrupo e S 0 um subconjunto n~ao vazio de S. Dizemos que S 0 e umsubsemigrupo de S se for fechado para a operac~ao de S, i.e. se xy 2 S 0, para quaisquerx; y 2 S 0. Dizemos que S 0 e um grupo de S se, para a operac~ao induzida pela de S, S 0e um grupo. Se S e um monoide, ent~ao um submonoide de S e um subsemigrupo deS que contem a identidade de S. Se S e um grupo, ent~ao qualquer grupo de S e umsubmonoide de S. Neste caso, um grupo de S e tambem designado por subgrupo.Exemplos 1.1.2. Seja X um conjunto qualquer. Denotamos por T (X) o conjuntode todas as transformac~oes sobre X de domnio X (transformac~oes totais sobre X),i.e. o conjunto de todas as aplicac~oes de X em X. Ent~ao T (X) e um subsemigrupo dePT (X). Observemos que esta operac~ao em T (X) n~ao passa da composic~ao usual deaplicac~oes. Alem disso, e claro que a aplicac~ao identidade sobre X e uma identidade dePT (X) e pertence a T (X), pelo que PT (X) e um monoide e T (X) e um submonoidede PT (X).Outro submonoide importante de PT (X), e que nos interessa em especial, e osemigrupo inverso simetrico I(X), i.e. o conjunto de todas as transformac~oes parciaisinjectivas sobre X. E claro que a aplicac~ao identidade e uma transformac~ao injectivae que a composic~ao de duas transformac~oes parciais injectivas e uma transformac~aoinjectiva, donde I(X) e um submonoide de PT (X). Alem disso, o conjunto daspermutac~oes sobre X, i.e. o conjunto de todas as bijecc~oes de X em X, esta contidoem I(X) e forma um grupo de I(X) (e de PT (X)) conhecido por grupo simetricosobre X.Sejam S um semigrupo e X um subconjunto de S. Dizemos que um subsemigrupoS 0 de S e gerado por X (ou que X e um conjunto de geradores de S 0), se o menor (paraa relac~ao de inclus~ao) subsemigrupo de S que contem X e S 0. De um modo analogodenimos submonoide gerado por um determinado subconjunto de um monoide. Cha-mamos caracterstica de um semigrupo (respectivamente, de um monoide) S ao mnimodos cardinais dos conjuntos de geradores de S.
10 Dados dois semigrupos S e T , dizemos que uma aplicac~ao ' : S ! T e umhomomorsmo (de semigrupos) se a'b' = (ab)', para quaisquer a; b 2 S. Se S eT s~ao dois monoides, dizemos que um homomorsmo (de semigrupos) ' : S ! T eum homomorsmo de monoides se ' preserva a identidade, i.e. se 1' = 1. Se S eT s~ao dois grupos, e facil ver que todo o homomorsmo (de semigrupos) ' : S ! Te um homomorsmo de monoides. Dizemos que um homomorsmo ' : S ! T e umisomorsmo se ' e uma aplicac~ao simultaneamente injectiva e sobrejectiva. Dizemosque dois semigrupos s~ao isomorfos se existe um isomorsmo entre eles. Dados ummonoide S e um homomorsmo sobrejectivo ' : S ! T , ent~ao T e um monoide e1' = 1. Logo, dado um isomorsmo ' : S ! T , o semigrupo S e um monoide see so se o semigrupo T e um monoide e, neste caso, 1' = 1. Observemos que, se' : S ! T e um isomorsmo, ent~ao a aplicac~ao inversa ' 1 : T ! S e tambemum isomorsmo. A um homomorsmo de S em S tambem chamamos endomorsmo.Denotamos por End(S) o conjunto dos endomorsmos de S. Observemos que End(S)e um submonoide de T (S). Dados dois semigrupos S e T , dizemos que S divide T (ouque S e um divisor de T ) se S e uma imagem homomorfa de algum subsemigrupo deT .Proposic~ao 1.1.2. Sejam ' : S ! T um homomorsmo de semigrupos, S 0 um sub-semigrupo de S e T 0 um subsemigrupo de T . Ent~ao, S 0' e um subsemigrupo de T ese for n~ao vazio T 0' 1 e um subsemigrupo de S.O resultado seguinte e particularmente importante no captulo 3:Proposic~ao 1.1.3. Sejam S e T dois semigrupos nitos, ' : S ! T um homomors-mo sobrejectivo e H um grupo de T . Ent~ao, existe um grupo G de S tal que G' = H.Demonstrac~ao. Em primeiro lugar, observemos que H' 1 e n~ao vazio, visto que 'e sobrejectivo. Logo, H' 1 e um subsemigrupo de S, atendendo a Proposic~ao 1.1.2,e alem disso (H' 1)' = H. Podemos ent~ao considerar um subsemigrupo G de S decardinalidade mnima entre os subsemigrupos de S cuja imagem e H.Sejam e0 a identidade de H e A = fs 2 G j s' = e0g. Como G' = H, ent~aoA e n~ao vazio e, atendendo a Proposic~ao 1.1.2, A e um subsemigrupo de S. Logo,pelo Teorema 1.1.1, A possui um idempotente. Fixemos um idempotente e de A. SejaBe = fs 2 G j se = es = sg. Ent~ao Be e um subsemigrupo (com identidade e)de G e Be'  G'. Mais ainda, Be' = H. De facto, dado h 2 H, existe s 2 Gtal que s' = h. Como ese 2 Be e (ese)' = e0he0 = h, ent~ao H  Be'. PortantoBe' = H. Por conseguinte, atendendo a minimalidade de G, temos Be = G, pelo que
11G e um monoide de identidade e. Visto que e foi escolhido arbitrariamente em A e He um grupo, ent~ao G n~ao possui outros idempotentes. Tomemos g 2 G. Ent~ao, peloTeorema 1.1.1, gn e um idempotente, para algum n 2 N , e, consequentemente, gn = e.Logo, G e um grupo, como queramos demonstrar.Sejam S um semigrupo e s 2 S. As aplicac~oess: S ! S e s: S ! Sx 7! xs x 7! sxchamamos translac~ao direita e translac~ao esquerda de S associada a s, respectivamente.O resultado seguinte constitui o analogo para semigrupos do Teorema de Cayleypara grupos (veja-se [26, Teorema 1.1.2]):Teorema 1.1.4. Sejam S um semigrupo e X = S1. Ent~ao, a aplicac~ao  de S emT (X) denida por, para qualquer s 2 S, s = s, em que s denota a translac~aodireita de S1 associada a s, e um homomorsmo injectivo.Seja S = (S; ) um semigrupo. Chamamos semigrupo dual de S ao semigrupoSr = (S; r), em que a multiplicac~ao esta denida por srt = t  s; para quaisquers; t 2 S. Outra construc~ao classica de um semigrupo a partir de outros semigruposdados e-nos fornecida pelo produto directo. Sejam n 2 N e S1; : : : ; Sn semigrupos. Oproduto directo dos semigrupos S1; : : : ; Sn e o semigrupo de suporte S = S1   Sne multiplicac~ao denida por(s1; s2; : : : ; sn)(t1; t2; : : : ; tn) = (s1t1; s2t2; : : : ; sntn);para quaisquer (s1; s2; : : : ; sn); (t1; t2; : : : ; tn) 2 S. Esta denic~ao pode, de uma formanatural, ser estendida a um numero arbitrario de semigrupos (veja-se [26]).2. Ideais e congruênciasSeja S um semigrupo. Dados dois subconjuntos A e B de S, denotamos por AB osubconjunto de S denido por AB = fab 2 S j a 2 A e b 2 Bg:Dizemos que um subconjunto n~ao vazio I de S e um ideal (respectivamente, umideal esquerdo, um ideal direito) de S se S1IS1  I (respectivamente, S1I  I, IS1 I). Dizemos que um ideal (respectivamente, um ideal esquerdo, um ideal direito) deS e gerado por um conjunto X de S se for o menor (para a relac~ao de inclus~ao) ideal(respectivamente, ideal esquerdo, ideal direito) de S que contem X. Dizemos queum ideal (respectivamente, um ideal esquerdo, um ideal direito) de S e principal se
12for gerado por um unico elemento de S. E claro que, dado a 2 S, o ideal principal(respectivamente, o ideal principal esquerdo, o ideal principal direito) de S gerado pora e S1aS1 (respectivamente, S1a, aS1).Seja  uma relac~ao de equivalência em S. Dizemos que  e compatvel a esquerda(respectivamente, compatvel a direita) com a multiplicac~ao de S se, para quaisquerx; y; z 2 S tais que x  y, temos zx  zy (respectivamente, xz  yz). Dizemos que e uma relac~ao de congruência de S se  e compatvel a esquerda e a direita com amultiplicac~ao de S. No conjunto quociente S= denimos, de um modo natural, umaestrutura de semigrupo: dados x; y 2 S,[x][y] = [xy];onde [x] representa a -classe do elemento x 2 S. Tambem representamos a -classede um elemento x 2 S por x.Naturalmente, dada uma relac~ao de congruência  de S, temos um homomorsmocanonico  : S ! S=, denido por x = [x], para qualquer x 2 S.Dada uma aplicac~ao ' : S ! T , designamos por nucleo de ' a relac~ao de equi-valência Ker(') de S denida por: para quaisquer s; t 2 S, (s; t) 2 Ker(') se e so ses' = t'. Se ' : S ! T e um homomorsmo de semigrupos, ent~ao o nucleo de ' euma congruência de S.Têm lugar diversos teoremas de Algebra Universal sobre homomorsmos, masinteressa-nos salientar o seguinte (veja-se [26, Proposic~ao 1.5.2]):Teorema 1.2.1. Sejam ' : S ! T um homomorsmo de semigrupos e  : S !S=Ker(') o homomorsmo canonico associado a Ker('). Ent~ao, existe um unicohomomorsmo ' : S=Ker(')! T tal que ' = '.Outro exemplo importante de congruências e a congruência associada a um ideal.Sejam S um semigrupo e I um ideal de S. Denimos a congruência I em S, deno-minada congruência de Rees associada a I, da seguinte forma: s I t se e so se s = tou s; t 2 I, para quaisquer s; t 2 S. E claro que, dado s 2 S temos[s]I = ( I; se s 2 Ifsg; se s 62 I.Usualmente denotamos S=I simplesmente por S=I. Observemos que S=I e um semi-grupo com zero I.Dizemos que uma congruência separa idempotentes se cada uma das suas classespossuir no maximo um idempotente. Dizemos que um homomorsmo separa idempo-tentes se o seu nucleo e uma congruência que separa idempotentes. Na secc~ao 5 deste
13captulo apresentamos uma descric~ao da maior congruência que separa idempotentesnum semigrupo nito cujos elementos possuem no maximo um inverso.Terminamos esta secc~ao com um resultado que garante a existência de uma con-gruência maxima (para a relac~ao de inclus~ao) contida numa qualquer relac~ao de equi-valência de um semigrupo (veja-se [25, Proposic~ao I.5.13]).Proposic~ao 1.2.2. Sejam S um semigrupo e R uma relac~ao de equivalência em S.Ent~ao, a relac~aoR[ = f(s; t) 2 S  S j (xsy; xty) 2 R; para quaisquer x; y 2 S1ge a maior congruência de S contida em R.3. Relac~oes de GreenAs relac~oes de Green foram introduzidas na Teoria dos Semigrupos por J. A. Greenem 1951 e, desde ent~ao, desempenham um papel determinante no estudo dos semigru-pos. Seja S um semigrupo. Em S, denimos as seguintes relac~oes de equivalência:1. sR t se e so se sS1 = tS1;2. sL t se e so se S1s = S1t;3. sJ t se e so se S1sS1 = S1tS1,para quaisquer s; t 2 S.As relac~oes R e L s~ao compatveis com o produto, respectivamente a esquerda e adireita. Por outro lado, as relac~oes R e L s~ao permutaveis (i.e. RL = LR) e portantoD = RL = LRe ainda uma relac~ao de equivalência de S. Alem disso, D e a menor relac~ao de equi-valência de S que contem simultaneamente R e L. Denimos ainda a relac~ao H em Scomo sendo a intersecc~ao das relac~oes R e L.Dado um semigrupo S, as relac~oes R;L;J ;D e H chamamos relac~oes de Green deS. Atendendo as denic~oes, as relac~oes de Green vericam pois as seguintes inclus~oes:H  R;L  D  J :Sendo K uma das relac~oes de Green denida num semigrupo S, denotamos por Ks aK-classe de um elemento s 2 S.
14 Em determinados semigrupos, algumas das relac~oes de Green podem ser coinci-dentes. Por exemplo, nos semigrupos comutativos e nos grupos todas as relac~oes deGreen coincidem. No caso dos grupos, as relac~oes de Green s~ao a relac~ao universale o seu estudo nada nos diz (mas tal n~ao se passa num semigrupo em geral). Nossemigrupos nitos, de que s~ao exemplo os semigrupos que a frente vamos tratar, te-mos D = J (veja-se [26, Proposic~ao 2.1.4]). Adiante sera fundamental ter presentea descric~ao das relac~oes de Green nos semigrupos de transformac~oes, pelo que segui-damente apresentamos o modo como est~ao denidas nos semigrupos T (X) e I(X),com X um conjunto qualquer. Podemos enunciar o seguinte resultado (veja-se [26,Exerccios 2.6.16 e 5.11.2]):Proposic~ao 1.3.1. Seja X um conjunto. Em T (X) temos:1. sL t se e so se Im(s) = Im(t);2. sR t se e so se Ker(s) = Ker(t);3. sJ t se e so se j Im(s)j = j Im(t)j;4. D = J .Em I(X) temos:1. sL t se e so se Im(s) = Im(t);2. sR t se e so se Dom(s) = Dom(t);3. sJ t se e so se j Im(s)j = j Im(t)j;4. D = J .Associadas as relac~oes de Green R;L e J num semigrupo S, est~ao denidas em Sas seguintes relac~oes de quasi-ordem: para quaisquer s; t 2 S,1. s R t se e so se sS1  tS1;2. s L t se e so se S1s  S1t;3. s J t se e so se S1sS1  S1tS1.Seja K uma das relac~oes de Green R;L ou J . Em S=K denimos uma relac~ao deordem parcial K por: para quaisquer s; t 2 S, Ks K Kt se e so se s K t. Dadoss; t 2 S, escrevemos s <K t ou Ks <K Kt se s K t e (s; t) 62 K.Usamos frequentemente o resultado seguinte (veja-se [38, Proposic~ao 3.1.4]):
15Proposic~ao 1.3.2. Sejam S um semigrupo nito, s; t 2 S e e 2 E(S). Ent~ao:1. Se s R t e sJ t ent~ao sR t;2. Se s L t e sJ t ent~ao sL t.O lema seguinte pode ser encontrado em [41]:Lema 1.3.3. Sejam ' : S ! T um homomorsmo sobrejectivo de semigrupos nitos eJ 0 uma J -classe de T . Ent~ao J 0' 1 = J1[  [Jk, para certas J -classes J1; : : : ; Jk deS, e qualquer elemento Ji (1  i  k) J -minimal de fJ1; : : : ; Jkg e tal que Ji' = J 0.Alem disso, se J 0 e regular, ent~ao o ndice i e unico e Ji e o elemento J -mnimo defJ1; : : : ; Jkg, mais ainda Ji e tambem regular.Seja K uma das relac~oes de Green. Dizemos que um semigrupo S e K-trivial se Ke a relac~ao identidade de S. Por outro lado, tendo em conta a Proposic~ao 1.2.2, fazsentido considerar a maior congruência de S contida em H. Assim, dizemos que umsemigrupo S e fundamental se a maior congruência de S contida em H for a identidade([19]). E claro que todo o semigrupo H-trivial e fundamental. O recproco n~ao e, emgeral, verdadeiro.Apresentamos em seguida uma breve descric~ao da estrutura de uma D-classe deum semigrupo de cardinalidade arbitraria.Sejam S um semigrupo e a e b elementos de S tais que aD b. Ent~ao La \Rb e umaH-classe de S. Mais precisamente, La \ Rb e a H-classe de qualquer elemento c 2 Stal que aL c e cR b.O resultado seguinte e essencial para o estudo de uma D-classe e e conhecido porLema de Green (veja-se [26]).Proposic~ao 1.3.4. Sejam S um semigrupo e a; b 2 S, s; t 2 S1 tais que a = bt eb = as (temos aR b). Ent~ao, as translac~oes direitas s e t induzem bijecc~oes inversasuma da outra que preservam R-classes (i.e. se x 2 La ent~ao xR xs e, analogamente,se x 2 Lb ent~ao xR xt), de La sobre Lb e de Lb sobre La, respectivamente.Envolvendo elementos L-relacionados e as translac~oes esquerdas, temos tambem oresultado dual do anterior.Do Lema de Green resulta que duas L-classes contidas numa mesma D-classe têma mesma cardinalidade. Do seu dual, o mesmo podemos concluir para duas R-classes
16contidas numa mesma D-classe. Combinando o Lema de Green com o seu dual, pode-mos deduzir que duas H-classes contidas numa mesma D-classe têm ainda a mesmacardinalidade (veja-se [26, Lema 2.2.3]).Seguidamente, enunciamos mais algumas consequências importantes do Lema deGreen (veja-se [26]).Proposic~ao 1.3.5. Sejam S um semigrupo e a; b 2 S. Ent~ao, ab 2 Ra \ Lb se e sose La \Rb contem um idempotente.Num semigrupo nito, atendendo a Proposic~ao 1.3.2, temos ainda:Proposic~ao 1.3.6. Sejam S um semigrupo nito, a e b dois elementos de S tais queaD b. Seja D = Da(= Db). Ent~ao, ab 2 D se e so se ab 2 Ra \ Lb.Ainda a respeito de H-classes, temos:Proposic~ao 1.3.7. Sejam S um semigrupo e H uma H-classe de S. Ent~ao, H2\H =; ou H2 = H e, neste caso, H e um grupo de S. Em particular, H contem no maximoum idempotente.Observemos que qualquer grupo de um semigrupo S esta necessariamente contidonuma H-classe de S, donde os grupos maximais de S s~ao exactamente as H-classes deS que contêm um idempotente. Alem disso, podemos armar que:Proposic~ao 1.3.8. Dois grupos maximais de um semigrupo S contidos numa mesmaD-classe s~ao isomorfos.Dizemos que um semigrupo S e aperiodico se os seus grupos s~ao triviais. Para umsemigrupo nito, temos (veja-se [38, Proposic~ao 3.4.2]):Proposic~ao 1.3.9. Seja S um semigrupo nito. As seguintes condic~oes s~ao equiva-lentes:1. S e aperiodico;2. Para qualquer a 2 S, existe n 2 N tal que an = an+1;3. Existe m 2 N tal que, para qualquer a 2 S, am = am+1;4. S e H-trivial.
17Dizemos que um semigrupo com zero e nulo se o produto de quaisquer dois dosseus elementos e igual a zero. Dizemos que um semigrupo S com zero e 0-simples seS n~ao e um semigrupo nulo e os unicos ideais de S s~ao f0g e S ou, equivalentemente,se S n~ao e nulo e as unicas J -classes de S s~ao f0g e S n f0g.Seja S um semigrupo. Dizemos que um elemento s 2 S e regular se existe umelemento x 2 S tal que s = sxs. Se, alem de s = sxs, o elemento x vericar x = xsx,dizemos que x e um inverso de s em S. E facil provar que todo o elemento regularde S possui pelo menos um inverso. De facto, se x e tal que s = sxs ent~ao xsx e uminverso de s. Denotamos por Reg(S) o conjunto de todos os elementos regulares de S.Dizemos que um semigrupo S e regular se Reg(S) = S. Dizemos que uma D-classe deum semigrupo S e regular se todos os seus elementos s~ao regulares em S.Temos as seguintes descric~oes de uma D-classe regular (veja-se [26]):Proposic~ao 1.3.10. Seja D uma D-classe de um semigrupo S. As seguintes condi-c~oes s~ao equivalentes:1. D e regular;2. D possui pelo menos um elemento regular;3. Toda a R-classe contida em D possui pelo menos um elemento idempotente;4. Toda a L-classe contida em D possui pelo menos um elemento idempotente;5. D possui pelo menos um elemento idempotente.O resultado que apresentamos a seguir relaciona as relac~oes de Green R e L deum semigrupo com as relac~oes de Green R e L de um seu subsemigrupo regular [26,Proposic~ao 2.4.2] (veja-se tambem [38, Proposic~ao 1.10]).Proposic~ao 1.3.11. Sejam S um semigrupo e T um subsemigrupo regular de S.Ent~ao, dados s; t 2 T , temos:1. sR t em T se e so se sR t em S;2. sL t em T se e so se sL t em S.Observemos que um resultado analogo ao anterior n~ao e valido, em geral, para asrelac~oes J e D (veja-se [26, pagina 57]).Dado um semigrupo S, denimos em E(S) uma relac~ao  do seguinte modo: paraquaisquer e; f 2 E(S), e  f se e so se ef = e = fe. A relac~ao  e uma ordem parcial
18em E(S) designada por ordem natural de E(S) (veja-se [23]). Dados e; f 2 E(S),dizemos que f cobre e se e  f . Note-se que no nosso contexto n~ao se exige que sex 2 E(S) e tal que e  x  f ent~ao x = e ou x = f . Notemos que, num semigruponito, os idempotentes contidos numa mesma D-classe formam uma anti-cadeia paraa ordem natural:Proposic~ao 1.3.12. Seja S um semigrupo nito. Se e e f s~ao dois idempotentesD-relacionados de S tais que e  f ent~ao e = f .Demonstrac~ao. Pela Proposic~ao 1.3.6, e = ef 2 Lf e e = fe 2 Rf . Logo, e 2 Hf eportanto, atendendo a Proposic~ao 1.3.7, e = f , como queramos demonstrar.Terminamos esta secc~ao com um resultado que nos da uma descric~ao dos ideais deum semigrupo (n~ao necessariamente nito) cujo quociente por J forma uma cadeianita para a relac~ao de ordem parcial J . Os semigrupos que estudamos nos captulos2 e 3 deste trabalho gozam desta propriedade.Proposic~ao 1.3.13. Seja S um semigrupo tal que S=J e uma cadeia nita para arelac~ao de ordem parcial J : S=J = fJ0 <J J1 <J    <J Jng: Ent~ao S possui n+1ideais I0; I1; : : : ; In tais que I0  I1      In, sendo Ik o ideal principal gerado porqualquer elemento de Jk, para qualquer k 2 f0; : : : ; ng.Demonstrac~ao. Em primeiro lugar, observemos que, para qualquer k 2 f0; : : : ; ng,Ik = [ki=0Jk e um ideal de S, tendo-se I0  I1      In. Por outro lado, dado umideal I de S, sendo k = maxfi 2 f0; 1; : : : ; ng j I \ Ji 6= ;g; vericamos que I = Ik,pelo que o resultado ca demonstrado.4. Semigrupos inversosSeja S um semigrupo. Dizemos que S e um semigrupo inverso se S e um semi-grupo regular tal que cada elemento possui um unico inverso. Usualmente, dados umsemigrupo inverso S e um elemento s 2 S, denotamos por s 1 o inverso de s.Pode demonstrar-se que um semigrupo regular e um semigrupo inverso se e so seos seus idempotentes comutam. Outra caracterizac~ao dos semigrupos inversos e dadaatraves das relac~oes de Green R e L: um semigrupo S e inverso se e so se cadaR-classee cada L-classe de S contem um e um so idempotente (veja-se [26, Teorema 5.1.1]).Observemos que, sendo S um semigrupo inverso nito e D uma D-classe de S,ent~ao o numero de elementos de D e igual ao produto do numero de elementos de uma
19(qualquer) H-classe contida em D pelo quadrado do numero de idempotentes de D.Em particular, num semigrupo inverso aperiodico nito S, o numero de elementos deuma D-classe D de S e igual ao quadrado do numero de idempotentes de D. Alemdisso, tendo em conta a Proposic~ao 1.3.12, podemos mostrar que todo o semigrupoinverso aperiodico nito tem um zero.Exemplos 1.4.1. Para qualquer conjunto X, o semigrupo I(X) e inverso (veja-se[25, Proposic~ao 5.5.5]). O inverso de um elemento de I(X) e a sua transformac~aoinversa. Seja s um elemento de PT (X). Denotando por Fix(s) o conjunto dos pontosxos de s, temos que s e um idempotente se e so se Im(s)  Fix(s). Por outro lado,notemos que Fix(s) e sempre um subconjunto de Im(s). Assim, os idempotentes deI(X) s~ao exactamente as identidades parciais (i.e. todas as restric~oes da aplicac~aoidentidade) sobre X.Seja S um semigrupo inverso. Uma vez que os idempotentes de S comutam, E(S)e um subsemigrupo comutativo de S, o qual designamos por semireticulado dos idem-potentes de S. Mais geralmente, designamos por semireticulado qualquer semigrupocomutativo cujos elementos s~ao todos idempotentes. E claro que qualquer semireticu-lado e um semigrupo inverso.Seja S um semigrupo com pelo menos um idempotente e tal que os idempotentescomutam. Ent~ao o subconjunto dos elementos regulares Reg(S) de S constitui umsemigrupo inverso.Seguidamente, apresentamos algumas propriedades elementares de um semigrupoinverso (veja-se [26, Proposic~ao 5.1.2]).Proposic~ao 1.4.1. Sejam S um semigrupo inverso e E = E(S). Ent~ao:1. (ab) 1 = b 1a 1, para quaisquer a; b 2 S;2. aea 1; a 1ea 2 E, para quaisquer a 2 S e e 2 E;3. aL b se e so se a 1a = b 1b, para quaisquer a; b 2 S;4. aR b se e so se aa 1 = bb 1, para quaisquer a; b 2 S;5. eD f se e so se existe a 2 S tal que aa 1 = e e a 1a = f , para quaisquere; f 2 E.Temos tambem (veja-se [26, Proposic~ao 5.1.4]):
20Proposic~ao 1.4.2. Qualquer imagem homomorfa de um semigrupo inverso e aindaum semigrupo inverso. Alem disso, se ' : S ! T e um homomorsmo entre semigru-pos inversos ent~ao (a') 1 = a 1', para qualquer a 2 S.Naturalmente, podemos considerar um semigrupo inverso como sendo uma algebracom duas operac~oes: uma binaria (a multiplicac~ao) e a outra unaria (a aplicac~aoque transforma cada elemento no seu inverso), i.e. como sendo uma algebra do tipo(2,1). Neste contexto, a proposic~ao anterior estabelece que qualquer homomorsmode semigrupos entre dois semigrupos inversos e um homomorsmo de algebras do tipo(2,1).Tendo em conta o resultado anterior, podemos demonstrar a seguinte propriedaderelativa a congruências de um semigrupo inverso (veja-se [35] ou [26]):Proposic~ao 1.4.3. Sejam S um semigrupo inverso,  uma congruência de S e s; t 2 Stais que s  t. Ent~ao, s 1  t 1.Uma representac~ao de um semigrupo inverso S e um homomorsmo de S paraalgum semigrupo inverso simetrico I(X). Dado um semigrupo inverso S, a aplicac~ao : S ! I(S)s 7! s : Sss 1 ! Ss 1sx 7! xs;e um homomorsmo injectivo, designado por representac~ao de Vagner-Preston de S(vejam-se [26], [35]). Para cada s 2 S, a transformac~ao s preserva R-classes (i.e.se x 2 Sss 1 ent~ao xR xs) e, portanto, para qualquer R-classe R de S, podemosconsiderar a aplicac~ao jR de S em I(R) denida por sjR = sjR, para qualquers 2 S. Ent~ao jR e um homomorsmo (designado por representac~ao de Vagner--Preston restrita a R [10]), o qual em geral n~ao e injectivo. Apesar disso, temos que Se isomorfo a um subsemigrupo do produto directo de todos os semigrupos I(R), comR 2 S=R.Outra representac~ao classica de um semigrupo inverso e a representac~ao de Munn:dado um semigrupo inverso S e sendo E = E(S), a aplicac~ao : S ! I(E)s 7! s : Ess 1 ! Es 1se 7! s 1ese um homomorsmo. Observemos que, em geral, a representac~ao de Munn de umsemigrupo inverso n~ao e injectiva. De facto, o nucleo de  e a maior congruência de
21S que separa idempotentes e  e injectiva se e so se S e um semigrupo fundamental.Notemos tambem que, para qualquer s 2 S, a transformac~ao s preserva D-classes(i.e. se e 2 Ess 1 ent~ao eD s 1es), pelo que, dada uma D-classe D de S, a aplicac~aosjD e uma bijecc~ao de D \ Ess 1 em D \Es 1s. Para mais detalhes, veja-se [26] ou[35].Como aplicac~ao da representac~ao de Munn salientamos a seguinte propriedade deum semigrupo inverso nito.Proposic~ao 1.4.4. Sejam S um semigrupo inverso nito e J1 e J2 duas J -classesde S tais que J1 <J J2. Ent~ao, existe k  1 tal que cada idempotente de J2 cobreexactamente k idempotentes de J1.Demonstrac~ao. Sejam E = E(S) e  a representac~ao de Munn de S. Seja f 2 J2\E.Ent~ao, dado um idempotente g de J1, existem x; y 2 S tais que g = xfy. Tomemose = x 1xfyy 1. Ent~ao e e um idempotente de J1 e e  f , pelo que f cobre pelomenos um idempotente de J1. Seguidamente, tomemos f1; f2 2 J2\E(S) e seja s 2 J2tal que ss 1 = f1 e s 1s = f2. Uma vez que sjJ1 e uma bijecc~ao de J1 \ Ess 1sobre J1 \ Es 1s com inversa s 1 jJ1, ent~ao f1 cobre g 2 J1 \ E se e so se f2 cobres 1gs 2 J1\E, pelo que f1 e f2 cobrem o mesmo numero de idempotentes de J1, comoqueramos demonstrar.Terminamos esta secc~ao com um lema que sera usado a frente.Lema 1.4.5. Sejam S um semigrupo inverso aperiodico nito, E = E(S), s 2 S eF um subconjunto de Ess 1 \ Es 1s tal que Fs  F . Ent~ao, sjF e a aplicac~aoidentidade sobre F . Alem disso, se e; f 2 Ess 1 s~ao tais que e = s 1fs e f = s 1esent~ao e = f .Demonstrac~ao. Em primeiro lugar, observemos que, como s e uma transformac~aoinjectiva, F  Dom(s), Fs  F e F e nito, ent~ao sjF e uma bijecc~ao de F sobreF . Como S e nito e aperiodico, existe n 2 N tal que sn+1 = sn. Ent~ao, sn e umidempotente de S. Consequentemente, ns e um idempotente de I(E), donde umaidentidade parcial de E. Por outro lado, n+1s = ns . Seja e 2 F . Como sjF e umaaplicac~ao de F em F , ent~ao podemos garantir que e 2 Dom(ns ). Logo e = ens =en+1s = ens s = es e portanto sjF e a aplicac~ao identidade sobre F . A segundaarmac~ao do lema e uma consequência imediata do que acabamos de demonstrar,tomando F = fe; fg.
22 5. Uma extens~ao da representac~ao de MunnApresentamos nesta secc~ao uma extens~ao da representac~ao de Munn para semi-grupos cujos elementos possuem no maximo um inverso. De facto, os semigrupos comesta propriedade s~ao exactamente os semigrupos tais que cada R-classe e cada L-clas-se possui no maximo um idempotente, pelo que no caso nito estamos perante ossemigrupos da conhecida classe BG (veja-se [39]). Os semigrupos cujos idempotentescomutam s~ao tambem exemplos de semigrupos com esta propriedade.Seja S um semigrupo. A cada elemento s 2 S associamos os seguintes subconjuntosde E(S): R(s) = fe 2 E(S) j e R sg e L(s) = fe 2 E(S) j e L sg.Os dois lemas seguintes estabelecem propriedades destes subconjuntos.Lema 1.5.1. Sejam S um semigrupo e s 2 S. Ent~ao:(i) Se e 2 R(s) ent~ao es 2 Reg(S);(ii) Se e 2 L(s) ent~ao se 2 Reg(S).Demonstrac~ao. Sejam s 2 S e e 2 R(s). Ent~ao, e = sx, para certo x 2 S1, peloque es = eees = e(sx)es = (es)x(es) e portanto es 2 Reg(S). Assim, provamos acondic~ao (i). De modo analogo se prova a condic~ao (ii).Dados um semigrupo S cujos elementos possuem no maximo um inverso e umelemento regular s 2 S, denotamos por s 1 o unico inverso de s em S.Lema 1.5.2. Sejam S um semigrupo cujos elementos possuem no maximo um inversoe s 2 S.(i) Se e 2 R(s) ent~ao:(a) e = (es)(es) 1 = s(es) 1 = s(es) 1e;(b) (es) 1(es) 2 L(s) e (es) 1(es)D e.(ii) Se e 2 L(s) ent~ao:(a) e = (se) 1(se) = (se) 1s = e(se) 1s;(b) (se)(se) 1 2 R(s) e (se)(se) 1D e.
23Demonstrac~ao. Demonstramos somente a condic~ao (i), ja que a prova da condic~ao(ii) e analoga. Sejam s 2 S e e 2 R(s). Tomemos x 2 S1 tal que e = sx.Uma vez que es 2 Reg(S), podemos considerar o idempotente es(es) 1. Comoe = ee = esx = es(es) 1esx, ent~ao e e es(es) 1 s~ao idempotentes R-relacionados,donde e = es(es) 1. Por outro lado, visto que es = eees = esxes, ent~ao xesx e oinverso de es, pelo que (es) 1 = xesx e portanto s(es) 1 = sxesx = eee = e. Final-mente, a partir desta igualdade e imediato que e = s(es) 1e, pelo que demonstramosa condic~ao (a). Em seguida demonstramos a condic~ao (b). Comecemos por observarque trivialmente (es) 1(es) 2 L(s). Alem disso, como e = es(es) 1 e es = es(es) 1es,ent~ao eR esL (es) 1es, pelo que (es) 1(es)D e, como queramos demonstrar.Podemos agora demonstrar a seguinte proposic~ao:Proposic~ao 1.5.3. Seja S um semigrupo cujos elementos possuem no maximo uminverso. Para qualquer s 2 S, as aplicac~oess : R(s) ! L(s)e 7! (es) 1(es) e s : L(s) ! R(s)e 7! (se)(se) 1s~ao bijecc~oes inversas uma da outra que preservam D-classes.Demonstrac~ao. Seja s 2 S. Atendendo ao Lema 1.5.2, podemos armar que s e ss~ao aplicac~oes que preservam D-classes. Tomemos e 2 R(s). Ent~aoess = ((es) 1es)s = s(es) 1es(s(es) 1es) 1 = (s(es) 1e)s((s(es) 1e)s) 1= es(es) 1 = e:Analogamente, ess = e, para qualquer e 2 L(s). Portanto s e s s~ao bijecc~oesinversas uma da outra.Estamos ent~ao em condic~oes de poder demonstrar o seguinte teorema de represen-tac~ao para semigrupos cujos elementos possuem no maximo um inverso:Teorema 1.5.4. Seja S um semigrupo cujos elementos possuem no maximo um in-verso. Seja E = E(S). Ent~ao a aplicac~ao : S ! I(E)s 7! se um homomorsmo que separa idempotentes.
24Demonstrac~ao. Mostramos em primeiro lugar que  e um homomorsmo. Sejams; t 2 S. Comecemos por ver que Dom(st) = Dom(st). Tomemos e 2 Dom(st).Ent~ao e 2 R(s) e (es) 1(es) = es 2 R(t), pelo que e = s(es) 1 (pelo Lema 1.5.2) e(es) 1(es) = tx, para algum x 2 S1. Logo,e = s(es) 1 = s(es) 1(es)(es) 1 = stx(es) 1e portanto e 2 R(st), ou seja e 2 Dom(st). Reciprocamente, tomemos e 2 Dom(st).Como e 2 R(st), pelo Lema 1.5.2, temos e = st(est) 1, donde e 2 R(s), ou se-ja e 2 Dom(s). Em particular, es 2 Reg(S). Por outro lado, tambem pelo Le-ma 1.5.2, e = est(est) 1 = est(est) 1e, donde es = (es)t(est) 1(es). Alem disso,t(est) 1(es)t(est) 1 = t(est) 1, pelo que (es) 1 = t(est) 1. Logo, es = (es) 1es =t(est) 1es 2 R(t) e portanto es 2 Dom(t). Logo e 2 Dom(st) e, por conseguinte,Dom(st) = Dom(st):Seguidamente, tomemos e 2 Dom(st). Ent~ao, e 2 R(s), pelo que es e regular.Alem disso, es = (es) 1es 2 R(t), donde (es) 1est e tambem regular. Como est =es(es) 1est, ent~ao estL (es) 1est. Por outro lado, e 2 R(st), pelo que est e regular.Ent~ao, (est) 1estL estL (es) 1estL ((es) 1est) 1(es) 1est;donde (est) 1est = ((es) 1est) 1(es) 1est, e portantoest = ((es) 1(es))t = ((es) 1est) 1(es) 1est = (est) 1est = est:Provamos assim que  e um homomorsmo.Resta-nos mostrar que  separa idempotentes. Tomemos e; f 2 E tais que e = f .Ent~ao, em particular, R(e) = R(f). Logo, eR f e portanto e = f , por hipotese.Dado um semigrupo S cujos elementos possuem no maximo um inverso, ao homo-morsmo denido no teorema anterior chamamos representac~ao de Munn de S, ja que,como mostramos adiante, se S for um semigrupo inverso ent~ao este homomorsmo eprecisamente a representac~ao de Munn usual que foi apresentada na secc~ao anterior.Provamos agora que, para um semigrupo nito cujos elementos possuem no maximoum inverso, se tem o resultado seguinte que tambem e valido para um semigrupoinverso arbitrario:Teorema 1.5.5. Se S e um semigrupo nito cujos elementos possuem no maximo uminverso ent~ao o nucleo da representac~ao de Munn de S e a maior congruência de Sque separa idempotentes.
25Demonstrac~ao. Sejam E = E(S) e  : S ! I(E) a representac~ao de Munn deS. Pelo Teorema 1.5.4, o homomorsmo  separa idempotentes, donde o seu nucleoKer() e uma congruência que separa idempotentes. Resta assim provar que Ker()e a congruência maxima (para a relac~ao de inclus~ao entre congruências) de S quesepara idempotentes. Com este objectivo, consideremos uma congruência  de S quesepara idempotentes. Em primeiro lugar, observemos que, uma vez que S 2 BG,ent~ao S= 2 BG, visto que a classe de semigrupos nitos BG e fechada para imagenshomomorfas (veja-se [39]). Sejam s; t 2 S tais que st. Comecemos por mostrar queR(s) = R(t). Tomemos e 2 R(s). Ent~ao existe x 2 S1 tal que e = sx. Uma vez quest, ent~ao sxtx, i.e. etx. Seja n 2 N tal que (tx)n e um idempotente. Como e(tx)ne  separa idempotentes, ent~ao e = (tx)n, pelo que e 2 R(t) e, por conseguinte, temosR(s)  R(t). De um modo analogo se prova a inclus~ao recproca, pelo que R(s) =R(t). Em seguida, tomemos e 2 R(s) = R(t). Ent~ao, es e et s~ao regulares. Alemdisso, (es) 1 e (et) 1 s~ao inversos de (es) e (et) em S=, respectivamente. Comoos elementos do semigrupo S= possuem no maximo um inverso e (es) = (et), ent~ao(es) 1 = (et) 1. Logo, ((es) 1es) = ((et) 1et), pelo que (es) 1es = (et) 1et,visto que  separa idempotentes. Portanto es = et. Assim, provamos que s = t e,por conseguinte,   Ker(), como queramos demonstrar.O resultado anterior da-nos uma descric~ao da maior congruência que separa idem-potentes num semigrupo nito cujos elementos possuem no maximo um inverso. Defacto, mais geralmente, P. Edwards em [11] apresenta uma descric~ao da maior con-gruência que separa idempotentes num semigrupo eventualmente regular, i.e. numsemigrupo em que cada elemento possui uma potência regular, e portanto num semi-grupo nito, ja que todo o semigrupo nito e eventualmente regular (veja-se tambem[6]).Dizemos que um semigrupo S e E-fundamental se a unica congruência de S quesepara idempotentes for a identidade (observemos que em [12] P. Edwards designa porfundamental um semigrupo nestas condic~oes). Visto que uma congruência contida emH separa idempotentes, qualquer semigrupo E-fundamental e tambem fundamental.O recproco n~ao e geralmente verdadeiro, mesmo no caso nito, como mostramosno exemplo que se segue. Observemos que, no entanto, se S for regular ent~ao amaior congruência de S contida em H coincide com a maior congruência de S quesepara idempotentes (veja-se [25, Proposic~ao 2.4.5]). Assim, um semigrupo regular efundamental se e so se e E-fundamental.
26Exemplo 1.5.1. Seja S um semigrupo nito nulo. Ent~ao S e H-trivial e E(S) = f0g,pelo que a congruência universal separa idempotentes e S e um semigrupo fundamental.Porem, se S possui pelo menos dois elementos, S n~ao e E-fundamental.Terminamos esta secc~ao mostrando que a representac~ao de Munn que construmospara o caso mais geral de um semigrupo cujos elementos possuem no maximo um in-verso coincide com a representac~ao apresentada por Munn para um semigrupo inverso.Com este proposito, comecamos por demonstrar o seguinte lema:Lema 1.5.6. Sejam S um semigrupo cujos elementos possuem no maximo um inversoe E = E(S). Ent~ao, para qualquer s 2 Reg(S), temos:(i) R(s) = ss 1E \ E;(ii) L(s) = Es 1s \ E;(iii) Para qualquer e 2 R(s), (es) 1(es) = s 1es.Demonstrac~ao. Comecemos por provar a condic~ao (i). Suponhamos que s 2 Reg(S)e e 2 R(s). Ent~ao e = sx = ss 1sx = ss 1e, para certo x 2 S1, donde e 2 ss 1E \E.Logo, R(s)  ss 1E \E. Uma vez que a inclus~ao recproca e imediata, ent~ao R(s) =ss 1E \ E. De forma analoga se prova a condic~ao (ii). Com o objectivo de provar acondic~ao (iii), tomemos s 2 Reg(S) e e 2 R(s). Vimos atras que, nestas condic~oes,e = ss 1e. Alem disso, es e regular e (es) 1(es) e s 1es s~ao idempotentes. Comoes = ss 1es, ent~ao esL s 1es, pelo que (es) 1(es)L esL s 1es e portanto (es) 1(es) =s 1es.O lema anterior permite-nos concluir o resultado pretendido.Proposic~ao 1.5.7. Sejam S um semigrupo inverso e E = E(S). Ent~ao, o homo-morsmo  : S ! I(E) denido no Teorema 1.5.4 e exactamente a representac~ao deMunn usual. 6. Produtos semidirectosNesta secc~ao apresentamos mais um processo classico de construir um novo semi-grupo a custa de semigrupos dados. Sejam S e T dois semigrupos e' : T 1 ! Endr(S)t 7! t' : S ! Ss 7! (s)t'
27um homomorsmo de monoides. A este homomorsmo associamos o semigrupo S 'Tde suporte S  T e multiplicac~ao denida por(s1; t1)(s2; t2) = (s1((s2)t1'); t1t2);para quaisquer s1; s2 2 S e t1; t2 2 T . Com o objectivo de simplicar a notac~ao, emgeral representemos o elemento (s)t' de S por t:s, para quaisquer s 2 S e t 2 T 1.Ent~ao, uma aplicac~ao ' : T 1 ! Endr(S) e um homomorsmo de monoides se e so sesatisfaz as seguintes condic~oes:1. t:(s1s2) = (t:s1)(t:s2);2. (t1t2):s = t1:(t2:s);3. 1:s = s,para quaisquer s1; s2 2 S e t1; t2 2 T 1. Neste contexto, dizemos que ' dene uma acc~ao(a esquerda) de T sobre S. Nestas condic~oes, podemos reescrever a multiplicac~ao emS ' T do seguinte modo: (s1; t1)(s2; t2) = (s1(t1:s2); t1t2);para quaisquer s1; s2 2 S e t1; t2 2 T . Designamos o semigrupo S ' T por produtosemidirecto (associado a ') e, n~ao havendo ambiguidade, denotamo-lo simplesmentepor S  T .Observemos que o produto directo de dois semigrupos e um caso particular de umproduto semidirecto (o associado ao homomorsmo que transforma todos os elementosna identidade).Exemplo 1.6.1. Sejam S e T dois semigrupos. Denotemos por ST 1 o semigrupo cujoselementos s~ao todas as aplicac~oes de T 1 em S e cuja multiplicac~ao esta denida doseguinte modo: dados f; g 2 ST 1,(x)(fg) = (x)f(x)g;para qualquer x 2 T 1. Dados t 2 T 1 e f 2 ST 1, denimos uma aplicac~ao t:f 2 ST 1 doseguinte modo: (x)(t:f) = (xt)fpara qualquer x 2 T 1. Ent~ao a aplicac~ao ' de T 1 em Endr(ST 1) denida por (f)t' =t:f , para quaisquer t 2 T 1 e f 2 ST 1, e um homomorsmo de monoides. Podemosassim considerar o produto semidirecto ST 1  T associado a ', o qual designamos porproduto em coroa de S e T e denotamos por S  T .
28 Os três lemas seguintes que optamos por incluir neste primeiro captulo ser~ao ne-cessarios no captulo 4.Lema 1.6.1. Sejam T um monoide com zero que admite T n f1g como subsemigrupo,U1 o submonoide f0; 1g de T e S um semigrupo. Seja S  T um produto semidirectotal que t:s = 0:s, para quaisquer t 2 T n f1g e s 2 S, e S  U1 o produto semidirectoassociado a restric~ao a U1 da acc~ao denida de T sobre S. Ent~ao, S  T e isomorfo aum subsemigrupo de (S  U1) T .Demonstrac~ao. Seja  : S  T ! (S  U1) T a aplicac~ao denida por(s; t) = ( ((s; 1); 1); se t = 1((s; 0); t); se t 6= 1.N~ao ha duvida que  e uma aplicac~ao injectiva. Seguidamente, mostramos que  eum homomorsmo de semigrupos. Tomemos (s; t); (r; q) 2 S  T . Se t = 1 ent~ao((s; 1)(r; q)) = (s(1:r); q) = (sr; q) = ( ((sr; 1); 1); se q = 1((sr; 0); q); se q 6= 1= ( ((s(1:r); 1); 1); se q = 1((s(1:r); 0); q); se q 6= 1 = ( ((s; 1); 1)((r; 1); 1); se q = 1((s; 1); 1)((r; 0); q); se q 6= 1 = (s; 1) (r; q) :Se t 6= 1 ent~ao tq 6= 1 e temos((s; t)(r; q)) = (s(t:r); tq) = (s(0:r); tq) = ((s(0:r); 0); tq)= ( ((s; 0); t)((r; 1); 1); se q = 1((s; 0); t)((r; 0); q); se q 6= 1 = (s; t) (r; q) ;como queramos demonstrar.Nos dois resultados seguintes, uma cadeia C e tambem encarada como um semire-ticulado (em que, como usualmente, dados x; y 2 C o seu produto xy e o seu nmo emC). Observemos que os endomorsmos de uma cadeia C s~ao exactamente as aplicac~oesque respeitam a ordem  de C, i.e. as aplicac~oes f : C ! C tais que se x  y ent~aoxf  yf , para quaisquer x; y 2 C. De facto, se f 2 End(C) ent~ao, dados x; y 2 Ctais que x  y, temos xy = x, donde xfyf = (xy)f = xf e portanto xf  yf .Reciprocamente, suponhamos que f : C ! C e uma aplicac~ao que respeita a ordem.Ent~ao, dados x; y 2 C, podemos supor sem perda de generalidade que x  y, pelo quexf  yf e portanto (xy)f = xf = xfyf , donde f 2 End(C). Assim, toda a acc~aodenida de um semigrupo T sobre uma cadeia C respeita a ordem  de C, i.e. set 2 T e x; y 2 C s~ao tais que x  y ent~ao t:x  t:y.
29Lema 1.6.2. Sejam C uma cadeia nita, T um monoide com zero, ' : T ! Endr(C)um homomorsmo de monoides e C  T o produto semidirecto associado a '. SeIm(0') = f0; 1g e 0' aplica pelo menos dois elementos distintos de C na identidade,ent~ao existem duas subcadeias C1 e C2 de C tais que 1 < jCij < jCj, para i = 1; 2, eC T e a menos de um isomorsmo um subsemigrupo de (C1 T ) (C2 T )0, em queC1  T e C2  T s~ao dois produtos semidirectos.Demonstrac~ao. Comecemos por observar que a partir da hipotese e imediato que Ctem pelo menos dois elementos, donde 0 6= 1. TomemosC 0 = fx 2 C j 0:x = 0g e C2 = fx 2 C j 0:x = 1g.N~ao ha duvida que C 0 e C2 s~ao dois intervalos de C disjuntos (dados x 2 C 0 e y 2 C2,se y  x teramos 0:y  0:x, donde 1  0, pelo que x < y) cuja uni~ao e C.Tomemos t 2 T , x 2 C2. Se t:x 2 C 0 ent~ao 0 = 0:(t:x) = (0t):x = 0:x = 1, oque e um absurdo, pelo que t:x 2 C2. Logo, ' induz um homomorsmo de monoidesde T em Endr(C2). Por outro lado, tomemos t 2 T e x 2 C 0. Se t:x 2 C2 ent~ao1 = 0:(t:x) = (0t):x = 0:x = 0, o que e um absurdo, pelo que t:x 2 C 0. SejaC1 = C 0 [ f1g. Como 1 2 Im(0') e 0' respeita a ordem, ent~ao 0:1 = 1. Alem disso,dado t 2 T , temos t:1 = t:(0:1) = (t0):1 = 0:1 = 1. Por conseguinte, ' induz tambemum homomorsmo de monoides de T em Endr(C1). Consideremos ent~ao os produtossemidirectos C1  T e C2  T associados a estes homomorsmos de monoides.Seguidamente, denimos uma aplicac~ao  1 de C  T em C1  T do seguinte modo:(x; t) 1 = ( (1; t); se x 2 C2(x; t); se x 2 C 0,para qualquer (x; t) 2 C  T , e uma aplicac~ao  2 de C  T em (C2  T )0 do seguintemodo: (x; t) 2 = ( (x; t); se x 2 C20; se x 2 C 0,para qualquer (x; t) 2 CT . Tendo em conta que qualquer elemento de C 0 e menor quequalquer elemento de C2 e que, dados x; y 2 C e t 2 T , x(t:y) 2 C2 se e so se x; y 2 C2(de facto, 0:(x(t:y)) = (0:x)(0:(t:y)) = (0:x)((0t):y) = (0:x)(0:y), pelo que 0:(x(t:y)) =1 se e so se (0:x) = 1 e (0:y) = 1), temos que  1 e  2 s~ao dois homomorsmos. Alemdisso,  1 e injectivo em C 0T e  2 e injectivo em C2 T . Podemos ent~ao vericar quea aplicac~ao  : C  T ! (C1  T ) (C2  T )0 denida por (x; t) = ((x; t) 1; (x; t) 2),para qualquer (x; t) 2 C  T , e um homomorsmo injectivo.
30 Finalmente, uma vez que C e a uni~ao disjunta de C 0 com C2, jC2j  2 (porhipotese), jC1j  2 (por construc~ao) e C e nita, ent~ao tambem jCij < jCj, parai = 1; 2. O lema ca ent~ao provado.Lema 1.6.3. Sejam C uma cadeia nita, T um monoide com zero e C T um produtosemidirecto. Se 0:e = e, para certo e 2 C n f0; 1g, ent~ao existem duas subcadeias C1e C2 de C, com 1 < jCij < jCj, para i = 1; 2, tais que C  T e a menos de umisomorsmo um subsemigrupo de (C1 T ) (C2 T ), em que C1 T e C2 T s~ao doisprodutos semidirectos.Demonstrac~ao. Consideremos os intervalosC1 = fx 2 C j x  eg e C2 = fx 2 C j e  xgde C. Observemos que decorre de imediato da hipotese que C tem pelo menos trêselementos, donde 0 6= 1. Alem disso, uma vez que 0; e 2 C1, 1 62 C1, e; 1 2 C2, 0 62 C2e C e nita, ent~ao 1 < jCij < jCj, para i = 1; 2. Por outro lado, dados t 2 T ex 2 C1, como t:e = t:(0:e) = (t0):e = 0:e = e; ent~ao t:x  t:e = e, pelo que t:x 2 C1.Analogamente, t:x 2 C2, para quaisquer t 2 T e x 2 C2. Por conseguinte, est~aodenidas, de um modo natural, acc~oes de T sobre C1 e de T sobre C2. Sejam C1  Te C2  T os produtos semidirectos associados a estas acc~oes.Seguidamente, denimos uma aplicac~ao  1 de CT em C1T por (x; t) 1 = (xe; t),para qualquer (x; t) 2 C  T . Sejam (x; t); (y; q) 2 C  T . Ent~ao,((x; t)(y; q)) 1 = (x(t:y); tq) 1 = (x(t:y)e; tq) = (xe(t:y)e; tq) = (xe(t:y)(t:e); tq)= (xe(t:(ye)); tq) = (xe; t)(ye; q) = (x; t) 1(y; q) 1:Portanto,  1 e um homomorsmo. Por outro lado, denimos uma aplicac~ao  2 deC  T em C2  T do modo seguinte:(x; t) 2 = ( (e; t); se x 2 C1(x; t); se x 2 C2,para qualquer (x; t) 2 C  T . Tendo em conta que, dados x; y 2 C e t 2 T ,x(t:y) 2 C2 se e so se x; y 2 C2 temos que  2 e tambem um homomorsmo. Uma vezque as restric~oes de  1 a C1  T e de  2 a C2  T s~ao a identidade, ent~ao a aplicac~ao : C T ! (C1T )(C2 T ) denida por (x; t) = ((x; t) 1; (x; t) 2), para qualquer(x; t) 2 C  T , e injectiva. Alem disso,  e tambem um homomorsmo. O lema cadeste modo demonstrado.
317. Semigrupos livres e apresentac~oesSeja X um conjunto n~ao vazio. Denotamos por X+ o conjunto de todas as se-quências n~ao vazias de elementos de X. Em geral, representamos uma sequência(a1; a2; : : : ; an) de X+ (com n 2 N) justapondo ordenadamente os seus elementos:a1a2   an. Deste modo, justica-se a denominac~ao usual de alfabeto, letras e palavrasque e dada ao conjunto X, aos seus elementos e aos elementos de X+, respectiva-mente. Em X+ consideramos a operac~ao binaria denida do seguinte modo: dadosa1a2   an; b1b2    bm 2 X+,(a1a2   an)(b1b2    bm) = a1a2   anb1b2    bm:Com esta operac~ao (denominada concatenac~ao), X+ forma um semigrupo, designadopor semigrupo livre sobre X. Se aX+ juntarmos a sequência vazia (tambem designada,neste contexto, por palavra vazia), obtemos um monoide, designado por monoide livresobre X e denotado por X. Esta denominac~ao para X (tal como para X+) deve-se aseguinte propriedade (universal): dados um monoide M e uma aplicac~ao f : X !M ,existe um (unico) homomorsmo de monoides ' : X !M que estende f , i.e. tal que' = f , onde  denota a inclus~ao natural de X em X. Seja w 2 X. Uma palavrau de X diz-se um prexo (respectivamente, um suxo) de w se existe v 2 X tal queuv = w (respectivamente, vu = w).Uma apresentac~ao de monoides (aqui encaramos um monoide como uma algebra dotipo (2; 0)) e um par ordenado hX j Ri, em que X e um alfabeto e R e um subconjuntode XX. Designamos um elemento (u; v) de XX por relac~ao e representamo-lousualmente por u = v. Para evitar ambiguidade, dados u; v 2 X, escrevemos u  v,em vez de u = v, sempre que queiramos armar que u e v s~ao exactamente a mesmapalavra de X. Dizemos que um monoide M e denido pela apresentac~ao hX j Ri seM e isomorfo a X=R, em que R denota a menor congruência de X que contem R.Dizemos que uma relac~ao u = v (u; v 2 X) e uma consequência de R se (u; v) 2 R.SejamM um monoide e X um conjunto de geradores deM . Dados u; v 2 X, dizemosque o conjunto de geradores X satisfaz a relac~ao u = v se u' = v', onde ' denota o(unico) homomorsmo (sobrejectivo) de X sobre M que estende a inclus~ao naturalde X em M . Para mais detalhes veja-se [28] ou [42] (veja-se tambem [26]). Conceitossimilares podem ser estabelecidos para semigrupos.O seguinte resultado, adaptado para o caso dos monoides, pode ser encontrado em[42].
32Proposic~ao 1.7.1. SejamM um monoide gerado por um conjunto X e R  XX.Ent~ao hX j Ri e uma apresentac~ao para M se e so se as seguintes condic~oes foremsatisfeitas:1. O conjunto de geradores X de M satisfaz todas as relac~oes de R; e2. se u; v 2 X s~ao quaisquer duas palavras tais que X (como conjunto de geradoresde M) satisfaz a relac~ao u = v, ent~ao u = v e uma consequência de R.O proximo resultado descreve o metodo \adivinhar e provar"usado frequentementepara determinar uma apresentac~ao para um monoide nito.Proposic~ao 1.7.2. Sejam M um monoide nito, X um conjunto de geradores de M ,R  X  X um conjunto de relac~oes e W  X. Admitamos que as seguintescondic~oes s~ao satisfeitas:1. O conjunto de geradores X de M satisfaz todas as relac~oes de R;2. Para qualquer palavra w 2 X, existe uma palavra w0 2 W tal que a relac~aow = w0 e uma consequência de R;3. jW j  jM j.Ent~ao, M e denido pela apresentac~ao hX j Ri.Sejam X um alfabeto, R  XX um conjunto de relac~oes e W um subconjuntode X contendo a palavra vazia tal que, para qualquer letra x 2 X e qualquer palavraw 2 W , existe uma palavra w0 2 W tal que a relac~ao wx = w0 e uma consequência deR. Ent~ao, W satisfaz a condic~ao 2 da Proposic~ao anterior. Um subconjunto W de Xque satisfaz as condic~oes da Proposic~ao 1.7.2 diz-se um conjunto de palavras reduzidaspara M .Outro metodo para encontrar uma apresentac~ao para um monoide consiste emaplicar transformac~oes de Tietze. Este metodo requer, no entanto, que a partida sejaconhecida uma apresentac~ao para o monoide em causa e permite obter uma novaapresentac~ao para o monoide. Dada uma apresentac~ao de monoides hX j Ri, astransformac~oes de Tietze elementares s~ao:(T1) Juntar uma nova relac~ao u = v a hX j Ri, desde que u = v seja uma conse-quência de R;
33(T2) Eliminar uma relac~ao (u = v) 2 R de hX j Ri, desde que u = v seja umaconsequência de R n fu = vg;(T3) Juntar um novo smbolo b a X e juntar a hX j Ri uma nova relac~ao b = w, comw 2 X;(T4) Se hX jRi possui uma relac~ao da forma b = w, com b 2 X e w 2 (X n fbg),eliminar b de X, eliminar a relac~ao b = w de hX j Ri e substituir nas restantesrelac~oes de hX j Ri todas as ocorrências de b por w.Uma apresentac~ao de monoides nita e uma apresentac~ao com um numero nitode smbolos geradores e com um numero nito de relac~oes. Temos, adaptado paramonoides, o seguinte resultado (veja-se [42, Proposic~ao 2.5]):Proposic~ao 1.7.3. Duas apresentac~oes nitas denem o mesmo monoide se e so secada uma delas pode ser obtida a partir da outra aplicando transformac~oes de Tietzeelementares. 8. PseudovariedadesUma pseudovariedade de semigrupos e uma classe de semigrupos nitos fechadapara subsemigrupos, imagens homomorfas e produtos directos nitos. Uma pseudo-variedade de semigrupos inversos e uma classe de semigrupos inversos nitos fechadapara subsemigrupos inversos, imagens homomorfas e produtos directos nitos. Dadauma classe C de semigrupos nitos (respectivamente, de semigrupos inversos nitos),a menor pseudovariedade de semigrupos (respectivamente, de semigrupos inversos) quecontem C e a classe V (C) (respectivamente, Vinv(C)) de todas as imagens homo-morfas de subsemigrupos (respectivamente, de subsemigrupos inversos) de um produtodirecto nito de elementos de C. Esta pseudovariedade de semigrupos (respectivamen-te, de semigrupos inversos) diz-se a pseudovariedade de semigrupos (respectivamente,de semigrupos inversos) gerada porC. O supremo V _W de duas pseudovariedades desemigrupos (respectivamente, de semigrupos inversos) V eW e a pseudovariedade desemigrupos (respectivamente, de semigrupos inversos) gerada por V [W . O produtosemidirecto V W das pseudovariedades de semigrupos V e W e a pseudovariedadede semigrupos gerada por todos os produtos semidirectos S T , com S 2 V e T 2W .Nesta dissertac~ao fazemos referência as seguintes pseudovariedades de semigrupos:1. S, a pseudovariedade de todos os semigrupos nitos;2. A, a pseudovariedade de todos os semigrupos aperiodicos nitos;
34 3. J , a pseudovariedade de todos os semigrupos J -triviais nitos;4. S`, a pseudovariedade de todos os semireticulados nitos;5. Ecom, a pseudovariedade de todos os semigrupos nitos cujos idempotentescomutam;6. G, a pseudovariedade de todos os grupos nitos;7. Ab, a pseudovariedade de todos os grupos abelianos nitos.Denotamos por Inv a pseudovariedade de semigrupos inversos constituda portodos os semigrupos inversos nitos.Dada uma classe C de semigrupos inversos nitos, faz sentido falar na pseudova-riedade de semigrupos V (C) e na pseudovariedade de semigrupos inversos Vinv(C),pelo que e natural procurarmos relaciona-las. E claro que Vinv(C)  V (C) \ Inv.De facto, a inclus~ao recproca e tambem verdadeira. Com o proposito de provar estaarmac~ao, comecamos por demonstrar o seguinte lema:Lema 1.8.1. Sejam S um semigrupo nito cujos idempotentes comutam, T um semi-grupo inverso e ' : S ! T um homomorsmo sobrejectivo. Ent~ao existe um subsemi-grupo inverso S 0 de S tal que S 0' = T .Demonstrac~ao. Seja S 0 = Reg(S). Como S e nito, Reg(S) e n~ao vazio e portantoS 0 e um subsemigrupo inverso de S. Provemos que S 0' = T . Sejam t 2 T e J aJ -classe J -mnima de S tal que J' = Jt (veja-se o Lema 1.3.3). Uma vez que Jt eregular, atendendo ao Lema 1.3.3, a J -classe J e tambem regular, donde t' 1\S 0 6= ;.Portanto, S 0' = T , como queramos demonstrar.Tendo em conta o lema anterior, temos:Proposic~ao 1.8.2. Seja C uma classe de semigrupos inversos nitos. Ent~ao temosVinv(C) = V (C) \ Inv.Uma pseudovariedade de grupos e uma classe de grupos nitos fechada para sub-grupos, imagens homomorfas e produtos directos nitos. Notemos que qualquer pseu-dovariedade de grupos e tambem uma pseudovariedade de semigrupos. O resultadoseguinte sera usado no captulo 4.
35Proposic~ao 1.8.3. Sejam C uma classe de semigrupos e H uma pseudovariedade degrupos. Se os grupos dos elementos de C pertencem a H, ent~ao V (C) \G H.Demonstrac~ao. Seja G um grupo pertencente a V (C). Ent~ao, existem semigruposS1; : : : ; Sn 2 C (n 2 N), um subsemigrupo T de S = S1  Sn e um homomorsmosobrejectivo ' : T ! G. Pela Proposic~ao 1.1.3, existe um grupo H de T tal que arestric~ao de ' a H e um homomorsmo sobrejectivo de H sobre G. Para demonstrar oresultado basta agora provar que H 2H. Uma vez que H e um grupo de S, ent~ao Hesta contido numa H-classe He, com e um idempotente de S. Sendo e = (e1; : : : ; en),temos ei 2 E(Si), para qualquer i 2 f1; : : : ; ng, e He = He1     Hen. Por hipotesecada Hei pertence a H e portanto He 2 H, pelo que H 2 H, como queramosdemonstrar.Seja V uma pseudovariedade de semigrupos (respectivamente, de semigrupos in-versos) arbitraria.Seja n 2 N . Uma operac~ao implcita n-aria sobre V e uma famlia  = (S)S2Vtal que:1. Para qualquer semigrupo (respectivamente, semigrupo inverso) nito S, S euma aplicac~ao de Sn em S ; e2.  comuta com qualquer homomorsmo entre elementos de V , i.e. para qualquerhomomorsmo ' : S ! T entre dois semigrupos (respectivamente, semigruposinversos) nitos S e T de V ,(s1; : : : ; sn)S' = (s1'; : : : ; sn')T ;para quaisquer s1; : : : ; sn 2 S.E claro que a multiplicac~ao em cada semigrupo (respectivamente, semigrupo in-verso) nito dene uma operac~ao implcita binaria sobre V . Uma operac~ao implcitaunaria sobre V de importância fundamental no estudo das pseudovariedades de semi-grupos (respectivamente, de semigrupos inversos) e a que a cada elemento s de cadasemigrupo (respectivamente, semigrupo inverso) nito S 2 V faz corresponder a suaunica potência idempotente. Este idempotente e usualmente denotado por s!. Quan-do V e uma pseudovariedade de semigrupos inversos, esta denida outra operac~aoimplcita unaria natural sobre V que a cada elemento s de cada semigrupo inversonito S 2 V faz corresponder o seu inverso s 1.
36 Uma pseudoidentidade para V e um par (; ), em que  e  s~ao, para algumn 2 N , duas operac~oes implcitas n-arias sobre V . Uma pseudoidentidade (; ) eusualmente denotada por  = . Dizemos que S 2 V satisfaz a pseudoidentidade =  se as aplicac~oes S e S coincidem. Seja  um conjunto de pseudoidentidadespara V . Dizemos que uma subclasse W de V e denida por  se W for constitudapor todos os elementos de V que satisfazem todas as pseudoidentidades de . Nestecaso, dizemos tambem que  e uma base deW . Observemos que uma subclasse de Vdenida por um conjunto de pseudoidentidades para V e uma pseudovariedade. Maisainda, e valido o seguinte resultado de Reiterman, analogo ao Teorema de Birkhopara variedades de algebras universais (veja-se [2, Teorema 3.5.1]):Teorema 1.8.4. Seja W uma subclasse de uma pseudovariedade V . Ent~ao, W euma pseudovariedade se e so seW e denida por algum conjunto de pseudoidentidadespara V .Os conceitos de operac~ao implcita e pseudoidentidade podem ser formulados maisgeralmente para pseudovariedades de algebras nitas quaisquer, n~ao necessariamentesemigrupos ou semigrupos inversos. O resultado anterior e valido para uma pseudo-variedade de algebras qualquer. Para mais detalhes veja-se [2, Captulo 3].Neste trabalho, consideramos apenas operac~oes implcitas sobre a pseudovariedadede semigrupos S ou, no caso dos semigrupos inversos, sobre a pseudovariedade desemigrupos inversos Inv. Referimo-nos as pseudoidentidades para S ou, no caso dossemigrupos inversos, para Inv simplesmente por pseudoidentidades. Dizemos queuma pseudovariedade e nitamente baseada se for denida por algum conjunto nitode pseudoidentidades. Dizemos que uma pseudovariedade e decidvel se existir umalgoritmo que permita testar se um dado semigrupo nito lhe pertence ou n~ao.
Captulo 2O monoide das transformac~oes parciaisinjectivas e crescentes sobre uma cadeianita
Neste captulo estudamos o monoide POIn, das transformac~oes parciais injectivas ecrescentes sobre uma cadeia com n elementos (n 2 N), do ponto de vista estrutural.Na primeira secc~ao, mostramos que POIn e um submonoide inverso de I(Xn), cal-culamos o seu cardinal e apresentamos uma descric~ao para as relac~oes de Green. Nasecc~ao 2, exibimos descric~oes para os ideais e para as congruências de POIn. A ca-racterstica de POIn e determinada na terceira secc~ao e, na secc~ao 4, estabelecemosuma apresentac~ao para os monoides POIn (com n 2 N). O metodo que seguimos(\adivinhar e provar"[42]) consiste em encontrar um par (X;R) que satisfaca ascondic~oes da Proposic~ao 1.7.2. Comecamos pois por determinar um conjunto degeradores para os monoides POIn (com n  1) que apresentamos na secc~ao 3.Seguidamente, tomamos como modelos os monoides POIn, com n 2 f1; : : : ; 6g, eusamos o programa de J.-E. Pin \Semigroupe"[37] (veja-se tambem [17], onde s~aodescritos os algoritmos utilizados por este programa) para encontrar um conjuntode relac~oes que fossem satisfeitas pelos geradores determinados. Para este efeitotambem podamos usar o programa de D. McAlister [31]. Na realidade, estes pro-gramas forneceram-nos uma apresentac~ao para o monoide em causa, embora comum numero excessivo de relac~oes, muitas das quais conclumos serem superuas.No passo seguinte, seleccionamos um subconjunto conveniente de relac~oes que ain-da fosse suciente para denir o monoide. Esta escolha efectuou-se renando variasvezes a escolha inicial: e.g. para n = 6 o programa [37] (ou [31]) deu-nos 444 re-lac~oes, das quais, na nossa escolha nal, apenas consideramos 31. Nesta etapausamos o programa GAP [43, 30, 36]. Finalmente, generalizamos os resultados en-contrados para n 2 f1; : : : ; 6g a um inteiro positivo arbitrario, completando assim afase \adivinhar". Nesta dissertac~ao, expomos a fase \provar"do metodo em causa.
38 1. O monoide POInSeja Xn = f1 < 2 <    < ng uma cadeia com n elementos. Dizemos que umatransformac~ao s de PT (Xn) e crescente se, para quaisquer x; y 2 Dom(s), x  yimplica xs  ys. Denotamos por POn o subconjunto de PT (Xn) formado por todasas transformac~oes parciais crescentes, por On o subconjunto de T (Xn) cujos elementoss~ao as transformac~oes totais crescentes e, nalmente, por POIn o subconjunto deI(Xn) das transformac~oes parciais injectivas e crescentes, i.e.POIn = fs 2 I(Xn) j para quaisquer x; y 2 Dom(s), x < y implica xs < ysg:Temos que POn, On e POIn s~ao submonodes de PT (Xn). De agora em diante nestecaptulo concentramos a nossa atenc~ao no estudo dos monoides POIn, com n 2 N .Lema 2.1.1. Dois elementos de POIn s~ao iguais se e so se têm o mesmo domnio ea mesma imagem.Demonstrac~ao. Seja s 2 POIn. Se Dom(s) = ; ent~ao s e a transformac~ao vazia,donde s e a unica transformac~ao com o domnio considerado. Suponhamos pois quejDom(s)j = k  1. SejamDom(s) = fi1 <    < ikg e Im(s) = fj1 <    < jkg:Ent~ao, Im(s) = fi1s <    < iksg, pelo que i`s = j`, para qualquer ` 2 f1; : : : ; kg.Portanto s e a unica transformac~ao de POIn com o domnio e a imagem considerados.O lema ca assim demonstrado.Para qualquer n 2 N , e conhecida a cardinalidade do monoide On (veja-se e.g.[21]): jOnj = 2n  1n  1  = 122nn  = 12 nXk=0 nk2:Para POIn temos o seguinte resultado:Proposic~ao 2.1.2. Para qualquer n 2 N, jPOInj =  2nn  = 2jOnj.Demonstrac~ao. Seja n 2 N . Para cada k 2 f0; 1; : : : ; ng, denimosJk = fs 2 POIn j jDom(s)j = kge Xk = fX 2 P(f1; : : : ; ng) j jXj = kg. Observemos que, dado s 2 POIn,jDom(s)j = j Im(s)j. Logo Jk = fs 2 POIn j j Im(s)j = kg; para qualquer k 2f0; : : : ; ng. Tomemos k 2 f0; 1; : : : ; ng e consideremos a aplicac~aofk : Jk ! Xk Xk
39denida por: para qualquer s 2 Jk, fk(s) = (Dom(s); Im(s)): Ent~ao fk e sobrejectiva e,por outro lado, atendendo ao Lema 2.1.1, fk e tambem injectiva. Logo, jJkj = jXkj2 = nk2; pelo que jPOInj =Pnk=0  nk2 = 2jOnj.Vimos no Exemplo 1.4.1 que os idempotentes de I(Xn) s~ao todas as identidadesparciais sobre Xn. Uma vez que tais transformac~oes s~ao crescentes, conclumos queE(POIn) = E(I(Xn)), i.e. os idempotentes de POIn s~ao exactamente todos oselementos s 2 POIn tais que Dom(s) = Im(s), os quais s~ao em numero de 2n. Poroutro lado, dado s 2 POIn, a transformac~ao inversa de s (o inverso de s em I(Xn))e ainda uma transformac~ao crescente. Temos ent~ao:Proposic~ao 2.1.3. Para qualquer n 2 N, POIn e um submonoide inverso de I(Xn).O proximo resultado da-nos uma descric~ao das relac~oes de Green em POIn.Proposic~ao 2.1.4. Sejam n 2 N e s; t 2 POIn. Ent~ao:1. sR t se e so se Dom(s) = Dom(t);2. sL t se e so se Im(s) = Im(t);3. sH t se e so se s = t;4. sJ t se e so se j Im(s)jj Im(t)j. Alem disso, sJ t se e so se j Im(s)j= j Im(t)jDemonstrac~ao. As duas primeiras propriedades s~ao uma consequência imediata dasProposic~oes 1.3.1 e 1.3.11. A terceira resulta de imediato das duas primeiras e doLema 2.1.1. Resta-nos assim demonstrar a quarta propriedade. Com este objectivo,tomemos s; t 2 POIn. Primeiramente, suponhamos que j Im(s)j  j Im(t)j. Sejamk = j Im(s)j e X um subconjunto de Im(t) com k elementos. Seja u o elemento dePOIn denido por Dom(u) = Im(s) e Im(u) = X. Ent~ao s = sut 1tu 1, pelo ques J t. Reciprocamente, suponhamos que s J t. Ent~ao, s = utv, para certosu; v 2 POIn e portanto j Im(s)j  j Im(tv)j = j(Im(t))vj  j Im(t)j.A partir do resultado anterior, podemos concluir que POIn e um monoide ape-riodico. Alem disso, podemos ainda deduzir quePOIn=J = fJ0 <J J1 <J    <J Jng;
40em que Jk = fs 2 POIn j j Im(s)j = kg, para qualquer k 2 f0; 1; : : : ; ng.Tal como outras famlias de monoides de transformac~oes (por exemplo, a famliaOn, com n 2 N), os monoides POIn, com n 2 N , gozam da seguinte propriedade(vejam-se [38, 45, 22]):Proposic~ao 2.1.5. Para quaisquer n;m 2 N o produto directo POIn  POIm e amenos de um isomorsmo um submonoide de POIn+m.Demonstrac~ao. Sejam n;m 2 N . Dado um subconjunto X de f1; : : : ; mg, denote-mos por n + X o subconjunto fn + x j x 2 Xg de fn + 1; : : : ; n + mg. Tomemoss 2 POIn e t 2 POIm. Denimos uma transformac~ao parcial s;t sobre a cadeiaXn+m = f1 <    < n < n + 1 <    < n+mg do seguinte modo:Dom(s;t) = Dom(s) :[ (n +Dom(t))e, para qualquer k 2 Dom(s;t),ks;t = ( ks; se k 2 Dom(s)(k   n)t+ n; se k 2 n+Dom(t).Ent~ao s;t 2 POIn+m e a aplicac~ao' : POIn  POIm ! POIn+mdenida por (s; t)' = s;t, para quaisquer s 2 POIn e t 2 POIm, e um homomorsmoinjectivo de monoides, pelo que o resultado ca provado.2. Os ideais e as congruências de POInO nosso objectivo nesta secc~ao e apresentar uma descric~ao dos ideais e das con-gruências dos monoides POIn, com n 2 N .Seja n 2 N . Denotemos por 0 o zero do monoide POIn. Como (POIn=J ; J ) euma cadeia com n+1 elementos, atendendo a Proposic~ao 1.3.13, temos de imediato oseguinte resultado:Teorema 2.2.1. O monoide POIn possui n+1 ideais, os quais s~ao ideais principais.Mais precisamente, os ideais de POIn s~ao os subconjuntos da formaIk = fs 2 POIn j 0  j Im(s)j  kg;com k 2 f0; : : : ; ng, tendo-se f0g = I0  I1      In = POIn:
41Antes de darmos uma descric~ao das congruências de POIn, precisamos estabelecerdois lemas. Recordemos que os idempotentes de POIn s~ao exactamente as identida-des parciais de Xn, tendo-se e < f se e so se Dom(e)  Dom(f), para quaisqueridempotentes e e f de POIn.Lema 2.2.2. Sejam  uma congruência de POIn e e um idempotente de POIn. Seexiste um idempotente f de POIn tal que f < e e e  f , ent~ao e  0.Demonstrac~ao. Seja g um idempotente tal que g  e e g  e, com jDom(g)j mnimo.Como jDom(g)j  jDom(f)j < jDom(e)j, existe x 2 Dom(e) tal que x 62 Dom(g).Admitamos que Dom(g) 6= ;. Tomemos y 2 Dom(g) e seja X = (Dom(g)nfyg)[fxg.Notemos que jXj = jDom(g)j. Seja s o elemento de POIn denido por Dom(s) =Dom(g) e Im(s) = X. Como X  Dom(e), e claro que ses 1 = g. Por outro lado,sgs 1 e o idempotente de POIn de domnio Dom(g)nfxs 1g (uma vez que x 62 Dom(g)e X n fxg  Dom(g)) e e  g = ses 1  sgs 1. Ora, sgs 1  e e jDom(sgs 1)j <jDom(g)j, contra a hipotese. Logo Dom(g) = ;, donde g = 0 e portanto e  0.Lema 2.2.3. Seja  uma congruência de POIn e s 2 POIn. Se existe t 2 POIn talque t 6= s e s  t, ent~ao s  0.Demonstrac~ao. Em primeiro lugar, suponhamos que s = s2 e existe t pertencentea E(POIn) tal que t 6= s e s  t. Logo, s = s2  st e st  s. Se st < s, peloLema 2.2.2, temos s  0. Se st = s ent~ao s < t e portanto, pelo Lema 2.2.2, temost  0, donde s  0. Assim, provamos o lema para o caso em que s e um idempotente.Em seguida, consideremos s 2 POIn arbitrario e suponhamos que t 2 POIn e talque t 6= s e s  t. Como POIn e um monoide inverso, temos s 1 t 1 (Proposic~ao1.4.3), donde s 1s  t 1t e ss 1 tt 1. Se s 1s = t 1t e ss 1 = tt 1 ent~ao sH t, dondes = t, visto que POIn e aperiodico. Consequentemente, s 1s 6= t 1t ou ss 1 6= tt 1e portanto, aplicando o caso ja estudado para os idempotentes, temos s 1s  0 ouss 1 0, respectivamente. Logo, s  0.Podemos agora apresentar a seguinte descric~ao das congruências de POIn.Teorema 2.2.4. As congruências de POIn s~ao exactamente as n + 1 congruênciasde Rees.Demonstrac~ao. Utilizemos a notac~ao do Teorema 2.2.1. Consideremos k como sen-do a congruência de Rees associada ao ideal Ik, para qualquer k 2 f0; 1; : : : ; ng.
42Seja  uma congruência de POIn e tomemos X = fs 2 POIn j jsj > 1g. SeX = ; ent~ao  e a identidade e portanto  = 0. Suponhamos que X 6= ; eseja k = maxfj Im(s)j j s 2 Xg. Observemos que k  1. Seja s 2 X tal quej Im(s)j = k. Ent~ao, pelo Lema 2.2.3, s  0. Consequentemente, s1ss2  0, para quais-quer s1; s2 2 POIn, e portanto, como Ik e o ideal gerado por s (veja-se a Proposic~ao1.3.13), temos Ik  0. Por outro lado, se s 2 0 ent~ao s = 0, donde s 2 Ik, ou s 6= 0,donde s 2 X, pelo que j Im(s)j  k e portanto s 2 Ik. Logo 0 = Ik. Seguidamente,tomemos s 2 POIn tal que s 62 Ik. Ent~ao j Im(s)j > k e portanto s 62 X, pelo ques = fsg. Por conseguinte,  e a congruência de Rees associada ao ideal Ik.3. A caracterstica de POInSeja n 2 N . Seja Jk a J -classe de POIn constituda pelas transformac~oes dePOIn de caracterstica k, para qualquer 0  k  n. Observemos que J0 = f0g eJn = f1g. Antes de estabelecermos a caracterstica de POIn, provamos o seguintelema:Lema 2.3.1. O monoide POIn e gerado por Jn 1.Demonstrac~ao. Seja M o submonoide de POIn gerado por Jn 1. E claro que Mcontem Jn = f1g. Para obtermos o resultado pretendido basta provar que, para cadak  n   2, todo o elemento de Jk e produto de elementos de Jk+1. Em primeirolugar, tomemos um idempotente e de Jk. Como k  n   2, ent~ao podemos escolherdois inteiros distintos k1 e k2 n~ao pertencentes a Dom(e). Denimos dois elementos(idempotentes) e1 e e2 de POIn por Dom(ei) = Im(ei) = Dom(e)[fkig, com i = 1; 2.E claro que e1; e2 2 Jk+1 e e = e1e2. Mostramos pois que cada idempotente de Jk eproduto de dois idempotentes de Jk+1. No proximo passo tomamos um elemento s 2 Jktal que Dom(s) = f1; : : : ; kg. Se ks < n denimos s1 e s2 em POIn do seguinte modo:Dom(s1) = Dom(s) [ fng, Im(s1) = Im(s) [ fng e Dom(s2) = Im(s2) = Im(s). Ent~aos1 2 Jk+1, s2 2 Jk e s = s1s2. Como s2 e um idempotente de Jk, ja sabemos queexistem e1; e2 2 Jk+1 tais que s2 = e1e2 e portanto s e produto de três elementos deJk+1. Suponhamos agora que ks = n. Seja p o menor inteiro de f1; : : : ; kg tal queps 6= p (notemos que p existe pois ks 6= k) e sejams1 =  1    p  1 p p+ 1    k k + 11    p  1 p+ 1 p+ 2    k + 1 k + 2 !e s2 =  1    p  1 p p+ 1    k k + 11    p  1 p ps    (k   1)s ks ! :
43E claro que s1; s2 2 Jk+1 (observemos que (p 1)s = p 1 e ps > p, pelo que s2 pertencede facto a POIn) e s = s1s2. Em seguida, consideremos um elemento s 2 Jk tal queIm(s) = f1; : : : ; kg. Ent~ao s 1 2 Jk e Dom(s 1) = f1; : : : ; kg. Pelo caso anterior,s 1 = s1e1e2, para alguns s1; e1; e2 2 Jk+1, ou s 1 = s1s2, para alguns s1; s2 2 Jk+1.Logo, s = e 12 e 11 s 11 , com s 11 ; e 11 ; e 12 2 Jk+1, ou s = s 12 s 11 , com s 11 ; s 12 2 Jk+1.Finalmente, resta-nos considerar um elemento arbitrario s de Jk. Denimos s1; s2 2 Jkdo seguinte modo: Dom(s1) = Dom(s), Im(s1) = f1; : : : ; kg = Dom(s2) e Im(s2) =Im(s). Ent~ao s = s1s2. Uma vez que Im(s1) = f1; : : : ; kg = Dom(s2), como acabamosde provar s1 e s2 s~ao produto de elementos de Jk+1, pelo que s e tambem produto deelementos de Jk+1, cando assim concluda a demonstrac~ao.Consideremos os elementos g0; g1; : : : ; gn 1 de POIn denidos do seguinte modo:1. Dom(g0) = f2; : : : ; ng e yg0 = y   1, para qualquer y 2 Dom(g0), i.e.g0 =  2    n  1 n1    n  2 n  1 ! ;2. Para i 2 f1; 2; : : : ; n  1g, Dom(gi) = f1; 2; : : : ; ng n fn  i + 1g eygi = ( y; y 2 Dom(gi) n fn  igy + 1; y = n  i;i.e. gi =  1    n  i  1 n  i n  i+ 2    n1    n  i  1 n  i + 1 n  i+ 2    n ! :Teorema 2.3.2. Seja A = fg0; g1; : : : ; gn 1g. Ent~ao, A e um conjunto de geradoresdo monoide POIn. Alem disso, POIn tem caracterstica n.Demonstrac~ao. Em primeiro lugar, mostramos que A e um conjunto de geradoresde POIn. Para isso, atendendo ao Lema 2.3.1, basta mostrar que cada elementode Jn 1 pode ser escrito como produto de elementos de A. Seja Di = Dom(gi),com i 2 f0; 1; : : : ; n   1g. Tomemos s 2 Jn 1. Uma vez que D0; D1; : : : ; Dn 1s~ao exactamente todos os subconjuntos de f1; 2; : : : ; ng com n   1 elementos, ent~aoexistem i; j 2 f0; 1; : : : ; n   1g tais que Dom(s) = Di e Im(s) = Dj. Por outro lado,como Im(gi) = Di+1, para qualquer i = 0; 1; : : : ; n   2, e Im(gn 1) = D0, temos ques = gi    gj 1, se i < j, e s = gigi+1    gn 1g0    gj 1, se i  j. Ent~ao, A e umconjunto de geradores do monoide POIn.
44 Em seguida, mostramos que qualquer conjunto de geradores de POIn possui pelomenos n elementos. Seja B um conjunto de geradores de POIn. Observemos que,para provar que jBj  n, e suciente mostrar que, para cada i 2 f0; 1; : : : ; n   1g,existe t 2 B tal que Dom(t) = Di. Com efeito, tomemos i 2 f0; 1; : : : ; n  1g e sejamt1; : : : ; tm 2 B n f1g (m 2 N) tais que gi = t1    tm. Ent~ao Di = Dom(gi)  Dom(t1).Como gi 2 Jn 1 e t1 6= 1 ent~ao t1 2 Jn 1, pelo que jDom(t1)j = n   1 e portantoDi = Dom(t1). 4. Uma apresentac~ao para POInTemos por objectivo principal nesta secc~ao estabelecer uma apresentac~ao para osmonoides POIn (com n  1). O metodo que seguimos consiste em encontrar um par(X;R) que satisfaca as condic~oes da Proposic~ao 1.7.2.Comecamos por apresentar o nosso conjunto de relac~oes. Consideremos n letrasx0; x1; : : : ; xn 1 (n  1). Seja X = fx0; x1; : : : ; xn 1g.De agora em diante usamos a seguinte convenc~ao: dados i; j 2 f0; : : : ; n   1g,se i  j a express~ao xi   xj representa a palavra de comprimento j   i + 1 sobre oalfabeto X cuja letra na posic~ao p 2 f1; : : : ; j   i + 1g e xi+p 1 (i.e. os ndices dassuas letras est~ao ordenados de acordo com a ordem usual e s~ao consecutivos), casocontrario, i.e. se j < i, a express~ao xi   xj representa a palavra vazia. Por exemplo,neste contexto a express~ao x3   x2 denota a palavra vazia e n~ao a palavra x3x2.Consideremos os seguintes conjuntos de relac~oes:(R1) xix0 = x0xi+1, 1  i  n  2;(R2) xjxi = xixj, 2  i+ 1 < j  n  1;(R3) x20x1 = x20 = xn 1x20;(R4) xi+1xixi+1 = xi+1xi = xixi+1xi, 1  i  n  2;(R5) xixi+1   xn 1x0x1   xi 1xi = xi, 0  i  n  1;(R6) xi+1   xn 1x0x1   xi 1x2i = x2i , 1  i  n  1.Denotamos tambem a relac~ao x20x1 = x20 por R3a, a relac~ao xn 1x20 = x20 por R3b,as relac~oes xi+1xixi+1 = xi+1xi, 1  i  n  2, por R4a e as relac~oes xixi+1xi = xi+1xi,1  i  n  2, por R4b. SejaR = R1 [ R2 [ R3 [ R4 [ R5 [ R6:Ent~ao R e constitudo por 12(n2 + 5n  4) relac~oes.
45Exemplos 2.4.1. 1. O monoide POI1 e (a menos de um isomorsmo) o semireti-culado U1 = f0; 1g (i.e. o semireticulado com dois elementos, que e unico a menosde um isomorsmo) e e denido pela apresentac~ao de monoides hx0 j x20 = x0i. Poroutro lado, para n = 1, temos X = fx0g e R = fx30 = x20; x20 = x0g (a primeira relac~aopertence a R3 e a segunda a R5). Como x30 = x20 e trivialmente uma consequência dex20 = x0, e claro que POI1 e denido pela apresentac~ao de monoides hX j Ri.2. Denotemos por B2 o semigrupo de Brandt combinatorial de ordem 2, i.e. o unicosemigrupo inverso aperiodico 0-simples com dois idempotentes n~ao nulos (a menos deum isomorsmo). Este semigrupo aparece frequentemente denido pela apresentac~aode semigrupos hx0; x1 j x20 = x21 = 0; x0x1x0 = x0; x1x0x1 = x1i:Observemos que, para uma palavra w, a express~ao w = 0 representa o conjunto detodas as relac~oes da forma wx = xw = w, com x uma letra. Agora, dado que POI2e (a menos de um isomorsmo) o monoide B12 , ent~ao podemos armar que POI2 edenido pela apresentac~ao de monoideshx0; x1 j x30 = x20 = x21; x20x1 = x20; x1x20 = x20; x0x1x0 = x0; x1x0x1 = x1i:Para n = 2, temos R = fx20x1 = x20; x1x20 = x20; x0x1x0 = x0; x1x0x1 = x1; x0x21 = x21g.Uma vez que x30 = x20 e uma consequência de x20x1 = x20 e de x0x1x0 = x0 (de facto,x30  x20x0 = x20x1x0  x0x0x1x0 = x20), x21 = x20 e uma consequência de x20x1 = x20 ex0x21 = x21 (de facto, x21 = x0x21 = x20x21 = x20x1 = x20) e, por outro lado, x0x21 = x21 euma consequência de x30 = x21 = x20 (de facto, x0x21 = x0x20 = x20 = x21), ent~ao POI2 etambem denido pela apresentac~ao de monoides hX j Ri.3. Para n = 3, temos X = fx0; x1; x2g e o conjunto R e constitudo pelas seguintes10 relac~oes: x1x0 = x0x2, x20x1 = x20 = x2x20, x1x2x1 = x2x1 = x2x1x2, x0x1x2x0 = x0,x1x2x0x1 = x1, x2x0x1x2 = x2, x2x0x21 = x21 e x0x1x22 = x22 (observemos que R2 eainda vazia). Usando conjuntamente os pacotes [36] e [30] para o GAP, mostramosque hX j Ri tem 20 elementos. Sendo este o numero de elementos de POI3 e vistoque as transformac~oess0 =  2 31 2 ! ; s1 =  1 21 3 ! ; s2 =  1 32 3 !constituem um conjunto de geradores de POI3 que satisfazem todas as relac~oes de R,conclumos que POI3 e denido pela apresentac~ao de monoides hX j Ri.Fazendo uso dos mesmos pacotes para o GAP, estabelecemos tambem que o monoi-de denido pela apresentac~ao hX j Ri tem 70, 252 e 924 elementos, respectivamente
46para n = 4, n = 5 e n = 6, sendo este exactamente o numero de elementos de POI4,POI5 e POI6, respectivamente. Estes dados tambem podem ser obtidos usando opacote [47] para o GAP, mas em comparac~ao com [36] (em conjunto com [30]) o usode [47] e \incomparavelmente"mais lento (por exemplo, para n = 6, usando [47] soao m de quase uma semana se obtem uma resposta, enquanto que usando [36] aresposta obtem-se em apenas alguns minutos, na mesma maquina, neste caso, uma\Dec Alpha Station"). De forma analoga ao caso n = 3, podemos encontrar geradoresde POIn satisfazendo todas as relac~oes de R e, portanto, temos que POIn e denidopela apresentac~ao de monoides hX j Ri, para n 2 f4; 5; 6g.Considerando agora o caso geral, comecamos por provar o resultado seguinte:Proposic~ao 2.4.1. Para 1  i  n  1, a relac~ao x3i = x2i e uma consequência de R5e de R6.Demonstrac~ao. Tomemos 1  i  n  1. Ent~aox3i  xix2i = xi(xi+1   xn 1x0   xi 1x2i )  (xixi+1   xn 1x0   xi 1xi)xi = xixi(no segundo passo usamos R6 e no quarto R5).Seguidamente, mostramos que a palavra xn0 representa um zero do monoide denidopela apresentac~ao hX j Ri. Com este objectivo, comecamos por provar dois lemas:Lema 2.4.2. Para 1  i  n  1, a relac~ao xi+10 xi = xi+10 e uma consequência de R1e de R3a.Demonstrac~ao. Para i = 1, temos x20x1 = x20, por R3a. Suponhamos, por hipotesede induc~ao, que xi+10 xi = xi+10 , para certo 1  i < n  1. Ent~aoxi+20 xi+1  xi+10 x0xi+1 = xi+10 xix0 = xi+10 x0  xi+20(no segundo passo usamos R1 e no terceiro a hipotese de induc~ao).De forma analoga podemos provar o lema seguinte.Lema 2.4.3. Para 1  i  n  1, a relac~ao xixn i+10 = xn i+10 e uma consequência deR1 e de R3b.
47Denotemos por R50 a relac~ao x0x1   xn 1x0 = x0. Como consequência dos Lemas2.4.2 e 2.4.3, temos:Proposic~ao 2.4.4. A palavra xn0 representa um zero do monoide denido pela apre-sentac~ao hX j R1 [ R3 [ R50i. Alem disso, xn0 e tambem um zero do monoide denidopela apresentac~ao hX j Ri.Demonstrac~ao. Para provarmos este resultado basta mostrarmos que xxn0 = xn0 =xn0x, para qualquer x 2 X. Tomemos 1  i  n  1. Pelos Lemas 2.4.2 e 2.4.3, temosxn0xi = xn0 e xixn0 = xn0 . Por outro lado, aplicando R50 e o Lema 2.4.2, obtemosxn0  xn 10 x0 = xn 10 x0x1   xn 1x0  (xn0x1   xn 1)x0 = xn0x0  xn+10 ;como queramos demonstrar.Recordemos que o nosso objectivo e estabelecer uma apresentac~ao para os monoidesPOIn, usando o metodo fornecido pela Proposic~ao 1.7.2. O nosso candidato a conjuntode relac~oes e R. Seguidamente, apresentamos o nosso candidato W a conjunto depalavras reduzidas para POIn.Sejam k 2 f0; 1; : : : ; n  1g, ` = n  k (1  `  n) ewj  x` j+1   x` j+k  xn j+1 k   xn j; 1  j  `:Observemos que w1 = x`   xn 1w2 = x` 1   xn 2...w` 1 = x2   xk+1w` = x1   xk:A w1; : : : ; w` chamamos palavras k-principais. Observemos que jwjj = k, para qual-quer 1  j  `. Seja Wk o conjunto formado por todas as palavras da formaQj̀=1 ujx0̀Qj̀=1 vj;em que, para qualquer 1  j  `, uj e um suxo de wj e vj e um prexo de wj,0  ju1j      ju`j  k e k  jv1j      jv`j  0. Notemos que W0 = fxn0g(pois qualquer palavra 0-principal e a palavra vazia). Denimos tambem Wn = f1g eW =W0 [W1 [    [Wn.
48Exemplo 2.4.2. Seja n = 4. Ent~ao, as três palavras 1-principais s~aow1 = x3, w2 = x2 e w3 = x1,as duas palavras 2-principais s~aow1 = x2x3 e w2 = x1x2e a palavra 3-principal e w1 = x1x2x3:A ideia de considerar as linguagens Wk, com 0  k  n, foi inspirada na estruturadas J -classes de POIn, com n 2 f1; : : : ; 6g. De facto, para um conjunto convenientede geradores de POIn, a linguagemWk representa a J -classe Jk de todos os elementosde caracterstica k, para k 2 f0; : : : ; ng. Para n = 4, veja-se o apêndice no m destecaptulo.Para mostrar que a linguagemW satisfaz a segunda condic~ao da Proposic~ao 1.7.2,provamos que, para qualquer w 2 W e para qualquer 0  i  n 1, existe uma palavraw0 de W tal que a relac~ao wxi = w0 e uma consequência de R. Tendo em vista esteobjectivo, passamos em seguida a provar uma serie de lemas, os quais estabelecem asrelac~oes auxiliares de que necessitamos.E uma quest~ao de rotina provar que:Lema 2.4.5. Para quaisquer i; j  1 tais que i + j  n   1, a relac~ao xixj0 = xj0xi+je uma consequência de R1.Lema 2.4.6. Seja 1  p  n  2. Ent~ao a relac~aoQpj=1 (xn j+1 sj   xn j)xp+10 = Qpj=1 (xn j+1 sj   xn j 1)xp+10e uma consequência de R1 e de R3b, para quaisquer 0  s1      sp  n  p.Demonstrac~ao. Provamos o lema por induc~ao em p.Para p = 1, queremos mostrar que (xn s1   xn 1)x20 = (xn s1   xn 2)x20; paraqualquer 0  s1  n   1. Se s1 = 0, ent~ao temos simplesmente a relac~ao trivialx20 = x20, e se s1 = 1, temos exactamente a relac~ao R3b. Se s1  2, aplicando R3b, temos(xn s1   xn 1)x20  xn s1   xn 2xn 1x20 = (xn s1   xn 2)x20; como pretendamos.Suponhamos agora que a igualdade e valida para 1  p < n   2. Tomemoss1; : : : ; sp; sp+1 2 N tais que 0  s1      sp  sp+1  n  p  1. Ent~ao(xn p sp+1   xn p 2)xp+10 = xp+10 (xn sp+1+1   xn 1): (1)
49De facto, se 0  sp+1  1 ent~ao (1) e uma relac~ao trivial e, como n   p   2 > 0, sesp+1  2 ent~ao (1) resulta do Lema 2.4.5 (aplicado sp+1   1 vezes). Ent~ao,Qp+1j=1 (xn j+1 sj   xn j)x(p+1)+10 Qpj=1 (xn j+1 sj   xn j)(xn (p+1)+1 sp+1   xn (p+1))x(p+1)+10= Qpj=1 (xn j+1 sj   xn j)(xn p sp+1   xn p 2)x(p+1)+10 (pelo Lema 2.4.3)= Qpj=1 (xn j+1 sj   xn j)xp+10 (xn sp+1+1   xn 1)x0 (por (1))= Qpj=1 (xn j+1 sj   xn j 1)xp+10 (xn sp+1+1   xn 1)x0(por hipotese de induc~ao)= Qpj=1 (xn j+1 sj   xn j 1)(xn p sp+1   xn p 2)xp+10 x0 (por (1))= Qp+1j=1 (xn j+1 sj   xn j 1)x(p+1)+10 :Conclumos portanto que o lema e verdadeiro.Lema 2.4.7. Para qualquer 2  i  j  n  1, a relac~aoxj(xi 1   xj 1)x2j = xj(xi 1   xj 1)e uma consequência de R2 e de R4a.Demonstrac~ao. Se i = j, aplicando R4a duas vezes, temos xjxj 1x2j = xjxj 1, comopretendamos. Se i < j ent~aoxj(xi 1   xj 1)x2j = (xi 1   xj 2)xjxj 1x2j (por R2)= (xi 1   xj 2)xjxj 1 (pelo caso i = j)= xj(xi 1   xj 1); (por R2)como queramos demonstrar.Lema 2.4.8. Seja 1  i  n 1. Ent~ao, para qualquer i  p  n 1 e para quaisquern  p  r1      ri  1, a relac~aoxp0 Qij=1(xp j+1   xp j+rj) xp i+ri= (xri   xn (p+1))xp+10 Qij=1(xp j+2   xp j+rj) (xp i+1   xp (i+1)+ri)e uma consequência de R1, R2, R3a, R4 e de R6.
50Demonstrac~ao. Em primeiro lugar, provamos a igualdade para i = 1. Consideremos1  p  n   1 e n   p  r1  1. Se r1 = 1, precisamos provar que xp0xpxp =(x1   xn (p+1))xp+10 : De facto,xp0x2p = xp0(xp+1   xn 1x0x1   xp 1)x2p (por R6)= (x1   xn (p+1))xp+10 (x1   xp 1)x2p (pelo Lema 2.4.5)= (x1   xn (p+1))xp+10 : (pelo Lema 2.4.2)Suponhamos agora que r1  2. Ent~aoxp0(xp   xp 1+r1)xp 1+r1 xp0(xp   xp 2+r1)x2p 1+r1= xp0(xp   xp 2+r1)(xp+r1   xn 1x0x1   xp 2+r1x2p 1+r1) (por R6)= xp0(xp+r1   xn 1)(xp   xp 2+r1)x0(x1   xp 2+r1)x2p 1+r1 (por R2)= (xr1   xn (p+1))xp0x0(xp+1   xp 1+r1)(x1   xp 2+r1)x2p 1+r1(pelo Lema 2.4.5) (xr1   xn (p+1))xp+10 (xp+1   xp 1+r1)(x1   xp 1)(xp   xp 2+r1)x2p 1+r1= (xr1   xn (p+1))xp+10 (x1   xp 1)(xp+1   xp 1+r1)(xp   xp 2+r1)x2p 1+r1(por R2)= (xr1   xn (p+1))xp+10 (xp+1   xp 2+r1)xp 1+r1(xp   xp 2+r1)x2p 1+r1(pelo Lema 2.4.2)= (xr1   xn (p+1))xp+10 (xp+1   xp 2+r1)xp 1+r1(xp   xp 2+r1)(pelo Lema 2.4.7) (xr1   xn (p+1))xp+10 (xp+1   xp 1+r1)(xp   xp 2+r1):Assim, provamos a igualdade para i = 1.Seguidamente, por hipotese de induc~ao, admitamos que a igualdade e valida para1  i  1  n  2. Tomemos 1  i  p  n  1 e n  p  r1      ri  1.Comecamos por considerar as palavrasw1  (xp (i 1)+1   xp (i 1)+ri 1)(xp i+1   xp i+ri)xp i+rie w2  (xp (i 1)+1   xp i+ri)x2p i+ri+1(xp i+1   xp i+ri)(xp i+ri+2   xp (i 1)+ri 1)e provar que w1 = w2. De facto, tendo em conta quep  (i  1) + ri 1  p  i+ 1 + ri > p  i+ ri;
51temosw1  (xp (i 1)+1   xp i+ri)(xp i+ri+1   xp (i 1)+ri 1)(xp i+1   xp i+ri 1)x2p i+ri= (xp (i 1)+1   xp i+ri)(xp i+1   xp i+ri 1)(xp i+ri+1   xp (i 1)+ri 1)x2p i+ri (por R2)= (xp (i 1)+1   xp i+ri)(xp i+1   xp i+ri 1)xp i+ri+1x2p i+ri(xp i+ri+2   xp (i 1)+ri 1) (por R2)= (xp (i 1)+1   xp i+ri)(xp i+1   xp i+ri 1)xp i+ri+1xp i+rixp i+ri+1xp i+ri(xp i+ri+2   xp (i 1)+ri 1) (por R4a)= (xp (i 1)+1   xp i+ri)(xp i+1   xp i+ri 1)x2p i+ri+1xp i+ri(xp i+ri+2   xp (i 1)+ri 1) (por R4b)= (xp (i 1)+1   xp i+ri)x2p i+ri+1(xp i+1   xp i+ri 1)xp i+ri(xp i+ri+2   xp (i 1)+ri 1) (por R2) w2:Tomemos r0i 1 = ri e r0j = rj, para qualquer 1  j  i  2. Sejaw  xp0Qij=1 (xp j+1   xp j+rj)xp i+ri:Ent~aow  xp0Qi 2j=1 (xp j+1   xp j+rj)w1 = xp0Qi 2j=1 (xp j+1   xp j+rj)w2 xp0Qi 2j=1 (xp j+1   xp j+rj)(xp (i 1)+1   xp (i 1)+ri)xp (i 1)+ri(xp i+1   xp i+ri)(xp i+ri+2   xp (i 1)+ri 1) xp0Qi 1j=1 (xp j+1   xp j+r0j)xp (i 1)+r0i 1(xp i+1   xp i+ri)(xp i+ri+2   xp (i 1)+ri 1)Uma vez que n p  r1      ri 2  ri 1  ri  1 e i  p, temos, em particular,n  p  r01      r0i 2  r0i 1  1 e i  1  p. Logo, por hipotese, obtemosw = (xr0i 1   xn (p+1))xp+10 Qi 1j=1 (xp j+2   xp j+r0j)(xp (i 1)+1   xp i+r0i 1)(xp i+1   xp i+ri)(xp i+ri+2   xp (i 1)+ri 1) (xri   xn (p+1))xp+10 Qi 2j=1 (xp j+2   xp j+rj)(xp (i 1)+2   xp (i 1)+ri)(xp (i 1)+1   xp i+ri)(xp i+1   xp i+ri)(xp i+ri+2   xp (i 1)+ri 1)= (xri   xn (p+1))xp+10 Qi 2j=1 (xp j+2   xp j+rj)(xp (i 1)+2   xp i+ri+1)(xp i+ri+2   xp (i 1)+ri 1)(xp i+2   xp i+ri)(xp i+1   xp i+ri) (por R2) (xri   xn (p+1))xp+10 Qi 1j=1 (xp j+2   xp j+rj)(xp i+2   xp i+ri)(xp i+1   xp i+ri):
52Se ri = 1 ent~ao p j+2  p (i 1)+2 = (p  i+ri)+2, para qualquer 1  j  i 1,e portantow = (xri   xn (p+1))xp+10 Qi 1j=1 (xp j+2   xp j+rj)xp i+ri= (xri   xn (p+1))xp+10 xp i+riQi 1j=1 (xp j+2   xp j+rj) (por R2)= (xri   xn (p+1))xp+10 Qi 1j=1 (xp j+2   xp j+rj) (pelo Lema 2.4.2) (xri   xn (p+1))xp+10 Qij=1 (xp j+2   xp j+rj)(xp i+1   xp (i+1)+ri);visto que neste caso as palavras xp i+2   xp i+ri e xp i+1   xp (i+1)+ri s~ao vazias. Seri  2 ent~aoxp i+ri(xp i+1   xp i+ri) = (xp i+1   xp i+ri 2)xp i+rixp i+ri 1xp i+ri (por R2)= (xp i+1   xp i+ri 2)xp i+rixp i+ri 1 (por R4a)= xp i+ri(xp i+1   xp i+ri 2)xp i+ri 1 (por R2) xp i+ri(xp i+1   xp (i+1)+ri);dondew = (xri   xn (p+1))xp+10 Qi 1j=1 (xp j+2   xp j+rj)(xp i+2   xp i+ri)(xp i+1   xp (i+1)+ri) (xri   xn (p+1))xp+10 Qij=1 (xp j+2   xp j+rj)(xp i+1   xp (i+1)+ri):Logo, o lema ca demonstrado.Lema 2.4.9. Para quaisquer 1  p < i  j  n  1, a relac~ao(xp   xj)xi 1 = (xi   xj)(xp   xi 1)e uma consequência de R2 e de R4b.Demonstrac~ao. Tomemos 1  p < i  j  n  1. Ent~ao(xp   xj)xi 1  (xp   xi 2)xi 1xi(xi+1   xj)xi 1= (xp   xi 2)xi 1xixi 1(xi+1   xj) (por R2)= (xp   xi 2)xixi 1(xi+1   xj) (por R4b)= (xp   xi 2)xi(xi+1   xj)xi 1 (por R2)= xi(xi+1   xj)(xp   xi 2)xi 1 (por R2) (xi   xj)(xp   xi 1);como queramos demonstrar.
53Lema 2.4.10. Sejam 1  p  n  1 e 1  r < n  p. Dado 1  i  p, a relac~aoQpj=i (xn j+1 sj   xn j)xr= (xr+p i+1   xn i)Qp 1j=i (xn j+1 sj   xn (j+1))(xn p+1 sp   xr)e uma consequência de R2 e de R4b, para quaisquer n  p  r < si      sp  n  p.Demonstrac~ao. Tomemos 1  p  n   1, 1  r < n   p e n   p   r < sp  n   p.Ent~ao 1  n  p+ 1  sp < r + 1  n  p  n  1, donde, pelo Lema 2.4.9,(xn p+1 sp   xn p)xr = (xr+1   xn p)(xn p+1 sp   xr):Suponhamos, por hipotese de induc~ao, que a igualdade e valida para certo i  2(considerando p e r xados). O nosso objectivo e provar a igualdade para i 1. Sejamsi 1; si; : : : ; sp 2 N tais que n  p   r < si 1  si      sp  n   p. Notemos que,em particular, n  p  r < si      sp  n  p. Ent~ao, uma vez quen  (i  1) + 1  si 1 < r + p  (i  1) + 1  n  (i  1);pelo Lema 2.4.9, temos(xn (i 1)+1 si 1   xn (i 1))xr+p i+1= (xr+p (i 1)+1   xn (i 1))(xn (i 1)+1 si 1   xr+p i+1): (2)Em seguida, tomemos w  Qpj=i 1 (xn j+1 sj   xn j)xr: Ent~ao, atendendo a hipo-tese e a (2), temosw  (xn (i 1)+1 si 1   xn (i 1))Qpj=i (xn j+1 sj   xn j)xr= (xn (i 1)+1 si 1   xn (i 1))(xr+p i+1   xn i)Qp 1j=i (xn j+1 sj   xn (j+1))(xn p+1 sp   xr)= (xr+p (i 1)+1   xn (i 1))(xn (i 1)+1 si 1   xr+p i+1   xn i)Qp 1j=i (xn j+1 sj   xn (j+1))(xn p+1 sp   xr) (xr+p (i 1)+1   xn (i 1))Qp 1j=i 1 (xn j+1 sj   xn (j+1))(xn p+1 sp   xr);como pretendamos.O ultimo lema desta secc~ao, que a seguir apresentamos, completa a nossa lista derelac~oes auxiliares.
54Lema 2.4.11. Sejam 1  i  q  n  1. Dado 1  p  i, a relac~aoQij=p (xq j+1   xq j+rj)xt= (xt+i p+1   xq p+rp)Qij=p+1 (xq j+2   xq j+rj)(xq i+1   xt)e uma consequência de R2 e de R4b, para quaisquer n  q  rp      ri  0 e paraqualquer q   i + 1  t < q   i + ri.Demonstrac~ao. Tomemos 1  i  q  n   1. Comecamos por demonstrar a igual-dade para p = i. Sejam n  q  ri  0 e q   i+ 1 < t+ 1  q   i+ ri. Ent~ao, resultade imediato do Lema 2.4.9 que(xq i+1   xq i+ri)xt = (xt+1   xq i+ri)(xq i+1   xt);pelo que a igualdade e valida para p = i.Suponhamos, por hipotese de induc~ao, que a igualdade e valida para p + 1 (paracerto 1  p < i, considerando i e q xados). O nosso objectivo e provar a igualdadepara p. Tomemos rp; : : : ; ri; t 2 N tais que n  q  rp      ri  0 e q  i+1  t <q i+ri. Como q i+1  t < q i+ri  q i+rp, ent~ao q p+1  t+i p < q p+rpe portanto, pelo Lema 2.4.9, temos(xq p+1   xq p+rp)xt+i p = (xt+i p+1   xq p+rp)(xq p+1   xt+i p): (3)Seguidamente, tomemos w  Qij=p (xq j+1   xq j+rj)xt: Ent~ao, por hipotese (no-temos que n  q  rp+1      ri  0 e q   i+ 1  t < q   i+ ri) e pela relac~ao (3),temos w  (xq p+1   xq p+rp)Qij=p+1 (xq j+1   xq j+rj)xt= (xq p+1   xq p+rp)(xt+i p   xq (p+1)+rp+1)Qij=p+2 (xq j+2   xq j+rj)(xq i+1   xt)= (xt+i p+1   xq p+rp)(xq p+1   xt+i p   xq (p+1)+rp+1)Qij=p+2 (xq j+2   xq j+rj)(xq i+1   xt) (xt+i p+1   xq p+rp)Qij=p+1 (xq j+2   xq j+rj)(xq i+1   xt);como queramos demonstrar.Estamos agora em condic~oes de provar a seguinte propriedade da linguagem W :Proposic~ao 2.4.12. Dados w 2 W e 0  i  n  1, existe w0 2 W tal que a relac~aowxi = w0 e uma consequência de R.
55Demonstrac~ao. Dividimos esta prova em varios passos.Passo 1. Tomemos w 2 W0. Ent~ao w  xn0 e, pela Proposic~ao 2.4.4, para qualquer0  i  n  1, wxi = xn0 2 W .Passo 2. Tomemos k 2 f1; : : : ; n  1g e w 2 Wk. Sejam ` = n  k (1  `  n  1) ew1; : : : ; w` as palavras k-principais. Ent~aow  Qj̀=1 ujx0̀Qj̀=1 vj;para certos uj suxo de wj e vj prexo de wj, em que 1  j  `,0  ju1j      ju`j  k e k  jv1j      jv`j  0.Para cada j 2 f1; : : : ; `g, temosuj  xn j+1 sj   xn j e vj  x` j+1   x` j+rj ,para certos 0  sj; rj  k. Visto que jujj = sj e jvjj = rj, para qualquer j 2 f1; : : : ; `g,ent~ao temos 0  s1      s`  k e k  r1      r`  0.Dado j 2 f1; : : : ; `  1g, ent~ao k  rj  rj+1  0, pelo quen  j  `  j + rj > `  (j + 1) + rj+1  `  j   1:Tomemos pj = `  j + rj + 1, para cada 1  j  `. Ent~aon  j + 1  pj > pj+1  `  j;com 1  j  `   1. Para facilitar a notac~ao, convencionamos que no resto destaprova os ndices s~ao considerados modulo n. Assim, em particular, xn  x0. De-signemos xp1; : : : ; xp` por letras associadas a w (xpj e a primeira letra da sequênciax0; x1; : : : ; xn 1 a seguir a ultima letra de vj, para 1  j  `). Observemos que wpossui exactamente ` letras associadas distintas. Notemos ainda que x0 e uma letraassociada a w se e so se r1 = k (i.e. v1  w1). Com efeito, para certo 1  j  `,x0 = xpj se e so se a ultima letra de vj e xn 1 se e so se vj = w1 se e so se j = 1 er1 = k. Tomemos u Qj̀=1 uj:Passo 2.1. Comecamos por estudar as palavras da forma wxpi, com 1  i  `.Em primeiro lugar, consideramos a palavra wxp1.Suponhamos que r1 = k (i.e. x0 e uma letra associada a w). Ent~aowxp1  ux0̀Qj̀=1 vjx0 ux0̀(x`   x` 1+r1)Qj̀=2 (x` j+1   x` j+rj)x0 ux0̀(x`   xn 1)Qj̀=2 (x` j+1   x` j+rj)x0:
56Como n  1 > `  j+ rj, para qualquer 2  j  `, ent~ao aplicando R1 (Pj̀=2 rj vezes)a express~ao anterior, obtemoswxp1 = ux0̀(x`   xn 1)x0Qj̀=2 (x` j+2   x` j+rj+1)= ux0̀(x1   x` 1)(x`   xn 1)x0Qj̀=2 (x` j+2   x` j+rj+1)(pelo Lema 2.4.2)= ux0̀Qj̀=2 (x` j+2   x` j+rj+1) (por R50) ux0̀Qj̀=1 vj;em que vj  x` j+1   x` j+rj+1, para qualquer 1  j  `   1, e v`  1. E claro quevj e um prexo de wj, para qualquer 1  j  `. Por outro lado, visto que jvjj = rj+1,para qualquer 1  j  `  1, ent~ao jv1j      jv` 1j  jv`j = 0. Logowxp1 = ux0̀Qj̀=1 vj 2 Wk:Seguidamente, estudamos os casos em que xpi = xp1 , com r1 < k, ou xpi e talque 2  i  `. Nestes casos xpi n~ao e a letra x0. Observemos que, se j > i ent~ao`  i+ ri + 1 > `  j + rj + 1 e portanto, por R2, temosvjxpi  (x` j+1   x` j+rj)x` i+ri+1 = x` i+ri+1(x` j+1   x` j+rj)  xpivj:Consequentemente wxpi = ux0̀Qij=1 vjxpiQj̀=i+1 vj:Suponhamos que i  2 e ri 1 = ri.Se ri  1 ent~ao vi 1; vi 6= 1 e temosvi 1vixpi  (x` i+2   x` i+ri 1+1)(x` i+1   x` i+ri)x` i+ri+1 (x` i+2   x` i+ri+1)(x` i+1   x` i+ri)x` i+ri+1= (x` i+2   x` i+ri)(x` i+1   x` i+ri 1)x` i+ri+1x` i+rix` i+ri+1(por R2)= (x` i+2   x` i+ri)(x` i+1   x` i+ri 1)x` i+ri+1x` i+ri (por R4a)= (x` i+2   x` i+ri)x` i+ri+1(x` i+1   x` i+ri 1)x` i+ri (por R2) vi 1vi:Suponhamos que ri = 0. Ent~ao pi = `   i + 1 e, visto que 2  i  `, temos1  pi  `  1, pelo que, pelo Lema 2.4.2,x0̀xpi = x0̀:Se r1 = 0 ent~ao rj = 0, para qualquer 1  j  `, dondex0̀Qij=1 vjxpi  x0̀xpi = x0̀  x0̀Qij=1 vj:
57Se r1  1 ent~ao r1      rp  1 e rp+1 =    = ri 1 = ri = 0, para certo 1  p  i 2(neste caso, necessariamente, i  3, pois se i = 2 ent~ao r1 = r2 = 0). Nesta situac~ao,para 1  j  p, temos`  j + rj  `  j + 1  (`  i + 1) + 2 = pi + 2;donde vjxpi = xpivj, por R2. Logox0̀Qij=1 vjxpi  x0̀Qpj=1 vjxpiQij=p+1 vj = x0̀xpiQpj=1 vj = x0̀Qpj=1 vj:Por conseguinte, para i  2 e ri 1 = ri, em qualquer das situac~oes consideradas,temos wxpi = w 2 Wk:Suponhamos agora que i = 1 ou i  2, com ri 1 > ri. Denimos vj  vj, paraj 2 f1; : : : ; `gnfig, e vi  vixpi  x` i+1   x` i+ri+1. Ent~ao, para j 2 f1; : : : ; `gnfig,vj e, por construc~ao, um prexo de wj e jvjj = rj. Por outro lado, jvij = ri + 1 e vi eum prexo de wi se e so se ri + 1  k.Se i = 1, como por hipotese r1 < k, ent~ao v1 e um prexo de w1 e temos r1 + 1 >r2      r`, donde jv1j > jv2j      jv`j.Se i  2, visto que k  ri 1  ri + 1, ent~ao vi e um prexo de wi e temosr1      ri 1  ri + 1 > ri+1      r`  0;donde jv1j      jvi 1j  jvij > jvi+1j      jv`j  0:Por conseguinte, em ambos os casos, temos wxpi = ux0̀Qj̀=1 vj 2 Wk:Mostramos ate ao momento que existe w0 2 Wk tal que wxpi = w0, para qualquer1  i  `.Antes de prosseguir a demonstrac~ao convem estabelecer mais algumas notac~oes.Para k 2 f1; : : : ; n   1g e ` = n   k, designemos por ~w1; : : : ; ~w`; ~w`+1 as palavras(k   1)-principais, ou seja,~wj  x` j+2   x` j+k  xn j+2 k   xn j; 1  j  `+ 1:Ent~ao, os elementos de Wk 1 s~ao todas as palavras da formaQ`+1j=1 ~ujx`+10 Q`+1j=1 ~vj;em que ~uj e um suxo de ~wj e ~vj e um prexo de ~wj, para 1  j  `+ 1, com0  j~u1j      j~u`j  j~u`+1j  k   1 e k   1  j~v1j      j~v`j  j~v`+1j  0.
58 Passo 2.2. Em seguida, estudamos a palavra wx0, supondo que x0 n~ao e umaletra associada a w (donde r1 < k).Seja j 2 f1; : : : ; `g. Ent~ao, como rj  1 implica1  `  j + 1  `  j + rj  `  1 + r1 < `  1 + k = n  1;obtemos vjx0  (x` j+1   x` j+rj)x0 = x0(x` j+2   x` j+rj+1);aplicando as relac~oes R1 rj vezes. Logo,wx0  ux0̀Qj̀=1 vjx0 = ux`+10 Qj̀=1 (x` j+2   x` j+rj+1)  ux`+10 Q`+1j=1 ~vj;em que ~vj  x` j+2   x` j+rj+1, para qualquer 1  j  `, e ~v`+1 = 1. Comoj~vjj = rj  r1 < k, com 1  j  `, ent~ao ~vj e um prexo de ~wj, para qualquer1  j  `+ 1, e k   1  j~v1j      j~v`j  j~v`+1j = 0.Se k = 1 ent~ao `+ 1 = n e portanto, pela Proposic~ao 2.4.4, temoswx0 = xn0 2 W0 = Wk 1:Se k  2 ent~ao 1  `  n   2. Uma vez que 0  s1      s`  k = n   `,aplicando o Lema 2.4.6, obtemosux`+10  Qj̀=1 (xn j+1 sj   xn j)x`+10= Qj̀=1 (xn j+1 sj   xn j 1)x`+10 Q`+1j=2 (xn j+2 sj 1   xn j)x`+10 Q`+1j=1 ~ujx`+10 ;em que ~u1  1 e ~uj = xn j+2 sj 1   xn j, para qualquer 2  j  ` + 1. Dado2  j  `+1, se sj 1  1 ent~ao j~ujj = sj 1 1  k 1 = j ~wjj e as ultimas letras de ~uje ~wj coincidem, caso contrario j~ujj = 0, pelo que, em ambos os casos, ~uj e um suxo de~wj. Visto que ~u1 e trivialmente um suxo de ~w1 e 0 = j~u1j  j~u2j      j~u`+1j  k 1,temos wx0 = Q`+1j=1 ~ujx`+10 Q`+1j=1 ~vj 2 Wk 1:Passo 2.3. Seja i 2 f1; : : : ; `g e consideremos a palavra wx` i+ri, supondo quex` i+ri n~ao e x0 nem uma letra associada a w. Tomemos qi = `  i + ri. Observemosque, se i = ` ent~ao r`  1 (caso contrario qi = 0). Por outro lado, se 1  i  `   1ent~ao ri > ri+1 (caso contrario qi = `  i+ ri+1 = `  (i+ 1) + ri+1 + 1 = pi+1), donderi  1.
59Admitamos que 1  i  `   1. Para qualquer j 2 fi + 1; : : : ; `g, como ri > ri+1,ent~ao (`  j + rj) + 2  (`  (i+ 1) + ri+1) + 2 = `  i+ ri+1 + 1  `  i + rie portanto, por R2, temosvjxqi  (x` j+1   x` j+rj)x` i+ri = x` i+ri(x` j+1   x` j+rj)  xqivj:Consequentemente Qj̀=1 vjxqi = Qij=1 vjxqiQj̀=i+1 vj:Notemos que esta igualdade e ainda valida para i = `.A partir de agora, suponhamos pois i 2 f1; : : : ; `g. Como n `  r1      ri  1(e 1  i  `  n  1), pelo Lema 2.4.8, temosx0̀Qj̀=1 vjxqi = (xri   xn (`+1))x`+10 Qij=1 (x` j+2   x` j+rj)(x` i+1   x` (i+1)+ri)Qj̀=i+1 vj u`+1x`+10 Q`+1j=1 ~vj;em que u`+1 = xri   xn (`+1) e~vj  8><>: x` j+2   x` j+rj ; se 1  j  ix` (i+1)+2   x` (i+1)+ri ; se j = i+ 1vj 1  x` j+2   x` j+rj 1+1; se i+ 2  j  `+ 1:Como j~vjj = rj   1  k   1, 1  j  i, e j~vi+1j = ri   1  k   1, e claro que ~vj e umprexo de ~wj, para qualquer 1  j  i+1. Por outro lado, para j 2 fi+2; : : : ; `g (seexistir algum), temos j~vjj = rj 1  ri+1 < ri  k, pelo que ~vj e tambem um prexo de~wj. Alem disso, k   1  r1   1      ri   1  ri+1      r`  0e portanto k   1  j~v1j      j~vij = j~vi+1j  j~vi+2j      j~v`+1j  0:Se k = 1 ent~ao `+ 1 = n e portanto, pela Proposic~ao 2.4.4, temoswxqi = xn0 2 W0 =Wk 1:Admitamos que k  2. Como ri  1, ent~ao e obvio que u`+1 e um suxo de ~w`+1.Notemos que u`+1  1 se e so se ri = k.
60 Suponhamos em primeiro lugar que ri = k. Como1  `  n  2 e 0  s1      s`  n  `,pelo Lema 2.4.6, temosQ`+1j=1 ujx`+10  Qj̀=1 (xn j+1 sj   xn j)x`+10= Qj̀=1 (xn j+1 sj   xn j 1)x`+10 :Tomemos ~u1  1 e ~uj = xn j+2 sj 1   xn j, para qualquer 2  j  ` + 1. Ent~aoj~u1j = 0 e j~ujj = maxf0; sj 1  1g  k  1, com 2  j  `+1, pelo que ~uj e um suxode ~wj, para qualquer 1  j  `+ 1, e 0 = j~u1j  j~u2j      j~u`+1j  k   1. Logowxqi = Q`+1j=1 ~ujx`+10 Q`+1j=1 ~vj 2 Wk 1:Suponhamos em seguida que ri < k. Comecemos por admitir que s`  k   ri.Ent~ao 0  s1      s`  k   ri  k   1 e portanto uj e certamente um suxo de~wj, para qualquer 1  j  ` (notemos que tambem u`+1 e um suxo de ~w`+1). Alemdisso, 0  ju1j      ju`j = s`  k   ri = ju`+1j e portantowxqi = Q`+1j=1 ujx`+10 Q`+1j=1 ~vj 2 Wk 1:Admitamos agora que k   ri < s` e tomemos o menor inteiro t 2 f1; : : : ; `g tal quek   ri < st. Ent~ao 0  s1      st 1  k   ri < st      s`e, tal como no caso anterior, uj e certamente um suxo de ~wj, para qualquer 1  j t   1. Tomemos ~uj  uj, para qualquer 1  j < t   1. Por outro lado, uma vez que1  t  `  n  1, 1  ri < k = n  ` en  `  ri = k   ri < st      s`  k = n  `;estamos nas condic~oes do Lema 2.4.10 (recordemos que ju`+1j  1) e portantoQ`+1j=t uj  Qj̀=t ujxri(xri+1   xn (`+1))= (xri+` t+1   xn t)Q` 1j=t (xn j+1 sj   xn (j+1))(xn `+1 s`   xri)(xri+1   xn (`+1)) (xri+` t+1   xn t)Qj̀=t (xn (j+1)+2 sj   xn (j+1)) Q`+1j=t ~uj;
61com ~ut  xri+` t+1   xn t e ~uj = xn j+2 sj 1   xn j, para qualquer t+1  j  `+1.Como ~ut = k   ri  k   1 e ~uj = sj 1   1  k   1, com t + 1  j  `+ 1, ent~ao ~uj eum suxo de ~wj, para qualquer t  j  `+ 1. Alem disso,0  j~u1j      j~ut 1j = st 1  k  ri = j~utj  st   1 = j~ut+1j      s`  1 = j~u`+1j:Logo wxqi = Q`+1j=1 ~ujx`+10 Q`+1j=1 ~vj 2 Wk 1:Portanto, em qualquer dos casos, provamos que existe w0 2 Wk 1 tal que wxqi = w0.Passo 2.4. Finalmente, estudamos todas as palavras wxt, com 0  t  n  1, queainda n~ao tenham sido estudadas, ou seja, todas as palavras wxt, em que t pertence aum dos seguintes intervalos (de inteiros):1. I` =]0; r`[;2. Ii =]`  i+ ri+1; `  i+ ri[, com 1  i  `  1;3. I0 =]` + r1; n[.Tomando r0 = n   ` e r`+1 = 0, podemos ent~ao escrever Ii =]`   i + ri+1; `  i + ri[,para qualquer 0  i  `, cobrindo assim os três casos.Seja 0  i  ` tal que Ii 6= ; e tomemos t 2 Ii. Notemos que, se Ii 6= ; ent~aori  2 e portanto rj  2, para qualquer j 2 f1; : : : ; ig (se existir algum).Tomemos j 2 fi + 1; : : : ; `g. Como(`  j + rj) + 2  (`  (i+ 1) + ri+1) + 2 = `  i+ ri+1 + 1  t;aplicando R2, obtemos vjxt = xtvj. LogoQj̀=1 vjxt = Qij=1 vjxtQj̀=i+1 vj:Suponhamos que i  1. Uma vez que ` i  ` i+ri+1 < t, ent~ao ` i+1  t < ` i+rie portanto, pelo Lema 2.4.11, temosQij=1 vjxt = (xt+i   x` 1+r1)Qij=2 (x` j+2   x` j+rj)(x` i+1   xt):Alem disso, visto que t < `  i + ri  `  i+ r1, temos t + i  `  1 + r1 ex0̀(xt+i   x` 1+r1) = x0̀(xt+i   xn 1x0x1   xt+i)(xt+i+1   x` 1+r1) (por R5)= (xt+i `   xn (`+1))x`+10 (x1   x` 1+r1) (pelo Lema 2.4.5)= (xt+i `   xn (`+1))x`+10 (x`+1   x` 1+r1): (pelo Lema 2.4.2)
62Suponhamos agora que i = 0. Ent~ao `  `+ r1 < t e portantox0̀xt = x0̀(xt   xn 1x0x1   xt) (por R5)= (xt `   xn (`+1))x`+10 (x1   xt) (pelo Lema 2.4.5)= (xt `   xn (`+1))x`+10 (x`+1   xt): (pelo Lema 2.4.2)Logo, quer para i = 0 quer para i  1, temosx0̀Qj̀=1 vjxt = (xt+i `   xn (`+1))x`+10 Q`+1j=1 ~vj;em que ~vj  8><>: x` j+2   x` j+rj ; se 1  j  ix` i+1   xt; se j = i + 1vj 1  x` j+2   x` j+rj 1+1; se i+ 2  j  `+ 1:E claro que ~vj e um prexo de ~wj se e so se j~vjj  k  1, para qualquer 1  j  `+ 1.Se j 2 f1; : : : ; ig ent~ao j~vjj = rj   1 e, como t < `  i+ ri, temosj~vi+1j = t  `+ i  ri   1:Consequentemente, k   1  j~v1j      j~vij  j~vi+1j. Alem disso, para cada i + 2 j  `+ 1, como `  i+ ri+1 < t, ent~aoj~vjj = rj 1  ri+1 < t  `+ i = j~vi+1j:Logo ~vj e um prexo de ~wj, para qualquer 1  j  `+ 1, ek   1  j~v1j      j~vi+1j > j~vi+2j      j~v`+1j  0:Tomemos u`+1 = xt+i `   xn (`+1). Visto que ` + 1  t + i  n   1, temos1  ju`+1j = n  (t+ i)  n  (`+ 1) = k   1 e e claro que u`+1 e um suxo de ~w`+1.Suponhamos que s`  n  (t+ i). Ent~ao0  ju1j      ju`j  ju`+1j  k   1e portanto uj e tambem um suxo de ~wj, para qualquer 1  j  `. Logowxt = Q`+1j=1 ujx`+10 Q`+1j=1 ~vj 2 Wk 1:Suponhamos agora que n  (t + i) < s` e tomemos o menor inteiro p 2 f1; : : : ; `g talque n  (t+ i) < sp. Por conseguinte, temos0  s1      sp 1  n  (t + i) < sp      s`  k = n  `:
63Seja r = t+ i  `. Como 1  t+ i  `  n  (`+ 1), ent~ao 1  r < n  `. Alem disso,n  `  r = n  (t+ i) < sp      s`  n  `;e portanto, pelo Lema 2.4.10,Q`+1j=1 uj  Qp 1j=1 uj Qj̀=p ujxr (xr+1   xn (`+1))= Qp 1j=1 uj(xr+` p+1   xn p)Q` 1j=p (xn j+1 sj   xn (j+1))(xn `+1 s`   xr)(xr+1   xn (`+1)) Qp 1j=1 uj(xt+i p+1   xn p)Qj̀=p (xn j+1 sj   xn (j+1)) Q`+1j=1 ~uj;em que ~uj  8><>: uj; se 1  j  p  1xt+i p+1   xn p; se j = pxn j+2 sj 1   xn j; se p+ 1  j  `+ 1:Temos 0  j~u1j      j~up 1j = sp 1  n  (t + i) = j~upj  sp   1  k   1e j~ujj = sj 1   1  k   1, para qualquer p + 1  j  ` + 1. Logo, ~uj e um suxo de~wj, para qualquer 1  j  `+ 1, e 0  j~u1j      j~u`+1j. Assim, uma vez mais,wxt = Q`+1j=1 ~ujx`+10 Q`+1j=1 ~vj 2 Wk 1:Passo 3. Tomemos w 2 Wn, ou seja, w  1. Notemos que, sendo w1  x1   xn 1 aunica palavra (n  1)-principal, ent~aoWn 1 = fu1x0v1 j u1 um suxo de w1 e v1 um prexo de w1g:Logo, wx0 = x0 2 Wn 1:Por outro lado, por R5, para qualquer 1  i  n  1, temoswxi = xi = (xi   xn 1)x0(x1   xi) 2 Wn 1:Fica assim terminada a prova deste resultado.Como observamos imediatamente a seguir a Proposic~ao 1.7.2, temos agora comoconsequência da proposic~ao anterior o seguinte resultado:Corolario 2.4.13. Dada uma palavra w 2 X, ent~ao existe uma palavra w0 2 W talque a relac~ao w = w0 e uma consequência de R.
64 Seja A = fg0; g1; : : : ; gn 1g o conjunto de geradores denido na secc~ao 3 (Teorema2.3.2). Temos o seguinte resultado:Proposic~ao 2.4.14. O conjunto de geradores A do monoide POIn satisfaz todas asrelac~oes de R.Demonstrac~ao. A seguinte convenc~ao facilita a apresentac~ao das vericac~oes ne-cessarias: dados s 2 POIn e y 2 f0; 1; : : : ; ng, se y 62 Dom(s), escrevemos ys = 0.1. Seja 1  i  n  2 e tomemos y 2 f1; : : : ; ng. Se y 62 fn  i; n  i+ 1g ent~aoygig0 = yg0 = y   1 = (y   1)gi+1 = yg0gi+1:Se y = n  i ent~ao ygig0 = (y + 1)g0 = y = (y   1)gi+1 = yg0gi+1:Finalmente, se y = n  i+ 1 ent~aoygig0 = 0g0 = 0 = (y   1)gi+1 = yg0gi+1:Logo, gig0 = g0gi+1 e portanto A satisfaz R1.2. Sejam i; j 2 f1; : : : ; n   1g tais que 2  i + 1 < j  n   1. Tomemosy 2 f1; : : : ; ng. Suponhamos que y 62 fn  j; n  j + 1; n  i; n  i + 1g. Ent~ao,ygjgi = ygi = y = ygj = ygigj:Tendo em conta que n  j < n  j + 1 < n  i < n  i+ 1, temos:se y = n  j ent~ao y; y + 1 62 fn  i; n  i+ 1g e portantoygjgi = (y + 1)gi = y + 1 = ygj = ygigj;se y = n  j + 1 ent~ao y 62 fn  i; n  i+ 1g, pelo queygjgi = 0gi = 0 = ygj = ygigj;se y = n  i ent~ao y; y + 1 62 fn  j; n  j + 1g e portantoygjgi = ygi = y + 1 = (y + 1)gj = ygigj;nalmente, se y = n  i + 1 ent~ao y 62 fn  j; n  j + 1g, pelo queygjgi = ygi = 0 = 0gj = ygigj:Logo, gjgi = gigj, donde A satisfaz R2.
653. Em seguida, provamos que A satisfaz R3. Ora,1g20g1 = 1g20 = 1gn 1g20 = 0 = 2g20g1 = 2g20 = 2gn 1g20e, para y 2 f3; : : : ; ng, temosyg20g1 = (y   1)g0g1 = (y   2)g1 = y   2 = (y   1)g0 = yg20 = ygn 1g20:Logo, g20g1 = g20 = gn 1g20.4. Seja 1  i  n  2 e tomemos y 2 f1; : : : ; ng. Se y 62 fn  i  1; n  i; n  i+1gent~ao ygi = y = ygi+1, pelo queygigi+1gi = ygi+1gi = ygi+1gigi+1 = y:Alem disso, (n  i  1)gigi+1gi = (n  i  1)gi+1gi= (n  i  1)gi+1gigi+1= n  i + 1;(n  i)gigi+1gi = (n  i)gi+1gi= (n  i)gi+1gigi+1 = 0e (n  i+ 1)gigi+1gi = (n  i+ 1)gi+1gi= (n  i+ 1)gi+1gigi+1 = 0;pelo que gigi+1gi = gi+1gi = gi+1gigi+1. Logo, A satisfaz R4.5. Para cada 0  i  n  1, denimos hi = gi+1    gn 1g0g1    gi 1: Provemos quehi e o inverso de gi, com 0  i  n  1. Consideremos em primeiro lugar i = 0. Sejay 2 f1; : : : ; n  1g. Ent~ao,yh0 = yg1    gn y 1gn ygn y+1    gn 1= ygn ygn y+1    gn 1= (y + 1)gn y+1    gn 1= y + 1e nh0 = ng1g2    gn 1 = 0g2    gn 1 = 0:Logo, h0 e o inverso de g0 e portanto, em particular, g0g1    gn 1g0 = g0. Em seguida,consideremos 1  i  n  1. Ent~ao, dado y 2 f1; : : : ; n  i  1g, temosyhi = y(gi+1    gn y 1)gn y(gn y+1    gn 1)g0g1    gi 1= ygn y(gn y+1    gn 1)g0g1    gi 1= (y + 1)(gn y+1    gn 1)g0g1    gi 1= (y + 1)g0g1    gi 1= yg1    gi 1= y:
66Por outro lado, (n  i)hi = 0 e(n  i + 1)hi = (n  i + 1)(gi+1    gn 1)g0g1    gi 1= (n  i + 1)g0g1    gi 1= (n  i)g1    gi 1= n  i:Finalmente, dado y 2 fn  i+ 2; : : : ; ng, temosyhi = y(gi+1   gn 1)g0g1    gi 1= yg0g1    gi 1= (y   1)g1    gn ygn y+1gn y+2    gi 1= (y   1)gn y+1gn y+2    gi 1= ygn y+2   gi 1= y:Podemos assim concluir que hi e o inverso de gi e portanto, em particular, temosgigi+1   gn 1g0g1    gi 1gi = gi. Logo, A satisfaz R5.6. Seja 1  i  n 1. Seja hi = gi+1    gn 1g0g1   gi 1. Tomemos y 2 f1; : : : ; ng.Se y 62 fn  i; n  i+ 1g ent~ao yhig2i = yg2i . Por outro lado, temos(n  i)hig2i = 0g2i = 0 = (n  i + 1)gi = (n  i)g2ie (n  i + 1)hig2i = (n  i)g2i = (n  i+ 1)gi = 0 = 0gi = (n  i+ 1)g2i ;pelo que gi+1    gn 1g0g1    gi 1g2i = g2i ;donde A satisfaz R6. A prova ca assim completa.Tomemos 1  k  n   1, ` = n   k e w1; : : : ; w` as palavras k-principais. Ob-servemos que o numero de sequências distintas da forma (u1; : : : ; u`), em que, para1  j  `, uj e um suxo de wj e 0  ju1j      ju`j  k, e igual ao numero detransformac~oes (totais) crescentes de f1; : : : ; `g em f1; : : : ; k+1g. Por outro lado, estenumero e igual ao numero de combinac~oes com repetic~ao de k + 1 objectos tomando `de cada vez, i.e. (veja-se [20])(k + 1) + `  1(k + 1)  1  = nk:Como o numero de sequências distintas da forma (v1; : : : ; v`), em que, para 1  j  `,vj um e prexo de wj e k  jv1j      jv`j  0, e igual ao numero de sequências
67distintas da forma (u1; : : : ; u`), com uj um suxo de wj, para qualquer 1  j  `, e0  ju1j      ju`j  k, ent~ao jWkj = nk2 = jJkj;em que Jk = fs 2 POIn j j Im(s)j = kg. Por conseguinte, pela Proposic~ao 2.1.2,temos jW j = jPOInj:Finalmente, atendendo a Proposic~ao 2.4.14, ao Corolario 2.4.13 e a igualdade an-terior, estamos nas condic~oes da Proposic~ao 1.7.2, pelo que o resultado principal destasecc~ao ca demonstrado.Teorema 2.4.15. O monoide POIn e denido pela apresentac~ao hX j Ri.Observemos que a apresentac~ao para os monoides POIn, com n 2 N , que acaba-mos de exibir em geral n~ao e independente (uma apresentac~ao diz-se independente sen~ao contem relac~oes superuas). Por exemplo, para n 2 f1; : : : ; 6g, a relac~ao R3b esuperua. Este facto pode ser vericado usando o programa GAP da forma descritano exemplo 2.4.1. Conjecturamos que, em geral, a relac~ao R3b pode ser deduzida dasrestantes. ApêndiceConsideremos o seguinte conjunto de geradores do monoide POI4:x0 =  2 3 41 2 3 ! ; x1 =  1 2 31 2 4 ! ; x2 =  1 2 41 3 4 ! ; x3 =  1 3 42 3 4 ! :Para k 2 f0; : : : ; 4g, denotemos por Jk a J -classe de POI4 dos elementos decaracterstica k. Observemos, em primeiro lugar, que x4 k0 2 Jk, para k 2 f0; : : : ; 3g.Para k = 1, temos x30 =  41 e considerando o subgrafo RC1 do grafo de Cayley adireita de POI4, obtemosRx30 = fx30; x30  x3; x30  x3  x2; x30  x3  x2  x1g:
68
- - - 41 !  42 !  43 !  44 !x3 x2 x1Figura 1: o grafo RC1A partir do subgrafo LC1 do grafo de Cayley a esquerda de POI4, obtemos tambemLx30 = fx30; x1  x30; x2  x1  x30; x3  x2  x1  x30g:   11 !  21 !  31 !  41 !x3 x2 x1Figura 2: o grafo LC1Seguidamente, consideremos k = 2. Ent~ao x20 =  3 41 2 e a partir dos subgrafos RC2e LC2 do grafo de Cayley a direita de POI4 e do grafo de Cayley a esquerda de POI4,respectivamente, obtemosRx20 = fx20; x20  x2; x20  x2  x1; x20  x2x3; x20  x2x3  x1; x20  x2x3  x1x2ge Lx20 = fx20; x2  x20; x1x2  x20; x3  x2  x20; x3  x1x2  x20; x2x3  x1x2  x20g:
 3 42 3 !
- -
 3 42 4 !
 3 41 2 !  3 41 3 !  3 41 4 !




Figura 3: o grafo RC2
69
 2 31 2 !

 2 41 2 !
 1 21 2 !  1 31 2 !  1 41 2 !
 3 41 2 !
x2 x1 ? ?
?x1x3 x3
x2
Figura 4: o grafo LC2Finalmente, para k = 3, temosRx0 = fx0; x0  x1; x0  x1x2; x0  x1x2x3ge Lx0 = fx0; x3  x0; x2x3  x0; x1x2x3  x0g(vejam-se os grafos RC3 e LC3).- - - 2 3 41 2 3 !  2 3 41 2 4 !  2 3 41 3 4 !  2 3 42 3 4 !x1 x2 x3Figura 5: o grafo RC3
   1 2 31 2 3 !  1 2 41 2 3 !  1 3 41 2 3 !  2 3 41 2 3 !x1 x2 x3Figura 6: o grafo LC3
Podemos ent~ao representar a estrutura de POI4 em J -classes da seguinte forma:
70 1x1x2x3  x0 x1x2x3  x0  x1 x1x2x3  x0  x1x2 x1x2x3  x0  x1x2x3x2x3  x0 x2x3  x0  x1 x2x3  x0  x1x2 x2x3  x0  x1x2x3x3  x0 x3  x0  x1 x3  x0  x1x2 x3  x0  x1x2x3x0 x0  x1 x0  x1x2 x0  x1x2x3x2x3x1x2x20 x2x3x1x2x20x2 x2x3x1x2x20x2x1 x2x3x1x2x20x2x3 x2x3x1x2x20x2x3x1 x2x3x1x2x20x2x3x1x2x3x1x2x20 x3x1x2x20x2 x3x1x2x20x2x1 x3x1x2x20x2x3 x3x1x2x20x2x3x1 x3x1x2x20x2x3x1x2x3x2x20 x3x2x20x2 x3x2x20x2x1 x3x2x20x2x3 x3x2x20x2x3x1 x3x2x20x2x3x1x2x1x2x20 x1x2x20x2 x1x2x20x2x1 x1x2x20x2x3 x1x2x20x2x3x1 x1x2x20x2x3x1x2x2x20 x2x20x2 x2x20x2x1 x2x20x2x3 x2x20x2x3x1 x2x20x2x3x1x2x20 x20x2 x20x2x1 x20x2x3 x20x2x3x1 x20x2x3x1x2x3  x2  x1  x30 x3  x2  x1  x30  x3 x3  x2  x1  x30  x3  x2 x3  x2  x1  x30  x3  x2  x1x2  x1  x30 x2  x1  x30  x3 x2  x1  x30  x3  x2 x2  x1  x30  x3  x2  x1x1  x30 x1  x30  x3 x1  x30  x3  x2 x1  x30  x3  x2  x1x30 x30  x3 x30  x3  x2 x30  x3  x2  x1x40(a cor mais escura est~ao assinalados os elementos dos grafos anteriores).
Captulo 3O monoide das transformac~oes parciaisinjectivas que preservam a orientac~aosobre uma cadeia nita
Neste captulo fazemos uma abordagem analoga a feita no captulo anterior, destavez elegendo o monoide POPIn, das transformac~oes parciais injectivas que pre-servam a orientac~ao sobre uma cadeia com n elementos (n 2 N), como objecto donosso estudo. Assim, na primeira secc~ao mostramos que POPIn e um monoideinverso de I(Xn), determinamos o seu cardinal e apresentamos uma descric~ao dasrelac~oes de Green. Na segunda secc~ao, mostramos que POPIn e gerado por doiselementos (mas n~ao por menos), para qualquer n  2. Seguidamente, na secc~ao 3,exibimos descric~oes para os ideais e para o reticulado das congruências de POPIn.A ultima secc~ao deste captulo e dedicada a determinac~ao de uma apresentac~aopara estes monoides, para o que, a semelhanca do que zemos no captulo ante-rior, procuramos encontrar um par (X;R) que satisfaca as condic~oes da Proposic~ao1.7.2. As apresentac~oes exibidas para os monoides POPIn s~ao construdas a custadas estabelecidas para os monoides POIn. Obtemos deste modo uma apresentac~aopara POPIn com n+1 geradores e 12(n2+7n 2) relac~oes. A partir desta, usandotransformac~oes de Tietze, deduzimos outra apresentac~ao para POPIn com apenas2 geradores e o mesmo numero de relac~oes.1. O monoide POPInSeja n 2 N . Seja Xn = f1 < 2 <    < ng uma cadeia com n elementos. Dizemosque uma sequência a = (a1; a2; : : : ; at) de t (t  0) elementos de Xn e cclica se n~aoexistir mais do que um ndice i 2 f1; : : : ; tg tal que ai > ai+1, convencionando queat+1 = a1. Observemos que a sequência a e cclica se e so se a e constante ou existeum e um so ndice i 2 f1; : : : ; tg tal que ai > ai+1. Alem disso, a sequência a e cclica
72se e so se e vazia ou existe i 2 f0; 1; : : : ; t  1g tal queai+1  ai+2      at  a1      ai: (4)Nas condic~oes anteriores, ondice i 2 f0; 1; : : : ; t 1g e unico, excepto se a for constantee t  2. De facto, suponhamos que existe j 2 f0; 1; : : : ; t  1g n fig tal queaj+1  aj+2      at  a1      aj: (5)Ent~ao, t  2 e, podemos admitir, sem perda de generalidade, que i < j. Assim,i + 1  j, pelo que, por (4), temos ai+1  aj  at  a1  ai e, por (5), temosai  ai+1  aj. Logo, ai = ai+1 e portanto a e uma sequência constante.Seja s 2 PT (Xn) e suponhamos que Dom(s) = fa1; : : : ; atg, com a1 <    < at et  0. Dizemos que a transformac~ao parcial s preserva a orientac~ao se a sequência dassuas imagens (a1s; : : : ; ats) e cclica, i.e. se existe no maximo um ndice i 2 f1; : : : ; tgtal que ais > ai+1s. Denotamos por POPn o subconjunto de PT (Xn) formado portodas as transformac~oes (parciais) que preservam a orientac~ao, por OPn o subconjuntode POPn de todas as transformac~oes totais que preservam a orientac~ao (OPn =POPn \ T (Xn)) e por POPIn o subconjunto de POPn de todas as transformac~oes(parciais) injectivas que preservam a orientac~ao (POPIn = POPn \ I(Xn)). E claroque POn  POPn e, consequentemente, On  OPn e POIn  POPIn. Observemosque, dado s 2 POPn tal que Dom(s) = fa1; : : : ; atg, com t  0 e a1 <    < at, ent~aos 62 POn se e so se existe i 2 f1; : : : ; t  1g tal que ais > ai+1s.Nesta secc~ao, em primeiro lugar, demonstramos que POPn e um submonoide regu-lar de PT (Xn) e que POPIn e um submonoide inverso de I(Xn). Observemos que P.Catarino e P. Higgins mostraram em [8] que OPn constitui um submonoide regular deT (Xn). Seguidamente, concentramos a nossa atenc~ao nos monoides POPIn (n 2 N),apresentando uma descric~ao da sua estrutura de Green e calculando o seu cardinal.Comecamos por demonstrar a seguinte propriedade:Proposic~ao 3.1.1. A restric~ao de uma transformac~ao de POPn e ainda um elementode POPn.Demonstrac~ao. Sejam s 2 POPn e t uma restric~ao n~ao vazia de s. Se s e crescente,ent~ao t e tambem crescente, donde t 2 POPn. Suponhamos que s n~ao e crescente etomemos Dom(s) = fa1 <    < akg e Dom(t) = fb1 <    < bpg (com 1  p  k  n).Ent~ao, existe i 2 f1; : : : ; k   1g tal que ais > ai+1s eai+1s      aks  a1s      ais:
73Tendo em conta que ai e ai+1 s~ao elementos consecutivos do domnio de s, ent~aob1 <    < bj  ai < ai+1  bj+1 <    < bp;para certo j 2 f0; 1; : : : ; pg. Logo,bj+1s      bps  b1s      bjs;pelo que t 2 POPn (observemos que, se j 2 f0; pg ent~ao t 2 POn), como queramosdemonstrar.O proximo resultado generaliza o Lema 2.1 de [8] e na sua prova usamos argumentossimilares aos a aplicados.Lema 3.1.2. Sejam s 2 POPn e (b1; : : : ; bp) (p  1) uma sequência cclica de ele-mentos de Dom(s). Ent~ao a sequência (b1s; : : : ; bps) e tambem cclica.Demonstrac~ao. Seja Dom(s) = fa1 <    < akg (k  p). Uma vez que (b1; : : : ; bp)e (a1s; : : : ; aks) s~ao cclicas, ent~ao existe i 2 f0; 1; : : : ; p  1g tal quebi+1  bi+2      bp  b1      bie existe j 2 f0; 1; : : : ; k   1g tal queaj+1s  aj+2s      aks  a1s      ajs: (6)Em particular, as restric~oes de s a faj+1; : : : ; akg e a fa1; : : : ; ajg s~ao transformac~oescrescentes. Logo se bi+1  aj+1 ou se bi  aj, ent~aobi+1s  bi+2s      bps  b1s      bise, portanto, a sequência (b1s; : : : ; bps) e cclica. Suponhamos ent~ao que bi+1 < aj+1e bi > aj. Uma vez que aj e aj+1 s~ao elementos consecutivos do domnio de s ebi 2 Dom(s), ent~ao aj+1  bi (caso contrario teramos aj < bi < aj+1). Assim,bi+1 < aj+1  bi, pelo que bp < aj+1  b1 ou existe r 2 f2; : : : ; i; i + 2; : : : ; pg tal quebr 1 < aj+1  br. Logo, existe r tal que i + 1 < r  p ebi+1; : : : ; br 1 2 fa1; : : : ; ajg e br; : : : ; bp; b1; : : : ; bi 2 faj+1; : : : ; akg,ou existe r tal que 1  r  i ebi+1; : : : ; bp; b1; : : : ; br 1 2 fa1; : : : ; ajg e br; : : : ; bi 2 faj+1; : : : ; akgEm ambos os casos, atendendo a (6), podemos concluir quebrs      bps  b1s      br 1s;pelo que (b1s; : : : ; bps) e uma sequência cclica.
74 A partir da Proposic~ao 3.1.1 e do Lema 3.1.2 podemos deduzir que POPn e umsubmonoide de PT (Xn). De facto, sejam s; t 2 POPn. Se st e a transformac~ao vaziaent~ao st 2 POPn. Suponhamos que st e n~ao vazia. Sejam p  1 e a1; : : : ; ap 2 Dom(s)tais que a1 <    < ap e Dom(st) = fa1; : : : ; apg. Visto que a restric~ao de s aDom(st) e ainda uma transformac~ao que preserva a orientac~ao (pela Proposic~ao 3.1.1),ent~ao a sequência das suas imagens (a1s; : : : ; aps) e cclica. Logo, pelo Lema 3.1.2 asequência (a1st; : : : ; apst) e cclica, i.e. st 2 POPn. Consequentemente, POPn e umsubmonoide de PT (Xn) e POPIn(= POPn \ I(Xn)) e um submonoide de I(Xn).Alem disso, temos:Proposic~ao 3.1.3. Seja n 2 N. Ent~ao POPn e um submonoide regular de PT (Xn)e POPIn e um submonoide inverso de I(Xn).Demonstrac~ao. Basta mostrar que, dado s 2 POPn, existe t 2 POPIn tal que s =sts. Tomemos s 2 POPn. Se s = 0 (a transformac~ao vazia), tomemos t = 0. Supo-nhamos ent~ao que s n~ao e a transformac~ao vazia. Sejam p = j Im(s)j  1 e fa1; : : : ; apgum subconjunto de Dom(s) tal que a1 <    < ap e Im(s) = fa1s; : : : ; apsg. Seja ta transformac~ao de Xn denida por Dom(t) = Im(s) e (ais)t = ai, para qualqueri 2 f1; : : : ; pg. Ent~ao t e uma transformac~ao injectiva tal que s = sts. Falta agoraprovar que t preserva a orientac~ao. Como a restric~ao de s a fa1; : : : ; apg preserva aorientac~ao (pela Proposic~ao 3.1.1), ent~ao existe j 2 f0; 1; : : : ; p  1g tal queaj+1s  aj+2s      aps  a1s      ajs(notemos que o ndice j e unico e todas estas desigualdades s~ao estritas). Logo, asequência das imagens de t e (aj+1; aj+2; : : : ; ap; a1; : : : ; aj) a qual e uma sequênciacclica. Consequentemente, t 2 POPIn.Visto que POPIn e um submonoide inverso de I(Xn), tendo em conta a Proposic~ao1.3.11 e a descric~ao enunciada na Proposic~ao 1.3.1, temos o seguinte resultado:Proposic~ao 3.1.4. Sejam s; t 2 POPIn. Ent~ao:1. sR t se e so se Dom(s) = Dom(t);2. sL t se e so se Im(s) = Im(t).Seguidamente, apresentamos uma descric~ao da relac~ao de Green J em POPIn.Proposic~ao 3.1.5. Sejam s; t 2 POPIn. Ent~ao s J t se e so se j Im(s)j  j Im(t)j.Alem disso, sJ t se e so se j Im(s)j = j Im(t)j.
75Demonstrac~ao. Sejam s; t 2 POPIn. Admitamos primeiramente que j Im(s)j j Im(t)j. Tomemos s0; t0 2 POIn tais que Im(s0) = Im(s) e Im(t0) = Im(t). Comoj Im(s0)j = j Im(s)j  j Im(t)j = j Im(t0)j, ent~ao s0 J t0 em POIn (pela Proposic~ao2.1.4), donde s0 J t0 em POPIn. Logo, como s0Ls e t0Lt (pela Proposic~ao 3.1.4),temos s J t em POPIn. Reciprocamente, se s J t ent~ao s = xty, para algunsx; y 2 POPIn, e portanto j Im(s)j  j Im(ty)j = j(Im(t))yj  j Im(t)j, como queramosdemonstrar.Resulta da proposic~ao anterior que, para a ordem parcial J , o quociente dePOPIn por J e uma cadeia com n+ 1 elementos. Mais precisamente,POPIn=J = fJ0 <J J1 <J    <J Jng;em que Jk = fs 2 POPIn j j Im(s)j = kg, para qualquer 0  k  n.Proposic~ao 3.1.6. Seja s 2 POPIn tal que 1  j Im(s)j = k  n. Ent~ao jHsj = k.Alem disso, se s e um idempotente ent~ao Hs e um grupo cclico de ordem k.Demonstrac~ao. Tomemos s 2 POPIn tal que 1  j Im(s)j = k  n. Tendo em con-ta que POPIn e um monoide regular, e suciente mostrar que, se s e um idempotenteent~ao Hs e um grupo cclico de ordem k. Admitamos que s e um idempotente. SejaDom(s) = fa1 < : : : < akg. Consideremosg =  a1 a2    ak 1 aka2 a3    ak a1 ! :Pela Proposic~ao 3.1.4, temos g 2 Hs. Ent~ao g gera um grupo G de ordem k e G  Hs.Tomemos t 2 Hs. Seja j 2 f0; 1; : : : ; k   1g tal queaj+1t < aj+2t <    < akt < a1t <    < ajt:Logo, como Im(t) = Im(s) = Dom(s) = fa1 < : : : < akg, temosaj+1t = a1; aj+2t = a2; : : : ; akt = ak j; a1t = ak j+1; : : : ; ajt = ak;pelo que t = gk j 2 G. Assim, tambem Hs  G e portanto Hs e um grupo cclico deordem k.Uma vez que qualquer subgrupo de um grupo cclico e tambem cclico (veja-se [7]),obtemos o seguinte corolario:
76Corolario 3.1.7. Os grupos de POPIn s~ao cclicos de ordem menor ou igual a n.Alem disso:1. Jn e um grupo cclico de ordem n;2. Para 1  k  n, os  nk grupos maximais de POPIn contidos em Jk s~ao cclicosde ordem k;3. J0 = f0g e um grupo cclico de ordem 1.Tendo em conta a estrutura de Green de POPIn, podemos calcular o seu cardinal:Corolario 3.1.8. O monoide POPIn tem 1 + n2  2nn  = 1 +Pnk=1 k nk2 elementos.Observemos quejPOPInj = 1 + njOnj = 1 + n2 jPOInj = 1 + n(n  1) + jOPnj(vejam-se [21], [8] e a Proposic~ao 2.1.2).Vimos no captulo anterior (Proposic~ao 2.1.5) que, para quaisquer n;m 2 N , omonoide POInPOIm e, a menos de um isomorsmo, um submonoide de POIn+m.Referimos, a proposito, que inumeras famlias de semigrupos de transformac~oes gozamdeste tipo de propriedade (veja-se [22]). No entanto, tal n~ao e o caso da famlia demonoides POPIn, n 2 N , como podemos deduzir a partir da Proposic~ao 3.1.6. Maisainda, temos:Corolario 3.1.9. Sejam n;m  2. Ent~ao, o monoide POPIn  POPIm n~ao dividePOPIk, para qualquer k 2 N.Demonstrac~ao. Suponhamos que existe k 2 N tal que POPIn  POPIm dividePOPIk. Ent~ao, existem um subsemigrupo S de POPIk e um homomorsmo sobre-jectivo ' de S sobre POPIn  POPIm. Uma vez que n;m  2, podemos tomargrupos H1 e H2 de ordem dois de POPIn e de POPIm, respectivamente. Atenden-do a Proposic~ao 1.1.3, existe um grupo G de S tal que G' = H1  H2. Ora, peloCorolario 3.1.7, G e um grupo cclico, pelo que H1  H2 e um grupo cclico, o que efalso (veja-se [27]). Portanto, o monoide POPInPOPIm n~ao divide POPIk, paraqualquer k 2 N .
772. A caracterstica de POPInSeja n 2 N . Consideremos a seguinte permutac~ao de f1; : : : ; ng:gn =  1 2    n  1 n2 3    n 1 ! :Observemos que gn 2 POPIn egin =  1 2    n  i n  i+ 1    ni+ 1 i + 2    n 1    i ! ;para qualquer 0  i  n  1.De um modo analogo a factorizac~ao de P. Catarino e P. Higgins [8, Teorema 2.6]para uma transformac~ao total que preserva a orientac~ao, temos a seguinte factorizac~aopara um elemento de POPIn:Proposic~ao 3.2.1. Seja s um elemento de POPIn. Ent~ao, existem i 2 f0; : : : ; n 1ge t 2 POIn tais que s = gint.Demonstrac~ao. Tomemos s 2 POPIn. Se s 2 POIn, o resultado ca provadotomando t = s e i = 0. Admitamos ent~ao que s 62 POIn. Seja k 2 f1; : : : ; ng acaracterstica de s e suponhamos que Dom(s) = fi1 <    < ikg. Seja r 2 f1; : : : ; k 1gtal que irs > ir+1s. Ent~ao,ir+1s <    < iks < i1s < i2s <    < irs:Seja h = gn irn . Logoh =  1 2    ir ir + 1    nn  ir + 1 n  ir + 2    n 1    n  ir ! :Seja t 2 POIn denido por Dom(t) = (Dom(s))h e Im(t) = Im(s). Uma vez que(ir + 1)h <    < nh < 1h < 2h <    < irhe ir + 1  ir+1, ent~ao ir+1h <    < ikh < i1h < i2h <    < irh;pelo que t =  ir+1h    ikh i1h    irhir+1s    iks i1s    irs ! :Logo, s = ht, como queramos demonstrar.
78 A factorizac~ao deste tipo, de P. Catarino e P. Higgins, de uma transformac~ao totalque preserva a orientac~ao e unica, excepto para uma transformac~ao constante. Porem,tal n~ao e o caso para uma transformac~ao parcial injectiva que preserva a orientac~ao,como mostramos no exemplo seguinte.Exemplo 3.2.1. Tomemos n = 6, g = g6 es =  1 3 44 1 3 ! :Como 1s > 3s, ent~ao, pela prova da Proposic~ao 3.2.1, temos s = g6 1t, com t 2 POI6denido por Dom(t) = (f1; 3; 4g)g5 = f2; 3; 6g e Im(t) = f1; 3; 4g:t =  2 3 61 3 4 ! :No entanto, esta factorizac~ao de s n~ao e a unica deste tipo. De facto, tomando t0 2POI6 denido por Dom(t0) = f1; 2; 5g e Im(t) = f1; 3; 4g (notemos que t0 6= t),tambem temos s = g4t0.Como consequência da Proposic~ao 3.2.1, temos:Corolario 3.2.2. O monoide POPIn e gerado por POIn [ fgng.Consideremos os elementos g0; g1; : : : ; gn 1 de POIn denidos no captulo 2 (ime-diatamente antes do Teorema 2.3.2). Recordemos que:g0 =  2    n  1 n1    n  2 n  1 !e, para i 2 f1; 2; : : : ; n  1g,gi =  1    n  i  1 n  i n  i + 2    n1    n  i  1 n  i+ 1 n  i + 2    n ! :Mostramos, no Teorema 2.3.2, que fg0; : : : ; gn 1g e um conjunto de geradores dePOIn. Logo:Corolario 3.2.3. Seja A = fg0; g1; : : : ; gn 1; gng. Ent~ao, A e um conjunto de gera-dores do monoide POPIn.
79Em [9] P. Catarino mostrou que o monoide OPn e gerado apenas por dois elemen-tos. N~ao e de surpreender que o mesmo ocorra para POPIn. De facto, provamos aseguir que o monoide POPIn, com n  2, tem caracterstica igual a dois. Antes disso,necessitamos provar o seguinte lema:Lema 3.2.4. Seja n  2. Ent~ao1. g0 = gn 1n (g1gn)n 1;2. gi = gi 1n g1gn i+1n , para qualquer 1  i  n  1.Demonstrac~ao. Relativamente a primeira igualdade, temosg1gn =  1    n  2 n  11    n  2 n ! 1 2    n  1 n2 3    n 1 !=  1    n  2 n  12    n  1 1 !e portanto (g1gn)n 1 =  1    n  11    n  1 ! :Como gn 1n =  1 2 3    nn 1 2    n  1 ! ;ent~ao gn 1(g1gn)n 1 =  2 3    n1 2    n  1 ! = g0:Seguidamente, provamos a segunda igualdade. Seja i 2 f1; : : : ; n  1g. Comogi 1n =  1 2    n  i  1 n  i n  i + 1 n  i + 2    ni i + 1    n  2 n  1 n 1    i  1 ! ;ent~ao gi 1n g1 =  1 2    n  i  1 n  i n  i + 2    ni i+ 1    n  2 n 1    i  1 ! :Por outro lado, temosgn i+1n =  1    i  1 i    nn  i + 2    n 1    n  i+ 1 ! ;pelo quegi 1n g1gn i+1n =  1    n  i  1 n  i n  i + 2    n1    n  i  1 n  i+ 1 n  i + 2    n ! = gi;como queramos demonstrar.
80 Estamos agora em condic~oes de demonstrar o resultado principal desta secc~ao.Teorema 3.2.5. Sejam n  2 e B = fg1; gng. Ent~ao B e um conjunto de geradoresdo monoide POPIn. Alem disso, POPIn (como monoide e como semigrupo) temcaracterstica 2.Demonstrac~ao. Em primeiro lugar, observemos que, da combinac~ao do Corolario3.2.3 com o Lema 3.2.4, resulta que B e um conjunto de geradores de POPIn (comomonoide e, visto que gnn = 1, tambem como semigrupo). Uma vez que B tem doiselementos, a caracterstica de POPIn e 2 ou 1. Por outro lado, como uma permu-tac~ao de f1; : : : ; ng gera exclusivamente permutac~oes de f1; : : : ; ng e um elemento dePOPIn com caracterstica menor ou igual a n 1 n~ao pode gerar uma permutac~ao def1; : : : ; ng, ent~ao POPIn n~ao e gerado por um unico elemento. Logo POPIn (comomonoide e como semigrupo) tem caracterstica 2.Observemos que POPI1, como semigrupo, tem tambem caracterstica 2. No en-tanto, como monoide, POPI1 tem caracterstica 1.3. Os ideais e as congruências de POPInSeja n 2 N . Uma vez que (POPIn=J ; J ) e uma cadeia com n + 1 elementos,como consequência imediata da Proposic~ao 1.3.13, temos:Teorema 3.3.1. O monoide POPIn possui n+1 ideais, os quais s~ao ideais principais.Mais precisamente, os ideais de POPIn s~ao os subconjuntos da formaIk = fs 2 POPIn j 0  j Im(s)j  kg;com k 2 f0; : : : ; ng, tendo-se f0g = I0  I1      In = POPIn.Seguidamente, e nosso objectivo obter uma descric~ao para as congruências domonoide POPIn. Com esta meta em vista, comecamos por estabelecer alguns re-sultados auxiliares.Consideremos um semigrupo nito S e uma sua J -classe J . Denotemos por B(J)o conjunto de todos os elementos s de S que satisfazem a condic~ao J 6J Js. Ent~aoB(J) (e tambem B(J)[J) e um ideal de S. Associada a J -classe J esta denida umarelac~ao J em S do seguinte modo: para quaisquer s; t 2 S, s Jt se e so se1. s = t; ou
812. s; t 2 B(J); ou3. s; t 2 J e sH t.Temos ent~ao:Lema 3.3.2. Sejam S um semigrupo nito e J uma J -classe de S. Ent~ao, a relac~aoJ e uma congruência de S.Demonstrac~ao. Seja  = J . N~ao ha duvida que  e uma relac~ao de equivalência deS. Resta-nos ent~ao provar que  e compatvel com a multiplicac~ao. Tomemos s; t 2 Stais que s  t. Seja x 2 S. Se s = t ent~ao xs = xt, pelo que xs  xt. Se s; t 2 B(J),visto que B(J) e um ideal de S, temos xs; xt 2 B(J), donde xs  xt. Suponhamosagora que s; t 2 J e sH t. Ent~ao, em particular, sR t, pelo que xsR xt. Consequen-temente, xs; xt 2 B(J) ou xs; xt 2 J . Se xs; xt 2 B(J), ent~ao xs  xt. Admitamosque xs; xt 2 J . Uma vez que S e nito, como sJ xs ent~ao sL xs (pela Proposic~ao1.3.2). Analogamente, tL xt. Logo, como sL t, temos xsL xt e portanto xsH xt.Por conseguinte, xs  xt. Assim, provamos que  e compatvel com a multiplicac~ao aesquerda. De um modo analogo, provamos que  e compatvel com a multiplicac~ao adireita e, portanto,  e uma congruência de S.Seja Dk a J -classe de I(Xn) dos elementos de caracterstica k, i.e.Dk = fs 2 I(Xn) j j Im(s)j = kg;para qualquer 0  k  n.Tomemos k 2 f0; 1; : : : ; ng e D = Dk. Seja H0 a H-classe em I(Xn) do idempo-tente ek de I(Xn) de domnio (e imagem) f1; : : : ; kg. Seja s 2 D e suponhamos queDom(s) = fa1 <    < akg e Im(s) = fb1 <    < bkg. Denimos duas transformac~oessL e sR de D \ POIn por:(i) Dom(sL) = f1; : : : ; kg e Im(sL) = Dom(s);(ii) Dom(sR) = Im(s) e Im(sR) = f1; : : : ; kg,i.e., sL =  1    ka1    ak ! e sR =  b1    bk1    k ! :
82Observemos que sLR ek L sR, pelo que sLs 1L = ek = s 1R sR, e sL L s 1R sR, peloque s 1L sL = ss 1 e sRs 1R = s 1s. Por outro lado, sLssR 2 H0. Assim, faz sentidoconsiderar a seguinte aplicac~ao: " : D ! H0s 7! sLssR:Notemos que s 1L sLssRs 1R = s, para qualquer s 2 D. Por outro lado, dados s; t 2 Dtais que sH t, temos sL = tL e sR = tR, por construc~ao. Por conseguinte, se H e aH-classe de um elemento s de D, ent~ao a restric~ao de " a H,"H : H ! H0x 7! sLxsR;e uma bijecc~ao com inversa H0 ! Hg 7! s 1L gs 1R :Para qualquer s 2 I(Xn), denimos s = sLssR.Temos ent~ao a seguinte propriedade:Lema 3.3.3. Sejam s; t 2 I(Xn) tais que sJ stJ t. Ent~ao st = s t .Demonstrac~ao. Sejam s; t 2 I(Xn) tais que sJ stJ t. Como I(Xn) e um monoidenito, ent~ao sR stL t (veja-se a Proposic~ao 1.3.6). Por outro lado, visto que s, te st têm a mesma caracterstica, ent~ao Im(s) = Dom(t) e portanto s 1R = tL, porconstruc~ao. Seja z = st. Como sR z e z L t, ent~ao sL = zL e zR = tR, por construc~ao.Logo st = zL(st)zR = sLsttR = sLssRs 1R ttR = sLssRtLttR = s t ;como queramos demonstrar.E claro que, em particular, a propriedade estabelecida no lema anterior e validapara elementos de POPIn, i.e., dados s; t 2 POPIn tais que s, t e st pertencem amesma J -classe de POPIn, ent~ao st = s t . Observemos ainda que s 2 POPIn,para qualquer s 2 POPIn.No que se segue, convem ter presente os seguintes factos bem conhecidos respei-tantes a grupos cclicos nitos. Sejam m 2 N e G um grupo cclico de ordem m geradopor a 2 G. Seja H um subgrupo de ordem p de G. Ent~ao, p e um divisor de m e,sendo q = mp , o subgrupo H e gerado por aq:H = f1; aq; a2q; : : : ; a(p 1)qg:
83Por outro lado, dado um divisor p de m e q = mp , o elemento aq gera um subgrupoH de ordem p de G. Por conseguinte, existe uma correspondência bijectiva entre ossubgrupos de G e os divisores (positivos) da sua ordem. Uma vez que G e um grupoabeliano, todos os seus subgrupos s~ao normais, donde existe uma correspondência bi-jectiva entre as congruências de G e os divisores da sua ordem. Estas correspondênciass~ao, de facto, isomorsmos de reticulados. Recordemos ainda que, dado um grupo G,n~ao necessariamente nito ou abeliano, e um seu subgrupo normal H, a (unica) con-gruência  associada a H esta denida por x  y se e so se x 1y 2 H (se e so seyx 1 2 H), para quaisquer x; y 2 G. Para mais detalhes, veja-se [7] ou [27].Seja k 2 N . Consideremos o ciclok =  1 2    k   1 k2 3    k 1 !de f1; : : : ; kg e denotemos porGk o grupo gerado por k. Ent~aoGk e um grupo (cclico)de ordem k. Observemos que Gk e exactamente a H-classe de k, considerado comoelemento de POPIn, com n  k. Para qualquer divisor (positivo) p de k, denotemospor ~k;p a congruência de Gk associada a p, i.e. a congruência de Gk associada aosubgrupo de ordem p de Gk.Seja n 2 N . Para 0  k  n, denotemos por Jk a J -classe dos elementos decaracterstica k de POPIn e por Ik o ideal de POPIn gerado por Jk, i.e.Ik = fs 2 POPIn j 0  j Im(s)j  kg = J0 [ J1 [    [ Jk:Notemos que, para 0  k  n  1, temos Ik = B(Jk+1).Seja k 2 f1; : : : ; ng. Observemos que s 2 Gk, para qualquer s 2 Jk. Seja p umdivisor de k. Denimos uma relac~ao k;p em POPIn do seguinte modo: para qualquers; t 2 POPIn, s k;p t se e so se1. s = t; ou2. s; t 2 Ik 1; ou3. s; t 2 Jk, sH t e s ~k;pt .Notemos que, como ~k;k e a congruência universal de Gk, a relac~ao k;k e a con-gruência Jk de POPIn. Por outro lado, visto que ~k;1 e a congruência identidadede Gk e a restric~ao de " a uma H-classe e uma bijecc~ao, ent~ao a relac~ao k;1 e acongruência de Rees de POPIn associada ao ideal Ik 1. Mais geralmente, temos oseguinte resultado:
84Proposic~ao 3.3.4. Sejam k 2 f1; : : : ; ng e p um divisor de k. Ent~ao, a relac~ao k;pe uma congruência de POPIn.Demonstrac~ao. Tomemos k 2 f1; : : : ; ng e p um divisor de k. Para facilitar a no-tac~ao, tomemos  = k;p, ~ = ~k;p e  = Jk . N~ao ha duvida que  e uma relac~aode equivalência. Com vista a demonstrar que  e compatvel com a multiplicac~ao,observemos que, dados s; t 2 POPIn, temos s  t se e so se s  t e s; t 2 Jk implicas ~ t .Sejam s; t 2 POPIn tais que s  t e suponhamos que s 6= t. Seja u 2 POPIn. Umavez que  e uma congruência, temos us  ut e su  tu. Em primeiro lugar, suponhamosque us; ut 2 Jk. Ent~ao s; t 62 Ik 1 e, como s  t e s 6= t, temos s; t 2 Jk, sH t e s ~ t .Seja v a restric~ao de u a (Dom(s))u 1. Como usJ s, ent~ao Dom(s)  Im(u), dondejDom(v)j = j(Dom(s))u 1j = jDom(s)j e vs = us. Como Dom(t) = Dom(s), de ummodo analogo obtemos vt = ut. Alem disso, como s; t; v; vs; vt 2 Jk, pelo Lema 3.3.3,temos vs = v s e vt = v t , dondeus = vs = v s ~ v t = vt = ut ;visto que v 2 Gk. Logo, us  ut. Suponhamos agora que su; tu 2 Jk. Ent~ao, necessa-riamente, s; t 2 Jk, sH t e s ~ t . Seja v a restric~ao de u a Im(s). Como suJ s, ent~aoIm(s)  Dom(u), pelo que v 2 Jk e sv = su. Como Im(t) = Im(s), de um modoanalogo temos tv = tu. Tal como atras, pelo Lema 3.3.3, temos sv = s v e tv = t v ,donde su = sv = s v ~ t v = tv = tu ;visto que v 2 Gk. Logo, su  tu e portanto  e uma congruência, como queramosdemonstrar.Sejam k 2 f1; : : : ; ng e p um divisor de k. Sejam s 2 Ik 1 e t 2 Ik. Ent~ao(s; t) 62 k;p. Logo, a relac~ao k;p tem pelo menos duas classes e, portanto, n~ao e acongruência universal de POPIn.Recordemos que no captulo anterior (Teorema 2.2.4) provamos que as congruênciasde POIn s~ao exactamente as n+1 congruências de Rees. Podemos agora demonstraro seguinte teorema:Teorema 3.3.5. As congruências do monoide POPIn s~ao exactamente as congruên-cias k;p, com k 2 f1; : : : ; ng e p um divisor de k, e a congruência universal.
85Demonstrac~ao. Atendendo a Proposic~ao 3.3.4, basta mostrar que, se  e uma con-gruência n~ao universal, ent~ao  = k;p, para algum k 2 f1; : : : ; ng e algum divisor pde k.Seja  uma congruência n~ao universal de POPIn. Seja  a congruência de POIninduzida por  (i.e.  =  \ POIn  POIn). Pelo Teorema 2.2.4,  e a congruênciaassociada ao ideal Ik 1 = fs 2 POIn j 0  j Im(s)j  k   1gde POIn, para algum k 2 f1; : : : ; n+ 1g.Consideramos agora varios passos.Passo 1. Provemos que se s 2 POPIn e tal que j Im(s)j  k   1 ent~ao s  0.Denotemos por g o ciclo n. Pela Proposic~ao 3.2.1, existem i 2 f0; 1; : : : ; n   1ge u 2 POIn tais que s = giu. Como g e uma permutac~ao, temos tambem u = gn ise portanto sL u, donde j Im(s)j = j Im(u)j. Ent~ao j Im(u)j  k   1 e portanto u  0.Logo s = giu  gi0 = 0:Observemos que o Passo 1 nos permite concluir que, se k = n + 1 ent~ao  e acongruência universal de POPIn. Logo, no que se segue podemos admitir que k  n.Passo 2. Provemos que se s; t 2 POPIn s~ao tais que j Im(s)j  k e s  t ent~aosH t.Nestas condic~oes, pela Proposic~ao 1.4.3, temos s 1  t 1, pelo que ss 1  tt 1 es 1s  t 1t. Como ss 1; s 1s; tt 1; t 1t 2 POIn, ent~ao ss 1  tt 1 e s 1s  t 1t. Poroutro lado, uma vez que j Im(ss 1)j = j Im(s 1s)j = j Im(s)j  k, ent~ao fss 1g efs 1sg s~ao as  -classes de ss 1 e s 1s, respectivamente, e portanto ss 1 = tt 1 es 1s = t 1t, donde sH t.Passo 3. Provemos que se s; t 2 POPIn s~ao tais que j Im(s)j > k e s  t ent~aos = t.Ora, pelo Passo 2, temos sH t. Logo, Dom(s) = Dom(t) e Im(s) = Im(t). Admi-tamos que s 6= t. Sejam ` = j Im(s)j eDom(s) = fi1 <    < ik <    < i`g:Sejam r1; r2 2 f0; 1; : : : ; `  1g os ndices tais queir1+1s <    < i`s < i1s <    < ir1s e ir2+1t <    < i`t < i1t <    < ir2t:
86Como Im(s) = Im(t), se r1 = r2 ent~ao s = t. Consequentemente, r1 6= r2. Suponhamosque r1 < r2. Denimos um idempotente e de POPIn do modo seguinte:Dom(e) = 8>>><>>>: fir1 k+1s <    < ir1sg; se k  r1fir1+1s <    < iks < i1s <    < ir1sg; se r1 < k < r2fir1+1s <    < ir2 1s < ir2+1s <      < ik+1s < i1s <    < ir1sg; se k  r2:Logo, Dom(se) = 8><>: fir1 k+1 <    < ir1g; se k  r1fi1 <    < ikg; se r1 < k < r2fi1 <    < ir2 1 < ir2+1 <    < ik+1g; se k  r2:Como jDom(se)j = k, uma vez que se  te, pelo Passo 2, temos seH te. Em par-ticular, Dom(se) = Dom(te). Por outro lado, como ir1s = ir2t e ir1s 2 Dom(e),ent~ao ir2 2 Dom(te). No entanto, ir2 62 Dom(se), pelo que obtemos uma contradic~ao.Analogamente, se r1 > r2, obtemos tambem uma contradic~ao, pelo que s = t.Passo 4. Seja ~ a congruência de Gk induzida por . Seja p o divisor de k associadoa ~. Ent~ao ~ = ~k;p. Provemos que, se s; t 2 POPIn s~ao tais que j Im(s)j = k ent~aos  t se e so se s k;p t.Em primeiro lugar, suponhamos que s  t. Pelo Passo 2, temos sH t e portantosL = tL e sR = tR. Logo, s = sLssR  sLtsR = t e portanto s ~ t . Por conseguinte,s k;p t. Reciprocamente, suponhamos que s k;p t. Ent~ao, por denic~ao, sH t e s ~ t .Logo, sL = tL, sR = tR e s  t , pelo que s = s 1L s s 1R  s 1L t s 1R = t.Finalmente, a partir dos Passos 1, 3 e 4 podemos concluir que, para qualquers 2 POPIn, a -classe de s e a k;p-classe de s coincidem, pelo que  = k;p, comoqueramos demonstrar.Para enunciar o nosso proximo resultado, precisamos recordar o conceito de somaordinal. Sejam (P1;1) e (P2;2) dois conjuntos parcialmente ordenados de suportesdisjuntos. A soma ordinal de P1 e P2 (por esta ordem) e o conjunto parcialmenteordenado P1  P2 de suporte P1 [ P2 e ordem parcial  denida por: para quaisquerx; y 2 P1 [ P2, x  y se e so se1. x 2 P1 e y 2 P2; ou2. x; y 2 P1 e x 1 y; ou3. x; y 2 P2 e x 2 y.
87Notemos que este operador sobre conjuntos parcialmente ordenados e associativo masn~ao e comutativo.Seja k 2 f1; : : : ; ng e consideremos dois divisores p1 e p2 de k. Ent~ao ~k;p1  ~k;p2se e so se p1 divide p2, pelo que k;p1  k;p2 se e so se p1 divide p2 e p1 6= p2. Por outrolado, dados k1; k2 2 f1; : : : ; ng tais que k1 < k2, temos k1;p1  k2;p2, para quaisquerdivisores p1 de k1 e p2 de k2.Denotemos por Dk o reticulado dos divisores do numero natural k (com a ordem\ser divisor de"), para k  1. Tendo em conta as observac~oes que acabamos de fazere o Teorema 3.3.5, obtemos o resultado seguinte, com o qual terminamos esta secc~ao.Teorema 3.3.6. O reticulado das congruências do monoide POPIn e isomorfo asoma ordinal de reticulados D1 D2      Dn D1.4. Uma apresentac~ao para POPInNesta secc~ao o nosso objectivo principal e estabelecer uma apresentac~ao para osmonoides POPIn (com n  2). A semelhanca do que zemos no captulo anteriorpara determinar uma apresentac~ao para os monoides POIn (com n  2), a estrategiaque seguimos consiste em encontrar um par (X;R) que satisfaca as condic~oes da Pro-posic~ao 1.7.2. Alem disso, a apresentac~ao que exibimos para os monoides POPInbaseia-se de forma determinante naquela que estabelecemos para os monoides POIn.De facto, esta apresentac~ao para POPIn resulta da nossa apresentac~ao para POInjuntando um novo smbolo e algumas relac~oes envolvendo este smbolo (e os ante-riores). Obtemos deste modo uma apresentac~ao para POPIn com n + 1 geradorese 12(n2 + 7n   2) relac~oes. A partir desta apresentac~ao para os monoides POPIn,usando transformac~oes de Tietze, deduzimos outra apresentac~ao para POPIn com 2geradores e o mesmo numero de relac~oes.Antes de apresentarmos o nosso candidato a conjunto de relac~oes, observemos quea estrategia que seguimos (referida no paragrafo anterior) pode ser substituda poroutra recorrendo ao conceito de produto livre de semigrupos (vejam-se [42] e [9]). N~aonos parecendo que o ganho da resultante (fundamentalmente, ao nvel do tamanho e\elegância"da prova) superasse os custos da introduc~ao de um novo conceito, optamospelo metodo directo.Seja n  2 e tomemos n + 1 letras x0; x1; : : : ; xn 1; xn. Consideremos o conjuntoX = fx0; x1; : : : ; xn 1; xng e os seguintes conjuntos de relac~oes:(R1) xix0 = x0xi+1, 1  i  n  2;
88(R2) xjxi = xixj, 2  i+ 1 < j  n  1;(R3) x20x1 = x20 = xn 1x20;(R4) xi+1xixi+1 = xi+1xi = xixi+1xi, 1  i  n  2;(R5) xixi+1   xn 1x0x1   xi 1xi = xi, 0  i  n  1;(R6) xi+1   xn 1x0x1   xi 1x2i = x2i , 1  i  n  1;(R7) xnxi = xi+1xn, 1  i  n  2;(R8) xnx0x1 = x1 e xn 1x0xn = xn 1;(R9) xnn = 1.Tal como no captulo anterior, denotamos a relac~ao x20x1 = x20 por R3a, a relac~aoxn 1x20 = x20 por R3b, as relac~oes xi+1xixi+1 = xi+1xi, 1  i  n   2, por R4a e asrelac~oes xixi+1xi = xi+1xi, 1  i  n   2, por R4b. Tambem denotamos a relac~aoxnx0x1 = x1 por R8a e a relac~ao xn 1x0xn = xn 1 por R8b. SejaR = R1 [ R2 [ R3 [ R4 [ R5 [ R6 [ R7 [ R8 [ R9:Ent~ao R possui 12(n2 + 7n  2) relac~oes.Exemplo 3.4.1. Para n = 3, temos X = fx0; x1; x2; x3g e o conjunto R e constitudopelas seguintes 14 relac~oes: x1x0 = x0x2, x20x1 = x20 = x2x20, x1x2x1 = x2x1 = x2x1x2,x0x1x2x0 = x0, x1x2x0x1 = x1, x2x0x1x2 = x2, x2x0x21 = x21, x0x1x22 = x22, x3x1 = x2x3,x3x0x1 = x1, x2x0x3 = x2 e x33 = 1 (notemos que R2 e, neste caso, vazio). Usando emconjunto os pacotes [36] e [30] para o GAP, determinamos que o monoide denido pelaapresentac~ao hX j R i possui 31 elementos. Como POPI3 tambem tem 31 elementose as transformac~oesg0 =  2 31 2 ! ; g1 =  1 21 3 ! ; g2 =  1 32 3 ! ; g3 =  1 2 32 3 1 !formam um conjunto de geradores para POPI3 que satisfazem todas as relac~oes deR , ent~ao o monoide POPI3 e denido pela apresentac~ao hX j R i.Usando os mesmos pacotes para o GAP, tambem estabelecemos que o monoidedenido por hX j R i tem 141, 631 e 2773 elementos, respectivamente quando n = 4,n = 5 e n = 6, sendo este o numero de elementos de POPI4, POPI5 e POPI6,respectivamente. De um modo analogo ao caso n = 3, tambem nos casos n = 4,
89n = 5 e n = 6 encontramos geradores de POPIn satisfazendo todas as relac~oes deR e, portanto, conclumos que POPIn e denido pela apresentac~ao hX j R i, paran 2 f4; 5; 6g.Seja A = fg0; g1; : : : ; gn 1; gng o conjunto de geradores de POPIn denido nasecc~ao 2 (Corolario 3.2.3). No captulo anterior (Proposic~ao 2.4.14) mostramos que oconjunto fg0; g1; : : : ; gn 1g satisfaz todas as relac~oes de R1 [ R2 [ R3 [ R4 [ R5 [ R6.Tomemos agora i 2 f1; : : : ; n   2g. Ent~ao 2  n   i  n   1 e 3  n   i + 1  n.Como gn =  1 2    n  1 n2 3    n 1 ! ;gi =  1    n  i  1 n  i n  i+ 2    n1    n  i  1 n  i + 1 n  i+ 2    n !e gi+1 =  1    n  i  2 n  i  1 n  i+ 1    n1    n  i  2 n  i n  i+ 1    n ! ;ent~aogngi =  1    n  i  2 n  i  1 n  i+ 1    n  1 n2    n  i  1 n  i+ 1 n  i+ 2    n 1 ! = gi+1gn:Logo, A satisfaz todas as relac~oes de R7. Seguidamente, comog0 =  2    n1    n  1 ! ;ent~ao gng0 =  1    n  11    n  1 ! e g0gn =  2    n2    n !.Por outro lado, uma vez que Dom(g1) = f1; : : : ; n   1g e Im(gn 1) = f2; : : : ; ng, eclaro que gng0g1 = g1 e gn 1g0gn = gn 1. Logo, A satisfaz ambas as relac~oes de R8.Finalmente, visto que gn e uma permutac~ao de ordem n, ent~ao a relac~ao R9 e satisfeitapor gn. Por conseguinte, acabamos de provar o seguinte resultado:Proposic~ao 3.4.1. O conjunto de geradores A do monoide POPIn satisfaz todas asrelac~oes de R .Voltamos a recordar que o nosso objectivo e estabelecer uma apresentac~ao para osmonoides POPIn, usando o metodo dado pela Proposic~ao 1.7.2. Tendo ja denido
90um conjunto de relac~oes, passamos a denir o nosso candidato a conjunto de palavrasreduzidasW para POPIn. Tal como para os monoides POIn, o conjunto de palavrasreduzidas para POPIn que consideramos tem por base a estrutura das J -classes dePOPIn e, de forma determinante, tambem o conjunto W de palavras reduzidas paraPOIn que consideramos no captulo anterior.Sejam k 2 f1; : : : ; n   1g, ` = n   k (1  `  n   1) e w1; : : : ; w` as palavrask-principais, i.e.wj  x` j+1   x` j+k  xn j+1 k   xn j; 1  j  `:Seja W k o conjunto de todas as palavras da formaxinQj̀=1 ujx0̀Qj̀=1 vj;em que 0  i  n   1, uj e um suxo de wj e vj e um prexo de wj, para qualquer1  j  `, 1  ju1j      ju`j  k e k  jv1j      jv`j  0.Denimos tambem W n = fxin j 0  i  n  1g e W 0 = fxn0g. SejaW = W 0 [W 1 [    [W n:Observemos que, dado 1  k  n  1, n~ao admitimos em W k uma palavraw  xinQj̀=1 ujx0̀Qj̀=1 vj;com uj o suxo vazio de wj, para algum 1  j  `. Observemos tambem que, para2  j  `, a palavra k-principal wj n~ao contem a letra xn 1 e um suxo de w1 e n~aovazio se e so se contem a letra xn 1.A nossa primeira propriedade do conjunto W e a seguinte:Proposic~ao 3.4.2. jW j = jPOPInj.Demonstrac~ao. Sejam k 2 f1; : : : ; n   1g, ` = n   k e w1; : : : ; w` as ` palavrask-principais. Designemos uma palavra da forma Qj̀=1 uj, com uj um suxo de wj,para qualquer 1  j  `, e 0  ju1j      ju`j  k, por factor k-especial. Seja m onumero de factores k-especiais contendo a letra xn 1 e seja m0 o numero de factoresk-especiais que n~ao contêm a letra xn 1. Ent~ao m+m0 =  nk (veja-se a pagina 66) e,como o numero de palavras da formaQj̀=1 vj, com vj um prexo de wj, para qualquer1  j  `, e k  jv1j      jv`j  0, e igual a  nk (veja-se a pagina 66), temos
91jW kj = nm nk. Por outro lado, m0 e o numero de palavras da forma Qj̀=2 uj, com ujum suxo de wj, para qualquer 2  j  `, e 0  ju2j      ju`j  k, i.e. m0 e onumero de combinac~oes com repetic~ao de k + 1 objectos tomando `  1 de cada vez:m0 = (k + 1) + (l   1)  1(k + 1)  1  = n  1k (veja-se [20]). Ent~ao,nm = nnk  nm0 = nnk  nn  1k  = knke portanto jW kj = k nk2. Visto que jW nj = n e jW 0j = 1, ent~aojW j = 1 + nXk=1 knk2 = jPOPInj;tendo em conta o Corolario 3.1.8.Os proximos lemas estabelecem relac~oes auxiliares de que necessitamos para provarque W constitui um conjunto de palavras reduzidas para POPIn.Lema 3.4.3. As relac~oes x1xn = x2nxn 1x0 e x1xin = xinxn i+1, com 2  i  n   1,s~ao uma consequência de R7, R8b e de R9.Demonstrac~ao. Comecemos por observar que multiplicando a direita a relac~ao R8bpor xn 1n e aplicando em seguida R9, obtemos a relac~ao xn 1x0 = xn 1xn 1n . Por outrolado, aplicando n   2 vezes as relac~oes R7, conclumos que xn 1xn 1n = xn 2n x1xn.Ent~ao, xn 1x0 = xn 2n x1xn e portanto, por R9, temos x2nxn 1x0 = x1xn.Provamos agora que x1xin = xinxn i+1, para qualquer 2  i  n   1, por induc~aoem i. Para i = 2, usando a relac~ao estabelecida atras e R8b, temosx1x2n  x1xnxn = x2nxn 1x0xn = x2nxn 1:Suponhamos que a relac~ao e valida para 2  i  n  2. Como 2  n  i  n  2, porR7, temos x1xi+1n  x1xinxn = xinxn i+1xn = xi+1n xn i  xi+1n xn (i+1)+1O resultado ca pois demonstrado.
92Lema 3.4.4. A relac~ao xnxn 1 = x0x1x2n e uma consequência de R7, R8a e de R9.Demonstrac~ao. Multiplicando a relac~ao R8a a esquerda por xn 2n e aplicando asrelac~oes R7 (n  2 vezes), temosxn 1n x0x1 = xn 2n x1 = xn 1xn 2n :Ent~ao, x0x1 = xnxn 1xn 2n (por R9) e portanto x0x1x2n = xnxn 1 (tambem por R9).Denotemos (tal como no captulo anterior) a relac~ao x0x1   xn 1x0 = x0 por R50.Lema 3.4.5. Para qualquer 1  i  n  1, a relac~aox0xin = xi 1n (xn i+1   xn 1)x0x1   xn ie uma consequência de R50, R7, R8 e de R9.Demonstrac~ao. Por R50 e R8b, temos x0xn = x0x1   xn 1x0xn = x0x1   xn 1, peloque a igualdade se verica para i = 1. Para 2  i  n   1, provamos a igualdadepor induc~ao em i. A partir da relac~ao x0xn = x0x1   xn 1, aplicando R9, obtemos arelac~ao x0 = x0x1   xn 1xn 1n : Ent~aoxnx0 = xnx0x1   xn 1xn 1n= x1(x2   xn 1)xnxn 2n (por R8a)= x1xn(x1   xn 2)xn 2n (por R7)= x2nxn 1x0x1   xn 2xn 2n : (pelo Lema 3.4.3)Logo, por R9, x0 = xnxn 1x0x1   xn 2xn 2n , donde x0x2n = xnxn 1x0x1   xn 2, peloque a igualdade se verica para i = 2. Suponhamos que a igualdade e valida para2  i  n   2. Ent~ao, por hipotese, x0xin = xi 1n (xn i+1   xn 1)x0x1   xn i. Porconseguinte,x0 = xi 1n (xn i+1   xn 1)x0x1(x2   xn i)xnxn i 1n (por R9)= xi 1n xn i+1   xn 1x0x1xn(x1   xn i 1)xn i 1n (por R7)= xi 1n xn i+1   xn 2xn 1x0x2nxn 1x0x1   xn i 1xn i 1n (pelo Lema 3.4.3)= xi 1n xn i+1   xn 1xnxn 1x0x1   xn i 1xn i 1n (por R8b)= xinxn i   xn 2xn 1x0x1   xn i 1xn i 1n (por R7)e portanto, por R9, x0xi+1n = xin(xn (i+1)+1   xn 1)x0x1   xn (i+1).Verica-se tambem que:Lema 3.4.6. A relac~ao xnx0 = x1   xn 1x0 e uma consequência de R50 e de R8a.
93Seja Y = fx0; : : : ; xn 1g. Provamos no captulo anterior (Proposic~ao 2.4.4) quexn0 representa um zero do monoide denido pela apresentac~ao hY j R1 [ R3 [ R50i.Tendo em conta este resultado, temos que xn0 tambem representa um zero a direita domonoide denido pela apresentac~ao hX j R1 [ R3 [ R50 [ R8ai. De facto, pelo Lema3.4.6, temos xnxn0 = x1   xn 1xn0 e portanto xnxn0 = xn0 . Assim:Lema 3.4.7. A relac~ao xnxn0 = xn0 e uma consequência de R1, R3, R50 e de R8a.Lema 3.4.8. Para quaisquer 2  j  n  1 e 1  i  n  1, a relac~aoxjxin = ( xinxj i; se j  i + 1xj 1n x1xi j+1n ; se j < i+ 1e uma consequência de R7.Demonstrac~ao. Tomemos j 2 f2; : : : ; n   1g. Provamos o lema por induc~ao em i.Para i = 1, como j  2 = i+ 1 e 1  j   1  n  2, temos precisamente uma relac~aode R7. Logo, a igualdade verica-se para i = 1. Suponhamos que a igualdade e validapara 1  i  n 2. Consideramos três casos. Primeiro admitamos que j < i+1. Ent~ao,xjxin = xj 1n x1xi j+1n , donde xjxi+1n = xj 1n x1x(i+1) j+1n . Seguidamente, admitamos quej = i + 1. Ent~ao xjxin = xinxj i, pelo que xjxi+1n = xinxj ixn = xinxj ix(i+1)+1 jn .Finalmente, admitamos que j > i + 1. Ent~ao xjxin = xinxj i e portanto, por R7,xjxi+1n = xinxj ixn = xi+1n xj i 1 = xi+1n xj (i+1)(notemos que j > i + 1 e j  n   1 implicam 1  j   i   1  n   2). A igualdade evalida para i+ 1 e portanto o resultado ca demonstrado.Proposic~ao 3.4.9. Sejam i 2 f1; : : : ; n  1g e j 2 f0; 1; : : : ; n  1g. Ent~ao, existemk 2 f0; 1; : : : ; n  1g e v 2 Y  tais que a relac~ao xjxin = xknv e uma consequência deR50, R7, R8 e de R9.Demonstrac~ao. Para j = 0 e j = 1 o resultado e consequência dos Lemas 3.4.5 e3.4.3, respectivamente. Suponhamos que 2  j  n 1. Se j  i+1, ent~ao o resultadosai do Lema 3.4.8. Suponhamos ent~ao que j < i + 1. Em primeiro lugar, admitamosque i = j. Ent~ao, pelos Lemas 3.4.8 e 3.4.3, temosxjxin = xj 1n x1xn = xj 1n x2nxn 1x0 = xj+1n xn 1x0:
94Se j < n  1, ent~ao o resultado ca demonstrado. Se j = n  1, ent~ao xjxin = xn 1x0,por R9, e o resultado ca uma vez mais demonstrado. Falta somente considerar o casoi > j. Pelos Lemas 3.4.8 e 3.4.3, temosxjxin = xj 1n x1xi j+1n = xj 1n xi j+1n xn (i j+1)+1 = xinxn i+j(notemos que i   j + 1  2 e n   i   j  n   1). A prova do resultado ca assimconcluda.E uma quest~ao de rotina, por induc~ao no comprimento de uma palavra de Y ,provar o seguinte corolario da Proposic~ao 3.4.9:Corolario 3.4.10. Sejam i 2 f1; : : : ; n   1g e u 2 Y . Ent~ao, existem v 2 Y  ek 2 f0; 1; : : : ; n  1g tais que a relac~ao uxin = xknv e uma consequência de R50, R7, R8e de R9.Temos ainda:Corolario 3.4.11. Seja w 2 X. Ent~ao, existem k 2 f0; 1; : : : ; n  1g e v 2 Y  taisque a relac~ao w = xknv e uma consequência de R50, R7, R8 e R9.Demonstrac~ao. Se w e a palavra vazia ou uma letra, o resultado e trivial. Porhipotese de induc~ao, suponhamos que o resultado e valido para todas as palavras deX de comprimento t (para certo t  1). Seja w = xi1   xit+1 uma palavra de X decomprimento t+1. Ent~ao, por hipotese, xi1   xit = xk1n v1, para alguns 0  k1  n 1e v1 2 Y . Se 0  it+1  n   1, ent~ao w = xk1n v1xit+1, com v1xit+1 2 Y , e oresultado ca demonstrado. Por outro lado, se it+1 = n, pelo Corolario 3.4.10, temosv1xit+1 = xk2n v, para alguns 0  k2  n   1 e v 2 Y . Logo, w = xk1+k2n v. Tomemosk = k1 + k2 se k1 + k2  n   1, caso contrario tomemos k = k1 + k2   n. Ent~ao,aplicando R9 se necessario, obtemos w = xknv, com 0  k  n   1 e v 2 Y , comoqueramos demonstrar.Lema 3.4.12. Sejam k 2 f1; : : : ; n  1g, ` = n   k e w1; : : : ; w` as palavras k-prin-cipais. Ent~ao, para qualquer 2  j  `, a relac~ao xnwj = wj 1xn e uma consequênciade R7.Demonstrac~ao. Recordemos que wj = x` j+1   xn j, para qualquer 1  j  `.Uma vez que 2  j  `, ent~ao 1  `   j + 1  n   j  n   2, pelo que, por R7, te-mos xnwj = xnx` j+1   xn j = x(` j+1)+1   x(n j)+1xn = x` (j 1)+1   xn (j 1)xn =wj 1xn; como queramos demonstrar.
95Antes de apresentarmos o proximo lema, observemos que, a partir das relac~oes R1e R3b, podemos deduzir a relac~aoxi   xn 1xn i+10 = xn i+10 ; (7)para qualquer 1  i  n  1 (veja-se a Proposic~ao 2.4.3).Lema 3.4.13. Sejam k 2 f1; : : : ; n 2g, ` = n k, w1; : : : ; w` as palavras k-principaise t 2 f1; : : : ; `  1g. Ent~ao, a relac~aoxtnx0̀ = (w` t+1   w`)x0̀e uma consequência de R1, R3b, R50, R7 e de R8a.Demonstrac~ao. Tomemos k 2 f1; : : : ; n 2g e ` = n k. Notemos que 2  `  n 1.Provamos o lema por induc~ao em t. Para t = 1, temosxnx0̀ = xnx0x` 10= x1   xn 1x0x` 10 (pelo Lema 3.4.6)= x1   xkxk+1   xn 1xn (k+1)+10= x1   xkxn (k+1)+10 (por (7))= w`x`:Suponhamos agora que a igualdade e valida para certo 1  t  `  2. Ent~ao,xt+1n x0̀ = xnxtnx0̀= xnw` t+1   w`x0̀ (por hipotese)= w(` t+1) 1   w` 1xnx0̀ (pelo Lema 3.4.12)= w` (t+1)+1   w` 1w`x0̀ (pelo caso t = 1)e portanto a igualdade e valida para t+ 1.Lema 3.4.14. Sejam i 2 f1; : : : ; n   2g e t 2 f1; : : : ; n   i   1g. Ent~ao, a relac~aoxtnxi = xi+txtn e uma consequência de R7.Demonstrac~ao. Tomemos i 2 f1; : : : ; n   2g. Para t = 1, a relac~ao xtnxi = xi+txtnpertence a R7. Supondo que a igualdade e valida para certo t 2 f1; : : : ; n   i   2g,por R7, temos xt+1n xi  xnxtnxi = xnxi+txtn = xi+t+1xt+1n , o que prova o lema.
96Lema 3.4.15. Sejam k 2 f1; : : : ; n  1g, ` = n   k e w1; : : : ; w` as palavras k-prin-cipais. Sejam u2; : : : ; u` suxos de w2; : : : ; w`, respectivamente, tais que 0  ju2j     ju`j. Ent~ao, existem t 2 fk; : : : ; n   1g e suxos u01; : : : ; u0̀ de w1; : : : ; w`,respectivamente, com 0 < ju01j  ju02j      ju0̀ j, tais que a relac~aoQj̀=2 ujx0̀ = xtnQj̀=1 u0jx0̀e uma consequência de R1, R3b, R50, R7, R8a e de R9.Demonstrac~ao. Consideremos, em primeiro lugar, k = n 1. Ent~ao, ` = 1 e a unicapalavra (n   1)-principal e w1 = x1   xn 1. Pelo Lema 3.4.6, temos xnx0 = w1x0,donde x0 = xn 1n w1x0, por R9. Portanto, neste caso, o lema esta provado.Suponhamos que 1  k  n  2. Sejam z = (Qj̀=2 uj)x0̀ e uj = xn j+1 sj   xn j,com 2  j  `, para certos s2; : : : ; s` 2 f0; 1; : : : ; kg. Como sj = jujj, para qualquer2  j  `, ent~ao 0  s2      s`  k. Dado 2  j  `, por R7, temosxnuj = xnxn j+1 sj   xn j = xn (j 1)+1 sj   xn (j 1)xn;visto que x0 e xn 1 n~ao s~ao letras de uj. Consequentemente,z = xn 1n xnQj̀=2 ujx0̀ (por R9)= xn 1n Qj̀=2 (xn (j 1)+1 sj   xn (j 1))xnx0̀= xn 1n Qj̀=2 (xn (j 1)+1 sj   xn (j 1))w`x0̀ (pelo Lema 3.4.13)= xn 1n Qj̀=1 u jx0̀;em que s`+1 = k e u j = xn j+1 sj+1   xn j, para qualquer 1  j  `. E claro que u je um suxo de wj de comprimento sj+1, para qualquer 1  j  `, e0  ju 1j  ju 2j      ju `j = k:Se s2 6= 0 ent~ao o lema esta provado. Por conseguinte, suponhamos que s2 = 0 etomemos i 2 f2; : : : ; `g tal que0 = s2 =    = si < si+1      s`+1 = k:Seja j 2 fi; : : : ; `g. Se n j+1 sj+1  r  n j ent~ao i 1  n r 1  j sj+1 2,donde xi 1n xr = xr+(i 1)xi 1n , pelo Lema 3.4.14. Logo, para qualquer i  j  `, temosxi 1n u j = xi 1n xn j+1 sj+1   xn j= xn j+i sj+1   xn j+i 1xi 1n= xn (j i+1)+1 sj+1   xn (j i+1)xi 1n :
97Tomemos u0j = xn j+1 sj+i   xn j, para qualquer 1  j  `   i + 1, e u0j = wj, paraqualquer `  i+2  j  `. Ent~ao, para qualquer 1  j  `, u0j e um suxo de wj (comcomprimento sj+i, para 1  j  `  i, e com comprimento k, para `  i + 1  j  `),0 < ju01j      ju0̀  i+1j = k = ju0̀  i+2j =    = ju0̀ j;z = xn 1n Qj̀=i u jx0̀= xn in xi 1n Qj̀=i u jx0̀= xn in Q` i+1j=1 u0jxi 1n x0̀= xn in Q` i+1j=1 u0jw` (i 1)+1   w`x0̀ (pelo Lema 3.4.13)= xn in Qj̀=1 u0jx0̀e k  n  i  n  2, como queramos demonstrar.Finalmente, podemos provar que a linguagem W goza da seguinte propriedade:Proposic~ao 3.4.16. Seja w 2 X. Ent~ao, existe w 2 W tal que a relac~ao w = w euma consequência de R .Demonstrac~ao. Tomemos w 2 X. Ent~ao, pelo Corolario 3.4.11, existem i 2f0; 1; : : : ; n   1g e v 2 Y  tais que w = xinv e uma consequência de R . Por ou-tro lado, pela Proposic~ao 2.4.13, existe uma palavra w0 2 W tal que a relac~ao v = w0e uma consequência de R . Se w0 2 Wn ent~ao w0  1, pelo que w = xin e uma conse-quência de R e xin 2 W n. Se w0 2 W0 ent~ao w0  xn0 e portanto, pelo Lema 3.4.7,w = xinxn0 = xn0 e uma consequência de R e xn0 2 W 0. Suponhamos que w0 2 Wk, paraalgum 1  k  n  1. Sejam ` = n  k e w1; : : : ; w` as palavras k-principais. Ent~aow0  Qj̀=1 ujx0̀Qj̀=1 vj;em que uj e um suxo de wj e vj e um prexo de wj, para qualquer 1  j  `,0  ju1j      ju`j  k e k  jv1j      jv`j  0. Se u1 e n~ao vazio, ent~aow = xinw0 e uma consequência de R e xinw0 2 W k. Por outro lado, admitamos queju1j = 0. Ent~ao, pelo Lema 3.4.15, existem t 2 fk; : : : ; n  1g e suxos u01; : : : ; u0̀ dew1; : : : ; w`, respectivamente, com 0 < ju01j  ju02j      ju0̀ j, tais queQj̀=2 ujx0̀ = xtnQj̀=1 u0jx0̀e uma consequência de R . Tomemos p = i+ t se i+ t  n 1, caso contrario, tomemosp = i + t   n. Ent~ao 0  p  n   1 e, aplicando R9 se necessario, temos xi+tn = xpn.
98Logo, w = xinw0 xinQj̀=2 ujx0̀Qj̀=1 vj= xinxtnQj̀=1 u0jx0̀Qj̀=1 vj= xpnQj̀=1 u0jx0̀Qj̀=1 vje uma consequência de R e xpnQj̀=1 u0jx0̀Qj̀=1 vj 2 W k.Atendendo as Proposic~oes 3.4.1, 3.4.2 e 3.4.16, est~ao agora satisfeitas as condic~oesda Proposic~ao 1.7.2. Fica assim demonstrado o seguinte teorema:Teorema 3.4.17. O monoide POPIn e denido pela apresentac~ao hX j R i.Vimos na secc~ao 2 que POPIn tem caracterstica 2. Terminamos esta secc~aoexibindo uma nova apresentac~ao para os monoides POPIn com apenas dois geradores.Seja Z = fx1; xng. Seja ' : X ! Z o homomorsmo de monoides denido por:1. x0' = xn 1n (x1xn)n 1;2. x1' = x1;3. xi' = xi 1n x1xn i+1n , para qualquer 2  i  n  1.Consideremos R ' = fu' = v' j (u = v) 2 R g:Ent~ao:Corolario 3.4.18. O monoide POPIn e denido pela apresentac~ao hZ j R 'i.Demonstrac~ao. Consideremos as seguintes relac~oes:(R10) x0 = xn 1n (x1xn)n 1 e xi = xi 1n x1xn i+1n , para 2  i  n  1.Pelo Lema 3.2.4, o conjunto de geradores A de POPIn satisfaz todas as relac~oes deR10. Por conseguinte, uma vez que hX j R i e uma apresentac~ao para POPIn, aten-dendo a Proposic~ao 1.7.1, conclumos que cada uma das relac~oes de R10 e uma conse-quência de R . Logo, pela Proposic~ao 1.7.3, POPIn e ainda denido pela apresentac~aohX j R [R10i (aplicando transformac~oes de Tietze do tipo (T1) a hX j R i). Por outrolado, aplicando sucessivas transformac~oes de Tietze do tipo (T4) a hX j R [ R10i,usando cada uma das relac~oes de R10, obtemos a apresentac~ao hZ j R 'i. Pela Pro-posic~ao 1.7.3, conclumos que hZ j R 'i e tambem uma apresentac~ao para o monoidePOPIn.
99Exemplo 3.4.2. Para o monoide POPI4 temos a seguinte apresentac~ao com cincogeradoreshx0; x1; x2; x3; x4 j x1x0 = x0x2; x2x0 = x0x3; x3x1 = x1x3; x20x1 = x20;x3x20 = x20; x2x1x2 = x2x1; x1x2x1 = x2x1; x3x2x3 = x3x2;x2x3x2 = x3x2; x0x1x2x3x0 = x0; x1x2x3x0x1 = x1;x2x3x0x1x2 = x2; x3x0x1x2x3 = x3; x2x3x0x21 = x21;x3x0x1x22 = x22; x0x1x2x23 = x23; x4x1 = x2x4; x4x2 = x3x4;x4x0x1 = x1; x3x0x4 = x3; x44 = 1ie a seguinte apresentac~ao com dois geradoreshx; g jxg3(xg)3 = g3(xg)3gxg3; gxg3g3(xg)3 = g3(xg)3g2xg2; g2xg2x = xg2xg2;(g3(xg)3)2x = (g3(xg)3)2; g2xg2(g3(xg)3)2 = (g3(xg)3)2; gxg3xgxg3 = gxg3x;xgxg3x = gxg3x; g2xg2gxg3g2xg2 = g2xg2gxg3; gxg3g2xg2gxg3 = g2xg2gxg3;g3(xg)3xgxg3g2xg2g3(xg)3 = g3(xg)3; xgxg3g2xg2g3(xg)3x = x;gxg3g2xg2g3(xg)3xgxg3 = gxg3; g2xg2g3(xg)3xgxg3g2xg2 = g2xg2;gxg3g2xg2g3(xg)3x2 = x2; g2xg2g3(xg)3x(gxg3)2 = (gxg3)2;g3(xg)3xgxg3(g2xg2)2 = (g2xg2)2; gx = gxg3g; ggxg3 = g2xg2g;gg3(xg)3x = x; g2xg2g3(xg)3g = g2xg2; g4 = 1i:Fazendo uso da relac~ao g4 = 1, podemos simplicar algumas das relac~oes desta ultimaapresentac~ao, obtendo ainda a seguinte apresentac~ao para POPI4:hx; g jxg3(xg)2x = g3(xg)3gxg2; xg2(xg)2x = g2(xg)3g2xg; g2xg2x = xg2xg2;(xg)2x(xg)3x = (xg)2x(xg)3; xg(xg)2x(xg)2x = g(xg)2x(xg)2x;xg3xgxg3 = xg3x; xgxg3x = gxg3x; xg3xgx = xg3xg;(xg)8x = (xg)2x; (xg)6x = x; g(xg)5x2 = x2;(xg)3x = x; g4 = 1i:
Captulo 4Pseudovariedades geradas por semigruposde transformac~oes crescentes egeneralizac~oes
Na primeira secc~ao deste captulo temos por objectivo mostrar que a pseudova-riedade de semigrupos POI gerada por todos os semigrupos de transformac~oesparciais injectivas crescentes sobre uma cadeia nita e a pseudovariedade de semi-grupos POPI gerada por todos os semigrupos de transformac~oes parciais injectivasque preservam a orientac~ao sobre uma cadeia nita s~ao subpseudovariedades daspseudovariedades de semigrupos O e OP , respectivamente. Com este proposito,dados um conjunto X e um subconjunto Y de X, comecamos por construir umsubmonoide M(Y ) de PT (X) e um homomorsmo \natural"de M(Y ) em PT (Y ).Seguidamente, usamos estas construc~oes para mostrar que POIn divide O2n+1 eque POPIn divide OP2n (n 2 N). Na secc~ao 2, apresentamos outra subclasse deO. Na terceira secc~ao introduzimos o conceito de semigrupo normalmente ordenadoe mostramos que a classe NOS de todos os semigrupos normalmente ordenados euma pseudovariedade de semigrupos.1. As inclus~oes POI  O e POPI  OPNeste captulo consideramos algumas pseudovariedades de semigrupos geradas porsemigrupos de transformac~oes crescentes ou de transformac~oes que preservam a orien-tac~ao. Nomeadamente, consideramos as pseudovariedades de semigrupos:1. PO gerada por fPOn j n 2 Ng;2. O gerada por fOn j n 2 Ng;3. POI gerada por fPOIn j n 2 Ng;
1024. OP gerada por fOPn j n 2 Ng; e5. POPI gerada por fPOPIn j n 2 Ng.Tendo em conta que POInPOIm e a menos de um isomorsmo um subsemigrupode POIn+m (Proposic~ao 2.1.5), para quaisquer n;m 2 N , conclumos que POI e aclasse de todos os divisores de algum membro de fPOIn j n 2 Ng. Resultadosanalogos s~ao validos para as pseudovariedades de semigrupos O e PO (veja-se [22]).Por outro lado, atendendo ao Corolario 3.1.9, podemos armar que tal n~ao se passapara a pseudovariedade de semigrupos POPI .Sejam X um conjunto n~ao vazio, Y um subconjunto de X eM(Y ) = fs 2 PT (X) j para qualquer x 2 Dom(s), xs 2 Y implica x 2 Y g= fs 2 PT (X) j Y s 1  Y g:Observemos que, se Y = ; ou Y = X ent~ao M(Y ) = PT (X). Podemos ga-rantir que M(Y ) constitui uma parte n~ao vazia de PT (X), uma vez que possui atransformac~ao identidade sobre X. Alem disso, M(Y ) constitui um submonoide dePT (X). De facto, dados s; t 2 M(Y ), temos Y (st) 1 = Y t 1s 1  Y s 1  Y , dondest 2M(Y ).Para cada s 2M(Y ), denotemos por s a restric~ao de s ao subconjunto Y s 1 de Y ,i.e. s e a transformac~ao de PT (Y ) denida por: Dom(s) = Y s 1 = fx 2 Dom(s) j xs 2 Y g  Y ; e Para qualquer x 2 Dom(s), xs = xs.O resultado seguinte estabelece uma representac~ao natural do monoide M(Y ) emtermos de transformac~oes parciais sobre Y .Proposic~ao 4.1.1. A aplicac~ao ' : M(Y ) ! PT (Y ) denida por s' = s, paraqualquer s 2 M(Y ), e um homomorsmo de monoides.Demonstrac~ao. Observemos em primeiro lugar que a imagem por ' da identidadede M(Y ) e a identidade de PT (Y ). Sejam s; t 2 M(Y ). Tomemos r = st. O nossoobjectivo e provar que r = st. Assim, comecemos por mostrar que Dom(r) = Dom(st).Seja x 2 Dom(r), i.e. x 2 Dom(r) e xr 2 Y . Ent~ao, x 2 Dom(s), xs 2 Dom(t) eda condic~ao (xs)t = xr 2 Y resulta que xs 2 Y . Logo, x 2 Dom(s) e xs 2 Dom(t),donde x 2 Dom(st). Reciprocamente, tomemos x 2 Dom(st). Ent~ao, x 2 Dom(s)e xs = xs 2 Dom(t). Logo, x 2 Dom(s), xs 2 Dom(t) e xr = (xs)t 2 Y , dondex 2 Dom(r). Mostramos pois que Dom(r) = Dom(st). Por m, tomemos um elementox em Dom(r). Ent~ao, xr = xr = (xs)t = (xs)t = (xs)t. Portanto r = st, ou seja,(st)' = s't'.
103No resto desta secc~ao estudamos dois casos particulares do homomorsmo anterior,estabelecendo a partir deles os resultados referidos na introduc~ao deste captulo.Seja n 2 N . Tal como atras, seja Xn = f1 < 2 <    < ng. Consideremos a cadeiaX2n+1 = f1 < 2 <    < 2n < 2n + 1g e a sua subcadeia Xn = f2 < 4 <    < 2ng:Uma vez que X2n+1 e uma cadeia com 2n + 1 elementos e Xn e uma cadeia com nelementos, podemos considerar os monoides O2n+1 e POIn construdos a custa deX2n+1 e de Xn, respectivamente.Seja U = M(Xn) \ O2n+1, em que M(Xn) denota o submonoide de PT (X2n+1)cujos elementos s~ao todas as transformac~oes s tais que Xns 1  Xn. Ent~ao, U e umsubmonoide de O2n+1 e podemos considerar a aplicac~ao  : U ! PT (Xn) denida pors = s, em que s denota a restric~ao de s ao conjunto Xns 1, para qualquer s 2 U .Atendendo a Proposic~ao 4.1.1,  e um homomorsmo de monoides. Alem disso,U = POIn. Com efeito, comecemos por ver que U  I(Xn). Seja s 2 U . Se sn~ao e uma transformac~ao injectiva, existem x; y 2 Dom(s) = Xns 1  Xn tais quex < y e xs = ys. Uma vez que x; y 2 Xn, ent~ao x < x + 1 < y e x + 1 62 Xn.Ora, s 2 O2n+1, pelo que xs  (x + 1)s  ys e portanto (x + 1)s = xs 2 Xn. Logo,x + 1 2 Xns 1  Xn, contra a hipotese. Assim, U  I(Xn). Por outro lado,atendendo a que s e uma restric~ao de s e que s e uma transformac~ao crescente, s etambem uma transformac~ao crescente, pelo que U  POIn. Com vista a estabelecera inclus~ao recproca, tomemos t 2 POIn. Admitamos que t = 0. Uma vez quequalquer transformac~ao constante s de T (X2n+1) com imagem em X2n+1 n Xn e umelemento de U e a sua imagem s por  e a transformac~ao vazia, temos 0 = s 2 U.Suponhamos agora que t 6= 0. Para 1  k  n, denotemos por k o elemento 2kde Xn. Observemos que, com esta notac~ao, Xn = fk = 2k j 1  k  ng. Sejamx1; : : : ; xk 2 Xn (com 1  k  n) tais que x1 <    < xk e Dom(t) = fx1; : : : ; xkg.Denimos uma transformac~ao s de T (X2n+1) da seguinte forma:xs = 8>>>><>>>>: 1; se 1  x < x1xit; se x = xi, para algum i 2 f1; : : : ; kgxit+ 1; se xi < x < xi+1, para algum i 2 f1; : : : ; k   1g2n + 1; se xk < x  2n+ 1;i.e.s =  1    x1   1 x1 x1 + 1    x2   1 x2 x2 + 1   1    1 x1t x1t+ 1    x1t+ 1 x2t x2t+ 1      xk 1   1 xk 1 xk 1 + 1    xk   1 xk xk + 1    2n+ 1   xk 2 + 1 xk 1t xk 1t + 1    xk 1t+ 1 xkt 2n+ 1    2n+ 1 ! :
104Tomando n = 5, ilustramos esta construc~ao com os exemplos seguintes:1. Se t =  2 4 51 3 4 ! ent~ao s =  1 1 3 2 5 3 7 4 9 5 111 1 1 1 3 3 3 3 7 4 11 !;2. Se t =  1 2 31 3 5 ! ent~ao s =  1 1 3 2 5 3 7 4 9 5 111 1 3 3 7 5 11 11 11 11 11 !.Atendendo a que t e uma transformac~ao crescente, temos que s 2 O2n+1. Por outrolado, e tambem claro que Xns 1 = Dom(t)  Xn e que a restric~ao de s ao conjuntoXns 1 coincide com t. Assim, s 2 U e s = t, donde t 2 U.Provamos ent~ao que U = POIn. Como U e um submonoide deO2n+1, a igualdadeque acabamos de estabelecer permite-nos concluir o resultado seguinte.Teorema 4.1.2. O monoide POIn divide O2n+1.Observemos que, uma vez que a pseudovariedade POI e gerada por semigruposinversos, temos POI  Ecom. Logo, On 62 POI , para n  2, uma vez que os seusidempotentes, em geral, n~ao comutam. Tendo em conta esta observac~ao e o teoremaanterior podemos armar que:Corolario 4.1.3. POI  O.Observemos que a demonstrac~ao do resultado anterior aqui apresentada difere umpouco da prova original (veja-se [13]). Uma terceira prova do resultado estabelecidoneste corolario, que se deve a P. Higgins, pode ser encontrada em [22]. Neste artigo P.Higgins mostra que o monoide POIn divide O2n+3.Consideremos agora a cadeia X2n = f1 < 2 <    < 2ng e a sua subcadeiaXn = fk = 2k j 1  k  ng = f2 < 4 <    < 2ng: Como Xn e uma cadeia com nelementos, podemos considerar o monoide POPIn construdo a custa de Xn.Designemos porM(Xn) o submonoide de PT (X2n) constitudo por todas as trans-formac~oes s tais que Xns 1  Xn. Seja V = M(Xn) \ OP2n. Ent~ao, V e umsubmonoide de OP2n e podemos considerar a aplicac~ao  : V ! PT (Xn) denida pors = s, em que s denota a restric~ao de s ao conjunto Xns 1, para qualquer s 2 V .Uma vez mais, atendendo a Proposic~ao 4.1.1, podemos armar que  e um homomor-smo de monoides. Como qualquer restric~ao de uma transformac~ao que preserva aorientac~ao e ainda uma transformac~ao que preserva a orientac~ao (Proposic~ao 3.1.1),podemos considerar  denida de V em POPn.
105Seguidamente, provamos que V  = POPIn.Em primeiro lugar, tomemos s 2 V . Suponhamos que s n~ao e injectiva. Ent~ao,existem x; y 2 Xns 1  Xn tais que x < y e xs = ys. Observemos que1 < x < x+ 1 < y:Alem disso, uma vez que xs 2 Xn e (x+1)s 62 Xn, ent~ao xs 6= (x+1)s. Se xs > (x+1)s,como a restric~ao de s a f1; x; x+ 1; yg preserva a orientac~ao, obtemos(x+ 1)s  ys  1s  xs:De facto, como xs 2 Xn e 1s 62 Xn, temos 1s 6= xs, donde ys < xs, contra a hipotese.Logo, ys = xs < (x + 1)s, pelo queys < 1s < xs < (x + 1)s;donde ys < xs, uma vez mais contra a hipotese. Portanto, xs 6= ys, pelo que se injectiva. Consequentemente, V   POPIn. Com o objectivo de estabelecer ainclus~ao recproca, comecemos por observar que, dado um elemento s 2 V tal queIm(s)  X2n nXn, a sua imagem pelo homomorsmo  e a transformac~ao vazia e que,por outro lado, a existência de transformac~oes s em V nestas condic~oes esta garantida.Com efeito, qualquer transformac~ao constante de imagem emX2nnXn (e domnioX2n)satisfaz as condic~oes referidas. Assim, 0 1 6= ; e portanto 0 2 V .Tomemos agora uma transformac~ao n~ao vazia t de POPIn e sejam x1; : : : ; xk 2 Xn(com 1  k  n) tais que x1 <    < xk e Dom(t) = fx1; : : : ; xkg.Suponhamos em primeiro lugar que t e uma transformac~ao crescente. Denimosuma transformac~ao s em T (X2n) da seguinte forma:xs = 8>>><>>>: 1; se 1  x < x1xit; se x = xi, para algum i 2 f1; : : : ; kgxit+ 1; se xi < x < xi+1, para algum i 2 f1; : : : ; k   1g1; se xk < x  2n;i.e.s =  1    x1   1 x1 x1 + 1    x2   1 x2 x2 + 1   1    1 x1t x1t+ 1    x1t+ 1 x2t x2t+ 1      xk 1   1 xk 1 xk 1 + 1    xk   1 xk xk + 1    2n   xk 2 + 1 xk 1t xk 1t + 1    xk 1t+ 1 xkt 1    1 ! :Considerando n = 5, vejamos como ilustrac~ao da denic~ao anterior os seguintesexemplos:
106 1. Se t =  2 4 51 3 4 ! ent~ao s =  1 1 3 2 5 3 7 4 9 51 1 1 1 3 3 3 3 7 4 !;2. Se t =  1 2 31 3 5 ! ent~ao s =  1 1 3 2 5 3 7 4 9 51 1 3 3 7 5 1 1 1 1 !.(Compare com os exemplos da pagina 104.)Uma vez que t e uma transformac~ao crescente, por simples observac~ao de s, pode-mos concluir que s 2 OP2n (observemos que a transformac~ao s e crescente se e so sexk = n), Xns 1 = Dom(t)  Xn e a restric~ao de s ao conjunto Xns 1 coincide com t,pelo que s 2 V e s = t.Admitamos agora que a transformac~ao t pertence a POPIn n POIn. Tomemosp 2 f1; : : : ; k   1g tal que xpt > xp+1t. Observemos ent~ao quexp+1t <    < xkt < x1t < x2t <    < xpt:Nestas condic~oes, denimos uma transformac~ao s de T (X2n) da seguinte forma:xs = 8>>>>><>>>>>:
xkt + 1; se 1  x < x1xit; se x = xi, para algum i 2 f1; : : : ; kgxit+ 1; se xi < x < xi+1, para algum i 2 f1; : : : ; k   1g n fpg1; se xp < x < xp+1xkt + 1; se xk < x  2n;i.e.s =  1    x1   1 x1 x1 + 1    x2   1 x2 x2 + 1    xp   1 xpxkt+ 1    xkt + 1 x1t x1t+ 1    x1t+ 1 x2t x2t+ 1    xp 1t+ 1 xptxp + 1    xp+1   1 xp+1 xp+1 + 1    xk   1 xk xk + 1    2n1    1 xp+1t xp+1t + 1    xk 1t+ 1 xkt xkt+ 1    xkt+ 1 ! :Ilustramos esta construc~ao com os exemplos seguintes, tomando uma vez maisn = 5: 1. Se t =  1 3 54 2 3 ! ent~ao s =  1 1 3 2 5 3 7 4 9 57 4 1 1 1 2 5 5 5 3 !;2. Se t =  1 2 43 4 2 ! ent~ao s =  1 1 3 2 5 3 7 4 9 55 3 7 4 1 1 1 2 5 5 !.Uma vez que xp+1t <    < xkt < x1t < x2t <    < xpt, ent~ao1 < xp+1t < xp+1t+1 <    < xkt < xkt+1 < x1t < x1t+1 < x2t < x2t+1 <    < xpt;
107sendo assim claro que a transformac~ao s pertence a OP2n. Por outro lado, e tambemimediato que Xns 1 = Dom(t)  Xn e que a restric~ao de s ao conjunto Xns 1 coincidecom t. Logo, tambem neste caso, s 2 V e s = t, pelo que t 2 V .Do exposto resulta que V  = POPIn, o que nos permite concluir o seguinteteorema:Teorema 4.1.4. O monoide POPIn divide OP2n.Como corolario do teorema anterior temos:Corolario 4.1.5. POPI  OP .Observemos que a inclus~ao apresentada no corolario anterior e estrita, por raz~oesanalogas as invocadas no caso da inclus~ao POI  O.Terminamos esta secc~ao com uma propriedade da pseudovariedade POPI queresulta da Proposic~ao 3.1.6:Teorema 4.1.6. POPI \G = Ab.Demonstrac~ao. Seja n 2 N . Uma vez que POPIn contem grupos cclicos de or-dem k (Proposic~ao 3.1.6), para qualquer 1  k  n, ent~ao a pseudovariedade POPIcontem todos os grupos cclicos de ordem nita. Logo, pelo Teorema Fundamentaldos Grupos Abelianos Finitos (veja-se [27]), POPI contem todos os grupos abelianosnitos. Reciprocamente, como POPI e gerada por semigrupos cujos grupos s~ao abe-lianos (Proposic~ao 3.1.6), ent~ao qualquer grupo de POPI e abeliano, tendo em contaa Proposic~ao 1.8.3. Assim, POPI \G = Ab.2. Outra subclasse de ONesta secc~ao apresentamos outra subclasse de O. Recordemos que O contem todosos semigrupos J -triviais e todos os semigrupos cujos idempotentes formam um ideal(veja-se a Introduc~ao). Alem disso, como vimos na secc~ao anterior, O contem tambema pseudovariedade de semigrupos POI .No que se segue, todas as cadeias s~ao nitas e, alem de conjuntos parcialmenteordenados, s~ao tambem encaradas como semireticulados. Temos ent~ao o seguinteteorema que demonstramos a frente:Teorema 4.2.1. Sejam n 2 N, C uma cadeia, ' : POIn ! Endr(C) um homo-morsmo de monoides e C  POIn o produto semidirecto associado a '. Ent~ao,C  POIn 2 O.
108Ao contrario do que o resultado anterior nos poderia levar a crer, o exemplo abaixomostra que e falso que SlPOI esteja contido em O. De facto, visto que SlPOI Sl  O = PO (a este proposito, veja-se o trabalho [3] de J. Almeida e P. Higgins)poderemos conjecturar sobre a possibilidade de se ter Sl  POI = PO. No entanto,a veracidade desta igualdade esta, julgamos nos, por determinar.Exemplo 4.2.1. Sejam U1 = f0; 1g um semireticulado com dois elementos e S oproduto em coroa de U1 e POI2 (recordemos que S = UPOI21  POI2, para certaacc~ao de POI2 sobre UPOI 21 ). Ent~ao, o semigrupo S n~ao satisfaz a pseudoidentidadex!y(xy2)! = x!(xy2)!. De facto, atendendo ao Exemplo 2.4.1, podemos considerarPOI2 = ha; b j a2 = b2 = 0; aba = a; bab = bi = f0; a; b; ab; ba; 1ge tomando s =  0 a b ab ba 11 1 1 1 1 1 ! e t =  0 a b ab ba 11 1 0 1 1 1 ! ;temos que x = (s; ba) e y = (t; b) s~ao dois elementos de S tais que x!y(xy2)! 6=x!(xy2)!. Por outro lado, a pseudoidentidade considerada e satisfeita por O (veja-se[4, Proposic~ao 2.3]). Logo S 2 Sl  POI e S 62 O.Com o objectivo de provar o teorema anterior, demonstramos primeiro alguns re-sultados auxiliares. De agora em diante, nesta secc~ao, usamos o Teorema 4.1.2 (ou oCorolario 4.1.3) sem menc~ao explcita.Lema 4.2.2. Sejam C uma cadeia e ' : POIn ! Endr(C) um homomorsmo demonoides. Se Im(0') = f0g ou Im(0') = f1g ou Im(0') = f0; 1g e neste caso(x)0' = 0, para qualquer x 2 C n f1g, ent~ao t' = 0', para qualquer t 2 POIn n f1g.Demonstrac~ao. Se jCj = 1 ou n = 1, ent~ao o lema e imediato. Admitamos ent~ao quejCj  2 e n  2. Comecemos por observar que, dados idempotentes e e f de POIntais que e  f , ent~ao e' e f' s~ao idempotentes de Endr(C) e Im(e')  Im(f'). Emseguida, atendendo ao Teorema 2.2.4, o nucleo de ' e a congruência de Rees associadaao ideal Ik de POIn dos elementos de caracterstica menor ou igual a k, para certok 2 f0; 1; : : : ; ng. Suponhamos que k < n  1. Por um lado, ' e injectiva na J -classeJk+1 dos elementos de caracterstica k+1 de POIn e por outro Jk+1 possui pelo menosdois idempotentes e e f distintos. Ent~ao, e' 6= f', e'; f' 6= 0' e (ef)' = 0', vistoque a caracterstica de ef e inferior ou igual a k. Analisamos agora, separadamente,os três casos do enunciado.
109Admitamos em primeiro lugar que Im(0') = f0; 1g, com (x)0' = 0, para qualquerx 2 C n f1g. Observemos que, neste caso, (1)0' = 1, pelo que, dados t 2 POIn ex 2 C n f1g, ent~ao (x)t' 6= 1 (caso contrario, teramos0 = (x)0' = (x)(0t)' = (x)(t'0') = ((x)t')0' = (1)0' = 1:)Logo, para qualquer t 2 POIn tal que Im(t') = f0; 1g, temos t' = 0'. Consequente-mente, f0; 1g  Im(e') e f0; 1g  Im(f'), pelo que existem x; y 2 C n f0; 1g tais que(x)e' = x e (y)f' = y. Suponhamos, sem perda de generalidade, que x  y. Ent~ao,x = (x)e'  (y)e' = ((y)f')e' = (y)(f'e') = (y)(ef)' = (y)0' = 0;contra a hipotese. Logo, neste caso, k  n  1.Seguidamente, admitamos que Im(0') = f0g. Como e'; f' 6= 0', temos f0g Im(e') e f0g  Im(f'), pelo que existem x; y 2 C n f0g tais que (x)e' = x e(y)f' = y. Ent~ao, supondo que x  y, tal como no caso anterior, obtemos x = 0.Logo, tambem neste caso, chegamos a uma contradic~ao, pelo que k  n  1.Finalmente, admitamos que Im(0') = f1g. Ent~ao, f1g  Im(e') e f1g  Im(f'),pelo que existem x; y 2 C n f1g tais que (x)e' = x e (y)f' = y. Suponhamos, semperda de generalidade, que x  y. Ent~ao,1 = (x)0' = (x)(fe)' = (x)(e'f') = ((x)e')f' = (x)f'  (y)f' = y;o que, uma vez mais, e uma contradic~ao.Assim, em qualquer dos casos, k  n   1. Ent~ao, dado t 2 POIn n f1g, acaracterstica de t e menor ou igual a n   1, pelo que t 2 Ker('), i.e. t' = 0',como queramos demonstrar.Lema 4.2.3. Sejam C uma cadeia e ' : POIn ! Endr(C) um homomorsmo demonoides tal que Im(0') = f0g. Ent~ao, existe W 2 J \ Ecom tal que o produtosemidirecto (associado a ') C POIn e a menos de um isomorsmo um subsemigrupode W  POIn. Alem disso, C  POIn 2 POI.Demonstrac~ao. Nas condic~oes do lema, atendendo ao Lema 4.2.2, temos que ' econstante em POIn n f1g. Por conseguinte, pelo Lema 1.6.1, C  POIn e isomorfo aum subsemigrupo de (C U1)POIn, em que U1 e tomado como sendo o submonoidede POIn formado pelo zero e pela identidade de POIn e CU1 e o produto semidirectoassociado a restric~ao de ' a U1. Tendo em conta que J \Ecom  POI (veja-se [22]),para demonstrar o lema basta provar que C  U1 e um semigrupo J -trivial cujosidempotentes comutam.
110Comecamos por mostrar que C  U1 2 Ecom. Observemos que os idempotentesde C U1 s~ao os elementos da forma (x; 1), com x 2 C, e (0; 0). Assim, dados x; y 2 C,temos (x; 1)(y; 1) = (x(1:y); 1) = (xy; 1) = (yx; 1) = (y(1:x); 1) = (y; 1)(x; 1):Alem disso, para qualquer x 2 C,(x; 1)(0; 0) = (x(1:0); 0) = (x0; 0) = (0; 0) = (00; 0) = (0(0:x); 0) = (0; 0)(x; 1);pelo que, de facto, C  U1 2 Ecom.Seguidamente, mostramos que C  U1 e J -trivial. Tomemos x 2 C. Suponhamosque (x; 0)R (y; u), para certo (y; u) 2 C  U1. Ent~ao, existem (a; t); (b; q) 2 C  U1tais que (y; u) = (x; 0)(a; t) e (x; 0) = (y; u)(b; q). Logo, (y; u) = (x(0:a); 0) = (0; 0),donde (x; 0) = (0; 0)(b; q) = (0; 0), i.e. (y; u) = (x; 0), pelo que R(x;0) = f(x; 0)g.Por outro lado, suponhamos que (x; 0)L (y; u), para certo (y; u) 2 C  U1. Ent~ao,existem (a; t); (b; q) 2 C  U1 tais que (y; u) = (a; t)(x; 0) e (x; 0) = (b; q)(y; u). Logo,(y; u) = (a(t:x); 0), pelo que u = 0. Alem disso, y = a(t:x) e x = b(q:y). Se t 6= 1ent~ao y = a(0:x) = a0 = 0, logo x = b(q:0) = b0 = 0, donde (y; u) = (x; 0).Analogamente, se q 6= 1 ent~ao (y; u) = (x; 0). Finalmente, se t = q = 1 ent~aox = by  y = ax  x e, portanto, uma vez mais (y; u) = (x; 0). Assim, em C  U1,temos L(x;0) = f(x; 0)g = R(x;0), pelo que jJ(x;0)j = 1. Consideremos agora o elemento(x; 1) 2 C  U1. Suponhamos que (x; 1)R (y; u), para certo (y; u) 2 C  U1. Ent~ao,existem (a; t); (b; q) 2 C  U1 tais que (y; u) = (x; 1)(a; t) e (x; 1) = (y; u)(b; q). Logo,y = xa, x = y(u:b) e 1 = uq. Ent~ao, necessariamente, u = 1 e y = xa  x = yb  y.Logo (y; u) = (x; 1), pelo que R(x;1) = f(x; 1)g. Por outro lado, suponhamos que(x; 1)L (y; u), para certo (y; u) 2 C  U1. Ent~ao, existem (a; t); (b; q) 2 C  U1 taisque (y; u) = (a; t)(x; 1) e (x; 1) = (b; q)(y; u). Desta ultima igualdade resulta deimediato que u = 1 = q, pelo que t = 1 e, portanto, x = by  y = ax  x, donde(y; u) = (x; 1). Por conseguinte, em C  U1, tambem temos L(x;1) = f(x; 1)g = R(x;1),pelo que jJ(x;1)j = 1. Conclumos ent~ao que C  U1 e J -trivial, terminando assim aprova do resultado.Lema 4.2.4. Sejam C uma cadeia e ' : POIn ! Endr(C) um homomorsmo demonoides tal que Im(0') = f1g. Ent~ao, o produto semidirecto C  POIn (associadoa ') e a menos de um isomorsmo um subsemigrupo de Endr(C)  POIn+1. Alemdisso, C  POIn 2 O.
111Demonstrac~ao. De modo analogo ao resultado anterior, atendendo ao Lema 4.2.2,' e constante em POIn n f1g, donde, pelo Lema 1.6.1, C  POIn e isomorfo a umsubsemigrupo de (C  U1)  POIn, em que U1 e o submonoide de POIn formadopelo zero e pela identidade de POIn e C  U1 e o produto semidirecto associado arestric~ao de ' a U1. Como U1 e isomorfo a POI1 e POI1  POIn e a menos de umisomorsmo um subsemigrupo de POIn+1 (pela Proposic~ao 2.1.5), para demonstrara primeira parte do lema basta vericar que C  U1 e a menos de um isomorsmo umsubsemigrupo de Endr(C)U1. Denimos uma aplicac~ao  de C U1 em Endr(C)U1do seguinte modo: para qualquer (x; t) 2 C  U1,(x; t) = ((x; t) 1; t);em que  1 e a aplicac~ao de C  U1 em End(C) denida por(y)(x; 0) 1 = xe (y)(x; 1) 1 = xy;para qualquer y 2 C. N~ao ha duvida que (x; t) 1 e um endomorsmo de C, paraqualquer (x; t) 2 C U1. Sejam (x; t); (y; q) 2 C U1 tais que (x; t) = (y; q) . Ent~aot = q e (x; t) 1 = (y; q) 1. Logo x = (x)(x; t) 1 = (x)(y; q) 1  y = (y)(y; t) 1 =(y)(x; q) 1  x, donde x = y, pelo que a aplicac~ao  e injectiva. Provemos agora que 1 e um homomorsmo. Sejam (x; t); (y; q) 2 C  U1. Ent~ao, como Im(0') = f1g,(x; t)(y; q) = (x(t:y); tq) = ( (xy; q); se t = 1(x; 0); se t = 0,pelo que:1. Se t = 0, ent~ao (z)((x; t)(y; q)) 1 = (z)(x; 0) 1 = x = ((z)(y; q) 1)(x; 0) 1 =(z)(y; q) 1(x; t) 1; para qualquer z 2 C;2. Se t = 1 e q = 0, ent~ao (z)((x; t)(y; q)) 1 = (z)(xy; 0) 1 = xy = (y)(x; 1) 1 =((z)(y; 0) 1)(x; 1) 1 = (z)(y; q) 1(x; t) 1; para qualquer z 2 C;3. Se t = 1 e q = 1, ent~ao (z)((x; t)(y; q)) 1 = (z)(xy; 1) 1 = xyz = (yz)(x; 1) 1 =((z)(y; 1) 1)(x; 1) 1 = (z)(y; q) 1(x; t) 1; para qualquer z 2 C.Logo,  1 e um homomorsmo de C  U1 em Endr(C). Consequentemente,  e umhomomorsmo injectivo. Deste modo ca demonstrada a primeira parte do lema.
112Seguidamente, provamos a segunda armac~ao do lema. Tendo em conta a ob-servac~ao da pagina 28 (captulo 1), sendo m o numero de elementos da cadeia C,temos que End(C) e isomorfo ao monoide Om, pelo que, atendendo a [21, Teorema2.4], Endr(C) e isomorfo a um subsemigrupo de Om+1. Logo, C  POIn 2 O, comoqueramos demonstrar.Lema 4.2.5. Sejam C uma cadeia e ' : POIn ! Endr(C) um homomorsmo demonoides tal que Im(0') = f0; 1g, com (x)0' = 0, para qualquer x 2 C n f1g. Ent~ao,existe W 2 J tal que o produto semidirecto (associado a ') C  POIn e a menos deum isomorsmo um subsemigrupo de W  POIn. Alem disso, C  POIn 2 O.Demonstrac~ao. Uma vez mais atendendo aos Lemas 4.2.2 e 1.6.1, podemos deduzirque C  POIn e isomorfo a um subsemigrupo de (C  U1)  POIn, em que U1 e osubmonoide de POIn formado pelo zero e pela identidade de POIn e CU1 e o produtosemidirecto associado a restric~ao de ' a U1. Tendo em conta que J  O (veja-se [22]),o resultado ca demonstrado se provarmos que C  U1 e um semigrupo J -trivial.Tomemos x 2 C. Suponhamos que (x; 0)R (y; u), para certo (y; u) 2 C  U1. Ent~ao,existem (a; t); (b; q) 2 C  U1 tais que (y; u) = (x; 0)(a; t) e (x; 0) = (y; u)(b; q). Sea = 1 temos (y; u) = (x(0:a); 0) = (x; 0). Se a 6= 1 temos (y; u) = (x(0:a); 0) = (0; 0),donde (x; 0) = (0; 0)(b; q) = (0; 0) = (y; u). Logo R(x;0) = f(x; 0)g. Por outro lado,suponhamos que (x; 0)L (y; u), para certo (y; u) 2 CU1. Ent~ao, existem (a; t); (b; q) 2C  U1 tais que (y; u) = (a; t)(x; 0) e (x; 0) = (b; q)(y; u). Logo, (y; u) = (a(t:x); 0),pelo que u = 0. Alem disso, y = a(t:x) e x = b(q:y). Se x = 1 ent~ao q:y = 1 eportanto y = 1, donde x = y. Analogamente, se y = 1 ent~ao x = y. Suponhamosque x 6= 1 e y 6= 1. Se t 6= 1 ent~ao y = a(0:x) = a0 = 0 e x = b(q:0) = b0 = 0,donde x = y. Analogamente, se q 6= 1 ent~ao x = y. Finalmente, se t = q = 1, ent~aox = by  y = ax  x e, portanto, uma vez mais x = y. Assim, em C  U1, temosL(x;0) = f(x; 0)g = R(x;0), pelo que jJ(x;0)j = 1. Seguidamente, consideremos o elemento(x; 1) 2 C  U1. Suponhamos que (x; 1)R (y; u), para certo (y; u) 2 C  U1. Ent~ao,existem (a; t); (b; q) 2 C  U1 tais que (y; u) = (x; 1)(a; t) e (x; 1) = (y; u)(b; q). Logo,y = xa, x = y(u:b) e 1 = uq. Ent~ao, necessariamente, u = 1 e y = xa  x = yb  y,pelo que (y; u) = (x; 1). Por outro lado, suponhamos que (x; 1)L (y; u), para certo(y; u) 2 C  U1. Ent~ao, existem (a; t); (b; q) 2 C  U1 tais que (y; u) = (a; t)(x; 1) e(x; 1) = (b; q)(y; u). Desta ultima igualdade resulta de imediato que u = 1 = q, peloque t = 1. Portanto, x = by  y = ax  x, donde (y; u) = (x; 1). Por conseguinte,em C  U1, tambem temos L(x;1) = f(x; 1)g = R(x;1), pelo que jJ(x;1)j = 1. Portanto,C  U1 e J -trivial.
113Lema 4.2.6. Para qualquer S 2 O, o semigrupo S0 pertence a O.Demonstrac~ao. Seja S 2 O. Uma vez que O e a classe de todos os divisores deOk, com k 2 N , existem m 2 N , um subsemigrupo T de Om e um homomorsmosobrejectivo ' de T sobre S. E claro que ' induz um homomorsmo sobrejectivo deT 0 sobre S0. Logo, o resultado ca demonstrado se provarmos que T 0 e a menos deum isomorsmo um subsemigrupo de Om+1. Denimos ent~ao uma aplicac~ao  de T 0em Om+1 do seguinte modo: para qualquer t 2 T ,(x)t = ( xt; se 1  x  mm+ 1; se x = m+ 1,e (x)0 = m + 1, para qualquer x 2 f1; : : : ; m + 1g. Ent~ao  e um homomorsmoinjectivo, pelo que o lema ca demonstrado.Estamos agora em condic~oes de provar o Teorema 4.2.1.Demonstrac~ao do Teorema 4.2.1.Sejam n 2 N, C uma cadeia, ' : POIn ! Endr(C) um homomorsmo de monoidese C  POIn o produto semidirecto associado a '. Provamos que C  POIn 2 O, porinduc~ao no numero de elementos de C. Se C e uma cadeia com um so elemento,ent~ao C  POIn e isomorfo a POIn, donde C  POIn 2 O. Dada uma cadeiaC, suponhamos ent~ao que qualquer produto semidirecto C 0  POIn, com C 0 umacadeia tal que jC 0j < jCj, pertence a O. Se Im(0') = f0g ou Im(0') = f1g ent~ao,pelos Lemas 4.2.3 e 4.2.4, temos C  POIn 2 O. Se Im(0') = f0; 1g e (x)0' = 0,para qualquer x 2 C n f1g, ent~ao C  POIn 2 O, atendendo ao Lema 4.2.5. SeIm(0') = f0; 1g e (x)0' = 1, para certo x 2 C n f1g, ent~ao 0' aplica pelo menosdois elementos distintos de C na identidade. Logo, pelo Lema 1.6.2, existem duassubcadeias C1 e C2 de C, com 1 < jCij < jCj, para i = 1; 2, tais que C  POIne a menos de um isomorsmo um subsemigrupo de (C1  POIn)  (C2  POIn)0,para certos produtos semidirectos C1  POIn e C2  POIn. Atendendo a hipotese deinduc~ao, C1  POIn; C2  POIn 2 O e, pelo Lema 4.2.6, (C2  POIn)0 2 O, donde,tambem neste caso, C POIn 2 O. Finalmente, suponhamos que Im(0') n~ao vericanenhum dos casos anteriores. Ent~ao, existe e 2 C n f0; 1g tal que e 2 Im(0'). Como0' e um idempotente de End(C), ent~ao e = (e)0'. Logo, pelo Lema 1.6.3, existemduas subcadeias C1 e C2 de C, com 1 < jCij < jCj, para i = 1; 2, tais que C  POIne a menos de um isomorsmo um subsemigrupo de (C1  POIn) (C2  POIn), paracertos produtos semidirectos C1  POIn e C2  POIn. Mais uma vez, atendendo ahipotese de induc~ao, C1  POIn; C2  POIn 2 O, pelo que C  POIn 2 O, comoqueramos demonstrar.
114 3. Semigrupos normalmente ordenadosNesta secc~ao introduzimos o conceito de semigrupo normalmente ordenado. Estaclasse de semigrupos surgiu no decorrer de uma tentativa de encontrar uma descric~ao(efectiva) para a pseudovariedade de semigrupos POI . Apesar deste problema per-manecer em aberto, pensamos que a classe dos semigrupos aperiodicos normalmenteordenados e uma seria candidata a descric~ao da pseudovariedade POI . Alem disso,provamos no proximo captulo que a pseudovariedade de semigrupos inversos geradapor fPOIn j n 2 Ng e a classe dos semigrupos inversos aperiodicos normalmenteordenados.Nesta secc~ao todos os semigrupos que consideramos s~ao nitos.Sejam S um semigrupo cujos idempotentes comutam, E o conjunto dos seus idem-potentes e  : S ! I(E)s 7! s : R(s) ! L(s)e 7! (es) 1(es)a Representac~ao de Munn de S. Dizemos que uma relac~ao de ordem parcial E denidano conjunto E e uma ordem normal em E se verica as três condic~oes seguintes:(no1) Para quaisquer e; f 2 E, se e E f ent~ao eJ f ;(no2) Para qualquer J -classe regular J de S, (J \ E;E) e uma cadeia;(no3) Para quaisquer s 2 S e e; f 2 R(s), se e E f ent~ao es E fs.Dizemos que um semigrupo S cujos idempotentes comutam e normalmente orde-nado se E(S) possui uma ordem normal.Observemos que, dado um semigrupo S, existe sempre uma relac~ao de ordem par-cial E em E(S) que satisfaz as condic~oes (no1) e (no2).Dados S 2 Ecom, uma relac~ao de ordem parcial E em E = E(S) e s 2 Reg(S),atendendo ao Lema 1.5.6, armar que, para quaisquer e; f 2 R(s), se e E f ent~aoes E fs, e equivalente a dizer que, para quaisquer e; f 2 Ess 1, se e E f ent~aos 1es E s 1fs. Em particular, dado um semigrupo inverso S, uma relac~ao de ordemparcial E e uma ordem normal em E = E(S) se e so se:(no1) Para quaisquer e; f 2 E, se e E f ent~ao eJ f ;(no2) Para qualquer J 2 S=J ; (J \ E;E) e uma cadeia;(no3) Para quaisquer s 2 S e e; f 2 Ess 1, se e E f ent~ao s 1es E s 1fs.
115Apresentamos em seguida alguns exemplos de semigrupos normalmente ordenados.Exemplos 4.3.1. 1. Qualquer semigrupo com um so idempotente e, trivialmente, umsemigrupo normalmente ordenado. Assim, os semigrupos cclicos (i.e. os semigruposque admitem um conjunto de geradores com um so elemento), os semigrupos nilpo-tentes (i.e. os semigrupos com zero em que qualquer elemento possui uma potêncianula), em particular os semigrupos nulos, e os grupos s~ao exemplos de semigruposnormalmente ordenados.2. Qualquer semigrupo inverso 0-simples (semigrupo de Brandt) S e normalmenteordenado. Com efeito, qualquer relac~ao de ordem parcial E denida em E(S) quesatisfaca as condic~oes (no1) e (no2) tambem satisfaz a condic~ao (no3). De facto,tomando s 2 S e e; f 2 Ess 1 tais que e E f , temos eJ f , atendendo a (no1). Assim,e = 0 = f ou, pelo contrario, e; f 6= 0. No primeiro caso e claro que s 1es = s 1fs = 0.Por outro lado, se e; f 6= 0, como e; f  ss 1, ent~ao e, f e ss 1 est~ao J -relacionadose, atendendo a Proposic~ao 1.3.12, de e; f  ss 1 resulta que e = ss 1 = f . Porconseguinte, s 1es = s 1fs.3. Qualquer semireticulado E e um semigrupo inverso normalmente ordenado,atendendo a que a igualdade e trivialmente uma ordem normal em E. Mais geralmente,qualquer semigrupo J -trivial cujos idempotentes comutam e normalmente ordenado.4. O semigrupo inverso I2 n~ao e normalmente ordenado. Com efeito, suponhamosque existe uma ordem normal E em E = E(I2) e tomemos s =  1 22 1, e =  11 ef =  22. Ent~ao eJ f . Por (no2), temos e E f ou f E e, mas e; f 2 Ess 1, s 1es = fe s 1fs = e, pelo que, por (no3), f E e ou e E f , respectivamente. Portanto,atendendo a (no2), e = f , o que e um absurdo.Acabamos de mostrar que algumas classes importantes de semigrupos s~ao exemplosde semigrupos normalmente ordenados. No entanto, a nossa motivac~ao para a denic~aode ordem normal reside no exemplo dado pela proxima proposic~ao. Recordemos oconceito de ordem lexicograca. Sejam (C1;1); : : : ; (Cn;n) n cadeias. No conjuntoC = C1      Cn consideramos a relac~ao lex denida do seguinte modo: paraquaisquer x = (x1; : : : ; xn) e y = (y1; : : : ; yn) em C, x lex y se e so se x = y ouxi = yi, para qualquer i 2 f1; : : : ; p   1g, e xp <p yp, para algum p 2 f1; : : : ; ng. Arelac~ao lex e uma ordem linear (ou total, segundo outros autores) em C, denominadaordem lexicograca de C.Proposic~ao 4.3.1. Para qualquer n 2 N, o semigrupo inverso POIn e normalmenteordenado.
116Demonstrac~ao. Seja E = E(POIn). Dado e 2 E tal que Dom(e) = fi1;    ; ikg,em que i1 <    < ik e 1  k  n, identiquemos Dom(e) com a sequência (i1; : : : ; ik).Denotando por lex a ordem lexicograca numa potência nita de Xn, denimos umarelac~ao binaria E em E da seguinte forma: para quaisquer e; f 2 E,e E f se e so se eJ f e Dom(e) lex Dom(f):Recordemos que dois elementos de POIn est~ao J -relacionados se e so se tiverem amesma caracterstica, pelo que a denic~ao anterior faz sentido. Seguidamente, mos-tramos que E e uma ordem normal em E. Atendendo a denic~ao, e claro que Esatisfaz a condic~ao (no1). Como lex e uma ordem total e, para quaisquer e; f 2 E,Dom(e) = Dom(f) implica e = f , temos que a condic~ao (no2) tambem e satisfei-ta por E. Com a intenc~ao de mostrar que E satisfaz (no3), tomemos s 2 POIne e; f 2 Ess 1 tais que e E f . Comecemos por observar que, atendendo a quee; f 2 Ess 1, ent~ao s 1esJ s 1fs. Se e = 0 ou f = 0 ent~ao e = 0 = f e, con-sequentemente, s 1es = 0 E 0 = s 1fs. Suponhamos que e; f 6= 0. Provamos emprimeiro lugar que Dom(e)s = Dom(s 1es). Uma vez que e  ss 1, ent~ao Dom(e) Dom(ss 1) = Dom(s). Seja i 2 Dom(e). Ent~ao is 2 Dom(s 1), (is)s 1 = i 2 Dom(e)e (is)s 1e = ie = i 2 Dom(s), pelo que is 2 Dom(s 1es). Reciprocamente, sei 2 Dom(s 1es) ent~ao is 1 2 Dom(e) e portanto i = (is 1)s 2 Dom(e)s. Analo-gamente, Dom(f)s = Dom(s 1fs). Por outro lado, como s e uma transformac~aoinjectiva e crescente, de Dom(e) lex Dom(f) resulta Dom(e)s lex Dom(f)s, ou sejaDom(s 1es) lex Dom(s 1fs). Deste modo ca demonstrado que s 1es E s 1fs e,por conseguinte, o resultado.Exemplo 4.3.2. Para n = 3, temos jE(POI3)j = 8 e a relac~ao binaria E denidaem E(POI3) como na proposic~ao anterior, e tal que 1 21 2 ! E  1 31 3 ! E  2 32 3 !e  11 ! E  22 ! E  33 ! :Como cou provado na demonstrac~ao do resultado anterior, E e uma ordem normalem E(POI3).Denotamos por NOS a classe de todos os semigrupos normalmente ordenados.Nesta secc~ao, o nosso objectivo principal e mostrar que NOS e uma pseudovariedadede semigrupos. Para provar queNOS e fechada para imagens homomorfas, precisamosusar o lema que se segue.
117Lema 4.3.2. Sejam S e T dois semigrupos cujos idempotentes comutam e ' : S ! Tum homomorsmo sobrejectivo. Sejam J 0 uma J -classe regular de T e J a J -classede S J -mnima entre as J -classes Q de S tais que Q'  J 0. Ent~ao ' induz umabijecc~ao de J \ E(S) sobre J 0 \ E(T ).Demonstrac~ao. Comecemos por observar que a existência de J esta garantida peloLema 1.3.3, tendo-se ainda que J e regular e J' = J 0. Seja e0 2 J 0 \E(T ) e tomemosx 2 J tal que x' = e0. Seja e uma potência idempotente de x. Ent~ao e' = e0 e Je' J 0. Atendendo a minimalidade de J , temos J J Je. Por outro lado, Je J Jx = J , epor conseguinte Je = J . Portanto, e 2 J \E(S). Logo J 0\E(T )  (J \E(S))'. Umavez que a inclus~ao recproca e imediata, conclumos que (J\E(S))' = J 0\E(T ). Coma intenc~ao de mostrar que ' e injectiva em J \E(S), tomemos e; f 2 J \E(S) tais quee' = f' = e0. Ent~ao (ef)' = e0, pelo que, atendendo uma vez mais a minimalidadede J , podemos armar que J J Jef J Je = J . Assim ef 2 J . Como e; f; ef 2 J ,pela Proposic~ao 1.3.6, obtemos ef 2 Re \ Lf . Atendendo a que os idempotentes de Scomutam, conclumos que e = ef = f . Portanto, ' e injectiva em J \ E(S). Logo, 'induz uma bijecc~ao de J \ E(S) sobre J 0 \ E(T ), como pretendamos demonstrar.Proposic~ao 4.3.3. Qualquer imagem homomorfa de um semigrupo normalmente or-denado e ainda um semigrupo normalmente ordenado.Demonstrac~ao. Sejam S e T dois semigrupos cujos idempotentes comutam e seja' : S ! T um homomorsmo sobrejectivo. Suponhamos que S e normalmente or-denado e seja E uma ordem normal em E(S). Para cada J -classe regular J 0 de T ,denotemos por J a J -classe J -mnima de S tal que J'  J 0 e, para cada e0 2 E(T ),denotemos por e o idempotente de S tal que e' = e0 e Je e a J -classe J -mnima deS tal que Je'  Je0. Denimos uma relac~ao binaria E0 em E(T ) da seguinte forma:para quaisquer e0; f 0 2 E(T ), e0 E0 f 0 se e so se e E f .O resultado ca demonstrado provando que E0 e uma ordem normal em E(T ).(no1) Sejam e0; f 0 2 E(T ) tais que e0 E0 f 0. Ent~ao e E f , pelo que eJ f , dondee0 = e'J f' = f 0.(no2) Sejam J 0 uma J -classe regular de T e e0; f 0 2 J 0 \ E(T ). Ent~ao e; f 2J \E(S) e, uma vez que (J \E(S);E) e uma cadeia, e E f ou f E e. Logo e0 E0 f 0 ouf 0 E0 e0. Por outro lado, atendendo a que E e uma relac~ao de ordem parcial e J e umarelac~ao de equivalência, temos que E0 e uma relac~ao de ordem parcial em J 0 \ E(T ),pelo que (J 0 \ E(T );E0) e tambem uma cadeia.
118(no3) Seja t 2 T e tomemos e0; f 0 2 E(T ) tais que e0; f 0 2 R(t) e e0 E0 f 0.Queremos ent~ao provar que (e0t) 1(e0t) E0 (f 0t) 1(f 0t). Se e0 = f 0, a condic~ao anteriore trivialmente verdadeira, pelo que podemos supor que e0 6= f 0. Ent~ao, e0; f 0 6= t. Comefeito, se e0 = t ent~ao f 0 2 R(e0), pelo que, atendendo ao Lema 1:5:2, obtemosf 0 = e0(f 0e0) 1f 0 = e0f 0;donde f 0  e0 e, pela Proposic~ao 1.3.12, temos e0 = f 0. De um modo analogo seprova que f 0 e distinto de t. Seja J 0 a J -classe de T que contem os idempotentes e0e f 0. Seja s 2 t' 1. Ent~ao, (es)' = e0t. Pelos Lemas 1.5.1 e 1.5.2, e0t e regular ee0 J (e0t) 1(e0t), donde e0t 2 J 0. Agora, como e 2 J e es J e, obtemos es 2 J , pois Je a J -classe J -mnima tal que J'  J 0. Logo, es 2 Reg(S) e (es) 1(es) 2 J . Alemdisso, (e0t) 1 = ((es)') 1 = (es) 1' e portanto(e0t) 1(e0t) = (es) 1'(es)' = ((es) 1(es))':Analogamente, fs 2 Reg(S), (fs) 1(fs) 2 J e(f 0t) 1(f 0t) = ((fs) 1(fs))':Por outro lado, uma vez que e0 2 R(t) e e0 6= t, ent~ao existe y 2 T tal que e0 = ty.Seja x 2 S tal que x' = y. Ent~ao,e' = e0 = e0e0 = tye0 = s'x'e' = (sx)'e';pelo que e' = (sx)!'e' = ((sx)!e)':Alem disso, como (sx)!e 2 E(S), (sx)!e J e e e 2 J , ent~ao (sx)!e 2 J , atendendoa minimalidade de J . Logo, pelo Lema 1.3.12, temos e = (sx)!e, donde e R s.Analogamente, f R s. Portanto, temos e; f 2 R(s) e e E f , donde(es) 1(es) E (fs) 1(fs):Consequentemente, ((es) 1(es))' E0 ((fs) 1(fs))', i.e.(e0t) 1(e0t) E0 (f 0t) 1(f 0t);como queramos demonstrar.Teorema 4.3.4. A classe NOS e uma pseudovariedade de semigrupos.
119Demonstrac~ao. Atendendo a Proposic~ao 4.3.3, a classeNOS e fechada para imagenshomomorfas. Logo, para provar queNOS e uma pseudovariedade de semigrupos, faltaver que tambem e fechada para subsemigrupos e produtos directos nitos.Sejam S 2 NOS, E uma ordem normal em E(S) e T um subsemigrupo de S.Consideremos a relac~ao E0 denida em E(T ) por: dados e; f 2 E(T ), e E0 f se e so see e f s~ao idempotentes J -relacionados em T e e E f . Ent~ao E0 e uma ordem normalem E(T ), pelo que T 2NOS.Tomemos agora n semigrupos normalmente ordenados S1; : : : ; Sn e denotemos porEi a ordem normal considerada em cada E(Si), com 1  i  n. Seja S = S1  Sn.Ent~ao, dada uma J -classe regular J de S, J e um produto directo J1      Jn deJ -classes regulares Ji de Si, 1  i  n, e J \ E(S) e o produto directo dos conjuntosJi \ E(Si), com 1  i  n. Como cada Ji \ E(Si), 1  i  n, e uma cadeia para aordem Ei, podemos considerar a ordem lexicograca lex em J \E(S) induzida pelasordens normais Ei, 1  i  n. Denimos agora uma relac~ao binaria E em E(S) daseguinte forma: para quaisquer e; f 2 E(S),e E f se e so se eJ f e e lex f .E evidente que E satisfaz as condic~oes (no1) e (no2). Com o objectivo de provarque E satisfaz a condic~ao (no3), tomemos s 2 S e e; f 2 R(s) tais que e E f . See = f ent~ao (es) 1(es) = (fs) 1(fs), pelo que, trivialmente, (es) 1(es) E (fs) 1(fs).Suponhamos que e 6= f . Sejam si; ei; fi 2 Si, com i 2 f1; : : : ; ng, tais que s =(s1; : : : ; sn), e = (e1; : : : ; en) e f = (f1; : : : ; fn). Ent~ao, ei J fi e ei; fi 2 R(si), paraqualquer i 2 f1; : : : ; ng. Alem disso, existe j 2 f1; : : : ; ng tal que ej Ej fj, ej 6= fje ei = fi, para 1  i < j. Logo, (ejsj) 1(ejsj) Ej (fjsj) 1(fjsj), (ejsj) 1(ejsj) 6=(fjsj) 1(fjsj) e (eisi) 1(eisi) = (fisi) 1(fisi), para 1  i < j. Uma vez que(es) 1(es) = ((e1s1) 1(e1s1); : : : ; (ensn) 1(ensn))e (fs) 1(fs) = ((f1s1) 1(f1s1); : : : ; (fnsn) 1(fnsn));temos (es) 1(es) E (fs) 1(fs). Logo, E satisfaz a condic~ao (no3), pelo que o semi-grupo S pertence a NOS. Deste modo ca demonstrado o resultado.Uma vez que POIn 2NOS, para qualquer n 2 N , eNOS e uma pseudovariedadede semigrupos, podemos armar que POI  NOS. Por outro lado, mostramos nocaptulo 5 que POI \ Inv = NOS \ Inv \A. Nesta contexto, julgamos ser lcito
120conjecturar que POI = NOS \ A. A descric~ao (efectiva) de POI constitui umproblema que permanece em aberto.Designemos por NO a classe dos semigrupos inversos normalmente ordenados.Como consequência imediata do teorema anterior, temos:Corolario 4.3.5. A classe NO e uma pseudovariedade de semigrupos inversos.O resultado seguinte estabelece uma propriedade importante da pseudovariedadede semigruposNOS que, como mostramos adiante, nos permitira reduzir o estudo dapseudovariedade de semigrupos inversos NO ao estudo dos seus elementos fundamen-tais.Proposic~ao 4.3.6. Sejam S e T dois semigrupos cujos idempotentes comutam e seja : S ! T um homomorsmo sobrejectivo cujo nucleo e uma congruência de S quesepara idempotentes. Ent~ao, S 2NOS se e so se T 2NOS.Demonstrac~ao. Se S 2 NOS ent~ao, pela Proposic~ao 4.3.3, T 2 NOS. Reciproca-mente, suponhamos que T 2NOS e seja E0 uma ordem normal em E(T ). Denimosuma relac~ao E em E(S) da seguinte forma:e E f se e so se e E0 f,para quaisquer e; f 2 E(S). Mostramos que E e uma ordem normal em E(S). Co-mecemos por observar que, como  e um homomorsmo que separa idempotentes,ent~ao  induz uma bijecc~ao de E(S) sobre E(T ). Logo, tendo em conta o Lema1.3.3, a imagem inversa por  de uma J -classe regular de T contem exactamente umaJ -classe regular de S. Assim, e imediato que E verica a condic~ao (no1). Alemdisso, temos que E tambem verica (no2). Por outro lado, atendendo simplesmen-te a que  e um homomorsmo, ent~ao a relac~ao E verica a condic~ao (no3). Comefeito, tomemos s 2 S e e; f 2 R(s) tais que e E f . Ent~ao e; f 2 R(s) e, pordenic~ao, e E0 f. Consequentemente, (es) 1(es) E0 (fs) 1(fs), ou seja,((es) 1(es)) E0 ((fs) 1(fs)), uma vez que es; fs 2 Reg(S). Logo, por denic~ao deE, obtemos (es) 1(es) E (fs) 1(fs), como queramos demonstrar.Como corolario imediato da proposic~ao anterior temos:Corolario 4.3.7. Se S e um semigrupo cujos idempotentes comutam e  e a maiorcongruência que separa idempotentes em S, ent~ao S 2NOS se e so se S= 2NOS.
121Mostramos em seguida que as transformac~oes parciais injectivas envolvidas na Re-presentac~ao de Munn de um semigrupo normalmente ordenado s~ao transformac~oescrescentes para uma ordem linear conveniente.Lema 4.3.8. Sejam S um semigrupo normalmente ordenado e E = E(S). Ent~aoexiste uma extens~ao linear E0 da ordem normal E em E(S) tal que, para qualquers 2 S, a aplicac~ao s e uma transformac~ao parcial crescente sobre a cadeia (E;E0).Demonstrac~ao. Seja 0 uma extens~ao linear da ordem parcial J denida em S=J .Estendemos a ordem normal E em E, denindo uma relac~ao E0 em E da seguinteforma: para quaisquer e; f 2 E, e E0 f se e so se e E f ou Je <0 Jf .Primeiramente, provamos que E0 e uma extens~ao linear de E. E claro que a relac~aoE0 estende E. Alem disso E0 e reexiva e anti-simetrica. Para mostrarmos que E0 etransitiva, tomemos e; f; g 2 E tais que e E0 f e f E0 g. Se e E f e f E g ent~ao e E g eportanto e E0 g. Se e E f e Jf <0 Jg ent~ao Je = Jf <0 Jg, pelo que e E0 g. Se Je <0 Jfe f E g ent~ao Je <0 Jf = Jg, donde e E0 g. Finalmente, se Je <0 Jf e Jf <0 Jg ent~aoJe <0 Jg e portanto e E0 g. Logo, E0 e uma ordem parcial. Mostramos em seguidaque quaisquer dois elementos de E est~ao E0-relacionados. Tomemos e; f 2 E. Como(S=J ;0) e uma cadeia, Je = Jf , Je <0 Jf ou Jf <0 Je. Se Je <0 Jf ou Jf <0 Je ent~ao,atendendo a denic~ao de E0, temos e E0 f ou f E0 e, respectivamente. Se Je = Jf ,como (Je \ E;E) e uma cadeia, temos e E f ou f E e, pelo que, tambem neste caso,e E0 f ou f E0 e.Por ultimo, provamos que, para qualquer s 2 S, a aplicac~ao s e uma transformac~aoparcial crescente sobre a cadeia (E;E0). Sejam s 2 S e e; f 2 R(s) tais que e E0 f . See E f ent~ao es = (es) 1(es) E (fs) 1(fs) = fs, donde es E0 fs. Por outro lado,se Je <0 Jf , como Jes = Je e Jfs = Jf , ent~ao Jes <0 Jfs , pelo que es E0 fs.Estamos agora em condic~oes de demonstrar o seguinte teorema de representac~aopara semigrupos normalmente ordenados E-fundamentais.Teorema 4.3.9. Sejam S um semigrupo normalmente ordenado E-fundamental, E =E(S) e n = jEj. Ent~ao S e isomorfo a um subsemigrupo de POIn.Demonstrac~ao. Uma vez que S e um semigrupo normalmente ordenado, o Lema4.3.8 garante-nos a existência de uma extens~ao linear E0 da ordem normal E de E talque, para qualquer s 2 S, s e uma transformac~ao parcial (injectiva) crescente sobrea cadeia (E;E0). Atendendo a que (E;E0) tem n elementos, podemos considerar o
122monoide POIn construdo a partir desta cadeia e assumir s como um elemento dePOIn, para qualquer s 2 S. Temos assim um homomorsmo : S ! POIns 7! s:O resultado ca demonstrado observando que, como S e E-fundamental, o homomor-smo anterior e injectivo (veja-se o Teorema 1.5.5).Como consequência imediata do teorema anterior temos:Corolario 4.3.10. Todo o semigrupo normalmente ordenado E-fundamental pertencea pseudovariedade POI.Ja observamos atras que POI e uma subpseudovariedade de NOS. Por outrolado, o resultado anterior da-nos uma condic~ao suciente para que um semigruponormalmente ordenado pertenca a pseudovariedade POI . No entanto, esta n~ao e umacondic~ao necessaria, como prova o exemplo que a seguir apresentamos.Exemplo 4.3.3. Sejam n 2 N e S um semigrupo nulo com n + 1 elementos. Deacordo com o Exemplo 1 de 4.3.1, temos que S 2 NOS. Alem disso, S 2 POI ,pois S e isomorfo a um subsemigrupo de POIn+1. Com efeito, supondo que S =f0; s1; : : : ; sng, a aplicac~ao de S em POIn+1 que transforma 0 em 0 e si em  n+1i ,com i 2 f1; : : : ; ng, e um homomorsmo injectivo. Por outro lado, como S n~ao possuioutro idempotente alem do zero, ent~ao o nucleo da Representac~ao de Munn de S ea congruência universal. Logo, tendo em conta que jSj  2, o semigrupo S n~ao eE-fundamental.O exemplo anterior mostra que nem todo o elemento de POI e um semigrupoE-fundamental, mas provamos, no captulo 5, que um semigrupo inverso pertence apseudovariedade POI se e so se pertence a NOS e e E-fundamental. Apresentamos,tambem no proximo captulo, um semigrupo aperiodico inverso (donde, em particular,E-fundamental) que n~ao pertence a NOS.
Captulo 5Semigrupos Inversos NormalmenteOrdenados
Neste captulo, consideramos apenas semigrupos inversos nitos e temos por objecti-vo principal o estudo da pseudovariedadeNO dos semigrupos inversos normalmenteordenados. Na secc~ao 1, estudamos os semigrupos inversos normalmente ordenadosque s~ao fundamentais. Mostramos que estes semigrupos s~ao exactamente os semi-grupos aperiodicos de NO, o que nos conduz a uma descric~ao da pseudovariedadede semigrupos inversos gerada pelos semigrupos POIn, n 2 N. Ainda na primeirasecc~ao, exibimos um semigrupo de cardinalidade mnima entre os semigrupos in-versos e aperiodicos que n~ao pertencem a POI . Na segunda secc~ao, apresentamosuma classe de geradores para NO constituda por semigrupos de transformac~oesparciais injectivas sobre uma cadeia nita, os quais gozam de uma propriedadeque generaliza o conceito de transformac~ao crescente. Finalmente, na terceira eultima secc~ao mostramos que o supremo da pseudovariedade de semigrupos inver-sos POI \ Inv com a pseudovariedade G de todos os grupos nitos coincide coma pseudovariedade NO.1. Semigrupos inversos normalmente ordenadosfundamentaisO objectivo generico deste captulo e o estudo dos semigrupos inversos normalmenteordenados. Comecamos por recordar que um semigrupo inverso S se diz normalmenteordenado se no conjunto E dos seus idempotentes esta denida uma ordem normal,i.e. uma relac~ao de ordem parcial E que satisfaz as seguintes condic~oes:(no1) Para quaisquer e; f 2 E, se e E f ent~ao eJ f ;(no2) Para qualquer J 2 S=J , (J \ E;E) e uma cadeia;
124(no3) Para quaisquer s 2 S e e; f 2 Ess 1, se e E f ent~ao s 1es E s 1fs.No captulo 4, estabelecemos que a classe NO de todos os semigrupos inversosnormalmente ordenados constitui uma pseudovariedade de semigrupos inversos (Co-rolario 4.3.5). Nesta primeira secc~ao, estudamos os semigrupos inversos normalmenteordenados fundamentais. O estudo desta subclasse da pseudovariedade NO e motiva-do pelo resultado seguinte, o qual n~ao e mais do que um caso particular do Corolario4.3.7.Proposic~ao 5.1.1. Se S e um semigrupo inverso e  e a maior congruência quesepara idempotentes em S, ent~ao S 2NO se e so se S= 2 NO.Uma vez que, para um semigrupo inverso S, a maior congruência  de S quesepara idempotentes e tambem a maior congruência de S que esta contida em H e oquociente S= e um semigrupo fundamental, a proposic~ao anterior permite-nos armarque para \conhecer"todos os elementos da pseudovariedadeNO e \suciente"conheceros seus elementos fundamentais. Assim, neste contexto, faz todo o sentido comecarpor estudar a subclasse dos semigrupos fundamentais de NO.O facto de o conceito de semigrupo inverso E-fundamental coincidir com o de se-migrupo inverso fundamental, permite-nos ainda estabelecer, como caso particular doTeorema 4.3.9, o seguinte teorema de representac~ao para semigrupos inversos funda-mentais normalmente ordenados.Teorema 5.1.2. Sejam S um semigrupo inverso fundamental normalmente ordenado,E = E(S) e n = jEj. Ent~ao S e isomorfo a um subsemigrupo de POIn.Atendendo a que os semigrupos POIn, com n 2 N , s~ao aperiodicos, o resultadoanterior permite-nos armar que os semigrupos fundamentais da pseudovariedadeNOs~ao tambem aperiodicos e, consequentemente, podemos deduzir que a relac~ao de GreenH num semigrupo normalmente ordenado e uma congruência. Com efeito, temos oseguinte corolario:Corolario 5.1.3. Seja S um semigrupo inverso normalmente ordenado. Ent~ao S efundamental se e so se e aperiodico. Alem disso, H e a maior congruência de S quesepara idempotentes.Demonstrac~ao. Seja  a maior congruência de S que separa idempotentes. Uma vezque   H, e claro que, se S e aperiodico (pelo que H = 1) ent~ao S e fundamental.
125Reciprocamente, se S e fundamental ent~ao, pelo Teorema 5.1.2, S e isomorfo a umsubsemigrupo de POIn, para algum n 2 N , pelo que, como POIn e um semigrupoaperiodico, S tambem e aperiodico.Por outro lado, para provar que H e a maior congruência de S que separa idem-potentes, basta mostrar que H  , ja que a inclus~ao   H e sempre verdadeira.Assim, tomemos s; t 2 S tais que sH t. Ent~ao sH t. Atendendo a que S= 2 NOe S= e fundamental, conclumos que S= e aperiodico, pelo que s = t e portantoH  .Seja PCS a classe constituda por todos os semigrupos inversos isomorfos a algumsubsemigrupo de POIn, para algum n 2 N . Esta classe foi considerada por D. Cowane N. Reilly em [10]. Atendendo a que, para qualquer n 2 N , o semigrupo POIn einverso normalmente ordenado (Proposic~ao 4.3.1) e a classe NO dos semigrupos in-versos normalmente ordenados constitui uma pseudovariedade de semigrupos inversos(Corolario 4.3.5), ent~ao PCS  NO. Mais precisamente, temos PCS  NO \ A,visto que os semigrupos POIn, n 2 N , s~ao aperiodicos. Por outro lado, o Teorema5.1.2 garante-nos de imediato a veracidade da inclus~ao recproca. Assim, em parti-cular, conclumos que a classe PCS e uma pseudovariedade de semigrupos inversos.Podemos ent~ao enunciar as seguintes descric~oes da classe PCS:Teorema 5.1.4. A classe PCS e a pseudovariedade de semigrupos inversos geradapelos semigrupos POIn, n 2 N. Alem disso, PCS =NO \A e, dado um semigrupoinverso S tal que n = jE(S)j, as seguintes condic~oes s~ao equivalentes:1. S 2 PCS;2. S e um semigrupo inverso aperiodico normalmente ordenado;3. S e isomorfo a um subsemigrupo de POIn.Observemos que a prova original de que a classe PCS e a pseudovariedade desemigrupos inversos gerada pelos semigrupos inversos POIn, com n 2 N , se deve aD. Cowan e N. Reilly [10]. A nossa prova parece-nos no entanto mais simples e maistransparente do que a original.Tendo em conta (pela Proposic~ao 1.8.2) que POI \ Inv e a pseudovariedade desemigrupos inversos gerada pelos semigrupos POIn, com n 2 N , ent~aoPOI \ Inv = PCS:Alem disso, temos:
126Corolario 5.1.5. E possvel decidir efectivamente se um dado semigrupo inverso per-tence a pseudovariedade de semigrupos POI.Tambem em [10], D. Cowan e N. Reilly provaram que a pseudovariedade de se-migrupos inversos PCS n~ao e nitamente baseada. Na realidade, D. Cowan e N.Reilly estabeleceram o resultado mais geral que a seguir enunciamos. Comecemos porapresentar alguma notac~ao. Para cada m  3, denimos a operac~ao implcita (a mvariaveis x1; x2; : : : ; xm)wm = x1(x1x 12 )!x2(x2x 13 )!   xm 1(xm 1x 1m )!x2m =  m 1Yi=1 xi(xix 1i+1)!!x2me a pseudoidentidade Pm seguinte: w!m = w!mx1:Consideramos ainda, para cada subconjunto innito I de inteiros positivos superioresou iguais a 3, a pseudovariedade (de semigrupos inversos) VI denida pelo conjuntode pseudoidentidades fPm j m 2 Ig. Nestas condic~oes, temos [10, Teorema 8.5]:Teorema 5.1.6. [D. Cowan & N. Reilly] Sejam U uma pseudovariedade de semi-grupos inversos aperiodicos e I um subconjunto innito de inteiros positivos superioresou iguais a 3. Se PCS  U  VI ent~ao n~ao existe um conjunto de pseudoidentidadesque envolva apenas um numero nito de variaveis que dena U . Em particular, PCSn~ao e nitamente baseada.Uma vez que a pseudovariedade A e descrita pela pseudoidentidade x!+1 = x!,a partir da igualdade PCS = NO \A, podemos estabelecer, de forma imediata, oresultado seguinte:Corolario 5.1.7. A pseudovariedade de semigrupos inversos NO n~ao e nitamentebaseada.Observemos contudo que, apesar de n~ao ser nitamente baseada, atendendo adenic~ao, a pseudovariedade NO e decidvel. Tendo em conta o Teorema 5.1.4, amesma observac~ao pode ser feita acerca de PCS, i.e. a pseudovariedade de semigruposinversos PCS e decidvel e n~ao e nitamente baseada.Conclumos esta secc~ao exibindo um semigrupo inverso aperiodico, de menor car-dinalidade possvel, que n~ao pertence a pseudovariedade POI.
127Exemplo 5.1.1. Seja CS3 o subsemigrupo inverso de I3 gerado pelas transformac~oes 1 22 3 ! e  1 23 1 ! :O semigrupo CS3 e aperiodico e possui 19 elementos. O diagrama seguinte representaa sua estrutura:  1 21 2 !  1 23 1 !  1 22 3 ! 1 32 1 !  1 31 3 !  1 33 2 ! 2 31 2 !  2 33 1 !  2 32 3 ! 11 !  12 !  13 ! 21 !  22 !  23 ! 31 !  32 !  33 !;Provemos que CS3 62 POI . Suponhamos que existe uma ordem normal emE(CS3). Sejam e =  11, f =  22, g =  33, s =  1 23 1 e t =  2 31 2. Ent~ao, eJ f J g,e; f  ss 1 e g; f  tt 1. Se e E f ent~ao g = s 1es E s 1fs = e. Neste caso, obtemosg E f , pelo que f = t 1gt E t 1ft = e e portanto e = f , contra a hipotese. De ummodo analogo, podemos concluir que, se f E e ent~ao e = f . Logo, CS3 n~ao e nor-malmente ordenado e, portanto, pelo Teorema 5.1.4, o semigrupo CS3 n~ao pertence aPOI , donde CS3 n~ao pertence a PCS.Em [10, Exemplo 3.1 e Teorema 3.2], D. Cowan e N. Reilly provaram que CS13 e ounico semigrupo inverso que e um transversal (i.e. uma classe de representantes) paraa relac~ao H de algum semigrupo inverso simetrico In (neste caso, de I3) n~ao isomorfoa POIn.Observemos ainda que, implicitamente, D. Cowan e N. Reilly tambem provaramque CS13 (e consequentemente CS3) n~ao pertence a PCS. De facto, uma vez que CS13e o monoide M1 denido em [10, secc~ao 7], dos Lemas 7.2 e 7.4 de [10], resulta queM1 62 PCS.
128Antes de passarmos a demonstrac~ao de que CS3 e de facto um semigrupo inversoaperiodico de menor cardinalidade possvel que n~ao pertence a PCS, apresentamosum resultado que e uma consequência da propriedade da Representac~ao de Munnestabelecida no Lema 1.4.5:Proposic~ao 5.1.8. Se S e um semigrupo inverso aperiodico cujas J -classes n~ao ma-ximais possuem no maximo dois idempotentes, ent~ao S pertence a PCS.Demonstrac~ao. Sejam E = E(S) e E uma relac~ao de ordem parcial em E quesatisfaz as condic~oes (no1) e (no2). Mostremos que E satisfaz tambem a condic~ao(no3). Tomemos s 2 S e e; f 2 Ess 1 tais que e E f . Se e = f ent~ao, e claro que,s 1es E s 1fs. Admitamos pois que e 6= f . Suponhamos que Je e uma J -classemaximal. Como e  ss 1, ent~ao Je  Jss 1, pelo que eJ ss 1. Logo, pela Proposic~ao1.3.12, temos e = ss 1. Analogamente, obtemos f = ss 1. Ent~ao e = f , contra ahipotese. Portanto, Je n~ao e maximal e, atendendo a hipotese, e e f s~ao os unicosidempotentes de Je. Se s 1es = f ent~ao s 1fs = e, pelo que, atendendo ao Lema1.4.5, obtemos e = f . Por conseguinte, s 1es = e E f = s 1fs. Logo E satisfaz(no3), pelo que S 2 PCS.Recordemos que, dados um semigrupo inverso S e duas J -classes J1 e J2 de Stais que J1 <J J2, cada idempotente de J2 cobre pelo menos um idempotente deJ1 e dois quaisquer idempotentes de J2 cobrem exactamente o mesmo numero deidempotentes de J1 (Proposic~ao 1.4.4). Estamos agora em condic~oes de provar oresultado pretendido:Teorema 5.1.9. O semigrupo CS3 e um semigrupo inverso aperiodico de cardinali-dade mnima entre os semigrupos que n~ao pertencem a PCS.Demonstrac~ao. Ja provamos atras que jCS3j = 19 e CS3 62 PCS (Exemplo 5.1.1).Suponhamos que existe um semigrupo inverso aperiodico S tal que jSj < 19 e S n~aopertence a PCS. Seja E = E(S). Ent~ao E n~ao possui uma ordem normal. Seja : S ! I(E)s 7! sa Representac~ao de Munn de S.Comecemos por observar que a Proposic~ao 5.1.8 nos garante que o semigrupo Spossui uma J -classe n~ao maximal J com pelo menos três idempotentes. Uma vez quetodo o semigrupo (nito) inverso aperiodico tem um zero e o numero de elementos
129de uma sua qualquer J -classe e igual ao quadrado do numero de idempotentes quecontem, ent~ao J e necessariamente a unica J -classe de S com mais de dois idempo-tentes, ja que, caso contrario, temos jSj  1 + 32 + 32 = 19.Por outro lado, se todas as J -classes de S estritamente acima de J (relativamentea J ) possuem apenas um elemento (sendo este necessariamente idempotente), ent~aoqualquer relac~ao de ordem parcial E denida em E satisfazendo (no1) e (no2) e umaordem normal em E. Com efeito, tomemos s 2 S e e; f 2 Ess 1 tais que e E f . Ent~aoeJ f . Se e = f ent~ao s 1es = s 1fs, donde s 1es E s 1fs. Admitamos que e 6= f .Suponhamos que e 62 J . Ent~ao e e f s~ao os unicos idempotentes de Je. Assim, comos 1es 6= s 1fs, se s 1es = f ent~ao s 1fs = e e, por conseguinte, atendendo ao Lema1.4.5, e = f , contra a hipotese. Logo,s 1es = e E f = s 1fs:Admitamos agora que e 2 J . Ent~ao e; f 2 J e J J Js. Se s 2 J , como e; f  ss 1,ent~ao e = ss 1 = f , contra a hipotese. Portanto J <J Js, pelo que, atendendo ahipotese, jJsj = 1 e s e um idempotente. Ent~ao, e; f  s, dondes 1es = e E f = s 1fs:Assim, E satisfaz (no3), pelo que S pertence a PCS, contra a hipotese. Podemosent~ao concluir que S possui pelo menos uma J -classe estritamente acima de J compelo menos dois elementos e portanto com pelo menos dois idempotentes.Observemos agora que a J -classe J possui exactamente três idempotentes. Defacto, se jJ \ Ej  4 ent~ao jSj  1 + 42 + 22 = 21, contra a hipotese. Logo, osemigrupo S possui quanto muito duas J -classes com dois idempotentes, pois casopossusse pelo menos três teramos jSj  1 + 32 + 3  22 = 22, contra a hipotese.Conclus~ao: S possui uma J -classe J com três idempotentes, uma ou duas J -classescom dois idempotentes, em que pelo menos uma delas esta estritamente acima de J(relativamente a J ), e todas as suas restantes J -classes s~ao triviais.Nestas condic~oes, uma relac~ao de ordem parcial E em E que satisfaz as condic~oes(no1) e (no2) e normal se e so se(no3') para quaisquer s 2 S n E e e; f 2 Ess 1 \ J tais que J <J Js e e 6= f ,se e E f ent~ao s 1es E s 1fs.Com efeito, suponhamos que E e uma relac~ao de ordem parcial em E que satisfaz ascondic~oes (no1), (no2) e (no3'). Tomemos s 2 S e e; f 2 Ess 1 tais que e E f .Ent~ao eJ f . Se e = f ent~ao s 1es = s 1fs, donde s 1es E s 1fs. Por outro lado,
130se s 2 E ent~ao e; f  s, donde s 1es = e E f = s 1fs: Admitamos pois que e 6= f eque s 2 S nE. Suponhamos que e 62 J . Ent~ao e e f s~ao os unicos idempotentes de Je.Assim, se s 1es = f ent~ao s 1fs = e e, por conseguinte, atendendo ao Lema 1.4.5,e = f , contra a hipotese. Logo, s 1es = e E f = s 1fs: Admitamos agora que e 2 J .Ent~ao e; f 2 J e J J Js. Se s 2 J , como e; f  ss 1, ent~ao e = ss 1 = f , contraa hipotese. Logo J <J Js, pelo que, por (no3'), temos s 1es E s 1fs: Portanto E euma ordem normal.Suponhamos que todas as J -classes n~ao triviais de S acima de J s~ao tais quecada idempotente cobre um ou três idempotentes de J . Seja E e uma relac~ao deordem parcial em E que satisfaz as condic~oes (no1) e (no2). Provemos que E satisfaztambem a condic~ao (no3'). Sejam s 2 S n E e e; f 2 Ess 1 \ J tais que J <J Js,e 6= f e e E f . Como ss 1 cobre dois idempotentes distintos de J , conclumos quess 1 cobre os três idempotentes de J e, visto que s 1s 2 Js, pela Proposic~ao 1.4.4,tambem s 1s cobre os três idempotentes de J . Ent~ao, E \ J  Ess 1 \ Es 1s, peloque, atendendo ao Lema 1.4.5, sjE\J e a aplicac~ao identidade sobre E \ J , dondes 1es = e E f = s 1fs:Logo, E satisfaz a condic~ao (no3') e portanto E e uma ordem normal em E, contraa hipotese.Assim, podemos garantir que o semigrupo S possui pelo menos uma J -classe n~aotrivial acima de J tal que os seus idempotentes cobrem exactamente dois idempotentesde J .Suponhamos que S possui exactamente uma J -classe Ju, com u 2 SnE, acima de Jtal que os seus idempotentes cobrem exactamente dois idempotentes de J . Observemosque Ju e n~ao trivial, tendo-se Ju = fu; uu 1; u 1; u 1ug. Sejam e; f 2 J \ E tais quee 6= f e e; f  uu 1. Seja J\E = fe; f; gg. Como u 1eu 6= u 1fu, ent~ao u 1eu 6= g ouu 1fu 6= g. Podemos admitir sem perda de generalidade que u 1eu 6= g. Seja E umarelac~ao de ordem parcial em E tal que E satisfaz (no1), (no2) e e E f E g. Provemosque E satisfaz tambem (no3'). Sejam s 2 S nE e e1; f1 2 Ess 1\J tais que J <J Js,e1 6= f1 e e1 E f1. Se s 62 Ju ent~ao os idempotentes de Js cobrem necessariamente ostrês idempotentes de J , pelo que E \ J  Ess 1 \Es 1s. Tal como atras, atendendoao Lema 1.4.5, sjE\J e a aplicac~ao identidade sobre E \ J , dondes 1e1s = e1 E f1 = s 1f1s:Suponhamos ent~ao que s 2 Ju. Logo, s = u ou s = u 1. Em primeiro lugar, mostremosque u 1eu E u 1fu. Como u 1eu 6= g, ent~ao u 1eu = e ou u 1eu = f . Se u 1eu = e
131ent~ao u 1fu 2 ff; gg, donde u 1eu E u 1fu. Se u 1eu = f ent~ao, como e 6= f , peloLema 1.4.5, n~ao podemos ter u 1fu = e, donde u 1eu = f E g = u 1fu. Ent~ao, ses = u temos (e1; f1) = (e; f), pelo ques 1e1s = u 1eu E u 1fu = s 1f1s:Se s = u 1 ent~ao u 1eu; u 1fu  u 1u = ss 1, donde (e1; f1) = (u 1eu; u 1fu), umavez que u 1eu E u 1fu. Logo, neste caso, temos tambems 1e1s = uu 1euu 1 = e E f = uu 1fuu 1 = s 1f1s;pelo que E satisfaz a condic~ao (no3') e portanto E e uma ordem normal em E, contraa hipotese.Assim, conclumos que o semigrupo S possui exactamente duas J -classes Q1 e Q2n~ao triviais (ambas com dois idempotentes) acima de J tais que os seus idempotentescobrem precisamente dois idempotentes de J .Observemos que, como jJ [Q1 [ Q2j = 17 e jSj  18, ent~ao todo o elemento n~aonulo de S pertence a J [Q1 [Q2.Seja x 2 (Q1 [Q2) nE. Suponhamos xx 1 e x 1x cobrem os mesmos dois idempo-tentes de J . Seja u 2 (Q1[Q2)nE tal que Ju 6= Jx. Sejam e; f 2 J \E tais que e 6= fe e; f  uu 1. Seja J \ E = fe; f; gg. Como u 1eu 6= u 1fu, ent~ao u 1eu 6= g ouu 1fu 6= g. Podemos admitir sem perda de generalidade que u 1eu 6= g. Seja E umarelac~ao de ordem parcial em E tal que E satisfaz (no1), (no2) e e E f E g. Provemosque E satisfaz tambem (no3'). Sejam s 2 S nE e e1; f1 2 Ess 1\J tais que J <J Js,e1 6= f1 e e1 E f1. Em primeiro lugar, suponhamos que s 62 Ju. Ent~ao s 2 Jx, peloque s = x ou s = x 1, donde ss 1 e s 1s cobrem os mesmos dois idempotentes de J .Como e1; f1  ss 1, ent~ao e1; f1  s 1s, pelo que fe1; f1g = fs 1e1s; s 1f1sg. Nestascondic~oes, pelo Lema 1.4.5, a aplicac~ao sjfe1;f1g e a identidade sobre fe1; f1g, dondes 1e1s = e1 E f1 = s 1f1s:Suponhamos agora que s 2 Ju. Logo, s = u ou s = u 1. Mostremos, tal como numcaso anterior, que u 1eu E u 1fu. Como u 1eu 6= g, ent~ao u 1eu = e ou u 1eu = f .Se u 1eu = e ent~ao u 1fu 2 ff; gg, donde u 1eu E u 1fu. Se u 1eu = f ent~ao, comoe 6= f , pelo Lema 1.4.5, n~ao podemos ter u 1fu = e, donde u 1eu = f E g = u 1fu.Ent~ao, se s = u temos (e1; f1) = (e; f), pelo ques 1e1s = u 1eu E u 1fu = s 1f1s:Se s = u 1, temos u 1eu; u 1fu  u 1u = ss 1 e u 1eu E u 1fu, donde (e1; f1) =(u 1eu; u 1fu), pelo ques 1e1s = uu 1euu 1 = e E f = uu 1fuu 1 = s 1f1s:
132Consequentemente, E satisfaz a condic~ao (no3') e portanto E e uma ordem normalem E, contra a hipotese. Logo, para qualquer x 2 (Q1 [Q2) n E, se e; f 2 J \ E s~aotais que e 6= f e e; f  xx 1, ent~ao e 6 x 1x ou f 6 x 1x.Assim, como Q1[Q2 possui quatro n~ao idempotentes e ha apenas três combinac~oesde dois idempotentes de J , existem s 2 Q1nE, t 2 Q2nE e e; f 2 J\E tais que e 6= f ee; f  ss 1; tt 1. Seja g o terceiro idempotente de J . Ent~ao, podemos supor sem perdade generalidade que s 1es 6= g. Como e 6= f e e; f  ss 1tt 1, pela Proposic~ao 1.3.12,ss 1tt 1 62 J . Por conseguinte, ss 1tt 1 2 Q1 [ Q2. Alem disso, se ss 1tt 1 = s 1s,ent~ao s 1s  ss 1, pelo que, uma vez mais pela Proposic~ao 1.3.12, temos ss 1 = s 1s.Sendo S um semigrupo aperiodico, conclumos que s 2 E, contra a hipotese. Logo,ss 1tt 1 6= s 1sSem perda de generalidade, admitamos que Q2 6<J Q1. Ent~ao, ss 1tt 1 62 Q2, peloque ss 1tt 1 = ss 1, i.e. ss 1  tt 1 e portanto Q1 <J Q2. Alem disso, como e 6 t 1tou f 6 t 1t, ent~ao ss 1 6 t 1t. Logo, atendendo a Proposic~ao 1.4.4, s 1s  t 1t.Seja E uma relac~ao de ordem parcial em E tal que E satisfaz (no1), (no2) ee E f E g. Mostremos que s 1es E s 1fs. Como s 1es 6= g, ent~ao s 1es = e ous 1es = f . Se s 1es = e ent~ao s 1fs 2 ff; gg, donde s 1es E s 1fs. Se s 1es = fent~ao, como e 6= f , pelo Lema 1.4.5, temos s 1fs = g, donde s 1es = f E g = s 1fs,tambem neste caso. Tomemos agora x 2 S nE e e1; f1 2 Exx 1 \ J tais que J <J Jx,e1 6= f1 e e1 E f1. Ent~ao x 2 fs; s 1; t; t 1g. Se x = s temos (e1; f1) = (e; f), pelo quex 1e1x = s 1es E s 1fs = x 1f1x:Se x = s 1, temos s 1es; s 1fs  s 1s = xx 1 e s 1es E s 1fs, donde (e1; f1) =(s 1es; s 1fs), pelo quex 1e1x = ss 1ess 1 = e E f = ss 1fss 1 = x 1f1x:Suponhamos que t 1et E t 1ft. Se x = t ent~ao (e1; f1) = (e; f), donde x 1e1x Ex 1f1x. Por outro lado, se x = t 1, como t 1et; t 1ft  t 1t = xx 1 e t 1et E t 1ft,temos (e1; f1) = (t 1et; t 1ft), pelo quex 1e1x = tt 1ett 1 = e E f = tt 1ftt 1 = t 1f1t:Logo, E satisfaz a condic~ao (no3') e portanto E e uma ordem normal em E, contraa hipotese. Consequentemente, t 1ft E t 1et. Ent~ao, temoss 1es; s 1fs  s 1s  t 1t e t 1et; t 1ft  t 1t,pelo que s 1es = t 1ft e s 1fs = t 1et. Portanto, e = ts 1fst 1 e f = ts 1est 1.Ora, uma vez quee; f  ss 1 = ss 1ss 1 = ss 1st 1ts 1 = st 1ts 1 = st 1(st 1) 1;
133pelo Lema 1.4.5, obtemos e = f , o que, uma vez mais, e uma contradic~ao. Portanto,se S 62 PCS ent~ao jSj  19, como queramos demonstrar.2. Uma classe de geradores de NONesta secc~ao consideramos os semigrupos de transformac~oes parciais injectivas eP -crescentes sobre uma cadeia nita, com P uma partic~ao ordenada. Depois de esta-belecermos algumas propriedades destes semigrupos, mostramos que constituem umaclasse (natural) de geradores da pseudovariedade NO. Mais ainda, apresentamos umadescric~ao efectiva de NO a custa desta sua classe de geradores.Seja P uma partic~ao de um conjunto X. Dizemos que P e uma partic~ao ordenadase em P esta denida uma ordem linear. Por convenc~ao, sempre que considerarmosuma partic~ao ordenada P = fIigi=1;::: ;k de um conjunto X com n elementos (donde1  k  n), assumimos que P e a cadeia fI1 < I2 <    < Ikg.Seja P = fIigi=1;::: ;k (1  k  n) uma partic~ao ordenada de Xn e, para cadax 2 Xn, denotemos por ix o inteiro i 2 f1; : : : ; kg tal que x 2 Ii. Seja s umatransformac~ao parcial de Xn. Dizemos que s e P -crescente se s transforma elementosde P em elementos de P e induz uma transformac~ao crescente sobre a cadeia P , i.e.se:(i) Iix  Dom(s) e Iixs = Iixs, para qualquer x 2 Dom(s);(ii) ix  iy implica ixs  iys, para quaisquer x; y 2 Dom(s).Dada uma partic~ao ordenada P de Xn, denotamos por POIn;P o conjunto de todasas transformac~oes parciais injectivas e P -crescentes sobre Xn.Observemos que, se P e a partic~ao trivial de Xn, i.e. se P = ffiggi=1;::: ;n, ent~aoPOIn;P e precisamente o monoide POIn.Sejam s 2 POIn;P e x; y 2 Dom(s) tais que ix < iy. Ent~ao ixs < iys. Comefeito, se ixs = iys ent~ao Iixs = Iixs = Iiys = Iiys, pelo que Iix = Iiy , ja que s e umatransformac~ao injectiva e Iix; Iiy  Dom(s). Logo, ix = iy, contra a hipotese. Portantoixs < iys.Dada uma partic~ao ordenada P , e evidente que a transformac~ao identidade e atransformac~ao vazia pertencem a POIn;P . Alem disso, temos:Proposic~ao 5.2.1. Seja P uma partic~ao ordenada de Xn. Ent~ao, POIn;P e umsubmonoide inverso de In.
134Demonstrac~ao. Seja P = fIigi=1;::: ;k uma partic~ao ordenada de Xn. E uma quest~aode rotina provar que o produto de duas transformac~oes parciais injectivas P -crescentese ainda uma transformac~ao parcial injectiva P -crescente. Tendo em conta que a iden-tidade e tambem uma transformac~ao P -crescente, ent~ao POIn;P e um submonoide deIn. A prova deste resultado ca concluda se mostrarmos que o inverso em In de umelemento de POIn;P e P -crescente. Com este objectivo, tomemos s 2 POIn;P e sejat o inverso de s em In. Sejam y 2 Dom(t) e x = yt. Ent~ao, x 2 Dom(s), pelo queIix  Dom(s) e Iixs = Iixs. Logo,Iiy = Iixs = Iixs  Im(s) = Dom(t)e Iiyt = Iixst = Iix = Iiyt:Por outro lado, tomemos y1; y2 2 Dom(t) tais que iy1  iy2 e sejam x1 = y1t e x2 = y2t.Ent~ao, x1; x2 2 Dom(s). Se ix2 < ix1 ent~aoiy2 = iy2ts = ix2s < ix1s = iy1ts = iy1 ;contra a hipotese. Logo, ix1  ix2, ou seja, iy1t  iy2t. Portanto, t e uma transformac~aoP -crescente, como queramos demonstrar.A denic~ao dos monoides POIn;P foi inspirada na construc~ao dos monoides detransformac~oes que respeitam uma n-cadeia de partic~oes em intervalos (apresentadapor J. Almeida e P. Higgins em [3]). No entanto, embora os monoides POIn;P sejamconstitudos por transformac~oes que possuem propriedades comuns as transformac~oesque respeitam uma 1-cadeia de partic~oes, eles diferem signicativamente daqueles.Notemos por exemplo que os monoides denidos em [3] s~ao aperiodicos, o que em geraln~ao e o caso dos POIn;P . De facto, POIn;P e aperiodico se e so se P e a partic~aotrivial de Xn e, neste caso, POIn;P (i.e. POIn) e constitudo por transformac~oesque respeitam uma 0-cadeia (nomeadamente, por todas as transformac~oes parciais einjectivas que respeitam a 0-cadeia de Xn).Sejam P = fIigi=1;::: ;k (1  k  n) uma partic~ao ordenada de Xn e s 2 POIn;P .Sejam p 2 f0; : : : ; kg e a1; : : : ; ap 2 f1; : : : ; kg tais que a1 <    < ap eDom(s) = Ia1 [    [ Iap :Ent~ao, tomando b1; : : : ; bp 2 f1; : : : ; kg tais que Iats = Ibt, para t = 1; : : : ; p, temosIm(s) = Ib1 [    [ Ibp :
135Alem disso, esta naturalmente denida em POIk uma transformac~ao parcial "s talque Dom("s) = fa1; : : : ; apg e at"s = bt, t = 1; : : : ; p, i.e."s =  a1    apb1    bp ! :Assim, podemos considerar a aplicac~ao" : POIn;P ! POIks 7! "s:A esta aplicac~ao chamamos esqueleto de POIn;P e, para cada s 2 POIn;P , a trans-formac~ao "s chamamos esqueleto de s.Observemos que, em geral, o esqueleto " de POIn;P e uma aplicac~ao n~ao injectivae n~ao sobrejectiva. De facto, " e injectiva (e, consequentemente, sobrejectiva) se e sose P e a partic~ao trivial de Xn, e " e sobrejectiva se e so se P e uma partic~ao uniforme,i.e. uma partic~ao cujos elementos têm todos a mesma cardinalidade.Para descrever a relac~ao de Green J em POIn;P e conveniente introduzir o conceitoseguinte. Seja s 2 POIn;P uma transformac~ao n~ao vazia e suponhamos que"s =  a1    apb1    bp ! :Chamamos linha de s a sequência de p (1  p  k) inteiros (jIa1 j; : : : ; jIapj) edenotamo-la por Lin(s). A partir da denic~ao de transformac~ao P -crescente, e ime-diata a igualdade Lin(s) = (jIb1j; : : : ; jIbpj). Se s for a transformac~ao vazia, denimosa linha de s como sendo a sequência vazia: Lin(s) = ;. Observemos que quaisquerduas transformac~oes de POIn;P que tenham o mesmo domnio ou a mesma imagemtêm necessariamente a mesma linha.Podemos agora apresentar uma descric~ao das relac~oes de Green nos monoidesPOIn;P .Proposic~ao 5.2.2. Seja P uma partic~ao ordenada de Xn. Dados s; t 2 POIn;P ,temos:(i) sR t se e so se Dom(s) = Dom(t);(ii) sL t se e so se Im(s) = Im(t);(iii) sJ t se e so se Lin(s) = Lin(t).
136Demonstrac~ao. Seja P = fIigi=1;::: ;k uma partic~ao ordenada de Xn. Tendo em contaa descric~ao das relac~oes de Green em In (Proposic~ao 1.3.1), uma vez que POIn;P eum subsemigrupo regular de In, a Proposic~ao 1.3.11 garante-nos a veracidade de (i) ede (ii). Resta-nos demonstrar (iii).Sejam s; t 2 POIn;P . Comecemos por supor que s e t est~ao J -relacionados emPOIn;P . Tomemos u 2 POIn;P tal que sR u e uL t. Ent~ao, Dom(s) = Dom(u) eIm(u) = Im(t), donde Lin(s) = Lin(u) = Lin(t). Reciprocamente, suponhamos queLin(s) = Lin(t). Se Lin(s) = ; ent~ao s = t = 0, donde sJ t. Suponhamos que Lin(s) euma sequência de p inteiros, com 1  p  k. Sejam a1; : : : ; ap; b1; : : : ; bp 2 f1; : : : ; kgtais que a1 <    < ap e b1 <    < bp,Dom("s) = fa1; : : : ; apg e Im("t) = fb1; : : : ; bpg:Ent~ao, (jIa1 j; : : : ; jIapj) = Lin(s) = Lin(t) = (jIb1 j; : : : ; jIbpj), pelo que faz sentidoconsiderar uma transformac~ao u de In de domnio igual a Dom(s) e tal que, para cadai 2 f1; : : : ; pg, a restric~ao de u a Iai e uma (qualquer) bijecc~ao de Iai sobre Ibi . N~aoha duvida que u 2 POIn;P . Alem disso, como Dom(u) = Dom(s) e Im(u) = Im(t),temos sR uL t, donde sJ t, como queramos demonstrar.Lema 5.2.3. Seja P uma partic~ao ordenada de Xn em k (1  k  n) subconjuntos.Ent~ao, o esqueleto " : POIn;P ! POIk de POIn;P e um homomorsmo cujo nucleoe a relac~ao de Green H. Alem disso, H e a maior congruência de POIn;P que separaidempotentes.Demonstrac~ao. Tomemos P = fIigi=1;::: ;k. Comecemos por mostrar que " e umhomomorsmo. Sejam s; t 2 POIn;P e i 2 f1; : : : ; kg. Ent~ao,i 2 Dom("st) () Ii  Dom(st)() Ii  Dom(s) e Iis  Dom(t)() Ii  Dom(s) e Ii"s  Dom(t)() i 2 Dom("s) e i"s 2 Dom("t)() i 2 Dom("s"t);e portanto Dom("st) = Dom("s"t). Tomemos i 2 Dom("st). ComoIi"st = (Ii)st = (Ii"s)t = Ii"s"t;ent~ao i"st = i"s"t. Logo "st = "s"t e, por conseguinte, provamos que " e um homomor-smo.
137Em seguida mostramos que o nucleo de " e H. Sejam s; t 2 POIn;P . Comecemospor observar que, pela Proposic~ao 5.2.2, sH t se e so se Dom(s) = Dom(t) e Im(s) =Im(t). Por outro lado, atendendo a denic~ao de ", temos Dom(s) = Dom(t) e Im(s) =Im(t) se e so se "s = "t. Logo, sH t se e so se (s; t) 2 Ker(").Finalmente, como H e o nucleo do homomorsmo ", ent~ao H e uma congruência,donde a maior congruência de POIn;P que separa idempotentes.Atendendo a Proposic~ao 4.3.6 e ao lema anterior, temos o seguinte resultado:Proposic~ao 5.2.4. Para qualquer partic~ao ordenada P de Xn, o monoide POIn;Ppertence a pseudovariedade NO.Tal como acontece em outras famlias importantes de semigrupos de transformac~oes(veja-se [22]) e ao contrario do que sucede com os monoides POPIn (Corolario 3.1.9),a classe dos monoides POIn;P goza da seguinte propriedade:Proposic~ao 5.2.5. Sejam n; n0 2 N e P e P 0 partic~oes ordenadas de Xn e de Xn0,respectivamente. Ent~ao, existe uma partic~ao ordenada Q de Xn+n0 tal que o monoidePOIn;P  POIn0;P 0 e a menos de um isomorsmo um submonoide de POIn+n0;Q.Demonstrac~ao. Sejam P = fIigi=1;::: ;k (1  k  n) e P 0 = fI 0igi=1;::: ;` (1  `  n0).Dado um subconjunto X de Xn0, como atras, denotamos por n + X o subconjuntofn + x j x 2 Xg de fn + 1; : : : ; n + n0g. Consideremos a partic~ao ordenada Q =fJigi=1;::: ;k+` de Xn+n0 denida porJi = ( Ii; 1  i  kn+ I 0i k; k < i  k + `:Dados s 2 POIn;P e t 2 POIn0;P 0, denimos uma transformac~ao parcial s;t sobrea cadeia Xn+n0 da seguinte forma:Dom(s;t) = Dom(s) [ (n +Dom(t))e, para qualquer x 2 Dom(s;t),xs;t = ( xs; x  n(x  n)t + n; x > n:Ent~ao, para quaisquer s 2 POIn;P e t 2 POIn0;P 0, a transformac~ao s;t e injectiva eQ-crescente. Assim, podemos considerar a aplicac~ao : POIn;P  POIn0;P 0 ! POIn+n0;Q
138denida por (s; t) = s;t, para quaisquer (s; t) 2 POIn;P  POIn0;P 0.Comecemos por mostrar que  e um homomorsmo de monoides. N~ao ha duvidaque  transforma a identidade de POIn;P  POIn0;P 0 na identidade de POIn+n0;Q.Tomemos (s1; t1); (s2; t2) 2 POIn;P  POIn0;P 0. Seja x 2 Xn+n0. Se x  n temosx 2 Dom(s1;t1s2;t2) () x 2 Dom(s1;t1) e xs1;t1 2 Dom(s2;t2)() x 2 Dom(s1) e xs1 2 Dom(s2)() x 2 Dom(s1s2)() x 2 Dom(s1s2;t1t2)e, se x > n temosx 2 Dom(s1;t1s2;t2) () x 2 Dom(s1;t1) e xs1 ;t1 2 Dom(s2;t2)() x 2 n+Dom(t1) e (x  n)t1 + n 2 n+Dom(t2)() x  n 2 Dom(t1) e (x  n)t1 2 Dom(t2)() x  n 2 Dom(t1t2)() x 2 n+Dom(t1t2)() x 2 Dom(s1s2;t1t2);pelo que Dom(s1;t1s2;t2) = Dom(s1s2;t1t2):Seja x 2 Dom(s1;t1s2;t2). Se x  n ent~aoxs1;t1s2;t2 = (xs1)s2;t2 = (xs1)s2 = xs1s2;t1t2 :Por outro lado, se x > n ent~aoxs1;t1s2;t2 = ((x  n)t1 + n)s2;t2= (((x  n)t1 + n)  n)t2 + n= (x  n)t1t2 + n= xs1s2;t1t2 :Logo, s1;t1s2;t2 = s1s2;t1t2 , pelo que  e um homomorsmo de monoides.Terminamos a demonstrac~ao deste resultado, provando que  e injectiva. Sejam(s1; t1); (s2; t2) 2 POIn;P  POIn0;P 0 tais que s1;t1 = s2;t2 . Ent~ao,Dom(s1) [ (n +Dom(t1)) = Dom(s2) [ (n +Dom(t2));pelo que Dom(s1) = Dom(s2) e Im(t1) = Im(t2). Seja x 2 Dom(s1). Ent~aoxs1 = xs1;t1 = xs2;t2 = xs2:Portanto, s1 = s2. Finalmente, dado x 2 Dom(t1), temosxt1 = (xt1 + n)  n = (x+ n)s1;t1   n = (x+ n)s2;t2   n = (xt2 + n)  n = xt2;pelo que t1 = t2. Portanto,  e injectiva, como queramos demonstrar.
139Podemos agora enunciar o resultado principal desta secc~ao no qual apresentamosuma descric~ao efectiva da pseudovariedade de semigrupos inversos NO em termos deuma classe natural de geradores. Mais do que uma descric~ao de NO, este resultadoda-nos uma representac~ao dos elementos da pseudovariedade NO.Teorema 5.2.6. A classe NO e a pseudovariedade de semigrupos inversos geradapor todos os semigrupos POIn;P , com n 2 N e P uma partic~ao ordenada de Xn.Alem disso, para um semigrupo inverso S com n elementos, as seguintes condic~oess~ao equivalentes:1. S 2NO;2. S e isomorfo a um subsemigrupo de POIn;P , para alguma partic~ao ordenada Pde Xn.Demonstrac~ao. Seja S um semigrupo inverso com n elementos.Se S e isomorfo a um subsemigrupo de POIn;P , para alguma partic~ao ordenadaP de Xn, atendendo a Proposic~ao 5.2.4, podemos armar que S e um elemento dapseudovariedade NO.Reciprocamente, suponhamos que S 2NO. Seja E uma ordem normal em E(S).Sejam R uma R-classe de S, r = jRj e jR a representac~ao de Vagner-Prestonrestrita a R. Como E satisfaz (no2), podemos considerar as H-classes H1; : : : ; Hk(1  k  r) de S contidas em R tais que, dados si 2 Hi, com i = 1; : : : ; k, ent~aos 11 s1 E s 12 s2 E    E s 1k sk:Observemos que, dadas duasH-classes distintasH eH 0 de S contidas em R, se s; t 2 He u 2 H 0, temos ss 1 = tt 1 = uu 1 e s 1s = t 1t 6= u 1u,pelo que a indexac~ao das H-classes contidas em R que consideramos n~ao depende doselementos nelas escolhidos.Consideremos a partic~ao (uniforme) ordenada PR = fHigi=1;::: ;k de R em H-classese, para cada x 2 R, denotemos por ix o inteiro i 2 f1; : : : ; kg tal que x 2 Hi.Sejam s 2 S e  = sjR. Recordemos que  : Sss 1\R! Ss 1s\R esta denidapor x = xs, para qualquer x 2 Sss 1 \R.Tomemos x 2 Dom(). Ent~ao Hix  Dom() e Hix = Hix. Com efeito, sey 2 Hix ent~ao yR x e y = yy 1y = yx 1x = yx 1xss 1, pelo que y 2 Sss 1 \ R.Portanto Hix  Dom(). Por outro lado, como S 2NO, pelo Corolario 5.1.3, ent~aoH
140e uma congruência em S. Logo, dado y 2 Hix, temos xsH ys, i.e. y 2 Hix, portantoHix  Hix. Uma vez que  e injectiva e jHixj = jHixj, obtemos Hix = Hix.Sejam x; y 2 Dom() tais que ix  iy. Ent~ao x = xss 1, y = yss 1 e x 1x E y 1y.Logo x 1x; y 1y  ss 1 e, como E satisfaz (no3), temos s 1x 1xs E s 1y 1ys, i.e.(x) 1(x) E (y) 1(y), pelo que ix  iy.Assim, dado s 2 S, podemos considerar sjR como sendo um elemento de POIr;PR,para certa partic~ao ordenada PR de Xr. Portanto, jR pode ser encarado como umhomomorsmo de S em POIr;PR. Considerando todas as representac~oes de Vagner--Preston de S restritas a uma R-classe de S, conclumos que S e isomorfo a umsubsemigrupo do produto directo dos semigrupos POIr;PR, com R 2 S=R e r =jRj. Por conseguinte, atendendo a Proposic~ao 5.2.5, o semigrupo S e a menos de umisomorsmo um subsemigrupo de POIn;P , para alguma partic~ao ordenada P de Xn.Finalmente, podemos concluir queNO e a pseudovariedade de semigrupos inversosgerada por todos os semigrupos POIn;P , com n 2 N e P uma partic~ao ordenada deXn.Uma vez que as partic~oes PR consideradas na demonstrac~ao do resultado anteriors~ao uniformes, obtemos o resultado seguinte:Proposic~ao 5.2.7. A pseudovariedade NO e gerada pelos semigrupos POIn;P , comn 2 N e P uma partic~ao ordenada uniforme de Xn.3. O supremo PCS _GNa ultima secc~ao deste captulo temos por objectivo apresentar uma descric~aoefectiva do supremo das pseudovariedades de semigrupos inversos PCS e G.Pelo Teorema 5.1.4 temos PCS  NO e pelo Exemplo 4.3.1.1 temos G  NO,donde podemos armar que PCS _G NO:Naturalmente, faz sentido perguntarmo-nos se a inclus~ao recproca e verdadeira. Aresposta a esta quest~ao e armativa. Com efeito, temos o seguinte resultado:Teorema 5.3.1. A pseudovariedade de semigrupos inversos PCS _ G e decidvel.Mais precisamente, PCS _G =NO.Optamos por apresentar duas demonstrac~oes distintas deste teorema por a primeiraser a original, ser directa e construtiva e a segunda ser mais \elegante". A segunda foi
141inspirada no trabalho [34] de D. McAlister e utiliza coberturas E-unitarias. Esta teveorigem numa sugest~ao de M. Volkov e e a apresentada em [14] .Demonstrac~ao 1 de 5.3.1.Tendo em conta a Proposic~ao 5.2.7, para provar queNO esta contida em PCS_G,basta mostrar que POIn;P 2 PCS _ G, para qualquer partic~ao ordenada uniformede Xn e para qualquer n 2 N .Sejam n 2 N , P = fIigi=1;::: ;k (1  k  n) uma partic~ao ordenada uniforme de Xne Sn o grupo simetrico sobre Xn. Seja Sn;k o subconjunto de POIk  Sn constitudopelos pares (s; g) 2 POIk  Sn tais que Iig = Iis, para qualquer i 2 Dom(s). E umaquest~ao de rotina provar que:Lema 5.3.2. O conjunto Sn;k e um submonoide inverso de POIk  Sn.Para cada z = (s; g) 2 Sn;k, denimos uma transformac~ao z de In da seguinteforma: Dom(z) = [i2Dom(s) Iie xz = xg, para qualquer x 2 Dom(z) (i.e. a transformac~ao z e a restric~ao da permu-tac~ao g a [i2Dom(s)Ii).Lema 5.3.3. Para qualquer z 2 Sn;k, z 2 POIn;P .Demonstrac~ao. Seja z = (s; g) 2 Sn;k. Tomemos x 2 Dom(z). Seja i 2 Dom(s) talque x 2 Ii. Ent~ao Ii  Dom(z). Seja j 2 f1; : : : ; kg tal que xz 2 Ij. Ent~ao, comoxz = xg temos Iiz = Iig = Iis, donde xz 2 Iis, pelo que is = j e portanto Iiz = Ij.Consideremos agora x; y 2 Dom(z). Sejam i; j 2 Dom(s) tais que x 2 Ii e y 2 Ij.Suponhamos que i  j. Uma vez que xz 2 Iig = Iis, yz 2 Ijg = Ijs e is  js, ent~aoz 2 POIn;P .Estamos agora em condic~oes de demonstrar a proposic~ao seguinte, que conclui aprimeira demonstrac~ao do Teorema 5.3.1.Proposic~ao 5.3.4. O monoide POIn;P pertence a pseudovariedade PCS _G.Demonstrac~ao. Atendendo ao Lema 5.3.3, podemos considerar a aplicac~ao' : Sn;k ! POIn;Pz 7! z:
142Como Sn;k 2 PCS _G, pelo Lema 5.3.2, para demonstrar o resultado basta vericarque ' e um homomorsmo sobrejectivo.Sejam u = (s; g) e v = (t; h) dois elementos de Sn;k. Tomemos x 2 Dom(uv).Ent~ao, x 2 Dom(u) e xu 2 Dom(v), pelo que x 2 Ii, para certo i 2 Dom(s), e xu 2 Ij,para certo j 2 Dom(t). Ora, xu = xg 2 Iig = Iis, pelo que j = is. Ent~ao i 2 Dom(st)e, portanto, x 2 Dom(uv). Reciprocamente, tomemos x 2 Dom(uv). Ent~ao x 2 Ii,para certo i 2 Dom(st). Logo, como em particular i 2 Dom(s), temos x 2 Dom(u).Por outro lado, xu = xg 2 Iig = Iis e is 2 Dom(t), pelo que xu 2 Dom(v). Portantox 2 Dom(uv). Vimos pois que Dom(uv) = Dom(uv). Agora, dado x 2 Dom(uv),temos xuv = x(gh) = (xg)h = (xu)v. Logo, (uv)' = u'v', pelo que ' e umhomomorsmo.Resta mostrar que ' e sobrejectiva. Tomemos t 2 POIn;P . Sejam s = "t (em que "trepresenta o esqueleto de t), g uma permutac~ao qualquer deXn cuja restric~ao a Dom(t)coincide com t (a existência de uma permutac~ao nestas condic~oes esta garantida, vistoque t e uma transformac~ao injectiva) e z = (s; g). Seja i 2 Dom(s). Ent~ao Iig =Iit = Ii"t = Iis, uma vez que t e P -crescente. Logo z 2 Sn;k e z = t, donde ' e umhomomorsmo sobrejectivo.Demonstrac~ao 2 de 5.3.1.Como referimos no incio desta secc~ao, na segunda demonstrac~ao do Teorema 5.3.1utilizamos coberturas E-unitarias. Assim, comecamos por denir este conceito.Um semigrupo regular T diz-se E-unitario se E(T ) e uma classe de congruência dealguma congruência de grupo de T (i.e. de uma congruência  tal que T= e um grupo),nomeadamente da menor congruência de grupo  de T . Uma cobertura E-unitaria deum semigrupo inverso S e um homomorsmo sobrejectivo  de um semigrupo E-uni-tario T em S que separa idempotentes. Um resultado bem conhecido, que se deve aD. McAlister [32], estabelece que qualquer semigrupo inverso S possui uma coberturaE-unitaria  : T ! S e que, se S for nito, o semigrupo T pode ser construdo demodo que tambem seja nito (vejam-se tambem [19, 23, 26, 35] e ainda [33]).Uma vez que um semigrupo inverso T e E-unitario se e so se  \ L = 1T (veja-se[26, Proposic~ao 5.9.1]), com  a menor congruência de grupo de T , temos o seguintelema:Lema 5.3.5. Sejam T um semigrupo inverso E-unitario,  a menor congruência degrupo de T e  a maior congruência que separa idempotentes de T . Ent~ao T e a menosde um isomorsmo um subsemigrupo de T= T=.
143Demonstrac~ao. Consideremos o homomorsmo ' : T ! T=  T= denido port' = (t; t), para qualquer t 2 T . O lema ca demonstrado se provarmos que ' einjectivo. Com este objectivo, tomemos s; t 2 T tais que s' = t'. Ent~ao, s = te s = t. Como   H  L, ent~ao (s; t) 2  \ L. Assim, atendendo a observac~aoanterior, temos s = t, pelo que ' e injectivo.Apresentamos agora a segunda demonstrac~ao do Teorema 5.3.1. Seja S um se-migrupo inverso normalmente ordenado. Seja  : T ! S uma cobertura E-unitariade S, com T um semigrupo nito. Uma vez que  e um homomorsmo que separaidempotentes, a Proposic~ao 4.3.6 garante-nos que T 2 NO. Alem disso, pelo lemaanterior, T e a menos de um isomorsmo um subsemigrupo de T=T=. Logo, comoT= 2 PCS (atendendo ao Corolario 5.1.3 e ao Teorema 5.1.4) e T= e um grupo,ent~ao T 2 PCS_G. Consequentemente, S 2 PCS_G, como queramos demonstrar.
145ProblemasApresentamos seguidamente alguns problemas, que julgamos em aberto, relaciona-dos com os assuntos que tratamos nesta dissertac~ao.Como dissemos na Introduc~ao, a procura de uma descric~ao efectiva para a pseudo-variedade de semigrupos O foi sugerida por J.-E. Pin em 1987. Esta quest~ao foi talveza principal motivac~ao para este trabalho e constitui o primeiro problema.Problema 1. Determinar, se for possvel, uma descric~ao efectiva para a pseudova-riedade de semigrupos O.As quest~oes seguintes surgem naturalmente na sequência dos resultados apresen-tados neste trabalho.Problema 2. Determinar, se for possvel, uma descric~ao efectiva para a pseudova-riedade de semigrupos POI.Conjectura: POI =NOS \A.Problema 3. Determinar se O \ Inv = PCS.Problema 4. Determinar se O \Ecom = POI .Problema 5. Determinar, se for possvel, uma descric~ao efectiva para a pseudova-riedade de semigrupos inversos POPI \ Inv.Problema 6. Determinar, se for possvel, uma descric~ao efectiva para a pseudova-riedade de semigrupos POPI.
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