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ABSTRACT 
With the number of alternative lithographic techniques for high resolution and 3D patterning 
rapidly increasing, there is a need to identify a set of scalable techniques which balances the ability to 
arbitrarily control every detail of a target pattern and to produce these complex patterns at a high rate. It is 
in this way that metamaterial devices put forward on a lab scale for applications such as phononics, 
photonics, and plasmonics can be realized in the industrial scale.  
This thesis, in approaching this challenge, utilizes combinations of patterning techniques, 
leveraging the ability for “large” scale alternative lithographic techniques, such as interference 
lithography or self-assembly, to create the same nanostructured morphology over a large area combined 
with laser direct write. The process of drawing a single line or isolated voxel can result in a hierarchical 
pattern defined by the latent motif of the larger-scale technique. The net result is to shift the burden of 
high resolution patterning from the direct write to the large scale technique, effectively decoupling the 
correlation between the level of detail and the patterning speed and control. More specifically, the 
following combinations with laser direct writing were investigated: (1) proximity field nanopatterning for 
the predefinition of diffraction-order-defined 3D resonators which were applied as “stand-up” plasmonic 
microresonators, (2) dewetting to conduct development-free 2D patterning of isolated sub-micron lines, 
and, via overlap effects, nanoscale (<100 nm) gratings, (3) block copolymer self-assembly to initiate the 
simultaneous annealing and alignment of near-equilibrium microdomains from a metastable starting 
morphology, and (4) interference lithography to fabricate 3D sub-micron periodic and quasiperiodic 
hierarchical structures with controllable positioning and tunable fill fraction that has potential for 
applications to microphotonics. In conjunction with the experimental components of technique 
development, multiphysics finite element method simulations are used to investigate the structuring 
mechanism, expected device behavior, and even inverse solutions to the complex problem of arriving at 
specific target structures. Each of these techniques, along with coupled simulations, represent highly 
promising first steps towards methods of rapidly generating on-demand hierarchical 2D and 3D structures.  
Thesis Supervisor: Edwin L. Thomas  
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 Motivation and scope of work 1.1.
Before the start of this research, (i) electron-beam (e-beam) lithography had already demonstrated the 
ability to pattern sub-20 nm 2D features, (ii) block copolymers (BCPs) ordered by graphoepitaxy had 
been utilized for pattern transfer of 20 nm metallic wires, and (iii) the Eiffel Tower had been reproduced 
at a height of 50 µm by 3D direct write (DW). Clearly, if I were to have any impact on the lithographic 
field, I would have to identify either problems in the current techniques or new capabilities that had yet to 
be approached. It was in this way that I adopted the central philosophy around which this thesis is focused 
– finding methods to generate highly complex structures with a maximal degree of control in a scalable 
process by combinations of DW and large area techniques. The drive behind this is that there is a rapidly 
expanding family of theoretically studied metamaterials possessing extraordinary effective properties, 
including plasmonic resonators, photonic and phononic crystals, and pentamode and negative-Poisson 
mechanical structures. Further, many of the properties promised by these materials (e.g. cloaking, wave 
steering, ultralensing, 3D optical computing, etc.) will be the most beneficial if realized in either an 
assembly line or somehow macroscale fabrication method. Because of this, the highly accurate fabrication 
tools utilized in the aforementioned demonstrations may not possess the scalability to realize the large 
scale fabrication of some of the impressive lab-scale devices that have already been demonstrated. By 
sacrificing some of the specific structural control, it becomes possible to obtain a hierarchical patterning 
technique that can achieve pattern multiplication of a finer-scale globally defined pattern leading to orders 
of magnitude increase in overall patterning speed. It is with this in mind that I conducted my research, 
reported here.  
The remainder of this section introduces background that will be useful to frame the discussion and 
cover the types of equipment utilized. The remaining chapters will each introduce a different 
combination/modification of patterning techniques. Chapter 2 will discuss a combination of nanoimprint 
17 
 
lithography and DW lithography for the single-shot production of complex microstructures, including an 
application to stand-up split ring resonators. Chapter 3 introduces laser spike annealing and applies it to 
2D focused laser spike (FLaSk) DW dewetting of thin polymer films. Chapter 4 continues 2D FLaSk of 
thin films and incorporates local simultaneous ordering and alignment of a metastable BCP thin film by 
focused laser induced cold zone annealing. Chapter 5 extends the FLaSk laser heating methodology into 
3D by utilizing dye-doped polymer absorption as a heating source to initiate annealing of a prepatterned 
photoresist film. In this way, hierarchical micro/nanostructures are generated by a combination of 
interference lithography (IL) and DW lithography. Chapter 6 highlights the thesis and suggests further 
directions for future research on the introduced techniques. These chapters are followed by several 
appendixes detailing affiliated methods developed during the course of the research and will be concluded 
with a list of references. 
 Fabrication techniques 1.2.
 2D Fabrication  1.2.1.
 Conventional photopatterning processes involve the application of light to a photoactive material, 
either through projection of a mask pattern or through exposure by a rastering UV DW. The greatest 
potential for high resolution patterning comes from charged particle e- (or more recently, helium ion)
1
 
beam lithography. Both of these techniques (and in fact all DW techniques) face the inherent limitation of 
being serial processes and thus will have to overcome significant hurdles with respect to write speeds.  
Much like conventional DW, e-beam lithography is conducted using the focused beam of electrons to 
activate the crosslinking or degradation of a solid resist. E-beam, however, is currently the state of the art 
in terms of resolution of controllable structures, with patterning capability down to sub-10 nm features
2
 
and typical feature sizes in the sub-50 nm range. Furthermore, by supplying a stream of precursor gas 
near the electron beam, the e-beam may also be used to deposit metals, ceramics, or semiconductors on a 
similarly small scale
3-5
 or even to induce the precipitation and growth of metallic nanoparticles out of a 
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metal-ion-containing resist (or any appropriate polymer) layer.
6, 7
 For these reasons, e-beam is an 
extremely attractive tool for current and future high resolution lithographic applications; however, due to 
the high scattering of electrons in all media,
8
 e-beam lithography faces limitations with respect to aspect 
ratios of structures and cannot practically be extended to 3D (though 2.5 D structures have been 
demonstrated
9
 and materials deposition can be used to slowly build up interconnected 3D structures).
5
 
 Layer-by-layer fabrication techniques 1.2.2.
 Micro and nanoscale metamaterials require a different set of process capabilities to design many 
of the features necessary for 3D devices. It is possible to accomplish fabrication of 3D structures by the 
layer-by-layer stacking of multiple 2D structures.
10-13
 These fabrication methods have been performed in 
the past for photonic devices. The layer-by-layer techniques can be divided into two approaches: 
subtractive and additive. In the subtractive approach, each 2D structure is defined by etching, for example, 
a 3D periodic silicon structure that has been produced by the iteration of 2D structural patterning 
sequences consisting of silicon deposition, masking, etching, sacrificial material  deposition, and 
chemical-mechanical planarization (see Figure 1-1 a and b).
11, 12
 In spite of superior structural fidelity, the 




Figure 1-1: Layer-by-layer fabrication. (a),(b) Silicon photonic crystals by conventional 
photolithography.
11, 12
 (c) Photonic crystal by stacking of 2D indium phosphide plates.
14
 (d) Polymer 
structure by soft lithography.
13
 
 In contrast, in the additive approach, a pre-patterned 2D structure is simply added on top of the 
other 2D structure. Thereby, etching and related processes, sacrificial material deposition, and 
planarization can be eliminated. For example, 3D structures have been made by stacking multiple grating 
structures using micromanipulation.
14
 In this study (Figure 1-1c), simple 2D semiconductor processing 
was used to make individual 2D semiconductor structures that were positioned using a micromanipulator 
in stacks of the desired functionality. Since the free-standing 2D structure is simply a patterned thin 
membrane, this approach may be difficult to apply for a wide area 3D structure due to the mechanical 
instability. A full-additive approach without any etching process utilizing soft lithography technique was 
done by layer-by-layer transfer of polymer structures carried by an elastomeric substrate (Figure 1-1d).
10, 
13






 All the layer-by-layer techniques, however, have significant limitations on aspects such as 
features that cross multiple levels, the ability to have multiple material types in close proximity at the 
same height, and loss of resolution/precision due to registry and layer-to-layer mechanical integrity and 
stability considerations. As research into conventional lithography alternatives progresses, the variety of 
techniques for creating complex 3D assemblies is ever increasing, along with the variety of possible target 
structures and the degrees of available tunability of both the patterning process and the patterned 
structures. 
 Angle exposure techniques 1.2.3.
 Though not a particular topic of this research, one of the more successful strategies for the 
generation of 3D structures involves the application of conventional top down techniques with the added 
feature of the use of multiple angles. Among the earliest of these techniques is glancing angle 
deposition,
16-19
 in which a seeded or bare substrate is exposed to an evaporated source at an angle near 90°. 
By adjusting the rotation of the substrate with respect to the source, the direction of growth can be 
controlled. Initially, this was restricted to angling of grains in thin films. More recently, it has been 
expanded to generation of high aspect ratio helices with nanoscale diameters and pitches.
17, 18
  
 Another set of angled techniques features exposure through a 2D physical mask. In angled 
etching,
20-22
 a metallic mask patterned by conventional 2D lithographic techniques is utilized as a barrier 
for a reactive ion etch. In this way angled holes can be directed through a semiconductor to form a 3D 
pattern potentially containing line defects.
20
 An analogous soft lithographic technique that has been 
applied to mechanical metamaterials is self-propagating polymer waveguides.
23-25
 Here, a physical mask 
is placed on top of a liquid polymer photoresist which is exposed to angled collimated UV light. The 
resist is selected to exhibit a significant increase in index upon crosslinking such that the propagation of 
the exposing light is waveguided through the resist, including through intersections (or nodes) of two 
waveguided beams. The net result is the highly robust fabrication of 3D polymeric truss structures down 
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to the micron scale which can be used as templates for generation of elastomeric or metallic filled or 
hollow structures by coating or double inversion.
23-25
 
 Interference lithography 1.2.4.
 The phenomenon behind IL is the formation of non-uniform intensity fields by the interference of 
two or more light sources of different directions, polarizations, amplitudes, and/or phases. At the zone of 
coincidence of the sources, the interference patterns will be periodic or quasiperiodic with periodicity 
determined by the above parameters along with the wavelength(s) of the sources. By locating the resulting 
inteferogram of properly tuned light sources inside of a photoresist, the interference pattern can be 
converted into a 1D, 2D, or 3D structure by a change in chemical functionality, (de)crosslinking, or 
(de)polymerization reaction of the negative(positive) tone photoresist. The two general strategies to 
accomplish IL are multi-beam and phase mask interference. 
 In multi-beam IL (MBIL),
26
 patterns are generated by the interference of multiple beams of 
selected intensity, polarization, angle of incidence, and phase, usually generated by a splitting and then 
recombination of a coherent source such that the consideration of phase may be controlled purely by the 
path lengths of the multiple beams (Figure 1-2a). The greatest attraction of this approach is that it has a 
solvable inverse problem; with a target structure in mind, it is possible to determine the necessary beam 
parameters to achieve a structure approaching the target by solving a Fourier expansion of the desired 
intensity distribution.
27
 The more terms (plane-wave sources) included in the expansion, the more 
accurately the target structure will be described. For the most basic structures, each source provides an 
additional degree of dimensionality (two beams can be used to pattern 1D gratings, three beams can be 
used to pattern 2D lattices, etc.). Moreover, additional beams may also be employed to give degrees of 
freedom such as allowing for different symmetries or tuning of various structural parameters. In this way, 
MBIL has been utilized to fabricate phononic,
28, 29
 and mechanical structures,
30
 as well as photonic 
structures.
31, 32
 The advantage of control provided by MBIL is at the same time its biggest drawback – the 
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fact that every intensity distribution corresponds to a specific (non-unique) set of beam parameters means 
that any given MBIL pattern must have a well aligned set of optics and further is practically limited in 
accuracy by the number of beams that can be accurately brought to a sample as well as the loss in contrast 
between the high and low intensity points with number of beams (the number of beams is generally not 
higher than 6). In order to utilize the same setup to make a different structure, all of these optics must be 
changed. This is not the case with phase mask IL. 





 or deposited on via self-assembly
36
 with a solid photoresist 
(Figure 1-2b). The mask, a 1D or 2D pattern (possibly in multiple layers)
37
 is then used to produce 
multiple diffracted beams from a single incident beam, which themselves in turn produce an interference 
pattern within the resist. Thus, the phase mask (and generating master) are the only required optics – 
though practically there are some considerations for the light source – for generating complex, large area 
3D patterns, and have been used for the generation of structured particles
38
 and photonic crystal 
templates.
39, 40
 The drawback of this technique, however, is the opposite of that of MBIL. While simpler, 
the inverse problem of PMIL currently does not have an available analytic solution and thus phase masks 
must be designed via educated guesses motivated by symmetry and subsequent simulation. A more 
systematic approach to this process is simulation-based structural fitting,
41
 wherein a target structure is 
compared to past results and the phase masks belonging to close matches are altered parametrically to 
arrive at an optimal fit within the space of the selected mask features. Further, results from the parametric 
sweep are broken down to Fourier series fits to further populate the database. 
 Overall, MBIL is advantageous in the capabilities of non-contact exposure and a wider range of 
possible structures while PMIL is valuable for its simpler optics and resistance to environmental 
perturbation like mechanical vibration. Regardless of which technique is used, IL faces limitations in the 
resolution and 3D capability of the resulting structures. In terms of resolution, IL is optically limited and 
further limited by the sensitivity of resists employed. While these are both rather small scale limits (EUV 
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IL has been demonstrated down to 11 nm),
42
 use of EUV or X-ray lithographic sources demands very 
expensive optics and facilities. For 3D structures, resolution and potential scale are limited by the 
absorption of the photoresists and phase masks. Sample adsorption can be reduced by utilizing multiple 
instead of single photon excitation,
34
 as the cross-section for multiple photon absorption is usually lower 
than single, a larger fraction of the excitation source will penetrate into the sample allowing for deeper 
patterning at the cost of larger feature size, though contrast will be increased. Use of multiphoton IL is 
generally only possible in PMIL due to the coherence requirement being difficult to accomplish with a 
short pulse. More specifically, 150 fs pulse corresponds to 45 μm in free space, meaning that only path 
length differences on the order of 10 μm would be acceptable for MBIL. 
 
Figure 1-2: Schematic of (a) MBIL and (b) PMIL. For simplicity only two beams are illustrated. (c) 
SEM image of a SU-8 photoresist structure fabricated by 4-beam MBIL.
43
 
 Direct write lithography  1.2.5.
 DW lithography is the most intuitive form of lithography and provides the greatest degree of 
arbitrary control since patterns are not restricted to a specific periodicity or characteristic length scale. 
There are three general categories for DW techniques: nozzle printing, charged particle, and optical. All 
three of these techniques face the inherent limitation of being serial processes, and thus will have to 
overcome significant hurdles in terms of write speeds. One possible strategy to overcome this is to 
employ parallel systems consisting of multiple serial writers. 
24 
 
Nozzle-based printing techniques are a versatile method for the rapid production of 3D structures that 
can be decomposed into vector maps. The most common example of such a technique is commercially 
available 3D printing tools. These tools use molten polymers or UV-curable polymers to write features on 
the sub-mm scale.  Recently, a variation of this technique using functional sol-gel inks has been 
developed.
44-48







 can be rapidly patterned down to the micron scale. This 
technique has been applied to structures ranging from photonic woodpiles
45




Figure 1-3: (a,b) Illustration by dye fluorescence of difference between single (a) and multiple (b) 
photon excitation. Smaller excitation voxel size occurs for multiphoton lithography (MPL) due to 
necessity for high intensity that is only satisfied at the focal point.
50
 (c) Example of 65 nm feature 
size woodpile generated through multiphoton excitation from green light. 
51
 
 A variation on nozzle-based 3D printing is layer-by-layer 3D printing. In this technique, the 
patterned media is introduced one layer at a time from the bottom up and progressively patterned. This 
has been accomplished both with granular media using a glue nozzle and also optically with a “light 
nozzle” or galvan-omirror-steered laser in a highly absorbing liquid photoresists. One specific 
implementation of the latter technique, called microprojection stereolithography,
52
 allows for nearly 
arbitrary fabrication with micron scale resolution by slowly sinking the patterned structure in a resist bath 
and exposing the newly formed surface layer of resist to 2D UV light patterns controlled by a digital 
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mirror array. The exposure light can only penetrate a small depth into the resist, thus defining the rate at 
which the structure can change. This technique has been utilized to design mechanically actuatable 
structures by patterning of a hydrogel resist.
53
 
 For 2.5-3D sub-micron structures, optical DW (3DDW) by a focused laser beam is also a very 
popular fabrication method. In these techniques, nearly arbitrary patterns are “written” in a photoactive 
media by the patterning laser via either controlled motion of the relative position of the sample and lens or 
by deflection within the field of view by galvano-mirrors. While the earliest demonstrations utilized 




 or other non-linear effects
60-62
 
have become the standard methods for rapid patterning of nearly arbitrary 3D structures. MPL (Figure 
1-3) is performed by the activation of a photoinitiated process by simultaneous (on the timescale of the 
excitation) multiple adsorptions of light below the absorption edge of the initiator. Most typically this is a 




The capability for MPL 3DDW arises from this multiple adsorption process – the rate of a 
photoinitiated process will scale as the intensity to the power of the number of simultaneous adsorptions 
required,
50
 thus increasing the resolution of the technique. MPL of photoresins currently has been 




 Recently it has been applied to mechanical metamaterials 
for fabrication of 3D auxetic 
64
 and pentamode structures.
65
 A large variety of materials systems have 
been employed in MPL. One of the most common are radically polymerized systems.
51, 57, 66, 67
 In these 
systems, the translating point causes the generation of free radicals by an initiator, these in turn 
polymerize the surrounding resist. Radical resists are generally restricted to MPL because they are usually 
liquid (consisting of monomers) and thus often do not form stable films for conventional or IL 
techniques; however, as a consequence they possess the unique feature of easily generating arbitrarily 
thick samples as they can be drop cast.  The other major family of MPL resist systems is polymeric or 
oligomeric solid chemically amplified resists (CARs).
60, 68, 69
 These systems are more analogous to (and in 
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fact often are) conventional lithography resists and consist of systems which crosslink (negative tone) or 
degrade (positive tone) upon excitation of the photoinitiator, often with some additional baking step to 
speed the process. 
A unique process to MPL is the direct photoreduction of a dispersed metallic salt into metal features, 
either out of solution
70
 or from a polymer matrix.
7, 71-73
 The photoreduction occurs between the metal ions 
and some sacrificial reducing agent in the surrounding medium. As opposed to initiation of a radical or 
crosslinking agent, the energy for photoreduction goes directly into the reaction, meaning that the 
resulting metal comes in the form of many individual nuclei or nanoparticles. The size and number 
density of these depends both on the mobility of the ion in the medium and also the local concentration. 
No matter how high these may be, the final structure is an agglomeration of individual particles and thus 
often faces issues in connectivity and mechanical stability (though agents such as surfactants in solution 
have been employed to increase the density of these aggregates).
70
 The low connectivity in turn has been 
shown to deliver poor conductivity, roughly three orders of magnitude below bulk conductivity.
71
 The 
best results approaching the bulk conductivity have been obtained from deposition from high-diffusivity, 
surfactant assisted solution.
74
 As a result, other approaches to obtaining metallic MPL structures, such as 




 have been utilized; however, a key advantage of 
metallic DW that is not possessed by any other lithographic technique (aside from the field of 3D 
holographic or multilayer memory where small binary contrast is sufficient) is the ability for contrast 
from unsupported or interconnected structures. While the applications of 3D metal writing have been 
restricted to optical
70, 77, 78
 or electronic structures,
79
 the potential of patterning arbitrary high density 
metallic structures within a soft matrix could be exceedingly useful for the development of mechanical 
architectures, such as negative modulus structures. 
Resolution of MPL is limited by optical considerations. For typical high numerical aperture systems 
(immersion NA=~1.4), the optical limit is around λ/2. Even so, feature sizes of λ/4-λ/8 are regularly 
achieved in MPL DW. This is generally due to chemical effects in addition to the usual effects of 
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development. One example is the quenching of radical activated processes naturally by oxygen present in 
the resist (see discussion in 
50, 67
), which can be enhanced by use of a radical quencher.
80
 For this reason, 
radical resists possess the highest resolution, with the smallest reported patterned size of 60-80 nm (λ/10 
of the respective sources).
51
 Smaller features have been reported,
81, 82
 but these are due to proximity 
effects where rapid writing in the gap between two larger structures can be used to make very fine fibers 
due to the cloud of radicals surrounding the previously patterned structures, and are thus extremely 
limited in possible patterns. Another very interesting technique for making smaller features is through 
stimulated emission depletion (STED), a technique that, much like MPL, was inspired by florescent 
microscopy. In this technique (called RAPID in MPL applications),
66
 a second pulse or continuous wave 
(CW) source is used to deactivate by stimulated emission excited initiators before they can complete 
initiation (generation of radicals, etc). This second source is passed through a phase mask (or multiple 
sources and masks can be employed) that gives the beam a different shape (such as a torus or multiple 
high intensity spots), which then are made coincident to the excitation beam. The areas overlapping 
between the two focal spots are deactivated leading to a smaller excitation area. The most interesting 
aspect of this is that, while each beam is optically limited, their overlap is not. This has been reported to 
reduce the feature size from 200 nm to 80 nm, and also to greatly improve the axial resolution, which is 
always worse than the lateral in MPL systems due to confocal limitations of the spot shape leading to an 
ellipsoidal spot. Another key aspect of MPL is that, despite its serial nature, it is potentially scalable by 




 Self-assembly is another powerful tool for 2D and 3D fabrication of micro/nanostructures. In 
these bottom-up processes, the natural arrangement of a particular structure is built into the chemical or 
physical parameters of one or more building blocks. The families of materials that have been studied for 
self-assembly are too numerous to list, but two of the most successful that are highly relevant for the 
generation of controllable 3D architectures would be colloidal systems and BCP. 
28 
 
Colloidal crystals are macromolecular assemblies of micro or nano-scale particles formed out of 











 In all cases, secondary van der Waals interactions are the 
primary driving force for assembly. Despite this, by utilizing either slow evaporation times or various 
other techniques such as electrophoresis,
86
 crystals of very high quality over a large area (up to cm scale) 
can be obtained. Colloidal crystal arrays have been employed extensively for photonic structures,




 and energy dissipative structures.
92
 One disadvantage to colloidal systems formed 
by the most commonly employed monodisperse spherical colloids is the fact that they generally all form 
in the same crystal structure (f.c.c., m3Fm ) and, thusly, all with the same filling fraction. This limitation 
has been overcome with a variety of strategies, such as using multiple particle sizes (also allowing for 




 or adding coordinating 
functionality to the particles by DNA surface binding.
96-98
 The net result is a huge increase in the possible 




Figure 1-4: (a) Phase diagram of diblock copolymer plotted as a function of χN, temperature 
dependent interaction energy and the length of the overall polymer, versus the fraction of polymer 
B.
99
 (b) TEM image of double gyroid diblock copolymer self-assembly, the most complex 3D diblock 
structure.
100
   
BCP self-assembly is another route to multidimensional structures that has been the topic of a great 
deal of investigation.
101
 For BCPs made of two or more varieties of immiscible polymers covalently 
joined end-to-end (or in more complicated architectures such as miktoarm star copolymers
102
), the BCPs 
undergo microphase separation with microdomains size commensurate to the relative block molecular 
weights and the period to its overall composition and total molecular weight. The arrangement of these 
domains is dependent on the relative compositions of the individual blocks and the nature of their 
connection. For example, in the simplest case of a diblock copolymer (Figure 1-4), there exist four 
distinct phases (in order of decreasing fraction of the minority block): (1) lamellae, (2) double gyroids of 
the minority phase in a matrix of the majority, (3) hexagonally packed minority cylinders, and (4) BCC 
packing of minority spheres.
103
  Structural variants of these phases may also be obtained by various means, 
such as the formation of a helical variant of the cylindrical phase due to a chemical choice of the 
backbone of the minority phase.
104
 Additional symmetries are available by adding complexity to the BCP, 
such as by moving to a terblock,
99, 105
 leading to more than ten new distinct phases. Blending 
nanoparticles into a BCP solution can also result in highly structured bi-composites due to the ability of 
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the nanoparticles to reside in low energy regions within the polymer medium, dictated by the geometry 
and scale of the block domains and the enthalpic interactions of ligands on the nanoparticle surfaces.
106, 107
 




 crystals, which, by virtue of the soft nature 
of the BCPs can, by selective crosslinking and swelling, have their photonic and phononic dispersion 
tuned by a variety of stimuli.
108, 110
  
 Combined approaches 1.2.7.
All the techniques discussed above possess advantages and limitations. The most general areas of 
comparison for the various fabrication techniques are patterning rate, degree of structural control and 
resolution. These parameters are generally not completely independent. Most obviously, rate and control 
are generally inversely coupled. For example, the most rapid methods, such as techniques using single or 
multiple exposures (imprint, photomask 2D lithography, glancing angle processes, microprojection, and 
IL) and self-assembly techniques can pattern a large area (mm-cm scale) in a single lithographic step. 
While layer-by-layer techniques fall into this category, most of them (other than microprojection 
lithography) when applied to 3D structures require many intermediate steps that slow down the process. 
The drawback of these techniques, especially in 3D, is that there is often very limited control over both 
the naturally occurring and desired defects. This is a particularly large problem in self-assembled 
structures that contain thermodynamic or kinetically frozen point or line defects. Conversely, IL processes 
can rapidly pattern a large area uniformly in 3D, but cannot controllably define point defects. In contrast, 
DW techniques, such as 2D e-beam or laser ablation and 3D printing or MPL, can provide nearly 
arbitrary control over the structure with the limitation of serial writing. The rate at which these serial 
processes can occur is often coupled to the resolution of the process, with µm-mm scale DW patternable 
at m/s rates, while fine MPL structures, writable down to a demonstrated 65 nm,
111
 is generally limited to 
mm-cm/s depending on the simplicity of the patterned structure. Self-assembly is an exception to this 
rule; for example, BCP self-assembly techniques have the potential for the highest resolution as their 
characteristic length is limited by molecular dimensions (1-100 nm) rather than optical or mechanical 
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positioning and can pattern wide areas simultaneously with the drawback of the aforementioned defects. 
These parametric tradeoffs have led me to my research into combined techniques. 
 
Figure 1-5: Examples of combined strategies for hierarchical 3D structures. (a) Confocal 
microscopy of a defect written by MPL within a colloid structure. The top image is a planar xy map 
of the defect, while the bottom shows an yz cross-section.
112
 (b) Gold resonators fabricated by 
metallic deposition through an e-beam mask on laser DW lines.
113
 (c) Self-assembly of a BCP on a 
complex post pattern. The cylindrical morphology adopts a minimum energy assembly around the 
posts leading to a unique pattern.
114
 
 One example of combined techniques is the utilization of 3DDW, usually by MPL, to introduce 
purposeful defects and create local hierarchical structures in 3D media previously patterned either by 
IL,
115




 or colloidal self-assembly (Figure 1-5a).
89, 118, 119
 In the case of the 
structures written on the imprinted pillars, micromechanical actuators were made by patterning in a 
hydrogel by MPL.
117
 Other studies focused on optical devices. A similar approach has been made using 
conventional short wave UV to fix a photocrosslinkable BCP that had been previously annealed for self-
assembly,
120
 the second block was then degraded to leave a fine featured hierarchical structure consisting 
of pores possessing the morphology of the removed blocks. In the above techniques, the fine structure 
was determined globally by the large area technique and then either altered or positioned by application of 
the second technique for a resultant binary product of either the 3D structure or fully filled/unpatterned 
area. A more recent combined DW approach involved exploiting the curvature of 3DDW lines to deposit 
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gold e-beam “stand-up” plasmonic resonators (Figure 1-5b)
113




 Another area of technique combinations is the epitaxy of self-assembled structures. These 





 to order and align the polymer microdomains. In the latter method, 
polymers are restricted by either a surrounding (produced by e-beam or IL) or embedded geometry (due 
to resolution requirements, produced exclusively by IL, Figure 1-5c) and are forced to adopt some lowest 
energy morphology commensurate to the arrangement.  For larger area ordering, unstructured, field 











 evaporation or crystallization
135, 136
 driven alignment. Epitaxy of 3D self-assembly is 
a less studied area, though it has been demonstrated for colloids within conventional lithographic or IL 
templates
137, 138




While a variety of distinct experiments were conducted as a part of this research, many employed the 
same equipment, which will be detailed in this section. 
 Direct write laser system 1.3.1.
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The system that was used for DW in all studies was a home-built optical table setup, shown in Figure 
1-6. Motion of the sample for DW was enabled by a LabView-controlled Physik Instruments PIMars™ 
piezostage with 300 μm of travel on all three axes mounted on a course micrometer or a Physik 
Instruments M-686 electromechanical stage for larger motion. In this way, the sample was moved relative 
to stationary optics, through which the laser was passed. The specific optics and laser depended on the 
experiment and, furthermore, the evolving state of the laser system. Most generally, the sample was either 
illuminated from below (or not at all) with orange light which passed through an objective and a partially 
reflecting mirror selected for the laser light of the experiment and into an imaging CCD camera for 
 
Figure 1-6: (a) Photograph of DW setup illustrating key components and laser paths. (b) 
Schematic of direct write setup for green. The laser is first passed through a power modulator 
(1) of one sort or another (possibly within the laser itself). Part or all of the laser beam is then 
separated by a partially reflecting or removable mirror (2) and measured with a power meter 
(3). The beam is then reflected by a dielectric mirror (4) through the microscope objective (5) 
and into the sample (6). Patterning is accomplished by an xyz piezo stage (7) placed on top of a 
course positioner (8). The sample is observed in two ways: through reflected light from an 
external source (9) that is of a wavelength to pass through (4) or broadband fluorescence from 
the sample (10). Both of which pass through the objective lens (5) and into a CCD camera 
mounted above (11). 
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monitoring the experiment (patterning fluorescence was also monitored). The partially reflecting mirror 
from the other direction could be used to send laser light into the objective for patterning. The laser beam 
was passed through an electronic shutter for digital beam control and the power was measured either by 
using a removable (earlier experiments) or static beam-sampling (R=9-20%, dependent on wavelength) 
mirror into a Newport 818-UV power meter. The other important parameters of a given writing setup 
were (1) the wavelength laser used, whether it was a pulsed system or not, (2) the polarization, and (3) the 
numerical aperture (NA) of the objective. The lasers that were used are listed in Table 1-1, while the 
objectives are in Table 1-2.  
Another important distinction between various laser setups was the way that the laser power was 
modulated. This broke down to three methods: (1) a Thor Labs neutral density filter wheel (ND), (2) a 
Brimrose TEM-85-2-780 acousto-optic modulator (AOM), and (3) CUBE (C), OBIS (O) or Verdi (V) 
direct voltage modulation. The ND filter simply utilized passing the laser through a partially transmitting 
coating that could be adjusted by manually rotating the wheel. Though this imposed a slight slanted-
gradient in the intensity profile dependent on the size of the beam, it provided little overall change to the 
beam shape. The AOM utilized an electronically modulated acoustic grating to controllably separate the 
incident beam into a 0
th
 order and 1
st
 order set of diffracted beams with varying relative ratios. The net 
result was a software-controlled amplitude of the 1
st
 order beam from no power to some maximum 
fraction (~80%) of the incident power. Unsurprisingly, the AOM response is highly dependent on incident 
wavelength and thus could only be used at 780 nm without complete reconfiguration of the optics. 
Drawbacks of this method were that the optics required led to a distorted beam shape and a slight time-
variance to the beam power. This latter effect did not significantly change the focal spot size when 
optimally aligned, but led to undesirable effects on grating based patterning to be discussed in Chapter 3, 
so the ND wheel was used. The C/O control relied on direct voltage control of the output of a Coherent 
CUBE/OBIS laser system, which, while not affecting the beam properties, did have the disadvantage in 
the C control of possessing a minimum power output (~10% of the beam total power) due to drift of the 
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modulation circuit without an applied load. Finally, the V control utilized a power output wheel on the 
Coherent Verdi V5 to control power. This system is only stable at 80% of its full output (~8 W) and is 
quite old, so the net result was power fluctuation on the order of 1-3%. This seemingly low quantity was 
in fact a significant drift with relation to the processing windows of BCP studied in Chapter 5.  Somewhat 
more inconvenient was the drift in alignment experienced due to this lack of stability. 
 As there are several laser configurations, it is useful to define a code for the system being discussed, 
which will go as follows: polarization (linear [L] or circular [C])-laser code-objective code-power 
adjusting method. For example, L-780P-A_0.7-AOM would refer to an experiment utilizing linearly 
polarized 780 nm light from a Coherent RegA Ti:Sapphire amplifier laser system operating at an 80 MHz 
repatition rate with 160 fs pulses through a 0.7 Nikon free space objective modulated by the AOM.  
Table 1-1: Specifications for lasers utilized for lithography 











780 Continuous Wave - 
532 Coherent Verdi-V5 532 Continuous Wave - 








643 Continuous Wave - 
355 
Spectra-Physics Quanta 
Ray Lab 150 
355 10 9 X 10
-9 
 
Table 1-2: Specifications for objectives utilized for DW 
Code Model Numerical Aperture Medium 
O_1.3 Nikon CFI S Fluor 40X 1.3 Oil 
A_0.7 Zeiss Epiplan 50X 0.7 Air 







A majority of the analysis was performed by scanning electron microscopy (SEM). For resist studies 
(Chapter 2 and Chapter 5), the imaging was performed on a JEOL 6060 at an accelerating voltage of 5 
keV. All images presented were either taken at normal incidence or a 30° tilt. For studies discussed in 
Chapter 3 and Chapter 4, higher resolution was required, so SEM studies were utilized by etching away 
the polystyrene (PS) either into the silicon substrate (in Chapter 3) or just removing the PS block from the 
poly(styrene-b-dimethylsiloxane) (PS-PDMS) leaving SiOx from the PDMS (in Chapter 4). These 
samples were observed by a JOEL 6700 system at 5 keV, at times with a tilt of 25º. Focused ion beam 
(FIB) cross-sections were performed on a JEOL JEM-9320FIB. Optical images were obtained on a Zeiss 
AxioSkop 2 MAT with objective A_0.7. Aside from the etched silicon samples (in Chapter 3), all SEM 
samples were coated with 12-16 nm of AuPd using a Quorum Technologies Polaron SC7640. 
 Spectroscopy 1.3.3.
UV-Vis spectra were collected on a Cary 6000 spectrometer in transmission mode. Ellipsometry for 
film thickness measurments was performed with a J. A. Woollam Co. M-2000D spectroscopic 
ellipsometer.  
 Simulations 1.3.4.
This research includes acoustic, mechanical, optical, chemical, and thermal finite element method 
(FEM) simulations, which were performed with COMSOL Multiphysics 4.x (with the version changing 
during the course of the work). COMSOL allows for simultaneous solution of multiple differential 
equations in the same model. Some coarse simulations in Chapters 4 and 5 were also performed with 
MATLAB. As no development of FEM code was done during this work, it will only be discussed where 




2. Focused Proximity Field Nanopatterning  
 Introduction 2.1.
Soft-lithography proximity field nanopatterning (PnP) has been used as a technique to increase the 
dielectric contrast and pattern control of conventional PMIL. The technique departs from conventional 
PMIL by utilizing a soft-lithographic process to generate a proximal 2D surface relief pattern, the entirety 
of which is the active optical element, as opposed to having an optically interacting stamp volume. The 
innovation of the presented technique, referred to here as focused proximity field nanopatterning (FPnP), 
is replacing the global optical exposure with a local focused source. As such, localized patterns based on a 
combination of the beam parameters and the diffraction orders of the surface mask can be defined in a 
single shot. 
A schematic of the steps of the FPnP process is shown in Figure 2-1.  Each given mask and set of 
beam parameters generates a family of patterns, each with a constant angular shape of different overall 
size, (to be generated) depending on the focal position relative to the mask. FPnP is easily combinable 
with point spread (PSF) manipulation, recently demonstrated for the single shot fabrication of gear-like 
structures.
142
  Simple modifications to the technique allow for multiple patterning steps. For example, in 
situ removal of the surface mask allow for consecutive, registered 3DDW to enable incorporation of 
features disparate from those defined by the mask. Additionally, use of a sacrificial layer (SL) allow for 
cross-sectional control of the patterns formed. 
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Structures made by this process all share key similarities in their morphology due to their origin and 
thus represent a reduction in the arbitrary freedom of 3DDW. These patterns, however, may be produced 
orders of magnitude faster depending on beam parameters and the fabrication system. Thus, one needs to 
understand the nature and range of types of motifs that are accessible by FPnP and note promising 
structural and materials composite applications. “Stand-up” plasmonic microresonators, which generally 
requires detailed, many-step fabrication processes,
121, 143-145
  are one such application area. 
 Methods 2.2.
The photoresists used in this study are commercially available negative tone SU-8 2005 (Microchem). 
Sacrificial layer was made utilizing 20 wt% low molecular weight polystyrene (2k, Fluka) dissolved in 
cyclohexane (Sigma-Aldrich). All materials were used as received, with the exception of SU-8, to which, 
 
Figure 2-1: Scheme for FPnP. (a) Photoresist and optional sacrificial layer are spun coat 
sequentially onto the substrate. (b) At elevated temperature (>60 °C) the surface mask is 
imprinted into the top surface. (c) FPnP patterning is performed by multiple single shot 
exposures. (d) Sacrificial layer is removed, at this point another cycle of patterning and/or 
3DDW can be performed, after final patterning post exposure bake is executed. (e) Sample is 
developed leaving the final structure. (f) Cross-section of patterning with key parameters, resist 
and sacrificial layer thickness (t and s) and branch angle (α) indicated. 
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for some experiments, 0.5 wt% of 2-isopropyl thioxanthone (ITX) was added as a multiphoton sensitizer. 
This allowed for shorter exposures, but also affected on the overall shape of the structures. 
For FPnP SU-8 was spun onto a substrate consisting of a previously crosslinked adhesion layer (<1 
µm) of SU-8 on a glass coverslip with a 500 rpm spreading spin (10 s) followed by a 1500-3000 rpm spin 
(30 s). Spin speed determined the thickness of the FPnP sample. The under layer of SU-8 acted as an 
adhesion layer. Soft bake was then performed at 95 °C for >5 min. At this stage polystyrene SL is then 
spun on with a similar 1500-3000 rpm spin. Next, a PDMS phase mask is brought into contact at room 
temperature and then imprinted with light pressure by hand at 95 °C for ~10 s to form a replica of the 
phase mask pattern. FPnP patterning and 3DDW were both performed using L-780P-A_0.7-ND laser 
arrangement. Continuous wave 532 nm exposure was performed with the L-532-A_0.7-ND arrangement. 
Exposures are shown for near IR with focus 2-4 µm below the grating were performed between 25-45 
mW of power depending on the thickness of the sacrificial layer for 400 or 800 ms while the sample with 
focus 8 µm above the grating (Figure 2-2c) was performed at 75 mW for 8.1 s. Structures fabricated with 
green light shown in Figure 2-5a were made with 800 ms exposures at 85 mW. Samples shown above 
were generated with 400 ms single shot exposures at various powers. After exposure, post exposure bake 
was performed for 1 min at 65 °C and 1 min at 95 °C. Sample development was done by immersion in 
propylene glycol methyl ether acetate (PGMEA) for 10-20 minutes, followed by immediate dipping in 
isopropyl alcohol (IPA) to rinse the PGMEA and development byproducts. IPA doubly serves to rinse to 
act as a lower surface tension solvent to limit the capillarity induced collapse of the written structures. For 
consecutive 3DDW, surface pattern was cleared by 10 s hotplate heating at 95 °C and then realigned by 
eye using the contrast of the previously written structures. 
Far-IR FTIR measurements were performed on the U12A IR beamline at the National Synchrotron 
Light Source at Brookhaven National Laboratory. Samples were measured on a Continuμm IR 
microscope (Thermo Scientific) in reflection geometry using polarized light and a Si bolometer detector. 
The objective used for the measurements was a Schwarzschild-style NA=0.58, 15X objective. Scans were 
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taken with 4 cm
-1
, and surrounding metalized area was utilized as background. To prepare samples for 
resonance measurement 45-60 nm of gold were deposited at 45° four times with 90° rotation between 
each deposition using a Desk II Sputterer (Denton Vacuum).  
2D simulations of FPnP intensity distributions are performed in a 20 µm square cell with scattering 
boundary conditions (estimations of perfectly absorbing layers). 9.5 µm of air above 5 µm of resist placed 
on 5.5 µm of glass are used as the sample. Laser illumination is simulated using the analytical Gaussian 
equation with polarization of the electric field perpendicular to the cell. The 3D simulation of the 2D 
mask was performed by using a quarter of the cell bounded by a perfect (electric/magnetic) conductor to 
act as a mirror symmetry for (magnetic/electron) portions of the polarization. 3D resonator simulations 
are performed with a 15 µm cube cell with periodic boundary conditions in the x and y. Substrate and 





attempt to match the Schwarzschild-style objective to reproduce the experimental results, tilted incidence 
was used at 35.5°, which is the edge of the light cone for an NA=0.58 objective.  
 Fabrication of structures by FPnP  2.3.
Any phase mask process is governed by the diffraction of the incident light by the periodicity of the 
mask into various beam orders. In the near-field, these beams interfere to produce the 3D pattern. The 
general 1D diffraction equation for light entering a resist from air is: 
 ( ) λθθ mnd
di
=+ sinsin  Eq. 2-1 
Where d is the periodicity of the mask, θi/d is the incident/diffracted angle of the light, n is the index 
of the resist, m is the order of the diffraction and λ is the incident wavelength. In typical phase mask IL, 
θi=0, which leads to symmetric interference of the positive and negative orders dependent on the ratio of 
the mask spacing and the illumination wavelength. In FPnP, however, there are a range of angles in the 
convergent/divergent beam, and also a beam width at the grating is on the order of the lattice parameter or 
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less, leading to a low resolvancy (or sharpness of the diffracted beam). The spot size incident on the 

















 Eq. 2-2 
Where Z is the distance of the grating from the focal plane. The FPnP process possesses several 
degrees of freedom in both the positioning and the final morphology of the fabricated structures, all of 
which involve the manipulation of elements in either Eq. 2-1 or Eq. 2-2. While this discussion will 
concentrate on structures produced by FPnP on 1D grating masks for ease of simulations, the concepts 
discussed are equally applicable to 2D masks with the main important consideration being that the greater 




 Control of structure by variation of focal position 2.3.1.
As discussed above, the primary difference between conventional PnP and FPnP is that the plane 
wave exposure source is replaced by a focused beam. Figure 2-2 depicts 2D FEM simulations of the two-
photon intensity pattern from an 780 nm light source focused (NA 0.7) through a 1 μm periodic square 
surface grating imprinted 0.5 μm deep into a 5 μm thick SU-8. It should be noted that that all of these 
parameters are scalable, and thus may be considered in units of the grating period assuming, as in these 
simulations, that the wavelength dependent optical properties of the resist such as absorption are not 
considered. There are several clear varieties of local patterns in intensity contrast. When the focus is just 
above or below the grating (<2x the mask period, Figure 2-2a top-left), the simulated pattern contains 
.  
Figure 2-2. (a) 2D FEM simulation of two-photon intensity pattern from 0.78a wavelength light 
with varying focus through an a/2 square wave surface imprint. Top row from left to right is 
focused placed 2a, 4a, and 8a above the imprint midpoint (indicated by dashed line). Bottom row 
is 2a, 4a, and 8a below the midpoint. (b-c) tilted (30°) SEM images of two SU-8 structures 
fabricated at different focus heights with 780 nm light and a=1 µm. (b) Focus 8 μm above, is 
representative of interference dominated structures, while (c) focus 2 μm below, is representative 
of diffraction dominated.  
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features dominated by the diffraction orders of the beam. By a combination of the beam size and 
divergence from a plane wave, the resultant diffraction occurs at a range of angles, with a net “branch” of 
high intensity occurring where the scattered light of various portions of the beam is most in phase, thus 
generating the maximal contrast for transfer to the resist. For these reasons, this effective diffraction angle, 
~26°, is not that predicted by Eq. 2-1 (29.8°). In contrast to the near focus, as the focal plane gets further 
away from surface grating, the illumination area grows in size and the local pattern begins to take on the 
features of conventional interference. The resulting patterns, however, possess tilted features due to the 
wide range of incident angles included in the convergent/divergent focused beam. As described below, a 
surface imprint can be created by pressing an elastomeric stamp into resist materials heated above their 
flow temperature. Examples of both types of structure fabricated in SU-8 utilizing a polydimethylsiloxane 
(PDMS) mask with the same dimensions as the simulation are also shown in Figure 2-2b,c. Despite the 
2D nature of the simulations, the experimental structures demonstrate excellent agreement with the 
 
Figure 2-3. FEM simulations of two-photon intensities for a variety of NA and λ values of a 
beam focused 2a below the surface of the structure described in Figure 2-2. It can be seen that 
these two parameters can control the aspects (angles/number of beams, proportion of intensity 
in each beam) of the final intensity pattern. 
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simulated intensity distributions in their central cross-section as the 1D surface grating does not greatly 
alter the parallel beam distribution. 
 Control of structure by beam parameters 2.3.2.
While the focal position of the beam to a large extent determines the morphology that will be 
fabricated by the FPnP process, many characteristics of the structure are set by the beam wavelength and 
the objective’s NA which controls to the range of incident angles of the illumination. Figure 2-3 shows a 
table of simulated intensity patterns at various normalized wavelengths and objective NAs for a given 
focus (2 µm below the grating center). Tuning of the laser wavelength changes the angle and number of 
diffracted orders as described in Eq. 2-1. It also changes the diffraction efficiency of the grating and thus 
the relative dose and feature size of the diffracted branches. For example, Figure 2-5 (a) shows the 
transition from three to two branches by using near IR or green 3DDW respectively. In the case of the 
sub-imprint green light, the 0
th
 order is relatively suppressed with respect to the 1
st
 orders. This is an 
especially attractive method for tuning the structure since wavelength in most tunable laser systems can 
be set with a high degree of precision for single angle alteration of the diffracted orders. The wavelength 
also affects the overall spot size, but to a lesser, linear extent. The effect of tuning NA can be more 
complex as it is coupled to both the spot size given by Eq. 2-2 and the angular range of incident light. 
This changes the effective branch angle; however, altering the NA with the beam focus near the surface 
imprint mainly spreads the beam, resulting in patterns similar to that of the mask with plane wave 
illumination at low NA. 
 Effect of lattice registration 2.3.3.
Until this point, the discussion has assumed perfect registration between the surface grating and 
therefore symmetric patterns. Even though with modern alignment techniques registration is not 
impossible, it is important to consider to what extent registry affects the fidelity of the patterning. Further, 
the possibility for deliberate symmetry breaking as a potential degree of freedom can be assessed. Figure 
45 
 
2-4 shows simulation of the progressive variation of the intensity distribution as the  lattice registry of a 
tightly focused beam is broken. The result is that while the overall diffraction angle of the branches does 
not change significantly, the 0
th
 order beam is deflected, changing the area of one of the two open areas of 
the structure. This is a subtle effect. As a result, for most applications, registry is not as critical a control 
parameter as the others introduced, thereby reducing the need for a high degree of registration. 
 Sacrificial layer for cross-sectional control 2.3.4.
In conventional IL, cross-sectional control as a concept is relatively unimportant – different sections 
of the intensity distribution are periodic along the incident axis, and therefore, any sizable portion of the 
resultant structure can be expected to exhibit similar physical properties. This is not the case for FPnP 
 
Figure 2-4: Demonstration of the effects of registry on the intensity distribution. While the 
overall effective angle of the 1
st
 order branches is only altered slightly, the 0
th
 order branch 




structures, which possess no axial periodicity. Because of this, distinct axial slices of FPnP structures will 
be different, which can lead to useful variations in their properties. In addition to cross-sectional control, 
another concept generally not critical for conventional IL is proximal positioning (including partial 
overlap) of multiple motifs.  
An SL can be used to enable both of these additional levels of pattern control. A SL consists of a non-
photoactive material deposited on top of the resist that is able to be imprinted without affecting the resist. 
In this way, the thickness of the SL can be used to control the top of the targeted structure, with the 
bottom portion controlled by the total bilayer thickness. SLs have been used in the past for isolation of 2D 
cross-sections from colloidal PnP utilizing resist separation by deposition of a thin layer of silica.
36
 Rather 
than utilize an additional deposition technique and hydrofluoric acid etch as in this prior work, it would be 
preferable to identify a spin-coating-compatible SL material that was soluble in an orthogonal solvent to 
the resist. Additional important considerations for the SL include a similar refractive index and glass-
transition temperature as the utilized resist so to avoid distortion in the optical pattern or require 
incompatable processing, respectively.  A suitable SL material is low molecular weight (<2.5 k) PS, 
which is soluble in cyclohexane, a non-solvent for most resists. This allows the PS to be spun directly 
 
Figure 2-5: Structures generated with two different thicknesses of sacrificial polystyrene layers. 
(a) Sample with reduced top grating, patterned with both NIR (left, 780 nm) and green (right, 
532 nm) 3DDW. (b) An array of structures with removed top grating layer leading to gaps 
between the branches.  
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onto a resist layer and removed either 
with a predevelopment soak step in 
cylcohexane or in the same developer 
as the resist. More specifically, we 
utilized 2 kg/mol PS possessing a 
glass transition temperature of ~60°C 
allowing for imprinting at modest 
temperatures (<100 °C).  The 
thickness of the SL was controlled by 
spin speed. Figure 2-5 shows 
structures patterned using 
polystyrene SLs demonstrating cross-
sectional control. 
 Consecutive 3DDW 2.3.5.
The enhanced patterning speed of FPnP comes at the cost of the arbitrary freedom of DW which 
could be detrimental to targeted devices that require additional features not available from the FPnP motif. 
Since an FPnP system is already designed for DW, consecutive 3DDW is an attractive option for defining 
these additional features. One way that this can be performed is by the thermal clearing of the surface 
impr int. By once again raising the resist/SL above the flow temperature, the surface imprint quickly (~1-
10s) smoothes by curvature driven flow. For CARs, such as the SU-8 employed in this study, this can be 
performed as a part of the post-exposure bake (PEB) by either removing, baking, and repositioning or 
ideally, performing the PEB with an integrated hot-stage. After erasing the original diffractive surface 
element, conventional, though relatively low NA, 3DDW may be performed (Figure 2-6). This is possible 
because 3DDW in CARs often does not require its own PEB due to the high intensities involved.
60, 61, 146
 
Alternatively, in such applications where arbitrary high resolution (<500 nm) patterning is necessary, 
 
Figure 2-6: Structures created by a sequence of FPnP, 
surface pattern clearing by heating, and subsequent 
registered MPL. Realignment for 3DDW patterning 
step after sample removal and heating was assisted by 
optical contrast which formed in the FPnP patterned 
areas after baking the resist due to shrinkage of the 
exposed resist.  
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3DDW may be performed side by side by using top and bottom objectives and a transparent substrate to 
permit oil immersion (NA>1).  
 Other control methods 2.3.6.
It is clear that there are myriad means by which to control FPnP structure formation. Several such 
means that were not investigated at length are discussed here (Figure 2-7). First, changing the 
dimensionality of the mask from 1 to 2D (or even multilayer 3D) will of course generate additional beams. 
This places a practical limit on this method of alteration since each additional diffracted beam will 
possess less of the overall intensity. While three-branch patterns are impossible, four-branch were tested 
using 2D imprint patterns of an analogous square mask pattern of 500 nm diameter and height with 800 
nm period posts (Figure 2-7a). These patterns tended to have large anisotropy between the various 
branches as can be seen in the simulation, which could possibly be addressed by utilization of circularly 
polarized light. Beam shaping was also simulated. Figure 2-7b shows a 2D simulation of a charge-1 
vortex ramp, in which the beam shifts half a wavelength radially across the central axis resulting in an 
 
Figure 2-7: (a) Simulated two photon intensity pattern generated by a charge-1 vortex ramp 
(phase shift progresses as the angle, shown in inset), which can be produced by a commercial 
optic.  (b) Array of structures made with a square array of  ~250 nm radius pillars and 800 nm 
lattice parameter. Compared to the 1D mask discussed in this work the four branch structure 
has less of the intensity in the diffracted beams and effects of polarization are more apparent. 
This can also be seen in the simulated intensity (inset). (c) Registered line written following the 




elimination of the 0
th
 order of diffraction.  Finally, it is certainly possible to leave the shutter open and 
translate the beam in the standard mode of DW. If the pattern is commensurate to the motion, for example 
by following the direction of a 2D imprint, it is possible to create channel-like structures (Figure 2-7c). 
One interesting extension would be to continuously vary the power and focus while writing to arrive at 
even more complex gradient channels.  
 FPnP microresonator structures 2.4.
One area where FPnP structures are advantageous is the generation of “stand-up” microresonators. 
Resonators such as ring and split-ring produce their artificial-atom resonances by coupling the magnetic 
field of incident light into the induction of the ring. In split-ring resonators (SRR), the presence of a 
capacitive gap acts to shift the resonance to longer wavelengths than the size of device and therefore 
 
Figure 2-8: FEM simulations of the resonant peak position (f) and normalized peak width (Δf/ f) 
of arrays of “stand-up” resonators produced by FPnP with varying processing parameters. 
Initial orientation (*) was chosen to be a similar, simplified geometry to the devices shown in 
Figure 2-6b: 15 µm arrays, 6 µm resist thickness (t), 780 nm exposure (leading to ~26° branch 
angle (α)), and 7.25 µm SL thickness (s). Starting from this configuration, t (a-b, 3-6 µm), α (c-d, 
20-32°), and s (e-f, 4.55-9.95 µm) were varied to determine the effects of these parameters. 
Images of the simulated unit cells for the maximum variations in geometric parameters (a-f) and 
initial configuration (*) are shown on the right side of the figure. 
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allows for low-scattering coupling. One disadvantage to these SRRs is that for micro or nanoresonators 
fabricated by conventional lithographic techniques, it is simplest to pattern rings in the plane of the 
substrate. As a result, the coupled light must also be in the same plane for the greatest effect on the 
magnetic properties (such as effective permeability). For most resonator applications, it would be 
preferable to couple into light incident perpendicular to the substrate by using “stand-up” resonant 
structures. FPnP is an ideal technique for the fabrication of such structures via the design methods 





 of negative resist structures or backfill electrodeposition
76
 of positive resist structures, which 
have all been previously utilized to generate plasmonic or photonic structures from 3D lithography. In 
order to determine the ability of the FPnP process to create double SRR-like “W” resonators, SL 
structures similar to those shown in Figure 2-5 (b), with gold coated structures and substrates, the optical 
loss properties were modeled with 3D FEM simulations. Figure 2-8 shows the effects of varying several 
write parameters (resist thickness, effective diffraction angle of the branches, and SL thickness) on the 
thermal loss due to induced current flow in the SRR with the other properties held constant. Plotted are 
both the position of the resulting resonance and the relative spectral width as a fraction of the resonant 
frequency of the peak when fit to a Lorentzian.  Variation of the resist thickness can be seen to have the 
largest effect on both parameters. The observed trend in resonant wavelength is as expected due to linear 
relation between resonant frequency and resonator size that has been demonstrated in the past for SRR of 
in this size range.
148
 In this case, the correlation is non-linear because the branch thickness and gap size 
remaining constant while the width of the structure increases. Furthermore, this also resulted in 
sharpening the peak width as the structures became smaller. Variation of the branch angle displayed some 
effect on the peak width, but, despite changing the width of the structures, did not significantly affect the 
resonance peak position. This is an effect of the coupled variation of parameters leading to a cancellation 
in the overall effect of the change on the resonant frequency, which therefore leads to patterning 
wavelength being a useful tool in adjusting the peak width of the resonance alone. A similar result can be 
seen in the variation of the SL thickness, which, despite significantly changing the structural geometry, 
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has little effect on the resonant frequency or peak width.  It is important to note, however, that the SL is 
necessary up to the point where the capacitive gap is generated in order to allow for the superwavelength 
resonance. 
 Conclusion 2.5.
By utilizing different thicknesses of resist and SL and beam parameters, we fabricated a wide variety 
of “stand-up” W resonator array structures, which were then coated with gold and measured with far IR 
FTIR microscopy. The reflectivity data of a few examples is shown in Figure 2-9. Resonances are 
observed as suppression of the reflectivity due to absorptive losses of the driven current of the resonant 
 
Figure 2-9: Far-IR FTIR reflectivity spectra of the response of resonator arrays fabricated with 
various sample parameters along with inset SEM images of the structure. Resonant response is 
indicated by a suppression of the reflectivity. Dashed lines show FEM simulations of simplified 
structures showing qualitative agreement with the observed results. Parameters of the resonators 
compared to those in Fig. 6 were i) t=4.07, s=9.06, and α=25.72, ii) t=5.63, s=8.04, and α=25.82, iii) 




mode and occurred only when the beam was polarized with the magnetic field perpendicular to the SRRs, 
this polarization dependence, in combination with the simulations, assured that it was magnetic resonance 
as opposed to an electronic dipole effect. These results demonstrate that by the simple variation of 
patterning parameters with a single mask element, it is possible to fabricate resonator structures with 
superwavelength resonances in a range of wavelengths (here 25-45 µm, or 2-4x the largest dimension of 
the resonator). Further, based on measurements from SEM images of the structures, it was also possible to 
refine the FEM model to match the geometry of the actual structures. Specific peak position of the 
simulations tended to be blue shifted due to approximations in the sample/measurement geometry and 
electrical properties. Meanwhile, peak width of the experimental results were broadened by the wide 
range of incident angles of the probe beam which had significant intensity – for the center-blocked 
Schwarzschild-style IR objective used here, this is a range of angles between ~15-36°. Despite these 
limitations, the simulations demonstrate the ability to obtain quantitative agreement with the resonant 
behavior (even in a complex measurement geometry), allowing for predictive design and determination of 




3. Focused Laser Spike Dewetting of Polymer Thin Films 
 Introduction 3.1.
The next three chapters will discuss the use of focused laser spike (FLaSk) annealing. The FLaSk 
technique developed for these lithographic approaches is an extension of laser spike annealing (LSA), an 
alternative to standard thermal treatment in semiconductor technology.
149-151
 In this technique, a high 
intensity CW or pulsed laser is rapidly scanned across an absorbing surface, such as a silicon wafer 
substrate supporting the device or polymer film. The local temperature at the laser spot spikes to a 
high value and then, once the laser light is removed, very rapidly drops back to ambient temperature. 
Because of this, both the temperature and annealing time of the thin film can be controlled by 
selection of laser intensity and exposure time. Additionally, annealing can be performed while 
avoiding unwanted effects, such as material degradation or diffusion. More recently, LSA has been 
applied to the annealing of soft materials for the microphase separation of BCPs
152
 and CAR PEB
153
 as 
will be discussed in greater detail in the relevant sections below. 
Much as with FPnP, the approach in FLaSk is to turn the broad-focus LSA into a tightly focused DW 
technique. This introduces several new aspects to the approach with regards to soft matter. The first is the 
presence of surrounding confinement. Polymers can undergo large changes in their mechanical properties 
and dimensions with even mild increases in temperature, especially if those increases cross the glass 
transition temperature of the polymer. In a FLaSk process, however, the heated polymer is always 
surrounded by a polymer region of a much lower temperature leading to the potential for very large 
mechanical strains. The second, following from the first, is the presence of very large (1-1000 K/µm) 
thermal gradients. 
In the thin (<60 nm) films heated from the substrate (2D FLaSk), it was observed that the films would 
be selectively removed when sufficient heat was applied. This was observed for PS-PDMS BCPs, and 
54 
 
occurred irrelevant of the substrate, though some key features were affected. There were two possible 
mechanisms proposed for this phenomena: ablation and dewetting. Upon further investigation 
(decomposition checked in 7.1), dewetting is the most likely explanation. Regardless, the resolution of the 
effect was very impressive, meriting consideration as a possible patterning technique. 





 through film-stability-based self-assembly, most generally under near global heat provided by 
a hotplate or large-area pulsed LSA. In these techniques, the driving force is a large change in the surface 
energy of the film due to the increased temperature leading to dewetting and growth of isolated droplet 
features. A related technique based on the flow of liquids down a thermal gradient (the thermocapillary 
effect)
156-158
 has been developed to form large area nanopillar arrays
159, 160
 and, most recently, for the 
nanoscale removal of a protective thin film by resistive heating of carbon nanotubes.
161
 The generalized 
expression for thermocapillary force is: 
 ̃ ∙  =  ∇ Eq. 3-1 
 
Where τ is the shear stress,  the surface normal, and γ the surface tension. The surface tension almost 
always decreases with temperature leading to a net force down the thermal gradient. In the case of the 
nanopillars, the thermal gradient was generated along the film normal by using a heated substrate under a 
thin film, an air gap, and a floated cooled superstrate to create sharp (~50 K/µm) thermal gradients, which 
drives the formation of the pillars. The nanotube patterning employed similar magnitude gradients to 
displace a protective thin film above only the higher-resistivity conducting tubes with gradients being 
essentially 1D, emanating from the nanotubes. For the FLaSk technique, the in-plane gradients generated 
radially from the spot can be equal to or much greater than those generated in either previous technique. 
Beyond this, FLaSk provides these gradients on demand locally to a submicron region of the film, thus 
enabling a DW technique.   
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 Mechanism of FLaSk dewetting 3.2.
To understand the mechanism of 2D FLaSk dewetting, it is important to first consider what the 
temperature of the silicon substrate is during line writing. Determining this is complicated by the fact that 
the polymer layer acts as an anti-reflective coating (ARC) for the silicon. To determine the effects of such 
an ARC, the transfer matrix method (TMM) is used:
162, 163
 
        
Eq. 3-2 
 
     Eq. 3-3 
 






   
Where i and j are indicies that indicate the layers which the light is propagating from (i) and to (j) in a 
particular step, n is the index of refraction, d is the ARC thickness, λ is the free space wavelength and R is 
the total reflection after all three layers, being air (1), polymer (2), and silicon (3) are considered. The 
intermediate values ρij, τij, and τd are the reflection, transmission, and phase shift values through the 
respective layer pairs of the ARC, respectively. 
Taking the polymer layer to be an ARC of index n=1.55 on the silicon substrate (n=4.14), the 
reflection for 532 nm illumination determined from Eq. 3-4 is shown in Figure 3-1a for one cycle of the 
periodic film-thickness ARC effect. In a dewetting process, both thinning and thickening occur, since the 
formed trench generates a surrounding ridge by material displacement. It is possible to identify three 
regimes of dewetting behavior: (I) where thinning the film increases reflectivity and thickening decreases 
it, (II) where any sizable change in thickness will result in an increase in reflectivity and (III) where 
thinning the film decreases reflectivity and thickening the film increases it. Each of these regimes can be 
expected to have very different pattern formation behaviors. For example, in (III) the temperature initially 
increases as the material thins, raising the risk of crossing the damage threshold, but then cools, making it 
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unlikely that full dewetting will occur. (II) can be considered the “safest” thickness since any large 
changes in thickness result in cooling. (I) results in cooling in the highest intensity, heated, regions, and 
additional heating in the ridge areas and was thought to be the best initial target for high resolution 
patterning for reasons explained below, though all regimes will be explored in the future.  
With this as a starting point, FEM simulations were used to estimate the temperatures and gradients 
that the polymer would experience during the FLaSk anneal. The thermal profile was analytically 
modeled as a Gaussian source (NA=0.4) along with the optical absorption and heating that would be 
expected to occur. For materials properties, temperature-dependent values for silicon substrate were 
utilized for the thermal conductivity, heat capacity, and density.
164
 The optical absorption also displays an 
exponential dependence on temperature, so it was simulated using a previously derived empirical model 
for near-intrinsic silicon excited with 532 nm light.
165
 Finally, the starting point for the absorbed power by 
the substrate (to be modified by the ARC results) was determined by measuring the damage threshold of a 
bare wafer (350-355 mW), which corresponds to a peak temperature of ~1400 °C where the silicon 
 
Figure 3-1: (a) Effects on the surface reflectivity of the polymer film considered as an ARC by 
the TMM. (b) Expected peak temperatures (solid) and thermal gradients (dashed) from FEM 
simulations for the bare wafer (black) and a 60 nm ARC (grey). Thermal histories of the film 
start on the grey curve (at a lower effective power) and gradually move to the black at the 





 Using these simulations, it is possible to plot the range of peak temperatures and thermal 
gradients expected for a given power as the film dewets (Figure 3-1b). A typical thermal profile (which 
can be seen in Chapter 4 as the Z=0 trace in Figure 4-2b) consists of a FWHM=~1 µm Gaussian 
distribution, which for the 100 µm/s speed employed in this study translates roughly to a 10 ms thermal 
spike. During this excursion the optical absorption can be expected to track through a range of 
temperatures as the film heats from the moving source and simultaneously dewets and then cools. This is 
a highly complex process since the film will heat faster when it is thicker and thus likely thins before the 
peak temperature is reached; however, the largest magnitude thermal gradients, which are spatially in 
front of the temperature peak, may be experienced during this process. As a result, the full kinetics will 
have to remain for future work, but could be approached by an elaboration of the 1D method developed 
by others.
161
 Regardless, it can be seen that for the power range employed (200-320 mW) gradients of 
approximately 100~1000 K/µm, around an order greater than those from vertical dewetting, can be 
expected. 
 Experimental results of FLaSk dewetting 3.3.
 Experimental parameters 3.3.1.
Lightly doped p-type silicon substrates ([100] orientation, 10 Ω·cm) were coated with films of PS (18 
kg/mol, Sigma Aldrich) from 1.8 wt% solutions in PGMEA to prepare films of 50-60 nm thickness by 
spin coating. Patterning was performed with system L-532CW-A_0.4-V. Patterns are transferred from 
polymer into Si layers using STS ICP-RIE. The etching gas is a mixture of C4F8/SF6 with a 2 min 
etching time at a power of 1200 W and gas rates of 50 and 80 sccm respectively. AFM imaging was 
performed with a Veeco Dimension 3100. 
 Demonstration of pattern transferred FLaSk dewetting 3.3.2.
The results of this dewetting can be observed by AFM, as shown in Figure 3-2a for isolated FLaSk 
lines patterned at different powers at a write speed of 100 µm/s.  Each line shows two distinct features, (1) 
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a trench formed by dewetting and (2) the 
accompanying ridges due to the displacement of 
material from the trench. As can be seen, with 
increasing power the trench width (measured as 
the FWHM of the bottom of the trench to the top 
of the ridge) increases roughly linearly from 0.4 
to ~1.2 µm, while the depth (defined from the 
film surface) increases rapidly until it asymptotes 
at the full thickness (here ~50 nm at ~230 mW). 
Ridge height grows linearly, even past the 
asymptotic limit of the trench depth, due to the 
fact that the ridge width (defined as the FWHM 
from the surface of the film) remains relatively 
stable compared to the trench width, only 
increasing from ~0.3 µm to ~0.45 µm. This 
difference in feature size may be explained due 
to the fact that, while the trench includes 
increasingly more material that is above the flow 
temperature of the PS, the ridge is always in a 
low mobility region of the film, leading to a 
buildup. One significant feature of both the lines 
and ridges is that they are below both the width of the optical spot (FWHM for ideal NA=0.4 focus is 
0.66 µm) and the thermal spot size. By the metric of either feature, the apparently linear feature increase 
of the single FLaSk lines still manages to possess regions of sub-optical limit resolution. 
 
Figure 3-2: (a) AFM analysis of isolated 
dewetted lines written at different powers and 
100 µm/s write speed. The scan of a single line 
is shown in the inset (with materials schematic 
added). The extracted features are as indicated 
in the inset: (i) trench FWHM (black, filled 
symbols), (ii) ridge FWHM (grey, filled), (iii) 
trench depth (black, empty), and (iv) ridge 
height (grey, empty). (b) Tilted SEM image of 
FIB section of a transferred FLaSk patterned 




The ultimate goal for most lithographic processes is pattern transfer into the underlying substrate. 
Therefore, pattern transfer into silicon and FIB cross-sectioning was approached to demonstrate the 
capabilities for the technique (Figure 3-2b). It can be seen that at this power and focus the individual lines 
consist of ~0.85 µm width trenches bounded by ~0.5 µm rectangular buildups, with trench depth of ~0.78 
µm.  The accessible depth of patterning can be increased with the selectivity of the utilized polymer, but 
indicates that submicron pattern transfer is even possible with a conventional polymer (like PS).   
The line width varied from exposure to exposure. For the results shown here, the range of trench sizes 
observed was 0.6~0.9 µm. While there was a dependence on write power, it appeared to depend to a 
greater extent on the focus and local film thickness. For a given environment and focus, a higher write 
power did lead to thicker lines and deeper trenches/larger ridges (see Figure 3-2a). Despite this, the best 
characterization at this time, until a better set of film thickness, power, and focus dependencies are 
identified, appears to be the width of an isolated feature.   
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An interesting distinction between dewetting and ablation is the displacement of material as opposed 
to its complete removal. Due to this, the patterning behavior of lines as they approached one another was 
of considerable interest. Figure 3-3a shows the evolution of the pattern-transferred lines with three pattern 
periodicities (1 µm, 0.5 µm, and 0.25 µm) written at 260 mW, 100 µm/s (leading to ~0.9 µm ridge-to-
ridge features). As the lines approach one another they go through a transition from the isolated line 
behavior to where the ridges start decreasing in size. After this point, the ridges become the relevant 
feature as opposed to the trenches as they are now the high resolution feature. At a certain spacing, a 
bifurcation of the pattern occurs where the ridges adopt two line-to-line spacings (in Figure 3-3 for 1 µm 
spacing, ~1 µm and ~1.1 µm) and two line widths (in Figure 3-3, ~0.5 µm and ~0.3 µm). At 0.5 µm 
spacing, another regime can be seen where the ridges adopt a single line width (~0.4 µm) and spacing (~1 
µm). The latter is surprisingly disparate from the patterning periodicity, and also (necessarily) results in 
 
Figure 3-3: Pattern transferred dewetting lines written at 260 mW, 100 µm/s. Three sets of lines 
patterned with different periodicities: 1 µm (green), 0.5 µm (blue), and 0.25 µm (red). Three 
distinct behaviors can be observed. (1) At 1 µm, there are two different line spacings (~1, ~1.1 
µm) and widths (~0.3 µm, ~0.5 µm). (2) At 0.5 nm, a single line spacing (~1 µm) and width (~0.4 
µm) is adopted, with not all lines being patterned to make up for the doubling of period. (3) 
Finally, at 250 nm, smaller lines are observed, with the only successful pattern transfer from this 
particular line set shown in (b). (b) Patterned transferred line from 0.25 nm set (though at the 
transition to 0.5 nm period), width is observed ~80 nm and tilt corrected height of ~0.16 µm. 
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only four lines despite the write consisting of eight. This indicates that the mechanism that leads to their 
formation is more complex than the simple linear combinations of multiple line patterns. At 0.25 µm, 
even more unusual behavior is observed – only three of eight lines were patterned at extremely small and 
inconsistent spacing (though this may have to do with the proximity to the 0.5 µm grating and the few 
repeats of the total grating). While of the three lines in Figure 3-3, only one acted as an effective etch 
mask (Figure 3-3b), it did so with a line width of ~80 nm and an aspect ratio of ~2. 
One possible unfortunate consequence of the displacement mechanism is interference between any 
crossing lines. For example, Figure 3-4a shows a square pattern defined between two sets of vertical and 
horizontal lines with the vertical patterned first. The portion of the vertical line that was crossed by the 
horizontal line can be seen to partially close because of the induced dewetting from the second, horizontal 
line. This can also be seen for multiple line patterns where the second set of lines will undo the first and 
result in complex disordered patterns (Figure 3-4b). While it is possible that these could be rendered 
 
Figure 3-4: Images of etched 2D patterns generated by intersecting dewetted lines. (a) an 
isolated square generated by the crossing of four lines. Center divit is the original film 
thickness surrounded by ridges of the lines. Effects of the second set (horizontal) sealing the 
lines created by the first can be easily seen. (b) Sets of intersecting dewetted lines with the 
horizontal (patterned second) overwrighting and sealing the first patterned lines, resulting 
in complex dewetting patterns.  
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useful by a more complicated patterning design, currently, it serves as a limitation on the sorts of features 
which can be patterned by FLaSk dewetting.   
 Patterning of multiple adjacent lines 3.3.3.
While there are highly dynamic processes involved, further FEM simulation can elucidate some of 
these behaviors. To accomplish this, static simulations were performed using the observed cross-section 
ratios for the second-patterned line. The critical factor is the effect of film thickness on the optical 
absorption of the substrate. As shown in Figure 3-1a, thicker portions of the film lead to higher optical 
 
Figure 3-5: Analysis of sequential line patterning at 305 mW, 100 µm/s. (a-d) Second line 
patterns and associated 3D simulations for (a) 0.1 µm, (b) 0.3 µm, (c) 0.5 µm, and (d) 0.9 
µm. It can be seen that small line features are best formed when the ridge amplifies the 
edge of the patterned line only. (e-f) Ten line evolutions, with a single line on the far left 
and ten lines at the far right, for (b) 0.1 µm, (c) 0.4 µm, and (d) 0.9 µm. Three different 
patterning regimes are evinced: the building up of a single, very narrow line (0.1 µm), 
the complex evolution of a regular grating (0.4 µm, showing the following number of line 




absorption, while thinner films lead to lower optical absorption. The net result is that a line patterned with 
a majority of the focal intensity within a trench will have a lower peak temperature. Alternatively, when 
some portion of the intensity is within the ridge, a hotspot can develop with a size independent from the 
actual beam spot, but rather depending on the overlap. Based on this, several distinct regimes of behavior 
can occur. This can be seen clearly in the second line patterned, which is shown for several line-to-line 
spacings in Figure 3-5 (a-d). As the beam spot approaches the ridge, at first (0-0.1 µm) the temperature is 
insufficient to generate any line formation. Then, (0.2 µm-0.4 µm) a reduced spot due to overlap and 
ARC effect causes the formation of very high resolution lines. Once the overlap becomes great enough 
(0.5 µm-0.7 µm), the spot fills the ridge leading to larger lines and complete dewetting of the ridge 
(allowing for some of the uniform periodicities observed at these spacings). Finally (>0.8 µm), the spot 
reaches the other side of the ridge and causes the formation of an entirely new line. The formation of 
these second lines does not necessarily leave the same spacing between the patterned region and the ridge 
as the line that formed it, leading to the potential for each of the successive lines to display a different 
behavior, such as the bifurcation observed in Figure 3-3a. Figure 3-5e-g shows ten lines patterned at 
different spacings. In the case of the 0.1 µm spacing (Figure 3-5e), each successive line slowly 
approaches the ridge, leading to gradual buildup of a single line. It is interesting to note that, since the 
small feature does not cause a significant ARC effect, it remains cold and the dewetted portion of the 
ridge, pushed down the gradient, is pulled to build up the existing feature rather than starting a new 
feature at a distance commensurate to the second line (~0.4 µm) from the ridge. The 0.4 µm set (Figure 
3-5f), leads to an interesting (apparently cycling) behavior of (i) three successive lines building up a 
single ridge, (ii) the fourth line creating a fully formed ridge of a similar size, and (iii) the fifth line 
starting the small nucleus for the next two lines. The net result is oddly a relatively uniform grating, 
though the first patterned feature is always smaller, as it takes a few lines to establish the pattern that will 
dominate. Finally, the 0.9 µm set (Figure 3-5g) shows an instance where the grating forms regularly with 
each successive line. 
64 
 
 Having now developed some intuition for the patterning mechanisms, it is useful to approach a 
systematic set of patterns. Figure 3-6a-d shows several characteristic 1D grating patterns. As the 
periodicity changes, several regimes of patterning occur. This is shown for two sets of gratings starting 
from different-sized single line patterns (0.83 µm in the black trace corresponding to the shown SEMs in 
Figure 3-6a-d and 0.72 µm for the grey trace). First, (not shown) the ridge spacing will be equal to the 
separation minus the line width when the lines are far enough away not to interact. Then (~2 µm), a 
bifurcated line width regime (shown for 1.4 µm line-to-line spacing in Figure 3-6a) will begin with 
alternating large and small ridges as discussed above and spacings equal to exactly the write spacing, 
since every line written is a line patterned. Once the widths of these features approach the isolated feature 
size, their width difference can be seen to narrow, as each patterned line finds itself in a very similar 
environment as the one prior due to the filling of the ridge observed in Figure 3-5c. With decreasing 
separation, the bifurcation begins to increase (and some spacing bifurcation is also observed) as the 
overlap effect shown in Figure 3-5b  begins to occur until high resolution (down to ~70 nm) features 
 
Figure 3-6: Grating patterns written at 232 mW, 100 µm/s at written line spacings of (a) 1.4 
µm, (b) 0.7 µm, (c) 0.4 µm, and (d) 0.2 µm, along with aggregated apparent line width and 
separation (e, black). Also shown in (e, grey) is the aggregated data for a set of lines with a 
smaller isolated feature size (written at 240 mW, 100 µm/s). The ridge-center-to-ridge-center 
width of the isolated line (0.83 µm and 0.72 µm respectively) are marked by the horizontal 
black and grey lines. 
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begin to occur for the small line (Figure 3-6b for 0.7 µm, possessing ~0.1 µm features). Finally, the 
smaller feature disappears entirely (~0.5 µm writing spacing), thus leading to an increase in the feature-
to-feature distance. After this transition, multiple lines will pattern a single feature in a relatively uniform 
fashion (Figure 3-6c for 0.4 µm), but this behavior will only be stable down to a certain point, shown with 
~70 nm features for 0.2 µm writing spacing in Figure 3-6d. 
A few interesting observations: first, it can be noted that more than two line spacings are never (or 
rarely, considering all samples fabricated) observed, at least at a noticeable enough difference to exceed 
the displayed error bars. Rather, there seem to always be either alternating line sizes (and spacings) or a 
single dominate size and spacing. Why this is the case is not entirely clear, but it is definitely convenient 
for the purposes of a lithographic technique. One unfortunate result for the small spacings is a side effect 
of multiple lines patterning the same feature, which is sensitive to process fluctuations. This is especially 
evidenced in Figure 3-6c,d. The result is line ‘wiggling’ and small laser induced damage (LID) effects 
when the illuminating beam encounters small density or thickness variations or impurities. This will have 
to be addressed to be able to get these high resolution features with acceptable quality. That being said, 
the grating structures fabricated at higher spacings are still below the optical limit (~1 µm for these 
optics) and are of a reasonable quality. In comparing the grey and black traces in Figure 3-6e, it can be 
seen that the transition to single low periodicity occurs later in the smaller feature patterns (grey) as may 
be expected, but despite this, the trend for both the feature size and spacing appears to follow the same 
linear traces. The slopes of these lines are ~1.7 for the line spacing and ~2.0 for the line width. Both 
observations are unexpected considering that, as can be seen in Figure 3-5f, lines may be formed from 
different numbers of exposures. This is a behavior that could be expected to greatly depend on the size of 
the optical spot. Rather, the suggestion of these observations is that there is a fundamental shape and size 
that is adopted for a given film thickness, polymer, and written line-to-line spacing. The last parameter, 
being a property of the experiment, is very surprising, and will definitely need to be investigated further 
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both through 3D simulations of the line evolutions and experiments with different spot sizes to see if this 
trend holds for larger variations. 
 Conclusions 3.4.
In this chapter, thermocapillary dewetting of a simple polymer system (PS) was demonstrated as a 
positive tone direct write process that can be used effectively for pattern transfer of submicron lines 
without the necessity of a development step. While this is already a useful technique, the patterning 
capability becomes even greater as the lines are brought together. Due to the fact that the driving force for 
dewetting and pattern formation (proportional to thermal gradients) is a result of a combination of the 
optical exposure and the thermal properties of (primarily) the absorptive substrate, consecutively 
patterned lines near to one another possess anti-reflection effects leading to subwavelength thermal 
profiles. In this manner of decoupling the optical resolution from the resultant thermal pattern, isolated 
features down to <100 nm or grating patterns with near constant periodicity near the optical limit (0.5~1 
µm) and line widths still below the optical limit either in a large-small alternating pair or constant size 
may be generated. The resultant polymer film height variation features are still robust enough for pattern 
transfer and therefore represent a new method to create high resolution features in a three step (resist 
deposition, laser patterning, and etching) process – eliminating the necessity for wet chemical 
development from the lithographic process. To improve the resolution and consistency of this method, the 
current NA (0.4) could be increased. In addition, different thin film materials possessing either more 
beneficial properties for patterning or pattern transfer could be approached. In the former regard, it is not 
clear a priori what properties will lead to superior response, but it is likely that increasing the softening 
temperature and decreasing the mobility (such as with higher Tg or molecular weight polymers) could 
achieve a smaller extent of isolated dewetted features. Finally, it may be possible to employ water or 




4. Focused Laser Spike Annealing of Block Copolymer Thin Films 
 Introduction 4.1.
As introduced in 1.2.6, BCP thin films have shown much potential as a pattern transfer medium for 
ultra-fine (<20nm) features. Thin films of microphase-separating BCPs are commonly self-assembled 
through the use of annealing processes which allows the kinetically trapped, as-cast polymer 
microdomain structure to attain the equilibrium morphology via diffusion by increasing temperature to 
overcome the energetic barrier for reptation.
103
 As an alternative, Solvent vapor annealing involves 
placing the BCP in a vapor environment where solvent molecules can diffuse into the film and plasticize 
the polymer, decreasing the glass transition temperature and improving the mobility of the BCPs for self-
assembly at ambient temperatures.
167
 Due to limited morphological control of thermal or solvent 
annealing, several techniques for the manipulation of BCP thin film ordering and morphology have been 




 In general, these 
methods result in thin films possessing the same equilibrium phase that would be present in the BCP film 
without epitaxy, albeit with enhanced order and control of defects and relative domain orientation. 
Techniques for the generation of BCP films containing regions of different microdomain types (e.g. 
coexisting regions of spheres and cylinders) have also been investigated. These methods involve trapping 
the BCP in a first morphology determined by one annealing process, then immobilizing the chains in 




 exposure can 
be used to fix the initial microdomain structure, then a further annealing step with a different (or no) 
solvent can access a second morphology in  the un-crosslinked regions. In a recent approach the second 
solvent annealing step is performed locally with a DW solvent vapor nozzle without the need for 
crosslinking.
134
 While these techniques enable feature control (using e-beam crosslinking) down to the 
lengthscale of a single microdomain, most require the inclusion of crosslinkable block chemistry and 
possibly an additional crosslinking initiator and do not necessarily provide control over the in-plane 
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orientation that may be desirable for pattern transfer applications. In order to develop a technique that 
could potentially be used for many BCP systems and enable both localized phase and orientational control 
without necessitating additional modification, the FLaSk annealing described in the previous section was 
approached. In Chapter 3 it was revealed that application of a focused heat source to a polymer thin film 
universally led to dewetting at some threshold unless LID occurred first. Possessing similarly extreme 
thermal conditions, the kinetic regime just before dewetting was investigated for zone annealing of BCP 
thin films. This was attempted for a PS-PDMS BCP and further enhanced by incorporation of solvent 
vapor. 
 As discussed in Chapter 3, LSA has been used for BCP microphase separation.
152
 For BCP 
systems, the first demonstration of LSA was performed in 2007 and utilized a high power (on the 
order of a Watt), ms pulsed CO2 laser exposure, which could initiate microphase separation for ~1 
min total exposures, but did not demonstrate good domain ordering and often resulted in considerable 
polymer damage including burning and void formation, ostensibly due to intrinsic optical absorption 
and degradation of polymer.
152
  
In considering LSA of a thin BCP film, there are obvious similarities to zone annealing, a 
technique utilized on both thin and thick films of BCP for achieving simultaneous annealing and 
alignment. In zone annealing, a BCP film is moved over an induced thermal gradient resulting in 
ordering along the direction of the motion. One important distinction between various zone annealing 
techniques is whether they are hot (above the order-disorder transition (ODT))
131, 174
 or cold (below 
the ODT)
130, 175
 at their maximum temperature. In both cases, microdomain ordering and alignment 
happens primarily in the regions of thermal gradient: for hot zone annealing, ordering occurs as the 
BCP passes back through its ODT, while in cold zone annealing it was shown that a majority of 
ordering occurs in the cold-to-hot portion of the gradient and was relatively independent of 
subsequent baking, indicating the importance of a gradient for driving the reordering of the 
domains.
175
  A combined approach of cold zone annealing with thermal expansion-induced surface 
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shear by a top PDMS film resulted in exceptionally high order and alignment for annealing rates of 
up to 200 µm/s (travelling through a 0.045 K/µm, 9 K/s gradient) and film thicknesses from a single 
layer of microdomains up to 1 µm.
133
 Additionally, it was shown that without the presence of the 
PDMS, thermal gradients of a similar magnitude could lead to vertical alignment with respect to the 
substrate,
176




Much as with the dewetting work, FLaSk zone annealing is similar to conventional LSA in that it 
utilizes the quasi 2D absorption of the substrate to generate heat (Figure 4-1), but still allows for LSA 
on a region of polymer similar in size to confining geometries utilized in graphoepitaxy, creating an 
effective instantaneous confinement by the surrounding unheated polymer which possesses a much 
lower mobility. The one key difference from the dewetting work (in Chapter 3) is the incorporation 
of a partial pressure of solvent (here, toluene) by use of an aluminium reservoir that forms a steady-
state solvent atmosphere by evaporation around a cut coverglass. The coverglass focuses the high 
 
Figure 4-1: Photograph (a) and schematic (b) of FLaSk zone annealing solvent setup. The solvent 
chamber (grey box in (a)) possesses a platform surrounded by a solvent reservoir. The sample is 
placed on the platform underneath a cut coverglass. The surrounding solvent reservoir is filled 
with solvent (here, toluene) and slowly evaporates around a cut coverglass to generate a steady-
state partial pressure of solvent. For the patterning, the BCP is spun on top of a PS brush, and 
the laser is focused through the glass with spot size controlled by the axial focal position (Z). 
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solvent atmosphere above the sample and also allows for (corrected) FLaSk annealing. Once again, 
the use of circularly polarized light prevents any polarization-dependent absorption and, additionally, 
polarization-based BCP alignment effects.  
In this study, we employed a 31 kg/mol-11 kg/mol PS-PDMS BCP trapped in a metastable state 
consisting of spherical micelles after spin-coating and utilize the FLaSk anneal to transform to the 
equilibrium phase (i.e. cylindrical PDMS domains). From a zone anneal standpoint, PS-PDMS is 
strongly segregating (room temperature χN95) and the ODT (~3000 ºC) should not occur before 
significant polymer degradation. PS-PDMS ODT was only recently observed for the first time by our 
group in ultrahigh energy impact
178
, where adiabatic compression of Mach 1.5 projectiles resulted in 
massive, nearly-instantaneous adiabatic heating. For these reasons, FLaSk for this particular BCP may be 
classified as a cold zone annealing with thermal gradients orders of magnitude greater than those 
previously explored. 
 Mechanism of FLaSk zone annealing of BCP 4.2.
As a tool to investigate the thermal mechanisms of FLaSk of BCP, FEM simulations were used to 
estimate the temperatures and gradients that the polymer would experience during the FLaSk anneal. The 
thermal profile was analytically modeled as a Gaussian source (NA=0.4) and the optical absorption and 
heating that would be expected to occur. For materials properties, temperature-dependent values for 
silicon substrate were utilized for the thermal conductivity, heat capacity, and density.
164
 The optical 
absorption also displays an exponential dependence on temperature, so it was simulated using a 
previously derived empirical model for near-intrinsic silicon excited with 532 nm light.
165
 Finally, the 
absorbed power by the substrate was determined by measuring the damage threshold, which corresponds 
to a peak temperature of ~1400 ºC where the silicon surface melts.
166
 Utilizing a steady state 
approximation with these empirical parameters, the simulated peak temperatures and gradients as a 
function of measured laser power (before objective and coverglass reflection) beam focused on the 
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surface are shown in Figure 4-2a for three 
scenarios. These represent the temperatures 
determined for a bare wafer (black trace, 17.5% 
optical energy absorption), a calculated value for 
the bare wafer with a 50 nm polymer 
antireflection coating of average index (1.55) 
corresponding to the BCP (grey, possessing a 
lower reflectivity and higher absorption of 20.8%), 
and the calculated curve using the observed 
damage threshold during the actual annealing 
experiments (dark grey, 18.9% absorption). Due 
to the fact that the patterned lines are observed to 
thin (discussed below), we believe that, even at 
constant power, the temperature progresses from 
the light grey trace to the black as the film thins, 
resulting in a temperature near the dark grey trace. 
Under the hypothesis of the thermal gradient 
being the key factor, it is important that for the 
laser powers utilized (300-350 mW, 
corresponding to an average temperature of 
approximately 200~300 ºC), gradients on the 
order of 100~750 K/μm are created. The 
temporal gradient can be approximately 
determined by the spatial gradient multiplied by 
the write speed, corresponding to temporal thermal gradients on the order of 3,000~75,000 K/s 
depending on write speed (30-100 µm/s). These are two to four orders of magnitude greater than 
 
Figure 4-2: (a) FEM simulation of the peak 
temperature and spatial thermal gradient 
experienced by a central point along a 
FLaSk write path focused in the plane of 
the substrate surface for bare silicon 
(black), experimental BCP (dark grey) and 
the high limit of the full BCP film acting as 
an ARC (grey). (b) Temperature (solid) and 
gradient-magnitude (dashed) profiles for 
two differing focus laser spots from the 
surface of the sample. Here the BCP 
thickness is considered negligible for the 
purpose of defining focus, which is also 
considered as independent of the silicon 
index (i.e. free space focal translation). 
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spatial temperature and gradient 
profiles are shown in Figure 4-2b for a 
peak BCP film temperature of 250 ºC 
demonstrating the tunability by 
changing the focus (Z=0, 5, and 6.5 
µm offsets) to control the effective 
spot size from 0.5 to 3 µm, here 
defined as the distance between peak 
gradients. 
To create an initial metastable 
state, the PS-PDMS BCP was spun 
from a PGMEA solvent that was preferential for PS leading to a film consisting of spherical micelles with 
the minority PDMS blocks at the core, with PS-air and PS-PS-brush contact surfaces. The micelles pack 
into a monolayer hexagonal array, as opposed to the equilibrium cylindrical phase, without a PDMS 
surface layer which typically forms in annealed PS-PDMS films due to the lower surface energy of 
PDMS. Subsequent morphological changes during FLaSk annealing are therefore not affected by any 
directional bias from preexisting cylindrical microdomains. Films were swollen to 140% of their as-cast 
thickness using toluene vapor during the writing process (as measured by reflectometry) which was 
attributed to a vapor pressure of toluene of approximately 19 Torr (~85% of the saturation vapor 
pressure).
179
 While this increased the mobility of the film, it was insufficient to allow changes in the 
morphology of spherical micelles in the absence of FLaSk heating during the timescale of a given 
experiment. At these molecular weights, the individual chains are likely not highly entangled (Me=~13 
kg/mol and ~12 kg/mol for PS and PDMS respectively).
180
 We expect that the major contribution of the 
 
Figure 4-3: Characteristic lines patterned with focus at 0 
(a,b), 5 (c,d), and 6.5 (e,f) µm below the surface of the 
substrate without (a, c, e) and with (b, d, f) toluene vapor. 
The contrast due to film thinning is present to a much 
larger extent in the lines patterned without solvent 
indicating a larger area of heated polymer likely due to 




solvent, beyond increasing mobility of the PS chains, was to induce evaporative cooling during the onset 
of annealing leading to a sharper thermal gradient; this interpretation was supported by observations of 
the electron contrast in the surrounding heated region. Figure 4-3 shows a series of single-pass lines 
written at different focuses with respect to the plane of the substrate for films with and without solvent 
vapor. Without solvent, the bright region in the SEM images surrounding a given patterned line is ~5x the 
apparent annealed width, while little or no similar effect is observed in the presence of solvent, indicating 
a reduction in the extent of the thermal effect. As the samples are swollen with solvent rather than 
immersed, it can be expected that the solvent will be completely removed at the highest-temperature 
portion of the spike, thus allowing for the peak annealing temperature to be reached and resulting in a 
sharpened gradient. Due to the complexity of the combined solvent and thermal anneal with rapid 
removal of solvent, we leave more predictive simulations for future work. 
 Experimental realization of FLaSk zone annealing 4.3.
 Experimental parameters 4.3.1.
Lightly doped p-type silicon substrates ([100] orientation, 10 Ω-cm) were coated with hydroxyl 
terminated polystyrene (Mn = 3000 kg/mol, PDI= 1.06, PolymerSource P2969-SOH) and heated to 170 °C 
for 16 hours in a vacuum oven. The wafers were then rinsed with toluene to remove the unreacted brush 
layers after which BCP films of PS-PDMS (31 kg/mol-11 kg/mol, PolymerSource) were spun from 1.8 
wt% solutions in PGMEA to prepare films of 49-55 nm thickness. Patterning was performed with system 
L-532CW-A_0.4-V through the solvent chamber described above. 
 Linear patterns from FLaSk zone annealing 4.3.2.
Images of selected lines patterned by the 532 nm laser are shown along with the 2D Fourier 
transforms of the laser annealed region in Figure 4-4a-d. Despite the very short anneal times, formation of 
cylindrical microdomains occurred in which the cylinders were preferentially aligned along the writing 
direction, as can be further seen by the asymmetry in the Fourier transforms. Domain size in the annealed 
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region appears larger than the surrounding unannealed region due to relaxation of the kinetically-trapped, 
collapsed PDMS micelles (~35 nm center-to-center spacing) to the equilibrium domain spacing (~40 nm 
period). Linewidths, which could be controlled by adjusting the laser focus, exhibited sub-wavelength 
resolution due to the strong nonlinearity of this process – the in-focus patterned regions have typical 
linewidths between 0.3 and 0.5 µm, compared to the expected thermal spot size of 0.86 µm. The FLaSk-
induced transformation only occurs for a specific processing window, illustrated in Figure 4-4e for 
 
Figure 4-4: (a-d) Images of some characteristic FLaSk patterned lines. Horizontal lines are 
written with solvent annealing left-to-right for different speeds and powers at three focuses: 335 
mW, 60 µm/s (a) for focus at the substrate surface and 500 mW µm/s, 30 µm/s (b) for focus 5 µm 
in the surface, and 625 mW µm/s, 30 µm/s and 635 mW µm/s, 100 µm/s (b) for focus 6.5 µm in 
the surface. 2D Fourier transforms of the line regions (inset) confirm the preferential alignment. 
(e) Processing windows for cylinder annealing. Each symbol corresponds to a sample where the 
micelles are transformed into cylinders. For comparison, the samples processed without (empty) 
and with (filled) solvent are included. (f) Alignment, as defined by the angular width of the 
anisotropic 2D Fourier transform of the annealed regions for solvent annealed FLaSk samples.  
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samples with and without solvent vapor. Only 
patterns where a majority of the expressed 
morphology was cylinders are plotted, excluding 
mixed-morphology lines.  
When the power was too low, the spheres 
relaxed, but did not fully transform, as would be 
expected from the heat-quench mechanism; however, 
when the power was too high and the speed too slow, 
two distinct behaviors were observed. The first was 
a complete dewetting of BCP in the annealed region. 
This is an expected result since all of the lines 
thinned during the annealing, as expected from the 
effects discussed in Chapter 3. The second was the 
observation of spheres possessing the same 
dimension as the collapsed micelles in the as-cast film surrounded by cylinders, which indicates that the 
temperature was high enough that the PDMS fully degraded or crosslinked during the anneal (Figure 4-5). 
The effect of the solvent was to broaden the processing window, especially for deeper focuses (5 and 6.5 
µm), by sharpening the effective gradient. 
Cylinder alignment for the solvent annealed samples as determined by the localization of the first 
order Fourier transform peak of the annealed region was also analyzed (Figure 4-4f). From these single 
pass lines, the in plane orientation of cylinders within an angular distribution of 33º can be observed 
(shown in Figure 4-4b), with a general trend of increasing alignment with speed for a given writing power, 
and wider lines (created by focus within the substrate) possessing more overall better alignment. The 
latter observation is to be expected as a narrower line width (given a similar magnitude of the gradient) 
experiences greater confinement from the surrounding immobile polymer. Though the scan speed is 
 
Figure 4-5: FLaSk line written at higher power 
(365 mW, 100 µm/s) between the dewetting 
regime and the ordering regime. In these 
conditions, it appears that the spherical 
micelles are locked in by the degradation or 
crosslinking of the PDMS.  
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limited here to 100 µm/s due to the stage accuracy, 
ongoing experimentation has demonstrated ordering 
for speeds up to 1000 µm/s, so the limitations of the 
ordering rate (set by mass transport) have not yet 
been reached. 
Beyond the patterning capability, the results 
obtained by FLaSk zone anneal offer insight into the 
mechanisms of cold zone annealing. First, it is 
important to differentiate the ordering mechanism 
from other phenomena occurring during the anneal, 
such as dewetting (see discussion in Chapter 3). It is 
tempting to link these two behaviors, especially as 
the flow field generated by dewetting would be in the observed direction of alignment and could be 
analogous to similar elogational flow alignment obtained in electrospun BCP fibers.
58
 Counter to this 
explanation is the lack of any observation of film thinning in previous cold zone annealing studies and the 
fact that dewetting often occurred without simultaneous alignment, such as in lines written at low (<30 
µm/s) speed. Indeed, the only samples where significant regions of alignment purely perpendicular to the 
writing direction were observed were the highest focus lowest speed (3 µm/s) lines conducted at powers 
corresponding to typical thermal anneals (~225 ºC, Figure 4-6).  These samples predominantly show 
horizontal alignment perpendicular to the write direction, as opposed to the parallel alignment dominant 
in the majority of lines. The faster lines do exhibit features suggestive of perpendicular alignment near the 
edges, where the cylinders cant outward, but always with a bias towards the direction of the writing. 
These two observations support the magnitudes and sequence of the thermal gradients being the 
key factors in determining the alignment and also differentiate the perpendicular alignment from that 
predicted in existing models of moving mobility gradients.
181, 182
 Rather, in the case of the slow speed 
 
Figure 4-6: FLaSk line patterned at low 
power (285 mW) and speed (3 µm/s) of a 
surface-focused beam resulting in 
perpendicular BCP cylinder alignment.  
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lines, the perpendicular alignment is initiated by the side gradients occurring just after the onset of 
parallel alignment, breaking up the order of the central cylinders. The second parallel gradient (i.e. 
cooling) did not initiate additional reordering, consistent with the experimental cold zone observations. 
The perpendicular alignment of slow lines has only been demonstrated for the tightest focus, and parallel 
alignment in slow these lines was not observed. This suggests that there is a threshold gradient that needs 
to be achieved in order to induce ordering and alignment. The presence of parallel alignment in fast lines 
further indicates that the threshold is related to the temporal gradient, which increasingly favors the 
writing direction as the speed increases. This explanation is supported by the trend in ordering discussed 
above.  
What remains to be understood is the driving force for the gradient-mediated alignment. As 
mentioned earlier, it does not appear to be caused by mass transport, though this is presumably the 
limiting factor both at low speeds due to the dewetting and high speeds due to a kinetic limitation. One 
possible cause is film shear forces that also serve as the driving force for dewetting. Shear has been 
shown as an effective way to align BCP microdomains,
183, 184
 including in recent cold zone studies.
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Thermocapillary shear is generally expressed as
156, 157
 ̃ ∙  = ∇ = ( )⁄ ∇, where τ is the shear 
stress, n the surface normal, and γ the surface tension. The surface tension almost always decreases with 
temperature leading to a net force down the thermal gradient. By approximating the surface as pure 
molten polystyrene (/=0.07 mN/m·K)185 stresses on the order of 10-100 kPa for the gradients 
utilized in this experiment are calculated. This is consistent with the high end of values for external shear 
stresses used in alignment studies.  
It should be noted that the reframing of surface tension gradient in terms of the thermal gradient 
is not strictly applicable in the case of FLaSk experiments, where the thermal removal of solvent from the 
film also affects the spatial profile of the surface energy. This is a relatively unique mechanism to FLaSk 
as most solvent swelling gradients, such as the ones provided by rastered nozzle writing,
134
 are relatively 
diffuse; however, in FLaSk the film can be expected to transition from swollen to dry over a similar 
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length scale as the thermal gradient (i.e. submicron). If we consider as a first approximation that, for PS, 
Δγ at a peak temperature of 300 ºC is on the order of -γ (γ=31.0 mN/m),
185
 then for the gradient of the 
solvent concentration to have a similar magnitude effect, it would have to alter the surface tension by a 
similar factor. Prior simulations have indicated that solvent vapor effects on surface tension can be 
expected to be of this magnitude and therefore, a “solvocapillary” shear force due to solvent gradient may 
be expected to be one additional contribution. The removal of solvent, however, can be expected to 
increase the surface tension, suggesting that the solvocapillary shear would be in the opposite direction of 
the thermocapillary shear. This view is over-simplistic, however, as the value of / can also be 
expected to be affected by the solvent (though to the author’s knowledge this has not been studied), 
coupling these two effects. Were the incorporation of solvent to increase the negative magnitude of 
/ (an intuitive result) the “conventional” thermocapillary stress would be enhanced, consistent with 
the observation of alignment only during the heating portion of the gradient, as the line immediately 
behind the moving laser spot would be expected to still be relatively dry from the laser heating. 
There are likely also complex effects due to thermal expansion-induced strains within the 
polymer film itself. This is likely enhanced both due to constrained expansion along the gradient and 
mismatches between the constituent blocks. Thermal expansion gradients were proposed as a mechanism 
for the observed vertical alignment in samples submitted to relatively “sharp” conventional cold zone 
thermal gradients.
176
 As vertical alignment was not observed in this experiment, despite the much sharper 
nature of the spatial and temporal gradient, it can be expected that these results represent a regime where 
the contributions of the thermocapillary driving force overcomes the driving forces for vertical alignment, 
possibly also reduced by the simultaneous contraction that occurs as the solvent is removed from the film.  
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 Advanced patterning by FLaSk zone annealing 4.3.3.
 The ability of this technique for making more complex patterns was demonstrated by annealing 
in a circular write path at a focus of Z=5 μm to determine if the orientation control could match a constant 
alteration in the writing direction. A SEM image of the highest curvature available (0.20 µm
-1
) with two 
orientation mappings are shown in Figure 4-7a-c indicating that it is still possible to obtain orientational 
tracking of the moving beam even with line curvature, though the limits of this ability will still have to be 
tested beyond the limits of our patterning system. The first orientational map (Figure 4-7b) shows the 
evolution of the orientation angle on an absolute scale. While the orientation is certainly tracked, there are 
definitely deviations from perfect order visible. To examine this, the second map (Figure 4-7c) shows the 
orientation error (i.e. the divergence from perfect tracking). On the inside of the path, the map is bluer, 
representing an enhanced domain tilt inward, while the outside of the path shows an outward domain tilt. 
Figure 4-7: (a) Portion of a 5 µm diameter circular counter clockwise path written with a 
545 mW beam moving at 60 µm/s focused 5 µm into the surface. Domain alignment can be 
observed to track the writing direction. This is further confirmed by alignment mapping (b), 
with much of the observed deviation correlating with the outward canting of boundary 
domains as can be seen when the alignment is compared to perfect circular orientation (c). 
(d) A multiline block (dashed lines) written with focus 6.5 µm in the substrate at 610 mW, 60 
µm/s. The alignment gradually rotates due to the edge seeding, but results in higher order 
(solid arrows).  
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This is consistent with the effects of the outward canting of the cylinders due to the moving side gradients 
discussed above. This may be correctable by, for example, using a focal spot with an elliptical point 
spread function. The purposefully asymmetric thermal gradients would be expected to increase the 
alignment bias along the short axis.  
Four line blocks at a focus of Z=6.5 μm were also patterned to assess the performance of adjacent 
lines (a characteristic example is shown in Figure 4-7d). Even though tilted alignment was observed 
because of the outward cant of the edges, it was possible to obtain larger domains of patterning in this 
way. These regions were often of a higher overall order than the single lines, suggesting that the canted 
edges were acting as seeds for the subsequent patterning.  Interestingly, a similar effect was not observed 
with multiple passes over the same line, possibly due to the kinetics for defect removal being much 
slower than those of cylinder formation. Nevertheless, lines formed through multiple passes where a 
single pass was not sufficient to fully initiate transformation were observed to qualitatively possess longer 
continuous single cylinder whenever formation did occur (Figure 4-8). This effect will have to be 
investigated further but, it is likely that the gradual formation of smaller, aligned pre-cylindrical domains 
 
Figure 4-8: Multipass lines for the indicated writing conditions. When the first past is sufficient 
to generate cylinders (a-c) no additional ordering is observed; however, if the power is low 
enough that it takes multiple passes to initiate order, the final result appears to have larger 
cylindrical domains.  
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can act (once again) as seeds for the subsequent patterning, serving to reorient the previously present 
spherical micelles in such a way as to more easily form continuous domains. 
 Conclusions 4.4.
By an application of a FLaSk zone annealing we have demonstrated a method for driving 
transformation of a metastable BCP thin film to its equilibrium microdomain morphology. This is 
accomplished with a subsecond thermal anneal possessing thermal gradients on the order of 100~750 
K/µm (3,000~75,000 K/s), which additionally leads to alignment of the generated cylinders along the 
writing direction analogous to larger scale cold zone annealing experiments. Based on the observations of 
both the lines patterned at high and low speeds, it appears that the temporal thermal gradient is the key 
driving force for the preferential alignment, with faster write speeds leading to a higher degree of 
orientational order, with the angular distribution of the cylindrical microdomain axes  33º. This 
annealing was performed at a previously unprecedented speed, occurring in 10-100 ms. Including solvent 
vapor in the sample chamber resulted in film swelling and subsequent evaporative cooling. To the best of 
our knowledge, this is the first application of incorporating solvent vapor in a direct write process. In this 
case, the effect of solvent was to increase mobility and increase the thermal and surface tension gradients, 
leading to an expanded processing window. Even with solvent, the processing window was only ~5% 
absolute power, corresponding to only tens of ºC temperature differences. Despite this, the technique still 
represents a highly scalable method of controlling the in-plane alignment of BCP self-assembly and 
producing films that incorporate multiple morphologies by converting large-area cold zone annealing into 
submicron direct write. The parameter space of both FLaSk and conventional cold zone annealing has just 
begun to be explored, including the effects of using different BCP molecular weights, compositions, and 
volume fractions. Further, the use of solvent vapors with different block preference and boiling points 
represents a previously unconsidered (for zone annealing) parameter that can potentially lock greater 




5. Focused Laser Spike Anneal of Chemically Amplified 
(Photo)Resists 
 Introduction 5.1.
 In keeping with the idea of drawing hierarchically patterned lines established in Chapter 4, it is 
tempting to consider the combination of 3DDW and IL. While optical IL possesses a larger minimum 
resolution than BCPs, the degree of uniformity and order of an IL pattern is much greater as it should 
possess few defects (related to dust rather than thermodynamics) and can have an area of uniform 
patterning commensurate to the size of uniform beam that can be generated. Further, the number of 
available patterns conveniently available to IL is much greater than those generated by self-assembly, 
being either a combination of Fourier terms (MBIL) or a projection into a higher dimensional space 
(PMIL).  As discussed, 3DDW has been approached as a way to fill in 3D structures, such as those 
created by IL,
115
 to generate “digitally” patterned spaces of either the 3D pattern or a completely filled 
(empty, in the case of positive tone) region.  If it were possible to not only accomplish this, but also to 
add an additional degree of freedom, the capability of the combined technique would become much 
greater as it would add another dimension of control. For example, the simplest conception would be to 
incorporate both positive tone and negative tone functionality, which would make it possible to design 
where the pattern would be placed (by removing other areas) and also define filled defects such as 
waveguides, cavities, or supports. If, in addition to this ternary patterning, it were possible to completely 
access all (or many) of the midpoints by controlling the fill from empty to completely solid (likely with 
some minimum and maximum “grey” states as will be discussed), gradient fill structures with highly 
complex and detailed submotifs would become possible.  
83 
 
In realizing this capability, one logical idea is using additive exposures. Specifically, to expose the 
resist lightly with IL, such that no region is exposed to a dose high enough to cross the patterning 
threshold and result in structuring upon development, and then to utilize the 3DDW to provide the dose to 
“push” the resist over the edge. This is shown schematically in Figure 5-1a. The issue with this approach 
can also be seen in the figure – contrast in IL patterning is a result of the absolute difference between the 
minimum and maximum exposure. Thus, underexposure results in a lower contrast (Figure 5-1b) and the 
linear addition of a 3DDW dose (Figure 5-1c) results in a very narrow range where the contrast is 
maintained and the crosslinking threshold is crossed. The ideal solution would be to maintain the same 
contrast and approach it gradually, as shown in Figure 5-1d. This is the idea behind FLaSk of CARs (here 
referred to as FLaSk-CAP where the “P” stands for photoresist). The final structuring of CARs is, to a 
degree, decoupled from the optical exposure by the need for a post-exposure bake. In general, excitation 
 
Figure 5-1: Simple schematic of the IL and hybrid process. (a) Structured exposure (and bake) 
where some portions of the pattern exceed a crosslinking threshold (dashed line) allowing for 
some contrast upon development. Hybrid technique with a secondary DW (or flood) exposure (b-
c). Initial exposure and bake (b) is insufficient to reach threshold, but additional uniform 
exposure (c) lowers the overall contrast. (d) FLaSk-CAP hybrid technique where initial exposure 
is insufficient, but the laser baking crosses the threshold with tunable contrast and feature size. 
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of a CAR causes a photoacid/base generator (PAG) within the resist to produce a distribution of 
photoacid/base, which autocatalytically causes a deprotection of some chemical group in the structure of 
the resist polymer. This in turn leads to a change in solubility of the patterned resist by crosslinking, 
degradation, or change in functionality which leads to the patterning during development.  This process is 
driven by a PEB anneal, generally by hotplate or oven. Conventional LSA was approached as a method to 
activate sub-millisecond crosslinking of a conventional CAR, thereby reducing the unwanted diffusion of 
photoacid into unexposed regions that occurs to a greater extent during a hotplate PEB.
153
 This is possible 
because of differences in the activation energies of the two processes. The LSA of CARs was only 
reported for thin films of resist (~100 nm), patterned by conventional lithography. Nominal improvements 
in lithographic contrast were demonstrated, this study did show that rapid, high-temperature crosslinking 
of CARs on the order of 500 μs is possible. Furthermore, the quality of the resultant structures, as 




 FLaSk-CAP is the extension of FLaSk and LSA of CARs to 3D. Figure 5-2 shows an idealized 
schematic for the eventual capabilities of FLaSk-CAP. In FLaSk-CAP, the broadly focused rastering laser 
beam is replaced with a high numerical aperture, focused visible source. This allows for 3DDW LSA with 
sub-micron features possessing hierarchical substructure defined by the IL step. Ideally, this process 
occurs without the DW beam performing additional photoinitiation, thus maintaining the contrast and 
fidelity of the IL. By selecting from the broad palette of available IL structures, the pre-image of exposed 
PAG within the CAR may be defined either globally or vary within a range of possible fills (including no 
fill and complete oversaturation) as a function of position. The FLaSk exposure then selects regions 
 
Figure 5-2: Schematic of the combined FLaSk and 3DDW process on a dye-doped CAR. (a) 
Deposition of the active resist layer. (b) IL exposure by phase mask or multibeam. (c) FLaSk 
step: CW heating beam at the wavelength of the dye absorption is moved through the resist, 
locally annealing the IL-exposed, chemically activated resist creating a crosslinked 3D structure. 
(d) 3DDW step to define solid features such as supports, defects, or other structures not a part of 
the IL pattern. (e) Development of the patterned structure without additional post-baking. 
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where the patterning will be fixed, allowing for the definition of lines, dots, and complex geometries of 
the chemically biased pattern. Further, in IL of CARs, the filling fraction of the final structure, a critical 
factor in device design, is defined by a combination of the exposure fluence and the PEB time. Other than 
variations due to factors such as optical absorption, fluence and PEB are generally considered to be 
homogeneous over the sample as normally desired. In the case of FLaSk, however, the thermal history 
and thus the PEB can be set by the DW parameters. This should, in turn, allow for tuning of the fill 
fraction of patterned structures and even the introduction of controlled defects by either multiple 
exposures or continual varying of either parameter. By using PMIL with multiple motifs, it may be 
possible to incorporate multiple patterns on the same sample by using a hybrid mask and avoiding the 
regions of overlap, something that would impossible by a global exposure where these intersecting 
regions would result in undesirable effects. If effectively controlled, these degrees of freedom should 
enable the patterning of 3D devices to a degree that would be impossible by any technique other than 
3DDW. 
 While the potential speed and parameter space for the FLaSk process of CARs is highly 
promising, there are components of devices where it is undesirable for the IL sub-structure to be present. 
Examples of this include: supports, interconnecting waveguides, or high-Q defects. For the purpose of 
such structures, 3DDW possesses a great advantage over FLaSk. Integration onto a DW stage allows for 
the possibility of consecutive FLaSk and 3DDW steps to pattern these or any other 3D structure with a 
differing motif than the IL pattern. Through this, the design freedom of the FLaSk combined with 3DDW 
becomes immense, while at the same time, by placing the bulk of the patterning on the FLaSk and 
minimizing the 3DDW steps, the potential scalability when compared to 3DDW alone or a layer-by-layer 
process is enhanced.  
 In terms of practical considerations for FLaSk-CAP, the major property requirement is for the 
photoresist to contain two distinct ranges of optical absorption – one for the activation of the PAG by 
either single or multiphoton excitation and one for the LSA. This is in order to accomplish the local PEB 
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with minimal additional photoinitiation. Without the existence of a natural absorption band in the resist, 
an absorbing agent, such as a dye, that is relatively transparent in the region of the spectrum where 
crosslinking occurs (generally UV) is needed. Thus, the development of FLaSk-CAP is as much a 
question of materials selection and chemical design as definition of patterning parameters and processing. 
 Simulations of FLaSk-CAP 5.2.
In order for FLaSk-CAP to become a viable technique for device applications, it is necessary to be 
able to predict the expected results for a set of experimental parameters. Given the wide variety of 
possible IL structures and difficulty of 3D structural analysis, it would be impractical to attempt to utilize 
purely empirical methods to form a catalog of FLaSk-CAP structure-dose behavior. Fortunately, the 
individual steps of FLaSk-CAP, composed of IL (electromagnetic (EM) and photochemical), FLaSk (EM 
and thermal), and the resulting structuring (chemical and thermal) are compatible with FEM simulations. 
These can be integrated together to form a multiphysics fine-grain simulation of the FLaSk-CAP process, 
but the degrees of freedom and mesh size necessary for EM is prohibitive for large simulations. In most 
cases, the EM components of the simulation can be performed analytically, since both the IL and FLaSk 
exposure is dependent only on the total intensity and the polarization is unimportant. It is important to 
note that this is certainly not the case for either the detailed MB or PMIL process, where the polarizations 
of the incident beam(s) can lead to vastly different intensity distributions. In both cases, however, the 
resulting distributions can always be expressed by Fourier series, either predictively (MBIL) or through a 
spectral decomposition of a precalculated distribution (PMIL). What follows is a discussion of the fine-
grain simulations of the FLaSk-CAP process that were used to access the feasibility and study the 
components of the technique. After, coarse-grain approximations of these simulations for larger scale 
approaches will be discussed.  
 Fine-grain chemical modeling of IL 5.2.1.
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The kinetics of PEB have been studied both experimentally and theoretically for a variety of 
CARs,
186-191
 though most often for thinner films designated for 2D lithography. In experimental kinetic 
studies, optical techniques are used to track the transformation of bulk films, giving the rates of crosslink 
formation and acid depletion and diffusion. The general equations for these processes, following the form 
of Li et al.,
189
 are as follows: 
 	
 = −	 Eq. 5-1 
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 Eq. 5-2 
   
Where M and H are the concentrations of protected groups and photoacid respectively, p, q, and m are 
the reaction orders, the ks are the reaction rate constants, and DH is the diffusivity of the photoacid, which 
is assumed to be negligible at the timescale of FLaSk-CAP. The fine-grain components of the simulation 
are inserted in the rate constants, which take an Arrhenius form and thus possess a mapping related to the 
instantaneous temperature, and initial concentrations, which are defined by the EM exposure. While the 
initial value of M is a property of the resist, the initial value of H is determined by the resist properties and 
the photoexposure, as expressed in the following: 
 	 =  − 
 Eq. 5-3 
   
Where G is the concentration of PAG groups, C is the photoinitator sensitivity, and Eexp is the dose 
energy of the IL exposure. It is in this initialization of the acid concentration that incorporates the first 
analytical EM step. More specifically, Eexp is evaluated as the appropriate Fourier series for the IL 
exposure. In order to increase the accuracy of this step, the Eexp can be multiplied by an appropriate decay 
factor to account for the absorption of the photoinitiator (related to C by the yield of the initiator). Ideally, 
this factor will be near to zero for the thickness employed, which can be accomplished either by use of a 
high IL dose or non-liner multiphoton IL where only a small fraction of the incident radiation at the 
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highest intensity regions is absorbed. While, no purely chemical fine-grain simulations were performed, 
the fine-grained coupled simulations used the parameters found in Table 5-1 for SU-8. 
Table 5-1: Chemical parameters for coupled simulations 
Parameter Value 
SU-8 




















Acid Reaction Order 2 













 Fine-grain thermal simulations of FLaSk 5.2.2.
The second major component of a FLaSk-CAP simulation is the thermal behavior. Here, the 
governing physics is the canonical heat equation: 
       
 
Eq. 5-4   
 
Where T is the temperature, cP is the heat capacity, ρ is the density, k is the heat conductivity, and q is 
the thermal power source. In the case of FLaSk, the q term in Eq. 5-4 arises from EM excitation of the 
resist and takes the form of: 
 




Where ηQ is the loss efficiency, α is the absorption of the resist, d is the distance from the surface of 
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 Eq. 5-6 
   
Despite the apparent complexity of this expression, besides the spatial variables (which are relative to 
the focal position of the beam), it contains only three parameters: Io, the total incident intensity, λ, the 
wavelength inside the material, and w0, the minimum beam radius. The final parameter can be 
approximated from the objective NA as !  2# $%&' , with λ0 being the free space wavelength. 
Eq. 5-5 introduces two important considerations to the selection of materials for FLaSk CAP. More 
specifically, the exponential decay indicates that the overall α must be relatively small to not result in a 
large difference between the heat source at the top and bottom of the film or even the top and bottom of 
the hot spot (both generally compounded by the thermal conductivity of the substrate vs. the superstrate), 
while the ηQ value should be as high as possible (i.e. low fluorescence). Both problems could theoretically 
be solved by using a very low doping and very high 
I; however, there are practical limitations to this that 
will be discussed in 5.3.  
One important advantage of not using the 
complete EM simulation is that, in absence of 
motion, Eq. 5-6 is cylindrically symmetric about an 
axis that passes through the focal point of the 
heating laser. Using this fact, it is possible to rapidly 
assess the target resist properties as well as the 
effects of the substrate and superstrate. For example, 
in the case of dye loading, it is not guaranteed that a 
 
Figure 5-3: Simulated power to temperature 
relation from a typical polymer system with 





sufficient temperature for rapid LSA could be achieved without significantly decreasing the penetration 
depth of the heating laser or increasing the necessary intensity beyond a reasonable value. According to 
the previous work on LSA of CARs,
153
 sub-millisecond PEB results similar to hotplate PEB were 
obtained when calculated LSA temperatures were ~20% greater than the corresponding hot plate 
temperature. Though not explicitly stated in the prior work, curves of a similar shape in both the 
sensitivity and extent of diffusion appeared to correspond to factors of 1.21-1.22 greater temperature in K 
(e.g. 388 K vs. 473 K, 423 K vs. 513 K). This would call for a FLaSk temperature of ~450 K for most 
conventional resists. Taking 500 K as a target temperature, a practical restriction of the depth loss due to 
the decay term in Eq. 5-5 was taken to be a variation of 10% in 30 μm of depth (a high value for 
reasonable depth of uniform UV IL). This criterion can be translated into a maximum α of 35 cm
-1
. 
Therefore, the first fine-grain simulation was to determine the appropriate power range to achieve the 
target temperature with an optical loss lower than the specified tolerance (i.e. ηQ<1). This model utilized a 
geometry typical for high numerical aperture immersion DW: a glass substrate and silicon superstrate 
encasing 35 μm of active material. The cell extends 100 µm radially to prevent any effect of the low 
thermal conductivity of the resist. Thermal and optical properties for these layers are shown in Table 5-2. 
The absorption was set to a constant 25 cm
-1
 (ηQ=0.714) in the resist layer. The power of a 780 nm heat 
source focused in the center of the active region was gradually increased while monitoring the peak 
temperature (Figure 5-3). This approximate model showed that degree of optical absorption selected for 
the model was more than sufficient to reach a target maximum temperature of 500 K, which was shown to 
occur at ~60 mW of light intensity. This is not a high intensity even for a handheld laser pointer diode, let 
















































The cylindrical fine grain 
model also allows for some 
quantitative assessment of the 
expected resolution and 
uniformity of the FLaSk 
technique. Figure 5-4a shows the 
thermal distribution obtained in 
the active region of the 
previously described sample 
geometry for a 660 nm laser in 
25 μm of resist at an incident 
power of 15 mW (a scenario 
closer to the ideal patterning). 
The computed FWHM ellipsoid 
of ΔT (though the distribution is 
distinctly non-Gaussian) has a 
diameter of 3 μm and a height of 
10 μm. It is important to note that this is not necessarily the most accurate metric of the resolution; rather, 
the rate constant, kc, of the crosslinking reaction serves as a better gauge. Plotted in Figure 5-4b is kc 
determined by an Arrhenius model using the parameters from Table 5-2 for SU-8. The effective 
Figure 5-4: (a) Thermal profile results for the axially 
symmetric FEM simulation of FLaSk at a power of 35 mW. 15 
μm of active layer was placed between two 100 μm layers of 
glass with the radial boundary set 100 μm from the center. All 
boundary conditions were set to a constant temperature of 300 
K, which was also the initial temperature. Absorption was set 
at 25 cm
-1
, and the light source was modeled as an ideal 
Gaussian beam with λ=780 nm and NA=1.3.  (b) Rate constant 
map calculated from the thermal profile in (a) using an 




resolution is much improved (d=2 μm, h=7 μm), though in the FLaSk application it may not be the case 
that the tightest focus is desired for the purpose of rapid patterning, as will be discussed in 5.4.3.  
Such simulations can also give insight to the expected uniformity of the ellipsoidal thermal profile. 
Changing the focus or the material of the sub- or superstrate affects the symmetry and local thermal 
environment of the sample geometry. Figure 5-5 shows temperature profiles for three focal points inside 
of some possible sample geometries: (a) thermally matched with non-photoactive resist above and below, 
(b) glass above and air below, and (c) glass above and silicon below. In all three cases, there is some 
distortion of the thermal profile due to the change in materials properties. The distortion seems mainly to 
affect the shape of the profile away from the focal spot, likely due to the relatively low thermal 
conductivity of the resist. More critical is the change in spot temperature at differing foci. Even the best 
 
Figure 5-5: Thermal profile with focus set at the center and 12 μm above and below center for a 
thermally matched substrate and superstrate, maximum temperatures are indicated in white. 
Also shown are profiles for glass-resist-silicon (e) and glass-resist-air. 
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case – for the thermally matched resist – shows a considerable distortion and (36 K) temperature 
difference, which must come from a lack of absorption in the boundary resist. In such a scenario (for 
example, a polymer immersion coverglass and a thermal spacer before the substrate), distortion could be 
corrected by using boundary layers that also contain absorbing dye. In the other two cases, the distortion 
and temperature difference is much greater, displaying the extremes of the thermal distortion – a highly 
non-conductive (air) substrate and a highly conductive (Si) substrate. In the first case, the scenario 
representing the most typical 3DDW sample geometry of patterning through a glass coverslip into a spun 
layer of resist, the profile takes on the unusual, but intuitive, feature of extending to the resist surface 
albeit with a more stable (Figure 5-6) temperature profile. This behavior at first seems undesirable, but the 
extended zone of uniform heat could be beneficial in a situation where a thick slab of uniform structure is 
desired. In other situations, this issue can be easily solved by adding a very thick buffer layer after the 
patterning by using, for example, the orthogonal solvent method described in 2.3.4. In the case of the 
semiconductor substrate, the temperature of the focal spot changes by 10% over a distance of 10 μm, 
compared to the thermally matched case of 5%. These changes in temperature and profile could be 
compensated for by use of thermal spacers, however, they are likely to always remain to some extent. In 
accepting this reality, what remains is to address whether desired structures may still be obtained by 
clever programming of the dynamic patterning power control utilizing, for example, an AOM or EOM, 
the use of such an experimental system for gradient structures will be discussed in 5.4.5. As important as 
the experimental apparatus is the ability to solve the inverse problem and thereby inform the patterning 
parameters, which will be considered in 5.2.5. 
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While much can be learned from cylindrical 
simulations, they are not appropriate for time-
dependent studies of the full process FLaSk. To 
simulate a time dependent pulse with cylindrical 
symmetry would effectively be simulating a stationary 
pulse since a moving line does not possess cylindrical 
symmetry. Nevertheless, the case of such a pulse is not 
entirely irrelevant since it can be used to consider the 
amount of time necessary to achieve peak temperature 
– it is given that there will be a finite time required to 
achieve stability in any write process. For example, in conventional laser DW, whether guided by a 
galvano-mirror or piezostage, there is some acceleration from the stationary state before the final speed of 
writing is achieved in addition to an amount of time for the intensity controlled laser to reach full power. 
With modern AOM technology, the latter can be nearly instantaneous, but the former will always lead to 
overexposed regions at the start end of the written line. In the case of 3DDW with an AOM, this can be 
corrected by ramping the power up at a matched rate with the laser spot motion. In the case of FLaSk, 
there are the additional considerations of achieving thermal steady state. Consider, for example, a case 
where the thermal conductivity of the resist approached zero. In such a case, the temperature at the focal 
spot would continuously increase in temperature on any relevant time scale and, even with the laser off, 
could persist as a slowly spreading hot spot for a considerable length of time. Were this to occur, a precise 
control of the baking history at any given point of the resist would be impossible, especially in the case of 
a moving laser spot. Alternatively, an infinitely conductive resist would allow for instantaneous thermal 
steady-state and therefore, perfect control of the thermal history. As most resists are polymeric in nature, 
the actual behavior falls between these two extremes, leaning toward the former. The practical 
consequence of this fundamental limit in the accurate patterning rate is the ultimate resolution of the 
system, as it would be very difficult to account for thermal drag affecting surrounding areas.  
 
Figure 5-6: Tabulated peak temperatures for 
various focal positions in the simulated 
samples described in Figure 5-5. 
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To assess the extent of this limitation, cylindrical simulations in the same cell with glass superstrate 
and silicon substrate were utilized in a simulation of a thermal pulse. In this experiment, an instantaneous 
(to isolate it from ramp up effects) 40 mW rectangular pulse is applied for 0.6 ms and the time to plateau 
both upward to peak temperature and during the return to ambient temperature were observed (Figure 
5-7a). From the results of this study, it can be observed that the peak/ambient stabilization is the limiting 
step at a time-to-stability (±5 K) of ~10
-4 
s. Several thicknesses were considered to determine at what 
thickness the resist could be approximated as behaving like an infinite film of resist (worst case scenario), 
which was shown to be ~15 µm. To approximate the limitation that the finite ramping places on the write 
speed, one must consider the amount of time that a point in space spends in the hot spot of a moving 
beam. As this time approaches the time to thermal stability, there will be a difference between the 
temperature at the beginning and end of the pass. The net effect of this will be that the temperature in the 
written line will gradually increase until the steady state temperature (which will be different for a moving 
spot, but related) was eventually reached leading to a non-uniform bake. The dwell time at a single point 
can easily be approximated as the spot size divided by the write speed. For a 500 nm spot, this therefore 
limits the speed to ~5 mm/s.  
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It was discussed previously that for 3DDW, the ramping problem can be addressed by ramping the 
intensity in a commensurate fashion with the speed in order to achieve a uniform dose profile. It is 
tempting to attempt a similar strategy for decreasing the time-to-steady-state of the thermal profile, but in 
the reverse. Namely, overdosing the early portion of the line and then ramping down to the target 
intensity/temperature. Figure 5-7b shows an attempt at improving the time-to-stability by applying the 
following form to the power: 
 (  ( ∗ *1  +, Eq. 5-7 
 
Figure 5-7: Simulated tests of thermal stability. (a) The time to equilibrium for a thermal step 
function for different thicknesses of resist. By 15 µm, the film thickness, the time to equilibrium 
reaches a maximal value, making it indistinguishable from an infinite film at ~0.1 ms. (b) Use of a 
preliminary spike to decrease the time to equilibrium to ~10 µs. 
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With P0 being the target final power, pc being the overshot correction, and r being the decay rate of the 




reaches the target 
temperature within 10 µs without exceeding the maximum temperature, thereby increasing the bound for 
the maximum write speed to 5 cm/s. This is near the current record for high resolution DW patterning 
speed achieved by galvanomirrors. 
As discussed above, simulation of the complete FLaSk process cannot be executed with cylindrical 
simulations. For this reason, further thermal studies (other than simplified models that will be discussed in 
 
Figure 5-8: (a) Schematic of transient simulation of FLaSk anneal indicating the cell size. 35 
mW was selected to achieve the desired temperature of ~450K and a write speed of 100 μm/s 
was selected. (b) For the purpose of the chemical model, IL was implemented using the 
Schwartz P-surface to define an IL pattern with 500 nm periodicity. (c) Results of the kinetic 
model at 1, 15, and 25 ms. Deprotection of the IL defined pattern up to a maximum fraction of 
0.7 is observed in the moving FLaSk line. 
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5.2.2) require full 3D simulations, which, among other things, greatly increase the computational cost of 
FLaSk simulations (one of the considerations that will lead to the approach of coarse-grain models in 
5.2.5). The computational cell utilized in these simulations is shown in Figure 5-8a. Relative to the size of 
the thermal spot (~1 µm) the cell is quite large, a consequence (once again) of the low thermal 
conductivity of the resist, as a result, multiple mesh sizes are utilized to allow for finer resolution near the 
focal spot, and keep computational requirements to a minimum. Another way this is done is by 
recognizing that the process, while 3D, does possess a plane of mirror symmetry along the write direction 
if the writing is conducted in the plane of the sample cell. Thus, only half of the system need be simulated. 
Beyond these considerations, the materials and exposure parameters of the 3D system are kept the same 
as those used in the cylindrically symmetric case with a glass superstrate and silicon substrate to make a 
simplified 3DDW geometry.  
 Fine-grain thermochemical simulations of FLaSk 5.2.3.
Having established a framework for both the chemical (5.2.1) and thermal (5.2.2) modeling of 
FLaSk-CAP, it is possible to perform coupled thermochemical modeling of the FLaSk process. The cell 
utilized in the 3D studies discussed in 5.2.2 was utilized as a platform for the combination of the thermal 
model with the chemical parameters defined in Table 5-1 for SU-8. For the value of Eexp from Eq. 5-3 we 
selected the Schwartz’s P-surface, which is a profile that can be achieved by MBIL and possesses a 
simple mathematical representation. Additionally, the P-surface has been identified as a family of 
structures that can possess photonic bandgaps
193
 and is a bicontinuous structure, which is essential for 
application of FLaSk-CAP to positive tone resists, which, as will be discussed in 5.3.1, is one of the target 
capabilities for the final technique. The specific form of the P-surface used here (Figure 5-8b) is: 






5&   Eq. 5-8 
  
Where the as are the respective lattice parameters (here all a uniform 500 nm), Emax is the maximum 
dose of the exposure pattern and emin is the unitless portion of exposure at the lowest dose regions of the 
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pattern. This last term is especially important as it illustrates the lack of perfect contrast and the potential 
for patterning of a fully solid object (from the negative tone point of view) despite the application of a 
deliberately selected exposure distribution. Here the emin was taken as a typical value from an IL text
27
 of 
0.765 (corresponding to ~6% minimum exposure). Emax was tuned for appropriate final contrast. Through 
this prepatterned resist, a 35 mW, 100 µm/s beam is passed. Results of this simulation are shown in 
Figure 5-8c. As the FLaSk beam moves through the sample, it progressively defines a line with 
hierarchical structure prescribed by the P-surface IL step up to a reaction completion fraction of 0.7. 
These results clearly demonstrate not only that the FLaSk process provides adequate thermal treatment to 
locally deprotect/crosslink the resist, but, more critically, that this process can take place in a relatively 
small region and, further, maintain a consistent spot size, aside from the start of the line. This latter effect 
is likely unavoidable as there will always be an edge transition to the sample, however, depending on the 
cutoff for development, may not result in patterning upon development. Further, the extent of this region 
is already quite limited (~200 nm).  
Despite the amount of work that went into arriving at this result, there are several discouraging 
aspects to it. The most obvious is the computational complexity. The displayed result is a 30 ms 
simulation that writes a 3 µm line. This represents a 1.5 million degree of freedom simulation that takes a 
current top-of-the-line twelve core server 3 hrs. Considering the capabilities of cloud computing, this is 
not necessarily prohibitive; however, there is also no simple route to an inverse solution in this manner 
that is immediately apparent, though one could imagine, given a target structure, starting with a guess for 
intensity and then varying it on a point-by-point bases until the target structure is achieved. This is not 
impossible (and is in fact how the coarse-grained inverse solver described in 5.2.5 operates), but is 
beyond our current capabilities. Regardless, this simulation serves as an excellent starting point to 
demonstrate the feasibility of a controllable FLaSk-CAP patterning process. 
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While full fine-grain thermochemical simulation of FLaSk-CAP is somewhat impractical, it can be 
utilized to design a simple test system for a phenomenon that is critically important to the experimental 
FLaSk-CAP process – photo/thermochemical dye bleaching. As will be discussed in 5.3.2, real thermal 
dyes often possess bleaching mechanisms that make their thermal absorption vary during exposure. Were 
the thermal spot infinitesimally small, any single exposure irrelevant of the bleaching behavior, would be 
indistinguishable from any other; however, the laser spot has a finite size and, further, the spatial range of 
its effect on thermally activated chemical processes depends on its intensity. To investigate the actual 
effect of dye bleaching, a simple 2D cell was set up with a chemically bleaching absorbing dye and a 
 
Figure 5-9: Simulation of exaggerated dye bleaching in a 2D system undergoing rastered 
chemical bleaching. (a) A plot of the peak temperature during five passes at 100 µm/s. The first 
exposure and pass (along with the first and last exposure in each line) demonstrate elevated 
temperature. While the second pass occurs at a lower temperature and then a gradual decrease 
to steady state bleached temperature. (b) Normalized absorbance map during the passes with the 
current writing position indicated by the dashed line. It can be seen that the tail created by the 
source leads to the lower maximum temperature in the following lines. 
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rastered Gaussian laser spot. The results of this study are shown in Figure 5-9a. It can be seen that the 
initial exposed point occurs at a peak temperature of 560 K, but then subsequent points in the first line 
occur at a lower, but relatively stable temperature of 465 K. Beyond the higher exposure of the initially 
exposed point, this result would not be prohibitive to controllable patterning; however, the second line 
reveals the real issue with the use of a bleachable dye. Patterning of the subsequent lines (other than the 
first spot which is always high) occurs at lower temperatures – 405 K the second pass, 425 K the third and 
slowly decreasing towards the temperature value of the second pass beyond. The reason for this 
(illustrated in Figure 5-9b) is that the heating laser light bleaches all surrounding dye, because of this, the 
initial exposure creates a bleached circle which lessens the temperature of the next exposure in the first 
line, which in turn progresses the bleaching. This cycle continues as the patterning progresses, but, 
because the bleaching reaction initially occurs rapidly and then asymptotes, the temperature stabilizes. As 
the second line begins, it goes through this process, but with a lower initial starting point. For all lines 
after these first two, an alternating sequence of two temperature ranges begins as a procession of high-
temperature/bleaching and low-temperature/bleaching. While these ranges are close to each other, they 
are still far from the temperature of the first line. This is one of the several issues that leads to what we 
refer to as the “hot line” effect which will be discussed in 5.4.3, and represents one of the major stopping 
blocks to FLaSk-CAP as a reliable process. 
 Fine-grain EM simulations and analytical modeling of multiple PMIL 5.2.4.
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One of the initial promises of FLaSk-CAP 
outlined in 5.1 was the ability to sample not 
only one, but multiple patterns from the 
library of possible IL structures in a single 
patterning step. The previous simulation 
sections have shown the potential for the 
FLaSk-CAP process to effectively fix an IL 
structure, but these have only been considered 
for a single pattern. MBIL cannot effectively 
generate multiple patterns due to the beams 
arriving at the sample from the far-field. In the case of PMIL, however, the patterning beams are 
generated in immediate proximity to the resist. It is simple to design a phase mask consisting of multiple, 
adjacent patterns stitched together in a single mask. It is similarly apparent, however, that the interface 
between patterns on the combined optic will not smoothly transition through the thickness of the material 
as the diffracted beams at this interface, much as with the edge of a PMIL sample, will not have 
commensurate diffracting beams coming from the other direction to generate the interferogram. In case of 
the single PMIL edge effects, there is no constructive interference of the unpaired beams leading to a 





 This is not the case for the hybrid interface, where beams from the 
adjacent masks combine together to generate a cone of distorted, aperiodic pattern. To illustrate this, 
Figure 5-10, shows a 2D simulation of monochromatic PMIL patterning of two adjacent gratings. The 
distorted region between them can be clearly seen.  
As we have identified a source for the distortion the lack of beam pairing at the interface between 
multiple masks, and further, identified the source as something which can be described mathematically 
(diffraction), we can develop a simple analytical approximation for the minimum proximity of two 
 
Figure 5-10: Evaluation of adjacent phase masks 
by 2D simulation of optical intensity. Intensity is 
plotted binary in terms of a cutoff. While 10% 
mask spacing can significantly change the pattern, 
there is a sufficient distance where the pattern is 




patterns originating from adjacent masks. Going back to the diffraction equations discussed in the FPnP 
section (2.3.1), the minimum separation can be defined as the distance travelled from mask interface of 
the shallowest diffracted beam of significant intensity from the masks through the thickness of the resist 
to be patterned. As this will most frequently be the first order, the distance can be expressed as: 
 8'()  9 ∙ ;<=>?@= ABC Eq. 5-9 
   
Where t is the thickness of the resist and smin is the separation between the two films. For a typical set 
of parameters, this would allow for a proximity of around 1:1 for each micron of thickness. While not 
immediately proximate, this still represents a massive potential for patterning multiple periodic and 
quasiperiodic structures by a single FLaSk-CAP patterning step. 
 Coarse-grain simulations of FLaSk-CAP: finite difference approach 5.2.5.
The full simulation method detailed in 5.2.1 consisted of a coupled thermal and chemical FEM 
simulation taking several hours to complete. There are multiple reasons for the complexity of the 
simulation (low symmetry, high resolution requirement, fully time resolved results, low thermal 
conductivity, etc.), many of which are intrinsic to the patterning method. To make matters worse, this 
simulation utilized a numerical 
approximation for a MBIL pattern rather 
than a complete simulation which would 
require another multiphysics step (EM 
simulation). With these requirements, both 
forward and inverse solution of large 
gradient patterned structures is currently 
impractical. As discussed in 5.1, FLaSk-
CAP is not the correct technique for 
 
Figure 5-11: Simulation scheme for coarse grain 
simulations. Calculated values are indicated in italics 
Recursive loop is denoted by the steps in the triangle. 
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structures consisting of mainly submicron features, where 3DDW is the more appropriate method. FLaSk-
CAP is rather suited for structures where the property in question (index of refraction, impedance, 
bandgap etc.) varies on a scale greater than the IL characteristic feature size (i.e. effective medium). In the 
effective medium case, the specific details of the structures should be less critical, and the overall 
simulation can be simplified by turning the problem into a coarse-grained simulation where the solution 
method involves simplification of the complex system into multiple approximate interpolated forms of 
tabulated data from previously solved, more accurate FEM simulations. Figure 5-11 shows a diagram of 
the coarse-grain solution method. In this procedure, the desired property is translated into a fill fraction 
map, something as trivial as a weighted average (density) or weighted squares average (index of 
refraction) of the properties of the material and the medium or as complex as an inverse band diagram 
calculation for the desired IL structure. From this starting point, a deprotection map is generated, which is 
utilized to make a first guess for the intensity map. Having so initialized the system, the optimization 
procedure proceeds – first, the intensity map is utilized to generate the fitted deprotection map, which can 
in turn be used to create a fitted fill map. This generated map is compared to the target to find a modified 
least squares error, the fitness function to be minimized. To progress to the next iteration, the initial and 
generated deprotection are used to adjust the intensity map. The necessary information and preparatory 
detailed simulations to perform each of these steps will now be discussed in detail. 
Defining the Radial Temperature Profile 
Cylindrically symmetric thermal simulations have already been discussed in 5.2.2. Here we adopt 
stead-state time independent solutions as a basis. This will act as a discretization of the thermal history. 
As with any discretization, this will lead to errors which will diminish with the resolution of the solving 
mesh (here, time step). Built into the discretization is an assumption of rapid transition between any two 
given temperatures within the span of the exposure time. There is a need to convert the profiles generated 
in FEM simulations of the hot spot into a numerically continuous, addressable form (such as an analytical 
discussion). Due to the complexity of the hot spot within the substrate-resist-superstrate system, it is 
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unlikely that a compact analytical form exists 
for the thermal profile, leading instead to the 
use of splines. Essentially, for each thermal 
simulation, MATLAB generates an 
interpolated map of all points, which can be 
stored in hard memory and loaded for future 
simulations. In this way, it is only necessary to 
generate a map for every given focal position 
and temperature and then utilize the symmetry 
of the thermal spot to select the appropriate 
spline for every point in the solver mesh. Of 
course, it is impossible to store a continuous 
(i.e. infinite) set of thermal maps; therefore, 
some reasonable approximations to limit the set of maps must be utilized. The first is that the shape of the 
thermal profile does not vary largely over the distance of 250 nm in focus. The second was that the shape 
of the thermal profile was independent of temperature and the magnitude of the excursion from room 
temperature (ΔT) varied linearly. While clearly an approximation, a comparison of temperature 
excursions at the extremum of the studied range near the substrate (where the profile shape is the most 
unusual) were used to demonstrate the relative validity of this model (Figure 5-12). The net result was a 
reduction of maps to four per micron of resist thickness, a very manageable number to keep in RAM for 
quick access. For the systems that will be discussed below, a set of thermal maps with silica superstrate 
and silicon substrate were defined for 660 nm light (an eventual target of the FLaSk technique) and the 
same optical and resist properties discussed in 5.2.2. 
Defining Deprotection Function and Fill Conversion 
 
Figure 5-12: Comparison of thermal spot shape 
at an extremum focus (near the a high 
conductivity surface) at two very different 
powers. While there are some differences, the 




PMIL has many advantages over MBIL for a scalable FLaSk-CAP application, as discussed both in 
5.4 and 5.2.4; however, from a simulation standpoint, PMIL is more computationally intensive as the 
intensity map cannot be expressed fully analytically. Because of this, the necessary mesh for simulation 
must contain at least four mesh units per wavelength inside the material, leading to it being a large 
component of the total calculation of a coupled multiphysics simulation. Fortunately, due to the symmetry 
of the system, a coarse-grained simulation can approximate a PMIL experiment to the solution of a unit 
cell, with the horizontal dimensions determined by the phase mask periodicity and the vertical by the 
Talbot length. The Talbot length is the distance to repeat of the EM distribution from an infinite 
diffracting optic and is determined by the mask dimensions, the optical properties of the material and 
mask, and the wavelength used for exposure. It can be approximately expressed as:   
  = 2

  Eq. 5-10 
Where zT is the Talbot length. There are several important assumptions made in utilizing the unit cell 
of the phase mask, the most critical being the z-positional independence of the exposure field. This is not 
generally the case due to the absorption of the photoresist necessary to initiate crosslinking, which would 
result in a gradual decrease in the exposure intensity through the thickness of the resist. Much as with the 
MBIL case, this effect can be rendered relatively negligible for finite resist thickness by use of low 
absorption and high intensity light, such as is used in multiphoton exposure or band edge absorption. The 
latter is the preferable method for FLaSk-CAP due to the fact that UV-absorption, either by single or 
multiple absorption, tends to bleach or decompose all materials, such as those necessary for subsequent 
FLaSk heating or MPL exposure. This could be addressed by the utilization of pulsed NIR light and 
visible-band MPL absorption, but this would place limitations on the resolution of the mask as detailed by 
Eq. 5-10, where the zT shrinks to the point where the structure is undefined as λ increases.   
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To obtain the solution to this reduced EM problem, here an xy-periodic mask pattern, as would be 
generated by nanoimprint, is illuminated from above to generate the PMIL exposure in a unit-sized box 
located some distance away from the mask pattern. The distance here is to allow for the formation of the 
periodic Talbot pattern without the ultra-near-field effects of the varying index at the mask region. Results 
of such an EM simulation conducted with circularly polarized green (532 nm) light on a hexagonal 
phasemask with 600 nm periodicity and optical and chemical parameters similar to those used in 5.2.1 are 
shown in Figure 5-13a. Given the ability to generate the unit cell, a thermochemical simulation equivalent 
to the one utilized in 5.2.1 can be executed at any given temperature and exposure to develop the 
deprotection profile as a function of time. This can in turn be related to the approximate fill fraction of the 
structure by applying a deprotection cutoff, representing the fill that occurs in a bulk resist after IL 
exposure and uniform baking with the same set of conditions.  
 
Figure 5-13: (a) Simulation cell and structure from a unit cell hexagonal phase mask EM 
simulation. The lattice constant is 600 nm. (b) Splined correlation between the deprotection 
fraction and the fill fraction between the threshold for connected solid structure and connected 
empty structure, which corresponds to the regime where a 3D structure can be developed 
(though this is relaxed for negative tone FLaSk strutures). Data was collected by meta-analysis of 
many different temperature bakes. 
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Not all structures possessing deprotection above the cutoff leads to a structure of the predicted fill. 
Structures possessing either non-interconnected solid or empty phase will either fall apart upon 
development (non-connected solid phase) or will not have a path for the developer (non-connected empty 
phase) and will remain fully solid. This is equally applicable to both positive tone and negative tone resist 
systems. It should be noted, however, that in the case of local structures negative tone resists (such as 
those produced by FLaSk in 5.4), 2D connectivity of the empty phase is sufficient as there will always be 
sufficient access to a boundary of the structure for solvent diffusion. In the general 3D case, however, 
there is need to develop a robust method to determine where during a bake process the phases of the 
cutoff structure are co-continuous. This was done by finding all connected points in either the solid or 
empty phase and checking if any region within the cell is in contact with all six walls; if this is the case 
for both the filled and empty phase, this is a co-continuous stucture. The results of this script is to give 
bounds of the plot of fill versus deprotection (shown in Figure 5-13b), which for the parameters in Table 
5-1 for a positive tone resist starts at an average deprotection fraction of 0.39 corresponding to a fill of 
0.36 and ends at a deprotection of 0.51 corresponding to a fill of 0.66. While a relatively small range of 
fills, when translated to something like refractive index, even for a polymer (n=1.5) this can represent a 
range of n=1.2-1.35, which is sufficient for defining a core and a cladding of a waveguide, for example. 
For other sorts of properties (impedance, density, etc.) or even for semiconductors’ refraction, this range 
is even of greater significance. 
Returning to the deprotection function, much as with the thermal profile, it is not practical to define a 
time-deprotection function for every temperature for a given exposure. In this case, it is possible to define 
an analytic model for the deprotection. One necessary feature of the model used is that it must allow for 
history-independent determination of the temperature, deprotection and time uniquely given either of the 
other two parameters. The crux of the simulation comes down to the following problem – given a single 
(superwavelength) point in space that has been pattern by a (subwavelength) IL exposure followed by a 
series of (discretized) PEBs at various temperatures, what is the current deprotection at that point? If we 
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take that the problem is history-independent, it becomes an iterative problem and can be solved. In other 
words, if the reduced problem of the deprotection after the first bake and the second bake can be solved, 
then the “first bake” can be taken to be made up of many bakes (essentially an n and n+1 solution). It can 
easily be seen that this could only be the case if the start and end points of the reaction were the same for 
every set of baking parameters. For a two component chemical reaction, such as the acid catalyzed 
deprotection of a CAR, this is only true if the proportion of reaction components stays roughly the same 
for all temperature bakes, or, more specifically, that the rate of acid loss is much slower than the rate of 
deprotection. For the purposes of this experiment, it was convenient to assume that the start and end point 
of the experiment were 0 and 1 reaction completion respectively, irrelevant of the thermal history.  
To check the validity of this assumption, simulations were conducted for a range of temperatures 
between 298 and 573 K and several empirical models were tried to fit the average deprotection of the 
final cell. The final relation that was utilized was a two stage fit. The first was a one parameter 
exponential fit of deprotection reaction completion: 
 (,) = 1 − 
() Eq. 5-11 
This is roughly consistent with any thermally activated process with r(T) as a rate constant. As the second 
part of the fit, the r is taken to have a form of: 
 () =   Eq. 5-12 
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 and a=2.13 (close enough to 2 to be suggestive of a double activation process), and fits using Eq. 
5-11 and Eq. 5-12 for the simulated deprotections are shown in Figure 5-14. It can be seen that the models 
do a relatively good job at producing the simulated result, which is a very useful result as it indicates that 
the desired iterative method can be used as described above. This now gives the ability to determine the 
unknown value given two of the values of the deprotection, bake time, and bake temperature. For the 
purposes of further discussion, these functions will be referred to as D(t,T), τ(d,T), and θ(d,t). 
Solver methodology  
Equipped with a decoupled ability to study both the thermal process of FLaSk and the chemical 
evolution of the exposed resist, a methodology for the specific simulation can be developed. The starting 
point for any coarse-grain solution is a target structure. With given target fill, the first consideration is 
what portions (if any) are, in fact, appropriate for FLaSk. There are two obvious sorts of regions that 
cannot be patterned by FLaSk: regions with fill higher than the maximum and regions with fill lower than 
 
Figure 5-14: Attempt to find a history independent analytical model for FLaSk-CAP baking. (a) 
Semilog plot of the average deprotection extracted from simulated isothermal bakes fit to the 
single parameter model described by Eq. 5-11. (b) Results for the parameter r from the meta-




the minimum. These areas require the use of 3DDW (as opposed to FLaSk) to reach their target fill, with 
the key difference between the two varieties of regions being that if the fill is greater than the maximum, 
the value of the fill from the FLaSk step can be completely ignored, as the 3DDW will be used to reach 
the target fill. In contrast, if the target fill is less than the minimum, the FLaSk must leave the fill less than 
the minimum or result in some structuring. Based on this initial consideration, it is possible to rule out 
certain target structures which end up requiring more 3DDW correction than patterning the same target 
fill simply by 3DDW would require.  
Assuming this test is passed, the next step is to determine appropriate mesh sizes for the simulation. 
One beneficial choice for the computational load of the simulation is to separate the simulation into two 
meshes: one for the deprotection and one for the patterning. The reason for this is the relative resolutions 
– to capture the physics of the patterning, the distance between points within a FLaSk line must be, as 
discussed in 5.2.2, less than the effective point size divided by the write speed. Similarly, to obtain full 
control of the fill in 3D, the line-to-line separation must be smaller than the effective size of the spot to 
not have fill oscillations due to troughs between heated regions. In general, this amounts to ~500 nm in 
plane and ~5 µm out of plane. On the other hand, the necessary resolution of the mesh is proportional to 
the rate in change of the pattern. For example, to obtain a completely uniform pattern over a rectangle, it 
may be sufficient to determine that the fill at the nine points consisting of the corners and centers of each 
face, side, and of the object possess that fill value since values can be expected to vary smoothly in 
between two points if the intensity is not allowed to abruptly drop off in between probed points (which 
can be easily enforced). As a result, for gradually varying fill maps, mesh sizes on the micron scale can be 
expected to provide the same quality intensity fits as finer meshes. Thus, by uncoupling the meshes, each 
step of the calculation is reduced from an n
2
 number of calculations to n1n2, where the two mesh sizes (n1 
and n2) can now be vastly different.  
Another reason for the two mesh being decoupled is that the patterning mesh represents an actual 
experiment and thus should not extend into regions that possess fill, but will not, in actuality, be a part of 
114 
 
the laser path. Nevertheless, it is often important to know what is occurring outside of the patterned 
region. As an example, if there are requirements for the smoothness between the transition of the 
patterned region to its unpatterned surroundings, which can be accomplished by including a boundary of 
zero fill around the patterned region in the fill mesh. This is an unneeded consideration for instances 
where the boundary is the substrate, superstrate or a region that will be fully exposed by 3DDW or flood 
exposure, but does define an important guideline that the patterning mesh must always be contained 
within the bounds defined by the fill mesh.  The other situation where decoupling of the meshes can 
represent the physical situation is where patterning occurs in a way incommensurate from the space 
occupied by the resist. For example, a 15 µm thick photoresist (naturally divided into either a 3 µm or 5 
µm mesh) could be approached through patterning by one high power patterning layer (likely centrally 
located depending on the sub/superstrate), two patterning layers spaced by 6 µm, three layers spaced by 4 
µm, etc. Even patterning meshes with split layers or grids (a portion of the xy patterning at one height and 
the balance at another) could be envisioned, though designing a simple strategy for identifying scenarios 
where these would be advantageous may be a difficult problem in its own right.  
From these grids, the simulation can proceed via the scheme illustrated in Figure 5-11. More 
specifically, (1) the target fill map (Ft-map, capital letter referring to large mesh) is translated into a 
target deprotection using the fill-to-deprotection spline from Figure 5-13b, with values above and below 
the fill range being replaced with some safety (5-10%) factor above or below the deprotections 
corresponding to maximum and minimum fills to allow for some target. This map (Dt-map), will serve as 
the ideal-to-be-achieved; however, the Ft-map, being the final desired deliverable, will serve as the 
comparison for error. From the Dt-map, a splined map is generated (dt-map) that is the size of the smaller 
patterning mesh for direct comparison. This map also guarantees that variations in the writing intensity 
will occur smoothly, minimizing deviations from the desired structure in unpatterned regions. (2) A rough 
guess for the patterning intensity (i-map) is made by assuming that each point in dt-map was generated by 
the corresponding point in the i-map and not affected by the surrounding points, but for a time that is 
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much greater (5-10x) the initial patterning speed (i.e. exposure time), which is taken to be a constant for 
the whole pattern, as varying the speed is more difficult than varying the power. This is a very naïve 
assumption, but generates a map with the proper trends of a fitted intensity map (hot in high fill areas, 
cold in low fill areas). (3) From the i-map deprotection is calculated at every point in the fill mesh to 
generate the comparison deprotection map (D-map). This is done by considering each point in the i-map 
in turn and using the τ function to determine the starting point for each “bake” and the D function with a 
new time of the determined time with an additional exposure time added on or: 
  = ( , + ,) Eq. 5-13 
 
With dold,new representing the deprotections in the n and n+1 step of the history dependent bake. One 
important observation to make is that, while iterative and constantly heading towards the final point of 
complete reaction, the order in which the “baking” is applied can change the result. For example, the 
deprotection, as with many other chemical reactions, occurs most dramatically at deprotection values near 
zero. For this reason, the low temperature or distant bakes that may have some effect at the start of the 
reaction are likely to have little to no effect near its completion, though they may be useful for fine tuning. 
Fortunately, the nature of the real experiment informs the order in which the bakes should be considered – 
namely, in the order in which they occur in the experiment (i.e. the order of patterning). For example, 
indexing through the i-map in the following manner ([x1,y1,z1], [x2,y1,z1], …,[xi,y1,z1], …, [x1,y2,z1], …, 
[xi,yj,z1], …, [xi,yj,zk]) is equivalent to patterning in z-layers of x-lines. This example of indexing through 
the i-map also brings up another method for the reduction of computational load, namely, only 
considering points proximate enough to have some significant effect, which can be determined as a 
function of temperature and, for more advanced consideration, the current value of the deprotection. For 
example, if the current deprotection is already greater than the maximum deprotection for a fill of 1, then 
further bakes need not be considered.  (4) The D-map is converted by the deprotection-to-fill function into 
a fitted fill map (F-map) which is compared to Ft-map to calculate an RMS error. As mentioned earlier, 
certain values out of the FLaSk-achievable fill bounds are not considered for the purpose of determining 
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the error. Finally, (5) a new i-map is determined from the difference between a d-map splined from D-
map and dt-map and steps (3-5) are looped until (6) the simulation ends and delivers its best guess at the 
i-map to arrive at an F-map closest to Ft-map. The details of how (5) is performed and the conditions for 
which (6) occurs will now be discussed in detail. 
 When adjusting the i-map, it is obvious that any change should trend with the error in the dt-map. 
In essence, if the region is under-baked, the intensity should be increased, while if it is over-baked, the 
intensity should be decreased. If the FLaSk spot size were infinitesimally small, changes to the i-map 
proportional to the differences in the two d-maps, would rapidly lead to a unique, exact solution (however, 
the points in between would have no structuring whatsoever). This could be approached in a method 
analogous to a molecular statics solver, such as: 
 ∆ =  ∙   ! " Eq. 5-14 
   
Where q is an empirical solver parameter that defines the size of the correction step such as to not 
overshoot the solution. Use of a logithmic adjustment is motivated simply by the exponential relation 
between baking temperature and the resulting deprotection. Within this framework, if a maximum 
intensity is given, the exposure time (here a global constant as the write speed is harder to modulate than 
the intensity) may be increased until a solution is found. Similarly, if the intensity called for by Eq. 5-14 
is ever negative, it may be set back to zero (as in this simplified situation, it is impossible for zero 
exposure to be too great). 
Of course, the thermal spot possesses finite size and thus, changes to a single point’s intensity leads to 
changes in the surrounding map. This may be corrected for in several ways. As an example, the first 
correction that was approached follows from recognizing, as before, that the intensity cannot be less than 
zero. As a result, should a point still be over-baked after reducing the intensity at that point to zero, it is 
necessary to cool surrounding points, which can be done simply by applying the change from Eq. 5-14 to 
the surrounding points instead of to the zeroed region. Such a change can propagate through the map 
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resulting, potentially, in a map of all zeros, at w hich point the exposure time can be reduced. A similar 
method can be approached for every temperature change, since raising the temperature in a poorly fit 
region will require lowering of the temperatures in an adjacent well fit region. There are several factors to 
consider in deciding how much to change the temperature. For example, small changes to temperature 
will mean different things depending on the absolute value of temperature due to a combination of the 
exponential nature of the baking kinetics (kinetics rapidly increasing with temperature) and the 
asymptotic nature of the deprotection during bake (changes matter more at low values of deprotection 
which correspond to lower temperature bakes).  
 
Figure 5-15: 2D EM simulations of a Si GRIN slab with a solid waveguide embedded in it. (a) 
Index map of the structure, possessing a gradual decrease in index from the center to the edge 
that is defined by a subwavelength (500 nm) periodic fill pattern. A waveguide of fully solid 
material is embedded inside of the slab. (b) Electromagnetic simulation of a 1.55 µm wavelength 
Gaussian beam (inset) propagating through the structure from (a). The GRIN structure creates 
a periodic array of focal points (not shown) the first of which is coupled into and then trapped 




Utilization of Coarse Solver to Fit a Target Structure 
The power of both the simulation method and the technique itself is its ability to pattern any given 
target structure. One area where FLaSk-CAP could find applications is gradient index (GRIN) optics 
(acoustics), wherein the propagation of light (sound) is manipulated by the utilization of a smoothly 
varying index (impedance) map. For example, Figure 5-15a shows a 2D simulation of a power-law index 
distribution
194
 within a slab of material generated by a periodic (a=500 nm) index variation of a patterned 
silicon (nmax=3.06) of various fill fractions. The governing equations of this pattern are: 




Where ' = ( −  )/2 , ( = 2$/*, ncore and nclad are the maximum and minimum index 
representing the core and the cladding, r represents the fraction of the waveguide width (W) where the 
power-law and α represents the sharpness of that transition (α=∞ is a step distribution). Here, ncore and 
nclad were selected as having the indexes corresponding to 0.9 and 1.1 the maximum and minimum fill 
obtainable by the simulated resist respectively. 
When superwavelength light, such as the ubiquitous and technologically relevant 1.55 µm, passes 
through the slab, it is converted into a periodic array of focal points with period dependent on the specific 
parameters of the distribution. The advantage of such a distribution in microphotonics is that a waveguide 
can be positioned at one of these focal points, leading to low loss coupling (Figure 5-15b). This is a 
promising target structure for FLaSk-CAP as both the gradient structure and the waveguide may be 
patterned by the integrated DW process. Figure 5-16a-c show the results of conducting the fitting process 
discussed above on silicon-based (positive tone) 48X15X12 µm GRIN slab handled as being patterned in 
the middle (4 µm<z<16 µm) of a 25 µm resist film. The fitted cell was extended beyond the structure in 
two directions (nominally, y and z) to ensure that the termination to unstructured medium could be 
accomplished, but not in the third (x) direction, which is the direction of propagation. Ostensibly, this 
direction would terminate in a support or other structure only after being generated at the proper length 
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and therefore, requirements on its patterning may be relaxed. The downside of this is that edge effects 
will dilute the determination of the accuracy of fitting, which could be corrected by approaching 
progressively larger and larger length cells. To mimic a typical writing process, the simulated pattern grid 
was done in three rastered layers. The exposure grid is shown in Figure 5-16b. Despite the unoptimized 
nature of the solver (beyond the scope of this thesis), a relatively high nearness of fit (average ~15% error 
for all portions of the structure using a 5 ms per point bake or 100 µm/s) for such a complex process was 
obtained for these complex structures in around a day with a conventional lab server. This represents a 
solution volume that is three orders of magnitude greater than the forward-only solution showed in Figure 
5-8 at comparable solution time. It should be noted that a z-uniform structure is the worst target for 
FLaSk-CAP, and a profile with a tapered z fill would be easier to fit, and possibly create the GRIN effect 
in both non-propagating directions. Though possibly not as effective as the target slab, it is likely that 
these resultant structures would similarly result in wavefront focusing and could then be coupled into a 
3DDW patterned waveguide. 
 
Figure 5-16: Coarse grain fitting of a GRIN structure. (a) The target fill map. (b) The best fit 
intensity map visualized as dots with radii proportional to the laser intensity. It can be seen that 
the intensity is simulated on a much finer mesh than the fills. While it is difficult to get intuition 
about the exact values, it can be seen that the structure of the intensity mimics the target fill. (c) 
the fitted fill from the simulation. While it follows the general trends of the structure, it clearly 
struggles to have a uniform z profile, which may not be a bad feature for a truly 3D slab device 




 Materials for FLaSk-CAP 5.3.
The benefits of FLaSk-CAP in terms of speed of patterning come at the cost of complexity of the 
technique. Beyond exploration of the patterning parameters, conventional resists are likely not suited for 
FLaSk annealing for one reason or another. As a large part of this research, the materials for the FLaSk-
CAP process were explored, including the resist itself and additives for FLaSk absorption and 
photoinitiation. 
 Resist materials selection 5.3.1.
Being the largest volume fraction component and also accounting for the properties of the final 
structure, the properties of the resist are critical for the performance of FLaSk. All of the results reported 
are done with doped SU-8, which was selected due to several desirable qualities that has led to it being 
the ubiquitous CAR choice for thick film 3D lithography. The most important quality of SU-8 is the fact 
that it is a small molecule resist with a low melting temperature. This allows for it to be easily spun and 
processed as a semiflexible film with low stresses and also leads to a high density of functional epoxy 
groups (eight per molecule). This is not an ideal resist for FLaSk-CAP, however, it is good enough to 
provide some very important experimental demonstrations. As a result, the use of an optimized resist will 
likely lead to even more impressive results enabling the realization of the predicted performance from the 
simulations discussed in 5.2. The greatest drawback of SU-8 as a resist material for FLaSk-CAP is 
shrinkage. 
By the nature of their patterning mechanisms, photoresists almost always undergo some volume 
change. For example, SU-8 can shrink as much as 40% during patterning.
195
 This effect was originally 
attributed to volume shrinkage during crosslinking, but has lately been revealed as a result of the 
dissolution of uncrosslinked monomer present in the structure due to the necessity for near-insolubility-
threshold patterning caused by maximum 3D IL contrast.
196
 Positive tone CAR photoresists, while not 
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largely pursued for 3DIL, also undergo shrinkage for a different reason, in that most involve the evolution 
of some volatile protecting group removed by the PAG.  
In broad area IL, the effects of shrinkage are constrained by both the substrate and the surrounding 
film, leading to Z only distortion.
195
 It is easy to see why the issue of shrinkage is a much larger issue in a 
localized patterning process; in FLaSk-CAP, not only is the shrinkage in all three dimensions (lacking the 
benefit of a confining film), but the ability to tune the baking (thus simultaneously tuning the under-
crosslinked resist fraction) leads to non-uniform spatial shrinkage (Figure 5-17a). The latter is made 
worse by the incorporation of 3DDW defects, which are generally highly exposed and shrink much less 
(Figure 5-17b). In the case of broad area, one strategy that has been approached for the mitigation of this 
effect is to incorporate prebias in the pattern itself.
197
 It is further clear, because of the spatial non-
uniformity in even the single dose case shown in Figure 5-17a, how this would not be an appropriate 
strategy as different areas shrink to different extents. The second strategy that has been approached for 
mitigation of shrinkage is by design of the resist, either by utilizing a larger molecular weight polymer
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or, in the case of SU-8, by removing the fraction of less sensitive, short oligomers.
196
 For 3DDW, the 
incorporation of inorganic colloids or precursors, also an effective means for increasing the mechanical 
 
Figure 5-17: Images of shrinkage effects in SU-8 for both large slab structures (a), as can be seen 
by the macroscopic bowing and around defects (b), where the solid 3DDW point defects cause 





 has also been demonstrated as an effective way to lower shrinkage.
200
 These are 
attractive methods for FLaSk-CAP; however, the benefits of an off-the-shelf resist at this stage of 
technique development are essential and these will have to be investigated in future work. 
Another route to minimizing the shrinkage in FLaSk-CAP is to utilize a positive tone CAR. As 
mentioned above, shrinkage in 3D IL is constrained to Z direction by the surrounding film and substrate. 
If a locally patterned positive tone resist was used, it could be possible to restrain the resist additionally 
above by the use of an overly-thick resist layer above, provided that 3DDW paths for the development 
were provided. An additionally attractive aspect of positive tone patterning is the ability to perform “lost 
wax” inversion, such as has been done for IL structures by sol gel,
201
 electrodeposition,
15, 63, 201, 202
 low 
temperature chemical vapor deposition,
45, 203
 or protected CVD by atomic layer deposition of alumina.
89, 
119, 196, 203
 In this way, a non-polymeric material with added functionality can take on the inverse structure 
of the polymer (now template). For example, inversion could be done with a higher index of refraction 
material to introduce 3D bandgaps.
203
 After infiltration, the remaining CAR could be removed via a flood 
exposure. Unfortunately, positive tone resists have only been applied to 3DDW for 3D fabrication,
204, 205
 
and even then with relatively poor resolution inappropriate for 3DIL. This is contrary to the demonstrated 
performance of positive tone resists, which are ubiquitous in high resolution DUV lithography.
206
 This is 
likely the result of deliberate lowering of the activation energy of the resist utilized to avoid the largest 
challenge facing use of positive tone resists to IL, which is the development and subsequent foaming of 
volatile agents produced during the deprotection of the positive tone resists. By lowering the energy, a 
lower PEB could be utilized leading to less violent evolution of the volatiles. I have subsequently shown 
that this can also be accomplished with the submicron resolution more typical of 3DDW with a more 
conventional ESCAP photoresist by increasing the 3DDW dose and lowering and lengthening the PEB 
temperature (7.2); however, this is of limited use in considering the rapid bake process of FLaSk-CAP. 
The next logical step is to approach positive tone CARs that possess high boiling point volatile 
protection groups or no protection groups at all. The latter case is generally referred to as a mass-
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persistant photoresist and is surprisingly uncommon. In fact, the only reference to mass persistent resists 
appears to be in the preliminary, unpublished research of Prof. Grant Wilson at University of Texas-
Austin. This research was not pursued due to low resolutions; however, it may have been appropriate for 
FLaSk-CAP. The former case is in fact present in the current cutting edge of ultra-high resolution thin 
film resists based on adamantyl meth/acrylate random copolymers.
153, 207-209
 The adamantyl protection 
groups possess sublimation temperatures around 200 ºC. Several adamantyl resists were synthesized or 
obtained for evaluation as possible FLaSk-CAP resists; however, as the name implies, they were found 
too rigid to survive as thick film resists. More specifically, cracks would either develop during 
preexposure baking or during development leading to catastrophic failure of the films. It is still possible 
that an adamantyl positive tone system will be possible for 3DIL and thereby FLaSk-CAP, but this will 
require considerable development to lower the rigidity of the copolymer while maintaining its other 
desirable properties.  
 FLaSk dye materials selection 5.3.2.
As the main differentiation between conventional DW lithography and FLaSk is the presence of an 
absorbing dye or pigment, this component of the resist has not previously been a design consideration. It 
should be noted that it is possible to not employ an additional dopant and use the intrinsic thermal 
absorption of the resist. Due to high-intensity breakdown crosslinking,
60, 61
 the use of a specific thermal 
absorption band is necessary. 
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Table 5-3: Some of the photoactive media explored and their reason for exclusion 
Photoactive Media Incompatibility 
Bisimides Transparency in the UV too low 
Rhodamine, Coumarin Absorption too near to DW wavelengths 
Anthracenes  High photobleaching 
Cyananines, Malachite, oxybutyl phthalocyanines High thermochemical bleaching 
Alexa, Squaraine Too great a fluorescence quantum yield 
Nitrates, Phthalocyanines Low solubility in resist 
Porpherines Electron transfer with photoinitiator 
Nanoparticles Too large for uniform patterning 
 For example, SU-8 possesses absorption bands at 1.7, 2.4, and 2.9 µm.
60
 At these wavelengths, resolution 
(especially in the Z) is quite low and further optics become more complicated. In future, these bands may 
be useful in any application where 3D patterning is not critical.  Barring these bands, to implement proper 
materials selection of the photoabsorbing dye, a set of criteria must be developed. A table of some of the 
evaluated dyes and the reasons for their incompatibility are listed in Table 5-3. The critical issues are: 
absorption band position, electron transfer, solubility, and stability (optical, thermal, and chemical). 
Solubility is a critically important factor, but is understandable enough not to merit further specific 
discussion. Similarly simple, electron transfer is the equivalent of incorporating an additional visible 
photoinitiator. For example, 2,7,12,17-Tetra-tert-butyl-5,10,15,20-tetraaza-21H,23H-porphine, would 
satisfy all other requirements except that it transfers electrons to the photoinitiator as observed both by 




Absorption band position 
FLaSk-CAP is a hybrid lithographic strategy involving multiple exposure steps and methods (i.e. IL, 
FLaSk, and 3DDW). Since 3DDW generally involves nonlinear multiple photon activation of the same 
band as the IL, the absorption band positions of these two lithographic steps are generally non-interfering. 
These exposure regimes, however, do set limits on what colors can be used for the FLaSk excitation dye. 
Since the IL step generally requires UV or near UV exposure, this limits FLaSk to visible or IR light. The 
3DDW in most cases is performed with NIR, the implications of using CW NIR for FLaSk will be 
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discussed below as this was utilized many of the FLaSk experiments. Combining these criteria, along 
with the desire for as high a resolution as possible, leads to visible light from red through green to be the 
best selection. To make matters more complicated, it was demonstrated that CW visible light of sufficient 
intensity could non-linearly activate UV photoinitiators directly by multiphoton absorption.
59
 Even very 
high intensity (>1 TW/cm
2
) NIR CW light can cause direct dielectric breakdown.
60, 61
 Because of this, 
there is a limit to the intensity that can be employed for FLaSk at any given wavelength, but especially for 
energies in the green and above, ostensibly due to the massive absorption of most UV photoinitiators at 
~200 nm.  
The one advantage to this is that green light can be instead utilized for the IL exposure, thus avoiding 
UV bleaching that most materials undergo. This additionally allows for overdoping of an MPL initiator. 
This is advantageous as it reduces the threshold for 3DDW, which can be especially high in the absence 
of a PEB, and lowers the chances of LID already enhanced by the presence of additional additives. The 
most frequently utilized 3DDW initiator here is ITX, selected for its high two photon cross-section
211
 and 
low chemical bleaching. In the cases where green IL was performed, HNu 470 (Spectra Group Ltd.) was 
utilized as the photoinitiator. HNu 470 is a deliberately bleaching initiator compound with the aim to 
allow for uniform exposure through high thickness resists. This was not viewed as a problem, but the 
bleaching agents in the HNu 470 may interact with heat-producing dyes and may therefore need to be 
investigated and possibly removed in future. 
Using the same band for both 3DDW and FLaSk is an attractive option due to the possibility of using 
the same laser for both steps (as is possible with the RegA Ti:Sapphire system used for many of the 
experiments discussed here), as it trivializes considerations such as power modulation and beam 
coincidence. There are some drawbacks to this selection. Most obviously, it diminishes the depth 
uniformity of 3DDW since the beam intensity will decay through the thickness in the typical linear 
manner, though this is minimized already as a part of the tolerances for the FLaSk heating. The next 
disadvantage is bleaching of the FLaSk dye. While there is always some change in the optical properties 
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after 3DDW, when the same band is used the dye at the focal point is exposed to massive doses of 
absorbed light and is almost always completely degraded. This is not a problem for non-functional 
supports, but defects such as waveguides or corrections to the density need to not change the properties of 
subsequently written surrounding lattice, correctable by doing 3DDW after the FLaSk (desirable anyway 
when different bands are used). There are other differences that occur from doing the 3DDW before or 
after, as should be expected from performing 3DDW with and without PEB. The last consideration was 
whether or not heating would be caused by the pulse laser during 3DDW. This issue was raised by initial 
results which indicated a high line edge roughness (LER) on 3DDW lines due to the appearance of IL 
structuring. It was hypothesized, however, that dye heating was likely not the source of this LIR due to 
the fact that the intensity for 3DDW (5-20 mW) was much less than the typical FLaSk intensity (30-120 
mW) combined with an expected reduction on optical heating from pulsed lasers.
212
 This problem had a 
different source (likely bleaching) and was greatly reduced by modifying the IL parameters as will be 
discussed in 5.4.4.        
Bleaching 
The term “bleaching” is used here in the most general sense, namely, any change in the thermal 
absorption of the net resist system (dye-initiator-polymer) upon exposure to some stimulus. This is 
distinct from a change in the total absorption as bleaching pathways can involve elimination of 
fluorescent pathways in the excitation of a dye. As a result, while the fluorescence would be bleached, the 
thermal absorption would actually increase as a greater percentage of the absorbed light would dissipate 
via thermal means. Further, bleaching may involve a redistribution of the absorption spectrum, such that a 
given wavelength’s absorption may change more significantly then other regions. There are three distinct 
ways that bleaching can occur during the FLaSk-CAP process: optical (photobleaching), thermal, and 
chemical. Any or all of these may occur to different extents in a given compound with a different final 
effect on the patterning. 
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Photobleaching is fairly ubiquitous and can be described as electrical excitation of the photoactive 
molecule causing transformation of the compound into a degraded state rather than generating a photon or 
phonon.
213
 In general, the greater the absorption and absorbed intensity at a given wavelength, the greater 
the chance for photobleaching.  The effects of photobleaching on FLaSK-CAP depend on which 
component undergoes bleaching. If, for example, the dye that is being utilized as the thermal source 
undergoes bleaching during the IL exposure, the overall effect can be expected to be relatively minimal. 
The reason for this being that the FLaSk heating spot is ideally superwavelength with respect to the IL 
structuring, and as a result, the bleached pattern would potentially act as an effective weighted medium, 
with the fine heating structure blurred by thermal conductivity effects. On the other hand, if the 
photoinitiator incorporated for 3DDW undergoes photobleaching, the result will be much more 
undesirable. This is, in fact, the case for the ITX utilized as a UV sensitizer strongly bleaches under 
UV/blue exposure. Because of this, when ITX is exposed to UV-IL, a latent pattern of bleached initiator 
is formed in an analogous, but inverse, manner as the latent photoacid image that is produced by the 
desired IL mechanism in the PAG. During the 3DDW process, this inverted IL image will prevent the 
excitation of those regions of the polymer at the same threshold dose as the unexposed regions, and, in 
contrast to the thermal effects, this direct exposure process has no blurring mechanism. The result is that 
the patterned lines can be expected to possess some inverse bias. At the same time, in the case of ITX, the 
IL process also appears to release heat locally due to absorption and decomposition from the excitation 
source, causing a counter driving of the reaction in the bleached region. The net result was that when the 
FLaSk-CAP films were patterned with blue or UV IL, the 3DDW structures would possess similar 
structuring as the FLaSk written lines (as will be shown in Figure 5-27), though with a mostly solid 
structure meaning that this could not be viewed as a higher resolution alternative to FLaSk patterning. 
While it may seem that this is merely the effect of the overlapping doses of the 3DDW and the IL 
generating their union in the final structure (as is the conventional wisdom regarding preexposure in 
3DDW),
214
 this is  likely not the case due to the threshold for 3DDW without a post bake being much 
higher than that with, such that the IL exposure is only a small fraction of the dose needed. Supporting 
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this reasoning is the fact that the patterning 
roughness in the 3DDW lines could be 
prevented by using IL-excitation that did 
not bleach the ITX (Figure 5-18). In such 
cases, as will be discussed in 5.4.2, the line 
width of 3DDW lines was actually 
observed to reduce, consistent with IL 
bleaching excitation with only limited heat 
release. 
Thermal bleaching, also quite common, 
is the alteration of the absorptive properties 
of the resist under thermal excitation. 
Fortunately, this was not observed to be a 
large problem for systems employed in this 
study, as the only dye investigated which 
possessed considerable thermal bleaching 
was identified during preexposure bake and was therefore removed from consideration; however, the 
expected effects of a thermally bleaching dye could be expected to initiate the so called “hot line” effect 
that also occurs for chemical bleaching and was discussed in 5.2. More specifically, if the tail of the 
thermal profile bleaches subsequent direct thermal exposures, the result will be that the first line patterned 
in a raster will always be the hottest/most reacted. 
Chemical bleaching is where some chemical reaction results in the change in absorption of the dye. 
The first way that this can occur is simply by introduction into solution. This was observed for oxidizing 
metal phthalocyanines (Pc), such as copper (Cu)Pc and iron Pc, which changed color gradually in solution 
over the span of a few days to weeks. While this was intractable for the long time use, solutions for any 
 
Figure 5-18: Absorption plots from UV-Vis analysis 
of the standard photoinitiator setup (0.5 wt% ITX, 
0.25 wt% HNu 470, and 2.5% OPPI) employed for 
later FLaSk-CAP experiments before exposure 
(black), after 8 minutes green flood exposure (red), 
and PEB (green). While the total absorption in the 
UV (due mainly to the ITX) lowers, it is most likely 
due to bleaching of the HNu signal (predominantly 
in green and blue). As a result, it is not expected that 
the MPL absorption (much higher for the ITX than 
the HNu) is affected. 
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given single use can be relatively stable. More 
relevant to the FLaSk-CAP process is reactions 
that occur after exposure. To a large extent, 
these were driven by the introduction of a strong 
acid into the system by the PAG on exposure. 
For example, any stabilized Pc containing 
oxygen bound functional groups (such as the 
highly soluable oxybutyl-Pcs) underwent large 
changes in their absorption spectrum upon 
excitation as that functional group is apparently 
attacked by the acid. This is particularly 
problematic for FLaSk-CAP patterning as the 
acid bleaching, much as acid crosslinking, is a 
kinetic process, leading to a similar “hot line” effect as a thermal bleaching compound. Unlike thermal 
bleaching, however, compounds that undergo post-exposure chemical bleaching are much more numerous. 
Furthermore, compounds that do not undergo chemical bleaching often do not do so because their 
solubility is low.  
Having identified the possible routes to bleaching, an ideal resist, barring one which undergoes no 
bleaching at all, is one that instead undergoes minimal bleaching at the FLaSk wavelength and, further, 
undergoes the largest part of its bleaching during IL exposure (photobleaching). Plots of absorption 
before and after exposure and after baking normalized by the largest absorption in the plot are shown for 
the resists utilized in Figure 5-19. The better performing resists are Pc based, but possess different metal 
functional groups and solubilizing functional groups. The best performing systems (e.g. Cu) unfortunately 
are often the least soluable, preventing their use. One advantage to all Pc systems, though, was the fact 
that they possess exceedingly high photoactivities, requiring only sub-tenth weight percent doping. In this 
 
Figure 5-19: Normalized absorption plots for 
resists utilized (chronologically) before exposure 
(solid), after exposure (long dash) and after PEB 
(short dash): IR 140 (black, abandoned for 
reactivity), tert-butyl CuPc (red, solubility 
issues), tert-butyl ZnNPc (blue, bleaching 
issues),  and AG 9807 (green). 
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way, even when chemical bleaching occurred, it could be expected not to greatly leach the photoacids. As 
dye selection was ongoing, several systems were employed with varying efficacy.  
 Experimental realization of FLaSk-CAP 5.4.
 Experimental parameters 5.4.1.
In the development of FLaSk-CAP, being a completely new technique, it was necessary to develop 
both the materials and processing as new observations about the system behavior were made. As a result, 
various combinations of beam, dye, and photoinitiator parameters were utilized. 
Sample preparation  
In all cases, samples were prepared in a three-step process and utilized SU-8 (MicroChem Corp.) as a 
resist material. The first step consisted of spinning a layer of as-received SU-8 5-15 µm thick and then 
flood crosslinked through the usual process with a UV lamp and hotplate. The purpose of this layer was to 
act doubly act as an adhesion layer and also as a thermal spacer to diminish the effects discussed in 5.2.2. 
Then the FLaSk-CAP resist was spun on to obtain desired thickness (generally 10 µm) and pre-exposure 
baked for 5-30 mins. Finally, a PDMS phase mask was placed into contact with the resist surface (or in 
the case of tert-butyl CuPc, an additional PS sacrificial mask as described in 2.3.4, to prevent surface 
aggregation) and heated to 95 ºC for ~30 sec to affect capillarity-induced nanoimprint. Once the sample 
was brought to room temperature and the mask removed, the surface-imprinted sample was ready for 
processing. This was accomplished by first performing the IL exposure and then performing FLaSk-CAP 
in the following order for a given pattern: (1) 3DDW supports, (2) FLaSk, and (3) 3DDW defects. The 
reasoning for this was that since 3DDW was universally observed to bleach the dyes utilized for FLaSk, 
3DDW features ideally should be patterned as the last step; however, the 3DDW supports also benefitted 
from the additional PEB, thus lowering the chances that the samples would detach during development. 
Samples were moved to the development step within ~1 hr after initiation of IL exposure to limit 
additional room temperature crosslinking. Sample development was done by immersion in PGMEA for 
20-30 min, followed by immediate dipping in isopropyl alcohol (IPA) to rinse the PGMEA and 
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development biproducts. IPA doubly serves to rinse to act as a lower surface tension solvent to limit the 
capillarity induced collapse of the written structures. An additional solvent exchange is sometimes 
employed to further limit capillarity effects.
215, 216
 Here, dipping in hexamethyldisilazane (HMDS) was 
used to replace the IPA with an even lower surface tension solvent before drying with compressed air, as 
previously utilized in MPL post-processing.
216
 
PMIL Masks and Exposure Sources 
The PMIL utilized for FLaSk went through three major stages during the course of this research. The 
first system utilized was laser L-355, which was a pulse laser with nominal power of 300-400 mW where 
the dose could be controlled by the number for 10 Hz pulses allowed through the shutter. This system was 
abandoned for several reasons, the largest being the practical one of the long term instability of the laser 
itself. The replacement UV sources utilized were two high intensity (300-500 mW) LED lamps, one at 
365 nm and one at 405 nm. Here dose was controlled by exposure time. These had the added benefit of 
being unpolarized, thus leading to no field-direction dependent effects. 
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For these UV systems the photomask imprint that was utilized was a triangular lattice of 250 nm tall 
pillars with 120 nm radius and 600 nm pitch (referred to as the p6mm pattern due to its symmetry). 
Images of the simulated structures produced from this mask along with the resulting experimental 
structures from large area IL using are shown in Figure 5-20a,b. The geometry of the IL structures 
consisted of tetragonal arrangements of (approximately) layers of pillars and layers of spheres. Due to the 
Talbot effect (Eq. 5-10), the spacing of the layers and thereby the height of the pillars varied, shortening 
from a height of ~1.4 µm to ~1 µm as the wavelength of the light approached the mask periodicity.  
Eventually, UV sources were abandoned for FLaSk-CAP due to bleaching effects in favor of green 
ones. The increase of wavelength brings with it an unavoidable reduction in resolution. This is not 
necessarily an insoluable problem as dyes that do not bleach in (at least) long-wave UV excitation exist; 
however, the additional optimization, in light of the already large number of necessary materials 
 
Figure 5-20: Employed PMIL structures. (a) Side view of p6mm IL structure produced with a 
UV exposure through the 600 nm imprint along with the simulated EM distribution (b, courtesy 
of Lin Jia). (c) Top down and side view (d) of (quasi-)quasicrystalline IL structure produced 
with green light through a quasicrystalline imprint.  
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properties outlined in 5.3, is highly undesirable in the short term. For green excitation laser C-532 was 
utilized with a power level of ~2.4 W·cm
-2
. Once again, dose was controlled by exposure time. The 
circular polarization of this source had a somewhat similar effect as the unpolarized LED lamp sources, 
and further the high intensity allowed for lower initiator doping leading to higher exposure uniformity. 
At this stage of development it was found that the p6mm mask described above possessed too close a 
packing of features when exposed at 532 nm, such that FLaSk-CAP always led to fully densified 
structures lacking in solvent paths for development. For this reason, a different mask had to be used. To 
both allow for larger solvent access and also to demonstrate some of the full potential of FLaSk-CAP to 
create otherwise impractical hierarchical architectures, a quasicrystalline mask was employed possessing 
10-fold symmetry, a minimum feature-to-feature spacing of ~1.3 µm, and an imprint height of ~500 nm. 
Large area IL of this pattern is shown in Figure 5-20c,d. It should be noted that as the Talbot effect 
applies to this structure as well, it is only strictly quasiperiodic in 2D. 
Initiators and Dyes Utilized 
The first generation of experiments performed utilized the UV absorption of intrinsic SU-8 to perform 
both the IL and 3DDW step. For the latter, however, very high 3DDW doses (~30 mW) were necessary 
for definition of supports for the FLaSk written structures, greatly increasing the chance of LID. To 
alleviate this, ITX was added as a photoinitator, but it generally had to be overdoped due to UV bleaching. 
A problem that was later removed by switching to green excitation.  To enable green excitation at 
reasonable doses, HNu 470, often with additional OPPI (Spectra Group Ltd.) PAG in a 1:10 ratio was 
added to resists.   
In the first generation of experiments, NIR absorption was introduced by addition of 5,5′-Dichloro-
11-diphenylamino-3,3′-diethyl-10,12-ethylenethiatricarbocyanine perchlorate (IR-140) dye (Exciton). 
This dye was selected for its relative compatibility with SU-8, being both soluble in cyclopentanone (the 
carrier solvent of the SU-8 2000 series) and shelf-stable with the photochemicals. In addition, IR-140, 
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despite being a laser dye, has a relatively low quantum yield (<10%
217
), and thus a relatively high thermal 
absorption. That being said, IR 140 suffered from massive chemical bleaching, such that it had to be 
overdoped significantly to maintain necessary absorption during the FLaSk exposures for anything but the 
first line. Despite this, many of the initial demonstrations of the capabilities of FLaSk-CAP were done 
with this dye system, and, in fact, it turns out that the speed of the technique was enhanced by using a 
bleaching dye, though this is probably not an exploitable feature. Later experiments utilized a series of 
metal phthalocyanine dyes, first tert-butyl CuPc (low bleaching, low solubility) with red excitation, then 
tert-butyl Zn napthalocyanine (NPc) (high solubility, medium bleaching), and finally AG 9807 (Adam 
Gates CO., high solubility, low bleaching), a proprietary linear polyPc dye for laser safety goggles. 
Absorption plots for these dyes can be found in Figure 5-19. 
 FLaSk-CAP patterning threshold 5.4.2.
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The first important step (logically 
if not chronologically) in 
demonstrating the feasibility of 
FLaSk is to prove that it is in fact 
possible to thermally crosslink pre-
exposed photoresist by utilizing 
writing parameters that do not 
crosslink unexposed resist. The 
reasoning for this is that all PAGs are 
susceptible to purely thermal 
activation, and, as the temperatures 
utilized in FLaSk are elevated from 
the standpoint of conventional PEB, it 
is possible that any observed 
structuring was purely by thermal 
effects or even by non-linear 3DDW 
of the resist by multiple absorption of the FLaSk excitation light.
59
 There is already precedent for this not 
being the case from earlier LSA baking studies;
153
 however, the timescales involved in LSA are shorter 
than those in 3D FLaSk. To test the mechanism, line arrays written at 100 µm/sec in samples of a green 
FLaSk resist (0.5 wt% ITX, 0.45 wt% HNu 470, 0.034 wt% tert-butyl ZnNPc) were patterned into resist 
 
Figure 5-21: Lines written by FLaSk (105 mW) and 
3DDW (10 mW) at 100 µm/s with and without 16 minutes 
of flood green exposure. The FLaSk line can be observed 
to largely expand after exposure indicating the FLaSk-
CAP process, but the core of the solid line still persists due 
to direct breakdown. 
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with and without prior green flood exposure (Figure 5-21, with analysis in Figure 5-22). This was done 
for both pulse and CW IR light with laser L-780P-O_1.3-AOM and L-780CW-O_1.3-AOM to 
simultaneously also observe the effects of the flood exposure on the lines written by non-linear 3DDW 
using a different absorption band (i.e. the crosstalk due to sharing a PAG). Finally, to elucidate the 
importance of focus on the effective resist thermal properties as discussed in 5.2.2, the arrays were 
patterned at two different focuses (3 and 8 µm above the 10 µm film’s substrate). From these results, it 
can be clearly seen that the CW exposure alone can be sufficient (here at doses >80 mW) to initiate direct 
crosslinking; however, with green excitation, the threshold for pattern formation drops simultaneously as 
the line width also significantly (2-3x) increases. At the same time the overall shape of the lines changes 
from a DW ellipsoidal voxel to a broader, rougher profile similar to those predicted in the radial 
simulations shown in Figure 5-5c. In comparing the two focuses it can also be seen that, with preexposure, 
there is a general trend for a wider structure at the higher focus; however, the differences are not very 
 
Figure 5-22: Line widths of lines patterned by FLaSk (a, CW) and 3DDW (b, pulse) before and 
after green exposure for two focuses in the resist 3 µm above the substrate (low) and 8 µm above 
the substrate (high). For the FLaSk lines, direct write is possible over a threshold (marked with 
the dashed line, where FLaSk-CAP will not be able to give open structures), but below that 
threshold, FLaSk-CAP is possible. For the 3DDW, the line width decreases slightly with 
exposure, but is relatively unaffected. 
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large near the onset of the DW crossover, which is actually also consistent with the prediction of an 
insulating air top interface (leading to a persistence of the tail of the exposure near the surface) with the 
differences being more clear in the actual images rather than the line width (projected) data. 
While it is certain that the predicted FLaSk mechanism is occurring for the exposed sample both 
above and below the DW threshold, it is somewhat unclear what the mechanism of the DW lines is. The 
line width did not depend on the focal position, which should (in the least) have some effect on the 
temperature at the focal point, suggesting a non-thermal mechanism. Further, the line width is 
subwavelength, more consistent with a non-linear 3DDW process. On the other hand, these intensities 
should be well below the amount of light necessary to initiate direct breakdown, suggesting that it could 
potentially be some sort of ion transfer mechanism such as was observed with porphyrin-based 
(structurally related to Pc) dyes. Supporting a thermal mechanism, however, is the step increase in the 
width of lines with exposure upon crossing the DW threshold. This indicates a step increase in the amount 
of thermal energy present while writing the line, such as would be released during the simultaneous 
exothermic activation of the PAG groups in the resist (roughly 5 wt% in SU-8). 
In examining the 3DDW results from the pulsed laser system, it can be seen that, as expected, there is 
not significant dependence on the focal position in the film. There is some change in the line width with 
green exposure; however, it favors smaller lines. This is consistent with the interpretation that the 
bleaching effect on the combined ITX-Hnu 470 initiator is greater than whatever effect the presence of 
some activated photoacids in the resist due to the massive localized energy necessary to perform 3DDW 
without a PEB.  
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 Patterning hierarchical structures with FLaSk-CAP 5.4.3.
The main advantage of the FLaSk technique is the local heirarchical patterning of 3D structures from 
IL prepatterns.  As a test pattern, 10 µm blocks written with a 500 nm raster were utilized to ensure that 
the crosslinked regions from consecutive exposures would overlap. Figure 5-23 shows blocks written at 
center focus for various powers with the p6mm mask for two resist systems: 0.11 wt% IR 140 (patterned 
with L-780CW-O_1.3-ND) and 0.025 wt% tert-butyl ZnNPc, 0.125 wt% ITX (patterned with L-780CW-
O_1.3-AOM).  Both these sets of structures are supported on the edges by 3DDW supports which extend 
through the thickness of the resist. Progression from disconnected or collapsing structures to solid 3D 
ones can be observed as FLaSk power is increased. Structural evolution occurred both in the height of the 
structure, with the lower power structures not including the bottom layer, and the diameter of the rods, 
progressing from ~240 to ~300 nm. This indicates both a lowering in the spatial extent of crosslinking 
and also the duration of the effective bake and final structure size. SEM imaging of side views and FIB 
 
Figure 5-23: UV FLaSk-CAP blocks patterned at 100 µm/s in two different doped resist 
formulations: one based on IR 140 ((a). 65 mW, (b). 55 mW, and (c). 45 mW) and one based on 
tert-butyl ZnPc ((d). 90 mW, (e). 75 mW, and (f). 60 mW). Cylinder size can be seen to reduce 
with lower power and the structure persists into the bulk (as observed by FIB, (b)). Structuring 
in the Zn resist, with lesser bleaching is observed to be a higher quality. 
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cross-sections indicate that the 3D structure 
extends into the bulk and is the pattern 
prescribed by the phase mask.  
One unfortunate feature is that the base of 
the pattern is distorted. This is due to 
considerable shrinkage of the FLaSk blocks – 
the blocks are patterned to be 10 μm in width, 
but, the actual sizes are closer to 7 μm. At the 
junction between the 3DDW and the FLaSk 
tapers out to a ~9.5 μm, which is more 
appropriate for solid SU-8 shrinkage. This 
amounts to a ~30% shrinkage in the unpinned 
direction, consistent with the ~8-50% volume 
shrinkage that has been reported in structured 
SU-8 from combined crosslinking and 
capillarity effects.
68, 197, 218
 Shrinkage out of 
the plane of the sample is not as severe, 
because of the planar-like nature of this 
particular IL distribution.  
 
Figure 5-24: Hot line effect. Bleaching of 
photoabsorber causes a large ridge on the first line 
pass. IR 140 (a) is strongly bleaching and thus has 
a large hot line ridge, while tert-butyl CuPd (b) 
has very little bleaching and only shows a thermal 
expansion ridge.  
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Another notable feature of the FLaSk blocks is the higher fill fraction of the first side wall, as can be 
seen by the high contrast ridges on the top side of the blocks in Figure 5-24. This is the “hot line” effect 
from the bleaching of the FLaSk dye. It can be observed to be much worse for the IR 140 structures and 
can be minimized by approaching even less bleaching dyes, such as tert-butyl CuPc (0.05 wt%, 0.125 
wt% ITX, patterned with L-660CW-O_1.3-O). It does not, however, completely go away due to the “hot 
ridge” effect, which leads to the first line always possessing some extra height. This is due to thermal 
expansion during patterning,
196
 where the first line expands as it simultaneously crosslinks. Similar to the 
hot line effect, the hot ridge doesn’t occur as strongly in subsequent lines, partially crosslinked by the tails 
of the thermal profile. A proposed solution to this is to globally simulate the heating tail by applying a 
pre-FLaSk bake step, and it was observed that bakes of up to 313 K for 1 minute could occur without 
structuring. This could potentially also lower the amount of heating that need be done by the FLaSk step 
and should be readily integrable into simulations. 
Another interesting comparison between IR 140 and other dyes is the extent to which IR 140 patterns 
contain more layers, with the Zn dye structures 
going to a single pillar layer at lower powers. 
This likely has to do with the simultaneous 
large bleaching during writing, where the 
lower layers are artificially heated by the 
unbleached dye before the full intensity can 
reach the focal point. This can actually be 
viewed as a beneficial effect in a patterning 
technique where the patterning advantage is 
the ability to write multiple structures in a 
single line and resolution is not always the 
target. It is not, however, easily controlled and 
 
Figure 5-25: Ralyiegh criterion for various 
numerical apertures of 660 nm light for the radial 
(black) and axial (red) spot size. 
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could also be achieved by lowering the NA, which expands the axial spot size at a much faster rate than 
the radial (Figure 5-25). One last observation is the fact that structures are observed more often to not 
contain the bottom layer rather than the top. This is consistent with the thermal simulations from 5.2.2 
and could potentially be corrected by also doping the adhesion/thermal buffer layer. From the standpoint 
of optical/acoustic devices, this may be an advantage as it results in slab structures isolated from the 
substrate, thus minimizing coupling of guided modes. If these structures were made by a layer-by-layer 
technique, the fabrication of such slabs would require an additional undercut that somehow avoided the 
supports. 
As mentioned above, quasicrystalline patterns were also utilized. It is important to note that while the 
above tetragonal structures possess some patterning advantage over 3DDW, their structures could be 
easily reproduced in key features by using a two exposure repeat unit tiled over space (one single 
exposure for the pillar and one lower power single exposure to simulate the middle layer by crosslinking 
the pillar-to-pillar gap). In contrast, the quasicrystalline pattern above (Figure 5-20b) represents a massive 
step up in complexity – possessing a non-tileable pattern with many sub-repeat channels and features. 
This is not an academic advantage either as quasicrystalline patterns have been demonstrated to possess, 
for example, highly desirable phononic and photonic properties.
219-221
 While this structure is not strictly a 
3D quasicrystal, it is a quasicrystal in any 2D plane, and true 3D quasicrystals can be fabricated by 
MBIL.
222, 223
 Figure 5-26 shows quasicrystalline blocks patterned in resist (0.5 wt% ITX, 0.45 wt% HNu 
470, 0.034 wt% tert-butyl ZnNPc, patterned with laser L-780CW-O_1.3-AOM) exposed with green light 
for 6 minutes. It can be seen that the same ability to tune the extent and fill of the structures can be 
applied to the quasicrystalline pattern. 
 Integrated FLaSk-CAP and 3DDW 5.4.4.
In discussing the combination of FLaSk-CAP and 3DDW, the first obvious structure to consider is the 
aforementioned supports. Due to the substrate-avoidance demonstrated by FLaSk-CAP patterning, the 
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ability to generate a solid anchor for slab 
structures is essential and easily patternable by 
the incorporation of 3DDW into the FLaSk 
system. Moving beyond supports, the next 
logical structure to consider is defects (such as 
would be used as waveguides or cavities), both 
inside and outside of the FLaSk pattern. The 
patterning of line defects inside of a FLaSk 
pattern is relatively trivial other than the already 
discussed (5.3.1) issues of variable shrinkage. 
In considering defects outside of the FLaSk 
patterned region, it is important to consider the 
effects of the prepatterning on the 3DDW lines 
in terms of LER. As can be seen in Figure 5-27, 
3DDW lines written with preexposure can end 
up showing some of the 3D motif of the IL. 
This is highly undesirable as roughness can lead 
to, for example, lossy waveguides. Addressing 
this on the top of the sample is trivial and can be done by using a SL to remove the imprint pattern. 
 
Figure 5-26: Side and top (inset) quasicrystalline 
IL blocks with 6 min green exposure patterned 
at 60 mW (a) and 70 mW (b) in two layers. 
Though apparently closed, the collapse of the top 




Addressing it in the body and sides line itself requires switching wavelength of the IL exposure as 
mentioned in 5.3.2. Figure Figure 5-27 shows lines written in the IR 140 resist described above and lines 
written in green (0.5 wt% ITX, 0.25 wt% HNu 470, 2.5 wt% OPPI, 0.025 wt% AG 9807) resist. The lines 
written in IR 140 clearly displays the motif of the IL with a solid core of the high intensity 3D writing. In 
fact, as the writing intensity decreases, the solid portion of the core is much lower than the “roughness” of 
the motif. In contrast, the 3DDW lines written after green exposure show little to none of the 
quasicrystalline motif beyond the surface imprint. As discussed, were bleaching the main aspect causing 
the patterning, the inverse pattern would be expected. To the contrary, the UV patterned sample shows the 
pattern itself (along with substrate patterning of a hexagonal dot motif), suggesting that the UV bleaching 
heats the sample while also bleaching it. In the case of the green, while bleaching still occurs, it does so 
more gradually with a lower overall absorption.  
 
Figure 5-27: Isolated lines written in UV exposed IPL resist (a-c) and green exposed AG 9807 
resist (d-f) at 100 µm/s and the powers listed. The IL structuring can be seen in the IPL lines due 
to the heat generated during UV bleaching, while only the top imprint structure of can be seen in 
the green lines.  
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 Advanced patterning  5.4.5.
Many of the key features of the combined FLaSk and 3DDW technique are illustrated by the sample 
in Figure 5-28, where a logo-shaped 3DDW defect has been written in a ~8 μm suspended FLaSk 
structure patterned in a thicker (~14 μm) IR 140 resist layer. The 3DDW logo-structure is patterned such 
that the design is both visible from above and from the side, with some components only extending part 
way through the FLaSk slab, thus creating a truly 3D defect inside a 3D suspended structure in a single 
 
Figure 5-28: (a) 3DDW logo defect patterned in an ~8 μm suspended FLaSk block (3DDW 
supports out of field of view) drawn in a ~14 μm resist layer. FLaSk structure consists of four 
repeats of the IL prepattern written at 1 mm/s with a power of 65 mW. Defect is written both 
horizontally and vertically in the structure (3D schematic shown in inset and vertical features 
highlighted in red for ease of reader). (b) Contrast corrected polarized microscope image of 
sample described in (a). 3DDW features that extend through the thickness of the sample fully 
suppress the scattering from the nanostructured IL block, while features that do not fully extend 
are barely distinguishable.  
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resist process. Shrinkage of the FLaSk structure at or around the 3DDW features can be seen to be 
suppressed; nevertheless, the overall strain is enough to deform both sets of structures. This sample both 
demonstrates the potential to achieve it and the challenges that need be overcome in order to do so. FLaSk 
process allows for tuning of the filling fraction of the structure in 3D, up to, with integrated 3DDW, 
completely solid, which is not present in any of the previously mentioned combined techniques. 3DDW 
alone has the capacity to accomplish this patterning in one process; however, it is critical to consider the 
scalability of such an approach. The FLaSk pattern shown in Figure 5-28 was drawn in a series of 10 μm 
by 100 μm blocks of 21 FLaSk lines each at a speed of 1 mm/s (faster than is usually employed in piezo-
based 3DDW), resulting in a patterning time of ~12 sec per block. For comparison, if we define the 
structure as four layers of single-shot pillars with single-shot spacers in a 10 μm by 100 μm array, this 
amounts to 28,900 individual exposures. This would only allow ~0.4 ms per shot, including computation, 
transit, shutter time and position stabilization (which is already on the order of 4-10 ms on a typical piezo 
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stage), to keep the same total time. Considering that a typical expo sure time for 3DDW ranges from ms 
to s, unoptimized FLaSk has already passed the limit of 3DDW patterning rate. This does not consider the 
fixed time cost of the IL exposure, which is increasingly small with patterning of more features. While the 
gain in efficiency is only linear with size and depends on the “tall” patterning of IR 140, the proportion of 
enhancement can be increased by either increasing the write speed or reducing the radial or axial 
resolution of the FLaSk to fit the application via simple PSF manipulation of the focal spot. On the former 
point, the current piezo system and software utilized are optimized for nanoscale positioning necessary 
for 3DDW of a comparable structure, and its speed is thusly limited by the required stage accuracy of 
these structures. The fact that the nanoscopic features are patterned in a separate step allows for relaxation 
of the stage stabilization and a utilization of lower accuracy techniques such as the galvano stages 
discussed above capable of cm/s patterning. For manipulation of the PSF, other than the obvious method 
of changing wavelength or numerical aperture (Figure 5-25), the most appropriate manipulation technique 
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is the use of intensity and phase modulation optics before the objective to create non-Gaussian focal 
distributions. This has been used to increas e focal point resolution or alter the relative axial and radial 
resolution.
224
 In addition, for generation of deactivation beams for STED microscopy, optics for unusual 
shapes, such as toroid and distributions without central intensity, have been developed.
225, 226
 Use of, for 
example, a torus optic (a commercially available phase plate described in Figure 2-7), could increase the 
effective lateral spot size by a factor of ~1.5 while not significantly affecting the axial. Finally, it is 
important to note that the increase in efficiency is dependent also on the IL pattern: the demonstrated 
phase mask possessed a periodicity of ~1.7λ and a layer-to-layer spacing of ~3λ, by no means the limit of 
IL resolution. Any reduction of these parameters or the IL wavelength will also lead to gains in efficiency. 
The only patterning aspect not demonstrated by this pattern is the ability to write gradient fills, the 
realization of which is where FLaSk-CAP could truly become a highly competitive fabrication tool for 
transformation optics and acoustics as discussed in 5.2.5. Figure 5-29a shows a gradient block patterned 
 
Figure 5-29: Gradient blocks patterned with amplitude modulation. (a) SEM (left) and contrast 
corrected optical microscope image (right) of tert- butyl CuPd resist gradient block patterned 
from 42 mW to 82 mW of red exposure and back to 42 mW. Gradient fill may be seen in both 
images as structure and scattering level. (b) Quasicrystalline gradient block patterned from 38 




in the tert-butyl CuPc resist described above going from a 42 to 82 to 42 mW intensity linearly in 0.5 mW 
steps. It can be seen in the optical scattering that the fill varies from highly scattering to completely filled. 
The flaws of the current FLaSk-CAP process can also be seen in the shrinkage, and the issues of tert-butyl 
CuPc specifically can be seen in the relatively large number of LID events. Also in Figure 5-29b is a 
gradient quasicrystalline block patterned from 38 to 78 with the tert-buty ZnNPc showing no LID events 
and a similar variation in density. While the shrinkage issue still needs to be overcome (probably by 
selection of resist polymer) this sample demonstrates the eventual ability for the inverse solution of 
transformation optic/acoustic structures possessing continuously varying fills. 
 Conclusions 5.5.
Through a combination of PnP IL and FLaSk annealing we have demonstrated an efficient local and 
rapid modification of a periodic structure. Additionally, a simulation platform for the testing and 
predictive design of FLaSk fabrication was developed. The strength of the FLaSk technique, especially in 
combination with MPL 3DDW, arises from its flexibility – though we have demonstrated fabrication 
using a single PnP phase mask, the family of periodic and quasicrystalline structures possible by either 
PMIL or MBIL is unlimited and can be tuned for the application. Further, since FLaSk can select the IL 
region which is fixed, stitched phase masks of multiple designs can be utilized to pattern multiple 
structure morphologies in a single IL-FLaSk step by avoiding the regions of overlap in the holographic 
patterns (on the order of the thickness of the resist depending on the wavelength and periodicity used). 
The eventual result should be device fabrication by nearly arbitrary spatial definition of various periodic 
elements of controllable filling fraction with 3DDW-defined supports, defects, and interconnects. Beyond 
CARs, the FLaSk technique is likely applicable to other systems, as thermal annealing is a driving force 
for many processes (such as those already discussed in Chapters 3 and 4). Future studies in FLaSk 
patterning of thermal-absorption-doped photoresists will focus on the continued optimization of the 
materials and process selection to improve the overall quality and capability of the technique and bring 
together the predictions of coarse-grained simulations and experiments to effectively solve the inverse 
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patterning problem. As the process develops, there is significant potential for a combined IL-3DDW-





6. Outlook and Future Directions 
As stated in the introduction to this thesis, the notion of combinations of local and global lithographic 
techniques were deemed an area ripe for research. In the above sections, I have introduced several hybrid 
DW lithographic methods for the rapid production of complex architectures. In accessing predefined large 
area patterns (be it by deliberate lithography or self-assembly processing), the speed of patterning for a 
given structure is enhanced at the cost of some portion of control. The degree to which the current 
embodiments of these techniques is limited by the associated large area method have not yet reached their 
fundamental limits, if only by the virtue that the parameter space of each is relatively unexplored. The 
following section will begin by highlighting the accomplishments demonstrated by each technique and 
then addressing the limitations and potential directions for future investigation. 
 FPnP 6.1.
As demonstrated, FPnP is a robust method for creating stand-up structures, such as those that were 
applied to SRRs. The structures can be tuned by both optical and resist parameters. There are several key 
drawbacks to the method. One such example is that it is difficult to make the W-resonator on a 
transparent substrate. The W-resonator needs to be attached to a conductive base to complete the structure, 
and therefore cannot be patterned without either a conductive substrate or integrated consecutive DW 
(Figure 6-1). The base could be provided by transparent conductor, such as ITO; however, the low 
conduction of transparent conductions would diminish the efficiency. A more fundamental drawback is 
the resolution of the demonstrated FPnP, a combination of 
the numerical apertures used, the resolvancy of the grating, 
and the wavelength. While there are ways of addressing these 
issues, the necessity for non-linear excitation to achieve 
contrast enhancement may make it difficult to push the 
resonance of FPnP optical structures towards near-IR or 
 
Figure 6-1: Sketch of FPnP pattern 
on (a) a gold coated and (b) a 
transparent substrate. On the 
transparent surface, the loop of the 
resonator is broken. 
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visible response. The correct strategy, 
therefore, may be to identify different 
application areas where the speed of the 
technique is advantageous over its limitations 
in both the size and variety of structures that 
can be fabricated. It is possible that the 
channels shown in Figure 2-7c may in fact be 
a more interesting method because FPnP is 
an exceedingly fast method to pattern micron 
scale channels with only xy control. These 
could be applied to, for example, microfluidics, though an inability to turn the channel may make 
application difficult. In order to improve the capabilities of the technique, two possible methods to 
increase the flexibility would be the demonstration of multiple cycles of mask imprint, exposure, and 
mask clearing or the extension into lower wavelength patterning. 
 Multiple imprint patterning 6.1.1.
Three methods of patterning multiple structures have so far been introduced that are applicable to 
FPnP: (1) multiple patterning by changing optical parameters (2.3.2, Figure 2-5), (2) multiple patterning 
by clearing the mask and utilizing 3DDW (2.3.5), and (3) multiple patterning by adjacent masks (5.2.4). 
With FPnP, however, there is the added potential of utilizing multiple masks in the same region by 
clearing the initial mask and reimprinting with a different mask. This has been attempted several times 
with very limited success (Figure 6-2). The main difficulties are the necessity of heating, which 
progresses the crosslinking of the first patterned CAR layer, and pressure, which can actually be observed 
to deform the first patterned structure (neither a surprise). Both issues should be addressable by the use of 
an orthogonal SL as described in 2.3.4. The latter could be addressed by using a low melting point SL that 
could even be orthogonally removed and reapplied with a very volatile solvent (such as the cyclohexane 
 
Figure 6-2: Multiple imprint (p2mm then p4mm) 
FPnP attempt showing overbaking (p2mm) and 
film crushing (p4mm).  
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already being employed). The former problem would further necessitate that the SL be selected such that 
its softening temperature be lower than the activation threshold for the CAR. For example, SU-8 can only 
be exposed to temperatures around 40 ºC for ~1 min before undergoing crosslinking, but other resists, 
such as positive tone ones,
205
 can have activation energies that require bakes at ~130 ºC (see 7.2), and 
therefore could be resistant to multiple mask applications and removals. Incidentally, such resists, being 
generally utilized for DUV, could also potentially allow for non-linear patterning with deep blue or UV 
sources, simultaneously increasing the overall patterning capability. Increasing resolution will, however, 
come at the cost of increasing the difficulty of accomplishing registered pattering (discussed in 2.3.3), as 
optical validation will become increasingly difficult. Methods such as alignment by Moiré fringe 
diffraction (as has been used for nanoimprint alignment)
227
 could be approached, and would also be useful 
for other registered defect and combined patterning methods, such as FLaSk-CAP. 
 FLaSk dewetting 6.2.
Dewetting of polymer thin films as a positive tone process through FLaSk heating of the substrate is a 
relatively new technique and has only really begun to show its potential for development-free positive 
tone patterning of 1D or (barring overlap) 2D structures. As currently presented, it exists in two distinct 
forms: (1) patterning of isolated trench-ridge lines near the optical limit and (2) patterning of 
subwavelength lines by overlapping the exposures. Before entering a discussion of improving this 
technique for patterning, it is important to note that, even more so than the other discussed methods, there 
is a large opportunity for studying the fundamental materials physics that is occurring, especially with 
regards to the seeminly linear behavior adopted in regime (2), where there appears to be a large interplay 
between the wetting properties of the polymer melt and the patterning parameters.  
 Considering patterning, while capability (2) is more exotic, capability (1) should not be diminished; 
submicron 2D DW in a method that requires no developer step and only uses inexpensive, commodity 
polymers, free space optics, and visible (sub-Watt) lasers and could be a potentially competitive process, 
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especially for industrial scale fabrication tools where price is a critical concern. Ironically, the presence of 
the overlap effects that allow for (2) is the major limitation of this technique: patterning any feature wider 
than a single line or crossing another feature will be complicated by the overlap effects. This could 
potentially be addressed by changing the focus, which proved to be an effective way to alter spotsize in 
Chapter 4 and programming intricate focus, spot-shape, power, position paths to make desired features, 
not unlike how 3D laser printers currently operate. This is a problem of optimization and software that 
could be approached in the future; however, one way to at least limit these effects is to increase the 
resolution of patterning. This could be accomplished via the usual methods of increasing the NA or 
decreasing the wavelength, but, the efficacy of such a strategy would be limited by the coupled thermal 
effects. Moreover, any increase in NA lowers the scalability by lowering the working distance and field of 
view. Instead, it would be desirable to increase the resolution by limiting the thermal spread, which is 
possible, as seen in Chapter 4 by the incorporation of a volatile solvent to carry away heat. Another 
possible manipulation is the thermal or etching properties of the utilized polymer. Finally, it would be 
desirable to be able to use this positive tone process for liftoff rather than just etching. 
 Incorporation of solvent 6.2.1.
The effects of including solvent within the polymer film in Chapter 4 were shown to limit the extent 
of thermal excitation, thereby increasing thermal gradients for enhanced patterning. The same logic 
should also apply to the application of FLaSk to dewetting. In fact, the dewetting lines that did appear in 
the solvent exposed PS-PDMS BCP possessed resolutions often much greater (~200-600 nm) than those 
observed in the single PS-only lines after PS removal and conversion to SiOx (Figure 6-3a). Were these 
samples not further structured by the BCP microdomains (which is why we are generally interested in 
them), they would make excellent etch masks for the dewetted line. It is important to note that PS-PDMS 
on untreated substrates often showed a tendency to undergo Rayleigh-like instabilities in dewetting 
(Figure 6-3b), so it would have to be tested if the PS-brush layer may also have some contribution to 
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changing the dewetting properties, which 
would make reasonable sense as the 
mobility on an unfavorable substrate may 
be higher since there is already a drive to 
dewet.  
 Polymer selection 6.2.2.
The selection of polymer could have a 
potentially large effect on the final pattern 
generated by FLaSk dewetting. By 
increasing glass transition, for example, 
sensitivity to fluctuation and resolution 
should be diminished as a smaller portion 
of the exposed area would be mobile. 
Figure 6-4a shows a high resolution 
grating patterned in polyvinyl pyrrolidone 
(PVP), another commodity polymer 
possessing a higher Tg (~180 ºC) that is 
also water soluble. It can be seen that the 
pattern quality is much improved. 
Performance of both capabilities (1) and (2) with a target application of pattern transfer are also limited 
by the selectivity of PS (or PVP) to etch (setting a bound on the maximum aspect ratio). While PS or PVP 
are commodity polymers, it may be feasible to utilize slightly more designer systems while still not 
reaching the complexity and expense of a photoresist, which incorporate photoinitiators and demand UV 
isolation and/or cooled storage. For example, silicon containing polymers (and even small molecules) 
convert to SiOx hard masks upon ion exposure, making them good candidates for dewetting resists. 
 
Figure 6-3: (a) Dewetting line in solvent swollen 
PS-PDMS BCP after plasma etching. Line 
resolution appears to be enhanced (~250 nm) 
compared to unsolvated PS patterns. (b) Rayleigh-
like instability in PS-PDMS dewetting on 
untreated GaAs surface for two write speeds. 
Dewetted dot periodicity appears independent of 
write speed.  
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 Bilayer resists 6.2.3.
Currently, the sidewall profile of FLaSk 
dewetting lines is wider at the top than the bottom 
(shown schematically in Figure 6-4b) and 
relatively sharp for both the isolated features and 
the overlapped features, a beneficial trait for 
etching; however, many patterning processes 
involve the deposition of metals by using a bilayer 
resist process wherein the top layer has a lower 
etch sensitivity than the bottom resulting in an 
overhanging profile (shown schematically in 
Figure 6-4b)
228, 229
 beneficial for liftoff. Imagining 
a method to create such a profile based on a 
thermal mechachism is not as straightforward – 
even by utilizing materials with differing thermal 
properties (such as Tg), they will likely be mixed 
or undergo macrophase seperation during 
dewetting in the melt state. One possibility is to use a high (>200 ºC) Tg polymer as an underlayer. In this 
way, when the polymer dewets, it can act as a mask for a wet etch undercut in an orthogonal solvent. An 
example pair of polymers would be a low MW polystyrene (Tg=50~60 ºC) spun out of cyclohexane on a 
layer of polymethacrylicacid (PMAA, Tg=~150 ºC), which is base soluable. To add additional control, the 
bottom layer could even consist of a protected PMAA based CAR. 
 FLaSk zone anneal of BCP 6.3.
FLaSk zone annealing of BCP has recently become a proven process for orienting and aligning BCP. 
What has been established so far is that for a BCP system strongly segregated enough to undergo a FLaSk 
 
Figure 6-4: Transferred grating patterned at a 
800 nm periodicity at 260 mW, 100 µm/s in 64 
nm of PVP. (b) Schematic of the morphology 
of lines obtained by dewetting, generally 
incompatible with liftoff which requires 




spike without crossing its ODT, the moving gradient of the 2D substrate hotspot can serve to both zone 
anneal the BCP from a metastable phase to the equilibrium microdomain shap separation and also align 
the microdomains (predominantly) along the write direction (or more generally along any large thermal 
gradient) even for highly curved paths. The size of the annealed line can be controlled by focusing within 
the sample. Limitations of this technique appear to be the effects of the boundary gradients, which cause 
outward canting of the edges of the patterned lines and the fact that once the polymer has formed the 
equilibrium morphology, subsequent passes do not appear to increase the order (though order may be 
increased beyond the single line limit by reaching the cylindrical morphology through multiple, lower 
temperature passes. It should be noted that for patterns where multiple passes were attempted, the power 
was not changed in between passes. Considering the ARC properties of the BCP, the temperature of 
subsequent passes is reduced. The current setup does not allow this to be simply done, so incorporation of 
an AOM (or similar) to the high power source could vastly increase the capabilities for patterning. To 
push forward FLaSk zone annealing as a common patterning process, optimization of the various process 
parameters are necessary. It should be pointed out that, even barring application of this technique to 
patterning, there is considerable novelty in the concept of incorporating solvent vapor in a DW process 
alone. This is analogous to the use of sprayed fluid coolant in conventional machining, but in a process 
that possesses nanoscale resolution. 




PS-PDMS has the benefits of being able 
to be placed into a metastable state in spin 
coating and the ease of removing the PS for 
observation; however, its strong segregation 
makes diffusion past the intermaterial 
dividing surface difficult. Weaker 
segregating BCP have been utilized for cold 




weaker segregated system still possesses the 
ability to be reordered by the directional 
thermal anneal. Another method to increase 
the mobility is to employ lower molecular 
weight or terblock polymers, which in turn 
have lower energetic barriers to reorganization. Finally, a crosslinkable
173
 or controllably removabele 
BCP could be employed to lock the highly aligned center of the FLaSk line. 
Solvent tuning 
The important role of solvent in FLaSk zone annealing is more likely be to cool the system than for 
the mobility that is added. A natural next step for improving this effect is to increase the amount of 
solvent added to the system. This was shown, at least in preliminary studies, to result in a decrease in the 
observed order and result in a central pattern of the original spherical micelles or vertically aligned 
cylinders (Figure 6-5). These results merit further investigation; though two possible mechanisms are 
expansion driven alignment as predicted for certain zone anneal configurations
176
 or directional 
evaporation induced vertical cylindrical alignment.
136
 Another strategy is to approach solvents with 
different thermal properties. For example, solvents with higher boiling point (such as PGMEA) might be 
 
Figure 6-5: Portion of a circular line written with 
increased solvent at 640 mW, 100 µm/s focused 6.5 
µm below the substrate. Spheres are observed at 
the center of the line with a lower power than used 
for other lines where spheres were observed 
(generally the high power limit of patterning) and 




expected to continue to cool the surrounding polymer to even higher temperatures and for a longer 
fraction of the annealing process. On the other hand, solvent vapor pressures above a sample in general 
are highly sensitive systems to air flow, temperature, etc. and require a high level of environmental 
control to produce reproducible results. Also, the interaction with the polymer may change from solvent 
to solvent. To move beyond solvents, solid-state evaporative (a.k.a. “sublimative”) cooling may be 
approached, such as by using thin films of amorphous small molecule compounds with low sublimation 
temperatures such as benzoic acid.
135
 In this way, the cooling can be controlled by the top film thickness, 
with the downside of adjacent and multipass lines being difficult to process as, unlike the solvent, the 
small molecule will not reabsorb into the polymer layer as it would be difficult to provide a replenishing 
vapor without continuous deposition. For isolated, single pass; however, this should make the most 
controllable and repeatable set of cooling parameters. 
Laser parameters 
The system utilized for FLaSk zone annealing of BCP, while collimated and spatially filtered, was not 
the most stable arrangement utilized in these studies as the Verdi laser utilized was being operated well 
below its full, most stable power. Beyond this and the already mentioned lack of an AOM or other 
computer controlled power modulation on the Verdi laser path, which could greatly improve the number 
of experiments possible and the rate of their execution, there are other routes to improving the optical 
parameters for FLaSk zone annealing. The most obvious example, as briefly discussed, is by changing the 
PSF of the laser excitation in such a way to create an asymmetric thermal gradient that eliminates the 
outward canting and improve the ordering along the write direction. It should be noted that to maintain 
path independent tracking, the spot manipulation would have to be implemented such that the short axis 
of the anisotropic spot was aligned parallel to the write direction, thus ensuring the same annealing 




As demonstrated, FLaSk of IL exposed CARs has shown the ability to pattern gradient-fill structures 
with controllable defects by consecutive integrated 3DDW. Through dye optimization, the smoothness of 
the 3DDW was also improved. In addition, a framework for coarse and fine-grain simulations has been 
established that could potentially lead to inverse design of large scale GRIN structures for optical 
applications. There remain considerable addition issues, particularly with thermal expansion and, more 
critically, sample shrinkage. Regardless, achieving the quality necessary for the target application of 
microphotonics will be challenging. For example, registration with the IL structures may be difficult, 
even though assisted by markers such as the surface nanoimprint fringes. Thus it is desirable to find other 
potential application areas. For example, structures with hierarchically controlled nanopillars
230
 or 3D 
porosity have been shown to initiate drop dewetting and coalescence.
231
 By utilizing FLaSk-CAP, the 
porosity (or for 2D high aspect ratio IL) could be patterned with a continuous gradient in surface energy 
leading to highly controlled 2D surface energy maps and droplet paths. 
 Thermal expansion and shrinkage reduction 6.4.1.
Thermal expansion reduction could be approached, as mentioned by incorporating a preexposure bake, 
with bakes of SU-8 up to 313 K for 1 minute not leading to crosslinking on development. Shrinkage, on 
the other hand, is a much larger issue and most likely will necessitate resist system development, 
particularly with regards to positive tone resists, such as the previously developed mass persistent systems. 
Critical point CO2 drying could also be approached as an alternative to solvent evaporation, where liquid 
CO2 infiltrates the structure and is then removed by lowering the pressure at increased temperature.
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This leads to capillary force-free drying. 
 Parameter extraction 6.4.2.
The chemical models for FLaSk-CAP have all relied on tabulated chemical parameters which can be 
sparse in terms of their availability and may or may not apply to the rather extreme kinetic descriptions 
described by FLaSk. It would be much more useful to extract the parameters directly from the FLaSk-
160 
 
CAP DW in some way. To approach this, the following derivation was done starting with the generalized 
chemical parameters and making various assumptions. The overall strategy was to simplify the 
expressions as much as possible and group coupled parameters into empirical constants. The starting 
point was to take the generalized deprotection equations discussed in 5.2.1, assume they are of first order 
and then substitute and simplify: 
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This last equation leaves four parameters, the initial acid concentration H0, the kinetic prefactor A, the 
kinetic rate constant R and one grouped exposure sensitivity constant C, whose effect depends only on 
exposure dose. In such an extraction, flood exposure could be used to make C spatially constant. The next 
step was to attempt to integrate this function to solve for the deprotected fraction M/M0. What makes this 
more complicated than the usual case is that the temperature is a function of time, so Eq. 6-4 will have to 
be solved as the definite numerical integral for each specific case. The next assumption introduced was 
that, while the peak temperature varies with time, the spatial temperature distribution remains constant 
and just goes through a temporal Gaussian weighting, which is supported by simulation (Figure 5-12). 
This form of this distribution consists of a profile increase per optical flux G(r,z) (determined from fine 
grain simulation), the exposure intensity I, the temporal width w, and optical losses to the sample φ. Also 
included is the cutoff c, which is defined as the deprotection fraction where the sample becomes 
insoluable in the developer: 
 










dt Eq. 6-5 
 


































In the last expression, G(rc,zc) is the point in the zc slice where the calculated deprotection distribution 
is widest radially (rc, zc). In this form, the top-down line width from experimental data can be utilized 
along with the flood and FLaSk exposure doses and write speed (here represented by w) to fit for 
individual and grouped parameters: C (dependent on E), R, φ (dependent on I), N (containing information 
on the cutoff, rate coefficient, and acid concentration). As two of four of these parameters depend on 
independent variables, their effect can be easily isolated, leaving only two invariant empirical constants. 
Of these, N represents the greatest loss of general information as it groups three separate resist 
parameters; however, the fact that they are grouped means that it should be possible to group them in the 
actual fine-grain chemical simulations by reframing the equations. Thus, if the assumptions made were 
valid, it should be feasible to extract the relevant materials properties for FLaSk inverse solution via 
analysis of large batches of data from flood exposures, such as shown in Figure 5-22. 
 Summary of accomplishments 6.5.
The various directions for future investigation underscore the significance of the capabilities 
demonstrated in this research. Chapter 2 introduced focused proximity field nanopatterning (FPnP), a 
novel combination of laser direct write (DW) and imprint lithography that allowed for the predefinition of 
stand-up resonators in a ~1 min imprint process that could then be communicated into the resist in sub-
second single shot exposures. To develop this process, it was further necessary to introduce the use of an 
orthogonal sacrificial layer for multiple patterning and cross-section control as an ancillary technique that 
has many potential applications. Chapters 3-5 introduced the concept of focused laser spike (FLaSk) 
annealing, the use of highly focused light to introduce rapid spikes in temperature additionally possessing 
exceedingly sharp spatial and temporal thermal gradients for DW patterning. Specifically, in Chapter 3, 
FLaSk was used to perform thermocapillary-driven dewetting of sub-diffraction limit lines (0.6-1 µm 
widths) in a polymer thin film that could be transferred to the underlying substrate without the need for a 
development step. Here the effective pattern multiplication or formation of a hierarchical structure 
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manifested in the behavior of these lines as they approached one another – entering a self-assembly 
regime of sub-100 nm feature gratings that was apparently a property of the film rather than the patterning 
parameters. In this way, rather than achieving pattern multiplication of the written lines, the revealed 
latent motif acted as a sort of exchange rate – converting many, low resolution DW steps into fewer, high 
resolution features. Chapter 4 considered the dewetting phenomenon at the pre-dewetting boundary, 
where the massive thermocapillary stresses that lead to dewetting are present within the film, yet 
insufficient to initiate complete dewetting. By replacing the unstructured homopolymer film with a highly 
segregating block copolymer (here PS-PDMS) trapped in a metastable state, this stress field can be 
utilized to initiate ordering and alignment along the write direction (indicating the importance of the 
temporal thermal gradient). The efficacy and thereby processing window of alignment was further 
expanded by the novel incorporation of solvent vapor above the patterned sample. While this complicated 
the understanding of the annealing process, it allowed for a demonstrated order up to 33° FWHM of the 
Fourier transform through a combination of mobility, evaporative cooling, and surface energy 
(“solvocapillary”) mechanisms. The limits of this alignment have certainly not yet been reached, with 
write speeds up to 1 cm/s and curvatures up to 0.20 cm
-1
 displaying write tracking. While the timescales 
of this technique leave some defects, it is currently the most rapid technique (anneal times are on the tens 
of millisecond scale) for initiating designer in-plane anisotropy and phase-connectivity on the sub-
microscale (300-3000 nm line widths), tunable by the focus of the laser. Finally, Chapter 5 realized 
FLaSk as a full 3D patterning technique, by utilizing dye-doped chemically amplified photoresist films 
containing latent 3D structures defined by phase mask interference lithography. Using this technique, 
both the positioning and fill of these 3D structures could be controlled by millisecond scale DW bake to 
define either continuous or gradient index structures, either connected or disconnected from the substrate, 
with submotifs of highly-ordered periodic or quasiperiodic submicron lattices.  These could potentially 
find applications in 3D phoXonics or other applications where there is a value to controllable porosity, 
such as wetting and catalysis. In addition, it was shown that the results of this patterning method could be 
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approached by highly parallelizable inverse solutions by using coarse-grain simulations informed by fine-
grain finite element method simulations. 
 While the patterning quality of these techniques continues to improved, they each represent a shift in 
the burden of high resolution patterning from the DW to the large area technique. For example, the 
methods of Chapters 3 and 4 utilize objectives with NA=0.4 to define sub-100 nm features, while the 
methods of Chapters 2 and 5 use 780 nm light to define structures with 100 nm components. Furthermore, 
lasers utilized for FLaSk techniques (Chapters 3-5) were continuous wave as opposed to expensive 
femtosecond pulsed lasers, and Chapter 3 even utilized commodity polymers (PS), which cost a fraction 
of the price of either the designer resists of Chapters 2 and 5 or the expertly synthesized block copolymer 
of Chapter 3. All said, these developments relax requirements on laser parameters such as stage precision, 
spot size, and stability as well as materials for a net result of highly scalable techniques that could 
potentially compete with commercial systems. Beyond this, due to integration onto a DW stage, high 
resolution DW patterning can be integrated into any of these techniques to further enhance both the 
capabilities of the hybrid technique and the scalability of the DW. Most importantly, all of these 
techniques have just begun to explore their individual parameter spaces, leaving open the possibility for 
even greater demonstrations of more rapid, higher quality patterning of functional or precursor materials 






 Testing decomposition during FLaSk 7.1.
Considering the high temperature of the 2D FLaSk process, it is natural to be concerned that 
decomposition may occur in the polymer. This is further enforced by the observed decomposition of 
PDMS at the highest exposure doses (Figure 4-5). For PS, there is previously established models for the 
decomposition paths. One of the more accurate models approximates the decomposition as a two-step 
process of transformation into oligomers and then evaporation.
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Where the kinetic parameters utilized are 
listed in Table 7-1. To test the 
decomposition during FLaSk, the mass 
loss of PS monomer was simulated for a 
high temperature (800 K) and slower (150 
ms) anneal (Figure 7-1). This simulation 
revealed that even after this anneal only 
2% of the PS would be expected to be 
removed.  
 
Figure 7-1: Simulation of 0.15 s, 800 K bake (black) 
of polystyrene. Despite the high temperature, <2% 






















 Use of positive tone resist for high resolution 3DDW 7.2.
As discussed in 5.3, the use of a positive tone CAR resist for 3D fabrication is highly attractive due to 
the beneficial shrinkage and inversion properties. To date the only reported 3D fabrication in literature is 
micron resolution 3DDW
204, 205
 and more recently (in a dissertation) IL down to a period of 760 nm.
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These studies all utilized tetrahydropyranylmethacrylate (THPMA) based positive toned resist. This was 
selected due to its low activation energy allowing for low temperature PEB and avoiding the foaming of 
volatiles that is deleterious for 3D fabrication. This comes with a drawback of room temperature reaction 
progression. Ideally, a more ubiquitous, higher energy system would be usable. To investigate this, the 
 
Figure 7-2: ESCAP resist structures. (a) Optical microscope images of several 3D structures 
made dot wise in ESCAP resist with longer bake. (b) High resolution FIB cross-section of a three 





 photoresist, which is a random copolymer of hydroxystyrene and 
tertbutylacrylate, was synthesized. This resist generally requires an unusually high (~130 ºC) PEB. It was 
found that by utilizing lower bakes still higher than the THPMA or SU-8 systems (~120 ºC) for longer 
times (3 min) could also accomplish the deprotection and led to much higher resolution structures (down 




 Shock wave mitigation by open phononic systems 7.3.
The desire to mitigate and manipulate shock waves incident on a structure is natural from the 
standpoint of protective materials, both at the macroscale for applications such as soldier protection and 
also at the microscale for device shielding. It is unsurprising for this reason that there has been a 
significant amount of research over the past few decades on the propagation of shock in composite 




) of materials on 
the mm scale impacted by either rapidly moving projectiles
237, 238
 or blast waves.
236
 While these studies 
have revealed a significant importance of interfaces and resonance behaviors in increasing shock wave 
mitigation, they have not provided an optimized design for a periodic shock wave mitigator. What we 
have attempted to do is approach this problem from the standpoint of phononics. Phononic crystals (the 
acoustic analog to photonic crystals) are metamaterials possessing periodic (or quasiperiodic) variations 
in acoustic impedance leading to unusual acoustic dispersion and the opening of forbidden propagation 
bands. Phononics have become an increasingly active area of research
239-242
 due to the potential 
applications such as acoustic cloaking or even thermal isolation.  
When a linear pulse interacts with an ideal phononic crystal, the various frequency components that it 
is made up of each are forced to travel through the metamaterials, at the group velocity particular to its k. 
Non-propagating components (frequencies in the bandgap) are therefore completely reflected. As a result, 
the pulse upon exiting is neither a pulse spatially, as various frequency components have been removed, 
(reflection) nor temporally, as portions of the energy (moving slower through the crystal) have been 
lagged behind the main front (dispersion), but rather will possess multiple high intensity peaks and long 
ringing tails. As a peak width of a pulse in real and frequency space are inversely related, the efficacy of a 
phononic crystal in interacting with an incident pulse is highly dependent on the width of that pulse. In 
essence, broad pulses will possess most of their energy near ω=0 and therefore will require very large 
period structures to have any effect while narrow pulses, with a broad frequency spectrum, will need a 
periodicity targeted such that the particular distribution of bands covers a maximal quantity of the energy 
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as higher order peaks usually display similar absolute peak widths and thus rapidly diminish in effect. As 
a result, if the goal was to best mitigate an incident linear pulse, undoubtedly, the correct solution would 
be a stack of multiple periodicities or a quasicrystalline system such as the broad spectrumed Fibonacci 
structures.
221
 These however, have not been actively approached as shock mitigation strategies. One 
possible reason is that shock waves are not linear pulses and therefore could potentially behave 
completely differently when interacting with phononic crystals, though from the prior results, it would 
seem that the resonant behavior of periodic systems does have some effect. This leaves the open question 
as to whether the best phononic structure for dissipating a linear pulse would be nearly as effective at 
dissipating a shock. The other reason it may be difficult to approach the systematic evaluation of 
phononic structures for shock is the way in which shocks are induced and measured. For example, the 
impactor method due to its dynamic complexity, does not produce a non-linear pulse analog in terms of 
sharpness of the induced wave. Waves induced by triggering exterior explosions outside of multilayered 
composites also possess the difficulty of front-face reflection of the wave and thus diminished signal. It is 
for this reason that we approached shock of open 2D structures as a method to utilize low-reflection unit 
layers to systematically study.  
 Simulations of linear pulse interaction  7.3.1.
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To generate a frame of comparison for 
the shock mitigation, FEM modeling of the 
interactions of a linear pulse with a model 
phononic system of blocks was performed. 
The unit cell (lattice parameter, a) of this 
structure was a line of infinitely tall close-
packed, square cross-sectioned a/3 by a/3 
blocks with each third block removed to 
generate a permeable wall. These blocks 
were treated as perfectly hard with 
impedance Z=∞, which is a reasonable 
assumption for solid-liquid interactions 
where the impedance mismatch is high and 
therefore most of the amplitude will travel 
in the liquid phase. To capture the possible 
behaviors, a system of four repeats was setup and two unitless parameters (dr and dt) were varied: the 
spacing between layers (b=a·dr) and the temporal width of the peak (σ=a/(cL·dt), where cL is the speed of 
sound in the medium). For each value of the parameters considered, both the total amplitude transmission 
 
Figure 7-3: Plots of transmission (T, bottom) and 
dispersion (D, top) for a four layer phononic barrier 
for different linear pulse (dt, related to pulse width) 
and structural (dr, related to layer-to-layer spacing). 
It can be seen that there is a trough of minimal 
transmission (1) and dispersion (2), that are close 
but not coincident.  
171 
 
and the broadening (the standard deviation in 
time over which the amplitude is experienced 
normalized by the original width) are plotted in 
Figure 7-3. In the transmission plot there is a 
definite region of highest efficiency represented 
by a trough that occurs at dr=0.55 and dt>5. 
This maximal reflection coincides with a 
minimal dispersion trough, though dispersion 
also trends upward with shorter pulses. It can 
be seen, however, that there is a region of high 
dispersion near as the layer spacing increases 
with the expected highest dispersion/reflectivity 
pairing occurring around dr=0.55 and dt=17. 
While systematic study of shock on these open 
structures remains for future work, some 
preliminary experiments using 3DDW 
structures with incident single laser pulse 
induced shocks within a fluid medium have 
been conducted Figure 7-4. The results have shown that it is possible to obtain high reflection and 
dispersion from these mostly open structures.  
  
 
Figure 7-4: Optical snapshot of laser shock 
experiment on a six layer 3DDW open phononic 
structure with the shock source and front along 
with the reflections labeled. The shock front 
contrast comes from a densification of the fluid 
due to the nonlinear wave. It can be seen that the 
portion of the shock that passes through the 
structure is greatly dispersed leaving almost 




 Dye bleaching for parity time symmetric structures 7.4.
In most cases, measurements (in the quantum sense) of observable quantities can be related to 
decomposing the system being measured into the eigenbasis of some Hermetian operator weighted by its 
eigenvalues. By virtue of the Hermetianess, the results are real valued. There are clear common 
exceptions to this, for example, gain or loss media. In these exceptions, materials have the potential to 
break time reversal symmetry – in essence, a low level of light put backwards through a lossy system will 
not come out as a bright source on the other side. Parity time (PT-)symmetric materials are a slightly 
more complex exception to this rule wherein non-Hermitian operators possess real eigenvalues. In this 
case, counter-intuitive behaviors can occur, such as, in the case of light, one way mirroring.
243, 244
 The 
most striking version of this effect occurs in systems consisting of refractive index variations with real 
and imaginary (gain and loss) oscillation offset by a half-phase from one another. This effect has been 
predicted to display broadband perfect reflector/transmitter behavior when the amplitude of the real and 
imaginary variation are matched.
245
 This has been demonstrated for a quasi-0D fiber coupled system
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and, more recently, an analogous behavior for a lossy-only system has also been shown.
247
 In this latter 
demonstration, while asymmetric, the overall performance was rather low and the fabrication method was 
very involved; therefore, there remains an opportunity for a paradigm development to make large PT 
responses a reality. Here, polymeric systems, with their flexible positioning, ease of doping, and 
compatibility with scalable fabrication techniques possess great potential as possible PT patterning media. 
As the effect may be demonstrated by only adjusting the imaginary component of the dielectric constant, 
gain dye doping and subsequent bleaching is one viable strategy.  
There are numerous examples of laser dyes that provide robust, stable fluorescence to enable gain 
media. One of the key properties of these dyes are that they possess low photobleaching to allow for long 
device lifetime; however, as discussed in 5.3, many of these dyes are susceptible to chemical bleaching 
such as through reactions with acid. In the exploration of dye materials for FLaSk-CAP, several acid 
bleachable dyes have been identified (e.g. malachites, cyanines). This allows for a simple translation into 
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a photopatterning process by use of PAGs. As previously discussed, unlike the case with photoresist, the 
reactions with the dyes are not photocatalytic and consume the photoacid. This is a critically important 
feature for the design of a patterning process as the photoactivated spot will not continue to spread 
indefinitely with time and can remain high resolution. Further, by utilizing a DUV PAG, only exposure to 
short wave UV or very high intensity MPL will lead to the activation of the PAGs, which means that 
devices patterned in this way should be stable under room light or even intense gain pump exposure. One 
dye that has been identified as a particularly strong candidate for PT-symmetric patterning is Nile Red (9-
diethylamino-5-benzo[α]phenoxazinone, Figure 7-5), which not only is susceptible to acid bleaching with 
complete fluorescence suppression, but also undergoes a shift in absorption spectrum upon bleaching. 
While not a unique behavior, Nile Red’s shift places the absorption in the same region as the unbleached 
dye’s emission (peak ~640 nm). This is significant for PT-symmetric materials as this one material can 
satisfy both the gain and loss requirement for the spatially varying complex index with a single patterning 
step (though bleachable-dye/absorbing-dye or bleachable-dye/Qdot systems would be not significantly 
more complex).  
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 Given this (or an analogous) material dispersed homogeneously within a polymer matrix, 3DDW 
can be utilized to introduce a PT-symmetry prepattern (lacking a pumped system). This has already been 
applied to create PT-symmetry within a polystyrene-Nile Red- Triphenylsulfonium triflate (90-5-5) 
system. Figure 7-5b shows a fluorescent microscope image one of a series of PT-symmetric line arrays 
patterned by DLW within the film. In this image, the dark contrast comes from the non-fluorescing (in 
fact absorbing), patterned regions. It is important to note that the image was conducted by UV excitation 
and no further evolution of the pattern was observed, indicating the stability of the system by not only the 
requirement for DUV but also the extremely low diffusivity of any generated acids within the glassy 
 
Figure 7-5: (a) UV-vis spectra displaying photoacid bleaching of Nile Red dye inside a 
polystyrene thin film containing a photoacid generator. Before exposure (blue trace) the dye’s 
peak absorption is ~530 nm while its emission (not shown) peaks at ~640 nm. Upon exposure to a 
broadband short wavelength source, the emission is visibly observed to quench and the 
absorption redshifts and broadens (red trace). (b) Fluorescence microscopy of a periodic 
bleaching pattern written into the polystyrene film by DW. This image shows a PT-symmetric 
pattern made of 800 nm period lines arrays (illustrated by white lines). Dark contrast represents 
an acid bleached region from DLW exposure that does not fluoresce under the UV excitation. 
Each pattern in the larger set is written with a different intensity leading to various line widths. 
Also shown in inset is the NSOM AFM image of pattern fluorescence under green excitation 
where the dark contrast indicates bleached dye, revealing 400 nm features. Axes in microns. 
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polymer matrix at room temperature. Though non-optimized in terms of acid:dye ratio, this system would 
likely demonstrate PT-symmetry in the red with appropriate green pump intensity. 
While a valuable demonstration of patterning capability, significant analysis development will be 
necessary in order to both observe higher resolution lattices (approaching the wavelength commensurate 
periodicity necessary for the greatest PT effects). To accomplish this, near-field scanning optical 
microscopy (NSOM) integrated AFM was utilized. In this technique, an AFM probe consisting of a 
hollow core optical fiber is used to scan the surface of a photoactive material and capture the near-field 
transmission or emission, thus enabling near AFM-scale resolution of optical phenomena.  Figure 7-5c 
shows an array of Nile Red lines measured in transmission with NSOM. Here the contrast is switched, 
with the bright regions indicating bleached (less absorbing) polymer. What can be seen in these images is 
that the subwavelength resolution unique to nonlinear 3DDW is still possible in this acid-bleach writing 
mechanism, with observed resolution <400 nm. 
While the PT effect has not yet been measured in this system, this is a matter of designing the 





 List of Abbreviations 7.5.
(F)PnP (Focused) proximity-field nanopatterning 
(MB/PM)IL Multibeam/phasemask interference lithography 
(N)Pc (Na)phthalocyanine 
(NS)OM Near-field scanning optical microscopy 
AOM Acousto-optic modulator 
BCP Block copolymer 
CA(P/R) Chemically amplified (photo)resist 
DW Direct write 
e-beam Electron beam 
EM Electromagnetic 
FEM Finite element method 
FIB Focused ion beam 
FLaSk Focused laser spike 
GRIN Gradient index 
HMDS Hexamethyldisilazane  
IPA Isopropyl alcohol 
LER Line edge roughness 
LID Laser induced damage 
LSA Laser spike anneal 
MPL Multiphoton lithography 
NA Numerical aperture 
ND Neutral density 
ODT Order-disorder transition 
PAG Photoacid generator 
PDMS Polydimethylsiloxane 
PEB  Post-exposure bake 
PGMEA Proplyene glycol monomethyl ether acetate 
PMAA Polymethylacrylic acid 
PS Polystyrene 
PSF Point spread function 
PT Parity time 
PVP Polyvinyl pyrrilodone 
SEM Scanning electron microscope 
SL Sacrificial layer 
SRR Split-ring resonator 
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