Spectral properties of a differential system  by Behncke, Horst & Fischer, Andreas
Journal of Computational and Applied Mathematics 148 (2002) 267–285
www.elsevier.com/locate/cam
Spectral properties of a di%erential system
Horst Behncke ∗, Andreas Fischer
Fachbereich Mathematik=Informatik, Universitat Osnabruck, Osnabruck D-49069 Germany
Received 10 October 2001; received in revised form 11 February 2002
Abstract
The spectrum of the di%erential operators associated with the di%erential system
u′ =
(
r D
D p
)
u; Dy =−y′′ + qy on L2([0;∞))
is determined. For this the coe4cients are assumed to satisfy rather general properties which combine smooth-
ness and decay. With this the asymptotics of the eigenfunctions can be determined. This in turn leads to
properties of the spectra with the aid of the M -matrix.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A matrix operator of the type
Tu=
(
p D
D∗ r
)
u (1)
with D a di%erential operator, may be called an abstract Dirac operator, because the Dirac operators
of mathematical physics can be cast into that form. Here, we shall analyze such transformations,
when D itself is a formally symmetric ordinary di%erential operator of second order, even though
this operator does not appear in physical problems. By a Liouville–Kummer transformation D may
be brought into standard form
D=−D2 + q; D = d
dx
:
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The spectral analysis of such operators onL2([0;∞))⊗C2 is the aim of this paper. Such operators on
a @nite interval have been studied previously in [3,4] and for an in@nite interval their de@ciency index
has been determined in [5,6] for a rather restricted class of coe4cients. Such block operator matrices
have also been studied in [10]. Their main interest, however, lies in the construction of spectrally
invariant subspaces corresponding to the left and right half-plane. Here, we are mainly concerned with
the absolutely continuous spectrum, the absence of singular continuous spectrum and to a lesser extent
with the essential spectrum and de@ciency index. All results in this direction are new. We will allow
rather general coe4cients, though a few restrictions will have to be made with respect to smoothness
and decay or growth, respectively. These conditions allow us to determine the asymptotics of the
eigenfunctions and to compute the M -matrix of the corresponding @rst-order Hamiltonian system
approximately. Since the M -matrix is the Borel transform of the spectral measure, properties of this
measure can be deduced from lim→0+ ImM (+i). The mild regularity of the coe4cients p, q and
r has the consequence that singular continuous spectrum is absent and that eigenvalues embedded
in the continuous spectrum may not accumulate. This analysis follows closely the development of
the classical theory of Sturm–Liouville or Dirac operators.
This paper is divided into @ve sections: In Section 2 the basics of asymptotic integration, as far as
we need it here, are summarized. Asymptotic integration is mainly based on transformations of the
system into simpler forms. The main result in Section 3 states that operators with almost constant
coe4cients have the same absolutely continuous spectrum as the limiting constant coe4cient operator.
−D2 + q has a compact resolvent if q(x) → ∞ as x → ∞. The extent to which this holds in our
situation is studied in Section 4. Sturm–Liouville operators with q(x) → −∞ tend to have R as
their spectrum. In many situations this will still be valid. Details for this are presented in Section 5.
Even though the coe4cients will have to be restricted further, a wide variety of spectral behavior
is encountered.
The notation of this paper is standard. In most cases, T will denote the minimal operator associated
to the concretely given di%erential expression (1). H will stand for one of its self-adjoint extensions.
Throughout D(T ) will denote the domain of the operator T . Its spectrum will be denoted by (T )
and we distinguish the essential spectrum ess(T ), the absolutely continuous spectrum ac(T ), the
singular continuous spectrum sc(T ) and the discrete spectrum d(T ). Similarly, we will denote
the spectral measure by  and its respective parts by ac, sc or d. Whenever expressions with
derivatives appear, we will assume that these exist as locally integrable functions.
2. Transformations
The eigenvalue equation corresponding to (1) will be written in the form
1
w
(
p D
D r
)(
y1
y2
)
= z
(
y1
y2
)
with Dy =−(p1y′)′ + qy (2)
and z ∈C. This formal matrix di%erential operator is supposed to act on L2([0;∞); w)⊗C2 where
the scalar product is determined with respect to the weight function w. The functions p, q, r, p1 are
assumed to be real and locally integrable on [0;∞). p1, w will be positive and di%erentiable even.
To this operator one can associate the minimal and maximal operator T and T ∗, respectively. T is
symmetric and formally real. Thus, it has equal de@ciency indices. Since T is assumed to be regular
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at 0, the indices can be 2, 3 or 4. Its self-adjoint extensions will be denoted by H or H if reference
is made to a particular boundary condition . It should be noted that the absolutely continuous or
essential spectrum is independent of the boundary condition. So in most cases  will be deleted. The
spectrum of H is the object of this study. It is advantageous to rewrite (2) as a @rst-order system
u′ =


0 0 0 p−11
0 0 p−11 0
p− w q 0 0
q r − w 0 0

 u= Au; u= (y1; y2; p1y
′
2; p1y
′
1)
t : (3)
This is actually a Hamiltonian system [8,9], because with
J=
(
02 −12
12 02
)
it can be written in the form
Ju′ =


w


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

+


−p −q 0 0
−q −r 0 0
0 0 0 p−11
0 0 p−11 0




u= (A1 + B)u: (4)
The original di%erential operator equation and spectral theory can be recast equivalently in the
Hamiltonian systems formulation on L2([0;∞))⊗ C4 where the scalar product is given by
〈f; g〉=
∫ ∞
0
w(x)[g1 Kf1 + Kf2g2](x) dx:
The action of the di%erential operator is then described by the formal di%erential expression
Lu := diag(1; 1; 0; 0)
1
w
[Ju′ − Bu]:
The advantage with this Hamiltonian systems form lies with the fact that it leads naturally to the
M -matrix [8,9]. This M -matrix is the Borel-transform of the spectral measure of H , which can thus
be obtained from lim→0+M (+ i) =M (+). This theory is presented in detail in [8,9].
The operator (1=w)D can be simpli@ed by means of a Liouville–Kummer transformation. The
extension to this situation leads to u= F(x)z(t) with t = f(x), = f′¿ 0 and
F(x) =


 0 0 0
0  0 0
0 k −1 0
k 0 0 −1

 :
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Then (3) becomes
dz
dt
= −1[− F−1F ′ + F−1AFu]z(t):
With = (wp−11 )
1=2, = (p1w)1=4 and k = ′p1. The system simpli@es to (1) with new coe4cients
w−1p, w−1r and 1 as new w and p1 = 1. The transformed q is
qtr =
q
w
+
1
4
(p1w−3)1=4
[
(p1w−3)1=4
(
p′1
p1
+
w′
w
)]′
:
This transformation requires p1 and w to be di%erentiable. Even though it is possible to avoid these
assumptions up to a point, we will refrain from this. Since the Liouville–Kummer transformation is
even unitary, we will thus assume p1 = w = 1 henceforth.
Asymptotic integration in as much as it relies on Levinson’s theorem has been described in great
detail in [7]. In this approach, an equation like (3) is transformed repeatedly until it is in Levinson’s
form
w′ = (∧(t) + R(t))w with ∧=diag(1; : : : ; n):
If the diagonal matrix ∧ satis@es the dichotomy condition and if R is su4ciently small, i.e., integrable,
the solutions of this system behave almost like the solutions of the unperturbed system w′ = ∧w.
The simplest form of the dichotomy condition, which su4ces for us is Re(i(t) − j(t)) is of a
constant sign modulo L1([0;∞)) [7]. Thus, R is irrelevant for the asymptotics. Such negligible terms
will therefore be called Levinson terms. This is merely a shorthand notation, because these terms
depend on the transformations employed. They will generically be denoted by R. Transformations
commonly used in asymptotic integration are the (1 + Q)-transformation and diagonalization. The
(1+Q)-transformation is usually employed to eliminate conditionally integrable or nonresonant terms.
Since diagonalization strives to transform the equations into a diagonal system, it is restricted to the
smooth, i.e., di%erentiable parts of the matrix. The appearance of Levinson terms makes it desirable
to decompose a general system u′ =Au as
u′ = (A1 +A2 +AL +Ac)u: (5)
Here, A1 (A2) is assumed to be twice (once) di%erentiable. AL is the Levinson part, i.e., the part
which is ultimately irrelevant. Ac will consist of conditionally integrable coe4cients. A1 +A2 =
As will be called the smooth part. This decomposition is and need not be unique. System (3),
respectively, (5) will now be transformed three times in order to bring it into Levinson form. The
@rst transformation, the (1 + Q)-transform, disposes of the conditionally integrable terms. The next
two transformations will diagonalize the system. Both types of transformations are standard in the
theory of asymptotic integration and are used extensively in [7]. Since we follow this type of pattern
for most of our results, we only give a rough outline here. We begin with the (1+Q)-transformation
and de@ne
Q(x) =
∫ x
∞
Ac(t) dt and u1 = (1 + Q)−1u:
Then u′1 = (A1 +A2 +BL)u1 provided (1 +Q) is invertible and Q(A1 +A2 +AL), (A1 +A2 +
AL)Q; : : : are Levinson terms. BL is then the new Levinson term. Let T be a diagonalizing matrix
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for the smooth part, i.e., T−1AsT = diag(1; : : : ; 4). Then u1 = Tv yields [6,7]
v′ = (diag i − T−1T ′ + T−1BLT )v:
This diagonalization requires, in general, that all eigenvalues of As are distinct. Since T has the
eigenvectors of As as columns, this diagonalizing transformation can only be based on the smooth
part of A. In order for this transformation to be useful T−1T ′ has to be small. Thus, the matrix
elements of As =A1 +A2 may not oscillate too much. Since T is made up of eigenvectors of
As, we can write T = T (As) and T−1T ′ will involve derivatives of As =A1 +A2. We will then
assume that all terms of T−1T ′, which involve A′2 should be Levinson terms. In other words T−1T ′
can be decomposed into a smooth and Levinson part
T−1T ′ = (T−1T ′)s + (T−1T )L:
To the smooth part of
v′ = (diag i + (T−1T ′)s + R)v
we can apply another diagonalizing transformation of the form (1+B), if (T−1T ′)s is small compared
to diag(i). We de@ne
Bij := − (T−1T ′)s ij(i − j)−1; i 
= j; Bii = 0:
For this one needs Bij(x) → 0 as x → ∞. This second diagonalization yields the Levinson form if
B′ and B(T−1T ′)s are Levinson terms. In principle, this procedure could be repeated, however, the
expressions become increasingly complicated. Thus, we shall only employ one (1+Q)-transformation
and two diagonalizations.
There is a useful variant of Levinson’s Theorem, the Hartman Wintner Theorem [7]. It states that
the conclusion of Levinson’s Theorem for v′=(∧+R)v remains valid if |Re(i−j)|¿ %¿ 0, %¿ 0
and Rij ∈Lp, 16p¡∞. Assume all eigenvalues of As satisfy
|Re(i(t)− j(t))|¿ %f(t); %¿ 0; f(t)¿ 0;
then
dv
dt
= (∧+ R)(t)v and x(t) =
∫ t
a
f(s) ds
yield
dv
dx
= f−1(∧+ R)v:
To this system we can apply the Hartman Wintner Theorem. Transforming back one sees that
Rf−1+1=p ∈Lp su4ces for the conclusion of Levinsons Theorem. This of course is most useful for
f(x)→∞ as x →∞.
When one applies asymptotic integration to spectral problems, all calculations have to be performed
uniformly in z, the spectral parameter. Usually, z will belong to a set K of the form K = K%(0) =
{z | Im z¿ 0, |z − 0|6 %}. The uniform Levinson Theorem relevant for us has been derived in
[2]. It usually requires the restriction to an asymptotic regime [a;∞) so that for u′ = A(x; z)u
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all eigenvalues i(x; z) of As satisfy:
(1) All i(x; z) are distinct for x¿ a, z ∈K .
(2) Rei(x; z) is of a @xed sign in [a;∞)× K .
(3) sign Re(i(x; z)− j(x; z)) is constant in [a;∞)× K .
In (2) and (3) above it su4ces that the sign condition holds modulo L1 [2]. We will call this
a weak sign condition henceforth. For details the reader is referred to [2]. If these conditions are
satis@ed the solutions of (2) or (3) can be written as [2]
ui(x; z) = vi(x; z)(1 + ri(x; z)) exp
∫ x
a
i(t; z) dt:
Here, vi(x; z) is the ith column vector of T . Thus, it is an eigenvector of A(x; z) for i = i(x; z),
while ‖ri(x; z)‖ → 0 as x →∞ uniformly for z ∈K . In general, it is now easy to read o% the square
integrability of the solutions from this representation, because in most cases the exponential term is
dominant. In some cases, with “unusual” de@ciency index, the @rst factor may be important. Even
though the above representation looks rather pleasing, the proper choice of the vi is not as easy
as it seems, because the vi have to be chosen collectively via a proper choice of the diagonalizing
transformation T . Using the above representation for the square integrable solutions, the M -matrix
can be determined as in [11] for Dirichlet boundary conditions. Since the eigenfunctions depend
continuously on z, this will hold for M likewise. Thus, as a rule,
M (+) = lim
→0+M (+ i)
exists and is continuous, with the exception of isolated eigenvalues. The density of the absolutely
continuous spectrum is then (1=*)ImM (+). Another result of [11] then states: The multiplicity
of the absolutely continuous spectrum is less than 2 − r, where r is the number of independent
z-uniformly square integrable solutions, z ∈K . For general system of dimension 2n this formula
becomes n− r.
Actually, we always have equality in all our cases. However, the precise conditions for this are
still open. A further result from [11] @nally allows the extension of all these statements from the
asymptotic regime [a;∞) to [0;∞). These steps will be described in more detail in the next sections.
Another application of this procedure can be found in [1,12].
System (1) has some symmetries which reduce the number of cases. In an obvious notation they
are
(H (p; r; q)) = (H (r; p; q))
and
(H (p; r; q)) =−(H (−p;−r; q)):
This also holds for all parts of the spectrum, because these symmetries are induced by unitary
transformations.
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3. Almost constant coecients
3.1. Operators with constant coe6cients
It is natural to begin the study of operators with almost constant coe4cients with the inves-
tigation of constant coe4cient operators. Somewhat more generally let us consider the matrix
operator
T =
(
p A
A∗ r
)
on H⊕H; (6)
where A; A∗ are closed unbounded operators with dense domains D(A) and D(A∗) in the Hilbert
space H ⊕H and where p and r are constant. If A has an index 0, it has a polar decomposition
A = |A|U with U unitary. This is turn shows that T is unitarily equivalent to the operator matrix
T , where A is replaced by |A|. The spectral representation for |A| @nally shows that T is unitarily
equivalent to an operator multiplication by
M =
(
p x
x r
)
on L2([0;∞); d)⊗ C2:
The various parts ac, sc and d of the spectral measure of |A| determine the spectral properties of
T . The eigenvalues of M are
±(x) = (p+ r)=2± 12 [4x2 + (p− r)2]1=2:
Thus, T will be unbounded above and below, if |A| is unbounded. If the + branch of the eigenvalues
intersects the − branch -nontrivially, multiplicity two spectra may arise, even if |A| is simple. These
considerations apply directly to our situation with A=D, Dy =−y′′ + qy.
Lemma 1. The spectrum of the constant coe6cient operator T (6) with Dy=−y′′+qy is absolutely
continuous with the exception of at most 9nitely many eigenvalues. These are absent in the case of
Dirichlet or von Neumann boundary conditions on D. The spectrum is symmetric around (p+ r)=2
and in the symmetric case 06p=−r one has
q¿ 0: ac(H) = (−∞;−(p2 + q2)1=2] ∪ [(p2 + q2)1=2;∞) multiplicity 1;
q¡ 0: ac(H) = (−∞;−(p2 + q2)1=2] ∪ [(p2 + q2)1=2;∞) multiplicity 1
∪[− (p2 + q2)1=2;−p] ∪ [p; (p2 + q2)1=2] multiplicity 2:
For the proof one uses the fact that the eigenvectors are analytic functions of the spectral parameter.
There can at most be two bound states in the spectral gap. Since D may lead to negative bound
states, even for q¿ 0, there may also be eigenvalues embedded in the continuous spectrum. But we
conjecture that there can at most be two such embedded bound states.
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3.2. Almost constant coe6cient operators
For more general oscillatory q or sparse potential q spectral properties which are known for
SchrPodinger operators can be reproduced. Now assume that p; q; r admit a decomposition
f = f0 + f1 + f2 + fL + fc with f0 constant;
f1(x); f2(x); f′1(x)→ 0; f
′2
1 ; f
′′
1 ; f
′
2; fL; f˜c ∈L1 where f˜c(x) =
∫ x
∞
fc(t) dt: (7)
Our @rst main result states that operators T with almost constant coe4cients lead to self-adjoint
extensions H , which have the same absolutely continuous spectrum as the constant coe4cient limiting
operator.
Theorem 1. Consider system (3) where p1 = 1 and where the coe6cients satisfy (7). Then the
de9ciency index of the minimal operator T is 2. For any self-adjoint extension sc(H) = / and
the absolutely continuous spectrum is that of the limiting constant coe6cient operator; whose
coe6cient are p0; q0 and r0.
In the proof we proceed as outlined above. For this rather simple case we will be rather explicit.
Proof. (a) Since we are dealing here with the almost constant coe4cient case; we will also assume
p0 + r0 = 0 in order to simplify the discussion. This only corresponds to a shift in the spectrum and
does not restrict the generality.
In a @rst step we will eliminate the conditionally integrable terms in (3) by a (1+Q)-transformation.
If (3) is written in the form
u′ = (A0 +A1 +A2 +AL +Ac)u
based on decomposition (7),
Q =
∫ x
∞
Ac(t) dt and u1 = (1 + Q)−1u
leads to
u1 = (A0 +A1 +A2 + R)u1:
The (1 + Q)-transformation is well de@ned on [a;∞) if p˜c, q˜c and r˜c are su4ciently small there.
Since R is a Levinson term—here this means integrable terms, we can now concentrate on the
smooth part.
(b) The eigenvalues of the smooth part (A0 +A1 +A2) (x; z) are [6]
1(x; z) = [q+ ((p− z)(r − z))1=2]1=2;
3(x; z) = [q− ((p− z)(r − z))1=2]1=2; 2 =−1; 4 =−3:
(8)
For real z= the i, i=1; : : : ; 4, are solutions of a biquadratic equation. Thus, they are generally of the
form 1, K1, −1 and − K1. This will be used repeatedly in Sections 4 and 5. By assumption ps(x)→
p0, qs(x)→ q0 and rs(x)→ r0. Thus, in this case the eigenvalues converge to the eigenvalues of the
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limiting constant coe4cient matrix. Thus, if 20 
=p20, p20 +q20, if the left-hand endpoint is su4ciently
large and %¿ 0 su4ciently small, all eigenvalues of As(x; z)=(A0+A1+A2)(x; z) will be distinct
and analytic in 0−z. In the remainder, we will always assume that a and % are chosen appropriately
without even mentioning it explicitly any more.
(c) Since p + r → 0 as x → ∞, the eigenvalue equation is almost an even function of , so
that we may choose 0¿ 0. Expanding  with respect to i for z =  + i shows that the uniform
dichotomy holds. The diagonalizing transformation T0 = T0(x; z) is given in [6] by
T0 =


rz rz rz rz
pz pz −pz −pz
1pz 2pz −3pz −4pz
1rz 2rz 3rz 4rz

 ;
rz = (r − z)1=2;
pz = (p− z)1=2:
Its columns are the eigenvectors of As(x; z). However, it is advantageous to choose the @rst diago-
nalizing transformation as
T = T0 diag(’i) with ’1=2 = [1pzrz]−1=2; ’3=4 = [3pzrz]−1=2: (9)
The advantage of this modi@ed transformation is the fact that the diagonal elements of T−1T ′ vanish.
This avoids a further check of the dichotomy condition, because v= T−1u1 leads to
v′ = (∧ − T−1T ′ + T−1RT )v with ∧=diag(1; 2; 3; 4) (10)
and
T−1T ′ =


0   %
 0 % 
 −% 0 1
−%  1 0

 ; (11)
=− 12 ′1=1; = 14(1 + 3=1)(r′z=rz − p′z=pz)1=21 −1=23 ;
1 =− 12 ′3=3; %= 14(1 + 3=1)(r′z=rz − p′z=pz)1=23 −1=21 :
(d) The diagonalizing procedure will now be iterated for the smooth part of ∧ − T−1T ′. Since
the diagonal part of T−1T ′ vanishes, we de@ne for i 
= j
Bij :=− ((T−1T ′)smooth)ij(i − j)−1: (12)
The e%ect of the diagonalizing transformation on the Levinson and conditionally integrable terms up
to a @xed constant amounts to
Rij = pL
−1=2
i 
1=2
j
(
r − z
p− z
)1=2
; rL
−1=2
i 
1=2
j
(
p− z
r − z
)1=2
; qL
−1=2
i 
−1=2
j ;
Rij = p˜c
(
r − z
p− z
)1=2
±1=2i 
∓1=2
j ; r˜c
(
p− z
r − z
)1=2
±1=2i 
∓1=2
j ; q˜c
±1=2
i 
∓1=2
j ;
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where p˜c, q˜c and r˜c are as de@ned above p˜c(x) =
∫∞
x pc(t) dt, q˜c(x) =
∫∞
x qc(t) dt, and r˜c(x) =∫∞
x rc(t) dt.
By our general philosophy, these terms should be integrable. If all coe4cients are bounded, this
simpli@es to pL; rL; qL; p˜c; r˜c; q˜c ∈L1.
(e) Then, because of (7), v1 = (1+B)−1v, satis@es an equation in Levinson form. Reversing these
transformations yields the approximate solution
uj(x; z) = (vj’j + rj)(x; z) exp
(∫ x
a
j(t; z) dt
)
: (13)
Here vj is the jth column vector of T0 and rj(x; z)→ 0 uniformly for z ∈K . This shows
‖uj‖2 =
∫ ∞
a
([∣∣∣∣ rzpz
∣∣∣∣+
∣∣∣∣pzrz
∣∣∣∣
]
|j|−1 exp 2Re
∫ x
a
j(t; z) dt
)
dx: (14)
(f) If the coe4cients are bounded uj is thus square integrable i% Rej ¡ 0. Hence, the de@-
ciency index is 2. The square integrable solutions in this case are u2 and u3. The M -matrix for the
Hamiltonian on [a;∞] with Dirichlet boundary conditions at the left-hand endpoint a satis@es [11]
(u2; u3)(a; z)L= Y (a; z)
(
1
M
)
:
Here, L is an as yet undetermined two-by-two matrix and Y (a; z) denotes the fundamental matrix of
our system. Solving for M gives
M (z) =
(
p2z =(2 + 3) (
2
3 − q)=(3 − 2)
(23 − q)=(3 − 2) r2z =(2 + 3)
)
(1 +M1(a; z))
=M0(z)(1 +M1(a; z)): (15)
The matrix M1 arises from the rest term rj and M1(x; z) → 0 for x → ∞ uniformly for z ∈K . It
should be noted that great care has to be taken with the arguments of all roots.
(g) At this point one has to choose a particular spectral regime. The simplest case is 0¿ (p20 +
q20)
1=2. The fact that the rank of ImM0(z) of the leading part M0(z) is one, indicates that the spectral
multiplicity is likewise one in this case. However, because of the perturbing term M1, we have to
invoke [11, Theorems 5.1 and 6.3], to obtain this result. In order to show the absence of singular
continuous spectrum and in order to extend the results to the interval [0;∞] use now [11, Theorem
6.1]. The other spectral regions are handled similarly. So @nally Theorem 1 is shown.
3.3. An extension
These results can be extended partly to the situation where the coe4cients p; q and r are bounded
but satisfy the conditions of asymptotic integration because the convergence condition was hardly
used. Thus, we assume a decomposition p=p1+p2+pL+pc, q=q1+q2+qL+qc and r=r1+r2+rL+rc
as above with conditions almost as in (7)
p′′1 ; p
′2
1 ; q
′′
1 ; q
′2
1 ; r
′′
1 ; r
′2
1 ; p
′
2; q
′
2; r
′
2; p˜c; q˜c; r˜c; pL; qL; rL ∈L1: (16)
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We may also assume
p2; q2; r2 → 0 for x →∞: (17)
Since p′2 is integrable p2(x) converges as x →∞ to a constant. Shift this constant to p1. Similarly,
handle the other coe4cients. Now let
c− = lim 12(ps + rs)(x)−
(
1
4 (ps − rs)2 + q2s
)1=2
(x);
c+ = Klim 12(ps + rs)(x) +
(
1
4 (ps − rs)2 + q2s
)1=2
(x); (18)
d− = Klim 12(ps + rs)(x)−
(
1
4 (ps − rs)2 + q2s
)1=2
(x);
d+ = lim 12(ps + rs)(x) +
(
1
4 (ps − rs)2 + q2s
)1=2
(x):
Then we get with the same methods as above:
Theorem 2. Consider system (3); where the coe6cients satisfy (16). Then the de9ciency index of
T is 2. Let S = (−∞; c−) ∪ (c+;∞) then sc(H) ∩ S = ∅; S ⊂ ac(H) and the spectrum is of
multiplicity 1 there. Eigenvalues may not accumulate in S.
Proof. The proofs follows the lines of the proof of Theorem 1. Since the square integrable solutions
are uniformly square integrable in K; they depend analytically on z. Hence; eigenvalues may not
accumulate in S.
The following example shows that the coe4cients have to oscillate slowly in order to avoid gaps in
the absolutely continuous spectrum.
Example 1. Let q be a smooth periodic nonnegative function. Then operator (2) with −r=p=1 has
gaps in its spectrum i% −D2 + q has gaps in its spectrum as the spectral mapping theorem shows.
The following result also shows how important the slow oscillation condition of the coe4cients is.
Theorem 3. Let p; q and r be as above with (16) and (18). Then
ess(H) = (−∞; d−] ∪ [d+;∞):
Proof. (a) One can show by form methods that absolutely integrable and conditionally integrable
terms; in the sense of (16); de@ne relatively compact perturbations of the operator −d2=dx2. Hence;
the terms pL; pc; : : : de@ne relatively compact perturbations of H . Thus; we may assume pL; pc; : : :=0.
Since also p2; q2; r2 → 0; simple perturbation theory or the decomposition method shows that the
essential spectrum is not a%ected by these terms. Thus; we may assume p= p1; q= q1 and r = r1.
(b) Since p′′; p′2 ∈L1 one gets p′(x) → 0 for x → ∞, and p is slowly oscillating. Similar
statements hold for q and r. Thus, there are increasingly longer intervals I , where p; q and r
are almost constant and where 12(p + r) + (
1
4(p − r)2 + q2) takes on values close to d+. Now
let ¿d+. Replace p; q and r on these intervals by appropriate constant p0; q0 and r0 so that
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1
2 (p0 + r0) + (
1
4(p0 − r0)2 + q20)1=2¡. This can be done for far out intervals. By Lemma 1 the
corresponding constant coe4cient operator H0 has a  eigenfunction. By smooth truncation this
becomes a -approximate eigenfunction for H . In this way, one can construct a -Weyl sequence
for H . Thus ∈ ess(H).
(c) The converse is shown by reversing the above argument. Thus, let d−¡0¡d+ if d−¡d+
and let (un) a normalized -approximate eigensequence with disjoint supports. Let xn be an increasing
sequence of numbers such that p; q; r and d±(x) = 12(p + r)(x)± ( 14 (p − r)2 + q2)(x) vary by less
than 1=n on intervals I of length n with I ⊂ [xn;∞). We may assume supp un ⊂ [xn;∞) with
‖(H − )un‖¡ 1=n. The main di4culty now is that supp un may be too large. To circumvent this
decompose supp un in to k disjoint subintervals J1; : : : ; Jk so that ‖un ·‖Ji=1=k, i=1; : : : ; k. Then there
is at least one interval Ji0 with ‖(H − )un‖Ji0 ¡ 1=nk. For k large enough the length of Ji0 will be
less than n. Smooth truncation and scaling @nally leads to a Weyl sequence un whose supports lie
in intervals of length less than n. Now @x un with support In= [an; bn]. Replace p; q and r on In by
constants p0 =p(yn), q0 = q(yn) and r0 = r(yn) where yn= 12(an+ bn). Let H0 be the corresponding
constant coe4cient operator with Dirichlet boundary conditions. Then
‖(H0 − H)u‖6 (C=n)‖u‖
for all u with support in In. Here C is some universal constant. The contradiction arises now from
the fact that for n large enough (H0) ⊂ (−∞; d− + 1=n] ∪ [d+ − 1=n;∞).
The following example shows that the condition in Theorem 3 do not extend to the absolutely
continuous spectrum.
Example 2. Let p=−r=a¿b¿ 0; a and b constant and let Dy=−y′′+b cos x; 0¡¡ 12 . Thus
the minimal operator T has de@ciency index 2 and its self-adjoint extensions H satisfy
ac(H) = S = (−∞; c−) ∪ (c+;∞) of multiplicity 1;
ess(H) = (−∞; d−] ∪ [d+;∞);
c± =±(a2 + b2)1=2 d± =±(a2 − b2)1=2:
The spectrum in (c−; d−); (d+; c+) may be either singular continuous or dense point; depending on
the boundary conditions [13].
Remark. It is also possible to prove a result about absolutely continuous spectrum of multiplicity 2
in this more general situation. The conditions; however; become rather technical so that we will not
pursue this any further.
4. Operators with compact resolvents
4.1. Abstract perturbation techniques
The following abstract result will give us an idea what to expect, when the coe4cients are
unbounded. On the other hand, our concrete operator (1) will serve as an example for these rather
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general results. It is well known that an operator D = d2=dx2 + q with q(x) → ∞ as x → ∞ has
compact resolvent. To some extent this result carries over to the situation studied here. This is aided
by the fact that the compactness of the resolvent property (CRP) for closed operators is stable under
relatively bounded perturbations with bound strictly less than 1. It is also stable under relatively
bounded perturbations if the domain is unchanged. On the other hand, many advanced results in this
area rely critically on the semi-boundedness of the unperturbed operator and on form methods. Such
results are not available here. Nonetheless, we view such general principles from functional analysis
as a useful supplement to asymptotic integration methods.
Let A be a positive operator with compact resolvent and let V1; V2 be symmetric with D(A) ⊂
D(V1); D(V2).
Formally, one has for 06 6 1, + 1 = 1(
V1 A
A V2
)
=
(
0 A
A 0
)(
1 A−V2A−1
A−V1A−1 1
)(
A1 0
0 A1
)
;
(
1 A−V2A−1
A−V1A−1 1
)(
1 −A−V2A−1
−A−V1A−1 1
)
=
(
1− A−V2A−1V1A−1 0
0 1− A−V1A−1V2A−1
)
:
Thus, the operator matrix
T =
(
V1 A
A V2
)
has compact resolvent if the matrix multiplication can be justi@ed, if A−ViA−1 i=1; 2 are bounded
and if the matrix on the right is boundedly invertible. Most relevant in this respect are  = 0 and
1
2 . For = 0 this leads to the conditions D(A) ⊂ D(Vi) for i = 1; 2 and ‖V1A−1‖ ‖V2A−1‖¡ 1. The
latter condition follows from
‖Vix‖6 ai‖Ax‖+ b‖x‖; x∈D(A); i = 1; 2
with ai ¿ 0 and a1a2¡ 1. If one of the perturbing operators is bounded, say V1, one may replace it
by 0, so that only the boundedness of V2A−1 or A−1=2V2A−1=2 is needed. This may be analyzed by
form methods. Now assume = 12 and V2 =−V1 + V3 with ¿ 0, then all conditions are satis@ed
if A−1=2V3A−1V1A−1=2 is bounded by 1 in norm. For this A−1=2V1A−1=2 and A−1=2V3A−1=2 may be
analyzed by form methods. This discussion will be simpli@ed by the technical assumption that q is
D bounded or
D(D) ⊂ D(q): (19)
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This holds for all q with (1− )q2¿ q′′ for some ¿ 0, but is violated for q= x−2. In particular,
it holds for all q, which we are going to consider.
4.2. Unbounded coe6cients
When one wants to discuss spectral problems along the lines of classical Sturm–Liouville
equations one is soon overwhelmed by the multitude of cases. We will therefore restrict our study
to situations which are at once representative, but not too technical. For this reason, we say
f ≈ g i%
K−1|g(x)|6 |f(x)|6K |g(x)| for all x¿ a for some a; K¿ 0:
We will then require for each pair of p; q and r that the conditions f = o(g), f ≈ g or g = o(f)
hold. Moreover, we will assume that the unbounded coe4cients are eventually of a constant sign.
As before we will use a decomposition of the coe4cients like q= q1 + q2 + qL + qc; · · · . Since now
most coe4cients are unbounded we will also require q1 ≈ q, r1 ≈ r, p1 ≈ p, because this simpli@es
many arguments. Since the general outline of the proof has been described in the preceeding parts,
only the essentials of the proofs will now be outlined.
4.3. p bounded, q(x)→∞
If p and r are bounded and q(x)→∞, H has compact resolvent. Thus, we may assume that at
least one of these coe4cients is unbounded. By symmetry, we may choose p to be bounded and
r(x)→∞. Let
p+ = limp(x); p− = limp(x): (20)
If r = o(q), form methods and (19) show that H has a compact resolvent. If r = o(q2) and if (19)
holds this result is likewise true. Only this case has to be discussed. To see this it su4ces to show
that r1=2D−1 is compact. Let sj and tj be sequences of functions such that r1=2 = sj + tj, where sj
has compact support and tj=q→ 0 in sup-norm as j →∞. Writing r1=2D−1 = sjD−1 + (tj=q)qD−1,
while the @rst expression is clearly compact and the second tend to zero in norm. Thus, sjD−1
tends to r1=2D−1 in norm. Since the norm limit of compact operators is compact, this proves the
result.
It follows from asymptotic integration theory that a rough classi@cation of the spectral properties
can be based on the position of the eigenvalues i in the complex plane. Since the eigenvalues
i solve a biquadratic equation with real coe4cients for z =  real, the solutions usually come in
quadruples ±± i1. Thus, as long as 1(x; ) lies in a proper sector in the @rst quadrant, the uniform
dichotomy condition is satis@ed. This follows from the expansion of the eigenvalue with respect to
 for z = + i
1(x; z) = [q+ ((p− )(r − ))1=2]1=2 − i(p+ r − 2)4((p− )(r − ))1=21(x; ) + · · · :
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A similar expansion holds for 3. Now one can show
Theorem 4. Assume p to be bounded; r(x); q(x)→∞ and r2 ≈ q and (21)(
q′1
q
;
p′1
(|p|+ 1) ;
r′1
r
) |q|1=2
(|p|+ 1)r)1=2 → 0;
(
q′2
q
;
p′2
(|p|+ 1) ;
r′2
r
)
∈L1;
(
p′′1
|p|+ 1 ;
q′′1
q
;
r′′1
r
;
p′2
|p|2 + 1 ;
q′21
q2
;
r′21
r2
;
) |q|1=2
(|p|+ 1)|r|1=2 ∈L
1;
pL
r
|p|+ 1 ; rL
p
r
; qL; p˜c
r
|p|+ 1 ; r˜c
p
r
; q˜c ∈L1:
(21)
Then the de9ciency index of T is 2 and the spectrum is discrete in [p+;∞]. It is absolutely
continuous of multiplicity 1 in (−∞; c0) for some c06p−. This part may also contain isolated
eigenvalues
Proof. (a) If these conditions hold; the spectrum of H is discrete in (p+;∞); because both square
integrable solutions are uniformly square integrable.
(b) Now assume 0¡p−. If 0 is close to p−, one has 0¡ (p−)(r−)¡ (1−)q2. In this case
1=2 and 1=3 are real for z real. Thus, there are two solutions which are uniformly square integrable
with in K , and the spectrum is still discrete there. Further below p− one has (p−)(r−)¿ (1+;)q2
for some ;¿ 0. Thus, 3 and 4 are purely imaginary for Re z = 0, z ∈K . u2 and u3 are square
integrable for Im z¿ 0. Thus, the de@ciency index is 2. Since u2 is uniformly square integrable in
K and since M is continuous throughout K , the result follows as in [12].
Remark. By symmetry this result also holds for r(x) → −∞; if the orientation of the real axis is
reversed.
Finally consider the case q2 = o(r) and r(x)→∞ as x →∞. Now we can show
Theorem 5. Assume p to be bounded and r(x)→∞ with q2 = o(r2) and (22).(
q′1
q
;
p′1
|p|+ 1 ;
r′1
r
)
((|p|+ 1)r)−1=4 → 0; q
′
2
q
;
p′2
|p|+ 1 ;
r′2
r
∈L1;
(
q′′1
q
;
p′′1
|p|+ 1 ;
r′′1
r
;
q′2
q2
;
p′2
|p|+ 1 ;
r′2
r2
;
)
((|p|+ 1)r)−1=4 ∈L1;
pL
r
|p|+ 1 ; rL
p
r
; qL; p˜c
r
|p|+ 1 ; r˜c
p
r
; q˜c ∈L1:
(22)
Then the de9ciency index of T is 2 and the spectrum is discrete in [p+;∞) and absolutely con-
tinuous of multiplicity 1 in (−∞; p−). This part may also contain isolated eigenvalues.
Proof. (a) As before we have to distinguish 0¿p+ and ¡p−. For ¿p+ we see arg 1(; 0)→
*=4 and |1(x; )|=o(r1=4). Thus the uniform dichotomy condition causes no problems. The conditions
for asymptotic integration are now given by (22).
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Thus the asymptotics of the eigenfunctions can be determined. One @nds that u2 and u3 are
uniformly square integrable near 0, for 0¿p+. Thus, the spectrum is discrete there and the
de@ciency index is 2. It should be noted that the sign of q is irrelevant for our considerations. q
may even be oscillatory, as long as (22) holds.
(b) For 0¡p−, 1(; 0; x) is real, while 3(; 0; x) is purely imaginary for x large enough. Thus,
the uniform dichotomy condition causes no problem.
Remark. By symmetry this result can be extended to bounded p but r(x)→ −∞ for x →∞. Note
that the result is true for arbitrary q as long as q2 = o(r) and as long as (22) holds.
We will now extend these results to unbounded p; r. For simplicity , respectively, 0 will be
absorbed into p and r, so that we may assume K to be centered at 0. It will turn out that the sign
and size of pr is of importance. By symmetry, we will always assume p(x)¿ 0. As before the case
pr = o(q2) is most complicated. The case p; r = o(q) leads to an operator with compact resolvent.
This follows from (19) for = 1 = 12 by form methods. By asymptotic integration one obtains:
Theorem 6. Assume p(x); q(x); |r(x)| → ∞ as x →∞ and pr= o(q2) as well as the conditions for
asymptotic integration (21). Then the de9ciency index of T in 2 and H has compact resolvent. If
pr¡ 0 one also needs that p+ r is of constant sign modulo L1 terms.
In this case a separate proof has to be given for pr¿ 0 and pr¡ 0. We believe that the spectrum
of H is always discrete if pr = o(q2). For pr ≈ q2 there are three subcases to consider:
Theorem 7. (a) Assume q(x); |p(x)|; |r(x)| → ∞; pr = o(q2) and pr¡ 0 and (21). Then the de9-
ciency index of T is 2 and H has compact resolvent.
(b) With the same conditions as in (a) but with q2(1− ;)¿pr¿ 0, ;¿ 0, the statement of (a)
is likewise true.
(c) Now assume the conditions of (a), but pr¿ (1 + ;)q2, ;¿ 0. Then the de9ciency index of T
is 2 if (p+ r)=q3=2 = h is not integrable. In this case sc(H) = 0, ac(H) = R of multiplicity 1. If
h is integrable the de9ciency index of T is 3 and the spectrum of H is discrete.
Proof. The uniform dichotomy condition is clearly satis@ed in all cases. Since Re1 ≈ q1=2; u1 is
square integrable if∫ ∞
a
( |r|+ |p|
|rp|1=2 q
−1=2 exp
∫ x
a
q1=2(t) dt
)
dx
converges. Partial integration shows with (21) that I =
∫∞
a (q
− exp
∫ x
a q
1=2 dt) dx converges i%
F(x) = q−−1=2(x) exp
∫ x
a q
1=2 dt is bounded. Eq. (21) and (ln F)′(x); however; shows that this is
impossible. Thus; u1 is not square integrable in all cases. This applies also to u3 in case (a) and
(b) resulting in de@ciency index 2. The remainder of the proof in this situation is standard. If h is
integrable u2; u3 and u4 are uniformly square integrable throughout K . Thus the de@ciency index is
3. An extension of Theorem 5.1 of [11] to the nonlimit point case now shows that H has a discrete
spectrum. If h is not integrable; the proof can be completed as above.
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Remark. For small ; and p= r ≈ q Theorem 7c shows that the bounds for the compactness of the
resolvent derived at the beginning of this section are strict. In cases (a) and (b) the conditions for
the perturbing terms are rather strong; but can be improved considerably if one uses the Hartman
Wintner variant of Levinson’s Theorem. In this case L1 could be replaced by Lp but an additional
factor q1=2−1=2p should be added. Functional analytic principles @nally allow bounded perturbations
qL; pL; rL.
The last result in this section concerns q2=o(pr). Again the proof follows closely the development
of the previous theorems.
Theorem 8. (a) Assume |q(x)|; |p(x)|; |r(x)| → ∞; q2=o(pr); pr¡ 0 and the conditions for asymp-
totic integration (22). Then the de9ciency index of T is 2 and H has compact resolvent.
(b) If pr¿ 0 the conditions for asymptotic integration become (22). In this case the de9ciency of
T is 3 if (p+ r)=(pr)3=4 = k is integrable and the spectrum of H is discrete. If k is not integrable
the de9ciency index of T is 2 and sc(H) = ∅, ac(H) = R of multiplicity 1 with possible isolated
eigenvalues.
Proof. (a) In this case Re1 ≈ Im 1 ≈ |pr|1=4 so that the uniform dichotomy condition causes no
problem. Arguing as in the proof in Theorem 7 one @nds that u1 and u3 are not square integrable;
while u2 and u4 are uniformly square integrable.
(b) If pr¿ 0 one @nds 4|Re3=4| ≈ (p + r)=(pr)3=4. Thus if k is integrable, u2, u3 and u4 are
uniformly integrable for z ∈K . The de@ciency index is 3 in this case and it follows as above that
the spectrum of H is discrete.
Remark. The result above is also valid for bounded q and unbounded p and r.
5. Negative q
It is known that (D) = R if q(x)→ −∞ as x →∞ and if q is less singular than −x2.
We will now proceed as in the preceeding section.
5.1. p Bounded
If also r is bounded the de@ciency index of T is 2 if |q|−1=2 is not integrable. It is 4 if |q|−1=2
is integrable and in this case H has discrete spectrum. Thus, we may assume that |q|−1=2 is not
integrable. De@ne r+ = lim r and r− = lim r and assume 0¿p+; r+ or 0¡p−; r−. Then 1(; x)
and 3(; x) are purely imaginary for x¿ a and |1 − 3| = o(|q|−1=2). Thus, the conditions for
asymptotic integration are rather tight. They are (21) if one replaces the r factor by 1. This shows:
Theorem 9. (a) Assume r = o(q2) and the conditions of asymptotic integration (21). Then the
de9ciency index of T is 4 if |r=q|1=2 is integrable. In this case H has discrete spectrum.
(b) If |q|1=2 is not integrable, if r is bounded and if (21) holds with all r-factors replaced by 1,
the de9ciency index of T is 2 and the spectrum of H is absolutely continuous of multiplicity 2 in
(−∞;min(p−; r−)) ∪ (max(p+; r+);∞).
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(c) If r(x) → ∞ and if |r=q|1=2 is not integrable the de9ciency index of T is 2 and the spectrum
of H is discrete in (p+;∞) and absolutely continuous of multiplicity 2 in (−∞; p−).
Remark. The multiplicity 2 part of the spectrum cannot contain any discrete or singular continuous
spectrum. The case r(x)→ −∞ can again be handled by symmetry.
Theorem 10. Assume r(x) → ∞; r ≈ q2 and (21). Then the de9ciency index of T is 2 and the
spectrum of H is discrete in (p+;∞) and there exist a constant c¡p− so that the spectrum in
(−∞; c) is absolutely continuous of multiplicity 1. There may be isolated eigenvalues embedded in
(−∞; c).
Along the same lines we get:
Theorem 11. Assume r(x)→∞; q ≈ o(r2) and
p′2;
q′2
q
;
r′2
r
;
(
q′21
q2
; p′21 ;
r′21
r2
q′′1
q
; p′′1 ;
r′′1
r
)
r−1=4 ∈L1;
pL
r
|p|+ 1 ; rL
p
r
; qL; p˜c
r
|p|+ 1 ; r˜c
p
r
; q˜c ∈L1;
(23)
then the de9ciency index of T is 2 and the spectrum of H is discrete in (p+;∞). sc(H) ∩
(−∞; p−) = ∅ and the spectrum is absolutely continuous there with multiplicity 1. This interval
may contain isolated eigenvalues.
Remark. By symmetry both theorems can be extended to the case r(x)→ −∞.
We will @nally study the case |p(x)|; |r(x)| → ∞. Again we consider only the case p(x) → ∞
as x → ∞ and absorb 0 into p and r. Assume pr¡ 0 and pr = o(q2). Expansion of 1 and 3
shows
1(+ i; x) =
√
q+
(pr)1=2
2(q)1=2
− i(p+ r)
4(pr)1=2
√
q
+ o(2)
and a similar expansion for 3. Thus Re (3 − 1) =−√pr=√q. With this we @nally get:
Theorem 12. Let −q(x); |p(x)|; |r(x)| → ∞ and |pr| = o(q2) and assume (21) holds. Then the
following holds:
(a) If pr¡ 0 and if |pr|1=2|q|−1=2 = l is integrable or if pr¿ 0 and (r + p)(rp)−1=2|q|−1=2 = m is
integrable, the de9ciency index of T is 4 and the spectrum of H is discrete.
(b) If pr¡ 0 and (|r|+ |p|)=√|pr| is not integrable or if pr¿ 0 and m is not integrable def T =2
and (H) = ac(H) = R of multiplicity 2. There are no embedded eigenvalues.
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The same procedure also gives:
Theorem 13. Assume −q(x); |p(x)|; |r(x)| → ∞ and pr ≈ q2 and (21) then the following cases
arise:
(a) pr¡ 0 then the de9ciency index of T is 2 and (H) = ac(H) = R is of multiplicity 2.
(b) 06pr6 q2(1− ;), ;¿ 0 then def T = 4, if (r + p)|q|−3=2 is integrable and def T = 2 if this
function is not integrable. In this case (H) = ac(H) = R of multiplicity 2,
(c) pr¿ q2(1+ ;), ;¿ 0 then the de9ciency index of T is 3 if (r+p)|q|−3=2 is integrable. In this
case the spectrum of H is discrete. If this function is not integrable the de9ciency index of T is
2 and sc(H) = 0, ac(H) = R of multiplicity 1. Isolated embedded eigenvalues are possible.
Remark. With more assumptions some of the intermediate cases can be handled.
The @nal case o(|pr|) = q2 is easily seen to be covered by Theorem 8, even though q is negative
now.
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