This article describes how an object-oriented approach can be applied to the architectural design of a spoken language dialog system with the aim of facilitating the modification, extension, and reuse of discourse-related expertise. The architecture of the developed system is described and a functionally similar VoiceXML system is used to provide a comparative baseline across a range of modification and reuse scenarios. It is shown that the use of an object-oriented dialog manager can provide a capable means of reusing existing discourse expertise in a manner that limits the degree of structural decay associated with system change.
INTRODUCTION
Spoken language dialog systems [McTear 2002] tend to be large, complex software artifacts, and with good reason. Such systems embody a set of algorithmic processes that model the conventions, practices, and safeguards necessary to engage in a spoken dialog. Additionally, dialog systems encapsulate the domainspecific expertise, potentially across several domains, needed to direct the spoken dialog towards useful forms of application. In order to accomplish this task, dialog systems often need to manage interactions and information exchange between several auxiliary software systems.
As with most other software solutions, spoken language dialog systems tend to evolve and change over time. This can encompass an extension of the system into a new domain or new form of application. It can also include the refinement or alteration of existing behavior either in terms of discourse management or domain-specific expertise. Obviously, changes to the system will incur a related cost in terms of the time and effort needed to realize the change.
Studies have shown that modern, large software solutions intended to serve a target user population can expect the majority of effort, accumulated throughout the lifespan of the project, to be allocated to software maintenance [Bennett et al. 2005] , that is, modifying existing functionality and adding new functionality. It would appear reasonable to assume that dialog systems with a projected period of maintenance, including those developed as commercial ventures or research platforms, can expect a similar distribution of effort across the lifespan of the project. As such, there is benefit in minimizing the cost of realizing change.
A significant amount of research activity is directed towards improving the maintainability of software (an overview of current practice can be found elsewhere [Pressman 2004; Bosch 2000] ). Broadly, the cost of maintenance can be linked to the complexity of the system that is to be maintained (i.e., dependent upon system size, algorithmic complexity, component cohesion/stability, etc.). It is recognized, for example, IEEE [1993] , that a key method of minimizing maintenance costs is to ensure that the system is designed in a manner that facilitates change. Towards this goal, a wide range of different software design methods can be used, crudely clustered in terms of those that adopt a structured methodology and those that adopt an object-based methodology. In particular, object-oriented approaches [Booch 1993; Meyer 1997] have been widely employed as they provide a number of recognized benefits in terms of promoting component reuse, extension, and ease of adaptation [Gamme et al. 1995 ].
An alternative approach that is attracting increasing attention in the research literature is to apply the statistical methods used successfully in speech recognition to the design of other components of a spoken dialog system, such as the speech understanding and dialog management components [Young 2002] . In this approach, there is a minimal dependence on handcrafting explicit rules and a heavy dependence on learning from data.
This article is concerned with outlining and evaluating how an objectoriented approach to architectural design can be applied to dialog management with the explicit aim of facilitating system maintenance, that is, promoting modifiability and extensibility. More specifically, the article is explicitly concerned with the design of an object-oriented dialog management component that could be expected to interface with other separate components responsible for speech recognition/synthesis and natural language parsing/generation. The examination does not consider low-level implementation specifics; instead it focuses on the high-level architectural design in terms of defining, using, and maintaining discourse-related expertise.
The article is structured as follows. Section 2 provides an overview of related work exploring other approaches to spoken dialog system development and generic models of dialog management. Section 3 provides a brief overview of the Queen's Communicator system and illustrates the framework within which the dialog management component sits. Section 4 details the architectural design of the dialog manager and explores how discourse behavior can be defined, modified, and extended. Section 5 describes how a functionally equivalent application can be developed using VoiceXML. Finally, Section 6 provides details of an experimental evaluation of system maintainability, comparing the two applications developed using the Queen's. Communicator architecture and VoiceXML, respectively.
RELATED WORK

Spoken Dialog Systems and Platforms
Spoken dialog systems are increasingly being used in commercial applications. The first systems were mainly telephone-based applications, such as AT&T's Spoken Language Understanding System, an automated call-routing system that fields 15 million calls per-month [Gupta et al. 2006] . More recently, spoken dialog technology has been applied to in-car interactive and entertainment systems, online conversational help services, and computer games. At the same time, there has been widespread interest in academic research in spoken dialog technology as evidenced by the increasing number of sections in conferences devoted to this area as well as a number of special issues of journals. Major research projects include the Galaxy Communicator [Communicator 2007] and TRAINS/TRIPS [Trains 2007 ] as well as a range of systems developed at research laboratories such as AT&T, MIT, CMU, and CSLI, Stanford in the USA, and Europe projects such as Verbmobil [2007] , TALK [2007] and JASPIS [2007] . While developers in the commercial area tend to focus predominantly on issues such as usability, performance, and standards, academic research aims to advance the current state-of-the-art, for example, with more sophisticated methods for dialog management that emulate human conversational abilities or by applying methods from artificial intelligence and machine learning to model uncertainty in the dialog process and to optimize system performance and design. Currently efforts are underway to bridge the gap between academic and industrial research in dialog technologies (see NAACL-HLT Workshop on this theme [NAACL-HLT 2007] ).
A major outcome of research over the past decade has been the development of various toolkits and platforms that can reduce the effort required to develop a spoken dialog system by providing off-the-shelf or easily adapted component technologies. Examples are the Galaxy architecture [Communicator 2007] and related platforms such as the CU Communicator [Pellom et al. 2000] , which was used to assist in the development of the Queen's Communicator. The CSLU toolkit [Cole 1999 ], which has been widely used over a number of years to support learning and research in speech and language, includes a graphical authoring tool (RAD) for design and implementation of spoken dialog systems. Another toolkit used extensively in academic research is TRINDIKIT [2007] . This toolkit was developed within the TRINDI project and is used to build and experiment with dialog move engines and information states, which were the main theoretical contribution of the TRINDI project [TRINDI 2007 ].
VoiceXML
VoiceXML (Voice Extensible Markup Language) is a markup language based on XML (extensible Markup Language) for creating spoken dialog systems. VoiceXML was developed within the Voice Browser Working Group of the World Wide Web Consortium (W3C) in order to provide a common language that would support developers familiar with the Web paradigm for application development and to promote code portability and reuse. Version 2.0 of VoiceXML achieved W3C Recommendation status in March 2004 (see http://www.w3.org/ TR/voicexml20/).
The basic components of a VoiceXML platform are shown in Figure 1 . As shown in Figure 1 , a user interacts with a VoiceXML application using a telephone and the public services telephone network. This involves calling the VoiceXML browser which is located on a remote server, unlike a Web browser that is normally located on the user's device (such as a PC). The VoiceXML browser includes an interpreter that processes the VoiceXML code for the application and additional supporting components for automatic speech recognition (ASR), text to speech synthesis (TTS), audio files, DTMF (for touch-tone input), and the required telephony infrastructure. The VoiceXML browser also communicates through an application Web server for backend functions such as transaction processing and database interface.
The concept of dialog within VoiceXML is analogous to that of a form on a Web page. A Web form contains a number of fields to be filled by the user, for example, by entering text into text input boxes or making choices using radio buttons or select fields. Similarly, a VoiceXML form defines a spoken interaction that collects values for one or more fields. Each field in a VoiceXML form contains a system prompt that requests input from the user and a grammar that specifies the set of permissible user inputs for that field.
Dialog control in VoiceXML is implemented using the Form Interpretation Algorithm (FIA). The FIA enables the developer to provide a mainly declarative description of the dialog by simply specifying the fields of a form, including the prompts and recognition grammars. The processing of the form is controlled by the FIA. In the simplest case, the FIA progresses sequentially through each field in a form, executing the prompts and processing the user input. In a more complex case, there may be fields that already have defined values, in which case the FIA will not execute those fields. For example, in a mixed-initiative form, the user can provide values for more than one field within the same utterance as in an utterance such as 'A three-star hotel in Belfast' which would provide values for the fields 'Hotel Class' and 'Location'. In this case, these fields would not have to be visited again as their values are already defined, and the FIA would continue to elicit values for any remaining fields. Thus the FIA frees the developer from having to write procedural code to process the various items required to fill the fields of a form at the cost, however, of the greater flexibility that can be provided by a Dialog Manager using more sophisticated methods for dialog control.
VoiceXML also provides a mechanism for handling various types of events, such as "noinput" when the system does not detect any speech from the user, and "nomatch" when the user's input does not match any item within the recognition grammar for that particular prompt. There is also a facility to define additional events using the <throw> and <catch> elements. Moreover, events can be declared at different levels of scope within a VoiceXML application. For example, events declared within a root document have application-level scope and are inherited at lower levels of scope such as document or dialog (i.e. form) unless a specific event of the same type is declared at such a lower level. In this way, error-handling behavior can be implemented using standard object-oriented concepts such as inheritance.
Forms and fields may also include one or more <filled> elements which may contain blocks of procedural code (in ECMAScript) that execute when field values have been assigned. Generally this code takes the form of conditional statements, for example, to provide integrity checking on the user input or to submit the elicited data to a Web server.
VoiceXML is supplemented by several additional markup languages, including SRGS (Speech Recognition Grammar Specification), SSML (Speech Synthesis Markup Language), SISR (Semantic Interpretation for Speech Recognition), and CCXML (Call Control Extensible Markup Language) (also see the list of specifications on the VoiceXML Forum site [VoiceXML Forum 2007] ).
VoiceXML can be generated dynamically from a Web server using technologies such as JSP and PHP. For example, the results of a database lookup can be incorporated into a template for a prompt and spoken to the user as required. It is also possible to dynamically construct recognition grammars by obtaining values from a database at runtime and incorporating these into a grammar template. In this way recently updated information, such as names of clients, can be obtained from a database and used as recognition elements in the VoiceXML application.
VoiceXML reusability can be facilitated through components such as reusable dialog components (RDCs) and other components that provide functionalities similar to the service and support agents of the Queen's Communicator (see Section 4.2). The Jakarta RDC taglib project provides a wide range of basic reusable components for simple functions such as collecting a date, time, expiration date, or alphanumeric string, as well composite components for set-piece dialogs such as collecting mortgage information, including type of mortgage and percentage down-payment, and collecting credit card information, including type of card, card number, expiration date and security code [Jakarta 2007] . Similar reusable components are provided by Nuance [2007] and VoiceObjects [2007] . In addition to encapsulating basic reusable elements of dialog, these components support an object-oriented development method as they allow other resources such as prompts and grammars to be packaged together with the reusable objects.
Dialog Management
The dialog manager (DM) is the central component of a spoken dialog system, accepting input from the user, producing messages to be output to the user, communicating with external knowledge sources, and generally determining the dialog flow. Dialog management can involve complex decision-making, such as whether it is preferable to proceed with the next stage of the dialog or whether to clarify or confirm the user's intentions, for example, in the case of a poor speech recognition result.
Broadly speaking, three different approaches have been used in dialog management: finite state-based, frame-based, and agent-based [McTear 2002] . In a finite state-based approach, the states of the dialog, which may represent exchanges involving a system prompt and the possible user responses to that prompt, are determined in advance and can be represented graphically as a directed graph with transitions denoting alternative paths through the dialog graph. This is the simplest method of dialog control which is used extensively in commercial applications to implement system-directed dialog. Frame-based dialog control stores the items to be acquired from the user in a form (or frame). These systems are more flexible as the order in which the items are elicited can vary, and users can specify more than one item within a single utterance as opposed to the state-based method where each item is elicited one-by-one in a predetermined sequence. The frame-based method has been used widely in a number of systems and is also used to implement mixed-initiative dialogs in VoiceXML. Finally, agent-based approaches incorporate a wide variety of approaches that use techniques from Artificial Intelligence to produce more intelligent systems, for example, by using plan-based dialog management [Allen et al. 2000] or some agent-based approach [Turunen and Hakulinen 2003; Bohus and Ridnicky 2003] . The Queen's Communicator system is an example of an agent-based system as it incorporates mixed initiative interaction in which the user can change or correct items as well as switch domains, and it makes complex decisions on how to ground the dialog based on the current context and the dialog history ].
In its current form, VoiceXML is mainly finite state-based. In directed-dialog mode, the developer specifies the conversational exchanges as fields that are executed in sequence. A limited type of mixed initiative dialog is also possible (see Section 2.2). Currently dialog control in VoiceXML uses the Form Interpretation Algorithm, which frees developers from the necessity of having to explicitly encode dialog control but with the disadvantage of inflexible dialogs. For example, it is difficult to develop a dialog system in VoiceXML in which the user can take the initiative to correct or request clarification of some information or change topic. However, there are efforts within the Advanced Dialog Working Group, which is part of the VoiceXML Forum Tools Committee, to extend the functionality of VoiceXML [VoiceXML Forum Tools 2007] 1 . Some of the issues discussed at a recent workshop include the specification of state transitions at a higher level of abstraction, the integration of rules and goal-driven methods into VoiceXML, and the application of probabilistic modeling within VoiceXML applications [VoiceXML Forum Dialog 2007] .
Until recently, spoken dialog systems have been developed using handcrafted methods for spoken language understanding and dialog control. For example, handcrafted grammars are used in the MIT TINA system [Seneff 1992 ] and in the Phoenix parser [Phoenix 2007 ] which is also used for spoken language understanding in the Queen's Communicator system. More recently a datadriven approach has emerged, drawing on methods used widely in information extraction and question-answering (for a recent collection of papers on datadriven spoken language understanding, see Bangalore et al. [2006] ). Currently the grammar rules in the Queen's Communicator are handcrafted. However, there is no reason why the grammar rules used in the Queen's Communicator could not be learned from data. Similarly, machine learning has also been applied to dialog management. In this case, the dialog system is modeled as a Markov Decision Process and reinforcement learning is applied to find the optimal dialog management policies [Young 2002; Walker 2000; Levin et al. 2000] . This approach could also be applied in the Queen's Communicator, for example, to determine the best policy for handling errors. Currently the rules for error handling are handcrafted, but they could in principle be learned from data. The expected benefits of the data-driven approach in comparison with handcrafted and knowledge-based methods are a reduction in development time, greater robustness, and less developer bias. The main disadvantage is the requirement for a large amount of suitable training data along with the need for annotation using human labelers.
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Summary
There is a wide range of approaches to the design and implementation of spoken dialog systems. The current article illustrates a knowledge-based approach in which the use of an agent-based approach is considered to provide a number of benefits in terms of improving the flexibility and adaptability of the dialog manager through mechanisms such as the: separation of task and discourse behavior within and between agents, use of distributed processing to support dynamic forms of inquiry and/or leverage of individual agents, and the ability to employ a plug-and-play capability whereby new agents can be added into the system.
OVERVIEW OF THE QUEEN'S COMMUNICATOR
An architectural overview of the Queen's Communicator system can be seen in Figure 2 . The system consists of three main nodes with a number of different deployment options. A Java-based client program (i.e., potentially embedded within a Web page) provides a means of capturing user input speech which is then encoded and sent via a TCP/IP connection to the speech server where it is recognized by a SAPI compliant speech recognizer before being sent as a string of recognized text to the dialog server node.
The dialog server is comprise of a natural language parser (the Phoenix parser [Phoenix 2007]) , dialog manager, backend database server, natural language generator (NLG) and an affective mark-up generator (using the Affective Presentation Mark-up Language (APML) [De Carolis et al. 2003; Humaine WP8 2007] which augments the NLG output with appropriate affective tagging. The server makes use of a hub-and-spoke communications infrastructure, made possible through the use of the Galaxy Communicator [Communicator 2007] architecture, to facilitate interaction between components. The output from the dialog server is sent to the client and consists of the generated textual response from the dialog manager and associated APML mark-up to be used to determine how the utterance will be spoken and expressed by the embodied conversational agent (ECA). Once received by the client, an APML wrapper is used to handle the translation of the APML mark-up into facial expression directives for the Haptek ECA [Haptek 2007 ] and the subsequent phone-based alignment of the ECA against the synthesised speech (obtained using the MS Speech Synthesizer).
Within the Queen's Communicator, the dialog management component is intended to permit cross-domain, mixed initiative spoken exchanges that deal with inquiry or transactional forms of discourse, that is, encompassing arranging bookings, information lookup enquiries, etc. By means of illustration, an overview of the key subcomponents of a cinema booking system can be seen in Figure 3 . In particular, the dialog manager is comprised of a number of inquiry agents, such as cinema booking experts and payment experts, which interact together to provide an intended form of discourse. In this regard, some of the inquiry agents may adopt a support-oriented role, offering discourse services to other agents. Specialized forms of inquiry agent inherit a rule-based engine and define a number of expert rule collections that can be used to direct and control the discourse. In addition, all inquiry agents inherit a common core of discourse management behavior, thereby ensuring all agents employ a similar discourse style. A domain spotter object is used to manage interactions between the user and agents. Finally, a shared discourse history is used to provide an evolving account of the dialog.
The dialog manager was developed using Java (as is the majority of other components). Further information concerning the structure and operation of the Queen's Communication can be found elsewhere [O'Neill et al. 2003 ].
DIALOG MANAGER ARCHITECTURAL DESIGN
Encapsulating Expertise within Objects
As with any object-oriented approach, a key initial step is to identify the principle top-level objects that need to be introduced in order to appropriately model the problem. This represents an important phase of the design in that decisions made at this point will direct much of the subsequent development. In particular, there is a danger that inaccurate or unnecessarily limiting assumptions introduced at this point will negatively impact on the capabilities and extensibility of the developed system.
Within the Queen's Communicator, the selection of top-level objects has attempted to define a structure that encapsulates the notion of multiple, domainspecific topics of discourse. While not directly impacting the selection of top-level objects, the development has also assumed that an individual topic of discourse will be transaction or inquiry-based.
The principle top-level objects shown in Figure 4 were selected. Central to Figure 4 are the InquiryExpert objects, also referred to as expert objects or more simply as agents, which represent the basic element of encapsulated discourse expertise. Conceptually, each expert object can be considered as an instantiation of a particular form of agent, that is, an autonomous entity which can serve a human interlocutor through spoken dialog towards completion of some shared task. In order to facilitate reuse, it is intended that each agent will encapsulate a well defined and bounded role, for example, collecting a fixed segment of information or performing a well understood action. Examples of such roles include collecting a telephone number and deciding upon a particular time and/or date. As such, the dialog system can be broadly viewed as consisting of a collection of agents that, through collaboration, are capable of offering one or more services which can be combined together to provide complete domainspecific transactions and inquiries.
While each agent will independently engage in discourse, a mechanism is needed whereby collaboration/interaction between agents can be managed.
A number of different forms of collaborative agent behavior can be identified [Parunak et al. 2003 ], for instance, centralized/decentralized or cooperative/contentious. Within the Queen's Communicator, it was decided that a controlling agent would be used to manage a form of centralized collaboration between agents. The controller, as represented by the DomainSpotter object in Figure 4 , has overall responsibility for handling both user interaction and interobject requests. In particular, the controller provides a mechanism whereby collaborative requests from agents and requests from the user can be competitively assigned to the most capable agent. As such, the controller agent does not initiate collaborative behavior but rather determines how collaborating agents are selected. A controller object was favored as it provides a straightforward mechanism whereby application-specific discourse management behavior can be readily incorporated within a single object, that is, providing a single point of contact for all interexpert interaction.
Finally, a DiscourseProduct object was introduced to provide a common model of the entire discourse which is shared between the controller and agent instances.
In the following sections, each object identified in Figure 4 is further explored.
Agents: Expert Objects
As outlined, the dialog manager consists of a collaborating set of autonomous agents, with each agent offering a measure of expertise within a particular domain. A number of different approaches can be adopted towards meaningfully organizing this set of agents, for example, in accordance with area of expertise, level of specialization, etc. Within the Queen's Communicator, agents have been separated into two categories, namely, service agents and support agents. Service agents are classified as those agents that provide complete frontline services to the user, that is, forms of interaction that encapsulate stand-alone transactions and/or inquiries. Examples include booking cinema tickets, arranging hotel accommodation, scheduling a journey, etc. In contrast, support agents are intended to provide generic supporting services, for example, eliciting a well defined segment of information that is needed within a number of wider inquiries. In broad terms, support agents can be viewed as providing set-piece dialog assemblies that are of use within a number of different inquiries/transactions and, as such, represent portable reusable elements of discourse functionality. Service agents can be viewed as encapsulating domain-specific transactions/inquiries that can draw upon a library of reusable supporting agents. A support agent may also draw upon other support agents as necessary. Hence, within a typical dialog, the user may wish to complete a number of specific inquiries/transactions, for instance, booking cinema tickets and a table at a nearby restaurant, with each type of inquiry/transaction under the control of a relevant service agent which will draw upon supporting agents as necessary. In turn, a support agent may also contract other support agents in order to fulfil its objectives (e.g., a support payment agent may request that address information is collected by an address agent).
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Managing a Collection of Agents
As mentioned, a primary design goal of the Queen's Communicator is the production of a dialog manager that facilitates the straightforward extension, modification and deployment of expertise. The segmentation of domain expertise into a number of discrete expert objects represents an initial step towards the realisation of the design goal, however, in order to more fully realize the goal, it will be necessary to ensure that agents can be added, removed, or modified in a manner that has minimal interdependence upon other agents. As a means of minimizing the degree of dependence, it was decided that agents should act autonomously and not require any specific hardcoded knowledge of any other agent. A number of mechanisms were used to achieve this.
-Centralized Control. The DomainSpotter will act as an intermediary for all interagent collaboration, that is, all requests for supporting agent services will not involve direct contact between agents, thereby lessening the degree of coupling and hence interdependence between agents. -Request in Terms of Desired Expertise. All interagent discourse requests are structured in terms of a statement of desired expertise, that is, desired behavior/functionality, and not in terms of a specific requested agent. -Registration of Expertise. On system commencement, all agents will be required to register themselves with the DomainSpotter, thereby making available their expertise to the wider system. -Agent Self-Selection. Each agent is responsible for ascertaining and indicating if it can adequately satisfy a request for a certain form of expertise.
Taken together, the mechanisms ensure that agents do not directly refer to other agents and that new agents can be added to the system and automatically make available their expertise to any requesting agents, that is, the operation of the system is dependent on the available registered expertise and not dependent upon registered agents. Based on the service/support agent hierarchies outlined in Figure 5 and the organizing mechanisms outlined previously, a number of different forms of agent interaction arise, for example, selecting a service agent to fulfil a user's request, contracting a support agent on behalf of another service/support agent, transferring control to another/previous agent, evolving a more general form of inquiry into a more specialized form of inquiry, etc. Further details concerning the different forms of agent interaction can be found elsewhere . Common to the various forms of algorithm that enable agent interaction is the underlying selection of a service or support agent to fulfill a user or agent request for certain discourse expertise. An overview of the employed algorithm is shown in Figure 6 .
An example of service agent selection following a fictitious user travel request is shown in Figure 7 . By expressing agent selection requests in terms of an expression of desired expertise and providing a controller agent, that is, the DomainSpotter object, both system maintainability and extensibility are improved as the operation of the system is not dependent on the agents that are registered but is instead dependent on the expertise that registered agents make available. A general area of expertise can be extended to include more specialized expertise through the introduction and linkage of appropriately refined agents with associated selection matched to whatever agent can best fulfil the user's request as the inquiry evolves. Additionally, complementary/competing areas of expertise can also be readily incorporated and selected as necessary, for example, in Figure 7 , additional agents that offer other forms of travel expertise might be introduced with the polling mechanism ensuring that the most appropriate agent is selected to handle the user's inquiry.
Developing a Dialog Product
The design of a discourse product was approached from the perspective of promoting extensibility, maintainability, and reusability through the use of an object-based approach. As the design of the Queen's Communicator has proceeded on the assumption that discourse will be transaction or inquiry-based, a slot-filling approach was selected as an appropriate means of representing the information set associated with each inquiry or transaction. More specifically, it was assumed that a frame comprised of a number of slots containing items of information would provide a sufficient basis on which to model the dialog product. An overview of the class structure used to represent DialogFrame objects within the Queen's Communicator can be seen in Figure 8 . DialogFrame objects are decomposed into a collection of attribute objects which encapsulate discourse-specific information, for example, discourse status, system intention, a numeric pegged confidence used to provide a measure of grounding confidence in the user supplied slot value, alongside the value(s) stored within the slot. Table I and Table II provide an outline of the different confirmation statuses and system intentions used within the system. Additional information concerning the class structure shown in Figure 8 can be found elsewhere .
As shown in Figure 8 , attributes within a frame can be classified in terms of type as either user or system attributes. User attributes are intended to represent slots that can be directly populated using information supplied by the user. In contrast, system attributes are intended for internal use and cannot be populated by the user, providing a mechanism for representing information that has currency within a particular inquiry/transaction but is not directly supplied by the user. Some examples of system attributes are slots that hold information inferred from user utterances to be used to control the order in which The refinement of slots into those holding information considered to be of direct interest to the user and those holding background or supporting information provides a means of cleanly encapsulating all pertinent information relating to a particular inquiry/transaction or well defined subdialog, that is, set-piece dialog assembly, within a single frame object. In a manner analogous to the support agent hierarchy outlined in Section 4.2, the encapsulation of information relating to set-piece dialog assemblies within frame objects provides a means of reusing common segments of information.
The encapsulation of transaction/inquiry information into frame objects also provides a clean mechanism where the expertise encapsulated within agents can be mapped onto the information that needs to be collected to fulfil a particular transaction or inquiry. A number of different forms of agent-to-frame linkage can be adopted. Examples include multiple agents collaborating to populate a given frame with information, one agent responsible for populating several different frames of information, etc. Within the current implementation of the Queen's Communicator, it was decided to opt for a simple form of agent-frame relationship whereby at most one agent can be given responsibility to populate a given frame of information. This approach was adopted as it was considered to provide an extensible relationship between agents and frames.
-Given the identification and selection of an agent to fulfil a request (either originating from the user or from another agent), the selected agent will be requested to identify the frame of information that will be populated in response to the request. The agent will be given exclusive responsibility to populate the selected frame. -An agent may request that control be relinquished and that responsibility to populate the selected frame of information be passed to another agent (e.g., as the dialog progresses, the agent may decide to cede control to a more specialized variant). -By exploiting the inheritance hierarchy between frames, that is, where one frame can be extended to provide a more specialized frame variant, if control from one agent is passed to a more specialized variant of that agent, then the frame associated with the inquiry may also evolve to a more specialized frame variant. For example, a dialog managed by a cardPaymentExpert agent populating a cardPayment frame might evolve to a dialog managed by a visaCardPaymentExpert populating a visaCardPayment frame.
From a design perspective, the expertise needed to fulfil a particular request is encapsulated within an agent, while the information associated with the particular request is encapsulated within a corresponding frame object. By separating expertise and information in this manner, it becomes possible to permit one agent to deal with any number of different instances of a particular inquiry/transaction at the same time, for example, as might arise when dealing with payment across a number of different transactions.
Linking Frames Together to Form Larger Discourse Entities.
Having introduced a frame as encapsulating the information associated with the operation of a particular agent, it becomes necessary to define how instances of frame objects collectively represent the evolving discourse product (including dialogs that involve a number of different inquiries/transactions managed across a number of different agents). Within the Queen's Communicator, it was decided that individual frames of information could be linked together to provide composite discourse objects that model full inquiries/transactions (i.e., including any well defined subdialogs that can be encapsulated within a single frame).
Linkage between frames is achieved through the use of linked-frame attributes which provide a mechanism whereby a particular frame can indicate that additional frames of information may need to be collected and attached. For example, a theater inquiry may require linkage to a credit card frame representing payment information, which in turn may require linkage to frames holding address and telephone contact information. This example is illustrated in Figure 9 .
In order to ensure that newly introduced and revised agents are given an opportunity to deploy their expertise, the linkage between frames is not predetermined. Instead each linked-frame attribute is described in terms of a statement of requested content with the agent responsible for populating the frame determining when a suitable linked frame should be attached (i.e., through the identification of a suitable agent that will be given responsibility to populate the linked frame). The polling mechanism outlined in Figure 6 is used to select the agent that will be given responsibility to both identify and populate the linked frame.
The representation of the discourse product associated with a particular inquiry/transaction in terms of a hierarchy of linked frames may be viewed as useful from a number of different perspectives. In particular, it: introduces a mechanism where a complex inquiry/transaction can be broken up into a number of smaller-sized chunks, which facilitates both the delegation and delimitation of agent responsibility in terms of tasking each agent to collect a certain frame of information, and it provides an open-ended structure that can dynamically grow and adapt depending on the objectives set by the user, for example, through the use of dynamic linkage, it becomes possible to incorporate information imparted by the user in the agent polling process, thereby ensuring that the most appropriate frame of information is incorporated within the dialog.
However, making use of a hierarchy of linked frames is not without its challenges. In particular, the division of an inquiry/transaction into a number of linked frames should, in most instances, be imperceptible to the user. This entails that users, if permitted, should be able to revisit previously completed frames or offer information that will be of use in future, that is, currently unlinked, frames. In particular, if the user returns to a previously completed frame, any system attributes must be either reset, retested, or regenerated to ensure that any new information introduced by the user is suitably propagated throughout the dialog (as explored in Section 4.8, this can be readily achieved through the use of housekeeping expert rules). In order to determine if information is of relevance to an as yet, unlinked frame, it is necessary to perform a forward recursive search through all potentially introducible frames and to introduce and link such frames to the current frame where necessary. Details of how this is accomplished within the Queen's Communication are reported elsewhere ]. Figure 10 illustrates how a record of the evolving dialog is kept via two objects: a DiscourseStack and an ExpertFocusStack.
Modeling the Evolving Dialog.
During each dialog turn, a new frame will be generated by evolving the previous state of the current inquiry/transaction with the most current user utterance and the corresponding system response. This new frame is pushed onto the discourse stack, that is, the discourse stack provides a turn-by-turn history of discourse development. No restriction is placed on the order in which different types of frames can be added to the stack, for example, frames associated with two different inquiries will be intermixed if the user jumps back and forth between inquiries. The expert focus stack is comprised of a number of pointers to frames within the discourse stack that identify the most recent frames associated with ongoing inquiries/transactions. As such, whenever the current active inquiry/transaction is completed, the next frame indexed by the expert focus stack is extracted and pushed onto the top of the discourse stack.
The use of these two stack-like structures provides a simple and effective means of dealing with several different interleaving inquiries/transactions. This is illustrated in Figure 11 which shows a situation where the user has left an uncompleted theater booking and started a new cinema booking. While the discourse stack provides a complete account of turn-based interaction, the expert focus stack references only the most recent frames associated with ongoing transactions or inquires, in this example, the current cinema booking and the recent theater booking. Once the cinema booking has been completed, or should the user indicate they wish to return to the theater booking, the theater frame referenced by the expert focus stack will be popped onto the top of the discourse stack, thereby enabling the discourse to continue from the original point of departure.
Internal Agent Structure
While the design of agents as autonomous entities that can individually engage the user in dialog results in a simplified architectural model of the system, it requires that agents must independently deal with the issues surrounding spoken dialog. For example, in addition to undertaking domain-specific discourse furtherance actions towards completion of a shared goal, it is also the responsibility of each agent to ensure that the discourse is appropriately grounded and that user or system-initiated repairs/negations are appropriately executed, etc.
Through the use of object inheritance, it becomes possible to define a structure that permits the common discourse behavior (e.g., the broad mechanism where information is confirmed or repaired) to be separately encapsulated and inherited by all agents. Additionally, the use of inheritance also provides a mechanism through which the system can create more specialized agents building upon the defined expertise of more generalized agents. Figure 12 provides an overview of the class hierarchy employed within the Queen's Communicator.
Discourse Manager: Encapsulation of Generic Discourse Behavior
The DiscourseManager class has responsibility for the overall management of turn-based interaction between the user and agent. The management encompasses the determination of when it is appropriate to invoke high-level, domain-specific expertise to further the overall dialog, alongside common forms of discourse behavior such as grounding, repairing, and arbitrating between different dialog intentions. In other words, the discourse manager encapsulates the common discourse behaviour that is inherited and used by all enquiries and transactions. The discourse manager will only permit the execution of domain-specific expertise if it is satisfied that all previous system intentions have been acted on with appropriate grounding where necessary. An overview of the system-turn process is shown in Figure 13 .
An agent invokes its own system-turn process once the semantic parse of the user's input utterance has been converted into a corresponding frame object holding the user supplied information. The input frame evolves against the last frame pushed onto the discourse stack (i.e., representing the latest state of the inquiry/transaction). The evolve process determines how the user's input changes the previous discourse state. Within the Queen's Communicator, the evolve process is controlled by a number of update rules that are conditional on the new and previous contents of a slot combined with the previous, if any, system intention associated with the slot. For example, if a particular slot contains an existing value and the user's input supplies a different value that populates this slot, then, depending upon whether the previous system intention for the slot was to ask the user to supply a different value, the status of the slot will be set to either Modified By User or New For System. Once evolved, a second rule-based process assigns generic system intentions to each slot, depending on the status of the slot (e.g., a Modified By User status will likely attract a system intention of Repair Confirm). The set of generated generic intentions will determine if domain-specific expertise can be invoked. More specifically, provided none of the slots contained within the frame need to be specified, repaired, or explicitly confirmed, then domain-specific expertise can be later invoked later to further the discourse.
A final rule-based process determines the semantic content of the system's response based on the generated set of intentions for the newly evolved frame. The rules dictate the precedence of different system intentions and also limit the amount of new information that is either provided or requested during a single turn. For example, the rules determine the maximum number of slots that the system can ask the user to populate in a single turn, or the maximum number of values that should be implicitly confirmed in a single turn. If confirming several values, a number of interpretative rules are used in conjunction with the rules concerning implicit confirmation to cater for situations where an uncertain number of slots have been negated. Additionally, if the user populates several slots following a system request, the parser-to-slot mapping will be subject to the normal confirmation strategy, that is, the user will be given an opportunity to rectify any incorrect slot values.
By varying the rule parameters that direct the generic system-turn process, it becomes possible to alter the nature of the dialog, for example, from a discourse style that is highly restrictive and cautious to a style that is more flexible and user-led. Once the system turn has completed, the evolved frame will be pushed onto the discourse stack and control passed back to the agent which will then invoke its domain-specific expertise if appropriate.
Enquiry Expert: Encapsulation of Domain-Specific Expertise
In order to exploit the generic turn-based discourse management provided by the DiscourseManager, it is necessary to introduce a mechanism where domainspecific expertise can be added to provide meaning to the contents of each slot and purpose to the execution of system intentions.
Given the use of a slot-filling approach within the Queen's Communicator and the desire to promote the reuse and extension of domain expertise, it was decided that a rule-based approach would be used to encapsulate domain expertise (the mechanisms that facilitate rule reuse and extension are detailed in Section 4.8). In particular, it was decided that expert rules would be defined in terms of a number of preconditions and a number of actions. Preconditions are expressed in terms of conditional properties of specified attributes, for example, the attribute's value or confirmation peg, or the system intention associated with that attribute. In turn, actions associated with a particular rule are concerned with discourse furtherance. This can include changes to the properties of an attribute, for example, the system intention, and also encompass the initiation of database inquiries, NLG utterances, discourse flow changes, interagent collaboration, etc. In broad terms, the preconditions of a rule describe a particular situation, for example, the user has provided a cinema name and a particular time, while the actions describe what should be done to appropriately further the dialog, for instance, a database inquiry should be initiated to establish which movies are showing at the stated time. Hence, depending on the number and nature of the preconditions, both very general and very specific situations, alongside the actions that are appropriate in such situations, can be readily described.
In order to improve code reuse, all common functionality concerning the sequencing, testing, and execution of expert rules is extracted and encapsulated within an inheritable rule-based engine. This is identified as the InquiryExpert class shown in Figure 12 , which can be viewed as containing a number of sequences of expert rules which are tested and executed as appropiate. Classes which extend InquiryExpert inherit both the turn-based discourse management functionality of DiscouseManager and the rule-based engine of InquiryExpert and, in most cases, need only define the sets of rules that encapsulate the functionality needed to execute the inquiry/transaction offered by the agent. From the perspective of the dialog developer, the introduction of a new agent requires little effort beyond the creation of appropriate expert rules, that is, the InquiryExpert class encapsulates and defines the forms of task-specific behavior that extending agents can employ.
An overview of the rule-based system-turn process is shown in Figure 14 (Section 4.8 provides details on the different types of expert rules available within the system).
The InquiryExpert system-turn process initially invokes the discourse management behavior inherited from DiscourseManager. Following this, the agent is then given an opportunity to test and fire all defined housekeeping rules. If the initial discourse management indicates that domain-specific expertise should be employed to further the discourse, then the agent will consider all defined discourse furtherance rules. Unlike the housekeeping rules where any number of rules is permitted to fire, only one discourse furtherance action will be selected to fire. Where necessary, an updated system utterance will be generated to convey the discourse furtherance action undertaken by the expert. The final updated frame can then be stored and the system utterance forwarded to the NLG for generation. Finally, post-system turn actions are considered (e.g., initiating an interagent transfer, dispatching a database inquiry, etc.).
Enquiry Expert: Rule Type and Structure
As indicated, the notion of an expert rule is central to the encapsulation of domain-specific expertise within the Queen's Communicator. A rule can be defined as consisting of one or more preconditions expressed in terms of slot properties, combined using standard logical operators, and one or more associated actions describing a course of action should the preconditions be met. An overview of the rule syntax and example conditions and actions are shown in Table III . It is likely that a complex inquiry/transaction will require the development of a sizeable number of expert rules to adequately model the necessary domain expertise. This was felt to be potentially problematic, in that as the number of expert rules increases, it is likely that the associated cost of maintaining/extending the rule collection (e.g., adding new rules, modifying behavior, etc.) will also increase. As a means of limiting this cost, and thereby improving overall maintainability and extensibility, the notions of rule grouping and rule categorization were introduced.
Rule groupings, as facilitated through the ExpertRuleSequence object identified in Figure 12 , provide a straightforward means of grouping together a number of related rules into a sequence that represents a larger chunk of expertise. For example, expert rules governing the booking of a cinema ticket might be grouped into separate rule sequences that deal with the elicitation and verification of different transactional phases, for example, selecting the movie, selecting the cinema, selecting the desired date/time, collecting party information, etc.
Rule categorization provides a means of grouping together rule sequences that share a common functional form into a higher-level organizational structure. Currently, within the Queen's Communicator, three different rule categories are defined.
-Discourse furtherance rules are concerned with progressing the discourse in a manner appropriate to the current discourse state as encapsulated within the latest evolved dialog frame. Examples of common actions include prompting the user to supply more information and initiating a database confirmation or lookup. -Housekeeping rules are concerned with maintaining the integrity of the inquiry/transaction, for example, resetting confirmation flags and systeminferred values should the user change a related data item (thereby enabling the discourse furtherance rules to regenerate/reconfirm system attributes). -Database furtherance rules are specifically concerned with recovering from unsuccessful database lookups by progressively relaxing the associated lookup constraints in a domain-specific manner until a potential lookup value can be returned. For example, given a failed hotel accommodation lookup for a four-star hotel in Belfast, a database furtherance rule may request that the accommodation class constraints (i.e., four star) be relaxed in order to determine if a database match can be found for the remaining constraints (i.e., hotel in Belfast). Structured as such, the database furtherance rules represent recovery strategies that enable the system to offer potentially viable alternatives to a user inquiry that cannot be satisfied.
The grouping of related rules into expert rule sequences and the use of different rule categories provides a mechanism to decompose a potentially large and complex collection of expert rules into a number of smaller functional segments which tend to afford more straightforward maintenance and extension. Through the use of inheritance, this principle can also be extended to permit more specialized agents to inherit and refine the rule sequences of more general agents. Hence, it becomes possible to define generic or general rule collections that can be shared across a number of different forms of inquiry or transaction. Figure 15 provides an example of how this might be applied within a hierarchy of telephone number agents.
Each extending agent inherits the discourse furtherance, database furtherance, and housekeeping rule sequences from all defined forms of more general agent (i.e., all superclass agents). The agent may then extend the inherited rules sequences by introducing its own specialized sets of rules. When determining which rules should be tested and potentially fired, the more specialized rule sequences are tested first before backing off to more general rule sequences. The first discourse furtherance or database furtherance rule to fire will stop the search process, whereas all defined and inherited housekeeping rules will be tested and fired as appropriate. Defined as such, this structure permits an agent to both introduce new expertise and refine inherited expertise by overriding inherited rules (i.e., it operates in a manner similar to the normal rules of inherited behavior within object-oriented languages). In effect, the use of inheritance provides an additional mechanism where complexity can be managed across a number of different layers and also helps promote the reuse of discourse expertise. In addition, the use of inheritance provides a mechanism to encapsulate cross-domain behavior within a generic, crossdomain agent which can be inherited and further specialized by domain-specific agents. 
THE VOICEXML APPLICATION
As a precursor to the experimental investigation, this section describes how a functionally similar system to the Queen's Communicator (QC) can be developed using VoiceXML. It should be noted that the basic version of VoiceXML 2.0 (http://www.w3.org/TR/voicexml20/) was used without the additional components and objects (RDCs, Speech Objects, Voice Objects) described in Section 2.2. This is because the purpose of the evaluation is to examine issues of maintainability and re-usability in respect to additional functionalities of the dialog management component that are potentially more easily supported in QC, such as the provision of cross-domain and advanced mixed-initiative dialog. The evaluation does not address the comparison of reusable components and objects with QC's service and support agents since it is straightforward to create additional objects to match QC's agents and vice versa.
A VoiceXML version of a cinema booking and inquiry system was designed and implemented on the basis of the functional and design specifications of a system implemented using the Queen's Communicator architecture in order to provide a basis for the evaluation of the QC architecture in terms of maintainability and reusability (see Section 6). Although not all of the functionalities of the QC version of the application could be easily implemented in the VoiceXML version, it was possible to implement sufficient elements of functionality to provide a basis for evaluation as detailed in the following.
User input. The basic idea of a dialog exchange involving a system prompt and a user response is fundamental to any spoken dialog system. These elements were straightforward to implement in VoiceXML, including recognition grammars to process the user input. These grammars are roughly equivalent to the semantic grammars used by the Phoenix parser in QC, although Phoenix provides more robust parsing for the irregular input typical of spoken language. In principle, it would be possible to construct VoiceXML grammars to handle irregular input but at the cost of large numbers of alternative rules that would ultimately lead to unacceptable recognition times.
Dialog Initiative. A major feature of QC is the ability to switch between mixed initiative and system initiative. In VoiceXML, a limited form of mixed initiative is provided in which, at the initial prompt in the dialog, the user can include any number of the required items of information in the response. However, following this, the system reverts to system initiative mode to elicit any remaining items one-by-one. For example, if there are required fields for cinema, film, day and time, and the user says the name of the film and the day, then the system will ask for the name of the cinema followed by a prompt for the time. It is possible to specify several <initial> elements in VoiceXML to allow for continued mixed initiative. However, this requires specifying all the different combination of potential user input in the grammars as well as the conditions for each mixed initiative field, whereas the architecture of QC lends itself to a more concise and manageable approach to mixed initiative dialog.
Error Handling. VoiceXML includes a number of built-in mechanisms for handling various types of events, such as noinput and nomatch as described. These have to be specified explicitly in QC. In addition, the VoiceXML application included an event to cover cases where no records were returned from the database. A similar mechanism is defined in QC. Also, as mentioned earlier, events can be inherited in VoiceXML using the mechanism of different levels of scope. Domain Spotting. An important feature in QC is the spotting of the domain relevant to the user's inquiry, for example, hotel reservation, cinema inquiry, theater booking. In QC, the Domain Spotter is defined explicitly as an object within the Dialog Manager (see Figure 4) . Moreover, the Domain Spotter incorporates various behaviors such as selecting and polling agents (see Figure 6 ). There is no mechanism for specifying complex objects such as this in VoiceXML so the function of domain spotting was approximated through the use of semantic tags that identified a domain by matching elements of the recognized input with a list of domains and using rules in the form of nested conditional statements to approximate the polling of agents.
Agents. Similarly, it was not possible to implement agents in the VoiceXML application as agents in QC are essentially objects within an object hierarchy (see Figure 5 ). For the same reason, it was not possible to specify inheritance relationships between objects. An approximation of the QC approach was achieved using VoiceXML form templates to represent the behaviors of the agents. These forms could be reused as required within the application, similar to the invocation of agents in QC.
Frames. In QC, frames are used to encode the information about the dialog, such as the status of the information being elicited and the system's intentions relative to this information (see Table I and Table II) . Basic information about the slots to be filled is encoded in the specification of field variables in VoiceXML, and the developer is not required to write code to update these values since this is handled automatically by the Form Interpretation Algorithm. However, the downside of this feature is that it is not easy to encode in a general way the more complex information and behaviors that are included in the QC frames (as shown, for example, in Figure 8 and Figure 9 ). Procedural code can be attached to field variables in the form of conditional statements, but these would have to be specified individually for each field.
Dialog Control. As indicated earlier, most basic dialog behaviors can be easily specified in VoiceXML without requiring the developer to write procedural code, for example, to control the dialog flow through a form. More complex dialog control is made possible in QC through the use of objects and rules (see Figure 13 , Figure 14 , and Figure 15 ). As indicated earlier, QC rules can be approximated in VoiceXML with appropriate procedural code, but this is an ad-hoc approach that violates the principle of declarative coding supported by VoiceXML, and it is not possible to provide the more general, reusable solutions available in QC.
In summary, a number of the functions for dialog control that are provided in QC can be implemented more or less directly in VoiceXML, and some others can be approximated with procedural code. In this way, VoiceXML meets the requirements of its designers in providing a platform that is easy to use for the design of simple dialog while containing features that also support more complex interactions. However, as indicated earlier, some of the more sophisticated elements of QC that support more advanced dialogs cannot be implemented easily in VoiceXML if at all, and, even so, the methods used are ad hoc and lacking in generality. Nevertheless, there is sufficient similarly between both versions of the system to enable the experimental evaluation of the two platforms in the following sections.
EXPERIMENTAL EVALUATION
Experimental Setup
The IEEE Standard for Software Maintenance [IEEE 1993 ] defines maintenance as the modification of "a software product after delivery to correct faults, to improve performance or other attributes, or to adapt the product to a modified environment". In turn, maintainability can be defined in relation to the associated cost with which a software artefact can be extended, adapted, or corrected. Cost, in this context, can be described in terms of the amount of effort required to plan, implement, and monitor the maintenance, alongside the degree of structural decay associated with the maintenance [IEEE 1993] . In other words, the cost of maintainability can be expressed in terms of how easy change can be introduced and to what extent the change is likely to deteriorate the design in a manner that makes future maintenance more problematic.
A number of different types of metric have been proposed as providing an estimate of the likely cost of maintaining a software artifact. Broadly, the metrics attempt to formally encapsulate measurements related to complexity, comprehensibility, reusability, and adaptability. Examples of different approaches range from simple source metrics, such as the number of lines of code, to more complex assessments of algorithmic complexity (e.g., Halstead [1977] , McCabe and Butler [1989] , and Welker and Oman [1995] ), and to those exploring class and package-level complexity (e.g., Chidamber and Kemerer [1994] , Martin [2003] ). In relation to architectural design, the use of metrics tends to be highly dependent on the context and form of predicted change, that is, an evaluation of the cost of architectural change must also consider the predicted likelihood that such a change will occur. A number of different scenario-based approaches for evaluating maintainability have been proposed (e.g., Bosch [2000] , Kazman et al. [1996] , Kazman et al. [1998] ).
In order to evaluate the maintainability of the dialog manager architecture, it was decided that a scenario-based approach would be used, based on the following forms of maintenance: modification of existing domain-specific expertise, extension and reuse of existing domain-specific expertise, and modification of discourse management behavior. In order to provide a measurement of the cost associated with a particular form of change to the discourse manager, the following metrics are proposed as providing an adequate means of estimating the overall effort:
-measurement of change to domain-specific expertise: the number of new/modified expert rules and the associated number of new/modified expert objects; -measurement of change to discourse management behavior: the number of new/modified discourse manager parameters/rules; -where change cannot be fully measured in terms of the previous metrics: the approximate number of additional lines of Java code (LOC).
Similarly, suitable VoiceXML-based metrics had to be derived that could also provide an adequate means of estimating the overall effort so that a comparison could be made between the two systems. The criteria to be used for measuring the functionally similar VoiceXML metrics are:
-measurement of change to domain-specific expertise: the number of new and modified fields within a dialog form; -measurement of change to discourse management behavior: unlike the QC and related systems mentioned in Section 2, VoiceXML does not separate the domain management and the discourse management expertise. As mentioned before, the FIA implements dialog control in a fairly rigid and inflexible sequential manner so discourse management is usually controlled by utilizing conditional statements held within the VoiceXML <filled> elements which execute code once a value has been elicited. Likewise, <filled> is also used to control the domain expertise within a VoiceXML system along with the <block> element which can also contain conditional statements. Therefore a separate metric cannot be derived solely for discourse management, and the number of new and modified fields within a dialog form is once again appropriate; -where change cannot be fully measured in terms of the previous metrics: as the number of fields added or amended can be quite a crude figure, additional metric lines of code (LOC) will once again be provided which is an approximation of the number of lines of both VoiceXML and PHP code which have been added or altered within the system.
Base Scenario
A cinema-booking inquiry was selected to provide the base scenario on which various forms of maintenance could be explored. In particular, a dialog system was constructed that would collect information concerning the show (film name, cinema name, show date and time, number of tickets, ticket price) and related booking information (credit card number and expiration date, contact name, address, and telephone number). The base scenario assumes that the dialog management process will employ grounding and confirmation strategies throughout the discourse, for example, using the database to confirm a film name as soon as the name is provided by the user. Additionally, where possible and appropriate, information supplied by the user should be used to constrain the remaining items of information that need to be collected, for instance, if the user has supplied a film and cinema name, then only valid show times should be presented to the user. Finally, the user should be able to change previously given items of information. An overview of the agents introduced to support the outlined cinema booking transaction is shown in Figure 16 . An overview of the structure of an equivalent VoiceXML is shown in Figure 17 . Figure 17 shows the dialog represented as VoiceXML, and the fields within each form are illustrated to the right of the forms. These fields must be elicited in either a mixed or system initiative fashion before progressing onto the next form. The forms themselves are designed to be encapsulated, so that they can be reused in future dialog systems that require the particular functionality. Additionally, during the booking dialog, there is an additional validation process made up mainly of PHP scripts that confirms that the elicited film/cinema/date/showtime combination is valid. When system initiative is utilized, this is a step-by-step process where the value elicited by the user is used first to derived a possible subset of allowed values based upon that input for example, if the user elicits "Movie House Belfast" then only available movies showing at that particular cinema will be included in the dynamic grammar for the following question.
Maintenance Scenarios
A number of maintenance scenarios are outlined in the following, alongside an analysis of the associated cost of introduction assuming the Queen's Communicator and VoiceXML baseline systems outlined Figure 16 and Figure 17 respectively (see Tables IV, V, VI).
ANALYSIS
As outlined in the IEEE Standard for Software Maintenance, maintainability can be measured in terms of the amount of effort required to plan, implement, and monitor the maintenance, together with the degree of structural decay associated with the maintenance [IEEE 1993 ].
Cost of Planning and Implementation
With regard to the amount of effort required to plan and implement change, it is the assessment of the authors that the overall cost is similar between (B).
Fictional Case Study 2
As a means of increasing maximum seating levels the fictional Budget cinema chain is to introduce two-tiered theaters. Bookings to Budget cinemas retain the same characteristics as normal cinema bookings but should additionally enquire if the user wishes to book seats on the upper or lower tier. Queen's Communicator cost analysis A new BudgetCinemaExpert, extending CinemaExpert, will need to be introduced. The expert will inherit all previously defined cinema expertise. New rules will need to be added to obtain/suggest/confirm the seating tier. Additionally, some database back-off rules will need to be modified to take into account the unavailability of a requested tier. A new rule will need to be added into CinemaExpert to evolve a basic cinema inquiry into a Budget cinema inquiry if the user selects a Budget cinema. Expert Rules Expert Objects Extra LOC New Modified New Modified 3 3 1 1 0 VoiceXML cost analysis Two new fields are required, first to prompt the user if a budget cinema is requested, and if so, then whether the lower or upper tier is requested. The selection is then added to the global variables, and later, if a budget cinema was requested, the tier choice is added to the database with the payment details. Additional PHP scripting is also required to verify that there is suitable seating available on the selected tier, and if not, to suggest the alternative tier to the user. Fields Extra LOC New Modified 3 0 ∼70
the VoiceXML and Queen's Communicator developments with two notable exceptions. In both systems identifying and planning the necessary change was unproblematic and mostly consisted of selecting new rules, fields, and experts. As the case studies are fictitious, no attempt was made to measure the cost of monitoring and assessing the impact of the maintenance.
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Cost within the VoiceXML system can be broadly described in terms of the effort required to design new fields and associated VoiceXML/PHP scripts and the effort required to integrate the new elements into the existing forms. Within the Queen's Communicator, cost can be broadly described in terms of the effort required to introduce new rules and the effort required to package changes into new/existing expert objects.
Case Study 5 (Table VI) illustrates a situation where the cost of planning and implementation differ significantly between the two systems. In particular, as indicated in Section 5, it is not readily possible to employ inheritable dialog control strategies across VoiceXML forms. This entails that modification of the underlying dialog behavior is likely to require change across all applicable forms. Within the Queen's Communicator, as the discourse control is inherited from the discourse manager, any change in behavior will be inherited by all extending experts.
Notable variation between the systems was also observed in Case Study 4 (Table V(B)). As can be seen, the ability to inherit generalized functionality and reuse existing expert objects ensures that the cost of introduction remains low, both in terms of effort and the number of new rules, etc. that need to be added to the system. While the VoiceXML system was able to reuse some existing fields, the overall cost was higher. In particular, the amount of new code that was required, and hence the amount of additional code that will need to be maintained in the future, was significantly higher.
It is important to note that the base scenario and case studies used in the comparison were of modest complexity and size. As such, the corresponding cost of change is likely to be similarly modest. However, it is reasonable to expect that as the complexity of the base system and change requests increase, then so will the cost of maintenance in terms of planning and implementation. Based on patterns of maintainability within traditional forms of software engineering, it may be the case that as the complexity of the dialog system increases, then the advantages of encapsulating behavior into discrete expert objects will result in a significantly lower comparative cost of planning and implementing change.
Structural Decay
There is a notable difference between the Queen's Communicator and VoiceXML systems in terms of the degree of structural decay following the implementation of changes associated with a number of the case studies (most notably, Case Studies 2 (Table IV(B)), 3 (Table V(A)) and 5 (Table VI) ).
The majority of change within the Queen's Communicator was introduced through the development and addition of new expert objects which typically extended an existing component. As such, changes tend to be encapsulated within defined expert objects and have limited/no impact on other experts, that is existing expert objects tend not to be subjected to change or decay. Likewise, established forms of interdependence between expert objects are not altered. Introducing extending experts that refine and specialize existing experts enables reuse scenarios to employ whichever expert fits best, that is, selecting an expert that matches the level of specialization appropriate to the form of reuse. A new form of payment is to be introduced, called reserve-and-collect. The user will be provided with a reservation number and be required to pay upon collection. User contact information will continue to be collected. This form of payment is to be offered alongside credit card payment. Queen's Communicator cost analysis A new expert, extending PaymentExpert, will need to be added. The expert will inherit rules that instigate the collection of contact information, that is the payment expert needs to define three rules: one to provide a booking reference and another two to repeat the reference if needed. A new expert rule action will be needed to generate a booking reference (this will require Java coding). The expert selection process will ensure that the new payment expert will be automatically selected as appropriate.
Expert Rules Expert Objects Extra LOC New Modified New Modified 3 0 1 0 ∼100 VoiceXML cost analysis A field is added before the commencement of the credit card dialog. The field prompts the user to continue with the credit card payment now, or to reserve the tickets and pay later. Either the dialog will continue or the user's details will be passed to the Web server where existing PHP scripts will store the details in the database.
Fields Extra LOC New Modified 1 0 24 (B).
Fictional Case Study 4 A new form of concert ticket booking transaction is to be introduced. Users will be asked to specify their intended venue, show, date and given the option to purchase tickets using only their credit card. Where appropriate and possible, discourse expertise developed for the cinema booking transaction should be reused. Queen's Communicator cost analysis A new form of inquiry expert, extending the event expert will need to be introduced. General event handling expertise is provided through inheritance. As such, a total of 10 new userfocused rules and 4 database rules tailored to concert booking will need to be added to the concert expert. Credit card payment facilities can reuse the payment experts and associated support experts created for the cinema expert. One additional rule will need to be added to the concert expert to explicitly transfer control to the credit card expert as the only form of supported payment. Expert Rules Expert Objects Extra LOC New Modified New Modified 15 0 1 0 0 VoiceXML cost analysis New dialog forms are required, one to handle mixed initiative allowing the system to elicit the venue, show and date, and others to provide a refined subset from the database based upon previous utterances. Approximately 700 LOC are required to achieve this, including database rules and logic. As previous code is specific to cinema forms, fields and database tables, it cannot be reused. Certain parts of the cinema dialog, such as requesting if a user is a first-time user or whether he/she is using credit card payments, can be reused.
Fields Extra LOC New Modified 16 0 ∼ 700
• P. Hanna et al. Upon session commencement, the user should be asked if they have previously used the system. If not, then all information supplied by the user will be explicitly confirmed with a maximum of one item confirmed each dialog turn. Otherwise, the system will adopt a default unrestricted implicit confirmation strategy. Queen's Communicator cost analysis Two expert rules will need to be added to ask if this is a new user and act accordingly. New code will need to be added to track if the user is new. A discourse rule will need to be updated to use an explicit confirmation action given a new user (otherwise defaulting to implicit) and two discourse parameters will be needed to track the maximum number of slots to implicitly/explicitly confirm each dialog turn. The use of centralized interagent control, via the DomainSpotter object also provides a mechanism where coupling between expert objects remains weak and new forms of experts can be incorporated into the system without impacting upon existing experts, that is, new forms of agents can be dropped into the system and their functionality automatically offered and selected as appropriate in response to other agent requests. Within the VoiceXML system, changes tend to be integrated into existing forms and consequentially change or enrich the functionality or purpose of the form. However, such a type of change is likely to have an impact on other components that currently depend on the form or, alternatively, intend to make use of the functionality offered by the form. For example, in Case Study 3 (Table V(A)), the incorporation of a reserve-and-collect method of payment into the payment form will ensure that any reuse of the payment form in other types of dialog application will need to consider if this method of payment is appropriate and, if necessary, an adapted form without a reserve-and-collect method of payment may have to be maintained. The payment form may in effect become less reusable following the introduction of the new functionality.
More generally, the use of an object-based approach, employing strong encapsulation and the ability to inherit and specialize functionality, provides both a ready means of isolating change and a mechanism for component reuse. The more procedural and form-based operation of systems such as VoiceXML, while offering mechanisms for reuse, do not lend themselves so strongly to easy and effective reuse. However, with specific regard to VoiceXML, this difference is likely to become less marked as reusable VoiceXML components, which currently encapsulate individual areas of expertise, become organized into hierarchies of interrelated objects. In summary, over a period of time and system change, it is likely that object-based dialog systems will offer strong resilience to forms of structural decay. To a good extent, this suggestion mirrors the relationship found within the broader software engineering domain concerning the advantages of an object-oriented development methodology.
CONCLUSIONS
This article has provided details of how an object-oriented approach can be applied to the architectural design of a dialog management component with the aim of facilitating the modification, extension, and reuse of discourse-related expertise.
A functionally similar VoiceXML system was constructed and used as a baseline against which to compare the maintenance cost of a number of fictional case studies. The cost of planning and implementing change was broadly similar between the two systems except for those case studies involving either reuse of existing discourse expertise or a change of dialog control strategy. In these case studies, the encapsulation of expertise into reusable expert objects and the inheritability of dialog control strategies resulted in a lower cost of implementation within the Queen's Communicator.
The case studies also demonstrated significant differences between the two systems in terms of the degree of structural decay following implementation of change associated with the case studies. The ability to extend existing expert objects, inheriting their defined functionality and encapsulating change within more specialized experts, typically ensured that existing expert objects were not subjected to structural decay. Additionally, the introduction of specialized experts enabled reuse scenarios to employ whichever expert object offered the best match to the required level of generality or speciality. Finally, the use of weak coupling between objects, with a domain spotter providing centralized interagent control, enabled new agents to be added to the system and their functionality automatically offered to existing agents. While the case scenarios could be successfully implemented in VoiceXML, in its current form, the implementation was such that the overall cost of future maintenance/reuse would be greater. The use of reusable components in VoiceXML and the possibility of organizing these components into object hierarchies would help to address this issue. Furthermore, while the case studies focused on scenarios that involved the implementation of change to an existing system, the authors would argue that the architectural benefits relating to agent reuse would also be realizable within scenarios involving the reuse of cross-domain expertise for the development of new types of inquiry or transaction.
More generally, this article has shown how the generalized benefits of an object-oriented design methodology can be realized within the design and implementation of a dialog management component in terms of improved maintainability, extensibility, and reusability. This is likely to be of significance within dialog systems where the majority of effort will occur after the initial development, for example, within research systems intended to provide a platform on which to explore new approaches or within commercial systems where it may be desirable to reuse and/or extent an existing solution. Furthermore, while
