One of the most critical obstacles in voice conversion is the requirement of parallel training data, which contain the same linguistic content utterances spoken by different speakers. Collecting such parallel data is highly expensive process, therefore many works attempted to use non-parallel training data for voice conversion. One of such successful approaches is using cycle-consistent adversarial networks (CycleGAN), which utilize the cycle consistency loss. The major drawback of CycleGAN based methods, however, is that they can handle only one-to-one voice conversion from a source speaker to a target speaker, which makes it difficult to use for general-purpose cases requiring many-to-many voice conversion among multiple speakers. Another group of approaches using variational autoencoder (VAE) can handle many-to-many voice conversion, but their sound qualities are much lower than that of CycleGAN based methods. In this paper, we propose to use a cycle consistency loss for VAE to improve the sound quality of the conventional VAE based methods for many-to-many voice conversion.
INTRODUCTION
Voice conversion (VC) is a task of converting the speakerrelated voice characteristic in an utterance while maintaining linguistic information. Conventional VC methods require parallel data for training the models. Parallel speech data contains the utterances that have same linguistic contents spoken by different speakers. Such parallel speech data are highly expensive, however, that they restrict the use of VC in many applications. Therefore, many recent VC approaches attempted to use non-parallel training data. Early works using non-parallel training data adopt Gaussian mixture models (GMM) [1, 2, 3] . Recently, deep learning based VC methods that have shown promising performances use variational autoencoders (VAE) [4] , VAE with generative adversarial networks (VAE-GAN) [5, 6] , and cycle-consistent adversarial networks (CycleGAN) [7, 8, 9] .
A variational autoencoder [10] is composed of an encoder and a decoder. The encoder compresses the input data into latent variables, and the decoder generates converted data from the latent variables. In the VC task, the encoder transforms given speech features to latent vectors containing the linguistic information of the input speeches. Then, the latent vectors are combined with target speaker identity vectors, which are typically represented as one-hot vectors, and are used by the decoder to generate the converted speech features of the target speaker. This voice conversion approach based on conditional variational autoencoder [4, 11] assumes that the linguistic contents of the source speech are captured by the encoder module as latent vectors, and the target speech can be synthesized by using the latent vectors and an additional target speaker identity vector. Though the VAE based methods can be trained quickly, the qualities of the converted speeches are usually not satisfactory, as the model is not explicitly trained to convert the speech from a source speaker to a target speaker. It is trained to recover the input speech from the latent vectors and the source speaker identity vectors.
VAE based VC may be improved by using variational autoencoding generative adversarial networks (VAE-GAN) [5] . In this approach, the decoder of the VAE is considered as the generator of a generative adversarial network (GAN) [12] . After the initial training of the VAE only, additional adversarial training is performed for the VAE and GAN. This approach reduces the muffled sound and improves the sound quality of the converted speech.
Another approach is cycle-consistent adversarial network [13] based VC. In CycleGAN-based VC, the speech features of the source speaker are converted to match the characteristics of the target speaker, and the converted speeches are again converted back to match the original speech from the source speaker. By using the cycleconsistency loss [14] , the linguistic contents are retained in the converted speeches. This enables to use non-parallel data to train GAN based VC models. Unlike VAE based methods, however, it can only learn one-to-one mapping between two speakers. To achieve complete mapping between speakers, 2 2 ⁄ pairs of CycleGAN models must be trained separately, which increases the training time and the memory space for model parameters prohibitively.
In this paper, we propose the cycle-consistent variational autoencoder (CycleVAE) for many-to-many voice conversion among multiple speakers. Unlike the conventional VAE, it applies the cycle consistency loss to the VAE to explicitly learn the mapping from the source speaker to the target speaker. The cycle consistency loss can be incorporated into not only the VAE but also the VAE-GAN, which makes CycleVAE-GAN. We used multiple decoders to improve the quality of the converted speech further: one decoder for each speaker.
In Section 2, previous related works on VC are reviewed. In Section 3, we describe our proposed VC model in detail. Section 4 analyzes the experimental results, and Section 5 concludes the paper.
RELATED WORKS

Generative Adversarial Networks
The generative adversarial network [12] consists of two components: a generator module , and a discriminator module . The generator module is trained to generate data to deceive . The discriminator module is trained to discriminate whether the data are the original data or generated ones by . The loss function of the GAN is defined as follows: (1) where is the generator that artificially generates speech imitating the target speaker, and is the discriminator that discriminates between the generated speech and the real speech uttered by the target speaker. Equation (1) is minimized for the generator and maximized for the discriminator.
Cycle-Consistent Adversarial Networks
An extension of the GAN called cycle-consistent adversarial network [13] can be applied for voice conversion using nonparallel training data. It utilizes a pair of generators and a pair of discriminators:
which converts the speeches from speaker to speaker , which converts the speeches from speaker to speaker , which discriminates between the real and the converted speeches for speaker , and which discriminates between the real and the converted speeches for speaker Y. The CycleGAN passes the input speech to to produce target speech ′ , which is then passed to to produce ′ . The resulting ′ is compared with the original input speech to compute the cycle consistency loss. The cycle consistency loss for both and is defined as follows: (2) which is added to the GAN loss to form the CycleGAN loss as follows:
where 1 is a weighting coefficient for the cycle consistency loss. Though the CycleGAN-based VC produces good sound quality using non-parallel training data, it can be used for only one-to-one voice conversion from a single source speaker to a single target speaker.
Conditional Variational Autoencoder
The conditional variational autoencoder can be applied to many-to-many voice conversion among multiple speakers using only a single model and non-parallel training data. It works by appending a speaker identity vector to the latent space vector of the VAE. The speaker identity vector guides the decoder of the VAE to generate the speakerspecific speech from the general linguistic contents . The loss function of the VAE is defined as follows:
where KL is the Kullback-Leibler divergence, is an encoding model that infers linguistic information, ( ) is a prior distribution model for , and ( | , ) is a synthesis model that generates converted speeches using and . By minimizing equation (4), the input speech can be converted to the target speaker's speech using the latent vector and the target speaker identity vector . However, due to no explicit model training for the conversion between source speakers and target speakers (i.e., only self-reconstruction training), the VAE-based VC method produces generally lower quality speech than the CycleGAN based VC method.
VAE with GAN
The VAE-GAN has been proposed to improve the lowquality of the VAE-based VC method. In this model, the decoder of the VAE is the generator of the GAN. First, the VAE pre-training is conducted in the same way as in Section 2.3. Second, the VAE and the GAN are jointly trained, in which the VAE gets an additional error signal from the discriminator of the GAN. The loss function of VAE-GAN is defined as follows: (5) where represents the target speaker's real voice, and is the speaker identity vector of target speaker . The coefficient 2 determines the influence of GAN in the VAE-GAN model. The generator is the decoder ( | , ) . Equation (5) is minimized for the generator and the VAE, and maximized for the discriminator. The discriminator may use the Wasserstein distance [5, 15] .
The VAE-GAN is capable of many-to-many voice conversion with higher voice quality than that of VAE based VC methods. Its performance decreases as more speakers are added, however, due to the use of a single decoder model. As with the VAE, the VAE-GAN does not learn the mapping functions explicitly. In the next section, we propose the extensions of the VAE and the VAE-GAN, called cycleconsistent VAE and cycle-consistent VAE-GAN, respectively, which can improve the performance in multitarget voice conversion tasks by explicitly learning many-tomany mapping functions. Fig. 1 shows the training process of CycleVAE for two speakers. We propose to use multiple decoders instead of a single decoder. The number of the decoders is equal to the number of the training speakers. Thus, the speaker identity vectors are not needed for the multiple decoders since each speaker has an independent decoder. We expect the sound quality can be improved since each decoder learns its own speaker's voice characteristics while the conventional one decoder VAE has to cover multiple speakers with only a single decoder. The encoder is shared by all speakers.
CYCLE-CONSISTENT VAE-GAN
Cycle-Consistent Variational Autoencoder
When the speech from speaker is fed to the network, it passes through the encoder and is compressed into the latent vector . The reconstruction error between reconstructed speech → ′ by Decoder and the input is calculated. Up to this point, the objective function is similar to the vanilla VAE except that it does not require the speaker identity vectors as follows:
The same procedure is applied to the data from speaker . Next, as the input speech from speaker is fed to the network, it passes through the encoder and Decoder to generate synthesized speech The same procedure is applied to speech from speaker . The complete loss function for the CycleVAE is defined as follows:
where 3 determines the influence of the cycle consistency loss. This can be easily extended to more than two speakers by applying equation (8) for all pairs of training speakers as follows:
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CycleVAE with GAN
The CycleVAE can be extended to utilize the GAN as in the VAE-GAN to further improve the sound quality. We call this model as the CycleVAE-GAN. The decoders of the CycleVAE-GAN are shared with the generators of the GANs as in the VAE-GAN. The first stage of the CycleVAE-GAN training is identical to the training procedure of the CycleVAE as in Section 3.1 In the second stage of training, the CycleVAE and GANs are jointly optimized where the CycleVAE receives an additional error signals from the GANs. This procedure is illustrated in Fig. 2 . The loss function of the CycleVAE-GAN is defined as follows:
where and are the generators for speakers and , respectively, and are the discriminators for speakers and , respectively, and 4 decides the weight of the GAN error signals. As in Section 2.4, the CycleVAE is pre-trained, and the CycleVAE and the GANs are jointly optimized. Equation (10) is minimized for the generators and the CycleVAE, and maximized for the discriminators. The discriminator may use the Wasserstein distance. This also can be easily extended to more than two speakers by applying equation (10) for all pairs of training speakers as follows:
As in the CycleVAE, the CycleVAE-GAN can handle many-to-many conversion by multiple decoder modules, which consists of decoders for target speakers. For the target speakers, one-to-one VC methods like CycleGAN require 2 /2 model pairs, but in CycleVAE-GAN, it is possible to convert 2 directions by decoders. Since the VAE-GAN uses a single decoder, it has a disadvantage that it becomes difficult to optimize the model as the number of speakers increases. In the CycleVAE and CycleVAE-GAN, however, the sound quality does not deteriorate even if the number of speakers increases because each speaker has dedicated synthesis model.
EXPERIMENTS
Dataset
For evaluation, a subset of VCC2016 dataset [16] is used. We selected 2 males and 2 females, namely SF1, SM1, TF2 and TM3, for intra-gender and inter-gender voice conversion tasks. We used entire 162 utterances in VCC2016 for training and randomly selected utterances for subjective evaluation. 
Training Procedure
We extracted 513-dimensional spectra (SP), aperiodicities (Aps) and fundamental frequency ( 0 ) from speeches downsampled to 16kHz using WORLD speech analyzer [17] . For non-parallel training, 1 frame of random segments were chosen from utterances. The training is done using the RMSProp optimizer [18] with batch of 256 and whole training set of VCC2016. Encoder, decoder and discriminator model used Rectified Linear Unit (ReLu) activation function [19] and applied batch normalization [20] to CNN structure [21] . For the training of CycleVAE algorithm, values of 3 was set to 1, and 4 was set to 0. The training procedure of CycleVAE is done as shown in Fig. 1 for all pairs of speakers, which is 4 x 4 directions.
For the training of the proposed CycleVAE-GAN algorithm, we used value of 4 to 50. The training procedure is done as shown in Fig. 2 . For example, if input is fed to the network, Decoder converts it to ′ , and then discriminates whether ′ is real data or not. In this case it trains only Decoder and .
Objective Evaluation
In the VC domain, over-smoothing of spectrum is one of the crucial problems [22] . Global variance (GV) can be used to measure such over-smoothing problem, as high GV implies the resulting spectra retains the sharpness of the original speeches. We evaluated the values of GV for each of the frequency indexes. Fig.3 shows example contours of real data, baseline VAE-GAN, and CycleVAE-GAN on Male to Female and Male to Male conversion pairs.
Subjective Evaluation
We also conducted subjective evaluation on similarity and naturalness using mean opinion score (MOS) test. The total of 16 utterances were selected that four utterances are assigned to each pair of M to M, M to F, F to M, and F to F conversions. Eight participants evaluated the similarity and naturalness in the scales of 1 (bad) to 5 (excellent). Table.1  and Table. 2 summarize the MOS scores of the proposed method and the baseline VAE-GAN algorithm. The cycle consistency loss increased the degree of similarity of the converted speaker in the proposed method, that the proposed method outperformed the baseline system for all intra-gender and inter-gender pairs. For the naturalness, the proposed method generally shown higher naturalness than the baseline system, with the exception of F to F conversion. Both results suggest that the CycleVAE-GAN can convert speeches that are similar to the target speaker and sound natural, compared to that of previous VAE-GAN methods.
CONCLUSION
In this paper, we proposed a new multi target voice conversion algorithm that can scale well for multi target speakers with the voice quality similar to that of CycleGAN based algorithms. CycleGAN based algorithms, which shown promising results for voice conversion using non-parallel speech data, have crucial drawback that it can only trained to convert speeches of a single source speaker to a single target speaker. VAE based algorithms can handle many-to-many voice conversion with single model, but qualities of their outputs are lower than that of CycleGAN based algorithms. The proposed method retains the quality of CycleGAN-VC and scalable for many speakers by using single encoder with speaker-specific synthesis models. 
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