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Abstract
To enhance interpretation capabilities of transient electromagnetic (TEM) methods, a multi-
dimensional inverse solution is introduced, which allows for a explicit sensitivity calculation
with reduced computational effort. The main conservation of computational load is obtained
by solving Maxwell’s equations directly in time domain. This is achieved by means of a high
efficient Krylov-subspace technique that is particularly developed for the fast computation of
EM fields in the diffusive regime. Traditional modeling procedures for Maxwell’s equations
yields solutions independently for every frequency or, in the time domain, at a given time
through explicit time stepping. Because of this, frequency domain methods are rendered
extremely time consuming for multi-frequency simulations. Likewise the stability conditions
required by explicit time stepping techniques often result in highly inefficient calculations
for large diffusion times and conductivity contrasts.
The computation of sensitivities is carried out using the adjoint Green functions approach.
For time domain applications, it is realized by convolution of the background electrical field
information, originating from the primary signal, with the impulse response of the receiver
acting as secondary source. In principle, the adjoint formulation may be extended allowing
for a fast gradient calculation without calculating and storing the whole sensitivity matrix
but just the gradient of the data residual. This technique, which is also known as migration,
is widely used for seismic and, to some extend, for EM methods as well. However, the
sensitivity matrix, which is not easily given by migration techniques, plays a central role in
resolution analysis and would therefore be discarded. But, since it allows one to discriminate
features in the a posteriori model which are data or regularization driven, it would therefore
be very likely additional information to have. The additional cost of its storage and explicit
computation is comparable low disbursement to the gain of a posteriori model resolution
analysis.
Inversion of TEM data arising from various types of sources is approached by two different
methods. Both methods reconstruct the subsurface electrical conductivity properties directly
in the time domain. A principal difference is given by the space dimensions of the inversion
problems to be solved and the type of the optimization procedure. For two-dimensional
(2D) models, the ill-posed and non-linear inverse problem is solved by means of a regular-
ized Gauss-Newton type of optimization. For three-dimensional (3D) problems, due to the
increase of complexity, a simpler, gradient based minimization scheme is presented. The 2D
inversion is successfully applied to a long offset (LO)TEM survey conducted in the Arava
basin (Jordan), where the joint interpretation of 168 transient soundings support the same
subsurface conductivity structure as the one derived by inversion of a Magnetotelluric (MT)
experiment. The 3D application to synthetic data demonstrates, that the spatial conductiv-
ity distribution can be reconstructed either by deep or shallow TEM sounding methods.

Zusammenfassung
Zur Verbesserung der Interpretationsmöglichkeiten Transient elektromagnetischer (TEM)
Methoden wird eine mehrdimensionale Inversionsmethode vorgestellt, die unter kleinstmög-
lichem Rechenzeitaufwand eine explizite Berechnung von Sensitivitäten erlaubt. Die haupt-
sächliche Zeitersparnis wird dadurch erreicht, die Maxwell’schen Gleichungen direkt im Zeit-
bereich zu lösen und ein sehr effizientes Krylov-Unterraum Verfahren einzusetzen, welches
eigens zur schnellen Berechnung elektromagnetischer Diffusionsprozesse entwickelt wurde.
Traditionelle Modellierungsverfahren zur Lösung der Maxwell’schen Gleichungen entwickeln
ihre Lösungen in der Regel nur für einzelne Frequenzen oder bei Anwendung expliziter Zeit-
schrittverfahren zu einer bestimmten Zeit. Die Anwendung von Methoden die im Frequenz-
bereich arbeiten ist daher äußerst zeitraubend. Bei expliziten Zeitschrittverfahren führen die
Stabilitätsbedingungen, die zur Berechnung von langen Diffusionszeiten und hohen Leitfä-
higkeitskontrasten eingehalten werden müssen, zu sehr langen Rechenzeiten.
Die Berechnung der Sensitivitäten wird mit der Methode der adjungierten Green-Funktionen
durchgeführt. Für Zeitbereichsmethoden wird dies durch eine numerische Faltung der im
Hintergrund enthaltenen elektrischen Felder des primären Stromsignals mit der Impulsant-
wort des Empfängers in Form einer sekundären Stromquelle realisiert. Prinzipiell könnte die
Lösung des adjungierten Problems durch Miteinbeziehung des Daten-Residuums erweitert
werden, um eine schnelle und direkte Berechnung von Gradienten zu ermöglichen, jedoch
wird hierdurch auf die zusätzliche Information der Sensitivitäten verzichtet. Dieses Verfah-
ren wird beispielsweise bei der Migration seismischer Daten und teilweise auch für elek-
tromagnetische Daten verwendet. Die Sensitivitätsmatrix spielt jedoch in der Analyse der
Auflösungseigenschaften postulierter Modelle eine zentrale Rolle. Bei eingehender Analyse
der Auflösungseigenschaften kann beispielsweise unterschieden werden zwischen den regu-
larisierungsbedingten Bereichen und denen die hauptsächlich durch die gemessenen Daten
beeinflusst werden, was ausdrücklich erwünscht ist. Der zusätzliche Aufwand der bezüglich
Speicherung und der expliziten Formulierung verloren geht ist eine vergleichsweise kleine
Einbuße die aufgrund der zusätzlichen Möglichkeit, die Aussagekraft postulierter Modelle zu
erhöhen, gerne in Kauf genommen wird.
Die Inversion von TEM Daten unterschiedlicher Quellsignale wird mit zwei verschiedenen
Methoden realisiert. Beide Methoden haben zum Ziel die Leitfähigkeitsstruktur im Unter-
grund zu rekonstruieren, wobei eine prinzipielle Unterscheidung bezüglich der untersuchten
Raumdimensionalität und der Art der Optimierungsmethode vorgenommen werden kann.
Bei zweidimensionalen (2D) Modellen wird das nicht lineare und schlecht gestellte Inversi-
onsproblem durch ein regularisiertes Gauß-Newton Verfahren gelöst. Für dreidimensionale
(3D) Probleme wird aufgrund der großen Komplexität ein simpleres Gradienten basierendes
Verfahren vorgestellt. Die 2D Inversion wird erfolgreich auf transiente Daten angewendet, die
im Rahmen einer long offset (LO)TEM-Messkampagne, innerhalb des Arava Beckens (Jorda-
nien), gewonnen wurden. Das Modell, welches bei der gemeinsamen Interpretation von 168
transienter Sondierungen postuliert wird, unterstützt die gleichen Leitfähigkeitsstrukturen
wie das Inversionsmodell eines Magnetotellurik (MT) Experiments. Die 3D Anwendungen
auf synthetische Daten zeigen, daß die räumliche Rekonstruktion der Leitfähigkeitsverteilung
sowohl mit tiefen als auch mit oberflächennahen TEM Sondierungsmethoden möglich ist.
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To investigate the physical properties of the earth interior we use geophysical methods,
since direct investigations are rarely possible. Geophysical depth soundings utilize different
physical fields or processes interacting with earth material. The task is then to find a
representative model for the earth which can explain the observed physical interactions
(interpretation).
Since the physical processes are mainly well understood, they can be modeled by solving
the appropriate partial differential equation (PDE). The solution represents the physical
response of the model and is therefore mostly called model response or forward solution.
Geophysical methods can be roughly separated into three different kind of PDEs, which are
solved for their interpretation1:
• Wave equations, or hyperbolic PDEs, of the form Af + f¨ + f˙ = 0 arise for e.g. in
Seismic, Radar or subsonic measurements. A refers to some kind of spatial operator
(e.g. the Laplace operator), f˙ and f¨ are the first and second derivative with respect
to time and f is the field one measures or simulates using an appropriate model (e.g.
sonic velocity of the earth material). Because of the second order derivation, those
methods generally believed to deliver the highest spatial resolution.
• Diffusive equations, or parabolic PDEs are formulated through Af + f˙ = 0 and solved
for the interpretation of electromagnetic investigations like Magnetotelluric (MT), Con-
trolled Source ElectroMagnetic (CSEM) and or Transient ElectroMagnetic soundings
(TEM). They deliver a moderate spatial resolution, but aim to investigate at a different
parameter (e.g. conductivity).
• Last not least Potential methods, like Direct Current geoelectrics (DC), Magnetic,
Gravity, or Self-potential (SP), etc., which are solved using the elliptic PDE: Af = 0.
1For convenience, the physical nature of the earth is more complex and the underlying processes often
obey mixed PDEs. But for a rough classification of the methods, they may be compiled in this manner.
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The elliptic PDEs are generally the most easiest class of equations to solve. As a
drawback, potential methods are believed to have the poorest spatial resolution.
Presently, because of the tremendous growth of computational power during the last decades,
the solution of the above stated PDEs can be solved for multidimensional (2D and 3D) models
with very fine spatial discretization.
Transient electromagnetic methods have a well-established place in exploration geophysics,
because they have the potential to provide very useful additional information for problems
associated for example with mineral exploration [Sarma et al., 1976], oil exploration [Spies,
1983; Strack, 1985], volcano-logical hazards and hydrological investigations. An excellent
review of the TEM method and its uses is given by Nabighian & Macnae [1991]. A collection
of related publications can be found in the special TEM issue of Geophysics, Vol. 49, 1984.
As a key issue for the geophysical investigation of the subsurface within commercial applica-
tions, one uses more then one method aiming at different physical properties and combines
their different advantages to deliver one representative model of the surrounding (joint in-
terpretation). Since the connection between different physical parameters, like velocities and
resistivity for e.g., is very difficult to establish, these integrated model interpretation are
often carried out one after another.
The most common and easiest interpretation technique is to apply some sort of transforma-
tion to the measured signal or data (e.g. apparent resistivities or seismic velocities). This
leads to an image of the parameter we like to know and is therefore often referred to as direct
imaging. Direct imaging techniques can be applied in many fields of geophysics (e.g. MT,
Seismic, etc.) by drawing a map of the transformed measurements with depth. While this
transformation gives a rough image of the parameter distribution of the subsurface it is very
incomplete. This is due to the inherent complexity of the parameter dependencies.
Interpretation by means of inverse solution(s)
To get a more complete image of the subsurface structure, the inverse process is applied.
Herein, one wants to find a representative, or a posteriori model, which model response
explains the measured data, within some specified manner.
The inverse process can be formulated as an optimization process of a predefined cost func-
tional (e.g. least squares misfit), where the cost functional measures to what extend the
model response fits the measured data. E.g., high cost corresponds to bad fit, whereas small
cost denotes that the model response better agrees to the measurements, and hence the a
posteriori model is more likely to describe the real model.
The simplest form of inverse process can be described with the trial and error procedure to
seek the a posteriori model: (A) Choose a model (prior). (B) Calculate the model response.
(C) Compute the cost and decide: if the cost is sufficiently small than terminate, else proceed
with (A)-(C).
As a side effect, if the model is selected by somebody, it would be naturally biased towards
individual preferences. Besides the problem, that the trial and error procedure may be very
exhaustive as well, some questions would arise:
1. How do we choose the model?
32. Which parameters do influence the model response the most?
3. What are the uncertainties of the a posteriori model?
4. How can we incorporate uncertainties of the data into the model?
Therefore, and to give answers to the questions which arise, one may apply more sophisticated
optimization techniques in terms of optimization algorithms. In general, the cost functional
to minimize is of non linear nature and one can distinguish between three different approaches
in non linear optimization: The statistical, the deterministic and hybrid approaches as a
mixture of the previously mentioned. Although the term ”statistical” and ”deterministic”
approach is not used in the literature, it is used here to distinguish between the two different
optimization processes because of their underlying principle.
Deterministic approaches2 try to find the minimum of the cost functional using standard
mathematical models. They are applied most commonly and utilize the first (e.g. gradi-
ent methods) and second order derivatives (Newton or Quasi-Newton methods) of the cost
functional to find an optimal parameter subset. Because of the non linear nature of the
problem, the second order derivatives are rarely computable and one uses approximations
to express them. However, the key feature within these approaches is to know, how changes
in the model are mapped into the data space (sensitivity). Sensitivities can be imagined in
the way, that they provide the inversion algorithm with the knowledge of which screw to
drive in order to adjust the model in the way to minimize the misfit. Deterministic inversion
schemes are generally the fastest methods in terms of computation time and widely applied
in geophysics.
Statistical approaches, or global search methods, target to find not only a global minimum
within the optimization process, but deliver further likelihood informations about the struc-
ture of the problem by forming a probability density of the cost functional (pdf). The pdf
is widely believed to be the only real mapping for the non linear complexity of the under-
lying problem. Although, the probabilistic approach can be formulated in a least squares
sense using the Gauss-Markov theorem [Tarantola, 1987; 2005], they require a Markov chain
to get independent model sampling. This means, that the model should be (more or less)
randomly selected, so that the model at any state of the inverse process is completely in-
dependent from the previous. The Markov chain can be applied in some cases, where the
number of model unknowns is relatively small [Mosegaard & Tarantola, 1995; Mosegaard &
Sambridge, 2005]. Therefore, this inverse process is regarded as a global search in the param-
eter space which treats the non linear nature of the physical model properly. But, due to the
big amount of computational load, they are generally considered unfeasible for models with
multidimensional character. Even for an one dimensional parameter distribution this can
mean tremendous computation cost, because many forward calculations have to be carried
out. Hence, most geophysicists favor the deterministic inverse mapping of the parameter,
to get a (more or less) unbiased estimation of the subsurface parameter distribution. Yet,
some applications of "intelligent" Markov chains, as the Neighboring Algorithm [Sambridge,
1999] or Genetic Algorithms [Stoffa & Sen, 1991] or the application of Neural Networks may
yield interesting results for geophysical problems, as well. They are compiled under the term
hybrid approach and try to bring the fast convergence of the deterministic approach together
with the non linear treatment of the probabilistic approach.
2For brevity, the class of deterministic approaches is mostly called just inversion process.
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Overview of present multidimensional TEM inversion schemes
Besides the physical background, which enables us to simulate the inherent processes, the
most essential part for any data interpretation is the solution of the inverse problem. Al-
though the forward and inverse problem for many applied geophysical methods are solved in
3D now, the interpretation of CSEM data sets with fine discretized spatial conductivity mod-
els is still a challenging task [Alumbaugh & Newman, 1997]. Especially the interpretation of
TEM data sets are commonly still done with 1D models. This is mainly due to the relatively
high computation cost which arises for the simulation of the diffusive EM processes which
arise in 3D conductivity structures. Because of the additional inhomogeneous field starting
values for the partial differential equations to be solved, the computational effort becomes
even larger for transient electromagnetics. As opposite to the frequency domain, for time
domain CSEM methods one has to take care of several decades of decay times, rendering
the TEM methods a very hard forward problem for spatial conductivity distributions and
are mostly solved within massive parallel computer environments (e.g. Newman & Commer
[2005]).
Recently, there are some improved 1D inversion strategies successfully applied and further
developed. The laterally constraint 1D inversion (LCI), as suggested by Auken & Christensen
[2004], bonds vertical model sections of one direction (e.g. y-direction), leading to smoother
lateral variations within the a posteriori model. Another approach, presented by Scholl
[2005], may be called soft joint 1D inversion (SJI). It applies a common joint inversion of
long offset (LO)TEM data not only for different components (e.g. Ex and H˙y) but for different
receivers sites as well. It can be seen as a hybrid approach between the LCI and the joint
inversion. Every transient sounding refers to it’s own model and they where linked together
through a smoothness matrix. In general this leads to more flexibility as common joint
inversion strategies fail sometimes to find one representative model for every component at
one receiver site. The spatially constraint inversion (SCI), as proposed by Viezzoli et al.
[2008], represents the spatially extension of the LCI method. Herein, the concatenation of
vertical model sections is not limited into one direction, but spatially neighboring receiver
sites are linked together. This leads to much more complex structure within the a posteriori
model which may be seen as quasi-3D inversion. However, the forward modeling is still done
by means of 1D solutions which leads to approximation errors within the model response.
Published TEM inversion approaches, which attack the full 3D problem directly in the time
domain are presented by Wang et al. [1994]; Zhdanov & Portniaguine [1997]; Commer [2003];
Newman & Commer [2005]; Commer & Newman [2008] and use gradient based inversion
techniques. The main feature of the proposed solutions is to avoid a explicit sensitivity
calculation, by using a migration scheme which is a standard interpretation technique in
seismic (e.g. Loewenthal et al. [1976]). This may be advantageous for huge data sets with
millions of unknowns, because the storage of the sensitivities can be prohibitive for this
cases. However, the additional resolution information which inherits the sensitivity matrix
can not be used without additional effort within common EM migration schemes [Zhdanov
& Tolstaya, 2006]. Another approach, using the nearly quadratic convergence advantage of
a Quasi-Newton scheme, was recently published by Haber et al. [2007]. Here, the authors
use an interesting preconditioning approach to solve the adjoint problem, reaching nearly
quadratic convergence for models with some hundred thousand parameters. Yet, even with a
more ”sophisticated” inversion techniques as described by Haber et al. [2007], the additional
information of the sensitivity matrix is never stored and thus can not be accessed directly.
5Thus, resolution analysis of the a posteriori model of 3D TEM inversion is very complicated
and the current published inversion schemes do not deliver such information. Additionally,
the inversion schemes presented by Commer & Newman [2008] are currently running on
massive parallel workstations rendering the approach unfeasible for commercial applications.
Thesis
To enhance interpretation capabilities of TEM, a fast multidimensional inverse solution with
reduced computational effort but explicit sensitivity calculation is established. The main
conservation of computational load is achieved by solving the most relevant forward problems
by means of the widely used SLDM, proposed by Druskin & Knizhnermann [1988]. The
computation time for an inversion is further minimized by distributing the multiple forward
simulations within a parallel computer environment. The optimization is based on gradient
and Gauss-Newton methods, whereas the parallelization scheme is mainly designed for Linux-
Clusters and compiled in a program called sinv.
In the current development state of sinv, the treatment of three different model parameter-
izations are implemented within different parts of the program:
1. (Low-parameterized 3D models (small-scale 3D inversion)).
2. Models following a 2D parameterization (2D inversion).
3. Arbitrary 3D models (large-scale 3D inversion).
The first approach represents a small-scale 3D inversion and is based upon the work of Com-
mer [2003] and can be treated as starting point of my work. It was mainly been developed for
the purpose of refining a priori known 3D underground structures. It uses an unconstrained
least-squares inversion algorithm and is customized to invert for 3D earth models with a
limited model complexity in a way that the problem is over determined by the number of
data points. Therefore, a priori information is an important requirement to design a model
such that its limited degrees of freedom describe the structures of interest. The inversion is
successfully applied to data from a LOTEM survey at the active volcano Merapi in Central
Java (Indonesia). The interpretation of the resistivity images obtained by the inversion have
substantially advanced the structural knowledge about the volcano [Commer, 2003]. Because
it is already described in detail in the work of Commer [2003] and no major adjustments to
this part of the code are done, it is put in brackets to emphasize that it is not part of the
investigations within this work.
With the low parameterized model assumption of the small scale 3D inversion scheme one
has to rely on a very detailed first guess to the model parameterization. The most realistic
image of the Earth can be obtained if a model variation in all three dimensions is allowed
in an inversion. Therefore, to attack a multidimensional inversion with arbitrary model
parametrization, two further inversion strategies, namely for 2D or 3D model discretizations
are realized and described throughout this work. They may seen as a extension of the work
of Newman & Commer [2005], though with two major differences:
1. All 3D forward modeling is carried out with the fast and efficient SLDMem3t. Thus,
the inversion program may be used within low cost computer environments (e.g. small
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Linux Clusters or modern PCs) and is not limited to expensive massive parallel work-
stations.
2. Resolution information can be accessed directly by investigating the sensitivity of single
data points or the whole sensitivity distribution. Thus, one may carry out extensive
resolution analysis for model and or survey designs.
The program is designed to compute the inverse solution as well as sensitivities for any source
and receiver types commonly used within TEM investigations. It is tested with synthetic 2D
and 3D models and successfully applied to field data from a 2D LOTEM investigation of a
part of the Dead Sea Transform (DST) system. The LOTEM data originates from measure-
ments that where taken between 2004 and 2005 within the joint venture project DESERT.
There, a deep crustal study to gain more insight into the DST was carried out at the Arava
Fault (Jordana), carrying out several MT/Seismic surveys as well [DESERT Working Group,
2004]. The inversion result shows very good agreement to the MT interpretation for lower
crustal features, which where showed by Ritter et al. [2003], and enhances the interpretation
for depths between 50m and 3 km.
This thesis is organized in three parts. The first part, containing chapter 2 and 3, is of
theoretical nature. It gives a general insight into the formulation and solution of non lin-
ear inverse and the TEM forward problem in particular. In chapter 2, I derive the basic
equations for the formulation of the unconstraint and the constraint or regularized non linear
optimization problem, the normal equations. I explain the main strategy and present for-
mal derivation of the algorithms which I use for gradient based and the more sophisticated
Quasi-Newton methods. Further I describe the major differences in terms of resolution be-
tween the two major branches of non linear optimization. A key to the resolution analysis of
the a posteriori model is the proper computation of sensitivities. For time domain methods,
Hördt [1998] showed a convolution scheme based on the adjoint Green function approach
[Roach, 1982; McGillivray & Oldenburg, 1990], which allows a fast computation of TEM
sensitivities directly in the time domain. Therefore it is convenient to follow the approach
of Hördt [1998] which implementation and further intricacies is given in chapter 3. Besides
the computation of the sensitivity matrix, the solution to the forward problem for TEM
in particular is focused in this chapter as well as the treatment of some peculiarities when
dealing with TEM data, especially how the system response is treated. A key issue for the
computation of transient fields by means of the SLDMem3t is the automated grid generation,
which I discuss in detail in section 3.4.
The next part containing chapter 4, shows applications of the proposed inverse solution to
synthetic and real field data, respectively. I focus on the implemented inversion strategies
for 2D and 3D TEM inverse solutions and show proof of concept for both, 2D and 3D
inversion with synthetic data. The application to a synthetic LOTEM survey reveals how
the resolution capabilities of the inverse solution can be enhanced by combination of different
receiver components. Afterwards, I show the previously mentioned application to field data
and compare the 2D LOTEM inverse solution to the MT results of Ritter et al. [2003].
For 3D applications I show examples of an artificial 3D LOTEM campaign for deep crustal
studies. To the opposite, I can show how the proposed inverse solution resolves a surface
near conductivity anomaly, within a synthetic 3D SHOTEM campaign. In the last part,
comprising chapter 5, I summarize the investigations of this work and give some conclusions.
7Preliminary notes
Following Goldman et al. [1994], in all chapters the word voltage or induced voltage shall be
used instead of both ”magnetic field time derivative” or ”magnetic induction time derivative”.
Although it may be argued that electric field measurements also involve voltage measure-
ments, I will call them just electric fields. Vectors and matrices will be represented by
bold characters. Lower case characters are used for vectors, upper case letters are used for
matrices.
In order to compare synthetic transient electromagnetic to measured data, which may be
collected using different devices and receiver settings, I introduce the following normalizations
to them:
• Transmitter current and
• Receiver moment
Thus, the displayed Ex-field data are always given in V/m and the induced voltages are
given in V/m2. Please keep in mind, that the transmitter moment, which is either the





For the interpretation of measured data, we like to get an image of the reality through a
model of more or less complexity. To get the model, the deterministic inverse process is
applied to the prior model. It yields one or more a posteriori models which data describe
the measurements within their uncertainty.
For a model, where the predicted data depends in a linear way on the model parameter
and, if the model functional is twice differentiable, the inversion problem may be stated very
simple: Take the first derivative, set it to zero, solve the equation for the model unknown
and take a look at the second derivative at this point. If the second derivative is positive,
you found the (global) minimum of the function, if it is negative, it is a maximum, etc.
If one concentrates on EM data, the model depends in a non-linear manner on the predicted
data. Hence, we must apply non-linear optimization strategies which differ from the previous
in the way that one has to linearize the whole problem and apply the same strategy, but
iteratively.
2.1 The non-linear optimization problem
Assume a set of TEM measurements are taken at some points on the earth surface and the
TEM data is influenced by the conduction properties in a certain region Ω in the subsurface.
The measured data can be represented by the N -dimensional data vector d = (d1, . . . , dN)T
and Ω is some subset of the Euclidean space IRM . To explain the measurements we synthesize
a model for the parameter distribution. The synthetic model can be described through an
M -dimensional vector m = (m1, . . . ,mM)T which is mostly just called the model or parame-
terization. The model is referring to the value of the parameter as well as it’s discretization in
the whole model domain. To reproduce or describe the real spatial conductivity distribution,
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In this equation, σ(r) is the spatially and continuous conductivity distribution. The mi’s
are serving as weighting coefficients for the discretizing basis functions θi. θi may be some
sort of problem inherent function, like Chebychef or Legendre polynomials and may be
defined as parallelepipeds as well. However, the basis functions θi(r) have to be selected
such that the reality can be described with satisfying accuracy. Taking the basis functions as
parallelepipeds they can form a grid in the Euclidean space. Therefore it seems convenient to
introduce many basis functions to achieve a fine model discretization, for which the parameter
distribution can be sought of a continuous function.
With the parametrized model we can formulate a direct problem to simulate the measure-
ments taken. This can be described with the N -dimensional mapping f(m) : Ω→ IRN . If y
is the residual vector between the measured data d ∈ IRN and the model response, we can
compare the model response with the measured data like:
yi(m) = di − fi(m) i = 1, . . . , N . (2.2)
For the interpretation of the data we are interested in the spatial distribution of the param-
eter m which model response fits to the measurements within the uncertainty of the data.
Therefore we like to find a model which minimizes the difference between measured and
predicted data.
For the general formulation of the minimization problem it is convenient to start with a
functional which we like to minimize. This functional can be defined using an `n-norm of
the residual vector y as:
`n : IRN → IR, `n(y) =
∞∑
i=0
|yi|n = Φ(m) = min , (2.3)
where the functional Φ is called an objective, or cost function.
The goal in a global optimization or minimization is, to find an element m∗ ∈ Ω such that
∀m ∈ Ω : Φ(m∗) ≤ Φ(m) . (2.4)
A feasible solution that minimizes the objective function, is called a stationary point of
the cost function. But a stationary point may not be a global minimum. In fact, when
the objective function does not present convexity, there may be several local minima and
maxima. A local minimum m∗ is defined as a point for which there exists some  > 0 so
that for all m ∈ Ω with
|m−m∗| ≤  , (2.5)
the expression
Φ(m∗) ≤ Φ(m) (2.6)
holds. Whereas for a global minimum equation (2.4) is valid over the whole model domain.
If the optimization problem does not present convexity it may have several local minima and
maxima and generally considered as ill-posed problem.
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2.1.1 Line search
The line search is the simplest form of minimization technique. Nevertheless, it is a powerful
tool to find the minimum of a function. It may be applied if the function is depending of
one (1D line search) or just a few parameters.
Line search methods can be divided into exact and inexact line search methods. While
inexact line searches deliver just the direction of the minimum by, generally three, function
evaluations, exact line searches perform the minimum search within a given interval to
find the minimum. Hence, the exact 1D line search can be treated as simple brute force
minimization scheme. It can not fail if the problem is convex but diverges for non convex
problems.
Algorithms performing an exact line search apply always the same policy: divide and con-
quer. Suppose, the initial interval [a, c] includes the point where the function attains it’s
minimum at the value α ∈ [a, c]. The initial interval then is reduced at each iteration to
a smaller interval, already bracketing the minimum. We have so a series of encapsulated
intervals (cf. fig. 2.1).
α ∈ [ai, ci] ⊂ [ai−1, ci−1] . . . ⊂ [a, c] (2.7)
Suppose the minimum is bracketed by the starting interval, the exact line search will find
it, regardless how long it will take. Overall, the performance of an exact line search is just
linear, no matter if one takes bi-sectioning or the more sophisticated Fibonacci or golden
section search, and thus often misjudged or not used at all. Another drawback is, that if the
minimum is not included in the starting interval, the algorithm will fail after a long search.
The Wolfe conditions ([Wolfe, 1969; 1971] see below) for performing inexact line searches,
can yield faster approximations to the minimum, but will not reach it in general. Moreover,
if the problem is not convex, it may lead to wrong results. Formulas to perform an inexact
line searches are given below.
Many people make a combination of sophisticated sectioning within an inexact line search:
They choose a combination of the Fibonacci or the golden section search and terminate after
one or both Wolfe conditions are satisfied.
Bisection method
Figure 2.1 describes how sectioning is applied while performing a line search. Here the graph
of a simple quadratic function is plotted against the values of the data. Of course, the cost
functional is generally a lot more complex and can bear many local minima. The mid point
of every interval is denoted by bi=0,1,.... Note that the minimum of the function is, or should
be, bracketed by the starting interval, which is not always the case. Thus, performing an
exact line search, should be treated with special care.
The simplest form of an exact line search is the bisection method also known as dicotomic
search. At the first iteration (i = 0) the interval [ai, ci] is divided in two equal parts, [ai, bi]
and [bi, ci], so that bi =
ai + ci
2
. Then, after choosing  > 0, check for
Φ(bi + )










Figure 2.1: Section search algorithm. The picture illustrates the sectioning of the interval which
brackets the local minimum of the functional.
If this equation is satisfied, repeat the whole process with the new interval [ai, bi], otherwise
repeat with [bi, ci]. Thus, the convergence to the approximation of the minimum is linear
[Press et al., 1995].
Fibonacci search
A more sophisticated algorithm is the Fibonacci search, where at each iteration the length
of the interval is chosen according to the Fibonacci rule:
li−3 = li−2 + li−1 (2.9)





where li is the i-th number of the Fibonacci sequence. The number of function evaluations
are again linear dependent on the number of iterations and the disadvantage of this method
that  must be chosen a priori.
Golden section search
The golden section search is one of the most famous sectioning methods. Given a triplet
(a, b, c) that brackets the minimum, we choose a new point α∗ that defines a new bracketing
triplet (a, α∗, b) or (b, α∗, c) according to the rule:
α∗ − b
c− a = 1− 2
b− a
c− a (2.11)
This implies that |b − a| = |α∗ − c|, and that at each iteration the interval is scaled of the
same ratio ζ. Then we repeat the process with the new triplet. So the interval (a, c) is
divided in two parts, a smaller and a larger, and the ratio between the whole interval and





1− ζ , (2.12)
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This fraction is known as the golden-mean or golden-section, whose aesthetic properties come
from the ancient Pythagoreans.
Wolfe conditions
The Wolfe conditions [Wolfe, 1969; 1971], are a set of inequalities for performing inexact line-
searches within iterative optimization techniques. Inexact line searches provide an efficient
way of computing an acceptable step length δmn = mn+1 − mn that reduces the cost
”sufficiently”, rather than minimizing the cost over αn ∈ IR exactly. The first inequality
Φ(mn + αnδmn) ≤ Φ(mn) + c1αnδmTngn , (2.14)
is also known as Armijo rule [Gilbert & Nocedal, 1992] and the second
mTn∇Φ(mn + αnδmn) ≥ c2δmTngn , (2.15)
is also called the curvature condition, with 0 < c1 < c2 < 1. For convenience, gn = ∇Φ(mn)
is the gradient of the cost functional evaluated for the n’th model iterate.
Equation (2.14) ensures that δmn decreases the cost functional sufficiently, and equation
(2.15) ensures that the slope of the function Φ(mn +αnδmn) at mn is greater than c2 times
that at m0.
The Wolfe conditions are often used together with interval sectioning which arose following
the Fibonacci rule or the golden section search to perform the inexact line search.
2.1.2 Gradient based optimization
If the parameter space has not the simple 1D dependency, iterative methods to find the
(local or global) minimum should be applied. For the solution of the optimization problem of
multidimensional parameter space, a large number of algorithms are proposed. Whereas the
majority of commercially available solvers, are not capable of making a distinction between
local optimal solutions and global optimal solutions, they will treat the former as actual
solutions to the global problem. But the global optimization can be a very tedious task for
non-linear f and is commonly avoided.
Consider the bisection method, which delivers a general solution of the one-dimensional
problem. The application on non convex problems can be computationally prohibitive.
Even for one dimensional problems it may diverge.
In the following I give a general introduction to solve the unconstrained minimization process
by means of the gradient descent and the Newton method. Thereafter, the conjugated
gradient descent method is described which applies the conjugate gradient (CG) approach of
Hestenes & Stiefel [1952] to unconstrained optimization via a conjugation of steepest descent
search directions. The Newton approach involves the computation of second derivatives of
the cost functional. Because this can be computationally exhaustive, the linear equation




Figure 2.2: Iterative process of
gradient descent. The blue curves
are the regions on which the value
of Φ is constant.
Gradient descent (GD) is a straight forward optimization
algorithm which is also known as steepest descent, or the
method of steepest descent. To find a local minimum of
a functional it is convenient to take steps proportional to
the negative of the gradient (or the approximate gradi-
ent) of the function at the current point.
It follows that, if
m1 = m0 − α∇Φ(m0) (2.16)
for α > 0 then Φ(m0) ≥ Φ(m1). Finding appropriate
values for α is commonly done using an exact or inexact
line search (e.g. the Armijo rule).
The iterative minimization process starts with a guess m0
for a local minimum of Φ, and, considering the sequence
{mi : i = 0, 1, . . .} with (gn = Φ(mn))
mn+1 = mn − αngn, n ≥ 0 (2.17)
we have
Φ(m0) ≥ Φ(m1) ≥ Φ(m2) ≥ . . . . (2.18)
Hence, the sequence Φn = Φ(mn) converges to the desired (local) minimum. Note that the
value of the step size αn is allowed to change for every iteration.
To explain the iterative process of the optimization process using the gradient descent
method, it is illustrated in picture 2.2. The blue lines indicating isolines of constant Φ.
Here Φ is assumed to be defined on a simple 2D plane, and that its graph has a bowl shape.
A red arrow originating at a point shows the direction of the negative gradient at that point.
Note that the negative gradient at a point is orthogonal to the contour line which is going
through that point. Following the red line from it’s starting point at iteration 0, we see
that GD leads to the bottom of the bowl. The bottom is the point where the value of the
functional Φ attains it’s minimum, which is a global minimum in this case.
Conjugate gradient descent and nonlinear conjugate gradient
The conjugate gradient descent (CGD) method generalizes the gradient descent method
upon a modified Gram-Schmidt conjugation of the gradient search directions. According to
Hestenes & Stiefel [1952], who called it conjugate directions, it is a general form of the conju-
gate gradient method. Following the formulation of Gilbert & Nocedal [1992] it extends for
nonlinear optimization to the nonlinear conjugate gradient method (NLCG). Especially the
nonlinear conjugate gradient methods are used for solving large scale optimization problems
[Mackie & Madden, 1993; Rodi & Mackie, 2001; Commer, 2003; Commer & Newman, 2008],
because they avoid the storage of matrices .
In the literature, the term conjugated gradient descent may not occur. It is chosen here to
distinguish between the conjugate gradient method which is the method of choice for solving
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large scale linear systems and sometimes called conjugated gradient method Shewchuk [1994]
which is used in unconstrained optimization. Although, the method is developed on the idea
of Hestenes & Stiefel [1952] it is introduced to optimization problems for a different purpose
and not used in the original form [Shewchuk, 1994].
Like steepest descent, the conjugate gradient descent method is an iterative methods of the
form
mn+1 = mn + αnδmn (2.19)




−gn n = 0
−gn + βnδmn−1 , n ≥ 1
(2.20)
where gn is the gradient of Φ evaluated at mn and βn is a scalar. Note, how the gradient
update is deviated from the gradient descent method which makes it a conjugated search
direction. Additionally the step length can be different in every iteration without loosing
conjugacy.
Three most prominent formulas for β are titled Fletcher-Reeves (FR), Polak-Ribiëre (PR),










δmTn (δmn − δmn−1)
αnmTn−1(δmn − δmn−1)
. (2.23)
They all deliver a modified Gram-Schmidt conjugacy scheme, which improves the conver-
gence of the gradient descent search directions in a desired manner. Although, recent mod-
ifications of β investigated by Zhang et al. [2006], yield interesting convergence results as
well.
Figure 2.3: CGD vs. gradient
descent. The picture illustrates the
difference in minimization between
CGD (green) and gradient descent
(red).
If Φ is a strictly convex quadratic function and if αn is
the exact one-dimensional minimizer, equation (2.19) is
called the linear conjugate gradient method [Gilbert &
Nocedal, 1992]. On the other hand, equation (2.20) is
called the nonlinear conjugate gradient method for gen-
eral unconstrained optimization problems.
The main difference between CGD and gradient descent
is illustrated in figure 2.3. Note, that the CGD search di-
rections are always orthogonal on the previous and thus
reducing iteration numbers. Subsequent search direc-
tions lose conjugacy requiring the search direction to be
reset to the steepest descent direction at least every N
iterations, or sooner if progress stops. However resetting
every iteration turns the method into steepest descent.
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If the line search is done exact, each iteration requires
O(N) calculations [Gilbert & Nocedal, 1992] for conver-
gence.
2.1.3 Newton’s method
In mathematics, Newton’s method is a well-known algorithm for finding roots of equations
in one or more dimensions. It can also be used to find local maxima and local minima of
functions by noticing that if a real number m∗ ∈ Ω is a stationary point of Φ, then m∗ is
a root of the derivative ∇Φ(m∗), and therefore one can solve for m∗ by applying Newton’s
method to ∇Φ(m0).
The Taylor expansion of Φ(m) at the point m0
Φ(m0 + δm0) = Φ(m0) +∇Φ(m0)δm0 + 1
2
∇2Φ(m0)δm20 (2.24)
attains its extrema when δm0 = m−m0 solves the linear equation:
H0δm0 = −g0 . (2.25)
Where H0 = ∇2Φ(m0) is called the Hessian matrix and g0 = ∇Φ(m0) is the gradient. If
H0 is positive definite it is the (local) minimum.
Thus, provided that Φ(m) is a twice-differentiable function for m ∈ Ω and the initial guess
m0 is chosen close enough to m∗, the sequence defined by
mn+1 = mn −H−1n gn , (2.26)
will converge towards m∗.
Usually Newton’s method is modified to include a small step size α > 0 instead of α = 1
mn+1 = mn − αH−1n gn . (2.27)
Figure 2.4: The picture illustrates
the difference in minimization be-
tween Newton’s method (green) and
gradient descent (red).
This is often done to ensure that the Wolfe conditions
are satisfied at each step mn →mn+1 of the iteration.
The geometric interpretation of Newton’s method is that
at each iteration one approximates Φ(m) by a quadratic
function around mn, and then takes a step towards the
maximum/minimum of that quadratic function. If Φ(m)
happens to be a quadratic function, then the exact ex-
trema is found in one step.
Newton’s method converges much faster towards a lo-
cal maximum or minimum than gradient descent. This
should be illustrated by picture 2.4. In fact, every local
minimum has a neighborhood such that, if we start with
m0 ∈ Ω, Newton’s method with step size α = 1 con-
verges quadratically (if the Hessian is invertible in that
neighborhood). Because in GD the steps are always or-
thogonal to the isolines of the graph, it needs more iterations than Newton’s method to
converge.
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Finding the inverse of the Hessian is an expensive operation, and can be prohibitive in most
cases, so the linear equation
Hδm = −g , (2.28)
is often solved approximately using Quasi-Newton methods, where an approximation for the
Hessian is used instead. The existing Quasi-Newton Methods are described in more detail
below.
Note, that if the Hessian is close to a non-invertible matrix, the inversion of the Hessian can
be numerically unstable and the solution may diverge.
Quasi-Newton methods
Quasi-Newton methods are a generalization of the secant method to find the root of the first
derivative for multidimensional problems. The main attraction is that the Hessian matrix of
second derivatives of the function to be minimized does not need to be computed. Therefore
he QN method gains an increasing popularity among geophysics who aim for large scale
inverse problems. The Hessian is updated by analyzing successive gradient vectors instead.
The most common quasi-Newton algorithms are currently the SR1 formula (for symmetric
rank one) and the widespread BFGS method, that was suggested independently by Broyden,
Fletcher, Goldfarb, and Shanno, in 1970 [Dennis & Schnabel, 1996].
As in the Newton’s method, one uses the second order approximation to find the minimum
of a function Φ. From equation (2.24) one can derive the Taylor series of the gradient itself
as
∇Φ(m0 + δm0) = g0 +H0δm0, (2.29)
which is called secant equation.
Solving equation (2.29) for ∇Φ(m0 + δm0) = 0 provides the Newton step (eq. (2.26)).
Various methods are used to find the solution to the secant equation which is symmetric
(HT = H) and closest to the current approximate value Hn according to some metric
minB ‖H−Hn‖. An approximate initial value of H0 = I is sometimes sufficient to achieve
convergence. The unknown mn is updated applying the Newton’s step which is calculated
using the current approximate Hessian matrix Hn.
The whole process may be summarized by the following list:
• Compute δmn = −αnH−1n gn, with α chosen to satisfy the Wolfe conditions.
• Update the solution mn+1 = mn + δmn.
• Compute the gradient at the new point gn+1, and
• sn = gn+1 − gn, is used to update the Hessian Hn+1, or directly its inverse using the
Sherman-Morrison formula (2.30)
Given an invertible square matrix A and the vectors u and v, such that 1 + vTA−1u 6= 0,
the Sherman-Morrison formula states that [Dennis & Schnabel, 1996]:





Here, uvT is the dyadic product of the two vectors u and v.
The most popular update formulas for quasi-Newton methods are given in the table 2.1.







































Broyden Hn + sn−HnδmnδmTnδmn δmTn
SR1 Hn + (sn−Hnδmn)(sn−Hnδmn)T(sn−Hnδmn)Tδmn H−1n +
(δmn−H−1n sn)(δmn−H−1n sn)T
(δmn−H−1n sn)Tsn
Currently, the only available QN method which seems suitable for large scale inversion pur-
poses is the L-BFGS method published by Liu & Nocedal [1989]. It maintains a comfortable
method to store the updates for the Hessian matrix which can be challenging, because every
one of the former updates are needed to perform the next one. As a drawback in terms of
computational load, this method requires a cheap gradient calculation. This is due to the
check of the curvature condition (eq. (2.15)) which ensures the positive definiteness of the
updated Hessian at every iteration step.
The SR1 formula does not guarantee the update matrix to maintain positive definiteness and
can be used for this problems. Yet, because of the great difficulties in the implementation
of the SR1 formula, it was not tested within this work. The Broyden’s method does not
require the update matrix to be symmetric nor that it is positive definite. Moreover it is
used to find the root of a general system of equations (rather than the gradient) by updating
the Jacobian (rather than the Hessian) matrix. Yet, because there is no recursive inverse
formula for the Broyden update available, it is discarded here as well so that the formal
comparison above is given here for sake of completeness.
2.2 Least squares formulation
The above mentioned minimization techniques can be applied in general unconstrained op-
timization and to any `-norm of the cost functional. For statistical reasons, which I describe
briefly in the following, it makes sense to formulate the optimization problem in a least
squares sense. The method of least squares or ordinary least squares is normally used to
solve overdetermined systems.
Carl Friedrich Gauss is credited with developing the fundamentals of the basis for least-
squares analysis in 1795. In 1829, Gauss was able to state that the least-squares approach
to regression analysis is optimal in the sense that in a linear model where the errors have a
mean of zero and are uncorrelated, the best linear unbiased estimators of the coefficients is
the least-squares estimator. This result is known as the Gauss-Markov theorem. For more
statistical background to this, the reader is referred to the book of Tarantola [2005].
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2.2.1 Data covariance
Because we can only measure to a certain degree of exactness, the measured data itself is
contaminated with noise and may be biased as well. The errors have not to be normal dis-
tributed nor to be linear independent, but only uncorrelated - a weaker condition, nor are
they assumed to be identically distributed, but only having zero mean and equal variances.
To take this error into account, it is common to introduce the inverse of a weighting matrix




d is a diagonal matrix with the standard deviation of each measured data point δdi




d = diag {δdi} (2.31)
C−1d = (diag {δdi})−2 . (2.32)
In general, if the assumptions of uncorrelated measurement error is not fulfilled, the data
covariance matrix has not a diagonal shape. Taking the data covariance into account and
using the `2-norm of the residual vector, equation (2.3) becomes









The Gauss-Newton algorithm (GNA) is a method used to solve non-linear least squares
problems and can be seen as a modification of Newton’s method for finding a minimum
of a function. Unlike Newton’s method, the Gauss-Newton algorithm can only be used to
minimize a sum of squared function values, but it has the advantage that second derivatives,
which can be challenging to compute, are not required. Thus it may be seen as Quasi-Newton
method, too.
The Gauss-Newton algorithm can be derived by the Taylor expansion of equation (2.33) for




[d− f(mn)]T C−1d [d− f(mn)]
)
= −STnC−1d [d− f(mn)]− SnC−1d [d− f(mn)]T
= −2STnC−1d [d− f(mn)]
= −2STnC−1d yn , (2.34)
and the approximated second derivatives
∇2Φ(mn)δmn ≈ 2STnC−1d Sn , (2.35)
where Sn is the N ×M Jacobian matrix, also called sensitivity matrix or just sensitivities,
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· · · ∂f1(mn)




· · · ∂fN (mn)
∂mM
 . (2.36)
Note, that S is full populated.
The task of finding proper δmn minimizing the sum of squares of the right-hand side in
every iteration is a linear least squares problem, which can be solved explicitly, yielding the
normal equations in the algorithm.
Starting with an initial guess for the minimum, the method proceeds by the iterations
mn+1 = mn + δmn, (2.37)










Note, that the minus from the gradient of the cost functional vanishes because of the `2-norm
of the residuum vector. The assumption N ≤ M in the algorithm statement is necessary,
as otherwise the matrix STS is not invertible and the normal equations cannot be solved
directly.
Levenberg-Marquardt algorithm
The Levenberg-Marquardt-algorithm (LMA) [Levenberg, 1944; Marquardt, 1963] interpo-
lates between the GNA and the method of gradient descent. The LMA is more robust than
the GNA, which means that in many cases it finds a solution even if it starts not close to
the final minimum. On the other hand, for well-behaved functions and reasonable starting
parameters, the LMA tends to be a bit slower than the GNA.
It is very popular among curve-fitting algorithm and the most software with generic curve-
fitting capabilities provide an implementation of it. It was first used by Vozoff & Jupp [1975]
for the inversion of geophysical data sets.
Levenberg [1944] contribution to the least squares optimization process is to replace equation
(2.38) by a ”damped version”(
STC−1d S + λI
)
δm = STC−1d y , (2.39)
where the (non-negative) damping factor λ can be adjusted at each iteration. A similar
damping factor appears in Tikhonov regularization [Tikhonov & Arsenin, 1977], which is
used to solve linear ill-posed problems, as well as in ridge regression.
Like other numeric minimization algorithms, the LMA is an iterative procedure and one has
to provide an initial guess for the parameter vector. In many cases, an uninformed standard
guess like a homogeneous model parameterization will work fine; in other cases, the algorithm
converges only if the initial guess is already somewhat close to the final solution [Meju, 1994].
If reduction of Φ is rapid, a smaller value can be used which brings smaller eigenvalues of
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the linear system into account. This also brings the algorithm closer to the GNA, whereas
if an iteration gives insufficient reduction in the residual λ can be increased giving a step
closer to the gradient descent direction.
Levenberg’s algorithm has the disadvantage that if the value of damping factor λ is large
compared to the singular values of S, inverting STC−1d S + λI is not used at all.
Marquardt [1963] provided the insight that we can scale each component of the gradient
according to the curvature so that there is larger movement along the directions where
the gradient is smaller. This avoids slow convergence in the direction of small gradient.
Therefore, Marquardt replaced the identity matrix I with the diagonal of the approximated
Hessian matrix H ≈ STC−1d S, resulting in the original Levenberg-Marquardt algorithm(




δm = STC−1d y , (2.40)
which is not commonly used in geophysical applications.
2.3 Regularization
Large scale inversion problems generally have more free model parameters than data. In
many cases the model domain shows both well resolved and poorly resolved model parame-
ters. Consequently, there exist a lot of models fitting the data in a specified manner. The use
of the above described minimization scheme would probably lead to highly oscillating models
with huge parameter contrasts. Therefore, it becomes necessary to eliminate the ambiguity
of the problem. The main advantage of regularization is already introduced within the LMA
where a factor was added to the main diagonal of STS which leads to a stabilized solution
of the inverse process. Such techniques are denoted with the term regularization, or, more
general, a Tikhonov regularization.
Overall the technique of the LMA, which is a special case of Tikhonov regularization, can
be denoted as minimizing not only the fit, but the energy of the model or model update as
well.
Consider the minimization of
Φ = Φd + λΦm → min , (2.41)
where Φd = yTC−1d y denotes the cost functional of the data and Φ
m is a cost functional of
the model. The Lagrange parameter λ is a parameter who weights between the solely data
based functional Φd and the fictitious model functional Φm. The introduction of Φm not
just designs a class of preferred models, but stabilizes the inversion process. Because of its
stabilizing nature to the inversion process, Zhdanov [2002] calls Φm just a stabilizer, which
is a convenient term for it.
This should be illustrated by the following considerations. Suppose Φm0 = ‖δm0‖22, the
functional derivative of the Taylor expansion of Φ0 around the starting model m0 is given
by
∇Φ0 = 0 = ∇Φd0 + λ∇Φm0
= −2ST0 C−1d y0 +H0δm0 + 2λδm0 . (2.42)
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Solving for the model update δm0 with H0 ≈ 2ST0 C−1d S0 leads to the normal equation(
ST0 C
−1






d y0 , (2.43)
which is exactly the equation given in (eq. (2.39)).
The corresponding functional denotes the quadratic length of the update vector, which is kept
small to prevent oscillations in the model update. Thus, the LMA penalizes changes of the
model update within the minimization process which are "too big". What "too big" means
is controlled by the Lagrange parameter λ. From this idea the term damping originates,
which is often used in connection with locally constrained inversion [Loke & Barker, 1996].
Because of the inherit properties and the notional nature of the stabilizing functional a lot of
different stabilizers are used within different minimization schemes. Constraining the model
update in every iteration step (e.g. LMA) is often referred to as local regularization, whereas
the term global regularization is used if the model itself is constraint.
One of the most common stabilizers which gains a lot of attraction during the last decades
of geophysical model appraisal is known as Occam’s razor. It is used to generate smooth
models by a global regularization of the model itself. The smooth model inversion approach
has different advantages and is also used within this work, thus it is further introduced in
the following. For a compilation of different stabilizers the reader is referred to the book of
Zhdanov [2002].
The drawback of applying additional stabilizers may yield a biased inverse solution towards
a model which is only driven by the stabilizer. Where the unregularized problem may not
converge. For example, the application of smooth model inversion is known to generate
inverse solutions with over accentuated model cells at the boundary of the model. The
problem is now how the application of the stabilizer is presented in the inverse solution and
how one should interpret the result. Therefore the resolution analysis of the regularized
inverse problem has to be discussed.
2.3.1 Smoothness constraints
The principle of generating smooth models is based on the concept that the monk William
of Occam stated in the 14th century:
"One should not increase, beyond what is necessary, the number of entities
required to explain anything."
Thus, when comparing two models which describe the underlying mechanisms well, the
simplest is to be preferred. It was introduced to the geophysical community by the smooth
model inversion of Constable et al. [1987] and is mostly assumed with it. But what is simple is
surely a matter of subjectivity. Besides the minimization of parameter gradients in the model,
the number of occurring parameter jumps can be treated as function to be minimized. Such
approaches are referred to as total variation [Vogel, 2002] or focused inversion [Portniaguine
& Zhdanov, 1999] and introduce a non-linear model functional. This ”simplicity before
complexity” rule is not just applied in geophysics, but it is used already within different fitting
algorithms, like cubic spline interpolation or is applied in image enhancement algorithms
[Press et al., 1995].
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Actually, every global regularization scheme is following Occam’s principle defining its own
interpretation of ”simplicity”. To the contrary Occam’s principle is restricted to global reg-
ularizing methods, even though the desired model property (e.g. smoothness) can also be
applied to the model update in a local regularization scheme. However, even if all model
updates are relatively smooth, it is not evident that the final model has to be smooth as
well.
From the information point of view, regularization supplements the information provided by
the data. The additional information is either obtained by a-priori knowledge or generated by
expectations to the investigated structures. Amongst all models fitting the data equivalently,
the one with the smallest regularization is favored.
The simplest method to be implemented is the application of the identity matrix not on the
model update, but on the model itself
Φm = ‖m− mˆ‖22 (2.44)
It is successfully used in cases, where some a-priori model mˆ is known from other investiga-
tions or geological concepts. However, using a more or less regular model parameterization,
it turns out that well resolved model cells in the neighborhood of the sensors are over-
accentuated while badly resolved regions, e.g. in deep layers, show much too less structure.
One way to circumvent this naturally occurring effect is to create a parameterization that
takes into account the physical resolution properties. However, resolution is not known before
inversion, so the realization becomes a trial-and-error procedure. In practice, an idea of
geometrical resolution can often be derived by experience. Another disadvantage of using the
identity matrix as stabilizer is the fact, that the model update vector is implicitly expected
to possess a Gaussian distribution with zero mean. For many cases, for example large bodies
of constant resistivity, this assumption leads to unreasonable artifacts. However, the method
is suitable for small parameter inversions or in the absence of geometrical relations, e.g. for
the subspace methods of Oldenburg et al. [1993] or Siripunvaraporn & Egbert [2000].
In terms of matrix inversion it is reasonable to write Φm as squared norm of a product of a
constraint matrix. Consider the singular matrix of the form
Cm ∈ IRM×M =

−1 1 0 · · · 0
0 −1 1 . . . ...
... . . . . . . . . . 0
0 · · · 0 −1 1
0 · · · 0 0 0
 (2.45)
which can be sought of a kind of operator matrix. Note, that the last entry is zero reflecting
the one-dimensional boundary of our discretized model. This can be implemented in other
ways instead, e.g. to satisfy Neumann or Dirichlet boundary conditions at the model bound-
ary, or by a natural extension of the model to a homogeneous halfspace, where entries which
are lying at the boundary are compared to the surrounding halfspace. For simplicity this
notation is used.
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which is the finite difference approximation to the first order directional derivative in one
dimension. Thus, Cm can be treated as the gradient of the model structure or values,
respectively.
If the matrix (eq. (2.45)) is applied to the model, or the difference between the model and
a reference model mˆ
∆mˆ = m− mˆ (2.47)








[(mi+1 − mˆi+1)− (mi − mˆi)]2 , (2.48)
evaluates the roughness of the model.
Using the more compact matrix notation, equation (2.48) simplifies to
Φm = ‖C(∆mˆ)‖22 = (m− mˆ)TCTC(m− mˆ) . (2.49)
Note, that the matrix C as defined above just accounts for the neighboring model cells in
one direction. If it is stored following a regular grid, this may be the x-direction, thus the
matrix (eq. (2.45)) is denoted with Cx. The subscript denotes the direction of the gradient.
According to this, the gradient matrices for all directions can be assembled like equation
(2.45) and are further referred to with Cy and Cz. By introducing weights for the different
orientations ax, ay and az, the total regularization matrix can be calculated:
C = axCx + ayCy + azCz . (2.50)
The weights can be used to enforce lateral or vertical model changes, which is useful in
layered media or to discriminate vertical boundaries of geological units. The model may
be further divided through the distance of the model cells which would further weight the
differences between the model parameters with respect to their spatial distribution. This
can be sometimes advantageous if the discretization is not uniform.
From matrix (eq. (2.50)) the second order derivative matrix can be formed by quadratic




Note that, if C2nd is weighted according to the distance of the cells, it is numerically equiv-
alent to the Laplace operator of the model.
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As stated previously, assumptions have to be made at the boundaries of the model. This
corresponds to the boundary conditions for the discretization of partial differential equations.
The use of homogeneous Neumann conditions, e.g., works if the model parameter were
continued outside the model boundaries (e.g. homogeneous halfspace). As the roughness is
required to be kept small, this can sometimes lead to artificial structures near the boundaries.
One can avoid this by formulating derivatives at one boundary only with respect to the
other directions. It has to be noted that the use of Neumann conditions at all boundaries
leads to singular matrices, as known from the solution of elliptic boundary value problems
[Günther, 2004]. Generally it has been observed, that models tend to show over-accentuated
structures at the boundary cells. Since the smoothness is applied to the model changes, it
seems reasonable to use homogeneous Dirichlet boundary conditions for the second order
smoothness, which proves to yield acceptable results in most cases.
For the minimization of Φm one must calculate the gradient
∇Φm = 2CTC∆mˆ (2.52)
and the second derivative
∇2Φm = 2CTC (2.53)
of the model functional.
Applied to a least squares formulation this leads to the minimization of(
STC−1d S + λC
TC
)
δm = STC−1d y − λCTC∆mˆ . (2.54)
The smoothness operator on the right hand side can be applied to the initial model or the
one of the previous iteration.(
STnC
−1







d yn − λCTC∆mˆn−1 (2.55)
Note, that taking C = I would lead to a similar model update like LMA but for a global
regularization or damping.
Probabilistic formulation for regularized models
In terms of a probabilistic approach, the matrix C or CTC it can be treated as prior model
covariance matrix (the variance of the prior model)
CTC = C−1m . (2.56)




)−1 to get the inverse of the model covariance. Thus the cost functional
(eq. (2.41)) can be written
Φ = (d− f(m))T C−1d (d− f(m)) + λ(m− mˆ)TC−1m (m− mˆ) . (2.57)
The minimization of equation (2.57) leads to the formulation of the normal equations(




δm = STC−1d y − λC−1m ∆mˆ . (2.58)
which is similar to the one of Tarantola [2005]. This formulation is particularly useful for
the formulation of the resolution capabilities of the inverse solution.
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2.4 Resolution analysis
Practical decisions are often made based on the subsurface images obtained by inverting
geophysical data. The solution to the invers problem is a model, a simplified concept of the
reality, which is rarely true. It is one of many possible models fitting the data within their
uncertainty. Therefore it is important to understand the resolution of the image, which is
a function of several factors, including the underlying geophysical experiment, noise in the
data, prior information and the ability to model the physics appropriately. An important
step towards interpreting the image is to quantify how much of the solution is required to
satisfy the data observations and how much exists solely due to the regularization used to
stabilize the solution.
A procedure to identify the regions that are not constrained by the data would help when
interpreting the image. For linear inverse problems this procedure is well established (e.g.
[Backus & Gilbert, 1968; 1970]), but for nonlinear problems the procedure is more compli-
cated. Oldenburg & Li [1999] supposed a practical and easy to use approach defining the
depth of investigation index. Approaches with a theoretical formulation for resolution of non-
linear problems in geophysics were published in [Alumbaugh & Newman, 2000; Tarantola,
2005; Miller & Routh, 2007].
Insight into the resolution analysis can be gained by considering a linear inverse problem.
In the quasi-linear problems where least squares approaches where applied, the result from
linear resolution remains approximately true but has to be used with caution.
2.4.1 Resolution of linear problems
For linear inversion theory, resolution has been described in detail (e.g. Backus & Gilbert
[1968]; Menke [1984]; Tarantola [2005]). Assuming a linear problem, where the observed
data d is predicted by a linear mapping of the true model m∗
d = Sm∗ + n , (2.59)
where n denotes a noise error (e.g. the noise level of the measurement) and S denotes a
linear mapping of the model into data space. For simplicity we can assume that S equals
the sensitivity matrix. The least squares solution for equation (2.59) is then given in one
single step by
m = H−1STC−1d Sm∗ −H−1n STnC−1d n , (2.60)
where the Hessian matrix is approximated through H = STC−1d S + λC−1m .
Following Backus & Gilbert [1968] the equation (2.60) can be interpreted as a linear mapping
m = Rm∗ −H−1n STnC−1d n , (2.61)
of the resolution matrix
R = H−1STC−1d S , (2.62)
which combines the forward and the inverse mapping. It serves as a filter function trans-
ferring the reality into our model estimate. Ideally, R would be the identity matrix, which
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corresponds to perfect resolution. Finding this, the solution is generally dominated by noise
effects.
For gradient based unconstrained optimization schemes, the Hessian matrix is approximated
by H = I. Thus, the resolution matrix reduces to
R = STC−1d S . (2.63)
The resolution matrix for unconstrained gradient based optimizations is easy to compute
if the sensitivity matrix is available. For constrained gradient based optimization schemes,
equation (2.63) changes to
R = STC−1d S− λC−1m (mn − mˆ) , (2.64)
which is slightly different to equation (2.63), depends on the Lagrange parameter λ and is
thus regularization dependent.
In contrast, if one applies constrained optimization schemes using the general nonlinear
approaches with H 6= I, the resolution matrix of the a posteriori model is not as easy1 to
get as for gradient based optimizations in terms of GD or CGD/NLCG.
2.4.2 Comparing resolution of local and global regularization
In non-linear inversion the measured data is considered as the model response of the sta-
tionary point to the cost functional plus the noise term
d = f(m∗) + n , (2.65)
which is sought by iterative optimization methods. A first order Taylor expansion of the
model response at the model of the n’th iteration yields
d = f(m∗) + n = f(mn) + Sn(m∗ −mn) + n . (2.66)
For a local regularization method, the iterative procedure would produce the model update
mn+1 = mn +H−1n STnC−1d y . (2.67)
Setting m∗ = mn+1 and using equations (2.62) and (2.66) it follows
m∗ = mn +H−1n STnC−1d Sn(m∗ −mn) +H−1n STnC−1d n




mn +H−1n STnC−1d n
= Rm∗ + (I−R) mn +Rn (2.68)
In analogy to the linear problem the resolution matrix R serves as kernel function. The
resolution is linear regarding the model update δm. The term I − R can be interpreted
as a complementary resolution matrix. In regions of missing resolution the model stays
unchanged from the previous iteration. But, as a known problem to local regularization
schemes, the resolution of the starting model is not clear.
1easy in terms of that ones the sensitivities are computed there is no additional effort to get the resolution
analysis of our posteriori model.
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On the contrary, a global regularization scheme has the model update
mn+1 = mn +H−1n STnC−1d y −H−1n C−1m (mn − mˆ) . (2.69)
Expressed in terms of the resolution matrix and setting m∗ = mn+1 this reads [Günther,
2004]
m∗ = Rm∗ + (I−R) mˆ + Rn , (2.70)
which is formal similar to equation (2.68) except that mn is replaced by mˆ. The difference
to equation (2.68) is obvious. It shows, that the model estimate is filled up with the starting
model (and not the model of the preceding iteration) at regions of missing resolution. The
matrix I − R can be interpreted as the complementary constraint resolution matrix and
describes, how the prior model mˆ is mapped into reality.
The result of a global regularization scheme is considerably independent of the way the iter-
ation took, whereas all iteration stages strongly affect the final model in local regularization.
From the resolution point of inversion many authors favor the global minimization to keep
control on how the model is determined. Particularly if prior information is available, the
model is restricted to lie in the neighborhood of it.
For Gauss-Newton type of inversion schemes, the calculation of the resolution matrix can
be prohibitive or impractical. Because of it’s size, direct factorization methods like SVD or
Cholesky decomposition can not be used. Therefore it may become reasonable to approx-
imate R as proposed by Alumbaugh & Newman [2000]. For this equation (2.62) can be
rearranged and applying iterative solvers to(




R = STC−1d S (2.71)
The linear system represents an inverse subproblem for every column of the resolution matrix
and is therefore very challenging to solve. It can be solved approximately, e.g. by the iterative
CG routines as given in Appendix B.0.5.
2.5 Summary
The non-linear nature of the problem attacked by a linearization of the cost functional and
applying iterative minimization techniques. Additional measurement errors and the limited
number of observations leads to a non unique ill-posed inverse problem. To overcome ill-
posedness, the problem is regularized in some specified manner leading to a (local) unique
solution of the specific inverse problem but increases the non uniqueness of the original
problem on the other hand. The regularization may be applied as local constraint on the
model update, or like a global constraint on the model itself. Yet, the solution of the original
problem is deviated in some specified manner as well as the resolution of the a posteriori
model. Therefore one has to further address the a posteriori model resolution to distinguish
which part in the a posteriori model is resolved by the data and which does depend on the
artificial regularization.
However, the assumption for the validity of resolution matrices is that the model is ”close to
the true model”. In best case scenario we know the estimated model’s forward response to
be close to the one of the true model. Thus, the resolution is linked to the estimated model
and only plausible models have interpretable resolution properties.
CHAPTER 3
TEM forward and adjoint operators
Electromagnetic depth sounding targets to resolve the spatial resistivity distribution in the
interior of the earth. This is done either with natural variations of the earths magnetic field
or with artificial sources. While natural sources allows soundings for deeper structures in
the upper mantle and in the earth crust, the smaller artificial sources aim for the resolution
of the commercially usable range of several hecto to some kilometers.
EM methods all utilize the fact, that time varying electromagnetic fields induce secondary
electromagnetic fields in the conducting subsurface, which superimpose the primary fields.
Thus, the observed field at the surface of the earth depends on the time and spatial structure
of the source field and the conductivity distribution in the earth interior.
The natural variations, which constitute of big current systems in the ionosphere and mag-
netosphere, and magnetic dipoles act as inductive primary fields whereas grounded electrical
dipoles have additional galvanic coupling. The grounded wire contributes simply a galvanic
distortion of the electrical field to the sounding and can be utilized to resolve the conductivity
distribution in the static case (DC) as well.
Before the used transient electromagnetic methods are described I start with the basic equa-
tions and numerical considerations for EM to get insight into the underlying physics which
occur in depth sounding with TEM.
This follows a brief description of far zone (LOTEM) and near zone (SHOTEM) methods.
Their characteristic transient features are given in 3.2. An important interpretation step
towards processing data from controlled source TEM methods is to properly account for
the systems impulse response or system response. Therefore the numerical treatment of the
system response for SHOTEM and LOTEM is given at the end of this section.
After the introduction of the SHOTEM and LOTEM methods I describe how a full three-
dimensional modeling for TEM is achieved. This problem is far more complicated to solve
than the 1D case. From the computation itself may occur potential (curl-free) components
due to round-off errors (spurious-modes) belonging to the large null space of the Maxwell’s’
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spatial operator that can completely destroy the numerical accuracy for large diffusion times.
But, in order to create an inversion code which should fit a 3D model response to gathered
TEM data, it is necessary to solve Maxwell’s equations for arbitrary spatial conductivity
distribution. Despite the numerical effort of this task, it is necessary to solve it in finite
computation time as well. Therefore the SLDM approach of Druskin & Knizhnermann
[1988] is used for the 3D modeling carried out in this work. The SLDM belongs to the
class of Krylov subspace techniques. They are known to be the most (time) efficient way
to achieve the responses of TEM fields for arbitrary spatial conductivity distribution [Hördt
et al., 1992; Weidelt, 2000]. To give some insight into and explain some peculiarities of the
code, namely convergence estimates, computation cost and how the system matrix is set up,
a brief introduction into the background of the SLDM is given in section 3.3.
The proper design of the grid is a crucial point when applying the SLDM [Hördt et al.,
1992; Hördt, 1998; Weidelt, 2000]. Compared to the explicit time stepping scheme, where
the grid design is based on the CFL criterion, the stability criteria for the SLDM is based
on the number of involved Krylov-vectors. This peculiarity of the SLDM lets the grid design
become the most time consuming part when applying the method. Therefore a model study
with automated grid design is given in section 3.4.
After the forward solution and it’s proper computation, given to some extend, the last but
least step to set up a proper inversion scheme is treated. The computation of sensitivities
is carried out using the adjoint Green functions approach [Roach, 1982; McGillivray & Old-
enburg, 1990]. For the formulation of the adjoint problem, I follow the approach of Hördt
[1998] allowing a fast computation of TEM sensitivities directly in the time domain. The
underlying equations are derived and I give some numerical insights on their implementation
in the last but one section 3.5.
3.1 EM theory
Since all EM phenomena obey the Maxwell’s equations it is pointless to start with them.
They are coupled with the constitutive relations forming a set of partial differential equations
(PDEs) to describe the space time behavior of the electrical and magnetical fields. Applying
the quasi-static approximation, the EM phenomena are formulated in the diffusion regime
leading to a set of first kind parabolic PDEs of second order. To formulate 1D forward
operators to calculate model responses for TEM transients, I give a brief introduction by
describing the complementary solutions to a half-space for the occurring PDEs. They are
solved following a separation approach of Weidelt [1986] for the transverse or tangential
electric (TE) mode and the transverse or tangential magnetic (TM) mode using Debeye
potentials. Because the 1D problem is already well discussed by authors like [Kaufman &
Keller, 1983; Weidelt, 1986; Ward & Hohmann, 1988] the extension to the layered case as
well as the particular solutions for the potentials that arose from sources which where used
for TEM exploration are given in appendix A.
The basic equations to describe the EM phenomena are the Maxwell’s equations and espe-
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Figure 3.1: Resistivity ranges for earth materials (after Palacky [1988]).
cially Faraday’s and Ampère’s law. They are given below in differential and integral form:
∇× E = −B˙
∮
l
E · dl = −
∫
S
B˙ · dS (3.1)
∇×H = J + D˙
∮
l
H · dl = IS +
∫
S
D˙ · dS (3.2)
Here, E is the electrical field in V
m
, D is the electric displacement field in As
m2
, H is the
magnetic field in A
m
, B is the magnetic induction or magnetic flux in V s
m2
, J is the current
density in A
m2
, IS is the current in the plane S and the length l is the boundary of S.
The equations (3.1) and (3.2) can be coupled with the constitutive relations
B = µH , D = E (3.3)
and Ohm’s law
J = σE , (3.4)
to form a set of second order PDEs. µ is the magnetic permeability (µ = µrµ0 with the
free space permeability µ0 = 4pi10−7 V sAm and the relative permeability µr),  is the dielectric





and the speed of light c0 = 299.792.458 ms for
free space and its relative value r) and σ is the conductivity. In general µ,  and σ are
tensors and depend on time, pressure, temperature and may be anisotropic as well. For
most earth materials µr ≈ 1 but the conductivity can vary over a broad range.
According to the type of geological material, resistivity can vary from 1.6 × 10−8Ωm for
native silver to 1016Ωm for pure sulfur. Figure 3.1 shows ranges of resistivities of the earth’s
materials. Sedimentary rocks tend to be the most conductive due to the high pore fluid
content, igneous rocks tend to have the highest resistivities and metamorphic rocks have
intermediate overlapping resistivities.
In sedimentary rocks, resistivity depends on the clay content, porosity, dissolved mineral
content and water saturation of the rocks. In these rocks the resistivity of the interstitial
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fluid is probably more important than that of the host rock. Archies formula, presented
in equation (3.5) also known as Archies Law, is an empirical formula used to calculate the






where ρa is the bulk or apparent resistivity of the rock, ρw the resistivity of the pore fluid
(mainly water), φr is the rock porosity; Sw is the volume fraction of pores filled with water,
af , mc and ns are constants where the formation factor 0.5 ≤ af ≤ 2.5, the cementation
exponent 1.3 ≤ mc ≤ 2.5 and the saturation exponent ns ≈ 2. This equation applies
for clean sands or sandstones, where the pore space is filled (af ≈ 1) or partially filled
(af < 1) with fluid. However, it may be used as a first guess for other earth materials.
It demonstrates a basic observation within EM studies of the subsurface, namely, that the
measured conductivity of the host material is mostly influenced by the amount of water and
mineralization type it bears.
Also the rocks behavior changes with temperature, depth, salinity and porosity and such in
situ factors should be taken into account in the resistivities determination. Strack [1992] and
Keller [1987] show these dependencies. The age of the rock can also influence its resistivity
[Strack, 1992]. However, as we can see from figure 3.1, the conductivity does not drop below
some 10−5 S/m for most earth materials.
According to Faraday’s law, the time variation of the magnetic flux induces eddy currents in
a conducting material (the earth). For artificial external sources, they are flowing in the same
direction as the primary current system in order to establish the old primary magnetic field.
When considering natural variations, the source system is further away and is described by
a plane wave excitation. In contrast to any free space behavior, the retarded EM wave is
critically dampened within conducting materials. Even if we consider very small sampling
times of some µs the conductive currents J = σE are ten times stronger than the magnetic
effect of the displacement currents D˙ [Ward & Hohmann, 1987].
Because of this fast decaying displacement currents and without taking any free charges into
account, the physical properties of induced currents and magnetic fields inside a conducting
body can be described with a diffusion equation. This quasi static approximation is generally
valid if µω2 << µσω. The magnetic induced displacement currents in the air are mainly
generating a small phase shift to the EM fields.
Figure 3.2 displays the working frequencies of common EM techniques. As you one see
Figure 3.2: Frequency and time range of some EM-techniques (after Tezkan [1999]).
3.1 EM theory 33
from figure 3.2, most EM techniques generally use a frequency/time range, where the dis-
placement current for most earth materials can be neglected. A big exception is valid for
Georadar, where the wave nature of the EM field is a substantial part of the technique.
However, for TEM methods, the displacement currents can be neglected and the quasi-static
approximation can be applied. Thus, the most relevant Maxwell equations read
∇× E = −B˙ (3.6)
∇×B = µ (σE + J) . (3.7)
Or after the elimination of B
∇×∇× E + µσ∂E
∂t
= −µJ˙e (3.8)
which is a parabolic PDE of second order. In equation (3.8), Je accounts for the external
source current, which is assumed to have a plane wave for natural external fields or which
may be defined through the transmitter signal. This kind of PDE can also be found in heat
transports for example.
The general solution of a boundary-value problem is the sum of the particular solution to the
inhomogeneous PDE (source terms) and the complementary solution of the homogeneous (or
source free) equation. To describe the forward problem, which is the key to the solution of the
inverse process, it is convenient to start with the complementary solution of a homogeneous
half-space.
The solution of the complementary problem for a layered medium involves the calculation of
impedances accounting for different boundary consistencies of the modes. It contains more
mathematical considerations and the basic algorithms are given in appendix A for their
numerical calculation.
Because the underlying mathematical considerations for the generation of 1D model re-
sponses for arbitrary sources are already complicated, this theory section gives just a short
introduction. A detailed description can be found in Weidelt [1986] and Ward & Hohmann
[1988].
3.1.1 Complementary solution
The complementary solution is independent for each source receiver constellation and de-
pends on the conductivity distribution only. For a homogeneous half-space it is the most
easy way to compute the EM responses and is therefore very useful to get a first insight how
an EM excitation is propagated through a conducting material. Since I used the approach of
Weidelt [1986] they are given as the solution of scalar (Debeye) potentials. The complemen-
tary solution may be derived using vector (Schelkunoff) potentials as well. This approach is
described in detail by Ward & Hohmann [1988].
For a homogeneous or a layered media with σ = σ(z) and apart from the sources, the fields
E and B are divergence free and can be split into toroidal and poloidal parts. With this
separation one can describe the EM fields through two scalar potentials φe and φm. After
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Weidelt [1986] the definitions
E = Ee + Em = −∇× (φ˙eeˆz) + 1
σ
∇×∇× (σφmeˆz) (3.9)
H = He + Hm =
1
µ
∇×∇× (φeeˆz) +∇× (σφmeˆz) , (3.10)
with unit vector in z-direction eˆz = (0, 0, 1)T, are chosen to calculate the EM fields for
homogeneous or layered media.






 −∂yφ˙e + 1σ∂2xz(σφm)∂xφ˙e + 1σ∂2yz(σφm)
− (∂2xx + ∂2yy)φm
 (3.11)

















for the magnetic field components.
The definitions (3.9) and (3.10) lead to the PDEs






= µσφ˙m , (3.13)
with σ = σ(z) and µ = µ0. This approach ensures also that
∇× Ee = −µH˙e , ∇×Hm = σEm (3.14)
∇×He = σEe , ∇× Em = −µH˙m (3.15)
is automatically fulfilled.
φe does not generate electric field components in vertical direction and φm does not generate
a magnetical component in vertical direction. Thus φe is also called the transversal or
tangential electric (TE) mode and φm is called the transversal or tangential magnetic (TM)
mode. Often the word polarization is used equivalent to mode. Note that φe and φm are
both cylinder symmetric and dependent on z only. This occurs, if the exciting field is a
multi-pole field (dipole, quadrupole, etc.), which is the only case considered here.
To evaluate φe and φm in the frequency domain (ω = 2pif = 2pi/t), they are developed as







ikr dk , (3.16)
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with k = kxeˆx + kyeˆy , k2 = k2x + k2y.
Utilizing the rotational symmetry of φe,m, a further simplification of the double integrals in
the transformation (3.16) is possible. If the potential is rotational symmetric around the
z-axis, which means it depends on r2 = x2 + y2 only, (3.16) can be written as [Baños, 1966]





fe,m(z, k, ω)J0(kr)k dk , (3.17)
with J0 the Bessel function of order zero and first kind.
The transformation (3.17) makes (3.13) independent from the x− and y−directions and
simplifies (3.13) to





∂z (σ(z)fm(z, k, ω))
]
= u(z)2fm(z) , (3.19)
with u(z)2 = k2 + iωµσ(z).
For a homogeneous half-space, the amplitude of the transformed potential is therefore just
an exponential damping of the initial amplitude at the surface:
fe,m(z, k, ω) = fe,m(0, k, ω)e
−u(z)z . (3.20)
For the easiest case of a homogeneous half-space with the wavenumber (k = 0) which is





















is the electromagnetic skin depth or diffusion depth. The magnitude of d∗ plays an impor-
tant role in grid design, EM-case studies and planning the appropriate field setup For a







σ(z′) dz′ . (3.23)
Note that E and H are decaying with different velocities in a layered or multidimensional
media. A complete derivation of the EM field evaluation for layered media is given in
appendix A.
3.1.2 Evaluating Bessel integrals numerically by a fast Hankel
transform (FHT)
Because of the symmetry and through their transformations in the wavenumber domain,
the PDE (3.13) becomes independent from x− and y− directions. Thus the eigenmodes of
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the two potentials and their z-derivatives can be calculated in the frequency-wavenumber
domain by ascribing the equations through integration of Bessel functions of zero’th and first








∂zf(k)J0,1(kr) dk . (3.25)
The numerical evaluation of the integrals can be done through constitution of appropriate



















10 expresses the discretized radial length. Keep in mind that this makes
the integration independent from the real value of kr and thus the same coefficients can be
used for nearly every discretization. For the set of filter coefficients that I use, the radial
length was sampled with ten coefficients per decade. rmin := rmax10−6 is the minimal r value
which can be sampled for the evaluation of equation (3.26) and equation (3.27) at maximum
distance from the source.
According to Weidelt [1986], the FHT reproduces the Bessel integration for a sufficient
smooth argument f(k) with the desired precision. This holds for nearly every 1D conduc-
tivity distribution, but it turns out that it can be violated for very extreme parameters. If,
for e.g. kr  1, the Bessel function can have strong oscillations which produces numerical
errors. This can be avoided if one circumvents the evaluation of electrical fields within a
critical radius to the source (r < rmin). Another criteria can be set upon physical thoughts
as well. One can circumvent the problem if one restricts the evaluation of the EM fields to
a radial distance bigger or equal the skin depth.
3.1.3 Step excitation and time transformation
The step-on excitation of a dipole source generating an EM field can be expressed as a
heavy-side function in time
f(t)step =
{
0 t < 0
f0 t > 0
(3.28)
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sin(ωt) dω , .
(3.30)
Here =(f(ω)) denotes the imaginary part and <(f(ω)) the real part of the complex valued
f(ω). In practice, it seems numerically favorable to express the Fourier integrals through



























(n− j) n = 1, . . . , Nt . (3.32)
where Nt is the number of time points and Nf is the filter length. The definition of the
sampling interval for tn and ωj is chosen according to the smallest time point tmin, the filter











j ∈ {1, 2, . . . , Nt + 79} , (3.34)
For example, the calculation of f(t) with tmin = 1 ms to Nt = 41 time points (tNt = 10 s),
one evaluates f(ωj) at 120 frequencies (fj =
ωj
2pi
) between 2 10−6 Hz and 1.6 106 Hz. This
also exemplifies, that a relatively large frequency band is needed for the inverse Fourier
transform.
3.1.4 Summary
The complementary problem is solved by partial wave synthesis in the frequency-wavenumber
domain as products of exponential decay functions which can be converted to a convolution
integral using a fast Hankel transform. They depend on the conductivity with depth structure
only and are the same for different sources.
The electrical and the magnetical fields decay uniformly according to the skin depth d∗ =√
t
piµσ
≈ 503√tρ in a homogeneous medium. However, E and H are decaying with different
velocities in a layered or multidimensional media. In a layer containing the source, one must
add the particular solution of the inhomogeneous problem to the complementary solution.
Because the 1D problem is already well known, the derivation of the particular solutions to
various sources as well as algorithms for a EM field calculation of layered models are given
in appendix A.
The step excitation of a step on source field can be expressed as a fast Hankel transform,
where the frequencies for the transformation are to be chosen appropriate to the modeled
time range. This frequency range should be extended to higher frequencies for impulse
responses in order to get numerically stable results for the sensitivity computation using the
adjoint Green functions approach (see section 3.5).
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3.2 Depth sounding with controlled source transient elec-
tromagnetics
Controlled source Transient Electromagnetic Methods, or shortly TEM, utilize imposed cur-
rents generated by a well known source, to investigate the subsurface conductivity structure.
This is based on the principle, that a current flowing in a wire or loop source produces
EM fields in the surrounding (primary field). After the current is switched off (or on), the
primary field changes induces secondary EM fields in the surrounding and conducting sub-
surface (step response). With ongoing time, the step response is measured within electrical,
magnetical, or inductive sensors. The time dependence of the measured EM fields is related
to a specific depth correlated through the conductivity structure of the subsurface. The
imaging process of the subsurface conductivity distribution is then achieved by the solution
of the appropriate inverse problem.
A general distinction of the TEM method can be given by the source receiver separation.
Near-zone, or short-offset soundings, refers to cases in which the loop size or source-receiver
separation is less than the depth of investigation. The term far zone applies to soundings
where the source-receiver separation or transmitter size is much greater than the depth of
investigation. In practice a LOTEM sounding may involve aspects of both, near-zone and
far-zone soundings, if measurements are made over a wide enough time range.
There are many different field setups and waveform characteristics for TEM measurements.
Because the main focus in this work is to enhance the appraisal capabilities of short and
long offset transient electromagnetic depth soundings, the discussed field setups are limited
to the customary. Short offset transient soundings are traditionally done with rectangular
or loop wire, whereas for long offset soundings a long grounded dipole or shortly bipole, is
used. A detailed discussion on TEM in general can be found in Nabighian & Macnae [1991]
and in the book of Strack [1992].









Figure 3.3: Three basic field setups for SHOTEM measurements: a) shows the most common
Central-Loop arrangement. The Coincident-Loop setup is shown in b). Configurations for measure-
ments outside the Loop are called Separate-Loop (c).
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Figure 3.3 shows the basic three field configurations which are customary used for short
offset transient electromagnetic soundings. The source generally consists of a loop wire (Tx)
and the change of the magnetic induction or flux is measured in a coil (Rx). The most
common field setup is realized within the central loop or in-loop configuration. For this
setup, the receiver is placed at the center of the transmitter which can be seen under a).
Coincident loop measurements are done, when the transient response is measured in a wire
besides the transmitter (fig. 3.3 b)). Additionally, the transmitter coil can be utilized as
receiver coil during switch off phase. This setup is called single coil measurement and is
auxiliary imagined in setup b). Some measurements are done with the receiver site outside
the transmitter loop, which is called separate loop configuration and shown in c). The
receiver generally consists of a small wire which is laid out in a square upon the earth. To
enhance the receiver moment, the coil can be build with many windings, have a core of
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Figure 3.4: TEM transmitting signal and induced currents for a common SHOTEM survey. The
source current signal and primary magnetic field of the transmitting signal versus time is shown in
a). b) shows the transient step response which would be measured as voltages in a coil. Further
explanations are given in the text.
To get insight into the used nomenclature which is used in the following, a typical transmit-
ting waveform and measured earth responses are given in figure 3.4.
The source is assumed to have a square loop shape and the receiver is placed inside the loop
(in-loop configuration). The transmitting signal (fig. 3.4 a)) consists of a square wave signal
with 50% duty cycle. This means, that after a period of switched on current, the current is
shut off (step off). Since the wire loop has its own inductive circuit, the current is not going
to zero immediately. The time which is needed for the transmitter to reach the zero current
is called ramp time. The current in the circuit is linear decreasing during the ramp time. It
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depends on the size of the transmitter and its dipole moment and the used electronic devices
within the transmitter and depends nearly linear on the transmitter size.
Figure 3.5: Smoke ring con-
cept after Nabighian [1979].
With ongoing delay time of
the shut off signal (t1, . . . , t3),
the current system decays into
the earth.
The current stays at zero for the same duration as it was
switched on, hence a 50% duty cycle is emitted. After the
zero current time frame, the current is switched on with cur-
rent flow in the opposite direction. Figure 3.4 b) shows the
normalized transient step response which would be measured
as voltages in a coil at the center of the loop. Note, that the
time scale as well as the transient response shown here are not
linear. Because the time decay is very fast, it is usually dis-
played using a logarithmic scale for both axis. The decay of
the induced current systems in the earth conducting material
can be impressively described by the ”smoke-ring” concept of
Nabighian [1979] which is shown in figure 3.5. Here, the decay
of the current system of a loop source is described through a
current system which is going downward and gets broader at
the same time inducing changes in the vertical magnetic fields
corresponding to the depth of penetration.
Figure 3.6 shows the model (a) and three simulated H˙z-
transients (b) using a in-loop configuration. In a), a square loop transmitter of 50 × 50 m2
size is shown on a resistive medium. The resistivity model consists of a simple two layer case




















Figure 3.6: a) Shows a simplified model of a typical SHOTEM in-loop configuration. A square loop
transmitter is marked with a yellow rectangle. The transient responses of a central loop voltage in a
log-log graph over time for three different conductivity profiles are given in b). Further explanations
are given in the text.
To gain insight into the sounding curves, I calculated the transient responses for three dif-
ferent two layer models. The SHOTEM H˙z-transients are displayed as voltages per m2 and
given in b) in a log-log graph over time t per seconds. The black curve shows the transient
response of a 50Ωm half-space (ρ1 = ρ2). For convenience, the approximated diffusion depth
for the half-space model is calculated using (3.22) and marked at four different times.
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Note that the skin depth according to (3.22) increases with
√
t which can be seen from the
picture, too. The red curve shows the transient response of a 10:1 and the green curve shows
the response of a 1:10 resistivity contrast to the background. Asymptotic derivations for
the late and early time range of the H˙z-response can be calculated to explain the time and
conductivity dependence of the in-loop sounding curves. Following Kaufman & Keller [1983]
H˙etz ∼ ρ H˙ltz ∼ ρ−3/2t−5/2 (3.35)
The main characteristic time feature of the sounding curves is that they decay with t−5/2 at
late times whereas for early times there is no time dependence. For intermediate times, the
connection to a simplified model is far more complicated. However, the graphs are displaying
the characteristic features for early and late times nicely: For times t ≤ 2 µs, the early time
range of the transient is showing a straight line, whereas for late times (t ≥ 0.1 ms), the
form of the sounding curve is dominated by the underlying half-space (H˙z ∼ ρ−3/2t−5/2).
The resistivity dependence for late times is given as ρ−3/2. From fig. 3.6 b) one can see,
that for the higher resistivity contrast, the green sounding curve is decaying steeper as the
half-space solution, whereas the red curve, which corresponds to the higher conductivity
decays slower. For early times, the transient is showing the resistivity of the half-space (or
the first layer) which can be directly seen from Ohm’s law and is also displayed in 3.6 b).
Note, that the green and the red line deviate from the half-space solution before the calcu-
lated skin depth reaches the conductivity contrast. This can be understood from the depth
of investigation theory of Spies & Frischknecht [1991]. Since the skin depth gives the depth
in which the signal amplitude is just reduced to 1/e, the information content is traveling
faster.
One method of estimating the contribution to the EM response from various depths is to
calculate the Fréchet derivatives from the appropriate integral equation (e.g. Parker [1977b];
Chave [1984]; Spies & Frischknecht [1991]). The Fréchet derivatives give the sensitivity of the
measurements to small local changes in conductivity, and the shape of the Fréchet kernel can
be analyzed to obtain approximate penetration depths and the resolution intervals associated
with any model and depth interval. As we will see later, the sensitivities computed with the
adjoint method uses the same theoretical background and are mathematically equivalent to
the Fréchet derivatives [McGillivray & Oldenburg, 1990].
A reasonable estimate for the depth of investigation for EM methods is therefore taken to
be approximately equal to 1.5 skin depths [Spies & Frischknecht, 1991]. Thus, for the time
of t ≈ 0.1 ms, the depth of investigation is roughly 50 m which is in excellent agreement to
the part graph where the sounding curves despair (see fig. 3.6 b).
In SHOTEM, the exploration depth is not affected by the transmitter/receiver separation,
since the time derivative of the secondary field is measured in the absence of the primary
field [Tezkan et al., 1996]. Yet, it is dependent on the the used current(I), the loop size
(A) and the minimal signal which can be resolved by the acquisition system. After [Spies
& Frischknecht, 1991], the maximum penetration depth which can be resolved, assuming a
noise level of 10−3 nT is given by
z∗max ≈ 28 (AI)
1
3 (3.36)
which may be used as a rule of thumb for most regions, except urban areas.
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Figure 3.7: Basic field setup for LOTEM mea-
surements. The source consists of a grounded
wire (Tx) with a big dipole length which can be
seen in a) The receiver site (b) normally consists
of electrical sensors (Ex and Ey) and induction
coil sensors (H˙x, H˙y and H˙z) which are placed at
a collective offset.
For the LOTEM method, the exploration
depth is more affected by the transmit-
ter/receiver separation but does not solely de-
pend on it. In fact, the sensitivity of the
method is depending on it, but the explo-
ration depth generally depends on the signal
strength and the measured time frame after
the transmitting signal is switched on or off.
With LOTEM, unlike the SHOTEM method,
one aims at soundings for greater depth. Fig-
ure 3.7 shows the basic field configurations
which are used for LOTEM soundings. Com-
pared to the SHOTEM measurements, for
LOTEM the source receiver separation is con-
sidered as intermediate or far zone. The field
measurements are done at one or many dif-
ferent receiver sites within the offset r to the
transmitter (Tx). The source generally consists of a grounded dipole (Fig. 3.7 a). The
grounding is normally achieved by iron pipes or plane conducting material buried in the
earth. Each source point is build up several hundred meters to several kilometers apart. To
take this large separation into account, one often speaks of a bipole transmitter.
At the receiver sites (Fig. 3.7 b) the change of the magnetic induction or flux is measured
by induction coils. Unlike the classical in-loop SHOTEM, horizontal magnetic components
are measured, too. Additionally a large horizontal wire with a bigger dipole moment is
sometimes used to measure H˙z. Generally there are two electric field sensors (Ex and Ey)
measuring the potential difference between two adjacent points.
When measuring in the equatorial distance at r = y, with the center of the transmitter as
origin and the current flowing in x-direction, one generally speaks of the broadside configu-
ration. Contrariwise when speaking of the inline configuration one measures at r = x. The
setup should, of course, be chosen appropriately to the problem. For borehole applications
or marine TEM measurements additional informations may be caught while measuring the
Ez component as well.
To get insight into the designations which are typical for LOTEM, a transmitting wave-
form and measured earth responses are given in figure 3.8. The source is assumed to be a
grounded dipole. The transmitting signal (fig. 3.8 a)) consists of a square wave signal with
100% duty cycle. Note, that the current signal is alternating from minus to plus, which is
commonly used for galvanic coupled transmitters. That way one can get probably twice the
current amplitude as measuring with a 50% duty cycle. Figure 3.8 b) shows the normalized
transient step response which would be measured as voltages in a coil at the distance r to the
transmitter. A conventionalized Ex-field step response is shown in the last row (c). Note,
that the electric field increases with time and becomes a asymptotic value for late times
(DC-value) which is commonly observed in the step on response.
The conversion from step "off" to step "on" response is achieved through the DC-value
f step off = fDC − f step on (3.37)






















































Figure 3.8: TEM transmitting signal and induced currents for a common LOTEM survey. The
source current signal and primary electromagnetic field of the transmitting signal versus time is
shown in a). b) the corresponding transient earth responses which would be measured in induction
coils several dipole lengths away from the transmitter. c) shows the normalized potential difference
between two adjacent points at some offset to the transmitter. Further explanations are given in the
text.
Moreover the step response of a 100% duty cycle transmitter signal would be as twice as large
compared to the one from 50% duty cycle. However, due to coupling effects between trans-
mitter grounding and surrounding (e.g. for high conducting media like seawater), LOTEM
signals should be measured within a 50% duty cycle as well.
Figure 3.9 shows the model (a) and three times three simulated LOTEM transients (b-d).
The fields are generated using a common offset of r = y = 2 km using a standard broadside
configuration. In a), a bipole transmitter of 1 km length is shown on a resistive medium.
The resistivity model consists of a simple two layer case with varying resistivities ρ1 and ρ2.
Further dimensions of the model can be taken from the picture.
To gain insight into the LOTEM sounding curves, I calculated the transient responses at
each receiver site for three different two layer models. Magnetic field transients are displayed
as voltages per m2 and given in b) and d) in a log-log graph over time t per seconds. The
electrical field change parallel to the transmitter (Ex) over time is displayed in V/m (c).
The black curve shows the transient responses of a 50 Ωm half-space (ρ1 = ρ2). To give a
diffusion depth for the half-space model the transients are marked at four different times.
The red curve shows the transient response of a 10/1 and the green curve shows the response
of a 1/10 contrast. To explain the time and conductivity dependence of the LOTEM Ex,
H˙z and H˙y sounding curves, asymptotic derivations for the late and early time range can be





























Figure 3.9: a) Shows a simplified model of a typical LOTEM measurement. The grounded dipole
transmitter is marked with a yellow line and the grounding points are indicated by triangles. The
transient responses of a central loop H˙z in a log-log graph over time for three different conductivity
profiles are given in b). Further explanations are given in the text.
calculated similar to the SHOTEM H˙z. After Kaufman & Keller [1983]:
H˙etz ∼ ρr−4, H˙ltz ∼ ρ−3/2t−5/2r (3.38)
H˙ety ∼ −ρ1/2t−1/2r−3, H˙lty ∼ ρ−1t−2 (3.39)
Eet,ltx ∼ −ρr−3 (3.40)
Considering the H˙z-component first, it can be seen, that the transient decay is almost com-
parable to the in-loop transient as shown previously. Indeed, besides the r dependence, it
can be shown that the LOTEM H˙z and the SHOTEM H˙z have comparable sounding curves.
Although, the time range is different, they show the same time vs. conductivity with depth
dependence: The early time range of the sounding curve can be identified for t ≤ 2 ms,
whereas the transient is showing the late time dependence for t ≥ 0.2 s (fig. 3.9 b).
In the H˙z sounding curve of the 50/5 Ωm resistivity model shows another feature which
can also be identified in the Central-Loop sounding curve: The voltage is decreased slightly
before the diffusion depth of 500m is reached and crosses the half-space transient curve
at the specified diffusion depth. Afterwards the voltage increases and reaches the late time
decay behavior. Physically this can be understood, since the current flows into the conductor
for early times and decreases the signal compared to a half-space transient. If the current
system moves downward, the current resides in the top part of the conductor and increases
the voltage for later times. To the opposite, the transient sounding over a resistive interface
increases the voltage for early times due to the resistive interface whereas it decreases for
late times as the current system travels faster in the resistor.
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Only the horizontal magnetic component shows a time dependence at all times. Since the
time behavior also depends on the resistivity it is not easy to distinguish the certain features.
Remarkable is the sign change during intermediate times (fig. 3.9 d). It shows, that the
H˙y component bears a sign reversal, identified by the notch in the sounding curve, due to
changes in the conductivity distribution. The fast decay of the signal in the magnetical
receivers is due to the vanishing induced magnetic fields for the DC case. Note, that there
is no r dependency for the horizontal component of the voltage specified in equation (3.39).
A remarkable feature of the Ex responses is the clear separation between the red and the
green curve (fig. 3.9 c). The dynamic in time between t ≈ 2− 100ms (intermediate times)
can be described only qualitatively. The amplitude is exponentially muted from the doubled
DC value to the DC level. Whereas there is no time dependence for early (t ≤ 2 ms) and
late times (t ≥ 0.1 s). In the early and late time limits, it displays the resistivity of the
underlying half-space. This feature can be clearly seen in the difference between the red and
the green curve (fig. 3.9 c).
A comparison of the marked diffusion depths for each transient (b-d) reveals, that the depth
of investigation derived by Spies & Frischknecht [1991] is valid for far zone soundings, too.
It can be seen, that the underlying half-space is affecting each sounding curve clearly before
the calculated diffusion depth.
Note, that the transients given above are calculated without consideration of the ramp time
or systems impulse response.
3.2.3 System response
Any system, that in a large class is known as linear, is characterized by its impulse or system
response: For any input function, the output function can be calculated in terms of the input
and the systems impulse response.
The Laplace transform of the impulse response function is known as the transfer function.
The Laplace transform of a system’s output may be determined by the multiplication of
the transfer function with the input function in the frequency domain. An inverse Laplace
transform of this result will yield the output function in the time domain. To determine
an output function (f˜(t)) directly in the time domain, it requires the convolution (∗) of the
input function (f(t)) with the impulse response function (g(t)). The convolution is defined
as
f˜(t) = (g ∗ f)(t) = (f ∗ g)(t) (3.41)
=
∫∞
−∞ g(t− t′)f(t′)dt′ =
∫ ∞
−∞
g(t′)f(t− t′)dt′ , (3.42)
which is a commutative operator.
The numerical implementation of the convolution integral depends strongly on the data value
definitions. A discrete convolution for data values which are equally linear sampled with ∆
in Nt data points (e.g. gi = g(∆i), fi = f(∆i)), can be carried out as a causal convolution





gjfi−j for i = 0, . . . , Nt , (3.43)




gjfi−j for i = 0, . . . , Nt . (3.44)




gjfi+j for i = 0, . . . , Nt . (3.45)
As we can see, the numerical realization of the convolution has some peculiarities and might
be difficult to implement.
A rough difference can be made between SHOTEM and LOTEM system responses.
SHOTEM measurements are generally done with a square loop transmitter which has a step
off characteristic like a linear ramp. The linear ramp can be treated analytically. LOTEM
system responses can not be described with analytical functions. It has to be measured sep-
arately. Measuring the impulse response for the LOTEM system can be a challenging task
which depends strongly on the configuration and the used receivers. For further information
about the treatment of LOTEM system response measurements one may be referred to the
works of Strack [1992]; Hördt [1992]; Hanstein [1992]; Helwig [2000]; Scholl et al. [2004].
For a proper treatment of the system response in the inversion process one has two possibil-
ities.
• Either by convolution of the model response with the measured or calculated impulse
response of the system, or
• by a deconvolution of the measured data.
Each of the mentioned treatments have advantages and disadvantages depending on the
systems peculiarities.
Common TEM devices, limited by their digitizing units, do not allow to resolve the large dy-
namic of the transients over a big time scale. One therefore uses separate transient soundings
with different time frames and adjusted transmitter sizes to increase resolution. Parame-
terized deconvolution (e.g. Hanstein [1992]) of the data may be the method of choice when
one wants to treat the measured data for different transmitter settings as one data set. But,
using a deconvolution means to alter the measured signal.
On the other hand one can treat every measured sounding separately in terms of system
response, but make a joint inversion with the convoluted model responses. Since I am more
used to the latter idea, to leave the measured signal as it is and to adjust the model re-
sponse appropriately, I implemented the convolution of the model response with the systems
(measured or calculated) impulse response in the inversion code. Because the numerical
implementation of the convolution may not be a trivial task, the theoretical background for
this treatment is given in the following.
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Treatment of the systems impulse response by convolution of the model response
As already mentioned, the square loop wire acting as the SHOTEM transmitter has a self
inductivity which can not be neglected. The inductivity of the wire causes a delay when
switching off the current which is the systems step response. In the ideal case it can be
described by a linear ramp r(t) (see fig. 3.10)
r(t) =







0 ≤ t ≤ tr
0 t > tr
, (3.46)
with the initial current amplitude I0, the set off zero time t0 and the ramp time tr. Note, that
the time derivative of the step response is equal to the impulse response. As is illustrated











Figure 3.10: Sketch of the step off ramp r(t) and it’s system response g(t) over time. This type
of system response is generally observed for rectangular transmitters.
Note further, that the impulse response complies the systems response to a unit impulse δ(t)
with
∫∞
−∞ δ(t)dt = 1. Therefore, the impulse response which is calculated from the systems
step response should be normalized to have unit area as well.








0 t < 0
− 1
tr
t0 ≤ t ≤ tr
0 t > tr
(3.47)
which is a causal function for time t.









dstep(t− t′)dt′ . (3.48)
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The implementation of equation (3.48) into the inversion code is done treating g(t) as a
rectangular function (see fig. 3.10). This is advantageous because treating it that way one
must not distinguish between a measured or a calculated system response. Additionally,
with this general treatment, the implemented algorithm can be applied for other measured
system responses (e.g. LOTEM system response), too.
Because of its great dynamic, the model responses for TEM are generally calculated for
logarithmic spaced time points. To achieve a fast but stable convolution scheme, several
tests has been carried out (e.g. see section 3.5.3). The first idea was to make an interpolation
of the logarithmic spaced data to linear spaced data and carry out the convolution according
to equation (3.43) or (3.45). Dealing with huge data sets, this approach increased the overall
calculation time to much and was therefore discarded. To reduce the numerical effort I




gjQ(f(ti − tj)) i = 1, . . . , Nt , (3.49)
where gj are linear sampled data points of the system response to Nr times with the sampling
interval length of ∆ and Nt is the number of logarithmic spaced time points of the model
response. Q(f(ti − tj)) denotes the model response interpolation to the time ti − j∆. Q is
an interpolation operator which may be carried out linear or via a cubic spline interpolation
(e.g. Press et al. [1995]). Fortunately, the system response is commonly not very long
(50 < Nr < 500) so that there are not so many additions have to be carried out.
Considering a ramp, e.g. to treat SHOTEM data, the gj are given by gj = 1/Nr and the
sampling interval length is the ramp time. Note, that the definition of the time point t0
which accounts for the systems zero time depends on the used device. E.g. the GDP-32II
of Zonge Eng. Inc. defines the t0 at the end of the ramp. Therefore a a causal integration
has to be carried out which is achieved by changing the integration limits from −tr to t0.
To account for cases when ti − j∆ < 0 one may define (t0 = 0) Q(f(ti − tj)) = f(0) for
ti − j∆ < 0.
As already mentioned, this general form of treating the system response by convolution of
the model response can be carried out for measured data of other methods (e.g. LOTEM)
in the same way. It does not rely on a linear ramp, which is a special case for rectangular
loop transmitters, but may be applied to any methods where the system response can be
measured or approximated.
3.2.4 Summary
Active transient electromagnetic methods utilize primary field changes to generate secondary
fields in the subsurface. According to Faraday’s law, the secondary fields try to perpetuate
the primary fields and decay with ongoing time dissolving into the subsurface (”smoke rings”).
TEM can be separated into two distinct classes, the far and the near zone applications.
Among the various types of transmitter signals, the square wave form is the most common,
and the secondary fields are the step response. The emitted signal may be further divided
into the time where the recording system measures either electrical fields or induced voltages.
Using a 50% duty cycle signal, the transient response is mostly recorded in the absence of
the primary fields (step off response), but for the LOTEM method, the 100% duty cycle
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signal is normally used (step on response). However, the step on and step off response are
connected through the DC value and may be transferred using equation 3.37.
For each method some characteristic sounding curves (transients) where given. With early
and late time approximations, the transients show characteristic features which depend on
the subsurface conductivity structure, decay time and, in case of LOTEM soundings, the
offset.
If we are dealing with artificial sources, the impulse response or system response of the used
devices and the source current term is affecting the measurement to no neglectible degree. To
account this in the imaging process we have to treat either measured or calculated system
responses. Therefore one can either try to remove the system response by deconvolution
of the measured data, or convolve the model response with the system response. From
numerical point of view, the latter seems to be more advantageous, because the data is left
as it is. This approach is therefore preferred and promoted in this work.
3.3 3D forward solution with the SLDMem3t
In order to develop an inversion program which should fit a full 3D model response to gath-
ered TEM data, it is necessary to solve Maxwell’s equations for arbitrary spatial conductivity
distributions. Despite the numerical effort of this task, it is necessary to solve it in finite
computation time as well. This restricts the choice of eligible forward solution strategies to
a very few.
Weidelt [2000] compared the most common approaches to model controlled source time
domain electromagnetic data for 3D conductivity structures, namely
• Modeling in the frequency domain followed by a inverse Fourier transform into the
time domain.
• Continuation of initial values by explicit time stepping (FDTD).
• Approximating the system matrix with the spectral Lanczos decomposition method
(SLDM).
The application of the frequency domain CSEM approach was described first. Although ex-
cellent 3D frequency domain codes are freely available (e.g. from Randy Macky or Chester
Weiss), the requirement of 3D frequency responses for a suitable number of logarithmically
equidistant frequencies and their transformation to the time domain by a fast Hankel trans-
form drastically speeds down the performance of this approach. Therefore the frequency
domain modeling approach is very ineffective [Newman et al., 1986; Weidelt, 2000] and lim-
its the feasible solvers to the ones which are operating directly in the time domain.
Integral equation (IE) approaches (e.g. Hohmann [1975]; Weidelt [1975]; Newman et al.
[1986]) which are capable of computing high parameter contrasts are only feasible for a
small number of anomal bodies. Weidelt [2000] favored either the explicit time-stepping
scheme (presented by [Wang & Hohmann, 1993] for a inductive loop source or Commer &
Newman [2004] for a galvanic coupled grounded wire) or the SLDM approach by Druskin
& Knizhnermann [1988; 1994; 1999]. Recently, a direct approach using a finite volume
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technique combined with sophisticated preconditioning (iLU) approach was presented by
Haber & Ascher [2001]; Haber et al. [2007].
Assuming a shut-off of sources at t = 0. Within the FDTD approach, the values for times
t > 0 are achieved by finite difference continuation of the initial fields ("leap-frog"). For the
solution of the diffusion equation (3.8) this method is stable only for very small time steps,





Equation (3.50) approximates a wave equation in which the wave speed c is automatically
satisfying the CFL condition. This imposes an upper limit on the time step ∆t, which
can increase in time but slows down the performance of FDTD for late time responses.
This approach can also be found in recently developed commercial solvers (e.g. COMSOL)
where the method is expanded to a finite element formulation (FE). The advantage of this
formulation is, that unstructured grids can be applied [Löhken, 2007].
The SLDM approach is assumed to be the most effective approach to solve the transient
electromagnetic problem. Within the SLDM approach, the main conservation of computa-
tional load is achieved by solving the most relevant part of the underlying linear system by
means of a spectral decomposition after Lanczos [1950]. Herein, the initial values are approx-
imated by a system of orthogonal decay modes ("Ritz vectors") with decay constants ("Ritz
values"), resulting as eigenvectors and eigenvalues from a low dimensional Krylov subspace
approximation of the high dimensional system matrix. This approach depends strongly on
the condition number and the Courant number of the system matrix. Within a finite dif-
ference formulation of the linear system, this can become a drawback for regions with high
resistivity contrasts and big field gradients. As a consequence of the Lanczos phenomena,
the decay constants can become slightly negative and destroy the orthogonality of the de-
cay modes [Weidelt, 2000]. Thus, the dimension of the subspace, required for convergence,
increases with time and complexity of the model.
Weidelt [2000] found, that both approaches produce acceptable results, whereas the latter
is more efficient for modeling transient fields, due to the less amount of computation time.
Other comparisons and reviews of different TEM modeling programs can be found in Hördt
et al. [1992]; Hördt [1992]; Mitsuhata [2000]; Commer [2003]; Scholl et al. [2004]. However,
in both cases, the computational load increases with
√
t, such that the late time transient
response is more difficult to achieve. In FDTD this results in many time steps, where for
the SLDM a greater dimension of the Krylov subspace is needed.
Because of the efficiency regarding computation time, all 3D model response in this work
where computed using the SLDM code by Druskin & Knizhnermann [1988], which is called
SLDMem3t. To explain how the program works and what difficulties are to overcome to
produce acceptable results within an inverse process, a quick insight into the program are
given.
To solve the 3D forward problem, the electric and magnetic fields are sampled on Yee-
Lebedev staggered grid after Yee [1966] applying a finite difference formulation. The FD
approach is widely used in EM methods due to the apparent simplicity of its numerical
implementation. Figure 3.11 shows a sketch of the Yee-grid. Note, that the electrical field
are sampled at the edge-centers and the magnetical fields are sampled on the plane-centers












Figure 3.11: Sketch of a Yee-grid cell. The electrical fields are sampled along the edges of the
cell. The magnetic field values are calculated here at the center of the cell by forming the curl of the
surrounding electrical fields.
of the Yee-cell. The main attraction of the FE approach is that it is believed to be
better able to accurately account for subsurface geometry, because of its unstructured grid.
However, to discuss some numerical peculiarities of SLDMem3t, it is convenient to give a
overview how the algorithm works.
The objective is to solve the Maxwell equations in the model domain Ω:
Ω =
{
X : xi0 < x
i < xiNi
}
, i = x, y, z (3.51)
with the boundary conditions given by






where nˆ is the normal vector to the surface boundary ∂Ω of Ω. The initial condition is given
by
E|t<0 = H|t<0 = 0 (3.53)
The domain Ω is further discretized into 3 N-tuples, forming a regular grid. The grid can
be a Cartesian (fig. 3.12, left) or a rectilinear grid (fig. 3.12, right). The node points in the
regular grid can be addressed via
xijk , i = 1, . . . , Nx, j = 1, . . . , Ny, k = 1, . . . , Nz (3.54)
The edge centers are referred at
xˆi+ 1
2
jk = (xijk + xi+1jk) /2
xˆij+ 1
2
k = (xijk + xij+1k) /2
xˆijk+ 1
2
= (xijk + xijk+1) /2, i = 1, . . . , Nx, j = 1, . . . , Ny, k = 1, . . . , Nz (3.55)
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Figure 3.12: Display of common regular grids. In the left row a Cartesian grid is shown. It
constitutes of a linear discretization of the model domain. The right row exhibits a rectilinear grid.
Note that the discretization here is not linear, but may be logarithmically.
Which is numerically implemented using the fictitious nodes
xˆ1− 1
2







, j = 1, . . . , Ny, k = 1, . . . , Nz (3.56)
xˆi1− 1
2







, i = 1, . . . , Nx, k = 1, . . . , Nz (3.57)
xˆij1− 1
2






, i = 1, . . . , Nx, j = 1, . . . , Ny . (3.58)
Note that, besides the practical advantage regarding it’s implementation, the fictitious nodes
are also approximating the Neumann boundary condition stated in (3.52) for H with a
second-order error.
FD operators and system matrix
With the definitions given above, one can now introduce the finite difference operators work-









 , i = 1, . . . , Nx j = 1, . . . , Ny k = 1, . . . , Nz (3.59)



























 , i = 1, . . . , Nx j = 1, . . . , Ny k = 1, . . . , Nz (3.60)
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are then introduced, to form the curl-curl operator in a finite difference scheme.
With the appropriate grid and node operators of equations (3.60) and (3.59), the grid ana-
logue of equation
∇×∇× E + µσ∂E
∂t
= −µJ˙e
can now be defined. For simplicity, we suppose we are interested in only f = fe,m = {E,H}
Af + f˙ = f0+ , (3.61)
whereas the system or operator matrix A is given through
Af = ∇× (∇ˆ × f). (3.62)
The governing PDE (3.61) is solved with the initial condition
f0+ = δ(t)f0 (3.63)
and the boundary condition given by equation (3.52).
Material averaging scheme
Figure 3.13: Plane view of the modeling domain and the regular grid. The hatched rectangle shows
the effective area of the field value at the grid node ijk. The conductivity is discretized around the
node point.
The linear system (eq. (3.61)) is still depending on the physical parameters. But it can
be transformed to a system where the physical properties are already assembled within
the field values. This is achieved by the material averaging (MA) scheme, first introduced
by Yee [1966]. Figure 3.13 shows how the MA-scheme is applied within a finite difference
formulation. The field values at any nodes are weighted by the conductivity value of each
adjacent cell multiplied by it’s effective area. By the throughout application of this at any
node, the grid values become independent from the conductivity distribution and hence, the
underlying model can be arbitrary discretized. For simplicity figure 3.13 shows a 2D-sketch
of the model domain. The MA-scheme is extended for the 3D case by applying it in any
direction.
With the MA-scheme, the transformed system (f → fˆ)
Afˆ +
˙ˆ












54 TEM forward and adjoint operators
is formulated, which has the same solution as equation (3.61) [Druskin & Knizhnermann,
1994].
Summarizing some major attributes of A:
• A is symmetric and
• positive definite.
• A is high dimensional (dim(A) = NA ≈ 3NxNyNz ≈ 105 − 106), but
• sparse with 13 entries per row/column (apart from the boundary).









In practice, however, the eigenvectors and eigenvalues of this high dimensional matrix are
difficult to obtain. Therefore a recursion to approximate the solution is required.
The aim of the SLDM process is to seek the approximate solution to equation (3.65) in the
Krylov space.
3.3.1 Approximate solution in Krylov space
The approximate solution to equation (3.64) is sought in an M-dimensional subspace of the




0, . . . , f0A
M−1} , (3.66)
as suggested by the exact solution of equation (3.64)






Although this series is convergent for all t ≥ 0, it is applicable only for moderate values of
tλ1. A more precise insight into the computation of matrix exponentials can be found in
Moler & van Loan [1978].
Lanczos process
From the M Krylov vectors is formed an orthonormal basis (ONB) in the Krylov space
Q := (q1, . . . ,qM)
T , (3.68)
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which is formally achieved by the elegant Lanczos process [Parlett, 1980]. It is based on the
observation that the sparse matrix A can be approximated by
Aqi = qi−1βi−1 + qiui + qi+1βi . (3.69)
The ONB can than be formed using a Gram-Schmidt scheme. A schematic implementation
of the Lanczos process can be found in algorithm 1
Algorithm 1 Low dimensional approximation of A
Require: r0 := f0 β0 = |f0| 6= 0
for i = 1 to M do
qi = ri−1/βi−1
ui = Aqi




ri = ri − αiqi updating the residuum
βi = |ri|
end for
This approximation of A leads to
AQ = QT + R˜ . (3.70)













and R˜ is the reminder matrix which is neglected.









where sˆm and θm are the eigenvectors and eigenvalues of T and γm = f0s1m. The whole pro-
cedure is also known as the spectral Lanczos decomposition method, introduced by [Druskin
& Knizhnermann, 1988].
A closer look at the solution reveals some important connections between the SLDM process
and the CG. In exact arithmetic, the solution obtained after M steps with the bi-conjugate
gradient method (BCG), which can be found e.g. in Saad [1996], is also the Galerkin solution
in the same Krylov subspace. Actually, the SLDM solution coincides with that of BCG,
except that the SLDM process allows one to obtain solutions for many frequencies or times
using the same matrices Q and T computed in real arithmetic, as well as to take care of the
spurious modes. The only extra price to be paid is the storage of the components Q for all
the space points where the field is to be computed.
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Convergence estimates
Following Druskin & Knizhnermann [1994], the convergence estimation of the SLDM algo-
rithm depends on two major features of the linear system. They are given by the
• smallest eigenvalue: θ1 ≥ pi2d2maxσmaxµmax and
• the largest eigenvalue: θM ≤ 13d2minσminµmin ,
where dmax and dmin are the largest and smallest dimension of the discretization. This values
influence the conditioning of the linear system, since the condition number κ of a normal





However, in real arithmetics it is necessary to drop all eigenvalues which are smaller than θ1.
This is due to the numerical approximation and the feature, that the decay constants θm can
become even slightly negative. Negative decay constants are found, when the orthonormality
is lost, which is generally observed when applying the Lanczos method. Especially, for large
diffusion times, the application of a shift and invert technique [Druskin & Knizhnermann,
1999] reduces computational effort.
The computational expense depends on the dimension N of A and the dimension M of the
approximated subspace. The arithmetical cost is mostly due to the M fold computation of
the product Aqj in the Lanczos process. For fixed N the efficiency therefore depends on the
dimension of M. Druskin & Knizhnermann [1988; 1994] show that M can be evaluated by







Since the above given inequality is just a rough measure for the dimension of M, the con-
vergence process is measured within the program in order to stop the Lanczos process if a
desired  > 0 is reached. This is achieved by introducing a control receiver point ncr, a
first step point it1 and a increment it2 into the SLDMem3t code [Druskin & Knizhnermann,
2000]: At the control receiver ncr the solution is assembled for the last time point tmax in





−θmtmax i = it1 + k ∗ it2, k = 0, . . . . (3.75)
The convergence criteria (i > 3) is reached if
ˆi =
|fi−1 − fi|2
fi (|fi−2 − fi−1| − |fi−1 − fi|) ≤  . (3.76)
However, since the convergence process could not be controlled at every point in the grid
the choice of ncr seems erratic. In practice it has shown, that it sometimes makes sense
to set  = 0 and set M  Mest as a hard boarder of the Lanczos process. But, to set up
a hard boarder and discard the convergence control given by equation (3.76) means, even
if the solution can be achieved in less iterations, there is no way to reduce computational
effort. Additionally, the estimate for M should be more precise.
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3.4 Grid design for SLDMem3t
Convergence and stability problems are widely known for the computation of 3D EM pro-
cesses. The application of the SLDM makes this sometimes worse. The solution to equation
(3.64) is sought in a low dimensional subspace without a control mechanism for grid design,
like the CFL criteria which is used by time stepping schemes. Therefore the grid design for
the SLDMem3t is assumed to be a crucial task when applying it [Hördt et al., 1992; Druskin
& Knizhnermann, 1994].
In the past, a lot of trial and error analysis to find appropriate grids for model studies with
SLDMem3t was carried out [Hördt et al., 1992; Hördt, 1992; 1998; Schaumann, 2001]. In the
mentioned studies, the authors used one or just a few different grids, which where designed
mainly for one specific model or TEM setup. Hence, the grid was restricted to a specific
kind of problem. Unfortunately, none of the authors proposed in detail how they designed
the grid or proposed any algorithm for automated grid design.
Within an inverse process, one normally solves numerous forward problems for different
models. Therefore it is likely to have some kind of automated discretization scheme, or, at
least have already tested discretization techniques available.
Although, the first application of SLDMem3t within the inverse process was presented by
Commer [2003], the author does not reported for any automated adjustments to the grid
within the inverse process. Additionally, until now, there are nor detailed grid studies with
SLDMem3t presented. Therefore, I present an algorithm, it’s implementation and a detailed
grid analysis in the following.
Automated grid design uses some kind of algorithm which should be capable of adjusting
the grid as the model changes. But, as already mentioned, there is no exact criteria for
every step size but just the first and the last and the way how to discretized when using the
SLDMem3t is purely user dependent. The question is then, how coarse or fine a grid must
be to get stable results. Some people use e.g. linear spacing when multiple receiver spreads
are to be calculated in the region of the receiver stations. This results in many grid nodes
and with a fine discretization within regions where no fine discretization is needed, e.g. at
the bottom of the model. This grid design would artificially increase the condition number
of A. Hence, the introduction of grid nodes, when there is no need for this, is considered
prohibitive.
On the other hand, the field values are computed on the staggered Yee-Lebedev grid and
thus SLDMem3t computes the needed field values either between grid node points or at
grid centers. Additionally, for all 6 field values (e.g. three electrical and three magnetical
components), for the node point ijk they are sampled at different positions, according to
their orientation. Therefore, to compute grid independent field values, one has to set up a
grid interpolation operator as well (see section 3.5.3).
However, the inversion process demands a user independent automatic grid design. The
governing values for an automated grid design to deliver accurate forward solutions with
SLDMem3t within the inversion process can be summarized like
1. The smallest and biggest conductivities of the model .
2. The latest and earliest times to compute.
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3. The number of grid nodes.
The implementation of the governing values into the grid automate make_sldm_grid and
how different discretization mechanisms for bipole (e.g. LOTEM) and rectangular loop
transmitters (e.g. SHOTEM) are achieved, is given in 3.4.1. There I introduce and test two
different discretization algorithms for regular grids. The test is done by comparing the two
described grid algorithms by checking how they particularly perform in terms of iteration
numbers of the Lanczos process and the accuracy of the solution. As a result, a modified
log spaced discretization seems to perform substantively better than a common logarithmic
spacing.
Having a stable discretization algorithm at hand one can now investigate more internal
questions:
• How many grid values should be introduced to get a long term and overall stable grid
for different models?
• Is there any major dependency if one uses finer discretization in a preferred direction,
(e.g. vertical direction [Hördt et al., 1992])?
This questions demand an extended grid evaluation tests to get a sincere answer to the
questions above. It is reported in section 3.4.2.
3.4.1 Grid automate make_sldm_grid
Since the SLDMem3t does not solve the PDE through time stepping, the Courant Friedrichs
Levy criteria does not hold to get stability. To achieve proper convergence and accurate
results, the discretization for SLDMem3t may be done in several ways. Commonly, in order
to get a stable solution, one generally does a trial and error analysis which can not be carried
out within an inverse process.












Each one is directly related to the diffusion depth and depend on the minimum/maximum
conductivities and times used in the model and setup. To increase the variability the factors
ag and bg are introduced Hördt [1992]. In a heuristic investigation Hördt [1992] proposed
ag = bg = 3 for which he gets results within good agreement of other (analytical and 3D)
solutions.
The factors just account for a bigger variation of the model which shows good results, even if
the model is not known before (e.g. during the inverse process). During some initial testing
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of the grid automate with SLDMem3t, I discovered that taking a − g ≈ 1 and 3 ≤ bg ≤ 9
produce excellent results as well. Generally it is observed, that applying ag and bg increases
the corresponding conductivity range which increases capabilities of the code. The dynamic
of the model during the inverse process demands stability to the solution, which means, that
the response should be computed correctly for arbitrary changed models. If the solution of
a grid becomes inaccurate, e.g. during a line search, the influence on the inverse process is
quite remarkable.
For the minimum and maximum conductivity values of the model I selected them in the way,
that they should be calculated (more or less) independent of their distribution. To implement
values for the smallest and biggest model parameter into the inversion code, I normally give
hard boarders (sigmin, sigmax) which should not be exceeded by the grid generator to avoid
unnecessary complicated grids. This is achieved by using the minimum and maximum array
value functions MIN(arg), MAX(arg).
σmin = MAX (sigmin,MIN(m)) , σmax = MIN (sigmin,MAX(m)) , (3.79)
which are intrinsic Fortran 90 functions.
Algorithm 2 Log spaced rectilinear grid
Require: 0 < dmin < dmax











To account for the exponential behavior of the underlying PDE, best results are obtained
for rectilinear grids with logarithmic spacings as it is also reported by Hördt [1992]. For
my implementation into make_sldm_grid, the interval between dmin and dmax is divided
logarithmically equidistant for Ng values. This can be achieved with a simple log-spaced
pseudo code which is given in algorithm 2.
A closer look to algorithm 2 reveals a problematic case for the first values after dmin. Since,
the stepsize is suited to divide the interval into Ng frames, the first steps after dmin can be
smaller than the initial value. This leads to discretization steps ∆ < dmin which should be
omitted. Therefore, one wants to achieve a discretization increasing in dmin steps. A pseudo
code for a proper treatment of this is given in algorithm 3. The increment in algorithm 3 is
now treated as incremental sum of dmin with additional pieces of the interval [dmin, dmax]. A
similar discretization technique is also described roughly, but not in detail by Hördt [1992].
Algorithm 3 Modified log spaced rectilinear grid
Require: 0 < dmin < dmax





− (Ng − 1)
) 1
Ng−1
for i = 1 to Ng do
gi = dmin ((i− 1) + qi−1)
end for











Figure 3.14: Comparison of two different logarithmic discretization strategies. The normalized
distance of the grid value x/d1 = gi/dmin is plotted against the number of grid node i = [1, . . . , Ng].
grid1 follows algorithm 3 whereas grid2 uses algorithm 2.
A comparison of the discretization following algorithm 2 and 3, are displayed in Figure 3.14.
As one can see from the illustrated graphs, the interval [dmin, dmax] is always divided into Ng
pieces, but with different spacings. The spacing for grid1 is substantially larger for the first
grid values, whereas for the end points, the discretizations lead to almost the same spacings.
As shown in the following, the second discretization algorithm 3 seems more appropriate for
our aims. Therefore it is referred to as grid1 whereas the simple log spaced discretization
following the first algorithm, is denoted grid2.
Given a discretization scheme that allows for a log spaced division of the interval between
the interval [dmin, dmax], the total number of grid points Ng becomes a leading value for grid
design. For a 3D grid I refer to the horizontal number of grid nodes as Nx and Ny, whereas
for the vertical direction I speak of Nz in the following. If just Ng is given, than all values
are taken the same (Nx = Ny = Nz = Ng) which is referred to as a symmetric grid in terms
of total number of grid points.
Further, the modeling domain to compute ground based TEM transient sounding curves
is substantially different discretized than for models where the transmitter is found in a
conducting surrounding (e.g. marine TEM setup). The question of how to discretized for
different source terms (e.g. bipole or rectangular loop transmitters) and how to implement it
becomes a necessity to answer. Since a prolonged electrical dipole (bipole) is constructed as
a summation of single dipole sources it is convenient to start with a discretization example
for the single dipole.
For simplicity I assume the mid point of the transmitter as origin, which makes the definition
of the receivers more easy. Of course, any grid can be shifted towards every point in another
model by a simple translation.
Dipole discretization
For ground based TEM setups, the horizontal directions would be discretized as illustrated
in figure 3.15 (left). It displays a x-oriented dipole source in the origin which is marked with
a red double arrow. Note, that the discretization is tight around the introduced current
source, becoming wider at more distance to the source. This should account for the biggest
EM field gradients in the model.
As traditionally found in Yee-Lebedev FD schemes, the dipole is discretized as current line
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Figure 3.15: Two frames of a dipole discretization for ground based TEM. A xy-section of the
modeling domain is displayed to the left, whereas the yz-plane is illustrated to the right. The source
point of a single x-oriented dipole is denoted with a red double arrow (left) and a red cross indicating
current flow into the plane. Further explanations are given in the text.
between two adjacent cells. The current is flowing according to the orientation of the dipole.
Hence, the source can not be set up as a real point, but always as a vector with the dipole
length D˜. For e.g., the dipole length of the x-oriented dipole would be D˜ = Dx = I∆x. For
this example I took ∆x = 2dmin.
Note, that there is a gap in the x-discretization at the center of the dipole. It is spared
out e.g. in order to calculate the Ex-component in the equatorial plane of the dipole. The
horizontal discretization is done as reflection of a underlying first grid (e.g. using algorithm
3) at the source origin yielding the negative part of the model domain (cf. fig. 3.15 (left)).
The vertical direction is discretized just by taking the underlying grid1. Illustrated in figure
3.15 (right) for ground based TEM, I normally discretized just the conducting subsurface.
As inherent feature of the SLDMem3t, the air does not need to be discretized for this case,
because the magnetical field components can be calculated at the air interface by upwards
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Figure 3.16: Example of a dipole transmitter discretization within a conducting medium. The
source point of a single x-oriented dipole is denoted with a red cross. Further explanations are given
in the text.
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However, for models where the transmitter is found within a conducting medium, or if there
are topographical effects needed to take into account, the discretization will become dif-
ferent. In order to compare a vertical discretization scheme which accounts for a different
surrounding, a typical marine TEM setup is displayed in figure 3.16. Here, the sea is dis-
cretized from the seabottom to the air given in a blue background color. Lightbrown color is
referring to the sea bottom which extends from z = 480m to infinity. Compared to a ground
based z-discretization, displayed in figure 3.15 (right), the spacings between source and air
are increasing with distance from the source and again decreasing to the air/sea interface.
This is done to account for increasing EM field gradients at the air boundary. The shown
model is given as an example using make_sldm_grid for a marine setup.
Another case would be to take any topographical effects into account. E.g. Commer [2003]
successfully used SLDMem3t to interpret LOTEM measurements within the volcanic terrain
of mount Merapi (Indonesia). Herein, the air is discretized taking a second grid based
on a very high resistivity value for the air (e.g. σmin = 10−6 S/m) leading to very large
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Figure 3.17: Typical bipole discretization of a LOTEM setup. xy-plane for two different scales are
displayed in the left row. The upper part shows the whole modeling domain and the yellow rectangle
marks the frame which is zoomed in the lower part. The right row shows the xz plane with two
different scales. Again, the yellow rectangle marks the frame which is zoomed into in the lower part.
The source points of the bipole are denoted with red arrows. Lengths are given in km. Further
explanations are given in the text.
The discretization of the elongated dipole source, which is mostly just called bipole, is carried
out as summation of many single dipole sources which follow the same orientation.
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Illustrated in figure 3.17 (left), the horizontal discretization can be further described like
two distinct point sources. It is fine around the first source point (e.g. the negative x-axis),
according to the highest gradients of the EM fields. With increasing distance towards the
center of the x-oriented bipole, the step sizes increase as the gradient in field change would
decrease. From the center on, this scheme is just reflected taking the mid point of the
bipole as symmetry axis. Applying this scheme leads to a logarithmic discretization in the
horizontal plane as displayed in figure 3.17 (left). The discretization is done basically by
using algorithm 3. Note, that the vertical discretization is carried out in the same way as
for a ground based dipole source.
Grid for rectangular loop transmitters and comparison of discretization schemes
Illustrated in figure 3.18 is the horizontal discretization of a rectangular loop transmitter.
The transmitter is discretized by summation of galvanic dipoles forming a closed circuit (cf.
fig. 3.18). In general it is constructed of four adjacent bi-poles by rotation, translation and
reflection. The current flows, alas not marked, from bottom left to the top right in positive
and from top right to bottom left in negative direction. Note, the fine discretization around
the transmitter corners which should account for the biggest EM field gradients.
In the following I made a further comparison of the two different grid discretizations by
taking a closer look into the convergence during the Lanczos process for grid1 and grid2.
For this, the evolution of equation (3.75) for the different grids is checked at every iteration
of the Lanczos process. Additionally, the convergence criteria given by equation (3.76), is
compared for the two discretizations and last not least the model response of grid1 and grid2
is compared to the analytical solution.
In order to reduce the erratic choice of the control receiver, I selected a SHOTEM setup to
compute the model responses. Here, the most meaningful decision would be the central loop
receiver as control receiver. Therefore no interpolation has to be carried out for any grid
that would be designed with make_sldm_grid in the following.
The grid design is first based on a homogeneous half-space of σmin = σmax = 1/100 S/m
and the time range is tmin = 1 µs tmax = 0.1 ms. This is extended further to compute
transients for a bigger time range of tmax = 1 ms and σmin = 1/50 S/m σmax = 1/500 S/m
where the latter values are assumed for the grid discretization. The real model is kept fix.
For convenience,  was set to a very low value of 1/105 in order to get realistically accurate
results.
A variable parameter for the first comparison would be to increase the maximum allowed
grid nodes from a coarse grid (Ng = 30) to a very fine grid (Ng = 90), which implies the
grid is always symmetric.
The following calculations of transient responses are carried out for 2 grids with increasing
Ng of 10 per simulation. Figure 3.18 shows xy-planes of the coarse grid (Ng = 30) and figure
3.19 shows an intermediate grid (Ng = 60) to get an impression of the model dimensions,
the grids and the SHOTEM setup. The red rectangle shows the transmitter, whereas the
blue rectangle corresponds to the area in which center the H˙z response is calculated.
A comparison between fig. 3.18 and fig. 3.19 reveals, that applying algorithm 2 with the
already mentioned problematic discretization length, lead to over discretized grids in the
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Figure 3.18: Comparison of grids of a rectangular loop source with coarse spacings (Ng = 30).
This type of transmitter discretization is commonly used to model SHOTEM surveys. Note the
different source discretizations compared to the LOTEM bipole discretization (cf. Fig. 3.17). The
current flow of the transmitter (red arrows) is approximated with line currents forming a rectangular
loop. The left row shows a xy-plane discretized with grid1 whereas grid2 is shown in the right row.
The blue rectangle indicates the receiver coil measuring H˙z-voltages. Further explanations are given
in the text.
vicinity of the source.
For each grid I computed transient responses and compared it with the analytical solution
(ana) (cf. Fig. 3.20). Further I compare the evolution of the Lanczos process evaluating
equation (3.75) at every iteration (it1 = 1 and it2 = 1) and give an estimation of the
subspace dimension as given by equation (3.74). Additionally in every grid label a number
is shown, telling how many iterations where made after reaching the convergence estimate,
given by equation (3.76).
The data displayed in figure 3.20 (left) is showing that for the coarse discretization (Ng =
30) both grids achieve acceptable results compared to the analytical solution. The overall
difference is slightly below 5% at early times and around 1% for late times. It seems that,
except for late times, grid2 achieves a slightly better result. A look at the evolution of the
latest time point (cf. fig. 3.20, right) reveals, that grid1 performs much better than grid2.
The convergence process seems more stable, because it reaches the desired voltage in far less
iterations, though the convergence criteria is achieved in comparable iteration numbers.
The situation dramatically changes if Ng is increased. For Ng = 60, which results are
displayed in figure 3.21, the overall error for grid2 is leaving the acceptable level after the
first decade. Even grid1 performs not with the desired accuracy. A closer look to the
evolution of the last time point (cf. fig. 3.21 right) reveals, that grid1 does not converge
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Figure 3.19: xy-plane of grid1 (left row) and grid2 (right row) with fine grid (Ng = 90). Further
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Figure 3.20: Comparison of the transient responses of two different grid discretizations (grid1 and
grid2) to the analytical solution (ana) over time (left). For convenience, |(fa − f)/f | shows the
relative difference to the analytical solution. The receiver type and its relative position to the center
of the transmitter loop is given in the title of the plots (here in-loop configuration). The evolution of
the normalized last time point, given by equation (3.75), is displayed on the right. Here Mest denotes
the estimation of the Krylov subspace calculated by equation (3.74). The number in brackets behind
grid1 and grid2 shows the number of iterations after reaching the convergence criteria (3.76). The
total number of grid nodes is limited to Ng = 30 in this comparison. Further explanations are given
in the text.
properly and grid2 not at all. Looking at the data for Ng = 90 (cf. fig. 3.22) the situation
of grid2 becomes even worse. Here, the transient o grid2 is showing some numerical noise
which is nicely explained through the evolution of the last time point (cf. fig. 3.22 right).
For grid2 it shows, that the convergence criteria is stopping the Lanczos process before the
solution was acceptable. To account for this, one may increase it2 to some erratic value, or
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Figure 3.21: Comparison of the transient response (left) and evolution of equation (3.75) (right)
for Ng = 60. |(fa − f)/f | gives the relative difference to the analytical solution. For further
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Figure 3.22: Comparison of the transient response (left) and evolution of equation (3.75) (right)
for Ng = 90. |(fa − f)/f | gives the relative difference to the analytical solution. For further
explanations refer to figure 3.20 and the text.
check the  criteria twice. As another fixed parameter, I set that the convergence can only
stop after at least Mest are carried out. This leads to a simple adjustment to the Lanczos
convergence criteria which reads
ˆi ≤ ˆi+1 ≤  Mest < i = it1 + k ∗ it2 (3.80)
The estimated value after (3.74) should be Mest = 84 in this example. In case, that
convergence will never be reached, I set a fixed upper limit Mmax = Mest ∗ 20 = 1680 for the
first comparisons.
The influence on the convergence process due to the adjustment is quite remarkable and
shown in fig. 3.23 and fig. 3.24. Note, the transient responses now do reach an overall
acceptable result compared to the analytical solution. This is the case, except for the late
time responses of the finest grid (cf. fig. 3.24 left) where the relative difference of grid2
is increased over 10%. Further note, that the finest discretization for grid1 seems more
accurate, because of its low difference to the analytical solution. Yet, the evolution of (cf.
fig. 3.24 right) showing strong oscillations compared to the coarser grid (cf. fig. 3.23 right)
which is also a rough indicator for a bad conditioned system matrix A.
As consequence of the stronger convergence criteria, the overall required number of iterations
to satisfy equation 3.80, is dramatically increased. This is observed now for every simulation.
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Figure 3.23: Comparison of the transient response (left) and evolution of equation (3.75) (right)
for Ng = 60 and the adjusted convergence criteria. |(fa − f)/f | gives the relative difference to the
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Figure 3.24: Comparison of the transient response (left) and evolution of equation (3.75) (right)
for Ng = 90 and adjusted convergence criteria. |(fa − f)/f | gives the relative difference to the
analytical solution. For further explanations refer to figure 3.20 and the text.
This also means, that the convergence of the Lanczos process needs far more iterations than
suggested by equation (3.74).
The question now is, whether there exists any chance of getting another equation or a rough
estimate to which extend the Lanczos process should be carried out, in order to get stable
results, and which number of predefined grid nodes give the best results for predefined model
borders.
3.4.2 Extended grid analysis
To introduce the grid study that was carried out, just a few remarks about the used values
for the performance analysis are given. First I compare the two described grid algorithms by
checking how they particularly perform in terms of iteration numbers of the Lanczos process
and the accuracy of the solution. Therefore M shows the total number of iterations that
where used within the Lanczos process to reach convergence. For the comparison to the
analytical solution I preferred to take the `1-norm measure of the relative differences. It is
more robust to outliers than the `2-norm if there is no variance available for the data points.
For convenience, I normalized the `1-norm measure to the number of data points and display









given in %, where fa is the reference solution of the homogeneous half-space. Mmax is kept
fixed at 20Mest for every grid test.  was again set to 1/105.
As a result of the first comparisons, the modified log spaced discretization following algorithm
3, turned out to perform far better than the simple log spaced grid. Hence, the performance
of this grid scheme is tested for different model setups. At this, the grid with varying leading
values of σmin and σmax are compared for symmetric grids with varying Ng. To conclude the
extended grid analysis, the dependence of the performance for varying vertical grid points
Nz with different horizontal grid points Nx = Ny = Ng is evaluated.
Performance of two grid algorithms
The leading value for the next comparison is tmax. Because Mest changes for that, the
maximum value of allowed iterations is increased. The other leading values, as σmin =
1/100 S/m, σmax = σmin and tmin = 1 µs are kept fixed during the computations. Ng is
the total number of grid values used for discretization of the symmetric grids. Since it is
likely to know how many grid values are needed to get good results, Ng is varied throughout
the calculations. The number of grid values Ng changes from Ng = 30 to Ng = 90 with
increment ∆Ng = 10.
To compare the results for response times of 2 and 3 decades, they are compiled in a overview
within tabular 3.1.
Comparing the two response times, the maximum number of allowed iterations for grid2 is
reached for Ng ≥ 50 (cf. Tabular 3.1). Grid1 does never exceed the maximum value for
any Ng. The overall error norm for grid1 is likely to achieve the best fit to the analytical
solution for Ng = 70 (2 decades) and Ng = 90 (3 decades). Taking the number of iterations
M into account these values look appropriate. An interesting feature appears to be, that
increasing the number of grid nodes does not increase numerical accuracy in any case. This
feature of the SLDMem3t is also observed by other authors (e.g. Hördt et al. [1992]; Weidelt
[2000]). For grid2 the values of Ng = 70 and Ng = 50 seems to have the best agreement to
the analytical solution.
For grid design one normally assumes to cover a bigger range of conductivities. In the
last test, they were fixed to the conductivity of the underlying half-space. In order to
get more realistic values for the grid layout, the leading values of σmin = 1/50 S/m and
σmax = 1/500 S/m where changed. Yet, the conductivity of the real model stays at 100 Ωm.
The compilation of the second grid test simulations are given in Table 3.2. Comparing the
error values ‖re‖1 of the two grids, the results appear slightly different to the first test. For
grid1 Ng = 70 for 2 decades seems to achieve the best fit to the analytical solution, as well
as for 3 decades the value of Ng = 80. Similar results for Ng of grid1 can be observed in
the first test (cf. Tabular 3.1). Remarkable is, that grid2 with Ng = 80 and ‖re‖1 = 0.35 %
performs slightly better than the best fit of grid1 (‖re‖1 = 0.52 %) for 2 decades of response
time. Yet, comparing the computational effort, M is five times less for grid1, which seems
more appropriate.
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Table 3.1: Comparison of required iterations (M) and agreement to the analytical solution (‖re‖1)
for varying time ranges and the corresponding changes in grid layout of grid1 and grid2.








Ng Grid M ‖re‖1 [%] M ‖re‖1 [%]
30 grid1 506 3.36564 1535 2.204
grid2 1180 3.44535 2925 7.04593
40 grid1 589 0.49065 1575 3.313
grid2 1644 2.95603 4508 1.79032
50 grid1 546 1.54069 1819 0.645663
grid2 1680 0.598745 5360 0.989691
60 grid1 531 2.18707 1690 1.12864
grid2 1680 1.77814 5360 1.19026
70 grid1 825 0.34461 1726 1.48309
grid2 1680 0.310091 5360 1.28805
80 grid1 656 0.503617 1700 1.68831
grid2 1680 0.774629 5360 2.72417
90 grid1 589 0.631818 2557 0.287265
grid2 1680 2.66789 5360 1.20748
The overall performance of grid1 for 3 decades response times, is clearly better than grid2
in terms of accuracy and iteration numbers. Therefore, grid2 is discarded in the following
and further grid analysis are done with grid1. However, it is observed, that the solution for
response times of 3 decades perform little less accurate for every grid.
Performance of symmetric grids
In order to check how the grid performs for different model boundaries, the leading val-
ues σmin and σmax are now varied. The values for the grid performance, M and ‖re‖1,
are then compared to each other. Accounting for a general exponential behavior of the
model dependencies, the conductivity interval length increases logarithmically around the
initial value of σmin = 1/100 S/m from zero to four decades. Thus, σmin takes values of
{1/100, 1/500, 1/1000, 1/5000, 1/10000} and σmax is varied like {1/100, 1/50, 1/10, 1/5, 1},
where σmin = 1/1000 S/m is used twice for σmax = {1/10, 1} S/m, giving 6 models to com-
pare. The model intervals are chosen to cover up the expected resistivity values for most
earth materials which are studied within this work.
Because dmin and dmax changes for this conductivity values, Mest is increased the like as well
as the maximum value of allowed iterations. The other leading values, as tmin = 1 µs and
tmax = 0.1ms are kept fixed during the computations. Again, Ng is the total number of grid
values used for a symmetric grid. They are varied from Ng = 30 to Ng = 90 with increment
∆Ng = 5 to give finer discretization steps.
To compare the results they are compiled within Table 3.3 for 3 different model boundaries.
For the homogeneous model boundaries (σmin = σmax = 1/100 S/m), the best fit is reached
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Table 3.2: Comparison of required iterations (M) and agreement to the analytical solution (‖re‖1)
for varying time ranges ([tmin, tmax]) and the corresponding changes in grid layout of grid1 and
grid2. Conductivity values for the grid layout are set to a intermediate conductivity range of
[σmin = 1/500 S/m, σmax = 1/50 S/m].








Ng Grid M ‖re‖1 [%] M ‖re‖1 [%]
30 grid1 570 6.06088 3262 5.23899
grid2 2219 3.75323 5539 9.54688
40 grid1 1042 3.14964 3740 1.78826
grid2 3069 5.04615 7731 2.81064
50 grid1 1398 0.924415 3720 2.93895
grid2 3952 1.26031 7687 1.51482
60 grid1 894 2.00047 3825 1.06952
grid2 3354 1.19622 12515 1.58766
70 grid1 1397 0.515619 4145 1.57351
grid2 5331 1.31097 14559 1.73784
80 grid1 1456 0.980274 4474 0.398925
grid2 5360 0.352253 11662 1.30429
90 grid1 997 1.33022 2070 0.667414
grid2 5360 0.818171 16000 0.491219
for Ng = 70 nodes, which agrees well to the previous study of grid comparison. According to
Tabular 3.3, the grid with model boundaries of (σmin = 1/1000, σmax = 1/10) S/m reaches a
comparable fit for the same number of grid nodes, but with Ng = 90 it reaches the smallest
value of ≈ 0.25 % for the compared model layout grids. This result slightly changes for the
results of the grid layout with σmax = 1 S/m, where the minimum fit of ≈ 0.5 % is reached
for Ng = 75.
From Table 3.3 it can be observed, that the number of iterations to reach convergence is
increasing dramatically from the homogeneous to the more extreme model values for the
grid layout. For the intermediate grid layout with (σmin = 1/1000, σmax = 1/10) S/m we
find values of 1500 < M < 4000 with tendency to increase as Ng increases. For the grid
layout with (σmin = 1/1000, σmax = 1) S/m, this seems more erratic and in general one can
not observe, that M increases as the fit does.
Taking more model values for the symmetric grid layout into account, the situation changes
as expected. From the values given in Tabular 3.4 one can see, that the number of iterations
and the misfit increases the most for the grid layout of highest conductivity contrast of
σmin = 1/10000 S/m and σmax = 1 S/m for any number of grid nodes. The best results of
the second comparisons are given for the smaller conductivity variation of σmin = 1/500S/m
and σmax = 1/50 S/m where ‖re‖1 attains the minimum value of ≈ 0.24 % for Ng = 65.
Furthermore, this value seems the best result at all, compared to the best fit of the first
results (cf. Tabular 3.3).
Comparing the number of iterations of Tables 3.3 and 3.4, it can be seen that the grid layout
of highest conductivity contrast uses the most iterations in the Lanczos process. This result
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Table 3.3: First comparison of required iterations (M) and agreement to the analytical solution
‖re‖1 for varying conductivity ranges ([σmax, σmin]) and the corresponding changes for symmetric
grid layouts.
σmin = 1/100 S/m
σmax = 1/100 S/m
Mest = 84
σmin = 1/1000 S/m
σmax = 1/10 S/m
Mest = 848
σmin = 1/1000 S/m
σmax = 1 S/m
Mest = 2683
Ng M ‖re‖1 [%] M ‖re‖1 [%] M ‖re‖1 [%]
30 508 3.36564 1573 6.40728 5137 7.75109
35 409 1.30482 1968 8.56122 4428 8.3253
40 589 0.49065 2680 4.25773 5603 5.59941
45 655 0.67628 3008 1.52145 4610 3.93575
50 546 1.54069 3995 1.1948 4983 2.70538
55 590 1.50574 2650 1.7665 4953 5.40666
60 531 2.18707 3472 0.530166 5240 4.17776
65 701 1.84131 3123 1.62218 6526 3.22332
70 825 0.34461 2950 0.471722 4583 2.40105
75 785 0.41741 3323 1.28283 4765 0.554561
80 656 0.50617 2990 0.358958 6960 0.584448
85 614 0.66131 2736 0.899561 5288 1.23514
90 589 0.631818 3733 0.249885 5871 1.91515
Table 3.4: Second comparison of required iterations (M) and agreement to the analytical solution
(‖re‖1) for different conductivity ranges ([σmin, σmax]) and the corresponding changes for symmetric
grid layouts.
σmin = 1/10000 S/m
σmax = 1 S/m
Mest = 8485
σmin = 1/500 S/m
σmax = 1/50 S/m
Mest = 268
σmin = 1/5000 S/m
σmax = 1/5 S/m
Mest = 2683
Ng M ‖re‖1 [%] M ‖re‖1 [%] M ‖re‖1 [%]
30 8494 16.4397 1177 6.08711 3144 8.12846
35 8539 6.85483 1157 1.30758 2758 10.6108
40 8493 3.68227 1102 3.15057 2879 5.7164
45 8500 7.01053 1094 3.6767 3163 2.34616
50 8499 7.00863 1410 0.924348 3750 1.65686
55 8555 2.29251 1342 1.50606 3890 3.184
60 8487 1.46872 1255 1.99758 3088 1.26599
65 8649 2.94979 1685 0.241104 3495 2.33906
70 8651 3.35496 1504 0.515265 3302 1.65242
75 8490 0.886627 1268 0.715311 7872 0.503316
80 10004 0.831135 1375 0.980156 2706 1.70779
85 8696 2.40805 1305 1.13257 3823 0.339606
90 8794 1.49552 1344 1.3297 3657 1.15512
seems very reasonable, because it is indicating the most ill posed system matrix A due to
the large values of dmin and dmax. For the small and intermediate conductivity variations of
σmin = {1/100, 1/500, 1/1000} S/m and σmax = {1/100, 1/50, 1/10} S/m the dimension of
the Krylov subspace is substantially smaller. Overall it can be observed, that the iterations
needed in the Lanczos process decrease as the conductivity contrast decreases.
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Since, the conductivity interval length is more or less taken logarithmically symmetric to the
underlying model, the systematical increase of the iteration numbers may be expressed in a
formula. This would give a rough factor of 2.5 increase in number of required iterations per
decade in model variation for the grid layout.
Grid dependence of horizontal and vertical grid nodes
Up to now, the performance analysis was given for symmetric grids where the number of
grid nodes of all directions Nx, Ny and Nz was varied equally. The question now arises, if
the performance of the grid can be enhanced if one introduces a finer grid, e.g. in vertical
direction. Therefore, I summarize a further study of the grid performance by varying both,
the vertical Nz and the horizontal discretization. Because of symmetry, the horizontal di-
rections are chosen equally in the following. Since, the tabular overview would be far less
comparative, I selected to compile the results for M and ‖re‖1 as a function of Nz and Ng
within 2D graphs.
Each graph corresponds to a grid layout for different σmin,max values which
where chosen exactly like the previous study. Thus, σmin takes values of
{1/100, 1/500, 1/1000, 1/5000, 1/10000} and σmax is varied like {1/100, 1/50, 1/10, 1/5, 1},
where σmin = 1/1000 S/m is used twice for σmax = {1/10, 1} S/m.
In the following graphs, the number of iterations is shown to the left whereas the misfit is
displayed to the right. The grid node numbers Nz and Ng = Nx,y are varied between 30 and
90 with increment of ∆N = 5. High values of the misfit and M are indicated by orange and
yellow, whereas a good fit (mostly below 1 %) and low M values are denoted by dark red
and blue colors. Note, that M is illustrated linear but the misfit is not. I selected to display








































Figure 3.25: Comparison of number of iterations M (left) and the misfit log10 (‖re‖1) (right) as
function of Nz and Ng. High values of the misfit and M are indicated by orange and yellow whereas
the fit below 1 % and low M values are denoted by dark red and blue colors. The leading values for
the grid design are σmin,max = 1/100 S/m. Further explanations are given in the text.
Figure 3.25 shows the number of iterations and the misfit as function of Nz and Ng for
the first grid layout with σmin,max = 100 S/m. As perceived from figure 3.25 (right), there
seems to be no Nz dependence of the misfit. Further, the dependence seems governed by
the horizontal discretization, which can be recognized by the horizontal stripes in the graph.
The yellow horizontal stripes for Ng = 30 and Ng = 50− 60 seem to be a systematic pattern
of the grid leading to higher errors in the transient responses. The highest fit is reached for







































Figure 3.26: Number of iterations M (left) and the misfit log10 (‖re‖1) (right) as function of Nz













































Figure 3.27: Number of iterations M (left) and the misfit log10 (‖re‖1) (right) as function of Nz
and Ng with σmin,max = (1/1000, 1/10) S/m. Further explanations are given in figure 3.25 and the
text.
Ng = 70, Nz = 90 (‖re‖1 ≈ 0.25 %) which is in excellent agreement to the further study of
symmetric grids. However, as indicated from figure 3.25 (left), M attains the highest values
for this grid combination.
The performance comparison for the grid layout with the leading values of σmin,max =
(1/500, 1/50) S/m is displayed in figure 3.26. Comparing the evolution of M (cf. fig. 3.26
(left)) reveals that it covers a broader range as displayed in figure 3.25 (left). M attains
the highest values for grid combinations with Ng ≤ 70. Note, the appearance of some blue
holes in the yellow stripes which can be connected to grids which are more stable. The
development of the misfit in figure 3.26 (right) shows a similar pattern to figure 3.25 (right):
A Ng dependence of the misfit seems quite obvious whereas the Nz dependence can not be
recognized. The highest fit is reached for Ng = 70 (‖re‖1 ≈ 0.3 %) which seems a little bit
higher as for the study of symmetric grids.
Illustrated in figure 3.27 is the performance comparison for the grid layout with σmin,max =
(1/1000, 1/10) S/m. The evolution of M shows a pronounced maximum for Ng = 50 (cf.
fig. 3.27 (left)). Comparing the misfit in figure 3.27 (right), a flatter pattern for all grid
node values is conspicuous. It reveals a smoother misfit performance for the grid values from
lower to higher numbers. The highest fit is reached for Ng = 90 (‖re‖1 ≤ 0.2%) which seems
a little less than the values which where observed in the study of symmetric grids.









































Figure 3.28: Number of iterations M (left) and the misfit log10 (‖re‖1) (right) as function of Nz











































Figure 3.29: Number of iterations M (left) and the misfit log10 (‖re‖1) (right) as function of Nz
and Ng with σmin,max = (1/5000, 1/5) S/m. Further explanations are given in figure 3.25 and the
text.
The comparison of the performance for the grid with σmin,max = (1/1000, 1) S/m is displayed
in figure 3.28. Herein, the values for M (cf. fig. 3.28 (left)) are showing some relatively high
values for the grids with high fit. A fit below 1 % is attained just for Ng around 80 which
is a protruding feature of the misfit graph (cf. fig. 3.28 (right)). Yet, this is in quite good
agreement to the previous study for this grid layout.
Figure 3.29 shows the performance for the grid with σmin,max = (1/5000, 1/5) S/m . A
comparison of the values of M with the previous grid layout (cf. fig. 3.28 (left)) reveals, that
the values given in figure 3.29 (left) are substantially smaller. The misfit of the grids with
the logarithmic equally spaced interval around σ = 1/100 S/m do attain a fit below 1 % for
Ng = 60 and Ng = 90.
Last not least, the performance for the grid with σmin,max = (1/10000, 1) S/m can be found
in figure 3.30. As expected from the previous study for symmetric grids, this values produce
grids with the worst performance. Compared to the other grid layouts, the misfit drops
below the 1 % mark for grids with 75 ≤ Ng ≥ 85, but the overall M reaches very high
values. The high computational cost would render the grid layouts designed with the interval
σmin,max = (1/10000, 1) S/m unfeasible for the scope of inverse solution. Nevertheless, it
may be used for simple forward modeling.










































Figure 3.30: Number of iterations M (left) and the misfit log10 (‖re‖1) (right) as function of Nz
and Ng for σmin,max = (1/10000, 1) S/m. Further explanations are given in figure 3.25 and the
text.
3.4.3 Summary/discussion
Summarizing the results of the grid study it turned out, that a grid with 70 ≤ Ng ≤ 80 grid
points leads to satisfying agreements to the analytical solution. Since there is no obvious
dependence if one chooses the vertical discretization independent from the horizontal, I
suppose a symmetric grid with Nx = Ny = Nz would go well. To save computational load,
three decades of conductivity variations for the grid layout would be recommended.
For the conductivity interval of σmin,max = (1/1000, 1) S/m, where the center of the
log-spaced interval is slightly deviated in relation to the 100 Ωm half-space, the overall
performance seemed slightly inferior to the grid layouts with the interval of σmin,max =
(1/5000, 1/5) S/m which is, symmetrically log-spaced to 100 Ωm. Hence, the conductivity
interval should be chosen log-spaced symmetrically centered around the mean, or expected
value of the model. The model intervals are chosen to cover up the expected resistivity values
for most earth materials which are studied within this work.
During the numerous tests and applications of SLDMem3t for realistic 3D models, an increase
of M can generally be observed. Therefore, the estimates for M, as result of the previous
study can be seen as lower boundary and the value of M may be increased by an order of
magnitude. Of course, if one investigates or expects other resistivity values, e.g. sulfides,
ores or one carries out model studies for TEM within a marine environment, one has to
adjust the intervals and the expected Mmax appropriate. A special case would be to take
topographic effects into account, because of the high resistive air. For higher resistivity
contrasts it is generally observed, that the performance of a grid is less effective.
The numerical examples shown here exemplify that the choice of a finer grid discretization
does not in any case lead to better convergence nor quality of the solution but the number
of grid nodes should be choosed appropriate to the time window and model of investigation.
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3.5 Sensitivity calculation and adjoint formulation for
TEM
Within every optimization process the sensitivity or Jacobian matrix is, besides the accurate
forward solution, considered as the key issue to solve the problem. A single sensitivity value
denotes the change of the forward response as a function of the model fi(m) with respect to





Since it is a function of the model, we can never speak about ”the sensitivity” but only of
the sensitivity of a particular model. Even though the term is often used for the one of the
homogeneous half-space or a-priori model. As conductivity changes within the model, the
EM fields changes and thus the sensitivity.
Arranging the sensitivities of all forward responses with respect to all model parameters in
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· · · ∂fN (mn)
∂mM
 , (3.83)
which is used in non-linear inversion for updating the model vector. The sensitivities of all
existing model parameters plotted in model space is referred to as sensitivity distribution.
It provides a clear view into the physical processes and thus represents a powerful tool for
the comprehension and the interpretation of measurements. In the last decades, numerous
papers on sensitivities of electromagnetic measurements were published (e.g. Gómez-Treviño
[1987]; McGillivray & Oldenburg [1990]; Spies & Habashy [1995]).
The sensitivity distribution of one single data primarily denotes regions, which are sensitive
to the measurement. Following travel-time tomography, the sum of the absolute sensitivities





Note, that the sum of the square values of each line of the sensitivity matrix
N∑
i=1
S2ij(m) ≈ Rjj , (3.85)
is equal to the corresponding diagonal entry of the resolution matrix if one applies an uncon-
strained gradient based inversion schemes (see section 2.4 equation (2.63). The coverage is
therefore a very important tool to investigate the a posteriori model. Even if a constrained
inversion is applied, the coverage yields important information into the resolution capabilities
of the inverse solution.
The comparison of sensitivity distributions for the individual data point provides insight into
how the model parameters can be distinguished from each other. When designing data sets,
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a trade-off between the abilities of detecting and distinguishing has to be sought. Thus, the
coverage or the sensitivity distribution plays an important rule by designing field setups and
during feasibility studies.
For homogeneous models, the sensitivity for TEM methods can be calculated directly from
analytical equations (e.g. Kaufman & Keller [1983]; Ward & Hohmann [1988]; Spies &
Frischknecht [1991]). Although some complicated terms evaluating the error function may
arise, they can be expressed in closed form. However, since the response of non homogeneous
models can not be expressed in a closed form, the sensitivity of inhomogeneous models can
not be calculated directly. In general there are three different methods to get them.
The first and most easiest way would be the finite difference or perturbation method, de-
scribed in 3.5.1. The second two methods are referred as adjoint methods. Adjoint methods
all utilize additional forward calculations. They are explained in section 3.5.2. A special
adjoint method is called the adjoint Green function approach or adjoint equation method
[McGillivray et al., 1994]. This approach utilizes reciprocity and the adjoint Green function
to calculate the influence of the model response at the receiver site due to changes in the
model. Since, the sensitivity calculation currently implemented in the 3D TEM inversion
code use this method, it is explained more detail than the other methods.
After the theoretical introduction, the implementation of the adjoint Green function ap-
proach for TEM is focused and given at the end of this section.
3.5.1 Finite difference sensitivity calculation (perturbation
method)
The finite difference (FD) calculation, also known as perturbation method is a straight
forward technique to deliver sensitivities for inhomogeneous models. The calculation of a






fi(m1, . . . ,mj(1 + ∆), . . . ,mM)− fi(m)
∆
(3.86)
It displays finite difference of the model response due to the change in the model. A simple
model for the calculation of sensitivities via the FD approach is shown in figure 3.31. Here a
simplified setup with a source (T) and a receiver (R) within an offset r is displayed. Within
the volume (V), the conductivity of the model parameter is changed like σ′ = σ(1 + ∆). ∆
should take small values (i.e. 0.01 ≤ ∆ ≤ 0.1) to conserve the linear behavior of the first
order difference.
Note, that a forward operator generally involves the calculation of model responses for all
receiver stations at once or at least in a very few forward runs. However, in order to get
the full sensitivity matrix, one has to carry out equation (3.86) for every model parameter.
Therefore this method is sometimes called brute force. For 2 and 3D inversions the number of
parameters usually exceeds several thousands, making the approach unfeasible. Additionally,
it can be shown, that the finite volume must exceed a distinct size to achieve a change in the
model response. This depends, of course on accuracy of the used forward operator as well
as the sensitivity of the setup. E.g. if the sensitivity is already very low due to changes far
from the receiver or source. Therefore, the computation via FD must not yield numerically
stable results in any case.








Figure 3.31: Scheme of the sensitivity calculation using FD displaying a transmitter (T), a
receiver (R) at offset (r) and a finite volume (V). Within the volume, the parameter mj resides and
is perturbed (σ′ = σ(1 + ∆)) in order to calculate the finite difference of the model response due to
the parameter change. .
Nevertheless it is often used to verify sensitivities calculated with other methods, which
involve more complex numerical issues, or if the number of parameters is quite small.
3.5.2 Adjoint formulation
A often used alternative to the FD method is the computation of sensitivities via the adjoint
formulation of the forward problem. If the forward problem can be stated like
Af = sa , (3.87)
with A referring to the system matrix, f is the model response to be calculated and sa
accounts for a inhomogeneous source term. Since the source term is not depending on the
model (∂sa
∂m








Which is a particular forward problem to be solved for each source term on the right hand
side. Since each element of the matrix A contains the neighboring conductivities of the ac-
cording node, sensitivity sources occur only at the nodes surrounding the particular element
mj.
However, for each model cell all sources have to be considered, resulting again in solving
M single forward equations. If the reciprocity relation is used one can achieve this in less
effort reducing the number to just one forward calculation (e.g. Haber et al. [2000; 2007]).
However, since I use the multi frequency forward operator as given in section 3.3, the model
response is not as easy to evaluate as given in equation 3.87. Additionally, if the system
matrix of the forward operator, or it’s approximation in Krylov subspace, is not available one
has no other choice as to use another adjoint formulation in order to calculate the sensitivity
directly.
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Adjoint Green function approach
The adjoint Green function approach, or adjoint equation method [McGillivray et al., 1994]
utilizes reciprocity and uses the receiver adjoint Green function to calculate the influence
of the model response at the receiver site due to changes in the model. The sensitivities
computed with this approach is general considered as to be equivalent to the Fréchet deriva-
tives and the formal treatment can be found in Lanczos [1960]; Morse & Feshbach [1963];
Roach [1982]. It is widely used for sensitivity computation of EM methods working in the
frequency domain (e.g. Madden & Mackie [1989]; McGillivray & Oldenburg [1990]; Madden
[1990]; Oldenburg [1990]; Ellis & Oldenburg [1993]). Hördt [1998] showed a nice exploita-
tion of the integral equation and derived a set of equations directly in time domain using a
convolution approach. Since the computation in the time domain and it’s derivation is not









Figure 3.32: Schematic description of the influence on the signal measured at r due to the
anomalous conductivity σa at the image point r′ within volume (V). The dyadic Green function
G(r|r′) relates the anomalous current Ja at r′ to the receiver at r.
The integral equation of the electrical field is given through [Hohmann, 1988]:





G(r, t|r′, t′)Ja(r′, t′) dt′ dr′ . (3.89)
Illustrated in figure 3.32, the total electrical field at the observation point r can be described
by a known primary field Ep(r) (background field) plus a scattered field generated by the
anomalous current Ja in the volume V at r′. Boerner & West [1989] indicate that the
anomalous conductivity change δσa = σ + σa is proportional to a somewhat equivalent
electric dipole source distribution. It is parallel to and proportional with the current density
Ja created in the earth at r′ by the source field, thus
Ja(r
′, t′) = δσa(r′)E(r′, t′) . (3.90)
Describing the scattered electric field at r due to a conductivity perturbation by means of a
”point-source excitation” at r′ introduces G(r, t|r′, t′) as the tensor or dyadic Green’s function
[Felsen & Marcuvitz, 1973]. In the case of electric fields (magnetic fields will be considered
further below), it represents the electric field impulse response at r arising from an unit
vector force density acting in the direction of the unit vector at r′ [Felsen & Marcuvitz,
1973]. Note, that G satisfies the solution of the underlying PDE to a unit source [Ward &
Hohmann, 1988]
AG(r, t) = −δ(x)δ(y)δ(z) , (3.91)
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with the differential operator matrix A = ∇2 + k2 and k2 = µ∂2t − µσ∂t. In practice,
the elements of G are obtained by calculating all three Cartesian components of the electric
field’s impulse response for each Cartesian orientation of the unit dipole source at r′ [Weidelt,
1975]. For example EyG(r, t|r′, t′)Ex represents the electric field impulse response in the y
direction at r produced by an x directed unit electric dipole at r′. Here, the reciprocity
theorem can be applied [Ward & Hohmann, 1988; Hohmann, 1988]:
G(r′|r) = G(r|r′) . (3.92)
It says that if both the source/receiver positions and the source/receiver components are
interchanged, the calculated fields will be the same. Since G(r′|r) is also known as the
adjoint dyadic Green function of G(r|r′), the reciprocity relation states the adjungation of
the Green function to the receiver. Expressed by the example, instead of calculating the
y directed electric field impulse response at r due to a x directed electric dipole, one can
reverse the process such that the unit transmitter at r′ operates as a receiver. Thus, the x
directed electric field at r′ caused by an impulsive y directed electric dipole source at r is
identical to the example above.
For small conductivity changes σa → 0 within the finite volume V , the total electrical
field equals the background electric field E(r′) = Ep(r′), which can already be seen from
equation (3.89) (Born approximation). This includes the assumption that E(r′) is Fréchet
differentiable, that is the neglected remainder term of the approximation is of second order in









G(r′, t|r, t′)Ep(r′, t′) dt′ dr′ , (3.93)
with δE(r, t) = E(r, t)−Ep(r, t). From a classical point of view, the left-hand side represents
a measure for the field variation at r produced by a change in the model parameter at r′, thus
it is the parameter sensitivity. The integral on the right-hand side represents an efficient way
of calculating the sensitivities for the whole model domain. It is realized by carrying out a
convolution of the background electric field Ep(r′) with the electric field impulse response at
r′ sourced at r by an unit step electric dipole oriented like the original receiver. The method
is efficient, because reciprocity implies that the sensitivity at r for each image point r′ over
the model is obtained by a single convolution [Hördt, 1998].
Adjoint Green function for magnetic field sensors
Analogue to the derivation of the electrical field perturbation due to the conductivity change
in the image point r′, the equation describing the change of the magnetical flux due to
the parameter changes in the image point can be derived. The integral equation for the
magnetical field is given through





Gm(r, t|r′, t′)Ja(r′, t′) dt′ dr′ . (3.94)
With Gm(r, t|r′, t′) the dyadic Green function of an electrical point source at r′ generating
a magnetical field impulse response at r. Here, special care must be taken to relate the
adjoint Green function of a magnetical receiver to the electrical source at r′. Interchanging
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the source and receiver function can be carried out using the reciprocity relation between
the electrical receiver moment D˜ and magnetical receiver moment M˜
D˜ = −µ∂tM˜ (3.95)
It expresses, that the magnetic field impulse response of an electric source is equivalent to
the electric field step response of a magnetic dipole source [Hördt, 1998]. Also, the dyadic
Green function is a causal function
G(r, t|r′, t′) = 0, t ≤ t′ . (3.96)
Therefore the adjoint dyadic Green function for the magnetic receiver step response reads
Gm,step(r′, t|r, t′) =
∫ t′
t
Gm(r′, t|r, t′) dt′
(Eq. (3.95)) = −µ
∫ t′
t
∂tGm(r, t|r′, t′) dt′
= −µGm(r, t′|r′, t′) + µGm(r, t|r′, t′)
(Eq. (3.96)) = µGm(r, t|r′, t′) . (3.97)
Thus, Gm,step(r′, t|r, t′) is equivalent to the magnetic field impulse response at r, due to a
unit-impulse electrical source at r′.
Following the deliberations for the sensitivities of the electrical field receiver, one finds a








Gm,step(r′, t|r, t′)Ep(r′, t′) dt′ dr′ , (3.98)
where δH(r, t) = H(r, t)−Hp(r, t) and Ep(r′, t′) is the same background field as in equation
(3.93). The adjoint Green function Gm,step is the electrical field impulse response of an unit
step magnetic field sourced at r.
Since the magnetic field is not always measured directly, but the change of the magnetic
flux over time, the derivation of the sensitivity for the induced voltage in a receiver coil is
of interest as well. The derivation of the adjoint Green function for the voltage is given by
the relation




The adjoint Green function of the induced magnetic flux change measured in a coil
(Gm(r′, t|r, t′)) is equivalent to the induced voltage impulse response (which is indeed the
second derivative of magnetic field step response with respect to time), of an electric field
unit-impulse sourced at r′.
In agreement to Hördt [1998], the sensitivity equation for the voltage measured at r due to








Gm(r′, t|r, t′)Ep(r′, t′) dt′ dr′ , (3.100)
where δH˙(r, t) = H˙(r, t) − H˙p(r, t) and Ep(r′, t′) is again the same background field as in
equation (3.93). The adjoint Green function Gm is the electrical field impulse response of an
unit impulse magnetic coil sourced at r.
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3.5.3 Implementation of TEM sensitivity calculation
The Born approximation implies, that the local change of the conductivity does not influence
the (background) electrical field in the volume V at r′, if the conductivity change and the
volume is small enough. For our purpose, where the conductivity change should indeed van-
ish, one can assume that the assumption is valid. With a proper discretized parameterization
of the volume V where the conductivity is assumed to be constant, the 3D integration of r′
becomes independent from the integrand. This means G(r′, t|r, t′) and Ep(r′, t′) are constant
within V , and the neglected remainder term of the approximation is of second order in δσa.




Ge,m(r′, t|r, t′)Ep(r′, t′) dt′ , (3.101)
which is assumed to be constant over V . The assumption Se,m(r′)|V = const holds, if the
changes in S are of second order in δσa or the volume is sufficiently small.
Se,m accounts for a measured field change at r due to a small conductivity change at r′ per
volume [∆V ] = m3. The superscript e denotes the adjoint Green function of an electrical field
receiver and m refers to the adjoint Green function of the voltage measured in a receiver coil
at r. Units of the sensitivity density for the electrical receiver are given in [Se] = V 2/A/m3,
whereas the sensitivity density of the the voltages is denoted by [Sm] = V 2/A/m4. For
simplicity, the abbreviation “adjoint field” is used in the following. It is a simplification for
the adjoint Green function which is always the electrical impulse response, either due to an
electrical or a magnetical receiver acting as the source.
In the current development state of the 3D TEM inversion program, three different ap-
proaches for a sensitivity density calculation are implemented. Their designation follows the
combination of the method which is used to calculate the primary and the adjoint fields:
1. 1D/1D (1D sensitivities), where the primary and the adjoint fields are calculated using
1D solutions.
2. 3D/1D (hybrid sensitivities), where the primary field calculation is carried out using
the 3D code SLDMem3t and the adjoint fields are calculated as 1D responses.
3. 3D/3D (3D sensitivities), where all fields are calculated with the 3D forward operator
SLDMem3t.
The first approach considered to be the most easiest way to implement the sensitivity calcu-
lation. If the primary or adjoint fields are computed as 1D solutions, the Bessel integration
from the wavenumber domain to the Euclidean space delivers all field values within one
single forward run for each frequency. This can be carried out in no time compared to a 3D
field computation. Since the field values are computed within the whole modeling domain, it
is independent from a grid and the computed sensitivity density can be integrated without
taking any complicated interpolation schemes into account (see below). Additionally, the
convolution of the background and the adjoint fields can be carried out directly in the fre-
quency domain which is just a multiplication. Followed by a inverse Fourier transform this
yields the 1D sensitivity. Nevertheless, it is computed to account for a 3D parameterization
of the model.
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To increase the 3D content of the sensitivities, the background fields and the adjoint fields are
computed with SLDMem3t. Though, applying the SLDM for the adjoint field computation
means, that the field values are restricted to the grid which is used for their computation. In
addition to more complex discretization structure of the field values, the numerical treatment
of the convolution has to be taken care of. Thus, three major tasks do arise now
1. Interpolation of the adjoint fields and the background response to a spatial coincident
discretization.
2. Carry out the discrete convolution of Ge,m and Ep yielding a spatial discretized sensi-
tivity density.
3. The discretization of the model to invert (parameterization) may be different to that
of the forward grid. The integration of the sensitivity density to calculate the influence
of each parameter onto the measurement may therefore be considered as re-weighting
the sensitivity density to the parameterization of the inverse problem.
The first two tasks come along with inherent features of the spatial discretization belonging
to the forward operator. For inhomogeneous conductivity models the SLDMem3t is used,
whereas for homogeneous models, a fast 1D solution would be preferred. Since, the latter
case has some additional benefits to speed up the sensitivity calculation (e.g. multiplication
in the frequency domain), the integration gets more attention.
Sensitivity density of homogeneous or 1D models
For sensitivities of the starting model, which may be homogeneous, the sensitivity calcula-
tion may be carried out using 1D solutions only. Of course, if one uses prolonged sources
(e.g. bipole), the background field would be given by superposition of fields originating of
translated dipole source currents. Thus, the 1D background fields would be better referred
to as 1.5D fields. However, if only 1D solutions are used, the fields would be calculated in
the frequency domain. Therefore, the convolution in time domain would be carried out as
multiplication in the frequency domain, which would spare a lot of numerical effort.
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the step on response of the frequency dependent field f(ω), expressed by the fast Hankel
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(n− j) , (3.102)
84 TEM forward and adjoint operators
where Nt is a given number of time points and Nf a fixed number of filter coefficients. For
convenience, I use the filter with ten sampling points per decade, as already explained in
section 3.1.3. Therefore, tn := 10
n−1
10 tmin, n ∈ {1, . . . , Nt} and ωj := 10 41−j10 1tmin , j ∈{1, . . . , Nt + 79}.
With the background Ep(ω) and adjoint fields Ee,m(ω), the inverse Fourier transform of the
















(n− j) . (3.103)












Thus, the sensitivity density is calculated using every part of the complex valued and fre-
quency depending background and adjoint fields. For convenience, the equations for the
adjoint fields using various sources are given in appendix A.
A big advantage of this formulation is, that equation 3.103 can be easily evaluated at any r′
within the model. Thus, to calculate the influence of any model parameter on the data, the
spatial integration of 3.103 may be carried out for any desired discretization. Yet, to achieve
comparable results and for simplicity, the discretization may be coincident with the grid of
the 3D forward operator.











Figure 3.33: Simple interpolation scheme for the background field (Ep). It relates the node centered
grid values (red dashed circles) back to the node points (blue solid circles). The original field values
of the background field according to the orientation within a Yee-Lebedev grid is displayed along the
edges (cf. Fig. 3.11). Each grid node point is referred to with the index set ijk, where i is denoting
the x, j the y and k the z grid node number.
If the SLDMem3t is used to calculate the background field, the inherent Yee-Lebedev dis-
cretization demands an interpolation of the calculated fields to coincident grid nodes. As
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already displayed in figure 3.11, the electrical field values resides not on each grid node, but
are calculated on the edge centers. To take this into account a simple interpolation scheme
is set up for the background electrical fields. Illustrated in figure 3.33, the interpolation
scheme relates the edge centered original field values (red dashed circles) to the grid nodes
(blue solid circles). As displayed in the figure, the original fields are present at different
positions within the staggered grid for every orientation. E.g. the background field (f ≡ Epx)
residing at i+ 1/2jk is related to the node point ijk by the linear operator Q.





































Figure 3.34: Comparison of cubic spline and linear interpolation of discontinuous field values
from Martin [2003]. The original field values of the y-component of the electrical field is displayed
in black solid, the cubic spline interpolated field values are given as dotted blue graph and the linear
interpolation is shown as red solid line.
Because the field values are discontinuous in space, a cubic spline interpolation should be
treated carefully. A comparison of the grid interpolation results of a cubic spline (cubic
spline) and a linear interpolation (linear) is illustrated in figure 3.34. As expected for a
third order interpolation, the cubic spline interpolation does not reproduce the original field
values around the discontinuity properly. Before and after the sign reversal, one will notice
strong oscillations of the interpolated field values (cf. fig. 3.34 dotted blue). To treat the
discontinuous field values better, I implemented a linear interpolation scheme for this task,
which is quite easy to implement within a regular grid. As anticipated, the results of the
linear interpolation are more stable to the outliers of the discontinuity (cf. fig. 3.34 solid
red). Therefore, the grid interpolation is and should be carried out with a linear operator.
As suggested by equation 3.101, the background field should be calculated with the most
spatial resolution, in order to ensure that Se,m(r′)|V = const holds for each volume V . As
turned out by the grid study, the most stable regular discretization (e.g. for a rectangular
loop transmitter) can be found with 70 ≤ Ng ≤ 80 grid nodes. For all three electrical field
components of Ep this gives roughly 1− 1.5× 106 field values to compute for the grid of the
background field (background grid).
Remember, that the memory usage of the SLDMem3t is roughly given by Nn × M, with
Nn equals the number of field values to compute and M denoting the dimension of the
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node 0 (master node)
node 1 node 2 node n (slave nodes)...
Figure 3.35: Parallelization scheme for distributed memory systems (Cluster) using MPI. The
master node (node 0) distributes the workload to the slave nodes (node 1 . . . node n) within the
cluster. The arrows denoting network communication between the slave and master layer. More
details are given in the text.
Krylov subspace. If we assume a realistic value for M like 1− 2× 104 the used memory by
SLDMem3t would be given by 1 − 3 × 1010 × 8 Bytes. One can imagine, that a factor of
two, let’s say by reducing the number of vertical grid nodes, would spare a lot of memory
usage. However, even with coarse grids and less resolution of the sensitivity density one
can not store all field values within conventional PC’s. Hence, the whole problem demands
effective parallelization which is carried out using the Message Passing Interface (MPI) on
Linux Clusters (more details on MPI can be found in appendix D.1).
The underlying principle of the parallelization scheme is rather simple:
Divide and conquer.
Illustrated in figure 3.35, the cluster is working as a system of single nodes each having a
CPU with own memory. Therefore, a Cluster is normally considered as a distributed memory
system. Since the CPU’s in a Linux Cluster are considered as relatively fast (in terms
of floating point operations) compared to massive parallel workstations, where the single
CPU’s are relatively slow but have (more or less) access to the same memory, the problem
may be equally divided onto the slave nodes. The disadvantage using a Cluster may be
the relatively high data transfer between the master and the slave nodes, denoted by the
black arrows in figure 3.35, which may be significantly reduced using hard-disk data transfer
for big arrays. However, as the underlying principle, divide and conquer, demands, the
parallelization scheme is not trivial. Within the program code one has to take care of every
distribution step, demanding highly dynamic memory allocation and the implementation
may be more costly.
As already mentioned, the parallelization for the computation of the background field is
achieved by dividing the background grid of the whole model domain into sub-domains.
Each sub-domain consists of a region and number of grid points, where the field values
should be computed. This partitioning of the grid is done by the master node and distributed
to free nodes (slave nodes) within the cluster framework. Each slave node carries out the
computation of the field values and writes it’s success to the master node via network,
waiting for more work. For convenience, the master node can be utilized as slave node, too.
If everything is done, the master node collects all the field values from hard-disk and carries
out the interpolation of the background fields to the grid nodes of the background grid.
Now, that the background field is calculated, the computation of the adjoint fields must be
taken care of. Assume our TEM measurements are done with NR receiver sites, thus there
are NR adjoint fields to compute. Since a parallelization scheme is already used, it would
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be sensible to let each slave node carry out the computation of it. This scales the whole
parallelization scheme to the number of receivers, which enhances the overall performance
drastically. Further assume, the adjoint field is computed with fast 1D solutions, as given
in appendix A.1. After distribution of the background field to each node, the convolution
and the integration of the sensitivity density can thus be carried out parallel as well. For
convenience, the 1D solution is far less expensive in terms of computation time. Additionally,
there is no need for a special interpolation scheme for this case, because 1D solutions can be
calculated for any r within the whole modeling domain in a little while using the fast Hankel
transform (see appendix 3.1.2).
Since the sensitivity density is considered to be constant over the volume V , it can be put
outside the integral. Than, the volume is simply∫
V
dr′ = ∆x′∆y′∆z′ = ∆V (r′) . (3.106)
In order to calculate the influence of the change of conductivity within the volume associated
image point j on the measured data point of the receiver (ti), the r′ integration of the
sensitivity density may be carried out like
Sij = ∆Vj(r
′)Sj(r′, ti) . (3.107)





Figure 3.36: Integration of the sensitivity density (S) at the image point r′ over the area spanned
by ∆x′∆y′. The gray shaded face denotes the area of constant S.
where the sensitivity density is assumed to be constant over the shaded area, the sensitivity
of the volume associated image point may be calculated by equation (3.107).
With this simple integration scheme of the sensitivity density, one would achieve the sen-
sitivity of a model parameterization which would depend on the grid itself. It can be seen
as a background sensitivity density, since it depends on the background grid. Yet, within a
general 3D inversion program, one would like to parameterize the model independent from
the grid of the forward operator. Indeed, it turned out, that the stability of the inverse
problem can be drastically enhanced if one parameterizes the model independent from the
grid.
To implement this, a weighting scheme of the background sensitivity, to account for the
parameterization of the model, is carried out. This scheme is applied analogue to the material
averaging scheme, but with the opposite direction. Within the MA scheme, already discussed
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in section 3.3, the conductivity of the model cell is split onto the grid realizing the model
parameterization independent of the forward grid. Now, the grid based sensitivity must
be weighted according to the parameterization of the model. Thus, it can be described as
inverse material averaging or re-weighting of the sensitivities.








Thus, for the j’th parameter, the re-weighting of the background sensitivity may be done by





′)Se,m(r′, ti) , (3.109)









Figure 3.37: Parameterization of the model for surface near regions. The model parameter mj
(solid rectangle) is defined within a volume between some grid node points (dashed black lines). Red
dashed lines mark the areas influenced by the background sensitivity from the surface.
During some initial testing of the re-weighting scheme it turned out, that surface near pa-
rameters are sometimes over-accentuated. Illustrated in figure 3.37, where the parameter mj
is residing between the grid node-points in vertical direction, the sensitivity calculation of
the surface near parameter is mainly influenced by the background sensitivity of the surface.
To treat the high surface values of the sensitivities appropriate a second interpolation scheme
within the re-weighting process of the background sensitivity is set up. Within this, the
sensitivity density values corresponding to a image point, are interpolated between adjacent
grid nodes to the center of the fractional volume δV (r′). Thus, for the j’th parameter, the





′)Q(Se,m(r′, ti)) , (3.110)
where Q is a linear interpolation operator.





Figure 3.38: Spatial interpolation scheme for the calculation of re-weighted sensitivities (Q(S)).
Dashed black lines show the background grid where open red circles refer to the sensitivity density.
The open circles and dashed area which is colored green denotes an intermediate interpolation stage.
Interpolation stage three is denoted with the single dashed blue line.
Figure 3.38 shows a sketch of the linear interpolation scheme implemented for a 3D grid.
Compared to the single 1D interpolation as given in equation (3.105), the spatial interpo-
lation scheme is more complex. Generally, the spatial interpolation operator (Q) works in
three steps. From 8 adjacent grid nodes, two intermediate interpolations are carried out:
The first step interpolates from the 8 point volume to a 4 point plane (cf. fig. 3.38 green
dashed area). In the next step, the 4 point plane is interpolated to a two point line, denoted
by the dashed blue line in figure 3.38. In the last step, the point associated value Q(S) is
computed out of the interpolated values of the line.
Of course, the three steps can be compiled into one single equation, using the slopes between
the 8 adjacent points. For simplicity it may be explained in the three step operations given
above. Because, the linear 3D interpolation operator calculates the interpolated value out
of 8 adjacent grid nodes, it is often referred to as linear 8 point operator.
Fortunately, the spatial interpolated re-weighting procedure does no only deliver a low pass
version of the background sensitivity density, but it ensures moreover, that the sensitivity
density can be treated as piecewise continuous function in space. Thus, as a side effect, the
spatial re-weighted sensitivities reduce the error that was made utilizing the Born approxi-
mation.
Calculation of adjoint fields with SLDMem3t
Compared to the relatively small effort implementing the sensitivity computation with 1D
adjoint fields, some more care has to be taken if the adjoint fields are calculated with SLD-
Mem3t. Taking the SLDMem3t as forward operator for the adjoint fields may be implemented
utilizing the background grid with different source position. As demanded by the adjoint
Green function, a different source would be used as well. The benefit of this approach is
easily perceived: One does not need to invoke further interpolation schemes to bring the
adjoint fields to the background grid.
But, as the background grid is not principally designed for the particular source, this may
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lead to faulty adjoint fields itself. Yet, during some initial testing it turned out, that the
use of another grid, the adjoint or secondary grid, would be more effective for this purpose.
By using a secondary grid, this grid can be adjusted according to the source. Thus, the
overall performance of the grid and the computation as well as the quality of the adjoint
fields are drastically enhanced. On the other hand, the adjoint fields has to be interpolated
(e.g. by the linear 8 point operator Q) to the background grid which would indeed lead to
some numerical errors.
However, if a full 3D computation of the adjoint fields would be carried out, the same problem
arises as for the computation of the background field does: The high memory usage of the
SLDMem3t.
To take this into account, a similar divide and conquer scheme, as already explained for the
computation of the background field, is set up. But now, with the limitation, that this time
a single node has to take care of the whole grid domain.
For realistic values of the grid and needed field values this leads to a huge computational
effort, compared to a 1D adjoint field computation, if a large number of receiver sites is used.
Therefore one has to keep in mind what would be more effective: The full 3D sensitivity
computation with more or less exact sensitivity values but much more computational effort,
or a hybrid scheme with full 3D background fields combined with fast 1D adjoint fields in far
less (some orders of magnitude!) time. However, as we will see in chapter 4, and as already
investigated by Farquharson & Oldenburg [1996], the hybrid scheme would go well within a
3D inversion and the additional effort may be wasted.
Discrete convolution of the adjoint Green function and the background field
Now, by investigating the sensitivity density for the single image point r′, and since the








Ep(t− t′)Ge,m(t′) dt′ , (3.112)
apply. Or, using a more concise notation with the convolution operator (3.41)
Se,m(t) = G(t) ∗ Ep(t) = Ep(t) ∗ G(t) . (3.113)
This expression may be further simplified by taking just a single receiver component into




∗ Ep(t) , (3.114)
instead, where ∂E(t)
∂t
= GEx(t) denotes the electric field impulse response of the electrical
Ex-receiver at r acting as source.
As already described by Hördt [1998], there are several things to care for, if one has to carry
out the convolution of the adjoint fields with the background fields. Especially if the fields

































Figure 3.39: Step and impulse response of the electrical field parallel to a grounded wire over log
time. The responses are calculated close to the source expressing the rapid change in the field step
response (left) and impulse response (right).
are non causal (e.g. using a galvanic bipole), or the sensitivity should be given to image
points very close to the transmitter or receiver.
This is illustrated in figure 3.39, where the step response of a point in the vicinity of a
LOTEM transmitter is given to the left and the corresponding impulse response is given
to the right. The simulated data of figure 3.39 is calculated for a relatively large time
window (10 ns ≤ t ≤ 10 ms) in order to cover up the time change of the field values
appropriate. As one can see from the figure, the background field of a grounded dipole is not
causal at the surface of a conducting half-space (left). Additionally, the impulse response is
decaying rapidly and drops to zero for very early times (∂tEx|t≥0.1ms = 0). This may become
crucial, because the time window for the calculation of the adjoint fields is commonly not
designed to cover these early times. Therefore it may become interesting to achieve some
workaround which would take care for this. To overcome the problematic behavior of the





































may be applied to stabilize the numerical treatment of the impulse response for surface near
image points.
If the impulse response is not calculated directly by the program but the step response, one
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t2−t1 i = 1
(f(ti+1)−f(ti−1))





which turns out to be advantageous especially for treating singular points of the impulse
response. With the proper treatment of the particular singular points (i = 1), the convolution
integral may be carried out like treating causal functions.





gjfi−j, for i = 0, . . . , Nt . (3.118)
Because of the large time frame which is normally used for transient responses, and in
order to reduce memory usage, the time points of the field values are generally sampled
and stored logarithmic equidistant. Suppose the transient response of three decades in time
(Nt = 1000), the logarithmic sampling of Nd = 10 samplings per decade would reduce the
storage about Nt
Ndlog10(Nt)
≈ 33. Further note that, if the log-spaced functions are interpolated
to linear samplings and the convolution is carried out using above equation, the number of
multiplications would roughly be N2t , which turns out to be very time consuming. Imagine,
that the convolution has to be done for three orientations separately and for every image
point on the background grid.
The idea is now, to use a convolution scheme which suites for logarithmic sampled data with
Nl = Ndlog(Nt). To implement this, special care has to be taken, because the convolution
argument f may not be given at intermediate times ti − tj. The modified convolution for




gjQ(f(ti − tj))∆tj, i = 1, . . . , Nl , (3.119)
where gj are log-spaced data points and Q(f(ti − tj)) denotes the interpolation of f to the
time ti− tj. Q may be given by equation (3.105), or, if the function f is piecewise continuous
in time, one may apply Q as a cubic spline interpolation (e.g. Press et al. [1995]), too. Note,






Before one applies the logconv to the adjoint and background fields, some further remarks
on the peculiarities of the convolution and the adjoint fields. For the hybrid sensitivity











Ep(tj))∆tj, i = 1, . . . , Nl (3.120)
which suited very well because of two reasons: The 1D adjoint fields can be calculated
directly using equation (3.102) and they may be evaluated for very early times. Feasibility
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checks showed, that it is useful to calculate the 1D adjoint fields at least two decades earlier
than it is necessary to cover the needed bandwidth of the actual model background response.
This artificial extension of the time range does not increase the number of operations needed
to carry out the numerical convolution. It just increases the causal precision of the adjoint
fields which has to be interpolated.
Assuming, that the adjoint field is not calculated direct but according to a finite difference














p(ti − tj)) ∆tj, i = 1, . . . , Nl (3.121)










Q (Ep(ti − tj)) ∆E(tj), i = 1, . . . , Nl , (3.122)
which is a particular simplification of the 3D adjoint fields reducing the sensitivity calculation
to adjoint field step responses only. However, it can be shown, that equation (3.121) and
equation (3.122) are numerically equivalent, but the number of operations needed to carry
out the sensitivity calculation are a little bit reduced. Note, that the finite difference operator
∆E(tj) is still to be applied on the adjoint field step response.
Illustrated in figure 3.40 is a qualitative comparison of different sensitivity calculation meth-
ods, for a surface near image point. The sensitivity designation is FD: perturbation method,
S1: 1D sensitivities, S2: hybrid sensitivities (using equation (3.120)), S3: 3D sensitivities
(using equation (3.122)). They are calculated for a single Ex-receiver, thus the units are
displayed in V 2/A. The background model consists of a homogeneous half-space (50 Ωm).
The spatial dimension of the parameter is denoted as 40×40×20m3, where the sensitivities
of the adjoint methods are spatial integrated. As you can see from the figure 3.40, the FD
method is numerically not very stable, which can be seen by the small oscillations. In fact,
the relative difference of the model parameter is already increased to ∆ = 15%.
Focusing on the first time points of the sensitivities in figure 3.40 one can see the effect of
the singularity treatment of the different adjoint methods: The 1D sensitivities seem to be
continuous for times t ≤ tmin, treating the singular point very well. Comparing the hybrid
sensitivities with the full 3D sensitivities reveal the impact of the causal convolution and the
treatment of the singular point. Where the hybrid sensitivities are stabilized (in terms of
time continuity) by the early times of the 1D adjoint fields, the 3D sensitivities do not attain
a continuous level in the limit t ≤ tmin. Yet, the first time point of the 3D sensitivities is
still within reasonable relative amplitude.
Overall, one will notice, that the different methods produce sensitivities within good agree-
ment. The amplitudes of the Ex-sensitivities seem to be relatively small, but keep in mind,
















Sensitivities of convolution schemes vs. FD
FD
S1S2S3
Figure 3.40: Qualitative comparison of different convolution schemes using the adjoint equation
method (S1,2,3 with the perturbation method (FD) for a surface near image point (from Martin
[2003]). Displayed are sensitivities of an Ex-receiver signal at r = (0, 700, 0)m due to a parameter
change at r′ = (50, 0, 10)m over time in a log-log graph. Further explanations are given in the text.
that the transient responses are small as well.
3.5.4 Sensitivity comparison of long and short offset TEM
Within a multidimensional TEM inversion program suited for the LOTEM and SHOTEM
methods, different kind of receiver/transmitter combinations are possible. For LOTEM,
these are mainly horizontal electrical and induced magnetical fields in all 3 space dimensions.
Applying the SHOTEM method one would normally measure the vertical induced voltages
only. Yet, in section 4.5.3, I demonstrate how the horizontal voltage receivers deliver useful
additional information to resolve surface near structures. Therefore, I do now compare
different calculation methods of all the mentioned receiver types for image points that are
commonly within the depth of investigation of these methods.
Figure 3.41 shows the model and the forward grid for the sensitivity calculation of a classical
LOTEM setup in equatorial configuration. It consists of a galvanic coupled dipole transmitter
(Tx) of 800m dipole length into the plane and one receiver location (Rx). Here the Ex-, H˙y-
and H˙z-transients are calculated for 25 delay times after the current was switched on (step on
response) between 5ms and 0.83 s in log spacing. Exemplary, three voxels with 100m edge
length are embedded in a homogeneous subsurface of 100 Ωm. The mid points of the left
and the right voxels are located at depth 750m which is the appropriate diffusion depth for
this setup (z∗ ≈ 503√0.02 s× 100 Ωm ≈ 700m). The first is placed under the transmitter,
the second in the middle between Tx and Rx, where the last is placed below the receiver site.
For the H˙z-receiver one expects that the sensitivities are very low for this image points. The
azimuth dependency of the H˙z-field of a grounded dipole is proportional sin(φ), where φ is
the azimuth of the dipole axes. Thus, it is discontinuous for the yz-plane along the dipole
axes. The voxel in the middle is placed further more to the surface, because the sensitivity
in the middle between Tx and Rx for this LOTEM setup has weaker sensitivities [Hördt,
3.5 Sensitivity calculation and adjoint formulation for TEM 95





























Figure 3.41: xy-plane (left) and yz slice of the sensitivity model and 3D forward grid for the
LOTEM setup. The transmitter is located at the origin (Tx) and has a dipole moment of 1×800Am.
The receiver site (Rx) is placed at an offset of 1.6 km. In the yz-plane one can see the voxels (red
rectangles) embedded in a homogeneous subsurface (light blue color) at three voxels with each (red
rectangles).
FD method (pert) and the 1D, respectively the hybrid adjoint approach. For the FD method
I took a moderate relative resistivity change of ∆ρ = 0.1ρ. The results are compiled in figure
3.42.



































































































































































Figure 3.42: Comparison of LOTEM Ex-, H˙y- and H˙z-sensitivities using different calculation
methods. The sensitivities of Ex- (top), H˙y- (middle) and H˙z-transient responses (bottom) due to
resistivity changes of three different voxels positions are displayed. The geometry of the setup and
the spatial dimension of the model cells are given in the title of each plot and in figure 3.41.
The sensitivities for the non causal Ex-fields are matching very good for every voxel position
(top row) and every method. For the shallow voxel we can see some more differences in the
amplitude between the adjoint calculated sensitivities and that of the FD method. However,
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they show the same time behavior. The H˙y-sensitivities comprise at least of one or two sign
reversals (see fig. 3.42). The overall best agreement can be depicted for the shallow image
point where the sensitivities show a huge amplitude for early times and two smaller minima
with opposite sign for later times. This can be understood directly from the half-space
behavior of the H˙y-response since it shows relocation of the sign reversal over time due to
resistivity changes in the subsurface. Negative sensitivities mean, that if the resistivity is
increased, the voltage would be amplified and vice versa. It shows, that the sign reversal
of the H˙y-field, which can be observed for the homogeneous half-space, is sensitive to both,
conductivity as well as resistivity contrasts. This can not directly be seen from the asymptotic
formulas, because it’s valid for intermediate times.
The huge discrepancy between the pert-sensitivities and the adjoint sensitivities for the deep
image points at later times are due to numerical errors which can occur within the FD method
sensitivity calculation. Comparable numerical errors can be seen for the H˙z-sensitivities as
well (see fig. 3.42, bottom row). Since the magnetical voltages do vanish for late times, the

























Figure 3.43: xy-plane (left) and yz slice sensitivity model and 3D forward grid for the SHOTEM
setup. The transmitter consists of a square loop centered around the origin (Tx) with 80m edge
length. The receiver sites (Rx) are placed at two different positions within the transmitter. Embedded
in a homogeneous subsurface (light blue color) are three voxels with 10m edge length each (red
rectangles).
Figure 3.43 shows the conductivity model and the forward grid for the sensitivity calculation
of a SHOTEM setup. The setup seems traditional except, that the horizontal magnetical
voltages are measured as well. The transmitter (Tx) is a square loop wire matching 80m
from edge to edge. After switching off the current of 1A, the delay times between 1µs to
0.1ms are calculated at two different receiver locations (Rx). The H˙z is located in the center
(in loop), whereas a H˙x- and a H˙y-receiver are placed offside the center at x = 12.5m = −y.
Exemplary, three voxels are again introduced in a homogeneous subsurface of 100 Ωm. The
mid points of the voxels are located at depth 45m which is roughly the depth of investigation
for 30µs delay time.
The response of a small resistivity change within the voxels are calculated with the same
methods and conditions as described above. The results are compiled in figure 3.44. The
sensitivities show the best agreement for the image point which is located directly below the
transmitter edge (see fig. 3.43 and fig. 3.44). Here, according to the ”smoke-ring” concept of
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Figure 3.44: SHOTEM sensitivities of H˙x-, H˙y- and H˙z-transient soundings over time due to
resistivity changes of three different voxels positions. The geometry of the setup and the spatial
dimension of the model cells are given in the title of each plot and in figure 3.43.
Nabighian [1979], the sensitivity values should attain their maximum which should give the
best responses for the forward calculation. Another explanation can be found if the forward
grid is further investigated. Below the transmitter edges the grid is much finer than for the
surrounding points.
This increases the number of sensitivity density points and thus delivers more points to the
sensitivity integration. Compared to the other image points left and right, the 1D sensitiv-
ities show the biggest differences. Here, the grid is a little coarser compared to the image
point in the middle which seems another indicator for the above statement. Another rea-
son may be, that the source approximation is not good enough, since it consists of several
superimposed dipoles. Yet, comparing the SHOTEM sensitivity values and the computed
sensitivities of the magnetical LOTEM responses (see fig. 3.42), show that the different
adjoint approaches produces sensitivities within very good agreement. The numerical insta-
bility of the FD method, which was observed for the LOTEM magnetical voltages may be
removed by adjusting the grid appropriately or taking higher values for ∆ρ. For a further
investigation of TEM sensitivity calculation, the reader is referred to the works of Petrat
[1996]; Hördt [1998]; Schneider [2000]; Martin & Hördt [2001]; Martin [2003]; Martin et al.
[2003].
3.5.5 Summary
With sensitivities we can form a good approximation of the Hessian matrix to enhance
convergence during the inverse process. Further, the sensitivity matrix can be utilized to
discuss model ambiguities and resolution properties of our inverse solutions.
A fast convolution scheme, after Hördt [1998], is established for the calculation of sensitiv-
ities direct in time domain. The adjoint problem as well as the background electrical fields
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can either be calculated with fast 1D approximations or by means of the SLDMem3t. For
homogeneous models, the 1D adjoint approach yields a convenient estimation of the sensitiv-
ity distribution within the model space. It may therefore be used either for a homogeneous
starting model, or if the parameterization of the model is to be checked. If the model gets
more structured, the hybrid adjoint approach is promoted because the 1D adjoint fields can
be calculated in no time compared to a full 3D simulation. Especially with the proposed
parallelization of the problem, a significant speedup is achieved by utilizing a simple divide
and conquer technique. Comparisons of the adjoint sensitivities with the FD solution show
quite good agreement, especially for surface near regions of the model. Although not shown
here, the sensitivities calculated with full 3D solutions provide the same good agreement to
the FD solutions [Hördt, 1998; Martin & Hördt, 2001; Martin, 2003].
CHAPTER 4
Multidimensional TEM inversion
In the current development state of the inversion program, the treatment of three different
model parameterizations are implemented. The small-scale 3D inversion, which is optimized
for low parameterized models, is already discussed in detail by Commer [2003] and therefore
not treated here. In this section I focus on the parts of the program which are developed
throughout this work and suited for large scale 2D and 3D model parameterizations. There-
fore, I give the formulation of the implemented equations and show applications of 2D and
3D TEM inversions which where done for synthetic data. Although special treatment to
the synthetic data is carried out by adding suitably noise to the data, the application to
synthetic data may just be seen as a ”proof of concept” for the proposed TEM inversion
scheme. The application to real field data from a 2D LOTEM survey demonstrates how the
proposed inverse solution performs for a real world application, which may be regarded as
a first ”hard test”. Moreover, it can be shown that the 2D a posteriori model derived by the
inversion of LOTEM data can constrain the predictions of a MT survey.
4.0.6 Preliminary notes
In order to compare synthetic transient electromagnetic fields to measured data, which may
be collected using different devices and receiver settings, I introduce the following normal-
izations to them:
• Transmitter current and
• receiver moment.
Thus, the displayed electrical field data are always given in V/m and the induced voltages
are given in V/m2. Although one may argue that they should be given in V/A/m2, I do not
want to cause to much confusion about the units. Please keep in mind, that the transmitter
moment, which is either the length of a prolonged dipole, or the area of a (square) loop
source is not included in those normalizations.
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4.1 General strategy for multidimensional TEM inver-
sion
To formulate the implemented inversion scheme, I use the common vector notation of the
data d ∈ IRN , the model m ∈ IRM>0 and the model response f(m) : IRM>0 → IRN , as already
introduced in chapter 2. Within the current development state of the inversion program,
f(m) is always solved by means of the SLDM, as described in detail in the previous chapter.
Because of this, the field values are calculated on a staggered grid (see section 3.3). Thus,
to account for realistic receiver positions within the inversion program, the field values have
to be interpolated. This is achieved by using the linear eight-point interpolation operator Q
as given in detail in section 3.5.3.
The data error is assumed to be uncorrelated and thus, the least squares criterion delivers
the best linear unbiased estimator of the a posteriori model. Because of the non-linearity of
the problem, the minimization of the data misfit alone leads to ill-posedness of the inverse
solution if the normal equations are solved. Thus, I follow a Tikhonov regularization for the
optimization approach to achieve a better conditioning of the normal equations and inverse
solutions.
According to section 2.2 (eq. (2.31)) and 2.3 (eq. (2.49)), the regularized cost functional is
given by
Φ =
∥∥∥C− 12d (d− f)∥∥∥2
2
+ λ ‖C(m− mˆ)‖22 → min . (4.1)
which minimizes the misfit and reduces the structure between the current model m and the
prior model mˆ. This is minimized iteratively by solving the normal equations(
STnC
−1







d yn − λnCTC∆mˆn , (4.2)
for a global regularization, or,(
STnC
−1







d yn , (4.3)
for a local regularization. For convenience, CTC = I in the latter case.
By using a more simple notation, the above equations are compiled by solving
Hnδmn = −gn (4.4)
for every iteration step n to get the model update mn+1 = mn + δmn. Thus, the normal
equations are M linear simultaneous equations in the unknown increments, δmn.
The regularization term can be defined by the user in the input file of the program (see





leading to a global regularization, or, if the identity matrix is selected, as
local regularization.
In the examples given below, mˆ is selected to be non existent. Nevertheless, it can be defined
by the user to have a fixed prior value. This may be updated in the inversion as well, leading
to a local regularization, or not.
4.1 General strategy for multidimensional TEM inversion 101
Non uniqueness
Because the data we collect is contaminated with noise, the solution of the inverse process is
not unique and the model parameters are not independent of each other. Speaking of (T)EM
inversion, the parameter we like to know, either resistivity or conductivity, is only resolved
as product of the parameter with its volume. Due to the volumetric parameterization of
the subsurface, the 3D inversion suffers the less from this problem and the 1D inversion the
most. As shown by Weidelt [1972] and Parker [1977a] for 2D parameterizations, a unlimited
number of measurements at the earth surface, with unlimited precision would be needed
to resolve every parameter uniquely and independent from each other. Additionally, the
non uniqueness is artificially increased by regularization, leading to regularization depen-
dent model structures which can only be resolved by using different types of regularization
methods.
Oldenburg & Li [1999] defining the depth-of-investigation index as
DOI =
ma∗ −mb∗
mˆb − mˆa , (4.5)
with the posteriori models ma,b∗ from two different starting models mˆa,b. The DOI index
reveals, to what degree the model parameters are determined by the different starting models.
Similar to this I propose that if one compares inversion results yielded with different regu-
larizations, e.g. C1st with C2nd, regularization invariant features in the inverse solution can
be detected. This can be done either by visual comparison, or via a simple difference.
4.1.1 Lagrange parameter determination
The regularization or Lagrangian parameter λ arises for explicit regularization schemes. It
weights the model constraints against the data misfit.
Small values of λ will produce structured models with huge parameter contrasts but a small
data misfit. In contrast large λ values result in smoother models but poor data fit.
Generally, a trade-off between data fit and model constraints has to be sought. For a resolu-
tion analysis it is necessary to think about how the Lagrange parameter can be optimized in
a way not to loose valuable information, because the regularization parameter significantly
influences the inverse solution.
I give some general considerations on how the Lagrange parameter can be chosen during the
inverse process followed by the implemented method for the TEM inversion. For an overview
the reader is referred to Vogel [2002] and Kilmer & O’Leary [2001].
Discrepancy principle
This approach, as proposed by Constable et al. [1987], is simply to choose the value of λ
which minimizes the data misfit. Thus, the smoothness is not explicitly minimized but an
auxiliary regularization. The approach can be implemented by univariate or bivariate line-
search algorithms as already discussed in section 2.1.1. Constable et al. [1987] promote the
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use of the golden section search which is the most convenient and therefore chosen in the
implementation as well.
L-curve criterion
A little more computational effort is involved if the L-curve criterion is used. It is achieved
by plotting the data functional Φd against the model functional Φm for a varying λ on log-log
axis. The graph tends to have a characteristic ”L” shape and is therefore often just called
the L-curve [Hansen, 1992]. One very simple suggestion for the optimum λ is the point,
where the curvature of the L-curve attains it’s maximum. The curvature c of Φd(λ) = ψd









Here the single and double dots represent the first and second order derivatives of the para-
metric functions with respect to λ.
Generalized cross validation (GCV)
The idea of the generalized cross validation is based on the "leaving out one" lemma [Whaba,
1990]. It is observed, that if any row of the unregularized normal equations is left out, the








Where the minimum point of the GCV function determines the optimal regularization.
4.1.2 Implementation for TEM inversion
For the computation of the main diagonal of HnH−1n (λ), a proper matrix factorization is
required, which is indeed computational demanding within a large scale inversion scheme.
Besides, as was investigated by Farquharson & Oldenburg [2004], the GCV yield similar
results to the L-curve criterion. Thus it is not considered any further within this work. For
the L-curve criteria many additional evaluations of f(m∗) are needed to calculate ψd. In
order to economize the time consuming forward calculations for all models mn + δmn(λ),
the linearization
f(mn + δmn(λ)) ≈ f(mn) + Snδmn(λ) (4.8)
is used in order to give an approximation to the L-curve.
Similar to Mitsuhata et al. [2002] it was found by Scholl [2005], that for TEM the linearization
errors are too big. This could be verified during a simple 1D inversion of synthetic central
loop data. The approximated L-curve never showed the ”optimal” λ value properly and the
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curvature lead to more structured models as desired. If the ”optimal” value for the Lagrange
parameter would be determined from the linearized curve, ψd in fact would be close to the
maximal value.
During some initial testing minimizing the whole cost functional (Φd + λΦm), it turned out,
that the models tend to present far less structure than if the minimization is following the
discrepancy principle. Therefore neither the L-curve nor the GCV was considered any further
during this work, but the discrepancy principle seems most suitable.
Changing the regularization parameter during inversion
A well-discussed question in non-linear problems is that of changing the regularization pa-
rameter during inversion. Different from global schemes, the use of local constraints leads
to an independent linear sub problem in every iteration. For each of them an appropriate λ
can be determined by the methods described above. Many authors using local regularization
schemes as Marquardt [1963]; Loke & Barker [1996]; Kemna [2000] discuss the use of decreas-
ing λ beginning from a large starting value down to a minimum value. Also, Farquharson &
Oldenburg [2004] applying a global regularization scheme using a cooling type schedule of
decreasing λ.
To prevent overshooting in the early iterations, a line search parameter can be applied to
ensure convergence. Generally, the use of larger λ yields similar, but smoothed, structures
with less magnitude, which represents an easy-to-control alternative to the line search pro-
cedure. Yet, the resolution analysis (cf. section 2.4) shows that the a posteriori model is
strongly influenced by the final λ. Therefore it has to be chosen properly.
If the regularization is incorporated into a non-linear conjugated gradient method the regu-
larization parameter should be fixed during inversion. This is due to to keep the gradients
properly conjugated. Any change of λ during the process would reset the conjugated search
directions setting it to steepest descent. However, Commer & Newman [2008] use a NLCG
scheme with changing the Lagrangian during inversion at intermediate iteration steps leading
to a restarted NLCG scheme. They report quite good convergence of the method.
Thus, I followed this approach within the large scale 3D inversion.It is implemented like a
additional line search for λ leading to a moderate version of a bivariate line search. If the
decrease in the misfit is not fulfilled, the line search is revoked with another λ restarting the
conjugation scheme. Since the computation of many λ’s is prohibitive, a small fixed number
as dropout criterion is implemented. This turned out to give good results, but not in any
case.
Generally, the underlying minimization procedure treats λ as parameter, which depends on
the number of data and their errors, the model discretization and the used constraints. All
of these aspects are determined before the inversion, which pleads for constant regularization
even for global regularization techniques.
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4.1.3 χ2 and RMS
For uncorrelated data error, the data covariance matrix is a diagonal matrix (Cd = diag {δd})









Because Φd is quadratic and the target value should be Φd∗ = N , it is more likely to introduce





or its square root.
Stacking
A common technique within TEM measurements is to collect several single measurements
at a single receiver site to enhance the signal-to-noise ratio (stacking). The number of stacks
vary between some hundreds to some thousands of stacks, depending on the used devices.
The additional positive side-effect of stacking is, that the error of the measurement can be
calculated via the standard deviation. Likewise, for a stack of K measurements, the error of
















For simplicity, one takes d for the true data point d, but keep in mind, that it presents the
average over K single measurements.
If every data point has a constant relative error and follows a normal distribution, say
every data point has a unique p% standart deviation, it becomes a norm which is generally
considered as the root-mean-square (RMS) misfit. Although it is a χ2-error in this sense, it
is used here to distinguish the χ2 of the real error analysis with the RMS error which may
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The latter is commonly assumed for synthetic data sets or for real data if there is no "real"
standard deviation available. In fact, it can be shown [Press et al., 1995] that synthetic
data is contaminated with systematical errors which are not normal distributed, but they
are generally omitted or assumed by a simple standard deviation 1 < p < 10.
However, if
χ2 = 1⇔ δdi = di − fi(m∗) , (4.14)
which means, that every data point is fitted by the model response of m∗ within the un-
certainty of the measurement. From this follows that m∗ is a stationary point of the cost
functional which is the ultimate criterion for the optimization process.
4.1.4 Data transformations
Data transformations are often made for better treatment of non-linear problems. It is gen-
erally considered as to make the problem more suited for the linearized inversion techniques.
Thus, data transformations may be seen as preconditioning.
A often used transformation is the apparent resistivity transform. It is widely used for
EM and DC data and may be used for TEM data as well. The use of early and late time
apparent resistivity transformation may yield a quick overview for real data. Yet, the lack
of the ”all time” apparent resistivity transform [Strack, 1992; Karlik, 1995] limits the use
of this transformation. Therefore the developed inversion scheme is always applied to the
transient voltages/electric fields and not to apparent resistivities.
Transformation of the model response
Diffusive EM fields have widely different amplitudes at different times and receiver locations.
To reduce the dynamic range of the data, transformations are preferable in order to equalize
the influence of each datum. Otherwise, the error functional of equation (4.4) may be
dominated by high amplitude data points, thus deteriorating the convergence in an inversion
[Meju, 1994]. A simple logarithmic transformation [Vozoff & Jupp, 1975] can be used if all
data points possess the same sign. For details on logarithmic parameters see Tarantola
[2005].
Depending on the type of the field component, sign reversals within TEM data can occur
over a 1D earth, as for e.g. the H˙y component. However, TEM measurements over 3D
structures often involve sign reversals over the measurement time range, thus requiring to
distinguish between positive and negative data. Different methods exist to take both large
amplitude variations and different signs into account. For example, Ward & Hohmann
[1988] suppose a logarithmic transformation with a linear scale straddling amplitudes near
zero and a discrimination between positive and negative logarithms of data values. This
transformation is also called stitched logarithm and given by [Ward & Hohmann, 1988]:
s-log(x, a) =

ln(x) x > a
x |x| ≤ a
−ln(−x) x < −a
(4.15)
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Here, a > 0 is a scaling factor which should correspond to a assumed noise level. Ward &
Hohmann [1988] suppose to take a like 2 times the noise value of the receiver which seems
reasonable. Another transformation scheme realized in sinv is described by Hördt [1992] and
based upon the Area-Sinus-Hyperbolicus function:











The function has a logarithmic behavior for arguments |x| > a and a nearly linear for
arguments with |x| ≤ a. This transformation has proven to be suitable for the 1D inversion
of LOTEM data containing sign reversals. Because the normalized data values are generally
below 1, the scaling factor a > 0, corresponding to the previous deliberations, should be
applied as well.
To compare the behavior of the two transformation function, they are displayed in figure 4.1.













Figure 4.1: Comparison of the value range of four different data transformations over their do-
main.
a bijective function, but also continuous and differentiable over the whole domain, which
can be seen clearly from the figure (black curve). The drawback of the stitched logarithm
on the other hand is very notably, too. For very small values of the noise factor (a ≈ 0), the
s-log(x, 0) reveals a huge discontinuity leading to a very complicated shape of the transformed
data (magenta curve). Even if one takes higher values of the scaling factor (e.g. a = 1), the
s-log(x, 1) curve is showing discontinuous behavior for a < |x− |. Therefore it is more likely
to implement a modified form of stitched logarithm
s0-log(x, a) =

ln(x) x > a
0 |x| ≤ a
−ln(−x) x < −a
, (4.17)
into the inversion code, if one uses the stitched logarithm at all. Applying the modified form
of the stitched logarithm transform has the desired impact on the data values (see fig. 4.1,
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blue curve). It treats the data values below the threshold in a manner, that it gets piecewise
continuous at least.
After various tests I run with the different types of data transformations, I figured out,
that the inversion yield nearly the same results with all kind of transformations. Yet, the
convergence process is the fastest if one applies the asinh- or s0-log transformation. Therefore
I suggest to use the asinh-transform for the model responses within any inversion process.
It is also used for the synthetic examples that are given later.
Note, that the data transformation affects the data errors and thus the data covariance
matrix as well.
Model parameter transformation
The model parameter mj may represent the resistivity ρj or the conductivity σj . By the
inversion of resistivity or conductivity, resistive or conductive bodies are enhanced, respec-
tively. This can be of advantage, but also leads to artifacts. To enforce positiveness and in
order to get rid of the choice, often mj is chosen to represent the logarithm of the resistivity
or conductivity.






If a priori information mˆj is incorporated into the inversion process, the model update
selection can be further constraint by using a logarithmic barrier technique, as described by
Newman & Alumbaugh [1997]; Li & Oldenburgh [2003]:
tr(mj) = ln(mj − mˆj) . (4.19)
The incorporation of the a priori information has the positive side effect to ensure that
mj > mˆj > 0. This technique can also be used to limit mj to an upper bound muj by setting
tr(mj) = ln(muj −mj) . (4.20)











j − mˆj)exp(δmnj ) + mˆj(muj −mnj )
(mnj − mˆj)exp(δmnj ) +muj − mˆj
. (4.22)
Because, the model parameter transformation turned out to produce the best results, it is
used consequently, which is in agreement to many other authors using logarithmic model
parameter transformations with upper and lower barriers like Li & Oldenburgh [2003]; Gün-
ther [2004]; Commer & Newman [2008]. For the synthetic examples, the lower and upper
boundaries are not used, but they proofed useful for the inversion of the DESERT field data
shown in the next chapter.
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Sensitivity transformation
It needs to be taken into account that both data and model parameter transformations carry
over to the calculation of the sensitivity matrix as well. Applying the chain rule to equation













where tr′ denotes the derivative of the transformations. For e.g. with tr(f) = asinh(f) and










The transformed sensitivities are the linear sensitivities scaled by the resistivity value or
the negative reciprocal conductivity on the model cell. For logarithmic transformed model
response data, the derivative would lead to a further division by the forward data, the
Area-Sinus-Hyperbolicus transform scales the sensitivities by the square root of the model
response. Thus, the transformation leads to relative changes and makes the sensitivities
unitless.
If the sensitivities are calculated via the adjoint Green functions approach and if the model
vector consists of resistivities, one has to apply further transformations. The adjoint sensi-
tivity equations for the electrical field (eq. (3.93)), the magnetic field (eq. (3.98)) and the









GR(r′, t|r, t′)eb(r′, t′) dt′ dr′ , (4.25)
where GR denotes the adjoint Green functions of the of the electrical, the magnetical or the
voltage receiver placed at r, respectively. Vj denotes the space volume of the parameter mj.
Taking the adjoint sensitivity calculation into account, equation (4.23) may be expressed by
Strij = −Sadjij σjtr′(fi) . (4.26)
If further constraints on the model, like a priori information or a upper boundary is used,
this affects the sensitivities as well. Taking the a priori model as lower boundary and the








4.2 Noise generation for synthetic data
A common procedure for testing an inversion program with synthetic data sets is, to add
noise to the data of the forward model. The noise commonly consists of random data, with
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where rn is a normal distributed random number.
Generally, a Nc-Bit A/D converter would roughly have resolution from A02Nc−1 to a
A0
2Nc−2 ,
where a would be the amplification and one Bit would be left for the sign. Of course, the
given estimations are very ideal and the true resolution depends on the used device and the
ambient noise. Most devices use a 24-16-Bit A/D converter. Sometimes oversampling is
used to enhance resolution of high frequencies leading to a true resolution of 24-Bits, but for
low frequencies there are still 16-Bits.
For data which comprise of a huge dynamic range, e.g. H˙z-fields, it can be observed that the
relative error do increase as the amplitude decrease. This is because the huge dynamic is
very challenging for the A/D converter of the measuring device and depends on the relation
of amplitude between the first and the last time point.
To illustrate this, figure 4.2 shows a measured H˙z-transient which comprises of a sign reversals
at late time due to a high noise level. Note, that the receiver data is normalized to the receiver
moment, thus the amplitudes are quite low. Figure 4.3 shows the comparison of two different
types of noise generation modes on a central loop H˙z-response of a homogeneous halfspace.
For the generation of the synthetic data, the 1D inversion program emuplus is used. The
left figure displays the treatment of the common procedure of noise adding. The right figure
shows if one takes the dynamic range of the transient into account.
The idea is now, that the measurements do not have a relative variance, but a constant
absolute noise floor which is depending on the relation to the maximum amplitude and
has to be simulated appropriately. This is achieved by applying the ”noia” (noise absolute)
function of emuplus, which assumes a constant noise level for the whole measurement. The
artificial noia function treats 30% of the assumed noise level (dnlev) as absolute standart
deviation (p = 0.3dnlev). The noise generation with the fixed value is then applied to all
data points of one receiver like
dnoiai = di + 0.3rˆndnlev . (4.29)
In fact, the whole idea is not new and similar considerations are given by Hördt [1992] for
e.g., where the noise level is assumed to have 0.1% of the maximal amplitude. Since this
seems to be a convenient value it is taken as default setting for ”noia” as well, but it can be
chosen otherwise.
Comparing figure 4.3 (right) with the measured data (fig. 4.2) shows that the noise of the
synthetic data suited much more to the real noise. In some cases, the ”noia”-noise treats the
transients a little to heavy, especially if the assumed noise level is overestimated. Note, that
the χ-misfit of the ”noia”-transient is increased to a higher level (4.3, right), which means
that the expected value for synthetic H˙-data must not be 1, but may be sometimes larger.
4.3 2D TEM inversion
If the model parameterization is infinite in one dimension (e.g. the x-direction), it is referred
to as 2D model. For an inversion scheme this may be advantageous, because it limits the













Figure 4.2: Example of a measured H˙z-transient (dotted) and model fit (solid) over time. The Tx
coordinates refer to the central point of a 80x80m2 square loop whereas the coordinates of the receiver













































































χ =   1.120, CF = 1.000
Figure 4.3: Comparison of two different noise generation switches of emuplus. Left side shows a
classical 5% random noise with zero mean added to the data. To the right one can see the application
of the ”noia” function, as described below, which suitably simulates the noise of a real transient, as
shown in fig. 4.2.
degree of freedom and thus reduces the number of model unknowns significantly. The most
essential advantages are then:
1. The solution of the normal equations (4.4) can be calculated using a direct solver.
2. Enough data can be provided to solve an overdetermined system.
4.3.1 Implementations
Within the current version of the program, the solution of the normal equation is achieved
by means of the Cholesky factorization. To increase stability a further damping factor was
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introduced leading to a mixture of local and a global regularization. The damping factor
affects the left hand side of the normal equations only, adjusting H to become
Hn = STnC−1d Sn + γnI + λnCTC . (4.30)
The damping factor γ and the constraint parameter λ can be kept fixed during inversion
or may be chosen by the program using the discrepancy principle. The additional damping
term is rarely used, and in the examples given below it is always set to zero.
However, in some early stages of the program γ > 0 was sometimes chosen to dampen over-
accentuated model cells which may occur for e.g. below the transmitter or receiver, leading
to shallow artifacts in the a posteriori model. Those overvalued image points may be flat-
tened either by a singularity removal technique which can be applied within the sensitivity
integration, or by increasing the integration space of the sensitivities. The integration space
of the sensitivities may be a crucial point, because the model extents infinite in one dimen-
sion and to reproduce the sensitivities with the adjoint method well, one has to integrate
over a long volume. Another way of removing those overweighted points may be achieved
by adjusting the model parameterization and dividing the over-accentuated model cells into
smaller pieces. Since the sensitivities can be accessed directly, the appropriate parameteriza-
tion for a model may be found by looking at the coverages.This feature is the most apparent
advantage of the inversion code because it reduces the effort to find a good parameterization
significantly.
4.3.2 2D inversion of synthetic LOTEM data
In the following, I show results of 2D inversions that where carried out with synthetic LOTEM
data. The results obtained demonstrate how the proposed inversion algorithm works for 2D
parameterizations and may be regarded as proof of concept. Moreover, I show how different
receiver combinations allow for different model resolutions.
2D model and parameterization
With regard to the 2D MT inversion results of Ritter et al. [2003] (see section 4.4, fig. 4.14
- 4.18), a simplified 2D model of the subsurface conductivity distribution of the Arava Fault
was created. Figure 4.4 (left) shows the LOTEM setup and a cross section of the model
(right). The model extent is bigger to each direction to account for the lateral borders (see
fig. 4.5) and only the part of interest of 4 km depth and 12 km horizontal length is shown
here. I emphasize on the term ”simplified” because the true conductivity structure is far
more complicated than reflected in this model.
The main features of the model are a high conductive zone to the left and resistive parts to
the right. The high conductive zone consists of two bodies. The first reaches from y = −∞
to y = 0 m in lateral directions and from z = 1 km to ∞ in depth and is the dominating
conductive feature to the left. To the right (y > 0 m), you can see two separated resistive
blocks from z = 500 m to z = 1.5 km and a third resistive body at the bottom of the cross
section. Also you can see a fourth resistive body with 2 km vertical and 1.5 km lateral
extent. Surface near, you can see two good conducting features. The first is a weaker
conductive zone with a lateral extend of 2.5 km and 300m thickness. The second is a small
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Figure 4.4: Plane view (left) and cross section (right) of the 2D model with LOTEM setup. The
LOTEM setup consists of two galvanic coupled dipole transmitters (Tx) with corresponding receiver
sites (Rx). The color scale is chosen in the casual way of EM results. Red and orange part of the
model show conducting regions, whereas blue and light blue/green parts show more resistive zones.
conductive overburden, overlaying the resistive part of the model. It reaches from the surface
to z = 100m and has a limited lateral expansion.
The LOTEM setup is leaned on to the DESERT field campaign. In opposite to the real
field data set, the setup is chosen a little smaller to reduce numerical effort. Therefore, the
setup consists of only two transmitters (Tx), which are shown in the plane view of figure 4.4.
Each transmitter comprises of 28 receiver sites (Rx) placed at each side of the x-oriented
galvanic dipole of 1km length. At the receiver sites, which are modeled along the equatorial
axis of the transmitter, the Ex-, H˙y- and H˙z- fields are calculated for delay times of 1ms to
1 s as step on responses. Thus, the total number of receiver sites is 2 × 3 × 28 = 168. The
synthetic data are generated with the program FDTD3D, presented by Commer & Newman
[2004], to deliver forward data independent from the used SLDMem3t. Figure 4.5 displays
the parameterization of the model that was used for the inverse solution. Here a bigger part
of the model is shown in order to exemplify some inherent features of the inverse solution.
The total number of model cells are given asM = 70×35 = 2450 in y and z direction. Note,
that the vertical discretization of the model cells is increasing with depth, which is very
important for the inverse solution. The lateral extent of the cells is ≈ 200m throughout the
main parts of the cross section and increases at the borders. Thus, the model is discretized
relatively fine, in terms of the scale, for the parts of main interest, and is broadened for parts
of less importance. This kind of parameterization is only possible because of the already
mentioned material averaging and the re-weighting scheme for the sensitivity density and
allows for a grid independent model parameterization.
Treatment of the noise
Since a spread of receiver data is measured, it is convenient to use a constant noise floor for
the whole data domain. Since the Ex-fields generally comprise a smaller dynamic than the
H˙-fields, I decided to take two different noise level for the voltage and the electrical receiver
components. Also, it could be observed from the DESERT field data, that the electric-field
step-on responses comprise of higher errors for early times (see fig. 4.20). To take this into














Figure 4.5: Cross section of the model parameterization for the inversion of synthetic LOTEM
data. The colors show the discretization of the model into 2D cells. The thickness of the cells
increases with depth.
account, I assumed that the error for the first time points of the Ex-field is 5 times larger
than the actual, gradually decreasing with time.
4.3.3 Comparison of 2D inversions using different receiver combi-
nations
Compared to the MT, the transient EM fields of a grounded dipole inhere more complicated
structure, especially for lateral conductivity variations. Thus, they can not be decomposed
into TE- and TM-mode, as commonly done for MT measurements, but have both modes. In
order to test the resolution capabilities, the data of the synthetic model (fig. 4.4) is inverted
using different receiver components, (e.g. only Ex-receivers) and two different smoothness
constraints. After Ward & Hohmann [1988], one would expect from the theory, that every
receiver component should be sensitive to both, resistive and conductive parts of the model.
In particular, they may be sensitive to different features within the 2D conductivity variations
and reveal different results, but a joint interpretation of all receiver information should reduce
the non uniqueness to a great extend.
Table 4.1 shows a compilation of the statistics obtained by the 2D inversions. In the left
row, the used receiver components are listed (Data set). The second row shows what type of
smoothness constraint (C) was used throughout the inversion. In the third row, the expected
misfit values are given (Expect.). They are obtained by running a forward solution of the
true model with SLDMem3t. As you can see from table 4.1, the expected values for χ are
substantially larger than 1. This is caused by the ”noia” function of emuplus, which was used
for the noise generation. Yet, there are some systematical deviations between the forward
solutions of SLDMem3t and FDTD3D carried out with the original model, too, but they are
neglected here.
Summarizing the listed results, it seems that the 2D inversion of the magnetical receivers,
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Table 4.1: Inversion statistics for 2D models using different receiver data sets.
Data set C Expect. χ Start χ End χ Iterations
All 1st 2.16 30.7 3.65 4
2nd 3.00 4
Ex 1st 2.47 37.8 3.80 2
2nd 3.90 2
H˙y 1st 1.37 10.9 0.88 7
2nd 1.45 4
H˙z 1st 2.49 35.9 2.83 4
2nd 1.73 7
H˙y & H˙z 1st 1.99 26.4 2.12 4
2nd 1.55 5
either with the components alone or all together, reach a very satisfying fit of approximately
the expected value. The inverse solutions, which where obtained by using the whole data
set, fits the data not ideal in terms of χ, but satisfactory. The cause is found by looking at
the inversion results of the Ex-fields and the corresponding data fit (see table 4.1). The fit
of the inversion using the Ex-fields alone are not bad, but the worst compared to the other
results. For your information, a homogeneous halfspace of σ = 0.4S/m was taken as starting
model for the inverse solutions.
A collection of some selected data of each transmitter location is shown in figure 4.6. From
the figure it can be observed, that the fit to the original data is already reached after 4 itera-
tions, which is very satisfying. Especially the data of the second transmitter (Tx(0, 2000)m),
which are displayed to the right side of the figure ,show some very distinct features between
the starting model and the inversion result. This shows, that the inversion process is inde-
pendent from the starting model. The fit of the sign reversal, which can be identified by
the ”notch” within the H˙z-response (bottom right), is quite excellent. The heavy noise, that
was generated with the noia-function, can also be identified by the strong oscillations in the
horizontal and vertical induced voltages at late times, respectively.
Figure 4.7 exemplarily displays the evolution of χ, the stepsize ‖δm‖ (top) and a comparison




, i = 1, . . . , N (4.31)
of the starting model and the one obtained after 4 iterations (bottom). The plots show the
convergence process and the misfit decrease for the inverse solution using all receiver data
and first order smoothness constraints. The inversion process of the other inversions show
nearly the same features and is therefore omitted.
As can be seen from the top figure 4.7, the inverse process shows strong convergence at
the first steps and reaches the final misfit relatively fast (≈ 3 − 4 iterations). The misfit
of the last iteration is acceptable. From the evolution of ‖δm‖ it can be observed, that
the most adjustments to the homogeneous starting model where done through the first 2
iterations. For the last two iterations, although the misfit decreases, the model alteration
decreases, too, which is a confident result. As you can see from figure 4.7 (bottom), the
error weighted residual is decreased successful to a level of satisfying acceptance. Although,
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Figure 4.6: Comparison of selected data for the starting model and the inverse solution with the
original data at different receiver stations. The displayed transients for Ex- (top) H˙y- (middle) and
H˙z-responses (bottom) are selected for each transmitter. The precises coordinates and receiver type
can be depicted from the title of each figure as well as the fit of the a posteriori model.
there are still some features which can be observed in both plots (the blue and orange/yellow
regions), the whole residual level is decreased. The ordering of the receiver number is, that
the electrical receivers are listed first (from 1 to 56) and the magnetical receivers are listed
last. The blue and orange/yellow spots are thus identified as belonging to a bad fit of some
magnetical receivers. It is caused by the ”heavy” noia-noise as could already observed within
the magnetical field data, displayed in figure 4.6.






















































Figure 4.7: Compilation of 2D inversion statistics and data fit for all receiver data. The evolution
of χ (misfit) for each iteration is given at the top. Here, the value of tore (”to reach”) gives the
expected χ for the data (see table 4.1). The step size ‖δm‖ specifies how much the model is adjusted
in each iteration step. The data fit of each data point of the corresponding receiver number is shown
as contour plots at the bottom row. It gives a comparison of the error weighted residual yˆi for the
homogeneous starting model (bottom left) and the a posteriori model (bottom right). Please note,
that the linear scale of the two plots is different.
Comparison of the 2D LOTEM inversion results
A comparison of the 2D a posteriori models1 resp. the inversion results are now given.
Inversion solutions, obtained by using first and second order smoothness constrains are shown
in figures 4.8-4.12.
As one can see from figure 4.8, the conductivity structures of the original model are well
resolved up to the depth of 2.5 until 3 km. Especially the good conducting features, namely
the big conductive zone to the bottom left as well as the two conductive regions near the
surface are well resolved. The high resistive parts in the model, and especially the spatial
separation are relatively good resolved. The upper edge of the big conductive anomaly, shows
different depths in both inversion results. I would estimate, that the upper border can be
1In fact ”a posteriori” model is commonly used only if the real model is not known and therefore may be
unusual in this context.
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Figure 4.8: Comparison of 2D inversion models after 4 iterations using every data set and different
smoothing constraints. The inversion result with C = C1st is shown to the left and the result obtained
by using C2nd is shown to the right.
resolved to a relative precision of ≈ ±100m, which is not bad in terms of the scale. On the
opposite, the vertical edge of the good conductive anomaly overshoots the true location by
about 1.6km in both results, which means that the true lateral border is not well reproduced
by the soundings. The resistive parts beneath 2 km can not be reproduced at all, which is
not surprisingly. For t = 1 s, the voltages are already very weak, and the integrated volume
which is penetrated, very huge. However, the depth of 3 km may be regarded as very good
in terms of resolution.






















































Figure 4.9: Cross section of the 2D inversion results using different smoothing constraints and
Ex-field transient data only. After three iterations, the inversion for both regularization types showed
no more progress. The inversion result with C = C1st is shown to the left and the result obtained
by using C2nd is shown to the right.
From the inversion results, obtained by using the Ex-receivers only (fig. 4.9), one can identify
roughly the same features as the one found in the inversion results for all receivers (fig. 4.8).
Yet, it shows a weakness regarding the resolution of the lateral conductivity distribution.
Such, the border of the good conducting anomaly is smeared out to a great extend of 3 to
5 km. The conducting overburden is captured well, whereas the resistive zones in the upper
part are just signified. Moreover, the separation of the two resistive zones is not as obvious as
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Figure 4.10: Cross section of the 2D inversion results using different smoothing constraints and
only H˙y-field transient data.






















































Figure 4.11: Cross section of the 2D inversion results using different smoothing constraints and
H˙z-field transient data.






















































Figure 4.12: Cross section of the 2D inversion results using different smoothing constraints and
all H˙-field transient data.
in the inversion results obtained using all receiver information. The surface near conductive
part, overlaying the big conductive anomaly, is mistreated as a vertical conducting feature.
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Comparing the two inversion results (fig. 4.9 left and right), it can be stated, that the
resolution beneath 1.5 km is lost if one restricts the interpretation to the Ex-receivers only.
The H˙y-inversion result obtained using the first, as well as the a posteriori model obtained
using the second order smoothness constraints, reveal the same shape of the big conductive
block on the left side of the model (figure 4.10). Both regularization types tend to draw
the rectangular shape of the body over the y = 0 m marker to the right. This is similar to
the Ex-inversion results (see figure 4.9). Yet, the two conductive regions near the surface,
can be resolved very well. As expected, one can say, that the resolution of the conductive
structures is better than for the resistive parts, if one inverts with the voltage information
only. Nevertheless, it seems that the resistive parts are detected, although, relatively weak.
Comparing the H˙y-inversion results with the one obtained by using only the vertical voltage
information (see figure 4.11) reveals, that the H˙y-fields may do slightly better with the
resistive zones in the model. The inversion result obtained by using every voltage information
seems to be the same as for the vertical voltage, except for very few differences. Yet, as can
be depicted from figure 4.10 to 4.12, the lateral extend of the conductive anomaly is not
good resolved if one uses only voltage information.
4.3.4 Discussion
Although the fit is not ideal, in the sense of the expected χ-value, it is confident that the
developed inverse solution decreases the overall misfit in a desired manner. Additionally, it
has to be mentioned, that the decrease in misfit in terms of number of iterations, is very
fast. The final fit of the predicted data is reached within 4 iterations. As shown in figure
4.6, the fit of the predicted data to the synthetic forward data seems excellent. Especially
the sign reversal, which occurred in the H˙z-field data, could be fitted very good. Comparing
the predicted data with the response of the starting model demonstrates, that the proposed
inverse solution is relatively independent from the starting model, which is very satisfying.
The features which occur in the contour plots of the data residuals 4.7, are strikingly. The
cause could be identified as belonging to the random noise with constant noise level, which
was used in order to simulate real world data. Yet, the absolute noise level may lead to
biased information in the data, but seems to yield realistic distortions of the signals.
The comparison of inverse solutions, yielded with two different smoothness constraints, re-
veal regularization invariant features in the a posteriori solution. Therefore this simple
comparison may be treated as similar approach to the DOI-index proposed by Oldenburg &
Li [1999]. Yet, the visual comparison has not the same validity, but may be used as good
guess to the resolution capabilities of the inverse solution.
The expected resolution capabilities of the different receiver components, namely that they
are all sensitive to different parts of the model, could be validated within the 2D inversion
results given above. A simple decomposition of the receiver data into TE- and TM- mode is
thus not possible, which agrees very well to the theory. 2D inversions that where done using
single receiver components only, lead to strong non uniqueness within the inverse solution.
On the opposite, the joint inversion of all receiver components reduces the non uniqueness
and improves the a posteriori solution drastically.
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4.4 2D Inversion results of the LOTEM DESERT survey
The inversion results of the synthetic LOTEM data demonstrate, that the proposed 2D
inverse solution performs well in terms of data fit. Although some effort was spend to
simulate realistic measurement data, they where still simulated. The next step in a ”proof
of concept” would naturally be the application of the inverse solution to real field data. The
data of interest was collected during a field campaign, within the DESERT project [DESERT
Working Group, 2004].
4.4.1 Target area: A part of the Dead Sea Transform
Figure 4.13: Plate tectonic setting of the Dead Sea Rift. The measuring area (white rectangle) is
located in the Arava valley, which extends for 200 km between the Dead Sea and the Red Sea (Gulf
of Aqaba/Elat). Also shown are locations of the seismic wide angle reflection/refraction (WRR) and
near vertical reflection (NVR) experiments (after Ritter et al. [2003]).
The Dead Sea Transform (DST) fault is a major strike slip fault in the continental litho-
sphere. It forms the boundary between the African and Arabian plates (see figure 4.13) and
joins the divergent plate boundaries along the Red Sea rift in the south with the Alpine
orogenic belt to the north along a length of more than 1000 km. The regional style of
tectonism has been described as rifting, (leaky) transform, or some combination of the two.
The GFZ-Potsdam carried out MT measurements, as part of the multi-disciplinary DESERT
(DEad SEa Rift Transect) project, a 300 km long transect traversing Israel, Jordan and the
Palestine territories. The location in the Arava valley was chosen in order to study the DST
(locally the Arava Fault, AF - the dominant fault of the DST between the Dead Sea and
the Gulf of Elat-Aqaba) and the tectonic processes controlling it in their simplest expression
[Ritter et al., 2003].
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4.4.2 Projectives
The aim of a LOTEM survey, within the DESERT project was to resolve the conductivity
distribution between 50m and 3 km to further constrain the MT interpretation. Especially
high resistive areas are of interest.
The LOTEM measurements, which where done by the IGM-Cologne between year 2003 and
2004 where conducted by Olaf Koch and described within Koch et al. [2004].
4.4.3 Prior measurements and data
The 2D-MT inversion results as well as seismic velocity profiles are displayed in figure 4.14.
According to Ritter et al. [2003], the resolution at depth is good down to 3km for the seismic
Figure 4.14: a) Part of the tomographic P wave velocity model, centered on the Arava Fault (AF)
zone. Main geological units are also indicated. b) Blowup of superimposed magnetotelluric (color-
coded) and seismic P wave velocity results (contour lines derived from a) in the vicinity of the AF.
The 30 MT recording sites are shown as diamonds at the top. Red and yellow colors indicate high
conductivity. (after Ritter et al. [2003])
profile. As due to the limited length of the MT profile (10 km), the resolution for the MT
data degrades at larger depths. Thus, the interpretation was limited to 3− 4 km. Both the
MT and seismic data indicate significant lateral changes in physical properties across the
AF.
4.4.4 LOTEM measurements
Figure 4.15 displays the setup of the LOTEM measurements that where carried out. The
setup is already transformed to the model domain of interest. The LOTEM setup is centered
perpendicular to the Fault-strike. Since it is also visible at the surface, it is approximated
through a straight yellow stripe in the xy-overview. The whole spread has a total length of
≈ 12 km with 4 different transmitter/receiver setups. Transmitters are located at positions
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−4.6, −2, 1.8 and 5 km. Outer transmitters have receivers only in one direction. The corre-
sponding receiver spread is pointing from the transmitter mid-point to the fault (broadside).
The inside transmitters have receivers to both sides of the the x-oriented bipole. The whole
data set consists of 164 receiver sites.
It has to be mentioned, that this is one of the first large scale 2D LOTEM setups which was
carried out by the Institute of Geophysics and Meteorology, University of Cologne, so far.
Thus, it was very challenging from the logistical point of view. Fortunately, the surrounding
was a desert, making some things easier. However, the transmitter operation is challenging














Figure 4.15: LOTEM setup across the fault region. It consists of 4 different Tx locations (dia-
monds). The corresponding receiver locations are color coded respectively. The visible part of the
fault system at the surface is approximated through yellow stripes at y ≈ 0m.
Each receiver site consists of SUMMIT/TEAMEX receivers (see for example Helwig [2000]),
measuring the Ex-, H˙y- and H˙z-decay fields from 1ms to 1 s in 16000/4800 data points, linear
sampled in time. After the processing was done, they where logarithmically sampled with
twelve points per decade. Thus, the time series consists of 42 time points per receiver site.
After data preselection, the whole data domain consists of 6835 data points.
Before a 2D inversion was carried out, many of the receiver data was inverted with 1D models
in order to find a set of appropriate starting models. They where stitched together to form
a preliminary 2D model, which was tried to resolve with the large scale 2D inversion. Also
various test runs with different forward grids for SLDMem3t where carried out in order to
achieve a stable discretization. During this stage of the inversion program sinv, no automatic
grid generator was available.
After a set of suitable grids was found, the next phase of the preparation for the 2D inversion
was carried out: The model parameterization. Figure 4.16 displays the parameterization of
the model that was found most suitable after various tests. The total number of model cells
are given as 142× 31 = 4458 in y and z direction. The lateral extent of the cells is ≈ 100m
throughout the main parts of the cross section and increases at the borders. The number
of lateral cells was approximately doubled compared to the 2D inversion of the synthetic
LOTEM data. This was due to achieve a fine resolution of the lateral extension below the
Fault region.














Figure 4.16: 2D parameterization for the LOTEM DESERT model.
4.4.5 Preliminary 2D inversion results of the LOTEM data
The final parameterization was then used for the inverse solution of the DESERT data (fig.
4.18). For the inverse solutions presented here, a homogeneous halfspace of 22 Ωm was used
as initial model. Consistent with the synthetic 2D inversions, the inversion of the field data
was carried out with different regularizations. After eight iterations, a comparable misfit of
χ ≈ 8 was reached with both regularization types.
Although the a posteriori LOTEMmodel (fig. 4.18) shows some different features, the overall
acceptance to the MT inversion result of Ritter et al. [2003] (cf. fig 4.4.5) is quite excellent.
As you can see from the inversion results (fig. 4.18), the conducting anomaly to the N/W,
which was also studied within the synthetic examples (see figures 4.4 and 4.8), could be
resolved very well. The lateral extend of the conductive anomaly has a very distinct border
which coincides with the Fault region. The resistive zones, are clearly visible in both inverse
solutions. Although, the spatial separation is not significant, it can be detected, that the
resistive parts, S/E of the Fault are present.
Striking features in the models are shown for model cells directly below the re-
ceiver/transmitter sites, although the sites are not shown in this plot. Here, the model
consists of conductive zones which where prolonged into depth, forming vertical dike struc-
tures. This originates from the fact, that the inverse solutions are obtained by using a
vertical to horizontal smoothing ratio of 10:1. This means, that horizontal structures are far
less regularized than vertical structures. The unequal ratio was used, in order to enhance
the lateral resolution of the conductive zones with depth. With increasing depth, as could
be observed within the synthetic study (see section 4.3), the inverse solution tends to smear
out lateral conductivity contrast, leading to washed out and blurry images of the depth
structures. As side effect, the unequal smoothing for deep parts leads to more lateral inho-
mogeneities for surface near regions. This can be identified easily by the rough changes in the
lateral conductivity distribution below the transmitters/receivers. In contrast, the surface
near conductive regions form smooth lateral conductivity zones in the inversion results of
the MT. This seems much more likely than a sharp vertical dike structure.
Comparing the two a posteriori models, obtained by applying the first and the second order
derivative smoothing, show, that the resolution of the LOTEM data is good until 2.5 km
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MT
Figure 4.17: Separate 2D MT result of the Arava basin after Ritter et al. [2003].
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Figure 4.18: Comparison of 2D DESERT LOTEM a posteriori models applying first (left) and


























Figure 4.19: Normalized coverage of the 2D models derived by the inversion of LOTEM data.
depth. Yet, the bottom of the good conductive anomaly, or any vertical limit of this structure
can not be detected within the LOTEM inversion results.
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The obtained values where than normalized in order to distinguish different features, like
ĉovnormj =
ĉovj(m)
max {covj(m)} . (4.33)
Good resolved model structures are displayed by values of 1 > ĉov > 10−2, whereas poor
resolved structures have values of 10−2 > ĉov > 10−4. Model cells with values below 10−4
are not resolved.
As you can see from the figure, the model resolution is good down to depth of 2 km for a
central section of −5 to 5 km (covnorm ≥ 10−2). To the borders, the resolution is decreasing
fast. It can be assumed, that regions with (normalized) coverages below 10−2 are just
poor resolved, which can be identified for structures below 2 km. This stands in very good
agreement to the resolution estimates that where given by comparing different features of
the two models obtained with different regularization. Here the inverse solutions show the
most differences as well.
4.4.6 Selected LOTEM transients and model fit
Because the primary focus within this work is a feasibility study of the proposed multidi-
mensional inverse solution, the fit of the predicted data to the measured signals is of main
interest, too. Displayed in the figures 4.20 to 4.22, a compilation of selected LOTEM data
are given. The complete LOTEM DESERT data you will find in appendix E.
As you can see from the figures, the fit of the predictions to the field data is quite good.
Especially the H˙z-field transient sounding of the transmitter located at 1.8 km S/E of the
the Fault, which is showing a sign reversal can be reproduced excellent. However, the fit for
the H˙y-transient of the last transmitter, is showing a double sign reversal which can not be
reproduced.
A very obvious feature is present in all the H˙z-transients, namely the deviation to the halfs-
pace solution of the signal for early times, which can be identified as ”hump”. For early times
one would expect a constant signal from the theory, because for the early delay times the
vertical voltage is mainly influenced by the surface conductance and not by lateral inhomo-
geneities. This ”hump” is caused by the system response, which produce such a typical shape.
This ”feature” can be generally observed within the early time limit of the H˙z-transient data
(see for e.g. [Hördt, 1992; Strack, 1992; Commer, 2003; Scholl, 2005]). Since the H˙z-transient
is already an impulse response to the step-on current, the system response acts like a delay
of the typical pulse form of the original signal. Thus, the H˙z-transient increases from nearly
zero to the early time limit with a substantial delay caused by the system. Since the H˙y-
voltages do decay over the whole time range, the affect of the system response is not that
obvious in the early times. Yet, the H˙y-fields are affected from the system response the like.
Also, it can be observed from the figures, that the noise level for the H˙z-transients, is at least
one decade below the H˙y-responses. Therefore, it will be more likely to assume a different






























Figure 4.20: Compilation of selected Ex-field DESERT data (dotted) and fit (solid) for 4 different
receiver sites. The coordinates of the transmitter and receiver locations are given in the title of each














































Figure 4.21: Compilation of selected H˙y-field DESERT data (dotted) and fit (solid) for 4 different
receiver sites. The coordinates of the transmitter and receiver locations are given the title of each
sub-plot, corresponding to fig. 4.15.












































Figure 4.22: Desert H˙z-field DESERT data (dotted) and fit (solid) for 4 different receiver sites.
The coordinates of the transmitter and receiver locations are given in the title of each sub-plot,
corresponding to fig. 4.15.
noise level for the horizontal and vertical voltages of synthetic data. However, since the
measurements where done in a very unpopulated area it can be assumed that the noise level
is substantially smaller than in more populated or urban areas.
4.4.7 Summary
For the joint interpretation of LOTEM and MT data, a coincident earth model could be
found. Although, the different EM methods show particular variations, the main conduc-
tivity and resistivity features of the subsurface below the Arava Fault can be detected by
means of 2D inversions of LOTEM and MT data. Comparing the 2D LOTEM inversion
results, obtained by different smoothness constraints, increase resolution estimations of the
a posteriori model. Investigation of the normalized coverage, which is calculated for the 2D
a posteriori model, show nearly the same estimations. Also, predicted LOTEM data fit the
measurements to a satisfying degree. Thus, the proposed inverse solution can be assumed
to be valid for the main features of the a posteriori model.
According to Ritter et al. [2003], a geologic interpretation of the conductive anomaly is
attributed to saline fluids within the sedimentary filling of the Arava basin. In this sense,
the DST appears to act as an impermeable barrier between two different rock formations.
Such a localized fluid barrier is consistent with models of fault zone evolution but has so far
not been imaged by geophysical methods. The situation at the DST is remarkably different
from active segments of the San Andreas Fault, which typically show a conductive fault core
acting as a fluid conduit [Unsworth et al., 1999].
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4.5 3D TEM inversion
If the model unknowns can vary in every three Cartesian directions, the inversion process
becomes more complex. If the same spatial resolution should be delivered within a large
scale 3D inversion, the number of unknowns increases by at least one to sometimes three
orders of magnitude, compared to a 2D inversion. This leads to some ten to millions of
model parameter to determine, rendering the normal equations unsuitable to solve with
common direct solvers. As complexity increases, the non uniqueness based on the equivalence
principle, increases as well. Additionally, it is merely possible to deliver a sufficient amount
of data to establish a overdetermined system. Therefore the normal equations within large
scale 3D inversion is mostly a under-determined system to be solved.
Preliminary notes
If M gets large, the only suitable way to solve the normal equations is to apply iterative
solvers, like CG (see appendix B.0.5). Therefore, the iterative CG technique, with regard to
global and local regularizations, was also realized within the inversion program. Yet, during
some initial tests of the inverse process with CG, I figured out that it requires much iterations
to solve the linear system. Connected with strong regularization, which was required to keep
the model alterations within reasonable bounds, this leads to a very low convergence process.
For e.g., it took more then twenty iterations for the CG scheme to yield a model update
which was attained within the first step of an NLCG scheme. This may be significantly
improved by proper preconditioning (see appendix B.0.6), but it was not tested throughout
this work.
Newton based methods or Quasi-Newton methods converge in fewer iterations, although each
iteration requires more computation than a conjugated gradient iteration. Quasi-Newton
methods also require more memory to operate, because it stores all previous information of
H. Although, this can be reduced using the limited memory L-BFGS method, described by
Liu & Nocedal [1989]. During the development of the inversion program, I tested the L-BFGS
minimization for large scale TEM optimization. After some initial tests of the implemented
method it turned out, that the curvature condition (eq. (2.15)), which requires additional
gradient calculation of the model to be updated, renders this approach unfeasible for the
purpose studied in this work. The gradient calculation involves the main computational
effort within the inversion scheme presented here.
If the initial guess is far away from the solution, the linear term on the left hand side of
equation 4.4 dominates the event within the initial stage of the process. Thus, the steepest
descent or NLCG method seems more convenient for the first few iteration steps, as for e.g.
the L-BFGS method. Besides, the NLCG proofed already its usefulness during the inversion
of 3D CSEM data sets, as presented by Newman & Commer [2005], and can be seen as
a feasible way to attack large scale inverse problems which occurs for the inversion of 3D
TEM data sets. As demonstrated by Commer & Newman [2008], a preconditioned variant
of the NLCG showed additional improvements on the overall convergence of NLCG . As
consequence, the results presented here, are achieved with a regularized NLCG-minimization
scheme.
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4.5.1 Optimization strategies for 3D TEM inversion
For gradient based minimization, the normal equations are stated using H = I. Therefore,
the normal equation is not solved, but the first order gradient information is used to reduce
the cost.
This is achieved by means of a NLCG scheme (see section 2.1.2) for the model update and
carrying out an (exact) Armijo-type line search with the condition
Φ(mn + αnδmn)
Φ(mn)
< c1 < 1 , (4.34)
to minimize the cost. Here, the direction δmn is recursively defined by
δmn =
{
−gn n = 0
−gn + βnδmn−1 n ≥ 1
. (4.35)
For global regularization, the gradient is given by
gn = −STnC−1d yn + λnCTC∆mˆn , (4.36)
and for unconstraint optimization, the sensitivity information delivers the steepest descent
direction:
gn = −STnC−1d yn (4.37)
After some experiments with the formulas (2.21) to (2.23) for the conjugation scalar β, a
modificated form of equation (2.22), reading
βn = max
{





was implemented into the code. The advantage of this form over the original β of Polyak-
Ribière is, that it gives a automatic reset of the conjugation scheme without taking care of
exceptional values for β.
The line search for the step length αn is implemeted as follows:
1. In the first iteration, an exact line search is carried out, using a bisection/golden section
search. After the appropriate αn is found, the information is stored.
2. In the following iteration, an inexact line search is carried out based on the previous
αn, using a golden section into two directions.
3. If one of the new α values are a descent direction, a parabola is fitted through the
α∗-value providing the best descent direction under the Armijo-condition (4.34).
4. If no proper descent direction is found with the first two guesses, return to 1.
After some tests it turned out that the exact line search tends to diverge sometimes, especially
if the minimum can not be bracketed within the initial guess for α. This is a serious problem
of an exact line search, which caused very much trouble during early development stages
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of the program. In order to prevent an exact line search to diverge, a secondary dropout
criteria was installed. For example, if the model adjustments with a given α, namely the step
size norm ‖δm‖, is to low, the search for a smaller α is not useful. It is implemeted to be
the square of c1 (see equation (4.34)) by default, but can be defined by the user. Therefore
the secondary dropout criterion for an exact line search reads
αn‖δmn‖ > c2 (4.39)
For the regularization parameter λ, I follow the deliberations given in section 4.1.2.
Resolution of the a posteriori model
Despite the apparent simplicity of the NLCG method, compared to the more elaborate
CG or Quasi-Newton methods, the advantage of the NLCG minimization strategy is, that
the resolution matrix is quite easy to guess. Because the assumption H = I is valid, the
resolution matrix of the problem is of linear nature.
According to section 2.4.1, the resolution of the NLCG minimization process is given through
R = STC−1d S− λC−1m (mn − mˆ) , (4.40)
for the (global) regularized problem, and
R = STC−1d S , (4.41)
for the unconstrained optimization problem.
Therefore, the look into the diagonal elements of the resolution matrix reveals the resolution
capabilities of the a posteriori model. Because, the sensitivity information is computed
explicitly within the proposed inversion algorithm, this information can be accessed quickly.
The results presented in the following, show two extreme applications of TEM methods.
The first, given in section 4.5.2, applies to an artificial crustal study, applying the LOTEM
method. The second example, given in section 4.5.3, applies to surface near TEM soundings.
Because the 3D part of the inversion scheme is just in a premature state and in order to keep
it simple, both examples are chosen to resolve one single anomalous conductivity structure.
In both examples, I suppose the target has sharp borders. Therefore, the second order
smoothness constraint is used for a global regularization.
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4.5.2 3D inversion of LOTEM data, synthetic example
To test the 3D capabilities of the proposed inverse solution, an artificial deep crustal study
is assumed. Within this, the lateral and vertical extents of a conductive anomaly should be
detected by means of the LOTEM method.
3D model and parameterization
The model that is used to simulate the measured data is quite simple (figure 4.24). In a
homogeneous 10Ωm halfspace, a conductive cube is embedded. The cube has a conductivity
of 1 S/m and it’s top is situated at 300 m depth. To avoid confusion, the word ”measured
data” is used synonymous for the synthetic data of the original 3D model.



























Figure 4.23: Plane view (z = 0 m) of the 3D model and LOTEM setup for synthetic data. The
LOTEM setup consists of two galvanic coupled dipole transmitters (Tx) with corresponding receiver
sites (Rx). The receiver and transmitters are color coded the same, to enhance distinction.

















































Figure 4.24: Plane view (z = 300m) and cross section (x = 0m) of the synthetic forward model.
A conductive cube of 500×500×400m3 edge length is embedded in a homogeneous-10Ωm halfspace.
The conductivity contrast between the anomalous body and the surrounding is 1 : 10.
To generate the measured data, a simple symmetric LOTEM setup is designed. In figure
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4.23, you can see a plane view of the LOTEM setup at the air earth interface. It mainly
consists of two transmitter positions. Each transmitter has a x-oriented dipole length of 1km
and comprises of 168 receiver sites. The sites of the transmitter at (y = 0.7km) spread across
the conductive anomaly to be detected. At the sites, three receiver components, measuring
the Ex-, the H˙y- and the H˙z-response are assumed. The receiver sites are spatially distinct,
which is due to the staggered Yee-grid of the 3D forward solver. It was chosen in that way in
order to reduce interpolation errors that may be occur for the measured and predicted data.
Therefore, no spatial interpolation scheme for f(m) is used in this example. The transient
response of the anomalous conductivity is calculated between 0.5ms and 0.83s to 21 different
delay times (log spaced). Thus, the whole data set consists of N = 2× 168× 21 = 7056 data
points and 336 receiver components.
After the deliberations given in section 4.2 and 4.3, I decided to set up a constant noise floor
for the whole data set, but to take care of the different receiver components. The assumption
that where made for the errors of the electric fields, namely that the error of the first few
time points is higher seemed convenient with regard to the DESERT field data. After adding
noise to the data, I checked for the expected χ-value with another forward calculation. A
value of χ = 1.4 would fit the data within the error-bars of the noise level. It is substantially
smaller than the values observed in 4.3, which is due to the assumption of a constant noise

























Figure 4.25: Plane view and cross section of the parameterization for the 3D inversion.
In order to reduce the numerical effort in terms of RAM-usage, and after a few test runs, the
parameterization of the model (figure 4.25) seemed to yield quite good results. The model
consists of M = 42 × 42 × 23 = 40572 model unknowns in x, y and z direction, which is
very coarse, compared to the 2D inversions shown in section 4.3 and 4.4. The main part of
the model is discretized with 100× 100m2 in the horizontal directions. One will notice, that
the vertical extend is far less (≈ 10 m) for the first 200 m of depths. However, due to the
fact that the parameterization can be chosen independently from the grid of the 3D forward
solver, the vertical extensions increase logarithmically with depth. As can be observed from
figure 4.25, for z ≥ 1 km, the vertical extent already reaches several hundred meters.
The statistics of the 3D inversion are given in figure 4.26. As you can see from the figure (top
picture), the misfit during the 3D inverse process is decreasing in two steps. The first floor
is reached after 4 iterations, where the misfit was already decreased to 40% of the starting
value. At this time, the inversion code decided to search for a new regularization parameter,
























































Figure 4.26: Compilation of 3D LOTEM inversion statistics and data fit for all receiver data. The
evolution of χ (misfit) for each iteration is given at the top. tore gives the expected χ for the data.
The step size ‖δm‖ specifies how much the model is adjusted in each iteration step. The data fit of
each data point of the corresponding receiver number is shown as contour plots at the bottom row.
It gives a comparison of the error weighted residual yˆi for the homogeneous starting model (bottom
left) and the a posteriori model (bottom right). Please note, that the linear scale of the two plots is
different.
which was initially chosen as λ = 10 and thus decreased by 50%. After the restart of the
conjugation scheme, a new α was searched and found using an exact line search. With the
adjusted parameters, the inversion algorithm continued to work until iteration 10. After the
10th iteration, the secondary dropout criteria (eq. (4.39)) was reached.
As you can see from the comparison between the initial data residual (fig. 4.26 bottom
left) and the one from the a posteriori model (fig. 4.26 bottom right), the data was fitted
relatively good. Except for some regions of substantially larger residuals, the overall level of
the fit was increased by at least one order of magnitude. The numbering of the data sets is
like that the electrical fields are stored first, and the voltages last. Thus the pronounced blue
stripe is due to five electrical field receivers, which responses are not fitted to the desired
degree. Yet, the blue and yellow spots, which can be identified in the upper right and bottom
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right corner of fig. 4.26 (bottom right), are connected to three magnetical field responses,
which where also fitted not sufficiently.












































































































Figure 4.27: Comparison of xy-plane views through the model after the first (left) and last iteration
step (right). At the top line you can see a xy-section at the air/earth interface. The bottom line
shows a cut through the model across the anomalous body at z = 300m.
The figures 4.27, show a comparison of the 3D inverse solutions that are obtained after the
first (left) and after the final iteration (right). The various slices through the model domain
reveal, that the lateral extent of the anomalous body can be detected well. Especially the
exact conductivity value of the body can be revealed by the proposed inverse solution. In
particular, the figures displayed in 4.27 (top), where you can see a plane view of the air/earth
interface, show only a few small-scale artifacts around the galvanic coupled dipoles, which is
very confident. As you can see in figure 4.28 (left), where a xz-plane is shown through the
axis of the transmitter at y = 700m, some surface near artifacts do occur. Some authors like
Wang et al. [1994]; Newman & Commer [2005] reported problems the like for small surface
near artifacts as well. Therefore it can be assumed, that this kind of surface near artifacts,
which are due to over-accentuated model cells below the transmitter, are of minor relevance.
However, they do influence the receiver stations which are directly above these features.
After looking through the field data, which are not shown here, these receiver stations could
be identified as the one with the high data residuals (see fig. 4.26, bottom right), which I
already mentioned.
As described above (see section 4.5.1), the resolution information of the a posteriori model,
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Figure 4.28: Cross sections through the a posteriori model after 10 iterations. The picture to the
left shows the xz-slice across the anomalous conductive body at y = 700m. To the right you can see

















































Figure 4.29: Cross sections of the modeling domain showing the diagonal entries of the resolution
matrix of the a posteriori 3D model after 10 iterations. The figure to the left shows xz-slice through
the anomalous conductive body at y = 700m. To the right you can see a yz-section for x = 0m.
can be accessed by looking at the diagonal entries of the resolution matrix. In order to com-
pare the resolution of different features, I introduce a similar normalization to the resolution
matrix, as was done for the normalized coverage (eq. (4.33)):
Rˆjj =
Rjj
max {Rjj} . (4.42)
Because of the inherent similarity to the normalized coverage, I assume that good resolved
features attain values of 1 to 10−6, whereas poor resolved features have lower values. Figure
4.29 displays the normalized diagonal entries of the resolution matrix for the same model
slices as shown in figure 4.28. As you can see from figure 4.29, the anomalous structure and its
surrounding is very well resolved (Rˆjj ≈ 0.1). Especially the surrounding of the anomalous
structure is of particular interest. Here, the values of Rˆ attain values of 0.1 > Rˆ > 0.01,
which is very good resolved.
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Computational expenses
With the model parameterization described above, the sensitivity matrix, stored as 8-Byte
single precision matrix, took roughly 2GB of RAM. For the homogeneous starting model,
the calculation of the sensitivity matrix was done following the 1D adjoint approach. It was
used to deliver a fast insight into the model resolution of the initial model parameterization
and took about one hour on 4 nodes of a small Linux-Cluster. Each node within the Cluster
is equipped with an AMD Athlon™XP 2200+ CPU, with 4GB of RAM. Therefore, the 3D
inversion did not scratch at the limit of each single nodes.
For the sensitivity calculation using the hybrid adjoint approach, the calculation of the back-
ground fields consumes the most computing time. If it is run parallel, and for intermediate
grid sizes of about Nn = 70× 70× 60 grid nodes, the total number of background fields to
be calculated is roughly given by 3× 60× 60× 55 = 6× 105. The reduced size is due to the
fact, that the grid dimensions are generally larger than the modeling domain (see section
3.4). Therefore, the part of the background fields for the domain of interest is much smaller
than for the whole background grid domain.
However, even with moderate dimensions for the Krylov subspace (e.g. M ≈ 5 × 103),
the whole problem already leads to tremendous computational effort in terms of storage
(16 × 3 × 109 ≈ 44 GBytes). A fast hard-disk access is therefore a very helpful solution,
because the results can be stored partially on disk. Thus the above mentioned number of
storage is just flowing through the CPU’s of the nodes and never stored as whole (which is
of course impossible on small systems). Yet, compared to explicit time stepping scheme, this
is still relatively moderate in terms of computational effort.
4.5.3 3D inversion of SHOTEM data, synthetic example
Here, the SHOTEM method is applied, to reveal the lateral borders of a thin conductive
anomaly between 3m and 12m. To increase spatial resolution, a very uncommon variation
of an in-loop setup was chosen (fig. 4.30). The main difference to a conventional in-loop
configuration are listed as follows
1. Besides the conventional vertical magnetic voltages, the horizontal voltage information
is measured (multi component setup).
2. The three components of voltage information are collected within different positions
inside the loop (multi site/multi component).
3. The whole setup consists of several overlapping transmitters covering the area of inter-
est. Together with the corresponding multi-side receivers a dense grid of measurements
can be performed to enhance lateral resolution.
3D model and parameterization
The model that is used to simulate the measured data is quite simple (figure 4.31). In a
homogeneous 100 Ωm halfspace, a conductive sheet is embedded. The sheet has a resistivity
of 2 Ωm and it’s top is situated at 2m, which is apparently very shallow.
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Figure 4.30: Plane view of the unconventional SHOTEM setup. The setup consists of six loop
wires with overlapping areas. The color of each loop wire corresponds to the multicomponent receiver























































Figure 4.31: Simple 3D conductivity model for the generation of measured SHOTEM data. A
thin conductive anomaly of 110x70x10m extent is embedded in a homogeneous-100 Ωm halfspace.
The conductivity contrast between the anomalous body and the surrounding is 2 : 100.
To ensure a high lateral resolution, the uncommon SHOTEM setup was used to generate
the measured data. In figure 4.30, you can see a plane view of the SHOTEM setup at the
air/earth interface. It consists of 6 overlapping transmitters. Each transmitter comprises of
25 receiver sites following a grid like structure. The horizontal distance between two receiver
sites is 12.5 m, in each direction. For the transmitter size of an 80 × 80 m2 loop wire, the
effective area for the receiver sites covers an area of 50×50m2. For convenience, the effective
area of the loop transmitter is the area, in which the induced voltage is not deviated through
the primary signal. Therefore, you will find five by five receiver stations forming a regular
grid within the 80× 80m2 loop transmitter. The setup ensures a dense lateral coverage for
the area of investigation. Since the main effort within TEM measurements is to lay out the
transmitter properly, a fast progress of the measurements can be obtained.
The transmitters and receiver sites are spread across the conductive anomaly to be detected.
The whole setup is ideally centered around the mid point of the conductive region (see fig.
4.31). At the sites, the previous mentioned receiver components, measuring the H˙x-, H˙y- and




























Figure 4.32: xz- (left) and yz-cross section (right) of the model parameterization for the 3D
SHOTEM inversion.
the H˙z-response, are assumed. The receiver sites are not chosen to be coincident with the
underlying forward grid of the SLDMem3t.
Before I compile the number of total receiver sites, I have to give some remarks on ”spurious
modes” of the induced horizontal voltages. From the theory it can be observed, that the
horizontal voltage components comprise of some areas, where the measured voltages are very
weak. For e.g., the induced horizontal fields vanish for a homogeneous halfspace, if they are
measured within the center of the loop. Moreover, the H˙x-response within the loop and over a
homogeneous halfspace vanishes at every y = 0m along the whole profile. Similar results can
be obtained for the H˙y-response, which vanishes for every x = 0m along the y-axis. In order
reduce numerical problems with the forward solver in advance, I excluded these ”spurious
modes” from the profile. Thus, the total number of transient response measured above the
anomalous conductive sheet is given by 6× 25 + 12× 50 = 390 measured voltages. They are
calculated between 1 µs and 0.1ms for 21 different delay times (log spaced). Therefore, the
whole data set consists of N = 390× 21 = 8190 data points in total.
I assumed a constant noise level for the whole data domain. After adding the noise, I checked
for the expected χ-value with another forward calculation. Therefore, a value of χ = 3.6
would fit the data within the error-bars of the noise level. As you will see later, the noise
treatment caused exceptionally high oscillations onto some horizontal transient data. But,
as the transient data seems more likely to simulate for a worse (but not worst) case and may
be ”real world” scenario, the noise treatment seemed appropriate. Yet, as is demonstrated
in the following, the proposed inverse solution can manage those difficulties to a confident
degree.
For the findings of the right parameterization of the starting model, it took several test runs
with different horizontal and vertical discretizations of the model. Figure 4.32 displays the
parameterization of the model domain to carry out the 3D inversion. As can be seen from
the figure, the xz-section shows a bigger part of the whole modeling domain, whereas the
yz-section displays the parameterization of the main region of interest. Here, the horizontal
extensions of the model are 10 m, laterally symmetric. Since the xz-section (fig. 4.32,
left) shows a bigger part of the model, it can be observed, that the model cells increase
horizontally and vertically logarithmically with increasing distance from the central region




























































Figure 4.33: Compilation of 3D SHOTEM inversion statistics and data fit for all receiver data.
The evolution of χ (misfit) for each iteration is given at the top. tore gives the expected χ for the
data (tore = 3.6). The step size ‖δm‖ specifies how much the model is adjusted in each iteration
step. The data fit of each data point of the corresponding receiver number is shown as contour plots
at the bottom row. It gives a comparison of the error weighted data residual yˆi for the homogeneous
starting model (bottom left) and the a posteriori model (bottom right). Please note, that the linear
scale of the two plots is different.
(space dimensional). For this surface near application, the vertical extent of the model cells
are taken to be 1.6m for the first four vertical cells. The vertical extent of the cells increase
from z = 10 m following a logarithmic increase of the thickness. Altogether, the modeling
domain consists of M = 40× 40× 22 = 35200 model unknowns in x-, y- and z direction.
As given in the statistical analysis, which are displayed in figure 4.33, a similar ”two step”
misfit decrease, can be observed. The same particular feature was already described within
the 3D LOTEM inversion statistics (see fig. 4.26), and is due to the reset of the conjugation
scheme. This time, another ”two step” progression in the the model adjustments can be
analyzed, which coincides with the reset of the conjugation scheme. It was due to the fact,
that the regularization parameter was decreased from λ = 10 as initial value to λ = 0.01
after the fourth iteration. Therefore one would expect the inverse solution to have much
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Figure 4.34: Comparison of xy-plane views through the model after the fourth (left) and last
iteration step (right). At the top line you can see a xy-section at the air/earth interface showing
the 6 overlapping transmitters. The white rectangle marks the shape of the original 3D body. The
bottom line shows a cut through the anomalous sheet at z = 6m.


























































Figure 4.35: Comparison of yz-cross sections of the model after the fourth (left) and last iteration
step (right). The white rectangle marks the spatial extent of the original 3D body.
more structure, than the model of the fourth iteration.
To proof the extend of convergence progress, that where made during the first four iteration





























































































Figure 4.36: Comparison of selected data for the starting model and the inverse solution with the
original data for different receiver stations. The displayed transient responses for H˙x- (top) H˙y-
(middle) and H˙z-responses (bottom) are selected for distinct receiver/transmitter combinations. The
precises coordinates of the receiver, as well as the transmitter can be depicted from the title of each
figure. There you will find the fit of the a posteriori model, too.
steps, please compare the model sections displayed in figures 4.34 and 4.35. Here you can
see, that the a posteriori model, that was obtained after the first four iteration steps, already
reveals the lateral extent of the anomalous sheet quite satisfying. Although the conductivity
values, that where obtained by the inverse solution are not recovered, the particular shape of
the anomalous body is clearly visible. The image which is obtained after the early inversion
stages yield some major artifacts. Yet, they are enhanced after the last iteration was done
(see fig. 4.34 and 4.35, right). During the last iteration steps, the true conductivity of
the anomalous region can be resolved very well. Besides the anomalous domain, a resistive
region below the body can be identified as another artificial structure within the a posteriori
model.
The comparison between the predictions, the data of the starting model and the measure-
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ments is compiled in figure 4.36. As you can see from the top row, the H˙x-response yield two
separate sign reversals, which could be fitted at least well. If one take a close look to the
χ-error of the predictions and the measurements, one can see that the overall error level is
very high, although the predictions fit the data to a obvious degree. The cause for this strong
irregularity is of course due to the high rate of noise, which is added to the measurements.
However, even with this high noise level, the proposed inverse solution fits the data quite
satisfying.
4.5.4 Discussion
Comparing the inverse solutions which are proposed for 2D and 3D TEM data, it could be
observed, that the 2D inversion which is established by an regularized Gauss-Newton type
inverse solution converges much faster, especially with regard to the complexity of the prob-
lems which where solved. However, regarding the premature state of the 3D TEM inversion
scheme, the results which where investigated with synthetic data show very promising results.
Although, simplified synthetic 3D experiments lack complexity, namely to detect conductive
bodies within a homogeneous halfspace, the spatial dimensions as well as the resistivity
values are well resolved within both, the deep crustal and the surface near application.
CHAPTER 5
Conclusions and discussion
This work has presented two approaches for the inversion of TEM field data. Each one uses
the sensitivity information as main driver for the model adjustments within the optimization
procedure. With the implemented method and according to Hördt [1998], the sensitivity in-
formation of a single receiver within the whole model domain can be computed by convolving
the background electrical fields with the adjoint Green functions of the particular receiver
acting as source. The problem of the involved numerical implementations, namely the con-
volution of the time series and the re-weighting scheme to deliver the sensitivity information
independent of the spatial discretization from the forward calculation, could be solved to a
satisfying degree. The latter ensures, together with the material-averaging-scheme of the 3D
forward solver SLDMem3t, that the parameterization of the model domain can be chosen
independently of any predefined grid. It may therefore be chosen to fit best to the properties
of the inverse problem, which is reported as necessary for the stability of the inverse solution.
In order to reduce storage space and time, the 1D sensitivities, as given in section 3.5, would
produce satisfying results for the starting model.
Since the SLDM demands a stable grid to produce accurate results, I strongly encourage
a detailed grid analysis as exemplified in section 3.4, before any inverse process is started.
Further I would suggest some extensive sensitivity analysis for the model parameterization
in order to check how the model to data interaction is mapped. The sensitivity information
proofed to be very useful in terms of finding a confident parameterization for a stable inverse
process. Additionally, the sensitivity information can be used to yield insight of the resolution
capabilities of the inverse solution. Especially for gradient based minimization techniques,
where the linear assumption of the resolution matrix is valid.
The 2D inversion, as presented in section 4.3, is suited for TEM data sets collected along
profiles aiming to resolve the subsurface conductivity distribution by means of 2D models.
It was successfully applied to synthetic LOTEM data, leaned on a real world application.
The proposed inversion scheme showed very quick convergence and the fit of the predictions
to the data was excellent. Especially sign reversals, which could be observed for the induced
voltages could be reproduced to a satisfying degree.
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Hördt et al. [2000] for e.g. used 2D forward modeling in order to explain sign reversals in
the voltage transient data of a LOTEM survey in the Odenwald area (Germany). Among
several attempts, one model includes a conductive dyke embedded in a homogeneous half-
space placed under the receiver spread to explain the measured data. The data fit can
probably be improved by the proposed inversion method. Besides, it could be elaborated,
that the joint inversion of different LOTEM transient fields reduce the inherent ambiguity
of the problem to a high extend.
As demonstrated by the 2D inversion of the field data from the LOTEM survey of the Arava
basin, which was given in section 4.4, the proposed 2D inversion method yields very satisfying
results. For the joint interpretation of LOTEM and MT data, a coincident earth model could
be found which is also in good agreement to results from seismic investigations. As I am not
aware of successful 2D inversion attempts with real LOTEM field data in the geophysical
literature, it shall be emphasized that for the first time a combined LOTEM data set using
the complete information of 168 receiver sites could be inverted for a 2D model.
To gain insight into the resolution capabilities of the a posteriori model I showed two different
methods yielding approximately the same results: Firstly, by comparing the results which
are obtained applying different kind of global regularizations, and secondly by investigating
the coverage of the model.
Suppose the amount and coverage of the transient data is sufficient, the most striking ad-
vantage of the 2D inversion scheme is, that the non linear optimization problem be set up
as overdetermined system. The number of model unknowns is generally in orders of some
thousands, even for models with a very fine discretization. For common TEM setups along
a profile, where the number of receiver sites may be given as some tens to hundreds of mea-
sured transients, the overdetermined system may therefore be not easy but manageable to
establish.
In contrast, the supply of a data sets with the coverage as demanded by a 3D TEM inver-
sion is not easy to deliver. Because of the logistical effort which comes along with common
LOTEM surveys, the capabilities of the inversion code for reconstructing a full 3D con-
ductivity distribution is tested just with synthetic LOTEM and SHOTEM data. The 3D
inversion of the artificial LOTEM survey, designed to reveal a conductive anomaly within a
deep crustal study, showed that the space-dimensional borders as well as the true resistivity
values could be resolved well. For the surface near application, a very shallow TEM sounding
was conducted, which depth validity is commonly neglected. It could be demonstrated, how
horizontal voltage information can improve a surface near SHOTEM sounding significantly.
Moreover, the proposed unconventional field setup, namely the multicomponent and multi-
receiver site setup, as given in the last section demands a small logistical effort, compared to
a 3D LOTEM setup. Thus, this type of field setup may be used within future applications,
to reveal lateral changes of surface near conductivity variations with SHOTEM. From the
results that where obtained by the 3D inversion of the synthetic SHOTEM data, it could be
observed that the lateral extensions of an anomalous conductive sheet can be revealed.
The convergence progress, investigated for the proposed 3D TEM inverse solution, shows
typical features for gradient based minimization schemes. Compared to the 2D inverse
solutions, where the second order information is included by solving the normal equations,
the gradient based minimization scheme takes roughly double the number of iterations to
converge. Especially if one takes the complexity of the inherent conductivity structure
into account, the Gauss-Newton based inversion scheme seems far superior. Yet, compared
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to the large scale TEM inversion schemes presented by Wang et al. [1994]; Newman &
Commer [2005]; Commer & Newman [2008], far less iterations where used to decrease the
cost. However, the use of more powerful optimization strategies are likely to be beneficial
in the large scale 3D TEM inverse problem. While Newton or Quasi-Newton methods will
converge in far fewer iterations, which is also reported by Haber et al. [2007], the time
required per inversion iteration can be prohibitively expensive. Thus, I would strongly
recommend to implement a preconditioned-CG based iterative solver into the 3D inversion
scheme for the next years.
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A.0.5 TE- TM-mode calculation for a layered earth
For a layered conductivity model of N -layers we can formulate fe,m in the wavenumber-
frequency-domain as sums of exponential factors (see Fig. A.1). The conductivities are
Figure A.1: Schematic view of the recursive calculation of EM fields in a layered subsurface. The
excited EM field at the surface is damped through the conductive earth. The attenuation is described
as outgoing and incoming partial waves with different impedance’s for every layer (from Ward &
Hohmann [1988]).
given as σ1, . . . , σN , the thickness of each layer is h1, . . . , hN−1 and the layer boundary’s
denoted like Z1, . . . , ZN−1. In this case fe and fm comply the same PDEs but have different
continuity relations. fe and ∂zfe resp. σfm and ∂zfm are continuous at layer boundaries.
For the recursive calculation of fe,m(z) we also need to know about the impedances for the
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TE- and TM-mode






















with u2n := k2 + iωµσn.















which is describing an outgoing (e−un(z−hn)) and incoming (eun(z−hn)) wave in every layer.
Beginning at the bottom layer, with the boundary condition that the potentials should vanish









e−un(z−hn) , z ≥ hM . (A.5)
As is shown by Weidelt [1986], we can use the modified impedance An for the computation
of the TE- and Fn for the TM-mode, respectively. They are defined by the ratios
An := −∂zfe(hn)
fe(hn)
, Fn := −∂zfm(hn)
fm(hn)
. (A.6)
With (A.6) and an initial value for the underlying halfspace one can give recursive formulas
for the modified impedances of every layer from the bottom to the top (see algorithm 4). Note
Algorithm 4 Recursion algorithm for modified impedance’s An, Fn
[ht!]
Require: ω > 0, k ∈ IR, σn ∈ IR > 0 , n = 1, . . . , N
AN = FN = uN














that in algorithm 4 the variable sn accounts for the different continuities of the TM-mode
which is necessary to include due to the fact, that the vertical component of the magnetic

















































as well. Because the exponents with positive realparts are numerically unfavorable one may





An − un e
−unhn . (A.13)
With the symmetric relation, the attenuation for the partial waves in the n’th layer (Zn ≤























































with a+ = e−un(z−Zn) and a− = e−un(Zn+1−z).
Summarizing this into a pseudo code, we arrive at algorithm 5, which allows us to compute
the relative damping of the initial amplitudes at the depth of interest.




−un(z−hM ) , z ≥ hM , (A.19)
which can already be seen from equation (A.5).
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Algorithm 5 fe,m and ∂zfe,m = dfe,m as product of partial waves
[H]
Require: 0 ≤ Zm−1 < z ≤ Zm and m > 1
Require: fe = A0 1(k+A1) ; fm = −M0 1σ1
Require: dfe = −feA1; dfm = −fmF1
if m > 1 then


























































































A.0.6 Particular solutions for EM field potentials of inductive and
galvanic sources over layered media
Up to now, the field components are normalized onto their surface values. This is probably
useful for the modeling of plane wave incident fields. In this section, the source field is
generated by external inductive or galvanic potential fields.
To take the external source into account, one adds the particular solution of the inhomoge-
neous PDE (fpe,m) to the complementary solution of the homogeneous problem, in the layer







−k(z+h)fe,m(z, k, ω)J0(kr)k dk , (A.20)
with h > 0 given as the height of the source above the surface.
Note that, if the potentials are formulated, one can compute the EM field components in the
frequency domain from equations (3.9) and (3.10). This can be achieved either by calculating
the potentials first, using a fast Hankel transform to evaluate the Bessel integrals and make
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the derivation after equation (3.9) and (3.10) thereafter, or one differentiates first and makes
the Hankel transform later.
The particular solution for the potentials of the inhomogeneous PDE to various sources, as
derived by [Weidelt, 1986], are given in the following.









Vertical magnetic dipole (VMD)
Due to the symmetry of the problem, currents flow only horizontally. Hence, there is no
TM-mode at any depth and the electric field of a vertical magnetic dipole has a simple r−1-
TE-potential. With magnetic moment M˜(ω) and R2 = (z + h)2 + r2, the relation for the














a ≥ 0 (A.23)
one can express the particular solution of the VMD-TE-potential between the dipole and the
earth according to





e−k(z+h)J0(kr) dk . (A.24)
The relation given above is valid within the space above the surface (z ≤ 0) for the source
located at height h > 0.
If the source is located at the surface, the total potential within the medium is given by






e−k(z+h) − γ(k, h)} fe(z, k, ω)J0(kr) dk , (A.25)
Large horizontal loop
The derivation of the potential which arise from a large horizontal loop with radius A, is




The potential of the loop than reads






e−k(z+h) − γ(k, h)} fe(z, k, ω)J1(ka)J0(kr) dk , (A.27)
With A→ 0 one can notice that J1(kA) ≈ 12kA which is the same potential as for the VMD.
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Horizontal magnetic dipole (HMD)
The EM field of a x-oriented horizontal magnetic dipole (HMDx) with moment M˜(ω) located
at h > 0 has both, a TE- and a TM-mode.
























e−k(z+h) − γ(k, h)} J1(kr)k dk . (A.29)
Since the integrand has a simple z-dependence in the layer containing the source, the prim-
















e−k(z+h) − γ(k, h)} fe(z, k, ω)J1(kr) dk . (A.31)























In closed formulation one may choose






r2 + (z + h)2
(A.33)
The complete potential in z < 0 is, because of the boundary condition ∂zφm(z = 0) = 0,
achieved by reflection at z = 0. However, the TM-mode is only present in the air (φm = 0
for z > 0).
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Horizontal electric dipole (HED)
The HED implies the most complex particular solution. Because it has a non zero verti-
cal magnetic and a non zero vertical electric field, both, the TE- and the TM-mode have
contributions to the electrical field within the medium and must be considered.
Because only the TE-mode has a vertical magnetic field we find the TE-potential by applying
Biot-Savart to a x-oriented current filament (D˜(ω) = I(ω)∆x) at the surface. From







the potential is derived as






e−k(z+h) − γ(k, h)} J1(kr) 1
u0
dk . (A.35)
Because only the TM-mode has a vertical electric field, the vertical current component is
used for it’s derivation. The vertical component of the current density is continuous at the
surface boundary and is given from (3.11) as
Jz(x, y, 0) = −σ1(∂2xx + ∂2yy)φm(r) . (A.36)
Considering the x−oriented current filament at the surface (h = 0) with moment D˜ one will
notice




Combining (A.36) and (A.37), the relation for the TM-potential reads













A.1 Adjoint field calculations for layered media
The sensitivity calculation of 3D model parameters is done via the adjoint field approach.
To compute the adjoint fields, the receiver is acting as a source. To cover the whole range
of possibilities of excitation, which are needed for the computation of the adjoint green’s
functions, we need formulations for the inhomogeneous PDEs of all kind of possible source
terms. This is
• vertical magnetic dipoles (VMD) in z-direction, corresponding to the measured vertical
magnetic field change H˙z.
• horizontal magnetic dipoles (HMD) in x- and y-orientation, according to magnetic
induction coils measuring H˙x and H˙y.
• horizontal electrical dipoles (HED) in x- and y-direction, corresponding to the electric
field sensors Ex and Ey.
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A.1.1 Adjoint fields for H˙z receivers
From (3.9) one can derive the equations for the electric field components in the frequency
domain:
Ex(r, ω) = −iω∂yφe(z, r, ω)
Ey(r, ω) = iω∂xφe(z, r, ω) . (A.39)
The x-derivative of the Bessel function J0(kr) is given by
∂xJ0(kr) = ∂xr∂r(kr)∂vJ0(v) = −x
r
kJ1(kr) . (A.40)
Thus, the electric field from the VMD reads





fe(z, k, ω)J1(kr)k dk





fe(z, k, ω)J1(kr)k dk . (A.41)
Note that from a VMD excitation, the currents flowing only horizontal within the conductive
layers.
Taking the relation of the different receiver moments into account to compute the proper
adjoint fields, (3.95) is used to alter (A.41) into





fe(z, k, ω)J1(kr)k dk





fe(z, k, ω)J1(kr)k dk , (A.42)
which was the used expression for the adjoint electric field calculation of a VMD in the
frequency domain.
The proper impulse response of the fields are evaluated during the inverse Fourier transform
to the time domain, which is especially addressed in section 3.1.2.
































k (J1(kr) + kJ0(kr)) (A.45)
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and by applying (A.39) one can calculate the electric fields which arise from a x-oriented
HMD as


























































By applying the reciprocal relations for the transmitting moments, the adjoint electrical field
components of a HMD read


























































A.1.3 Adjoint fields for the Ex and Ey receivers
With (A.35) and (A.39), the TE-mode of the electrical field components can be calculated
from


























































With (A.38) and (3.11), the TM-mode of the electrical field components of the HMD can be
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computed from


































































Or, taking the relation of the moments into account in order to calculate the adjoint fields


































































In particular, the adjoint fields from every receiver-source considered in this work, can be
calculated as a linear combination of the translated sources given above.
APPENDIX B
Direct and iterative solutions of linear systems
The solution to the linear system
Ax = b , (B.1)
with A ∈ IRN×N , x ∈ IRN and b ∈ IRN is one of the most basically problems we encounter
in computational sciences. Nevertheless it is one of the most challenging, too.
A lot of different applications of linear systems can be found and sometimes the underlying
algorithm benefit from the special nature of equation (B.1) which results in sparse and
banded linear systems. Because of the wide range of applications for large linear system
solution and their sometimes very specific solution strategies, it is not possible to cover them
all in a few pages. Here you will find just a small compilation of solution strategies which
where applied in this work.
For geophysical applications, equation (B.1) occurs two times:
1. if we want to solve the forward problem where (B.1) is sparse, the solution unique and
normally well conditioned1, or
2. in the inverse problems where the system matrix is not sparse, the solution not unique
and the problem ill posed.
The solution of (B.1) can be made iteratively or by using a factorization of the matrix A
as expressed in B.0.4. Matrix factorization using the Cholesky decomposition is numerically
favorable because it is very fast and stable. As a drawback it can suffer from round off
problems and it does not deliver any singular values which can be advantageous for resolution
analysis of the inverse solution. The decomposition based on eigenvalues is commonly done
within a singular value decomposition (SVD). The latter has a special interest in the solution
of the normal equations, because of it’s inherit possibility to resolve which parameters do
1As we will see, the well posedness of the forward problem is not always the case
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influence the inverse process the most and how strong they are represented during the inverse
process. But they all suffer from the same problem regarding memory usage computation
effort and can not generally be applied in large scale inversions.
If the linear system (B.1) gets to big, iterative methods to it’s solution are applied. These are
subsumed under the term conjugated gradients (CG). Their basic equations and algorithms
are given in B.0.5.
B.0.4 Matrix factorization
The most prominent matrix factorization is called the LU decomposition. It is applicable to
any square matrix A. The decomposition
A = LU , (B.2)
where L is lower triangular and U is a upper triangular matrix. With the appropriate
factorization, the systems
L(Ux) = b (B.3)
and
Ux = L− Ib (B.4)
are much easier to solve than the original linear system.
The most prominent way to achieve a LU-factorization is the Gaussian elimination. For a
square matrix of dimension N the Gaussian elimination would take roughly 2
3
N3 arithmetical
operations [Westlake, 1968; Press et al., 1995]. But, due to numerical stability this should
only be applied to regular matrices. In fact a stable solution demands a invertible matrix
on the left hand side. As this is generally not the case if we consider ill posed problems,
the matrix A is somehow regularized. However, in the recent future, the incomplete LU
decomposition has gained interest for preconditioning issues.
Cholesky decomposition
This decomposition can be applied to a square, symmetric and positive definite matrix A.
The Cholesky decomposition is sometimes called a incomplete LU factorization, because
A = UTU , (B.5)
where U is upper triangular with positive diagonal entries, is a special case of the symmetric
LU decomposition, with L = UT. Most implementations of equation (B.5) (e.g. within
the free linear algebra package LAPACK) allow that the decomposition can be done with
the lower triangular matrix, too. With the decomposition at hand, the solution to equation
(B.1) is achieved via forward substitution of
Uy = b (B.6)
and back substitution of
UTx = y . (B.7)
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Anyways, the application of the equations (B.6) and (B.7) is normally already done within
the implemented algorithm (e.g. LAPACK), so that the user has not to concern. For a square
matrix of dimension N the Cholesky decomposition would take roughly 1
3
N3 arithmetical
operations, which is half the cost of a full LU decomposition.
SVD
Suppose A is an n ×m real valued or complex matrix, then there exists a factorization of
the form
A = UΣVT (B.8)
where U and V are orthogonal and unitary matrices and Σ is an n ×m diagonal matrix.
Such a factorization is called a singular-value decomposition of A.
• The m ×m matrix V = VT contains a set of orthonormal "‘input"’ or "‘analyzing"’
basis vector directions for A
• The n × n matrix U = UT contains a set of orthonormal "‘output"‘ basis vector
directions for A
• The matrix Σ contains the singular values, which can be thought of as scalar "’gain
controls"‘ by which each corresponding input is multiplied to give a corresponding
output.
A common convention is to order the singular values si, i = 1, . . . , n in decreasing order.
However, the diagonal matrix Σ is uniquely determined by A.
The main advantage in the application of the SVD to solve the normal equation is, that V
and U are easily to invert because of their orthogonality (UTU = VTV = I). Applying the
SVD, a natural inverse of A can be found
A† = VΣ−1UT , (B.9)
which is also know as pseudo inverse of A.
Suppose we can find a inverse solution, the formulation of the Gauss-Newton least squares
problem, with A = S, x = δm, b = y, reads
(ATA)x = ATb , (B.10)
which is solved by






The weighting coefficients for the individual model vectors are determined dividing the dot
product of b and the corresponding data vector ui by the singular value si. Figure B.1
(left) shows the singular value spectrum which typically arises for ill-posed problems. The
spread of several decades between the largest and smallest singular value is an indication
for the ill-posedness. It is generally observed that vi for small i show relatively simple









































Figure B.1: Spectrum of singular values and filter factors for a typical ill posed problem (left).
Transform functions within a Tikhonov regularization for different values of λ (right). For compar-
ison, the TSVD spectrum is shown for a threshold of Nt = 70 singular values.
characteristics, whereas model vectors connected to small singular values tend to show high-
frequency oscillations. Due to the division by si the model vectors for small singular values
are amplified resulting in a strongly structured model. Although, this model fits the data
well, it lacks plausibility. Hence, damping or truncation methods are introduced to stabilize
this affects. The truncated SVD (TSVD) limits the summation up to an certain singular
value Nt < N , from that on the singular values are treated as zero. A small value corresponds
to large regularization and vice versa. For more insight on how this can be implemented into
inversion and more likely a variance analysis the reader is referred to Kalscheuer & Pedersen
[2007].
Another way to reduce the effect of near-zero singular values from exploding is to introduce
a damping. A dampened version of the SVD can be used with the definition of filter factors



















This regularization strategies is also known as Tikhonov regularization. Note that the filter
factors decay much faster than the singular values (cf. fig. B.1, left), which is implied by





works as transform function for the individual model vectors. Note that
the TSVD inversion can also be formulated in this manner by using
fi =
{
1 i ≤ Nt
0 else
(B.14)
Figure B.1 (right) shows the transform functions for TSVD and Tikhonov regularization.
The λ are selected for typical values of 1 to 10 and the truncation value for TSVD is chosen
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such that the results are comparable. For the Tikhonov regularization the transform function
is maximized at singular values between 30 (for λ = 10) and 70 (for λ = 1). It can be seen,
that larger or smaller values for λ shift the maximum towards lower or higher singular value
numbers, respectively. In contrast, the largest contributions of the TSVD are provided by
the model vectors directly below the threshold. Applying TSVD would therefore result in
more structured models.
Given this example the most powerful application of the SVD becomes clear. Once the
factorization has been carried out, solutions for many regularization parameters can be
obtained in no time.
Additionally, the SVD provides a powerful tool for resolution analysis as well. Once the







= Vdiag {fi}VT . (B.15)
It can be seen, that the resolution is dominated by the Tikhonov regularization, thus im-
plicitly depends on λ.
If the model constraints are formulated using C 6= I the generalized inverse can not be
represented by the formulation given above. For global regularization schemes a more general
approach is needed which can be found in Golub & Loan [1996].
B.0.5 Conjugate gradient for solving linear systems (CG)
The conjugate gradient method as an iterative method for the solution of (B.1) is developed
by Hestenes & Stiefel [1952]. It utilizes the residual formulation of the linear system to
update its solution iteratively. This also allows for the solution of systems where N is so
large that the direct method would take too much time.
If the conjugate gradient method is applied naively to the normal equations
ATAx = ATb , (B.16)
the method does not perform well because of the ill conditioned left hand side. To a large
extent this is due to the explicit use of vectors of the form ATApi.
An algorithm with better numerical properties is easily derived by a slight algebraic re-
arrangement, making use of the intermediate vector qi = Api [Hestenes & Stiefel, 1952].
However, applying the conjugate gradient method to the normal equations can be solved
using different approaches. Using a formulation after Paige & Saunders [1982], the norm of
the residual vector
r = b−Ax (B.17)
can be minimized using the CGLS2 algorithm. A pseudo-code of the CGLS is given in
algorithm 6.
2CGLS stands for Conjugate Gradient Linear System
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Algorithm 6 Conjugate gradient for minimization of the residual norm (CGLS)
Require: r0 = b−Ax0; z0 = p0 = ATr0; 0 <  < 1 ; Nmax ≤ N
i = 0
while ‖ri‖‖r0‖ >  and i ≤ Nmax do
qi = Api {intermediate vector}
αi =
‖zi‖2
‖qi‖2 {projection of the error norm onto A}
xi+1 = xi + αipi {conjugation of the solution}
ri+1 = ri − αiqi {conjugation of the residual}
zi+1 = A
Tri+1 {updating the error}
βi =
‖zi+1‖2
‖zi‖2 {projection of the error}
pi+1 = zi+1 + βipi {conjugation of the error }
i = i+ 1
end while
On the other hand, one can minimize the error norm ‖x− xi‖ of the normal equation as well.
The algorithm is called CGNE3 and also known as Craig’s method [Paige & Saunders, 1982;
Saad, 1996]. Further convergence analysis of the CGLS and the CGNE can be found in the
book of Saad [1996]. For this work, I used a slightly modificated version with appropriate
stopping criteria. It’s pseudo-code is given in algorithm 7.
Algorithm 7 Conjugate gradient for minimization of the error norm (CGNE)
Require: r0 = b−Ax0; p0 = ATr0; 0 <  < 1; Nmax ≤ N
i = 0
while ‖pi‖‖p0‖ >  and i ≤ Nmax do
αi =
‖ri‖2
‖pi‖2 {projection of the residual onto the error}
xi+1 = xi + αipi {conjugation of the initial solution}
ri+1 = ri − αiApi {conjugation of the residual}
βi =
‖ri+1‖2
‖ri‖2 {projection of the residual}
pi+1 = A
T ri+1 + βipi {conjugation of the error}
i = i+ 1
end while
Note, that the most numerical effort in the presented algorithms 6 and 7 is due to the two
matrix vector products which can not be circumvented. Overall, the performance of the
products can be accelerated significantly by using inline formulations of the matrix vector
products. This can be achieved by using the MATMUL function which is included in the
native FORTRAN90 library. A parallelized scheme can be helpful as well, but it is only
useful on systems where the processors have access to the same memory (shared memory).
To make further enhancements of the code, the vectors given in algorithm 6 and 7 can be
overwritten in every iteration. However, the residual norm of the previous iteration must be
stored to compute β.
Note further, that the convergence criteria for both algorithms is different. As suggested
by the underlying minimization scope of the CGLS, the algorithm breaks,if the ratio of the
residual norm at the beginning compared to the one yielded in every iteration is below a
3CGNE stands for Conjugate gradient normal equation
173
certain threshold 0 <  < 1. On the other hand, the CGNE algorithm drops out if the norm
of the error is smaller than the desired accuracy level. During application of both algorithms
it has been found, that for moderate values of 0.01 <  < 0.001 the iteration numbers are
mostly below the maximum value N of iterations.
As expected for iterative solvers and ill posed systems, the error norm ‖ri‖‖r0‖ can oscillate
strongly between the iterations. As stated before, low-frequency components of the solution
tend to converge faster than high-frequency parts. This renders the approach very unstable
if one uses small values of .
Taking this into account, a further dropout criteria Nmax ≤ N is introduced into the algo-
rithms. The resulting algorithm can thus be seen as truncated least squares method and the
stopping criterion Nmax can be treated as regularization parameter. If one wants to apply
the TLS only, the stopping criteria should be altered properly (e.g. setting  = 0).
During some tests of the stated algorithms I discovered that the CGNE performs a little
better than the CGLS. This may be due to the different projection of the residual vector
and the drop out criterion, which is the only real difference between the two algorithms.
Additionally a preconditioning scheme, as given more detailed below, and the incorporation
of regularization is easier to implement into the CGNE. However, they yield comparable
results, the CGNE seemed more appropriate for the scope of this work. Although, the
following formulations can be incorporated in the CGLS in a manner the like, I just proceed
with the CGNE. A formulation of the CGLS which accounts for regularization can be found
in [Günther, 2004].
Damped normal equations
To incorporate the regularization schemes (see section 2.3) into the CGNE algorithm, it has




x = ATb . (B.18)
The residual of the basis equation is the same, but the gradient p
p = AT(b−Ax)− λIx = ATr− λx (B.19)
is altered. The additional term affects not only the gradient directions but implicitly also
the coefficients from the projection of the residual on the error norm. Result of the changes
yields algorithm 8, called CGDNE. Note, that the additional stopping criterion Nmax is still
delivered. Through application of the CGDNE it turns out that it is sometimes needed, but
not in any case.
Constraint normal equation
To account for a smooth model inversion, one has to perform some more changes to the
algorithm.
Assume the constraint matrix C as given in section 2.3, the normal equation read(
ATA + λCTC
)
x = ATb−CTC∆xˆ . (B.20)
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Algorithm 8 Conjugate gradient applied to damped normal equations (CGDNE)
Require: r0 = b−Ax0; p0 = ATr0 − λx0; 0 <  < 1; Nmax ≤ N
i = 0




xi+1 = xi + αipi





T ri+1 + βipi − λxi+1
i = i+ 1
end while
Algorithm 9 Conjugate gradient applied to constraint normal equations (CGCNE)
Require: r0 = b−Ax0; p0 = ATr0 − λCTCx0; 0 <  < 1; Nmax ≤ N
i = 0




xi+1 = xi + αipi





T ri+1 + βipi − λCTCxi+1
i = i+ 1
end while
The additional term affects again the gradient directions pi and the coefficients αi. Which
seems odd because intuitively, the term on the right hand side should affect the residual as
well. But if the gradient is given by
p = ATr− λCTCx , (B.21)
the additional term is already reflected in the residual by forming
ri+1 = ri −Api (B.22)
The solution to (B.20) is displayed in algorithm 9.
B.0.6 Preconditioning
In linear algebra and numerical analysis, a preconditioner P of a matrix A is a matrix such
that P−1A has a smaller condition number than A [Saad, 1996]. The condition number is
given by the ratio
κ(A) =
∥∥A−1∥∥ ‖A‖ = σmax(A)
σmin(A)
(B.23)
where σmax(A) is the largest and σmin(A) is the smallest Eigenvalue of A. Preconditioners
are reported very useful when using an iterative method to solve a large linear system, since
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the rate of convergence for most iterative linear solvers degrades as the condition number of
a matrix increases. Anyway, the preconditioning can be used for direct solvers as well.
Instead of solving the original linear system above, one may solve either the left precondi-
tioned system
P−1Ax = P−1b, (B.24)





x = c, (B.25)
or the right preconditioned system




y = b, x = P−1y, (B.27)
which are both equivalent to solving the original system as long as the preconditioner matrix
P is nonsingular.
Incorporating the left preconditioning (B.24) into the CGCNE algorithm is easy to imple-
ment. The result is called LPCGCNE which pseudo code is given in algorithm 10.
Algorithm 10 Left-Preconditioned conjugate gradient applied to constraint normal equa-
tions (LPCGCNE)
Require: r0 = b−Ax0; z0 = P−1r0, p0 = ATz0 − λCTCx0; 0 <  < 1; Nmax ≤ N
i = 0




xi+1 = xi + αipi







Tzi+1 + βipi − λCTCxi+1
i = i+ 1
end while
Typically there is a trade-off in the choice of P. Since the operator P−1 must be applied at
each step of the iterative linear solver, it should be very efficient in order to reduce the com-
puting time of its application. Summarizing, the desired effect in applying a preconditioner
is to make the quadratic form of the preconditioned operator P−1A to be nearly spherical
[Paige & Saunders, 1982].
Jacobi preconditioner
The Jacobi preconditioner is one of the simplest forms of preconditioning. The preconditioner
is chosen to be the diagonal of the matrix
P = D (B.28)
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That is
Pij = Aiiδij =
{








Thus, suppose the sensitivity matrix is available, this preconditioner is very easy to compute.
APPENDIX C
A posteriori model covariance
Besides the resolution matrix, the investigation of the a-posteriori model covariance matrix
MCM is of keen interest.
Based on the derivations given in chapter 2 and using the rule of variance propagation for
the linear system Ax = b
Cov(Ax + b) = ACov(x)AT , (C.1)
the MCM can be derived directly from equation (2.70). Since the true model has no variance
and the noise has the variance of the data (Cov(d) = Cd), the model covariance matrix reads
CM = (I−R)C−1m mˆ(I−R)T +H−1H−1
T
(C.2)
It consists of two parts: The first one results from the variance of the starting model. The
second part originates from the error propagation throughout the inversion process. Since
the true variance of the starting model is generally not known, the first term is often omitted.
The model covariance matrix has the same dimensions as R. Its columns can be displayed
as co-variations of the model with the corresponding cell. It reveals the statistical nature
of the inversion process. The essential information of CM is contained in the main diagonal
elements, whose square-roots can be interpreted as uncertainties of the corresponding model
parameters.
This is valuable if the model parameter values are to be used for petrophysical purposes such
as the calculation of porosity or water saturation. Then, the uncertainty of those parameters
is known by error propagation as well. In summary, both resolution matrices give information
about the geometrical reliability of the model. The MCM is used for parameter uncertainties,
whereas R provides information about the universe of the inverse process with respect to
model parameters.
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APPENDIX D
Manual for sinv
The following chapter gives a detailed description of the 3D TEM inversion program
sinvwhich was developed within this thesis.
sinvis written in the F90 language and designed to run under Unix like operating systems as
for example Linux. Since it should attack the full 3D TEM inversion problem it was paral-
lelized using the Massage Passing Interface (MPI) environment (http://www.open-mpi.org).
D.1 MPI
The Message Passing Interface is a language-independent computer communications descrip-
tive application programmer interface (API) with defined semantics and flexible interpreta-
tions; it does not define the protocol by which these operations are to be performed in the
sense of sockets for TCP/IP or other layer-4 and below models in the ISO/OSI Reference
Model. It is consequently a layer-5+ type set of interfaces, although implementations can
cover most layers of the reference model, with sockets+TCP/IP as a common transport used
inside the implementation. MPI’s goals are high performance, scalability, and portability.
Productivity of the interface for programmers is not one of the key goals of MPI, and MPI is
generally considered to be low-level. It expresses parallelism explicitly rather than implicitly.
MPI is considered successful in achieving high performance and high portability, but is often
criticized for its low-level qualities. There is, at present, no effective replacement to MPI,
so it remains a crucial part of parallel programming. MPI is not sanctioned by any major
standards body, but nonetheless has worldwide practical acceptance.
MPI is a de facto standard for communication among the processes modeling a parallel
program on a distributed memory system. Often these programs are mapped to clusters,
actual distributed memory supercomputers, and to other environments. However, the prin-
cipal MPI-1 model has no shared memory concept, and MPI-2 has only a limited distributed
shared memory concept used in one portion of that set of extensions.
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Most MPI implementations consist of a specific set of routines (API) callable from Fortran,
C, or C++ and from any language capable of interfacing with such routine libraries. The
advantages of MPI over older message passing libraries are portability (because MPI has
been implemented for almost every distributed memory architecture) and speed (because
each implementation is in principle optimized for the hardware on which it runs). Inter-
estingly, MPI is supported on shared-memory and NUMA (Non-Uniform Memory Access)
architectures as well, where it often serves both as an important portability architecture,
but also helps achieve high performance in applications that are naturally owner-computes
oriented.
MPI is a specification, not an implementation. MPI has Language Independent Specifications
(LIS) for the function calls and language bindings. The first MPI standard specified ANSI
C and Fortran-77 language bindings together with the LIS. The draft of this standard was
presented at Supercomputing 1994 (November 1994) and finalized soon thereafter. About
128 functions comprise the MPI-1.2 standard as it is now defined.
There are two versions of the standard that are currently popular: version 1.2, which em-
phasizes message passing and has a static runtime environment (fixed size of world), and,
MPI-2.1, which includes new features such as scalable file I/O, dynamic process manage-
ment, collective communication with two groups of processes, and C++ language bindings.
MPI-2’s LIS specifies over 500 functions and provides language bindings for ANSI C, ANSI
Fortran (Fortran90), and ANSI C++. Interoperability of objects defined in MPI was also
added to allow for easier mixed-language message passing programming. A side effect of
MPI-2 standardization (completed in 1996) was clarification of the MPI-1 standard, creat-
ing the MPI-1.2 level.
It is important to note that MPI-1.2 programs, now deemed "legacy MPI-1 programs," still
work under the MPI-2 standard although some functions have been deprecated. This is
important since many older programs use only the MPI-1 subset.
MPI is often compared with PVM, which was a popular distributed environment and mes-
sage passing system developed in 1989, and which was one of the systems that motivated
the need for standard parallel message passing systems. Most computer science students
who study parallel programming are taught both Pthreads and MPI programming as com-
plementary programming models. he MPI interface is meant to provide essential virtual
topology, synchronization and communication functionality between a set of processes (that
have been mapped to nodes/servers/ computer instances) in a language independent way,
with language specific syntax (bindings), plus a few features that are language specific. MPI
programs always work with processes, although commonly people talk about processors.
When one tries to get maximum performance, one process per processor (or more recently
core) is selected, as part of the mapping activity; this mapping activity happens at runtime,
through the agent that starts the MPI program, normally called mpirun or mpiexec.
Such functions include, but are not limited to, point-to-point rendezvous-type send/receive
operations, choosing between a Cartesian or graph-like logical process topology, exchanging
data between process pairs (send/receive operations), combining partial results of computa-
tions (gathering and reduction operations), synchronizing nodes (barrier operation) as well
as obtaining network-related information such as the number of processes in the comput-
ing session, current processor identity that a process is mapped to, neighboring processes
accessible in a logical topology, and so on. Point-to-point operations come in synchronous,
asynchronous, buffered, and ready forms, to allow both relatively stronger and weaker se-
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mantics for the synchronization aspects of a rendezvous-send. Many outstanding operations
are possible in asynchronous mode, in most implementations.
MPI guarantees that there be progress of asynchronous messages independent of the subse-
quent calls to MPI made by user processes (threads). This rule is often neglected in practical
implementations, but is an important underlying principle when one thinks of using asyn-
chronous operations. The relative value of overlapping communication and computation,
asynchronous vs. synchronous transfers, and low latency vs. low overhead communication
remain important controversies in the MPI user and implementer communities, although
recent advances in multi-core architecture are likely to re-enliven such debate. As such,
it is relatively easy to write multi-threaded point-to-point MPI codes, which has the key
advantage for us to use it in our program design.
D.2 Input files
The program is invoked from the shell command line and is navigated via some input files.
The main input file is named sinv.inp.
D.2.1 sinv.inp
Within this file there are several sections which control the inversion process. Since sinvis
designed for 2D and 3D inversion and the input file should run for both types, there are
some parts which belong to both and some parts which do not.
Inversion parameter section
The first section controls the inverse process. Here you have to state several switches like the
type of regularization, stopping criteria and the type of inverse process. Additionally you
have to specify the kind of sensitivity calculation and transformation type for the forward
data.
Regularization parameter section
If the Occam type for a 2D or any 3D inversion is chosen you have to quantify the following
parameters: The regularization parameters have different senses for each inversion type. For
3D inversion it is
• The Regularization parameter 1 (λ) quantifies the weighting between φm and φd.
• The Regularization parameter 2 (αx) quantifies horizontal smoothing in x-direction.
• The Regularization parameter 4 (αy) quantifies horizontal smoothing in y-direction.
• The Regularization parameter 6 (α) quantifies the stepsize.
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Value Type Description
1 Integer Generate some output during inversion process
1.0 Float Stopping criterion no. 1: The inverse process is stopped
when the functional is reduced to this level
0.5 Float Stopping criterion for each iteration (Wolfe condition)
10 Integer Stopping criterion no. 2: The inverse process is stopped
when the number of iterations exceeds this value
0 Integer Number of (parallel) bracket iterations (2D only)
0 Integer Number of advance Jacobian calculations parallel to
bracket iterations (2D only)
285 Integer Senstype (tested bitwise, see below)




0.12 Float Perturbation factor for the model.
This is only necessary
for perturbation approach
(2D and 3D)
3 Integer Inversion type
1:Occam (2D)
2: Marquardt (2D)
3: 3D Occam Inversion
Table D.1: First part of sinv.inp which consists of the main switches to control the inversion
process
Value Type description
0 Integer Steering of inversion process (tested bitwise, see below)
1.0 Float regularization parameter 1
1.0 Float regularization parameter 2
1.0 Float regularization parameter 4
1.0 Float regularization parameter 6
0 Integer Number of timepoints to cut from every transient
Table D.2: regularization parameters for 2D-Occam or any 3D inversion process
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For 2D-Occam inversion it is
• The Regularization parameter 1 (λ) quantifies the weighting between φm and φd.
• The Regularization parameter 2 (αx) quantifies the relative horizontal to vertical
smoothing (h/z).
• The Regularization parameter 4 (αy) quantifies horizontal smoothing.
• The Regularization parameter 6 (α) quantifies the stepsize.
If you have chosen a 2D Marquardt inversion you just have to quantify only one regularization
parameter. The stated regularization parameter is the value which is added to the main
Value Type Description
1.0 Float Regularization parameter for truncation of small eigenvalues
Table D.3: regularization parameters for 2D-Marquardt
diagonal of the unity matrix
Grid files section
Within this section you have to particularize the grid files which contain the transmitter grid
and the appropriate times.
Value Type description
1 Integer Number of grid-files
t_80e.max Character(30) Files describing grid specifications
0.0 Float Shift in x-direction for the whole grid [km]
0.0 Float Shift in y-direction for the whole grid [km]
10.0 10.0 2xFloat Only if Senstype +8!!
Integration space in horizontal and z direction [m]
1.5 Float Only if Senstype +4!!
Factor for the radius used in singularity removal
Table D.4: Grid section of the input file
Receiver files section
This section gives the receiver specifications and forward data self explaining
Model section
The first section controls
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Value Type description
0 Integer turn on periodic: 2, turn on 1, turn off 0
1 Integer Number of receivers (ndat)
The next subsection is repeated ndat times
t80rx001.dat Character(12) Name of receiver file containing field data
0 0 0. 1 1 1 1 1. 2xInteger Float Cut early and late data points, delay,
4xInteger Float fix calibration factor (1: fix; 0: free),
grid file number, interpolate receiver
(0: no, 1: yes), receiver type, factor
The next 3 entries are optional depending on the receiver type
0 Integer Only for E-field receivers (receiver type < 5)!!
Changes the level for periodic data acquisition
0.0 0.0 2xFloat Only if receiver type is 8!!
Azimuth and inclination angles (α)
0.0 Float Only if receiver type is 4!!
Azimuth angle (°)
0 hzsum.syt Integer System response (0: no, 1: yes),
Character(30) filename of the system response
Table D.5: Receiver section of the input file
Value Type description
0 Integer Topography switch (0: no topography; 1: topography)
topo.dat Character(30) Name of topography file
3 2 2xInteger Number of sections (nos),
section input type (0: odd sections; 1: one example for all;
2: horizontal symmetric (3D only) 3: odd sections (3D)
-20.0 20.0 (nos-1)xFloat Section borders [m]
The next subsection is repeated nos times if the section input type is 0 or 3
2 Integer Number of layers in each section (nols)
10.0 10.0 (nols)xFloat Resistivity values for each layer
100.0 (nols-1)xFloat Thickness of each layer.
The last layer is extended to infinity
1 Integer Number of additionally 3D cubes (nob)
The next subsection is repeated nob times
-1.0 -1.0 0.0 3xFloat Upper left corner of the body [m]
1.0 1.0 2.0 3xFloat Lower right corner of the body [m]
1.0 1 Float Integer Resistivity of the body,
alteration switch (1: inverted; 0: do not alter)
Table D.6: Model section of the input file
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D.3 Inversion process
Before we can start the inversion program we have to clarify the number of nodes on which
to run the code. For small Linux clusters we use the LAM environment which invokes a shell
on each node where we can use the MPI communication. However, in the future this will
not necessary anymore since the LAM/MPI project merges with the Open-MPI project now
and thus the lamboot sequence is not necessary in future.
However, we assume you have the Open-MPI implementation or lamboot executed, than
sinvis started via the command line
shell$ mpirun -np <number of nodes> sinv
Now sinvis running on each node of the Cluster. The number of nodes is the number of
participants in the Cluster where you want to start sinv.
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APPENDIX E
DESERT data with 2D model fit
Figures give a compilation of the DESERT data and the fit of the preliminary 2D model
shown in section 4.4.5. For convenience, the most important information on the receiver
type, the coordinates of the transmitter and the receiver station as well as the misfit, are
displayed in the title of each sub-plot.




















































































































































































































































192 DESERT data with 2D model fit
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194 DESERT data with 2D model fit
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a A scalar value
a Vector
ai i’th component of vector a
A Matrix
AT Transposed matrix
Aij i’th line and j’th column of matrix A
i, j, k Integer
`n n-norm
∇ Nabla differential operator
δ Small finite deviation
∆ Finite difference
 > 0 Very small real valued constant
<, = Real and imaginary part of a complex number
d ∈ IRN Vector of measured data
m ∈ IRM Vector of model data
f , f(m) Forward solution or model response
N Number of data points
M Number of model unknowns
Inversion symbols of chapter 2
α, α∗ Step length, optimal step length
ai Interval start point used within line search
ax,y,z Directional weighting coefficients
A Square matrix
βxxn Conjugated gradient parameter
b Ride hand side vector
bi Interval mid point
c1,2 Real valued constants to satisfy the Wolfe conditions
ci Interval end point
C Constraint or smoothness matrix
C1st,2nd Smoothness matrix of first and second order finite difference
Cd Data covariance matrix
Cm The prior model covariance matrix
Cx,y,z Space-directional finite difference matrices
Cov(X) Covariance of X
δdi Error of i’th data point
ζ Value of golden-mean
g Gradient of the cost functional
θi Basis functions of the model
H Hessian matrix of the cost functional
I Identity matrix
λ Lagrange, regularization or damping factor
m∗ Stationary point
mˆ A priori model
δm Model update vector
n Iteration number
Φ Cost functional






y Data residual vector
(T)EM symbols of chapter 3
af Linear factor within Archie’s law
ag Scalar value for grid design (e.g. ag ≈ 1)
A Area of a square loop transmitter
A Differential operator matrix
bg Scalar value for grid design (e.g. 3 ≤ bg ≤ 9)
B Magnetic induction
B˙ Time change of magnetic induction
γm Ritz vector
c, c0 Speed of light (vacuum)
cov Coverage
δ(t) Dirac delta function
d∗ Diffusion depth
dmin,max Minimum/maximum grid cell length
dstep(t) Step response data
d˜(t) Measured data with system response
D Displacement field
D˜ Dipole moment of a electrical transmitter
r, 0 Dielectric permittivity, relative and free space
ˆ Convergence criteria parameter for SLDMem3t
eˆ Unit vector
E Electric field
Ee,m TE- and TM-mode of electric field
Ep Background or primary electric field
Ex, Ey, Ez Electric field sensor components
f Frequency
f(t) Function in time
fa Analytical solution
f step(t) Step response
f step (on,off) Step (on/off) response
fe,m Transformed TE- and TM-mode in wavenumber domain
f˜ Convolution of two functions
fe,m, f0 Model response for electric and magnetic field, initial value
g(t) Function in time
gi=1,...,Nt Discrete function in time
G, GR,e,m Dyadic green function, adjoint dyadic Green function






Filter coefficients for fast Hankel transform
He, Hm TE- and TM- mode of magnetic field
H˙ Time change of magnetic field
H˙x, H˙y, H˙z Voltage receiver components
I, I0 Current/initial current
J, Je, Ja Current density, external and anomalous current density




λm Eigenvalues of A
µr, µ0 Magnetic permeability, relative and free space
mc Cementation index
M, Mest,max Dimension of Krylov space, estimated and maximum Krylov iterati-
ons
M˜ Transmitter moment of magnetic dipole
ns Saturation exponent
NA Dimension of the system matrix A
Nd Points per decade
Nf Number of frequencies
Ng Number of grid points in horizontal direction
Nn Number of total grid node points within a grid
Nl Number of logspaced data points
NR Number of receiver sites
Nt Number of time points
Nx,y,z Number of grid points in x-, y- and z-direction
φr Porosity of rock
φe, φm Scalar (Debeye) potentials
q Krylov space basis vector
Q Interpolation operator
Q Orthonormal basis in Krylov space
ρ Resistivity
ρa Apparent resistivity
r, r′ Position vectors
re Residual vector
rmin.max Smallest/largest distance
σ, σmin,max Conductivity, minimum/maximum conductivity
sa Inhomogeneous source term
sˆm m’th eigenvector of the Krylov subspace
Sw Volume fraction of rock filled with water
S(t) Sensitivity density as continuous time function
Sj(ti) Sensitivity density of a volume fraction at timepoint ti
Sij Discrete sensitivity value
t Time
tr Last timepoint of the system response
tmin,max Smallest/largest timepoint
vm Eigenvectors of A
Vk Volume of model cells within finite volume
ω Angular frequency
x, y, z Coordinates in space
∗ Convolution operator
Multidimensional TEM inversion (chapter 4)
αn Step length of n’th iteration
βn Conjugation scalar
c(λ), c(ψd, ψm) Generalized cross validation and L-curve
c2 > 0 Constant real value of Armijo type line search
C1st,2nd First and second order smoothness operators







mˆa,b Starting (prior) models
muj Upper boundary of j’th model parameter
n Iteration number
Nc Number of Bits of a A/D-converter
ψd, ψm Data misfit norm and roughness
p Real valued factor for the standart deviation
rˆn Normal distributed random number






x, y, z Coordinates in space
Appendix A
a+/− Damping coefficients within a layer
a Real valued variable
A Loop radius
A(z, k, ω) TE-impedance
A
+/−
n TE-impedance for in-/out-going wave within layer n
b Real valued variable
F (z, k, ω) TM-impedance
F
+/−
n TE-impedance for in-/out-going wave within layer n
γ(k, h) Reflection coefficient for wavenumber k and depth h
hn Hight of the n’th layer
HEDx Horizontal electric dipole in x-direction
HMDx Horizontal magnetic dipole in x-direction
R Cylinder radius
un Discrete wavenumber of layer n
VMD Vertical magnetic dipole
x, y, z Coordinates in space
Appendix B
α Projection value
A Ride hand side matrix
β Projection value
b Left hand side vector




L Lower triangular matrix
Nt Threshold of singular values
p Intermediate vector storing ATr
P Preconditioner
q Intermediate vector storing Ap
r Residual vector
Σ Singular value matrix
si Singular value
ui Row vector of the upper triangular matrix




A Ride hand side matrix
b Left hand side vector
Cd The data covariance matrix
Cm The prior model covariance matrix
CM The posterior model covariance matrix (MCM)
Cov(X) Covariance of X
H Hessian matrix of second derivatives
mˆ Prior model
R Resolution matrix
S Sensitivity matrix
x Solution vector
