Abstract. Let A be a k by n underdetermined matrix. The sparse basis problem for the row space W of A is to nd a basis of W with the fewest number of nonzeros. Suppose that all the entries of A are nonzero, and that they are algebraically independent over the rational number eld. Then every nonzero vector in W has at least n ? k + 1 nonzero entries. Those vectors in W with exactly n ? k + 1 nonzero entries are the elementary vectors of W. A simple combinatorial condition that is both necessary and su cient for a set of k elementary vectors of W to form a basis of W is presented here. A similar result holds for the null space of A where the elementary vectors now have exactly k + 1 nonzero entries. These results follow from a theorem about nonzero minors of order m of the (m ? 1)st compound of an m by n matrix with algebraically independent entries, which is proved using multilinear algebra techniques. This combinatorial condition for linear independence is a rst step towards the design of algorithms that compute sparse bases for the row and null space without imposing arti cial structure constraints to ensure linear independence.
a method to compute a sparse vector in the null space of the given matrix, and a mechanism for ensuring linear independence when previously computed null vectors are augmented with the new null vector. To keep the time complexity of null basis algorithms low, the latter is achieved by insisting that the null basis be a trapezoidal matrix, that is, a matrix of the form h B 1 L i where L is either an identity matrix or a lower triangular matrix with nonzero diagonal elements. However, this might be a severe restriction on the structure of the null basis since there may be sparser null bases that are not trapezoidal.
The fundamental question that we consider is the following: Given an underdetermined matrix A whose nonzero elements are algebraically independent, is there a combinatorial condition that characterizes a set of linearly independent vectors in the row space (or null space) of A? By a combinatorial condition we mean a condition that uses only the zero-nonzero structure of the set of vectors. This question was raised as an unsolved problem in 9]. 1 A solution to this problem will enable us to design algorithms for computing sparse bases for the row and null space without imposing arti cial structure constraints to ensure linear independence.
Since we are concerned only with sparse bases, we can restrict our attention to elementary vectors of the subspace (Fulkerson 3] , Rockafellar 10] , and Tutte 12] ). (This restriction is necessary to obtain a nontrivial solution of the problem.) Accordingly we now turn to a discussion of elementary vectors. Let x = (x 1 ; x 2 ; : : :; x n ) be a vector in the n-dimensional real vector space R n . The support of x is the subset of f1; 2; : : : ; ng given by supp(x) = fi : x i 6 = 0g. Now let W be a subspace of dimension k of R n . An elementary vector of W is a nonzero vector of W whose support is minimal, that is, does not properly contain the support of any nonzero vector of W. It is easy to verify that two elementary vectors of W with the same support are scalar multiples of each other and hence, up to scalar multiples, W has only nitely many elementary vectors. It is also easy to verify that the elementary vectors of W span W. It follows that a sparsest basis of W contains only elementary vectors. Thus it is natural to look for a basis of W among its elementary vectors.
Hence a more precise statement of the problem is to combinatorially characterize a set of linearly independent elementary vectors in the row space or the null space of an underdetermined matrix whose nonzero elements are algebraically independent. This problem turns out to be quite di cult, since the set of supports of the elementary vectors of a subspace W can have an intricate structure. However, we now consider a situation in which the set of supports of the elementary vectors has a simple structure, and in this case, we provide a combinatorial characterization of linear independence.
Our proof of this result uses techniques from multilinear algebra.
Let A be a k by n matrix that is nondegenerate in the sense that every submatrix of A of order k is nonsingular. Then the support of each elementary vector in the row space of A has cardinality n ? k + 1 and each subset of f1; 2; : : : ; ng of cardinality n ? k + 1 is the support of some elementary vector (see the next section). Similarly the support of each vector in the null space of W has cardinality k + 1 and each subset of f1; 2; : : : ; ng of cardinality k + 1 is the support of some elementary vector. Even in the restrictive case in which W is the row space or null space of a nondegenerate matrix, it seems di cult to determine if a set of elementary vectors of W is linearly independent. The linear independence of elementary vectors of such subspaces W does not in general depend only on the supports of the elementary vectors. Thus we need a more restrictive assumption than nondegeneracy.
A k by n matrix A is generic if all of its kn elements are nonzero, and they form an algebraically independent set over the rational number eld Q. If A is generic over Q, then obviously every submatrix of A of order k has a nonzero determinant. Hence, generic matrices are nondegenerate.
In this paper we identify a necessary and su cient condition that must be satis ed by the supports of the elementary vectors of the row space (respectively, null space) of a generic matrix in order that the elementary vectors be linearly independent. This condition leads to a polynomial algorithm for determining whether a set of elementary vectors in one of these two subspaces is a basis.
Let J = fJ 1 ; J 2 ; : : :; J t g be t subsets of f1; 2; : : :; ng each of cardinality m ? 1. Then J satis es the m-intersection property provided j \ i2P J i j m ? jPj (8P f1; 2; : : : ; tg; P 6 = ;):
The main results of this paper, as they apply to the row space and null space problems, are the following two theorems. The combinatorial conditions given in these two theorems can be used to test the linear independence of a set of elementary vectors in polynomial time. We now show how this can be accomplished for the row space.
Let P be a nonempty subset of f1; : : :; kg. The condition in Theorem 1.1 can be restated as j i2P I i j n ? k + jPj; since j \ i2P I i j + j i2P I i j = n. Without loss of generality, assume that the rows in P are numbered P = f1; : : : ; pg. The last inequality yields j i2Pnfpg I i n I p j jPj ? 1 (8P f1; 2; : : :; pg; p 2 P):
If we let X denote the k by n matrix with rows x(I 1 ); x(I 2 ); : : :; x(I k ), then this is the set of Philip Hall conditions for the submatrix X f1; : : : ; p?1g; I p ] to have a row-perfect matching.
We can use the above condition to test the linear independence of a set of elementary vectors in the row space when a partial basis of p ? 1 rows is augmented by a newly computed row p. We assume inductively that the partial basis satis es the k-intersection property. Now when the p-th row is added to the partial basis, we check whether the submatrix in the preceding paragraph has a row-perfect matching. If it does, then clearly every set P 0 P that includes p satis es the k-intersection property. Also, every set P 0 P that does not include p satis es the k-intersection property by the inductive hypothesis. Hence the k-intersection property for row space bases can be checked by solving k maximum matching problems. The matchings can be computed in O(k 1:5 e) time, where e is the number of nonzeros in the sparse row basis. Theorems 1.1 and 1.2 are consequences of a theorem (Theorem 2.1) about compound matrices, and we brie y review this matrix construction. Let X be a p by q matrix and let r be a positive integer with r p; q. Let S r;p denote the sequence of all subsets of f1; 2; : : : ; pg of cardinality r ordered lexicographically. Similarly, let S r;q denote the sequence of all subsets of f1; 2; : : : ; qg of cardinality r ordered lexicographically. The r th -compound of X is the p r by q r matrix C r (X) with rows indexed by S r;p and columns indexed by S r;q whose entry in the position corresponding to K in S r;p and 4 L in S r;q is the determinant det X K; L] of the submatrix of X with row indices in K and column indices in L. An important fact about compounds is that the multiplicative property C r (XY ) = C r (X)C r (Y ) holds. In particular, if X is a square nonsingular matrix of order n and Y = X ?1 , then C r (X)C r (X ?1 ) = C r (I n ) = I N , where N n r , and hence C r (X) is nonsingular. Notice that if X is a square matrix of order n, then C n?1 (X) is, up to multiplication of some of its rows and columns by ?1, the adjoint of X.
The rest of this paper is organized as follows. In Section 2, rst we show that the problem of linear independence of a set of elementary vectors (of the row space and null space) of a k by n nondegenerate matrix A is equivalent to the problem of determining whether the determinant of a certain submatrix of the (k ? 1)th compound matrix is nonzero, then we show that k-intersection property must be satis ed. However, to prove the converse for generic matrices, we must show that the k-intersection property implies that this determinant is not identically zero. Since the determinant of a submatrix of C k?1 (A) is an expression involving determinants of submatrices of A of order k ?1, we are faced with the task of showing that it is not a determinantal identity. 2 We conclude Section 2 by stating our main result (Theorem 2.1) about compound matrices. In Section 3 we discuss certain concepts in multilinear algebra, namely, tensor spaces and exterior vector spaces that are needed to obtain our results. In Section 4 we state our main theorem (Theorem 4.1) in multilinear algebra. In Section 5 we apply this theorem to prove Theorem 2.1. In Section 6 we give the proof of the main theorem. In Section 7 we make a few concluding remarks and state a conjecture. Thus the columns of Z, and hence the columns of (2.4), are linearly dependent if J 1 ; J 2 ; : : : ; J t do not satisfy the m-intersection property.
Our main result about compound matrices asserts that for generic matrices, the converse holds as well. (2.6) then the columns of (2.5) are linearly independent. Theorem 2.1 is proved in Section 5.
3. Tensor and exterior spaces. We refer the reader to Marcus ( 6] and 7]) for the basic multilinear algebra discussed in this section. As already pointed out, our task is made more complicated by the fact that we have to show that a certain expression is not a determinantal identity. The multilinear algebra is needed (apparently) to show the existence of certain numbers without actually being able to construct them.
Let W be a n-dimensional vector space over R. 4. A theorem in multilinear algebra. We now formulate a theorem concerning exterior spaces that enables us to solve our original problems concerning bases for the row space and null space of a generic matrix. In the next section we show how this theorem and a combinatorial lemma can be used to prove Theorems 1.1 and 1.2. In the nal section we prove the multilinear algebra theorem. It will be convenient to use the language of projective geometry and algebraic varieties to describe the theorem.
We obtain an equivalence relation on points in R N+1 by de ning two points x = We now come to the main theorem, the proof of which is given in the nal section. We will make use of this representation of the inner product in the remaining sections of the paper.
5. Proofs of Theorems 1.1,1.2 and 2.1. Before applying Theorem 4.1 to compound matrices, we prove the following lemma that may be of interest in its own right. Hence consider the situation when there exists a subset P with jPj 2 that satis es the m-intersection property (5.1) as an equality. We show that then f1; 2; : : :; tg can be partitioned into maximal subsets that satisfy (5.1) as equalities. It follows that there exists a partition fP 1 ; P 2 ; : : : ; P`g of f1; 2; : : : ; tg into` 1 sets such that (5.1) holds with equality for each P i and j \ i2Q I i j = m ? jQj implies that Q P i for some i:
We proceed to show how the set I t+1 may be chosen in this situation. Let x be any element of \ i2P 1 An argument is needed to derive the converse of Theorem 1.2 from Theorem 2.1, since the assumption that the matrix A is generic does not imply that the matrix B (de ned in Section 2), whose row space is the null space of A, is generic. But we shall overcome this by rst choosing a generic B and then de ning A.
Assume rst only that A is a nondegenerate matrix and the sets fI 1 ; I 2 ; : : :; I t g satisfy the (n ?k)-intersection property. Since the entries of each elementary vector are polynomials in the entries of A, it follows that the elementary vectors in the null space of A, y(I 1 ); y(I 2 ); : : : ; y(I t ), are linearly dependent if and only if the determinantal polynomial vanishes identically for every submatrix of order t of the t by n matrix Y formed by these elementary vectors. The theorem follows if we can show that there exists at least one nondegenerate k by n matrix A of rank k for which y(I 1 ); y(I 2 ); : : :; y(I t ) are linearly independent, for then at least one of these determinantal polynomials does not vanish identically. Let B be an n?k by n generic matrix. Let x(I 1 ); x(I 2 ); : : :; x(I t ) be elementary vectors of the row space of B with supports I 1 ; I 2 ; : : :; I t , respectively. Choose A to be any k by n matrix of rank k such that AB T = O. Since This proof is technically the most demanding part of the paper, and hence we provide a sketch of our proof technique before we embark on proving the theorem. The necessity of the dimension intersection property is the easier part of the proof. We use dimension counting arguments to show that certain subspaces occurring in the determinantal representation (4.3) of the inner product (4.2) have nontrivial intersection, leading to a large zero submatrix that makes the determinant zero. Su ciency is harder, and is proved by induction on m, by showing that when the dimension intersection property is satis ed there exists a subspace X of dimension m, constructed using U ? 
