ABSTRACT
generating circadian periodicity, the temporal aspect of gene expression is seldom addressed in courses in genetics, biochemistry metabolism, or nutrition. This neglect may be explained partly by the lack of a tool to demonstrate the importance of the elements of time and quantity. However, with the advent of personal microcomputers, it is now possible to address this area without requiring that students first learn differential calculus. One aim of this review is to show that a user-friendly program for mathematical modeling can be used to produce general models of gene expression. Such models permit one to predict how much time will elapse before a gene product achieves a new steady-state concentration, and how much nuclear precursor, mRNA, or protein will be found at specific intervals after the rate of transcription (or any other control) changes. It is also possible to use the computer to link the process of gene expression with its metabolic consequences, and to incorporate the feedback controls that are a fundamental part of all regulated systems. When Berlin and Schimke (1, 2) proposed that the timedependence of enzyme induction to new steady-state levels was related to the half-lives of individual proteins, their analysis focused on the rates of enzyme formation and degradation without reference to the processes involved in mRNA synthesis.
Their kinetic model assumed a constant rate of production in the initial and final steady states, and a rate of elimination that was proportional to enzyme concentration. The Fig. 2A) . However, the amount of product retained per unit of time cannot exceed the rate of synthesis, which equals 1 unit/h in the example shown (note that the amount of product retained per h approaches the rate of synthesis shown by the horizontal line in Fig. 2A) . Therefore, as the half-life grows longer, the steady-state concentration becomes an ever-higher multiple of the rate of synthesis. When the half-life equals 0.693 time units, the decay constant will equal 1 time', and the steady-state concentration will equal the rate of synthesis; this crossover will occur no matter what the absolute rate of synthesis may be. For example, at a halflife of 6.93 h, the decay constant would equal 0.1 h', and the concentration at the new steady state would equal 10 times the hourly rate of synthesis. Therefore, a much longer period would be needed to reach a new equilibrium compared to the example with a half-life of 0.693 h. As a rule of thumb, a new steady state will be reached after a period equal to five halflives has elapsed. The effect of half life on the rate of approach to steady state can be shown by taking the ratio between the amount of product retained during each unit of time and the total amount needed to achieve This relationship is thought to be valid over a wide range of rates of synthesis, with the result that unstable molecules (or intermediates that are converted rapidly to products in linked, first-order reactions) attain new steady-state values quickly.
CREATING
A COMPUTER
PROGRAM TO ANALYZE GENE EXPRESSION
If gene expression is defined as the entire set of processes that leads to the accumulation of biologically active proteins, then the period needed to fully express genetic information is a function of the time constants for all the steps combined. Typical rates for each of the main processes are shown in Table 1 , but each process can potentially be used as a point of control. Rates that differ greatly among genes include initiation of transcription and the rates of decay for individual mRNAs and proteins, which are known to vary by more than 100-fold. focuses on events that occur in the nucleus, yet computer programs based on kinetic models that include these events have not been made available. Therefore, the induction and decay of the major intermediates shown in Fig. 1 were simulated using the rates of processing or decay shown in Table 2 . For comparison, induction of a protein (or mRNA) with the same half-life was modeled using the single compartmental model (1-3). The initial rate of synthesis was set at zero, and this was increased to a value of 1 after 2 hours (Fig. 3A) (Fig. 3A) . The rate of formation of each product is equal to the concentration of the previous intermediate multiplied times the rate parameter for conversion. Suppose that the pool of unprocessed precursor is designated T, the mature, nuclear mRNA is N, the cytoplasmic mRNA is R, and the protein product is P. The zero-order rate of formation of primary transcripts equals Xi, the rate of transcription; the rate of formation of processed, nuclear mRNA equals X3T, and the rate of formation of cytoplasmic mRNA equals X5N (Fig. 1) .
The following equations can be written to express the concentration of each product at steady) state:
X3]/[(X2+ >'e)(X4+>)]
(Eq. 1) ' In this example, the rate of protein synthesis was arbitrarily set at 100 mol of protein per mole of mRNA per hour, which is low compared to rates in tissues such as liver.
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in concentration of mRNA in the cytoplasm would be expected to be influenced relatively little by the nuclear events.
'.E 3\ When all these points are considered together, the picture q. that emerges suggests that the main points of control over eukaryotic gene expression will include transcriptional processes, stability and translatability of cytoplasmic mRNA, and sta-(Eq. 4) biity and/or activity of the protein product.
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Figure 3. Predicted time course for induction and decay of nuclear mRNA precursors, mRNA, and protein after the rate of transcription changes. A computer program2 was generated using STELLA II based on the kinetic model shown in Fig. 1 with the kinetic parameters shown in Table 2 . A) Time course of accumulatmon of products after the stimulus; due to the difference in scale for the different intermediates ( Predicted results for changing each of the potential control points in mRNA metabolism are shown in Fig. 4 . A change in transcription is expected to produce an equivalent increase in the level of mRNA and protein that will be complete after a period equal to about five protein half-lives has passed (Fig. 4A) . However, a change in the rates of precursor processing or nucleocytoplasmic export produced relatively little effect under the conditions of the simulation (Fig. 4B ).
Altering these two mechanisms is predicted to produce similar responses if the mRNA precursor and the mature, nuclear mRNA are degraded at the same rates (Eqs. [2] [3] [4] (Fig. 4D) , indicating that this is an effective control point.
A final prediction of this kinetic model is that a change in the half-life of the cytoplasmic mRNA or the protein would be expected to produce a large effect on the time course of induction because X6 and X8 are equivalent to time constants for change in product concentrations in the cytoplasmic compartment (24). In contrast, the time scale for change of mRNA precursors and processed transcripts is expected to be rapid, as dictated by X2 + X, and X4 + X5. For most eukaryotic mRNAs, the rate of cytoplasmic decay is much slower than the rates of the nuclear processes, and the change ADVANTAGES OF POSTTRANSCRIPTIONAL
CONTROLS
The concentrations of total mRNA and protein in mammalian tissues have upper limits; for mRNA in liver, the normal value is about 0.1 mg/g wet weight, and for protein, it is about 150-200 mg/g. Therefore,
there is a limit to how many genes can be fully expressed at any moment, and the set of expressed genes could not change in nondividing cells without differential decay of gene products. The drawback to relying solely on transcription as a control mechanism is the significant delay that precedes full gene expression, which is related to the half-life of the mRNA and all the nuclear events needed to generate mature mRNA.
The microcomputer can be used to compare the predicted time frame for adaptation through transcription, translation, To do so, a model was generated with STELLA II in which newly synthesized mRNA entered a nontranslated pool, with reversible interconversion to a translated form. The protein that was generated by translation was assumed to be inactive, but could be activated rapidly by a covalent modification, such as phosphorylation.
A simulation was performed on the assumption that the half-lives for the mRNA and protein were 2 h and 4 h, respectively, whereas the half-time for translational activation or covalent activation was 5 mm. The results shown in Fig. 5 show that covalent modification provides the fastest response by far, but that translational control can shorten the response by several hours compared to purely transcriptional controls. The system is better buffered against possible changes if certain critical mRNAs can be maintained in a translationally inactive form with a switch mechanism that permits rapid initiation of protein synthesis. When this happens, the rate of protein synthesis can attain a maximum value within minutes, and the encoded protein can accumulate according to its half-life without prior need to activate the gene or produce mature mRNA. This appears to be the course taken for ferritin H and L chains, with an initiating mechanism that is related to the concentration of hematin or Fe2 in the cell (31). Likewise, the activation and inactivation of preexisting enzymes by reversible, covalent modifications has the great advantage of rapid interconversions. It is impossible for mammals to achieve this rapid rate of enzyme production by genetic means, owing to the time needed to complete the steps involved in synthesis of mRNAs and proteins.
LEVELS OF CONTROL OF GENE EXPRESSION
The kinetic model of gene expression depicted in Fig. 1 such specificity can be imparted by ribonucleoprotein particles, RNA binding proteins, and small, nuclear RNAs suggests that mechanisms will be established for controls over processing or decay of additional nuclear mRNA precursors. An extreme instance of a postulated, posttranscriptional mechanism is the 1000-fold higher expression of alkaline phosphatase mRNA in an osteoblast cell line relative to a hepatoblastoma cell line (38). The two cell lines transcribed the gene from the same promoter at about the same rate, and the cytoplasmic mRNA was stable in both lines, suggesting that rapid decay of the nuclear precursor in the hepatoblastoma caused the difference in expression.
Potential also exists for controls over export of the mature mRNA (39). Although it is not representative of usual mRNA metabolism, an excellent example is the ability of the Rev protein product of the HIV virus to control the exit of spliced and unspliced transcripts to the cytoplasm. The Rev protein binds to specific sequences in the RNA transcript that are postulated to control splicing, export, or both processes in a coupled mechanism (40, 41). Numerous controls over mRNA stability in the cytoplasm have been documented (42). The iron-responsive element is noteworthy in its ability to control the rate of decay of the transferrin receptor mRNA by binding to elements in the 3'-untranslated region, and to control translation of the ferntin H and L-chain mRNA by binding to elements in the 5, untranslated segment (31). Fewer examples exist for controls over protein stability but exceptions include the phosphorylationdependent degradation of the cyclins, which are degraded rapidly at the onset of mitosis (43). In the case of ornithine decarboxylase, evidence suggests that polyamines and asparagine may alter the translation of the mRNA, but also affect the stability of the mRNA and enzyme, in part due to production of an antizyme that binds to the enzyme (44, 45). It is now evident that some genes make use of nearly every possible control mechanism.
For instance, the balance between production of cholesterol in the body and uptake from the diet is controlled by the genes that encode hydroxymethylglutaryl coA-synthase and reductase, the affect metabolism but also trigger the flow of information back to the gene by way of trans-acting factors; and the complexity that is inherent in networks with hierarchical organization. In many cases, the catalysts that express the information that is latent in genes affect products that terminate the signals for activating the genes, as is true in the ability of isoprenoids and sterols to inhibit transcription of several genes involved in cholesterol metabolism (46).
The kinetic model described here is an extension of the principles introduced by Monod, Schimke, and colleagues (1 -3) for the analysis of enzyme induction. Just as the increase in published sequences for genes, mRNAs, and proteins has necessitated the use of computers to integrate and evaluate the data, so is the use of computers warranted to integrate and compare data concerning rates of transcription, nuclear mRNA dynamics, and posttranscriptional controls over synthesis and decay of enzymes and other proteins. Fortunately, several programs have been devised for microcomputers that not only provide an excellent introduction to mathematical modeling, but that can be used as tools in this endeavor. Some programs enable differential equations to be generated and solved, and others include the capability to fit primary data to the model and extract kinetic parameters that provide the best fit. A great advantage of kinetic modeling is that it forces the investigator to ask questions concerning the effect of specific perturbations on the behavior of the system, and microcomputers can be used to provide general predictions based on current ideas. For example, enzyme induction alters and coordinates metabolic processes, and kinetic modeling could be used to introduce students to the relationship between genetic adaptation and biochemical controls (48, 49 
