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Recently, there have been many studies on deep generative models 
that can learn representations of data and generate new samples. We 
consider learning representations of target attributes and representations 
of the other attributes and how to disentangle them in deep generative 
models, and introduce a new Variational AutoEncoder (VAE) based 
generative model named as MMVAE (Multiple Mutual information 
elements VAE). The objective function of MMVAE can enhance 
attribute-factorized representations by regularizing multiple mutual 
information elements. Specifically, we construct a framework that 
explicitly regularizes mutual information of each pair among attributes, 
ii 
 
attribute representations, and the other representations by adopting 
Mutual Information Neural Estimation (MINE, Belghazi et al., 2018). In 
the model, the objective function consists of an evidence lower bound 
and three mutual information regularizers. The formulation corresponds 
to a minimax game, where a group of parameters in autoencoder is 
optimized to minimize the objective function while another group in 
mutual information regularizers is optimized to maximize the objective 
function. We demonstrate, through a series of experiments on CelebA 
datasets, that the model can learn the target attribute representations and 
the other representations in better factorized forms and that these 
factorized representations are useful for generating images with the 
target attributes. 
 
Keywords: deep generative model, representation learning, attribute 
factorization, regularizing multiple mutual information elements 
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Chapter 1. Introduction 
 
 
Recently, artificial intelligence (AI) has attracted considerable 
attention due to its diverse application areas and an infinite amount of 
potential. In the early days of artificial intelligence, researches were 
restricted to simple models, such as linear regressions, logistic 
regressions, support vector machines, and decision trees. Using the 
simple models, artificial intelligence cannot solve complex problems 
containing extremely tangled pattern structures in a data space of an 
amount of dimensions. These problems include tasks that are relatively 
easy and intuitive for human beings, such as recognition objects in 
images and understanding context in sentences. But, thanks to the 
success of deep neural networks, artificial intelligence started to solve 
the complex problems using a hierarchy concept which mimics an 
operation of a human brain. Now, many people look forward to artificial 
intelligence which can diagnose disease in medicine, diagnose failure in 
industry, translate foreign language, analyze scientific data, and interpret 
sentences or videos. 
One of the most interesting and challengeable research area of 
artificial intelligence is to construct a deep generative model which can 
generate new data samples that the model have never learned before. 
The deep generative models are expected to draw images using desired 







Figure 1. Structure of variational autoencoder. It can learn bi-
directional mapping between a data space and representation space by 
its encoder and decoder. 
 
literary style, and compose music using desired mood and rhythm on 
behalf of human beings in the near future. The most successful deep 
generative models are variational autoencoder (VAE, Kingma & Welling, 
2013), generative adversarial net (GAN, Goodfellow et al., 2014), and 
their variants. Such models learn a mapping from a latent representation 
space to a data space, such as natural language and images, in the decoder 
of VAE or the generator of GAN. Especially, VAE and its variants also 
learn a counter-directional mapping from a data space to a latent 
representation space by the encoder as shown in Figure 1. Thus VAE-
based models can be used to manipulate the shape of the latent 






example by adjusting its representations in the latent space (Lample et 
al., 2017). 
VAE learns the compact and smooth representation in the latent 
space. Figure 2 represent the smooth change of representation in the 
latent space. Thus VAE-based models can generate various kinds of 
samples by varying latent variables for representation in the latent space. 
A small change of semantically specific meaningful attributes in the data 
space, for example the change of tilting angle in a digit-image, is well 
matched to a small change toward a specific direction of latent value in 
the latent space. However in the plain VAE, we cannot force the specific 
 
Figure 2. Manifold of MNIST learned by VAE (Kingma & 






latent variables to learn desired attributes. Matching between latent 
variables and desired attributes is simply determined by an uncontrolled 
process during the training and initial random setting of model 
parameters. In order to overcome this limitation, conditional variational 
autoencoder (CVAE, Sohn et al., 2015) uses true label data of the 
attributes. Then, the model can learn a mapping from the true label and 
latent representation space to the data space in a supervised manner. In 
other words, CVAE can conditionally generate samples using the desired 
attribute information. 
Although CVAE-based models have achieved impressive progress 
generating attribute-conditional images, the latent space including the 
attribute information is not entirely separated from the latent space 
including the other representation information. Consequently, CVAE 
cannot preserve the attributes when it generates samples by changing 
latent variables of the other representations (Bao et al., 2017). For 
example, when CVAE generates images of a man wearing eyeglasses 
(the desired attribute is eyeglasses), it could be difficult to preserve the 
eyeglasses when we change the other representations including hair color, 
skin tone and age, etc. 
One of the key challenges in the recent deep generative models is 
how to factorize the desired attribute information and the other 
representations information of data examples into different latent spaces 
in a disjoint way. We call the representation learned in latent spaces by 
the disjoint property attribute-factorized representation. If a deep 





model can manipulate desired attribute representations and the other 
representations independently. And then, the model can also generate 
data samples which contain the desired attributes and preserve the other 
representations and vice versa. To achieve learning the attribute-
factorized representation in the encoder of VAE, there have been several 
researches based on CVAE including Fader Networks (Lample et al., 
2017), IFcVAE-GAN (Creswell et al., 2017), and CSVAE (Klys et al., 
2018). We will introduce these models in section 2.2. Unlike these 
models, our model (MMVAE: multiple mutual information VAE) 
explicitly regularizes multiple mutual information elements during the 
training process, between each pair among true attribute labels, attribute 
representations, and the other representations. 
In information theory, mutual information is a powerful measure of 
the dependence between two random variables. It quantifies the total 
amount of information obtained from one random variable when another 
random variable is observed. Figure 3 shows the relationship between 
entropy and mutual information of two random variables. Notice that the 
mutual information 𝐼(𝑋; 𝑌)  corresponds to the intersection of the 
information in 𝑋 with the information in 𝑌 (Cover & Thomas, 2012). 
The mutual information 𝐼(𝑋; 𝑌)  between two continuous random 








𝐼(𝑋; 𝑌) = ℎ(𝑋) − ℎ(𝑋|𝑌) = ℎ(𝑌) − ℎ(𝑌|𝑋)
= ℎ(𝑋) + ℎ(𝑌) − ℎ(𝑋, 𝑌)






However, this integral is usually intractable except for special cases such 
as Gaussian joint density. Also, almost always there is no way to know 
the probability distributions of representation variables in a neural 
network. There are several methods to approximate the mutual 
information using the empirical distribution related to data examples, 
such as a binning method (Shwartz-Ziv & Tishby, 2017), a k-nearest 
neighbors based model (Kraskov et al., 2004), and a kernel density 
estimator based model (Kolchinsky et al, 2017). The state of the art is 
 
Figure 3. Venn diagram of Relationship between entropy and 





Mutual Information Neural Estimation (MINE, Belghazi et al., 2018). 
This method offers the tight lower bound of the true mutual information 
by using neural network estimator. MINE will be discussed in more 
detail in section 2.3. We employ MINE to approximate the mutual 
information in MMVAE. 
We analyze and compare the previous works in chapter 2. Next we 
propose research questions, and introduce MMVAE and methods 
evaluating the models in chapter 3. We show and discuss qualitative and 
quantitative results of experiments in chapter 4. In the last chapter, we 








Chapter 2. Related Works 
 
 
In this chapter, we first describe variational autoencoder (VAE, 
Kingma & Welling, 2013) and conditional variational autoencoder 
(CVAE, Sohn et al., 2015) which form the basis of our model. Next, we 
describe the recently developed models for factorizing the desired 
attribute information from the other representation information, and then 
compare these models. And finally, we introduce Mutual Information 
Neural Estimation (MINE, Belghazi et al., 2018) that is used for 
approximating the mutual information. 
 
2.1 VAE and CVAE 
 
 Each of VAE and CVAE consist of an encoder and a decoder that 
use neural networks. Unlike VAE, CVAE uses variable y, which is true 
attributes or class labels, as inputs for both encoder and decoder as shown 
in Figure 4. Thus CVAE can learn a mapping from a latent representation 
space with specified attributes to a data space and also can generate 
samples with the desired attributes. Both models optimize the tractable 
evidence lower bound (ELBO) instead of maximizing intractable 
marginal log likelihood. Then their loss functions are the negative ELBO, 
which becomes the upper bound of negative marginal log likelihood. 








− log 𝑝𝜃(x) ≥ −𝔼𝑞𝜙(z|x)[log 𝑝𝜃(x|z)] 
+𝐷𝐾𝐿 (𝑞𝜙(z|x)||𝑝(z)), 
(2-1) 




The first term of the loss function for each model means reconstruction 
error, while the second term (the Kullback-Leibler (KL) divergence) acts 
as a regularizer which make a latent space dense. 
 
2.2 Recent Works for Attribute-Factorization 
 
In this section, we briefly analyze and compare several deep 
 
(a) VAE                      (b) CVAE 
Figure 4. Encoder and decoder for VAE and CVAE. The 
variables x, y, and z are the data example, the true attribute label, and 
the representation, respectively. Shaded nodes indicate conditioning 





generative models that use attribute information to generate desired 
images. Figure 5 shows illustrations of these models. All of them use 
attribute label (y) and additional neural networks to regularize 
dependency between an attribute and other nodes as shown in red boxes. 
Fader Networks (Lample et al., 2017) uses a discriminator to 
classify attributes (y) from representation (z), as a regularizer in its loss 
function. The discriminator is trained to answer the correct attribute, 
while encoder (𝐸𝜑) is trained to deceive the discriminator as the method 
in GAN (Goodfellow et al., 2014). Then, to make a mapping to 
representation, encoder uses only the information except the attribute 
information that data example (x) originally includes. In this case, 
representation tend to be independent of the attribute. 
CVAE-GAN (Bao et al., 2017) uses a similar discriminator to 
classify attributes (y) from reconstructed samples ( x̂ ). In that case 
reconstructed samples can contain the attribute information more 
confidently, but representation cannot well separate from the attribute 
information, namely, encoder ( 𝐸𝜑 ) cannot learn attribute-factorized 
representation. 
IFcVAE-GAN (Creswell et al., 2017) use both discriminators in 
Fader Networks and CVAE-GAN. Thus representation (z) can be 
independent of the attribute (y), and reconstructed samples can contain 
the attribute information. 
But, these three models use the true attribute label (y) directly 
instead of an additional attribute representation variable as the input to 















Figure 5. Structure of each model. (a) Fader Networks, (b) CVAE-
GAN, (c) IFcVAE-GAN, (d) InfoGAN, (e) CSVAE. (b) and (c) are 





variables but discrete variables, usually binary. The labels explain simple 
high-level information (ex. wearing eyeglasses), but not details (color of 
lens or thickness of the frame) contained in data examples (x). Hence it 
is superior to add an attribute representation variable to learn the detailed 
features related to the binary labels in data examples (Klys et al., 2018). 
InfoGAN (Chen et al., 2016) uses an additional attribute 
representation variable (c), whose mutual information with reconstructed 
samples (x’) is aimed to be maximized. The mutual information is 
approximated using pre-set 𝑝(c) and an approximation of 𝑝(c|x′) via 
an auxiliary neural network (MIψ). In the model, the prior distributions 
of attribute representation variable (c) and the variable for the other 
representations (z) are pre-determined by the user. As a result, those two 
variables can be definitely independent. However, we cannot choose 
which of attributes are learned in attribute representation variable (c) due 
to the absence of an encoder. 
CSVAE (Klys et al., 2018) also use an additional attribute 
representation variable (c), which has minimized mutual information 
with the other representation variable (z). However it cannot manipulate 
dependency between the attribute representation and the other 
representations. Hence the attribute representation variable can 
erroneously contain the other representation information even though the 
other representation variable can be independent of true attribute (y). 
This model approximates mutual information using pre-set 𝑝(y) and 




















Fader Net min. dep(z, y) - O O X 
CVAE-GAN Max. dep(x’, y) min. dep(z, y) O O X 
IFcVAE-GAN 
Max. dep(x’, y) 
min. dep(z, y) 
- O O X 
InfoGAN Max. dep(x’, c) min. dep(z, c) X X O 
CSVAE min. dep(z, y) 
min. dep(z, c) 
Max. dep(y, c) 
O O O 
 
In both models of InfoGAN and CSVAE, mutual information 
approximators use the pre-set prior distribution, 𝑝(c)  or 𝑝(y) . 
Provided that such a prior distribution is not given, the approximator 
cannot estimate mutual information because it is intractable to calculate 
the marginal distribution. For this reason, the mutual information 
between attribute representation variable (c) and the other representation 
variable (z) in CSVAE cannot be calculated using this approximator. We 





We summarize the properties of each model in Table 1. The red and 
bold letters indicate their weaknesses that are insufficient to learn 
attribute-factorized representation. 
Unlike the above-mentioned models, there are several generative 
models that manipulate attribute representations without using the true 
labels of the attribute in an unsupervised manner. One of the mainstream 
is style-transfer and cross-domain image generation based unsupervised 
GAN (Taigman et al., 2016, Li et al., 2016, Huang et al., 2017, Karras et 
al., 2019). Especially, Karras et al. proposed a novel style-based 
generator architecture that can selectively transfer various levels of 
aspects or features as well as the overall style of the image (Karras et al., 
2019). But, these models cannot manipulate a given specific attribute in 
contrast to the supervised ones. 
Another stream aims to learn structured and disentangled 
representations in VAE-based model (Higgins et al., 2017, Kim et al., 
2018, Chen et al., 2018, Esmaeili et al, 2019). They decompose the KL-
divergence terms in evidence lower bound (ELBO) of VAE and 
regularize it in various ways in training, so that the various information 
on the images is disentangled in the representation space. After training, 
several axes in the representation space can represent independent 
attributes regardless of whether the attributes are included in the label or 
not. Chen et al. (2018) reported that 15 attributes had been discovered 







2.3 Mutual Information Neural Estimation 
 
Mutual Information Neural Estimation (MINE) is based on 
Donsker-Varadhan representation (Donsker & Varadhan, 1983) of KL 












where the first supremum is taken over all functions T and second 
supremum is taken over a subset of functions possible to be represented 
as 𝜃 such that each expectation is finite. 
Mutual information is equivalent to the Kullback-Leibler (KL) 
divergence between the joint and the product of the marginals of two 
random variables. Therefor the lower bound of the mutual information 
can be represented as 
 




𝑇𝜃]) = 𝐼Θ(x; z). 
(2-4) 
 
𝑇𝜃  can be constructed using sufficiently large neural networks and 
proper training. Then, 𝐼𝛩 becomes a very tight lower bound of true MI 





Leshno et al., 1993) of neural networks. 
In the previous section, InfoGAN and CSVAE regularize 
dependency between two variables by introducing mutual information 
term as a regularizer in their loss function. But they cannot handle the 
mutual information between any variables whose prior distributions are 
unknown. To solve the problem, we employ MINE in our VAE-based 
generative model to calculate a tight lower bound of the true mutual 
information using only empirical distributions even if the prior 
distributions are unknown. Then we can explicitly regularize the mutual 
information because MINE can calculate a tight lower bound regardless 






Chapter 3. Research Questions 
and the Proposed Method 
 
 
Considering previous works, we first present research questions for 
our studies in this chapter. Next, we discuss how we build and materialize 
our model to answer the research questions. Methods for evaluating 
conditional generative models are introduced as well in this chapter. 
 
3.1 Research Questions 
 
This study aims to construct a new model and loss function to 
enhance independent relation between attribute representations and the 
other representations, namely to learn attribute-factorized 
representations in VAE-based generative models using the concept of 
mutual information. We consider the following two research questions. 
 
 RQ 1. How should the model and loss function be enhanced to 
better learn attribute-factorized representations in VAE-based 
generative models? 
 
 RQ2. What is a proper strategy to train VAE-based generative 










We have constructed MMVAE to learn attribute-factorized 
representation by regularizing mutual information among variables of a 
true attribute (y) and latent variables (z, c) as shown in Figure 6. There 
are three pairs of variables whose the mutual information is regularized 
in MMVAE. First, we maximize 𝐼(c; y) in order to make c contain all 
the information related to the desired attributes. The supremum 𝐼(c; y) 
is equal to 𝐻(y), which is easily calculated from empirical distribution 
of attribute labels. Second, 𝐼(z; y) is minimized so that z never includes 
the information related to the desired attributes. Third, 𝐼(z; c) is also 
minimized to make z and c independent. We use MINE method to 
calculate the tight lower bound of the three mutual information values. 




First, we introduce the basic evidence lower bound for our VAE-
based model except mutual information terms. This basic ELBO is the 
same as that of CSVAE (Klys et al., 2018). 
Let 𝒳 be a data domain and 𝒴 be a domain of attributes assigned 






Figure 6. Structure of MMVAE. The model approximates and 
regularizes mutual information between each pair of three variables of 
a true attribute (y) and latent variables (z, c). 
 
 
element y𝑖 ∈ {0, 1}, where 𝑘 is the number of attributes of x we are 
interested in. A training dataset 𝒟  is {(x(1), y(1)), … , (x(𝑁), y(𝑁))} 
with x(𝑖) ∈ 𝒳 and y(𝑖) ∈ 𝒴. A whole latent space for representation in 
 
Figure 7. Graphical model of the true generation. y represents a 






MMVAE is 𝒵 × 𝒞 . Here c𝑖  is element of c = {c1, … , c𝑘} ∈ 𝒞  and 
usually has 1 or 2 dimensions to contain information associated with only 
the attribute y, and 𝒵 has much more dimensions to contain all the rest 
of the information. 
In our setting, the true generation process of data x is shown in 
Figure 7. Therefore joint log-likelihood of (x, y, c, z) can be decomposed 
as 
 
log 𝑝𝜃(x, y, z, c) 
= log 𝑝𝜃(x| z, c) + log 𝑝(z) + log 𝑝(c|y) + log 𝑝(y). 
(3-1) 
 
Using a posterior 𝑞𝜙(z, c| x, y)  approximated by a encoder in the 
MMVAE, a lower bound of the model evidence is given by 
 
log 𝑝𝜃(x, y) 
= log 𝔼𝑞𝜙(z, c| x, y)[𝑝𝜃(x, y, z, c) 𝑞𝜙(z, c| x, y)⁄ ] 
≥ 𝔼𝑞𝜙(z, c| x, y)[log 𝑝𝜃(x, y, z, c) 𝑞𝜙(z, c| x, y)⁄ ], 
(3-2) 
 
in which Jensen’s inequality is used because the log function is concave. 
Then, if log 𝑝𝜃(x, y, z, c) is substituted by (3-1) the ELBO of MMVAE 






𝐸𝐿𝐵𝑂 = 𝔼𝑞𝜙(z, c| x, y)[log 𝑝𝜃(x| z, c)] 
−𝐷𝐾𝐿 (𝑞𝜙(z| x, y)||𝑝(z)) 
−𝐷𝐾𝐿 (𝑞𝜙(c| x, y)||𝑝(c| y)) + log 𝑝(y), 
(3-3) 
 
where log 𝑝(y) is constant in the dataset, so we can ignore this term 
when the objective function is optimized. 
 
3.2.2 Mutual Information Regularization 
 
As mentioned in section 2.2, Klys et al. (2018) also use a regularizer 
to reduce mutual information 𝐼(z;y)  in CSVAE. They approximate 
𝐼(z;y) as follows, 
 
𝐼(z;y) = 𝐻(y) − 𝐻(y|z) 
≈ 𝐻(y) + 𝔼𝑞𝜙(z| x)𝒟(x) [∫ 𝑞𝛿(y| z) log 𝑞𝛿(y| z) 𝑑yy ]. 
(3-4) 
 
In (3-4), 𝐻(y) can be calculated accurately because the value of 
𝑝(y) can be obtained almost precisely from the dataset. Also, since the 
values of label y is fixed, it is possible to optimize 𝑞𝛿(y| z). However, 
attribute representation variable c doesn’t have its fixed distribution or 
values. Therefore 𝐼(z;c) cannot be approximated in the same way as (3-
4). To solve this problem, we borrow the MINE method. 





preceding ELBO term. Each is approximated in MINE-manner and can 
be a tight lower bound of mutual information using a function T 
composed of a proper neural network which is parameterized by 𝜈, 𝜓, 
or 𝜒  respectively. When a minibatch (X, Y)𝑀 = {x(𝑖), y(𝑖)}
𝑖=1
𝑀
 is a 
randomly drawn sample of M data-points from the training dataset 𝒟, 
three regularizers are given by  
 
𝐼𝜈(c; y)𝑀 = 𝔼ℙ̂cy
(𝑀)[𝑇𝜈(c,y)] − log 𝔼ℙ̂𝑐
(𝑀)
⨂ℙ̂𝑦
(𝑀)[exp (𝑇𝜈(c,y))], (3-5) 
𝐼𝜓(z; y)𝑀 = 𝔼ℙ̂𝑧𝑦
(𝑀)[𝑇𝜓(z,y)] − log 𝔼ℙ̂𝑧
(𝑀)
⨂ℙ̂𝑦
(𝑀) [exp (𝑇𝜓(z,y))], (3-6) 
𝐼𝜒(z; c)𝑀 = 𝔼ℙ̂𝑧𝑐
(𝑀)[𝑇𝜒(z,c)] − log 𝔼ℙ̂𝑧
(𝑀)
⨂ℙ̂𝑐
(𝑀) [exp (𝑇𝜒(z,c))], (3-7) 
 
in which ℙ̂(𝑀)  is the empirical distribution associated with M i.i.d. 
samples. The empirical distributions including z or c are obtained by 
sampling from 𝑞𝜙(z, c| x, y). The products of the empirical marginal can 
be also obtained by independent sampling from each distribution. Those 
regularizers have to be maximized by optimizing their parameters 
because each is the lower bound of mutual information. This 
maximization of the regularizers should be going along while 







3.2.3 Objective Function 
 
The last term in (3-3) which is constant can be ignored in the 
objective function. And the expectations of the ELBO on 𝑝(x, y) can 
be carried out by Monte Carlo estimates on minibatches. Then the 
complete objective function on a minibatch is given by 
 


















− 𝛼𝐼𝜈(c; y)𝑀 + 𝛽𝐼𝜓(z; y)𝑀 + 𝛾𝐼𝜒(z; c)𝑀, 
 
(3-8) 
where 𝛼 , 𝛽 , and 𝛾  are hyperparameters of positive values and the 
mutual information terms correspond to the equations from (3-5) to (3-
7). Note that the sign in front of 𝐼𝜈(c; y)𝑀 in (3-8) is minus because we 
designed the objective function so that the encoder make 𝐼(c; y) 
maximized. The objective function is minimized by optimizing the 





regularize the mutual information. And it also maximized by optimizing 
the parameters 𝜈, 𝜓, and 𝜒 in order to maximize the lower bound of 
each mutual information. In other words, that is the following minimax 










To train the minimax game including MINE, we need a proper training 




We adopt Gaussian distributions as follows to represent prior and 
conditional distributions as usually used in VAE-based models: 
 
𝑝(z) = 𝒩(z|0, 𝐈), (3-10) 
𝑝(c𝑖|y𝑖=𝑗) = 𝒩(c𝑖|𝜇𝑖,𝑗 , diag(𝜎𝑖,𝑗
2 ) ), (3-11) 
𝑞𝜙(z|x) = 𝒩 (z|𝜇𝜙(x), diag (𝜎𝜙
2(x))), (3-12) 
𝑞𝜙(c|x, y) = 𝒩 (c|𝜇𝜙(x, y), diag (𝜎𝜙
2(x, y))), (3-13) 
𝑝𝜃(x|z,c) = 𝒩 (x|𝜇𝜃(z, c), diag (𝜎𝜃
2(z, c))). (3-14) 
 





objective function because two KL divergence terms in (3-8) are 
analytically solved. We choose 𝜇𝑖,𝑗 and 𝜎𝑖,𝑗
2  arbitrarily in (3-11) so that 
c is adequately separated by the value of y𝑖. A data example x contains 
all of the information with respect to an attribute y, so encoded z is 
conditionally independent of y given x. For this reason we use 𝑞𝜙(z| x) 
instead of 𝑞𝜙(z| x, y) to encode z in (3-12). 
The expectation over the product of the marginal distributions in (3-
4) to (3-7) is estimated using empirical values which are sampled 
marginally (not jointly) from each marginal distributions. 
To train the minimax game (3-9), we adopt the strategy updating 
two groups of the parameters alternatively. First group of the parameters 
is 𝜃 and 𝜙 in the encoder and decoder. Second is 𝜈, 𝜓, and 𝜒 in the 
networks which compute mutual information. The detailed procedure is 







Algorithm 1 Minibatch training of the objective function (3-8) in MMVAE. 
𝜃,  𝜙, 𝜈, 𝜓, 𝜒 ← Initialize parameters 























(𝑖)(𝜙), y̅(𝑖))]𝑀𝑖=1 ) 








(𝑖)(𝜙), y̅(𝑖))]𝑀𝑖=1 ) 




(𝑖)(𝜙), c(𝑖)(𝜙))]𝑀𝑖=1 − log (
1
𝑀
∑ [exp 𝑇𝜒 (z
(𝑖)(𝜙), c̅(𝑖)(𝜙))]𝑀𝑖=1 ) 
Update parameters by ascending its gradient: 
∇𝜈,𝜓,𝜒 [𝐼𝜈(c; y)𝑀 +  𝐼𝜓(z; y)𝑀 + 𝐼𝜒(z; c)𝑀] 
Update parameters by descending its gradient: 
∇𝜃, 𝜙𝐿










3.4 Evaluation Methods 
 
We consider two methods for quantitatively assessing how well a 
VAE-based model learns the attribute-factorized representation. Each of 
them assesses an encoder or decoder, respectively. 
Firstly, mutual information between attribute representations (or 
true attributes) and the other representations used in a model is a good 
metric to evaluate how well the encoder learned the attribute-factorized 
representation. MINE allow us to estimate mutual information between 
variables used in the model after or during training. Even though a testing 
model using MINE calculates a lower bound of the mutual information, 
the bound is known to be tight when a sufficiently large size neural 
network is used in MINE. So, if the bound converges toward zero, we 
can think that the model has learned the attribute-factorized 
representation well. It is not the case that we use the same functions in 
the testing model and the regularizer (3-7) of the objective function. The 
testing model is completely different function from 𝐼𝜒(z; c) used in the 
objective function (3-8) even when the architectures of both neural 
networks are identical to each other. The testing model is newly trained 
using the values of the representation variables saved after training the 
minimax game (3-9), so the values of parameters are entirely different 
within both neural networks. 
Secondly, there is another method to evaluate how well the decoder 
generates data samples containing given attributes by using the attributes 





used attributes from reconstructed samples. The classifier is trained from 
an original dataset independent of our model. Then classifier learns key 
features needed to judge attributes from the original dataset. If the 
decoder can generate the samples that well contain any of attributes we 
want, then the classification error must be low in the samples generated 
by the decoder. In fact, the classification error is affected not only by the 
decoder but also by the encoder. If the encoder cannot learn the attribute-
factorized representation well, the decoder using the representation as 
inputs also cannot learn a proper method to exploit the attribute-
factorized representation. 
We will use these two methods to assess MMVAE and compare it 






Chapter 4. Experimental Results 
 
 
In this chapter, we first introduce the experimental setting, such as 
dataset, network architectures, and optimizers, for implementing 
MMVAE. Then, we show both qualitative and quantitative evaluation 
results. 
 




We used the image dataset of CelebA (Liu et al., 2015), which 
consist of over 200,000 of face images with 40 different binary-labelled 
attributes for each image. We cropped the face region into 138 × 138, 
and then resized it into 64 × 64 pixels to reduce the required computing 
resource. As the result, the data domain X has images with 12,288 
dimensions. The attributes used in the experiments are ‘Eyeglasses’ and 
‘Male’. We used the whole set of images as the dataset or its subset 
CelebA-Glasses (39579 images) to mitigate unbalanced portion of the 
‘Eyeglasses’ attribute as in Klys et al. (2018). 
The model was trained on the 150,000 images of the CelebA or the 
30,000 images of the CelebA-Glasses. Half of the remainder was used as 






4.1.2 Architecture of Neural Networks and Training 
 
We used three kinds of neural networks to implement the encoder, 
decoder and mutual information regularizers, respectively. 
Let 𝐶𝑛 be a Convolution-BatchNorm-leakyReLU layer, in which 
Convolution uses n filters of size 4 × 4 with a stride of 2 and a padding 
of 1 (CNN, LeCun, 1989, Ioffe and Szegedy, 2015, Maas et al., 2013, 
Lample et al., 2017). And let 𝐹𝐿𝑛  be a full connection-BatchNorm-
leakyReLU layer with the width of n. The encoder consists of the 
following layers: 
 
𝐶32 − 𝐶64 − 𝐶128 − 𝐶256 − 𝐶512 − reshaping − 𝐹𝐿512×2 
𝐶256+2𝑘 − 𝐶256+2𝑘 − reshaping − 𝐹𝐿2𝑘×2 
 
The mean and standard deviation of the latent representation variable z 
are calculated as the results of 𝐹𝐿512×2 , and those of the attribute 
representation variable c are calculated as results of 𝐹𝐿2𝑘×2. That is, z 
and c have dimensions of 512 and 2𝑘, respectively. In the 𝐶256+2𝑘, the 
one-hot vectors ([1, 0] or [0, 1]) representing the true binary attributes y 
are concatenated to each hidden layers to encode the attribute 
information in c. Here, k is the number of used attributes. 
Now, let 𝑇𝐶𝑛  be a transposed Convolution-BatchNorm-ReLU 
layer with n filters, in which transposed Convolution is used for the up-





ReLU layer with a width of n. The decoder consists of the following 
layers: 
 
𝐹512×2×2 − reshaping − 𝑇𝐶256+2𝑘 − 𝑇𝐶128+2𝑘 − 𝑇𝐶64+2𝑘 − 𝑇𝐶32+2𝑘 
 
In each 𝑇𝐶𝑛, the attribute representation variable c is concatenated to 
each layers. 
For the mutual information regularizers, we used fully connected 
networks which consist of 7 hidden layers with a width of 512. 
The Adam algorithm (Kingma and Ba, 2014) was used as the 
optimizers during all training. We use an initial learning rate of 0.001 and 
scheduler with milestones = {2𝑖|𝑖 = 0, 1, 2, … } and decay rate = 0.75 
for training the encoder and decoder. For training mutual information 
regularizers, a fixed learning rate of 0.00001 was used. 
In 𝐸𝐿𝐵𝑂 , we didn’t tune any hyperparameters on two KL-
divergence terms even though many studies have used them to improve 
the quality of generated images or regularize the representation space 
(Klys et al., 2018, Higgins et al., 2017, Chen et al., 2018). This is because 
the purpose of our study is not to improve the quality of generated images 
or to confirm the effect of KL-divergence terms in VAE but to confirm 
the effect of regularizing mutual information between each variable. For 
that reason, only the hyperparameters on the mutual information 
regularizers were adjusted. Also, in our experimental setting, we have 
confirmed the attribute representation space is very well divided by the 





𝐸𝐿𝐵𝑂  (3-3) as shown in Figure 8. This means that the mutual 
information between c and y is already at its maximum (same as 𝐻(y)) 
even without regularizing 𝐼𝜈(c; y)𝑀 (3-5). Therefore we have dropped 
this regularizer term in our experiments. However, if the conditional 
distribution (3-11) of c is complicated or the weight hyperparameter for 
the second KL-divergence term in 𝐸𝐿𝐵𝑂  is very small, then the 
regularizer 𝐼𝜈(c; y)𝑀  could be useful to maximize the mutual 
information between c and y.  
 
 
Figure 8. The two dimensional attribute representation space is 
perfectly divided by the y value. Here we let 𝜇𝑖,0 = (0, 0), 𝜎𝑖,0 =
(0.1, 0.1) and 𝜇𝑖,1 = (3, 3), 𝜎𝑖,1 = (1, 1). These are arbitrary to set 





4.2 Experimental Results 
 
We compare three models including revised-CVAE (r-CVAE), 
CSVAE, and MMVAE for qualitative and quantitative evaluation. We 
newly made r-CVAE in which additional attribute representation is 
included to the original representation in conventional CVAE. r-CVAE 
has the same representation space as CSVAE and MMVAE but does not 
have any mutual information regularizer. CSVAE have only one 
regularizer on 𝐼(z; y) . On the other hand, MMVAE can have three 
regularizers on 𝐼(c; y), 𝐼(z; y) and 𝐼(z; c). 
 
4.2.1 Qualitative Results 
 
As shown in Figure 9(b) and 9(c), MMVAE, like CSVAE, can 
manipulate the ‘Eyeglasses’ attribute by changing attribute 
representation values while fixing other representations. Also, it can 
represent various sub-attributes of the 'Eyeglasses' attribute such as 
thickness of a frame and lens darkness. It is arbitrary, not specified, 
which sub-attributes are associated with axes in the attribute 
representation space. Although various sub-attributes are represented by 
changing the value in the attribute representation space, the remaining 
features are almost unchanged in the images. From the results, we can 
see that the attribute information is effectively separated from other 
representation information and each information is encoded in different 






(a) r-CVAE                 (b) CSVAE               (c) MMVAE 
Figure 9. Generated images on CelebA-Glasses by each of the 
models trained using the ‘Eyeglasses’ attribute. The locations of the 
images on a 5×5 image-panel correspond to the point set of 
{(𝑐0, 𝑐1)|𝑐0, 𝑐1 ∈ {−0.5, 0.5, 1.5, 2.5, 3.5}}  in the attribute 
representation space (Figure 8). Left-top corresponds to (-0.5, -0.5). 
 
regularizers suggested in MMVAE and CSVAE. 
On the other hand, r-CVAE is able to represent sub-attributes only 
to a limited extent. It cannot control frame thickness and lens darkness 
simultaneously (It control only frame thickness in upper images or only 





   
Figure 10. Attribute changed images on CelebA by MMVAE. 
Used attributes are ‘Male’ and ‘Eyeglasses’.  
  
information cannot be separated from other representation information. 
Consequently, when the attribute information is changed, color of 
background is also changed. That's because r-CVAE does not have a 
mutual information regularizer, so some of information related to the 
background color is incorrectly encoded in the attribute representation 
variable c. 
Figure 10 shows the results of manipulating two attributes, ‘Male’ 
and ‘Eyeglasses’ independently. We train MMVAE using two attributes 
simultaneously. In each row on image panels, same z value is used but c 
values are randomly selected from the conditional distribution 𝑝(c| y). 
Each column corresponds to y values of (0, 0), (0, 1), (1, 0), and (1, 1) 
for (‘Male’, ‘Eyeglasses’) respectively. Depending on the independent 
choice of the attributes, the features related to the attribute shown in the 





shows that attribute information is disentangled onto each axis in 
attribute representation space and also disentangled from other 
representation information by MMVAE. 
 
4.2.2 Quantitative Results 
 
To evaluate how well each VAE-based model factorizes attributes 
and other representations, we estimate mutual information between 
attribute representations c (or true attributes y) and other representations 
z. Mutual information can be approximated very tightly by MINE. To do 
this, in each model, z and c values are calculated and stored by its 
encoder during training. After training, new MINE networks are trained 
from stored z, c, and y values, and then, the networks can calculate 
mutual information of each pair among z, c and y on test dataset. The 
architectures of the new MINE networks are same to the mutual 
information regularizers in MMVAE. 
First, we evaluate the change in mutual information depending on 
the hyperparameters 𝛽  and 𝛾 used for the mutual information 
regularizer 𝐼𝜓(z; y)𝑀 and 𝐼𝜒(z; c)𝑀 in the objective function (3-8) of 
MMVAE. Another hyperparameter 𝛼 for 𝐼𝜈(c; y)𝑀  is set to 0 as 
mentioned in section 5.1.2. In Figure 11, 𝐼(c; y) has its maximum value 
𝐻(y)(= 0.918 bits) regardless of 𝛽 and 𝛾 because the attribute 
representation space is already strongly regularized by second KL-
divergence term in ELBO. In contrast, 𝐼(z; y) and 𝐼(z; c) decrease as 






Figure 11. Mutual information depending on the hyperparameters 
𝛽 and 𝛾 in MMVAE. To calculate the values of mutual information, 
a MINE network are trained newly for each data point. 
 
information during training the model, the trained model has lower 
values of 𝐼(z; y) and 𝐼(z; c). When the hyperparameters were over 1, 
we found that the quality of images became degraded because the 
weights on mutual information regularizers were too much compared to 
negative log-likelihood in ELBO. In the subsequent results, we used 1 
for both of 𝛽 and 𝛾 in MMVAE since we could not find any further 
improvement in the independent optimization of the two 
hyperparameters. 
Figure 12 shows trends of validation loss and mutual information 
in the training procedure of the r-CVAE without the MI regularizer. 
𝐼(c; y) is rapidly saturated at its maximum value before one epoch. This 
indicates that the attribute representation is very easy to learn the 






Figure 12. Trends of (a) validation loss and (b) mutual 
information values during training r-CVAE on CelebA-Glasses.  
 
𝐷𝐾𝐿 (𝑞𝜙(c| x, y)||𝑝(c| y)) is minimized and 𝑞𝜙(c| x, y) converges to 
𝑝(c| y) between epoch of 100 and 200. In that region, the mutual 
information between z and c increases steeply above 𝐼(c; y) (red plot 
on Figure 12(b)). This means that c has begun to include additional 
representation information in addition to attribute information. For that 
reason, when generating images using r-CVAE with fixed z and changing 
c, some features unrelated to the attribute are changed as well (Figure 
9(a)). However, MMVAE and CSVAE can suppress the increase of 
𝐼(z; c) by using mutual information regularizers as shown in Figure 13. 






Figure 13. Trends of mutual information values during training 
MMVAE and CSVAE on CelebA-Glasses. 
 
MMVAE regularizes 𝐼(z; c) to be minimized explicitly unlike CSVAE 
in which the regularization is impossible due to its method 
approximating mutual information. The values of mutual information 
after training of 1000 epochs of three models are shown in Table 2. The 
values of 𝐼(c; y) are close to its maximum in all models by the second 
KL-divergence term in their ELBO (3-3), but 𝐼(z; y) and 𝐼(z; c) have 
the lowest values in MMVAE. It confirms that MMVAE best learns the 
attribute-factorized representations. 
We confirm how well each model represent desired attributes in 
images when it reconstruct the images. To do this we use an attribute 
classifier using a convolutional network pre-trained on original dataset. 
Accuracy of the classifier is 98.46 percent on original test dataset. The 
images to be tested are generated by swapping the at tribute-





Table 2. Mutual information between each pair among z, c, and y 
on each model. Each is the mean±standard deviation of five values 
approximated by MINE method. 
Mutual information (bits) 
 𝐼(c; y) 𝐼(z; y) 𝐼(z; c) 
r-CVAE 0.895±0.014 0.245±0.005 1.391±0.044 
CSVAE 0.909±0.012 0.210±0.018 0.498±0.051 
MMVAE 0.908±0.016 0.175±0.017 0.400±0.025 
 
 
representations of z and c is extracted from original images by the 
encoder of each model, and the values of c are replaced with the values 
sampled from 𝑝(c|y) given the attributes opposite to the original. The 
decoder then reconstructs the images containing the opposite attribute. 
We classify reconstructed images whose the attributes have been 
swapped by each model, using the pre-trained classifier. The results are 
shown in Table 3. Since MMVAE has learned to distinguish between 
attribute representations and other representations, the model represents 
desired attributes well on the images by changing only attribute 
representation values when reconstructing images. If the attribute-
factorized representation is not well learned in a model, attribute 
information of the original images remains in z, so that the desired 
attribute may not be represented well in the generated images even if the 





Table 3. Accuracy of classification of images reconstructed by 
each model using the swapped attribute of ‘Eyeglasses’ on CelebA-
Glasses. 
 r-CVAE CSVAE MMVAE 









Chapter 5. Conclusion 
 
 
5.1 Conclusions  
 
We have designed a new VAE-based model for generating images 
with the given attributes, where separating attribute information and the 
rest of the information is achieved by explicitly enforcing mutual 
information conditions between the two information sets to be 
minimized. In particular, explicit regularization for the separation of 
these two sets of information in representation space was not possible in 
the previous works, but we made it possible by adopting MINE in our 
model. We confirmed through the experiments on CelebA dataset that 
the encoder of the model learns the attribute representation and the other 
representation in a better factorized form, by demonstrating that 𝐼(z; y) 
and 𝐼(z; c) in the model have smaller values than those in r-CVAE and 
CSVAE. We also showed, through showing generated images and 
classification results, that the given attributes are better represented in 
images when the images are generated by the decoder of the model using 
the learned attribute-factorized representation space. Even though 
MMVAE has been demonstrated only in the task of generating images, 
it can extend the application range to the other domains such as 
translation, speech generation, composition and so on, using the core 








The contributions of this thesis can be summarized as below. 
 
 We constructed MMVAE and its objective function, which can 
better learn attribute-factorized representations by explicitly 
regularizing mutual information between attributes 
representation and the other representation variables. 
 
 We established a proper strategy to train VAE-based generative 
models while simultaneously calculating a tight lower bound of 
mutual information by adopting MINE. It differs from the 
previous works in that it can approximate the mutual 
information even if marginal distributions of variables are 
unknown in a VAE-based model. 
 
 We confirmed the trends of mutual information during training 
CVAE-based models. Without a mutual information regularizer, 
the mutual information between representations increases 









this, there are two disadvantages even though MMVAE is successful. 
First, each mutual information term is composed of its own neural 
network to calculate a lower bound of mutual information as tightly as 
possible. Therefore more computing resources are needed to train the 
model. Second disadvantage is related to the hyperparameter 
optimization due to the extra hyperparameters for mutual information 
regularizers. If we want to increase the quality of the image or want to 
shape the representation space better into prior distribution, the number 
of hyperparameters increases to the number of weights terms of the 
ELBO (3-3). It might be helpful to use proper hyperparameter 
optimization strategies such as Spearmint (Snoek et al., 2012), TPE 
(Bergstra et al., 2011), and SMAC (Hutter et al., 2011), but another 
problem is that there is no integrated metric to evaluate the performance 
of the VAE-based models. The evaluation of the quality of the images 
produced is subjective, either personally or through the Mechanical Turk 
platform (Lample et al., 2017, Salimans et al., 2016, Wang, et al., 2018), 
and these evaluations cannot be used for the aforementioned 
hyperparameter optimization strategies. There is also no metric to 
evaluate generative models of whether a distribution over reconstructed 
samples can be well generated similar to the original data distribution 
having various modes. Therefore, many studies related to generative 
models have made use of arbitrary metrics that show only the specific 
utility of their models. 
Another limitation of our works is related to quality of generated 





attribute-factorized representation, that is irrelevant to generating good 
images like the original. To improve the quality of the generated images 
in VAE-based models, order strategies are needed such as modifying 
networks or using a discriminator like VAE/GAN (Larsen et al., 2016). 
In addition, MMVAE is limited to a supervised method that uses 
labels included in dataset. Therefore, attributes whose labels are not 
included in the dataset cannot be manipulated in the model. There are 
several generative models manipulating attribute representations even if 
those are unsupervised models and don't use any labels, as mentioned in 
the end of section 2.2. These models have the potential to learn and 
manipulate the attributes representation without labels. However there is 
a difference from MMVAE in that it is not guaranteed to learn the 
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최근, 데이터의 표현 (representation)을 학습하고 새로운 
샘플을 생성 할 수 있는 심층 생성 모델에 대한 연구가 
활발하다. 우리는 특정한 속성 (attribute) 및 다른 속성과 
관련된 표현들의 관계를 고려하여, 이들을 심층 생성 모델에서 
어떻게 구분하여 처리할지에 대해 고찰하였다. 본 연구에서는 
다수의 상호 정보량 (mutual information) 성분을 정규화하여 
표현에서 속성의 요소분리를 강화시킬 수 있는, 변분법적 
오토인코더 (Variational Autoencoder, VAE) 기반의 새로운 생성 
모델 (MMVAE : Multiple mutual information VAE)과 목적 함수를 
소개한다. 특히 Mutual Information Neural Estimation (MINE, 
Belghazi et al., 2018)을 채택하여, 속성의 레이블, 속성 표현 및 
다른 표현 사이의 상호 정보량를 명시적으로 정규화하는 
프레임 워크를 구성하였다. 이 모델에서 목적 함수는 증거 
하한값 (evidence lower bound, ELBO)과 세 개의 상호 
정보량으로 구성된다. 이는 미니맥스 게임 (mini-max game)에 





최소화하도록 최적화되지만 상호 정보량의 매개 변수 그룹은 
목적 함수를 최대화하도록 최적화 된다. 우리는 CelebA 데이터 
세트에 대한 일련의 실험을 통해, MMVAE가 속성 표현과 다른 
표현을 더 잘 구분하여 학습할 수 있고 이렇게 학습된 속성-
요소분리된 표현 (attribute-factorized representation)은 주어진 
속성을 포함하는 이미지를 생성하는 데 유용하다는 것을 
입증하였다. 
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