Abstract. This paper contributes to the development of the field of augmented Lagrangian multiplier methods for general nonlinear programming by introducing a new update for the multipliers corresponding to inequality constraints. The update maintains naturally the nonnegativity of the multipliers without the need for a positive-orthant projection, as a result of the verification of the first-order necessary conditions for the minimization of a modified augmented Lagrangian penalty function.
Introduction
We consider the general nonlinear programming problem, in the format min f (x), s.t. h(x)G0, x¤0,
Therefore, it is possible to consider an augmented Lagrangian penalty function in the variables x, parameterized by the penalty parameter µH0 and the multiplier w¤0, of the primal variables x k by solving the problem min P(x; w k , µ k ), s.t. x¤0,
for some w k ¤0 and µ k H0. Then, the outer iteration provides a formula to update w for the next iteration,
This formula results naturally from the first-order necessary conditions for problem (4) and guarantees the nonnegativity of the new multiplier estimate w kC1 . In this paper, we establish the local convergence properties of the new multiplier method based on (4)- (5) for general programming problems of the form (1) . Although the analysis presented here has a lot in common with the proof of local convergence for the original multiplier method (Ref. 1), several difficulties inherent to the nature of the new update had to be overcome. In particular, it is shown that the neighborhood of local convergence is smaller than in the original multiplier method [see (13)]. The new multiplier method was developed originally in Ref. 3 for nonlinear optimization problems of the form
where it was assumed that the partial Jacobian of c with respect to y is square and invertible. The paper is structured as follows. In Section 2, we describe the new multiplier method for (1) in more detail. Then, the local convergence properties are presented in Section 3. In Section 4, we state some conclusions and comments. The proof of the main result of the local convergence analysis, stated in Theorem 3.2, is given in the Appendix of the paper (Section 5).
New Multiplier Method
A point x satisfies the first-order necessary optimality conditions for problem (1) if there exist λ∈‫ޒ‬ m and w∈‫ޒ‬ n such that © of h(x) has full rank in Ω.
We point out that an implementation of the multiplier method (with or without a globalization scheme) could require only first-order or secondorder derivatives.
To derive the first-order necessary conditions for problem (3), we need first to calculate the gradient of P(x; w, µ) with respect to x. First, we note that
Equation (9a) provides an update formula for the multipliers corresponding to the constraints x¤0, that is the basis of the multiplier method considered in this paper. The penalty function P, together with the penalized problem (3) and the equation (9a), suggest a new multiplier method to solve the nonlinear programming problem (1), which is presented below without any globalization strategy.
Algorithm 2.1.
Step 0. Choose initial values µ 0 for the penalty parameter and w 0 for the approximation of the multipliers. Step 1. For kG0, 1, 2, . . . , do the following steps.
The local convergence analysis of the multiplier method, based on Algorithm 2.1, is presented in Section 3 and corresponds to the analysis given in Bertsekas (Ref. 1) for the traditional augmented Lagrangian multiplier method.
Local Convergence Analysis
The study of the rate of local convergence of the multiplier method (as described in Algorithm 2.1) requires the second derivatives of the penalty function P(x; w, µ). One can show easily that the Hessian matrix of P(x; w, µ) is given by
We start by showing that the penalty function P(x; w, µ) exhibits some exactness properties. The result stated in the next theorem will be helpful later in the analysis of the local convergence, in particular the fact that the Hessian of P(x; w, µ) is positive definite for µ in (0, µ*], where µ*H0 is specified later, provided that x satisfies the second-order sufficient conditions for the original problem (1) with multipliers λ(x, w) and w. λ(x, w) ) satisfies the second-order necessary [resp. sufficient] conditions for the original problem (1), with multipliers w corresponding to x¤0, then there exists µ*H0 such that x satisfies the second-order necessary [resp. sufficient] conditions for the penalized problem (3), for this w and for any µ∈(0, µ*].
Proof. We start by pointing out that, because the matrix
Thus, from the fact that x satisfies the first-order necessary conditions for the original problem (1) with multipliers λ(x, w) and w, we conclude that x satisfies also the first-order necessary conditions (9) for the penalized problem (3) with multipliers w Gw. Now, let us prove the result concerning the second-order sufficient conditions. For this purpose, let ∆x satisfy 
Theorem 3.2 can be used to state the basic local convergence properties of the multiplier method given in Algorithm 2.1, which we summarize in the next corollary. 
and
In both cases, we have
Proof. The limits (16), (17), (19) follow from inequality (14b). The limit (18) is a consequence of (14a). ᮀ It is also worthwhile to note that the multipliers update (15) can be seen as an approximation to the steepest ascent iteration applied to the dual function associated with problem (12); see Ref. 3 for details on how this was carried out in the context of problem (6).
Conclusions and Future Research
The augmented Lagrangian multiplier method proposed in this paper is based on the solution of a sequence of bound-constrained minimization problems. Each outer iteration of the method involves the minimization, within the bounds, of the augmented Lagrangian penalty function P(x; w, µ) for specific values of the penalty parameter µ and the multipliers w. The evaluation of P(x; w, µ) and its gradient requires the solution of systems of linear equations with ∇h(x) © ∇h(x). The gradient of P(x; w, µ) involves a cross term where second-order derivatives of the problem functions f and h appear. Thus, each inner or minor iteration [i.e., each iteration of the iterative process applied to minimize P(x; w, µ) within the bounds] is relatively costly.
This augmented Lagrangian multiplier method was proposed originally in Ref. 3 for a class of nonlinear programming problems with a structure arising from optimal control or design [see (6) ]. There, the role of the matrix ∇h(x) of the advantages and disadvantages of the class of augmented Lagrangian multiplier methods.
Appendix: Proof of the Main Result
We prove here the main result of local convergence established in Theorem 3.2. We will use the following notation. The symbol e represents a vector of ones with appropriate size and e i denotes a vector whose ith component is unity and the other components are zero. Also, for any vector û, V is the diagonal matrix for which the diagonal elements are the elements of û.
Although the structure of the proof follows the one in Ref. 1, Proposition 2.4, we have additional difficulties here due to the presence of the bound constraints on the variables. Another difficulty arises when dealing with the cross term in the multipliers update. This term is not multiplied by 1͞µ k but involves w k . A consequence of having to handle this extra term is that the region D* in (13) becomes smaller than the one in Ref. 1, Proposition 2.4, where instead of min{δ, δ͞µ} we only have δ͞µ.
We need first to organize some of the calculations that will appear later. The derivative of
s(x)G[∇h(x)
that we write as for all (r, s, µ)∈B(K, δ). Using (25c) and the strict complementarity of the pair (x*, w *), and reducing ( and δ if necessary, one can show easily that, for all (r, s, µ)∈B(K, δ), 
