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Abstract-Least-squares spline approximations can be calculated very efficiently if the data are given 
at the nodes of a rectangular mesh. If data values are missing at some grid points, still the algorithm 
can be used by fixing appropriate values for the missing data. Two simple methods are described 
for finding such values. 
1. INTRODUCTION 
This paper is concerned with the problem of fitting, in the least-squares ense, a bicubic 
spline with given knots to a set of measured data. I.e. we are given data values z, at points 
(x,, JJ,), r = 1,2, . . . , m and wish to determine, among all bicubic splines s(x, y) with knots 
i.,, i=O,l,... , g + 1 in the x-direction and pj, j = O,l, . . . , h + 1 in the y-direction, the 
function which minimizes 
Q = f (z, - 4% Ja*. 
,=I 
Using the B-spline representation for bicubic splines, i.e. 
where M,(x) and Nj@) denote the normalized cubic B-splines defined on the knots Li, 
A+ 1,. . . , &+4. resp. pj, pji+l, . . . , /++4, this problem results in the computation of the 
(1) 
coefficients cij as the least-squares olution of the m x (g + 4)(h + 4) system 
(3) 
which may be written in matrix form as 
Ac=z. (4) 
Hayes and Halliday [I], describe how this system can be solved efficiently. For, if the 
coefficients c,, (the elements of c) and the values z, (the elements of z) are arranged in an 
appropriate manner, the observation matrix A gets a special bandstructure of which then 
full advantage can be taken. We shall refer to this method as the general data set (GDS) 
method. If the data are given at the nodes (x,, y,), q = 1,2, . . . , m,; r = 1,2, . . . , m, of a 
rectangular mesh, the least-squares problem can be tackled even more efficiently (see e.g. 
[2]). For, then one can take account of the fact that A is the Kronecker product of two band 
matrices of small size (m, x (g + 4) resp. m2 x (h + 4)) and bandwidth (4 against 3g + 16 
for A). Therefore if the number of data points and knots is large, one can obtain a 
spectacular eduction in computation time and memory requirements with this specific full 
grid (FG) method. 
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Now, in many approximation problems of engineering and physics the data are given 
at the nodes of a grid indeed, but practically or even theoretically it is not possible to get 
data values z,, at each point (xq, y,). In other practical problems we are given data values 
at every grid point but, inaccurate as they are, some of them should better be dropped. The 
aim of this paper is therefore to describe a computational method for finding the 
least-squares pline s(x, y) for such cases, by still using the FG-algorithm. The underlying 
idea is the following: Let (X,, Y,), p = 1,2, . . . , A4 (M 4 m,mJ be the missing grid points. 
If we fix function values Z,, p = 1,2, . . . , A4 at these points, we can solve a FG-problem. 
Let S(x, y) be the corresponding least-squares pline and S,, p = 1,2, . . . , A4 the values of 
this spline at the points (X,, Y,). Then by contradiction, one can easily prove that S(x, JJ) 
will be the requested spline s(x, y) only if the values 2, are chosen such that S, = Z,, 
p=l,2 , . . . , M. We will now describe two methods for finding such values. 
2. DIRECT METHOD 
Since the B-spline coefficients of S(x, y) are found as the least-squares olution of a 
linear system (4), they can be written as a linear combination of the data values z~,~, i.e. 
c = (A ‘.4)-‘A rz. Likewise, from (2) we can see that the values S,, p = 1,2, . . . , M are 
found by taking linear combinations of these coefficients cij. So, it follows that 
where the u,,~ and b, (these account for the known data values zg, ) are constants which can 
easily be obtained after carrying out M + 1 (i.e. for n = 0, I, 2, . . . , M) FG-computations, 
e.g. with 
2’“’ = 6. 
ln i=l,2,...,M (6) 
and 6, the Kronecker delta. 
Indeed, from (5) and (6) it follows that 
bP=S;), p=l,2 ,..., A4 
and 
api = $1 - S”’ 
P’ 
i = 1,2, . . . , M; p = 1,2, . . . , M. (7) 
The values ZP which yield the requested spline s(x, y) are those for which S, = Z,, 
p=l,2,..., M. Consequently, they are the solution of the system 
or in matrix notation 
BZ = -b. (9) 
So, altogether, we must solve it4 + 2 FG-problems and one M x A4 linear system (9) to 
obtain the least-squares pline s(x, y). 
As an example we considered the data 
x,=(q -2l)/lO, q = 1,2,. . . ,41 
y,=(r-221)/10, r=l,2 ,...) 41 
zl7.r =f(x,, YJ 
withf(x, y) = sin’ (5n(x + y)/8), and calculated the least-squares bicubic spline with knots 
Computation of least-squares pline approximations to data over incomplete grids 285 
(g = h = 9) 
&=0.4(i-5), i=O,l,..., 10 
and 
pi = 0.40 - 5), j = 0, 1, . . . , 10. 
Then we dropped data points randomly over the grid (A4 = 1, 2, 5, 10, 20 and 50) and 
recalculated the least-squares pline for the data sets with missing grid points, both with 
the GDS-method [3] and with the method described above. Table 1 compares the accuracy 
of both methods and gives approximate computation times on an IBM 3033. Our method 
appears to be favourable, at least when the number of missing points M is not too large. 
It must be noticed that the choice (6) may cause numerical instabilities. Suppose, e.g., 
that all data values zq,, are of the same order of magnitude lOlo, then we may expect that 
the values S’” (i = 0 1 .., M) will be large as well (if M 4 m, . m2) but also that the mutual 
differences ii11 be ;e;’ small (relatively taken). Consequently there will be a large loss of 
significant figures in calculating (7). In such cases one should scale the values z4,? first into 
the interval [0, 11. Let .?q,, be the scaled values with z~,~ = a& + b and s^(x, y) the correspond- 
ing least-squares pline with B-spline coefficients ?ij and sum of squared residuals 8. Then, 
from a property of normalized B-splines saying that 
it follows that the requested spline s(x, y) must have B-spline coefficients cij = a& + b and 
a sum of squared residuals g = a2t?. 
3. ITERATIVE METHOD 
Obviously, the direct method depreciates as the number of missing points A4 increases. 
In that case, the values Z,, p = 1,2,. . . , A4 could also be determined iteratively as follows 
zcn+ 1) = $4 
P P 
n = 0 1 . 
, 3 . . (11) 
3.1 Proof of convergence 
Let 
Table 1. Comparative test GDS-method/direct FG-method 
Wumber of GDS - method Direct FG - method 
missing points 
Calculated sum of time Calculated sum of time 
squared residuals (SW) squared residuals (SC) 
M= 0 0.0555716 10.3 0.0555705 0.1 
M= 1 0.0555684 10.3 0.0555672 0.4 
M= 2 0.0555646 10.3 0.0555634 0.5 
M= 5 0.0554044 10.3 0.0554031 0.8 
M = 10 0.0553009 10.3 0.0552995 1.4 
M = 20 0.0549214 10.2 0.0549199 2.6 
" = 50 0.0537742 10.1 0.0537726 6.4 
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then, from the fact that S(“)(x, y) is the least-squares pline corresponding to the values ;:I, 
it follows that 
U” < 2 f (P- yx,, y,) - d$>’ (14) 
q-1 r=l 
and thus from (II), (12) and (13) also that 
O<U"<U"_,--ic,_, (15) 
which proves that our iteration process is strictly convergent. 
Furthermore, since 
it follows that 
lim SC”) = lim 2’“) P p’ p=l,2 ,..., M (17) n-m “-CC 
3.2 Rate of convergence 
We reconsidered the different data sets of the example in Section 2 and tested out the 
iterative method for a number of possible choices of the initial values Zr), i.e. 
-a constant value 2;) = 10, p = 1,2, . . . , M, 
-a constant, value Zjp) = 0, p = 1,2, . . . , M, 
-ZF) = zq, with zg r the data value at a non-missing data point (x,, y,) near (A’,, Y,), and 
-z;, = f ix,, Y&J, p = 1) 2, . . . ) M. 
The results are reported in Table 2. In each case the iteration process was stopped as soon 
as 
with E = IO-‘. The accuracy so obtained was the same as with the direct FG-method of 
Section 2. So, considering computation times, the iterative method is by far to be prefered 
in this example. Unfortunately, the rate of convergence will not always be that good. 
Table 2. Iterative FG-method; influence of the initial values ZF) on the number of iterations n 
Numberof z(o) = 10 z(O) IO z(O) = 
missing points P P P =q,r 
.(O) =f(X Y) 
P P' P 
time n time n time n time " 
(set) (s-c) (set) (set) 
H= 1 0.62 5 0.50 4 0.37 3 0.25 2 
H= 2 0.62 5 0.50 4' 0.37 3 0.25 2 
M= 5 0.75 6 0.63 5 0.50 4 0.38 3 
M = 10 1.00 a 0.76 6 0.63 5 0.38 3 
n = 20 1.00 8 0.76 6 0.63 5 0.38 3 
M = 50 1.53 12 1.16 3 1.03 8 0.52 4 
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To illustrate this fact we considered a second example with as grid 
xq = 2(q - 6)/5, q = 1,2, . . . , 11, 
vl=2(r-6)/5, r=1,2 ,..., 11 
and 9 missing points on it, i.e. 
(X,, Y,) = (x,, y,), p = 3(q - 1) + r; q = 1,2,3; r = 1,2,3. 
Again the data values z,rr were computed as sin2 (571 (x~ + y&8). 
The idea was then to calculate the least-squares bicubic spline with knots (g = h = 3) 
Ji=(i-2), i=O,l,..., 4, 
pLj = 0’ - 2), j = 0, 1, . . . ) 4. 
Since there are no data points inside the region [J+ J.,] x [b, p,] and the basis function 
M_,(x) N_,b) has the value zero everywhere outside, it follows that matrix A in system (4) 
must be rank-deficient. 
Consequently we have an infinite number of least-squares solutions c and therefore also 
an infinite number of sets of corresponding spline values S, at the missing grid points 
(X,, Y,). So, we may expect that our iteration process will converge very slowly. It will also 
depend on the initial values 2, co) to which of the solutions it will converge. We tried to 
compute three of them. In Table 3 some intermediate results are reported, i.e. the spline 
values Sr’ after n = 18 and n = 50 iterations with the corresponding sum of squared 
residuals cr. Using subroutine E02DAZ of the NAG subroutine library [3] we computed the 
minimal length least-squares solution. The resulting sum of squared residuals was 5.24798. 
Therefore, we may conclude indeed that the convergence rate is now very slow. In such cases 
we can still think of using some acceleration technique for finding limits of vector sequences 
(see eg. [4;5]). Th e as co umn in Table 3 shows the results of applying the c-algorithm of 1 t 1 
Wynn [5] after 18 iterations. 
4. CONCLUSIONS 
We have described two simple methods for computing least-squares pline approxi- 
mations to data over incomplete grids. Both, they result in the computation of a number of 
“Full Grid” approximations. If the number of data points and the number of knots of the 
spline approximation is large, memory requirements will be seriously reduced as compared 
to the general data set method. This can be of critical importance, e.g. if the calculations are 
to be carried out on a mini-computer. 
Normally, if the number of missing data points M on the grid is not too large, also 
computation time will be seriously reduced. With the direct method, the number of full grid 
approximations which must be carried out, is fixed (M + 2) but additionally a linear M x M 
system must be solved. The iterative method is very easy to implement but the number of 
iterations will now depend on the location of the missing grid points. If convergence is slow 
some acceleration technique can be used, of course at the cost of supplementary memory 
requirements. An asset of the iterative method certainly is it’s strict convergence. This can 
be useful indeed if one is only interested in a good and not necessarily in the best 
approximation in the least-squares ense. 
Finally it is easy to see that the two methods are readily extendable to any least-squares 
approximation problem with tensor product functions. 
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