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Abstract
Viene presentata l’implementazione di una banca dati Oracle per l’esperimento di astrofisica AMS.
Dopo una breve descrizione del contesto in cui si inserisce l’esperimento e la collaborazione C.I.L.E.A.
e I.N.F.N.-Milano, delle soluzioni hardware e software adottate, si descrive come, usando alcune
caratteristiche peculiari di Oracle Server 8.0.3, si sia potuta ottimizzare l’applicazione. Infine
vengono presentati brevemente l’interfaccia utente e gli sviluppi futuri del progetto.
Premessa
Alcuni punti chiave di tutte le teorie
astrofisiche e cosmologiche attendono ancora
una risposta sperimentale: perché l’universo è
fatto di materia e non di anti-materia? Quale è
l’origine e la composizione dei raggi cosmici?
Di cosa è composta la cosiddetta “materia
oscura”?1
A queste ed altre domande cercherà di
rispondere l’esperimento AMS (Anti Matter
Sprectrometer).[1]
AMS, frutto di una collaborazione
internazionale (U.S.A., Europa, Cina), è uno
spettrometro magnetico ad alta risoluzione che,
nella sua prima fase, ha effettuato una presa
dati durante il volo STS-91 dello Space Shuttle
Discovery dal 2 al 12 Giugno 1998.
Vi sarà una seconda presa dati durante un
altro volo dello Space Shuttle nel 2000 e infine
lo spettrometro, opportunamente modificato,
verrà installato sulla International Space
Station Alpha [2] nel 2002 [3] (Fig.1).
Nell’ambito di tale collaborazione, la sezione di
Milano dell’I.N.F.N. è stata incaricata di
istituire un servizio di raccolta e distribuzione a
tutti i collaboratori del campione di dati raccolti
durante il volo STS-91 dello Space Shuttle e del
loro inserimento in una banca dati per
facilitarne la consultazione e l’analisi.
                                                  
1 Materia non rivelabile otticamente e responsabile
di effetti gravitazionali non spiegabili.
Tale progetto è in linea con la attuale tendenza
degli esperimenti di fisica delle particelle di
organizzare i dati in banche dati.
E’ stata quindi instaurata una collaborazione
tra il gruppo AMS-I.N.F.N.-Milano, a capo del
Prof. P.G. Rancoita, ed il C.I.L.E.A.
In particolare, il C.I.L.E.A. si è occupato della
organizzazione in una banca dati dei dati
raccolti durante il volo, della implementazione
di una interfaccia web per accedere all’intero
campione di dati.
Fig.1 - Come AMS verrà installato sulla
International Space Station Alpha
SCIENZE
BOLLETTINO CILEA N. 64 SETTEMBRE  1998 23
Il campione dei dati
I dati raccolti dalla strumentazione a bordo
dello Shuttle, opportunamente formattati, sono
stati trasmessi a terra via satellite usando due
bande di trasmissione: una ad alta frequenza
(High Rate Data Link, circa 2Mbit/s) e una a
bassa frequenza (Slow Rate Data Link, circa
100 Kbit/s). Con la prima sono stati trasmessi i
dati veri e propri, con la seconda dati di
calibrazione e posizionali2.
La dimensione totale del campione di dati era
prevista essere di circa 70 Gbyte.
Durante il volo i dati sono stati trasmessi dal
Johnson Space Center (Houston, Texas, U.S.A.)
a Torino–Alenia su di una linea dedicata e da
Torino a Milano sulla linea I.N.F.N.
A causa di inefficienze di trasmissione dallo
Shuttle a terra, è stato possibile raccogliere solo
circa il 50% del campione totale. Il rimanente è
stato registrato su nastri DLT che sono stati
portati a Milano in seguito. Nel proseguio si
farà riferimento solo ai dati arrivati a Milano
durante il volo dello Shuttle.
Il Data Center di Milano
Data la quantità prevista di dati, 70GB, si
doveva prevedere una necessità di spazio disco
di almeno 140 GB per la realizzazione del Data
Center di Milano (70 GB per i dati stessi e
almeno 70 GB per l’implementazione della
banca dati). All’epoca della progettazione, la
soluzione più economica era rappresentata da
un JukeBox Magneto-Ottico, da affiancare ad
alcuni dischi di buffer. Essendo il JukeBox
gestibile attraverso un pacchetto software
proprietario (HP-OmniStorage), si sono
adottate piattaforme HP-UX. Nella seguente
tabella sono riassunte alcune caratteristiche
dell’hardware e del software utilizzato.
La banca dati è implementata su uno dei due
server (DB-Server) a cui e’ collegato il JukeBox,
su cui risiedono i database file, e un totale di 44
GB di dischi normali. Il campione dei dati è
invece accessibile direttamenta dall’altro server
(FTP-Server) a cui è collegato il disk array.
                                                  
2 Tali dati verrano indicati nel resto del lavoro come
HRDL, HK e CAS rispettivamente.
Componente Hardware Note
Workstations HP-C160
X-Terms(2) HP 5211A
DB-Server HP 9000-D210 44GB
FTP-Server HP 9000-D220 8GB
Mag-Optical
JukeBox
HP SureStore
200 FX
197.6 GB
Disk Array HP 72 GB
O.S. HP 10.20
RDBMS OracleServer
8.0.3
Jbox Admin HP
OmniStorage
A.02.02
Ambiente di
sviluppo
C,
OCIs,
SQL+,
Perl5.004
Tab. I - Componenti hardware e software del Milano
Data Center.
Implementazione della banca dati
L’intero campione dei dati raccolti da AMS è
attualmente inserito al Johnson Space Center
in un DataBase ad oggetti (Objectivity). Per il
Milano Data Center si è invece deciso di gestire
i dati con un DataBase relazionale non ad
oggetti. Si è infatti preferita la semplicità e
flessibilità di un DataBase convenzionale alla
complessita di uno ad oggetti, anche alla luce di
recenti risultati di studi di fattibilità effettuati
al CERN [4].
Si è quindi implementata la banca dati usando
l’RDBMS Oracle Server 8.0.3.
Tuttavia, data la quantità dei dati e la loro
struttura, si sono dovute sfruttare, per ottenere
delle performance soddisfacenti, alcune
proprietà avanzate di Oracle 8.0.3 e alcune
caratteristiche dei dati stessi.
In generale infatti, l’implementazione di una
banca dati per i dati di un esperimento di fisica
delle particelle comporta almeno 2 operazioni:
una “traduzione” dei dati di input dal loro
formato nativo ad un formato (datatype)
comprensibile all’ RDBMS e una operazione di
caricamento che coinvolge pesantemente il
sistema operativo della macchina sulla quale si
è implementata la banca dati.
Quanto più la ”traduzione” riflette la natura dei
dati, tanto più il DataBase assolve ai suoi
compiti di gestione dei dati e delle loro mutue
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relazioni e tanto meno il processo di
conversione appesantisce i dati, con un
conseguente spreco di spazio disco.
Per ottenere ciò, abbiamo seguito il più
possibile il formato dei dati di input.
Un generico evento (dato) può essere pensato
come una stringa binaria di lunghezza
variabile, di cui un certo numero di bit
costituisce l’header dell’evento e i rimanenti
contengono l’informazione vera e propria. A sua
volta l’header può essere pensato come un
insieme di n parole di lunghezza fissa3 che
contengono  informazioni riguardanti le
condizioni di presa dati (tempo, rivelatore,
calibrazione, etc.). Queste sono le variabili che
in seguito verranno usate dagli utenti per
interrogare la banca dati.
Un singolo evento può quindi essere inserito in
una tabella Oracle formata da n campi alfa-
numerici (interrogabili) e da un campo binario,
corrispondente al dato vero e proprio.
In questo modo, l’occupazione di spazio è
ottimizzata (space-overhead4=66%5), e si ha una
relazione biunivoca uno a uno tra il formato del
dato di input e il corrispondente dato nella
banca dati.
Per quanto riguarda il popolamento della banca
dati, gli usuali linguaggi (SQL+, PlSql) sono
troppo “lontani” dal sistema operativo per poter
essere efficaci in termini di tempi di
caricamento. Inoltre tali linguaggi non
permettono l’uso di campi binari che, come
visto sopra, sono una condizione essenziale per
una implementazione soddisfacente. Si è quindi
fatto ricorso alle cosidette Oracle Call
Interfaces,  insieme di librerie C per Oracle. Le
OCI hanno quindi permesso di popolare il
database usando programmi scritti
appositamente, e quindi ottimizzati, per questa
applicazione.
Il codice così sviluppato “spacchetta” l’evento in
header e dato e poi popola il Database. Un
programma simile interroga il database e “ri-
impacchetta” l’evento: in questo modo i dati di
output di una interrogazione hanno il
medesimo formato di quello di input. Questa
caratteristica è fondamentale: uno dei requisiti
                                                  
3 Ogni parola ha la sua lunghezza.
4 Occupazione di spazio disco aggiuntiva dovuta alla
struttura dei dati in un DataBase.
5 Da confrontarsi con un valore medio per una
implementazione che non usi campi binari ma
traduca tutto in campi alfanumerici, di circa il
doppio.
di tutto il progetto era infatti che il codice
scritto da un qualsiasi fisico della
collaborazione fosse in grado di essere eseguito
sia sui dati di input che su quelli di output
senza alcuna modifica.
Grazie alle procedure C-OCI si è ottenuto una
velocità di caricamento di circa 4.2 KB/s6.
L’interfaccia utente
Uno degli obiettivi del progetto era quello di
rendere i dati acessibili via rete da un browser
(Netscape o InternetExplorer) senza che fosse
richiesta all’utente finale alcuna conocenza di
Oracle in generale e della struttura di questa
particolare apllicazione.
Si è quindi realizzato un form HTML (vedi Fig.
2) che consente di interrogare la banca dati
selezionando gli eventi che rispondono a certi
requisiti. L’utente è libero nella selezione delle
variabili di interesse, alcuni meccanismi di
controllo della auto-consistenza della interro-
gazione sono implementati e guidano l’utente
nella compilazione della form. Alla form è
associato un CGI-BIN scritto in Perl5.004 che,
una volta ottenuti dall’utente i parametri
dell’interrogazione, la traduce in un parametro
OCI e sottomette l’interrogazione alla banca
dati.
Ottenuti i dati e “impachettatili” in un file con
il
Fig.2: Interfaccia utente
corretto formato, il file viene automaticamente
copiato sulla stazione di lavoro dell’utente;
                                                  
6 Da confrontarsi con una velocità di 2.4 KB/s per
una analoga procedura SQL+.
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infine l’utente viene notificato via e-mail del
completamento dell’operazione.
Una interfaccia e un meccanismo simili
consentono l’accesso a tutto il campione di dati
disponibile a Milano.
Attualmente sono disponibili in banca dati i
primi 6 giorni di presa dati per quanto riguarda
i dati HRDL, i dati HK e CAS sono attualmente
in caricamento, mentre tutto il campione è
disponibile per l’accesso diretto, per un totale di
circa 50 GB.
Nei primi 3 mesi di operatività, il Milano Data
Center ha avuto quasi 200 accessi, cui
corrisponde un trasferimento di dati di circa 20
GB.
Il futuro
L’intero campione di dati raccolti da AMS
durante il volo STS-91 è attualmente a Milano
su casetta DLT. L’ammontare totale dei dati è
riassunto in Tab. II.
Data Type Total Size
HRDL 110 BG
HK + CAS 3 GB
Physics reconstructed
Data
220 GB
Tab. II - Campione completo dei dati di AMS-STS-
91
Data l’elevata dimensione del campione di dati
HRDL, si è deciso di popolare la banca dati solo
con dati che, per alcune caratteristiche del
periodo di presa dati7, si ritengono avere una
migliore qualità dal punto di vista delle
informazioni fisiche o cosmologiche. In questo
modo il campione si riduce a circa 50 GB.
Grazie all’approccio utilizzato per la struttura
della banca dati e le procedure di caricamento,
non sarà necessario alcun cambiamento
sostanziale alla implementazione descritta.
Andrà invece gestita una mole di dati
dell’ordine di 0.5 TB, dimensione tutt’altro che
trascurabile, che renderà il proseguimento di
questo progetto ancora una volta una sfida e,
perché no, un buon banco di prova per
tecnologie e procedure.
                                                  
7 Essenzialmente quando lo Shuttle Discovery non
era in docking con la stazione orbitante MIR.
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