The time-ordered exponential representation of a complex time evolution operator in the interaction picture is studied. Using the complex time evolution, we prove the Gell-Mann -Low formula under certain abstract conditions, in mathematically rigorous manner. We apply the abstract results to quantum electrodynamics with cutoffs.
Introduction
In this paper, we consider a formula in quantum field theories of the type
called the Gell-Mann -Low formula [9] . The meaning of each symbol in the formula (1.1) is as follows: the symbol · , · denotes the inner product of a Hilbert space of quantum state vectors, φ (k) (x k ) and φ
I (x k ) (k = 1, ..., n, x k ∈ R 4 ) denote field operators in the Heisenberg and the interaction picture, respectively. For instance, in quantum electrodynamics (QED), each φ (k) denotes the Dirac field ψ l , its conjugate ψ † l , or the gauge field A µ . The symbol T denotes the time-ordering and Ω and Ω 0 the vacuum states of the interacting and the free theory, respectively. The operator
is the time evolution operator in the interaction picture, having the following series expansion: 2) which is often called the time-ordered exponential or the Dyson series for H 1 (τ ) := e iτ H0 H 1 e −iτ H0 (τ ∈ R), where H 0 and H 1 are the free and the interaction Hamiltonians.
This formula is a fundamental tool to generate a perturbative expansion of the n-point correlation function Ω, T φ (1) (x 1 ) · · · φ (n) (x n ) Ω with respect to the coupling constant. When the coupling is small enough (for QED, this seems valid), the first few terms of the perturbation series is expected to be a good approximation of the correlation function which gives quantitative predictions for observable variables such as scattering cross section. In QED, these predictions agree with experimental results to eight significant figures, the most accurate predictions in all of natural science. However, the mathematical derivation of (1.1) is far from trivial and proofs given in physics literatures are very heuristic and informal. In fact, even the Hamiltonian is not easily given a mathematical meaning. The purpose of the present paper is to construct a mathematically rigorous setup in which the Gell-Mann -Low formula (1.1) is adequately formulated and proved.
Abstract construction of time-ordered exponential on the complex plane and its properties
Let H be a complex Hilbert space. The inner product and the norm of H are denoted by ·, · H (anti-linear in the first variable) and · H respectively. When there can be no danger of confusion, then the subscript H in ·, · H and · H is omitted. For a linear operator T in H, we denote its domain (resp. range) by D(T ) (resp. R(T )). We also denote the adjoint of T by T * and the closure byT if these exist. For a self-adjoint operator T , E T (·) denotes the spectral measure of T . The symbol T | D denotes the restriction of a linear operator T to the subspace D. We begin by defining a time-ordered product of operator-valued functions and the time-ordered exponential of an operator-valued function in an unambiguous way. Let z, z ′ ∈ C and Γ be a piecewisely continuously differentiable simple curve in C from z ′ to z. That is, Γ is a map from a closed interval I = [α, β] in R into C, which is piecewisely continuously differentiable and injective, satisfying
We define a linear order ≻ on Γ(I) = {Γ(t) | t ∈ I} ⊂ C as follows. For ζ 1 , ζ 2 ∈ Γ(I), there exist t 1 , t 2 ∈ I with Γ(t 1 ) = ζ 1 and Γ(t 2 ) = ζ 2 . Then, ζ 1 ≻ ζ 2 if and only if t 1 > t 2 .
In what follows, we denote Γ(I) simply by Γ. Let S n be the symmetric group of order n ∈ N and L(H) be (not necessarily bounded) linear operators in H. For mappings F 1 , F 2 , . . . , F k (k ∈ N) from Γ into L(H), we define a map
whenever the right-hand side makes sense, where χ J denotes the characteristic function of the set J, and
In what follows, we sometimes adopt a little bit confusing notation T (F 1 (ζ 1 ) . . . F k (ζ k )) := T [F 1 . . . F k ](ζ 1 , . . . , ζ k ), (2.4) and call it a time-ordered product of F 1 (ζ 1 ), . . . , F k (ζ k ), even though the operation T does not act on the product of operators F 1 (ζ 1 ), . . . , F k (ζ k ) but on the product of mappings F 1 , . . . , F k . Next, we define time-ordered exponential of an operator-valued function. Let F : Γ → L(H) and let C(F ) ⊂ H be a linear subspace spanned by all the vectors Ψ ∈ H such that the mapping (ζ 1 , . . . , ζ n ) → F (ζ 1 ) . . . F (ζ n )Ψ (2.5)
is strongly continuous on some region containing Γ n . We define a time-ordered exponential operator by
6)
T exp
where the integration is understood in the strong sense. We also define a more general time-ordered exponential operator. Let F 1 , F 2 , . . . , F k , . . . , F k+n be the mappings from Γ into (not necessarily bounded) liner operators in H. We define a map from Γ n into L(H), which is labeled
by the relation
whenever the operator products on the right-hand side makes sense. Here, we denote
for σ ∈ S k+n . In this case, we also employ a confusing notation (really confusing in the case) 11) and call it a time-ordered product of F 1 (ζ 1 ), . . . , F k+n (ζ k+n ), following physics literatures. We never use this notation unless it can be clearly understood from a context which variables of (ζ 1 , . . . , ζ k+n ) are fixed and which variables are function argument. Using this notation, we can define more general time-ordered exponential operator. Let F 1 , . . . , F k , F be operatorvalued functions from Γ into L(H) and F k+1 = · · · = F k+n = F . Let C(F 1 , . . . , F k , F ) be a linear subspace spanned by all the vectors Ψ for which the mappings
are continuous for all fixed (ζ 1 , . . . , ζ k ) and all σ ∈ S n+k . Then, on the domain
We define
(2.14)
We remark that for all σ ∈ S k ,
We introduce a class of operators which plays a crucial role in the following analyses. Let H 0 be a non-negative self-adjoint operator in H. Definition 2.1 (C 0 -class). We say that a linear operator T is in C 0 -class if T satisfies the following (I)-(III):
(I) T and T * are densely defined and closed.
(II) T and
16) 17) and denote the set consisting of all the C 0 class operators also by C 0 . Note that the subspace D fin is dense in H since H 0 is self-adjoint. For A ∈ C 0 , we denote
Note that A(z) is closable since its adjoint includes the operator e iz * H0 A * e −iz * H0 which is densely defined. We denote the closure of A(z) by the same symbol. In this notation, one obtains
The goal of the present section is to prove following Theorems 2.1-2.5.
Theorem 2.1. Let A be in C 0 class and z, z ′ ∈ C.
(i) Take a piecewisely continuously differentiable simple curve Γ z,z ′ which starts at z ′ and ends at z with Im z ′ ≤ Im z. Then,
and the restriction
does not depend upon the simple curve from z ′ to z and depends only on z and z ′ , justifying the notation
is closable, and satisfies the following inclusion relation:
. . , A n be in C 0 -class. Then, for all Ψ ∈ D fin and all n ∈ N, the mapping
is strongly analytic in C n .
Proof. Each vector in D fin is an entire analytic vector of H 0 , and each A j ∈ C 0 (j = 1, 2, . . . , n) preserves the subspace of all the entire analytic vectors of H 0 . Therefore, A 1 (z 1 ) . . . A n (z n )Ψ permits an absolutely converging power series expansion in z 1 , . . . , z n and thus is strongly analytic.
From Lemma 2.1, we can define a liner operator V n (A; z, z ′ ) with the domain D(V n (A; z, z
where Γ denotes a piecewisely continuously differentiable simple curve from z ′ to z. We regard V 0 (A; z, z ′ ) = 1.
(ii) The operator V n (A; z, z ′ ) has the following representation
where the above integrations denote the indefinite integral of an analytic function which depends only on the start and the end point.
(iii) V n (A; z, z ′ ) is analytic in z ∈ C and z ′ ∈ C, and independent of the choice of a simple curve Γ z,z ′ from z ′ to z.
(iv) V n (A; z, z ′ ) satisfies the formulae for n = 0, 1, . . . ,
Proof. The assertion (i) follows from the fact that
and V E+nb is closed. Since (iii) and (iv) are simple corollaries of (ii), it suffices to prove (ii 
The above integration does not depend on σ ∈ S n and is equal to
The expression (2.32) and (2.33) can be rewritten
respectively. Since the summation over σ gives n!, the assertion (ii) follows.
In the following, we employ the notation
to denote the integration such as (2.31).
Lemma 2.3. For all n ≥ 0, A ∈ C 0 , E ≥ 0 and Ψ ∈ V E , the following estimate holds for all z, z
where b ≥ 0 is a constant stated in Definition 2.1 (III) and C = A(H 0 + 1) −1/2 . In the case where n = 0, we regard the right-hand side as Ψ .
Proof. First, we prove for Im
In fact, the identity
implies (2.38), because e −i(zj −zj+1)H0 (j = 1, 2, . . . , n − 1) are bounded with operator norms less than 1. From Lemma 2.2 (iii), to estimate V n (A; z, z ′ ) we can choose the path C from z ′ to z as
This completes the proof.
For ζ, ζ ′ ∈ C and T ∈ C 0 , we denote
Note that
Furthermore, the convergence is locally uniform in ζ 1 , ζ
Proof. Let Ψ ∈ V E and put for k = 1, 2, . . . , m,
Then, we see from Lemma 2.2 (i) that
Then, from Lemma 2.3, we have
Repeating this estimate, we arrive at
By d'Alembert's ratio test, the final expression in (2.51) converges locally uniformly in ζ 1 , ζ
Proof of Theorem 2.1.
exists and is independent of Γ z,z ′ . This proves (i). We prove (ii). Inductively, we see for all integer n ≥ 0,
The case n = 0 is trivial. Assume that (2.53) holds for some n. Let Γ : [0, 1] → C be a continuously differentiable simple curve from z ′ to z. Then, we have for all Ψ, Φ ∈ D fin ,
where we have used Lemma 2.2 (iii) in the first and the last equality, and the induction hypothesis in the third equality. Thus, (2.53) holds for n + 1, so the induction step is complete. Then, by (2.53), we have for all Ψ, Φ ∈ D fin ,
This yields the inclusion relation
implying that U (A; z, z ′ ) is closable. Therefore, we can take the closure of the both sides of (2.54), and the desired result follows.
where the right-hand side converges absolutely, and does not depend upon the summation order. Furthermore, this convergence is locally uniform in the complex variables z 1 , z
By Theorem 2.2, it is natural to introduce the algebra A generated by
It is clear that all a ∈ A is closable since they have densely defined adjoints and the subspace D fin is a common domain of A. We define a dense subspace D by
Theorem 2.2 shows that D is also a common domain of A. Moreover, for all Ψ ∈ D, there exists a sequence
as N tends to infinity. This implies that if an equality a = b (a, b ∈ A) holds on D fin , then a = b on D and the convergence is locally uniform in all the complex variables included in a and b. From this observation, we immediately have
and for Ψ ∈ D,
In particular,
is independent of the simple curve Γ z,z ′ and depends only on z, z
Proof of Theorem 2.2. We prove the claim by induction on m ≥ 1. Let m = 1, and let Ψ ∈ D fin . By Lemma 2.4,
) and (2.56) for m = 1. Suppose that the claim is true for some m ≥ 1. Let Ψ ∈ D fin . By Lemma 2.4, one sees
Hence, we have using induction hypothesis
and (2.56) for m + 1 since T m+1 is closed and U (A m+1 ; z m+1 , z ′ m+1 ) are closable. Thus, the assertion holds also for m + 1. The local uniformity of the convergence follows the fact that the series in Lemma 2.4 (2.44) converges locally uniformly.
Theorem 2.3. Let A be in C 0 class and z, z ′ ∈ C.
(i) For all Ψ ∈ D, the vector valued function
Proof. We prove (i). Since the convergence in (2.52) is locally uniform in z, z ′ and each V n (A; z, z ′ ) are analytic on all z, z ′ ∈ C, we conclude that U (A; z, z ′ ) is analytic on the region {Im z < Im z ′ } and continuous on {Im z ≤ Im z ′ }. Due to the fact that the convergences are uniform in (2.44), one finds
absolutely and locally uniformly in z, z ′ when n tends to infinity. By taking n → ∞ in (2.28) and (2.29), we obtain 
Differentiating these expression with respect to z or z ′ , one finds (2.67) and (2.68). Considering the case where z, z ′ are real, we obtain (ii) in the same manner.
Theorem 2.4. Let A ∈ C 0 and z, z ′ , z ′′ ∈ C. Then, the following properties hold.
hold on the subspace D, where I is the identity operator.
(
is translationally invariant in the sense that the equality
holds on the subspace D.
(iii) For all t, t ′ ∈ R, U (A; t, t ′ ) is unitary. Moreover, for all t, t ′ , t ′′ ∈ R, the operator equality
This yields that
But this function is continuous on its closure, implying that it must be constant on the closed region Im
for all Im z ≤ Im z ′ ≤ Im z ′′ with Im z < Im z ′′ . Fix z, z ′ ∈ C so that Im z = Im z ′ and regard both sides of (2.81) as a function of z ′′ . Since these functions are continuous on {z ′′ | Im z ≤ Im z ′′ } and coincide on {z ′′ | Im z < Im z ′′ }, they must coincide on {z ′′ | Im z ≤ Im z ′′ }. This completes the proof.
(ii) We first show by induction on n ≥ 0 that
The case n = 0 is trivial. Assume that (2.82) holds for some n. Then, we have for all Ψ ∈ D fin ,
where we have used the basic property e izH0 A(ζ)e −izH0 Φ = A(ζ + z)Φ (Φ ∈ D fin ) in the second equality and the induction hypothesis in the third. This completes the induction. Summing up the both sides of (2.82) over all n ≥ 0, and using the closedness of e izH0 , we obtain
on D fin . But both sides belong to A, this equality holds on D in the form
We can assume that
without loss of generality. Take Ψ ∈ D. For all n ∈ N and all σ ∈ S k+n , it is clear that the mapping
is analytic and thus the strong integral
exists. The integral on the right hand side vanishes unless σ is of the following form: There are l 1 , . . . , l k+1 satisfying
If we denote such permutation σ by σ l1,...,l k+1 , the summation over σ can be performed by summing up all σ's of the form σ = σ l1,...,l k+1 for some l 1 , . . . , l k+1 (there are n! such σ's for each fixed l 1 , . . . , l k+1 ) , and then summing over all l 1 , . . . , l k+1 satisfying (2.91):
The integration in (2.90) depends only upon l 1 , . . . , l k+1 , but not upon the concrete form of σ = σ l1,...,l k+1 , and thus the summation over σ = σ l1,...,l k+1 just gives the factor n!. Then, we have
1 ≻···≻τ
The final expression in (2.94) is absolutely summable with respect to n = 0, 1, 2, . . . to give
by Theorem 2.2, which means that Ψ belongs to the subspace
and
Complex time evolution and Gell-Man -Low formula
In this section, we consider the operator
with H 1 ∈ C 0 , and we state and derive the Gell-Mann -Low formula. In what follows, we shortly denote
We define complex time evolution operator
for z ∈ C with Im z ≤ 0. The operator W (z) generates the "complex time evolution" in the following sense:
Theorem 3.1. For all Ψ ∈ D, the mapping z → W (z)Ψ is analytic on the lower half plain and satisfies the "complex Schrödinger equation"
Proof. We first remark that D ⊂ D(H 0 ). This can be seen by noting that D ⊂ D(e H0 ) ⊂ D(H 0 ). By Theorem 2.1, one can easily estimate
to know that this vanishes in the limit h → 0.
Theorem 3.2. Suppose that H 1 is C 0 -class symmetric operator. Then, H is self-adjoint and bounded below. Moreover, it follows that 6) for all z ∈ C with Im z ≤ 0. In particular, it follows that
Proof. From Assumption 3. 
, and z ∈ C with Im z < 0,
Thus, one finds
for all Ψ ∈ D and Φ ∈ D 0 (H). Since D 0 (H) is a core of e −iz * H , we obtain from (3.9) W (z)Ψ ∈ D(e izH ) and
Hence, we arrive at
for all z ∈ C with Im z < 0. But since both sides of (3.11) are continuous on the region Im z ≤ 0, (3.11) must hold on Im z ≤ 0. Since the both sides are bounded, one has
For z, z ′ satisfying Im z ≤ Im z ′ , we have from (2.78)
This implies
If z, z ′ are real, the right-hand-side is unitary, and thus the last assertion follows.
We introduce the assumptions needed to derive the Gell-Mann -Low formula. For a linear operator T , we denote the spectrum of T by σ(T ). If T is self-adjoint and bounded from below, then we define
We say that T has a ground state if E 0 (T ) is an eigenvalue of T . In that case, E 0 (T ) is called the ground energy of T , and each non-zero vector in ker(T − E 0 (T )) is called a ground state of T . If dim ker(T − E 0 (T )) = 1, we say that T has a unique ground state. The following assumption are used to prove the Gell-Mann -Low formula. 
for Im z 1 ≤ · · · ≤ Im z m whenever the right-hand-side is well-defined. The Gell-Mann and -Low formula is given by:
Theorem 3.3. Suppose that Assumption 3.1 holds and H 1 is symmetric. Let A k (k = 1, ..., m, m ≥ 1) be linear operators having the following properties:
. . , z m ) is well-defined and satisfies the formula
To prove the Gell-Mann -Low formula (3.17), we prepare some lemmas. We denote E 0 (H) simply by E 0 .
Lemma 3.1. For ε > 0 and Borel function f : R → C, we have
18)
where P 0 is the Projection onto the closed subspace ker(H − E 0 ).
Proof. By the functional calculus and Lebesgue's convergence Theorem, we have
as T tends to infinity. 20) are bounded.
Lemma 3.2. Under the same assumptions of Theorem 3.3, the operators
Proof. From the assumptions,
On the other hand, it is easy to check that A k 's are closed. Hence, by the closed graph theorem, each A k 's are bounded.
Lemma 3.3. Under the same assumptions of Theorem 3.3, it follows that
for all Borel function f : R → C.
Proof. Under the present assumptions, we see that each A k leaves the subspace ∞ n=1 D(H n ) invariant, and thus
Now let ζ ∈ C\R. Then, we can rewrite
with
Note that each of A k 's and W (z k−1 − z k )'s is a bounded operator by Theorem 3.2 and Lemma 3.2. Then, by Lemma 3.1, one sees that for all n ≥ 1,
which implies the desired result.
Proof of Theorem 3.3. Put
From Assumption 3.1, one finds
to obtain
By Lemmas 3.1 and 3.3, we have
(3.30) Using Theorem 3.2, we find
on D. Therefore, by Theorem 2.5 the numerator on the right-hand-side of (3.30) can be rewritten as
and the denominater as
Finally, inserting (3.30), (3.33), and (3.34) into (3.29), we arrive at the Gell-Mann -Low formula (3.17).
Application to QED
In this section we apply the abstract results obtained in the preceding sections to QED with several regularizations in the Coulomb gauge. Our main goal here is Theorem 4.2, which shows that QED with regularizations satisfies Gell-Mann -Low formula. To prove this, it is sufficient to see that the conditions of Theorem 3.3 hold. Under suitable hypotheses, it is not difficult to prove that the interaction Hamiltonian and each field operator are in C 0 -class (Lemmas 4.12 and 4.13). However, the existence of the ground state (Assumption 3.1) and the condition (II) of Theorem 3.3 are not obvious at all. The existence of the ground state is discussed in [16] . To check the condition (II), we need some preliminaries (Lemmas 4.14-4.18).
Fock spaces
Let H be a complex separable Hilbert space, and ⊗ n H (n ∈ N) the n-fold tensor product of H. Let S n be the symmetric group of order n and U σ (σ ∈ S n ) be a unitary operator on ⊗ n H such that
Then, the symmetrization operator S n and the anti-symmetrization operator A n are defined by
where sgn (σ) is the signature of the permutation σ. The operators S n and A n are orthogonal projections on ⊗ n H. Hence, the subspaces
are Hilbert spaces. We set ⊗ 0 s H := C, ∧ 0 H := C, and define
is called the Boson (resp. Fermion) Fock space over H.
Second quantization operators
For a densely defined closable operator T on H and j = 1, ..., n, we define a linear operator T j on ⊗ n H by
For each integer n ≥ 0, we define a linear operator T (n) on ⊗ n by
where ⊗ n D(T ) denotes the n-fold algebraic tensor product of D(T ). Then, the infinite direct sum operator
on F (H) is called the second quantization of T . If T is non-negative self-adjoint, then so is dΓ(T ). It is easy to see that T (n) is reduced by ⊗ n s H and ∧ n H respectively. We denote the reduced part of
and T (n) f respectively. We set
The operator dΓ b (T ) (resp. dΓ f (T )) is called the boson (resp. fermion) second quantization operator. For a densely defined closable operator T on H, we define a linear operator Γ(T ) on F (H) by
We denote the reduced part of Γ(T ) to F b (H) and F f (H) by Γ b (T ) and Γ f (T ) respectively.
Lemma 4.1. Let K j (j = 1, ..., n, n ≥ 1) be strongly commuting self-adjoint operators on a Hilbert space H, and let E n := E K1 × · · · × E Kn be a product measure. Set
Then, {P (J) | J ∈ B 1 } is the spectral measure of a self-adjoint operator n j=1 K j , where B 1 denotes the set of all the Borel measurable sets in R. 
(ii) For all B 1 , B 2 ∈ B 1 and n ≥ 0, it follows that
where
Proof. (i) This follows directly from Lemma 4.1.
(ii) Let us note that we can write as
The self-adjoint operators T ⊗ I and I ⊗ T (n) are strongly commuting. Hence, using Lemma 4.1, the desired result follows.
Boson creation and annihilation operators
The boson annihilation operator A(f ) with f ∈ H is defined to be a densely defined closed operator on F b (H) whose adjoint is given by
We note that A(f ) is anti-linear in f and A(g) * linear in g. The boson creation and annihilation operators leave the finite particle subspace .16) invariant and satisfy the canonical commutation relations:
The following fact is well known.
, and satisfy the following commutation relations:
Proof. For a proof, see [2, Theorem 4-27].
Lemma 4.5. Let T be a non-negative self-adjoint operator in H. Then, the following (i) and (ii) hold.
. By the general theory of direct product operators, it follows that
From Lemma 4.2, we see that the right-hand side belongs to
) from Lemma 4.3, we see that Ψ ∈ D(A(f )). To prove the claim, it is sufficient to see that for all
Therefore the assertion follows.
fermion creation and annihilation operators
The fermion annihilation operator B(f ) with f ∈ H is defined to be a bounded operator on F f (H) whose adjoint is given by
where A n denotes the anti-symmetrization operator on ⊗ n H, i.e. A n (⊗ n H) = ∧ n H. It is well known that, the operator norm of B(f ) ♯ becomes
The fermion creation and annihilation operators satisfy the canonical anti-commutation relations:
We define an operator-valued function ψ(· , ·) by
Let E f be the set consisting of finite linear combinations of finite products of operators ψ(f, g) (f, g ∈ H). For a product operator ψ(
.., n, n ≥ 1), we define the normal ordering
by
where the symbol
.., n}, and σ is the permutation (1, ..., n) → (i 1 , ..., i k , j 1 , ..., j n−k ). We extend it by linearity to E f . Lemma 4.6. Let T be a self-adjoint operator in H. Then, for all f ∈ D(T ), B(f ) and B(f ) * leave D(dΓ f (T )) invariant, and satisfy the following commutation relations:
Lemma 4.7. Let T be a non-negative self-adjoint operator in H. Then, the following (i) and (ii) hold.
(ii) For all R ≥ 0 and
Proof. Similar to the proof of Lemma 4.5.
Electromagnetic fields
Next, we introduce the photon field quantized in the Coulomb gauge. We adopt as the one-photon Hilbert space
The above R
physically represents the momentum space of photons. If there is no confusion, we omit the subscript k in R 3 k . We freely use the identification
The Hilbert space for the quantized electromagnetic field is given by F b (H ph ) the boson Fock space over H ph .
The energy of a photon with momentum k ∈ R 3 is given by ω(k) := |k|. Then the function ω defines uniquely a multiplication operator on H ph which is injective, non-negative and self-adjoint. We denote it by the same symbol ω also. The free Hamiltonian of the quantum electromagnetic field is given by the second quantization of ω:
We denote by a(·) (· ∈ H ph ) the annihilation operator on
, we use the notation:
where χ ph denotes the Fourier transform of χ ph , and χ * ph denotes the complex conjugate. The functions e (r) (k) = (e (r)
j=1 ∈ R 3 , r = 1, 2, are the polarization vectors satisfying
A j (0, x) is called the point-like quantized electromagnetic field at time t = 0 with momentum cutoff χ ph . As is well-known, A j (0, x) (j = 1, 2, 3) are essentially self-adjoint. We denote the closure of A j (0, x) by the same symbol. We assume the following condition. 
Proof. This is a simple application of Lemma 4.3.
Remark 4.1. If the momentum cutoff function χ ph is taken to be the characteristic function of the set {k ∈ R 3 |k| ≤ Λ 0 }, then this satisfies Hypothesis 4.1.
Dirac fields
We define the quantized Dirac field. We adopt as the one-electron Hilbert space
physically represents the momentum space of electrons. The Hilbert space for the quantized Dirac field is given by F f (H el ) the fermion Fock space over H el .
We denote the mass of the Dirac particle by M > 0. One-electron Hamiltonian in H el is the multiplication operator by the function E M (p) := p 2 + M 2 (p ∈ R 3 ). The Hamiltonian of the free quantum Dirac field is given by
the fermion second quantization operator of E M : H el → H el . The operator H el is non-negative and self-adjoint. Let γ µ (µ = 0, 1, 2, 3) be 4 × 4 gamma matrices, i.e., γ 0 is hermitian and γ j (j = 1, 2, 3) are anti-hermitian, satisfying 
These form an orthogonal base of C 4 ,
and satisfy the completeness,
We denote by B(·) (· ∈ H el ) the annihilation operator on
, we use the notation
Then, we have the canonical anti-commutation relations:
x ) satisfying χ * el = χ el , and set 
Then j µ (0, x) is bounded and self-adjoint.
Lemma 4.9. For all µ = 0, 1, 2, 3 and x ∈ R 3 ,
A simple application of (4.26).
Total Hamiltonian
The state space for QED in Coulomb gauge is taken to be
(4.50)
The free Hamiltonian is
where the subscript fr in H fr means free.
We denote the charge of the Dirac particle by e ∈ R. Let χ sp ∈ L 1 (R 3 ) be a real valued function on R 3 playing the role of spacial cut-off. The first interaction term H I is defined as (4.52) where the integral on the right hand side is a strong Bochner integral. We adopt the Coulomb term H II which is given by
where the integral on the right-hand side of (4.53) is a Bochner integral with respect to the operator norm. The well-definedness of H I and H II is proven in later (see Lemma 4.10). Then, H I is symmetric, and H II is bounded and self-adjoint. We remark that the interaction potential V C (x − y) converges to the familiar Coulomb potential 1 4π 1 |x − y| in the distribution sense as the photon UV cutoff χ ph is removed. Finally, the interaction Hamiltonian H int and the total Hamiltonian H tot is defined by 
(ii) It follows that
fr -bounded, closed and symmetric. (iv) H tot is self-adjoint on D(H fr ), and bounded from below.
Proof. (i) and (ii) follow from Lemma 4.8 and 4.9.
We prove (iii 
Time-ordered exponential on the complex plane
Basic hypothesis to apply our abstract theory is:
Lemma 4.11. Let K j (j = 1, ..., n, n ≥ 1) be non-negative self-adjoint operators, and B j be closable operators on Hilbert spaces H j . Suppose that for each j, there exists a constant a j ≥ 0 such that, for all L ≥ 0, B j maps
Proof. For each L ≥ 0, set
Then, for all ε > 0 and L ≥ 0, there exist n dimensional half-closed intervals I
.., n) are strongly commuting self-adjoint operators; it follows from Lemma 4.1 that
Using (4.59), we have
By the present assumption, we see that
ε,n + a n ]) for each k = 1, ..., N ε . Combining this with (4.59)-(4.61), we conclude that for all ε > 0,
(4.62)
We can take the limit ε ↓ 0 in (4.62) since the projection-valued function In what follows, we use the following notations:
63)
In order to construct the time-ordered exponential, it is sufficient to see that Theorem 2.1 can be applied to our case by checking that H int is in C 0 -class with respect to H fr . The correspondence of the symbols is as follows:
Lemma 4.12. Assume Hypothesis 4.2. Then, the following (i) and (ii) hold.
(ii) For all E ≥ 0, x ∈ R 3 and l = 1, 2, 3, 4, ψ l (0, x) and ψ l (0, x)
Proof. (i) Let us recall the definition of the quantized electromagnetic field (4.35). Under the Hypothesis 4.2, it is easy to see that χ x ph e
(1)
. Hence, using Lemma 4.5, the assertion follows. (ii) Similar to the proof of (i).
(iii) By Lemma (4.8), I ⊗ A j (0, x) is H 1/2 fr -bounded. Combining (i) and 4.11, we see that for all E ≥ 0,
. Therefore, the assertion follows. (iv) Similar to the proof of (iii).
Lemma 4.13. Assume Hypotheses 4.1 and 4.2. Then, the following (i) and (ii) hold:
Proof. (i) One can see that, for all E ≥ 0, x ∈ R 3 and µ = 0, 1, 2, 3, :
in the same manner as Lemma 4.12 (ii). Now, fix E ≥ 0 arbitrarily, and let Ψ ∈ F E . Applying Lemmas 4.11 and 4.12, we see that :
for all x ∈ R 3 and i = 1, 2, 3. Hence, we have
is closed subspace. Thus, the assertion follows.
(ii) Similar to the proof of (i). 
where 
Gell-Mann -Low formula for QED
To apply our abstract theory, we need some preliminaries. For two linear operators A and B in a Hilbert space H, we define ad We prove the remaining claim by induction. The case n = 1 has already been proved. Suppose that the claim is true for some n < n 0 + 1. By the condition (I), we have where C ε > 0 is a constant depending on ε and n. In the same manner as in the proof of Lemma 4.14, one can see that T n 0 T 1 is infinitesimally T (i) H fr and H int leave F fin invariant.
(ii) For each n ∈ N, F fin is a core of H n fr . (iii) For all n ∈ N, ad n H fr (H int ) is infinitesimally H fr -bounded on F fin , i.e., for all ε > 0, there exists a constant C ε ≥ 0 such that for all Ψ ∈ F fin , ad n H fr (H int )Ψ ≤ ε H fr Ψ + C ε Ψ .
(4.80)
The left-hand side can be rewritten as ad for all n ∈ N.
Proof. By Lemma 4.16, we can apply Lemma 4.14 to the case T 0 = H fr , T 1 = H int and D = F fin , and thus the assertion follows. 
