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Let k be a ﬁeld and let Anω be the Taft’s n2-dimensional Hopf algebra. When
n is odd, the Drinfeld quantum double DAnω of Anω is a ribbon Hopf alge-
bra. In a previous paper we constructed an n4-dimensional Hopf algebra Hnp q
which is isomorphic to DAnω if p = 0 and q = ω−1, and studied the irreducible
representations of Hn1 q. We continue our study of Hnp q, and we examine
the ﬁnite-dimensional representations of H31 q, equivalently, of DA3ω. We
investigate the indecomposable left H31 q-module, and describe the structures
and properties of all indecomposable modules and classify them when k is alge-
braically closed. We also give all almost split sequences in modH31 q, and the
Auslander–Reiten quiver of H31 q.  2002 Elsevier Science (USA)
INTRODUCTION
Quantum groups are mathematical objects which arose from the study of
the quantum inverse scattering method, especially the Yang–Baxter equa-
tion. Not only have quantum groups added new aspects to representa-
tion theory, but also they have brought to noncommutative geometry a
remarkable progress. Quantum groups also have remarkable applications
to low-dimensional topology. Quantum groups are deﬁned in terms of what
Drinfeld calls “quasitriangular Hopf algebras” [6] and their construction is
based on a general procedure also due to Drinfeld assigning to a Hopf alge-
bra A a quasitriangular Hopf algebra DA [6]. The Hopf algebra DA
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is called the “quantum double” of A. When considering topological appli-
cations, one has to extend the algebra DA by a so-called ribbon element
[19]. This yields a “ribbon Hopf algebra.”
Let R M ⊗M → M ⊗M be a solution to the quantum Yang–Baxter
equation, where M is a ﬁnite-dimensional vector space over a ﬁeld k. It
was shown that R can be derived from a left A-module structure and a
right A-comodule structure on M for some bialgebra A over k [7, 13,
22]. The module and comodule structures satisfy a natural compatibility
condition. M together with this structure is called a quantum Yang–Baxter
A-module, which is also called a Yetter–Drinfeld module over A [15, 18]. A
quantum Yang–Baxter A-module is a (left) crossed A-bimodule [22]. Let
DA be the Drinfeld’s quantum double derived from a ﬁnite-dimensional
Hopf algebra A. It is well known [9, 14] that a vector space M possesses
a crossed A-bimodule structure if and only if M possesses a left DA-
module structure. Hence the Yetter–Drinfeld module category AA is
the same as the left DA-module category modA.
It is well known that the category of ﬁnite-dimensional representations
of a Hopf algebra acquires in a canonical way the structure of a monoidal
category with duality. Moreover, if the Hopf algebra is quasitriangular, then
the category of its ﬁnite-dimensional representations is a braided monoidal
category [9, 15]. The distinctive feature of a braided monoidal category is
the presence of a “braiding” which provides solutions to the quantum Yang–
Baxter equation. The category of ﬁnite-dimensional representations of a
ribbon Hopf algebra is a ribbon category, which may be used to construct
invariants of knots, links, and three-manifolds [8, 19].
Suppose that n ≥ 1 and that q is a primitive nth root of unity in a ﬁeld k.
Then ω = q−1 is also a primitive nth root of unity. Taft constructed an n2-
dimensional Hopf algebra Anω in [21]. The Anωs form an interesting
class of pointed Hopf algebras from a combinatorial point of view. When n
is odd, the quantum double DAnω R of Anω provides an invariant
of three-manifolds [8]. Generally, the double of Anω is of interest in
connection with knot theory. Kauffman and Radford proved that the double
of Anω is a ribbon Hopf algebra if and only if n is odd [10].
In the previous papers [3, 4], we constructed an inﬁnite-dimensional non-
commutative and noncocommutative Hopf algebra Hp q for any p q ∈ k
with q = 0, where k is a ﬁxed ﬁeld. When q is a root of the nth cyclotomic
polynomial over Z, Hp q has an n4-dimensional quotient Hopf algebra
Hnp q. If q is a primitive nth root of unity, then Hnp q is isomor-
phic to DAnω as a Hopf algebra for any p = 0. We also examined
the irreducible representations of Hn1 q, equivalently, of DAnω. We
showed that, for any 1 ≤ l ≤ n and r ∈ Z, there exists an l-dimensional irre-
ducible Hn1 q-module V l r which is determined by the image of r in
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Zn = Z/n. Up to isomorphisms, V l r, 1 ≤ l ≤ n, r ∈ Zn, are the only
n2 distinct irreducible Hn1 q-modules.
The purpose of this paper is to describe the ﬁnite-dimensional represen-
tations of H31 q, equivalently, of DA3ω. In this case, H31 q is a
ribbon Hopf algebra which is also a symmetric algebra, and there are only
nine distinct irreducible H31 q-modules V l r, 1 ≤ l ≤ 3, r ∈ Z3, up to
isomorphisms. Denote H31 q by H for short in what follows.
In Section 1, as a preliminary we recall some basic concepts such as
Grothendieck group, symmetric algebra, syzygy and cosyzygy functors, and
almost split sequence. We also recall the structures of Anω and Hnp q.
The material of this section appears in [1–5].
In Section 2, for any r ∈ Z and 1 ≤ l ≤ 2, we ﬁrst construct a left H-
module Pl r, which is six-dimensional. Then we show that Pl r is an
indecomposable projective (and injective) H-module which is a projective
cover (an injective envelope) of V l r for any 1 ≤ l ≤ 2 and r ∈ Z, and
that V 3 r is an irreducible and projective (injective) H-module for any
r ∈ Z. Furthermore, as a left H-module, we have
H ∼= ⊕
0≤r≤2
P1 r ⊕ 2P2 r ⊕ 3V 3 r
Thus we classify the principal indecomposable H-modules.
In Section 3, we ﬁrst decompose H as a product of its blocks as follows:
H = A1 ×A2 ×A3 ×A4 ×A5 ×A6
Each Ai is an indecomposable algebra, and Ai ∼= M3k, the algebra of
3 × 3 matrices over k for 1 ≤ i ≤ 3. For 4 ≤ i ≤ 6, we have that Ai ∼=
P1 1− i ⊕ 2P2 2 − i as left H-modules, from which we show that the
Loewy length of H is 3, and the Loewy length of Pl r is also 3 for any
1 ≤ l ≤ 2 and r ∈ Z. Hence, for any nonzero indecomposable H-module
M , we have 1 ≤ rlM ≤ 3, where rlM denotes the radical length (Loewy
length) of M . If rlM = 1, then M ∼= V l r, and if rlM = 3, then
M ∼= Pl r, for some l and r. Then we show that any indecomposable
H-module M has the properties that socM ∼= nV for some irreducible
module V , and the radical series and the socle series of M coincide. As to
those indecomposable modules M with rlM = 2, we say M is of mn-
type if lsocM = n and lM/ socM = m. We show the following main
results.
I. LetM be an indecomposable left H-module of mn-type. Then
(1) If m < n, then n = m + 1 and M ∼= −mV , where V =
V 1 r or V 2 r + 1, r ∈ Z, and −1 denotes the cosyzygy functor.
(2) If m > n, then m = n+ 1 and M ∼= nV , where V = V 1 r
or V 2 r + 1, r ∈ Z, and  denotes the syzygy functor.
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II. We have the minimal projective resolutions and minimal injective
resolutions of V 1 r and V 2 r + 1 as follows.
· · · −→ 4P2 r + 1 −→ 3P1 r −→ 2P2 r + 1 −→ P1 r
−→ V 1 r −→ 0
· · · −→ 4P1 r −→ 3P2 r + 1 −→ 2P1 r −→ P2 r + 1
−→ V 2 r + 1 −→ 0
0 −→ V 1 r −→ P1 r −→ 2P2 r + 1 −→ 3P1 r
−→ 4P2 r + 1 −→ · · · 
0 −→ V 2 r + 1 −→ P2 r + 1 −→ 2P1 r −→ 3P2 r + 1
−→ 4P1 r −→ · · · 
III. For any r ∈ Z3, there are the following almost split sequences in
modH.
(1) 0→ V 1 r → 2V 2 r + 1 ⊕ P1 r → −1V 1 r → 0,
(2) 0 → V 2 r + 1 → 2V 1 r ⊕ P2 r + 1 → −1V 2 r +
1 → 0,
(3) 0→ n+2V 1 r → 2n+1V 2 r + 1 → nV 1 r → 0,
(4) 0 → n+2V 2 r + 1 → 2n+1V 1 r → nV 2 r +
1 → 0,
(5) 0→−nV 1r→2−n+1V 2r+1→−n+2V 1r→0,
(6) 0 → −nV 2 r + 1 → 2−n+1V 1 r → −n+2V 2 r +
1 → 0,
where n ≥ 0 and 0 = 1.
Finally, we obtain that two connected components of the AR-quiver H
of H for any r ∈ Z3.
In Section 4, we discuss the indecomposable left H-modules of n n-
type. Let ∞ be a symbol with ∞ /∈ k and let k = k ∪ ∞. First,
for any r ∈ Z3 and α ∈ k, we construct indecomposable left mod-
ules M1r α and N1r α of 1 1-type with socM1r α ∼= V 2 r + 1
and M1r α/ socM1r α ∼= V 1 r, and socN1r α ∼= V 1 r and
N1r α/ socN1r α ∼= V 2 r + 1. They have the properties that
M1r α ∼= N1r α and N1r α ∼= M1r α. We show that any
indecomposable left H-module of 1 1-type is either isomorphic to
some M1r α or isomorphic to some N1r α. And when α = β,
M1r α ∼= M1r β and N1r α ∼= N1r p. Thus, up to isomorphism, we
describe all modules of 1 1-type. Then by induction and using almost
split sequences, we construct a module Mnr α of n n-type by starting
M1r α for any n ≥ 2, r ∈ Z3, and α ∈ k. Let Nnr α = Mnr α for all
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r ∈ Z3 and α ∈ k. Then we have the main results of Section 4 as follows:
IV. Mnr α is an indecomposable left H-module for any n ≥ 1, r ∈
Z3, and α ∈ k, and
(1) 2Mnr α ∼= Mnr α, socMnr α ∼= nV 2 r + 1, and
Mnr α/ socMnr α ∼= nV 1 r.
(2) For any 1 ≤ i < n, Mnr α contains a unique submodule
of i i-type, which is isomorphic to Mir α, and the quotient module of
Mnr α modulo the submodule is isomorphic to Mn−ir α.
(3) For any 1 ≤ i < n, the unique submodule of i i-type of
Mnr α is contained in that of i+ 1 i+ 1-type.
(4) If α = β, or r = r ′ in Z3, then Mnr α ∼=Mnr ′ β.
(5) There are almost split sequences
0 −→M1r α −→M2r α →M1r α −→ 0
0 −→Mnr α −→Mn−1r α ⊕Mn+1r α −→Mnr α −→ 0
for all n ≥ 2.
V. Nnr α has the same properties as Mnr α except part (1),
which should be replaced by 2Nnr α ∼= Nnr α, socNnr α ∼=
nV 1 r, and Nnr α/ socNnr α ∼= nV 2 r + 1.
VI. Let M be an indecomposable left H-module of n n-type. If k
is an algebraically closed ﬁeld, then either M ∼= Mnr α or M ∼= Nnr α
for some r ∈ Z3 and α ∈ k.
We also give two connected components of AR-quiver H of H for any
r ∈ Z3 and α ∈ k. Thus when k is algebraically closed, we describe all
indecomposable left H-modules and classify them.
1. PRELIMINARIES
Throughout this paper, we work over a ﬁxed ﬁeld k. Unless otherwise
stated, all algebras, Hopf algebras, and modules are ﬁnite-dimensional
over k, and all maps are k-linear dim, ⊗, and Hom stand for dimk,
⊗k, and Homk, respectively. The boldface letters N and Z stand for the
nonnegative integers and all integers, respectively.
1.1. Grothendieck Groups
Let A be a ﬁnite-dimensional algebra over k. We ﬁx a full set of
nonisomorphic irreducible (simple) left A-modules V1     Vt and we let
Pi = PVi denote their projective covers, the principal indecomposable
A-modules [1, 5].
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Let G0A denote the Grothendieck group of the category of ﬁnite-
dimensional left A-modules. This is the abelian group that is generated
by the isomorphism classes [V] of left A-modules V modulo the rela-
tions V  = U + W  for each short exact sequence of A-modules
0→ U → V → W → 0. It is well known [1 2] that G0A is a free abelian
group with basis given by the classes Vi, i = 1 2     t.
Similarly, K0A denotes the Grothendieck group of the category of
ﬁnite-dimensional projective left A-modules, that is, the abelian group that
is generated by the isomorphism classes [P] of projective A-modules P
modulo the relations P ⊕ Q = P + Q. Again, K0A is free abelian,
with basis Pii = 1 2     t.
1.2. Symmetric Algebras
The k-algebra A is called symmetric if there exists a nondegenerate
k-bilinear form
β A×A −→ k
which is associative and symmetric; that is, βab c = βa bc and
βa b = βb a hold for all a b c ∈ A.
One can easily check that a k-algebra A is symmetric if and only if A
is isomorphic to HomAk as an A −A-bimodule. Hence, a symmetric
algebra A is self-injective; that is, the left regular module A is injective [1].
If A is symmetric, then, for any irreducible A-module V , the socle of the
projective cover PV  of V is isomorphic to V . In particular, it follows that
PV ∗ ∼= PV ∗ as (right) A-modules, where −∗ = Hom− k [1, 5].
A ﬁnite-dimensional Hopf algebra H is a symmetric algebra if and only
if H is unimodular and S2 is inner, where S is the antipode of H [12, 16].
It is well known [17] that the Drinfeld quantum double DH of any Hopf
algebra H is unimodular, and S2 is inner. Hence, DH is always symmetric.
Hennings [8] also showed that the double is unimodular.
1.3. The Syzygy and Cosyzygy Functors
Let A be a ﬁnite-dimensional algebra over k, and let Aop be its oppo-
site algebra. It is well known that a k-vector space V is a right A-module if
and only if V is a left Aop-module. In what follows, modA will denote the
category of ﬁnite-dimensional left A-modules, and modAop will denote the
category of ﬁnite-dimensional right A-modules (left Aop-modules, simulta-
neously).
For any M and N in modA, MN is the k-subspace of HomAMN
consisting of the morphisms f  M → N which factor through a projective
module. We shall usually denote HomAMN/MN by HomAMN,
and the factor category modA/ by modA. Similarly, for any M and
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N in modA, let  MN ⊂ HomAMN be the set of all morphisms
f  M → N which factor through an injective module. We will denote
HomAMN/ MN by HomAMN and the factor category modA/
by modA.
For any M in modA, the dual space DM = HomMk = M∗ is
in modAop. It is well known that D modA → modAop is a duality,
and D2 ∼= 1, the identity functor on modA and modAop. The duality
D modA→ modAop induces a duality D modA→ modAop.
Let M be in modA and let P1
f→ P0 →M → 0 be a minimal projective
presentation. Applying the functor HomA−A to it, one gets an exact
sequence
0 −→ HomAMA −→ HomAP0A −→ HomAP1A
−→ CokerHomAfA −→ 0
Thus we have the module CokerHomAfA in modAop, which is called
the transpose of M and denoted by TrM . Tr does not induce a duality
modA → modA, but Tr induces a duality Tr modA → modAop. And
the compositions modA
Tr→ modAop Tr→ modA and modAop Tr→ modA Tr→
modAop are isomorphic to the identity on modA and modAop, respec-
tively. Furthermore, the composition D Tr modA→ modA is an equiva-
lence of categories with inverse equivalence TrD modA→ modA.
For each M in modA, choose a ﬁxed projective cover PM f→ M → 0
and deﬁne M to be Ker f . Thus we obtain a functor  modA →
modA, which is called the syzygy functor. Dually, for each M in modA,
choose a ﬁxed injective envelope τ M → IM and deﬁne −1M to be
Coker τ. Then one can easily check that we have a functor −1 modA→
modA, which is called the cosyzygy functor. If A is a self-injective alge-
bra, then modA = modA, and  modA→ modA and −1 modA→
modA are inverse equivalences.
Note that if A is a ﬁnite-dimensional symmetric algebra, then A is self-
injective, and DTr ∼= 2 and TrD ∼= −2. For the details, the reader is
directed to [1, Chap. IV].
1.4. Almost Split Sequences
A morphism f M → N in modA is right minimal if every endomorphism
g M → M with fg = f is an automorphism. Dually, a morphism f  M →
N in modA is left minimal if, whenever an injective morphism g N → N
has the property that gf = f , then g is an automorphism.
A morphism f  M → N in modA is right almost split if (a) it is not
a split epimorphism and (b) any morphism U → N which is not a split
epimorphism factors through f . Dually, a morphism g M → N in modA
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is left almost split if (a) it is not a split monomorphism and (b) any morphism
M → W which is not a split monomorphism factors through g.
A morphism is said to be minimal right almost split if it is both right
almost split and right minimal. Dually, a morphism is said to be minimal
left almost split if it is both left almost split and left minimal.
An exact sequence 0→ N g→M f→ K → 0 in modA is called an almost
split sequence if g is left almost split and f is right almost split.
For an exact sequence 0 → N g→ M f→ K → 0, the following are equiv-
alent [1, p. 144].
(1) The sequence is an almost split sequence.
(2) The morphism f is minimal right almost split.
(3) The morphism g is minimal left almost split.
(4) The module N is indecomposable and f is right almost split.
(5) The module K is indecomposable and g is left almost split.
(6) The module K is isomorphic to TrDN and g is left almost split.
(7) The module N is isomorphic to DTrK and f is right almost split.
A morphism f  M → N in modA is called irreducible if f is neither
a split monomorphism nor a split epimorphism, and if f = gh for some
h M → K and g K → N , then h is a split monomorphism or g is a split
epimorphism. It is well known [1, p. 166] that if f M → N is an irreducible
morphism in modA, then f is either a monomorphism or an epimorphism.
1.5. The Auslander–Reiten Quiver
For any ﬁnite-dimensional algebraA, one can deﬁne an associated valued
quiver A as follows. The vertices of A are in one-to-one correspondence
with the isomorphism classes [M] of indecomposable modules M in modA.
There is an arrow M → N if and only if there is an irreducible morphism
M → N . The arrow has valuation mn if there is a minimal right almost
split morphism mM ⊕X → N , where M is not a direct summand of X,
and a minimal left almost split morphism M → nN ⊕ Y , where N is not
a direct summand of Y . Here mM means the direct sum of m copies of
M . The vertices corresponding to projective modules are called projective
vertices, and those corresponding to injective modules are called injective
vertices. Then DTr induces a map from the nonprojective vertices to the
noninjective vertices. This map is called the translation of A, which is
denoted by DTr and indicated by broken arrows M −− → DTrM. The
valued quiver A together with the translation DTr is called the Auslander–
Reiten quiver of A, or the AR-quiver of A for short.
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1.6. The Drinfeld Doubles DAnω
Let n ≥ 2 and assume that the ﬁeld k contains a primitive nth root q
of unity. Then ω = q−1 is also a primitive nth root of unity. Taft’s n2-
dimensional Hopf algebra Anω is deﬁned as follows. Anω = Anq−1
is generated as an algebra by g and x subject to the relations
gn = 1 xn = 0 gx = qxg
The coalgebra structure and the antipode are determined by
/g = g ⊗ g εg = 1
/x = x⊗ g + 1⊗ x εx = 0
Sg = g−1 = gn−1 Sx = −xg−1 = −qgn−1x
Anq−1 has a canonical basis gixj0 ≤ i j < n [10, 21].
We can describe the Drinfeld quantum double DAnq−1 as follows.
Let p ∈ k. Then one can deﬁne an n4-dimensional Hopf algebra
Hnp q. Hnp q is generated as an algebra by a, b, c, and d subject to
the relations
ba = qab db = qbd
ca = qac dc = qcd
bc = cb da− qad = p1− bc
an = 0 bn = 1 cn = 1 dn = 0
The coalgebra structure and the antipode are given by
/a = a⊗ b+ 1⊗ a /b = b⊗ b
/c = c ⊗ c /d = d ⊗ c + 1⊗ d
εa = εd = 0 εb = εc = 1
Sa = −ab−1 = −abn−1 Sb = b−1 = bn−1
Sc = c−1 = cn−1 Sd = −dc−1 = −dcn−1
Hnp q has a canonical basis aibjcldk0 ≤ i j l k < n, and is not
semisimple. If p = 0, then Hnp q is isomorphic to DAnq−1 as a Hopf
algebra. In particular, we have Hnp q ∼= Hn1 q ∼= DAnq−1 for any
p = 0. For details, the reader can see [3, 4]. Thus in order to discuss the
representations of DAnq−1, we only have to consider the representa-
tions of Hn1 q.
For any integer 1 ≤ l ≤ n, r ∈ Z, there is an l-dimensional left Hn1 q-
module V l r with a k-basis v1 v2     vl such that the matrices
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A, B, C, and D of the endomorphisms induced by a, b, c, and d relative
to the given basis are given by
A =


0 0
1 0
1
  
  
  
0 1 0


 D =


0 α1l 0
0 α2l
  
  
   αl−1l
0 0



B = diagqr qr+1     qr+l−1, and C = diagq1−r+l q2−r+l     q−r,
where αil = iq1 − qi−l, i = 1 2     l − 1. We have the following
results [4].
(1) V l r is an irreducible Hn1 q-module.
(2) Any irreducible left Hn1 q-module is isomorphic to V l r for
some 1 ≤ l ≤ n and r ∈ Z.
(3) V l r is isomorphic to V l′ r ′ if and only if l = l′ and r ≡
r ′ mod n.
Hence there are only n2 distinct irreducible Hn1 q-modules up to iso-
morphisms.
From now on, we ﬁx H = H31 q, where q is a primitive third root of
unity in k. Then G0H is a free abelian group with a basis V l r1 ≤
l r ≤ 3. By Section 1.2, we know that H is a symmetric algebra.
2. PROJECTIVE MODULES
Lemma 2.1. Let M6k be the algebra of 6 × 6 matrices over k. For any
r ∈ Z, deﬁne ABC, and D in M6k by
A =


0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0


 D =


0 0 0 0 0 0
0 0 α12 0 0 0
0 0 0 0 0 0
0 0 0 0 α12 0
1 0 0 0 0 0
0 q 0 0 0 0



B = diagqr qr+1 qr+2 qr+1 qr+2 qr, and C = diagq−r q1−r q2−r q1−r ,
q2−r q−r. Then there is a unique algebra morphism φ from H toM6k such
that φa = A, φb = B, φc = C, and φd = D.
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Proof. One can easily check that A3 = 0, D3 = 0, B3 = C3 = E, BA =
qAB, DB = qBD, CA = qAC, DC = qCD, BC = CB, and DA− qAD =
E − BC, where E is the identity matrix in M6k. Then it follows by the
deﬁnition of H that there is a unique algebra morphism φ from H toM6k
such that φa = A, φb = B, φc = C, and φd = D. Q.E.D.
Now for any r ∈ Z, let P be a six-dimensional vector space with a basis
x1 x2 x3 x4 x5 x6 over k. Then EndP ∼= M6k as algebras under
the given basis. It follows by Lemma 2.1 that P becomes a left H-module
uniquely determined by
axi =
{
xi+1 if i = 1 2 4, or 5,
0 if i = 3 or 6,
bxi =
{
qr+i−1xi if 1 ≤ i ≤ 3,
qr+ixi if 4 ≤ i ≤ 6,
cxi =
{
qi−1+rxi if 1 ≤ i ≤ 3,
qi−rxi if 4 ≤ i ≤ 6,
dx1 = x5, dx2 = qx6, dx3 = α12x2, dx5 = α12x4, and dx4 = dx6 = 0.
Denote the H-module by P1 r. Obviously, if r ≡ r ′ mod 3, then
P1 r ∼= P1 r ′ as left H-modules.
Lemma 2.2. Let M6k be the algebra of 6 × 6 matrices over k. For any
r ∈ Z, deﬁne ABC, and D in M6k by
A =


0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0


 D =


0 α12 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 q 0 0 0 α12
0 0 q2 0 0 0



B = diagqr qr+1 qr+2 qr+2 qr qr+1, and C = diagq2−r q−r q1−r q1−r ,
q2−r q−r. Then there is a unique algebra morphism φ from H toM6k such
that φa = A, φb = B, φc = C, and φd = D.
Proof. It is similar to Lemma 2.1. Q.E.D.
For any r ∈ Z, let P be a six-dimensional vector space with a basis
y1 y2 y3 y4 y5 y6 over k. Then EndP ∼= M6k as algebras under the
given basis. It follows by Lemma 2.2 that P becomes a left H-module
uniquely determined by
ayi =
{
yi+1 if i = 1 2 4, or 5,
0 if i = 3 or 6,
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byi =
{
qr+i−1yi if 1 ≤ i ≤ 3,
qr+i+1yi if 4 ≤ i ≤ 6,
cyi =
{
qi+1−ryi if 1 ≤ i ≤ 3,
qi−ryi if 4 ≤ i ≤ 6,
dy1 = y4, dy2 = α12y1 + qy5, dy3 = q2y6, dy4 = dy5 = 0, and dy6 =
α12y5. Denote the H-module by P2 r. Clearly, if r ≡ r ′ mod 3, then
P2 r ∼= P2 r ′ as left H-modules.
Proposition 2.3. For any r ∈ Z, we have the following:
(1) soc P1 r = spanx6 ∼= V 1 r.
(2) soc P2 r = spany5 y6 ∼= V 2 r.
(3) P1 r and P2 r are indecomposable H-modules.
Proof. Parts (1) and (2) can be checked easily by using [4, Corollary 2.9
and Lemma 3.2]. Part (3) follows from parts (1) and (2). Q.E.D.
For any k l ∈ Z, set ekl in H by
ekl =
1
9
2∑
i j=0
qki+ljbicj
Then clearly, ekl = eij if and only if k ≡ i mod 3 and l ≡ j mod 3.
A straightforward computation shows that ekl0 ≤ k l ≤ 2 is a set of
nonzero orthogonal idempotents, and that
∑2
k l=0 ekl = 1. It is also easy
to prove that aekl = ek−1 l−1a, dekl = ek+1 l+1d, bekl = eklb = q−kekl,
and cekl = eklc = q−lekl. Therefore, Hekl is nine-dimensional and Hekl =
spanaidjekl0 ≤ i j ≤ 2.
Lemma 2.4. Let k l ∈ Z with k + l ≡ 0 mod 3, and let ekl1 =
1
α13ad +
q
α13a
2d2ekl and ekl2 = ekl − ekl1. Then e2kl1 = ekl1, e2kl2 = ekl2,
and ekl1ekl2 = ekl2ekl1 = 0.
Proof. By [3, p. 5029], we have
da2d2ekl =
(
q2a2d + 2qa1− qbc
)
d2ekl
= 2qad21− bcekl
= 2qad21− q−k−lekl = 0
dadekl = qad + 1− bcdekl
= qad2ekl + d1− q−2bcekl
= qad2ekl + 1− qdekl
= qad2ekl + α13dekl
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and
d2adekl =
(
q2ad2 + 2q1− qbcd
)
dekl
= 2qd21− bcekl = 0
On the other hand, since aidiekl = eklaidi for any i ≥ 0, we have
e2kl1 =
1
α132
(
ad + q
α13
a2d2
)2
ekl
= 1
α132
(
adad + q
α13
ada2d2 + q
α13
a2d2ad + q
2
α132
a2d2a2d2
)
ekl
= 1
α132
adadekl
= 1
α132
qa2d2 + α13adekl = ekl1
Clearly, ekl1ekl = eklekl1 = ekl1, and consequently, e2kl2 = ekl2 and ekl1ekl2 =
ekl2ekl1 = 0. Q.E.D.
Proposition 2.5. Let k l ∈ Z with k + l ≡ 0 mod 3, and let ekl1 and
ekl2 be given as in Lemma 2.4. Then Hekl1 ∼= V 3 l− 1 and Hekl2 ∼= P1 l
as left H-modules.
Proof. By the proof of Lemma 2.4, we know that d2ekl1 = 0 and
adekl1 = 1α13adadekl = α13ekl1. Hence a
2dekl1 = α13aekl1 and
da2dekl1 = α13daekl1
= α13qad + 1− bcekl1
= qα13adekl1 + α131− bcekl1
= α23adekl1
Clearly, a2ekl1 = 0. Since bdekl1 = q−1dbekl1 = q−1−kdekl1 = ql−1dekl1, we
know that Hekl1 = spandekl1 adekl1 a2dekl1, and that Hekl1 is isomor-
phic to V 3 l − 1 as a left H-module.
Next, we have d2ekl2 = d2ekl − d2ekl1 = d2ekl, and so ad2ekl2 = ad2ekl.
On the other hand, since dekl1 = 1α13dadekl = dekl −
1
α12ad
2ekl, we have
dekl2 = 1α12ad
2ekl = 1α12ad
2ekl2 and adekl2 = 1α12a
2d2ekl2. Hence Hekl2 =
spanekl2 aekl2 a2ekl2 d2ekl2 ad2ekl2 a2d2ekl2. Deﬁne a k-linear map
f  P1 l → Hekl2 by
f xi =
{
ai−1ekl2 if1 ≤ i ≤ 3
1
α12a
i−4d2ekl2 if4 ≤ i ≤ 6
Then a straightforward argumentation shows that f is an isomorphism of
left H-modules. Q.E.D.
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Lemma 2.6. Let k l ∈ Z with k + l ≡ 1 mod 3, and let ekl1 =
1
α13α23a
2d2ekl and ekl2 = ekl − ekl1. Then e2kl1 = ekl1, e2kl2 = ekl2, and
ekl1ekl2 = ekl2ekl1 = 0.
Proof. Similarly to Lemma 2.4, we have da2d2ekl = α23ad2ekl, and so
d2a2d2ekl = α13α23d2ekl. Hence e2kl1 = ekl1. Clearly, eklekl1 = ekl1ekl =
ekl1. It follows that e
2
kl2 = ekl2 and ekl1ekl2 = ekl2ekl1 = 0. Q.E.D.
Proposition 2.7. Let k l ∈ Z with k + l ≡ 1 mod 3, and let ekl1 and
ekl2 be given as in Lemma 2.6. Then Hekl1 ∼= V 3 l and Hekl2 ∼= P2 l− 1
as left H-modules.
Proof. Clearly, aekl1 = 0. By the proof of Lemma 2.6, we know
that ad2ekl1 = α13dekl1 and a2d2ekl1 = α13adekl1 = α13α23ekl1.
Therefore, Hekl1 = spand2ekl1 ad2ekl1 a2d2ekl1. Meanwhile, we have
dad2ekl1 = α13d2ekl1, da2d2ekl1 = α23ad2ekl1, and bd2ekl1 =
q−2−kd2ekl1 = qld2ekl1. Hence, Hekl1 ∼= V 3 l as left H-modules.
By the proof of Lemma 2.6, we have d2ekl1 = d2ekl. Hence, d2ekl2 =
d2ekl − ekl1 = 0, and so
Hekl2 = spanekl2 aekl2 a2ekl2 dekl2 adekl2 a2dekl2
Deﬁne a k-linear map f  P2 l − 1 → Hekl2 by
f yi =
{
ai−1ekl2 if 1 ≤ i ≤ 3,
ai−4dekl2 if 4 ≤ i ≤ 6.
Then a straightforward veriﬁcation shows that f is an isomorphism of
H-modules. Q.E.D.
Lemma 2.8. Let k l ∈ Z with k+ l ≡ 2 mod 3, and let ekl2 = 1α12ad−q
α12a
2d2ekl and ekl1 = ekl − ekl2. Then e2kl1 = ekl1, e2kl2 = ekl2, and
ekl1ekl2 = ekl2ekl1 = 0.
Proof. Similarly to Lemma 2.4, we have da2d2ekl = α12ad2ekl and
dadekl = qad2ekl + α12dekl. Hence, d2a2d2ekl = α12dad2ekl = 0 and
d2adekl = α12d2ekl. Thus we have
e2kl2=
1
α122
(
ad− q
α12
a2d2
)2
ekl
= 1
α122
(
adad− q
α12
ada2d2− q
α12
a2d2ad+ q
2
α122
a2d2a2d2
)
ekl
= 1
α122
qa2d2+α12ad−qa2d2−qa2d2ekl
= 1
α12
(
ad− q
α12
a2d2
)
ekl=ekl2
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Obviously, eklekl2 = ekl2ekl = ekl2. Hence e2kl1 = ekl1 and ekl1ekl2 =
ekl2ekl1 = 0. Q.E.D.
Proposition 2.9. Let k l ∈ Z with k + l ≡ 2 mod 3, and let ekl1 and
ekl2 be given as in Lemma 2.8. Then Hekl1 ∼= V 3 l+ 1 and Hekl2 ∼= P2 l
as left H-modules.
Proof. By the proof of Lemma 2.8, we know that
dekl2 =
1
α12
(
dad − q
α12
da2d2
)
ekl
= 1
α12
qad2 + α12d − qad2ekl = dekl
Hence, dekl1 = 0, and so Hekl1 = spanekl1 aekl1 a2ekl1. Now a straight-
forward argumentation shows that daekl1 = α13ekl1, da2ekl1 = α23aekl1,
and bekl1 = ql+1ekl1. It follows that Hekl1 is isomorphic to V 3 l + 1 as a
left H-module.
Next, since dekl2 = dekl, we have aekl2 = 1α12a
2dekl = 1α12a
2dekl2, and
so a2ekl2 = 0. We also have ekl2 = 1α12adekl −
q
α122 a
2d2ekl = 1α12adekl2 −
q
α122 a
2d2ekl2. Therefore, Hekl2 = spandekl2 adekl2 a2dekl2 d2ekl2,
ad2ekl2 a
2d2ekl2. Finally, deﬁne a k-linear map f  P2 l → Hekl2 by
f yi =
{
ai−1dekl2 if 1 ≤ i ≤ 3,
ai−4d2ekl2 if 4 ≤ i ≤ 6.
Then a straightforward veriﬁcation shows that f is an isomorphism of
H-modules. Q.E.D.
Since H is a symmetric algebra, H is a self-injective algebra. Therefore,
Pl r and V 3 r are indecomposable projective and injective H-modules,
and Pl r/JPl r ∼= soc Pl r ∼= V l r for any 1 ≤ l ≤ 2 and r ∈ Z,
where J is the Jacobson radical of H.
For any r ∈ Z, let 0 = v ∈ V 1 r and v1 v2 ∈ V 2 r be the
standard basis described as in [4, (2.1)–(2.3)]. Deﬁne k-linear maps
p = p1 r  P1 r → V 1 r by
pxi =
{
v if i = 1,
0 if 2 ≤ i ≤ 6,
and
τ = τ1 r  V 1 r −→ P1 r by τv = x6
And deﬁne k-linear maps p = p2 r  P2 r → V 2 r by
pyi =
{
vi if 1 ≤ i ≤ 2,
0 if 3 ≤ i ≤ 6,
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and
τ = τ2 r  V 2 r −→ P2 r by τvi = yi+4 1 ≤ i ≤ 2
We summarize this section as follows.
Theorem 2.10. For any r ∈ Z and 1 ≤ l ≤ 2, we have
(1) Pl r is a non-irreducible, indecomposable, projective, and injective
left H-module.
(2) V 3 r is an irreducible, projective, and injective left H-module.
(3) p Pl r → V l r is a projective cover of V l r.
(4) τ V l r → Pl r is an injective envelope of V l r.
(5) Any indecomposable projective (injective) left H-module is isomor-
phic to one of P1 r, P2 r, and V 3 r for some r ∈ Z.
(6) H = ⊕0≤km≤2 1≤i≤2Hekmi ∼= ⊕0≤r≤2P1 r ⊕ 2P2 r ⊕ 3V
3 r as left H-modules.
3. INDECOMPOSABLE MODULES
In the previous section, we proved that 1 =∑0≤k l≤2∑1≤i≤2 ekli, the sum
of nonzero primitive orthogonal idempotents, and ekl = ekl1 + ekl2. We
also have aekl = ek−1 l−1a, dekl = ek+1 l+1d, bekl = ek lb, and cekl = ek lc.
Hence e00 + e11 + e22 e01 + e12 + e20 e02 + e10 + e21 is a set of nonzero
central orthogonal idempotents.
A straightforward veriﬁcation shows that aekli = ek−1 l−1 ia, dekli =
ek+1 l+1 id, bekli = eklib, cekli = eklic. Set
e1 = e001 + e111 + e221 e4 = e002 + e112 + e222
e2 = e011 + e121 + e201 e5 = e012 + e112 + e202
e3 = e021 + e101 + e211 e6 = e022 + e102 + e212
Then 1 = e1 + e2 + e3 + e4 + e5 + e6, the sum of nonzero central idempo-
tents, and each ei cannot be decomposed into a sum of two nonzero central
idempotents. Hence Ai = Hei is an indecomposable algebra with identity
ei for all 1 ≤ i ≤ 6, and
H = A1 ×A2 ×A3 ×A4 ×A5 ×A6
The Ai = Hei 1 ≤ i ≤ 6 are called the blocks of H.
Let M be a left H-module. Then M = ⊕6i=1eiM , and each eiM is an
H-submodule of M , which is also an Ai-module. If M = eiM for some
i 1 ≤ i ≤ 6, then we say that M belongs to the block Ai. In this case,
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ejM = 0 if j = i. On the other hand, if M is a left Ai-module, then M is
also an H-module via hx = heix, h ∈ H, x ∈ M , and M belongs to the
block Ai. It is well known that a left H-module M is indecomposable if
and only if M belongs to some block Ai and M is an indecomposable Ai-
module. Clearly, if an H-module M belongs to the block Ai, then so do
the injective envelope IM and the projective cover PM of M .
Proposition 3.1. (1) For any i with 1 ≤ i ≤ 3, Ai is isomorphic to
3V 3−i as a left H-module.
(2) For any i with 4 ≤ i ≤ 6, Ai is isomorphic to P1 1 − i ⊕
2P2 2 − i as a left H-module.
Proof. It follows immediately from Propositions 2.5, 2.7, and
2.9. Q.E.D.
Corollary 3.2. For any 1 ≤ i ≤ 3, Ai is isomorphic to M3k, the alge-
bra of 3× 3 matrices over k, as an algebra.
Proof. It follows by the Wedderburn–Artin theorem and Proposi-
tion 3.1(1). Q.E.D.
Let A be an arbitrary ﬁnite-dimensional algebra over k, and let J = JA
be the Jacobson radical of A. Let M be in modA. Then the length lM
of M is ﬁnite. The smallest nonnegative integer i with JiM = 0 is called
the radical length of M , denoted by rlM, and 0 ⊂ Ji−1M ⊂ · · · ⊂ J2M ⊂
JM ⊂ M is called the radical series of M . Sometimes, the radical length of
M is called the Loewy length of M . For j > 1, let socj M be the preimage of
socM/ socj−1M in M . The smallest integer t with soct M = M is called
the socle length M , denoted by slM, and 0 ⊂ socM ⊂ soc2M ⊂ · · · ⊂
soct−1M ⊂ soct M =M is called the socle series of M . It is well known [1,
Proposition II.4.7] that rlM = slM.
Proposition 3.3. Let J = JH be the Jacobson radical of H. Then
J3 = 0; i.e., rlH = 3.
Proof. For any r ∈ Z, we know that soc P1 r = spanx6 ∼= V 1 r.
For any x ∈ P1 r, let x denote the image of x under the natural epi-
morphism P1 r → P1 r/ soc P1 r. Then it is clear that socP1 r/
soc P1 r = spanx2 x3 x4 x5 ∼= 2V 2 r + 1 as H-modules. Hence
soc2 P1 r = spanx2 x3 x4 x5 x6. Now clearly, P1 r/ soc2 P1 r ∼=
V 1 r, and so soc3 P1 r = P1 r. Similarly, one can see that soc
P2 r = spany5 y6 ∼= V 2 r, soc2 P2 r = spany3 y4 y5 y6, and
soc3 P2 r = P2 r, and that soc2 P2 r/ soc P2 r ∼= 2V 1 r − 1 and
soc3 P2 r/ soc2 P2 r ∼= V 2 r. Thus if P is a non-irreducible inde-
composable projective left H-module, then rlP = slP = 3. It follows
that rlH = 3; i.e., J3 = 0. Q.E.D.
768 hui-xiang chen
Corollary 3.4. If P is a non-irreducible indecomposable projective left
H-module, then JP = soc2 P and J2P = soc P .
Lemma 3.5. LetA be a ﬁnite-dimensional self-injective algebra over k with
rlA = n. If M is a left A-module with rlM = n, then M has an indecom-
posable projective direct summand. If, in addition, M is indecomposable, then
M is projective (injective).
Proof. Let J = JA be the Jacobson radical of A. Then Jn = 0 and
Jn−1 = 0. Let M be in modA with rlM = n, and let IM be an injec-
tive envelope of M . We may assume that M ⊂ IM, and IM = Q1 ⊕
Q2 ⊕ · · · ⊕ Qm, where Qi is indecomposable for all 1 ≤ i ≤ m. Let
πi IM → Qi be the corresponding projections for 1 ≤ i ≤ m. Since
Jn = 0 and rlM = n, M ⊂ JIM = JQ1 ⊕ · · · ⊕ JQm. Hence there
exists an i such that πiM ⊂ JQi, and so JQi = JQi + πiM and
JQi ⊂ JQi + πiM ⊂ Qi. Since A is self-injective and Qi is an indecom-
posable injective A-module, Qi is an indecomposable projective A-module.
It follows by [1, p. 15] that JQi is the unique maximal submodule of Qi,
and so Qi = JQi + πiM. However, JQi is also a small submodule of Qi
[1, pp. 10–11], and hence Qi = πiM. Thus the restriction πiM M → Qi
is an epimorphism, which is split since Qi is projective. Therefore, M
contains a direct summand isomorphic to Qi. Q.E.D.
Corollary 3.6. Let M be an indecomposable left H-module. If rlM =
1, thenM is isomorphic to V l r for some 1 ≤ l ≤ 3 and r ∈ Z. If rlM = 3,
then M is isomorphic to Pl r for some 1 ≤ l ≤ 2 and r ∈ Z.
Lemma 3.7. Let A be a ﬁnite-dimensional algebra over k. IfM is an inde-
composable left A-module with rlM > 1, then socM is a small submodule
of M . In addition, if rlM = 2, then socM = JM , where J is the Jacobson
radical of A.
Proof. By assumption, M is not semisimple. Hence socM = M . Let N
be a submodule of M with N + socM = M . Since socM is semisimple,
there is a submodule V of socM such that socM = V ⊕ N ∩ socM.
Hence M = N + socM = N ⊕ V . Since M is indecomposable and N = 0,
V = 0 and so N =M . This shows that socM is a small submodule of M .
Furthermore, if rlM = 2, then J2M = 0. Hence JM is a semisimple
submodule of M , and so JM ⊂ socM . On the other hand, since socM is
a small submodule of M , we have socM ⊂ JM by [1, pp. 10–11]. Hence
socM = JM . Q.E.D.
Proposition 3.8. If M is an indecomposable left H-module, then the rad-
ical series and the socle series of M coincide.
Proof. It follows by Proposition 3.3, Corollaries 3.4 and 3.6, and
Lemma 3.7. Q.E.D.
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In the rest of this section, we ﬁx an integer i with 4 ≤ i ≤ 6 and let
r = 1 − i. Unless otherwise stated, all H-modules discussed belong to the
block Ai. In this case, Ai ∼= P1 r ⊕ 2P2 r + 1 as left H-modules. Up
to isomorphisms, V 1 r and V 2 r + 1 are the only irreducible modules
over Ai. J denotes the Jacobson radical of H.
Proposition 3.9. LetM be a nonzero indecomposable leftH-module, and
let IM be an injective envelope of M . Then either socM ∼= nV 1 r and
IM ∼= nP1 r, or socM ∼= nV 2 r + 1 and IM ∼= nP2 r + 1 for
some positive integer n.
Proof. If rlM = 1 or 3, then the result follows by Corollary 3.6.
Now suppose rlM = 2 and M ⊂ IM. Note that IM is projective
since it is injective. Hence we have IM = P1 ⊕ P2 with P1 ∼= nP1 r
and P2 ∼= mP2 r + 1 for some nonnegative integers n and m. Let
M1 = M ∩ P1 and M2 = M ∩ P2. Since M ⊂ IM is an injective envelope
ofM , socM = soc IM = soc P1 ⊕ soc P2. Hence socM ⊂M1 ⊕M2. Since
rlM = 2, M/ socM is a semisimple submodule of IM/ soc IM, and so
M/ socM ⊂ socIM/ soc IM = soc2 IM/ soc IM. By Corollary 3.4,
soc IM = J2IM = J2P1 ⊕ J2P2 and soc2 IM = JIM = JP1 ⊕ JP2. It
follows that M ⊂ JIM. Let π IM → IM/ soc IM be the canoni-
cal epimorphism. Then IM/ soc IM = IM/J2IM = πP1 ⊕ πP2
and M/ socM ⊂ JIM/J2IM = πJP1 ⊕ πJP2. By the proof of
Proposition 3.3, we know that πJP1 = JP1 + J2IM/J2IM ∼=
JP1/J
2P1 ∼= 2nV 2 r + 1 and πJP2 = JP2 + J2IM/J2IM ∼=
JP2/J
2P2 ∼= 2nV 1 r. Let M/ socM = X1 ⊕ · · · ⊕ Xt with each Xi irre-
ducible. Then Xi ∼= V 1 r or Xi ∼= V 2 r + 1. If Xi ∼= V 1 r, then
Xi ⊂ πJP2 and hence π−1Xi ⊂ JP2 + J2IM = JP2 ⊕ J2P1. In this
case, π−1Xi ⊂ M ∩ JP2 ⊕ J2P1 = M ∩ JP2 ⊕ J2P1 ⊂ M1 ⊕M2. Sim-
ilarly, if Xi ∼= V 2 r + 1, then we also have π−1Xi ⊂ M1 ⊕M2. Since
M = π−1X1 + · · · + π−1Xt, M ⊂ M1 ⊕M2 and so M = M1 ⊕M2. But
M is indecomposable, we haveM1 = 0 orM2 = 0, and consequently P1 = 0
or P2 = 0. Thus either IM ∼= mP2 r + 1 and socM ∼= mV 2 r + 1, or
IM ∼= nP1 r and socM ∼= nV 1 r. Q.E.D.
Let M and N be left H-modules. If M has no nonzero projective (injec-
tive) direct summands, then neither do M and −1M , and −1M ∼=M
and −1M ∼=M . M is indecomposable if and only if M is indecompos-
able. If N also contains no nonzero projective (injective) direct summands,
then M ∼= N if and only if M ∼= N [1, p. 126].
Deﬁnition 3.10. Let A be a ﬁnite-dimensional algebra over k, and let
M be an indecomposable module in modA with rlM = 2. If lsocM = n
and lM/soc M = m, then we say that M is of mn-type.
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Lemma 3.11. Let M be an indecomposable left H-module with rlM =
2. Then
(1) M is of 2 1-type if and only if M ∼= V , where V = V 1 r or
V 2 r + 1.
(2) M is of 1 2-type if and only if M ∼= −1V , where V = V 1 r or
V = V 2 r + 1.
Proof. (1) By Theorem 2.10, P1 r → V 1 r and P2 r + 1 →
V 2 r+ 1 are projective covers. Hence V 1 r ∼= JP1 r and V 2 r+
1 ∼= JP2 r + 1. By the proof of Proposition 3.3, we know that both
JP1 r and JP2 r + 1 are of 2 1-type. Thus if M ∼= V for some
irreducible module V , then M is of 2 1-type. Conversely, assume that
M is of 2 1-type. Then socM is irreducible. If socM ∼= V 1 r, then
P1 r is an injective envelope of M . Since rlM = 2 and lM = 3,
M ∼= JP1 r ∼= V 1 r. Similarly, if socM ∼= V 2 r + 1, then M ∼=
JP2 r + 1 ∼= V 2 r + 1.
(2) By Theorem 2.10, −1V 1 r ∼= P1 r/ soc P1 r and −1V 2
r + 1 ∼= P2 r + 1/ soc P2 r + 1. It follows by the proof of Proposi-
tion 3.3 that both −1V 1 r and −1V 2 r + 1 are of (1 2)-type. Con-
versely, let M be of (1,2)-type. It follows by Proposition 3.9 that either
socM ∼= 2V 1 r and 2P1 r is an injective envelope of M , or socM ∼=
2V 2 r + 1 and 2P2 r + 1 is an injective envelope of M . In the ﬁrst
case,M/socM is isomorphic to a submodule of 2JP1 r/J2P1 r. Since
JP1 r/J2P1 r ∼= 2V 2 r + 1, M/ socM = M/JM ∼= V 2 r + 1. Thus
P2 r + 1 is a projective cover of M , and so M ∼= P2 r + 1/ soc P2 r +
1 ∼= −1V 2 r + 1 since soc P2 r + 1 ∼= V 2 r + 1 and soc P2 r +
1 ↪→ P2 r + 1 is an injective envelope. In the second case, one can sim-
ilarly prove that M ∼= −1V 1 r. Q.E.D.
Lemma 3.12. Let M be of mn-type. Then we have the following:
(1) m ≤ 2n and n ≤ 2m.
(2) If m = 1, then n < 2m and M is of 2m− nm-type.
(3) If n = 1, then m < 2n and −1M is of n 2n−m-type.
(4) If m = n, then both M and −1M are of n n-type.
Proof. (1) By Proposition 3.9 and its proof, we know that socM ∼=
nV 1 r or socM ∼= nV 2 r + 1, and that if socM ∼= nV 1 r, then
M/ socM is isomorphic to a submodule of nJP1 r/J2P1 r; if M ∼=
nV 2 r + 1, then M/ socM is isomorphic to a submodule of nJP2 r +
1/J2P2 r + 1. It follows that m = lM/ socM ≤ 2n. Furthermore, by
the proof of Proposition 3.3, we have that M/ socM ∼= mV 2 r + 1 if
socM ∼= nV 1 r, and that M/ socM ∼= mV 1 r if socM ∼= nV 2 r + 1.
representations of a quantum double 771
Hence mP is a projective cover of M since socM = JM , where P =
P2 r + 1 or P = P1 r. Thus there is an epimorphism f  mJP →
JM = socM with socmJP = mJ2P ⊂ Ker f . Hence n = lsocM ≤
lmJP/J2P = 2m.
(2) Assume m = 1. By the proof of part (1), f  mP →M is a projec-
tive cover of M with socmP ⊂ Ker f , where P = P1 r or P2 r + 1.
If n = 2m, then lM = m + n = 3m. However, mP/ socmP ∼=
mP/ soc P = mP/J2P, and hence lmP/ socmP = 3m. Thus f
induces an isomorphism mP/J2P → M , a contradiction. Hence n < 2m.
Meanwhile, M ∼= Ker f ⊂ JmP = mJP socmP = mJ2P ⊂ Ker f ,
and mJ2P = Ker f . It follows that rlM = 2 and lsocM =
lmJ2P = m. But lM = lmP − lM = 4m− n+m = 3m− n, and
so lM/ socM = 2m− n. That is, M is of 2m− nm-type.
(3) It is dual to part (2).
(4) It is clear. Q.E.D.
Corollary 3.13. Let M be of mn-type. Then either socM ∼= nV 1 r
and M/ socM ∼= mV 2 r + 1, or socM ∼= nV 2 r + 1 and M/ socM ∼=
mV 1 r.
Proof. It follows by the proof of Lemma 3.12. Q.E.D.
Theorem 3.14. Let M be an indecomposable left H-module of mn-
type. Then we have
(1) If m < n, then n = m + 1 and M is isomorphic to −mV , where
V = V 1 r or V 2 r + 1.
(2) If m > n, then m = n + 1 and M is isomorphic to nV , where
V = V 1 r or V 2 r + 1.
Proof. (1) If 1 = m < n, then n = 2 by Lemma 3.12(1), and
M ∼= −1V 1 r or M ∼= −1V 2 r + 1 by Lemma 3.11. Now assume
1 < m < n. Then n < 2m by Lemma 3.12(2). Set t = n−m; then 1 ≤ t < m.
We know that there is a unique positive integer l such that lt < m ≤ l+ 1t.
We claim that iM is of m − itm − i − 1t-type for all 1 ≤ i ≤ l. In
fact, M is of m− tm-type by Lemma 3.12(2). Now assume iM is of
m − itm − i − 1t-type with 1 ≤ i < l. Then m − it > m − lt ≥ 1, and
again by Lemma 3.12(2), i+1M is of m− i+ 1tm− it-type. Thus we
have proved the claim. In particular, lM is of m− ltm−l− 1t-type. If
m− lt > 1, then by Lemma 3.12(2), one gets that m− l− 1t < 2m− lt,
which forces l+ 1t < m, a contradiction. Hence m− lt = 1, and so t = 1.
It follows that n = m + 1m = l + 1, and that lM is of (1,2)-type. Thus
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by Lemma 3.11(2), m−1M ∼= −1V 1 r or m−1M ∼= −1V 2 r + 1.
Therefore, M ∼= −mV 1 r or M ∼= −mV 2 r + 1.
(2) It can be shown similarly. Q.E.D.
Corollary 3.15. If M is an indecomposable left H-module, then either
M is of n n-type, orM is isomorphic to one of the following: V l r + l− 1,
Pl r + l − 1, nV l r + l − 1, and −nV l r + l − 1, where 1 ≤ l ≤ 2
and n ≥ 1.
By Corollary 3.13 and Theorem 3.14, we obtain the minimal projective
resolutions and minimal injective resolutions of V 1 r and V 2 r + 1 as
follows,
−→4P2r+1−→3P1r−→2P2r+1−→P1r−→V 1r−→0
−→4P1r−→3P2r+1−→2P1r−→P2r+1
−→V 2r+1−→0
0−→V 1r−→P1r−→2P2r+1−→3P1r
−→4P2r+1−→···
0−→V 2r+1−→P2r+1−→2P1r−→3P2r+1
−→4P1r−→···
Therefore, we get the following corollary.
Corollary 3.16. For any r ∈ Z and n ≥ 1, we have the following.
(1) nV 1 r and nV 2 r + 1 are indecomposable H-modules of
n+ 1 n-type, and
socnV 1 r ∼=
{
nV 1 r if n is odd,
nV 2 r + 1 if n is even,
nV 1 r/ socnV 1 r ∼=
{ n+ 1V 2 r + 1 if n is odd,
n+ 1V 1 r if n is even,
socnV 2 r + 1 ∼=
{
nV 2 r + 1 if n is odd,
nV 1 r if n is even,
nV 2 r + 1/ socnV 2 r + 1 ∼=
{ n+ 1V 1 r if n is odd,
n+ 1V 2 r + 1 if n is even.
(2) −n1 r and −nV 2 r + 1 are indecomposable H-modules of
n n+ 1-type, and
soc−nV 1 r ∼=
{ n+ 1V 2 r + 1 if n is odd
n+ 1V 1 r if n is even,
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−nV 1 r/ soc−nV 1 r ∼=
{
nV 1 r if n is odd,
nV 2 r + 1 if n is even,
soc−nV 2 r + 1 ∼=
{ n+ 1V 1 r if n is odd,
n+ 1V 2 r + 1 if n is even,
−nV 2 r + 1/ soc−nV 2 r + 1 ∼=
{
nV 2 r + 1 if n is odd,
nV 1 r if n is even.
Theorem 3.17. For any r ∈ Z, we have the following almost split
sequences in modH:
(1) 0→ V 1 r → 2V 2 r + 1 ⊕ P1 r → −1V 1 r → 0,
(2) 0 → V 2 r + 1 → 2V 1 r ⊕ P2 r + 1 → −1V 2
r + 1 → 0,
(3) 0→ n+2V 1 r → 2n+1V 2 r + 1 → nV 1 r → 0,
(4) 0→ n+2V 2 r + 1 → 2n+1V 1 r → nV 2 r + 1 → 0,
(5) 0→ −nV 1 r → 2−n+1V 2 r + 1 → −n+2V 1 r → 0,
(6) 0 → −nV 2 r + 1 → 2−n+1V 1 r → −n+2V 2
r + 1 → 0, where n ≥ 0 and 0 = 1.
Proof. Part (1) follows by [1, Proposition V.5.5] since V 1 r ∼=
JP1 r−1V 1 r ∼= P1 r/ soc P1 r, and 2V 2 r + 1 ∼= JP1 r/
soc P1 r. By [1, Proposition V.2.5(c)], one gets an almost split sequence
0 −→ 2V 1 r −→ 2V 2 r + 1 −→ V 1 r −→ 0
which is the case of part (3) when n = 0. Now since n modH → modH
is an equivalence, by [1, pp. 337–340] and comparison of the lengths of the
modules, we know that there is an almost split sequence
0 −→ n+2V 1 r −→ 2n+1V 2 r + 1 −→ nV 1 r −→ 0
for all n ≥ 1. This shows part (3). By [1, Proposition V.2.6(c)], one obtains
an almost split sequence
0 −→ V 1 r −→ 2−1V 2 r + 1 −→ −2V 1 r −→ 0
Then by using −n and an argumentation similar to part (3), we have an
almost split sequence
0 −→ −nV 1 r −→ 2−n+1V 2 r + 1 −→ −n+2V 1 r −→ 0
for all n ≥ 1, which proves part (5). Similarly, one can show parts (2), (4),
and (6). Q.E.D.
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By Theorem 3.17, we obtain two connected components of the AR-
quiver H ,
P2 r + 1
· · · 3V 2 r + 1 V 2 r + 1 −1V 2 r + 1 −3V 2 r + 1 · · ·
· · · 4V 1 r 2V 1 r V 1 r −2V 1 r −4V 1 r · · ·
11 11
P1 r
· · · 3V 1 r V 1 r −1V 1 r −3V 1 r · · ·
4V 2 r + 1 2V 2 r + 1 V 2 r + 1 −2V 2 r + 1 −4V 2 r + 1
11 11
where the valuation omitted is 2 2 for each arrow.
4. INDECOMPOSABLE MODULES OF n n-TYPE
For any r ∈ Z, we have proved that the P1 r and P2 r + 1 are the
only indecomposable projective modules belonging to the block Ai up to
isomorphisms, where 4 ≤ i ≤ 6 with r ≡ 1− i mod 3. In this section, we
still ﬁx an integer i with 4 ≤ i ≤ 6 and let r = 1− i. Unless otherwise stated,
all the H-modules discussed belong to the block Ai.
Lemma 4.1. Let M be an indecomposable module of n n-type. Then
(1) If socM ∼= nV 1 r, then M/ socM ∼= nV 2 r + 1 ∼= socM ∼=
soc−1M .
(2) If socM ∼= nV 2 r + 1, then M/ socM ∼= nV 1 r ∼= socM ∼=
soc−1M .
Proof. It follows from the previous section. Q.E.D.
Lemma 4.2. Let M be an indecomposable module of n n-type. Then
(1) If socM ∼= nV 2 r + 1, then there are no epimorphisms from M
to V 2 r + 1.
representations of a quantum double 775
(2) If socM ∼= nV 1 r, then there are no epimorphisms from M to
V 1 r.
Proof. (1) Assume f  M → V 2 r + 1 is an epimorphism. Then
JM ⊂ Ker f , and hence f induces an epimorphism from M/JM to
V 2 r + 1. By Lemma 3.7 and Lemma 4.1, we have M/JM =M/ socM ∼=
nV 1 r, which forces V 1 r ∼= V 2 r + 1, a contradiction. This proves
part (1).
(2) It is similar to part (1). Q.E.D.
Lemma 4.3. Let M be an indecomposable module of n n-type with
n ≥ 2. Then M contains no submodules of m + 1m-type. Consequently,
M contains no submodules N with lN/ socN > lsocN.
Proof. We ﬁrst show the result form = 1. Assume socM ∼= nN2 r + 1.
If M contains a submodule N of 2 1-type, then N ∼= V 2 r + 1 ∼=
JP2 r + 1 by Lemma 3.11 and Corollary 3.16. Hence there is a short
exact sequence
0 −→ JP2 r + 1 −→M −→ K −→ 0
with K = 0 since lJP2 r + 1 = 3 < lM. By Lemma 4.2(1),
HomHKV 2 r + 1 = 0. On the other hand, there is another short
exact sequence
0 −→ JP2 r + 1 −→ P2 r + 1 −→ V 2 r + 1 −→ 0
from which one obtains a long exact sequence [20, Theorem 7.5],
0 −→ HomHK JP2 r + 1 −→ HomHKP2 r + 1
−→ HomHKV 2 r + 1 −→ Ext1HK JP2 r + 1 −→ 0
Hence Ext1HK JP2 r + 1 = 0, which forces M ∼= JP2 r + 1 ⊕ K, a
contradiction. This shows that M contains no submodules of (2 1)-type.
When socM ∼= nV 1 r, the proof is similar. Now suppose m > 1 m < n
and any indecomposable module of n n-type contains no submodules
of j + 1 j-type for all 1 ≤ j < m. Assume socM ∼= nV 2 r + 1. If M
contains a submodule N of m + 1m-type, then there is a short exact
sequence
0 −→ N −→M π−→M/N −→ 0 (4.1)
If M/N contains an irreducible submodule V isomorphic to V 1 r, then
there is an exact sequence
0 −→ N −→ π−1V  −→ V −→ 0
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We have π−1V  = N + V  = m + 2V 1 r + mV 2 r + 1
in G0H, which implies that socπ−1V  ∼= mV 2 r + 1 and π−1V /
socπ−1V  ∼= m+ 2V 1 r. Hence π−1V  is decomposable by Corollary
3.15, and π−1V  has at least one direct summand of j + 1 j-type with
j < m, which contradicts the induction hypothesis. It follows by Lemma
4.2 that socM/N ∼= n − mV 2 r + 1 and M/N/ socM/N ∼=
n −m − 1V 1 r. In particular, socM ∼= socN ⊕ socM/N, and hence
IM ∼= IN ⊕ IM/N, where IX denotes an envelope of a module X.
Thus any monomorphism M → IN ⊕ IM/N is an envelope of M . Now
by applying −1 to the exact sequence (4.1), one gets an exact sequence
0 −→ −1N −→ −1M −→ −1M/N −→ 0
This contradicts the induction hypothesis since −1M is of n n-type and
−1N is of mm− 1-type. Therefore, M contains no submodule of m+
1m-type. When socM ∼= nV 1 r, the proof is similar. This completes
the proof of the lemma. Q.E.D.
Note that for any module M of n n-type, we have socM = JM , and
socM ∼= nV 1 r or socM ∼= nV 2 r + 1. Let M be a three-dimensional
vector space with a basis u1 u2 u3 over k. Under the basis, we regard
EndM =M3k. The following two lemmas can be easily checked.
Lemma 4.4. (1) There is a unique algebra morphism φ H → EndM
such that
φa =

 0 0 00 0 0
0 1 0

 φb =

 qr 0 00 qr+1 0
0 1 qr+2


φc =

 q−r 0 00 q1−r 0
0 0 q2−r

 φd =

 0 0 00 0 α12
1 0 0


Hence M becomes a left H-module, denoted by M1r. M1r is of 1 1-type
and socM1r ∼= V 2 r + 1.
(2) Let α ∈ k. Then there is a unique algebra morphism φ H →
EndM such that
φa =

 0 0 01 0 0
0 1 0

 φb =

 qr 0 00 qr+1 0
0 0 qr+2


φc =

 q−r 0 00 q1−r 0
0 0 q2−r

 φd =

 0 0 00 0 α12
q2α 0 0


HenceM becomes a left H-module, denoted byM1r α.M11 α is of 1 1-
type and socM1r α ∼= V 2 r + 1.
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Lemma 4.5. (1) There is a unique algebra morphism φ H → EndM
such that
φa =

 0 0 01 0 0
0 0 0

 φb =

 qr+1 0 00 qr+2 0
0 0 qr


φc =

 q1−r 0 00 q2−r 0
0 0 q−r

 φd =

 0 α12 00 0 0
1 0 0


Hence M becomes a left H-module, denoted by N1r. N1r is of 1 1-type
and socN1r ∼= V 1 r.
(2) Let α ∈ k. Then there is a unique algebra morphism φ H →
EndM such that
φa =

 0 0 01 0 0
0 1 0

 φb =

 qr+1 0 00 qr+2 0
0 0 qr


φc =

 q1−r 0 00 q2−r 0
0 0 q−r

 φd =

 0 α12 00 0 0
−α 0 0


Hence M becomes a left H-module, denoted by N1r α. N11 α is of 1 1-
type and socN1r α ∼= V 1 r.
Let ∞ be a symbol with ∞ ∈ k and let k = k ∪ ∞. Write M1r =
M1r∞ and N1r = N1r∞. Clearly, both M1r α and N1r α belong
to the block Ai for any α ∈ k.
Proposition 4.6. (1) If M is of 1 1-type with socM ∼= V 2 r + 1,
then M is isomorphic to M1r α for some α ∈ k.
(2) Let αβ ∈ k. Then M1r α ∼=M1r β if and only if α = β.
(3) If N is of 1 1-type with socM ∼= V 1 r, then N is isomorphic
to N1r α for some α ∈ k.
(4) Let αβ ∈ k. Then N1r α ∼= N1r β if and only if α = β.
Proof. Let M be an indecomposable left H-module of 1 1-type with
socM ∼= V 2 r + 1. It follows by Lemma 3.7 and Proposition 3.9 that M
is isomorphic to a submodule of JP2 r + 1. Hence we can assume
M ⊂ JP2 r + 1. Thus there is a nonzero element δ γ ∈ k2 such that
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M = spanδy3 + γy4 y5 y6. Then a straightforward argumentation shows
that M ∼= M1r∞ if γ = 0, and that M ∼= M1r γ−1δ if γ = 0. Thus we
have proved part (1). Part (2) follows by a straightforward argumentation.
Parts (3) and (4) can be shown similarly. Q.E.D.
Remark 4.7. For any α ∈ k P2 r + 1 contains a unique submodule
isomorphic to M1r α, and P1 r contains a unique submodule isomor-
phic to N1r α. And there are two short exact sequences
0 −→ N1r α −→ P1 r −→M1r α −→ 0
and
0 −→M1r α −→ P2 r + 1 −→ N1r α −→ 0
Hence N1r α ∼= M1r α ∼= −1M1r α and M1r α ∼= N1r α ∼=
−1N1r α, and so 2M1r α ∼=M1r α and 2N1r α ∼= N1r α. One
can easily check that EndHM1r α ∼= k and EndHN1r α ∼= k, and
that if α = β, then HomHM1r αM1r β = 0 and HomHN1r α,
N1r β = 0.
Lemma 4.8. Let M and N be nonzero indecomposable left H-modules,
and assume there is an irreducible morphism f  M → N . Then M is of
mm-type for some m if and only if N is of n n-type for some n.
Proof. It follows from Corollary 3.15, Theorem 3.17, and [1, Theorem
V.5.3]. Q.E.D.
Since DTrM1r α ∼= 2M1r α ∼= M1r α, one gets an almost split
sequence
0 −→M1r α −→M −→M1r α −→ 0
By Remark 4.7 and [1, Corollary V.2.4], we know that M ∼= M1r α ⊕
M1r α. If M has a nontrivial direct summand M ′, then there is an irre-
ducible morphism f  M1r α → M ′. It follows by Lemma 4.8 that M ′ ∼=
M1r α, a contradiction. Thus M is an indecomposable module of (2 2)-
type, which is unique up to isomorphism. Denote it by M2r α. Thus there
is an almost split sequence
0 −→M1r α
f1−→M2r α
g1−→M1r α −→ 0 (4.2)
Clearly, socM2r α ∼= 2V 2 r + 1.
Lemma 4.9. Im f1 is the only submodule of 1 1-type contained in
M2r α.
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Proof. Let N be a submodule of 1 1-type of M2r α. If g1N = 0,
then N ⊂ Ker g1, and hence Ker g1 ⊂ N since lN = lKer g1 = 2. Thus
either Ker g1 ∩ N = 0 or Ker g1 ∩ N = socN = soc Ker g1. But Ker g1 ∩
N = 0 sinceM2r α is indecomposable and lM2r α = lKer g1+ lN.
Hence, Ker g1 ∩ N = socN . It follows that the restriction of g1 on N
induces a monomorphism N/ socN → M1r α. This cannot happen since
N/ socN ∼= V 1 r and socM1r α ∼= V 2 r + 1. Thus g1N = 0, and
so N = Ker g1 = Im f1. Q.E.D.
From the exact sequence (4.2), a way similar to Theorem 3.17 gives rise
to another almost split sequence
0 −→ 2M1r α −→ 2M2r α −→ 2M1r α −→ 0
Since 2M1r α ∼= M1r α, we know that 2M2r α ∼= M2r α. Hence
there is a unique module M3r α up to isomorphism such that there is an
almost split sequence
0 −→M2r α
g1f2→M1r α ⊕M3r α
f ′1g2→M2r α −→ 0 (4.3)
Lemma 4.10. M3r α is an indecomposable module of (3 3)-type with
socM3r α ∼= 3V 2 r + 1 and 2M3r α ∼=M3r α. Moreover, Imf2f1
and Im f2 are the only submodules of 1 1-type and (2 2)-type, respectively,
and M3r α/ Imf2f1 ∼=M2r α and M3r α/ Im f2 ∼=M1r α.
Proof. First, if M3r α is decomposable, then by Lemma 4.8, any
nonzero indecomposable direct summand of M3r α is either of 1 1-
type or of (2 2)-type since lM3r α = 6. However, M3r α contains
no direct summands of (2 2)-type. In fact, if K is a direct summand
of (2 2)-type, then the restriction g2K K → M2r α is an irreducible
morphism since so is g2. Hence, g2K is either a monomorphism or an
epimorphism, and so g2K is an isomorphism since lK = lM2r α,
which implies that g2K is not irreducible, a contradiction. Thus M3r α
has to be decomposed into a direct sum of three submodules of 1 1-type
if M3r α is decomposable. In this case, Imf ′1 g2 = Im f1 = M2r α by
Lemma 4.9, a contradiction. This proves that M3r α is indecomposable.
Clearly, socM3r α ∼= 3V 2 r + 1.
Then, let N be a submodule of 1 1-type of M3r α. Since f2
M2r α → M3r α is an irreducible morphism, f2 is injective, and so
Im f2 is a submodule of (2 2)-type of M3r α. If N ∩ Im f2 = 0, then
M3r α = N ⊕ Im f2, which is impossible. Hence N ∩ Im f2 = 0. If
N ⊂ Im f2, then N ∩ Im f2 = socN ∼= V 2 r + 1. In this case, we have
N + Im f2 = N + Im f  − socN
= 3V 1 r + 2V 2 r + 1
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in G0H. Since socM3r α ∼= 3V 2 r + 1, one gets that socN +
Im f2 ∼= 2V 2 r + 1 and N + Im f2/ socN + Im f2 ∼= 3V 1 r, which
contradicts Lemma 4.3. Thus we have proved that N ⊂ Im f2. Now by
Lemma 4.9, N = f2Im f1 = Imf2f1. In particular, Ker g2 is a sub-
module of 1 1-type of M3r α. Hence, Ker g2 = Imf2f1 and so
M3r α/ Imf2f1 ∼= r α.
Next, let N be a submodule of (2 2)-type ofM3r α. Then N ∩Ker g2 =
0 since M3r α is indecomposable. If Ker g2 ⊂ N , then Ker g2 ∩ N =
socKer g2 ∼= V 2 r + 1, which will induce a contradiction as above.
Hence Ker g2 ⊂ N ∩ Im f2. If Ker g2 = N ∩ Im f2, then lN + Im f2 =
lN+ lIm f2− lKer g2 = 6, and so N + Im f2 =M3r α, which implies
thatM2r α = g2N + Im f2 = g2N ⊕ g2Im f2, a contradiction. Hence
Ker g2 = N ∩ Im f2. If N ∩ Im f2 = Im f2, then lN ∩ Im f2 = 3. In this
case, if lsocN ∩ Im f2 = 1, then lN ∩ Im f2/ socN ∩ Im f2 = 2.
But N ∩ Im f2 is a submodule of Im f2 ∼= M2r α, which contradicts
Lemma 4.3. If lsocN ∩ Im f2 = 2, then one can check as before
that lsocN + Im f2 = 2 and lN + Im f2/ socN + Im f2 = 3,
which still contradicts Lemma 4.3 since N + Im f2 is a submodule of
M3r α. This proves that N ∩ Im f2 = Im f2 and so N = Im f2. Now
by Lemma 4.9, Im f2/ Imf2f1 ∼= M1r α, and hence M3r α/ Im f2 ∼=
M3r α/ Imf2f1/Im f2/ Imf2f1 ∼=M2r α/ Im f1 ∼=M1r α.
Finally, an argumentation similar to M2r α shows that 2M3r α ∼=
M3r α. Q.E.D.
Now suppose n ≥ 3 and we have got indecomposable modules
M1r α    Mnr α and almost split sequences α ∈ k,
0 −→M1r α
f1−→M2r α
g1−→M1r α −→ 0
0 −→M2r α
g1f2→M1r α ⊕M3r α
f ′1g2→M2r α −→ 0

0 −→Mn−1r α
gn−2fn−1→Mn−2r α ⊕Mnr α
f ′n−2gn−1→Mn−1r α −→ 0
They satisfy the following:
(1) Mmr α is of mm-type with socMmr α ∼= mV 2 r + 1,
(2) Imfm−1 · · · fj is the only submodule of j j-type of Mmr α
for all 1 ≤ j ≤ m− 1, and Mmr α/ Imfm−1 · · · fj ∼=Mm−jr α,
(3) 2Mmr α ∼=Mmr α,
for all 1 ≤ m ≤ n.
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Then an argumentation similar to M3r α shows that there are a unique
module Mn+1r α up to isomorphism and an almost split sequence
0 −→Mnr α
gn−1fn →Mn−1r α ⊕Mn+1r α
f ′n−1gn→Mnr α −→ 0
Lemma 4.11. Mn+1r α is an indecomposable module of n+ 1 n+ 1-
type with socMn+1r α ∼= n + 1V 2 r + 1 and 2Mn+1r α ∼=
Mn+1r α. Imfn · · · fj is the unique submodule of j j-type of Mn+1r α
and Mn+1r α/ Imfn · · · fj ∼=Mn−j+1r α for all 1 ≤ j ≤ n.
Proof. The proof is similar to Lemma 4.10.
First, if Mn+1r α contains a nontrivial direct summand M , then M
is of mm-type with 1 ≤ m ≤ n. Since gn Mn+1r α → Mnr α is
an irreducible morphism, the restriction gnM M → Mnr α is also
irreducible. Any irreducible morphism is either a monomorphism or an
epimorphism, but it is not an isomorphism. Hence m = n and so m < n.
It follows that gnM is a submodule of mm-type of Mnr α, and that
gnM = Imfn−1 · · · fm ⊂ Im fn−1 by the induction hypothesis. Thus if
Mn+1r α is decomposable, then gnMn+1r α ⊂ Im fn−1. Again by the
induction hypothesis, we know that f ′n−1Mn−1r α = Im fn−1. Hence
Imf ′n−1 gn = Im fn−1 = Mnr α, a contradiction. This proves that
Mn+1r α is indecomposable. Clearly, Mn+1r α is of n + 1 n + 1-type
and socMn+1r α ∼= n+ 1V 2 r + 1.
Next, let N be a submodule of 1 1-type of Mn+1r α. Then
N ∩ Im fn = 0; otherwise, one will get that Mn+1r α = N ⊕ Im fn, a
contradiction. If N ⊂ Im fn, then socN ∩ Im fn = socN ∼= V 2 r + 1.
Therefore, N + Im fn is a submodule of Mn+1r α such that lN +
Im fn/ socN + Im fn > lsocN + Im fn, which contradicts Lemma 4.3.
Hence, N ⊂ Im fn and so N = fnImfn−1 · · · f1 = Imfn · · · f1 by
the induction hypothesis. In particular, Ker gn = Imfn · · · f1 and so
Mn+1r α/ Imfn · · · f1 ∼=Mnr α.
Then, let 1 < j ≤ n and let N be a submodule of j j-type ofMn+1r α.
If N ∩ Ker gn = 0, then j < n; otherwise, Mn+1r α = N ⊕ Ker gn, a con-
tradiction. Hence N ⊕ Ker gn/Ker gn is a submodule of j j-type
of Mn+1r α/Ker gn. By the previous paragraph, Mn+1r α/Ker gn ∼=
Mnr α and hence Mn+1r α/Ker gn contains a unique submodule
of j j-type. Since all fi are injective, Imfn · · · fj+1 is isomorphic to
Mj+1r α, and Imfn · · · f1 =Ker gn is the unique submodule of 1 1-
type of Imfn · · · fj+1 by the induction hypothesis and j + 1 ≤ n. Hence
Imfn · · · fj+1/ Imfn · · · f1 ∼= Mjr α. Thus Imfn · · · fj−1/Ker gg =
N ⊕ Ker gn/Ker gn, and so Imfn · · · fj+1 = N ⊕ Ker gn, a contradic-
tion. This contradiction shows that N ∩ Ker gn = 0. If Ker gn ⊂ N , then
N ∩ Ker gn = soc Ker gn ∼= V 2 r + 1. It follows by an argumentation
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similar to Lemma 4.10 that N + Ker gn is a submodule of Mn+1r α with
lN + Ker gn/ socN + Ker gn > lsocN + Ker gn, which contradicts
Lemma 4.3. Thus we have proved that Ker gn ⊂ N . Now N/Ker gn is a
submodule of Mn+1r α/Ker gn, and Mn+1r α/Ker gn ∼=Mnr α. Since
N/Ker gn = j − 1V 1 r + j − 1V 2 r + 1 in G0H, we know
that socN/Ker gn ∼= j − 1V 2 r + 1 N/Ker gn/ socN/Ker gn ∼=
j − 1V 1 r. It follows by Lemma 4.3 that N/Ker gn contains no
direct summands of i + 1 i-type and i i + 1-type since N/Ker gn ⊂
Mn+1r α/Ker gn ∼=Mnr α. However, it follows by the induction hypoth-
esis that there is a unique submodule of i i-type in Mn+1r α/Ker gn
for each 1 ≤ i ≤ n, and that the submodule of i i-type is contained
in that of i + 1 i + 1-type for all 1 ≤ i < n. Thus N/Ker gn has to
be indecomposable and of j − 1 j − 1-type. Then an argumentation as
above shows that N = Imfn · · · fj. Moreover, Mn+1r α/ Imfn · · · fj ∼=
Mn+1r α/Ker gn/Imfn · · · fj/Ker gn ∼=Mn−j+1r α.
Finally, by the induction hypothesis, an argumentation similar toM2r α
shows that 2Mn+1r α ∼=Mn+1r α. Q.E.D.
We summarize the above discussion as follows.
Theorem 4.12. For any r ∈ Z n ≥ 2, and α ∈ k, there is an indecompos-
able left H-module Mnr α of n n-type. We have the following properties:
(1) 2Mnr α ∼= Mnr α socMnr α ∼= nV 2 r + 1, and Mn
r α/soc Mnr α ∼= nV 1 r.
(2) For any 1 ≤ i < nMnr α contains a unique submodule of i i-
type, which is isomorphic to Mir α, and the quotient module of Mnr α
modulo the submodule of i i-type is isomorphic to Mn−ir α.
(3) For any 1 ≤ i < n, the unique submodule of i i-type of Mnr α
is contained in that of i+ 1 i+ 1-type.
(4) Let r r ′ ∈ Zm n ≥ 1, and αβ ∈ k. Then Mnr α ∼= Mmr ′ β
if and only if n = m r ≡ r ′ mod 3, and α = β.
(5) There are almost split sequences,
0 −→M1r α
f1−→M2r α
g1−→M1r α −→ 0
0 −→Mnr α
gn−1fn →Mn−1r α ⊕Mn+1r α
f ′n−1gn→Mnr α
−→ 0 n ≥ 2
Proof. We only have to prove part (4). Clearly, if n = m r ≡ r ′ mod 3,
and α = β, thenMnr α ∼=Mmr ′ β. Conversely, ifMnr α ∼=Mmr ′ β,
then obviously n = m and r ≡ r ′ mod 3. That α = β follows from Propo-
sition 4.6(2) and part (2). Q.E.D.
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Corollary 4.13. Let M be a nontrivial submodule of Mnr α r ∈
Z α ∈ k. Then we have:
(1) If lsocM = lM/ socM = i, then M ∼= Mir α and Mnr α/
M ∼=Mn−ir α.
(2) If lJMnr α/M = lMnr α/M/JMnr α/M = i, then
Mnr α/M ∼=Mir α and M ∼=Mn−ir α.
Proof. Part (1) follows from the proof of Lemma 4.11 and part (2) fol-
lows from part (1). Q.E.D.
From the exact sequence 0 → Mnr α → nP1 r → Mnr α → 0,
one gets a long exact sequence n ≥ 1
0 −→ HomHMnr αM1r α −→ HomHnP1 rM1r α
−→ HomHMnr αM1r α −→ Ext1HMnr αM1r α −→ 0
By Theorem 4.12(2), Corollary 4.13(2), and Remark 4.7, it follows
that HomHMnr αM1r α ∼= HomHM1r αM1r α ∼= k. By
Remark 4.7, we also have that HomHP1 rM1r α ∼= HomHM1r α
M1r α ∼= k. Clearly, dimHomHMnr αM1r α = n. Therefore,
dimExt1HMn r αM1r α = 1. Thus, for any short exact sequence of
left H-modules
0 −→M1r α −→M −→Mnr α −→ 0
eitherM ∼=M1r α ⊕Mnr α orM ∼=Mn+1r α since EndHM1r α ∼=
k and there is a nonsplit exact sequence 0 → M1r α → Mn+1r α →
Mnr α → 0. Thus we can describe the structure of Mnr α n ≥ 2 as
follows. First, by Remark 4.7, we ﬁx an exact sequence
0 −→M1r α −→ P2 r + 1
f−→N1r α −→ 0
and a nonzero morphism σ1 M1r α → N1r α. Then, by induction, we
get a series of pullback diagrams
X2rα = P2r+1×N1rα M1rα
01→M1rα
10
 σ1
P2r+1 f−→ N1rα
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X3rα = P2r+1×N1rα X2rα
01→X2rα
10
 σ2=σ101
P2r+1 f−→ N1rα

Xn+1rα = P2r+1×N1rα Xnrα
01→Xnrα
10
 σn=σn−101
P2r+1 f−→ N1rα

Finally, by the above discussion, we know that Mnr α ∼= Xnr α for all
n ≥ 2.
For any r ∈ Z n ≥ 2, and α ∈ k, let Nnr α = Mnr α. Then we have
the same results for Nnr α as stated in Theorem 4.12 and Corollary 4.13
for Mnr α.
Theorem 4.14. For any r ∈ Z n ≥ 2, and α ∈ kNnr α is an indecom-
posable left H-module of n n-type with the following properties:
(1) 2Nnr α ∼= Nnr α socNnr α ∼= nV 1 r, and Nnr α/
socNnr α ∼= nV 2 r + 1.
(2) For any 1 ≤ i < nNnr α contains a unique submodule of i i-
type, which is isomorphic to Nir α, and the quotient module of Nnr α
modulo the submodule of i i-type is isomorphic to Nn−ir α.
(3) For any 1 ≤ i < n, the unique submodule of i i-type of Nnr α
is contained in that of i+ 1 i+ 1-type.
(4) Let r r ′ ∈ Zm n ≥ 1, and αβ ∈ k. Then Nnr α ∼= Nmr ′ β if
and only if n = m r ≡ r ′ mod 3, and α = β.
(5) There are almost split sequences
0 −→ N1r α −→ N2r α −→ N1r α −→ 0
0 −→ Nnr α −→ Nn−1r α ⊕Nn+1r α −→ Nnr α −→ 0 n ≥ 2
(6) If N is a nontrivial submodule of Nnr α satisfying lsocN =
lN/ socN = i, then N ∼= Nir α and Nnr α/N ∼= Nn−ir α.
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(7) If N is a nontrivial submodule of Nnr α satisfying lJNnr α/
N = lNnr α/N/JNnr α/N = i, then Nnr α/N ∼= Nir α and
N ∼= Nn−ir α.
Proof. One can prove the theorem by applying  to the almost split
sequences stated in Theorem 4.12(5). We also can prove it by duality as
follows. Let M be a left H-module and let M∗ = HomMk. Then M∗ is
a left H-module via
hf m = f Shm h ∈ H f ∈M∗ m ∈M
and M∗∗ ∼= M , where S is the antipode of H. N∗ modH → modH is
a duality, and a short exact sequence 0 → N → M → L→ 0 in modH is
almost split if and only if 0 → Ł∗ → M∗ → N∗ → 0 is almost split. By a
straightforward argumentation, one can get an exact sequence
0 −→M1r α∗ −→ P1−r −→M1−r α −→ 0
that is, M1r α∗ ∼= M1−r α for all r ∈ Z and α ∈ k. It follows that
Mnr α∗ ∼= Mn−r α = Nn−r α for all n ≥ 1 r ∈ Z, and α ∈ k. The
theorem follows by the duality, Theorem 4.12, and Corollary 4.13. Q.E.D.
Note that the duality induces dualities between the blocks of H,
N∗ modA4 −→ modA4 N∗ modA5 −→ modA6
Let r ∈ Z and α ∈ k. By Theorem 4.12 and Theorem 4.14, we obtain two
connected components of AR-quiver H as follows,
M1r α M2r α M3r α · · ·
N1r α N2r α N3r α · · ·
where the valuation omitted is 1 1 for each arrow.
For any left H-module M , let Mr = x ∈ Mbx = qrx r ∈ Z.
By the structure of P2 r + 1, one can see that P2 r + 1r =
spany3 y4 ⊂ JP2 r + 1 JP2 r + 1r+1 = spany5 = J2P2 r +
1r+1 JP2 r + 1r+2 = spany6 = J2P2 r + 1r+2. Hence
JP2 r + 1 = P2 r + 1r ⊕ JP2 r + 1r+1 ⊕ JP2 r + 1r+2, and
soc P2 r + 1 = J2P2 r + 1 = JP2 r + 1r+1 ⊕ JP2 r + 1r+2
as vector spaces. We also have that ady = 0 and day = 0 for any
y ∈ P2 r + 1r.
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Lemma 4.15. LetM be of n n-type with socM ∼= nV 2 r + 1 n ≥ 1.
If k is an algebraically closed ﬁeld, then M contains a submodule of 1 1-
type.
Proof. If n = 1, the result is trivial. Hence we may assume n > 1.
It follows by Proposition 3.9 that there is a monomorphism f  M →
nP2 r + 1 such that f M ⊂ JnP2 r + 1 = nJP2 r + 1 and
f socM = socnP2 r + 1 = nsoc P2 r + 1 = nJ2P2 r + 1. Hence
by the note before the lemma, we know that M = Mr ⊕Mr+1 ⊕Mr+2
and socM = JM = Mr+1 ⊕ Mr+2 as vector spaces. It follows that
dimMr = dimMr+1 = dimMr+2 = n. Let z ∈ Mr; then the submod-
ule z generated by z is equal to spanz az a2z dz d2z since adz = 0
and daz = 0, and az d2z ∈Mr+1 and a2z dz ∈Mr+2 by [4, Lemma 2.2].
If there is a nonzero element z ∈ Mr such that az = 0 or dz = 0, then
z is a submodule of 1 1-type of M , and the result follows.
Now we assume that az = 0 and dz = 0 for any 0 = z ∈ Mr. Let
z1 z2     zn be a k-basis in Mr. Then az1 az2     azn is a k-basis
inMr+1 and d2zi ∈Mr+1 for all 1 ≤ i ≤ n. Hence there is an n× n matrix
X = αij in Mnk such that
d2z1 d2z2     d2zn = az1 az2     aznX
Since k is algebraically closed, there is a nonzero element α1 α2     αn ∈
kn and a scalar ξ ∈ k such that
X


α1
α2

αn

 = ξ


α1
α2

αn

 
Let z = ∑ni=1 αizi. Then z is a nonzero element in Mr, and d2z = ξaz.
Since adz = 0 and cz = q−rz, we have ad2z = α12dz, and hence
dz = ξ
α12a
2z. It follows that z = spanz az a2z is a submodule of
1 1-type of M . Q.E.D.
Theorem 4.16. Let M be an indecomposable left H-module of n n-
type. Assume that k is an algebraically closed ﬁeld. Then we have the following:
(1) If socM ∼= nV 2 r + 1, then M ∼=Mnr α for some α ∈ k.
(2) If socM ∼= nV 1 r, then M ∼= Nnr α for some α ∈ k.
Proof. (1) Assume socM ∼= nV 2 r + 1. If n = 1, then the result
follows from Proposition 4.6(1).
Now let n > 1. By Lemma 4.15, M contains a submodule X of 1 1-
type. Clearly, socX ∼= V 2 r + 1. By Proposition 4.6(1), there is an α ∈ k
such that X ∼=M1r α. Hence there is a monomorphism f M1r α →M ,
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which is not split since M is indecomposable. Thus we get a commutative
diagram as follows,
0 M1r α M2r α
M
f1
f h
for some morphism hM2r α →M . Here, f1 is given in Theorem 4.12(5),
which is minimal left almost split. By Lemma 4.3, lKer h/ socKer h ≤
lsocKer h and lImh/ socImh ≤ lsocImh, which implies that
lKer h/ socKer h = lsocKer h [by computing these modules in
G0H]. Since f is a monomorphism, h = 0. Hence, if Kerh = 0, then
Ker h has to be of 1 1-type, and so Ker h = Im f1 since Im f1 is the unique
submodule of 1 1-type of M2r α. It is impossible since f = hf1 = 0.
So Kerh = 0 and M contains a submodule isomorphic to M2r α. In par-
ticular, M ∼= M2r α if n = 2. From now on, suppose n > 2, and that
2 < j ≤ n and there is a monomorphism g Mj−1r α → M . Then an
argumentation as above gives rise to a commutative diagram
0 Mj−1r α Mj−2r α ⊕Mjr α
M 
gj−2
fj−1 
g h1h2
Using a method similar to the one above one can get lKer h2/
socKer h2 = lsocKer h2. If Kerh2 = 0, then it follows by Lemma
4.3 and Theorem 4.12(2), (3) that Ker h2 is an indecomposable submod-
ule of i i-type for some i ≥ 1, and contains the unique submodule
of 1 1-type of Mjr α. Let N be the unique submodule of 1 1-
type of Mj−1r α. Then fj−1N ⊂ Kerh2 and so h2fj−1N = 0. On
the other hand, since Ker gj−2 = Nh1gj−2N = 0. It follows that
gN = h1gj−2 + h2fj−1N = 0, which cannot happen since g is a
monomorphism. Hence Ker h2 = 0 and h2 is a monomorphism. Thus by
induction we have proved that, for any 1 ≤ j ≤ n, M contains a submodule
of j j-type isomorphic to Mjr α. In particular, we have M ∼= Mnr α.
This completes the proof of part (1).
(2) Assume socM ∼= nV 1 r. Then −1M is also of n n-type and
soc−1M ∼= nV 2 r+ 1. By part (1), there is an α ∈ k such that −1M ∼=
Mnr α, and hence M ∼= −1M ∼= Mnr α ∼= Nnr α. Q.E.D.
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Remark 4.17. If k is not algebraically closed, then maybe there exist
indecomposable left H-modules of n n-type not isomorphic to any one
of Mnr α and Nnr α.
Let ξη ∈ k. Then there is an algebra morphism φ H → M6k such
that
φa =


0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0

 
φd =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 α12 0 0
q2 0 0 0 0 0
0 0 0 0 0 α12
q2ξ q2η 0 0 0 0

 
φb = diagqr qr qr+1 qr+2 qr+1 qr+2, and φc = diagq−r q−r q1−r
q2−r q1−r q2−r. Denote the corresponding left H-module by Mr ξ η.
Then socMr ξ η ∼= 2V 2 r + 1 and Mr ξ η/ socMr ξ η ∼=
2V 1 r. By a straightforward argumentation, one can check the following:
(1) 2Mr ξ η ∼=Mr ξ η.
(2) For any ξη ξ1 η1 ∈ kMr ξ η ∼= Mr ξ1 η1 if and only if
ξ = ξ1 and η = η1.
(3) Mr ξ η contains a submodule of 1 1-type if and only if the
polynomial f λ = λ2 − ξλ− η has a root in k.
(4) Mr ξ η is indecomposable if and only if either the polynomial
f λ = λ2 − ξλ− η is irreducible in kλ, or f λ has a 2-multiple root in
k.
(5) If f λ = λ2 − ξλ − η = λ − α2 for some α ∈ k, then
Mr ξ η ∼=M2r α.
(6) If M is of 2 2-type with socM ∼= 2V 2 r + 1, then either M ∼=
M2r∞ or M ∼=Mr ξ η for some ξη ∈ k.
Hence if k contains ξ and η with f λ = λ2 − ξλ−η irreducible in kλ,
then Mr ξ η contains no submodules of 1 1-type, and so Mr ξ η is
not isomorphic to M2r α for any α ∈ k.
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