Introduction

20
Bayesian networks (BNs) [4] are a powerful modelling tool especially suitable for problems involving uncertainty.
21
They offer a compact, intuitive, and efficient graphical representation of uncertain relationships among variables in a algorithms is often that they provide no guarantee regarding the quality of their results. However, the family of 27 stochastic sampling algorithms is an exception, because theoretically they will converge to the exact solutions if 28 based on sufficiently many samples. Furthermore, among all stochastic sampling algorithms, importance sampling-29 based algorithms seem to provide the best performance, because many excellent methods have been proposed for 30 calculating good importance functions, whose quality is critical to the results. We will review the existing importance 31 sampling algorithms for Bayesian networks in Section 2. 32 The outline of the paper is as follows. In Section 2, we give a general introduction to importance sampling and 33 the existing importance sampling algorithms for Bayesian networks. In Section 3, we discuss the Evidence Pre- 34 propagation Importance Sampling algorithm for Bayesian Networks (EPIS-BN) algorithm, which uses the loopy 35 belief propagation algorithm to calculate an importance function. Finally, in Section 4, we describe the results of 36 experimental tests of the EPIS-BN algorithm on several large real Bayesian networks. 2. Importance sampling 38 In this section, we first introduce the basic theory of importance sampling, and then review the existing importance 39 sampling algorithms for Bayesian networks. 
Theory of importance sampling
41
We start with the theoretical roots of importance sampling. Let f (X ) be a function of n variables X = (X 1 , . . . , X n ) 42 over the domain Ω ⊂ R n . Consider the problem of estimating the multiple integral We assume that the domain of integration of f (X ) is bounded, i.e., that V exists. Importance sampling approaches 1 this problem by estimating
3 where I (X ), which is called the importance function, is a probability density function such that I (X ) > 0 for any 4 X ⊂ Ω . One practical requirement of I (X ) is that it should be easy to sample from. In order to estimate the integral,
5
we generate samples X 1 , X 2 , . . . , X N from I (X ) and use the generated values in the sample-mean formula
7
The estimator in Eq. (4) almost surely converges as follows:
9 under the following weak assumptions [27]:
10 Assumption 1. f (X ) is proportional to a proper probability density function defined on Ω .
11
Assumption 2.
is a sequence of i.i.d. random samples, the common distribution having a probability density 12 function I (X ).
13
Assumption 3. The support of I (X ) includes Ω .
14 Assumption 4. V exists and is finite.
15
Importance sampling assigns more weight to regions where f (X ) > I (X ) and less weight to regions where 16 f (X ) < I (X ) to correctly estimate V. We do not have much control over what is required in Assumptions 1, 2 and 4, 17 because they are either the inherent properties of the problem at hand or the characteristic of Monte Carlo simulation.
18
We only have the freedom to choose which importance function to use, as long as it satisfies Assumption 3. In the
19
context of Bayesian netoworks, since Ω is compact, we can easily devise an importance function that satisfies the 20 assumption.
21
Rubinstein [28] proves that if f (X ) > 0, the optimal importance function is
23
which is actually the posterior distribution. The concept of the optimal importance function does not seem to be useful,
24
because finding V is equivalent to finding the posterior distribution, which is the problem that we are facing. However,
25
it suggests that, if we find instead a function that is close enough to the optimal importance function, we can still 26 expect good convergence rate. 
Importance sampling in Bayesian networks
28
Importance sampling has become the basis for several state-of-the-art stochastic sampling-based inference 29 algorithms for Bayesian networks. These algorithms inherit the characteristic that their accuracy largely depends 30 on the quality of the importance functions that they manage to get. The theoretical convergence rate is in the order of
, where m is the number of samples, for essentially all Monte Carlo methods. Therefore, the further the importance 32 function is from the posterior distribution, the more samples it needs to converge. The number of samples needed
33
increases at least at a quadratic speed. Hence, given a fixed number of samples, any effort to make the importance 34 function closer to the posterior distribution will directly influence the precision of sampling algorithms. To achieve devising it. In this section, we review some existing importance sampling algorithms for Bayesian networks. Based 1 on the different methods that they use to get the importance function, we classify them into three families.
2
The first family uses the prior distribution of a Bayesian network as the importance function. Since they spend and discards all samples that are not compatible with the evidence. Obviously, the logic sampling is very inefficient 8 when the evidence is unlikely. On the contrary, the likelihood weighting only instantiates the nodes without evidence 9 and associates each sample with the weight
11
By making use of all samples, likelihood weighting improves the sampling efficiency. However, when the evidence 12 is unlikely, most of the sample weights are small, and only several samples with very large weights dominate the 13 sample. In such cases, the variance of the sample weights can be huge and, hence, the algorithm is still inefficient.
14
The second family resorts to learning methods to learn an importance function. However, instead of directly assigning weights to the samples, the algorithm sets up a series of distributions, with the 4 last one being the posterior distribution. By annealing each sample using Markov chains defined by the series of 5 distributions, the algorithm tries to get a set of samples that are generated from a distribution that is close to the 6 posterior distribution. The main drawback of this algorithm is that it needs to sample many times in order to get just 7 one sample. The EPIS-BN algorithm that we propose in this paper also belongs to this family. Theoretically, we 8 can apply any approximation technique to obtain the importance function. For instance, it is possible that variational 9 approximation methods [16] can be applied to this end.
10
The AIS-BN algorithm is the current state-of-the-art importance sampling algorithm for Bayesian networks.
11
Empirical results showed that the AIS-BN algorithm achieved over two orders of magnitude improvement in 12 convergence over likelihood weighting and self-importance sampling algorithms. The other algorithms that we 13 reviewed in this section typically report moderate improvements over likelihood weighting algorithm. Therefore,
14
we will mainly compare our proposed algorithm against the AIS-BN algorithm in the later experiments. We also 15 compare our results against Gibbs sampling, an algorithm from the MCMC family. order is chosen, a good importance function has to take into account the information that is present ahead in the 26 network. If we do sampling in the topological order of the network, we need an importance function that will match 27 the information from the evidence nodes. In this section, we propose a new importance sampling algorithm, which we 28 call Evidence Pre-propagation Importance Sampling algorithm for Bayesian Networks (EPIS-BN). In this algorithm,
29
we first use loopy belief propagation to compute an approximation of the optimal importance function, and then apply
30
-cutoff heuristic to cut off small probabilities in the importance function. 
Loopy belief propagation
32
The goal of the belief propagation algorithm [4] is to find the posterior beliefs of each node X , i.e., BEL(x) = 33 P(X = x|E), where E denotes the set of evidence nodes. In a polytree, any node X d-separates E into two subsets 34 E + , the evidence connected to the parents of X , and E − , the evidence connected to the children of X . Given the 35 state of X , the two subsets are independent. Therefore, node X can collect messages separately from them in order to 36 compute its posterior beliefs. The message from E + is defined as
38
and the message from E − is defined as
40 π(X ) and λ(x) messages can be decomposed into more detailed messages between neighboring nodes as follows: 
where λ X (x) is a message that a node sends to itself [31] . The message that X sends to its parent U i is given by:
4 and the message that X sends to its child Y j is
6
After a node X receives all the messages, it can compute its posterior marginal distribution over X (belief) by
8 where α is a normalizing constant. When this algorithm is applied to a polytree, the leaves and roots of the network or not loopy belief propagation converges to the correct posteriors is not critical. 
Importance function in the EPIS-BN algorithm
23
Let X = {X 1 , X 2 , . . . , X n } be the set of variables in a Bayesian network, PA(X i ) be the parents of X i , and E be the 24 set of evidence variables. Based on the theoretical considerations in Section 2, we know that the optimal importance 25 function is
27
Although we know the mathematical expression for the optimal importance function, it is difficult to obtain the 28 function exactly. In our algorithm, we use the following importance function: where each P(X i |PA(X i ), E) is defined as an importance conditional probability 
33
This importance function only partially considers the effect of all the evidence on every node. As Cheng and The AIS-BN [3] algorithm adopts a long learning step to learn approximations of these ICPTs and, hence, the 1 importance function. The following theorem shows that in polytrees we can calculate them directly.
2 Theorem 1. Let X i be a variable in a polytree, and E be the set of evidence. The exact ICPT P(X i |PA(X i ), E) for
5 where α(PA(X i )) is a normalizing constant dependent on PA(X i ).
6
Proof. Let E = E + ∪ E − , where E + is the evidence connected to the parents of X i , and E − is the evidence connected 7 to the children of X i , then
12
If a node has no descendant with evidence, its ICPT is identical to its CPT. This property is also pointed out
14 In networks with loops, getting the exact λ messages for all variables is equivalent to calculating the exact solutions,
15
which is an NP-hard problem. However, because our goal is to obtain a good and not necessarily optimal importance 16 function, we can satisfy it by calculating approximations of the λ messages. Given the surprisingly good performance 17 of loopy belief propagation, we believe that this can also provide us with good approximations of the λ messages. Another heuristic method that we use in EPIS-BN is -cutoff [3], i.e., setting some threshold and replacing
20
any smaller probability in the network by . At the same time, we compensate for this change by subtracting it from 21 the largest probability in the same conditional probability distribution. This method is originally used in AIS-BN
22
to speed up its importance function learning step [3] . However, we find that it is even more suitable for a different 23 purpose, which is to try to make the importance function possess heavy tails. As noted by Geweke [27] , the tails of 24 the importance function should not decay faster than the tails of the posterior distribution. Otherwise, the convergence 25 rate will be slow. We show in a related paper [34] , which is currently under review, that it is also true in the context of
26
Bayesian networks. We review the main results here.
27
Let f be the joint probability distribution of a Bayesian network. Druzdzel [35] shows that f approximately follows 28 the lognormal distribution. Therefore, we can look at any importance sampling algorithm for Bayesian networks 29 as using one lognormal distribution as the importance function to compute the expectation of another lognormal 30 distribution. Let f (X ) be the original density of a Bayesian network and let f (ln X ) ∝ N (µ f , σ 2 f ). We assume 31 that we cannot sample from f (X ) but we can only evaluate it at any point. Let the importance function be I (X ), 32 which satisfies I (ln X ) ∝ N (µ I , σ 2 I ). After a simple calculation, we obtain the variance of the importance sampling 33 estimator as
36
where w(X ) = f (X )
I (X ) . The necessary condition for the variance in Eq. (18) to exist is that 2(
means that the variance of I (ln X ) should at least be greater than half of the variance of f (ln X ). Note that | 
against the variance when using the importance function I (ln X ) ∝ N (µ I , σ 2 I ) with different µ I s to integrate the density
f ). The legend shows different values of
can be looked on as the standardized distance between µ I and µ f with regard to f (ln X ). We plot the variance against Fig. 3 .
2
We observe that, as the tails of the importance function become slimmer, the variance increases rapidly and 3 suddenly goes to infinity. However, when the tails become heavier, the variance increases slowly. In practice, we 4 usually have no clue about the real shape of f (X ). Therefore, after we have applied loopy belief propagation to 5 calculate an importance function, the function will not be a precise estimate of the optimal importance function and 6 is likely to possess slim tails. To prevent this situation from happening, we apply the -cutoff heuristic to adjust the 7 small probabilities in our ICPTs. The tails in the context of Bayesian networks can be interpreted as the states with 8 extremely small probabilities and extremely large probabilities, located in the tails of the approximate lognormal 9 distributions of the Bayesian networks.
10
The optimal threshold value is highly network dependent. Furthermore, if the calculated importance function is 11 close to the ideal importance function, we may depart from this ideal by applying -cutoff. 
17
The parameter m, the number of samples, is a matter of a network-independent tradeoff between precision and 18 time. More samples will lead to a better precision. However, the optimal values of the propagation length d and
19
the threshold value for the -cutoff are highly network dependent. We will recommend some values based on our 
Experimental results
22
To test the performance of the EPIS-BN algorithm, we applied it to three large real Bayesian networks:
, CPCS [37] , and PATHFINDER [38] , and compared our results to those of AIS-BN, the current state- 
Experimental method 7
To compare the accuracy of sampling algorithms, we compare their departure from the exact solutions, which 8 we calculate using the clustering algorithm [7] . The distance metric that we use is Hellinger's distance [39] . Hellinger's distance between two distributions f 1 and f 2, which have probabilities P 1 (x i j ) and P 2 (x i j ) for state 10 j ( j = 1, 2, . . . , n i ) of node i respectively, such that X i ∈ E, is defined as:
12
where N is the set of all nodes in the network, E is the set of evidence nodes, and n i is the number of states for node i.
13
Hellinger's distance weights small absolute probability differences near 0 much more heavily than similar 14 probability differences near 1. In many cases, Hellinger's distance provides results that are equivalent to 
Parameter selection 3
The most important tunable parameter in the EPIS-BN algorithm is the propagation length d. Since we are using 4 the loopy belief propagation algorithm only to get the approximate λ messages, we need not wait until it converges. We 5 can simply adopt a propagation length equal to the depth of the deepest evidence node. However, two problems arise 6 here. First, usually the influence of evidence on a node attenuates with the distance of the node from the evidence [40] . propagation, but it does so minimally for EPIS-BN. This indicates that whether or not loopy belief propagation 16 converges is not critical to the EPIS-BN algorithm. Although the optimal propagation length was different for 17 different networks and evidence, our experiments showed that lengths of 4 or 5 were sufficient for deep networks.
18
For shallow networks, we chose the depth of the deepest evidence as the propagation length.
19
Another important parameter in EPIS-BN is the threshold value for -cutoff. The optimal value for is also 20 network dependent. Our empirical tests did not yield a universally optimal value, but we recommend using = 0.006
21
for nodes with a number of outcomes fewer than 5, and = 0.001 for nodes with a number of outcomes between 5 reason for this difference is that the -cutoff is used at a different stage of the algorithm and for a different purpose.
2
Since Gibbs sampling only changes the state of one node at each time, it is faster in drawing one sample. Therefore, 3 suppose that there are n nodes in a Bayesian network, we let Gibbs sampling draw a number of samples that is equal to 4 n times the number of samples that other algorithms draw. We let it burn in first with 5000 samples. This forms a very 5 conservative experimental setup favoring Gibbs sampling. Taking ANDES as an example, we present the running 6 time of the three algorithms in Table 1 . Notice that the overhead of AIS-BN is much longer than that of EPIS-BN. 
Results of batch experiments
20
We generated a total of 75 test cases for each of the three networks. These cases consisted of five sequences of 
27
For each of the test cases, we ran AIS-BN and EPIS-BN algorithms for 320K samples and Gibbs sampling for 28 n × 320K samples. Fig. 8 shows the box plots of the results. The corresponding statistics are shown in networks. We do observe that the performance of Gibbs sampling is not influenced much by the probability of 38 evidence. However, its performance is poor for the test cases that we generated. with the same number of samples as in the main experiment. We observed that the precision of the results was of the 5 order of 10 −4 . Because when no evidence is present, the importance function is the ideal importance function, it is 6 reasonable to say that 10 −4 is the best precision that a sampling algorithm can achieve, given the same resources. In testifies to the fact that the EPIS-BN algorithm uses a close-to-optimal importance function. Since EPIS-BN is based on loopy belief propagation (P) in combination with the -cutoff heuristic (C), we 12 performed experiments that aimed to render their role unambiguous. We denote EPIS-BN without any heuristic 13 method as the E algorithm. E+PC represents the EPIS-BN algorithm. We compared the performance of E, E+P,
14
E+C, E+PC. We tested these algorithms on the same test cases generated in the previous experiments. The results are 15 given in Fig. 10 . The results show that the performance improvement comes mainly from loopy belief propagation.
16
The -cutoff heuristic demonstrated inconsistent performance. For the CPCS and PATHFINDER networks, it helped 17 to achieve better precision, while it made the precision worse for the ANDES network. We believe that there are at 18 least two explanations for this observation. First, the ANDES network has a much deeper structure than the other two networks. The loops in the ANDES network are also much larger. Loopy belief propagation performs much 1 better in networks with this kind of structure. After belief propagation, the network already has near-optimal ICPTs.
2
There is no need to apply -cutoff heuristic any more. Second, the proportion of small probabilities in these networks 3 is different. The ANDES network only has 5.8% small probabilities, while the CPCS network has 14.1% and the 4 PATHFINDER has 9.5%. More extreme probabilities will make the inference task more difficult, so -cutoff plays a 5 more important role in the CPCS and PATHFINDER networks. them by applying loopy belief propagation to calculate an approximation of the optimal importance function. Thus, we are able to take into account the influence of non-root evidence beforehand when we perform sampling in the that were difficult for the latter. Experimental results also show that the improvement comes mainly from loopy 8 belief propagation. As the performance of the EPIS-BN algorithm will depend on the degree to which loopy belief 9 propagation will approximate the posterior probabilities, techniques to avoid oscillations in loopy belief propagation 10 may lead to some performance improvements. Although MCMC methods are not so sensitive to probability of the 11 evidence, it seems that their convergence rates are very slow for high dimensional problems. algorithm is implemented in SMILE and its user interface GENIE is available at the above address.
