Abstract. Although tensor product real-valued wavelets have been successfully applied to many high-dimensional problems, they can only capture well edge singularities along the coordinate axis directions. As an alternative and improvement of tensor product real-valued wavelets and dual tree complex wavelet transform, recently tensor product complex tight framelets with increasing directionality have been introduced in [8] and applied to image denoising in [13] . Despite several desirable properties, the directional tensor product complex tight framelets constructed in [8, 13] are bandlimited and do not have compact support in the space/time domain. Since compactly supported wavelets and framelets are of great interest and importance in both theory and application, it remains as an unsolved problem whether there exist compactly supported tensor product complex tight framelets with directionality. In this paper, we shall satisfactorily answer this question by proving a theoretical result on directionality of tight framelets and by introducing an algorithm to construct compactly supported complex tight framelets with directionality. Our examples show that compactly supported complex tight framelets with directionality can be easily derived from any given eligible low-pass filters and refinable functions. Several examples of compactly supported tensor product complex tight framelets with directionality have been presented.
Introduction and Motivations
Having better directionality and employing tensor product of a correlated pair of one-dimensional orthogonal wavelet filter banks, dual tree complex wavelet transform in [14, 18] has shown superior performance in applications over the commonly adopted tensor product real-valued wavelets. As alternatives and improvements to dual tree complex wavelet transform, tensor product complex tight framelets with directionality have been introduced in [8] . It has been demonstrated in [13] that tensor product complex tight framelets with improved directionality significantly perform better, in terms of PSNR (peak signal-to-noise ratio), than dual tree complex wavelet transform in the model problem of image denoising. However, the tensor product complex tight framelets constructed in [8, 13] are only bandlimited, that is, they have compact support in the frequency domain but they are not compactly supported in the space/time domain. Since compactly supported wavelets and framelets are of importance in both theory and application due to their good space-frequency localization and computational efficiency desired in many applications, it is a natural and important problem for us to investigate compactly supported tensor product complex tight framelets with directionality. In this paper we shall satisfactorily resolve this problem by studying and constructing compactly supported tensor product complex tight framelets in L 2 (R d ) with directionality.
To explain our motivations, let us first introduce some notation and definitions. For a function f : R d → C and a d × d real-valued matrix U , we shall adopt the following notation:
For φ, ψ 1 , . . . , ψ s ∈ L 2 (R d ) with s ∈ N, we define an affine system generated by φ, ψ 1 , . . . , ψ s as follows:
AS 0 (φ; ψ 1 , . . . , ψ s ) := {φ(· − k) : k ∈ Z d } ∪ {ψ ℓ 2 j I d ;k : j ∈ N ∪ {0}, k ∈ Z d , ℓ = 1, . . . , s},
where I d denotes the d×d identity matrix. Recall that {φ; ψ 1 , . . . , ψ s } is a (d-dimensional dyadic) tight framelet in L 2 (R d ) if AS 0 (φ; ψ 1 , . . . , ψ s ) is a (normalized) tight frame for L 2 (R d ), that is,
In particular, if AS 0 (φ; ψ 1 , . . . , ψ s ) is an orthonormal basis for L 2 (R d ), then we call {φ; ψ 1 , . . . , ψ s } an orthogonal wavelet in L 2 (R d ). If {φ; ψ 1 , . . . , ψ s } is a tight framelet in L 2 (R d ), then {ψ 1 , . . . , ψ s } must be a homogeneous tight framelet in L 2 (R d ) (see [3, 7] ), in other words,
Consequently, it follows directly from (1.1) and the above identity that every function f ∈ L 2 (R d ) has the following representations: with the series converging unconditionally in L 2 (R d ).
Due to many desirable properties such as sparsity and good space-frequency localization, wavelet representations in (1.2) have been used in many applications ( [1, 3, 14, 18, 19] ). To have a fast algorithm to compute the wavelet coefficients in (1.2), wavelets and framelets are often derived from refinable functions and filter banks. By l 2 (Z d ) we denote the space of all complex-valued sequences u = {u(k)} k∈Z d :
The Fourier series (or symbol) of a sequence u ∈ l 2 (Z d ) is defined to be u(ξ) := k∈Z d u(k)e −ik·ξ , ξ ∈ R d , which is a 2πZ d -periodic measurable function in
By l 0 (Z d ) we denote the set of all finitely supported sequences on Z d . If a ∈ l 0 (Z d ) and a(0) = 1, then ∞ j=1 a(2 −j ξ) is convergent for every ξ ∈ R d and it is well known ( [3] ) that there exists a compactly supported distribution φ on R d such that φ(ξ) = [1, 2, 3, 4, 5, 6, 7, 9, 11, 12, 15, 16, 17, 19] and many references therein on tight framelets in L 2 (R d ) and their applications. High-dimensional wavelets and framelets are often obtained from one-dimensional wavelets and framelets through tensor product. The main advantages of tensor product wavelets and framelets lie in that they have a simple fast numerical algorithm and the construction of one-dimensional wavelets and framelets is often relatively easy. To our best knowledge, almost all successful wavelet-based methods in applications have used tensor product real-valued wavelets and framelets, partially due to their simplicity and fast implementation. To illustrate the tensor product method, for simplicity, let us only discuss the particular case of dimension two here. For two one-dimensional functions f, g : R → C, their tensor product f ⊗ g in dimension two is defined to be (f ⊗ g)(x, y) := f (x)g(y), x, y ∈ R. Similarly, for two sequences u, v : Z → C, their two-dimensional tensor product filter u ⊗ v is defined to be (u ⊗ v)(j, k) := u(j)v(k), j, k ∈ Z. Let {φ; ψ 1 , . . . , ψ s } be a tight framelet in L 2 (R) with an underlying tight framelet filter bank {a; b 1 , . . . , b s } such that φ(2ξ) = a(ξ) φ(ξ) and ψ ℓ (2ξ) = b ℓ (ξ) φ(ξ), ℓ = 1, . . . , s. Using tensor product, we obtain a tight framelet {φ; ψ 1 , . . . , ψ s } ⊗ {φ; ψ 1 , . . . , ψ s } in L 2 (R 2 ) with an underlying tensor product tight framelet filter bank {a; b 1 , . . . , b s }⊗{a; b 1 , . . . , b s } for dimension two. More precisely, define
Moreover, φ ⊗ φ satisfies the tensor product refinement equation φ ⊗ φ(2ξ) = a ⊗ a(ξ) φ ⊗ φ(ξ), a.e. ξ ∈ R 2 and for each ψ ∈ Ψ, ψ(2ξ) = b ψ (ξ) φ ⊗ φ(ξ), where
Note that {a ⊗ a; b ψ , ψ ∈ Ψ} is a two-dimensional tensor product tight framelet filter bank. Though tensor product real-valued wavelets and framelets have been widely used in many applications, they have some shortcomings, for example, lack of directionality in high dimensions. For two-dimensional data such as images, edge singularities are ubiquitous and play a more fundamental role in image processing than point singularities. As a consequence, tensor product real-valued wavelets are only suboptimal since they can only efficiently capture edge singularities along the coordinate axis directions. For the convenience of the reader, let us explain this point in more detail. When φ and ψ 1 , . . . , ψ s are real-valued functions in L 2 (R) such that φ(0) = 1 and ψ 1 (0) = · · · = ψ s (0) = 0, in general φ concentrates essentially near the origin while ψ 1 , . . . , ψ s concentrate largely outside a neighborhood of the origin. Since every ψ ℓ , ℓ = 1, . . . , s is real-valued, it is trivial to notice that ψ ℓ (ξ) = ψ ℓ (−ξ) and consequently, the magnitude of the frequency spectrum of ψ ℓ is symmetric about the origin. For dimension two, it is not difficult to see that all φ ⊗ ψ ℓ have horizontal direction while all ψ ℓ ⊗ φ have vertical direction for ℓ = 1, . . . , s. However, all ψ ℓ ⊗ ψ m do not exhibit any directionality for ℓ, m = 1, . . . , s. The same phenomenon can be said for the associated tight framelet filter bank: all a ⊗ b ℓ exhibit horizontal direction, all b ℓ ⊗ a exhibit vertical direction, but b ℓ ⊗ b m do not exhibit any directionality for ℓ, m = 1, . . . , s. To see this point better, let us look at the particular example of the Haar orthogonal wavelet {φ; ψ} with φ = χ [0, 1] and ψ = χ [0,
,1]×[0, 1 2 ] .
We can clearly observe that φ ⊗ ψ has horizontal direction, ψ ⊗ φ has vertical direction, but ψ ⊗ ψ does not exhibit any directionality. Note that the above Haar orthogonal wavelet {φ; ψ} has the underlying orthogonal wavelet filter bank {a; b} with a = { 
From above, we observe that a ⊗ b has horizontal direction, b ⊗ a has vertical direction, but b ⊗ b does not exhibit any directionality.
As one of the most popular and successful approaches to enhance the performance of tensor product realvalued wavelets, the dual tree complex wavelet transform proposed in [14, 18] uses tensor product of a correlated pair of finitely supported orthogonal wavelet filter banks and offers 6 directions with impressive performance in many applications. However, horizontal and vertical directions are very common in many two-dimensional data such as images. It is also difficult to generalize the approach of dual tree complex wavelet transform to have more than 6 directions by using dyadic orthogonal wavelet filter banks. To further improve the performance of and to provide alternatives to dual tree complex wavelet transform, recently [8] introduced tensor product complex tight framelets with increasing directionality. Tensor product complex tight framelets not only offer alternatives to dual tree complex wavelet transform but also have improved directionality. In [8, 13] , a family of tensor product complex tight framelets has been constructed in the frequency domain and their performance for image denoising has been reported in [13] . With more directions and using the tensor product structure, the bandlimited tensor product complex tight framelets constructed in [8, 13] indeed significantly perform better than dual tree complex wavelet transform in the area of image denoising. See [13, 14, 18] and many references therein on dual tree complex wavelet transform, and see [7, 8, 13] for more details on directional complex tight framelets.
This paper is largely motivated by the approach introduced in [8] using tensor product complex tight framelet filter banks. Let us recall here the tensor product tight framelet filter banks constructed in the frequency domain in [8, 13] x j with m ∈ N. Then P m satisfies the identity
For simplicity of discussion and presentation, here we only recall a special type of tensor product complex tight framelet filter banks constructed in [8, 13] . We define a real-valued symmetric low-pass filter a ∈ l 2 (Z) and two complex-valued high-pass filters b p , b n ∈ l 2 (Z) by 5) where c and ε are positive numbers satisfying 0 < ε min(
Then it is easy to directly check that {a; b p , b n } is a one-dimensional tight framelet filter bank such that a is real-valued and symmetric about the origin with a(0) = 1. Define functions φ, ψ p , ψ n on R by
Then {φ; ψ p , ψ n } is a tight framelet in L 2 (R). Note that all the functions φ, ψ p , ψ n are bandlimited, that is, their Fourier transforms have compact support. Moreover, φ is real-valued and symmetric about the origin. Note that b n (ξ) = b p (−ξ) and therefore, we have b n = b p and ψ n = ψ p . More importantly, both functions ψ p , ψ n are complex-valued and enjoy the following frequency separation property:
In other words, the frequency spectrum of ψ p vanishes on the negative interval (−∞, 0] and concentrates only inside the positive interval [0, ∞), while the frequency spectrum of ψ n vanishes on the positive interval [0, ∞) and concentrates only inside the negative interval (−∞, 0]. The property in (1.6) is the key ingredient to produce directionality for tensor product complex tight framelets in high dimensions. To see this point, let us look at the two-dimensional tensor product tight framelets {φ; ψ p , ψ n } ⊗ {φ; ψ p , ψ n }, that is,
By (1.6), for f, g ∈ {ψ p , ψ n }, we see that f ⊗ g = f ⊗ g concentrates on a small rectangle away from the origin. As a consequence, both the real and imaginary parts of f ⊗ g exhibit good directions. We now provide the detail here. For a complex-valued function f : 
and similarly
Then all the above functions and filters are real-valued. It is trivial to check that
is a real-valued tight framelet in L 2 (R) with the underlying real-valued tight framelet filter bank {a;
However, we do not apply tensor product to this real-valued one-dimensional tight framelet since it shares the same shortcoming as tensor product real-valued wavelets or framelets. Instead, we take tensor product of the one-dimensional complex tight framelet first for dimension two as in (1.7), then we separate their real and imaginary parts to derive a real-valued tight framelet in L 2 (R 2 ). If in addition b n = b p and consequently, ψ n = ψ p since φ is real-valued, then {φ;
} is a real-valued tight framelet in L 2 (R) with the underlying tight framelet filter bank {a;
( 1.9) is a two-dimensional real-valued tight framelet in L 2 (R 2 ) with the following underlying two-dimensional realvalued tight framelet filter bank
Now one can check that the derived two-dimensional real-valued tight framelet exhibits four directions:
As discussed in [8, 13] , more directions can be achieved by using more high-pass filters. For simplicity, we only discuss the particular case {φ; ψ p , ψ n } in this paper, which plays a critical role for obtaining general finitely supported tensor product complex tight framelets with increasing directionality.
Although the derived two-dimensional real-valued tight framelet in (1.9) and its underlying real-valued tight framelet filter bank in (1.10) no longer have the tensor product structure, it is not difficult to see that they can be obtained through a simple transform using a constant unitary matrix from {φ;
} and its underlying real-valued tight framelet filter bank {a;
Therefore, similar to dual tree complex wavelet transform in [14, 18] , the algorithm using the tensor product complex tight framelets in (1.9) with their filter banks in (1.10) can be implemented using the tensor product discrete framelet transform employing the tight framelet filter bank {a;
}, followed by simple linear combinations of the wavelet/framelet coefficients.
However, the filters a, b p , b n constructed in (1.5) (see [8, 13] for more detail) have infinite support in the time domain. Since compactly supported wavelets and framelets have great interest and importance in both theory and application, this naturally leads us to ask the following question: Q1: Is it possible to construct compactly supported one-dimensional complex tight framelets {φ; ψ p , ψ n } with finitely supported tight framelet filter banks {a; b p , b n } such that ψ p almost vanishes on the negative interval (−∞, 0] and ψ n almost vanishes on the positive interval [0, ∞)?
, to satisfy the condition in (1.6), it is very natural to require that b p should be relatively small on the negative interval [−π, 0) so that b p concentrates largely on the positive interval [0, π), while b n should be relatively small on the positive interval [0, π) so that b n concentrates largely on the negative interval [−π, 0). In other words, to achieve directionality for tensor product tight framelets, the two high-pass filters b p and b n must have good frequency separation property. A natural quantity to measure the quality of frequency separation (and therefore, the directionality of tensor product tight framelets) is
That is, the smaller the quantity B b p ,b n on the interval [0, π], the better the frequency separation of the two high-pass filters b p and b n in the frequency domain and consequently, the better the directionality of their associated high-dimensional tensor product tight framelets. More precisely, if we can construct a tight framelet filter bank {a; b p , b n } such that the quantity B b p ,b n (ξ) is relatively small for all ξ ∈ [0, π], then the high-pass filters b p and b n have good frequency separation and thus, the resulting tensor product tight framelet filter bank {a; b p , b n } ⊗ {a; b p , b n } and its associated real-valued tight framelet by separating real and imaginary parts in {φ; ψ p , ψ n } ⊗ {φ; ψ p , ψ n } will have four directions: 0 • (horizontal), ±45 • , and 90 • (vertical) in dimension two.
In addition to Q1, we are interested in the following two problems:
Q2: For filters a, b p , b n ∈ l 2 (Z) such that {a; b p , b n } is a tight framelet filter bank, can we achieve
More precisely, given a low-pass filter a ∈ l 2 (Z), we want to find a sharp theoretical lower bound which is a function A : [0, π] → [0, ∞) depending only on the given filter a such that (i)
Q3: From every given real-valued low-pass filter a ∈ l 0 (Z) such that 1 − | a(ξ)| 2 − | a(ξ + π)| 2 0 (which is a necessary condition for building a tight framelet filter bank derived from a), can we construct a finitely supported tight framelet filter bank {a; b p , b n } such that its associated tensor product complex tight framelet exhibit almost best possible directionality? More precisely, is it possible to construct finitely supported high-pass filters b p , b n such that {a; b p , b n } is a tight framelet filter bank and
Here A is the sharp theoretical lower bound for frequency separation in Q2.
We shall satisfactorily and positively answer all the above questions in this paper. We shall provide a sharp theoretical lower bound for frequency separation using the natural quantity | b p (ξ+π)| 2 +| b n (ξ)| 2 . More precisely, we shall prove in Section 2 the following result which completely answers Q2: 12) where the frequency separation function A associated with the filter a is defined to be
Moreover, the inequality in (1.12) is sharp in the sense that there existb
If in addition the filter a is real-valued, that is, a(ξ) = a(−ξ) a.e. ξ ∈ R, then the tight framelet filter bank {a;b p ,b n } can satisfy the additional property:
Interestingly, as demonstrated by the following result, the frequency separation function A in (1.13) is often very small for most known low-pass filters in the literature. Theorem 2. Let A be the frequency separation function defined in (1.13) associated with a filter a ∈ l 2 (Z)
(1.14)
In particular,
To answer Q1 and Q3 and to construct tight framelet filter banks with directionality, in Section 3 we shall investigate the structure of all finitely supported tight framelet filter banks {a; b p , b n } derived from a given filter a. More precisely, from any given finitely supported filter a ∈ l 0 (Z), in Theorem 4 and Algorithm 1 we shall construct all possible finitely supported tight framelet filter banks {a; b p , b n } derived from a given low-pass filter a. For prescribed filter lengths of b p and b n , such a result enables us to find the best possible complex tight framelet filter bank {a; b p , b n } having the best possible frequency separation, that is, having the smallest possible
Finally, in Section 4 we shall provide an algorithm for constructing finitely supported complex tight framelet filter banks {a; b p , b n } having the smallest possible
among all high-pass filters b p and b n with prescribed filter supports. Several examples will be presented to illustrate the results and algorithms in this paper.
This paper mainly concentrates on the construction of a particular family of finitely supported tensor product complex tight framelet filter banks with directionality (more precisely, in the terminology of [13] , TP-CTF 3 having four directions in dimension two). We shall leave the construction of general finitely supported tensor product complex tight framelet filter banks with increasing directionality (that is, tensor product complex tight framelets TP-CTF n with n 4) and their possible applications as a future work.
A Sharp Lower Bound for Directionality of Tight Framelet Filter Banks
In this section, we shall prove the sharp theoretical lower bound stated in Theorem 1 for the best possible frequency separation of a tight framelet filter bank {a; b p , b n } derived from a given low-pass filter a. Then we shall prove Theorem 2 showing that the frequency separation function A in (1.13) is often small for many known low-pass filters. As a contrast to the result in Theorem 1 for complex-valued tight framelet filter banks, at the end of this section we provide a result showing that all real-valued tight framelet filter banks cannot have good frequency separation.
Proof of Theorem 1. Since {a; b p , b n } is a tight framelet filter bank, it follows from the definition in (1.3) with
Since the determinant of the matrix on the right-hand side of (2.1)
We also notice from (2.1) that {a; b p , b n } is a tight framelet filter bank if and only if for almost every ξ ∈ [0, π], the following three equations hold:
In the rest of the proof, we always assume ξ ∈ [0, π]. Note that (2.2) and (2.3) imply
Using (2.5), we deduce from (2.4) that
where we used Cauchy-Schwarz inequality in the last inequality. Define
Then the above inequality can be rewritten as
Since f is a polynomial of degree two, by calculation, we see that f has two real roots:
where A is defined in (1.13). Rewrite A(ξ) in (1.13) as
Note that we can also rewrite the function C(ξ) as follows:
From the expression of A in (2.7) and the above inequality, we see that A(ξ) 0 and
In particular, we see that f (x) > 0 if and only if
. Therefore, since f (x) < 0 for all x < A(ξ), we conclude from f (B(ξ)) 0 that B(ξ) A(ξ). Thus, we proved inequality (1.12).
We now show that the inequality in (1.12) is sharp by explicitly constructing a tight framelet filter bank
In the following, we shall construct such 2π-periodic measurable functions bp and bn by defining bp (ξ), bp (ξ + π), bn (ξ), bn (ξ + π) on the interval ξ ∈ [0, π].
, otherwise (2.11) and bn (ξ) =
, otherwise. (2.12)
We first show that both bp (ξ + π) and bn (ξ) are well defined nonnegative functions for ξ ∈ [0, π]. By the definition of C(ξ) in (2.8), it is straightforward to see that
Since A(ξ) 0, we now see that both bp (ξ + π) in (2.11) and bn (ξ) in (2.12) are well defined nonnegative
If a(ξ) a(ξ + π) = 0, then we simply define β(ξ) = 0. For ξ ∈ [0, π], we define
We now prove that bp (ξ) and bn (ξ + π) are well defined by proving that for ξ ∈ [0, π], and bn (ξ + π) in (2.15), we have bp (ξ) = −e iβ(ξ) /2 and bn (ξ + π) = −e −iβ(ξ) /2. Thus, it is trivial to check that (2.17) holds. 
Consequently, we deduce from the above identity and the definition of bp (ξ) in (2.14) that bp (ξ) = 0. Since bp (ξ + π) = 0 and A(ξ) = | a(ξ + π)| 2 , from the definition of bn (ξ + π) in (2.15) we deduce that
Therefore, by bp (ξ) = bp (ξ + π) = 0, bn (ξ) = A(ξ), and | bn (ξ + π)| = | a(ξ)|, we see that
where we used the identity A(ξ) = | a(ξ + π)| 2 in the last identity. Hence, (2.17) holds. Case 4: C(ξ) = 0, A(ξ) = 0, and | a(ξ)| 2 − | a(ξ + π)| 2 = ± C(ξ). Note that the last two conditions imply that bp (ξ + π) = 0 and bn (ξ) = 0. From the definition of bp (ξ + π) in (2.11) and bn (ξ) in (2.12), we see that
where we used the relation
(1.13)) in the last identity. Since C(ξ) = 0, we deduce from the definition of bp (ξ + π) in (2.11) and bn (ξ) in
. Now it follows directly from (2.18) that
That is, we proved
From the identity in (2.19), we further deduce that
.
In other words, we proved
Similarly, we can prove that
. 
from which we see that the vector (| bp (ξ +π)|, | bn (ξ)|) is parallel to the vector (| bp (ξ)|, | bn (ξ +π)|). Consequently, we must have
By the definition of bp (ξ + π) in (2.11) and bn (ξ) in (2.12) and by the definition of bp (ξ) in (2.14) and bn (ξ + π) in (2.15), we conclude that
where in the last identity we used the fact that A(ξ) and 2 − | a(ξ)| 2 − | a(ξ + π)| 2 − A(ξ) are the two roots of f in (2.6) and f (0) = −| a(ξ) a(ξ + π)| 2 . Thus, we proved (2.17). To complete the proof, we now show that {a;b p ,b n } is a tight framelet filter bank. By our construction of bp and bn , it is trivial to see that (2.2) and (2.3) are satisfied with b p and b n being replaced bẙ b p andb n , respectively. To check (2.4), we have
By our construction, it is now trivial to see that
where in the last identity we used (2.17). Therefore, {a;b p ,b n } is indeed a tight framelet filter bank. If the filter a is real-valued, then a(ξ) = a(−ξ) a.e. ξ ∈ R. Consequently, we have
We now prove that bp (−ξ) = bn (ξ) a.e. ξ ∈ R, which is equivalent to verify that
By (2.22 ) and the definition of bp (ξ + π) in (2.11) and bn (ξ) in (2.12), we see that
which is the first identity in (2.23). Similarly, we have
where we used (2.15) and the first identity in (2.23). If we can prove that
then the second identity in (2.23) holds and therefore, we proved b p (−ξ) = b n (ξ) a.e. ξ ∈ R. We now prove (2.24). Replacing ξ by π − ξ in the definition of β(ξ) in (2.13) and using (2.22), we have
Since a(ξ) = a(−ξ), we have
Consequently, comparing with (2.13), we conclude that for ξ ∈ [0, π] such that a(ξ) a(ξ + π) = 0, we must have e iβ(π−ξ) = e iβ(ξ) , which is simply (2.24). For the case that a(ξ) a(ξ + π) = 0, (2.24) is trivially true since β(ξ) = β(π − ξ) = 0. This completes the proof of Theorem 1.
As demonstrated by Theorem 2, the frequency separation function A in (1.13) is often small for many known low-pass filters.
Proof of Theorem 2. Define x := | a(ξ)| 2 and y := | a(ξ + π)| 2 . Then 0 x, y 1 and 0 x + y 1. In terms of x and y, the function A(ξ) in (1.13) can be rewritten as
(2.25)
By a simple direct calculation, we have 
Since 0 x, y 1, we obviously have 0 (2 − x − y) 2 − 4xy 2 − x − y. Therefore, we conclude that
2−x−y . Consequently, by 0 x, y 1 and x + y 1, we deduce that
This completes the proof of (1.15).
The following result shows that for a tight framelet filter bank {a; b p , b n }, if the high-pass filters b p and b n are real-valued (but the filter a can be complex-valued), then its frequency separation between b p and b n cannot be good. Moreover, the best possible frequency separation between two real-valued high-pass filters b p and b n in a tight framelet filter bank {a; b p , b n } is achieved when a is an orthogonal filter. On the other hand, Theorem 2 tells us that the frequency separation between two complex-valued high-pass filters b p and b n in a complex-valued tight framelet filter bank {a; b p , b n } is the worst when a is an orthogonal filter.
Theorem 3. Let a, b p , b n ∈ l 2 (Z) such that {a; b p , b n } is a tight framelet filter bank and the two high-pass filters b p and b n are real-valued (but the filter a may be complex-valued). Then
where the equal sign holds if and only if a is an orthogonal filter (that is,
Note that a general filter u has real coefficients if and only if
from which we must have | a(−ξ)| = | a(ξ)|. Therefore, it follows from (2.28) that
from which we have
Since | a(ξ)| 2 + | a(ξ + π)| 2 1 a.e. ξ ∈ R, we conclude from the above identity that (2.27) holds.
Structure of Finitely Supported Complex Tight Framelet Filter Banks
In order to design finitely supported complex tight framelet filter banks {a; b p , b n } with good directionality, we have to investigate the structure of all possible finitely supported complex-valued high-pass filters b p , b n such that {a; b p , b n } is a tight framelet filter bank. More precisely, from any given finitely supported filter a ∈ l 0 (Z), we are interesting in finding all possible finitely supported complex tight framelet filter banks {a; b p , b n } derived from a given low-pass filter a. For prescribed filter lengths of b p and b n , such a result enables us to find the best possible complex tight framelet filter bank {a; b p , b n } with the best possible frequency separation, that is,
To construct finitely supported tight framelet filter banks, it is convenient to use Laurent polynomials instead of 2π-periodic trigonometric polynomials. Recall that l 0 (Z) denotes the linear space of all finitely supported sequences on Z. For a sequence u = {u(k)} k∈Z ∈ l 0 (Z), its z-transform is a Laurent polynomial defined to be
Let u : Z → C r×s be a sequence of r × s matrices. We define u ⋆ to be its associated adjoint sequence by
In terms of Fourier series, we have u ⋆ (ξ) = u(ξ) T and u(ξ) = u(e −iξ ). Using Laurent polynomials, we have
In terms of Laurent polynomials, for a,
for all z ∈ C\{0}, where I 2 is the 2×2 identity matrix. For a 2×2 matrix U of Laurent polynomials, we say that
For a Laurent polynomial u, we shall use the notation u ≡ 0 to mean that u is identically zero, and the notation u ≡ 0 to mean that u is not identically zero. We say that u is an orthogonal filter if u(z)u ⋆ (z)+u(−z)u ⋆ (−z) = 1 for all z ∈ C\{0}.
The main result in this section is as follows:
} is a tight framelet filter bank and the filter a is not identically zero. Suppose that
(3.4) Then the following are equivalent:
(i) {a; b p , b n } is a finitely supported tight framelet filter bank and
for some k ∈ Z and λ ∈ T. Remove condition (3.5) if a is an orthogonal filter. (ii) There exists a 2 × 2 paraunitary matrix U of Laurent polynomials such that
From (3.3), we see that {a; b 1 , b 2 } is a tight framelet filter bank if and only if
with
We define a Laurent polynomial
Note that d b 1 ,b 2 is a well-defined Laurent polynomial. Then it follows from (3.7) that
If a is an orthogonal filter, then we must have
by Fejér-Riesz lemma, we see that up to a monomial factor there are essentially only finitely many Laurent polynomials d b 1 ,b 2 satisfying (3.10). As we shall discuss in Section 4, all finitely supported complex-valued tight framelet filter banks {a; b 1 , b 2 } having the shortest possible filter supports can be derived from the low-pass filter a by solving a system of linear equations. Consequently, Theorem 4 allows us to obtain all finitely supported complex-valued tight framelet filter banks {a; b 1 , b 2 } with the low-pass filter a being given in advance. Using Theorem 4, we shall discuss in Section 4 how to find the best possible complex tight framelet filter bank {a; b p , b n } with the best possible frequency separation for any prescribed filter lengths of the high-pass filters b p and b n .
To prove Theorem 4, we need several auxiliary results. Let us first introduce some definitions. We say that u is a trivial factor if it is a nonzero monomial, that is, u(z) = λz k for some λ ∈ C\{0} and k ∈ Z. For two Laurent polynomials u and v, by gcd(u, v) we denote the greatest common factor of u and v. In particular, we use the notation gcd(u, v) = 1 to mean that u and v do not have a nontrivial common factor.
Then the following are equivalent:
There exist Laurent polynomials q 1 , q 2 , q 3 , q 4 such that
(4) There exist Laurent polynomials q 1 , q 2 , q 3 , q 4 such that
Proof. If P is identically zero, then all claims hold obviously. Hence, we assume that at least one of p 1 , p 2 , p 3 , p 4 is not identically zero. It is trivial that (1)=⇒(2) and (3)=⇒(4)=⇒(1). To complete the proof, it suffices to prove (2)=⇒(3). If both p 1 and p 2 are identically zero, then the claim in item (3) obviously holds by taking q 1 = p 3 , q 2 = p 4 , q 3 = 0 and q 4 = 1. Now we assume that either p 1 ≡ 0 or p 2 ≡ 0, that is, at least one of p 1 and p 2 is not identically zero. Define q 3 := gcd(p 1 , p 2 ) and q 1 := p 1 /q 3 , q 2 := p 2 /q 3 . (3.13) Since q 3 is not identically zero, all q 1 , q 2 , q 3 are well-defined Laurent polynomials and at least one of q 1 and q 2 are not identically zero. Moreover, p 1 = q 1 q 3 , p 2 = q 2 q 3 , and gcd(q 1 , q 2 ) = 1, which means that q 1 and q 2 have no nontrivial common factor. By item (2), we have
Since q 3 is not identically zero, from the above identity we must have q 1 p 4 = q 2 p 3 . Because at least one of q 1 and q 2 is not identically zero, without loss of generality, we may assume that q 1 is not identically zero. By gcd(q 1 , q 2 ) = 1 and q 1 p 4 = q 2 p 3 , we must have q 1 | p 3 . Then we define q 4 = p 3 /q 1 , which is a well-defined Laurent polynomial. By q 1 p 4 = q 2 p 3 , we see that p 4 = q 2 q 4 . Using (3.13), now one can directly check that (3.12) holds. Therefore, we complete the proof of (2)=⇒(3).
Proposition 6. Let Q and V be 2 × 2 matrices of Laurent polynomials. If 14) then there exist Laurent polynomials
Proof. By our assumption in (3.14), we have [
Similarly, by our assumption in (3.14), we have [V(z)Q(z)] 2,1 (z) = V 2,1 (z)Q 1,1 (z) + V 2,2 (z)Q 2,1 (z) = 0 for all z ∈ C\{0}. By Lemma 5, there exist Laurent polynomials u 2 , u 4 , v 2 , v 3 such that
Now we can directly check that both (3.15) and (3.16) are satisfied. If c = 1, then it follows from (3.16) that all v 1 , v 3 and u 1 u 4 + u 2 u 3 must be monomials. Now it follows directly from (3.15) that
We now see that the claim holds for the particular case of c = 1.
Proof. Let Q and V be the 2 × 2 matrix of Laurent polynomials defined by
. If P is paraunitary, then V(z)Q(z) = I 2 . By Proposition 6 with c = 1, we see that (3.17) must hold. Conversely, if (3.17) is satisfied, then we can directly check that P is a paraunitary matrix.
Corollary 8. Let Q, V,Q,V be 2 × 2 matrices of Laurent polynomials. If
Then there exists a 2 × 2 matrix U of Laurent polynomials such that det(U(z)) = λz k and
Proof. By Proposition 6 with c = 1, we see that
where U 1 , U 2 are 2 × 2 matrices of Laurent polynomials such that det(U 1 (z)) = det(U 2 (z)) = 1. Therefore, [U 1 (z)] −1 is also a matrix of Laurent polynomials. Define
Now it is trivial to check that (3.20) holds and det(U(z)) = λz k is a nontrivial monomial.
Now we have the following result about the essential uniqueness of factorization of a positive semidefinite 2 × 2 matrix of Laurent polynomials.
Theorem 9. Let P be a 2 × 2 matrix of Laurent polynomials given in (3.11) such that det(P(z)) ≡ 0 (that is, the determinant of P is not identically zero) and gcd(p 1 , p 2 , p 3 , p 4 ) = 1. If V andV are 2 × 2 matrices of Laurent polynomials satisfying
then there exists a 2 × 2 paraunitary matrix U of Laurent polynomials such thatV(z) = V(z)U(z), det(U(z)) = λz k , and U(z)U ⋆ (z) = I 2 for all z ∈ C\{0}.
Proof. It is a basic result in linear algebra that there exist two 2 × 2 matrices A and B of Laurent polynomials satisfying det(A(z)) = det(B(z)) = 1 and 
Note that
Consequently, it follows from Corollary 8 that there exists a 2 × 2 matrix U of Laurent polynomials such that det(U(z)) = λz k and A(z)V(z) = A(z)V(z)U(z), from which we haveV(z) = V(z)U(z) since det(A(z)) = 1. Therefore, it follows from (3.21) that V(z)V ⋆ (z) =V(z)V ⋆ (z) which leads to
By (3.21), we have det(V(z)) det(V ⋆ (z)) = det(P(z)) ≡ 0 and therefore, det(V(z)) ≡ 0. Thus, V(z) is invertible for all z satisfying det(V(z)) = 0. Now we deduce from the above identity that we must have U(z)U ⋆ (z) = I 2 for all z ∈ C\{0}.
We are now ready to prove Theorem 4.
Proof of Theorem 4. (ii)=⇒(i) is trivial. Note that (3.6) is equivalent to
Since {a; b 1 , b 2 } is a tight framelet filter bank and U is paraunitary, it follows directly from (3.7) and (3.23) that {a; b p , b n } is a finitely supported tight framelet filter bank. Moreover, it follows directly from (3.23) that (3.5) holds with λz k := det(U(z)). We now prove (i)=⇒(ii). For a sequence u : Z → C and γ ∈ Z, its coset sequence u [γ] is defined to be u [γ] (k) := u(γ + 2k), k ∈ Z. Since both {a; b 1 , b 2 } and {a; b p , b n } are finitely supported tight framelet filter banks, using coset sequences, we see from (3.7) that
where
Therefore, c must be a factor of trace(N a (z)) − 2 det(N a (z)) = 1/2. Consequently, we conclude that c = 1. We now consider two cases. We first consider the case that a is not an orthogonal filter. Then det(N a (z)) ≡ 0. By Theorem 9, there must exist a 2 × 2 paraunitary matrix U of Laurent polynomials such that
for all z ∈ C\{0}. Since u(z) = u [0] (z 2 ) + zu [1] (z 2 ) holds for any u ∈ l 0 (Z), it is straightforward to deduce from (3.25) that (3.6) holds. Hence item (ii) is proved if a is not an orthogonal filter. We now consider the case that a is an orthogonal filter. Define a filter b by b(z) := za ⋆ (−z). Then {a; b} is a tight framelet filter bank. It suffices to prove item (ii) with b 1 = b and b 2 = 0. Since a is an orthogonal filter, we must have
Since gcd(b [0] , b [1] ) = 1 by (3.26), q must be a nontrivial monomial. Consequently, without loss of any generality, we can assume that p 1 = b [0] and p 2 = b [1] . Then it follows from (3.26) and (3.27) that q = 1 and
is a paraunitary matrix and it is trivial to check that (3.25) is satisfied, since
This proves item (ii) for the case that a is an orthogonal filter.
Algorithms and Examples of Finitely Supported Complex Tight Framelet Filter Banks with Directionality
In this section we shall propose an algorithm to construct finitely supported complex tight framelet filter banks {a; b p , b n } with good frequency separation from any given finitely supported low-pass filter a satisfying (3.4). Then we shall provide several examples to illustrate our algorithm.
For a finitely supported sequence u = {u(k)} k∈Z such that u(k) = 0 for all k ∈ Z\[m, n] and u(m)u(n) = 0, we define fsupp(u) := fsupp(u) := [m, n] to be the filter support of u and define len(u) := len(u) := n − m to be the length of the filter u.
In order to employ Theorem 4 to obtain all finitely supported tight framelet filter banks derived from a given low-pass filter, we now recall an algorithm, which is a special case of [10, Algorithm 4] , to construct all possible complex tight framelet filter banks {a; b 1 , b 2 } having the shortest filter support, that is, max(len(b 1 ), len(b 2 )) len(a). We are now ready to present an algorithm to construct finitely supported complex tight framelet filter banks with frequency separation property. Then {a; b p , b n } is a tight framelet filter bank. For a real-valued filter a, in addition we have b n = b p .
Using Algorithms 1 and 2, many examples of finitely supported complex tight framelet filter banks with good directionality can be easily constructed. Here we only present several examples to illustrate Algorithms 1 and 2. In order to see the improvement of directionality of a tight framelet filter bank {a; b p , b n }, we shall use the following quantities: 
