Abstract. Interpolation polynomial p n at the Chebyshev nodes cos πj/n (0 ≤ j ≤ n) for smooth functions is known to converge fast as n → ∞. The sequence {p n } is constructed recursively and efficiently in O(n log 2 n) flops for each p n by using the FFT, where n is increased geometrically, n = 2 i (i = 2, 3, . . . ), until an estimated error is within a given tolerance of ε. This sequence {2 j }, however, grows too fast to get p n of proper n, often a much higher accuracy than ε being achieved. To cope with this problem we present quasi-Chebyshev nodes (QCN) at which {p n } can be constructed efficiently in the same order of flops as in the Chebyshev nodes by using the FFT, but with n increasing at a slower rate. We search for the optimum set in the QCN that minimizes the maximum error of {p n }. Numerical examples illustrate the error behavior of {p n } with the optimum nodes set obtained.
Introduction
Polynomial interpolation [8] of a given real-valued function f (x) in terms of the Chebyshev polynomial T k (x) = cos kθ, where we set x = cos θ,
is often used in many problems of scientific computing; see Battles and Trefethen [1] Boyd [3] , Boyd and Gally [4], Mason and Handscomb [12] , and Reddy and Weideman [16] . The Chebyshev interpolation p n (x) (1.1) that interpolates f (x) at the Chebyshev nodes x n j = cos πj/n (0 ≤ j ≤ n) [1, 15, 21] , or the Chebyshev points of the second kind (Berrut and Trefethen [2] ) is particularly useful in many applications, say, in integration (the Clenshaw-Curtis rule [6, 21, 22, 23] ) and differentiation [16] .
The Chebyshev interpolation has the following advantages with some problems. The Chebyshev coefficients a n k are efficiently evaluated by using the FFT (fast Fourier transform) [7] , or Fourier cosine transform [5, 9, 15] . For analytic functions the polynomial p n converges fast; indeed |a [21] . The interpolation error can be estimated by using the last several, say m, a n k (n − m < k ≤ n) [1, 6, 17] . Since the Chebyshev nodes {x for p 2n as shown in section 2, the sequence of {p n } can be recursively constructed by doubling n, n = 2 i (i = 2, 3, . . . ) until the required accuracy is achieved [14] .
However, this sequence n = 2 i grows so fast that one might often obtain an interpolation polynomial with much higher accuracy than the required one, particularly when the number of function evaluations n + 1 required is high.
To cope with the above-mentioned problem, Hasegawa, Torii and Sugiura (HTS) [11] present a modified set of the Chebyshev nodes (a van der Corput sequence) at which a sequence of p n (1.1) is constructed recursively with n increasing like n = 3 × 2 i , 4 × 2 i , 5 × 2 i (i = 1, 2, . . . ), namely at an average rate 3 √ 2, as well as with the FFT, but interpolation errors being a little worse. Sugiura and Torii [19] generalize the above HTS sequence [11] to make a complex polynomial interpolation at quasi-equidistributed nodes on the unit disk on the complex plane.
The purpose of this paper is to extend the HTS sequence [11] to more general ones by presenting new sets of nodes, or quasi-Chebyshev nodes (QCN) on [−1, 1], a real version of the above quasi-equidistributed nodes [19] . We search for the optimum set among those QCN that give the sequence of interpolation polynomials {p n } with the maximum error minimized. HTS's sequence [11] proves to be near but not optimum among those of the average rate
In recursively updating p n to generate the sequence {p n } we also make use of the Chinese remainder theorem (CRT) [13] , which is nicely used in the polynomial approach to fast Fourier cosine (FCT) and sine transforms by Steidl and Tasche [18] . We discuss the computational complexity in the fast algorithm to construct p n and the error analysis.
This paper is organized as follows. In section 2 we define the quasi-Chebyshev interpolation at the QCN. In section 3 we review the modulo computation with the Chebyshev polynomials. In section 4 we give a fast algorithm for quasi-Chebyshev interpolation with the FFT in details before discussing the computational complexity. In section 5 we discuss the error of interpolation polynomials. In section 6 we search for optimum sequences of the QCN. In section 7 we outline an algorithm for automatic interpolation with the given tolerance. Section 8 gives numerical examples to illustrate the behavior of interpolation errors.
Quasi-Chebyshev interpolation
We begin by reviewing the Chebyshev interpolation. For a positive integer n let V n+1 (x) be a polynomial defined by
Then the Chebyshev nodes x n j = cos(πj/n) are zeros of V n+1 (x). The coefficients a n k of the Chebyshev interpolation p n for f are determined so that
The CRT [13, p. 27] , [18] is useful to construct the sequence of interpolation polynomials recursively. For example, assume that n = 2 j and p n is given. Let q n−1 be a polynomial satisfying
Then since V 2n+1 (x) = 2V n+1 (x)T n (x) and V n+1 (x) and T n (x) are relatively prime, the coefficients a 2n k of the polynomial p 2n ≡ f (mod V 2n+1 ) (1.1) are obtained from a n k of p n and b k of q n−1 so that p 2n ≡ p n (mod V n+1 ) and p 2n ≡ q n−1 (mod T n ). Note that b k in (2.2) are efficiently evaluated by the FFT, particularly the FCT [18] .
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Now we define the quasi-Chebyshev nodes as follows. Let λ be a positive integer. Then we see that
Since T λ (T n (x)) = T λn (x) we have from (2.3)
Let n be a positive integer. Let W n (B; x) be a polynomial defined by
Then we define the quasi-Chebyshev nodes by the zeros of W n (B; x).
Note that if B = φ or B = A(λ), then we have the Chebyshev nodes since
Let n = 2 j (j ≥ 0). Then by using the sequence of polynomials defined by
we have the sequence of interpolation polynomials
. . ) the degree of the polynomial increases geometrically at an average rate
Example 2.3. The HTS sequence [11] is obtained by choosing λ = 4, ι = 3 and 
Modulo computation with the Chebyshev polynomials
The modulo computation on the Chebyshev polynomials plays an important role in constructing the sequence of interpolation polynomials with the CRT. We collect some relations on the Chebyshev polynomials; see [12, 18] for details.
The Chebyshev polynomial of the second kind U k (x) is defined by
given by (2.1) the following relations are easily verified:
Lemma 3.1. For integers m and k and a positive integer n such that 0 ≤ k ≤ n we have
Proof. Since from (3.1) we have
we can verify (3.2) for any m recursively.
Lemma 3.2.
Let m be an integer and n be a positive integer. Then for k and β such that 0 ≤ k ≤ n/2 and |β| ≤ 1, respectively, we have
Proof. The proof is by induction on m. The case m = 0 is trivial since U −1 (β) = 0 and U 0 (β) = 1. The case m = 1 holds since from (3.1)
Let l ≥ 1 and assume that (3.3) holds for 0 ≤ m ≤ l. Then from (3.1) and the recurrence relation [12, p. 31 
The case m < 0 is verified similarly but we omit the proof.
Fast algorithm for quasi-Chebyshev interpolation
4.1. Constructing the quasi-Chebyshev interpolation. We present an algorithm to construct the sequence of interpolation polynomials are given, we compute the coefficients a
k in (4.1) is shown in the following subsection. For simplicity we rewrite a λn k as b [0] k to express Φ n (B 0 )f as follows:
We use the CRT (4.3) below to determine a
Now we give the computational procedure of (4.3) to obtain a (λ+μ)n k in some detail. We begin by expressing (4.2) and (4.1) as follows:
If n is odd, then the second terms on the right-hand sides of (4.4) and (4.5) must be omitted and n/2 − 1 means n/2 − 1.
Further, we define
Similarly, for simplicity we omit the superscript of a 
By defining the coefficient vectors
we define a by
Then, we can get a(f ) by solving the linear system of equations derived from (4.3), which gives
Here we actually derive the system of equations for a(f ) from (4.12). To this end we compute b(
) and recalling that T −k = T k we can obtain the following results:
From (4.6) and (4.13) we have
On the other hand, from (3.3) and (4.1) we have for 1 ≤ l ≤ μ,
From (4.7) and (4.16) we have
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Finally, from (4.9) and (4.18) we have
Define the matrices P , Q and R by
respectively, see Figure 1 . Then since from (4.10) and (4.18) we have for 0 < j < n/2, 
respectively. The total number of multiplications
where K C (B) is a constant independent of n.
Fast algorithm for Ψ [l]
n f . We present a fast algorithm based on the real FFT [20] for evaluating the coefficients b
n f (4.1).
Theorem 4.1. Let α l = cos 2πτ and ξ j = 2π(j + τ )/n (0 ≤ j < n). Further, for 0 ≤ k < n, let
Then we have the coefficients b
n f (4.1) as follows:
Proof. From the relations
given in [10, (3.12),(3.13)] it is easy to verify (4.23).
Remark 4.2. If n = 2 j (j = 1, 2, . . . ), then the summations on the rightmost-hand side of (4.22) can be efficiently computed by the real FFT [20] with n log 2 n real multiplications.
It follows that the number of multiplications M 
where K (1) is a constant independent of n.
Computational costs for quasi-Chebyshev interpolation.
We examine the computational costs, particularly the number of multiplications, required to construct the quasi-Chebyshev interpolation. Here we assume that n = 2 j (j = 0, 1, . . . ). k of Φ n (B 0 )f (4.2). Then we have
where
Proof. The proof is by induction. The case n = 1 is trivial. Assume that (4.25) holds for some n = 2 j ≥ 1. We can verify the case 2n = 2 j+1 as follows. Since Φ 2n (B 0 )f = Φ n (A(λ))f we have from (4.21) and (4.24)
Similarly, we have the following theorem. 
Interpolation error
In this section we study the error analysis of the quasi-Chebyshev interpolation (2.6). Here we assume that n is a positive integer. Assume that the Chebyshev series expansion of a given function f (x) defined on [−1, 1] given by
is of absolute convergence for any
We begin by writing the quasi-Chebyshev interpolation Φ n (B)T k (k ≥ 0) of the basis T k with the coefficients vector t (n) k as follows:
We define the error coefficients ω (n) (B) for Φ n (B) and ω(B) for B by
respectively, where · 1 denotes the 1-norm of a vector. 
Proof. We begin by proving (5.5). Since
From the above relation and (2.6) it follows that a j − a j = k>(λ+μ)n a k t (n)
Similarly, we can verify (5.4) as follows:
since |T k (x)| ≤ 1 for |x| ≤ 1 and we have
The following theorem is helpful to evaluate ω(B).
Theorem 5.2. For ω (n) (B) and ω(B) defined by (5.3) we have
Proof. To verify the first equation of (5.6) it suffices to show that
On the other hand, since from (2.3) and (2.4) we see that
gives the first relation of (5.7). Similarly, we can derive the second relation of (5.7) since
We proceed to prove the second equation of (5. 
T , where a is defined by (4.11), it follows that
From the first equation of (5.6) we have
which gives with (5.8)
if n ≥ 4 and is even. Otherwise, if n ≥ 3 and odd, then w m 1 must be neglected in the right-hand side of (5.9). If n ≤ 2, then v m 1 must be neglected. The above discussion reveals that ω (n) (B) ≤ ω (4) (B) for any positive integer n.
. This means that the sequence of the Chebyshev interpolation {Φ n (B 0 )f } (n = 2 j , j = 0, 1, 2, . . . ) at the Chebyshev nodes is the best in that the error coefficients are always smallest.
In the next section we search for the sequence of interpolation polynomials with error coefficients as small as possible but the sequence of degrees of polynomials increases slower than that of the above sequence.
Search for the optimum sequence
The numerical and non-numerical computations in this section were carried out by using the Mathematica 5.2 on the Apple iBook with PowerPC G4.1, 1.2GHz.
Assume that n is a power of two. We search for a sequence of polynomials Φ n (B j )f of {B j } (0 ≤ j ≤ ι) satisfying (2.7) such that the degree of polynomial n(λ + μ j ), where μ j = |B j |, increases monotonously, namely
Recall that μ 0 = 0 and μ ι = λ. Our particular interest is in the sequence {B j } of the smallest ω, where ω is defined by ω = max Table 1 . Recall that W n (B 0 ) = V λn+1 .
Remark 6.1. The sequence of HTS [11] shown in the Example 2.3 is the case where ι = 3 and λ = 4 and ω = 5.82 · · · , slightly larger than the optimum value 5.47 · · · shown in Table 1 . 
Outline of the algorithm for automatic interpolation
We outline the recursive construction of a sequence of interpolation polynomials with an estimated error being within the tolerance ε, namely, the interpolation process based on the sequence (2.8) where
(1 ≤ ι ≤ λ) and μ i = |B i | and μ 0 = 0. The details of the implementation will appear elsewhere. We assume that the estimate E(Φ n (B)f ) for the error Φ n (B)f − f ≈ E(Φ n (B)f ) is given. Schemes for estimating the error are presented in Sloan and Smith [17] and HTS [11] , where the last several Chebyshev coefficients = |a (λ+μ)n (λ+μ)n−i | (i ≥ 0) in (2.6) are used.
Outline of the algorithm
Output is an approximate interpolating polynomial with an estimated error.
3. Treatment on the convergence. 
Numerical examples
The computations in this section are carried out in the multiple precision arithmetic with the Mathematica. We show the errors E N of interpolation polynomials p N at the optimum node set in the QCN for each ι = 2, 3, 4 given in section 6 for the function f given by Table 2 and Figures 2, 3 and 4. Table 2 
