Given a set of points in the plane, we are interested in matching them with straight line segments. We focus on perfect (all points are matched) non-crossing (no two edges intersect) matchings. Apart from the well known MinMax variation, where the length of the longest edge is minimized, we extend work by looking into different optimization variants such as MaxMin, MinMin and MaxMax. We consider both the monochromatic and bichromatic versions of these problems and provide efficient algorithms for various input point configurations.
Introduction
In the matching problem, we are given a set of some type of objects and the goal is to partition the set into pairs such that no object belongs to two pairs. This simple problem is a classic in graph theory, which has received a lot of attention, both in an abstract and in a geometric setting. There is a plethora of variations of matching problems and there is an even greater plethora of results.
In this paper, we consider the geometric setting where given a set P of 2n points in the plane, the goal is to match points of P with straight line segments, in the sense that each pair of points induces an edge of the matching. A matching is perfect if it consists of exactly n pairs. A matching is non-crossing if all edges induced by the matching are pairwise disjoint. When there are no restrictions on which pairs of points can be matched, Figure 1 : An optimal MinMin1, MaxMax1, MinMax1, and MaxMin1 matching of the same point set. The edge which realizes the value of the matching is highlighted. the problem is called monochromatic. In the bichromatic variant, P is partitioned into sets B and R of blue and red points, respectively, and only points of different colors are allowed to be matched. and MaxMin have not been studied before. This is surprising, considering that they are straightforward to define and yet finding efficient algorithms is not trivial.
We study both the monochromatic and bichromatic versions of the problem. In the bichromatic, we assume that sets B and R are balanced, meaning that |B| = |R| = n. We denote the monochromatic problems with the index 1, e.g., MinMin1, and the bichromatic problems with the index 2, e.g., MinMin2.
We examine different point configurations. In Section 2, we consider points in general position. In Section 3, points are in convex position. In Section 4, points lie on a circle. In Section 5, we consider doubly collinear bichromatic point sets, where the blue points lie on one line and the red points on another line.
By studying structural properties of each problem variant and combining diverse techniques, we come up with a series of interesting algorithmic results and pave the way for further research in this kind of problems. Section 1.2 summarizes the best-known running times for different matching variants including the contributions of this paper.
Monochromatic MinMin1
MaxMax1 MinMax1 MaxMin1
General Position O(nh + n log n) O(nh) + O(n log n) * N P-hard [ Table 1 : Summary of results on the optimization of perfect non-crossing matchings. The running times for finding the value of an optimal matching are shown. The times marked with (*) indicate the extra time needed to return also the matching. h denotes the size of the convex hull. Results without reference are given in this paper.
Points in general position
In this section, P is a set of points in general position, where we assume that no three points are collinear. We denote by CH(P ) the boundary of the convex hull of P , by q 1 , . . . , q h the counterclockwise ordering of the points along CH(P ), and by d(v, w) the Euclidean distance between two points v and w. An edge (v, w) is feasible if there exists a matching which contains (v, w). The following lemma gives us a feasibility criterion for an edge (v, w). Proof. Let l denote the line through the points v and w and let A, B be the subdivision of P \ {v, w} induced by l. For the if-part, let v, w ∈ CH(P ). Then each edge (a, b) with a ∈ A, b ∈ B intersects (v, w) and thus cannot be in a matching with (v, w). If further A, B have an odd number of points each, at least one point from each set will not be matched if (v, w) is in the matching. Hence, (v, w) is infeasible.
For the only-if-part, let (v, w) be an infeasible edge and suppose that one of (1) and (2) is not fulfilled. If (2) is not fulfilled, then A, B have an even number of points each. Therefore, we can find matchings of A and B independently without intersecting (v, w). Therefore, (v, w) is a feasible edge, a contradiction. If (1) is not fulfilled, then not both of v, w are in CH(P ). So, l crosses at least one edge (x, y) of CH(P ), with x ∈ A, y ∈ B, see Fig. 2a . But then, both A \ {x} and B \ {y} contain an even number of points. Thus, there exist matchings of A \ {x} and B \ {y}, which together with (v, w) and (x, y) form a matching of P , a contradiction.
The radial ordering of a point p ∈ P is the counterclockwise circular ordering of the points in P \ p by angle around p. It is well known that the radial orderings of all p ∈ P can be computed in O(n 2 ) total time using the dual line arrangement of P , see e.g., [3, 4] .
Given a subset A ⊆ P , we define the A-weak radial ordering of a point p ∈ P as the radial ordering of p where the points from A that occur between two points from A := P \ A are given as an unordered set, see Fig. 2c . We are interested in the CH(P )weak radial orderings of the points in CH(P ) since these allow us to check the feasibility of all pairs (q i , q j ) in O(nh) total time using Lemma 1. Lemma 2. Given a set of points P and a subset A ⊆ P with |P | = n and |A| = k, the A-weak radial orderings of all points in A can be computed in O(nk) time.
Proof. First, we compute the dual line arrangement L A of A in O(k 2 ) time. We denote the dual line of a point p by l p . For each edge e of L A , we initialize a set X e := ∅, also in O(k 2 ) total time. Then, for each point p ∈ P \ A, we find the set E p of edges of L A that are intersected by l p and add p to all sets X e with e ∈ E p . Due to the zone theorem this takes O(k) time for each p. Finally, we can read off the weak radial ordering of a point q ∈ A from L A and the sets X e in the following way: Let p 1 , . . . , p k−1 be the ordering of the points in A \ q corresponding to the order of intersections of l q with the other lines in L A . Further, let e i be the edge of L A between the intersections of l q with l p i and l p i+1 (with indices understood modulo k − 1). Then the weak radial ordering of q is p 1 , X e 1 , p 2 , X e 2 , . . . , X e k−1 .
MinMin1 and MaxMax1 matchings in general position
The problems MinMin and MaxMax are equivalent to finding the extremal, shortest or longest, feasible pair. Using the feasibility criterion of Lemma 1 and the concept of weak radial orderings, we design the following algorithm. Theorem 1. If P is in general position, MinMin1 can be solved in O(nh + n log n) time.
Proof. We initially construct CH(P ) in O(n log n) time using standard algorithms. Then, we compute the CH(P )-weak radial orderings of the points in CH(P ) in O(nh) total time using Lemma 2.
We now look for the shortest feasible edge. We first consider edges (v, w) with v / ∈ CH(P ) and we want to find m 1 := min({ d(v, w) : v ∈ P \ CH(P ), w ∈ P }). By Lemma 1 such edges are always feasible. We can find m 1 in O(n log n) time using a standard algorithm via a Voronoi diagram. Now we consider edges (v, w) with both v, w ∈ CH(P ) and we want to find m 2 := min({ d(v, w) : v, w ∈ CH(P ) }). Due to Lemma 1, an edge (q i , q i+1 ) is feasible and an edge (q i , q j+1 ) is feasible if and only if (i) (q i , q j ) is feasible and there is an odd number of points between q j , q j+1 in the radial ordering of q i or (ii) (q i , q j ) is infeasible and there is an even number of points between q j , q j+1 in the radial ordering of q i . Thus, we can find m 2 in O(nh) time, using weak radial orderings. Hence, we can find the overall minimum, which is min(m 1 , m 2 ), in O(n log n + nh) time.
It is not hard to observe that the same algorithm, considering the maximum feasible values for m 1 , m 2 and the returned value, also solves MaxMax1 in O(n(log n + h)) time. Using the following lemma we can further improve the time complexity to O(nh). Proof. Assume that both v, w / ∈ CH(P ). Let l be the line through v and w. Then l intersects two edges of CH(P ). Let (x, y) be the edge whose intersection point with l is closer to w than to u, see Fig. 2b . One of the two angles between l and (x, y) in the interior of CH(P ) is at least π 2 . Let x be the endpoint of (x, y) on this side of l. Then d(v, x) > d(v, w). Due to Lemma 1, the edge (v, x) is feasible and since it is longer that (v, w), there is a contradiction. Proof. The algorithm is similar to the MinMin1, described in Theorem 1, with two changes: the minimizations of m 1 , m 2 are replaced by maximizations and for m 1 we consider edges (v, w) with v ∈ P \ CH(P ) and w ∈ CH(P ). This suffices, due to Lemma 3. This reduces the time for finding m 1 to O((n − h)h), by simply by comparing all (n − h)h edges. Hence, the overall running time is reduced to O(nh).
Remarks in this section. The case when a monochromatic edge is infeasible feels quite restricted. This hints the possibility of further improving the algorithms for MinMin1 and MaxMax1 to o(n 2 )-time.
For the MinMin1 problem there is an Ω(n log n) lower bound on the time complexity, even when h = O(1), via a reduction from the closest pair of points problem by surrounding P with a large triangle or quadrangle.
It remains unknown if it is possible verify in polynomial time whether a given bichromatic edge is feasible or not. A positive answer would imply polynomial time algorithms for MinMin2 and MaxMax2. Finally, regarding MaxMin1 and MaxMin2, we believe that they are both N P-hard problems.
Points in convex position
In this section, we assume that points in P are in convex position and the counterclockwise ordering of points along P , p 0 , . . . , p 2n−1 , is given.
To simplify the notation, we address points by their indices, i.e., we refer to p i as i. Arithmetic operations with indices are done modulo 2n. We call edges of the form (i, i+1) boundary edges and we call the remaining edges diagonals.
A dynamic programming approach
We can easily solve all four optimization variants by a classic dynamic programming approach which is also used in [1, 5, 6] for MinMax problems.
More specifically, let F i be the set of points that point i induces a feasible edge with. In the monochromatic case, an edge (i, j) is feasible if and only if i + j is an odd number [1] . In the bichromatic case (i, j) is feasible if and only if {i, . . . , j} is balanced [5, 6, 13] .
Let m 1 , m 2 ∈ {min, max} be the two optimization functions we use, e.g., if m 1 = min and m 2 = max, then we are dealing with the MinMax problem.
The optimal solution restricted to {i, . . . , j} can be recursively expressed as
To determine whether an edge (i, k) is feasible in the bichromatic case, we maintain the number of red and blue vertices encountered while iterating from i + 1 to j. Thus, the total time used for calculating the table M is O(n 3 ). Next, we give better algorithms for some of the problems in the convex case. 
MinMin1 and MaxMax1 matchings in convex position
Given two convex polygons P and Q, Toussaint's algorithm [15] finds in O(|P | + |Q|) time the vertices that realize the minimum distance between P and Q. Analogously, Edelsbrunner's algorithm [7] finds in O(|P | + |Q|) time the vertices that realize the maximum distance between P and Q.
In the monochromatic case, a pair (i, j) is feasible if and only if i and j are of different parity. So, we can split P into two (convex) sets, P odd and P even , one containing the even and the other containing the odd indices. Then, any edge (v, w) with v ∈ P even and w ∈ P odd is feasible, and we can apply the two mentioned results to these sets, resulting in the following theorem. 
MinMin2 and MaxMax2 matchings in convex position
We now combine the monochromatic algorithms with the theory of orbits [13] , a concept which captures well the nature of bichromatic matchings in convex position. More specifically, P is partitioned into orbits, which are balanced sets of points, and the colors of the points along the boundary of the orbit are alternating, see Fig. 3a . An important property is that a bichromatic edge (b, r) is feasible if and only if b and r are in the same orbit.
Theorem 5. If P is in convex position, MinMin2 and MaxMax2 can be solved in O(n) time.
Proof. We first compute all orbits in O(n) time [13] . Due to the alternation of red and blue points along the boundary of the orbits, a single orbit can be seen as a set of points in the monochromatic setting, with respect to the feasibility of the edges.
Thus, for MinMin2, we can select for each orbit, the shortest edge in O(n) time using Theorem 4. The shortest edge out of all these selected edges is the shortest overall feasible edge of P , see Fig. 3b . Selecting the maximum edges instead solves MaxMax2.
To construct, in O(n) time, optimal matchings from Theorems 4 and 5 after finding an extremal feasible edge (i, j), we can simply apply the following lemma to the sets {i + 1, . . . , j − 1} and {j + 1, . . . , i − 1}, see Fig. 3c . Proof. In the monochromatic case, we can trivially pair all boundary edges, e.g., of the form (2k, 2k + 1). In the bichromatic case, we first calculate the orbits in O(n) time [13] . Then, we choose a color, e.g. red, and in each orbit, we match each red point to the next blue point in the counterclockwise ordering along the boundary of this orbit. [13, Property 20] guarantees that such edges do not cross.
Remarks in this section. We believe that o(n 3 )-time algorithms can be devised for MaxMin by using some ideas similar to those used for MinMax in [12, 13] .
Points on a circle
In this section, we assume that all points of P lie on a circle. Obviously, the points are also in convex position, so all the results from Section 3 also apply here. We present algorithms which either achieve a better time complexity or are significantly simpler. We use the notation from Section 3.
In addition to the convex position, the results in this section rely on a property of point sets lying on a circle, which we call the decreasing chords property. A point set P has this property if, for any edge (i, j), it happens that for at least one of its sides, all the possible edges between two points on that side are not longer than (i, j) itself, see Fig. 4a .
Due to the decreasing chords property, we can easily infer the following.
Lemma 5. Any shortest edge of a matching on P is a boundary edge.
MaxMin1 matching on a circle
Lemma 5 suggests an approach for MaxMin problems by forbidding short boundary edges and checking whether we can find a matching without them. Let some boundary edges be forbidden and the remaining be allowed. A forbidden chain is a maximal sequence of consecutive forbidden edges. A forbidden chain has endpoints i and j if edges (i, i + 1), . . . , (j − 1, j) are forbidden and edges (i − 1, i) and (j, j + 1) are allowed, see Fig. 4b . Lemma 6. There exists a matching without the forbidden edges if and only if l < n, where l is the length of a longest forbidden chain.
Proof. If the boundary edges are either all forbidden or all allowed, then the statement trivially holds. So, let us assume there is at least one forbidden edge and at least one allowed boundary edge. Consider a forbidden chain of length l which has endpoints i and j. First, we assume that l ≥ n. Then, at least one matched pair (a, b) has both endpoints in {i, . . . , j}. Thus, either (a, b) is a forbidden boundary edge, or it splits P in a way that all points on one side of (a, b) lie completely in {i, . . . , j}. So, there exists a matched boundary edge inside {i, . . . , j} and, thus, a matching without forbidden edges does not exist. Now let us assume that l < n. We construct a matching without using forbidden edges with a recursive approach. We match the pair (i − 1, i) and consider the set P = P \ {i − 1, i}, see Fig. 4c . In P , (i − 2, i + 1) is an allowed boundary edge since it is a diagonal in P . We show that P can be matched by showing that the condition of the lemma holds for P .
Let i and j be the endpoints of a longest forbidden chain in P , going counterclockwise from i to j , and let l denote its length. If l < n − 1, a matching of P without forbidden edges can be computed recursively. Otherwise, if l ≥ n − 1, from l ≤ l < n we infer that l = l = n − 1. Since l = l , the new longest forbidden chain is disjunct from {i + 1, . . . , j}, so it is contained in {j + 1, . . . , i − 2}, see Fig. 4c . But since |P | = 2n − 2 and |{i + 1, . . . , j}| = n − 1, then |{j + 1, . . . , i − 2}| = n − 1 and thus l < n − 1, a contradiction.
MaxMin is equivalent to finding the largest value µ such that there exists a matching with all edges of length at least µ. Due to Lemma 5, it suffices to search for µ among the lengths of the boundary edges. By Lemma 6, this means that we need to find the maximal length µ of a boundary edge such that there are no n consecutive boundary edges all shorter than µ. An obvious way to find µ is to employ binary search over the boundary edge lengths and check at each step whether the condition is satisfied or not, which yields an O(n log n)-time algorithm.
A faster approach to finding µ is as follows. Consider all 2n sets of n consecutive boundary edges and associate to each set the longest edge in it. Then, out of the 2n longest edges, we search for the shortest one. This can be done in O(n) time by using a data structure for range maximum query (RMQ), see, e.g., [8] . However, our approach fits under the more restricted sliding window maximum problem, for which several simple optimal algorithms are known, see, e.g., [14] . Theorem 6. If P lies on a circle, MaxMin1 can be solved in O(n) time.
Proof. In sliding window maximum algorithm we maintain the "window", which is a sequence of numbers which we can modify in each step either by adding a new number to it, or by removing the least recently added number, if the sequence is not empty. After each operation the maximum element currently in the window is reported. This is all done in aggregate O(n) time, where n is the number of used numbers.
For our application, we will first fill the window with edges (0, 1), (1, 2) , . . . , (n − 1, n), in that order, and then, in the k-th step (k starting from 0), we modify the window by removing the edge (k, k + 1) and adding the edge (n + k, n + k + 1). We repeat this until k reaches 2n−1, that is, until we go around the circle one full time, asking for the maximum value in the window after each step. Following the previous discussion, the result we are looking for will be the minimum of all these maximums.
Using Lemma 7, we can also construct an optimal matching within the same time complexity, as the following lemma states. Proof. Since P fulfills the decreasing chords property, the shortest edge (or one of the shortest edges if there is more than one) of each matching is a boundary edge. Therefore, a matching consists of edges of length at least µ if and only if the lengths of all its boundary edges are at least µ. We forbid all boundary edges shorter than µ. If the longest chain of forbidden boundary edges has length at least n, then the wanted matching does not exist due to Lemma 6. Otherwise, we apply the process described in the proof of Lemma 6. However, we need to be careful about how to iteratively find the edge we want to match and remove in each iteration so that the whole construction takes only O(n) time.
First we note that in the process described in the proof of Lemma 6 chains never merge. In each step we reduce the length of exactly one or exactly two chains by 1. When the length of a chain is reduced to 0, the chain disappears. So, all the chains maintain their identity throughout the process. For each chain we keep track of its length, and its first endpoint. Also, since we will be removing points, for each point we keep track of the points preceding and following it.
At the beginning, we calculate the length of all the chains and initialize an array of buckets, where bucket b is a list of all the chains of length exactly b. We go through the array starting from the bucket n − 1 (all buckets above that are empty, by Lemma 6) and move down towards the bucket 0. In each step we select the first chain from the current bucket, and check if its length matches the index of the bucket it is in. If it does not, then we move it to the correct bucket, and proceed. If they do match then the selected chain is the chain of the maximum length. If i is the first endpoint of the selected chain, we add the edge between i and the point preceding i to the matching. In constant time we can update everything that we are keeping track of, and continue.
After we reach bucket 0, there are no chains left, so we are left with a set of points where all edges are allowed. We can match them in linear time, by matching every second edge.
Other matchings on a circle
Theorem 7. If P lies on a circle, MinMax1 can be solved in O(n) time.
Proof. We show that there exists a MinMax1 matching using only boundary edges. Suppose we have a MinMax1 matching M containing a diagonal (i, j). Assume, without loss of generality, that all edges with endpoints in {i, . . . , j} are at most as long as (i, j). Now we construct a new matching M by taking all matched pairs in M that are outside of {i, . . . , j} together with edges (i, i + 1), (i + 2, i + 3), . . . , (j − 1, j). The longest edge of M is not longer than the longest edge of M , proving our claim.
There are only two different matchings made only of boundary edges and in O(n) time we can choose the one with the shorter longest edge.
Points on a circle are in convex position, so, both MinMin1 and MinMin2 can be found in O(n) time using Theorems 4 and 5. Instead, we can do it much simpler by finding the shortest feasible boundary edge. By Lemma 5, the shortest edge of a matching is a boundary edge in both settings. This can be then extended to a perfect matching using Lemma 4.
Remarks in this sections
Results of this section rely only on the decreasing chords property, so they generalize to any point set with this property, e.g., points on an ellipse of eccentricity at most 1/ √ 2 or points on a single branch of hyperbola of eccentricity at least √ 2. Finally, we believe that a combination of the concept of orbits with Lemma 5 can result in o(n 3 )-time algorithms for MaxMin2 as well.
Doubly collinear points
A bichromatic point set P is doubly collinear if the blue points lie on a line l B and the red points lie on a line l R . We assume that l B and l R are not parallel and that the ordering of the points along each line is given. Let x = l B ∩ l R and assume, for simplicity, that x / ∈ P . Figure 5a shows this setting. Let l ∈ {l B , l R }. Then, for two points a, b on l, we denote by (a, b) the open line segment connecting a and b. Further, if a = x, we denote by (a →x→ ), x··· (a → ) ⊂ l the open half-lines starting at a that contain x and do not contain x, respectively. If we replace round brackets by square brackets, e.g., in x··· [a → ), (a, b], or [a, b], the corresponding endpoint is contained in the set.
Both lines l B and l R are split at x into two half-lines. The lines l B , l R split the plane into four sectors, each bounded by two of the half-lines. We call a sector small, if its angle is acute, and big otherwise. Note that a point set on the boundary of a big sector has the decreasing chords property.
The following lemma gives us a feasibility criterion for an edge (r, b), see Figs. 5b and 5c, which can be checked in O(1) time if the indices of the two points and the position of For the if-part, we will show that if the two inequalities are satisfied, then we can construct a matching M containing the edge (r, b). We start by adding (r, b) to M . Then we distinguish three cases. If |(r, x) ∩ P | = |(b, x) ∩ P |, we add the unique non-crossing matching of (r, x) ∩ P and (b, x) ∩ P to M . Then no edge between two unmatched points intersects an edge of M . Hence, we can add an arbitrary non-crossing matching of the remaining points to M . If |(r, x) ∩ P | < |(b, x) ∩ P |, let r ∈ (r →x→ ) ∩ P be the point such that |(r, r ]∩P | = |(b, x)∩P |, see Fig. 5b . This point exists since |(b, x)∩P | ≤ |(r →x→ )∩P |. We add an arbitrary non-crossing matching of (r, r ] ∩ P and (b, x) ∩ P to M . Then, as in the previous case, no possible edge between the unmatched points intersects an edge of M and, hence, we can add an arbitrary non-crossing matching of the remaining points to M . If |(r, x) ∩ P | > |(b, x) ∩ P |, the construction is symmetric to the second case.
MinMin2 and MaxMax2 matchings on doubly collinear points
Let l R and l B be a red and a blue half-line, respectively. The following lemma is a direct consequence of Lemma 8 and allows us to find for each point in l R ∩ P the closest point in l B ∩ P it induces a feasible edge with in O(n) total time. Together, this gives |(r, x) ∩ P | < |(b →x→ ) ∩ P |. Similarly, we obtain |(b , x) ∩ P | < |(r →x→ ) ∩ P |. Therefore, due to Lemma 8, (r, b ) is a feasible edge. Analogously, we can show that (r , b) is a feasible edge.
Since (r, b) and (r , b ) are crossing edges, we have (r, b ) and (r , b) are feasible edges, the former is a contradiction to the minimality of (r, b) and the latter is a contradiction to the minimality of (r , b ). Proof. Using Lemma 9, we can find for each pair l R , l B of half-lines of l R and l B , respectively, the closest points of all points of l R ∩ P in l B ∩ P and the closest points of all points of l B ∩ P in l R ∩ P they induce a feasible edge with in O(n) time. This gives a linear number of candidate edges for the shortest feasible edge and then the minimum can be computed in O(n) time.
With the following lemma we can find a longest feasible edge in O(1) time. We call a point p ∈ P an extremal point if | x··· (p → ) ∩ P | = 0. Proof. Using Lemma 10, we obtain at most four candidates for the longest edge. Since all of them are in the boundary of the convex hull of P , they are all feasible. Thus, we only have to find their maximum in O(1) time.
MinMax2 and MaxMin2 matchings on doubly collinear points
One-sided case. Here we consider the one-sided doubly collinear case, where all red points are on the same side of l B , see Fig. 6 . Since in this case the extremal red point must be matched with one of the two extremal blue points, all four optimization variants can be solved in O(n 2 ) time by dynamic programming. Proof. Let B − and B + be the sets of blue points on the two half-lines of l B . We label the points of B − as b − 1 , . . . , b − |B − | , the points of B + as b + 1 , . . . , b + |B + | , and the red points as r 1 , . . . r n , all three enumerations starting from the point nearest to x and going away from it, see Fig. 6a . We present a dynamic programming algorithm which solves all optimization problems, MinMin2, MinMax2, MaxMin2, and MaxMax2, for the one-sided case. Let m 1 , m 2 ∈ {min, max} be the two optimization functions we use, e.g., if m 1 = min and m 2 = max, then we are dealing with the MinMax2 problem.
Let S n − ,n + be the optimal solution to the m 1 m 2 problem where we are restricted to the first n − points of B − , the first n + points of B + , and the first n − + n + red points. The red point farthest from x must be connected to one of the two extremal blue points, which gives us the recurrence
Using this formula we can compute the solutions to all subproblems in O(n 2 ) time. Constructing an optimal matching is easily done in O(n) time once we have all S n − ,n + values.
To construct a faster algorithm for MinMax2, we notice that there exists an optimal matching of a special form. It can be obtained from an arbitrary optimal matching by applying local changes that do not change the objective value. Lemma 11. There exists an optimal matching for MinMax2 of the following form. For each half-line l , the points of l ∩ P that are matched in the small incident sector are consecutive points, see Fig. 8c .
Proof. Let M be an optimal MinMax2 matching. Let l R be one of the red half-lines. Let r be a point in l R ∩ P , let b be the point r is matched with, and assume that (r, b) lies in a small sector. Further, let r 1 , r 2 = r be two consecutive points in (x, r) with r 1 closer to x than r 2 . Let b 1 , b 2 be the points that r 1 , r 2 are matched with in M , respectively, and assume that (r 1 , b 1 ) lies in a small sector and (r 2 , b 2 ) in a big sector. Since r 1 and r 2 are consecutive points, replacing (r 1 , b 1 ), (r 2 , b 2 ) in M by (r 1 , b 2 ), (r 2 , b 1 ) does not produce any crossing edges. We will show that this replacement also does not increase the length of a longest edge of the matching. Because of the decreasing chords property of the big sector, d(r 1 , b 2 ) < d(r 2 , b 2 ). For the edge (r 2 , b 1 ) we distinguish three cases, see Figure 7 : The three cases of the proof of Lemma 11.
By repeatedly applying these swaps we can transform M into an optimal matching that fulfills the desired property on the half-line l R . If in M the property was already fulfilled on another half-line, it is still fulfilled there in the new matching. Hence, repeating this swapping process on the other half-lines yields an optimal matching of the desired form.
Theorem 11. If P is one-sided doubly collinear, MinMax2 can be solved in O(n log n) time.
Proof. We use the notation of the proof of Theorem 10. Suppose |B − | > 0 and |B + | > 0 (otherwise there is only one possible matching, easily constructed in O(n) time). Without loss of generality, suppose that the sector incident to B + is big, i.e., ∠r 1 xb − 1 ≤ ∠b + 1 xr 1 . For k ∈ {1, . . . , n − |B − | + 1}, let M k be the matching comprised of the small sector edges b − i r k+i−1 , i ∈ {1, . . . , |B − |}, and with all other points matched in the only possible way through the big sector, see Fig. 6b . By Lemma 11 there is an s such that M s is an optimal matching.
For a matching M , we set max(M ) = max{ d(v, w) :
If the angle is acute, the same holds for all l > k. This observation allows us to find the k minimizing max(M k ) using binary search in O(|B − | log(n − |B − | + 1)) = O(n log n) time.
General case. We return to general doubly collinear matchings and consider the Min-Max2 problem. By only considering matchings as described in Lemma 11, enumerating all possible choices for the decision which blue point is matched through which sector, and applying Theorem 11 for the two resulting one-sided subproblems, we obtain the following result.
Theorem 12. If P is doubly collinear, MinMax2 can be solved in O(n 4 log n) time.
Proof. It suffices to consider matchings of the form described in Lemma 11. Let l B be one of the blue half-lines. We iterate through all O(n) choices of how many points of l B are matched through the incident small sector. This choice implies for the three other halflines how many of their points are matched through their incident small sector. Then, for each of the blue half-lines, we iterate through all O(n) choices of consecutive subsets of their points of the desired size for the set of points that are matched through the incident small sector. Finally, for each of these O(n 3 ) cases, we apply the algorithm of Theorem 11 to the two one-sided subproblems with only one red half-line in O(n log n) time. Taking the minimum of the optimal solutions of all these cases yields the optimal solution of the original problem in total O(n 4 log n) time.
Special angles of intersection. Finally, we consider special values for the angle of intersection α of l B and l R . By proving the existence of optimal matchings of a special form, we derive improved algorithms for these cases.
Lemma 12. If α = π 2 , for MinMax2 and MaxMin2 there exist optimal matchings of the following form. Each of the four half-lines is cut into two parts and all points in such a part are matched to points of the same half-line, see Fig. 8b .
Proof. Let M be an optimal MinMax2 matching. Let l R be one of the blue half-lines. Let r be the point in l R ∩ P farthest from x. Further, let r 1 , r 2 = r be two consecutive points in l R ∩ P with r 1 closer to x than r 2 . Let b, b 1 , b 2 be the points that r, r 1 , r 2 are matched with in M , respectively. Assume that b 1 , b are on the same blue half-line and b 2 is on the other blue half-line. Figure 9a shows this situation. Then swapping the edges (b 1 , r 1 ), (b 2 , r 2 ) in M with the edges (b 1 , r 2 ), (b 2 , r 1 ) does not increase the length of a longest edge of M since d(b 1 , r 2 ) < d(b, r) and d(b 2 , r 1 ) < d(b 2 , r 2 ). Therefore, the matching is still an optimal MinMax2 matching after the swap. By repeatedly applying these swaps we can transform M into an optimal MinMax2 matching that fulfills the desired property on the half-line l R . If in M the property was already fulfilled on another half-line, it is still fulfilled there in the new matching. Hence, repeating this swapping process on the other half-lines yields an optimal MinMax2 matching of the desired form. The proof for MaxMin2 is analogous.
Theorem 13. If α = π 2 , MinMax2 and MaxMin2 can be solved in O(n) time. Proof. We only consider matchings of the form as described in Lemma 12. We will show that there are only O(n) matchings of this form and that the value of each of these matchings can be determined in O(1) time. Each half-line is split into two parts. We decide for each half-line independently the points of which of these two parts are matched with the points of which of the two halflines of the other color. There are 2 4 = O(1) possibilities. If we now decide for one of the four half-lines between which two points to split it, the matching is fixed (the choice might turn out to be infeasible). There are at most n + 1 = O(n) possibilities for this split. Since, for each sector, the shortest edge is the edge closest to x and the longest edge is the edge farthest from x, the value of this matching can be found by computing and comparing the lengths of at most 4 = O(1) edges.
Lemma 13. If α ≤ π 4 , there exists an optimal MinMax2 matching of the following form. Each of the four half-lines is split into an inner and an outer part, where the inner part is closer to x, and points from an inner (outer) part are matched through a big (small) sector, see Fig. 8c .
Proof. Let M be an optimal MinMax2 matching. Let l R be one of the blue half-lines. Let r 1 , r 2 be two consecutive points in l R ∩ P with r 1 closer to x than r 2 . Let b 1 , b 2 be the points that r 1 , r 2 are matched with in M , respectively. Assume that the edge (b 1 , r 1 ) lies in a small sector and that the edge (b 2 , r 2 ) lies in a big sector. Let β < π be the angle between the line segments [r 2 , b 1 ] and [r 2 , x]. If β is acute ( Fig. 9b shows this situation), we have d(r 2 , b 1 ) ≤ d(r 2 , x) ≤ d(r 2 , b 2 ). For the first inequality, we use that α ≤ π 4 . If β is obtuse ( Fig. 9c shows this situation), we have d(r 2 , b 1 ) ≤ d(r 1 , b 1 ). Further, we have d(r 1 , b 2 ) < d(r 2 , b 2 ). Therefore, swapping the edges (b 1 , r 1 ), (b 2 , r 2 ) in M with the edges (b 1 , r 2 ), (b 2 , r 1 ) does not increase the length of a longest edge of M . Since r 1 , r 2 are consecutive points, the swap also does not produce crossing edges. Hence, the matching is still an optimal MinMax2 matching after the swap. By repeatedly applying these swaps we can transform M into an optimal MinMax2 matching that fulfills the desired property on the half-line l R . If in M the property was already fulfilled on another half-line, it is still fulfilled there in the new matching. Hence, repeating this swapping process on the other half-lines yields an optimal MinMax2 matching of the desired form.
Theorem 14. If α ≤ π 4 , MinMax2 can be solved in O(n) time. Proof. We only consider matchings of the form as described in Lemma 13. We will show that there are only O(n) matchings of this form and that the value of each of these matchings can be computed in O(1) time after doing some precomputing in O(n) time.
The matchings described in Lemma 13 are in particular of the form of the matchings described in Lemma 12. Therefore, it follows as in the proof of Theorem 13 that there are only O(n) matchings of this form. Let b 1 , b 2 , . . . and r 1 , r 2 , . . . be the blue and red points, respectively, on the boundary of one of the two small sectors in the order of decreasing distance to x. If a matching has k edges in this sector, then the longest edge in this sector has the value m k := max i=1,...,k d(b i , r i ). Since m k+1 = max(m k , d(b k+1 , r k+1 )) for all k ≥ 1, the values m k , k = 1, 2, . . . , can be computed in total O(n) time. The same can be done for the other small sector. Since the big sectors have the decreasing chords property, the longest edge in a big sector is always the edge farthest from x. Therefore, after precomputing the values m k for both small sectors, the value of a matching can be found in O(1) time.
Remarks in this section. It is surprising how such restricted and simple configurations of points exhibit this difficulty in devising efficient algorithms for the MaxMin2 and MinMax2 variants. Currently, all the presented algorithms rely on the existence of an optimal matching with a special structure: the points on each half-line of at least one color are partitioned into O(1) subsets of consecutive points and all points of the same subset are matched through the same sector. Without any special structure it is difficult to make any assumptions, as for example for the MaxMin2 for which we are currently not aware of any such structure.
