SUMMARY For mission-critical and safety-critical systems such as medical, financial, or administrative information systems, a secure and reliable storage system is indispensable. The main purpose of our research is to develop a highly secure and highly reliable storage system. We have proposed a storage system that utilizes a secret sharing scheme. The storage system is called the Secret Sharing Storage System. So far, we have developed a prototype of the storage system. In this paper, we propose an automatic repair mechanism, and an interval decision method for this system. key words: secret sharing scheme, storage system, multi-agent system
Introduction
For mission-critical and safety-critical systems such as medical, financial, or administrative information systems, a secure and reliable storage system is indispensable. "Secure storage system" means a storage system that guarantees the secrecy nature of data from aggressor's cracking or sniffing. "Reliable storage system" means a storage system that guarantees the preservation nature of data from accidents of the hardware. A RAID system is one of reliable storage systems, however it can preserve data only when some of disk drives crash. It cannot provide any service when its disk controller or the computer breaks down. As for the secrecy nature of data against crackers, traditional systems are not sufficient. The most important reason is that its secrecy relies on an operating system (OS) of each computer. Generally, it is difficult to close every security holes of the OS. That is, we are facing at risks of losing, being stolen, or being altered our confidential data. For security improvement, file systems, such as TCFS (Transparent Cryptographic File System) [1] , have been proposed, in which the security is guaranteed by means of the DES (data encryption standard) algorithm; furthermore, recent OSs support encryption of user's data on storing. However, these systems still retain the danger of data theft because an encrypted file can be decrypted if the encryption key is known. Moreover, these systems does not distribute encrypted data over servers which are located geographically dispersed, and if a large-scale disaster happens around the data center where the storage system is located, the system may not provide any services to clients. Therefore, it is not suitable for mission-critical and safety-critical systems. The main purpose of our research is to develop a highly secure and highly reliable storage system. A simple way to increase reliability of a storage system is duplicating and storing data on several computers on a network. But in this way the secrecy nature of the storage system would decrease. An encoding technology, called (k, n) threshold scheme [2] , would be useful to increase both of reliability and secrecy. The (k, n) threshold scheme generates n cryptograms, each of them is called a share, from an original datum, and restores the original datum from k shares. We are developing an autonomous distributed storage system by using the (k, n) threshold scheme, called a Secret Sharing Storage System (SSSS). In the SSSS, n shares encoded from an original datum are stored on distributed storage nodes (computers) on a network. Let us consider a case that some of shares are stolen. If the number of stolen shares is k − 1 or less, then no one can obtain the original datum. In this sense the SSSS is secure. Let us consider a case that some of shares are lost due to an accident or some of servers cannot be reached due to a network failure. If the number of lost shares is n − k or less, then we can restore the original datum from remaining k shares. In this sense, the SSSS is reliable.
So far, we have developed a multi-agent based prototype of the SSSS [3] . The prototype provides the following five basic operations of storage systems: store, retrieve, update, refer, and delete. The store operation is used to put a datum file into a storage system, and the restore operation is used to retrieve a datum file from a storage system. The update operation updates an existing datum. The refer operation shows information of a datum, and the delete operation deletes a datum from a storage system. By using the (k, n) threshold scheme, we can restore an original datum even if n − k shares are lost. It, however, is conceivable that more than n − k shares are lost for an infinitely long time. Therefore we consider an automatic repair mechanism of shares. It checks whether any share is lost or altered. If a lost or altered share is found, new n shares are regenerated, and stored again into the storage system. In this paper, we propose an automatic repair mechanism for the SSSS.
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Secret Sharing Storage System
Threshold Scheme
In this section, we explain the algorithm of the (k, n) threshold scheme [2] briefly.
Let F be an algebraic field and S be the secret information on F. Users determine integer numbers k and n (0 < k ≤ n), then we can calculate n shares; w 1 , · · · , w n , from S by the following expression:
where r j ∈ F, ( j = 1, 2, · · · , k − 1) are random numbers, and
When decrypting the original data, we must collect k shares, w j 1 , w j 2 , · · · , w j k . The original data can be decrypted by following expression:
where α j k is the ID of share w j k .
Secret Sharing Storage System
We have developed a multi-agent based prototype of the SSSS [3] . The prototype consists of server agents, which exist on storage nodes scattered over network, and client agents, which receive requests from users. In the prototype, a datum is a file, and it is a unit for each operation. On storing a file into the SSSS, the file is divided into b blocks; the size of each block is the same † . Equation (1) is repeated b times, and shares with the same ID are gathered and stored in the same file. The file is called a share file, and n share files are stored on n distributed servers. Each share file is stored as a file on a server.
When a client agent receives a request from a user, it transmits the request to a server agent, and returns its result to the user. Each client agent can communicate with any server agent, and can change the server agent according to the server agent's load situation or the traffic of the network.
Server agents manage the share file. Each server agent equips functions of encryption and decryption of data and arrangement and acquisition of a share file; it equips five functions for the storage system: store, retrieve, update, delete, and refer.
When a server agent receives a store request from a client agent, it encrypts the data file, and sends share files to appropriate server agents according to a storing policy. Some storing policies have been discussed in terms of the preservation nature of share and the network traffic in [3] . By empirical evaluation, we have chosen "random" as the storing policy. By the random policy, servers to store shares are selected at random. Other server agents, that received the share file, store it into its local disk, and prepare for next requests.
When a server agent receives a restore request from a client agent, it collects more than k shares from servers, and decrypts the original data file. In addition, our agents have the following operations: "Update" to update shares, "Refer" to get an information of the data, and "Delete" to delete the data.
Automatic Repair of Stored Data
By using (k, n) threshold scheme, we can restore the original data even if n − k shares are lost. It, however, is conceivable that more than n − k shares are lost for an infinitely long time. Therefore we consider an automatic repair mechanism of shares. When the server agent finds a loss of shares, it collects k shares, regenerates n shares, and distributes again the shares. In order to assure the reliability of the SSSS, we think this automatic repair mechanism is necessary.
Some of the examples where repairing shares is needed are considered as follows:
1. All share files on a server are lost. 2. A share file is lost by certain reason. 3. A share file is falsified.
As for case 1, a disk crash or a trouble of the computer may cause the loss of the all shares on the server. These kinds of accident, however, may be observable, therefore we have only to repair the shares as soon as the accident is observed.
As for case 2, some causes are considered: an accident on file handling, operational mistakes, and so on. These kinds of accident may be more difficult to observe than the accident of case 1.
As for case 3, by using message digest algorithms, such as MD5, we can see weather the restored data is the same with the original data or not. It, however, is difficult to sense that a share has been falsified.
In order to guarantee the reliability of the SSSS against accidents like 2) or 3), we need to run a share repairing mechanism periodically. This paper proposes an automatic repair mechanism and discusses a period to run the mechanism.
Automatic Repair Mechanism
Basically shares are repaired by collecting k shares and reencrypted. The repair mechanism is executed when the † In the prototype, we used 16 bits or 24 bits as the block size. When the block size is m bits, the Galois field GF(2 m ) is used as the algebraic field F. number of shares lowers under n. Therefore we need to check the number of shares. If some of the servers cannot be reached temporarily due to a network condition, the automatic repair mechanism is executed although there exist n shares actually. In this case, old shares and new shares may exist in the SSSS, and this cause inconsistency between the original data and the restored data.
In order to avoid this problem, we embed version information into shares, and distinguish different versions of shares. By using the shares with latest version, we can restore the correct date even when different versions of shares exist in the SSSS. If shares with older versions are found, they are removed immediately. Details about the version control of shares, however, are beyond the scope of this paper, and omitted here [4] . Figure 1 shows a procedure of the automatic repair mechanism. It is done by the following procedure. A server j (1 ≤ j ≤ M, M: number of servers † ) sends query about an existence of target share for all servers. Server i answers its existence. If the server j cannot collect existence of n shares in a certain period, it starts to repair shares. It collects k shares, re-generate n shares, and distribute the shares to n servers. It also sends information of the data, such as version information, to all servers. We consider this repair procedure is executed periodically. Out next question is how to determine the interval to execute the mechanism.
Interval Decision Problem
We cannot obtain the original data from less than k shares. If the automatic repair mechanism is executed unmethodically, more shares than expected will be lost. On the other hand, too frequent repair cause a heavy load on server machines and heavy traffic on the networks. Let m be the number of data which has been stored in the storage system and x be the number of data which cannot be restored any more at time t, then a data loss rate q(t) is defined by q(t) = x/m. A data loss rate when the storage system is repaired every Y time is denoted by q(t)| Y . An interval decision problem is defined as follows:
Assuming that τ is current time and q(τ) = 0. For given a period X * and maximum data loss rate Q find the longest repair interval
In order to decide the optimal interval of the automatic repair, let us discuss a stochastic model of data losses. We assume that we know the average value T of a share loss interval. Namely, we assume that one share is lost at T intervals. Let p(t) be a probability that a share is lost at time tT . Since the number of shares in the storage system is nm, and at each T intervals a share is lost, the probability p(t) is given by the following equation:
If we have already lost from k to n shares at tT , we cannot restore the original data. Let P(t) be a probability that we cannot restore the original data at time tT . The probability P(t) is given by
When the automatic repair mechanism is executed at YT intervals, it executed X Y times during XT . Since a data loss probability in period YT is given by P(Y), a data loss probability in period XT is given by P(Y) X Y . When all data have the same data loss probability, the data loss rate q(τ + X * )| Y is equals to the data loss probability P(Y) X Y , where X * = XT . Therefore to solve the interval decision problem, we have only to find the maximum Y which satisfies the following inequality:
Experiments
Let us evaluate the stochastic model used above through empirical experiments firstly. Let, k = 3, n = 5, and m = 1000. Without repairing share files, all of shares will be lost at t = nm = 5000. Figure 2 shows P(t) × m and the number of lost data by simulations. A simulation is done by deleting a share at random in interval T . Ten simulations are performed, and the average value is used in the figure. Figure 3 shows rate of change of two lines in Fig. 2 . These two
Fig. 2 P(t)
× m and the number of lost data by simulation. † Technically, several shares could be stored in a server. It, however, may decrease the security, therefore we assume that M is greater than or equals to n. figures show that the stochastic model is considered appropriate as a model of data losses under a condition that shares are lost at T intervals. In the next place, for given conditions X = 10, 000 and Q = 0.2 [%], let us find the optimal value of Y. Detail value of Y, however, is unnecessary, we find the Y by a simple method. Table 1 shows the values of left part of (5) when Y is 10, 20, 30, 40, 50, and 60. The table show the best value for Y is 50. Let us evaluate the best value by simulations. Table 2 shows simulation results: the interval Y and the value of data loss rate. Conditions of the simulation is as follows: X = 10, 000, and for each Y a run is repeated ten times. Values of data loss rate in the table are average values. The simulation result shows also that the best value for Y is 50. It shows that the interval decision method described above properly finds the best value for Y.
Conclusion
The Secret Sharing Storage System has redundancy by using the (k, n) threshold scheme. It is reliable against temporal loss of shares, but it is difficult to assure the secret data for an infinitely long time without repairing lost shares.
We proposed an automatic repair mechanism, which avoids inconsistency among shares. A stochastic model for data losses is proposed and it is evaluated by empirical experiments. An interval decision method is proposed by using the stochastic model, and computational simulations evaluate it.
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