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Abstract
We give an estimate for the Hausdorff gauge dimension of the boundary of a simply connected planar
domain under p-integrability of the hyperbolic metric, p > 1. This estimate does not degenerate when p
tends to one; for p = 1 the boundary can even have positive area. The same phenomenon is extended to
general planar domains in terms of the quasihyperbolic metric. We also give an example which shows that
our estimates are essentially sharp.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Given a Riemann mapping function f of the unit disk ∆ onto a simply connected domain Ω
of finite area, the Cauchy–Riemann equations guarantee that | f ′|2 = J f and thus | f ′| ∈ L2(∆).
In this case, naturally, the Hausdorff dimension of ∂Ω can equal two, and the boundary can even
have a positive area. If one assumes that f ′ ∈ L p(∆) for some p > 2, then the Hausdorff
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dimension of ∂Ω is bounded away from two. This is a simple consequence of the Sobolev
embedding theorem [9,5] and actually each Sobolev mapping g : ∆ → C with |Dg| ∈ L p(∆)
for some p > 2 has a continuous extension to ∂∆ with dimH (g(∂∆)) < 2. By considering
suitable snowflake-type domains, one easily checks that dimension bounds above necessarily
tend to two as p tends to two. Another way to view this phenomenon is to consider weighted L2
with respect to the weight dµ(z) = (1 − |z|)−pd A. Again, one obtains a non-trivial dimension
bound when p > 0 that degenerates when p tends to zero. In this paper, we consider the refined
scale of weighted L2 with respect to the weight dµp(z) = | log(1− |z|)|pd A.
It is well-known that | f ′| ∈ L2µ1(∆) for a Riemann mapping function f can allow for the
boundary of the dimension of the image domain to be of full dimension two, even of positive
area [14]. When p > 1, the area of the image boundary is necessarily zero and thus one expects
for a gauge dimension bound that degenerates when p tends to one. Our first result is thus quite
surprising.
Theorem 1.1. Let f : ∆→ Ω be a conformal mapping and suppose that
∆
| f ′(z)|2 logp

1
1− |z|

d A <∞
for some p > 1. Then Hψ (∂Ω) = 0 for the gauge function
ψ(t) = t2

log
1
t
s
,
whenever s < 2p.
Above, Hψ (∂Ω) refers to the generalized Hausdorff measure defined similarly to the usual
one, but minimizing

j ψ(r j ) over covers of ∂Ω by disks B(z j , r j ); see Section 2.1. It imme-
diately follows from Theorem 1.1 that Hφ(∂Ω) = 0 for φ(t) = t2 log 1t if p > 1 above. This
indicates a dimension gap as it may happen that Hφ(∂Ω) = ∞ for all s > 0 for φ(t) = t2(log 1t )s
if one only assumes that | f ′| ∈ L2µ1(∆).
Our second result shows that Theorem 1.1 is essentially sharp.
Theorem 1.2. Let p > 1. There exists a simply connected domain Ω ⊂ C such that
∆
| f ′(z)|2 logp

1
1− |z|

d A <∞
for the Riemann mapping function f : ∆→ Ω and Hψ (∂Ω) > 0 for the gauge function
ψ(t) = t2

log
1
t
s
,
whenever s > 2p.
Recalling that the hyperbolic distance between the origin and z in the unit disk is 12 log
1+|z|
1−|z|
and the conformal invariance of the hyperbolic metric, we may reformulate our assumption
on the integrability degree of f ′, via a change of variables, simply as the p-integrability of
the hyperbolic metric in Ω . Let us now consider a proper subdomain Ω of the plane C.
Then Ω might not admit a hyperbolic metric, but we can equip Ω with the more geometric
quasihyperbolic metric kΩ associated to the length element d(z, ∂Ω)−1|dz|. If the boundary
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of Ω is sufficiently thick [1], especially if Ω is simply connected, then kΩ with a fixed base
point z0 is comparable to the hyperbolic distance with respect to the same base point in Ω . Thus,
our next result gives a version of Theorem 1.1 for multiply connected domains, under a natural
assumption [7,14].
Theorem 1.3. Let p > 1 and Ω ⊂ C be a domain satisfying
kΩ (z0, ·) ∈ L p(Ω).
Then Hψ (∂Ω) = 0 for the gauge function
ψ(t) = t2

log
1
t
s
,
whenever s < 2p.
Domains satisfying the assumption of Theorem 1.3 are called L p-averaging domains in [14].
Let us compare Theorem 1.3 with known results. It is well known that the integrability of
exp(λkΩ (z, z0)) guarantees that dimH (∂Ω) < 2, with an estimate that depends on λ [6,13,10].
Here the dimension bound necessarily tends to the trivial bound when λ tends to zero, as is
seen by considering suitable snowflake domains. Thus a dimension gap does not appear under
exponential integrability of kΩ but it does under p-integrability.
Returning to conformal mappings, the integrability condition that
∆
| f ′(z)|2 logp

1
1− |z|

d A <∞,
where p > 0, can be formulated equivalently as the Orlicz-type condition
∆
| f ′|2 logp(e + | f ′|)d A <∞,
see Section 2.2. Recall from the above discussion that Lq -integrability of the differential of a
Sobolev mapping for q > 2 results in a Hausdorff-dimension bound. Thus it is reasonable to ask
if our dimension gap phenomenon persists even for Sobolev mappings. More precisely, suppose
that g : ∆ → C is a mapping in the Sobolev class W 1,1(B(0, 1),C), continuous up to the
boundary, and satisfies
B(0,1)
|Dg|2 logp(e + |Dg|)d A <∞
for some p > 1. We would like to know if one could still obtain Hψ (g(S(0, 1))) = 0 for ψ(t) =
t2(log 1t )
s, whenever s < 2p. Notice that this assumption guarantees that H2(g(S(0, 1))) = 0
and that the continuity assumption on g is superficial [8].
We expect that Theorem 1.3 can be extended to a similar, essentially sharp statement in all
dimensions n ≥ 3, but we have not pursued this.
One of the crucial points in the proof of Theorem 1.3 is to classify the points z ∈ ∂Ω into
several different sets, depending on how close to boundary the quasihyperbolic geodesic from z
to a fixed base point z0 travels. This requires rather novel estimates and thus, for the convenience
of the reader, we give the core of the proof in Section 3, and leave some of the technical estimates
to the further sections. Section 2 contains preliminaries. Section 4 deals with the case when there
are many narrow corridors along the geodesic. Section 5 deals with the case where we have
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reasonable control on the corridors. In Section 6 we deal with points which are rather broadly
accessible along the geodesic. Finally, the construction for Theorem 1.2 is given in Section 7.
2. Preliminaries
We denote the number of elements in a set A by #A. The notation χA refers to the character-
istic function of a set A;
χA(x) =

1 if x ∈ A,
0 otherwise.
We write [y] for the integer part of y ≥ 0.
Since our arguments for the proof of Theorem 1.3 do not essentially rely on complex analysis,
we identify the complex plane C with R2 in what follows.
The quasihyperbolic distance between two points x1, x2 in a domain Ω ( Rn is defined as
kΩ (x1, x2) = inf
γ

γ
ds
d(x, ∂Ω)
.
Here d(x, ∂Ω) denotes the Euclidean distance between the point x and the set ∂Ω , and the
infimum is taken over all rectifiable arcs joining x1 to x2 in Ω . As shown in [4], there always
exists a quasihyperbolic geodesic γ joining x1 and x2, for which
kΩ (x1, x2) =

γ
ds
d(x, ∂Ω)
.
Given a curve γ and x1, x2 ∈ γ denote by γ (x1, x2) the part of the curve γ that connects the
points x1, x2 ∈ γ .
For the convenience of the reader we recall here the Besicovitch Covering Theorem.
Theorem 2.1 (Besicovitch). Let E ⊂ R2. Let F be a collection of disks in R2 so that each point
of the set E is the center of some disk in the collection F and that the radii of the disks are
uniformly bounded. Then there exists a subcollection G ⊂ F so that the disks in the collection G
cover the set E, and
B∈G
χB ≤ C
where the constant C is independent of E and F .
The following technical lemma will be essential for our case study for the proof of Theo-
rem 1.3.
Lemma 2.2. Let 0 < a < b and 0 < ε˜ < b. Then there exist m ∈ N and η > 0 such that for
every sequence (Ak) of real numbers for which 0 ≤ Ak ≤ b and for every k0 ∈ N we have
either #
k ∈ {k0, . . . , 2
mk0} : Ak ≥ a and Ak − ε˜ <
k
i=[k/2]+1
Ai−1
k − [k/2]
 ≥ η2
mk0
or #

k ∈ {k0, . . . , 2mk0} : Ak ≤ a
 ≥ η2mk0.
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Proof. Choose m ∈ N such that mε˜ > 6b and set η = ε˜
2m+4b . It suffices to show that for each k0,
we have
#
k ∈ {k0, . . . , 2
mk0} : Ak − ε˜ <
k
i=[k/2]+1
Ai−1
k − [k/2]
 ≥ 2η2
mk0. (2.1)
Then either at least half of such numbers Ak are bigger or equal to a or at least half are smaller
than a. Suppose for contrary that there is k0 ∈ N such that (2.1) does not hold. For each k ∈ N
let us denote
εk := max
0,
k
i=[k/2]+1
Ai−1
k − [k/2] − Ak + ε˜
 .
It follows that
Ak − ε˜ ≥
k
i=[k/2]+1
Ai−1
k − [k/2] − εk for each k ∈ N. (2.2)
Since εk ≤ b + ε˜ < 2b and (2.1) does not hold, we obtain
k
i=[k/2]+1
εi
k − [k/2] ≤ 2η2
mk0
2b
k − [k/2] ≤ ε˜/2 (2.3)
for each k such that 2k0 ≤ k ≤ 2mk0. Now we may use (2.2) and (2.3) twice to obtain
Ak02m ≥
k02m
k=k02m−1+1
Ak−1
k02m−1
+ ε˜ − εk02m
≥
k02m
k=k02m−1+1
k−1
i=[(k−1)/2]+1
Ai−1
k−1−[(k−1)/2] + ε˜ − εk
k02m−1
+ ε˜ − 2b
≥ 0+ ε˜ − ε˜
2
+ ε˜ − 2b = 3
2
ε˜ − 2b.
Similarly we may use (2.2) and (2.3) m-times to obtain Ak02m ≥ m ε˜2 − 2b > b, which gives us a
contradiction. 
2.1. Carathe´odory construction
Let h : [0,∞) → [0,∞) be a continuous increasing function such that h(0) = 0. Define
h(G) for an open nonempty set G ⊂ R2 by h(G) = h(d(G)), where d(G) is the diameter of G
in the Euclidean metric, and h(∅) = 0.
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Now the set function
Hh(E) = lim sup
δ→0
Hhδ (E),
where
Hhδ (E) = inf
 ∞
i=1
h(Bi ) : E ⊂
∞
i=1
Bi , d(Bi ) ≤ δ

,
is a measure on R2. It is called the Hausdorff measure corresponding to the gauge h, or
simply h-measure. The construction of Hh is called the Carathe´odory construction in [3] (see
also [12]).
2.2. Reformulation of the integrability condition
Let p > 0. Write A0 = B(0, 1/2) and, for j ≥ 1, set A j = B(0, 1− 2− j−1) \ B(0, 1− 2− j ).
Then ∆ = j≥0 A j and A j ∩ Al = ∅ when j ≠ l. Moreover,
j log 2 ≤ log

1
1− |z|

≤ ( j + 1) log 2
when z ∈ A j .
Let f : ∆→ Ω be a Riemann mapping function. We wish to show that
∆
| f ′(z)|2 logp

1
1− |z|

d A <∞,
if and only if
∆
| f ′|2 logp(e + | f ′|)d A <∞.
Assuming, as we may, that f (0) = 0, | f ′(0)| = 1, we conclude from the Koebe distortion
theorem that | f ′(z)| ≤ 23 j+4 on A j . Summing over j , it follows that the second integral above
is no more than a constant times the first one. For the converse implication, it suffices to show
that 
j≥0
j p

A j
| f ′(z)|2 <∞,
see the first paragraph. Towards this end, fix j and set
G j = {z ∈ A j : | f ′(z)| ≤ 2 j/4}.
Then j p

G j
| f ′(z)|2 ≤ j p2− j/2 and we are reduced to estimating j p A j\G j | f ′(z)|2. But, for
z ∈ A j \ G j ,
j p| f ′(z)|2 ≤ C | f ′(z)|2 logp(e + | f ′(z)|)
and the desired conclusion follows by summing over j and using the convergence of the second
integral.
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3. The core of the proof of Theorems 1.3 and 1.1
Recall from the introduction that Theorem 1.1 follows from Theorem 1.3 via a change of
variables. More precisely, in the assumption that
∆
| f ′(z)|2 logp

1
1− |z|

d A <∞,
we may clearly replace log( 11−|z| ) by log(
1+|z|
1−|z| ), which is the hyperbolic distance between
the origin and z. Recall that the hyperbolic distance is conformally invariant. Next, by the
Cauchy–Riemann equations, | f ′(z)|2 = J f (z) and thus the assumption of Theorem 1.1 is
equivalent to assuming that the hyperbolic distance h in Ω = f (∆) with respect to the base point
f (0) be p-integrable. Because Ω is simply connected, kΩ ( f (0), w) ≤ 4h( f (0), w); see [1].
Consequently, the assumptions of Theorem 1.1 imply the assumptions of Theorem 1.3.
In order to help the reader to understand the argument below, let us explain a naive approach.
Given Ω , classify the boundary points into the good set, consisting of those points x for which
one can find a sequence of points in the domain whose distance to x is no more than the distance
to the boundary, modulo a logarithmic error. The size of the good set is then easy to estimate. The
remaining bad set is not easy to reach from within Ω , which forces the quasihyperbolic metric
to grow fast when one approaches x . The size of the bad set is then controlled using the local
integrals of the quasihyperbolic metric k. Unfortunately, this requires a lower bound for the area
of Ω near x , which, by the definition of the bad set, is not available. This problem is handled by
a more delicate decomposition of the boundary.
Proof of Theorem 1.3. For a given s < 2p we may fix 0 < a < 1 such that (a + 1)p > s. Set
ε := 1−a2 . Let us denote
ψ(t) = t2

log
1
t
(a+1)p
.
Let us fix a compact set K ⊂ ∂Ω such that Hψ (K ) <∞. Our aim is to show that Hψ (K ) ≤ C
for a constant C that does not depend on K . This implies that Hψ (∂Ω) ≤ C (see [12, Theorem
48]) and hence Hφ(∂Ω) = 0 (see [12, Theorem 40]). Let W be a Whitney decomposition of Ω ,
and let Q consist of all the squares in the Whitney decompositions of the squares Q ∈ W . See
e.g. [15] for the existence and properties of a Whitney decomposition.
We need to define some subsets of Ω that describe how thick Ω is close to the points x ∈ ∂Ω .
By scaling we may assume that dist(x0, ∂Ω) > 1 for our fixed base point for the quasihyperbolic
metric. Given x ∈ ∂Ω we would like to fix a quasihyperbolic geodesic γx that connects x and
x0. Such a geodesic does not necessarily exist for a general domain Ω , but let us verify that our
integrability condition on the quasihyperbolic metric guarantees the existence of γx .
First of all, it is not difficult to see that the Euclidean length of any quasihyperbolic geodesic
γy between x0 and y ∈ Ω is uniformly bounded. Indeed, let us consider the set Q˜ y = {Q : Q ∈
W, Q ∩ γy ≠ ∅} and denote by cQ the center of the square Q. We may order the squares from
Q˜ y so that Qi is the i-th square that intersects γy , i.e. x0 ∈ Q1 and Qi ∩ Qi+1 ≠ ∅ for each i .
We may assume that our collection contains at least two squares. The quasihyperbolic length of
the subcurve γi joining x0 and Qi , i ≥ 2, is comparable to the number of Whitney squares that
intersect the subcurve and therefore we obtain
γi
ds
d(z, ∂Ω)
∼ i
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for i ≥ 2. Hence we may use Ho¨lder’s inequality to estimate
length(γy) ≤ C

Qi∈Q˜x
diam(Qi )
i p/2
i p/2
≤ C
 
Qi∈Q˜x
diam(Qi )2k(x0, cQi )
p
 12  ∞
i=1
1
i p
 1
2
≤ C

Ω
k(x0, x)
pdx
 1
2 ≤ M <∞.
Notice that the above argument actually shows that the Euclidean length of the tail of
γy determined by the subcurve γi is no more than a constant times i (1−p)/2. By picking a
sequence (y j ) of points in Ω that converges to x and corresponding quasihyperbolic geodesics,
Ascoli–Arzela and this estimate easily produce a quasihyperbolic geodesic γx of finite Euclidean
length. Let us fix such a γx .
It follows that for k ∈ N we can find points xk ∈ γx such that the Euclidean length of the
curve γ (x, xk) is equal to 120 2
−k . We define
Mk(x) =

Q : Q ∈W, Q ∩ γ (xk, xk+1) ≠ ∅

. (3.1)
It is clear from the construction that
Mk(x) ⊂ B(x, 2−k). (3.2)
For each x ∈ ∂Ω and k ∈ N we define
Ak(x) := inf

A ∈ [0,∞) : there are kA squares Q ∈ Q such that
Q ⊂ Mk(x) with 2
−k
320kA
≤ ℓ(Q) < 2
−k
160kA

(3.3)
where ℓ(Q) denotes the side length of Q. This number is well-defined. Indeed, suppose that A is
large enough so that ℓ(Q˜) ≥ 2−kk−A for every Q˜ ∈W that intersects γ (xk, xk+1). Then we can
find squares Q ⊂ Q˜ such that
Q ∈ Q, 2
−k
320kA
≤ ℓ(Q) < 2
−k
160kA
and

Q∈Q, Q⊂Q˜
ℓ(Q) ≥ ℓ(Q˜).
Now

Q˜ ℓ(Q˜) ≥ length(γ (xk, xk+1))/2 = 2−k/80 and hence we obtain at least kA squares Q
as required. Further, we define M˜k(x) ⊂ Mk(x) as the union of all (at least kAk (x)) squares from
the definition of Ak(x).
The sequence (Ak(x)) provides us with a lower bound on the area of the part of Ω close to
the boundary point x . Indeed, it easily follows from (3.3) that
|M˜k(x)| ≥ CkAk (x)

2−k
kAk (x)
2
= C2−2kk−Ak (x). (3.4)
Next we claim that the quasihyperbolic length of γ (xk, xk+1) satisfies
qh-length

γ (xk, xk+1)
 ≥ 1
80
kAk (x). (3.5)
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This estimate is obvious if Ak(x) = 0 and otherwise easily follows from the fact that
dist(y, ∂Ω) ≤ 2−kk−Ak (x) for 50% of the points of γ (xk, xk+1), that is, the H1-measure of
those points is at least 12 H
1(γ (xk, xk+1)). Suppose for contrary that
dist(y, ∂Ω) >
2−k
kAk (x)
for 50% of points of γ (xk, xk+1).
It follows that we can find 0 < δ < Ak(x) such that
dist(y, ∂Ω) ≥ 2
−k
2kAk (x)−δ
for 50% of points of γ (xk, xk+1).
Therefore, we can find squares Q˜ ⊂W which intersect γ (xk, xk+1) such that
ℓ(Q˜) ≥ 2
−k
10kAk (x)−δ
and

Q˜
ℓ(Q˜) ≥ length(γ (xk, xk+1))
4
= 2
−k
160
.
Inside each of these squares Q˜ we can find squares Q ∈ Q such that
2−k
320kAk (x)−δ
≤ ℓ(Q) < 2
−k
160kAk (x)−δ
and

Q∈Q,Q⊂Q˜
ℓ(Q) ≥ ℓ(Q˜)
and altogether we obtain at least kAk (x)−δ squares like that. Hence (3.3) is satisfied with Ak(x)−δ
(and similarly with any A ∈ [Ak(x)− δ, Ak(x)]) which gives us a contradiction with the choice
of Ak(x) and (3.5) follows.
We will divide our set K ⊂ ∂Ω into four subsets according to the behavior of the sequences
(Ak(x)) and we will treat these subsets separately.
Case A. Set b := (a+1)p+1p−1 and let us define
K1 =

x ∈ K : #{k ∈ N : Ak(x) > b} = ∞

.
For each point x in the above set we can use (4.1) from Section 4 to find arbitrarily large k so
that
r2 log(a+1)p 2
r
≤ C

Mk (x)
k pΩ
for r = 2−k . Fix δ > 0. Now we can use the Besicovitch Covering Theorem to cover K1 by disks
B(xi , ri ), ri = 2−ki < δ, such that
Hψδ (K1) ≤

i
r2i log
(a+1)p 2
ri
≤ C

i

Mki (xi )
k pΩ ≤ C

Ω
k pΩ ,
where we have used the fact that the disks from the Besicovitch Covering Theorem have bounded
overlap and hence the sets Mki (xi ) have bounded overlap by (3.2). The desired estimate for K1
follows.
It remains to estimate Hψ (K \ K1). Let us make some reductions towards this end. First of
all, we can choose n0 ∈ N such that
Hψδ (K˜ ) ≥
1
2
Hψδ (K \ K1) for K˜ := {x ∈ K \ K1 : Ak(x) ≤ b for every k ≥ n0}
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and for every δ ≤ 2−n0 . It is enough to estimate Hψδ (K˜ ) now. Moreover we can choose n1 ∈ N
large enough so that for every k ≥ n1 we have
Hψ
2−k (K˜ ) ≥

1− η
12

Hψ (K˜ ).
It follows that for any subset A ⊂ K˜ with Hψ (A) ≥ η6 Hψ (K˜ ) we have
Hψ
2−k (A) ≥
1
2
Hψ (A). (3.6)
Furthermore, we can easily find n2 such that for every k0 ≥ n2 we have
kε0
log k0
≥ C˜

Ω
k pΩ (3.7)
where C˜ is a fixed constant whose exact value will be specified later.
Recall that b := (a+1)p+1p−1 and set ε˜ = εp . Clearly ε˜ = 1−a2p < b and a < b. Let m ∈ N
and η > 0 be the constants from Lemma 2.2. Let us fix k0 ∈ N such that k0 > max(n0, n1, n2).
We will divide K˜ into three subsets and cover each of them by disks with radii r = 2−k , where
k ∈ {k0, k0 + 1, . . . , 2mk0} is chosen properly.
Case B. Let us denote
K2 =

x ∈ K˜ : #l ∈ {1, . . . , k0} : Al(x) ≤ a ≥ 12k0.
Then we use a porosity-type argument inspired by [11] (see also [10]) in Section 6 to obtain that
Hψ
2−k0 (K2) ≤ C.
It remains to consider K˜ \ K2. By the previous reduction and Case B, we may assume that
Hψ (K2) ≤ 13 H
ψ (K˜ );
otherwise the proof is already complete. Set
K3 =

x ∈ K˜ \ K2 : #

k ∈ {k0, . . . , 2mk0} : Ak(x) ≤ a
 ≥ η2mk0
and
K4 = K˜ \ (K2 ∪ K3).
Then
Hψ (K j ) ≥ 13 H
ψ (K˜ )
for j = 3 or for j = 4.
Case C. We treat the set K3 assuming that Hψ (K3) ≥ 13 Hψ (K˜ ).
Given k ∈ {k0, . . . , 2mk0} we define
Sk = {x ∈ K3 : Ak(x) ≤ a} and Mk =

x∈Sk
M˜k(x).
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It is easy to see that
k1, k2 ∈ {k0, . . . , 2mk0}, k1 > k2 + 1+ b log2 k2 ⇒
2−k2
320k2b
>
2−k1
160
⇒ M˜k1(x1) ∩ M˜k2(x2) = ∅ for all x1, x2 ∈ K3 ⇒ Mk1 ∩ Mk2 = ∅.
(3.8)
We claim that
#

k ∈ {k0, k0 + 1, . . . , 2mk0} :

Mk
k pΩ >
kε
k

≤ η
2
2mk0. (3.9)
Suppose for contrary that this is not the case. By (3.8) we may find at least C η2 2
m k0
log k0
pairwise
disjoint sets Mk such that

Mk
k pΩ >
kε
k . Therefore we may choose the constant C˜ in (3.7) so that
Ω
k pΩ ≥ C
η
2
2m
k0
log k0
kε0
k0
>

Ω
k pΩ
which gives us a contradiction.
Using (3.9) and the definition of K3 we easily obtain

k=k0,...,2mk0:

Mk
k pΩ≤ k
ε
k
χSk ≥ η2 2mk0χK3
and by integrating with respect to Hψ we obtain

k=k0,...,2mk0:

Mk
k pΩ≤ k
ε
k
 Hψ

Sk
 ≥ η
2
2mk0Hψ (K3).
Hence we can fix k ∈ {k0, . . . , 2mk0} such that
Mk
k pΩ ≤
kε
k
and Hψ

Sk
 ≥ η
2
Hψ (K3) ≥ η6 H
ψ (K˜ )
and therefore we may use (3.6) to obtain
Mk
k pΩ ≤
kε
k
and Hψ
2−k

Sk
 ≥ CHψ
2−k (K3). (3.10)
Let us denote r = 2−k and let x ∈ Sk . Since x ∉ K2 we obtain that
#

l ∈ {1, . . . , k0} : Al(x) ≥ a
 ≥ 1
2
k0
and thus we can use (3.5) to obtain
kΩ (y, x0) ≥ C
k0−1
l=1
qh-length(γ (xl , xl+1)) ≥ C
[k0/2]
l=1
la ≥ Cka+10 ≥ Cka+1
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for any point y ∈ Mk(x). This and (3.4) implies
M˜k (x)
k pΩ ≥ C2−2kk−Ak (x)k(a+1)p
≥ Cr2 log(1/r)(a+1)p−a
where we have used the assumption Ak(x) ≤ a.
Using the Besicovitch Covering Theorem we can find a set Xk ⊂ Sk of centers such that
{B(x, r)}x∈Xk covers Sk and we obtain
x∈Xk
r2 log(1/r)(a+1)p−a ≤ C

x∈Xk

M˜k (x)
k pΩ ≤ C

Mk
k pΩ ≤
C
k1−ε
≤ C
log(1/r)1−ε
where we have used (3.10) and

x∈Xk χM˜k (x) ≤ C which follows from (3.2) and the Besicovitch
Covering Theorem. We conclude that
Hψ
2−k (K3) ≤ CH
ψ
2−k

Sk
 ≤ C 
x∈Xk
r2 log(1/r)(a+1)p−a+1−ε ≤ C.
Case D. It remains to consider the set K4 = K˜ \ (K2∪K3), assuming that Hψ (K4) ≥ 13 Hψ (K˜ ).
Let x ∈ K4. We know that x ∈ K˜ and hence Ak(x) ≤ b for every k ≥ k0. Since x ∉ K3 we
know that
#

k ∈ {k0, . . . , 2mk0} : Ak(x) ≤ a

< η2mk0 (3.11)
and hence (5.1) from Section 5 shows that
#

k ∈ {k0, . . . , 2mk0} : r2 log(1/r)(a+1)p−a−ε ≤ C

M˜k (x)
k pΩ

≥ η2mk0. (3.12)
Similar to Case C we can use an analog of (3.9) to find k ∈ {k0, . . . , 2mk0} such that

M˜k
k pΩ ≤ k
ε
k
(here M˜k is the union of M˜k(x) over points from K4 that satisfy (3.12)) and
Hψ
2−k

x ∈ K4 : r2 log(1/r)(a+1)p−a−ε ≤ C

M˜k (x)
k pΩ

≥ CHψ
2−k (K4)
for r = 2−k . Again we may apply the Besicovitch Covering Theorem and M˜k k pΩ ≤ kεk to obtain
Hψ
2−k (K4) ≤ C

r2 log(1/r)(a+1)p−a−ε+1−ε ≤ C. 
4. Case A: too many narrow corridors
Suppose that we are in Case A of our main theorem and let us fix x ∈ K1. We can find
infinitely many k ∈ N such that Ak(x) > b = (a+1)p+1p−1 and we want to show that for infinitely
many k ∈ N we have
r2 log(a+1)p 2
r
≤ C

Mk (x)
k pΩ (4.1)
for r = 2−k . We divide the proof into two cases.
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First case. Suppose that there is k0 ∈ N such that Ak0(x) > b and for every k ≥ k0 with
Ak(x) > b we have the estimate Ak+1(x) ≥ Ak(x)+ 1.
It trivially follows that
Ak(x) ≥ b + (k − k0) for every k ≥ k0. (4.2)
Set E := 2 p+1p−1 . We claim that we may assume that there is k1 > k0 such that for every k > k1
and for every square
Q ∈W, Q ∩ γ (xk, xk+1) ≠ ∅ ⇒ ℓ(Q) ≤ 2−kE . (4.3)
From (4.2) and (3.5) we obtain that for every y ∈ Mk(x) we have
kΩ (y, x0) ≥ C(k − 1)Ak−1(x) ≥ C(k − 1)k−k0 ≥ 22Ek
if k > k1 for k1 large enough. If (4.3) is not valid, then for some Q ⊂ Mk(x) we obtain
Mk (x)
k pΩ ≥ |Q|22Ekp ≥ 2−2kE22Ekp ≥ 1
and (4.1) follows for infinitely many k. Thus we may really assume (4.3).
For each point y ∈ γ (x, xk1) we may find a square Q y ∈W such that y ∈ Q y . Using (4.3) it
is not difficult to see that there is n0 ∈ N such that for every n ≥ n0 we may find yn ∈ γ (x, xk1)
and a curve γn ⊂ γ (x, xk1) such that
ℓ(Q yn ) = 2−n, yn ∈ γn, length(γn) =
1
4
2−n
2
E ,
H1

y ∈ γn : ℓ(Q y) ≥ 2−n
 ≥ length(γn)
2
and H1

y ∈ γn : ℓ(Q y) ≤ 2−n
 ≥ length(γn)
2
.
Indeed, let us denote by γz,n(x, x1) the part of the geodesic with length 14 2
−n 2E and middle point
z. The function
H(z, n) = H1 {y ∈ γz,n : ℓ(Q y) ≥ 2−n}
is continuous in z on our geodesic. If we choose n0 large enough, then for all n ≥ n0 we have that
H(z, n) = 14 2−n
2
E for z close to γ (xk1). On the other hand, it follows from (4.3) that H(z, n) = 0
for z close to γ (x). Therefore, there is some z0 for which H(z, n) = 18 2−n
2
E . Now γz0,n qualifies
for our γn .
Moreover, we may assume that the sequence an := length(γ (x, yn)) is decreasing. From the
definition of yn and γn we may easily obtain that the set
Sn :=

y∈γn
Q y satisfies |Sn| ≥ C2−n length(γn) ≥ C2n(−1− 2E ) and
qh-length(γn) ≥ C length(γn)2−n ≥ C2
n(1− 2E ). (4.4)
Let n1 be a fixed constant to be specified later. We claim that we may find arbitrarily large
n ≥ max{n0, n1} such that
(an − an+1) ≥ 2−n 2E and hence γn ∩ γn+1 = ∅. (4.5)
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Otherwise
an =
∞
j=n
(a j − a j+1) ≤
∞
j=n
2− j
2
E ≤ C2−n 2E
and thus (4.3) implies
ℓ(Q yn ) ≤ C2−n
2
E E = C2−2n
which contradicts ℓ(Q yn ) = 2−n if n ≥ n1 and C < 2n1 (here we fix the value of n1). From
γn ∩ γn+1 = ∅ and (4.4) we now obtain
Sn+1
k pΩ ≥ C2
(n+1)

−1− 2E

2
pn

1− 2E

≥ C.
Since length(γn) is small we may easily find l ∈ N such that Sn+1 ⊂ Ml(x)∪Ml+1(x) and (4.1)
follows for k = l or k = l + 1. It is also easy to see that by this way we may obtain infinitely
many n such that (4.5) holds and hence we obtain (4.1) for infinitely many k.
Second case. If Ak(x) > b for infinitely many integers and assumptions of First case are not
satisfied, then we may find infinitely many k ∈ N such that
Ak(x) ≤ Ak−1(x)+ 1 and Ak−1(x) > b. (4.6)
Fix such a k. By (3.5) we have that
kΩ (y, x0) ≥ qh-length

γ (xk−1, xk)
 ≥ CkAk−1(x)
for every y ∈ Mk(x). Set r = 2−k . By (3.4) we may estimate
Mk (x)
k pΩ ≥ Cr2kAk−1(x)pk−Ak (x) ≥ Cr2

log
1
r
Ak−1(x)p−Ak (x)
and (4.1) follows since (4.6) and b = ((a + 1)p + 1)/(p − 1) and Ak−1(x) > b yield
Ak−1(x)p − Ak(x) ≥ Ak−1(x)p − Ak−1(x)− 1 ≥ (a + 1)p.
5. Case D: corridors with sides between a and b
Recall that η > 0 and m ∈ N were determined by Lemma 2.2 for ε˜ := εp . Now suppose that
we are in a situation like in Case D of our main theorem. This means that we have a fixed point
x ∈ ∂Ω such that Al(x) ≤ b for every l ≥ k0. Moreover we know (3.11) and hence we can use
Lemma 2.2 to obtain that
#
k ∈ {k0 · · · 2
mk0} : Ak(x) ≥ a and Ak(x)− ε˜ <
k
i=[k/2]+1
Ai−1(x)
k − [k/2]
 ≥ η2
mk0.
We want to show that for each k in the above set we have
r2 log(1/r)(a+1)p−a−ε ≤ C

M˜k (x)
k pΩ (5.1)
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for r = 2−k . We use (3.5) and the inequality for arithmetic and geometric means to obtain
kΩ (y, x0) ≥ C
k
i=[k/2]+1
qh-length

γ (xi−1, xi )

≥ C
k
i=[k/2]+1
kAi−1(x)
≥ C(k − [k/2])
k−[k/2]

k
k
i=[k/2]+1
Ai−1(x)
for every y ∈ Mk(x). Hence we may use
Ak(x)− εp <
k
i=[k/2]+1
Ai−1(x)
k − [k/2]
and (3.4) to obtain

M˜k (x)
k pΩ ≥ Ck
p+ pk−[k/2]
k
i=[k/2]+1
Ai−1(x)
r2k−Ak (x)
≥ Cr2k p+pAk (x)−ε−Ak (x)
≥ Cr2

log
1
r
p+pAk (x)−ε−Ak (x)
and (5.1) follows from Ak ≥ a.
6. Case B: very thick corridors—porosity argument
The proof in this section is inspired by [11]. Our setup is somewhat different and therefore we
have decided to include the details for the convenience of the reader. We will need the following
(Bojarski’s) lemma from [2].
Lemma 6.1. If B is a collection of disks B ⊂ R2 and r, t ≥ 1, then
R2

B∈B
χr B(y)
t
dy ≤ (Ctr2)t

R2

B∈B
χB(y)
t
dy,
where C is independent of B, t , and r.
Suppose that we are in the situation like in Case B of the proof of our main theorem. This
means that we have a set K2 such that for each x ∈ K2 we know that
#Gk0(x) ≥
1
2
k0 for Gk0(x) :=

k ∈ {1, . . . , k0} : Ak(x) ≤ a

(6.1)
and we would like to know that Hψ
2−k0 (K2) ≤ C .
For each k ≤ k0 let N (k) be the smallest integer such that N (k) ≥ ka0/ka . Now we defineQk0 by subdividing the squares of the collection Q in the following way: if Q ∈ Q and there is
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1 < l ≤ k0 such that 2−ll−a ≤ l(Q) < 2−l+1l−a , then each side of the square Q is divided into
N (l) parts. Hence Q is subdivided into N (l)2 squares that have side lengths at least C2−lk−a0 .
LetQk0 be the collection of all the squares acquired in this manner from the squares Q ⊂ Q with
l(Q) ≥ 2−k0k−a0 . Denote the largest disk B ⊂ Q by B(Q) and let
Bk0 = {B(Q) : Q ∈ Qk0}.
Let y ∈ K2 + 2−k0 := {z : d(z, K2) < 2−k0}. We choose x ∈ K2 such that d(x, y) < 2−k0 .
We know that (6.1) is satisfied and hence for every k ∈ Gk0(x) we can find at least
ka squares Q ⊂ Mk(x), Q ∈ Q such that ℓ(Q) ≥ C 2
−k
ka
by Ak(x) ≤ a and (3.3). For each such a square we can find l ≤ k such that 2−ll−a ≤ l(Q) <
2−l+1l−a and hence we obtain at least N (l)2 ≥ N (k)2 pairwise disjoint disks from Bk0 with
radius r(B) ≥ C2−lk−a0 ≥ C2−kk−a0 inside this square. Altogether in Mk(x) we can find
pairwise disjoint disks
Bi ∈ Bk0 , i = 1, . . . , kaN (k)2, such that r(Bi ) ≥ C
2−k
ka0
.
It follows that y ∈ Cka0 Bi for each Bi as above, provided C is a sufficiently large constant. This
fact and #Gk0(x) ≥ k0/2 easily imply that
B∈Bk0
χCka0 B
(y) ≥

k∈Gk0 (x)
kaN (k)2 ≥
k0
k=[k0/2]
ka

k0
k
2a
≥ Cka+10 .
Next we estimate the Lebesgue measure of a neighborhood of K2. For d > 1 we have
|K2 + 2−k0 | exp

k1−a0
d

≤

K2+2−k0

i≥0
1
i !
k(1−a)i0
d i

dy
≤ |K2 + 1|

1+ k
1−a
0
d

+

i≥2
1
i !
k(1−a)i0
d i

R2
 C
ka+10

B∈Bk0
χCka0 B
(y)
i/2 dy.
By combining Lemma 6.1, inequality i i ≤ ei i ! and Ho¨lder’s inequality we thus deduce that
|K2 + 2−k0 | exp

k1−a0
d

≤ |K2 + 1|

1+ k
1−a
0
d

+

i≥2
1
i !
k(1−a)i0
d i

C
ka+10
i k2a0
i/2 
R2
 
B∈Bk0
χB(y)
i/2 dy
≤ |K2 + 1|

1+ k
1−a
0
d
+

i≥2
k(1−a)i/20

Ci
i/2
d i i !

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≤ |K2 + 1|

1+ k
1−a
0
d
+

i≥2
k(1−a)i/20

Ce
i/2
d i (i !)1/2

≤ |K2 + 1|
1+ k1−a0
d
+

i≥2
1
2i
1/2 
i≥2
k(1−a)i0

2Ce
i
d2i (i !)
1/2
≤ |K2 + 1|

1+ k
1−a
0
d
+ exp

k1−a0
2d

when we choose d = 4Ce. It follows that
|K2 + 2−k0 | ≤ C exp

−k
1−a
0
2d

. (6.2)
Now we can use the Besicovitch Covering Theorem to cover K2 with mk0 disks, each of radius
2−k0 . From (6.2) we obtain that
mk0 ≤ C22k0 exp

−k
1−a
0
2d

and hence it is not difficult to deduce Hψ
2−k0 (K2) ≤ C . It would be actually possible to deduce
even much stronger estimates.
7. Construction
In this section, we construct a domain that shows the sharpness of our dimension estimates.
Recalling the discussion from the beginning of Section 3, Theorem 1.2 follows if we construct a
simply connected domain whose boundary is sufficiently large and so that h( f (0), w) ∈ L p(Ω),
where f is the Riemann mapping function from the unit disk onto Ω . But h( f (0), w) ≤
kΩ ( f (0), w), and thus we may replace the p-integrability of h by the p-integrability of kΩ .
Moreover, by the basic properties of the quasihyperbolic metric, the role of f (0) is irrelevant in
the sense that we are free to choose our base point. With these reductions, we give the proof of
Theorem 1.2 as follows.
Proof of Theorem 1.2. Let p > 1, s > 2p and set ε = min{ s−2p3 , 12 }. For each k ∈ N we define
rk = 12kk p+ε
and
αk = rk − 2rk+1.
It is not difficult to see that
lim
k→∞
αkk
rk
= p + ε. (7.1)
Indeed, for all k ∈ N we have that
(p + ε)k p+ε−1
(k + 1)p+ε−1 ≤
αk(k + 1)
rk
= (k + 1)
p+ε − k p+ε
(k + 1)p+ε−1 ≤
(p + ε)(k + 1)p+ε−1
(k + 1)p+ε−1 .
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Let Q1 = {x ∈ R2 : |xi | < 14 for i = 1, 2}, whence the side length of Q1 is r1. Let Ω1 be
the α1-neighborhood of the coordinate axes in Q1. Let Q2 = Q1 \ Ω1. Then Q2 consists of 4
squares with side lengths r2. Denote the components of Q2 by Ql2. Let Ω
2 be the union of the
α2-neighborhoods of the centered coordinate axes in the squares Ql2. Then let Q3 = Q2 \ Ω2.
Now Q3 consists of 42 squares with side lengths r3.
Define for every k ≥ 3 the sets Ω k and Qk accordingly. Now the set Ω k consists of the
αk-neighborhoods of the centered coordinate axes in the squares Qlk, l = 1, 2, . . . , 4k−1, with
side lengths rk .
Let us define
Ω =
∞
i=1
Ωi .
By (7.1) we obtain
Ω
k(0, y)pdy ≤ C
∞
k=1
4k−1rkαk

k
i=1
ri
αi
p
≤ C
∞
k=1
4k−1r2k
1
k
(k2)p
≤ C
∞
k=1
k−2p−2ε+2p−1 <∞
and thus kΩ ∈ L p(Ω).
Next we show that Hh(∂Ω) > 0 for the gauge function
h(t) = t2

log
1
t
2p+3ε
; (7.2)
notice that h(t) ≤ t2(log 1t )s for t < 1/e. We denote by M(A) the set of Radon measures µ for
which spt(µ) ⊂ A and µ(R2) = 1. By Frostman’s lemma it suffices to show that there exists
µ ∈M(∂Ω) so that µ(B(x, r)) ≤ Ch(r) for all x ∈ R2 and 0 < r < 1/e.
For the “density”
∆k = |Qk+1||Qk |
we have that
∆k =
4r2k+1
r2k
= k
2p+2ε
(k + 1)2p+2ε
and hence
j−1
i=1
∆i = 1
j2p+2ε
.
Let us define a sequence of Radon measures µk in the following manner. Let
µ1(A) = 1|Q1| |Q1 ∩ A|
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and
µk(A) = |Qk ∩ A|
|Q1|
k−1
i=1
∆i
.
Clearly µk(R2) = 1 for all k = 1, 2, . . . and therefore µk ∈M(R2).
Recall that M(R2) is a compact metric space with an appropriate metric d. Hence there is a
subsequence µk j converging to a measure µ ∈ M(R2) in the metric d . Clearly spt(µ) ⊂ ∂Ω
and hence µ ∈M(∂Ω).
Let x ∈ R2 and let r > 0. Choose j ∈ N so that r j+1 ≤ r ≤ r j . Then the disk B(x, r)
intersects only C sets Qlj . It follows that
µ(B(x, r)) ≤ Cr
2
j
j−1
i=1
∆i
≤ Cr2j j2p+2ε ≤ C2−2 j ≤ Ch(r j+1) ≤ Ch(r).
Thus estimate (7.2) follows by Frostman’s lemma.
We have constructed an infinitely connected domain that has the asserted properties. In order
to obtain such a simply connected domain, one modifies the above construction by “closing
sufficiently many gates” at each stage of the construction. This is routine and left to the
reader. 
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