In this paper, we propose a new version of the topological maps algorithm, which has been used to cluster web site visitors. These are characterized by partially redundant variables over time. In this version, we on& consider the input vectors neurons that participate in the selection of the winning neuron in the map. In order to identifi these neurons, we use a binary function. Subsequently, we apply a partial modification on the weights that relate them to the winning neuron. Using this new version, we obtained a clustering of web site visitors behavior, which has been di$cult to analyze before. This clustering will allow a recommendation system to satis-the web site visitor nee& based on his cluster membership at each step in time.
Introduction
Websites of all sizes are currently experiencing an explosive growth in their capacity to generate massive amounts of server data. However, they are not able to understand the customers who generate these data by their requests. Thus, they require a technique of E-mining. It is an iterative process of analyzing the patterns of the online transactions and extracting knowledge about the activities of website visitors. In this context, we define a notion of user sessions, such as a compact temporal sequences of access pages of the site. We propose to use a relational clustering in order to cluster similar pages before doing the behavior clustering and the movement analysis.
Considering the user's traces in such sessions, we propose to extract their requests in a temporal window saved in the server. Finally, we do some modifications in the topological map algorithm for extracting partial behaviors clusters, which allows us to understand their particulars needs in the site.
User modeling
Behavior extraction of web site visitors can be considered as user modeling process. In fact, it can be viewed over all dimensions, which describe modeling; thus, it represents a particular application
The observed information about a user's characteristics may be mixed with noises or inconsistencies. Therefore, all aspects of user's performance pattems must be examined before any system decision can be made. In other words, the information about a user should be processed by pattern recognition so that the system can establish complete and consistent user profiles. In this sense, user modeling is a process of recognizing a user's pattems (eg. a user's behavior pattern, knowledge pattern, cognitive pattern, etc.) based on the context on interaction [08].
As a pattem recognition process, user modeling requires the feature or pattem association and classification. Neural networks have all these features and therefore can be used for implementing user models. In addition, neural networks can be trained to generalize inferences. E-mining can be considered as a user modeling process. Users: web The set of these variables is presented on succession of slices, which are redundantly presented in time.
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Connectionist unsupervised learning
This explains the behavior change if it exists. Thus, the input code vector will be dynamic. We proposed to process a new version on wejght modifications in the algorithm of Kohonen by adding an election function. It is a binary function, which allows masking the neurons, which don't participate in the election of the map's neuron.
Let zi be a pattern characterized byp variables
The individual's pattern is presented as a discrete time session. We select partial characteristics at each temporal interval. These characteristics are presented to the network and they consider just their associated weights.
We present an example of data coding: At each temporal interval, we extract just a subset of our pattern's characteristics, we select the neurons associated at these characteristics, and then we present the window's content to the Kohonen's map. We consider just the entries neurons, which participate in the election (Figure 1 ).
We note a difference in colors of neurons of the same window, it means that there is a difference in values of variables in data. Particularly, in our application, this explicits the user's interest in each page during his web site navigation.
Concretely, each pattern represents a set of temporal windows. Each one contains a subset of variables. Each window provides its variables to the Kohonen map in order to select a neuron. In the end of session, the pattern will be represented by a set of winner neurons in the map.
Therefore, we will have a clustering of pattern slices, that means that it can be within class i according to a given subset of variables and within class j according to an other subset of variables. For our application, this stimulus describes explicitly the behavior change which can have a web site visitor during his navigation. If the pattem appears in a lot of clusters, we can calculate the distance between these classes in order to evaluate his behavior change.
Data base
The access log for a given web server consists of a record of all files accessed by user. His traces are saved in a log file. First, we filter out log entries that are not relevent for our task (e.g. images, failure download).
After the filtering, we try to extract the pages, to calculate the consulting times and to define sessions.
Extraction and coding
In our case, we study the phenomena of navigation by doing an analysis and clustering of the movements in the site.We want to recode the user's interest at each step in time.
The aim is to caricature the site by a topological map which groups the same behaviors and which codes the user movement optimally. In the log file, the most important field, is the visual page at a given instant. Subsequently, each page will be a characteristic of the user's interest in this instant. The page is characterized by two symbolic variables: address and content. We define their similarities as follow: 
Address URL similarity
Where f gives the number of links between two nodes (x, y) and g gives the most specific common abstraction of two nodes.
Content page similarity
The page content is described by HTML language format. So that, we define the similarity between two pages contents by taking their common keywords:
After defining these two similarity measures, we weight them with a vector of weights (WAddwss, wconIent) in order to finally compute the similarity between two pages (x, y) in the site: Therefore, we can define a similarity matrix between pages. We assume that the visited pages are symbolically presented in the file of data, we propose to do a relational clustering for optimizing the number of pages. For that, we use a hierarchical clustering which allow us to obtain clusters containing similar pages. Practically, this study allows us to reduce the number of neurons of input vectors.
Time dimension
The time between two requests includes the viewing time and the downloaded one (i.e. the time of the transfer in network), The consulting time is the time spent between the beginning of display of a page and the beginning of display of a following one. In some applications [06], the download time is removed. They consider just the wiewing time of the page. However, in our case, we assume that the download time represents the waiting of the user to get his request, having said that, we consider that this time represents his patience degree. Thus, the user's interest in a page, is coded by the consulting time and the waiting one.
Sessionizing access log data
Our table of data contains a lot of sessions of many web site users. A session is defined as one temporal sequence of access pages of the site. In one area, the server provides rarely the user's identifier and in the other one, our application concerns the study of behaviors. For that reason, we define a user session as an access address IP providing that the time between two consecutive pages doesn't exceed a fixed threshold.
Each URL in the site is assigned by one index
where N represents the total number of pages. These pages are reduced at p clusters containing similar pages.
Globally, a session can be coded as follow:
1 if user asks thef" cluster of URLs during the fme session { 0 otherwise sj'l = However, this coding don't consider the movement in the site and don't explicit the user interest over the pages.
Movement coding
The principle consists in shifting a temporal window over the sessions in the site and considering only the clusters of the pages included in this window. These clusters are characterized by an index, which selects the neurons, which participate in election, the others being inhibited in a given temporal interval. shows that the website visitor is more interested in the first page cluster than in the 31d one. The activation of each neuron is given as follow:
with T: temporal window length, N: number of visits of clusteri, $@age€ classi): the j" period passed in one page included in clusteri. These components represent a percentage of user interest in each page at each temporal interval. In other words, we dynamically code our input vector, by computing the temporal window distribution over his visited pages.
Results
Behaviors Clustering
For user behaviors clustering, we use the Kohonen's algorithm with a new version over the weight modification presented in section 3. The learning algorithm can be described as follow:
T=O, we randomly initialize the weights W (codebook vectors) At time t, one sample vector z is randomly chosen from the input data set Distances (similarities) between the z and all the codebook vectors are computed The best matching unit (BMU), denoted here by c is the map unit whose weight vector is chosen to the z.
The weight vectors are updated. The BMU and its topological neighbors are moved closer to the input vector in the input space. The update rule for the weight vector of unit i is:
With e(i) = The principle: the winner neuron in the map depends only of the neurons, which participate in its election.
Concretely, at each temporal interval, we code our neurons vectors (classes of pages) included this interval. In other words, a sample is characterized by k variables; however at each step in time, there is only a part of these variables that characterize his behavior.
The previous algorithm allows us to cluster user's partial behaviors interested in the same types of products (or services) belonging to similar pages. This clustering allows in a first step, to understand the needs of visitors (by labeling each class by one service or one set of products), and in a second step, to provide to a recommending system the possibility of proposing products adapted to the user's needs. We carry out a hierarchical clustering of the topological codebook vectors given in section 5.1. Figure 3 gives the results of this second clustering. The labeling was performed using expert knowledge. 
Trajectories analysis
If we project a user's trace in a commercial web site over a topological map then we note a similar and more significant behavior change.
Where t denotes time, N,(t) is a non -increasing neighborhood function around the winner unit c, O<~(t)<l is a having coefficient, which is a decreasing function of time and e(t) is the election function defined as follow:
We have the following description: TI: he starts by visiting the contact zone. Tz: he goes to the purchase zone where he puts products within a caddie. T3: he returns to the home page where he searches other products. T4: he is found in the insignificant zone (this zone means that, during the learning the coding system has selected just one neuron in the temporal window) Ts: at this instant, he is found in the dark zone, it is a zone of hesitation. In fact, he was comparing a lot of products. Tc: at this instant, he's in the purchase class again. T7: he doesn't change his behavior. In fact, he buys (the curve in figure 4 ). 
Conclusion
This work allowed us to analyze the characterics of the topological map's learning algorithm. By modifying this algorithm, we could cluster web site visitors, who are characterized by slices of variables in time. In other words, in our application, we have found another aspect for characterizing the individuals. They are not known according to their characteristics fixed a priori. However they are represented as a sessions of variables, which are redundantly presented in time.
This formalism allowed us to cluster partial behaviors of web site visitors, and to caricature their movements in the site with a topological map. In addition, this map allows to understand the visitors needs (represented by products and services in each page of the site).
We have used a hierarchical clustering in order to optimize the number of classes. Concretely, this allows a recommending system to cluster some of products (or services) according to similar needs [9] .
