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Abstract
Let A = (an,k)n,k0 be a non-negative matrix. Denote by Lp,q(A) the supremum of those L satisfying
the following inequality:⎛
⎝ ∞∑
n=0
⎛
⎝ ∞∑
k=0
an,kxk
⎞
⎠
q⎞
⎠
1/q
 L
⎛
⎝ ∞∑
k=0
xk
p
⎞
⎠
1/p
(X ∈ p,X  0).
The purpose of this paper is to establish a Hardy-type formula for Lp,q(Hμ), where Hμ is a Hausdorff
matrix and 0 < q  p  1. A similar result is also established for Lp,q(H tμ) with −∞ < q  p < 0. As
a consequence, we apply them to Cesàro matrices, Hölder matrices, Gamma matrices, generalized Euler
matrices, and Hausdorff matrices with monotone rows. Our results fill up the gap which the work of Bennett
has not dealt with.
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1. Introduction
For p ∈ R \ {0}, let p denote the space of all complex sequences X = {xn}∞n=0 such that
‖X‖p :=
{∑∞
n=0 |xn|p
}1/p
< ∞. We write X  0 if xn  0 for all n. For p, q ∈ R \ {0}, the
lower bound involved here is the number Lp,q(A), which is defined as the supremum of those L
obeying the following inequality:{ ∞∑
n=0
( ∞∑
k=0
an,kxk
)q}1/q
 L
( ∞∑
k=0
xk
p
)1/p
(X ∈ p,X  0),
where A = (an,k)n,k0 is a non-negative matrix. Obviously,
Lp,q(A) = inf‖X‖p=1,X0 ‖AX‖q  sup‖X‖p=1,X0
‖AX‖q = ‖A‖p,q .
We are interested in the problem of finding the exact value of Lp,q(A) for the cases: A = Hμ
or A = H tμ, where dμ is a Borel probability measure on [0, 1], (·)t denotes the transpose of (·),
and Hμ = (hn,k)n,k0 is the Hausdorff matrix associated with dμ, defined by
hn,k =
⎧⎨
⎩
(
n
k
)∫ 1
0 θ
k(1 − θ)n−k dμ(θ) (n  k),
0 (n < k).
Clearly, hn,k =
(
n
k
)
n−kμk for n  k  0, where
μk =
∫ 1
0
θk dμ(θ) (k = 0, 1, . . .)
and μk = μk − μk+1.
The study of Lp,q(A) goes back to the work of Copson. In [6] (see also [7, Theorem 344]),
he proved that Lp,p(C(1)t) = p for 0 < p  1, where C(1) = (an,k)n,k0 is the Cesàro matrix
defined by
an,k =
{
1/(n + 1) if 0  k  n,
0 otherwise.
This result was extended by Bennett in many ways (cf. [1–4]). In particular, in [3, Theorem 7.18],
he proved that
Lp,p(H
t
μ) =
∫ 1
0
θ−1/p∗ dμ(θ) (0 < p  1), (1.1)
where 1/p + 1/p∗ = 1. According to [3, Proposition 7.9], (1.1) also gives
Lp,p(Hμ) =
∫ 1
0
θ−1/p dμ(θ) (−∞ < p < 0). (1.2)
This is a Hardy-type formula (cf. [4, Eq. (1.8)]). The difference between them is that (1.2) is for
Lp,p(Hμ), while Eq. (1.8) in [4] is for ‖Hμ‖p,p.
Recently, in [5], we proved that Lp,q(Hμ) = μ({1}) and Lp,q(H tμ) =
(
(μ({0}))q +
(μ({1}))q)1/q , where 1 < q  p ∞. The case 0 < q  1  p ∞ is also examined there. It
is clear that the exact values of Lp,p(Hμ) (0 < p < 1) and Lp,p(H tμ) (−∞ < p < 0) have not
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been found yet. In this paper, we shall fill up this gap. The details are described below. In Section
2, we prove that
Lp,q(Hμ) 
∫
(0,1]
θ−1/q dμ(θ) (0 < q  p  1) (1.3)
and
Lp,q(H
t
μ) 
∫
(0,1]
θ−1/p∗ dμ(θ) (−∞ < q  p < 0) (1.4)
(see Theorems 2.3 and 2.4). We also present sufficient conditions to ensure the validity of the
equality signs in (1.3) and (1.4). For instance, it is proved that (1.5) is a sufficient condition for
the equality sign of (1.3) in the case p = q:∫
(0,1]
θ−(1/p+) dμ(θ) < ∞ for some  > 0. (1.5)
It is also indicated that (1.5) with  = 0 fails to have such a property when p < 1. In Section 3,
we give applications to several special types of Hausdorff matrices, e.g., Cesàro matrices, Hölder
matrices, Gamma matrices, generalized Euler matrices, and Hausdorff matrices with monotone
rows. From Corollaries 3.3 and 3.5, we see that for 0 < q  1, there are many cases for which
0 < Lp,q(Hμ) < ∞. In contrast, we know that ‖Hμ‖p,q = ∞ for these cases. This displays the
significance of studying Lp,q(Hμ).
2. Main results
For α  0, let E(α) = (en,k(α))n,k0 denote the Euler matrix, defined by
en,k(α) =
⎧⎨
⎩
(
n
k
)
αk(1 − α)n−k (n  k),
0 (n < k)
(cf. [4, p. 410]). For  ⊂ (0, 1], we have∫

en,k(θ)dμ(θ) = μ() ×
∫ 1
0
en,k(θ)dν(θ),
where dν = χ
μ()dμ is a Borel probability measure on [0, 1] with ν({0}) = 0. Hence, the second
part of [3, Proposition 19.2] can be generalized in the following way.
Lemma 2.1. Let 0 < p  1, ⊆ [0, 1], and dμ be any Borel probability measure on [0, 1]. If
μ({0}) = 0 or  ⊂ (0, 1], then ∥∥{∫ en,k(θ)dμ(θ)}∞n=k∥∥p increases with k.
Lemma 2.1 and the following lemma play an important role in the proofs of (1.3) and its related
properties (see Theorem 2.3). A more precise estimate for Lp,p(E(α)) will be given in (3.4).
Lemma 2.2. Let 0 < p  1. Then Lp,p(E(α))  α−1/p for all 0 < α  1.
Proof. We have
∑∞
k=0 en,k(α) = 1 (n  0) and
∑∞
n=0 en,k(α) = α−1 (k  0). Applying [3,
Proposition 7.4] to the case that R = 1 and C = α−1, we infer that Lp,p(E(α))  α−1/p for
the case 0 < p < 1. For p = 1, it follows from the Fubini theorem that
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‖E(α)X‖1 =
∞∑
n=0
( ∞∑
k=0
en,k(α)xk
)
=
∞∑
k=0
( ∞∑
n=0
en,k(α)
)
xk
= α−1‖X‖1 (X  0),
which gives the desired inequality. This completes the proof. 
Now, we try to establish (1.3) and its related properties. For X  0, we have HμX =∫ 1
0 E(θ)X dμ(θ). Hence, Lemma 2.2 enables us to estimate the value of Lp,q(Hμ). Our result is
stated below.
Theorem 2.3. We have
Lp,q(Hμ) 
∫
(0,1]
θ−1/q dμ(θ) (0 < q  p  1). (2.1)
Moreover, the following assertions are true:
(i) For 0 < q < p  1, (2.1) is an equality if and only if μ({0}) + μ({1}) = 1 or the right side
of (2.1) is ∞.
(ii) For 0 < q = p  1, (2.1) is an equality if (2.2) is true:∫
(0,1]
θ−(1/p+) dμ(θ) < ∞ for some  > 0. (2.2)
(iii) Condition (2.2) can be removed from (ii) for the case p = 1.
Proof. Consider (2.1). Let X  0 with ‖X‖p = 1. Then ‖X‖q  ‖X‖p = 1. By applying Min-
kowski’s inequality and Lemma 2.2, we obtain
‖HμX‖q =
∥∥∥∥∥
∫ 1
0
E(θ)X dμ(θ)
∥∥∥∥∥
q

∫
(0,1]
‖E(θ)X‖q dμ(θ)

(∫
(0,1]
θ−1/q dμ(θ)
)
‖X‖q 
∫
(0,1]
θ−1/q dμ(θ).
This leads us to (2.1).
Next, consider (i). Obviously, (2.1) is an equality if its right side is ∞. For the case that
μ({0}) + μ({1}) = 1, we have
‖Hμe1‖q =
( ∞∑
n=0
h
q
n,1
)1/q
=
( ∞∑
n=1
((
n
1
)∫ 1
0
θ(1 − θ)n−1 dμ(θ)
)q)1/q
= μ({1}) =
∫
(0,1]
θ−1/q dμ(θ), (2.3)
where e1 = (0, 1, 0, . . .). This shows thatLp,q(Hμ) 
∫
(0,1] θ
−1/q dμ(θ), and consequently, (2.1)
is an equality. Let 0 < q < p  1. Assume that μ({0}) + μ({1}) /= 1 and ∫
(0,1] θ
−1/q dμ(θ) <
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∞. Thenμ((0, 1)) /= 0. Since 0 < q < 1,∑∞n=0(1 − θ)n < ∑∞n=0(1 − θ)nq for θ ∈ (0, 1), which
implies
∫
(0,1]
θ−1/q dμ(θ) =
∫
(0,1]
( ∞∑
n=0
(1 − θ)n
)1/q
dμ(θ)
<
∫
(0,1]
( ∞∑
n=0
(1 − θ)nq
)1/q
dμ(θ)

∥∥∥∥
{∫
(0,1]
(1 − θ)n dμ(θ)
}∞
n=0
∥∥∥∥
q
. (2.4)
The last inequality is based on Minkowski’s inequality. From (2.4), we can find 0 < β < 1 such
that ∫
(0,1]
θ−1/q dμ(θ) < β
∥∥∥∥
{∫
(0,1]
(1 − θ)n dμ(θ)
}∞
n=0
∥∥∥∥
q
. (2.5)
We claim that
Lp,q(Hμ)  min
(
β
q−p
q
∫
(0,1]
θ−1/q dμ(θ), β
∥∥∥∥
{∫
(0,1]
(1 − θ)n dμ(θ)
}∞
n=0
∥∥∥∥
q
)
. (2.6)
Let X  0 with ‖X‖p = 1. We divide the proof into two cases: xk0  β for some k0 or xk < β
for all k. For the first case, it follows from Lemma 2.1 that
‖HμX‖q  xk0
( ∞∑
n=0
h
q
n,k0
)1/q
 β
∥∥∥∥∥
{∫
(0,1]
en,k0(θ)dμ(θ)
}∞
n=k0
∥∥∥∥∥
q
 β
∥∥∥∥
{∫
(0,1]
en,0(θ)dμ(θ)
}∞
n=0
∥∥∥∥
q
= β
∥∥∥∥
{∫
(0,1]
(1 − θ)ndμ(θ)
}∞
n=0
∥∥∥∥
q
.
As for the second case, we havexqk  βq−px
p
k for all k. This implies
∑∞
k=0 x
q
k  βq−p
∑∞
k=0 x
p
k =
βq−p. By (2.1), we infer that
‖HμX‖q 
(∫
(0,1]
θ−1/q dμ(θ)
)
‖X‖q  β
q−p
q
∫
(0,1]
θ−1/q dμ(θ).
Hence, no matter which case occurs, ‖HμX‖q is always greater than or equal to the minimum
stated at the right side of (2.6). This leads us to (2.6). It is clear that β
q−p
q > 1. Putting (2.5) and
(2.6) together, we get (i).
Let e1 be defined as above. Then e1  0 and ‖e1‖1 = 1. Like (2.3), we have
‖Hμe1‖1 =
∞∑
n=1
hn,1 =
∫
(0,1]
∞∑
n=1
en,1(θ)dμ(θ) =
∫
(0,1]
θ−1 dμ(θ).
Hence, L1,1(Hμ) 
∫
(0,1] 1/θ dμ(θ). Combining this with (2.1), we obtain (iii). It remains to
prove (ii) for the case 0 < p < 1. By (2.1) and [3, Proposition 7.9], it suffices to show that
Lp∗,p∗(H tμ) 
∫
(0,1] θ
−1/p dμ(θ), where 1/p + 1/p∗ = 1. Assume that (2.2) holds for some
 > 0. Let ρ > 0 with 1/p < 1 + ρ < 1/p + . Set Xρ = {xρk }∞k=0 with
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x
ρ
k =
⎧⎨
⎩
(1 + ρ − 1/p)−1 if k = 0,(
k + ρ
k
)
otherwise.
By [9, vol. I, p. 77, Eq. (1.15)], xρk ∼ k
ρ
(1+ρ) as k → ∞. We have p∗ρ < p∗(1/p − 1) = −1, so
Xρ ∈ p∗ . We also have
(∑∞
m=1(x
ρ
m)
p∗
)1/p∗ /‖Xρ‖p∗ → 1 as ρ → −1 + 1/p. Replace ρ in
[3, p. 34] by −ρ. Then we see that
θ−ρ−1
θm
=
∞∑
k=m
(
k
m
)(
k + ρ
k
)
(
m + ρ
m
) (1 − θ)k−m (m  1),
which gives
∞∑
k=m
(
k
m
)
θm(1 − θ)k−m
(
k + ρ
k
)
=
⎧⎨
⎩θ
−ρ−1
(
m + ρ
m
)
if 0 < θ  1,
0 if θ = 0.
This implies
(H tμX
ρ)m = xρm
∫
(0,1]
θ−ρ−1 dμ(θ) (m  1). (2.7)
Note that 1/p∗ < 0. Thus, (2.7) leads us to
‖H tμXρ‖p∗ 
{ ∞∑
m=1
(H tμX
ρ)
p∗
m
}1/p∗
=
(∫
(0,1]
θ−ρ−1 dμ(θ)
)( ∞∑
m=1
(xρm)
p∗
)1/p∗
.
Making ρ → −1 + 1/p and using (2.2) forces
Lp∗,p∗(H
t
μ) lim inf
ρ→−1+1/p
‖H tμXρ‖p∗
‖Xρ‖p∗ = lim infρ→−1+1/p
‖H tμXρ‖p∗(∑∞
m=1(x
ρ
m)
p∗)1/p∗
 lim inf
ρ→−1+1/p
∫
(0,1]
θ−ρ−1 dμ(θ) =
∫
(0,1]
θ−1/p dμ(θ),
which is the desired inequality. This finishes the proof. 
Following [2, p. 392], we say that A is p 
→ q bounded below if Lp,q(A) > 0. From (2.1),
we see that for 0 < q  p  1, Hμ is p 
→ q bounded below for the case μ((0, 1]) /= 0, that
is, μ({0}) /= 1. Conversely, if μ({0}) = 1, then μ((0, 1]) = 0 and so hn,k = 0 for k  1. This
implies
Lp,q(Hμ) 
‖Hμe1‖q
‖e1‖p =
( ∞∑
n=1
h
q
n,1
)1/q
= 0,
where e1 = (0, 1, 0, . . .). Hence, Hμ is p 
→ q bounded below if and only if μ({0}) /= 1.
We remark that Theorem 2.3(ii) with p < 1 may be false if we relax (2.2) to the case  = 0.
A counterexample is given by the Hausdorff matrix Hμ with dμ defined by the rules:
μ(E) =
{
α−1(log n)−1/pn−(1+1/p) if E = {1/n} for some n > 1,
0 otherwise, (2.8)
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whereα = ∑∞n=2(log n)−1/pn−(1+1/p). Applying the integral test and the fact that (1 − 1/n)np →
e−p as n → ∞, we infer that
∞∑
n=0
h
p
n,0 = α−p
∞∑
n=0
( ∞∑
m=2
(1 − 1/m)n(log m)−1/pm−(1+1/p)
)p
 α−p
∞∑
n=2
( 2n∑
m=n
m−(1+1/p)
)p
(log 2n)−1(1 − 1/n)np
 α−ppp(21/p − 1)p
∞∑
n=2
(log 2n)−1(2n)−1(1 − 1/n)np = ∞. (2.9)
By Lemma 2.1,
∑∞
n=0 h
p
n,k 
∑∞
n=0 h
p
n,0 = ∞ for all k  0. This implies ‖HμX‖pp =∑∞
n=0
(∑∞
k=0 hn,kxk
)pxpk0
(∑∞
n=0 h
p
n,k0
)
= ∞ for allX  0 withxk0 /= 0. Hence,Lp,p(Hμ) =
∞. On the other hand,∫
(0,1]
θ−1/p dμ(θ) = α−1
∞∑
n=2
(log n)−1/pn−1 < ∞. (2.10)
Thus, Lp,p(Hμ) /=
∫
(0,1] θ
−1/p dμ(θ) and (2.2) with  = 0 holds.
For −∞ < q  p < 0, we have 0 < p∗  q∗ < 1, where 1/p + 1/p∗ = 1 and 1/q + 1/q∗ =
1. By [3, Proposition 7.9], Lp,q(H tμ) = Lq∗,p∗(Hμ). Putting this with Theorem 2.3, we get the
following result.
Theorem 2.4. Let 1/p + 1/p∗ = 1. Then
Lp,q(H
t
μ) 
∫
(0,1]
θ−1/p∗dμ(θ) (−∞ < q  p < 0). (2.11)
Moreover, the following assertions are true:
(i) For −∞ < q < p < 0, (2.11) is an equality if and only if μ({0}) + μ({1}) = 1 or the right
side of (2.11) is ∞.
(ii) For −∞ < q = p < 0, (2.11) is an equality if (2.12) is true:∫
(0,1]
θ−(1/p∗+) dμ(θ) < ∞ for some  > 0. (2.12)
With the help of (2.11), we can prove that for −∞ < q  p < 0, H tμ is p 
→ q bounded below
if and only if μ({0}) /= 1. The proof is left to the reader.
Like Theorem 2.3(ii), we indicate that Theorem 2.4(ii) cannot be relaxed to the case  = 0.
It can be proved by considering the Hausdorff matrix Hμ, where dμ is obtained from (2.8) by
making the following changes: p → p∗ and α → ∑∞n=2(log n)−1/p∗n−(1+1/p∗). To replace p in
(2.9) by p∗, we see that
∑∞
n=0 h
p∗
n,k = ∞ for all k  0. For ‖X‖p = 1 and X  0, by Hölder’s
inequality, we get
∞∑
n=0
hn,kxn  ‖X‖p
( ∞∑
n=0
h
p∗
n,k
)1/p∗
= ∞ (k  0).
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This implies ‖H tμX‖p = ∞. By definition, Lp,p(H tμ) = ∞. On the other hand, (2.10) with p∗
in the place of p holds. Thus, Lp,p(H tμ) /=
∫
(0,1] θ
−1/p∗ dμ(θ) and (2.12) with  = 0 holds.
3. Special cases
In the following, we present several special cases of Theorems 2.3 and 2.4. Let dμ(θ) =
α(1 − θ)α−1 dθ , where α > 0. Then Hμ reduces to the Cesàro matrix C(α) (see [4, p. 410]). For
0 < q  1, we have
∫
(0,1] θ
−1/q dμ(θ) = α ∫ 10 θ−1/q(1 − θ)α−1 dθ = ∞. Similarly, ∫(0,1] θ−1/p∗
dμ(θ) = ∞ for −∞ < p < 0. By (2.1) and (2.11), we get the following result.
Corollary 3.1. Let α > 0. Then Lp,q(C(α)) = ∞ for 0 < q  p  1 and Lp,q(C(α)t) = ∞ for
−∞ < q  p < 0.
Next, consider the case dμ(θ) = | log θ |α−1(α) dθ , where α > 0. For this case, Hμ reduces to
the Hölder matrix H(α) (see [4, p. 410]). We have ∫
(0,1] θ
−1/q dμ(θ) = ∞ for 0 < q  1 and∫
(0,1] θ
−1/p∗ dμ(θ) = ∞ for −∞ < p < 0. Hence, the following is a consequence of (2.1) and
(2.11).
Corollary 3.2. Let α > 0. Then Lp,q(H(α)) = ∞ for 0 < q  p  1 and Lp,q(H(α)t) = ∞
for −∞ < q  p < 0.
The third special case that we consider is dμ(θ) = αθα−1 dθ , where α > 0. Then Hμ becomes
the Gamma matrix (α) (see [4, p. 410]). We have∫
(0,1]
θ−1/q dμ(θ) = α
∫ 1
0
θ−1/q+α−1 dθ =
{∞ if α  1/q,
α
α−1/q if α > 1/q.
(3.1)
Moreover,∫
(0,1]
θ−(1/q+) dμ(θ) = α
∫ 1
0
θ−(1/q+)+α−1 dθ < ∞ ( < α − 1/q). (3.2)
By Theorem 2.3, we get the following corollary.
Corollary 3.3. Let α > 0 and 0 < q  p  1. Then
Lp,q((α)) =
{∞ if α  1/q,
α
α−1/q if p = q and α > 1/q.
Replace q in (3.1) and (3.2) by p∗. Then Theorem 2.4 gives the following consequence.
Corollary 3.4. Let α > 0, −∞ < q  p < 0, and 1/p + 1/p∗ = 1. Then
Lp,q((α)
t) =
{∞ if α  1/p∗,
α
α−1/p∗ if p = q and α > 1/p∗.
The fourth case that we present is dμ = ∑∞k=0 bkδαk , where 0 = α0 < α1 < · · ·  1, 0  bk 
1 for all k  0, and
∑∞
k=0 bk = 1. The sequences {αk} and {bk} are allowed to be finite sequences.
We know that the matrix Hμ reduces to the generalized Euler matrix E(αk; bk) (see [5]). We have
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∫
(0,1]
θ−(1/q+) dμ(θ) =
∞∑
k=1
α
−(1/q+)
k bk 
(
sup
k1
α
−(1/q+)
k
) ∞∑
k=1
bk < ∞, (3.3)
where 0 < q  1 and   0. Applying Theorem 2.3 to this case, we obtain Corollary 3.5(i) and
the corresponding part in (iii). For (ii) and the related property in (iii), it follows from Theorem
2.4 by replacing q in (3.3) by p∗.
Corollary 3.5. Let 1/p + 1/p∗ = 1 and {αk}∞k=0, {bk}∞k=0 be defined as above.Then the following
are true:
(i) Lp,q(E(αk; bk)) ∑∞k=1 α−1/qk bk (0 < q  p  1).
(ii) Lp,q(E(αk; bk)t) ∑∞k=1 α−1/p∗k bk (−∞ < q  p < 0).
(iii) Inequalities (i) and (ii) become equalities for p = q.
The matrix E(α) corresponds to the special case αk0 = α and bk0 = 1 of E(αk; bk), where{αk} = {α0, α1, . . . , αk0} and {bk} = {b0, b1, . . . , bk0}. Here k0 = 0 for α = 0 and k0 = 1 for
0 < α  1. Hence, Lemma 2.2 is a special case of Corollary 3.5. In fact, by Corollary 3.5(iii), we
have
Lp,p(E(α)) =
{
α−1/p if 0 < α  1,
0 if α = 0, (3.4)
where 0 < p  1; and
Lp,p(E(α)
t) =
{
α−1/p∗ if 0 < α  1,
0 if α = 0,
where −∞ < p < 0.
The last application which we give is concerned with the value distribution problem of
Lp,q(Hμ), where the rows ofHμ are increasing or decreasing. The same problem forLp,p(H tμ)has
been investigated in [4, Propositions 5.12 and 6.10]. We say thatHμ is row increasing (respectively,
row decreasing) if hn,k  hn,k+1 (respectively, hn,k  hn,k+1) for all n > k  0. With the help
of Theorems 2.3 and 2.4, we get the following two results.
Corollary 3.6. Let 0 < q  p  1.
(i) If the rows of Hμ are decreasing, then Lp,q(Hμ) < ∞ if and only if μ({0}) = 1. In this
case, Lp,q(Hμ) = 0 and
Hμ =
⎛
⎜⎜⎜⎝
1 0 0 · · ·
1 0 0 · · ·
1 0 0 · · ·
...
...
...
.
.
.
⎞
⎟⎟⎟⎠ . (3.5)
(ii) If the rows of Hμ are increasing, then Lp,q(Hμ)  1. Moreover, the lower bound is best
possible, and there is equality only when μ({1}) = 1.
Proof. Consider the caseμ({0}) = 1. By definition,Hμ is of the form (3.5). We have‖Hμe1‖q = 0,
where e1 = (0, 1, 0, . . .). Hence, Lp,q(Hμ) = 0. Assume that μ({0}) /= 1 and Hμ has
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decreasing rows. Using [4, Proposition 5.12], there exists a Borel probability measure dν such
that Hμ = HνC(1). This leads us to∫
(0,1]
θ dμ(θ) = h1,1 = 12 h˜1,1 =
1
2
(∫
(0,1]
θ dν(θ)
)
, (3.6)
where Hμ = (hn,k)n,k0 and Hν = (h˜n,k)n,k0. Since μ((0, 1]) /= 0, by (3.6), ν((0, 1]) /= 0. This
leads us to
∫
(0,1] θ
−1/q dν(θ) /= 0. Therefore, by (2.1) and Corollary 3.1,
‖HμX‖q = ‖HνC(1)X‖q 
(∫
(0,1]
θ−1/q dν(θ)
)
‖C(1)X‖p

(∫
(0,1]
θ−1/q dν(θ)
)
Lp,p(C(1))‖X‖p = ∞
for all ‖X‖p = 1 with X  0. This shows Lp,q(Hμ) = ∞, and consequently, (i) holds. Next,
consider (ii). In this case, the rows of Hμ are increasing, so μ({0})  hn,0  hn,1 for all n  1.
On the other hand, it follows from Lebesgue’s dominated convergence theorem that
lim
n→∞ hn,1 = limn→∞
∫ 1
0
(
n
1
)
θ(1 − θ)n−1 dμ(θ) =
∫ 1
0
lim
n→∞
(
n
1
)
θ(1 − θ)n−1 dμ(θ) = 0.
Hence, μ({0}) = 0, and consequently, μ((0, 1]) = 1. By (2.1), we get
Lp,q(Hμ) 
∫
(0,1]
θ−1/q dμ(θ)  μ((0, 1]) = 1. (3.7)
Consider the special case dμ = αθα−1 dθ with α  1. In this case, Hμ = (α) and for k < n,
we have
hn,k
hn,k+1
=
(
n
k
)∫ 1
0 θ
k+α−1(1 − θ)n−k dθ(
n
k + 1
)∫ 1
0 θ
k+α(1 − θ)n−k−1 dθ
= k + 1
n − k ×
B(k + α, n − k + 1)
B(k + α + 1, n − k)
= k + 1
n − k ×
(k + α)(n − k + 1)
(k + α + 1)(n − k) =
k + 1
k + α  1,
where B(x, y) denotes the beta function defined in [8, p. 193]. This shows that the rows of Hμ
are increasing. By Corollary 3.3, we know that α ∈ [1/p,∞) 
→ Lp,p((α)) is a one-to-one
function and maps [1/p,∞) onto (1,∞]. Hence, 1 is the best possible lower bound in (ii). From
(3.7), we further infer that Lp,q(Hμ) = 1 only when μ({1}) = 1. This completes the proof. 
We have Lp,q(H tμ) = Lq∗,p∗(Hμ). Hence, the conclusions of Corollary 3.6 can be transformed
into the following form.
Corollary 3.7. Let −∞ < q  p < 0.
(i) If the rows of Hμ are decreasing, then Lp,q(H tμ) < ∞ if and only if μ({0}) = 1. In this
case, Lp,q(H
t
μ) = 0 and Hμ is of the form (3.5).
(ii) If the rows of Hμ are increasing, then Lp,q(H tμ)  1. Moreover, the lower bound is best
possible, and there is equality only when μ({1}) = 1.
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