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We deﬁne the notion of action of an L∞-algebra g on a graded manifold M, and show
that such an action corresponds to a homological vector ﬁeld on g[1] ×M of a speciﬁc
form. This generalizes the correspondence between Lie algebra actions on manifolds and
transformation Lie algebroids. In particular, we consider actions of g on a second L∞-
algebra, leading to a notion of “semidirect product” of L∞-algebras more general than those
we found in the literature.
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1. Introduction
Given a Lie algebra g and a manifold M , an inﬁnitesimal action of g on M can be encoded by a transformation Lie algebroid
structure on the vector bundle g× M over M . Whereas the deﬁnition of the action involves the inﬁnite-dimensional space
of vector ﬁelds on M , the transformation Lie algebroid is a ﬁnite-dimensional object. Transformation Lie algebroid structures
on g× M are characterized by the property that the projection g× M → g is a Lie algebroid morphism.
In this note we extend this result by passing from ordinary geometry to the setting of graded geometry. That is, given
an L∞-algebra g and a graded manifold M, we deﬁne the notion of L∞-action of g on M (Deﬁnition 4.3). We show that
such an action can be encoded by a homological vector ﬁeld on g[1] ×M, and that the homological vector ﬁelds arising
in this way are characterized by the property that the projection map g[1] ×M→ g[1] is a Q -manifold morphism (see
Theorem 4.4). In other words, g×M becomes a transformation L∞-algebroid overM.
The zero component of the L∞-action amounts to a homological vector ﬁeld QM , giving M the structure of a Q -
manifold. On the other hand, if M is already a Q -manifold, then we may consider L∞-actions whose zero component
agrees with the ﬁxed homological vector ﬁeld onM.
Our main example is the case where M is the Q -manifold associated to another L∞-algebra h. In this case, transfor-
mation L∞-algebroids are just L∞-algebra extensions of g by h. Special cases include L∞-modules, representations up to
homotopy, and the “adjoint representation” of an L∞-algebra (Section 6).
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is a degree 1 NQ -manifold, which is equivalent to a Lie algebroid.
One possible application of this work is the integration of certain Q -manifold extensions, as follows. Given an L∞-
algebra g and a graded manifoldM, by Theorem 4.4, any Q -manifold structure on g[1] ×M projecting to the one on g[1]
arises from an L∞-action of g onM. In some cases this action can be integrated, and the integrated action can be used to
construct the integration of the Q -manifold g[1] ×M. This integration procedure has been worked out by Sheng and Zhu
in [21,22] when g is Lie algebra,M is a 2-term complex of vector spaces, and the L∞-action is linear (a representation up
to homotopy). It would be particularly interesting to apply this procedure to integrate extensions of L∞-algebras.
We expect our results to hold more generally when g[1] is replaced by an arbitrary Q -manifold. Such a result would be
relevant to the integration of Courant algebroids [13,17,23].
Conventions. Multibrackets of L∞-algebras are always denoted by [. . .]k . They are graded skew-symmetric, of degree 2− k.
Multibrackets of L∞[1]-algebras are denoted by {. . .}k . They are graded symmetric, of degree one.
2. Review: L∞-algebras as Q -manifolds
In this section we review L∞-algebras and their description in terms of Q -manifolds ([12], [20, §1.1]).
Let V = ⊕n∈Z Vn be a graded vector space. Letting T V :=
⊕
i0 T
i V = R ⊕ V ⊕ (V ⊗ V ) ⊕ · · · be the tensor algebra
over V , we deﬁne the graded symmetric algebra over V as
SV := T V /〈v ⊗ v ′ − (−1)|v||v ′ |v ′ ⊗ v〉,
where |v| denotes the degree of a homogeneous element v ∈ V . Similarly, the graded skew-symmetric algebra over V is
deﬁned as
∧V := T V /〈v ⊗ v ′ + (−1)|v||v ′ |v ′ ⊗ v〉.
We introduce the notation S+V :=⊕i1 Si V and ∧+V :=
⊕
i1 ∧i V .
For j  1, let S j denote the permutation group in j letters. For any homogeneous elements v1, . . . , v j ∈ V and τ ∈ S j ,
the Koszul signs (τ ) and χ(τ ) are deﬁned by the equations
vτ1 · · · vτ j = (τ )v1 · · · v j
and
vτ1 ∧ · · · ∧ vτ j = χ(τ )v1 ∧ · · · ∧ v j,
where the products are taken in SV and ∧V respectively. The two signs are related by the equation χ(τ ) = sgn(τ )(τ ). We
stress that (τ ) and χ(τ ) depend on the vi in addition to τ , although the notation does not make this dependence explicit.
Recall that τ ∈ Sn is called an (i,n− i)-unshuﬄe if it satisﬁes the inequalities τ (1) < · · · < τ(i) and τ (i + 1) < · · · < τ(n).
The set of (i,n − i)-unshuﬄes is denoted by Sh(i,n − i). Following [12, Def. 2.1]1 and [10, Def. 5], we make the following
deﬁnitions.
Deﬁnition 2.1. An L∞-algebra is a graded vector space V equipped with a collection of linear maps [. . .]k : ∧kV → V of
degree 2− k, for k 1, such that
n∑
i=1
(−1)i(n−i)
∑
τ∈Sh(i,n−i)
χ(τ )
[[vτ (1), . . . , vτ (i)]i, vτ (i+1), . . . , vτ (n)
]
n−i+1 = 0
for every collection of homogeneous elements v1, . . . , vn ∈ V .
Deﬁnition 2.2. An L∞[1]-algebra2 is a graded vector space V equipped with a collection of linear maps {. . .}k : SkV → V of
degree 1, for k 1, such that
n∑
i=1
∑
τ∈Sh(i,n−i)
(τ )
{{vτ (1), . . . , vτ (i)}i, vτ (i+1), . . . , vτ (n)
}
n−i+1 = 0
for every collection of homogeneous elements v1, . . . , vn ∈ V .
1 In [12], the multi-brackets have degree k − 2, instead of 2− k. They are related to ours by simply inverting the grading of the graded vector space V .
2 The name “L∞[1]-algebra” is borrowed from [20].
578 R.A. Mehta, M. Zambon / Differential Geometry and its Applications 30 (2012) 576–587There is a bijection [25, Rem. 2.1] between L∞-algebra structures on a graded vector space V and L∞[1]-algebra struc-
tures on V [1], the graded vector space deﬁned by (V [1])i := Vi+1. The multibrackets are related by the décalage isomorphism
(∧nV )[n] ∼= Sn(V [1]), v1 · · · vn → v1 · · · vn · (−1)(n−1)|v1|+···+2|vn−2|+|vn−1|. (1)
We refer to an L∞[1]-algebra structure as a Lie[1] algebra when only {. . .}2 is non-trivial, and we use the terminology
DGL[1]-algebra when only {. . .}1 and {. . .}2 are non-trivial.
We provide the notion of L∞[1]-algebra morphism ([10, Def. 6], [20, Def. 1.7]) only in a special case.
Deﬁnition 2.3. Let V be an L∞[1]-algebra with multibrackets {. . .}, and let W be a DGL[1]-algebra with brackets d and {·,·}.
An L∞[1]-algebra morphism from V to W , denoted V W , is a degree 0 linear map φ : S+V → W such that for all n 1
n∑
i=1
∑
τ∈Sh(i,n−i)
(τ )φn−i+1
({vτ (1), . . . , vτ (i)}i, vτ (i+1), . . . , vτ (n)
)
= dφn(v1, . . . , vn)+ 1
2
n−1∑
j=1
∑
τ∈Sh( j,n− j)
(τ )
{
φ j(vτ (1), . . . , vτ ( j)), φn− j(vτ ( j+1), . . . , vτ (n))
}
(2)
for every collection of homogeneous elements v1, . . . , vn ∈ V .
In the setting of the above deﬁnition, a curved L∞[1]-algebra morphism V  W consists of a degree 0 linear map
φ : SV → W satisfying, for n  0, a variant of (2) where the index j on the right side of the equation runs from 0 to n.
A key point is that non-trivially curved morphisms exist even though we are not considering L∞[1]-algebras equipped with
0-brackets.
Remark 2.4. If φ : SV → W is a degree 0 linear map, then the zero component φ0 : R → W0 gives rise to an element
φ0(1) ∈ W0, which by abuse of notation we denote by φ0. The curved variant of (2) for n = 0 then reads 0 = dφ0+ 12 {φ0, φ0}.
In other words, if φ is a curved L∞[1]-algebra morphism, then φ0 is a Maurer–Cartan element of W .
The notion of (curved) L∞-algebra morphism into a DGLA corresponds to Deﬁnition 2.3 (and the following paragraph)
via the décalage isomorphism (1).
The following fact, whose proof follows easily from the above, is implicit in [11]:
Lemma 2.5. Let V be an L∞[1]-algebra, let (W , {·,·}) be a Lie[1] algebra, and let φ : SV → W be a degree zero linear map. Then φ is
a curved L∞[1]-algebra morphism from V to W if and only if {φ0, φ0} = 0 and φ+ :=∑i1 φi is an L∞[1]-algebra morphism from
V to the DGL[1]-algebra (W , {φ0, ·}, {·,·}).
Now we turn to the supergeometric description of L∞-algebras.
Deﬁnition 2.6. A Q -manifold is a graded manifold (see, for example, [4,18]) equipped with a homological vector ﬁeld, that
is, a degree 1 vector ﬁeld Q such that Q 2 = 12 [Q , Q ] = 0.
Given a ﬁnite-dimensional graded vector space V , there is a bijection between L∞[1]-algebra structures on V and formal
homological vector ﬁelds Q on V vanishing at the origin. (The modiﬁer “formal” refers to the fact that Q is a derivation
of the formal power series on V .) The correspondence is given by Voronov’s higher derived bracket construction [25, Ex. 4.1].
Speciﬁcally, the L∞[1]-multibrackets induced by a formal homological vector ﬁeld Q are deﬁned by
{v1, . . . , vn}n =
[[[Q , ιv1 ], . . .
]
, ιvn
]∣∣
0. (3)
Here “|0” denotes evaluation at the origin in V , and ιv is the (formal) vector ﬁeld that acts on linear functions ξ ∈ V ∗ by
〈v, ξ〉.
3. An alternative characterization of L∞-morphisms
The goal of this section is to obtain a useful formula characterizing curved L∞[1]-morphisms U  V in the case where
U is ﬁnite-dimensional (but otherwise has an arbitrary L∞[1]-algebra structure) and where V is a Lie[1] algebra (but is
possibly inﬁnite-dimensional). At ﬁrst, this may seem like a peculiar set of assumptions, but we will see in Section 4 that
this setting is exactly the one that arises in the context of actions on graded manifolds.
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Denote by Sˆ(U∗) the algebra of formal power series on U . We may consider elements of Sˆ(U∗) ⊗ V to be V -valued formal
power series on U .
Let Hom(SU , V ) denote the graded vector space of linear (not necessarily degree-preserving) maps from SU to V . To
any X ∈ Sˆ(U∗)⊗ V , we may associate an element φX ∈ Hom(SU , V ), given by
φX (e1 · · · en) =
[[
. . . [X, ιe1 ], . . .
]
, ιen
]∣∣
0 (4)
for ei ∈ U , where 0 denotes the origin in U . By deﬁnition, the brackets on the right side of (4) are given by [X, ιe] =
−(−1)|X ||e|ιe X . (One should think of this bracket as the Lie bracket of vector ﬁelds on the graded manifold U × V .)
Lemma 3.1. The map φ : X → φX is a degree-preserving isomorphism from Sˆ(U∗)⊗ V to Hom(SU , V ).
Proof. We ﬁrst observe that φ is the direct product of maps φk : Sk(U∗) ⊗ V → Hom(SkU , V ), so it suﬃces to prove that
each φk is an isomorphism. Next, consider the case V = R. In this case, it is fairly easy to see (for example, in terms of a
basis) that φ induces isomorphisms from Sk(U∗) to Hom(SkU ,R) = (SkU )∗ .
Returning to the general case, we can identify Hom(SkU , V ) with (SkU )∗ ⊗ V in the obvious way. The result then follows
from right-exactness of the tensor product. 
Now suppose that V is equipped with a Lie[1] algebra structure, with binary bracket {·,·}V . Then we may extend the
bracket to Sˆ(U∗)⊗ V by graded linearity:
{
f ⊗ v, f ′ ⊗ v ′}V = (−1)| f
′||v| f f ′ ⊗ {v, v ′}V . (5)
The relationship between the operation (5) and the map φ is described by the following lemma, which can be proven
directly for X = f ⊗ v .
Lemma 3.2. The following equation holds for all X, X ′ ∈ Sˆ(U∗)⊗ V and ei ∈ U :
φ{X,X ′}V (e1 · · · en) =
n∑
j=0
∑
τ∈Sh( j,n− j)
(τ )(−1)|X ′|(|eτ (1)|+···+|eτ ( j)|){φX (eτ (1) · · · eτ ( j)), φX ′(eτ ( j+1) · · · eτ (n))
}
V .
Suppose further that U is equipped with an arbitrary L∞[1]-algebra structure, for which the corresponding homological
vector ﬁeld is QU . For any degree 0 element X ∈ Sˆ(U∗) ⊗ V , we may ask whether φX ∈ Hom(SU , V ) is a curved L∞[1]-
algebra morphism. The following statement expresses this property directly in terms of X .
Proposition 3.3. Let U be a ﬁnite-dimensional L∞[1]-algebra, V a Lie[1] algebra, and X ∈ Sˆ(U∗) ⊗ V of degree zero. Then φX is a
curved L∞[1]-algebra morphism U  V if and only if
Q U (X) = 1
2
{X, X}V .
Here, the left side is deﬁned by QU ( f ⊗ v) = QU ( f )⊗ v.
Proof. In this case, the curved variant of (2) reduces to
n∑
i=0
∑
τ∈Sh(i,n−i)
(τ )φX
({eτ (1), . . . , eτ (i)}eτ (i+1) · · · eτ (n)
)
= 1
2
n∑
j=0
∑
τ∈Sh( j,n− j)
(τ )
{
φX (eτ (1) · · · eτ ( j)), φX (eτ ( j+1) · · · eτ (n))
}
V (6)
for all n  0 and e1, . . . , en ∈ U . Since X is of degree 0, Lemma 3.2 implies that the right side of (6) is equal to
1
2φ{X,X}V (e1 · · · en).
On the other hand, by repeatedly applying the Jacobi identity and using the fact that X is of degree 0, we have that
φQU (X)(e1 · · · en) =
[[
. . .
[[QU , X], ιe1
]
. . .
]
, ιen
]∣∣
0
=
n∑ ∑
(τ )
[[[
. . . [QU , ιeτ (1) ] . . .
]
, ιeτ (i)
]
,
[[
. . . [X, ιeτ (i+1) ] . . .
]
, ιeτ (n)
]]∣∣
0.i=0 τ∈Sh(r,n−i)
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(recall that |0 denotes evaluation at the origin in U ). Therefore, (6) holds for all ei ∈ U if and only if φQU (X) = 12φ{X,X}V . The
result then follows from Lemma 3.1. 
4. L∞-actions on graded manifolds
Let M be a graded manifold, and let U be a ﬁnite-dimensional graded vector space. We consider the algebra Sˆ(U∗) ⊗
C(M) of functions on U ×M that are formal in U and smooth in M. Slightly abusing notation, we simply refer to this
algebra as C(U ×M). Similarly, we use X(U ×M) to refer to the space of vector ﬁelds that are formal in U and smooth
inM.
Lemma 4.1. LetM be a graded manifold, and let U be a ﬁnite-dimensional graded vector space. The following are in one-to-one
correspondence:
(1) degree 1 elements X of X(U ×M) that are annihilated by the projection onto U ,
(2) degree-preserving maps φX : SU →X(M)[1], and
(3) ( formal in U ) graded manifold morphisms ηX : U ×M→ T [1]M that cover the identity map onM.
Proof. (1) ⇔ (2) The subspace of X(U ×M) consisting of vector ﬁelds that are annihilated by the projection onto U can be
naturally identiﬁed with Sˆ(U∗)⊗X(M). The isomorphism of Lemma 3.1 (with V =X(M)[1]) provides a bijection between
Hom(SU ,X(M)[1]) and Sˆ(U∗) ⊗ X(M)[1]. In particular, a degree-preserving map from SU to X(M)[1] corresponds to a
degree 0 element of Sˆ(U∗)⊗X(M)[1], which in turn corresponds to a degree 1 element of Sˆ(U∗)⊗X(M).
(1) ⇔ (3) Given a degree 0 element X ∈ Sˆ(U∗)⊗X(M)[1], deﬁne a map ηX : U ×M→ T [1]M by taking η∗X : Ω(M) →
C(U ×M) to be the unique algebra morphism such that η∗Xα = 〈X,α〉 for all α ∈ Ω1(M) (recall that Ω(M) = C(T [1]M)).
Since η∗X f = f for f ∈ Ω0(M), we see that ηX covers the identity map onM. Conversely, one can see that any map from
U ×M to T [1]M, formal in U and covering the identity map onM, is of the form ηX for some X ∈ Sˆ(U∗) ⊗X(M)[1] of
degree 0. 
The space X(M) of vector ﬁelds on M is a graded Lie algebra, so X(M)[1] is a Lie[1] algebra with bracket {P , R} =
(−1)|P |[P , R], where |P | denotes the degree of P in X(M). The sign in this formula arises from the décalage isomorphism.
Now, suppose that U has the structure of an L∞[1]-algebra, with homological vector ﬁeld QU . Then we may also view
QU as a (horizontal) homological vector ﬁeld on U ×M. The shifted tangent bundle T [1]M is also a Q -manifold, where
the homological vector ﬁeld is the de Rham operator d.
For any degree 1 element X ∈ Sˆ(U∗) ⊗X(M) ⊆ X(U ×M), let φX ∈ Hom(SU ,X(M)[1]) and ηX : U ×M→ T [1]M be
the corresponding objects as given by Lemma 4.1.
Theorem 4.2. LetM be a graded manifold, and let U be a ﬁnite-dimensional L∞[1]-algebra, with homological vector ﬁeld QU . Let
X ∈ Sˆ(U∗)⊗X(M) be of degree 1. The following statements are equivalent:
(1) Q tot := X + QU is a homological vector ﬁeld on U ×M.
(2) φX is a curved L∞[1]-algebra morphism U X(M)[1].
(3) Q tot is ηX -related to d.
Proof. (1) ⇔ (2) Proposition 3.3 (with V = X(M)[1]) says that φX is a curved L∞[1]-algebra morphism if and only if
QU (X) = 12 {X, X} = − 12 [X, X], where in the last step we have used the décalage isomorphism to view X as a degree 1
vector ﬁeld. Using the assumption Q 2U = 0 and the identity 12 [X, X] = X2, we see that (X + QU )2 = 0 if and only if QU (X) =
− 12 [X, X].
(1) ⇔ (3) To prove that Q tot is ηX -related to d, it suﬃces (since Ω(M) is locally generated by functions and exact
1-forms) to check that
Q tot
(
η∗X f
)= η∗X df and Q tot
(
η∗X (df )
)= η∗X d(df )
for all f ∈ Ω0(M). The former equation holds automatically by the deﬁnition of ηX . In the latter equation, the right side
obviously vanishes, and the left side equals Q 2tot(η
∗
X f ) = Q 2tot( f ). Since Q 2tot automatically annihilates functions of U , we
conclude that Q 2tot = 0 if and only if Q tot is ηX -related to d. 
Deﬁnition 4.3. Let g be a ﬁnite-dimensional L∞-algebra, and let M be a graded manifold. An L∞-action of g on M is a
curved L∞-algebra morphism gX(M).
The following is a direct application of Theorem 4.2.
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between
(1) L∞-actions of g onM,
(2) homological vector ﬁelds on g[1] ×M for which the projection map g[1] ×M→ g[1] is a Q -manifold morphism.
Explicitly, an L∞-action is an element of Hom(∧g,X(M)) ∼= Hom(S(g[1]),X(M)[1]); writing φX for the latter, where X ∈
S(g[1]∗)⊗X(M), the corresponding homological vector ﬁeld is Q tot := X + Qg[1] .
Remark 4.5. Given an L∞-action of g on M, one can geometrically interpret the associated homological vector ﬁeld on
g[1] ×M as giving the structure of a “transformation L∞-algebroid.” Indeed, in the case where g is an ordinary Lie algebra
and M is an ordinary manifold, this construction reduces (up to a degree shift) to that of the usual transformation Lie
algebroid. More precisely, if g → X(M) is a Lie algebra morphism, one can form the transformation Lie algebroid g × M
over M . The homological vector ﬁeld on g[1] × M encoding the Lie algebroid structure is exactly Q tot: the summand X
encodes the anchor map, while Qg[1] encodes the Lie algebroid bracket. The anchor map g × M → TM is a Lie algebroid
morphism, corresponding to the map g[1] × M → T [1]M , which by Theorem 4.2(3) preserves the homological vector ﬁelds.
From Lemma 2.5, we see that, given an L∞-action of g on M, the zero component of φX corresponds to a homological
vector ﬁeld QM on M, and the higher components of φX then give a (noncurved) L∞[1]-algebra morphism from g to
the DGL[1]-algebra (X(M)[1], {QM, ·}, {·,·}). Equivalently, the zero component of the L∞-action is QM and its higher
components give a (noncurved) L∞-algebra morphism from g to the DGLA (X(M),−[QM, ·], [·,·]). (The minus sign comes
from the décalage isomorphism.) In many situations,M already comes equipped with a homological vector ﬁeld, motivating
the following deﬁnition.
Deﬁnition 4.6. Let g be a ﬁnite-dimensional L∞-algebra, and let (M, QM) be a Q -manifold. An L∞-action of g on M is
compatible with QM if the zero component of φX corresponds to QM .
The appropriate analogue of Theorem 4.4 in this context is as follows:
Theorem 4.7. Let g be a ﬁnite-dimensional L∞-algebra, and let (M, QM) be a Q -manifold. There is a one-to-one correspondence
between
(1) L∞-actions of g onM compatible with QM ,
(2) homological vector ﬁelds on g[1] ×M for which
(M, QM) →
(
g[1] ×M, Q tot
)→ (g[1], Qg[1]
)
(7)
is a sequence of Q -manifold morphisms.
5. Equivalences
Let g be a ﬁnite-dimensional L∞-algebra and letM be a graded manifold. We use the notation of Theorem 4.4.
Consider the DGLA (X(g[1] ×M), [Qg[1], ·], [·,·]). The Maurer–Cartan equation for a degree 1 element X in this DGLA
reads [Qg[1], X] + 12 [X, X] = 0, so it is equivalent to X + Qg[1] being a homological vector ﬁeld on g[1] ×M. In view of
Theorem 4.4, therefore, L∞-actions of g on M are in bijection with Maurer–Cartan elements X of the above DGLA which
are annihilated by the projection g[1] ×M→ g[1].
Any nilpotent3 element λ of degree 0 in the DGLA acts on the set of Maurer–Cartan elements [7, §1], mapping a Maurer–
Cartan element X to
Xλ := eadλ X + 1− e
adλ
adλ
[Qg[1], λ] = eadλ (X + Qg[1])− Qg[1]. (8)
Notice that the action of nilpotent λ’s lying in (Sˆ(g[1]∗) ⊗ X(M))0 preserves the set of Maurer–Cartan elements that are
annihilated under the projection g[1] ×M→ g[1], generating an equivalence relation there.
Deﬁnition 5.1. Two L∞-actions of g on M are equivalent if the corresponding Maurer–Cartan elements are equivalent by
the action of nilpotent elements λ ∈ (Sˆ(g[1]∗)⊗X(M))0.
3 This means that for every element of the DGLA there is a power of adλ = [λ, ·] annihilating it.
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Proof. Consider an L∞-action, with corresponding Maurer–Cartan element X (so the associated homological vector ﬁeld is
X + Qg[1]). For any nilpotent elements λ ∈ (Sˆ(g[1]∗)⊗X(M))0, we have by (8) that
Xλ + Qg[1] = eadλ (X + Qg[1]).
In other words, the two homological vector ﬁelds are related by the diffeomorphism of the graded manifold g[1] ×M
obtained by exponentiating the degree 0 vector ﬁeld λ. 
In practice,M often comes equipped with a ﬁxed homological vector ﬁeld QM (see Deﬁnition 4.6). If λ is any degree 0
element of Sˆ+(g[1]∗) ⊗ X(M), one can show that eadλ always converges4 (Sˆ+ is deﬁned analogously to the way S+ is
deﬁned in Section 2). Furthermore, as such a λ vanishes on {0}×M, its action preserves the set of Maurer–Cartan elements
whose restriction to {0} ×M agrees with QM . Hence we deﬁne:
Deﬁnition 5.3. Two L∞-actions of g onM compatible with QM are equivalent if the corresponding Maurer–Cartan elements
are equivalent by the action of elements λ ∈ (Sˆ+(g[1]∗)⊗X(M))0.
From Proposition 5.2 we immediately obtain:
Proposition 5.4. Compatible L∞-actions of g onM which are equivalent induce Q -manifold structures on g[1] ×M which are
isomorphic by isomorphisms that commute with the maps appearing in (7).
6. Extensions of L∞-algebras
Let g and h be ﬁnite-dimensional L∞-algebras. Following Deﬁnition 4.6, we may consider formal L∞-actions of g on h[1]
that are compatible with the homological vector ﬁeld Qh[1] . By formal L∞-actions, we mean curved L∞-algebra morphisms
from g to the graded Lie algebra of formal vector ﬁelds on h[1].
The following proposition is an application of Theorem 4.7, which also holds in the setting of formal actions and formal
vector ﬁelds. Notice that Q tot there vanishes at the origin, since the map h[1] → g[1] × h[1] is a Q -manifold morphism.
Proposition 6.1. There is a one-to-one correspondence between
(1) compatible formal L∞-actions of g on h[1], and
(2) L∞-algebra extensions5 h→ g× h→ g.
Remark 6.2. Given a compatible formal L∞-action of g on h[1] with associated L∞[1]-algebra morphism φ : g[1] 
X(h[1])[1], we may explicitly describe the corresponding multibrackets on g[1] × h[1] as follows. For ei ∈ g[1], the g[1]
component of {e1, . . . , en} coincides with the g[1]-multibracket. The h[1] component is φ(e1 · · · en)|0.
In the case of mixed entries, we have
{e1, . . . , en, f1, . . . , fk} =
[[
. . .
[
φ(e1 · · · en), ι f1
]
, . . .
]
, ι fk
]∣∣
0 ∈ h[1] (9)
for ei ∈ g[1], f j ∈ h[1], and k > 0. Because of the compatibility condition φ0 = Qh[1] , Eq. (9) reduces to the multibrackets for
h[1] when n = 0 (cf. (3)).
Notice that g[1] is an L∞[1]-subalgebra of g[1] × h[1] if and only if φ takes values in vector ﬁelds on h[1] vanishing at
the origin.
Deﬁnition 6.3. Let g and h be ﬁnite-dimensional L∞-algebras equipped with a compatible formal L∞-action φ of g on h[1].
The associated L∞-algebra structure on g× h is the extension of g by h via φ, denoted g h. We say that this extension is
a semidirect product when g[1] × {0} is an L∞[1]-subalgebra.
Notice that equivalent compatible actions deliver extensions which are L∞-isomorphic, by Proposition 5.4.
The notion of extension of L∞-algebras was introduced in terms of coderivations by Baez and Frégier [5], who use
semidirect products and cocycles in the L∞-category to construct such extensions.
4 The idea is to endow X(g[1] ×M) with a ﬁltration induced by the degree of polynomials in Sˆ(g[1]∗), cf. [6, §1.4].
5 This means that the two arrows are strict morphisms of L∞-algebras and that the sequence is exact. Recall that a strict L∞[1]-algebra morphism from
V to W is a degree-preserving linear map V → W which intertwines the multi-brackets.
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L∞-algebra extension is necessarily a Lie algebra (since it is concentrated in degree 0). On the other hand, any compatible
L∞-action of g on h[1] is given by a pair (σ ,ψ), where σ : g→ Der(h) and ψ : ∧2g→ h, such that
σ
([x, y]g
)− [σ(x),σ (y)]+ adψ(x,y) = 0 for all x, y ∈ g, (10)
ψ
(
x, [y, z]g
)+ [σ(x),ψ(y, z)]+ c.p. = 0 for all x, y, z ∈ g. (11)
The higher components of the L∞-action necessarily vanish by degree considerations.
Eqs. (10)–(11) are exactly those that deﬁne a nonabelian 2-cocycle [9] on g with values in h. Thus, in this special case,
Proposition 6.1 reduces to the well-known fact that Lie algebra extensions h→ g× h→ g are in correspondence with such
nonabelian 2-cocycles. The connection between such extensions and compatible L∞-actions was already observed in [24,
Prop. 2.7].
Maps b : g → h act on the space of pairs (σ ,ψ) as in Deﬁnition 5.1, and the action agrees with the one described
explicitly in [2, §5].
In the following subsections, we consider some other examples of extensions.
6.1. L∞-modules
In this subsection, we observe that the notion of L∞-module, due to Lada and Markl [12], can be seen as a special case
of L∞-actions.
Let (W [1], ∂) be a differential graded vector space. In other words, W [1] is a graded vector space, and ∂ is a linear
differential on W [1]. Then End(W [1]) is a DGLA with the graded commutator bracket [A, B]comm = AB − (−1)|A||B|B A and
differential [∂, ·]comm. According to Lada and Markl [12, Theorem 5.4], a g-module structure on W [1] is equivalent to an
L∞-algebra morphism
Φ : g (End(W [1]), [·,·]comm, [∂, ·]comm
)
.
We may identify End(W [1]) with the space of linear vector ﬁelds on W [1], by mapping A to the unique vector ﬁeld Y A
such that [Y A, ιw ] = ιAw for all w ∈ W [1]. This determines an isomorphism of DGLAs
(
End
(
W [1]), [·,·]comm, [∂, ·]comm
)∼= (Xlin
(
W [1]), [·,·], [Y∂ , ·]
)
. (12)
Hence we can view the g-module structure as being an example of an L∞-action of g on W [1] compatible with −Y∂ .
(The minus sign arises from the décalage isomorphism; see the paragraph before Deﬁnition 4.6.) On the other hand, any
L∞-action that is compatible with −Y∂ and linear (in the sense that the vector ﬁelds on W [1] in the image of the action
map are linear) comes from a g-module structure. To summarize, we have the following:
Proposition 6.5. Let g be a ﬁnite-dimensional L∞-algebra and (W [1], ∂) a differential graded vector space. There is a one-to-one
correspondence between
(1) g-module structures on W [1],
(2) linear L∞-actions of g on W [1] that are compatible with −Y∂ .
Now suppose that W is ﬁnite-dimensional. Given a linear L∞-action of g on W [1], the extension gW only has nonzero
multibrackets of the following types:
(a) multibrackets on g, and
(b) mixed brackets of the form ∧g ⊗ W → W , of which the zero component W → W coincides with the differen-
tial −∂ . More precisely, identifying End(W ) = End(W [1]), we have for all vi ∈ g and w ∈ W : [v1, . . . , vk,w] =
(−1)|v1|+···+|vk |Φ(v1 ∧ · · · ∧ vk)w .
In this case, the generalized Jacobi identity in Deﬁnition 2.1 reduces to the equation in [12, Deﬁnition 5.1] that forms the
original deﬁnition of g-modules in terms of multibrackets. Thus, the linear version of Proposition 6.1 allows us to recover
the correspondence of [12, Theorem 5.4].
6.2. The adjoint module of an L∞-algebra
In this subsection we make use of Proposition 6.1 to derive the deﬁnition of adjoint representation in the L∞-category.
Let g be a ﬁnite-dimensional L∞-algebra, and let Qg[1] be the associated homological vector ﬁeld on g[1]. Let Q Tg[1]
denote the complete lift (in the sense of Yano and Ishihara [26]) of Qg[1] to the tangent bundle Tg[1]. That is, if the linear
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linear functions coincides with the Lie derivative LQg[1] .
To make things more explicit, choose linear coordinates ξ i on g[1], and let ξ˜ i denote the corresponding ﬁber coordinates
on Tg[1]. Write Qg[1] = Q ig[1] ∂∂ξ i . Then
Q Tg[1] = Q ig[1]
∂
∂ξ i
+ ξ˜ j ∂Q
i
g[1]
∂ξ j
∂
∂ξ˜ i
. (13)
The complete lift preserves degree and Lie brackets, so Q Tg[1] is a (formal) homological vector ﬁeld, giving an L∞-algebra
structure on Tg, which is an extension of g. The kernel, which we denote g˜, is isomorphic to g as a graded vector space,
but has a different L∞-algebra structure. Speciﬁcally, it can be seen from the coordinate description (13) that the 1-bracket
on g˜ is the same as that on g, but all the higher brackets vanish, so that g˜ is a differential graded vector space.
We may canonically identify Tg with g× g˜ as graded vector spaces. By Proposition 6.1, the L∞-algebra extension
g˜→ Tg= g g˜→ g (14)
corresponds to an L∞-action of g on g˜[1]. Furthermore, since Q Tg[1] is a linear vector ﬁeld, we have that the action is
linear. By Proposition 6.5, we obtain:
Proposition 6.6. Let g be a ﬁnite-dimensional L∞-algebra, and denote its 1-bracket by ∂ . Then the differential graded vector space
(g˜[1],−∂) naturally has the structure of an L∞-module (see Section 6.1) over g, whose corresponding extension is the L∞-algebra Tg.
We refer to g˜[1] as the adjoint module of g.
From the coordinate description (13) and the derived bracket formula (3), we can directly see that the map
φX : S(g[1]) → X(g˜[1])[1] ∼= End(g˜[1])[1] is given by φX (e1, . . . , ek) = {e1, . . . , ek,•}. Applying the décalage isomorphism
(1) we obtain the L∞-module structure of Proposition 6.6, which (identifying End(g˜) with End(g˜[1])) reads
∧+g→ End(g˜), v1 ∧ · · · ∧ vk → (−1)|v1|+···+|vk|[v1, . . . , vk,•].
Of course, when g is an ordinary Lie algebra, we recover the usual adjoint representation g→ End(g), v → [v,•].
6.3. Representations up to homotopy of Lie algebras
Let g be an ordinary ﬁnite-dimensional Lie algebra. In this subsection we observe that L∞-modules over g are in corre-
spondence with representations up to homotopy of g, in the sense of [1,8]. We note that this correspondence is essentially
a special case of [19].
Let (E, ∂) be a ﬁnite-dimensional differential graded vector space with an L∞-module structure over g. By Proposition 6.5
the module structure corresponds to a linear L∞-action of g on E , compatible with the vector ﬁeld −Y∂ on E associated
to ∂ . By Theorem 4.4, such L∞-actions correspond to degree 1 elements
X ∈ S(g[1]∗)⊗Xlin(E)
whose zero component is −Y∂ , such that X + Qg[1] is a homological vector ﬁeld on g[1] × E . Notice that such an X can be
regarded as an element
ω ∈ S(g[1]∗)⊗ End(E)
via the identiﬁcation (12). The condition that X + Qg[1] be homological is therefore equivalent to D2 = 0 for the operator
D := Qg[1] +ω on S(g[1]∗)⊗ E . The latter is exactly the deﬁnition [1,8] of a representation up to homotopy of g on E .
Thus we have the following.
Proposition 6.7. There is a one-to-one correspondence between
(1) L∞-modules (E, ∂) over g,
(2) representations up to homotopy of g on (E,−∂).
An L∞-module given by maps fn : ∧ng→ End1−n(E) (n 1) corresponds to the representations up to homotopy ω with components
ωn ∈ ∧ng∗ ⊗ End1−n(E) given by
fn(v1, . . . , vn) = (−1)[ n2 ]ιvn · · · ιv1ωn.
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signs, we have
fn(v1, . . . , vn) = φX (z1 · · · zn) =
[[
. . . [X, ιz1 ], . . .
]
, ιzn
]∣∣
0
= (−1)[ n2 ][ιzn ,
[
. . . , [ιz1 , X] . . .
]]∣∣
0 = (−1)[
n
2 ]ιvn · · · ιv1ωn,
where we write zi := vi[1] for vi ∈ g. 
Remark 6.8. It was noted in [1] that a representation up to homotopy of g on W ∗ induces an L∞-algebra structure on
g× W , which “deserves the name semidirect product.” Proposition 6.7 (together with Proposition 6.1) can be interpreted as
a justiﬁcation of their statement, demonstrating that g× W is indeed a semidirect product in the L∞ category.
7. Extensions of Lie algebroids
In this section we consider L∞-actions of Lie algebras on degree 1 Q -manifolds (see also [27,28]). This allows us to
extend Example 6.4 to the case of Lie algebroids.
Let g be a Lie algebra. Let (A, [·,·]A,ρA) be a Lie algebroid over M , so that A[1] is a degree 1 Q -manifold, with homo-
logical vector ﬁeld Q A[1] given by the Lie algebroid differential.
Denote by CDO(A) → M the Lie algebroid whose sections are covariant differential operators [16] on the vector bundle
A → M . Let ΓA(CDO(A)) denote the subspace of covariant differential operators Y that respect the Lie algebroid structure,
in the sense that
Y [a,b]A = [Ya,b]A + [a, Yb]A, Y
(
ρA(a) f
)= ρA(Ya) f + ρA(a)(Y f )
for all a,b ∈ Γ (A) and f ∈ C∞(M). Here Y ∈X(M) is the symbol of Y .
Then L∞-actions of g on A[1] compatible with Q A[1] are given by linear maps
σ : g→ χ0
(
A[1])= ΓA
(
CDO(A)
)
,
ψ : ∧2g→ χ−1
(
A[1])= Γ (A),
such that analogues of (10) and (11) are satisﬁed.
By Theorem 4.4, we obtain a Lie algebroid structure on the vector bundle (g× M)⊕ A → M , which we denote by g A.
Explicitly, the anchor is (x,a) → σ(x)+ ρA(a) for all x ∈ g and a ∈ A, and the bracket is given by
[
(x1,a1), (x2,a2)
]
gA =
([x1, x2]g, [a1,a2]A + σ(x1)a2 − σ(x2)a1 +ψ(x1, x2)
)
.
Theorem 4.7 shows that g  A ﬁts into an exact sequence of Lie algebroids A → g  A → g, and that all Lie algebroid
extensions of g by A arise as above. We summarize the above discussion:
Proposition 7.1. Let g be a Lie algebra and A a Lie algebroid over M. There is a one-to-one correspondence between
(1) pairs of maps (σ ,ψ) satisfying the analogues of Eqs. (10) and (11),
(2) Lie algebroid extensions A → (g× M) ⊕ A → g.
Remark 7.2. See [2, §2] for an interpretation of the above proposition in terms of splittings in the Lie algebra case. See [16,
§4.5], [3] for a general theory of Lie algebroid extensions (in which g is allowed to be any Lie algebroid).
Example 7.3. Let G be a Lie group integrating g, and consider a group action of G on A by Lie algebroid automorphisms.
Differentiating the action we obtain a map σ as above which moreover preserves Lie brackets. (To see this notice that the
Lie algebroid CDO(A) integrates to the Lie groupoid over M whose arrows are linear isomorphisms between the ﬁbers of A.)
Hence, setting ψ = 0, by Proposition 7.1 we obtain a Lie algebroid extension of A and g.
In particular, when A is the trivial Lie algebroid over M , we recover the transformation algebroid gM as in Remark 4.5.
We now comment on equivalences.
Proposition 7.4. Two compatible L∞-actions of g on A[1] are equivalent (in the sense of Deﬁnition 5.3) if and only if the associated Lie
algebroid structures on (g×M)⊕ A are isomorphic by isomorphisms that commutewith themaps appearing in A → (g×M)⊕ A → g.
Proof. One implication is given by Proposition 5.4, so it remains to prove that the existence of an isomorphism of Lie
algebroids ψ as above implies that the corresponding compatible L∞-actions are equivalent. Consider ψ : (g × M) ⊕ A →
(g×M)⊕ A, and denote by ψ∗ the induced automorphism on sections of the exterior algebra of ((g×M)⊕ A)∗ . The map ψ
586 R.A. Mehta, M. Zambon / Differential Geometry and its Applications 30 (2012) 576–587must be of the form ψ(x,a) = (x,a + φ(x)) for a linear φ : g→ Γ (A). Let λ ∈ (S+(g[1]∗) ⊗X(A[1]))0 be the corresponding
vector ﬁeld on g[1] × A[1], deﬁned by ιφ(v)[1] = [λ, ιv[1]] ∈ χ−1(A[1]). Then one computes
ψ∗(η) = η = e−λ(η) for all η ∈ g[1]∗ = C1
(
g[1]),
ψ∗(ξ) = ξ + φ∗(ξ) = e−λ(ξ) for all ξ ∈ Γ (A[1]∗)= C1
(
A[1]),
implying that the diffeomorphism Ψ of g[1]× A[1] corresponding to ψ satisﬁes Ψ ∗ = e−λ (where Ψ ∗ denotes the “pullback
of functions”). In other words, Ψ is the time-1 ﬂow of the vector ﬁeld −λ.
Consider the Lie algebroid differentials d1, d2 encoding the two Lie algebroid structures on (M × g)⊕ A, and view them
as homological vector ﬁelds Q 1, Q 2 on g[1]× A[1]. The fact that ψ is a Lie algebroid isomorphism means that Ψ∗(Q 1) = Q 2.
Here Ψ∗ denotes the push-forward of vector ﬁelds on g[1] × A[1], which by the above considerations we can write as eadλ .
Hence eadλ (Q 1) = Q 2, which by (8) means that the two compatible L∞-actions of g on A[1] are equivalent. 
Example 7.5. Let φ : g→ Γ (A) be any linear map. Then
σ(x) := [φ(x), ·]A, ψ(x∧ y) =
[
φ(x),φ(y)
]
A − φ
([x, y]g
)
deﬁnes an L∞-action of g on A[1] compatible with Q A[1] .
This L∞ action is obtained twisting the trivial action by means of the linear map φ, as in Section 5. In particular, the Lie
algebroid structure we obtain on (g× M)⊕ A is isomorphic to the product Lie algebroid structure. A concrete isomorphism
is given by (x,am) → (x, (a + φ(x))m) for all x ∈ g, am ∈ Am .
Remark 7.6. A geometric situation in which the map φ : g→ Γ (A) emerges canonically is the following. Let G be a Poisson–
Lie group, (M,π) a Poisson manifold, and let A := T ∗M be the cotangent algebroid. Let G × M → M be a Poisson action
with (not necessarily equivariant) moment map6 J : M → G∗ [15, §3.3]. This means that J satisﬁes π( J∗(xl)) = xM for all
x ∈ g, where xl is the left-invariant 1-form on G∗ whose value at the identity is x, and xM the vector ﬁeld on M given
by the action. Then one can simply deﬁne φ(x) = J∗(xl), and by Example 7.5 obtain a canonical Lie algebroid structure on
(g× M)⊕ A.
Notice that, for any Poisson action, Jiang-Hua Lu [14, §4] deﬁned a Lie algebroid structure on the same vector bundle.
Lu’s construction does not require a moment map, whereas the construction that we have described depends on the choice
of moment map, so is obviously quite different. In Lu’s Lie algebroid, the mixed brackets take values in both summands,
while in ours they take values only in the second summand A.
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