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Cet article présente un algorithme général de cinématique inverse variationnelle permettant la définition de  priorités 
relatives dans la mise en oeuvre de contraintes multiples pour un système linéarisé. Nous détaillons l’obtention du projecteur 
garantissant l’indépendance des niveaux de priorité avec une complexité O(P), P étant le nombre de niveaux de priorités. 
L’amélioration des performances qui en rend cette technique utilisable dans un contexte d'édition interactive de postures 
humaines. Nous soulignons la grande souplesse ainsi offerte pour la résolution de problèmes d’optimisation puisqu’il est 
possible d’imbriquer la minimisation de fonctions de coût de nature très différentes.  
1. Introduction 
Nous nous intéressons au problème général du positionnement d’une partie du corps humain dans l'espace 
cartésien en recherchant une posture dans l'espace articulaire. Nous le faisons d’un point de vue proche de la 
robotique du fait du modèle mécanique simplifié que nous adoptons pour représenter les dégrés de mobilités du 
squelette. Nous prenons en compte néanmoins le débattement limité des articulations. Les équations établissant 
la position et l’orientation d’un segment du corps en fonction du paramétrage retenu pour les articulations sont 
hautement non-linéaires. De plus, contrairement aux méthodes dédiées au contrôle temps-réel, nous cherchons à 
résoudre ce problème en impliquant le plus grand nombre d’articulations possibles car nous pensons qu’il peut 
en ressortir des solutions globalement plus optimales au sens de critères comme le confort, la fatigue etc… De ce 
fait, les système que nous voulons contrôler sont généralement redondants vis à vis du problème à résoudre 
(Figure 1).  
                                        
Figure 1.Exemple de posture obtenue par l’optimisation de plusieurs contraintes simultanées associées à différents niveaux 
de priorités (dont l’équilibre statique, atteindre une cible avec la main droite, contrôle de la direction du regard, tenir un 
parasol verticalement, maintenir le pied gauche au sol). Toutes les contraintes cherchent à tirer parti de l’ensemble des 
articulations en vue d’obtenir une coordination globale du geste.  
Pour donner un ordre d’idée, l'espace articulaire a une dimension, notée N, de l'ordre de trente à quarante 
pour un squelette avec une colonne vertébrale simplifiée et sans les mains. Ces dernières rajoutent à elles seules 
environ cinquante autres degrés de mobilité. De l'autre coté l'ensemble des contraintes possède une dimension 
notée M.  Chaque contrainte contrôle de une à trois dimensions de la position et/ou de l'orientation d'une partie 
du corps appelée dorénavant effecteur. Le système articulé est redondant si le nombre de degrés de liberté N est 
supérieur à la dimension des contraintes M. Dans l’exemple de la Figure 1 le système est pleinement redondant 
puisque le nombre de degrés de mobilité est 43 tandis que la dimension totale des contraintes est 15 répartie sur 
quatre niveaux de priorités. 
La non-linéarité du problème et la redondance du système nous amène naturellement à adopter l’approche 
de la cinématique inverse variationnelle qui consiste à linéariser le système et à rechercher une solution sous 
forme d’une variation de l’état courant du système [Boulic et Baerlocher, 00], [Boulic et Baerlocher, 01]. Une 
structure de boucle permet de converger, sous certaines conditions, vers une solution globale à ce problème de 
positionnement et d’optimisation de posture au sens large. Dans le cas général, la cinématique inverse 
variationnelle s’exprime sous forme d’un problème d’optimisation sous contrainte qui est résolu par des 
méthodes de programmation non-linéaire. Pour des applications interactives comme celle qui nous intéresse ici, 
une optimisation locale est bien moins coûteuse qu’une optimisation globale même si le risque d’obtenir un 
minimum local de la fonction de coût ne peut pas être complètement écarté.  En optimisation de posture [Zhao et 
Badler,94] minimize une fonction non-linéaire décrivant le degré de satisfaction des contraintes en prenant en 
compte un ensemble de contraintes égalité et inégalité pour modéliser les couplages et les limites articulaires.  
Nous rappelons les bases de la cinématique inverse variationnelle dans la section suivante puis nous 
présentons la généralisation du calcul des projecteurs pour la mise en oeuvre de priorités relatives entre les 
contraintes. Une méthode plus efficace de calcul des projecteurs est décrite ouvrant la voie à une plus large 
utilisation de l'approche variationnelle. 
2. Cinématique Inverse garantissant P niveaux de priorités 
2.1. Pondération ou priorité ? 
La cinématique inverse variationnelle se prête bien aux cas redondants. Si on veut optimiser plusieurs 
contraintes simultanément, deux approches sont possibles pour relativiser leur influence respective: il s'agit soit 
de pondérer chaque contrainte (Figure 2.a), soit de leur attribuer une priorité (Figure 2.b). La première solution 
est connue depuis longtemps, elle présente l'avantage de la simplicité [Badler et al., 93]. Cependant, à moins 
d'attribuer un poids infini à une contrainte donnée il n'est pas possible d'imposer sa réalisation par rapport aux 
autres. C'est pourquoi nous avons travaillé sur l'approche complémentaire des priorités. Dans la suite de cette 
section nous rappellons bièvement la formule générale et l'approche à deux niveaux de priorité de [Hanafusa et 
al., 81] avant d'introduire la formulation récursive de l'architecture à plusieurs niveaux de priorités. Pour une 
introduction plus détaillée on se reportera à [Boulic et Baerlocher, 01], [Baerlocher 01].  
 
a b 
Figure 2: Solution avec pondération (a) ou  priorité (b)  
2.2. Architecture à deux niveaux de priorités 
C’est le contexte le plus simple ; Le Jacobien J rassemble les dérivées partielles de toutes les contraintes 
cartésiennes x par rapports aux degrés de libertés : c’est une matrice MxN. Le calcul du Jacobien dépend du 
type de contrainte (position, orientation, autres…) et du paramétrage retenu pour les articulations 
[WAT92],[BAE01]. Sa pseudo-inverse J+ fournit la variation de norme minimale pour une variation désirée 
x. La forme générale de la solution est:  
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Le vecteur ∆α est en général le gradient d ’une fonction de coût g(θ) exprimée dans l ’espace articulaire. 
La projection de ∆α sur N(J) enlève la composante susceptible de perturber la contrainte sur x (Figure 3b). De 
nombreuses fonctions de coût ont été proposées pour l’optimisation de postures [Boulic et al., 97] [Monzani et 
al., 00].  
a   b 
Figure 3: système redondant à optimiser possédant deux degrés de mobilité pour une seule dimension contrôlée 
notée x (a), partition de l’espace des solutions variationnelles entre le Noyau de J et son complémentaire 
l’espace image de J+ (b) 
Par construction, la solution (1) présenté l’inconvénient de réaliser imparfaitement ∆α du fait de la 
projection sur N(J). Une approche plus intéressante a été proposée [Hanafusa et a., 81] pour l’optimisation de 
deux contraintes cartésienne ∆x1 et ∆x2 à deux niveaux de priorités distincts. La solution globale comporte les 
contributions de chaque niveau de priorité, notées respectivement ∆θ1 et ∆θ2, sous la forme :  
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Le sens de cette formule apparaît mieux avec la Figure 4a. Tout d'abord le terme de droite est une 
compensation de la contrainte de moindre priorité ∆x2. En effet, comme dans la Figure 3b, la pseudo-inverse J1+ 
associée à la contrainte prioritaire fournit une variation de norme minimale J1+∆x1. Cette variation a une 
influence sur l'autre contrainte, influence que nous pouvons quantifier en la projetant sur l'espace image de J2+ 
(vecteur Effet sur ∆x2 dans la Figure 3b). Cette influence de ∆x1 sur ∆x2 est soustraite de ∆x2 et le résultat est 
alors projeté dans l'espace des variations articulaires par un nouveau projecteur. Il s’agit de la pseudo-inverse de 
la restriction de J2 au Noyau de J1 (obtenue en multipliant J2 par PN(J1) ). En d'autres termes, cette pseudo-inverse 
ramène une variation articulaire appartenant au noyau de J1, plus précisément celle qui, projetée sur l'espace 
image de J2+, réalise la compensation de ∆x2. Ceci explique la projection oblique sur N(J1) dans la Figure 4. La 
solution finale accumule simplement les deux contributions. 
L’équation (3) présente cependant une singularité, appelée singularité algorithmique, qui apparaît lorsque les 
deux contraintes ∆x1 et ∆x2 agissent dans la même direction. Dans ce contexte la norme de la solution calculée 
pour ∆x2 croît vers l'infini (Figure 4b). Ce problème peut être traité de manière élégante par une technique de 
régularisation limitant la norme de ∆θ2. Pour cela, un paramètre λ défini par l'utilisateur, amortit le 
comportement des valeurs singulières d'un jacobien J dans le voisinage de la singularité [MAC 90] (détails en 
annexe I). Dans la suite de cet article nous notons ce type de pseudo-inverse J+λ  pour le distinguer des pseudo-
inverses classiques qui sont toujours requises pour calculer les projecteurs PN(J).    
a b  
Figure 4: Construction de la solution selon l’approche de [Hanafusa et al., 81](a), Comportement de la solution 
au voisinage de la singularité algorithmique liée à cette approche (b)  
2.3. Architecture à plusieurs niveaux de priorités 
Les concepts détaillés à la section précédente se généralisent à un nombre arbitraire de priorité [Siciliano et 
Slotine, 91]. Pour mieux présenter cette généralisation, nous pouvons réécrire la contribution de moindre priorité 
∆θ2 en faisant apparaître explicitement la solution prioritaire ∆θ1 : 
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Pour achever la généralisation à plus de deux niveaux, nous devons introduire le Jacobien augmenté de 
niveau k  JkA qui empile tous les Jacobiens partiels Jk du niveau 1 jusqu'au niveau k. Par exemple, un Jacobien 
partiel peut contrôler une position  et/ou une orientation d'effecteur [Watt et Watt, 92], tandis qu'un autre 
Jacobien  partiel contraint la position du centre de masse [Boulic et al., 97].  
A ce stade, il est important de remarquer que la minimisation d’une fonction de coût peut aussi s’intercaler 
entre la minimisation des contraintes cartésiennes habituelles. En effet, il est possible de construire le Jacobien 
associé à une fonction de coût à minimiser g(θ) en y rassemblant les dérivées partielle δg/δθi dans une matrice 
ligne. La contrainte associée g est purement qualitative (par exemple l’attraction vis à vis d’une posture 
privilégiée se traduit par une fonction de coût qui est la somme des carrés des erreurs) et sa variation désirée doit 
prendre la forme : 
)(.2 θβθ g−=∆   avec   0.< β << 1.    (5) 
Le Jacobien augmenté permet de construire le projecteur sur le Noyau N(JkA) de l'ensemble des contraintes 
prioritaires jusqu'au niveau k inclus. La contrainte de moindre priorité de niveau k+1, est réalisée sur la 
restriction de Jk+1 au Noyau N(JkA). L'expression des solutions ∆θk devient vite complexe et il est préférable 
d'exprimer la solution générale sous forme d'une boucle accumulant les solutions partielles, en commençant par 
la plus haute priorité. On a   ∆θ0 = 0  et  
pour k=1 jusqu'à p (nombre de niveaux de priorité) : 
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Dans l'approche de [Siciliano et Solitne, 91] le projecteur est recalculé complètement pour chaque niveau de 
priorité ce qui induit un coût calcul en O(p2). Nous avons proposé un calcul récursif qui permet de réduire le coût 
à l'ordre O(p) en adoptant la formule [Baerlocher et Boulic, 98]: 
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La structure générale de l’algorithme est indiquée 
ci-contre à l’aide de 3 boucles imbriquées : 
o La boucle interne « priority loop » calcule la 
contribution de chaque niveau de priorité et 
met à jour les projecteurs (équations (6),(7) et 
(8)) 
o La boucle intermédiaire « clamping loop » 
détecte les violations des contraintes inégalité 
sur les variable articulaires (modélisation des 
limites articulaires). Eventuellement le calcul 
de la solution reprend sur détection d’une ou 
de plusieurs violations (les articulations 
détectées sont alors forcées à prendre leur 
valeur de limites articulaires et sont retirées 
du calcul de la boucle interne pour l’itération 
en cours) [Baerlocher et Boulic,02]. 
o La boucle externe « convergence loop » 
progresse vers la réalisation des contraintes 
en décomposant l’erreur en variations 
compatibles avec la linéarisation du 
problème.  
Une évaluation comparative des performances de 
l’algorithme a été réalisée pour quantifier le bénéfice 
de l’equation (8) par rapport à l’approche précédente 
[Siciliano et Slotine, 91]. Dans cette comparaison, 
chaque niveau de priorité ajoute une contrainte de 
dimension 5 pour un espace articulaire de dimension 
50. Le coût calcul de notre approche en O(p)  apparait 
en noir tandis que celui de l’approche en O(p2) 
apparaît en gris. Les mesures ont été effectuée sur une 
SGI Octane avec un processeur R10000 (195MHz).  
Figure 5: comparaison des coûts calculs                                              Figure 6: Structure de l’algorithme de Cinématique 
inverse avec p niveaux de priorités  
            Compute {Ji } 







Clamping detected = no  
For each free joint in {j = 1,n} 
  If θj update is over limit θLj 
      Clamping detected = yes      









      zero j diagonal term of  )( 0JNP














































































αθθ ∆+∆=∆ )( ApJNp P
2.4. Résultats 
Notre évaluation de la cinématique 
inverse avec un nombre arbitraire de 
niveaux de priorités s'est concentrée sur 
l'édition interactive de postures de 
systèmes articulés quelconques (interface 
partielle de l’application test ci-contre) 
avec une préférence pour les humains 
virtuels [Baerlocher, 01]. 
La ci-dessous montre les 
configurations initiales et finales des 
postures d’un personnage en simple 
support, pour deux ensembles de 
contraintes différents. Dans les deux cas, 
le centre de masse est contraint de rester 
sur la ligne verticale, et ceci avec la plus 
haute priorité ce qui garantit l’équilibre 
des postures finales. 
    
     
 
Figure 7: contexte de l’édition interactive de posture sur une 
chaine articulée à 20 degrés de mobilité   
                                                  
 
                                                                      
Figure 8: deux exemples d’optimisation d’une posture de danse demandant une grande souplesse d’où 
l’importance d’une bonne gestion des limites articulaires dans l’algorithme (boucle intermédiaire). L’exemple 



















   
Nous avons décrit une extension de la cinématique inverse variationnelle permettant la définition de  
priorités relatives dans la mise en oeuvre de contraintes multiples pour un système linéarisé. Le calcul des 
projecteurs garantissant l’indépendance des niveaux de priorité s’effectue avec une complexité O(P), ce qui rend 
cette technique utilisable dans un contexte d'édition interactive de postures humaines tel qu’un module dédié à la 
modélisation humaine dans un logiciel de CAO ou d’Ergonomie. Nous soulignons la grande souplesse ainsi 
offerte pour la résolution de problèmes d’optimisation puisqu’il est possible d’imbriquer la minimisation de 
fonctions de coût de nature très différentes : minimisation d’erreur en position et/ou orientation, équilibre 
statique, critère d’ordre qualitatifs (confort, fatigue, attraction vers une posture de référence, etc).  
Annexe : Technique de régularisation au voisinage d’une singularité  
Calcul de la pseudo-inverse amortie J+  d'un Jacobien J [Maciejewski, 90]  
La décomposition en valeurs singulière de J, de dimension mxn, est [Press et al., 92] :     
Où r est le rang du Jacobien, σi sont les valeurs singulières (strictement positives), {ui} et {vi} sont des bases 
respectivement de l'espace image de J et de l'espace complémentaire du noyau de J. L'expression de la pseudo-
inverse amortie pour un facteur λ donné est alors:     
Lorsque λ vaut zéro on retrouve l'expression de la pseudo-inverse J+ contenant un terme en 1/σi qui tend 
vers l'infini lorsqu'une valeur singulière devient faible (voisinage d'une singularité). Par contre lorsque λ est 
supérieur à zéro, le terme d'amortissement tend continuement vers zéro dans le même contexte.  
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