Abstract. This paper develops estimators for dynamic microeconomic models with serially correlated unobserved state variables using sequential Monte Carlo methods to estimate the parameters and the distribution of the unobservables. If persistent unobservables are ignored, the estimates can be subject to a dynamic form of sample selection bias. We focus on single-agent dynamic discrete choice models and dynamic games of incomplete information. We propose a full-solution maximum likelihood procedure and a two-step method and use them to estimate an extended version of the capital replacement model of Rust with the original data and in a Monte Carlo study.
The source of the bias from ignoring a serially correlated latent state variable can be viewed as a dynamic extension of the bias that arises in static, linear sample selection models (Heckman, 1979) . However, the models we consider are dynamic and nonlinear and so the nature of the bias is more complex, the direction of the bias can be ambiguous, and the computational burden faced when accounting for such variables by standard Monte Carlo integration is severe. Nevertheless, accounting for unobserved heterogeneity is important in applied work in many fields of economics and it can take many forms, such as unobserved types of agents, random coefficients, unobserved product or choice characteristics, or unobserved aggregate shocks. As such, there are many potential applications of the methods developed herein to problems in applied microeconomics. Examples of latent state variables from industrial organization include unobserved market-level shocks and firm-specific productivity shocks. In labor economics, ability or wage offers may be unobserved. In health economics, latent health status is important.
To illustrate the proposed methods and to provide intuition for the potential problems that can arise, we revisit the well-known optimal capital replacement problem of Rust (1987) in a generalized form with continuous state variables and where one of these state variables is unobserved and possibly serially correlated. Because the basic model is simple and tractable, but also representative of richer models, the original model has become a benchmark for demonstrating new methods (Aguirregabiria and Mira, 2002; Bajari et al., 2007; Norets, 2009b Norets, , 2012 Arcidiacono and Miller, 2011; Su and Judd, 2012) . Estimating this optimal renewal model using Rust (1987) 's original data and carrying out Monte Carlo experiments using the extended model will allow us to provide insights into the dynamic sample selection phenomenon and to illustrate our proposed solutions in a familiar setting, but also yields new insights about the data.
The potential dynamic selection problem is straightforward in Rust (1987) 's model. Consider a forwardlooking individual facing an optimal replacement investment decision: a machine becomes more and more costly to maintain with each month of use; each month the individual may pay a one-time cost to replace the machine with a new one. The parameter of interest is the cost of replacement relative to the cost of maintenance. In addition to months of use, which is observed, suppose there is an unobserved state variable representing additional costs per month that aren't due directly to usage (e.g., type or intensity of use, conditions, etc.). If these unobserved costs are serially correlated, then there may be dynamic sample selection on unobservables (e.g., if machines that are more unobservably costly are replaced more frequently). If ignored, this can in turn result in biased parameter estimates.
To understand the potential computational problem raised by latent state variables, consider an observed sequence y 1:T = (y 1 ,..., y T ), which is thought to depend on an unobserved sequence of latent state variables ª 1:T = (ª 1 ,...,ª T ) and a vector of parameters µ. 1 The likelihood can be written as 
1 For simplicity we will use the notation y t to denote both the random variable Y t as well as a particular realization Y t = y t .
Furthermore, we assume that the distributions of all continuous variables admit densities with respect to Lebesgue measure. We treat discrete variables analogously with respect to the counting measure. Generically, the density of Y t evaluated at y t will be denoted p(y t ) as long as there is no ambiguity. 2 We include µ to indicate that these densities depend on the parameters, but we use a semicolon to separate µ to indicate that it is not a random variable nor is it considered part of the conditioning set; rather, µ is deterministic throughout the paper.
If the latent state variables are exogenous, then in principle one could simulate draws from p(ª 1:T ; µ)
directly. However, this is potentially a very high-dimensional integral and Monte Carlo integration via simulation of paths ª 1:T is not a very efficient way to evaluate it.
A further complication arises if, as in this paper, we wish to allow for endogenous feedback whereby outcomes of the observable process y t can influence future values of the latent process ª t +1 . In order to apply maximum simulated likelihood (MSL) one must factor the likelihood into components that can be simulated directly. In such cases we cannot simulate from the unconditional distribution in (1) directly, but an alternative representation is useful:
Although we can usually now simulate from the distributions p(ª t | y t°1 , ª t°1 ; µ) directly, this still involves a high-dimensional integral.
The approach we propose is based on yet a third way of writing the likelihood function:
Sequential Monte Carlo (SMC) methods can be used to draw from p(ª t | y 1:t°1 ; µ), which is the posterior distribution of the unobserved random variable ª t conditional on the data y 1:t°1 . This allows us to avoid the high-dimensional integrals in (1) and (2) and instead use a product of one-dimensional integrals as in (3). We propose two estimators which involve maximum likelihood estimation of parameters where the likelihood function is be integrated with respect to the posterior distribution of the latent state as above.
In the dynamic discrete choice literature, serial correlation of unobservables has been a concern from the beginning and remains so at present (Eckstein and Wolpin, 1989; Rust, 1994; Aguirregabiria and Mira, 2010) . However, until recently the known methods for estimating models with non-trivial correlation structures were either application-specific or were not applicable to arbitrary distributions of the unobserved states. See Pakes (1994) and Ackerberg, Benkard, Berry and Pakes (2007, Section 3.8 .1) for an overview of three such methods and Pakes (1986) , Timmins (2002) , and Aguirregabiria and Mira (2007) for applications of those methods.
Identification and estimation of dynamic models with serially correlated unobserved state variables is a topic of recent interest in the literature. Shum (2012, 2013) address nonparametric identification of the Markov transition kernel in dynamic single-agent models and games with serially correlated unobserved state variables. Blevins (2014) provides conditions for nonparametric identification of dynamic models with discrete and continuous controls, such as the dual entry and investment choices encountered in many models in industrial organization, which can be combined with results of Shum (2012, 2013) to establish nonparametric identification of dual choice models with serially correlated unobservables such as those considered in this paper. Imai, Jain and Ching (2009) develop a Bayesian method for estimating single agent dynamic discrete choice models with finite state spaces using a Markov chain 3 Here, for simplicity, we have used an additional assumption the process is a first-order Markov process where p(y t , ª t | y 1:t°1 , ª 1:t°1 ; µ) = p(y t , ª t | y t°1 , ª t°1 ; µ). The models we consider later will satisfy this assumption.
Monte Carlo (MCMC) algorithm which simultaneously solves the dynamic program and estimates the parameters. Norets (2009b) extends this idea, developing Gibbs sampling methods which allow for serially correlated unobserved state variables. In terms of classical estimation, Arcidiacono and Miller (2011) estimate models with discrete, time-varying unobserved states by iteratively applying the EM algorithm in combination with the CCP (conditional choice probability) based estimation approach of Hotz and Miller (1993) . Keane and Wolpin (1994) propose a combination of simulation and interpolation and
Stinebrickner (2000) considered Gaussian quadrature and interpolation. Finally, Aguirregabiria and Mira (2007) demonstrate how to estimate dynamic games with time-invariant unobserved heterogeneity.
This paper is also related to sequential Monte Carlo methods more broadly, which originated in signal processing and engineering applications. For a survey, see Doucet, de Freitas and Gordon (2001) and the citations therein. In the economics literature, this approach has been used by Fernández-Villaverde and Rubio-Ramírez (2007) to estimate structural macroeconomic models with stochastic volatility. Microeconomic models raise new considerations in that there are numerous unobserved states to consider (e.g., for each agent in each of possibly many markets) and that in many cases the controls are discrete rather than continuous. Furthermore, in the case of dynamic games, solving for the equilibria of the model is not always feasible and so two-step methods can be useful. Creal (2012) surveys the use of SMC methods in economics and finance.
Particle filters can also be used for Bayesian inference about the parameters and latent state variables jointly, as both Flury and Shephard (2011) and Gallant, Hong and Khwaja (2010) have done in work independent of ours. Flury and Shephard (2011) propose constructing unbiased estimates of likelihoods using particle filters for carrying out MCMC using the Metropolis-Hastings algorithm. Gallant et al. (2010) use a Bayesian approach to estimate a complete-information dynamic discrete model of entry and recover unobserved firm-level costs in the generic pharmaceutical industry. In contrast, we consider incomplete information models, focus on classical estimation, and discuss both full-solution and two-step methods.
Finally, the methods proposed herein have subsequently been used in other applications. Fang and Kung (2010) apply the full-solution estimator to estimate a model of life insurance policy lapsation, accounting for unobserved, serially correlated shocks to income, health, and bequest motives. Blevins, Khwaja and Yang (2014) apply the two-step estimator to a dynamic oligopoly model of the Canadian fast food industry in which firm size spillovers are incorporated via firm-specific, time-varying unobservables.
In Section 2, we introduce the class of dynamic discrete choice models and dynamic games of interest and characterize them as nonlinear state space models. Section 3 introduces sequential Monte Carlo methods and shows how to apply them to the models of interest. Section 4 describes the two proposed estimators and in Section 5 we apply them to a generalized version of the capital replacement model of Rust (1987) using the original data and in a series of Monte Carlo experiments. Section 6 concludes.
Dynamic Microeconomic Models as Nonlinear State Space Models
Sequential Monte Carlo methods were originally developed for nonlinear state space models. For example, in many signal processing applications, the signal is modeled as an unobserved state and is only observed along with some noise, which is a potentially serially-correlated, non-Gaussian, and nonlinear process which contaminates the signal. Dynamic microeconomic models tend to be more complex, because they are controlled stochastic processes involving rational decision makers who control the joint stochastic process in some way. In this section we show that, with some generalizations, sequential Monte Carlo methods can still be applied successfully to these models. The primary difference is that the likelihoods (conditional on the latent state) are usually more complex and only be evaluated numerically. Even in very simple models, the state-space representation can be highly nonlinear and non-Gaussian, preventing the use of methods such as Kalman filtering or GHK.
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Consider a discrete-time dynamic model with N agents, indexed by i = 1,..., N , over an infinite time horizon, indexed by t = 1, 2,...,1. The state at time t is summarized by a state vector (s t , ¥ t ) 2 S £ N where s t 2 S is common knowledge to all agents but Agents are forward-looking and share a common discount factor Ø 2 [0, 1), which is known by the researcher. Agent i 's discounted expected future payoff when the market is in state s t is
where the expectation is taken over the infinite sequence of actions, states, and private shocks.
Before proceeding we make several standard assumptions to make the model more tractable (cf. Rust, 1994; Aguirregabiria and Mira, 2010) . Let ae = (ae 1 ,...,ae N ) denote a profile of policy functions. A policy function that depends on the past history of the process only via the contemporaneous payoff-relevant state variables s t and ¥ i t is called Markovian.
Assumption 1 (Markovian Policy Functions)
. Each agent i = 1,..., N follows a Markovian policy function
Since we consider the case of stationary decision processes where the transition probabilities, utility functions, and discount factors are time invariant, the optimal Markovian policies will be stationary.
Assumption 2 (Conditional Independence). The state variables follow a first-order controlled Markov process where the joint distribution can be factored as
4 In linear models with serially-correlated, Gaussian unobserved state variables, the GHK simulator (cf. Hajivassiliou and Ruud, 1994) has been effective in carrying out the required integration. However, the models we consider are highly nonlinear and potentially non-Gaussian and the regions of integration are non-rectangular. Furthermore, in the models we consider the latent variables may be endogenous to the choice variables and there may be feedback to the observed state variables.
Remark. This assumption requires that the transient unobservables ¥ t are independent of the previous actions and are serially independent conditional on s t , but it does not restrict either the observed or unobserved components of s t to be conditionally serially independent. This is in contrast to the conditional independence assumption of Rust (1994) , where all unobservables are required to be serially independent.
Remark. Importantly, Assumption 2 allows a t°1 to affect the transition from s t°1 to s t . Therefore, variables that depend on actions in the past, such incumbency or potential entrant status in an entry-exit model, are permitted to be elements of s t under these assumptions.
Assumption 3 (Private Information). The private shocks ¥ i t are independent across i in each period t and follow a known distribution G i (· | s t ; µ) with support N i .
These assumptions imply that we can write the joint distribution as follows:
The second line follows immediately Assumptions 1 and 2 above while Assumption 3 further requires that the distribution of unobservables is known.
We now depart from the standard framework and consider the presence of unobserved state variables.
We let s t be partially observed and write s t = (x t , ª t ) where x t is observed by the researcher, along with the choices a t , but ª t is an unobserved state. Both states x t and ª t are common knowledge among the agents.
Since x t and ª t may be multidimensional, this allows for general forms of both market-and agent-level time-varying unobserved heterogeneity. This is also where our framework departs from the state space models to which SMC methods are usually applied; they do not have observed state variables, x t , only an observation process, a t , and an unobserved signal, ª t , and a t is continuous but here it may be discrete.
In order to apply sequential Monte Carlo methods to this model, it will be useful to take a stand on the timing of the dependence, if any, between x t and ª t while still allowing for complex patterns of feedback between the observed and unobserved states and the control variables.
Assumption 4 (Feedback Timing). Conditional on ª t , x t°1 , and a t°1 , x t is independent of ª t°1 :
Remark. Thus, the models we consider here are quite general in that they allow for dependence between x t and ª t , but we limit this dependence to cases under Assumption 4 in order to simplify the exposition of the algorithm. Without this assumption, one would need to track both ª t and ª t°1 when evaluating the transition density of x t . From a modeling perspective we therefore focus on cases where ª t influences x t but it is equally plausible that one might prefer to model p(x t | ª t°1 , x t°1 , a t°1 ) instead. In that case the time indices in the procedures described below simply need to be adjusted accordingly.
A convenient representation of the model will be in the form of the following two densities:
The first density above is the likelihood, the conditional density of observables y t = (a t , x t ), which is the product of the density (or probability) of the choice variable a t conditional on the state variables and the transition density for x t . As is typical, the former is fully specified by the model and the latter is determined by the model and the distribution G of the choice-specific shocks ¥ t . The second density above is the transition density of the unobservables, ª t . Relative to standard models, this density is new but is also specified as part of the model along with the transition density of x t .
In the sections that follow, we consider two common special cases: dynamic games of incomplete information and single agent dynamic discrete choice models. 
Single-Agent Dynamic Discrete Choice Models
Here we consider a class of models which generalizes the framework of Rust (1994) by incorporating a serially correlated latent state variable. Since there is only a single agent (N = 1), we omit the i subscript from states and payoffs in this section. In each period the agent makes a single choice a from a discrete choice set A = {0, 1,...,K } and associated with each choice is a choice-specific shock " t a . Here, the private information shock is simply ¥ t = " t and the support of " t = (" t 0 ,...," tK ) is R K +1 . We make the following standard additive separability assumption.
Assumption 5 (Additive Separability). U additively separable in
Since the problem is recursive in nature, we will omit the time subscripts on variables when convenient and use (s 0 , " 0 ) to denote the one-period-ahead counterpart of (s, "). The value function for this model can then be expressed as
We also define the choice-specific value function, v (a, s, µ) , which represents the current and future expected payoff from choosing a, net of the idiosyncratic component " a :
Under Assumption 5, we can now express the problem in a more compact form, a form which resembles a static discrete choice problem with the choice-specific value function playing the role of the period payoff function. Letting ae (s, ", µ) denote the optimal policy, or choice of a,
Under certain distributional assumptions for ", the model admits conditional choice probabilities with known analytical forms. In particular, in applied work it is often assumed that the components of " are iid and follow the type I extreme value distribution. Under this assumption, the conditional choice probabilities have a closed form in terms of the choice-specific value function,
, and v(a, s) is the unique fixed point to the contraction mapping (Rust, 1994) 
Dynamic Games of Incomplete Information
In the case where N > 1, each agent's optimal decision depends on the expectations that agent holds about the actions of the other agents. We assume that agents use Markovian strategies that are consistent with a Markov perfect equilibrium (MPE). Given a strategy profile ae = (ae 1 ,...,ae N ), agent i 's expected discounted future payoff in state s can be expressed recursively in terms of the ex-ante value function:
The bar denotes that this is the expected value before ¥ is realized, hence, the expectation is with respect to the distribution of ¥. Given a strategy ae i for player i , in equilibrium each rival firm's beliefs about firm i 's actions must correspond to the beliefs implied by the strategy ae i and the distribution G i of firm i 's private information. By including rival strategies inside the expectation above, we are integrating with respect to the implied beliefs about rival firms.
Definition. A Markov perfect equilibrium (MPE)
is a strategy profile ae = (ae 1 ,...,ae N ) such that for all
. Two-step estimation methods are particularly useful for estimating dynamic games because they do not require one to solve the model to determine the equilibria. Following most papers in the literature on two-step estimation (e.g., Bajari et al., 2007; Aguirregabiria and Mira, 2010) we require that the data be generated by a single Markov perfect equilibrium and that all players expect the same equilibrium to be played in all periods.
Assumption 6 (Equilibrium Selection). The data are generated by a single MPE profile ae.
Assumption 6 is identical to Assumption ES of Bajari et al. (2007) . Under this assumption, dynamic games of this form have a nonlinear state space representation where p(a t | x t , ª t ; µ) is the conditional density of a t implied by ae given the distribution of ¥ and µ. Thus, the conditional density of choices implied by the Markov strategy ae plays the same role in the likelihood as the discrete choice probabilities in the single agent DDC model.
Sequential Monte Carlo Methods
Sequential Monte Carlo methods, or particle filters, are simulation-based methods for approximating posterior distributions of unobserved state variables in nonlinear and non-Gaussian state space models.
We focus on the bootstrap filter introduced by Gordon, Salmond and Smith (1993) which is relatively simple but still captures the essence of more recent variations. 5 We first introduce the optimal nonlinear filtering problem arising due to the unobserved states and then introduce SMC methods as approximate solutions to this problem. This state space model and the methods discussed in this section will provide a foundation for the maximum filtered likelihood (MFL) estimators considered in Section 4.
Optimal Filtering
Given the generic nonlinear state space model from Section 2, the two primary problems of interest to a researcher who has a collection of observations {y t } T t =1 are estimating the posterior distribution of the unobserved state ª t given the observed data and estimating the unknown parameters µ. From a classical perspective, µ is deterministic and these are distinct problems. In this setting, we can first recover the posterior distribution of ª t then use it form a likelihood function with which we can estimate µ. From a Bayesian point of view, inference on ª t and µ are essentially the same problem, since µ can be treated as a time-invariant component of ª t , with the joint posterior distribution of (ª 1:T , µ) being of interest.
Here consider estimation of marginal posterior distributions of the form
The cases s < t , s = t , and s > t are referred to, respectively, as prediction, filtering, and smoothing. Particle filters are methods for approximating sequential filtering distributions º t |t . Conveniently, the one-stepahead prediction distribution º t |t°1 is also approximated in the process.
The filtering distribution º t |t can be represented recursively, starting with the initial distribution º 0 , by applying a series of prediction and updating steps using Bayes' theorem and the transition kernel 5 Variations to the basic algorithm usually involve different proposal distributions, such as the auxiliary particle filter (Pitt and Shephard, 1999) , or alternative resampling schemes, such as multinomial resampling (Gordon, Salmond and Smith, 1993) and residual resampling (Liu and Chen, 1998) . 6 For simplicity, we let the dependence on µ be implicit in this section.
, which gives the probability of ª t arriving in d ª t given ª t°1
and y t°1 . Given º t°1|t°1 , the one-step-ahead prediction and filtering distributions are
Analytic solutions for the optimal filtering problem are only known for special cases. Kalman Filters (Kalman, 1960) have been used very successfully in models that are both linear and Gaussian. The models we study, on the other hand, are nonlinear and non-Gaussian.
A Generic Particle Filter
Sequential Monte Carlo methods, or particle filters, are a class of methods which aim to approximate the sequence of posterior distributions º t |t using a weighted collection of R particles, or weighted mass
that evolve over time. The particles can be used to form an empirical probability measure which approximates º t |t :
where ± ª denotes the measure that assigns mass 1 at ª and zero elsewhere.
Particle filters operate in a recursive manner: given º R t°1|t°1 and a new observation y t , we form an approximation º R t |t°1 , motivated by (5), and use it to form an approximation º R t |t using an approach motivated by (6). We describe a generic particle filter here, but for more thorough descriptions of SMC methods there are several very good sources available such as Künsch (2001) 
and setw r t = 1 to form the uniformly weighted particle system {(ã
. Then following (6), we obtaiñ
The weighted particle representation of this distribution is obtained by setting the weights to be proportional to the likelihood of the new observation y t , with w r t = p(y t | y t°1 ,ã r t ), yielding the particle system {(ã r t , w r t )} R r =1 . Finally, we obtain a uniformly weighted particle system by resampling R particles {ª
from the empirical distributionõ R t |t and setting w r t = 1 for all r . The resulting approximation is
The process is perhaps easiest to understand in algorithm form:
• Recursion: Repeat the following steps for each t = 1, . . . , T .
-Importance sampling: Drawã One of the benefits of using the particle filter in this context is that it only requires evaluating or sampling from densities that arise naturally as part of the model specification. Note that we also obtain an approximation to the prediction distribution, º R t |t°1 , as a by-product of the algorithm using the uniformlyweighted particlesã r t drawn from the proposal distribution. This prediction distribution will be useful later, as we use it to integrate the likelihood function over the distribution of the latent state.
Estimation
The sequential Monte Carlo methods discussed above solve the problem of drawing from the various posterior distributions. In this section we turn to the problem of estimating the unknown parameters µ given a sample of N iid observations of length T denoted {y 1,1:t , y 2,1:t ,..., y N ,1:T } where y i ,s:t = {y i ,ø , s ∑ ø ∑ t }. Let ª i ,s:t be defined similarly.
How one estimates the model and how one solves the model (if at all) are two distinct problems. Here our focus is on estimation. How and when a particle filter can be applied also differs for each estimation method. We consider both a general full-solution approach, which assumes that it is feasible to evaluate the likelihood p(y t | ª t , y t°1 ; µ) (e.g., the model can be solved somehow to obtain choice probabilities), and a two-step estimator based on that of Bajari, Benkard and Levin (2007) , which flexibly estimates the policy functions in a first step and then estimates the structural parameters using the equilibrium conditions in a second step. In the full solution maximum likelihood approach, we can simply use the particle filter to approximate the likelihood function and maximize it, yielding point estimates for all parameters. In the two step approach, the particle filter must be applied in the first step to recover both the distribution of the unobserved state as well as policy functions which condition on the unobserved state. As is the case without unobserved heterogeneity, the two-step estimator is less efficient than the full solution approach and requires the researcher to choose certain quantities such as the number of simulation draws, the distribution of alternative policy functions, etc. Hence, when it is computationally feasible the full solution estimator is preferable.
Maximum Filtered Likelihood (MFL) Estimation
Given observations {y i ,1:T } N i =1 and following (3) the log-likelihood function is
This is an integral with respect to the step-ahead filtering distribution. If we can evaluate p(y i ,t | ª i ,t , y i ,t°1 ; µ) and if we can draw from the transition density of ª i ,t , then a particle filter can facilitate maximum likelihood estimation of µ since we can readily form the approximation
by using the approximate empirical distribution º R t |t°1 , formed using the particle system {(ã
. This leads directly to the following approximation to the log-likelihood function:
We define the maximum filtered likelihood (MFL) estimator aŝ
Following the application in Section 5, we report the results of a series of Monte Carlo experiments which suggest that the estimator performs well in dynamic discrete choice models even when the number of particles is small. Here we focus on establishing consistency of the MFL estimator as N ! 1 and R ! 1. Note that we can approximate the log likelihood function aŝ
Viewed in empirical process terms, let P N denote the empirical measure associated with observations y i ,1:T for a sample of size N and let P denote the population distribution of y i ,1:T . Similarly, let S for r = 1,...,R generated by the particle filtering algorithm conditional on the observations y i ,1:t and let S y i ,1:t denote the true distribution. Under the assumption that the sample consists of N of independent observations of y i ,1:T , the behavior of the likelihood function as N ! 1 can be handled by standard empirical process techniques such as those used by Pakes and Pollard (1989) . On the other hand, to analyze the behavior as the number of particles R ! 1 we appeal to empirical process results for genetic, interacting particle systems by Del Moral and Ledoux (2000) .
Returning to the likelihood function, we haveL(µ) = P N lnĥ(·, µ) where Nolan and Pollard (1987, Definition 8) and Pakes and Pollard (1989, Definition 2.7) for the envelope H with PH 2 < 1. Similarly, the class Q = {q(·, y, y
We verify the conditions for consistency below in Section 5 in the context of the application. Several examples of classes of functions satisfying the required uniform entropy conditions of Assumption C1 are discussed in, for example, van der Vaart and Wellner (1996) and Pakes and Pollard (1989) .
Two-Step Estimation
Sequential Monte Carlo methods can also be used to allow for unobserved heterogeneity in two-step estimation methods. Here, we discuss an extension of the estimator of Bajari, Benkard and Levin (2007) which treats the first step policy and transition equation estimation as a joint maximum likelihood problem. As before, once we have specified reduced form policy functions and transition equations that are conditional on the latent state, we can use particle filter samples to integrate the likelihood with respect to the posterior distribution of the latent state. We can then form a joint first-step log-likelihood function and estimate the parameters of the reduced form policy functions and the transition equations.
Since we have controlled for the unobserved state in the first step, these estimated functions can be used to simulate the model in order to approximate the value function. The payoff function and value function in turn depend on the unobserved state since the firms' beliefs about their rivals and state transitions include the unobserved state. With estimated policy and transition equations in hand, estimation of the structural parameters becomes a computational exercise and proceeds almost exactly as in Bajari, Benkard and Levin (2007) , apart from the additional state variables.
First Step Estimation
Strategies for estimating the policy functions in the first step tend to be model-specific and will depend on the specific distributional assumptions made. The general goal in the first step is to estimate the policy functions ae i (s t , ¥ i t ) and the state transition density p(s t | s t°1 , a t°1 ). Any structural parameters that appear in the transition density will be estimated, but the payoff parameters that determine the structural choice probabilities be estimated in the second step.
In order to apply the particle filter, the densities implied by the policy functions ae i and the distribution of ¥ i t must belong to some known parametric family of functions. This rules out the use of many nonparametric techniques in the first step, however, in practice researchers have typically used parametric methods such as probit and logit regressions in the first step when applying this estimator (cf. Ryan, 2012) .
Assumption 7 (Parametric First
Step). The implied policy function belongs to a known family of functions F = { f (·; AE)} indexed by a finite vector of parameters AE. Furthermore, µ can be partitioned as µ = (µ 1 , µ 2 ) so that the transition densities only depend on µ 1 and the payoffs only depend on µ 2 :
The second part of Assumption 7, that µ can be partitioned, is usually not restrictive since the payoff parameters and transition density parameters are typically distinct. Both AE and µ 1 will be estimated in the first step, leaving the payoff parameters µ 2 to be estimated in the second step. The first part of the assumption warrants more discussion.
We have maintained throughout that the payoffs and transition densities are parametric, so it follows that the policy functions are parametric; however, it may be difficult to know the correct family F when the policy functions are analytically intractable and can only be evaluated numerically, so the first part of Assumption 7 is restrictive. It is important to note that the class of parametric functions chosen for the first stage policy functions must be large enough to include the true policy functions in order for the model to be internally consistent. For example, if one only uses a very simple logit model for the first stage policy then most likely the actual policy function implied by the model will not be of this form. In
practice, as we demonstrate in Section 5, flexible parametric specifications can yield very reasonable approximations. It also seems likely that one could use a sequence of increasingly flexible parametric families as the number of observations tends to infinity in a sieve-like manner. For consistency of the estimator, the complexity of the sieve space must increase with the sample size so that the sieves are dense in the space of functions being approximated.
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In the Monte Carlo experiments below, the first step is essentially sieve maximum likelihood, where the difference in choice-specific value functions is approximated by the sieve basis functions. We explore the behavior of the estimator when increasing the number of basis functions as the sample size increases.
7 See Chen (2007) for details on sieve estimation, including sieve MLE.
Here, a formal analysis of nonparametric identification in the first step is complicated by the nonlinear and recursive definition of the value function and the corresponding lack of an analytical solution to the dynamic programming problem. It is not as straightforward as in, for example, the case of linear sample selection models, where the first step is a conditional mean (Heckman, 1979) . In the present setting, object of interest in the first step is a (potentially) nonlinear function of x and ª (and possibly ¥ if it is not additively separable). The observable population distribution is a function of only x. However, the joint transition density of the observed and unobserved states and the distribution of the iid errors are fully specified up to finite dimensional parameters. Therefore, consistency of the first step depends on solving the following integral equation for f 0 :
The density (or probability) on the left-hand side is potentially observable, G is known,
is part of the model specification, and º t |t can be determined given f 0 and parameters µ 1 for the transition density of ª t , also part of the model specification.
In many cases, the model places more structure on the problem. For example, in the case of a dynamic binary choice model under our assumptions, the payoff function is additively separable in the components of ¥ t = (" t 0 , " t 1 ). Furthermore, ¥ t is typically independent of x t and ª t and the distribution may not depend on µ 1 . These properties allow us to simplify the problem as
In practice, the sieve maximum likelihood approach we take does not require explicitly solving the above integral equation. Rather, we approximate the function f 0 (orf 0 ) by a member of F . The problem then becomes choosing AE and µ 1 to maximize the integrated likelihood,
Hence, we maintain the assumption that f 0 2 F (Assumption 7). As before, structural restrictions such as additive separability or monotonicity in ¥ t or shape restrictions on f 0 allow us to further restrict the class F and possibly to limit focus to a lower-dimensional functionf 0 . Identification requires that there be a unique solution f 0 , but consistency does not require that there be a unique AE such that f AE = f 0 . We are only interested in AE to the extent that estimating AE allows us to estimate f 0 consistently.
As before, we obtain estimates (AE,μ 1 ) by maximizing the approximated log-likelihood function:
where f (a, x, ª; AE) = R f (a, y, ª, ¥; AE) dG(¥ | y, ª; µ 1 ) and whereã r i t for r = 1,...,R are the particles drawn at the prediction stage of the algorithm for the i -th observational unit at period t given the parameters AE and µ 1 (i.e., draws from º R t |t°1 (d ª t ; AE, µ 1 )). Note that the transition density for ª t , which also depends on µ 1 , is used for transitioning the particles and that both of the above densities are used for weighting the particles. Thus, the evolution of the particle swarm itself also depends on AE and µ 1 .
After obtainingAE andμ 1 , we can simulate the model from any initial condition by sequentially drawing actions from the estimated policy densities and drawing new states from the estimated transition densities. This is all we need to carry out the forward simulation procedure of Bajari, Benkard and Levin (2007) .
Second Step Estimation
With the first-step estimated policy and transition equations in hand, estimation of the second step parameters is computationally unchanged from that of Bajari, Benkard and Levin (2007) . The primary conceptual difference is that we have estimated policies and transition equations conditional on the unobserved state. However, given the estimated policy and transition functions, we can still use forward simulation to approximate the value functions.
Letae(s t , ¥ t ) denote the joint policy function associated with the estimatesAE. Given values for the remaining structural parameters µ 2 , the ex-ante value function implied by these policies is
where the expectation is taken with respect to {s t , ¥ t } 1 t =0 under (AE,μ 1 ). The structural parameters µ 2 can be estimated as usual by treating the estimated policiesae as the true policies in the equilibrium conditions,
and using them to form a minimum distance objective function
where H is a distribution over the set of possible inequalities-combinations (i , s, ae
). By minimizing this function, we minimize the sum of squared violations of the equilibrium conditions, motivated by revealed preference. Under the true parameters µ 2 , the true policy should always yield higher discounted future payoffs than any alternative policy ae
for each agent i .
In practice, even with fully observed state variables, this procedure is sensitive both to the first step estimates and the chosen distribution of agent indices, states, and alternative policies. In fact, the structural parameters may not be identified under Q for some choices of the distribution H (Srisuma, 2010) . We explore the performance of this estimator in detail, both with fully observed data and with a latent state, in the following section.
An Application to the Model of Rust (1987)
In this section, we develop an extension of the classic bus engine replacement model of Rust (1987) . The extended model has a two-dimensional continuous state space, rather than a one-dimensional discrete state, and one of these states is a serially correlated unobserved state variable. We first use the model to obtain parameter estimates using the original data using the full-solution estimator described above in Section 4.1. We then carry out a series of Monte Carlo experiments with true parameter values inspired by our estimates with the actual data to illustrate both the full-solution and two-step estimators.
The agent has two choices each period, to overhaul the engine of a bus, a t = 1, or to do nothing, a t = 0. The two state variables are the observed mileage, x t , and the latent state of the engine, ª t , which is observed by the decision maker but not by the researcher and may be serially correlated. The time period is one month and the discount factor is Ø = 0.95.
Here, ª t may represent several unobserved factors. Persistent features of the engine (e.g., unobserved quality), the bus (e.g., an inexperienced or abusive driver), or the route which it serves (e.g., difficult
terrain, traffic congestion, unobserved changes in the route) may all be relevant. Furthermore, the binary decision may affect the distribution of ª t and ª t may influence the distribution of x t . For example, a bus serving a route in an area of the city with heavier traffic (which is unobserved and time-varying) may accrue mileage at a lower rate than buses serving more rural, longer-distance routes. Another example of feedback would be unobserved variation in the route itself-perhaps the route is extended, shortened, or changed completely over the sample period, thus changing the distribution of mileage increments.
First, we specify functional forms for the model primitives: the payoff (cost) function and the transition densities for x and ª. For simplicity, we assume the cost function is linear:
The structural parameters of interest are the replacement cost, c 0 , the cost of mileage, c x , 8 and the cost associated with the latent state, c ª . In threshold-crossing models such as this one, the coefficients are only identified relative to the variance of the error term. We will be considering models where the variance of the compound error°c ª ª t + " t ,0°"t ,1 depends on the parameter c ª , and we consider cases where both c ª > 0 and c ª = 0. Therefore, we simply report the estimated cost ratios c 0 /c x and c ª /c x , which are costs relative to the cost of mileage and are comparable across specifications.
When the choice to continue is made in the previous period (a t°1 = 0), given x t°1 and ª t , increments to the observed state, ¢x t = x t°xt°1 , follow an exponential distribution with density
This ensures that the rate parameter ∏(ª t , µ 1 ) is positive while allowing the unobserved quality of the engine to influence the mileage transition process. The latent state follows a mean-zero AR(1) process when a t°1 = 0 with p(ª t | x t°1 , ª t°1 , a t°1 = 0; µ) = '(ª t , Ωª t°1 , ae 2 ) where '(·, µ, ae 2 ) is the pdf of the Normal distribution with mean µ and variance ae 2 . 9 When the engine is replaced in the previous period (a t°1 = 1), the mileage resets to zero and the mileage for period t is exponentially distributed according to the 8 Following Rust (1987) , we scale mileage, by 0.01 so that all parameters are roughly on the same order of magnitude. All coefficients on x t should be interpreted in light of this scaling. 9 We use the normalization ae = 0.5 and estimate coefficients on ª t in the cost function and transition equation. distribution above; the latent state is drawn anew from the stationary distribution:
We must solve for the choice-specific value function v(a, s, µ) both to simulate data and to estimate the model. Recall that v satisfies v°°(v) = 0, where°is the functional operator defined in (4). Although v is an infinite-dimensional object, we can form a smooth approximation to v with only a finite number of parameters using Chebyshev polynomials (cf. Judd, 1998) . See Appendix A for details.
For consistency of the maximum filtered estimator, we consider the entropy condition in Assumption C1 of Theorem 1. In this model, the class Q which generates the likelihood function is
ae .
We first appeal to the fact that exponentiation is Lipschitz on compact sets. We assume the parameter space £ is compact and in practice we limit the state variables to compact spaces as described in Appendix A. That the class of functions Q is Euclidean then follows from Lemmas 2.13 and 2.14 of Pakes and Pollard (1989) provided that the choice-specific value function v is well-behaved. Norets (2010) gives conditions for continuity and differentiability of value functions in dynamic discrete choice models.
Finally, we note that for consistency Theorem 1 also requires that the initial distribution of ª 0 be correctly specified. Otherwise, there could be an initial conditions problem when T < 1 (Heckman, 1981) .
As a robustness check, we intentionally use a misspecified initial distribution for this model in the Monte
Carlo experiments below and find it does not appreciably affect the results.
Empirical Results
We first estimate the model using the original data of Rust (1987) . Keeping in line with the groupings chosen by Rust (1987) , we use the data for bus groups 1-3 (pooled) and group 4. These groupings were based on heterogeneity tests of the mileage processes between the groups. Table 1 summarizes the data for the four groups. Groups 1-3 consist of 67 buses, each observed over a period of between 25 and 70 months for a total of 3,931 bus-month observations. Group 4 consists of 37 buses, each observed over 117 months for a total of 4,329 observations. The sample mean and standard deviation of the monthly mileage increments for each group are also reported along with the number of engine replacements and the average cost of replacement including labor and parts.
One distinction that will prove important is that the mean monthly mileage increment for group 4 is much smaller than for groups 1-3, but the standard deviation is nearly twice as large, indicating that there may be more heterogeneity among buses in group 4 than among those in groups 1-3. Rust (1987) tested for heterogeneity within groups and failed to reject the null hypothesis that the distribution of mileage increments for buses within groups 1-3 and within group 4 are, respectively, identical within those groupings. However, he used a discrete-state-space model and based the tests on a multinomial distribution for discretized mileage transitions with three states (increasing by less than 5,000 miles, increasing by 5,000-9,999 miles, or increasing by 10,000 miles or more).
Since we use a continuous-state-space model, we carry out a test for heterogeneity by supposing that mileage increments are exponentially distributed 10 and estimating an unrestricted model with bus-specific parameters and a restricted model with a common parameter. In other words, this is a reduced-form test for within-group heterogeneity. For each bus group j = 1, 2, 3, 4 we suppose mileage increments x i t°xi ,t°1 for each bus i follow an exponential distribution with rate parameter µ i j . We also estimate a homogeneous specification where there is a common rate parameter
shared by all N j buses in group j . We then carried out a likelihood ratio test for the null hypothesis H 0 : µ 1 j = µ 2 j = ··· = µ N j , j for each group j . The results given in Table 2 show that we also cannot reject the null hypothesis of homogeneity for any particular group, however, there appears to be substantially more evidence for heterogeneity within group 4 (p = 0.37) than for groups 1-3 (p ∏ 0.93). This is in contrast to the findings for the discretized mileage processes, for which the respective p-values were all above 0.85 (Rust, 1987 , Table V, p. 1017 . Our findings with the continuous mileage data support the separate analysis of group 4 and also foreshadow the type of heterogeneity reflected by our estimates. Table 3 reports the estimates obtained using data for bus groups 1-3 and bus group 4. The first row for each grouping gives the naïve estimates obtained when ignoring the latent state ª t . Then, we report the estimates obtained using R = 5, 000 particles. We also used R = 500 and R = 9, 000 with qualitatively very similar results. Furthermore, the Monte Carlo experiments below show that the estimates can be nearly unbiased with as few as R = 50 particles.
The estimates were obtained by choosing the initial distribution º 0 to be N(0, ae 2 0 ) with ae 0 = 2.0. We also used ae 0 = 0.5, ae 0 = 1.0, and ae 0 = 3.0 with similar results. The estimates were also robust to different seed values for the underlying random number generator, which result in different filter samples. The standard errors were calculated using 250 bootstrap replications. The computational times reported are times in minutes to obtain the "observed" estimate (i.e., not including the bootstrap replications).
Overall, for groups 1-3 we find some evidence of a moderately persistent latent state variable (Ω = 0.684) that primarily affects costs but not mileage increments. For comparison, we consider the effect of a one-standard-deviation increase in ª t (relative to the stationary distribution, with standard deviation 0.685). Given the estimates, this would decrease the mean of the distribution of mileage increment by 203 miles (1.3%) and increase costs by as much as 1,833 additional miles.
For group 4, we find evidence of a latent state variable that is strongly serially correlated (Ω = 0.982) and, while it has a relatively smaller effect on costs, it has a larger, positive effect on mileage transitions.
Through our parametrization of the scale parameter of the exponential distribution in (7), when ∏ ª is negative higher values of the latent state ª t decrease ∏(ª t , µ 1 ) which in turn increases the mean of the mileage increment. That is, buses with larger values of ª t tend to be driven more miles each month. A one-standard-deviation increase in ª t (2.65) increases the mean of mileage increments by 3,806 miles (36%) and increases costs as much as 384 miles.
Because we use a large number of particles for estimating the model with the real data, the computational times for the particle filter estimator are longer than for the naïve estimator: 38 times longer for groups 1-3 and 54 times longer for group 4. However, even for group 4 the time is under two hours. 10 The exponential distribution was suggested by Rust (1987) for mileage increments in the general description of the model, before the discrete-state-space model is introduced.
An alternative to the proposed procedure would be to evaluate the likelihood using Monte Carlo integration by simulating entire paths ª 1:T to approximate the T -dimensional integral in (2). On the other hand, the particle filtering procedure yields draws of ª t conditional on the observed data and uses them to approximate the one-dimensional integrals in (3). For both procedures, one needs to propagate the draws through the transition kernel and evaluate the likelihood for an observation (conditional on both x t and ª t ). The main additional cost of the particle filter is in the resampling step, which is non-trivial but also does not dominate the computational time. Therefore, given an equal number of draws the particle filter uses those draws more effectively.
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Using the results from Table 3 , we also perform likelihood ratio tests for the null hypothesis that the constrained or naïve model is the correct model. For groups 1-3, we cannot reject the constrained model at any of the usual levels. On the other hand, for group 4 we strongly reject the null. There appear to be strongly persistent differences in mileage transitions that are important for this group, as well as persistent differences in costs. This is in line with the reduced form analysis above, where we found more evidence for heterogeneity in mileage transitions for group 4, as shown in Table 2 .
To compare the predictions of the two models, we plot the estimated replacement hazard functions in Figure 1 for groups 1-3 (panel a) and group 4 (panel b). For groups 1-3, the mean mileage at replacement is 200,684. For these groups, the hazard between is slightly higher 100,000 and 200,000 miles for the model including ª t but substantially lower for higher mileages. For group 4, although the hazard for the model including ª t is slightly larger for mileages over 150,000, the hazards are largely similar as reflected by small estimated cost parameter c ª . Importantly, although the estimated hazards are similar for group 4 other implications of the model, such as the replacement demand functions, may differ in important ways.
We can also find differences in economic implications due to unobserved heterogeneity when we use the estimates to derive the demand function for new bus engines. Rust (1987 , Table III) reports the average total replacement costs: $9,499 for groups 1-3 and $7,513 for group 4. We approximate the demand function by simulating 12 the steady state unconditional replacement probability under different replacement cost values ranging from $1,000 to $15,000. Figure 2 plots the demand functions for groups 1-3 and group 4 using both the naïve estimates and the MFL estimates. The vertical lines indicate the actual average engine replacement costs reported by Rust (1987) and which are shown in Table 1 . The naïve estimates appear to over-estimate demand at low costs for both groups 1-3 and group 4. Thus, assuming that the unobservables are independent over time may have non-trivial economic implications.
Allowing for serially correlated unobserved heterogeneity yields similar implications for demand when costs are above $8,000, but demand is much lower for low replacement cost values. Annual demand is nearly half for groups 1-3 when the replacement cost is $1,000 and is nearly one-fifth for group 4.
Finally, we note that Norets (2009a) also estimated a similar model that allowed for serially correlated unobserved heterogeneity using data for bus group 4. He found only moderate evidence for serial correlation while we find strong serial correlation. Two differences in our models explain the difference.
First, although Norets (2009a) also allows for serially correlated unobserved costs the model considered 11 Indeed, we carried out Monte Carlo experiments using MSL using the same model and found appreciable bias with as many as R = 400 simulated draws while the bias for the MFL estimates was negligible with R = 50 particles. 12 We report average replacement probabilities using 101,000 simulated periods and discarding the first 1,000 periods.
here additionally allows the serially correlated unobservable to manifest itself in the form of heterogeneity in the distribution of mileage increments. As noted above, there is more evidence of heterogeneity in the mileage process for group 4 than for other groups. Second, we treat mileage as a continuous variable while Norets discretized it as Rust (1987) originally did. Rust (1987) previously carried out likelihood ratio tests for the hypothesis that the discretized mileage process was the same for all buses within a group, but he found no evidence against this hypothesis for any bus group. However, once we use the continuous mileage data there is more evidence of heterogeneity.
Monte Carlo Experiments: Full Solution Estimation
In this section we explore the results of a series of Monte Carlo experiments carried out by estimating the continuous state model described above using the maximum filtered likelihood estimator. We choose true parameter values that are based on the estimates above obtained using the data from Rust (1987) .
Recall that in addition to estimating the parameters µ, the sequence of distributions of the latent state for each observational unit (here, for each bus) can be estimated as well. This is illustrated in Figure 3 (a), which displays a single simulation from the continuous state bus engine replacement model along with the distributions of the unobserved state for each period t (conditional on the observed data up to period t ) as approximated using the particle filter. The realization of x t is plotted in the lower panel. taken to be normal with mean zero and standard deviation ae 0 = 3.0. Notice how the particle swarm is initially very dispersed (due to the large value of ae 0 ), but quickly assigns more weight to more relevant areas of the state space as information from the data is incorporated.
Finally, we generate several datasets consisting of N = 100 bus observations of T = 100 periods each and estimate the model several ways. Table 4 reports the mean, standard deviation, mean bias, and root mean squared error of the parameter estimates over 25 replications for several different estimators. The panels of this table proceed from less information about the latent state at the top to more information at the bottom. We take the initial distribution of the swarm to beõ 0 = N(0, ae 2 0 ) with ae 0 = 0.5. Although the sample size is fixed throughout, increasing the number of particles results in smaller mean squared errors which approach the ideal but infeasible case where ª t is observed and treated as data.
In the data generating process, we generate ª 0 by drawing from the stationary distribution, N(0, ae 2 /(1°Ω 2 )). The initial distribution º 0 is an importance sampling distribution and is intentionally chosen to be different than the true distribution to illustrate the adaptive behavior of the filtering distribution and robustness of the estimates to misspecification of the initial proposal distribution. This can be seen in Figure 3(a) , where the effect of the initial distribution º 0 diminishes quickly.
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First, Table 4 reports the naïve estimates obtained when ignoring the latent state ª t . In this case we 13 We also carried out Monte Carlo experiments using datasets with T = 10 time periods and N = 1, 000 cross-sectional units and found that the estimator also performed well in this setting despite the increased importance of the initial conditions. are only estimating the average mileage transition rate ∏ 0 , without capturing the effects of ª t . As such, our estimates of ∏ 0 are biased. Similarly, we are overestimating the replacement cost ratio c 0 /c x by about 21%.
Any welfare calculations or policy implications based on these estimates would suffer from this bias.
The following rows present the maximum filtered likelihood estimates, which perform quite well in all cases. With only R = 25 particles, the replacement cost ratio estimates and all other parameters have much smaller bias than the naïve estimator. Estimates of the latent cost ratio are quite good for all values of R. The bottom panel reports the maximum likelihood estimates obtained when the latent state is fully observed. It is worth nothing that the estimates with only R = 50 particles have as little bias as the estimates with fully observed data.
The computational times for the MFL estimates with R = 25 are only 40% longer than for the case of fully observed data. For R = 100, the times are a little more than twice as long on average. The computational times for the R = 25 case are about seven times longer than for the naïve estimator, but the naïve estimator has over eight times more bias in the relative replacement cost. Note that there is some savings in terms of the total number of functional evaluations required when adding more particles, since the objective function becomes more smooth and easier to optimize. The trade-off, of course, is that using more particles makes each functional evaluation more costly.
Sources of Bias
In this section, we consider the potential sources of bias when ignoring unobserved heterogeneity in the form of latent, serially correlated state variables. First, we consider two possible sources of bias in the particular optimal renewal model estimated above: time-varying unobserved heterogeneity in the distribution of mileage increments (∏ ª ) and time-varying unobserved costs (c ª ). Recall that ª t can be either positive or negative and that it enters the payoff function as°c ª ª t . We impose the normalization that c ª ∏ 0 so that we interpret positive values of ª t as costs and negative values as benefits. Table 5 contains estimates for the naïve estimator for four population parameter choices which are designed to illustrate the roles of the two effects in determining the bias from ignoring the unobserved heterogeneity.
When latent costs are important (c ª > 0), then the relative replacement cost is biased upward as can be seen in specifications 1-3 in Table 5 . In comparing these cases, we can also see that the bias is affected by the degree to which the latent state influences the distribution of mileage transitions, since the bias varies with ∏ ª across specifications 1-3. When there are no unobserved costs (c ª = 0), then the bias in the relative replacement cost is zero independent of the value of ∏ ª , as seen in specification 4. However, of course the mileage transition parameter ∏ 0 (for which the mean increment is 1/∏ 0 ) is still biased in this case and in all cases for which ∏ ª 6 = 0.
For this specific model, the estimated replacement cost ratio c 0 /c x tends to be biased upwards. The source of this bias is similar to selection bias in a static model, but there is dynamic selection here on unobservables that are time-varying. In particular, we are more likely to observe a bus accrue additional mileage (the engine is not replaced) when ª t < 0 (i.e., the bus is unobservably less costly). Unobservably more costly buses tend to have replacements early, so they select out. Therefore, if we could observe ª t in the sample then the average value would be negative. So, when using the naïve estimator, since observed buses are on unobservably less costly (ª t < 0) on average, this is attributed to a lower estimated cost of mileage and a higher cost of replacement. The overall effect is that on average c 0 /c x is biased upwards.
Finally, we note that there are several special features of this model: the choice variable is binary and has a renewal effect, the cost function is linear, the observed state is monotonically increasing unless a replacement occurs, and the unobserved state variable follows an AR(1) process with Normally-distributed innovations. Therefore, it seems unlikely that either the directions of the biases found above or the clean separation of those biases would extend universally to more general models which may not share all of these features. This ambiguity further underscores the need to allow for non-iid error structures.
Monte Carlo Experiments: Two-Step Estimation
Here we apply the two step estimator discussed above to estimate the model. Under additive separability, the policy function ae satisfies the optimality condition
If the iid choice-specific errors are distributed according to the type I extreme value distribution, then the corresponding choice probabilities are
Now, suppose that we can approximate the differences v(0, s, µ)°v(1, s, µ) byf (s; AE). Then it follows that
we can use a simple logit model to approximate the true policy:
We choose F to be the collection of polynomials of the form
The parametric specifications for the state transition densities are specified as part of the model and so we can estimate the parameters µ 1 of those densities and the parameters AE from the parametric policy approximation using maximum likelihood. As before, we can use the particle filter samples to approximate the likelihood function.
With estimates (AE,μ 1 ) in hand, the approximate policy function is simplyae(s, ") = 1{f (s;AE)+" 0°"1 ∑ 0}.
GivenAE, we knowae and givenμ 1 , we know the estimated transition densities. We can therefore use forward simulation to approximate the ex-ante value functionV i (s; ae, µ) for any s.
In the second step, we follow Bajari, Benkard and Levin (2007) in using linearity of the value function to reduce the computational burden. Note that we can write the payoff function as
Notice that this approximation to the ex-ante value function is linear in the parameters c 0 , c x , and c ª and that the summation terms are independent of the parameters. Thus, they can be pre-calculated so that the value function, and thus the objective function Q(µ 2 ), can be quickly calculated for any value of µ 2 .
In each of these experiments, we use 2, 000 inequalities-state and alternative policy combinations.
For each inequality, we simulate L = 1, 000 paths of lengthT = 250.Alternative policies are based on perturbations of the first-step parameters AE 1 , AE 2 , AE 3 , and AE 4 of up to ±10%. Specifically, we draw ∞ 1 , ∞ 2 , ∞ 3 , and ∞ 4 as ∞ j ª U(°AE j /10, AE j /10) for j = 1,...,4 and perturb the threshold crossing condition by the amount ∞ 1 + ∞ 2 x t + ∞ 3 ª t + ∞ 4 x t ª t . This is equivalent to using the policy function where the first four parameters areAE 1 ,AE 2 ,AE 3 ,AE 4 , withAE j = AE j + ∞ j , and where the remaining parameters are unchanged.
Initial states for each inequality were drawn uniformly over the state space.
The results of our experiments are summarized in Tables 6 and 7 . In Table 6 , we report the means and standard deviations of the first step estimates while considering the sensitivity to the choice of ∑, the dimension of the polynomial in (8) used in the first step. We consider ∑ = 3, 4, 6, 8, 10 where for ∑ = 3 only the first three terms are included and for ∑ = 10, all terms are included. Then, Table 7 reports the corresponding second step estimates for each ∑.
Note that the parameters of interest are ∏ 0 , ∏ ª , and Ω from the first step, shown in Table 6 , and the ratios c 0 /c x and c ª /c x from the second step, shown in Table 7 . The first step parameters AE 1 ,...,AE 10 are not of direct interest but are a means to obtaining estimates of the choice probabilities as a function of x and ª.
To ensure consistency of the second step estimates, the predicted choice probabilities must be consistent.
It is useful to understand how much variation is inherent in the Bajari et al. (2007) procedure and how much is due to the addition of the particle filter. Therefore, for all experiments we compare the estimator with R = 100 particles to the hypothetical case where both x and ª are fully observed by the econometrician. With the exception of ∑ = 8, the difference in the mean estimates is small but the standard deviation of the particle filter estimates is larger, as expected.
In addition, we also present values of the infeasible second-step estimates obtained using the true policy functions (note that there is no data involved in this stage, so the first step is bypassed completely).
In this case, the true policy function is obtained by actually solving the model and is then used to simulate the ex-ante value function and form the minimum distance objective function. That there is nearly no bias in this case indicates that any bias present with the estimated policy functions is due to first step estimation error. Importantly, for all values of ∑-even the obviously misspecified linear case with ∑ = 3-there is less bias in the ratios c 0 /c x and c ª /c x is smaller than for the naïve estimator (see Table 4 ).
Our overall impression from these results is that the two-step estimator behaves well on average and although the estimates are noisier than the full-solution maximum likelihood estimates, they are still preferable to the naïve estimates. For larger values of ∑, the approximation error from including the higher order power series terms seems to be a relatively large component of the standard deviations. However, using orthogonal polynomials such as Hermite, Laguerre, or Chebyshev polynomials might yield better results. The second-step estimates using the true policy function are quite good, indicating that our choices ofT , L, and the form of our alternative policy perturbations are reasonable. In large-scale discrete time dynamic games, where full-solution estimation is infeasible, the additional noise may be a small price to pay for the ability to obtain estimates that control for the latent state variable.
Conclusion
This paper has shown that several common dynamic microeconomic models with serially correlated latent state variables can be written in a nonlinear state space form, to which we can apply a particle filter to approximate the distribution of the latent state. We have proposed two estimators, a full-solution maximum filtered likelihood estimator in the spirit of the nested-fixed point estimator of Rust (1987) and a two-step method based on the estimator of Bajari, Benkard and Levin (2007) . In both cases, applying a particle filter is straightforward and only requires evaluating and drawing from densities that arise naturally as part of the model specification. We then apply the full-solution estimator to generalized version of the bus engine replacement model of Rust (1987) using Rust's original dataset and find strong evidence of serially correlated latent state variables in group 4 and moderate evidence for groups 1-3. We then provide Monte Carlo evidence to highlight the performance of both estimators.
A. Computational Details of the Empirical Model
This section contains computational details of the empirical model used for the Monte Carlo experiments and empirical results in Section 5. In all cases, we use degree fourteen Chebyshev polynomials to approximate the value function (in each dimension) and seventh-order quadrature to approximate the double integral in the functional operator°, defined in (4), in line with the procedures described below.
A.1. Chebyshev Approximation to v(a, s, µ)
Let T k denote the k-th degree Chebyshev polynomial of the first kind, defined on the interval [°1, 1]. The values T k (x) can be calculated using the trigonometric identity T k (x) = cos(k arccos x) or through the
. Let H k denote the set of roots of the k-th degree Chebyshev polynomial of the first kind, 
For each a 2 A and µ, we approximate v (a, x, ª, µ) 
by taking products of Chebyshev polynomials of degree K°1 in each dimension:
where the √ subscript denotes dependence on a collection 
Intuitively, for a given µ one wants to choose the values √ a i j in order to make the difference between v √ (a, x, ª) and°(v √ )(a, x, ª) small in some sense over the entire state space. We choose the coefficients that minimize the squared residuals over the set of Chebyshev roots for a given µ:
Assume for a moment that we can evaluate°numerically. Then, for each µ the value of ™ which minimizes Q µ (™) is used to approximate v(·, ·, ·, µ) in the log-likelihood function. In the Monte Carlo experiments and application, we use Newton's method to solve for the coefficients ™, which are zeros of (9).
A.2. Evaluating°T
o evaluate°numerically in practice, we use quadrature to approximate the required double integral. In particular, we use Gauss-Laguerre quadrature for the integral with respect to the exponential distribution (conditional on ª) and Gauss-Hermite quadrature for the integral with respect to the normal distribution.
Gauss-Laguerre quadrature of order n provides abscissae ≥ i and weights ! i for i = 1,...,n for the following linear approximation:
By Assumption C1 and Lemmas 2.14(i) and 2.15 of Pakes and Pollard (1989) 
for some h § betweenĥ(y, µ) and h(y, µ). By Assumption C2, 2 sup
Recall the definitions ofĥ and h and define h t andĥ t as follows:
t (y 1:T , µ).
Since the functions in Q are bounded, uniform convergence of eachĥ t to h t implies uniform convergence of the product,ĥ, to the product of the uniform limits, h.
Since the class Q is Euclidean, there exist positive constants C and V which do not depend on P such that the L 1 (P ) covering number satisfies
Since Q is a squareintegrable envelope, it follows that the L 2 (P ) covering number is bounded as and Pollard, 1987, p. 789) . Hence the uniform L 2 covering number is bounded:
We can now apply Theorem 5 of Del Moral and Ledoux (2000) to establish that, for each t = 1, . . . , T , sup y,µ Ø Øĥ t (y, µ)°h t (y, µ) Ø Ø as ! 0 as R ! 1. 
