Deep learning has recently shown promising results in plant lesion recognition. However, a deep learning network requires a large amount of data for training, but because some plant lesion data is difficult to obtain and very similar in structure, we must generate complete plant lesion leaf images to augment the dataset. To solve this problem, this paper proposes a method to generate complete and scarce plant lesion leaf images to improve the recognition accuracy of the classification network. The advantages of our study include: (i) proposing a binary generator network to solve the problem of how a generative adversarial network (GAN) generates a lesion image with a specific shape and (ii) using the edge-smoothing and image pyramid algorithm to solve the problem that occurs when synthesizing a complete lesion leaf image where the synthetic edge pixels are different and the network output size is fixed but the real lesion size is random. Compared with the recognition accuracy of human experts and AlexNet, it was shown that our method can effectively expand the plant lesion dataset and improve the recognition accuracy of a classification network.
Introduction
Plant diseases have led to a significant decline in the production and quantity of crops worldwide [1] . A series of plant diseases, such as citrus canker [2] , have caused billions of dollars in losses each year. In more severe cases, it has even led to the extinction of species; for example, Panama disease led to the extinction of the Gros Michel banana [3] . Currently, many plant diseases cannot be cured and can only be dealt with when they are detected. Plant diseases usually produce corresponding lesions; however, due to the complexity and diversity of diseases, the lesions are often identified by experts. Great economic loss is caused because these diseases cannot be treated early. If these diseases can be accurately identified and treated early, the economic losses will be greatly reduced and ecological disasters caused by disease transmission can be avoided.
Traditional computer vision techniques seek to program a model that can identify a series of traits empirically. However, many plant lesion structures are complex and similar, and their colors are diverse, which makes the diagnosis of plant lesions difficult. Recently, machine learning and especially convolutional neural network models have exhibited considerable strengths for image recognition applications. However, most deep learning algorithms are too complex in network structures and require a large training set. For many plant lesion classification applications, the training instances and related data are scarce. Novel models and algorithms are in high demand that can utilize the scarcity of training images to yield a good recognition accuracy.
Since Goodfellow et al. [4] proposed the generative adversarial network (GAN), the generated image quality has greatly improved. When a GAN is used to generate plant lesion images, generating the complete lesion leaf images directly will generate images with a very poor quality (see Appendix A, Figure A1 , Table A1 ) due to the complexity of the lesion structures. We cropped the lesion area of the leaf image and generated the lesion images with a higher subjective effect. However, many plant lesions have similar structures, such as plant cankers caused by Pseudomonas, like citrus canker [2] and pitaya canker [5] (Figure 1) . When only the lesion information is used, the classification network cannot accurately identify the lesion. It is necessary to use the lesion information and the leaf information to accurately identify the corresponding disease types (see Appendix A, Table A2 ). In order to solve the problem, many plant diseases require the lesion and leaf information to be accurately identified, but a GAN cannot generate a complete plant leaf image with a good quality. We propose a binarization plant lesion generation method that uses a binarization generator network with image edge smoothing (ES-BGNet).
Our approach includes multiple steps:
(i) We first input the binarized image and cropped lesion images into a GAN to generate plant lesions with a specific shape. Meanwhile, we also introduced the dropout layer of the network [6] to solve the problem of image overfitting and improve the training speed. (ii) We used the image pyramid [7] and the image edge smoothing algorithm [8] to solve the problem regarding synthesizing a complete lesion leaf image where the synthetic edge pixels are different and the network output size is fixed, but the real lesion size is random.
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Related Work
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Models that apply deep learning techniques had not been introduced until recently due to the lack of computational power. Most of the latest approaches that have been proven to be efficient relied on a neural network to identify plant features that are highly intractable by the usual methods. Reyes et al. [14] used a neural network to identify 1000 different plant features. Tan et al. [15] used deep learning to identify the spotted melon lesion. Sladojevic et al. [16] proposed a method for using deep learning to identify plant diseases. Toda et al. [17] identified lesion data with a convolutional neural network in PlantVillage. Bera et al. [18] identified rice diseases with deep learning. Minaee et al. [19] surveyed the strengths and potentials of deep learning for biometric recognition. Brahimi et al. [20] proposed a new trainable visualization method for plant disease classification based on a convolutional neural network (CNN) architecture composed of two deep classifiers. Francis et al. [21] created and developed a convolutional neural network model to perform plant disease detection and classification using apple and tomato leaf images of healthy and diseased plants. Nestsiarenia et al. [22] solved the problem of the detection and prevention of diseases in agricultural crops by using If there is no leaf information, it is difficult to distinguish the type of lesion.
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Apart from the convolutional neural network (CNN), another major development in deep learning is the development of GAN, which was first proposed by Goodfellow et al. [4] . The generator network maps a source of noise to the input space. The discriminator network receives either a generated sample or a true data sample and must distinguish both. The generator is trained to fool the discriminator. In order to make a GAN more applicable, Deep Convolutional GAN (DCGAN) [23] combined a CNN with a GAN. Wasserstein GAN (WGAN) [24] solved the problem of GAN training instability by introducing a Wasserstein distance. Improved Wasserstein GAN (WGAN-GP) [25] offered an alternative to WGAN weight cropping, which solves the problem of unstable WGAN training. Least Squares GAN (LSGAN) [26] used the mean square loss to replace the logarithmic loss and solved the problem of unstable GAN training. Progressive GAN [27] stabilized the training to generate better images by using the gradual increase of the Laplacian pyramid in a GAN [28] . Giuffrida et al. [29] showed that artificial images can be used to augment the training data, thus reducing the absolute difference in counting error by 5.4% for leaf counting. Zheng et al. [30] proposed the label smoothing regularization for outliers (LSRO) that uses a DCGAN to generate unlabeled samples. Conditional GANs (cGANs) [31] offers a new projection-based approach that improves the image generation. Conditional Infilling GAN (CiGAN) [32] uses a binarized image and background leaves to generate a breast X-ray film sample with good results. Zhu et al. [33] used a conditional GAN setup to create artificial images of Arabidopsis plants, with the focus on the improvement of leaf counting. Purbaya et al. [34] used a GAN to synthesize leaf images and improve regularization. Ward et al. [35] used generated images to augment the training set and improved the accuracy of leaf-image segmentation. Zhang et al. [36] used spectrum normalization to improve the effect of GAN training. Dong et al. [37] employed the sigmoid-adjusted straight-through estimators to estimate the gradients for the binary neurons and train the whole network by end-to-end backpropagation. Song et al. [38] used binary GANs to embed images into binary code and generate images similar to the original image. Chen X et al. [39] used the attention mechanism to improve the quality of wild images. Minaee et al. [40] used the attention mechanism to enable the network to focus on important parts of the face, improving the accuracy of facial expression recognition. Sapoukhina et al. [41] used a GAN to convert RGB images to grayscale images to boost the performance for the leaf segmentation of Arabidopsis thaliana in chlorophyll fluorescent imaging without any manual annotation. Kuznichov et al. [42] used the generated rose plant leaf image to expand the training set to improve the accuracy of the segmentation network. Zhang et al. [43] used a DCGAN to generate citrus canker images to improve the accuracy of the classification network. Lucic et al. [44] used fewer labels to generate a better Fréchet inception distance (FID) image. Chen et al. [45] used adversarial training and self-supervision to make fully unsupervised learning become scaled to attain an FID of 23.4 on unconditional ImageNet generation. Tran et al. [46] applied self-supervised learning via the geometric transformation on input images and assigned the pseudo-labels to these transformed images to improve an unconditional GAN. Lin et al. [47] produced images that were larger than training samples by combining them with the originally generated full image. Takano et al. [48] explored how selecting a dataset affects the outcome by using three different datasets to see that a Super-Resolution GAN (SRGAN) fundamentally learns objects, and using their shape, color, and texture, redraws them in the output rather than merely attempting to sharpen edges. Zhang D et al. [49] gradually increased the difficulty of the discriminator by progressively augmenting its input or feature space, thus enabling continuous learning of the generator, leading to a better performance.
In this study, we refer to the comparison of a GAN evaluation in Lucic et al. [50] , and we build the model of the generator network using a WGAN-GP and CiGAN as a base. Compared with the algorithm that uses the binarized image in the reference, our advantage was using the binarized image to generate a lesion image with a specific shape. It solved the problem that occurs when the random-shaped lesions are synthesized with the leaves, and so the lesions must be marked. However, due to the complexity of the lesion structures, it is difficult to mark the lesions completely using the algorithm, and manual marking needs a lot of time and money.
Methods

Network Architecture
Our network architecture is shown in Figure 2 . The input of the generator was a set of Gaussian distribution data. After a convolution, the result of the first convolution was multiplied by the lesion binarized image biImg1, and the multiplied result was then added to the marked leaf image bgImg1. After three more convolutions, the resulting lesion out1 is output to the discriminator. At the same time, the output out1 was multiplied by the binarized lesion image to obtain the out2 lesion image. We then synthesized out2 and the marked leaf image bgImg2, and our desired result Img2 was obtained via edge smoothing the obtained Img1.
Due to the uniform size of the images generated by the GAN, the size of the plant lesion and the lesion's relative position on the leaves in the natural environment were completely random. In order to make the generated image more in line with the real lesion, we obtained lesion images of different sizes by placing the generated lesion image at different positions of the leaf and using the image pyramid.
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ES-BGNet
We proposed a generation net to solve the problem of insufficient leaf lesions data. The GAN training strategy is to define a game between two competing networks. The generator network maps a source of noise to the input space. The discriminator network receives either a generated sample or a true data sample, both of which must be distinguished. The generator is trained to fool the discriminator.
The loss of our generator is:
The loss of our discriminator is: 
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The loss of our discriminator is:
where x is the real sample image; x is a fake image generated by the g(z) generator; P r is the distribution of real data; P g is x = G(z); z is a set of Gaussian distribution data;x = x + (1 − ) x; is a random value obeying U[0, 1]; and λ is the penalty coefficient, for which we use λ = 10. Meanwhile, our generator trained once every iteration, while the corresponding discriminator trained five times. Our learning rate was 0.0001; optimization was performed using the Adam optimization algorithm.
Image Marker Layer
We added an image marker layer to the generator network using the image binarization algorithm. For the algorithm's selection of the binarized plant lesion image, we compared Iterative Self-Organizing Data Analysis Technique (ISODATA) [51] , the histogram-based threshold algorithm analysis [52] , and the image binarization through image filtering and histograms [53] , which are found in Table A4 of Appendix A. Because the number of samples was too small to train the segmentation network, the lesion and leaf area pixel value of the plant lesion image had a more obvious bimodal trend. Therefore, a threshold-based histogram bimodal algorithm [52] was adopted to generate a binarized image of the original dataset.
We created a histogram of the pixel values of the grayscale image of the lesion image with 20-pixel intervals:
num type = number(p i );
then, we calculated the slope of the corresponding pixel according to the histogram:
and the threshold we calculated was:
where p i is the value of the ith pixel, type = p i 20 , num type is the number of pixels corresponding to type, and k type is the left slope corresponding to the pixel where k type=0 = 0. Further, thres is the threshold we calculated, and top i and top j are the values of the two peak pixels corresponding to the histogram.
Image Edge Weighted Smoothing
When we combined the generated lesions with the leaves, the edge pixels of some of the image synthesis regions were quite different. Comparing the commonly used edge smoothing algorithms, such as the mean filtering and median filtering [54] , Gaussian filtering [55] , and gradient-based image filtering [56] through experimentation (in Table A6 of Appendix A), we chose [54] image edge weighted smoothing filtering:
where p i is the pixel we filtered, p j is the pixel of the background leaf adjacent to pixel p i , and λ is the weight. We chose λ = 0.2 as our weight through experimental comparison. Our evaluation indicators were the inception score (IS) and the Fréchet inception distance (FID), as shown in Table A8 of Appendix A.
Bilinear Interpolation Image Pyramid
We found that due to the complex structure of the lesion itself, the lesion characteristics would be lost if the image had too few pixels. By comparing bilinear interpolation [57] , nearest neighbor interpolation [58] , and bicubic interpolation [59] , as shown in Table A10 of Appendix A, we used bilinear interpolation [57] to scale the image to form the structure of the image pyramid. A bilinear map is a function combining elements of two vector spaces to yield an element of a third vector space, and is linear in each of its arguments. In Figure 3 , we can work out the position coordinates and pixels of points 1-4 to calculate the position coordinates and pixels of point 5:
In the image, the difference in coordinate values between adjacent pixels is 1:
The pixels of point m, point n, and our target point 5 can be calculated using the above formula, and the position of point 5 can be used as follows:
The position information of m and n is:
The pixel in the upper-left corner of the image is considered the origin of the coordinate system, p i and p j are known pixels, p is the pixel to be calculated, x i and x j are positional information of known pixels, and x is the position information to be calculated, dstX is the horizontal axis position information of the scaled image and dstY is the vertical axis position information of the scaled image, SrcX is the horizontal axis position information corresponding to dstX before image scaling and SrcY is the vertical axis position information corresponding to dstY before image scaling, dstWidth is the width of the image in the scaled image and dstHeight is the height of the image in the scaled image, and srcWidth is the width of the image before scaling image and srcHeight is the height of the image before scaling image.
information of the scaled image and is the vertical axis position information of the scaled image, is the horizontal axis position information corresponding to before image scaling and is the vertical axis position information corresponding to before image scaling, ℎ is the width of the image in the scaled image and ℎ is the height of the image in the scaled image, and ℎ is the width of the image before scaling image and ℎ is the height of the image before scaling image. 
Experiments
Dataset
In the experiment, we shot the citrus canker sample dataset using a Nikon D7500. It was found through experiments that the result of a GAN generating a complete plant lesion leaf image was very bad. We cut the leaf lesion area and generated good cropped lesion images. Then, we used edge smoothing and an image pyramid to synthesize lesions and leaves to obtain complete leaf lesion images. Our source code is available at https://github.com/Ronzhen/ES-BGNet. Our method took 46 h to train on a GTX1070 Ti.
Citrus canker: As is shown in Figure 4 , we cut 788 images of the citrus canker dataset and rotated them every 90 degrees. The resulting image of 3152 citrus canker images was taken as our lesion samples. The citrus canker dataset was divided into three categories: 2000 training images, 652 test images, and 500 validation images.
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Quality Assessment of Generated Images
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We tested the generated lesion image using human experts and AlexNet to evaluate the generated image quality, see Table 1 . 
We tested the generated lesion image using human experts and AlexNet to evaluate the generated image quality, see Table 1 . Table 1 . Precision, recall, F1 score, and accuracy of human experts and AlexNet for classifying real images and generated images. We gathered statistics for 10 trainings, and the difference was statistically significant (p < 0.05).
Method
Precision Recall F1 Score Accuracy 
Compare Accuracy to Determine Whether to Use Synthetic Data in AlexNet
We used AlexNet as a comparison network and compared the recognition accuracy of AlexNet in the same test sets to verify the effectiveness of our method. In order to ensure the unification of the initial weight of the network and reduce the training cost, we used the training model on ImageNet to initialize our AlexNet. We performed 2000 iterations and spent 3 h training Alexnet on a GTX1070 Ti.
As can be seen from Figure 8 and Table 2 , using ES-BGNet to expand lesions improved the recognition accuracy of AlexNet. All three methods achieved their best classification accuracy after 500 iterations. This confirmed the effectiveness of our method for extending the deep learning network training sets to improve the recognition accuracy of the classification network.
Appl. Sci. 2020, 10, x FOR PEER REVIEW 9 of 16
As can be seen from Figure 8 and Table 2 , using ES-BGNet to expand lesions improved the recognition accuracy of AlexNet. All three methods achieved their best classification accuracy after 500 iterations. This confirmed the effectiveness of our method for extending the deep learning network training sets to improve the recognition accuracy of the classification network. Table 2 . Contrast between not using synthetic data and using edge-smoothing binarization generator network (ES-BGNet) synthetic data to provide the average accuracy of AlexNet using the citrus canker dataset. We gathered the statistics of 10 training exercises, and the difference was statistically significant (p < 0.05).
Dataset
Network Average Accuracy
Citrus canker
No synthetic data 0.955 ± 0.003 Added ES-BGNet synthetic data (ours) 0.978 ± 0.007
Conclusions
In this work, we proposed a method to generate a plant lesion leaf image with a specific shape and synthesize a complete plant lesion leaf image to improve the recognition accuracy of the classification network. We put the binarized image into the generator network and obtained a specific shape lesion image. Meanwhile, using the image pyramid and edge-smoothing algorithm, we achieved the enhancement of the complete lesion leaf image. This solved the problem where many plant lesions are difficult to obtain due to having very similar structures, and therefore the lesion and leaf information must be combined to accurately identify the corresponding disease, which caused Table 2 . Contrast between not using synthetic data and using edge-smoothing binarization generator network (ES-BGNet) synthetic data to provide the average accuracy of AlexNet using the citrus canker dataset. We gathered the statistics of 10 training exercises, and the difference was statistically significant (p < 0.05).
Dataset
Citrus canker
Conclusions
In this work, we proposed a method to generate a plant lesion leaf image with a specific shape and synthesize a complete plant lesion leaf image to improve the recognition accuracy of the classification network. We put the binarized image into the generator network and obtained a specific shape lesion image. Meanwhile, using the image pyramid and edge-smoothing algorithm, we achieved the enhancement of the complete lesion leaf image. This solved the problem where many plant lesions are difficult to obtain due to having very similar structures, and therefore the lesion and leaf information must be combined to accurately identify the corresponding disease, which caused the deep learning network to have scarce data for training. The generated lesion images, human expert classification results, and the improvement in classification network recognition accuracy confirmed the effectiveness of our method. 
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Appendix A
We provide supplementary experiments in Appendix A to confirm the effectiveness of our method. Figure A1 is the generated image via directly placing the complete citrus canker image into WGAN-GP. Table A1 compares the Inception Score (IS) and Fréchet Inception Distance (FID) of the complete generated image with the citrus canker dataset. Table A2 shows the comparison of the lesion recognition accuracy of classification network to determine whether to use leaf information (citrus canker and pitaya dataset; Figure 1 contains leaf information, whereas Figure 4 does not). Table A3 shows the classification results of Support Vector Machines (SVM), K-Nearest Neighbors (KNN), and AlexNet for the citrus canker dataset. Tables A4-A6 show the IS, FID, and the corresponding Pearson correlation coefficients of the generated images in ISODATA, histogram-based threshold, and image filtering and histogram image binarization algorithm. Tables A7-A9 show the IS, FID, and the corresponding Pearson correlation coefficient of the generated images in mean and median filtering, Gaussian filtering, and gradient-based image filtering edge-smoothing algorithm. Tables A10-A12 show 
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Appendix A
We provide supplementary experiments in Appendix A to confirm the effectiveness of our method. Figure A1 is the generated image via directly placing the complete citrus canker image into WGAN-GP. Table A1 compares the Inception Score (IS) and Fréchet Inception Distance (FID) of the complete generated image with the citrus canker dataset. Table A2 shows the comparison of the lesion recognition accuracy of classification network to determine whether to use leaf information (citrus canker and pitaya dataset; Figure 1 contains leaf information, whereas Figure 4 does not). Table A3 shows the classification results of Support Vector Machines (SVM), K-Nearest Neighbors (KNN), and AlexNet for the citrus canker dataset. Tables A4-A6 show the IS, FID, and the corresponding Pearson correlation coefficients of the generated images in ISODATA, histogrambased threshold, and image filtering and histogram image binarization algorithm. Table A7 -A9 show the IS, FID, and the corresponding Pearson correlation coefficient of the generated images in mean and median filtering, Gaussian filtering, and gradient-based image filtering edge-smoothing algorithm. Tables A10-A12 show the IS, FID, and the corresponding Pearson correlation coefficient of different synthetic images when image edge smoothing was performed. Figure A1 . The complete citrus canker generated image. 997 training images, which were complete lesion leaf image generated using WGAN-GP after training for 100,000 iterations. Table A1 . IS and FID of the complete lesion leaf image generated by DCGAN, WGAN-GP, selfsupervised GAN and improved self-supervised GAN for 997 training images after training for 100,000 iterations. We gathered statistics for 10 exercises, and the difference was statistically significant (p < 0.05).
Dataset
Network Average IS Average FID Figure A1 . The complete citrus canker generated image. 997 training images, which were complete lesion leaf image generated using WGAN-GP after training for 100,000 iterations. Table A2 . Five hundred citrus canker images and 500 pitaya canker images. Using AlexNet to compare the classification accuracy to determine whether to use leaf information. We gathered statistics for 10 training exercises, and the difference was statistically significant (p < 0.05). We compared the Pearson correlation coefficients of citrus canker and pitaya canker. for the no leaf information case, the Pearson correlation coefficient was −0.7121. For the has leaf information case, the Pearson correlation coefficient was −0.5824. It confirmed that our sample accuracy was independent.
Data Type Average Accuracy
No leaf information 0.721 ± 0.039 Has leaf information 0.982 ± 0.005 Table A4 . We compared the inception score (IS) and Fréchet inception distance (FID) of the generated images in different image binarization algorithm. We compared the ISODATA, histogram-based threshold, and image filtering and histogram. We gathered statistics for 10 training exercises, and the difference was statistically significant (p < 0.05). Table A7 . We compared the IS and FID of different edge-smoothing algorithms: mean and median filtering, Gaussian filtering, and gradient-based image filtering. We gathered statistics for 10 training exercises, and the difference was statistically significant (p < 0.05).
Algorithm Type
Algorithm Type Average IS Average FID
Mean and median filtering 6.12 ± 0.08 20.02 ± 1.04 Gaussian filtering 5.45 ± 0.14 37.35 ± 1.71 Gradient-based image filtering 5.99 ± 0.15 23.73 ± 1. 36   Table A8 . The Pearson correlation coefficients of the different edge smoothing algorithms using IS. It confirms that our sample accuracy was independent.
Algorithm Type Mean and Median Filtering Gaussian Filtering Gradient-Based Image Filtering
Mean and median filtering 1 −0.65 −0.40 Gaussian filtering −0.65 1 −0.42 Gradient-based image filtering −0.40 −0.42 1   Table A9 . The Pearson correlation coefficients of the different edge smoothing algorithms using FID. It confirms that our sample accuracy was independent.
Mean and median filtering 1 −0.46 −0.51 Gaussian filtering −0.46 1 −0.62 Gradient-based image filtering −0.51 −0.62 1 Table A10 . We compared the IS and FID of different λ synthetic images when image edge smoothing was performed. The data we compared was λ = 0.1, λ = 0.2, λ = 0.3, λ = 0.19, and λ = 0.21. The image pyramid algorithms we used were bilinear interpolation. We gathered statistics for 10 training exercises, and the difference was statistically significant (p < 0.05). Table A13 . We compared the IS and FID of different image pyramid methods. We compared the bilinear interpolation, nearest-neighbor interpolation, and bicubic interpolation. The edge-smoothing algorithms we used was mean and median filtering. We gathered statistics for 10 training exercises, and the difference was statistically significant (p < 0.05).
Method Type Average IS Average FID
Bilinear interpolation 6.12 ± 0.08 20.02 ± 1.04 Nearest-neighbor interpolation 6.09 ± 0.07 22.52 ± 1.22 Bicubic interpolation 6.01 ± 0.11 27.32 ± 1.61 Table A14 . The Pearson correlation coefficients of the different image pyramid methods using IS. It confirms that our sample accuracy was independent.
Algorithm Type Mean and Median Filtering Gaussian Filtering Gradient-Based Image Filtering
Bilinear interpolation 1 −0.51 −0.60 Nearest-neighbor interpolation −0.51 1 −0.38 Bicubic interpolation −0.60 −0.38 1   Table A15 . The Pearson correlation coefficients of the different image pyramid methods using FID. It confirms that our sample accuracy was independent.
Bilinear interpolation 1 −0.38 −0.61 Nearest-neighbor Interpolation −0.38 1 −0.37 Bicubic interpolation −0.61 −0.37 1
