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In the present work, we consider variable selection and shrinkage for the Gaussian dynamic linear
regression within a Bayesian framework. In particular, we propose a novel method that allows
for time-varying sparsity, based on an extension of spike-and-slab priors for dynamic models.
This is done by assigning appropriate Markov switching priors for the time-varying coefficients’
variances, extending the previous work of Ishwaran and Rao [2005]. Furthermore, we investigate
different priors, including the common Inverted gamma prior for the process variances, and other
mixture prior distributions such as Gamma priors for both the spike and the slab, which leads to
a mixture of Normal-Gammas priors (Griffin et al. [2010]) for the coefficients. In this sense, our
prior can be view as a dynamic variable selection prior which induces either smoothness (through
the slab) or shrinkage towards zero (through the spike) at each time point. The MCMC method
used for posterior computation uses Markov latent variables that can assume binary regimes at
each time point to generate the coefficients’ variances. In that way, our model is a dynamic
mixture model, thus, we could use the algorithm of Gerlach et al. [2000] to generate the latent
processes without conditioning on the states. Finally, our approach is exemplified through simu-
lated examples and a real data application.
Keywords: Cholesky decomposition, dynamic models, Normal-Gamma prior, spike-and-slab
priors, high-dimensional data, scale mixture of Normals.
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1 Introduction
Over the past few decades, advances in computational processing have encouraged the prolifera-
tion of massive datasets, bringing new challenges to statistical research due to high-dimensionality
issue. In this sense, regularization and variable selection techniques have become even more rele-
vant to prevent overfitting and to solve ill-posed problems by inducing sparsity and/or shrinkage.
The advantage of regularization was highlighted a few years ago when Hastie et al. [2001]
coined the informal Bet on Sparsity principle. The principle encourages the use of procedures
that do well in sparse problems for high-dimensional problems, since no procedure does well in
dense problems, accordingly to them. Indeed, they have shown that for a dense problem, where
all the numerous coefficient where different from zero, and/or there is a high Noise-to-Signal
Ratio (NSR), both the former ridge regression procedure of Hoerl and Kennard [1970] and the
least absolute shrinkage and selection operator (lasso) from Tibshirani [1996] do poorly in terms
of prediction.
Consider the Gaussian linear model defined by
y = β01+ Xβ+ ε, ε ∼ N (0, σ2I), (1)
where y is a n-dimensional vector of continuous responses, β0 is the intercept, β is a q-dimensional
vector of regression coefficients associated with covariates, X is a (n × q) design matrix with
each column representing a covariate.
It is well known that the ordinary least squares (OLS) or maximum likelihood estimator
(MLE) βˆOLS = (X ′X)−1X ′y often does poorly on both interpretation and prediction accuracy.
While interpretation stands for the preference for parsimony, in the sense that simpler models put
more light on the relationship between the response and covariates, prediction accuracy is related
to the bias-variance trade-off. Although the OLS/ MLE estimator has the smallest variance among
all linear unbiased estimators accordingly to the Gauss Markov Theorem, an estimator with slight
bias but smaller variance could be preferable, leading to a substantial decrease in prediction error.
Modern statistics addresses this trade-off between bias and variance through regularization
and variable selection methods, which encourages simpler models because the space of values
of estimators βˆ considered is smaller. In general terms, the notion of regularization summarizes
approaches that allow to solve ill-posed problems, such as those which arises when p n, or to
2
prevent overfitting. The problem of variable selection arises when there is some unknown subset
of the predictors with regression coefficients so small that it would be preferable to ignore them.
Recently, there has been great interest in regularizing the coefficients within problems in
which the parameters vary over time and a few methods were proposed such as those from Bel-
monte et al. [2014], Kalli and Griffin [2014] and Bitto and Fru¨hwirth-Schnatter [2016]. In linear
regression models with a large number of predictors, it is common to assume that only a subset of
them is important for prediction. In the context of dynamic regression, it is reasonable to assume
that these relevant subsets change over time.
Actually, we can define two sources of sparsity in dynamic regression problems: the vertical
sparsity or dynamic sparsity, which stands for time-varying subsets of relevant predictors, and
the horizontal sparsity, which allows for intermittent zeros for when each individual predictor is
not relevant at all times t.
Consider the Gaussian dynamic linear regression model defined by
yt = F ′t βt + νt, νt ∼ N (0, σ2t ),
βt = Gtβt−1 +ωt, ωt ∼ N (0,Wt),
(2)
for t = 1, . . . , T, where F ′t = Xt is the (1× q) vector of regressors, βt = (β1t, . . . , βqt) is
the (q× 1) vector of coefficients and νt and ωt are two independent sequences of independent
Gaussian errors with mean zero and variances σ2t and Wt, respectively. Note that setting Wt = 0
for all t is equivalent to βt = β, i.e., the static regression. Usually, we may define Gt = G = Iq.
The problem of shrinking in dynamic regression problems has been addressed by Belmonte
et al. [2014] and Bitto and Fru¨hwirth-Schnatter [2016] in a similar strategy. See also Huber
et al. [2020] for recent comparative study. Their basic approach was to rewrite the states β j,t
from (2) in terms of the scaled states as β˜ j,t = β j,t/ωj. Then, the shrinkage of the time-varying
coefficients β j,t was done by assigning priors to their standard deviations ωj. While Belmonte
et al. [2014] used the Laplace prior for shrinking the standard deviations, Bitto and Fru¨hwirth-
Schnatter [2016] used the Normal-Gamma prior, which is more general since the Laplace prior
is a special case of the Normal-Gamma prior where the shrinking parameter equals one.
In both approaches, the standard deviation ωj plays the role of relevance of the jth predictor:
small values of ωj leads to greater shrinkage of the coefficient β j,t for all times t. That is, because
the standard deviation ωj is taken as fixed for all times t, if it is pulled toward zero, then the time-
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varying effect of the covariate Xj is non significant. In this sense, both tackles horizontal sparsity,
as the shrinkage effect of the prior for ωj is equal over all times t.
On the other hand, Kalli and Griffin [2014], developed an extension of the Normal-Gamma
prior discussed by Griffin et al. [2010] for dynamic regression where both the values of the re-
gression coefficients and the importance of the variables are allowed to change over time. Time-
varying sparsity is allowed by giving independent Normal-Gamma autoregressive (NGAR) pro-
cess priors to the time series of regression coefficients. For details on the model specification,
please refer to Kalli and Griffin [2014]. See also Lopes et al. [2018], who propose a customized
four-component mixture prior for the elements of βt. The prior induces sparsity by either flatlin-
ing the coefficient to a constant, possibly zero, or letting move around freely according the dy-
namic structure when the state vector is of very high dimensions, say five thousand equations.
All these methods deal with horizontal sparsities.
Vertical sparsity in dynamic models has become an increasingly interesting research topic.
Related literature include Nakajima and West [2013], Kalli and Griffin [2014], Rockova´ and
McAlinn [2020] and Kowal et al. [2019] and, more recently, Koop and Korobilis [2020] who
uses variational Bayes ideas.
In the present work, we consider variable selection and shrinkage for the Gaussian dynamic
linear regression model within a Bayesian framework. In particular, we propose a method that
allows for time-varying sparsity, based on an extension of spike-and-slab priors for dynamic
models using Markov switching auxiliary variables. The paper is organized as follows: Sec-
tion 2 reviews the Bayesian approach for regularization and variable selection, emphasizing the
main shrinking priors and giving a unifying approach for the spike-and-slab priors. Section 3
introduces the dynamic spike-and-slab prior and describes the full Bayesian model for dynamic
regression with time-varying sparsity, the posterior inference and the Markov chain Monte Carlo
(MCMC) method for sampling the parameters. Section 4 applies the proposed model to simulated
data and considers empirical studies in inflation modeling. Section 5 summarizes our findings
and conclusions.
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2 Shrinking and variable selection priors: a brief review
Classical regularization is done by maximizing the likelihood subject to a penalty function. While
the the ridge regression estimate is a penalized least squares method imposing a `2 penalty on
the regression coefficients, the lasso uses the `1 norm instead, leading not only to shrunken coef-
ficients but also to sparse solutions. In that way, the lasso is also considered a variable selection
method.
In contrast, Bayesian approaches for both variable selection and regularization in the Gaus-
sian linear model stated by (1) can be formalized through the conditional distribution p(y|β,φ),
where φ is a parameter vector, comprising, for example, the error variance σ2. The regu-
larization is achieved by specifying appropriate informative priors p(β|θ), where the hyper-
parameter vector θ includes parameters controlling shrinkage properties. The model is com-
pleted by assuming hyperpriors p(θ) and p(φ) and the inference is based on the posterior
p(β,φ, θ, y) ∝ p(y|β,φ)p(β|θ)p(θ)p(φ).
It can be shown that, ifφ and θ are fixed, then the posterior mode or the maximum a posteriori
(MAP)
argmax
β
{p(y|β,φ)p(β|θ)}
is equivalent to penalizing the log-likelihood log p(y|β,φ) with penalty equal to the (minus) log
prior log p(β|θ).
2.1 Shrinking priors
In general, practically all shrinking priors are defined hierarchically as a Scale-Mixture of Nor-
mals (SMN) (see, e.g., West [1987]). Considering the Gaussian linear model as in (1), the SMN
has the following general structure:
β j|ψj ind∼ N (0,ψj), ψj|θ ∼ p(ψj|θ), (3)
where βi and β j are independent for any i, j ∈ {1, . . . , q} and ψj depends on the vector of
hyperparameters θ. Note that the marginal distribution p(β j|θ) =
∫
p(β j|ψj)p(ψj|θ)dψj is non
Gaussian, and can assume many forms depending on the mixing distribution p(ψj|θ). A famous
form arises when the mixing distribution p(ψj|θ) from (3) is Exponential, that is,
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ψj|λ ∼ E
(
λ2/2
)
,
for j = 1, . . . , q, where E(α) denotes the Exponential distribution with mean 1/α. Thus,
marginally, β j follows a Laplace distribution with parameter λ, so that p(β j) ∝ exp(−λ|β j|).
The Laplace prior is also known as the Bayesian Lasso from Park and Casella [2008].
The frequentist ridge regression also has a Bayesian analogue and can be represented by (3)
if we consider an Inverted-Gamma mixing distribution p(ψj|θ). That is, assuming
ψj|a, b ∼ IG(a, b),
for j = 1, . . . , q, then, β j follows a scaled t distribution with 2a degrees of freedom and scale
parameter
√
a/b, marginally. Hence, the ridge prior leads to weaker penalization of large coeffi-
cients as long as the t distribution has heavier tails than the Gaussian distribution.
2.2 The Normal-Gamma prior
Even more shrinkage than the Bayesian lasso and the ridge prior can be achieved by using a
Gamma mixing distribution in (3) as
ψj|λ,γ2 ∼ G(λ, 1/(2γ2)),
for j = 1, . . . , q, where G(λ, 1/(2γ2)) denotes the Gamma distribution with shape parameter
λ and mean 2λγ2. This structure leads to the Normal-Gamma density, which was applied to
regression problems in Griffin et al. [2010] and can be expressed in closed form as
p(β j) =
1√
pi2λ−1/2γλ+1/2Γ(λ)
|β j|λ−1/2Kλ−1/2(|β j|/γ), (4)
where K is the modified Bessel function of the third kind. Taking this parametrization, the vari-
ance of β j is 2λγ2 and the excess kurtosis is 3/λ. As the shape parameter λ of the Gamma
distribution decreases these include distributions that place a lot of mass close to zero but at the
same time have heavy tails. Thus, the effect of the parameter λ is related to shrinking, where
lower values of λ is associated with more shrinkage as more mass is placed to zero. Thusly, the
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Normal-Gamma prior is more general than the Bayesian lasso, which corresponds to λ = 1.
One could fix the shrinking parameter λ such as in Fru¨hwirth-Schnatter and Wagner [2010]
and in Kastner [2016]1 or adopt a fully Bayesian approach by assigning hyperpriors to both λ and
γ2 as did Griffin et al. [2010]. A prior which seemed to work well in the simulations is taking λ
to be an exponential distribution with mean 1, which offers variability around the Bayesian lasso.
2.3 Variable selection: spike-and-slab priors
Bayesian variable selection is commonly based on spike-and-slab priors for regression coeffi-
cients. The basic idea is that each component β j from the coefficients’ vector β is modeled as
having come either from a distribution with most (or all) of its mass concentrated around zero
(the spike), or from a comparably diffuse distribution with mass spread out over a large range of
values (the slab), that is
β j|Jj ∼ Jjpslab(β j|θ) + (1− Jj)pspike(β j|θ), (5)
where θ is a vector of parameters, pspike(β j|θ) is the spike distribution, pslab(β j|θ) is the slab
distribution and Jj ∈ {0, 1} is a binary random variable with p(Jj = 1) = 1− P(Jj = 0) = ω.
Famous seminal stochastic search variable selection (SSVS) method of George and McCul-
loch [1993] used Gaussian distributions for both the spike and the slab as follows
β j|Jj ∼ (1− Jj)N (0, τ2j ) + JjN (0, c2j τ2j ), (6)
for j = 1, .., q, where cj > 1 is a large scalar and τj > 0 is a small scalar. Note that cj is the ratio
of variances between the slab and the spike distributions.
Indeed, one can achieve (5) by formulating appropriate spike-and-slab priors to the compo-
nent variances (ψj|Jj = 0) = Varspike(β j|θ) and (ψj|Jj = 1) = Varslab(β j|θ), what was first
proposed by Ishwaran and Rao [2005]. Their idea is that, considering the hierarchical SMN rep-
resentation from (3), if we assume absolutely continuous priors for the component variances, that
is, a mixture prior for ψj, then we reach the spike-and-slab structure for the coefficient β j as in
1In Fru¨hwirth-Schnatter and Wagner [2010], they set λ = 1/2, in which case ψj|γ2 ∼ γ2χ21, or equivalently,√
ψj ∼ N(0,γ2). In Kastner [2016], it was assumed that λ = 0.1.
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(5).
Actually, even the SSVS approach given by (6), where the coefficients are given a mixture of
Normals prior, can be represented in that way. Letting cj = 1/r = Varslab(β j|θ)/Varspike(β j|θ)
and τ2j = r from (6) and assuming a two point mixture prior to the variance ψj in (3)
ψj|ω,Q, r ∼ (1−ω)δrQ(.) +ωδQ(.),
where δυ(.) is a discrete measure concentrated at value υ, we get the original formulation of the
SSVS prior of George and McCulloch [1993].
Nevertheless, it can be difficult to set the hyperparameters r, Q and ω parameters used in
the two point mixture prior for the variance ψj, as noted by Ishwaran and Rao [2005]. Hence,
their approach is to place absolutely continuous priors for ψj. In particular, they chose Inverted-
Gamma densities for both the spike and the slab variances as
ψj|Jj = 0 ∼ IG(ν, rQ), ψj|Jj = 1 ∼ IG(ν,Q),
where θ = (ν, r,Q) is the vector of hyperparameters that define the conditional (on Jj) variances’
densities. Thus, each β j has the marginal distribution
β j|ω, r,Q ∼ ωt2ν(0,Q/ν) + (1−ω)t2ν(0, rQ/ν), (7)
where tξ(0, s) denotes the Student’s t distribution with zero location, scale
√
s and ξ degrees of
freedom. Because of the SMN representation, (7) is also know as Normal mixture of Inverse-
Gamma (NMIG) prior. Although it allows discrimination or variable selection, it does not en-
courage shrinkage in the sense that the resulting marginal distribution of each coefficient β j is
a two component mixture of scaled Student’s t distributions. Hence it makes sense to choose
other component specific distributions, besides the Inverse Gamma, that could actually induce
shrinkage. A prior that solves this is assuming Exponential densities for both the spike and the
slab as
ψj|Jj = 0 ∼ E(1/2rQ), ψj|Jj = 1 ∼ E(1/2Q),
where E(α) denotes the Exponential distribution with mean 1/α, which leads to
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β j|ω, r,Q ∼ ωLap(
√
Q) + (1−ω)Lap(
√
rQ), (8)
where Lap(x) denotes the Laplace distribution with mean 0 and scale parameter x and the weight
ω is the prior probability of the slab, i.e., ω = p(Jj = 1). That is, (8) is a mixture of Laplace
densities for β j. Finally, if we assume that ψj is a mixture of Gammas, that is,
ψj|Jj = 0 ∼ G(a, 1/2rQ), ψj|Jj = 0 ∼ G(a, 1/2Q),
then the marginal distribution of β j is a mixture of Normal-Gamma densities as showed in (4),
that is,
β j|ω, r,Q ∼ ωNG(β j|a,Q) + (1−ω)NG(β j|a, r,Q). (9)
Hence, assuming either (7), (8) or (9), we adopt a unifying approach for spike-and-slab priors
as dicussed in Fru¨hwirth-Schnatter and Wagner [2011]. Taking this parametrization, we will
always have
Varspike(β j|r,Q) = cQr, Varslab(β j|Q) = cQ,
with c being a constant which depends on the distribution assumption. Table 1 gives a summary
for what as discussed through this section assuming the general form from (5) and viewing each
prior as a scaled mixture of Normals (SMN).
Prior Spike ψ|J = 0 Slab ψ|J = 1 Marginal β|ω Constant c
SSVS ψ|J = 0 = δrQ(.) ψ|J = 1 = δQ(.) ωN (0,Q) + (1−ω)N (0, rQ) 1
NMIG IG(ν, rQ) IG(ν,Q) ωt2ν(0,Q/ν) + (1−ω)t2ν(0, rQ/ν) 1/(ν− 1)
Mixture of Laplaces E(1/2rQ) E(1/2Q) ωLap(√Q) + (1−ω)Lap(√rQ) 2
Mixture of Normal-Gammas G(a, 1/2rQ) G(a, 1/2Q) ωNG(β j|a,Q) + (1−ω)NG(β j|a, r,Q) 2a
Laplace-t E(1/2rQ) IG(ν,Q) ωt2ν(0,Q/ν) + (1−ω)Lap(
√
rQ) c1 = 2, c2 = 1/(ν− 1)
Table 1: Summary table of an unifying approach for spike-and-slab mixture priors. Depending on the
assumption for the mixture prior of ψj, the constant c changes so that we can compare the different priors,
fixing the value of the component variances Varspike(β j|r,Q) and Varslab(β j|Q).
In this Section we have discussed several shrinkage and sparsity inducing priors indepen-
dently assigned to static coefficients from the Gaussian linear model. Now we turn attention to
the case where the coefficients from regression are time-varying, the so-called time-varying pa-
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rameter (TVP) regression models. Next section describes the proposed model for shrinking and
selecting subsets of relevant variables dynamically.
3 Our approach for sparsity in TVP models
The aim of the method is allowing for vertical sparsity, so that in each snapshot of time t we
can have different subsets of relevant predictors as well enabling shrinkage of the time-varying
coefficients. This is accomplished by extending the approach of spike-and-slab priors over the
variances discussed in Section 2.3 for dynamic models. In our approach, at each time point, an
auxiliary Markov switching variable can assume two regimes - the spike or the slab - driving the
evolution of the variance ψj,t, assuming that β j,t|ψj,t ∼ N (0,ψj,t).
3.1 Model specification
The observation and the state equations considered are given below. We work with univariate time
series responses, although extending the framework to multivariate time series is straightforward.
We assume the Gaussian dynamic linear regression model
yt = Xtβt + νt, νt ∼ N (0, σ2t ), (10)
for t = 1, . . . , T, where Xt is a (T× q) matrix of regressors, βt is a (q× 1) vector of coefficients
with the following evolution equation for the scaled states β˜1:T = (β˜1, . . . , β˜T).
β˜t = Gt β˜t−1 + ηt, ηt ∼ N (0,Wt), (11)
for t = 2, . . . , T, with
β˜t = (β1,t/
√
ψ1,t, . . . , βq,t/
√
ψq,t),
Gt = diag(φ1, . . . , φq),
Wt = diag((1− φ21), . . . , (1− φ2q)),
where the initial condition for the scaled states is β˜1 ∼ N (0, I).
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The definition below specifies the generic dynamic spike-and-slab prior that can be assigned
to the coefficients’ variances ψj,1:T in order to induce shrinkage and/or variable selection.
Definition 3.1. Dynamic spike-and-slab prior. Consider that ψj,t = Kj,tτ2j . The dynamic spike-
and-slab prior for β j,1:T is defined by (10), (11) and
τ2j
iid∼ p(τ2j |θ),
(Kj,t|Kj,t−1 = υi) ind∼ ωj,1,iδ1(.) + (1−ωj,1,i)δr(.),
ωj,1,i = p
(
Kj,t = 1|Kj,t−1 = υi
)
,
(12)
for j = 1, . . . , q, t = 2, . . . , T, where δx(.) is a discrete measure concentrated at value x, υi ∈
{r, 1}, p(Kj,1 = r) = p(Kj,1 = 1) = 1/2 and p(τ2j |θ) can be one of the mixing distributions
from Table 1. As in Section 2.3, we assume that r = Varspike(β j|θ)/Varslab(β j|θ)  1 and
that υ1 = 1.
Because now we are talking about dynamic models and dynamic sparsity, we have a time-
varying scale parameter ψj,t, which is taken to be ψj,t = Kj,tτ2j . That is, the time-varying pattern
for the scale parameter is driven by the latent variable Kj,t, which evolves as a Markov switching
process of order 1 and can assume two values Kj,t = 1 or Kj,t = r accordingly to a transition
matrix. Thus, we assume a finite mixture prior for ψj,t as
ψj,t|Kj,t−1 = υi ∼ ωj,1,ipslab(ψj|Qj) + (1−ωj,1,i)pspike(ψj|r,Qj),
where ωj,1,i is the transition probability of the first order Markov process Kj,t to regime Kj,t = 1
(the slab) given that Kj,t−1 = υi ∈ {r, 1}. Thus, by adopting a regime switching model, the
process ψj,t can switch between the spike and the slab variances’ distributions according to the
following transition probabilities
P j =
 ωj,0,0 ωj,0,1
ωj,1,0 ωj,1,1

where ωj,k,i = P(Kj,t = υk|Kj,t−1 = υi) denotes the probability of Kj,t changing to regime υk
from regime υi, k, i ∈ {0, 1}. Note that ωj,0,1 = (1−ωj,1,1) and ωj,1,0 = (1−ωj,0,0).
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For the other component τ2j is placed a prior distribution (Inverse-Gamma, Gamma or Expo-
nential) that together with the variable Kj,t results in a spike-and-slab prior for ψj,t that shrinks
the coefficients β j,t whenever it gets a small value through the spike component of the mixture
prior.
For instance, if p(τ2j |θ) ∼ IG(ν,Qj), then we have a mixture of scaled-t for each β j,t as
β j,t|ωj,1,i ∼ ωj,1,it2ν(0,Qj/ν) + (1−ωj,1,i)t2ν(0, rQj/ν). (13)
If p(τ2j |θ) ∼ G(aτ, 1/2Qj), then we have a mixture of Normal-Gamma densities for each
β j,t as
β j,t|ωj,1,i ∼ ωj,1,iNG(β j,t|aτ,Qj) + (1−ωj,1,i)(β j,t|aτ, r,Qj). (14)
Finally, if p(τ2j |θ) ∼ E(1/2Qj), then we have a mixture of Laplaces densities for each β j,t
as
β j,t|ωj,1,i ∼ ωj,1,iLap(
√
Qj) + (1−ωj,1,i)Lap(
√
rQj). (15)
Furthermore, we assume that ψj,t ∼ IG(cψ,Cψ), which means that Qj is distributed as
Qj|ωj,1,i ind∼ IG(cψ,Cψ/ f ∗(w)), (16)
j = 1, . . . , q, where f ∗(w) = c[(1−ωj,1,i)r+ωj,1,i] depends on the value of on the distribution
constant c from Table 1 specified for τ2j |θ and on the value of ωj,1,i = p
(
Kj,t = υ1|Kj,t−1 = υi
)
.
By defining the hyperparameters cψ and Cψ appropriately we can learn about Qj and therefore
about τ2j . For instance, if we assume that ν = 5, r = 0.0025, cψ = 2,Cψ = 0.05, we have the
following mixture densities for ψj,t in Figure 1, considering two values of ωj,1,i = 0.5, 0.9 and
the NMIG structure.
The assumption that Qj is given a prior as defined in (16) makes τ2j also indirectly depend on
the previous value of the Markov latent variable Kj,t−1 = υi ∈ {r, 1}. The purpose of this is to
keep the variance of the coefficients β j,t at each time point t constant across the priors defined by
equations (13), (14) and (15) and thus, comparable.
For a simpler specification, from now on we assume that the observation variance is constant
over time such that σ2t = σ
2. Extending the model to accommodate stochastic volatility is
straightforward. In order to complete the specification, we shall assign prior distributions to
12
Figure 1: Mixture prior for ψj,t assuming the NMIG structure from (13) with the following
hyperparameters ν = 5, r = 0.0025, cψ = 2, Cψ = 0.05, ωj,1,i = 0.5 (black) and ωj,1,i = 0.9
(red).
parameters σ2, φ and to the transition probabilities P in a fully Bayesian strategy. For the
observation variance σ2, we assume the conjugate traditional prior
σ2 ∼ IG(aσ, bσ).
For the AR parameters φ, we assume that each φj are independent from each other and
distributed as
φj ∼ B(aφ, bφ),
for j = 1, . . . , q, where we are not considering the case −1 < φj < 0. Finally, for the transition
probabilities Pj we assign independent Beta distributions as
ωj,i,i ∼ B(aω, bω),
for j = 1, . . . , q, with i ∈ {0, 1} denoting the spike (i = 0) or the slab (i = 1) and ωj,k,i =
(1−ωj,i,i), k 6= i, k, i ∈ {0, 1}.
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The directed acyclic graph (DAG) that summarizes the dependencies of the proposed model
is shown in Figure 2. We can see that the observations y1, . . . , yT are conditionally independent
given the scaled coefficients β˜ j,1, . . . , β˜ j,T which in turn depend on the AR parameter φj and on
the scale ψj,t. The latter is driven by the Markov switching variable Kj,t, which evolves accord-
ingly to the transition probabilities ωj,1,1 and ωj,0,0 and with τ2j , whose distribution governs the
prior choice for β j,t (e.g., mixture of Laplaces, Normal-Gammas or scaled-t).
aφ, bφ
ν, r, aτ
aω, bω
r
Qj
cψ,Cψ
φj
τj
ωj,1,1 ωj,0,0
Kj,2 Kj,3 Kj,4 . . . Kj,T
ψj,2 ψj,3 ψj,4 . . . ψj,T
β˜ j,2 β˜ j,3
σ2aσ, bσ
β˜ j,4 . . . β˜ j,T
y2 y3 y4 . . . yT
Figure 2: Dependence structure for dynamic spike-and-slab model.
3.2 Posterior inference
The posterior distribution of the parameters can be drawn using an hybrid Gibbs sampler with
an additional Metropolis-Hastings update. The scaled states β˜1, . . . , β˜T can be updated using
the FFBS algorithm (due to Carter and Kohn [1994] and Fru¨hwirth-Schnatter [1994]) within the
Gibbs sampler, while the process K = (K1, . . . ,KT) is updated using the algorithm proposed by
Gerlach et al. [2000]. At each snapshot of time t, the probability of Kt = 1 depends only on the
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previous value observed Kt−1 = υi ∈ {r, 1}. Thus, the sequence (K1, . . . ,KT) is a sequence of
random variables that are Markov as for t = 2, . . . , T we have p(Kt|K1:t−1) = p(Kt|Kt−1).
This feature was discussed by Gerlach et al. [2000] in their work about dynamic mixture
models. These models adds to dynamic linear model equations 2 the assumption that the system
matrices Ft, Gt and Wt and the variance σ2t are determined, up to a set of unknown parameters,
by the value of Kt. The algorithm and the Lemmas associated are detailed in the Appendix.
In summary, the MCMC scheme is given below.
1. Draw β˜ jointly using Forward Filtering Backward Sampling (FFBS).
2. Draw K jointly using the algorithm of Gerlach et al. [2000].
3. Draw σ2 by its full conditional
(σ2|Θ\σ2 , y) ∼ IG
(
aσ +
T
2
, bσ +
1
2
T
∑
t=1
(yt − Xtβ j,t)2
)
,
where Θ\σ2 denotes all the parameters to be sampled except from σ2.
4. Draw each τ2j by its full conditional. Assuming the NMIG prior structure from (13),
(τ2j |Θ\τ, y) ∼ IG
ν+
T
2
,Qj +
1
2
T
∑
t=1
(
β j,t −
√
Kj,t
Kj,t−1
φjβ j,t−1
)2
Kj,t(1− φ2j )
 .
Assuming the mixture of Laplaces from (14) or the mixture of Normal-Gammas from (15),
(τ2j |Θ\τ2j , y) ∼ GIG(p, g, h),
where
g = 1/Qj, h =
T
∑
t=1
(
β j,t −
√
Kj,t
Kj,t−1
φjβ j,t−1
)2
Kj,t(1− φ2j )
, p = aτ − T/2.
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5. Draw each φj using Metropolis Hastings algorithm since the full conditional
p(φj|Θ\φj , y) ∝ p(φj|aφ, bφ)p(β j|Kj, σ2, τ2j )
∝ φ
(aφ−1)
j (1− φj)(bφ−1) exp

−
T
∑
t=1
(
β j,t −
√
ψj,t
ψj,t−1
φjβ j,t−1
)2
2ψj,t(1− φ2j )

,
has no close form. We use a Beta proposal density q
(
φ∗j |φ(m−1)j
)
as
φ∗j ∼ B
(
α, ξ
(
φ
(m−1)
j
))
, ξ
(
φ
(m−1)
j
)
= α
1− φ(m−1)j
φ
(m−1)
j
 ,
where α is a tuning parameter and the acceptance distribution is
A
(
φ∗j |φ(m−1)
)
= min
1, f
(
φ∗j
)
q
(
φ
(m−1)
j |φ∗j
)
f
(
φ
(m−1)
j
)
q
(
φ∗j |φ(m−1)
)
 .
6. Update the transition probabilities from the latent Markov process by their full conditionals
(ω1,1|Θ\ω1,1 , y) ∼ B(aω + #{t : υ1 → υ1}, bω + #{t : υ1 → υ0}),
(ω0,0|Θ\ω0,0 , y) ∼ B(aω + #{t : υ0 → υ0}, bω + #{t : υ0 → υ1}),
with υ0 = r and υ1 = 1.
7. Draw each Qj by its full conditional, which depends on the mixing distribution assumed
for the spike-and-slab process as follows:
• NMIG prior: GIG(p, g, h), with p = ν− cψ, g = 2τ−2j and h = 2[Cψ/ f ∗(w)],
• Mixture of Normal-Gammas: IG(cψ + aτ, τ2j /2+ [Cψ/ f ∗(w)]),
• Mixture of Laplaces: IG(cψ + aτ, τ2j /2+ [Cψ/ f ∗(w)]), with aτ = 1.
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4 Synthetic and real data analyses
In this section we present two simulated examples where some coefficients are relevant in some
periods of time and negligible in others. The first example is a singular equation model with five
coefficients with four possible patterns and the second example is an application of the modified
Cholesky decomposition where we simulate time-varying coefficients that compose the Cholesky
factor and then apply the spike-and-slab priors on each recursive regression. In our empirical
application, we use the inflation data obtained from Griffin’s research page2. Inflation forecasting
is a frequent topic within the shrinkage in time varying parameter models literature and was also
the main subject of Belmonte et al. [2014].
4.1 First simulation example
We generated the data using Equation (10) with q = 5 predictors, T = 200 and constant obser-
vational variance σ2t = σ
2 = 1, where Xt ∼ N(0, I) and Xj,1, . . . ,Xj,T are independent. We
simulate the five regression coefficients as follows.
1. The first coefficient β1,t follows a stationary AR(1) process with AR parameter 0.97 and a
Normal stationary distribution with mean 2 and variance 0.25. The initial value was drawn
from its stationarity distribution β1,1 ∼ N (2, 0.25).
2. The second coefficient β2,t also follows an AR(1) process with autocorrelation parameter
0.97 and a Normal marginal distribution with mean 0 and variance 0.25, but only until the
half of the sample, that is:
β2,t =
 0.97β2,t−1 + e2,t, t ≤ 1000, t > 100,
with the initial value drawn as β2,1 ∼ N (2, 0.25).
3. The third coefficient is always zero, except from two short periods when it equals -2:
2Available in https://www.kent.ac.uk/smsas/personal/jeg28/index.htm
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β3,t =
 0, t ≤ 20; 51 ≤ t ≤ 120; 151 ≤ t ≤ 200−2, 21 ≤ t ≤ 50; 121 ≤ t ≤ 150.
4. The fourth coefficient is β4,t = 0, ∀t.
5. The fifth coefficient β5,t = 0, ∀t.
We generate 5 replications of the data and then sample from the posterior distribution using
the three mentioned priors for β j,t with the the following hyperparameters settings: υ0 = r =
0.005, υ1 = 1, aτ = 0.5 (for the NG prior), ν = 5, c0 = 51,C0 = 5, aσ = 0.0001, bσ = 0.0001
(improper prior) and α = 1000 (tuning parameter for Metropolis). The MCMC algorithm was
run for 10,000 iterations with half discarded as a burn-in. The prior for autoregressive parameter
is φj ∼ B(77.6, 2.4) for j = 1, . . . , 5, so that it has mean 0.97. The same choice was made for the
transition probabilities ωj,0,0 and ωj,1,1. The informative prior choice is to assure that β j,t|β j,t−1
and ψj,t|ψj,t−1 evolves smoothly and Kt does not switch regimes so rapidly. Figure 3 shows the
posterior medians of the coefficients β j,t, comparing them to the real values, while Table 2 shows
the root mean square error of the three priors considering the 5 replications. Figure reffig:fit2
shows the posterior densities of the sampled coefficients with the Laplace prior in time points
t = 10 and t = 40. We can note the change between these two time points: the third coefficient
is equal -2 in t = 40, so that its posterior densities shows more mass near this value.
RMSE RMSE
Prior (mean) (median)
NMIG 0.3522 0.3543
NG 0.3636 0.3641
Laplace 0.3425 0.3441
Table 2: Mean of the RMSEs of the five replications for the dynamic spike-and-slab priors using the mean
and the median of the sampled coefficients - simulated example 1.
We note that the dynamic Laplace prior was slightly superior in terms of RMSE than the other
two priors, but the difference is tiny. The dynamic NG with aτ = 0.5 have some issues: they are
much more volatile than the NMIG prior and the Laplace prior.
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Figure 3: Fitting of the models using posterior medians of the sampled coefficients.
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Figure 4: Posterior densities of the sampled coefficients using the dynamic Laplace prior in
t = 10 (first line) and t = 40 (second line).
4.2 Second simulation example
In the Cholesky decomposition each variable is regressed on its predecessors in a dynamic re-
gression problem, that is,
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yi,t =
i−1
∑
j=1
βi,j,tyj,t + εi,t
for i = 2, .., q, with y1,t = ε1,t. The Cholesky factor is then
Tt = (I − Bt),
where Bt is the lower triangular matrix of coefficients for each time t with zeros in the diagonal,
that is, the matrix with entries β2,1,t, β3,1,t, β3,2,t, . . . , βq,1,t, . . . , βq,q−1,t. Thus, we have q(q −
1)T parameters to be estimated.
In this second example we simulate time-varying coefficients that compose the Cholesky
factor Tt and then apply the spike-and-slab priors on each recursive regression. The simulation is
done as follows. We define that the number of time points T = 240 and the number of ordered
variables that compose the vector y is q = 10. We sample from four possible processes for the
time-varying coefficients with the same probability of occurrence. They are:
1. A stationary AR(1) process with autoregressive coefficient φ = 0.98 and with fixed vari-
ance σ2 = (1− φ)0.15, without an intercept term, that is
βi,j,t = φβi,j,t−1 + νi,j,t,
with νi,j,t ∼ N (0, σ2).
2. A stationary AR(1) process with autoregressive coefficient φ = 0.98 and with fixed vari-
ance σ2 = (1− φ)0.15 until the half of the time points. Then, the coefficient is set to
zero.
3. A fixed interval process similar to the third coefficient from the first simulated example as
follows
βi,j,t =
 0, t ≤ T/8; 3T/8 < t ≤ 5T/8; t > 7T/8−0.5, T/8 ≤ t < 3T/8; 5T/8 < t ≤ 7T/8.
4. A constant coefficient equal to zero.
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In this manner, we want to give a structure to the Cholesky factor, but now allowing for
time-varying coefficients. Each coefficient βi,j,t follows one of the four processes: (1) AR(1), (2)
AR(1) with zeros, (3) fixed intervals, or (4) zeros, which are sampled using equal probabilities.
Then, we build the 10 time series y1, . . . , y10 as
y1,t = ε1,t
y2,t = β2,1,ty1,t + ε2,t
. . .
y10,t =
9
∑
j=1
β10,j,tyj,t + ε10,t,
for t = 1, .., 240 and where εi,t ∼ N (0, 0.0625), ∀j = 1, .., 10.
The results for the RMSE are shown in Table 3. The MCMC scheme uses 10,000 simula-
tions with 5, 000 discarded as burn-in. The hyperparameters were set as follows: υ0 = r =
0.005, υ1 = 1, aτ = 0.5 (for the NG prior), ν = 25, c0 = 50,C0 = 1.5, aσ = 5, bσ = 1.5 and
α = 1000 (tuning parameter for Metropolis).
RMSE RMSE
Prior (mean) (median)
NMIG 0.2472 0.2863
NG 0.2398 0.2820
Laplace 0.2401 0.2842
Table 3: RMSE for the dynamic spike-and-slab priors using the mean and the median of the sampled
coefficients - simulated example 2
4.3 Predicting inflation
The empirical application uses inflation data obtained from Professor Griffin’s research page3.
We use the inflation data collected by them with the independent variable as the US quarterly
inflation measure based on the Gross Domestic Product (GDP). The data was obtained from
FRED database, Federal Reserve Bank of St.Louis, University of Michigan Consumer Survey
database, Federal Reserve Bank of Philadelphia, and Institute of Supply Management. The data
3Available in https://www.kent.ac.uk/smsas/personal/jeg28/index.htm
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set includes 31 predictors, from activity and term structure variables to survey forecasts and
previous lags. A full description of the 31 explanatory variables can be found in Appendix.
The sample period is from the second quarter of 1965 to first quarter of 2011 with T = 182
observations.
Inflation forecasting is a frequent topic within the shrinkage in time varying parameter models
literature and was also the main subject of Belmonte et al. [2014]. The size of the set of potential
variables to forecast inflation is huge and, as noted by Kalli and Griffin [2014], this is usually
split into four subsets: past inflation forecasts, where the explanatory variables are previous lags
of inflation; Phillips curve forecasts, which involve activity variables, such as economic growth
rate or output gap, unemployment rate, and lagged inflation; forecasts based on variables which
are themselves forecasts of asset prices (combination indices), term structures of nominal debt,
and consumer surveys; and forecasts based on other exogenous variables such as government
investment, the number of new private houses.
We applied the three variable selection priors (13), (14) and (15) to the GDP deflator data
with the following hyperparameter settings: υ0 = r = 0.05, υ1 = 1, aτ = 0.5 (for the NG
prior), ν = 50, c0 = 50,C0 = .05, aσ = 31, bσ = 30σˆ2 = 4.22, with σˆ2 = 0.14 being the sum
of square residuals of the OLS estimate divided by (T − 1) and α = 1000 (tuning parameter
for Metropolis). The previous Beta priors, that is, φj ∼ B(77.6, 2.4) and for the transition
probabilities ωj,0,0 ∼ B(77.6, 2.4) and ωj,1,1 ∼ B(77.6, 2.4) were maintained. We ran a total of
20,000 iterations of the MCMC scheme and we discarded 10,000 as a burn-in.
The results (the mean of the coefficients β j,t) were compared to results from the NGAR pro-
cess defined Kalli and Griffin [2014], see Figure 5 below. We used the MATLAB code provided
by Professor Griffin in his website for the GDP inflation data after standardizing both the re-
sponse and the predictors in the same way as done by the authors. Figure 5 indicates, the results
are quite similar. Despite its simplicity our proposed method, which is more computationally
fast, produces competitive results.
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Figure 5: Comparison between the mean of the NGAR model and the dynamic NMIG prior
relevances. Mean NGAR=red line; Mean NMIG=blue line; Median NMIG=black line; 95%
confidence intervals=grey area.
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5 Conclusions
We introduce a novel strategy to allow dynamic sparsity, or vertical sparsity, in dynamic re-
gression models, with particular interest in the time-varying Cholesky decomposition set up by
Lopes et al. [2018]. Our scheme allows for time-varying sparsity, based on an extension of spike-
and-slab priors for dynamic models using Markov switching auxiliary variables. It is simpler
than the existing ones, such as Nakajima and West [2013] and Kalli and Griffin [2014], while
maintaining scalability. It also leads to a more efficient MCMC as time-varying latent variables
β˜ = (β˜1, . . . , β˜T) and K = (K1, . . . ,KT) can be sampled jointly by combining a marginal Gibbs
step for K (Gerlach et al. [2000]) with a conditional FFBS step for β˜|K (Fru¨hwirth-Schnatter
[1994]). The alternative ones sample from full conditional distributions, which is notoriously
known to lead to slow mixing in dynamic systems.
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Appendix I: Efficient Bayesian inference for dynamic mixtures
We present here in details the dynamic mixture model approach proposed by Gerlach et al.
[2000]. Consider the univariate Gaussian DLM as
yt = ft + F ′t θt + γtut, ut ∼ N (0, 1)
θt = gt +Gtθt−1 + Γvt, vt ∼ N (0, I),
(17)
for t = 1, .., n, where θt is a q-dimensional vector of states, ut and vt are independent and
standard Normal distributed, and ft, F ′t , γt, gt, Gt and Γt may all depend on the vector Markov
Kt and on a vector of parameters Φ. This makes observations yt mixture of normals.
Note that K1:n = (K1, . . . ,Kn) is a sequence of random vectors that are Markov:
p(Kt|K1:t−1) = p(Kt|Kt−1), t = 2, . . . , n.
The sampling scheme proposed generates Kt from density p(Kt|y1:n,Ks 6=t) for t = 1, . . . , n
without conditioning on the states θ1:n. The crucial thing is to notice that
p(Kt|y1:n,Ks 6=t ∝ p(y1:n|K1:n)p(Kt|Ks 6=t)
∝ p(yt+1:n|y1:t,K1:n)p(yt|y1:t−1,K1:t)p(Kt|Ks 6=t),
(18)
where the dependence on the parameters Φ has been suppressed for convenience.
For each value of Kt the right size of (18) is evaluated as follows. The term p(Kt|Ks 6=t) is
obtained from the prior. The term p(yt|y1:t−1,K1:t) is obtained from p(θt−1|y1:t−1,K1:t−1), i.e.,
from the the filtering distribution, using one step of the Kalman filter.
Obtaining the term p(yt+1:n|y1:t,K1:n) is the crucial innovation of the algorithm of Gerlach
et al. [2000]. Traditional sampling algorithms use n − t + 1 steps of the Kalman filter given
the current values of Kt,n to obtain the term p(yt+1:n|y1:t,K1:n). Therefore, it requires O(n)
operations to generate each Kt, and hence O(n2) operations to generate K1:n. Nevertheless, in
the proposed algorithm the term p(yt+1:n|y1:t,K1:n) is obtained in one step after an initial set of
backward recursions. This reduces the number of operations required to generate the complete
vector K1:n to O(n).
Before giving the efficient method for generating K1:n, we are going to state several prelim-
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inary lemmas, whose proofs can be found in the Appendix of Gerlach et al. [2000]. All of the
lemmas refer to the univariate Gaussian DLM (17).
Lemma 5.1. Let rt+1 = Var(yt+1|θt,K1:t+1). Then, the following hold:
E(yt+1|θt,K1:t+1) = ft+1 + F ′t+1(gt+1 +Gt+1θt),
rt+1 = F ′t+1Γt+1Γ
′
t+1Ft+1 + γ
2
t+1,
and
E(θt+1|θt, yt+1,K1:n) = at+1 + At+1θt + Bt+1yt+1,
Var(θt+1|θt, yt+1,K1:n) = Ct+1C′t+1,
where
at+1 = (I − Bt+1F ′t+1)gt − Bt+1 ft,
At+1 = (I − Bt+1F ′t+1)Gt+1,
Bt+1 = Γt+1Γ ′t+1Ft+1r
−1
t+1,
Ct+1C′t+1 = Γt+1(I − Γ ′t+1Ft+1r−1t+1F ′t+1Γt+1)Γt+1,
It is straightforward to factor the expression on the right side of the last equality to get a
matrix Ct+1 that either is null or has full column rank. Then, we can write
θt+1 = at+1 + At+1 + Bt+1yt+1 + Ct+1ξt+1,
where ξt+1 ∼ N (0, I) and is independent of θt and yt+1, conditional on K1:n.
Lemma 5.2. For t = 1, . . . , n− 1, the density p(yt+1:n|θt,K1:n) is independent of K1:t and can
be expressed as
p(yt+1:n|θt,K1:n) ∝ exp
{
−1
2
(θtΩt(θt − 2µ′tθt)
}
,
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where the terms Ωt and µt are computed recursively starting from
Ωn = 0, µn = 0.
Updating backward, we obtain
Ωt = A′t+1(Ωt+1 −Ωt+1Ct+1D−1t+1C′t+1Ωt+1)At+1 +G′t+1Ft+1r−1t+1F ′t+1Gt+1,
µt = A′t+1(I −Ωt+1Ct+1D−1t+1C′t+1)(µt+1 −Ωt+1(at+1 + Bt+1yt+1))
+ G′t+1Ft+1r
−1
t+1(yt+1 − ft+1 − F ′t+1gt+1),
Dt+1 = C′t+1Ωt+1Ct+1 + I.
Lemma 5.3. Let mt = E(θt|y1:t,K1:n), Vt = Var(θt|y1:t,K1:n) and Rt = Var(yt|y1:t−1,K1:n).
The Kalman filter for the model (17) is given by
Rt = F ′tGtVt−1G′tFt + F ′t ΓtΓ ′t Ft + γ2t ,
mt = (I − JtF ′t )(gt +Gtmt−1) + Jt(yt − ft),
Vt = GtVt−1G′t + ΓtΓ ′t − Jt J′tRt,
where
Jt = [GtVt−1G′tFt + ΓtΓ ′t Ft]/Rt.
The conditional density p(yt|y1:t−1,K1:t) is such that
p(yt|y1:t−1,K1:t) ∝ R−1t exp
{
− 1
2Rt
(yt − ft − F ′t (gt +Gtmt−1))2
}
.
We can write Vt = TtT ′t , where the matrix Tt either has full column rank if Vt 6= 0 or is null
if Vt = 0. Conditional on K1:n, we can express θt as
θt = mt + Ttξt,
where ξt ∼ N (0, I) and is independent of y1:t.
The next Lemma uses Lemma 5.3 to efficiently evaluate the factor p(yt+1:n|y1:t,K1:n).
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Lemma 5.4. Using the results of Lemma 5.3, it follows that
p(yt+1:n|y1:t,K1:n) =
∫
p(yt+1:n|θt,Kt+1:n)p(ξt|K1:t)dξt
∝ |T ′tΩtTt + I|−1/2 exp
{
−1
2
(
m′tΩtmt − 2µ′tmt −φ′t(T ′tΩtTt + I)−1φt
)}
,
where φt = T ′t (µt −Ωtmt).
The recursion for generating K1:n in O(n) operations is now given.
Algorithm 1: The algorithm of Gerlach et al. [2000] for dynamic mixture models
1. Given the current value of K1:n, calculate Ωt and µt for t = n− 1, . . . , 1, using the
recursions in Lemma 5.2.
2. Given E(θ0) and Var(θ0), perform the following for t = 1, . . . n:
(a) Obtain Rt, mt and Vt from mt−1 and Vt−1 as in Lemma 5.3;
(b) Obtain p(yt|y1:t−1,K1:t) as in Lemma 5.3 and p(yt+1:n|y1:t,K1:n) as in Lemma 5.4;
(c) Obtain p(Kt|y1:nKs 6=t) for all values of Kt by normalization of
p(Kt|y1:n,Ks 6=t ∝ p(y1:n|K1:n)p(Kt|Ks 6=t)
∝ p(yt+1:n|y1:t,K1:n)p(yt|y1:t−1,K1:t)p(Kt|Ks 6=t).
Then, draw Kt.
(d) Update mt and Vt as in Lemma 5.3, using the generated value of Kt.
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Appendix II: inflation data
Name Description
GDP Difference in logs of real gross domestic product
PCE Difference in logs of real personal consumption expenditure
GPI Difference in logs of real gross private investment
RGEGI Difference in logs of real government consumption expen-
diture and gross investment
IMGS Difference in logs of imports of goods and services
NFP Difference in logs non-farm payroll
M2 Difference in logs M2 (commercial bank money)
ENERGY Difference in logs of oil price index
FOOD Difference in logs of food price index
MATERIALS Difference in logs of producer price index (PPI) industrial
commodities
OUTPUT GAP Difference in logs of potential GDP level
GS10 Difference in logs of 10yr Treasury constant maturity rate
GS5 Difference in logs of 5yr Treasury constant maturity rate
GS3 Difference in logs 3yr Treasury constant maturity rate
GS1 Difference in logs 1yr Treasury constant maturity rate
PRIVATE EMPLOYMENT Log difference in total private employment
PMI MANU Log difference in PMI-manufacturing index
AHEPNSE Log difference in average hourly earnings of private non
management employees
DJIA Log difference in Dow Jones Industrial Average Returns
M1 Log difference in M1 (narrow-commercial bank money)
ISM SDI Institute for Supply Management (ISM) Supplier Deliveries
Inventory
CONSUMER University of Michigan consumer sentiment (level)
UNRATE Log of the unemployment rate
TBILL3 3m Treasury bill rate
TBILL SPREAD Difference between GS10 and TBILL3
HOUSING STARTS Private housing (in thousands of units)
INF EXP University of Michigan inflation expectations (level)
LAG1, LAG2, LAG3, LAG4 The first, second, third and fourth lag
Table 4: Inflation Data. Sources: FRED database, Federal Reserve Bank of St.Louis, University of Michi-
gan Consumer Survey database, Federal Reserve Bank of Philadelphia, and Institute of Supply Manage-
ment.
31
