Modern neural image captioning systems typically adopt the encoder-decoder framework consisting of two principal components: a convolutional neural network (CNN) for image feature extraction and a recurrent neural network (RNN) for caption generation. Inspired by the robustness analysis of CNN-based image classifiers to adversarial perturbations, we propose Show-and-Fool, a novel algorithm for crafting adversarial examples in neural image captioning. Unlike image classification tasks with a finite set of class labels, finding visually-similar adversarial examples in an image captioning system is much more challenging since the space of possible captions in a captioning system is almost infinite. In this paper, we design three approaches for crafting adversarial examples in image captioning: (i) targeted caption method; (ii) targeted keyword method; and (iii) untargeted method. We formulate the process of finding adversarial perturbations as optimization problems and design novel loss functions for efficient search. Experimental results on the Show-and-Tell model and MSCOCO data set show that Show-and-Fool can successfully craft visuallysimilar adversarial examples with randomly targeted captions, and the adversarial examples can be made highly transferable to the Show-Attend-and-Tell model. Consequently, the presence of adversarial examples leads to new robustness implications of neural image captioning. To the best of our knowledge, this is the first work on crafting effective adversarial examples for image captioning tasks.
Introduction
Image captioning is an important task in computer vision. It takes an image as an input and generates a caption [35] , the original images are selected from the MSCOCO validation data set [21] , and the targeted captions are randomly selected from the top-1 inferred captions of other validation images. that best describes its visual contents. Modern image captioning systems typically adopt the encoder-decoder framework composed of two principal modules: a convolutional neural network (CNN) as an encoder for image feature extraction and a recurrent neural network (RNN) as a decoder for caption generation. This CNN+RNN architecture includes popular image captioning models such as Show-and-Tell [35] , Show-Attend-and-Tell [38] , and NeuralTalk [16] . Generally speaking, these systems use the CNN modules to learn a hidden representation of an image, and then apply them to the RNN modules for caption generation. Given a set of training images with captions, the parameters of CNN and RNN are jointly trained to maximize the posterior probability of the corresponding caption conditioned on the extracted features. A pre-trained CNN (e.g., Inception-v3 model) is often used as the initial CNN model for warm start. The attention mechanism can be used in the CNN module for selective feature extraction and improving captioning performance [38] .
Recent studies have highlighted the vulnerability of CNN-based image classifiers to adversarial examples: adversarial perturbations to benign images can be easily crafted to mislead a well-trained classifier, leading to adversarial examples that are visually indistinguishable to human [33, 13, 26, 27] . The presence of adversarial examples calls into question the robustness of computer vision systems deployed by neural network models. The means for crafting adversarial examples are regarded as attacks that strive to mislead a target machine learning model while maximally preserving visual similarity. Inspired by the emerging field of leveraging adversarial examples to study the robustness of CNN-based image classifiers, we propose a novel algorithm, Show-and-Fool, to craft adversarial examples in neural image captioning systems. Note that crafting adversarial examples in image captioning tasks is strictly harder than in image classification tasks, due to the following reasons: (i) class attack v.s. caption attack: unlike classification tasks where the class labels are well defined, the output of image captioning is a set of top-ranked captions. We note that simply treating different captions as distinct classes will result in an enormous number of classes that can even precede the number of training images. In addition, semantically similar captions can be expressed in different ways and hence should not be viewed as different classes; and (ii) CNN v.s. CNN+RNN: attacking RNN models is significantly less well-studied than attacking CNN models. The CNN+RNN architecture is unique and beyond the scope of adversarial examples crafted to attack CNN-based image classifiers.
In this paper, we tackle the aforementioned challenges in the affirmative. We formulate the process of crafting adversarial examples in neural image captioning systems as optimization problems with novel objective functions designed to adopt the CNN+RNN architecture. Specifically, our objective functions are a linear combination of the distortion between benign and adversarial examples as well as carefully designed loss functions for attacking caption gen-eration. The proposed Show-and-Fool algorithm provides three approaches to craft adversarial examples in neural image captioning under different attacking scenarios:
1. Targeted caption method: Given a targeted caption, craft adversarial perturbations to any image such that its generated caption matches the targeted caption. 2. Targeted keyword method: Given a set of keywords, craft adversarial perturbations to any image such that its generated caption contains the specified keywords. 3. Untargeted method: Craft adversarial perturbations to change the caption of any images. Figure 1 shows two adversarial examples crafted by Show-and-Fool using the targeted caption method, where the target model is the Show-and-Tell image captioning system [35] , the original images are selected from the validation set of MSCOCO [21] , and the targeted captions are randomly selected from the top-1 inferred captions of other images in the validation set. The adversarial examples crafted by Show-and-Fool are visually imperceptible while successfully misleading Show-and-Tell to generate the targeted captions. 1 We highlight our major contributions as follows:
• [16, 6] , video summarization [28] , multi-label image classification [36] , and neural machine translation [12] . 
Background and Related Work

Neural Image Captioning
The recent success of image captioning was credited to the rapid development of deep learning. In this section, we focus on recent deep neural network (DNN)-based literature since they are most relevant to our work. Many DNN-based image captioning methods follow an encoderdecoder framework that first uses a CNN model as the encoder to extract a visual feature vector, followed by a RNN model as the decoder for caption generation. Representative works under this framework include [4, 5, 7, 16, 17, 24, 35, 38, 39, 22] , which are mainly differed by the underlying CNN and RNN architectures, and whether or not the attention mechanisms are considered. For instance, [24] , [16] , and [35] use Elman RNN [8] , bidirectional RNN [32] , and LSTM [14] , respectively, to generate image captions. Besides, [39, 38, 22] proposed various attention-based DNN models to achieve better captioning performance. Other lines of research generate image captions using semantic information or via a compositional approach [9, 11, 34, 15, 37, 40] . For example, [9] first learns to extract nouns, verbs, and adjectives from regions in the image, and then uses a language model to generate a set of caption candidates, which are further re-ranked by a deep multimodal similarity model. [34] decomposes the image captioning system into multiple independent components, including a vision model that detects visual concepts, a language model for candidates generation, an entity recognition model that identifies celebrities and landmarks, and a classification model for estimating the confidence score for each output caption. In addition, some works have focused on generating more interesting and compelling captions. For instance, [25] aims to generate positive and negative sentiment captions, and [10] proposes to generate humorous and romantic captions.
Adversarial Examples in CNN-based Image Classifiers
Despite the remarkable progress, CNNs have been shown to be vulnerable to adversarial examples [33, 13, 1] . In image classification, an adversarial example is an image that is visually indistinguishable to the original image but can cause a CNN model to misclassify. With different objectives, adversarial attacks can be divided into two categories, i.e., untargeted attack and targeted attack. In the literature, a successful untargeted attack refers to finding an adversarial example that is close to the original example but yields different class prediction. For targeted attack, a target class is specified and the adversarial example is considered successful when the predicted class matches the target class. Surprisingly, adversarial examples can also be crafted even when the parameters of target CNN model are unknown to an attacker [23, 3] . In addition, adversarial examples crafted from one image classification model can be made transferable to other models [23, 29] , and there exists a universal adversarial perturbation that can lead to misclassification of natural images with high probability [27] .
Without loss of generality, there are two factors con- 
Methodology of Show-and-Fool
Overview of the Objective Functions
We now formally introduce our approaches to crafting adversarial examples for neural image captioning. Similar to the adversarial attack formulation for image classification in [1] , we cast the problem of finding an adversarial example for a given image I as an optimization problem: 
Here δ denotes the adversarial perturbation to I, δ 2 2 = (I + δ) − I 2 2 is an L 2 distance metric between the original image and the adversarial image. loss(·) is an attack loss function which takes different forms in different attacking settings. We will provide the explicit expressions in Sections 3.2, 3.3 and 3.4. The term c > 0 is a pre-specified regularization constant. Intuitively, with larger c, the attack is more likely to succeed but at the price of higher distortion on δ. In our algorithm, we use a binary search strategy to select c. The box constraint on the image I ∈ [−1, 1] n ensures that the adversarial example I + δ ∈ [−1, 1] n lies within a valid image space.
For the purpose of efficient optimization, we convert the constrained minimization problem in (1) into an unconstrained minimization problem by introducing two new variables y ∈ R n and w ∈ R n such that y = arctanh(I) and w = arctanh(I + δ) − y,
where the tanh function is applied element-wisely and arctanh denotes the inverse hyperbolic tangent function.
Since tanh(y i + w i ) ∈ [−1, 1], the transformation will automatically satisfy the box constraint. Consequently, the constrained optimization problem in (1) is equivalent to
In the following, we present the designed loss functions for various tasks.
Targeted Caption Method
Note that a targeted caption is denoted by
where S t indicates the index of the t-th word in the vocabulary list V and S 1 is a start symbol and S N is an end symbol. By giving out the stop symbol the RNN signals that a complete caption has been generated. N is the length of caption S, which is not fixed but does not exceed a pre-defined maximum caption length. To encourage the neural image captioning system to output the targeted caption S, one needs to ensure the log probability of the caption S conditioned on the image I + δ attains the maximum value among all possible captions, that is,
where Ω is the set of all possible captions. It is also common to apply the chain rule to the joint probability and we have
In neural image captioning networks, p(S t |I + δ, S 1 , ..., S t−1 ) is usually computed by a RNN/LSTM cell f , with its hidden state h t−1 and input S t−1 :
] ∈ R |V| is a vector of the logits (unnormalized probabilities) for each possible word in the vocabulary. The vector p t represents a probability distribution on V with each coordinate p (i) t given by
The softmax function is defined as:
Intuitively, to maximize the targeted caption's probability, we can directly use its negative log probability (7) as a loss function. The inputs of the RNN are the first N − 1 words of the targeted caption (S 1 , S 2 , ..., S N −1 ).
Applying the loss (7) to (3), the final formulation of targeted caption method given a targeted caption S is
Alternatively, by the definition of the softmax function,
and (4) can be simplified as
Instead of making each z (St) t as large as possible, we only require the target word S t to attain the largest logit (or probability) among all words in the vocabulary. In other words, we aim to minimize the difference between the maximum logit except S t , denote by max k∈V,k =St {z (k) t }, and the logit of S t , denoted by z (St) t . We also propose a ramp function on top of this difference as the final loss function:
where > 0 is a confidence level accounting for the gap between max k =St {z
t } + , the corresponding term in the summation will be kept at − and does not contribute to the gradient of the loss function, encouraging the optimizer to focus on minimizing other terms where z (St) t is not large enough.
Applying the loss (11) to (1), the final formulation of targeted caption method given a targeted caption S is
We note that [1] has reported that in CNN-based image classification, using logits as the attack loss function can produce better adversarial examples than using probabilities, especially when the target network deploys some gradient masking schemes such as defensive distillation [30] . Therefore, we provide both logit-based and probabilitybased attack loss functions for neural image captioning.
Untargeted Method
To construct an untargeted adversarial example, we first use the neural image captioning model to generate a baseline caption S = (S 1 , S 2 , ..., S t , ..., S N ) of an image I. Similar to the targeted caption method in section 3.2, we then input the first N − 1 words (S 1 , S 2 , ..., S t , ..., S N −1 ) to the RNN to obtain their logits. To corrupt the output of neural image captioning, we require every word
for all 2 ≤ t ≤ N . In other words, the first N words (excluding the start symbol) of the final caption should be entirely different from S. The loss function we propose for untargeted method is
(14) Therefore, given an image I and its baseline caption S, the untargeted method solves (15) in order to generate untargeted adversarial examples. The log-prob loss for untargeted method will be discussed in Section 8 of the Supplementary Material.
Targeted Keyword Method
In addition to generating an exact targeted caption or changing the baseline caption without specific targets by perturbing the input image, we offer an intermediate option that aims at generating captions with specific keywords, denoted by {K 1 , · · · , K M } ⊂ V. Intuitively, finding an adversarial example generating specific keywords might be easier than generating an exact caption, as we allow more degree of freedom in caption generation. However, as we need to ensure a valid inferred caption, finding an adversarial example generating specific keywords is difficult in an optimization perspective.
In our method, we do not require that a target keyword K j , j ∈ [M ] appears at a particular position. Instead, it is more natural to design a loss function that allows K j to become the top-1 prediction (plus a confidence margin ) at any position. Therefore, we propose to use the minimum of the hinge-like loss terms over all t ∈ [N ] as an indication of K j appearing at any position as the top-1 prediction, leading to the following loss function:
We note that the loss functions in (6) and (7) require an input S t−1 to predict z t for each t ∈ {2, . . . , N }. For the targeted caption method, we use the targeted caption S as the input of RNN. In contrast, for the targeted keyword method we no longer know the exact targeted sentence, but only require the presence of specified keywords in the final caption. To bridge the gap, we use the originally inferred caption S 0 from the benign image as the initial input to RNN. Specifically, after minimizing (16) for T iterations, we run inference on I + δ and set S 1 to its current top-1 prediction, and continue this process. With this iterative optimization process, the desired keywords are expected to gradually appear in top-1 prediction.
We also note that the problem of "keyword collision" may arise when the number of keywords M ≥ 2 and at least 2 keywords both have large value of max k =Kj {z
at the same position t. For example, if dog and cat are top-2 predictions for the second word in a caption, the caption can either start with "A dog ..." or "A cat ...". In this case, despite the loss (16) being very small, a caption with both dog and cat can hardly be generated as only one word is allowed to appear at the same position. To alleviate this problem, we define a gate function g t,j (x) which masks off the all other keywords when a keyword becomes top-1 at position t:
Experiments
Experimental Setup and Algorithms
We performed extensive experiments to test the effectiveness of our Show-and-Fool algorithm and study the robustness of image captioning systems under different problem settings. In our experiments, we use the pre-trained TensorFlow implementation 2 of Show-and-Tell [35] with Inception-v3 as the CNN for feature extraction. Our testbed is Microsoft COCO [21] (MSCOCO) data set. Although some more recent neural image captioning systems can achieve better performance than Show-and-Tell, they share a similar framework that uses CNN for feature extraction and RNN/LSTM for caption generation, and Show-and-Tell is the vanilla version of this CNN+RNN architecture. Indeed, we find that the adversarial examples on Show-and-Tell are transferable to another model (Section 4.5), thus we believe that their robustness should be similar. Since Showand-Fool is the first work on crafting adversarial examples for neural image captioning, to the best of our knowledge, there is no other method for performance comparison.
We use ADAM to minimize our loss functions and set the learning rate to 0.005, the number of iterations to 1, 000.
All the experiments are performed on a single Nvidia GTX 1080 Ti GPU. For targeted caption and targeted keyword methods, we perform a binary search for 5 times to find the best c: initially c = 1, and c will be increased by 10 times until a successful adversarial example is found. Then, we choose a new c to be the middle point of the largest c that an adversarial example can be found and the smallest c that an adversarial example cannot be found. Except for transferability experiments, we fix = 1. For each experiment, we randomly select 1,000 images from the MSCOCO validation set. We use BLEU-1 [31] , BLEU-2, BLEU-3, BLEU-4, ROUGE [20] and METEOR [19] scores to evaluate the correlations between the inferred captions and the targeted captions. These scores have been widely adopted by image captioning systems for quality assessment. Throughout this section, we use use the logits loss (11) for Show-and-Fool. The results of using the log-prob loss (7) are similar and are reported in the supplementary material.
Targeted Caption Results
Unlike the image classification task where all possible labels are predefined, the space of possible captions in a captioning system is almost infinite. However, the captioning system is only able to output relevant captions learned from the training set. For example, if negative captions never appear in the training set, it is very unlikely for a captioning system to generate negative captions. Therefore, using negative captions as targets are infeasible in this situation. To address this issue, we use the generated caption of a randomly selected image from MSCOCO validation set as the targeted caption S. The use of the generated caption as the targeted caption excludes the effect of out-of-domain captioning, which is similar to the setting of excluding images that are originally misclassified when studying the robustness of image classification via adversarial examples.
Here we use the logits loss (11) plus a L 2 distortion term (as in (3)) as our objective functions. A successful adversarial example is found if the inferred caption after adding the adversarial perturbation δ is exactly the same as the targeted caption. In our setting, 1,000 ADAM iterations take about 38 seconds for one image. The overall success rate and average distortion of adversarial perturbation δ are shown in Table 1 . Among all the tested images, our method attains 95.8% success rate, yielding completely identical targeted captions after adversarial perturbations. Moreover, our adversarial examples have small L 2 distortions and are visually identical to the original image, as displayed in Figure 1 . We also examine the failed adversarial examples and summarize their statistics in Table 2 . We find that their generated captions, albeit not entirely identical to the targeted caption, are in fact highly correlated to the desired one. Overall, the high success rate and low L 2 distortion of adversarial examples clearly show that Show-and-Tell is not robust to targeted adversarial perturbations. (11) . All correlation scores are computed using the top-5 inferred captions of an adversarial image and the targeted caption (higher score means better targeted attack performance). 
Untargeted Results
In this experiment, we use the logits loss (14)) as our objective function. We input the original image's top-1 inference caption into the RNN and solve the minimization problem (15) . Although this objective only minimizes the probability of top-1 caption, we find that after perturbation, all the captions with similar semantic meaning are no longer on the top list. We use the top-5 captions of the original image as the ground truth captions, and track how the top-1 caption of the perturbed image deviates from them. A binary search of c is inappropriate for the untargeted method because there is no oracle caption to be compared. Table 3 shows the correlation scores with different c = {10 −2 , 10 −1 , 1, 10, 10 2 }. As a larger c further emphasizes the attack loss and incurs more perturbation, the scores decrease rapidly as c increases. When c = 100, BLEU-3 and BLEU-4 scores approach zero. Low correlation scores indicate that the generated captions are quite different from the original captions, suggesting that Show-and-Fool can manipulate the output of RNN/LSTM via adversarial perturbations. Table 3 : The results of untargeted method with logits loss and different c. All correlation scores are computed using the top-5 inferred captions of an original image and the generated caption of the adversarial example (lower score means better untargeted attack performance). 
Targeted Keyword Results
In this task, we use (17) as our loss function, and choose the number of keywords M = 1, 2, 3. We run an inference step on I + δ every T = 5 iterations, and use the top-1 caption as the input of RNN/LSTMs. Similar to Section 4.2, for each image the targeted keywords are selected from the caption generated by a randomly selected validation set image. To exclude common words like "a", "the", "and", we look up each word in the targeted sentence and only select nouns, verbs, adjectives or adverbs. We say an adversarial image is successful when its caption contains all specified keywords. The overall success rate and average distortion are shown in Table 1 . When compared to the targeted caption method, targeted keyword method achieves even higher success rate (at least 96% for 3-keyword case and at least 97% for 1-keyword and 2-keyword cases), since the crite- Figure 2 shows an adversarial example crafted from our targeted keyword method with three keywords -"dog", "cat" and "frisbee". Using Show-and-Fool, the top-1 caption of a cake image becomes "A dog and a cat are playing with a frisbee" while the adversarial image remains visually indistinguishable to the original one. For M = 2, 3, even if we cannot find an adversarial image with all keywords specified, we might end up with a caption that contains some of the keywords (partial success). Table 4 shows the number of keywords appeared in the captions for those failed examples (not all 3 keywords are found), which account for 4% of all the tested images. 
Transferability of Adversarial Examples
It has been shown that in image classification tasks, adversarial examples found for one machine learning model may also be effective against another model, even if the two models have different architectures [29, 23] . However, unlike image classification where correct labels are made explicit, two different image captioning systems may generate quite different, yet reasonable, captions for the same original image. In image captioning, we say an adversarial example is transferable when the adversarial image found on In our setting, model A is Show-and-Tell, and we choose Show-Attend-and-Tell [38] as model B. The major differences between Show-and-Tell and Show-Attend-and-Tell are the addition of attention units in LSTM network for caption generation, and the use of last convolutional layer (rather than the last fully-connected layer) feature maps for feature extraction. We use the same Inception-v3 CNN for both models and train them on the MSCOCO 2014 data set. However, their parameters are different because CNN parameters will be changed during the fine-tuning process.
To investigate the transferability of adversarial examples in image captioning, we first use the targeted caption method to find adversarial examples for 1,000 images in model A with different c and , and then transfer successful adversarial examples (which generate the exact target captions on model A) to model B. The generated captions by model B are recorded for transferability analysis. The transferability of adversarial examples depends on two factors: the intrinsic difference between two models even when the same benign image is used as the input, i.e., model mismatch, and the transferability of adversarial perturbations.
To measure the mismatch between Show-and-Tell and Show-Attend-and-Tell, we generate captions of the same set of 1,000 original images from both models, and report their mutual BLEU, ROUGE and METEOR scores in Table 5 under the mis column. To measure the effectiveness of transferred adversarial examples, we measure the scores for two set of captions: (i) the captions of original images and the captions of transferred adversarial images, both generated by Show-Attend-and-Tell (shown under column ori in Table 5); (ii) the targeted captions for generating adversarial examples on Show-and-Tell, and the captions of the transferred adversarial image on Show-Attend-and-Tell (shown under column tgt in Table 5 ). Small values of ori suggest that the adversarial images on Show-Attend-and-Tell generate significantly different captions from original images' captions. Large values of tgt suggest that the adversarial images on Show-Attend-and-Tell generate similar adversarial captions as on the Show-and-Tell model. We find that increasing c or helps to enhance transferability at the cost of larger (but still acceptable) distortion. When C = 1, 000 and = 10, Show-and-Fool achieves the best results: tgt is close to mis, indicating that discrepancy between adversarial captions on the two models is mostly bounded by the intrinsic model mismatch rather than affected by the transferability of adversarial perturbations. The high transferability of adversarial examples crafted by Show-and-Fool also indicates the problem of common robustness leakage between different neural image captioning models.
Conclusions
In this paper, we propose a novel algorithm, Show-and-Fool, for crafting adversarial examples and providing robustness evaluation of neural image captioning. The main challenges can be summarized in two folds. First, neural image captioning models usually involve a CNN+RNN architecture while most existing adversarial methods were only applicable to a single CNN or RNN. Second, its output space of sequences has an almost infinite number of possibilities, rather than a finite set of discrete class labels in image classification. We overcome these challenges by designing novel loss functions adopting the CNN+RNN framework when crafting adversarial examples.
Experimental results on Show-and-Tell and MSCOCO data set show that our targeted caption method attains 95.8% success rate to produce randomly assigned captions with small adversarial perturbations that are imperceptible to the human eyes. The success rate can be further boosted when one uses the targeted keyword method. We further demonstrate that Show-and-Fool can generate a set of highly transferable adversarial examples from a nonattention model to an attention model, verifying the capability of Show-and-Fool in attacking image captioning systems both with and without attention mechanisms.
To the best of our knowledge, this is the first work on crafting adversarial examples for neural image captioning systems. Indeed, our Show-and-Fool algorithm can be easily extended to other applications with RNN or CNN+RNN structure. We believe this paper will provide new venues to study adversarial machine learning for a much wider range of applications beyond classical image classification tasks and CNN models. Figure 4 shows another successful example with targeted caption method. Figures 5, 6, and 7 show 3 adversarial examples generated by the proposed untargeted method. Figures 8, 9 and 10 show 3 adversarial examples generated by the proposed 3-keyword method. The adversarial examples generated by our methods have small L 2 distortions and are visually indistinguishable from the original images. One advantage of using logits losses is that it helps to bypass defensive distillation by overcoming the gradient vanishing problem. To see this, the partial derivative of the softmax function
which vanishes as p (j) → 0 or p (j) → 1. The defensive distillation method [30] uses a large distillation temperature in the training process and removes it in the inference process. This makes the inference probability p (j) close to 0 or 1, thus leads to a vanishing gradient problem. However, by using the proposed logits loss (11), we have 
It is evident that the gradient (with regard to z 
Targeted Caption Results with Log Probability Loss
In this experiment, we use the log probability loss (7) plus a L 2 distortion term (as in (3)) as our objective function. Similar to the previous experiments, a successful adversarial example is found if the inferred caption after adding the adversarial perturbation δ exactly matches the targeted caption. The overall success rate and average distortion of adversarial perturbation δ are shown in Table 6. Among all the tested images, our log-prob loss attains 95.4% success rate, which is about the same as using logits loss. Besides, similar to using logits loss, the adversarial examples generated by using log-prob loss also yield small L 2 distortions. In Table 7 , we summarize the statistics of the failed adversarial examples. It shows that their generated captions, though not entirely identical to the targeted caption, are also highly relevant to the target captions. In our experiments, log probability loss exhibits a similar performance as the logits loss, as our target model is undefended and the gradient vanishing problem of softmax is not significant. However, when evaluating the robustness of a general image captioning model, it is recommended to use the logits loss as it does not suffer from potentially vanished gradients and can reveal the intrinsic robustness of the model.
Untargeted Results with Log Probability Loss
Similar to the logits loss, the untargeted method using log probability (log-prob) loss aims to minimize the proba- bility of the baseline caption S = (S 1 , S 2 , ..., S t , ..., S N ) of an image I, which is given by loss S,log-prob, untargeted (I + δ) = log P (S|I + δ)
log P (S t |I + δ, S 1 , ..., S t−1 ). When the loss is minimized, the probability of caption S becomes small. The results of untargeted method with logprob loss are summarized in Table 8 . The results show that, when c is relatively large, the correlation scores drop dramatically, implying that the adversarial captions are significantly different from the original captions.
Targeted Keyword Results with Log Probability Loss
Similar to the logits loss, the log-prob loss does not require a particular position for the target keywords K j , j ∈ [M ]. Instead, it encourages K j to become the top-1 predic- Figure 10 : Adversarial example ( δ 2 = 1.178) of a bus image crafted by the Show-and-Fool targeted keyword method with three keywords: "tub", "bathroom" and "sink". tion at its most probable position:
To tackle the "keyword collision" problem, we also employ a gate function g t,j to avoid the keywords appearing at the positions where the most probable word is already a keyword: The loss function (21) then becomes:
In our methods, the initial input is the originally inferred caption S 0 from the benign image, and after minimizing (22) for T iterations, we run inference on I + δ and set S 1 to its current top-1 prediction, and repeat this procedure until all the targeted keywords are found or the maximum number of iterations is met. With this iterative optimization process, the probabilities of the desired keywords gradually increase, and finally become the top-1 predictions. The overall success rate and average distortion are shown in Table 6 . Table 9 summarizes the number of keywords appeared in the captions for those failed examples, i.e., the examples that not all the 3 targeted keywords are found. They account only 4.3% of all the tested images. Table 9 clearly shows that when c is properly chosen, more than 90% of the failed examples contain at least 1 targeted keyword, and more than 60% of the failed examples contain 2 targeted keywords. This result verifies that even the failed examples are reasonably good. 
Transferability of Adversarial Examples with Log Probability Loss
Similar to the experiments in Section 4.5, to assess the transferability of adversarial examples, we first use the targeted caption method with log-prob loss to find adversarial examples for 1,000 images in Show-and-Tell model (model A) with different c. We then transfer successful adversarial examples, i.e., the examples that generate the exact target captions on model A, to Show-Attend-and-Tell model (model B). The generated captions by model B are recorded for transferability analysis. The results for transferability using log-prob loss is summarized in Table 10 . The definitions of tgt, ori and mis are the same as those in Table 5 . Comparing with Table 5 (C = 1000, = 10), the log probability loss shows inferior ori and tgt values, indicating that the additional parameter in the logits loss helps improve transferability. 
