In this paper, we consider the following weakly coupled nonlinear Schrödinger system
Introduction
In this paper, we study the following nonlinear Schrödinger system
where N ≥ 1, V i ∈ C(R N , [0, ∞)), i = 1, 2, β ∈ R is a coupling constant. This type of systems arise when one considers standing waves of time-dependent k-coupled Schrödinger systems with k = 2 of the form iǫ ∂ψ j ∂t = ǫ 2 ∆ψ j − U j (x)ψ j + α j |ψ j | 2p−2 ψ j + |ψ j | p−2 ψ j k l=1,s =j β js |ψ l | p , in R N , ψ j = ψ j (x, t) ∈ C, t > 0, j = 1, . . . , k, (1.2) where ǫ > 0, i denotes the imaginary part, α j and β js = β sj are coupling constants. In Physics, system (1.2) is applied to study the nonlinear optics in isotropic materials, for instance the propagation pulses in fiber. Because of the appearance of birefringence, a pulse ψ tends to be spilt into two pulses (ψ 1 , ψ 2 ) in the two polarization directions, but Menyuk [29] proved that the two components ψ 1 , ψ 2 in a birefringence optical fiber are governed by the two coupled nonlinear Schrödinger system in (1.2) .
System (1. 2) also has applications in Bose-Einstein condensates theory. For example, when k = 2 in (1.2), ψ 1 and ψ 2 are the wave functions of the corresponding condensates and β is the interspecies scattering length. Physically, β > 0 is known as the attractive case, and the components of states tend to get along with each other leading to synchronization. Whereas β < 0 is the repulsive case, the components tend to segregate each other, leading to phase separations.
In recent years, a lot of works such as the existence of ground states, least energy solitary waves, infinitely many segregated and synchronized solutions and so on have been done for (1.1) in the case that ǫ > 0 is fixed, see [2, 8-10, 23-26, 28, 29, 33, 35-37, 40] and their references therein. Hereafter we say a vector function w = (u 1 , u 2 ) is nonstandard if u 1 , u 2 = 0.
In the last three decades, a large amount of work has been done on system (1.1) with β = 0, i.e.,
where V is an external potential. We refer the readers to [1, 3, 5, 11, 15, 18, 20, 32, 38, 39] and the references therein, where under various hypotheses on the potential V (x), solutions which exhibit a spike shape around the critical points of V (x) were obtained.
When β > 0 is suitable large, assuming that inf R N V i > c i > 0 (i = 1, 2), p = 2 and V 1 , V 2 have common local minimum, Eugenio Montefusco et al. showed (1.1) has a family of nonstandard solutions concentrating around local minimum of V i (i = 1, 2). However, there are no such results for (1.1) when V i (i = 1, 2) is vanishing(compactly supported case is included), β > 0 is small or p = 2. The goal of this paper is to obtain solutions and their concentration phenomena for (1.1) with all subcritical exponent 2p ∈ (2, 2 * ), a large class of nonnegative potentials V 1 , V 2 and β > 0 large and small. Note that when β = 0, V 1 or V 2 decays faster than |x| −2 or even has compact support, such a problem is just a conjecture proposed by Ambrosetti and Malchiodi in [4] . In the single case β = 0, this conjecture was answered partially in [7, 14, 17] and positively in [30] .
One of the main method using in this paper is the penalized skill. When β = 0, this method was introduced firstly in [18, 19] if inf R N V > 0 and developed in [12, 13, 34] if V is vanishing. Basing on the penalized idea, we create a new penalized function to cut off the nonlinear term in (1.1). Another main method is mathematical analysis, which is used to do some monotonicity and zero point analysis(see Section 2) .
We set the Hilbert space H as for all w i = (u i1 , u i2 )(i = 1, 2) ∈ H, where λ i ∈ (0, +∞), · λ i = R N |∇·| 2 +λ i |·| 2 (i = 1, 2) stand for the equivalent norms in H 1 (R N ). The study of problem (1.1) needs the following weighted Hilbert spaces
Also like H, we define the weighted product Hilbert space H ǫ (R N ) as
and its reduced norm
for all w i = (u i1 , u i2 ), w = (u 1 , u 2 ) ∈ H ǫ . In the sequel, we set 2 * := 2N (N − 2) + = 2N N −2 , for N ≥ 3, +∞, for N = 1, 2.
We assume that for every i = 1, 2, V i ∈ C(R N , [0, ∞)) satisfies the following assumptions. There exist open bounded sets Λ, U
and inf
We denote where C α 1 ,α 2 ,β is the ground energy corresponding to the limit system of (1.1) and we postpone its definition to Section 2(see (2. 2) below) for simplicity. Without loss of generality we assume that 0 ∈ Λ. We assume hereafter that m 1 ≤ m 2 and denote ω = m 1 /m 2 ∈ (0, 1], which represents the ratio of two pulses in Physics. Hereafter, we say a solution w ǫ = (u 1 ǫ , u 2 ǫ ) of (1.1) is nonstandard if lim inf ǫ→0 u i ǫ L ∞ (R N ) > 0 for all i = 1, 2 and standard if lim ǫ→0 u i ǫ L ∞ (R N ) = 0 for some i ∈ {1, 2}. After those notations above, we are in a position to state our main results. As one can see later, the solutions we find are the ground and higher energy solutions of the penalized problem (3.3) respectively. Our first result is about the ground case: Theorem 1.1. (Ground Solutions) Let N ∈ N, 2p ∈ (2, 2 * ) and V i ∈ C(R N ; [0, ∞)), i = 1, 2 satisfy (1.3) and (1.4) . Assume that either lim inf |x|→∞ V min (x)|x| 2σ > 0, σ ∈ [0, 1], (1.6) or N ≥ 3 and 2p − 2 > 2 N − 2 .
(1.7)
Then there exists a constant β V 1 ,V 2 ,p ≥ 0 such that the problem (1.1) has a family of nonstandard ground solutions
, then for all ρ > 0, there hold
where h(σ) = 1 if 0 ≤ σ < 1 and h(σ) = 0 if σ = 1, lim ǫ→0 c ǫ,σ , lim ǫ→0 C N,ǫ = +∞, and C is a positive constant.
The constant β V 1 ,V 2 ,p is defined as
where C V 1 (z),C V 2 (z) ,β and C m 1 ,0 are defined in (2.2) and (1.11) respectively. Indeed, the definition of
The first estimate about β V 1 ,V 2 ,p is given in [26] , which says
However, there exists no such estimate when 1 < p < 2. As an interesting part, we will prove in Section 2((2.9), and 3(Lemma 4.1) that
and β > 0 is sufficient and necessary for the ground states of (1.1) and its corresponding limit system being nonstandard.
This fills the blank before(see Theorem 2.5 in [26] for example).
By the monotonicity about ground energy in Proposition 2.1, we can conclude that
which plays an essential role in constructing a penalized function(see Lemma 4.1 and (5.5) below). But when β < β V 1 ,V 2 ,p , we will have
This makes us can not get the conclusion (iii) in Lemma 4.1 and then we can not construct penalized function as (5.5) may not be true. However, assuming furthermore that 
(x) in Corollary 1.2 or the loss of assumption (1.10) will result the nonexistence of nonstandard ground solutions when β ≤ β V 1 ,V 2 ,p . One novelty in this paper is that we also construct nonstandard solutions concentrating synchronously when p ≥ 2 and β > 0 is small enough under the mere assumptions (1.3) and (1.4) . The construction of such solutions relies on the following theorem. Define for every
(1.12)
We have Theorem 1.3. For every 2p ∈ (2, 2 * ), there exist constantsβ m 1 ,m 2 ,p > 0 and a decreasing function ϑ(·) : (0,β m 1 ,m 2 ,p ) → (0, +∞) > 0 satisfying such that if 0 < β <β m 1 ,m 2 ,p and sup
then it holds for every k ∈ N, there exists no
(1.14)
The proof of Theorem 1.3 will be given at the end of Section 2. Assume that M = ∅ (1.15) Then we have our second main result: Theorem 1.4. (Higher Energy Solutions) Let N ∈ N, 1 ≤ N ≤ 3, 2p ∈ [4, 2 * ) and the assumptions in Theorem 1.1 hold. For each i = 1, 2, letβ m 1 ,m 2 ,p be the constant in Theorem 1.3 and V i ∈ C(R N ; [0, ∞)) satisfy (1.3), (1.4), (1.15) . Then there exists a constantβ ∈ (0,β m 1 ,m 2 ,p ] such that problem (1.1) has a family of nonstandard solutions
Remark 1.5. The constantβ is given in (4.25) in Section 4. Conclusion (1.14) in Theorem 1.3 is used to construct nonstandard solutions. Indeed, it is used to get a contradiction if the solution in Lemma 3.8 is standard, see Lemmas 3.9 and 3.10 for details. (1.15 ) is used to prove properties (iii) and (iv ′ ) in Theorem 1.4. These properties are necessary in constructing a penalized function, see (5.5) in Section 5 below. As one can see in Theorem 1.3, we need sup Λ V 1 − m 1 to be small, which is natural because we can let Λ be a small neighbourhood of M. It is worth stressing that we do not need such rearrangement when V 1 (x) = m 1 , ∀x ∈ Λ.
We require p ≥ 2 in Theorem 1.4, the reason is that when 1 < p < 2, there exists no energy lower bound like that in Theorem 2.5, see Proposition 2.3 below.
The condition (1.4) is very interesting, in which inf ∂Λ V i (x) = m i (i = 1, 2) are admissible. This condition is much weaker than that in [31] .
The relationship between the set Λ andβ can be described as follows: the decreasing of ϑ(β) makes we can fix Λ to be a set satisfying
if necessary, which implies the conclusion in Theorem 1.3 holds for all β ∈ 0,β m 1 ,m 2 ,p 2 .
When ω < 1, the location ofx ω,ǫ is not easy to decide. But as a very interesting part, we will use local Pohozaev identities to prove that: Theorem 1.6. Letx ω,ǫ be the point in Theorem 1.4 and lim ǫ→0xω,ǫ =x ω, * . Then, rearranging Λ to be a small neighbourhood of M when ω < 1 if necessary, we have In some special cases, we do not need to rearrange Λ to make (1.17) and (1.18) hold. For example, V 2 (x) = CV 1 (x) with C ∈ (0, +∞) is a positive constant.
Applying local Pohozaev identities will need the decay estimates in Theorems 1.1 and 1.4. These estimates follow by our special penalized functions, see Section 6 below for more details. Before we close this section, let us explain the main difficulties and our novelty in more details in the proofs of our main theorems.
Solutions in Theorems 1.1 and 1.4 are constructed via minimizing-maxmizing on a one dimensional and two dimensional mountain pass geometry respectively. The example in Section 3 says that the usual functional corresponding to system (1.1) is not well defined if V is vanishing. Hence we have to cut off the nonlinear term in (1.1) by a function named the penalized function as usual. The penalized function P ǫ is constructed to be dominated by the potential V min if lim inf |x|→+∞ V min (x)|x| 2σ > 0 with σ ∈ [0, 1]. But when V min vanishes faster than |x| −2 or even has compact support, the penalized function may not be dominated by V min anymore. To this end, we construct the penalized function to be dominated by the Hardy potential 1 |x| 2 . Indeed, the construction bases on the positivity of Hardy's operator −∆ − κ|x| −2 with κ < (N − 2) 2 /4. The penalized function here is new, which simplifies a lot of computation in this paper. We will make this more precise in Sections 3 and 5.
For a system, we are concerned with looking for its nonstandard solutions. It is difficult when β > 0 is small and p ≥ 2. A concentration-compactness type lemma was established in Lemma 3.9, from which and (1.14), we will get a contradiction if the solution constructed in Lemma 3.8 is semitrivial, see Lemma 3.10 below.
Usually, the concentration phenomena can be found by comparing energy(see our reference about single equations for example). However, the fact that every nonstandard solution of (1.1) must own higher energy when β > 0 small and p ≥ 2 makes it impossible to get concentration phenomena via comparing energy. Indeed, there has no any monotonicity formula for higher energy of a coupled system(even for a single equation). To this end, we firstly establish an accurate lower bound for the energy of all nonstandard solutions of the limit system corresponding to (1.1) with β < 1 and p ≥ 2, see Theorem 2.4 below. Secondly, by the special construction of mountain pass geometry in Definition 3.7, we get lower and upper bounds about the mountain pass value C ǫ , see (3.7) below. By the estimates of C ǫ , the lower bounds in Theorem 2.4, we then get the concentration phenomena in Theorem 1.4. See Sections 3 and 4 for more details.
As an interesting part, we prove Theorem 1.6 by using local Pohozaev identities, which were used recently to get the location of concentration points, see [22, 27] and the reference therein. To apply these identities, we need the solution to decrease faster outside a small ball of x ǫ andx ω,ǫ respectively, see Lemma 4.6 below. These decay estimates follow by the further construction of super solutions in Section 6, which bases on our special construction of the penalized function in Section 5.
Finally, we want to emphasize the case that V min vanishes faster than |x| −2 and even has compact support is a conjecture proposed by Ambrosetti and Malchiodi in [6] . We construct intuitive penalized functions with respect to different vanishing of V min , see (3.1) and Section 5 below. Our construction is suitable for all subcritical 2p and dimension N when lim inf |x|→+∞ V min |x| 2σ > 0 with σ ∈ [0, 1], which is also of great interest.
We organize this paper as follows. In section 2, we give some key results about the limit system. In section 3, we establish the penalized scheme, and nonstandard penalized solutions for different p and β are constructed. In section 4, we study the concentration phenomena existing in the penalized solution. We use local Pohozaev identities to show the concentration points are in M when β > 0 is small. In Section 5, we prove the penalized solutions obtained in Section 3 solve the original problem (1.1) by constructing a precise penalized function P ǫ . In section 6, we use the penalized function in Section 5 to construct suitable supersolutions to get the decay estimates in Theorems 1.1 and 1.4. These estimates are needed during the use of Pohozaev identities.
The Limit problem
In this section, we give some results about the limit problem corresponding to (1.1) . The monotonicity about ground energy and the lower energy bound for nonstandard solutions are obtained. The lower energy bound implies that the ground solution is nonstandard if and only if β > 0(see Theorem 2.5 below) when 1 < p < 2, which fills the blank in [26, Theorem 2.5] . Also it is useful in studying the existence of higher energy solutions and their concentration phenomena in Sections 3 and 4. Moreover, it helps us estimate the constant β V 1 ,V 2 ,p in (1.8). We give the proof of Theorem 1.3 at the end of this section.
The limit system corresponding to (1.1) is given by
where α 1 , α 2 > 0, β ∈ R. Its Euler-Lagrange fucntional J α 1 ,α 2 ,β was given in (1.12). One can use the same argument as that of [41] to show that the ground energy
can be achieved by a positive radial function W α 1 ,α 2 ,β , where
We have the following monotonicity for C α 1 ,α 2 ,β .
3)
The equality "=" above holds if and only ifα i = α i .
Proof. Obviously, Γ α 1 ,α 2 ,β ⊂ Γα 1 ,α 2 ,β , which gives (2.3). Let T > 0 be the constant such that tT W α 1 ,α 2 ,β ∈ Γα 1 ,α 2 ,β . Then
for some t * > 0. This completes the proof.
Remark 2.2. By Proposition 2.1 and the analysis in Section 1 we know that
where M is the set defined in (1.5) and β V 1 ,V 2 ,p is defined in (1.8) . This fact is necessary in proving Lemma 4.1 that gives us a "space" to construct a penalized function(see (5.5) below). Moreover, proposition 2.1 also implies [26] ), which implies β > 2 p−1 − 1 is necessary for W α 1 ,α 2 ,β being nonstandard. But in the case 1 < p < 2, this kind of necessary condition remains unknown.
As an interesting part, we show that when 1 < p < 2, the W α 1 ,α 2 ,β is nonstandard if and only if β > 0. We first show the sufficiency:
Observing that if W α 1 ,α 2 ,β is standard, then it must hold
This completes the proof.
The analysis above implies that any possible nonstandard solution of (2.1) must own higher energy than C α 1 ,α 2 ,β if p ≥ 2 and β ≤ 2 p−1 − 1. However, there exists no comparison principle for such energy, which makes it quite difficult to get the synchronized phenomena existing (1.1) for all attractive case(β > 0). To overcome this difficulty, we derive an accurate lower bound for energy of nonstandard solutions of (2.1), from which, the concentration phenomena when β > 0 is small can be obtained and, as a byproduct, β > 0 is necessary for W α 1 ,α 2 ,β being nonstandard when 1 < p < 2 can be proved.
Before the proof, we see by Proposition 2.3 and (ii) in Theorem 2.4 that:
Now we turn to the proof of Theorem 2.4.
Proof of Theorem 2.4. We first consider β ≥ 0. Define the function G : (0, +∞)
Note that G is continuous and
We claim that τ β must be an inner point of [0, +∞) × [0, +∞). Firstly, note that τ β = (0, 0). If t β = 0, then let g(rs β ) = G(rs β , s β ).
It is easy to check that there exists r ∈ (0, +∞) such that g(rs β ) > g(0), which is a contradiction.
We discuss τ β in the following cases.
It is easy to check that (2.5) is equivalent to
Obviously, since 0 ≤ β < 1, by Hölder inequality, we have
Then combining with the case that p > 2, we conclude that g decreases strictly, which implies g has a unique zero point βZ
, which and (2.8) imply that t β = s β = 1. Then we conclude that G takes maximum only at (1, 1).
Proof of (i). By cases 1 and 2 above, if p ≥ 2, we can conclude by Hölder inequality that
This proves (i).
We have
It follows that
G(t, s) = G(1, 1).
Hence τ β = (1, 1) and
which proves (ii). Then the proof is completed.
At the last of this section, we use the analysis above to summarize the estimates for the constants β V 1 ,V 2 ,p in (1.8). Firstly, we have
Actually, it is easy to see by Proposition 2.3 that
Then especially, we have
which and our analysis in Lemma 4.1 in Section 4 imply (2.9). Secondly, when p ≥ 2, as we said before, [26] implies
if ω = 1, p = 2 and M = ∅,
At last, we prove Theorem 1.3.
Proof of Theorem 1.3. Let β ≥ 0. It is easy to check by Changing-Of-Variable Theorem and Hölder inequality that
and
Obviously, we can fix T > 0 such that
Case 1. p ≥ 2 and ω = 1.
It is easy to check by the same argument in the proof of Theorem 2.4 that F has a unique maximum point (1, 1) when 0 < β < 1. Then
Letβ m,m,p = 1 and ϑ(β) = 2 (1 + β)
It is easy to see that for every
from which we get (1.14) .
wherel ∈ N\{0} andl ∈ [0, 1). By (2.12), we can defineβ m 1 ,m 2 ,p > 0 be the unique constant such that
Then, for every 0 < β <β m 1 ,m 2 ,p , defining ϑ(β) be the unique constant such that
On the other hand, (2.13) implies that
Then by (2.17), we conclude that
where the constantsβ m 1 ,m 2 ,p and ϑ(β) are given in (2.15) and (2.16) respectively. Obviously, ϑ(·) : (0,β m 1 ,m 2 ,p ) → (0, +∞) is continuous and decreasing. This and (2.17) give Theorem 1.3 whenl = 0. Similar argument shows that whenl ∈ (0, 1), Theorem 1.3 is also true. Combing the two cases above, we then complete the proof of Theorem 1.3.
is natural, since we can rearrange Λ to be a small perturbation of the set M if necessary, especially, if V 1 (x) ≡ m 1 in Λ, we do not need to make such rearrangement.
3. The penalized scheme
We choose a family of penalized potentials
where κ > 0 is a small parameter.
Remark 3.1. In our construction, we do not add restriction on exponent p and dimension N if V min vanishes at most like |x| −2 , see case 1 in Proposition 5.2 below.
By the prior decay assumption on P ǫ , we immediately have the following proposition: 
. Proof. When (1.6) holds, the proof is given in [13, Theorem 4] . When (1.6) does not hold, i.e., V min vanishes faster than |x| −2 or has compact support, the proof is given in [30, Lemma 3.5] , which is based on the well-known Hardy inequality:
The idea of constructing a penalized function when (1.6) does not hold is also from (3.2), which and a standard variational argument imply the operator
. See case 2 in Section 5 for more details.
Given a penalized potential P ǫ that satisfies (3.1), we define the penalized nonlinearities
Accordingly, we define the penalized superposition operators g ǫ , G ǫ , g ǫ and G ǫ by
Now with the help of (3.1) and Proposition 3.2, we are going to prove the following lemma, which says that J ǫ ∈ C 1 (H ǫ , R) and satisfies (P.S.) condition. It is a basic requirement for finding solutions. The proof is far from obvious because of the coupling effect. 
Proof. For simplicity, we only show the term
, since the other terms are similar. Firstly, fixing every ϕ = (ϕ 1 , ϕ 2 ) ∈ H ǫ , for all t ∈ R with |t| ≤ 1, by the triangle inequality, it holds
Then the existence of the first Gateaux derivative follows by Dominated Convergence Theorem and Proposition 3.2. Secondly, given any ϕ = (ϕ 1 , ϕ 2 ) ∈ H ǫ with ϕ ǫ ≤ 1 and w n = (u 1 n , u 2 n ) ∈ H ǫ with w n → w = (u 1 , u 2 ) in H ǫ , by Proposition 3.2 and Hölder inequality, we have
By Dominated Convergence Theorem, Sobolev embedding theorem and (3.1), we have
= o n (1) and I 12 n = o n (1). Similarly, we have I 2 n = o n (1). This completes the proof of (i). Next, we prove (ii). Our aim is to verify every sequence (w n ) = (u 1 n , u 2
Firstly, by Proposition 3.2, there exists an ǫ 0 > 0 such that if 0 < ǫ < ǫ 0 ,
Now, going if necessary to a subsequence, we assume that w n = (u 1 n , u 2 n ) ⇀ w = (u 1 , u 2 ) ∈ H ǫ . By Proposition 3.2 and Dominated Convergence Theorem, it holds
Then (w n ) is relatively compact in H ǫ and the conclusion follows.
After showing that J ǫ ∈ C 1 (H ǫ , R), we are going to prove the existence of nonstandard solutions to the penalized problem (3.3). We first find ground solutions by using [41, Theorem 1.17] to min-max on a one dimensional mountain path geometry. But as we discuss before, the ground solution of (3.3) is standard if β < β V 1 ,V 2 ,p and (1.10) holds. Especially, if (1.10) is false and β < β V 1 ,V 2 ,p , it may not hold d( M, ∂Λ) > 0(see (1.9)) which is essential in constructing the penalized function(see (5.5) below). Hence, when p ≥ 2 and β > 0 is small, we have to construct nonstandard solutions with higher energy. For this purpose, we construct a skillful two dimensional mountain path geometry and use [41, Theorem 2.8] to find such solutions. We need the strong assumption (1.14) in the second approach.
For simplicity, we split the construction of solutions into two subsections. Moreover, it holds
where z 0 is chosen arbitrarily from M that defined in (1.5).
Proof. The achievement is easily proved by Lemma 3.4 and [41, Theorem 1.17].
For
Then the proof is completed by (2.2).
We need to show that the solution w ǫ is nonstandard:
We omit the proof since readers can find it in the proof of concentration phenomena in Lemma 4.1.
3.3.
Higher energy solutions. In this subsection we will construct higher energy solutions to (3.3) . Our method is to use [41, Theorem 2.8] to min-max on a skillful two dimensional mountain path geometry Γ ǫ on [0, 1] 2 . Recall that we assume that M = ∅ in this case.
It is easy to check by the similar proof of Lemma 3.5 that the mountain pass valuẽ
can be achieved, where 
where C m i ,β and U m i ,β are given in (1.11) .
(3.6) Then we have: Lemma 3.8. If 0 < β < β ω,p , then the mountain pass value
can be achieved by a functionŵ ǫ ∈ H ǫ ; moreover,
where C * m 1 ,m 2 ,β is defined in (1.12). Proof. The upper bound follows by letting (tT U ǫ m 1 ,β , sT U ǫ m 2 ,β ) be a special path. For each γ ∈ Γ ε , assuming that γ(τ ) = (γ 1 (τ ), γ 2 (τ )), observing that for each continuous map c : [0, 1] → [0, 1] 2 with c(0) ∈ {0} × [0, 1] and c(1) ∈ {1} × [0, 1], it holds J 1 ǫ (γ 1 (c(0))) = 0 and J 1 ǫ (γ 1 (c(1))) < 0. Hence γ 1 (c(s)) ∈ Γ 1 ǫ , which implies max
wherec i ǫ is given in (3.4 
Now using the same argument as that of Proposition 3.4 in [19] , we find aτ ∈ [0, 1] 2 such that
Thus by Hölder inequality and (3.5), we have lim inf
The lower bound then follows. Now, by (3.7), Theorem 2.8 in [41] and Lemma 3.4, there exists a sequence {w n = (u 1 n , u 2 n ) : n ∈ N} ⊂ H ǫ converging strongly toŵ ǫ in H ǫ such that J ǫ (ŵ ǫ ) = C ǫ and J ′ ǫ (ŵ ǫ ) = 0. This completes the proof.
Letŵ ǫ be the critical points obtained by Lemma 3.8. Like ground case, we have to show it is nonstandard. This procedure is more difficult than the ground case. We observe firstly what will happen ifŵ ǫ is standard. We have the following Concentration-Compactness Lemma(see [16] for the case ǫ = 1):
We will give its proof after Lemma 4.1, since some of them are similar. It is easy to see that there is a contradiction between (1.14) and (3.9). Hence, rearranging β m 1 ,m 2 ,p < β ω,p , whereβ m 1 ,m 2 ,p is the constant in Theorem 1.3, it immediately holds: Proof. Indeed, letting ϑ(β), β ∈ (0,β m 1 ,m 2 ,p ) be the positive decreasing function in Theorem 1.3, we can rearrange Λ if necessary such that
then we get the conclusion (1.14) in Theorem 1.3, which gives Lemma 3.10.
Concentration of the penalized solutions
In this section we study the asymptotic behaviour of the ground and higher energy penalized solutions that obtained by Lemmas 3.5 and 3.8 when ǫ → 0. For simplicity, we split the proof into two subsections. 
Before to prove Lemma 4.1, we need a Liouville type theorem for systems on a half-space. 
Proof. Without loss of generality, we assume H = R N −1 ×(0, ∞). By the classical regularity argument in [21] , we have u i ∈ H 2 (R N ). Testing the equation against (∂ N u 1 , ∂ N u 2 ), we find
Then by the strong maximum principle we have u 1 (x), u 2 (x) ≡ 0 Now we first give the following two Claims. Proof of Claim 1. We argue by contradiction. Noting that by (3.3) and the definition of P ǫ in (3.1), we have lim inf
Hence, without loss of generality, we assume that there exists a subsequence {ǫ n : n ∈ N} ⊂ (0, ǫ 0 ) with lim n→∞ ǫ n = 0 such that lim n→∞ u 1 ǫn L ∞ (Λ) = 0, and lim n→∞ u 2 ǫn L ∞ (Λ) > 0. By standard regularity argument in [21] , we assume that there is a x 2 ǫn ∈ Λ such that
For every R > 0, it holds that
where we assume that lim n→∞ x 2 ǫn = x 2 * . Then by diagonal argument, there exists u
we have u i * ∈ H 1 (R N ). Moreover, we can infer from lim n→∞ u 1 ǫn L ∞ (Λ) = 0 and the system (3.3) that
which implies that u 1 * = 0. Now denoteĝ ǫn (·) = g ǫn (ǫ n x + x 2 ǫn , ·), G ǫn (·) = G ǫn (ǫ n x + x 2 ǫn , ·),g ǫn (·) =g ǫn (ǫ n x + x 2 ǫn , ·) andG ǫn (·) = G ǫn (ǫ n x + x 2 ǫn , ·). It is easy to checkw ǫn satisfies −∆ũ 1
Noting that by Cauchy inequality and the definition of P ǫ in (3.1), for every ϕ ∈ C ∞ c (R N ), we have
Combining with the Sobolev embedding theorem (which says that u i ǫn → u i * strongly in L q loc (R N ) for all q ∈ (2, 2 * )), we have
Hence, by a similar proof, we conclude that w * = (u 1 * , u 2 * ) satisfies −∆u 1
(4.4)
But since u 1 * = 0, system (4.4) is −∆u 2 * + V 2 (x 2 * )u 2 * = χ Λ 2 * (u 2 * ) 2p−1 in R N . By Lemma 4.2 and the regularity argument in [21] we conclude that u 2 * ≡ 0. Hence But on one hand, by (4.5), we have for every R > 0,
On the other hand, by the definition of P ǫn in (3.1), letting η ∈ C ∞ (R N ) with η = 1 on R N \B 2R and η = 0 on B R , testing the second component of the penalized system (3.3) against with η
x−x 2 ǫn ǫn u 2 ǫn :=ηu 2 ǫn , we find lim inf
where we have used the fact |∇η| ≤ C R andũ 2 n → u 2 * strongly in L 2p loc (R N ). Then combining with (4.6) and (4.7), we have
which contradicts with Lemma 3.5 and Proposition 2.1. This completes the proof of Claim 1.
By Claim 1, we can conclude that there exist two sequences {x i ǫ : ǫ ∈ (0, ǫ 0 )} ⊂ Λ, i = 1, 2 such that for all ǫ ∈ (0, ǫ 0 ),
for some positive constant c 0 . Moreover, we have
Proof of Claim 2. We argue by contradiction. Suppose to the contrary that there exists a subsequence {ǫ n : n ∈ N} ⊂ (0, ǫ 0 ) with lim n→∞ ǫ n = 0, such that lim sup
For each j = 1, 2, denotew j n (x) = u 1 ǫn (ǫ n x+x j ǫn ), u 2 ǫn (ǫ n x+x j ǫn ) , V ij ǫn (x) = V i (ǫ n x+x j ǫn ), g j ǫn (·) = g ǫn (ǫ n x + x j ǫn , ·), G j ǫn (·) = G ǫn (ǫ n x + x j ǫn , ·),g j ǫn (·) =g ǫn (ǫ n x + x j ǫn , ·) andG j ǫn (·) = G ǫn (ǫ n x + x j ǫn , ·). Then similar to (4.3),w j ǫn satisfies:
(4.9)
Also similar to (4.2) and (4.3), there existsw j * = (ũ 1j * ,ũ 2j * ) ∈ H such thatw j ǫn →w j * weakly in H loc . Moreover, similar to (4.4), we conclude thatw j * satisfies −∆ũ 1j
where we assume that Λ j * and x j * are the limits of {x ∈ R N : ǫx + x j ǫn ∈ Λ} and x j ǫn respectively. Noting thatũ 11 * andũ 22 * are nonstandard, hence by Lemma 4.2, we conclude that Λ j * = R N , i.e., −∆ũ 1j
(4.10)
Now for every R > 0, by Sobolev embedding theorem, we have lim inf
And, let η ∈ C ∞ (R N ) be the cut-off function as in Claim 1. Testing the penalized equation 
Hence, combining with (4.11) and (4.12), letting R → ∞, we conclude that
Now let us discuss about system (4.10) and then obtain a contradiction from (4.13). Note that Claim 1 implies thatũ 11 * andũ 22 * are nontrivial. Hence by Proposition 2.1, we conclude that
where z 0 ∈ M. And then we have
,β , which contradicts with Lemma 3.5. This completes the proof of Claim 2. Now we are ready to prove Lemma 4.1.
Proof of Lemma 4.1. As a consequence of Claim 2, it must hold lim ǫ→0 x 1 ǫ = x * = lim ǫ→0 x 2 ǫ . Moreover, by the proof of Claim 2, we have
Hence by Proposition 2.1, we have x * ∈ M, which is M if M = ∅. Combining with Claim 1 and Claim 2, we completes the proof of (i), (ii) and (iii). Now we prove (iv). Without loss of generality, suppose to the contrary that there exist a subsequence (ǫ n ) n∈N ⊂ (0, ǫ 0 ) and (R n ) n∈N ⊂ (0, +∞) with ǫ n → 0 and R n → +∞ and a y n ∈ U\B ǫnRn (x 1 ǫ ), such that lim n→∞ u 1 ǫn (y n ) > 0. But by (ii) and the same proof of Claim 2, supposing y n → y * , we will have lim n→∞ C ǫn ǫ N ≥ C V 1 (z 0 ),V 2 (z 0 ),β + C V 1 (y * ),V 2 (y * ),β , which contradicts with Lemma 3.5.
Finally, we can also argue by contradiction to (v) − (vii). We omit the details since it is the same as above. This completes the proof.
Combining the proof above, (1.6), Theorems 2.4 and 2.5, we have the following necessary conditions for the ground solutons w ǫ being nonstandard. 
Proof. If not, by the blow-up analysis in Lemma 4.1, there holds lim inf ǫ→0 C ǫ ǫ N > C m 1 ,0 , which is a contradiction to Lemma 3.5, (2.10) and (2.11).
4.2.
Concentration phenomena of higher energy solutions. We first give the proof of Lemma 3.9.
Proof of Lemma 3.9. Let ǫ n > 0 with lim n→∞ ǫ n = 0 such that lim n→∞ u 2 ǫn L ∞ (Λ) = 0. from which we conclude that there exists a families of points {x 1 ǫn : n ∈ N} such that lim inf n→∞ u 1 ǫn L ∞ (Bǫ n (x 1 ǫn )) > 0. Also, we conclude that
letting v 11 n (·) = u 1 ǫn (ǫ n x + x 1 ǫn ) and U 1 ǫn := {x ∈ R N : ǫ n x + x 1 ǫn ∈ U}, then we have lim
Note that there exists v 11
Hence by (4.2) and (3.1) and Sobolev embedding, we conclude that
Then by the well-known uniqueness of positive solutions (in H 1 ) of −∆u + u = u 2p−1 , we conclude that
Proceeding as we prove Lemma 4.1, if
then there exist a family of points {x 2 ǫn : 0 < ǫ n < ǫ 0 } with x 2 ǫn → x 2 * ∈ Λ, and we have
ǫn )) = 0, then proceeding as the proof above, we conclude that
But, since lim sup ǫ→0
Cǫ ǫ N < +∞, the above steps will stop at some positive integer k ∈ N. We then complete the proof. Now with Lemma 3.9 at hand, we are going to show that the properties (i) − (vii) in Proof of (ii). Arguing by contradiction, by the same proof of Claim 2 in the ground case, we conclude that there exists w j = (û 1j * ,û 2j * ) ∈ H, j = 1, 2 such that −∆u 1j
wherex j * ∈ Λ,û ii * , i = 1, 2 are nontrivial. But, by Theorem 2.4, it holds
which is a contradiction to (4.9). This proves (ii). Proof of (iv) and (vii). Arguing by contradiction, we get two systems like (4.17) . Then by Theorem 2.4, we get (4.18), which is a contradiction.
Proof of (iii) and (vii). Suppose that lim ǫ→0x which impliesû i ǫ , i = 1, 2 must concentrate synchronously at the common local minimum of V 1 and V 2 . However, it is quite hard to show (4.19) also holds in the case ω = 1. On one hand, there is no monotonicity to higher energy. On the other hand, since ω = 1, we can just estimate C * m 1 ,m 2 ,β in (3.7) rather than compute it as a precise number. To handle this big obstacle, we first show thatx i ω,ǫ , i = 1, 2, will be far away from ∂Λ if we let β > 0 be small enough. 
4, lim inf ǫ→0
Cǫ ǫ N is bounded below by one of the following three numbers 20) which is a contradiction to (3.7) if we let
where β ω,p is the constant in (3.6). By (ii) we can prove easily that if (iv) and (vii) are not true, then lim inf ǫ→0
Cǫ ǫ N is bounded below by one of those numbers in (4.20) , which is a contradiction if 0 < β < β ω,p .
Suppose that (iii) ′ is not true, i.e., lim ǫ→0x ω,ǫ =x * ∈ ∂Λ.
Then by Theorem 2.4 and the same blow-up analysis in Lemma 4.1, it holds
Sincex * ∈ ∂Λ, by (1) there exists a positive constant c 1 > 0 which is independent ofx * such that
from which we can letβ > 0 be the unique constant such that
Moreover, by (4.22), we conclude that there exists a positive constant c 2 > 0 which is only related to c 1 such thatβ > c 2 .
Then we get a contradiction from (4.21) and (3.7) once we let β <β := min{β ω,p ,β}. This completes the proof. Now, we define the constantβ in Theorem 1.4 as
where κ > 0 is a small parameter,β m 1 ,m 2 ,p is the constant in Theorem 1.3. One can find by the construction of the penalized function P ǫ ((3.1)) in the coming Section 5 that property (iii) ′ is sufficient to prove that the penalized solution w ǫ in Lemma 3.8 solves the original problem (1.1). A natural question is whether it holdŝ
x ω, * ∈ M?
(4.26)
If (4.26) is true, then the location of concentration points ofŵ ǫ can be decided, which is at M, the common local minimum of V 1 and V 2 . An interesting part is that we answer positively to (4.26) by using local Pohozaev identities. We emphasize that to achieve this goal, we need some decay estimates for the solutionŵ ǫ , which is obtained after the skillful construction of penalized function P ǫ (see (3.1) ). For the continuity, we postpone the following decay estimates in Section 6:
Lemma 4.6. There hold
where δ > 0 is a small constant.
Finally, we use Lemma 4.6 and local Pohozaev identities to prove:
Then it holds 
for every i = 1, . . . , N, where δ > 0 is a positive constant. Then by Lemma 4.6, we have
where C i 1 , 1 ≤ i ≤ N are positive constants. Then by (4.6), we have 
. Thus, by continuity and compactness, there exists a smallerδ > 0 such that
Hence, rearranging Λ = (M)δ, we have
which and (4.27) imply
Then we conclude thatx ω, * in M if Λ is smaller again if necessary. 
Back to the original problem
In this section, we are going to prove that the penalized solutions w ǫ andŵ ǫ obtained in Lemmas 3.5 and 3.8 solve the original problem (1.1). What we need to do is to construct a suitable penalized function P ǫ such that not only (3.1) is true, but also it holds
Noting that once (5.1) is true, combining with Lemma 4.1, we immediately have
which means the concentration phenomenon. We will use the comparison principle of the single equation (5.9) below to prove (5.1). Firstly, we need to linearize the penalized system (3.3) outside small balls.
Proposition 5.1. Let ǫ > 0 small enough, δ ∈ (0, 1), x i ǫ (i = 1, 2), x ǫ ,x i ǫ,ω (i = 1, 2) and x ω,ǫ be the points that are given by Lemma 4.1 and Lemma 4.5 respectively. Then there exists R > 0, such that
where v ǫ := u 1 ǫ + u 2 ǫ (û 1 ǫ +û 2 ǫ ) and
x ω,ǫ :=
respectively.
Proof. By Lemma 4.1, there exists R > 0 such that for all x ∈ Λ\B Rǫ (x ω,ǫ ),
. Then we complete the proof.
We are now in a position to construct penalized solutions for the linearized system in Proposition 5.1. By the penalized function, it is enough to prove that the penalized solution w ǫ andŵ ǫ solve the original problem (1.1) (see (5.9) below). Moreover, the penalized function makes us obtain a good decay about the solutions w ǫ andŵ ǫ in Lemmas 3.5 and 3.8, which is necessary in verifying the assumptions in Lemma 4.6, see section 6 below.
Noting that by the classical bootstrap argument and nonnegativeness of w ǫ , we can conclude that lim inf 
where C is the constant in (5.4) .
Proof. Let 
where β > 2 and the constants C > 0, ν > 0 will be determined later.
, where the function w µ ∈ C 2 (R N ) with inf x∈U \Λ w µ (x) > 0 and µ > 0 is defined as
In the sequel, we set
Then, lettingν = ν d,m 1 ,β,r > 0 and ǫ µ,d,m 1 > 0 be the two constants such that
where δ ∈ (0, 4p − 4) and κ > 0 is a small parameter. It is easy to check that (3.1) is satisfied by such P ǫ . Moreover, letting C d,ν > 0,μ = µ p,σ > 0 andǫ µp,σ,d,U,m 1 ,C d,ν > 0 satisfying But, by Hardy's inequality (3.2) we know that the operator −∆ − ǫ −2 P ǫ (x) is a positive operator. Hence we also conclude that (u 1 ǫ + u 2 ǫ ) 2p−2 < P ǫ on R N \Λ. As a result, the penalized solutions w ǫ andŵ ε constructed in Lemmas 3.5 and 3.8 are the solutions of the original problem (1.1).
Verifying the assumptions in Lemma 4.6
In this section, we are going to verify the decay estimates in Theorems 1.1 and 1.4, which imply the assumptions in Lemma 4.6. We split the argument into two subsections with respect to the two conditions (1.6) and (1.7). where V ǫ (x) = V (ǫx + x ω,ǫ ).
It was proved in [4] that for every m > 0, there existsR > 0 and ǫ 0 > 0 such that V ǫ (x) ≥ m |x| 2σ , for all |x| ≥R if 0 < ǫ < ǫ 0 , by which and (6.1), we conclude without loss of generality that
x ∈ BR, v ǫ (x) → 0 as |x| → ∞.
Then by the results in [4] again, we have the following Proposition. where C iR , i = 1, 2, are suitably positive constants.
As a result, returning back to v ǫ , we have for every Note that the estimate also holds for single u i ǫ , i = 1, 2. This gives the assumptions in Lemma 4.6.
6.2.
Faster decay or compactly supported case. The decay estimates in this case indeed can be obtained by the argument in [30] . But since our penalized function in Section 5 enjoys better decay rates, the proof can be much easier than that in [30] .
Our penalized function here is ǫ 5/2 |x| 2+2̺ χ R N \Λ , where ̺ is given in (5.8) . Easily, replacing the penalized functions in [30] with P ǫ , we can prove by the same argument as that of Lemma 3.4 in [30] that the equation Then since B 2r (x ω,ǫ ) ⊂⊂ Λ if ǫ is small enough(see (5.5)), we havev ǫ ∈ C 2 (R N ). Moreover, by the same computation as that in Lemma 5.2 of [30] , we conclude that − ǫ 2 ∆v ǫ − P ǫvǫ + (1 − δ)V minvǫ ≥ 0 in R N \B ǫR (x ω,ǫ ). by which and the same argument in (6.2), we get the assumptions in Lemma 4.6. This completes the paper.
