Abstract. Training processes of structured prediction models such as structural SVMs involve frequent computations of the maximum-aposteriori (MAP) prediction given a parameterized model. For specific output structures such as sequences or trees, MAP estimates can be computed efficiently by dynamic programming algorithms such as the Viterbi algorithm and the CKY parser. However, when the output structures can be arbitrary graphs, exact calculation of the MAP estimate is an NP-complete problem. In this paper, we compare exact inference and approximate inference for labeling graphs. We study the exact junction tree and the approximate loopy belief propagation and sampling algorithms in terms of performance and ressource requirements.
Introduction
Many problem settings which require the prediction of multiple dependent variables arise naturally. For instance, sequential input and output variables occur in protein secondary structure prediction and tree-structured output is produced in natural language parsing. Examples for general graphical output structures include classification of linked documents or webpages [11, 8, 10] , and simultaneous prediction of multiple dependent class labels [3] .
Many classical learning algorithms have been lifted to deal with structured variables. Generally, the learning task is phrased as finding a function f such thatŷ
is the desired output for a given input x. Conditional random fields [6] and structural support vector machines [13, 12] are parameter estimation techniques that are wrapped around the collective inference machinery. However, inferring the actual prediction acts as a bottleneck in the training process. Dynamic programming approaches such as the Viterbi algorithm and the CKY algorithm efficiently solve the inference problem for sequential and tree-structured output variables.
When the structures involved can be arbitrary graphs, exact inference is not tractable: For instance, there is no efficient analytic solution for discrete variables and dynamic programming for exact inference scales exponentially in the size of the largest clique of the graph in terms of memory and computation time requirements. Hence, practitioners usually resort to approximate inference techniques. For instance, loopy belief propagation and Gibbs sampling are appealing and intuitive approaches that lead to efficient algorithms which alleviate excessive computational requirements. Although these approximate variants are not guaranteed to converge -let alone to find good optima -they seem to be surprisingly well-suited for many practical applications [7, 10, 3] .
In this paper, we present a substantial comparison of exact and approximate inference techniques for their use with structural support vector machines. We address their implications on the SVM algorithm in terms of convergence, resource requirements, and performance. Our experiments reveal that exact inference is indispensable for the reliable learning of accurate prediction models. According to our findings, a remedy to the computational costs of the junction tree algorithm is to decompose large graphs into smaller subgraphs.
Our paper is structured as follows. We introduce the learning task formally in Section 2 and review structural support vector machines in Section 3. Section 4 addresses exact and approximate inference algorithms and Section 5 reports on our empirical results. We discuss our findings in Section 6 and Section 7 concludes.
Learning with Graphs
Let G = (V, E) be a graph such that the set of nodes decomposes into a set of observed nodes X and a set of latent nodes Y the labeling of which remains to be conjectured. The set of edges E ⊆ (X ×Y )∪(Y ×Y ) introduces a dependency structure between nodes V = X ∪ Y . That is, two variables are connected if they directly depend on each other. A structured input x is a manifestation of a graph together with a labeling of its observed nodes. A structured output is a labeling y ∈ Σ |Y | , where Σ denotes the label alphabet. The random variables X ∪ Y form a Markov random field with dependency structure E. The conditional probability of Y given a partial realization (observation) x can be written aŝ
where g(λ|x) = ȳ exp{ λ, Φ(x,ȳ)} < ∞ is called the partition function, Φ is the sufficient statistics, and λ denotes the natural parameter. The sufficient statistics factorizes according to the dependency structure into terms of the maximal cliques C ∈ C of the graph,
Functions φ C may be interpreted as joint feature vectors, extracted from clique C and therefore encode the dependency structure to allow the model to learn about dependencies between input and output variables.
When dealing with arbitrary graphs, cliques may grow arbitrarily large and employing feature functions for all possible cliques can become intractable. As a remedy, one usually resorts to factorizing over all cliques that contain a pair of nodes, rather than over all maximally large cliques. In this case, G is sometimes called a Markov network and every edge in G is associated with a feature function φ. That is, we have edges between label and observation pairs,
and between neighboring labels,
where ψ is a feature vector solely drawn from the observation, k ∈ Σ enumerates all possible labels, δ i,j is the Kronecker product and ⊗ denotes the tensor product. Equation 2 says that given parameters λ, the most likely labelingŷ can be computed using the generalized linear model
with f (x, y) = λ, Φ(x, y) . We thus seek to find a parameterization λ, such that the model f generalizes well on new and unseen graphs. The quality of f is measured by a task-dependent loss function ∆ : (y, y ′ ) → r ∈ R + 0 . We require that ∆ is decomposable in terms of the nodes of graph, for instance, ∆ may be a Hamming-like loss given by
The ultimate goal is to find f such as to minimize the true loss y ∆(y, argmaxȳf (x,ȳ))p(x, y)dx. Being ignorant of the true distribution p(x, y) of instances and labelings of the unobserved variables, one resorts to declaring minimization of the regularized empirical loss on an iid sample
to be the operational goal
Structural Support Vector Machines
Structural SVMs [12, 13] adapt the parameters of ranking functions that are defined over joint attributes of input and output:
Given training data
, SVMs aim at finding λ that minimizes |λ| 2 + i ξ i subject to the constraint that, for all (x (i) , y (i) ), the desired output y (i) exceeds any other outputȳ in its decision function values by at least 1 − ξ i :
Optimization Problem 1 is solved iteratively by column generation: If at least one output violates the margin constraint for a given x, then the outputȳ that violates it most strongly is inferred and added to a working set of explicitly represented constraints. Column generation is interleaved with optimization steps in which the current hypothesis λ is refined according to the current working set. Typically only a small fraction of conceivable constraints are represented in the working set and structural SVMs provide sparse solutions.
Optimization Problem 1 Given data D, loss function ∆, and η > 0, the structural SVM optimization problem is defined as:
Provided that exact inference of large margin violators runs in polynomial time, the solution to Optimization Problem 1 converges to the optimum in polynomial time [13] .
Inference Strategies
Intuitively, Equation 1 can be solved by explicitly computing the score for all possible assignments of the output variables and choosing the outputŷ that realizes the highest score. However, there are exponentially many different assignments in the size of the graph and explicit enumeration is prohibitive. In this section, we briefly review the exact junction tree algorithm, the approximate loopy belief propagation and an inference strategy based on Gibbs sampling.
Junction Tree Algorithm
Belief propagation [1] sends messages across edges of the graph that are used to update actual beliefs about labelings. Belief propagation terminates and produces the exact joint probability of all unobserved variables when the graph is free of cycles. Therefore, one transforms the graph into a junction tree J = (C, E J ); nodes in the junction tree correspond to cliques in the underlying graph.
Message propagation consists of two phases. In the distribute evidence phase, every node A ∈ C in the junction tree that receives a message from its parent, sends a messages m AB to its children.
In the collect evidence phase, every node in the junction tree that received messages from all children, sends the messages m BA back to its parent.
After the two phases the junction tree is in equilibrium and further iterations will not affect the actual beliefs. The Viterbi (for sequences) and inside-outside algorithms (for trees) are special cases of message propagation. The most likely labeling can be computed by dynamic programming [9] according tô
The overall complexity is O(exp |V |) for building the junction tree and O(|Σ| max|C| ) for the message passing.
Loopy Belief Propagation
Similar to Section 4.1, loopy belief propagation propagates messages across the graph. However, instead of using the computationally expensive junction tree, messages are sent in the original graph. Messages encode beliefs about the labeling of direct neighbors in the graph and are passed simultaneously between all nodes. The message from node i to j is computed according to
Although iteratively updating the marginals does not necessarily result in convergence -let alone convergence to the global optimum -loopy belief propagation has been found to work well in practice [7] . After termination, the highest scoring labeling can be computed bŷ
The computational cost for each iteration is O(|E||Y | 2 ).
Gibbs Sampling
Repeatedly iterating over the latent variables and drawing a value for each variable y i according to the conditional probabilityp(y i |x, {y j : j = i}) creates a Markov chain of observations that converges to the joint probabilityp(y|x).
This Gibbs sampling rule [4] can be used to approach the assignment of values to y that maximizes the decision function f (x, y). The Gibbs decoder starts with an initial random guess at y. In each iteration, a latent variable Y i is drawn uniformly and labeled according top(y i |x, {y j : j = i}). The new labeling is kept if it is more likely than the previous one. The conditional probability can be derived from the score which the SVM assigns to the pair of input x and output y; we will now describe this process. Parameters λ induce the joint probability p(y) given bŷ
. This final equation also shows that the full conditionals of y i only depend on parameters λ and the given feature functions. Furthermore, we only need to consider the neighborhood of the i-th node, i.e. it does not depend on the size of the graph. Letȳ σ defined asȳ
A heuristic test for convergence can be implemented by testing whether the highest-scoring values of the latent variables in several parallel sampling chains remain constant over many iterations. Updating all |Y | variables once is in O(|E||Y | 2 ).
Empirical Evaluation
In this section, we evaluate SVMs with the exact and approximate inference strategies described in Section 4 in terms of performance, convergence, and execution time. We experiment on the WebKB, Cora, and the Reuters21578 data sets.
In order to evaluate the impact of the size of the graphs on execution time for WebKB and Cora, we generate training instances as follows. Given a maximal graph size m and a data set, we draw a node randomly without replacement from the data. We iteratively add nodes from the neighborhood of the actual graph until the maximal number of nodes is reached or there are no more nodes that can be added. By doing so, we generate graphs of sizes between one and m. We discard singleton graphs and draw training, parameter tuning, and holdout sets randomly from the remaining instances. We employ m = 2, 4, . . . , 20. To guarantee a fair comparison, we make sure that for every data set, all training, tuning, and holdout sets contain on average the same number of documents.
As additional baselines, we include structural multi-class SVMs (mc) [2, 13] and a structural SVM that is deprived of all link information (naïve). The main difference between multi-class and naïve SVM is that the former provides slack variables for all documents while the latter relates documents within a graph to the same slack variable [5] . The optimal SVM parameter C is determined for all methods within the interval [10 −4 , 10 4 ]. When the optimal parameter is at the border of the interval we extend the search appropriately. We report on averages of 100 repetitions with randomly drawn training, tuning, and holdout sets; errorbars indicate standard error.
Loopy belief propagation converges in all our experiments to a stationary distribution. For Gibbs sampling, we employ three chains of length 10000 and use a variance-based criterion to detect convergence.
WebKB
The WebKB data consist of 8282 web pages from five universities. Every page is labeled with one out of 7 different labels, including course, department, student, and others. We remove tokens with less than four occurrences and employ a bag-of-words representation. Figure 1 details the error rates for the WebKB data set, where training, tuning, and holdout sets consist on average of 4500 documents, respectively. The two baseline methods, multiclass and naïve, perform worst and almost constantly in the size of the graphs. The exact junction tree together with loopy belief propagation lead to the most accurate prediction models. However, the former could not be computed for graph sizes larger than 8. For loopy belief propagation, we further observe a negative correlation of graph size and error, that is, the larger the graph, the more accurate is the prediction model with loopy belief propagation. Gibbs sampling deteriorates with increasing graph sizes since the number of iterations becomes too small. We will address this issue again in the discussion.
Cora
The Cora data set consists of 25891 computer science articles of 11 areas including artificial intelligence, machine learning, information retrieval, databases, and others. We remove stop words and tokens that occurred less than four times and apply a bag-of-words representation of the input data. Figure 2 details error rates for different graph sizes. The average number of documents in the training, tuning, and holdout sets is 17300, respectively. SVMs utilizing exact junction tree and approximate loopy belief progagation inference perform nearly identical and lead to the most accurate prediction models. However, for the large Cora data set, junction tree inference is only computable up to graph sizes of six. As expected, the multi-class and naïve baselines that do not utilize link information are unaffected by varying sizes of the underlying graphs and perform worst. The Gibbs sampling performs significantly worse than the junction tree algorithm or loopy belief propagation.
Reuters21578
The Reuters data set consist of 21578 documents from the Reuters news archive. Documents are classified according to their topic into 120 classes, including grain, oil, and trade. Since the topics interdepend and co-occur frequently in a single document, many documents are assigned with multiple labels. We employ a bag-of-words representation for the documents. We represent the multi-class multiple-label problem by a fully connected graph, consisting of a single observation node (the document) and a binary latent variable for every possible label. A value of one indicates the presence of the corresponding topic in the observed document and a value of zero its absence.
In order to quantify the performance of the methods in terms of the number of labels, we organize the data as follows. We begin with the largest two classes and increment the number of labels until we arrive at the twelve largest classes. Since the underlying graphs are completely connected, the number of considered classes is identical to the graph-size. For each graph size we utilize all 21578 documents that are randomly divided into training, tuning, and holdout sets. All sets are equally sized. We report on averages over 100 repetitions. Figure 3 shows the results for inference based on naïve, Gibbs sampling, loopy belief propagation, and the exact junction tree algorithm. First of all, every tested method leads to more accurate prediction models when the size of the graph is increased. Moreover, except for loopy belief propagation, all methods perform equally well. As for the junction tree algorithm this is not surprising. The task is also well suited for Gibbs sampling that copes with the small sized graphs and leads to an almost identical performance.
Surprisingly, the naïve approach that does not contain any edge information performs similarly for all numbers of labels. The reason lies in the reduced number of classes in our experimental setup. Focusing on only a subset of all classes implies that the bulk of the documents correspond to discarded labels which carry the dominant information: There are hardly significant co-occurrences of large classes within documents; highly correlated labels involve small classes in the majority of cases. As a consequence, transition probabilities are discarded from the training process and cannot be exploited by the link-based models. A similar observation has been made by Finley and Joachims [3] . In line with their findings is also the performance of loopy belief propagation that is significantly worse compared to the other inference strategies. Loopy belief propagation struggles with the fully connected graph and frequently ends up in local maxima. This is also reflected by the large standard errors.
Parameter Optimization
The results for the parameter search are shown in Figure 4 that depicts holdout errors across the search interval. For all data sets, the optimal values for the trade-off parameters lie in the right half of the search spaces. For WebKB and Reuters, all methods provide a large region in which an almost optimal value can be found, that is, C * ≫ 1. The optimal parameters for the Cora data set are found in a narrow interval around C * ≈ 10.
Execution Time
Intuitively, the exact junction tree exhibits the worst execution time for all data sets. The multiclass and naïve baselines that do not exploit link information perform comparably fast across the data sets; both are unaffected by graph sizes. Loopy belief propagation and Gibbs sampling differ significantly in their execution time, although they are both in O(|E||Y | 2 ). While loopy belief propagation scales well for increasing graph sizes, Gibbs sampling turns out to be computationally demanding.
For small graphs, the exact junction tree algorithm can be computed with only little additional resources compared to loopy belief propagation. However, the junction tree scales exponentially in the size of the graph and exhibits the worst execution time for moderately sized graphs; exact inference is not feasible for larger structures.
Discussion
For two out of three studied tasks, approximate inference with loopy belief propagation is competitive to the exact junction tree and leads to comparable results. We observe a positive correlation between the size of the graphs and the achieved accuracies. For these tasks, the impact of the approximate inference on the SVM algorithm is negligible which can also be verified by monitoring the primal-dual gap. However, loopy belief propagation performs poorly for the Reuters data set. Support vector machines with approximate Gibbs sampling are well suited for small graphs but the performance deteriorates quickly when the size of the graphs is increased. Of course, the number of iterations could also be increased to cope with increasing graph sizes but a look at the execution times of Gibbs sampling indicates that it is already demanding in terms of computational time. Increasing the number of iterations would clearly multiply the required ressources.
Inference with the junction tree algorithm consistently leads to the most accurate prediction models but due to its computational complexity, junction tree algorithms can only be applied to small graphs. However, the accuracies achieved by the junction tree algorithm for small graphs is hardly beaten by other methods. Thus, to circumvent the computational dead end, our findings indicate that it is often beneficial to split large graphs into smaller components for which the junction tree algorithm can be computed. The support vector optimization algorithm allows the inclusion of several training instances and thus balances the discarded information. 
Conclusion
In this paper, we compared exact and approximate inference strategies for labeling graphs with support vector machines. We studied the exact junction tree algorithm and approximate inference with loopy belief propagation and Gibbs sampling. Our findings showed that the exact junction tree inference leads to the most reliable and to the most accurate prediction models in our discourse area. By contrast, the tested approximate inference strategies performed throughout inconsistently and led to poor predictions on some data sets.
To remedy the computational barrier of the junction tree, our results showed that decomposing large graphs into smaller subgraphs is beneficial in several ways: Including the subgraphs as additional training examples in the learning process not only rendered exact inference feasible but also preserved reliable results.
