Abstract. Let ∆ be an integral convex polytope of dimension n in R n that contains the origin. For every Laurent polynomial f with coefficients in Q regular with respect to its Newton polytope ∆, let L * (f ; T ) be the L-function of exponential sums of the reduction f of f at a prime of Q. Then L * (f ; T ) (−1) n−1 is a polynomial, and we denote by NP(f ) the normalized Newton polygon of this polynomial. It has an absolute combinatorial lower convex bound by HP(∆) depending only on ∆. Suppose ∆ is simplicial at all origin-less facets and it contains J ∪ V , where J is a subset of ∆ ∩ Z n not intersects with any origin-less facets of ∆ and V is a disjoint subset of ∆ ∩ Z n containing all nonorigin vertices of ∆ such that J ∪ Vert(∆) generates the monoid C(∆) ∩ Z n up to finitely many points, where C(∆) is the cone of ∆. Let A J V be the space of all Laurent polynomials f = j∈J a j x j + j∈V c j x j with parameters (a j ) j∈J and with prescribed (c j ) j∈V in Q, and let GNP(A J V , Fp) := inf f NP(f ) where f ranges over all regular polynomials in A J V (Fp). Then we prove that there exists a Zariski dense open subset U defined over Q in A J V such that for every f ∈ U (Q) and for every prime p large enough we have NP(f ) = GNP(A J V , Fp) and limp→∞ NP(f ) = HP(∆). These results have immediate application to the zeta function of the toric Artin-Schreier varieties defined by y p − y = f .
Introduction
In this paper we consider only integral convex polytope ∆ in R n for some n ≥ 1 that contains the origin 0. For any j := (j 1 , . . . , j n ) ∈ Z n in standard basis of Z n we write x j := x j1 1 · · · x jn n . A Laurent polynomial f with Newton polytope ∆ is a function f (x) = j∈Σ a j x j with a j = 0 for some finite set Σ in Z n such that the convex hull of Σ ∪ 0 in R n is ∆.
The object of our study is the family of all Laurent polynomials with a prescribed Newton polytope ∆ with coefficients in a global field (e.g., Q) and the L function of exponential sums of this family at all special fibres (e.g., at all primes p). Solutions to families of polynomial equations with given Newton polytope is a central object of study in toric geometry (see survey article [Stu98] and [Stu98] ). There have been two separate lines of developments. One classical result in toric geometry is that the Newton polytopes controls valuations of roots of the system of equations f 1 = . . . = f k = 0 over Archimedean fields (e.g., R) (see [Kou76] for example). Recent development generalizes this to over non-Archimedean local fields using method combining toric and rigid geometry. Dwork's original method does not require our variety to be regular (which we shall define below); but with certain regularity condition Adolphson-Sperber [AS89] was able to apply a method of Kouchnirenko [Kou76] and extended the above technique to L function of expotential sums and hence zeta functions of hypersurfaces over finite fields. In summary, certain algebraic invariants of a system of regular Laurent polynomials can be read from torical combinatorial invariants. This paper concerns the p-adic valuation of roots of L functions of exponential sums of Laurent polynomials, and its applications to long-standing questions in algebraic geometry. See [Maz72] for a beautiful historical account from algebraic geometric point of view, see [Dw64] and [Kat88] for earlier development.
We first fix notations in order to recall some classical results in the area. Let p be a prime and q a p-power, let F q be the finite field of q elements. Fix a nontrivial additive character ψ of F p , and we take without loss of generality that ψ(x) = ζ x p for a primitive p-th root of unity ζ p here. Let ℘ be a prime of Q with residue field F q say. For a Laurent polynomial f in Q[x 1 , . . . , x n ], let the m-th exponential sum of the Laurent polynomial f = (f mod ℘) over F q be S * m (f ) = ψ(Tr F q m /Fp (f (x 1 , . . . , x n ))) (1) where the sum is over all (x 1 , . . . , x n ) in the n-torus (G m ) n (F q m ). By a well-known theorem of Dwork-Bombieri-Grothendieck, the following L function is a rational function in Z[ζ p ](T ) [Dw64] and [Del80] .
Write Vert(∆) for the set of all (non-origin) vertices on ∆. Let ∂(∆) denote the set of integral points on origin-less faces of ∆. Let A(∆) denote the coefficient space of all Laurent polynomials f = j∈(∆−∂∆)∩Z n ∪Vert(∆) a j x j parametrized by all (a j )'s where a j = 0 for j ∈ Vert(∆). We denote by A(∆ o ) the subspace of A(∆) consisting of all Laurent polynomials f = j∈(∆−∂∆)∩Z n a j x j + j∈Vert(∆) c j x j parametered by (a j )'s and with prescribed nonzero c j 's. For every subset Σ of ∆ we define the restriction f Σ := j∈Σ∩Z n a j x j of the Laurent polynomial f to Σ. A Laurent polynomial f over a commutative ring R with Newton polytope ∆ is regular with respect to ∆ if for every closed origin-less face Σ (on the boundary) of the polytope ∆ the system ∂fΣ ∂x1 = . . . = ∂fΣ ∂xn = 0 has no common zero in the n-torus (G m ) n (R). It is known that regularity of a Laurent polynomial is a generic condition. By Grothendieck-Katz [Gro64] , there is a scheme M(∆) defined over Z whose reduction mod p for every p is a Zariski dense open subset M(∆, F p ) of A(∆, F p ) defined over F p consisting of regular f 's. In fact recent work of [GKZ08] on resultant and discriminant yields explicit described Zscheme M(∆). The scheme M(∆ o ) is defined analogously. For every f ∈ M(∆, F p )
Adolphson-Sperber showed that L * (f )
n−1 is a polynomial and hence we may define NP(f ) as the p-adic Newton polygon of L * (f )
n−1 normalized so that the p-adic order of its residue field cardinality q is 1. They defined a combinatorial polygon HP(∆) for all regular Laurent polynomials f with a given polytope ∆ (see (3) for definition of HP(∆)). For ease of reference, we summarize these results in the following theorem. We use " ≥ " to denote the first Newton polygon lies above or equal to the second in R 2 and their endpoints meet. 
NP(f ).
We have NP(f ) ≥ GNP(∆; F p ) ≥ HP(∆) and their endpoints meet.
The generic Newton polygon GNP(∆; F p ) at prime p typically depends on ∆ and p, so in general we can not hope that GNP(∆; F p ) will coincide with the absolute lower bound HP(∆) that is independent of p. Theorem 1.2 (Wan [Wan93] ). For every prime p large enough and p ≡ 1 mod D * (∆) for some computable positive integer D * (∆) depending only on ∆ we have GNP(∆; F p ) = HP(∆). For every prime p there is a Zariski dense subset U p in M(∆, F p ) such that for every f ∈ U p (F p ) we have NP(f ) = GNP(∆; F p ).
Suppose ∆ is integral convex polytope of dimension n in R n containing the origin and it is simplicial at each origin-less facets. If f is a regular polynomial with Newton polytope ∆ over a finite field F q such that the restriction f δ to each origin-less facet δ is only supported on Vert(δ), then we have NP(f ) = HP(∆) if p ≡ 1 mod D(∆) where D(∆) = lcm δ ℓ δ where ℓ δ is the maximal invariant factor of the n × n matrix of Vert(δ) (see Proposition 2.1 for more details). This is a result due to Wan (see [Wan04, Theorem 3 .1, Corollary 3.2] and its proof in his groundbreaking paper [Wan93] .) In fact, Wan has proved in [Wan04] that for any ∆ and n ≤ 3 we have GNP(∆, F p ) = HP(∆) if p ≡ 1 mod D(∆); for n ≥ 4 this is false.
In one variable case, a recent result [BF07] gives a Hasse variety H p explicitly whose complement in M(∆, F p ) defines U p as predicted in Theorem 1.2. One of our main results of this paper is to show a global Hasse variety whose fibre at each p coincides with the local Hasse variety H p . Theorem 1.3. Let ∆ be an integral convex polytope of dimension n in R n containing the origin and is simplicial at all origin-less facets, and let (∆ − ∂∆) ∩ Z n ∪ Vert(∆) generate the monoid C(∆) ∩ Z n (up to finitely many points). Let A(∆ o )
be the space of all Laurent polynomials f = j∈(∆−∂∆)∩Z n a j x j + j∈Vert(∆) c j x j parametrized by (a j ) with j not on origin-less faces of ∆ and with prescribed c j = 0. Then there exists a Zariski dense open subset U of A(∆ o ) defined over Q such that for every f ∈ U(Q) and for any p large enough we have 3) and U p = M(∆, F p ) − H p (in Theorem 1.2). For the first time Theorem 1.3 establishes the existence of global generic-ness which reflects generic-ness at all but finitely many special fibers.This line of investigation was partially inspired by [Elk87] . (1) The one variable case of Theorem 1.3 was proved in [Zhu03] . Special one variable cases were also explored in [Hon01] [Hon02] [Yan03] and [BF07] . A special case in multivariable case in which the Laurent polynomial is a sum of one-variable polynomials is addressed in [Bla11] , one can reduce this to one-variable case and conclude by the argument of [Zhu03] or using deformation theory of Wan [Wan04] .
NP(f ) = GNP(∆;
(2) We observe that U in the theorem is Zariski dense in A(∆ o ) is equivalent to that in M(∆ o ) since M(∆ o ) is Zariski dense open in A(∆ o ). (3) We observe that U has to be a proper subset of M(∆ o ) for all but finitely many ∆: The existence of global permutation polynomials f (in one variable case it means a polynomial mod p is a permutation for the set Z/pZ for infinitely many prime p) immediately shows that NP(f ) GNP(∆; F p ) for infinitely many p, so one can not expect to have NP(f ) = GNP(∆;
The hypothesis of Theorem 1.3 is sufficient but not necessary. In this example below we shall find that its hypothesis is not satisfied but its assertion holds: In Figure 2 we give an example of a simplex polytope that does not satisfy the hypothesis of Theorem 1.3, namely, ∆ ∩ Z 3 does not generate the monoid C(∆) ∩ Z 3 (up to finitely many integral points). Indeed, we have ∆ ∩ Z 3 = {0, (1, 1, 0), (1, 0, 1), (0, 1, 1)}. It is clear that the lattice points (m, m, m) for odd m ∈ Z ≥0 in C(∆) are not generated. 
This paper is partially motivated by conjectures proposed by Wan in [Wan04] . We shall prove a strengthened version of Conjecture 1.12 of [Wan04] in Theorem 1.6 and Conjecture 1.11 of [Wan04] in Theorem 1.10 (proofs of both lie in Section 6). Notice that when V = Vert(∆) and J = (∆ − ∂∆) ∩ Z n , Theorem 1.3 follows from Theorem 1.6 as a special case. Theorem 1.6. Let ∆ be an integral convex polytope of dimension n in R n containing the origin and it is simplicial at all origin-less facets. Let J be a set of integral points in ∆ not on any origin-less faces such that J ∪ Vert(∆) generates the monoid C(∆) ∩ Z n up to finitely many points. Let V be a set of non-origin integral points in ∆ disjoint from J and includes Vert(∆). Let A J V be the family of Laurent polynomials f (x) = j∈J a j x j + j∈V c j x j parameterized by a j 's and with prescribed
In Theorem 1.6 above we considered the space of Laurent polynomials with given ∆ and with prescribed coefficients in Q at the vertices of ∆. In the theorem below, we consider the space of Laurent polynomials with given ∆ that are parameterized by all coefficients. Theorem 1.9. Let ∆ be an integral convex polytope of dimension n in R n containing the origin and it is simplicial at all origin-less facets. Let J be a subset of (∆ − ∂∆) ∩ Z n ∪ Vert(∆) so that J generates the monoid C(∆) ∩ Z n up to finitely many points. Let A J be the space of all Laurent polynomials f = j∈J a j x j parameterized by all (a j )'s where a j = 0 for j ∈ Vert(∆). Then there exists a Zariski dense open subset U of A J defined over Q such that for every f ∈ U(Q) and for p large enough we have NP(f ) = GNP(A J , F p ) and
We have seen in Wan's Theorem 1.2 that GNP(∆, F p ) coincides with HP(∆) for a special congruence class of prime p and for p large enough. The following proves a strengthened version of Conjecture 1.11 in [Wan04] . Theorem 1.10. Let ∆ be an integral convex polytope of dimension n in R n containing the origin. We write A J for the space of Laurent polynomials f = j∈J a j x j parameterized by (a j )'s with ∆(f ) = ∆. For any subset J with Vert(∆) ⊆ J ⊆ ∆ ∩ Z n that generates the monoid C(∆) ∩ Z n up to finitely many points, we have
In particular, if ∆ ∩ Z n generates the monoid C(∆) ∩ Z n up to finitely many points then we have lim p→∞ GNP(∆; F p ) = HP(∆).
Examples 1.11 (Wan) . If J := ∆ ∩ Z n does not generate C(∆) ∩ Z n up to finitely many points we do not expect Theorem 1.3 generally hold and we give a counterexample here: Let ∆ be given by the following vertices P 0 = (0, 0, 0, 0), P 1 = (1, 1, 1, 0), P 2 = (1, 1, 0, 1), P 3 = (1, 0, 1, 1), P 4 = (0, 1, 1, 1). Then we have NP(f ) ≥ GNP(∆; F p ) for any f with Newton polytope ∆ have lim p≡2 mod 3,p→∞ NP(f ) = HP(∆). Namely, lim p→∞ NP(f ) and lim p→∞ GNP(∆, F p ) do not exist.
A set G of integral points in ∆ containing Vert(∆) has a unimodular triangulation if ∆ has a triangulation of simplices with all vertices in G and whose maximal dimension simplices can be translated to be pointed at the origin whose m nonzero vertex vectors generates the full lattice Z m . If ∆ is of dimension ≤ 2 then ∆ ∩ Z n always has a unimodular triangulation. However it is false if dim ∆ ≥ 3, e.g., see Fig. 2 . Following Wan's terminology (see [Wan04] ), we say ∆ is ordinary at p if GNP(∆, F p ) = HP(∆). Theorem 1.10 implies that for large enough p a generic f over F p defines an ordinary affine toric hypersurface, which we shall state below in Corollary 1.12, whose proof lies in Section 6.
Corollary 1.12. Let ∆ be an integral convex polytopes of dimension n in R n . Let T ∆ be the space of all affine toric hypersurfaces V (f ) where f = j∈∆∩Z n a j x j parametered by a j 's where a j = 0 for vertices j in ∆. Let HP(T ∆ ) be the Hodge polygon of toric hypersurfaces in T ∆ given by Hodge numbers. For any regular V (f ) ∈ T ∆ (Q), let V (f ) be the reduction of V (f ) at a prime of Q over p, and let NP(V (f )) denote the normalized p-adic Newton polygon of the key polynomial component of zeta function
n has a unimodular triangulation, then we have
For hypersurface in dimension ≤ 3 Wan proves in [Wan04, Section 3] that GNP(T ∆ , F p ) = HP(T ∆ ) for all p if dim ∆ ≤ 3. See his Corollaries 3.8 through 3.14 in [Wan04] for more details. However, for dimension n ≥ 4 Wan has demonstrated in [Wan04, Section 2.4] (see also Example 1.11) that there are ∆'s with GNP(T ∆ , F p ) = HP(T ∆ ). Our Corollary 1.12 generalizes [Wan08, Theorem 10.4].
By applying Proposition 2.7 and Corollary 1.12 we have the following: Corollary 1.13. Let T ∆ be the space of all V (f ) where f is a Laurent polynomial in n variables with Newton polytope ∆ equal to an n-rectangle (i.e., with prescribed maximal and minimal degrees in each variable) or n-diamond (i.e., with prescribed total degree) then for p large enough we have GNP(T ∆ , F p ) = HP(T ∆ ).
Notations 1.14. In this paper ∆ is an integral convex polytope in R n of dimension n. In fact we assume it to be general enough that the polynomial L * (f )
n−1 is always of degree n!Vol(∆). Let S(∆) = C(∆) ∩ Z n be the lattice cone of ∆. Let D(∆) be the least positive integer such that w ∆ (v) is of the form
Given a polynomial P (T ) = 1 + c 1 T + . . . + c N T N with coefficients in a ring with p-adic valuation, then its Newton polygon (normalized with respect to a p-power q) is the lower convex hull of the points (i, ord q c i ) for all i = 0, 1, . . . , N . Denote it by NP q (P (T )). For any regular polynomial f ∈ F q [x 1 , . . . , x n , 1/(x 1 · · · x n )] with Newton polytope ∆ we write NP(f ) := NP q (L * (f )
n−1 ). We define a combinatorial Newton polygon below
We write ⌊R⌋ for the biggest integer less than a given real number R, and write {R} for R − ⌊R⌋. For any positive integer k, for any matrix M we use M
[k] to denote the first k × k submatrix of M ; for any polygon NP we use NP [k] to denote the first horizontal length k segment of this polygon.
Fix positive integers d 1 , . . . , d n for any prime
* denoting a residue class.
Plan of the article. This paper is organized as follows. Our main results in Theorems 1.6, 1.9, and 1.10 are proved in Section 6. The technical part of the proof of Theorem 1.6 consists of two crucial steps we described in Sections 5 and 6: first the new facial decomposition Theorem 6.1 and the transformation from a linear Dwork operator computation (which depends on the prime in Q lying over p) to semi-linear Dwork operator (which only depends on the prime p) as in Theorem 5.3. Both of these reduction steps are performed at chain-level. On the other hand, in order to apply the results in Section 5, one needs strong estimates of the integral weight function which we develop in Section 2 after providing a toolbox of basic notation in integral convex geometry; and estimation of integral weight functions in Given a set of points c 1 , . . . , c m in R n , the set ∆ of all points x in R n satisfying the inequalities (via scalar product) c i , x ≤ 1 for all i = 1, . . . , m is called a polyhedron. If we can choose all c i in Q n then this polyhedron is called rational. A polytope is a bounded polyhedron. Each hyperplane δ i defined by c i , x = 1 as above is called a supporting hyperplane of ∆, and δ i ∩ ∆ is called a face of ∆ (this is also called closed face). An open face of ∆ is a face minus its boundary. The complement of interior points of ∆ in ∆ is called the boundary . A vertex, edge and facet of ∆ is a dimensional 0, 1 and n − 1 face in ∆, respectively.
All our polytopes in this paper are integral and all polyhedra (in particular cones) are rational unless declared otherwise. For any non-empty set ∆ in R n the cone of ∆ is defined by C(∆) := {λv|λ ∈ R ≥0 , v ∈ ∆}. Two points v, v ′ in C(∆) are called cofacial if vR >0 and v ′ R >0 penetrate the a same face of ∆. We define the lattice cone of ∆ as S(
is primitive if all its coordinates in the standard basis of Z n are coprime to each other (i.e., for v = (v 1 , . . . , v n ) we have gcd(v 1 , . . . , v n ) = 1). In fact, this property is independent of the choice of basis of Z n since gcd is invariant under SL n (Z) transformation. A primitive generating set G ∆ of a rational cone C(∆) is a minimal (set-inclusion) finite set of primitive integral points in the cone that generates C(∆) over R ≥0 . It is clear that every rational cone C(∆) contains a primitive generating set G ∆ . If the rational cone C is pointed then the minimal integral vectors of C make up the unique primitive generating set.
In integral convex geometry, an (integral) simplex Σ is a convex hull of
Equivalently, it is an integral convex polytope Σ in R n with dim Σ = |Vert(Σ)| − 1 ≤ n. A simplex is automatically pointed. An integral polytope is simplicial if each face is a simplex. A rational cone C is simplex (or simple) if it is generated by dim C primitive integral points over R ≥0 ; it is simplicial if each proper face of C is simplex. A simplex cone of dimension n has a unique primitive generating set G ∆ = {g 1 , . . . , g n } where g i 's are primitive vertex vectors. These lattice vectors are linearly independent over R ≥0 . If ∆ is pointed at origin, then ∆ is simplex if and only if C(∆) is. Note that ∆ is simplex one can always translate it so that it is pointed at origin.
Let S be an integral lattice cone in R n whose cone is of dimension n and let G ∆ = {g 1 , . . . , g n } be a primitive generating set. Then
Proposition 2.1.
(1) Let S ⊂ S ′ be any two lattice cones in Z n . Then
. In particular, for any lattice cone S in Z n we have disc(S) = Vol(Z o (S)). (2) Let the lattice cone S be simplex with primitive generating set G ∆ = {g 1 , . . . , g n }.
Let ∆ is the convex hull of the set G ∆ and the origin.
. . , ℓ n ) where ℓ 1 | · · · |ℓ n are invariant factors of the matrix of the lattice cone of
; if ∆ is simplex and pointed at origin, then such G ∆ is unique. Furthermore, we have
Proof. The statement in Part (2) is standard (see [Ewa96] [Bar02]) or purely by definition. Part (1) is [Bar02, Theorem VII 2.5]. Consider S ′ = Z n we arrive at disc(S) = Vol(Z o (S)) immediately. Part (3). Since ∆ is a simplex (hence pointed) and therefore a primitive generator g must lie on vertex say v, that is v = cg for some c ∈ Q >0 , and by its very definition one can see immediately that c ∈ Z >0 . The rest of Part (3) is straightforward.
Hilbert basis.
A Hilbert basis of C(∆) is a minimal (set-inclusion) finite set of lattice vectors that generate the monoid S(∆) over Z ≥0 . The well known Lemma 2.2 (see [Ewa96, Lemma V.3 .4] for a proof) says that a Hilbert basis exists and we denote it by G ∆,Z . Notices that any Hilbert basis G ∆,Z a priori generates C(∆) over R ≥0 , and hence G ∆,Z always contains a primitive generating set G ∆ . In Fig. 3 we
(ii) Hilbert basis is not unique in this case (notice that ∆ is not pointed).
Lemma 2.2 (Gordan's Lemma). Let ∆ be an integral polytope in R n of dimension n. The lattice cone S(∆) is finitely generated monoid in the sense that
Part of the proof of the following result can be found in [Ewa96, Lemma V.3.5].
Proposition 2.3. Let ∆ be a simplex integer polytope in R n with G ∆ = {g 1 , . . . , g n } a primitive generating set of C(∆) over R ≥0 . Then one can find g n+1 , . . . , g t in
. . , g t } is a Hilbert basis of C(∆). If C(∆) is pointed then its Hilbert basis is unique.
Proof. Let s be any integral point in C(∆), then we have s = t i=1 c i g i for some c i ∈ R ≥0 . So s− ⌊c i ⌋g i lying in Z o ∩Z n . This proves that Z o ∩Z n generates S(∆) over R ≥0 . Let G ∆,Z be the set of all nonzero g ∈ Z o ∩ Z n such that g is not the sum of two other vectors in Z o ∩ Z n . We observe that every point in Z o ∩ Z n \G ∆,Z is generated by G ∆ over Z ≥0 and that G ∆,Z lies in every generating set of the monoid S(∆). So G ∆,Z is a Hilbert basis.
It remains to show the uniqueness of Hilbert basis G ∆,Z in the pointed case. Suppose there is an integral point s there violating this property, and take such a point minimizing c T s where c is a vector such that c T x > 0 for all nonzero x ∈ C(∆). The existence of c is guaranteed because C(∆) is pointed and one can prove that there exists a vector c such that c T x > 0 for every nonzero x ∈ C(∆). Because s is not in G ∆,Z , we have s = s i + s j for some nonzero points
T s j and all terms are positive. This means c T s i < c
T s j and c T s j < c T s. By the assumption that c T s is minimized under the condition that s is not in G ∆,Z , both s i and s j must belong to G ∆,Z contradicting s is not a nonnegative integer combination of points in G ∆,Z . This proves that such points s does not exist. So G ∆,Z is unique.
Let ∆ be an integral convex polytope in R n containing the origin and let V be a subset of ∆ ∩ Z n . If V ⊆ G ⊆ ∆ ∩ Z n where G generates the monoid S(∆) (resp., up to finitely many points), then we call a minimal subset of G that generates S(∆) an (resp., asymptotic) Hilbert basis containing V in ∆. If V is the empty set, then this is just an (resp., asymptotic) Hilbert basis. An important example for this paper is when V = Vert(∆): if ∆ is the line segment [0, d] for some d ≥ 1, a Hilbert basis containing V = {d} is {1, d}, and an asymptotic Hilbert basis containing V = {d} of smallest cardinality is {m, d} with 1 ≤ m < d such that gcd(m, d) = 1. For arbitrary dimension one observes that for a Hilbert basis G ∆,Z for S(∆), the set G ∆,Z ∪ Vert(∆) is always a Hilbert basis containing Vert(∆).
2.3. Smooth ∆ and asymptotically smooth ∆. We recall triangulation from [DRS10] . All triangulation in this paper have vertices of simplices on integral points only. Let ∆ be an integral convex polytope containing the origin. For every originless facet δ of ∆ let ∆ δ be the convex hull of δ and the origin. Notice that
where δ ranges over all origin-less facets, and it is called a closed facial subdivision of ∆. These ∆ δ 's are not necessarily disjoint. If all origin-less facets of ∆ are simplex then this is a facial triangulation of ∆.
Corresponding to the closed facial subdivision of ∆ in (4),
is called closed facial subdivision of C(∆). Consider the interior of C(∆ δ )'s for all origin-less faces δ of ∆, denote them by
o is called the facial decomposition in [Wan92] . The corresponding partitions
are called the open facial subdivision of C(∆) (and S(∆), respectively) where δ ranges in the set F o (∆) of all origin-less open faces of ∆ plus the origin as a unique element.
We say ∆ is (resp., asymptotic) smooth with G if there is a subset G with Vert(∆) ⊆ G ⊆ ∆ ∩ Z n that generates the monoid C(∆) ∩ Z n (resp., up to finitely many points), in other words, ∆ ∩ Z n contains an (resp., asymptotic) Hilbert basis for C(∆) containing Vert(∆). In 1-dimensional case where ∆ is the line segment [0, d] for some d ≥ 1, then ∆ is asymptotic smooth with {m, d} in ∆ if and only if gcd(m, d) = 1. If, furthermore, ∆ has only one origin-less facet and is simplex, then we say ∆ is smooth simplex with G. See Figure 5 for an example of a 2-dimensional smooth ∆ with Hilbert basis G ∆,Z = {g 1 , g 2 } (not smooth simplex) with facial triangulation ∆ δ ∪ ∆ δ ′ as in (4).
Figure 5
. Closed facial subdivision:
Remark 2.4. Suppose ∆ = ∪ δ ∆ δ is a subdivsion of ∆ according to the origin-less facets δ ′ s. Then ∆ is smooth if all ∆ δ 's are smooth. However, the converse is false in general. In Figure 6 , we denote by δ the face defined by the triangle P 1 P 2 P 3 . Then we have a smooth ∆ (namely ∆ ∩ Z n generates the monoid C(∆) ∩ Z n ), but ∆ δ is not smooth. For any Hilbert basis G ∆,Z , the restriction G ∆,Z ∩ ∆ δ does not generate the monoid C(∆ δ ) ∩ Z n . This phenomenon shows that a naive asymptotic version of Wan's closed facial decomposition does not exist.
2.4. Triangulations. All simplices in this paper are integral simplices, i.e., vertices are of integral coordinates in R n . This paragraph follows notions in [DRS10, Chapter 5] closely. A point configuration in R n is a finite set of (perhaps repeated) points with (non-repeated) labels. We shall consider a point configuration G with Vert(∆) ⊆ G ⊆ ∆ ∩ Z n , so the convex hull of G is ∆. In this paper we write (∆, G) or G for a given integral point configuration G. A triangulation of (∆, G) is a collection T of simplices whose union is ∆, with vertices in G, that satisfies the following properties
(1) All faces of simplices of T are in T ; (Closure Property.) (2) The intersection of any two simplices of T is a (possibly empty) face of both; (Intersection Property) (Note that these two conditions are the definition of a simpicial complex.) We remark that it is not necessary that every point in G is a vertex of a simplex in T . However, if every point in G is a vertex of a simplex in T then we call T a complete triangulation. A triangulation T of (∆, G) in R n is regular if it can be obtained by projecting the lower envelope of a lifting of G to R n+1 . More precisely, pick a height function w : G → R, the lifting of G to R n+1 is the set
There is always a regular triangulation for (∆, G) as proved in Proposition 2.2.4 of [DRS10] . However we remark that there are (∆, G) which has no complete regular triangulation.
Remark 2.5. In many literature regular triangulization is the same as convex or coherent triangulization. Our definition of regular triangulation is the same as [DRS10] . The 'convex triangulization' in [Wan08] is different from ours, his 'convex triangulization' is the same as our complete regular triangulization.
Proposition 2.6. Let ∆ be an integral convex polytope in R n of dimension n containing origin. Let G be a set with Vert(∆) ⊆ G ⊆ ∆ ∩ Z n . Let ∆ = ∪ δ ∆ δ be the closed facial subdivision in (4) where δ ranges over all origin-less facets of ∆. Then there is a regular triangulation of (δ, G ∩ δ), that is δ = ∪ ℓ δ ℓ . Then the convex hull ∆ δ ℓ := conv(δ ℓ , 0) is simplex, and we have ∆ = ∪ δ ∪ δ ℓ ∆ δ ℓ where δ ranges over all origin-less facets of ∆ and δ ℓ ranges over all regular simplices in δ.
An integral simplex with all vertices v 0 , v 1 , . . . , v m is unimodular if v 1 − v 0 , . . ., and v m − v 0 generate the lattice Z m (over Z). We remark that a unimodular triangulation is necessarily complete but the converse is false, see example in Fig.6 . A triangulation T of (∆, G) is unimodular if T consists of only unimodular simplices. Equivalently, ∆ = ∪ i ∆ i where ∆ i are unimodular simplices with vertices in G and their intersections (if nonempty) is also simplex. It is known that for n = dim ∆ ≤ 2 then ∆ ∩ Z n always has a unimodular triangulation. It is not true in general for dimension n ≥ 3, see Fig. 6 for counter-example. However, we have the following important examples which can be proved routinely.
Proposition 2.7. Any n-rectangle has a unimodular triangulation, namely, let
2) Let d ∈ Z ≥1 , and let ∆ :
Then the space of all Laurent polynomials with Newton polytope ∆ has a unimodular triangulation.
Notice that the first space in Proposition 2.7 is the space of all Laurent polynomials with prescribed maximal degree d i and minimal degree −d i at each variable x i , while the second space is that of all Laurent polynomials with prescribed maximal total degree d and minimal total degree −d.
2.5. Graded lexicographic order. Suppose ∆ is (resp., asymptotically) smooth and let G o be any subset of ∆∩Z n that (resp., asymptotically) generates the monoid
In this paper we shall consider set of all monomials in variables (A j ) with j supported on the set S :
We fix a total order on S. For any element α = (α 1 , . . . , α t ) in S write |α| = t i=1 α i . The graded lexicographic order with respect to S on the set of monomials of the form j∈S A αj j is defined as follows: for any α = (α 1 , . . . , α t ), β = (β 1 , . . . , β t ) ∈ Z t ≥0 we have α > glex β if |α| > |β| or |α| = |β| and the left-most nonzero entry of α − β is > 0. This is a complete order on the set S, in fact it is a monomial order (see [CLO] ). It is clear by definition that in any set of such monomials, a monomial j∈S A αj j is of the lowest graded lexicographic order if and only if it is of the lowest (total) degree and its exponent vector (α 1 , . . . , α t ) is of the lowest lexicographic order.
Estimates of integral weight function
3.1. Vertex representations and vertex residues. We retain notations from Section 2. For any simplex ∆ pointed at origin, the (semi-open) zonotope of ∆ is
Examples 3.1. The polytope ∆ in Figure 7 is smooth simplex, with primitive generating set G ∆ = {g 1 , g 2 } and Hilbert basis
Given an integral convex polytope ∆ whose origin-less facets are simplicial, we study the representations of an integral point in C(∆) by non-negative linear combination of integral points in ∆ if exists. Note that by our definition in Section 2.3, ∆ is (resp., asymptotically) smooth if and only if all (resp., but finitely many) integral points in C(∆) have such representations. Let ∆ = ∪ δ ∆ δ be its facial triangulation in (4) according to its origin-less faces δ. Then each ∆ δ is a simplex pointed at the origin and Z o (∆ δ ) is its zonotope.
Lemma 3.2. Let ∆ be an integral convex polytope of dimension n in R n containing origin whose origin-less facets are simplicial. Let ∆ contain a subset G that generates S(∆) as a monoid. Let G o ⊆ G generate the monoid S(∆). For every v ∈ S(∆), suppose v ∈ S(∆ δ ) for an origin-less facet δ, then there is a representation
Fix a complete order of the set S := G o − Vert(∆ δ ), then there is a unique representation
such that α := (α j ) j∈S has the lowest graded lexicographic order with respect to S as defined in Section 2.5.
So v uniquely determines these v i 's, and subsequently these α i and R ∆ δ (v). The last statement regarding representation of R ∆ δ (v) in terms of S is clear by its very definition and the order we endowed upon S.
Remark 3.3. If ∆ in Lemma 3.2 is not simplicial at an origin-less facet δ, we can still define vertex representation through replacing δ by its triangulation component δ ℓ 's for the point configuration (∆, G) as in Proposition 2.6 (i.e., for each originless facet δ we may have a regular triangulation
In the statement of Lemma 3.2, we have a vertex representation of any v ∈ S(∆ δ ℓ ) as follows:
We call R ∆ δ (v) the vertex residue of v, and the representation in Lemma 3.2 the vertex representation. Notice that an arbitrary representation is of the form R ∆ δ (v) = j∈G−∂∆ α j j for some α j ∈ Z ≥0 . If p is a prime number then its vertex residue relative to
* . Note that R ∆ δ (v) only depends on the vertex residue of v. 
, namely it is the same as the classical weight function (see [AS89] and [Wan92] ). In other words, it is equal to the least c ∈ Q ≥0 so that v ∈ c∆ if such c exists and is equal to ∞ if otherwise. If v ∈ S(∆) − S(∆ δ ), then our weight function is different. The following lemma is easy to derive hence its proof is omitted.
Lemma 3.4. (1) Let ∆ be simplex pointed at origin, with the primitive generating set G ∆ = {g 1 , . . . , g n } and Vert(∆) = {d 1 g 1 , . . . , d n g n } by Proposition 2.1. Write x = (x 1 , . . . , x n ) for a vector of variables and
(2) Let ∆ be an integral convex polytope with origin and let ∆ = ∪ δ ∆ δ be its closed facial subdivision as in (5), and let v ∈ C(∆ δ ′ ) for some origin-less face δ 
The convexity of ∆ implies the 'convexity' of the Q-valued weight map w ∆ : Z n → Q ≥0 ∪ {∞} as we see in the following lemma due to Adolphson-Sperber (proof omitted).
Lemma 3.5 (see [AS89] and [Wan93] ).
( 
where the equality holds if and only if the nonzero integral points in J ′ lie on the same closed origin-less facet in ∆.
Let ∆ be an integral convex polytope in R n containing the origin. For any subset Σ in ∆ let Z + (Σ) be the lattice cone generated by integral points of Σ over Z ≥0 . Let G be a subset of ∆ ∩ Z n and let v ∈ Z n , we define the integral weight function supported on G as followings:
where the minimum was taken over all solutions u v,j ∈ Z ≥0 to representations v = j∈G u v,j j; and where we have w G,Z (v) = ∞ if no such representation exists. The following properties are clear and easy to prove. Lemma 3.6.
(
Thus we have defined a function w G,Z :
3.3. Boundedness of integral weight functions. Let ∆ be an integral convex Newton polytope of dimension n in R n containing the origin. Let G be a subset of ∆ ∩ Z n . Let p be a prime. For r, s, pr − s ∈ S(∆), we define
Let δ be an origin-less facet of ∆. Then we have an open facial subdivision of the cone C(∆ δ ) = ∪ i Σ i as that in (6). We arrange them so that dim Σ i ≤ dim Σ i+1 . For any r, s ∈ S(∆ δ ) ≤k , we define an order r ≥ δ s if r ∈ Σ i and s ∈ Σ j and i ≥ j. Then we have r ≥ δ s if and only if pr − s ∈ S(∆ δ ) ≤k for p large enough; or equivalently pr − s, r are cofacial for p large enough.
Theorem 3.7. Let ∆ be an integral convex polytope of dimension n in R n containing the origin. Let
n containing Vert(∆) and G generates the monoid S(∆) up to finitely many points. Then for any v ∈ S(∆) and for p large enough we have
o and s ∈ S(∆); or if r, s ∈ S(∆ δ ) with r ≥ δ s, and if p is large enough, then pr − s ∈ S(∆ δ ) and
Proof. For simplicity, we shall prove the theorem under the hypothesis that G generates S(∆) since under the hypothesis p is large enough our argument is not affected.
On the other hand, we may also assume that each origin-less facet δ of ∆ is simplex by our Remark 3.3. It is easy to derive that w ∆ (v) ≤ w G,Z (v). It remains to prove the second inequality. By the basic properties of integral weight function in Lemma 3.6 it reduces to prove that there is a vertex representation of v that gives rise to the desired upper bound of w G,Z (v). Let v ∈ S(∆ δ ) for some origin-less face δ of ∆ where ∆ δ is the closed facial subdivision of ∆ at δ as in (4). By our hypothesis, we have Hilbert basis G ∆,Z ⊆ G and we fix its order. Let
∩Z n by Lemma 3.2. If we let S := G −Vert(∆ δ ) be fixed with a complete order, then there is a unique representation R ∆ δ (v) = j∈S α v,j j for some α v,j ∈ Z ≥0 . By Proposition 2.1 we have 
On the other hand, since
) < n; so we have j∈S α v,j < nD(∆). Therefore, by Lemma 3.6 we have
Thus by Lemmas 3.4 and 3.6 again we have
Suppose w G,Z (pr − s) = j∈G u pr−s,j for u pr−s,j ∈ Z ≥0 , we apply the above result to v = pr − s in S(∆ δ ) then o and s ∈ S(∆) or r, s ∈ S(∆ δ ) and r ≥ δ s for p large enough . Thus we have
On the other hand, suppose r, s ∈ S(∆ δ ) with r < δ s. Then s, pr −s are not cofacial for any p large enough, and hence by Lemma 3.5 we have w ∆ (r)
In the following we shall explore the independence of p in vertex representations defined in Lemma 3.2. It will be crucial for the construction of global Hasse polynomials in Section 4.
Theorem 3.8. Let our hypothesis and notation be as that in Theorem 3.7, and let ∆ be simplicial at all origin-less facets. Let ∂∆ be the set of integral points on origin-less facets of ∆. Let δ be some origin-less facet of ∆, r ∈ S(∆ δ ) be bounded. Then pr − s ∈ S(∆ δ ) if s ∈ S(∆) and r ∈ S(∆) o ; or r, s ∈ S(∆ δ ) and r ≥ δ s for p large enough. Let pr − s = j∈G u pr−s,j j for some u pr−s,j ∈ Z ≥0 such that j∈G u pr−s,j ≤ w ∆ (pr − s) + N ∆ (e.g., when w G,Z (pr − s) = j∈G u pr−s,j ), then for every j ∈ (G − ∂∆) ∩ Z n we have u pr−s,j ≤ nD(∆) 2 is independent of p.
Proof. Let v ∈ S(∆ δ ) for an origin-less face δ of ∆. If v = j∈G u v,j j with u v,j ∈ Z ≥0 and j∈G u v,j ≤ w ∆ (v) + N ∆ , we shall prove that in this paragraph that for any j ∈ (G − ∂∆) ∩ Z n we have u v,j ≤ nD(∆) 2 .
Since G generates S(∆)
By our hypothesis we have some 0
2 . This proves that for all lattice points j ∈ (G − ∂∆) ∩ Z n we have u v,j ≤ n · D(∆) 2 . Now our statement follows from the above paragraphs by letting v = pr − s.
Remark 3.9. If ∆ is not necessarily simplicial at origin-less facet, Theorem 3.8 does not generally hold.
3.4. Bound for smooth simplex ∆. For this subsection we assume ∆ is a simplex pointed at the origin, namely it has only one origin-less facet which is a simplex, then we achieve a stronger bounds on our estimates of its integral weight function.
Lemma 3.10. Let ∆ be simplex pointed at origin with a primitive generating set G ∆ = {g 1 , . . . , g n } and Hilbert basis G ∆,Z = {g 1 , . . . , g n , . . . , g t } (by Proposition 2.3). Let Z o (S(∆)) be the fundamental parallelepiped of the lattice cone S(∆), i.e.,
such that at most 2n − 2 of c i = 0 and c n+1 , · · · , c t are the minimal possible. In this case, let
Proof. In the last statement the existence of such representation of R o ∆ (v) with at most 2n − 2 nonzero terms in G ∆,Z is due to [Seb90] , the uniqueness is clear by definition. The rest of this lemma is elementary hence details are left out.
An important special case of G we shall explore in this subsection is when G = ∆ ∩ Z n in which case we denote it by
where the minimum is taken over all possible sums v = j∈∆∩Z n u v,j j with u v,j ∈ Z ≥0 . If no such solution exists then w ∆,Z (v) = ∞. We remark that our integral weight function w ∆,Z is intimately related to the height function on Hilbert basis, the bound of which has been actively pursued, see [Seb90] or [HW97] .
Let r, s ∈ S(∆) be bounded and let
Proposition 3.11. Let ∆ be a smooth simplex with primitive generating set G ∆ and the Hilbert basis G ∆,Z = {g 1 , . . . , g t } (with fixed order). Let N ∆ := 4n 2 − n − 2. Let v ∈ S(∆) and write v = n i=1 v i g i for some v i ∈ Q ≥0 (by Proposition 2.3).
(1) Then we have
(2) We have for p large enough
The first equality above holds if and only if r and s are cofacial. If r, s are cofacial then we have
Proof.
(1) By Proposition 3.7 it reduced to prove the second inequality. By the representation of v in (10) we have immediately
By the representation of R ∆ δ (v) in Lemma 3.10 (2) and notice that c i g i ∈ ∆ we have
. It suffices to give a canonical upper bound for the weight of each c ′ i g i . To ease of notation, let g be any Hilbert basis generator in ∆ and let c be any positive integer such that cg ∈ Z o (S(∆)), the fundamental parallelepiped of S(∆) defined in Section 2 (see Figure 7 for an illustration). Let d be the positive integer such that dg ∈ ∆ and (d + 1)g ∈ ∆. It exists by our hypothesis that ∆ is smooth so all Hilbert basis of the cone C(∆) lie in ∆.
2 − n − 2. The last statement follows immediately.
2) Use the same argument as that for Theorem 3.7.
Integral convex polytopes and Dwork theory
Let E(x) be the p-adic Artin-Hasse exponential series E(x) := exp(
Let G be a subset of integral points in ∆ containing Vert(∆), and let A j be a variable with j ∈ G. Let A := (A j ) j∈G be the set of all variables with subindices in G and set A 0 = 1 at origin. Then Q[A] is the polynomial ring in variable A j 's with (subindex) support on G. In particular we consider the polynomial ring (Z p ∩ Q)[γ Z ≥0 A] with variables A = (A j ) where j ∈ G ⊆ ∆ ∩ Z n and with Gauss norm. Every polynomial P here is representated as a sum in the following form
. Note that ord p (P ) is defined as the minimal p-adic order of all its coefficients and hence is equal to the minimal i/(p − 1) ≥ 0 such that h (i) (A) = 0. Suppose G generates the lattice cone S(∆) over Z ≥0 . For any pr − s ∈ S(∆) let We define normalized Fredholm polynomial as
o be the open facial subdivision in (6). For any originless facet δ of ∆ for this section we let pr−s is related to its degree as follows:
Fredholm polynomials and determinants.
In this section we prove three key ingredients for our proofs in Section 6, more precisely, we have Theorems 4.3, 4.4 and 4.5 for Theorems 6.4 (Theorem 1.10), 6.3 (Theorem 1.6), and 1.9, respectively. Suppose ∆ is an integral polytope of dimension n in R n containing the origin. Let D(∆) be the least positive integer such that w ∆ (v) ∈ 1 D(∆) Z for all v ∈ S(∆) (as in Proposition 2.1). Let ∆ = ∪ δ ∆ δ be closed facial subdivision of ∆ as in (4). Let C(∆) = ∪ δ C(∆ δ ) where δ ranges over all origin-less facets of ∆ be the closed facial subdivision as in (5). Let G ⊆ ∆ ∩ Z n that generates S(∆). For any facet δ and any k ∈ Z ≥0 write N δ,k := |S(∆ δ ) ≤k |.
Lemma 4.2. Let ∆ be an integral convex polytope of dimension n in R n containing the origin, simplicial at all origin-less facets, and let δ be an origin-less facet of ∆. Let G ⊆ ∆ ∩ Z n generate S(∆) and S = G − Vert(∆ δ ). Let R be a vertex residue with respect to ∆ δ for a prime, that is R ∈ has N δ,k distinct t-tuple exponent vectors (α Rr−s,j ) s∈S(∆ δ ) ≤k with fixed r, so is in each column has N δ,k distinct t-tuple exponent vectors (α Rr−s,j ) r∈S(∆ δ ) ≤k with fixed s. This is
* . Order the set Θ of all t-tuples α in Z t ≥0 with (strictly) increasing graded lexicographic order with respect to G. We claim there exists a permutation σ ∈ S N δ,k such that its corresponding monomial in the formal
) has the lowest graded lexicographic order with respect to S. We shall produce this σ explicitly: Let α 0 ∈ Θ be of lowest graded lexicographic order, let σ(r) = s if we have r, s ∈ S(∆ δ ) such that (α Rr−s,j ) j∈S := α 0 , and we cross off the row r and column s in the matrix D
immediately, let ℓ 0 be the cardinality of all such pairs (r, s). Since we have shown above that each column and row has distinct exponent vectors these pairs (r, s) can never lie in the same row or column and thus the permutation σ is well-defined. Proceed inductively with α i in Θ with α i > glex α i−1 , let σ(r) = s if (α Rr−s,j ) j∈S = α i and r, s ∈ S(∆ δ ) ≤k are not crossed off yet on the matrix D are crossed off. Our argument above shows that this procedure produces a unique permutation σ ∈ S N δ,k , and it is immediately clear that this σ corresponds to a monomial that has the lowest graded lexicographic order with respect to S. The degree bound follows from the argument in Theorem 3.7.
For any subset G ′ of a set G in ∆, and for any polynomial P in Q[A] with A = (A j ) j∈G , the specialization of P at G ′ over a field K containing Q is a map
, which evaluates the polynomial P at variables A j = a j for all j ∈ G ′ and a j ∈ K.
Theorem 4.3. Let ∆ be an integral convex polytope of dimension n in R n containing the origin. Let N ∆ = nD(∆). Let δ be an origin-less facet of ∆. Suppose Vert(∆) ⊂ G ⊂ ∆ ∪ Z n such that G generates the monoid S(∆) up to finitely many points.
(1) Let r ∈ S(∆ δ ) o and s ∈ S(∆), or r, s ∈ S(∆ δ ) and r ≥ δ s (as defined in Section 3.3). For p large enough we have pr − s ∈ S(∆ δ ) (see Theorem 3.7) and w ∆ (r) ≤ ord p (M pr−s ) ≤ w ∆ (r) + N∆ p−1 . We may write
where
, and the minimal 0 ≤ i p ≤ N ∆ such that G is of degree w ∆ (pr − s) + i with some u Q,p ∈ Z * p ∩ Q such that u Q,p ≡ u Q mod p for some u Q ∈ Q indepenent of p; where Q ranges over all solutions u pr−s,j ∈ Z ≥0 with pr − s = j∈G u pr−s,j j.
(2) Let M δ be as defined in (18). For 1 ≤ k ≤ k ∆ we may write
for some homogenous polynomial P (m)
Proof. (0) For simplicity, we shall prove the result under the assumption that G generates S(∆) since the hypothesis that p is large enough our argument is not affected. We also assume each origin-less facet δ is simplex, if not we replace it by a simplex in the triangulation of δ. The same reason as in the proof of Theorem 3.7.
(1) Fix a origin-less facet δ, and fix an arbitrary vertex residue R. It suffices to prove our assertion for primes p in the residue class of R.
The statement that pr − s ∈ S(∆ δ ) is evident under our hypothesis. Let G ∆ δ = {g ′ 1 , . . . , g ′ n } be a primitive generating set of ∆ δ . Write S := G − Vert(∆ δ ). Recall from Lemma 3.2 there is a unique representation R ∆ δ (pr − s) = j∈S α Rr−s,j j such that (α Rr−s,j ) j∈S is of lowest graded lexicographic order according to S. By Lemma 3.2 we have the following unique vertex representation
for some α Rr−s,j ∈ Z ≥0 . Corresponding to this above representation, we have a unique summand Q(pr − s) δ of M pr−s
Its monomial part isQ
By the proof of Theorem 3.7 we have
This proves that there exists a minimal 0 ≤ i p ≤ N ∆ such that G 
This implies that in the formal Leibniz expansion of det(M
we can restrict to those σ's that r ≥ δ σ(r) for our purpose of the paper. We write S * N δ,k for such permutations σ in S N δ,k . This implies that the hypothesis of Theorem 3.7 is satisfied and we can apply its estimates freely. We claim that for every prime p with R ∆ δ (p) = R such that p is large enough, there is a unique monomial term in this formal expansion of det(M
) that does not cancel with the rest and its coefficient is of p-adic order small enough to lie in our desired range. We know that det((
). Thus the monomials in the formal expansion of
) (without coefficients). By Lemma 4.2 above, there is a unique monomial given by a uniquely determined permutation
with the minimal graded lexicographic order with respect to the set S. This gives rise to a unique monomial in det(Q(pr − s) δ ) equal to
By the very definition of vertex representation and its uniqueness, we conclude that this monomial is unique among all monomial summands in the formal expansion of det(M
). Notice that by Theorem 3.7 ,
On the other hand, it is easy to see deg(Y )
. By the intimate relation between the degree of a term in a (normalized) Fredholm polynomial and its p-adic order of this term as described in Remark 4.1, we may write
(we remark that these two higher terms above are typically not the same). There is a minimal 0
We shall restrict our parameter space from G to a subset J contained in G − ∂∆ in the following theorem to produce Hasse polynomials independent of p.
Theorem 4.4. Suppose ∆ is an integral convex polytope of dimension n in R n containing the origin. Suppose ∆ is simplicial at all origin-less facets. Let G = J ∪V ⊆ ∆∩Z n where J is a subset not intersections with any origin-less facets of ∆, and V is a disjoint subset containing Vert(∆), such that J ∪Vert(∆) generates S(∆) up to finitely many points. For an origin-less facet δ of ∆, let G ∆ δ = {g 
* be a vertex residue of prime. Let r, s ∈ S(∆ δ ) with r > δ s. Let p be a prime large enough with R ∆ δ (p) = R, then we have nonzero polynomials G i(r,s) Rr−s,V and P
with A = (A j ) j∈J independent of p (depending on the vertex residue class R) such that
where the latter is the specialization to V over Q map of polynomials in Q[A].
There are minimal such i and m so that the two corresponding polynomials are nonzero respectively, denoted by i(r, s) and m k , we have 0
Proof. Without loss of generality, we give the proof under the hypothesis that G generates S(∆) as we have argued in the proof of Theorem 4.3.
(1) Throughout the proof we assume p is a prime with R ∆ δ (p) = R. By Theorem 4.3, there exists 0 ≤ i ≤ N ∆ such that G (Rr − s) ). It does not depend on p (only on its vertex residue R relative to δ). We write the minimal by i(r, s). Then we can write
where G . Then by our assumption and by Theorem 3.7 we have j∈G α pr−s,j ≤ w ∆ (pr − s) + N ∆ . By Theorem 3.8 that these exponents α pr−s,j are all bounded and independent of p, and henceṖ | ∂∆ and hence their sumĠ 
)+m P by Theorem 3.7. Then by Theorem 3.8, for j ∈ G −∂∆ with w ∆ (j) < 1 (i.e., j is not on any origin-less face ∂∆ of ∆) we have that u pr−s,j ≤ N ∆ is independent of p (as it is bounded by a constant depending only on ∆). This proves for every i ≤ N ∆ and V containing Vert(∆ δ ) we can find a polynomial G
is independent of p as well. Let m k be the smallest such m then we have
and hence its p-adic order is as desired.
For the rest of this section let notation be as in Theorem 1.9. Key techniques in the proof of Theorem 1.9 in Section 6 lie in the following theorem.
Theorem 4.5. Suppose ∆ is an integral convex polytope of dimension n in R n containing the origin. Suppose ∆ is simplicial at all origin-less facets. Suppose
generates the monoid S(∆) up to finitely many
] be the norm map only on variables (A j ) j∈Vert(∆) . Let r, s ∈ S(∆ δ ) ≤k with r > δ s. Let R be a vertex residue in
* with respect to an origin-less facet δ of ∆. Then there are nonzero
Rr−s and (P * )
independent of p for any large enough p with R ∆ δ (p) = R such that for all a j ∈ Q and a = (a j ) j∈J we have
Proof. Without loss of generality, we give the proof when J generates S(∆) as we have argued in the proof of Theorem 4.3 and Theorem 4.4. By Theorem 3.8, for any j ∈ J, and since any pr − s = j∈J u pr−s,j j with j∈J u pr−s,j ≤ w ∆ (pr − s) + N ∆ , we have that u pr−s,j is independent of p (bounded by a constant depending only on ∆). By our hypothesis we are forced to have for every 1 ≤ i ≤ n for j ∈ Vert(∆) we have
for some k i,1 ∈ Z ≥0 and k i,2 ∈ Z. Since r, s ∈ S(∆) ≤k ∩ Z o (∆ δ ), the constants k i,1 , k i,2 are also bounded independent of p. By Theorem 4.3 we have p-independent u Q ∈ Q and
is a factor that is independent of p. Thus for any a j ∈ Q and p large enough
On the other hand,
is clearly independent of p and it lies in Q[(
pr−s ( a)) mod p for all a ∈ Q |J| and a is the Teichmüller lift of a mod p component-wise.
Similar argument follows for (P * )
Rr−s both lie in Q[(A j ) j∈J ] are nonzero and are independent of p as desired.
4.2. Dwork trace formula for generic families. We shall define certain p-adic Dwork space (of infinite dimension) below and a compact operator ϕ := α a on them. Fix an integral convex polytope ∆ of dimension n in R n . Let b > 0 be a real number and let
is an affinoid algebra, it is complete with respect to the Gauss norm.
Let G be a subset of ∆ ∩ Z n and let
Let f = j∈G a j x j be its reduction in
where γ is a root of log E(x) = 0 of p-adic order equal to 1/(p − 1). Define the exponential sum
Let τ ∈ Gal(Q q /Q p ) that lifts the Frobenius element in Gal(F q /F p ) defiend by τ (x) = x p , and we extend it uniquely to Gal(Q p (γ)/Q p ) by setting τ (γ = γ. Note that on any Teichmuller lifting c in Q q we have τ ( c) = c q . Let
if there exists a representation v = j∈G u v,j j and u v,j ∈ Z ≥0 ; otherwise we have F v = 0. In particular it is important to observe that if v is of the form v = pr − s then
where F pr−s (A) was defined in (14). 
Notice that α 1 (f ) is τ −1 -linear on Q p and is acting trivially on Q p [γ], while α a (f ) is linear on Q p . Thus we have α a gives an endomorphism on D ∆ ( p q(p−1) ). From now on we will not specific and only say that exists b ∈ R >0 small enough so that α a is an endomorphism on D ∆ (b). The following theorem can be found in [AS89] ). Theorem 4.6 (Dwork, Adolphson-Sperber). Let ∆ be an integral polytope of dimension n in R n containing the origin. Let f be a regular Laurent polynomial over F q with ∆(f ) = ∆ and supported on a subset G of ∆ ∩ Z n . Then α a is a compact operator acting on the p-adic Banach space D ∆ (b) for some small enough b > 0. Let A a (f ) be the nuclear matrix of α a with respect of any Banach basis B ∆ of D ∆ , then the following is a polynomial of degree V ∆ for general ∆:
where g(T ) µ = g(T )/g(qT ) for any rational function g(T ). −s ( a) ) r,s∈S(∆) .
Fredholm determinant and rigidly nuclear matrices
This section develops new analytic tools in studying Fredholm determinants of Dwork operators. Our major new results here lie in Theorems 5.3 and 5.6. This lay core foundation for our proofs in Section 6. Let Σ be a countable set that is partially ordered by a Q ≥0 -valued weight function w(−). For any r, r ′ ∈ Σ we have r ≤ r ′ if w(r) ≤ w(r ′ ). For any k ∈ Q ≥0 , let N k := |Σ ≤k | be the cardinality of all r ∈ Σ with w(r) ≤ k. For example the set S(∆) ordered by w ∆ (−). A sequence (β r ) r∈Σ is strictly increasing if β r β r ′ for any r r ′ .
Rigid transformations.
We refer the reader to [Ser62] for Dwork and Serre's theory of completely continuous maps and Fredholm determinants. Let F be any local field over Q p and let R be a Tate algebra over F with Gauss norm. In particular, let ∆ be an integral convex polytope in R n of dimension n, let G be a subset of ∆ ∩ Z n and let R = F A for variables A = (A j ) j∈G . For any strictly convergent power series h = i c i A i ∈ R with c i ∈ F we have ord p (h) = inf i ord p c i and for any q = p a we write ord q (h) = ord p (h)/a, the Gauss norm on R is given by
Consider any Banach orthonormizable R-modules E and E ′ , denoted by C (E, E ′ ) the set of completely continuous R-linear map from E to E ′ . We say that a matrix M over R is nuclear if there exist a Banach orthonormizable R-module E and a map u in C (E, E) such that M is the matrix of u with respect to an orthonormal basis. Write here M = (m r,s ) r,s∈Σ for a matrix over R subindiced by Σ. Then M is nuclear if and only if lim w(r)→∞ inf s ord p (m r,s ) = ∞ or equivalently lim w(r)→∞ sup s ||m r,s || = 0.
Lemma 5.1.
(1) If {E i } i∈Z/aZ is a family of orthonormizable Banach R-modules. Set E = E 0 ⊕ · · · ⊕ E a−1 , equipped with the supremum norm, that is for v = (v 0 , . . . , v a−1 ) in E one has ||v|| = max i ||v i || where || · || are the norms on E and E i 's, respectively. Let u i ∈ C (E i , E i+1 ) and set u ∈ C (E, E) such that u| Ei = u i . Then
(2) Let (M 0 , M 1 , . . . , M a−1 ) be an a-tuple of nuclear matrices over R. Set
Proof. By the definition and remark preceding the lemma, it suffices to prove Part (1). By [Ser62, page 77, Corollaire 3] we have det(1−uT ) = exp(− ∞ s=1 Tr(u s )T s /s). Notice that for any s ∈ Z ≥1 the trace Tr((u i+a−1 · · · u i+1 u i ) s ) is independent of i ∈ Z/aZ. As Tr(u s ) = 0 unless a|s, we have
Tr(u as )T as /(as))
This finishes the proof.
We denote by g : R → R a map that is an automorphism on the local field F over Q p and has g(A j ) = A p j for all j ∈ G. For a matrix M we write M g for g action on each entry of M.
Proposition 5.2. Let M = (m r,r ′ ) r,r ′ ∈Σ be an (infinite) nuclear matrix with coefficients in R. Let g be as defined above and write
Denote by A the set of all N k × N k submatrices of M contained in the first N k rows of M, and denote by B the set of all other
Proof. Notice that for any f ∈ R we have ||g(f )|| = ||f ||. Consider N s as a submatrix of M g s from now on. Define two disjoint subset X and Y of Z/aZ below:
Since N is principal, the set of columns of N s as a subset in Z ≥1 is exactly the same as the set of the rows of N s−1 . Consequently, if s ∈ X then s − 1 ∈ Y . Let
and hence
There is a unique N with X = Y = ∅, denote it by N , then we have ord
′ is nonempty and hence from (23) and the derivation of (24) we see that ord
This proves that (23)⇒(iii). It is clear that (i) implies (23) by combining (25) and (i).
Theorem 5.3 (Rigid transform). Let M = (m r,r ′ ) r,r ′ ∈Σ be a nuclear matrix with coefficients in R. Let g be defined as above, and write det(1−T ·M
. Let (β r ) r∈Σ be a strictly increasing sequence in Q ≥0 (i.e., β r β r ′ if r r ′ ) such that lim r→∞ β r = ∞ and β r ≤ inf s∈Σ ord p (m r,s ) be a lower bound in p-adic order for each row of M = (m r,s ) r,s∈Σ .
Suppose for any r + ∈ Σ >k and r 0 ∈ Σ k we have
Proof. Let t A and t B be as in Proposition 5.2. Then by the very definitions we have
By our hypothesis we have
So that we can apply Proposition 5.2 and have ord
The last statement follows immediately.
We call a nuclear matrix M over Tate algebra R satisfying the hypothesis of Theorem 5.3 rigidly nuclear. Below we shall give an important class of rigidly nuclear matrices that is ubiquitous in generic setting.
Proposition 5.4 (Rigidly nuclear criterion). Let R be a p-adic Tate algebra and let M = (m r,s ) r,s∈Σ be an infinite matrix over R, and let (β r ) r∈Σ be a strictly increasing sequence in Q ≥0 (i.e., β r β r ′ if r r ′ ); and lim r→∞ β r = ∞, satisfying the following condition: For each r ∈ S(∆) we have β r ≤ ord p m r,s ≤ β r + ε r,p for all s ∈ Σ, and β r is independent of p and lim p→∞ ε r,p = 0
M is rigidly nuclear for p large enough.
Proof. The first two conditions imply that M is nuclear. Let notations be as in Theorem 5.3, then one notices that for p large enough we always have that ǫ N k < β r + −β r 0 2 for any r + ∈ Σ >k and r 0 ∈ Σ k , since the latter is independ of p and is positive rational by our hypothesis. Hence it is rigidly nuclear.
Remark 5.5. For L function of exponential sums of f over F p a , we compute the characteristic polynomial of the Dwork operator α a (f ) = α 1 (f ) • · · · • α 1 (f ) (as we see in Section 4). Since the operator α 1 (f ) is semi-linear, the characteristic polynomial of α 1 (f ) is not directly related to that of α a (f ). This is one of the core difficulties here in computing L-function of exponential sums of f , which reflects exactly the same difficulties when computing the zeta function over F p a .
Let (iii) For any 1 ≤ i ≤ N , and for any r ∈ Σ i , we have
where ε r,p → 0 + if p → ∞. (iv) Suppose for every i and p large enough
Then M Σi,Σi and M are all rigidly nuclear, and the followings are all equal
If we write
then for each k ≥ 1 and for p large enough
(1) Our hypothesis implies by Proposition 5.4 that each M Σi,Σi is rigidly nuclear. Thus by Theorem 5.3 the first finitely many terms in the expression below are equal:
(2) By our hypothesis M is nuclear we have det(1 − T M) = 1 + c 1 T + c 2 T 2 + . . . where c n = 1≤r1≤...≤rn σ∈Sn sgn(σ) n i=1 m ri,r σ(i) and r i ∈ Σ ki for some 1
ri as p → ∞ by our hypothesis. On the other hand, suppose σ ∈ S n such that there exists at least one i such that r σ(i) ∈ Σ ki . We may assume r σ(i) ∈ Σ kj with k j = k i ; then by our hypothesis for n = N k for some k ≥ 0 we have ord p n i=1 m ri,r σ(i) n i=1 β ri . Hence for p large enough the terms in the expansion of Fredholm determinant is dominated by the ones with σ's sending Σ i to Σ i for every 1 ≤ i ≤ N . Thus for p large enough and for k ≥ 0
where the first sum ranges over all γ 1 , . . . , γ N ∈ Z ≥0 such that N ℓ=1 γ ℓ = N k , and where r 1 , . . . , r γ ℓ ∈ Σ ℓ . In the next paragraph we will show that for each 1 ≤ ℓ ≤ N we have Σ ℓ ∩ Σ ≤k = {r 1 , . . . , r γ ℓ }. 
then by Theorem 5.3 and the above
The rest of our statement follows immediately.
6. Proof of main theorems and conjectures of Wan 6.1. Local and global Hasse polynomials. We define two types of Hasse polynomials below. Let ∆ be an integral convex polytope of dimension n in R n containing the origin. For ease of notation we assume ∆ is simplicial at all origin-less facets. Let ∆ = ∪ δ ∆ δ be a closed facial triangulation of ∆ as in (4). Fix an origin-less simplex facet δ and let G ∆ δ = {g ′ 1 , . . . , g ′ n } be its primitive generating set, then we have by Proposition 2.1 that Vert(∆ δ ) : for each p as follows:
pr−s ; where the product ranges over all origin-less facets δ of ∆.
If ∆ has non-simplicial origin-less facet δ, then we have a regular triangulation δ = ∪ ℓ δ ℓ of the point configuration (δ, G ∩ δ) with simplices δ ℓ as in Proposition 2.6, then we shall replace δ by δ ℓ in the above definition of P A J ,p and G A J ,p . 6.1.2. Definition of global Hasse polynomials. We shall define global Hasse polynomials in this paragraph. Let J ⊆ ∆ − ∂∆ and suppose J ∪ Vert(∆) generates S(∆) up to finitely many points. Let V be a subset of ∆ ∩ Z n containing Vert(∆) and disjoint from J. Let A 
where the outer product ranges over all origin-less facets δ of ∆ and the inner product ranges over all vertex residues R in
* corresponding to each origin-less facet δ of ∆. where Q ranges over all representations Q : pr − s = j∈G u pr−s,j j and u pr−s,j ∈ Z ≥0 . Notice that
o be the open facial subdivision as in (6). For simplicity, we define for any origin-less open faces δ, δ ′ of ∆ that
is block matrix where δ, δ ′ range in the set Theorem 6.1. (1) Let ∆ be an integral convex polytope of dimension n in R n containing the origin. Let J be a subset of ∆∩Z n containing Vert(∆) and generates the monoid C(∆) ∩ Z n up to finitely many points, then let A J be as in (26), and let
be the matrix of normalized Fredholm polynomials supported on G = J defined as above (see also (16)). For any p large enough and for any f ∈ U p (Q) we have for all
where F o (∆) is the set of origin-less open faces of ∆. (2) Let ∆ be an integral convex polytope of dimension n in R n containing the origin and it is simplicial at all origin-less facets. If J ⊆ (∆ − ∂∆) ∩ Z n such that J ∪ Vert(∆) generates the monoid S(∆) up to finitely many points. Let V be a subset of ∆ ∩ Z n containing Vert(∆) and disjoint from J. Let A J V be as above, and let U be defined by (27) . Let M be the matrix of normalized Fredholm polynomials supported on G = J ∪ V defined as in (16). For every regular f ∈ U(Q) and p large enough, we have for all
(3) In both of the above two cases: If we write
(1) We shall verify Theorem 5.6 applies to Σ = S(∆). Let S(∆) = ∪ i Σ i be the open facial subdivision as in (6). Let r, s ∈ S(∆ δ ) for some δ and let r > δ s then for p large enough we have pr − s ∈ Σ i = S(∆ δ ). By Theorem 4.3
We claim that the hypothesis of Theorem 5.6 is satisfied for the matrix M(f ) for all f ∈ U p (Q). For every r ∈ S(∆ δ ) let β r := w ∆ (r). Let the set S(∆) be (partially) ordered by the weight w ∆ (·). Let r, s ∈ S(∆ δ ) with r ≥ δ s or r ∈ S(∆ δ ) o and s ∈ S(∆). Write a = (a j ) j∈J for the parameterizing coefficients of f = j∈J a j x j . Since the polynomial G A J ,p has its coefficients all in Z * p ∩ Q and G A J ,p (a) = 0 in Q, we have that for p large enough G A J ,p (a) ∈ Z * p ∩ Q and hence by Theorem 3.7
This implies
Now by (20) this implies that
Finally, when δ ′ = δ or r < δ s we know by Theorem 3.7 that the above first inequality become β r ord p M pr−s (f ). This proves our claim; thus Theorem 5.6 applies and we have the desired asymptotic open facial decomposition, and the relation on their coefficients.
(2) Use Theorem 4.4 to yield an analogous proof for the case f ∈ U(Q). Lemma 6.2. Let notation be as above.
(1) Let ∆ be an integral convex polytope of dimension n in R n containing the origin. Let J be a subset of ∆∩Z n containing Vert(∆) that generates the monoid C(∆)∩Z n up to finitely many points. For any prime p let U p be defined by P A J ,p · G A J ,p = 0 in A J . Then for every p large enough and every f ∈ U p (Q) we have for 1 ≤ k ≤ k ∆ that
Furthermore, we have
(2) Let ∆ be integral convex polytope of dimension n of dimension n in Q n containing the origin, and it is simplicial at all origin-less facets. Let J ⊆ (∆ − ∂∆) ∩ Z n such that J ∪ Vert(∆) generates the monoid C(∆) ∩ Z n up to finitely many points. Let V be a subset of ∆ ∩ Z n containing Vert(∆) disjoint from J. Let U be defined by P A J V · G A J V = 0 in A J V . Then for f ∈ U(Q) and for all prime p large enough we have for 1 ≤ k ≤ k ∆ that
Proof. We shall give detailed proof for Part (2). Fix an origin-less (simplex) facet δ of ∆. By Theorem 4.4 and Proposition 5.4 for each f ∈ U(Q) and for p large enough the matrix (A 1 (f )) δ is rigidly nuclear and we have for all 1
Write det(1 − T A 1 (f ) δ ) = ). By our result in Theorem 6.1
Comparing this with HP ∞ (∆) defined above we have
This finishes the proof of Part (2). The proof of Part (1) is analogous of the above, replacing A J V by A J and then replacing U in A J V by U p in A J for every p.
Theorem 6.3 (Theorem 1.6). Let ∆ be an integral convex polytope of dimension n in R n containing the origin, that is simplicial at all origin-less faces. Let J be a set of integral points in ∆ of weight w ∆ (−) < 1 such that J ∪ Vert(∆) generates the monoid S(∆) up to finitely many points. Let V be the set of nonzero integral This proves our theorem.
Theorem 6.4 (Theorem 1.10). Let ∆ be an integral contex polytope of dimension n in R n containing the origin. Let Vert(∆) ⊆ J ⊆ ∆ ∩ Z n and J generates the monoid C(∆) ∩ Z n up to finitely many points. For every prime p large enough, let U p be defined by P A J ,p G A J ,p = 0 in A J . Then for every f ∈ U p (Q) we have NP(f ) = GNP(A J , F P ). Furthermore, we have 6.4. Generic affine toric hypersurfaces are ordinary. We shall discuss an immediate application of our Theorem 1.10 in algebraic geometry. Let ∆ be an integral convex hull of dimension n in R n containing the origin. Let T ∆ be the space of all affine toric hypersurfaces V (f ) with f = j∈∆∩Z n a j x j parameterized by all (a j )'s and a j = 0 when j is a vertex in ∆. Namely V (f ) is the embedding of f = 0 in the n-torus (G m ) n . For any V (f ) in T ∆ (Q), namely f ∈ Q[x 1 , . . . , x n , 1/(x 1 , . . . , x n )] we write V (f ) for its reduction at a prime of Q over p. We define that a toric hypersurface V (f ) regular if the Laurent polynomial x n+1 f in variables x 1 , . . . , x n+1 is regular as defined in Section 1. This is equivalent to that for every face ∆ ′ ( 
