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A longstanding open problem in condensed
matter physics is whether or not a strongly dis-
ordered interacting insulator can be mapped to
a system of effectively non-interacting localized
excitations. We investigate this issue on the in-
sulating side of the 3D metal-insulator transition
(MIT) in phosphorus doped silicon using the new
technique of terahertz two dimensional coherent
spectroscopy. Despite the intrinsically disordered
nature of these materials, we observe coherent ex-
citations and strong photon echoes that provide
us with a powerful method for the study of their
decay processes. We extract the first measure-
ments of energy relaxation (T1) and decoherence
(T2) times close to the MIT in this classic system.
We observe that (i) both relaxation rates are lin-
ear in excitation frequency with a slope close to
unity, (ii) the energy relaxation timescale T1 coun-
terintuitively increases with increasing tempera-
ture and (iii) the coherence relaxation timescale
T2 has little temperature dependence between 5 K
and 25 K, but counterintuitively increases as the
material is doped towards the MIT. We argue
that these features imply that (a) the system be-
haves as a well isolated electronic system on the
timescales of interest, and (b) relaxation is con-
trolled by electron-electron interactions. We dis-
cuss the potential relaxation channels that may
explain the behavior. Our observations constitute
a qualitatively new phenomenology, driven by the
interplay of strong disorder and strong electron-
electron interactions, which we dub the marginal
Fermi glass.
Understanding systems with strong disorder and
strong interactions is a central open issue in condensed
matter physics. It is a remarkable fact that many met-
als can be understood in terms of weakly interacting
fermionic quasiparticles near the Fermi energy (EF ) de-
spite the fact that the bare Coulomb interaction is not
particularly small or short-ranged. This has been canon-
ized in terms of the Landau Fermi liquid theory1, where
the effects of interactions renormalize quasiparticle pa-
rameters like the effective mass, but do not change the
underlying effective structure of the theory from that of
free-electrons. Scattering rates of the quasiparticles in a
Landau Fermi liquid go like (E − EF )2; thus quasipar-
ticles are arbitrarily well-defined near EF . These effects
arise as a consequence of both the Pauli exclusion prin-
ciple, which reduces the phase space for scattering, and
screening that renders the bare Coulomb interaction ef-
fectively short-range.
The tendency of strong disorder is to localize particles.
Anderson showed that in the absence of interactions suffi-
ciently strong disorder could localize wavefunctions with
a sharp boundary in energy between localized and ex-
tended states2. This is a generic wave phenomenon that
applies equally to acoustic, electromagnetic, or neutral
matter waves3. Although such “Anderson localization”
is frequently invoked in the study of disordered electronic
insulators, it is unclear to what extent this phenomenon
actually applies to real materials.
In this regard, in 1970 Anderson proposed the notion
– in analogy with the Fermi liquid – of a “Fermi glass” as
a localized disordered state of matter adiabatically con-
nected to the noninteracting Anderson insulator, whose
universal properties arose through Pauli exclusion alone4.
Anderson conjectured that via the protection afforded by
the Fermi energy, such a state of matter would also have
well-defined single-particle-like excitations at low energy.
It was later understood that the localized nature of such
systems and lack of metallic screening made these con-
siderations more subtle6,7,17. Recently, it was realized
that insulators might feature an even stronger notion of
adiabatic continuity than metals. Refs.8,9 argued that
a disordered system with short-range interactions could
be “many-body-localized” and thus have infinitely sharp
excitations even at nonzero temperatures and far from
EF . This has been a large area of current inquiry—
see10,11 for reviews. However the effects of long-range
Coulomb interactions are still not fully understood. It
has been shown12,15,21,22 that long-range interactions in-
validate perturbative arguments for localization. While
non-perturbative methods have been applied in certain
settings16, it remains unknown whether a “Fermi glass”
exists, i.e., whether a frequency or temperature window
exists where the excitations of an interacting insulator
are renormalized, weakly interacting, electron-like quasi-
particles.
In this work we use the new technique of terahertz 2D
coherent spectroscopy (THz 2DCS)2,8,18 to shed light on
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FIG. 1: Linear and nonlinear optical response of phosphorus doped silicon (a) Linear response optical conductivity
for the 39% sample at 5 K. Regime of linear and quadratic power-law behavior can be distinguished (dashed lines). (b) Time
traces of two collinear THz pulses that are separated by a time τ . In the experiment, the sum of these electric fields EAB is
measured. (c)-(f) Time traces of EA, EB , EAB , and ENL = EAB - EA - EB respectively as a function of t and τ .
this fundamental problem. We investigate the canonical
disordered material phosphorus doped silicon (Si:P) on
the insulating side of the metal-insulator transition20,21.
Among other aspects, THz 2DCS allows us to measure
both T1 and T2 times of inhomogeneously broadened
spectra in the THz range. At low temperature we find
a temperature independent regime governed by electron-
electron interactions. We find that relaxation rates of
the optical excitations are linear in frequency with a pro-
portionality constant of order one. This establishes that
in our frequency range, the low energy excitations are
not well defined. This is consistent with a picture in
which localized electronic systems are not adiabatically
connected to the Anderson insulator. We call this state
of matter the marginal Fermi glass. This electronic re-
laxation is consistent with the existence of an electronic
continuum that arises through long-range Coulomb in-
teractions which could destabilize the localized state at
non-zero temperatures.
In Fig. 1a, we show the real part of the linear response
THz range conductivity of a representative 39% sample.
In previous work10,11 it was shown that the optical re-
sponse of Si:P near the MIT was in accord with the theory
of Mott-Efros-Shklovskii19,24. Here one models the ex-
cited states of the system as an ensemble of resonant pairs
that can be mapped to a random ensemble of two-level
systems (i.e., the “pair approximation”) that gives a con-
ductivity σ1(ω) = αe
2N20 ξ
5ω[ln(2I0/~ω)]4[~ω + U(rw)]
e.g., an almost linear conductivity is found at low fre-
quencies and a quadratic one at higher frequencies. These
power laws come from phase space considerations (see
Supplementary Information (SI)). They crossover at an
energy scale U(rω) = e
2/ε1rω which is the attraction be-
tween an electron and hole in a dipolar excitation at a
distance rω = ξ[ln(2I0/~ω)]. Here α is a constant close
to one, and I0 is the pre-factor of the overlap integral
(commonly taken to be the Bohr energy of the dopant).
One aspect not considered in the usual treatment is that
each of the excitations that contributes to σ(ω) has a fi-
nite lifetime. The functional form of σ(ω) is insensitive to
moderate level broadening, so it is uninformative about
excitation lifetimes. Quantifying homogeneous broaden-
ing due to quasiparticle decay in the face of overtly inho-
mogeneously broadened spectra is the principal difficulty
in characterizing interactions in these systems.
2D coherent spectroscopy is a nonlinear 4-wave mixing
technique that can, among other aspects, directly reveal
couplings between excitations and separate homogeneous
from inhomogeneous broadening4,5,28,29. It has been in-
credibly powerful in its radio and infrared frequency in-
carnations for the study of chemical systems. It has been
extended recently to the THz range to study graphene
and quantum wells2,7, molecular rotations31, and spin
waves in conventional magnets 18. It has also been pro-
posed to give unique information on fractionalized spin
phases8,9.
As discussed in the method section, two THz pulses (A
and B) are incident on a sample. The transmitted electric
field is recorded as a function of the separation between
them (τ) and the time from pulse B (t). The nonlinear
signal is defined ENL(τ, t) = EAB(τ, t)−EA(τ, t)−EB(t).
Here EAB is the transmitted signal when both THz pulses
are present while EA and EB are the transmitted signals
with each pulse A and B present individually. Fig. 1c-f
shows EA, EB , EAB , and ENL as a function of t and τ for
the 39% sample. Fig. 2 shows the resulting 2D THz spec-
tra ENL(ντ , νt) from the Fourier transforms with respect
to τ and t for each doping studied at a temperature of 5 K.
We note that typical P-P spacings in these samples are
of order 8 nm11, and hence the associated Coulomb en-
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FIG. 2: 2D THz spectra at different P concentrations. 2D THz spectra |ENL(ντ , νt)| at T = 5 K for a series of Si:P
samples with different dopings. The doping for each sample is expressed as a percent of the critical doping (xc) at which the
MIT occurs. The spectra are obtained by taking the absolute value of the 2D Fourier transform of the time domain signal
ENL(t, τ). The spectrum at each doping is normalized to its maximum and plotted according to the color map shown in (f).
The intensity in the fourth quadrant (red dashed area) from which we get Γ2 is magnified by x2.5.
ergy is of order 15 meV, which corresponds to a timescale
of ≈ 0.3 ps. Thus, the experimental timescales of a few
ps of these measurements are easily long enough for the
effect of interactions to be important.
In an inversion symmetric system like Si:P the lead-
ing nonlinear response is χ(3) electric dipole reradiation.
Therefore with two pulses, there are contributions to
ENL in which pulse A interacts twice and pulse B once
with the sample and other contributions where pulse A
interacts once and pulse B twice. Moreover, the χ(3) re-
sponse can be separated into non-rephasing (NR) and
rephasing (R) contributions2,18. The R signal arises due
to a reverse phase accumulation during time t as com-
pared to τ and thus occurs at negative frequencies of
either νt or ντ when compared with the NR signal. The
different non-linear signals in each quadrant in the 2D
frequency plan can be understood in terms of ‘frequency
vectors’ as outlined in2,8 and the SI. For the case where
pulse A precedes B and pulse B has two sample interac-
tions (AB scheme), the ENL signal in the 4th quadrant is
the ‘photon echo’ R contribution. Within a picture where
excitations are resonant pairs, its anti-diagonal widths
are a measure of the decoherence rates (Γ2 = 1/T2)
4,5,33.
The strong signal along the diagonal in the 1st quadrant
is a pump-probe (PP) contribution from pulse B inter-
acting twice from the sample and arriving before A (BA
scheme). It is sensitive to decay of the excited state pop-
ulations and its anti-diagonal width is, within the pair
approximation, a measure of the energy relaxation rate
(Γ1 = 1/T1) at the excitation frequency of the projec-
tion onto either axis. Please see the SI for a detailed
description of the full 2DCS response of a generic two-
level system subject to finite longitudinal and transverse
relaxation rates 1/T1 and 1/T2.
As can be seen in Fig. 2, the signals shift towards lower
frequencies on approaching the MIT. The echo signal is
most apparent for the least doped (39%) sample (Fig.
2a). Similarly, the PP streak along the 1st quadrant
diagonal narrows (decreasing Γ1) with increasing doping.
To quantify the relaxation rates Γ1,2, we take cuts along
the anti-diagonal in both quadrants. In so doing, we can
get the relaxation rates as a function of energy. Fig. 3a
shows representative cuts of the 39% sample taken along
the green and purple dashed lines in Fig. 2a. The cuts in
each case can be well fit to a single Lorentzian to extract
the FWHM as a measure of the relaxation rates. We plot
the frequency dependencies of the relaxation rates in Fig.
3b and the doping dependencies in Fig. 3c. The relative
widths of Γ1,2 easily satisfy the fundamental relation for
“magnetic” resonance with 2/T2 ≥ 1/T1. The frequency
dependence of Γ1 is shown in Fig. 3d at different doping
levels. Note that the x-axis in Fig. 3b and Fig. 3d is
the frequency νt at which the anti-diagonal cuts peak in
Fig. 2. Due to low signal it was challenging to extract Γ2
over the full doping range for all samples.
One can see in Fig. 3b and d that the relaxation rates
are roughly linear in excitation frequency in the sub-THz
regime and are consistent with an extrapolation to zero in
the limit of zero frequency. Qualitatively, this frequency
dependence is reminiscent of the behavior of the relax-
ation rate as a function of energy for a metal in the sense
that they go to zero as ω → 0 (e.g., as E → EF ) as the
phase space for electronic relaxation collapses. However,
the quantitative dependence is different as the relaxation
rates are linear in frequency with a slope close to unity.
We also find that the doping dependence (Fig. 3c) is
such that the relaxation rates decrease as we approach
the transition to the metallic phase. Fig. 4 shows the
temperature dependence of the relaxation rates. Over a
range of temperatures from 5K to 25K, 1/T2 does not
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FIG. 3: Frequency and doping dependence of the pump-probe and rephasing relaxation rates. (a) |ENL| as a
function of excitation frequency along the anti-diagonal cuts indicated by the dashed green and purple lines in Fig. 2a for the
39% sample at 5 K. Green dots are cut through the 1st quadrant PP signal while purple dots represent a cut through the 4th
quadrant R signal. The solid lines show a Lorentzian best fit to the data. (b) As discussed in the SI, the widths of these two
features can be interpreted as Γ1 = 1/T1 (green dots) and Γ2 = 1/T2 (purple dots) within a model of two levels systems. Shown
as a function of excitation frequency for the 39% sample. Light solid lines pass through the origin and are a linear best fit guide
to the eye. (c) Relaxation rates Γ1 (green dots) and Γ2 (purple dots) at νt = 0.67 THz as a function of doping. Error bars
in (b) and (c) represent the 95% confidence interval in the Lorentzian best fit. (d) Γ1 as a function of frequency at different
dopings at 5 K.
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FIG. 4: Temperature dependence of the pump-probe and rephasing anti-diagonal spectra. (a) |ENL| as a function
of frequency along the anti-diagonal cut of the PP signal in the 1st quadrant at T = 5 K and T = 25 K for the 39% sample.
(b) |ENL| as a function of frequency along the anti-diagonal cut of the R signal in the 4th quadrant at T = 5 K and T = 25 K
for the 39% sample.
change at all to within experimental uncertainty, while
the 1/T1 relaxation rate actually decreases with increas-
ing temperature.
What can be inferred from these results? The tempera-
ture dependence in Fig. 4 and the frequency dependence
in Fig. 3 rule out phonons as a dominant relaxation
channel. Relaxation from phonons is known (see e.g.13),
to lead to relaxation rates that are increasing functions
of temperature and with frequency dependence (see SI)
that goes as ω3 at low ω. Thus, the electronic system
can be considered well isolated on the timescales of inter-
est with coupling to phonons unimportant for this relax-
ation. We further note that the temperature dependence
of the energy relaxation rate 1/T1 (Fig.4a) has the op-
posite sign from what one might naively expect - the re-
laxation rate decreases as we increase temperature. This
also rules out explanations based on spectral diffusion
(see SI), but can be naturally explained if we postulate
that T1 comes from the interaction mediated coherent
tunneling of electron-hole excitations (see SI). Raising
the temperature increases screening and suppresses co-
herent tunneling25.
The doping dependence of the relaxation rate (Fig.
3c) provides further insight. This behavior is counter-
intuitive: relaxation slows as we approach the metallic
phase. We argue that in fact, it is evidence that electron-
electron interactions dominate relaxation. This follows
from essentially dimensional considerations. Microscop-
ically, the system consists of randomly placed P atoms;
electrons hop between these atoms, and repel each other
via the Coulomb interaction. The system is doped to-
ward the MIT by increasing the density of P atoms. Since
the hopping is exponentially suppressed in the P-P dis-
tance and the Coulomb interactions are only algebraically
suppressed, increasing the density decreases the ratio of
interactions to hopping, and thus makes the system effec-
tively more weakly interacting, causing the quasiparticle
lifetimes to increase.
5The linear in frequency relaxation rate with a slope
close to unity is a dependence reminiscent of strongly
correlated metals that exhibit the marginal Fermi liquid
phenomenology36,37 and here demonstrates something
similar; particle-hole excitations are only marginally well-
defined in the relevant frequency range. That the relax-
ation rates appear to extrapolate to zero in the zero fre-
quency limit, despite the fact that the system is at finite
temperature, likely reflects the fact that we are probing
energy scales larger than the thermal scale; the smallest
frequency probed (≈ 5 THz) corresponds to a tempera-
ture of ≈ 24 K and the data in Fig.3(a) is taken at 5 K. It
is likely that the relaxation rates saturate to a non-zero
value at a frequency lower than we can probe due to the
finite temperature of the experiment.
We now sketch a mechanism that can give the linear in
ω dependence (see SI for details). The low-frequency ex-
citations above the localized state are resonant particle-
hole excitations, in which a particle is moved between
two nearby localized orbitals. These excitations are lo-
cal electric dipoles, and thus naturally interact via 1/R3
dipole-dipole interactions15,20. As discussed by Levi-
tov23, dipolar interactions are known to cause delocal-
ization in three dimensions. Coulomb interactions para-
metrically enhance the density of dipoles at low frequen-
cies19, through a blockade effect; even if two nearby sites
have on-site energies below EF , occupying one of them
may push the other site above EF . These local an-
ticorrelations among occupation numbers give a phase
space of particle hole excitations that is ω-independent
at low frequencies (cf. Fermi liquids, where this phase
space scales as ω). A dipolar excitation can coherently
hop on this network, at a rate one can calculate (see
SI) to be ∼ ω. This mechanism also has temperature
and doping dependence consistent with the earlier di-
mensional analysis. It is important to point out that
our experiment is not in the regime far from the MIT
where the Shklovski-Efros-Levitov (S.E.L.) calculation is
well controlled (see SI). Nevertheless it remains possible
that the experimental results are quantitatively explica-
ble via some nontrivial extension of its central ideas to
systems near the MIT. Regardless of the precise mecha-
nism, the relaxation comes from the interplay of strong
electron electron interactions with strong disorder, in a
regime where controlled analytic calculation does not ap-
pear feasible. It should be noted that in the absence of
the Efros-Shklovskii ground state reconstruction19, the
Levitov argument23 would predict relaxation rates that
scale as ∼ ω2, implying sharply defined low energy ex-
citations (see SI). One needs both it and the long-range
dipolar interaction to get the linear in ω relaxation.
Finally, we note that while discussions of Fermi liq-
uid theory are usually couched in terms of the lifetime
of single electrons ‘injected’ above a filled Fermi sea, the
lifetimes we are measuring here are those of elementary
‘dipoles’ (particle-hole excitations). In a Fermi liquid
these relaxation rates scale the same way; in disordered
systems they generally do not (see SI). Nevertheless, in
the microcanonical ensemble (relevant for optical exper-
iments, where we do inject particles), particle hole exci-
tations are the low-energy excitations of the system, and
the marginality of their lifetime is the key diagnostic of
the marginal Fermi glass1.
To conclude, we have examined the energy relaxation
rate and photon echo decay rates in P doped Si using THz
2DCS. We have discovered a host of surprising features,
including relaxation rates that are linear functions of fre-
quency with slope close to unity; echo decay rates that
are temperature independent within experimental preci-
sion; energy relaxation rates that are decreasing functions
of temperature over the range probed; and a doping de-
pendence such that the relaxation rates decrease as we
approach the transition to the metallic phase. We have
argued that these results indicate that (i) the system is
behaving as a well isolated electronic system, with cou-
pling to phonons negligible on experimental timescales
(ii) the relaxation is dominated by electron-electron inter-
actions and arises through the interplay of strong interac-
tions and strong disorder. By analogy with the ‘marginal
Fermi liquid’ behavior observed in strongly correlated
metals, we dub the phase characterized by our experi-
ments a ‘marginal Fermi glass.’
Methods. Experiments were performed on nominally
uncompensated phosphorous-doped silicon (Si:P) sam-
ples, which were cut from a Czochralski grown boule to
a specification of 5 cm in diameter with a P-dopant gra-
dient along the axis. This boule was subsequently sliced
and then polished down to 100 µm wafers. Samples from
this boule were previously used for studies of the THz-
range conductivity in the phononless regime10,11 and op-
tical pump-THz probe measurements41. We measured
samples from 39-85% of the critical concentration of the
3D metal-insulator transition (MIT) in a regime where
the localization length was of order or longer than the
inter-dopant spacing. Note that these concentrations are
far higher than used in THz free electron laser (FEL)
studies demonstrating photon echo at the 1s → 2p0
transition (∼ 8.29 THz)42,43. P concentrations were cal-
ibrated with the room temperature resistivity using the
Thurber scale44.
To perform 2D non-linear THz spectroscopy, two in-
tense THz pulses (A and B) generated by the tilted pulse
front technique and separated by a time-delay τ (Fig. 1b)
are focused onto each sample in a collinear geometry (see
SI for details of the experimental setup)2,18. The trans-
mitted THz fields were detected by standard electro-optic
(EO) sampling using a 30 fs, 800 nm pulse that is delayed
by time t relative to pulse B. Displayed data was taken
with a maximum electric field of 50 kV/cm for each pulse.
1 We remark, however, that the particle-hole lifetime does not dis-
tinguish between Fermi glasses and certain localized “non-Fermi
glass” phases40.
6A differential chopping scheme is used to extract the non-
linear signal (ENL(τ, t) = EAB(τ, t) − EA(τ, t) − EB(t))
resulting from the interaction of the two THz pulses with
the sample. Here EAB is the transmitted signal when
both THz pulses are present while EA and EB are the
transmitted signals with each pulse A and B present indi-
vidually. A 2D Fourier transform of ENL with respect to
τ and t gives the complex 2D spectra as a function of the
frequency variables ντ and νt. Fits to Lorentzians were
restricted to the central part of peaks due to the phase
twisting present in these spectra as discussed in the SI.
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I. EXPERIMENTAL SETUP
To implement THz 2D coherent spectroscopy (2DCS), intense THz pulses were generated by the tilted pulse front
technique by optical rectification in LiNbO3 crystals
1–3. 800 nm laser pulses from an Astrella one-box Ti:Sapphire
amplifier system (1 kHz, 30 fs, 7 mJ/pulse) were separated via beam splitters (BS) into two roughly identical beams,
A and B. A time-delay τ was introduced between the two using a mechanical linear translation stage. Each of the
laser pulses were then directed onto a diffraction grating to generate the requisite pulse front tilt for optimal phase
matching. The output pulse from the grating was imaged onto the 0.6% MgO doped LiNbO3 crystals to generate THz
pulses. The two beams were combined using a wire-grid polarizer and then focused onto the samples in a collinear
geometry with four parabolic mirrors in an 8f configuration as shown in Supplementary Fig. S1. The transmitted
2THz fields were detected by standard electro-optic (EO) sampling in ZnTe using a third 30-fs 800 nm pulse that is
delayed by time t relative to pulse A. Peak electric fields on the sample are estimated to be ∼ 50 kV/cm for each
pulse.
A differential chopping scheme is used to extract the non-linear signal defined as ENL(t, τ) = EAB(t, τ)−EA(t, τ)−
EB(t) that results from the interaction of the two THz pulses with the sample. Here EAB is the transmitted signal
when both THz pulses are present while EA and EB are the transmitted signals with each pulse A and B present
individually. Fig. 1c-f in the main text shows EA, EB , EAB , and ENL as a function of t and τ for the 39% sample.
A 2D Fourier transform of ENL with respect to t and τ gave the complex 2D spectra as a function of the frequency
variables νA and νB .
EO detection:
c : ZnTe
λ/4 : Quarter 
waveplate
WP : Wollaston 
prism
BPD : Balanced 
photodiode
Astrella
1kHz, 30 fs, 7mJ/pulse
Fig. S1: Schematic diagram of the THz 2DCS setup. The red lines denote the path of the 800 nm IR pulse and the
green dashed lines show the propagation of the THz pulses.
II. 2D NONLINEAR RESPONSE FOR A SINGLE TWO LEVEL SYSTEM
As discussed in the main text and in Sec. III B, it is believed that one can understand the optical excitations
of an electronic glass as an ensemble of random two-level systems. Although there may be aspects of the current
data that are beyond this simple picture, it is instructive to work out the theoretical expectation for the THz 2DCS
response for a single idealized two-level system with finite longitudinal and transverse relaxation rates 1/T1 and 1/T2.
Related treatments exist in Refs.4–6. In addition to being directly relevant to the particular physical system we are
considering, this exposition should be regarded as an elementary introduction to THz 2DCS in general.
In all optical spectroscopies, one measures an emitted field in response to a time-dependent perturbing electromag-
netic field. The emitted field is caused by a time-dependent polarization and the sample response characterized by
a frequency dependent complex susceptibility. The emitted field has a 90◦ phase lag from a sample’s macroscopic
polarization. In linear response this 90◦ phase lag combines with the part of the polarizability (the imaginary part)
that has a 90◦ phase lag to the driving field to give an emitted field that is 180◦ out of phase with the driving field
and hence destructive interference. This gives the phenomena of absorption, which is why the imaginary part of the
polarization is associated with dissipation. This is a natural way to analyze the linear response. However in the
nonlinear regime, rather than considering a material as a system that absorbs photons, it is more illuminating to
think of a time dependent polarization as a source of electromagnetic radiation. Therefore, our task in describing the
nonlinear response is to analyze the time-dependent polarization. The time-dependent polarization is equal to the
expectation value of the dipole operator e.g. P (t) = 〈µ(t)〉. We use the “Mukamelian” or perturbative expansion of
the density matrix5 to model the time dependent dipole operator and eventually the nonlinear response of a two-level
system.
3A. Preliminaries
The expectation value of any operator Aˆ can be expressed as trace of the density matrix multiplied by that
operator. The density matrix ρ = |Ψ〉〈Ψ| expanded in terms of basis states (typically eigenstates of Hˆ0 below) e.g.
|Ψ〉 = ∑n cn|n〉 is
ρ = |Ψ〉〈Ψ| =
∑
nm
cnc
∗
m|n〉〈m|. (1)
Then for instance the expectation value for the dipole operator 〈Ψ(t)|µ|Ψ(t)〉 is
〈µ〉 =
∑
m
c∗m
∑
n
cn〈m|µˆ|n〉 (2)
=
∑
mn
c∗mcnµmn (3)
=
∑
mn
ρnmµmn = Tr(ρˆµˆ) (4)
= 〈ρˆµˆ〉. (5)
Therefore the time dependent polarization is given by the time-dependence of the density matrix. The time evolution
of the density matrix is given by its commutator with the system Hamiltonian e.g.
dρ
dt
= − i
~
[Hˆ, ρ]. (6)
This follows from the fact that the time evolution of the density matrix is
dρ
dt
=
d
dt
(|Ψ〉〈Ψ|) = ( d
dt
|Ψ〉)〈Ψ|+ |Ψ〉( d
dt
〈Ψ|)). (7)
Using the Schroedinger equation that gives the time evolution of |Ψ〉 e.g. ddt |Ψ〉 = − i~Hˆ|Ψ〉 (and its complex congugate)
and plugging into Eq. 7, one obtains the so-called Liouville-von Neumann equation that is written as
d
dt
ρ = − i
~
Hˆ|Ψ〉〈Ψ|+ i
~
|Ψ〉〈Ψ|Hˆ (8)
= − i
~
Hˆρ+
i
~
ρHˆ (9)
= − i
~
[Hˆ, ρ], (10)
which is the same as Eq. 6 above. The essential point is that the time dependence of ρ follows from the Hamiltonian
acting from both the right and left sides of the density matrix.
B. Linear Response
We will use this density matrix formalism in a number of different ways. First let us describe two-level system’s
linear response. Consider a total Hamiltonian
Hˆ(t) = Hˆ0 + Wˆ (t) (11)
where Hˆ0 is the time-independent part of the system Hamiltonian and Wˆ (t) is an interaction with a time dependent
field. Here and below we assume that the set of basis states used for the density matrix |n〉 diagonalizes the system
Hamiltonian Hˆ0 as
4|Ψ〉 = c0e−iω0t|0〉+ ic1e−iω1t|1〉. (12)
For reasons that will be useful below, we have chosen the cn coefficients such that a factor of i is included in the
definition of the wavefunction with c1. In the absence of dephasing and population relaxation the elements of the
density matrix are
ρ =
(
ρ00 ρ01
ρ10 ρ11
)
=
(
c20 −ic0c1eiω01t
ic0c1e
−iω01t c21
)
, (13)
where ω01 = ω1 − ω0. In the presence of dephasing and population relaxation standard Bloch sphere dynamics gives
the time evolution of the density matrix as
ρ =
(
c20 + c
2
1(1− e−t/T1) −ic0c1eiω01te−t/T2
ic0c1e
−iω01te−t/T2 c21e
−t/T1
)
, (14)
which describes a precessing Bloch vector. As always the homogeneous dephasing and population relaxation are related
by 1/T2 = 1/2T1 + 1/T
∗
2 where T
∗
2 is pure dephasing time that may be caused by fluctuations of the environment.
The interaction of the light pulse with the sample is accounted by the term Wˆ (t) = −µˆE(t) in Eq. 11. E(t) is a
real valued field and the transition dipole operator is
µˆ =
(
0 µ01
µ10 0
)
. (15)
We use a perturbative expansion of the Liouville-von Neumann equation to account for the time dependence of the
density matrix under the influence of Wˆ (t). In this analysis we use the semi-impulsive limit, where the light pulses
are assumed to be short compared with any time scale of the system but long compared to the oscillation period of
the light field. Therefore we describe the light field by an expression where envelopes of the pulses are approximated
by δ-functions, but we retain oscillations e.g.
E(t) = |ε|δ(t) cos(ωt) = |ε|
2
δ(t)(eiωt + e−iωt) (16)
where |ε|δ(t) is the electric field envelope function and ω is the carrier frequency. Substituting Eq. 16 into the Wˆ (t)
part of the Hamilitonian and integrating Eq. 6 with respect to time one gets the expression for the correction to the
density matrix after one instantaneous interaction with the light pulse
ρ(1) ≈ i
~
|ε|
2
(µ(0)ρ(−∞)− ρ(−∞)µ(0)). (17)
This represents a system with a density matrix representing the ground state ρ(−∞) interacting with a light pulse at
time zero. Note that the dipole operator respresenting the light pulse operates from both the left and the right sides
of the density matrix e.g. the ket and bra sides and hence that the two terms in Eq. 17 are complex congugates of
each other. Also note that in actuality four terms exist in the interaction of the light field with the ground state (the
two complex conjugate terms representing the light field multiplied by the two terms of the Liouville-von Neumann
equation) however only the two in Eq. 17 are effectively non-zero as transitions can only be made to higher energies
from the ground state. This means that the ε term of the electric field makes transitions only only the ket side of the
density matrix whereas the ε∗ term makes transitions on the bra side. Dropping the other two terms is known as the
rotating wave approximation. After interaction with the light pulse, the full density matrix has the form
ρ(0+) = ρ(0) + ρ(1) =
(
1 0
0 0
)
+
i
~
|ε|
2
(
0 −µ01
µ01 0
)
. (18)
The system’s density matrix then evolves freely in a manner given by Eq. 14, which describes an oscillating Bloch
vector
5ρ(t) = ρ(0) + ρ(1) =
(
1 0
0 0
)
+
i
~
|ε|
2
(
0 −µ01eiω01te−t/T2
µ01e
−iω01te−t/T2 0
)
. (19)
An oscillating Bloch vector will emit an electromagnetic field and so it is clear that only the time dependent part
of Eq. 19 e.g. ρ(1) will give an emitted wave. The light emission is described by another interaction with the dipole
operator at a time t and via Eq. 5 the emitted field is given by 〈P (1)(t)〉 = Tr(ρ(t)µ). When evaluated, this expression
gives
P (1)(t) = ε
µ201
~
e−t/T2 sin(ω01t). (20)
This is the so-called “free induction decay” in the semi-impulsive limit. When the radiation from this time-dependent
polarization is added to the original incoming signal E(t), destructive interference takes place and less radiation will
be transmitted at a frequency ω01 resulting in absorption. The Fourier transform of Eq. 20 is
P (1)(ω) = ε
µ201
~
ω01
ω201 + 1/T
2
2 − ω2 − i2ω/T2
. (21)
As as a delta function impulse has a flat frequency profile with an electric field component ε at each frequency,
the Fourier transform of a response to a delta function impulse is equivalent to a response function. So therefore the
linear response defined as P (ω) = χ(1)E(ω) (with ε = E(ω)) is
χ(1)(ω) =
µ201
~
ω01
ω201 + 1/T
2
2 − ω2 − i2ω/T2
. (22)
This is the well known functional form for a Drude-Lorentz oscillator.
C. Non-Linear Response
The above perturbative expansion of density matrices is – frankly speaking – a tedious method of calculating
linear response. However, it is a very powerful method to calculate the nonlinear response. To calculate the the
nonlinear response we proceed in analogous fashion starting from the time-dependent density matrix, but extending
the formalism to multiple pulses. For the third order response an analogous scheme is used e.g. semi-impulsive
excitation of a ground state density matrix by the first pulse at t = 0, free evolution of the density matrix for a time
t1 and then semi-impulsive excitation by the second light pulse, free evolution of the density matrix for a time t2
and then semi-impulsive excitation by the third light pulse, and then emission that is described by interaction with a
fourth dipole operator after an additional time t3 (See Fig. S2). Again we describe the interaction of light at each step
via the Liouville-von Neumman formalism using Eq. 17, which expresses the fact that the dipole operator operates
on both the ket and bra sides of the density matrix. The third order response can be expressed compactly in terms
of nested commutators as
〈P (3)〉 = −i |ε2ε1ε0|
8~3
〈µ(t3 + t2 + t1)[µ(t2 + t1), [µ(t1), [µ(0), ρ(−∞)]]]〉. (23)
Here our notation is such that µ(t) refers to action of the dipole operator at a time t. It does not explicitly refer to the
time dependence of the operator e.g. we are still using the Schroedinger picture for time-evolution. The commutators
can be expanded as
〈µ3[µ2, [µ1, [µ0, ρ(−∞)]]]〉 =
〈µ3µ1ρ(−∞)µ0µ2〉 − 〈µ2µ0ρ(−∞)µ1µ3〉 + | R1 +R∗1
〈µ3µ2ρ(−∞)µ0µ1〉 − 〈µ1µ0ρ(−∞)µ2µ3〉 + | R2 +R∗2
〈µ3µ0ρ(−∞)µ1µ2〉 − 〈µ2µ1ρ(−∞)µ0µ3〉 + | R4 +R∗4
〈µ3µ2µ1µ0ρ(−∞)〉 − 〈ρ(−∞)µ0µ1µ2µ3〉. | R5 +R∗5 (24)
6Fig. S2: Generic pulse sequence for a THz 2DCS experiment. The three red peaks represent pulses in the semi-impulsive limit.
The decaying sinusoid represents the emitted field from χ(3) processes. Note that other fields (not plotted) arising from linear
response reradiation (e.g. the free-induction decay) will be emitted as a result of each single pulse by themselves, however
these will be subtracted from the experimental signal by the procedure discussed in the text and do not need to be explicitly
considered in the analysis.
The terms R1, R
∗
1, etc. denote 3rd order response functions to semi-impulsive driving fields and represent different
Liouville pathways for excitation e.g. different unique sequences of manipulating the density matrices from ket and
bra sides that can give emission2. Here, we have used the notation of Ref.4 with regards to the dipole operators and
the response functions3.
We now consider the evolution of the full density matrix with first order corrections at each step as it is affected
by the light pulses. We illustrate this for R4 and for notational simplicity here we ignore the changes to the density
matrix during times t1, t2, and t3. We let βn =
i
~
εn
2 µ01 and get
R4 |
(
1 0
0 0
)
µ0ρ−−→
(
1 0
0 0
)
+
(
0 0
β0 0
)
ρµ1−−→
(
1 0
β0 0
)
+
(
0 β1
0 β0β1
)
ρµ2−−→
(
1 β1
β0 β0β1
)
+
(
β1β2 β2
β0β1β2 β0β2
)
µ3ρ−−→(
1 + β1β2 β1 + β2
β0 + β0β1β2 β0β1 + β0β2
)
+
(
β0β3 + β0β1β2β3 β0β1β3 + β0β2β3
β3 + β1β2β3 β1β3 + β2β3
)
. (25)
Note that only the diagonal elements of the second term on the bottom line of Eq. 25 contain dependencies on the
radiation dipole operator β3 that gives an external field. The trace of this matrix gives a quantity proportional to
the reradiated field. If one applies the protocol considered in the text and discussed above where one analyzes only
the nonlinear signal defined as ENL = EAB - EA - EB this subtracts off the diagonal parts of the density matrix
(e.g. β1β3) that gives the linear response contributions to the reradiating field. The residual contains only effects of
the χ(3) nonlinear susceptibility. Therefore going forward, we can analyze the χ(3) response by considering only the
repeated operation of the dipole operator on the corrections to the density matrices after each field interaction.
Here we illustrate the evolution of the density matrix for the response function R1, by now considering the full
time dependencies, but at each step of interaction with the light pulse or time evolution retaining only the first order
correction to the density matrix at each step. This gives
2 The terms that are missing in the notation of Ref.4 R3, R∗3 , and R6, R
∗
6 represent the double excitation of the ket and bra sides of the
density matrix before de-excitation. However, such double excitation is not allowed in a two-level system and so we do not consider
these effects here.
3 Note that usual definitions of the third order response function differ from our definition of the third order response by a minus sign.
Usually two factors of i that originate in the perturbative expansion of the density matrix are neglected in the definitions for third order
response in 2DCS. We have not neglected them here.
7R1 |
(
1 0
0 0
)
ρ(t)µ0−−−−→ |ε0|
2
(
0 iµ10~
0 0
)
t1−→ |ε0|
2
(
0 iµ10~ e
iω01t1e−t1/T2
0 0
)
µ1ρ(t)−−−−→ |ε0ε1|
4
(
0 0
0 −µ210~2 eiω01t1e−t1/T2
)
t2−→
|ε0ε1|
4
(
0 0
0 −µ210~2 eiω01t1e−t1/T2e−t2/T1
)
ρ(t)µ2−−−−→ |ε0ε1ε2|
8
(
0 0
−iµ310~3 eiω01t1e−t1/T2e−t2/T1 0
)
t3−→
|ε0ε1ε2|
8
(
0 0
−iµ310~3 eiω01(t1−t3)e−(t1+t3)/T2e−t2/T1 0
)
µ3ρ(t)−−−−→ |ε0ε1ε2|
8
(
−iµ410~3 eiω01(t1−t3)e−(t1+t3)/T2e−t2/T1 0
0 0
)
.
(26)
Here µn represents the action of the electric field pulse at the time tn. When combined with the complex conjugated
term R∗1 one gets the R1 +R
∗
1 contribution to the total response in the semi-impulsive limit as
P
(3)
R1+R∗1
(t1, t2, t3) =
|ε0ε1ε2|
4
µ410
~3
e−(t1+t3)/T2e−t2/T1sin [ω01(t1 − t3)]. (27)
The other terms in the expansion of the density matrix can be evaluated in a similar fashion by considering each
term in Eq. 24. In so doing, one finds that P
(3)
R1+R∗1
= P
(3)
R2+R∗2
and that P
(3)
R4+R∗4
= P
(3)
R5+R∗5
. The response for R4 +R
∗
4
is
P
(3)
R4+R∗4
(t1, t2, t3) = −|ε0ε1ε2|
4
µ410
~3
e−(t1+t3)/T2e−t2/T1sin [ω01(t1 + t3)]. (28)
Note the different time dependencies of the oscillating term on t1 and t3 in Eqs. 27 and 28. The coherent time
evolution of the state is in opposite directions for times t1 and t3 for R1 +R
∗
1, whereas they are in the same direction
for R4 + R
∗
4. In the former case, this is known as rephasing and gives the phenomena of photon echo for response
R1 + R
∗
1 (and R2 + R
∗
2) making it the most important spectroscopic contribution. R4 + R
∗
4 and R5 + R
∗
5 are known
as non-rephasing contributions.
In an actual experiment one does not typically use three pulses. Instead two pulses (A and B) are used and then
with the scheme of Fig. S2 either t1 → 0 or t2 → 0. In the below, we assume that pulse A arrives at a time zero, pulse
B arrives at a later time τ , and the electric fields are measured at time t that is measured in reference to pulse B.
We refer to this as the AB pulse sequence. One has then four separate contributions that corresponds rephasing and
non-rephasing versions of the first pulse giving two field interactions or the second pulse giving two field interactions.
They are
P
(3)
R1+R∗1
(τ, t : AB) =
|ε2AεB |
4
µ410
~3
e−τ/T1e−t/T2sin [ω01(−t)] t1 → 0 AB Pump− probe (29)
P
(3)
R4+R∗4
(τ, t : AB) =− |ε
2
AεB |
4
µ410
~3
e−τ/T1e−t/T2sin [ω01(t)] t1 → 0 AB Pump− probe (30)
P
(3)
R1+R∗1
(τ, t : AB) =
|εAε2B |
4
µ410
~3
e−(τ+t)/T2sin [ω01(τ − t)] t2 → 0 AB Rephasing (31)
P
(3)
R4+R∗4
(τ, t : AB) =− |εAε
2
B |
4
µ410
~3
e−(τ+t)/T2sin [ω01(τ + t)]. t2 → 0 AB Non− rephasing (32)
Note t ≥ 0 and τ ≥ 0 for the equations above and by causality, P (3) = 0 for t < 0 or τ < 0. Here AB refers to
the pulse sequence where pulse A arrives before pulse B. One can see that for t1 → 0, the R1 + R∗1 and R4 + R∗4
contributions become identical. This contribution which depends only on ω01 and 1/T1 is referred to as the pump-
probe (PP) signal. The pump-probe R1 contribution corresponds to a bra side action (e.g. operation from the right)
of ε∗A on the density matrix, then immediate action of εA on the ket side, then time evolution for a time τ , then the
action of εB on the bra side of ρ, and then emission at a time t. This gives a response proportional to (ε
∗
AεA)εB . The
pump-probe R∗1 contribution gives a ket side interaction with εA, and then immediate action of ε
∗
A on the bra side,
then time evolution for a time τ , then the action of ε∗ on the ket side of ρ, and then emission at a time t. This gives a
response proportional to (εAε
∗
A)ε
∗
B . The pump-probe R4 corresponds to a ket side interaction with εA, an immediate
action of ε∗A on the bra side, the time evolution for a time τ , then (in contrast to R
∗
1) the action of ε
∗ on the bra side
of ρ, and then emission at a time t. This gives a response proportional to (εAε
∗
A)εB , which will be the same as R1.
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Fig. S3: Plots of the 2D maps of the time dependencies of the expressions in Eqs. 29 - 32 as a function of τ (vertical) and t
(horizontal). For these plots T1 = 4, T2 = 2, and ω01 = 3 was used. (a) The pump-probe signal from Eqs. 29 and 30. (b) The
rephasing signal (R) from Eq. 30. (c) The non-rephasing signal (NR) from Eq. 30. (d) The sum of all 3 experimental signals.
This is what is actually measured in an experiment.
For t2 → 0, there are two distinct contributions. These are known as the rephasing (R) (Eq. 31) and non-rephasing
(NR) (Eq. 32) signals. The rephasing R1 contribution corresponds to a bra side action of ε
∗
A on the density matrix,
then time evolution for a time τ , then action of εB on the ket side, then the immediate action of εB on the bra side
of ρ, and then emission at a time t. This gives a response proportional to ε∗A(εBεB). The rephasing R
∗
1 contribution
corresponds to a ket side action of εA on the density matrix, then time evolution for a time τ , then action of ε
∗
B
on the bra side, then the immediate action of ε∗B on the ket side of ρ, and then emission at a time t. This gives a
response that depends on εA(ε
∗
Bε
∗
B). The non-rephasing R4 contribution corresponds to a ket side action of εA on
the density matrix, then time evolution for a time τ , then action of ε∗B on the bra side, then the immediate action
of εB on the bra side of ρ, and then emission at a time t, which gives a response that depends on εA(ε
∗
BεB). The
non-rephasing contribution is also known as the perturbed free-induction decay7 as it can be see as the perturbation
by pumping of a free-induction decay. These rather complicated dependencies and different Liouville pathways can
be represented compactly in terms of “Feynman diagrams”. We refer the interested reader to the literature4 for their
use and interpretation.
We plot these function and their sum in Fig. S3. Note that the different contributions have different characteristics
with regards to the directions that oscillation occurs and that the signal decays. This is the essential utility of 2DCS.
For the AB sequence the pump probe signals oscillate and shows T2 decay in the tˆ directions, but T1 decay in the τˆ
direction. The rephasing contribution shows oscillations in the (τˆ − tˆ)/√2 direction, but T2 decay in the orthogonal
(τˆ + tˆ)/
√
2 direction. The non-rephasing contribution shows both its oscillations and T2 decay in the (τˆ + tˆ)/
√
2
direction. These differences are essential when considering the role of inhomogeneous broadening on the experimental
signal and limits the usefulness of the NR signal (see discussion below) when multiple closely spaced oscillators exist.
In the analysis of experimental data one typically takes the Fourier transforms of the experimental quantities. The
Fourier transforms of the full PP and R signals as a function of τ and t in the AB pulse sequence are
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Fig. S4: Fourier transform of the 2D data for the AB sequence when pulse A precedes pulse B (a) Plot of the 2D Fourier
transform of the real part of the R signal (b) imaginary part of the R signal (c) Absolute value of the R signal (d) Absolute
value of the PP signal (e) Absolute value of the NR signal. The plots correspond to the expressions in Eq. 33-34. The faint
“ghost crosses” come from the resonances which are found at ωt < 0. Spectra are symmetric around the origin.
P
(3)
PP (ωτ , ωt : AB) =
i
2
|ε2AεB |
µ410
~3
1
1/T1 + iωτ
[ 1
1/T2 + i(ωt − ω01) −
1
1/T2 + i(ωt + ω01)
]
=− |ε2AεB |
µ410
~3
1
1/T1 + iωτ
[ ω01
ω201 + 1/T
2
2 − ω2t − i2ωt/T2
]
, (33)
P
(3)
R (ωτ , ωt : AB) =
−i
4
|εAε2B |
µ410
~3
[ 1
1/T2 + i(ωτ + ω01)
1
1/T2 + i(ωt − ω01) −
1
1/T2 + i(ωτ − ω01)
1
1/T2 + i(ωt + ω01)
]
.
(34)
We plot these functions in Fig. S4.
In the response functions above peaks are found for the PP signal in the AB pulse sequence at (ωτ = 0, ωt = ±ωt)
with a ωˆτ direction width set by 1/T1 and a ωˆt direction width set by 1/T2. The R signal is found at (ωτ = ∓ω01, ωt =
±ω01) with a width that is set by 1/T2 in the (ωˆτ + ωˆt)/
√
2 direction and is infinitesimally narrow in the orthogonal
direction. The NR signal is found at (ωτ = ±ω01, ωt = ±ω01) and again is broadened in the (ωˆτ + ωˆt)/
√
2 direction by
1/T2 and is not broadened at all in the orthogonal direction. Note that an intrinsic feature of 2DCS spectra in general
and that can be seen explicitly in Eqs. 33 and 34 is “phase twisting.” Each frequency axis gives a complex contribution
to the response and the overall 2D response is the product of these complex contributions. Therefore as shown in Fig.
S4, neither the real or imaginary parts of the χ(3) response correspond to purely absorptive spectra characterized by
simple peaked lineshapes. They show more complicated mixed absorptive and dispersive character, which complicates
their analysis. A phasing procedure used in previous THz 2DCS experiments7 to get purely absorptive lineshapes is
challenging to implement here, because of the extreme inhomogeneous broadening and overlapping contributions in
2D frequency space. For this reason we chose to analyze the magnitudes of the nonlinear response in the experimental
data which can be approximated with a Lorentzian lineshape to extract the widths 1/T1 and 1/T2. This is discussed
in detail below.
In the treatment above, pulse A precedes pulse B. However in our experiment we scan pulse A through pulse B, such
that we can acquire data where pulse B precedes pulse A. One can get the contribution of these to the experiment by
the substitutions into Eqs. 29 - 32 of t→ t+ τ and τ → −τ . These time dependencies (plotted in Fig. S5) are
P
(3)
R4+R∗4
(−τ, t+ τ : BA) =− |ε
2
BεA|
4
µ410
~3
eτ/T1e−(t+τ)/T2sin [ω01(t+ τ)] BA Pump− probe (35)
P
(3)
R1+R∗1
(−τ, t+ τ : BA) = |εBε
2
A|
4
µ410
~3
e−t/T2sin [ω01(−2τ − t)] BA Rephasing (36)
P
(3)
R4+R∗4
(−τ, t+ τ : BA) =− |εBε
2
A|
4
µ410
~3
e−t/T2sin [ω01(t)]. BA Non− rephasing (37)
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Fig. S5: Plots of the 2D maps of the time dependencies of the expressions in Eqs. 35 - 37 for the BA pulse sequence as a
function of τ (vertical) and t (horizontal). For these plots again T1 = 4, T2 = 2, and ω01 = 3 was used. (a) The pump-probe
signal from Eqs. 35. (b) The rephasing signal (R) from Eq. 36. (c) The non-rephasing signal (NR) from Eq. 37. (d) The sum
of all 3 experimental signals.
Note t ≥ 0 and τ ≤ 0 for the equations above and by causality, P (3) = 0 for t + τ < 0. The magnitude of
Fourier transform of these functions are plotted in Fig. S6. Of course there is nothing fundamentally different in
the BA sequence than the AB sequence. The differences are only in the labels of the timing of arrival of peaks and
measurement.
Identification of the various contributions to the nonlinear response is made easier by the realization that a scheme
of “frequency vectors” can be used to identify the particular contribution to the response2,7. Given a weakly non-linear
oscillator with frequency ω01, the frequency vectors that correspond to pulses A and B are ~ωA = ω01(ωˆτ + ωˆt) and
~ωB = ω01ωˆt. Conjugated electric field pulses are represented by a reversed vector. Thus the PP contribution in the
AB sequence can be placed by ~ωPP :AB = ~ωA − ~ωA + ~ωB . The R signal with AB pulses is ~ωR:AB = −~ωA + ~ωB + ~ωB
and the NR signal with AB pulses is ~ωNR:AB = ~ωA − ~ωB + ~ωB . The PP contribution in the BA sequence is
~ωPP :BA = ~ωB − ~ωB + ~ωA. The R contribution in the BA sequence is ~ωR:BA = −~ωB + ~ωA + ~ωA. The NR contribution
in the BA sequence is ~ωNR:BA = ~ωB − ~ωA + ~ωA. These contributions and the resulting frequency vector scheme can
be seen in Fig. S7.
The special importance of the PP and R contributions can be seen when one considers the response of a physical
system that has many closely spaced overlapping resonances. The present case of an electron glass is clear realization
of such a scenario. If the different excitations are largely independent (e.g. non-coupled), then we can understand
the total system response as a convolution of the response of a single two-level system with the density of states of
two-level excitations. For the simple case of a normal distribution of two-level systems, one gets for the convolution
of the impulse responses given in Eqs. 27 and 28 as
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Fig. S6: Fourier transforms for the BA pulse sequence (a) Absolute value of the R signal (d) Absolute value of the PP signal
(e) Absolute value of the NR signal. The plots correspond to the expressions in Eqs. 35-37.
Fig. S7: Frequency vector scheme for the AB left) and BA right) pulse sequences. ~ωA = ω01(ωˆτ + ωˆt) is a diagonal vector and
~ωB = ω01ωˆt is a horizontal vector. Conjugated electric field pulses are represented by a reversed vector. Experimental spectra
for our experimental scheme is a superposition of the two pulse sequences.
P
(3)
R1+R∗1
=
|ε0ε1ε2|
4
µ410
~3
e−(t1+t3)/T2e−t2/T1
∫
dω01
(e−(ω01−ω01)2/2σ2
σ
√
2pi
)
sin [ω01(t1 − t3)]
=
|ε0ε1ε2|
4
µ410
~3
e−(t1+t3)/T2e−t2/T1sin [ω01(t1 − t3)] e−σ2(t1−t3)2/2, (38)
P
(3)
R4+R∗4
=
|ε0ε1ε2|
4
µ410
~3
e−(t1+t3)/T2e−t2/T1
∫
dω01
(e−(ω01−ω01)2/2σ2
σ
√
2pi
)
sin[ω01(t1 + t3)]
=
|ε0ε1ε2|
4
µ410
~3
e−(t1+t3)/T2e−t2/T1 sin[ω01(t1 + t3)] e−σ
2(t1+t3)
2/2. (39)
where ω01 is the mean resonance frequency and σ is the spread. We plot the simulated experimental signals in Fig.
S8 for both t1 → 0 and t2 → 0 (giving R, NR, and PP signals), using the same experimental values in Fig. S3, but
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Fig. S8: Plots of the 2D maps of the time dependencies of the response contributions using ω01 = 3 and a distribution of
resonance frequencies σ = 0.5. Again T1 = 4 and T2 = 2. (a) The pump-probe (PP) signal. (b) The rephasing signal (R). (c)
The non-rephasing signal (NR). (D) The sum of all 3 experimental signals.
including the effects of convolution with σ = 0.5. One can see that due to the rapid dephasing of multiple detuned
oscillators the experimental signals decays quickly in the modulation directions, however one can still measure T1 by
the PP signal’s decay in the τˆ direction and T2 by the R signal’s decay in the (τˆ + tˆ)/
√
2 direction. For the non-
rephasing contribution, additional decay of the experimental signal occurs as function of t1 + t3, which limits the NR
signal’s utility. As can be see in Fig. S8 (and Eq. 38) in contrast the rephasing signal shows the phenomena of “photon
echo” when t1 = t3 (e.g along the diagonal). The important distinction between the PP and the R contributions
as compared to the NR response is that they show their decay from oscillator dephasing in the orthogonal direction
from the decay that arises from lifetime effects. In the frequency domain this will lead to a diagonal (horizontal)
streaking of the signal for the R (PP) signal due to the multiple oscillators. However the direction perpendicular to
the streaking direction gives 1/T1 for the PP signal and 1/T2 for the R signal. This is the essential important feature
of 2DCS.
D. Analysis
Due to the “phase twisting” in the nonlinear response functions discussed above and their dependence on both
absorptive and dissipative elements it is more complicated to extract out parameter values like relaxation times than in
linear response. For example, as shown in Fig. S4 (a) and (b), the real and imaginary parts of the Fourier transform of
the R peak along the anti-diagonal both have both positive and negative values and do not display a simple absorptive
(Lorentzian) lineshape. Also as mentioned above, the phasing procedure used in previous THz 2DCS experiments7 to
get purely absorptive lineshapes is challenging to implement here, because of the extreme inhomogeneous broadening
and overlapping contributions in 2D frequency space. For this reason we chose to analyze the magnitudes of the
experimental data in the main text as near resonances, magnitudes are dominated by the absorptive part of the
lineshape. One can show algebraically that the magnitude of the R peak for the AB pulse sequence along the anti-
diagonal direction can be approximated by a single Lorentzian with width 1/T2. This is illustrated in Fig. S9(a) which
13
0 1.5 3 4.5
0
0.2
0.4
0.6
0.8
1
|F
FT
|
(a) RAB
0 1.5 3 4.5
0
0.2
0.4
0.6
0.8
1
|F
FT
|
(b) PPBA
0 1.5 3 4.5
10-1
100
|F
FT
|
0 1.5 3 4.5
10-2
10-1
100
|F
FT
|
(c) (d)
2/
RAB PPBA
2/ 2/
2/
Fig. S9: Magnitude of the Fourier transforms of timed-domain simulations as a function of ω showing Lorentzian lineshapes.
(a) Cut along the anti-diagonal direction (yellow line in S4(c)) of the R peak for the AB pulse sequence (green dots) with the
frequency axis scaled by a factor of 1/
√
2. (b) Cut along the anti-diagonal direction (yellow line in S6(a)) of the PP peak for
the BA pulse sequence (green dots) also scaled by a factor of 1/
√
2. Solid yellow lines in (a) and (b) correspond to Lorentzians
with widths 1/T2 and 1/T1 respectively. (c) and (d) are the same as (a) and (b) but with a logarithmic vertical axis
shows a cut along the anti-diagonal direction in the magnitude of the calculated Fourier transform of the R signal i.e.,
|P (3)R | shown in Fig. S4 (c). We overlay this cut with a Lorentzian ∝ 11
T22
+(ω−ω01)2 (yellow line in Fig. S9(a)). The
peak is centered at the resonance frequency ω01. Note that the frequency axis (which is the anti-diagonal cut) in Fig.
S9 is scaled by the factor 1/
√
2 to give it the same scaling as the ωˆt and ωˆτ directions. The same process is followed
in analyzing the anti-diagonal cuts in the main text. As can be seen in Fig. S9(a), the cut along the anti-diagonal is
quite well described by a single Lorentzian with width 1/T2. Thus, to extract 1/T2 from the experimental data, we
fit a single Lorentzian to the anti-diagonal cut across the rephasing peak over an approximately FWHM as shown in
Fig. 3a of the main text.
Similarly, it can be shown that the magnitude of the PP peak for the BA pulse sequence along it’s anti-diagonal
direction can be approximated by a single Lorentizan with width 1/T1 if one only fits the region near the peak where
the response is dominated by dissipative effects. Fig. S9(b) shows a cut along the anti-diagonal direction in the
magnitude of the calculated Fourier transform of the PP signal i.e., |P (3)PP | shown in Fig. S6 (d). The yellow line in
Fig. S9(b) is ∝ 11
T21
+(ω−ω01)2 . Thus, to extract 1/T1 from the experimental data, we fit a single Lorentzian to the
anti-diagonal cut across the PP signal for the BA pulse sequence as shown in Fig. 3a of the main text. The fits to the
data in the main text were performed in a range that is approximately one FWHM so as to emphasize the dissipative
character of the response.
E. Broader context of 2DCS
We have considered here only the simplest case of the 2DCS response of a two-level system. This is a very useful
example for the present case of an electron glass. Of course most physical systems are much more complicated. The
presence of multiple oscillators with additional nonlinearities and couplings between them will result in very rich
spectra.
The interested reader may ask how the above treatment can be related to the picture put forth in Ref.8 where the
2DCS response of an Ising chain in transverse field was calculated. There the excited spinon pairs can be mapped to
a two-level system where each pair of spinons with momenta ±k correspond to a two-level system in which the ground
and excited states correspond to the absence or presence respectively of these pairs. As discussed in the Supplemental
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Material to Ref.8 an added level of complexity occurs in that case because the spinon basis does not necessarily
correspond to the same basis in which a y oriented THz B field causes pure spin-flip transitions e.g. “diagonal
transitions” are also allowed. There the Bogoliubov (energy dependent) coherence factor θk sets the rotation of the
spinon basis from the physical reference frame in which a y axis THz B field acts. For θk = pi/2 (satisfied in the
middle of the two spinon band), diagonal transitions are not allowed and the results of Ref.8 reduce to the expressions
above.
We anticipate that THz 2DCS will become a powerful general tool for condensed matter physics. For some more
complicated models systems that have been analyzed previously we refer interested readers to the physical chemistry
literature4–6. Although there has been some attempts to work out the 2DCS response for interesting quantum magnets
that exhibit fractionalization8,9, the 2D response for many materials that are at the forefront of modern condensed
matter physics has not been considered at all. This is a wide open area both theoretically and experimentally.
III. MECHANISMS FOR RELAXATION IN ELECTRON GLASSES
In this section, we discuss possible mechanisms for the relaxation of particle-hole excitations in the regime considered
in the main text, i.e., that of an electron glass that is relatively near the metal-insulator transition. We will proceed
as follows. In Sec. III A, we summarize the experimental findings in the main text, and argue that they strongly
constrain the plausible relaxation mechanisms. We find that electron-electron interactions seem to be the only
mechanism potentially consistent with experiment. In Sec. III B we derive an effective model of dipolar two-level
systems (TLS’s), corresponding to soft particle-hole excitations. In Sec. III C we show that dipolar interactions
among the TLS’s can give rise to energy relaxation with a characteristic rate Γ1 ∼ ω. Finally we discuss (Sec. III D)
to what extent this mechanism can account for the experimental findings.
A. Experimental constraints on possible explanations
We recall the main experimental conclusions about the relaxation rates Γ1(ω) and Γ2(ω) for an excitation at
frequency ω:
1. Both decay rates obey Γ ∼ ω, with a proportionality constant of order unity in the frequency range we probed
(∼ 0.2− 1 THz).
2. Γ1 decreases (weakly) as the temperature is raised (i.e., relaxation slows down as the system heats up!), whereas
Γ2 is roughly temperature-independent in the range of temperatures 5K ≤ T ≤ 25K.
3. Both decay rates decrease as the system is doped toward the metal-insulator transition.
4. The features do not strongly on the intensity with which the system is driven.
We also add some observations about the regime in which the experiment is performed.
(a) A frequency of 0.5 THz corresponds to a temperature of around 24 K. Thus, at the lowest temperature we are
probing excitations for which ω > kBT , although we move into the range ω ∼ kBT at higher T .
(b) The bare Coulomb interaction at the inter-phosphorus distance is approximately 3 THz. At these temperatures
(at least for the more localized samples) we are probing transitions that take place inside the Coulomb gap.
(c) The samples are doped relatively close to the metal-insulator transition10,11, so the single-particle localization
length is not a small parameter.
Together, these observations imply that the experiment probes a parameter regime in which theory is not well-
controlled. Nevertheless, some explanations seem implausible given the experimental results.
1. Rearrangements of thermally excited quasiparticles
In short-range many-body localized systems at nonzero temperature, relaxation takes place through large-scale
collective rearrangements12. The phase space for such rearrangements scales as ω−φ, where φ ∝ s(T ), and s(T )
is the entropy density at temperature T . Since s(T ) ∼ T at low temperatures, this mechanism would imply a
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temperature-dependent exponent for the relaxation, with low-frequency relaxation being parametrically faster at
higher temperatures. This mechanism is inconsistent with the data. Other mechanisms by which a TLS decays by
coupling to thermal noise can be ruled out on similar grounds: noise is stronger at higher temperatures, so these
mechanisms give a relaxation rate that increases with temperature, whereas we see the opposite.
2. Phonons
Phonons are a natural relaxation mechanism: a TLS excited can relax by emitting or absorbing a phonon. How-
ever, phonon-based mechanisms do not naturally capture the frequency- and temperature-dependence seen in the
experiment.
(i) Acoustic phonons give the wrong frequency- and temperature-dependence. The matrix element for a TLS at
frequency ω to couple to phonons goes as ∼ ω13, so the relaxation rate from coupling to phonons is ∼ ωg(ω)(2N(ω, T )+
1), where N(ω, T ) is the occupation number for bosons at frequency ω and temperature T . Here a factor of N(ω, T )
comes from phonon absorption, and a factor of N(ω, T )+1 comes from phonon emission. Such effects cannot describe
the experimental observations for two reasons. Firstly if we examine the temperature dependence we conclude that the
phonon mediated relaxation rate depends on temperature according to 2N(ω, T )+1, which increases with temperature.
However, the experimentally measured energy relaxation rate decreases with increasing temperature. Secondly, the
frequency dependence of the relaxation rate, in the limit when frequency is large compared to temperature, is ωg(ω).
As the phonon density of states must vanish at ω → 0 (generally as ω2), so this will produce a relaxation rate that
vanishes faster than linearly with frequency. At low frequencies, it should go as ω3, which is inconsistent with the
experimental observations13. While this channel must exist, it seems to be subleading.
(ii) Optical phonons do not seem relevant as the optical phonon branch of silicon is at 15 THz14,15, which is well
above the frequencies we are probing. In any case, the decay rate due to such phonons again would increase with
temperature, due to Bose enhancement, and this is at odds with observation.
3. Overheating
Nonlinear current-voltage characteristics near the metal-insulator transition can exhibit bistability16, because
phonons are ineffective at equilibrating electronic degrees of freedom to base temperature. If the electronic tem-
perature were indeed to decouple in this way, the measured temperature-dependence would be unreliable. This
scenario, however, predicts that stronger pumping should heat up the electronic degrees of freedom more. This is
inconsistent with the observed insensitivity of the relaxation rates to THz intensity.
B. Effective dipolar Hamiltonian for electron glass
Here we start with the microscopic Hamiltonian describing impurity-band electrons in Si:P and derive a low-energy
effective Hamiltonian in terms of two-level systems that interact through dipolar interactions. To allow for a controlled
theoretical analysis we will assume that the localization length of single electronic excitations is short; however, we
will not make any assumptions about the Coulomb interaction strength. The derivation takes place in various stages
that are laid out in the following sections.
1. From substitutional to on-site disorder
We begin with a general tight-binding Hamiltonian for interacting electrons in the presence of positional randomness:
H =
∑
i6=j
tij(c
†
i cj + h.c.) +
V
|ri − rj |ninj . (40)
Here, V is the characteristic coupling strength for the Coulomb interaction in this dielectric medium, cj is the
annihilation operator for an electron on site j, and nj is the electron density on site j. The hopping amplitude
tij ∼ exp(−c|ri − rj |) falls off rapidly with the spatial separation between pairs of atoms. The positional randomness
in Eq. (40) gives rise to on-site randomness through two mechanisms. First, the average potential energy on site i
is
∑
j V/|ri − rj |〈nj〉, which is spatially random. If we integrate out states far from the Fermi energy, freezing in
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their occupation numbers, the remaining states will experience a random potential due to the randomly positioned
frozen electrons. Second, even in the absence of interactions, the hopping term renormalize the on-site energy. We
can evaluate the renormalized on-site energy Ei self-consistently in (Brillouin-Wigner) perturbation theory. At second
order we get Ei =
∑
j
|tij |2
Ei
, so Ei =
√∑
j |tij |2. In practice, the tij are exponentially sensitive to bond lengths so
we can approximate Ei = max(|tij |), where the maximum is taken over all j 6= i. Pairs of sites that are anomalously
nearby hybridize strongly (and are shifted far from the Fermi energy); perturbative corrections from coupling to these
randomly positioned tightly bound dimers generate on-site disorder for typical sites.
2. From on-site disorder to resonant pairs
The above considerations let us replace the Hamiltonian (40) with an effective Hamiltonian that describes particles
on a site-diluted lattice, and contains the following terms: a random on-site potential i, drawn from a distribution
of characteristic width W ; a Coulomb interaction of strength Vij ≡ V/|ri − rj | between any two sites; and a hopping
term tij of characteristic scale t between neighboring pairs of sites:
H =
∑
i
ini +
∑
i6=j
Vijninj +
∑
〈ij〉
tijc
†
i cj (41)
We proceed as follows. If we set all the tij = 0 the eigenstates of Eq. (41) are product states in which each site is
either occupied or unoccupied. The ground state of this system is the classical “electron glass”. At low temperatures,
there are many metastable states, all with statistically similar properties that the system is in some mixture of. The
ground state and metastable states are, by definition, stable against single-electron moves. This stability implies a
pseudogap (Coulomb gap) in the density of states17.
Starting from this classical ground state, we would like to create a particle-hole excitation at a low frequency
ω W, t, by moving an electron from a filled level a to an empty level b. This dimer has four states, which we label
|00〉 (neither filled), | ↓〉 (only a filled, i.e., ground state), | ↑〉 (only b filled) and |11〉 (both filled). We ignore the |00〉
state in what follows. The remaining three states have the following energies:
E↓ = a +
∑
c 6=a,b
Vac, E↑ = b +
∑
c6=a,b
Vbc, E11 = E↓ + E↑ + Vab. (42)
A pump at frequency ω can induce transitions between pairs of levels with energies separated by ω (up to some
resolution set by the properties of the pulse). The matrix element connecting states | ↓〉 and | ↑〉 comes from their
hybridization due to the hopping. In what follows it is crucial to understand how the hopping shifts these levels. The
matrix element goes as tab = We
−|rab|/ξ where ξ is the localization length. (Within the locator approximation, tab is
due to a sequence of ∼ |rab| non-degenerate perturbative hops, so tab ∼W (t/W )|rab|, implying that ξ ∼ 1/ log(W/t).
Once this hybridization is included, the splitting between the two levels is
Eab =
√
t2ab + (E↑ − E↓)2. (43)
The light can excite a transition when its frequency ω matches the energy of the energy splitting. This condition
can not hold unless tab . ω. Therefore, there is a minimal distance rω ∼ ξ log(W/ω) above which such resonances are
possible18. Moreover, if r  rω, hopping is very unlikely (i.e., has probability ∼ e−r/rω ) to appreciably hybridize the
levels, and the transition amplitude is strongly suppressed. Therefore, as first pointed out by Mott, resonant pairs
at splitting ω form at an optimal distance rω
18. At this optimal scale, the states | ↑〉, | ↓〉 of the resonant pair are
strongly hybridized, and form a TLS governed by the Hamiltonian
HTLS = tabσ
x
ab + (E↓ − E↑)σzab ≡ Eabτzab. (44)
In what follows, we call such pairs of levels resonant pairs. We will next estimate the density of such resonant pairs.
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3. Density of active resonant pairs
To contribute to low-frequency dynamics, a resonant pair must be “active” in the ground state, i.e., it should be in
the states | ↓〉 or | ↑〉. We now estimate the density of pairs that meet this criterion. There are two regimes:
Mott regime When ω is relatively large, i.e., ω & V/|rω|, the interaction correction to E11 in Eq. (42) is unimportant.
Thus, for a resonant pair to be active, the lower eigenstate of the TLS must be within ω of the Fermi energy.
The density of resonant pairs at frequency ω then scales as ωr2ω.
Shklovskii-Efros regime When ω . V/|rω|, the interaction correction in Eq. (42) crucially changes the counting,
through a mechanism similar to Coulomb blockade. As long as either E0 or E1 is within V/|rω| of the Fermi
energy, the |11〉 state is energetically unfavorable, so the pair of sites is singly occupied in the ground state.
Therefore, the phase space for the TLS goes as V|rω|, which is essentially constant at low frequencies19.
The crossover between these two regimes is also captured by the low-frequency (phononless) conductivity, which
goes as ω2 in the Mott regime and ω in the Shklovskii-Efros regime19.
4. Interactions between resonant pairs
We now argue that the Coulomb interaction induces effective dipolar (1/R3) interactions between resonant pairs.
The result is well known20–22, but we rederive it for completeness. We consider two active resonant pairs ab and cd,
separated by a distance that is much larger than the size of the dipoles themselves i.e. rac  max(rab, rcd). Since
both pairs are assumed to be active, the two-pair Hamiltonian acts in a four-dimensional space consisting of the two
TLS’s σab and σcd. The Coulomb interaction is diagonal in the σ
z basis for both TLSs. For example, if the pair ab is
in its | ↓〉 state, the potential on site c is given by V0 + Vac, where V0 is the potential due to all spins other than the
resonant pairs under consideration; similarly, the potential on site d in this configuration is V0 + Vad. Writing this
out, we see that the Coulomb interaction between the two resonant pairs takes the form
HC =
1
4
(1− σzab)(Vac − Vad)σzcd +
1
4
(1 + σzab)(Vbc − Vbd)σzcd =
1
2
(Vbc − Vac + Vad − Vbd)σzabσzcd + . . . (45)
where the terms ignored in . . . are overall static shifts that are included in the full Hamiltonian. Assuming rac 
max(rab, rcd), one can expand the effective coupling constant in a multipole expansion to get that Vab,cd ∼ Vrabrcd/r3ac.
(In this expression we have ignored some geometric factors that will not be important in what follows.) Thus, the
Hamiltonian for two coupled resonant pairs is
H2−pair = ∆abσzab + tabσ
x
ab + ∆cdσ
z
cd + tcdσ
x
cd +
c′Vrabrcd
r3ac
σzabσ
z
cd. (46)
where c′ is a numerical prefactor. In the regime of interest, we can simplify this further. The Hamiltonian in Eq. (46)
describes a four-dimensional Hilbert space. However, when the Coulomb interaction between the two resonant pairs
is weaker than (or comparable to) their splitting, we can make a secular approximation and eliminate the matrix
elements of the Coulomb interaction that do not preserve the number of excitations. Doing so, and transforming to
the eigenbasis of the isolated TLSs (denoted by Pauli matrices τ), we get the equation for two interacting resonant
pairs:
H2−pair = Eabτzab + Ecdτzcd +
c˜Vrabrcd
r3ac
(τ+abτ
−
cd + h.c.) (47)
where c˜ 6= c′ is a prefactor that is not important for our argument. In what follows we will consider relaxation in an
ensemble of resonant pairs interacting pairwise through Eq. (47).
C. Relaxation of coupled resonant pairs
After eliminating the degrees of freedom that are not low-frequency resonant pairs, we finally reduce the Hamilto-
nian (40) to a spin model for coupled TLS’s, of the form
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Hpair =
∑
α
Eατzα +
∑
α6=β
c|V|pαpβ
r3αβ
(τ+α τ
−
β + h.c.). (48)
where c is an prefactor that is not important for the argument, α labels resonant pairs, and pα ∼ ξ log(W/Eα) is the
size of pair α. In the dilute limit and when all pairs but one are in their ground state, Eq. (48) describes a single
particle hopping on a disordered lattice with dipolar interactions, a problem addressed in Ref.23. The density of
resonant pairs depends on which regime one considers:
P (Eα = ω) ∼ 1
W 2

Vξ log(W/ω) Shklovskii-Efros
ωξ2 log2(W/ω) Mott
(49)
We will deal with these cases separately.
1. Shklovskii-Efros regime
The experiment flips a pseudospin at frequency ω and we are interested in how the pseudospin decays. We can
eliminate all states in the Hilbert space of Eq. (48) with energies greater than cω, where c is some constant of order
unity. (One can regard this as decoupling such states through a Schrieffer-Wolff transformation; the transformation
will generate additional short-range interactions that do not affect the analysis.) This leaves behind a sparse network
of effective spins, with characteristic bandwidth cω and spatial separation [cωVξ log(W/ω)/W 2]−1/3. The interaction
between typical spins at this scale goes as Veff ∼ ωξ3 log3(W/ω)(V/W )2. Thus, a dipole excited by a frequency ω
typically has a nearest neighbor at a distance where the interaction is resonant.
Note that this occurs precisely because the dipolar interaction scales as inverse volume in three dimensions i.e. it
is marginal23. More generally, if interactions fall off as 1/Rα we would get Veff ∼ ωd/α, so the disorder would become
irrelevant (for α < d) or the interactions would become irrelevant (for d < α) giving rise to dipole localization.
Since the rate at which TLS’s hop on the effective lattice scales as Veff , this mechanism would predict
Γ(ω) ' ωξ3 log3(W/ω)(V/W )2. (50)
This ω-dependence is consistent with experimental observations, though it is not obvious why the approximations we
have made to derive Eq. (50) should be valid for the parameters in the experiment. In particular, our calculation has
assumed that the localization length ξ is small compared to the P − P spacing, that the ‘dipoles’ are well separated
(inter-dipole spacing much larger than dipole size), and that the frequency ω is much smaller than the characteristic
disorder and interaction scales. These assumptions are suitable deep in the insulating phase, but none of these
assumptions are safe in the experimental regime close to the MIT, where ξ is large compared to P − P spacing, and
where ω is of the same order as the characteristic disorder and interaction scales (such that the inter-dipole separation
is comparable to the dipole size). These issues are explored further in the discussion section below.
2. Mott regime
Adapting the previous discussion to the Mott regime is straightforward. The spatial density of low-energy dipoles
now scales as ω2 rather than ω. Thus the spacing of low-energy pairs therefore scales as ω−2/3, and the interactions
at that scale go as ω2. In this case, therefore, the interactions are parametrically weaker than the hopping of dipoles
on the effective lattice. Naively one might estimate that Γ(ω) ∼ ω2. Resonant pairs below some frequency scale have
no neighbors to inter-resonate with; they delocalize instead through the long-range part of the dipole interaction23,
with relaxation rate that is therefore much slower. So unlike the previous case these dipoles do get arbitrarily sharp
as ω → 0, which implies such a system would be a Fermi glass.
3. Short-range interactions
Although not likely relevant to experiment, it is illustrative to apply the reasoning above to the case of short-range
interactions. Once again, the density of active resonant pairs at frequency ω scales as a power of ω (which depends on
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whether ω is in the Shklovskii-Efros or Mott regimes). The typical spacing between dipoles is thus ω−φ for φ = 1/3
(Shklovskii-Efros regime) or 2/3 (Mott regime). However, the matrix element between dipoles at this scale is now
exponentially suppressed, and scales as ∼ exp(−1/ωφ)  ω. A naive application of the Golden Rule might suggest
that the lifetime should scale similarly, yielding arbitrarily sharp excitations near the Fermi energy. However, in this
case we expect that a typical dipole has no resonant neighbors, and should therefore be strictly localized, below some
critical frequency.
4. An alternative derivation
The discussion above involved some heuristic steps, so it is helpful to check it using a more systematic approach. To
this end we adopt the self-consistent theory of localization24, as follows. We compute the lifetime Γ(ω) of a dipole due
to hopping to other sites on the lattice, while assuming that these other sites also decay at rate Γ(ω). A self-consistent
approach is necessary because otherwise each line in a localized system is infinitely sharp, and exact resonances cannot
be found. To keep the model tractable we assume that the decay rate is only a function of ω (i.e., we neglect spatial
heterogeneity that could in principle be important). This leads us to a self-consistent equation for the function Γ(ω):
Γα =
∑
β
V 2αβIm
(
1
ωα − ωβ + iΓ(ωβ)
)
. (51)
Converting the sum to an integral and invoking spatial homogeneity we get
Γ(ω) =
∫ ∞
R(ω)
drr2
V2
r6
∫
dΩ
Vξ log(W/Ω)
W 2
Γ(Ω)
(ω − Ω)2 + Γ(Ω)2 . (52)
Here we have used the crucial fact that resonant pairs at ω cannot be spaced much closer than R(ω) ∼ (V/ω)1/3,
as otherwise the dipolar interaction would hybridize and split them strongly. Outside this zone, the detunings and
frequencies are uncorrelated, allowing us to simplify this expression (neglecting logarithmic factors) to be
Γ(ω) = ω
V2
W 2
∫
dΩ
Γ(Ω)
(ω − Ω)2 + Γ(Ω)2 . (53)
One can check that the only power-law scaling that satisfies this self-consistent equation is Γ ∼ ω(V/W )2, confirming
our previous estimate up to logarithmic factors that have been suppressed.
D. Discussion
The analysis of the previous section shows how a combination of Coulomb blockade and dipolar hopping can
give rise to the experimentally observed Γ(ω) ∼ ω for the relaxation of a TLS in an electron glass. The prefactor
(ignoring logarithms) is ξ3(V/W )2, which is not necessarily small, if the typical microscopic hopping amplitude between
adjacent P sites is comparable to the Coulomb interaction between them. This framework also naturally reproduces
the sharpening of the TLS frequency as one increases the temperature up to T ' ω: when delocalization takes
place through coherent tunneling at zero temperature, the finite-temperature corrections usually suppress transport
through decoherence (see, e.g., Ref.25), and furthermore raising temperature increases screening and hence suppresses
the Coulomb interaction.
As mentioned above, the validity of our analysis relied on the assumptions that ξ is small compared to the P − P
spacing and ω is small compared to the typical hopping and interaction scale. These assumptions are not quantitatively
accurate in the experimental regime (close to the metal insulator transition), where ξ becomes large compared to the
P − P spacing, and ω is of the same order as the typical interaction scale between neighboring P dopants. We can
briefly comment on how some version of this mechanism might operate closer to the metal-insulator transition. There
are two essential ingredients: (i) hopping of dipolar excitations among electron-hole pairs and (ii) the enhancement of
phase space for active resonant pairs due to Coulomb blockade. As one approaches the metal-insulator transition, the
picture of well-separated dipoles breaks down: rather, one has a much more densely connected network of overlapping
electron-hole pairs. Nevertheless, an excitation at frequency ω can only hybridize with states that are at frequency
' ω, and (by Mott’s argument) the matrix element for this cannot exceed ω. Thus, the ω-dependence of decay rates
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should persist. As ξ increases past unity, however, the Coulomb blockade effect becomes less effective; naively, one
should replace V in Eq. (50) by the charging energy V/ξ3. Also, the bandwidth W is increasingly dominated by kinetic
energy, so V/W decreases as a consequence. These considerations are consistent with the dimensional argument in
the main text. Thus, dipolar relaxation seems consistent with the observed trends near the metal-insulator transition,
though we have not been able to perform a controlled calculation in that regime.
Our discussion so far has been limited to estimating the lifetime of a single particle-hole excitation in an electron
glass (i.e., the T1 time). We now turn to two other issues: the relation between the dipole lifetime and the lifetime of
the single-particle Green’s function, and the relation between T1 and T2 times.
1. Electron lifetime vs. dipole lifetime
The calculation outlined above gives the lifetime of an elementary dipole in an electron glass. The question of
whether a quasiparticle is sharp, however, is normally phrased in terms of the decay rate of the single-electron Green’s
function, probed, for example, by tunneling an electron into the system. In translationally invariant Fermi liquids
the two quantities are effectively the same; momentum and energy conservation forbid the particle from recombining
with its hole, so they relax separately as if they were injected excitations. In the Fermi glass, by contrast, the lack of
momentum conservation allows the particle and hole to recombine.
We now briefly comment on what happens if one injects an electron into the electron glass. In the Mott regime,
this calculation is straightforward; the electron relaxes into two particles and a hole. Since all three final states must
lie within ω of the Fermi level, and there are two free energies, the phase space scales as ω2. Therefore the lifetime of
an injected particle is parametrically longer than that of a dipole: it scales as ω−3. In the Shklovskii-Efros regime this
question is much more delicate, owing to the presence of the Coulomb gap: we do not address this question here, but
remark that a similar separation of scales seems possible. As noted in the main text, we are treating the particle-hole
lifetime rather than the injected-particle lifetime as the fundamental quantity, since this is the relevant low energy
excitation for an isolated system.
2. Thermal effects, spectral diffusion, and T1 vs. T2
Within our zero-temperature theory the processes responsible for T1 and T2 are the same, so we expect these
quantities to be related by some simple scale factor; this is indeed what we observe. However, the trends with
increasing temperature are different: T1 grows with temperature, while T2 remains roughly constant (so the ratio T1/T2
increases). A natural interpretation is that this approximate temperature-independence comes from a competition
between the increasing T1 time and the opening of thermal dephasing channels.
Another potential relaxation channel is spectral diffusion13. The essential idea behind spectral diffusion is that
the splitting of a particular TLS is a time-varying quantity, undergoing stochastic fluctuations with “amplitude” ∆ω
and correlation time τ . When the correlation time is sufficiently short, we expect that the energy splitting of a
TLS fluctuates at a rate ∼ ∆ω2τ4. Note that this rate decreases as τ gets shorter: this is analogous to “motional
narrowing,” where rapid fluctuations in the environment get averaged out. If τ were to decrease with temperature,
while ∆ω stayed roughly constant, spectral diffusion may give rise to lifetimes that increased with temperature. As
we will discuss below, the natural physical mechanisms for spectral diffusion have the frequency amplitude increasing
as its correlation time decreases, so the predicted lifetime shortens as the system is heated up.
Two possible mechanisms for noise on a particular resonant pair are phonons and dipolar fluctuations of other
resonant pairs. As we have already discussed, effects due to phonons should be strongly suppressed at low frequency
and temperature, in a manner inconsistent with our observations. We now turn to interactions among resonant pairs.
A given resonant pair is surrounded by thermally fluctuating pairs with typical energy (and lifetime) ∼ T . When
~ω . kBT , each such fluctuation is large compared with the splitting of the TLS; therefore, in this regime one cannot
think of a TLS as having a stable splitting E . Rather one must work in the z basis of Eq. (44), and consider incoherent
transitions due to the hopping. In this regime, any specific level fluctuates over a range ∼ T on a timescale ∼ 1/T , so
the decay rate is not strongly frequency dependent but scales as T ; this is inconsistent with our observations. Another
way to see this is as follows: the lifetime of a dipole at temperature T scales as 1/T , but because the interaction
scales as inverse volume, the strength of the noise generated by nearby dipoles at temperature T also scales as T , so
∆ω2τ ∼ T .
In addition to energy decay, spectral diffusion potentially gives rise to dephasing. This is because the rate of phase
accumulation depends on the energy of the excitation, and if the energy is fluctuating about some mean, then the
rate of phase accumulation is also fluctuating. Very roughly, fluctuations in the energy of the excitation lead to a
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random walk in the phase, and by the central limit theorem, if the line broadening from spectral diffusion is ∼ kBT ,
then the rate of dephasing from spectral diffusion goes ∼ √kBT .
It is worth emphasizing that the line broadening and the dephasing rate arising from spectral diffusion are both
increasing functions of temperature. In contrast, we measure that the energy relaxation rate is a decreasing function
of temperature, and the dephasing rate is approximately temperature independent. Although it could be that more
complicated models of spectral diffusion that incorporate the effects of temperature dependent screening do describe
the data, simple models of spectral diffusion do not describe our data. We will also mention that despite these
arguments, it could still be quite interesting to try to measure the spectral diffusion directly via the multi-pulse 2DCS
experiments6. Accepted protocols for measuring spectral diffusion exist in molecular systems that could be adapted
to the THz 2DCS. These will be topics for further study.
E. Summary
We end this discussion of relaxation rates with a brief summary. Many natural potential mechanisms—such as
thermal noise, spectral diffusion, Joule heating, and electron-phonon interactions—do not seem to be relevant to the
physics in the regimes we are probing. In some cases this can be seen a priori, in other cases because these mechanisms
do not fit the data. The remaining candidate is the Coulomb interaction. We know that Coulomb interactions affect
the response of the system in the frequency range being probed (this is evident, for example, in the Shklovskii-Efros
dependence of conductivity in Fig. 2 of the main text). We argued that these interactions give rise to relaxation via
a continuum of dipoles, made up of localized pairs of single-particle orbitals; the relaxation rate goes as Γ1 ∼ ω, as
observed in the experiment. This dipolar theory (developed for low frequency response in deeply localized systems)
is not well controlled in the experimental parameter regime, which probes intermediate frequencies in systems near
the metal-insulator transition. However, it is consistent with the experimental phenomenology at low temperatures.
Extending this theory of dipolar relaxation near the metal-insulator transition and to finite temperatures is an
interesting task for future work.
∗ Electronic address: npa@jhu.edu
1 Hirori, H., Doi, A., Blanchard, F. & Tanaka, K. Single-cycle terahertz pulses with amplitudes exceeding 1 MV/cm generated
by optical rectification in LiNbO3. Applied Physics Letters 98, 091106 (2011).
2 Woerner, M., Kuehn, W., Bowlan, P., Reimann, K. & Elsaesser, T. Ultrafast two-dimensional terahertz spectroscopy of
elementary excitations in solids. New J. Phys. 15, 025039 (2013).
3 Lu, J. et al. Coherent Two-Dimensional Terahertz Magnetic Resonance Spectroscopy of Collective Spin Waves. Phys. Rev.
Lett. 118, 207204 (2017).
4 Hamm, P. & Zanni, M. Concepts and Methods of 2D Infrared Spectroscopy (Cambridge University Press, 2011).
5 Mukamel, S. Principles of Nonlinear Optical Spectroscopy (Oxford University Press, New York, 1995).
6 Hamm, P. Principles of nonlinear optical spectroscopy: A practical approach or: Mukamel for dummies (2005).
7 Kuehn, W., Reimann, K., Woerner, M., Elsaesser, T. & Hey, R. Two-Dimensional Terahertz Correlation Spectra of Electronic
Excitations in Semiconductor Quantum Wells. J. Phys. Chem. B 115, 5448–5455 (2011).
8 Wan, Y. & Armitage, N. Resolving Continua of Fractional Excitations by Spinon Echo in THz 2D Coherent Spectroscopy.
Phys. Rev. Lett. 122, 257401 (2019).
9 Choi, W., Lee, K. H. & Kim, Y. B. Theory of Two-Dimensional Nonlinear Spectroscopy for the Kitaev Spin Liquid. Phys.
Rev. Lett. 124, 117205 (2020).
10 Helgren, E., Armitage, N. P. & Gru¨ner, G. Electrodynamics of a Coulomb Glass in n-Type Silicon. Phys. Rev. Lett. 89,
246601 (2002).
11 Helgren, E., Armitage, N. P. & Gru¨ner, G. Frequency-dependent conductivity of electron glasses. Phys. Rev. B 69, 014201
(2004).
12 Gopalakrishnan, S. et al. Low-frequency conductivity in many-body localized systems. Physical Review B 92, 104202 (2015).
13 Galperin, Y., Gurevich, V. & Parshin, D. Chapter 3 - Non-Ohmic Microwave Hopping Conductivity. In Pollak, M. &
Shklovskii, B. (eds.) Hopping Transport in Solids, vol. 28 of Modern Problems in Condensed Matter Sciences, 81 – 123
(Elsevier, 1991).
14 Brockhouse, B. N. Lattice vibrations in silicon and germanium. Phys. Rev. Lett. 2, 256–258 (1959).
15 Beltukov, Y., Fusco, C., Tanguy, A. & Parshin, D. Transverse and longitudinal vibrations in amorphous silicon. In Journal
of Physics: Conference Series, vol. 661, 012056 (IOP Publishing, 2015).
16 Altshuler, B. L., Kravtsov, V. E., Lerner, I. V. & Aleiner, I. L. Jumps in current-voltage characteristics in disordered films.
Physical review letters 102, 176803 (2009).
17 Efros, A. & Shklovskii, B. Coulomb gap and low temperature conductivity of disordered systems. J. Phys. C 8, L49 (1975).
18 Mott, N. & Davis, E. Electronic processes in non-crystalline materials (Clarendon Press Oxford, 1979).
22
19 Shklovskii, B. & Efros, A. Phononless hopping conduction in disordered systems. Zh. Eksp. Theor. Fiz 81, 406 (1981).
Engl. transl.: Sov. Phys.-JETP 54, 218 (1981).
20 Burin, A. & Kagan, Y. Low-energy collective excitations in glasses. new relaxation mechanism for ultralow temperatures.
Zh. Eksp. Teor. Fiz 106, 633–647 (1994).
21 Burin, A. L. Energy delocalization in strongly disordered systems induced by the long-range many-body interaction. arXiv
preprint cond-mat/0611387 (2006).
22 Yao, N. Y. et al. Many-Body Localization in Dipolar Systems. Phys. Rev. Lett. 113, 243002 (2014).
23 Levitov, L. Absence of localization of vibrational modes due to dipole-dipole interaction. EPL (Europhysics Letters) 9, 83
(1989).
24 Abou-Chacra, R., Thouless, D. & Anderson, P. A selfconsistent theory of localization. Journal of Physics C: Solid State
Physics 6, 1734 (1973).
25 Fisher, M. P. A. & Zwerger, W. Quantum Brownian motion in a periodic potential. Phys. Rev. B 32, 6190–6206 (1985).
