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Abstract
Bickel and Chen (2009) developed a general framework to establish consistency of community detection
in stochastic block model (SBM). In most applications of this framework, the community label is discrete.
For example, in (Bickel and Chen, 2009; Zhao et al., 2012) the degree corrected SBM is assumed to have
a discrete degree parameter. In this paper, we generalize the method of Bickel and Chen (2009) to give
consistency analysis of maximum likelihood estimator (MLE) in SBM with continuous community label. We
show that there is a standard procedure to transform the || · ||2 error bound to the uniform error bound || · ||∞.
We demonstrate the application of our general results by proving the uniform consistency (strong consistency)
of the MLE in the exponential network model with interaction effect. As far as we know, this is yet unknown.
Unfortunately, in the continuous parameter case, the condition ensuring uniform consistency we obtained is
much stronger than that in the discrete parameter case, namely nµ5
n
/(log n)8 → ∞ versus nµn/ log n → ∞.
Where nµn represents the average degree of the network. But continuous is the limit of discrete. So it is
not surprising as we show that by discretizing the community label space into sufficiently small (but not too
small) pieces and applying the MLE on the discretized community label space, uniform consistency holds
under almost the same condition as in discrete community label space. Such a phenomenon is surprising since
the discretization does not depend on the data or the model. This reminds us of the thresholding method.
Another purpose of this paper is to investigate whether the uniform consistency condition in the continuous
community label case is necessarily stronger than that in the discrete parameter case. We did not find a
numerical example confirming this. However, a numerical experiment shows that the uniform error bound and
the mean square error bound of the MLE, approximated by the gradient decent algorithm, are not reduced
by strengthening the stopping criterion. This coincides with the result that running the MLE on a subset of
the parameter space reduces the uniform error bound.
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2
1 Introduction
SBM is one of the most popular network model, not only because of its simplicity, but also for the following reasons.
First, it well fits a lot of real world data in the following fields,social network (Holland and Leinhardt, 1981;
Newman et al., 2002; Robins et al., 2009) (notably, Holland and Leinhardt (1981) first proposed SBM), biology
Rohe et al. (2011), gene regulatory network (Schlitt and Brazma, 2007; Pritchard et al., 2000), image processing
(Shi and Malik, 2000; Sonka et al., 2008). Second, the model is a nice tool to investigate community detection
algorithms from the theoretical perspective. (Dyer and Frieze, 1989; Jerrum and Sorkin, 1998; Condon and Karp,
2001) are early works in this stream. Although their focus is the algorithmic aspects of the min-bisection problem.
Later a vast amount of research is carried out to study and compare the performance of various community
detection algorithms on SBM. Roughly speaking, these algorithms can be divided into the following categories.
Modularity algorithm (Newman and Girvan, 2004) etc, likelihood algorithm (Bickel and Chen, 2009; Choi et al.,
2012; Amini et al., 2013; Celisse et al., 2012) etc, and most importantly, spectral algorithm (Chatterjee et al.,
2011; Balakrishnan et al., 2011; Jin, 2015; Sarkar and Bickel, 2013; Krzakala et al., 2013) etc.
Notably, Bickel and Chen (2009) provided a general framework to check the consistency of community de-
tection. It was further extended by (Zhao et al., 2012) to establish consistency of many community detection
algorithms in more general models. These algorithms include maximum likelihood estimation and various mod-
ularity methods. The technique is mainly based on finite covering method and concentration inequality. This
approach is also employed to establish consistency of spectral clustering (Lei et al., 2015). Most of works concern-
ing consistency of parameter estimation in SBM focused on discrete community label (finitely many blocks). A few
exceptions include: (Yan et al., 2015) dealing with exponential network model; (Xu et al., 2014),(Jog and Loh,
2015) dealing with SBM with edge label (edge weight); and (Jin et al., 2016) studying mixed membership. The
general picture is still lack. Whether uniform consistency and weak consistency holds in SBM with continuous
membership under similar condition as that in discrete membership case? On the surface, continuous community
label space is simply the limit of discrete community label space. However, the uniform consistency (strong con-
sistency) condition we obtained in continuous community label space is stronger than that in discrete community
label space. It is not clear if such gap is inevitable.
1.1 Outline
The paper is organized as follows. We define the SBM in section 1.2 and introduce notations in section 1.3. In
section 2 we define uniform consistency and weak consistency. In section 2.1 we first give the condition of weak
consistency and uniform consistency for the exponential network model. As in (Bickel and Chen, 2009; Zhao et al.,
2012), the condition is about the density (average connection probability) of the network. Then in section 2.1
we present results for weak consistency and uniform consistency in the general SBM. The condition for weak
consistency is slightly stronger than that in the discrete community label space. However, the uniform consistency
condition we obtained is much stronger than that in the discrete community label space in (Bickel and Chen, 2009;
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Zhao et al., 2012). We are not clear if the condition is necessarily stronger. However, continuous is the limit of
discrete. Therefore, it is not surprise as we show in section 2.3 that by discretizing the community label space and
applying the MLE on the discretized community label space, the condition ensuring uniform consistency is almost
the same as that in discrete community label space in (Bickel and Chen, 2009; Zhao et al., 2012). In section 3.1,
we present our simulation results. They show that our theoretical results are possibly far from the truth. First, we
run gradient decent algorithm for the MLE in the exponential network model. The results indicate that the error
of the MLE is asymptotically normal and uniformly consistent. We have not found an example verifying that the
condition ensuring uniform consistency in continuous community label space is necessarily stronger than that in
the discretized community label space. But our second experiment shows that the performance of the gradient
decent algorithm, measured by the uniform error bound, can be reduced by relaxing the stopping criterion. This
is an evidence that the MLE can be overfitting.
1.2 Model description
A network of size n is determined by n(n− 1)/2 variables Yij ∈ S, i < j ≤ n. Yij represents the connection type
between node i, j. For an undirected network S = {0, 1}; for a directed network S = {0, 1}2. More complicated
state space is possible (Lelarge et al., 2015). In all these settings, there exists an element 0 ∈ S indicating ”no
connection”. In a stochastic block model (SBM), each node i is assigned a latent type ηi. Conditional on η,
Yij are mutually independent, and P(Yij = y|η) = Θij(y;ηi,ηj ,ρ, µn) where ρ is the model parameter and nµn
reflects the order of average degree. In a typical SBM consisting of K communities, ηi ∈ {1, 2, · · · ,K} represents
the community label of i and ρ is a K ×K matrix characterizing the between community connection probability.
In this paper, we study the case where ηi can be continuous variable. In many settings, the network is somewhat
sparse, which requires Θij to scale with the network size n. We set
Θij(y;ηi,ηj ,ρ, µn) = µnf(y;ηi,ηj ,ρ) if y 6= 0; (1)
Θij(0;ηi,ηj ,ρ, µn) = 1−
∑
y
Θij(y;ηi,ηj ,ρ, µn),
where f is a fixed function. Model (1) clearly includes the traditional SBM (finitely many communities), degree-
corrected SBM and a special case of the exponential network model (see section 2.1 or (Yan et al., 2015)). In
many settings, there is a model identification problem concerning µn. We restrict on two settings of µn:
• nµn is the average ”degree”, i.e., µn = P(Yij 6= 0);
• µn is known and represents a level of density of the network say, µn = lognn , µn = 1 etc.
In both cases we write µn for the estimator of µn. There may also be a model identification problem concerning
η,ρ. For example, in the SBM with finitely many blocks, a permutation of community labels gives the same
model. For two parameters η,ρ and η′,ρ′, we write η,ρ ∼= η′,ρ′ if for all i, j ≤ n, Θij(·;ηi,ηj ,ρ, µn) =
4
Θij(·;η′i,η′j ,ρ′, µn). We say a parameter η,ρ is true iff η,ρ ∼= η∗,ρ∗. Where η∗,ρ∗ are realized true parameter.
In the following text, we denote by η∗,ρ∗, µ∗n any true values of η,ρ, µn. Two major tasks in network data
analysis are community detection— estimating η, and parameter estimation —estimating ρ. We call them both
parameter estimation since we regard η also as parameters. Clearly, the log likelihood function is,
ℓ(Y;η,ρ, µn) =
∑
i<j≤n
logΘij(Yij ;ηi,ηj ,ρ, µn).
We define the maximum likelihood estimator, namely ηˆ, ρˆ, to be the maximizer of ℓ(Y;η,ρ, µn).
1.3 Notations
Let Y denote the vector (· · · , Yij , · · · ), i < j ≤ n, Yi denote the vector (Yi1, Yi2, · · · , Yin). For a random
variable W with distribution pθ, write Eθ′(W ) for EW∼pθ′ (W ); write EW (g(W )) (V arW (g(W ))) to denote the
expectation (variation) with respect to W (when no ambiguity is made the subscript is omitted). For any vector
v ∈ Rn, let v−i denote the vector (v1, · · · , vi−1, vi+1, · · · , vn); abusing the notation, for any real x write v+ x for
(v1 + x, · · · , vn + x); for a sequence X ∈ {0, 1}n, write ||v||p,X for (
∑
i:X(i)=1
|vi|p) 1p .
Let
ℓi(Yi;η,ρ, µn) =
∑
j≤n
logΘij(Yij ;ηi,ηj ,ρ, µn), (2)
ℓij(Yij ;η,ρ, µn) = logΘij(Yij ;ηi,ηj ,ρ, µn).
We write ρˆ, ηˆ for the MLE of the parameters if not claimed otherwise.
For two sequences an, bn, we write an = Ω(bn) iff bn = O(an); an = Θ(bn) iff an = O(bn), bn = O(an).
For two sequences of function an(x), bn(x) we say an(x) = O(bn(x)) uniformly in x iff there exists C such that
an(x) ≤ Cbn(x) for all x, and similarly for Ω, Op, op notation.
2 Main Result
In the finite block setting, there are two main concepts of consistency for community detection, weak consistency
and uniform consistency (strong consistency). The weak consistency means that with large probability, the
estimator of latent types is mostly correct. The uniform consistency means that with large probability, the
estimator of latent types is all correct. In the continuous parameter setting, the appropriate measure for weak
and uniform consistency are || · ||p norm and || · ||∞ norm where 0 < p < ∞. In particular, we adopt || · ||2 as
the weak consistency measure. i.e., ηˆ is weak consistent iff inf
η,ρ true
||ηˆ − η||2 p−→ 0; ηˆ is uniform consistent iff
inf
η,ρ true
||ηˆ − η||∞ p−→ 0
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2.1 Consistency in exponential network model
For a directed network model write aij = 1 to indicate the existence of an edge from i to j. The exponential
network model with interaction effect we study is a directed network model with each node’s latent type being
αi, βi ∈ R. The distribution of Yij = (aij , aji), given αi, βi, i ≤ n, ρ ∈ R, is as follows:
g(aij , aji;αi, βi, αj , βj , ρ) (3)
=
1
Z(αi, βi, αj , βj , ρ)
exp
{[
(αi + βj)aij + (βi + αj)aji
]
+ ρaijaji
}
.
In this model we set µ∗n = 1. There is clearly a model identification problem. The models defined by (α,β, ρ)
and (α − x,β + x, ρ) are identical for all x ∈ R. Thus, without loss of generality, we assume α∗1 = αˆ1 = 0. For
the exponential model without interaction effect (i.e., ρ = 0), Yan et al. (2015) verified the uniform consistency
and Yan et al. (2016) even proved the asymptotic normality of the MLE by analysing the inverse of the sample
covariance matrix. The following theorem 2.1 verifies the ”weak consistency” of the MLE in model (3).
Theorem 2.1. Suppose α∗i , β
∗
i , ρ
∗ are uniformly bounded within [−B,B]. Set ∆α = 1
n
∑
i≤n
(αˆi − α∗i ),∆β =
1
n
∑
i≤n
(βˆi − β∗i ). Then we have:
• (ρˆ− ρ)2 = Op(n− 12 (log n)2);
• (∆α+∆β)2 = Op(n− 12 (logn)2);
• ||αˆ−α∗ −∆α||22 + ||βˆ − β∗ −∆β||22 = Op(n
1
2 (logn)2).
As we show in the proof in appendix, uniform consistency can be obtained from the ”weak consistency”.
Theorem 2.2. Suppose α∗i , β
∗
i , ρ
∗ are uniformly bounded within [−B,B]. Then we have:
||αˆ−α∗||∞ + ||βˆ − β∗||∞ = Op(n− 18
√
log n).
Both theorem 2.1,2.2 are conclusions of more general theorems given in subsection 2.2.
2.2 A general result on uniform consistency
We make the following regular and bounding assumption on f and Bi.
Assumption 2.3.
1. There exists a compact subset of Rd, B, with Bi ⊆ B for all i ≤ n and ρ ∈ B.
2. For some constant 0 < c ≤ C, c ≤ f(y;ηi,ηj ,ρ) ≤ C for all ηi ∈ Bi,ηj ∈ Bj,ρ ∈ B, y ∈ S − 0.
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3. There exists a constant C3 such that for any η
′,ρ′, η′′,ρ′′:
∑
i<j≤n
||f(·;η′i,η′j ,ρ′)− f(·;η′′i ,η′′j ,ρ′′)||22 ≥ C3 · inf
η,ρ∼=η
′′
,ρ
′′
{ ||η′ − η||22 + n||ρ′ − ρ||22 }.
4. For some constant C1 > 0,
∣∣∣∣∂f(y,ηi,ηj ,ρ)
∂ηi
∣∣∣∣
2
,
∣∣∣∣∂f(y,ηi,ηj ,ρ)
∂ηj
∣∣∣∣
2
,
∣∣∣∣∂f(y,ηi,ηj ,ρ)
∂ρ
∣∣∣∣
2
,
∣∣∣∣∂2f(y,ηi,ηj ,ρ)
∂η2i
∣∣∣∣
2
,
∣∣∣∣∂2f(y,ηi,ηj ,ρ)
∂η2j
∣∣∣∣
2
,∣∣∣∣∂2f(y,ηi,ηj ,ρ)
∂ρ2
∣∣∣∣
2
< C1 for all ηi ∈ Bi,ηj ∈ Bj,ρ ∈ B, y ∈ S − {0}. Here the second derivative of f is
regarded as a d2 length vector.
5. There exists C2 such that for any any true parameter η
∗,ρ∗, any i ≤ n, any ηi ∈ Bi,
∑
j 6=i
||f(·;ηi,η∗j ,ρ∗)− f(·;η∗i ,η∗j ,ρ∗)||2 ≥ C2n · ||ηi − η∗i ||22.
Assumption 5 means that the latent type of an individual has an significant impact on the profile of connection
probability. Assumption 3 is identification assumption. In (Zhao et al., 2012) it is required that the criteria (which
is log likelihood function in this paper) is uniquely maximized over the space of parameters. These two assumptions
together resemble the assumption (c) and (*) in (Zhao et al., 2012) section 4. In many papers, latent type η is
random. In these settings, it is not necessary that assumption 3 and 5 are satisfied with probability 1. But it
is usually satisfied with large probability. Assumption 2 reflects a balance property of the network. It means
that there is no node that has too large or too small degree. Technically, this assumption guarantee that the
criteria we used, namely the log likelihood function, is Lipschitz continuous in η,ρ. So this assumption resembles
assumption (a) in (Zhao et al., 2012) section 4. Assumption 1, 4 are regular assumptions. Such assumptions
appeared frequently in the literature (see also assumption (b) in (Zhao et al., 2012) section 4).
Theorem 2.4. Suppose the model satisfy assumption 2.3 item (1)(2). If (log n)2 = o(nµ∗n) then there exists true
parameter η∗,ρ∗ such that:
∑
i<j≤n
||f(·; ηˆi, ηˆj , ρˆ)− f(·;η∗i ,η∗j ,ρ∗)||22 = Op(n
3
2 (µ∗n)
− 1
2 (log n)2). (4)
Here f(·;ηi,ηj ,ρ) is regarded as a vector in [0, 1]|S−{0}|. Theorem 2.4 says that the MLE well fits the profile
of connection probability if (logn)4 = o(nµn), and the average prediction error is of order
(logn)2√
nµn
. While it is also
important to know to what extent can the network data predict the latent type. In many model settings, the latent
type η is not just an auxiliary variable. Inferring the latent type from the network data, known as community
detection, is an important task for its own sake. The following corollary establishes the weak consistency of the
MLE in model (1) and follows directly from theorem 2.4.
Corollary 2.5. Assume the model satisfies assumption 2.3 item (1)(2)(3). If (log n)2 = o(nµ∗n) then we have:
inf
η,ρ is true
{ ||ηˆ − η||22 + n||ρˆ− ρ||22 } = Op(n 12 (µ∗n)− 12 (log n)2). (5)
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Corollary 2.5 verifies the weak consistency of the MLE under the condition that 1) the model does not suffer
from serious model identification problem. i.e., if assumption 2.3 item (3) is satisfied; and 2) (log n)4 = o(µnn).
Note that the condition ensuring the weak consistency, namely (logn)4 = o(µnn), is slightly stronger than that
in the discrete parameter case, namely 1 = o(µnn) (Zhao et al., 2012). As we show in the following theorem 2.6,
there is a standard way to transform the || · ||2 error bound into the uniform error bound.
Theorem 2.6. Assume the model satisfies assumption 2.3 item (2)(4)(5). For any true parameter η∗,ρ∗, let∑
i≤n
||ηˆi − η∗i ||22 = ∆η, ||ρˆ− ρ∗||22 = ∆ρ. Then we have,
sup
i
||ηˆi − η∗i ||22 = Op(n−
1
2∆
1
2
η (µ
∗
n)
−1 logn+
√
∆ρ logn+ n
− 1
2 (µ∗n)
− 1
2 (log n)
3
2 ). (6)
We emphasize that theorem 2.6 take advantage of ηˆ, ρˆ being a MLE. Many community detection methods
estimate the latent type by maximizing some criterion. The criterion in the MLE is the log likelihood. Our
method can be generalized to establish consistency of criterions other than log likelihood (see also Zhao et al.
(2012) section 2). Combine corollary 2.5 with theorem 2.6 we obtain the following uniform consistency condition.
Corollary 2.7. Assume the model satisfies assumption 2.3 item (1)-(5). If (logn)2 = o(nµ∗n) then we have:
inf
η is true
{
sup
i
||ηˆi − ηi||22
}
= Op(n
− 1
4 (µ∗n)
− 5
4 (logn)2).
Thus if
n
1
5 µ∗n
(logn)
8
5
→∞ then the MLE is uniformly consistent.
Corollary 2.7 follows directly from theorem 2.6 and corollary 2.5. Its proof is omitted. The uniform consistency
condition we obtained in the continuous parameter case is much stronger than that in the discrete parameter
case. Namely, n
1
5µn/(logn)
8
5 → ∞ (corollary 2.7) versus nµn/ logn → ∞ (Zhao et al., 2012). It is not known
whether the condition is necessarily stronger. Our guess is yes. However, none of our experiments confirm this.
On the other hand, we do discover an overfitting phenomenon of the MLE in an experiment. The uniform error
bound can be reduced when the stopping criterion of the optimization algorithm is relaxed. Therefore we propose
the following open question.
Question 2.8. Is the MLE in model (1) of η uniformly consistent if (logn)K = o(µnn)? Where K is some
constant.
Intuitively, continuous parameter space is nothing but the limit of discrete parameter space. Therefore it is
natural to discretize the parameter space into sufficiently small (but not too small) pieces and apply the MLE on
the discretized parameter space. We show in the next subsection that by doing so, uniform consistency condition
becomes almost the same as that in the discrete parameter space.
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2.3 Improve uniform consistency by discretization
A discretization of B1×· · ·×Bn×B is simply a subset B˜1×· · ·×B˜n×B of B1×· · ·×Bn×B where each B˜i is a finite
set. The discretized parameter space B˜1×· · ·×B˜n×B may include none of the true parameters. In this section we
show that uniform consistency of the following algorithm holds (corollary 2.12): first discretize B1× · · · ×Bn×B
with appropriately fineness (see (7)), then perform MLE over the discretized parameter space. We define the
pseudo true parameter as the maximizer of the expected log likelihood function over B˜1 × · · · × B˜n ×B, denoted
by η˜∗, ρ˜∗. The following quantities characterize the fineness of the discretized parameter space B˜1× · · ·× B˜n×B:
δ′n = sup
i≤n,ηi
inf
η˜i∈B˜i
||ηi − η˜i||2 (7)
δn = inf
{ ||η˜i − η˜′i||2 : η˜i 6= η˜′i ∈ B˜i, i ≤ n}.
We allow the fineness to scale with n. Assume that the discretized parameter space B˜i is finite and δ′n, δn > 0.
We first show that the pseudo true parameter is closed to the true parameter.
Proposition 2.9. 1. Assume the model satisfies assumption 2.3 item (2)(3)(4). We have, there exists a
constant C4 > 0, for any pseudo true parameter η˜
∗, ρ˜∗, there exists a true parameter η∗,ρ∗ such that,
||η˜∗ − η∗||22 ≤ C4nδ′2n , ||ρ˜∗ − ρ∗||22 ≤ C4δ′2n .
2. Assume the model satisfies assumption 2.3 item (4)(5). There exists a constant C5 > 0 such that for any
pseudo true parameter η˜∗, ρ˜∗, any true parameter η∗,ρ∗, let ∆η = ||η˜∗ − η∗||22,∆ρ = ||ρ˜∗ − ρ∗||22, we have:
sup
i
||η˜∗i − η∗i ||22 ≤ C5(δ′2n +
∆η
n
+∆ρ).
Thus if the model satisfies assumption item (2)-(5), then there exists some constant C6, such that for any
pseudo true parameter η˜∗, ρ˜∗, there exists a true parameter η∗ with:
sup
i
||η˜∗i − η∗i ||22 ≤ C6δ′2n .
Consider the MLE restricted on the discretized parameter space, i.e., the maximizer of the likelihood function
over the discretized parameter space, namely ˆ˜η, ˆ˜ρ. It is easy to see that item (1)-(4) of assumption 2.3 hold for
the discretized parameter space if they hold for the original parameter space. So theorem 2.4 and corollary 2.5
holds for the discretized parameter space with true parameter replaced by pseudo true parameter. Therefore,
using corollary 2.5 and proposition 2.9 conclusion (2), the following weak consistency result follows directly and
its proof is omitted.
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Corollary 2.10. Assume the model satisfies assumption 2.3 item (1)-(4). If (log n)2 = o(nµ∗n) then we have:
inf
η,ρ is true
{ || ˆ˜η − η||22 + n|| ˆ˜ρ− ρ||22 } = Op(n 12 (µ∗n)− 12 (logn)2) +O(nδ′2n ).
Thus if, in addition, (log n)4 = o(nµn) and δ
′
n → 0 the MLE on the discretized parameter space is weak consistent.
The || · ||2 error bound of the MLE on the discretized parameter space is worse than that on the original space.
In contrast, in what follows, we show that the uniform error bound is reduced in the discretized parameter space.
Theorem 2.11. Assume the model satisfies assumption 2.3 item (1)-(4) and item (5) with true parameter replaced
by pseudo true parameter. Let s = |S|. If for a given constant ε > 0, it holds that with probability at least 1− ε
there exists pseudo true parameter η˜∗, ρ˜∗ with
|| ˆ˜η − η˜∗||22 <
nδ3n
2e3Cs
√
dCεCB
, logn
√
|| ˆ˜η − η˜∗||22
n
+ logn
√
|| ˆ˜ρ− ρ˜∗||22 +
(log n)
3
2√
nµ∗n
<
δn
2Cε
, where Cε is the constant in lemma 5.3, then with probability at least 1−ε− 1n2 there exists pseudo true parameter
η˜
∗ with ˆ˜η = η˜∗.
By theorem 2.11 and proposition 2.9, uniform consistent estimator can be obtained by first discretizing the
parameter space and then applying the MLE on the discretized parameter space. Since the discretization is
artificial and the pseudo true parameter is closed to the true parameter, assumption 2.3 item 5 is likely to hold
for the discretized parameter space. Furthermore, theorem 2.4, 2.11, proposition 2.9 together give the optimal
discretization parameter δn, δ
′
n, i.e., δ
′
n = Θ(δn), δn = Θ
(
n−
1
6 (µ∗n)
− 1
6 (logn)
4
3
)
.
Corollary 2.12. Assume the model satisfies assumption 2.3 (1)-(4) and item (5) with true parameter replaced
by pseudo true parameter. Assume the discretization satisfies: δ′n = Θ(δn), δn = Θ
(
n−
1
6 (µ∗n)
− 1
6 (logn)
4
3
)
. If
(logn)2 = o(nµ∗n), then we have:
inf
η is true
{
sup
i
|| ˆ˜ηi − η||22
}
= Op(n
− 1
3 (µ∗n)
− 1
3 (logn)
8
3 ). (8)
Thus uniform consistency of the MLE on the discretized parameter space in model (1) holds if (logn)8 = o(nµ∗n)
and δ′n = Θ(δn), δn = Θ
(
n−
1
6 (µ∗n)
− 1
6 (logn)
4
3
)
.
The proof of corollary 2.12 follows directly from theorem 2.4, 2.11, proposition 2.9 and is therefore omitted.
3 Simulation
In subsection 3.1 the experiments verify that the MLE is asymptotically normal in the exponential network model
with interaction effect when µn = 1. In subsection 3.2, we check if the uniform consistency holds under weaker
condition than that in corollary 2.7. The experiment results incline a positive answer. In subsection 3.3, we show
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that the MLE can be overfitting. Both uniform error bound and mean square error bound are not reduced when
the stopping criterion, which we used in the optimization algorithm approximating the MLE, is strengthen.
We employ the exponential network model with interaction effect in all experiments. To approximate the
MLE, we use a combination of gradient descent (or Newton-Raphson) and coordinate descent. We iteratively
update the estimated parameter η,ρ until a certain stopping criterion is satisfied. In each round of iteration, we
update parameters ηi, i = 1, · · · , n and ρ one by one (coordinate descent). To update ηi, we either use gradient
descent to maximize (with respect to ηi) the log likelihood, or use Newton-Raphson to find a zero of the partial
derivative of the log likelihood (with respect to ηi). Both methods yield a sub-iteration. The sub-iteration is
stopped until certain sub-stopping-criterion is satisfied. The details are given in each subsection.
3.1 Asymptotic normality
In this experiment, we check the asysmptotic normality of MLE in model (3). We use the following algorithm to
approximate the maximizer of the likelihood:
Algorithm 1 Coordinate descent and Newton-Raphson
α
(0)
i = α
∗
i ;β
(0)
i = β
∗
i ; ρ
(0) = ρ∗;t = 0;
while e(t) < 10−3 do
for i = 1, 2, · · · , n+ 1 do
if i ≤ n then
approximate the zero of ∂ℓi
∂αi
, ∂ℓi
∂βi
by Newton-Raphson method. i.e.,
iteratively update αi, βi as in Newton-Raphson method until the following sub-stopping-criterion is
reached,
ei,s = max{ |αs+1i − αsi |, |βs+1i − βsi | } < 10−4.
Where αsi , β
s
i refers to the updated αi, βi after the s
th iteration.
else i = n+ 1
update ρ in the same way.
end if
end for
Let α(t),β(t), ρ(t) be the parameter vector after the tth round iteration.
Let e(t) = sup
i≤n
{ |α(t)i − α(t−1)i |, |β(t)i − β(t−1)i |, |ρ(t) − ρ(t−1)| }.
t = t+1;
end while
We conduct three groups of experiments corresponding to figure 1,2 and 3 respectively. The parameters in
the three groups are generated in the following way.
1. α1 = 0, µn = 1 (is known); αi(i 6= 1), βi are independent uniformly distributed over [-1,1] and ρ = 0.6.
2. α1 = 0, µn = 1 (is known); αi(i 6= 1), βi are independent standard normal and ρ = 0.3.
3. α1 = 0, µn = 1 (is known); αi ∈ {0.3, 0.7}(i 6= 1) and βi ∈ {0.4, 0.6} are independent and chosen uniformly
at random; ρ = −0.7.
For each group of parameter, we generate networks of size n = 100, 200, 400 by model (3). In each setting 200
11
replications are used. The parameters and the initial value of parameters in the optimization algorithm are fixed
through out all replications. We plot the Q-Q plot comparing the empirical distribution of the following random
variables against the standard normal distribution:
√
n(αˆ2 −α∗2),
√
n(αˆ50 −α∗50),
√
n(αˆ100 −α∗100),
√
n(βˆ1− β∗1 ),
√
n(βˆ50 − β∗50),
√
n(βˆ100 − β∗100) and n(ρˆ − ρ∗). The parameters α1, · · · , α100, β1, · · · , β100 are fixed throughout
all three groups of experiments in order to make the comparison. The results show that the distribution of all
these random variables in all three groups of experiments converge to some normal distribution.
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Figure 1: The Q-Q plots of the error (group 1).
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Figure 2: The Q-Q plots of the error (group 2).
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Figure 3: The Q-Q plots of the error (group 3).
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3.2 Uniform consistency condition
The purpose of this subsection is to check if uniform consistency holds under much weaker condition than that
in corollary 2.7. We conduct one group of experiment, figure 4, on model (3) with µn = 10 · n− 23 being known,
α1 = 0; αi(i 6= 1), βi being independently uniformly distributed over [-1,1] and ρ = 0.3. We use the following
algorithm to approximate the maximizer of the likelihood:
Algorithm 2 Coordinate descent and gradient descent
α
(0)
i = α
∗
i ;β
(0)
i = β
∗
i ; ρ
(0) = ρ∗;t = 0;
while e(t) < 0.05 do
for i = 1, 2, · · · , n+ 1 do
if i ≤ n then
maximize ℓi with respect to αi, βi by gradient descent algorithm, i.e.,
iteratively update αi, βi as in gradient descent algorithm until the following sub-stopping-criterion is
reached:
ei,s = max{ | ∂ℓi∂αi (α
(t−1)
−i ,β
(t−1)
−i , α
s
i , β
s
i , ρ
(t−1), µn)|, | ∂ℓi∂βi (α
(t−1)
−i ,β
(t−1)
−i , α
s
i , β
s
i , ρ
(t−1), µn)| } < 10−3.
Where αsi , β
s
i refers to the updated αi, βi after the s
th iteration and α0i = α
(t−1)
i , β
0
i = β
(t−1)
i .
else i = n+ 1
update ρ in the same way.
end if
end for
Let α(t),β(t), ρ(t) be the parameter vector after the tth round iteration.
Let e(t) = sup
i≤n
{ | ∂ℓi
∂αi
(α(t),β(t), ρ(t), µn)|, | ∂ℓi∂βi (α(t),β
(t), ρ(t), µn)|, | ∂ℓ∂ρ (α(t),β(t), ρ(t), µn)|
}
.
t = t+1;
end while
We generate networks of size n = 400, 1400 and 5000 by model (3). In each setting 30 replications are
used. The parameters and the initial value of parameters in the optimization algorithm are fixed through out all
replications. We use mean square error bound, namely 1
n
∑
i≤n
( |αˆi − α∗i |2 + |βˆi − β∗i |2), as the weak consistency
measure. We use uniform error bound, namely sup
i≤n
{ |αˆi−α∗i |2+ |βˆi−β∗i |2 }, as the uniform consistency measure.
The results show that, both mean square error bound (subfigure 4(a)) and the uniform error bound (subfigure
4(b)) decreases as n increases.
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Figure 4: Consistency under weaker condition
3.3 Overfitting
In this subsection, our results show that the MLE can be overfitting. Because the uniform error bound can be
reduced when the stopping criterion is relaxed. Meanwhile, the mean square error bound is not reduced. We
conduct one group of experiment, figure 4, on the exponential network model (3) with µn = 10 ·n− 23 being known,
α1 = 0; αi(i 6= 1), βi being independently uniformly distributed over [-1,1] and ρ = 0.3. We use the following
algorithm to approximate the maximizer of the likelihood. Let εi, ε
′
i be independent and uniformly distributed
over [-0.5,0.5].
Algorithm 3 Coordinate descent and gradient descent
α
(0)
i = α
∗
i + εi;β
(0)
i = β
∗
i + ε
′
i; ρ
(0) = ρ∗;t = 0;
while e(t) < e do
for i = 1, 2, · · · , n+ 1 do
if i ≤ n then
maximize ℓi with respect to αi, βi by gradient descent algorithm, i.e.,
iteratively update αi, βi as in gradient descent algorithm until the following sub-stopping-criterion is
reached:
ei,s = max{ | ∂ℓi∂αi (α
(t−1)
−i ,β
(t−1)
−i , α
s
i , β
s
i , ρ
(t−1), µn)|, | ∂ℓi∂βi (α
(t−1)
−i ,β
(t−1)
−i , α
s
i , β
s
i , ρ
(t−1), µn)| } < 10−3.
Where αsi , β
s
i refers to the updated αi, βi after the s
th iteration and α0i = α
(t−1)
i , β
0
i = β
(t−1)
i .
else i = n+ 1
update ρ in the same way.
end if
end for
Let α(t),β(t), ρ(t) be the parameter vector after the tth round iteration.
Let e(t) = sup
i≤n
{ | ∂ℓi
∂αi
(α(t),β(t), ρ(t), µn)|, | ∂ℓi∂βi (α(t),β
(t), ρ(t), µn)|, | ∂ℓ∂ρ (α(t),β(t), ρ(t), µn)|
}
.
t = t+1;
end while
We refer to the constant e in the above algorithm as the stopping criterion. We generate networks of size
n = 1000, 2000 by model (3) and test the algorithm for e = 0.08, 0.02. In each setting 30 replications are used. The
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parameters and the initial value of parameters in the optimization algorithm are fixed through out all replications.
Figure 5 shows how mean square error bound (subfigure 5(a)) and uniform error bound (subfigure 5(b)) vary
with stopping criterion e. Both error bounds are not explicitly reduced when e decreases.
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Figure 5: Overfitting
4 Conclusion
Our results confirm that the condition ensuring weak consistency in continuous parameter case is almost the same
as that in discrete parameter case. But the uniform consistency condition we obtained is stronger than that in the
discrete parameter case. It is not clear if the uniform consistency condition in the continuous parameter case is
necessarily stronger than that in the discrete parameter case. Our experiments in section 3.1 show that the MLE
in the exponential network model with interaction effect might be asymptotically normal when µn = 1. This
is stronger than the consistency results we proved. The experiments in section 3.2 also show that it is possible
that uniform consistency condition holds under much weaker condition than that in corollary 2.7. However,
the experiment in section 3.3 shows that relaxing the stopping criterion somehow reduces uniform error bound.
This indicates that in continuous parameter case, MLE may indeed overfit. We take this as an indirect evidence
confirming that the uniform consistency condition in continuous parameter case is necessarily stronger (but may
not be necessarily as strong as that in corollary 2.7). We also show that by applying the MLE on the discretized
parameter space, the uniform consistency condition is almost the same as that in the discrete parameter case.
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5 Proof
5.1 Proof of theorem 2.4
The proof of theorem 2.4 concern bounding the fluctuation of log likelihood on the whole parameter space. We
firstly establish an auxiliary lemma on the fluctuation of the sum of independent discrete random variable.
Lemma 5.1. Suppose Zi, i ≤ m are m independent random variables with |Zi| ≤ Cm. There is a univeral
constant c0 such that for any u, if
|u|∑
i≤m
E[Z2i ]
< c0
Cm
, let Z =
∑
i≤m
Zi, then we have,
P
(∣∣Z − E[Z]∣∣ ≥ u) ≤ exp{− u2
2
∑
i≤m
E[Z2i ]
+
u3
∑
i≤m
E[|Zi|3]
( ∑
i≤m
E[Z2i ]
)3
}
. (9)
Proof. The proof concern Chernoff inequality:
P
(
Z − E[Z] ≤ −u
)
≤ inf
t<0
exp
{
log(E[etZ ])− E[tZ] + tu}. (10)
Note that log(E[etZ ]) =
∑
i≤m
log E[etZi ]. Therefore if |t| < c0
Cm
, by Taylor expansion
log E[etZi ] ≤ tE[Zi] + 1
2
t2 E[Z2i ] + |t|3 E[|Zi|3]. (11)
Set t = − u∑
i≤m
E[Z2i ]
, so |t| < c0
Cm
. Therefore substitute (11) into (10) we have,
P
(
Z − E[Z] ≤ −u
)
≤ exp{− u2
2
∑
i≤m
E[Z2i ]
+
u3
∑
i≤m
E[|Zi|3]
( ∑
i≤m
E[Z2i ]
)3 }. (12)
It is similar to prove the other direction.
Lemma 5.2.
sup
η∈B1×···×Bn,ρ∈B,µn∈[ 1n ,1]
∣∣∣∣ℓ(Y;η,ρ, µn)− E [ℓ(Y;η,ρ, µn) ]
∣∣∣∣ = Op(n 32√µ∗n(logn)2). (13)
Proof. Since B is compact by assumption 2.3 item (1), we cover B1 × · · · × Bn with n2n many points, cover B
with n2 many points, cover [ 1
n
, 1] with n3 many points such that for every η ∈ B1 × · · · × Bn,ρ ∈ B, µn ∈ [ 1n , 1]
there exists a covering point such that the log likelihood on the covering point is close to that on η,ρ ∈ B, µn.
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So it suffices to show that
sup
(η,ρ,µn)∈Bn
∣∣∣∣ℓ(Y;η,ρ, µn)− E [ℓ(Y;η,ρ, µn) ]
∣∣∣∣ = Op(n 32√µ∗n(logn)2), (14)
where Bn is the covering set. By assumption 2.3 item (2) on f and the fact µ
∗
n ≥ 1n , we have:
|ℓij(Yij ;ηi,ηj ,ρ, µn)| ≤ 2 logn, (15)∑
i<j≤n
E
[|ℓij(Yij ;ηi,ηj ,ρ, µn)|3] = O(µ∗nn2(log n)3),
∑
i<j≤n
E
[|ℓij(Yij ;ηi,ηj ,ρ, µn)|2] = Θ(µ∗nn2(log n)2).
Set u = n
3
2
√
µ∗n(log n)
2. Clearly, by condition on µ∗n in theorem 2.4
u∑
i<j≤n
E[|ℓij(Yij ;ηi,ηj ,ρ, µn)|2]
= O(
1√
µ∗nn
) = o(
1
log n
).
So the condition of lemma 5.1 on u is satisfied. Furthermore,
u3
∑
i<j≤n
E[|ℓij(Yij ;ηi,ηj ,ρ, µn)|3]( ∑
i<j≤n
E[|ℓij(Yij ;ηi,ηj ,ρ, µn)|2]
)3 = O(n 12 (µ∗n)− 12 (logn)3). (16)
Therefore by Borel Cantali’s lemma and lemma 5.1,
P
(
sup
(η,ρ,µn)∈Bn
∣∣∣∣ℓ(Y;η,ρ, µn)− E [ℓ(Y;η,ρ, µn) ]
∣∣∣∣ ≥ u
)
(17)
≤ exp
{
O(n logn)− u
2∑
i<j≤n
E[|ℓij(Yij ;ηi,ηj ,ρ, µn)|2]
+O(n
1
2 (µ∗n)
− 1
2 (logn)3)
}
≤ exp{O(n log n)− Ω(n(log n)2) +O(n 12 (µ∗n)− 12 (logn)3)}
by condition on µ∗n in theorem 2.4, (logn)
2 = o(µ∗nn)
→0
Now it is direct to prove theorem 2.4. Let µn =
1
n(n−1)
∑
i6=j≤n
I(Yij 6= 0) if µn represent average degree; and for
notation consistency, set µn = µ
∗
n when µn is known. Calculating the variance of µn, we have |µn−µ∗n| = Op(
√
µ∗n
n
).
So by assumption 2.3 item (2),
∣∣ℓ(Y;η,ρ, µn)− ℓ(Y;η,ρ, µ∗n)∣∣ = Op(n√µ∗n)
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uniformly in η,ρ. Let X be an independent copy of Y. By lemma 5.2,
ℓ(Y;η∗,ρ∗, µ∗n)− E
[
ℓ(Y;η∗,ρ∗, µ∗n)
]
, (18)
ℓ(Y; ηˆ, ρˆ, µ∗n)− EX
[
ℓ(X; ηˆ, ρˆ, µ∗n)
]
=Op(n
3
2
√
µ∗n(logn)
2).
Also note that,
∣∣ℓ(Y; ηˆ, ρˆ, µn)− ℓ(Y; ηˆ, ρˆ, µ∗n)∣∣ = Op(n√µ∗n), (19)
ℓ(Y; ηˆ, ρˆ, µn) ≥ ℓ(Y;η∗,ρ∗, µn), since ηˆ is MLE.
EX
[
ℓ(X; ηˆ, ρˆ, µ∗n)
] ≤ E [ℓ(Y;η∗,ρ∗, µ∗n)].
Thus combine (18)(19),
∣∣∣∣EX [ℓ(X; ηˆ, ρˆ, µ∗n)]− E [ℓ(Y;η∗,ρ∗, µ∗n)]
∣∣∣∣ = Op(n 32√µ∗n(logn)2 + n√µ∗n). (20)
Meanwhile, (20) together with the assumption c ≤ f ≤ C imply that
µ∗n
∑
i<j≤n
||f(·; ηˆi, ηˆj , ρˆ)− f(·;η∗i ,η∗j ,ρ∗)||22 = Op(n
3
2
√
µ∗n(logn)
2). (21)
So the proof is accomplished.
5.2 Proof of corollary 2.5
The conclusion of theorem 2.4 together with assumption 2.3 item (3) imply that for some true parameter η∗,
µ∗nn
∑
i≤n
||ηˆi − η∗i ||22 + µ∗nn2||ρˆ− ρ∗||22 = Op(n
3
2
√
µ∗n(log n)
2).
Or equivalently, ∑
i≤n
||ηˆi − η∗i ||22 = n
1
2 (µ∗n)
− 1
2 (logn)2,
||ρˆ− ρ∗||22 = n−
1
2 (µ∗n)
− 1
2 (logn)2.
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5.3 Proof of theorem 2.6
The key observation is the following:
sup
i≤n,ηi∈Bi
ℓi(Y;ηi,η
∗
−i,ρ
∗, µ∗n)− E
[
ℓi(Y;ηi,η
∗
−i,ρ
∗, µ∗n)
]
= Op(n
1
2 (µ∗n)
1
2 (log n)
3
2 ). (22)
(22) follows by standard covering method, concentration inequality (lemma 5.1) plus Borel Cantelli’s lemma. Here
the space to be covered is ∪i≤nBi, which is substantially smaller than that in the proof of theorem 2.4 (namely
B1 × · · · × Bn).
Another fact implied by assumption 2.3 item (4) is
sup
i
∣∣∣∣ℓi(Y;ηi,η∗−i,ρ∗, µ∗n)− ℓi(Y;ηi,η−i,ρ, µn)
∣∣∣∣ (23)
=O(||η − η∗||1,Yi) +Op(µ∗n logn||η − η∗||1 + µ∗nn logn||ρ− ρ∗||1 + n logn|µn − µ∗n|).
In notation ||η − η∗||1,Yi , Yi is regarded as a 0− 1 sequence (I(Yi1 6= 0), I(Yi2 6= 0), · · · , I(Yin 6= 0)). To see
this note that: for y 6= 0, by assumption 2.3 item (4)
∣∣ℓij(y;ηi,η∗j ,ρ∗, µ∗n)− ℓij(y;ηi,ηj ,ρ, µn)∣∣ (24)
=O(||ηj − η∗j ||1 + ||ηi − η∗i ||1 + ||ρ− ρ∗||1 +
1
µ∗n
|µn − µ∗n|)
, and
∣∣ℓij(0;ηi,η∗j ,ρ∗, µ∗n)− ℓij(0;ηi,ηj ,ρ, µn)∣∣ (25)
=O(µ∗n||ηj − η∗j ||1 + µ∗n||ηi − η∗i ||1 + µ∗n||ρ− ρ∗||1 + |µn − µ∗n|).
Equation (24) explains the term ||η−η∗||1,Yi in (23). The other terms in (23) are explained by (25)(24) and the
following fact:
sup
i
∑
j≤n
I(Yij = 0) = Op(µ
∗
nn logn). (26)
(26) follow by applying lemma 5.1 plus Borel-Cantelli’s lemma by standard procedure.
Lemma 5.3. For every ε > 0 there exists Cε such that with probability at least 1− ε the following holds:
sup
i
nµ∗n · ||ηˆi − η∗i ||22 ≤ Cε
( ||ηˆ − η∗||1,Yi + µ∗n log n√n∆η + µ∗nn logn√∆ρ + n 12 (µ∗n) 12 (logn) 32 ). (27)
Proof. Using Cauchy-Schwartz inequality we have
∑
i≤n
||ηˆi−η∗i ||1 = O(
√
n∆η). Also note that n|µn−µ∗n| = Op(1).
22
Therefore using (23), we have uniformly in i,ηi:
∣∣ℓi(Yi;ηi,η∗−i,ρ∗, µ∗n)− ℓi(Yi;ηi, ηˆ−i, ρˆ, µn)∣∣ (28)
=O(||ηˆ − η∗||1,Yi) +Op(µ∗n logn
√
n∆η + µ
∗
nn logn
√
∆ρ + log n
√
µ∗n).
Note that for all i ≤ n,
ℓi(Yi; ηˆi, ηˆ−i, ρˆ, µn) ≥ ℓi(Yi;η∗i , ηˆ−i, ρˆ, µn), (29)
since ηˆ is MLE. While for all i ≤ n
EXi
[
ℓi(Xi; ηˆi, ηˆ−i, ρˆ, µn)
] ≤ EYi [ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]. (30)
By assumption 2.3 item (4) and using Cauchy-Schwarz inequality, we have, uniformly in i:
∣∣∣∣ EXi [ℓi(Xi;η∗i , ηˆ−i, ρˆ, µn)] − EXi [ℓi(Xi;η∗i ,η∗−i,ρ∗, µ∗n)]
∣∣∣∣ = Op(µ∗n logn√n∆η + µ∗nn logn√∆ρ + logn√µ∗n).
(31)
By (30)(31), uniformly in i:
EXi
[
ℓi(Xi; ηˆi, ηˆ−i, ρˆ, µn)
] ≤ EXi [ℓi(Xi;η∗i , ηˆ−i, ρˆ, µn)]+ Op(µ∗n logn√n∆η + µ∗nn logn√∆ρ + log n√µ∗n).
(32)
Combine (28),(22) we have, uniformly in i,
∣∣∣∣ℓi(Yi; ηˆi, ηˆ−i, ρˆ, µn)− EXi [ℓi(Xi; ηˆi, ηˆ−i, ρˆ, µn)]
∣∣∣∣, (33)∣∣∣∣ ℓi(Yi;η∗i , ηˆ−i, ρˆ, µn)− EXi [ℓi(Xi;η∗i , ηˆ−i, ρˆ, µn)]
∣∣∣∣
=O(||ηˆ − η∗||1,Yi) +Op(µ∗n logn
√
n∆η + µ
∗
nn logn
√
∆ρ) +Op(n
1
2 (µ∗n)
1
2 (log n)
3
2 ).
Thus combine (29),(32) with (33) we have, uniformly in i,
∣∣∣∣EXi [ℓi(Xi; ηˆi, ηˆ−i, ρˆ, µn)] − EXi [ℓi(Xi;η∗i , ηˆ−i, ρˆ, µn)]
∣∣∣∣ (34)
=O(||ηˆ − η∗||1,Yi) +Op(µ∗n logn
√
n∆η) + µ
∗
nn logn
√
∆ρ) +Op(n
1
2 (µ∗n)
1
2 (logn)
3
2 ).
23
Using (28) again, (34) becomes: uniformly in i,
∣∣∣∣EXi [ℓi(Xi; ηˆi,η∗−i,ρ∗, µ∗n)] − EYi [ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]
∣∣∣∣ (35)
=O(||ηˆ − η∗||1,Yi) +Op(µ∗n logn
√
n∆η) + µ
∗
nn logn
√
∆ρ) +Op(n
1
2 (µ∗n)
1
2 (logn)
3
2 ).
But by assumption 2.3 item (5),
∣∣∣∣EXi [ℓi(Xi; ηˆi,η∗−i,ρ∗, µ∗n)] − EYi [ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]
∣∣∣∣ = Ω(nµ∗n · ||ηˆi − η∗i ||22)
uniformly in i. Thus conclusion of lemma 5.3 follows.
Using lemma 5.3 with ||ηˆ − η||1,Yi replaced by ||ηˆ − η||1 and applying Cauchy-Schwarz inequality, we easily
have:
sup
i
||ηˆi − η∗i ||22 = Op(n−
1
2∆
1
2
η (µ
∗
n)
−1 logn+
√
∆ρ log n+ n
− 1
2 (µ∗n)
− 1
2 (logn)
3
2 )
Thus the conclusion of theorem 2.6 follows.
5.4 Proof of proposition 2.9
Note that by definition of δ′n, the discretized parameter space admit some η˜ with ||η˜−η∗||22 ≤ nδ′2n for some true
parameter η∗. So by assumption 2.3 item (4) for some constant Cf > 0 depending only on f ,
0 ≥ E[ℓ(Y; η˜,ρ∗, µ∗n)]− E[ℓ(Y;η∗,ρ∗, µ∗n)] ≥ −Cfµ∗nn2δ′2n . (36)
But
E[ℓ(Y; η˜,ρ∗, µ∗n)] ≤ E[ℓ(Y; η˜∗, ρ˜∗, µ∗n)] ≤ E[ℓ(Y;η∗,ρ∗, µ∗n)]. (37)
Therefore by assumption 2.3 item (2),
∑
i<j≤n
||f(·; η˜∗i , η˜∗j , ρ˜∗, µ∗n)− f(·;η∗i ,η∗j ,ρ∗, µ∗n)||22 ≤ C4n2δ′2n ,
for some constant C4 > 0 and some true parameter η
∗. Thus the conclusion (1) follows from assumption 2.3 item
(3).
To prove conclusion (2), for all i ≤ n, let η˜′i be the closest point to η∗i in B˜i. So by assumption 2.3 item (4)
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we have, for some constant C′5
sup
i≤n
∣∣∣∣E[ℓi(Yi; η˜′i, η˜∗−i, ρ˜∗, µ∗n)]− E[ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]
∣∣∣∣ ≤ C′5µ∗n(nδ′2n +∆η + n∆ρ). (38)
But
E[ℓi(Yi; η˜
′
i, η˜
∗
−i, ρ˜
∗, µ∗n)] ≤ E[ℓi(Yi; η˜∗i , η˜∗−i, ρ˜∗, µ∗n)] ≤ E[ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]. (39)
Combine (38)(39) we have,
sup
i≤n
∣∣∣∣E[ℓi(Yi; η˜∗i , η˜∗−i, ρ˜∗, µ∗n)]− E[ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]
∣∣∣∣ ≤ C′5µ∗n(nδ′2n +∆η + n∆ρ),
which implies
sup
i≤n
∣∣∣∣E[ℓi(Yi; η˜∗i ,η∗−i,ρ∗, µ∗n)]− E[ℓi(Yi;η∗i ,η∗−i,ρ∗, µ∗n)]
∣∣∣∣ ≤ 2C′5µ∗n(nδ′2n +∆η + n∆ρ).
By assumption 2.3 item (5), this implies
sup
i
||η˜∗i − η∗i ||22 = O(δ′2n +
∆η
n
+∆ρ).
5.5 Proof of theorem 2.11
Note that lemma 5.4 holds with true parameter replaced by pseudo true parameter. i.e., for all ε > 0 there exists
Cε > 0 such that with probability at least 1− ε the following holds:
(∀i ≤ n) nµ∗n · || ˆ˜ηi − η˜∗i ||22 ≤ Cε
(√d
δn
|| ˆ˜η − η˜∗||22,Yi + µ∗n logn
√
n∆η + µ
∗
nn logn
√
∆ρ + n
1
2 (µ∗n)
1
2 (logn)
3
2
)
.
(40)
Here ∆η =
∑
i≤n
|| ˆ˜ηi − η˜∗i ||22, ∆ρ = || ˆ˜ρ − ρ˜∗||22 and ||v||22,Yi refers to
∑
j:Yij 6=0
v2j . The major trouble is the term
|| ˆ˜η − η˜∗||1,Yi . By definition of δn, we have,
|| ˆ˜ηi − η˜∗i ||1 ≤
√
d
δn
|| ˆ˜ηi − η˜∗i ||22.
To simplify notation, set ∆ = logn
√
∆η
n
+ logn
√
∆ρ +
(logn)
3
2√
nµ∗n
; set A be the adjacency matrix of network, i.e.,(
I(Yij 6= 0)
)
i,j≤n; let ui = || ˆ˜ηi − η˜∗i ||22, u = (u1, · · · , un). Event (40) becomes
u ≤
√
dCε
nµ∗nδn
Au+ Cε∆. (41)
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By assumption 2.3 item (1) for some constant CB, ui ≤ CB. Also note that ui 6= 0 implies ui ≥ δn. Let
1u = (I(u1 6= 0), I(u2 6= 0), · · · , I(un 6= 0) ). Therefore (41) becomes
1u ≤
√
dCεCB
nµ∗nδ2n
A1u +
Cε∆
δn
. (42)
The point is that if ∆ < δn2CB and ui 6= 0, then there are at least
nµ∗nδ
2
n
2
√
dCεCB
many j in the neighbor of
i with uj 6= 0. But each j will further forces more nodes j′ with non zero uj′ . Set M> = {i : ui 6= 0};
Ni = {j : Yij 6= 0}. Through this procedure we are able to show that δn|M>|, which is a lower bound of
|| ˆ˜η − η˜∗||22, is too large to be smaller than ∆η if M> 6= ∅. More strictly speaking, if ∆ < δn2Cε , then event (42)
implies that (∀i ∈ M>)|Ni ∩M>| ≥ nµ
∗
nδ
2
n
2
√
dCεCB
. Note that ∆ ≥ (logn)
3
2√
nµ∗n
, so ∆ < δn2Cε implies that the condition
of lemma 5.4, namely δn ≥
√
8
√
dCεCB20 log n
nµ∗n
, holds. Therefore by lemma 5.4, conditional on event (42), with
probability at least 1 − 1(1−ε)n2 : M> = ∅ or |M>| > nδ
2
n
2e3Cs
√
dCεCB
. But |M>| > nδ
2
n
2e3Cs
√
dCεCB
is impossible since
∆η <
nδ3n
2e3Cs
√
dCεCB
. In summary, if ∆η <
nδ3n
2e3Cs
√
dCεCB
, ∆ < δn2Cε , then we have, for every ε > 0 with probability
at least 1− ε− 1
n2
M> = ∅. Thus the proof of theorem 2.11 is accomplished once lemma 5.4 is proved.
Lemma 5.4. If δn ≥
√
8
√
dCεCB20 logn
nµ∗n
, then we have,
P
(
(∃M ⊂ {1, 2, · · · , n}, 1 ≤ |M | ≤ nδ
2
n
2e3Cs
√
dCεCB
) (∀i ∈M) |Ni ∩M | ≥ nµ
∗
nδ
2
n
2
√
dCεCB
)
≤ 1
n2
.
Proof. Note that if
nδ2n
2e3Cs
√
dCεCB
<
nµ∗nδ
2
n
2
√
dCεCB
then the conclusion follows trivially. So in the following proof,
assume
nδ2n
2e3Cs
√
dCεCB
≥ nµ∗nδ2n
2
√
dCεCB
, which implies Csµ∗n <
1
8 .
We prove the conclusion by firstly evaluating P((∀i ∈M) |Ni∩M | ≥ nµ
∗
nδ
2
n
2
√
dCεCB
) for a given setM ⊂ {1, 2, · · · , n}
and then apply Borel Cantelli’s lemma. Set Zij = I(Yij 6= 0), Z =
∑
i<j∈M
Zij . To evaluate P((∀i ∈M) |Ni∩M | ≥
nµ∗nδ
2
n
2
√
dCεCB
), we further divided into two cases:
1. |M | ≤ 8 · nµ∗nδ2n
4
√
dCεCB
;
2. 8 · nµ∗nδ2n
4
√
dCεCB
≤ |M | ≤ nδ2n
2e3Cs
√
dCεCB
.
Firstly we deal with case (1). We use the following Azuma’s inequality:
Lemma 5.5 (Azuma’s inequality). Let Yt, t ∈ {0, 1, · · · ,m} be a martingale with |Yt+1 − Yt| ≤ B′ for all t ≤ m
and Y0 = 0. Then we have
P(|Ym| ≥ u) ≤ e−
u2
B′2m . (43)
Clearly |Ni ∩M | ≥ nµ
∗
nδ
2
n
2
√
dCεCB
for all i ∈M implies that
∣∣∣∣ { {i, j} : i, j ∈M,Yij 6= 0}
∣∣∣∣ = 12
∑
i∈M
|Ni ∩M | ≥ |M | nµ
∗
nδ
2
n
4
√
dCεCB
.
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Note that the partial sum of Zij − E[Zij ], i, j ∈ M is a martingale. Moreover, since |Zij | ≤ 1, so by assumption
2.3 item (2) E[Z] ≤ |M|(|M|−1)2 Csµ∗n. Therefore if |M | ≤ 8 · nµ
∗
nδ
2
n
4
√
dCεCB
, then we have
P
(
Z ≥ |M | nµ
∗
nδ
2
n
4
√
dCεCB
)
≤ P
(
Z − E[Z] ≥ |M | nµ
∗
nδ
2
n
4
√
dCεCB
− |M |(|M | − 1)
2
Csµ∗n
)
(44)
since in case (1) Csµ∗n < 1/8⇒
|M | − 1
2
Csµ∗n ≤
nµ∗nδ
2
n
8
√
dCεCB
≤ P
(
Z − E[Z] ≥ |M | nµ
∗
nδ
2
n
8
√
dCεCB
)
by Azuma’s inequality and the fact
∣∣Zij − E[Zij ] ∣∣ ≤ 1
≤ exp{− |M |2
( nµ∗nδ2n
8
√
dCεCB
)2
|M |2
}
.
Thus applying Borel Cantelli’s lemma, if k ≤ 8 · nµ∗nδ2n
4
√
dCεCB
,
P
(
(∃M, |M | = k) (∀i ∈M) |Ni ∩M | ≥ nµ
∗
nδ
2
n
2
√
dCεCB
)
(45)
≤ nk · exp{− ( nµ∗nδ2n
8
√
dCεCB
)2}
≤ exp
{
nµ∗nδ
2
n
8
√
dCεCB
· [16 logn− nµ∗nδ2n
8
√
dCεCB
]}
since by condition of lemma 5.4
nµ∗nδ
2
n
8
√
dCεCB
≥ 20 logn
≤ exp{−4 logn}.
Now we deal with case (2). By Chernoff inequality and independence of Zij , for every u, t > 0
P
(
Z ≥ u) ≤ exp{ ∑
i<j∈M
log(E[etZij ])− tu
}
(46)
since by assumption 2.3 item (2) P(Zij = 1) ≤ Csµ∗n
≤ exp
{ |M |(|M | − 1)
2
log
[
1 + (et − 1)Csµ∗n
]− tu}.
Set
u = |M | nµ
∗
nδ
2
n
4
√
dCεCB
,
w =
u
1
2 |M |(|M | − 1)
,
et − 1 = w/(Csµ
∗
n)− 1
1− w .
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Continue (46),
|M |(|M | − 1)
2
log
[
1 + (et − 1)Csµ∗n
]− tu (47)
=
|M |(|M | − 1)
2
[
log(
1− Csµ∗n
1− w )− w log
( w( 1Csµ∗n − 1)
1− w
)]
=
|M |(|M | − 1)
2
[
− w logw − (1− w) log(1 − w) + w log(Csµ∗n) + (1 − w) log(1− Csµ∗n)
]
since in case (2) w ≤ 1
4
, so − (1 − w) log(1− w) + (1 − w) log(1− Csµ∗n) ≤ w,
≤ |M |(|M | − 1)
2
[
w
(− logw + log(Csµ∗n) + 1)
]
since |M | ≤ nδ
2
n
2e3Cs
√
dCεCB
⇒ e3Csµ∗n ≤ w ⇒ − logw + log(Csµ∗n) + 1 ≤ −2,
≤− 2 · |M | nµ
∗
nδ
2
n
4
√
dCεCB
.
Combine (46)(47) and apply Borel Cantelli’s lemma, if 8 · nµ∗nδ2n
4
√
dCεCB
≤ k ≤ nδ2n
2e3Cs
√
dCεCB
P
(
(∃M, |M | = k) (∀i ∈M)|Ni ∩M | ≥ nµ
∗
nδ
2
n
2
√
dCεCB
)
(48)
≤ exp{k logn− k · nµ∗nδ2n
2
√
dCεCB
}
since
nµ∗nδ
2
n
8
√
dCεCB
≥ 20 logn
<e−75k logn.
Now combine the conclusion in case (1) and (2), namely (45)(48), we obviously have,
P
(
(∃M, 1 ≤ |M | ≤ nδ
2
n
2e3Cs
√
dCεCB
) (∀i ∈M) |Ni ∩M | ≥ nµ
∗
nδ
2
n
2
√
dCεCB
)
≤ n(e−4 logn + e−75 logn) ≤ 1
n2
.
The proof is thus accomplished.
5.6 Proof of theorem 2.1
We firstly establish some properties of the density function g. Let θij = αi + βj . Denote by g(·; θij , θji, ρ)
(or g(·;αi, αj , βi, βj, ρ)) the density function of Yij in model (3). We need the following properties on the log
likelihood of model (3).
Proposition 5.6. There exists constant δ, ε, C7, C8, C9 > 0 (depending on B) such that for all θ1, θ2, ϑ1, ϑ2 ∈
[−2B, 2B], ρ, ̺ ∈ [−B,B], X ∈ {0, 1}2 we have:
1. |θ1 − ϑ1|+ |θ2 − ϑ2|+ |ρ− ̺| > δ implies
EY∼g(·;θ1,θ2,ρ)(log g(Y ; θ1, θ2, ρ))− EY∼g(·θ1,θ2,ρ) log g(Y ;ϑ2, ϑ2, ̺) > ε;
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2. |θ1 − ϑ1|+ |θ2 − ϑ2|+ |ρ− ̺| ≤ δ implies
| log g(X ; θ1, θ2, ρ)− log g(X ;ϑ1, ϑ2, ̺)| (49)
≤C8(|θ1 − ϑ1|+ |θ2 − ϑ2|+ |ρ− ̺|);
3. |θ1 − ϑ1|+ |θ2 − ϑ2|+ |ρ− ̺| ≤ δ implies
EY∼g(·;θ1,θ2,ρ)(log g(Y ; θ1, θ2, ρ))− EY∼g(·;θ1,θ2,ρ)(log g(Y ;ϑ1, ϑ2, ̺)) (50)
≥C7((θ1 − ϑ1)2 + (θ2 − ϑ2)2 + (ρ− ̺)2);
4. | log g(X ; θ1, θ2, ρ)| < C9.
Proof. Items (1)(2)(4) are trivial.
Fix an arbitrary θ1, θ2, ρ and regard EY∼g(·θ1,θ2,ρ)(log g(Y ;ϑ1, ϑ2, ̺)) as a function in ϑ1, ϑ2, ̺. We prove item
(3) by analysing the Hessian matrix of EY∼g(·θ1,θ2,ρ)(log g(Y ;ϑ1, ϑ2, ̺)), namely H(ϑ1, ϑ2, ̺), at (ϑ1, ϑ2, ̺) =
(θ1, θ2, ρ). Let g1(X) =
∂g(X;θ1,θ2,ρ)
∂θ1
, g2(X) =
∂g(X;θ1,θ2,ρ)
∂θ2
, g3(X) =
∂g(X;θ1,θ2,ρ)
∂ρ
and g(X) = g(X ; θ1, θ2, ρ). For
any (a1, a2), we write gi(a1, a2), g(a1, a2) for gi((a1, a2)), g((a1, a2)) respectively. It is well known that for any
vector v ∈ R3, vTH(θ1, θ2, ρ)v = −EY∼g(·θ1,θ2,ρ)
[
( v1
g1(Y )
g(Y ) + v2
g2(Y )
g(Y ) + v3
g3(Y )
g(Y ) )
2
]
. Therefore it suffices to
prove that the rank of the following matrix is 3:


g1(0,0)
g(0,0) ,
g2(0,0)
g(0,0) ,
g3(0,0)
g(0,0)
g1(1,0)
g(1,0) ,
g2(1,0)
g(1,0) ,
g3(1,0)
g(1,0)
g1(0,1)
g(0,1) ,
g2(0,1)
g(0,1) ,
g3(0,1)
g(0,1)
g1(1,1)
g(1,1) ,
g2(1,1)
g(1,1) ,
g3(1,1)
g(1,1)


. (51)
Let Z = 1 + eθ1 + eθ2 + eθ1+θ2+ρ, x1 = e
θ1 , x2 = e
θ2 and x3 = e
ρ. By simple calculation,
g1(a1, a2) =
a1Z − x1(1 + x2x3)
Z2
eθ1a1+θ2a2+ρa1a2 , (52)
g2(a1, a2) =
a2Z − x2(1 + x1x3)
Z2
eθ1a1+θ2a2+ρa1a2 ,
g3(a1, a2) =
a1a2Z − x1x2x3
Z2
eθ1a1+θ2a2+ρa1a2 .
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Substitute (52) into (51) and set


g1
g2
g3

 =


g1(0, 0), g2(0, 0), g3(0, 0)
g1(1, 0), g2(1, 0), g3(1, 0)
g1(0, 1), g2(0, 1), g3(0, 1)

 , we have,


g1
g2
g3

 =


−x1(1+x2x3)
Z2
, −x2(1+x1x3)
Z2
, −x1x2x3
Z2
x1
Z
− x21(1+x2x3)
Z2
, −x2x1(1+x1x3)
Z2
, −x21x2x3
Z2
−x1x2(1+x2x3)
Z2
, x2
Z
− x22(1+x1x3)
Z2
, −x1x22x3
Z2

 .
Note that,


g1
g2 − x1g1
g3 − x2g2

 =


−x1(1+x2x3)
Z2
, −x2(1+x1x3)
Z2
, −x1x2x3
Z2
x1
Z
, 0, 0
0, x2
Z
, 0

 .
Since x1, x2, x3, Z 6= 0 so


g1
g2 − x1g1
g3 − x2g2

 is obviously a matrix of rank 3. Since g(X) 6= 0 for all X ∈ {0, 1}2,
therefore the matrix (51) is of rank 3. Thus the conclusion of item (3) follows.
Note that item (1)(2) of assumption 2.3 clearly holds for model (3). Therefore by theorem 2.4, it holds that
∑
i<j≤n
||g(·; θˆij , θˆji, ρˆ)− g(·; θ∗ij , θ∗ji, ρ∗)||22 = Op(n
3
2 (log n)2).
By proposition 5.6 item (3) we have:
∑
i<j≤n
min{(θˆij − θ∗ij)2, δ}+ n2min{(ρ∗ − ρˆ)2, δ} = Op(n
3
2 (logn)2). (53)
But δ is a constant, therefore (53) is equivalent to
∑
i<j≤n
(θˆij − θ∗ij)2 + n2(ρ∗ − ρˆ)2 = Op(n
3
2 (logn)2). (54)
So it follows directly that
|ρˆ− ρ∗| = Op(n− 14 logn). (55)
Now it is easy to deduce the error of αˆ, βˆ, ρˆ. Let wαi = αˆi − α∗i − ∆α, wβi = βˆi − β∗i −∆β. For simplicity,
we define two distribution µα = 1
n
∑
i≤n
δwαi , µ
β = 1
n
∑
i≤n
δ
w
β
i
, i.e., µα, µβ are uniform distribution on {αˆi − α∗i −
30
∆α}i≤n, {βˆi − β∗i − ∆β}i≤n, respectively. Consider the two random variables wα, wβ subject to distributions
µα, µβ respectively.
Since E(wα) = E(wβ) = 0 and wα ⊥ wβ , using (54) we have,
E((wα)2) + E((wβ)2) + (∆α+∆β)2 = E[ (wα + wβ +∆α+∆β)2 ] = Op(n
− 1
2 (log n)2). (56)
This is clearly equivalent to (∆α + ∆β)2 = Op(n
− 1
2 (logn)2); and ||αˆ − α∗ − ∆α||22 + ||βˆ − β∗ − ∆β||22 =
Op(
√
n(logn)2).
Thus we finished the proof of all conclusions of theorem 2.1.
5.7 Proof of theorem 2.2
Note that α∗ +∆α,β∗ −∆α is a true parameter. It follows from theorem 2.1 that
||αˆ−α∗ −∆α||22 + ||βˆ − β∗ +∆η||22 = Op(
√
n(log n)2)
By proposition 5.6, g satisfies assumption 2.3 item (2)(4)(5). Thus by theorem 2.6,
sup
i≤n
(αˆi − α∗i −∆α)2 + (βˆi − β∗i +∆α)2 = Op(n−
1
4 logn). (57)
But αˆ1 = α
∗
1 = 0. So ∆α = Op(n
− 1
8 (log n)
1
2 ). Thus
sup
i≤n
(αˆi − α∗i )2 + (βˆi − β∗i )2 = Op(n−
1
4 logn). (58)
The conclusion of theorem 2.2 follows.
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