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Introduction
L’arithmétique des corps de fonctions a connu une avancée remarquable dans les
années soixante-dix avec l’introduction par Drinfeld des modules elliptiques, appelés
désormais modules de Drinfeld. Par leur similarité avec les courbes elliptiques, ils
reflètent l’analogie profonde entre corps de nombres et corps de fonctions.
Soient p un nombre premier et q une puissance de p. Posons A = Fq[T ] etK = Fq(T ).
Soit L une extension finie de K. Soit V le sous-L-espace vectoriel de L[X] engendré
par (Xqi)i≥0. La composition des polynômes fait de lui un anneau non commutatif. Un
module de Drinfeld φ sur L de rang r est la donnée d’un polynôme
φT (X) = TX + a1Xq + . . .+ arXq
r ∈ V
avec ar ∈ L×. Si N = ∑mi=0 niT i ∈ A, on pose
φN (X) =
m∑
i=0
ni(φT (X))i ∈ V.
L’ensemble des racines du polynôme φN (X) dans une clôture algébrique de L est
un Fq-espace vectoriel isomorphe à (A/(N))r. Un point L-rationnel de torsion de φ
est une racine dans L d’un polynôme φN (X) pour N ∈ A,N 6= 0. L’ordre d’un point
de torsion x est l’idéal non nul I = {a ∈ A | φa(x) = 0} de A, de degré logq(#A/I).
Les points de torsion L-rationnels forment un sous-A-module fini de L, noté (φL)tors.
Poonen a formulé la conjecture suivante.
Conjecture 1 ([Poo97]). Soit r un entier ≥ 1. Pour tout entier d ≥ 1, il existe une
constante Cr,d > 0 telle que, pour toute extension L de K de degré au plus d et pour
tout module de Drinfeld φ sur L de rang r, on ait #(φL)tors ≤ Cr,d.
Lorsque r = 1, c’est un théorème de Poonen [Poo97]. Dans cette thèse, nous nous
intéressons au cas r = 2, qui a été abordé par Poonen, Schweizer, Rosen [Ros03] et Pál.
Rappelons quelques uns de leurs résultats. D’après Poonen et Schweizer [Poo97, Sch03],
il suffit d’établir la conjecture a priori plus faible suivante.
Conjecture 2. Soit d un entier ≥ 1. Il existe une constante Cd > 0 telle que, pour
toute extension L de K de degré au plus d et pour tout module de Drinfeld sur L de
rang 2 ayant un point L-rationnel d’ordre n (n idéal premier de A), on ait deg n ≤ Cd.
En août 2007, Pál a diffusé un texte [Pál07b] contenant une démonstration de la
conjecture 1 pour r = 2, d = 1 et q = 2. Enfin, David et Denis ont étudié des questions
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similaires par des méthodes transcendantes analogues à celles que Masser et Wüstholz
ont employées pour les variétés abéliennes [DD99].
Dans le langage des systèmes dynamiques algébriques, la conjecture 1 admet la
reformulation suivante. Considérons un polynôme f(X) = TX + a1Xq + . . .+ arXq
r ∈
L[X] avec ar ∈ L×. L’itération de f définit un système dynamique sur P1L. Un point
x ∈ P1L est dit prépériodique pour f s’il existe un entier naturel n tel que f◦n(x)
est périodique pour f . La conjecture 1 affirme qu’il existe une borne sur le cardinal
des points prépériodiques de ces polynômes, ne dépendant que de r et du degré de
l’extension L/K [Poo98, Sch04].
L’approche pour les courbes elliptiques sur les corps de
nombres
Lorsqu’on remplace K par Q et « module de Drinfeld de rang 2 » par « courbe
elliptique », la conjecture 1 est un théorème de Merel.
Théorème 3 ([Mer96]). Soit d un entier ≥ 1. Il existe une constante C ′d > 0 telle que
pour toute courbe elliptique E sur un corps de nombres L de degré d sur Q, tout point
P d’ordre N de E(L) vérifie N < C ′d.
Le cas d = 1 a été établi par Mazur en 1977 [Maz77]. À cette époque, Mazur a
suggéré que la théorie qu’il avait mise en place serait applicable dans le cadre des corps
de fonctions, suite à l’introduction alors récente des modules de Drinfeld (loc. cit. p. 39).
Un tel projet été entrepris par Tamagawa [Tam95] et Pál [Pál05, Pál07a, Pál07b].
Résumons succintement le principe de la démonstration du théorème 3, qui repose
sur les contributions de Mazur, Kolyvagin, Logachëv, Kamienny et Merel [Maz77,
Maz78, KL89, KM95, Kam92b, Mer96].
(i) On se ramène à démontrer le théorème lorsque N est premier.
(ii) L’existence de P est équivalente à l’existence d’un point de la courbe modulaire
Y1(N) défini sur une extension de Q de degré d.
(iii) Pour montrer le théorème, il suffit de vérifier que si la puissance symétrique d-ème
X0(N)(d) de la courbe modulaire X0(N) a un point Q-rationnel qui rencontre la
puissance symétrique d-ème ∞(d) de la pointe ∞ dans la fibre en l de X0(N)(d),
pour un nombre premier l - 2N , on a N < C ′d.
(iv) Pour cela, on considère le morphisme
X0(N)(d) −→ J0(N)
(P1, . . . , Pd) 7−→ (P1) + . . .+ (Pd)− d(∞)
et une variété abélienne quotient B de la jacobienne J0(N) de X0(N). On cherche
pour B une variété abélienne n’ayant qu’un nombre fini de points Q-rationnels et
telle que l’extension à Spec(Z) du morphisme composé
X0(N)(d) −→ J0(N) −→ B
soit une immersion formelle en ∞(d) dans la fibre en l.
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(v) Pour que B(Q) soit fini, il suffit de choisir B telle que L(B, 1) 6= 0, d’après les
résultats connus sur la conjecture de Birch et Swinnerton-Dyer.
(vi) On peut définir le plus grand quotient B de J0(N) tel que L(B, 1) 6= 0 ainsi : l’al-
gèbre de Hecke T ⊂ End(J0(N)) opère sur les symboles modulaires. Considérons
l’idéal Ie de T défini comme l’annulateur d’un symbole modulaire particulier,
appelé élément d’enroulement et noté e. Posons Je = B = J0(N)/IeJ0(N).
(vii) Appliquée à Je, la condition d’immersion formelle équivaut à la Fl-indépendance
linéaire de d opérateurs de Hecke dans T /(Ie + lT ).
(viii) Cette dernière condition revient à établir l’indépendance linéaire de d symboles
modulaires donnés explicitement, ce qui s’obtient grâce à la théorie des symboles
modulaires.
Les analogues de tous les objets mentionnés dans cette esquisse existent lorsqu’on
remplace Q par K et « courbe elliptique » par « module de Drinfeld de rang 2 »
[Dri74, Tei92a]. Notre projet consiste à étudier dans quelle mesure cette approche est
pertinente.
Sa mise en œuvre pour les modules de Drinfeld de rang 2
L’étape (i) correspond à l’équivalence entre les conjectures 1 et 2. L’étape (ii) est
un résultat élémentaire concernant la courbe modulaire de Drinfeld Y1(n). L’étape (iii)
est traitée dans le chapitre 1 et l’étape (iv) dans le chapitre 5. L’étape (v), qui utilise
une partie de la conjecture de Birch et Swinnerton-Dyer, est moins profonde dans le cas
des corps de fonctions et démontrée dans [Sch82]. Les étapes (vi) et (viii) sont traitées
dans les chapitres 2 et 3.
Nous rencontrons une obstruction dans l’étape (vii), que nous proposons maintenant
de décrire. Fixons des notations. Jusqu’à la fin de l’introduction, n désigne un idéal
maximal de A. Soient d un entier ≥ 1 et l un idéal maximal distinct de n. Le corps A/l
est noté Fl. Soit ∞ la place de K donnée par pi = 1T . Soient K∞ le complété de K par
rapport à ∞, O∞ son anneau des entiers et C∞ le complété d’une clôture algébrique
de K∞. Soit I le sous-groupe de GL(2, O∞) formé des matrices
( α β
γ δ
) ∈ GL(2, O∞)
vérifiant γ ≡ 0 mod pi. Soient A l’anneau des adèles de K et Of la partie finie de
l’anneau des entiers de A. Soit K0(n)f le sous-groupe de GL(2,Of ) formé des matrices( α β
γ δ
)
vérifiant γ ∈ n. Soit Γ0(n) le sous-groupe de GL(2, A) formé des matrices
( α β
γ δ
)
vérifiant γ ∈ n.
Contrairement à la situation classique, il existe deux théories quasi-dissociées de
formes modulaires :
— le C-espace vectoriel H(C) des formes automorphes paraboliques
GL(2,K)\GL(2,A)/K0(n)f × Z(K∞)I −→ C
spéciales en ∞ [Dri74] ;
— le A[1/n]-module S des différentielles relatives globales de degré 1 de la courbe
modulaire de Drinfeld X0(n) sur Spec(A[1/n]). Après extension des scalaires à
C∞, il coïncide avec l’espace des formes modulaires analytiques pour Fq[T ] de
poids 2, type 1 et doublement paraboliques pour Γ0(n) [Gos80c, Gek88b].
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Posons S(Fl) = S ⊗A[1/n] Fl. Les formes modulaires f ∈ S(Fl) possèdent un
t-développement dans Fl[[t]] de la forme
∑
i≥1 bi(f)t1+i(q−1). Le sous-anneau T de
End(H(C)) engendré par les opérateurs de Hecke agit sur S. Contrairement à la
situation classique, l’action de T sur S et S(Fl) est pour l’instant mal connue. Cela
nous mène à considérer l’hypothèse suivante (cette question a déjà été évoquée par
Goss, Gekeler et Pál [Gos80a, Gek88b, Pál07b]).
(H1) Il existe un idéal premier l de degré 1 de A tel que l’homomorphisme
de Fl-espaces vectoriels
T⊗Z Fl −→ Hom(S(Fl),Fl)
s 7−→ (f 7→ b1(sf))
est un isomorphisme.
Cet énoncé est à rapprocher d’une hypothèse de multiplicité un dans S(Fl) (prop. 4.48).
L’hypothèse (H1) est vérifiée lorsque n est de degré≤ 3 (th. 4.51). De façon générale, nous
manquons de méthodes numériques sur les formes modulaires pour Fq[T ] permettant
de vérifier cette hypothèse sur des exemples.
Soit Ie l’idéal de T maximal pour la propriété suivante : la variété abélienne
J0(n)/IeJ0(n) sur K est de rang analytique nul (section 3.3). Pour éviter des problèmes
liés au passage de suites exactes de variétés abéliennes aux espaces cotangents de leurs
modèles de Néron, il est utile de considérer une variante du quotient d’enroulement de
J0(n) (sections 3.6 et 5.5.2). Pour cela, nous sommes conduits à l’hypothèse technique
suivante, qu’on pourra comparer au corollaire 1.1 de [Maz78].
(H2) Il existe un idéal saturé I de T tel que Ie ⊂ I ⊂ Ie + pT. Soit J0(n)
(resp. JI) le modèle de Néron de la variété abélienne J0(n) (resp.
J0(n)/IJ0(n)) sur A. Le sous-espace de Cot0 J0(n) annulé par I est
contenu dans l’image de l’application canonique Cot0 JI → Cot0 J0(n).
Nous donnons quelques cas simples où elle est vérifiée (n est de degré ≤ 3, ou de degré
4 avec p 6= 2 ; prop. 3.29, section 5.5.2) ainsi qu’un critère (prop. 3.35). Cette hypothèse
est vraisemblablement de nature moins profonde que (H1).
Le schéma de preuve présenté auparavant abouti alors à l’énoncé qui suit.
Théorème 4 (th. 5.30). Supposons les hypothèses (H1) et (H2) vérifiées. Alors :
(i) la courbe Y1(n) n’a pas de point défini sur une extension de K de degré ≤ q,
lorsque deg n ≥ max(q+1, 5) ; en particulier, la conjecture 2 est vraie pour d ≤ q ;
(ii) la courbe Y1(n) n’a pas de point K-rationnel lorsque deg n ≥ 3.
La raison pour laquelle nous restreignons notre étude aux points de degré ≤ q est
expliquée dans la section 4.3.
La torsion de degré 3 et 4 des modules de Drinfeld
Lorsque n est de degré 1 ou 2, il existe une infinité de modules de Drinfeld possédant
un point rationnel de torsion d’ordre n (car la courbe modulaire X1(n) est alors de
genre nul).
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Étudions en détail la situation lorsque n est de degré 3 ou 4. Nous montrons que
les hypothèses (H1) et (H2) sont satisfaites si deg n = 3 (th. 4.51 et prop. 3.29). Nous
obtenons même un résultat plus précis que la conclusion du théorème 4.
Théorème 5 (th. 5.11 et 5.15). (i) Si n est de degré 3, la courbe Y1(n) n’a pas de
point défini sur une extension de K de degré ≤ 2.
(ii) Si n est de degré 4 et L est une extension de K de degré ≤ d, où
d =

1 si q = 2, 3
2 si q = 4, 5
3 si q ≥ 7,
la courbe Y1(n) n’a pas de point L-rationnel.
Cela confirme partiellement la conjecture suivante de Schweizer, qui précise la
conjecture 1 lorsque d = 1 et r = 2.
Conjecture 6 ([Sch03]). Soit φ un module de Drinfeld de rang 2 sur K. Alors on a
un isomorphisme de A-modules
(φK)tors ' A/m1 ⊕A/m2
avec m1,m2 idéaux de A, m2 ⊂ m1 et degm1 + degm2 ≤ 2.
Signalons que la démonstration du théorème 5 repose sur des variantes de notre
schéma de preuve général, ne faisant intervenir ni symboles modulaires ni propriété
d’immersion formelle. La situation est simplifiée lorsque n est de degré 3 du fait du
résultat suivant.
Proposition 7 (th. 3.19, cor. 3.23). Si n est de degré 3, la jacobienne J0(n) est de
rang nul sur K. Sa fonction L est constante égale à 1 et son groupe de Tate-Shafarevich
est trivial.
Le deuxième énoncé du théorème 5 est démontré plus généralement pour les idéaux
n tels que toute forme propre de H(C) est de rang au plus 1 (th. 5.15). Nous n’avons
pas eu l’occasion de vérifier s’il s’applique à des courbes Y1(n) pour deg n ≥ 5.
Enfin, des méthodes similaires permettent d’obtenir des informations partielles sur
les points K-rationnels de la courbe Y0(n).
Proposition 8 (prop. 5.12, 5.17 et th. 5.18). (i) Si n est de degré 3 ou 4, tout mo-
dule de Drinfeld sur K de rang 2, possédant une n-isogénie cyclique K-rationnelle,
a bonne réduction potentielle en tout idéal premier distinct de n.
(ii) Soit n un idéal de degré ≥ 5. Si deg n = 5 (resp. deg n = 6), on suppose q ≥ 4
(resp. q ≥ 3). Supposons que n vérifie la propriété : toute forme propre de H(C)
est de rang ≤ 1. Alors la courbe Y0(n) n’a pas de point K-rationnel.
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Les symboles modulaires pour Fq[T ]
Nous concentrons une partie importante de nos efforts à étudier les symboles
modulaires pour Fq[T ] introduits par Teitelbaum [Tei92a]. Le groupe M des sym-
boles modulaires relatifs au sous-groupe de congruence Γ0(n) de GL(2, A) admet une
présentation par générateurs et relations. Les générateurs sont notés ξ(u : v), pour
(u : v) ∈ P1(A/n). Le groupe M est muni d’une action des opérateurs de Hecke. Nous
montrons que l’action de ces opérateurs est donnée par la formule suivante.
Théorème 9 (th. 2.28). Pour tout idéal m de A et (u : v) ∈ P1(A/n), on a
Tm ξ(u : v) =
∑(α β
γ δ
)
∈Sm
ξ(αu+ γv : βu+ δv)
oùSm =
{( α β
γ δ
) ∈M2(A),degα > deg β,deg δ > deg γ, (αδ − βγ) = m, α et δ unitaires}
et la somme est restreinte aux matrices telles que (αu+ γv : βu+ δv) soit défini dans
P1(A/n).
Elle peut être utilisée dans le cadre d’une étude algorithmique des formes auto-
morphes. Comme autre application, on mentionne ce théorème de non-annulation.
Théorème 10 (th. 3.16). Soit F l’ensemble des formes automorphes de H(C) nor-
malisées et propres pour T. Si n est de degré ≥ 3, il existe une constante C > 0 ne
dépendant que de q telle que
#{f ∈ F | L(f, 1) 6= 0} ≥ C(#F )1/2.
Signalons que cette estimation est meilleure que celle obtenue par la même méthode
pour les formes modulaires classiques dans [Par99].
Il est peut-être remarquable qu’une base explicite puisse être extraite du système de
générateurs de M (il n’y a pas de phénomène analogue pour les symboles modulaires
classiques).
Proposition 11 (th. 2.40). Si n est de degré impair d ≥ 3, les symboles modulaires
ξ(1 : 0) et ξ(P : Q) où P et Q parcourent les polynômes unitaires de A premiers entre
eux vérifiant degQ < degP < d/2, forment une base sur Z de M.
Cela pourrait être utile en vue d’investigations numériques sur les formes auto-
morphes. Dans la section 2.8, on donne une application de ce résultat à la description
de la structure du T-module des symboles modulaires paraboliques lorsque n est de
degré 3.
Les implications logiques des chapitres sont représentées par le diagramme suivant.
chapitre 1
#
>>
>>
>>
>>
>>
>>
>>
>>
>>
chapitre 2

chapitre 3

chapitre 4
s{ ooo
ooo
ooo
oo
ooo
ooo
ooo
oo
chapitre 5
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Cadre général et notations
Le cadre dans lequel se situe le texte est le suivant :
— p est un nombre premier, q une puissance de p et Fq un corps fini à q éléments ;
— A est l’anneau de polynômes en une indéterminée Fq[T ] ; il est muni de la
fonction degré deg : A→ N ∪ {−∞}, en adoptant la convention deg 0 = −∞ ;
— K est le corps des fractions rationnelles Fq(T ), c’est-à-dire le corps des fractions
de A ; c’est une corps de fonctions algébriques sur Fq, de degré de transcendance
1 ;
— ∞ est la place de K définie par pi = 1T ; les places de K sont ∞ et les idéaux
maximaux de A, ces derniers correspondant aux idéaux premiers non nuls de A ;
— K∞ = Fq((pi)) est le corps des séries de Laurent en pi ; c’est le complété de K
en la place ∞ ;
— la valeur absolue |·| = |·|∞ est normalisée sur K∞ (|pi| = 1q ) ;
— O∞ = Fq[[pi]] est l’anneau de séries formelles en pi ; c’est l’anneau d’entiers de
K∞ ;
— C∞ est le complété d’une clôture algébrique de K∞ ; c’est un corps algébrique-
ment clos ;
— H = P1(C∞)−P1(K∞) = C∞ −K∞ est appelé le demi-plan de Drinfeld ;
— n est un idéal non nul de A.
La notation ∞ désignera aussi bien la place ∞ que le bout ∞ de l’arbre de Bruhat-
Tits ou la pointe ∞ d’une courbe modulaire : nous espérons que, d’après le contexte, il
n’y aura pas de confusion possible.
Le groupe GL(2, A) agit sur H par transformations linéaires : ( a bc d )z = az+bcz+d . Pour
un idéal n de A, on pose : Γ(n) = {g ∈ GL(2, A) | g ≡ ( 1 00 1 ) mod n}. Un sous-groupe
de GL(2, A) est dit de congruence s’il contient Γ(n) pour un idéal n. Les groupes :
Γ0(n) =
{(
a b
c d
)
∈ GL(2, A) | c ∈ n
}
,
Γ1(n) =
{(
a b
c d
)
∈ GL(2, A) | a− 1, c ∈ n
}
en sont des exemples.
Si p est un idéal maximal de A, le corps fini A/p est noté Fp. Si F est un corps
quelconque, F alg (resp. F sep) désigne une clôture algébrique (resp. séparable) de F . Si
R est un anneau, Z(R) est le centre de GL(2, R). L’exposant × désigne le sous-groupe
des éléments inversibles. Le cardinal d’un ensemble fini E est noté #E.
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Soient Y un schéma, X un schéma sur Y et Y ′ → Y un morphisme de schémas. Le
changement de base de X à Y ′ est noté XY ′ . Muni de la projection XY ′ → Y ′, c’est un
schéma sur Y ′. Si Y ′ est le spectre d’un anneau R, on pose XY ′ = XR.
Si G est un schéma en groupes lisse sur un schéma T , CotG désignera l’espace
cotangent de G/T le long de la section nulle.
En fin de texte, on trouvera un index non exhaustif de notations employées dans
plusieurs chapitres.
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Chapitre 1
Modules de Drinfeld
1.1 Modules de Drinfeld (rappels)
Ces objets ont été introduits par Drinfeld [Dri74] sous le nom de modules elliptiques.
La théorie des modules de Drinfeld est valable dans un contexte plus général que celui
dans lequel se situe ce texte : considérons une courbe projective lisse irréductible C
sur Fq, munie d’un point fermé ∞ de degré δ ; on peut remplacer A par l’anneau
des fonctions régulières de C − {∞}, K par le corps des fractions de A, pi par une
uniformisante fixée en la place ∞ de K, K∞ par le complété de K en ∞ (avec la valeur
absolue normalisée par |pi| = q−δ), O∞ par son anneau d’entiers et C∞ par le complété
d’une clôture algébrique de K∞. La majeure partie des énoncés de cette section, ainsi
que la conjecture 1.12, sont valables dans ce contexte.
Notre référence pour la présentation suivante est [Gos96]. Les actes de conférence
[GvdPRVG97] contiennent des présentations détaillées de la plupart des objets figurant
dans cette thèse (à l’exception des symboles modulaires de Teitelbaum).
1.1.1 Définition
Un A-corps L est un corps équipé d’un morphisme γ : A→ L. Si le noyau de γ est
non nul, on l’appelle la A-caractéristique de L, sinon on dit que L est de A-caractéristique
générique. Les extensions finies de K sont de caractéristique générique.
Dans la suite de cette section, L désignera un A-corps. Les endomorphismes du
schéma en groupes additif sont donnés par des polynômes additifs. On s’intéresse à
ceux définis sur L et Fq-linéaires :
EndL,Fq(Ga) =
{∑
finie
aiX
qi | ai ∈ L
}
.
Muni de la composition, c’est un anneau non commutatif. Soit τ : X 7→ Xq l’endo-
morphisme de Frobenius relatif. Considérons l’anneau L{τ} des polynômes tordus de
la forme ∑finie aiτ i (ai ∈ L) avec la multiplication définie par τa = aqτ (a ∈ L). Via
Xq
i 7→ τ i, on a l’identification d’anneaux
EndL,Fq(Ga) = L{τ}.
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Définition 1.1. Un A-module de Drinfeld sur L est un homomorphisme de Fq-algèbres
φ : A −→ L{τ}
a 7−→ φa
vérifiant les conditions :
(i) pour tout a dans A, le terme constant de φa est γ(a) ;
(ii) il existe a ∈ A− {0} tel que φa n’est pas constant.
Par la suite, on abrègera « A-module de Drinfeld » en « module de Drinfeld ». Les
coefficients des polynômes φa seront appelés les coefficients de φ.
On démontre qu’il existe un entier r ≥ 1 tel que deg φa = r deg a pour tout a dans
A−{0}. On appelle r le rang du module de Drinfeld. Un module de Drinfeld φ sur L de
rang r est déterminé par la donnée du polynôme φT (X) = γ(T )X + l1Xq + . . .+ lrXq
r ,
avec l1, . . . , lr ∈ L et lr 6= 0. Par exemple, le module de Carlitz sur K (ou C∞) est
défini par ρT (X) = TX +Xq et il est de rang 1. Le rang d’un module de Drinfeld en
est un invariant fondamental. Le cas r = 1 présente de nombreuses similarités avec la
théorie cyclotomique et le cas r = 2 avec les courbes elliptiques.
Soient φ et ψ deux modules de Drinfeld sur L. Un morphisme de φ dans ψ sur L
est la donnée d’un polynôme P ∈ L{τ} tel que pour tout a ∈ A on ait Pφa = ψaP
dans L{τ}. Un morphisme non nul est appelé une isogénie et ne peut exister qu’entre
modules de Drinfeld de même rang. Un isomorphisme de φ dans ψ sur L est la donnée
d’un polynôme constant u ∈ L× tel que, pour tout a ∈ A, on ait uφa = ψau dans L{τ}.
1.1.2 Théorie analytique
Les modules de Drinfeld sur C∞ possèdent une description par des réseaux. Un
réseau de C∞ est un sous A-module de C∞ discret et de type fini. Son rang est la
dimension du K∞-espace vectoriel qu’il engendre. Contrairement à la situation classique
sur C où les réseaux similaires sont de rang 1 ou 2, il existe ici des réseaux de rang
arbitrairement grand. À un tel réseau Λ on associe une fonction exponentielle, qui joue
le rôle de la fonction ℘ de Weierstrass. Elle est définie par
eΛ(z) = z
∏
λ∈Λ,λ 6=0
(
1− z
λ
)
(z ∈ C∞).
C’est une fonction entière surC∞, au sens de l’analyse non-archimédienne. Ses zéros sont
simples et ce sont les éléments de Λ. De plus, cette fonction est Fq-linéaire, surjective
sur C∞ et donne un isomorphisme de groupes eΛ : C∞/Λ
∼−→ C∞. Le diagramme
commutatif suivant
0 // Λ //
a

C∞
a

eΛ // C∞
φΛa

// 0
0 // Λ // C∞
eΛ // C∞ // 0
définit de façon unique un module de Drinfeld φΛ : a 7→ φΛa sur C∞ de rang r, vérifiant
eΛ(az) = φΛa (eΛ(z)) (a ∈ A, z ∈ C∞).
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L’application Λ 7→ φΛ est une équivalence de catégorie entre les réseaux de C∞ de rang
r (munis de leurs morphismes) et les modules de Drinfeld sur C∞ de rang r (munis de
leurs morphismes).
1.1.3 Le A-module des points rationnels
Soient φ un module de Drinfeld sur L et M une extension de L. On munit le groupe
additif M d’une structure de A-module, différente de la structure canonique, donnée
par l’action de φ suivante :
a · x = φa(x) (a ∈ A, x ∈M).
On appelle module des points M -rationnels de φ et on note φM ce A-module.
Pour a ∈ A − {0}, un point de a-torsion M-rationnel est une racine dans M du
polynôme φa(x). Ces points forment un sous-A-module de φM noté φ[a](M). Les points
de torsion M -rationnels forment un sous-module de φM noté (φM)tors. L’ordre d’un
point de torsion x est défini comme l’idéal non nul {a ∈ A | φa(x) = 0} de A. Le
A-module φ[a](Lalg) est contenu dans φLsep et isomorphe à (A/aA)r. On dispose du
théorème de structure globale suivant.
Théorème 1.2 ([Poo95], th. 1). Soit φ un module de Drinfeld sur une extension finie
L de K. Le A-module φL est la somme directe de (φL)tors et d’un A-module libre de
rang infini dénombrable.
La situation diffère donc de celle des courbes elliptiques sur les corps de nombres,
pour lesquelles le groupe de Mordell-Weil est de type fini.
Définition 1.3. Soient n un idéal de A et φ un module de Drinfeld sur L. Une n-isogénie
cyclique L-rationnelle de φ est un polynôme P (X) = ∑i aiXqi ∈ L[X] de degré #(A/n)
tel que Ker(P ) = {x ∈ Lalg | P (x) = 0} est un sous-module de (φLalg)tors ⊂ φLsep
isomorphe à A/n.
Un tel polynôme P définit une isogénie entre φ et le module de Drinfeld ψ défini par
ψa(P (X)) = P (φa(X)) (a ∈ A). Réciproquement, tout sous-module M de (φLalg)tors,
stable par Gal(Lsep/L) et tel que M ' A/n comme A-modules, définit une n-isogénie
cyclique L-rationnelle par la formule suivante : P (X) = ∏m∈M (X −m). On a donc
une bĳection entre l’ensemble des n-isogénies cycliques L-rationnelles de φ et les sous-
modules de (φL)tors stables par Gal(Lsep/L) et isomorphes à A/n comme A-modules.
1.1.4 Théorie de la réduction
Soient L un A-corps local, v sa valuation discrète, O son anneau de valuation,M
son idéal maximal et k son corps résiduel. Soit φ un module de Drinfeld sur L de rang
r. On adopte la définition suivante.
Définition 1.4. On appelle modèle stable de φ sur L la donnée d’un module de Drinfeld
ψ sur L de rang r vérifiant les conditions :
(i) φ et ψ sont isomorphes sur L ;
(ii) ψ est à coefficients dans O ;
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(iii) la réduction de ψ est un module de Drinfeld sur k.
Définition 1.5. Le module de Drinfeld φ a réduction stable s’il possède un modèle
stable ψ sur L. Si r′ désigne le rang de la réduction de ψ sur k, on dit alors que φ a
réduction stable de rang r′.
Le module de Drinfeld φ a réduction potentiellement stable (de rang r′) s’il a
réduction stable (de rang r′) sur une extension finie (F,w) de (L, v). Le module de
Drinfeld φ a bonne réduction (resp. bonne réduction potentielle) s’il a réduction stable
de rang r (resp. réduction potentiellement stable de rang r).
Proposition 1.6. Tout module de Drinfeld sur L a réduction potentiellement stable.
Un module de Drinfeld sur L de rang 2 a donc soit bonne réduction potentielle, soit
réduction potentiellement stable de rang 1. Sur une extension finie M de K = Fq(T ),
un module de Drinfeld a bonne réduction en toutes les places de M sauf un nombre
fini d’entre elles.
Soit φ un module de Drinfeld sur L. D’après la proposition 1.6, φ possède un modèle
stable ψ sur une extension finie (F,w) de (L, v). L’image d’un élément x ∈ φL par
l’isomorphisme est un élément y de ψF .
Lemme 1.7. Si y est entier, il en est de même de l’image de x dans tout autre modèle
stable de φ sur une extension finie de (L, v).
Démonstration. Supposons qu’il existe des extensions finies (F1, w1) et (F2, w2) de
(L, v), un modèle stable ψ1 de φ sur F1 et un modèle stable ψ2 de φ sur F2. Notons
r′ le rang commun de la réduction de ψ1 et ψ2. Alors il existe u1 ∈ F×1 et u2 ∈ F×2
tels que ψ1 = u1φu−11 et ψ2 = u2φu−12 . Soit F le compositum de F1 et F2 et w l’unique
prolongement de w1 et w2 à F . Posons u = u−11 u2 ∈ F×. Alors on a ψ2 = uψ1u−1.
Notons a1 (resp. a2) le coefficient en τ r
′ de (ψ1)T (resp. (ψ2)T ). Comme les modèles
sont à coefficients entiers, on a w1(a1) = 0 et w2(a2) = 0. Or a2 = uq
r′−1a1 donc
w(u1u−12 ) = 0 c’est-à-dire w1(u1) = w2(u2). L’image du point x dans le modèle ψ1
(resp. ψ2) est u−11 x (resp. u−12 x). Si l’un est entier, l’autre l’est donc aussi.
L’uniformisation de Tate-Drinfeld
Nous rappelons cette uniformisation dans le cas des modules de Drinfeld de rang 2.
Supposons que O est un anneau de valuation discrète complet. Si ρ est un module de
Drinfeld sur L, un ρ-réseau de rang 1 est un sous-A-module de ρLsep projectif, de rang
1, discret et invariant par Gal(Lsep/L).
Proposition 1.8 (Drinfeld [Dri74] §7). Il existe une bĳection entre :
(i) l’ensemble des classes d’isomorphisme sur L de modules de Drinfeld de rang 2
sur L, à réduction potentiellement stable de rang 1 ;
(ii) l’ensemble des classes d’isomorphisme sur L de couples (Γ, ρ) où ρ est un module
de Drinfeld de rang 1 sur L et Γ est un ρ-réseau de rang 1.
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Rappelons quelques éléments de cette construction. Prenons un module de Drinfeld
ρ de rang 1 sur L et un ρ-réseau Γ de rang 1. La fonction exponentielle associée à Γ :
eΓ(z) = z
∏
α∈Γ−{0}
(
1− z
α
)
est une fonction entière sur Lsep, qui vérifie eΓ(z) ≡ z modM. Le module de Drinfeld
φ associé au couple (Γ, ρ) est déterminé de façon unique par le diagramme commutatif
suivant, pour tout a ∈ A :
0 // Γ //
ρa

Lsep
ρa

eΓ // Lsep
φa

0 // Γ // Lsep
eΓ // Lsep.
Rappelons la construction réciproque dans le cas où φ est un module de Drinfeld
sur L de rang 2 défini par
φT = T + gτ + ∆τ2 ∈ L{τ},
avec g ∈ O× et ∆ ∈M. Il existe une série e = 1 +∑+∞n=1 unτn dans l’anneau des séries
formelles tordues O{{τ}}, et un module de Drinfeld ρ sur L de rang 1, à coefficients
dans O, tels que
φae = eρa (a ∈ A).
De plus, les réductions de φ et ρ modulo M coïncident et le module de Drinfeld ρ
a bonne réduction. On notera encore e la fonction entière x 7→ 1 +∑+∞n=1 unxqn , qui
définit un homomorphisme Lalg → Lalg. Son noyau Γ est un ρ-réseau de dimension 1.
Il est de la forme Γ = ρA(γ) pour un élément γ ∈ Γ vérifiant w(γ) < 0 (où w désigne
l’unique prolongement de v à Lalg). Pour tout a non nul dans A, on a l’isomorphisme
de A-modules
e : ρ−1a (Γ)/Γ
∼−→ φ[a](Lalg). (1.1)
Comme φ est à coefficients dans O, le groupe additif O muni de la loi a · x = φa(x), est
un sous A-module de φL noté φO. Le sous-A-module des racines dans O de l’équation
φa(x) = 0 est noté φ[a](O).
Lemme 1.9 (voir aussi [Ros03] 5.3 et 5.4). Soit a ∈ A, a 6= 0. On a
e(ρ[a](O)) = φ[a](O).
Démonstration. L’inclusion e(ρ[a](O)) ⊂ φ[a](O) est immédiate, car ρ et e sont à
coefficients dans O. Étudions l’autre inclusion. Les affirmations suivantes s’obtiennent
en généralisant les arguments de la preuve du lemme 5.3 de [Ros03] (voir aussi la
preuve du théorème 5.4 de loc. cit.). Soit λa un élément de ρLalg d’ordre (a), c’est-à-dire
une racine primitive de l’équation ρa(x) = 0. Soit γa ∈ Lalg une racine de l’équation
ρa(x) = γ. L’ensemble
{ρc(λa) + ρd(γa) | (c, d) ∈ A×A, deg c < deg a,deg d < deg a} ⊂ ρ−1a (Γ)
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est un système de représentants de ρ−1a (Γ)/Γ. En effet, il possède q2 deg a éléments et
deux éléments distincts de cet ensemble ne sont pas congrus modulo Γ. De plus, si
deg c < deg a, deg d < deg a, d 6= 0, on a les inégalités suivantes :
w(ρc(λa)) ≥ 0
w(ρd(γa)) < 0
w(e(ρc(λa))) ≥ 0
w(e(ρd(γa)) < 0.
En utilisant la linéarité de l’exponentielle et (1.1), on en déduit
φ[a](O) ⊂ e(ρ[a](Lalg)).
Soit z ∈ φ[a](O). Il existe y ∈ ρ[a](Lalg) tel que z = e(y). L’élément de torsion
y est séparable sur L. Soit σ ∈ Gal(Lsep/L). Comme z ∈ L, on a σ(z) = z donc
e(σ(y)) = σ(e(y)) = e(y). Par linéarité de l’exponentielle, on a e(σ(y)− y) = 0, donc
σ(y) − y ∈ Γ. Par ailleurs, σ(y) − y est un élément de a-torsion de Γ, qui est sans
torsion. On obtient σ(y) = y, d’où y ∈ L. Ceci montre que
φ[a](O) ⊂ e(ρ[a](L)).
Enfin, tout élément de ρ[a](L) est dansO, car il est une racine du polynôme ρa(X) ∈ O[X]
dont le coefficient dominant est inversible dans O. On obtient
φ[a](O) ⊂ e(ρ[a](O)).
1.1.5 Modules de Drinfeld de rang 2 et invariant modulaire
Si φ est un module de Drinfeld de rang 2 sur un corps L donné par
φT = T + gτ + ∆τ2 (g ∈ L,∆ ∈ L×)
son invariant modulaire est j(φ) = gq+1∆ . Deux modules de Drinfeld de rang 2 sur L ont
le même invariant modulaire si et seulement s’ils sont isomorphes sur Lalg. De plus, si
L est un corps local, φ a bonne réduction potentielle si et seulement si j(φ) appartient
à l’anneau de valuation de L ([Ros03] lemme 5.2).
1.2 Torsion des modules de Drinfeld (rappels)
Lemme 1.10 (voir aussi [Poo97], prop. 1). Soient L un A-corps et P ∈ A non constant.
Alors (φL)tors est l’ensemble des éléments de L dont l’orbite sous l’itération de φP est
finie.
Démonstration. Soit x ∈ L et Ix le noyau de l’homomorphisme d’anneaux
A −→ L
a 7−→ φa(x).
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L’élément x est de torsion si et seulement si l’idéal Ix est non nul, ce qui revient à dire
que A/Ix est fini. Par ailleurs, l’application précédente induit une bĳection entre A/Ix
et l’orbite de x sous φ. Si x est de torsion, cette orbite est finie et en particulier, l’orbite
de x sous l’itération de φP est finie.
Réciproquement, si l’orbite sous l’itération de φP est finie, il existe un entier n ≥ 1
tel que φP (x) = φPn(x), donc φPn−P (x) = 0. Comme P est non constant, le polynôme
Pn − P est non nul dans A, donc x est de torsion.
Le lemme 1.10 fournit une description du sous-module de torsion en termes de
systèmes dynamiques algébriques. Considérons le polynôme φT (X) = TX+a1Xq+ . . .+
arX
qr ∈ L[X] avec ar ∈ L×. L’itération de φT (X) définit un système dynamique sur
P1L. Un point x ∈ P1L est dit prépériodique pour φT s’il existe un entier naturel n tel que
f◦n(x) est périodique pour f . Le A-module de torsion (φL)tors est alors l’ensemble des
points de P1L prépériodiques pour φT (voir [Poo98, Sch04] pour de telles formulations).
Lemme 1.11. Soit L une extension finie de K. Si φ est un module de Drinfeld sur L,
le A-module (φL)tors est fini.
Pour une démonstration élémentaire utilisant la théorie de la réduction, on peut
consulter [Ros03] prop. 4.1. Le lemme se déduit aussi de la proposition 1 de [Poo97],
qui affirme que, sur une extension finie de Kp (le complété de K en une place p 6=∞),
la torsion d’un module de Drinfeld est finie. Enfin, ce lemme est aussi conséquence des
propriétés de la hauteur canonique globale associée à un module de Drinfeld par Denis
[Den92] : les points de torsion sont ceux de hauteur nulle et comme il n’existe qu’un
nombre fini de points de hauteur bornée, ils sont en nombre fini.
Rappelons la conjecture suivante de Poonen, inspirée par une question analogue
pour les courbes elliptiques et les variétés abéliennes sur les corps de nombres. Le rang
du module de Drinfeld joue le rôle de paramètre.
Conjecture 1.12 (Poonen [Poo97]). Soient r ≥ 1 et d ≥ 1 des entiers. Il existe une
constante Cr,d > 0 telle que, pour toute extension L de K de degré d et pour tout
module de Drinfeld φ sur L de rang r, on ait #(φL)tors ≤ Cr,d.
Denis avait formulé auparavant cette même question, sans toutefois faire apparaître
la dépendance de la constante en le rang ([Den95], problème 3). Poonen a expliqué
dans quelle mesure sa formulation est optimale et démontré la conjecture pour r = 1
avec une borne explicite optimale ([Poo97], th. 8). Par la suite, Schweizer a proposé
une version raffinée de la borne.
Conjecture 1.13 ([Sch03] 3.1). Soient r ≥ 1 et d ≥ 1 des entiers. Il existe une
constante br,d, indépendante de q, telle que pour toute extension L de K de degré d et
pour tout module de Drinfeld φ sur L de rang r, on ait #(φL)tors ≤ qbr,d .
De plus, si d = 1, Schweizer formule une conjecture précise sur la structure du
module de torsion.
Conjecture 1.14 ([Sch03] conj. 1). Soit φ un module de Drinfeld de rang 2 sur K.
Alors on a un isomorphisme de A-modules
(φK)tors ' A/m1 ⊕A/m2
avec m1,m2 idéaux de A, m2 ⊂ m1 et degm1 + degm2 ≤ 2.
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Enfin, signalons que l’article [NY01] de NguyenKhac et Yamada prétend démontrer
la conjecture pour r = 2, mais la démonstration ne semble pas être complète (voir
[Sch03] §1 pour les détails).
Comme l’anneau A est principal, le module de torsion admet une décomposition
(φL)tors =
⊕
p
Mp
où
Mp = {x ∈ (φL)tors | ∃n ≥ 1, φPn(x) = 0}
est la composante p-primaire de (φL)tors (P désigne un générateur de p) et la somme
porte sur un nombre fini d’idéaux premiers p de A.
Un des principaux résultats connus sur la conjecture pour les modules de Drinfeld
de rang 2 est le suivant.
Théorème 1.15 (Schweizer [Sch03] th. 2.4, [Poo97] th. 6). Soient p un idéal premier
de A et d ≥ 1 un entier. Il existe une constante Bd,p > 0 telle que, pour toute extension
L de K de degré d et pour tout module de Drinfeld φ sur L de rang 2, la composante
p-primaire de (φL)tors est de cardinal au plus Bd,p.
Ce théorème est un analogue fort (c’est-à-dire uniforme en le corps) du théorème
de Manin [Man69] sur la p-torsion des courbes elliptiques sur Q. Plus précisément,
c’est l’analogue d’un théorème de Kamienny et Mazur [KM95], dont la démonstration
s’appuie sur un théorème de Frey, lui-même conséquence du théorème de Faltings
(conjecture de Lang pour les points rationnels de sous-variétés des variétés abéliennes).
La démonstration du théorème 1.15 repose sur des résultats similaires, en particulier
la conjecture de Mordell-Lang pour les variétés abéliennes sur les corps de fonctions,
prouvée par Hrushovski [Hru96].
Cet énoncé permet de ramener le problème de la torsion à celui a priori plus faible
de la torsion première.
Conjecture 1.16. Pour tout entier d ≥ 1, il n’y a qu’un nombre fini d’idéaux premiers
p de A pour lesquels il existe une extension L de K de degré d, un module de Drinfeld
φ sur L de rang 2 et un élément de φLtors d’ordre p.
Corollaire 1.17 ([Sch03]). La conjecture 1.12 est vraie pour r = 2 si et seulement si
la conjecture 1.16 est vérifiée.
En effet, borner uniformément #(φL)tors revient d’une part à borner uniformément
le nombre d’idéaux premiers p apparaissant dans la décomposition primaire (φL)tors,
d’autre part à borner uniformément le cardinal de chacune des composantes p-primaires.
Le premier point revient à montrer la conjecture 1.16. Quant au deuxième, il découle
du théorème 1.15. Dans cette thèse, nous nous intéressons à la conjecture 1.16.
Remarque 1.18. La démonstration du théorème 1.15 ne fournit pas de borne explicite
pour le cardinal de la composante p-primaire. Ainsi, même si on connaît explicitement
les idéaux premiers p intervenant dans la conjecture 1.16, cela ne suffit pas pour obtenir
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une borne explicite dans la conjecture de Poonen. Dans le cas elliptique, le théorème
de Merel n’est pas effectif pour la même raison. Cependant, Parent [Par99] a obtenu
une borne effective en travaillant sur des courbes modulaires de niveau puissance d’un
nombre premier. Une telle approche est envisageable pour la torsion des modules de
Drinfeld de rang 2.
1.3 Arguments locaux pour l’étude de la torsion
Soit d un entier ≥ 1. Soient l un idéal maximal de A et Kl la complétion de K en
l. Rappelons un résultat de Poonen sur la torsion des modules de Drinfeld à bonne
réduction potentielle.
Théorème 1.19 ([Poo97], th. 5 et 7). Soit r un entier ≥ 1. Il existe une constante
C > 0 telle que, si L est une extension finie de Kl de degré au plus d et φ un A-module
de Drinfeld de rang r sur L avec bonne réduction potentielle, on a #(φL)tors ≤ C.
Un examen de la démonstration de Poonen montre que la borne explicite suivante
convient :
C = q2ddeg l(qr deg l−1).
Précisons comment elle est obtenue. Soit P un générateur unitaire de l. La première
étape de la démonstration, qui consiste à se ramener à A = Fq[P ] et à K = Frac(Fq[P ]),
change le rang r en r deg l et le degré d en ddeg l. La deuxième étape permet de se
ramener au cas où φ a bonne réduction sur une extension L′ de L : l’extension L′/K
construite est de degré au plus d′ = d(qr − 1). Enfin, une fois ces simplifications faites,
la dernière étape majore le cardinal de la torsion par q2d′ .
Dans le cas où r = 2 et d = 1, la borne obtenue est donc q2(q2 deg l−1) deg l. Ainsi, si
le module de Drinfeld possède un point L-rationnel d’ordre n, on a deg n ≤ 2(q2 deg l −
1) deg l. Lorsque (l, n) = 1, la proposition suivante montre que cette borne peut être
améliorée. Cette estimation sera exploitée dans l’analogue de la méthode de Mazur
(section 5.3).
Proposition 1.20. Soient L une extension de Kl de degré ≤ d et φ un module de
Drinfeld sur L de rang 2 ayant un point de torsion L-rationnel x d’ordre n  A avec
(l, n) = 1. Supposons vérifiée l’une des deux conditions suivantes :
(i) φ a bonne réduction potentielle ;
(ii) n est premier, φ a réduction potentiellement stable de rang 1 et x définit un point
entier d’un modèle stable de φ sur une extension finie de L.
Alors on a deg n ≤ ddeg l.
Démonstration. Posons r = 2 dans le cas (i) et r = 1 dans le cas (ii). Le module de
Drinfeld φ est défini par φT = T + gτ + ∆τ2 ∈ L{τ} avec g ∈ L et ∆ ∈ L×. Soient v
la valuation de L et P une uniformisante. Le polynôme Xqr−1 − P est d’Eisenstein
donc irréductible dans L[X]. Soit α une racine de ce polynôme et F le corps obtenu en
adjoignant α à L. C’est une extension séparable et totalement ramifiée de L de degré
qr − 1. Notons w l’unique valuation de F qui prolonge v et O l’anneau de valuation de
F . Démontrons l’assertion suivante :
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Il existe un module de Drinfeld ρ sur F de rang r, à coefficients dans O et
bonne réduction, muni d’un point O-rationnel y d’ordre n.
Supposons la condition (i) vérifiée. Posons u = α−v(∆) ∈ F×. Alors on a w(u) =
− v(∆)
q2−1 . De plus, comme le module de Drinfeld φ a bonne réduction potentielle, son
invariant modulaire gq+1∆ est dans O, ce qui donne v(∆) ≤ (q+1)v(g) donc w(u) ≥ −v(g)q−1 .
Soit ρ le module de Drinfeld de rang 2 sur F défini par
ρT = T + uq−1gτ + uq
2−1∆τ2.
Il est isomorphe à φ sur F et on a w(uq−1g) ≥ 0 et w(uq2−1∆) = 0. Via cet isomorphisme,
ρ est muni d’un point de torsion F -rationnel d’ordre n, noté y. Soit N ∈ A un générateur
de n. On a
ρN (y) = Ny +
2 degN∑
i=1
liy
qi = 0, (1.2)
où l1, . . . , l2 degN ∈ O et l2 degN ∈ O× (car ρ est de rang 2 et a bonne réduction).
Comme x 6= 0, on a y 6= 0. D’après (1.2), on a alors y ∈ O.
Supposons la condition (ii) vérifiée. Posons u = α−v(g) ∈ F×. Alors on a w(u) =
−v(g)q−1 . De plus, comme le module de Drinfeld φ n’a pas bonne réduction potentielle, son
invariant modulaire gq+1∆ n’est pas entier donc (q+1)w(g) < w(∆) et on a w(uq
2−1∆) > 0.
Soit ψ le module de Drinfeld sur F de rang 2 défini par
ψT = T + uq−1gτ + uq
2−1∆τ2.
Il est isomorphe à φ sur F , à coefficients dans O et sa réduction modulo l’idéal maximal
de O définit un module de Drinfeld de rang 1. Autrement dit, c’est un modèle stable
de φ sur F . D’après le lemme 1.7, l’élément x ∈ (φL)tors d’ordre n définit un élément
d’ordre n de (ψO)tors, noté z. Soit (ρ,Γ) une uniformisation de Tate-Drinfeld de ψ
sur F . Le module de Drinfeld ρ est de rang 1, à coefficients dans O et a bonne
réduction. Appliquons le lemme 1.9. Il existe y ∈ ρ[N ](O) tel que z = e(y). Il existe
b ∈ A, deg b < deg n et λN une racine primitive de ρN tels que y = ρb(λN ). Comme n
est premier et λN est d’ordre n, on voit que y est d’ordre n.
L’assertion est donc démontrée. Soit B le sous-A-module de (ρF )tors engendré par
y. Comme ρ est à coefficients dans O et y ∈ O, B est contenu dans O. La réduction
modulo l’idéal maximal de O fournit un homomorphisme de groupes additifs de B dans
le corps résiduel de F . Cet homomorphisme est injectif. En effet, soit z un élément de
B ; il est annulé par N et vérifie donc
ρN (z) = Nz + l1zq + . . .+ lr degNzq
r degN = 0,
avec l1, . . . , lr degN ∈ O et lr degN ∈ O× (car ρ a bonne réduction). Supposons que z est
non nul et vérifie w(z) > 0. On aurait
N + l1zq−1 + . . .+ lr degNzq
r degN−1 = 0,
donc w(N) > 0, ce qui est exclu car (l, n) = 1. Donc B s’injecte dans le corps résiduel de
F , qui est celui de L car l’extension F/L est totalement ramifiée. Le corps résiduel de L
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est une extension de degré au plus d de A/l, donc #B ≤ (#A/l)d ≤ qddeg l. Par ailleurs,
comme y est d’ordre n, B est isomorphe à A/n comme A-module, donc #B = qdeg n.
Ainsi on a deg n ≤ ddeg l.
On en déduit immédiatement l’énoncé global suivant.
Corollaire 1.21. Soient l un idéal maximal de A et L une extension de K de degré
≤ d. Soit φ un module de Drinfeld sur L de rang 2 ayant un point de torsion L-rationnel
x d’ordre n  A avec (l, n) = 1. Supposons vérifiée l’une des deux conditions suivantes :
(i) φ a bonne réduction potentielle en un idéal premier au-dessus de l ;
(ii) n est premier, φ a réduction potentiellement stable de rang 1 en un idéal premier
au-dessus de l et x définit un point entier d’un modèle stable de φ sur une
extension finie de L.
Alors on a deg n ≤ ddeg l.
1.4 Courbes modulaires de Drinfeld (rappels)
Les variétés de modules des modules de Drinfeld de rang r ont été introduites dans
[Dri74]. Leur étude, en particulier dans le cas des courbes (r = 2) a été approfondie
notamment par Gekeler dans [Gek86a, Gek86b] (on pourra consulter aussi [GR96,
Gek01] pour un panorama).
1.4.1 Modules de Drinfeld sur un schéma
Soient S un A-schéma et γ : A → OS l’homomorphisme associé. Soit r un entier
≥ 1. Un A-module de Drinfeld sur S de rang r est un couple (L, φ) où L est un Fq-fibré
en droites sur S et
φ : A −→ EndFq ,S(L)
a 7−→ φa
est un homomorphisme d’anneaux Fq-linéaire à valeurs dans l’anneau des endomor-
phismes Fq-linéaires de L sur S vérifiant :
(i) pour tout corps F et tout homomorphisme de A-schémas Spec(F )→ S, l’appli-
cation induite A→ EndFq ,S(LF ) est un module de Drinfeld sur F de rang r (où
LF désigne le tiré-en-arrière de L par Spec(F )→ S) ;
(ii) pour tout a ∈ A, la dérivée de φa dans l’espace tangent de L en la section nulle
est la multiplication par γ(a).
Si S est le spectre d’un corps, on retrouve la définition classique. Un morphisme de
modules de Drinfeld de (L, φ) dans (L′, φ′) est un homomorphisme L → L′ compatible
aux actions de A données par φ et φ′. Si n est un idéal de A, le schéma de n-torsion
φ[n] est l’intersection schématique des noyaux de φa : L → L pour tout a ∈ n. C’est un
S-schéma en groupes plat, fini sur S de rang #(A/n)r et étale en dehors du support de
n.
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1.4.2 Courbes modulaires de Drinfeld X0(n) et X1(n)
Pour la construction des schémas de modules classifiant les modules de Drinfeld de
rang r sur un schéma munis d’une structure de niveau n, on consultera les références
citées précédemment. Dans la suite de ce texte, nous nous intéresserons aux courbes
modulaires X0(n) et X1(n), dont nous rappelons maintenant les propriétés.
Si E = (L, φ) est un module de Drinfeld sur S, suivant Drinfeld et [KM85], un sous-
groupe cyclique de E d’ordre n est un sous-schéma en groupes C de φ[n] tel qu’il existe
un changement de base, fini et fidèlement plat T → S, et un point P ∈ (L×S T )(T ) tel
que sur L ×S T , on ait l’égalité de diviseurs de Cartier : CT = ∑a∈A/n[aP ].
Considérons le foncteur, de la catégorie des A-schémas dans celle des ensembles,
qui à un A-schéma S associe l’ensemble des classes d’isomorphisme de couples (E,C),
où E est un module de Drinfeld sur S de rang 2 et C un sous-schéma en groupes fini
et plat de φ[n], de rang constant égal à #A/n sur S et cyclique (on appellera C une
structure de niveau Γ0(n) sur E). Ce foncteur possède un schéma de modules grossier
Y0(n) sur A, qui est affine et de type fini sur A, de dimension relative pure 1.
En particulier, si L est un corps de A-caractéristique disjointe de n, Y0(n)(L) est en
bĳection avec l’ensemble des classes de Lalg-isomorphisme de couples (φ, u) où φ est un
A-module de Drinfeld sur L de rang 2 et u est une n-isogénie cyclique L-rationnelle de
φ.
Si E = (L, φ) est un module de Drinfeld sur S, un point d’ordre exactement n de E
est un homomorphisme de A-modules P : A/n→ L(S) tel que le diviseur de Cartier
effectif ∑a∈A/n[P (a)] est un sous-schéma en groupes de φ[n].
Considérons le foncteur, qui à un A-schéma S associe l’ensemble des classes d’iso-
morphisme de couples (E,P ), où E est un module de Drinfeld sur S de rang 2 et P un
point d’ordre exactement n de E. Ce foncteur possède un schéma de modules grossier
Y1(n) sur A, qui est affine et de type fini sur A, de dimension relative pure 1.
En particulier, si L est un corps de A-caractéristique disjointe de n, Y1(n)(L) est
en bĳection avec l’ensemble des classes de Lalg-isomorphisme de (φ, P ) où φ est un
A-module de Drinfeld sur L de rang 2 et P ∈ φL est un point de torsion L-rationnel
d’ordre n.
On dispose d’une construction de Y0(n) et Y1(n) comme variétés analytiques rigides
sur C∞. Le demi-plan de Drinfeld H a une structure naturelle d’espace analytique
rigide, connexe et lisse. L’action par transformations linéaires d’un sous-groupe de
congruence Γ de GL(2, A) sur H donne un espace quotient Γ\H, qui est un espace
analytique rigide sur C∞ de dimension 1, connexe et lisse. On a un isomorphisme
d’espaces analytiques rigides Γi(n)\H ' Yi(n)anC∞ , où Yi(n)anC∞ désigne l’analytifiée de
Yi(n) sur C∞ et i ∈ {0, 1}.
Des résultats de Drinfeld [Dri74], on déduit des compactificationsM0(n) etM1(n)
de Y0(n) et Y1(n) ayant les propriétés suivantes.
Théorème 1.22 (Drinfeld). Soit i ∈ {0, 1}.
(i) L’ensemble Mi(n) − Yi(n) est fini sur A. On l’appelle ensemble des pointes de
Mi(n).
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(ii) Le schéma Mi(n) est propre, normal, plat et irréductible, de dimension relative 1
sur Spec(A).
(iii) Notons Xi(n) le schémaMi(n)A[1/n]. Le morphisme structurel Xi(n)→ Spec(A[1/n])
est lisse et propre.
(iv) Le schéma Xi(n)K est une courbe géométriquement connexe, lisse et propre sur
K.
On trouvera une démonstration détaillée de la lissité dans [Tae06] 5.5.2.
Lorsque n est un idéal premier, l’ensemble X0(n)K − Y0(n)K est formé de deux
pointes, notées 0 et ∞.
La courbe X0(n)K étant lisse, ses genres arithmétique et géométrique coïncident,
et sont invariants par extension de corps de K. Cette quantité est appelée le genre de
X0(n), sans référence au corps de base, et notée g(X0(n)). Les formules suivantes ont
été obtenues par Gekeler.
Proposition 1.23 ([Gek80] Satz 3.4.18, [Gek01] §8). Si n est premier, on a
g(X0(n)) =

qdeg n−q2
q2−1 si deg n est pair ;
qdeg n−q
q2−1 si deg n est impair.
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Chapitre 2
Symboles modulaires de
Teitelbaum
2.1 Formes automorphes et arbre de Bruhat-Tits (rappels)
2.1.1 L’arbre de Bruhat-Tits de PGL(2, K∞)
Notre présentation suit [Ser77] et [GR96] § 1.5 et 1.6. Commençons par quelques
définitions et notations relatives aux graphes combinatoires. L’ensemble des sommets
d’un graphe G est noté X(G ) et celui de ses arêtes orientées Y (G ). Si e est une arête
orientée d’un graphe, e désigne l’arête opposée, o(e) l’origine de e et t(e) son extrémité.
Un chemin d’un graphe est une suite d’arêtes adjacentes. Un aller-retour dans un
chemin est un couple d’arêtes adjacentes de la forme (e, e). Enfin, une géodésique est
un chemin sans aller-retour.
On note Z[X(G )] (resp. Z[Y (G )]) le groupe libre engendré par les sommets (resp.
les arêtes orientées) de G . L’application e 7→ (t(e))− (o(e)) s’étend linéairement en un
homomorphisme de bord ∂ : Z[Y (G )]→ Z[X(G )] qui passe au quotient en
∂ : Z[Y (G )]/Z[(e) + (e) | e ∈ Y (G )] −→ Z[X(G )].
Le premier groupe d’homologie H1(G ,Z) du graphe est le noyau de ∂. Ses éléments sont
appelés les cycles de G . Plus généralement, si S est un sous-graphe de G , le premier
groupe d’homologie relative H1(G ,S ,Z) est le noyau de l’application déduite de ∂
Z[Y (G )]/Z[Y (S ), (e) + (e) | e ∈ Y (G )] −→ Z[X(G )]/Z[X(S )].
L’arbre de Bruhat-Tits. L’arbre de Bruhat-Tits de PGL(2,K∞) possède une des-
cription classique par des classes d’homothétie de certains réseaux de K2∞ ([Ser77]
II.1). Pour nos besoins, nous rappelons la description en termes d’espaces quotients de
matrices de GL(2,K∞) qui s’en déduit.
Notation 2.1. Soit G le schéma en groupes GL(2). Soit I le sous-groupe d’Iwahori de
G(K∞) défini par
I =
{(
a b
c d
)
∈ G(O∞) | c ≡ 0 mod pi
}
.
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On pose
X(T ) = G(K∞)/G(O∞)Z(K∞)
Y (T ) = G(K∞)/IZ(K∞).
Définition 2.2. L’arbre de Bruhat-Tits T de PGL(2,K∞) est le graphe combinatoire
défini de la façon suivante :
(i) l’ensemble de ses sommets est X(T ) ;
(ii) l’ensemble de ses arêtes orientées est Y (T ) ;
(iii) l’application e 7→ o(e) est l’application canonique Y (T )→ X(T ) ;
(iv) l’application e 7→ e est l’application X(T )→ X(T ) définie par g 7→ g( 0 1pi 0 ).
C’est un arbre c’est-à-dire un graphe infini connexe sans circuit ([Ser77] II.1.1). En
particulier, il existe une unique géodésique reliant deux sommets donnés. L’arbre T est
(q+1)-régulier, c’est-à-dire que de chaque sommet partent q+1 arêtes. Il est muni d’une
action transitive de G(K∞). C’est un cas particulier de la notion d’immeuble associé
aux groupes algébriques semisimples sur un corps local par Bruhat et Tits. La théorie
des modules de Drinfeld de rang r ≥ 2 fait intervenir l’immeuble de PGL(2,K∞).
Les bouts de l’arbre T . Une demi-droite de T est un sous-graphe de T isomorphe
à • • • · · · . Un bout de T est une classe d’équivalence de demi-droites
de T , où deux demi-droites sont dites équivalentes si elles diffèrent d’un graphe fini.
L’ensemble des bouts de T est noté Bouts(T ).
Soit s un bout de T . On choisit une demi-droite le représentant ; elle est donnée
par des sommets adjacents correspondant aux classes de matrices (
( ak bk
ck dk
)
)k≥0 dans
G(K∞). On a alors une bĳection
Bouts(T ) ∼−→ P1(K∞)
s 7−→
(⋂
k≥0(dk − ck)O∞ ⊕ (ak − bk)O∞
)
K∞
qui est indépendante du choix des représentants, et compatible à l’action de G(K∞).
Par cette bĳection, l’image de ∞ = (1 : 0) ∈ P1(K∞) (resp. 0 ∈ P1(K∞)) est le bout
défini par la demi-droite
((
pik 0
0 1
))
k≥0 (resp.
((
pik 0
0 1
))
k≤0). On appelle bout rationnel
de T un bout dont l’image par la bĳection est un élément de P1(K).
Des systèmes de représentants de X(T ) et Y (T ). On dit qu’une arête orientée
e pointe vers un bout de T s’il existe une demi-droite passant par e et représentant
ce bout. Le bout ∞ définit une orientation de l’arbre, c’est-à-dire une décomposition
Y (T ) = Y + unionsq Y − avec Y + = Y −. Une arête orientée e est dans Y + (positive) si elle
pointe vers ∞ ; sinon elle est dans Y − (négative). On a alors une bĳection
X(T ) ∼−→ Y +
v 7−→ l’unique arête positive d’origine v.
L’énoncé suivant est un résultat classique.
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Lemme 2.3. (i) Les matrices
(
pik u
0 1
) ∈ G(K∞), pour k ∈ Z et u ∈ K∞, u mod
pikO∞, forment un système de représentants de X(T ) et de Y +.
(ii) Les matrices
(
pik u
0 1
)( 0 1
pi 0
) ∈ G(K∞), pour k ∈ Z et u ∈ K∞, u mod pikO∞,
forment un système de représentants de Y −.
Le graphe Γ\T . Soit Γ un sous-groupe de congruence de G(A) = GL(2, A). L’action
de Γ sur l’arbre T est sans inversion ([Ser77] II.1.2 et II.1.3). De ce fait, on peut
considérer le graphe quotient Γ\T , dont les sommets sont les classes d’équivalence
X(Γ\T ) = Γ\X(T ) et les arêtes orientées les classes Y (Γ\T ) = Γ\Y (T ).
Si Γ = G(A), le graphe obtenu est de la forme • • • · · · et ses
sommets et arêtes positives sont représentés par les matrices
(
pi−k 0
0 1
)
, pour k ≥ 0.
Pour k ≥ 0, un sommet (resp. une arête) de T est dite de type k si son image dans
GL(2, A)\T est le sommet (resp. l’arête) représenté par la matrice ( pi−k 00 1 ).
Revenons au cas où Γ est un sous-groupe de congruence de G(A). La structure du
graphe quotient est la suivante
Γ\T = (Γ\T )0 ∪
⋃
i
hi
où (Γ\T )0 est un graphe fini et les hi sont des demi-droites disjointes, en nombre fini
([Ser77] II.2.3 th. 9 et II.2.8 p. 172). De plus, la réunion est disjointe sur les arêtes et
(Γ\T )0 n’a qu’un sommet en commun avec chaque demi-droite. Ces demi-droites hi
sont en bĳection avec les classes de bouts rationnels modulo Γ, c’est-à-dire Γ\P1(K).
On les appelle les pointes de Γ\T et on note leur ensemble ptes. La détermination
explicite de tels « domaines fondamentaux » Γ\T a été étudiée dans [Gek85, GN95].
Correspondances sur Y (Γ0(n)\T ). Soit m un idéal non nul de A, de générateur
unitaire m. La double classe Γ0(n)
(
m 0
0 1
)
Γ0(n) est une réunion disjointe d’un nombre fini
de classes à gauche pour Γ0(n). Soit Rn,m un ensemble de représentants de ces classes à
gauche. On définit la correspondance τm comme la somme formelle d’arêtes de Γ0(n)\T
τm(e˜) =
∑
g∈Rn,m
g˜e,
où e ∈ Y (T ) est d’image e˜ dans Γ0(n)\T . Un système de représentants Rn,m est par
exemple l’ensemble de matrices{(
a b
0 d
)
∈ GL2(K) | a, b, d ∈ A, (ad) = m, (a) + n = A, deg b < deg d, a et d unitaires
}
.
Les correspondances τm satisfont aux propriétés usuelles suivantes :
(i) elles commutent deux à deux ;
(ii) pour (m,m′) = 1, on a τmτm′ = τmm′ ;
(iii) pour p premier et i ≥ 0, on a
si (p, n) = 1 τpiτp = τpi+1 + qdeg pτpi−1
si (p, n) 6= 1 τpi = (τp)i
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2.1.2 Cochaînes harmoniques sur l’arbre T
Définition 2.4. Soient R un groupe abélien et Γ un sous-groupe de G(A). Une cochaîne
harmonique parabolique pour Γ sur T à valeurs dans R est une fonction F : Y (T )→ R
vérifiant les conditions suivantes :
(i) F est alternée : F (e) + F (e) = 0 pour tout e ∈ Y (T ) ;
(ii) F est harmonique :
∑
e∈Y (T )
o(e)=v
F (e) = 0 pour tout v ∈ X(T ) ;
(iii) F est invariante par Γ : F (γe) = F (e) pour tout γ ∈ Γ, e ∈ Y (T ) ;
(iv) F est à support fini dans le graphe quotient Γ\T .
On notera H !(T , R)Γ le groupe abélien formé des cochaînes harmoniques parabo-
liques pour Γ à valeurs dans R. La formation de H !(T , R)Γ commute aux extensions
d’anneaux plates. En particulier, les homomorphismes canoniques
H !(T ,Z)Γ ⊗Z Q ∼−→ H !(T ,Q)Γ
H !(T ,Z)Γ ⊗Z C ∼−→ H !(T ,C)Γ
sont des isomorphismes.
Notation 2.5. On pose H = H !(T ,Z)Γ0(n) et H(R) = H !(T , R)Γ0(n).
Cochaînes paraboliques pour Γ et cycles de Γ\T ([GR96] §3)
Si v (resp. e) est un sommet (resp. une arête) de T , on note Γv (resp. Γe) le
stabilisateur de v (resp. e) dans Γ. Ce sont des groupes finis. Soit v un sommet de T ,
d’image v˜ dans Γ\T . Le groupe Γv agit sur l’ensemble des arêtes de T d’origine v et
les orbites correspondent aux arêtes de Γ\T d’origine v˜. Si e est une arête d’origine v,
le cardinal de l’orbite correspondante sous Γv est m(e) = [Γv : Γe].
Une cochaîne F pour Γ peut être vue comme une fonction sur Y (Γ\T ). Elle est
alternée, et la condition d’harmonicité devient∑
e˜∈Y (Γ\T )
o(e˜)=v˜
m(e˜)F (e˜) = 0 (v˜ ∈ X(Γ\T )). (2.1)
De plus, si R est sans torsion, F s’annule sur les pointes de Γ\T ([GR96] prop. 3.1.4).
Considérons l’application qui à un cycle c ∈ H1(Γ\T ,Z) associe la fonction
Y (Γ\T ) −→ Z
e 7−→ multc(e)−multc(e).
Soit H !(Γ\T ,Z) le groupe des fonctions Y (Γ\T )→ Z à support compact vérifiant les
conditions d’alternance et d’harmonicité dans Γ\T . L’application précédente donne par
linéarité un isomorphisme de groupes
H1(Γ\T ,Z) ∼−→ H !(Γ\T ,Z). (2.2)
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Par ailleurs, l’homomorphisme de groupes
H !(Γ\T ,Z) −→ H !(T ,Z)Γ
ϕ 7−→ (e 7→ n(e)ϕ(e˜)), (2.3)
où n(e) = [Γe : Γ ∩ Z(K)], est injectif de conoyau fini. C’est même un isomorphisme
lorsque le sous-groupe de congruence est Γ(n) ([GR96] 3.4.5), Γ0(n) ou Γ1(n) ([GN95]
3.3. et 5.4).
En particulier, le groupe H !(T ,Z)Γ0(n) est abélien et libre de rang g, où g est le
genre de Γ0(n)\T , qui est égal à dimQ(Γ0(n)ab⊗ZQ). Par ailleurs, d’après le théorème 2
de [Dri74], ce rang coïncide avec g(X0(n)).
Les cochaînes harmoniques comme formes automorphes ([GR96], §4)
Notons A l’anneau des adèles de K et O son anneau des entiers. Soient K un
sous-groupe ouvert de G(O) et F un corps de caractéristique zéro. Une fonction
ϕ : G(K)\G(A)/K −→ F
est appelée forme automorphe parabolique pour K à valeurs dans F si pour presque
tout g ∈ G(A), on a
∫
K\A
ϕ
((
1 x
0 1
)
g
)
dx = 0, où dx est une mesure de Haar sur
K\A.
La place non-archimédienne ∞ étant fixée, on a des décompositions en parties
« finies » et « infinies »
A = Af ×K∞ O = Of ×O∞ A× = A×f ×K×∞.
Nous nous intéressons aux formes automorphes paraboliques invariantes sous Z(K∞).
On peut les voir comme des fonctions sur
Y (K) := G(K)\G(A)/KZ(K∞).
Supposons que K admette une décomposition en produit de sous-groupes Kf ×K∞
avec Kf ⊂ G(Of ) et K∞ ⊂ G(O∞). D’après le théorème d’approximation forte pour
SL(2), le déterminant induit une bĳection
G(K)\G(Af )/Kf ∼−→ K×\A×f /detKf .
Soit S un système de représentants de l’ensemble fini G(K)\G(Af )/Kf . Tout élément
g de G(A) s’écrit g = γxkg∞ avec γ ∈ G(K), x ∈ S, k ∈ Kf et g∞ ∈ G(K∞). Posons
Γx = G(K) ∩ xKfx−1 ⊂ G(Af ). La projection sur la composante à l’infini induit une
application
Y (K) −→ Γx\G(K∞)/K∞Z(K∞)
g 7−→ g∞
qui est bien définie et donne une bĳection
Y (K) '
⊔
x∈S
Γx\G(K∞)/K∞Z(K∞).
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Posons désormais K = Kf × I où I est le sous-groupe d’Iwahori. On a alors une
identification
Y (Kf × I) '
⊔
x∈S
Y (Γx\T ). (2.4)
En particulier, si Γ est le sous-groupe Γ0(n) et si
Kf = K0(n)f =
{(
a b
c d
)
∈ G(Of ) | c ∈ n
}
,
on identifie Y (K0(n)f ×I) aux arêtes Y (Γ0(n)\T ). En effet, dans ce cas, det(K0(n)f ) =
O×f et K×\A×f /O×f est canoniquement isomorphe au groupe des classes de A = Fq[T ],
qui est trivial. Les cochaînes harmoniques paraboliques pour Γ0(n) à valeurs dans F sont
alors des formes automorphes paraboliques G(K)\G(A)/K0(n)f × Z(K∞)I → F . Pour
cette raison, on appellera dans ce texte formes automorphes les cochaînes harmoniques
paraboliques pour Γ0(n).
Parmi ces formes automorphes, il est naturel de se demander lesquelles correspondent
aux cochaînes harmoniques. Soit Vsp,F l’espace de fonctions
{f : P1(K∞)→ F | f localement constante} modulo F.
La représentation spéciale ρsp,F : G(K∞) → GL(Vsp,F ) de G(K∞) est celle donnée
par l’action par translation à droite. Elle est irréductible. Soit Wsp(K, F ) l’espace des
formes automorphes paraboliques
ϕ : G(K)\G(A)/Kf × Z(K∞)I −→ F
telles que la représentation de G(K∞) associée à ϕ soit isomorphe à une somme finie de
copies de ρsp,F . Sous la bĳection (2.4), l’espace de cochaînes harmoniques paraboliques
⊕x∈SH !(T , F )Γx s’identifie à Wsp(K, F ) ([Dri74], prop. 10.3). En particulier, H(F )
s’identifie à Wsp(K0(n)f × I, F ).
Le développement de Fourier des formes automorphes
Nous rappelons le développement d’une forme automorphe à valeurs dans C, en
suivant Weil et Gekeler [Wei71, Gek80, Gek95b]. Soient B le sous-groupe de Borel des
matrices triangulaires supérieures dans G et Γ∞ = B(A). Ce dernier est le stabilisateur
du bout ∞ dans G(K∞) et il agit sur l’arbre de Bruhat-Tits sans inversion et en
conservant l’orientation donnée par ce bout. On a donc un graphe quotient Γ∞\T ,
d’arêtes Y (Γ∞\T ) ' Γ∞\G(K∞)/IZ(K∞).
Nous nous plaçons dans un cadre un peu plus général, en étudiant le développement
d’une fonction
F : Y +(Γ∞\T ) −→ C.
Une forme automorphe pour Γ0(n) rentre dans ce cadre, puisque Γ∞ ⊂ Γ0(n) et qu’une
telle application est déterminée par sa restriction aux arêtes positives. Le théorème
d’approximation forte donne l’isomorphisme
Y +(Γ∞\T ) ' B(K)\B(A)/B(O)Z(A).
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La fonction F est alors déterminée par sa restriction aux matrices
( x y
0 1
)
de B(A). On
pose F (x, y) = F (
( x y
0 1
)
). Soit ψ un caractère additif non trivial fixé de A/K. Il lui est
associé un idèle différentiel δ par la formule δv = piordv(ψ)v , pour toute place v de K. Les
coefficients de Fourier de F sont définis par :
c0(x) =
∫
A/K
F (x, y)dy et c(x) =
∫
A/K
F (d−1x, y)ψ(−y)dy
où dy est une mesure de Haar sur A/K normalisée de telle sorte que voldy(A/K) = 1.
La fonction F admet alors un développement en série de Fourier :
F (x, y) = c0(x) +
∑
ξ∈K×
c(ξδx)ψ(ξy).
Cette série ne porte en fait que sur les ξ ∈ K× tels que le diviseur associé à ξdx est
effectif. C’est donc une somme finie.
Exprimons maintenant ces données sur la composante à l’infini, c’est-à-dire en
fonction des valeurs de F sur le système de représentants des arêtes de T donné par
le lemme 2.3. Soit η0 un caractère additif fixé non trivial de Fp et η : A/K → C× le
caractère obtenu en composant
A/K = O+K/K ∼−→ O/Fq proj−→ O∞/((pi2) + Fq) res−→ Fq tr−→ Fp η0−→ C×,
où proj est la projection sur la composante ∞, res l’application qui à ∑ aipii associe a1
et tr la trace. L’idèle différentiel associé à η est δ = (1, . . . , 1, pi−2).
En utilisant des propriétés d’invariance des fonctions c0 et c, les intégrales adéliques
qui les définissent s’expriment alors comme sommes finies :
c0(pik) =
{
F (
(
pik 0
0 1
)
) si k ≤ 1
q1−k
∑
y∈(pi)/(pik) F
((
pik y
0 1
))
si k ≥ 1.
Soit M un diviseur effectif de K (on adoptera une notation multiplicative pour de tels
diviseurs). Écrivons M = div(m)∞degM où div(m) est le diviseur principal associé à
m ∈ A et degM le degré de M . Par abus de notation, η désignera la restriction de η à
K∞, c’est-à-dire le caractère
η : K∞ −→ C×∑
aipi
i 7−→ η0(tr(a1)).
L’intégrale adélique pour le coefficient de Fourier devient
c(M) = q−1−degM
∑
y∈(pi)/(pi2+degM )
F
((
pi2+degM y
0 1
))
η(−my)
et le développement de Fourier est la somme finie suivante
F
((
pik y
0 1
))
= c0(pik) +
∑
m∈A,m 6=0
degm≤k−2
c(div(m)∞k−2)η(my).
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Soit ν : K∞ → Z l’application qui à ∑ aipii associe −1 si a1 6= 0, et q− 1 sinon. Les
coefficients et développement de Fourier peuvent encore s’exprimer ainsi :
c(M) = q−1−degM
F
((
pi2+degM 0
0 1
))
+
∑
y∈F×q \(pi)/(pi2+degM )
y 6=0
F
((
pi2+degM y
0 1
))
ν(my)

F
((
pik y
0 1
))
= c0(pik) +
∑
m∈A,m unitaire
degm≤k−2
c(div(m)∞k−2)ν(my). (2.5)
En particulier, si F est à valeurs dans Z, ses coefficients de Fourier sont dans Z[1/p].
Réciproquement, si F a tous ses coefficients de Fourier dans Z[1/p], alors elle est à
valeurs dans Z[1/p].
Maintenant, voyons comment se traduit l’harmonicité de F sur T en termes de ses
coefficients.
Lemme 2.6 ([Gek95b] lemme 2.13). Soit F une fonction sur les arêtes de T , à valeurs
dans C, alternée et invariante pour Γ∞. Alors F est harmonique si et seulement si ses
coefficients de Fourier vérifient les deux conditions suivantes :
(i) pour tout k ∈ Z, c0(pik) = q−kc0(1) ;
(ii) pour tout diviseur effectif de la forme M = Mf∞k, c(M) = c(Mf )q−k.
Corollaire 2.7. Soit F ∈ H(C). Le coefficient de Fourier c0 de F est identiquement
nul.
Démonstration. D’après ce qui précède, il suffit de montrer que c0(1) = F (
( 1 0
0 1
)
) = 0.
Regardons F comme une fonction sur les arêtes de Γ∞\T . Un système de représentants
des arêtes positives de Γ∞\T est donné par
(
pik u
0 1
)
, pour k ∈ Z et u ∈ ((pi)/(pik))/F×q
([Gek95b], 3.1). En particulier, le graphe Γ∞\T est la réunion (disjointe sur les arêtes)
d’un graphe infini et de la demi-droite (
(
pii 0
0 1
)
)i≤1. L’arête représentée par
( 1 0
0 1
)
est
située sur cette demi-droite. En utilisant l’harmonicité de F et le fait que C est sans
torsion, on voit que F s’annule sur cette arête.
Le produit de Petersson
Il correspond au produit de Petersson usuel sur les formes automorphes. Soit Γ un
sous-groupe de congruence de GL(2, A). Soit la mesure µ sur les arêtes de Γ\T définie
par
volµ(e˜) =
1
n(e) =
1
[Γe : Γ ∩ Z(K)]
(e˜ est l’image dans Y (Γ\T ) de e ∈ Y (T )). Le produit hermitien de Petersson est alors
H !(T ,C)Γ ×H !(T ,C)Γ −→ C
(F,G) 7−→ (F,G)µ = 12
∑
e˜∈Γ\T F (e˜)G(e˜)volµ(e˜).
Il s’agit d’une somme finie. Sa restriction fournit une application bilinéaire surH !(T ,Q)Γ.
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Les opérateurs de Hecke
Soit R un groupe abélien. Soit m un idéal non nul de A. La correspondance τm sur
Y (Γ0(n)\T ) donne lieu à l’opérateur Tm ∈ End(H(R)) défini par
(TmF )(e) =
∑
a,b,d∈A
(ad)=m, (a)+n=A
deg b<deg d, a et d unitaires
F
((
a b
0 d
)
e
)
(e ∈ Y (T )).
Les opérateurs Tm héritent des propriétés des τm (page 27). De plus, si R = C et
(m, n) = 1, Tm est hermitien pour le produit de Petersson sur H(C).
Notation 2.8. La sous-algèbre commutative de End(H(C)) engendrée sur Z par les
endomorphismes Tm, pour m idéal de A, est notée T, et appelée algèbre de Hecke.
Elle est de rang fini et sans torsion sur Z. Si R est un sous-anneau de C, T stabilise
H(R). Une forme automorphe de H(C) est dite propre si elle est propre pour tous les
éléments de T. Elle est normalisée si son coefficient de Fourier c((1)) associé au diviseur
trivial vaut 1. L’inégalité de Ramanujan-Petersson, démontrée par Drinfeld [Dri74],
affirme que les valeurs propres de Tm sont des entiers algébriques de valeur absolue
≤ 2q degm2 , pour tout m premier.
L’involution wn est l’endomorphisme de H(C) défini par (wnF )(e) = F
(( 0 −1
N 0
)
e
)
(e ∈ Y (T )), où N est le générateur unitaire de n. Elle commute à Tp, pour tout p
premier ne divisant pas n. Lorsque n est premier, wn coïncide avec −Tn ; l’algèbre de
Hecke T coïncide alors avec celle engendrée par Tp (pour p idéal premier distinct de n)
et wn.
Ajoutons une remarque sur l’opérateur pour la place ∞, défini par
(T∞F )(e) =
∑
c∈Fq
F
(
e
(
pi c
0 1
))
(e ∈ Y (T )).
Une fonction alternée sur T est harmonique si et seulement si elle est vecteur propre
de T∞ de valeur propre 1. Nous ne ferons donc pas intervenir l’opérateur T∞ dans
l’algèbre de Hecke.
Rappelons maintenant l’action des opérateurs de Hecke sur les coefficients de Fourier
d’une forme automorphe F ∈ H(C). Soit m un idéal premier non nul de A, de générateur
unitaire m. Soit cF (M) le coefficient de Fourier de F correspondant au diviseur effectif
M de K. On a
si m - N cTmF (M) = qdegmcF (Mdiv(m)) + cF (Mdiv(m)−1) ;
si m | N cTmF (M) = qdegmcF (Mdiv(m)).
En particulier,
cTmF ((1)) = qdegmc(div(m)). (2.6)
Proposition 2.9 ([Gek95a] th. 3.17). On a l’accouplement non dégénéré de groupes
abéliens
T×H −→ Z
(t, F ) 7−→ ctF ((1))
qui devient parfait après extension des scalaires à Z[1/p].
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La fonction L
Nous suivons les présentations de [Wei71, TR92, Tan93, Gek95b]. Soit F ∈ H(C).
Définition 2.10. La fonction L de F est définie par la série de Dirichlet
L(F, s) =
∑
M diviseur effectif de K
c(M)q−(s−1) degM ,
absolument convergente sur le demi-plan {s ∈ C | Re(s) > 1} (cela vient du fait que F ,
qui est parabolique, est bornée ; voir [Wei71], corollaire de la proposition 1 et chapitre
V).
Rappelons l’expression de cette fonction comme transformée de Mellin, qui permet
d’obtenir une équation fonctionnelle et de la prolonger analytiquement à C.
Définition 2.11. La transformée de Mellin de F est, pour s ∈ C, la fonction holo-
morpheM(F, ·) : C→ C définie par
M(F, s) =
∑
k∈Z
F
((
pik 0
0 1
))
q−ks.
C’est une somme finie. En effet, la projection du chemin (
(
pik 0
0 1
)
)k∈Z dans Γ0(n)\T
relie la pointe 0 à ∞, et F y est nulle sauf pour un nombre fini d’arêtes car elle est
parabolique pour Γ0(n). On a l’énoncé plus précis suivant.
Proposition 2.12. M(F, s) est un polynôme en q−s de degré ≤ deg(n) − 1 et de
valuation ≥ 2.
Démonstration. Pour k ∈ Z, l’arête représentée par la matrice ( pik 00 1 ) est de type k. Par
ailleurs, comme F est parabolique, son support est contenu dans les arêtes de T de type
≤ deg(n)−1 : cela résulte de la proposition 2 de [TR92] (appliquée à n∞, pour cause de
différentes conventions de notations). Il reste alorsM(F, s) = ∑deg(n)−1k=0 F (( pik 00 1 ))q−ks.
Les arêtes représentées par (
(
pik 0
0 1
)
)k≤1 sont situées sur la demi-droite de Γ∞\T . Par un
argument analogue à celui du corollaire 2.7, F s’annule sur ces arêtes. DoncM(F, s),
vu comme polynôme en q−s, est de valuation ≥ 2.
Proposition 2.13 (voir aussi [Wei71] VII th. 2, [Tan93] (3.4)). La transformée de
Mellin vérifie l’équation fonctionnelle
M(F, s) = −q(deg(n)+1)sM(wnF,−s) (s ∈ C).
Démonstration. Posons d = deg n. On a M(wnF,−s) = ∑k∈Z F (( 0 −1Npik 0 )) qsk. La
fonction F étant alternée, on a
F
((
0 −1
Npik 0
))
= −F
((
0 −1
Npik 0
)(
0 1
pi 0
))
= −F
((
−pi 0
0 Npik
))
.
En utilisant l’invariance à droite par IZ(K∞), on obtient
F
((
−pi 0
0 Npik
))
= F
((
1
Npik−1 0
0 1
)(
Npik 0
0 Npik
)(
−1 0
0 1
))
= F
((
1
Npik−1 0
0 1
))
.
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Écrivons 1
Npik−1 = pi
d−(k−1)a, avec a ∈ O×∞. Comme la matrice
(
a 0
0 1
)
appartient à I, on
a
F
((
1
Npik−1 0
0 1
))
= F
((
pid−(k−1) 0
0 1
)(
a 0
0 1
))
= F
((
pid−(k−1) 0
0 1
))
.
Cela donne, en rassemblant les résultats précédents,
M(wnF,−s) = −
∑
k∈Z
F
((
pid−(k−1) 0
0 1
))
qsk = −q(d+1)sM(F, s).
Le résultat suivant se trouve dans [Gek95b] § 3.5. Nous en donnons une autre
démonstration. Pour une généralisation de cet énoncé aux fonctions L tordues par un
caractère, on consultera [Tan93] prop. 2 et [TR92] prop. 1.
Proposition 2.14. Pour tout s ∈ C tel que Re(s) > 1, on a
L(F, s) = q
2(s−1)
q − 1 M(F, s− 1). (2.7)
En particulier, L(F, s) est un polynôme en q−s de degré ≤ deg(n)− 3.
Démonstration. Soit s ∈ C de partie réelle > 1. En utilisant le développement de
Fourier de F , on obtient
1
q − 1M(F, s− 1) =
∑
k∈Z
 ∑
m∈A,m 6=0
degm≤k−2
c(div(m)∞k−2)
 q−k(s−1),
où les deux sommes sont finies. Tout diviseur effectif de K de degré k − 2 s’écrit
div(m)∞k−2 avec m ∈ A, m 6= 0 et degm ≤ k − 2. Réciproquement deux éléments m
et m′ donnent le même diviseur effectif de K si et seulement si m′m ∈ F×q . Comme la
fonction L converge absolument, on peut réorganiser la somme de la façon suivante (en
sommant par paquets de diviseurs de degré fixé)
1
q − 1M(F, s− 1) =
∑
M diviseur effectif de K
c(M)q−(s−1)(degM+2) = q−2(s−1)L(F, s).
Corollaire 2.15. La formule (2.7) définit un unique prolongement holomorphe de la
fonction L à C, noté L(F, s). En particulier, on a
L(F, 1) = 1
q − 1
∑
k∈Z
F
((
pik 0
0 1
))
= 1
q − 1
deg(n)−1∑
k=2
F
((
pik 0
0 1
))
et l’équation fonctionnelle
L(F, s) = −q(deg(n)−3)(1−s)L(wnF, 2− s) (s ∈ C).
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Proposition 2.16 (voir aussi [Tan93] cor. p. 305). Supposons n premier. Soit F ∈ H(C)
une forme propre normalisée pour T. Alors L(F, s) est un polynôme en q−s de degré
égal à deg(n)− 3, et de terme constant égal à 1.
Démonstration. Soit F une forme propre pour T. On sait déjà que L(F, s) est un
polynôme en q−s de degré ≤ deg(n) − 3. Comme n est premier, F est propre pour
Tn = wn et il existe ε ∈ {−1,+1} tel que wnF = εF . D’après l’équation fonctionnelle,
on a alors
L(F, s) = −εq(deg(n)−3)(1−s)L(F, 2− s) (s ∈ C).
En exprimant L(F, 2− s) à l’aide de la transformée de Mellin, un calcul montre que
le coefficient du terme en q−s(deg(n)−3) du membre de droite est −ε qdeg(n)−1q−1 F
((
pi2 0
0 1
))
.
De plu, d’après la formule (2.5) pour le développement de Fourier, on a
F
((
pi2 0
0 1
))
= (q − 1)c((1)),
donc le coefficient du terme en q−s(deg(n)−3) dans L(F, s) est donc −εqdeg(n)−1c((1)).
Comme F est propre, il est non nul d’après la formule (2.6). Un calcul similaire montre
que le terme constant de L(F, s), vu comme un polynôme en q−s, est c((1)) c’est-à-dire
1 car F est normalisée.
Corollaire 2.17. Soit n un idéal de A de degré 3. La fonction L(F, s) est constante et
égale au coefficient de Fourier de F associé au diviseur trivial. En particulier, si F est
une forme propre, on a L(F, s) 6= 0 ; de plus, si F est normalisée, on a L(F, s) = 1.
Démonstration. Si on suppose n premier, l’énoncé est un cas particulier de la proposition
2.16. Supposons n quelconque de degré 3. D’après la proposition 2.14, L(F, s) est
constante. Le corollaire 2.15 donne L(F, s) = L(F, 1) = 1q−1F
((
pi2 0
0 1
))
= c((1)).
Rappelons que le rang de F désigne l’ordre d’annulation de la fonction L(F, s) en
s = 1. Mentionnons un corollaire immédiat de la proposition 2.16.
Corollaire 2.18. Si n est un idéal premier de A de degré 4, toute forme propre de
H(C) est de rang au plus 1.
La fonction L comme produit eulérien ([Wei71]). Soit m un idéal premier de
A et qm = qdegm le cardinal du corps résiduel. Supposons F propre pour Tm, de valeur
propre λm ∈ C. À λm on associe une suite (γn,m)n≥0 de nombres complexes définie par
l’égalité de séries formelles∑∞
n=0 γn,mX
n = (1− λmqmX + 1qmX2)−1 si n * m∑∞
n=0 γn,mX
n = (1− λmqmX)−1 si n ⊂ m.
Si (M,m) = 1, les coefficients de Fourier de F vérifient c(Mmn) = γn,mc(M). Si F est
propre pour T, le facteur L local en m est défini par
Lm(F, s) =
{(
1− λmq−sm + q1−2sm
)−1 si n * m
(1− λmq−sm )−1 si n ⊂ m.
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Sa fonction L est alors
L(F, s) = 11− q−s
∏
m
Lm(F, s) (s ∈ C),
le produit portant sur les idéaux premiers non nuls de A.
2.2 La présentation de Manin-Teitelbaum (rappels)
Nous rappelons la théorie des symboles modulaires pour Fq[T ] et l’analogue de la
présentation de Manin, selon Teitelbaum [Tei92a].
2.2.1 Cas des sous-groupes de congruence quelconques
Les symboles modulaires
On rappelle qu’un diviseur à support dans P1(K) est une somme finie formelle∑
i ni(Pi) avec ni ∈ Z et Pi ∈ P1(K). Son degré est l’entier
∑
i ni.
Soit M le groupe formé des diviseurs de degré nul à support dans P1(K). Les
éléments de M sont appelés symboles modulaires pour K. Pour r, s ∈ P1(K), le
symbole modulaire (s)− (r) définit une géodésique de T allant du bout rationnel r au
bout rationnel s, qui est unique du fait que T est un arbre.
Soit Γ ⊂ GL(2, A) un sous-groupe de congruence. Il agit par transformations
linéaires sur P1(K∞). Le groupe des symboles modulaires pour Γ est le groupe abélien
MΓ = H0(Γ,M) = M/〈γm−m | γ ∈ Γ,m ∈M〉.
Plus généralement, si R est un Z-module, le groupe des symboles modulaires pour Γ à
valeurs dans R est
MΓ(R) = H0(Γ,M ⊗Z R).
Si r et s sont dansP1(K), le symbole modulaire correspondant à la classe de ((s)− (r))⊗ 1
est noté [r, s] ∈MΓ(R).
Soient BΓ le groupe des diviseurs de degré nul à support dans Γ\P1(K) et
BΓ(R) = BΓ ⊗Z R. L’application [r, s] 7→ (Γs) − (Γr) s’étend par linéarité en une
application bord MΓ(R) → BΓ(R). Le groupe des symboles modulaires paraboliques
pour Γ à valeurs dans R est le noyau de cette application. On le note M0Γ(R) et on
pose M0Γ = M0Γ(Z).
Lorsque R est un Z-module sans torsion, un argument de platitude montre que les
homomorphismes canoniques
MΓ ⊗Z R −→ MΓ(R)
et M0Γ ⊗Z R −→ M0Γ(R)
sont des isomorphismes de R-modules.
Voici quelques propriétés vérifiées par les symboles modulaires. Pour tout r, s, t ∈ P1(K)
et γ ∈ Γ, on a :
(i) [r, s] = −[s, r] ;
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(ii) [γr, γs] = [r, s] ;
(iii) [r, s] + [s, t] = [r, t] ;
(iv) [r, r] = 0 ;
(v) [r, γr] = [s, γs].
L’application
Γ −→ M0Γ
γ 7−→ [r, γr]
est indépendante du choix de r ∈ P1(K) et définit un homomorphisme de groupes
surjectif (ceci résulte des propriétés précédentes).
La structure de MΓ et M0Γ
L’application qui associe au symbole modulaire [r, s] la projection dans Γ\T de
l’unique géodésique de T reliant le bout r au bout s s’étend par linéarité en un
homomorphisme de groupes abéliens
MΓ −→ H1(Γ\T , ptes,Z).
Proposition 2.19 ([Tei92a] pp. 277-278). Soit Γ un sous-groupe de congruence contenu
dans Γ0(n) pour un idéal n ( A. On a les isomorphismes de groupes
MΓ/(MΓ)tors ∼−→ H1(Γ\T ,ptes,Z)
et M0Γ/(M0Γ)tors
∼−→ H1(Γ\T ,Z).
En particulier, on a les égalités
dimMΓ ⊗Z Q = g + h− 1
et dimM0Γ ⊗Z Q = g,
où g est le genre du graphe Γ\T , c’est-à-dire le rang du Z-module libre H1(Γ\T ,Z),
et h est le nombre de pointes de Γ\T . De plus, si Γ = Γi(n) (i ∈ {0, 1}), g (resp. h)
coïncide avec le genre de la courbe modulaire Xi(n) (resp. son nombre de pointes).
Remarque 2.20. Si Γ est l’un des sous-groupes Γ0(n),Γ1(n),Γ(n), la proposition
précédente et les isomorphismes (2.2) et (2.3) p. 29 donnent un isomorphisme de
groupes
M0Γ/(M0Γ)tors
∼−→ H !(T ,Z)Γ.
Il est donc possible de choisir H !(T ,Z)Γ comme groupe des symboles modulaires
paraboliques à torsion près. Ce point de vue semble avoir été adopté dans [Gek97b].
Signalons que la présentation finie de l’espace des symboles modulaires donnée par
Teitelbaum, dont nous ferons un usage essentiel, ne semble pas avoir été établie par
cette approche.
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L’accouplement avec les cochaînes harmoniques
Notation 2.21. Soient [r, s] ∈ MΓ(R) un symbole modulaire et F ∈ H !(T , R)Γ une
cochaîne parabolique à valeurs dans un groupe abélien R. Soit c l’unique géodésique de
T reliant le bout r au bout s. Alors l’intégrale ∫[r,s] F est définie comme ∑e∈c F (e).
Cette notation ne dépend pas du choix d’un représentant de [r, s]. De plus, c’est
une somme finie : en effet, le graphe Γ\T est réunion d’un graphe fini et d’un nombre
fini de pointes ; F étant Γ-invariante, la somme peut être calculée sur la projection de c
dans Γ\T et F est à support fini dans Γ\T . L’intégration s’étend en une application
R-bilinéaire
〈 , 〉 : MΓ(R)×H !(T , R)Γ −→ R.
On peut alors reformuler le corollaire 2.15 dans ce langage (voir aussi [Tan93]
prop. 2, [Tei92a] th. 23 et [Gek95b] 3.7).
Proposition 2.22. Pour toute forme automorphe F ∈ H(C), on a
L(F, 1) = 1
q − 1
∫
[0,∞]
F = 1
q − 1〈[0,∞], F 〉.
Remarque 2.23. Par l’isomorphisme M0Γ/(M0Γ)tors ' H !(T ,Z)Γ de la remarque 2.20,
on peut montrer que l’accouplement d’intégration M0Γ ×H !(T ,Z)Γ → Z correspond au
produit de Petersson sur H !(T ,Z)Γ.
Théorème 2.24. Soit Γ = Γ0(n) (resp. Γ1(n)). On a une suite exacte de groupes
abéliens
0 −→ (M0Γ)tors −→ M0Γ −→ Hom(H !(T ,Z)Γ,Z) −→ Φ∞ −→ 0,
m 7−→ (F 7→ 〈m,F 〉)
où Φ∞ désigne 1 le groupe des composantes connexes de la fibre spéciale du modèle de
Néron de la jacobienne de la courbe modulaire X0(n) (resp. X1(n)) en∞. En particulier,
on a une dualité parfaite de Q-espaces vectoriels
〈 , 〉 : (M0Γ ⊗Z Q)×H !(T ,Q)Γ −→ Q.
Démonstration. La suite exacte est un cas particulier du théorème 14 de [Tei92a].
Signalons qu’en utilisant les remarques 2.20 et 2.23, on voit que cette suite exacte est
contenue dans les travaux de Gekeler (corollaire 2.11 de [Gek95a], théorème 4.6 de
[Gek97b]). En étendant les scalaires à Q, on obtient l’isomorphisme
M0Γ ⊗Z Q ∼−→ Hom(H !(T ,Z)Γ,Z)⊗Z Q.
Enfin, comme H !(T ,Z)Γ est libre de rang fini sur Z, l’homomorphisme canonique de Q-
espaces vectoriels Hom(H !(T ,Z),Z)Γ⊗ZQ→ Hom(H !(T ,Q)Γ,Q) est un isomorphisme.
1. On pourra consulter aussi le paragraphe 3.2.3.
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Les symboles de Manin-Teitelbaum
Le R-module MΓ(R) admet une présentation par générateurs et relations [Tei92a]
similaire à celle de Manin [Man72]. Le groupe Γ agit à gauche sur GL(2, A) et il est
d’indice fini. L’application suivante est bien définie 2 :
Γ\GL(2, A) −→ MΓ
Γg = Γ
(
a b
c d
) 7−→ [g(0), g(∞)] = [ bd , ac ]
et se prolonge par Z-linéarité en un homorphisme surjectif :
Φ : Z[Γ\GL(2, A)] −→MΓ
(la surjectivité provient d’un développement en fractions continuées, [Tei92a] lemme
16). La classe Γg sera notée (g). Un symbole de Manin-Teitelbaum est Φ(g), pour
(g) ∈ Γ\GL(2, A).
Pour décrire l’espace des symboles modulaires, il reste à déterminer les relations
entre ces générateurs. Posons dans GL(2,Fq) :
σ =
(
0 1
−1 0
)
et τ =
(
0 −1
1 −1
)
.
Ces matrices sont d’ordre respectivement 4 (2 si Fq est de caractéristique 2) et 3. Soit
I0 l’idéal de Z[GL(2,Fq)] engendré par les éléments 1− d (pour d matrice diagonale de
GL(2,Fq)), 1 + σ et 1 + τ + τ2. On a une suite exacte ([Tei92a], 16 à 20)
Z[GL(2, A)]I0 −→ Z[GL(2, A)] −→M −→ 0,
qui donne lieu à la présentation suivante (théorème 21 de [Tei92a] dans le cas R = Z).
Théorème 2.25 ([Tei92a]). Le groupe MΓ(R) est isomorphe au quotient du R-module
libre R[Γ\GL(2, A)] par les relations :
(g)− (gd) = 0
(g) + (gσ) = 0
(g) + (gτ) + (gτ2) = 0
pour tout g ∈ GL(2, A) et d matrice diagonale dans GL(2,Fq).
2.2.2 Cas du sous-groupe de congruence Γ0(n)
Notation 2.26. Si R est un groupe abélien, on pose désormais
M = MΓ0(n)
M0 = M0Γ0(n)
M(R) = MΓ0(n)(R)
M0(R) = M0Γ0(n)(R).
2. Teitelbaum a adopté la convention inverse [g(∞), g(0)].
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Les opérateurs de Hecke
Soit m un idéal non nul de A, de générateur unitaire m. Soit R un groupe abélien.
On définit un endomorphisme du groupe M(R) par la formule
Tm[r, s] =
∑
a,b,d∈A
(ad)=m, (a)+n=A
deg b<deg d, a et d unitaires
[(
a b
0 d
)
r,
(
a b
0 d
)
s
]
([r, s] ∈M(R)).
L’accouplement d’intégration est compatible aux opérateurs de Hecke : pour tout idéal
m et F ∈ H(C) on a
〈Tm[r, s], F 〉 = 〈[r, s], TmF 〉 ([r, s] ∈M(C))
([Tei92a] lemme 9). De plus, d’après le théorème 2.24, cet accouplement donne une
dualité parfaite de C-espaces vectoriels
M0(C)×H(C) −→ C,
qui identifie T à la sous-algèbre de End(M0(C)) engendrée sur Z par Tm (m ∈ A). On
notera encore T cette algèbre. Pour tout sous-anneau R ⊂ C, T stabilise M0(R).
L’involution wn
L’involution wn est l’élément de End(M) défini par
wn[r, s] =
[(
0 −1
N 0
)
r,
(
0 −1
N 0
)
s
]
=
[
− 1
Nr
,− 1
Ns
]
,
où N est le générateur unitaire de n. L’accouplement d’intégration est compatible à
l’action de wn. Lorsque n est premier, on a wn = Tn.
La présentation de Manin-Teitelbaum pour Γ0(n)
Dans toute classe de Γ0(n)\GL(2, A), il est possible de choisir un représentant
( u v
a b
)
de sorte que ub− va ∈ F×q . L’application
Γ0(n)\GL(2, A) −→ P1(A/n)
Γ0(n)
( u v
a b
) 7−→ (a : b)
est bĳective. On note ξ(a : b) le symbole de Manin-Teitelbaum Φ(
( u v
a b
)
) = [ vb ,
u
a ]. Le
groupe M(R) admet alors la présentation suivante.
Théorème 2.27. Le groupe M(R) est isomorphe au quotient du R-module libre
R[P1(A/n)] par les relations :
(a : b)− (da : d′b) = 0 (d, d′ ∈ F×q )
(a : b) + (−b : a) = 0
(a : b) + (b : −a− b) + (−a− b : a) = 0.
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2.3 L’action de Hecke sur les symboles de Manin-Teitelbaum
SoitM2(A) l’ensemble des matrices 2×2 à coefficients dansA. L’action des opérateurs
de Hecke sur les symboles de Manin-Teitelbaum s’exprime grâce aux formules suivantes.
Théorème 2.28. Pour tout idéal m de A et (u : v) ∈ P1(A/n), on a
Tm ξ(u : v) =
∑
M∈Sm
ξ((u : v)M) =
∑(
a b
c d
)
∈Sm
ξ(au+ cv : bu+ dv)
oùSm =
{(
a b
c d
) ∈M2(A),deg a > deg b, deg d > deg c, (ad− bc) = m, a et d unitaires}
et la somme est restreinte aux matrices M telles que (u : v)M soit défini dans P1(A/n).
Appliquons cette formule au symbole modulaire [0,∞] = ξ(0 : 1) :
Tm[0,∞] =
∑(
a b
c d
)
∈Sm
ξ(c : d) =
∑
deg d>deg c
deg a>deg b
(ad−bc)=m
a et d unitaires
(c)+(d)+n=A
ξ(c : d).
Remarque 2.29. (i) Lorsque m et n sont premiers entre eux, il est inutile de res-
treindre la somme.
(ii) L’ensemble Sm ne dépend pas de n.
(iii) Un tel résultat pourrait être étendu à l’involution wn (voir [Mer94]).
(iv) Il existe d’autres formules valides du même type. Par exemple, l’action de σ
à droite sur
(
a b
c d
)
permet de remplacer le terme ξ(au + cv : bu + dv) par
−ξ(−bu− dv : au+ cv).
Quelques exemples d’ensembles Sm seront donnés dans la section 2.3.2.
2.3.1 Démonstration du théorème 2.28
Elle repose sur des idées de [Mer94] (voir aussi la démonstration du lemme 2 de
[Mer96]). Soit m un idéal non nul de A, de générateur unitaire P .
Lemme 2.30. L’ensemble de matrices Sm est fini.
Démonstration. Soit
(
a b
c d
)
appartenant à Sm. Comme deg a > deg b et deg d > deg c,
le degré de ad− bc est égal à deg(ad) = deg a+ deg d. Or, ad− bc = P donc deg a et
deg d valent au plus degP , et il en est de même de deg b et deg c. Les polynômes a,
b, c et d étant à coefficients dans le corps fini Fq, cela ne laisse qu’un nombre fini de
possibilités pour ces polynômes.
Le groupe SL2(A) agit à droite sur l’ensemble M2(A)P des matrices de déterminant
P . L’ensemble des classes est noté M2(A)P /SL2(A). Commençons par exhiber un
système de représentants.
Proposition 2.31. Les matricesm(a, b) =
( a b
0 P
a
)
avec a | P , a unitaire et deg a > deg b
forment un système de représentants de M2(A)P /SL2(A). De plus, ces matrices sont
les seuls éléments
(
a b
c d
)
de Sm avec c = 0.
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Démonstration. Soit M ∈M2(A)P . Comme l’action de SL2(A) sur P1(K) = K ∪ {∞}
est transitive, il existe γ ∈ SL2(A) tel que γ∞ = M−1∞, c’est-à-dire Mγ∞ = ∞.
Posons M ′ = Mγ ; c’est un élément de M2(A)P . Comme M ′∞ = ∞, M ′ est de la
forme
( a b
0 P
a
)
. Soit α ∈ F×q le coefficient dominant de a ; celui de Pa est α−1. Quitte à
remplacer M ′ par
(
α−1 0
0 α
)
M ′ (qui est dans la même classe que M ′), on peut supposer
que a est unitaire. Un calcul élémentaire montre que deux matrices
( a b
0 P
a
)
et
( a′ b′
0 P
a′
)
sont congrues modulo SL2(A) si et seulement si a = a′ et b′ ≡ b mod a. On peut donc
choisir b tel que deg a > deg b, et M ′ dans la classe de M de la forme
( a b
0 P
a
)
avec
deg a > deg b. Enfin, la dernière assertion de l’énoncé vient de la définition de Sm.
Proposition 2.32. Soit M =
(
a b
c d
) ∈ Sm avec c 6= 0 (c’est-à-dire M∞ 6=∞). Alors
il existe une unique matrice M ′ ∈ Sm ∩MSL2(A) telle que M ′0 = M∞.
Soit M =
(
a b
c d
) ∈ Sm avec b 6= 0 (c’est-à-dire M0 6= 0). Alors il existe une unique
matrice M ′ ∈ Sm ∩MSL2(A) telle que M ′∞ = M0.
Démonstration. Nous démontrons le résultat dans le cas où c 6= 0, le cas b 6= 0 étant
similaire. Commençons par l’existence. Considérons une matrice M =
(
a b
c d
) ∈ Sm avec
c 6= 0. Soit α l’inverse du coefficient dominant de c. En écrivant la division euclidienne
de d par c, on obtient un unique polynôme unitaire Q de degré deg d− deg c vérifiant
deg(αc) > deg(cQ− α−1d). Posons
M ′ = M
(
Q α
−α−1 0
)
=
(
aQ− α−1b αa
cQ− α−1d αc
)
.
Cette matrice est de déterminant P . Comme degQ ≥ 1 et deg a > deg b, on a
deg(aQ− α−1b) = deg(aQ) > deg(αA). Par construction de Q, on a
deg(αc) > deg(cQ− α−1d). Enfin, αc est unitaire et il en est de même de aQ− α−1b
(son coefficient dominant est celui de aQ et a et Q sont unitaires). Donc la matrice M ′
appartient à l’ensemble Sm. Elle vérifie M ′0 = ac = M∞.
Passons à l’unicité. Soit une matrice M ′ vérifiant les propriétés demandées dans
l’énoncé. Il suffit de montrer queM−1M ′ est déterminée de façon unique parM . Notons
M =
(
a b
c d
)
et M ′ =
(
a′ b′
c′ d′
)
avec M ′0 = b′d′ =
a
c = M∞. On a alors
M−1M ′ =
(
da′−bc′
P
db′−bd′
P
ac′−ca′
P
ad′−cb′
P
)
.
Comme M−1M ′0 = ∞, le terme diagonal ad′−cb′P est nul. De plus, M−1M ′ est de
déterminant 1, donc de la forme
( Q α
−α−1 0
)
pour un certain α ∈ F×q . On a donc
M ′ = M
( Q α
−α−1 0
)
=
( aQ−α−1b αa
cQ−α−1d αc
)
. Comme M ′ est dans Sm, αc est unitaire donc
α est l’inverse du coefficient dominant de c. Il reste à montrer que le polynôme Q est
déterminé de façon unique par la matrice M . Par identification, on a αa = b′ donc
deg b′ = deg a. De même, on a αc = d′ donc deg d′ = deg c. La définition de Sm fournit
les inégalités
deg d > deg c = deg d′ > deg c′
et deg a′ > deg b′ = deg a > deg b.
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Comme Q = da′−bc′P , on a degQ = deg(da′)− degP . De plus, comme deg a′ > deg b′ =
deg a et deg c = deg d′ > deg c′, on a deg(a′c− c′a) = deg(a′c). Comme −α−1 = a′c−c′aP ,
on a degP = deg(a′c). On en déduit finalement degQ = deg(da′)− deg(a′c) = deg d−
deg c. Le polynôme Q vérifie deg c > deg(cQ − α−1d). C’est donc le quotient de la
division euclidienne de d par αc, et il est déterminé de façon unique par les polynômes
c et d.
Démonstration du théorème 2.28. Soit (u, v) ∈ A × A vérifiant n + (u) + (v) = A.
Soit g =
(
x y
u v
) ∈ SL(2, A). On a ξ(u : v) = [g(0), g(∞)] = [yv , xu ]. Pour δ et β
polynômes vérifiant δ | P , δ unitaire et deg δ > deg β, on pose m(δ, β) = ( δ β0 P
δ
)
et
C(δ, β) = m(δ, β)SL2(A). Soit M =
(
a b
c d
)
telle que (au+ cv : bu+ dv) 6≡ (0, 0) mod n.
Alors la deuxième ligne de gM est non nulle modulo n. De plus, si M appartient à
g−1C(δ, β), on a (Pδ , n) = 1 et
[m(δ, β)−1gM0,m(δ, β)−1gM∞] = ξ
(
δ
P
(au+ cv) : δ
P
(bu+ dv)
)
= ξ(au+cv : bu+dv).
Les m(δ, β) formant un système de représentants deM2(A)P /SL2(A) (proposition 2.31),
on en déduit l’égalité des sommes, finies d’après le lemme 2.30,∑
M∈Sm
(u:v)M défini
ξ((u : v)M) =
∑
deg β<deg δ
δ|P, δ unitaire
(P
δ
,n)=1
∑
M∈g−1C(δ,β)∩Sm
[m(δ, β)−1gM0,m(δ, β)−1gM∞].
Comme le symbole modulaire [r, s] ne dépend que de (r)− (s) dans Z[P1(K)], la somme
précédente ne dépend que de la somme suivante dans Z[P1(K)] :
S =
∑
deg β<deg δ
δ|P, δ unitaire
(P
δ
,n)=1
∑
M∈g−1C(δ,β)∩Sm
(m(δ, β)−1gM0)− (m(δ, β)−1gM∞).
Soit M appartenant à g−1C(δ, β) ∩Sm avec M0 6= 0. D’après la proposition 2.32, il
existe une unique matrice M ′ ∈ Sm ∩MSL2(A) telle que M ′∞ = M0. De plus, M ′∞
est distinct de ∞ (sinon on aurait M ′∞ = M0 =∞ = bd , donc d = 0 ce qui est exclu
par deg d > deg b). On a donc l’égalité des sommes∑
M∈g−1C(δ,β)∩Sm
M06=0
(m(δ, β)−1gM0) =
∑
M∈g−1C(δ,β)∩Sm
M ′∞6=∞
(m(δ, β)−1gM ′∞).
En utilisant l’unicité dans la proposition 2.32, il ne reste que
S =
∑
deg β<deg δ
δ|P, δ unitaire
(P
δ
,n)=1
 ∑
M∈g−1C(δ,β)∩Sm
M0=0
(m(δ, β)−1gM0)−
∑
M∈g−1C(δ,β)∩Sm
M ′∞=∞
(m(δ, β)−1gM ′∞)

=
∑
deg β<deg δ
δ|P, δ unitaire
(P
δ
,n)=1
(m(δ, β)−1g0)− (m(δ, β)−1g∞).
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En revenant aux symboles modulaires, on a∑
M∈Sm
(u:v)M défini
ξ((u : v)M) =
∑
deg β<deg δ
δ|P, δ unitaire
(P
δ
,n)=1
[m(δ, β)−1g0,m(δ, β)−1g∞].
Enfin, comme g0 = yv et g∞ = xu , on reconnaît Tm[yv , xu ] = Tm ξ(u : v) au membre de
droite.
2.3.2 Exemples d’ensembles Sm
Soit P un générateur unitaire de l’idéal m. Si P est de degré 1, l’action de Tm est
donnée par la somme suivante de 2q symboles de Manin-Teitelbaum :
Tmξ(u : v) =
∑
λ∈Fq
ξ(Pu : λu+ v) + ξ(u+ λv : Pv).
Si P est de degré 2, l’ensemble Sm est donné explicitement par l’énoncé suivant.
Proposition 2.33. Soit m l’idéal engendré par P = T 2 +mT +n (m,n ∈ Fq). Posons
M1(Q) =
(
P Q
0 1
)
(Q ∈ A,degQ ≤ 1)
M2(Q) =
(
1 0
Q P
)
(Q ∈ A,degQ ≤ 1)
N(a, c, d) =
(
T + a c
d T +m− a
)
(a, c, d ∈ Fq).
(i) Si P n’a pas de racine dans Fq, alors Sm est formé des 3q2 − q matrices
M1(Q),M2(Q) (Q ∈ A,degQ ≤ 1)
N(a, c, −a2+am−nc ) (a ∈ Fq, c ∈ F×q ).
(ii) Si P a une unique racine x dans Fq, alors Sm est formé des 3q2 matrices
M1(Q),M2(Q) (Q ∈ A, degQ ≤ 1)
N(−x, c, d) (c, d ∈ Fq avec c = 0 ou d = 0)
N(a, c, −a2+am−nc ) (a ∈ Fq, a 6= −x, c ∈ F×q ).
(iii) Si P a deux racines distinctes x1, x2 dans Fq, alors Sm est formé des 3q2 + q
matrices
M1(Q),M2(Q) (Q ∈ A,degQ ≤ 1)
N(−xi, c, d) (i = 1 ou 2, c, d ∈ Fq avec c = 0 ou d = 0)
N(a, c, −a2+am−nc ) (a ∈ Fq, a 6= −x1, a 6= −x2, c ∈ F×q ).
45
Chapitre 2. Symboles modulaires de Teitelbaum
Démonstration. Soit M =
( α β
γ δ
) ∈ Sm. Comme degP = 2, on a degα+ deg δ = 2. Si
degα = 2, alors δ est de degré 0 et unitaire, donc δ = 1. Comme deg γ < deg δ, γ est
nul. En particulier, P = αδ = α. La matrice est alors de la forme M1(β) =
(
P β
0 1
)
avec
deg β ≤ 2. Le cas deg δ = 2 correspond aux matrices M2(β).
Il reste donc à traiter le cas où degα = deg δ = 1. Écrivons α = T + a et δ = T + d
(a, d ∈ Fq), β = b et γ = c. La condition detM = T 2 +mT + n est équivalente à :{
a+ b = m
ab− cd = n.
En particulier, cd = −a2+am−n. Si x est une racine de P dans Fq, alors x2+mx+n = 0
de sorte que a = −x, b = m+ x et c = 0 ou d = 0 conviennent. Si x n’est pas racine,
les a ∈ Fq distincts des opposés des racines, c ∈ F×q et d = −a
2+am−n
c conviennent.
La méthode usuelle pour déterminer l’action d’un opérateur de Hecke sur un symbole
de Manin-Teitelbaum est d’utiliser la définition de Tm puis exprimer le résultat en termes
de générateurs à l’aide de développement en fractions continuées ([Tei92a] p. 288). Le
théorème 2.28 fournit une nouvelle méthode pour calculer les matrices d’opérateurs de
Hecke dans une base de symboles de Manin-Teitelbaum. Pour l’opérateur Tm sur M, la
méthode est la suivante.
(i) Établir la liste des éléments de P1(A/n).
(ii) Résoudre le système linéaire donné par les relations pour en extraire une base de
générateurs.
(iii) Déterminer l’ensemble de matricesSm. Cela peut se faire en utilisant les conditions
diophantiennes qui le définissent, ou l’algorithme présent dans la preuve du
théorème 2.28.
(iv) Écrire la matrice de Tm dans cette base à l’aide du théorème 2.28 et des relations
entre les symboles modulaires.
Il serait intéressant d’avoir une estimation asymptotique de #Sm afin de comparer
la complexité de cette méthode à celle de la méthode usuelle.
Traitons l’exemple suivant : q = 5 et l’idéal premier n = (T 3 + T + 1). L’espace des
symboles modulaires est de dimension 6 et a pour base {ξ(1 : 0), ξ(T + a : 1) | a ∈ F5}.
Pour m = (T 3 + 3T + 3), l’ensemble Sm est formé de 450 matrices. La matrice de
l’opérateur Tm dans cette base est :
126 0 0 0 0 0
24 −16 −12 −10 −12 −10
24 −12 −12 −6 −14 −16
8 14 18 2 14 16
8 12 10 14 14 14
20 −4 −10 −2 −4 −9

(nous avons traité cet exemple avec le logiciel de calcul Maple).
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2.4 Un critère d’indépendance linéaire dans les symboles
de Manin-Teitelbaum
Cette section est fondée sur une technique de Parent pour les symboles modulaires
classiques ([Par99] § 5), elle-même suggérée par Merel.
Notation 2.34. Soit X l’ensemble P1(A/n)/(F×q ×F×q ). Soit G le graphe dont les som-
mets sont les éléments de X et dont les arêtes correspondent aux couples (x, xσ), (x, xτ)
et (x, xτ2) pour tout x dans X .
Par abus de notation, l’image de (u : v) ∈ P1(A/n) dans X sera encore notée (u : v).
Contrairement à son analogue classique, le graphe G n’est pas forcément connexe. Par
exemple si l’idéal n est premier, les sommets (1 : 1) et (P : 1), où P ∈ A est non
constant et premier à n, ne sont pas dans la même composante connexe de X .
Soit R un groupe abélien. Notons R[X ] le R-module libre engendré par X et R[X ]σ
(resp. R[X ]τ ) le sous-module des éléments de R[X ] stables par l’action de σ (resp. τ).
La présentation de M(R) (théorème 2.27) donne la suite exacte
R[X ]σ ×R[X ]τ −→ R[X ] −→M(R) −→ 0. (2.8)
La première application est donnée par (∑x αx[x],∑x βx[x]) 7→ ∑x αx[x] +∑x βx[x],
la deuxième par ∑x λx[x] 7→∑x λxξ(x).
Le résultat suivant est l’analogue de la proposition 5.4 de [Par99]. Sa démonstration,
que nous rappelons ici, est de nature combinatoire et reste valable pour les symboles
modulaires de Manin-Teitelbaum.
Proposition 2.35. Soit S un sous-ensemble de X et x un élément de X n’appartenant
pas à S. Supposons que xσ et xτ (resp. xσ et xτ2) sont dans la même composante
connexe de G − (S ∪ {x}). Alors le symbole modulaire ξ(x) n’appartient pas au sous-
module de M(R) engendré par ξ(S).
Démonstration. Supposons qu’il existe une relation ξ(x) = ∑y∈S λyξ(y), avec λy ∈ R
pour tout y. La différence des deux membres étant nulle dans M(R), on a par la suite
exacte (2.8) l’égalité suivante dans R[X ]
x−
∑
y∈S
λyy =
∑
αz[z]−
∑
βz[z],
avec αzσ = αz et βzτ = βz pour tout z. Pour z n’appartenant pas à S∪{x}, le coefficient
de z est nul donc αz = βz. Soit C une composante connexe de G − (S ∪ {x}). Pour une
arête de C de la forme (z, zσ) (resp. (z, zτ), resp. (z, zτ2)), on a βz = αz = αzσ = βzσ
(resp. αz = βz = βzτ = αzτ , resp. αz = βz = βzτ2 = αzτ2). En procédant de proche en
proche, on voit que les suites (αz)z∈S∪{x} et (βz)z∈S∪{x} sont constantes et égales dans
C.
Maintenant, soit C la composante connexe de G − (S ∪ {x}) contenant xσ et xτ
(resp. xσ et xτ2). On obtient alors αxσ = βxτ (resp. αxσ = βxτ2). Cela contredit
1 = αx − βx = αxσ − βxτ (resp. αxσ − βxτ2).
Par la suite nous ferons usage de l’ensemble suivant de sommets de G.
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Lemme 2.36. Soit x = (1 : P ) ∈ X avec P ∈ A. Supposons deg n > 2 degP .
(i) Les seuls couples (c, d) ∈ A × A vérifiant deg c < deg d ≤ degP et x = (c : d)
sont les (λ, P ) avec λ ∈ F×q .
(ii) Considérons l’ensemble de sommets de X :
{xσ, xστ2, xστ2σ, xτ}
c’est-à-dire
{(−P : 1) = (P : 1), (−P − 1 : P ) = (P +1 : P ), (−P : P +1) = (−P : −1−P )}.
Cet ensemble ne contient aucun sommet (c : d) de X vérifiant deg c < deg d ≤ degP .
En particulier, il ne contient pas x.
Démonstration. (i) Soit (c, d) ∈ A×A avec deg c < deg d ≤ degP et x = (c : d) ∈ X .
Alors il existe α ∈ F×q tel que αcP − d ≡ 0 mod n.
Supposons αcP − d 6= 0. Il est facile de voir que c est non nul. Le polynôme
αcP − d est donc de degré ≤ 2 deg(P )− 1 et engendre un idéal contenu dans n,
ce qui contredit l’hypothèse.
On a donc αcP = d ∈ Fq[T ]. Comme deg d > deg c, on en déduit que c est non nul.
Un raisonnement sur le degré montre que c ∈ F×q . Comme P et d sont unitaires,
on a αc = 1, donc d = P et c = α−1.
(ii) Soit (c : d) tel que deg c < deg d ≤ degP .
Si xσ = (c : d), il existe α ∈ F×q tel que dP − αc ≡ 0 mod n. Le polynôme
dP − αc est non nul : sinon, de l’égalité dP = αc et d 6= 0 on déduit c 6= 0, ce qui
contredirait deg c < deg d. Par ailleurs, il est de degré deg d+ degP ≤ 2 degP .
Si xτ = (c : d), il existe α2 ∈ F×q tel que dP + α2c(P + 1) ≡ 0 mod n. Si
xστ2 = (c : d), il existe α3 ∈ F×q tel que d(P + 1) + α3cP ≡ 0 mod n. Si
xστ2σ = (c : d), il existe α4 ∈ F×q tel que dP + α4c(P + 1) ≡ 0 mod n. Comme
précédemment, on montre que les polynômes de ces congruences sont non nuls et
de degré ≤ 2 degP . Dans tous les cas, n est de degré ≤ 2 degP , ce qui contredit
l’hypothèse.
2.5 Une base explicite de symboles de Manin-Teitelbaum
Lorsque l’idéal n est premier, nous exhibons une famille libre de symboles de Manin-
Teitelbaum. Si n est de degré impair, nous verrons que c’est une base de l’espace des
symboles modulaires. Remarquons que dans la théorie classique des symboles modulaires
[Man72], à notre connaissance, on ne sait pas en général exhiber de base de l’espace
des symboles modulaires.
Proposition 2.37. Soit n un idéal premier de A de degré d. Supposons que R est Z ou
un corps. Alors les symboles de Manin-Teitelbaum ξ(1 : 0) et ξ(P : Q), où P et Q par-
courent les polynômes unitaires de A premiers entre eux et tels que degQ < degP < d/2,
sont R-linéairement indépendants dans M(R).
48
2.5. Une base explicite de symboles de Manin-Teitelbaum
Démonstration. Notons S l’ensemble des couples (1, 0) et (P,Q) ∈ A×A avec P et Q
unitaires premiers entre eux et vérifiant degQ < degP < d/2. Notons Σ l’image de S
dans X .
On commence par remarquer que les images des éléments de S dans Σ sont distinctes
deux à deux. En effet, supposons qu’il existe (P1, Q1) et (P2, Q2) distincts dans S tels
que (P1 : Q1) = (P2 : Q2) dans X . Alors il existerait α ∈ F×q tel que αP1Q2 ≡ P2Q1
mod n. Posons R = αP1Q2 − P2Q1 ∈ A. Ce polynôme est non nul : en effet, si R = 0,
en comparant les coefficients des termes de plus haut degré, on obtient α = 1, donc
P1Q2 = P2Q1. Ainsi, P1, qui est premier à Q1, divise P2. De même, P2 divise P1 et, ces
deux polynômes étant unitaires, ils sont égaux. On a alors Q1 = Q2 et on a montré que
R est non nul. Finalement, comme R est divisible par n, on a deg n ≤ degR < d2 + d2 = d.
Ceci est impossible, et l’affirmation est démontrée.
Ainsi, pour démontrer la proposition, il suffit de prouver que la famille de symboles
modulaires (ξ(x))x∈Σ est libre sur R. Dans SL2(Fq), on a στ2 =
(−1 0
1 −1
)
et, pour tout
k ∈ Z,
(στ2)k = (−1)k
(
1 0
−k 1
)
, τ(στ2)k = (−1)k
(
k −1
k + 1 −1
)
.
En particulier, on a τ(στ2)p−1 = (−1)p( 1 10 1 ). Soit x = (P : Q) ∈ Σ. Considérons
l’ensemble suivant de sommets de G
{xτ, (xτ)τ, (xτ)τσ, (xτ)τ(στ2), (xτ)τ(στ2)σ, . . . , (xτ)τ(στ2)p−1}.
On a xτ = (Q : −P − Q) et (xτ)τ(στ2)p−1 = ((−1)pQ : (−1)p+1P ) = (Q : P ) = xσ
dans X . Donc l’ensemble précédent est {(Q : −P −Q), (Q : P )} ∪X ∪ Y où X et Y
sont définis comme suit :
X = {xk = (xτ)τ(στ2)k = ((k + 1)P +Q : P ) | 0 ≤ k ≤ p− 2} ⊂ X ,
Y = {yk = (xτ)τ(στ2)kσ = (P : (k + 1)P +Q) | 0 ≤ k ≤ p− 2} ⊂ X .
Montrons que X ∩ Σ = ∅. Supposons qu’il existe un entier k, 0 ≤ k ≤ p− 2, avec
xk = (P1 : Q1) dans Σ. Alors il existerait λ ∈ F×q vérifiant
Q1((k + 1)P +Q) + λP1P ≡ 0 mod n.
Soit D le polynôme du membre de gauche. Il est non nul : en effet, comme k ≤ p− 2,
k + 1 est non nul dans Fq donc Q + (k + 1)P est de degré degP . De plus, on a les
inégalités
degQ1 < d/2
deg((k + 1)P +Q) < d/2
degP1 < d/2
degP < d/2,
de sorte que le degré de D est strictement inférieur à d. Cela contredit le fait que
D ≡ 0 mod n.
On démontre de la même façon que Y ∩ Σ = ∅ et que xτ et xσ ne sont pas dans Σ.
Appliquons la proposition 2.35 : pour tout (P : Q) ∈ Σ, ξ(P : Q) n’est pas combinaison
R-linéaire des ξ(P ′ : Q′) pour (P ′ : Q′) dans Σ distinct de (P : Q), ce qui traduit
l’indépendance de la famille sur R.
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Le lemme suivant et son corollaire sont consacrés au dénombrement de cette famille.
Lemme 2.38. Soient m et n des entiers tels que m > n ≥ 0. Le cardinal Nn,m de
l’ensemble des couples (P,Q) ∈ A×A avec P,Q unitaires, degQ = n, degP = m et P
et Q non premiers entre eux est :
Nn,m =
{
0 si n = 0 ;
qm+n−1 si n > 0.
Démonstration. Fixons un entier l > 0. Nous allons montrer que pour tout n ≥ 0,
Nn,n+l =
{
0 si n = 0 ;
q2n+l−1 si n > 0
par récurrence forte sur n. Si n = 0, il est facile de voir que N0,l = 0. Supposons n > 0
et la propriété établie sur Nk,k+l pour tout k < n. Soit un couple de polynômes (P,Q)
unitaires non premiers entre eux avec n = degQ < n+ l = degP . Le pgcd unitaire D
de P et Q est de degré 1 ≤ r ≤ n. On écrit alors de façon unique :
P = D ·An+l−r
Q = D ·Bn−r,
avec An+l−r unitaire de degré n+l−r, Bn−r unitaire de degré n−r, premiers entre eux. Il
y a qr possibilités pour D. Pour les couples (An+l−r, Bn−r), il y a q2(n−r)+l −Nn−r,n−r+l
possibilités. Ainsi, on a la relation de récurrence :
Nn,n+l =
n∑
r=1
qr
(
q2(n−r)+l −Nn−r,n−r+l
)
.
Pour r = n, N0,l = 0 et pour r < n, Nn−r,n−r+l vaut q2(n−r)+l−1 par hypothèse de
récurrence. En remplaçant et en calculant les sommes des suites géométriques, on
obtient :
Nn,n+l =
q2n+l − qn+l
q − 1 −
q2n+l−1 − qn+l
q − 1 = q
2n+l−1,
ce qu’il fallait démontrer.
Corollaire 2.39. Soit m un entier ≥ 1. Le cardinal de l’ensemble des couples
(P,Q) ∈ A × A unitaires, premiers entre eux et vérifiant degQ < degP = m, est
N ′m = q2m−1.
Démonstration. Notons r le degré de Q. Le cardinal de l’ensemble des couples
(P,Q) ∈ A×A unitaires vérifiant degQ < degP = m est :
qm
m−1∑
r=0
qr = q
m(qm − 1)
q − 1 .
Parmi eux, ceux avec P et Q non premiers entre eux sont, d’après le lemme précédent,
au nombre de :
m−1∑
r=1
Nr,m =
m−1∑
r=1
qr+m−1 = q
2m−1 − q2m
q − 1 .
Le cardinal de l’ensemble cherché est la différence, qui vaut q2m−1.
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Théorème 2.40. Soit n un idéal premier de A de degré impair d ≥ 3. Les symboles de
Manin-Teitelbaum ξ(1 : 0) et ξ(P : Q), où P et Q parcourent les polynômes unitaires de
A premiers entre eux et tels que degQ < degP < d/2, forment une base sur Z de M.
Remarque 2.41. (i) En particulier, si n est premier de degré impair≥ 3, le Z-module
M est libre, donc sans torsion (voir aussi la remarque de [Tei92a] p. 278).
(ii) Si n est premier de degré pair, la torsion deM est non nulle, donc il sera impossible
de trouver une base deM sur Z. Par contre, on aimerait obtenir une présentation
explicite minimale par générateurs et relations.
(iii) La démonstration ne fournit pas un algorithme ou une formule permettant
d’exprimer n’importe quel symbole de Manin-Teitelbaum dans cette base, qu’il
serait pourtant intéressant d’établir.
(iv) La formule donnant l’action des opérateurs de Hecke sur les symboles de Manin-
Teitelbaum (théorème 2.28) ne stabilise pas les éléments de cette base. On se
demande s’il serait possible de trouver une formule correspondant à un autre
ensemble de matrices Sm et stabilisant une base explicite.
Démonstration. Posons d = 2m+ 1. D’après la proposition 2.37 appliquée à R = Q,
la famille de l’énoncé est libre sur Q. En reprenant la notation du corollaire 2.39, elle
possède
1 +
m∑
k=1
N ′k = 1 +
m∑
k=1
q2k−1
éléments. Par ailleurs, le genre de X0(n) est, d’après la proposition 1.23,
g(X0(n)) =
q2m+1 − q
q2 − 1 =
q(q2 − 1)(1 + . . .+ q2(m−2) + q2(m−1))
q2 − 1 =
m∑
k=1
q2k−1.
donc, d’après la proposition 2.19,
dimQM(Q) = 1 +
m∑
k=1
q2k−1.
Ceci montre que la famille considérée est une base deM(Q). Montrons qu’elle engendre
M sur Z. Soit M le sous Z-module de M qu’elle engendre. Montrons qu’il est d’indice
1 dans M. Pour cela, supposons qu’il existe un nombre premier l divisant cet indice.
Alors il existe un symbole modulaire m ∈M, m /∈M avec lm ∈M . Cela signifie qu’il
existe (λP,Q)(P,Q)∈A×A ∈ Z vérifiant
lm =
∑
P,Q
λP,Q ξ(P : Q) ∈M.
L’image de ce symbole modulaire dans M(Fl) est nulle. D’après la proposition 2.37
appliquée à R = Fl, λP,Q est divisible par l pour tout (P,Q), ce qui contredit le fait
que m /∈M . Donc la famille est génératrice sur Z ; comme elle est libre sur Z, c’est une
base de M sur Z.
Corollaire 2.42. Soit n un idéal premier de A de degré impair d ≥ 3. Les symboles
de Manin-Teitelbaum ξ(P : Q), où P et Q parcourent les polynômes unitaires de A
premiers entre eux et tels que degQ < degP < d/2, forment une base sur Z de M0.
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Démonstration. Comme n est premier, le Z-module M est la somme directe des sous-
modulesM0 et Zξ(1 : 0). Il s’agit donc de montrer que le symbole modulaire ξ(P : Q), où
P,Q sont unitaires premiers entre eux et vérifient degQ < degP < d/2, est parabolique.
Il existe U, V ∈ A vérifiant UP + V Q = 1. La matrice ( V −UP Q ) est dans GL(2, A) et on
a
ξ(P : Q) =
[
−U
Q
: V
P
]
=
[
−U
Q
: 0
]
+
[
0 : V
P
]
.
Prouvons que ces deux derniers symboles modulaires sont paraboliques. Soit N un
générateur de n. On considère la fraction UQ comme réduite. Alors, comme N est
premier, Q est premier à UN , et il existe α, β ∈ A tels que αQ+ βUN = 1. La matrice
γ =
( α −U
βN Q
) ∈ Γ0(n) vérifie γ0 = −UQ . On procède de la même manière pour VP . Donc
ξ(P : Q) appartient à M0.
Remarque 2.43. Si d = 3, Gekeler a explicité une base du Z-moduleH (voir [Gek85] et
[Gek97b] 6.2.ii). D’après la remarque 2.20, ce résultat peut être rapproché du corollaire
2.42 lorsque d = 3.
2.6 L’élément d’enroulement e
Définition 2.44. On appelle élément d’enroulement l’unique symbole modulaire para-
bolique e ∈M0(Q) qui correspond à la forme linéaire F 7→ ∫[0,∞] F sur H(Q) d’après
le théorème 2.24.
Notons que la propriété∫
[0,∞]
F =
∫
e
F (F ∈ H(Q))
s’étend par C-linéarité aux formes automorphes F ∈ H(C).
Définition 2.45. La partie d’Eisenstein E est le noyau à gauche de l’accouplement
d’intégration
〈 , 〉 : M(Q)×H(Q) −→ Q.
C’est un sous Q-espace vectoriel de M(Q).
On pourra comparer la définition précédente avec la définition 3.11.4 de [Gek97b],
à la lumière de nos remarques 2.20 et 2.23.
Lemme 2.46. L’application linéaire composée
M0(Q) −→M(Q) −→M(Q)/E
est un isomorphisme de Q-espaces vectoriels. Par cet isomorphisme, l’élément d’enrou-
lement correspond à la classe de [0,∞] dans M(Q)/E.
Démonstration. Notons ϕ : M0(Q) → M(Q)/E . Son noyau est M0(Q) ∩ E , qui est
nul d’après le théorème 2.24. Donc ϕ est injective et dimQM(Q)/E ≥ g(X0(n)). Par
construction, E est le noyau de
M(Q) −→ Hom(H(Q),Q)
m 7−→ (F 7→ ∫m F )
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doncM(Q)/E s’injecte dans Hom(H(Q),Q) qui est de dimension g(X0(n)). Nous avons
démontré que ϕ est bĳective. Pour la deuxième affirmation, il s’agit de montrer que
e− [0,∞] appartient à la partie d’Eisenstein. Cela vient précisément de la définition de
e.
Un exemple de calcul de e. Pour un idéal n donné, la détermination du graphe
quotient Γ0(n)\T , comme dans [Gek85, GN95], permet d’exprimer e dans une base de
cycles du graphe. L’accouplement
H1(Γ0(n)\T ,Q)×H1(Γ0(n)\T ,ptes,Q) −→ Q
(ϕ1, ϕ2) 7−→ 〈ϕ1, ϕ2〉 =
∑
e˜∈Γ0(n)\T
1
n(e˜)ϕ1(e˜)ϕ2(e˜)
correspond, d’après la remarque 2.23, à l’accouplement d’intégration entre formes
automorphes et symboles modulaires. Pour simplifier, supposons q = 2 et n de degré
3, auquel cas chaque arête du graphe fini (Γ0(n)\T )0 a une multiplicité, au sens de
l’équation (2.1) page 28, égale à 1 (cela résulte du lemme 5.6 de [Gek85]). On a alors
n(e˜) = 1 pour toute arête de (Γ0(n)\T )0.
Soit ϕ(0,∞) la projection dans H1(Γ0(n)\T ,ptes,Q) de la géodésique de T reliant 0
à ∞. Soit c l’élément de H1(Γ0(n)\T ,Q) correspondant à e via l’isomorphisme de la
proposition 2.19. Le cycle c est alors l’unique élément de H1(Γ0(n)\T ,Q) tel que l’on
ait 〈ϕ, c〉 = 〈ϕ,ϕ(0,∞)〉 pour tout ϕ ∈ H1(Γ0(n)\T ,Q).
Exemple 2.47 (q = 2, n = (T 3 + T + 1) idéal premier). Le graphe quotient Γ0(n)\T
est de genre 2 et possède 2 pointes. D’après [Gek85] (5.3), sa structure est la suivante :
76540123ϕ2
e10
//

e11
76540123ϕ1
e01
///o/o/o/o/o/o/o/o/o
OO
e12
OO
0
@@
@ 
@ 
@ 
@ 
∞
_
_
_
_
_
(nous avons adopté les notations de [Gek85] pour les sommets du graphe – signalons
qu’une coquille semble s’être glissée dans le tableau (5.3) de loc. cit. : avec ses notations,
le représentant du sommet e10 est u et non pas 0). Le cycle relatif aux pointes ϕ(0,∞)
est représenté en flèches ondulées.
Soient ϕ1, ϕ2 les deux cycles de longueur respectivement 4 et 2, orientés dans le sens
trigonométrique, indiqués sur le diagramme. Ils forment une base de H1(Γ0(n)\T ,Z).
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Si ϕ = aϕ1 + bϕ2, avec a, b ∈ Q, alors 〈ϕ, c〉 = a. En utilisant 〈ϕ1, ϕ1〉 = 4, 〈ϕ2, ϕ2〉 = 2
et 〈ϕ1, ϕ2〉 = 〈ϕ2, ϕ1〉 = −1, on obtient : e = 17 (2ϕ1 + ϕ2) ∈ H1(Γ0(n)\T ,Q).
Jusqu’à la fin de cette section, on suppose l’idéal n premier.
Notation 2.48. On pose, pour tout idéal m de A,
δ(m) =
∑
p idéal
m⊂p,(p,n)=1
qdeg p
et ηm = Tm − δ(m) dans End(M).
Lemme 2.49. Pour tout idéal m, le symbole modulaire ηm[0,∞] appartient à M0.
Démonstration. Soit N un générateur de n. Écrivons le générateur unitaire de m sous la
forme P = N jr avec j ≥ 0, r ∈ A et (r,N) = 1. Par définition, on a Tm[0,∞] = ∑[ bd ,∞],
la somme portant sur les b, d ∈ A tels que d est un diviseur unitaire de P , (Pd , N) = 1
et deg b < deg d. Elle vaut donc
Tm[0,∞] =
∑[ b
N js
,∞
]
,
la somme portant sur les s, b ∈ A avec s diviseur unitaire de r et deg b < deg(N js). Si
b n’est pas divisible par N j , alors le symbole modulaire
[
b
Njs
,∞
]
est de bord nul car
N divise Njs(b,Njs) . Donc Tm[0,∞] a même bord que le symbole modulaire
∑[ b
N js
,∞
]
,
où la somme porte sur les s, b ∈ A avec s diviseur unitaire de r,N j | b et deg b < deg(N js).
Écrivons [ b
Njs
,∞] = [ b
Njs
, 0] + [0,∞]. Comme N j | b, on a (Nb,N js) = (b,N js) et
le symbole modulaire correspondant [ b
Njs
, 0] est de bord nul. Donc Tm[0,∞] a même
bord que le symbole modulaire k [0,∞], où k est le cardinal de l’ensemble des couples
(s, b) ∈ A × A avec s diviseur unitaire de r, deg b < deg(N js) et N j | b. Or, k est
aussi le cardinal de l’ensemble des couples (s, β) ∈ A×A avec s unitaire divisant r et
deg β < deg s, c’est-à-dire∑
s unitaire,s|r
qdeg s =
∑
n|Njr, (n,N)=1
n unitaire
qdegn = δ(m).
Corollaire 2.50. Pour tout idéal m, on a l’égalité
ηm[0,∞] = ηme
dans M0.
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Démonstration. Les symboles modulaires [0,∞] et e définissent la même intégration
des formes automorphes. Par compatibilité de l’accouplement aux opérateurs de Hecke,
il en est de même de ηm[0,∞] et ηme. Comme ils sont tous deux dans M0(Q) par le
lemme précédent, ils sont égaux.
Définition 2.51 (voir aussi [Pál05] 7.10). On appelle idéal d’Eisenstein l’idéal de T
engendré par les éléments Tm − δ(m), où m décrit les idéaux premiers de A distincts de
n. On le note IE .
D’après le corollaire 2.50, on a IEe ⊂M0. Par un théorème de Pál ([Pál07a] th. 1.2),
le groupe T/IE est cyclique isomorphe à Z/n(n)Z où
n(n) =

qdeg n−1
q−1 si deg n est impair ;
qdeg n−1
q2−1 si deg n est pair.
Proposition 2.52. Il existe un plus petit entier de ∈ Z tel que dee ∈M0. On l’appelle
dénominateur de e. Il est premier à p.
Démonstration. Soit e la classe de e dans le T-moduleM0(Q)/M0. Comme IEe ⊂M0,
on a IEe = 0. L’homomorphisme canonique de T-modules T → Te passe donc au
quotient en un homomorphisme surjectif de T-modules
T/IE → Te.
En particulier, Te est fini, donc e est d’ordre fini dans le groupe abélien M0(Q)/M0.
Son ordre est le dénominateur de e. De plus, comme n(n) n’est pas divisible pas p,
l’ordre de Te n’est pas divisible par p donc ce dénominateur est premier à p.
Notation 2.53. On note e˜ la classe de dee dans M0/pM0.
2.7 Indépendance linéaire dans le module de Hecke en-
gendré par e
On établit un énoncé d’indépendance linéaire d’opérateurs de Hecke en l’élément
d’enroulement. Le symbole modulaire [0,∞] est plus explicite que l’élément d’enroule-
ment e : l’indépendance linéaire sera montrée sur [0,∞], puis relevée à e, grâce à la
proposition qui suit.
Dans cette section, n est un idéal premier.
Notation 2.54. Pour un entier r ≥ 0, on note Pr (resp. P≤r) l’ensemble des idéaux
de A de degré r (resp. ≤ r).
Proposition 2.55. Supposons que les symboles modulaires {Tq[0,∞] | q ∈P≤r+1} sont
Z-linéairement indépendants dans M. Alors, pour tout entier 0 ≤ r′ ≤ r, les symboles
modulaires {Tqe | q ∈Pr′} sont Z-linéairement indépendants dans Te ⊂M0(Q).
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Démonstration. Fixons un idéal p de A de degré 1. Supposons qu’il existe λq ∈ Z
(q ∈Pr′) vérifiant ∑
q∈Pr′
λqTqe = 0.
En appliquant l’élément ηp de l’anneau commutatif T, on obtient∑
q∈Pr′
λqTqηpe = 0.
Puis, comme ηpe = ηp[0,∞] d’après le corollaire 2.50,∑
q∈Pr′
λqTqηp[0,∞] =
∑
q∈Pr′
λqTqTp[0,∞]− δ(p)
∑
q∈Pr′
λqTq[0,∞] = 0. (2.9)
Or, d’après les propriétés des opérateurs de Hecke (page 27), TqTp s’écrit comme la
somme de Tpq et d’une combinaison linéaire à coefficients dans Z d’opérateurs Tr, où
deg r < deg(pq) c’est-à-dire r ∈ P≤r′ . Le coefficient de Tpq[0,∞] dans le membre du
milieu de l’équation (2.9) est donc λq. D’après l’hypothèse, on a alors λq = 0 pour tout
q ∈Pr′ .
Proposition 2.56. Supposons que les symboles modulaires {Tq[0,∞] | q ∈ P≤r+1}
sont Fp-linéairement indépendants dans M(Fp). Alors, pour tout entier 0 ≤ r′ ≤ r, les
symboles modulaires {Tqe˜ | q ∈Pr′} sont Fp-linéairement indépendants dans M0/pM0.
Démonstration. Fixons un idéal p de A de degré 1. Supposons qu’il existe λq ∈ Fp
(q ∈Pr′) vérifiant
∑
q∈Pr′ λqTqe˜ = 0. Soit µq un représentant de λq dans Z. On a alors∑
q∈Pr′
µqdeTqe ∈ pM0.
En procédant comme dans la preuve de la proposition 2.55 on obtient
de
∑
q∈Pr′
µqTqηp[0,∞] = de
 ∑
q∈Pr′
µqTqTp[0,∞]− δ(p)
∑
q∈Pr′
µqTq[0,∞]
 ∈ pM0.
Comme de est premier à p (proposition 2.52), on obtient∑
q∈Pr′
λqTqTp[0,∞]−
∑
q∈Pr′
λqTq[0,∞] = 0 ∈M/pM.
Or, d’après les propriétés des opérateurs de Hecke, TqTp s’écrit comme la somme de Tpq
et d’une combinaison linéaire à coefficients dans Fp d’opérateurs Tr, où deg r < deg(pq)
c’est-à-dire r ∈ P≤r′ . D’après l’hypothèse, les Tq[0,∞], pour q dans P≤r+1, sont
Fp-linéairement indépendants dans M(Fp) donc il en est de même dans M/pM. On a
ainsi λq = 0 pour tout q ∈Pr′ .
Signalons que l’énoncé qui suit est valable si l’idéal n n’est pas nécessairement
premier.
56
2.7. Indépendance linéaire dans le module de Hecke engendré par e
Proposition 2.57. Soient R un anneau dans lequel q − 1 est inversible et r ≥ 0 un
entier. Si deg n ≥ 2r + 1, les symboles modulaires Ts[0,∞], pour s dans P≤r, sont
R-linéairement indépendants dans M(R).
Démonstration. Procédons par récurrence sur r. Si n 6= A, le bord de [0,∞] est non nul
donc [0,∞] est libre sur R. Cela démontre l’affirmation pour r = 0. Supposons l’énoncé
vérifié pour r − 1 et l’existence d’une relation∑
s∈P≤r
λsTs[0,∞] = 0, (2.10)
avec λs ∈ R (s ∈ P≤r). Soit p ∈ P≤r de degré r et P le générateur unitaire de p.
Démontrons que λp est nul. L’hypothèse de récurrence permettra alors de conclure que
tous les coefficients correspondant aux polynômes de degré < r sont nuls. Appliquons
la formule du théorème 2.28 :
Tp[0,∞] =
∑
deg d>deg c
deg a>deg b
(ad−bc)=p
a et d unitaires
(c,d) 6≡(0,0) mod n
ξ(c : d).
On introduit les notations suivantes :
x =(1 : P ) ∈ X ,
ΣP ={(c, d) ∈ A×A | ∃(a, b), deg a > deg b, a et d unitaires, ad− bc ∈P≤r,
deg c < deg d, (c, d) 6≡ (0, 0) mod n}\{(λ, P ), λ ∈ F×q }
et ΩP l’image de ΣP dans X . D’après l’équation (2.10), il existe des coefficients αc,d ∈ R
tels que
(q − 1)λpξ(1 : P ) =
∑
(c,d)∈ΣP
αc,dξ(c : d). (2.11)
Appliquons la proposition 2.35 à l’ensemble ΩP et à l’élément x. D’après la première
partie du lemme 2.36, x n’appartient pas à ΩP . La deuxième partie du lemme 2.36
fournit un ensemble de sommets qui ne contient pas x et qui est disjoint de ΩP . Toutes
ces affirmations sont valables car deg n > 2 degP .
Supposons maintenant λp 6= 0. Comme q− 1 est inversible dans R, l’équation (2.11)
montre que ξ(1 : P ) est dans le sous-R-module de M(R) engendré par ξ(ΩP ) : ceci est
impossible d’après la proposition combinatoire 2.35.
Théorème 2.58. Soit r ≥ 0 un entier. Soit n un idéal premier de A de degré ≥ 2r+ 3.
Pour tout entier 0 ≤ r′ ≤ r, les symboles modulaires Tse, pour s dans Pr′, sont
linéairement indépendants dans M0(Q).
Démonstration. Comme deg n ≥ 2r + 3, d’après la proposition 2.57, les symboles
modulaires Ts[0,∞], pour s dans P≤r+1, sont linéairement indépendants dans M. On
remonte le résultat dans M0(Q) à l’aide de la proposition 2.55.
Corollaire 2.59. Les affirmations suivantes sont équivalentes :
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(i) e 6= 0 dans M0(Q) ;
(ii) g(X0(n)) > 0 ;
(iii) deg n ≥ 3.
Démonstration. L’équivalence de (ii) et (iii) découle des formules exprimant le genre
en fonction du degré de n (proposition 1.23). Le théorème 2.58 appliqué à r = 0 donne
l’implication (iii) ⇒ (i). Enfin, l’implication (i) ⇒ (ii) vient du fait que la dimension de
M0(Q) sur Q est égale à g(X0(n)).
Théorème 2.60. Soit r ≥ 0 un entier. Soit n un idéal premier de A de degré ≥ 2r+ 3.
Pour tout entier 0 ≤ r′ ≤ r, les symboles modulaires Tse˜, pour s dans Pr′, sont
Fp-linéairement indépendants dans M0/pM0.
Démonstration. D’après la proposition 2.57, comme q − 1 est inversible dans Fp, les
symboles modulaires Ts[0,∞], pour s dans P≤r+1, sont Fp-linéairement indépendants
dans M(Fp). On remonte le résultat dans M0/pM0 à l’aide de la proposition 2.56.
2.8 L’analogue de l’homomorphisme d’enroulement de
Mazur
Dans cette section, n est un idéal premier.
Lemme 2.61. Si p est un idéal premier distinct de n, on a
ηp[0,∞] ∈ (q − 1)M0.
Démonstration. Soit P (resp. N) un générateur unitaire de p (resp. n). Comme n et p
sont premiers distincts, on a, par définition des opérateurs de Hecke,
ηp[0,∞] =
∑
b∈A,b 6=0
deg b<degP
[
b
P
, 0
]
.
Comme P est premier à bN , il existe des polynômes A et C tels que la matrice
γ =
(
A b
CN P
)
est dans Γ0(n). On a γ0 = bP , donc le symbole modulaire
[
b
P , 0
]
est
parabolique. De plus, pour tout λ ∈ F×q , on a [λbP , 0] = [ bP , 0], d’où
ηp[0,∞] = (q − 1)
∑
b∈A,b 6=0 unitaire
deg b<degP
[
b
P
, 0
]
∈ (q − 1)M0.
Définition 2.62 (voir aussi [Pál07a] 5.7). Suivant Mazur, on appelle homomorphisme
d’enroulement l’homomorphisme de T-modules
IE −→ M0
t 7−→ teq−1 .
Il est bien défini d’après le lemme précédent et le corollaire 2.50.
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Lemme 2.63. L’involution wn agit comme −1 sur l’image de l’homomorphisme d’en-
roulement.
Démonstration. Soit t ∈ IE . Comme wn commute à T et wn[0,∞] = [∞, 0], on a les
égalités
wn
(
te
q − 1
)
= wn
(
t[0,∞]
q − 1
)
= twn[0,∞]
q − 1 =
t[∞, 0]
q − 1 = −
te
q − 1 .
L’énoncé qui suit donne la structure duT-moduleM0 lorsque n est de degré 3. Il peut
être rapproché du théorème 18.10 de [Maz77] pour l’homomorphisme d’enroulement
classique, localisé en un nombre premier d’Eisenstein.
Théorème 2.64. Soit n un idéal premier de A de degré 3. Alors les q symboles
modulaires
1
q − 1ηpe =
1
q − 1(Tp − (q + 1))e,
où p décrit les idéaux de degré 1, forment une base sur Z de M0. En particulier,
l’homomorphisme d’enroulement
IE
∼−→ M0
t 7−→ te
q − 1
est un isomorphisme de T-modules.
Démonstration. Soit P le générateur unitaire de p. Comme p est de degré 1, on a
d’après la démonstration du lemme 2.61
ηpe = ηp[0,∞] = (q − 1)
[ 1
P
, 0
]
= −(q − 1)ξ(P : 1).
D’après le corollaire 2.42, les symboles ξ(P : 1) (pour P unitaire de degré 1) forment
une base de M0, donc il en est de même de ( 1q−1ηpe)deg p=1.
Corollaire 2.65. Soit n un idéal premier de A de degré 3.
(i) Les symboles modulaires 1q−1ηpe, où p décrit les idéaux de degré 1, forment une
base sur Fp de M0/pM0.
(ii) Les éléments ηp de l’algèbre de Hecke, où p décrit les idéaux de degré 1, forment
une base sur Fp de T/pT.
Démonstration. (i) D’après le théorème précédent, la famille de symboles modulaires
1
q−1ηpe, où p décrit les idéaux de degré 1, est une base sur Z de M0. De plus,
on a M0/pM0 = M0 ⊗Z Fp. Donc par extension des scalaires, la famille est une
base sur Fp de M0/pM0.
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(ii) Le Z-module T est libre de rang g(X0(n)) = q, donc T/pT = T ⊗Z Fp est un
Fp-espace vectoriel de dimension q. Pour démontrer l’affirmation, il suffit de voir
que les ηp, où p décrit les idéaux de degré 1, sont Fp-linéairement indépendants.
Supposons qu’il existe λp ∈ Z, avec deg p = 1, vérifiant∑
deg p=1
λpηp ∈ pT.
Appliquons l’opérateur précédent à dee ∈M0 :∑
deg p=1
λpηp(dee) =
∑
deg p=1
deλp(q − 1) ηpe
q − 1 ∈ pM
0.
La classe de ce symbole modulaire dans M0/pM0 est nulle. D’après (i), on a
deλp(q − 1) ≡ 0 mod p, pour tout p de degré 1. De plus, de est premier à p par
la proposition 2.52. Donc λp ≡ 0 mod p, pour tout p de degré 1. Cela montre
que la famille ηp, où p décrit les idéaux de degré 1, est libre sur Fp.
Corollaire 2.66. Soit n un idéal premier de A de degré 3. Alors
(i) M0/pM0 est un T/pT-module libre de rang 1 ;
(ii) H/pH est un T/pT-module libre de rang 1. En particulier, l’action de T/pT sur
H/pH est fidèle.
Démonstration. (i) D’après [Pál07a], on a
pT+ IE = T. (2.12)
En effet, supposons pT+ IE ( T. Il existe un idéal maximalM de T contenant
IE et pT. Le corps T/M est donc de caractéristique p et le morphisme canonique
T/IE → T/M est surjectif. Ainsi l’ordre de T/IE est divisible par p, ce qui
contredit le théorème 1.2 de loc. cit.. Cela démontre (2.12).
Le morphisme canonique IE → T donne donc un isomorphisme de T-modules
IE/pIE
∼−→ T/pT.
De l’isomorphisme M0 ' IE du théorème 2.64, on déduit l’isomorphisme de
T/pT-modules M0/pM0 ' T/pT. Donc M0/pM0 est un T/pT-module libre de
rang 1.
(ii) Le théorème 2.24 fournit la suite exacte de groupes abéliens
0 −→ (M0)tors −→M0 −→ Hom(H,Z) −→ Φ∞ −→ 0.
Le groupe M0 est sans torsion d’après le théorème 2.40. De plus, d’après Gekeler
[Gek97b] 6.3 (ii), le groupe Φ∞ est cyclique d’ordre q2 + q + 1, donc premier à p.
En localisant en l’idéal pZ, on obtient l’isomorphisme de Z(p)-modules
M0(p) ' Hom(H,Z)(p),
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d’où l’isomorphisme de groupes abéliens
M0/pM0 ' Hom(H/pH,Fp).
De plus, cette application est compatible à l’action de T/pT. Comme M0/pM0
est un T/pT-module libre de rang 1, il en est de même de H/pH.
Remarque 2.67. Dans le chapitre 4, on donnera une autre démonstration du fait que
T/pT opère fidèlement sur H/pH par la théorie des formes modulaires (remarque 4.52
(i)).
Lorsque n est de degré 4, nous nous contentons de traiter un exemple.
Exemple 2.68 (q = 2, n = (T 4 +T +1) idéal premier). Les relations entre les symboles
de Manin-Teitelbaum sont
ξ(1 : 1) = 0
ξ(0 : 1) = −ξ(1 : 0)
3ξ(T 2 + T : 1) = 0
3ξ(T 2 + T + 1 : 1) = 0
ξ(T 3 + 1 : 1) = −ξ(T : 1)
ξ(T 3 + T 2 + T : 1) = −ξ(T + 1 : 1)
ξ(T 3 + T 2 + 1 : 1) = −ξ(T 2 : 1)
ξ(T 3 + T + 1 : 1) = −ξ(T 2 + 1 : 1)
ξ(T 3 : 1) = ξ(T + 1 : 1)− ξ(T : 1)
ξ(T 3 + T 2 + T + 1 : 1) = ξ(T : 1)− ξ(T + 1 : 1)
ξ(T 3 + T : 1) = ξ(T 2 : 1) + ξ(T 2 + 1 : 1)
ξ(T 3 + T 2 : 1) = −ξ(T 2 : 1)− ξ(T 2 + 1 : 1)
et la famille de symboles modulaires
{ξ(1 : 0), ξ(T : 1), ξ(T + 1 : 1), ξ(T 2 : 1), ξ(T 2 + 1 : 1)}
est une base de M(Q) sur Q. Par ailleurs, on a
η(T )e = T(T )ξ(0 : 1)− 3ξ(0 : 1) = −ξ(T : 1)
η(T+1)e = T(T+1)ξ(0 : 1)− 3ξ(0 : 1) = −ξ(T + 1 : 1),
donc le sous-Q-espace vectoriel de M0(Q) engendré par l’image de l’homomorphisme
d’enroulement est de dimension au moins 2. Un calcul montre que la matrice de
l’involution wn dans cette base est
−1 0 0 0 0
0 −1 0 0 −1
0 0 −1 −1 0
0 0 0 1 0
0 0 0 0 1
 .
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Le sous-espace propre de wn|M0(Q) associé à la valeur propre −1 est engendré par
ξ(T : 1) et ξ(T + 1 : 1). D’après le lemme 2.63, le sous-Q-espace vectoriel de M0(Q)
engendré par l’image de l’homomorphisme d’enroulement est donc de dimension 2.
Poursuivons cette étude. La matrice de l’opérateur T(T ) dans cette base est
3 0 0 0 0
1 −1 −1 0 1
0 1 2 1 0
0 0 0 0 1
0 0 0 −1 −3
 .
Ses espaces propres sont décrits dans le tableau suivant.
valeur propre base de l’espace propre associé
1−√5
2 m1 =
−3−√5
2 ξ(T : 1) + ξ(T + 1 : 1)
1+
√
5
2 m2 =
−3+√5
2 ξ(T : 1) + ξ(T + 1 : 1)
−3+√5
2 m3 =
3−√5
4 ξ(T : 1)− 12ξ(T + 1 : 1) + ξ(T 2 : 1) +
√
5−3
2 ξ(T 2 + 1 : 1)
−3−√5
2 m4 =
3+
√
5
4 ξ(T : 1)− 12ξ(T + 1 : 1) + ξ(T 2 : 1) + −
√
5−3
2 ξ(T 2 + 1 : 1)
Donc la famille {m1,m2,m3,m4} est une base deM0(C) formée de symboles modulaires
propres pour T qui vérifient
wnm1 = −m1 wnm2 = −m2
wnm3 = m3 wnm4 = m4.
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3.1 Variétés abéliennes sur les corps de fonctions (rappels)
La fonction-L d’une variété abélienne. Dans ce paragraphe, F désigne un corps
de fonctions en une indéterminée sur le corps fini Fq. Fixons F sep une clôture séparable
de F . On considère une variété abélienne B sur F .
Soit l un nombre premier distinct de la caractéristique p de F . Le module de
Tate l-adique est Tl(B) = lim← B[l
n], où B[ln] est le noyau de la multiplication par
ln : B(F sep)→ B(F sep). Le Ql-espace vectoriel Vl(B) = Tl(B)⊗Zl Ql est de dimension
2 dim(B). L’action naturelle de Gal(F sep/F ) sur Tl(B) fournit une représentation l-
adique ρl : Gal(F sep/F ) → Aut(Vl(B)). Elle a une représentation adjointe ρ∗l sur le
dual Vl(B)∗.
Soit v une place de F . En v, le corps résiduel k(v) est fini, de cardinal qv =
qnv . Les sous-groupes de décomposition et d’inertie en v de Gal(F sep/F ) sont notés
respectivement D(v) et Iv. Le Frobenius arithmétique, c’est-à-dire la puissance nv-ème
du Frobenius dans Gal(k(v)alg/k(v)) ' D(v)/Iv, est noté φv. Considérons le polynôme
suivant à coefficients entiers :
Pv(u) = det(id− uρ∗l (φ−1v ) | Vl(B)∗Iv).
En fait, Pv(u) ne dépend pas de l ni du choix de φv. La fonction L de B est alors le
produit infini sur toutes les places de F
L(B, s) =
∏
v
Lv(B, s) =
∏
v
Pv(q−sv )−1.
C’est une fonction rationnelle en q−s à coefficients rationnels comme conséquence des
travaux de Dwork ou de la cohomologie étale de Grothendieck ([Mil80] chap. VI). En
particulier, L(B, s) est une fonction méromorphe du plan complexe.
La conjecture de Birch et Swinnerton-Dyer pour les variétés abéliennes sur
les corps de fonctions. Le théorème de Mordell-Weil affirme que le groupe abélien
B(F ) est de type fini (voir par exemple [Lan83] pour une preuve sur les corps de
fonctions). La conjecture relie notamment son rang r à l’ordre d’annulation de la
fonction L(B, s) en s = 1.
63
Chapitre 3. Quotient d’enroulement de J0(n)
Conjecture 3.1 (Conjecture de Birch et Swinnerton-Dyer [Tat66]).
(i) ords=1L(B, s) = r ;
(ii) Le groupe de Tate-Shafarevich X(B) = Ker(H1(K,B) → ⊕vH1(Kv, B)) est
fini ;
(iii) lims→1
L(B, s)
(s− 1)r =
#X(B) ·R · τ
#B(F )tors ·#Bˆ(F )tors
(R désigne un régulateur construit à partir de hauteurs d’un ensemble de générateurs
de B(F ), τ un nombre de Tamagawa et Bˆ la variété abélienne duale de B). Nous
terminons par un panorama de résultats connus sur cette conjecture. Pour le quotient
d’enroulement, nous ferons usage de l’inégalité suivante.
Théorème 3.2 (Schneider [Sch82], Satz 11 (i)). Pour toute variété abélienne B sur
F , on a
r ≤ ords=1L(B, s).
Milne a démontré la conjecture 3.1 pour les variétés abéliennes constantes [Mil68].
En toute généralité, on dispose du résultat suivant.
Théorème 3.3 (Kato-Trihan [KT03]). L’affirmation (i) de la conjecture équivaut
à l’existence d’un nombre premier l tel que la composante l-primaire du groupe de
Tate-Shafarevich X(B) est finie. Dans ce cas, les trois affirmations de la conjecture
sont alors vérifiées pour B.
Ce théorème fait suite aux travaux précédents de Tate [Tat66] (pour les courbes
elliptiques et l 6= p, la finitude étant obtenue pour la partie première à p de X(B)),
Milne [Mil75] (pour les courbes elliptiques sur F avec p 6= 2) et Schneider [Sch82] (pour
les variétés abéliennes et l 6= p).
3.2 La jacobienne J0(n) de X0(n)K (rappels)
3.2.1 La jacobienne J0(n)
La courbe X0(n)K est lisse et propre sur K. Sa jacobienne, notée J0(n), est une
variété abélienne sur K, de dimension égale à g(X0(n)).
3.2.2 Les correspondances de Hecke sur X0(n)
Cette présentation suit celles de [Gek86b] 5.3, [GR96] 4.12, [Gek97a] §7. Soit m
un idéal de A. Si (m, n) 6= 1, l’involution wm de X0(n) est définie sur le problème de
modules correspondant par
wm(E,C) = (E/C,E[n]/C)
(E/C désigne l’unique module de Drinfeld de rang 2 tel qu’il existe une isogénie
E → E/C de noyau C). On notera wn l’involution qu’elle induit sur X0(nn′) (pour n′
idéal premier à n).
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Si E est un module de Drinfeld de rang 2 sur un schéma, on note EE,m l’ensemble
des structures de niveau Γ0(m) sur E. On définit une correspondance Tm sur X0(n) par
la formule suivante :
Tm(E,C) =
∑
D∈EE,m
D∩C={0}
(E/D, (C +D)/D).
Si m est premier à n, Tm peut s’obtenir aussi par la construction qui suit. Le schéma
X0(nm) est un schéma de modules grossier pour le problème de modules (E,C,D), où
E est un module de Drinfeld de rang 2, C une structure de niveau Γ0(n) et D une
structure de niveau Γ0(m) sur E. Considérons le morphisme d’oubli c : X0(nm)→ X0(n)
défini par (E,C,D) 7→ (E,C). L’opérateur Tm est la correspondance sur X0(n) définie
par le diagramme suivant :
X0(nm)
X0(n) X0(n).

+
c Q
QQs
cwm
-Tm
Les correspondances wm ((m, n) 6= 1) et Tm laissent invariant le groupe des diviseurs
de X0(n) à support dans les pointes. Si n est premier, wn échange les pointes 0 et
∞ ; si (m, n) = 1, Tm agit sur une pointe comme multiplication par (1 + qdegm). Ces
correspondances induisent des endomorphismes de la jacobienne J0(n), notés wm et Tm.
Comme nous le verrons en 3.2.5, ces notations n’occasionneront pas de confusion avec
les opérateurs Tm et wm définis dans le chapitre 2.
3.2.3 La réduction de J0(n)
Notations : réduction des variétés abéliennes. Soit F un corps local, d’anneau
des entiers R et de corps résiduel k. Soient B une variété abélienne sur F et B son
modèle de Néron sur R. Sa fibre spéciale est notée Bk et la composante connexe de
l’identité dans Bk est notée B0k. On a une suite exacte de schémas en groupes sur k
0 −→ B0k −→ Bk −→ ΦB −→ 0,
où ΦB est un schéma en groupes étale et fini sur k appelé groupe des composantes
(connexes) de Bk. La variété abélienne B a bonne réduction si Bk est une variété
abélienne sur k. Elle est dite à réduction torique (resp. torique déployée) si B0k est un
tore algébrique (resp. un tore algébrique déployé) sur k.
Soit J0(n)A le modèle de Néron de J0(n) sur A. C’est un schéma lisse, séparé et
de type fini sur A. De plus, comme X0(n) est lisse, le changement de base de J0(n)A
à A[1/n] est un schéma abélien, noté J0(n). La variété abélienne J0(n) a donc bonne
réduction en-dehors de n. Rappelons des résultats concernant les réductions de X0(n)
et J0(n) en les places divisant n.
Soit p un idéal premier de A. Soient L une extension finie de Fp de cardinal qm et φ
un A-module de Drinfeld sur L de rang r. Le module de Drinfeld φ est dit supersingulier
si φ[p](Lalg) = 0. Comme pour les courbes elliptiques, on dispose de la caractérisation
suivante.
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Théorème 3.4 ([Gek91]). Avec les notations précédentes, les affirmations suivantes
sont équivalentes :
(i) φ est un module de Drinfeld supersingulier ;
(ii) il existe une extension finie L′ de L telle que EndL′(φ)⊗K est de dimension r2
sur K.
Un point L-rationnel de X0(n) est dit supersingulier si ce n’est pas une pointe et si
le module de Drinfeld sous-jacent est supersingulier.
Proposition 3.5. Supposons l’idéal n premier.
(i) La fibre spéciale M0(n)Fn est réduite et réunion de deux copies de la courbe
M0(1)Fn qui se coupent transversalement aux n(n) points supersinguliers, avec
n(n) =

qdeg n−1
q−1 si deg n est impair ;
qdeg n−1
q2−1 si deg n est pair.
De plus, les deux copies deM0(1)Fn sont échangées par l’involution wn.
(ii) La jacobienne J0(n) a réduction torique en n.
(iii) L’ordre du groupe des composantes du modèle de Néron de J0(n) en n est n(n).
Démonstration. La première affirmation vient de (5.3) et (5.9) de [Gek86b]. Les deux
suivantes s’en déduisent par le théorème de Raynaud sur la spécialisation du foncteur
de Picard ([Ray70], [Gek86b] (5.10)).
3.2.4 La construction analytique de la jacobienne
Rappelons la description de la jacobienne, en tant que variété analytique rigide sur
C∞, comme le tore (C×∞)g(X0(n)) modulo le réseau des périodes de certaines fonctions
thêtas. Ce type de construction est valable pour les variétés abéliennes à réduction
torique en une place. Pour les jacobiennes de courbes modulaires de Drinfeld, la
construction explicite est due à Gekeler et Reversat ([GR96], notamment les paragraphes
5 à 9). Nous en rappelons les principaux résultats en nous plaçant dans le cas particulier
Γ = Γ0(n).
Soit Γab l’abélianisé de Γ et Γ = Γab/(Γab)tors le quotient abélien sans torsion
maximal de Γ. Pour un élément γ de Γ, on notera γ son image dans Γ. Une fonction
méromorphe θ : H → C∞ est appelée fonction thêta méromorphe pour Γ s’il existe
cθ ∈ Hom(Γ,C×∞) tel que
θ(γz) = cθ(γ)θ(z) (z ∈ H, γ ∈ Γ).
On définit une fonction thêta holomorphe de façon analogue. Leurs groupes multiplicatifs
seront notés respectivement Θm(Γ) et Θh(Γ).
Si D = (P1) + · · ·+ (Pr)− (Q1)− · · · − (Qr) est un diviseur de degré zéro sur H, le
produit infini
θD(z) =
∏
γ∈Γ
(z − γP1) · · · (z − γPr)
(z − γQ1) · · · (z − γQr)
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converge dans H et définit une fonction thêta méromorphe pour Γ. La fonction cθD qui
lui est associée est notée cD.
Pour α, β ∈ Γ, la quantité cα(β) = c(z)−(αz)(β) est indépendante du choix de
z ∈ C∞ et ne dépend que de α et β. Elle définit alors une application
c : Γ −→ Hom(Γ,C×∞)
α 7−→ cα
qui est injective et d’image discrète.
Si α ∈ Γ et w ∈ C∞, la fonction θα = θ(w)−(αw) est holomorphe, indépendante de
w et ne dépend que du choix de α.
Soit H(T ,Z) le groupe abélien des fonctions harmoniques alternées sur T à valeurs
dans Z. La dérivée logarithmique de van der Put r : Y (T )→ H(T ,Z) (voir [GR96] 1.7.3
pour sa définition) donne un homomorphisme de groupes r : Θh(Γ)/C×∞ → H(T ,Z)Γ.
L’homomorphisme de groupes
j : Γ −→ H !(T ,Z)Γ
α 7−→ r(θα)
est un isomorphisme d’après [GN95]. L’application
Φ : Div0(H) −→ Hom(Γ,C×∞)
D 7−→ cD
induit alors un morphisme Φ : Div0(Y0(n)(C∞))→ Hom(Γ,C×∞)/c(Γ) puis un isomor-
phisme
J0(n)(C∞) ' Hom(Γ,C×∞)/c(Γ).
Soit TΓ le tore déployé Hom(Γ,Gm). On a alors les suites exactes
1 −→ Γ c−→ TΓ(C∞) Φ
−1−−→ J0(n)(C∞) −→ 0
1 −→ Γ c−→ TΓ(K∞) Φ
−1−−→ J0(n)(K∞) −→ 0 (3.1)
([Gek97a], remarque 6.11).
3.2.5 La compatibilité de l’action des algèbres de Hecke
On suit l’approche de [Gek97a]. En utilisant la construction précédente, on peut
réaliser EndK(J0(n)) comme sous-espace de End(H). En effet, par la suite exacte (3.1),
tout endomorphisme de J0(n) défini sur K peut être relevé en un endomorphisme de TΓ.
De plus, on a une équivalence de catégories contravariante entre les groupes abéliens
libres de type fini et les tores déployés, donnée par Γ 7→ TΓ. Enfin, on a l’isomorphisme
j : Γ ' H. En rassemblant ces résultats, on obtient un morphisme injectif
EndK(J0(n)) ↪→ End(H) ↪→ End(H(C)).
L’image de Tp ∈ EndK(J0(n)) est Tp ∈ End(H(C)) (la compatibilité est vérifiée dans
[GR96], § 9). Donc l’algèbre de Hecke T est isomorphe à la sous-algèbre de EndK(J0(n))
engendrée sur Z par Tp, pour p idéal de A. Dorénavant, on identifie ces deux algèbres
qu’on note T. L’algèbre T opère fidèlement sur la jacobienne J0(n), l’espace de symboles
modulaires M0 et l’espace de formes automorphes H.
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3.2.6 L’action de l’involution wn sur J0(n)
Soit X0(n)+K la courbe quotient wn\X0(n)K sur K. Sa jacobienne, notée J0(n)+,
s’identifie à la sous-variété abélienne (1 + wn)J0(n) de J0(n) de la façon suivante. La
projection pi : X0(n)K → X0(n)+K donne, par fonctorialité de Picard, un homomorphisme
de variétés abéliennes pi∗ : J0(n)+ → J0(n), qui est une immersion fermée car pi est
ramifié. Il identifie J0(n)+ à une sous-variété abélienne de J0(n). Par fonctorialité
d’Albanese, le morphisme pi donne un homomorphisme surjectif de variétés abéliennes
pi∗ : J0(n) → J0(n)+. L’application composée pi∗ ◦ pi∗ : J0(n) → J0(n) n’est autre que
1 + wn. Donc J0(n)+ s’identifie naturellement à (1 + wn)J0(n).
Soit J0(n)− la variété abélienne quotient J0(n)/(1 + wn)J0(n), définie sur K. On a
alors la suite exacte de variétés abéliennes
0 −→ J0(n)+ = (1 + wn)J0(n) −→ J0(n) −→ J0(n)− −→ 0. (3.2)
Soit J0(n)− la plus grande sous-variété abélienne de J0(n) annulée par 1 + wn, définie
sur K. La surjection canonique J0(n) → J0(n)− induit une isogénie entre J0(n)− et
J0(n)−.
3.2.7 La théorie d’Eichler-Shimura-Drinfeld
On suppose ici l’idéal n premier. Il résulte de la théorie des formes automorphes
que la Q-algèbre TQ est commutative et semisimple de dimension g = g(X0(n)). Soit
F l’ensemble des formes propres pour T et normalisées. Elles forment une base du
C-espace vectoriel H(C). Le groupe Gal(Qalg/Q) agit sur F via son action sur les
coefficients de Fourier de F . Soit {F1, . . . , Fn} un système de représentants des orbites
de F sous Gal(Qalg/Q). Soit Ki le corps de nombres totalement réel engendré par les
coefficients de Fourier de Fi (1 ≤ i ≤ n). On a alors un isomorphisme canonique de
Q-algèbres TQ ' K1 × · · · ×Kn.
Théorème 3.6. (i) Soit pi le noyau du morphisme
T −→ Ki
t 7−→ tFiFi
et Ji la variété abélienne quotient J0(n)/piJ0(n) (1 ≤ i ≤ n). Alors Ji est une
variété abélienne simple sur K, de dimension [Ki : Q], et qui ne dépend que de
l’orbite de Fi. Pour toute place v de K, on a l’égalité des fonctions L locales
Lv(Ji, s) =
∏
σ:Ki↪→C
Lv(F σi , s).
où σ parcourt les plongements de Ki dans C. De plus, l’application canonique
J0(n) −→ J1 × · · · × Jn
est une isogénie sur K.
(ii) Si I est un idéal de T, on a une isogénie définie sur K
J0(n)/IJ0(n) ∼
∏
i∈{1,...,n}
I⊂pi
Ji.
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Une démonstration se trouve dans [Tam95] (proposition 4.2, remarque 4.3 et lemme
4.10). Ce théorème découle des résultats de Drinfeld [Dri74] et de la théorie des formes
automorphes, notamment le théorème de multiplicité un. L’égalité des facteurs L locaux,
en une place v ne divisant pas n, provient de la relation d’Eichler-Shimura et pour v
quelconque, de résultats de Drinfeld et Deligne ([Dri87] th. A et rem. 2 et [Del73]).
3.2.8 La torsion K-rationnelle de la jacobienne
Si n est premier, le sous-groupe cuspidal C de J0(n)(K) est le sous-groupe engendré
par la classe d’équivalence linéaire du diviseur (0)− (∞) dans J0(n)(K).
Théorème 3.7 (Gekeler-Pál). Le groupe C coïncide avec le sous-groupe de torsion de
J0(n)(K). Il est cyclique d’ordre égal à
n(n) =

qdeg n−1
q−1 si deg n est impair ;
qdeg n−1
q2−1 si deg n est pair.
La cyclicité du groupe et le calcul de son cardinal sont dus à Gekeler ([Gek86b]
cor. 5.11). L’identification avec J0(n)(K)tors résulte des travaux de Pál sur l’idéal
d’Eisenstein ([Pál05] th. 1.2 et 1.4).
3.3 Le quotient d’enroulement Je(n)
Définition 3.8. Soit Ie l’annulateur dans T de l’élément d’enroulement e ∈M0(Q).
Soit IeJ0(n) la sous-variété abélienne de J0(n) définie sur K engendrée par les tx, pour
t ∈ Ie et x ∈ J0(n). Le quotient d’enroulement Je(n) est la variété abélienne quotient
J0(n)/IeJ0(n). Il est défini sur K.
L’involution wn échange les pointes 0 et ∞, donc wn[0,∞] = [∞, 0] = −[0,∞] et,
par conséquent, wne = −e. Donc l’idéal Ie contient wn + 1. On a alors un morphisme
surjectif J0(n)− → Je(n), qui fait de Je(n) un quotient de J0(n)−.
Nous démontrons, grâce à la non-annulation de la fonction L de Je(n) en s = 1, que
le groupe Je(n)(K) est fini.
Proposition 3.9. Le T⊗Z Q-module M0(Q) est libre de rang 1.
Démonstration. La proposition 2.9 fournit après, extension des scalaires à Q, un
accouplement parfait entre algèbre de Hecke et formes automorphes :
T⊗Z Q×H(Q) −→ Q
(t, F ) 7−→ ctF ((1)).
Comme T⊗ZQ est commutative, cet accouplement est compatible à l’action de T⊗ZQ.
Par ailleurs, d’après le théorème 2.24, l’intégration le long des symboles modulaires
donne un accouplement parfait et (T⊗Z Q)-équivariant entre H(Q) et M0(Q), ce qui
achève la démonstration.
Proposition 3.10. Si F ∈ H(C) est une forme propre, les deux propriétés suivantes
sont équivalentes :
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(i) IeF = 0 ;
(ii) L(F, 1) 6= 0.
Démonstration. Une démonstration similaire est présente dans [Oes] prop. 1. Soit E
l’ensemble des orbites sous Gal(Qalg/Q) des formes pour Γ0(n) propres et normalisées.
Si F est une telle forme, nous notons [F ] son orbite et a[F ] l’annulateur de F dans T (il
ne dépend que de [F ]). L’application [F ] 7→ a[F ] est une bĳection entre E et l’ensemble
des idéaux premiers minimaux de T.
Le morphisme canonique ϕ : T→ ∏[F ]∈E T/a[F ] est injectif. Soit b[F ] l’annulateur
dans T de a[F ]. On a alors
b[F ] =
⋂
[F ′]6=[F ]
a[F ′] (3.3)
et la somme d’idéaux ∑[F ] b[F ] est directe. Par ailleurs, l’image de ϕ est d’indice fini
donc ⊕[F ] b[F ] est d’indice fini dans T. Comme M0(Q) est un T⊗ZQ-module libre de
rang 1, on a la somme directe
M0(Q) =
⊕
[F ]∈E
b[F ]M0(Q),
où les sous-modules b[F ]M0(Q) sont simples et deux à deux non isomorphes. En
particulier, il existe un sous-ensemble Ee de E tel que
QTe =
⊕
[F ]∈Ee
b[F ]M0(Q). (3.4)
L’intégration fournit un accouplement H(C)×M0(Q)→ C non dégénéré. On en déduit
que a[F ] est l’annulateur dans T de b[F ]M0(Q) et
Ie =
⋂
[F ]∈Ee
a[F ]. (3.5)
Soit F ∈ H(C) une forme propre. Rappelons que L(F, 1) = 1q−1〈e, F 〉. D’après (3.3),
pour tout [F ′] 6= [F ], F est 〈 , 〉-orthogonale à b[F ′]M0(Q). Comme F est propre,
〈e, F 〉 6= 0 revient à dire qu’il existe c ∈ QTe tel que 〈c, F 〉 6= 0. D’après (3.4), cela
revient à [F ] ∈ Ee c’est-à-dire, d’après (3.5), Ie ⊂ a[F ], soit encore IeF = 0.
Jusqu’à la fin de cette section, on suppose l’idéal n premier.
Théorème 3.11. La fonction L du quotient d’enroulement est
L(Je(n), s) =
∏
F∈H(C), propre normalisée
L(F,1)6=0
L(F, s) (s ∈ C).
Le quotient d’enroulement est le plus grand quotient de J0(n) défini sur K dont la
fonction L ne s’annule pas en s = 1. En particulier, Je(n) n’a qu’un nombre fini de
points K-rationnels.
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Démonstration. Avec les notations du théorème 3.6, d’après la construction d’Eichler-
Shimura-Drinfeld, le quotient d’enroulement est isogène au produit suivant de variétés
abéliennes
Je(n) ∼
∏
i∈{1,...,n}
pi⊃Ie
Ji
et
L(Je(n), s) =
∏
i∈{1,...,n}
pi⊃Ie
L(Ji, s).
De plus, on a L(Ji, s) =
∏
σ:Ki↪→C L(F
σ
i , s) où σ parcourt les plongements de Ki dans
C. Donc
L(Je(n), s) =
∏
F∈H(C), propre normalisée
IeF=0
L(F, s) (s ∈ C).
D’après la proposition 3.10, L(Je(n), 1) est donc non nul. La finitude de Je(n)(K) s’en
déduit par l’inégalité connue dans la conjecture de Birch et Swinnerton-Dyer (théorème
3.2 dû à Schneider). Le fait que Je(n) soit le plus grand quotient de J0(n) vérifiant
cette propriété découle de la proposition 3.10 et du théorème 3.6.
Remarque 3.12. D’après la conjecture de Birch et Swinnerton-Dyer, Je(n) serait le
plus grand quotient de J0(n) défini sur K n’ayant qu’un nombre fini de points rationnels
sur K.
Corollaire 3.13. La restriction de l’homomorphisme canonique J0(n)(K)→ Je(n)(K)
au sous-groupe cuspidal C est injective.
Démonstration. Considérons la variété abélienne J = J˜− de Tamagawa [Tam95]. C’est
un quotient de J0(n) défini sur K. D’après le théorème 5.7 de loc. cit., le groupe J(K)
est fini et la composante l-primaire du groupeX(J) est finie, pour tout nombre premier
l 6= p. On en déduit que la fonction L de J ne s’annule pas en s = 1, d’après le théorème
11 (ii) de [Sch82]. Par le théorème 3.11, on a alors le diagramme commutatif
J0(n) //

J
Je(n)
=={{{{{{{{{
,
qui donne un diagramme commutatif des groupes des points K-rationnels des variétés
abéliennes. D’après la proposition 4.16 de [Tam95], la restriction du morphisme cano-
nique J0(n)(K) → J à C est injective. Donc la restriction du morphisme canonique
J0(n)(K)→ Je(n)(K) à C est injective.
Remarque 3.14. Pour la courbe modulaire classique X0(n), le morphisme canonique
J0(n)(Q) → Je(n)(Q) donne, par restriction à C , un isomorphisme de groupes finis
C ' Je(n)(Q) (voir [Oes], remarque 3 p. 9). On peut s’attendre ici à un isomorphisme
similaire.
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3.4 Une minoration de la dimension de Je(n)
Dans cette section, on suppose n premier.
Comme EndK(J0(n)) est un Z-module de type fini, il en est de même du Z-module
T. On rappelle que T⊗Z Q est une Q-algèbre de dimension g(X0(n)) = dim J0(n).
Proposition 3.15. Le Z-module T/Ie est libre de rang égal à la dimension de Je(n).
Démonstration. Le quotient T/Ie est de type fini sur Z. Par ailleurs, il est sans
torsion : en effet, si nt ∈ Ie avec n ∈ Z, t ∈ T alors nte = 0 = te dans M0(Q)
donc t ∈ Ie. Comme Z est principal, le quotient est donc un Z-module libre. Il reste
à montrer que dimQ(T/Ie) ⊗Z Q = dim Je(n). Avec les notations du théorème 3.6,
on a T⊗Z Q ' K1 × · · · ×Kn. Il existe un sous-ensemble Λ de {1, . . . , n} tel que
(T/Ie)⊗Z Q ' ∏i∈ΛKi et
dimQ(T/Ie)⊗Z Q =
∑
i∈Λ
[Ki : Q].
Par ailleurs, Je(n) est isogène à
∏
i∈{1,...,n}
pi⊃Ie
Ji, donc
dim Je(n) =
∑
i∈{1,...,n}
pi⊃Ie
dim Ji =
∑
i∈{1,...,n}
pi⊃Ie
[Ki : Q].
Enfin, on voit facilement que Λ = {i ∈ {1, . . . , n} | pi ⊃ Ie}.
L’homomorphisme canoniqueT→ Te se factorise en un isomorphisme deT-modules
T/Ie ' Te. En particulier, la dimension de Je(n) est égale à rgZTe = dimQ(T⊗Z Q)e.
Minorer la dimension du quotient d’enroulement par un entier N revient alors à trouver
une famille libre de symboles modulaires de la forme te (t ∈ T⊗Z Q), de cardinal au
moins N . De telles familles ont précisément été exhibées dans la section 2.7.
Théorème 3.16. Soit n un idéal premier de degré d ≥ 3.
(i) On a la minoration dim Je(n) ≥ q[
d−3
2 ].
(ii) Il existe une constante C > 0, ne dépendant que de q, telle que
dim Je(n) ≥ C(dim J0(n))1/2.
(iii) Notons F l’ensemble des formes propres normalisées de H(C). Il existe une
constante C > 0 ne dépendant que de q telle que
#{F ∈ F | L(F, 1) 6= 0} ≥ C(#F )1/2.
Démonstration. (i) Soit d ≥ 3. Posons r =
[
d−3
2
]
. On a alors d ≥ 2r + 3. D’après le
théorème 2.58, la dimension de Je(n) est au moins égale au cardinal de Pr, qui
est qr.
(ii) La formule de la proposition 1.23 pour le genre donne l’estimation
g(X0(n)) = O(qd) quand d→ +∞. L’affirmation découle alors de (i).
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(iii) La dimension de J0(n) (resp. Je(n)) est égale à #F (resp. #{F ∈ F | L(F, 1) 6= 0}),
d’où la troisième assertion.
Corollaire 3.17. Soit n un idéal premier. Les affirmations suivantes sont équivalentes :
(i) la variété abélienne Je(n) est non nulle ;
(ii) deg n ≥ 3 ;
(iii) g(X0(n)) > 0.
Démonstration. L’équivalence de (ii) et (iii) vient du corollaire 2.59. Si le genre est nul,
la variété abélienne J0(n) est nulle ainsi que Je(n), ce qui montre (i)⇒(iii). Enfin, si
deg n ≥ 3, la variété abélienne Je(n) est de dimension ≥ 1 d’après le théorème 3.16.
Elle est donc non nulle, ce qui donne (ii)⇒(i).
Remarque 3.18. Notre estimation est meilleure que celle obtenue pour le quotient
d’enroulement classique avec la même méthode : en effet, en niveau pn, Parent obtient
le minorant C(dim J0(n))1/6 ([Par99] rem. p. 89). Des méthodes de théorie analytique
des nombres permettent d’obtenir des estimations linéaires (comme (14 + o(1)) dim J0(n)
d’après Iwaniek et Sarnak [IS00] cor. 13).
3.5 Étude du quotient d’enroulement lorsque deg n est
petit
3.5.1 Quotients d’enroulement triviaux
Théorème 3.19. Soit n un idéal premier. On a J0(n) = Je(n) si et seulement si n est
de degré 3.
Démonstration. Supposons J0(n) = Je(n). Comme Je(n) est un quotient de J0(n)−, on
a alors
J0(n)− = J0(n).
D’après la suite exacte (3.2), on a donc dim J0(n)+ = 0. Cela signifie que la courbe
X0(n) est hyperelliptique. D’après Schweizer ([Sch97] th. 20), les seuls idéaux premiers
n pour lesquels X0(n) est hyperelliptique sont ceux de degré 3.
Réciproquement, supposons n premier de degré 3 et démontrons que J0(n) = Je(n).
Soit F ∈ F . D’après le corollaire 2.17, L(F, 1) est non nul, donc IeF = 0 d’après la
proposition 3.10. Soit p l’idéal premier minimal de T associé à F . Alors Ie est contenu
dans p. D’après l’équation (3.5) page 70, Ie est l’intersection des idéaux premiers
minimaux de T contenant Ie. Donc Ie est l’intersection des idéaux premiers minimaux
de T, c’est-à-dire l’idéal nul. La variété abélienne IeJ0(n) est nulle et Je(n) = J0(n).
Signalons une démonstration alternative de ce résultat par les symboles modulaires.
D’après le théorème 2.64, les symboles modulaires ηpe, où p décrit les idéaux de degré
1, forment une base de M0(Q). Ceci montre que dim Je(n) ≥ q. Par ailleurs, Je(n) est
un quotient de J0(n), qui est de dimension q. On a donc l’égalité des dimensions et
Je(n) = J0(n).
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Remarque 3.20. Le groupe fini J0(n)(K) est cyclique d’ordre q2 + q + 1, lorsque n
est premier de degré 3. C’est une conséquence du théorème 3.19 et de la description de
J0(n)(K)tors par le sous-groupe cuspidal (théorème 3.7).
Corollaire 3.21. Toute courbe elliptique E sur K, à réduction multiplicative déployée
en ∞ et de conducteur n ·∞ où n est un idéal premier de A de degré 3, est de rang nul.
(Dans cet énoncé, ∞ désigne la place non-archimédienne 1T .)
Démonstration. L’assertion se déduit du théorème précédent grâce au théorème de
modularité des courbes elliptiques sur les corps de fonctions, dû à Grothendieck,
Jacquet-Langlands, Deligne et Drinfeld ([GR96], §8).
Remarquons que ce corollaire est un cas particulier d’un résultat connu sur les
courbes elliptiques sur les corps de fonctions : toute courbe elliptique sur Fq(T ) dont le
conducteur est de degré 4 est de rang nul (voir par exemple [Shi92], th. 4 et 7).
Exemple 3.22. D’après [Gek85] §9, les courbes elliptiques données dans le tableau
ci-dessous sont de conducteur ∞ · (T 3 − f), où f ∈ Fq n’est pas une puissance cubique.
Elles n’ont donc qu’un nombre fini de points sur K d’après ce qui précède.
p équation affine discriminant
6= 2, 3 y2 = x3 − 3T (T 3 + 8f)x+ 2(T 6 − 20fT 3 − 8f2) 21233f(T 3 − f)3
2 y2 + Txy + (T 3 + f)y = x3 f(T 3 + f)3
(on signale qu’une coquille s’est glissée dans le premier discriminant de loc. cit.).
Corollaire 3.23. Soit n un idéal premier de degré 3. La fonction L de la jacobienne
J0(n) est constante égale à 1 et le groupe de Tate-Shafarevich de J0(n) est trivial.
Démonstration. L’assertion sur la fonction L est une conséquence du corollaire 2.17 et
du théorème 3.11. Le rang analytique de J0(n) est alors nul et, d’après le théorème
3.2, il coïncide avec le rang de J0(n) sur K. Par le théorème 3.3 de Kato-Trihan, la
troisième affirmation de la conjecture de Birch et Swinnerton-Dyer est alors vérifiée et
on a l’égalité
L(J0(n), 1) =
#X(J0(n))cnc∞
(#J0(n)(K))2
,
où cn (resp. c∞) désigne l’ordre du groupe des composantes connexes de la fibre spéciale
du modèle de Néron de J0(n) en n (resp. ∞). Évaluons ces quantités lorsque deg n = 3 :
(i) l’ordre de J0(n)(K) est q2 + q + 1 (remarque 3.20) ;
(ii) cn = q2 + q + 1 d’après Gekeler (proposition 3.5) ;
(iii) c∞ = q2 + q + 1 d’après Gekeler [Gek97b] 6.3 (ii).
Il ne reste que L(J0(n), 1) = 1 = #X(J0(n)).
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3.5.2 Quelques quotients d’enroulement en degré supérieur
Reprenons l’exemple 2.68 (q = 2 et n = (T 4 + T + 1) idéal premier). On a établi
dim Je(n) = dimQQTe ≥ 2.
D’après l’équation fonctionnelle (corollaire 2.15), on a
dim Je(n) = #{F ∈ F | L(F, 1) 6= 0} ≤ #{F ∈ F | wnF = −F}.
Les calculs de l’exemple 2.68 ont montré qu’il existe exactement deux formes propres
normalisées de valeur propre −1 pour wn : ce sont celles correspondant aux symboles
modulaires m1 et m2. Donc on obtient
dim Je(n) = 2 < dim J0(n) = 4.
L’énoncé suivant généralise cet exemple.
Proposition 3.24. Soit n un idéal premier vérifiant la propriété : toute forme propre
de H(C) est de rang ≤ 1 (c’est le cas par exemple si deg n = 4 d’après le corollaire
2.18). Alors les variétés abéliennes Je(n) et J0(n)− sont égales.
Soient N le générateur unitaire de n dans A, h(
√
f) le nombre de classes de l’ordre
Fq[T,
√
f ]. Il existe un unique couple (S,R) ∈ A× A tel que N = S2 + TR2. Posons
Q = ∏P P ordP (R), le produit fini portant sur les polynômes unitaires irréductibles de A,
distincts de 1. Soit α un carré quelconque dans F×q . Alors la dimension de Je(n) est
(i) si q impair et deg n pair : 12h(
√
αN)− 1 ;
(ii) si q impair et deg n impair : 12(h(
√
N) + h(
√
αN))− 1 ;
(iii) si q pair et deg n pair : 12
(
qdeg n−q2
q2−1 +
∑
f |Q qdeg f − 1
)
;
(iv) si q pair et deg n impair : 12
(
qdeg n−q
q2−1 +
∑
f |Q qdeg f − 1
)
.
Démonstration. Soit F ∈ H(C) une forme propre. Par hypothèse, on a : wnF = F si
et seulement si L(F, 1) = 0. D’après (ii) du théorème 3.6 et la proposition 3.10, les
variétés abéliennes Je(n) et J0(n)− sont donc isogènes sur K. Comme wn + 1 ∈ Ie, on
en déduit par un argument de dimension que les sous-variétés abéliennes IeJ0(n) et
(wn + 1)J0(n) sont égales, donc les quotients Je(n) et J0(n)− sont égaux.
En posant g = dim J0(n) et g+ = dim J0(n)+, la suite exacte (3.2) donne
dim J0(n)− = g − g+.
Par ailleurs, d’après la proposition 7 de Schweizer [Sch97], la formule de Hurwitz donne
g+ =
{1
2(2g + 2− n) si q impair ;
1
2(g + 1− n) si q pair,
où n est le nombre de points fixes de l’involution wn sur X0(n)K . On en déduit
dim J0(n)− =
{
n
2 − 1 si q impair ;
1
2(g − 1 + n) si q pair.
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Comme n est premier, wn échange les pointes, donc les points fixes éventuels de wn ne
sont pas des pointes. Le nombre de tels points fixes est donné par la proposition 11 et
le lemme 12 de loc. cit. :
n =

h(
√
αN) si q impair et deg n pair ;
h(
√
N) + h(
√
αN) si q impair et deg n impair ;∑
f |Q qdeg f si q pair.
3.6 Une version raffinée de Je(n)
Dans cette section, on suppose n premier.
3.6.1 Un raffinement
On rappelle que e˜ désigne la classe du symbole modulaire dee dans M0/pM0
(notation 2.53).
Notation 3.25. Soit I˜e l’annulateur de e˜ dans T, c’est-à-dire l’ensemble des t ∈ T
tels que dete ∈ pM0.
L’idéal I˜e de T vérifie Ie + pT ⊂ I˜e. Rappelons qu’un idéal I de T est dit saturé si
le groupe abélien T/I est sans torsion.
Dans le chapitre 5, nous serons amenés à considérer une variante du quotient
d’enroulement, pour éviter les problèmes posés par le passage de suite exactes de
variétés abéliennes aux espaces cotangents de leurs modèles de Néron. Jusqu’à la fin
de cette sous-section, nous faisons l’hypothèse (HI) suivante afin de construire cette
variante.
(HI) On suppose qu’il existe un idéal saturé I de T vérifiant les propriétés :
(i) Ie ⊂ I ;
(ii) I ⊂ I˜e ;
(iii) Î + I˜e = T, où Î désigne l’annulateur dans T de I.
Définition 3.26. Soit IJ0(n) la sous-variété abélienne de J0(n) engendrée par
{tx | t ∈ I, x ∈ J0(n)}. Le quotient raffiné J ′e(n) est la variété abélienne quotient
J0(n)/IJ0(n). Il est défini sur K.
Lemme 3.27. Le Z-module T/I est libre, de rang égal à la dimension de J ′e(n).
Démonstration. On procède comme dans la preuve de la proposition 3.15, étant donné
que l’idéal I est saturé.
Proposition 3.28. (i) La variété abélienne J ′e(n) n’a qu’un nombre fini de points
K-rationnels.
(ii) Soit n un idéal premier de degré d ≥ 3. On a dim J ′e(n) ≥ q[
d−3
2 ]. En particulier,
la variété abélienne J ′e(n) est non nulle.
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Démonstration. (i) Comme Ie ⊂ I, on a le diagramme commutatif
J0(n)

pi // J ′e(n)
Je(n)
;;wwwwwwwww
.
Donc J ′e(n) est un quotient de Je(n), et n’a qu’un nombre fini de points K-
rationnels, puisqu’il en est de même de ce dernier.
(ii) Soit n un idéal premier de degré d ≥ 3. Posons r = [d−32 ]. Comme deg n ≥ 2r + 3,
d’après le théorème 2.60, les images dans T/I˜e de Ts, pour s dans Pr, sont
Fp-linéairement indépendantes. Par ailleurs, on a I ⊂ I˜e, donc l’homomorphisme
canonique de T-modules T → T/I˜e se factorise en un homomorphisme sur-
jectif T/I → T/I˜e. Ainsi, les images dans T/I de Ts, pour s dans Pr, sont
Z-linéairement indépendantes. On en déduit, par le lemme 3.27, que la dimension
de J ′e(n) est au moins #Pr = qr.
3.6.2 Quelques situations dans lesquelles l’hypothèse (HI) est vérifiée
Il est raisonnable d’espérer que l’idéal Ie vérifie l’hypothèse (HI), pour certains
idéaux premiers n. En effet, l’idéal Ie est saturé et vérifie (i) et (ii). Il vérifie (iii) dès
que Ie + Îe + pT = T.
Proposition 3.29. Supposons l’une des deux conditions suivantes vérifiée :
(i) n est un idéal premier de degré 3 ;
(ii) p 6= 2 et l’idéal premier n est tel que toute forme propre de H(C) est de rang ≤ 1
(c’est le cas par exemple si deg n = 4 d’après le corollaire 2.18).
Alors l’idéal Ie vérifie l’hypothèse (HI).
Démonstration. Si n est de degré 3, l’idéal Ie est nul d’après le théorème 3.19. Donc
Îe = T et Ie vérifie la propriété (iii) de l’hypothèse (HI).
Supposons p 6= 2. Soit n un idéal premier vérifiant la condition (ii) de la proposition.
Si F est propre pour T, on a alors
wnF = F si et seulement si L(F, 1) = 0. (3.6)
Démontrons Ie + Îe + pT = T. Si I est un idéal de T, on note Isat sa saturation dans
T. Comme (1 + wn)T ⊂ Ie et Ie est saturé, on a ((1 + wn)T)sat ⊂ Ie. Démontrons
l’inclusion réciproque. Soit t ∈ Ie. Soit F une forme propre pour T. Si L(F, 1) 6= 0, on
a IeF = 0 donc tF = 0 (proposition 3.10). Si L(F, 1) = 0, on a (1− wn)F = 0 d’après
(3.6). Donc (1−wn)t annule F . Comme H(C) possède une base de formes propres pour
T, on a (1− wn)t = 0 dans T. On en déduit 2t = (1 + wn)t, donc 12(1 + wn)t = t dans
T. Or, 12(1 + wn)t appartient à ((1 + wn)T)sat = ((1 + wn)T ⊗Z Q) ∩ T. On a donc
Ie ⊂ ((1 + wn)T)sat et
Ie = ((1 + wn)T)sat.
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Démontrons
Îe = ((1− wn)T)sat.
Commençons par un résultat préliminaire.
Lemme 3.30. Soit G un groupe abélien. Si I est un sous-groupe de G, on a Îsat = Îsat.
Démonstration. Comme I ⊂ Isat, on a Îsat ⊂ Î. En passant aux saturations, cela donne
Îsat ⊂ Îsatsat ⊂ Îsat. Réciproquement, on a Isat = (I ⊗ZQ)∩T et Îsat = (Î ⊗ZQ)∩T,
d’où Îsat ⊂ Îsat.
En appliquant le lemme au sous-groupe Ie de T, on obtient
Îe = (̂Ie)sat = ̂((1 + wn)T)
sat
.
Dans T, on a (1 + wn)(1 − wn) = 0. On en déduit (1 − wn)T ⊂ ̂((1 + wn)T), donc
((1 − wn)T)sat ⊂ ̂((1 + wn)T)
sat
. Démontrons ̂((1 + wn)T)
sat ⊂ ((1 − wn)T)sat. Soit
t ∈ ̂((1 + wn)T). Écrivons 2t = (1 + wn)t + (1 − wn)t = (1 − wn)t. On a donc
t ∈ ((1 − wn)T)sat. Ceci montre ̂((1 + wn)T) ⊂ ((1 − wn)T)sat, d’où, en passant
aux saturations,
((1− wn)T)sat = ̂((1 + wn)T)
sat
= Îe.
Comme 2 = (1− wn) + (1 + wn), on a
2T ⊂ (1− wn)T+ (1 + wn)T ⊂ ((1− wn)T)sat + ((1 + wn)T)sat,
d’où
2T+ pT ⊂ Ie + Îe + pT.
Comme p est premier distinct de 2, 2T+ pT = T et la propriété Ie + Îe + pT = T est
démontrée.
Nous suggérons maintenant un idéal I ′e qui pourrait vérifier l’hypothèse (HI), pour
certains idéaux n.
Notation 3.31. Soit S l’ensemble des idéaux premiers minimaux de T. Soit S ′ l’en-
semble des p ∈ S tels qu’il existe un idéal maximal m de T avec p ⊂ m et I˜e ⊂ m. On
note I ′e l’idéal
⋂
p∈S′ p de T et I ′′e l’annulateur dans T de I ′e.
L’idéal I ′e est donc l’intersection des idéaux premiers minimaux p de T tels que
p+ I˜e ( T.
Lemme 3.32. On a ∏p/∈S′ p ⊂ I ′′e .
Démonstration. Soit t ∈ I ′e et xp ∈ p (p /∈ S ′). Soit q un idéal premier minimal de T.
Démontrons que y = t∏p/∈S′ xp appartient à q. Si q /∈ S ′, alors xq ∈ q donc y ∈ q. Si
q ∈ S ′, comme I ′e ⊂ q, t appartient à q donc y ∈ q. On a donc t ∈
⋂
p∈S p. Rappelons
que S est en bĳection avec l’ensemble des classes de conjugaison de formes propres
normalisées dans H(C). Alors t annule toutes les formes propres normalisées. Comme
elles forment une base de H(C) et t est un endomorphisme de H(C), t est nul. On a
montré que I ′′e contient
∏
p/∈S′ xp. Comme ces éléments engendrent
∏
p/∈S′ p, I ′′e contient∏
p/∈S′ p.
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Proposition 3.33. (i) L’idéal I ′e est saturé.
(ii) On a I ′e =
⋂
k≥1(I˜e)k. En particulier, I ′e ⊂ I˜e.
(iii) On a I˜e + I ′′e = T.
Démonstration. (i) Il suffit de voir que le groupe abélien T/I ′e est sans torsion.
Supposons qu’il existe t ∈ T et n ∈ Z non nul vérifiant nt ∈ I ′e. Alors, pour tout
idéal premier minimal p ∈ S ′, on a nt ∈ p donc n ∈ p ou t ∈ p. Si n ∈ p, alors
une forme propre F dans la classe de conjugaison associée à p vérifierait nF = 0
dans H(C), d’où n = 0 ce qui est exclu. Ainsi t appartient à tout idéal premier
minimal p de S ′ c’est-à-dire à I ′e.
(ii) Cela découle d’un résultat plus général d’algèbre commutative qu’on rappelle ici.
Lemme 3.34. Soient R un anneau noetherien et I un idéal de R. Soit S l’en-
semble des idéaux premiers minimaux de R. Alors on a⋂
p∈S
I+p(R
p =
⋂
k≥1
Ik.
Démonstration. Un argument similaire se trouve dans la proposition 4.11 de
[Tam95]. Soit L un idéal maximal de R. Soit RL le localisé de R par rapport à la
partie multiplicative R− L. On a le diagramme commutatif
R
  //

∏
p∈S R/p

RL
  //
∏
p∈S(R/p)L
où les flèches horizontales sont injectives, et
(R/p)L =
{
0 si p * L ;
le localisé de R/p par rapport à R/p− L/p si p ⊂ L.
Ce diagramme montre que le noyau du morphisme R→ RL est ⋂p∈S
p⊂L
p.
Comme R est noetherien, on a alors, d’après le théorème de Krull (voir par
exemple l’exercice 10/3 de [AM69]),⋂
k≥1
Ik =
⋂
L maximal
I⊂L
Ker(R→ RL) =
⋂
L maximal
I⊂L
⋂
p∈S
p⊂L
p
=
⋂
p∈S
∃L maximal avec I+p⊂L
p =
⋂
p∈S
I+p(R
p.
(iii) Supposons que cela ne soit pas le cas. Alors il existe un idéal maximal m de T
tel que I˜e ⊂ m et I ′′e ⊂ m. Pour conclure, il suffit de montrer l’existence d’un
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idéal premier minimal p /∈ S ′ contenu dans m. En effet, comme I˜e ⊂ m, alors p
appartiendra à S ′ par définition de cet ensemble, ce qui est impossible.
Supposons que tout idéal premier minimal p /∈ S ′ n’est pas contenu dans m. Alors
pour tout p /∈ S ′, il existe un xp ∈ p qui n’est pas élément de m. Considérons
le produit ∏p/∈S′ xp. Il n’appartient pas à m car m est premier. Par ailleurs, il
appartient à ∏p/∈S′ p ⊂ I ′′e . Cela contredit I ′′e ⊂ m.
L’énoncé suivant donne un critère pour que I ′e vérifie l’hypothèse (HI).
Proposition 3.35. Si dee engendre le T-module M0/I˜eM0, on a Ie ⊂ I ′e.
Démonstration. Comme dee engendre M0/I˜eM0, on a les décompositions suivantes de
M0 en sous-T-modules :
M0 = Tdee+ I˜eM0 = Tdee+ I˜e(Te+ I˜eM0)
= Tdee+ I˜eTe+ (I˜e)2M0 = Tdee+ (I˜e)2M0.
En itérant ce procédé, on obtient M0 = Tdee+ (I˜e)kM0, pour tout k ≥ 1. D’après la
proposition 3.33 (ii), on a alors
M0 = Tdee+ I ′eM0. (3.7)
Prouvons maintenant Ie ⊂ I ′e. L’idéal I ′e étant saturé, il est l’intersection des idéaux
premiers minimaux de T le contenant. Soit p un tel idéal, correspondant à la classe,
sous Gal(Qalg/Q), d’une forme propre F ∈ H(C). Il suffit alors de montrer que si
t ∈ Ie, on a t ∈ p, c’est-à-dire tF = 0. L’accouplement entre M0(C) et H(C) étant
parfait d’après le théorème 2.24, cela revient à montrer 〈m, tF 〉 = 0 (m ∈ M0(C)).
L’égalité (3.7) donne, après extension des scalaires,
M0(C) = (T⊗Z C)e+ I ′eM0(C).
Soit m ∈M0(C). Écrivons m = t1e+ t2m2, avec t1 ∈ T⊗ZC, t2 ∈ I ′e et m2 ∈M0(C).
Calculons l’accouplement :
〈m, tF 〉 = 〈tm, F 〉 = 〈tt1e+ tt2m2, F 〉 = 〈t2tm2, F 〉 = 〈tm2, t2F 〉 = 0
(on a utilisé I ′e ⊂ p, c’est-à-dire I ′eF = 0). On a donc tF = 0.
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4.1 Le module de Tate-Drinfeld (rappels)
Nous rappelons la construction du « module de Tate-Drinfeld », analogue à la
courbe de Tate classique, et son utilisation pour l’étude du voisinage des pointes de la
courbe modulaire X0(n). Une telle présentation a déjà été abordée, par exemple dans
[Gos80c] 1.51, [Gek88b] 11.3 et [vdH06] §6. Par souci de complétude, nous rappelons
les résultats adaptés à notre situation (module de Tate-Drinfeld sans niveau).
4.1.1 Construction
Considérons le module de Carlitz ρ de rang 1 sur K((t)) déterminé par
ρT = T + τ ∈ K((t)){τ}.
Soit Λ = ρA(1t ) = {ρa(1t ) | a ∈ A} ⊂ A((t)). C’est un ρ-réseau de rang 1. D’après
l’uniformisation de Tate-Drinfeld (proposition 1.8), la donnée de (Λ, ρ) définit un module
de Drinfeld TD sur K((t)) de rang 2 à réduction potentiellement stable de rang 1. De
plus, les réductions de TD et ρ, modulo tK[[t]], coïncident. On appelle TD le module
de Tate-Drinfeld. Soit eΛ ∈ K((t)){{τ}} l’exponentielle de Λ. On a alors
TDaeΛ = eΛρa (a ∈ A).
Proposition 4.1. Le module de Tate-Drinfeld TD est un module de Drinfeld de rang
2 sur A((t)), à coefficients dans A[[t]].
Démonstration. Les paragraphes 6.4 et 6.5 de [vdH06] contiennent une démonstration
de ce résultat pour le module de Tate-Drinfeld avec structure de niveau n 6= A. Toutefois,
cette dernière hypothèse n’intervient pas dans la démonstration, qui est donc encore
valable pour TD.
D’après ce qui précède, le polynôme TDT s’écrit sous la forme
TDT = T + g∗(t)τ + ∆∗(t)τ2 avec g∗(t) ∈ A[[t]]× et ∆∗(t) ∈ A((t))× ∩ tA[[t]].
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Il est possible d’adopter un point de vue analytique pour cette construction ([Gos80c]
1.78, [Gek88b] 11.3). Signalons comment relier ces deux définitions.
Par la théorie analytique (voir les rappels du paragraphe 1.1.2), le module de Carlitz
ρ correspond à un réseau de C∞ de rang 1 de la forme piA, où pi ∈ C×∞ est défini à
multiplication par un élément de F×q près. Par la suite, on fixe un tel choix de pi. Soit
eA l’exponentielle associée au réseau A. Suivant la convention de [Gek88b] 4.1, on pose
t(z) = 1
pieA(z)
(z ∈ C∞ −A).
En substituant t(z) à t dans TD, on obtient un module de Drinfeld TD(z) de rang 2
sur C∞, qui est le module de Drinfeld associé au réseau pi(Az ⊕ A). Ses coefficients
sont reliés aux formes modulaires g et ∆ pour Fq[T ] (voir [Gos80c] ou [Gek88b] pour
leur définition) par les formules qui suivent :
g∗(t(z)) = pi1−qg
∆∗(t(z)) = pi1−q2∆.
4.1.2 Torsion
Notation 4.2. Pour Q ∈ A, on fixe :
— une racine primitive λQ de l’équation ρQ(x) = 0 dans Kalg ;
— une racine γQ de l’équation ρQ(x) = 1t dans K((t))alg.
Soit N un générateur unitaire de n. D’après l’uniformisation de Tate (équation
(1.1)), l’ensemble des points de n-torsion du module de Tate-Drinfeld est
TD[n](K((t))alg) = eΛ(ρ−1N (Λ)/Λ)
= {eΛ(ρa(λN ) + ρb(γN )) | a, b ∈ A,deg a < degN, deg b < degN}.
Donc l’ensemble des sous-A-modules de TD[n](K((t))alg) isomorphes à A/n est
{TDAeΛ(ρa(λN ) + ρb(γN )) | (a, b) ∈ A/n×A/n, (a, b) d’ordre n} /(A/n)×
et il est en bĳection avec P1(A/n). Les structures de niveau Γ0(n) sur TD sont
Cn = TDAeΛ(λN ) = TD[n](Kalg[[t]]) ;
Cd,b = TDAeΛ(ρb(λd) + ρN
d
(γd)) (d | N, d 6= 1,deg b < deg d).
Le module de Tate-Drinfeld TD(t) sur A((t)), muni de son sous-module Cn, définit
par interprétation modulaire une section du morphisme structurel Y0(n)→ Spec(A((t))).
Soit u ∈ F×q . Le module de Drinfeld TD( tu) est construit à partir du réseau ρA(ut ) =
uρA(1t ). Donc les modules de Drinfeld TD(t) et TD(
t
u) sont isomorphes sur Fq. De plus,
le A-module Cn( tu) de TD(
t
u) n’est autre que uCn(t). Donc les couples (TD(t), Cn(t))
et (TD( tu), Cn(
t
u)) sont isomorphes sur Fq. Par interprétation modulaire, les sections
de Y0(n) sur A((t)) qu’ils induisent coïncident. Notons-les u : Spec(A((t))) → Y0(n).
L’inclusion A((tq−1))→ A((t)) donne un morphisme Spec(A((t)))→ Spec(A((tq−1))).
Le morphisme u se factorise alors en t : Spec(A((tq−1)))→ Y0(n).
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Proposition 4.3. Le morphisme t se prolonge en un morphisme
t : Spec(A[1/n][[tq−1]])→ X0(n).
De plus, on a t ◦ r =∞, où r : Spec(A[1/n])→ Spec(A[1/n][[tq−1]]) est le morphisme
induit par tq−1 7→ 0. Enfin, t induit un isomorphisme entre le complété formel de X0(n)
le long de la section ∞ et le spectre formel de A[1/n][[tq−1]].
Démonstration. Pour le prolongement naturel de t, on se réfère à la démonstration du
lemme 9.3 de [vdH06]. Les autres assertions se déduisent de la proposition 9.1 et des
théorèmes 9.2 et 10.3 de loc. cit..
Proposition 4.4. Soient L un A-corps local complet et O son anneau de valuation.
Notons v sa valuation discrète et w l’unique prolongement de v à Lalg. Soit φ un module
de Drinfeld de rang 2 sur L à coefficients dans O et à réduction stable de rang 1. Alors
il existe t0 ∈ Lalg vérifiant w(t0) > 0 et tel que le module de Drinfeld obtenu à partir
de TD par le changement de base
A[[t]] −→ Lalg∑
i≥0 citi 7−→
∑
i≥0 citi0
est un module de Drinfeld isomorphe à φ sur Lalg.
Démonstration. Le module de Drinfeld φ possède une uniformisation de Tate-Drinfeld
(Γ, ψ) (proposition 1.8). Il existe γ ∈ Lalg vérifiant w(γ) < 0 et tel que Γ = ψA(γ). Par
ailleurs, le module de Drinfeld ψ de rang 1 est déterminé par ψT = T + bτ , avec b ∈ O×.
Soit u une racine (q−1)-ème de b−1 dans Lalg. Alors uψu−1 est le module de Carlitz ρ et
Γ = u−1ρA(uγ). Posons t0 = 1uγ ∈ Lalg. Comme w(u) < 0 et w(γ) < 0, on a w(t0) > 0.
Le changement de base de TD par le morphisme d’anneaux A[[t]] → Lalg défini par
t 7→ t0 est un module de Drinfeld ϕ sur Lalg dont l’uniformisation de Tate-Drinfeld est
donnée par le réseau ρA( 1t0 ) = ρA(uγ) et le module de Carlitz ρ de rang 1. D’après ce
qui précède, ϕ est isomorphe sur Lalg à φ.
Les propositions 4.3 et 4.4, conjointement au lemme 1.9, amènent au résultat suivant
concernant l’interprétation modulaire de la pointe ∞.
Proposition 4.5. Soit L une extension finie de K, d’anneau des entiers OL. Soit φ
un module de Drinfeld de rang 2 sur L muni d’un point P ∈ φLtors. La donnée de (φ, P )
définit une section x : Spec(OL)→ X0(n). On suppose que φ a réduction stable de rang
1 en une place L de L. Alors P définit un point entier d’un modèle stable de φ si et
seulement si les spécialisations en L des sections x et ∞ coïncident.
4.2 Théorie algébrique des formes modulaires pour Fq[T ]
Les formes modulaires (analytiques) pour Fq[T ], parfois appelées formes modulaires
de Drinfeld, ont été introduites et étudiées par Goss [Gos80b, Gos80c] puis notamment
Gekeler [Gek88b]. Dans cette section, nous mettons en place une approche algébrique
des formes modulaires pour Fq[T ] de poids 2 associées au sous-groupe de congruence
Γ0(n).
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Pour les formes modulaires classiques, il existe plusieurs théories algébriques (Serre,
Katz [Kat73], Deligne-Rapoport [DR73]). Ces constructions ont notamment été compa-
rées dans [Maz77] II.4, dans le cas des formes de poids 2 pour Γ0(N). Pour les formes
modulaires pour Fq[T ], l’état d’avancement actuel de la théorie est le suivant. Gekeler
a mis en place une théorie à la Serre des formes modulaires pour GL(2, A) modulo
un idéal premier de A ([Gek88b] §12). Pour les formes modulaires de niveau n, Goss
a mis en place une théorie algébrique à la Katz [Gos80c]. Nous introduisons ici une
théorie via les sections du faisceau des différentielles relatives, qui sera suffisante pour
nos besoins. Il resterait à faire le lien entre cette approche et celles de Gekeler et Goss.
La nature des liens entre la théorie des formes modulaires pour Fq[T ] et celle des
formes automorphes à valeurs dans C n’est pas claire. Citons toutefois le résultat
important suivant : les formes modulaires analytiques pour Fq[T ] peuvent s’interpréter
comme la réduction modulo p d’une version un peu affaiblie de formes automorphes
à valeurs dans un anneau de caractéristique nulle. Il est dû à Reversat [Rev00] en
poids quelconque, après [Tei91] et un travail préliminaire en poids 2 dans [GR96]
(voir aussi [Gek97a, Tei92b]). Reversat signale que cet énoncé pourrait apporter un
éclairage nouveau aux obstructions rencontrées dans notre travail. Nous avions tenté
cette approche sans succès, mais estimons que des investigations plus approfondies sont
nécessaires et pourraient peut-être aboutir.
4.2.1 Définition et t-développement
Soit R une A[1/n]-algèbre. Le schéma X0(n)R sur R est muni de son faisceau
Ω1X0(n)R/R des différentielles relatives (de degré 1). On adopte la définition suivante.
Définition 4.6. On appelle forme modulaire sur R (pour Γ0(n)) une section globale
de Ω1X0(n)R/R.
On note S(R) le R-module H0(X0(n)R,Ω1X0(n)R/R) des formes modulaires sur R.
Le morphisme u induit un morphisme
uR : Spec(R[[t]]) −→ X0(n)R.
Définition 4.7. Soit f ∈ S(R). Il existe une unique série formelle F (t) ∈ t2R[[t]] telle
que le tiré-en-arrière u∗R(f) soit F (t)dtt2 . On appelle F (t) le t-développement de f (en la
pointe ∞).
Le choix du facteur de normalisation t2 sera justifié en 4.2.4. D’après ce qui précède,
on a F (t)dt
t2 = F
(
t
u
)
udt
t2 d’où F (t) = uF (
t
u), pour tout u ∈ F×q . Le t-développement de
f est donc de la forme
F (t) =
∑
i≥1
a1+i(q−1)t1+i(q−1) ∈ t2R[[t]].
Cela nous ramène à poser
bi = a1+i(q−1) (i ≥ 1).
Lemme 4.8. Posons s = tq−1. On a t∗R(f) = −
∑
i≥1 bisi−1ds.
84
4.2. Théorie algébrique des formes modulaires pour Fq[T ]
Démonstration. On a dss = −dtt , donc
u∗R(f) = F (t)
dt
t2
=
∑
i≥1
bit
1+i(q−1)dt
t2
= −
∑
i≥1
bis
i−1ds.
Notons i : R[[tq−1]]→ R[[t]] l’inclusion canonique. Comme tR ◦ Spec(i) = uR, on a
u∗R(f) = Spec(i)∗(t∗R(f)) = t∗R(f)
d’où la conclusion.
L’énoncé qui suit est un principe du t-développement.
Proposition 4.9. L’homomorphisme de R-modules
S(R) −→ t2R[[t]]
f 7−→ F (t)
est injectif.
Démonstration. La démonstration du théorème 1.6.1 de [Kat73] est encore valable dans
notre contexte, en utilisant le fait que le schéma X0(n)R est de Cohen-Macaulay, car
lisse sur R.
4.2.2 Changement de base
On pourra comparer l’énoncé suivant à la proposition II.3.3 de [Maz77].
Proposition 4.10. Soit F un corps, qui est une extension de K ou le corps Fl (pour
un idéal maximal l de A avec (l, n) = 1). L’application F -linéaire canonique
S(A[1/n])⊗A[1/n] F ∼−→ S(F )
est un isomorphisme.
Démonstration. Pour alléger les notations, on pose X = X0(n) et Ω = Ω1X0(n)/A[1/n].
Toute extension F de K, munie de sa structure canonique de A[1/n]-module, est plate.
L’isomorphisme provient alors d’un théorème de changement de base plat pour la
cohomologie des faisceaux quasi-cohérents et du fait que la formation de Ω1X/A[1/n]
commute aux changements de base sur Spec(A[1/n]) ([Har77] III.9.3 et II.8.10).
Soient l un idéal maximal de A avec (l, n) = 1 et P un générateur de l. Le morphisme
structurel X → Spec(A[1/n]) étant lisse, le faisceau Ω est inversible. En particulier, il
est sans A[1/n]-torsion. Le morphisme de multiplication par P sur Ω est donc injectif.
On a la suite exacte de faisceaux cohérents sur X
0 −→ Ω P−→ Ω −→ Ω/PΩ = Ω⊗A[1/n] Fl = Ω1XFl/Fl −→ 0
car la formation de Ω1X/A[1/n] commute aux changements de base. On en déduit la suite
exacte longue en cohomologie
0→ H0(X,Ω) P−→ H0(X,Ω)→ H0(XFl ,Ω1XFl/Fl)→ H
1(X,Ω) P−→ H1(X,Ω).
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L’application canonique
H0(X,Ω)⊗A[1/n] Fl −→ H0(XFl ,Ω1XFl/Fl) (4.1)
est donc injective. De plus, son conoyau est le noyau de la multiplication par P sur
H1(X,Ω). Le schéma X est régulier donc son faisceau dualisant est Ω. Par dualité de
Grothendieck, H1(X,Ω) est le A[1/n]-dual de H0(X,OX) ' A[1/n]. La multiplication
par P sur A[1/n] étant injective, l’application (4.1) est un isomorphisme.
Lemme 4.11. Le A[1/n]-module S(A[1/n]) est libre de rang g(X0(n)).
Démonstration. Reprenons les notations de la démonstration précédente. Le A[1/n]-
module H0(X,Ω) est sans torsion, donc libre. Par ailleurs, d’après la proposition 4.10,
on a
H0(X,Ω)⊗A[1/n] K ' H0(XK ,Ω1XK/K).
Donc le rang du A[1/n]-module S(A[1/n]) = H0(X,Ω) est égal à la dimension sur K
de H0(XK ,Ω1XK/K), c’est-à-dire au genre (géométrique) de X0(n)K .
Corollaire 4.12. Soit F un corps, qui est une extension de K ou le corps Fl (pour
un idéal maximal l de A avec (l, n) = 1). Le F -espace vectoriel S(F ) est de dimension
g(X0(n)).
Démonstration. C’est une conséquence directe du lemme 4.11 et de la proposition
4.10.
4.2.3 Opérateurs de Hecke
Reprenons les notations de la section 3.2 : J0(n) désigne le modèle de Néron de
X0(n)K sur A[1/n].
Proposition 4.13 ([Maz78] 2e). On a un isomorphisme canonique
Cot(J0(n)) ∼−→ S(A[1/n]).
Démonstration. Pour alléger les notations, on pose X = X0(n) et S = Spec(A[1/n]).
Comme X est propre sur S, le sous-foncteur Pic0X0(n)/S du foncteur de Picard relatif est
représentable par un S-schéma lisse et séparé, qu’on notera Pic0X/S ([BLR90] th. 9.4/2).
D’après [BLR90] th. 9.5/4, le morphisme naturel Pic0X/S → J0(n)/S identifie Pic0X/S
avec la composante connexe de l’identité J0(n)0. En passant aux espaces tangents en
la section 0 sur S, on obtient l’isomorphisme H1(X,OX) ' Tan(J0(n)) ([BLR90] th.
8.4/1). Le schéma XS est régulier donc de Cohen-Macaulay. Son faisceau dualisant est
le faisceau Ω1X/S des différentielles relatives de degré 1. La dualité de Grothendieck
permet alors de voir H0(XS ,Ω1X/S) comme le OS-dual de H1(XS ,OX). Par ailleurs,
Cot(J0(n)) est naturellement le OS-dual de Tan(J0(n)). L’isomorphisme précédent
donne donc un isomorphisme Cot(J0(n)) ' H0(X,Ω1X/S).
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Soit m un idéal de A. Les endomorphismes Tm et wn de J0(n) s’étendent en des
endomorphismes du modèle de Néron J0(n) (par propriété universelle des modèles
de Néron), de l’espace cotangent Cot(J0(n)) et, par la proposition précédente, de
S(A[1/n]). Si F est un corps, qui est une extension de K ou le corps Fl (pour un idéal
maximal l de A ne divisant pas n), ces endomorphismes induisent par extension des
scalaires (proposition 4.10) des endomorphismes de S(F ), notés Tm et wn. L’espace
de formes modulaires S(F ) est donc muni d’une action de l’algèbre de Hecke T, vue
comme sous-algèbre de EndK(J0(n)). Comme F est de caractéristique p, T agit sur
S(F ) via son quotient T/pT. Nous ignorons si cette action est fidèle, et reviendrons
sur cette question dans la section 4.5.
Remarque 4.14. Si (m, n) = 1 et k ≥ 0, on a l’identité TmkTm = Tmk+1 dans End(S(F ))
([Gos80c] 3.3). Ainsi, Tpq = TpTq pour tous p et q premiers à n. C’est une différence
importante avec les opérateurs de Hecke sur les formes modulaires classiques et sur les
formes automorphes de H(C), qui est causée par la caractéristique p.
4.2.4 Digression sur la théorie transcendante
Les énoncés de cette section, qui ne seront pas utilisés de façon essentielle par la
suite, resituent la théorie des formes modulaires (algébriques) sur C∞ par rapport à la
littérature existante sur les formes modulaires analytiques pour Fq[T ].
Définition 4.15 ([GR96] 2.7). Soient k un entier ≥ 1 et m ∈ Z/(q − 1)Z. Une forme
modulaire (analytique) de poids k et type m pour Γ0(n) est une fonction f : H → C∞
vérifiant :
(i) f(γz) = (det γ)−m(cz + d)kf(z) pour tout γ =
(
a b
c d
) ∈ Γ0(n) ;
(ii) f est rigide holomorphe sur H ;
(iii) f est holomorphe aux pointes de Γ0(n).
Précisons la signification de la dernière condition. Posons
t(z) = 1
pieA(z)
(z ∈ C∞ −A).
La fonction t : H → C∞ est invariante par translation par A. Soient c ∈ R+ et
Hc = {z ∈ H | infx∈K∞ |z−x| ≥ c}. Si c est suffisamment grand, la fonction t induit un
isomorphisme d’espaces analytiques rigides entre A\H et un disque de C∞ centré en 0
et épointé. La forme modulaire f est invariante par translation par A, donc possède un
développement au voisinage de ∞ en puissances de t(z). Dire que f est holomorphe en
∞ signifie que les seules puissances qui interviennent sont positives ou nulles. Soient
s ∈ P1(K) représentant une pointe de Γ0(n)\H et v ∈ GL(2,K) tel que v∞ = s. Posons
f[v](z) = (det γ)m(cz + d)−kf(vz). La fonction f est dite holomorphe en s si f[v] est
holomorphe en ∞.
On dit que f est doublement parabolique si son développement en toute pointe
s’annule à l’ordre au moins 2.
Les formes modulaires de poids k et type m pour Γ0(n) forment un C∞-espace
vectoriel noté Mk,m(Γ0(n)). Le sous-espace des formes doublement paraboliques est
noté M2k,m(Γ0(n)).
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On peut supposer k ≡ 2m mod (q − 1). Dans le cas contraire, Mk,m(Γ0(n)) est
nul, comme on le voit en faisant agir la matrice
(
u 0
0 u
)
sur une forme modulaire (pour
u ∈ F×q ).
Pour tout u ∈ F×q , on a la relation t(uz) = 1u t(z). Ainsi, le développement de
f ∈M2k,m(Γ0(n)) en la pointe∞ est de la forme
∑
i≥2 ait(z)i =
∑
i≥1 a1+i(q−1)t(z)1+i(q−1).
Proposition 4.16. On a un isomorphisme de C∞-espaces vectoriels
M22,1(Γ0(n))
∼−→ H0(X0(n)an,Ω1an) ' S(C∞)
f 7−→ − 1pif(z)dz
où H0(X0(n)an,Ω1an) désigne l’espace des formes différentielles holomorphes sur l’ana-
lytifiée X0(n)an au sens de la géométrie rigide. De plus, si g ∈ S(C∞) a pour t-
développement ∑i≥2 aiti, le développement de la forme analytique qui lui est associée
est ∑i≥2 ait(z)i.
Démonstration. Pour le premier isomorphisme, on consultera [GR96] 2.10 (leur défini-
tion de t(z) diffère de celle que nous avons adopté par une constante multiplicative).
L’apparition des formes doublement paraboliques, contrairement aux formes parabo-
liques classiques est due à la relation dz = −pi dt(z)
t(z)2 , remarquée initialement par Goss
[Gos80c]. Par un énoncé de type GAGA, on peut identifier les formes différentielles
algébriques et analytiques sur la courbe projective X0(n)C∞ .
Soit p un idéal de A, de générateur unitaire P . On définit un endomorphisme de
Mk,m(Γ0(n)) par la formule
Tp(f)(z) =
1
P
∑
a,b,d∈A
deg b<deg d
a,d unitaires
(ad)=p,(a)+n=A
akf
((
a b
0 d
)
z
)
(f ∈Mk,m(Γ0(n))).
Elle diffère de celle de [Gos80c, Gos80b, Gek88b] par le facteur 1P . Cette normalisation
est justifiée par le résultat suivant : par l’isomorphisme de la proposition 4.16, les
endomorphismes Tp de M22,1(Γ0(n)) et S(C∞) coïncident.
4.3 L’action de Hecke sur le t-développement des formes
modulaires
4.3.1 Polynômes de Goss
Rappelons les résultats concernant les polynômes de Goss [Gos80c, Gek88b] dans le
cas d’un réseau fini, ce qui couvrera nos besoins. Soit Λ un Fq-réseau de C∞ c’est-à-dire
un sous-Fq-module de C∞ discret. On suppose Λ fini. Soit m la dimension de Λ,
c’est-à-dire logq #Λ. L’exponentielle associée à Λ
eΛ(X) = X
∏
06=λ∈Λ
(
1− X
λ
)
∈ C∞[X]
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est un polynôme en l’indéterminée X, qui est Fq-linéaire et Λ-périodique. Il s’écrit
eΛ(X) =
m∑
i=0
αiX
qi ,
avec αi ∈ C∞ (i ≥ 0) et α0 = 1.
Notation 4.17. Pour k ≥ 0, on pose
S0 = 0
Sk(X) = Sk,Λ(X) =
∑
λ∈Λ
1
(X+λ)k ∈ C∞(X)
et
tΛ(X) =
1
eΛ(X)
=
∑
λ∈Λ
1
X − λ ∈ C∞(X).
La dernière égalité provient de la relation deΛ(X)dX = 1. Les fractions rationnelles
Sk(X) sont les sommes de Newton associées au polynôme réciproque de
eΛ(Y −X) = eΛ(Y )− eΛ(X) ∈ C∞[X][Y ].
Proposition 4.18 ([Gek88b] 3.4–3.9).
(i) Il existe un unique polynôme Gk = Gk,Λ(Y ) ∈ C∞[Y ], appelé k-ème polynôme
de Goss, défini par les conditions suivantes :
(a) Si k ≤ q, Gk(Y ) = Y k ;
(b) Gk(Y ) = Y (Gk−1(Y ) + α1Gk−q(Y ) + α2Gk−q2(Y ) + . . .) (k − qi ≥ 0).
(ii) On a
Gk,Λ(Y ) =
∑
0≤j≤k−1
∑
i
(
j
i
)
αiY j+1, (4.2)
où i = (i0, . . . , im) parcourt les (m + 1)-uplets d’entiers naturels vérifiant les
conditions {
i0 + . . .+ im = j
i0 + i1q + . . .+ imqm = k − 1.
On a posé αi = αi00 · · ·αimm et
(j
i
)
est le coefficient multinomial j!i0!···im! .
(iii) Ce polynôme vérifie les propriétés :
(a) Sk(X) = Gk(tΛ(X)) ;
(b) Gk est unitaire de degré k ;
(c) Gk(0) = 0 ;
(d) Gpk = (Gk)p où p est la caractéristique de Fq ;
(e) Y 2G′k(Y ) = kGk+1(Y ).
(iv) Le polynôme Gk(Y ) est divisible par Y n où n =
[
k
qm
]
+ 1.
Pour k = 0, on pose G0,Λ(Y ) = 0 si Λ 6= 0 et G0,Λ(Y ) = 1 si Λ = 0.
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4.3.2 Opérateurs de Hecke et t-développement
Soit ρ le module de Carlitz de rang 1 sur K. Pour tout d ∈ A, notons
Λd = Ker(ρd) ⊂ Ksep.
C’est un Fq-réseau fini de C∞ de dimension deg d. Soit eΛd l’exponentielle associée à
Λd.
Lemme 4.19. On a l’égalité de polynômes dans Ksep[X] :
eΛd(X) =
ρd(X)
d
.
Démonstration. L’ensemble des racines de ces polynômes est Λd. Le coefficient en X
de eΛd(X) est 1 et celui de ρd(X) est d, ce qui achève la démonstration.
Notation 4.20. On note α0(d), . . . , αdeg d(d) les coefficients de l’exponentielle associée
au réseau Λd. On a donc eΛd(z) =
∑deg d
i=0 αi(d)zq
i . Posons
li(P ) = Pαi(P ) (0 ≤ i ≤ deg d).
D’après le lemme 4.19, le module de Carlitz en P est alors donné par
ρP =
deg d∑
i=0
li(P )τ i ∈ K{τ}.
On a donc li(P ) ∈ A (i ≥ 0) et la relation de récurrence
li(P ) =
lqi−1(P )− li−1(P )
T qi − T (i ≥ 1),
avec l0(P ) = P et ldeg d(P ) = 1. On note Gi,d le i-ème polynôme de Goss associé au
réseau Λd.
Lemme 4.21. Soit d ∈ A. Le polynôme 1dGi,d(dY ) appartient à A[Y ], pour tout i ≥ 0.
Démonstration. Démontrons-le par récurrence sur i. L’énoncé est évident pour i = 0. Si
1 ≤ i ≤ q, d’après la proposition 4.18 (i), on a Gi,d(dY ) = diY i donc 1dGi,d(dY ) ∈ A[Y ].
Supposons i > q. On a alors d’après la proposition 4.18 (i),
1
d
Gi,d(dY ) = Y (Gi−1,d(dY ) + α1(d)Gi−q,d(dY ) + . . .). (4.3)
De plus, dαi appartient à A (i ≥ 1). Par hypothèse de récurrence, Gi−qk,d(dY ) ∈ dA[Y ].
On a donc αk(d)Gi−qk,d(dY ) ∈ A[Y ] pour tout k ≥ 0. D’après (4.3), on obtient donc
1
dGi,d(dY ) ∈ A[Y ].
Notation 4.22. Pour d ∈ A, on pose ϕd(t) = 1ρd( 1t ) ∈ A[[t]].
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Proposition 4.23. On a
∑
b∈A, deg b<deg d
1(
ρP
d
(γd) + ρb(λd)
)i = Gi,d(dϕPd (t)) (i ≥ 0).
Cette égalité a lieu dans dA[[t]].
Démonstration. Remarquons que ρb(λd), pour deg b < deg d, décrit le réseau
Ker(ρd) = Λd. La somme précédente s’écrit donc, en utilisant la proposition 4.18
(iii) et le lemme 4.19,
∑
λ∈Λd
1
(ρP
d
(γd) + λ)i
= Si,Λd(ρP
d
(γd))
= Gi,d
 1
eΛd(ρP
d
(γd))

= Gi,d
 d
ρdρP
d
(γd)

= Gi,d
(
d
ρP (γd)
)
.
Comme ρd(γd) = 1t , on a ρP (γd) = ρPd ρd(γd) = ρPd (
1
t ). La somme est donc égale à
Gi,d
 d
ρP
d
(1/t)
 = Gi,d(dϕP
d
(t)).
Enfin, le membre de droite est dans dA[[t]] d’après le lemme 4.21.
Jusqu’à la fin de la section 4.3, F désignera l’anneau A[1/n] ou un corps, qui est
une extension de K ou le corps Fl (pour un idéal maximal l de A avec (l, n) = 1).
Proposition 4.24. Soit f ∈ S(F ), de t-développement ∑i≥2 aiti ∈ F [[t]]. Alors le
t-développement de la forme modulaire Tpf est donné par
∑
i≥2
∑
d|P,(P
d
,N)=1
d unitaire
P
d2
aiGi,d(dϕP
d
(t)) ∈ F [[t]]. (4.4)
Démonstration. Tout d’abord, on constate que cette expression est bien dans F [[t]]
d’après la proposition 4.23. Nous démontrons (4.4) pour f ∈ S(A[1/n]) ; les énoncés
sur les corps considérés s’en déduisent par changement de base (proposition 4.10).
Considérons le module de Tate-Drinfeld TD = TD(t) sur L = K((t))sep. Ses
structures de niveau Γ0(p) d’intersection nulle avec le A-module Cn sont :
Cp = TDAeΛ(λP )
Cd,b = TDAeΛ(ρb(λP ) + ρP
d
(γd))
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où (b, d) parcourt les éléments de A× A vérifiant d | P, d 6= 1, d unitaire,
(
P
d , N
)
= 1
et deg b < deg d. Soit E l’ensemble de ces structures. On a donc, par définition de Tp
comme correspondance sur X0(n),
Tp(TD(t), Cn) =
∑
D∈E
(TD(t)/D, (Cn +D)/D)
= (TD(t)/Cp, (Cn + Cp)/Cp) +
∑
d∈A
d|P,d6=1
d unitaire
(P/d,N)=1
∑
b∈A
deg b<deg d
(TD(t)/Cd,b, (Cn + Cd,b)/Cd,b).
Posons χd,b(t) = 1ρb(λP )+ρP
d
(γP ) . Le module de Drinfeld TD(t)/Cp (resp. TD(t)/Cd,b)
est TD(ϕP (t)) (resp. TD(χd,b(t))). On a alors l’égalité de diviseurs sur X0(n)
Tp(TD(t), Cn) = TD(ϕP (t), Cn) +
∑
d|P,d6=1
d unitaire
(P/d,N)=1
∑
deg b<deg d
(TD(χd,b(t)), Cn).
Considérons les morphismes d’anneaux
ϕP : A[1/n][[t]] −→ A[1/n][[t]]∑
i≥0 citi 7−→
∑
i≥0 ciϕP (t)i
et
χd,b : A[1/n][[t]] −→ Ksep((γd))∑
i≥0 citi 7−→
∑
i≥0 ciχd,b(t)i.
Ils induisent les morphismes de schémas
uP : Spec(A[1/n][[t]])
Spec(ϕP )−−−−−−→ Spec(A[1/n][[t]]) u−→ X0(n)
ud,b : Spec(Ksep((γd)))
Spec(χd,b)−−−−−−→ Spec(A[1/n][[t]]) u−→ X0(n).
Soit f ∈ S(A[1/n]). L’action de Tp sur le t-développement de f est alors donnée par
u∗(Tpf) = u∗P (f) +
∑
d|P,d6=1
d unitaire
(P/d,N)=1
∑
deg b<deg d
u∗d,b(f).
Un calcul élémentaire montre que
d(ϕP (t))
(ϕP (t))2
= P dt
t2
et d(χd,b(t))(χd,b(t))2
= P
d2
dt
t2
.
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On en déduit
u∗(Tpf) = (Spec(ϕP ))∗u∗(f) +
∑
d|P,d6=1
d unitaire
(P/d,N)=1
∑
deg b<deg d
(Spec(χd,b))∗u∗(f)
= (Spec(ϕP ))∗
(
F (t)dt
t2
)
+
∑
d|P,d6=1
d unitaire
(P/d,N)=1
∑
deg b<deg d
(Spec(χd,b))∗
(
F (t)dt
t2
)
= P · F (ϕP (t))dt
t2
+
∑
d|P,d6=1
d unitaire
(P/d,N)=1
∑
deg b<deg d
P
d2
F (χd,b(t))
dt
t2
.
Comme F (t) = ∑i≥2 aiti, le t-développement de Tpf est donc donné par la formule
∑
i≥2
ai
PϕP (t)i +
∑
d|P,d6=1
d unitaire
(P/d,N)=1
P
d2
∑
deg b<deg d
1
(ρb(λP ) + ρP
d
(γP ))i

=
∑
i≥2
ai
∑
d|P,d unitaire
(P/d,N)=1
P
d2
∑
deg b<deg d
1(
ρP
d
(γd) + ρb(λd)
)i .
On conclut alors à l’aide de la proposition 4.23.
Proposition 4.25. Soit f ∈ S(F ) une forme modulaire, de t-développement∑i≥2 ai(f)ti.
Soit p un idéal de A de degré d. Alors on a
aq(Tpf) =
∑
m
(q−1
m
)
l(P )ma1+m0+m1q+...+mdqd(f), (4.5)
la somme portant sur les (d + 1)-uplets d’entiers naturels (m0, . . . ,md) vérifiant
m0 +m1 + . . .+md = q − 1. La notation l(P )m désigne l0(P )m0 · · · ld(P )md.
Remarque 4.26. (i) Quand q = p premier, les coefficients binomiaux
(q−1
m
)
sont
non nuls modulo p. Ce n’est pas le cas en général comme le montre l’exemple
p = 3, q = 9 et m = (2, 2, 4).
(ii) La formule (4.5) exprime aq(Tpf) comme combinaison linéaire de aq(f) et des
an(f), où n décrit les entiers naturels dont l’écriture en base q a au plus d+ 1
chiffres et la somme de ces chiffres est égale à q. En particulier, ces entiers n ne
dépendent que du degré de p. Cette remarque sera exploitée par la suite.
Démonstration. Pour alléger les notations, posons ai = ai(f). Rappelons que, d’après
la proposition 4.24, le t-développement de Tp(f) est donné par
P
∑
i≥2
∑
δ|P,(P
δ
,N)=1
δ unitaire
1
δ2
aiGi,δ(δϕP
δ
(t)). (4.6)
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Déterminons le terme en tq dans Gi,δ(δϕP
δ
(t)). Le t-développement de ϕP
δ
(t) est divisible
par tqd−deg δ . Comme Gi,δ(X) se factorise par X, le t-développement de Gi,δ(δϕP
δ
(t))
est divisible par tqd−deg δ . On peut donc supposer d− deg δ ≤ 1.
D’après (4.2), le polynôme de Goss est
Gi,δ(X) =
∑
0≤j≤i−1
δ−j
∑
m
( j
m
)
l(δ)mXj+1, (4.7)
où n = deg δ, m = (m0, . . . ,mn) parcourt les (n+ 1)-uplets d’entiers naturels vérifiant
m0 + . . .+mn = j et m0 +m1q + . . .+mnqn = i− 1.
Supposons d = deg δ, c’est-à-dire P = δ. On a alors Gi,δ(δϕP
δ
(t)) = Gi,P (Pt). Sa
contribution en tq dans l’équation (4.6) est∑
m
(q−1
m
)
l(δ)ma1+m0+m1q+...+mdqd ,
la somme portant sur les (n+1)-uplets (m0, . . . ,mn) vérifiantm0+m1+. . .+mn = q−1.
Supposons d = deg δ + 1. Comme ϕP
δ
(t) est divisible par tq, en comparant avec
l’équation (4.7), on voit que le seul entier i pour lequel Gi,δ(dϕP
δ
(t)) possède un terme
en tq est i = 1. C’est impossible car i ≥ 2.
Digression sur les formes modulaires analytiques en poids supérieur. Les
propositions 4.24 et 4.25 admettent des analogues pour les formes modulaires analy-
tiques en poids supérieur. Plus précisément, en adaptant les démonstrations au cadre
analytique, on obtient l’énoncé qui suit.
Proposition 4.27. Soit p un idéal de A de degré d et de générateur unitaire P .
(i) Soit f ∈Mk,m(Γ0(n)) de développement
∑
i≥0 ai(f)ti. On a
Tp(f) = P k−1
∑
i≥0
∑
d|P, (P
d
,N)=1
d unitaire
1
dk
ai(f)Gi,d(dtP
d
),
où tP
d
désigne la fonction H → C∞ définie par z 7→ ϕP
d
(t(z)).
(ii) Si f ∈M2k,1(Γ0(n)), on a
aq(Tpf) =
∑
m
(q−1
m
)
l(P )ma1+m0+m1q+...+mdqd(f)
la somme portant sur les (d+ 1)-uplets d’entiers naturels (m0, . . . ,md) vérifiant
m0 +m1 + . . .+md = q − 1.
Le deuxième énoncé généralise [Gek88b] 7.4 (qui traitait le cas d = 1 et n = A).
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Problématique. L’analogue de la formule (4.5) pour les formes modulaires classiques
est la relation fondamentale suivante :
a1(Tnf) = an(f) (n ∈ N),
où Tn désigne le n-ème opérateur de Hecke. Pour les formes modulaires pour Fq[T ], la
situation présente a priori une différence fondamentale. En effet, la formule (4.5) ne fait
apparaître, dans son second membre, que la famille de coefficients (an(f))n où n décrit
les entiers dont la somme des chiffres de l’écriture en base q est égale à q. Ces entiers
sont de densité naturelle nulle dans les entiers naturels. Cependant, rien n’exclut que
les coefficients manquants puissent être obtenus par un autre procédé. Nous formulons
donc la question qui, à l’heure actuelle, est ouverte.
Question 4.28. Considérons les coefficients du t-développement comme formes linéaires
sur l’espace vectoriel S(F ). Pour tout entier j ≥ 0, existe-t-il un élément θj de l’algèbre
T⊗Z A vérifiant bj = b1 ◦ θj ?
Dans la fin de cette section, nous exhibons des opérateurs θ1, . . . , θq, répondant
partiellement cette question. Puis nous suggérons un opérateur candidat pour θj lorsque
j vérifie la condition suivante : la somme des chiffres de l’écriture de j en base q est
égale à q. Enfin, nous étudierons une variante de la question 4.28 et y apporterons une
réponse positive lorsque n est premier de degré 3.
4.3.3 L’action de TP lorsque P est de degré 1
Si P désigne un générateur unitaire de p, l’opérateur Tp, vu comme endomorphisme
de S(F ), sera noté TP .
Appliquons la proposition 4.25 dans le cas où P est de degré 1. On obtient la
formule, pour tout f ∈ S(F ) :
aq(TP f) =
∑
0≤v<q
(q−1
v
)
P q−v−1aq+v(q−1)(f) (P ∈ A,degP = 1). (4.8)
Si P1, . . . , Pq désignent les q polynômes unitaires de A degré 1, l’équation (4.8) fournit
le système linéaireaq(TP1)...
aq(TPq)
 =

(q−1
0
)
P q−11
(q−1
1
)
P q−21 · · ·
(q−1
q−1
)
1
...
...
...(q−1
0
)
P q−1q
(q−1
1
)
P q−2q · · ·
(q−1
q−1
)
1


aq
...
aq+(q−1)2
 (4.9)
où ai désigne la forme linéaire sur S(F ) définie par f 7→ ai(f).
Lemme 4.29. Le déterminant du système (4.9) appartient à F×q .
Démonstration. Ce déterminant est
q−1∏
i=0
(
q − 1
i
) ∣∣∣∣∣∣∣∣
P q−11 P
q−2
1 · · · 1
...
...
...
P q−1q P q−2q · · · 1
∣∣∣∣∣∣∣∣ =
q−1∏
i=0
(
q − 1
i
)∏
j<i
(Pi − Pj)
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Par un théorème de Lucas, le coefficient binomial
(a+b
b
)
est non nul modulo p si et
seulement si la somme a+ b en base p s’effectue sans retenue à partir des écritures de a
et b. Comme q = pn, ce critère montre que
(q−1
i
) 6= 0 dans Fp pour tout 0 ≤ i ≤ q − 1.
Par ailleurs, pour i 6= j, Pi − Pj ∈ F×q car ces polynômes sont unitaires, de degré 1 et
distincts.
Nous résolvons ce système linéaire, en utilisant des sommes de puissances de
polynômes de degré fixé, qui disposent, en caractéristique p, de propriétés d’annulations
connues.
Notation 4.30. Pour un entier naturel r, on note Ar+ l’ensemble des polynômes
unitaires de A de degré r et
Sr(m) =
∑
P∈Ar+
Pm (m ∈ N).
Lemme 4.31 (Carlitz, Lee [Lee43], Gekeler [Gek88a]). Soient m, r ∈ N et l(m) la
somme des chiffres de l’écriture de m en base q.
(i) Si r > l(m)q−1 alors Sr(m) = 0.
(ii) Si q = p alors Sr(m) = 0 si et seulement si r > l(m)q−1 .
Signalons que de telles sommes apparaissent dans les sommes partielles de la fonction
zêta de K aux entiers négatifs au sens de Goss [Gos79]. Signalons que les propriétés de
congruence de ces sommes donnent lieu à un critère de Kummer pour les extensions
abéliennes de Fq(T ) [Gos82].
Proposition 4.32. Soit f une forme modulaire dans S(F ), de t-développement∑
i≥2 ai(f)ti. On a
aq+n(q−1)(f) =

−(q−1n )−1aq
 ∑
P∈A1+
PnTP f
 si 0 ≤ n ≤ q − 2 ;
−aq
 ∑
P∈A1+
P q−1TP f + f
 si n = q − 1.
Démonstration. On pose ai = ai(f). En sommant la formule (4.8) pour tout P ∈ A1+,
on obtient, pour tout n ≥ 0,
aq
 ∑
P∈A1+
PnTP f
 = ∑
0≤v≤q−1
 ∑
P∈A1+
Pn+q−v−1
(q−1
v
)
aq+v(q−1)
=
∑
0≤v≤q−1
S1(n+ q − v − 1)
(q−1
v
)
aq+v(q−1).
(4.10)
Pour tout v ∈ [0, q − 1], posons mv = n+ q − v − 1.
Supposons 0 ≤ n ≤ q − 2. On a 0 ≤ mv ≤ 2q − 3. La seule valeur de mv pour
laquelle l(mv) ≥ q − 1 est mv = q − 1, qui correspond à v = n. D’après le lemme 4.31,
le seul terme restant dans (4.10) est donc
aq
 ∑
P∈A1+
PnTP f
 = S1(q − 1)(q−1n )aq+n(q−1).
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Par le corollaire 3.14 de [Gek88a], S1(q − 1) vaut −1 d’où
aq
 ∑
P∈A1+
PnTP f
 = −(q−1n )aq+n(q−1).
Supposons maintenant n = q − 1. On a q − 1 ≤ mv ≤ 2q − 2. Les seules valeurs de mv
pour lesquelles l(mv) ≥ q−1 sontmv = q−1 et 2q−2, qui correspondent respectivement
à v = n et v = 0. D’après le lemme 4.31, les termes restants dans (4.10) sont
aq
 ∑
P∈A1+
P q−1TP f
 = S1(q − 1)(q−1q−1)aq+(q−1)2 + S1(2q − 2)(q−10 )aq
Le corollaire 3.14 de [Gek88a] donne S1(q − 1) = −1 = S1(2q − 2), donc
aq
 ∑
P∈A1+
P q−1TP f
 = −aq+(q−1)2 − aq.
Remarque 4.33. Les valeurs de S1(m) peuvent être évaluées facilement sans faire
appel au lemme 4.31. Nous avons préféré donner une preuve faisant intervenir ces outils
car une généralisation de la proposition 4.32 aux polynômes de degré supérieur pourrait
faire intervenir des sommes (Sr(m))r,m. Nous y reviendrons en 4.3.4.
On obtient alors le résultat suivant en direction de la question 4.28.
Théorème 4.34. Les éléments de T⊗Z A définis par
θj = −
(q−1
j−1
)−1 ∑
P∈A1+
P j−1TP (1 ≤ j ≤ q − 1)
θq = −
∑
P∈A1+
(P q−1 − 1)TP
vérifient l’identité de formes linéaires sur S(F ) :
bj = b1 ◦ θj (1 ≤ j ≤ q).
En particulier, si f ∈ S(F ) est une forme modulaire de t-développement∑
i≥1
bi(f)t1+i(q−1)
et si, pour tout P ∈ A de degré ≤ 1, on a b1(TP f) = 0, alors bi(f) = 0 pour tout
1 ≤ i ≤ q.
Démonstration. Posons θ′q = −
(∑
P∈A1+ P
q−1TP + T1
)
∈ T⊗Z A. D’après la proposi-
tion 4.32, on a
bj = b1 ◦ θj (1 ≤ j ≤ q − 1)
et bq = b1 ◦ θ′q. Notons que T1 et θ1 = −
∑
P∈A1+ TP vérifient b1 = b1 ◦T1 et b1 = b1 ◦ θ1.
Comme θq = θ′q + T1 − θ1, on a donc l’identité bq = b1 ◦ θq dans End(S(F )).
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Remarquons que les expressions de θ1, . . . , θq sont indépendantes de l’idéal n. On
donnera une application du théorème 4.34 à un théorème de multiplicité un pour les
formes modulaires lorsque n est premier de degré 3, dans la section 4.5. Auparavant,
voici une autre conséquence.
Lemme 4.35. Notons P1, . . . , Pq les polynômes unitaires de A de degré 1. On aθ1...
θq
 = M
TP1...
TPq
 ,
où M est la matrice
M = (−1)q
q−2∏
i=1
(q−1
i
)−1

1 . . . 1
P1 . . . Pq
...
...
P q−21 . . . P
q−2
q
1− P q−11 . . . 1− P q−1q
 ∈ GL(q, A).
Démonstration. Quitte à soustraire la première ligne à la dernière, on voit que le
déterminant de M est un déterminant de Vandermonde. Il vaut −∏i<j(Pi − Pj). Si
i < j, les polynômes Pi et Pj sont unitaires et distincts, donc leur différence appartient
à F×q . On a donc detM ∈ F×q , ce qui montre que M ∈ GL(q, A).
Proposition 4.36. Supposons q = p et l’idéal n premier de degré ≥ 5. Les éléments
θ1, . . . , θq de l’algèbre de Hecke sont A-linéairement indépendants dans T⊗Z A.
Le cas deg n = 3 sera traité dans la section 4.5.
Démonstration. D’après le lemme 4.35, la famille θ1, . . . , θq est linéairement indépen-
dante sur A dans T⊗Z A si et seulement si {TP1 , . . . , TPq} est A-linéairement indépen-
dante dans T⊗Z A. Supposons qu’il existe λ1, . . . , λq dans A non tous nuls vérifiant
λ1TP1 + . . .+ λqTPq = 0 dans T⊗Z A. Quitte à diviser par leur pgcd, on peut supposer
que λ1, . . . , λq sont premiers entre eux dans leur ensemble. Soit l un idéal de A de degré
1. Notons λi ∈ Fl ' Fp la réduction modulo l de λi. On a l’égalité
λ1TP1 + . . .+ λqTPq = 0
dans (T⊗ZA)/l(T⊗ZA) = T⊗Z Fl = T⊗Z Fp. L’algèbre de Hecke T⊗Z Fp = T/pT
agit sur M0/pM0. On a donc
λ1TP1 e˜+ . . .+ λqTPq e˜ = 0 ∈M0/pM0.
Comme deg n ≥ 5, les symboles modulaires TP1 e˜, . . . , TPq e˜ sont Fp-linéairement in-
dépendants d’après le théorème 2.60, donc λi = 0 (1 ≤ i ≤ q). Ainsi λ1, . . . , λq
appartiennent à l’idéal l, ce qui contredit le fait qu’ils sont premiers entre eux. On a
donc λ1 = . . . = λq = 0.
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4.3.4 L’action de TP lorsque P est de degré > 1
À partir de la proposition 4.25, on ne sait pas obtenir une formule générale donnant
tout coefficient ai(f) comme combinaison linéaire de aq(TP f), pour P ∈ A (voir
remarque 4.26). On peut cependant espérer le faire lorsque i est un entier dont la somme
des chiffres dans l’écriture en base q est égale à q. Nous discutons une généralisation
du théorème 4.34 aux opérateurs de Hecke dont l’indice est de degré > 1. Pour cela,
nous suivons l’idée selon laquelle des sommes de puissances de polynômes, dont la
plupart s’annulent, permettent d’isoler les coefficients de f dans la formule (4.5). Notre
discussion est motivée par des investigations numériques.
Notation 4.37. Pour tous entiers naturels i0, . . . , id−1, on définit la somme de poly-
nômes
Sd(i0, . . . , id−1) =
∑
P∈Ad+
l0(P )i0 · · · ld−1(P )id−1 ∈ A
et l’élément suivant de T⊗Z A
Θd(i0, . . . , id−1) =
∑
P∈Ad+
l0(P )i0 · · · ld−1(P )id−1TP .
On notera ai le i-ème coefficient du t-développement de f . D’après la proposition
4.25, on a, pour f ∈ S(F ),
aq(Θd(i0, . . . , id−1)f) =
∑
m=(m0,...,md)
m0+...+md=q−1
(q−1
m
)
Sd(m0+i0, . . . ,md−1+id−1)a1+m0+m1q+...+mdqd .
Nous traitons des exemples lorsque P est de degré 2 et 3. Les sommes Sd(i0, . . . , id−1)
ont été calculées à l’aide du logiciel Magma.
Soit P = T 2 + aT + b ∈ A avec a, b ∈ Fq. On a
l0(P ) = P
l1(P ) = T q + T + a
l2(P ) = 1.
Exemple 4.38 (q = 3, opérateurs de degré 2).
a3(TP f) = l0(P )2a3 + l1(P )2a7 + a19 + 2l0(P )l1(P )a5 + 2l0(P )a11 + 2l1(P )a13.
i0 i1 a3(Θ2(i0, i1)f)
0 2 a3
1 1 2a5
2 0 a7
1 2 2a11
2 1 2a13
2 2 a19 + a3 + a7
m0 m1 m2 a1+m0+3m1+9m2(f)
2 0 0 a3
1 1 0 a5
0 2 0 a7
1 0 1 a11
0 1 1 a13
0 0 2 a19
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Exemple 4.39 (q = 5, opérateurs de degré 2).
a5(TP f) = l0(P )4a5 + l1(P )4a21 + a101 + 4l0(P )3l1(P )a9 + 4l0(P )3a29 + 4l1(P )3a41
+4l0(P )l1(P )3a17 + 4l1(P )a81 + 4l0(P )a77 + l0(P )2l1(P )2a13 + l0(P )2a53
+l1(P )2a61.
i0 i1 a5(Θ2(i0, i1)f)
0 4 a5
1 3 4a9
2 2 a13
3 1 4a17
4 0 a21
1 4 4a29
4 1 4a41
2 4 a53
4 2 a61
3 4 4a77
4 3 4a81
4 4 a101 + a5 + a21
m0 m1 m2 a1+m0+5m1+25m2(f)
4 0 0 a5
3 1 0 a9
2 2 0 a13
1 3 0 a17
0 4 0 a21
3 0 1 a29
0 3 1 a41
2 0 2 a53
0 2 2 a61
1 0 3 a77
0 1 3 a81
0 0 4 a101
Soit P = T 3 + aT 2 + bT + c ∈ A avec a, b, c ∈ Fq. On a
l0(P ) = P
l1(P ) = (T + T q)(a+ T q) + T 2 + b
l2(P ) = T q
2 + T q + T + a
l3(P ) = 1.
Exemple 4.40 (q = 3, opérateurs de degré 3).
a3(TP f) =l0(P )2a3 + l1(P )2a7 + l2(P )2a19 + a55 + 2l0(P )l1(P )a5 + 2l0(P )l2(P )a11
+ 2l0(P )a29 + 2l1(P )l2(P )a13 + 2l1(P )a31 + 2l2(P )a37.
i0 i1 i2 a5(Θ3(i0, i1, i2)f)
0 2 2 2a3
1 1 2 a5
2 0 2 2a7
1 2 1 a11
2 1 1 a13
2 2 0 2a19
1 2 2 a29
2 1 2 a31
2 2 1 a37
2 2 2 2a55 + 2a3 + 2a7 + 2a19
m0 m1 m2 m3 a1+m0+3m1+9m2+27m3(f)
2 0 0 0 a3
1 1 0 0 a5
0 2 0 0 a7
1 0 1 0 a11
0 1 1 0 a13
0 0 2 0 a19
1 0 0 1 a29
0 1 0 1 a31
0 0 1 1 a37
0 0 0 2 a55
Au vu de ces résultats, nous sommes naturellement amenés à formuler la question
suivante.
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Question 4.41. Soient q un nombre premier, d ≥ 1 un entier et m = (m0, . . . ,md)
un (d+ 1)-uplet d’entiers naturels vérifiant m0 + . . .+md = q − 1. A-t-on les égalités
suivantes :
(i) Si (m0, . . . ,md−1) 6= (0, . . . , 0),
a1+m0+m1q+...+mdqd(f) = (−1)d
(
q − 1
m
)−1
aq(Θd(q−1−m0, . . . , q−1−md−1)f).
(ii) Si (m0, . . . ,md−1) = (0, . . . , 0) c’est-à-dire md = q − 1,
a1+(q−1)qd(f) = aq((−1)dΘd(q − 1, . . . , q − 1)f)
−aq(Θd(0, q − 1, . . . , q − 1)f − . . .−Θd(q − 1, . . . , q − 1, 0)f).
pour tout f ∈ S(F ) ?
D’après les résultats numériques précédents, ces égalités sont vérifiées pour q = 3 et
q = 5 dans le cas d = 2, q = 3 dans le cas d = 3, et q quelconque dans le cas d = 1. Pour
les démontrer, il semble naturel d’établir des résultats d’annulation sur les sommes
Sd(i0, . . . , id−1) dans Fq[T ].
4.4 Sur les points de Weierstrass de X0(n)K
Soit C une courbe algébrique projective lisse de genre g ≥ 2 sur un corps k. Un
point x de C est dit de Weierstrass s’il existe une différentielle régulière non nulle dans
H0(C,Ω1C/k) s’annulant à l’ordre ≥ g en x. Par le théorème de Riemann-Roch, cela
équivaut à l’existence d’une fonction rationnelle non nulle de k(C), régulière en-dehors
de x et ayant un pôle d’ordre ≤ g en x. Comme C est lisse, le genre est invariant par
extension de corps de k. Donc un point de C est de Weierstrass si et seulement si c’est
un point de Weierstrass de la courbe Ck′ sur k′, pour toute extension k′ de k.
Dans cette section, on suppose l’idéal n premier.
4.4.1 L’argument de Ogg pour les points de Weierstrass de X0(n)
Proposition 4.42. Soit n un idéal premier de A de degré ≥ 3. Soit x un point
K-rationnel de X0(n). Il s’étend de façon unique en une section x de M0(n) sur A.
On suppose que la réduction de x en n n’est pas supersingulière. Alors x n’est pas un
point de Weierstrass de X0(n). En particulier, les pointes de X0(n)K ne sont pas des
points de Weierstrass.
Démonstration. Il s’agit de l’argument géométrique de [Ogg78] pour les courbes modu-
laires classiques. Soit x un tel point. Soit c un entier ≥ 1 qui n’est pas une lacune en x
c’est-à-dire qu’il existe une fonction f du corps des fonctions de X0(n)K ayant un pôle
en x d’ordre c et régulière ailleurs. D’après le théorème de Riemann-Roch, montrer que
x n’est pas un point de Weierstrass revient à vérifier que c ≥ 1 + g(X0(n)).
Comme x est K-rationnel, on peut supposer f définie sur K. L’involution wn est
définie sur K ; on pose x′ = wn(x) ∈ X0(n)(K). On peut supposer f(x′) = 0, quitte à
ajouter à f une constante de K.
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D’après Gekeler (voir la proposition 3.5), la réduction en n de M0(n) est stable,
formée de deux copies Z et Z ′ deM0(1) sur le corps fini Fn, qui se coupent transversa-
lement aux n(n) points supersinguliers. De plus, Z et Z ′ sont échangées par wn. On
peut donc supposer que la réduction x˜ de x est dans Z et celle x˜′ de x′ dans Z ′. Quitte
à multiplier f par une constante dans K×, on peut supposer que la réduction f˜ de f
en n est une fonction réduite non constante.
Sur Z ′, la restriction f˜|Z′ a un zéro x˜′ et aucun pôle, puisque le point x˜ ∈ Z n’est pas
supersingulier. Donc f˜|Z′ ≡ 0. En particulier, f˜|Z′ s’annule en les points supersinguliers
de Z ∩ Z ′. Sur Z, la restriction f˜|Z a au moins n(n) zéros et au plus un pôle x˜
d’ordre c. Comme deg(div(f˜|Z)) = 0, on obtient n(n) ≤ c. Enfin, le nombre de points
supersinguliers vérifie n(n) = 1 + g(X0(n)) ([Gek86b] cor. 5.4), d’où c ≥ 1 + g(X0(n)).
Donc x n’est pas un point de Weierstrass de X0(n).
4.4.2 Hyperellipticité de X0(n)Fl d’après Gekeler
Théorème 4.43. Soit n un idéal premier de A de degré 3. Pour tout idéal maximal l
distinct de n, la réduction en l de la courbe modulaire de Drinfeld X0(n) est une courbe
hyperelliptique sur Fl.
Démonstration. D’après le corollaire 3.8 de [Gek86b], la courbe X0(n)K est hyperellip-
tique sur K. Comme X0(n) a bonne réduction en l, un résultat de spécialisation dit que
X0(n)Fl est hyperelliptique sur Fl (Schweizer [Sch97] lem. 17, [LK79] th. 5.5, déf. 5.12
et prop. 5.14).
Corollaire 4.44. Soit n un idéal premier de A de degré 3. Pour tout idéal premier
l distinct de n, les pointes 0Fl et ∞Fl ne sont pas des points de Weierstrass de la
réduction en l de X0(n).
Démonstration. Rappelons que dans le cas d’une courbe hyperelliptique C sur k, les
points de Weierstrass sont les points de ramification de son morphisme séparable de degré
2 de C vers P1k, c’est-à-dire les points fixes de son involution hyperelliptique. D’après le
corollaire 3.8 de [Gek86b], l’involution hyperelliptique de X0(n)K est l’involution wn,
donc l’involution hyperelliptique de X0(n)Fl est (wn)Fl . Les pointes 0Fl et ∞Fl étant
échangées par (wn)Fl , ce ne sont pas des points fixes de (wn)Fl donc ce ne sont pas des
points de Weierstrass de X0(n)Fl .
4.4.3 Application au développement des formes modulaires
Le lemme suivant est une propriété bien connue des points de Weierstrass.
Lemme 4.45. Soit C une courbe sur un corps k. Soient x un point de C et s un para-
mètre formel de C en x. Le développement formel d’un élément de ω ∈ H0(C,Ω1C/k) en x
s’écrit ∑n≥0 cnsnds. Le point x n’est pas de Weierstrass si et seulement si l’application
k-linéaire
H0(C,Ω1C/k) −→ kg
ω 7−→ (c0, . . . , cg−1)
est un isomorphisme.
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Démonstration. Le point x n’est pas de Weierstrass si et seulement si toute différentielle
régulière non nulle sur C/k s’annule à l’ordre < g en x, ce qui revient à dire que
l’application est injective. Enfin, dimk(H0(C,Ω1C/k)) = g, ce qui permet de conclure.
Soit n un idéal premier de A. Soit F une extension de K ou le corps Fl (pour l un
idéal premier de A avec (l, n) = 1). Comme s = tq−1 est un paramètre formel de X0(n)
en ∞ (proposition 4.3), le développement formel de f ∈ S(F ) est −∑i≥1 bi(f)si−1ds
(lemme 4.8). Quelque soit F , le genre de la courbe X0(n)F est égal à g(X0(n)), et noté
g. Dans cette situation, le lemme 4.45 prend la forme ci-dessous.
Corollaire 4.46. Supposons que ∞ n’est pas un point de Weierstrass de X0(n)F . Alors
l’application linéaire
S(F ) −→ F g
f 7−→ (b1(f), . . . , bg(f))
est un isomorphisme.
Ce corollaire, conjointement à la proposition 4.42 et au corollaire 4.44, donne le
résultat principal de cette section.
Proposition 4.47. Supposons l’une des conditions suivantes vérifiées :
(i) F est une extension de K et deg n ≥ 3 ;
(ii) F = Fl, où l est un idéal maximal de A avec (l, n) = 1, et deg n = 3.
Alors l’application F -linéaire
S(F ) −→ F g
f 7−→ (b1(f), . . . , bg(f))
est un isomorphisme. En particulier, une forme modulaire dans S(F ) est alors détermi-
née, de façon unique, par les g premiers coefficients de son t-développement.
On mentionne la conséquence suivante, dont nous ne connaissons pas d’autre
démonstration : si l’une des conditions de la proposition est vérifiée, il existe une forme
modulaire f ∈ S(F ) avec b1(f) 6= 0.
4.5 Sur la structure de Hecke des formes modulaires
Dans cette section, on suppose l’idéal n premier. Soit l un idéal maximal de A avec
(l, n) = 1. Soit F un corps, qui est une extension de K ou le corps Fl.
4.5.1 Quelques questions
Proposition 4.48. Les affirmations suivantes sont équivalentes :
(i) L’accouplement de F -espaces vectoriels
S(F )×T⊗Z F −→ F
(f, t) 7−→ b1(tf)
est parfait.
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(ii) L’application linéaire
Ψ : T⊗Z F −→ Hom(S(F ), F )
t 7−→ (f 7→ b1(tf))
est injective.
(iii) L’application Ψ est surjective.
(iv) Pour tout j ≥ 1, il existe tj ∈ T⊗Z F vérifiant bj = b1 ◦ tj dans Hom(S(F ), F ).
On notera (HF ) n’importe laquelle de ces affirmations.
L’énoncé (iv) n’est qu’une variante de la question 4.28, obtenue en remplaçant
T⊗Z A par T⊗Z F .
Démonstration. On montre que les espaces vectoriels T ⊗Z F et S(F ) ont même
dimension. L’algèbre de Hecke T est un Z-module libre, de type fini et de rang
g = g(X0(n)). Par extension des scalaires, T ⊗Z F est un F -espace vectoriel de
dimension g. Par ailleurs, l’espace S(F ) est de dimension g d’après le corollaire 4.12.
On a l’équivalence des trois premières affirmations.
L’implication (iii) ⇒ (iv) est immédiate. Supposons l’affirmation (iv). Les formes
linéaires (bj)j≥1 sont alors dans l’image de Ψ. On démontre qu’elles engendrent
Hom(S(F ), F ). Supposons que le sous-espace vectoriel V qu’elles engendrent est distinct
de Hom(S(F ), F ). Alors il existe une forme modulaire non nulle f ∈ S(F ) telle que
l(f) = 0 (l ∈ V ). En particulier, bj(f) = 0 pour tout j ≥ 1. D’après le principe du
t-développement (proposition 4.9), f est nulle, ce qui est impossible. On a donc montré
que Ψ est surjective, c’est-à-dire (iii).
L’hypothèse (HF ) semble être ouverte à l’heure actuelle. En 4.5.2, on examinera
une situation dans laquelle elle est vérifiée. Étudions quelques conséquences de (HF ),
à commencer par un énoncé de multiplicité un (voir aussi [Gek88b] 7.5 pour une
problématique similaire).
Lemme 4.49. Si l’hypothèse (HF ) est vérifiée, alors toute forme propre de S(F ) est
déterminée par ses valeurs propres, à un facteur multiplicatif près.
Démonstration. Comme Ψ est surjective, il existe (tj)j≥1 ∈ T⊗ZF vérifiant bj = b1 ◦ tj
pour tout j ≥ 1. Soit f une forme propre et λj sa valeur propre associée à tj . Alors on a
bj(f) = b1(tjf) = b1(λjf) = λjb1(f) (j ≥ 1).
Donc les coefficients du t-développement de f sont déterminés, à un facteur multiplicatif
près, par les valeurs propres. Par le principe du t-développement, f est déterminée, à
un facteur multiplicatif près, par (λj)j≥1.
Lemme 4.50. (i) Si l’hypothèse (HF ) est vérifiée, T ⊗Z F opère fidèlement sur
S(F ).
(ii) Si l’hypothèse (HFl) est vérifiée, T/pT opère fidèlement sur H/pH.
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Démonstration. La première affirmation est immédiate. Démontrons la deuxième. Soit
t un élément de T/pT, nul comme endomorphisme de H/pH. D’après les travaux de
Gekeler et Reversat, le T/pT-module H/pH s’identifie à une certaine Fp-structure de
S(C∞) ([GR96] §6, notamment le diagramme 6.5). Donc t, vu comme endomorphisme de
S(C∞), est nul. D’après la proposition 4.10, t est nul comme élément de End(S(A[1/n]))
puis, par extension des scalaires, dans
End(S(Fl)) = End(S(A[1/n])⊗A[1/n] Fl).
Donc t est dans le noyau du morphisme composé
T/pT −→ T/pT⊗Fp Fl = T⊗Z Fl Ψ−→ Hom(S(Fl),Fl).
Le premier morphisme est injectif, et le deuxième l’est par l’hypothèse (HFl). Donc t
est nul dans T/pT.
4.5.2 Cas où n est de degré 3
Jusqu’à la fin du chapitre, on suppose n de degré 3.
Théorème 4.51. L’hypothèse (HF ) est vérifiée.
Démonstration. Démontrons que l’application Ψ est surjective. Soit tj l’image, dans
T⊗Z F = (T⊗Z A)⊗A F , de l’élément θj du théorème 4.34 (1 ≤ j ≤ q). D’après ce
théorème, on a bj = b1 ◦ tj . La famille (b1 ◦ tj)(1≤j≤q) est libre dans Hom(S(F ), F ) :
c’est une conséquence de la proposition 4.47. L’espace vectoriel Hom(S(F ), F ) étant de
dimension q, cette famille en est une base. Elle est contenue dans l’image de Ψ, donc
l’application Ψ est surjective.
Remarque 4.52. (i) D’après le lemme 4.50, T/pT opère alors fidèlement surH/pH.
Cet énoncé avait déjà été démontré à l’aide des symboles modulaires (corollaire
2.66 (ii)).
(ii) Il resterait à donner des formules explicites pour (tj)j≥q+1, ce que nous ne pensons
pas pouvoir faire, en toute généralité, par les méthodes de la section 4.3.
Lemme 4.53. Le F -espace vectoriel Hom(S(F ), F ) a pour base (b1 ◦ Tp)(deg p=1).
Démonstration. Dans la preuve du théorème 4.51, nous avons vu que la famille
(b1 ◦ tj)(1≤j≤q) est une base de Hom(S(F ), F ). La matrice exprimant (tj)1≤j≤q comme
combinaisons linéaires de (Tp)(deg p=1) est de déterminant dans F×q , par le lemme 4.35.
Donc la famille (b1 ◦ Tp)(deg p=1) est une base de Hom(S(F ), F ).
Remarquons que les opérateurs (Tp)(deg p=1) appartiennent à la Z-algèbre T, ce qui
n’est pas le cas de θ1, . . . , θq. On pourra comparer l’énoncé suivant avec le corollaire
2.65.
Corollaire 4.54. Le Fp-espace vectoriel T/pT a pour base (Tp)(deg p=1).
Démonstration. L’hypothèse (HFl) étant vérifiée, l’application Ψ est un isomorphisme.
D’après le lemme 4.53, (b1◦Tp)(deg p=1) est une base de Hom(S(Fl),Fl), donc (Tp)(deg p=1)
est une base de T⊗ZFl. Soit l une place de degré 1. Alors T⊗ZFl ' T⊗ZFp ' T/pT,
d’où la conclusion.
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L’énoncé suivant complète la proposition 4.36.
Proposition 4.55. Supposons q = p et l’idéal n premier de degré 3. Les éléments
θ1, . . . , θq sont A-linéairement indépendants dans T⊗Z A.
Démonstration. Il s’agit de la démonstration de la proposition 4.36. On remplace
le recours aux symboles modulaires par le corollaire 4.54, qui assure que la famille
TP1 , . . . , TPq est libre sur Fp dans T/pT.
Mentionnons également le résultat suivant, qui est une version forte du lemme 4.49.
Théorème 4.56. Soit f ∈ S(F ) une forme propre pour les opérateurs Tp (p de degré
1). Alors f est déterminée, à un coefficient multiplicatif près, par son système de valeurs
propres.
Démonstration. Soit f une forme propre pour (Tp)(deg p=1), de valeurs propres (λp)(deg p=1).
Par le théorème 4.34, on obtient l’expression suivante des q premiers coefficients du
développement de f en fonction des valeurs propres :
bj(f) =
−
(q−1
j−1
)−1(∑P∈A1+ P j−1λP )b1(f) si 1 ≤ j ≤ q − 1
−(∑P∈A1+ P q−1λP + 1)b1(f) si j = q.
Comme le genre de X0(n) est égal à q, f est déterminée de façon unique par ses
coefficients (bi(f))(1≤i≤q) d’après la proposition 4.47. Donc f est déterminée, à un
coefficient multiplicatif près, par son système de valeurs propres de degré 1.
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Application aux points rationnels
de courbes modulaires de
Drinfeld
5.1 Torsion p-primaire des quotients optimaux de J0(n)
Nous présenterons dans la section 5.3 une approche analogue à celle de Mazur
pour l’étude des points rationnels de courbes modulaires de Drinfeld. La présente
section est consacrée à une difficulté technique rencontrée lors de sa mise en œuvre
en caractéristique p. Mazur utilisait un résultat de spécialisation pour les schémas en
groupes sur un anneau de valuation discrète de caractéristique nulle : si l est un nombre
premier ≥ 3 et G est un schéma en groupes sur Zl, un point d’ordre fini de G(Zl) et sa
spécialisation en l ont même ordre ([Maz78] 1c, [Ray74] 3.3.6, [BLR90] 7.5).
Ce résultat n’est plus valable si on remplace Z par un anneau de caractéristique p,
comme A. Voici un contre-exemple. Considérons la courbe elliptique sur F3((T )) définie
par l’équation affine y2 = x3 + T 6x2 + 2x. Elle a bonne réduction supersingulière en
(T ) et un point ( 1
T 2 , T +
1
T 3 ) d’ordre 3 : en la place (T ), ce point se spécialise donc en
0. Cependant, ce cas de figure ne se produit pas pour les courbes elliptiques quotients
de J0(n), lesquelles ont réduction multiplicative en n, et plus généralement pour les
quotients optimaux de J0(n) : c’est ce que nous détaillons dans cette section. L’outil
principal est la proposition 5.2 due à Papikian.
Nous gardons les notations sur les variétés abéliennes introduites dans la section 3.2.
Si G est un groupe fini et l un nombre premier, G[l∞] désigne la composante l-primaire
de G.
5.1.1 Torsion p-primaire de variétés abéliennes à réduction torique
en égale caractéristique
Lemme 5.1 (voir aussi [Pál05], lemme 7.13). Soient F un corps local de caractéristique
p et k son corps résiduel. Soit A une variété abélienne définie sur F à réduction
torique. Alors le sous-groupe de torsion p-primaire de A(F ) s’injecte dans le groupe
des composantes ΦA(k).
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Démonstration. Soient R l’anneau de valuation discrète de F et A le modèle de Néron
de A sur R. Comme la formation des modèles de Néron commute aux changements de
base étales, donc aux extensions non ramifiées, on peut remplacer F par une extension
non ramifiée sur laquelle A a réduction torique déployée. On considère l’homomorphisme
de groupe suivant, noté h,
A(F ) ' A(R) red−−→ Ak(k) −→ ΦA(k),
où l’isomorphisme est donné par la propriété universelle des modèles de Néron et red
est l’application de réduction. La variété abélienne A ayant réduction torique déployée,
le théorème de Mumford-Raynaud [Ray71] donne une uniformisation analytique rigide
de l’analytifiée Aan de A et on a une suite exacte
0 −→ Λ −→ (F×)d −→ Aan(F ) −→ 0,
où Λ est un réseau de (F×)d (d entier naturel). De plus, via cette uniformisation, le
noyau de h est isomorphe à (R×)d. Comme R× ⊂ F× et F est de caractéristique p, la
p-torsion de (R×)d est nulle. Donc la composante p-primaire de A(F )tors s’injecte par
h dans ΦA(k).
Le résultat suivant est une reformulation du lemme 2.3 de [Pap07].
Proposition 5.2 (Papikian). Soit F un corps local de caractéristique p et de corps
résiduel k. Soient B une variété abélienne définie sur F à réduction torique, A une
sous-variété abélienne de B et C = B/A la variété abélienne quotient, définies sur F .
Alors l’homomorphisme canonique
ΦB(k)[p∞] −→ ΦC(k)[p∞]
est surjectif.
5.1.2 Application aux quotients optimaux de J0(n)
Définition 5.3. Soit n un idéal premier de A = Fq[T ]. Un quotient optimal de J0(n)
est une variété abélienne quotient J de J0(n) définie sur K telle que le noyau de
pi : J0(n) → J est un sous-schéma en groupes connexe, c’est-à-dire une sous-variété
abélienne de J0(n).
Proposition 5.4. Soit n un idéal premier de A. Si J est un quotient optimal de J0(n),
la composante p-primaire de J(K)tors est nulle.
Démonstration. La variété abélienne J0(n) a réduction torique en n. Soient Kn le
complété de K en n et kn son corps résiduel. Le groupe J(K)tors s’injecte canoniquement
dans J(Kn)tors et en utilisant le lemme 5.1, on a l’injection
J(K)tors[p∞] ↪→ ΦJ(kn).
D’après la proposition 5.2, le morphisme ΦJ0(n)(kn)[p∞] → ΦJ(kn)[p∞] est surjectif.
Or, la composante p-primaire de ΦJ0(n)(kn) est triviale puisque, par la proposition 3.5,
l’ordre de ΦJ0(n)(kn) divise n(n), qui est premier à p. Donc le groupe ΦJ(kn) a une
composante p-primaire nulle, et il en est de même de J(K)tors.
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Remarque 5.5. (i) La proposition s’applique par exemple au quotient d’enroulement
et au quotient raffiné, qui ont été définis au chapitre 3.
(ii) Il n’est pas clair que l’argument de la démonstration soit encore valable en
remplaçant la place n par ∞, en laquelle J0(n) a également réduction torique
(déployée) : en effet, l’ordre du groupe des composantes de J0(n) en ∞ peut être
divisible par p (voir l’exemple 5.3.3. de [Gek97b]).
(iii) Lorsque J = J0(n), la proposition est conséquence du fait que le groupe fini
J0(n)(K)tors est d’ordre premier à p (théorème 3.7 de Gekeler et Pál).
5.2 Immersions formelles (rappels)
Soient X et Y deux schémas noethériens. Soit f : X → Y un morphisme de schémas,
x un point de X et y = f(x). On note OX,x et OY,y les anneaux locaux de X en x et
Y en y, ainsi que ÔX,x et ÔY,y leurs complétés. Le morphisme f est une immersion
formelle en x si le morphisme d’anneaux f̂x : ÔY,y → ÔX,x est surjectif.
Proposition 5.6 ([Gro67] th. 17.4.1 et prop 17.4.4). Soient X et Y deux schémas
noethériens. Soit f : X → Y un morphisme de schémas, x un point de X et y = f(x).
Notons mx (resp. my) l’idéal maximal de l’anneau local en x (resp. en y) et k(x) (resp.
k(y)) le corps résiduel en x (resp. y). Le morphisme f est une immersion formelle en
x si et seulement si les deux conditions suivantes sont vérifiées :
(i) le morphisme k(y)→ k(x) déduit de f est un isomorphisme ;
(ii) l’application my/m2y → mx/m2x déduite de f par passage aux espaces cotangents
est surjective.
La principale propriété des immersions formelles qui nous sera utile est la suivante.
Proposition 5.7. Soit f : X → Y un morphisme de schémas noethériens avec X
séparé de type fini tel que f soit une immersion formelle en x ∈ X. Soit T un schéma
intègre noethérien, t un point de T et g1, g2 deux morphismes de T dans X tels que
g1(t) = g2(t) = x et f ◦ g1 = f ◦ g2. Alors on a g1 = g2.
Démonstration. Nous rappelons la démonstration donnée dans [Oes]. Comme f ◦ g1 =
f ◦ g2, les morphismes ĝ1t ◦ f̂x et ĝ2t ◦ f̂x entre les complétés ÔY,y et ÔT,t sont égaux. Le
morphisme f̂x étant surjectif, on a ĝ1t = ĝ2t : ÔX,x → ÔT,t. Les schémas X et T sont
noethériens, donc leurs anneaux locaux OX,x et OT,t le sont aussi et ils s’identifient à
des sous-anneaux de ÔX,x et ÔT,t respectivement. Donc les morphismes OX,x → OT,t
induits par g1 et g2 coïncident. Comme X est de type fini, g1 et g2 coïncident dans un
voisinage ouvert de t donc au point générique de T ([Gro60] I.6.5.1). Enfin, X étant
séparé et T intègre, les sections g1 et g2 sont égales ([Gro60] 5.4.7).
5.3 L’argument de Mazur
Soit d un entier ≥ 1. Soient n un idéal premier de A et X0(n)(d)K la puissance
symétrique d-ème de X0(n)K (on pourra consulter [Mil86] §3 à 5 pour des résultats
généraux sur les puissances symétriques de courbes). C’est une variété lisse sur K dont
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les points K-rationnels s’identifient aux diviseurs K-rationnels effectifs sur X0(n)Ksep
de degré d (on rappelle qu’un diviseur D de X0(n)Ksep est dit K-rationnel si Dσ = D
pour tout σ ∈ Gal(Ksep/K)). Considérons le morphisme
ϕ(d) : X0(n)(d)K −→ J0(n)
D 7−→ classe de (D − d(∞)).
Soient n un idéal premier de A et J un quotient optimal de J0(n) défini sur K.
Par composition de ϕ(d) avec la projection canonique pi : J0(n) → J , on obtient un
morphisme de variétés algébriques sur K
u(d) : X0(n)(d)K −→ J.
Soit J le modèle de Néron de J sur A[1/n]. Par propriété universelle, u(d) se prolonge
de façon unique en un morphisme de schémas sur A[1/n]
u(d) : X0(n)(d) −→ J .
Notons∞(d) la section Spec(A[1/n])→ X0(n)(d) déduite de∞. Si l est un idéal maximal
de A distinct de n, on note∞(d)l la restriction de∞(d) à la fibre spéciale en l. On notera
ϕ (resp. u) pour ϕ(1) (resp. u(1)). Enfin, on pose w = wn.
Proposition 5.8. Soit l un idéal premier de A distinct de n. La spécialisation en l
J(K)tors ' J (A[1/n]) −→ J(Fl)
est un homomorphisme de groupes injectif.
Démonstration. Notons v cet homomorphisme. Son noyau est un groupe fini. La variété
abélienne J0(n) a bonne réduction en l (car l 6= n), donc il en est de même de J d’après
le critère de Néron-Ogg-Shafarevich. Comme p est la caractéristique de Fl, le noyau
de v est alors un p-groupe. De plus, la composante p-primaire de J(K)tors est triviale
d’après la proposition 5.4. Ainsi, v est injectif.
On pourra comparer l’énoncé suivant avec le corollaire 4.3 [Maz78], le lemme 3.2 et
le théorème 3.3 de [Kam92b].
Théorème 5.9. Soit l un idéal maximal de A. Soit n un idéal premier de A, distinct
de l, de degré > ddeg l tels que les conditions suivantes sont vérifiées :
(i) J(K) est fini ;
(ii) u(d) : X0(n)(d) → J est une immersion formelle en ∞(d)l .
Alors pour toute extension L/K de degré d, la courbe Y1(n) n’a pas de point L-rationnel.
Démonstration. Supposons qu’il existe un entier d vérifiant ddeg l < deg n, une ex-
tension L de K de degré d et un point dans Y1(n)(L). Par l’interprétation modulaire,
ce point correspond à la classe de Lalg-isomorphisme d’un couple (φ, P ), où φ est un
module de Drinfeld sur L de rang 2 et P ∈ (φL)tors est un point d’ordre n. Considérons
le couple donné par φ et le sous-A-module cyclique de (φL)tors d’ordre n engendré par
P . Ce couple définit un point x ∈ X0(n)(L). Soient s = [L : K]sep et pe = [L : K]ins
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(e ≥ 0) les degrés séparables et inséparables de l’extension L/K. Notons σ1, . . . , σs
les s plongements de L dans Kalg fixant K. Le diviseur ∑si=1 peσi(x) de X0(n)Ksep
est K-rationnel et de degré pe · s = d. Il définit un point K-rationnel y′ de X0(n)(d).
Comme X0(n)(d) est propre sur A[1/n], il se prolonge en une section du morphisme
structurel X0(n)(d) → Spec(A[1/n]), notée y′.
Comme ddeg l < deg n, d’après le corollaire 1.21, en toute place L de L au-dessus
de l, φ a réduction stable de rang 1, et P ne définit pas un point entier d’un modèle
stable de φ. Par la proposition 4.5, on a xL = 0L pour toute place L au-dessus de l,
donc y′l = 0
(d)
l . En posant y = w(y′), on a alors
yl =∞(d)l (5.1)
puisque w échange les pointes. Posons z = u(d)(y) ∈ J (A[1/n]) ⊂ J(K). La spécialisa-
tion en l de z vérifie
zl = 0l.
Comme J(K) est fini, z est nul d’après la proposition 5.8. On a donc u(d)(y) = u(d)(∞)
dans J (A[1/n]). Par ailleurs, y et ∞(d) ont même spécialisation en l d’après (5.1).
Appliquons la propriété d’immersion formelle (proposition 5.7) à u(d) en ∞(d)l : les
sections y et ∞(d) sont égales. On a donc y =∞(d), y′ = 0(d) et x = 0. Cela contredit
le fait que x n’est pas une pointe de X0(n)K .
Remarque 5.10. Pour n premier, il existe des quotients optimaux de J0(n) vérifiant
la condition (i) : par exemple, le quotient d’Eisenstein [Tam95, Pál05], les quotients
d’enroulement et raffiné du chapitre 3. Le quotient d’enroulement devrait être, d’après
la conjecture de Birch et Swinnerton-Dyer, le plus grand quotient de J0(n) défini sur
K vérifiant (i).
5.4 Application au cas où n est de degré 3 ou 4
Revenons sur les situations examinées aux paragraphes 3.5 et 4.4. Les résultats de
cette section sont basés sur des variantes de l’argument de Mazur, ne faisant intervenir
ni les symboles modulaires, ni la propriété d’immersion formelle.
5.4.1 Torsion de degré 3 des modules de Drinfeld
Théorème 5.11. Soit n un idéal premier de A de degré 3. Pour toute extension L de
K de degré ≤ 2, la courbe modulaire de Drinfeld Y1(n) n’a pas de point L-rationnel.
En particulier, il n’existe pas de module de Drinfeld sur L de rang 2 ayant un point
L-rationnel dont l’ordre est un idéal premier de degré 3.
Démonstration. On démontre en fait le résultat suivant : si n est un idéal premier de
A de degré ≥ 3 tel que J0(n) = Je(n), la courbe Y1(n) n’a pas de point défini sur une
extension de K de degré < deg n. La condition J0(n) = Je(n) se produit si et seulement
si n est de degré 3, d’après le théorème 3.19.
Supposons qu’il existe un entier d vérifiant 1 ≤ d < deg n, une extension L de K de
degré d et un point x dans Y1(n)(L). Fixons une place l de A de degré 1 et procédons
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comme dans la démonstration du théorème 5.9. On obtient un point K-rationnel y de
Y0(n)(d), qui s’étend en une section y du morphisme structurel X0(n)(d) → Spec(A[1/n]),
et dont la spécialisation en l vérifie
ϕ(d)(y)l = 0l.
Comme Je(n) = J0(n), J0(n)(K) est fini donc ϕ(d)(y) est nul d’après la proposition 5.8
(voir aussi la remarque 5.5 (iii)). Le diviseur D = ∑si=1 peσi(x)− d(∞) est principal
sur Kalg, donc sur une extension finie purement inséparable K˜ de K. Il existe alors
une fonction rationnelle non nulle f sur X0(n)K˜ dont D est le diviseur. Elle admet un
unique pôle en ∞ d’ordre d, car y 6= ∞(d). Rappelons que le genre g de X0(n)K˜ est
donné par l’une des formules
g = g(X0(n)) =

qdeg n−q2
q2−1 si deg n est pair ;
qdeg n−q
q2−1 si deg n est impair
(prop. 1.23). En particulier, si deg n ≥ 3, on a deg(n)− 1 ≤ g. Comme d ≤ deg(n)− 1,
f est régulière en dehors de ∞ et possède un pôle en ∞ d’ordre ≤ g. Cela contredit le
fait que ∞ n’est pas un point de Weierstrass de X0(n)K˜ (proposition 4.42).
Le théorème confirme partiellement la conjecture 1.14 de Schweizer sur la structure
du module des points K-rationnels d’un module de Drinfeld. Par ailleurs, une démons-
tration alternative du théorème 5.11, utilisant la propriété d’immersion formelle, sera
donnée en 5.5.4.
Signalons qu’il existe quelques cas isolés pour lesquels on sait que la courbe Y0(n) (et
donc la courbe Y1(n)) n’a pas de point K-rationnel, avec n composé de degré 3 : il s’agit
de q = 2 et n = (T (T 2 + T + 1)), (T 3) et (T 2(T + 1)) (lemme 1.3 de [Sch03]). Schweizer
m’a signalé aussi les cas (q = 3, n = (T (T − 1)(T + 1))), (q = 3, n = T 2(T − 1)) et
(q = 4, n produit de trois facteurs linéaires distincts), pour lesquels la démonstration
est similaire.
Une variante de la démonstration précédente fournit le résultat partiel suivant
concernant les points K-rationnels de Y0(n), lorsque n est de degré 3.
Proposition 5.12. Soit n un idéal premier de degré 3. Soit φ un module de Drinfeld
sur K de rang 2 possédant une n-isogénie cyclique K-rationnelle. Alors φ a bonne
réduction potentielle en tout idéal premier distinct de n.
Démonstration. On pourra comparer les arguments suivants avec ceux du corollaire
4.3 de [Maz78]. Soit un module de Drinfeld φ sur K de rang 2 possédant une n-isogénie
cyclique K-rationnelle Cn. Par l’interprétation modulaire, il correspond à un point
y dans Y0(n)(K). Notons encore y son prolongement en une section du morphisme
structurel de X0(n)→ Spec(A[1/n]).
Supposons qu’il existe un idéal premier l de A distinct de n en lequel φ n’a pas
bonne réduction potentielle. Par la proposition 1.6, φ a réduction potentiellement stable
de rang 1 donc la spécialisation yl est une pointe de X0(n)Fl . L’involution w permute
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les pointes ∞ et 0 de X0(n) et ∞l et 0l de X0(n)Fl . Quitte à remplacer y par w(y), on
peut donc supposer que y n’est pas une pointe et que
ϕ(y)l = 0l.
La fin de la démonstration est alors similaire à celle du théorème 5.11 dans le cas
d = 1.
Remarque 5.13. Lorsque n est de degré ≤ 3, la courbe Y0(n) a une infinité de points
de degré 2 sur K. En effet :
(i) si n est de degré 1 ou 2, la courbe X0(n) est de genre nul et possède un point
rationnel (la pointe ∞) ;
(ii) si deg n = 3, la courbe X0(n) est hyperelliptique d’après le corollaire 3.8 de
[Gek86b].
Signalons que Schweizer a complété cette étude et obtenu une liste exhaustive des idéaux
n pour lesquels la courbe X0(n) a une infinité de points quadratiques sur Fq(T ) ([Sch01]
th. 5.3). Sa preuve utilise le théorème de Hrushovski (ex-conjecture de Mordell-Lang
pour les variétés abéliennes sur les corps de fonctions).
5.4.2 Torsion de degré 4 des modules de Drinfeld
Soit C une courbe projective lisse sur un corps k. La gonalité de C sur k, notée γC,k,
est le plus petit degré possible d’une application k-rationnelle dominante (c’est-à-dire
non constante) de C dans P1k. Si k′ est une extension de k, on a γC,k ≥ γC,k′ . Les
courbes de gonalité 1 (resp. 2) sont celles de genre 0 (resp. les courbes elliptiques ou
hyperelliptiques).
Proposition 5.14 (Schweizer [Sch03] lemme 2.2). Soit n un idéal premier de A. Soit
K˜ une extension finie purement inséparable de K. La gonalité de la courbe modulaire
de Drinfeld X0(n)K˜ sur K˜ vérifie
γ
X0(n),K˜
≥ q
deg n
(q2 + 1)(q + 1) + 1.
Rappelons que H(C) désigne l’espace de formes automorphes introduit dans la
section 2.1.2.
Théorème 5.15. Soit n un idéal premier vérifiant la propriété : toute forme propre de
H(C) est de rang ≤ 1. Soit L une extension de K, de degré
[L : K] < min
(
deg n, 12
(
qdeg n
(q2 + 1)(q + 1) + 1
))
.
Alors la courbe Y1(n) n’a pas de point L-rationnel.
En particulier, soient n un idéal premier de degré 4 et L une extension de K de
degré ≤ d, où
d =

1 si q = 2, 3 ;
2 si q = 4, 5 ;
3 si q ≥ 7.
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Alors la courbe Y1(n) n’a pas de point L-rationnel. En d’autres termes, il n’existe pas de
module de Drinfeld sur L de rang 2 ayant un point L-rationnel dont l’ordre est premier
de degré 4.
Démonstration. Supposons qu’il existe un entier d < min
(
deg n, 12
(
qdeg n
(q2+1)(q+1) + 1
))
,
une extension L de K de degré d et un point x dans Y1(n)(L). Fixons une place l
de A de degré 1 et procédons comme dans la démonstration du théorème 5.9. Soient
s = [L : K]sep et pe = [L : K]ins (e ≥ 0) les degrés séparables et inséparables de
l’extension L/K et σ1, . . . , σs les s plongements de L dans Kalg fixant K. Le diviseur∑s
i=1 p
eσi(x) de X0(n)Ksep définit un pointK-rationnel y′ de Y0(n)(d), qui s’étend en une
section y′ du morphisme structurel X0(n)(d) → Spec(A[1/n]), et dont la spécialisation
en l vérifie y′l = 0
(d)
l . En posant y = w(y′), on a
yl =∞(d)l .
Considérons le morphisme
g : X0(n)(d)K −→ J0(n)
D 7−→ classe de (D − w(D) + d(0)− d(∞)).
L’image de g est anti-invariante par w, donc contenue dans J0(n)−. Rappelons que
J0(n)− est isogène, sur K, à J0(n)− = Je(n) (proposition 3.24). En particulier, le groupe
J0(n)−(K) est fini, donc g(y) est d’ordre fini dans J0(n)(K). D’après le résultat de
spécialisation (proposition 5.8), g(y) est nul dans J0(n)(K). Le diviseur
y − w(y) + d(0)− d(∞) =
s∑
i=1
pew(σi(x))−
s∑
i=1
peσi(x) + d(0)− d(∞)
est alors principal sur Kalg, donc sur une extension finie purement inséparable K˜ de
K. De plus, il est non nul : en effet, comme x provient d’un module de Drinfeld et
w échange les pointes, on a σi(x) 6= 0 et w(σi(x)) 6=∞ pour tout 1 ≤ i ≤ s. Il existe
donc une fonction K˜-rationnelle de X0(n)K˜ dont c’est le diviseur. Cette fonction définit
un morphisme f : X0(n)K˜ → P1K˜ . Le degré de f étant égal à la somme des indices de
ramification aux points de f−1(0), on en déduit deg f = ∑si=1 pe + d = 2d. On a donc,
par définition de la gonalité et en appliquant la proposition 5.14,
2d ≥ γ
X0(n),K˜
≥ q
deg n
(q2 + 1)(q + 1) + 1,
ce qui contredit l’hypothèse initiale sur d. Donc pour toute extension L de K de degré
[L : K] < min
(
deg n, 12
(
qdeg n
(q2 + 1)(q + 1) + 1
))
,
la courbe Y1(n) n’a pas de point L-rationnel.
Ce résultat s’applique au cas où n est de degré 4, car toute forme propre de H(C) est
alors de rang au plus 1, d’après le corollaire 2.18. En examinant la valeur du majorant,
114
5.4. Application au cas où n est de degré 3 ou 4
on voit que Y1(n) n’a pas de point L-rationnel, pour toute extension de K de degré
≤ d, où
d =

1 si q = 2, 3 ;
2 si q = 4, 5 ;
3 si q ≥ 7.
Remarque 5.16. (i) Supposons n premier de degré 3. Un argument similaire appli-
qué au morphisme
X0(n)K −→ J0(n)
x 7−→ classe de ((x)− (∞))
permet de retrouver Y1(n)(K) = ∅ (en effet, on a alors J0(n) = J0(n)− = Je(n) et
la courbe Y0(n) est hyperelliptique, de gonalité 2).
(ii) Lorsque n est de degré 4, le théorème 5.15 affirme que Y1(n) n’a pas de point
K-rationnel : cela confirme partiellement la conjecture 1.14 de Schweizer.
(iii) Nous n’avons pas eu l’occasion de vérifier si le théorème 5.15 s’applique à des
courbes Y1(n) avec deg n ≥ 5.
Une variante de la démonstration précédente, à la façon de la proposition 5.12,
fournit le résultat partiel suivant concernant les points K-rationnels de Y0(n), lorsque
n est de degré 4.
Proposition 5.17. Soit n un idéal premier de degré 4. Soit φ un module de Drinfeld
sur K de rang 2 possédant une n-isogénie cyclique K-rationnelle. Alors φ a bonne
réduction potentielle en tout idéal premier distinct de n.
5.4.3 Isogénies K-rationnelles en degré ≥ 5
On rappelle que ηl désigne l’élément Tl − (qdeg l + 1) de l’algèbre de Hecke T, pour l
idéal premier non nul de A.
Théorème 5.18. Soit n un idéal premier de degré ≥ 5. Si deg n = 5 (resp. deg n = 6),
on suppose q ≥ 4 (resp. q ≥ 3). Supposons que n vérifie la propriété : toute forme
propre de H(C) est de rang ≤ 1. Alors la courbe Y0(n) n’a pas de point K-rationnel.
Démonstration.
Lemme 5.19. Soient n un idéal premier de degré ≥ 4 et l un idéal maximal distinct
de n. Considérons l’application
X0(n)(K) −→ Div0(X0(n)(K))
x 7−→ ηl((x)− (w(x))).
L’image réciproque du diviseur nul est {0,∞}.
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Démonstration. Soit x ∈ X0(n)(K) vérifiant ηl((x)− (w(x))) = 0. Schweizer a établi la
liste des points CM K-rationnels de X0(n) lorsque deg n ≥ 3 ([Sch03], remarque 6) : ils
ne correspondent qu’à des idéaux n de degré 3. En particulier, x n’est pas un point CM
de X0(n), donc w(x) 6= x. Comme
Tl(x) + (qdeg l + 1)(w(x)) = Tl(w(x)) + (qdeg l + 1)(x) = 0,
on a nécessairement l’égalité de diviseurs Tl(x) = (qdeg l + 1)(x).
D’après l’inégalité de Ramanujan-Petersson pour les formes automorphes de H(C),
les valeurs propres de Tl opérant sur H(C) sont des entiers algébriques de valeur absolue
≤ 2q deg l2 . Les valeurs propres de ηl sont donc non nulles. L’opérateur ηl opérant sur
H(C) est alors inversible dans T⊗Z Q ⊂ EndK(J0(n))⊗Z Q. De ηl(x) = ηl(∞) = 0,
on déduit ηl((x)− (∞)) = 0 donc (x)− (∞) = 0 dans J0(n)(K)⊗Z Q. Ainsi, la classe
du diviseur K-rationnel (x)− (∞) est de torsion dans J0(n)(K).
Rappelons que le sous-groupe J0(n)(K)tors coïncide avec le sous-groupe cuspidal de
J0(n)(K) (théorème 3.7). Ce dernier étant annulé par 1+w, le groupe J0(N)(K)tors est
contenu dans J0(n)−(K). Notons∞+ l’unique pointe de la courbe X0(n)+K = w\X0(n)K .
Considérons le diagramme commutatif
X0(n)K
pi

ϕ // J0(n)
pi∗

X0(n)+K
ϕ+ // J0(n)+,
où pi est la projection, ϕ l’application qui à P associe la classe de (P ) − (∞), pi∗
l’application déduite de pi par fonctorialité d’Albanese, ϕ+ l’application qui à P+
associe la classe de (P+) − (∞+). D’après ce qui précède, le diviseur (pi∗ ◦ ϕ)(x) est
nul dans J0(n)+(K). Par ailleurs, la courbe X0(n)K n’est pas hyperelliptique d’après
Schweizer, car deg n > 3 (([Sch97] th. 20). Donc le genre de X0(n)+K est > 0, et le
morphisme d’Albanese ϕ+ est injectif. D’après le diagramme, on en déduit x+ =∞+,
c’est-à-dire x ∈ {0,∞}.
Supposons que n vérifie les hypothèses du théorème et qu’il existe un point y dans
Y0(n)(K). Soit l une place de degré 1 de K. Considérons les morphismes
f : X0(n)K −→ J0(n)
x 7−→ classe de ((x)− (w(x)))
et
h = ηl ◦ f = (Tl − (q + 1)) ◦ f : X0(n)K → J0(n).
L’image de f est anti-invariante par w, donc contenue dans J0(n)−. Rappelons que
J0(n)− est isogène sur K à J0(n)− = Je(n) d’après la proposition 3.24. En particulier,
le groupe J0(n)−(K) est fini. Le sous-groupe J0(n)(K)tors coïncide avec le sous-groupe
cuspidal de J0(n)(K) (théorème 3.7). Par ailleurs, ηl annule le diviseur (0)− (∞). Donc
h(X0(n)(K)) = {0} et, en particulier, h(y) est nul. Le diviseur
D = Tl(y) + (q + 1)(w(y))− Tl(w(y))− (q + 1)(y)
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est principal sur K, et non nul d’après le lemme 5.19. Il existe donc une fonction
K-rationnelle de X0(n)K dont D est le diviseur. Cette fonction définit un morphisme
X0(n)K → P1K , de degré 2(q + 1). Par définition de la gonalité et en appliquant la
proposition 5.14, on a
2(q + 1) ≥ γX0(n),K ≥ γX0(n),K˜ ≥
qdeg n
(q2 + 1)(q + 1) + 1.
Ceci est impossible si l’une des conditions suivantes est vérifiée :
deg n = 5 et q ≥ 4 ;
deg n = 6 et q ≥ 3 ;
deg n ≥ 7.
Nous n’avons pas eu l’occasion de vérifier si cette proposition s’applique à des
courbes Y0(n) avec deg n ≥ 5.
5.5 Étude du cas général
Soit n un idéal premier de A. On pose S = Spec(A[1/n]) et X = X0(n) sur S. Le
morphisme
ϕ(d) : X(d) −→ J0(n),
qui envoie ∞(d) sur 0, définit une application entre les espaces cotangents
(ϕ(d))∗ : CotJ0(n) −→ Cot∞(d) X(d).
5.5.1 Espace cotangent en 0 à la jacobienne
Rappelons que, d’après la proposition 4.13, on a un isomorphisme canonique
Θ : Cot(J0(n)) ∼−→ S(A[1/n]).
L’énoncé suivant s’en déduit par changement de base (proposition 4.10).
Corollaire 5.20. Soit l un idéal premier de A distinct de n. Alors on a un isomorphisme
canonique
Cot(J0(n)Fl) ∼−→ S(Fl).
5.5.2 Espace cotangent en 0 au quotient raffiné
Jusqu’à la fin de ce texte, sauf mention contraire, nous supposons l’hypothèse (HI),
page 76, vérifiée.
Reprenons les notations de la section 3.6. L’homomorphisme de variétés abéliennes
sur K
pi : J0(n) −→ J ′e(n)
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se prolonge de façon unique, par propriété universelle des modèles de Néron, en un
homomorphisme de schémas sur S
pi : J0(n) −→ J ′e(n).
Notons pi∗ : CotJ ′e(n) → CotJ0(n) le morphisme induit sur les espaces cotangents
en 0. Tout élément t de T est un endomorphisme de J0(n) sur K, qui se prolonge de
façon unique en un endomorphisme de J0(n) noté t. Notons t∗ l’endomorphisme de
CotJ0(n) déduit par passage aux espaces cotangents. Si I est un idéal de T, on notera
CotJ0(n)[I ] le sous-espace de CotJ0(n) annulé par {t∗ | t ∈ I }.
Lemme 5.21. L’image de pi∗ contient CotJ0(n)[I˜e].
Démonstration. Par l’hypothèse (HI), il existe t˜ ∈ I˜e et t̂ ∈ Î vérifiant 1 = t˜+ t̂ dans
T ⊂ EndK(J0(n)). Comme t̂ ∈ Î, on a t̂I = 0 et donc la factorisation
J0(n)
pi

t̂ // J0(n)
J ′e(n)
;;wwwwwwwww
.
Par propriété universelle des modèles de Néron, ce diagramme se prolonge en
J0(n)
pi

t̂ // J0(n).
J ′e(n)
::vvvvvvvvv
On a donc le diagramme commutatif suivant entre espaces cotangents
CotJ0(n) //
t̂∗ ''NN
NNN
NNN
NNN
CotJ ′e(n)
pi∗

CotJ0(n).
En particulier, l’image de pi∗ contient t̂∗(CotJ0(n)[I˜e]). La relation 1 = t˜+ t̂ est encore
valable dans EndS(J0(n)), donc
t̂∗(CotJ0(n)[I˜e]) = (1− t˜)∗(CotJ0(n)[I˜e]) = CotJ0(n)[I˜e].
On a montré que l’image de pi∗ contient CotJ0(n)[I˜e].
L’énoncé qui suit se déduit directement du lemme précédent.
Proposition 5.22. Soit l un idéal maximal de A distinct de n. Si l’application
(CotJ0(n)Fl)[I˜e] −→ CotX(d)Fl
est surjective, alors le morphisme u(d) : X(d)S → J ′e(n) est une immersion formelle en
∞(d)l .
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Remarque 5.23. L’hypothèse minimale dont nous aurons besoin par la suite est en
fait la suivante : il existe un idéal saturé I de T tel que
(i) Ie ⊂ I ⊂ I˜e ;
(ii) Soit JI le modèle de Néron de la variété abélienne quotient J0(n)/IJ0(n). L’image
de l’application CotJI → CotJ0(n) contient CotJ0(n)[I].
Cette hypothèse est plus faible que (HI) et que l’hypothèse (H2) de l’introduction.
5.5.3 Espace cotangent en ∞(d) à X(d)
D’après la proposition 4.3, le complété formel de X le long de la section ∞ est iso-
morphe, via le module de Tate-Drinfeld, au spectre formel de A[1/n][[tq−1]]. En d’autres
termes, X admet la coordonnée formelle locale s = tq−1 en ∞. L’espace cotangent à X
en la section∞ est alors isomorphe, comme A[1/n]-module, à sA[1/n][[s]]/s2A[1/n][[s]] ;
il est de libre de rang 1, de base ds.
Le schéma Xd admet alors les coordonnées formelles locales s1, . . . , sd. Par construc-
tion du produit symétrique, les fonctions symétriques élémentaires :
σ1 = s1 + . . .+ sd, . . . , σd = s1 · · · sd
sont des coordonnées formelles locales deX(d) en∞(d). Donc leA[1/n]-module Cot∞(d) X(d)
est libre de rang d et admet pour base dσ1, . . . , dσd.
5.5.4 Application entre espaces cotangents
On pourra comparer l’énoncé suivant avec la proposition 3.1 de [Kam92b].
Proposition 5.24. Le morphisme (ϕ(d))∗ : CotJ0(n)→ Cot∞(d) X(d) correspond, via
l’isomorphisme Θ de la proposition 4.13, à l’homomorphisme de A[1/n]-modules
S(A[1/n]) −→ A[1/n]d
f 7−→ (−b1(f), b2(f), . . . , , (−1)dbd(f)),
où ∑i≥1 bi(f)t1+i(q−1) est le t-développement de f .
Démonstration. Posons Ω1 = Ω1X/S . On a un isomorphisme canonique
β : H0(X,Ω1) ' H0(X(d),Ω1)
([Mil86] prop. 5.3). Soit v : H0(X(d),Ω1) → Cot∞(d)(X(d)) le morphisme qui, à une
section, associe sa restriction au fibré cotangent de ∞(d) dans X(d). Considérons le
diagramme suivant.
Cot(J0(n))
∼Θ

(ϕ(d))∗// Cot∞(d)(X(d))
∼ // A[1/n]d
S(A[1/n])
∼β

H0(X(d),Ω1)
v
=={{{{{{{{{{{{{{{{{{{{
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Le triangle est commutatif d’après le lemme 2.1 de [Maz78]. Explicitons le morphisme
v ◦ β. Soit f ∈ S(A[1/n]) une forme modulaire, de t-développement ∑i≥1 bit1+i(q−1).
D’après le lemme 4.8, le développement formel de f en ∞ est −∑i≥1 bisi−1ds. L’image
de f dans H0(Xd,Ω1), par le morphisme canonique, est une différentielle régulière
globale, de développement formel
−
d∑
i=1
∑
k≥1
bks
k−1
i dsi
(signalons qu’à partir de cette étape, les calculs menés dans la proposition 3.2 de
[Kam92a] ne sont plus valables en caractéristique non nulle). Posons Uj =
∑d
i=1 s
j
idsi
(j ≥ 0). On a alors
d∑
i=1
∑
k≥1
bks
k−1
i dsi =
∑
k≥1
bkUk−1. (5.2)
L’image de f par v ◦ β s’obtient en prenant l’image de f dans H0(X(d),Ω1) et en
considérant la partie linéaire de son développement.
Lemme 5.25. Soient σ1 = s1 + . . .+ sd, · · · , σd = s1 · · · sd les polynômes symétriques
élémentaires en les indéterminées s1, . . . , sd et Uj =
∑d
i=1 s
j
idsi. Alors on a
(i) pour tout 1 ≤ m ≤ d− 1, σmU0 − σm−1U1 + . . .+ (−1)mUm = dσm+1 ;
(ii) pour tout m ≥ d, (−1)dσdUm−d + . . .− σ1Um−1 + Um = 0.
Ces égalités ont lieu dans le module des différentielles Ω1A[1/n,s1,...,sd]/A[1/n].
Démonstration. (i) C’est le lemme 5.4 de [Mil86].
(ii) Supposons m ≥ d. Les relations de Newton donnent
sdi − σ1sd−1i + . . .+ (−1)dσd = 0 (1 ≤ i ≤ d).
En multipliant cette égalité par sm−di dsi et en sommant sur i (1 ≤ i ≤ d), on
obtient la seconde relation.
En évaluant en l’infini les différentielles du lemme, on a les égalités dans Cot∞(d) X(d) :
(−1)mUm = dσm+1 (1 ≤ m ≤ d− 1)
Um = 0 (m ≥ d).
On substitue dans l’expression (5.2) et on obtient finalement
(v ◦ β)(f) = −
d∑
k=1
(−1)k+1bkdσk ∈ Cot∞(d) X(d).
Si I est un idéal de l’algèbre de Hecke T, on note S(Fl)[I ] le sous-T-module de
S(Fl) annulé par I .
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Théorème 5.26. Supposons que l’application linéaire
S(Fl)[I˜e] −→ Fdl
f 7−→ (b1(f), . . . , bd(f))
est surjective. Alors le morphisme u(d) : X(d) → J ′e(n) est une immersion formelle en
∞(d)l .
Démonstration. Le corollaire 5.20 identifie les espaces vectoriels S(Fl) et Cot(J0(n)Fl).
D’après l’hypothèse de l’énoncé et la proposition 5.24, l’application linéaire
Cot(J0(n)Fl)[I˜e] −→ Cot(X(d)Fl ),
déduite de (ϕ(d))∗ par restriction à Cot(J0(n)Fl)[I˜e], est surjective. D’après la proposi-
tion 5.22, cela suffit à prouver que u(d) est une immersion formelle en ∞(d)l .
Signalons une démonstration alternative du théorème 5.11, qui repose sur le résultat
suivant.
Proposition 5.27. Si n est un idéal premier de degré 3, le morphisme u(q) : X0(n)(q) →
Je(n) est une immersion formelle en ∞(q)l .
Démonstration. Comme deg n = 3, le quotient d’enroulement est J0(n), donc
u(q) = ϕ(q) : X0(n)(q) → J0(n).
Comme deg n = 3, d’après la proposition 4.47, l’application
S(Fl) −→ Fql
f 7−→ (b1(f), . . . , bq(f))
est surjective. Donc u(q) est une immersion formelle en ∞(q)l d’après la proposition 5.24,
ce qui achève la démonstration.
Signalons qu’il est possible de déduire cet énoncé du théorème 5.26 précédent.
Comme deg n = 3, l’idéal Ie est nul. Démontrons deI˜e ⊂ pT. Soit t ∈ I˜e. Le symbole
modulaire dete appartient à pM0. Comme deg n = 3, d’après le théorème 2.64, il
existe θ ∈ IE vérifiant dete = pθe. L’endomorphisme det − pθ de M0, qui annule e,
est nul. L’algèbre de Hecke agissant fidèlement sur M0, on a det = pθ dans T. Donc
det ∈ pIE ⊂ pT et l’assertion deI˜e ⊂ pT est démontrée. Comme la caractéristique p de
Fl est première à de, on en déduit
S(Fl)[I˜e] = S(Fl)[deI˜e] ⊃ S(Fl)[pT] = S(Fl)
donc S(Fl)[I˜e] = S(Fl). Le théorème 5.26 assure alors que u(q) est une immersion
formelle.
Deuxième démonstration du théorème 5.11. Soient n un idéal premier de degré 3 et l
un idéal premier de A de degré 1. Appliquons la méthode de Mazur (théorème 5.9).
D’abord, comme deg n = 3, on a Je(n) = J0(n) et cette variété abélienne n’a qu’un
nombre fini de points rationnels d’après le théorème 3.11. Ensuite, la proposition 5.27
assure que le morphisme u(2) : X0(n)(2) → Je(n) = J0(n) est une immersion formelle
en ∞(2)l (c’est vrai a fortiori pour u(q)). D’après le théorème 5.9, la courbe Y1(n) n’a
pas de point L-rationnel pour toute extension L de K de degré 2.
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5.5.5 Critère de Kamienny pour le quotient raffiné
Soit l un idéal premier maximal de A distinct de n.
Proposition 5.28. Supposons les deux conditions suivantes vérifiées :
(i) L’homomorphisme de Fl-espaces vectoriels
T⊗Z Fl −→ Hom(S(Fl),Fl)
t 7−→ (f 7→ b1(tf))
est un isomorphisme ;
(ii) Soient t1, . . . , td des éléments de T⊗Z Fl vérifiant bi = b1 ◦ ti (1 ≤ i ≤ d). Leurs
images dans T/I˜e ⊗Z Fl sont Fl-linéairement indépendantes.
Alors le morphisme u(d) : X(d) → J ′e(n) est une immersion formelle en ∞(d)l .
De plus, la condition (i) est vérifiée lorsque deg n = 3. La condition (ii) est vérifiée
dans les situations suivantes : (1 ≤ d ≤ q,deg n ≥ 5) et (d = 1,deg n ≥ 3).
La première condition de l’énoncé n’est autre que l’hypothèse (HFl), étudiée au
chapitre 4.
Démonstration. Considérons le diagramme commutatif suivant, dans lequel les lignes
sont des suites exactes de Fl-espaces vectoriels :
0 // S(Fl)[I˜e] //
a

S(Fl) //
∼b

S(Fl)/S(Fl)[I˜e] //
c

0
0 // Hom(T/I˜e ⊗Z Fl,Fl) // Hom(T⊗Z Fl,Fl) // Hom(I˜e ⊗Z Fl,Fl) // 0.
L’application b est un isomorphisme d’après l’hypothèse (i). Une chasse au diagramme
montre que a est injectif et Ker(c) = Coker(a). Démontrons que c est injectif. Soit
f ∈ S(Fl) vérifiant
b1(tf) = 0 (t ∈ I˜e ⊗Z Fl).
Soit s ∈ I˜e. Prouvons sf = 0. Comme b est surjectif, il existe tj ∈ T ⊗Z Fl vérifiant
l’identité de formes linéaires bj = b1 ◦ tj sur S(Fl) pour tout j ≥ 1. On a alors
bj(sf) = b1(tjsf) = 0 (j ≥ 1),
car tjs ∈ I˜e ⊗Z Fl. Par le principe du t-développement (proposition 4.9), la forme
modulaire sf est donc nulle. On a montré que a est un isomorphisme. Donc le morphisme
dual
T/I˜e ⊗Z Fl −→ Hom(M(Fl)[I˜e],Fl) (5.3)
est un isomorphisme.
D’après le théorème 5.26, u(d) est une immersion formelle en ∞(d)l si les restrictions
de b1, . . . , bd à M(Fl)[I˜e] sont Fl-linéairement indépendantes. Par l’isomorphisme (5.3),
cette indépendance linéaire résulte de l’indépendance linéaire des images de t1, . . . , td
dans T/I˜e ⊗Z Fl, qui est vérifiée d’après (ii). Cela démontre la première affirmation.
Si deg n = 3, la condition (i) est vérifiée d’après le théorème 4.51.
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Supposons d = 1 et deg n ≥ 3. L’hypothèse (ii) revient à dire que t1 = T1 est non
nul dans T/I˜e ⊗Z Fl. Par restriction des scalaires, il suffit de montrer que T1 est non
nul dans le Fp-espace vectoriel T/I˜e. Or, d’après le théorème 2.60, comme deg n ≥ 3, e˜
est non nul dans Te˜ donc T1 6= 0 dans T/I˜e.
Supposons deg n ≥ 5 et montrons que (ii) est vérifiée pour d = q. Les éléments
θ1, . . . , θq ∈ T ⊗Z A du théorème 4.34 vérifient bi = b1 ◦ θi (1 ≤ i ≤ q) dans
Hom(S(A[1/n]), A[1/n]). Par extension des scalaires, l’égalité est encore vérifiée dans
Hom(S(Fl),Fl). Soient t1, . . . , tq les images de θ1, . . . , θq dans T ⊗Z Fl. Il s’agit de
démontrer que les images de t1, . . . , tq dans T/I˜e ⊗Z Fl sont Fl-linéairement indépen-
dantes. D’après le lemme 4.35, cela revient à montrer que les images de TP1 , . . . , TPq dans
T/I˜e⊗Z Fl sont Fl-linéairement indépendantes. Par restriction des scalaires, il suffit de
montrer que les images de TP1 , . . . , TPq dans T/I˜e sont Fp-linéairement indépendantes.
Appliquons le théorème 2.60 : comme deg n ≥ 5, les symboles modulaires TP1 e˜, . . . , TPq e˜
sont Fp-linéairement indépendants dans Te˜. L’affirmation est donc démontrée.
Remarque 5.29. Supposons qu’il existe un ensemble de polynômes E = {Q1, . . . , Qd}
de A de degrés r fixé et une matrice M ∈ GL(d,Fl) tels qu’on ait l’égalité de vecteurs
dans (T⊗Z Fl)d  t1...
td
 = M
 TQ1...
TQd
 .
Alors, d’après le théorème 2.60, l’hypothèse (ii) est vérifiée si d > q et deg n ≥ 2r + 3.
Théorème 5.30. Supposons qu’il existe un idéal premier l de degré 1 tel que l’homo-
morphisme de Fl-espaces vectoriels
T⊗Z Fl −→ Hom(S(Fl),Fl)
t 7−→ (f 7→ b1(tf))
est un isomorphisme. Alors :
(i) la courbe Y1(n) n’a pas de point défini sur une extension de K de degré ≤ q
lorsque deg n ≥ max(q + 1, 5) ; en particulier, la conjecture 1.16 est vraie pour
d ≤ q ;
(ii) la courbe Y1(n) n’a pas de point K-rationnel lorsque deg n ≥ 3.
Démonstration. Appliquons le théorème 5.9 à l’idéal premier l. Le quotient J ′e(n) n’a
qu’un nombre fini de points K-rationnels d’après la proposition 3.28.
Si deg n ≥ max(q + 1, 5) (resp. ≥ 3), le morphisme u(q) (resp. u) est une immersion
formelle en ∞(d)l (resp. ∞l) d’après la proposition 5.28. Donc Y1(n) n’a pas de point
défini sur une extension de K de degré ≤ q (resp. 1).
Remarque 5.31. Lorsque n est de degré 3, le théorème 5.30 est inconditionnel. Ce-
pendant, il apporte un résultat sur les points K-rationnels, plus faible que celui obtenu
précédemment par le théorème 5.11.
Signalons une variante de cet énoncé sur les points de X0(n), qui est une généralisa-
tion de la proposition 5.12.
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Proposition 5.32. Supposons que l’homomorphisme de Fl-espaces vectoriels
T⊗Z Fl −→ Hom(S(Fl),Fl)
t 7−→ (f 7→ b1(tf))
est un isomorphisme. Alors tout module de Drinfeld sur K de rang 2 possédant une
n-isogénie cyclique K-rationnelle a bonne réduction potentielle en l.
Démonstration. Reprenons la démonstration de la proposition 5.12 et ses notations. On
obtient un point y ∈ X0(n)(A[1/n]) qui n’est pas une pointe et dont la spécialisation
vérifie
u(y)l = 0l.
Comme deg n ≥ 3, d’après la proposition 5.28, le morphisme X0(n)→ J ′e(n) est une
immersion formelle en ∞l. On conclut comme dans la démonstration du théorème
5.9.
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