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Abstract—The aim of the present work is to estimate the rate and luminosity functions of short, intermedi-
ate and long gamma-ray bursts (GRBs) by ﬁtting their intensity distributions with parameterized explosion
rates and luminosity functions. The results show that the parameters of the rate and luminosity function for
long GRBs can be calculated with an accuracy of 10−30%. However, some parameters of intermediate and
short GRBs have large uncertainties. An important conclusion is that there was initially a large outburst
in the frequency of long GRBs, and consequently a large outburst in the star-formation rate, if they come
from collapsars. Finally, a simulated intensity distribution has been constructed to test the ability of the
method to recover the simulated parameters.
DOI: 10.1134/S1063772911100039
1. INTRODUCTION
The existence of two diﬀerent classes of GRBs
has been known since 1993 [1]. The bimodal dis-
tribution of the logarithm of the durations deﬁnes
the separation between long (T90 > 2 s) and short
(T90 < 2 s) GRBs. It was also known that short
GRBs have harder spectra than long GRBs. This
is the classical separation between short/hard and
long/soft GRBs. Horva´th [2] made the ﬁrst step
towards a three-class classiﬁcation of GRBs by ﬁt-
ting the duration distribution with three Gaussians.
However, these ﬁrst classiﬁcations were unable to
assign individual bursts to deﬁnite classes: they only
deﬁned limiting durations, while the short and long
GRB durations overlapped. This limitation was over-
come by Balastegui et al. [3], who used a neural-
network algorithm to classify GRBs into two and
three diﬀerent classes. The two-class classiﬁcation
corresponds to the classical short-hard (referred as
2-I) versus long/soft (referred as 2-II) division, but
with the addition that it is able to distinguish between
short and long GRBs within the overlapping region;
i.e., there are short GRBs with durations up to 100 s
and long GRBs with durations below 2 s. The three-
class classiﬁcation (classes 3-I, 3-II, and 3-III with
increasing mean duration) introduces intermediate
GRBs. The diﬀerence between class 3-II and 3-III is
that class 3-II represents a closer population of GRBs
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than class 3-III, and the latter shows signs of lu-
minosity evolution. Each of these phenomenological
classes may correspond to a physical class of GRBs,
as in the recent classiﬁcations of Zhang et al. [4] and
Bloom et al. [5].
The existence of three diﬀerent classes of GRBs
has also been supported by other studies [6, 7], and
recently even within the Swift catalog [8].
In the current study, the intensity distribution
was used to ﬁnd both the GRB rate and luminosity
function, which are characterized by 10 parameters.
These parameters were found for all GRBs from
the BATSE catalog, for the classes proposed by
Balastegui et al. [3]. The BATSE GRB catalog is
currently the single largest and most homogeneous
catalog of GRBs.
The intensity distribution of GRBs has been
widely used for several purposes, which mainly in-
volve measurement of GRB explosion rates, GRB
redshift distributions, star-formation rates, and GRB
luminosities and luminosity functions [9–14].
A common way to study the GRB intensity dis-
tribution is through the logN−logP distribution. The
logN−logP distribution is a plot showing the number
of GRBs, N , with peak ﬂuxes greater than P ; that is,
a cumulative distribution of the peak ﬂuxes shown on
a logarithmic scale. The shape of this distribution can
reveal important properties of the spatial distribution
of the GRBs. However, P is not the only quantity
useful as an intensity indicator. The ﬂuence, S, has
also been used by some authors [15], who argue that
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the peak ﬂux for transient phenomena is not well
established and depends on the observed time scale.
We would need an instantaneous measure of the ﬂux
in order to obtain the real peak ﬂux. Otherwise, if
the instrument integrates for a time longer than the
typical variation time scale of the phenomenon, this
will cause a reduction of the measured peak ﬂux and
subsequently an instrumental bias. Another argu-
ment in favour of using S rather than P is that it is
more likely that the total received energy will act like a
standard candle, due to the wide diversity of temporal
proﬁles and durations of GRBs. Here, we use the peak
ﬂux to construct the intensity distribution, since P is
the best indicator, as was shown by Paczyn´ski and
Long [16]. The arguments in favour of using P are
mainly instrumental. BATSE triggered a detection
whenever a detector recorded an excess of the photon
count rate over the background. Since the photon’s
energy does not matter for triggering the instrument,
it is not useful for drawing inferences about the spatial
distribution of the sources. In addition, it is virtually
impossible to determine the eﬃciency of detecting
bursts as a function of ﬂuence, making it easier to
combine peak-ﬂux measurements made with diﬀerent
instruments than measurements of the ﬂuence.
The structure of the paper is as follows. In Sec-
tion 2, the theoretical intensity distribution of the
GRBs is introduced, with all the parameters involved
in the calculations, as well as the ﬁtting method.
Section 3 presents and discusses the results. Finally,
a set of simulations is used to test the validity of
the method, and the conclusions are summarized in
Section 4.
2. METHOD
In this section, we ﬁrst describe the theory and
equations that govern the logN−logP distribution.
Further, we consider each individual parameter that
goes into the equation for the logN−logP distribu-
tion, and introduce the parameterization of the GRB
rate and luminosity function. We then show how
to construct the observed logN−logP distributions.
Finally, we present the ﬁtting method.
2.1. GRB Intensity Distribution
The diﬀerential logN−logP distribution can be
calculated from the relation
N(P1 ≤ P < P2) = c
H0
zmax∫
0
RGRB(z)
1 + z
(1)
× D
2(z)√
ΩM(1 + z)3 + ΩK(1 + z)2 + ΩΛ
dz
×
L(P2,z)∫
L(P1,z)
φ(L)dL,
where c is the speed of light, H0 = 72 km s−1 Mpc−1
is the Hubble constant, zmax is the maximum red-
shift at which the GRBs are produced, RGRB(z) is
the comoving GRB rate, D(z) is the comoving dis-
tance [17], φ(L) is the GRB luminosity function, and
the cosmological parameters are set to the concor-
dance model values: ΩM = 0.3, ΩΛ = 0.7, and ΩK =
0.
Following (1), the number of GRBs with peak
ﬂuxes between P1 and P2 is calculated by integrating
the number density of GRBs per comoving volume,
RGRB(z) (in units of yr−1Mpc−3) multiplied by the
comoving volume element, from z = 0 to z = zmax,
and accounting only for those GRBs that, according
to the luminosity function, will be detected with peak
ﬂuxes between P1 and P2 at a distance z.
2.2. The Explosion Rate
The comoving explosion rate, RGRB, is a measure
of the number of events per unit comoving volume
and time, provides a census of the number of objects
formed at a given redshift, and can help to discern
among diﬀerent kinds of progenitors.
The main model for the central engine of a long
GRB involves the collapse of a massive star to a
black hole (BH) [18]. Since the evolution of these
massive stars is very fast from their formation to their
explosion as supernovae, the rate of GRBs should
closely follow the history of the star-formation rate
(SFR) [19]. It follows that by inferring the rate of long
GRBs, we can empirically estimate the SFR at very
high redshifts (even z ≥ 10), since the Universe is
almost transparent to γ-rays and X-rays, while there
is signiﬁcant absorption in the UV.
On the other hand, neutron star–neutron star and
BH–NS mergers are expected to occur at mean red-
shifts between 20 and 50% of those of collapsars [20],
due to their long evolution times from their formation
to the merger. These kinds of progenitors show explo-
sion rates that are delayed with respect to the SFR.
The GRB rate can be obtained with empirical
calibration of the luminosity, such as the luminosity–
variability correlation [21], or the Ep–luminosity
relation [22, 23]. Lloyd-Ronning et al. [24] used
220 GRB redshifts and luminosities derived from the
luminosity–variability correlation to ﬁnd the comov-
ing density of GRB (2). Yonetoku et al. [25] used the
Ep–luminosity relation to estimate the luminosities
and redshifts of 684 GRBs, deriving the GRB rate
shown in (3). Both groups estimate the GRB rate
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to z ≈ 10. Note that the GRB rates and luminosity
functions obtained in [24, 25] refer only to long GRBs
R
[24]
GRB(z) ∝
⎧⎨
⎩
(1 + z)3, z < 2
(1 + z), z ≥ 2, (2)
R
[25]
GRB(z) ∝
⎧⎨
⎩
(1 + z)5.5, z < 1
(1 + z), z ≥ 1. (3)
Based on these results, the GRB rate is modeled
as a cubic power law of (1 + z) (4). There are ﬁve free
parameters: two break points (z1 and z2), and three
exponents (e1, e2, and e3). In this way, any of the
GRB rates obtained with the previous techniques is
covered: a ﬁrst break, z1, around z ≈ 2, and a second
break, z2, where the GRB rate begins to decrease, at
around z ≈ 10. This decrease was not observed by
[24, 25], but occurs in simulations [26] and measure-
ments of the star-formation history [27]. These break
points are joined with power laws of (1 + z), like (2)
and (3)
RGRB(z) ∝
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(1 + z)e1 , z < z1
(1 + z)e2 , z1 ≤ z ≤ z2
(1 + z)e3 , z > z2.
(4)
One last parameter can also be thought of as a
parameter of the GRB rate, zmax. The ﬁrst integral of
(1) has as its upper limit zmax. This is true because
Eq. (4) only becomes zero at z =∞. Realistically,
there exists a maximum redshift at which GRBs are
produced, and this is controlled by the parameter
zmax. Moreover, from a numerical point of view, it
is not eﬃcient to integrate to z =∞, since you will
not detect any GRBs starting from a certain z, due
to their low peak ﬂuxes; numerically, the integral
over the luminosity in (4) will be zero. Lamb and
Reichart [28] suggest that GRBs can be produced out
to at least zmax ≈ 15−20.
2.3. Luminosity Function
A luminosity function is a measure of the number
of objects per unit luminosity. We deﬁne the luminos-
ity of a GRB as:
L ≡
2000∫
20
ES(E)dE, (5)
where the limits have been chosen to reﬂect the sensi-
tivity of BATSE. S(E) is the spectrum of a GRB, best
modeled by the functional form empirically proposed
by Band et al. [29]:
S(E)
= A
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
E
100 keV
)α
exp
[
E(β−α)
Ebreak
]
E < Ebreak(
Ebreak
100 keV
)α−β
exp(α− β)
(
E
100 keV
)β
E ≥ Ebreak.
(6)
S(E) is in units of photons cm−2 s−1 keV−1. The
Band spectrum is an asymptotic, double, smoothly
joined, broken power law, with A as a normalising
factor. α is the low-energy asymptotic exponent,
and β the high-energy asymptotic exponent. Ebreak
is the equivalent of the energy break in a double
broken power law. Preece et al. [30] found mean
values of α = −1 and β = −2.25 from a sample of
156 BATSE GRB spectra. The distribution of Ebreak
is centred around 250 keV. Since we need the value
of Ebreak in the rest frame, and the typical redshift
of a BATSE GRB is around z = 1, we will adopt
the value Ebreak = 511 keV. This value has often been
chosen as a standard value in papers involving ﬁts of
the logN−logP distribution, such as [31].
As the number of GRBs with measured redshifts is
constantly increasing, it has been possible to estimate
directly their rate and and luminosity function. Very
early on, the observed ﬂuxes from GRBs with reli-
able redshifts ruled out the classical standard candle
hypothesis [32]. That is, not all GRBs have the
same luminosity. More recently, Daigne et al. [33]
and Butler et al. [34] have measured GRB rates and
luminosity functions with HETE2 and Swift data,
respectively. Luminosity calibrations can also be
used to derive the luminosity function, such as the
variability–luminosity (see Subsection 2.2), spec-
tral lag–luminosity [35, 36], and spectral hardness–
luminosity [37] correlations.
All these methods use broken power laws for the
luminosity function, spanning two to three orders of
magnitude (7). Based on the most recent of these
works [25], we have adopted a model luminosity func-
tion having the form of a broken power law spanning
2.5 orders of magnitude, from L = L0/10 to L = 50×
L0, where L0 is the break point:
φ(L) = C
⎧⎨
⎩
(
L
L0
)κ
, 0.1L0 ≤ L < L0(
L
L0
)γ
, L0 ≤ L ≤ 50L0.
(7)
Lloyd-Ronning et al. [24] found κ = −1.5 and
γ = −3.3, while Yonetoku et al. [25] found κ = −1.3
and γ = −2.2. However, these two groups include a
particular feature in their luminosity function, namely,
luminosity evolution.
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2.4. Luminosity Evolution
Many astrophysical objects, such as galaxies [38]
and quasars [39], have luminosity functions that de-
pend on the redshift. GRBs also display luminosity
evolution [14, 40].
The diﬀerence between the Universe at high red-
shift and at the current epoch is that the metallicity
was lower. Over generations, stars have been enrich-
ing the Universe in metals as they eject processed
elements at the end of their lives. As a result, the
metallicity of the Universe decreases as the redshift
increases. Metallicity has two important eﬀects on
the evolution of stars. First, low metallicity enables
the production of very massive stars, so that more
massive stars were formed at higher redshifts than
now; that is, the initial mass function (IMF) was
shifted towards higher masses [41]. Second, lower
metallicities also imply weaker stellar winds, so that,
in addition to having more massive stars at high
redshifts, those stars lose much less mass before they
collapse, increasing the overall energy budget for the
GRB progenitors.
These eﬀects suggest that GRBs could be brighter
at higher redshifts, implying that GRBs were brighter
in the past. However, the correlation between lumi-
nosity and redshift does not need to be related only
to the progenitor mass, and could also be due to
evolution of the ejection angle [42].
Balastegui et al. [3] had already suggested the
existence of a luminosity-evolution eﬀect in GRB
classes 2-II and 3-III. That evolution was ﬁrst quan-
tiﬁed by [24] assuming a general redshift-dependent
luminosity function, φ
(
L
λ(Z)
)
, where Z = 1 + z and
λ(Z) ∝ (1 + z)η.
The luminosity function, φ, depends on the red-
shift through λ(Z) [see (8)], which they ﬁnd to be
λ(Z) ∝ (1 + z)1.4±0.2. Yonetoku et al. [25] ﬁnd a
slightly higher value for the evolution, λ(Z) ∝ (1 +
z)1.85±0.08.
φ
(
L
λ(Z)
)
= C
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
L
L0λ(Z)
)κ
,
0.1L0λ(Z) ≤ L < L0λ(Z)(
L
L0λ(Z)
)γ
,
L0λ(Z) ≤ L ≤ 50L0λ(Z),
(8)
With a positive evolution exponent, η, the lu-
minosity function moves as a whole towards higher
luminosities as the redshift increases. Taking into
account the eﬀects of luminosity evolution, the diﬀer-
ential intensity distribution can be calculated from the
relation
N(P1 ≤ P < P2) = c
H0
zmax∫
0
RGRB(z)
1 + z
× D
2(z)√
ΩM (1 + z)3 + ΩK(1 + z)2 + ΩΛ
1
(1 + z)η
dz
(9)
×
L(P2,z)∫
L(P1,z)
φ
(
L
(1 + z)η
)
dL.
2.5. Peak Flux
In the integral of the luminosity in (1), we need to
know the luminosity as a function of the peak ﬂux, P ,
and the redshift, z, to establish the limits of the inte-
gral. The photon ﬂux (in photons cm−2 s−1) observed
at Earth in the energy band covered by BATSE chan-
nels 2 and 3 (50−300 keV) from a source radiating
isotropically at a redshift z is
P (z) =
∫ (1+z)300
(1+z)50 S(E)dE
4πD2(z)(1 + z)
. (10)
Multiplying (10) by the luminosity and dividing it
by the deﬁnition of the luminosity (5), we obtains the
peak ﬂux as a function of redshift and luminosity:
P (L, z) =
∫ (1+z)300
(1+z)50 S(E)dE
4πD2(z)(1 + z)
(11)
× L∫ 2000
20 ES(E)dE
.
Isolating the luminosity in (11), we obtain the
function L(P, z), needed to calculate the limits of the
luminosity integral in (1).
L(P, z) =
4πD2(z)(1 + z)P
∫ 2000
20 ES(E)dE∫ (1+z)300
(1+z)50 S(E)dE
. (12)
In this equation, the spectrum normalization fac-
tor A vanishes, making it unnecessary to calculate
the luminosity.
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Fig. 1. Observed intensity distributions for the classical classiﬁcation of GRBs (2-I: short GRBs, 2-II: long GRBs). The error
bars are ±√N .
2.6. Observational Intensity Distribution
To construct the observational intensity distribu-
tion of the GRBs, we must allow for the number
of GRBs in bins of peak ﬂux for each GRB class.
Here, we used the ﬁnal BATSE catalog with equal bin
widths in logarithmic space and 20 bins per decade.
The number of GRBs per bin must be corrected
for the BATSE detection eﬃciency. The number of
bursts per bin is actually the number of bursts per
bin detected over the entire BATSE lifetime. Since
the time interval between two bursts is a random
variable, the number of bursts within a peak-ﬂux
interval should follow a Poisson distribution, which
is characterized by having an error in the number
of counts equal to the square root of the number of
counts. As a result, we took the uncertainties in
the number of GRBs per peak-ﬂux bin to be ±√N .
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Table 1. χ2 values of the best ﬁts∗
GRB
class
χ2 Bins dof χˆ2 =
χ2
dof
p
2-I 22.4 29 18 1.24 0.21
2-II 37.6 41 30 1.25 0.16
3-I 24.8 26 15 1.65 0.05
3-II 22.0 28 17 1.29 0.18
3-III 30.6 41 30 1.02 0.44
∗ Ten parameters were ﬁtted simultaneously. The number of degrees of freedom (dof) is then equal to the number of bins minus 10 (the
number of parameters) minus 1 (the normalization of the total number of GRBs observed).
Table 2. Best parameters for the GRB rate and luminosity function for each class of GRBs. The symbol † indicates that
a parameter is degenerate
Parameter 2-I 2-II 3-I 3-II 3-III
No. of GRBs 685 914 531 341 727
z1 1.0† 2.7+1.3−0.9 3.2
+8.4
† 2.9
+2.0
−1.5 5.0
+1.0
−1.0
z2 15.0
†
−11.2 9.6
+4.2
−3.7 15.0
† 5.5+2.8−1.3 8.0
+2.1
−2.8
e1 4.4† 7.9† 2.8+7.2−6.4 7.4
+5.9
−3.8 1.3
+0.3
−0.5
e2 2.1+2.1−1.4 2.1
+1.5
−1.3 2.2
+8.4
−4.8 2.9
+2.5
−2.4 2.9
+1.5
−0.4
e3 −0.8† 0.1+1.0−1.4 1.3† −2.3† 0.7+0.2−0.5
zmax 18.7† 30.0+26.7−6.3 16.0
+5.0
−8.0 27.9
† 29.9+17.1−6.8
L0, erg/s 1.0+0.7−0.7× 1051 8.2+5.7−3.2× 1052 1.0+3.6−0.5× 1052 2.0+1.1−1.9× 1053 1.6+2.6−0.4× 1051
κ −5.0+3.8−8.7 −2.0+2.9−2.0 −5.0+1.5−3.5 −3.6+3.7−1.5 −4.5†
γ −1.0+1.7−1.0 −1.8+1.9−2.2 −0.8+3.2−1.3 −0.3+0.3−† 1.2+1.3−0.3
η 1.5+0.9−1.1 1.4
+0.3
−1.2 1.5
+0.4
−1.1 0.3
+1.2
−1.4 1.2
+0.1
−0.3
Figure 1 shows plots of the intensity distributions for
short and long GRBs.
2.7. Fitting the Intensity Distribution
Our objective is to ﬁnd the best values for the 10
free parameters of the intensity distribution. This is
achieved by minimizing the χ2 parameter
χ2 =
nbins∑
i
(
Ni − ni
σi
)2
, (13)
where Ni stands for the observed number of GRBs,
ni for the theoretical number of GRBs, and σi for the
uncertainty in the observed number of GRBs, which
is
√
Ni.
Finding a local minimum is a trivial problem for
numerical techniques, but ﬁnding the global mini-
mum is quite diﬃcult, and sometimes even impossi-
ble. To be sure that a minimum is the global mini-
mum, we would need to explore the entire available
space. Since this is virtually impossible, the solu-
tion we adopted is to locate 100 minima following
Powell’s method for minimization in multiple dimen-
sions [43], choosing random starting points within
the following intervals: 1 ≤ z1 ≤ 4 , 4 ≤ z2 ≤ 15,
1 ≤ e1 ≤ 8, −5 ≤ e2 ≤ 5, −10 ≤ e3 ≤ 5, 5 ≤ zmax ≤
30, 1051 ≤ L0 ≤ 5× 1053 erg s−1,−5 ≤ κ ≤ 5,−5 ≤
γ ≤ 5, 0 ≤ η ≤ 5. The lowest of these minima is
taken to be the global minimum.
Assuming the errors are Gaussian, the conﬁdence
intervals for each parameter are calculated as follows.
If we perturb the parameters away from their values
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at χ2min, then χ
2 increases. The region within which
χ2 increases by no more than a speciﬁed amount,
Δχ2, deﬁnes some n-dimensional conﬁdence region
around the parameter values at χ2min. The 1σ con-
ﬁdence interval for an individual parameter is char-
acterized by having a Δχ2 = 1 with respect to χ2min.
Therefore, to compute the conﬁdence interval for an
individual parameter, say p1, its value is perturbed
around the minimum, and then χ2 is minimized with
respect to the rest of the parameters. The function
χ2(p1) is then modeled as a polynomial, deﬁning the
limits of the 1σ conﬁdence interval as those points in
the polynomial with values equal to χ2min + 1.
3. RESULTS
Table 1 summarises the values of χ2 for the best ﬁts
for each GRB class. The reduced χ2, χˆ2, is the value
of χ2 divided by the number of degrees of freedom.
The quantity p is the probability of obtaining a larger
value for χ2, that is, a worst χ2. A typical value for
p below which one can reject the hypothesis that the
theoretical intensity distribution is representative of
the observed distribution is 0.05. Since all p values
obtained for any of the GRB classes are greater than
0.05, we can accept the hypothesis that they are con-
stituted by a cosmological population characterized
by the set of parameters shown in Table 2, although
class 3-I is at the lower limit.
Table 2 shows the set of parameters that minimizes
χ2 for each class of GRB. The uncertainties in each
parameter, calculated as described above, are also
included. The symbol † indicates that a parame-
ter is absolutely degenerate, meaning that it cannot
be measured because its uncertainty is greater than
twice the size of the region originally explored by
the minimization algorithm. This has two possible
origins:
—The combined variation of the intensity distri-
bution as a function of the remaining parameters
mimics the variation of the intensity distribution due
to the degenerate parameter.
—The variation of the parameter itself does not
produce any signiﬁcant variation of the intensity dis-
tribution.
Although a value is given for a degenerate param-
eter, with that value being the one obtained from the
minimization algorithm, it actually has no meaning,
ﬀ
Fig. 2. Best ﬁts of the intensity distributions for the three-
class classiﬁcation of GRBs. The circles with error bars
correspond to the observed diﬀerential intensity distribu-
tion.
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Fig. 3. Variation of the GRB intensity distribution for class 3-III GRBs as a function of κ.
since any other value would give the same χ2, with
values for the other parameters that are diﬀerent but
always within their uncertainty intervals.
A quick look at Table 2 reveals that almost noth-
ing can be said about the rates of class 2-I and 3-
I GRBs, since most of their parameters are degen-
erate. In general, classes 2-II and 3-III appear to
be most suitable for measuring the GRB parameters
considered here. Of course, this was expected, since
these classes are signiﬁcantly more numerous than
the others. Moreover, their diﬀerential intensity dis-
tribution carries more information, since it covers a
wider range of peak ﬂuxes. In addition, the shape of
the distribution is more complex, with various turns
whose positions and angles change as the parameters
vary.
As an example of the ﬁts, Fig. 2 shows the best ﬁts
of the diﬀerential intensity distributions for the three-
class GRB classiﬁcation.
As is shown in Table 2, the parameters of the
explosion rate for class 2-I GRBs are degenerate.
As a result, the diﬀerential intensity distribution for
classical short GRBs is not sensitive to the explosion
rate, at least for the number of GRBs observed thus
far. On the contrary, the rate of class 2-II GRBs
is one of the best determined parameters, together
with the rate for class 3-III GRBs. Although e1
is degenerate, the GRB rate increases out to z2 ∼
10, after which it remains almost constant until at
least zmax ∼ 25, although this parameter has a large
uncertainty. The origin of the degeneracy of e1 is that
the fraction of class 2-II GRBs below z1 is low, so
that the shape of the GRB rate below z1 does not
aﬀect the overall shape of the diﬀerential intensity
distribution. The degeneracy in e1 does not aﬀect
the determination of e2 and e3, since the population
of class 2-II GRBs above z1 is large enough so that
changes in e2 and e3 signiﬁcantly aﬀect the shape of
the diﬀerential intensity distribution.
In the three-class classiﬁcation, the rate for short
GRBs, class 3-I, is very inaccurately determined. For
class 3-II, e1 and e3 are degenerate, although e2
and the break points, z1 and z2, are not so poorly
determined. The GRB rate for class 3-III GRBs is
measured with good accuracy except for the value
of zmax, which has a large uncertainty, mostly in its
upper limit, as in the case of class 2-II. On the other
hand, the parameter κ of the luminosity function for
class 3-III GRBs is degenerate. The variation of
the intensity distribution with κ is quite small for
class 3-III GRBs, to the extent that the diﬀerence
is insigniﬁcant if κ increases (see Fig. 3). As a
consequence, κ cannot be determined accurately by
ﬁtting the intensity distribution and appears in Table 2
as a degenerate parameter.
Most of the GRB classes presented here have rates
that increase out to high redshifts, in contrast to the
SFRs proposed by Madau and Pozzetti [44] and Stei-
del et al. [45], which decay or keep constant starting
from z ≈ 1.5. The GRB rates derived here are like the
SFRs proposed by Blain et al. [46], but they have a
second break at very high redshifts, beyond which the
rate remains almost constant. In comparison to the
GRB rates derived in [24, 25], we ﬁnd here for long
GRBs (classes 2-II and 3-III):
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1. Higher values of z1. For class 2-II, z1 = 2.7,
in contrast to z1 = 2 in [24] and z1 = 1 in [25]. For
class 3-III, z1 = 5.0, in contrast to z1 = 2 in [24] and
z1 = 1 in [25].
2. e1 with large uncertainty for class 2-II (e1 =
7.9). The value for class 3-III GRBs is lower, e1 =
1.3, in contrast to e1 = 3 in [24] and e1 = 5.5 in [25].
3. For class 2-II, e2 = 2.1+1.5−1.3, comparable to e2 =
1 for both [24] and [25]. For class 3-III, e2 = 2.9+1.5−0.4,
in contrast to e2 = 1 for both [24, 25].
The results presented here extend beyond the
maximum redshift of [25, 24], showing how the GRB
rate ﬂattens until a redshift of at least z ∼ 25, then
decays very rapidly.
Firmani et al. [47] tried to constrain the GRB rate
and luminosity function, also taking into account the
eﬀect of evolution. Although their results cannot be
compared with ours, since they used a diﬀerent deﬁni-
tion for the luminosity (a bandpass of 30−10 000 keV)
and diﬀerent parameterization of the GRB rate, they
found that the GRB rate increases out to very high
redshifts (z > 10), much like the SFR proposed by
Blain et al. [46].
The explosion rate of long GRBs is expected to
decay at high redshifts, as the SFR decays. If we
obtain non-negative values for e3, this means that the
smooth decay, simulated by a negative e3 is replaced
with a sudden drop in the explosion rate at zmax.
The fact that e3 is usually close to zero, instead of
being negative as would be expected, indicates that
the decay of the GRB explosion rate at high redshifts
occurs suddenly, with a very steep decrease, and goes
to zero within a short redshift range. This implies that
the SFR history started with an outburst at a redshift
near zmax, and actually some time before this, due to
the evolution time from the birth to the explosion of
the GRB progenitors.
4. SIMULATIONS
We have pointed out that ﬁnding the global min-
imum is a technically impossible task. However, we
are interested in answering one question: how pre-
cisely can we recover a simulated set of parameters?
We ran a Monte Carlo simulation of the diﬀerential
intensity distribution with the parameters obtained
from the best ﬁt for the class 2-II GRBs (see Table 2).
The sample had 10 000 GRBs, and the number of bins
was doubled, so that, on average, there are a factor of
ﬁve more bursts per bin, which reduces the relative
uncertainty by a factor of
√
5.
The results after ﬁtting the simulated set are sum-
marized in Table 3. The simulated dataset is always
recovered within the uncertainty limits. The param-
eter zmax is recovered within 2σ, L0 within 3σ, and
Table 3. Parameters of the simulated set and parameters
recovered by the ﬁtting process
Parameter Simulated Set Best ﬁt
z1 2.7 3.3+0.4−0.6
z2 9.6 10.3+1.1−1.2
e1 7.9 8.0+18.1−0.6
e2 2.1 2.3+0.6−0.2
e3 0.1 0.0+0.3−1.1
zmax 30.0 26.2+2.3−1.3
L0, erg s−1 0.8× 1053 1.9+0.6−0.3× 1053
κ −2.0 −2.1+0.2−0.1
γ −1.8 −1.7+0.3−0.2
η 1.4 1.2+0.2−0.4
all other parameters within 1σ. Consequently, we
conclude that the ﬁtting method is able to recover the
constituent parameters of the logN−logP distribu-
tion. We also see that the accuracy in our estimates of
the GRB rate and luminosity function for the sample
is a factor of ﬁve higher than in the BATSE catalog.
We also applied the ﬁtting procedure presented
here to all the GRB classes without taking into ac-
count the luminosity evolution, i.e., with η = 0, and
consequently nine free parameters. The values of
χˆ2 and p value were very similar to those obtained
including luminosity evolution. This means that al-
lowing for η 
= 0 does not improve the ﬁt, because
the small number of GRBs makes the diﬀerential
intensity distribution very noisy. However, with the
simulation of 10 000 GRBs, the p value increases
from 0.36 to 0.86 when luminosity evolution is added.
Such a sample of GRBs would make it possible to
determine whether or not luminosity evolution plays
a signiﬁcant role.
5. CONCLUSIONS
We have ﬁtted the diﬀerential intensity distribu-
tion of GRBs as a tool for simultaneously estimating
the GRB rate and luminosity function. Previous ﬁts
included only a parameterization of the luminosity
function and a few discrete options for the GRB
rate [31]. Here, we have presented a new param-
eterization, based on the results yielded by various
methods, which include a continuous set of possible
GRB rates, modeled by (4). Moreover, the luminos-
ity evolution predicted by Balastegui et al. [3], and
measured by [24, 25], is included. We conclude that,
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with the current sample of GRBs, the accuracy in
each parameter can reach 10–30% for long GRBs of
classes 2-II and 3-III. On the other hand, the uncer-
tainties in each parameter for the remaining classes of
GRBs is large, and some are impossible to determine
with the current technique. This problem would be
solved using a larger population. The simulations
show that, with a sample of 10 000 GRBs, the ﬁt
of the diﬀerential intensity distribution can constrain
the GRB rate and luminosity function with high ac-
curacy, and resolve the question of the role played
by luminosity evolution. Unfortunately, the Fermi
Gamma-ray Space Telescope is expected to observe
about the same number of GRBs as BATSE [48], so
a sample of 10 000 GRBs from a single observatory
will not be obtained soon. To achieve such a sample,
it will be necessary to merge all the catalogs available,
plus future Fermi observations. Using GRBs from
diﬀerent observatories is not an easy task: care must
be put into the homogenization of the data, since
diﬀerent observatories measure diﬀerent quantities, or
measure the same quantities in diﬀerent ways.
Our results show that it is not currently possible to
determine the GRB rate with high accuracy using this
method and the number of currently observed GRBs
of short and intermediate durations (classes 2-I, 3-I,
and 3-II). On the other hand, the accuracy achieved
for long GRBs (classes 2-II and 3-III) is acceptable,
and simultaneously provides a good method for indi-
rectly estimating the SFR out to very high redshift.
The explosion rate of these GRBs increases from
z = 0 to z ≈ 9, then remains almost constant out to
z ≈ 30. The fact that the exponent of the GRB rate at
high redshift is nonnegative means that the assumed
decay of the GRB explosion rate at high redshifts can
be modeled by the parameter zmax, which represents a
sudden cut-oﬀ. This implies that the explosion rate
for long GRBs began with an outburst, as did the
SFR, if the GRBs are associated with collapsars.
Our results presented here suggest that, in the
three-class classiﬁcation, intermediate GRBs (class
3-II) are the most luminous. This provides another
requirement that must be satisﬁed by the progenitors
of this new class of GRB.
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