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Abstract
In recent years, studies aiming at the coexistence between robots and humans
have been conducted actively. In the eld of robot technology, various robots have
been developed. However, most are designed to perform particular tasks in lim-
ited environments. Furthermore, the actions and responses to inputted patterns
required to perform a given task are programmed in advanced by human. To in-
teract naturally with humans, a robot needs to understand human words and act
based on the meaning behind those words. Moreover, it is desirable for robots to
express their intentions through language generation in communication with hu-
mans. To realize these abilities, work has been performed on the symbol grounding
problem in the eld of intelligent robotics. However, and to the best of our knowl-
edge, a satisfactory solution has still not been found. The goal of this study is
to make a breakthrough by considering the understanding and/or generation of
language through various concepts formed based on the multimodal information
obtained by robots in daily life. Here, \concept" is dened as a \category," such
as an object or motion formed using multimodal categorization, whereas various
inferences, including the recognition of unseen information, are dened as \under-
standing." This can be achieved using various formed concepts.
In addition, language can be considered as phoneme labels that connect such
concepts. Language acquisition can be achieved through interactions with humans.
To this end, a stochastic model is proposed to allow the formation of various
concepts through hierarchical multimodal categorization. The proposed method is
based on the graphical model, and categorization can be achieved by estimating the
model parameters. The connections between words and concepts are learned using
mutual information, whereas grammar can be acquired by considering the order
of concepts in human words. Finally, language understanding and/or generation
by robots can be realized by incorporating various concepts, connections between
concepts and words, and grammar.
Object categorization using multimodal information was proposed by Nakamura
et al. In fact, the possibility was shown for human-like object concept formation
based on information obtained from robot experiences. Robot understanding of an
object is possible within the scope of the denition aforementioned based on the
prediction of unseen information made through concepts formed by categorizing
those experiences. However, category recognition and/or object inference are not
sucient for a robot to act in a human-like intelligent manner. This is because
most of the objects are related to the person who uses them, the movement of
the objects, and the location where the objects are used. In other words, it is
dicult to consider object understanding without regarding prediction on such
information. Thus, dierent types of concepts, such as motion (i.e., movement
while using objects), must be captured, as well as the relationship between them.
Here, various concept acquisitions can be realized by extending to the hierarchical
categorization of multimodal information. Finally, \a computational model of
real-world understanding" by the robot can be claried through this fact. This is
the goal of this study.
In chapter 2 of this study, a cleaning task performed by humanoid robots is used
as an example, considering that robots are expected to work in domestic environ-
ments. To perform the cleaning task, \cleaning" has to be dened. Then, a visual
recognition system and planning are implemented to realize the task according to
its denition. It is possible to perform the task, including object recognition and
grasping actions, within the denition scope. However, cleaning tasks in an un-
known environment cannot be realized. This result brings the author to reconsider
the essential meaning of \cleaning." For example \vacuuming," can be thought
as of an action to move the vacuum cleaner on small garbage, which is a concept
formed from the mutual relationship of \vacuum cleaner" (object concept) and
\move something on" (motion concept). Therefore, \cleaning" can be considered
as a concept formed from the hierarchical interdependence of various concepts.
The formation of these various concepts and the construction of their hierarchical
structure are important as the knowledge of robots.
Based on the discussion in chapter 2, we propose, in chapter 3, a probabilistic
knowledge representation for robots based on a hierarchical categorization method
of multimodal information. The proposed multilayered multimodal latent Dirich-
let allocation (mMLDA) is a hierarchy model of multimodal Dirichlet allocation
(MLDA). mMLDA consists of bottom layers that include object, motion, place,
and person concepts, and a top layer that contains integrated concepts. The fol-
lowing are some examples that use this model at low-level concepts: beverage is an
object concept, putting something in the mouth is a motion concept, and dining
is a place concept. At the top level, an example of the relationship among these
concepts is to learn to form \drinks" as the action concept. From this, an example
of inference of unseen information is the inference of \drinks" as an action to be
made when observing beverages. Another example is the inference of dining room,
which is a place where \drinks" should be performed.
In chapter 4, a method for representing a scene from a sentence is considered us-
ing the words and grammar acquired while utilizing various formed concepts. This
involves the grounding of word meanings in various concepts with a hierarchical
structure, as well as grammar learning. Because this information is not explic-
itly included in the teaching utterance, a criterion to determine the connection
is necessary in the learning algorithm. To this end, the automatic estimation of
the connection that uses mutual information between words and concepts is pro-
posed. From this, the connection between words and concepts can be learned to
allow inference of the correspondence object, motion, person, and place concepts
of each word. Thus, the order of concepts in teaching utterances can be learned
using a simple Markov model that corresponds to grammar. Therefore, language
understanding and language generation by robots can be realized.
Furthermore, actual communication is dicult to achieve without considering
context, such as background knowledge and surrounding circumstances. In other
words, it is necessary to use the various concepts learned and consider the context
for more exible understanding. In chapter 5, a method to determine appropriate
actions by integrating various concepts and contexts is proposed. For example,
assume that a robot knows that when a person is watching TV on a sofa, he/she
usually eats snacks and drinks tea. An appropriate action can be made by the
robot using the context \A person is watching TV and drinking tea on the sofa,"
even if speech recognition errors occur when the person orders \Bring me a snack"























































































第 1章 序論 1
1.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.1.1 RoboCup@Homeにおけるタスク : : : : : : : : : : : : : : : 2
1.1.2 人間における理解 : : : : : : : : : : : : : : : : : : : : : : : : 3
1.1.3 人工知能における理解 : : : : : : : : : : : : : : : : : : : : : 4
1.1.4 マルチモーダル情報の階層的カテゴリ分類による事物の理解 5
1.1.5 文脈の統合によるロボットの行動決定手法 : : : : : : : : : : 8
1.1.6 関連研究 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9
1.1.7 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : 11
第 2章 ロボットのタスクと概念・言語理解 13
2.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.2 掃除タスクの概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.3 ロボットプラットフォームと視覚処理システム : : : : : : : : : : : : 16
2.3.1 ロボットプラットフォーム : : : : : : : : : : : : : : : : : : : 17
2.3.2 視覚認識システム : : : : : : : : : : : : : : : : : : : : : : : : 18
2.3.3 視覚センサ : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
2.3.4 複数特徴量を用いた 3次元物体認識 : : : : : : : : : : : : : : 18
2.3.5 近赤外線反射強度を用いた材質認識 : : : : : : : : : : : : : : 27
2.3.6 GMMを用いた細かい物体の検出 : : : : : : : : : : : : : : : 33
2.4 掃除タスクの実現 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 36
2.5 タスクの実行結果と議論 : : : : : : : : : : : : : : : : : : : : : : : : 38
2.5.1 掃除タスクの評価 : : : : : : : : : : : : : : : : : : : : : : : : 38
2.5.2 議論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 40
i
2.6 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
第 3章 人の動きと物体の関係による知識獲得 46
3.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
3.2 マルチモーダル LDA : : : : : : : : : : : : : : : : : : : : : : : : : : 49
3.3 概念の統合モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : 50
3.3.1 物体概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 52
3.3.2 動き概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
3.3.3 統合モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : 54
3.3.4 近似モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : 58
3.4 実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 60
3.4.1 カテゴリ数決定 : : : : : : : : : : : : : : : : : : : : : : : : : 62
3.4.2 物体概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 64
3.4.3 動き概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 65
3.4.4 統合概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 66
3.4.5 未観測情報の予測実験 : : : : : : : : : : : : : : : : : : : : : 70
3.5 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 72
第 4章 多様な概念を用いた言語獲得 74
4.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 74
4.2 多様な概念の形成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 75
4.2.1 下位概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 76
4.2.2 統合概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 77
4.3 未観測情報の予測 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 80
4.4 近似モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 81
4.5 言語学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 83
4.5.1 相互情報量を用いた単語の予測 : : : : : : : : : : : : : : : : 83
4.5.2 文法の学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : 84
4.6 観測情報からの文生成 : : : : : : : : : : : : : : : : : : : : : : : : : 85
4.6.1 概念遷移に基づく文生成 : : : : : : : : : : : : : : : : : : : : 85
ii
4.6.2 言語モデルを用いた文生成 : : : : : : : : : : : : : : : : : : : 85
4.7 実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 87
4.7.1 カテゴリ数決定 : : : : : : : : : : : : : : : : : : : : : : : : : 88
4.7.2 下位概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 91
4.7.3 統合概念 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 94
4.7.4 未観測情報の予測実験 : : : : : : : : : : : : : : : : : : : : : 98
4.7.5 単語予測実験 : : : : : : : : : : : : : : : : : : : : : : : : : : 101
4.7.6 観測情報からの言語生成 : : : : : : : : : : : : : : : : : : : : 106
4.8 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 109
第 5章 動作概念と文脈の統合によるロボットの行動決定 111
5.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 111
5.2 提案手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 113
5.2.1 提案手法の概要 : : : : : : : : : : : : : : : : : : : : : : : : : 113
5.2.2 ロボットによる能動的センシング : : : : : : : : : : : : : : : 114
5.2.3 問題設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 116
5.3 行動文脈 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 117
5.3.1 動作認識モデル : : : : : : : : : : : : : : : : : : : : : : : : : 118
5.3.2 行動言語モデル : : : : : : : : : : : : : : : : : : : : : : : : : 118
5.3.3 動作－物体関係モデル : : : : : : : : : : : : : : : : : : : : : 119
5.4 場所文脈 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 120
5.5 音声命令 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 121
5.6 実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 121
5.6.1 擬似データの生成と共起確率 : : : : : : : : : : : : : : : : : 123
5.6.2 実験結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 126
5.7 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 127
第 6章 まとめ 129
6.1 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 129
6.2 掃除タスクはどこまで可能か : : : : : : : : : : : : : : : : : : : : : 130
iii
6.3 今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 132
6.3.1 タスクに対する知識の利用 : : : : : : : : : : : : : : : : : : : 132






1.1 多様な概念の獲得と言語理解 : : : : : : : : : : : : : : : : : : : : : 6




る細かい物体の掃除）を含む : : : : : : : : : : : : : : : : : : : : : 15
2.2 ロボット，視覚センサ及びハンディ掃除機 : : : : : : : : : : : : : : 17
2.3 複数の特徴量を用いた 3次元物体認識の概要図 : : : : : : : : : : : : 19
2.4 動きアテンションによる物体検出の概要図 : : : : : : : : : : : : : : 20
2.5 動きアテンションによる物体検出の例：（a）入力画像，（b）物体確
率マップ，（c）抽出された物体 : : : : : : : : : : : : : : : : : : : : : 22
2.6 平面検出による物体検出の例：（a）検出された平面，（b）検出され
た物体 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
2.7 SDの概要図 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
2.8 放射輝度モデルを用いた反射係数 : : : : : : : : : : : : : : : : : : : 28
2.9 材質認識の概要図 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
2.10 材質認識実験に用いる物体 : : : : : : : : : : : : : : : : : : : : : : : 31
2.11 材質認識の混同行列 : : : : : : : : : : : : : : : : : : : : : : : : : : 32
v
2.12 実際のシーンでの材質認識の例：（a）色画像（1024  768），（b）




素を表現する : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 33
2.13 GMMを用いた細かい物体検出の概要図 : : : : : : : : : : : : : : : 34
2.14 細かい物体検出実験に用いる物体 : : : : : : : : : : : : : : : : : : : 36
2.15 掃除タスクの流れ：緑色のブロックは全体タスクを表し，青色と赤
色のブロックはそれぞれ，卓上の認識，ロボットのプランニングと





た物体（緑色の枠） : : : : : : : : : : : : : : : : : : : : : : : : : : 39
2.17 掃除タスクの実行例．タスクは図 2.15に示す流れに従って行う．ロ
ボットの主な行動として，移動，認識，把持不可能なごみの掃除 : : 40
2.18 掃除タスクが終了した状態の例：初期（きれいな）状態（左上），汚
い状態（右上），タスクが終了した状態（下） : : : : : : : : : : : : 41
2.19 多様な概念を用いた掃除の概要図 : : : : : : : : : : : : : : : : : : : 42
2.20 mMLDAを用いた確率的知識表現 : : : : : : : : : : : : : : : : : : : 44
3.1 統合概念形成の模式図 : : : : : : : : : : : : : : : : : : : : : : : : : 47
3.2 マルチモーダル LDAのグラフィカルモデル : : : : : : : : : : : : : 49
3.3 多層マルチモーダル LDAのグラフィカルモデル : : : : : : : : : : : 51
3.4 ロボットとマルチモーダル情報取得：（a）アームロボット（b）視
覚情報（上），触覚情報（中），聴覚情報（下） : : : : : : : : : : : 53
3.5 統合概念の近似モデル : : : : : : : : : : : : : : : : : : : : : : : : : 59




リ番号） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 62
3.8 MHDPを用いたカテゴリ数の発生頻度 : : : : : : : : : : : : : : : : 64
3.9 物体の分類結果：（a）正解，（b）mMLDA，（c）近似モデル : : : : : 65
3.10 動きの分類結果：（a）正解，（b）mMLDA，（c）近似モデル : : : : : 66
3.11 物体カテゴリと動きカテゴリの共起確率：（a）正解，（b）mMLDA，
（c）近似モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 68
3.12 上位カテゴリ数に対する同時確率分布の正解とのKLダイバージェ
ンス : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 70
3.13 「ぬいぐるみ（2）」から予測された動きの予測確率：（a）mMLDA，
（b）近似モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 71
3.14「片手で口に運ぶ（3）」から予測された物体の予測確率：（a）mMLDA，
（b）近似モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 71
4.1 mMLDAのグラフィカルモデル : : : : : : : : : : : : : : : : : : : : 76









ゴリ番号を表す : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 88
4.4 MHDPを用いた各概念のカテゴリ数の発生頻度 : : : : : : : : : : : 90
4.5 物体の分類結果：（a）正解，（b）mMLDA，（c）近似モデル : : : : : 92
4.6 動きの分類結果：（a）正解，（b）mMLDA，（c）近似モデル : : : : : 92
4.7 場所の分類結果：（a）正解，（b）mMLDA，（c）近似モデル : : : : : 93
vii
4.8 人物の分類結果：（a）正解，（b）mMLDA，（c）近似モデル : : : : : 94
4.9 上位カテゴリ数に対する同時確率分布の正解とのKLダイバージェ





カテゴリ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 99
4.11 概念選択の結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 102
4.12 「ぬいぐるみ」からの単語予測：（a）単語の発生確率，（b）相互情
報量による重み付けをした単語発生確率 : : : : : : : : : : : : : : : 103
4.13 「持ち上げる」からの単語予測：（a）単語の発生確率，（b）相互情
報量による重み付けをした単語発生確率 : : : : : : : : : : : : : : : 104
4.14 「キッチン」からの単語予測：（a）単語の発生確率，（b）相互情報
量による重み付けをした単語発生確率 : : : : : : : : : : : : : : : : 105
4.15 「大人の男性」からの単語予測：（a）単語の発生確率，（b）相互情
報量による重み付けをした単語発生確率 : : : : : : : : : : : : : : : 105
4.16 獲得した文法と正解文法：図中の A，B，C，D，E，F，Gはそれ
それ BOS，物体概念，動き概念，場所概念，人物概念，統合概念，
EOSを表している : : : : : : : : : : : : : : : : : : : : : : : : : : : 107
5.1 提案手法の概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 112
5.2 提案手法の全体像 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 114
5.3 KINECTより取得された骨格情報のスコアマップ : : : : : : : : : : 115
5.4 本章で用いる多層マルチモーダル LDAのグラフィカルモデル : : : 119
5.5 実験で使用した物体 : : : : : : : : : : : : : : : : : : : : : : : : : : 122
5.6 物体カテゴリと動きカテゴリの共起確率：（a）mMLDA，（b）正解 : 123
5.7 （a）場所カテゴリと行動カテゴリの共起確率，（b）場所カテゴリと
物体カテゴリの共起確率 : : : : : : : : : : : : : : : : : : : : : : : : 124
5.8 シミュレーション実験に用いた行動の遷移図 : : : : : : : : : : : : : 124
viii
5.9 様々なノイズにおける音声命令と物体カテゴリの共起確率：（a）SNR
100[dB]，（b）SNR 6 [dB]，（c）SNR 3 [dB]，（d）SNR 0 [dB] : : : : 125
5.10 観測されたフレーム数に対する動作認識率 : : : : : : : : : : : : : : 126
5.11 ロボットの行動決定結果 : : : : : : : : : : : : : : : : : : : : : : : : 127
ix
表 目 次
3.1 物体に対して行った動き（括弧内の数字はカテゴリ番号） : : : : : 63
3.2 mMLDAを用いた統合概念の形成結果（括弧内の数字はカテゴリ番
号） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 67
4.1 動き，物体，場所，人物データの対応表（カッコ内の数字はカテゴ
リ ID） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 89
4.2 教示発話の例 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 90
4.3 mMLDAを用いた統合概念の形成結果 : : : : : : : : : : : : : : : : 95
4.4 未観測情報のデータ : : : : : : : : : : : : : : : : : : : : : : : : : : 100
4.5 飲み物（缶）に関係する物体，場所，人物のカテゴリ（カッコ内の
数字はカテゴリ番号） : : : : : : : : : : : : : : : : : : : : : : : : : 100
4.6 未観測情報の予測精度 : : : : : : : : : : : : : : : : : : : : : : : : : 101
4.7 各概念を表現する単語の一部 : : : : : : : : : : : : : : : : : : : : : 103
4.8 各概念における概念選択の正解率 : : : : : : : : : : : : : : : : : : : 103
5.1 物体に対して行った動き（括弧内はカテゴリ番号） : : : : : : : : : 122
6.1 掃除タスクのためのロボットの能力の実現可能性の比較 : : : : : : : 131
x
略語一覧
DPM Dirichlet Process Mixture
DSIFT Dense Scale Invariant Feature Transform
EM Expectation Maximization
GMM Gaussian Mixture Model
GPSR General Purpose Service Robot
HDP Hierarchical Dirichlet Processes
HDP-HMM Hierarchical Dirichlet Processes Hidden Markov Model
HMM Hidden Markov Model
ICP Iterative Closest Point
LDA Latent Dirichlet Allocation
LRF Laser Range Finder
MFCC Mel-Frequency Cepstrum Coecient
MHDP Multimodal Hierarchical Dirichlet Processes
MHDP-HMM Multimodal Hierarchical Dirichlet Processes Hidden Markov Model
MLDA Multimodal Latent Dirichlet Allocation
pLSA probabilistic Latent Semantic Analysis
RRT Rapidly Exploring Random Tree
SD Shape Distribution
SVM Support Vector Machine


























2 第 1 章 序論
1.1. はじめに








































































































































"The doctor is moving 






"The doctor is moving a stethoscope in the hospital"
Grammar Learning





{doctor, moving, stethoscope, hospital}
{boy, play, toy car}















































8 第 1 章 序論
1.1. はじめに
(a) (b)




She usually drinks tea 
after eating chips.










































































































配分法（Multimodal Latent Dirichlet Allocation：MLDA）を多層化した多































































ば，家庭において求められるタスクに競技形式で取り組む RoboCup@Home [7] で



























( )x y z1, 1, 1
( )x y z2, 2, 2













































































本章では，文献 [37]で提案された 3次元センサを用いる．3次元センサは図 2.2







































Motion attention Object probability map







ムでの入力画像を Fn(u; v)とすると，差分画像 F din (u; v)は




度を求める．この密度を表す画像を顕著性マップと呼ぶ．顕著性マップ P Sn (u; v)
は以下の式で計算される．
























率マップ PG(u; v)，色相画像に基づく物体確率マップ PH(u; v)は，
PG(u; v) = g(G(u; v)) (2.3)
PH(u; v) = h(H(u; v)) (2.4)
となる．さらに，この二つの確率マップの重み和をとることにより，最終的な物
体確率マップ PO(u; v)を計算する．





























































































識を行う．まず最初に，各特徴量  2 fcolor，texture，depthgにおけるバタチャリ
ヤ距離を計算する．データベース中の参照物体 oにおける特徴量  のヒストグラ
24













ここで，特徴量  における参照物体 oに対する尤度を以下に定義する．














































ム f の特徴量  のヒストグラムを ho;f とし，集合Do 内での最小距離をmin(Do)
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(min(Do)   )2 (2.10)
によって推定される．ただし，





































Din = fD(hin;ho;f )j0  o < No; 0  f < Fg (2.13)



















Ie(; d)d()cos'dt = Ie(; d; t)d()cos' (2.15)
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ルの全ての 3次元点が存在する場合 1とし，そうでない場合 0とする．従って，近

















の実装として LIBSVM [48]を用いる．ここでは，物体領域内の各画素の入射角 '
と近赤外線反射強度  LQの 2次元のデータを使用し SVMの学習を行う．
材質マップを作成するために，近赤外線反射強度画像及び距離画像を学習フ
ェーズにおいて取得しデータベースを構築する．ここで，対象となる画素 xm =
fxm1 ; xm2 ; : : : ; xmNmg(dmin  d(xm)  dmax; tmin  t(xm)  tmax)を各材質m 2
f1; 2; : : : ;Mgに対して，データベースの中から選択する．ただし，dmin, dmax, tmin,
29
30 第 2 章 ロボットのタスクと概念・言語理解
2.3. ロボットプラットフォームと視覚処理システム
tmaxは，データベース内のそれぞれ最小と最大となる距離d及びインテグレーショ
ンタイム tであり，T とDはそれぞれ，t及び dのグリッド数を表している．ま
た，d()と t()の表記はそれぞれ，画素 の距離とインテグレーションタイム
であり，Nm は材質mとなる画素数を表している．これにより，xm の材質情報
m( LQ; t; d; ')が決定される．図 2.9に示す材質マップ (d; t)を構築するために，
xm内の画素がグリッド化された距離とインテグレーションタイム (nmd ; nmt )によっ














これにより，各グリッド (nmd ; nmt )は画素xmdt = fxm1 ; xm2 ; : : : ; xmNmdtgを持つように
なる．ここで，mdtは距離 d，インテグレーションタイム tとなる画素であり，材
質mに属する．ただし，Nmdtは画素mdtの数を表している．学習フェーズの最終
段階として，xmdt(m 2 f1; 2; : : :Mg)を多クラス SVMを用いて学習することでグ









グを導入する．ここでM を，材質のカテゴリ数とする．V mi は i番目の物体領域
内Diにおける材質mに対する投票数を表している．各投票 vmi 2 f1; 2; : : : ;Mgは
前節で述べたように選択された SVMモデルより予測されたラベルとなる．物体領
30
31 第 2 章 ロボットのタスクと概念・言語理解
2.3. ロボットプラットフォームと視覚処理システム
図 2.10: 材質認識実験に用いる物体
域内の画素 (u; v)において，材質mの確率P (u; vjm; i)は次のように計算すること
ができる．






































33 第 2 章 ロボットのタスクと概念・言語理解
2.3. ロボットプラットフォームと視覚処理システム
図 2.12: 実際のシーンでの材質認識の例：（a）色画像（1024 768），（b）近赤外
線反射強度画像（176  144），（c）分割画像（176  144），（d）缶の確率マップ




















34 第 2 章 ロボットのタスクと概念・言語理解
2.3. ロボットプラットフォームと視覚処理システム
図 2.13: GMMを用いた細かい物体検出の概要図
素 iの特徴ベクトルを I i とし，K を混合モデル数からなる GMMのパラメータ
 = (1; 1;1; : : : ; K ; K ;K)とする．特徴ベクトル I iの尤度は次のように求
めることができる．
P (I ij) =
KX
k=1
kN (I ijk;k); (2.21)
ただし，N (j)はガウス分布を表す．パラメータはEMアルゴリズムを用いて
推定することができる．本節では，GMMにおける混合モデル数は経験的に決め，









0 (P (I ij)  P t)
1 (P (I ij) < P t)
(2.22)
ただし，P tは閾値であり，経験的に決定する．次に，2値化マップに対して膨張・収













など 15個の物体を用いて 4種類の机で行った．ここで，各机において 2種類のシー
ン（正常のシーンと混雑しているシーン）を取得し，合計 116個の細かい物体を











































































39 第 2 章 ロボットのタスクと概念・言語理解
2.5. タスクの実行結果と議論
図 2.16: 机の上の認識結果．各机に対して，上段が色画像（1024 768），中段が















40 第 2 章 ロボットのタスクと概念・言語理解
2.5. タスクの実行結果と議論







































































































44 第 2 章 ロボットのタスクと概念・言語理解
2.6. まとめ
























































































multilayered Multimodal Latent Dirichlet Allocation）を提案する．







47 第 3 章 人の動きと物体の関係による知識獲得
3.1. はじめに
    
 Joint angles
    
        
          
      
        
        
            





























































49 第 3 章 人の動きと物体の関係による知識獲得
3.2. マルチモーダル LDA























1. カテゴリ zを生成する多項分布のパラメータ と，観測情報を生成する多項
分布のパラメータ nz (n = 1; 2;    )を，それぞれ，nをパラメータとする
ディリクレ事前分布から生成する
  Dir() (3.1)
nz  Dir(n) (3.2)
2. 観測情報 nの i番目のデータwni を，以下の処理を繰り返すことで生成する
(a) カテゴリ zを をパラメータとする多項分布から生成する
z  Mult() (3.3)
49
50 第 3 章 人の動きと物体の関係による知識獲得
3.3. 概念の統合モデル
(b) データwni を nz をパラメータとする多項分布から生成する
wni  Mult(nz ) (3.4)
ただし，図 3.2における J はデータの総数であり，Kはカテゴリ数を表す．また，
Nは各モダリティにおける情報の総数を表す．
ここでのカテゴリ分類の問題は，実際に観測した情報wnから，そのデータを
生成するモデルのパラメータ および nz を推定することに相当する．パラメータ
は，EMアルゴリズムや，ギブスサンプリングによって求めることが可能である．
また，学習した確率モデルを用いて，未知物体のカテゴリを推定することが可
能である．未知物体のマルチモーダル情報w01，w02，   が与えられた場合，その

















ゴリと動きカテゴリであり，上位カテゴリ zにより下位カテゴリである zOと zM
50




















1. 上位カテゴリ zを生成する多項分布のパラメータ と，概念C 2 fO;Mgを
生成する多項分布のパラメータ Cz と，各モダリティm 2 fv; a; h; pgの情報
を生成する多項分布のパラメータ mzC を，それぞれ ，C，mをパラメー
タとするディリクレ事前分布から生成する
  Dir() (3.6)
Cz  Dir(C) (3.7)
mz  Dir(m) (3.8)
51
52 第 3 章 人の動きと物体の関係による知識獲得
3.3. 概念の統合モデル
2. 各概念の i番目の情報wmi を，以下の処理を繰り返すことで生成する
(a) 上位カテゴリ zを をパラメータとする多項分布から生成する
z  Mult() (3.9)
(b) カテゴリ zC を，Cz をパラメータとする多項分布から生成する
zC  Mult(Cz ) (3.10)
(c) カテゴリ zCの情報wmi をmzCをパラメータとする多項分布から生成する
wmi  Mult(mzC ) (3.11)
ただし，図 3.3における Jはデータの総数であり，KとKCはそれぞれ上位と下位
概念のカテゴリ数を表す．また，Nmは各モダリティにおける情報の総数を表す．
この生成過程では，上位カテゴリ zが決まると，それと対応した Oz と Mz から物






テゴリ zOを形成することができる．マルチモーダル情報は，図 3.4 に示した情報
取得が可能なアームロボットにより取得する．
視覚情報 図 3.4 に示したアームロボットを用いて物体を様々な角度から観測し，























































各概念を表すカテゴリ z，zO，zM を，観測データ wv，wa，wh，wpからサンプリ
ングすることで学習する．サンプリングには，，O，M，mを周辺化した以下
54







jmijZ jmi;ZO jmi;ZM jmi;W v;W a;W h;W p)
= P (zjmijZ jmi)P (zOjmijzjmi;Z jmi;ZO jmi)
 P (zMjmijzjmi;Z jmi;ZM jmi)
 P (wvjijzOjmi;ZO jmi;W v ji)
 P (wajijzOjmi;ZO jmi;W a ji)
 P (whjijzOjmi;ZO jmi;W h ji)
 P (wpjijzMjmi;ZM jmi;W p ji) (3.12)
右辺のそれぞれの確率分布は次のようになる．



















情報の集合である．Nj;z=kは物体 jの全モダリティの上位カテゴリ zに kが割り
当てられた回数であり，NzC=k;wm=x;mはモダリティmの特徴量 wmに xが，下位
カテゴリ zC に kが割り当てられた回数である．また，Nz=k;zC=lは上位カテゴリ





56 第 3 章 人の動きと物体の関係による知識獲得
3.3. 概念の統合モデル
Algorithm 1 Multilayered MLDA (bottom layer)
1: for all i; j; C;m do
2: u draw from Uniform [0,1]
3: for k  1 to KC do
4: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
5: end for
6: for k  1 to KC do
7: if u < P [k]=P [KC ] then




Algorithm 2 Multilayered MLDA (whole layer)
1: for all i; j; C;m do
2: for k  1 to K do
3: P [k] P [k   1] + P (zjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
4: end for
5: u draw from Uniform [0,1]
6: for k  1 to K do
7: if u < P [k]=P [K] then
8: zjmi = k, break
9: end if
10: end for
11: for k  1 to KC do
12: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
13: end for
14: u draw from Uniform [0,1]
15: for k  1 to KC do
16: if u < P [k]=P [KC ] then












次に，式（3.15）を固定し，上位カテゴリ z，下位カテゴリ zO，zM をサンプリ
ングする．




P (zjZ jmi)P (zCjmijZ jmi;ZC jmi; z)
 P (wmji jWm ji;ZC jmi; zCjmi) (3.16)




P (zjmijZ jmi)P (zC jZ jmi;ZC jmi; zjmi)

















































P^ (z; zO; zM jwv;wa;wh) (3.23)
ただし，P^ (z; zO; zM jwv;wa;wh)は以下のように計算することができる．
P^ (z; zO; zM jwv;wa;wh) = P (z)P (zM ; zOjz)P (zOjwv;wa;wh) (3.24)
また，同様に，動きの情報wpから各概念のカテゴリを予測するには，式（3.24）
の代わりに次式を用いることで可能となる．





































リ zM を独立したMLDAで学習後，上位カテゴリ zをもう一つの独立なMLDAで
学習すればよい．
近似モデルの学習ではまず，下位層を独立したMLDAとして学習した後に，zO











60 第 3 章 人の動きと物体の関係による知識獲得
3.4. 実験
1. 物体情報から物体カテゴリをサンプリングする
z^O  P  zO j wv;wa;wh (3.26)
2. 次式によりサンプリングされた物体カテゴリ z^Oから，動作カテゴリが発生
する確率を計算する
P (z^M jz^O) =
Z X
z




























































































62 第 3 章 人の動きと物体の関係による知識獲得
3.4. 実験









































































63 第 3 章 人の動きと物体の関係による知識獲得
3.4. 実験
表 3.1: 物体に対して行った動き（括弧内の数字はカテゴリ番号）
動き 物体 動き 物体
























すくう（7） ショベル（26） 両手で口に運ぶ（21） 金属のカップ（12）
抱く（8） ぬいぐるみ（2） 茶碗（13）
下位層については，ノンパラメトリックベイズ手法であるマルチモーダル階層













64 第 3 章 人の動きと物体の関係による知識獲得
3.4. 実験

































































































































































































































































































































いるかどうかで評価する．物体カテゴリ zOと動きカテゴリ zM の関係性は，その
同時確率 P (zO; zM)で表現することができる．正解となる同時確率 P^ (zO; zM)は，
68
69 第 3 章 人の動きと物体の関係による知識獲得
3.4. 実験
表 3.1に示した各物体と動きの関係の学習サンプル数から，次式を用いて求めた．








同時確率は P (zO; zM)は，次のように計算可能である．
P (zO; zM) =
X
z
P (zOjz)P (zM jz)P (zj) (3.30)
図 3.11（b）と（c）が，それぞれmMLDAと近似モデルによって学習された物体カ
テゴリと動きカテゴリの同時確率である．ここでは学習された同時確率P (zO; zM)

























カテゴリ数を変化させて概念形成を行い同時確率 P (zO; zM)を計算し，正解とな
る同時確率 P^ (zO; zM)とのKL距離を計算した．その結果が図 3.12であり，横軸
69
70 第 3 章 人の動きと物体の関係による知識獲得
3.4. 実験
























































































































72 第 3 章 人の動きと物体の関係による知識獲得
3.5. まとめ






















































































































































































とができない．そこで，各概念を表す隠れ変数 z，zC 2fzO;zM ;zP ;zUgを同時に学
習する手法を以下に提案する．
学習にはギブスサンプリングを用いる．つまり，各概念を表すカテゴリ z，zC













P (zjmijZ jmi)P (zCjmijzjmi;Z jmi;ZC jmi)P (wmji jzCjmi;ZC jmi;Wm ji) (4.1)
なお，右辺のそれぞれの確率分布は次のようになる．





























79 第 4 章 多様な概念を用いた言語獲得
4.2. 多様な概念の形成
とき，各カテゴリ zC 2 fzO; zM ; zP ; zUgは，次式を用いてサンプリングする．




P (zjZ jmi)P (zCjmijZ jmi;ZC jmi; z)
 P (wmji jWm ji;ZC jmi; zCjmi) (4.5)
このサンプリングを収束するまで繰り返すことで，式（4.4）を決定する．次に，式
（4.4）を固定し，上位カテゴリ z，下位カテゴリ zC をサンプリングする．




P (zjmijZ jmi)P (zC jZ jmi;ZC jmi; zjmi)
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4.3. 未観測情報の予測
Algorithm 3 Multilayered MLDA (bottom layer)
1: for all i; j; C;m do
2: u draw from Uniform [0,1]
3: for k  1 to KC do
4: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
5: end for
6: for k  1 to KC do
7: if u < P [k]=P [KC ] then




Algorithm 4 Multilayered MLDA (whole layer)
1: for all i; j; C;m do
2: for k  1 to K do
3: P [k] P [k   1] + P (zjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
4: end for
5: u draw from Uniform [0,1]
6: for k  1 to K do
7: if u < P [k]=P [K] then
8: zjmi = k, break
9: end if
10: end for
11: for k  1 to KC do
12: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
13: end for
14: u draw from Uniform [0,1]
15: for k  1 to KC do
16: if u < P [k]=P [KC ] then






も可能となる．例えば，場所概念 z^P と上位カテゴリ zは観測されたモダリティv，
80
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4.4. 近似モデル
a，h（物体），p（動き）wv;a;h;pobs を以下の式より推定することができる．
P (z; zO; zM jwv;a;h;pobs ) =



































































































z^U  P  zU j wy;ws (4.12)
2. 次式によりサンプリングされた人物カテゴリ z^U から，場所カテゴリが発生
82
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4.5. 言語学習
する確率を計算する
P (z^P jz^U) =
Z X
z
P (z^P jz)P (zj)P (jz^U)d (4.13)


















P (W;Kji) log P (W;Kji)
P (W ji)P (Kji) (4.14)
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4.5. 言語学習
用いて求めた相互情報量を単語の各概念クラスに対する重みとして考える．その
重みを F (i; ww)とし，次式で単語予測スコアを計算する．
F (i; ww) = max
k
I(ww; kji) (4.15)




























する．そして，wt = argmaxww P^ (wwjwmobs; Ct)に従って t番目の単語を計算する．
この手順を，Ctが文末EOSになるまで繰り返す．この手法（以下「Method 1」と







を除いたサンプルをCn = fCn1 ;    ; Cnt ;    ; CnTn 1gとする．次に，概念Cnt から，
概念と対応した単語を生成する．ここでは，観測情報wmobsが与えらたとき，概念
Cnt と対応した単語の発生確率の高い上位Q個の単語wnt = fwnt1; wnt2;    ; wntQgを
用い，全ての単語の集合をW n = fwn1 ;wn2 ;    ;wnTn 1gとする．すなわち，これ
らの概念系列・単語からQTn 2パターンの文を生成することができ，文 Snが生成
される確率を次のように定義する．
P (SnjCn;W n;wmobs) /
Y
t
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4.6. 観測情報からの文生成
Algorithm 5 Concept Transition based Sentence Generation
1: t 1; C0 = BOS
2: for t do
3: Ct  draw from P (CtjCt 1)
4: if Ct = EOS then
5: break
6: end if
7: wt = argmaxww P^ (w
wjwmobs; Ct)
8: t t+ 1
9: end for
Algorithm 6 Language Model and Concept Transition based Sentence Generation
1: for n 1 to N do
2: t 1; Cn0 = BOS
3: for t do
4: Cnt  draw from P (Cnt jCnt 1)
5: if Cnt = EOS then
6: break
7: end if
8: wnt  P^ (wwjwmobs; Cnt )
9: t t+ 1
10: end for














P (S^njCn;W n;wmobs) (4.19)
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P (S^njCn;W n;wmobs) (4.21)
4.7 実験
提案モデルの有効性を検証するために，実験を行った．実験に用いたデータセッ
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4.7. 実験
Plushie (2)Rattle (1) Floor Cleaner (3) Sponge (4) Scrubbing Brush (5) Hand Cream (6)
Deodorizer (7) Dehumidifier (8) Shampoo (9) Tissue (10) Plastic Wrap (11) Silverware (12) Plastic Bowl (13)























 Bring to 
mouth (3)







   Move something 
from left to right (4)





































  Entryway (1)











  Dining (4)
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4.7. 実験
表 4.1: 動き，物体，場所，人物データの対応表（カッコ内の数字はカテゴリ ID）
動き 物体 場所 人物





上に投げる（2） ぬいぐるみ（2） リビング（2） 子供（3，4）
マラカス（29）
ボール（31）































中身をかける（14） ドレッシング（14） ダイニング（4） 全員（1，2，3，4）
蜂蜜（15）
ソース（16）





塗る（17） スプレー缶（23） 庭（5） 大人の男性（2）
履く（18） 靴（30） 玄関（1） 全員（1，2，3，4）
袋を開ける（19） スナック（19） リビング（2）
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4.7. 実験
表 4.3: mMLDAを用いた統合概念の形成結果
No 動き 物体 場所 人物
1 上下に振る スプレー缶 庭 大人の男性
塗る
2 上に投げる ぬいぐるみ リビング 子供
ボール
3 中身を注ぐ じょうろ 庭 大人の男性
4 上下に振る ガラガラ リビング 女の子
5 取り出す ティッシュ箱 リビング 全員
クッキー
6 手に塗る ハンドクリーム リビング 大人の女性
7 皿を洗う スポンジ キッチン 大人の女性
たわし
8 中身を注ぐ シャンプー 浴室 大人
9 左右に動かす フローリングワイパー ダイニング 大人の女性
10 取り出す フローリングワイパー ダイニング 大人の女性
11 上に投げる マラカス リビング 子供
上下に振る
12 履く 靴 玄関 全員
13 開ける スナック リビング 全員
14 包む ラップ ダイニング 大人の女性





16 置く カップヌードル ダイニング 大人
17 手に塗る ハンドクリーム リビング 女の子
18 中身をかける ドレッシング ダイニング 全員
ソース
蜂蜜
19 中身を注ぐ ペットボトル ダイニング 全員
飲み物（缶）
20 口に運ぶ 金属の食器 ダイニング 全員




22 左右に動かす 車（玩具） リビング 男の子
23 積み重ねる 積み木 リビング 子供
置く
24 抱く ぬいぐるみ リビング 女の子
25 口に運ぶ カップヌードル ダイニング 全員
野菜（玩具）
茶碗
26 口に運ぶ スナック リビング 子供
27 置く 消臭剤 リビング 大人の女性
除湿剤
28 上下に振る ドレッシング ダイニング 全員
ソース
ペットボトル
29 すくう ショベル 庭 大人の男性
30 ナイフで切る 野菜（玩具） キッチン 大人の女性
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(zO; zM ; zP ; zU)の関係性は，その同時確率 P (zL)で表現することができると考え
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4.7. 実験




























P (zC jz) (4.23)
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4.7. 実験















































































































テゴリ zP と人物カテゴリ zU の予測を行った．図 4.10は，「飲み物（缶）（17）」か
ら予測された未観測である動きカテゴリ，場所カテゴリ，人物カテゴリが発生する
確率 P (zM jwv;wa;wh)，P (zP jwv;wa;wh)と P (zU jwv;wa;wh)をそれぞれ表す．
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4.7. 実験
表 4.4: 未観測情報のデータ
No 動き 物体 場所 人物
1 上下に振る ガラガラ リビング 女の子
2 上に投げる ぬいぐるみ リビング 女の子
3 左右に動かす フローリングワイパー ダイニング 大人の女性
4 皿を洗う スポンジ キッチン 大人の女性
5 皿を洗う たわし キッチン 大人の女性
6 手に塗る ハンドクリーム リビング 大人の女性
7 テーブルに置く 消臭剤 リビング 大人の女性
8 テーブルに置く 除湿剤 リビング 大人の女性
9 中身を注ぐ シャンプー 浴室 大人の男性
10 取り出す ティッシュ箱 リビング 大人の男性
11 包む ラップ ダイニング 大人の女性
12 持ち上げる 茶碗 ダイニング 大人の男性
13 上下に振る ドレッシング ダイニング 大人の男性
14 中身をかける 蜂蜜 ダイニング 男の子
15 上下に振る ソース ダイニング 男の子
16 持ち上げる 飲み物（缶） ダイニング 男の子
17 口に運ぶ ペットボトル ダイニング 大人の女性
18 口に運ぶ スナック リビング 男の子
19 持ち上げる カップヌードル ダイニング 大人の男性
20 開ける スナック リビング 大人の男性
21 持ち上げる スプレー缶 リビング 女の子
22 中身を注ぐ じょうろ 庭 大人の男性
23 持ち上げる プラスチックカップ ダイニング 大人の女性
24 すくう ショベル 庭 大人の男性
25 口に運ぶ 野菜（玩具） ダイニング 男の子
26 左右に動かす 車（玩具） リビング 男の子
27 上に投げる マラカス リビング 男の子
28 履く 靴 玄関 大人の男性
29 上に投げる ボール リビング 男の子
30 積み重ねる 積み木 リビング 男の子
表 4.5: 飲み物（缶）に関係する物体，場所，人物のカテゴリ（カッコ内の数字は
カテゴリ番号）
動き 物体 場所 人物
持ち上げる（1） 飲み物（缶）（17） ダイニング（4） 女の子（3）
口に運ぶ（3） 飲み物（缶）（17） ダイニング（4）　 大人の男性（2）
口に運ぶ（3） 飲み物（缶）（17） ダイニング（4） 女の子（3）
上下に振る（6） 飲み物（缶）（17） ダイニング（4） 大人の女性（1）
上下に振る（6） 飲み物（缶）（17） ダイニング（4） 大人の男性（2）
中身を注ぐ（15） 飲み物（缶）（17） ダイニング（4） 女の子（3）
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4.7. 実験
表 4.6: 未観測情報の予測精度
観測した情報 物体 動き 場所 人物
mMLDA
視・聴・触覚 - 76.67% 80.00% 73.33%
角度 86.67% - 80.00% 90.00%
座標 76.67% 76.67% - 100%
性別・年齢 80.00% 83.33% 86.67% -
近似モデル
視・聴・触覚 - 66.67% 70.00% 70.00%
角度 76.67% - 73.33% 80.00%
座標 70.00% 76.67% - 90.00%
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4.7. 実験
表 4.7: 各概念を表現する単語の一部
物体 動き 場所 人物 統合
ガラガラ かける キッチン 女の子 塗料
スナック 運ぶ ダイニング 男の子 飲む
飲み物 塗る リビング 父 食べる
ペットボトル 動かす 玄関 母 拭く
ぬいぐるみ 投げる 庭 遊ぶ
表 4.8: 各概念における概念選択の正解率
　 物体 動き 場所 人物 統合 全概念
単語数 91 48 6 4 32 181































































































































































































































S1: 母 ダイニング 茶碗 手 もつ 持ち上げる
M1: 母 ダイニング 持ち上げる 父
M2: 母 ダイニング 茶碗 手 もつ 持ち上げる
S2: 父 ダイニング 黒い 茶碗 手 もつ 持ち上げる
M1: 父 ダイニング 持ち上げる 持ち上げる 父 持ち上げる 父
M2: 父 ダイニング 茶碗 手 もつ 持ち上げる
S3: 母 ダイニング カップ ヌードル もつ 持ち上げる
106
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4.7. 実験








A B C GFED A B C GFED
図 4.16: 獲得した文法と正解文法：図中のA，B，C，D，E，F，GはそれそれBOS，
物体概念，動き概念，場所概念，人物概念，統合概念，EOSを表している
M1: 母 ダイニング 男の子 父
M2: 母 ダイニング カップ ヌードル もつ 持ち上げる
S4: 女の子 リビング ハンド クリーム 手 つける 塗る
M1: 振る リビング クリーム クリーム 塗る
M2: 女の子 リビング ハンド クリーム つける 塗る
S5: 母 ダイニング 透明 ラップ 何 覆う 包む
M1: 母 ダイニング ラップ ラップ 母 母 男の子
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4.7. 実験
文生成の定量的な評価として，生成された文に対して，教示発話と比較して，単









きる． 全データに対して，「Method 1」及び「Method 2」のBLEU-2スコアの平















































































































































































本実験において，KINECTをある位置 x0 = (x0; y0;
0)に固定し，KINECTか
ら領域D(x; y)(x0  `x2  x  x0+ `x2 ; y0  y  `y)をグリッド化した．各グリッド
R(xgx; ygy)(gx 2 [1; Gx]; gy 2 [1; Gy])に対して，3種類の動作をそれぞれ行った．
ただし，各動作において，KINECTに対する角度 
t(t 2 [1; T ])を T 種類設定し
た．本章では，`x，`y，Gx，Gy，T の値をそれぞれ，2.5m，3.0m，5，6，5に設
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ただし，Fgxy，N _ はそれぞれグリッドR(xgx; ygy)における動作のデータ数と角速
度 _ の次元数を表す．また， fnは _ の f 番目の n次元目の要素であり，以下の
ように求める．
( _ fn) =
(
1　 ( fn 閾値)































m(t 1); o(t 1))!1P (o(t)x)!2P (o(t)S)!3 (5.4)
ただし，P (o(t)




次節で説明する各文脈C 2 fC1 =行動，C2 =場所，C3 =音声 g より予測される物
体の確率分布P C = (pC1 ; pC2 ;    ; pCO)を一つのヒストグラムhC = (P C1 ;P C2 ;P C3)
として，SVMの入力データとする．ただし，Oは物体カテゴリ数を表す．学習






物体の関係性を表す．ここで，現在の時刻 t   1に観測したユーザの動きm(t 1)，
物体 o(t 1)が与えられた場合，行動文脈を以下のように定義する．
P (o(t)












ただし，a(t)i ，a(t 1)j (a 2 AK = fa1; a2;    ; aKg)はそれぞれサイズKの行動集合
AKに対して，時刻 t  1と時刻 tにおける行動を表している．また，チェインルー
ルと独立性を用いて，P (o(t); a(t)i ; a(t 1)j
m(t 1); o(t 1))を以下のように書き表すこ
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（MHDP-HMM）[70]で学習し行動モデル集合AKM 2 fa1M ; a2M ;    ; aKMgを作成す
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5.3. 行動文脈
































行動 aiに対する動作－物体の関係性 P (o
ai)は，学習したmMLDAを用いて以
下のように求めることができる．
P (o = zo

















































zo)P (zoz)P (z) (5.11)
P (zo





















動き 物体 動き 物体
かける（1） ドレッシング（3） 拭く（5） フローリングワイパー（5）
シャンプー（5） 塗る（6） スプレー缶（1）
スプレー缶（1） 見る（7） ぬいぐるみ（9）
ふる（2） ペットボトル（2） 置く（8） カップ麺（4）
ドレッシング（3） スナック（7）
飲む（3） ペットボトル（2） 投げる（9） ぬいぐるみ（9）
カップ麺（4） ガラガラ（10）
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5.6. 実験








































個とした．また，ユーザの部屋内の場所数を L = 3と設定し，各場所 `に対して
ガウス分布のパラメータを与えた．さらに，図 5.7（a）に示すように各場所と動
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5.6. 実験








































図 5.9: 様々なノイズにおける音声命令と物体カテゴリの共起確率：（a）SNR 100[dB]，
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6.2. 掃除タスクはどこまで可能か
表 6.1: 掃除タスクのためのロボットの能力の実現可能性の比較
No ロボットの能力 理想 作り込み mMLDA
1 道具に対する予測  可能  不可能 4 獲得された知識の
範囲において可能
2 人の命令に対する理解  可能 4 キーワードマッチング 4 獲得された言語
より簡易的に可能 であれば可能
3 未知環境に対する行動  可能  不可能 4 獲得された知識の
範囲において可能
4 教師なしで学習  可能  不可能 4 可能
5 掃除タスクに必要な  持っている  持っていない  全ては持っていない
概念を全て持っている
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