In the paper the principal result obtained is the estimate for the heat kernel associated to the Schrödinger type operator (1 + |x| 
Introduction
In this paper we consider the elliptic operator defined by Au(x) = a(x)∆u(x) − V (x)u(x),
where a(x) = 1 + |x| α , α > 2 and V (x) = |x| β , β > α − 2. Our aim is to give better estimate for the associated heat kernel then those obtained in [3] .
Recently elliptic operators with unbounded coefficients have been studied in several paper (see for example [12] , [13] , [14] , [15] , [10] , [7] , [4] , [9] , [8] , [5] , [6] ). In [10] and [4] it is proved that A endowed with domain
generates a strongly continuous and analytic semigroup T (·) in L p (R N ) for 1 < p < ∞, for α > 2 and β > α − 2. This semigroup is also consistent, irreducible and ultracontractive. As regards the case β = 0 we refer to [7] and [12] .
Due to the regularity of the coefficients of the operator A, the semigroup T (t) can be represented in the following integral form through a heat kernel k(t, x, y)
for any f ∈ L p (see [2] , [11] ). In [3] was obtained the heat kernel estimate provided that N > 2, α ≥ 2 and β > α − 2
where c 1 , c 2 are positive constant, b = β−α+2 β+α−2 and ψ(x) is the eigenfunction associated to the first eigenvalue, which is equivalent to the function
A better estimate with respect to the time variable was also obtained for small values of t k(t, x, y) ≤ Ct
Comparing (3) and (4) ones can see that improving the dependence on t involves worsening in the dependence on the space component. Conversely, if the space component is improved the other worsens.
In this paper our aim is to explain how this happens. In order to state the relationship between the dependence on the time and the space components we will state an estimate which depend on a parameter θ. In particular we will prove the following estimate for small values of t
where
We observe that (4) is a particular case of (5) obtained for θ = N .
Weighted spaces and Weighted Nash Inequalities
Let T (t) be the semigroup generated by the operator (A, D p (A)), where A and D p (A) are defined by (1) and (2) . First we show that T (t) can be seen as a suitable semigroup T (t) on a weighted space. So, we can deduce heat kernel estimates of T (t) by heat kernel estimates of T (t). Then, in order to obtain kernel estimates of T (t) we prove a weighted ultracontractivity of the semigroup obtained by a weighted Nash Inequality.
Let us introduce the measure dµ(x) = (1 + |x| α ) −1 dx and the Hilbert space L 2 µ endowed with its canonical inner product. Let
be the Sobolev space endowed with the inner product
We consider the close and accretive symmetric form so defined
for u, v belonging to the closure V of C ∞ c in H, with respect to the norm of H. Then we can associate to a the self-adjoint operator Au = f with domain
By classical results the operator A generates an analytic semigroup of contractions
which is a positive, symmetric and L ∞ -contractive Markov semigroup. The Lemma below (see [3] ) shows that the semigroup
Denoting by k(t, x, y) and k µ (t, x, y) respectively the heat kernel associated to T (t) and T (t), by the previous lemma we can deduce that
In the following we describe how estimates of the kernel of a symmetric Markov semigroup can be obtained by using the equivalence between a weighted Nash inequality and a "weighted" ultracontractivity of the semigroup. The equivalence was stated in [16, Theorem 3.3] and was reformulated in [1, Theorem 2.5]. The equivalence is obtained by means of a suitable Lyapunov functions for the generator of the semigroup.
Let T (t) be a symmetric Markov semigroup generated by a self-adjoint operator A associated to an accretive, closed, symmetric form a defined on a domain V in L 2 µ . Let k µ its associated heat kernel. We define Lyapunov function in the following way (see also [13] , [14] )
for any x ∈ R N , t > 0, and for some real constant κ, called Lyapunov constant.
Now, we define the weighted Nash inequality. 
Theorem 2.4 [1, Theorem 2.5] Let T (t) be a Markov semigroup with generator
. Let us assume that there exists a Lyapunov function ϕ with Lyapunov constant κ ≥ 0 and that the associated form a satisfies a weighted Nash inequality with weight ϕ and rate function ψ such that
du.
Finally from [1, Corollary 2.8] we get the estimate of k µ
Corollary 2.5 If the Markov semigroup T (t) satisfies the assumptions of Theorem 2.4 then the kernel
k µ satisfies k µ (2t, x, y) ≤ K(2t) 2 e 2κt ϕ(x)ϕ(y) for any t > 0, (x, y) ∈ R N × R N .
Heat kernel estimates
In this section we will prove upper bound estimates for the kernel k. First we prove that the function ϕ(
µ (R N ) and satisfies the inequality Aϕ(x) ≤ κϕ for some κ > 0.
Proof. Let us consider ϕ(x)
Then, since β > α − 2, one can see that there exists a positive constant k such that
Arguing as in [12, Section 2] we have that ϕ is actually a Lyapunov function.
Theorem 3.2
The function ϕ is a Lyapunov function with constant κ 0 for any κ 0 > κ.
Proof. Let us observe that ϕ ∈ C 0 (R N ). Then we can consider u = R(λ,
κ0−κ and w = 1 + κ0 λ ϕ − λu. Since Au = λu − ϕ, we have
By the maximum principle we have w > 0 in R N . Then
Iterating the last inequality we get
So, we obtain
Finally to get kernel estimates we will prove the weighted Nash inequality (see Definition 2.3) with Lyapunov function ϕ = (1 + |x| α )
and rate functions ψ(t) = t
for θ ≥ N . We observe that ϕ satisfies hypothesis Lemma 3.1 if α > 2. In order to prove the weighted Nash inequality we use a weighted Sobolev inequality which we recall for reader's convenience (see [13, Proposition 3.5] ).
Then there exists a positive constant C such that for any
Theorem 3.4 If α > 2 and β > α− 2, then the kernel k µ of the semigroup generated by A satisfies the inequality ϕ(x)ϕ(y), wherek µ = e t k µ is the kernel associated with A + I. This gives the result.
Taking into account the relation between k and k µ , by Theorem 3.4 we state the following result.
Theorem 3.5 Le us assume α > 2, β > α − 2. Then the kernel k of the semigroup generated by A for every 0 ≤ t ≤ 1 satisfies the bound k(t, x, y) ≤ C e κt t θ 2 ϕ(x)ϕ(y) 1 + |x| α .
