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ABSTRACT
Data-stream processing has continuously risen in importance
as the amount of available data has been steadily increas-
ing over the last decade. Besides traditional domains such
as data-center monitoring and click analytics, there is an
increasing number of network-enabled production machines
that generate continuous streams of data.
Due to their continuous nature, queries on data-streams
can be more complex, and distinctly harder to understand
then database queries. As users have to consider operational
details, maintenance and debugging become challenging.
Current approaches model data-streams as sequences, be-
cause this is the way they are physically received. These
models result in an implementation-focused perspective.
We explore an alternate way of modeling data-streams
by focusing on time-slicing semantics. This focus results
in a model based on functions, which is better suited for
reasoning about query semantics.
By adapting the definitions of relevant concepts in stream
processing to our model, we illustrate the practical useful-
ness of our approach. Thereby, we link data-streams and
query primitives to concepts in functional programming and
mathematics. Most noteworthy, we prove that data-streams
are monads, and show how to derive monad definitions for
current data-stream models.
We provide an abstract, yet practical perspective on data-
stream related subjects based on a sound, consistent query
model. Our work can serve as solid foundation for future
data-stream query-languages.
Keywords
Data-Stream Models, Continuous Queries, Query Se-
mantics, Query Languages, Monads, Data-Stream Pro-
cessing, Complex Event Processing
1. INTRODUCTION
Following a steady increase of available date, data-
stream processing has risen to great importance over
the last decade. Data-stream processing is nowadays
essential for a multitude of application domains, such
as data-center monitoring [9] and click analytics [3] as
well as novel domains like network-enabled production
machines [6, 7].
The amalgamation of real-world operational details
and query semantics is exemplified by the often cited
definition of data streams by Golab and O¨zsu [12]:
“A data stream is a real-time, continuous, ordered
(implicitly by arrival time or explicitly by time stamp)
sequence of items.”
This definition is as much about data-stream processing
as it is about data-streams: Real-time is not a specifi-
cation of what streams are, or what query results to ex-
pect, but a non-functional requirement directed at the
implementation. It refers to the relationship between
the availability of a query’s input of its output. Con-
tinuous states a stream property — streams are poten-
tially infinite or unbounded — and the requirement of
partial evaluation. The stream property ordered refers
to the fact, that evaluation semantics depends on the
contained time. It also specifies how to evaluate stream,
if no semantically relevant time is available. Sequence
refers to the mode of transport and how streams become
available over time, as all models must impose ordering
constraints on the contained time stamps. Otherwise,
a real-world system can never know whether it has re-
ceived all elements concerning a certain time-stamp.
All these aspects are essential in data-stream process-
ing, but not all of them are required to understand the
meaning of queries. The inherent complexity of queries
stems from the manifold association with time. We
write queries over time-associated data, which becomes
available over time and is evaluated over time. The im-
portance of time is implied by the application domain.
Query Formulation and Maintenance.
From a user perspective, the difficulty in dealing with
data-stream queries is caused by several factors:
Static Data Distribution Data-streams cannot be
reorganized as easily as database. Streams origi-
nate from sensors or from the machines, which col-
lect the data. It is not possible to enforce struc-
turing and constraints, like ETL-phases in data-
warehousing, without already engaging in data-
stream processing.
Latency Requirement DSMS are used in latency-sen-
sitive domains with work on high data rates. To
minimize latency, real-time automation is very de-
sirable. Actions must be performed as soon as pos-
sible, which makes manual supervision not work-
able.
Windows Even the traditional time- and row-based
windows have differences that are easy to miss [5].
More powerful window-like constructs have been
needed in practice [21, 3]. Their exact definitions
can be even harder to grasp.
Bug Reproduction Faulty queries cannot easily be
identified by viewing the results, as the through-
put is huge and faulty behavior might manifest
only under conditions, which are not satisfied at
the point in time when the query is deployed. Re-
playing data after a faulty query has been fixed,
might not be possible at all. Therefore, informal
reasoning is especially important in this context.
Due to the above factors, users of data-stream man-
agement systems (DSMS) are more likely to make mis-
takes. These mistakes can also be more detrimental
than in database contexts.
Problem Statement.
Data streams are often modeled as sequences [22, 21,
3, 2, 1] as this is the way in which the data is physically
received. Sequential stream models interweave mean-
ing and representation, which often is too concrete to
efficiently reason about queries.
This is not how we treat them in most operations.
Minding the sequential character of streams is neither
helpful nor necessary to understand many data-stream
operations, e. g. joins and time-based windows. Hence,
bag-based (multiset-based) models [4, 18], which ig-
nore the sequential character, are employed in more
semantics-focused publications. However, this only re-
moves the sequential aspect but fails to capture the pri-
mary mode of access via an ordering attribute. Conse-
quently, we challenge the traditional modeling of stream
as sequences and bags.
Contribution.
We derive a simple, yet flexible model for data-streams
and their processing based on established time-slicing
semantics. We prove that data streams can be modeled
by monads, which are ubiquitous and well-researched in
pure functional programming (FP). Hence, our model
makes comprehensive work about monads readily avail-
able for data-stream-specific research (Sec. 3).
We illustrate the benefits of the resulting perspec-
tive by adapting the definitions of common data-stream-
operations to our model. We show that our model al-
lows to easily decompose these operations into logical
units well-known from mathematics and functional lan-
guage research (Sec. 4).
We demonstrate the potential of our model to enable
further theoretical and practical applications (Sec. 6).
2. PRELIMINARIES
Before getting into the details of our approach, we
provide some preliminary information needed to under-
stand our reasoning.
2.1 Snapshot-Reducibility
For our model to be useful, the definitions must match
established semantics for streams. We base our seman-
tics on the definitions of Maier [22] and Kra¨mer et.
Seeger [18], who specify the semantics of operations on
data-streams by mapping them to relational operations
using time-slices.
Kra¨mer et. Seeger refer to this concept as snapshot-
reducibility. It defines the semantics of relational-like
operations on streams ops based on the definitions of
the corresponding relational operations opr (Figure 1).
Hence, this does not apply to window operations, which
are only defined upon streams and are in general not
snapshot-reducible.1
S0, S1, . . . , Sn R0, R1, . . . , Rn
Sout Rout
snapshot
snapshot
ops opr
Figure 1: Snapshot-Reducibility
2.2 Monads and Comprehensions
Monad comprehensions have been successfully em-
ployed on query constructs in functional programming
languages [23, 11]. Monads are also used for embed-
ding query constructs in the .NET-languages under the
name of LINQ [13]. They have proven to be a very use-
ful abstraction in pure, functional programming (FP)
overall, and are thus well investigated (e. g. [20]).
2.2.1 Monads
We do not base our formal representation of monads
on category theory whence they originated. Instead, we
base our work on the formulation by Wadler [23], which
1The Now-Window is snapshot-reducible to the identity of
relations.
is geared towards understandability for computer scien-
tists not trained in abstract mathematics. His work fo-
cuses on the structure of monad comprehensions, which
are very similar to select statements, as both were in-
spired by the mathematical set notation [23, 16]. Thus,
for our purposes a monad is a type-operator m with a
triple of polymorphic2 functions3:
map : @x, y : Type . pxÑ yq Ñ pm xÑ m yq
unit : @x : Type . xÑ m x
flatten : @x : Type . mpm xq Ñ m x
Intuition.
As an intuition, consider the set monad (m “ Set):
map is the element-wise application of a function, unit
creates a singleton set from an element, and flatten
creates a flat set from a set of sets. Also note, that
there is an identity monad (m x “ x) where map is
function application, and where unit and flatten are
the identity function.
Monad Laws.
As usual for algebraic structures, several laws have
to be satisfied. The laws as stated by Wadler are in
lambda-calculus notation, i.e. f x is function appli-
cation. As usual in the functional programming com-
munity, we write λx Ñ t instead of λx.t for lambda
abstractions. We use ˝ to denote function composition
and id as the identity function id x “ x.
map id “ id (1)
mappg ˝ fq “ map g ˝map f (2)
map f ˝ unit “ unit ˝ f (3)
map f ˝ flatten “ flatten ˝ pmappmap fqq (4)
flatten ˝ unit “ id (5)
flatten ˝map unit “ id (6)
flatten ˝ flatten “ flatten ˝map flatten (7)
These laws make extensive use of polymorphism. For
instance law (1) uses id for x and for m x. It could be
verbosely written as mapxÑx idx “ idm x.
Notation.
Like Wadler, we employ overlines to indicate the num-
ber of monadic wrappers over a value type. Therefore,
when x is of the element type, which usually is a tu-
ple/record type or XML-tree in data-streams, x is a
stream of that element type and x is a stream of streams
of that element type.
Like Wadler, we indicate the monad as a superscript.
mapbag is the map function for the bag monad and
mapst is the map function for the stream monad.
2.2.2 Monad Comprehensions
As Wadler [23] argues, any monad gives rise to a com-
prehension structure and any comprehension structure
2This refers to parametric polymorphism.
3We renamed join to flatten to prevent confusion with the
relational join.
gives rise to a monad. Basic comprehensions allow for-
mulating projections (mappings), singletons and cross
products. In order to provide selections (filtering) a
useful definition for the empty comprehension r s is re-
quired.
Giorgidze et al.[11] provide further desugaring for com-
prehension, to realize query constructs from relational
databases like grouping and other useful operations.
They require the monad in question to form a monoid
in order to use filtering, where r s is the neutral element.
As we are mainly concerned with set-like structures, we
denote the neutral element as H, and the monoid’s as-
sociative binary operation Y. Hence, we write monoid
laws as such:
HY a “ a
aYH “ a
paY bq Y c “ aY pbY cq
2.3 Algebraic Datatypes
We make use of algebraic data types. The most com-
mon type operation is the product, which combines two
or more types to a new one. aˆ b denotes the product
of the types a and b and requires one value of type a
and one value of type b to be constructed. As usual in
set theory, aˆ b refers to the type of pairs of a and b.
The other, more uncommon type operation in main-
stream programming languages is the sum type a ` b
that requires either a value of type a or a value of type
b for construction. So a ` b is the disjoint union of a
and b and can be verbally expressed by “either an a
or a b”. In relational database management systems
(RDBMS), the constraint NOT NULL actually states
that attribute values must be of a certain type a. Oth-
erwise the values are actually of type a` 1, where 1 is
any type inhabited by exactly one value, which is named
NULL in RDMBS.
3. MONAD-BASED STREAMMODEL
We derive our foundational stream model from snap-
shot-reducibility. It allows us to give an interpretation
of streams of streams. Then, we expose the monads
contained within our model. Finally, we show how the
monad definition can be derived for arbitrary stream
models.
3.1 Derivation from Snapshots
In order to verify snapshot-reducibility, a model for
data-streams must come with a definition for snapshots.
More concrete, it is accompanied with a snapshot func-
tion that, given a stream and a point in time returns a
relation. However, more often than not, stream models
support simultaneous elements, so the word “relation”
refers to a bag of tuples instead of a set of tuples. We
go with bags for now, but abstract over this choice in
Sec. 3.4.
We can find many sound stream representations with
an accompanying snapshot-function. To reduce the de-
grees of freedom, we move the logic of snapshot into the
stream itself to create an abstract model of the concept
of a stream. Like in abstract algebra and in interfaces
in programming languages, a concept is defined by the
operations and functions that can be used upon them.
For every custom stream definition CStream : TypeÑ
Type, there is a function snapshotc:
snapshotc : CStream xÑ T imeÑ Bag x
With partial application of any stream cs : CStream to
snapshotc we get a function:
snapshotc cs : T imeÑ Bag x
This function contains the content of a stream and the
logic of extracting snapshots from said content. In other
words, the simplest model for streams are functions
from an arbitrary time domain to bags of the element
type. The implementation for snapshots in this model
snapshots collapses to function application:
Stream x :“ T imeÑ Bag x
snapshots “ λsÑ pλtÑ s tq
This perspective allows us to focus on the time-sliced
semantics. Note that, if a stream contains no elements,
the result is the empty bag.
3.2 Streams of Streams
Assessing that streams are monads, incorporates an-
swering the question what streams of streams are, and
finding the correct operational semantics for them. If
streams are modeled as (potentially) infinite sequences,
it is not obvious how to work with infinite sequences of
infinite sequences.
Our model provides a more accessible view on what a
stream of streams should be, using the above definition
and expanding it:
StreampStream xq “ T imeÑ Bag pStream xq
“ T imeÑ Bag pT imeÑ Bag xq
Interpretation.
A DSMS can be modeled as a function from a stream
of queries to a stream of streams of query results. The
input to the system is a stream, since queries may be
added and removed over time. In other words, queries
have an associated validity interval. The results are
streams, and these streams themselves inherit the va-
lidity interval of their query. Thus, they are streams
themselves. The content type for all streams involved
is an encoding for the network transfer. For example,
we use JSON as a surrogate for an arbitrary network
encoding. A simplistic definition would be:
DSMS :“Stream JSON Ñ
Stream pStream JSONqq
For practical purposes, queries and results are associ-
ated with an identifier, making a more apt definition:
DSMS :“Stream pNˆ JSONq
Ñ Stream pNˆ Stream JSONqq
3.3 Time Domain
We consider the time type to be an arbitrary, ordered
domain of interest. While some operations, e. g. row-
based windows, require discreteness, our basic model is
agnostic to the choice of time domain, and allows for
the level-of-detail needed by users.
However, since we abstract over the sequential nature
of streams, modeling late stream elements requires more
advanced time domains as discussed in Sec. 4. For the
initial modeling, the natural numbers serve well.
3.4 The Stream Monad
By viewing streams as functions, the triple of func-
tions to define the stream monad is rather straight-
forward, as function application is the only operation
defined on them:
mapst f “ λsÑ pλtÑ tf s|s P s tubq
unitst s “ λtÑ tsub
flattenst s “ λtÑ ts|s P s t, s P s tub
As mentioned earlier, we do not need to restrict our
model to bags. We can rewrite these functions using
the monadic functions of the bag monad following the
definition of comprehensions:
mapst f “ λsÑ λtÑ rf s|sÐ s ts
“ λsÑ λtÑ mapb f ps tq
unitst s “ λtÑ rss
“ λtÑ unitb s
flattenst s “ λtÑ rs|sÐ s t, sÐ s ts
“ λtÑ flattenb pmapb pλsÑ s tq ps tqq
This form provides a view agnostic to the underlying
monad. Thus, we can define a type function, that takes
a base monad (b), a time domain (t) and the content
type (x) as arguments. Formally, we define:
BasicStream : pTypeÑ Typeq
Ñ Type
Ñ Type
Ñ Type
BasicStream b t x :“ tÑ b x
Hence, the concrete choice of the base monad is irrele-
vant to this model providing the freedom to choose set,
bags or any other monad as a base depending on the
desired evaluation semantics. For easier understanding,
you may think of the superscript b to mean bag, but
indeed it means base.
We have been focusing on the derivation of a model
from snapshot-reducibility. On closer examiniation, we
identify the structure of the environment monad [20]
specialized to the time domain. As our perspective
comes from snapshot-reducibility, we call this special-
ization the Snapshot monad:
Snapshot x “ T imeÑ x
mapsn f “ λsÑ pλtÑ pf ps tqqq
unitsn x “ λtÑ x
flattensn s “ λtÑ s t t
Effectively, our model is a monad-transformer-stack
[20] with the environment transformer on top of the
base monad. Monad-transformer allow stacking of mon-
ads to combine them into a monad, which provides all
effects of its building blocks.
We can visualize this stream structure in a commuting
diagram as shown in Figure 2. To keep it readable, we
abbreviated BasicStream b t with just Stream.
x y
b x b y
Stream x Stream y
f
mapb f
mapst f
unitb unitb
unitsn unitsn
unitst unitst
mapb
mapsn
mapst
Figure 2: Monads in a Stream
Proof.
We provide a formal proof written in Coq4, that the
monad laws for arbitrary streams are satisfied for any
base monad and any time domain (cf. App. A):
@b : TypeÑ Type,Monad b, t : Type ùñ
MonadpBasicStream b tq
The correctness is also directly implied by the en-
vironment monad-transformer [20], but would require
detailed knowledge of monad transformers, whereas the
proof we provide only relies on the preliminaries.
3.5 Derivation of Monad Definitions for other
Models
As argued in Sec. 3.1, a stream model is only com-
plete, if it provides a definition for its snapshot function.
Otherwise, the snapshot-reducibility of its operations
cannot be verified.
The ability to reconstruct a stream given all snapshots
is also highly desirable. This reconstruction must not
be unique, but it should be sound, i. e. reconstruct must
be the right inverse of snapshot, but it is not required
to be the left inverse:
snapshotc : CustomStream xÑ T imeÑ Bag x
reconstructc : pT imeÑ Bag xq Ñ CustomStream x
snapshotc ˝ reconstructc “ id
4
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This allows for multiple equivalent representations with-
out imposing restriction on implementations, which can
choose elaborate data-structures to achieve high perfor-
mance. However, it provides the freedom to use a va-
riety of specialized data-structures in a single system
transparently.
These two functions can be used to derive the monadic
functions by replacing function application with snapshotc
in the original definition, and inserting reconstructc to
create a custom stream from stream functions:
mapc f “ λsÑ reconstructc
pλtÑ mapb f psnapshotc s tqq
unitc s “ reconstructcpλtÑ unitb sq
flattenc s “ reconstructc
pλtÑ flattenb
pmapb pλsÑ snapshotc s tq psnapshotc s tqqq
The above definitions are probably not identical to
any original definitions, if given. However, they are
equivalent in terms of snapshot-reducibility, e. g. snapshotc˝
mapc f “ snapshotc˝maporig f . If a correct implemen-
tation is not available, they can be used as the first,
non-optimized implementation.
In general, our view of streams as functions corre-
sponds to an interface specification, whereas models are
an implementation of this interface. Just as arithmeti-
cal functions can be given in various ways, e. g. closed-
form, sets of pairs, streams can be represented in various
ways. We provide examples for reconstruct for specific
models in Sec. 5.
4. DISCUSSION
In order to illustrate the applicability of our model
to data-stream processing, we discuss and investigate
relevant concerns in stream processing. To the best of
our knowledge, there is no current and comprehensive
taxonomy of issues in data-stream processing available,
upon which we can base our discussion.
We opt to discuss aspects ranging from variations of
our model and frequently used operations to distributed
evaluation.
4.1 Alternative Base Monads
In the previous sections, we have mainly used bags as
base monad. However, exploring alternative base mon-
ads allows to concisely express restrictions on streams
and the according evaluation semantics.
Every monad (or monad transformer stack) can be
used as base monad. While it may be appealing from a
theoretical perspective, constructs like streams of state-
ful computations and streams of parsers are beyond the
scope of data-stream processing.
Hence, we only detail selected base monads relevant
to data-stream processing. We use these in the discus-
sion for operations that cannot be described by snapshot-
reducibility.
4.1.1 Sets
Choosing sets changes the semantics to automatically
remove duplicates. Relational operations usually do not
benefit from duplicates, but duplicates make a differ-
ence for most non-snapshot-reducible operations, e. g.
pattern matching.
However, there is a more subtle difference: To elimi-
nate duplicates, you must have a definition for equality
of elements. Also for an efficient implementation of sets,
you need either an ordering or hashing algorithm. This
is a given, if you think of the element type as tuples of
primitive data types. We do not want to assume the
availability of these definitions in general, as we already
encountered streams of streams, where ordering would
be expensive.
Instead, we would use sets only if we want to explic-
itly express this requirement. However, we did not find
corresponding operations requiring this.
4.1.2 Identity
The identity monad describes streams, which always
contain a singleton value. Because there is no monoid
for x in general, there may be no generic selection. How-
ever, this restriction serves as a guarantee that there is
always exactly one value.
Common representatives for this kind are audio streams
in waveform. Mixing two audio signals s1, s2 would ex-
pressed as:
λs1 Ñ
˜
λs2 Ñ
„
s1 ` s2
2
ˇˇˇ
ˇs1 Ð s1, s2 Ð s2
st¸
As there is no appropriate definition forH in the iden-
tity monad, selections cannot be performed on audio
streams. Therefore, filtering audio signals is distinctly
different operation normal stream filtering.
4.1.3 Optional Values
The maybe monad [23]Maybe x :“ x`1 corresponds
to the possibility ofNULL-values in relational database
systems. Instead of bags of values, a single value or none
can be valid. This is what classically is considered an
event stream. At any point in time, there is either an
event of a certain type or none. It provides a neutral
element for filtering. For cross products and joins, there
is the choice between a left- or right-biased binary oper-
ation. The maybe monad is a suitable base monad for
streams where row-based windows are appropriate (cf.
Sec. 4.4.1).
4.1.4 Lists
As bags can be represented by lists, and the order-
ing of simultaneous elements may be relevant, lists can
be considered as the base monad. Although lists are
strictly more powerful, this has drawbacks: Bag union
is commutative and thus allows for more algebraic op-
timization, whereas appending lists is only associative.
However, they are the natural representation of data
collected in patterns using the Kleene-Star (cf. Sec. 4.4.2).
4.2 Advanced Time Domains
Some stream models focus solely on the time stamps
provided in the data [18, 22, 21]. Others take the real-
world time into account to model influences of delays
and out-of-order tuples in stream evaluation [5, 3]. We
therefore consider different time domains.
Event time The semantically relevant time for appli-
cations which is contained in the data. Also re-
ferred to as application time.
Arrival time The time a data becomes available to
the DSMS. Also referred to as system time.
Execution time The current time at query evaluation
in a real stream processor.
To model the influences of arrival time in addition to
event time, a product of event and arrival time can be
used as the time domain. As there is no state in our
model, the time applied to a result stream expression is
propagated to all its input streams.
For instance, to specify that data available more than
five seconds late is not to be taken into consideration for
the result, we could add filters accordingly to the input
streams, while all other operations ignore the arrival
time:
λsÑ λpe, aq Ñ
"
s pe, aq if a´ e ď 5s
H otherwise
If the system allows the update of results such as
Dataflow [3], we could also calculate the correct pre-
liminary results up to a certain arrival time. An image
of the result function of the whole event time domain
and the restricted arrival time domain expresses exactly
this.
Modeling execution time is more complex, we, there-
fore, sketch the approach in Sec. 6.
4.3 Snapshot-Reducible Operations
Snapshot-reducible operations are correct by construc-
tion. However, we show some examples for their use in
comprehension, as stacked structure provide a choice at
which level comprehensions are used.
4.3.1 Stream Comprehensions
As any monad gives rise to a comprehension struc-
ture (cf. Section 2.2.2), comprehension can be used on
the base monad, the snapshot monad, and the stream
monad, which is the combination of the former two (cf.
Figure 2). If used on the stream monad, it specifies
stream operations based on per-element functions. If
used on the snapshot monad, it specifies stream op-
erations based on per-bag or more generally, per-time-
instant functions.
As we are not dealing with streams of streams, we
omit the overlines, and instead use s for stream vari-
ables, b for base monad variables and x for element
variables.
Projection.
Projections are usually applied per element in data-
stream queries, and can therefore be expressed using
mapping on streams:
projelem : pxÑ yq Ñ Stream xÑ Stream y
projelemf “ mapsn pλbÑ rf x|xÐ bsbq
“ mapsn pmapb fq
“ λsÑ λtÑ mapb f ps tq
“ mapst f
“ λsÑ rf x|xÐ ssst
Per time-instance projections allows to change the base
monad:
projtime : pb xÑ b1 yq Ñ BasicStream b t x
Ñ BasicStream b1 t y
projtime “ mapsn
“ λf Ñ λsÑ rf b|bÐ sssn
Selection.
Because selections cannot be defined on elements, but
on the bags or in general the base monad, they are
derived using mapsn. However, if selection is defined
on the base monad, we can define selections based on a
per-element and on a per-time-instant predicate.
selelem : pxÑ Bq Ñ Stream xÑ Stream x
selelem p “ mapsnpλbÑ rx|xÐ b, p xsbq
seltime : pb xÑ Bq Ñ BasicStream b t x
Ñ BasicStream b t x
seltime p s “ rx|xÐ s, p xssn
The desugaring for the comprehension filter in both
cases requires the definition for Hb (r sb in comprehen-
sion syntax).
4.3.2 Binary Operations
Deriving n-ary operations from the base monad is a
matter of distributing the application of time over the
operands; consider the cross product:
ps1 ˆ s2q t “ s1 tˆ s2 t
As described by snapshot-reducibility, all operations
defined on the base monad can be derived for streams.
Unions, intersections, etc. can be derived analogously.
4.4 Non-snapshot-reducible Operations
Most data-streams queries contain operations, that
are not snapshot-reducible, most notably windows. As
there is no consent about a complete list, we choose to
discuss the most common operations, and some espe-
cially unusual operations.
4.4.1 Traditional Windows
As modeled by Maier et al.[22], window definitions
create window instances during evaluation. Hence, win-
dow operations create streams of window instances: They
map streams to streams. As we model streams as func-
tions, window operations are higher-order functions.
Time-Based Windows.
For time-based windows, we can separate the window
size and the slide, and define the highest resolution win-
dows, i. e. the windows with the smallest possible slide
in the time domain:
windowtime∆t “ Stream xÑ Stream x
windowtime∆t “ λsÑ λtÑ
bď
t1Ppt´∆t;ts
s t1
This can also be written using the image of a function:
windowtime∆t ps, tq “ spt´∆t; ts
Slides specify the desired sampling rate of the result-
ing stream function5. This sampling can be easily spec-
ified by filtering all unwanted values. Given a predicate
function p that specifies whether a sample should be
available at a certain point in time:
slide : pTÑ Boolq Ñ Stream xÑ Stream x
slide “ λpÑ λsÑ λtÑ
"
s t if p t
Hb otherwise
Hence, time-based slides are another kind of filter,
which uses a predicate on the time opposed to a predi-
cate on the actual data.
Windows for Time-Aware Aggregates.
We argued [15] that some aggregates require the win-
dow operation to keep the time information. To com-
pute the average speed for instance, the time stamps
of the measurements are needed. Otherwise the results
are wrong for streams with a variable data-rate or if
packets are lost. Hence, windows for such aggregates
must produce instances of type T imeˆ x:
windowtaa∆t : BasicStream b t x
Ñ BasicStream b t ptˆ xq
Row-based Windows.
Row-based windows stem from the perspective of
streams as sequences, and can lead to ambiguity when
simultaneous elements are allowed, e. g. the last 5 rows
of 7 simultaneous rows. Akidau et. al[3] argued that
windowing is essentially always time-based “over a log-
ical time domain where elements in order have succes-
sively increasing logical time stamps.” This is effectively
5For a sound definition of a slide, a reference point in time
must also be given: Every full hour after 12:03 is different
from every full hour after 12:04.
a restriction on streams to not have simultaneous ele-
ments, which can be expressed by using the identity or
the optional/maybe monad as the base monad. Their
typing is pleasantly expressed in our model:
windowrown :BaseStream Maybe t x
Ñ BaseStream Bag t x
By employing this perspective, another generalization
for row-based windows in the presence of simultaneous
elements seems natural. Instead of counting elements,
the operation could count non-neutral content values
(e. g. non-empty bags), and provide the last n of them:
windowrowgenn :BaseStream T ime b x
Ñ BaseStream T ime Bag pb xq
Similar to our modeling of time-slides, row-based slides
are a filtering operation, which filters every result but
each nth.
4.4.2 Pattern Matching
Like window operations, pattern matching is not order-
agnostic and, hence, not snapshot-reducible. They con-
sume a stream of events of interest and create a stream
of complex events. As we elaborated [15], it is useful to
split pattern matching into three logical units:
‚ The actual pattern specifying the temporal rela-
tionship of different events.
‚ Additional predicates, filtering the results based
on the content.
‚ The mapping used to create the new complex event
type after finding a match.
The predicates are selections, the mapping is a projec-
tion, and both should be modeled as such. In real soft-
ware systems, these operations are usually integrated
into the automatons used to identify, filter, and map
matches at once.
Pattern matching means to monitor different event
sources continuously to extract temporal sequences of
interest. By creating a sum or disjoint union6 of streams
[15], a pattern over several streams can be expressed
as a pattern over a sum stream. As the sum type (cf.
Sec. 2.3) appears as the element type, the disjoint union
operations \ can be derived by mapping the sum type’s
injection functions inl and inr over the elements:
\ :Stream xÑ Stream y Ñ Streampx` yq
sx \ sy “ map
st inl sx Y
st mapst inr sy
inl : xÑ x` y
inr : y Ñ x` y
The result of the matching operation is a stream of
matches. The type of these matches is implicated by
6also tagged union
the concrete pattern. We use regular expression for ex-
amples:
matchab :Streampa` b` xq Ñ Streampaˆ bq
matcha˚ :Stream pa` xq Ñ StreampList aq
matcha|b :Streampa` b` xq Ñ Streampa` bq
matcha? :Streampa` xq Ñ Streampa` 1q
However, the only limit for patterns is whether matches
can be represented in the type system or not. Adding
backtracking, for example, would require changing the
implementation, but not the types involved. In addi-
tion, events associated with intervals opposed to time
instants require different patterns [10, pp. 284–286]. In
general, the input stream’s element type is the sum of all
event types to be considered, and the output stream’s
element type is can be directly constructed from the
pattern.
Although regular pattern can be extended to work
with simultaneous elements, they originate from a se-
quential point of view. To employ this perspective in
our model means to assume the Maybe or Identity monad
as base monad. Then searching for the pattern aaa
of as is essentially the same as a row-based window of
size three. The difference is, that row-based windows
would create bags with exactly three elements, where
the pattern provides the more specifically typed triple of
as, which also retains the ordering information. Hence,
row-based windows are a special case of pattern match-
ing.
4.4.3 Other Stream Transformations
Abadi et. al [2] introduced operations which are not
snapshot-reducible, but have a different character than
the operations discussed before: The resample opera-
tor interpolates a stream, so that the result stream only
contains values at the times where reference stream con-
tains values. It employs windows to specify the scope
of interpolation. If we model the resample operator
as a composition of a windowing function, the inter-
polation calculation and remaining part resample “
remain˝ interpol ˝window, the remaining part has the
remarkable property, that is spreads the interpolated
data over time. The same can be said for the bsort op-
erator, which effectively works on a row-based window
and fixes a slight disorderliness, which is called slack
in their terms. These operations essentially contain an
inverse window operation.
4.4.4 Aptness
A generalization for row-based and time-based win-
dows was introduced by Li et. Maier et. al [19, 22]. They
use functions as a means to define windows. From the
data contained in a row7, these functions compute the
set of window instances this row belongs to. Hence, the
question of membership in a window instance must be
decidable for each row individually.
While this provided more flexibility, Maier et. al.[21]
later stated that traditional window constructs are not
7assuming the current count is also stored in that row
sufficient. They introduce the concept of episodes, for-
malized as T+D-Frames, which target the detection of
burst. Akidau et. al [3] introduced session windows
which target the same issue, as their instances are ter-
minated by gaps.
This shows that windows evolved from rather static
time- and row-based constructs to more flexible con-
cepts taking more information about streams into ac-
count. We model them and pattern matching opera-
tions as higher-order functions Stream xÑ Stream pf xq,
where f is an arbitrary type function, which can ab-
stract over them. But it this approach too generic to
accurately reflect the character of windows? This type
schema is broad enough to include the inverse windows
identified in Sec. 4.4.3.
Whichever restriction we would want to impose, must
be judged by the benefits it provides. Although the op-
eration incorporating an inverse window aspect seem
not popular in research, we cannot see benefits trying
to explicitly exclude them. The only aspect, we could
find to be a reasonable candidate for restrictions, is to
require the result stream to not use values from the
future of its input stream. However, if users wanted
to use values from the near future, this would only in-
crease the perceived latency: Compared to a normal
time-based window, the time-base window towards the
future, would produce the same results, associated with
time stamp shifted by p∆t´ ǫq, where ǫ is the smallest
time difference:
windowfuture∆t ps, tq “ srt; t`∆tq
windowtime∆t ps, t`∆t´ ǫq “
sppt`∆t´ ǫq ´∆t; t`∆t´ ǫs “
spt´ ǫ; t`∆t´ ǫs “
srt; t`∆tq
From a practical perspective, this is no issue, whereas
requiring values from two weeks ago can well be one. As
this restriction provides no benefits, neither to a stream
processor nor to the user, but would impose restrictions
in rare occasions where future values may be requested,
we did not pursue this idea. In conclusion, we strongly
doubt that there is a practical, less abstract view on
windows.
4.4.5 Closing Remarks
Non-snapshot-reducible operations have a great vari-
ability. They can be classified in functional and se-
quential according to their primary perspective. For
instance, time-based windows are function images and
pattern operations search for subsequences. Session win-
dows [3] and episodes [21] do not fit either category.
They are detect load spikes and gaps. In order to find
them, the sequential and the functional properties must
be considered.
4.5 Distribution
In real-world application distributed stream process-
ing is an important performance factor. Hence, we dis-
cuss how distribution can be arranged using our stream
model.
In contrast to current frameworks, e. g. Apache Flink [8]
and Google Dataflow [3], we do not incorporate distri-
bution keys in our stream model. Instead, we realize
keying can by a function, which projects the stream con-
tent into key-value pairs. Using a projection function is
more flexible then designating an attribute. In particu-
lar, this is an improvement over our previous proposal
based on disjoint unions [15].
For any stream of x, a function x Ñ k ˆ v splitting
x into keys k and values v is to be supplied by the
user. We provide a function partitionWith as a sound
mechanism that users can employ to explicitly request
distribution according to their needs and prior knowl-
edge.
partitionWith :pxÑ k ˆ vq Ñ
pStream v Ñ Stream v1q Ñ
pk ˆ v1 Ñ x1q Ñ
Stream xÑ Stream x1
The first argument projects the stream content into
pair of keys k and the payload v for keyed evaluation.
The second argument is the stream operation to be eval-
uated per partition/key and computes values of a pos-
sibly different type v1. The third argument is the re-
combination function, which creates the new elements
based on keys k and partitioned stream content v1 to
create the unified result stream of x1.
A distribution function distribute for ordinary key-
value pairs can be easily based on partitionWith:
distribute :pStreampk ˆ vq Ñ Streampk ˆ v1qq Ñ
Streampk ˆ vq Ñ Streampk ˆ v1q
distribute “λopÑ
partititionWith
pλpk, vq Ñ pk, pk, vqq
op
pλpk, pk1, zqq Ñ pk, zqq
As distribute is not a semantics based operation, but
rather specifies the request for distributed evaluation,
the equation distribute “ id is satisfied, unless op changes
the key during evaluation which obviously breaks the es-
sential invariance that the keys do not change, i. e. k1 “
k. The more generic formulation used in partitionWith
is superior to the simple definition of distribute, as it
allows the key k to be used in evaluation while enforcing
this invariance.
5. RELATED WORK
We discuss our abstraction with respect to established
data-stream research. As we provide a very abstract
view, we follow this up by topics from other fields of
research, and thus demonstrate the relationship of data-
stream research to them.
5.1 Data Streams
Our view of streams as functions is in agreement with
Kra¨mer et. Seeger’s definitions of stream models, most
notably the logical and the physical model. The logical
model is used to define the semantics. The physical
model is used for an efficient implementation of these
semantics.
The main feature of the logical model is its unique-
ness property: Two stream are equal, iff they are iden-
tical. A logical stream is represented by a set of triples
pe, n, tq, where e is the element value, n is the multi-
plicity, and t is the time stamp. This is analogous to
defining a function as a set of pairs. Hence, the snapshot
function for logical stream is:
snapshotlog slog t “ tpe, nq|pe, n, t
1q P slog ^ t
1 “ tu
The reconstruction function is:
reconstructlog s “ ts t|t P Tu
In the physical model, streams are a bag of pairs of the
element value and a validity interval. This model is used
for an efficient implementation of his stream processor.
Equal streams may have different representations, e.g.
by splitting the validity interval:
tpe, r1; 5qqu “ tpe, r1, 3qq, pe, r3; 5qqu
We do not need to provide a snapshot or a reconstruc-
tion function for physical streams, as Kra¨mer provided
conversion functions for physical and logical streams.
Streams in the Dataflow model presented by Akidau
et al. [3] are similar to physical streams in Kra¨mer’s
and Seeger’s model. The main differences are in the
assumption that every tuple contains a key to be used
in parallel execution, and the usage of compact nested
representation for evaluation efficiency. In addition, the
representation switches between time representation as
intervals and time instants and contains interim stages
where both are present. For instance Droptimestamps
is an operation to remove time stamps in favor of the
contained intervals. In general, they provide a set of
function which have proven its use in practice. The
work is most notable for its modeling of different time
domains. Their approach can handle late tuples by up-
dating the former results.
Maier et al. extended the window concept and pro-
vided a formal definition abstracted over the time do-
main [22]. Later, they motivated a need for a even
broader concept for stream excerpts [21]. They intro-
duced these frames to formally define “episodes” of in-
terest, and showed the insufficiency of traditional win-
dow definitions. Their data model defines streams as
a potentially unbounded sequence of tuples. The event
time is referred to it as progressing attribute and it is
not required to be monotonically increasing with arrival
time. In fact, the physical ordering or arrival time is
viewed solely as a concern for the implementation and
not referred to in the definitions. As such, their streams
may as well by viewed as a set/bag as in Kra¨mer’s et
Seeger’s logical streams, or more abstractly as functions
from time to bags.
In our earlier work [15], we focused on a generic set of
operations for continuous queries. We motivated the ne-
cessity for pattern matching and more powerful window
constructs, and showed that equality may be proven.
However, we could not provide a formal proof, as our
model relied on conventions, and a sequential perspec-
tive is less convenient for proofs than a functional one.
This is one of the main motivations for this paper.
Stanford’s CQL[4] is one of the first . . . . All queries
are formulated in the SQL-like languages CQL. Their
queries, thus, are basically operations formulated in the
bag monad. They introduce “relation-to-stream”opera-
tors that specify how create the stream from the results
of repeatedly called relational queries. This is very sim-
ilar to mapping bag operations (with mapsn) to the do-
main of streams. However, a result of this bag-focused
approach is that they do not provide access to the ap-
plication time. As we argued, the time information is
required in many real-world scenarios (cf. Sec. 4.4.1,
[15]). Our approach of using windows for time-aware-
aggregates is an elegant solution, to provide real-only
access, which could also be introduced as an additional
window construct in CQL.
5.2 Streams in Type Theory
In type theory, streams are considered the categorical
dual of lists, e. g. Harper [14, pp. 126–128]. Hence, in
accordance to prior data-stream research the essential
modeling of streams is sequential. A stream is defined
by an elimination function, which returns an element
and the rest of the stream. By repeated calling, the
stream can be consumed.
The fundamental difference to data-streams is, that
streams in type theory are not required to contain time
stamps. However, we can gain the same perspective as
Maier et al. [21] (cf. Sec. 5.1) by adding time stamps
to the elimination function, i. e. :
elimStream : Stream xÑ px,T, Stream xq
This is dual to a list of pairs of elements and time
stamps List px ˆ Tq, which is the sequential represen-
tation of a stream function.
5.3 Functional Reactive Programming
Functional reactive programming [24] (FRP) works
on event streams modeled as function fromthe arrival
time domain to an arbitrary codomain. These event
functions are either continuous under the name of be-
haviours, e. g. the mouse position or the last key pressed,
or discrete under the name of events, e. g. key released.
Program logic is defined upon the values in the codomain,
and FRP frameworks evaluate the logic, whenever an
event function changes their value. This obviously cor-
responds to snapshot-reducibility and most calculations
can be implemented as an n-ary cross product followed
by a potentially elaborate projection. In our terms,
most event functions are data-streams based on the
identity or maybe monad and use the arrival time as
the time domain.
6. FUTUREWORK
Our data-stream model has the potential to enable
further theoretical and practical applications. We opt
to cover aspects of execution time modeling and impli-
cations for future data-stream query-languages.
6.1 Execution Time
Execution time concerns can be incorporated into our
model. If execution time is to be considered, the base
monad must be replaced with a powerful one that im-
plements the added semantics:
As real-time constraints are upper-limits, the model
has to deal with non-determinism. Each element has
an initial state (before the operation is finished), an
ultimate state (after the operation must be finished)
and an arbitrary number of intermediate states.
The intermediate states emerge only from the com-
bination of previous operations, as the inputs’ arrival
time is determined. This encoding can be facilitated
by adding a monadic layer between the base monad
and the value type analogous to the non-determinism
as shown by Wadler [23]. Monadic encapsulation allows
separating the non-determinism from the deterministic
operations.
6.2 Query Languages
As we demonstrated in Sec. 4.3, the comprehension
syntax is suitable for streams. However, if users pre-
fer, we can still provide the traditional concrete syn-
tax (SELECT-FROM-WHERE), while benefiting from strong,
static typing and type inference. This means, we can
formulate query templates, which work on variables for
data-streams and are checked by the stream system
without having to know the concrete streams they are
applied to. It also allows for let-polymorphism, which
would provide a more powerful WITH. Nesting can be
used without resorting to an XML-representation mak-
ing window operations are first-class citizens which can
be composed.
In general, a type system alone improves the cor-
rectness of queries: For instance, row-based windows
can only be used on streams, which may not have si-
multaneous elements, unless our generalization is used.
However, there aspects specific to data-streams, which
should get attention:
Schema Reconstruction.
As type inference is solved for monads and compre-
hension [17], schema reconstruction is basically solved.
Interestingly, record types, i. e. name-indexed tuples,
provide the hardest challenge here. Investigating the
best approach for data-stream queries is an open issue.
Automated Distribution.
A pure function model allows systems to automat-
ically facilitate distribution, by exploiting equational
transformance rules. In order to do this, it needs to:
Identify the attributes which are invariant during
parts of the evaluation. This can be achieved
by formal reasoning on the syntax, if the content
type is a tuple type.
Observe aptness of key candidates This can be done
by measuring the keys’ frequencies during run time,
to determine the key which provides the best num-
ber of partitions.
Exploit id “ distribute . This means, replacing subex-
pressions se : Stream pk ˆ xq Ñ Stream pk ˆ yq:
se “ id se
“ distribute se
The challenge is to use this information to dynamically
invoke the mechanism for distributed query evaluation.
Property Deduction.
Users may know additional information about the
stream sources they used, e. g. whether they the stream
has a fixed rate, how late elements may be. The re-
duction to monads enables the usage of type-inference
techniques, to derived properties of result streams from
the properties of the input streams and additional in-
formation about operations.
For performance optimization, and for static analysis
(i. e. type checking), knowing whether a stream consists
of elements associated with time-instants or time spans
is valuable, as the implementation can be chosen ac-
cordingly. For instance, an advertisement-clicked event
stream is only associated with a time-instant, i. e. the
time the link was clicked. We call this an event-stream.
Other streams have data associated with a prolonged
activity, like a bus-ride, so the bus-ride-finished event
would span from the start of the ride until the end.
We call this a state-stream, as it provides information
about a temporary state. If they are not a direct input
to a system, these kinds of streams are generally created
by non-snapshot-reducible operations, as they combine
data over a certain time span. Static data, usually pro-
vided as relations, are also used in stream systems, and
form a third kind. We can treat them as streams by
using unitsn, but this loses valuable information for op-
timization.
In a sequential model, like Dataflow [3], this character
can be reflected by the time stamps, i. e. a single time
stamp for event streams, an interval for state streams,
and the lack of time stamps for static data. This distinc-
tion is essential for the choice of pattern primitives [10,
pp. 284–286].
In a functional model, this must be reflected by a type
annotation. We denote the event tag as ev, the state tag
as st and the static tag as et for eternity. Non-snapshot-
reducible operations always create state streams that
span the time of data collected.
These annotations form a semi-lattice under join op-
erations:
et ’ et “ et et ’ st “ st et ’ ev “ ev
st ’ st “ st st ’ ev “ ev ev ’ ev “ ev
The results are commutative and associative, with the
additional laws:
@x. ev ’ x “ ev
@x. et ’ x “ x
st ’ st “ st
Hence, it should be possible to exploit this during
type inference, in order to choose the most efficient im-
plementation of operations.
7. CONCLUSION
We provided proofs, that data-streams are composed
of monads and thus the comprehensive results dedicated
to this algebraic structure can be applied to data-stream
processing. Our notion of data streams as functions
from an arbitrary time domain to a base monad pro-
vides a useful abstraction for theoretical studies in this
field. This includes (formal) proofs, like the correctness
of algebraic optimizations, but also support for informal
reasoning given a query language based on our ideas.
For real-worlds systems, which certainly employ a
more efficient representation of streams, our definitions
can be used to derive correct monadic functions. As our
model abstracts over the choice of the base monad and
the time domain, its users can instantiate it according
to their needs. We expect this approach to lay fertile
grounds for query languages with powerful data-stream
specific features while keeping the core simple.
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APPENDIX
A. PROOFS
On the following pages you can find two coq libraries:
The library WadlerMonad contains the definition of mon-
ads according to Wadler [23]. The libary StreamMonad
contains the proof, that streams satisfy the monad laws.
The proofs have been removed, because Arxiv.org is
unable to build from more complex tex sources. The
proofs have been generated with a script from Coq sources
and then included in this file.
