How does the mental lexicon cope with phonetic variants in recognition of spoken words? Using a lexical decision task with and without fragment priming, the authors compared the processing of German words and pseudowords that differed only in the place of articulation of the initial consonant ( place). Across both experiments, event-related brain potentials indicated that pseudowords with initial noncoronal place (e.g., ‫ء‬Brachen) activate words with initial coronal place (e.g., Drachen [dragon]). In contrast, coronal pseudowords (e.g., ‫ء‬Drenze) do not as effectively activate noncoronal words (e.g., Grenze [border]). Thus, certain word onset variations do not hamper the speech recognition system. The authors interpret this asymmetry as a consequence of underspecified coronal place of articulation in the mental lexicon.
No sound is ever acoustically identical, even when spoken in the same context by the same speaker. One type of ambiguity in the signal comes from systematic changes such as assimilation. For example, in German and English, consonants that are typically produced with a coronal place of articulation ( place; e.g., /t, d, n/) appear to borrow the place of the segment that immediately follows. The /n/ in rain, for example, can adopt the place of the following labial /b/ in rainbow. Consequently, rainbow can be pronounced as ‫ء‬raimbow. Several studies demonstrated that spoken language processing successfully deals with such variations (Coenen, Zwitserlood, & Bölte, 2001; Gaskell & Marslen-Wilson, 1996 Gow, 2001 Gow, , 2002 Gow, , 2003 Gumnior, Zwitserlood, & Bölte, 2005; Lahiri & Marslen-Wilson, 1991 Mitterer & Blomert, 2003; Mitterer, Csépe, Honbolygo, & Blomert, 2006; Weber, 2001 Weber, , 2003 . However, certain positions in a word are more vulnerable to variation than others. Place assimilation often appears in word final positions, but is most unusual for word initial sounds. In the present article, we investigate onset variation for words and pseudowords spoken in isolation to learn more about the nature of lexical representation and activation.
Different explanations have been proposed to explain how variation is handled by the listeners to correctly identify word forms. Some approaches strengthen the importance of context for the correct recognition of assimilated forms. MarslenWilson (1996, 1998) argued that mapping speech onto lexical representations involves online phonological inference that detects systematic variations. In both cross-modal priming and phoneme monitoring they showed that perceptual compensation for assimilation only occurs when following context makes assimilation phonologically legal. These authors concluded that listeners cope with assimilation by inverting phonological rules in a given context. Presented with raimbow, listeners are assumed to infer that a labial followed by another labial may be an underlying coronal. A further cross-modal priming study by Gaskell and Marslen-Wilson (2001) revealed that if assimilation creates lexical ambiguity (e.g., run/rum), contextual compensation only occurs if the sentence meaning favors the assimilated form.
A combined impact of context and phonetic detail is proposed by other authors. To account for a series of phoneme monitoring and form priming experiments, Gow (2001 Gow ( , 2002 Gow ( , 2003 has argued that assimilation does not change a feature completely but provides information about both the underlying form of the assimilated segment and the surface form of the following segment. According to this point of view, listeners detect assimilated features, use this information to anticipate the upcoming segment, and align the assimilated feature to this subsequent element. Similarly, Mitterer and colleagues (Mitterer & Blomert, 2003; Mitterer et al., 2006) argue that context in combination with phonetic detail drives compensation for assimilation. Using word identification experiments and mismatch detection as reflected in event-related brain potentials (ERPs), they showed that unviable variation of coronal elements is less often confused with canonical word forms than viable variation of those elements and that this only holds if phonetic detail signals assimilation.
Next to empirical evidence supporting contextual influences on the recognition of assimilated forms, some recent results in English and in German suggest that listeners are equally tolerant of con-textually appropriate and inappropriate changes of coronal elements (Gumnior et al., 2005; Wheeldon & Waksler, 2004) . Such undisrupted access for assimilated forms even if they appear in illegal contexts or in isolation can be captured by the assumption of a featurally underspecified lexicon (FUL; Lahiri & MarslenWilson, 1991 Lahiri & Reetz, 2002) . According to the FUL model, the coronal place is not represented in the mental lexicon of the listener; one of the reasons is that coronals frequently undergo surface variation. FUL explains the finding that assimilated forms activate the underlying words regardless of the following element by assuming that no place feature for coronal elements is represented in the stored lexical representation. Accordingly, the changed place feature of ‫ء‬raim does not mismatch the empty place slot of rain.
The assumption of underspecified representations in FUL contrasts to fully specified entries that are assumed in the majority of contemporary connectionist models of spoken word recognition since the TRACE model (McClelland & Elman, 1986) . In FUL, only place representations that do not assimilate are fully specified. For example, words ending with a labial element like /m/ in plum or a dorsal element like /g/ in flag will never become plun or flad. The mapping of the acoustic signal to specified and underspecified entries leads to asymmetric activation patterns following a ternary matching logic, which depends on the extracted features and on the presence or absence of those features in the representations of a word (Fitzpatrick & Wheeldon, 2000; Lahiri & Reetz, 2002; ) . A match refers to situations in which signal and representation contain the same information. A no-mismatch occurs if an extracted feature is not represented in the lexicon. This means that elements with labial or dorsal place that are present in the signal do not mismatch with empty place slots of coronals. In contrast, a mismatch is detected if signal and representation contain incompatible features. Elements with coronal place mismatch with representations that have a labial or dorsal place specified. According to FUL, listeners reject mismatching lexical candidates, whereas matching or no-mismatching words remain activated.
Electrophysiological measures have proven to be a fruitful approach to investigate feature extraction in speech perception and feature mapping to the mental lexicon. It has been shown using the N100m component that the speech recognition system has the place of vowels and stop consonants available around 100 ms after stimulus onset (Obleser, Eulitz, & Lahiri, 2004; Obleser, Scott, & Eulitz, 2006) . The representation of those features in the mental lexicon has been studied by means of a component that occurs at around 200 ms after stimulus onset, the mismatch negativity (MMN; see Näätänen, 2001 , for an overview). Eulitz and Lahiri (2004) provided the first neurobiological evidence for the ternary matching logic assumed by FUL. They presented three vowels used as standards and deviants in all possible combinations. Mental representations of the vowels were either fully specified in the lexicon (e.g., /o/ with a dorsal place, which is represented in the mental lexicon) or underspecified (e.g., /Ø/ and /e/, for which [coronal] is not specified in the mental lexicon). Latency and amplitude of the MMN was found to reflect the degree of conflict between place features activated by the standards and those extracted from the deviants. The pattern of MMN differences supported the notion of underspecification of the feature coronal in the mental lexicon.
The present experiments test the neurophysiological validity of the FUL model by means of words and meaningless letter strings (pseudowords) that only differ in their initial place. The initial element either had a coronal place (/d/, /t/, /n/) or had a noncoronal place that could be either labial (/b/, /p/, /m/) or dorsal (/g/, /k/; note that /ŋ/ is not a legal onset element of German words and was therefore not realized). Consider the German words Grenze [border] , with a noncoronal place of the initial element, or Drachen [dragon], with a coronal place at the beginning. According to FUL, the dorsal place of Grenze is stored in the listeners' mental lexicon. Hence, a pseudoword that differs in place like ‫ء‬Drenze mismatches in this feature and should not activate the word. In contrast, there is no place specified for the lexical representation of Drachen. Therefore, the noncoronal start of a pseudoword like ‫ء‬Brachen does not mismatch the representation of Drachen and should activate this word (see Table 1 for further illustration of the ternary matching logic proposed by FUL).
We tested FUL assumptions using ERPs recorded in a lexical decision task (Experiment 1) and in a cross-modal word fragment priming task (Experiment 2). Recently, it has been proved that ERPs allow online monitoring of access-related neuronal processes that precede behavioral responses in both tasks. Of particular interest in Experiment 1 is the onset of the N400 pseudoword effect, which immediately reflects the interruption of normal word processing (Friedrich, Eulitz, & Lahiri, 2006; . In Experiment 2, we focus on the P350 effect, which has been related to the lexical activation that the target words receive from the preceding prime fragments (Friedrich, 2005; Friedrich, Kotz, Friederici, & Alter, 2004; Friedrich, Kotz, Friederici, & Gunter, 2004) . Both ERP effects are highlighted in more detail in the introduction to each experiment.
Experiment 1
The findings of a number of studies suggest that a specific ERP component, the N400, might be sensitive to the time-course of cognitive processes underlying word comprehension. The N400 is a negative-going component with peak latency around 400 ms. After its first description by Kutas and Hillyard (1980) , the N400 has not only been related to aspects of semantic processing in sentence and priming contexts (see Kutas & Federmeier, 2000, for Note. Lexical entries of words with initial noncoronal elements have a specified slot for place of articulation (place). Place information extracted from the signal either matches or mismatches the stored place. In contrast, lexical entries of words with initial coronal elements have an empty slot for place, and hence, no place information extracted from the signal does mismatch. FUL ϭ featurally underspecified lexicon. a review), but also to the recognition of isolated words. Of particular relevance to Experiment 1 are studies that compared the N400 effect for words and word-like spoken or written strings (pseudowords). In virtually all of these studies the N400, peaking at 400 ms for written words and between 400 and 600 ms for spoken words, has been remarkably larger and has lasted longer for pseudowords than for words (e.g., Attias & Pratt, 1992; Bentin, 1987; Holcomb, Grainger, & O'Rourke, 2002; Picton & Hillyard, 1988; Soares, Collet, & Duclaux, 1991) . The pseudoword N400 effect is discussed to reflect enhanced lexicosemantic memory search for pseudowords that have no lexical representation (e.g., Supp et al., 2004 ). It appears as if the N400 pseudoword effect diverges as a function of the amount of information provided by the temporally unfolding speech signal. Words and pseudowords do not differ for the initial N400 component, presumably because the speech signal activates several alternatives in the listeners' mental lexicon. Thereafter, enhanced N400 amplitude for pseudowords seems to reflect more processes than enhanced lexical search. O' Rourke and Holcomb (2002) adjusted ERPs to recognition points of spoken words and deviation points of spoken pseudowords. They observed that words with early versus late recognition points did not differ in the N400 component, whereas pseudowords with late deviation points produced earlier N400 peaks in the time-locked analysis compared to pseudowords with early deviation points. They concluded that the N400 time course for words initially reflects normal fast word processing, whereas the pseudoword data suggest that these measures are also sensitive to later top-down processes.
Recently we tested coronal and noncoronal pseudowords that diverged from words in word medial place. Both types of pseudowords elicited enhanced N400 amplitude, but by adjusting ERPs to the words' uniqueness points and the pseudowords' deviation points, we were able to show an asymmetric onset pattern. We observed that the N400 pseudoword effect starts 150 ms earlier for coronal pseudoword variants (e.g., ‫ء‬Horbe diverging from Horde [horde]) than for noncoronal variants (e.g., ‫ء‬Prode diverging from Probe [test]). That is, noncoronal pseudowords were handled longer as words by the recognition system than coronal pseudowords (Friedrich et al., 2006) . This is exactly what one would predict on the basis of the FUL model. Here the lexical representation of Probe has a [labial] place specified for medial /b/. ‫ء‬Prode, which mismatches this specified place, cannot activate Probe and therefore elicits an earlier N400 pseudoword effect. In contrast, the coronal place of /d/ in Horde is not represented in the lexicon. ‫ء‬Horbe, which does not mismatch this empty place slot, activates Horde and therefore does not elicit an early N400 pseudoword effect.
Experiment 1 tests the asymmetric onset of the N400 pseudoword effect for coronal and noncoronal words and pseudoword variants that differ in initial POA. As sketched above, FUL assumes that coronal pseudoword variants, which mismatch a word in the dorsal place feature of the initial element, should not activate the original word (e.g., *Drenze derived from Grenze). In contrast, there is no initial place specified for coronal words, and thus noncoronal pseudoword variants (e.g, *Brachen derived from Drachen) should activate the original word. Taking our assumptions together, lexical processing of coronal pseudowords should be interrupted earlier than processing of noncoronal pseudowords. This should be reflected in an earlier onset of the N400 pseudoword effect for coronal pseudowords than for noncoronal pseudowords.
Method
Participants. The participants were 16 undergraduate students from the University of Konstanz community (8 men and 8 women). All participants were native speakers of German with no discernible uncorrected deficits in hearing or vision. The participants in this and in the following experiment were paid for their participation or received course credit points. No participant took part in both experiments reported.
Stimuli. One hundred and twenty familiar German disyllabic nouns beginning with a stop or a nasal with stress on the first syllable were selected (see Appendix). Half of the words began with a coronal consonant and the other half with a noncoronal consonant. A pseudoword with the opposite place feature was formed for each word. To ensure that the first syllables of the pseudowords could not be the first syllables of existing German words, we checked them using an online German dictionary (http://wortschatz.uni-leipzig.de). When syllable structure, number of syllables, and stress were taken into account, no German word shared the first syllables with the pseudowords. Frequency of coronal and noncoronal words was matched using the online dictionary. That is, each coronal word had a noncoronal counterpart with exactly the same frequency.
All words and pseudowords were spoken by a female native speaker of German in a sound attenuating chamber. The speaker was naïve with respect to the experimental manipulation and the hypotheses of the study. She read the stimuli in a fluent style from lists in which a word was immediately followed by the respective pseudoword. The speaker was instructed to pronounce the pseudowords in the same way as the words. Stimuli were recorded on a digital audiotape recorder at a sampling rate of 44.1 kHz using a high-quality microphone. The recordings were then transferred to computer, volume equalized, and edited into individual tokens using the Cool Edit 2000 (Syntrillium Software; Phoenix, AZ) waveform manipulation software package. If possible, single periods were deleted from either the word or the pseudoword to equalize the duration of the stimuli. This resulted in the same mean lengths of coronal words and noncoronal pseudowords (M ϭ 871 ms, SD ϭ 131 for both), and the same mean lengths for noncoronal words and coronal pseudowords (M ϭ 957 ms, SD ϭ 109 for both).
Uniqueness points of the words and deviation points of the pseudowords were established using the CELEX database (Baayen, Piepenbruck, & Van Rijn, 1993) . Scanning from left to right, we determined the first phoneme of the words that made them unique with respect to any monomorphemic, disyllabic, first-syllable stressed word in the database and also the first phoneme of the pseudowords that made them distinguishable from this group of words. Next, the onset of the deviating phonemes (which was the onset of the closure period for plosives, the onset of the first period for nasals, the onset of the transition for laterals, and the onset of the noise in affricates and fricatives) was determined in the acoustic signal using waveforms and spectrograms. Uniqueness points were 44 ms later for words than deviation points for pseudowords, F(1, 59) ϭ 12.20, p Ͻ .001, and uniqueness/deviation points were 44 ms later for noncoronal words and coronal pseudowords than for coronal words and noncoronal pseudowords, F(1, 59) ϭ 8.97, p Ͻ .01. Both factors did not interact, F(1, 59) ϭ 0.08. Mean uniqueness points were 350 ms (SD ϭ 109) for coronal words and 398 ms (SD ϭ 115) for noncoronal words. Mean deviation points were 351 ms (SD ϭ 109) for coronal pseudoword variants and 310 ms (SD ϭ 113) for noncoronal pseudoword variants. Uniqueness and deviation point measures were used to adjust the ERP and behavioral data.
Procedure. Sintered silver-silver chloride electrodes were held in place on the scalp with an elastic cap (EASY Cap; EASY-CAP Gmbh, Herrsching, Germany). Scalp locations included 62 standard international 10-20 system locations. Two additional electrodes to control for eye movements were placed below the eyes. All electrodes were online referenced to Cz. Original average reference was used for the analysis of ERPs. All electrode impedances were less than 5 k⍀. The electroencephalogram was recorded with a sampling rate of 250 Hz.
Participants sat in a sound attenuated booth and made speeded lexical decisions to stimuli presented at a comfortable listening level (Sony loudspeakers). A trial started with a fixation point presented in the center of a computer screen. 200 ms after the onset of the fixation point, a spoken stimulus was presented. The fixation point remained throughout the spoken stimulus and was terminated with the participant's response. Participants were told not to blink and to look at the fixation point as long it appeared on the screen. Following the fixation point there was a 1.5 s blank screen intertrial interval. Participants were told they could blink during this interval. Half the participants made "yes" responses with the thumb of their left hand and "no" responses with the thumb of their right hand; for the remaining participants, response hands were reversed. Speed and accuracy were stressed equally. Participants were given a break after completing half of the trials.
Data analysis. Error rates were calculated for all stimuli. Reaction times and ERPs were calculated only for correctly responded trials. Eye blinks and movements were systematically recorded from each participant before the experimental task started. Characteristic scalp topographies of eye artifacts were corrected from the experimental data using Brain Electrical Source Analysis (BESA; MEGIS Software GmbH, Gräfelfing, Germany). We applied the same ERP analysis as in our previous study (Friedrich et al., 2006) to the present data. The ERP data were quantified by calculating the mean amplitudes (relative to a 200 ms prestimulus baseline). From stimulus onset we analyzed a time window from 500 to 1000 ms to approve the pseudoword N400 effect. ERPs adjusted to uniqueness and deviation points were analyzed in two latency windows (early N400: 100 -250 ms; late N400 and late positivity: 700 -750 ms).
We used the SAS statistical analysis system for statistical analyses. Two factors entered the analyses of variance (ANOVAs) for behavioral data: lexical status (words vs. pseudowords) and coronality (coronal words, and noncoronal pseudowords vs. noncoronal words and coronal pseudowords). As in our previous study, there were no asymmetries visible in the topographics of the ERP effects. Thus, we applied the same regions of interest (ROIs) as in the former study, both including 20 lateral and midline electrode positions. An anterior ROI comprised electrodes AF7, AF3, AFz, AF4, AF8, F5, F1, Fz, F2, F6, FC3, FC1, FCz, FC2, FC4, C5, C3, Cz, C4, and C6; a posterior ROI comprised electrodes CP5, CP3, CP1, CPz, CP2, CP4, CP6, P7, P3, P1, Pz, P2, P4, P8, T7, TP7, TP8, T8, PO1, and PO2. A factor region (anterior vs. posterior) was added to the ANOVA described for the behavioral data accordingly. We report partial eta-squared ( p 2 ) as an estimator of the proportion of variance accounted for by a given effect.
Results
Behavioral results. Mean reaction times from stimulus onset and from uniqueness or deviation points as well as error rates are shown in Table 2 . Starting from stimulus onset, participants needed 1,184 ms to correctly identify a word, and 1,256 ms to correctly reject pseudoword variants. Accordingly, the ANOVA for reaction times from stimulus onset revealed a main effect of lexical status,
. Furthermore, responses were faster for coronal words and their noncoronal variants than for noncoronal words and their coronal variants, F 1 (1, 15) ϭ 17.49, p Ͻ .01; F 2 (1, 59) ϭ 6.87, p ϭ .01. This effect might well be related to the longer duration of the former as compared to the latter stimuli. An interaction of the factors' lexical status and coronality did not reach significance, F 1 (1, 15) ϭ 3.01, p ϭ .10; F 2 (1, 59) ϭ 2.11, ns.
A main effect of coronality was no longer observed when reaction times were adjusted to uniqueness and deviation points, F 1 (1, 15) and F 2 (1, 59) Ͻ 1. Participants needed 791 ms to correctly identify the words after their uniqueness points, and 902 ms to correctly reject pseudowords after their deviation points. Significance of this effect was approved by a main effect of lexical status, F 1 (1, 15) ERPs time-locked to stimulus onset. The ERP grand mean waveforms time-locked to the onsets of the words and pseudoword variants for selected anterior and posterior electrode sites are plotted in Figure 1A . For all the ERPs, the first visible component was a negative-going deflection peaking at 130 ms after stimulus onset (N1). This was followed by a positive deflection occurring at approximately 200 ms (P2). Starting at 300 ms a broad negativity was observed, which was enhanced for pseudoword variants as compared to words and is henceforth referred to as the N400 pseudoword effect. At some posterior electrode sites, the N400 was followed by a late positivity ranging between 600 and 1500 ms.
A time window ranging from 500 to 1000 ms was analyzed to establish the N400 pseudoword effect time-locked to stimulus onset. A significant effect of lexical status was observed in this time window, F(1, 15) ϭ 43.37, p Ͻ .001, p 2 ϭ .74. ERPs were more negative for pseudowords than for words. Furthermore, an interaction of region, lexical status and coronality reached signif- 2 ϭ .52. However, the interaction indicated that the difference between coronal pseudoword variants and their respective words was stronger-that is, the pseudoword N400 was greaterthan the differences between noncoronal pseudoword variants and their respective words.
Overall, an N400 pseudoword effect was established in Experiment 1, and it appeared as if this effect was enhanced for coronal pseudowords. However, temporal analysis of the pseudoword N400 effect has to consider different uniqueness and deviation points within and across conditions. Next we adjusted the ERPs to the point in time where the differences between the words and their respective pseudowords occurred in the acoustic signal.
ERPs time-locked to uniqueness and deviation points. The averaged ERP signals time-locked to the uniqueness and deviation points of the words and pseudoword variants for selected anterior and posterior electrode leads are shown in Figure 1B . The ERPs zoom into the N400 effect and the late positivity. In parallel to our previous study (Friedrich et al., 2006) , we analyzed a time window ranging from 100 to 250 ms after uniqueness and deviation points to investigate the beginning of the N400 pseudoword effect. The later N400 was analyzed in a time window ranging from 250 to 750 ms.
The initial part of the pseudoword N400 adjusted to uniqueness and deviation points appears to be selectively enhanced for coronal pseudowords. Indeed, the corresponding three-way ANOVA revealed an interaction of lexical status and coronality F(1, 15) ϭ 7.84, p ϭ .001, p 2 ϭ .36. Coronal pseudowords derived from their base words in this early N400 effect, t(15) ϭ 8.41, p ϭ .01, p 2 ϭ 0.42. In contrast, noncoronal pseudowords did not differ from their base words, t(15) Ͻ 1. Furthermore, mean amplitudes for coronal and noncoronal words did not differ, t(15) Ͻ 1. However, coronal pseudowords elicited larger negativity than noncoronal pseudowords, t(15) ϭ 8.39, p ϭ .01, p 2 ϭ .34. Thus, the interaction appears to be completely driven by the coronal pseudowords.
The later part of the N400 pseudoword effect time-locked to uniqueness and deviation points was enhanced for both types of pseudowords as compared to words. This is reflected in a main effect of lexical status, F(1, 15) 2 ϭ .36. In sum, an early part of the N400 pseudoword response reflected different processing of coronal and noncoronal variants, whereas a later part of the N400 pseudoword response was enhanced for both types of variants.
Discussion
On the basis of the FUL model, we predicted that not all pseudowords would equally disrupt word recognition in Experiment 1. More specifically, noncoronal pseudoword variants (e.g., ‫ء‬Brachen) that differ in initial POA from existing words (e.g., Drachen) should activate the corresponding word. Hence noncoronal pseudowords should be handled longer as words by the recognition system than coronal pseudoword variants (e.g., ‫ء‬Drenze) that do not activate the corresponding word (e.g., Grenze). In line with these assumptions and in replication of previous results (Friedrich et al., 2006) , we found an asymmetric onset of the N400 pseudoword effect: Time-locked to uniqueness points of the words and deviation points of the pseudowords, the N400 effect starts 150 ms earlier for coronal than for noncoronal pseudowords.
The initial N400 pseudoword effect appears to reflect the asymmetric cohort activation. Up to the deviation points, processing of words and pseudowords is identical because both types of spoken strings activate a cohort of words. That is, up to the deviation points of the pseudowords, a set of word candidates is available for selection processes, and consequently N400 does not differ for words and pseudowords. Starting at the deviation points, pseudoword variants should interrupt word processing because no word of the activated cohort further fits the input. However, the cohort activated by noncoronal pseudoword variants (e.g., ‫ء‬Brachen) includes the original coronal word (e.g., Drachen), because the underspecified information about the POA of the respective lexical entry does not conflict with a dorsal POA. Therefore, early selection processes can access at least one possible word candidate after the deviation point, and thus the initial N400 for noncoronal pseudoword variants does not differ from coronal words. By contrast, the cohort activated by coronal pseudoword variants (e.g., ‫ء‬Drenze) does not include the original word (e.g., Grenze). Here the coronal POA extracted from the signal mismatches the [dorsal] place specified in the lexical entry. Thus, after the deviation points of noncoronal pseudoword variants no remaining candidates are available for lexical selection processes. This is reflected in the differential onset of the early N400 pseudoword effect.
Although we found neurophysiological evidence for noncoronal pseudowords activating coronal words, these variants were correctly rejected by the participants to the same degree as the coronal pseudowords. The question is, on what basis is this decision reached for noncoronal pseudowords if they can refer to the underspecified representation of the corresponding coronal words? One might account for the correct rejection by assuming phonological parsing mechanisms that are independent of initial lexical activation. A phonological matching mechanism may reject both coronal and noncoronal pseudoword variants on the basis of surface matching between the signal and the canonical form. Whether this evidence checking operation is mandatory in spoken word recognition or whether it is especially recruited to solve the lexical decision task has to be clarified in future research.
Taken together, the ERP data of Experiment 1 again suggest that the N400 for speech material is a conglomerate of multiple neurophysiological processes related to spoken word recognition (see Hagoort & Brown, 2000; Nobre & McCarthy, 1994) . Several subprocesses of word recognition contributing to the N400 pseudoword effect have already been suggested (e.g., O'Rourke & van den Brink, Brown, & Hagoort, 2001 ). Our results imply that an initial part of the N400 in the lexical decision task is modulated by asymmetric activation patterns, whereas a later part reflects evidence checking at a phonemic level of analysis. These multiple processes might also explain the relatively long-lasting asymmetry of the N400 pseudoword effect that covered the late N400 window as well.
In the present study, we observed fewer accurate responses for words than for pseudowords. This result replicated our previous findings (Friedrich, Kotz, Friederici, & Gunter, 2004) but is at odds with the generally observed pattern of more accuracy for words than pseudowords in lexical decision tasks (e.g., O'Rourke & . The fact that participants' decisions were biased toward "no" responses in the present experiment might have two reasons. First, there were only subtle differences between words and pseudowords (initial place of articulation in the present study, medial place of articulation in the previous one), which were not easy to detect. Second, word decision might have been more insecure because half of the pseudowords, namely noncoronal pseudowords, activated lexical entries of words.
In sum, Experiment 1 revealed neurophysiological evidence for underspecified representations of words in the mental lexicon. In Experiment 2, we tested the assumption that noncoronal pseudowords activate coronal words, whereas coronal pseudowords do not activate noncoronal words by means of word fragment priming.
Experiment 2
In word fragment priming, the onset of a spoken word (e.g., mus, originating from the spoken word music) is immediately followed by a visual word or a meaningless letter string (pseudoword). Participants are asked to decide whether they saw a word or not. Faster responses for words that match the fragment (e.g., in the fragment-word pair mus-music) as compared to unrelated words (e.g., viba-music) have been interpreted as reflecting the activation that the modality-independent representation of the word receives from the fragment (Marslen- Wilson, 1990; Spinelli, Segui & Radeau, 2001 ; see Zwitserlood, 1996 , for an overview). With fragment priming, it has been shown that subtle differences in the speech signal including lexical stress are used for finegrained lexical activation differences. Responses were faster when the preceding fragment had the same stress as the target, (e.g., stressed fragment mus preceding music) than when the fragment differed in stress (e.g., unstressed fragment mus from mus eum preceding music; Cooper, Cutler & Wales, 2002; Cutler & Van Donselaar, 2001; Friedrich, Kotz, Friederici, & Alter, 2004; SotoFaraco, Sebastian-Galles, & Cutler, 2001) .
ERPs recorded in fragment priming revealed characteristic differences for matching and unrelated targets that were first described by Friedrich, Kotz, Friederici, and Gunter (2004) . Difference waves resulting from the subtraction of matching words from unrelated words showed more positive amplitudes for unrelated than for matching words with a maximum peak at 350 ms. This so-called P350 typically was characterized by a left-hemispheric topography. Comparable P350 difference waves have been shown for auditory fragments preceding visual words, as well as for visual fragments preceding visual words, leading to the conclusion that P350 differences reflect neural processing related to the identification of modality-independent lexical representations. Of special interest for the present study was the sensitivity of the P350 effect to subtle differences between the speech signal and lexical representations. Within a time range of 300 to 400 ms, P350 differences were found to be gradually reduced when words diverged from preceding fragments in the initial nucleus (e.g., kan-Konto [account]; Friedrich, 2005) , or in the stress information (e.g., Fafa san [pheasant]; Friedrich, Kotz, Friederici, & Alter, 2004 ).
Subsequently to the P350 effect, enhanced central negativity for unrelated words as compared to matching words was reliably observed in cross-modal fragment priming. This negativity might relate to the phonological N400, which was found to be reduced for alliterating and rhyming words (Münte, Say, Clahsen, Schlitz, & Kutas, 1999; Praamstra, Meyer, & Levelt, 1994; Praamstra & Stegeman, 1993; Rugg, 1987; Dumay et al., 2001 ; RodriguezFornells, Münte, & Clahsen, 2002) and/or to the phonological mismatch negativity described by Connolly and Phillips (1994) . It has been argued that the N400 effect does not reflect automatic lexical activation during priming (Chwilla, Brown, & Hagoort, 1995; Chwilla, Hagoort, & Brown, 1998; Holcomb, 1993) . In line with this observation, the amplitude of the central negativity in fragment priming was found to be not sensitive to fine-grained activation differences as a function of nucleus variation (Friedrich, 2005) or pitch (Friedrich, Kotz, Friederici, & Alter, 2004) . It was argued that the N400 reflected strategic effects, which are assumed to assist lexical decisions in priming studies (Neely, Keefe, & Ross, 1989; Norris, McQueen, & Cutler, 2002; Radeau, Morais, & Dewier, 1989) . A possible mechanism that speeds up "yes" responses to matching targets might be a rough phonological matching between prime and target.
The second experiment aimed to further explore whether initial segments of noncoronal pseudoword variants, which were presented in Experiment 1, indeed activate coronal words; likewise, coronal pseudoword variants should not activate noncoronal words. Lexical activation should be reflected in amplitudes elicited in the time window of the P350 effect. Noncoronal words following coronal fragments (mismatch) should elicit amplitudes comparably to the control condition. Coronal words following noncoronal fragments (no-mismatch) should elicit amplitudes comparably to the identity condition.
Method
Participants. The participants were 16 undergraduate students from the University of Konstanz community. All participants were native speakers of German with no discernible uncorrected deficits in hearing or vision.
Stimuli. The initial syllables of each of the 120 words and 120 pseudowords used in Experiment 1 were presented as primes in Experiment 2 (see Appendix). Digitized versions from the original recordings from Experiment 1 were used. The syllables were extracted using the Cool Edit 2000 waveform manipulation software package.
The experimental design is illustrated in Table 3 . Each word used in Experiment 1 was presented as a visual target in three different types of prime-target pairs: in combination with the initial syllable fragment extracted from the spoken version of that word (identity condition); in combination with the syllable fragment extracted from the corresponding pseudoword (variation condition); once in combination with an unrelated word fragment and once in combination with an unrelated pseudoword fragment (control condition). The combination of the targets with both fragment types in the control condition ensures the same number of repetitions for each fragment. Unrelated word fragments for coronal words were taken from noncoronal words, whereas unrelated pseudoword fragments for coronal words were taken from coronal words. The reverse combinations were made for noncoronal words. In sum, participants saw the same target word four times in randomized pairing; repetition was no less than three trials apart. This is not the normal procedure in a behavioral experiment, where participants encounter each stimulus only once and the experimental items are usually hidden within a large number of fillers. However, given the constraints of a methodologically sound ERP experiment, we could not adopt the customary restrictions for the behavioral experimental presentation of the stimuli in the present study.
Procedure. The electrophysiological measures were recorded following the same procedure as in Experiment 1. Participants sat in a sound attenuated booth. Visual stimuli were presented on a computer screen in front of the participants. Loudspeakers were placed to the left and to the right side of the screen. An experimental trial began with the presentation of a fixation cross in the center of the screen. Participants were instructed to fixate on this cross as long as it appeared. The prime was presented via loudspeaker 300 ms later, while the fixation cross remained on the screen. Immediately following the auditory prime, the fixation cross was replaced by a visual word or pseudoword presented in uppercase white letters on a black background. The task was to judge as quickly and as correctly as possible whether the target was a word. Half the participants made "yes" responses with the thumb of their left hand and "no" responses with the thumb of their right hand. For the remaining participants, response hands were reversed. Reaction times were measured from stimulus onset with a timeout criterion of 1,300 ms. The next trial started after a fixed interstimulus interval of 1,000 ms. Participants were given breaks after completing 180 trials.
Data analysis. Error rates were calculated for words. Reaction times and ERPs were calculated only for correct responses to words. Eye blinks and movements were systematically recorded from each participant before the experimental task started and used for artifact correction with BESA. Mean amplitudes were derived from the ERP data by calculating the mean (relative to a 200 ms prestimulus baseline).
We used the SAS statistical analysis system for statistical analyses. Two three-level factors (see also Table 3 ) entered the ANOVAs for behavioral data: relatedness (identity condition vs. variation condition vs. control condition) and coronality (coronal target words vs. noncoronal target words). In line with previous research that showed fine-grained matching in the ERPs recorded in fragment priming (Friedrich, 2005; Friedrich, Kotz, Friederici, & Alter, 2004) , P350 effects were calculated within a time window of 300 to 400 ms after word onset. A second time window ranging from 400 to 600 ms was used for analyzing the central negativity. Four ROIs served to analyze ERP effects: left anterior-temporal electrode places including AF3, F1, F5, FT7, FT9, FC1, FC3, FC5, C5, C3, M1; right anterior-temporal electrode places including  AF4, F2, F6, FT8, FT10, FC1, FC3, FC5 , C5, C3, M1; left centro-posterior electrode places including: CP5, CP3, P3, P1, P7, TP7, PO1, PO9, O1, O9, CP1; and right centro-posterior electrode places including: CP6, CP4, P4, P2, P8, TP8, PO2, PO10, O2, O10, CP2. The factors hemisphere (left vs. right ROIs) and region (anterior vs. posterior) were added to the ANOVA accordingly. Degrees of freedom for the three-level factor relatedness were adjusted by using the Greenhouse-Geisser epsilon (!). We report partial eta-squared ( p 2 ; see Experiment 1). To illustrate topographical differences in the brain activity, minimum norm estimations were calculated using BESA. These distributed source analyses were made on grand average difference waveforms for the coronal match condition, the noncoronal match condition, the no-mismatch condition, and the mismatch condition, which were all subtracted from their respective control conditions. No additional filter was applied before source analysis. Depth weighting and spatiotemporal weighting (subspace correlation after single source scan) were used to calculate source solutions. Noise was estimated using the baseline of the coronal match condition.
Results
Behavioral results. Mean reaction times and error rates are shown in Table 4 . ANOVAs for reaction times revealed a main effect of relatedness, F 1 (2, 15) ϭ 64.89, p Ͻ .001, ! ϭ 0.76, p 2 ϭ .81; F 2 (2, 59) ϭ 49.00, p Ͻ .001, ! ϭ 0.79, p 2 ϭ .45. Responses in the identity condition were 53 ms faster than responses in the control condition, F 1 (1, 15) ϭ 144.70, p Ͻ .001, p 2 ϭ .90; F 2 (1, 59) ϭ 64.37, p Ͻ .001, p 2 ϭ .52; and 48 ms faster than responses in the variation condition, F 1 (1, 15) ϭ 55.28, p Ͻ .001, p 2 ϭ .78; F 2 (1, 59) ϭ 14.05, p Ͻ .001, p 2 ϭ 0.70. By contrast, responses in the variation condition did not differ significantly from responses in the control condition, F 1 (1, 15) ϭ 1.63, ns; F 2 (1, 59) ϭ 0.25, ns. There was no significant interaction between factors relatedness and coronality for the reaction times, F 1 (2, 15) ϭ 1.64, ns; F 2 (2, 59) ϭ 0.75, ns.
ANOVAs for error rates revealed a main effect of relatedness, F 1 (2, 15) ϭ 22.89, p Ͻ .001, ! ϭ 0.73, p 2 ϭ .60; F 2 (2, 59) ϭ 
Note. The design applied in Experiment 2 is illustrated by using example trials. Three prime-target pairings were realized for coronal words and noncoronal words. Condition labels according to the ternary matching logic of the FUL model are given in parentheses. 11.57, p Ͻ .001, ! ϭ 0.69, p 2 ϭ .16. In addition, there was a significant interaction of relatedness and coronality in the byparticipant analysis, F 1 (2, 15) ϭ 6.67, p Ͻ .01, ! ϭ 0.79, p 2 ϭ .30, that was not confirmed in the by-item analysis, F 2 (2, 59) ϭ 1.83, ns. Participants made 6 percent more errors in the control condition than in the identity condition for both types of target words: coronal, F2(1, 15) ERPs. The grand mean waveforms for words over selected electrode sites are plotted in Figure 2 . Over frontal electrode positions, a negative-going peak followed by a positive-going deflection was visible within the first 200 ms after onset of visual words. This pattern was reversed over posterior electrode positions. These early ERP deflections were followed by a broad Figure 2 . The grand average event-related brain potential (ERP) waveforms of Experiment 2 for selected electrode sites are plotted here. Black solid lines indicate the condition where words were preceded by fragments with the same place of articulation (match); black dashed lines where the same words were preceded by fragments with diverging place (variation). Note that according to the featurally underspecified lexicon model the variation condition represents a mismatch for noncoronal target words and a no-mismatch for coronal target words. Grey lines indicate the corresponding experimental conditions where words were preceded by unrelated fragments (control). ERPs start to be sensitive to place mismatches at 300 ms over left-frontal electrode positions. The P350 effect for the time window that is highlighted in grey is further illustrated in Figure 3 . negativity over fronto-temporal electrode sites, which was sensitive to experimental manipulations. As seen in the difference waveforms of Figure 3 , characteristic P350 effects were evoked. They revealed a left hemispheric source of the underlying neuronal activity. At posterior electrode sites, a positively peaking component at 400 ms was followed by an N400-like central negativity with enhanced amplitudes for the related compared to the control words.
ANOVA applied to the time window analyzed for the P350 effect (300 -400 ms) revealed interactions of relatedness and re- gion, F(2, 15) (Friedrich, 2005; Friedrich, Kotz, Friederici, & Alter, 2004) : least positive-most negative amplitudes were elicited in the identity condition, medium amplitudes were evoked in the variation condition, and most positive-least negative amplitudes were obtained for the control condition (see Figure 2) .
With respect to our assumption, it is most interesting that an interaction of factors relatedness, coronality, and region, F(2, 15) ϭ 4.12, p Ͻ .04, ! ϭ 0.85, p 2 ϭ .22, suggested different P350 effects for both types of coronal and noncoronal target words. An interaction of factors relatedness and coronality, F(2, 15) ϭ 4.62, p ϭ .02, ! ϭ 0.92, p 2 ϭ .23, for the anterior region was further support for this suggestion. For coronal target words, post hoc comparisons revealed that amplitudes for the variation condition (no-mismatch) differed from amplitudes elicited in the control condition, F(1, 15) ϭ 4.84, p ϭ .04, p 2 ϭ .24. That is, nomismatch elicited a P350 effect. By contrast, for noncoronal tar- gets, post hoc comparisons revealed that amplitudes for the variation condition (mismatch) did not differ from amplitudes elicited in the control condition F(1, 15) ϭ 1.79, ns. That is, mismatch did not evoke a P350 effect. This was confirmed by minimum norm estimates, which were calculated to better understand the localization of underlying neural processes of the P350 differences. Results suggested a left centro-temporal origin of neural sources engaged in the processing of matching words related to control words (see Figure 3) . This replicated former minimum norm solutions of the P350 effect (Friedrich, 2005) . Minimum norm solutions for no-mismatching words resembled that of matching words, whereas minimum norm solutions for mismatching words showed no P350 effect.
ANOVA of mean amplitudes in the time window of the central negativity (400 -600 ms) revealed interactions of relatedness and region, F(2, 15) 
Discussion
In Experiment 2 we tested by means of word fragment priming whether onsets of the pseudowords used for Experiment 1 differently activate the lexical entries of words they were derived from. On the basis of results of a previous study (Friedrich et al., 2006) and of Experiment 1, we hypothesized in accordance with predictions of the FUL model that onsets of coronal pseudoword variants (e.g., ‫ء‬Dren-) would not facilitate processing of noncoronal word targets (e.g., Grenze). By contrast, onsets of noncoronal pseudowords (e.g., ‫ء‬Brach-) should preactivate their respective words (e.g., Drachen). This was supported by neurophysiological measures: P350 effects reflected the predicted asymmetric activation pattern.
ERP results replicated P350 effects, which have been established in previous fragment priming research (Friedrich, 2005; Friedrich, Kotz, Friederici, & Alter, 2004; Friedrich, Kotz, Friederici, & Gunter, 2004) . The present data support the notion that P350 effects are closely correlated with the activation status of neuronal word form representations in a modality-independent mental lexicon. Matching words diverged from unrelated words in the time window of the P350. In line with previous research, difference waves show a characteristic positive-going P350 effect. Different P350 effects were observed for coronal and noncoronal words preceded by fragments that differ in initial POA. Coronal words preceded by noncoronal pseudoword fragments elicited a P350 effect compared to control words. This reveals that noncoronal pseudoword fragments indeed create a no-mismatch situation by activating coronal words. In contrast, noncoronal words preceded by coronal pseudowords did not elicit a P350 effect. This is in line with the assumed mismatch situation in which coronal pseudoword fragments do not efficiently activate noncoronal words. The observed asymmetric activation pattern parallels results from the behavioral priming literature (Gumnior et al., 2005; Lahiri & Reetz, 2002; Wheeldon & Waksler, 2004) and is in line with predictions of the FUL model.
In addition to the P350 effect, a central negativity was elicited in Experiment 2. Similar to previous studies (Friedrich, 2005; Friedrich, Kotz, Friederici, & Alter, 2004; Friedrich, Kotz, Friederici, & Gunter, 2004) , the P350 effect and the central negativity can be distinguished as separate neurophysiological deflections in accordance with several relevant characteristics (see, e.g., Kutas & Van Petten, 1994) . Both ERP correlates differed with respect to latency, scalp topography, polarity of the elicited differences, and sensitivity to the experimental manipulation. Therefore, both ERP deflections most probably reflect at least two different processes, which both precede and modulate behavioral responses in fragment priming. The P350, on the one hand, appears to be related to the fine-grained mapping of the acoustic input onto lexical word form representations. The central negativity, on the other hand, might be related to phonological expectation and matching mechanisms.
Topography and polarity relate the central negativity to the phonological N400 (e.g., Praamstra & Stegeman, 1993) and/or to the PMN (e.g., Connolly & Phillips, 1994) . In line with N400 priming effects, the central negativity is sensitive to the relationship between prime and target word. Enhanced amplitudes of the central negativity were found for unrelated as compared to related words. However, amplitudes of the central negativity were not reflecting asymmetric activation differences as predicted by the FUL model. This supports the notion that the central negativity reflects rough phonological matching rather than fine-grained lexical activation in fragment priming (Friedrich, 2005; Friedrich, Kotz, Friederici & Alter, 2004) . With respect to the FUL model, one might assume that phonological parsing mechanisms, which presumably also underlie the late N400 pseudoword effect as observed in Experiment 1, are the basis for the central negativity. It is crucial that, also in Experiment 2, both coronal and noncoronal pseudoword onsets mismatch the target in specified featural or phonemic information. Similar to Experiment 1, the late ERP data (central negativity) and the behavioral data were not sensitive to asymmetric preactivation due to the pseudoword fragments.
The present behavioral data are in line with former semantic priming results indicating that mismatch on an initial speech sound (e.g., ‫ء‬woning diverging in the initial sound from the Dutch word honing [honey]) does not facilitate responses to associates of the respective word (Marslen-Wilson & Zwitserlood, 1989) . This result led to the suggestion that mismatch in segmental information blocks lexical access. However, subsequent research has refined this conclusion, by showing, for example, that word initial variations like ‫ء‬gabinet or ‫ء‬mabinet facilitate responses to words like cabinet (Connine, Titone, Deelman, & Blasko, 1997) ; or that ‫ء‬baprika primes the German word Paprika ([paprika]; Bölte & Coenen, 2002) . Also all former fragment priming studies obtained gradual behavioral facilitation (Cooper, Cutler, & Wales, 2002; Cutler & Van Donselaar, 2001; Frauenfelder, Scholten, & Content, 2001; Friedrich, 2005; Friedrich, Kotz, Friederici, & Alter, 2004; Soto-Faraco et al., 2001) . However, the present study reveals that gradual behavioral facilitation is not an obligatory finding in fragment priming. Nevertheless, although word initial place variation blocks behavioral facilitation, ERPs indicate spurious neuronal activation of no-mismatch in the P350 effect and in the central negativity. In this way ERPs provide a more sensitive measure of spoken word processing than behavioral data allow. Future research using neurophysiological measures might further challenge the conclusion that "even a small amount of mismatching information (i.e., of even less than one whole phoneme) is enough to disrupt word recognition." (McQueen, 2007, p. 39) General Discussion
The most striking result of the present experiments is that neurocognitive signatures in the subsecond range reflect the fine structure of spoken word recognition. In line with a previous ERP study on word medial variation (Friedrich et al., 2006) , we found evidence that noncoronal pseudowords activate coronal words. Noncoronal pseudowords elicited only small initial N400 pseudoword responses (Experiment 1), and their onsets appeared to activate neuronal word form representations of coronal words (Experiment 2). That is, a string like ‫ء‬Brachen can activate Drachen. However, initial place variation is only tolerated if the place feature of the lexical representation is not specified. Coronal pseudowords elicited a large initial N400 response (Experiment 1), and their onsets did not activate noncoronal words (Experiment 2). That is, a string like ‫ء‬Drenze could not activate Grenze. Our results are in line with the hypothesis that noncoronal words have their place specified in the mental lexicon. The extracted place information from coronal pseudowords mismatches the noncoronal place information specified in the mental lexicon. This mismatch leads to markedly reduced activation of noncoronal words.
It is crucial to note that word initial segments usually do not undergo assimilation. The fact that we found asymmetric activation in the present experiments with word initial variation as well as in a previous experiment with word medial variation (Friedrich et al., 2006) supports the assumption of the FUL model that context-free underspecification of the coronal place of articulation is a general principle in the mental lexicon.
In the present experiments we observed neurophysiological effects of longer latency (the late pseudoword N400 effect in Experiment 1 and the central negativity in Experiment 2) and behavioral data that do not show the asymmetry as the earlier neurophysiological effects. We might account for these effects by FUL's assumption of phonological parsing mechanisms that follow initially asymmetric activation. All effects have in common that they reflect analysis at a fully specified surface featural level and that they reject candidates according to this analysis. In Experiment 1, decision times were equal for coronal and noncoronal word variants. Similarly, the late pseudoword N400 was enhanced for both types of pseudowords. This replicates results of a previous study with word medial variation (Friedrich et al., 2006) . In Experiment 2, reaction times exclusively reflected facilitated processing of words that completely match the fragments in the surface level, and the central negativity reflected a rough phonemic matching.
One might speculate that phonemic parsing mechanisms enable the listener to detect mispronunciations in an artificial situation like lexical decision or priming tasks. However, some top-down phonological matching might well be in charge during everyday speech comprehension. Those mechanisms might enable the listener to restore nonsystematic variation (e.g., speech errors) or degraded speech (e.g., in noisy environments). Furthermore, those mechanisms might take surrounding segments into account, leading to the context-dependent processing of assimilated segments that has been observed previously (e.g., Gaskell & MarslenWilson, 1996 . With respect to these parsing processes there is certainly more to be done in future research. Taftan 
New Editors Appointed, 2010 -2015
The Publications and Communications Board of the American Psychological Association announces the appointment of 4 new editors for 6-year terms beginning in 2010. As of January 1, 2009, manuscripts should be directed as follows:
