Jump inequalities via real interpolation by Mirek, Mariusz et al.
JUMP INEQUALITIES VIA REAL INTERPOLATION
MARIUSZ MIREK, ELIAS M. STEIN, AND PAVEL ZORIN-KRANICH
Abstract. Jump inequalities are the r = 2 endpoint of Lépingle’s inequality for
r-variation of martingales. Extending earlier work by Pisier and Xu [PX88] we
interpret these inequalities in terms of Banach spaces which are real interpolation
spaces. This interpretation is used to prove endpoint jump estimates for vector-
valued martingales and doubly stochastic operators as well as to pass via sampling
from Rd to Zd for jump estimates for Fourier multipliers.
1. Introduction
Lépingle’s inequality [Lép76] is a refinement of Doob’s martingale maximal in-
equality in which the supremum over the time parameter is replaced by the stronger
r-variation norm, r > 2 (see Section 2.1 for the definition). Since a sequence with
bounded r-variation norm is necessarily a Cauchy sequence, Lépingle’s inequality is
also a quantitative form of the martingale convergence theorem.
We are interested in the r = 2 endpoint that had been first stated by Pisier and
Xu [PX88] on L2 and in a different formulation by Bourgain [Bou89, inequality (3.5)]
on Lp, 1 < p <∞. We begin with Bourgain’s formulation.
Throughout the article B denotes a Banach space and I is a totally ordered set.
Unless otherwise stated, we consider only finite totally ordered sets I. This will
ensure measurability of all functions that we define. All our estimates do not depend
on the cardinality of I and the passage to the limiting case of infinite index sets I
will be permitted by the monotone convergence theorem.
For any λ > 0 the λ-jump counting function of a function f : I→ B is defined by
Nλ(f) := Nλ(f(t) : t ∈ I)
:= sup{J ∈ N | ∃t0<···<tJ
tj∈I
: min
0<j≤J
‖f(tj)− f(tj−1)‖B ≥ λ}.(1.1)
The quantity Nλ(f(t) : t ∈ I) is monotonically increasing in I and does not change
upon replacing f(t) by f(t) + b for any fixed b ∈ B.
For a measure space (X,B,m) we consider the family of jump quasi-seminorms on
functions f : X × I→ B defined by
Jp,q% (f) := J
p,q
% (f : X × I→ B) := Jp,q% ((f(·, t))t∈I : X → B)
:= sup
λ>0
∥∥λNλ(f(·, t) : t ∈ I)1/%∥∥Lp,q(X)(1.2)
for 0 < p < ∞, 0 < q ≤ ∞, and 1 < % < ∞. The quantity Jp,q% is monotonically
decreasing in q. We omit the index q if q = p.
The jump quasi-seminorms Jpr are dominated by Lp norms of r-variations (which
are recalled in (2.1)) in view of (2.3). On the other hand, Lp bounds for r-variations
can be deduced from estimates for Jp% only when r > %, using Lemma 2.12 and
interpolation. Since in many situations one does not have r-variational control for
r = 2, having jump control for % = 2 is then an end-point refinement.
We now briefly highlight the main results of this paper.
(1) We prove that the quantities Jp,q% are in fact equivalent to Banach space
norms which arise via real interpolation (see Lemma 2.7 and Corollary 2.11).
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(2) We obtain the end-point versions (for % = 2) of Lépingle’s inequality, in the
vector-valued setting. These are given in Theorems 1.3 and Theorem 3.3.
(3) We show (in Theorem 1.5) that the end-point % = 2 results hold for Jp%
for doubly stochastic operators (hence for symmetric diffusion semi-groups),
while previously these results were known only for % > 2.
(4) We also have (in Theorem 1.7) an extension of the sampling technique, that
allows us to deduce jump inequalities in the discrete case from the continuous
case, for appropriate Fourier multipliers. The original sampling theorem (in
[MSW02]) was limited to Lp(B), while the jump quantities are not equivalent
to Banach spaces of this type.
The results sketched above are applied in companion articles [MSZ18a; MSZ18b].
In more detail, one of our main results is the endpoint Lépingle inequality for
vector-valued martingales.
Theorem 1.3. Let p ∈ (1,∞) and let B be a Banach space with martingale cotype
% ∈ [2,∞). Then for every σ-finite measure space (X,B,m), every finite totally
ordered set I, and every martingale f = (ft)t∈I : X → B indexed by I with values in
B we have
(1.4) Jp% (f : X × I→ B) .p,%,B sup
t∈I
‖ft‖Lp(X;B),
where the implicit constant does not depend on the martingale f.
The notion of cotype for Banach spaces is recalled in Section 3, where a more
precise version of Theorem 1.3, namely Theorem 3.3, is stated and proved. Hilbert
spaces, and in particular the scalar field B = C, have martingale cotype 2.
In the above formulation, the scalar case B = C of Theorem 1.3 is due to Bourgain
[Bou89, inequality (3.5)]. In the vector-valued case Theorem 1.3 is an endpoint of
the r-variation, r > %, estimate in [PX88, Theorem 4.2]. The basic argument that
deduces the r-variation from %-jump estimates appears in [JSW08, Lemma 2.1]. We
record a refined version of that argument in Lemma 2.12.
Prior to [Bou89] an endpoint Lépingle inequality in the case p = % = 2, B = C,
formulated in terms of an estimate in a real interpolation space, appeared in an article
by Pisier and Xu [PX88, Lemma 2.2]. Our Lemma 2.7 shows that the jump quasi-
seminorms (1.2) are equivalent to the (quasi-)norms on certain real interpolation
spaces which include those used by Pisier and Xu. In particular this shows that
the endpoint Lépingle inequalities of Bourgain and of Pisier and Xu are equivalent.
While the formulation in terms of the jump quasi-seminorm is convenient for some
purposes (e.g. in the proof of Lemma 2.12), the real interpolation point of view,
further explained in Section 2, turns out to be crucial in the proofs of Theorem 1.5
and Theorem 1.7.
By Rota’s dilation theorem estimates for martingales can be transferred to doubly
stochastic operators. In the case of jump inequalities an additional complication
arises. Namely, the quasi-seminorm (1.2) does not seem to define a vector-valued
Lorentz space, so it appears unclear whether conditional expectation operators are
bounded with respect to it. This obstacle will be overcome by Lemma 2.7 and the
Marcinkiewicz interpolation theorem. This allows us to deduce the following result.
Theorem 1.5. Let (X,B,m) be a σ-finite measure space and let Q be a doubly
stochastic operator on L1(X) + L∞(X), that is,
(1) ‖Qf‖L1(X) ≤ ‖f‖L1(X) for all f ∈ L1(X),
(2) ‖Qf‖L∞(X) ≤ ‖f‖L∞(X) for all f ∈ L∞(X),
(3) f ≥ 0 =⇒ Qf ≥ 0,
(4) Q1X = Q∗1X = 1X .
Let B be a Banach space with martingale cotype % ∈ [2,∞). Then for every p ∈ (1,∞)
and every measurable function f : X → B we have
(1.6) Jp% (((Q
∗)nQnf)n∈N : X → B) .p,%,B ‖f‖Lp(X;B).
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Here we identify Q and Q∗ with the unique contractive extensions of the tensor
products Q⊗ idB and Q∗ ⊗ idB to Lp(X;B), respectively.
Theorem 1.5 is new even in the case B = C providing the endpoint to [JR01,
Proposition 3.1(1)]. In the vector-valued case Theorem 1.5 is an endpoint of [HM17,
Theorem 5.2] (with m = 0) and [HM17, Corollary 6.2]. In [HM17] the non-endpoint
result was formulated for Banach spaces that are interpolation spaces between a
Hilbert space and a uniformly convex space. It was recently extended to general
Banach spaces with finite cotype in [Xu18].
Applying Theorem 1.5 with B = C and % = 2 one can obtain endpoint jump
inequalities in a number of situations, e.g. for averages associated to convex bodies
(see [BMSW18]; we give a simplified proof in [MSZ18a]) or to spheres in the free group
(using Bufetov’s proof [Buf02; BK12] of the result from [NS94] and its extensions).
Our last result concerns periodic Fourier multipliers for functions on Zd. From
[MSW02, Section 2] we know how sampling can be used to pass from Rd to Zd in
Bochner space multiplier estimates, see also Proposition 4.6 (a Bochner space is a
vector-valued space Lp(B), where B is a Banach space). These results do not apply to
the spaces defined by (1.2) because they are not Bochner spaces. In Proposition 4.7
we extend this sampling technique to real interpolation spaces between Bochner
spaces (that are in general not Bochner spaces, see [Cwi74] for counterexamples).
This leads to the following result on jump spaces.
Theorem 1.7. Let p, % ∈ (1,∞). Let q ∈ Z be a positive integer, I a countable
ordered set, and m : Rd → CI a bounded sequence-valued measurable function sup-
ported on 1q [−1/2, 1/2]d× I. Let T be the sequence-valued Fourier multiplier operator
corresponding to m. Define a periodic multiplier by
(1.8) mqper(ξ) :=
∑
l∈Zd
m(ξ − l/q)
and denote the associated Fourier multiplier operator over Zd by T qdis. Then
‖T qdis‖`p(Zd)→Jp% (Zd×I→C) .p,%,d ‖T‖Lp(Rd)→Jp% (Rd×I→C).
Several multipliers to which Theorem 1.7 applies can be found in the article
[JSW08]. Using Theorem 1.7 instead of [MSW02, Corollary 2.1] one can obtain
the r = 2 jump endpoint of the variational estimates in [MST17]. Details of this
argument appear in [MSZ18b].
We follow the convention that x . y (x & y) means that x ≤ Cy (x ≥ Cy) for
some absolute constant C > 0. If x . y and x & y hold simultaneously then we
will write x ' y. The dependence of the implicit constants on some parameters is
indicated by a subscript to the symbols ., & and '.
The set of non-negative integers will be denoted by N := {0, 1, 2, . . .}.
2. Jump inequalities: abstract theory
2.1. r-variation. The r-variation (quasi-)seminorm of a function f : I → B is
defined by
V r(f) :=V r(f(t) : t ∈ I)
:=

supJ∈N supt0<···<tJ
tj∈I
(∑J−1
j=0 ‖f(tj+1)− f(tj)‖rB
)1/r
, 0 < r <∞,
supt0<t1
tj∈I
‖f(t1)− f(t0)‖B, r =∞,
(2.1)
where the former supremum is taken over all finite increasing sequences in I.
The quantity V r(f(t) : t ∈ I) is monotonically increasing in I and monotonically
decreasing in r. Moreover,
V r(f(t) : t ∈ I) ≤ 2
(∑
j∈I
‖f(j)‖rB
)1/r
for 1 ≤ r <∞.(2.2)
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The quantity V r(f) vanishes if and only if the function f : I → B is constant. For
the purpose of using interpolation theory it is convenient to factor out the constant
functions. The space of sequences f : I → B with bounded r-variation modulo the
constant functions is denoted by
V rI→B := {f : I→ B | V r(f) <∞}/B.
For every λ > 0 and 0 < r <∞ we have
λNλ(f(t) : t ∈ I)1/r ≤ V r(f(t) : t ∈ I).(2.3)
2.2. Real interpolation. In this section we recall the definition of Peetre’s K-
method of real interpolation. The classical reference on this subject is the book
[BL76].
A pair A¯ = (A0, A1) of quasinormed vector spaces is called compatible if they are
both contained in some ambient topological vector space and the intersection A0∩A1
is dense both in A0 and in A1. For any a ∈ A0 +A1 and t ∈ [0,∞) the K-functional
is defined by
K(t, a; A¯) := inf
a=a0+a1
(‖a0‖A0 + t‖a1‖A1).
The function t 7→ K(t, a; A¯) is non-negative and non-decreasing on [0,∞). It is
concave if the quasinorms on A0 and A1 are subadditive (that is, actual norms).
Also, for s ∈ (0,∞) and t ∈ [0,∞) we have
(2.4) K(t, a;A0, A1) ≤ max(1, t/s)K(s, a;A0, A1).
The real interpolation space [A0, A1]θ,r for 0 < θ < 1 and 0 < r < ∞ is defined
by the quasi-norm
(2.5) [A0, A1]θ,r(a) :=
(∑
j∈Z
(
2−jθK(2j , a; A¯)
)r)1/r
with the natural modification
(2.6) [A0, A1]θ,∞(a) := sup
j∈Z
(
2−jθK(2j , a; A¯)
)
in the case r = ∞. If quasinorms on both spaces A0, A1 are in fact norms and
1 ≤ r ≤ ∞, then (2.5) defines a norm on [A0, A1]θ,r. From monotonicity of `r norms
it is easy to see that
[A0, A1]θ,r ⊆ [A0, A1]θ,q, whenever 0 < r ≤ q ≤ ∞.
Note that
K(t, a;A0, A1) = tK(t
−1, a;A1, A0),
so [A0, A1]θ,r = [A1, A0]1−θ,r.
2.3. Jump inequalities as an interpolation space. The following observation
seems to be new and allows us to use standard real interpolation tools to deal with
jump inequalities.
Lemma 2.7. For every p ∈ (0,∞), q ∈ (0,∞], % ∈ (1,∞), and θ ∈ (0, 1) there exists
a constant 0 < C = Cp,q,%,θ < ∞ such that the following holds. Let (X,B,m) be a
measure space, I a finite totally ordered set, B a Banach space, and f : X × I → B
a measurable function. Then
(2.8) C−1Jp,q% (f) ≤
[
L∞(X;V∞I→B), L
θp,θq(X;V θ%I→B)
]
θ,∞(f) ≤ CJp,q% (f).
As already mentioned here and later we consider finite totally ordered sets I. This
ensures measurability of all functions that we define and allows us to use stopping
time arguments. All our estimates do not depend on the cardinality of I and therefore
the passage to the limiting case of infinite index sets I will be permitted.
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Proof. We begin with the first inequality in (2.8) and normalize
[L∞(X;V∞I→B), L
θp,θq(X;V θ%I→B)]θ,∞(f) = 1.
By definition of real interpolation spaces this is equivalent to
(2.9) K(λ1/θ, f ;L∞(X;V∞I→B), L
θp,θq(X;V θ%I→B)) . λ
for all λ > 0.
For a fixed λ > 0 we apply (2.9) with λ replaced by cλ with some small c = c(p).
By definition of the K-functional there exists a splitting f = f0 + f1 with
‖V∞(f0(·, t) : t ∈ I)‖L∞(X) < λ/2,
‖V θ%(f1(·, t) : t ∈ I)‖Lθp,θq(X) . λ1−1/θ.
Now, any λ-jump of f corresponds to a λ/2-jump of f1 in the sense that for every
x ∈ X and any increasing sequence t0 < · · · < tJ in I as in (1.1) we have
‖f1(x, tj)− f1(x, tj−1)‖B ≥ ‖f(x, tj)− f(x, tj−1)‖B − ‖f0(x, tj)− f0(x, tj−1)‖B
≥ λ− V∞(f0(x, t) : t ∈ I)
≥ λ/2.
Therefore by (2.3) we get
Nλ(f(x, t) : t ∈ I) ≤ Nλ/2(f1(x, t) : t ∈ I)
. λ−θ%V θ%(f1(x, t) : t ∈ I)θ%.
It follows that
‖λN1/%λ (f(·, t) : t ∈ I)‖Lp,q(X) . λ1−θ‖V θ%(f1(·, t) : t ∈ I)‖θLθp,θq(X) . 1.
This proves the first inequality in (2.8).
We now prove the second inequality in (2.8). Normalizing
sup
λ>0
‖λN1/%λ (f(·, t) : t ∈ I)‖Lp,q(X) = 1
we have to show (2.9). Fix λ > 0 and construct stopping times (measurable func-
tions) t0, t1, . . . : X → I ∪ {+∞} starting with t0(x) := min I. Given tk(x), let
(2.10) tk+1(x) := min({t ∈ I | t > tk(x) and ‖f(x, t)−f(x, tk(x))‖B ≥ λ}∪{+∞}),
with the convention that +∞ is greater than every element of I. For t ∈ I let
k(x, t) := max{k ∈ N | tk(x) ≤ t}.
With this stopping time we split f = f0 + f1, where
f1(x, t) := f(x, tk(x,t)(x)), f
0(x, t) := f(x, t)− f(x, tk(x,t)(x)).
By construction of the stopping time we have ‖f0(x, t)‖B < λ for all x ∈ X and
t ∈ I, so that
‖V∞(f0(·, t) : t ∈ I)‖L∞(X) ≤ 2λ.
On the other hand, f1(x, t) is constant for tk(x) ≤ t < tk+1(x), so while estimating
its variation norm we can restrict the supremum in (2.1) to sequences taking values
in the sequence of stopping times (tk(x))k∈N. With α = α(p, q) > 1 to be chosen
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later we split the jumps according to their size and obtain
V θ%(f1(x, tk(x)) : k ∈ N)θ%
= sup
k0<...<kJ
J∑
i=1
‖f1(x, tki(x))− f1(x, tki−1(x))‖θ%B
≤ sup
k0<...<kJ
(
(αλ)θ%|{i ∈ N | 0 < ‖f1(x, tki(x))− f1(x, tki−1(x))‖B ≤ αλ}|
+
∑
n>0
(αn+1λ)θ%|{i ∈ N | αnλ < ‖f1(x, tki(x))− f1(x, tki−1(x))‖B ≤ αn+1λ}|
)
≤ (αλ)θ%Nλ(f(x, t) : t ∈ I)) +
∑
n>0
(αn+1λ)θ%Nαnλ(f(x, t) : t ∈ I)
. λθ%
∑
n≥0
αnθ%Nαnλ(f(x, t) : t ∈ I).
Hence ∥∥V θ%(f1(·, tk(·)) : k ∈ N)∥∥Lθp,θq(X)
. λ
∥∥∥(∑
n≥0
αnθ%Nαnλ(f(·, t) : t ∈ I)
)1/(θ%)∥∥∥
Lθp,θq(X)
= λ
∥∥∥(∑
n≥0
αnθ%Nαnλ(f(·, t) : t ∈ I)
)1/%∥∥∥1/θ
Lp,q(X)
≤ λ
∥∥∥∑
n≥0
αnθNαnλ(f(·, t) : t ∈ I)1/%
∥∥∥1/θ
Lp,q(X)
= λ1−1/θ
∥∥∥∑
n≥0
α−n(1−θ) (αnλ)Nαnλ(f(·, t) : t ∈ I)1/%︸ ︷︷ ︸
(∗)
∥∥∥1/θ
Lp,q(X)
.
By the hypothesis the Lp,q(X) norm of the highlighted function (∗) is at most 1,
and the series can be summed provided that α is sufficiently large in terms of the
quasimetric constant of the scalar-valued Lorentz space Lp,q(X). Hence the splitting
f = f0 + f1 witnesses the inequality (2.9) for the K-functional. 
Corollary 2.11. For every p ∈ (1,∞), q ∈ (1,∞], and % ∈ (1,∞) there exists a
constant 0 < C < ∞ such that for every measure space (X,B,m), finite totally or-
dered set I, and Banach space B there exists a (subadditive) seminorm |||·||| equivalent
to the quasi-seminorm on Jp,q% (·) in the sense that
C−1|||f ||| ≤ Jp,q% (f : X × I→ B) ≤ C|||f |||.
for all measurable functions f : X × I→ B.
Proof. Let max(1/p, 1/q, 1/%) < θ < 1. Then the quasinorm V θ%I→B is a norm, and the
vector-valued Lorentz space Lθp,θq(X;V θ%I→B) admits an equivalent norm (with equiv-
alence constants depending only on θp and θq). Hence the interpolation quasinorm
in (2.8) is actually a norm. 
2.4. From jump inequalities to r-variation. It has been known since Bourgain’s
article [Bou89] that variational estimates can be deduced from jump inequalities. In
Bourgain’s article this is accomplished for averaging operators by interpolation with
an L∞ estimate. More in general, Jones, Seeger, and Wright showed that Lp jump
inequalities with different values of p can be interpolated to yield variation norm
estimates [JSW08, Lemma 2.1]. Our next result is that a weak type jump inequality
implies a weak type estimate for the variation seminorm for a fixed p.
Lemma 2.12. For every p ∈ [1,∞] and 1 ≤ % <∞ there exists 0 < Cp,% <∞ such
that the following holds. Let (X,B,m) be a σ-finite measure space, I a finite totally
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ordered set, B a Banach space, and % < r ≤ ∞. Then for every measurable function
f : X × I→ B we have the estimates
(2.13) ‖f‖Lp,∞(X;V rI→B) ≤ Cp,%

(
r
r−%
)1/p
Jp,∞% (f) if p < %,(
r
r−%
(
1 + log rr−%
))1/%
Jp,∞% (f) if p = % and(
r
r−%
)1/%
Jp% (f) if p = %,(
r
r−%
)1/%
Jp,∞% (f) if p > %.
The previous result [JSW08, Lemma 2.1] can be recovered by scalar-valued real
interpolation. Moreover, Lemma 2.12 reduces Lépingle’s inequality at the endpoint
p = 1 to the jump inequality (3.6).
In the case p = % we will use log-convexity of L1,∞. More precisely, let (X,B,m)
be a measure space, I a countable set, and gj : X → R measurable functions with
‖gj‖L1,∞(X) ≤ aj for every j ∈ I, where (aj)j∈I ⊂ (0,∞) are positive numbers.
Then from [SW69, Lemma 2.3] we know
(2.14)
∥∥∥∑
j∈I
gj
∥∥∥
L1,∞(X)
≤ 2
∑
j∈I
aj
(
log
(
aj
−1∑
j′∈I
aj′
)
+ 2
)
.
The same argument shows that the spaces Lp,∞ are p-convex for p ∈ (0, 1).
Lemma 2.15. Given a measure space (X,B,m), let p ∈ (0, 1), I be a countable set,
and let gj : X → [0,∞) be measurable functions in Lp,∞(X) for every j ∈ I. Then
(2.16)
∥∥∥∑
j∈I
gj
∥∥∥p
Lp,∞(X)
.p
∑
j∈I
‖gj‖pLp,∞(X).
Proof. By scaling it suffices to show that if m
({x ∈ X | gj(x) > s}) ≤ s−p for all
s > 0 and j ∈ I and cj ≥ 0 are numbers such that
∑
j∈I c
p
j ≤ 1, then
m
({x ∈ X |∑
j∈I
cjgj(x) > s}
)
.p s−p for all s > 0.
Without loss of generality we may assume cj > 0 for all j ∈ I. Let
uj = (gj − s/2)1{x∈X|gj(x)>s/cj}, lj = min(gj , s/2), mj = gj − uj − lj .
Then ∑
j∈I
cjlj ≤ s
2
∑
j∈I
cj ≤ s
2
(∑
j∈I
cpj
)1/p ≤ s
2
,
m
(⋃
j∈I
suppuj
)
≤
∑
j∈I
m
({x ∈ X | gj(x) > s/cj}) ≤∑
j∈I
(s/cj)
−p = s−p
∑
j∈I
cpj ≤ s−p,
and∫
X
∑
j∈I
cjmj(x)dm(x) =
∑
j∈I
cj
∫ s/cj
s/2
m
({x ∈ X |mj(x) > y})dy
≤
∑
j∈I
cj
∫ s/cj
0
y−pdy =
1
1− p
∑
j∈I
cj(s/cj)
1−p ≤ s
1−p
1− p,
so that
m
({x ∈ X |∑
j∈I
cjgj(x) > s}
) ≤ s−p + m({x ∈ X |∑
j∈I
cjmj(x) > s/2}
)
≤ s−p + 2
s
∫
X
∑
j∈I
cjmj(x)dm(x)
≤
(
1 +
2
1− p
)
s−p. 
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We will deduce Lemma 2.12 from a more general result for sequences that is also
useful in the context of paraproducts [DMT12; KZ18] where variation and jump
seminorms are defined differently. For p, q ∈ (0,∞], % ∈ (0,∞), and a measurable
function F : X × N→ [0,∞) we write
J p,q% (F ) := sup
λ>0
‖λN 1/%λ ‖Lp,q(X), Nλ(x) := |{n | F (x, n) ≥ λ}|.
Lemma 2.17. For every p ∈ (0,∞] and % ∈ (0,∞) there exists 0 < Cp,% < ∞
such that the following holds. Let r ∈ (%,∞). Then for every σ-finite measure space
(X,B,m) and every measurable function F : X × N→ [0,∞) we have the estimates
(2.18) ‖F‖Lp,∞(X;`r) ≤ Cp,%

(
r
r−%
)1/pJ p,∞% (F ) if p < %,(
r
r−%
(
1 + log rr−%
))1/%J p,∞% (F ) if p = % and(
r
r−%
)1/%J p,p% (F ) if p = %,(
r
r−%
)1/%J p,∞% (F ) if p > %.
Proof of Lemma 2.12 assuming Lemma 2.17. Since I is finite, for every x the supre-
mum in the definition (2.1) of r-variation is assumed for some increasing sequence
(tx,j)j . We may assume that this sequence depends measurably on x. Let F (x, j) :=
‖f(x, tx,j+1)−f(x, tx,j)‖B and continue this sequence by 0 for those j for which tx,j+1
is not defined. Then ‖f‖Lp,∞(X;V rI→B) = ‖F‖Lp,∞(X;`r) and J
p,q
% (F ) ≤ Jp,q% (f). 
Proof of Lemma 2.17. By monotonicity of `r norms it suffices to consider % < r ≤ 2%.
By scaling we may replace the p-th power of the left-hand side of (2.13) by
m
({x ∈ X | ‖F (x, ·)‖`r > 1}).
Let
A := J p,∞% (F ) = sup
λ>0
∥∥λN 1/%λ ∥∥Lp,∞(X).
Note that
m
({x ∈ X | ‖F (x, ·)‖`∞ ≥ 1}) = m({x ∈ X | N1(x) ≥ 1})
≤ ‖1 ·N1/%1 ‖pLp,∞(X) ≤ Ap.
Therefore, it remains to estimate the measure of the set
X ′ := {x ∈ X | ‖F (x, ·)‖`r > 1 > ‖F (x, ·)‖`∞}.
For x ∈ X ′ we have
‖F (x, ·)‖r`r ≤
∑
j<0
2(j+1)rN2j (x)
which yields
(2.19) m(X ′) ≤ m({x ∈ X |∑
j<0
2jrN2j (x) > 2−2%}
)
.p,%
∥∥∥∑
j<0
2jrN2j
∥∥∥p/%
Lp/%,∞(X)
.
We distinguish three cases to estimate (2.19). Suppose first % < p. Then, since
Lp/%,∞(X) admits an equivalent subadditive norm, we get
(2.19) .p,%
(∑
j<0
2jr
∥∥N2j∥∥Lp/%,∞(X))p/%
=
(∑
j<0
2j(r−%)
∥∥2jN 1/%
2j
∥∥%
Lp,∞(X)
)p/%
≤ Ap
(∑
j≤0
2j(r−%)
)p/%
= Ap(1− 2−(r−%))−p/%.
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Suppose now p < %. Then by (2.16) we have
(2.19) .p,%
∑
j≤0
∥∥2jrN2j∥∥p/%Lp/%,∞(X)
=
∑
j≤0
2j(r−%)p/%
∥∥2jN 1/%
2j
∥∥p
Lp,∞(X)
≤ Ap
∑
j≤0
2j(r−%)p/%
= Ap(1− 2−(r−%)p/%)−1.
In the case p = % we have
‖N2j‖L1,∞(X) = 2−j%‖2jN 1/%2j ‖
p
Lp,∞(X) ≤ 2−j%Ap,
and using (2.14) with aj = Ap2j(r−%) we obtain
(2.19) ≤ 2
∑
j≤0
aj
(
log
(
a−1j
∑
j′≤0
aj′
)
+ 2
)
= 2Ap
∑
j≤0
2j(r−%)
(
log
(
2−j(r−%)
∑
j′≤0
2j
′(r−%)
)
+ 2
)
. Ap
∑
j≤0
2j(r−%)
(−j(r − %)− log(r − %) + 2)
. Ap(r − %)−1(1− log(r − %)).
Alternatively, still in the case p = %, we can estimate
(2.19) ≤
∥∥∥∑
j<0
2jrN2j
∥∥∥
L1(X)
≤
∑
j<0
2j(r−%)
∥∥∥2jN 1/%2j ∥∥∥%L%(X)
. (r − %)−1 sup
λ>0
∥∥∥λN 1/%λ ∥∥∥%
L%(X)
. 
3. Endpoint Lépingle inequality for martingales
Let (X,B,m) be a σ-finite measure space and I a totally ordered set. A sequence
of sub-σ-algebras (Gt)t∈I of B is called a filtration if it is increasing and the measure
m is σ-finite on each Gt. Let B be a Banach space. A B-valued martingale adapted
to a filtration (Gt)t∈I is a family of functions f = (ft)t∈I ⊂ L1loc(X,B,m;B) such that
ft′ = E(ft | Gt′) for every t′, t ∈ I with t′ ≤ t, where E(· | G) denotes the conditional
expectation with respect to a sub-σ-algebra G ⊆ B.
We recall from [Pis16, Theorem 10.59] that a Banach space B has martingale
cotype % ∈ [2,∞) if and only if for any B-valued martingale f = (fn)n∈N the “%-
square function”
S%f :=
(∑
n>0
‖fn − fn−1‖%B
)1/%
satisfies the estimates
(3.1) ‖S%f‖Lp(X) .p ‖f?‖Lp(X), p ∈ [1,∞),
where f?(x) := supn∈N‖fn(x)‖B is the martingale maximal function and the implicit
constant does not depend on f. By Doob’s inequality, see e.g. [Pis16, Corollary 1.28],
we know that
(3.2) ‖f?‖Lp(X) ≤ p′ sup
n∈N
‖fn‖Lp(X;B), p ∈ (1,∞].
A Banach space has martingale cotype % for some % ∈ [2,∞) if and only if it is
uniformly convex, see [Pis16, Chapter 10].
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Now we are in a position to formulate the quantitative version of the endpoint
Lépingle inequality for martingales.
Theorem 3.3. Given p ∈ (1,∞) and % ∈ [2,∞), let B be a Banach space and
(X,B,m) a σ-finite measure space. Suppose that the inequality
(3.4) ‖S%f‖Lp(X) ≤ Ap,%,B sup
n∈N
‖fn‖Lp(X;B)
holds for arbitrary martingales (fn)n∈N with values in B. Then for every finite totally
ordered set I and every martingale f = (ft)t∈I : X → B indexed by I with values in B
we have
(3.5) Jp% (f) ' [L∞(X;V∞I→B), Lp/%(X;V 1I→B)]1/%,∞(f) ≤ 3Ap,%,B sup
t∈I
‖ft‖Lp(X;B).
Theorem 1.3 follows from Theorem 3.3 since for a Banach space B with martingale
cotype % the estimate (3.4) holds with some finite constant Ap,%,B < ∞ in view of
(3.1) and (3.2).
Our proof of Theorem 3.3 is even simpler than the one presented in [PX88, Lemma
2.2] for p = 2. At the endpoint p = 1, assuming the weak type analogue of (3.4), it
yields the weak type estimate
(3.6) J1,∞% (f) ' [L∞(X;V∞I→B), L1/%,∞(X;V 1I→B)]1/%,∞(f) . sup
t∈I
‖ft‖L1(X;B).
Proof. By homogeneity we may assume supt∈I‖ft‖Lp(X;B) = 1. Let λ > 0 and con-
struct stopping times t0, t1, . . . : X → I ∪ {+∞} associated to λ-jumps as in (2.10)
(note that they are indeed stopping times in the stochastic sense). Split ft = f0t + f1t
with
f1t (x) :=
∑
k≥0
1[tk(x),tk+1(x))(t)ftk(x)(x).
Then by construction ‖f0t (x)‖B ≤ λ for all t ∈ I and x ∈ X. On the other hand,
V 1(f1t (x) : t ∈ I) ≤
∑
k∈N:
k≥1 and tk(x)<+∞
‖ftk(x)(x)− ftk−1(x)(x)‖B︸ ︷︷ ︸
≥λ
≤ λ1−%
∑
k∈N:
k≥1 and tk(x)<+∞
‖ftk(x)(x)− ftk−1(x)(x)‖%B
= λ1−%(S%f˜)%,
where
f˜k(x) :=
{
ftk(x)(x) if tk(x) < +∞,
fmax{tk′ (x)|k′∈N,tk′ (x)<∞}(x) if tk(x) = +∞
is the stopped martingale. Thus
‖V 1(f1t : t ∈ I)‖Lp/%(X) ≤ λ1−%‖(S%f˜)%‖Lp/%(X)
= λ1−%‖S%f˜‖%Lp(X)
≤ λ1−%A%p,%,B sup
k∈N
‖˜fk‖Lp(X;B)
≤ λ1−%A%p,%,B,
so that
K(λ%A−%p,%,B, f;L
∞(X;V∞I→B), L
p/%(X;V 1I→B))
≤ ‖f0‖L∞(X;V∞I→B) + λ
%A−%p,%,B‖f1‖Lp/%(X;V 1I→B) ≤ 3λ.
Since λ > 0 was arbitrary we obtain
K(λ, f;L∞(X;V∞I→B), L
p/%(X;V 1I→B)) ≤ 3Ap,%,Bλ1/%
for all λ ∈ (0,∞). The conclusion (3.5) follows by definition of real interpolation
spaces. 
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3.1. Doubly stochastic operators. In this section we prove Theorem 1.5. By the
monotone convergence theorem it suffices to consider n in a finite subset I ⊂ N. By
Rota’s dilation theorem (proved in [Rot62] on probability spaces and [Sta66] on σ-
finite measure spaces) there exists a measure space (Ω, B˜, m˜), a sub-σ-algebra G ⊆ B˜,
a measure space isomorphism
ι : (Ω,G, m˜)→ (X,B,m),
and a decreasing sequence of sub-σ-algebras
B˜ ⊇ G0 ⊇ G1 ⊇ · · ·
such that for every f ∈ L1(X) + L∞(X) and every n ∈ N we have
(3.7) (Q∗)nQnf = S
(
E(f ◦ ι | Gn)
)
,
where the operator S : Lp(Ω) → Lp(X) is characterized by Sf ◦ ι = E(f | G).
The operators on both sides of (3.7) are positive contractions on all spaces Lp(X)
for 1 ≤ p ≤ ∞, and therefore their algebraic tensor products with idB extend
uniquely to contractions on the Bochner spaces Lp(X;B) for all 1 ≤ p ≤ ∞ by
[Pis16, Proposition 1.6], that also have to coincide.
Let B be a Banach space with martingale cotype 2 ≤ % < ∞ and 1 < p < ∞.
By Theorem 3.3 for every function f in the Bochner space Lp(X;B) we have the
inequality
Jp% ((E(f ◦ ι | Gn))n∈I : Ω→ B) .p,%,B ‖f‖Lp(X;B).
By Lemma 2.7 with θ = max(1/p, 1/%) the left-hand side of this estimate is equivalent
to
[L∞(Ω;V∞I→B), L
θp(Ω;V θ%I→B)]θ,∞((E(f ◦ ι | Gn))n∈I).
The operator S : Lp(Ω) → Lp(X) is a contraction for every 1 ≤ p ≤ ∞. Since the
operator S is positive and by [Pis16, Proposition 1.6] for every Banach space B˜ the
algebraic tensor product operator S ⊗ idB˜ extends to a contraction
Lp(Ω; B˜)→ Lp(X; B˜)
that will be again denoted by S. Applying this with B˜ = V∞I→B and B˜ = V
θ%
I→B and
using the Marcinkiewicz interpolation theorem [BL76, Theorem 3.1.2] we see that
the operator S extends to a contraction
[L∞(Ω;V∞I→B), L
θp(Ω;V θ%I→B)]θ,∞ → [L∞(X;V∞I→B), Lθp(X;V θ%I→B)]θ,∞.
By Lemma 2.7 the norm on the interpolation space on the right-hand side is equiv-
alent to Jp% (f : X × I→ B), and the conclusion follows from (3.7).
4. Sampling for Fourier multipliers
4.1. Interpolation between Bochner spaces. In Section 4.3 we will have to as-
semble estimates in interpolation spaces on congruence classes modulo q into es-
timates on all of Zd. The following result will allow us to do this in an abstract
setting.
Lemma 4.1. For every p ∈ (1,∞) and θ ∈ (0, 1) such that 1 ≤ θp there exists a
constant 0 < Cp,θ < ∞ such that the following holds. Let (X,B,m) be a σ-finite
measure space, (A0, A1) a compatible couple of Banach spaces, f : X → A0 + A1 a
measurable function, and X =
⋃
j∈I Xj a countable measurable partition. Then
[L∞(X;A0), Lθp(X;A1)]θ,∞(f)
≤ Cp,θ
(∑
j∈I
(
[L∞(Xj ;A0), Lθp(Xj ;A1))]θ,∞(f)
)p)1/p
.
In the case A0 = A1 = A Lemma 4.1 follows readily from the fact that
[L∞(A0), Lθp(A1)]θ,∞ = Lp,∞(A)
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and the description of the Lorentz space Lp,∞(A) in terms of superlevel sets. For
general Banach spaces we will use an explicit description of theK-functional between
Bochner spaces going back to [Pis93, Theorem 5] in the following form.
Theorem 4.2 ([Pis16, Remark 8.61]). For every % ∈ [1,∞) there exists a constant
0 < C% < ∞ such that the following holds. Let (X,B,m) be a σ-finite measure
space and (A0, A1) a compatible couple of Banach spaces. Then for every function
f ∈ L%(X;A0) + L∞(X;A1) and every t > 0 we have
C−1% K(t, f ;L
%(X;A0), L
∞(X;A1))%
≤ sup
ψ>0: ‖ψ‖L%(X)=t
∫
X
K(ψ(x), f(x);A0, A1)
%dm(x)
≤ C%K(t, f ;L%(X;A0), L∞(X;A1))%,
(4.3)
where the supremum is taken over all strictly positive measurable and %-integrable
functions ψ : X → (0,∞).
In Pisier’s book [Pis16, Remark 8.61] this result is formulated with a supremum
over non-negative functions ψ such that ‖ψ‖L%(X) ≤ t, however it is easily seen that
L(f) := sup
ψ>0: ‖ψ‖L%(X)=t
∫
X
K(ψ(x), f(x);A0, A1)
%dm(x)
= sup
ψ≥0: ‖ψ‖L%(X)≤t
∫
X
K(ψ(x), f(x);A0, A1)
%dm(x) =: R(f).
Indeed, it suffices to show that R(f) ≤ L(f). Let ε > 0 and consider a measurable
function ψ : X → [0,∞) such that ‖ψ‖L%(X) ≤ t and
R(f) < ε+
∫
X
K(ψ(x), f(x);A0, A1)
%dm(x).
Now we take a positive measurable function φ : X → (0,∞) such that ‖φ‖L%(X) = t
and φ(x) ≥ ψ(x)/(1 + ε) for every x ∈ X. By (2.4) and monotonicity of the K-
functional we obtain
R(f) < ε+
∫
X
K(ψ(x), f(x);A0, A1)
%dm(x)
≤ ε+ (1 + ε)%
∫
X
K(ψ(x)/(1 + ε), f(x);A0, A1)
%dm(x)
≤ ε+ (1 + ε)%
∫
X
K(φ(x), f(x);A0, A1)
%dm(x)
≤ ε+ (1 + ε)%L(f).
This proves R(f) ≤ L(f), since ε is arbitrary.
Proof of Lemma 4.1. By (4.3) with % = θp we have
[L∞(X;A0), Lθp(X;A1)]θ,∞(f)p = [Lθp(X;A1), L∞(X;A0)]1−θ,∞(f)p
=
(
sup
t>0
tθ−1K(t, f ;Lθp(X;A1), L∞(X;A0))
)p
'% sup
ψ>0
(∫
X
ψ(x)θpdm(x)
)1−1/θ(∫
X
K(ψ(x), f(x);A1, A0)︸ ︷︷ ︸
=:Kψ(x)
θpdm(x)
)1/θ
= sup
ψ>0
‖ψθp‖θp(1−1/θ)
Lθp(X)
(‖Kψ‖θpLθp(X))1/θ.(4.4)
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We may assume that each Xj has non-zero measure. By Hölder’s inequality with
exponent 1/θ we obtain the estimate
(4.4) = sup
ψ>0
(∑
j∈I
‖ψθp‖θp
Lθp(Xj)
)1−1/θ(∑
j∈I
‖ψθp‖θp(1−θ)
Lθp(Xj)
‖ψθp‖θp(θ−1)
Lθp(Xj)
‖Kψ‖θpLθp(Xj)
)1/θ
≤ sup
ψ>0
∑
j∈I
(‖ψθp‖θp
Lθp(Xj)
)1−1/θ (‖Kψ‖θpLθp(Xj))1/θ
'%
∑
j∈I
(
[Lθp(Xj ;A0), L
∞(Xj ;A1)]θ,∞(f)
)p
,
where we have used (4.4) on each Xj in the last line. 
4.2. Sampling and continuation of band limited functions. Let B be a finite-
dimensional Banach space. Consider the extension operator E (see [MSW02, formula
(2.2)]) that maps a vector-valued sequence f : Zd → B to the vector-valued function
on Rd defined by
Ef(x) :=
∑
n∈Zd
f(n)Ψ(x− n), where Ψ(x) =
d∏
i=1
(
sin(pixi)
pixi
)2
.
Note that Ef(n) = f(n) for all n ∈ Zd, since Ψ(x) = 0 for all x ∈ Zd \ {0}.
Consider also the restriction operator that maps a vector-valued function F : Rd →
B to the vector-valued sequence on Zd defined by
RF (n) :=
∫
Rd
F (y)Φ(n− y)dy,
where Φ is a Schwartz function such that
Φ̂(ξ) =
{
1, if |ξ|∞ ≤ 1,
0, if |ξ|∞ ≥ 2,
where ̂ denotes the Fourier transform on Rd.
It was proved in [MSW02, Lemma 2.1] that RE = id and there exists an absolute
constant 0 < Cd <∞ (independent of the finite-dimensional Banach space B) such
that for every p ∈ [1,∞] the norms of the operators
(4.5) E : `p(Zd;B)→ Lp(Rd;B), R : Lp(Rd;B)→ `p(Zd;B)
are bounded by Cd. This was used to deduce the following result for periodic Fourier
multipliers.
Proposition 4.6 ([MSW02, Corollary 2.1]). There exists an absolute constant 0 <
C < ∞ such that the following holds. Let p ∈ [1,∞], q ∈ N be a positive integer,
and let B1, B2 be finite-dimensional Banach spaces. Let m : Rd → L(B1, B2) be a
bounded operator-valued function supported on [−1/2, 1/2]d/q and denote the asso-
ciated Fourier multiplier operator over Rd by T . Let mqper be as in (1.8) and denote
the associated Fourier multiplier operator over Zd by T qdis. Then
‖T qdis‖`p(Zd;B1)→`p(Zd;B2) ≤ C‖T‖Lp(Rd;B1)→Lp(Rd;B2).
4.3. Sampling in interpolation spaces. Proposition 4.6 cannot be applied to the
jump space (1.2) because it is not a Bochner space. However, by (2.8) it coincides
with an interpolation space between Bochner spaces. Therefore, a version of Propo-
sition 4.6 that involves interpolation spaces will be proved.
Proposition 4.7. For every d ≥ 1, p ∈ (1,∞) and θ ∈ (0, 1) such that 1 ≤ pθ there
exists a constant 0 < Cp,θ,d <∞ such that the following holds. Let q ∈ N be a positive
integer, let A0, A1, B be finite-dimensional Banach spaces and assume that (A0, A1)
is a compatible pair. Let m : Rd → L(B,A0 + A1) be a bounded operator-valued
function supported on [−1/2, 1/2]d/q and denote the associated Fourier multiplier
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operator by T . Define the discrete multiplier operator T qdis as in Proposition 4.6.
Then
‖T qdis‖`p(Zd;B)→[`∞(Zd;A0),`θp(Zd;A1)]θ,∞ ≤ Cp,θ,d‖T‖Lp(Rd;B)→[L∞(Rd;A0),Lθp(Rd;A1)]θ,∞ .
(4.8)
Proof of Proposition 4.7. Let τrg(x) = g(x+r) and δqg(x) = g(qx) denote the trans-
lation and the dilation operator, respectively. Partitioning Zd into congruence classes
modulo q and using Lemma 4.1 we obtain
(4.9) [`∞(Zd;A0), `θp(Zd;A1)]θ,∞(T qdisf)
p
.p,θ
∑
r∈Ndq
(
[`∞(qZd + r;A0), `θp(qZd + r;A1)]θ,∞(T qdisf)
)p
,
where Nq := {1, . . . , q}. Let K(x) := F−1(m)(x) for every x ∈ Rd, where F−1 is
the inverse Fourier transform on Rd. Recall from [MSW02] that the kernel of T qdis is
given by the formula
F−1(mqper)(x) =
{
qdK(x), x ∈ qZd,
0, x ∈ Zd \ qZd.
Let T q : Lp(Rd;B) → [L∞(Rd;A0), Lθp(Rd;A1)]θ,∞ be the operator corresponding
to the multiplier m(ξ/q), which is supported in [−1/2, 1/2]d. The kernel of T q is
qdK(qx) for x ∈ Rd. Let us define, as in [MSW02], the discrete counterpart of T q by
setting
[T q]disf(x) :=
∑
y∈Zd
f(x− y)qdK(qy).
Then for every x ∈ Zd we have
T qdisf(qx) =
∑
y∈Zd
f(qx− y)F−1(mqper)(y)
=
∑
y∈Zd
δqf(x− y)qdK(qy) = [T q]dis(δqf)(x).
(4.10)
Let T˜ q be the Fourier multiplier operator whose multiplier is
m˜(ξ/q) =
∑
l∈Zd:|l|∞≤1
m((ξ + l)/q).
Then by our assumptions
[L∞(Rd;A0), Lθp(Rd;A1)]θ,∞(T˜ q(f))
≤ 3d‖T‖Lp(Rd;B)→[L∞(Rd;A0),Lθp(Rd;A1)]θ,∞‖f‖`p(Zd;B).
(4.11)
Moreover, by [MSW02, formula (2.5)] we have
E([T q]dis(f))(x) = T˜ q(Ef)(x), for x ∈ Rd.
Thus, in view of RE = id, we get
[T q]dis(f)(x) = R(T˜ q(Ef))(x), for x ∈ Zd.(4.12)
Also, by (4.5) and the Marcinkiewicz interpolation theorem [BL76, Theorem 3.1.2]
we have
(4.13) R : [L∞(Rd;A0), Lθp(Rd;A1)]θ,∞ → [`∞(Zd;A0), `θp(Zd;A1)]θ,∞
with a bound which does not depend on A0, A1.
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Now we can estimate the right-hand side of (4.9) by
(4.9) =
∑
r∈Ndq
[`∞(Zd;A0), `θp(Zd;A1)]θ,∞
(
[T q]dis(δq(τrf))
)p by (4.10)
=
∑
r∈Ndq
[`∞(Zd;A0), `θp(Zd;A1)]θ,∞
(R(T˜ qE(δq(τrf))))p by (4.12)
.
∑
r∈Ndq
[L∞(Rd;A0), Lθp(Rd;A1)]θ,∞
(
T˜ qE(δq(τrf))
)p by (4.13)
.
∑
r∈Ndq
‖E(δq(τrf))‖pLp(Rd;B) by (4.11)
.
∑
r∈Ndq
‖δq(τrf))‖p`p(Zd;B) by (4.5)
= ‖f‖p
`p(Zd;B).
The proof is completed. 
Proof of Theorem 1.7. By the monotone convergence theorem it suffices to consider
finite sets I. Let θ = min(1/p, 1/%) and represent the jump space as an interpolation
space using Lemma 2.7. Apply Proposition 4.7 with A0 = V∞I→C, A1 = V
θ%
I→C, and
B = C. 
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