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THE COVERTIME OF A BIASED RANDOM WALK ON Gn,p
COLIN COOPER, ALAN FRIEZE, AND SAMANTHA PETTI
Abstract. We analyze the covertime of a biased random walk on the random graph Gn,p. The
walk is biased towrds visiting vertices of low degree and this makes the covertime less than in the
unbiased case.
1. Introduction
Let G = (V,E) be a connected graph with n vertices and m edges. For v ∈ V , let Cv be the
expected time for a simple random walk Wv on G starting at v, to visit every vertex of G. The
vertex cover time C(G) of G is defined as C(G) = maxv∈V Cv. The vertex cover time of connected
graphs has been extensively studied. It is a classic result of Aleliunas, Karp, Lipton, Lova´sz and
Rackoff [3] that C(G) ≤ 2m(n − 1). It was shown by Feige [9], [10], that for any connected graph
G, the cover time satisfies (1− o(1))n log n ≤ C(G) ≤ (1+ o(1)) 427n
3. The asymptotic lower bound
is obtained by the complete graph Kn. The asymptotic upper bound is obtained by the lollipop
graph, which consists of a path of length n/3 joined to a clique of size 2n/3.
The facts that the cover time of a simple random walk can be as large as Θ(n3) for some classes
of graphs, and that it is never o(n log n) for any graph encourages a study of modified random walks
whose performance may be better (in order of magnitude), either in general or for specific classes
of graphs. If we restrict our attention to reversible random walks then the lower bound cannot be
improved.
The properties of weighted random walk on an undirected graph are as follows, for more details
see [2]. Let p(u, v) denote the probability of moving from vertex u to vertex v in a single step and
let π(v) be the steady state distribution for the walk, assuming that it exists. A Markov chain
is reversible if π(u)p(u, v) = π(v)p(v, u). Suppose now that each undirected edge e = {u, v} has
a positive weight we = wv,u = wu,v. The transition probability of the associated random walk at
v is p(v, u) = wv,u/wv, where wv =
∑
u∈N(v) wv,u, and N(v) are the neighbors of v in G. The
stationary distribution of the walk at vertex v is π(v) = wv/w, where w =
∑
e∈E we. We can
verify this and the fact that weighted walks are always reversible since for any edge e = {u, v},
π(u)p(u, v) = we/w = π(v)p(v, u).
As an example, for a simple random walk, we take wu,v = 1, wv = d(v) the degree of vertex
v ∈ V , and p(u, v) = 1/d(v); the total weight w = 2m, and so π(v) = d(v)/2m. An O(n2 log n)
upper bound on the cover time for any connected n vertex graph G, was obtained by Ikeda, Kubo,
Okumoto, and Yamashita [11] by using a weight wu,v = 1/
√
d(u)d(v) for edge e = {u, v}. The fact
that the above edge weight is multiplicative makes the walk hard to analyze. The use of a simpler
but related weight of w(u, v) = 1/min(d(u), d(v)) = max(1/d(u), 1/d(v)) was studied in [1]. Using
Department of Computer Science, Kings College, London WC2R 2LS. Research supported in part by EPSRC
grant EP/M005038/1.
Department of Mathematical Sciences, Carnegie Mellon University, Pittsburgh PA15213. Research supported in
part by NSF grant DMS0753472.
School of Mathematics, Georgia Tech., Atlanta, GA30313. This material is based upon work supported by the
National Science Foundation Graduate Research Fellowship under Grant No. DGE-1650044.
1
2 COLIN COOPER, ALAN FRIEZE, AND SAMANTHA PETTI
this simplified weight David and Feige [7] proved an O(n2) upper bound on cover time for any
connected n vertex graph G. As the cover time of paths and cycles by weighted walks is Θ(n2)
this result is best possible. Instead of choosing a uniform random neighbor, the walks of [1],[11]
are biased towards lower degree vertices. In this way the walk tends to have a smaller cover time
than the unbiased walk.
In this paper we study the cover time of the walk in [1], [7]. We will analyze its performance on
the random graph Gn,p. The walk is biased towards lower degree vertices. In this way the walk will
tend to have a smaller covertime than the unbiased walk. We use the following notation concerning
a graph G = (V,E):
(1) d(v) = dG(v) is the degree of v ∈ V .
(2) We let ψ(v,w) = 1min{d(v),d(w)} for {v,w} ∈ E.
(3) We let Ψ(v) =
∑
w∈N(v) ψ(v,w).
The random walk Wu = (X0 = u ∈ V,X1, . . . ,Xt, . . .) is then defined by
(1) Pr[Xt+1 = w | Xt = v] =
{
ψ(v,w)
Ψ(v) w ∈ N(v)
0 w /∈ N(v)
.
Let Cu(G) be the expected time for Wu to visit all of V and let C(G) = maxuCu(G) denote the
cover time of this random walk. We will prove the following theorem.
Theorem 1. Let G ∼ Gn,p where p =
c logn
n and where ω = (c − 1) log n → ∞. Then with high
probability, C(G) ≈ n log n.
In Section 2 we state the central lemma for the proof of Theorem 1. The “first visit time lemma”
bounds the probability that a vertex has not been visited in t steps after a suitably defined mixing
time. For a proof of this lemma, in the stated form, see [5]. In Section 3, we describe relevant
properties of Gn,p that hold with high probability, and compute quantities necessary for applying
the first visit lemma under these conditions. In Section 4 we prove Theorem 1.
For probabilistic inequalities we use the Chernoff bounds on the binomial Bin(n, p):
Pr[Bin(n, p) ≤ (1− ε)np] ≤ e−ε
2np/2 for 0 ≤ ε ≤ 1.(2)
Pr[Bin(n, p) ≥ (1 + ε)np] ≤ e−ε
2np/3 for 0 ≤ ε ≤ 1.(3)
Pr[Bin(n, p) ≥ αnp] ≤
( e
α
)αnp
for α > 0.(4)
We sometimes write An ≈ Bn (resp. An . Bn) in place of An = (1 + o(1))Bn (resp. An ≤
(1 + o(1))Bn) as n→∞.
Some further notation:
(1) For S ⊆ V we let N(S) = NG(S) = {w /∈ S : {v,w} ∈ E} be the disjoint neighborhood of
S. Let d(S) =
∑
v∈S d(v).
(2) We abbreviate N({v}) to N(v) = NG(v) for v ∈ V . Thus, d(v) = |N(v)|.
(3) For v ∈ V and positive integer k we let Nk(v) denote the set of vertices within distance at
most k of v.
2. The first visit time lemma
Let G = (V,E) be a fixed graph, and let u ∈ V be arbitrary. LetWu denote the modified random
walk defined in (1) starting with X0 = u. The walk defines a reversible Markov chain with state
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space V . Let P be the matrix of transition probabilities, and πv the stationary distribution of P .
As previously mentioned, for v ∈ V ,
(5) πv =
Ψ(v)∑
u∈V Ψ(u)
.
Considering the walk Wv, starting at v, let rt = Pr[Wv(t) = v] be the probability that this walk
returns to v at step t ≥ 0, and let
R(z) =
∞∑
t=0
rtz
t
generate rt. Our definition of return includes r0 = 1. For R(z) and given T let
R(T, z) =
T−1∑
j=0
rjz
j .
We choose a value of T given by
(6) T = L log n,
and for this value of T let Rv = R(T, 1). In Lemma 6 we put a lower bound on the constant L
which is sufficient to imply that T is the mixing time of Wu, in a well-defined sense.
The following first visit time lemma bounds the probability a vertex has not been visited in time
T, T + 1, . . . t.
Lemma 2. [The first visit time lemma [5]]
Let G be a graph satisfying the following conditions
(i) For all t ≥ T , maxu,x∈V |P
(t)
u (x)− πx| ≤ n
−3
(ii) For some (small) constant θ > 0 and some (large) constant K > 0,
min
|z|≤1+ 1
KT
|R(T, z)| ≥ θ
(iii) Tπv = o(1) and Tπv = Ω(n
−2)
Let Av(t) be the event that the random walk Wu on graph G does not visit vertex v at steps
T, T + 1, . . . t. Then, uniformly in v,
Pr[Av(t)] =
(1 +O(Tπv))
(1 + pv)t
+O(T 2πve
−t/KT )
where pv is given by the following formula, with Rv = Rv(T, 1) ≥ 1:
pv =
πv
Rv(1 +O(Tπv))
.
In our applications, T = O(log n), πv = O(1/n) and t = Θ(n log n). In which case we can write
(7) Pr[Av(t)] ≈ e
−tπv/Rv .
We rely on the following lemma to show Condition (ii) of the first visit time lemma.
Lemma 3. Lwmma 18 of [6] proves the following: Let v be a vertex of an arbitrary graph G. Let
T be a mixing time satisfying (i). If T = o(n3), Tπv = o(1) and Rv is bounded above by a constant,
then Condition (ii) of Lemma 2 hold for θ = 1/4 and any constant K ≥ 3Rv.
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3. Properties of typical graphs G ∼ Gn,p, p =
c logn
n
The following lemma defines a typical graph and shows that with high probability a graph
G ∼ Gn,p, p =
c logn
n is typical. In Lemma 6 we show that T as given in Equation (6) is the mixing
time for a typical graph, and in Lemma 7, we bound Rv for a typical graph.
Lemma 4. Let ε > 0 be an arbitrary small constant. Consider G ∼ Gn,p, p =
c logn
n with c ≥ 1 and
ω = (c− 1) log n→∞. The graph G is “typical” if all of the following conditions are satisfied:
(a) G is connected.
(b) There are at most n1−ε
2c/4 vertices with degree less than (1− ε)np.
(c) There are at most n1−ε
2c/4 vertices with degree more than (1 + ε)np.
(d) No vertex has degree more than 4np.
(e) Let Vk denote the vertices of degree k. Then |Vk| ≤ (3 log n)
k+1 for k ≤ Λ = log log n.
(f) Let A be the set of vertices with degree less than np/100. Then (i) |A| < n17/12−c and (ii) no
vertex of A is within distance Λ of a cycle of size less than Λ and (iii) for all u, v ∈ A, the
distance dist(u, v) > Λ.
(g) Suppose that np ≤ n1/100. Then G contains no subgraphs H with number of vertices vH ≤ 50
and with number of edges eH ≥ vH + 1.
(h) For all S ⊆ V = [n] such that 1/p ≤ |S| ≤ n2 , e(S, S) ≥
1
2 |S|(n − |S|)p where e(S, S) is the
number of edges between the set S and its complement S.
(i) For all S ⊆ V such that |S| < 1/p, e(S, S) < |S|np/1000, where e(S, S) is the number of edges
within the set S.
With high probability, G is typical.
Proof. (a) This is a standard result and follows from Erdo˝s and Re´nyi [8]. (b) By the Chernoff
bound (2),
Pr[d(v) < (1− ε)np] = Pr[Bin(n− 1, p) ≤ (1− ε)(n − 1)p] ≤ exp
(
−
ε2np
2 + o(1)
)
≤ n−ε
2c/3.
Let X be the number of vertices of degree less than (1− ε)np. The Markov inequality implies that
Pr
[
X ≥ n1−ε
2c/4
]
< Pr
[
X ≥ nε
2c/12
E[X]
]
< n−ε
2c/12 = o(1).
(c) By the Chernoff bound (3),
Pr[d(v) > (1 + ε)np] = Pr[Bin(n− 1, p) ≥ (1 + ε)np] ≤ exp
(
−
ε2np
3
)
= n−ε
2c/3.
Let X be the number of vertices of degree greater than (1 + ε)np. The Markov inequality implies
that
Pr
[
X ≥ n1−ε
2c/4
]
< Pr
[
X ≥ nε
2c/12
E[X]
]
< n−ε
2c/12 = o(1).
(d) Let X be the number of vertices with degree greater than 4np. Then by the Chernoff bound
(4),
Pr[X > 0] ≤ E[X] ≤ nPr[Bin(n, p) > 4np] ≤ n
(e
4
)4np
< n1−3c/2 = o(1).
(e) We have,
(8) E[|Vk|] = n
(
n− 1
k
)
pk(1− p)n−k ≤ (np)kn1−c exp
(
ck log n
n
)
.
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If c ≤ 2 then the RHS of (8) is at most (2 log n)k the claim now follows from the Markov inequality.
When c > 2, the RHS of (8) is o(1) for k ≤ Λ and so with high probability we have Vk = ∅ for
k ≤ Λ.
(f) First we observe that for any a ∈ {1, 2, 3} and b ∈ {0, 1, 2},
Pr
[
Bin(n− a, p) <
np
100
− b
]
=
c log n
100
−b∑
i=0
(
n− a
i
)
pi (1− p)n−a−i
≤
np
100∑
i=0
(
ec log n
i
)i
n−c exp
(
(a+ i)c log n
n
)
.(9)
If c ≤ 10 then we bound the RHS of (9) by n1/3−c. If c ≥ 10 then we bound the RHS of (9) by
n−2c/3. In summary, we bound the RHS of (9) by n−min{c−1/3,2c/3}.
To show (i), we give a probabilistic upper bound on the size of A. Since d(v) ∼ Bin(n − 1, p),
E[|A|] ≤ n1−min{c−1/3,2c/3}. The Markov inequality implies A = ∅ with high probability if c ≥ 2.
Suppose then that c ≤ 2. Then,
Pr
[
|A| ≥ n17/12−c
]
< Pr
[
X ≥ n1/12 E[|A|]
]
< n−1/12 = o(1).
Now let a cycle be small if has at most Λ vertices. Next we show (ii), that no vertex of A is part
of a small cycle or within distance Λ of a small cycle. To show the former, let Xj be the number
of cycles on j vertices that contain a vertex of A. Observe
Pr[Xj > 0] ≤ E[Xj ] ≤ n
jpj Pr
[
Bin(n− 3, p) <
np
100
− 2
]
≤ (c log n)j n1/3−c = o(1),
for j ≤ Λ and c ≤ 2.
Next, let Xj,ℓ be the number of structures that contain a k-cycle with path of length ℓ to a vertex
in A. Observe
Pr[Xj,ℓ > 0] ≤ E[Xj,ℓ] ≤ n
j+ℓ
(
c log n
n
)j+ℓ
Pr
[
Bin(n− 2, p) <
c log n
100
− 1
]
≤ (c log n)j+ℓ n1/3−c = o(1),
for j, ℓ ≤ Λ and c ≤ 2.
Finally we show (iii), that no two vertices of A are within distance Λ of each other. Let P be
number of paths of length at most Λ with both ends in A.
Pr[P > 0] ≤ E[P ] ≤ n2
(
Pr
[
Bin(n− 2, p) <
c log n
100
− 1
])2 Λ∑
i=0
ni
(
c log n
n
)i+1
≤ 2(c log n)Λ+1n5/3−2c = o(1),
for c ≤ 2. (g) Let now Xj be the number of subgraphs H with vH = j ≤ 50 and eH ≥ vH + 1 in
G. Let νj = O(2
j2) be the number of graphs H on vertex set [j] vertices with eH ≥ vH + 1. Then
we have
Pr[Xj > 0] ≤ E[Xj ] ≤ νjn
jpj+1 ≤ νjn
1/2p = o(1).
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(h) Let s = |S|. We apply the Chernoff bound (2) to obtain
Pr
[
e(S, S) < 12s(n− s)p
]
≤ exp
(
−
s(n− s)p
8
)
= n−s(n−s)c/8n.
Let now Xs be the number of subsets S of size s ∈ [1/p, n/2] for which e(S, S) <
1
2s(n− s)p.
Pr[Xs > 0] ≤ E[Xs] ≤
(
n
s
)
ns(n−s)c/8n ≤
(ne
s
· n−c/32
)s
≤
(
ec log n · n−c/32
)s
= o(n−1).
It follows that with high probability Xs = 0 for all 1/p ≤ s ≤ n/2. (i) Let s = |S|, and let now Xs
be the number of sets of size s ≤ 1/p with e(S, S) ≥ snp/1000. Then,
Pr[Xs > 0] ≤ E[Xs] ≤
(
n
s
)( (s
2
)
snp/1000
)
psnp/1000
≤
(ne
s
)s( se
2n/1000
)snp/1000
=
( s
n
)(−1+np/1000)s (
500e1+np/100
)s
.(10)
Summing the RHS of (10) for 1 ≤ s ≤ 1/p completes the proof. 
The following claim describes the stationary distribution πv of the modified walk W on a typical
graph G.
Claim 5. Let G be a typical graph and let ε > 0 be an arbitrarily small constant. Let U be
the set of vertices such that degree of u and the degrees of all its neighbors are in the range
((1− ε)c log n, (1 + ε)c log n). Then |U | ≈ n and for u ∈ U ,
1− ε
(1 + ε)n
. πu .
1 + ε
(1− ε)n
.
Moreover, for b1 =
1−ε
1+ε and b2 =
401
1+ε , for all v ∈ V ,
(11)
b1
n
. πv .
b2
n
.
Proof. We refer the reader to (5) for the value of πv, v ∈ V . We first observe that
Ψ(v) ≥
∑
w∈N(v)
1
d(v)
= 1 for all v ∈ V.
Since each vertex has degree at most 4c log n and has at most one neighbor of degree less than
c log n/100,
(12) Ψ(v) ∈ [1, 401] for v ∈ V.
On the other hand, for u ∈ U , Ψ(u) ∈
[
1, 1+ε1−ε
]
. Lemma 4(f) implies that |V \U | = o(n). Therefore
n ≤
∑
v∈V
Ψ(v) .
(
1 + ε
1− ε
)
n,
and the statement follows. 
The following lemma shows that the mixing time of Wu, u ∈ V on a typical graph is O(log(n)),
as stated in (6).
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Lemma 6. Let G = (V,E) be typical, and let u be an arbitrary vertex of G. Let P
(t)
u (x) be the
probability that Wu is at vertex x at time t. Then for b1, b2 as in Claim 5, L = 10(8000b2)
2/b21, and
T = L log n,
|P (T )u (x)− πx| ≤ n
−3.
Proof. It is well known, see for example [13] that if λ2 denotes the second largest absolute value of
an eigenvalue of P , λ2 < 1 and
(13) |P (t)u (x)− πx| ≤ (πx/πu)
1/2λt2 ≤ (b2/b1)
1/2λt2 ≤ 21λ
t,
where the second inequality follows from (11) and the third assumes that ε is sufficiently small.
To compute the size of the second largest absolute value of an eigenvalue of P , we apply the
Cheeger inequality. Recall the definition of conductance:
Φ(G) = min
S⊂V (G),π(S)≤ 1
2
Φ(S), where Φ(S) =
∑
x∈S,y∈S πxPx,y∑
x∈S πx
.
Applying Claim 5 we observe
Φ(S) =
∑
x∈S,y∈S πxPx,y∑
x∈S πx
>
b1
n
∑
x∈S
e({x},S)
d(x)
|S| b2n
=
b1
|S|b2
∑
x∈S
e({x}, S)
d(x)
.
Define
D(S) :=
∑
x∈S
e({x}, S)
d(x)
.
We give a lower bound on D(S) for all subsets S for which π(S) ≤ 12 . By Conditions b, c of Lemma
4 and Claim 5, a set S for which π(S) ≤ 12 can have cardinality at most
n+o(n)
2
(
1+ε
1−ε
)2
≤ 2n3 ,
assuming ε is sufficiently small.
Case 1: 1/p ≤ |S| ≤ 2n/3.
By Conditions d and h of Lemma 4
(14) D(S) ≥
e(S, S)
4np
≥
|S|(n− |S|)
8n
and so Φ(S) ≥
b1(n− |S|)
8nb2
≥
b1
24b2
.
Case 2: |S| < 1/p.
To evaluate the case when |S| < 1/p, we consider two subcases. Let A be the set of vertices of
degree less than np100 , as in Lemma 4.
Case 2a: |A ∩ S| < 3|S|/4.
By Condition i of Lemma 4, we have
e(S, S) ≥ d(S)− 2e(S, S) ≥
|S|
4
np
100
− 2|S|
np
1000
.
It follows that
(15) D(S) ≥
|S|
4
np
100 − 2|S|
np
1000
4c log n
=
|S|
8000
and so Φ(S) ≥
b1
8000b2
.
Case 2b: |A ∩ S| ≥ 3|S|/4.
Let A∗ ⊆ A ∩ S be the vertices with no neighbors in S \ A. Since each vertex has at most one
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neighbor in A, |A∗| ≥ |S|/2. We compute
(16) D(S) ≥
∑
x∈A∗
e({x}, S)
d(x)
= |A∗| >
|S|
2
and so Φ(S) ≥
b1
2b2
.
It follows from (14), (15), (16) that Φ(G) ≥ b18000b2 , and so by the Cheeger inequality
λ2 ≤
(
1−
Φ2
2
)
≤ 1−
b21
2(8000b2)2
.
Let L = 10(8000b2)
2/b21 > −4/ log
(
1−
b21
2(8000b2)2
)
. Letting t = L log n in (13), we see that
|P (t)u (x)− πx| ≤ 21
(
1−
b21
2(8000b2)2
)−L logn
< n−3.

Finally, we give upper bounds on the values Rv, the expected number of times that Wv returns
to v in T steps, where T is as defined in (6). Here we refer to the set of vertices within distance k
of v as the k−neighborhood of a vertex v.
Lemma 7. Let G be typical. Let
A =
{
v : d(v) ≤
np
100
}
.
B = {v : N10(v) ∩A = ∅} .
(Thus A ∩B = ∅.)
Then
1 ≤ Rv ≤

1 +O
(
1
logn
)
v ∈ B or (v /∈ A ∪B and N(v) ∩A = ∅).
1 + Cd(v) v ∈ A
1 + Cd(v1) . N(v) ∩A = {v1} .
where C is an absolute constant.
Proof. For the majority case of v ∈ B, we estimate Rv by projecting the random walk in the
neighborhood of v onto the nonnegative integers, with v corresponding to zero. Divide the vertices
of V into levels based on their distance from v. Let α be an upper bound on the probability the
walk moves from level i ≤ 4 to level i − 1, ρ ≥ α be an upper bound on the probability the walk
stays in level i, and β = 1−α−ρ (a lower bound on the probability that the walk moves from level
i to level i+ 1, that will soon be seen to be non-negative). We couple Wv with a random walk Ŵ
on {0, 1, 2, 3, 4} with parameters α, β, ρ so that Ŵ ≤ Wv whenever Wv is within distance 4 of v.
When Ŵ is at 4, it moves to 3 at the next step. Otherwise, if Wv is at level 0 < j ≤ 3 and Ŵ is
at 0 < i < j then we couple the two walks so that Ŵ will move left or stay if Wv moves left. Also,
if Wv is at level 0 < j ≤ 3 and Ŵ is also at j then Ŵ will move left if Wv moves left. If Ŵ is at
0 and Wv is at 1 and Wv moves left, then Ŵ will stay at 0. Here we use the assumption ρ ≥ α.
We will in fact simplify matters by taking α = ρ. It remains to define α = ρ, β and to estimate the
expected number of times that Ŵ visits 0, if it starts there.
Let Ei be an upper bound on the expected number of times that Ŵ, beginning at i, visits 0 in
T steps. We have,
(17) E0 ≤ 1 + ρE0 + (1− ρ)E1 which implies that E0 ≤ 1 + 2ρ+ E1,
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assuming that ρ ≤ 1/2.
More generally
(18) Ei ≤ αEi−1 + ρEi + βEi+1 for 1 ≤ i ≤ 3.
Note also that
(19) E3 ≤ Tα
2
∑
ℓ≥0
(α(1− α))ℓ =
Tα2
1− α(1 − α)
≤ 2Tα2
since each time the walk moves left from 3 it has a less than α2
∑
ℓ≥0 (α(1− α))
ℓ chance of reaching
zero before returning to 3. (Note that α(1 − α) increases for α ≤ 1/2 and we will only use this
estimate when α = o(1).) Here ℓ is the number of times that Ŵ moves 2,1,2 before finally moving
to zero in two steps. (Included in 2,1,2 there might be some x, x, . . . , where x ∈ {1, 2}.)
Summing the inequalities in (18) for i = 1, 2 yields
0 ≤ αE0 − βE1 − αE2 + βE3 ≤ αE0 − βE1 + βE3.
It follows that
E0 ≤ 1 + 2ρ+ E1 ≤ 1 + 2ρ+
αE0
β
+ E3,
and so
(20) E0 ≤
1 + 2ρ+ 2α2T
1− αβ
.
First we assume np ≤ n1/100. We consider several cases.
Case 1: v ∈ B.
Consider u at distance i ≤ 3 from v. Condition g of Lemma 4 guarantees there are at most two
edges from u to level i− 1 and at most one edge from u to another vertex in level i. Since u and
all its neighbors have degree at least np/100 we can take α = ρ = 200np and β = 1 − 2ρ. It follows
from (20) that for v ∈ B and T = L log n,
(21) Rv = E0 ≤
1 +O(1/ log n)
1−O(1/ log n)
= 1 +O
(
1
log n
)
.
Case 2: v ∈ A.
We observe that ifWv is at w ∈ N(v) then the probability it moves to v in one step can be bounded
by
(22)
1/d(v)
1/401 + 1/d(v)
=
1
1 + d(v)401
.
Explanation: We have
∑
x∈N(w)\v ψ(w, x) ≥
np/100−1
4np ≥ 1/401. This follows from Condition d of
Lemma 4. Also, ψ(w, v) = 1/d(v). It follows that
(23) Rv ≤ 1 +
1
d(v)
∑
w∈N(v)
Rw
1 + d(v)401
≤ 1 +
1
d(v)
∑
w∈N(v)
1 + o(1)
1 + d(v)401
≤ 1 +
402
d(v)
.
Explanation: For the first inequality, we see that when at v, Wv chooses a neighbor w uniformly
from N(v) and then each return to w yields a return to v with probability as given in (22). Each
return to w will avoid using the edge {v,w}. Thus we can invoke Case 1 to justify the second
inequality.
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Case 3: v 6∈ A∪B. It follows from Lemma 4 that the 50-neighborhood of v is a tree, and there
exists a single vertex in a ∈ A in the 10-neighborhood of v. Let N(v) = {v1, v2, . . . , vd} where the
unique a ∈ N4(v) lies in the sub-tree rooted at v1. Let α be the probability the walk moves from v
to v1. Let ρv be the probability that Wv returns to v if edge (v, v1) is removed. Then we have
(24) Rv ≤ 1 + αRv + ρvRv.
Explanation: For the first term assume that the walk always returns from v1 and similarly, for
the second term, we assume that the walk always returns to v, if it returns to vj, j ≥ 2.
We compute
(25) α =
1
min{d(v),d(v1)}
Ψ(v)
≤
1
min{d(v),d(v1)}
(d(v) − 1)/d(v) + 1/d(v1)
.
Furthermore, if Rv denotes the expected number of returns to v if edge (v, v1) is removed then
(26) 1 + ρv ≤ Rv ≤ 1 +O
(
1
log n
)
implying that ρv = O
(
1
log n
)
.
where we have used (21).
It follows from (24) that
(27) Rv ≤
1
1− α+O
(
1
logn
) .
We now consider two sub cases.
Case 3a: v1 ∈ A. For d(v1) = 1, it follows from (25) that α ≈ 1/2. For d(v1) ≥ 2, (25) implies
α ≤ 1d(v1) . Therefore (27) implies
(28) Rv ≤ 1 +O
(
1
d(v1)
)
.
Case 3b: v1 /∈ A. It follows from (25) that α ≤
100
np . Therefore (27) implies
(29) Rv ≤ 1 +O
(
1
log n
)
.
Finally we consider np > n1/100. The Chernoff bounds imply that with high probability d(x) ≈ np
for all x ∈ V . Now,
(30) Rv ≤ 1 +
T
minw∈N(v) d(w)
= 1 + o(1).
This is because there are at most T instances where Wv is at a neighbor of v and then the chance
of moving to v on the next step is bounded by 1minw∈N(v) d(w)
.
The lemma follows from (21), (23), (28), (29) and (30). 
Remark 8. Arguing as for (19) we see that if we allow Ŵ to move to 5 then
(31) E4 = O
(
1
(np)2
)
.
This will be needed later when we discuss the lower bound. In particular, we need it to verify (40).
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4. Cover time
In this section we prove upper and lower bounds on the cover time (Lemmas 9 and 10 respec-
tively), which together imply Theorem 1.
4.1. The upper bound. In the proof of the upper bound we apply the first visit time lemma. We
rely on Lemma 3 to show Condition (ii) of the first visit time lemma.
Lemma 9. Let G = Gn,p, p =
c logn
n with c ≥ 1 and ω = (c − 1) log n → ∞. Then with high
probability, C(G) . n log n.
Proof. With high probability G is typical, as stated in Lemma 4. Let u be an arbitrary vertex of
G, let Tg(u) be the time taken to visit all vertices by Wu, and let Us be the number of vertices that
haven’t been visited at step s. Let As(v) be the event that Wu does not visit v in [T, s]. For t > T ,
C(G) = E[Tg(u)] =
∑
s>0
Pr[Us > 0] ≤
∑
s>0
min{1,E[Us]} ≤ t+
∑
v∈V
∑
s>t
Pr[As(v)].
Next we apply the first visit time lemma (Lemma 2) for T = L log n. Lemma 6 guarantees
Condition (i). The boundedness of Rv, proved in Lemma 7, implies the assumptions of Lemma
3, thereby guaranteeing Condition (ii) holds for θ = 1/4 and K sufficiently large. Note that
Tπv = Θ(log n/n), therefore Condition (iii) holds. We apply the lemma and compute
Pr[At(v)] = (1 + o(1)) e
−tpv + o(e−t/KT ) ≈ e−πvt/Rv .
Let A,B be as defined in Lemma 7. Then, by the bounds on πv and Rv given in Claim 5 and
Lemma 7 respectively,
(1) v ∈ B implies that Rvπv ≤ (1 + θ)
(
1+ε
1−ε
)
n for some θ = o(1).
(2) v ∈ C = {v /∈ A ∪B and N(v) ∩A = ∅} also implies that Rvπv ≤ (1 + θ)
(
1+ε
1−ε
)
n.
(3) v ∈ Vk (vertices of degree k, see Lemma 4(e)) implies that
Rv
πv
≤
(
1 + Mk
) (
1+ε
1−ε
)
n for some
constant M > 0.
For ease of notation, let τ = (1 + θ)
(
1+ε
1−ε
)
and let t = τn log n. Lemma 2 shows that for some
θ2 = o(1),
C(G) ≤ τn log n+ (1 + θ2)
∑
v∈V
∑
s>t
e−πvs/Rv
= τn log n+ (1 + θ2)
∑
v∈V
Rv
πv
e−πvt/Rv
≤ τn log n+ (1 + θ2)|B ∪ C|
(
1 + ε
1− ε
)
+
∑
k≥1
∑
v∈Vk\(B∪C)
Rv
πv
e−πvt/Rv
≤ τn log n+O(n) +
∑
k≥1
∑
v∈Vk\(B∪C)
Rv
πv
e−πvt/Rv .
We complete the proof of the lemma by showing that
(32)
∑
k≥1
∑
v∈Vk\(B∪C)
Rv
πv
e−πvt/Rv = o(n)
and then letting ε→ 0.
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Proof of (32): If k ≤ Λ then using Condition e of Lemma 4, we have
(33)
∑
v∈Vk\(B∪C)
Rv
πv
e−πvt/Rv ≤ (3 log n)k+1 ×
(
1 +
M
k
)(
1 + ε
1− ε
)
n× exp
− τ log n(
1 + Mk
) (
1+ε
1−ε
)

= o(n),
provided θ ≥ 2M/ log log n and ε is sufficiently small.
If k > Λ then using Conditions b, c and f of Lemma 4, we have
(34)
∑
v∈Vk\(B∪C)
Rv
πv
e−πvt/Rv ≤ 3n1−ε
2c/4 ×
(
1 +
2C
Λ
)(
1 + ε
1− ε
)
n× exp
− τ log n(
1 + Mk
)(
1+ε
1−ε
)

≤ n1−Ω(1).
Here 2n1−ε
2c/4+n17/12−c
( np
100
)
≤ 3n1−ε
2c/4 is a bound on |V \ (B ∪C)|. Note that A = ∅ with high
probability as shown in the proof of Condition f. Equation (32) follows from (33) and (34). 
4.2. The lower bound. Finally, we give a lower bound on cover time. We observe that Feige’s
lower bound [9] is only claimed to hold for the simple random walk where each neighbor of the
current vertex v is equally likely to be chosen as the next vertex to be visited. The following proof
that the cover time of any reversible random walk is Ω(n log n), is due to T. Radzik.
For a walk starting from vertex u, the expected first return time T+u to u satifies E[T
+
u ] = 1/π(u).
Also, E[T+u ] is at most the commute time K(u, v) between u and v (K(u, v) ≥ E[T
+
u ]). For at least
half the vertices π(u) ≤ 2/n. Let S be this set of vertices, all with K(u, v) ≥ E[T+u ] ≥ n/2. Let
KS = mini,j∈SK(i, j) then by [12],
C(G) ≥ max
S⊆V
KS log |S| ≥ (n/4) log(n/2).
Our results imply that with high probability Cu(G) ≈ n log n for all u ∈ V .
Lemma 10. Let G ∼ Gn,p where p =
c logn
n and ω = (c−1) log n→∞. Then with high probability,
C(G) & n log n.
Proof. Let I = [(1− ε)np, (1 + ε)np]. Let S0 be the set of vertices v such that
(P1) d(v) ∈ I.
(P2) d(w) ∈ I for w ∈ N2(v).
(P3) d(w) ≤ d(v) for w ∈ N(v).
(P4) v ∈ B, where B is defined as in Lemma 7.
It follows from Conditions 2,3 and 6 of Lemma 4 that the number of vertices satisfying P1,P2 and
P4 is n− o(n).
Claim 11.
|S0| ≥
n
5np
.
Proof. Let X0 = {v : d(v) > (1 + ε)np} and Y0 = X0 ∪N(X0). It follows from Conditions 2,3 and
4 of Lemma 4 that |Y0| = o(n).
Next let ki = (1 + ε)np − i. Then let X1 = Vk1 \ Y0 and Y1 = X1 ∪ N(X1). In general we let
Xi+1 = Vki+1 \
⋃
j≤i Yi and Yi+1 = Xi+1 ∪N(Xi+1).
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We note that x ∈ Xi, i ≥ 1 implies that d(x) = ki ≥ d(w) for w ∈ N(x). This is because x has
no neighbors in Vℓ for ℓ < ki.
Now Lemma 4 implies that
∑2εnp
i=1 |Xi∪Yi| = n−o(n). And then our bound on maximum degree
of 4np implies that
|S0| ≥
2εnp∑
i=1
|Xi| ≥
n− o(n)
4np
.

Given the claim, we divide the possible range for Rv into log
2 n sub-intervals and use the pigeon-
hole principle to select a subset S1 ⊆ S0 of size Ω
(
n
np log2 n
)
such that
(35) |Ru −Rv| ≤
1
log2 n
for u, v ∈ S1.
Next let S be a maximum size subset of vertices of S1 such that no two vertices of S are within
distance 10 of each other. We show that with ε sufficiently small and for δ = 3ε, that with high
probability the set S will not be covered at time t = (1− δ)n log n.
We show next that a greedy algorithm applied to S1 produces a set S of size at least
n−o(n)
(4np)10
.
After selecting k vertices from S1, there will be at least |S1| − k(4np)10 vertices in S0 available for
the next choice of vertex for S. Therefore
|S| ≥
|S1|
(4np)10
≥
n
(5np)11
.
Let S(t) denote the number of vertices in S that have not been visited by the random walk at
step t. For t > T ,
E[S(t)] ≥ −T +
∑
v∈S
Pr[Av(t)].
We compute
Pr[Av(t)] ≈
1
(1 + πvRv )
t
& exp
(
−(1− o(1))
t(1 + ε)
(1 − ε)n
)
≥ n−(1−ε/2).
It follows
E[S(t)] = Ω
(
nε/2
(5np)11
)
→∞,
assuming that
(36) np ≤ nε/25.
We make this assumption for now and deal with np > nε/25 in Section 4.3.
As in earlier papers, we apply the Chebyshev inequality to show that S(t) 6= ∅ with high proba-
bility. To estimate E[S(t)(S(t) − 1)], we estimate the probability that two distinct vertices u, v ∈ S
have not been visited by time t. Let Γ be obtained from G by contracting u and v into a single
vertex, which we call z.
Claim 12. The probability a random walk Ww, w 6= u, v in Γ doesn’t visit z in t steps equals the
probability that the random walk Ww in G visits neither u nor v in t steps.
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Proof. Let ω = (w = v0, v1, . . . , vt) be a walk that does not visit u, v. Let pW and p̂W be the
probabilities that Wu follows W in ω and in Γ respectively. Then
(37) pW =
t−1∏
i=0
ψ(vi, vi+1)
Ψ(vi)
,
The claim follows from (37) and the fact that if ψ̂ equals the induced values of ψ in Γ then
(38) ψ̂(x, y) = ψ(x, y) for all x, y /∈ N(u) ∪N(v).
and
(39) ψ̂(x, z) = ψ(x, u) for all x ∈ N(u).
Equation (38) is clear and equation (39) follows from our Condition P3. 
Note that (31) implies that the expected number of returns to v after reaching distance 4 from v
is O(1/ log2 n). Therefore, since all paths between u to v contain vertices at distance at least four
from u and v,
(40) Rz =
1
2
Ru +
1
2
Rv +O
(
1
log2 n
)
.
With respect to steady state probabilities, it follows from (38), (39) that we have
(41) πz = πu + πv.
It is straightforward to check that the conditions of Lemma 2 hold for Γ with T = O(log n). It
follows from (7), (40) and (41) that
Pr[Az(t)] ≈ exp
− (πu + πv)t
1
2Ru +
1
2Rv +O
(
1
log2 n
)
(42)
= exp
− (πu + πv)t
Ru +O
(
1
log2 n
)

≈ exp
(
−
πut
Ru
)
× exp
(
−
πvt
Rv
)
≈ Pr[Au(t)]× Pr[Av(t)].
It follows that
E[S(t)(S(t) − 1)] . E[S(t)]2
and so
Pr[S(t) > 0] ≥
E[S(t)]2
E[S(t)2]
=
E
[
S(t)2
]
E[S(t)(S(t) − 1)] + E[S(t)]
≥
1
1 + o(1) + E[S(t)]−1
= 1− o(1).

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4.3. High average degree case. We show how to amend the above argument for the case where
np ≥ nε/25. All vertices satisfy P1,P2 and P4 and we drop P3. We can however claim that with
high probability
(43) |d(v) − np| ≤
√
10np log n for all v ∈ V.
This follows from applying the Chernoff bounds to d(v) ∼ Bin(n− 1, p).
We cannot claim (39), but because d(z) ≈ 2d(u), we have instead that with high probability
(44) ψ̂(x, z) =
{
ψ(x, u) d(x) ≤ d(u).
ψ(x, u) − 1d(u) +
1
d(x) d(x) > d(u).
Now, (43) implies that
1
d(u)
−
1
d(x)
= O
(
log1/2 n
(np)3/2
)
.
It follows from this that instead of (41) we have
πz = (πu + πv)
(
1 +O
(
log1/2 n
(np)1/2
))
.
Going back to (42) we obtain
Pr[Az(t)] ≈ exp
−(πu + πv)
(
1 +O
(
log1/2 n
(np)1/2
))
t
1
2Ru +
1
2Rv +O
(
1
log2 n
)

≈ exp
− (πu + πv)t
Ru +O
(
1
log2 n
)

and the proof continues as for the previous case.
5. conclusion
We have given an asymptotically tight analysis of the cover time of a biased random walk on
Gn,p. It would certainly be of interest to consider other possible biased walks and also to consider
the analysis of the walk in this paper on other models of a random graph. In particular, it would
be of interest to analyze the performance of this walk on a preferential attachment graph.
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