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Abstract
Comparing alternatives in pairs is a very well known technique of ranking cre-
ation. The answer to how reliable and trustworthy ranking is depends on the
inconsistency of the data from which it was created. There are many indices
used for determining the level of inconsistency among compared alternatives.
Unfortunately, most of them assume that the set of comparisons is complete,
i.e. every single alternative is compared to each other. This is not true and the
ranking must sometimes be made based on incomplete data.
In order to fill this gap, this work aims to adapt the selected twelve existing
inconsistency indices for the purpose of analyzing incomplete data sets. The
modified indices are subjected to Monte Carlo experiments. Those of them that
achieved the best results in the experiments carried out are recommended for
use in practice.
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1. Introduction
1.1. On pairwise comparisons
People have been making decisions since time began. Some of them are very
simple and come easily but other, more complicated, ones require deeper anal-
ysis. Often, when many complex objects are compared, it is difficult to choose
the best one. The pairwise comparisons (PC) method may help to solve this
problem. Probably the first well-documented case of using the PC method is the
voting procedure proposed by Ramon Llull [13] - a thirteenth century alchemist
and mathematician. In Llull’s algorithm, the candidates were compared in pairs
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- one against the other, and the winner was the one who won in the largest num-
ber of direct comparisons. Later on, in the eighteenth century, Llull’s voting
system was reinvented by Condorcet [38]. The next step came from Fechner
[20] and Thurstone [58] who enabled the method to be used quantitatively for
assessing intangible social quantities. In the twentieth century, the PC method
was a significant component of the social choice and welfare theory [2, 54]. Cur-
rently, the PC method is very often associated with The Analytic Hierarchy
Process (AHP). In his seminal work on AHP, Saaty [50] combined a hierarchy
together with pairwise comparisons, which allowed the comparison of signifi-
cantly more complex objects than was possible before. In this work, we deal
with the quantitative and multiplicative PC method, that is, the basis of AHP.
The PC method stems from the observation that it is much easier for a
man to compare objects pair by pair than to assess all the objects at once .
However, comparing in pairs presents us with various challenges. One of them
is the selection of the priority deriving method, including the case when the set
of comparisons is incomplete. Another, equally important, one is the situation
in which different comparisons may lead to different or, even worse, opposing
conclusions. All these questions are extensively debated in the literature [29,
31, 37, 52]. However, one of them does not seem to have been sufficiently
explored - the co-existence of inconsistency and incompleteness. Namely, one
of the assumptions of AHP says that the higher the inconsistency of the set
of paired comparisons, the lower the reliability of the ranking computed. This
assumption has its supporters [50] and opponents [23], however, in general, most
researchers agree that high inconsistency may be the basis for challenging the
results of the ranking. The concept of inconsistency in the PC method has
been thoroughly studied and resulted in a number of works [7, 12, 10, 33]. The
original PC method assumes that each alternative has to be compared with
each other. However, researchers and practitioners quickly realized that making
so many comparisons can be difficult and sometimes even impossible. For this
reason, they proposed methods for calculating the ranking based on incomplete
sets of pairwise comparisons [44, 48, 56, 22, 21, 27].
1.2. Motivation
Inconsistency of complete pairwise comparisons is well understood and thor-
oughly studied in the literature [9]. One can easily find at least a dozen well-
known indices allowing to determine the level of inconsistency. In the case of
incomplete PC matrices, however, the phenomenon of inconsistency remains a
relatively little explored area. There are only a few proposals of inconsistency
indices for incomplete PC. One of them has been proposed by Harker [27], later
on, developed by Wedley [59]. The more recent index comes from Oliva et al.
[47]. Bozóki et al. proposed using the value of the logarithmic least square
criterion as the inconsistency measure [4].
The purpose of this work is to provide the readers with other inconsistency
indices for incomplete PC. However, the authors decided not to create new
indices but to adapt existing ones so that they could be used in the context of
incomplete PC. As a result, new versions for eight inconsistency indices have
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been proposed including Koczkodaj’s index [32], triad based indices [42], Salo
and Hämäläinen index [53], geometric consistency index [15, 1], Golden-Wang
index [25], Barzilai’s relative error [3].
One can expect that a useful inconsistency index should be resistant to
random deletion of comparisons (a random increase of incompleteness). Thus,
during the Montecarlo experiment, all the newly redefined indices, including
Harker’s index and Bozóki’s criterion, were compared for their robustness in a
situation of random data deletion. The proposed approach allows assessing the
credibility of the considered indices concerning incompleteness.
In AHP, the assessment of ranking veracity is inseparably linked to the con-
cept of inconsistency indices. The purpose of our paper is to propose a variety
of inconsistency indexes for incomplete PC and identify those that may be par-
ticularly useful. We also realize that the relationship between inconsistency and
incompleteness must be subject to further study [43]. Despite the preliminary
nature of Montecarlo results, we believe that this work will contribute to the
increase in the popularity of incomplete pairwise comparisons as the ranking
method and make it more reliable and trustworthy.
1.3. Article organization
The fundamentals of the pairwise comparisons method, including priority
deriving algorithms for complete and incomplete paired comparisons and the
concept of inconsistency, are introduced in Section 2. Due to the relatively
large number of indices considered in this work, they are briefly reviewed in
Section 3. In (Section 4), we briefly describe the main assumptions of our pro-
posal for the extensions of selected indexes. In particular, we propose dividing
the indices into two groups: the matrix based indices and the ranking based
indices. The extensions of the indices from the first group are described in (Sec-
tion 5), while modifications of indices from the second group can be found in
(Section 6). Proposals for extensions considered in (Sections 4 - 6) are followed
by a numerical experiment carried out in order to assess the impact of incom-
pleteness on the disturbances of the considered indices (Section 7). Discussion
and summary (Section 8) close the article.
2. Preliminaries
2.1. The Pairwise Comparisons Method
The PC method is used to create a ranking of alternatives. Let us denote
them by A = {a1, . . . , an}. Creating a ranking in this case means assigning to
each alternative a certain positive real number w(ai), called weight or priority.
To achieve this, the pairwise comparisons method compares each alternative
with all the others, then, based on all these comparisons, computes the priorities
for all alternatives. As alternatives are compared by experts in pairs, it is
convenient to represent the set of paired comparisons in the form of a pairwise
comparisons (PC) matrix.
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Definition 1. The matrix C is said to be a PC matrix
C =

1 c12 · · · c1n
... 1 · · ·
...
... · · ·
. . .
...
cn1 · · · cn,n−1 1
 ,
if cij ∈ R+ corresponds to the direct comparisons of the i-th and j-th alterna-
tives.
For example: if, in an expert’s opinion, the i-th alternative is two times more
preferred than the j-th alternative, then cij receives the value 2. Of course, in
such a situation it is natural to expect that the j-th alternative is two times less
preferred than the i-th alternative, which, in turns, leads to cji = 1/2.
Definition 2. The PC matrix in which cij = 1/cji is said to be reciprocal, and
this property is called reciprocity.
In further considerations in this paper, we will deal only with reciprocal
matrices. If the expert is indifferent when comparing ai and aj then the corre-
sponding pairwise comparisons result in cij = 1, which means a tie between the
compared alternatives.
In practice, it is very often assumed that the results of pairwise comparisons
fall into a certain real and positive interval 1/s ≤ cij ≤ s. The value s determines
the range of the scale. For example, Saaty [51] recommends the use of a discrete
scale where cij ∈ {1/9, 1/8, . . .1/2, 1, 2, . . . , 8, 9}. Other researchers, however,
suggest other scales [24, 61, 18]. For the purpose of this article, we assume that
1/s ≤ cij ≤ s where s = 9.
Based on the PC matrix, the priorities of individual alternatives are calcu-
lated (Fig. 1).
PC matrix


1 c12 · · · c1n
1
c12
1 · · · c2n
.
.
.
.
.
.
. . .
.
.
.
1
c1n
1
c2n
· · · 1


a1
a1
a2
a2
an
an
. . .
.
.
.
Priority calculation


w(a1)
w(a2)
...
w(an)


Ranking 
vector
Figure 1: The PC method
It is convenient to present them in the form of a weight vector (1) so that
the i-th position in the vector denotes the weight of the i-th alternative.
w = [w(a1), w(a2), . . . , w(an)]
T
. (1)
There are many procedures enabling the construction of a priority vector.
The first, and probably still the most popular, is one using the eigenvector
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of C. According to this approach, referred to in the literature as EVM (The
Eigenvalue Method), the principal eigenvector of the PC matrix is adopted as
the priority vector w. For convenience, the principal eigenvector is rescaled so
that all its entries add up to 1. Formally, let
Cwmax = λmaxwmax (2)
be the matrix equation so that λmax is a principal eigenvalue (spectral radius)
of C. Then wmax is a principal eigenvector of C (due to the Perron-Frobenus
theorem, such a real and positive one exists [46]). Thus, the ranking vector wev
is given as (1) where
wev(ai) =
wmax(ai)∑n
i=1 wmax(ai)
. (3)
Another popular priority deriving procedure is called GMM (geometric mean
method) [16]. In this approach, the priority of an individual alternative is
defined as an appropriately rescaled geometric mean of the i-th row of C. Thus,
the priority of the i-th alternative is formally given as:
wgm(ai) =
n
√∏n
j=1 cij∑n
i=1 wgm(ai)
. (4)
There are many other priority deriving methods [31, 36, 44]. In general, all of
them lead to the same ranking vector unless the set of paired comparisons is
inconsistent. Let us look at inconsistency a little bit closer.
2.2. Inconsistency
If we compare two pairs of alternatives (ai, ak) and (ak, aj), then the results
of these two comparisons also provide us with information about the mutual
relationship between ai and aj. Indeed, the result of the comparisons ai vs. ak
is a positive and real number cik being an approximation of the ratio between
the priorities of the i-th and k-th alternatives i.e.
w(ai)
w(ak)
≈ cik. (5)
Similarly,
w(ak)
w(aj)
≈ ckj . (6)
This implies, of course, that
cikckj ≈ cij . (7)
If a PC matrix is consistent, then the above formula turns into equality, i.e.
cikckj = cij for every i, k, and j ∈ {1, . . . , n} where i 6= k, k 6= j and i 6= j. Let
us define these three values cikckj and cij formally.
Definition 3. A group of three entries (cik, ckj , cij) of the PC matrix C is called
a triad if i, j, k ∈ {1, . . . , n} and i 6= j, j 6= k and i 6= k.
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The above considerations also allow the introduction of the definition of
inconsistency.
Definition 4. A PC matrix C = [cij ] is said to be inconsistent if there is a
triad cik, ckj and cij for i, j, k ∈ {1, . . . , n} such that cikckj 6= cij . Otherwise C
is consistent.
For the purpose of the article, any three values in the form cik, ckj and cij
will be called a triad. If there is a triad such that cikckj 6= cij then the triad
and, as follows, the matrix C are said to be inconsistent.
It is easy to observe that when the PC matrix is consistent then (5) and (6)
are also equalities. Hence, the consistent PC matrix takes the form:
C =

1 w(a1)
w(a2)
· · · w(a1)
w(an)
... 1 · · ·
...
... · · ·
. . .
...
w(an)
w(a1)
· · · w(an)
w(an−1)
1
 .
In practice, the PC matrix arises during tedious and error-prone work of
the experts who compare alternatives pair by pair. Therefore, due to various
reasons, inconsistency occurs. Since the data that we use to calculate rankings
are inconsistent, the question arises concerning the extent to which the obtained
ranking is credible. A highly inconsistent PC matrix can mean that the expert
preparing the matrix was inattentive, distracted or just lacking sufficient knowl-
edge and skill to carry out the assessment. Therefore, most researchers agree
that highly inconsistent PC matrices result in unreliable rankings and should
not be considered. On the other hand, if the PC matrix is not too inconsistent,
the ranking can be successfully calculated. To determine what the inconsistency
level of the given PC matrix is, inconsistency indices are used. Because there
are over a dozen of them (sixteen indices are subjected to the Montecarlo ex-
periment described in this work), their exact description has been included in
Section 3
2.3. Incompleteness
As stated above, the PC matrix contains mutual comparisons of all alterna-
tives taken into account. However, from a practical point of view, completing all
necessary comparisons can be difficult. The first reason is the square increase in
the number of comparisons in relation to the number of alternatives considered
(providing reciprocity n alternatives implies at least n(n − 1)/2 comparisons).
As it is easy to see, for 7 alternatives we need 21 comparisons but for 9 we need
as many as 36 comparisons and so on. Therefore, in the case of a large number of
alternatives, gathering all comparisons is just labor-intensive. This is especially
true as these comparisons are usually made by experts who, as always, suffer
from a lack of time. For that reason, Wind and Saaty [60] indicated the optimal
number of alternatives as 7 ± 2. Another reason for the lack of comparison
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can be the inability of the expert to compare two alternatives. The source of
this impossibility may be ethical or moral doubts or a weaker knowledge of the
particular issue [28]. All the above reasons led to the necessity of introducing
incomplete PC matrices, that is, ones in which some entries are not defined.
For the purpose of the article, the missing (undefined) comparisons in the PC
matrix are denoted as ?. Let us define incomplete PC matrices formally.
Definition 5. A PC matrix C = [cij ] is said to be an incomplete PC matrix
if cij ∈ R+ ∪ {?} where cij =? means that the comparison of the i-th and j-th
alternatives is missing.
In the case of missing values, the reciprocity condition would mean that
cij =? implies cji =?.
Bearing in mind all the above problems with obtaining a complete set of
comparisons, Harker [27, 28] proposed the extension of EVM for an incomplete
PC matrix. HM (The Harker’s method) requires the creation of an auxiliary
matrix B = [bij ], in which
bij =

cij if cij is a real number greater than 0
0 otherwise
mi is the number of unanswered questions in the i-th row ofC
. (8)
Finding and scaling a principal eigenvector of B leads directly to the desired
numerical ranking.
The well-known GMM (4) also has its own extension for the incomplete
PC matrices [4]. According to the ILLS (incomplete logarithmic least square)
method, one needs to solve the linear equation:
Rŵ = g (9)
ŵ(a1) = 0 (10)
where R = [rij ] is the Laplacian matrix [45] such that
r =

α if i = j whereα is the number of ? in the i-th row
−1 if cij 6=?
0 if cij =?
, (11)
g is the constant term vector g = [g1, . . . , gn]
T
where
gi = log
∏
cij 6=?
j=1,...,n
cij ,
and ŵ is the logarithmized priority vector ŵ = [ŵ(ai), . . . , ŵ(an)], i.e. ŵ(ai) =
logw(ai) for i = 1, . . . , n where w is the appropriate priority vector
1. The ILLS
1In practice, w should also be rescaled so that all its entries sum up to 1
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approach is also optimal in the same sense as the GMM method is [16, 4]. It
is worth to note that the above method can also be formulated in terms of the
geometric mean [40].
In addition to these two methods, there are also other ways to deal with
incomplete matrices, for example, the entropy approach [48] or the spanning
tree approach [55].
2.4. Graph representation
It is often convenient to consider a set of pairwise comparisons, a PC matrix,
as a graph. For this reason, let us introduce the definition of a graph of the
given PC matrix.
Definition 6. A directed graph TC = (V,E, L) is said to be a graph of C if
V = {a1, . . . , an} is a set of vertices, E ⊂ V
2\
⋃n
i=1(ai, ai) is a set of ordered
pairs called directed edges, L : V 2 → R+ such that L(ai,, aj) = cij is the labeling
function, and C = [cij ] is the n× n PC matrix.
For example, let us consider the following incomplete PC matrix in which
c34 and c43 are undefined:
C =

1 23
4
3
1
2
3
2 1 2
3
4
3
4
1
2 1 ?
2 43 ? 1

The graph TC is shown in Fig. 2a. Providing that the matrix C is reciprocal
2,
the upper triangle of C contains all the information necessary to create a rank-
ing. Therefore, instead of the graph TC one can analyze a graph of the upper
triangle of C. Thanks to this, we obtain a simplified drawing of the graph,
without losing essential information. Let UT(C) denote the upper triangle of
C. The graph of the upper triangle of C is shown in Fig. 2b.
2/3
4/3
2
3/4
/4
4/3
a
a2
a3
a4
(a) TC - graph of
C
2/3
4/3
1/2
2
3/4
a1
a2
a3
a4
(b) TUP(C) - the
graph of the upper
triangle of C
Figure 2: Graph representations of the matrix C
For incomplete PC matrices, one property of the graph is particularly im-
portant. This is strong connectivity [49].
2In the literature, non-reciprocal PC matrices are also considered [41, 30].
9Definition 7. A directed graph TC is strongly connected if for any pair of dis-
tinct vertices ai and aj there is an oriented path (ai, ar1), (ar1 , ar2), . . . , (ark , aj)
in E from ai to aj .
The matrix C for which TC is strongly connected is called irreducible [49]. It
is easy to notice that two distinct alternatives ai and aj (through the oriented
path leading from ai to aj) can be compared together only if TC is strongly
connected. This immediately leads to the observation that only when the PC
matrix is irreducible (i.e. the appropriate graph is strongly connected), are we
able to compute the ranking [55, 27]. For this reason, in the article, we only
deal with irreducible PC matrices.
For the purposes of this article, let us also define the concept of the cycle in
a graph.
Definition 8. An ordered sequence of distinct vertices p = ai1 , ai2 , . . . , aim
such that {ai1 , ai2 , . . . , aim} ∈ V is said to be a path between ai1 and aim with
the length m− 1 in TC = (V,E, L) if (ai1 , ai2), (ai2 , ai3), . . .,(aim−1 , aim) ∈ E.
and similarly
Definition 9. A path s between ai1 and aim with the length m− 1 is said to
be a simple cycle with the length m if also (aim , ai1) ∈ E.
In the case of a cycle, it is not important which element in the sequence of
vertices is first. Thus, if p = ai1 , ai2 , . . . , aim is a cycle then q = ai2 , . . . , aim , ai1
means the same cycle, i.e. p = q.
Definition 10. Let TC = (V,E, L) be a graph of C. Then the set of all paths
between ai and aj in TC is defined as PC,i,j
df
= {p = ai1 , ai2 , . . . , aim is a path
between ai1and aim in TC}. Similarly, the set of all cycles longer than q in TC
is defined as SC,q
df
= {s = ai1 , ai2 , . . . , aim is a cycle of C form > q}.
The number of adjacent edges to the given vertex a usually is called the
degree of a and written as deg(a). Based on the degree of vertex we can define
a degree matrix.
Definition 11. Let TUP(C) = (V,E, L) be a graph of C. The degree matrix
D = [dij ] of TUP(C) is a diagonal matrix such that dii = deg(ai) for and dij = 0
for i, j = 1, . . . , n and i 6= j.
3. Inconsistency indices
In his seminal work, Saaty [50] proposed a measurement of inconsistency
as a way of determining credibility of the ranking. Since then, many inconsis-
tency indices have been created allowing the degree of inconsistency in the set
of paired comparisons to be determined 3. Below, we briefly present several
3As in the paper we deal with cardinal (quantitative) pairwise comparisons, we do not
consider ordinal inconsistency of the ordinal pairwise comparisons. A good example of the
ordinal inconsistency index is the generalized consistency coefficient [39].
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inconsistency indices being the subject of extension as well as a few already
existing inconsistency indexes for incomplete matrices. A systematic review of
the various inconsistency indexes can be found in Brunelli [9].
3.1. Inconsistency indices for complete PC matrices
The list of indices is opened by the geometric consistency index (GCI). GCI
given as:
IG =
2
(n− 1)(n− 2)
n∑
i=1
n∑
j=i+1
log2 eij . (12)
where
eij = cij
w(aj)
w(ai)
, i, j = 1, ..., n, (13)
was proposed by Crawford and Williams [17], and then called as the geometric
consistency index by Aguaròn and Moreno-Jimènez [1].
In contrast to the previous indices, a measure defined by Koczkodaj does
not examine the average inconsistency of the set of paired comparisons [32, 19].
Instead, it spots the highest local inconsistency and adopts it as an inconsistency
of the examined matrix. A local inconsistency is determined by means of the
triad index Ki,k,j defined as follows:
Ki,j,k = min
{∣∣∣∣1− cikckjcij
∣∣∣∣ , ∣∣∣∣1− cijcikckj
∣∣∣∣} . (14)
The inconsistency index for C obtains the form:
K = max {Ki,j,k | 1 ≤ i < j < k ≤ n} (15)
Kułakowski and Szybowski proposed two other inconsistency indices [42],
which are also based on triads4. They both use the Koczkodaj triad index
Kijk (14). The indices are designed as the average of all possible Kijk given as
follows5:
I1 =
6
∑
{i,j,k}∈T Kijk
n(n− 1)(n− 2)
, (16)
I2 =
6
√∑
{i,j,k}∈T K
2
ijk
n(n− 1)(n− 2)
, (17)
where T = {{i, j, k} : i 6= j, i 6= k, j 6= k and 1 ≤ i, j, k ≤ n}. Both indices can
be combined together to create new coefficients. Based on this observation, the
authors proposed two parametrized families of indices:
Iα = αK + (1− α)I1, (18)
4The first of them was later proposed by Grzybowski [26]
5Note that
(
n
3
)
= n(n−1)(n−2)
6
.
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where 0 ≤ α ≤ 1, and
Iα,β = αK + βI1 + (1− α− β)I2, (19)
where 0 ≤ α+ β ≤ 1.
Golden and Wang proposed another inconsistency index [25]. According
to this approach the priority vector was calculated using the geometric mean
method, then scaled to add up to 1. In this way, the vector g∗ = [g∗1,, ..., g
∗
n]
was obtained, where C = [cij ] is an n by n PC matrix. Then, every column is
scaled so that the sum of its elements is 1. Let us denote the matrix with the
rescaled columns by C∗ = [c∗ij ]. The inconsistency index is defined as follows:
GW =
1
n
n∑
i=1
n∑
j=1
| c∗ij − g
∗
i | . (20)
The index proposed by Salo and Hämäläinen [53] requires an auxiliary in-
terval matrix R to be prepared. In this matrix, every element is a pair corre-
sponding to the highest and the lowest approximation of cij . The n× n matrix
R is given as
R =
 (r11, r11) . . . (r1n, r1n)... . . . ...
(rn1, rn1) . . . (rnn, rnn)
 , (21)
where
rij = min {cikckj | k = 1, . . . , n} , and rij = max {cikckj | k = 1, . . . , n}
As every cikcji is an approximation of cij then rij is the lowest and rij is the
highest approximation of cij . Finally, the inconsistency index is:
ISH =
2
n(n− 1)
n−1∑
i=1
n∑
j=i+1
rij − rij
(1 + rij)
(
1 + rij
) . (22)
For further reference, see [6].
The last of the extended indexes was proposed by Barzilai [3]. It requires
calculation of the weight vector using the arithmetic mean method for each row
and the preparation of two auxiliary matrices. Let us denote ∆i =
1
n
∑n
j=1 ĉij ,
where Ĉ = [ĉij ] is an n by n additive PC matrix, i.e. such that cij ∈ R and cij =
−cji. The two auxiliary matrices are given as follows: X = [xij ] = [∆i −∆j ],
E = [eij ] = [ĉij − xij ]. Ultimately, the formula for the relative error (considered
as the inconsistency index) is as follows:
RE(Ĉ) =
∑
ij e
2
ij∑
ij ĉ
2
ij
. (23)
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Of course, RE was defined for additive PC matrices. Thus, for the purpose
of multiplicative PC matrices, Barzilai proposes to transform it using a log
function with any base. Thus, for the PC matrix C = [cij ] and Ĉ = [log cij ] we
obtain: RE(C)
df
= RE(Ĉ).
3.2. Inconsistency indices for incomplete PC matrices
Inconsistency indexes for incomplete PC matrices are definitely less than for
complete matrices. The first of them, probably the earliest defined is the Saaty’s
index for incomplete PC matrices defined by Harker [27] as:
C˜I =
λ˜max − n
n− 1
where λ˜max is the principal eigenvalue of the auxiliary matrix B (8). Following
[27, p. 356], the consistency index C˜I can also be written as:
C˜I = −1 +
1
n(n− 1)

n∑
i=1
mi +
∑
1 ≤ i < j ≤ n
cij 6=?
(
cij
w˜(aj)
w˜(ai)
+ cji
w˜(ai)
w˜(aj)
)
 .
where w˜ = [w˜(a1), . . . , w˜(an)]
T
is the principal eigenvector of B. Properties of
C˜I were also tested in [57].
Another method of measuring the inconsistencies of incomplete matrices
was proposed by Bozóki et al. [4]. According to this approach all the possible
completion of an incomplete PC matrix are considered, then one that minimizes
a certain inconsistency criterion is chosen. The value of this criterion for the
selected completion can be considered as the inconsistency value of the given
incomplete PC matrix. Adopting the function:
LLS(C,w) =
n∑
i,j=1
i6=j
(
log cij −
logw(ai)
logw(aj)
)2
as such criterion [16, 4] leads to ILLS method (Sec. 2.3). However, LLS(C,w)
can also be treated as a ranking based inconsistency index. Thus, following [4],
we can adopt
L˜(C)
df
= LLS(QC , wILLS)
as the inconsistency index for incomplete matrix C, where QC = [qij ] is an
optimal completion of C defined as:
qij =
{
cij if cij 6=?
wILLS(ai)
wILLS(aj)
if cij =?
.
13
The last index considered has been proposed by Oliva et al. [47] as
O(R) = ρ(D−1S)− 1.
In the above equation R is an incomplete multiplicative PC matrix in which
every missing element is represented by 0, matrix D is the degree matrix of the
graph TUP(R) (Def. 11), ρ stands for spectral radius of a matrix, and S = R−Id,
where Id denotes n× n identity matrix.
4. Extensions of inconsistency indexes for incomplete matrices
Among the indices listed above, two distinct groups can be distinguished.
The first group consists of indices based on the concept of a triad (Def. 3) and
the idea of the triad’s inconsistency (Section 2.2). According to this idea, the
analysis of three different entries of a PC matrix is able to reveal the inconsis-
tency. Of course, this analysis is local as it is limited to three specific compar-
isons. However, if we take into account all possible triads in C, our judgment
as to the inconsistency will become global and may act as an inconsistency in-
dex. In this approach, the ranking method is not important. Inconsistency is
estimated directly using elements of the PC matrix and the definition of incon-
sistency (Def. 4). We will call all the indices for which the above observation
holds the matrix based indices. This group includes:
• Koczkodaj’s inconsistency index,
• Triad based average inconsistency indices,
• Salo and Hamalainen index.
The second group of indices are those for which calculation of the ranking is
indispensable. The general idea behind all of the indices in this group is that
the ratio w(ai)/w(aj) needs to be similar or even identical to the value cij for
all i, j ∈ {1, . . . , n} (see 5 - 7). Of course, to verify the difference between
w(ai)/w(aj) and cij we first have to compute the ranking vector (1). For this
reason, each of the indices in this group is closely related to some priority
deriving method. For the purpose of this article, we will call them the ranking
based indices. This group includes6:
• Geometric consistency index,
• Golden-Wang index,
• Relative Error index
6For the purpose of the Montecarlo experiment we also consider Harker’s extension of
Saaty’s consistency index [27], Logarithmic least square criterion [4] and Oliva et al. incon-
sistency index [47].
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Of course, the above division is, to some extent, arbitrary. For example, the
geometric consistency index can be expressed using triad based local inconsis-
tency [11]. The Harker’s extension of Saaty’s consistency index can also be
estimated using Koczkodaj’s consistency index [37]. Despite the existing rela-
tionships between different inconsistency indices, there is no global framework
unifying them. Indeed, considering the work on the axiomatization of incon-
sistency indexes [12, 35, 8, 34] it can be assumed that the creation of such a
framework will be one of the challenges for researchers shortly.
4.1. Matrix based indices
Matrix based indices use triads to determine inconsistency. However, in
an incomplete PC matrix some triads might be missing. For example, if cik
is undefined the triad cik, ckj and cij is also undefined. Of course, one may
think that analysis of the remaining triads allows us to assess the degree of
matrix inconsistency. Unfortunately, it is not true and in some circumstances
this strategy fails. This happens when the PC matrix does not have any triads
and yet it is irreducible. Let us consider the following PC matrix:
C =

1 1/2 ? ? ? ? 1/7
2 1 ? 6 4 2 ?
? ? 1 4 3 3/2 ?
? 1/6 1/4 1 ? ? 1/2
? 1/4 1/3 ? 1 ? 1/4
? 1/2 2/3 ? ? 1 1/3
7 ? ? 2 4 3 1

(24)
The graph TUP(C) of the upper triangle of the above matrix is shown in Fig.
3. As we can see, there is no cycle7 (Def. 9) with the length 3, thus there are
no triads in C. It is easy to observe that TC is strongly connected, thus C is
irreducible, and therefore it is a valid incomplete PC matrix.
1/2
1/7
6
4
2
4
3/2a
a2
a3
a4
a
5
a6
a7
Figure 3: TUP(C) - the graph of the upper triangle of the PC matrix C which does not contain
triads
Since we can not use triads in this case, the question arises as to whether we
should not use quadruples (cik, ckr , crj, cij) i.e. cycles with the length 4. As in
the previous case, the answer is negative. We are able to construct a directed
graph without cycles with the length 4 and, as follows, a PC matrix which does
7Remember that in the full graph TC each edge (ai, aj) has its counterpart (aj , ai).
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not contain quadruples. Fortunately, there are some cycles in most strongly
connected graphs of the PC matrices. The only exceptions are the strongly
connected graphs with n vertices and only 2(n − 1) edges. In such graphs,
every vertex ai is connected with only one other vertex aj by two edges (ai, aj)
and (aj , ai). If we remove any pair of the existing edges {(ai, aj), (aj , ai)}, the
graph would cease to be strongly connected. Conversely, if we add a new pair of
edges {(ap, aq), (aq, ap)} to E it would be a cycle in the graph. For this reason,
whenever there are cycles in TC , we will try to use them all to inconsistency
without limiting their length or quantity. However, if there are no cycles in the
graph, the concept of inconsistency loses meaning. Therefore, the only option
is to accept that the considered PC matrix is consistent (an alternative would
be to assume that the inconsistency is indeterminate).
In order to use the cycle to determine the matrix inconsistency, let us extend
the Definition 4.
Definition 12. A PC matrix C = [cij ] is said to be inconsistent if there exists
a cycle ai1 , . . . , aim in TC such that ci1i2ci2i3 · . . . · cim−1im 6= ci1im . Otherwise
C is consistent.
For complete PC matrices, both definitions 4 and 12 are equivalent. To prove
that, it is enough to show that wherever C is inconsistent in the sense (Def. 4)
then it is also inconsistent in the sense (Def. 12), and reversely inconsistency in
the sense (Def. 12) entails inconsistency in the sense (Def. 4).
Theorem 13. Every complete PC matrix C is inconsistent in the sense of (Def.
4) if and only if it is inconsistent in the sense of (Def. 12)
Proof. “⇒” Let C be inconsistent in the sense of (Def. 4) i.e. there is a triad
such that cikckj 6= cij . Since this triad is also a cycle with the length 3, C is
also inconsistent in the sense of (Def. 12).
“⇐” Let C be inconsistent in the sense of (Def. 12) i.e. there is a cycle
s = ai1 , . . . , aim such that ci1i2ci2i3 · . . . · cim−1im 6= ci1im ,
and let us suppose for a moment that C is consistent in the sense of (Def. 4).
The latter assumption means that every triad is consistent, thus, in particular it
also holds that ci1i2ci2i3 = ci1i3 . Therefore, the first assumption can be written
in the form: ci1i3 ·. . .·cim−1im 6= ci1im . Applying the same reasoning many times,
we subsequently get that ci1i4 · . . . · cim−1im 6= ci1im , ci1i5 · . . . · cim−1im 6= ci1im
and finally ci1im−1 · cim−1im 6= ci1im . However, as we assume that every triad
is consistent, therefore also ai1 , aim−1 , am is consistent, thus it must hold that
ci1im−1 · cim−1im = ci1im . Contradiction.
Of course, when C is incomplete the two above definitions of inconsistency
are not equivalent. In particular, there may be PC matrices which do not
have any triads, hence they have to be considered as consistent, but the same
matrices may have graphs with cycles longer than 4 that might be inconsistent.
In general, however, the cycle based definition of inconsistency is more general
than the Def. 4. We may observe the following property.
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Remark 14. Every PC matrix (complete and incomplete) inconsistent in the
sense (Def. 4) is also inconsistent in the sense of (Def. 12), but not reversely.
Definition 12 also allows us to quantify the inconsistency. As we will see
later on, the ratio:
Rs
df
=
ci1i2 · . . . · cim−1im
ci1im
(25)
defined for a cycle s = ai1 , . . . , aim is a useful way
8 for measuring inconsis-
tency within the set of m alternatives ai1 , . . . , aim . We use this fact to define
several matrix based indices for an incomplete PC matrix. The idea of using
cycles for inconsistency measurement can be found in [5, 33].
4.2. Ranking based indices
The ranking based indices need the results of ranking in order to calculate
inconsistency. The considered indices use two different priority deriving meth-
ods: EVM (2) and GMM (3). Although both methods have been defined for a
complete PC matrix, they have their counterparts for incomplete PC matrices
(Section 2.3). These are the HM [28] and ILLS approaches [4].
The starting point of both extensions is the assumption that every missing
value cij in C should eventually take the value w(ai)/w(aj). Therefore, the
authors of extensions replaced the unknown values by the appropriate ratios, and
then tried to solve such modified problems. Let Ĉ be a PC matrix obtained from
C by replacing every cij =? by w(ai)/w(aj). In HM, the eigenvalue equation
(2) takes the form:
Ĉw = λmaxw,
and after the appropriate transformations, we finally get
Bw = λmaxw
where B is an auxiliary matrix (8). Similarly, in the ILLS method [4], the
authors define the priority of the i-th alternative as the geometric mean of the
i-th row of Ĉ. The adoption of this assumption leads to the matrix equation
(9), whose solution determines the desirable vector of priorities.
In general, the ranking based indices define the inconsistency as the dif-
ferences between cij and w(ai)/w(aj) for i, j = 1, . . . , n. Since both HM and
ILLS replace every cij =? by the corresponding ratio w(ai)/w(aj), then the
missing judgments do not contribute to the inconsistency, but are considered
as perfectly consistent. From a practical point of view, during construction of
the ranking based indices for incomplete PC matrices, we can either ignore the
missing values or just assume that cij =? equals w(ai)/w(aj).
8Note that when C is reciprocal then Rs does not depend on the choice of m. Indeed:
Rs =
ci1i2ci2i3 · . . . · cim−1im
ci1im
=
1
ci2i1
ci2i3 · . . . · cim−1im
1
cimi1
=
ci2i3 · . . . · cim−1imcimi1
ci2i1
= . . .
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5. Matrix based indices for incomplete PC matrices
5.1. Koczkodaj index
The Koczkodaj index is directly based on the concept of a triad and its
inconsistency. Thus, as explained above (Sec. 4.1), a triad’s inconsistency
has to be replaced by the cycle’s inconsistency. Let C be an irreducible and
incomplete PC matrix (Def. 5) and TC be a graph of C (Def. 6). Then let us
define the inconsistency of a single cycle9 longer than10 2 i.e. s ∈ SC,2 as
Ks
df
= min
{
|1−Rs| ,
∣∣1−R−1s ∣∣} (26)
Then the Koczkodaj index for the incomplete PC matrix C can be defined as:
K˜
df
=
{
max {Ks : s ∈ SC,2} |SC,2| > 0
0 |SC,2| = 0
The case in which |SC,2| = 0 refers to the situation when the n× n matrix C is
irreducible, but it contains exactly n− 1 comparisons i.e. TUP(C) is a tree [14].
5.2. Triad based average inconsistency indices
The method of replacing triads with cycles can be successfully used in the
case of triad based average inconsistency indices. Thus, providing that C is an
irreducible and incomplete PC matrix, we have:
I˜1
df
=
{∑
s∈SC,2
Ks
|SC,2|
|SC,2| > 0
0 |SC,2| = 0
,
and correspondingly,
I˜2
df
=

√∑
s∈SC,2
K2s
|SC,2|
|SC,2| > 0
0 |SC,2| = 0
.
The Iα and Iα,β indices (18, 19) also need to be changed accordingly.
I˜α
df
= αK˜ + (1− α)I˜1,
I˜α,β
df
= αK˜ + βI˜1 + (1− α− β)I˜2.
9It is worth noting that if s = aiakaj then Ks = Ki,k,j (14, 26).
10Cycles with the length 2 are always consistent as cijcji/cii = 1, thus they are not relevant
from the point of inconsistency of C.
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5.3. Salo and Hamalainen index
The SHI index is based on the observation that every product cikckj for any
k = 1, . . . , n is an approximation of cij [53]. When C is irreducible, due to the
strong connectivity of TC between every two vertices aq and aj there is a path
p = aq, ai2 , ai2 , . . . , aim−1 , aj (Def. 9). This means that cq,i2 , ci2i3, . . . , cim−1,j
are defined. Let us denote the product induced by p as pip = cq,i2ci2i3,·. . .·cim−1,j .
Due to (5 - 6), pip is also a good approximation of cij . Thus, let us define
r˜ ij
df
= min {pip | p ∈ PC,i,j}
and
r˜ij
df
= max {pip | p ∈ PC,i,j}
The modified ISH index can be defined as
I˜SH
df
=
2
n(n− 1)
n−1∑
i=1
n∑
j=i+1
r˜ij − r˜ ij
(1 + r˜ij)
(
1 + r˜ ij
) .
6. Ranking based indices for incomplete PC matrices
6.1. Geometric consistency index
The geometric consistency index (12) is directly based on observation (5) i.e.
w(ai)/w(ak) ≈ cik, where w is the priority vector obtained from GMM [15, 1].
In an incomplete PC matrix, a priority vector w˜ has to be computed using the
ILLS method (Sec. 2.3). Following this method wherever cij =? it is replaced
by w˜(ai)/w˜(aj). This leads to the following formula:
I˜G1
df
=
2
(n− 1)(n− 2)
∑
e∈E
log2 e, (27)
where C = [cij ], w˜ = [w˜(a1), . . . , w˜(an)]
T is the ranking vector calculated using
the ILLS method, and E
df
=
{
eij = cij
w˜(aj)
w˜(ai)
: cij 6=? and i < j
}
. The second
way to extend the GCI index is to calculate the average of all non-zero log2 e
expressions also possible. In this approach we assume that cij =? does not
contribute to our knowledge about inconsistency. Hence, the second version of
GCI for incomplete PC matrices is as follows:
I˜G2
df
=
1
|E |
∑
e∈E
log2 e.
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6.2. Golden-Wang index
The Golden-Wang index is based on the observation that every column of
a consistent PC matrix equals the ranking vector multiplied by some constant
scaling factor [25]. Thus, after scaling every column so that it sums up to 1,
it holds that c∗ij = w(ai), where C
∗ = [c∗ij ] is the consistent PC matrix with
the rescaled columns. The difference between c∗ij and w(ai) is higher when the
inconsistency is greater.
Despite the fact that the observations remain true for any priority deriving
method, the authors recommend using GMM (4). The relationship between c∗ij
and w(ai) also remains valid in the case of an incomplete PC matrix, however,
due to the missing values the scaling procedure needs to be modified. Let us
consider the k-th column of the irreducible incomplete PC matrix C and the
ranking vector w. Let every element of C be either 1 or ?. So it is easy to see
that the ranking vector is composed of the same 1/n values. For example, for a
5× 5 matrix we may have:
c1k
c2k
c3k
c4k
c5k
 =

1
1
1
?
?
 ,

w(a1)
w(a2)
w(a3)
w(a4)
w(a5)
 =

1/5
1/5
1/5
1/5
1/5
 ,
where k = 1, 2 or 3. Then, after scaling (so that the sum of elements is one) the
k-th column is: 
c1k
c2k
c3k
c4k
c5k
 =

1/3
1/3
1/3
?
?

as the undefined elements cannot be scaled. It is evident that c∗ik 6= w(ai) for
i = 1, 2, 3 as 1/3 6= 1/5. The solution is to construct the priority vector wk
which has the missing values at the same positions as the k-th column. Let us
consider: 
c1k
c2k
c3k
c4k
c5k
 =

1
1
1
?
?
 ,

wk(a1)
wk(a2)
wk(a3)
wk(a4)
wk(a5)
 =

1/5
1/5
1/5
?
?

In such a case, after scaling, indeed c∗ik = w
∗
k(ai) = 1/3 for i = 1, 2, 3.
The above observation shows the way in which the Golden-Wang index can
be extended to incomplete pairwise comparisons. Let us define this extension
more formally. For this purpose, let us assume that C is an irreducible, incom-
plete PC matrix, and w is the ranking vector calculated using the ILLS method.
Then let Ω = [ωij ] be an n× n matrix such that
ωij
df
=
{
w(ai) if cij 6=?
? if cij =?
.
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Next, let us scale every column in Ω and in C so that all the elements in
the column sum up to one (in both cases, undefined values are omitted, i.e.
only defined elements are subject to scaling). As a result, we get two matrices
C∗ = [c∗ij ] and Ω
∗ = [ω∗ij ] with the appropriately rescaled columns. The absolute
differences between the entries of these two matrices form the Golden-Wang
index for incomplete PC matrices. Thus, following (20), we may define:
G˜W
df
=
1
n
n∑
i=1
n∑
j=1
| c∗ij − ω
∗
ij |
6.3. Relative Error
In general, Barzilai’s Relative Error RE has been defined for additive PC
matrices [3]. For the purpose of this paper we use its logarithmized version
suitable for multiplicative matrices [3]. For an incomplete PC matrix, similarly
to the case of the GCI index, we may assume that w is calculated using the ILLS
method (for multiplicative matrices Barzilai’s original approach uses GMM).
The use of the ILLS method implies the assumption that every cij =? can
be substituted by wILLS(ai)/wILLS(aj). In particular, in such a case eij = 0,
hence in the formula (??) they can be omitted. Thus, the relative error for the
incomplete multiplicative PC matrix C takes the form:
R˜E1
df
=
∑
cij 6=?
[
log cij
wILLS(aj)
wILLS(ai)
]2
∑
cij 6=?
log2 cij +
∑
cij=?
log2 wILLS(ai)
wILLS(aj)
,
where i, j = 1, . . . , n. Another way of extending Relative Error to incomplete,
multiplicative PC matrices is to skip all the expressions requiring missing com-
parisons. Similarly to the case of the geometric consistency index, this leads to
a shorter formula:
R˜E2
df
=
∑
cij 6=?
[
log cij
wILLS(aj)
wILLS(ai)
]2
∑
cij 6=?
log2 cij
.
7. Numerical experiment
Does increasing incompleteness affect inconsistency? Intuition suggests that
it should not. If decision makers responsible for creating PC matrices are in-
consistent in their judgments, then we may assume that their inconsistency will
not depend on whether they answer all or only part of the questions. The only
difference is that in the case of a complete matrix the experts will more often
do both: make mistakes and respond correctly. Of course, we implicitly assume
that the experts are able to consider each question with similar attention, i.e.
questions are not too many, experts have enough time to think about them, and
they are professionals in the field. So if indeed inconsistency does not depend
on incompleteness, then the incomplete matrix can be treated just as a sample
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of some complete PC matrix. Of course, there may always be some differences
between the sample and the entire population, but it is natural to expect that
they are reasonably small.
In light of these observations, it seems interesting to see how much the in-
consistency for the complete matrix will differ from its incomplete sample with
reference to the given inconsistency index, i.e. how robust the given inconsis-
tency index is for the PC matrix deterioration. To this end, we created 1000
consistent 7×7 PC matrices. Then, the entries of each matrix were disturbed by
multiplying them by the randomly chosen coefficient γ ∈ [1/d, d]. We repeated
the disturbance procedure 30 times for γ = 1, . . . , 30. In this way, we received
the set C composed of 30000 PC matrices with varying degrees of inconsistency.
Every complete 7× 7 PC matrix contains 21 comparisons (entries above the
diagonal). On the other hand, the smallest irreducible 7 × 7 PC matrix has 6
comparisons (as at least six edges are needed to connect seven different vertices
of a graph of a matrix). Hence, preserving irreducibility, at most 15 comparisons
can be safely removed from the complete 7 × 7 PC matrix. Therefore, for
each of the 30000 complete PC matrices, we prepared 15 randomly incomplete
irreducible PC matrices, so that every complete matrix had its “sample” matrix
with 1, 2 up to 15 missing comparisons. Finally, we received 480000 complete
and incomplete PC matrices for which we calculated all 13 inconsistency indices
defined in Sections 5 and 6.
In order to check the robustness of different inconsistency indices, we cal-
culate the directed distance between the inconsistency of the complete matrix
and their incomplete counterparts. Let I(C) − I(Ck) be the ordered distance
between where I(C) means the value of the inconsistency index I calculated
for a complete matrix C ∈ C, and I(Ck) denotes inconsistency of the matrix
that was obtained from C by removing k comparisons determined by using I.
Of course, different indices may take values from various ranges. Therefore,
to allow those indices to be compared with each other, the ordered distance is
divided by the higher component of each difference. Hence, the rescaled ordered
distance ∆I(C,Ck) between the inconsistency of two matrices C and Ck is given
as:
∆I(C,Ck)
df
=
{
I(C)−I(Ck)
max{I(C),I(Ck)}
max {I(C), I(Ck)} > 0
0 I(C) = I(Ck) = 0
.
The above formula also takes into account the situation where I(C) = I(Ck) =
0. In such a case, it is assumed that ∆(C,Ck) = 0. The final result is the
average ordered distance:
D(I, k)
df
=
1
|C|
∑
C∈C
∆I(C,Ck). (28)
The subsequent valuesD(I, 0), D(I, 1), . . . , D(I, 15) allow the difference between
the inconsistency of the complete and incomplete matrix to be assessed with
respect to the given index I and the number of missing comparisons k.
In an ideal case, D(I, k) should be 0 for all inconsistency indices and every
possible k. In practice, of course, it is impossible as not all comparisons in the
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PC matrix are inconsistent to the same extent. Therefore, it is possible that an
incomplete matrix will be less (or more) consistent than its complete counter-
part. If the incomplete matrix Ck is less inconsistent than the complete matrix
C, i.e. I(C) > I(Ck), then ∆I(C,Ck) > 0. Reversely, if the incomplete matrix
is more inconsistent than its consistent predecessor, the distance is negative i.e.
∆I(C,Ck) < 0. In other words, the sign (direction) of a distance DI informs us
if there is a greater complete or incomplete PC matrix. The closer ∆I(C,Ck) is
to 0, i.e. the smaller |∆I(C,Ck)| is, the more resistant to incompleteness is the
index I. For the purpose of this study, a directed distance for all inconsistency
indices has been computed using 30000 matrices, then the results have been
averaged as D(I, k). Any particular value of D(I, k) for some fixed I and k can
be interpreted as an average value of directed distance for a 7× 7 randomly dis-
turbed matrix where I is an inconsistency index, and k is the number of missing
elements. Of course: the index is better (more robust) when it is closer to the
abscissa11. Of course it is possible that for some particular Q,R, k the distance
|D(Q, k)| is greater than |D(R, k)|. However, for k + 1 it may turn out that
|D(Q, k + 1)| < |D(R, k + 1)|. In such a case, it is difficult to indicate the win-
ner, as one time Q is better, the other time R is better. Therefore, as the final
measure of index robustness, we suggest taking the area between the abscissa
and the plot of its rescaled ordered distance (Fig. 4). The discrete counterpart
of the size of this area is the sum of the absolute value of subsequent D(I, k)
i.e.
D(I)
df
=
15∑
k=0
|D(I, k)| .
Of course, the smaller D(I) the better.
In Figure 4 there are fourteen plots12 corresponding to the average ordered
distance (28) for all the inconsistency indices introduced in 5 and 6 and three
additional indices found in the literature. It is easy to see that, in general, the
matrix based indices perform better than the ranking based indices. The ex-
ception here is the index I˜2, which very quickly reveals high differences between
complete and incomplete PC matrices. It is interesting that the incomplete
matrices are considered by this index as more inconsistent than the complete
ones (most of the plot is below the abscissa). The behavior of I˜2 is inherited
by the I˜α,β index. Here, one can also notice that incomplete matrices are con-
sidered as more inconsistent than their complete counterparts. Fortunately, the
other matrix based indices perform very well. The best of them is I˜1, where
D(I˜1) = 1.4256. Then D(I˜α) = 1.5961, and next D(I˜α,β) = 1.6882. Among the
ranking based indices, the modification of Salo-Hamalainen index I˜SH stands
11When assessing the robustness of I it is not important whether ∆I(C,Ck) takes positive
or negative values. How far ∆I(C,Ck) is from the abscissa is more important, i.e. the size of
|∆I(C,Ck)|
12The exact numerical data are presented in the Appendix in Table ??.
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Figure 4: Rescaled ordered distance for different inconsistency indices for incomplete PC
matrices with k missing comparisons.
out positively as it gets D(I˜SH) = 4.1286. The other ranking based indices, like
modified Barzilai’s relative error index version 1, get higher areas under the plot.
Thus, incompleteness influences the assessment of the degree of inconsistency
to a greater extent than for previous indices. All the values of D are shown in
Table 1.
8. Discussion and summary
The four best indices (Table 1) achieve very similar results. They are all
very good, which means that the differences in inconsistency measured by
these indices between complete and incomplete matrices is small. For instance,
D(I˜1, 4) = 0.009 and D(I˜1, 11) = 0.045, which means that for 20% of missing
comparisons we may expect a difference in value of the index smaller than 1%,
and for 50% of missing comparisons this difference should not be greater than
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Pos. Notation Name D(I)
1. I˜1 Cycle based index v. I 1.3368
2. I˜α α-index, for α = 0.5 1.5896
3. K˜ Koczkodaj index 1.692
4. I˜α,β α, β-index, for α = β = 0.3 1.7321
5. I˜SH Salo-Hamalainen index 4.1286
6. R˜E2 Barzilai’s relative error index v. II 4.6748
7. I˜G2 Geometric consistency index v. II 4.9048
8. O Oliva-Setola-Scala’s index 4.9062
9. G˜W Golden-Wang index 4.9359
10. L˜ Logarithmic least square condition 7.1425
11. R˜E1 Barzilai’s relative error index v. I 7.2958
12. C˜I Saaty consistency index 7.5028
13. I˜G1 Geometric consistency index v. I 7.7333
14. I˜2 Cycle based index v. II 10.112
Table 1: The total distance D from the abscissae of the D(I, k) plots for all considered indices.
The smaller the value, the more robust the given inconsistency index.
4.5%−5%. Such results clearly show that inconsistency measurement for incom-
plete PC matrices can indeed be a valuable indication of the quality of decision
data. Thus, methods for calculating the ranking for incomplete PC matrices
mentioned in Section 2.3 also gain methods for estimating data inconsistency.
An obvious disadvantage of the matrix based indices defined in Section 5 is
the need to find all cycles in the matrix graph. This can be particularly difficult
and time-consuming for larger matrices. A way to deal with a large number
of cycles may be to limit their number. This might be achieved by limiting
the analysis of inconsistency to fundamental cycles only, or just to a random
set of cycles. A similar problem does not occur in the case of the ranking
based indices. The best of them, the modification of Salo-Hamalainen index for
incomplete PC matrices, gets the total distance D(I˜SH) =4.1286. It is also a
good result, which proves that this index can be effectively used to assess the
inconsistency of incomplete PC matrices.
The article presents extensions for twelve inconsistency indices that allow
them to also be used for incomplete PC matrices. Thanks to this, users of the
pairwise comparison method (including AHP) receive a way to determine the
quality of incomplete decision data . The presented research does not determine
which of the defined indices is the best in practice. Robust indices can be
difficult to implement and calculate. On the other hand, indices that are easier
to calculate can be more vulnerable for decision data deterioration. Finding a
solution that combines robustness with the simplicity of implementation and
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calculation will still be a challenge for researchers.
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Appendix
R
E
F
E
R
E
N
C
E
S
3
0
k D(I˜G1, k)D(I˜G2, k)D(K˜, k)D(I˜1, k)D(I˜2, k)D(I˜α, k)D(I˜α,β , k)D(G˜W , k)D(I˜SH, k)D(R˜E1, k)D(R˜E2, k)D(C˜I, k)D(L˜, k)D(O, k)
0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 0.065 0.021 0.002 0.002 -0.143 0.002 -0.002 0.021 0.006 0.051 0.019 0.062 0.061 0.020
2 0.129 0.043 0.003 0.004 -0.271 0.004 -0.004 0.043 0.012 0.104 0.039 0.124 0.118 0.042
3 0.192 0.066 0.005 0.006 -0.382 0.006 -0.006 0.068 0.021 0.158 0.060 0.184 0.174 0.065
4 0.258 0.093 0.007 0.009 -0.480 0.009 -0.010 0.096 0.034 0.216 0.087 0.246 0.231 0.094
5 0.323 0.125 0.010 0.012 -0.565 0.012 -0.014 0.127 0.050 0.276 0.115 0.309 0.291 0.125
6 0.388 0.159 0.013 0.015 -0.638 0.016 -0.020 0.162 0.072 0.338 0.146 0.371 0.347 0.160
7 0.452 0.199 0.016 0.019 -0.700 0.020 -0.028 0.201 0.103 0.401 0.181 0.434 0.404 0.200
8 0.516 0.242 0.021 0.023 -0.753 0.025 -0.038 0.246 0.144 0.469 0.222 0.494 0.462 0.243
9 0.579 0.291 0.027 0.027 -0.798 0.031 -0.052 0.298 0.199 0.535 0.269 0.556 0.518 0.294
10 0.643 0.352 0.037 0.033 -0.835 0.039 -0.069 0.358 0.271 0.608 0.326 0.618 0.579 0.353
11 0.708 0.427 0.052 0.040 -0.866 0.051 -0.090 0.431 0.366 0.682 0.399 0.684 0.640 0.429
12 0.773 0.517 0.078 0.047 -0.892 0.070 -0.119 0.519 0.481 0.757 0.488 0.749 0.707 0.518
13 0.838 0.630 0.134 0.058 -0.911 0.106 -0.149 0.627 0.620 0.832 0.604 0.817 0.779 0.628
14 0.902 0.774 0.289 0.077 -0.910 0.200 -0.150 0.766 0.783 0.902 0.754 0.888 0.866 0.768
15 0.967 0.967 1.000 0.967 0.967 0.999 0.981 0.966 0.967 0.967 0.967 0.967 0.967 0.967
D(I˜G2) D(I˜G1) D(K˜) D(I˜1) D(I˜2) D(I˜α) D(I˜α,β) D(G˜W ) D(I˜SH) D(R˜E1) D(R˜E2) D(C˜I) D(L˜) D(O)
7.733 4.905 1.692 1.337 10.112 1.590 1.732 4.936 4.129 7.296 4.675 7.503 7.143 4.906
