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Abstract
We study the problem of corralling stochastic bandit algorithms, that is combin-
ing multiple bandit algorithms designed for a stochastic environment, with the
goal of devising a corralling algorithm that performs almost as well as the best
base algorithm. We give two general algorithms for this setting, which we show
benefit from favorable regret guarantees. We show that the regret of the corralling
algorithms is no worse than that of the best algorithm containing the arm with
the highest reward, and depends on the gap between the highest reward and other
rewards. We also provide lower bounds for this problem that further justify our
approach.
1 Introduction
We study the problem of corrallingmulti-armed bandit algorithms in a stochastic environment. This
consists of selecting, at each round, one out of a fixed collection of bandit algorithms and playing
the action returned by that algorithm. Note that the corralling algorithm does not directly select an
arm, but only a base algorithm. It never requires knowledge of the action set of each base algorithm.
The objective of the corralling algorithm is to achieve a large cumulative reward or a small pseudo-
regret, over the course of its interactions with the environment. This problem was first introduced
and studied by Agarwal et al. [2016]. Here, we are guided by the same motivation but consider the
stochastic setting and seek more favorable guarantees. Thus, we assume that the reward, for each
arm, is drawn from an unknown distribution.
In the simplest setting of our study, we assume that each base bandit algorithm has access to a
distinct set of arms. This scenario appears in several applications. As an example, consider the
online contractual display ads allocation problem [BasuMallick, 2020]: when users visit a website,
say some page of the online site of a national newspaper, an ads allocation algorithm chooses an
ad to display at each specific slot with the goal of achieving the largest value. This could be an ad
for a clothing item, which could be meant for the banner of the online front page of that newspaper.
To do so, the ads allocation algorithm chooses one out of a large set of advertisers, each a clothing
brand or company in this case, which have signed a contract with the ads allocation company. Each
clothing company has its own marketing strategy and thus its own bandit algorithm with its own
separate set of clothing items or arms. There is no sharing of information between these companies
which are typically competitors. Furthermore, the ads allocation algorithm is not provided with any
detailed information about the base bandits algorithms of these companies, since that is proprietary
information private to each company. The allocation algorithm cannot choose a specific arm or
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clothing item, it can only choose a base advertiser. The number of ads or arms can be very large. The
number of advertisers can also be relatively large in practice, depending on the domain. The number
of times the ads allocation is run is in the order of millions or even billions per day, depending on
the category of items.
A similar problem arises with online mortgage broker companies offering a loan to each new appli-
cant. The mortgage broker algorithm must choose a bank, each with different mortgage products.
The broker brings a new application exclusively to one of the banks, as part of the contract, which
also entitles them to incentives. The bank’s online algorithm can be a bandit algorithm proposing
a product, and the details of the algorithm are not accessible to the broker; for instance, the bank’s
credit rate and incentives may depend on the financial and credit history of the applicant. The num-
ber of mortgage products is typically fairly large, and the number of online loan requests per day
is in the order of several thousands. Other instances of this problem appear when an algorithm can
only select one of multiple bandit algorithms and that, for privacy or regulatory reasons, it cannot
directly select an arm and does not receive detailed information about the base algorithms.
In the most general setting we study, there may be an arbitrary sharing of arms between the bandit
algorithms. We will only assume that only one algorithm has access to the arm with maximal
expected reward, which implies a positive gap between the expected reward of the best arm of any
algorithm and that of the best algorithm. This is because we seek to devise a corralling algorithm
with favorable gap-dependent pseudo-regret guarantees.
Related work. The previous work the most closely related to this study is the seminal contribution
by Agarwal et al. [2016] who initiated the general problem of corralling bandit algorithms. The au-
thors gave a general algorithm for this problem, which is an instance of the genericMirror Descent al-
gorithm with an appropriate mirror map (LOG-BARRIER-OMD), [Foster et al., 2016, Wei and Luo,
2018], and which includes a carefully constructed non-decreasing step-size schedule, also used by
Bubeck et al. [2017]. The algorithm of Agarwal et al. [2016], however, cannot in general achieve
regret bounds better than O˜(
√
T ) in the time horizon, unless optimistic instance-dependent regret
bounds are known for the corralled algorithms. Prior to their work, Arora et al. [2012] presented an
algorithm for learning deterministic Markov decision processes (MDPs) with adversarial rewards,
using an algorithm for corralling bandit linear optimization algorithms. In an even earlier work,
Maillard and Munos [2011] attempted to corral EXP3 algorithms [Auer et al., 2002b] with a top
algorithm that is a slightly modified version of EXP4. The resulting regret bounds are in O˜(T 2/3).
Our work can also be viewed as selecting the best algorithm for a given unknown en-
vironment and, in this way, it is similar in spirit to literature solving the best of both
worlds problem [Audibert and Bubeck, 2009, Bubeck and Slivkins, 2012, Seldin and Slivkins, 2014,
Auer and Chiang, 2016, Seldin and Lugosi, 2017, Wei and Luo, 2018, Zimmert and Seldin, 2018,
Zimmert et al., 2019] and the model selection problem for linear contextual bandit [Foster et al.,
2019, Chatterji et al., 2019].
Very recently, Pacchiano et al. [2020] also considered the problem of corralling stochastic bandit
algorithms. The authors seek to treat the problem of model selection, where multiple algorithms
might share the best arm. Therefore, their main results do not discuss the optimistic setting in which
there is a gap between the reward of the optimal policy and all other competing policies, and do
not achieve the optimistic guaranteeswe provide. We view their contributions as complementary to
ours.
In general, some caution is needed when designing a corralling algorithm, since aggressive strategies
may discard or disregard a base learner that admits an arm with the best mean reward if it performs
poorly in the initial rounds. Furthermore, as noted by Agarwal et al. [2016], additional assumptions
are required on each of the base learners if one hopes to achieve non-trivial corralling guarantees.
Contributions. We first present several lower bounds for our corralling problem (Section 3). These
results show that it is impossible to achieve optimistic regret bounds if the base learners can have
an arbitrarily poor behavior in the initial rounds, suggesting that the learners must satisfy anytime
regret guarantees or that the corralling algorithm should be able to simulate that behavior. Therefore,
for the rest of the paper we assume that each base learner enjoys anytime guarantees. In Section 4
and Section 5, we present two general corralling algorithms whose pseudo-regret guarantees admit
a dependency on the gaps between base learners, that is their best arms, and only poly-logarithmic
dependence on time horizon. These bounds are syntactically similar to the instance-dependent guar-
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antees for the stochastic multi-armed bandit problem [Auer et al., 2002a]. Hence our corralling
algorithm performs almost as well as the best base learner, if it were to be used on its own, modulo
gap-dependent terms and logarithmic factors. The algorithm in Section 4 uses the standard UCB
ideas combined with a boosting technique, which runs multiple copies of the same base learner.
In Section 4.1, we show that it might be impossible to avoid the boosting technique when using
UCB-style corralling. If, additionally, we assume that each of the base learners satisfy the stability
condition adopted in [Agarwal et al., 2016], then, in Section 5 we show that it suffices to run a sin-
gle copy of each base learner by using a corralling approach based on OMD. Finally we show that
UCB-I [Auer et al., 2002a] can be made to satisfy the stability condition as long as the confidence
bound is rescaled and changed by an additive factor.
2 Preliminaries
We consider the problem of corralling K stochastic multi-armed bandit algorithms A1, . . . ,AK ,
which we often refer to as base algorithms (base learners). At each round t, a corralling algorithm
selects a base algorithm Ait , which plays action ait,jt . The corralling algorithm is not informed of
the identity of this action but it does observe its reward rt(ait,jt). The top algorithm then updates its
decision rule and provides feedback to each of the base learnersAi. We note that the feedback may
be just the empty set, in which case the base learners do not update their state. We will also assume
access to the parameters controlling the behavior of eachAi such as the step size for mirror descent-
type algorithms, or the confidence bounds for UCB-type algorithms. Our goal is to minimize the
cumulative pseudo-regret of the top algorithm as defined in Equation 1:1
E[R(T )] = Tµ1,1 − E
[
T∑
t=1
rt(ait,jt)
]
, (1)
where µ1,1 is the mean reward of the best arm.
Notation. We denote by ei the ith standard basis vector, by 0K ∈ RK the vector of all 0s, and by
1K ∈ RK the vector of all 1s. For two vectors x, y ∈ RK , x ⊙ y denotes their Hadamard product.
We also denote the line segment between x and y as [x, y]. wt,i denotes the i-th entry of a vector
wt ∈ RK . ∆K−1 denotes the probability simplex inRK ,DΨ(x, y) the Bregman divergence induced
by the potential Ψ, whose conjugate function we denote by Ψ∗. We use IC to denote the indicator
function of a set C. For any k ∈ N, we use the shorthand [k] := {1, 2, . . . , k}.
For the base algorithmsA1, . . . ,AK , let Ti(t) be the number of times algorithmAi has been played
until time t. Let Ti,j(t) be the number of times action j has been proposed by algorithm Ai until
time t. Let [ki] denote the set of arms or action set of algorithmAi. We denote the reward of arm j in
the action set of algorithm i at time t as rt(ai,j) and denote its mean reward by µi,j . We also use ai,jt
to denote the arm proposed by algorithmAi during time t. Further, the algorithm played at time t is
denoted as it, its action played at time t is ait,jt and the reward for that action is rt(ait,jt) with mean
µit,jt . Let i
∗ denote the index of the base algorithm that contains the arm with the highest mean
reward. Without loss of generality, we will assume that i∗ = 1. Similarly, we assume that ai,1 is the
arm with highest reward in algorithm Ai. We assume that the best arm of the best algorithm has a
gap to the best arm of every other algorithm. We denote the gap between the best arm ofA1 and the
best arm ofAi as∆i: ∆i = µ1,1 − µi,1 > 0 for i 6= i∗. Further, we denote the intra-algorithm gaps
by ∆i,j = µi,1 − µi,j . We denote by R¯i(t) an upper bound on the regret of algorithm Ai at time t
and by Ri(t) the actual regret of Ai, so that E[Ri(t)] is the expected regret of algorithm Ai at time
t. The asymptotic notations Ω˜ and O˜ are equal to Ω and O up to poly-logarithmic factors.
3 Lower bounds without anytime regret guarantees
We begin by showing two simple and yet instructive lower bounds that help guide our intuition
regarding the information needed from the base algorithms {Ai}Ki=1 in the design of a corralling
algorithm. Our lower bounds are based on corralling base algorithms that only admit a fixed time
horizon regret bound and do not enjoy anytime regret guarantees. We further assume that the cor-
ralling strategy cannot simulate anytime regret guarantees by running multiple copies of each algo-
1For conciseness, from now on, we will simply write regret instead of pseudo-regret.
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rithm or restarting each algorithm multiple times. These results suggest that the best algorithm must
have a significant regret guarantee during every round of the game, or that we can simulate such
guarantees.
The key idea behind our construction is the following. Suppose one of the corralled algorithms, Ai,
incurs a linear regret over the first Ri(T ) rounds. In that case, the corralling algorithm is unable
to distinguish between Ai from another algorithm that mimics the linear regret behavior of Ai
throughout all T rounds, unless the corralling algorithm playsAi at least Ri(T ) times.
Theorem 3.1 (Informal). There is a set of base algorithms defined by a parameter α such that, with
probability 1/2 over the random choice of α, any corralling strategy incurs regret at least Ω˜(T ),
while the regret of the algorithm admitting access to the best arm is at most O(
√
T ).
Since we seek corralling algorithms with optimistic, that is gap-dependent bounds, we next ex-
hibit a lower bound in which the corralled algorithms behave like the successive elimination algo-
rithm [Even-Dar et al., 2002].
Theorem 3.2 (Informal). Let the corralled algorithms be instances of successive elimination defined
by a parameter α. With probability 1/4 over the random sampling of α, any corralling strategy will
incur regret at least Ω˜(
√
T ), while the gap,∆, between the best and second best reward is such that
∆ > ω(T−1/4) and all algorithms have a regret bound of O˜(1/∆).
The theorems just presented show that, even when corralling natural algorithms which enjoy asymp-
totically better regret bounds, we could incur a regret of the order Ω˜(
√
T ). We conclude this section
by remarking that even if worst case upper bounds on the regret of the corralled algorithms were
known, it would be impossible to achieve an optimistic regret guarantee when corralling, unless
additional assumptions are made. The formal result can be found in Appendix A, Theorem A.3.
4 UCB-style corralling algorithm
The negative results of Section 3 hinge on the fact that: (a) the base algorithms do not admit anytime
regret guarantees, and (b) the corralling algorithm is unable to change the internal state of the base
algorithms to induce an anytime regret guarantee. Therefore, we assume, for the rest of the paper,
that the base algorithms, {Ai}, satisfy the following,
E
[
tµi,1 −
t∑
s=1
rs(ais,js)
]
≤ R¯i(t), (2)
for any time t. For UCB-type algorithms, such bounds can be derived from the fact that the expected
number of pulls, Ti,j(t), of a suboptimal arm j, is bounded as E[Ti,j(t)] ≤ c log(T )(∆i,j)2 , for some
time and gap-independent constant c (e.g., Bubeck [2010]), and take the following form, R¯i(t) ≤
c′
√
kit log (t), for some constant c′.
Suppose that the bound in Equation 2 holds with probability 1 − δt. Note that such bounds are
available for some UCB-type algorithms [Audibert et al., 2009]. We can then adopt the optimism in
the face of uncertainty principle for each µi,1 by overestimating it with 1t
∑t
s=1 rs(ai,js) +
1
t R¯i(t).
As long as this happens with high enough probability, we can construct an upper confidence bound
for µi,1 and use it in a UCB-type algorithm. Unfortunately, the upper confidence bounds required
for UCB-type algorithms to work need to hold with high enough probability which is not readily
available from Equation 2 or from probabilistic bounds on the pseudo-regret of anytime stochastic
bandit algorithms. However, a simple boosting technique, in which we run 2 log (1/δ) copies of
each algorithmAi, gives the following high probability version of the bound in Equation 2.
Lemma 4.1. Suppose we run 2 log (1/δ) copies of algorithm Ai which satisfies Equa-
tion 2. If Amedi is the algorithm with median cumulative reward at time t, then P[tµi,1 −∑t
s=1 rs(amedi,js) ≥ 2R¯i(t)] ≤ δ.
We consider the following variant of the popular UCB algorithm for corralling. We initialize
2 log (T ) copies of each base algorithm Ai. Each Ai is associated with the median empirical av-
erage reward of its copies. At each round, the corralling algorithm picks the Ai with the highest
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Algorithm 1 UCB-C
Input: Stochastic bandit algorithmsA1, . . . ,AK
Output: Sequence of algorithms (it)Tt=1.
1: t = 1
2: for i = 1, . . . ,K do
3: Ai = ∅
4: for s = 1, . . . , ⌈2 log (T )⌉ do
5: Initialize Ai(s) as a copy of Ai, µ̂i(s) = 0
6: Append (Ai(s), µ̂i(s)) to Ai
7: for i = 1, . . . ,K do
8: Foreach (Ai(s), µ̂i(s)) ∈ Ai, playAi(s), update empirical mean µ̂i(s), t = t+ 2 log (T )
9: µ̂medi = Median({µ̂i(s)}⌈2 log(T )⌉s=1 )
10: while t ≤ T do
11: i = argmaxℓ∈[K]
{
µ̂medℓ +
√
2R¯medℓ (Tmedℓ (t))+
√
2Tmedℓ (t) log(t)
Tmedℓ (t)
}
12: Foreach (Ai(s), µ̂i(s)) ∈ Ai, playAi(s), update empirical mean µ̂i(s), t = t+ 2 log (T )
13: µ̂medi = Median({µ̂i(s)}⌈2 log(T )⌉s=1 )
sum of median empirical average reward and an upper confidence bound base on Lemma 4.1. The
pseudocode is given in Algorithm 1. The algorithm enjoys the following regret guarantees.
Theorem 4.2. Suppose that algorithms A1, . . . ,AK satisfy the following regret bound E[Ri(t)] ≤√
αkit log (t), respectively for i ∈ [K]. Algorithm 1 selects a sequence of algorithms i1, . . . , iT
which take actions ai1,j1 , . . . , aiT ,jT , respectively, such that
Tµ1,1 − E
[
T∑
t=1
rt(ait,jt)
]
≤ O
∑
i6=i∗
ki log (T )
2
∆i
+ log (T )E [Ri∗(T )]
 ,
Tµ1,1 − E
[
T∑
t=1
rt(ait,jt)
]
≤ O
(
log (T )
√
KT log (T ) max
i∈[K]
(ki)
)
.
We note that both the optimistic and the worst case regret bounds above involve an additional factor
that depends on the number of arms, ki, of the base algorithm Ai. This dependence reflects the
complexity of the decision space of algorithmAi. We conjecture that a complexity-free bound is not
possible, in general. To see this, consider a setting where each Ai, for i 6= i∗, only plays arms with
equal means µi = µ1,1 −∆i. Standard stochastic bandit regret lower bounds, e.g. [Garivier et al.,
2018b], state that any strategy on the combined set of arms of all algorithms will incur regret at least
Ω(
∑
i6=i∗ ki log (T ) /∆i). The log (T ) factor in front of the regret of the best algorithm comes from
the fact that we are running Ω(log (T )) copies of it.
4.1 A lower bound without boosting
Next, we show that boosting is essential if we are to corral using a variant of UCB, as in Algorithm 1.
Theorem 4.3. There exist instances A1 and A2 of UCB-I and a reward distribution, such that if
Algorithm 1 runs a single copy of A1 andA2, then E[R(T )] ≥ Ω˜(∆2T ).
Further, for any algorithm A1 such that P
[
R1(t) ≥ 12∆1,2τ
] ≥ 1τc , there exists a reward distribu-
tion such that if Algorithm 1 runs a single copy of A1 andA2, then E[R(T )] ≥ Ω˜((∆1,2)c∆2T ).
The requirement that the regret of the best algorithm satisfies P[R1(t) ≥ 12∆1,2τ ] ≥ 1τc might seem
peculiar. However, results in Salomon and Audibert [2011] suggest that there cannot be a tighter
bound on the tail of the regret for anytime algorithms. The proof of the above theorem and further
discussion can be found in Appendix B.1.
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5 Corralling using Tsallis-INF
In this section, we consider an alternative approach, based on the work of Agarwal et al. [2016],
which avoids running multiple copies of base algorithms. Since the approach is based on the OMD
framework, which is naturally suited to losses instead of rewards, for the rest of the section we
switch to losses.
We design a corralling algorithm that maintains a probability distribution w ∈ ∆K−1 over the base
algorithms, {Ai}Ki=1. At each round, the corralling algorithm samples it ∼ w. Next, Ait plays
ait,jt and the corralling algorithm observes the loss ℓt(ait,jt). The corralling algorithm updates
its distribution over the base algorithms using the observed loss and provides an unbiased estimate
ℓ̂t(ai,jt) of ℓt(ai,jt) to algorithmAi: the feedback provided toAi is ℓ̂t(ait,jt) = 1wt,it ℓt(ait,jt), and
for all ai,jt 6= ait,jt , ℓ̂t(a) = 0. Notice that ℓ̂t is in RK , as opposed to ℓt ∈ [0, 1]
∏
i ki . Essentially,
the loss fed to Ai, with probability wt,i, is the true loss rescaled by the probability wt,i and is equal
to 0 with probability 1− wt,i.
The change of environment induced by the rescaling of the observed losses is analyzed in
Agarwal et al. [2016]. Following Agarwal et al. [2016], we denote the environment of the original
losses (ℓt)t as E and that of the rescaled losses (ℓ̂t)t as E ′. Therefore, in environment E , algorithm
Ai observes ℓt(ait,jt) and in environment E ′, Ai observes ℓ̂t(ait,jt). A few important remarks are
in order. As in [Agarwal et al., 2016], we need to assume that the base algorithms admit a stability
property under the change of environment. In particular, if ws,i ≥ 1ρt for all s ≤ t, then E[Ri(t)]
under environment E ′ is bounded by E[√ρtRi(t)]. For completeness, we provide the definition of
stability by Agarwal et al. [2016].
Definition 5.1. Let γ ∈ (0, 1] and let R : N → R+ be a non-decreasing function. An
algorithm A with action space A is (γ,R(·))-stable with respect to an environment E if
its regret under E is R(T ) and its regret under E ′ induced by the importance weighting is
maxa∈A E
[∑T
t=1 ℓ̂t(ait,jt)− ℓt(a)
]
≤ E[(ρT )γR(T )].
We show that UCB-I [Auer et al., 2002a] satisfies the stability property above with γ = 12 . The
techniques used in the proof are also applicable to other UCB-type algorithms.
The corralling algorithm of Agarwal et al. [2016] is based on Online Mirror Descent (OMD), where
a key idea is to increase the step size whenever the probability of selecting some algorithm Ai
becomes smaller than some threshold. This induces a negative regret term which, coupled with
a careful choice of step size (dependent on regret upper bounds of the base algorithms), provides
regret bounds that scale as a function of the regret of the best base algorithm.
Unfortunately, the analysis of the corralling algorithm always leads to at least a regret bound of
Ω˜(
√
T ) and also requires knowledge of the regret bound of the best algorithm. Since our goal
is to obtain instance-dependent regret bounds, we cannot appeal to this type of OMD approach.
Instead, we draw inspiration from the recent work of Zimmert and Seldin [2018], who use a Follow-
the-Regularized-Leader (FTRL) type of algorithm to design an algorithm that is simultaneously
optimal for both stochastic and adversarially generated losses, without requiring knowledge of
instance-dependent parameters such as the sub-optimality gaps to the loss of the best arm. The
overall intuition for our algorithm is as follows. We use the FTRL-type algorithm proposed by
Zimmert and Seldin [2018] until the probability to sample some arm falls below a threshold. Next,
we run an OMD step with an increasing step size schedule which contributes a negative regret term.
After the OMD step, we resume the normal step size schedule and updates from the FTRL algorithm.
After carefully choosing the initial step size rate, which can be done in an instance-independent way,
the accumulated negative regret terms are enough to compensate for the increased regret due to the
change of environment.
5.1 Algorithm and the main result
We now describe our corralling algorithm in more detail. The potential function Ψt used in all of
the updates is defined by Ψt(w) = −4
∑
i∈[K]
1
ηt,i
(√
wi − 12wi
)
. Let ηt = [ηt,1, ηt,2, . . . , ηt,K ]
be the step-size schedule for time t. The algorithm proceeds in epochs and begins by running each
base algorithm for K log (T ) + K rounds. Each epoch is twice as large as the preceding, so that
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Algorithm 2 Corralling with Tsallis-INF
Input: Mult. constant β, thresholds {ρi}ni=1, initial step size η, epochs {τi}mi=1, algorithms
{Ai}Ki=1.
Output: Sequence of algorithms (it)Tt=1.
1: Initialize t = 1, w1 = Unif(∆K−1), η1 = η
2: ℓ̂1 = PLAY-ROUND(w1), L̂1 = ℓ̂1
3: 1/η2t+1 = 1/η
2
t + 1, wt+1 = ∇Φt+1(−L̂t), t = t+ 1
4: while j ≤ m do
5: for t ∈ τj do
6: Rt = ∅,ℓ̂t = PLAY-ROUND(wt)
7: if t is the first round of epoch τj and wt,i ≤ 1ρ1 then
8: (wt+3, L̂t+2) = NEG-REG-STEP(wt, ℓ̂t, ηt,Rt, L̂t−1), t = t+2, ℓ̂t = PLAY-ROUND(wt)
9: if ∃i : wt,i ≤ 1ρsi and prior step was not NEG-REG-STEP then
10: ρsi = 2ρsi
11: (wt+3, L̂t+2) = NEG-REG-STEP(wt, ℓ̂t, ηt,Rt, L̂t−1), t = t+2, ℓ̂t = PLAY-ROUND(wt)
12: else
13: 1/η2t+1 = 1/η
2
t + 1, wt+1 = ∇Φt+1(−L̂t)
Algorithm 3 NEG-REG-STEP
Input: Prior iterate wt, loss ℓ̂t, step size ηt, set of rescaled step-sizesRt, cumulative loss L̂t−1
Output: Plays two rounds of the game and returns distribution wt+3 and cumulative loss L̂t+2
1: (wt+1, L̂t) = OMD-STEP(wt, ℓ̂t, ηt,Rt, L̂t−1)
2: ℓ̂t+1 = PLAY-ROUND(wt+1), L̂t+1 = L̂t + ℓ̂t+1
3: for all i such that wt,i ≤ 1ρ1 do
4: ηt+2,i = βηt,i,Rt = Rt ∪ {i} and restart Ai with updated environment θi = 12wt,i
5: wt+2 = ∇Φt+2(−L̂t+1)
6: ℓ̂t+2 = PLAY-ROUND(wt+2)
7: L̂t+2 = L̂t+1 + ℓ̂t+2, ηt+3 = ηt+2, t = t+ 2
8: wt+1 = ∇Φt+1(−L̂t), t = t+ 1
the number of epochs is bounded by log2(T ), and the step size schedule remains non-increasing
throughout the epochs, except when an OMD step is taken. The algorithm also maintains a set of
thresholds, ρ1, ρ2, . . . , ρn, where n = O(log (T )). These thresholds are used to determine if the
algorithm executes an OMD step, while increasing the step size:
wt+1 = argmin
w∈∆K−1
〈ℓ̂t, w〉+DΨt(w,wt), ηt+1,i = βηt,i (for i : wt,i ≤ 1/ρsi),
wt+2 = argmin
w∈∆K−1
〈ℓ̂t+1, w〉+DΨt+1(w,wt+1), ρsi = 2ρsi
(3)
or the algorithm takes an FTRL step
wt+1 = argmin
w∈∆K−1
〈L̂t, w〉+Ψt+1(w), (4)
where L̂t = L̂t−1 + ℓ̂t, unless otherwise specified by the algorithm. We note that the algorithm can
only increase the step size during the OMD step. For technical reasons, we require an FTRL step
after each OMD step. Further, we require that the second step of each epoch be an OMD step if
there exists at least one wt,i ≤ 1ρ1 . The algorithm also can enter an OMD step during an epoch if at
least one wt,i becomes smaller than a threshold 1ρsi
which has not been exceeded so far.
We set the probability thresholds so that ρ1 = max(36, (2K)), ρj = 2ρj−1 and 1ρn ≥ 1T , so that
n ≤ log2(T ). In the beginning of each epoch, except for the first epoch, we check if wt,i < 1ρ1 .
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If it is, we increase the step size as ηt+1,i = βηt,i and run the OMD step. The pseudocode for
the algorithm is given in Algorithm 2. The routines OMD-STEP and PLAY-ROUND can be found in
Algorithm 6 and Algorithm 7 (Appendix C) respectively. OMD-STEP essentially does the update
described in Equation 3 and PLAY-ROUND samples and plays an algorithm, after which constructs
an unbiased estimator of the losses and feeds these back to all of the sub-algorithms. We show the
following regret bound for the corralling algorithm.
Theorem 5.2. Let R¯i(·) be a function upper bounding the expected regret, E[Ri(·)], ofAi for all i ∈
[K]. For β = e1/ log(T )
2
and for η such that for all i ∈ [K], η1,i ≤ mint∈[T ]
(
1−exp
(
− 1
log(T )2
))√
t
50R¯i(t)
,
the expected regret of Algorithm 2 is bounded as follows:
E [R(T )] ≤ O
∑
i6=i∗
log (T )
η21,i∆i
+KE[Ri∗(T )]
 .
To parse the bound above, suppose {Ai}i∈[K] are standard stochastic bandit algorithms such as
UCB-I. In Theorem 5.3, we show that UCB-I is indeed 12 -stable as long as we are allowed to rescale
and introduce an additive factor to the confidence bounds. In this case, a worst-case upper bound
on the regret of any Ai is E[Ri(t)] ≤ c
√
ki log (t) t for all t ∈ [T ] and some universal constant c.
We note that the min-max regret bound for the stochastic multi-armed bandit problem is Θ(
√
KT )
and most known any-time algorithms solving the problem achieve this bound up to poly-logarithmic
factors. Further we note that
(
1− exp
(
− 1
log(T )2
))
> 1
e log(T )2
. This suggests that the bound in
Theorem 5.2 on the regret of the corralling algorithm is at mostO
(∑
i6=i∗
ki log(T )
5
∆i
+KE[Ri∗(T )]
)
.
In particular, if we instantiate E[Ri∗(T )] to the instance-dependent bound of O
(∑
j 6=1
log(T )
∆i∗,j
)
,
the regret of Algorithm 2 is bounded by O
(∑
i6=i∗
ki log(T )
5
∆i
+ K
∑
j 6=1
log(T )
∆i∗,j
)
. In general we
cannot exactly compare the current bound with that of UCB-C (Algorithm 1). This is due to the
different factors by which the regret of the best algorithm E[Ri∗(T )] gets multiplied. However, even
ifK = O(log (T )), the bound above is still a factor of log (T )3 worse than the result in Theorem 4.2.
Since essentially all stochastic multi-armed bandit algorithms enjoy a regret bound, in time horizon,
of the order O˜(
√
T ), we are guaranteed that 1/η2t,i scales only poly-logarithmically with the time
horizon. What happens, however, if algorithmAi has a worst case regret bound of the orderω(
√
T )?
For the next part of the discussion, we only focus on time horizon dependence. As a simple example,
suppose that Ai has worst case regret of T 2/3 and that Ai∗ has a worst case regret of
√
T . In this
case, Theorem 5.2 tells us that we should set η1,i = O˜(1/T 1/6) and hence the regret bound scales
at least as Ω(T 1/3/∆i +E[Ri∗(T )]). In general, if the worst case regret bound of Ai is in the order
of Tα we have a regret bound scaling at least as T 2α−1/∆i. This is not unique to Algorithm 2
and a similar scaling of the regret would occur in the bound for Algorithm 1 due to the scaling of
confidence intervals. For further discussion on Algorithm 2 we refer the reader to Appenidx C.
Stability of UCB-I.We now briefly discuss how the regret bounds of UCB-I and similar algorithms
change whenever the variance of the stochastic losses is rescaled by Algorithm 2. Let us focus on
base learnerAi during epoch τj . During epoch τj , there is some largest threshold ρsi which is never
exceeded by the inverse probabilities, i.e., maxt∈τj wt,i ≥ 1/ρsi . This implies that the rescaled
losses are in [0, ρsi ]. Further, their variance is bounded by E[ℓ̂t(i)
2] = E[ℓt(ai,jt)
2/wt,i] ≤ ρsi .
Using a Bernstein-type inequality for martingales [Freedman, 1975], we show the following.
Theorem 5.3 (Informal). Suppose that during epoch τj of size Tj , UCB-I [Auer et al., 2002a] uses
an upper confidence bound
√
4ρsi log(t)
Ti,j(t)
+
4ρsi log(t)
3Ti,j(t)
for arm j at time t. Then, the expected regret
of Ai under the rescaled rewards is at most E[Ri(Tj)] ≤
√
8ρsikiTj log (Tj).
We expect that other UCB-type algorithms [Audibert et al., 2009, Garivier and Cappé, 2011,
Bubeck et al., 2013, Garivier et al., 2018a] should also be 12 -stable.
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6 Conclusion
We presented an extensive analysis of the problem of corralling stochastic bandits. Our algorithms
are applicable to a number of different contexts where this problem arises. There are also several
natural extensions and related questions relevant to our study. One natural extension is the case
where the set of arms accessible to the base algorithms admit some overlap and where the reward
observed by one algorithm could serve as side-information to another algorithm. Another extension
is the scenario of corralling online learning algorithms with feedback graphs. In addition to these
and many other interesting extensions, our analysis may have some connection with the study of
other problems such as model selection in contextual bandits [Foster et al., 2019] or active learning.
Finally, in Appendix D we show that Algorithm 2 can also be used to corral base algorithms with
regret in the order O˜(
√
T ), even when these algorithms share the best arm which could be suited
to an adversarial bandit environment. The result in Appendix D can be used to derive bounds that
interpolate between the optimistic regret bound of Theorem 5.2 and an adversarial corralling bound
that scales at least as Ω(
√
KT ).
Broader Impact
This paper presents a series of theoretical results unlikely to admit an immediate practical relevance
to social questions. Nevertheless, the results presented can form a powerful tool for combining ban-
dit algorithms with potentially pivotal impact in a number of domains, which could have a positive
societal impact.
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A Proofs from Section 3
We first introduce the formal construction briefly described in Section 3.
A.1 First lower bound
Assume that the corralling algorithm can play one of two algorithms, A1 or A2, with the rewards
of each arm played by these algorithms distributed according to a Bernoulli random variable. Algo-
rithm A1 plays a single arm with expected reward µ1 and algorithmA2 is defined as follows.
Let β be drawn according to the Bernoulli distribution β ∼ Ber(12 ) and let α be drawn uniformly
over the unit interval, α ∼ Unif[0, 1]. If β = 1, A2 alternates between playing an arm with mean
µ2 and an arm with mean µ3 every round, so that the algorithm incurs linear regret. We set µis such
that µ2 > µ1 >
µ2+µ3
2 . If β = 0, then A2 behaves in the same way as if β = 1 for the first T (1−α)
rounds and for the remaining T − T (1−α) roundsA2 only pulls the arm with mean µ2. Notice that,
in this setting, A2 admits sublinear regret almost surely.
We denote by P(·|r1(ai1,j1), . . . , rt(ait,jt), β = i) the natural measure on the σ-algebra generated
by the observed rewards under the environment β = i and all the randomness of the player’s al-
gorithm. To simplify the notation, we denote by r1:t the sequence {rs(ais,js)}ts=1. Let N denote
the random variable counting the number of times the corralling strategy selected A1. Information-
theoretically, the player can obtain a good approximation of µ1 in time O(log (T )) and, therefore,
for simplicity, we assume that the player knows µ1 exactly. Note that this can only make the prob-
lem easier for the player. Given this information, we can assume that the player begins by playing
algorithmA2 for T −N + 1 rounds and then switches to A1 for the rest of the game. In particular,
we assume that T −N+1 is the time when the player can figure out that β = 1. We note that at time
T (1−α) we have P(·|r1:T (1−α) , β = 1) = P(·|r1:T (1−α) , β = 0), as the distribution of the rewards
provided by A2 do not differ between β = 1 and β = 0. Furthermore, any random strategy would
also need to select algorithm A2 at least T (1−α) + 1 rounds before it is able to distinguish between
β = 1 or β = 0. It is also important to note that under the event that β = 1, the corralling algorithm
does not receive any information about the value of α. This allows us to show that in the setting
constructed above, with at least constant probability the best algorithm i.e., A1 when β = 1 and
A2 when β = 0, has sublinear regret. Finally, a direct computation of the regret of this corralling
strategy gives the following result.
TheoremA.1 (Theorem 3.1 formal). Let algorithmsA1 andA2 follow the construction in Section 3.
Then, with probability at least 1/2 over the random choice of α, any corralling strategy incurs regret
at least Ω˜(T ), while the regret of the best algorithm is at most O(
√
T ).
Proof. Let R(T ) denote the regret of the corralling algorithm. Direct computation shows that if
β = 1 the corralling regret is
E[R(T )|β = 1, r1:T (1−α) , α] = E
[(
µ1 − µ2 + µ3
2
)
(T −N)|β = 1, r1:T (1−α) , α
]
Further if β = 0 and A2 is the best algorithm the regret of corralling is
E[R(T )|β = 0, r1:T (1−α) , α]
≥E
[
µ2 + µ3
2
T (1−α) + µ2(T − T (1−α))
− µ1N − χ(N≤T−T (1−α))
(
µ2 + µ3
2
T (1−α) + µ2(T − T (1−α) −N)
)
− χ(N>T−T (1−α))
µ2 + µ3
2
(T −N)|β = 0, r1:T (1−α) , α
]
,
where the characteristic functions describe the event in which we pull A1 less times than is needed
for A2 to switch to playing the best action. Notice that the total regret for corralling is at least the
above as we also need to add the regret of the best algorithm to the above.
We first consider the case β = 1. Notice that in this case the corralling algorithm does not receive
any information about α because A2 alternates between µ2 and µ3 at all rounds. This implies
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E[R(T )|β = 1, α] = E[R(T )|β = 1]. Condition on the eventN ≤ T − T (1−α). We have
E[R(T )|β = 1, N ≤ T − T (1−α), r1:T (1−α) , α] =
E[R(T )|β = 1, N ≤ T − T (1−α), r1:T (1−α) ] ≥
(
µ1 − µ2 + µ3
2
)
E[T (1−α)|β = 1]
=
(
µ1 − µ2 + µ3
2
)
E[T (1−α)]
=
(
µ1 − µ2 + µ3
2
)
T − 1
log (T )
,
where in the first inequality we have replaced N by T − T 1−α. Next consider the case β = 0.
Condition on the eventN > T − T (1−α). We have
E[R(T )|β = 0, N > T − T (1−α), r1:T (1−α) , α]
= E
[
µ2 − µ3
2
(T − T (1−α))−
(
µ1 − µ2 + µ3
2
)
N |β = 0, N > T − T (1−α), r1:T (1−α) , α
]
≥ E
[
(µ2 − µ1)T − µ2
2
T (1−α)|β = 0, N > T − T (1−α), r1:T (1−α) , α
]
= E
[
(µ2 − µ1)T − µ2
2
T 1−α|α
]
,
where in the inequality we have used the fact that N > T − T 1−α to bound −µ1N and T ≥ N to
bound µ1+µ32 N . Let A denote the event N ≤ T − T (1−α). We are now ready to lower bound the
regret of the player’s strategy as follows.
E [R(T )|α] = 1
2
E [E[R(T )|r1:T (1−α) , β = 1, α] + E[R(T )|r1:T (1−α) , β = 0, α]|α]
≥ 1
2
E [P(A|r1:T (1−α) , β = 1, α)E[R(T )|r1:T (1−α) , β = 1, A, α]
+P(Ac|r1:T (1−α) , β = 1, α)E[R(T )|r1:T (1−α) , β = 0, Ac, α]|α]
≥ 1
2
E
[
P(A|r1:T (1−α) , β = 1, α)
(
µ1 − µ2 + µ3
2
)
T − 1
2 log (T )
+(1− P(A|r1:T (1−α) , β = 1), α)(µ2 − µ1)T −
µ2
2
T 1−α|α
]
,
where in the first inequality we have used the fact that the conditional measures induced by β = 1
and β = 0 are equal for the first T 1−α rounds. Because α ≥ 1/2 with probability at least 1/2 it
holds that the random variable E[R(T )|α] > Ω˜(T ) with probability at least 1/2 and that the regret
of A2 when β = 1 is at most O(
√
T ).
A.2 A realistic setting for Algorithm 2
The behavior of A2 for the setting given by β = 0, in the construction above, may seem somewhat
artificial: a stochastic bandit algorithm may not be expected to behave in that manner when the
gap between µ2 and µ3 is large enough. Here, we describe how to set µ1, µ2 and µ3 such that
the successive elimination algorithm [Even-Dar et al., 2002] admits a similar behavior to A2 with
β = 0. Recall that successive elimination needs at least 1/∆2 rounds to distinguish between the
arm with mean µ2 and the arm with mean µ3. In other words, for at least 1/∆2 rounds, it will
alternate between the two arms. Therefore, we set 1∆2 = T
(1−α) or, equivalently, ∆ = 1
T (1−α)/2
,
and µ1 = µ2 − 14T (1−α)/2 to yield behavior similar to A2. For this construction, we show the
following lower bound.
Theorem A.2 (Theorem 3.2 formal). Let algorithms A1 and A2 follow the construction in Sec-
tion A.2. With probability at least 1/4 over the random choice of α any corralling strategy will
incur regret at least Ω˜(
√
T ) while the gap between µ2 and µ3 is such that ∆ > ω(T
−1/4) and
hence the regret of the best algorithm is at most o(T 1/4).
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Proof. From the proof of Theorem 3.1 we can compute, when β = 1, we can directly compute
E
[
R(T )|β = 1, N ≤ T − T (1−α), r1:T (1−α) , α
]
≥E
[(
µ1 − µ2 + µ3
2
)
T (1−α)|β = 1, N ≤ T − T (1−α), r1:T (1−α) , α
]
=E
[
1
4T (1−α)/2
T (1−α)|β = 1, N ≤ T − T (1−α), r1:T (1−α)
]
=
√
T − 1
2 log (T )
,
Where in the equality we again used the fact that if β = 1, the corralling algorithm receives no
information about α. Further when β = 0 we have
E
[
R(T )|β = 0, N > T − T (1−α), r1:T (1−α)(aT (1−α)), α
]
≥E
[
(µ2 − µ1)T − µ2
2
T (1−α)|β = 0, N > T − T (1−α), r1:T (1−α) , α
]
=E
[
T (1+α)/2
4
|α
]
− E
[
T (1−α)
2
|α
]
.
Again we note that with probability 1/2 we have α ≥ 1/2 and the above expression becomes
asymptotically larger than
√
T . The same computation as in the proof of Theorem 3.1 finishes the
proof.
We note that, in our construction, if β = 1, then the inequality ∆ ≫ 1√
T
holds almost surely. In
this setting, the instance-dependent regret bound for A2 and successive elimination is asymptoti-
cally smaller compared to the worst-case instance-independent regret bounds for stochastic bandit
algorithms, which scale as O˜(
√
T ) with the time horizon. This suggests that, even though A2 en-
joys asymptotically better regret bounds than O˜(
√
T ), the corralling algorithm will necessarily incur
Ω˜(
√
T ) regret.
A.3 A lower bound when a worst case regret bound is known
Next, suppose that we know a worst case regret bound of R2(T ) for algorithm A2. As before, we
sample β according to a Bernoulli distribution. If β = 1, then algorithm A2 has a single arm with
reward distributed as Ber((µ2+µ3)/2); in that case,A2 admits a regret equal to 0. If β = 0, thenA2
has two arms distributed according to Ber(µ2) and Ber(µ3), respectively. We sample α ∼ Unif[0, 1],
and let A2 play an arm uniformly at random for the first R2(T )(1−α) rounds. In particular, during
each of the first R2(T )(1−α) rounds,A2 plays with equal probability the arm with mean µ2 and the
arm with mean µ3. On round R2(T )(1−α), the algorithm switches to playing µ1 until the rest of
the game. Notice that the rewards up to time R2(T )(1−α), whether β = 1 or β = 0, have the same
distribution. Hence, P(·|r1:R2(T )(1−α) , β = 1) = P(·|r1:R2(T )(1−α) , β = 0). Then, following the
arguments in the proof of Theorem 3.1, we can prove the following lower bound.
Theorem A.3. Let algorithms A1 and A2 follow the construction in Section A.3. Suppose that
the worst case known regret bound for Algorithm is R2(T ). With probability at least 1/2 over the
random choice of α any corralling strategy will incur regret at least Ω˜(R2(T )) while the regret of
A2 is at most O(
√
R2(T )).
B Proofs from Section 4
Lemma B.1. Suppose we run 2 log (1/δ) copies of algorithm Ai which satisfies Equation 2. Let
Amedi denote the algorithm with median reward at time t. Then,
P
[
tµmedi,1 −
t∑
s=1
rs(amedi,js) ≥ 2R¯medi(t)
]
≤ δ.
Proof of Lemma 4.1. First note that µmedi,1 = µis,1 and R¯is(t) = R¯medi(t)for all s and t. The
assumption in Equation 2 together with Markov’s inequality implies that for every copy Ais of Ai
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at time t it holds that
P
[
tµmedi,1 −
t∑
s=1
rs(ai,js) ≥ 2R¯medi(t)
]
≤ 1
2
.
Let Ai1 , . . . ,Ain be the algorithms which have reward smaller thanAmedi at time t. We have
P
[
tµmedi,1 −
t∑
s=1
rs(amedi,js) ≥ 2R¯medi(t)
]
≤ P
 ⋂
l∈[n]
{
tµl,1 −
t∑
s=1
rs(ail,js) ≥ 2R¯medi(t)
}
≤
(
1
2
)log(1/δ)
≤ δ,
where the first inequality follows from the definition of Amedi and Ail for l ∈ [n].
Theorem B.2. Suppose that algorithms A1, . . . ,Ak satisfy the following regret bound E[Ri(t)] ≤√
αkit log (t). Then after T round, Algorithm 1 produces a sequence of actions a1, . . . , aT , such
that
Tµ1,1 − E
[
T∑
t=1
rt(ait,jt)
]
≤ O
∑
i6=i∗
ki log (T )
2
∆i
+ log (T )E [Ri∗(T )]
 ,
Tµ1,1 − E
[
T∑
t=1
rt(ait,jt)
]
≤ O
(
log (T )
√
KT log (T ) max
i∈[K]
(ki)
)
.
Proof of Theorem 4.2. For simplicity we assume that ⌈log (T )⌉ = log (T ). For the rest of the proof
we let tℓ = Tℓ(t) to simplify notation. Further, since R¯ℓs = R¯ℓ, ∀s ∈ [log (T )], we use R¯ℓ as the
upper bound on the regret for all algorithms in Aℓ. Let ψℓ(t) = 2
√
2 log(t)
tℓ
+
√
2R¯ℓ(tℓ)
tℓ
. The proof
follows the standard ideas behind analyses of UCB type algorithms. If at time t algorithm ℓ 6= 1 is
selected then one of the following must hold true:
µ1,1 ≥ µ̂1¯(t1) +
√
2R¯1(t1) +
√
2t1 log (t)
t1
, (5)
µ̂medℓ(tℓ) > µ1,1 +
√
2 log (t)
tℓ
, (6)
∆ℓ < 2
√
2 log (t)
tℓ
+
√
2R¯ℓ(tℓ)
tℓ
. (7)
The above conditions can be derived by considering the case when the UCB for A1 is smaller than
the UCB for Aℓ and every algorithm has been selected a sufficient number of times. Suppose that
the three conditions above are false at the same time. Then we have
µ̂1¯(t1) +
√
2R¯1(t1) +
√
2t1 log (t)
t1
> µ1,1 = µ1,ℓ +∆ℓ
≥ ∆ℓ + µ̂medℓ(tℓ)−
√
2 log (t)
tℓ
≥ µ̂medℓ(tℓ) +
√
2R¯ℓ(tℓ) +
√
2tℓ log (t)
tℓ
,
which contradicts the assumption that algorithm Aℓ was selected. With slight abuse of notation we
use [kℓ] to denote the set of arms belonging to algorithmAℓ. Next we bound the expected number of
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times each sub-optimal algorithm is played up to time T . Let δ be an upper bound on the probability
of the event that µ̂1¯(s) exceeds the UCB for A1.
E[Tℓ] =
T∑
t=1
E[χait,jt∈[kℓ]] ≤ ψ−1ℓ (∆ℓ) +
∑
t>ψ−1ℓ (∆ℓ)
P [Equation 5 or Equation 6 hold]
≤ ψ−1ℓ (∆ℓ) +
∑
t>ψ−1ℓ (∆ℓ)
P
[
∃s ∈ [t] : µ1,1 ≥ µ̂1¯(s) +
√
2R¯1(s) +
√
2s log (t)
s
]
+
∑
t>ψ−1ℓ (∆ℓ)
P
[
∃s ∈ [t] : µ̂medℓ(s) > µ1,1 +
√
2 log (t)
s
]
≤
∑
t>ψ−1ℓ (∆ℓ)
tδ +
∑
t>ψ−1ℓ (∆ℓ)
1
t
+ ψ−1(∆ℓ),
where the last inequality follows from the definition of δ and the fact that µ̂medℓ(s) ≤ µ̂medℓ,1(s)
(empirical mean of arm 1 for algorithm Amedℓ at time s) and the standard argument in the analysis
of UCB-I. Setting δ = 1T 2 finishes the bound on the number of suboptimal algorithm pulls. Next we
consider bounding the regret incurred only by playing the median algorithmsAmedℓ
tµ1,1 − E
[
t∑
s=1
rs(ais,js)
]
= tµ1,1 − E
[∑
ℓ
tℓµℓ,1 +
∑
ℓ
∑
i
Tmedℓ,i(tℓ)µℓ,i −
∑
ℓ
tℓµℓ,1
]
= E
∑
ℓ 6=1
tℓ∆ℓ
+∑
ℓ 6=1
E[Rmedℓ(tℓ)] + E [Rmed1(t)]
≤
∑
ℓ 6=1
∆ℓψ
−1(∆ℓ) + 2 log (T ) +
∑
ℓ 6=1
E[
√
αkℓtℓ log (t)] + E [Rmed1(t)]
≤
∑
ℓ 6=1
∆ℓψ
−1(∆ℓ) + 2 log (T ) +
∑
ℓ 6=1
√
αkℓE[tℓ] log (t) + E [Rmed1(t)]
≤
∑
ℓ 6=1
∆ℓψ
−1(∆ℓ) + 2 log (T ) +
∑
ℓ 6=1
√
αkℓψ−1(∆ℓ) log (t)
+ E [Rmed1(t)] +
√
αkℓ log (t) .
Now for the assumed regret bound on the algorithms, we have ψℓ(t) = 2
√
2 log(t)
tℓ
+
√
2αkℓ log(tℓ)tℓ .
This implies that ψ−1ℓ (∆ℓ) ≤ α
′kℓ log(t)
∆2ℓ
, for some other constant α′. To get the instance independent
bound we first notice that by Jensen’s inequality we have∑
ℓ
√
α′kℓE[tℓ] log (t) ≤ K
√
1
K
∑
ℓ
α′E[tℓ]kℓ log (t)
≤
√
α′Kt log (t)max
ℓ
(kℓ).
Next we can bound E
[∑
ℓ 6=1 tℓ∆ℓ
]
in the following way
E
∑
ℓ 6=1
tℓ∆ℓ
 ≤∑
ℓ
∆ℓ
√
E[tℓ]
√
E[tℓ] =
∑
ℓ
√
∆2ℓE[tℓ]
√
E[tℓ]
=
∑
ℓ
√
α′kℓE[tℓ] log (t) ≤
√
α′Kt log (t)max
ℓ
(kℓ)
The theorem now follows.
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B.1 Proof of Theorem 4.3
Consider an instance of Algorithm 1, except that it runs a single copy of each base learner Ai. Let
A1 be a UCB algorithm with two arms with means µ1 > µ2, respectively. The arm with mean µ1
is set according to a Bernoulli random variable, and the arm with mean µ2 is deterministic. Let
algorithm A2 have a single deterministic arm with mean µ3, such that µ1 > µ3 and µ3 > µ2. Let
∆ = µ1 − µ3. We now follow the lower bounding technique of Audibert et al. [2009].
Consider the event that in the first q pulls of arm aA11 , we have rt(a1,1) = 0, i.e. E = {r1(a1,1) =
0, r2(a1,1) = 0, . . . , rq(a1,1) = 0}. This event occurs with probability (1 − µ1)q . Notice that on
event E , the upper confidence bound for µ1 as per A1 is
√
α log(T1(t))
q during time t. This implies
that for a1,1 to be pulled again we need
√
α log(T1(t))
q > µ2 and hence for the first exp
(
qµ22/α
)
rounds in which A1 is selected by the corralling algorithm, a1,1 is only pulled q times. Further, on
E , the upper confidence bound forA1 as per the corralling algorithm is of the form
√
2β log(t)
T1(t)
. This
implies that forA1 to be selected again we need µ2+
√
2β log(t)
T1(t)
> µ3. Let ∆˜ = µ3−µ2. Then, the
above implies that in the first t ≤ exp
(
T1(t)∆˜
2/(2β)
)
rounds, A1 is pulled at most T1(t) times.
Combining with the bound for the number of pulls of a1,1 we arrive at the fact that on E , a1,1 can
not be pulled more than q times in the first exp
(
∆˜2 exp(qµ22/α)
2β
)
rounds. Let q be large enough so
that q ≤ 12 exp
(
∆˜2 exp(qµ22/α)
2β
)
. Then, for large enough T , we have that the pseudo-regret of the
corralling algorithm is R̂(T ) ≥ 12∆exp
(
∆˜2 exp(qµ22/α)
2β
)
. Taking q = log
(
2β
∆˜2
log
(
τ α
µ22
))
, we
get
P
[
R̂(T ) ≥ 1
2
∆τ
]
≥ P [E ] = (1− µ1)q = 1
exp (q)
log(1/(1−µ1)) =
( ∆˜2
2β log (τ)
) α
µ2
2
log(1/(1−µ1))
.
Let γ = α
µ22
log (1/(1− µ1)). We can now bound the expected pseudo-regret of the algorithm by
integrating over 2 ≤ τ ≤ T , to get
E[R̂(T )] ≥ 1
2
∆
∫ T
2
( ∆˜2
2β log (τ)
) α
µ2
2
log(1/(1−µ1))
dτ =
1
2
∆
( ∆˜2
2β
)γ ∫ T
2
(
1
log (τ)
)γ
dτ
≥ 1
2
∆
( ∆˜2
2β
)γ T − 2(
log
(
T+2
2
))γ ,
where the last inequality follows from the Hermite-Hadamart inequality.
It is important to remark that the above reasoning will fail if γ is a function of T . This might occur
if in the UCB forA1 we have α = log (T ). In such a case the lower bounds become meaningless as
1
log((T+2)/2)
γ ≤ o(1/T ). Further, it should actually be possible to avoid boosting in this case as the
tail bound of the regret will now be upper bounded as P[R1(t) ≥ ∆τ ] ≤ 1Tτc .
General Approach if Regret has a Polynomial Tail. Assume that, in general, the best algorithm
has the following regret tail:
P
[
R1(t) ≥ 1
2
∆1,1τ
]
≥ 1
τc
,
for some constant c. Results in Salomon and Audibert [2011] suggest that for stochastic bandit
algorithmswhich enjoy anytime regret boundswe can not have a much tighter high probability regret
bound. Let ET1(t) = {R1(T1(t)) ≥ T1(t)(µ1− 1√2µ3)}. After T1(t) pulls ofA1 the reward plus the
UCB forA1 is at most
∑T1(t)
s=1 rs(a1,js )
T1(t)
+
√
αk1 log(t)
T1(t)
, and on ET1(t), we have
∑T1(t)
s=1 rs(a1,js )
T1(t)
≤ 1√
2
µ3.
This implies that in the first t rounds,A1 could not have been pulled more than
αk1 log (t)(
µ3 −
∑T1(t)
s=1 rs(a1,js )
T1(t)
)2 ≤ 2αk1 log (t)µ23 .
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Setting T1(t) =
2αk1 log(T )
µ23
, we have that ET1(t) occurs with probability at least
(
∆1,2µ
2
3
4αk1 log(T )
)c
and
hence the expected regret of the corralling algorithm is at least(
∆1,2µ
2
3
4αk1 log (T )
)c
∆
(
T − 2αk1 log (T )
µ23
)
.
We have just showed the following.
Theorem B.3. There exist instances A1 and A2 of UCB-I and a reward distribution, such that if
Algorithm 1 runs a single copy of A1 andA2 the expected regret of the algorithm is at least
E[R(T )] ≥ Ω˜(∆T ).
Further, for any algorithm A1 such that P
[
R1(t) ≥ 12∆1,1τ
] ≥ 1τc , there exists a reward distri-
bution such that if Algorithm 1 runs a single copy of A1 the expected regret of the algorithm is at
least
E[R(T )] ≥ Ω˜((∆1,2)c∆T ).
C Proof of Theorem 5.2
C.1 Potential function and auxiliary lemmas
First we recall the definition of conjugate of a convex function f , denoted as f∗
f∗(y) = max
x∈Rd
〈x, y〉 − f(x).
In our algorithm, we are going to use the following potential at time t
Ψt(w) = −4
K∑
i=1
√
wi − 12wi
ηt,i
∇Ψt(w)i = −2
1√
wi
− 1
ηt,i
∇2Ψt(w)i,i = 1
w
3/2
i ηt,i
,∇2Ψt(w)i,j = 0
∇Ψ∗t (Y )i =
1(− ηt,i2 Yi + 1)2
Φt(Y ) = max
w∈∆K−1
〈Y,w〉 −Ψt(w) = (Ψt + I∆K−1)∗ (Y ).
(8)
Further for a function f we useDf(x, y) to denote the Bregman divergence between x and y induced
by f equal to
Df (x, y) = f(x)− f(y)− 〈∇f(y), x− y〉 = f(x) + f∗(∇f(y))− 〈∇f(y), x〉,
where the second inequality follows by the Fenchel duality equality f∗(∇f(y)) + f(y) =
〈∇f(y), y〉. We now present a bandit algorithm is going to be the basis for the corralling algo-
rithm. Let ηt =

ηt,1
ηt,2
...
ηt,K
 be the step size schedule for time t. The algorithm proceeds in epochs.
Each epoch is twice as large as the preceding and the step size schedule remains non-increasing
throughout the epochs, except when an OMD step is taken. In each epoch the algorithm makes a
choice to either take two mirror descent steps, while increasing the step size:
ŵt+1 = argmin
w∈∆K−1
〈ℓ̂t, w〉+DΨt(w,wt),
ηt+1,i = βηt,i for i : wt,i ≤ 1/ρsi ,
ŵt+2 = argmin
w∈∆K−1
〈ℓ̂t+1, w〉+DΨt+1(w, ŵt+1),
ρsi = 2ρsi ,
(9)
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Algorithm 4 Corralling with Tsallis-INF
Input: Mult. constant β, thresholds {ρi}ni=1, initial step size η, epochs {τi}mi=1, algorithms
{Ai}Ki=1.
Output: Algorithm selection sequence (it)Tt=1.
1: Initialize t = 1, w1 = Unif(∆K−1), η1 = η
2: ℓ̂1 = PLAY-ROUND(w1), L̂1 = ℓ̂1
3: 1/η2t+1 = 1/η
2
t + 1, wt+1 = ∇Φt+1(−L̂t), t = t+ 1
4: while j ≤ m do
5: for t ∈ τj do
6: Rt = ∅,ℓ̂t = PLAY-ROUND(wt)
7: if t is the first round of epoch τj and wt,i ≤ 1ρ1 then
8: (wt+3, L̂t+2) = NEG-REG-STEP(wt, ℓ̂t, ηt,Rt, L̂t−1), t = t+2, ℓ̂t = PLAY-ROUND(wt)
9: if ∃i : wt,i ≤ 1ρsi and prior step was not NEG-REG-STEP then
10: ρsi = 2ρsi
11: (wt+3, L̂t+2) = NEG-REG-STEP(wt, ℓ̂t, ηt,Rt, L̂t−1), t = t+2, ℓ̂t = PLAY-ROUND(wt)
12: else
13: 1/η2t+1 = 1/η
2
t + 1, wt+1 = ∇Φt+1(−L̂t)
or the algorithm takes a FTRL step
wt+1 = argmin
w∈∆K−1
〈L̂t, w〉+Ψt+1(w), (10)
where L̂t = L̂t−1 + ℓ̂t unless otherwise specified by the algorithm. We note that the algorithm can
only increase the step size during the OMD step. For technical reasons we require a FTRL step after
each OMD step. Further we require that the second step of each epoch be an OMD step, if there
exists at least one wt,i ≤ 1ρ1 . The algorithm also can enter an OMD step during an epoch if at least
one wt,i ≤ 1ρni . The intuition behind this behavior is as follows. Increasing the step size and doing
an OMD step will give us negative regret during that round and we only require negative regret for a
certain arm if the probability of pulling said arm becomes smaller than some threshold. The pseudo-
code can be found in Algorithm 2. For the rest of the proofs and discussion we denote an iterate from
the FTRL update as wt and an iterate from the OMD update as ŵt. Further, intermediate iterates
of OMD are denotes as w˜t. We now present a couple of auxiliary lemmas useful for analyzing the
OMD and FTRL updates.
Lemma C.1. For any x, y ∈ ∆K−1 it holds
DΨt(x, y) = DΦt(∇Φ∗t (y),∇Φ∗t (x)).
Proof. SinceΨt+ I∆K−1 is a convex, closed function on∆
K−1 it holds that Ψt+ I∆K−1 = ((Ψt +
I∆K−1)
∗)∗ (see for e.g. [Brezis, 2010] Theorem 1.11). Further, Φ∗t (x) = ((Ψt + I∆K−1)
∗)∗(x) =
Ψt(x). The above implies
DΨt(x, y) = DΦ∗t (x, y) = DΦt(∇Φ∗t (y),∇Φ∗t (x)).
Lemma C.2. For any positive L̂t and wt+1 generated according to update 10 we have
wt+1 = ∇Φt+1(−L̂t) = ∇Ψ∗t+1(−L̂t + νt+11),
for some scalar νt. Further (L̂t − νt+11)i > 0 for all i ∈ [K].
Proof. The proof is contained in Section 4.3 in Zimmert and Seldin [2018].
Lemma C.3 (Lemma 16 Zimmert and Seldin [2018]). Let w ∈ ∆K−1 and w˜ = ∇Ψ∗t (∇Ψt(w)−ℓ).
If ηt,i ≤ 14 , then for all ℓ > −1 it holds that w˜3/2i ≤ 2w3/2i .
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Algorithm 5 NEG-REG-STEP
Input: Previous iterate wt, current loss ℓ̂t, step size ηt, set of rescaled step-sizes Rt, cumulative
loss L̂t−1
Output: Plays two rounds of the game and returns distribution wt+3 and cumulative loss L̂t+2
1: (wt+1, L̂t) = OMD-STEP(wt, ℓ̂t, ηt,Rt, L̂t−1)
2: ℓ̂t+1 = PLAY-ROUND(wt+1), L̂t+1 = L̂t + ℓ̂t+1
3: for all i such that wt,i ≤ 1ρ1 do
4: ηt+2,i = βηt,i,Rt = Rt
⋃{i} and restart Ai with updated environment θi = 12wt,i
5: wt+2 = ∇Φt+2(−L̂t+1)
6: ℓ̂t+2 = PLAY-ROUND(wt+2)
7: L̂t+2 = L̂t+1 + ℓ̂t+2, ηt+3 = ηt+2, t = t+ 2
8: wt+1 = ∇Φt+1(−L̂t), t = t+ 1
Algorithm 6 OMD-STEP
Input: Previous iterate wt, current loss ℓ̂t, step size ηt, set of rescaled step-sizes Rt, cumulative
loss L̂t−1
Output: New iterate wt+1, cumulative loss L̂t
1: ∇Ψt(w˜t+1) = ∇Ψt(wt)− ℓ̂t
2: wt+1 = argminw∈∆K−1 DΦt(w, w˜t+1).
3: e =
∑
i∈Rt ei
4: L˜t−1 = (1k − e)⊙ (L̂t−1− (νt−2 + νt−1)1k) + 1β e⊙ ((L̂t−1 − (νt−2 + νt−1)1k)) // νt−2 and
νt−1 are the Lagrange multipliers from the previous two FTRL steps.
5: L̂t = L˜t−1 + ℓ̂t
C.2 Regret bound
We begin by studying the instantaneous regret of the FTRL update. The bound follows the one
in Zimmert and Seldin [2018]. Let u = ei∗ be the unit vector corresponding to the optimal algorithm
Ai∗ . First we decompose the regret into a stability term and a penalty term:
〈ℓ̂t, wt − u〉 = 〈ℓ̂t, wt〉+Φt(−L̂t)− Φt(−L̂t−1) (Stability)
− Φt(−L̂t) + Φt(−L̂t−1)− 〈ℓ̂t, u〉 (Penalty).
The bound on the stability term follows from Lemma 11 in Zimmert and Seldin [2018], however,
we will show this carefully, since parts of the proof will be needed to bound other terms. Recall the
definition of Φt(Y ) = maxw∈∆K−1〈Y,w〉 − Ψt(w). Since w is in the simplex we have Φt(Y +
α1k) = maxw∈∆K−1〈Y,w〉+ 〈α1, w〉 −Ψt(w) = Φt(Y ) + α. We also note that from Lemma C.2
it follows that we can write ∇Ψt(wt) = −L̂t−1 + νt1. Combining the two facts we have
〈ℓt, wt〉+Φt(−L̂t)− Φt(−L̂t−1) = 〈ℓt, wt〉+Φt(∇Ψt(wt)− ℓ̂t − νt1)− Φt(∇Ψt(wt)− νt1)
= 〈ℓt − α1k, wt〉+Φt(∇Ψt(wt)− ℓ̂t + α1k)− Φt(∇Ψt(wt))
≤ 〈ℓt − α1k, wt〉+Ψ∗t (∇Ψt(wt)− ℓ̂t + α1k)−Ψ∗t (∇Ψt(wt))
= DΨ∗t (∇Ψt(wt)− ℓ̂t + α1k,∇Ψt(wt))
≤ max
z∈[∇Ψt(wt)−ℓ̂t+α1k,∇Ψt(wt)]
1
2
‖ℓ̂t − α1‖2∇2Ψt∗(z)
= max
w∈[wt,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)]
1
2
‖ℓ̂t − α1‖2∇2Ψ−1t (w),
where the first inequality holds since Ψ∗t ≥ Φt and Ψ∗t (∇Ψ(wt)) = 〈∇Ψ(wt), wt〉 − Ψt(wt) =
Φt(∇Ψ(wt)) and the second inequality follows since by Taylor’s theorem there exists a z on the line
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Algorithm 7 PLAY-ROUND
Input: Sampling distribution wt
Output: Loss vector ℓ̂t
1: Sample algorithm it according to w¯t =
(
1− 1Tk
)
wt +
1
TkUnif(∆
K−1).
2: Algorithm it plays action ait,jt . Observe loss ℓt(ait,jt) and construct unbiased estimator ℓ̂t =
ℓt(ait,jt )
w¯t,it
eit of ℓt.
3: Give feedback to i-th algorithm as ℓ̂t(ai,jt), where ai,jt was action provided by Ai
segment between∇Ψt(wt)−ℓ̂t+α1k andΨt(wt) such thatDΨ∗t (∇Ψt(wt)−ℓ̂t+α1k,∇Ψt(wt)) =
1
2‖ℓ̂t − α1‖2∇2Ψt∗(z).
Lemma C.4. Let wt ∈ ∆K−1 and let it ∼ wt. Let ℓ̂t,it = ℓt,itwt,it and ℓ̂t,i = 0 for all i 6= it. It holds
that
E
[
max
w∈[wt,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)]
‖ℓ̂t‖2∇2Ψ−1t (w)
]
≤
K∑
i=1
ηt,i
2
√
E[wt,i]
E
[
max
w∈[wt,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)]
‖ℓ̂t − χ(it=j)ℓt,j1‖2∇2Ψ−1t (w)
]
≤
∑
i6=j
ηt,i
2
√
E[wt,i] +
ηt,i + ηt,j
2
E[wt,i].
Proof. First notice that:
E
[
max
w∈[wt,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)]
‖ℓ̂t − α1k‖2∇2Ψ−1t (w)
]
≤E
[
K∑
i=1
max
wi∈[wt,i,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)i]
ηt,i
2
w
3/2
i (ℓ̂t,i − α)2
]
From the definition of∇Ψ∗(Y )i (Equation 8) we know that∇Ψ∗(Y )i is increasing on (−∞, 0] and
hence for α = 0 we have wt,i ≥ ∇Ψ∗t (∇Ψt(wt) − ℓ̂t)i. This implies the maximum of each of the
terms is attained at wi = wt,i. Thus
E
[
K∑
i=1
max
wi∈[wt,i,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)i]
ηt,i
2
w
3/2
i (ℓ̂t,i)
2
]
=E
[
K∑
i=1
ηt,i
2
w
3/2
t,i χ(it=i)
ℓ2t,i
w2t,i
]
= E
[
K∑
i=1
ηt,i
2
w
3/2
t,i
ℓ2t,i
wt,i
]
≤
K∑
i=1
ηt,i
2
√
E[wt,i].
When α = χ(it=j)ℓt,j we consider several cases. First if it 6= j the same bound as above holds. Next
if it = j for all i 6= j we have ℓ̂t,i − α = −α = −ℓt,j ≥ −1 and for∇Φ∗t (∇Φt(wt)− ℓ̂t + ℓt,j) =
∇Φ∗t (∇Φt(wt) + ℓt,j) ≤ 22/3wt,i by Lemma C.3. This implies that in this case the maximum in
the terms is bounded by 2w3/2t,i ℓ
2
t,j . Finally if it = j for the j-th term we again use the fact that
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wt,j ≥ ∇Ψ∗t (∇Ψt(wt)− ℓ̂t + ℓt,j)j since −ℓ̂t,j + ℓt,j ≤ 0. Combining all of the above we have
E
[
max
w∈[wt,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)]
‖ℓ̂t − χ(it=j)ℓt,j1‖2∇2Ψ−1t (w)
]
≤
∑
i6=j
ηt,i
2
√
E[wt,i]
+E
χ(it=j)
ηt,j
2
(
ℓt,j
wt,j
− ℓt,j
)2
w
3/2
t,j +
∑
i6=j
ℓ2t,j
ηt,i
2
w
3/2
t,i

=
∑
i6=j
ηt,i
2
√
E[wt,i] + E
ηt,j
2
(ℓt,j(1 − wt,j))2 w1/2t,j +
∑
i6=j
ℓ2t,j
ηt,i
2
w
3/2
t,i wt,j

≤
∑
i6=j
ηt,i + ηt,j
2
(√
E[wt,i] + E[wt,i]
)
.
Now the stability term is bounded by Lemma C.4. Next we proceed to bound the penalty term in a
slightly different way. Direct computation yields
DΦt(−L̂t−1,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u)) = −Φt(−L̂t) + Φt(−L̂t−1)− 〈−L̂t−1 + L̂t, u〉
+Φt(∇Φ∗t (u))− Φt(∇Φ∗t (u))
= −Φt(−L̂t) + Φt(−L̂t−1)− 〈ℓ̂t, u〉.
(11)
Using the next lemma and telescoping will result in a bound for the sum of the penalty terms
Lemma C.5. Let u = ei∗ be the optimal algorithm. For any wt+1 such that wt+1 = ∇Φt+1(−L̂t)
and ηt+1 ≤ ηt it holds that
DΦt+1(−L̂t,∇Φ∗t+1(u))−DΦt(−L̂t,∇Φ∗t (u)) ≤ 4
∑
i6=i∗
(
1
ηt+1,i
− 1
ηt,i
)(√
wt+1,i − 1
2
wt+1,i
)
.
Proof.
DΦt+1(−L̂t,∇Φ∗t+1(u))−DΦt(−L̂t,∇Φ∗t (u)) = Φt+1(−L̂t)− Φt(−L̂t) + Φ∗t+1(u)− Φ∗t (u)
− 〈u, L̂t − L̂t〉
= Φt+1(−L̂t)− Φt(−L̂t) + Ψt+1(u)−Ψt(u)
= Φt+1(−L̂t)− Φt(−L̂t)− 2
(
1
ηt+1,i∗
− 1
ηt,i∗
)
= 〈wt+1,−L̂t〉 −Ψt+1(wt+1)− Φt(−L̂t)
− 2
(
1
ηt+1,i∗
− 1
ηt,i∗
)
≤ 〈wt+1,−L̂t〉 −Ψt+1(wt+1)− 〈wt+1,−L̂t〉+Ψt(wt+1)
− 2
(
1
ηt+1,i∗
− 1
ηt,i∗
)
≤ 4
∑
i6=i∗
(
1
ηt+1,i
− 1
ηt,i
)(√
wt+1,i − 1
2
wt+1,i
)
.
The first equality holds by Fenchel duality and the definition of Bregman divergence. The second
equality holds by the fact that on the simplex Φ∗t (·) = Ψt(·). The third equality holds because
Ψt(u) = −4(
√
1 − 12 ). The fourth equality holds because wt+1 is the maximizer of 〈−L̂t, w〉 +
Ψt+1(w) and this is exactly how Φt+1(−L̂t) is defined. The first inequality holds because
−Φt(−L̂t) = max
w∈∆K−1
〈−L̂t, w〉+Ψt(w)
≤ 〈−L̂t, wt+1〉+Ψt(wt+1).
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The final inequality holds becauseΨt(wt+1)−Ψt+1(wt+1) = 4
∑
i(1/ηt+1,i− 1/ηt,i)(
√
wt+1,i−
wt+1,i/2) and the fact that
√
wt+1,i∗ − 12wt+1,i∗ ≤ 12 .
Next we focus on the OMD update. By the 3-point rule for Bregman divergence we can write
〈ℓ̂t, wt − u〉 = 〈∇Ψt(wt)−∇Ψt(w˜t+1), wt − u〉 = DΨt(u,wt)−DΨt(u, w˜t+1) +DΨt(wt, w˜t+1)
≤ DΨt(u,wt)−DΨt(u, ŵt+1) +DΨt(wt, w˜t+1),
〈ℓ̂t+1, ŵt+1 − u〉 ≤ DΨt+1(u, ŵt+1)−DΨt+1(u, ŵt+2) +DΨt+1(ŵt+1, w˜t+2),
where the first inequality follows from the fact that DΨt(u, w˜t+1) ≤ DΨt(u, ŵt+1) as ŵt+1 is the
projection of w˜t+1 with respect to the Bregman divergence onto∆K−1.
We now explain how to control each of the terms. First we begin by matchingDΨt+1(u, ŵt+1) with−DΨt(u, ŵt+1).
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1) = Ψt+1(u)−Ψt(u) + Ψt(ŵt+1)−Ψt+1(ŵt+1)
+〈∇Ψt(ŵt+1), u− ŵt+1〉 − 〈∇Ψt+1(ŵt+1), u− ŵt+1〉
= −2
(
1
ηt+1,i∗
− 1
ηt,i∗
)
−4
∑
i
(√
ŵt+1,i − 1
2
ŵt+1,i
)(
1
ηt,i
− 1
ηt+1,i
)
−2
(
1√
ŵt+1,i∗
− 1
)(
1
ηt,i∗
− 1
ηt+1,i∗
)
+2
∑
i
ŵt+1,i
(
1√
ŵt+1,i
− 1
)(
1
ηt,i
− 1
ηt+1,i
)
,
= 2
(
1
ηt,i∗
− 1
ηt+1,i∗
)
−2
(
1√
ŵt+1,i∗
− 1
)(
1
ηt,i∗
− 1
ηt+1,i∗
)
−2
∑
i
√
ŵt+1,i
(
1
ηt,i
− 1
ηt+1,i
)
,
where we have set u = ei∗ . Since the step size schedule is non-decreasing during OMD updates, we
have that the above is bounded by
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1) ≤ 2
(
1
ηt,i∗
− 1
ηt+1,i∗
)
− 2
(
1√
ŵt+1,i∗
− 1
)(
1
ηt,i∗
− 1
ηt+1,i∗
)
≤ −2
(
1√
ŵt+1,i∗
− 2
)(
1
ηt,i∗
− 1
ηt+1,i∗
)
.
(12)
Next we explain how to control the terms DΨt(wt, w˜t+1) and DΨt+1(ŵt+1, w˜t+2). These can be
thought of as the stability terms in the FTRL update.
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Lemma C.6. For iterates generated by the OMD step in Equation 9 and any j it holds that
E[DΨt(wt, w˜t+1)] ≤
K∑
i=1
ηt,i
2
√
E[wt,i],
E[DΨt(wt, w˜t+1)] ≤
∑
i6=j
ηt,i
2
√
E[wt,i] +
ηt,i + ηt,j
2
E[wt,i],
E[DΨt+1(ŵt+1, w˜t+2)] ≤
K∑
i=1
ηt+1,i
2
√
E[ŵt+1,i],
E[DΨt+1(ŵt+1, w˜t+2)] ≤
∑
i6=j
ηt+1,i
2
√
E[wt,i] +
ηt+1,i + ηt+1,j
2
E[wt,i],
where w˜t+1 is any iterate such that ŵt+1 = argminw∈∆K−1 DΨt(w, w˜t+1).
Proof. We show the first two inequalities. The second couple of inequalities follow similarly. First
we notice that we have
ŵt+1 = argmin
w∈∆K−1
〈w, ℓ̂t〉+DΨt(w,wt+1) = argmin
w∈∆K−1
〈w, ℓ̂t − α1k〉+DΨt(w,wt+1),
for any α. This implies that ŵt+1 = argminw∈∆K−1 DΨt(w, w˜t+1) for w˜t+1 =
argminw∈RK 〈w, ℓ̂t − α1k〉+DΨt(w,wt+1). We can now write
DΨ∗t (∇Ψt(w˜t+1),∇Ψt(wt)) = DΨ∗t (∇Ψt(wt)− ℓ̂t + α1k,∇Ψt(wt))
≤ max
w∈[wt,∇Ψ∗t (∇Ψt(wt)−ℓ̂t+α1k)]
‖ℓ̂t − α1k‖2∇2Ψ−1t (w).
The proof is finished by Lemma C.4.
Finally we explain how to control DΨt(u,wt) and DΨt+1(u, ŵt+2). First by Lemma C.1 it holds
that
DΨt(u,wt) = DΦt(−Lt−1,∇Φ∗t (u)).
This term can now be combined with the term −DΦt−1(−Lt−1,∇Φ∗t−1(u)) coming from the prior
FTRL update and both terms can be controlled through Lemma C.5. To control −DΨt+1(u, ŵt+2)
we show that −DΨt+1(u, ŵt+2) = −DΦt+1(−L̂t+1,∇Φ∗t+1(u)). This is done by showing that if
ŵt+1 and ŵt+2 are defined as in Equation 9 we can equivalently write ŵt+2 as an FTRL step coming
from a slightly different loss.
Lemma C.7. Let ŵt+2 be defined as in Equation 9. Let νt+1 be the constant such that
∇Φt+1(−L̂t) = ∇Ψ∗t+1(−L̂t + νt1k). Let L̂t+1 = (1k − e) ⊙ (L̂t − (νt−1 + νt)1k) + 1β e ⊙
((L̂t − (νt−1 + νt)1k)) + ℓ̂t+1 and ηt+2 = ηt+1. Then (L̂t+1)i ≥ 0 for all i ∈ [K] and
ŵt+2 = wt+2 = ∇Φt+2(−L̂t+1).
Proof. By the definition of the update we have
ŵt+1 = ∇Φt(∇Ψt(wt)− ℓ̂t) = ∇Φt(−L̂t + νt−11k)
= ∇Ψ∗t (−L̂t + (νt−1 + νt)1k),
ŵt+2 = ∇Φt+1(∇Ψt+1(ŵt+1)− ℓ̂t+1),
where in the first inequality we have used the fact that Ψt(wt) = −Lt−1 + νt−11k. For any i such
that the OMD update increased the step size, i.e. ηt+1,i = βηt,i it holds from the definition of
∇Ψt+1(·) that ∇Ψt+1(w)i = 1β∇Ψt(w)i. Since ∇Ψ∗t inverts∇Ψt coordinate wise, we can write
∇Ψt+1(ŵt+1)i = 1
β
∇Ψt(ŵt+1)i = 1
β
(−L̂t + (νt−1 + νt)1k)i.
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If we let e be the the sum of all ei’s such that ηt+1,i = βηt,i we can write
ŵt+2 = ∇Φt+1
(
(1k − e)⊙ (−L̂t + (νt−1 + νt)1k) + 1
β
e⊙ ((−L̂t + (νt−1 + νt)1k))− ℓ̂t+1
)
.
The fact that L̂t+1,i ≥ 0 for any i follows since any coordinate∇Ψt(ŵt+1)i ≤ 0 which implies that
any coordinate of (−L̂t + (νt−1 + νt)1k)i ≤ 0.
We can finally couple −DΦt+1(−L̂t+1,∇Φ∗t+1(u)) with the term from the next FTRL step which
is DΦt+2(−L̂t+1,∇Φ∗t+2(u)) and use Lemma C.5 to bound the sum of this two terms. Putting
everything together we arrive at the following regret guarantee.
Theorem C.8. The regret bound for Algorithm 2 for any step size schedule which is non-increasing
on the FTRL steps and any T0 satisfies
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
≤
T∑
t=T0+1
∑
i6=i∗
E[
3
2
ηt,i
√
wt,i +
ηt,i + ηt,i∗
2
wt,i] +
T0∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
+ E [Ψ1(u)−Ψ1(w1)] + E
 ∑
t∈[T ]\TOMD
4
∑
i6=i∗
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
) .
Proof. Let TFTRL be the set of all rounds in which the FTRL step is taken except for all rounds
immediately before the OMD step and immediately after the OMD step. Let TOMD be the set of all
round immediately before the OMD step. The regret is bounded as follows:
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
=
∑
t∈TFTRL
E
[
〈ℓ̂t, wt − u〉
]
+
∑
t∈[T ]\TFTRL
E
[
〈ℓ̂t, wt − u〉
]
=
∑
t∈[T ]\TFTRL
E
[
〈ℓ̂t, wt − u〉
]
+
∑
t∈TFTRL
E
[
〈ℓ̂t, wt〉+Φt(−L̂t)− Φt(−L̂t−1)
+DΦt(−L̂t−1,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
.
For any T0, by the stability bound in Lemma C.4 we have
∑
t∈TFTRL
E
[
〈ℓ̂t, wt〉+Φt(−L̂t)− Φt(−L̂t−1)
]
≤
∑
t∈TFTRL
⋂{[T0]}
K∑
i=1
ηt,i
2
√
E[wt,i]
+
∑
t∈TFTRL\{[T0]}
∑
i6=i∗
E[
ηt,i
2
(
√
wt,i + wt,i)].
Next we consider the penalty term∑
t∈TFTRL
E
[
DΦt(−L̂t−1,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
= E [DΦ1(0,∇Φ∗1(u))]
+
∑
t+1∈TFTRL
E
[
DΦt+1(−L̂t,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
− E
[ ∑
t∈TOMD
DΦt−1(−L̂t−1,∇Φ∗t−1(u))
]
+E
[ ∑
t∈TOMD
DΦt+2(−L̂t+1,∇Φ∗t+2(u))
]
− E
[
DΦT (−L̂T ,∇Φ∗T (u))
]
.
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We are now going to complete the penalty term by considering the extra terms which do not bring
negative regret from
∑
t∈[T ]\TFTRL E[〈ℓ̂t, wt − u〉].∑
t∈[T ]\TFTRL
E[〈ℓ̂t, wt − u〉] ≤
∑
t∈TOMD
E [DΨt(u,wt)−DΨt(u, ŵt+1) +DΨt(wt, w˜t+1)]
+
∑
t∈TOMD
E
[
DΨt+1(u, ŵt+1)−DΨt+1(u, ŵt+2) +DΨt+1(ŵt+1, w˜t+2)
]
+
∑
t∈TOMD
E
[
〈ℓ̂t+2, wt+2〉+Φt+2(−L̂t+2)− Φt+2(−L̂t+1)
]
+
∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2(u))−DΦt+2(−L̂t+2,∇Φ∗t+2(u))
]
=
∑
t∈TOMD
E
[
〈ℓ̂t+2, wt+2〉+Φt+2(−L̂t+2)− Φt+2(−L̂t+1) +DΨt(wt, w˜t+1) +DΨt+1(ŵt+1, w˜t+2)
]
+
∑
t∈TOMD
E
[
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1)
]
+
∑
t∈TOMD
E
[
DΦt(−L̂t−1,∇Φ∗t (u))−DΦt+2(−L̂t+2,∇Φ∗t+2(u))
]
+
∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2(u))−DΨt+1(u, ŵt+2)
]
,
where in the first inequality we have used the 3-point rule for Bregman divergence and the definition
of the set τFTRL. For any T0 the term
∑
t∈TOMD
E
[
〈ℓ̂t+2, wt+2〉+Φt+2(−L̂t+2)− Φt+2(−L̂t+1) +DΨt(wt, w˜t+1) +DΨt+1(ŵt+1, w˜t+2)
]
is bounded by Lemma C.4 and Lemma C.6 as follows
∑
t∈TOMD
E
[
〈ℓ̂t+2, wt+2〉+Φt+2(−L̂t+2)− Φt+2(−L̂t+1) +DΨt(wt, w˜t+1) +DΨt+1(ŵt+1, w˜t+2)
]
≤
∑
t∈TOMD\{[T0]}
∑
i6=i∗
E[ηt+2,i
√
wt+2,i +
ηt+2,i + ηt+2,i∗
2
wt+2,i] +
∑
t∈TOMD
⋂{[T0]}
K∑
i=1
ηt,i
2
√
E[wt+2,i],
where we have used the i 6= i∗ bound from the above lemmas for all terms past
T0 and the bound which includes all i ∈ [K] for the first T0 terms. The term∑
t∈TOMD E
[
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1)
]
is bounded from Equation 12 as follows
∑
t∈TOMD
E
[
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1)
] ≤ ∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 2
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
.
By Lemma C.7 and Lemma C.1
∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2(u))−DΨt+1(u, ŵt+2)
]
=
∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2(u))−DΦt+1(−L̂t+1,∇Φ∗t+1(u))
]
.
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Combining all of the above we have
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
≤
T∑
t=T0+1
∑
i6=i∗
E[
3
2
ηt,i
√
wt,i +
ηt,i + ηt,i∗
2
wt,i] +
T0∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 2
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
+
∑
t∈[T ]\TOMD
E
[
DΦt+1(−L̂t,∇Φ∗t+1(u))−DΦt(−L̂t,∇Φ∗t (u))
]
+ E[DΦ1(0,∇Φ∗1(u))]− E[DΦT (−L̂T ,∇Φ∗T (u))].
(13)
Using Lemma C.5 we have that∑
t∈[T ]\TOMD
E
[
DΦt+1(−L̂t,∇Φ∗t+1(u))−DΦt(−L̂t,∇Φ∗t (u))
]
≤
∑
t∈[T ]\TOMD
E
4∑
i6=i∗
(
1
ηt+1,i
− 1
ηt,i
)(√
wt+1,i − 1
2
wt+1,i
) .
By definition of w1 we haveDΦ1(0,∇Φ∗1(u)) = Ψ1(u)−Ψ1(w1). Plugging back into Equation 13
we have
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
≤
T∑
t=T0+1
∑
i6=i∗
E[
3
2
ηt,i
√
wt,i +
ηt,i + ηt,i∗
2
wt,i] +
T0∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
+ E [Ψ1(u)−Ψ1(w1)] + E
 ∑
t∈[T ]\TOMD
4
∑
i6=i∗
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
) .
The algorithm begins by running each algorithm for log (T ) + 1 rounds. We set the probability
thresholds so that ρ1 = max(36, (2k)), ρj = 2ρj−1 and 1ρn ≥ 1T , so that n ≤ log2(T ). The
sizes of the epochs are as follows. The first epoch was of size K log (T ) + K , each epoch after
doubles the size of the preceding one so that the number of epochs is bounded by log (T ). In the
beginning of each epoch, except for the first epoch we check if wt,i < 1ρ1 . If it is we increase
the step size ηt+1,i = βηt,i and run the OMD step. Let the τ -th epoch have size sτ . Let 1ρτ be
the largest threshold which was not exceeded during epoch τ . We require that each of the algo-
rithms have the following expected regret bound under the unbiased rescaling of the losses R¯i(t):
E[R¯i(
∑S
τ=1 sτ )] ≤
∑S
τ=1 E[
√
ρτR(sτ )]. This can be ensured by restarting the algorithms in the
beginning of the epochs if at the beginning of epoch τ it happens that wt,i > 1ρτ−1 . Let ℓt be the
loss over all possible actions. Let it be the algorithm selected by the corralling algorithm at time t.
Let a∗ be the best overall action.
Lemma C.9. Let R¯i∗(·) be a function upper bounding the expected regret of Ai∗ , E[Ri∗(·)]. For
any η such that η1,i ≤ mint∈[T ]
(
1−exp
(
− 1
log(T )2
))√
t
50R¯i(t)
, ∀i ∈ [K] it holds that
E
[
T∑
t=1
ℓt(ait,jt)− ℓt(a∗)
]
≤
T∑
t=T0+1
∑
i6=i∗
E[
3
2
(ηt,i + ηt,i∗)(
√
wt,i + wt,i)] +
T0∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+E [Ψ1(u)−Ψ1(w1)] + E
 ∑
t∈[T ]\TOMD
4
∑
i6=i∗
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
)+ 1 + 2KE[Ri∗(T )].
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Proof. First we note that E[ℓ̂t(i∗)] = E
[
wi∗,t
ℓt(ai∗,jt )
wi∗,t
]
= E[ℓt(ai∗,jt)]. Using Theorem C.8 we
have
T∑
t=1
E [ℓt(ait,jt)− ℓt(a∗)] =
T∑
t=1
E [ℓt(ai∗,jt)− ℓt(a∗)] +
T∑
t=1
E
[
〈ℓ̂t, w¯t − u〉
]
≤
T∑
t=1
E
[
ℓ̂t(i
∗)− ℓt(a∗)
]
+
T∑
t=T0+1
∑
i6=i∗
E[
3
2
(ηt,i + ηt,i∗)(
√
wt,i + wt,i)] +
T0∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
+ E [Ψ1(u)−Ψ1(w1)] + E
 ∑
t∈[T ]\TOMD
4
∑
i6=i∗
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
)+ 1.
Let us focus on
∑T
t=1 E
[
ℓ̂t(i
∗)− ℓt(a∗)
]
− 2∑t∈TOMD E [( 1√ŵt+1,i∗ − 3
)(
1
ηt,i∗
− 1ηt+1,i∗
)]
.
By our assumption on Ai∗ it holds that
T∑
t=1
E
[
ℓ̂t(i
∗)− ℓt(a∗)
]
≤ E
Ri∗(log(T )∑
τ=1
sτ )
 ≤ log(T )∑
τ=1
E[
√
ρτRi∗(sτ )].
We now claim that during epoch τ there is a t in that epoch such that also t ∈ TOMD and for which
wt,i∗ ≤ 1ρτ−1 . We consider two cases, first if OMD was invoked because at least one of the proba-
bility thresholds ρs was passed by a wts,i∗ , we must have ρs ≤ ρτ . Also by definition of ρτ as the
largest threshold not passed by any wt,i∗ there exists at least one t′ ≥ ts for which 1ρτ−1 ≥ wt′,i∗ >
1
ρτ
. This implies that we have subtracted at least 2E
[(
1√
ŵt′+1,i∗
− 3
)(
1
ηt′,i∗
− 1ηt′+1,i∗
)]
≥
2E
[(√
ρτ−1 − 3
)(
1
ηt′,i∗
− 1ηt′+1,i∗
)]
. In the second case we have that for all t in epoch τ it holds
that 1ρτ−1 ≥ wt,i∗ > 1ρτ or wt,i∗ > 1ρ1 . In the second case we only incur regret E[R1(t)] scaled
by 2K and in the first case the OMD played in the beginning of the epoch has resulted in at least
−2E
[(√
ρτ−1 − 3
)(
1
ηt,i∗
− 1ηt+1,i∗
)]
negative contribution, where t indexes the beginning of the
epoch. We set β = e1/ log(T )
2
and now evaluate the difference 1ηt,i∗ −
1
ηt+1,i∗
≥
(
1− 1β
) √
t
25η1,i∗
.
Where we have used the fact that ηt,i∗ ≤ η1,i∗β
log2(T )
2
log(T )2
√
t
≤ 25η1,i∗√
t
. Let β′ =
(
1− 1β
)
. Thus if tτ
is the beginning of epoch τ we subtract at least β
′
√
tτρτ−1
25η1,i∗
. Notice that the length of each epoch sτ
does not exceed 2tτ , thus we have
log(T )∑
τ=1
E[
√
ρτRi∗(sτ )] ≤
log(T )∑
τ=1
E[
√
ρτRi∗(2tτ )],
and so as long as we set η1,i∗ ≤ β
′
√
2tτ
50R¯i∗ (2tτ )
, where E[Ri∗(2tτ )] ≤ R¯i∗(2tτ ) we have
log(T )∑
τ=1
E[
√
ρτRi∗(2tτ )]− 2
∑
t∈TOMD
E
[(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
≤
log(T )∑
τ=1
E[
√
ρτRi∗(2tτ )−√ρτRi∗(2tτ )] ≤ 0.
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We can now use the self-bounding trick of the regret as in Zimmert and Seldin [2018] to finish the
proof. Let µ∗ denote the reward of the best arm. First note that we can write
E
[
T∑
t=1
ℓt(ait,jt)− ℓt(a∗)
]
= E
[
T∑
t=1
χit 6=i∗(ℓt(ait,jt)− µ∗)
]
+ E [Ri∗(Ti∗(T ))]
≥ E
[
T∑
t=1
K∑
i=1
wt,iχit 6=i∗(ℓt(ait,jt)− µ∗)
]
≥ E
 T∑
t=1
∑
i6=i∗
wt,i∆i
 .
Theorem C.10. Let R¯i∗(·) be a function upper bounding the expected regret of Ai∗ , E[Ri∗(·)]. For
any η such that η1,i ≤ mint∈[T ]
(
1−exp
(
− 1
log(T )2
))√
t
50R¯i(t)
, ∀i ∈ [K] and β = e1/ log(T )2 it holds that
the expected regret of Algorithm 2 is bounded as
E [R(T )] ≤
∑
i6=i∗
1500(1/η1,i + η1,i)
2
∆i
(
log
(
T∆i − 15η1,i
T0∆i − 15η1,i
)
+ log
(
225η21,i∆i/∆1
))
+
∑
i∈[K]
8
η1,i
√
K
+ 2 + 4KRi∗(T ),
where T0 = maxi6=i∗
225η21,i
∆i
.
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Proof of Theorem 5.2. By Lemma C.9 we have that the overall regret is bounded by
E[R(T )] ≤
T∑
t=T0+1
∑
i6=i∗
E[
3
2
(ηt,i + ηt,i∗)(
√
wt,i + wt,i)] +
T0∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+E [Ψ1(u)−Ψ1(w1)] + E
 ∑
t∈[T ]\TOMD
4
∑
i6=i∗
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
)
+1 + 2KE[Ri∗(T )]
≤
T∑
t=T0+1
∑
i6=i∗
E[
75η1,i
2
√
t
(
√
wt,i + wt,i)] +
T0∑
t=1
K∑
i=1
E
[
25η1,i
2
√
t
√
wt,i
]
+E [Ψ1(u)−Ψ1(w1)] + E
 T∑
t=1
∑
i6=i∗
10
η1,i
√
t
(√
wt,i
)
+1 + 2KE[Ri∗(T )]
≤
T∑
t=T0+1
∑
i6=i∗
E[
75η1,i
2
√
t
(
√
wt,i + wt,i)] +
T0∑
t=1
K∑
i=1
E
[
25η1,i
2
√
t
√
wt,i
]
+E [Ψ1(u)−Ψ1(w1)] + E
 T∑
t=1
∑
i6=i∗
10
η1,i
√
t
(√
wt,i
)
+1 + 2KE[Ri∗(T )] + E[R(T )]− E
 T∑
t=1
∑
i6=i∗
wt,i∆i

≤
T∑
t=T0+1
∑
i6=i∗
E[
75η1,i√
t
(
√
wt,i + wt,i)] +
T0∑
t=1
K∑
i=1
E
[
25η1,i√
t
√
wt,i
]
+2E [Ψ1(u)−Ψ1(w1)] + E
 T∑
t=1
∑
i6=i∗
20
η1,i
√
t
(√
wt,i
)
+2 + 4KE[Ri∗(T )]− E
 T∑
t=1
∑
i6=i∗
wt,i∆i
 .
In the first inequality we used the fact that for any i we have ηt,i ≤ 25η1,i/
√
t, in the second
inequality we have used the self bounding property derived before the statement of the theorem
and in the third inequality we again used the bound on the expected regret E[R(T )] from the first
inequality. We are now going to use the fact that for any w > 0 it holds that 2α
√
w−βw ≤ α2β . For
t ≤ T0 we have
T0∑
t=1
∑
i6=i∗
(
20
√
wt,i√
t
(
1
η1,i
+ η1,i
)
−∆iwt,i
)
≤
T0∑
t=1
∑
i6=i∗
1500(1/η1,i + η1,i)
2
t∆i
.
For t > T0 we have
T∑
T0+1
∑
i6=i∗
(√
wt,i√
t
(
20
η1,i
+ 75η1,i
)
−
(
∆i − 15η1,i√
t
)
wt,i
)
≤
T∑
t=T0+1
∑
i6=i∗
1500(1/η1,i + η1,i)
2
t∆i − 15η1,i
√
t
≤
∑
i6=i∗
∫ T
T0
1500(1/η1,i + η1,i)
2
t∆i − 15η1,i
√
t
dt
=
1500(1/η1,i + η1,i)
2
∆i
log
(
15η1,i − T∆i
15η1,i − T0∆i
)
.
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We now choose T0 = maxi6=i∗
225η21,i
∆i
. To bound E [Ψ1(u)−Ψ1(w1)] we have set w1 to be the
uniform distribution over theK algorithms and recall thatΨ1(w) = −4
∑
i
√
wi− 12wi
η1,i
. This implies
Ψ1(u)−Ψ1(w1) ≤
∑
i∈[K]
4
η1,i
√
K
. Putting everything together we have
E [R(T )] ≤
∑
i6=i∗
1500(1/η1,i + η1,i)
2
∆i
(
log
(
T∆i − 15η1,i
T0∆i − 15η1,i
)
+ log
(
225η21,i/∆i
))
+
∑
i∈[K]
8
η1,i
√
K
+ 2 + 4KRi∗(T )
To parse the above regret bound in the stochastic setting we note that the min-max regret bound
for the k-armed problem is Θ(
√
kT ). Most popular algorithms like UCB, Thompson sampling
and mirror descent have a regret bound which is (up to poly-logarithmic factors) O(
√
kT ). If we
were to corral only such algorithms, the condition of the theorem implies that 1η1,i ∈ O˜(
√
k) as
√
t
R¯i(t)
≤ O(1), ∀t ∈ [T ]. What happens, however, if algorithm Ai has a worst case regret bound of
the order ω(
√
T )? For the next part of the discussion we only focus on time horizon dependence.
As a simple example suppose that Ai has worst case regret of T 2/3 and that Ai∗ has a worst case
regret of
√
T . In this case Theorem C.8 tells us that we should set η1,i = O˜(1/T 1/6) and hence the
regret bound scales at least as Ω(T 1/3/∆i + E[Ri∗(T )]). In general if the worst case regret bound
of Ai is in the order of Tα we have a regret bound scaling at least as T 2α−1/∆i.
C.3 Stability of UCB and UCB-like algorithms under a change of environment
In this section we discuss how the regret bounds for UCB and similar algorithms change when-
ever the variance of the stochastic losses is rescaled by Algorithm 2. Assume that the UCB algo-
rithm plays against stochastic rewards bounded in [0, 1]. We begin by noting that after every call to
OMD-STEP (Algorithm 6) the UCB algorithm should be restarted with a change in the environment
which reflects that the variance of the losses has now been rescaled. Let the UCB algorithm of inter-
est be Ai. If the OMD step occurred at time t′ and it was the case that 1ρs−1 ≥ wt′,i > 1ρs , then we
know that the rescaled rewards will be in [0, ρs] until the next time the UCB algorithm is restarted.
This suggests that the confidence bound for arm j at time t should become
√
ρ2s log(t)
Ti,j(t)
. However,
we note that the second moment of the rescaled rewards is only ℓt(ai,jt )
2
wt,i
. A slightly more careful
analysis using Bernstein’s inequality for martingales (e.g. Lemma 10 Bartlett et al. [2008]) allows
us to show the following.
TheoremC.11 (Theorem 5.3 formal). Suppose that during epoch τ of size T UCB-I is restarted and
its environment was changed by ρs so that the upper confidence bound is changed to
√
4ρs log(t)
Ti,j(t)
+
4ρs log(t)
3Ti,j(t)
for arm j at time t. Then the expected regret of the algorithm is bounded by
E[Ri(T )] ≤
√
8ρskiT log (T )
Proof of Theorem 5.3. Let the reward of arm j at time t be rt,j and the rescaled reward be r̂t,j .
Without loss of generality assume that the arm with highest reward is j = 1. Denote the mean of
arm j as µj and denote the mean of the best arm as µ∗. During this run of UCB we know that each
|r̂t,j | ≤ ρs. Further if we denote the probability with which the algorithm is sampled at time t as
wt,i we have E[r̂t,j−µj |w1:t−1,i] = 0 and hence rt,j−µj is a martingale difference. Further notice
that the conditional second moment of rt,j is E[r̂2t,j |w1:t−1,i] = E[wt,i
r2t,j
w2t,i
+ 0|w1:t−1,i] ≤ ρ. Let
Yt = (r̂τ,j − µj). Bernstein’s inequality for martingales (Bartlett et al. [2008][Lemma 10]) now
implies that P
[∑T
t=1 Yt >
√
2T ρ log (1/δ) + 23ρ log (1/δ)
]
≤ δ. This implies that the confidence
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bound should be changed to √
4ρs log (t)
Ti,j(t)
+
4ρs log (t)
3Ti,j(t)
.
Following the standard proof of UCB we can now conclude that a suboptimal arm can be pulled at
most Ti,j(t) times up to time t where
2∆j ≥
√
4ρs log (t)
Ti,j(t)
+
4ρs log (t)
3Ti,j(t)
.
This implies that
E [Ti,j(t)] ≤ 8ρs log (t)
∆2j
.
Next we bound the regret of the algorithm up to time t as follows:
E[Ri(t)] ≤
∑
j 6=1
∆jE [Ti,j(t)] =
∑
j 6=j∗
√
E [Ti,j(t)]
√
∆2jE [Ti,j(t)]
≤
∑
j 6=j∗
√
E [Ti,j(t)]
√
8ρs log (t) ≤ ki
√
1
ki
∑
j
E[Ti,j(t)] =
√
8ρskit log (t).
In general the argument can be repeated for other UCB-type algorithms (e.g. Successive Elimina-
tion) and hinges on the fact that the rescaled rewards r̂t,j have second moment bounded by ρ since
with probability wt,i we have r̂2t,j =
r2t,j
w2t,i
and with probability 1 − wt,i it equals r̂2t,j = 0. We are
not sure if similar arguments can be carried out for more delicate versions of UCB, like KL-UCB
and leave it as future work to check.
D Regret bound in the adversarial setting
We now consider the setting in which the best overall arm does not maintain a gap at every round.
For simplicity for the rest of this section we assume that η1,i = η for all i ∈ [K]. Following the
proof of Theorem C.8 we are able to show the following.
Theorem D.1. The regret bound for Algorithm 2 for any step size schedule which is non-increasing
on the FTRL steps satisfies
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
≤ 2η
√
KT +
4
√
KT
η
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
.
Proof. From the proof of Theorem C.8 we have
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
=
∑
t∈[T ]\TFTRL
E
[
〈ℓ̂t, wt − u〉
]
+
∑
t∈TFTRL
E
[
〈ℓ̂t, wt〉+Φt(−L̂t)− Φt(−L̂t−1)
+DΦt(−L̂t−1,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
.
Lemma C.4 implies∑
t∈TFTRL
E
[
〈ℓ̂t, wt〉+Φt(−L̂t)− Φt(−L̂t−1)
]
≤
∑
t∈TFTRL
K∑
i=1
ηt,i
2
√
E[wt,i].
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As before the penalty term is decomposed as follows∑
t∈TFTRL
E
[
DΦt(−L̂t−1,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
= E [DΦ1(0,∇Φ∗1(u))]
+
∑
t+1∈TFTRL
E
[
DΦt+1(−L̂t,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
− E
[ ∑
t∈TOMD
DΦt−1(−L̂t−1,∇Φ∗t−1(u))
]
+E
[ ∑
t∈TOMD
DΦt+2(−L̂t+1,∇Φ∗t+2(u))
]
− E
[
DΦT (−L̂T ,∇Φ∗T (u))
]
.
Next the term
∑
t∈[T ]\TFTRL E[〈ℓ̂t, wt − u〉] is again decomposed as in the proof of Theorem C.8∑
t∈[T ]\TFTRL
E[〈ℓ̂t, wt − u〉]
≤
∑
t∈TOMD
E
[
〈ℓ̂t+2, wt+2〉+Φt+2(−L̂t+2)− Φt+2(−L̂t+1) +DΨt(wt, w˜t+1) +DΨt+1(ŵt+1, w˜t+2)
]
+
∑
t∈TOMD
E
[
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1)
]
+
∑
t∈TOMD
E
[
DΦt(−L̂t−1,∇Φ∗t (u))−DΦt+2(−L̂t+2,∇Φ∗t+2(u))
]
+
∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2(u))−DΨt+1(u, ŵt+2)
]
.
Using Lemma C.4 and Lemma C.6 we bound the first term of the above inequality as∑
t∈TOMD
E
[
〈ℓ̂t+2, wt+2〉+Φt+2(−L̂t+2)− Φt+2(−L̂t+1) +DΨt(wt, w˜t+1) +DΨt+1(ŵt+1, w˜t+2)
]
≤
∑
t∈TOMD
K∑
i=1
ηt,i
2
√
E[wt+2,i]
The term
∑
t∈TOMD E
[
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1)
]
is bounded from Equation 12 as follows
∑
t∈TOMD
E
[
DΨt+1(u, ŵt+1)−DΨt(u, ŵt+1)
] ≤ ∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 2
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
.
By Lemma C.7 and Lemma C.1∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2)−DΨt+1(u, ŵt+2)
]
=
∑
t∈TOMD
E
[
DΦt+2(−L̂t+1,∇Φ∗t+2)−DΦt+1(−L̂t+1,∇Φ∗t+2)
]
.
Combining all of the above we have
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
≤
T∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 2
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
+
∑
t∈[T ]\TOMD
E
[
DΦt+1(−L̂t,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
+ E[DΦ1(0,∇Φ∗1(u))]− E[DΦT (−L̂T ,∇Φ∗T (u))].
(14)
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The last two terms are bounded in the same way as in the proof of Theorem C.8∑
t∈[T ]\TOMD
E
[
DΦt+1(−L̂t,∇Φ∗t (u))−DΦt(−L̂t,∇Φ∗t (u))
]
+ E[DΦ1(0,∇Φ∗1(u))]− E[DΦT (−L̂T ,∇Φ∗T (u))]
≤E [Ψ1(u)−Ψ1(w1)] + E
 ∑
t∈[T ]\TOMD
4
∑
i6=i∗
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
)
Plugging back into Equation 14 we have
E
[
T∑
t=1
〈ℓ̂t, wt − u〉
]
≤
T∑
t=1
K∑
i=1
E
[ηt,i
2
√
wt,i
]
+ E [Ψ1(u)−Ψ1(w1)]
+ 4E
 ∑
t∈[T ]\TOMD
K∑
i=1
(
1
ηt,i
− 1
ηt−1,i
)(√
wt,i
)
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
≤
T∑
t=1
η
√
K
t
+
√
K + 4
∑
t∈[T ]\TOMD
√
K
2η
√
t− 1
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
≤ 2η
√
KT +
4
√
KT
η
+
∑
t∈TOMD
E
[
−2
(
1√
ŵt+1,i∗
− 3
)(
1
ηt,i∗
− 1
ηt+1,i∗
)]
Following the proof of Lemma C.9 and replacing the bound on E
[∑T
t=1〈ℓ̂t, wt − u〉
]
from Theo-
rem C.8 with the one from Theorem D.1 yields the next result.
Theorem D.2. Let R¯i∗(·) be a function upper bounding the expected regret of Ai∗ , E[Ri∗(·)]. For
any η ≤ mint∈[T ]
(
1−exp
(
− 1
log(T )2
))√
t
50R¯i∗ (t)
and β = e1/ log(T )
2
it holds that the expected regret of
Algorithm 2 is bounded as
E
[
T∑
t=1
ℓt(at)− ℓt(a∗)
]
≤ 2η
√
KT +
4
√
KT
η
+ 2KRi∗(T ).
A few remarks are in order. First, when the rewards obey the stochastically constrained adversarial
setting i.e., there exists a gap ∆i at every round between the best action and every other action
during all rounds t ∈ [T ], then the regret for corralling bandit algorithms with worst case regret
bounds of the order O˜(
√
T ) in time horizon is at most O˜(
∑
i6=i∗
log(T )5
∆i
+ KRi∗(T )). On the
other hand, if there is no gap in the rewards then a worst case regret bound is still O˜(
√
KT +
KRi∗(T )). This implies that Algorithm 2 can be used as a model selection tool when we are not
sure what environment we are playing against. For example, if we are not sure if we should use a
contextual bandit algorithm, a linear bandit algorithm or a stochastic multi-armed bandit algorithm,
we can corral all of them and Algorithm 2 will perform almost as well as the algorithm for the best
environment. Further, if we are in a distributed setting where we have access to multiple algorithms
of the same type but not the arms they are playing, we can do almost as well as an algorithm
which plays on all the arms simultaneously. We believe that our algorithm will have numerous other
applications outside of the scope of the above examples.
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