The new generation of genomic technologies have allowed researchers to determine the collective DNA of organisms (e.g., microbes) co-existing as communities across the ecosystem (e.g., within the human host). There is a need for the computational approaches to analyze and annotate the large volumes of available sequence data from such microbial communities (metagenomes).
Introduction
Advances in sequencing technologies have allowed researchers to determine the collective genomes of microbes co-existing as communities across different ecological and human-host environments [1] . This process of sequencing the microbial communities in a collective fashion is referred to as "metagenomics" (see Background Section 2 for details). Determining the content, abundance and functionality of the different microbes within the human-host samples is critical for understanding the pathogenic or symbiotic role played by these microbes.
Sequencing technologies produce short, contiguous fragments (called reads) from random positions of the long genomes. These reads need to be stitched (assembled) together based on the overlap between different reads. In the case of metagenomic sequencing, the challenge of determining the genomes for multiple bacterial species increases several folds. Several computational methods have been developed to tackle the challenges associated with metagenomic analysis [2] .
Clustering methods have been developed for handling the output of metagenomic sequencing projects, which contain a large set of sequence reads of unknown origin. Clustering approaches like CD-HIT [3] , UCLUST [4] and CROP [5] put similar sequences in the same groups (maybe species-specific) and then cluster representatives can be used for the rapid analysis of species diversity within different metagenome samples. Different tools such as DOTUR [6] , Mothur [7] and ES-PRIT [8] improve the process of comparing metagenome samples by using hierarchical clustering to partition the input data into clusters.
In this work, we propose a new, scalable metagenomic sequence clustering algorithm called MC-LSH. The key characteristic of our algorithm is the use of an efficient randomized search technique called "locality sensitivity hashing" (LSH) [9] . LSH has also been used in similarity searching [10] , malware clustering [11] and hierarchical clustering [12] . Similarity among the sequences is computed based on randomly chosen indices that essentially compresses our input sequences. Buhler et. al. [13] used the LSH-based approach to determine all pairs of similar segments between two long genomes. We incorporate the use of fixed-length gapless subsequences, commonly referred to as w-mer to improve the sensitivity of matching pairs of sequences. Using w-mers per index position helps in the identification of conserved regions, and improves the accuracy of comparing sequence pairs. The clustering algorithm follows a greedy, iterative approach that is optimized to work for equal and unequal length sequence sets.
We perform a comprehensive set of experiments evaluating the performance of MC-LSH on two different metagenomic datasets associated with the microbes existing across different human skin locations [14, 15] Our benchmarking focuses on the quality of clustering evaluated using external ground truth, computational complexity (run time and memory usage) and pairwise sequence similarity of sequences within a cluster. Our results demonstrate the strength of MC-LSH in comparison to state-of-the-art sequence clustering algorithms.
We also demonstrate a use-case scenario for MC-LSH. The algorithm is used to compare the diversity of bacterial species across different skin locations. The hypothesis supported by our down stream analysis is also supported by independent scientific findings.
2 Background and Motivation 2.1 Metagenomics Advances in genomic technologies have equipped researchers with the capacity to determine the collective DNA/genome of entire co-existing microbial communities, omnipresent across the ecosystem i.e., sea [16] , soil and human body [17] . In fact, the human body contains one of the most densely populated microbial environments known on earth where over 10 14 microbial cells interact with ours, indicating the ubiquity and relevance of these interactions with regards to health and disease [18] . This collective genomic experiment is defined as "metagenomics", and provides an unbiased view of the diversity and biological potential of these communities [2] .
In the same context, 16S rRNA gene sequencing has been widely used for the analysis of genetic diversity of complex bacterial communities [19] . 16S sequences are marker genes i.e., they are part of most microbial species but have variations in their sequence that allows them to be separated into different bacterial groups [20] . Metagenomic projects follow sequencing of 16S genes (rather than entire genomes) as the first step in identifying and profiling the different communities.
Metagenomic projects pose several computational challenges related to the assembly (determination of multiple, complete genomes from the input of sequencing machines), identification of the different species, annotation and correlation to metadata [2] . Specifically, microbial communities (especially within the human host) are complex, have varying genome lengths, varying abundances, and have never been seen before in reference genome databases. Further, the sequencing technologies have their idiosyncrasies with regards to errors, sequence read lengths and volume of sequences produced (runs into millions).
Several computational approaches have been developed to compare pairs of metagenome samples [7, 6] , cluster metagenome sequences within a metagenome sample [4, 3, 5] and classify metagenome samples into different phylogenetic or taxonomic groups [21] . Clustering of metagenomic samples reduce the complexity associated with analyzing every DNA sequence within a sample. Clustering can lead to groupings that are species-specific and hence, assists in the identifying the content and abundance of microbial species within the metagenome samples. CD-HIT [3] , UCLUST [4] and CROP [5] are state-of-the-art sequence clustering approaches that are used extensively for clustering metagenomic samples, often as the first step for bioinformatic analysis. Below, we provide a brief description of these three approaches:
2.2 UCLUST. UCLUST [4] is a greedy clustering algorithm that achieves its computational efficiency by using gapless, high-scoring common subsequences or segments called as HSPs to compare pairs of sequences. At first, the algorithm identifies exact, gapless, common matches of fixed length (seeds) between sequence pairs and then extends them by allowing for spaces and mismatches between the alignments. Only the seeds having score above a fixed threshold are chosen as valid HSPs.
The algorithm follows an incremental approach to assigns sequences in the input to different clusters. Initially, the clustering solution is maintained as an empty list. Sequences are incrementally added to existing clusters, or used to create new clusters. Each input sequence is compared to the existing cluster representatives using a fast search procedure (USEARCH), that uses the HSPs. If the input sequence finds a matching sequence with one of the cluster representatives, then the sequence is assigned to that particular cluster, otherwise the input sequence forms a new cluster (with itself being the representative). As a pre-processing step, UCLUST requires the input sequences to be sorted in decreasing order of their length. This ensures that the cluster representative is always the largest sequence. [3] is identical in operation to the UCLUST algorithm. Sequences are added to clusters in an incremental, greedy manner. Comparisons are always performed to cluster representatives. CD-HIT differs in UCLUST in the method used to compare pairs of sequences. Short gapped subsequences are used to determine if pairs of sequences are similar according to a preset threshold. If the heuristic, cannot confirm the similarity, an exact sequence alignment is performed.
CD-HIT. CD-HIT
2.4 CROP. CROP [5] follows a different approach in comparison to UCLUST and CD-HIT. It uses a Gaussian mixture model to describe the data and is developed for 16S rRNA marker sequences only. A "center" sequence is used to characterize a specific cluster and the probability that a sequence belongs to a cluster is defined as a function of the distance between the sequence and representative center. Based on Gaussian distributions model, the likelihood of sequence data can be defined. A MCMC-based approach is used to sample from the posterior distribution of the parameters to obtain the optimal clustering solution. The optimal result maximizes the posterior probability, optimizing the number of clusters, their relative abundance levels and the sequences in each cluster. To enhance computational efficiency, CROP uses a hierarchical approach by splitting the data into small blocks and running Bayesian clustering on each block independently, and then later merging these clustering results.
Methods
In this section, we present our approach to cluster the metagenome sequences using a locality sensitive hashing (LSH) based function. The LSH function allows us to reduce the complexity of exact pairwise string matching or sequence alignment. We refer to our approach as MC-LSH (Metagenomic Clustering using LSH). LSH was developed by Indyk et. al. [9] , and later Gionis et. al. [22] modified it for solving highdimensional computational geometry problems such as finding approximate nearest neighbors. Buhler [13] used the LSH approach for determining all pairs of local alignments, given a pair of long genomes. We first review the principles of LSH and then provide a detailed description of the MC-LSH algorithm.
Locality Sensitivity Hashing
Given a nucleotide string s of length n, we construct a randomized hash function. We choose k uniform, random indices i 1 , . . . , i k in the range {1, . . . , n} to define a hash function f (s) given by:
The function f (s), given in Equation 3.1 produces a concatenated string of length k (the number of chosen random indices) from the original string s of length n. DNA sequences are made up of four nucleotides, and the function f (s) creates a mapping between the original 4 n dimensional space to a reduced 4 k dimensional space. As described by Indyk et. al. [9] , function f (s) is called "locality-sensitive" because the probability that a pair of input strings s 1 and s 2 have the same hash value varies directly with their similarity. If the strings s 1 and s 2 are similar i.e., assumed to be differing by at the most r nucleotides, then the probability that they produce the same hash values is given by:
Parameter r is the allowable mismatch factor between the two strings and the probability, P [] is computed over all random choices of the k indices, i 1 , . . . , i k . The LSH function also captures the partial global ordering of nucleotides that are present in the DNA sequences.
We use the hamming distance function denoted by H(, ), to compute the difference between the hash values, f (s 1 ) and f (s 2 ) for comparing the pairs of strings s 1 and s 2 , respectively. Based on the distance function, we can accept pairs of strings that differ by only a few substitutions, while reject pairs that differ by many substitutions. String pairs that match exactly are always be accepted by this function filter.
However, the use of hash function and hamming distance can lead to both false positives and false negatives. A false positive occurs when strings, s 1 and s 2 are dissimilar but hash to the same values i.e., f (s 1 ) = f (s 2 ). This occurs because the function f samples those k indices/positions, that have the same nucleotides (or characters) in the two strings. A false negative occurs when strings s 1 and s 2 are similar (not 100% identical) but have f (s 1 ) = f (s 2 ), because f samples one or more of the k indices where s 1 and s 2 differ. False negatives cannot be detected easily, but can be reduced substantially with multiple repeats of the filtering process. This is done by repeatedly sampling new hash functions i.e., new sets of k indices. In this paper, the number of times or iterations for which the k indices will be sampled is referred by l.
Instead of using a single nucleotide (character) at the randomly chosen index i, we use a gapless subsequence of fixed length per index for our hash function. We refer to the subsequence of length w, starting at position i ∈ 1 . . . n−w of sequence s as w-mer(i). Using the w-mer allows the filtering function to be more exact and reduces false positives, because now we compare w-mers at the k different indices. DNA and protein sequences have local sequential dependencies which can be captured using short, gapless subsequences. As such, the use of w-mers, also referred to as N -grams or k-mers is prevalent in several bioinformatic applications, including sequence assembly, error correction for sequencing [23] , motif detection and sequence classification [24] .
MC-LSH Parameters.
The MC-LSH algorithm has the following parameters: (i) k, the number of sampled indices for the hash key, (ii) l, the number of iterations of hash functions, (iii) w, the length of subsequence and r, the mismatch factor. These parameters influence the clustering results in terms of accuracy, quality and also influence the running time and memory usage of our algorithm.
Number of sampled indices (k) and subsequence length w:
The hash function provides a mapping from the 4 n -dimensional space into 4 k -dimensional space. Using small values for k will lead to small number of partitions, and large number of false positives, since the number of sampled bits or indices will not be enough to disambiguate dissimilar reads.
The use of gapless, subsequence of length w enhances the filtering quality. Instead of comparing a single nucleotide at a given index position, we compare a w-mer at every chosen index. For pairs of strings to hash to the same key value, requires an exact matching of k * w nucleotides. This makes the matching process more stringent and will lead to a reduction in the number of false positives.
Number of hash functions or iterations (l):
The use of multiple hash functions within the MC-LSH reduces the number of false negatives i.e., two sequences that are similar will have a higher chance of being accepted by our filter due to repeated sampling of k indices. The results of multiple iterations is combined using a union set operation i.e., a pair of strings are considered to have the hamming distance between them zero, as long as we see the strings hash to the same values in one of the l iterations (or l samplings). However, using large values of l will lead to dissimilar sequences being mapped to the same hash value and will lead to an increased number of false positives. A good choice of l and k will allow the MC-LSH algorithm to produce sensitive partitioning of the sequence data.
Percentage of mismatches (r):
In order to allow for pairs of strings that are not exactly identical, but similar (i.e., a few nucleotide mismatches) to pass the LSH-based hamming distance filter, the mismatch factor parameter r is implemented as the percentage of allowable mismatches. When r is set to 0%, the LSHbased function will considers strings to be equivalent if and only if all the k nucleotides or k w-mers are exactly identical in both the strings. As an example, when k is set to 64 indices and r is set to 10% mismatch, then pairs of strings that differ by at most 6 nucleotides or 6 w-mers will be considered to be equivalent. In our current approach, each w-mer can be considered a symbol. We do not allow for mismatches within a wmer and is considered as a part of the future directions of this work.
Algorithm Details.
In this section we describe the design of our MC-LSH clustering algorithm. First, we describe our algorithm for handling DNA sequences of equal length and then show the extensions needed for handling unequal length sequences. Some of the genomic technologies produce sequence reads of equal lengths, whereas some produce sequence reads of varying lengths. As such, we evaluate the performance of MC-LSH algorithm for both these scenarios.
In Algorithm 1, we provide the pseudocode for clustering a set of N sequences, S, each having equal length n. For the sake of simplicity, we describe the procedure for one iteration i.e., setting l parameter to 1. The input parameters for this procedure include the number of sampled indices k, w-mer length and r, the percentage mismatch factor. We use the LSH function f (s) for a given string. f() uses the k indices and the w-mers at the chosen k positions to determine the hash value for a given string. The hamming distance function H(, ) is used to compute the distance between a pair of hashed values.
The MC-LSH algorithm is greedy in nature. After initializing the LSH-function, f by choosing k random indices ( Step 2) we compute the hash values for all the sequences in the set, S We begin by choosing the first sequence (could be any one in the set) and assign the sequence to be part of the first cluster. Using the LSH-based hamming distance function, we identify all sequences in S (that do not have a cluster assignment), which have hash values that differ by at most r percentage of k (Step 10). All these set of sequences belong to the same cluster and will be removed from S. We iterate through Steps 5-14 for all all sequences in set S that do not have a cluster assignment.
To improve the ability of our LSH-based function to identify similar sequences, we repeat the procedure described in Algorithm 1 multiple times i.e., l times. For every iteration, a new set of k indices are randomly chosen, giving us a new LSH function at each iteration. We proceed by performing a union operation of the cluster assignments obtained for the current iteration with the previous iteration. Our implementation is optimized, so as to merge clusters from the previous iteration based on the similarity obtained using the new set of k indices. For example, if sequences s x and s y were assigned to two different clusters in the previous iteration, and were found to be similar in the current iteration then the clusters would be merged (unionized).
Unequal length sequences.
The MC-LSH algorithm described above assumes that the sequences provided as input are of equal length. Equal length sequences limit the range of sampled k bits.
To handle sequences of unequal lengths, we determine the sequence with the shortest length n min . Given, a sequence in the input set of length n we compute the LSH values for all n − n min subsequences each of the same length n min . To compare a pair of strings, we use the hamming distance between all pairs of subsequences of length n min generated from the two strings. Choose s x ∈ S , such that C[s x ] == −1 i.e., s x is not assigned
6:
Assign C[s x ] to a new cluster label.
7:
Remove s x from S 8:
for ∀s y ∈ S do
9:
/* For all s y in S that are not assigned, try to assign these sequences the same cluster label */ 10:
/* s x and s y are in the same cluster */
12:
Remove s y from S
13:
end if 14: end for 15: until S is empty and all sequences are assigned. 16 : return C up the computation, we use a greedy approach, where the two strings will be inferred to hash to the same value and belong to the same cluster, if any pair of n min subsequences satisfy the filtering condition as defined by
Step 10 in Algorithm 1.
4 Experimental Evaluation. 4.1 Dataset Description. We perform evaluation of our MC-LSH clustering algorithm on two different human skin microbiome datasets, previously studied by Grice et. al. [15] . The first dataset contains 1130 full-length 16S metagenomic sequences extracted from microbiome at a specific skin location called "auxiliary vault". For the evaluation of our clustering results, we use external labels that are taxonomy class labels for the different sequences. These taxonomy labels were used in a previous study of Hao et. al. [5] . Specifically, the 1130 sequences in this dataset belong to 37 microbial "genera" or lower-level taxonomic class and had sequence lengths varying from 1330 to 1370 nucleotides (characters). In this paper, we refer to this dataset as DS1.
The second dataset contains 112,283 near-fulllength 16S rRNA sequences sampled across 21 different skin locations, from ten healthy human controls. These skin sites were selected because they show a predisposition for bacterial infections. The skin sites are categorized as: (i) sebaceous or oily, (ii) moist (typically skin creases) and (iii) dry, flat surfaces. As given by Grice et. al. [15] , the sebaceous sites include locations like glabella (between the eyebrows), alar crease (side of the nostril), external auditory canal (inside the ear), retroauricular crease (behind the ear), occiput (back of the scalp), manubrium (upper chest) and back. Moist sites include the nare (inside the nostril), auxiliary vault (armpit), antecubital fossa (inner elbow), interdigital web space (between the middle and ring fingers), inguinal crease (side of the groin), gluteal crease (topmost part of the fold between the buttocks), popliteal fossa (behind the knee), plantar heel (bottom of the heel of the foot), toe web space and umbilicus (navel). Dry sites include the volar forearm (inside of the midforearm), hypothenar palm (palm of the hand proximal to the little finger) and buttock. We use the information about skin locations and "genera" as ground truth in our study. The sequence lengths varied from 1280 to 1370 nucelotides (1300 average). We refer to this dataset as DS2.
Equal Length Datasets.
To evaluate the performance of different clustering algorithms on equal length datasets, we perform a pre-processing step where the sequences in DS1 and DS2 are trimmed to the shortest length sequence. This trimming is performed by comparing every sequence to the shortest sequence in the dataset to find the maximum matching gapless subsequence of the shortest length. Note, the use of equal length dataset is to to understand the characteristics of our algorithm. Our approach works equally well on unequal length sequence datasets.
Performance Metrics.
We evaluate the performance of our clustering algorithm by computing metrics related to computational complexity, accuracy and correctness of the results. For the different parameter settings, we report the run-time and memory used by the MC-LSH algorithm, and compare our performance to UCLUST [4] , CD-HIT [3] and CROP [5] . Using ground truth "genera" i.e., taxonomic class labels for each sequence, we determine a weighted average accuracy. Each cluster is assigned to the class/genera which is the most frequent in the cluster, and then the accuracy of this assignment is evaluated by computing the percent of correctly assigned sequences. The reported accuracy is averaged across all clusters, weighted by the The numbers in bold indicate the parameter settings used to compare the MC-LSH algorithm with UCLUST, CD-HIT and CROP. These parameter settings produce similar number of clusters as produced by other methods and are selected in order to make a fair comparison, though there are many other parameter settings which perform much better than other methods. Number of clusters (# Clu), weighted sequence similarity (S.Id), weighted cluster accuracy in % (W.Acc), MC-LSH Running Time in seconds (Time) and Memory usage in Megabytes (Mem) are the performance metrics.
number of sequences in each cluster. This is denoted by "W.Acc" in this paper.
We also determine for each clustering solution, the sequence similarity within the clusters. Generally, sequence similarity is evaluated by finding the pairwise alignments (i.e., best arrangement of DNA nucleotides (characters) to identify regions of similarity between sequences). Global alignments attempt to align every character between the sequences, and local alignments find the best sub-regions of similar characters [25] . A good sequence clustering solution should produce sequences within a cluster that are similar to each other. We calculate the average global and local sequence alignment similarity across the clusters. Based on similar trends observed for both the local and global sequence alignments, we choose to report only the average global sequence alignment similarity (weighted by number of sequences in a cluster). This quantity is referred to as "S.Id" in this paper.
4.3
Hardware and Software Specifics. The MC-LSH software was written in Matlab version R2007a. All the experiments and simulations were performed on a single workstation, with Intel-i5 2.53 GHz processor and 6 GB memory. Comparative approaches including UCLUST [4] , CD-HIT [3] and CROP [5] were also run on the same machine using binary files made available by the authors of these papers. For CD-HIT and CROP methods, we do not report the memory usage because the binary files are not designed to output this performance measure.
Results and Discussion
We perform a comprehensive set of experiments evaluating the performance of MC-LSH algorithm on the two datasets, DS1 and DS2 with equal and unequal length sequences. Our experiments focused on evaluating the performance of MC-LSH algorithm with respect to different parameter settings and also compared our approach to state-of-the-art sequence clustering algorithms. Tables 1 and 2 show the performance of MC-LSH algorithm for both datasets on equal-length and unequal-length sequences, respectively. We performed a series of experiments varying the different parameters of the MC-LSH algorithm but for simplicity we report the results obtained for 5 iterations (l), 10 % mismatch factor, varying w parameter from 1 to 7 and setting the sampled indices parameter k to 64, 128 and 256. Tables 3 and 4 report the results for MC-LSH algorithm by setting the number of sampled bits k to 256, and varying the number of The numbers in bold indicate the parameter settings used to compare the MC-LSH algorithm with UCLUST, CD-HIT and CROP. These parameter settings produce similar number of clusters as produced by other methods and are selected in order to make a fair comparison, though there are many other parameter settings which perform much better than other methods. Number of clusters (# Clu), weighted sequence similarity (S.Id), weighted cluster accuracy in % (W.Acc), MC-LSH Running Time in seconds (Time) and Memory usage in Megabytes (Mem) are the performance metrics.
Parameter Evaluation.
iterations (l = {1, 2, 5, 10}) and the mismatch factor (r = {0%, 5%, 10%}) for datasets DS1 and DS2, respectively. We report the number of clusters (# Clu), weighted accuracy (W.Acc), weighted sequence identity (S.Id), run-time (Time) and memory used (Mem).
Dataset DS2 in comparison to DS1 (as discussed in Section 4.1) is a larger and more complex dataset. We can see that for DS1, MC-LSH algorithm produces 100% accurate clusters. If we see the results in Table  3 , any number of clusters greater than 46 gives 100% accuracy. On the other hand, if we observe the results for large and complex dataset D2, different algorithms do not achieve 100% accuracy.
Effect of varying sampled indices (k): From Tables 1 and 2 we observe that (keeping the other parameters fixed), as the number of sampled indices increase, the number of possible hash values increase, resulting in larger number of clusters. It is more difficult to identify a pair of similar sequences (few mismatches), using the larger sampled indices than smaller sampled indices as the probability of getting the mismatch becomes higher. It is always desirable to achieve low number of clusters with high weighted accuracy. Further, there is a linear relationship with the run-time and sampled indices. The implementation of LSH-based Hamming distance function is computed across the k indices and as we increase the value of k, the run-time increases as well.
Another factor that determines the range of sampled indices is the length of sequence and similarity between the sequences. Shorter sequences can be approximately compared with small number of sample indices, whereas larger sequences require large number of sampled indices to capture the patterns. In our experiments, the length of shortest sequence is 1300 and we can see that sampled indices of size 256 is large enough to capture similar patterns among the sequences.
Effect of varying w-mer size: From Tables 1  and 2 we notice that as we increase the w-mer size, the MC-LSH algorithm requires a larger subsequence to be matched for determining if sequence pairs are similar or not. This leads to an increase in the number of clusters and also improvement in the accuracy of the clusters when evaluated with respect to the ground truth. Also, the sequence identity increases because of increased stringency due to the use of matching gapless subsequences instead of single nucleotides (or characters). Our experimental evaluations demonstrate the setting the w-mer size to 5 will prevent underestimation or over-estimation of the actual number of clusters.
Effect of varying iterations (l): We can observe the effect of increasing the number of hash functions or iterations (l) on the number of clusters, accuracy and computational complexity by analyzing Tables 3 and 4 .
Increasing the value of l results in merging of clusters and increases individual cluster sizes with each iteration. It is interesting to observe that rate of reduction in the number of clusters is higher when increasing iterations from l = 1 to l = 2, than varying l from 2 to 5 or 5 to 10. This parameter also affects the accuracy of the algorithm because more dissimilar sequences fall into the same cluster after union operation. Large values of l can lead to false positives, and decrease the accuracy of clusters. Keeping the other parameters fixed, we can also observe the increase in running time (Time) and memory usage (Mem) for increasing values of l. For example, for the DS2 dataset with equal lengths, setting w = 1, r = 0%, and k = 256, we see that running time is 293, 498, 852 and 958 seconds for l = 1, 2, 5, and 10, respectively.
Effect of varying mismatch factor (r). Analyzing Tables 3 and 4 , we see the performance of MC-LSH algorithm for 0%, 5% and 10% mismatch factor across the DS1 and DS2 datasets, respectively.
Increasing the mismatch factor r, leads to a reduction in the number of clusters as well as the accuracy and pairwise similarity within the clusters. This is expected as the mismatch factor is increased, sequences that are dissimilar will satisfy the filter defined by the hamming distance function (Step 10 in Algorithm 1), and hence will be assigned to the same cluster. A mismatch factor, r of 0% finds the exact k nucleotides or w-mers at the randomly selected positions. Note that the runtime and memory required reduces as we increase the allowable mismatches. The MC-LSH algorithm requires less number of steps to cluster the input sequences (See Algorithm 1), because once a cluster representative is selected, it will find more sequences in the input set within the same cluster, if the allowable number of mismatches is larger.
Equal versus Unequal Length Datasets. Comparing the results of MC-LSH for the equal and unequal length datasets (Tables 1 and 2 ), we notice that the clusters produced vary slightly in terms of the accuracy and number of clusters. The running time increases for the unequal length datasets in comparison to the equal length datasets due to the increase in computation required for comparing a pair of sequences. For both the datasets, DS1 and DS2 we notice that the difference in run times between the equal and unequal datasets for a larger w-mer size (w = 7) is greater than for a smaller w-mer size. Increasing the w-mer size lowers the probability of matching a pair of sequences, and for unequal length sequences this leads to more comparisons between the minimum length subsequence pairs. A similar trend is observed by increasing the number of indices i.e., the parameter k. Table 5 shows the comparative analysis of MC-LSH algorithm with UCLUST, CD-HIT and CROP on equal length sequences for datasets DS1 and DS2. The MC-LSH algorithm identifies 37 clusters with weighted cluster accuracy of 99.30%, which is identical to 37 genera taken as ground truth. For DS1, the best clustering result is obtained with the parameter setting w=1, l=5, k=128 with 10% mismatch where MC-LSH algorithm identified 37 genera with weighted cluster accuracy of 99.30% which is similar to 37 genera taken as ground truth. The difference between our results and ground truth is because the genus Mycobacterium and genus Corynebacterium are represented by two different small clusters. Also, three sequences of genus Williamsia is assigned to genus Propionibacterium and five sequences of genus Mycobacterium fall into genus Corynebacterium cluster. In comparison, UCLUST and CD-HIT identify 30 clusters with 98.29% and 97.79% weighted cluster accuracy respectively, at 90% identity (10% dissimilarity). CROP identifies 33 genera with 98.36% weighted cluster accuracy at 95% identity and also underestimates the number of genera.
Comparative Performance
For DS2, UCLUST produces 243 and 560 clusters at 90% and 95% identity with 67.14% and 75.25% weighted cluster accuracy respectively. CD-HIT produces 250 and 540 cluster at 90% and 95% identity with 66.76% and 73.4% weighted cluster accuracy, respectively. In comparison, the MC-LSH results (Table 5) for parameter setting of w=5, l=5, k=128 and r=10% produces 240 clusters with 70.26% weighted cluster accuracy. With parameters, w=1, l=5, k=64 and r=0%, the MC-LSH algorithm produces 560 clusters with 78.66% weighted cluster accuracy. These parameter settings were chosen because they represent equivalent number of clusters produced by UCLUST and CD-HIT. A similar set of comparative results were presented in Table 6 were presented for unequal length datasets.
The results show that CD-HIT and CROP are time intensive algorithms. The run-time for CROP grows exponentially with increasing dataset size, and crashes for dataset, DS2. Both, CROP and CD-HIT do not provide memory information. MC-LSH is faster than CD-HIT and CROP but slower than UCLUST. The results show that MC-LSH is better than UCLUST, when evaluated with regards to the memory usage. We also observe that in comparison to UCLUST, MC-LSH produces smaller number of clusters with a higher weighted accuracy. The results for the quality of clusters evaluated using sequence identity (global as well as local) are fairly similar for all approaches.
6 Significance and Impact.
Metagenomic projects aim to determine the species similarity and diversity across different ecological samples. We use the MC-LSH algorithm to provide an enriched analysis of the variation of microbial species across different skin locations (a real environmental dataset). Clustering of metagenomic sequences (16S), tends to group sequences that are closely related in the taxonomy/phylogenetic tree (genera) together. Using the MC-LSH algorithm, we cluster all the metagenomic sequences available in DS2 into 244 clusters. Sequences in DS2 are from 21 different skin locations (Section 4.1) and are categorized based on their property into three classes: (i) moist, (ii) dry and (iii) sebaceous (oily). Each skin location is a metagenomic sample i.e., genomic sequences of microbes co-existing on the specific skin locations.
After clustering the sequences across all the locations, each sequence is associated with one of the cluster labels. Using the cluster memberships as features for a skin location, we compute the Jaccard index between all pairs of skin locations. Jaccard index measures the proportion of shared clustering labels (species) between the pair of skin locations. A higher index value indicates that the two skin locations are more similar to each other. Figure 1 shows the pairwise relationship between the different skin locations as measured by Jaccard index. We also show the hierarchical clustering produced by using the similarity measure. We can observe that some skin locations which are considered to be similar according to the cluster-membership are not similar in terms of their physical property. For example, the antecubitalf ossa is similar to volarf orearm according to the Jaccard index but antecubitalf ossa is a moist skin location whereas the volarf orearm is a dry skin location. An interesting fact about these skin locations is that they both are on the "human forearm". This suggests that the microbial content across the skin is determined by the physical property (e.g., dry or moist) and the spatial location (e.g., forearms). This hypothesis was verified by an independent skin microbiome study by Costello et. al. [26] , and the hierarchical clustering produced in Figure 1 was validated by the CROP algorithm.
The results demonstrate the strength of MC-LSH in producing meaningful results and use within a larger metagenome analysis pipeline. In Figure 2 , we observe that MC-LSH produces accurate and large clusters. MC-LSH can also be used for reducing the complexity associated with analyzing large number of sequences in a metagenomic/genomic samples. This could be done by performing downstream analysis only on the cluster representatives rather than individual sequences.
Conclusion
In this paper, we present a new, scalable metagenomic sequence clustering algorithm (MC-LSH) that utilizes an efficient locality sensitive based hashing function to approximate the pairwise sequence operations. The basic LSH-function was enriched to use gapless, subsequences of fixed length (w-mer), which lead to a reduction in the number of false positives and improvement of cluster accuracy. We evaluated MC-LSH on two metagenomic datasets and performed a comprehen- sive study of the different parameters and their impact on run time, memory usage and cluster accuracy. We demonstrated that MC-LSH was computationally efficient in comparison to the state-of-the-art clustering algorithms, and also produced meaningful and accurate clustering results with respect to external class labels. We also showed a use case scenario for metagenomics clustering to evaluate the species diversity and dynamics across 21 different skin locations. As part of our future work we are developing an analytical method for determining the right combination of parameters. This is based on assuming the false positive and false negative rates that could be expected, and analyzing the distribution of sequence lengths as well as pairwise sequence identity within metagenomic samples. Donga et. al [27] have proposed an approach for performance tuning of LSH. The algorithm can be easily parallelized, because the different operations related to computing the distance function offer concurrency. We plan to develop a parallel version of MC-LSH that can utilize distributed computing resources. 
