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R E´SUM E´. La recherche d’information fait souvent l’hypothe`se que les documents pertinents sont 
”a` propos de” la requeˆte; la requeˆte est ainsi suppose´e refle´ter le besoin d’information de l’uti-
lisateur de fac¸on approprie´e. La plupart des moteurs de recherche fait l’hypothe`se que le fait 
d’eˆtre ”a` propos de” peut eˆtre mesure´ par l’appariement des termes du document et ceux de 
la requeˆte selon une repre´sentation par sac de mots. Cependant, les mode`les existants ne sont 
pas capables de capter la distribution entre l’information de´ja` connue et l’information nou-
velle apporte´e par l’e´nonce´. L’objectif principal de ce papier est de proposer l’utilisation de la 
structure the`me-rhe`me pour le re´-ordonnancement de documents en recherche d’information. 
Nous avons analyse´ manuellement la structure the`me-rhe`me des documents issus de trois col-
lections: Wikipe´dia, TREC Robust et WT10G. Graˆce a` cette analyse, nous avons introduit une 
me´thode comple`tement automatique pour annoter la structure informationnelle. Elle s’appuie 
sur l’hypothe`se que le the`me a tendance a` eˆtre positionne´ au de´but des phrases. La structure 
the`me-rhe`me est identifie´e automatiquement a` partir des premiers documents retrouve´s qui sont 
re´-ordonne´s selon cette structure inte´gre´e dans le formalisme BM25F . Cette me´thode n’exige 
qu’une analyse syntaxique de surface, a` savoir le de´coupage en phrases et le balisage des par-
ties de discours. L’e´valuation sur les collections TREC montre que notre me´thode ame´liore 
significativement les re´sultats de recherche d’information par rapport aux syste`mes de l’e´tat de 
l’art.
ABSTRACT. In this paper we propose a novel approach for document re-ranking based on in-
formation structure of texts. In contrast to traditional information retrieval models based on 
bag-of-words representation that assume relevant documents be about the query, we rather try 
to capture document relevance by distinguishing the topic of a text from what is said about the
topic (comment) in the text. We introduce a completely automatic method for topic-comment 
structure extraction and a re-ranking algorithm based on this structure. The evaluation on 
TREC collections shows that the method significantly outperforms strong baselines.
MOTS-CL E´S : Recherche d’information, re-ordonnancement de documents, structure the`me rhe`me
KEYWORDS: Information retrieval, document re-ranking, information structure, topic, comment, 
theme, rheme
1. Introduction
La recherche d’information (RI) fait souvent l’hypothe`se que les documents per-
tinents sont a` propos de la requeˆte; la requeˆte est ainsi suppose´e refle´ter le besoin
d’information de l’utilisateur de fac¸on approprie´e (Wong et al., 2001).
Cependant, il n’est pas facile de de´terminer si un texte est ”a` propos de” la requeˆte.
Ainsi la recherche d’information propose plusieurs de´finitions. Pour Cummins (Cummins,
2013), la fre´quence d’un terme dans le document indique a` quel point le document est
a` propos de ce terme spe´cifique. Ainsi, la plupart des moteurs de recherche fait l’hy-
pothe`se que le fait d’eˆtre ”a` propos de” peut eˆtre mesure´ par l’appariement des termes
du document et ceux de la requeˆte selon une repre´sentation par sac de mots (Nie et
al., 2006 ; Wong et al., 2001). Ainsi, ”eˆtre a` propos de” est conside´re´ comme le sujet
du discours, i.e. de quoi parle le texte.
En revanche, la linguistique fait la diffe´rence entre le the`me et le sujet du discours
en opposant le the`me (sujet) et le rhe`me (commentaire ou propos), i.e. qu’est-ce
qu’il est dit a` propos du the`me (Bu¨ring, 2011). Donc, le the`me se rapporte au sujet,
tandis que le rhe`me marque l’information nouvelle apporte´e par l’e´nonce´.
Conside´rons l’exemple suivant:
EXEMPLE 1. — [Anna] [a fini ses e´tudes il y a 5 ans]. 
Dans l’exemple 1, les parties rhe`mes sont a fini ses e´tudes et il y a 5 ans.
EXEMPLE 2. — [Il s’agit d’ Anna,] [ qui a fini ses e´tudes il y a 5 ans]. 
Dans les deux exemples pre´ce´dents l’information totale est la meˆme, ne´anmoins
la distribution entre l’information de´ja` connue et introduite pour la premie`re fois est
diffe´rente:
EXEMPLE 3. — [Anna] [married Sam 3 years ago]. 
EXEMPLE 4. — [Sam] [married Anna 3 years ago]. 
L’exemple 3 est a` propos de Anna tandis que l’exemple 4 parle de Sam. On peut
de´duire que la premie`re phrase a certainement e´te´ extraite d’un contexte dans lequel il
e´tait question d’Anna. Donc, Anna est un e´le´ment the´matique dans l’exemple 3. Nous
pouvons faire un raisonnement similaire sur l’exemple 4.
En recherche d’information, en ge´ne´ral l’utilisateur cherche une nouvelle informa-
tion concernant l’objet de sa requeˆte; celui-ci e´tant donne´. Le sujet de la requeˆte peut
eˆtre donc conside´re´ comme le the`me. En conse´quence, il est possible de dire que l’uti-
lisateur est plutoˆt inte´resse´ par les rhe`mes. Le sujet relie le besoin en information de
l’utilisateur et les e´le´ments dans les textes. En recherche d’information, les mode`les
existants ne sont pas capables de distinguer ces deux aspects.
L’objectif principal de cet article est d’ame´liorer l’ordonnancement des documents
retrouve´s par un moteur de recherche en exploitant la structure the`me-rhe`me du docu-
ment, c’est-a`-dire la structure informationnelle du texte. Plus pre´cise´ment, l’approche
propose´e dans ce papier conside`re d’abord le sujet du discours en utilisant les mode`les 
de recherche d’information existants et ensuite re´ordonne les premiers documents re-
trouve´s en fonction de la structure informationnelle des documents. Selon notre hy-
pothe`se au lieu d’apparier les termes de la requeˆte et les termes du document, il est 
plus efficace d e d istinguer l es t ermes e n p rovenance d es p arties t he`mes e t c eux en 
provenance des rhe`mes des phrases.
Pour illustrer l’inte´reˆt d’utiliser la structure the`me-rhe`me, conside´rons une requeˆte 
Dostoyevsky et deux exemples de documents (les e´le´ments the´matiques sont en gras):
EXEMPLE 5. — [Dostoyevsky] [expressed religious, psychological and philosophical 
ideas in his writings].
[He] [admired Hoffmann who influenced his w orks]. 
EXEMPLE 6. — [Berdyaev] [expressed religious, psychological and philosophical 
ideas in his writings].
[He] [admired Dostoyevsky who influenced his w orks]. 
L’exemple 5 parle des œuvres de Dostoyevsky tandis que l’exemple 6 est a` propos 
de Berdyaev.
Les approches base´es sur la repre´sentation par sac de mots ne sont pas capables de 
faire la diffe´rence entre ces deux textes. Les deux documents auraient le meˆme score 
selon les me´thodes de sac de mots car
– le terme de la requeˆte Dostoyevsky apparaıˆt une seule fois dans les deux docu-
ments;
– les documents ont la meˆme taille;
– les seuls termes qui sont diffe´rents dans les documents sont Hoffmann et Ber-
dyaev.
Notre hypothe`se est que les sujets dans le document apparaissent plutoˆt dans la
partie the`me des phrases.
Dans la majorite´ des langues, la de´tection du the`me et du rhe`me se fait par l’ana-
lyse de l’ordre des mots, de l’intonation et des proce´de´s spe´cifiques (e.g. de´tachement,
marqueurs). Dans cet article, nous nous inte´ressons uniquement aux documents e´crits.
Ainsi, nous ne conside´rerons pas l’intonation. Par ailleurs, les moyens de marquage du
the`me et du rhe`me comme le de´tachement ou l’utilisation de marqueurs (par exemple,
c’est ..., que) sont spe´cifiques a` une langue, ce qui empeˆche de les e´tendre aux autres
langues. Cependant, dans la plupart des langues le the`me a tendance a` se trouver avant
la clause (Bu¨ring, 2011 ; M.A.K.Halliday, 1994). La mise en position frontale suffit le
plus souvent a` indiquer la valeur the´matique d’un constituant. Les me´thodes linguis-
tiques ont une complexite´ de calcul importante, car elles sont souvent base´es sur les
analyseurs syntaxiques, dont la complexite´ varie de O(n3) a` O(n5), ou` n est la taille
de la proposition (Clark, 2010 ; C. Manning, 2007), et sont donc inapplicables pour
analyser les documents a` grande e´chelle dans les taˆches de recherche d’information.
Dans ce papier, nous nous focalisons sur l’annotation automatique de la struc-
ture informationnelle des textes en faisant l’hypothe`se du positionnement frontal des 
the`mes. La me´thode propose´e n’exige qu’une analyse syntaxique de surface, notam-
ment, le de´coupage en propositions et l’annotation des parties de discours. L’identi-
fication des the`mes e t rhe`mes p eut eˆtre r e´alise´e soit en t aˆche de fond sur l a collec-
tion entie`re, soit uniquement sur les documents retrouve´s. Dans le premier cas, notre 
me´thode peut eˆtre utilise´e pour rechercher les documents. Par contre, dans ce papier 
nous n’identifions la structure informationnelle que pour les documents retrouve´s par 
le moteur de recherche, de ce fait nous appliquons notre me´thode pour re´ordonner les 
documents retrouve´s.
La me´thode a e´te´ e´value´e sur deux collections TREC: Robust et WT10G, selon les 
mesures d’efficacite´ actuelles (MAP , NDCG et BPREF ). La me´thode a  e´te´ com-
pare´e avec deux fonctions te´moins de qualite´, imple´mente´es dans la plate-forme de 
RI Terrier: BM25 et le mode`le de la recherche InL2 base´ sur le mode`le ”Divergence 
from Randomness” avec l’expansion de requeˆtes Bo2 (base´e sur le pseudo-retour de 
pertinence) (Macdonald et al., 2012).
L’article est organise´ comme suit : la Section 2 pre´sente un e´tat de l’art sur la 
structure informationnelle ainsi que son application pour la recherche d’information. 
Puis, dans la Section 3 nous de´crivons notre approche pour re´ordonner les documents 
en prenant en compte les parties the`me et rhe`me des documents. Le cadre expe´rimental 
est pre´sente´ dans la Section 4 tandis que les re´sultats et leur analyse sont pre´sente´s dans 
la Section 5. Enfin la Section 6 conclut cet article.
2. Travaux connexes
2.1. Structure the`me-rhe`me en linguistique
L’opposition the`me-rhe`me semble avoir e´te´ introduite en 1844 par Henri Weil qui 
a e´tabli le lien entre la structure informationnelle et l’ordre de mots (Weil, 1844). 
Le the`me e´tait appele´ ”sujet psychologique” alors que le commentaire se nommait 
’pre´dicat psychologique’.
D ´EFINITION 7. — Le the`me est l’e´le´ment d’un e´nonce´ qui est re´pute´ connu par les 
participants a` la communication et il repre´sente ce dont on parle. Le rhe`me quant a` 
lui, est un e´le´ment nouveau introduit dans l’e´nonce´, i.e. ce que l’on dit a` propos du 
the`me.
Selon (Mathesius, Vachek, 1975), le the`me n’ame`ne pas de nouvelle information 
mais relie l’e´nonce´ avec le contexte. Donc, le the`me et le rhe`me sont oppose´s en 
terme d’information connue et nouvelle. Les e´le´ments the´matiques ne peuvent eˆtre ni 
interroge´s, ni nie´s.
L’influence d e l a s tructure i nformationnelle s ur l e p lacement d e l ’intonation, la 
structure du discours, la posture et les gestes a e´te´ e´tudie´e dans le domaine des tech-
nologies vocales dans le cadre du de´veloppement des robots conversationnels. Son 
influence en recherche d’information est en revanche peu e´tudie´e.
La dichotomie the`me-rhe`me dans la structure informationnelle de´clenche les pro-
cessus syntactiques et se´mantiques tels que la dislocation (l’ordre de mots), l’accen-
tuation (prosodie), ou l’interpre´tation. La dislocation et l’accentuation se manifestent 
ge´ne´ralement dans les limites de l’e´nonce´ tandis que la cohe´rence du discours met 
l’e´nonce´ dans le contexte en influanc¸ant l’interpre´tation.
Selon le collectif de recherche collaboratif (SFB) 632, le groupe nominal X est le 
the`me de la phrase S si
1. S est la continuation naturelle de l’e´nonce´; par exemple: Je voudrais vous ra-
conter quelque chose a` propos de X
2. S serait une bonne re´ponse a` la question: Que peut-on dire sur X?;
3. S peut eˆtre facilement transforme´ en: Concernant X , S∗, ou` S∗ n’est diffe´rent
de S que par le fait que X ait e´te´ remplace´ par une proposition ade´quate.
Ne´anmoins, (Cook, Bildhauer, 2011) remarquent que meˆme en utilisant ces re`gles
l’accord entre codeurs est souvent bas.
En effet, l’annotation manuelle de la structure informationnelle reste un de´fi (Versley,
Gastel, 2012). (Versley, Gastel, 2012) proposent de de´couper les textes en segments
the´matiques car ceux-ci limitent souvent les relations dans le discours.
La segmentation automatique de the`me dans les actualite´s a e´te´ en particulier
re´alise´ dans le cadre du programme Topic Detection and Tracking (TDT). Les me´thodes
de´veloppe´es e´taient principalement base´es sur l’usage de mots (Allan et al., 1998) et
la prosodie (Purver, 2011).
Dans ce papier, au lieu d’utiliser les outils d’analyse de discours qui exigent l’ana-
lyse syntaxique avec une complexite´ sur-line´aire et, donc, prennent beaucoup de temps
pour traiter de grandes quantite´s de textes, nous proposons plutoˆt une me´thode d’ex-
traction de la structure the`me-rhe`me base´e sur la tendance du the`me a` se trouver en
de´but des phrases.
2.2. Sujet du discours vs the`me et relations rhe´toriques en RI
L’identification du sujet du discours est bien e´tudie´e dans les travaux en RI (Hjørland,
2001 ; Wong et al., 2001 ; Nie et al., 2006). Cependant, la plupart des moteurs de re-
cherche est plutoˆt base´e sur l’appariement des mots et de ce fait ne conside`re pas les
relations entre les termes (Nie et al., 2006), ni entre les the`mes (Suwandaratna, Per-
era, 2010). D’autre part, l’analyse linguistique est importante pour l’interpre´tation de
texte, par exemple les relations rhe´toriques montrent comment les parties d’un texte
cohe´rent sont interconnecte´es.
Il existe divers analyseurs pour extraire la structure du discours, comme par exemple
HILDA (Hernault et al., 2010) ou SPADE (Soricut, Marcu, 2003). Les deux analy-
seurs ont e´te´ entraine´s sur le corpus RST-DT 1 annote´ selon la the´orie de la struc-
ture rhe´torique (Rhetorical Structure Theory) (Carlson, Marcu, 2001). Meˆme si l’en-
semble des relations initiales e´tait limite´ a` 24, le corpus RST-DT contient environ
une centaine de relations. Les relations sont souvent groupe´es ce qui re´duit la taille
de cet ensemble. Ainsi, l’analyseur SPADE conside`re 18 relations rhe´toriques: at-
tribution, circonstance, cause-re´sultat, comparaison, condition, conse´quence, opposi-
tion, e´laboration, possibilite´ e´valuation, explication, moyen, re´sume´, temps et sujet-
commentaire. Ne´anmoins, la relation sujet-commentaire dans le corpus RST-DT (et
par conse´quence dans les analyseurs comme SPADE et HILDA) est de´finie autrement.
En effet, on peut trouver la de´finition suivante: la relation sujet-commentaire est ”une
relation entre une assertion ge´ne´rale ou un sujet de discours et une remarque spe´cifique
a` propos de cette assertion ou ce sujet 〈...〉 Si la remarque pre´ce`de l’assertion ou le su-
jet, il s’agit de la relation commentaire-sujet. Bien que la relation commentaire-sujet
ne soit pas fre´quente en anglais, on peut la rencontrer dans les actualite´s par exemple
quand quelqu’un fait une assertion avant une re´fe´rence utilise´e pour aider au lecteur a`
interpre´ter le contexte 〈...〉 Ex. [As far as the pound goes,] [some traders say a slide
toward support at 1.5500 may be a favorable development for the dollar this week.]”
(Carlson, Marcu, 2001). Les analyseurs de ce type exigent une analyse linguistique
profonde ce qui les rend impossible a` utiliser sur des donne´es massives. Par exemple,
SPADE est base´ sur l’analyseur syntaxique de Charniak (Soricut, Marcu, 2003 ; Char-
niak, 2000), dont la complexite´ est O(n5), ou` n est la taille de la proposition (Clark,
2010 ; C. Manning, 2007).
Cependant, la raison principale qui nous a amene´s a` ne pas pas utiliser un analy-
seur de discours dans cette recherche est que la relation sujet-commentaire dans RST
n’est pas la meˆme que celle de the`me-rhe`me. Les analyseurs de discours conside`rent
la relation sujet-commentaire comme une remarque pour une assertion tandis que le
the`me est l’e´le´ment d’un e´nonce´ dont on parle et le rhe`me correspond a` ce que l’on dit
a` propos du the`me. Pourtant, contrairement a` la relation sujet-commentaire dans RST,
la relation the`me-rhe`me est tre`s fre´quente et peut eˆtre retrouve´e presque dans chaque
e´nonce´.
Lioma et al. ont utilise´ les relations extraites par l’analyseur SPADE pour re´ordonner
les documents (Lioma et al., 2012). Les auteurs ont introduit un mode`le de recherche
de la vraisemblance de requeˆte base´ sur la probabilite´ de ge´ne´rer les termes de la
requeˆte a` partir de (1) la combinaison de probabilite´s de ge´ne´rer la requeˆte du docu-
ment et les relations rhe´toriques et (2) la probabilite´ de ge´ne´rer les relations rhe´toriques
du document. Un des de´fauts de cette approche est la limitation au genre du texte (par
exemple, les textes le´gaux ou les listes ont tre`s peu de relations rhe´toriques). De plus,
les analyseurs base´s sur les re`gles ne peuvent pas eˆtre adapte´s aux autres langues meˆme
s’ils s’appuient sur des statistiques. Un autre de´faut des analyseurs de discours est leur
temps important d’exe´cution; ils ne conviennent par conse´quent pas au traitement des
donne´es massives. Lioma et al. affirment que la relation sujet-commentaire identifie´
1. https://catalog.ldc.upenn.edu/LDC2002T07
par SPADE est tre`s rare dans les collections de test de RI (Lioma et al., 2012). Notre 
approche the`me-rhe`me a l’avantage d’eˆtre adapte´e a` tous les genres de textes.
2.3. Re´ordonnancement de documents
Lee et al. exploitent les relations entre les documents, notamment leur regroupe-
ment, pour le re´-ordonnancement (Lee et al., 2001). Une ide´e similaire d’utiliser les 
distances entre les documents a e´te´ introduite dans (Balinski, Danilowicz, 2005). Les 
me´thodes base´es sur la similarite´ de documents sont plutoˆt applique´es pour diversi-
fier les r e´sultats (Chevalier et al., 2016) ou, au contraire, pour choisir un groupe de 
documents selon le profil d ’utilisateur. D ans ( Chifu e t a l., 2 015), u ne a pproche de 
de´sambiguı¨sation de termes est utilise´e dans le re´-ordonnancement des documents re-
trouve´s.
Les autres approches pour le re´-ordonnancement de documents conside`rent le 
comportement de l’utilisateur, par exemple le nombre de clics ou le temps entre ses 
actions (Cai et al., 2014). Quelques recherches re´centes analysent l’historique de l’ex-
ploration des pages web (Cai et al., 2014). Les approches de ce type exigent des 
recherches multiples pour le meˆme besoin informationnel. Li et al. introduisent le 
re´-ordonnancement de documents en utilisant l’annotation sociale partielle (Li et al., 
2012) ce qui constitue une limitation majeure de leur approche car beaucoup de do-
cuments ne posse`dent pas l’annotation sociale. Contrairement a` ces approches, notre 
proposition n’exige aucune information supple´mentaire (qui n’est d’ailleurs pas tou-
jours accessible).
Veningston et Shanmugalakshmi proposent d’utiliser la structure de graphe de 
termes et de re´ordonner les documents selon les associations et la similarite´s entre 
eux, mais les calculs sont complique´s et longs (Veningston, Shanmugalakshmi, 2014). 
Outre cela, les auteurs pre´sentent les re´sultats de 10 requeˆtes sur 106 issues de la 
collection OHSUMED, ce qui rend la comparaison difficile.
Kurland et Lee ont applique´ les algorithmes PageRank et HITS pour ranger les 
termes (Kurland, Lee, 2006 ; 2010). Une me´thode similaire a e´te´ propose´e dans (Zhang 
et al., 2005). Pourtant les relations entre les mots sont calcule´es au niveau du document 
en ignorant la structure the`me-rhe`me.
Kamps a propose´ d’utiliser un vocabulaire controˆle´, en l’occurrence des termes de 
classification, pour ame´liorer l’efficacite´ de la recherche de documents (Kamps, 2004). 
Les the`mes latents ont e´galement e´te´ introduits dans des mode`les de re´-ordonnancement 
(Zhou, Wade, 2009 ; Deng et al., 2009). Chou et al. proposent une variante du ”to-
pic model” a` savoir l’analyse se´mantique sur le pseudo-retour de pertinence pour 
re´ordonner les documents (Chou et al., 2014). Cependant ces approches peuvent eˆtre 
conside´re´es comme base´es sur le mode`le de sac de mots puisqu’elles ne prennent pas 
en compte les relations entre les mots dans le texte.
Dans (Ermakova, 2015), la structure the`me-rhe`me est utilise´e dans la taˆche de 
cre´ation de re´sume´s automatiques. L’extraction de la structure informationnelle est
A`aussi base´e sur l’hypothe`se que le the`me se trouve en de´but de phrase, mais la phrase 
est de´coupe´e en deux parties e´gales. L’analyse du the`me-rhe`me n’a pas ame´liore´ les 
re´sultats. Une cause possible est la fac¸on d’extraire la structure the`me-rhe`me. Au 
contraire, dans cet article nous proposons de conside´rer les e´le´ments avant le verbe 
personnel comme the´matiques et le reste de l’e´nonce´ comme le rhe`me.
notre connaissance, le travail le plus proche de celui pre´sente´ ici est celui de 
(Bouchachia, Mittermeir, 2003) qui propose d’appliquer la structure the`me-rhe`me 
pour la classification d e d ocuments t andis q ue n otre p roposition v ise a`  re´ordonner 
les documents (bien qu’elle puisse eˆtre modifie´e pour la recherche). L’hypothe`se de 
(Bouchachia, Mittermeir, 2003) est que les informations importantes apparaissent dans 
les parties the´matiques et que les documents similaires doivent partager les the`mes. 
Les auteurs introduisent les notions de puissance the´matique et puissance explicative 
pour calculer la fraıˆcheur du document par une cascade de re´seaux de neurones. Au 
contraire, nous proposons d’inte´grer la structure the`me-rhe`me dans les mode`les clas-
siques de recherche d’information tels que BM25F , une variante du mode`le BM25 
qui prend en compte la structure du document par ponde´ration des e´le´ments struc-
turels du document. Nous avons choisi le mode`le BM25F comme le moyen le plus 
simple mais e´le´gant de ponde´rer les diffe´rentes parties de documents. Par contre, notre 
approche n’utilise pas les e´le´ments structurels proprement dits mais plutoˆt l’ensemble 
des e´le´ments the´matiques ou rhe´matiques. Par ailleurs, Bouchachia et Mittermeir ne 
conside`rent que l’information dans un document isole´ tandis que nous prenons en 
compte les proprie´te´s a` l’e´chelle de la collection. Ainsi nous introduisons la notion de 
fre´quence rhe´matique inverse´e (Inversed Comment Frequency), analogue au concept 
de Inversed Document Frequency.
Notons que cet article est une version e´tendue de l’article (Ermakova, Mothe, 
2016) et comple`te donc la proposition qui y est de´veloppe´e.
3. La structure the`me-rhe`me pour la recherche d’information
3.1. L’analyse manuelle de la structure the`me-rhe`me
Pour mieux comprendre la structure the`me-rhe`me nous avons analyse´ manuelle-
ment des textes de trois collections:
– des articles scientifiques (encyclope´diques) de Wikipedia;
– des actualite´s de la collection TREC Robust 2;
– des pages web de la collection WT10G 3.
La Section 4 donne plus de de´tails sur ces collections.
2. http://trec.nist.gov/data/robust.html
3. http://ir.dcs.gla.ac.uk/test collections/wt10g.html
Nous proposons de pre´senter la structure informationnelle des textes sous la forme 
d’un graphe oriente´ dans lequel les noeuds repre´sentent les unite´s informationnelles 
(i.e. the`mes ou rhe`mes) et les arcs correspondent a` la direction du the`me vers le rhe`me 
dans la phrase.
Pour l’analyse nous avons re´solu les co-re´fe´rences manuellement.
Conside´rons un article en provenance de Wikipe´dia (Exemple 8). Le graphe de la 
structure informationnelle est pre´sente´ dans la FIGURE 1.
  Henry Bucknall
  born in Lisbon
  educated at Eton College
  stroked the winning Oxford boat  stroked the losing crew in 1906
  President of the Oxford University Boat Club
  elected to row at number two in the race
  which Cambridge won again
  joined Leander Club
  strokeman of the Leander
  won the gold medal for Great Britain  stroked a Clube Naval de Lisboa team
  beat the Carcavelos Club
  spent one week at Sarilhos Pequenos training
  joined a ship building firm in Newcastle
















Figure 1. Exemple de structure informationnelle d’un article Wikipe´dia
EXEMPLE 8. — Exemple d’un article Wikipe´dia
Henry B u c k n a l l
B u c k n a l l was born i n Lisbon , P o r t u g a l . He was e d u c a t e d
a t Eton Col l ege , where he s t r o k e d t h e Eton boa t , and
t h e n went t o Merton Col l ege , Oxford . In 1905 , he s t r o k e d
t h e winn ing Oxford b o a t i n t h e Boat Race . He s t r o k e d
t h e l o s i n g crew i n 1906 , and i n 1907 he was P r e s i d e n t o f
t h e Oxford U n i v e r s i t y Boat Club , and e l e c t e d t o row a t
number two i n t h e r a c e which Cambridge won a g a i n . He
j o i n e d Leander Club and i n 1908 , he was t h e s t rokeman of
t h e Leander e i g h t , which won t h e g o ld medal f o r G r e a t
B r i t a i n rowing a t t h e 1908 Summer Olympics .
He s t r o k e d a Clube Naval de L i s bo a team t h a t f o r t h e
f i r s t t i me b e a t t h e E n g l i s h r o we r s o f C a r c a v e l o s Club .
They s p e n t one week a t S a r i l h o s Pequenos , i n h i s f a t h e r s
p r o p e r t y , t r a i n i n g f o r t h e r a c e .
A f t e r u n i v e r s i t y , B u c k n a l l j o i n e d a s h i p b u i l d i n g f i r m
i n N e w c a s t l e upon Tyne .
B u c k n a l l d i e d i n No r t h umb e r l a n d a t t h e age o f 7 6 .

Les articles Wikipe´dia sont centre´s sur un sujet qui est de´veloppe´ dans l’article.
Ainsi, la structure la plus fre´quente qu’on observe dans les articles Wikipe´dia est une
e´toile ou` un the`me est de´veloppe´ par plusieurs rhe`mes.
La FIGURE 2 pre´sente un exemple de la structure informationnelle d’un article
d’actualite´ de la collection Robust de TREC. Comme les articles encyclope´diques, les
articles d’actualite´ sont ge´ne´ralement centre´s sur un sujet. Cependant, nous pouvons
observer de nombreux de´veloppements en sous-the`mes qui correspondent ge´ne´ralement
a` des explications ou commentaires sur des entite´s nomme´es ou sur des e´ve´nements
pre´ce´dents. Ainsi, nous pouvons observer sur la figure des chemins assez longs. La
structure est proche de celle d’un arbre.
La FIGURE 3 pre´sente la structure informationnelle d’une page Web issue de la
collection TREC WT10G. Les pages Web sont moins structure´es que les articles en-
cyclope´diques ou d’actualite´. Il est cependant possible d’observer le meˆme type de
tendance lorsqu’un sujet est de´veloppe´ par des commentaires qui peuvent eˆtre de´taille´s











Figure 2. Exemple de structure informationnelle d’un article d’actualite´
La TABLE 1 pre´sente des statistiques sur les structures informationnelles des do-
cuments que nous avons ainsi analyse´s. TT, TC, CT et CC correspondent aux re-
lations the`me-the`me, the`me-rhe`me, rhe`me-the`me et rhe`me-rhe`me. Les pourcentages
que nous indiquons sont calcule´s par rapport au nombre total des relations TT, TC,
CT et CC dans les textes. Ainsi, cette table montre la fre´quence des the`mes (ou des
commentaires) de la clause qui deviennent des the`mes (ou des commentaires) dans les
·!
clauses qui suivent Pour toutes les collections, la relation la plus fréquente est TI, puis 
CT. CC est une relation moins fréquente tandis que TC est la plus rare, surtout dans la 
collection Wikipédia. Les articles d'actualité sont souvent mieux écrits que les pages 
web où le pourcentage de relations TT et CT est plus bas. La relation TI correspond 
au développement des thème/s principal/aux tandis que CT exprime le développement 
des thèmes satellites. La profondeur de l'arbre est presque toujours inférieure à 5, i.e. 
les thèmes ne sont pas encapsulés profondément. Nous considérons les relations TI 
et CT comme nucléaires dans la cohérence des textes. L'analyse statistique confirme 
cette hypothèse car ces relations correspondent jusqu'à 70-80% des relations dans les 
textes. 
Tableau J. Structure iriformationnelle 
Collection IT TC CT cc 
Wikipédia 67.39% 6.52% 16.30% 9.78% 
Robust 44.44% 11.11% 29.63% 14.81% 
WTJ0G 35.48% 12.90% 32.26% 19.35% 
3.2. Le balisage automatique de la structure informationnelle 
La structure informationnelle est opposée à la structure formelle avec des éléments 
grammaticaux en tant que composantes. La différence entre le thème et le sujet gram­
matical est que le thème correspond à la structure informationnelle ou pragmatique de 
la clause et son lien avec les autres clauses tandis que Je sujet est une simple catégorie 
grammaticale. 
Dans une clause simple en anglais, et meˆme si ce n’est pas toujours le cas, le 
the`me coı¨ncide souvent avec le sujet. Cela est par exemple le cas pour les verbes 
impersonnels comme dans la phrase ”it is snowing”, qui n’a pas de the`me (Go¨tze 
et al., 2007). Par ailleurs, en anglais, l’ordre implicite des mots est Sujet - Verbe -
Comple´ment (SVO). Donc, il est possible d’admettre qu’en re`gle ge´ne´rale le the`me 
est positionne´ avant le verbe. Nous faisons l’hypothe`se supple´mentaire que si une 
clause subordonne´e fournit les de´tails sur le comple´ment, elle est plutoˆt lie´e au rhe`me. 
Ainsi, l’ide´e cle´ de l’approche propose´e est de diviser la phrase en deux parties en 
s’appuyant sur le verbe personnel.
Voici un exemple de de´coupage the`me-rhe`me pour une phrase issue de la collec-
tions Robust.
EXEMPLE 9. — [The Bengal Standard] [is a description of the ideal Bengal and the-
refore is used to define the quality of each c at]. 
Notre me´thode ne ne´cessite qu’une analyse syntaxique superficielle, a`  s avoir le 
de´coupage en proposition et l’annotation de parties de discours. Bien que l’anno-
tation de parties de discours soit une fonction le´ge`re en traitement automatique de 
la langue, son application sur une collection entie`re peut eˆtre un de´fi. A ussi, nous 
exploitons la connaissance de la structure the`me-rhe`me pour le re-ordonnancement 
de documents apre`s une recherche pre´liminaire avec des me´thodes plus tradition-
nelles (comme BM25) comme cela est fait dans (Ermakova et al., 2016) pour une 
application d’expansion de requeˆtes; toutefois notre approche n’est pas limite´e au re-
ordonnancement.
Le temps d’exe´cution de notre algorithme d’identification d e t he`me-rhe`me est 
line´aire par rapport au nombre de mots dans le document car il ne demande qu’un 
seul passage pour trouver les verbes personnels.
3.3. The`me vs Rhe`me pour l’appariement requeˆte-document
Les mode`les de recherche d’information de l’e´tat de l’art utilisent pour ordonner 
les documents une fonction d’appariement des termes de la requeˆte avec ceux du do-
cument, sans prendre en compte les relations entre les termes. Dans notre mode`le nous 
faisons l’hypothe`se que la structure the`me-rhe`me peut eˆtre importante pour le proces-
sus d’appariement. De plus, nous pensons que l’appariement de the`mes doit eˆtre plus 
efficace que l’appariement de termes. Ainsi, les mots issus des parties the´matiques du 
document doivent avoir plus d’importance pendant le processus de la recherche.
Nous conside´rons d’abord que l’utilisateur exprime son besoin d’information par 
les the`mes, autrement dit qu’il n’y a pas de rhe`me dans la requeˆte construite par l’uti-
lisateur. Ainsi, tous les termes de la requeˆte sont conside´re´s comme les the`mes dans 
notre approche. Par contre, les propositions du document peuvent contenir a` la fois des 
the`mes et des rhe`mes. Puisque nous supposons que l’utilisateur est inte´resse´ par les 
rhe`mes correspondants aux the`mes donne´s, nous faisons l’hypothe`se comple´mentaire
que le mode`le d’appariement doit conside´rer diffe´remment l’appariement the`me/requeˆte 
et rhe`me/requeˆte.
En outre, nous pouvons supposer que l’appariement the`me/requeˆte entraıˆne que 
les rhe`mes sont conside´re´s comme les informations pertinentes. Par conse´quent, l’im-
portance de chaque the`me dans le document ne de´pend pas que de sa fre´quence mais 
aussi du nombre de rhe`mes associe´s, i.e. a` quel point le the`me est explique´, de´veloppe´. 
D’autre part, certains the`mes peuvent eˆtre trop spe´cifiques et ainsi avoir moins de com-
mentaires associe´s. Nous introduisons donc une mesure de la spe´cificite´ du the`me t, 
notamment la fre´quence rhe´matique inverse´e ICF (t):





ou` CommentCount(t) est le nombre de rhe`mes associe´s au the`me t dans la col-
lection, T = {tj}|T |j=1 correspond a` tous les the`mes dans la collection, |T | est le nombre
total de the`mes. Nous calculons le logarithme pour lisser l’influence de the`mes tre`s
re´pandus.
L’inte´gration de cette proposition dans les mode`les de recherche d’information en
ge´ne´ral est assez simple: le terme est juste conside´re´ diffe´remment selon qu’il appa-
raisse dans la partie the´matique ou rhe´matique de la phrase. Dans la section suivante
nous donnons l’exemple de l’inte´gration dans le mode`le classique de recherche d’in-
formation BM25F .
3.4. Inte´gration de la structure the`me-rhe`me dans le mode`le de recherche BM25F
Nous inte´grons la structure the`me-rhe`me dans le mode`le de recherche BM25F .
A` l’origine, BM25F est l’extension du mode`le d’Okapi BM25 pour les multiples
champs ponde´re´s (Robertson et al., 2004). Le score du document dans le mode`le




IDF (qi)× TFd(qi)× (k1 + 1)
TFd(qi) + k1 × (1− b+ b× |d|avgDL )
(2)
ou` qi sont les termes de la requeˆte Q, n est le nombre total de termes dans la requeˆte,
IDF (qi) est la fre´quence inverse du terme qi, TFd(qi) est la fre´quence du terme qi
dans le document d, |d| est le nombre total de termes dans le document d, avgDL
est la longueur moyenne des documents dans la collection, k1 et b sont les parame`tres
libres. La variable b calibre l’e´chelle par la longueur du document, avec b = 0 signifie
qu’il n’y pas de normalisation par la longueur du document, tandis que b = 1 corres-
pond a` la normalisation (C. D. Manning et al., 2008). Le parame`tre k1 de´termine la
normalisation par la fre´quence de termes dans les documents. Les petites valeurs de
k1 tendent vers le mode`le binaire (i.e. sans prendre en compte la fre´quence de termes),
alors que les grandes valeurs correspondent a` l’utilisation directe de la fre´quence de
termes.
Le mode`le BM25 est base´ sur l’hypothe`se que les fre´quences des termes sont 
distribue´s selon la loi 2-Poisson et que pour chaque terme la collection est divise´e 
en deux cate´gories: e´lite et non-e´lite. Selon Robertson et al., cette relation peut eˆtre 
conside´re´e du point de vue oppose´: les termes du document sont conside´re´s comme
e´lites ou non (Robertson et al., 2004). Le terme est e´lite dans le document si le do-
cument est a` propos du concept de´note´ par ce terme. Les termes e´lites correspondent 
aux sujets du document. Les approches base´es sur la repre´sentation en sacs de mots 
pre´-supposent l’inde´pendance de la position du terme mais font e´merger les proba-
bilite´s de termes e´lites. Robertson et al. admettent que dans certaines parties de do-
cuments structure´s les probabilite´s de termes e´lites sont encore plus importantes. Par 





IDF (qi)× TFFd (qi)× (k1 + 1)
TFFd (qi) + k1 × (1− b+ b× |d|avgDL )
(3)
ou` TFFd (qi) est la somme ponde´re´e de la fre´quence du terme de la requeˆte qi dans les




wf × TFf (qi) (4)
ou` f correspond a` un champ du document avec les poids associe´s wf et TFf (qi) est
la fre´quence du terme qi dans le champs f .
Cependant, la structure d’un document n’est pas uniforme et, donc, il n’est pas
facile de l’analyser. Contrairement aux champs dans les documents structure´s, la struc-
ture the`me-rhe`me est commune pour les textes de tous les genres. Par voie de conse´quence,




ICF (qi)× TC × (k1 + 1)
TC + k1 × (1− b+ b× lentopic(d)avgDLtopic )
(5)
TC = tw × explRate(qi)f(qi, Td) + (1− tw)× f(qi, Cd)
explRate(qi) = log(CommentCountd(t) + 1)
ou` tw est le poids des parties the´matiques par analogie au poids des champs dans
le mode`le classique BM25F , f(qi, Td) est la fre´quence du terme qi dans les parties
the´matiques du document d, f(qi, Cd) est la fre´quence du terme qi dans les parties
rhe`mes du document d, lentopic(d) est le nombre total de the`mes dans le document
d (i.e. le nombre total de termes dans les parties the´matiques), et avgDLtopic est la
longueur moyenne des documents dans la collection en termes de the`mesk1 et b sont
les parame`tres libres et CommentCountd(t) de´note le nombre de rhe`mes associe´s
au the`me t dans le document d. tw est le parame`tre du mode`le qui peut eˆtre donne´ ou
appris.
Par analogie au mode`le classique BM25, le parame`tre b de´termine la normali-
sation par la taille du document mais en termes de nombre de the`mes plutoˆt qu’en 
nombre de termes. Comme dans BM25, b = 0 correspond a` l’absence de normali-
sation, tandis que b = 1 indique une normalisation comple`te. La variable k1 calibre 
la normalisation par rapport a` la fre´quence de the`mes du document. Par analogie a` 
BM25, le parame`tre de ponde´ration tw montre l’impact des parties the´matiques du 
document dans la valeur re´sultante.
Nous introduisons la notion de niveau d’explication explRate(qi) de´notant a` quel 
point le the`me est bien explique´ dans le document. Cette notion est similaire a` la notion 
de ”topicality power” des termes propose´e par (Bouchachia, Mittermeir, 2003) et qui 
est calcule´e comme le nombre de fois que le terme apparaıˆt dans les parties rhe`mes 
du document. Dans notre approche, nous proposons de prendre le logarithme au lieu 
d’utiliser directement la somme pour traiter les grandes valeurs. Dans (Bouchachia, 
Mittermeir, 2003), il s’agit au contraire du nombre de fois que le terme apparaıˆt dans 
les parties rhe`mes du document sans conside´rer les the`mes associe´s dans le document. 
Par contre, nous regardons les rhe`mes associe´s aux the`mes spe´cifiques. Par ailleurs, 
nous prenons en compte les caracte´ristiques a` l’e´chelle de la collection en introduisant 
la notion de fre´quence rhe´matique inverse´e (voir Formule 1).
Pour apparier les termes de la requeˆte avec les the`mes du document, apre`s l’iden-
tification de la s tructure informationnelle, nous extrayons de fac¸on incre´mentale les 
groupes de mots en conside´rant l’information mutuelle point par point normalise´e 
npmi(x, y) (Bouma, 2009):
npmi(x, y) =
pmi(x, y)
− log[p(x, y)] (6)




ou` pmi(x, y) est l’information mutuelle entre les termes x et y, p(x, y) est la probabi-
lite´ commune de x et de y, p(x) et p(y) sont les probabilite´s des termes x et y.
Les candidats qui ne contiennent que les mots grammaticaux ou les signes de ponc-
tuation sont rejete´s. Nous faisons l’hypothe`se que l’appariement des groupes de mots
doit eˆtre plus important que l’appariement de termes isole´s. Donc, nous inte´grons





length(qi)× ICF (qi)× TC × (k1 + 1)
TC + k1 × (1− b+ b× lentopic(d)avgDLtopic )
(8)
4. Cadre expe´rimental
Nous avons conduit les expe´rimentations sur deux collections TREC:
– Robust;
– WT10G.
Le jeu de donne´es Robust du programme d’e´valuation TREC (Text Retrieval Confe-
rence, trec.nist.gov) contient environ 528 000 articles d’actualite´ qui correspondent a` 1
904 MB de texte sur les Disques 4&5 (les donne´es de Congressional Record sont sup-
prime´es) et 249 requeˆtes avec les jugements de pertinence. Dans la collection Robust,
les documents ont presque tous le meˆme format et il n’y a pas de spam.
WT10G de TREC est un sous-ensemble de l’archive d’Internet faisant 10GB.
WT10G contient plus de 1,6 millions de documents et 98 requeˆtes avec les jugements
de pertinence. Contrairement a` la collection Robust, WT10G est un extrait du web
avec des documents re´els en format HTML, dont des spams.
La performance de notre mode`le a e´te´ e´value´e selon plusieurs mesures implante´es
dans le logiciel trec eval 4, utilise´ pour l’e´valuation d’exe´cution de recherche ad hoc
sur la base du fichier avec les re´sultats (liste des documents retrouve´s) et le fichier
avec les jugements de pertinence. Dans ce papier nous avons conside´re´ les mesures
suivantes:
– MAP (Mean Average Precision) est la pre´cision moyenne sur toutes les
requeˆtes. MAP est la moyenne arithme´tique des pre´cisions moyennes pour les requeˆtes
individuelles. Cette mesure est connue pour sa stabilite´ et son pouvoir de discrimina-
tion.
– NDCG (Normalised Discounted Cumulated Gain) est une mesure dans laquelle
l’impact de chaque document de´pend de son rang. Cette mesure est approprie´e en
particulier pour l’e´valuation d’algorithmes de re´-ordonnancement.
– BPREF (Binary Preference) estime la pre´fe´rence des documents juge´s perti-
nents au-dessus des documents juge´s non-pertinents. BPREF ne conside`re pas les
documents non juge´s tandis que MAP le fait. Ceci est important pour les grandes
collections dans lesquelles la probabilite´ de retrouver un document non juge´ est im-
portante.
Nous avons compare´ notre syste`me avec deux syste`mes de re´fe´rence implante´s
dans le plate-forme Terrier (Ounis et al., 2006), a` savoir
– BM25;
– le mode`le de ponde´ration InL2 avec l’algorithme Bo2 pour l’expansion de
requeˆtes (InL2Bo2).




IDF (qi)× TFd(qi)× (k1 + 1)
TFd(qi) + k1 × (1− b+ b× |d|avgDL )
× (k3 + 1)× TFq(qi)
(k3 + TFq(qi))
(9)
ou` TFq(qi) est la fre´quence du terme qi dans la requeˆte q. Nous avons utilise´ les
parame`tres par default, i.e. b = 0.75, k1 = 1.2, k3 = 8.
4. http://trec.nist.gov/trec eval/
InL2 est un mode`le du paradigme DFR (divergence from randomness - diver-
gence de l’ale´a) base´ sur la mesure TF-IDF avec la normalisation de la fre´quence 
de termes L2 (Amati, Van Rijsbergen, 2002). Selon ce mode`le, des mots informatifs 
sont relativement plus fre´quents dans les documents pertinents que dans les autres. 
InL2 de´montre une performance meilleure a` plusieurs niveaux de rappel et selon la 
pre´cision moyenne que les mode`les traditionnels de recherche comme BM25 (Amati, 
2003). La normalisation L2 est moins sensible a` la longueur du document. Selon 
notre e´tude pre´liminaire, avec les parame`tres donne´s par de´faut dans Terrier sur les 
collections utilise´es, InL2 a de´montre´ de meilleurs re´sultats que le mode`le d’Okapi 
BM25 et que l’imple´mentation de Hiemstra du mode`le de langage. Bo2 est un al-
gorithme base´ sur le retour de pseudo-pertinence pour l’expansion de requeˆtes qui 
utilise la statistique Bose-Einstein dans le paradigme DFR. Sur les collections uti-
lise´es, cette me´thode a surpasse´ le mode`le RM3 implante´ dans le moteur de recherche 
Indri, de´veloppe´ dans le cadre du projet Lemur essentiellement a` la base de du mode`le 
de langage pour la recherche d’information 5. RM3 est l’adaptation d’Indri du mode`le 
de pertinence propose´ par Lavrenko et Croft (Lavrenko, Croft, 2001). Pour toutes les 
me´thodes, la racinisation a e´te´ re´alise´e par l’algorithme de Porter. Les documents re-
trouve´s par le syste`me de re´fe´rence ont e´te´ balise´s par parties de discours par Stanford 
CoreNLP qui permet aussi de de´couper le texte en phrases (C. D. Manning et al., 
2014).
Pour l’e´valuation nous avons utilise´ les 20 premiers documents pour le re´-ordonnancement.
Le re´-ordonnancement a e´te´ re´alise´ par blocs de 5 documents. Le poids des the`mes a
e´te´ choisi tel que tw = 0.8 ; les coefficients k1 = 6 et b = 0.2 ont e´te´ choisis. Nous
n’avons conside´re´ que les unigrammes et les bigrammes. Par ailleurs, nous avons ex-
clu les expressions d’ordre infe´rieur de la liste de termes de la requeˆte si elles entraient
dans les expressions d’ordre supe´rieur. Par exemple, la requeˆte q = safety plastic sur-
gery est repre´sente´e comme q = {q1, q2}, ou` q1 = safety et q2 = plastic surgery et les
unigrammes plastic et surgery sont ignore´s.
5. Re´sultats
La TABLE 2 fournit les re´sultats d’e´valuation. Les diffe´rences avec les syste`mes de
re´fe´rence marque´ par * sont significatives avec une p-valeur de p < 0.05. Selon toutes
les mesures d’e´valuation sur les deux collections notre me´thode (TC) a surpasse´ les
syste`mes de re´fe´rence correspondants.
Sur le jeu de donne´es Robust, notre me´thode BM25+TC a surpasse´ BM25 pour
113 requeˆtes et elle a obtenu des re´sultats infe´rieurs pour 105 requeˆtes. Une perfor-
mance infe´rieure au syste`me de re´fe´rence a e´te´ observe´e pour les requeˆtes ”faciles”
avec NDCGavg = 0.5113 en moyenne selon BM25. InL2Bo2 + TC a surpasse´
le syste`me de re´fe´rence InL2Bo2 pour 107 requeˆtes, mais il a e´te´ infe´rieur pour 101
requeˆtes. Les performances infe´rieures ont e´te´ observe´es pour les requeˆtes avec les
5. http://www.lemurproject.org/
valeurs de NDCGavg plus grandes en moyenne (0.64 selon InL2Bo2), tandis qu’il
a e´te´ supe´rieur pour les requeˆtes plus difficiles (NDCGavg = 0.56).
Sur la collection WT10G, BM25 + TC a surpasse´ BM25 pour 42 requeˆtes
(NDCGavg = 0.515) et il a e´te´ moins efficace pour 18 requeˆtes (NDCGavg = 0.55).
InL2Bo2 + TC a obtenu des re´sultats supe´rieurs que InL2Bo2 pour 40 requeˆtes
(NDCGavg = 0.56), tandis il a e´te´ moins bon que le syste`me de re´fe´rence pour 22
requeˆtes (NDCGavg = 0.628).
Ainsi il est possible de conclure que notre approche de re´-ordonnancement est plus
efficace que les mode`les de la recherche classiques surtout pour les requeˆtes difficiles.
La TABLE 3 et la TABLE 4 fournissent les statistiques de´taille´es sur l’ame´lioration /
de´gradation des re´sultats pour toutes les requeˆtes, les requeˆtes tre`s difficiles (MAP (BM25) ≤
0.1), difficiles (MAP (BM25) ≤ 0.25) et simples (MAP (BM25) ≥ 0.5) pour
les collections Robust et WT10G respectivement. Les tables confirment aussi que
la me´thode propose´e dans cet article ame´liore surtout les requeˆtes difficiles et plus
spe´cialement sur les donne´es web.
La FIGURE 4 et la FIGURE 5 pre´sentent les histogrammes de la diffe´rence de
NDCG entre notre me´thode et les syste`mes de re´fe´rence correspondants pour le jeux
de donne´es Robust et WT10G respectivement.
Tableau 2. Re´sultats ge´ne´raux
Collection Measure BM25 BM25+TC InL2Bo2 InL2Bo2+TC
Robust
MAP 0.2365 0.2386 0.2801 0.2884∗
BPREF 0.2462 0.2472 0.2782 0.2863∗
NDCG 0.5079 0.512∗ 0.5549 0.5597∗
WT10G
MAP 0.1867 0.1959∗ 0.2152 0.219∗
BPREF 0.1865 0.1948∗ 0.2056 0.2138∗
NDCG 0.4584 0.4705∗ 0.4861 0.4917∗
Pour e´valuer la stabilite´ du mode`le, nous avons e´tudie´ l’influence de la varia-
tion des parame`tres k1 et b en gardant les valeurs des autres parame`tres fixe´es. La
FIGURE 6 et la FIGURE 7 de´crivent l’influence des parame`tres b et k1 respective-
ment sur les valeurs de NDCG pour les collections Robust et WT10G. Ici, nous
pre´sentons les re´sultats obtenus avecBM25 en tant que syste`me de re´fe´rence. Comme
pre´ce´demment, nous avons re´-ordonne´ 20 documents par blocs de 5. Le poids des
the`mes a e´te´ fixe´ a` tw = 0.8. Pour varier k1, la valeur de b a e´te´ choisie e´gale a` 0.2.

















































# de requeˆtes 249 10 39 137
BM25 + TC > BM25 113 5 20 61
BM25 + TC < BM25 105 4 16 58
InL2Bo2 + TC > InL2Bo2 107 1 14 61
InL2Bo2 + TC < InL2Bo2 101 1 5 65

















































# de requeˆtes 98 40 71 7
BM25 + TC > BM25 42 11 28 4
BM25 + TC < BM25 18 4 12 0
InL2Bo2 + TC > InL2Bo2 40 16 31 2
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Figure 5. Histogramme de la différence de NDCG avec le système de référence 
(WTJOG) 
k1 varie de 2 à 10. Pour la variation de b, la valeur de k1 a été fixée à 6. Nous avons 
examiné les valeurs de bdans l'intervalle [O, l]. 
La FIGURE 7 montre que notre modèle est stable par rapport au paramètre k1 , 
tandis que la FIGURE 6 montre que la variation de b influence beaucoup les résultats 
de ré-ordonnancement La stabilité de la méthode proposée par rapport au paramètre 
k1 signifie que notre modèle n'est pas très sensible à la fréquence des termes. Par 
contre, il est très sensible à la normalisation du nombre de thèmes dans le document 
Le valeur correspondant aux meilleurs résultats est b = 0.2 pour les deux collections 
correspondant à un taux bas de la normalisation. Néanmoins, l'absence de norma­
lisation mène à de faibles résultats. La valeur correspondant aux meilleurs résultats 
dans notre modèle b = 0.2 est inférieure à la valeur recommandée (b = O. 75) dans 
le modèle traditionnel BM25. Apparemment, cet effet peut être expliqué par un plus 
faible nombre de thèmes par rapport au nombre de termes dans le document. b et kl 
ont la même tendance pour les deux jeux de données. 
La FIGURE 8 illustre l'impact du poids des thèmes tw. Même si tw est stable 
en général, les tendances sont un peu différentes pour les collections utilisées. Pour 
WTIOG les valeurs supérieures du poids des thèmes améliorent les résultats, tandis 
que pour Robust les valeurs extrêmes produisent une dégradation légère. Une cause 
possible de cet effet est que les rhèmes sont souvent beaucoup plus longs que les 
thèmes. Par conséquence, la probabilité a priori de trouver un terme dans les parties 
rhèmes est plus grande que celle de le trouver dans les parties thématiques. Les valeurs 
supérieures de thèmes diminuent le poids des rhèmes. Cela provoque une perte de 
documents qui mentionnent l'information pertinente mais ne sont pas tout à fait à
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Parmi les 249 requêtes de la collection Robust, 53 requêtes contiennent des bi­
grammes. Pour le jeu de données WT 1 OG, ce nombre est égal à 13. Nous avons exclu 
ces requêtes pour évaluer la performance de l' approche thème-rhème sans considération 
des bigrammes. Les résultats sont présentés dans la TABLE 5. Cette table démontre que 
notre méthode reste meilleure que les systèmes de référence dans le cas du traitement 
basé sur les unigrammes seulement. 
Considérons une requête piracy et deux exemples de documents issus de la collec­
tion Robust. 
Tableau 5. Les valeurs de NDCG pour les requeˆtes sans bigrammes
Collection BM25 BM25+TC InL2Bo2 InL2Bo2+TC
Robust 0.4936 0.5002 0.5428 0.5497




<desc> What modern instances have there been of old fashioned piracy,
the boarding or taking control of boats?
<narr> Documents discussing piracy on any body of water are relevant.
Documents discussing the legal taking of ships or their contents
by a national authority are non-relevant. Clashes between fishing
vessels over fishing are not relevant, unless one vessel is
boarded.

EXEMPLE 11. — Document FT923-9880
[FT 03 AUG 92 / Jakarta] [sinks plan to combat piracy]. [Plans for an
international centre to fight the increasing incidence of piracy
in south-east Asian waters] [have been scuttled]. [The International
Maritime Bureau (IMB)] [had proposed setting up a 24-hour regional
centre in Kuala Lumpur to co-ordinate anti-piracy efforts in waters
off Malaysia, Singapore, Indonesia and the Philippines]. [But Indonesia,
in particular,] [has objected to what it sees as interference in its
affairs]. [At a Piracy in South-East Asia conference in Kuala Lumpur,
Commodore Sutedjo, director of naval operations and training in
the Indonesian navy,] [said that as long as piracy occurred within
territorial waters, local law enforcement authorities could carry
out counter measures more effectively]. [There is alarm at the growing
frequency and ferocity of the pirate attacks]. [More than 40 incidents]
[have been reported this year in the Strait of Malacca and in the
narrow Phillips channel, off Singapore]. [Shipowners say most attacks
in the area] [seem to be carried out by Indonesians who disappear in the
labyrinth of Indonesian islands between Singapore and Sumatra]. [In one
incident pirates] [ boarded a supertanker carrying 240,000 tons of crude
oil in the Phillips channel]. [The crew] [was tied up and the tanker
was left cruising, unpiloted]. [Shipowners] [have rejected proposals
for a toll to keep the region’s seas safe]. [They] [say security is the
responsibility of the states themselves]. [It was reported last week
that Indonesia and Singapore had agreed new measures to combat piracy,
including granting each country’s marine police and navy the right of
hot pursuit]. 
EXEMPLE 12. — Document FBIS4-60337
[BFN [Report by Ahmad ’Izz-al-Din at the Presidential]. [Palace--]
[recorded]] [[Excerpt] Prime Minister Rafiq al-Hariri] [has denounced
Israel’s piracy, which contradicts all norms and proves that Israel is
not serious about peace]. [Prime Minister al-Hariri] [denied that there
is any hesitation about adopting a stance on the Israeli piracy, noting
that Lebanon is studying the possibility of submitting a complaint
against this crime]. [President Ilyas al-Hirawi and Prime Minister Rafiq
al-Hariri] [held a meeting this morning during which they discussed the
Israeli piracy operation and the measures the government will adopt].
[[passage] [omitted]] 
L’exemple 11 est a` propos des attaques de pirates et c’est pourquoi il est juge´
pertinent, tandis que le second document (exemple 12) parle plutoˆt de la politique ;
il est juge´ non-pertinent par rapport a` la requeˆte conside´re´e. Notre syste`me donne
un score supe´rieur au document FT923-9880 par rapport a` celui de FBIS4-60337
(TC(FT923 − 9880) = 198.98, TC(FBIS4 − 60337) = 160.18), tandis que
BM25 ordonne ces documents dans l’ordre inverse (BM25(FT923−9880) = 9.11,
BM25(FBIS4 − 60337) = 9.14) parce que le terme piracy est tre`s fre´quent dans
le second document. Cependant, il ne se trouve que dans les parties rhe`mes dans le
second document. Par contre, dans le premier document il apparaıˆt a` la fois dans les
parties the´matiques et rhe`mes.
6. Conclusion
Dans ce papier nous avons propose´ une nouvelle approche pour l’ordonnancement
de documents en recherche d’information base´e sur l’analyse de la structure the`me-
rhe`me de textes. Cette approche peut eˆtre facilement transforme´e en un mode`le de
recherche.
Nous avons analyse´ manuellement la structure the`me-rhe`me des documents issus
de trois jeux de donne´es.
Nous avons introduit une me´thode comple`tement automatique pour annoter la
structure informationnelle selon l’hypothe`se que le the`me a tendance a` se manifester
au de´but de la phrase. Cette me´thode n’exige qu’une analyse syntaxique de surface, a`
savoir le de´coupage en phrases et le balisage des parties de discours. L’ide´e principal
de notre me´thode est de de´couper une proposition en deux, par le verbe personnel.
Nous avons inte´gre´ la structure the`me-rhe`me dans le formalismeBM25F . D’abord,
nous avons fait l’hypothe`se que les the`mes doivent avoir les poids supe´rieurs aux
rhe`mes. Pourtant, les expe´rimentations conduites ont de´montre´ que les valeurs extreˆmes
de ce coefficient (i.e. ignorance de the`mes ou rhe`mes) diminuent la performance en
moyenne. Cet effet peut eˆtre lie´ au fait que les rhe`mes sont souvent beaucoup plus
longs que les the`mes et ainsi la probabilite´ a` priori de trouver un terme de requeˆte dans 
les parties rhe`mes est plus grande. Les valeurs supe´rieures du poids de the`mes peuvent 
provoquer la perte des documents qui ne font que mentionner l’information pertinente 
mais ne sont pas entie`rement a` propos du sujet. En ge´ne´ral, les parame`tres du mode`le 
propose´ sont stables, pourtant, la valeur b = 0.2 donne les meilleurs re´sultats. Cet 
effet peut eˆtre cause´ par un nombre plus importants de termes dans les documents par 
rapport au nombre de the`mes.
Nous avons e´value´ notre approche sur deux jeux de donne´es TREC. Selon toutes 
les mesures d’e´valuation utilise´es sur les deux collections, notre me´thode surpasse 
significativement l es s yste`mes d e r e´fe´rence f ournis p ar l e p late-forme Terrier. Les 
re´sultats des expe´rimentations conduites permettent de conclure que la proposition 
est efficace, en particulier pour les requeˆtes difficiles. Notre approche reste meilleure 
que les syste`mes de re´fe´rence dans les cas de bigrammes et d’unigrammes.
Le travail ouvre des perspectives inte´ressantes. La prise en compte du contexte 
de la recherche de l’utilisateur (par exemple, son environnement, son historique etc. 
tout indicateur permettant d’ame´liorer la qualite´ des re´sultats) pourrait eˆtre un e´le´ment 
inte´ressant a` conside´rer dans ce processus pour mieux personnaliser le re´sultat.
Dans la mesure ou` notre me´thode fait la diffe´rence entre les phrases ou le the`me 
et le rhe`me sont inverse´s (les exemples 3 et 4), nous pensons qu’elle est approprie´e 
pour les syste`mes question-re´ponse et la recherche d’information focalise´e. Dans les 
travaux futurs nous allons e´tudier ces pistes.
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