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Introduc)on	  
Common methods to predict phenotypes in RNA-Seq datasets 
utilize machine learning algorithms trained via gene expression. In 
contrast to gene expression, the number of isoforms increases 
significantly due to numerous alternative splicing patterns, 
resulting in a prioritization problem for many machine learning 
(ML) algorithms[1]. Our study shows that isoform features are 
complementary to gene features, providing non-redundant 
information and enhanced predictive power when prioritized and 
filtered. 
 
 
 
 
The Most Valuable Predictors (MVP) method, a univariate 
filtering algorithm, which selects up to the N highest ranking 
features for phenotype prediction is described and evaluated in 
this study. Filtering consistently enhanced the prediction accuracy 
of each phenotype prediction pipeline comparison and facilitated 
the identification of an optimal pipeline for phenotype prediction.  
Methods   
Three datasets, each of diseased and healthy phenotypes were used 
to compare pipelines generated for this analysis and to empirically 
develop our MVP filtering method: 
§  10 healthy, 11 relapse non-small cell lung cancer (NSCLC)[1] 
§  10 healthy, 10 chronic obstructive pulmonary disease (COPD)[3] 
§  4 wild-type, 4 SOD1 amyotrophic lateral sclerosis mice (ALS)[9] 
 
 
 
     
 
 
 
 
 
RSEM[4], Cufflinks[7], and SeqGSEA[8] were each used to assemble 
and quantify abundance on transcripts. Gene and isoform count-
based expression, as well as fractional-based isoform expression (a 
ratio of each isoform’s expression to its corresponding gene) were 
outputs from these tools. The datasets were iteratively divided into 
test and training sets via leave-two-out cross validation prediction 
tests. Transcript features in each training set were identified using a 
t-test and also using the MVP filtering method. 
 
MVP filtering method: 
§  Input dataset with phenotypes P1, P2 
§  Retain features with all samples non-zero and non-null 
§  Perform a t-test on all remaining features between P1, P2  
§  For all features with p-value < α, calculate quantity r: 
                     r = | µ1 – µ2 | / (σ12 + σ22)   
§  Select the features with one of the N highest r values as 
predictors, where N is the number of desired features.  
The selected transcripts were used as features for the Elastic 
Net[10], Random Forest[5], and Sparse Partial Least Squares[2] 
(SPLS) ML algorithms to predict the test-set sample phenotypes. 
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Results	  
Each pipeline permuted from the previously described tools/options generated predictions to create a receiver operating characteristic 
(ROC) curve, and the area under the curve (AUC) was used as a metric to measure the accuracy of predictions generated by each 
pipeline[6].  The accuracy and reliability of the various transcript quantification tools, feature types, filtering methods and ML 
algorithms were compared via AUC. 
Conclusions 
Figure 1. Pipelines using RSEM for transcript quantification and 
the MVP filtering method for feature selection significantly had 
the highest AUC scores. 
 
Figure 2. We can confidently conclude MVP filtering enhances 
the prediction accuracy of each feature type across all datasets 
when using RSEM for transcript quantification. 
 
Figure 3. The Elastic Net performed most consistently on all 
datasets after MVP filtering and generated AUC scores 
comparable in accuracy to Random Forest. 
 
Figure 4. Fractional-based isoform expression produced AUC 
scores comparable to those of count-based isoform data, and both 
outperformed gene expression when MVP filtering was applied. 
The results of this study support several major conclusions.  
 
1.  A univariate filtering method, such as our MVP algorithm, 
consistently enhances prediction accuracy of each feature 
type when using RSEM for transcript quantification. 
2.  We have identified an optimal pipeline for phenotype 
prediction which includes filtering for feature selection, 
reducing feature size to decrease the number of biomarker 
candidates. 
3.  This study reveals the complementary nature of isoform 
expression data. Isoform features provide non-redundant 
information and enhanced predictive power compared to gene 
features. 
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MVP: Univariate filtering method enhances phenotype prediction 
accuracy via machine learning techniques in RNA-Seq experiments 
using isoform-based features
Figure 3. AUC scores were generated by running all input 
datasets through nine pipelines that all performed transcript 
quantification with RSEM, but varied in feature type, use of 
filtering, and ML algorithm. AUC scores are shown grouped by 
ML algorithm and whether filtering was applied. 
Figure 4. AUC scores were generated by running all input 
datasets through nine pipelines that all performed transcript 
quantification with RSEM, but varied in feature type, use of 
filtering, and ML algorithm. AUC scores are shown grouped by 
feature type and whether filtering was applied. 
Figure 1. AUC scores were generated by running each dataset 
through 54 pipelines that varied in transcript quantification 
tool, feature type, use of filtering, and machine learning 
algorithm. AUC scores are shown grouped by dataset, 
transcript quantification tool and use of filtering. 
Figure 2. AUC scores were generated by running all input 
datasets through nine pipelines that all performed transcript 
quantification with RSEM, but varied in feature type, use of 
filtering, and machine learning algorithm. AUC scores are 
shown grouped by dataset and use of filtering. 
