We study the large-time behavior of solutions to the compressible Navier-Stokes equations for a viscous and heat-conductive gases in R 3 . More precisely, under a suitable additional condition involving only the low frequencies of the initial data, we exhibit the optimal time decay rates for the constructed global solutions. The proof relies on some new energy arguments developed by Xin and Xu [39] for the compressible Navier-Stokes equations.
Introduction and the main result
In this paper, we consider the three dimensional non-isentropic compressible NavierStokes equations in the Eulerian coordinates                  ∂ t ρ + div (ρu) = 0 ,
(ρ, u, θ)| t=0 = (ρ 0 , u 0 , θ 0 ), (1.1) where t ≥ 0 is time, x ∈ R 3 is the spatial coordinate, and ρ, u = (u 1 , u 2 , u 3 ), θ, P, represent respectively the fluid density, velocity, absolute temperature, pressure; D(u) is the deformation tensor given by D(u) = 1 2 ∇u + (∇u) T . For a general fluid, the pressure P is a would blow up in finite time. Feireisl [17] got the existence of so-called variational solu-
. The temperature equation in [17] is satisfied only as an inequality in the sense of distributions. In order that the equations are satisfied as equalities in the sense of distributions, Bresch and Desjardins in [2] proposed some different assumptions from [17] , and obtained the existence of global weak solutions to the full compressible NavierStokes equations with large initial data in T 3 or R 3 . Huang and Li [23] established the global existence and uniqueness of classical solutions to the three-dimensional full compressible Navier-Stokes system in R 3 with smooth initial data which are of small energy but possibly large oscillations where the initial density is allowed to vanish. Wen and Zhu [37] established the global existence of spherically and cylindrically symmetric classical and strong solutions of the full compressible Navier-Stokes equations in R 3 . We also emphasis some blowup criterions in [22] , [24] , [25] (see also the reference therein). The readers may refer to [5] or [37] for more recent advances on the subject.
Let us also recall some important progress in the critical regularity framework of (1.1).
Rigorously speaking, System (1.1) does not possess any scaling invariance. Yet, neglect the pressure term, for all λ > 0, define the transform:
Then, we say a function space being critical with respect to (1.4) means that the norm of the space is invariant with respect to the scaling transformation (1.2). For example, the product
is a critical space for the system (1.1). In the framework of critical spaces, a breakthrough was made by Danchin [11] for the isentropic compressible Navier-Stokes equations, where the author proved the local wellposedness with large initial data and global solutions with small initial data. This result was further extended by Charve et al. [3] , Chen et al. [5] , Haspot [20] , Chen et al. [8] , in which large highly oscillating initial velocity is allowed. Let us go back to the full compressible Navier-Stokes equations (1.1), one can refer to [9] , [12] , for the local wellposedness. The global small solutions in the critical L p Besov framework was obtain by Danchin [13] with p = 2 and Danchin, He [14] for more general p. It should mention that the critical Besov spaces used in [9] , [14] seems the largest one in which the system (1.1) is well-posed. Indeed, Chen et al. [7] proved the ill-posedness of (1.1) inḂ
In the present paper, we are concerned with the large time behaviour of global solutions to (1.1) in R 3 . Starting with the pioneering work by Matsumura and Nishida [32] , in which the authors proved that if the initial data are a small perturbation in
(1.3)
Similar decay rates have been established in the half-space or exterior domain cases, see
for example [30] , [31] , [33] . Subsequently, Ponce [35] showed that these solutions approach constant equilibrium state in the L p -norm at a rate O( t
In this paper, we aim at proving optimal time-decay estimates for (1.1) within the critical regularity framework of the solutions constructed in [14] . Our work is inspired by a series of work [15] , [16] , [32] , [39] , [40] .
Before state our main result, we make some illustration of (1.1). Letρ,θ be two fixed positive constants. We look for the solutions of (1.1) with the far field behavior:
In the following, setρ =θ = 1 and define
Hence, we can rewrite (1.1) into the following system:
with I(a) = a 1+a , J(a) = ln(1 + a). For z ∈ S ′ (R 3 ), the low and high frequency parts are expressed as
for a large integer j 0 ≥ 1. The corresponding truncated semi-norms are defined as follows:
One can find the definitions of∆ j and the norm ofḂ s p,1 in the next section. In the following argument, we shall take µ = λ = κ = 1 in (1.4).
For the above new system (1.4), Danchin and He [14] obtained the global small solutions in the L p critical Besov spaces. Here, we only recall the partial result of Danchin and He [14] in R 3 : Theorem 1.1. (see Danchin and He [14] 
The initial data satisfy the assumption
for a constant ε > 0 sufficiently small. Then the system (1.4) has a unique global solution (a, u, ϑ) so that
Moreover, there holds
where
Based on the above global small solutions, Danchin and Xu [16] studied the decay rates of the solutions, more precisely, they proved the following theorem in a more general di-
, here, we only present the case of the result in R 3 and ε = 0 in [16] :
. (see Danchin and Xu [16]) In addition to the conditions of Theorem 1.1, assume that
there exists a small constant ε > 0 such that
Then there holds the decay estimate
The present paper can be regarded as a further study on the previous theorem without the additional smallness assumption (1.10). For the compressible Navier-Stokes equations without (1.10) (let ϑ 0 = 0), the optimal time decay has been obtained by Xin and Xu [39] .
Now we enlarge the range of σ in (1.11) and remove (1.10) for the compressible NavierStokes equations involving heat-conductive gases. Compared to the compressible NavierStokes equations discussed in [39] , the equations (1.4) contain the stronger nonlinear terms
I(a)∆ϑ and I(a)|D(u)| 2 , which lead to analysis difficulties.
The main result of the present paper reads as follows.
Theorem 1.3. In addition to the conditions of Theorem 1.1, assume that
. Then the decay rate estimates 
Preliminaries
For convenience, we use the symbols (a, b) X = a X + b X and F G, which represents the inequality F ≤ CG for a generic constant C.
In this section, we recall some basic facts on Littlewood-Paley theory (see [1] for instance). Let χ ≥ 0 and ϕ ≥ 0 be two smooth radial functions so that the support of χ is contained in the ball {ξ ∈ R 3 : |ξ| ≤ 4 3 }, the support of ϕ is contained in the annulus {ξ ∈ R 3 :
Let F be the Fourier transform. The homogeneous dyadic blocks∆ j and the low-frequency cutoff operatorsṠ j are defined for all j ∈ Z bẏ
Let us remark that, for any homogeneous function A of order 0 smooth outside 0, we have
Denote by S ′ h (R 3 ) the space of tempered distributions subject to the condition
Then we have the decomposition
Now we recall the definition of homogeneous Besov spaces.
Let us now state some Besov space properties to be used repeatedly in this paper. 
The following Bernstein's lemma will be repeatedly used throughout this paper:
Lemma 2.3. (see [1] ) Let B be a ball and C an annulus of R 3 centered at the origin. For an integer 
The Bony decomposition is very effective in the estimate of nonlinear terms in fluid motion equations. Here, we recall the decomposition in the homogeneous context:
The paraproductṪ and the remainderṘ operators satisfy the following continuous properties.
Lemma 2.5. (see [1] 
The following product law plays central roles when we estimate the couple terms appeared in the equations:
Then we have, for ( f , g) ∈Ḃ
In order to deal with composition functions in the Besov spaces, we also need the fol- 
(2.1)
The proof of Theorem 1.3
The proof is to show the decay estimate of the solution (a, u, ϑ) given in Theorem 1.1.
This decay estimate is simply derived from a Lyapunov-type inequality for the solution.
This inequality lies on the viability of the uniform bound
This bound can be derived from an energy estimate of (1.4). To show the energy estimate, we starts with the following energy estimate the linearized equation system of (1.4).
Low frequency energy estimate of the linearized system of (1.4)
For (a, u, ϑ) the smooth solution to the following linearized system of (1.4):
we show the energy estimate, for γ ∈ R, (a, u, ϑ)
Indeed, let ω = Λ −1 curl u be the incompressible part of u and v = Λ −1 div u be the compressible part of u. We see that ω satisfies the heat equation: 
On the other hand, it is easy to check that (∆ j a,∆ j v,∆ j ϑ) satisfies the equations
Taking the L 2 inner product of (3.6) with (∆ j a,∆ j v,∆ j ϑ), and using the following cancel-
Applying Λ to the first equation of (3.6) gives
Taking the L 2 inner product of (3.8) with∆ j Λa implies
To find the hidden dissipation of a in the low frequency, we get by testing the second equation of (3.6) by∆ j Λa and (3.8) by∆ j v respectively that
Multiplying (3.7) by 2 and (3.10) by −1 respectively, and summing up the resultant equations with (3.9), we have the energy equality involving the dissipation for a:
It readily seen that the equivalence
holds true for low frequency components (j ≤ j 0 ). Hence, by Young inequality, Hölder inequality and Bernstein inequalities, we have
which implies that
Multiplying (3.14) by 2 γj and summing up the resultant inequalities with respect to j ≤ j 0 , we have
which combined with (3.5) and (3.15) gives the desired the low frequencies estimate (3.3).
Nonlinear estimates for showing the uniform boundedness (3.1)
As (a, u, ϑ) is the global small solution of (1.4) given in Theorem 1.1 and (3.2) is the linearized equation system of (1.4), the application of (3.3) to (1.4) with γ = σ for
To deal with the nonlinear terms on the right-hand side of the previous equation, we need the following product laws:
The first one is given by Lemma 2.6. To prove the second one, we use Bony's decomposition:
Applying Lemma 2.5 and the condition 1 − 3 p < 0 implies that
where we have used the high frequency property of g h and the fact 1 − the rest term can be estimated from Lemma 2.5 that
Moreover, with the aid of the Hölder inequality and Bernstein's inequality, we have
which together with a similar derivation of (3.19) yields
The combination of (3.19) , (3.20) and (3.21) yields (3.18).
In estimating the nonlinear items of (3.16) by using (3.17), (3.18) and the decomposition u = u ℓ + u h , we find that
By using Bernstein's estimate and the properties of low and high frequencies, the previous estimate becomes
for Y(t) and X (t) defined in (1.9) and (1.6).
By (3.17), Lemma 2.3 and the properties of low and high frequencies, we estimate the following nonlinear terms 
) ∇ϑ
Combining (3.23) and (3.24) with the identity 
Similarly, we have
+ Y(t)X (t). (3.27) Moreover, to deal with the nonlinear term I(a)∇a, we have to use the estimate (2.1) in a
Besov spaceḂ s p,1 for s > 0. However, for the Besov spaceḂ σ 2,1 in the present estimation, the condition σ > 0 cannot be guaranteed. Thus in order to make use of Proposition 2.7 or (2.1), we employ the formulation I(a) = a − aI(a) and argue in the same way as the derivation Next attempt is to consider the nonlinear term I(a)∆ϑ involving composition functions and is more elaborate. We first rewrite I(a)∆ϑ = I(a)∆ϑ ℓ + I(a)∆ϑ h . Its component involving the low frequency ϑ ℓ is estimated as Consequently, the proof of Theorem 1.3 is complete.
