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1. Introduction
This is a guided tour through some selected topics in geometric analysis. Most
of the results here can be found in the literature but some are new and do not
appear elsewhere. We have chosen to illustrate many of the basic ideas as they
apply to the theory of minimal surfaces. This is, in part, because minimal surfaces
is, if not the oldest, then certainly one of the oldest areas of geometric analysis
dating back to Euler’s work in the 1740’s and in fact many of the basic ideas in
geometric analysis originated in the study of minimal surfaces. In any case, the
ideas apply to a variety of different fields and we will mention some of these as we
go along.
Part 1 reviews some of the classical ideas and results in geometric analysis.
We begin with the definition and basic results for minimal surfaces, including the
first variation formula and maximum principle in Section 2. Section 3 gives some
applications of the Bochner formula to comparison theorems, vanishing theorems
(such as the famous Bochner theorem), and harmonic functions. We turn next
to the monotonicity formula and mean value inequality in Section 4. These play
a fundamental role in many areas of geometric analysis, however, we have chosen
to focus on the special cases of minimal surfaces and manifolds with non–negative
Ricci curvature. Section 5 recalls the Bernstein theorem (for entire solutions) and
Bers’ theorem (for exterior solutions) of the minimal surface equation. These results
illustrate an interesting rigidity for solutions of the minimal surface equation which
comes from the nonlinearity (and does not occur for solutions of linear equations).
In Sections 6 and 7, we briefly review the basic facts for mean curvature flow and
Ricci flow. The next two sections discuss some fundamental a priori estimates in
pde. First, Section 8 gives various gradient estimates for linear/nonlinear, ellip-
tic/parabolic equations, all based on the maximum principle. The importance of
this fundamental estimate has been well-understood since the work of Bernstein in
the early 1900’s. Section 9 recalls a much more recent tool for a priori estimates,
namely, Simons’ inequality, and illustrates its usefulness for proving a priori esti-
mates. The original inequality of Simons was for the Laplacian of the norm squared
of the second fundamental form of a minimal hypersurface, but variations of this
inequality appear in a surprising number of fields (Einstein manifolds, harmonic
maps, Yang-Mills connections, various parabolic equations, etc.). Finally, in Sec-
tion 10 we derive the basic estimates for minimal annuli with small total curvature,
including a quantitative form of Bers’ theorem. This last section also sets the stage
for some estimates in Part 2 for multi–valued graphs.
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In Part 2, we turn our attention to embedded multi–valued minimal graphs (the
basic example is half of the helicoid). These are graphs of multi–valued functions
and should be thought of as “spiral staircases.” The analysis of these has played
a major role in recent developments in minimal surface theory. The first two sec-
tions, 11 and 12, prove the fundamental estimates on the separation and curvature.
Section 13 extends the Bers’ theorem from Part 1 to this setting. Finally, Section
14 proves some original results, including a representation formula showing that
an embedded multi–valued minimal graph can be written as a sum of a helicoid, a
catenoid, and a small perturbation.
In Part 3, we survey some of the key ideas in classical regularity theory, recent
developments on embedded minimal disks, and some global results for minimal
surfaces in R3. Sections 15 and 16 focus on Reifenberg type conditions, where
a set is assumed to be close to a plane at all points and at all scales (“close” is
in the Hausdorff or Gromov–Hausdorff sense and is defined in Section 15). This
condition automatically gives Ho¨lder regularity (and hence higher regularity if the
set is also a weak solution to a natural equation). Section 17 surveys the role
of monotonicity and scaling in regularity theory, including ǫ-regularity theorems
(such as Allard’s theorem) and tangent cone analysis (such as Almgren’s refinement
of Federer’s dimension reducing). Section 18 briefly reviews recent results of the
authors for embedded minimal disks, developing a regularity theory in a setting
where the classical methods cannot be applied and in particular where there is no
monotonicity. The estimates and ideas discussed in Section 18 have applications to
the global theory of minimal surfaces in R3. In Section 19, we give a quick tour of
some recent results in this classical, but rapidly developing, area.
Thus far, we have mainly dealt with regularity and a priori estimates but have
ignored questions of existence. Part 4 surveys some of the most useful existence re-
sults for minimal surfaces and gives an application to Ricci flow. Section 20 recalls
the classical Weierstrass representation, including a few modern applications, and
the Kapouleas desingularization method. Section 21 deals with area minimizing
surfaces (whether for fixed boundary, fixed homotopy class, etc.) and questions of
embeddedness. The next section discusses unstable (hence not minimizing) surfaces
and the corresponding questions for geodesics, concentrating on whether the Morse
index can be bounded uniformly. Section 23 recalls the min–max construction for
producing unstable minimal surfaces and, in particular, doing so while controlling
the topology and guaranteeing embeddedness. Finally, Section 24 discusses a re-
cent application of min–max surfaces to bound the extinction time for Ricci flow,
answering a question of Perelman.
Finally, in Part 5, we discuss some global results for harmonic functions and
a few applications of function theory. We begin by reviewing the basic theory of
harmonic functions on Euclidean space. This starts with the Liouville theorem and
the relationship between polynomial growth harmonic functions and eigenfunctions
on the sphere; see Section 25. In Section 26 we sketch the proof that the spaces
of harmonic functions of polynomial growth are finite dimensional on manifolds
with non–negative Ricci curvature. Section 27 gives a version of this for minimal
submanifolds and a geometric application of this. Finally, Section 28 discusses two
estimates related to nodal sets of eigenfunctions.
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Part 1. Classical and almost classical results
2. Minimal surfaces
Let Σ ⊂ R3 be a smooth orientable surface (possibly with boundary) with
unit normal nΣ. Given a function φ in the space C
∞
0 (Σ) of infinitely differentiable
(i.e., smooth), compactly supported functions on Σ, consider the one–parameter
variation
(2.1) Σt,φ = {x+ t φ(x) nΣ(x)|x ∈ Σ} .
The so called first variation formula of area is the equation (integration is with
respect to darea)
(2.2)
d
dt
∣∣∣∣
t=0
Area(Σt,φ) =
∫
Σ
φH ,
where H is the mean curvature of Σ. (When Σ is noncompact, then Σt,φ in (2.2)
is replaced by Γt,φ, where Γ is any compact set containing the support of φ.) The
surface Σ is said to be a minimal surface (or just minimal) if
(2.3)
d
dt
∣∣∣∣
t=0
Area(Σt,φ) = 0 for all φ ∈ C∞0 (Σ)
or, equivalently by (2.2), if the mean curvature H is identically zero. Thus Σ is
minimal if and only if it is a critical point for the area functional. (Since a critical
point is not necessarily a minimum the term “minimal” is misleading, but it is
time honored. The equation for a critical point is also sometimes called the Euler–
Lagrange equation.) Moreover, a computation shows that if Σ is minimal, then
(2.4)
d2
dt2
∣∣∣∣
t=0
Area(Σt,φ) = −
∫
Σ
φLΣφ , where LΣφ = ∆Σφ+ |A|2φ
is the second variational (or Jacobi) operator. Here ∆Σ is the Laplacian on Σ and
A is the second fundamental form. So |A|2 = κ21+κ22, where κ1, κ2 are the principal
curvatures of Σ and H = κ1 + κ2. A minimal surface Σ is said to be stable if
(2.5)
d2
dt2
∣∣∣∣
t=0
Area(Σt,φ) ≥ 0 for all φ ∈ C∞0 (Σ) .
A graph (i.e., the set {(x1, x2, u(x1, x2)) | (x1, x2) ∈ Ω}) of a real valued function
u on a domain Ω in R2 is minimal iff the function satisfies the minimal surface
equation
(2.6) div
(
du√
1 + |du|2
)
= 0 ,
where du is the R2 gradient of the function u and div is the divergence in R2. One
can show that a minimal graph is stable and, more generally, so is a multi–valued
minimal graph (see below for the precise definition).
We will next derive the weak form of the minimal surface equation, i.e., the
so–called first variation formula, which is the basic tool for working with “weak
solutions” (typically, stationary varifolds). Let X be a vector field on R3. We can
write the divergence div ΣX of X on Σ as
(2.7) div ΣX = div ΣX
T +X ·H ,
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where XT and XN are the tangential and normal projections of X . From this and
Stokes’ theorem, we see that Σ is minimal if and only if for all vector fields X with
compact support and vanishing on the boundary of Σ,
(2.8)
∫
Σ
div ΣX = 0 .
This equation is known as the first variation formula. It has the benefit that (2.8)
makes sense as long as we can define the divergence on Σ. As a consequence of
(2.8), we will show the following proposition:
Proposition 2.1. Σk ⊂ Rn is minimal if and only if the restrictions of the
coordinate functions of Rn to Σ are harmonic functions.
Proof. Let η be a smooth function on Σ with compact support and η|∂Σ = 0,
then
(2.9)
∫
Σ
〈∇Ση, ∇Σxi〉 =
∫
Σ
〈∇Ση , ei〉 =
∫
Σ
div Σ(η ei) .
From this, the claim follows easily. 
Recall that if Ξ ⊂ Rn is a compact subset, then the smallest convex set con-
taining Ξ (the convex hull, Conv(Ξ)) is the intersection of all half–spaces containing
Ξ. The maximum principle forces a minimal submanifold to lie in the convex hull
of its boundary (this is the “convex hull property”):
Proposition 2.2. If Σk ⊂ Rn is a compact minimal submanifold, then Σ ⊂
Conv(∂Σ).
Proof. A half–space H ⊂ Rn can be written as
(2.10) H = {x ∈ Rn | 〈x, e〉 ≤ a} ,
for a vector e ∈ Sn−1 and constant a ∈ R. By Proposition 2.1, the function
u(x) = 〈e, x〉 is harmonic on Σ and hence attains its maximum on ∂Σ by the
maximum principle. 
The argument in the proof of the convex hull property can be rephrased as
saying that as we translate a hyperplane towards a minimal surface, the first point
of contact must be on the boundary. When Σ is a hypersurface, this is a special
case of the strong maximum principle for minimal surfaces:
Lemma 2.3. Let Ω ⊂ Rn−1 be an open connected neighborhood of the origin.
If u1, u2 : Ω → R are solutions of the minimal surface equation with u1 ≤ u2 and
u1(0) = u2(0), then u1 ≡ u2.
See [CM1] for a proof of Lemma 2.3 and further discussion.
3. The Bochner formula
On a Riemannian manifold M a very useful formula of S. Bochner asserts that
for any function u on M
(3.1)
1
2
∆|∇u|2 = |Hessu|2 + 〈∇∆u,∇u〉+RicM (∇u,∇u) .
Two special cases of this formula are particularly useful. When u is a distance
function, that is, when |∇u| = 1, then the above formula reduces to
(3.2) 0 = |U |2 +Tr(U ′) + RicM ,
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where U is the Hessian of u and the Ricci curvature and the derivative U ′ is taken
in the direction of the unit vector ∇u. This is the so–called Ricatti equation. The
other useful special case of the Bochner formula is when u is a harmonic function.
In this case, the Bochner formula reduces to
(3.3)
1
2
∆|∇u|2 = |Hessu|2 +RicM (∇u,∇u) .
So when M has non–negative Ricci curvature, this formula implies that the energy
density of u is subharmonic.
The Laplacian and Hessian comparison theorems relate the distance function
onM to a space of constant curvature. These comparisons are essentially integrated
forms of the Ricatti equation (3.2). For simplicity, we will not state the most general
forms of these theorems, but rather only state the comparisons with Rn.
The Laplacian comparison theorem compares ∆r, where r is the distance to a
point, on M with ∆|x| = (n− 1)/|x| on Euclidean space:
Theorem 3.1. If M has non–negative Ricci curvature and r is the distance
function to a fixed point p, then
(3.4) ∆r ≤ n− 1
r
.
Moreover, (3.4) holds weakly even where r is not smooth.
Proof. We will prove (3.4) assuming that r is smooth so that |∇r| = 1 (see
[Ca] for the extension to the general case). Let γ be a geodesic from p parametrized
by arclength and set L(t) = ∆r ◦ γ(t). Note that L′(t) = 〈∇∆r,∇r〉 by the chain
rule so that (3.2) gives
(3.5) L′ = Tr(U ′) ≤ −|U |2 ≤ −L2/(n− 1) .
Here the second inequality used the Cauchy-Schwarz inequality
(3.6)
(
n−1∑
i=1
λi
)2
≤ (n− 1)
n−1∑
i=1
λ2i
for the eigenvalues λi of the matrix U (there are at most (n−1) non–zero eigenvalues
since U(∇r,∇r) = 0). We can rewrite (3.5) as
(3.7) (1/L)′ ≥ 1/(n− 1) .
(Notice that we get equality in (3.7) for L(t) = (n − 1)/t.) Since any manifold is
“almost Euclidean” for r small, it is easy to see that
(3.8) lim
r→0
r∆r = (n− 1) .
Integrating the differential equality (3.7) and substituting the “boundary condition”
(3.8) gives
(3.9) ∆r ◦ γ(t) = L(t) ≤ n− 1
t
.
Since γ was arbitrary, the theorem follows. 
We note two immediate consequences of Theorem 3.1:
• Since ∇r is the unit normal to the geodesic spheres, the mean curvature
of these spheres is at most (n− 1)/r.
• The square of the distance function satisfies ∆r2 = 2|∇r|2 + 2r∆r ≤ 2n.
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The Hessian comparison theorem is somewhat more restrictive since it requires
bounds on the sectional curvatures of M ; of course, the conclusion is correspond-
ingly stronger. The following theorem is a useful special case of the Hessian com-
parison theorem:
Theorem 3.2. If M is simply connected with non–positive sectional curvature
and r is the distance function to a fixed point p, then
(3.10) Hessr(X,X) ≥ |X − 〈X,∇r〉∇r|
2
r
,
for any vector X.
An important application of (3.1) (and similar formulas) is to prove vanishing
theorems relating a pointwise curvature condition to global properties of M . The
prototype is the Bochner theorem (see also [C1], [C2] for an extension of this
famous theorem of Bochner that had been conjectured by M. Gromov):
Theorem 3.3. [Bc] IfMn is closed with RicM ≥ 0, then each harmonic 1–form
is parallel. In particular, the space of harmonic 1–forms is at most n-dimensional.
Proof. (Sketch) A harmonic 1–form α can be written locally as du where u
is a (locally defined) harmonic function. In particular, (3.1) implies that
(3.11) ∆|α|2 = ∆|∇u|2 ≥ 2 |Hessu|2 = 2|∇α|2 .
Since M is closed (in particular, ∂M = ∅), Stokes’ theorem gives
(3.12) 0 =
∫
∆|α|2 ≥ 2
∫
|∇α|2 .
Therefore, |∇α|2 vanishes identically. 
Therefore, by the Hodge theorem, the first betti number of a closed manifold
M with non–negative Ricci curvature is at most n with equality only if the uni-
versal cover of M is Rn. There have been many geometric applications of this
method, where analytic methods (like the Hodge theorem) use topology to produce
solutions of a pde and then a curvature condition (like the Bochner formula) places
restrictions on these solutions.
Finally, we note that (3.1) can be used to prove an eigenvalue comparison
theorem when M has positive Ricci curvature. Namely, A. Lichnerowicz showed
that if RicM ≥ RicSn , then the first (non–zero) eigenvalue λ1(M) ≥ λ1(Sn):
Theorem 3.4. [Lc] If Mn is closed with RicM ≥ (n− 1), then λ1(M) ≥ n.
Proof. Let u be a (non–constant) eigenfunction on M with ∆u = −λu. We
will show that λ ≥ n. After normalizing so ∫ u2 = 1, Stokes’ theorem gives
(3.13)
∫
|∇u|2 = −
∫
u∆u = λ
∫
u2 = λ .
Substituting the equation for u into the Bochner formula (3.1) gives
(3.14)
1
2
∆|∇u|2 ≥ |Hessu|2 + (n− 1− λ) |∇u|2 ≥ λ
2
n
u2 + (n− 1− λ) |∇u|2 ,
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where the last inequality used the Cauchy-Schwarz inequality as in (3.6). Integrat-
ing (3.14) over M gives
(3.15) 0 =
1
2
∫
∆|∇u|2 ≥ λ
2
n
∫
u2 + (n− 1− λ)
∫
|∇u|2 = λ n− 1
n
(n− λ) .

Remark 3.5. These comparison theorems are sharp in the sense that equality
is achieved on the model spaces. The converse of this is also true, i.e., equality is
achieved only for the model spaces, and is known as “rigidity.” For example, if Mn
is closed with RicM ≥ (n− 1) and λ1(M) = n, then M. Obata, [Ob], proved that
M = Sn. It is then natural to ask how stable is this rigidity – i.e., what happens
if equality is almost achieved? These questions, known as “almost rigidity,” were
answered by Colding and J. Cheeger–Colding; see [C2], [ChC4] and references
therein. Moreover, almost rigidity theorems have played a key role in regularity
theory; see [ChC1], [ChC2], [ChC3].
4. Monotonicity and the mean value inequality
Monotonicity formulas and mean value inequalities play a fundamental role in
many areas of geometric analysis. In this section, we focus on the specific cases of
minimal surfaces and manifolds with non–negative Ricci curvature.
Before we state and prove the monotonicity formula of volume for minimal
submanifolds, we will need to recall the coarea formula. This formula asserts (see,
for instance, [Fe] for a proof) that if Σ is a manifold and h : Σ → R is a proper
(i.e., h−1((−∞, t]) is compact for all t ∈ R) Lipschitz function on Σ, then for all
locally integrable functions f on Σ and t ∈ R
(4.1)
∫
{h≤t}
f |∇h| =
∫ t
−∞
∫
h=τ
f dτ .
Proposition 4.1. Suppose that Σk ⊂ Rn is a minimal submanifold and x0 ∈
Rn; then for all 0 < s < t
(4.2) t−k Vol(Bt(x0) ∩Σ)− s−k Vol(Bs ∩ Σ) =
∫
(Bt(x0)\Bs(x0))∩Σ
|(x − x0)N |2
|x− x0|k+2 .
Proof. Within this proof, we set Bt = Bt(x0). Since Σ is minimal,
(4.3) ∆Σ|x− x0|2 = 2div Σ(x − x0) = 2k .
By Stokes’ theorem integrating this gives
(4.4) 2 kVol(Bs ∩ Σ) =
∫
Bs∩Σ
∆Σ|x− x0|2 = 2
∫
∂Bs∩Σ
|(x − x0)T | .
Using this and the coarea formula (i.e., (4.1)), an easy calculation gives
d
ds
(
s−k Vol(Bs ∩Σ)
)
= −k s−k−1Vol(Bs ∩ Σ) + s−k
∫
∂Bs∩Σ
|x− x0|
|(x − x0)T |
= s−k−1
∫
∂Bs∩Σ
( |x− x0|2
|(x − x0)T | − |(x − x0)
T |
)
(4.5)
= s−k−1
∫
∂Bs∩Σ
|(x− x0)N |2
|(x− x0)T | .
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Integrating and applying the coarea formula once more gives the claim. 
Notice that (x−x0)N vanishes precisely when Σ is conical about x0, i.e., when
Σ is invariant under dilations about x0. As a corollary, we get the following:
Corollary 4.2. Suppose that Σk ⊂ Rn is a minimal submanifold and x0 ∈
Rn; then the function
(4.6) Θx0(s) =
Vol(Bs(x0) ∩ Σ)
Vol(Bs ⊂ Rk)
is a nondecreasing function of s. Moreover, Θx0(s) is constant in s if and only if
Σ is conical about x0.
Of course, if x0 is a smooth point of Σ, then lims→0Θx0(s) = 1; the Allard
regularity theorem gives the converse of this.
The monotonicity of area is an very useful tool in the regularity theory for
minimal surfaces — at least when there is some a priori area bound. For instance,
this monotonicity and a compactness argument allow one to reduce many regularity
questions to questions about minimal cones (this was a key observation of W.
Fleming in his work on the Bernstein problem; see Section 5). Similar monotonicity
formulas have played key roles in other geometric problems, including harmonic
maps, Yang–Mills connections, J–holomorphic curves, and regularity of limit spaces
with a lower Ricci curvature bound.
Arguing as in Proposition 4.1, we get a weighted monotonicity:
Proposition 4.3. If Σk ⊂ Rn is a minimal submanifold, x0 ∈ Rn, and f is
a function on Σ, then
(4.7) t−k
∫
Bt(x0)∩Σ
f − s−k
∫
Bs(x0)∩Σ
f
=
∫
(Bt(x0)\Bs(x0))∩Σ
f
|(x − x0)N |2
|x− x0|k+2 +
1
2
∫ t
s
τ−k−1
∫
Bτ (x0)∩Σ
(τ2−|x−x0|2)∆Σf dτ .
We get immediately the following mean value inequality for the special case of
non–negative subharmonic functions:
Corollary 4.4. Suppose that Σk ⊂ Rn is a minimal submanifold, x0 ∈ Rn,
and f is a non–negative subharmonic function on Σ; then
(4.8) s−k
∫
Bs(x0)∩Σ
f
is a nondecreasing function of s. In particular, if x0 ∈ Σ, then for all s > 0
(4.9) f(x0) ≤
∫
Bs(x0)∩Σ f
Vol(Bs ⊂ Rk) .
Another interesting (and crucial) appearance of monotonicity is the volume
comparison theorem of Bishop–Gromov for manifolds with non–negative Ricci cur-
vature, [GLPa]; see also [Pe1] for a generalization to Ricci flow. In the case of
non–negative Ricci curvature, the monotonicity goes the opposite direction:
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Theorem 4.5. If a k–dimensional manifold M has non–negative Ricci curva-
ture, then
(4.10)
Vol(Bs(x0) ⊂M)
Vol(Bs ⊂ Rk)
is a non–increasing function of s.
Proof. (Sketch) By the Laplacian comparison theorem, ∆Mr
2 ≤ 2k where r
is the distance function to x0. Integrating this by parts gives
(4.11) 2kVol(Bs(x0)) ≥
∫
Bs(x0)
∆r2 = 2s
∫
∂Bs(x0)
|∇r| = 2s d
ds
Vol(Bs(x0)) ,
where the last equality used the co–area formula (since |∇r| = 1 almost every-
where). This differential inequality gives (4.10). 
Remark 4.6. Equation (4.10) immediately implies a volume doubling property
for manifolds with non–negative Ricci curvature:
(4.12) Vol(B2s(x0) ⊂M) ≤ 2nVol(Bs(x0) ⊂M) .
This property is very useful for covering arguments, cf. [G].
We conclude this section with a well–known intrinsic mean value inequality
which is often useful but difficult to find in the literature (it is often stated only for
subharmonic functions).
Proposition 4.7. There exists C = C(k) so that if M is k–dimensional,
RicM ≥ −(k − 1) s−2, and u ≥ 0 satisfies ∆Mu ≥ −s−2 u, then
(4.13) u2(x) ≤ C
Vol(Bs(x))
∫
Bs(x)
u2 .
Proof. After rescaling the metric by s, it suffices to prove the case s = 1. Let
N = M × [−1, 1] have the product metric, so that RicN ≥ −(k − 1). Define an
auxiliary function w on N by
(4.14) w(x, t) = u(x) et .
An easy calculation shows that
(4.15) ∆Nw = e
t∆Mu+ e
t u ≥ 0 ,
so that w is subharmonic. The mean value inequality for subharmonic functions
(see theorem 6.2 on page 77 of [ScYa1]) then gives
w2(x, 0) ≤ C
Vol(B1(x, 0) ⊂ N)
∫
B1(x,0)⊂N
w2
≤ 2e2 C
Vol(B1/2(x) ⊂M)
∫
B1(x)⊂M
u2 .(4.16)
The proposition follows from this after we use the Bishop–Gromov volume compar-
ison (cf. Theorem 4.5) to bound Vol(B1(x))/Vol(B1/2(x)). 
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5. The theorems of Bernstein and Bers
A classical theorem of S. Bernstein from 1916 says that entire (i.e., defined
over all of R2) minimal graphs are planes. This remarkable theorem of Bernstein
was one of the first illustrations of the fact that the solutions to a nonlinear PDE,
like the minimal surface equation, can behave quite differently from the solutions
to a linear equation. Rather surprisingly, this result very much depended on the
dimension. The combined efforts of S. Bernstein [Be], E. De Giorgi [DG], F. J.
Almgren, Jr. [Am1], and J. Simons [Sim] finally gave:
Theorem 5.1. If u : Rn−1 → R is an entire solution to the minimal surface
equation and n ≤ 8, then u is an affine function.
However, in 1969 E. Bombieri, De Giorgi, and E. Giusti [BDGG] constructed
entire non–affine solutions to the minimal surface equation on R8 and an area–
minimizing singular cone in R8. In fact, they showed that for m ≥ 4 the cones
(5.1) Cm = {(x1, . . . , x2m) | x21 + · · ·+ x2m = x2m+1 + · · ·+ x22m} ⊂ R2m
are area–minimizing (and obviously singular at the origin).
One way to prove the Bernstein theorem is to prove a curvature estimate for
minimal graphs. The basic example is the estimate of E. Heinz for surfaces:
Theorem 5.2. [He] If Dr0 ⊂ R2 and u : Dr0 → R satisfies the minimal
surface equation, then for Σ = Graphu and 0 < σ ≤ r0
(5.2) σ2 sup
Dr0−σ
|A|2 ≤ C .
The original Bernstein Theorem follows from Theorem 5.2 by taking r0 →∞.
By the same reasoning, the examples of [BDGG] show that (5.2) cannot hold for
all dimensions. However, curvature estimates for graphs over Br0 ⊂ Rn−1 were
proven in [ScSiYa] for n ≤ 6 (the remaining cases, i.e., n = 7 and 8, were proven
in [Si2]).
In contrast to the entire case, exterior solutions of the minimal graph equation,
i.e., solutions on R2 \B1, are much more plentiful. In this case, Theorem 5.2 only
gives quadratic curvature decay |A|2 ≤ C |x|−2. In particular, it is not even clear
that |∇u| is bounded since |∇|∇u|| ≤ C |x|−1 is not integrable along rays. However,
L. Bers proved that ∇u actually has an asymptotic limit:
Theorem 5.3. [Ber] If u is a C2 solution to the minimal surface equation on
R2 \B1, then ∇u has a limit at infinity (i.e., there is an asymptotic tangent plane).
Bers’ theorem was extended to higher dimensions by L. Simon:
Theorem 5.4. [Si1] If u is a C2 solution to the minimal surface equation on
Rn \B1, then either
• |∇u| is bounded and ∇u has a limit at infinity.
• All tangent cones at infinity are of the form Σ×R where Σ is singular.
Bernstein’s theorem has had many other interesting generalizations, including,
e.g., curvature estimates of R. Schoen for stable surfaces and Schoen–Simon–Yau for
stable hypersurfaces with bounded density. In the early nineteen–eighties Schoen
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and Simon extended the theorem of Bernstein to complete simply connected em-
bedded minimal surfaces in R3 with quadratic area growth. A surface Σ is said
to have quadratic area growth if for all r > 0, the intersection of the surface with
the ball in R3 of radius r and center at the origin is bounded by C r2 for a fixed
constant C independent of r. In corollary 1.18 in [CM4], this was generalized to
quadratic area growth for intrinsic balls.
6. Mean curvature flow
Just as the Laplace equation has the heat equation as a parabolic analog, mean
curvature flow is the parabolic analog of the minimal surface equation. A one–
parameter family of smooth hypersurfaces {Mt} ⊂ Rn+1 flows by mean curvature
if
(6.1) zt =H(z) = ∆Mtz ,
where z are coordinates on Rn+1 and H = −Hn is the mean curvature vector.
Example 6.1. LetMt be the family of concentric shrinking n–spheres of radius√
R2 − 2nt. It is easy to see that Mt flows by mean curvature and is smooth up to
t = R2/(2n) when it shrinks to a point.
Suppose now that each Mt is the graph of a function u(·, t). So, if z = (x, y)
with x ∈ Rn, then Mt is given by y = u(x, t) which satisfies
(6.2) ut = (1 + |du|2)1/2 div
(
du
(1 + |du|2)1/2
)
,
where du is the Rn gradient of the function u and div is divergence in Rn.
The monotonicity formula and mean value inequality of Section 4 have analogs
in mean curvature flow. The monotonicity formula, proven by G. Huisken (and
extended to more general weak solutions by T. Ilmanen and B. White), is:
Theorem 6.2. [H] If a smooth one–parameter family of hypersurfaces Mt flows
by mean curvature in Rn+1 × [−T, 0], then
(6.3)
d
dt
∫
Mt
(−4πt)−n/2 e |x|
2
4t = −
∫
Mt
∣∣∣∣H− xN2t
∣∣∣∣
2
(−4πt)−n/2 e |x|
2
4t .
In particular, the “density ratio”
∫
Mt
(−4πt)−n/2 e |x|
2
4t is non–increasing.
The restrictions of the coordinate functions to Mt satisfy the heat equation
(6.4) ∂txi = ∆Mxi .
From this, we see that the restriction of |x|2 satisfies (∂t − ∆M ) |x|2 = −2n. As
in the stationary case (i.e., for minimal surfaces), this is the key to the proof of
Theorem 6.2.
The mean value inequality in this case applies to non–negative solutions of the
heat equation on Mt; we refer to [E1] for more detail on this as well as discussion
of the local monotonicity formula for mean curvature flow proven in [E2].
The parabolic maximum principle has been very useful in mean curvature flow
(somewhat similarly to the convex hull property for minimal surfaces). Two imme-
diate, but useful, consequences are:
(1) Disjoint surfaces stay disjoint.
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(2) An embedded surface stays embedded (as long as it evolves smoothly).
The reason for (1) and (2) is quite simple. Suppose that two initially disjoint
surfaces touch at a first time t at a point x. Clearly, they will be tangent at (x, t)
so nearby we see two graphs, one above the other. Hence, at x the mean curvature
of the upper graph is larger (or equal to). Therefore, the upper graph crossed over
the lower at a slightly early time, contradicting that t is first time of contact.
Combining (1) with the shrinking spheres of Example 6.1, we see that any
compact hypersurface flowing by mean curvature has a finite extinction time.
7. Ricci flow
The Ricci flow is the parabolic analog of the Einstein equation RicM = Constant g,
where g is the metric. Namely, let M3 be a fixed smooth manifold and let g(t) be
a one–parameter family of metrics on M evolving by the Ricci flow, so
(7.1) ∂tg = −2RicMt .
Short–time existence for the Ricci flow was established by Hamilton:
Theorem 7.1. [Ha2] Given any smooth compact Riemannian manifold (M, g0),
there exists a unique smooth solution g(t) to (7.1) with initial condition g(0) = g0
on some time interval [0, ǫ).
Long–time existence is quite a bit more subtle, see [Ha2] and [Pe1].
There are many formal similarities between the Ricci flow and the mean curva-
ture flow, including similarities between the evolution equations for various geomet-
ric quantities. One interesting distinction is the evolution equation for the scalar
curvature R = R(t) under the Ricci flow (see, for instance, page 16 of [Ha3])
(7.2) ∂tR = ∆R + 2|Ric|2 ≥ ∆R + 2
n
R2 ,
where the inequality used the Cauchy–Schwarz inequality (M is n–dimensional).
This differential inequality has an interesting consequence: After flowing for any
positive amount of time, there is a lower bound for the scalar curvature (the mean
curvature flow has no such analog). To make this precise, a straightforward maxi-
mum principle argument gives that at time t > 0
(7.3) R(t) ≥ 1
1/[minR(0)]− 2t/n = −
n
2(t+ C)
.
In the derivation of (7.3) we implicitly assumed that minR(0) < 0. If this was not
the case, then (7.3) trivially holds with C = 0, since, by (7.2), minR(t) is always
non–decreasing.
8. Gradient estimates
Gradient estimates have played a key role in geometry and pde since at least
the early work of Bernstein. These are probably the most fundamental a priori esti-
mates for elliptic and parabolic equations, leading to Harnack inequalities, Liouville
theorems, and compactness theorems for both linear and nonlinear pde.
A typical example for linear equations is the well–known gradient estimate of
S.Y. Cheng and S.T. Yau for harmonic functions:
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Theorem 8.1. [CgYa] If ∆u = 0 on Br(0) with non–negative Ricci curvature,
then
(8.1) |∇u|(0) ≤ C r−1 ‖u‖∞ ,
where ‖u‖∞ is the sup norm of the function u on Br(0).
To give something of the flavor, we will use the maximum principle to prove
8.1 on the Euclidean unit ball B1(0) ⊂ Rn.
Proof. (of Theorem 8.1 for B1(0) ⊂ Rn.) Define the cutoff function η(x) =
1− |x|2, so that |∇η| ≤ 2 and ∆η = −2n. We compute that
∆(η2 |∇u|2) ≥ −2n |∇u|2 − 16 η |∇u| |Hessu|+ 2 η2 |Hessu|2
≥ −(2n+ 32) |∇u|2 ,(8.2)
where the last inequality used the absorbing inequality 16ab ≤ 2a2 + 32b2. In
particular, the function w = (n + 16)u2 + η2 |∇u|2 is subharmonic on B1(0) (i.e.,
∆w ≥ 0). By the maximum principle, the maximum of w occurs on the boundary
so that
(8.3) |∇u|2(0) ≤ w(0) ≤ max
∂B1(0)
w = (n+ 16) max
∂B1(0)
u2 .

In fact, Cheng and Yau prove a stronger estimate: If in addition u is positive
on Br(0), then
(8.4) |∇ log u|(0) ≤ C r−1 .
An important consequence is the Harnack inequality for positive harmonic functions
Elliptic Harnack inequality:
(8.5) sup
Br/2(0)
u ≤ C′ inf
Br/2(0)
u .
Proof. Suppose the sup and inf are achieved at p, q ∈ ∂Br/2(0). Fix a curve
γp,q ⊂ Br/2(0) from p to q of length at most r (e.g., connect each point to 0 by a
ray). Integrating the bound supBr/2(0) |∇ log u| ≤ 2C r−1 over γp,q gives
(8.6) log
u(p)
u(q)
≤
∫
γp,q
|∇ log u| ≤ 2C .

This gradient estimate also gives the global Liouville theorem of Yau, [Ya3]:
Liouville theorem: If u is a positive harmonic function on a complete manifold
with non–negative Ricci curvature, then u is constant.
Proof. We can take r →∞ in (8.4) to get that |∇u| = 0. 
The parabolic analog of Theorem 8.1 is the gradient estimate for the heat
equation of P. Li and Yau (we will state the version for M complete):
Theorem 8.2. [LiYa] If u is a positive solution of ∂tu = ∆u for 0 ≤ t on a
complete M with non–negative Ricci curvature, then
(8.7) 2t
(|∇ log u|2 − ∂t log u) ≤ n ,
or, equivalently, 2t∆log u ≥ −n.
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Proof. (Sketch) Set
(8.8) w = −t∆log u = t (|∇ log u|2 − ∂t log u) .
The key calculation is (cf. lemma 1 on page 155 of [ScYa1])
(8.9) t (∆− ∂t)w ≥ 2
n
w2 − w − 2t∇w · ∇ log u .
Suppose that w achieves its maximum on M × [0, t] at (x, t) (for example, when
M is compact; otherwise we use a cutoff). The parabolic maximum principle then
gives ∇w(x, t) = 0 and (∆− ∂t)w(x, t) ≤ 0. Substituting this into (8.9) gives
(8.10) 0 ≥ 2
n
w2(x, t) − w(x, t) ,
so that w(x, t) ≤ n/2 as desired. 
Integrating this along curves as in the elliptic case gives for t1 < t2 that
Parabolic Harnack inequality:
(8.11) u(x1, t1) ≤ u(x2, t2)
(
t2
t1
)n
2
e
dist2(x1,x2)
4(t2−t1) .
In [Ha1], R. Hamilton gave an extension of (8.7) to a full matrix estimate whose
trace was (8.7). For example, if u is positive solution of the heat equation on
Rn × [0, T ], then [Ha1] implies that
(8.12) 2tHesslog u + δij ≥ 0 .
Taking the trace of (8.12) gives |∇ log u|2 − ∂t log u ≤ n/(2t).
8.1. Gradient estimates for nonlinear equations. For the (nonlinear)
minimal surface equation, the situation is somewhat different. In this case, i.e.,
when the graph of u is minimal on Br(0), then Bombieri, De Giorgi, and M. Mi-
randa proved in [BDM] that
(8.13) log |du|(0) ≤ C (1 + r−1 ‖u‖∞) ,
where du is the Rn gradient of the function u (the case of surfaces was done by R.
Finn in [Fi]). By an earlier example of Finn, this exponential dependence cannot
be improved. In [K], N. Korevaar gave a maximum principle proof of a weaker
form of [BDM]; this weaker form had ‖u‖2∞ in place of ‖u‖∞.
In [CM12], we proved a sharp gradient estimate for graphs flowing by mean
curvature:
Theorem 8.3. [CM12] There exists C = C(n) so if the graph of u : B√2n+1r×
[0, r2]→ R flows by mean curvature, then
(8.14) log |du|(0, r2/[4n]) ≤ C (1 + r−1 ‖u(·, 0)‖∞)2 .
The quadratic dependence on ‖u(·, 0)‖∞ in (8.14) should be compared with
the linear dependence which holds when the graph of u is minimal (i.e., ut = 0).
Somewhat surprisingly, examples in [CM12] show that this quadratic dependence
on ‖u(·, 0)‖∞ is sharp.
The first gradient estimate for mean curvature flow was proven by Ecker and
Huisken who adapted Korevaar’s argument to mean curvature flow in theorem 2.3
of [EH2] to get
(8.15) log |du|(0, r2/[4n]) ≤ 1/2 log (1 + ‖du(·, 0)‖2∞)+ C (1 + r−1 ‖u(·, 0)‖∞)2 .
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Note that, unlike (8.14), the gradient bound (8.15) depends also on the initial bound
for the gradient.
8.2. Generalizations. The Harnack inequality actually holds for much more
general spaces. For instance, L. Saloff–Coste and A. Grigor’yan (see [SC] and [Gr])
have shown that the following two properties suffice
Volume doubling: There exists CD so that
(8.16) Vol(B2r(x)) ≤ CD Vol(Br(x)) ,
for all r > 0 and points x.
Neumann Poincare´ inequality: There exists CN so that if
∫
Br(x)
f = 0,
then
(8.17)
∫
Br(x)
f2 ≤ CN r2
∫
Br(x)
|∇f |2 ,
for all r > 0 and points x.
These properties, however, do not imply the gradient estimate. Note that manifolds
with non–negative Ricci curvature satisfy both conditions (the Poincare´ inequality
essentially follows from [Bu], cf. also [Je]).
The De Giorgi, Nash, Moser theory (see chapter 8 in [GiTr] or section 4.4 in
[HnLn]) gives a Harnack inequality as long as we have a volume doubling and a
Sobolev inequality. The difference between a Sobolev and Poincare´ inequality is
that a Sobolev controls an Lp–norm of f for some p > 2. Surprisingly, in [HzKo],
P. Hajlasz and P. Koskela showed that the volume doubling and Neumann Poincare´
inequality together imply a Sobolev inequality, thereby recovering the above result
of Saloff–Coste and Grigor’yan. See [ChC2], [ChC3], [Hj] for more such “low
regularity” analysis (including analysis on singular spaces).
9. Simons type inequalities
In this section, we recall a very useful differential inequality for the Laplacian
of the norm squared of the second fundamental form of a minimal hypersurface Σ
in Rn and illustrate its role in a priori estimates. This inequality, originally due to
J. Simons (see [CM1] for a proof and further discussion), is:
Lemma 9.1. [Sim] If Σn−1 ⊂ Rn is a minimal hypersurface, then
(9.1) ∆Σ |A|2 = −2 |A|4 + 2|∇ΣA|2 ≥ −2 |A|4 .
An inequality of the type (9.1) on its own does not lead to pointwise bounds
on |A|2 because of the nonlinearity. However, it does lead to estimates if a “scale–
invariant energy” is small. For example, H. Choi and Schoen used (9.1) to prove:
Theorem 9.2. [CiSc] If 0 ∈ Σ ⊂ Br(0) with ∂Σ ⊂ ∂Br(0) is a minimal surface
with sufficiently small total curvature
∫ |A|2, then |A|2(0) ≤ r−2.
Analogs of (9.1) occur in a surprising number of geometric problems. For
example, when u :Mm → Nn is a harmonic map, the energy density |du|2 satisfies
this type of inequality, leading to an a priori estimate when u has small scale–
invariant energy r2−m
∫
Br
|du|2 (see [SaUh], [Sc2]). Similar inequalities hold for
the curvature of a Yang–Mills connection or the curvature of an Einstein manifold.
When M is an Einstein manifold, its curvature tensor R satisfies (see [Ha2] or
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equation (2.6) in [An1]; [Ha2] also establishes a parabolic analog for the Ricci
flow)
(9.2) ∆M |R| ≥ −C |R|2 .
We next use (9.2) to prove an estimate for Einstein manifolds (cf. lemma 2.1 in
[An1]). For simplicity, we restrict to the case RicM = 0.
Theorem 9.3. There exist ǫ = ǫ(n) > 0, such that if Mn is an n–dimensional
Ricci–flat (Einstein) manifold and for some x ∈M either
(9.3) Vol(Br(x)) ≥ [1− ǫ]Vol(Br ⊂ Rn)
or
(9.4)
∫
Br(x)
|R|n/2 < ǫ r−nVol(Br(x)) ,
then |R|(x) ≤ C r−2.
Proof. We will prove that (9.4) gives the pointwise curvature bound; the other
case is similar. Set F (z) = (r − 4distM (x, z)) |R|1/2(z), so that
(9.5) F (x) = r |R|1/2(x) ≥ 0 , and F |Br(x)\Br/4(x) ≤ 0 .
Therefore, it suffices to prove that F ≤ C for some fixed constant C.
We will assume that maxBr(x) F > 32 and deduce a contradiction if ǫ > 0 is
sufficiently small. Let y be a point where the maximum of F is achieved and set
s = |R|−1/2(y). Since F (y) > 32, we have 32s < |r − 4distM (x, y)| so that for
z ∈ Bs(y)
(9.6) 1/2 ≤ |r − 4distM (x, y)||r − 4distM (x, z)| ≤ 2 .
Since F (z) ≤ F (y), it follows that Bs(y) satisfies
(9.7) sup
Bs(y)
|R|1/2 ≤ 2|R|1/2(y) = 2/s ,
so that (9.2) gives on Bs(y) that
(9.8) ∆M |R| ≥ −C |R|2 ≥ −4C s−2 |R| .
Furthermore, the Bishop–Gromov volume comparison , i.e., Theorem 4.5, gives
(9.9)
Vol(Bs(y))
sn
≥ Vol(Br/2(y))
(r/2)n
≥ 2−n Vol(Br(x))
rn
.
It follows from this and (9.4) that Bs(y) also satisfies
(9.10)
∫
Bs(y)
|R|n/2 < 2n ǫ Vol(Bs(y))
sn
.
Using (9.7), (9.8), and (9.10), the mean value inequality (Proposition 4.7) gives
(9.11) s−n = |R|n/2(y) ≤ C
Vol(Bs(y))
∫
Bs(y)
|R|n/2 < C 2n ǫ s−n .
This gives a contradiction for ǫ sufficiently small. 
Remark 9.4. We could alternatively have proven Theorem 9.3 by integral
methods, i.e., using Moser iteration. However, the above proof by scaling is both
shorter and more elementary.
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Finally, we mention that (9.1) has a parabolic version as well (see proposition
2.15 in [E1]): If Mt flows by mean curvature, then
(9.12)
(
∂
∂t
−∆Mt
)
|A|2 = 2 |A|4 − 2|∇MtA|2 .
As in the elliptic case, this Simons’ type inequality is a crucial ingredient for estab-
lishing curvature estimates.
10. Minimal annuli with small total curvature are graphs
It is easy to see that a minimal disk with small total curvature must be a graph
away from its boundary:
If
∫
BR∩Σ |A|2 < ǫ, then Theorem 9.2 gives |A|2 < C ǫ/R2 on BR/2∩
Σ; integrating this (since |∇n| ≤ |A|) implies that each component
of BR/2 ∩ Σ is a graph if ǫ > 0 is small enough.
However, the corresponding question for minimal annuli is more subtle. We shall
discuss this and some related problems in this section.
In [CM10], we gave three proofs that a minimal annulus with small total
curvature is a graph. The first used a singular integral formula which had previously
been useful for estimating nodal and singular sets; see Proposition 10.1 below and
compare [Do]. The second, and easiest, applies more generally to surfaces with
quasi–conformal Gauss maps; see Proposition 10.2. The third, which is outlined in
Lemma 10.3, was the one which could be extended to “annuli with slits” — i.e.,
embedded double–valued minimal graphs.
In this section, Σ ⊂ R3 is a compact connected oriented immersed surface. If
a ∈ S2, a⊥ denotes {x ∈ R3 | 〈x, a〉 = 0}. For a, b ∈ S2, Angle(a, b) is the angle
between a⊥, b⊥; i.e.,
(10.1) Angle(a, b) = distS2(a, {b,−b}) .
Let f be harmonic on Σ2 with critical points {yi} with multiplicities {mi}.
Suppose that none of the yi’s lie on ∂Σ. The Bochner formula on Σ \ {yi} gives
(10.2) ∆Σ log |∇Σf |2 = 2 |Hessf |
2
|∇Σf |2 + 2K −
|∇Σ|∇Σf |2|2
|∇Σf |4 = 2K .
Here we used that since ∆Σf = 0 and Σ is 2–dimensional, then
(10.3) 2 |Hessf |2 |∇Σf |2 = |∇Σ|∇Σf |2|2 .
Hence, by Stokes’ theorem∫
∂Σ
d log |∇Σf |2
dn
=
∫
Σ\{yi}
∆Σ log |∇Σf |2 + 4 π
∑
i
mi
= 2
∫
Σ
K + 4 π
∑
i
mi .(10.4)
Proposition 10.1. [CM10] If Σ is connected and minimal with boundaries
σ1 and σ2,
∫
σ1∪σ2 |A| < π/8, and
∫
ΣK ≥ −π, then Σ is graphical.
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Proof. Fix qi ∈ σi. Since |∇ΣdistS2(n(qi), n(·))| ≤ |A|, the assumption on ∂Σ
gives
(10.5)
∑
i
sup
zi∈σi
distS2(n(qi), n(zi)) ≤
∑
i
∫
σi
|A| < π/8 .
Choose b ∈ S2 with Angle(n(qi), b) ≤ π/4 for i = 1, 2. We will show that Σ is
graphical over the plane b⊥. By the triangle inequality and (10.5), for i = 1, 2,
(10.6) sup
zi∈σi
Angle(b, n(zi)) ≤ π/4 + sup
zi∈σi
distS2(n(qi), n(zi)) < 3 π/8 .
Rotate coordinates so that b = (0, 0, 1) and b⊥ is the x1–x2–plane. Fix θ and set
(10.7) f = x1 cos θ + x2 sin θ .
Given x ∈ Σ,
(10.8) |∇Σf |2(x) = 1− 〈(cos θ, sin θ, 0), n(x)〉2 ≥ 〈b, n(x)〉2 .
On ∂Σ = σ1 ∪ σ2, (10.6) and (10.8) imply that
(10.9) inf
∂Σ
|∇Σf | ≥ inf
∂Σ
|〈b, n(x)〉| > cos(3 π/8) > 1/3 .
Since |∇Σ|∇Σf || ≤ |Hessf | ≤ |A|, (10.9) gives on ∂Σ
(10.10) |∇Σ log |∇Σf |2| = 2 |∇Σ|∇Σf |||∇Σf | ≤ 6 |A| .
Integrating (10.10), we get
(10.11)
∫
∂Σ
∣∣∣∣d log |∇Σf |2dn
∣∣∣∣ ≤ 6
∫
∂Σ
|A| < 3 π/4 .
Since Σ is minimal, ∆Σf = 0. Substituting (10.11) into (10.4),
(10.12) 4 π
∑
i
mi =
∫
∂Σ
d log |∇Σf |2
dn
− 2
∫
Σ
K < 3 π/4 + 2π < 4 π ;
hence, f has no critical points. Since this is true for any θ, Σ is graphical over
b⊥. 
In fact, Proposition 10.1 holds for Σ whose Gauss map n is quasi–conformal:
Proposition 10.2. [CM10] If Σ ⊂ R3 is connected, ∫Σ |K| ≤ π, |A|2 ≤
C |K|, and ∂Σ has components {σi}1≤i≤n with
(10.13)
n∑
i=1
inf
a∈S2
sup
x∈σi
{distS2(n(x), a)} < ǫ < π/8 ,
then n(Σ) ⊂ B2 ǫ(a) for some a ∈ S2 and Σ is the graph of u over a⊥ with |∇u| ≤ 4 ǫ.
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10.1. Holomorphic functions on annuli. We next estimate the oscillation
of a holomorphic function with small gradient on annuli. Since the Gauss map of a
minimal annulus is conformal and its derivative is the second fundamental form A,
this serves as a good model (in fact, the proof can easily be adapted to that case).
Suppose that f is holomorphic on an annulus DR \ Dδ and satisfies |∇f | ≤
ǫ/(2π |z|). Integrating this around each circle, we see that the oscillation of f on
each circle is at most ǫ. However, if we simply integrate this bound radially to
compare f on the different circles, we get the log of the ratio of the radii. The next
lemma improves on this to get a bound independent of this ratio; the key is to keep
track of cancellation rather than integrating the bound on |∇f |.
Lemma 10.3. If f : DR \Dδ → C is holomorphic and
∫
∂DR∪∂Dδ |∇f | ≤ ǫ, then
(10.14) min
c∈C
max
z
|f(z)− c| ≤ ǫ .
Proof. For δ ≤ s ≤ R, define the circular average of f by
(10.15) I(s) = (2 π s)−1
∫
∂Ds
f = (2 π)−1
∫ 2π
0
f(s ei θ) dθ ,
and c = I(δ). Differentiating (10.15), we have
2 π s I ′(s) =
∫
∂Ds
∂f
∂r
= −i s−1
∫
∂Ds
∂f
∂θ
= −i
∫ 2π
0
∂f
∂θ
dθ
= −i [f(s ei 2 π)− f(s e0)] = 0 ,(10.16)
where we used that ∂f∂r = −i r−1 ∂f∂θ since f is holomorphic. In particular, I(R) = c.
Since I(s) is the average of f over ∂Ds, there exist y1, y2 ∈ ∂DR with
(10.17) c = Re (f(y1)) + i Im (f(y2)) .
Combining (10.17) with
∫
∂DR∪∂Dδ |∇f | ≤ ǫ,
(10.18) max
y∈∂DR
|Re (f(y)− c)| ≤ ǫ/2 and max
y∈∂DR
|Im (f(y)− c)| ≤ ǫ/2 ,
so that |f − c| ≤ ǫ on ∂(DR \Dδ). The maximum principle then gives (10.14). 
Note that Lemma 10.3 does not hold for harmonic functions (in particular,
(10.16) does not hold); e.g., take ǫ log r/(4 π) and R > e8 π δ.
10.2. Bers’ Theorem revisited. We have seen that an annulus with small
total curvature must be graphical, even as the outer radius goes to infinity. However,
Bers’ Theorem indicates that much more should be true: the unit normal actually
goes to a limit at infinity. This follows from a sharper decay estimate for the
curvature. To keep things simple, we will give the argument for a holomorphic
function with small gradient as in the previous lemma.
Lemma 10.4. If f : DR \D1 → C is holomorphic and |∇f(z)| ≤ 1/|z|, then
(10.19)
∫
D
R1/2et
\D
R1/2e−t
|∇f |2 ≤ 2π e2t/R .
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Proof. By (10.16), we can subtract a constant so that
∫
∂Dr
f = 0 for all r.
Set
(10.20) E(t) =
∫
D
R1/2et
\D
R1/2e−t
|∇f |2 .
Since f is holomorphic, the Cauchy–Riemann equations give
(10.21) df¯ ∧ df = i |∇f |2 dx ∧ dy .
Applying Stokes’ theorem, we get
(10.22) E(t) = −i
∫
D
R1/2et
\D
R1/2e−t
df¯ ∧ df = −i
∫
∂(DR1/2et\DR1/2e−t)
f¯ df .
Differentiating (10.20), the chain rule and |∇f | ≤ 1/|z| give
(10.23) E′(t) = R1/2e−t
∫
∂D
R1/2e−t
|∇f |2 +R1/2et
∫
∂D
R1/2et
|∇f |2 ≤ 4 π .
The Cauchy–Schwarz and Wirtinger inequalities (recall that
∫
∂Dr
f = 0) give∣∣∣∣
∫
∂Dr
f¯ df
∣∣∣∣ =
∣∣∣∣
∫
∂Dr
f¯ fθ dθ
∣∣∣∣ ≤
(∫
∂Dr
|f¯ |2 dθ
)1/2(∫
∂Dr
|fθ|2 dθ
)1/2
≤
∫
∂Dr
|fθ|2 dθ = r/2
∫
∂Dr
|∇f |2 ,(10.24)
where the last equality used the Cauchy–Riemann equations to relate fθ and fr.
By (10.22)–(10.24), we get 2E(t) ≤ E′(t) and E(1/2 logR) ≤ 2π. Integrating this
differential inequality yields (10.19). 
Combining Lemma 10.4 (with t = log 2) and the mean value inequality, we get
(10.25) max
∂D
R1/2
|∇f |2 ≤ (π R/4)−1
∫
D
2R1/2
\D
R1/2/2
|∇f |2 ≤ 32R−2 .
If we now take R→∞ as in Bers’ theorem, then we see that
(10.26) |∇f(z)| ≤ C |z|−2 .
The bound (10.26) is integrable radially (as |z| → ∞), so we see that f has an
asymptotic limit.
Finally, note that f(z) = 1/z shows that (10.25) is sharp (up to the constant).
Part 2. The role of multi–valued graphs in minimal surfaces
There are two local models for embedded minimal disks (by an embedded disk
we mean a smooth injective map from the closed unit ball in R2 into R3). One
model is the plane (or, more generally, a minimal graph) and the other is a piece
of a helicoid.
The second model comes from the helicoid which was discovered by Meusnier in
1776. Meusnier had been a student of Monge. He also discovered that the surface
now known as the catenoid is minimal in the sense of Lagrange, and he was the
first to characterize a minimal surface as a surface with vanishing mean curvature.
Unlike the helicoid, the catenoid is not topologically a plane but rather a cylinder.
The helicoid is a “double spiral staircase” (see [CM17]):
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Example 2: (Helicoid; see fig. 1). The helicoid is the minimal surface in R3 given
by the parametrization
(10.27) (s cos t, s sin t, t) , where s, t ∈ R .
x3-axis
One half rotation
Figure 1. Multi–valued
graphs. The helicoid is ob-
tained by gluing together two
∞–valued graphs along a line.
x3-axis
u(ρ, θ)
u(ρ, θ + 2pi)
w
Figure 2. The separation w
grows/decays in ρ at most sub-
linearly for a multi–valued min-
imal graph; see (11.4).
11. Basic properties of multi–valued graphs
We will need the notion of a multi–valued graph, each staircase will be a multi–
valued graph. Intuitively, an (embedded) multi–valued graph is a surface such that
over each point of the annulus, the surface consists of N graphs. To make this
notion precise, let Dr be the disk in the plane centered at the origin and of radius
r and let P be the universal cover of the punctured plane C \ {0} with global polar
coordinates (ρ, θ) so ρ > 0 and θ ∈ R. An N–valued graph on the annulus Ds \Dr
is a single valued graph of a function u over
(11.1) {(ρ, θ) | r < ρ ≤ s , |θ| ≤ N π} .
For working purposes, we generally think of the intuitive picture of a multi–sheeted
surface in R3, and we identify the single–valued graph over the universal cover with
its multi–valued image in R3.
The multi–valued graphs that we will consider will all be embedded, which
corresponds to a nonvanishing separation between the sheets (or the floors). Here
the separation is the function (see fig. 2)
(11.2) w(ρ, θ) = u(ρ, θ + 2π)− u(ρ, θ) .
If Σ is the helicoid, then Σ \ {x3 − axis} = Σ1 ∪ Σ2, where Σ1, Σ2 are ∞–valued
graphs on C \ {0}. Σ1 is the graph of the function u1(ρ, θ) = θ and Σ2 is the graph
of the function u2(ρ, θ) = θ + π. (Σ1 is the subset where s > 0 in (10.27) and Σ2
the subset where s < 0.) In either case the separation w = 2 π. A multi–valued
minimal graph is a multi–valued graph of a function u satisfying the minimal surface
equation.
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Note that for an embedded multi–valued graph, the sign of w determines
whether the multi–valued graph spirals in a left–handed or right–handed man-
ner, in other words, whether upwards motion corresponds to turning in a clockwise
direction or in a counterclockwise direction.
11.1. The sublinear growth of the separation. As we have seen, the
separation is constant for the multi–valued graphs coming from each half of the
helicoid. This can be viewed as a type of Liouville Theorem reflecting the conformal
properties of an infinite–valued graph. In Proposition II.2.12 of [CM3], we proved
a corresponding gradient estimate:
Proposition 11.1. [CM3] Given α > 0, there exists Ng so if u satisfies the
minimal surface equation on {e−Ng R ≤ ρ ≤ eNg R , −Ng ≤ θ ≤ 2π+Ng}, |∇u| ≤ 1,
and separation w 6= 0, then
(11.3) |Hessu|(R, 0) + |∇ log |w||(R, 0) ≤ α/R .
One important consequence of (11.3) is that, for α < 1, the separation grows
sublinearly:
Corollary 11.2. Given α > 0, there exists Ng so if u satisfies the minimal
surface equation on {e−Ng r1 ≤ ρ ≤ eNg r2 , −Ng ≤ θ ≤ 2π + Ng}, |∇u| ≤ 1, and
separation w 6= 0, then
(11.4) |w|(r2, 0) ≤ |w|(r1, 0)
(
r2
r1
)α
.
Proof. Integrate |∇ log |w|| ≤ α/ρ along the ray θ = 0 to get
(11.5) log
w(r2, 0)
w(r1, 0)
≤ α
∫ r2
r1
ρ−1 dρ = log
(
r2
r1
)α
.

Since u(·, ·) and its 2π–rotation u(·, · + 2π) are both solutions of the minimal
surface equation, the difference w is almost a solution of the linearized equation
(which is the Jacobi equation in this case). Since the graphs have bounded gradient,
this equation is not too far from the Laplace equation. To give some indication of
why (11.3) holds, we will give an elementary proof when u and w are harmonic.
Proof. (of Proposition 11.1 when u is harmonic.) After rescaling, we can
assume that R = 1. By making the conformal change of coordinates (ρ, θ) →
(log ρ, θ) we get a positive harmonic function
(11.6) w˜(x, y) = w(ex, y)
defined on the square [−Ng, Ng]× [−Ng, Ng]. Since the chain rule gives
(11.7) ∇ logw(1, 0) = ∇ log w˜(0, 0) ,
applying the Euclidean gradient estimate to w˜ yields
(11.8) |∇ logw(1, 0)| = |∇ log w˜(0, 0)| ≤ C/Ng .
This gives the sublinear gradient estimate for w if Ng is sufficiently large. The
bound on Hessu follows similarly. 
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Proposition 11.1 allows us to assume (after rotating so ∇u(1, 0) = 0) that
(11.9) |∇u|+ ρ |Hessu|+ 4 ρ |∇w|/|w|+ ρ2 |Hessw|/|w| ≤ ǫ < 1/(2π) .
The bound on |Hessw| follows from the other bounds and standard elliptic theory.
11.2. Curvature decay. In corollary 1.14 of [CM8], we proved faster than
quadratic curvature decay for double–valued minimal graphs whose separation
grows sublinearly:
Proposition 11.3. There exists C so if u satisfies the minimal surface equation
and (11.9) on {1 ≤ ρ ≤ R , −π ≤ θ ≤ 3π}, then on {1 ≤ ρ ≤ R1/2 , 0 ≤ θ ≤ 2π}
(11.10) ρ |Hessu| ≤ C ǫ ρ−5/12 ,
and therefore, after possibly rotating R3 (and replacing u), we get
(11.11) |∇u| ≤ C ǫ ρ−5/12 .
Of course, Proposition 11.3 is a generalization of Lemma 10.4 which proved cur-
vature decay for annuli. As in the annuli case, the proof uses the quasi–conformality
of the Gauss map to deduce a differential inequality. However, the “slit” (i.e.,
where the double–valued graph does not close up) contributes new terms which are
controlled using the estimate for the separation. Notice that the second conclu-
sion (11.11) of the proposition proves a generalization of Bers theorem: Embedded
multi–valued minimal graphs have an asymptotic tangent plane.
12. Sharp estimates on the separation for multi–valued graphs
We will describe in this section two sharp estimates on the separation of a multi–
valued minimal graph; see Propositions 12.1 and 12.2 below. These estimates will,
unlike the earlier estimates (11.4) and (11.10), require a rapidly growing number of
sheets (growing in ρ).
Suppose for a moment that we are looking at an embedded surface which is the
∞–valued graph of a harmonic function so that in particular the separation w is
a harmonic function which after reflection we may assume is positive. By making
the conformal change of coordinates (ρ, θ)→ (log ρ, θ) we get a positive harmonic
(12.1) w˜(x, y) = w(ex, y)
defined on the half–plane {x ≥ 0, y ∈ R}. By the mean value inequality and the
Harnack inequality (since w˜ is positive)
(12.2) w˜(y, 0) =
1
2π y
∫
∂Dy(y,0)
w˜ ≥ 1
2π y
∫
∂Dy(y,0)∩D1
w˜ ≥ C
2π (y + 1)
w˜(0, 0) .
Similarly, by an inversion formula one may show that
(12.3) w˜(y, 0) ≤ C
2π (y + 1)
w˜(0, 0) .
For the original function w, (12.2) combined with (12.3) gives for some constant C
independent of w
(12.4)
1
C log ρ
≤ w(ρ, 0)
w(1, 0)
≤ C log ρ .
In the case of embedded multi–valued minimal graphs we get similarly:
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Proposition 12.1. [CM8]. Let Σ be an embedded multi–valued minimal graph
of a function u and with a rapidly growing number of sheets, then for the separation
w we have for some constant C
(12.5)
1
C log ρ
≤ w(ρ, 0)
w(1, 0)
≤ C log ρ .
Suppose again for a moment that u and hence w is harmonic. Similarly to
(12.2) we get that
(12.6) w˜(0, y) ≤ C 2 π (y + 1) w˜(y, y) .
By the Harnack inequality w˜(y, y) ≤ C w˜(y, 0), combining this with (12.6) and
(12.3) we get
(12.7) w˜(0, y) ≤ C (y2 + 1) w˜(0, 0) .
For the original function w, this gives
(12.8)
1
C (θ2 + 1)
≤ w(ρ, θ)
w(ρ, 0)
≤ C (θ2 + 1) .
Again in the case of embedded multi–valued minimal graphs we get similarly:
Proposition 12.2. Let Σ be an embedded multi–valued minimal graph of a
function u and with a rapidly growing number of sheets, then for the separation w
we have for some constant C
(12.9)
1
C (θ2 + 1)
≤ w(ρ, θ)
w(ρ, 0)
≤ C (θ2 + 1) .
The lower bound in (12.6) for the decay of the separation is sharp. It is achieved
for the∞–valued graph of the harmonic function (graphs of multi–valued harmonic
functions are good models for multi–valued minimal graphs)
(12.10) u(ρ, θ) = arctan
θ
log ρ
.
Note that the graph of u is embedded and lies in a slab in R3, i.e., |u| ≤ π/2, and
hence in particular is not proper. On the top it spirals into the plane {x3 = π/2}
and on the bottom into {x3 = −π/2}, yet it never reaches either of these planes.
Question 1. It would be interesting to construct an infinite–valued exterior
solution of the minimal graph equation with the same properties as arctan θlog ρ ;
i.e., one which spirals infinitely in a slab (see [CM18] for a local example).
13. Double–valued minimal graphs
We will now describe how to bound the oscillation of the Gauss map of a
double–valued minimal graph. This bound was proven in [CM10]. Rather than
give the precise statement here, we will instead illustrate a few of the key ideas by
considering the analogous situation for a holomorphic function f . Here we are of
course thinking of f as being the stereographic projection of the Gauss map. The
sublinear growth of the separation, i.e., (11.9) and its integrated form, correspond
to
|f |+ ρ |∇f | ≤ ǫ < 1/(2π) ,(13.1)
|f(ρ, 2π)− f(ρ, 0)| ≤ 2π ǫ
(
δ
ρ
)1−ǫ
.(13.2)
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The bound on the oscillation of f (Lemma 13.1 below) now follows by modifying
the argument for annuli (Lemma 10.3). Since f does not match up at θ = 0 and
2π, we get an additional term which is estimated using the sublinear growth (13.2).
Lemma 13.1. If f : {δ ≤ ρ ≤ R , 0 ≤ θ ≤ 2π} → C is holomorphic and satisfies
(13.1) and (13.2), then
(13.3) min
c∈C
max |f − c| ≤ ǫ
1− ǫ + 2π ǫ .
Proof. (Following Lemma 10.3.) For δ ≤ s ≤ R, define the circular average
(13.4) I(s) = (2 π)−1
∫ 2π
0
f(s, θ) dθ .
Note that integrating (13.1) gives
(13.5) |I(s)− f(s, θ)| ≤ 2π ǫ .
Differentiating (13.4) and using ∂f∂ρ = −i ρ−1 ∂f∂θ since f is holomorphic, we have
2 π s I ′(s) = s
∫ 2π
0
∂f(s, θ)
∂ρ
dθ = −i
∫ 2π
0
∂f(s, θ)
∂θ
dθ
= −i [f(s, 2 π)− f(s, 0)] .(13.6)
Using the bound (13.2) along the slit, (13.6) gives
(13.7) s |I ′(s)| ≤ ǫ δ1−ǫ sǫ−1 .
In particular, integrating this gives for δ ≤ ρ ≤ R that
(13.8) |I(ρ)− I(δ)| ≤ ǫ δ1−ǫ
∫ ρ
δ
sǫ−2 ds ≤ ǫ/(1− ǫ) .
The bound (13.3) follows from (13.5) and (13.8). 
Modifying this argument to apply to double–valued minimal graphs introduces
new difficulties. In that case, one works directly on the graph (where the Gauss
map is holomorphic) and uses averages over “geodesic sectors” rather than circles
in the plane. One difficulty is a new term in the analog of (13.6) which results from
differentiating the measures of the level sets.
14. Approximation by standard pieces
In this section we show that any embedded multi–valued minimal graph has a
sub–graph which is close to the sum of a piece of a catenoid and a piece of a helicoid.
This generalizes a similar representation for minimal graphs over an annulus given
in proposition 1.5 in [CM9]; of course, there was no helicoid term in that case.
These results are new and have not appeared in the literature elsewhere.
Recall that half of a catenoid, i.e.,
(14.1) {(x1/s)2 + (x2/s)2 = cosh2(x3/s) , ±x3 > 0} ,
is a minimal graph of u(z) = ±s cosh−1(|z|/s) overC\Ds. Note that s cosh−1(|z|/s)
is asymptotic to s log[2 |z|/s]. Recall also that half of the helicoid is the multi–
valued graph of the function u given in polar coordinates by u(ρ, θ) = θ. Our
approximation result (see Corollary 14.3 below) is therefore that any embedded
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multi–valued minimal graph has a sub–graph which is close to the graph of a multi–
valued function v given by (a, b, c ∈ R are constants)
(14.2) v(ρ, θ) = a+ b log(ρ/r) + c θ/(2π) .
As in the two previous sections, u will be a multi-valued function and w will
be its separation. For convenience, we will write Sθ1,θ2r1,r2 to denote the “rectangle”
(14.3) {(ρ, θ) | r1 ≤ ρ ≤ r2, θ1 ≤ θ ≤ θ2} .
We begin with a representation formula for the gradient of an “almost har-
monic” function. Recall that if ∆u = 0 on an annulus, then the function f =
ux − i uy is holomorphic. In particular, f has a Laurent expansion which can be
recovered using the Cauchy integral formula. The next lemma uses a variation on
this for multi–valued “almost harmonic” functions:
Lemma 14.1. Given a function u on S−π,3π
1,
√
R
, set f = ux − i uy. If
|f(ζ)| ≤ C |ζ|−5/12 ,(14.4)
|∆u(ζ)| ≤ C |ζ|−9/4 ,(14.5)
ρ |∇w|/|w| ≤ ǫ < 1/(2π) ,(14.6)
then for r1 ≥ 1 and ζ ∈ S0,2π2r1,√R/2
(14.7) f(ζ) = (b + i c/(2π)) ζ−1 + g(ζ)
where b, c ∈ R and
(14.8) |g(ζ)| ≤ C1R−5/24 + C1 r−1/41 |ζ|−1 + C1 ǫ r−11 |w(r1, 0)| .
Proof. We will first use the Cauchy integral formula (this is just Stokes’ the-
orem applied to the one–form f(z)/(z− ζ) dz) on the domain S0,2π
1,
√
R
to get a repre-
sentation formula on S
π/2,3π/2
2 r1,
√
R/2
. Assume that ζ ∈ Sπ/2,3π/2
2 r1,
√
R/2
. The Cauchy integral
formula gives
2 π i f(ζ) =
∫
S0,2pi√
R,
√
R
f(z)
z − ζ dz −
∫
S0,2pi1,1
f(z)
z − ζ dz − i
∫
S0,2pi
1,
√
R
∆u
z − ζ
+
(∫ 1
√
R
f(ρ, 2 π)
ρ− ζ dρ+
∫ √R
1
f(ρ, 0)
ρ− ζ dρ
)
.(14.9)
The first two terms correspond to the usual formula for annuli, the third term
vanishes when f is holomorphic, and the last term arises since f is multi–valued.
(The first three are almost identical to the corresponding ones in lemma 1.7 in
[CM9].) To prove the lemma, we will show that the first term is small and the
other three are small after subtracting a multiple of 1/ζ.
First, |f(z)| ≤ C |z|−5/12 and |ζ| ≤ √R/2 give that
(14.10)
∣∣∣∣∣
∫
S0,2pi√
R,
√
R
f(z)
z − ζ dz
∣∣∣∣∣ ≤ 4 π sup
S0,2pi√
R,
√
R
|f | ≤ 4π C R−5/24 .
For the remaining terms, we will use the identity
(14.11)
1
z − ζ =
−1
ζ
+
z
ζ(z − ζ) .
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Second, using (14.11), 2 ≤ |ζ|, and |f | ≤ C,
(14.12)
∣∣∣∣∣
∫
S0,2pi1,1
f(z)
z − ζ dz +
1
ζ
∫
S0,2pi1,1
f(z) dz
∣∣∣∣∣ ≤ 2|ζ|2
∫
S0,2pi1,1
|z f(z)| ≤ 4π C|ζ|2 .
To bound the third integral, we separate out the disk of radius |ζ|/2 about
ζ and divide the remainder into two regions using the circle of radius r1. Using
(14.11), 2 r1 ≤ |ζ|, and |∆u(z)| ≤ C |z|−9/4, we get∣∣∣∣∣
∫
S0,2pi
1,
√
R
∆u
z − ζ +
1
ζ
∫
S0,2pi1,r1
∆u
∣∣∣∣∣ ≤ 4 π C |ζ|−2
∫ r1
1
r−1/4 dr + 29/4 C
∫
D |ζ|
2
(ζ)
|ζ|−9/4
|z − ζ|
+ 4 πC |ζ|−1
∫ √R
r1
r−5/4 dr
≤ 12 πC |ζ|−5/4 + 16 πC r−1/41 |ζ|−1 .(14.13)
Finally, this leaves the slit (i.e., the terms which arise because u is not well-
defined over the annulus), where we divide the integral into three parts
∫ √R
1
f(ρ, 2π)− f(ρ, 0)
ρ− ζ dρ =
∫ √R
r1
f(ρ, 2π)− f(ρ, 0)
ρ− ζ dρ(14.14)
− ζ−1
∫ r1
1
(f(ρ, 2π)− f(ρ, 0)) dρ+
∫ r1
1
ρ(f(ρ, 2π)− f(ρ, 0))
ζ(ρ− ζ) dρ .
Using ρ |∇w|/|w| ≤ ǫ, we get for ρ ≥ r1 that
(14.15) |f(ρ, 2π)− f(ρ, 0)| = |∇w(ρ, 0)| ≤ ǫ |w|(ρ, 0)
ρ
≤ ǫ
(
ρ
r1
)ǫ |w|(r1, 0)
ρ
.
Note that the real part of ζ is negative since ζ ∈ Sπ/2,3π/2
2r1,
√
R/2
and hence |ρ − ζ| ≥ ρ.
To bound the first term in (14.14), we use this and (14.15) to get
(14.16)
∣∣∣∣∣
∫ √R
r1
f(ρ, 2π)− f(ρ, 0)
ρ− ζ dρ
∣∣∣∣∣ ≤ ǫrǫ1 |w|(r1, 0)
∫ √R
r1
ρǫ−2 dρ ≤ 2ǫ |w|(r1, 0)
r1
.
Similarly, to bound the third, use ρ |∇w|/|w| ≤ ǫ to get
∣∣∣∣
∫ r1
1
ρ (f(ρ, 2π)− f(ρ, 0))
ζ(ρ− ζ) dρ
∣∣∣∣ ≤ ǫ r−21
∫ r1
1
|w|(ρ, 0) dρ
(14.17)
≤ ǫ r−21
∫ r1
1
|w|(r1, 0) (r1/ρ)ǫ dρ ≤ 2ǫ |w|(r1, 0)
r1
.
Putting all of this together, we now get the desired representation formula (14.7)
and remainder estimate (14.8) for ζ ∈ Sπ/2,3π/2
2r1,
√
R/2
. Namely, we set g = g1 + g2 + g3
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and
2πi (b+ i
c
2π
) =
∫
S0,2pi1,1
f(z) dz +
∫ r1
1
(f(ρ, 2π)− f(ρ, 0)) dρ+ i
∫
S0,2pi1,r1
∆u ,
2πi g1(ζ) =
∫
S0,2pi√
R,
√
R
f(z)
z − ζ dz ,
(14.18)
2πi g2(ζ) = −
∫ √R
r1
f(ρ, 2π)− f(ρ, 0)
ρ− ζ dρ−
∫ r1
1
f(ρ, 2π)− f(ρ, 0)
ζ(ρ − ζ) ρ dρ ,
2πi g3(ζ) = −
∫
S0,2pi1,1
f(z)
z − ζ dz −
1
ζ
∫
S0,2pi1,1
f(z) dz − i
∫
S0,2pi
1,
√
R
∆u
z − ζ −
i
ζ
∫
S0,2pi1,r1
∆u .
We can repeat this by integrating over S
−π/2,3π/2
1,
√
R
and S
π/2,5π/2
1,
√
R
to get similar
representations on S0,π
2r1,
√
R/2
and Sπ,2π
2r1,
√
R/2
(with different values of b and c). By
continuity, the same representation holds on all three regions (since they overlap),
giving the lemma. 
Definition 14.2. Fix µ > 0. A standard piece Σv on the scale r is a graph of
v over S−π,3πr,µr (y) given in polar coordinates (ρp, θp) centered at p by
(14.19) v(ρp, θp) = a+ b log(ρp/r) + c θp/(2π) .
The constant a is the “plane coefficient”, b is the “catenoid coefficient” and c
is the “helicoid coefficient” (this gives the separation w). Note that v is harmonic.
Corollary 14.3. Let u be a solution of the minimal graph equation on S−3π,5π1/2,R
with w < 0 satisfying (11.9) and |u| ≤ ǫ ρ. There is a rotation of R3 so given r1 > 2,
we get a standard piece
(14.20) v = a+ b log ρ+ c θ/(2π) ,
for a, b, c ∈ R with
(14.21) sup
S0,2pir1,µr1
|u(ρ, θ)− v(ρ, θ)| ≤ C2 µ ǫ |w|(r1, 0) + C2 µ r1 R−5/24 + C2 µ r−1/41 .
Proof. Corollary 1.14 in [CM8] give a rotation of R3 so that for z ∈ S−2π,4π
1,
√
R
(14.22) |∇u(z)|+ |z| |Hessu(z)| ≤ C ǫ |z|−5/12 .
Since, by (1.6) of [CM8], |∆u| ≤ |∇u|2 |Hessu|, (14.22) gives on S−2π,4π1,√R that
(14.23) |∆u(z)| ≤ C ǫ3 |z|−9/4 .
Note that (log ρ)x − i (log ρ)y = 1/(x + iy) and θx − i θy = i/(x + iy). Using this
and Lemma 14.1, we get that on S0,2πr1,µr1
(14.24) |∇(u− b log ρ− c θ/(2π))| ≤ C1
(
R−5/24 + 2 r−1/41 ρ
−1 + 2 ǫ
|w(r1, 0)|
r1
)
.
Integrating (14.24) gives (14.21). 
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Question 2. Corollary 14.3 shows that embedded multi-valued minimal graphs
are closely approximated by helicoids (plus a catenoid term) on each scale. However,
a priori, the helicoid coefficient can change from scale to scale (the point of [CM10]
is that the axis of the helicoid does not change so that all are vertical). It would be
interesting to estimate how quickly this helicoid coefficient can change and construct
examples demonstrating this.
Part 3. Regularity theory
In this part, we survey some of the key ideas in classical regularity theory, recent
developments on embedded minimal disks, and some global results for minimal
surfaces in R3. Sections 15 and 16 focus on Reifenberg type conditions, where
a set is assumed to be close to a plane at all points and at all scales (“close” is
in the Hausdorff or Gromov–Hausdorff sense and is defined in Section 15). This
condition automatically gives Ho¨lder regularity (and hence higher regularity if the
set is also a weak solution to a natural equation). Section 17 surveys the role
of monotonicity and scaling in regularity theory, including ǫ-regularity theorems
(such as Allard’s theorem) and tangent cone analysis (such as Almgren’s refinement
of Federer’s dimension reducing). Section 18 briefly reviews recent results of the
authors for embedded minimal disks, developing a regularity theory in a setting
where the classical methods cannot be applied and in particular where there is no
monotonicity. The estimates and ideas discussed in Section 18 have applications to
the global theory of minimal surfaces in R3. In Section 19, we give a quick tour of
some recent results in this classical, but rapidly developing, area.
15. Hausdorff and Gromov–Hausdorff distances
Recall that the Hausdorff distance between two subsets A and B of a Euclidean
space is no greater than δ > 0 provided that each is contained in a δ-neighborhood
of the other.
There is a natural generalization of this classical Hausdorff distance between
subsets of Euclidean space to a distance function on all metric spaces. This is the
Gromov-Hausdorff distance and it gives a good tool to study metric spaces.
Suppose that (X, dX) and (Y, dY ) are two compact metric spaces. We say that
the Gromov-Hausdorff distance between them is at most ǫ > 0 if there exist maps
f : X → Y and g : Y → X such that
(15.1) ∀x1, x2 ∈ X : |dX(x1, x2)− dY (f(x1), f(x2))| < ǫ ,
(15.2) ∀x ∈ X : dX(x, g ◦ f(x)) < ǫ ,
and the two symmetric properties in Y hold. The Gromov-Hausdorff distance
between X and Y , denoted by dGH(X,Y ), is then the infimum of all such ǫ.
Using this topology we can then say that a sequence of metric space converges to
another metric space. For noncompact metric spaces there is a more useful notion
of convergence which is essentially convergence on compact subsets. Namely, if
(Xi, xi, dXi) is a pointed sequence of metric spaces then we say that (Xi, xi, dXi)
converges to some pointed metric space (X,x, dX) in the pointed Gromov-Hausdorff
topology if for all r0 > 0 fixed the compact metric spaces Br0(xi) converges to
Br0(x).
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Gromov’s compactness theorem is the statement that any pointed sequence,
(Mni ,mi), of n-dimensional manifolds, with
(15.3) RicMni ≥ (n− 1)Λ ,
has a subsequence, (Mnj ,mj), which converges in the pointed Gromov-Hausdorff
topology to some length space (M∞,m∞).
The proof of this compactness theorem relies only on the volume comparison
theorem. In fact it only uses the volume doubling which is implied by the volume
comparison.
16. Reifenberg type conditions
One concept or idea that often plays a central role in regularity theory is that
of being Reifenberg flat, a notion introduced by E. R. Reifenberg [Re]. In the case
of Reifenberg it was introduced to measure the closeness of a subset of Euclidean
space to being an affine space. The deviation was measured on all scales and a
number was assigned which was the maximal scale invariant Hausdorff distance
to a affine plane, see [To], [Se], [DaTo], [DaKeTo] for interesting results in this
classical direction.
To explain this point about the importance of this condition further we recall
the following definition from [ChC1] which was inspired by the classical work of
Reifenberg.
Let (Z, dZ) be a complete metric space. We will say that Z satisfies the (ǫ, ρ, n)-
GR (or Generalized Reifenberg) condition at z ∈ Z if for all 0 < σ < ρ and all
y ∈ Bρ−σ(z),
(16.1) dGH(Bσ(y), Bσ(0)) < ǫσ ,
where Br0(0) ⊂ Rn.
Theorem 16.1. (Appendix of [ChC2].) Given ǫ > 0 and n ≥ 2, there exists
δ > 0 such that if (Z, dZ) is a complete metric space and Z satisfies the (δ, r0, n)-
GR condition at z ∈ Z then there exists a bi-Ho¨lder homeomorphism Φ : B r0
2
(z)→
B r0
2
(0) such that for all z1, z2 ∈ Z,
(16.2) r−ǫ0 |Φ(z1)− Φ(z2)|1+ǫ ≤ dZ(z1, z2) ≤ rǫ0 |Φ(z1)− Φ(z2)|1−ǫ .
Here is one example where such a Reifenberg type condition naturally come
up; see [C2], [ChC1] for more on this.
Theorem 16.2. ([C1], [ChC1]). Given ǫ > 0 and n ≥ 2, there exist δ =
δ(ǫ, n) > 0 and ρ = ρ(ǫ, n) > 0, such that if Mn has RicMn ≥ −(n − 1) and
0 < r0 ≤ ρ with
(16.3) dGH(B2r0(x), B2r0 (0)) < δ r0 ,
or
(16.4) Vol(B2r0(x)) ≥ (1− δ)Vn0 (2r0) ,
then Mn satisfies the (ǫ, r0, n)-GR condition at x.
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17. Monotonicity and regularity theory
As we have already seen, the monotonicity of a “scale–invariant energy” has
played a key role in the regularity theory for geometric variational problems. In
many cases, this monotonicity is useful for establishing two key tools:
(1) An ǫ–regularity theorem which guarantees that a weak solution is actually
smooth when the scale–invariant energy is small.
(2) The existence of tangent cones which are dilation invariant.
In this section, we briefly review the role of monotonicity in regularity theory,
emphasizing these two tools, and give some examples.
To keep things concrete, it may be useful to mention some examples of varia-
tional problems and their scale–invariant energies, some of which we have already
encountered. The primary example is for a minimal k–dimensional submanifold; in
this case, the appropriate scale–invariant energy is the density
(17.1) Θx0(s) =
Vol(Bs(x0) ∩ Σ)
Vol(Bs ⊂ Rk) .
There are many other examples, including
• If Σ ⊂ Rn is a (2–dimensional) minimal surface, then another possible
scale–invariant energy is
∫
Br
|A|2.
• If u : Rk → M is a harmonic map, then the scale–invariant energy is
r2−k
∫
Br
|∇u|2, see [ScUh].
• If Mn has non–negative Ricci curvature, then the scale–invariant energy
is the volume density r−nVol(Br(x0) ⊂M) – here, the monotonicity goes
the opposite direction.
• If A is a Yang–Mills connection onMk with curvature FA, then the scale–
invariant energy is r4−k
∫
Br
|FA|2, see [Pr].
Interestingly, there are also parabolic analogs for all of these examples (cf. Huisken’s
monotonicity formula for the mean curvature flow, i.e., Theorem 6.2 or M. Struwe’s
monotonicity for the harmonic map heat flow, theorem 1.10 in [St]).
Using this monotonicity, we can define the density Θx0 at the point x0 to be
the limit as r → 0 of the scale–invariant energy in Br(x0). It follows easily from
the monotonicity that the density is semi–continuous.
Remark 17.1. These energies are all scale–invariant in the sense that if a
solution is rescaled by a factor λ, then the energy of the new solution on a ball
of radius λ r is the same as the original solution on a ball of radius r. It is not
difficult to find scale–invariant quantities – the difficulty lies in finding one that is
monotone and can be estimated. For example, if u : Rk → M is a harmonic map,
then
∫ |∇u|k is scale–invariant and monotone; however, it is not at all clear that
there should be an a priori bound on this when k > 2.
17.1. ǫ–regularity and the singular set. This monotonicity is then im-
portant in proving an ǫ–regularity theorem. Recall that an ǫ–regularity theorem
gives that a weak (or generalized) solution is actually smooth at a point if the
scale–invariant energy is small enough there. The standard example is the Allard
regularity theorem:
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Theorem 17.2. [Al] There exists δ(k, n) > 0 such that if Σ ⊂ Rn is a k–
rectifiable stationary varifold (with density at least one a.e.), x0 ∈ Σ, and
(17.2) Θx0 = lim
r→0
Vol(Br(x0) ∩Σ)
Vol(Br ⊂ Rk) < 1 + δ ,
then Σ is smooth in a neighborhood of x0.
Another well–known example is the ǫ–regularity theorem of Schoen and K.
Uhlenbeck for harmonic maps:
Theorem 17.3. [ScUh] There exists ǫ(k,N) > 0 such that if u : Br ⊂ Rk → N
is an energy minimizing map and
(17.3) r2−k
∫
Br
|∇u|2 < ǫ ,
then u is smooth in a neighborhood of 0 and |∇u|(0) ≤ C r−1.
See [ChCTi] for ǫ-regularity results for limits of Ka¨hler–Einstein metrics and
their applications to regularity of such limit spaces and see F.H. Lin, [Ln], for recent
developments on the regularity of harmonic maps which are not minimizing.
Remark 17.4. The ǫ–regularity theorem is closely related to a priori estimates
when the energy is small (cf. Section 9). In one direction, combining the regularity
with a compactness argument usually directly gives an a priori estimate.
The singular set S is defined to be the set where the scale–invariant energy is
not small. The first application of these ǫ–regularity theorems is some control on
the singular set. For example, the semi–continuity of the density immediately gives
that S is closed. In order to bound the size of the singular set (e.g., the Hausdorff
measure), we combine the ǫ–regularity with simple covering arguments:
Lemma 17.5. If u : B1 ⊂ Rk → M is an energy minimizing (harmonic) map,
then the (k − 2)–dimensional Hausdorff measure of S is zero.
Proof. Given δ > 0 and x ∈ S, then the ǫ–regularity theorem (Theorem 17.3)
yields a ball Brx(x) so that
(17.4) 0 < ǫ ≤ r2−kx
∫
Brx (x)
|∇u|2 .
Using the 5–times covering lemma, we can find a disjoint collection of balls Bri(xi)
so that
ǫ ≤ r2−ki
∫
Bri (xi)
|∇u|2 ,(17.5)
S ⊂ ∪iB5ri(xi) .(17.6)
Since the balls Bri(xi) are disjoint, (17.5) implies that
(17.7) ǫ
∑
i
rk−2i ≤
∑
i
∫
Bri (xi)
|∇u|2 ≤
∫
∪iBri (xi)
|∇u|2 .
Combining this with (17.6), we get a uniform bound for the (k − 2)–dimensional
Hausdorff measure of S. In particular, S has Lebesgue measure zero.
Finally, we show that the (k − 2)–dimensional Hausdorff measure of S is zero
(and not just finite). First, notice that as δ → 0, the Lebesgue measure of ∪iBri(xi)
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goes to zero. Since |∇u|2 is an L1 function, the dominated convergence theorem
implies that
(17.8) lim
δ→0
∫
∪iBri (xi)
|∇u|2 = 0 .
Substituting this back into (17.7), gives the claim. 
This preliminary analysis of the singular set can be refined by doing a so–called
tangent cone analysis.
17.2. Tangent cone analysis. Each of these variational problems comes with
a natural scaling which preserves the space of solutions. For example, if Σ ⊂ Rn is
a minimal submanifold, then so is
(17.9) Σy,λ = {y + λ−1 (x− y) |x ∈ Σ} .
(To see this, simply note that this scaling multiplies the principal curvatures by λ.)
Similarly, if u : Rn → M is an energy minimizing map, then so is the map uy,λ
defined by
(17.10) uy,λ(x) = u(y + λ(x− y)) .
Suppose now that we fix the point y and take a sequence λj → 0. The monotonicity
formula (for either area or energy) bounds the density of the rescaled solution,
allowing us to extract a convergent subsequence and limit. This limit, which is
called a tangent cone at y, achieves equality in the monotonicity formula and,
hence, must be homogeneous (i.e., invariant under dilations about y).
The usefulness of tangent cone analysis in regularity theory is based on two
key facts. For simplicity, we illustrate these when Σ ⊂ Rn is an area minimizing
hypersurface. (See [ChC1] for similar results for singular limit spaces of manifolds
with lower Ricci curvature bounds.) First, if any tangent cone at y is a hyperplane
Rn−1, then Σ is smooth in a neighborhood of y. This follows easily from the Allard
regularity theorem since the density at y of the tangent cone is the same as the
density at y of Σ. The second key fact, known as “dimension reducing,” is due to
Almgren, [Am2], and is a refinement of an argument of Federer. To state this, we
first stratify the singular set S of Σ into subsets
(17.11) S0 ⊂ S1 ⊂ · · · ⊂ Sn−2 ,
where we define Si to be the set of points y ∈ S so that any linear space contained
in any tangent cone at y has dimension at most i. (Note that Sn−1 = ∅ by the
previous fact.) The dimension reducing argument then gives that
(17.12) dim (Si) ≤ i ,
where dimension means the Hausdorff dimension. In particular, the solution of the
Bernstein problem then gives codimension 7 regularity of Σ, i.e., dim (S) ≤ n− 8.
See lecture 2 in [Si3] for a proof of (17.12).
Remark 17.6. Using that the (k − 2)–dimensional Hausdorff measure of S is
zero for an energy minimizing map u : Rk → M by Lemma 17.5, it is not hard to
see that Sk−2 = ∅. In particular, we get that S is at most (k − 3)-dimensional
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This approach has been applied fruitfully to many problems since it requires
only a natural scaling, a monotonicity formula, and a compactness theorem. A
variation of this, giving tangent flows rather than tangent cones, has also been
useful in parabolic problems (see, e.g., [W] for an application to mean curvature
flow).
Note that the tangent cones produced in this way may very well depend on the
particular convergent subsequence. In some cases, one can prove uniqueness of the
tangent cone and this is often quite useful (see, for instance, section 3.4 in [Si3]
for one such application). However, in many settings tangent cones are not unique;
see, for instance, [Pe4], [ChC1].
18. Embedded minimal disks
We next survey recent results of the authors for embedded minimal disks. The
main result is a compactness and singular convergence theorem (Theorem 18.1 be-
low) in a setting where the classical methods cannot be applied. In particular, there
is no useful monotonicity formula or natural a priori bound. The main tools for
overcoming these difficulties are a “classification of singularities” which describes a
neighborhood of points of large curvature (Theorem 18.2) and our one-sided cur-
vature estimate (Theorem 18.3 below). We will keep things brief here, attempting
to highlight a few key points. We refer to [CM22] for a more detailed survey.
As we will see, a fundamental theorem about embedded minimal disks is that
such a disk is either a minimal graph or can be approximated by a piece of a
rescaled helicoid depending on whether the curvature is small or not; see Theorem
18.1 below. To avoid tedious dependence of various quantities we state this, our
main result, not for a single embedded minimal disk with sufficiently large curvature
at a given point but instead for a sequence of such disks where the curvatures are
blowing up. Theorem 18.1 says that a sequence of embedded minimal disks mimics
the following behavior of a sequence of rescaled helicoids:
Consider the sequence Σi = aiΣ of rescaled helicoids where ai → 0.
(That is, rescaleR3 by ai, so points that used to be distance d apart
will in the rescaled R3 be distance ai d apart.) The curvatures of
this sequence of rescaled helicoids are blowing up along the vertical
axis. The sequence converges (away from the vertical axis) to a
foliation by flat parallel planes. The singular set S (the axis) then
consists of removable singularities.
Let now Σi ⊂ B2R be a sequence of embedded minimal disks with ∂Σi ⊂ ∂B2R.
Clearly (after possibly going to a subsequence) either (A) or (B) occur:
(A) supBR∩Σi |A|2 ≤ C <∞ for some constant C.
(B) supBR∩Σi |A|2 →∞.
In (A) (by a standard argument) the intrinsic ball Bs(yi) is a graph for all yi ∈
BR∩Σi, where s depends only on C. Thus the main case is (B) which is the subject
of the next theorem.
Using the notion of multi–valued graphs, this the main theorem of [CM6], can
now be stated:
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One half of Σ. The other half.
S
Figure 3. Theorem 18.1 – the
singular set, S, and the two
multi–valued graphs.
Theorem 18.1. (Theorem 0.1 in [CM6]). See fig. 3. Let Σi ⊂ BRi =
BRi(0) ⊂ R3 be a sequence of embedded minimal disks with ∂Σi ⊂ ∂BRi where
Ri → ∞. If supB1∩Σi |A|2 → ∞, then there exists a subsequence, Σj, and a Lips-
chitz curve S : R→ R3 such that after a rotation of R3:
(1) x3(S(t)) = t. (That is, S is a graph over the x3–axis.)
(2) Each Σj consists of exactly two multi–valued graphs away from S (which
spiral together).
(3) For each 1 > α > 0, Σj \ S converges in the Cα–topology to the foliation,
F = {x3 = t}t, of R3.
(4) supBr(S(t))∩Σj |A|2 → ∞ for all r > 0, t ∈ R. (The curvatures blow up
along S.)
In (2), (3) that Σj \ S are multi–valued graphs and converges to F means that
for each compact subset K ⊂ R3 \ S and j sufficiently large K ∩ Σj consists of
multi–valued graphs over (part of) {x3 = 0} and K ∩ Σj → K ∩ F in the sense of
graphs.
Theorem 18.1 (as many of the other results discussed below) is modelled by the
helicoid and its rescalings. Take a sequence Σi = aiΣ of rescaled helicoids where
ai → 0. The curvatures of this sequence are blowing up along the vertical axis.
The sequence converges (away from the vertical axis) to a foliation by flat parallel
planes. The singular set S (the axis) then consists of removable singularities.
We now come to our key results for embedded minimal disks. These are some
of the main ingredients in the proof of Theorem 18.1. The first says that if the
curvature of such a disk Σ is large at some point x ∈ Σ, then nearby x a multi–valued
graph forms (in Σ) and this extends (in Σ) almost all the way to the boundary.
Precisely this is:
Theorem 18.2. (Theorem 0.2 in [CM4]). See fig. 4 and fig. 5. Given N ∈
Z+, ǫ > 0, there exist C1, C2 > 0 so: Let 0 ∈ Σ ⊂ BR ⊂ R3 be an embedded
minimal disk, ∂Σ ⊂ ∂BR. If maxBr0∩Σ |A|2 ≥ 4C21 r−20 for some R > r0 > 0, then
there exists (after a rotation) an N–valued graph Σg ⊂ Σ over DR/C2 \D2r0 with
gradient ≤ ǫ and Σg ⊂ {x23 ≤ ǫ2 (x21 + x22)}.
As a consequence of Theorem 18.2, one easily gets that if |A|2 is blowing up
near 0 for a sequence of embedded minimal disks Σi, then there is a sequence
of 2–valued graphs Σi,d ⊂ Σi, where the 2–valued graphs start off on a smaller
and smaller scale (namely, r0 in Theorem 18.2 can be taken to be smaller as the
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Σ
Small multi-valued graph near 0.
Figure 4. Part 1 of the proof
of Theorem 18.2; finding a small
multi–valued graph in a disk
near a point of large curvature.
Figure 5. Part 2 of the proof of
Theorem 18.2; extending a small
multi–valued graph in a disk.
curvature gets larger). Consequently, by the sublinear separation growth, such 2–
valued graphs collapse and, hence, a subsequence converges to a smooth minimal
graph through 0. To be precise, given any fixed ρ > 0, (11.3) bounds the separation
w at (ρ, 0) by
(18.1) |w(ρ, 0)| ≤
(
ρ
r0
)α
|w(r0, 0)| ≤ 2π ǫ ρα r1−α0 ,
and this goes to 0 as r0 → 0 since α < 1. The bound |w(r0, 0)| ≤ 2π ǫ r0 in (18.1)
came from integrating the gradient bound on the graph around the circle of radius
r0. (Here 0 is a removable singularity for the limit.) Moreover, if the sequence of
such disks is as in Theorem 18.1, i.e., if Ri → ∞, then the minimal graph in the
limit is entire and hence, by Bernstein’s theorem (theorem 1.16 in [CM1]), is a
plane.
The second key result is the curvature estimate for embedded minimal disks in
a half–space. This theorem says roughly that if an embedded minimal disk lies in
a half–space above a plane and comes close to the plane, then it is a graph over the
plane. Precisely, this is the following theorem:
Theorem 18.3. (Theorem 0.2 in [CM6]). See fig. 6. There exists ǫ > 0, such
that if Σ ⊂ B2r0 ∩ {x3 > 0} ⊂ R3 is an embedded minimal disk with ∂Σ ⊂ ∂B2r0 ,
then for all components Σ′ of Br0 ∩Σ which intersect Bǫr0
(18.2) sup
Σ′
|AΣ|2 ≤ r−20 .
Using the minimal surface equation and that Σ′ has points close to a plane,
it is not hard to see that, for ǫ > 0 sufficiently small, (18.2) is equivalent to the
statement that Σ′ is a graph over the plane {x3 = 0}.
An embedded minimal surface Σ which is as in Theorem 18.3 is said to satisfy
the (ǫ, r0)–effective one–sided Reifenberg condition; cf. appendix A of [CM6] and
the appendix of [ChC1]. We will often refer to Theorem 18.3 as the one–sided
curvature estimate.
Note that the assumption in Theorem 18.3 that Σ is simply connected is cru-
cial as can be seen from the example of a rescaled catenoid. The catenoid is the
minimal surface in R3 given by (cosh s cos t, cosh s sin t, s) where s, t ∈ R; see fig.
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Σ
B
ǫr0
B
r0
B2r0
x3 = 0
Figure 6. Theorem 18.3 – the one–
sided curvature estimate for an embed-
ded minimal disk Σ in a half–space with
∂Σ ⊂ ∂B2r0 : The components ofBr0∩Σ
intersecting Bǫr0 are graphs.
x3
x1
x2
Figure 7. The catenoid given
by revolving x1 = coshx3
around the x3–axis.
Rescaled catenoid.
x3 = 0
Figure 8. Rescaling the
catenoid shows that simply
connected (and embedded)
is needed in the one–sided
curvature estimate.
7. Under rescalings this converges (with multiplicity two) to the flat plane; see
fig. 8. Likewise, by considering the universal cover of the catenoid, one sees that
embedded, and not just immersed, is needed in Theorem 18.3.
As an almost immediate consequence of Theorem 18.3 and a simple barrier
argument we get that if in a ball two embedded minimal disks come close to each
other near the center of the ball then each of the disks are graphs. Precisely, this
is the following:
Corollary 18.4. (Corollary 0.4 in [CM6]). See fig. 9. There exist c > 1,
ǫ > 0 so: Let Σ1, Σ2 ⊂ Bcr0 ⊂ R3 be disjoint embedded minimal surfaces with
∂Σi ⊂ ∂Bcr0 and Bǫ r0 ∩ Σi 6= ∅. If Σ1 is a disk, then for all components Σ′1 of
Br0 ∩ Σ1 which intersect Bǫ r0
(18.3) sup
Σ′1
|A|2 ≤ r−20 .
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graph
graph
Figure 9. Corollary 18.4: Two
sufficiently close components of
an embedded minimal disk must
each be a graph.
This estimate has also been useful in the global theory of minimal surfaces, cf.
[CM9], [CM22], and [MeRo]. It would be very interesting to find an intrinsic
version of it (i.e., for intrinsic balls on one side of a plane):
Question 3. It would be very useful to prove an intrinsic version of the one–
sided curvature estimate. Namely, does Theorem 18.3 hold when Σ is an intrinsic
ball (in an embedded minimal disk)? If true, then this would likely have important
consequences for proving properness of embedded minimal disks.
One of the topics that we have suppressed is what we call “properness” of the
limit. Basically, this is proving that we get a foliation in the limit or, equivalently,
that the points of S cannot be isolated. This is the one place where the assumption
Ri → ∞ is used in an essential way; see [CM18] for a nonproper limit when Ri
does not go to ∞.
Question 4. Suppose that a sequence of embedded minimal planar domains
Σi ⊂ B1 ⊂ R3 with ∂Σi ⊂ ∂B1 converges away from 0 to a minimal lamination L′
of B1 \ {0}. Does L′ extend to a smooth lamination of B1? In other words, is 0
a removable singularity? An example constructed in [CM18] shows that this need
not be the case when the Σi’s are disks. It would be interesting to find non–disk
examples (cf. [Ka], [Tr]).
19. Global theory of minimal surfaces in R3
Recent years have seen breakthroughs on many long–standing problems in the
global theory of minimal surfaces in R3. This is an enormous subject and, rather
than give a comprehensive treatment, we will mention a few important results which
fit well with the theme of this survey. Throughout this section, Σ will be a complete
properly embedded minimal surface in R3 (recall that properness here means that
the intersection of Σ with any compact subset of R3 is compact).
We say that Σ has finite topology if it is homeomorphic to a closed Riemann
surface with a finite number of punctures; the genus of Σ is then the genus of this
Riemann surface and the number of punctures is the number of ends. It follows
that a neighborhood of each puncture corresponds to a properly embedded annular
end of Σ. Perhaps surprisingly at first, the more restrictive case is when Σ has
more than one end. The reason for this is that a barrier argument gives a stable
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minimal surface between any pair of ends. This stable surface is then asymptotic
to a plane (or catenoid), essentially forcing each end to live in a half–space. Using
this restriction, P. Collin proved:
Theorem 19.1. [Co] Each end of a complete properly embedded minimal sur-
face with finite topology and at least two ends is asymptotic to a plane or catenoid.
In particular, outside some compact set, Σ is given by a finite collection of
disjoint graphs over a common plane (and has finite total curvature). See [CM21]
for a proof of Theorem 19.1 using the one–sided curvature estimate.
When Σ has only one end (e.g., for the helicoid), it need not have finite total
curvature so the situation is more delicate. However, the regularity results of the
previous section can be applied. For example, if Σ is a (non–planar) embedded mini-
mal disk, then we get a multi–valued graph structure away from a “one–dimensional
singular set.” Using Theorems 18.1 and 18.3, W. Meeks and H. Rosenberg proved
the uniqueness of the helicoid:
Theorem 19.2. [MeRo] The plane and helicoid are the only complete properly
embedded simply–connected minimal surfaces in R3.
This uniqueness should have many applications. Recall that if we take a se-
quence of rescalings of the helicoid, then the singular set S for the convergence is
the vertical axis perpendicular to the leaves of the foliation. In [Me], W. Meeks
used this fact together with the uniqueness of the helicoid to prove that the singular
set S in Theorem 18.1 is always a straight line perpendicular to the foliation. Re-
cently, W. Meeks and M. Weber have constructed a local example (i.e., a sequence
of embedded minimal disks in a unit ball) where S is a circle.
Properness is an important ingredient in many of these results and it is not
known to what extent this assumption can be relaxed. In [Na], N. Nadirashvili
constructed complete non–proper minimal immersions (in fact, contained in a ball).
It would be interesting to know whether this is possible for embeddings:
Question 5. Suppose that Σ ⊂ R3 is a complete embedded minimal surface
with finite topology. Does Σ have to be proper?
We have not even touched on the case where Σ has infinite topology (e.g.,
when Σ is one of the Riemann examples). This is an area of much current research,
see [CM5], the work of Meeks, J. Perez and A. Ros, [MePRs1], [MePRs2], and
[MePRs3], and references therein.
We close this section with a local analog of the two–ended case. Namely, in
[CM9], we proved that any embedded minimal annulus in a ball (with boundary
in the boundary of the ball and) with a small neck can be decomposed by a simple
closed geodesic into two graphical sub–annuli. Moreover, we gave a sharp bound for
the length of this closed geodesic in terms of the separation (or height) between the
graphical sub–annuli. This serves to illustrate our “pair of pants” decomposition
from [CM5] in the special case where the embedded minimal planar domain is an
annulus (we will not touch on this further here). The catenoid {x21+x22 = cosh2 x3}
is the prime example of an embedded minimal annulus.
The precise statement of this decomposition for annuli is:
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Theorem 19.3. [CM9] There exist ǫ > 0, C1, C2, C3 > 1 so: If Σ ⊂ BR ⊂ R3
is an embedded minimal annulus with ∂Σ ⊂ ∂BR and π1(BǫR ∩ Σ) 6= 0, then there
exists a simple closed geodesic γ ⊂ Σ of length ℓ so that:
• The curve γ splits the connected component of BR/C1 ∩ Σ containing it
into two annuli Σ+,Σ− each with
∫ |A|2 ≤ 5 π.
• Furthermore, Σ± \ TC2 ℓ(γ) are graphs with gradient ≤ 1.
• Finally, ℓ log(R/ℓ) ≤ C3 h where the separation h is given by
(19.1) h = min
x±∈∂BR/C1∩Σ±
|x+ − x−| .
Here Ts(S) ⊂ Σ denotes the intrinsic s–tubular neighborhood of a subset S ⊂ Σ.
Part 4. Constructing minimal surfaces and applications
Thus far, we have mainly dealt with regularity and a priori estimates but have
ignored questions of existence. In this part we surveys some of the most useful exis-
tence results for minimal surfaces and gives an application to Ricci flow. Section 20
recalls the classical Weierstrass representation, including a few modern applications,
and the Kapouleas desingularization method. Section 21 deals with producing area
minimizing surfaces (whether for fixed boundary, fixed homotopy class, etc.) and
questions of embeddedness. The next section discusses unstable (hence not min-
imizing) surfaces and the corresponding questions for geodesics, concentrating on
whether the Morse index can be bounded uniformly. Section 23 recalls the min–
max construction for producing unstable minimal surfaces and, in particular, doing
so while controlling the topology and guaranteeing embeddedness. Finally, Section
24 discusses a recent application of min–max surfaces to bound the extinction time
for Ricci flow, answering a question of Perelman.
20. The Weierstrass representation
The classical Weierstrass representation (see [HoK] or [Os]) takes holomorphic
data (a Riemann surface, a meromorphic function, and a holomorphic one–form)
and associates a minimal surface in R3. To be precise, given a Riemann surface Ω,
a meromorphic function g on Ω, and a holomorphic one–form φ on Ω, then we get
a (branched) conformal minimal immersion F : Ω→ R3 by
(20.1) F (z) = Re
∫
ζ∈γz0,z
(
1
2
(g−1(ζ)− g(ζ)), i
2
(g−1(ζ) + g(ζ)), 1
)
φ(ζ) .
Here z0 ∈ Ω is a fixed base point and the integration is along a path γz0,z from
z0 to z. The choice of z0 changes F by adding a constant. In general, the map
F may depend on the choice of path (and hence may not be well–defined); this is
known as “the period problem” (see M. Weber and M. Wolf, [WeWo], for the latest
developments). However, when g has no zeros or poles and Ω is simply connected,
then F (z) does not depend on the choice of path γz0,z.
Two standard constructions of minimal surfaces from Weierstrass data are
g(z) = z, φ(z) = dz/z, Ω = C \ {0} giving a catenoid ,(20.2)
g(z) = eiz , φ(z) = dz, Ω = C giving a helicoid .(20.3)
The Weierstrass representation is particularly useful for constructing immersed
minimal surfaces. For example, in [Na], Nadirashvili used it to construct a complete
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immersed minimal surface in the unit ball in R3 (see also [JXa] for the case of a
slab). In particular, Nadirashvili’s surface is not proper, i.e., the intersections with
compact sets are not necessarily compact.
Typically, it is rather difficult to prove that the resulting immersion is an em-
bedding (i.e., is 1–1), although there are some interesting cases where this can
be done. The first modern example was [HoMe] where D. Hoffman and Meeks
proved that the surface constructed by Costa was embedded; this was the first new
complete finite topology properly embedded minimal surface discovered since the
classical catenoid, helicoid, and plane. This led to the discovery of many more such
surfaces (see [HoK] and [Ro] for more discussion).
In [CM18], we used the Weierstrass representation to construct a sequence
of embedded minimal disks Σi ⊂ B1 = B1(0) ⊂ R3 with ∂Σi ⊂ ∂B1 where the
curvatures blow up only at 0 and Σi \{x3–axis} consists of two multi–valued graphs
for each i. Furthermore, Σi \ {x3 = 0} converges to two embedded minimal disks
Σ− ⊂ {x3 < 0} and Σ+ ⊂ {x3 > 0} each of which spirals into {x3 = 0} and thus
is not proper. (This should be contrasted with Theorem 18.1 where the complete
limits are planes and hence proper.)
N. Kapouleas has developed another method to construct complete embedded
minimal surfaces with finite total curvature. For instance, in [Ka], he shows that
(most) collections of coaxial catenoids and planes can be desingularized to get
complete embedded minimal surfaces with finite total curvature. The Costa surface
above had genus one and three ends (that is to say, it is homeomorphic to a torus
with three punctures). In the Kapouleas construction, one could start with a plane
and catenoid intersecting in a circle and then desingularize this circle using suitably
scaled and bent Scherk surfaces to get a finite genus embedded surface with three
ends. (This desingularization process adds handles, i.e., increases the genus.) In
this manner, Kapouleas gets an enormous number of new examples; see also the
gluing construction of S.D. Yang, [Y], which uses catenoid necks to glue together
nearby minimal surfaces.
21. Area–minimizing surfaces
Perhaps the most natural way to construct minimal surfaces is to look for ones
which minimize area, e.g., with fixed boundary, or in a homotopy class, etc. This
has the advantage that often it is possible to show that the resulting surface is
embedded. We mention a few results along these lines.
The first embeddedness result, due to Meeks and Yau, shows that if the bound-
ary curve is embedded and lies on the boundary of a smooth mean convex set (and
it is null–homotopic in this set), then it bounds an embedded least area disk.
Theorem 21.1. [MeYa1] Let M3 be a compact Riemannian three–manifold
whose boundary is mean convex and let γ be a simple closed curve in ∂M which
is null–homotopic in M ; then γ is bounded by a least area disk and any such least
area disk is properly embedded.
Note that some restriction on the boundary curve γ is certainly necessary. For
instance, if the boundary curve was knotted (e.g., the trefoil), then it could not be
spanned by any embedded disk (minimal or otherwise). Prior to the work of Meeks
and Yau, embeddedness was known for extremal boundary curves in R3 with small
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total curvature by the work of R. Gulliver and J. Spruck [GuSp]; see chapter 4 in
[CM1] for other results and further discussion.
If we instead fix a homotopy class of maps, then the two fundamental existence
results are due to Sacks–Uhlenbeck and Schoen–Yau (with embeddedness proven
by Meeks–Yau and Freedman–Hass–Scott, respectively):
Theorem 21.2. [SaUh], [MeYa2] Given M3, there exist conformal (stable)
minimal immersions u1, . . . , um : S
2 → M which generate π2(M) as a Z[π1(M)]
module. Furthermore,
• If u : S2 →M and [u]π2 6= 0, then Area(u) ≥ miniArea(ui).
• Each ui is either an embedding or a 2–1 map onto an embedded 2–sided
RP 2.
Theorem 21.3. [ScYa2], [FHS] If Σ2 is a closed surface with genus g > 0
and i0 : Σ→M3 is an embedding which induces an injective map on π1, then there
is a least area embedding with the same action on π1.
In [MeSiYa], Meeks, Simon, and Yau find an embedded sphere minimizing
area in an isotopy class in a closed 3–manifold.
We end this section by mentioning two applications of Theorem 21.3. First, in
[CM20], we showed that any topological 3–manifoldM had an open set of metrics
so that, for each such metric, there was a sequence of embedded minimal tori whose
area went to infinity. In [De], B. Dean showed that this was true for every genus
g ≥ 1. This leaves an obvious interesting question:
Question 6. Given a topological 3–manifold M , does there exist an open set
of metrics which have embedded minimal spheres with arbitrarily large area?
It would be interesting to answer this question even when the minimal spheres
are stable (the examples constructed in [CM20] and [De] were all locally minimiz-
ing and hence also stable)
22. Index bounds for geodesics and minimal surfaces
The minimal surfaces discussed in the previous section were all stable and in
fact locally area minimizing. This is a very special and strong property of a minimal
surface. In general, like, for instance the helicoid and the catenoid, most minimal
surfaces are not stable but have non–zero index. In this section we will discuss
the Morse index of simple closed geodesics on surfaces and of embedded minimal
surfaces in 3–manifolds. First let us discuss the situation of simple closed geodesics
in surfaces.
Let M2 be a closed orientable surface with curvature K and γ ⊂ M a closed
geodesic. The Morse index of γ is the index of the critical point γ for the length
functional, i.e., the number of negative eigenvalues (counted with multiplicity) of
the second derivative of length (throughout curves will always be in H1). Since
the second derivative of length at γ in the direction of a normal variation u n is
− ∫
γ
uLγ u where Lγ u = u
′′ + K u, the Morse index is the number of negative
eigenvalues of Lγ . (By convention, an eigenfunction φ with eigenvalue λ of Lγ is
a solution of Lγ φ + λφ = 0.) Note that if λ = 0, then φ (or φn) is a (normal)
Jacobi field. γ is stable if the index is zero. The index of a noncompact geodesic
is the dimension of a maximal vector space of compactly supported variations for
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which the second derivative of length is negative definite. We also say that such a
geodesic is stable if the index is 0.
As the following result shows then it turns out that in general there are no
Morse index bounds for simple closed geodesics on surfaces.
Theorem 22.1. [CH1]. On any M2, there exists a metric with a geodesic
lamination with infinitely many unstable leaves. Moreover, there is such a metric
with simple closed geodesics of arbitrary high Morse index.
A codimension one lamination on a surface M2 is a collection L of smooth
disjoint curves (called leaves) such that ∪ℓ∈Lℓ is closed. Moreover, for each x ∈M
there exists an open neighborhood U of x and a C0 coordinate chart, (U,Φ), with
Φ(U) ⊂ R2 so that in these coordinates the leaves in L pass through Φ(U) in slices
of the form (R × {t}) ∩ Φ(U). A foliation is a lamination for which the union of
the leaves is all of M and a geodesic lamination is a lamination whose leaves are
geodesics.
Similarly, to the geodesic case, for an immersed minimal surface Σ in a 3–
manifoldM , we set LΣ φ = ∆Σ φ+ |A|2 φ+RicM (n, n)φ. (Note that by the second
variational formula (see, for instance, section 1.7 of [CM1]), then
(22.1)
∂2
∂r2 r=0
Area(Σr) = −
∫
Σ
φLΣ φ ,
where Σr = {x+r φ(x) nΣ(x) |x ∈ Σ}.) Recall also that by definition the index of a
minimal surface Σ is the number of negative eigenvalues (counted with multiplicity)
of LΣ. (A function η is an eigenfunction of LΣ with eigenvalue λ if LΣ η+λ η = 0.)
Thus in particular, since Σ is assumed to be closed, the index is always finite.
Theorem 22.1 was proven by first constructing a metric on the disk with convex
boundary having no Morse index bounds and then completing the metric to a metric
on the given M2. By taking the product of this metric on the disk with a circle
we get, on a solid torus, a metric with convex boundary and without Morse index
bounds for embedded minimal tori, and with a minimal lamination with infinitely
many unstable leaves. By completing this metric we get:
Theorem 22.2. [CH2] On any M3, there exists a metric with a minimal
lamination with infinitely many unstable leaves. Moreover, there is such a metric
with embedded minimal tori of arbitrary high Morse index.
By construction the embedded minimal tori in Theorem 22.2 and the leaves of
the lamination can be taken to be totally geodesic.
We will equip the space of metrics on a given manifold with the C∞-topology.
A subset of the set of metrics on the manifold is said to be residual if it is a countable
intersection of open dense subsets. A metric on a surface is bumpy if each closed
geodesic is a nondegenerate critical point, i.e., Lγu = 0 implies u ≡ 0. It follows
from results of Abraham and Anosov that bumpy metrics are generic; that is the
set of bumpy metrics contain a residual set.
To check that any given metric is bumpy is virtually impossible; however it
seems that the metric in Theorem 22.1 can be chosen to be bumpy. Thus it seems
unlikely that a bumpy metric is enough to ensure a bound for the Morse index
of simple closed geodesics on M2. What is needed is a nondegeneracy condition
for noncompact simple geodesics, rather than one for closed geodesics; cf. [CH2],
[CH3].
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In [HaNoRu] examples were given of metrics on any M3 that have embedded
minimal spheres without bounds and in [CD2] the following was shown: For any
3-manifold M3 and any nonnegative integer g, there are examples of metrics on M
each of which has a sequence of embedded minimal surfaces of genus g and without
Morse index bounds. On any spherical space form S3/Γ [CD2] constructed such
a metric with positive scalar curvature. More generally [CD2] constructed such a
metric with Scal > 0 (and such surfaces) on any 3-manifold which carries a metric
with Scal > 0. In all but one of the examples in [CD2] the Hausdorff limit is
a singular minimal lamination. The singularities being in each case exactly two
points lying on a closed leaf (the leaf is a strictly stable sphere).
[CD2] used in part ideas of Hass-Norbury-Rubinstein [HaNoRu]. As in
[HaNoRu], but unlike the examples in [CH1], the surfaces in [CD2] have no uni-
form curvature bounds. In fact, it follows easily (see appendix B of [CM4]) that
if Σi ⊂ M3 is a sequence of embedded minimal surfaces with uniformly bounded
curvatures, then a subsequence converges to a smooth lamination. Moreover, with
the right notion of being generic, the following seems likely (by [CH1] bumpy is
not the right generic notion):
Question 7. Let M3 be a closed 3-manifold with a generic metric and Σi ⊂M
a sequence of embedded minimal surfaces of a given genus. If any limit of the Σi’s
is a smooth (minimal) lamination, then the sequence Σi has a uniform Morse index
bound.
A codimension one lamination of M3 is a collection L of smooth disjoint con-
nected surfaces (called leaves) such that ∪Λ∈LΛ is closed. Moreover, for each x ∈M
there exists an open neighborhood U of x and a local coordinate chart, (U,Φ), with
Φ(U) ⊂ R3 such that in these coordinates the leaves in L pass through the chart
in slices of the form (R2 × {t}) ∩Φ(U).
A lamination is said to be minimal if the leaves are (smooth) minimal surfaces.
If the union of the leaves is all of M , then it is a foliation.
There are two results that support this question. The first concerns the cor-
responding question in one dimension less (that is for geodesics on surfaces); see
[CH2], [CH3]. The second concerns the question for 3-manifolds with positive
scalar curvature. However, there are examples where the limit is not smooth; see
[CD2].
Finally, we refer to [CH2] and [CH3] for further discussion of Morse index
bounds for geodesics including some positive results about when one has such
bounds.
23. The min–max construction of minimal surfaces
Variational arguments can also be used to construct higher index (i.e., non–
minimizing) minimal surfaces using the topology of the space of surfaces. There
are two basic approaches:
• Applying Morse theory to the energy functional on the space of maps from
a fixed surface Σ to M .
• Doing a min–max argument over families of (topologically non–trivial)
sweep–outs of M .
The first approach has the advantage that the topological type of the minimal
surface is easily fixed; however, the second approach has been more successful at
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producing embedded minimal surfaces. We will highlight a few key results below
but refer to [CD1] for a thorough treatment.
Unfortunately, one cannot directly apply Morse theory to the energy functional
on the space of maps from a fixed surface because of a lack of compactness (the
Palais–Smale Condition C does not hold). To get around this difficulty, [SaUh]
introduce a family of perturbed energy functionals which do satisfy Condition C and
then obtain minimal surfaces as limits of critical points for the perturbed problems:
Theorem 23.1. [SaUh] If πk(M) 6= 0 for some k > 1, then there exists a
branched immersed minimal 2–sphere in M (for any metric).
This was sharpened somewhat by [MiMo] (showing that the index of the min-
imal sphere was at most k− 2), who used it to prove a generalization of the sphere
theorem. See [Jo] and [St] for approaches which avoid using the perturbed func-
tionals and [Fr] for a generalization to a free boundary problem.
The basic idea of constructing minimal surfaces via min–max arguments and
sweep–outs goes back to Birkhoff, who developed it to construct simple closed
geodesics on spheres. In particular, when M is a topological 2–sphere, we can
find a 1–parameter family of curves starting and ending at point curves so that
the induced map F : S2 → S2 (see fig. 10) has nonzero degree. The min–max
argument produces a nontrivial closed geodesic of length less than or equal to the
longest curve in the initial one–parameter family. A curve shortening argument
gives that the geodesic obtained in this way is simple.
Figure 10. A 1–parameter family of
curves on a 2–sphere which induces a
map F : S2 → S2 of degree 1.
In [Pi], J. Pitts applied a similar argument and geometric measure theory to
get that every closed Riemannian three manifold has an embedded minimal surface
(his argument was for dimensions up to seven), but he did not estimate the genus
of the resulting surface. Finally, F. Smith (under the direction of L. Simon) proved
(see [CD1]):
Theorem 23.2. [Sm] Every metric on a topological 3–sphere M admits an
embedded minimal 2–sphere.
The main new contribution of Smith was to control the topological type of the
resulting minimal surface while keeping it embedded; see also Pitts and Rubinstein,
[PiRu], for some generalizations.
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24. An application of min–max surfaces to Ricci flow
We will in this section give an application of the min–max construction of
minimal surfaces to the Ricci flow. This application is that on S3 starting at any
given metric the Ricci flow becomes extinct in finite time. The treatment here
follows [CM19] and was inspired by a question of Perelman; see [CM19], [Pe3].
(See also paragraph 4.4 of [Pe2] for the precise definition of extinction time in the
case that surgery occurs.)
Throughout this section we let M3 be the 3–sphere and let g(t) be a one–
parameter family of metrics on M evolving by the Ricci flow, so
(24.1) ∂tg = −2RicMt .
Since π3(M) = Z, it follows from suspension, as in lemma 3 of [MiMo], that
the space of maps from S2 to M is not simply connected.
Fix a continuous map β : [0, 1] → C0 ∩ L21(S2,M) where β(0) and β(1) are
constant maps so that β is in the nontrivial homotopy class [β]. We define the
width W =W (g, [β]) by
(24.2) W (g) = min
γ∈[β]
max
s∈[0,1]
Energy(γ(s)) .
One could equivalently define the width using the area rather than the energy,
but the energy is somewhat easier to work with. As for the Plateau problem, this
equivalence follows using the uniformization theorem and the inequality Area(u) ≤
Energy(u) (with equality when u is a branched conformal map); cf. lemma 4.12 in
[CM1].
The next theorem gives an upper bound for the derivative of W (g(t)) under
the Ricci flow which forces the solution g(t) to become extinct in finite time.
Theorem 24.1. ([CM19] and cf. [Pe3]). Let M3 be the 3–sphere equipped
with a Riemannian metric g = g(0). Under the Ricci flow, the width W (g(t))
satisfies
(24.3)
d
dt
W (g(t)) ≤ −4π + 3
4(t+ C)
W (g(t)) ,
in the sense of the limsup of forward difference quotients. Hence, g(t) must become
extinct in finite time.
Suppose that Σ ⊂ M is a closed immersed surface (not necessarily minimal),
then using (24.1) an easy calculation gives (cf. page 38–41 of [Ha3])
(24.4)
d
dt t=0
Areag(t)(Σ) = −
∫
Σ
[R− RicM (n, n)] .
If Σ is also minimal, then
d
dt t=0
Areag(t)(Σ) = −2
∫
Σ
KΣ −
∫
Σ
[|A|2 +RicM (n, n)](24.5)
= −
∫
Σ
KΣ − 1
2
∫
Σ
[|A|2 +R] .
Here KΣ is the (intrinsic) curvature of Σ, n is a unit normal for Σ (our Σ’s below will
be S2’s and hence have a well–defined unit normal), A is the second fundamental
form of Σ so that |A|2 is the sum of the squares of the principal curvatures, RicM
is the Ricci curvature of M , and R is the scalar curvature of M . (The curvature is
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normalized so that on the unit S3 the Ricci curvature is 2 and the scalar curvature
is 6.) To get (24.5), we used that by the Gauss equations and minimality of Σ
(24.6) KΣ = KM − 1
2
|A|2 ,
where KM is the sectional curvature of M on the two–plane tangent to Σ.
Our first lemma gives an upper bound for the rate of change of area of minimal
2–spheres.
Lemma 24.2. If Σ ⊂ M3 is a branched minimal immersion of the 2–sphere,
then
(24.7)
d
dt t=0
Areag(t)(Σ) ≤ −4π −
Areag(0)(Σ)
2
min
M
R(0) .
Proof. Let {pi} be the set of branch points of Σ and bi > 0 the order of
branching at pi. By (24.5)
(24.8)
d
dt t=0
Areag(t)(Σ) ≤ −
∫
Σ
KΣ − 1
2
∫
Σ
R = −4π − 2π
∑
bi − 1
2
∫
Σ
R ,
where the equality used the Gauss–Bonnet theorem with branch points. 
We will need to recall a result of J. Jost, theorem 4.2.1 of [Jo], which gives the
existence of minimal spheres which realize the width W (g). (The bound for the
index is not stated explicitly in [Jo] but follows immediately as in [MiMo].)
Proposition 24.3. Given a metric g on M and a nontrivial [β] ∈ π1(C0 ∩
L21(S
2,M)), there exists a sequence of sweep–outs γj : [0, 1]→ C0 ∩L21(S2,M) with
γj ∈ [β] so that
(24.9) W (g) = lim
j→∞
max
s∈[0,1]
Energy(γjs) .
Furthermore, there exist sj ∈ [0, 1] and branched conformal minimal immersions
u0, . . . , um : S
2 → M with index at most one so that, as j → ∞, the maps γjsj
converge to u0 weakly in L
2
1 and uniformly on compact subsets of S
2 \ {x1, . . . , xk},
and
(24.10) W (g) =
m∑
i=0
Energy(ui) = lim
j→∞
Energy(γjsj ) .
Finally, for each i > 0, there exists a point xki and a sequence of conformal dilations
Di,j : S
2 → S2 about xki so that the maps γjsj ◦Di,j converge to ui.
We will also need a standard additional property for the min–max sequence of
sweep–outs γj of Proposition 24.3 which can be achieved by modifying the sequence
as in section 4 of [CD1] (cf. proposition 4.1 on page 85 in [CD1]). Loosely speaking
this is the property that any subsequence γksk with energy converging to W (g)
converges (after possibly going to a further subsequence) to the union of branched
immersed minimal 2–spheres each with index at most one. Precisely this is that we
can choose γj so that: Given ǫ > 0, there exist J and δ > 0 (both depending on g
and γj) so that if j > J and
(24.11) Energy(γjs) > W (g)− δ ,
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then there is a collection of branched minimal 2–spheres {Σi} each of index at most
one and with
(24.12) dist (γjs ,∪iΣi) < ǫ .
Here, the distance means varifold distance (see, for instance, section 4 of [CD1]).
Below we will use that, as an immediate consequence of (24.12), if F is a quadratic
form on M and Γ denotes γjs , then
(24.13)∣∣∣∣∣
∫
Γ
[Tr(F )− F (nΓ, nΓ)]−
∑
i
∫
Σi
[Tr(F )− F (nΣi , nΣi)]
∣∣∣∣∣ < C ǫ ‖F‖C1 Area(Γ) .
Proof. (of Theorem 24.1) Fix a time τ . Below C˜ denotes a constant depending
only on τ but will be allowed to change from line to line. Let γj(τ) be the sequence
of sweep–outs for the metric g(τ) given by Proposition 24.3. We will use the sweep–
out at time τ as a comparison to get an upper bound for the width at times t > τ .
The key for this is the following claim (the first inequality in (24.14) below): Given
ǫ > 0, there exist J and h¯ > 0 so that if j > J and 0 < h < h¯, then
Areag(τ+h)(γ
j
s(τ)) −maxs Energyg(τ)(γ
j
s(τ))
≤ [−4π + C˜ ǫ− maxs Energyg(τ)(γ
j
s(τ))
2
min
M
R(τ)]h+ C˜ h2
≤ [−4π + C˜ ǫ+ 3
4(τ + C)
max
s
Energyg(τ)(γ
j
s(τ))]h + C˜ h
2 ,(24.14)
where the second inequality used the lower bound (7.3) for R(τ). To see why (24.14)
implies (24.3), we use the definition of the width to get
(24.15) W (g(τ + h)) ≤ max
s∈[0,1]
Areag(τ+h)(γ
j
s(τ)) ,
and then take the limit as j →∞ (so that maxs Energyg(τ)(γjs(τ))→W (g(τ))) in
(24.14) to get
(24.16)
W (g(τ + h))−W (g(τ))
h
≤ −4π + C˜ ǫ+ 3
4(τ + C)
W (g(τ)) + C˜ h .
Taking ǫ → 0 in (24.16) gives (24.3). It remains to prove (24.14). First, let δ > 0
and J , depending on ǫ (and on τ), be given by (24.11)–(24.13). If j > J and
Energyg(τ)(γ
j
s(τ)) > W (g) − δ, then let ∪iΣjs,i(τ) be the collection of minimal
spheres in (24.13). Combining (24.4), (24.13) with F = RicM , and Lemma 24.2
gives
d
dt t=τ
Areag(t)(γ
j
s(τ)) ≤
d
dt t=τ
Areag(t)(∪iΣjs,i(τ)) + C˜ ǫ ‖RicM‖C1 Areag(t)(γjs(τ))
≤ −4π − maxs Energyg(τ)(γ
j
s(τ))
2
min
M
R(τ) + C˜ ǫ .(24.17)
Since the metrics g(t) vary smoothly and every sweep–out γj has uniformly bounded
energy, it is easy to see that Energyg(τ+h)(γ
j
s(τ)) is a smooth function of h with
a uniform C2 bound independent of both j and s near h = 0 (cf. (24.4)). In
particular, (24.17) and Taylor expansion gives h¯ > 0 (independent of j) so that
(24.14) holds for s with Energyg(τ)(γ
j
s(τ)) > W (g) − δ. In the remaining case,
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we have Energy(γjs(τ)) ≤ W (g) − δ so the continuity of g(t) implies that (24.14)
automatically holds after possibly shrinking h¯ > 0.
Finally, we claim that (24.3) implies finite extinction time. Namely, rewriting
(24.3) as ddt
(
W (g(t)) (t+ C)−3/4
) ≤ −4π (t+ C)−3/4 and integrating gives
(24.18) (T + C)−3/4W (g(T )) ≤ C−3/4W (g(0))− 16 π
[
(T + C)1/4 − C1/4
]
.
SinceW ≥ 0 by definition and the right hand side of (24.18) would become negative
for T sufficiently large, the theorem follows. 
Part 5. Growth of harmonic functions
We next discuss some global results for harmonic functions and a few applica-
tions of function theory. We will focus on the function theory of manifolds with
non–negative Ricci curvature, with the exception of Section 28 where we discuss
two estimates related to nodal sets of eigenfunctions.
Recall that the classical Liouville theorem states that any bounded (or even just
positive) harmonic function is constant on Euclidean space. In fact, the Euclidean
gradient estimate shows that a nonconstant harmonic function must grow at least
linearly. Since the partial derivatives of a Euclidean harmonic function are again
harmonic, iterating this gives that on Euclidean space any harmonic function of
polynomial growth is a harmonic polynomial. In particular, the dimensions of
these spaces are finite on Euclidean space.
The picture gets quite a bit more complicated when we look at more general
manifolds. For example, one can prescribe asymptotic values at infinity on hyper-
bolic space (cf. [An3]), so that even the space of bounded harmonic functions is
infinite dimensional in this case.
However, [CM14] proved that each space of harmonic functions of polynomial
growth is finite dimensional for manifolds with non–negative Ricci curvature. (This
had been conjectured by S.T. Yau; see [Ya1], [Ya2]. The case of surfaces was settled
in [LiTa2].). An interesting feature of [CM14] was that only two properties were
used: a volume doubling and a Neumann Poincare´ inequality, cf. 8.2.
Given an open manifold M and d > 0, we define the spaces of harmonic func-
tions of polynomial growth of order at most d, Hd(M), using the distance function
from a fixed point p:
Definition 24.4. A function u is in Hd(M) if u is harmonic on M and
(24.19) |u(x)| ≤ C(1 + distM (p, x)d) ,
for some constant C and point p ∈M .
25. Harmonic functions and spherical harmonics
It is worthwhile to recall the Euclidean case using polar coordinates (ρ, θ),
where θ ∈ Sk−1. In these coordinates, the Laplacian is
(25.1) ∆Rk = ρ
−2∆θ + (k − 1) ρ−1 ∂
∂ρ
+
∂2
∂ρ2
.
In particular, the restriction of a homogeneous harmonic polynomial of degree d to
Sk−1 gives an eigenfunction with eigenvalue d2+(k−2)d. It is then not hard to see
that understanding Hd(Rk) is a spectral problem on the compact manifold Sk−1.
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A similar “cone construction” holds more generally. Given a manifold Nk−1,
the cone over N is the manifold C(N) = N × [0,∞) with the metric
(25.2) ds2C(N) = dr
2 + r2 ds2N .
Usually we identify N × {0} and refer to this point as the vertex. A direct com-
putation shows that the Laplacians of N and C(N) are related by the following
simple formula at (x, r) ∈ N × (0,∞):
(25.3) ∆C(N)u = r
−2∆Nu+ (k − 1) r−1 ∂
∂r
u+
∂2
∂r2
u .
Using (25.3), we can now reinterpret the spaces Hd(C(N)):
Lemma 25.1. If ∆Ng = −λ g on Nk−1, then rp g ∈ Hp(C(N)) where
(25.4) p2 + (k − 2)p = λ .
As a consequence of Lemma 25.1, the spectral properties of N are equivalent
to properties of harmonic functions of polynomial growth on C(N).
When Nk−1 is a submanifold of Sn−1 ⊂ Rn, the cone over N can be isometri-
cally embedded in Rn as
(25.5) C(N) = {x ∈ Rn | x/|x| ∈ N} .
Note that C(N) is then invariant under dilations about the origin. We get the
following simple lemma whose proof is left for the reader:
Lemma 25.2. Suppose that Nk−1 ⊂ Sn−1. The following are equivalent:
• N is minimal.
• The Euclidean mean curvature of N ⊂ Rn is normal to Sn−1 ⊂ Rn.
• The coordinate functions are eigenfunctions on N with eigenvalue k − 1.
• The cone C(N) is minimal.
26. Manifolds with non–negative Ricci curvature
In [Ya3], Yau extended the classical Liouville theorem to complete manifolds
M with non–negative Ricci curvature:
A positive (or bounded) harmonic function on M must be constant.
In fact, by the gradient estimate of Cheng and Yau (Theorem 8.1), any harmonic
function with sublinear growth must be constant:
Corollary 26.1. [CgYa] If M is complete with RicM ≥ 0 and d < 1, then
Hd(M) = {Constant functions}.
Since Rn has non–negative Ricci curvature and the coordinate functions are
harmonic, this is obviously sharp. Therefore, when d ≥ 1 a different approach is
needed. Namely, instead of showing a Liouville theorem, the point is to control the
size of the space of solutions. Over the years, there were many interesting partial
results (including two proofs when M is a surface with non–negative sectional cur-
vature, [LiTa2] and [DF]). For example, in [LiTa1], Li and L.F. Tam obtained
the borderline case d = 1, showing that
(26.1) dim(H1(M)) ≤ n+ 1 ,
for an n-dimensional manifold with RicM ≥ 0. This is similar in spirit to the clas-
sical comparison theorems since dim(H1(Rn)) = n+ 1 (the n coordinate functions
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plus the constant functions). This corresponding rigidity theorem was proven in
[ChCM] (see [Li] for the special case where M is Ka¨hler):
Theorem 26.2. [ChCM] If M is complete with RicM ≥ 0, then every tangent
cone at infinity M∞ splits isometrically as
(26.2) M∞ = N ×Rdim(H1(M))−1 .
Hence, if dim(H1(M)) = n+ 1, then [C1] implies that M = Rn.
Finally, in [CM14], the spaces of polynomial growth harmonic functions were
shown to be finite dimensional:
Theorem 26.3. [CM14] If M is complete with RicM ≥ 0, then Hd(M) is
finite dimensional for each d.
The proof of Theorem 26.3 consists of two independent steps (the first does not
use harmonicity):
• Given a 2k-dimensional subspace H ⊂ Hd(M) and h ∈ (0, 1], there exists
a k-dimensional subspace K ⊂ H and R > 0 so that
(26.3) sup
v∈K\{0}
∫
B(1+h)2R
v2∫
BR
v2
≤ C1 (1 + h)8d .
• We bound the dimension of a subspaceK of harmonic functions satisfying
(26.3) in terms of h and d.
To give some feel for the argument, we will sketch a proof of the second step.
Proof. (Sketch of second step) For simplicity, suppose that R = 1 and h = 1.
Fix a scale r ∈ (0, 1) to be chosen small. We will use two properties of manifolds
with RicM ≥ 0:
First, we can find N ≤ Cn r−n balls Br(xi) with
(26.4) χB1 ≤
∑
i
χBr(xi) ≤ Cn χB2 ,
where χE is the characteristic function of a set E. (To do this, choose a maximal
disjoint collection of balls of radius r/2 and then use the volume comparison to get
the second inequality in (26.4) and bound N .)
Second, there is a uniform Neumann Poincare´ inequality: If
∫
Bs(x)
f = 0, then
(26.5)
∫
Bs(x)
f2 ≤ CN s2
∫
Bs(x)
|∇f |2 .
To bound the dimension of K, we will construct a linear map M : K → RN
and show that M is injective for r > 0 sufficiently small. We define M by
(26.6) M(v) =
(∫
Br(x1)
v , · · · ,
∫
Br(xN )
v
)
.
We will deduce a contradiction if v ∈ K \ {0} is in the kernel of M. In particular,
(26.5) gives that for each i
(26.7)
∫
Br(xi)
v2 ≤ CN r2
∫
Br(xi)
|∇v|2 .
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Combining this with (26.4) gives
(26.8)
∫
B1
v2 ≤
N∑
i=1
∫
Br(xi)
v2 ≤ CN r2
N∑
i=1
∫
Br(xi)
|∇v|2 ≤ Cn CN r2
∫
B2
|∇v|2 .
We now (for the only time) use that v is harmonic. Namely, the Caccioppoli
inequality (or reverse Poincare´ inequality) for harmonic functions gives
(26.9)
∫
B2
|∇v|2 ≤
∫
B4
v2 .
Combining (26.8) and (26.9), we get
(26.10)
∫
B1
v2 ≤ Cn CN r2
∫
B4
v2 .
This contradicts (26.3) if r is sufficiently small, completing the proof. 
On Euclidean space Rn, the spaces Hd are given by harmonic polynomials of
degree at most d. In particular, it is not hard to see that
(26.11) dim(Hd(Rn)) ≈ C dn−1 .
Using the correspondence between harmonic polynomials and eigenfunctions on
Sn−1 (see Lemma 25.1), this is closely related to Weyl’s asymptotic formula on
Sn−1. In [CM15], the authors proved a similar sharp polynomial bound for mani-
folds with non–negative Ricci curvature:
Theorem 26.4. [CM15] If Mn is complete with RicM ≥ 0 and d ≥ 1, then
(26.12) dim(Hd(M)) ≤ C dn−1 .
TakingM = Rn, (26.11) illustrates that the exponent n−1 is sharp in (26.12).
However, as in Weyl’s asymptotic formula, the constant in front of dn−1 can be
related to the volume. Namely, we actually showed the stronger statement
(26.13) dim(Hd(M)) ≤ Cn VM dn−1 + o(dn−1) ,
where
• Cn depends only on the dimension n.
• VM is the “asymptotic volume ratio” limr→∞ Vol(Br)/rn.
• o(dn−1) is a function of d with limd→∞ o(dn−1)/dn−1 = 0.
As noted above, Theorem 26.4 also gives lower bounds for eigenvalues on a manifold
Nn−1 with RicN ≥ (n−2) = RicSn−1 . Using the sharper estimate (26.13) introduces
the volume of N into these eigenvalue estimates (as predicted by Weyl’s asymptotic
formula).
An interesting feature of these dimension estimates is that they follow from
“rough” properties of M and are therefore surprisingly stable under perturbation.
For instance, in [CM14], we actually proved Theorem 26.3 for manifolds with
a volume doubling and a Neumann Poincare´ inequality; unlike a Ricci curvature
bound, these properties are stable under bi–Lipschitz transformations.
This finite dimensionality was not previously known even for manifolds bi–
Lipschitz to Rn (except under additional hypotheses, cf. results of Avellenada–Lin,
[AvLn], and Moser–Struwe, [MrSt]).
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There are two particularly interesting directions which have not been ade-
quately explored. The first is to develop machinery to produce harmonic functions
of polynomial growth.
Question 8. Suppose thatMn has non–negative Ricci curvature and Euclidean
volume growth. When can we produce harmonic functions of polynomial growth on
M? The most interesting would be to solve a “Dirichlet problem at infinity,” where
polynomially growing harmonic functions on a tangent cone at infinity give rise to
harmonic functions on M . In complete generality, this is likely to be rather delicate
since these tangent cones need not be unique.
The second direction is to get sharper dimension estimates for holomorphic
functions of polynomial growth.
Question 9. If Mn is Ka¨hler, then each holomorphic function is harmonic so
Theorem 26.4 bounds the dimension of the space of polynomial growth holomorphic
functions by C dn−1. However, on Cn/2, one get only C dn/2 holomorphic functions
of degree d. Does the sharper bound C dn/2 hold? A stronger curvature condition
may be necessary (cf. [Ni] for one such result).
This is just a very brief overview (omitting many interesting results), but we
hope that it gives something of the flavor of the subject; the interested reader may
consult [CM13] and references therein for more information.
27. Minimal surfaces and a generalized Bernstein theorem
We next describe a similar finite dimensionality result for minimal submanifolds
and an application of this – a “generalized Bernstein theorem” – proven in [CM16].
Recall that the Bernstein theorem implies that, through dimension seven, area–
minimizing hypersurfaces are affine. A weaker form of this is true in all dimensions
by the Allard regularity theorem [Al]:
There exists δ = δ(k, n) > 0 such that if Σk ⊂ Rn is a complete
immersed minimal submanifold with
(27.1)
Vol(Br ∩ Σ)
Vol(Br ⊂ Rk) ≤ (1 + δ)
for all r, then Σ is affine.
The generalized Bernstein theorem, which should perhaps be called a generalized
Allard theorem instead, shows that any upper bound on the density gives a corre-
sponding upper bound for the dimension of the smallest affine subspace containing
the minimal surface.
The results of this section apply to a large class of generalized minimal sub-
manifolds Σk ⊂ Rn: stationary rectifiable k–varifolds with density at least 1 a.e.
on the support. This includes the case of embedded minimal submanifolds and, for
simplicity, we will focus on this case below.
Theorem 27.1. [CM16] If Σk ⊂ Rn has density bounded by VΣ, then Σ must
be contained in an affine subspace of dimension at most Ck VΣ.
Another way to think of Theorem 27.1 is that it bounds the number of linearly
independent coordinate functions on Σ in terms of its volume. The linear depen-
dence on VΣ in Theorem 27.1 is sharp; namely, any bound of the form CkV
α
Σ must
have α ≥ 1.
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For a submanifold Σ ⊂ Rn, we will define the spaces of harmonic functions of
polynomial growth using the extrinsic distance; it will be clear from the context
which definition we are using. Namely, given Σ ⊂ Rn and d > 0, we define the
vector spaces Hd(Σ) of harmonic functions of polynomial growth by:
Definition 27.2. A function u is in Hd(Σ) if u is harmonic on Σ and
(27.2) |u(x)| ≤ C(1 + |x|d) ,
for some C. Thus, the coordinate functions xi are in H1(Σ).
Since the coordinate functions are harmonic on Σ (cf. Proposition 2.1), Theo-
rem 27.1 follows from a bound for the dimensions of the spaces of harmonic functions
on Σ of polynomial growth:
Theorem 27.3. [CM16] Let Σk ⊂ Rn have density bounded by VΣ. For any
d ≥ 1,
(27.3) dimHd(Σ) ≤ Ck VΣ dk−1 .
(The spectral properties of spherical minimal submanifolds have been studied in
their own right; see, for instance, Cheng–Li–Yau [CgLiYa] or Choi–Wang [CiWa].)
27.1. Other applications of function theory. We have just seen an appli-
cation of function theory to describe the geometry of the underlying space (in this
case, a bound on the dimension of the space of linear growth harmonic functions
controlled the complexity of the minimal submanifold). Another example is the
Bochner technique and resulting topological restrictions of curvature. There are
many other examples and, indeed, often these sorts of applications motivate devel-
opments in function theory. This is perhaps most evident in (one variable) complex
analysis, where function theory has played a major role.
Function theory has also played an important role in the theory of quasi–regular
maps, see [G]. Recall that a map F : Rn → Rn is K–quasi–regular if F and dF
are in Ln and at almost every point we have
(27.4) |dF | ≤ K det(dF ) .
For instance, M. Bonk and J. Heinonen used function theoretic arguments to prove:
Theorem 27.4. [BoHj] If M is a compact n–dimensional manifold and F :
Rn → M is a (non–trivial) K–quasi–regular map, then the dimension of the de
Rham cohomology ring of M is at most C = C(n,K).
Finally, we note that in the theory of quasi–regular maps, the most natural
functions to study are no longer the harmonic ones. Rather, one is interested in
A–harmonic functions, i.e., functions u satisfying
(27.5) div (A(∇u)) = 0 ,
where A is a nonlinear map on the tangent space satisfying several natural condi-
tions (e.g., taking A(x) = |x|p−2 x gives the so–called p–Laplacian).
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28. Volumes for eigensections
LetMn be a closed n-dimensional Riemannian manifold and V a vector bundle
over M . Suppose that {fi} is an L2-orthonormal set of eigensections of V of the
Laplacian with eigenvalues λi (where 0 = λ0 ≤ λ1 ≤ λ2 ≤ · · · ), that is
(28.1)
∫
M
fi fj = δi,j and ∆ fi + λi fi = 0 .
Given a = (a1, · · · , ai) ∈ Si−1, we define a function F ai (ǫ) by
(28.2) F ai (ǫ) = Vol({x ∈M | |
i∑
j=1
aj fj(x)| < ǫ}) .
Set Fi(ǫ) = F
ei
i (ǫ) where ei = (δi,j)j and define F
A
i (ǫ) by averaging F
a
i (ǫ) over
a ∈ Si−1
(28.3) FAi (ǫ) = −
∫
a∈Si−1
F ai (ǫ) .
In this section we will discuss the answer to the following question of S.T. Yau:
Let Mn be closed and V = Ω1(M) the bundle of one forms on
M . Then lim supi→∞ Fi(ǫ) and lim inf i→∞ Fi(ǫ) are interesting
functions of ǫ. Are they positive? Can one estimate the behavior
of ǫ−n lim infi→∞ Fi(ǫ) as ǫ → 0? The problem may be easier if
we replace Fi(ǫ) by F
A
i (ǫ). We can of course consider problems for
p-forms with p > 1.
It turns out that on a flat square torus lim infi→∞ Fi = 0 on Ω1. However as
the next theorem shows then for eigenfunctions on any manifold Fi is positive. We
will also see below in Theorem 28.2 that the average FAi for p-forms is positive and
we give a sharp lower bound.
Theorem 28.1. [CM23] Let Mn be closed with
(28.4) RicM ≥ −(n− 1) .
There exists C = C(n) > 0 and Λ = Λ(n) > 0 such that if f is a eigenfunction of
∆ on M with eigenvalue λ ≥ Λ and 0 < ǫ ≤ 1, then
(28.5) Vol
({
x ∈M | |f |2 < ǫ2 −
∫
M
|f |2
})
≥ C ǫnVol (M) .
It is possible to generalize Theorem 28.1 to the case where M is assumed to
have the doubling property and satisfy the Neumann Poincare´ inequality for r ≤ 1.
In this case, however, the exponent in ǫ may not be n but rather will depend on
the doubling constant CD and the constant Cp in the Poincare´ inequality.
In contrast to Fi for eigenforms, then the next theorem shows that the average
FAi has always a positive lower bound.
Theorem 28.2. [CM23] There exists C = C(q) so that if Mn is closed and V q
is a rank q vector bundle over M with Laplace-type operator ∆V , then for 0 < ǫ ≤ 1
and i > q
(28.6) FAi (ǫ) ≥ C ǫq [Vol (M)]1+q/2 .
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In contrast to eigenfunctions, Fi(ǫ) need not be positive for eigenforms:
Let T 2 be a flat square torus with side lengths 2 π and define one forms by
(28.7) σm = cos(mx1) dx1 + sin(mx1) dx2 ,
then for all m
(28.8) {x ∈ T 2 | |σm| < 1} = ∅ and hence lim inf
i→∞
Fi(ǫ) = 0 for ǫ < 1/(4π
2) .
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