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Abstract
We continue investigation of classes of sequences of positive real numbers satisfying some selection principles as well as having
certain game theoretic properties. We also define and consider a kind of convergence of sequences that we call rapid convergence.
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1. Introduction
In 1930, J. Karamata [8] published results regarding regular (in particular, slow) variation of functions and se-
quences and so initiated investigation in analysis of divergent processes, nowadays known as Karamata Theory (see
[1,14,6]). These results are of fundamental importance in the theory of Tauberian theorems. In 1970, de Haan [7]
defined and investigated rapid variability of functions and sequences and his investigation stimulated further develop-
ment in asymptotic analysis. The book [1] is a nice exposition of Karamata Theory and the theory of rapid variability.
Recent work by the authors showed that there is a nice connection between Karamata Theory and the theory of
rapid variability with Selection Principles Theory, Game Theory and Ramsey Theory (see [3–5]). In this paper we
shall extend some results from the mentioned papers.
We give some necessary definitions and facts. Throughout the paper S denotes the set of sequences of positive real
numbers.
1.1. Rapidly varying sequences
A function ϕ : [a,+∞) → (0,+∞), a > 0, is said to be rapidly varying of index of variability +∞ [7] (see
also [1]) if it is measurable and satisfies the asymptotic condition
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x→+∞
ϕ(λx)
ϕ(x)
= +∞, λ > 1. (1)
The class of rapidly varying functions of index +∞ we shall denote by R∞,f .
A sequence (an)n∈N ∈ S is said to be rapidly varying of index of variability +∞ if the following asymptotic
condition is satisfied:
lim
n→+∞
a[λn]
an
= +∞, λ > 1. (2)
The class of rapidly varying sequences of index +∞ we denote by R∞,s .
The following theorem, which allowed a unified study of rapidly varying sequences and rapidly varying functions,
was shown in [3].
Theorem 1.1. For a sequence (an)n∈N in S the following are equivalent:
(a) (an)n∈N belongs to the class R∞,s ;
(b) The function fa defined by fa(x) = a[x], x  1, is in the class R∞,f ;
(c) limn→+∞ a[λn]an = 0, 0 < λ < 1.
We also have [3]:
Theorem 1.2. If a sequence (an)n∈N belongs to R∞,s , then limn→∞ an = +∞.
1.2. Selection principles and games
Let A and B be sets whose elements are families of subsets of an infinite set X. Then (see, for example, [13,10]):
S1(A,B) denotes the selection principle:
For each sequence (An: n ∈ N) of elements of A there is a sequence (bn: n ∈ N) such that for each n, bn ∈ An and
{bn: n ∈ N} is an element of B.
In this paper A and B will be certain subfamilies of the family S.
The symbol G1(A,B) denotes the infinitely long game for two players, ONE and TWO, which play a round for
each positive integer. In the nth round ONE chooses a set An ∈ A, and TWO responds by choosing an element
bn ∈ An. TWO wins a play (A1, b1; . . . ;An,bn; . . .) if {bn: n ∈ N} ∈ B; otherwise, ONE wins.
It is evident that if ONE does not have a winning strategy in the game G1(A,B), then the selection hypothesis
S1(A,B) is true. The converse implication is not always true.
A strategy σ for the player TWO is a coding strategy (see [12] where this concept was introduced) if TWO
remembers only the most recent move by ONE and by TWO before deciding how to play the next move. More
precisely the moves of TWO are: b1 = σ(A1,∅); bn = σ(An, bn−1), n 2.
In [11] new selection principles were introduced and studied (see also [15]). A and B are as above.
Definition 1.3. The symbol αi(A,B), i = 1,2,3,4, denotes the following selection hypothesis:
For each sequence (An: n ∈ N) of infinite elements of A there is an element B ∈ B such that:
α1(A,B): for each n ∈ N the set An \ B is finite;
α2(A,B): for each n ∈ N the set An ∩ B is infinite;
α3(A,B): for infinitely many n ∈ N the set An ∩ B is infinite;
α4(A,B): for infinitely many n ∈ N the set An ∩ B is nonempty.
Evidently,
α1(A,B) ⇒ α2(A,B) ⇒ α3(A,B) ⇒ α4(A,B)
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S1(A,B) ⇒ α4(A,B).
In [3] we showed that the class R∞,s has nice selection properties:
Theorem 1.4. The class R∞,s , satisfies each of the following principles:
S1(R∞,s ,R∞,s); α2(R∞,s ,R∞,s); α3(R∞,s ,R∞,s); α4(R∞,s ,R∞,s).
In the next section these results will be improved.
2. Classes ARVs and R∞,s
A sequence a = (an)n∈N ∈ S is said to belong to the class ARVs if for each λ > 1 the following condition is satisfied:
ka(λ) := lim inf
n→+∞
a[λn]
an
> 1. (3)
Notice that (3) is equivalent to the statement: for each λ > 1 there is n0 = n0(λ) such that for each n n0,
a[λn]
an
 (ka(λ) − 1)
2
+ 1 (4)
and also to the statement: for each λ > 1 there are n0 = n0(λ) and c(λ) > 1 such that
a[λn]  c(λ) · an, (5)
for every n n0.
Let (an)n∈N be a strictly increasing, unbounded sequence from S. The numerical function of (an)n∈N is the function
δa : [a1,+∞) → N defined by (see [9])
δa(x) := max{n ∈ N: an  x}.
The numerical function of a sequence is an important characteristic of divergent sequences (see [9]).
A strictly increasing and unbounded sequence a = (an)n∈N ∈ S belongs to ARVs if and only if the numerical
function δa of a is an O-regularly varying function with a continuous index function [2].
Recall that a function ϕ : [a,+∞) → (0,+∞), a > 0, is said to be O-regularly varying in the sense of Karamata
(see [2]) if it is measurable and for each λ > 0 satisfies the condition
kϕ(λ) := lim sup
x→+∞
ϕ(λx)
ϕ(x)
< +∞. (6)
The function kϕ(λ), λ > 0, is called the index function of ϕ. If this function is continuous we say that ϕ is O-regularly
varying with a continuous index function.
A sequence (an)n∈N of positive real numbers is said to be regularly varying (in the sense of Karamata) if for each
λ > 0 it satisfied
ka(λ) := lim
n→+∞
a[λn]
an
< +∞.
It can be shown that the limit function ka(λ) is of the form λρ for some ρ ∈ R. ρ is called the index of variability of
(an)n∈N (see [1]).
Denote by RVρ,s the class of all regularly varying sequences of index ρ and
RVs :=
⋃
ρ∈R
RVρ,s,
RV+,s :=
⋃
ρ>0
RVρ,s .
Observe that we have:
RV+,s  ARVs and R∞,s  ARVs .
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Proof. Let a = (an)n∈N ∈ ARVs . Consider its subsequence (a2n)n∈N∪{0}. For each λ > 1 there are n = n0(λ) and
c(λ) > 1 such that a[λn]  c(λ) · an for all n n0; one can suppose n0 = 1 (otherwise we apply a similar procedure to
the subsequence (a2n·n0)n∈N∪{0}). Therefore, for n n0 we have
a2n  c(2) · a2n−1  · · ·
(
c(2)
)n · a1
and thus
lim inf
n→+∞a2n  lim infn→+∞
(
a1 ·
(
c(2)
)n)= +∞,
i.e. a2n → +∞ as n → +∞. 
Note. In the proof of the previous lemma we can take any subsequence (amn)n∈N∪{0}, where m > 1 is a natural number.
Theorem 2.2. The player TWO has a winning coding strategy in the game G1(ARVs ,R∞,s).
Proof. A strategy σ for TWO will be defined in the following way. Assume that in the first round ONE plays a1 =
(a1,m)m∈N from ARVs . Then TWO responds by choosing σ(a1,∅) = a1,m1 ≡ b1, where a1,m1 is any element in a1.
If in the second round ONE has played a2 = (a2,m)m∈N, then TWO (applying Lemma 2.1) finds a2,m2 ∈ a2 such that
a2,m2 > 2 · a1,m1 and responds by σ(a2, a1,m1) = a2,m2 ≡ b2. Let in the nth round ONE play an = (an,m)m∈N; then
TWO chooses an,mn ∈ an such that an,mn > 2 · an−1,mn−1 and plays σ(an, an−1,mn−1) = an,mn ≡ bn. And so on.
We claim that (bn)n∈N is rapidly varying of index +∞.
Let λ > 1. For n ∈ N we have
b[λn]
bn
= b[λn]
b[λn]−1
· · · bn+1
bn
.
On the right side of this equality there are [λn] − n factors; also, [λn] − n > (λn− 1)− n = (λ− 1)n− 1. Therefore,
b[λn]
bn
> 2[λn]−n > 2(λ−1)n−1, n ∈ N,
and therefore
lim
n→+∞
b[λn]
bn
= +∞,
i.e. (bn)n∈N ∈ R∞,s . 
Corollary 2.3. The selection principle S1(ARVs ,R∞,s) is satisfied.
Corollary 2.4.
(1) S1(RV+,s ,R∞,s) is true;
(2) (see [3]) S1(R∞,s ,R∞,s) holds.
Theorem 2.5. The following selection properties are equivalent:
(1) S1(ARVs ,R∞,s);
(2) α2(ARVs ,R∞,s);
(3) α3(ARVs ,R∞,s);
(4) α4(ARVs ,R∞,s).
Proof. Because (2) ⇒ (3) and (3) ⇒ (4) are obvious, we should prove only (1) ⇒ (2) and (4) ⇒ (1).
(1) ⇒ (2): Let (an: n ∈ N) be a sequence of elements of ARVs . For each n ∈ N consider a sequence (an,m: m ∈ N)
of pairwise disjoint subsequences of an each converging to +∞ (it is possible by Lemma 2.1 and note after it).
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each (n,m) ∈ N×N, bn,m ∈ an,m and b := (bn,m)n,m∈N ∈ R∞,s . It is clear that for each n ∈ N the set an ∩b is infinite,
i.e. b is a selector for the original sequence (an: n ∈ N) witnessing that α2(ARVs ,R∞,s) is true.
(4) ⇒ (1): Suppose that α4(ARVs ,R∞,s) holds and let (an: n ∈ N) be a sequence of elements of ARVs . Enumerate
every an bijectively as an = (an,m)m∈N. By assumption (4) there is an increasing sequence n1 < n2 < · · · in N and
a sequence b = (ani ,mi )i∈N ∈ R∞,s such that for each i ∈ N, ani ,mi ∈ ani . According to Lemma 2.1 one may assume
that an1,m1 > 2n1−1 · a1,m0 for some m0, and that for each i  1, ani,mi > 2ni−ni−1 · ani−1,mi−1 (so that one can insert
ni − ni−1 new elements between ani ,mi and ani−1,mi−1 in such a way that the next element is two times bigger than
the previous one). Put n0 = 0. For each i  0 and each n with ni  n < ni+1 choose an,mn ∈ an such that an,mn >
2n−ni · ani ,mi . Then the sequence (an,mn : n ∈ N) shows that S1(ARVs ,R∞,s) is true. 
By Corollary 2.3 and Theorem 2.5 we have the following consequence.
Corollary 2.6. All the properties (1)–(4) in Theorem 2.5 are true.
However, we do not know the status of the selection property α1 for the considered classes of sequences.
Problem 2.7. What about α1(R∞,s ,R∞,s) and α1(ARVs ,R∞,s)?
The status of the selection property S1 for some other subclasses of S will be considered elsewhere.
3. Rapid convergence
In this section we define rapid convergence of sequences. For this definition we need to consider another kind of
rapid variability.
A function ϕ : [a,+∞) → (0,+∞), a > 0, is said to be rapidly varying of index of variability −∞ [7] (see
also [1]) if it is measurable and for each λ > 1 satisfies
lim
x→+∞
ϕ(λx)
ϕ(x)
= 0.
R−∞,f denotes the class of rapidly varying functions of index −∞.
A sequence a = (an)n∈N ∈ S is said to belong to the class R−∞,s of rapidly varying sequences of index of variability
−∞ if for each λ > 1 the following condition is satisfied:
lim
n→+∞
a[λn]
an
= 0.
It is easy to see that the following two facts hold:
Fact 1. A function ϕ belongs to the class R∞,f if and only if the function g = 1ϕ belongs to the class R−∞,f .
Fact 2. A sequence (an)n∈N is in the class R∞,s if and only if the sequence (1/an)n∈N is in the class R−∞,s .
Then we have the following results which are parallel to Theorems 1.1 and 1.2.
Theorem 3.1. For a sequence (an)n∈N in S the following are equivalent:
(a) (an)n∈N belongs to the class R−∞,s ;
(b) The function fa defined by fa(x) = a[x], x  1, is in the class R−∞,f ;
(c) limn→+∞ a[λn]an = +∞, 0 < λ < 1.
Theorem 3.2. If a sequence (an)n∈N belongs to R−∞,s , then limn→∞ an = 0.
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Landau sequence of b defined by
wn(b) = sup
{|bm − bk|: m n, k  n}, n ∈ N,
belongs to de Haan’s class R−∞,s of rapidly varying sequences of index of variability −∞.
Remark 3.4. For a convergent sequence b = (bn)n∈N ∈ S it holds wn(b) → 0, as n → +∞. The converse is also true.
Note that if A ∈ [0,+∞), then each sequence xn = (( 1ne−m + A)m∈N, n ∈ N converges rapidly to A.
For A ∈ [0,+∞) let
[A]R−∞,s =
{
b = (bn)n∈N ∈ S: b converges rapidly to A
}
.
Theorem 3.5. Let A ∈ [0,+∞). Then S1([A]R−∞,s , [A]R−∞,s ) is satisfied.
Proof. Let (xn = (bn,m)m∈N: n ∈ N), be a sequence of elements of [A]R−∞,s . Construct a sequence y = (yn)n∈N in
the following way:
(a) y1 = b1,m, where m ∈ N is arbitrary (and fixed) such that b1,m = A;
(b) for n 2, n ∈ N, yn = bn,m, where m is chosen in such a way that
m m˜n := min
{
m ∈ N: |bn,m − A| 14 |yn−1 − A|, bn,m = A
}
.
From the construction of y it is easy to see that y ∈ S, y ∩ xn = yn for every n ∈ N, and that y converges to A.
Claim 1. The sequence (|yn − A|)n∈N belongs to R−∞,s .
Since
|yn − A| − 14 |yn − A|wn(y) |yn − A| +
1
4
|yn − A|, n ∈ N,
we have
3
4
|yn − A|wn(y) 54 |yn − A|.
This means that for n ∈ N it holds
wn(y) = θn|yn − A|,
where 34  θn 
5
4 for n ∈ N.
For every n ∈ N, there is no m0n ∈ N, such that bn,m = A, for m  m0n, because of the assumption (wn(xn)) ∈
R−∞,s .
The sequence (|yn − A|)n∈N belongs to S and for every n ∈ N it holds |yn+1 − A| 14 |yn − A|.
Therefore, for each λ > 1 we have
lim sup
n→+∞
|y[λn] − A|
|yn − A|  lim supn→+∞
(
1
4
)[λn]−n
 lim sup
n→+∞
(
1
4
)(λ−1)n
= 0.
This just means (|yn − A|)n∈N ∈ R−∞,s .
Claim 2. (wn(y)) ∈ R−∞,s .
By the above for each λ > 1 we have
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n→+∞
w[λn](y)
wn(y)
= lim sup
n→+∞
(
θ[λn]
θn
· |y[λn] − A||yn − A|
)
 lim sup
n→+∞
θ[λn]
θn
· lim sup
n→+∞
|y[λn] − A|
|yn − A|
 5
3
lim sup
n→+∞
|y[λn] − A|
|yn − A| =
5
3
· 0 = 0,
and thus (wn(y)) ∈ R−∞,s .
So, y ∈ [A]R−∞,s , and the theorem is shown. 
Remark 3.6. The proof of the previous theorem actually says that the player TWO has a wining strategy in the game
G1([A]R−∞,s , [A]R−∞,s ).
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