Abstract-Early detection of Alzheimer's Disease (AD) is important so that preventative measures can be taken. Current techniques for detecting AD rely on cognitive impairment testing which unfortunately does not yield accurate diagnoses until the patient has progressed beyond a moderate AD. In this project, we develop a new approach based on mathematical and image processing techniques for better classification of AD. The most popular current technique analyzes MRI scans using properties of diffeomorphism which generates a mapping from one MRI to another. Since MRIs are very high dimensional vector spaces, the existing technique reduces it to three dimensions and then clusters the images according to presence or lack of AD. However, reducing a high dimensional vector space to three dimensions compromises the information in the data and thus results in some loss of accuracy. We propose to reduce the high dimensional MRI image vector space to 150 dimensions using Principal Component Analysis. In order to categorize the reduced dimensions from PCA for progression of AD, we employ a multiclass neural network. The neural network is trained initially on 230 diagnosed MRIs obtained from OASIS MRI database. We then test our trained neural network on the entire set of 457 MRIs provided by OASIS dataset to confirm the accuracy of diagnosis by our system. Our results produce nearly 90% accuracy in AD diagnosis and classification.
INTRODUCTION
In United States, over five million people are afflicted with Alzheimer's disease (approximately 1.7% of the population). One in eight Americans above age 60 is diagnosed with AD, and it is the fourth leading cause of death in the US. An absolute diagnosis is not possible until moderate to severe cortex damage has occurred.
AD follows a distinct pattern of brain damage as the disease progresses. One of the first affected areas is the hippocampus, which is responsible for episodic and spatial memory in addition to serving as a relay structure between the brain and body. The hippocampus shrinks abnormally in an AD patient; normal reduction per year is between 0.24 and 1.73 percent, whereas a hippocampus inflicted with AD may shrink anywhere between 2.2 and 5.9 percent [1] . The reduction in hippocampal volume is mainly attributed to cell loss and damage, particularly to synapses, or neuron ends. Synapse destruction results in a loss of ability for neurons to communicate via signaling to each other. Thus, the more severe stages of AD are characterized by complications in episodic and short term memory and a dissolution of neural communication. Unfortunately, less than half of all AD patients are diagnosed at an early stage. Cerebral imaging techniques, such as MRIs, are used to track brain changes and in some cases, diagnose AD before irreversible neural damage is done.
Current non-automated methods of diagnosing AD involve cognitive impairment testing, which assesses eight areas of mental performance: memory, speech, perception, attention, constructive abilities, orientation, problem solving, and functional abilities. The Mini-Mental State Examination (MMSE) is used in combination with the Clinical Dementia Rating (CDR) and caregiver interviews to classify and monitor a patient's regression. The CDR scale contains five points, each denoting a different stage of dementia. CDR-0 indicates no cognitive impairment, CDR-0.5 is very mild dementia, CDR-1 is mild impairment, CDR-2 is moderate dementia, and CDR-3 classifies severe dementia.
In assigning a Global CDR, the six domains used to construct the overall CDR table are each scored individually. The six domains are: Memory, Orientation, Judgment and Problem solving, Community Affairs, Home and Hobbies, and Personal Care. In rating each of these domains, the assessment is based on the patient's cognitive ability to function in these areas. If they are limited in performing activities at home because of physical frailty, this should not affect their scoring on the CDR that once again should be rated solely on their cognitive ability. It is not required that all six domains are U.S.Government work not protected by U.S. copyright equal in severity; for example, for an CDR-1 case, an individual does not need to have been rated "1" in each of the six categories. The CDR domains better classify dementia as AD dementia does not always progress uniformly in all domains at the same time.
A. Existing Methods of AD Detection
Several automated techniques for diagnosing AD have been recently proposed. One of these techniques uses a supervised learning method based on a support vector machine in a high dimensional space. It treats voxels as coordinates and the intensity value at each voxel as their location [3] . The disadvantage of this technique is that small misalignments in MRIs or differentiations in MRI machines can cause the classification error to be high. In [4] , a semi-supervised learning method is developed which uses multidimensional scaling (MDS) based on Large Diffeomorphic Deformation Metric Mapping (LDDMM) distances for embedding. It then uses linear discriminant analysis (LDA) for training. The disadvantage of the approach developed in [4] is that it produces low accuracy in AD detection (only 65-75%). Another technique in [5] analyzes the shape and size of hippocampus and uses hippocampal volume and LDDMM distance for detection. However, it has been shown that hippocampus volume alone does not indicate the correct classification of AD.
One of the important recent works in automatic detection of AD has been reported in [6] . It first uses a symmetric log-domain diffeomorphic demons algorithm (SLDDDA) to compute the pair-wise registration between MRIs. It then employs the deformation field from diffeomorphism mapping to calculate the Riemannian distance between them. The spectral embedding algorithm is performed based on the Riemannian distance matrix to project images onto a low-dimensional space where each image is represented as a point and its neighboring points correspond to images of high anatomical similarity. Finally, the quick shift clustering method is employed in the embedded space to partition the dataset into subgroups. One of the shortcomings of this approach is that the projection in the spectral embedding algorithm is done only onto a three-dimensional space, thus possibly losing important information in higher dimensions. Another disadvantage is that the technique in [6] requires all MRI data to be recalculated into a final clustering if a single new patient's MRI needs to be analyzed. Further, the algorithm developed in [6] does not lend itself to an accurate classification in the levels of AD on the CDR scale.
II. ENHANCED AUTOMATED DETECTION OF AD
We propose the following approach to a better detection and classification of AD.
A. Step 1: Normalization of MRI
The images are corrected for inter-scan head movement and spatially warped into the atlas space of Talairach and Tournoux (1988) using a rigid transformation that differs in process from the original piecewise scaling [8] . The resulting transformation nonetheless places the brains in the same coordinate system and bounding box as the original atlas. For registration, a 12-parameter affine transformation is computed to minimize the variance between the first MP-RAGE image and the atlas target. The remaining MP-RAGE images are registered to the first (in-plane stretch allowed) and resampled via transform composition into a 1-mm isotropic image in atlas space. The result is a single, high-contrast, averaged MP-RAGE image in atlas space. The above process has already been carried out and is provided in the OASIS dataset. Figure 1 shows a normalized slice from four MR images with varying AD levels from the OASIS dataset. (1)
The vectors representing the training set of images are 1 , 2 , ... K . The average image vector of the training set is computed as (2) We then adjust each training image by subtracting the average image from it as
From the matrix, a covariance matrix L is computed as
The Eigenvalues of L matrix are computed. The K Eigenvalues are sorted by magnitude, and the top 150 Eigenvalues (M = 150) are retained as they contain the most relevant structural distance information between MRIs. From the top M Eigenvalues, the corresponding Eigenvectors are
... Then a PC matrix for the principal components is computed as:
The columns of the PC matrix are referred to as the principal component vectors, also known as the Eigen faces of the dataset. Any given image can be reconstructed from a linear combination of these Eigen faces. Figure 2 shows the four most significant Eigen Faces for our training data set.
Figure 2: Four significant Eigen faces for the OASIS training dataset

C. Step 3: Projection of an Input Image onto Eigen faces
Any given MR image can now be projected onto the M dimensions as: (7) The 1 x M projection vector is computed for all 230 MR training images.
D. Step 4: Classification of MR images
A feed forward multi-layer Neural Network with a Sigmoid activation function is used to classify stages of Alzheimer's disease. The Sigmoid activation function is given by the equation: (8) Where controls the shape of the Sigmoid function. We use a value of 2.0 for , as it resulted in a better classification on the CDR scale.
Since the dimension of each MR image is reduced to M = 150 values, the number of inputs to the neural network is 150. We use two hidden layers in the neural network i.e., 50 neurons in the input layer, 25 in the first hidden layer, 10 in the next hidden layer, and finally 5 in the output layer. The 5 outputs are used because each Alzheimer's patient will be classified into none, normal aging, mild, medium, and severe categories. The architecture of the neural network is shown below. Once it has been properly trained using the back propagation training algorithm, and all the weights on the inputs of the neurons have been adjusted, the network is ready for use in AD classification. To summarize the entire procedure for classifying any given MRI brain scan into one of the five stages of AD, the dimensionality reduction using PCA is first applied, reducing the image to 150 data points. These 150 features are then fed to the trained neural network and whichever output produces an answer close to 1, the corresponding stage indicates the state of AD. Alternatively, we can also use a single neuron in the output layer of the neural network. In this case, the expected outputs are: 0 no dementia 0.25 very mild AD (corresponding to CDR-0.5) 0.5 mild AD (corresponding to CDR-1) 1.0 moderate AD (corresponding to CDR-2) (No CDR-3 images are present in current OASIS dataset) Figure 4 shows the overall architecture of our system for AD classification.
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III. RESULTS
We developed a complete software implementation of the enhanced automated detection of AD algorithm described in section 2. The program first reads the training data from the OASIS dataset [9] . This data set consists of a cross-sectional collection of 457 subjects covering the adult life span aged 18 to 96 including individuals with early-stage Alzheimer's Disease (AD). For each subject, 3 or 4 individual T1-weighted MRI scans obtained within a single imaging session are included. The subjects are all right-handed and include both men and women. 100 of the included subjects over the age of 60 have been diagnosed with very mild to mild AD.
For each subject, a number of images are provided, including: 1) 3-4 images corresponding to multiple repetitions of the same structural protocol within a single session to increase signal-to-noise ratio. 2) An average image that is a motion-corrected coregistered average of all available data. which all non-brain voxels have been assigned an intensity value of 0, and 5) a grey/white/CSF segmented image. We use gain-field corrected atlas-registered images for the transverse cross section. The following figure shows two images for elderly patients where the first image is for a nondemented patient and the second image is for a mild AD. Figure 5 shows the transverse plane cross-sections from two patients. As can be seen from Figure 5 (a) and (b), it is very difficult to visually discern the presence or absence of AD. Our application that implements the enhanced automated AD detection algorithm is able to accurately determine not only the presence of AD but also the level of severity. We also experimented with the size of the neural network to provide highest classification and avoid underfitting and over-fitting. Figure 6 shows the effect of the size of the neural network on the classification accuracy. We also investigated the number of significant Eigen vectors to use. Figure 7 shows the difference between selecting 150 significant Eigen vectors versus 100 significant Eigen vectors. As can be seen, 150 Eigen vectors produce the highest classification accuracy. Early detection of Alzheimer's can lead to stopping or slowing the progression of Alzheimer's Disease. Existing work in automated detection of AD has been partially successful at recognizing AD, but to our knowledge, no one has attempted automated classification into different levels of AD. We have developed an automated AD classification system by using the mathematical technique of Principal Component Analysis for dimensionality reduction for MRI images. The reduced dimensional data is then fed to a multi-stage, multi-class feed forward neural network to recognize the level of AD in the input MRI. Our detailed testing on the OASIS MRI dataset achieves a correct classification of 89.22%. Since our system uses a neural network, we believe that if a larger training data (than the 230 MR images) is used to train the neural network, the classification accuracy will be much higher.
Our future work involves looking at different sections of the MR image individually rather than as a whole to see if
we can identify what parts of the brain may be affected by AD. We also plan to study the ratio of ventricle enlargement to hippocampal reduction as another means to classify the progression of AD. 
