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LOCALISATION AND COLOCALISATION OF KK-THEORY
AT SETS OF PRIMES
HVEDRI INASSARIDZE, TAMAZ KANDELAKI, AND RALF MEYER
Abstract. Given a set of prime numbers S, we localise equivariant bivariant
Kasparov theory at S and compare this localisation with Kasparov theory
by an exact sequence. More precisely, we define the localisation at S to be
KKG(A,B) ⊗ Z[S−1]. We study the properties of the resulting variants of
Kasparov theory.
1. Introduction
Localisation at a prime number is a standard technique for computations in
stable homotopy theory. We consider a more general situation here. Let R be
a commutative ring and let T be an R-linear triangulated category, that is, the
morphism spaces in T are enriched to R-modules and the composition in T is
R-bilinear. Let S ⊆ RT \ {0} be a multiplicatively closed subset. Let S
−1R be
the localisation of the ring R at S. We define the localisation of T at S to be the
category T [S−1] with morphism spaces
T [S−1](A,B) := T (A,B)⊗R S
−1R.
This yields again a triangulated category because S−1R is a flat module over R.
Equivalently, we may describe T [S−1] as a localisation of T at a certain thick
subcategory. Very similar results are due to Paul Balmer [2] (see [2, Theorem 3.6]
and [6, Theorem 2.32]).
For instance, let R := Rep(G) be the representation ring of a compact Lie
group G and let T be the equivariant Kasparov category KKG. The ring Rep(G) is
always a commutative Noetherean ring, its prime ideals are described in [15]. Let Sˆ
be a set of prime ideals of Rep(G) and let
S := Rep(G)
∖ ⋃
p/∈Sˆ
p
be the associated multiplicatively closed subset of elements that are invertible out-
side S. The resulting localisation of KKG at S is used, for instance, in [6].
A particularly simple example is rational KKG-theory. Here we take R = Z and
S = Z \ {0}, so that Z[S−1] = Q. The localisation of KKG at S has morphism
spaces
KKG(A,B;Q) := KKG(A,B)⊗Q.
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This differs from the definition of Kasparov theory with coefficients in [3, Exercise
23.15.6]. Our definition has several advantages. Most importantly, the category
defined by the groups KKG(A,B;Q) is again triangulated.
For trivial G and A = C, we get K-theory with coefficients in S−1Z,
K∗(A;S
−1Z) := K∗(A)⊗ S
−1Z;
here our definition is equivalent to the one in [3, Exercise 23.15.6]. K-theory with
coefficients in Q is particularly important because the Chern character identifies
K∗(X)⊗Q for a compact space X with the rational cohomology of X .
We return to the general case of a localisation of an R-linear triangulated cat-
egory T at a multiplicatively closed subset S of R. The embedding R → S−1R
induces a canonical map from T to T [S−1]. Since T [S−1] is a localisation of T , the
construction in [8] provides a natural long exact sequence
(1.1) · · · → T0(A,B;S
−1R/R)→ T0(A,B)→ T0(A,B;S
−1R)
→ T−1(A,B;S
−1R/R)→ · · · .
The groups T (A,B;S−1R/R) behave like the morphism spaces in a triangulated
category, except that they lack unit morphisms.
For instance, assume T = KK, R = Z, S = Z\{0}, and A = C. Then the torsion
theory KK∗(C, B;S
−1Z/Z) agrees with the K-theory of B with S−1Z/Z-coefficients,
and the long exact sequence (1.1) already appears in [5, Section 8.1].
The definition in [8] is not useful to actually compute T (A,B;S−1R/R). To
address this problem, recall that
S−1R/R ∼= lim−→
x−1R/R = lim
−→
R/(x),
where (x) = x · R ∼= R is the principal ideal generated by x. Hence we expect
that T (A,B;S−1R/R) is a colimit of theories T (A,B; s) “with finite coefficients.”
We make this precise below. Finite coefficient theories on C∗-algebras are already
considered in [14].
The examples we consider in this article only involve the simple special case R =
Z. We work in the more general situation described above because the definitions
and proofs are all literally the same as in the special case R = Z.
The exact sequence (1.1) allows us to split a problem concerning T into two
problems concerning T [S−1] and T (A,B;S−1R/R). The first of these two may
be considerably simpler, for suitable choice of S; the latter involves only torsion
R-modules with the possible torsion controlled by S.
As an illustration, we consider the Baum–Connes assembly map with coefficients.
Another example is the comparison between real and complex Kasparov theory.
Let A and B be real C∗-algebras and let AC := A ⊗R C, BC := B ⊗R C, then the
results in [13] yield a natural isomorphism
KKGn (AC, BC;Z[1/2])
∼= KKOGn (A,B;Z[1/2])⊕KKO
G
n−2(A,B;Z[1/2]).
We plan in a forthcoming article to study the situation where G is a finite
group and S is the set of prime numbers dividing the order of G. It seems plau-
sible that there should be a tractable Universal Coefficient Theorem computing
KKG∗ (A,B;S
−1Z) for this choice of S for a large class of groups. Then the long
exact sequence (1.1) reduces the computation of KKG∗ (A,B) to that of the torsion
theory KKG∗ (A,B;S
−1Z/Z).
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Finally, we consider the exponent of KKG∗ (A,B;Z/q) for q ∈ N≥2. For complex
C∗-algebras, it is easy to see that q ·KKG∗ (A,B;Z/q) = {0} for all q. In the real case,
we show q ·KKOG∗ (A,B;Z/q) = {0} for odd q and 2q ·KKO
G
∗ (A,B;Z/q) = {0} for
even q. We remark without proof that the latter easy result is not optimal: if 4 | q,
then q ·KKOG∗ (A,B;Z/q) = {0} as well, by an analogue of a Theorem by Browder,
Karoubi and Lambre for algebraic K-theory (see [4, 10]).
2. Central localisation and colocalisation
Central localisation in the setting of tensor triangulated categories is already
studied by Paul Balmer [2] and Ivo dell’Ambroglio [6]. Here we define it using a
tensor product, and we check that two natural definitions are equivalent. One of
them shows that the localisation is again a triangulated category.
Following [8], we then introduce central colocalisations and describe them more
explicitly. We also consider homology with finite coefficients, assuming the natural-
ity of certain cones.
Let R be a commutative unital ring and let S be a multiplicatively closed subset
of R. Let S−1R denote the localisation of R at S (see [1]). This is a unital ring
equipped with a natural unital ring homomorphism iS : R→ S−1R. The following
constructions only depend on this ring extension and not on the choice of S.
Let T be an R-linear triangulated category, that is, each morphism space in T
is an R-module and composition of morphisms is R-linear.
2.1. The localisation.
Definition 2.1. The localisation of T at S is the S−1R-linear additive cate-
gory S−1T with morphism spaces
S−1T (A,B) := T (A,B) ⊗R S
−1R
and the obvious composition. The natural map iS : R→ S−1R induces an R-linear
functor T → S−1T .
Example 2.2. Any triangulated category is Z-linear. Let S0 be a set of prime num-
bers and let S be the set of all natural numbers whose prime factor decomposition
contains only primes in S0. This yields a localisation at the set S0 of prime numbers.
In particular, we may localise at a single prime number.
For instance, if S0 is the set of all primes, then S
−1Z = Q and S−1T is a rational
version of T .
Example 2.3. Recall that the centre ZC of an additive category C is the set of
natural transformations idC ⇒ idC . That is, an element of the centre is a family of
maps φx : x → x for all objects x that is central in the sense that f ◦ φx = φy ◦ f
for all morphisms f : x → y. The centre is a commutative unital ring in a natural
way, and C is ZC-linear. An R-linear structure on C is equivalent to a unital ring
homomorphism from R to ZC .
Example 2.4. Let G be a compact metrisable group and let R = Rep(G) be its repre-
sentation ring. Let KKG denote the G-equivariant Kasparov category. Recall that
an object of KKG is a separable C∗-algebras with a strongly continuous action of G;
the morphism spaces in KKG are the G-equivariant bivariant K-groups KKG(A,B)
defined by Gennadi Kasparov [11]. The ring Rep(G) is isomorphic to KKG(C,C)
and acts on KKG(A,B) by exterior product. Thus KKG is Rep(G)-linear.
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It is conceivable that the centre of KKG is isomorphic to Rep(G), but this seems
difficult to prove, even for the trivial group G, because we know very little about
the algebraic properties of KK beyond the bootstrap category.
Example 2.5. Let T be a tensor triangulated category with tensor unit 1. Then
R := T (1,1) is a commutative ring that acts on T (A,B) for all A,B by exterior
product, so that T becomes R-linear. This situation is considered in [2, 6] and
contains Example 2.4 as a special case. The following results generalise [2, Theorem
3.6] and [6, Theorem 2.32] for this special case.
Our next goal is to realise S−1T as a localisation of T . This will also show
that S−1T inherits from T a triangulated category structure. As a preparation, we
describe S−1R as a filtered colimit.
Definition 2.6. Let CS be the category whose object set is S and whose morphism
space from s to t is the set of all u ∈ S with su = t. The composition of morphisms
in CS is the multiplication in S.
Lemma 2.7. The category CS is filtered.
Map s ∈ S to the rank-1 free R-module R and the morphism u : s → t in CS to
the map R → R, r 7→ u · r. This defines an inductive system of R-modules with
colimit S−1R. Let M be an R-module. If we map s ∈ S to M and the morphism
u : s → t to the map M → M , f 7→ u · f , then we get an inductive system with
colimit S−1M = S−1R⊗RM .
Proof. If s and t are objects of CS , then the object st dominates both because of
the morphisms t : s→ st and s : t→ st. Two morphisms u, u′ : s⇒ t are equalised
by s : t→ st because su = t = su′ if u, u′ both map s to t. Thus CS is directed.
It is clear that our prescriptions above yield inductive systems indexed by CS.
Elements of the colimit of this system are equivalence classes of pairs (a, s) with
a ∈ R (or a ∈ M), s ∈ S, and (a, s) and (b, t) represent the same element in the
colimit if there exist s′, t′ ∈ S with ss′ = tt′ and as′ = bt′. This equivalence relation
on M × S for an R-module M describes the localisation S−1M (see [1]). 
Definition 2.8. A morphism f in T (A,B) is called an S-equivalence if there are
g, h ∈ T (B,A) and s, t ∈ S such that g ◦ f = s · idA and f ◦ h = t · idB.
Lemma 2.9. A morphism f in T (A,B) is an S-equivalence if and only if there
are g ∈ T (B,A) and s ∈ S with g ◦ f = s · idA and f ◦ g = s · idB.
Proof. If g, h, s, t are as in Definition 2.8, then
tg = g ◦ f ◦ h = sh, (tg) ◦ f = st · idA, f ◦ (sh) = st · idB.
Thus tg = sh ∈ T (B,A) and st ∈ S will do. 
Definition 2.10. An object A of T is called S-finite if s · idA = 0 for some s ∈ S.
Proposition 2.11. Let A
f
−→ B → C → A[1] be an exact triangle in T . Then the
following are equivalent:
(1) the morphism f is an S-equivalence;
(2) the morphism f becomes invertible in S−1T ;
(3) the object C is S-finite;
(4) the object C becomes a zero object in S−1T .
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Proof. (1) ⇐⇒ (2): Since the morphism spaces in S−1T are S−1R-modules and
elements of S become invertible in S−1R, (1) implies that f becomes invertible
in S−1T . Conversely, suppose that f becomes invertible in S−1T . Lemma 2.7
shows that its inverse is of the form s−1g for some g ∈ T (B,A), s ∈ S. The
relation f · (s−1g) = id means that f · (ug) = us for some u ∈ S. Similarly, we get
(vg) · f = vs for some v ∈ S. Hence f is an S-equivalence, so that (2) implies (1).
(3) ⇐⇒ (4): The object C becomes zero in S−1T if and only if the zero map
on C becomes invertible in S−1T . Since there is only one map on the zero object,
the inverse map in S−1T must be the image of idC . This means that s · idC = s · 0
for some s ∈ S. Thus (3)⇐⇒ (4).
(2)⇐⇒ (4): Since S−1R is a flat R-module, the functor S−1T (D, ) is homolog-
ical for any object D of T . By the Yoneda Lemma, f becomes invertible in S−1T
if and only if S−1T (D, f) is invertible for all D. By the long exact sequence for the
exact triangle A→ B → C → A[1] and the homological functor S−1T (D, ), this is
equivalent to S−1T (D,C) = 0 for all D. And this is equivalent to C ∼= 0 in S−1T
by another application of the Yoneda Lemma. 
Corollary 2.12. The class NS of S-finite objects is a thick subcategory of T .
Proof. It is clear that NS is closed under isomorphism and suspension. It is closed
under direct summands because the functor T → S−1T is additive. If B and C in
an exact triangle A → B → C → A[1] are S-finite, then B ∼= 0 in S−1T and the
map A→ B becomes an isomorphism in S−1T by Proposition 2.11. Hence A ∼= 0
in S−1T , so that A is S-finite by Proposition 2.11. 
Theorem 2.13. The category S−1T together with the functor T → S−1T is the
localisation of T at the thick subcategory NS.
Proof. It follows from the results above and the standard description of the locali-
sation that the localisation of T at NS is the category theoretic localisation at the
class of S-equivalences (see [7]).
Let W be the set of all morphisms in T of the form s · f with s ∈ S and an
invertible morphism f in T . It is easy to see that W has both left and right calculi
of fractions with localisation S−1T .
It remains to show that the category theoretic localisations of T at W and at
the class of all S-equivalences are equal. That is, a functor defined on T maps all
elements of W to isomorphisms if and only if it maps all S-equivalences to isomor-
phisms. One direction is clear because W consists of S-equivalences. Conversely,
if f is an S-equivalence, then there are morphisms g and h such that fg and hf
belong to W . Hence a functor that maps W to isomorphisms maps fg and hf to
isomorphisms. Then it maps f to an isomorphism as well. 
Definition 2.14. Let F : T → Ab be a homological functor. Its localisation at S
is the functor
S−1F : T → Ab, S−1F (A) := F (A)⊗R S
−1R.
Since S−1R is a flat R-module, the functor S−1F is again homological. By
definition, the localisation of the homological functor T (A, ) for an object A of T
agrees with S−1T (A, ).
Proposition 2.15. The functor S−1F is the localisation of F with respect to the
thick subcategory of S-finite objects.
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Proof. The localisation of F at the S-finite objects maps an object A of T to the
colimit of F (B)f , where f runs through the directed set of S-equivalences f : A→ B
(see also [8]). As in the proof of Theorem 2.13, we may replace S-equivalences by
s · idA for s ∈ S, where we use the filtered category CS introduced in Definition 2.6.
The colimit over CS agrees with S
−1F (A) by Lemma 2.7. 
2.2. The colocalisation. Following [8], we embed the functor T → S−1T into an
exact sequence
(2.1) · · · → T1(A,B)→ S
−1T1(A,B)→ T1(A,B;S
−1R/R)
→ T0(A,B)→ S
−1T0(A,B)→ T0(A,B;S
−1R/R)→ T−1(A,B)→ · · · .
In the notation of [8], S−1T (A,B) := T /NS(A,B) and Tn+1(A,B;S−1R/R) :=
(T /NS)⊥n (A,B), where NS denotes the class of S-finite objects. The degree shift
is natural if we think of T∗(A,B) and S−1T∗(A,B) as T with coefficients in R
and S−1R.
More generally, if F : T → Ab is a homological functor, then the map F → S−1F
embeds in an exact sequence
(2.2) · · · → F1(A)→ S
−1F1(A)→ F1(A;S
−1R/R)
→ F0(A)→ S
−1F0(A)→ F0(A;S
−1R/R)→ F−1(A)→ S
−1F−1(A)→ · · ·
with Fn+1(A;S
−1R/R) := R⊥nF (A) in the notation of [8].
Proposition 2.16. A natural transformation Φ: F ⇒ G is invertible if and only
if both its colocalisation Φ( ;S−1R/R) : F ( ;S−1R/R) ⇒ G( ;S−1R/R) and its
localisation S−1Φ: S−1F ⇒ S−1G are invertible.
Proof. This is [8, Corollary 4.4]. 
The last result hints at an application of colocalisation and localisation: they
break up computations in T into two hopefully simpler computations. We will
return to this point in some examples later.
Proposition 2.17. For an object A of T and a homological functor F : T → Ab,
we have TorRn (F∗(A);S
−1R/R) = 0 for all n ≥ 2, and there is a natural group
extension
TorR0 (F0(A);S
−1R/R)֌ F0(A;S
−1R/R)։ TorR1 (F−1(A);S
−1R/R).
Proof. Since R and S−1R are flat R-modules, the defining exact sequence
· · · → 0→ R→ S−1R→ S−1R/R
is a flat resolution of S−1R/R. We use this resolution to compute TorRn ( ;S
−1R/R).
This yields the vanishing for n ≥ 2 and
(2.3)
TorR1 (M ;S
−1R/R) = ker(M → S−1M),
TorR0 (M ;S
−1R/R) = coker(M → S−1M).
The isomorphisms in (2.3) and the exact sequence (2.2) finish the proof. 
Proposition 2.17 justifies our notation F (A;S−1R/R): we expect exactly such
an extension for a homology theory with coefficients S−1R/R. The same remark
applies to T (A,B;S−1R/R) because it is a special case of F (B;S−1R/R).
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It follows directly from the definition of S−1M that
(2.4)
ker(M → S−1M) =
⋃
s∈S
ker(M
s
−→M),
coker(M → S−1M) = lim
−→
s∈∈CS
coker(M
s
−→M),
where s also denotes the endomorphism m 7→ sm on M . These endomorphisms
form an inductive system indexed by CS because of the commuting diagrams
M
t // M
M
s // M
u
OO
for arrows u : s → t in CS . This explains the colimit of coker(M
s
−→ M) for s ∈ CS.
Of course, coker(s : M →M) =M/sM .
2.3. Homological functors with coefficients. Can we describe F ( ;S−1R/R)
as a filtered colimit, in analogy to (2.4)? More precisely, given s ∈ S, is there a
homological functor A 7→ F (A; s) that fits into an extension
(2.5) coker
(
s : F0(A)→ F0(A)
)
֌ F0(A; s)։ ker
(
s : F−1(A)→ F−1(A)
)
,
and is F (A;S−1R/R) a filtered colimit of F (A; s) in a natural way? If s is not a
zero divisor in R, then (2.5) is the expected behaviour for F with coefficients in
the R-module R/sR; if s is a zero divisor, then we should view F (A; s) as a theory
with coefficients in the chain complex R
s
−→ R concentrated in degrees 1 and 0.
Let As be the cone of the map s · idA : A → A. Then the long exact homology
sequence for F applied to the defining exact triangle
(2.6) A
s
−→ A→ As → A[1]
yields an extension as in (2.5). This suggests to define F0(A; s) as F (As). However,
without further assumptions it is not clear whether the construction of As is nat-
ural, that is, whether F∗(As) is functorial in A. To proceed, we therefore assume
that (2.6) is the object-part of a functor from T to the category of exact triangles
in T , such that the resulting functor A 7→ As is triangulated. Then
F (A; s) := F (As)
defines a homological functor on T that fits into natural exact sequences as in (2.5).
Remark 2.18. If T is a tensor triangulated category and R ⊆ T (1,1), then the
above assumption is automatic because we get (2.6) by tensoring the triangle 1
s
−→
1→ 1s → 1[1] by A.
Lemma 2.19. Let F ′∗(A) := F∗(A;S
−1R/R). Then the natural transformation
F ′∗+1(A)→ F∗(A) induces natural isomorphisms F
′
∗+1(A; s)
∼= F∗(A; s) for s ∈ S.
Proof. Since As is the cone of the S-equivalence s : A → A, it is S-finite. Hence
F∗(As;S
−1R) = 0. By the localisation–colocalisation exact sequence, this implies
an isomorphism F∗+1(As;S
−1R/R) ∼= F∗(As). This is equivalent to the assertion.

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Lemma 2.19 and (2.5) yield a short exact sequence
(2.7) coker
(
s : F∗+1(A;S
−1R/R)→ F∗+1(A;S
−1R/R)
)
֌ F∗(A; s)
։ ker
(
s : F∗(A;S
−1R/R)→ F∗(A;S
−1R/R)
)
,
Next we want to write F (A;S−1R/R) as a filtered colimit of the finite coefficient
theories F (A; s). Given s, t ∈ S and u ∈ CS(s, t), that is, t = u · s, we may find a
dotted arrow ϕ that makes the following diagram commute:
(2.8)
A
s // A //
u

As //
ϕ

A[1]
A
t // A // At // A[1]
We let CS(A; s, t) be the set of all such pairs (u, ϕ).
Lemma 2.20. The category with object set S and morphism spaces CS(A; s, t) is
filtered.
Proof. Any two objects in CS(A; s, t) are dominated by another object because CS
is filtered and an arrow ϕ as above exists for any u. Let (u1, ϕ1) and (u2, ϕ2) be two
parallel arrows in CS(A; s, t). In the construction of the localisation–colocaliation
exact sequence in [8], it is shown that we may equalise (u1, ϕ1) and (u2, ϕ2) by a
morphism of exact triangles
A
t // A //
g

At //
ψ

A[1]
A
tg // A // Atg // A[1]
where g is an S-equivalence. Hence there is g′ such that g′g = v ∈ R. We may
embed g′ in a morphism of exact triangles (g′, ψ′). Then the composite morphism
(v, ψ′ ◦ ψ) belongs to CS(A; t, tv) and equalises (u1, ϕ1) and (u2, ϕ2). Thus the
category CS(A) is filtered. 
Proposition 2.21. The colimit of the inductive system of extensions (2.5) is the
extension in Proposition 2.17,
TorR0 (F0(A);S
−1R/R)֌ F0(A;S
−1R/R)։ TorR1 (F−1(A);S
−1R/R).
Proof. Recall that the localisation–colocalisation exact sequence in [8] is constructed
as a colimit over the filtered category of all triangles N → A → B → N [1] where
the map A→ B is an S-equivalence. We get the same colimit if we use the filtered
category with object set S and morphisms CS(A; s, t) because the arrows s : A→ A
with s ∈ S are cofinal in the filtered category of S-equivalences A→ B. This obser-
vation is already implicit in the proof of Lemma 2.20. Therefore, the colimit of the
long exact sequences from the above filtered subcategory yields the localisation–
colocalisation long exact sequence. Splitting this into extensions then yields the
assertion of the proposition. 
Remark 2.22. The filtered category CS(A) with morphism spaces CS(A; s, t) used
above may be rather large because we allow all pairs (u, ϕ) making (2.8) commute.
In nice cases, we expect a canonical choice ϕu for each u, coming from a natural
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cone construction in some category whose homotopy category is T . Even more,
this natural choice should define a functor CS → CS(A), u 7→ (u, ϕu). If these
nice things happen, then we may replace the filtered category CS(A) above by the
filtered subcategory CS because colimits over CS and CS(A) agree.
Lemma 2.23. Multiplication by s2 vanishes on F∗(A; s).
Proof. It is clear that multiplication by s vanishes on the cokernel and kernel
of multiplication by s on F∗(A). Hence the assertion follows from the exact se-
quence (2.5). 
Remark 2.24. Sometimes the extension (2.5) splits unnaturally (see, for instance,
[14]). In those cases, already multiplication by s vanishes on F∗(A; s).
Lemma 2.25. Let s, t ∈ S. Then there is a long exact sequence
· · · → F0(A; s)→ F0(A; st)→ F0(A; t)
→ F−1(A; s)→ F−1(A; st)→ F−1(A; t)→ · · · ,
which is natural in F with respect to natural transformations.
Proof. The octahedral axiom for the maps s, t, st : A → A yields a commuting
diagram with exact rows and columns
A
s // A
t

// As //

A[1]
A
st //

A //

Ast

// A[1]

0

// At

At //

0

A[1]
s[1] // A[1] // As[1] // A[2].
Here we use the uniqueness of cones to identify the objects As, At, and Ast in
the diagram. Apply the functor F to the third row to get the asserted long exact
sequence for homology with coefficients. 
Corollary 2.26. Let Φ: F ⇒ G be a natural transformation between two homolog-
ical functors on T . Let S0 ⊆ S be a generating subset, that is, any element of S is
a product of elements in S0.
Then Φ induces an invertible map F (A;S−1R/R) → G(A;S−1R/R) for all A
if and only if Φ induces invertible maps F (A; s) → G(A; s) for all s ∈ S0 and all
objects A of T .
Proof. Assume first that the maps ΦA,s : F (A; s) → G(A; s) are invertible for all
s ∈ S0. Let S1 be the set of all s ∈ S for which ΦA,s is invertible. Lemma 2.25
and the Five Lemma show that S1 is closed under multiplication. Hence ΦA,s is
invertible for all s ∈ S. Then Proposition 2.21 shows that Φ induces an invertible
map F (A;S−1R/R)→ G(A;S−1R/R).
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For the converse implication, Lemma 2.19 allows us to replace Φ by the induced
natural transformation Φ′ between the functors
F ′∗(A) := F∗+1(A;S
−1R/R), G′∗(A) := G∗+1(A;S
−1R/R)
because Φ and Φ′ induce equivalent maps between finite coefficient theories. If Φ′
is an isomorphism for all A, it is one for As, so that ΦA,s is invertible. 
3. Application to Kasparov theory
Now we apply the general theory developed above to equivariant Kasparov theory,
viewed as a triangulated category (see [12]). We only consider central localisations
where R is the ring Z of integers, as in Example 2.2. Finer information may be
obtained by considering the larger ring Rep(G) instead (see Example 2.4), but we
leave this to future investigation.
Let us first consider the rational KKG-theory. Here S = Z \ {0} and S−1Z = Q.
Following the definitions above, we define
(3.1) KKGn (A,B;Q) := KK
G
n (A,B)⊗Q,
where A and B are G-C∗-algebras.
This differs from the definition in [3, Exercise 23.15.6], where rational KK-theory
for complex C∗-algebras is defined to be KKn(A,B ⊗DQ) for a C
∗-algebra DQ in
the bootstrap class with K0(DQ) = Q and K1(DQ) = 0. The example
KK0(DQ,C⊗DQ) ∼= Q and KK0(DQ;C)⊗Q = 0
shows that the two theories are different. In KK( , ;Q), the C∗-algebras C and DQ
are not isomorphic because there is no morphism from DQ to C. The map C→ DQ
corresponding to the embedding Z → Q is not an S-equivalence. Its cone is the
suspension of a C∗-algebra DQ/Z with K0(DQ/Z) = Q/Z and K1(DQ/Z) = 0. This
C∗-algebra is not S-finite, so that KK0(DQ/Z, DQ/Z;Q) 6= 0. But DQ/Z⊗DQ ∼= 0 in
KK because this tensor product belongs to the bootstrap category and its K-theory
K∗(DQ/Z ⊗DQ) ∼= Q/Z⊗Q vanishes.
The definition of KK(A,B;Q) above yields again a triangulated category. This
is crucial to apply methods from stable homotopy theory and homological algebra.
Does the definition in [3] also yield a triangulated category? This seems unclear if
we consider all of KK; but we get a positive answer in the bootstrap class. For A
in the bootstrap class, the Universal Coefficient Theorem yields
KK0(A,B ⊗DQ) ∼= Hom(K∗(A),K∗(B)⊗Q) ∼= HomQ(K∗(A)⊗Q,K∗(B)⊗Q)
because Abelian groups of the form K∗(B)⊗Q are injective. Hence the bootstrap
class with these morphisms is equivalent to the category of countable Q-vector
spaces. This category is triangulated and Abelian at the same time. And we may
also view it as the localisation of KK at the class of C∗-algebras with vanishing
rational K-theory K∗( ) ⊗ Q. But this observation depends on an explicit com-
putation of the category. Once we go beyond the bootstrap category or consider
equivariant situations, it is no longer clear whether the definition in [3] yields a
triangulated category.
More generally, if S is any multiplicatively closed subset of Z, then we may
replace Q by S−1Z and define
KKG∗ (A,B;S
−1Z) = S−1KKG∗ (A,B) := KK
G
∗ (A,B)⊗ S
−1Z.
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By our general theory, these groups form the morphism spaces of an S−1Z-linear
triangulated category. It is the localisation of KKG at the class of S-finite G-C∗-
algebras. Here A is S-finite if and only if there is s ∈ S with s · idA = 0.
The colocalisation also produces an S-torsion theory KKG∗ (A,B;S
−1Z/Z) that
fits into a natural long exact sequence
(3.2) · · · → KKGn+1(A,B)→ KK
G
n+1(A,B;S
−1Z)→ KKGn+1(A,B;S
−1Z/Z)
→ KKGn (A,B)→ KK
G
n (A,B;S
−1Z)→ KKGn (A,B;S
−1Z/Z)→ · · · .
In particular, this includes a torsion theory KKG∗ (A,B;Q/Z).
The S-rational and S-torsion theories inherit basic properties like homotopy in-
variance, C∗-stability, excision and Bott periodicity from KKG. All this is contained
in the statement that they are bifunctors on KKG that are homological in the first
and cohomological in the second variable. Furthermore, the maps in (3.2) are nat-
ural transformations. Since the S-rational theory is again a triangulated category,
we get an associative product
KKGn (A,B;S
−1Z)⊗S−1Z KK
G
m(B,C;S
−1Z)→ KKGn+m(A,C;S
−1Z).
It is the product of the natural isomorphism
(KKGn (A,B)⊗ S
−1Z)⊗S−1Z (KK
G
n (B,C)⊗ S
−1Z)
∼=
(
KKGn (A,B) ⊗KK
G
n (B,C)
)
⊗ S−1Z
and the homomorphism
KKGn (A,B)⊗KK
G
n (B,C)⊗ S
−1Z→ KKGn (A,C)⊗ S
−1Z
induced by the Kasparov product.
As for the rational theory, the torsion KK-theory KK(A,B;Q/Z) is, in general,
not isomorphic to KK∗(A,B ⊗DQ/Z).
As in Section 2.3, we now realise the S-torsion theory as a filtered colimit of
finite coefficient Kasparov theories for s ∈ S. These functors have already been
studied by Claude Schochet [14]. This is a nice case in the sense of Remark 2.22,
that is, we get canonical natural transformations As ⇒ At for s, t ∈ S with s | t.
Let S1 be the unit circle in C with base point ∗ = 1 ∈ S1. The map
q˜ : S1 → S1, x 7→ xq,
for q ∈ N≥2 is called standard qth power map. It preserves the base point. Let
C0(S
1) ∼= C0(R) be the C
∗-algebra of continuous functions on S1 vanishing at ∗.
The map q˜ induces a ∗-homomorphism
qˆ : C0(S
1)→ C0(S
1), f(s) 7→ f(sq).
Let Cq be the mapping cone C
∗-algebra of qˆ:
Cq := {(x, f) ∈ C0(S
1)⊕ C0(S
1)⊗ C0[0, 1) | qˆ(x) = f(0)}.
Up to a desuspension, we may define the finite coefficient theories by
Aq := A⊗ Cq[−2], F∗(A; q) := F∗−2(A⊗ Cq).
In particular, we define
KKGn (A,B;Z/q) := KK
G
n−2(A,B ⊗ Cq),
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In the complex case, the Puppe exact sequence and Bott periodicity imply
K0(Cq) ∼= Z/q and K1(Cq) ∼= 0. Furthermore, Cq belongs to the bootstrap class
and is the unique object of the bootstrap class with this K-theory.
By definition, Cq fits into a pull-back diagram
Cq //
q0

C0(S
1)⊗ C0[0, 1)
e0

C0(S
1)
qˆ // C0(S1).
If q divides p, then we get a natural commuting diagram
Cq //
Θp,q

C0(S
1)
qˆ // C0(S1)
p̂/q

Cp // C0(S1)
pˆ // C0(S1)
We get Θp,rΘr,q = Θp,q if q | r | p by [14, Proposition 2.1(3)]. This provides a
functor CS → KK
G, s 7→ As, p/q 7→ Θp,q. We get a natural isomorphism
KKGn (A,B;S
−1Z/Z) ∼= lim−→
CS
KKGn (A,B;Z/s),
that is, we may replace the filtered category CS(A) that is used in Section 2.3
by the much smaller category CS . Furthermore, it can be checked that the maps
F∗(A; s)→ F∗(A; st) in Lemma 2.25 may be chosen to be the maps induced by Θs,st.
The finite coefficient theory is related to KKG by a natural exact sequence
· · · → KKGn (A,B)
q
−→ KKGn (A,B)→ KK
G
n (A,B;Z/q)
→ KKGn−1(A,B)
q
−→ KKGn−1(A,B)→ KK
G
n−1(A,B;Z/q)→ · · ·
for q ∈ S by (2.5); here q denotes the map of multiplication by q. Similarly, (2.7)
yields a natural exact sequence
· · · → KKGn (A,B;Z/q)→ KK
G
n (A,B;S
−1Z/Z)
q
−→ KKGn (A,B;S
−1Z/Z)→
KKGn−1(A,B;Z/q)→ KK
G
n−1(A,B;S
−1Z/Z)
q
−→ KKGn−1(A,B;S
−1Z/Z)→ · · · .
Lemma 2.25 provides natural exact sequences
· · · → KKGn (A,B;Z/p)→ KK
G
n (A,B;Z/pq)→ KK
G
n (A,B;Z/q)
→ KKGn−1(A,B;Z/p)→ KK
G
n−1(A,B;Z/pq)→ KK
G
n−1(A,B;Z/q)→ · · ·
for all p, q ∈ Z, see also [14, Proposition 2.6.(1)]. The maps in this sequence come
from a natural exact triangle Cp → Cpq → Cq → Cp[1]
The exponent of a group G is the smallest a ∈ N≥1 with a · g = 0 for all
g ∈ G. At first sight, it may seem plausible that the exponent of KKG∗ (A,B;Z/q)
should divide q. There is, however, an obstruction to this for real C∗-algebras.
The issue is discussed in [14, Proposition 2.4]. Complex KK-theory is good in the
sense of [14] because the KK-class of the Hopf map S3 → S2 belongs to the group
KK0
(
C0(R
2),C0(R
3)
)
= 0. As a consequence, the exact sequence (2.5) for com-
plex KK-theory splits unnaturally and, in particular, multiplication by q vanishes
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on KKG∗ (A,B;Z/q) for all q ∈ Z. This also follows easily from the isomorphism
KK0(Cq, Cq) ∼= Z/q, which follows from the Universal Coefficient Theorem.
Now consider real C∗-algebras, denote their KK-theory by KKO. The extension
in (2.5) for KKOG∗ (A,B) is equivalent to an extension
(3.3) KKOG∗ (A,B)⊗ Z/q֌ KKO
G
∗ (A,B;Z/q)։ Tor(KKO
G
∗−1(A,B),Z/q)
because
H ⊗ Z/q ∼= coker(q : H → H), Tor(H,Z/q) ∼= ker(q : H → H).
The above extension splits unnaturally for odd q by [14, Proposition 2.4], so that
KKOG∗ (A,B;Z/q) has exponent q. But since the class of the Hopf map is the
generator of KKO0
(
C0(R
2),C0(R
3)
)
∼= Z/2, the homology theory KKOG∗ (A, ) is
not good. Hence the above extension need not split for even q. Instead, general
arguments from homotopy theory show that the exponent of KKOG∗ (A,B;Z/q)
divides 2q for all even q, and it divides q if 4 | q. We only explain why 2q annihilates
KKOG∗ (A,B;Z/q) for even q; the stronger assertion for 4 | q is more difficult.
We assume that q is even. Since KKO0(Cq, Cq) = KKO0(Cq ,R;Z/q), Equa-
tion (3.3) yields exact sequences
0→ KKO0(Cq,R)⊗ Z/q → KKO0(Cq, Cq)→ Tor(KKO−1(Cq,R),Z/q)→ 0
for all q > 1. Since KKO1(R,R) = Z/2, KKO0(R,R) = Z and KKO−1(R,R) = 0,
we get a long exact sequence
· · · → Z/2
q
−→ Z/2→ KKO0(Cq,R)→ Z
q
−→ Z→ KKO−1(Cq ,R)→ 0→ · · ·
Since q : Z→ Z is a monomorphism, we have exact sequences
0→ Z
q
−→ Z→ KKO−1(Cq ,R)→ 0
and
Z/2
q
−→ Z/2→ KKO0(Cq,R)→ 0
Thus KKO−1(Cq,R) = Z/q and KKO0(Cq,R) = Z2 because q is even. Plugging
this into the UCT exact sequence yields
0→ Z/2⊗ Z/q → KKO0(Cq , Cq)→ Tor(Z/q,Z/q)→ 0.
We have Tor(Z/q,Z/q) = Z/q and Z/2 ⊗ Z/q ∼= Z/2 because q is even. Therefore,
KKO0(Cq , Cq) is annihilated by 2q.
Since KKOG(A,B;Z/q) is a module over KKO0(Cq, Cq), it is annihilated by q
for odd q and by 2q for odd q.
3.1. Look at the Baum–Connes Conjecture. The localisation–colocalisation
exact sequence allows to reduce computations in KKG to computations in the
S-rational and S-torsion variants of KKG. The computation for S-torsion invari-
ants, in turn, reduces to computations for KKG with finite coefficients. Here we
explain what this means for the Baum–Connes conjecture. However, we know of
no concrete application where this reduction of the problem would help to settle
this conjecture.
The formulation of the Baum–Connes Conjecture involves the groups Ktopn (G,A),
called the topological K-theory of G with coefficients in A, and a natural transfor-
mation
µA : K
top
∗ (G,A)→ K∗(G⋉r A),
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called the Baum–Connes assembly map. The Baum–Connes Conjecture for G with
coefficients in A asserts that µA is an isomorphism. Note that K
top
∗ (G, ) and
K∗(G⋉r ) are homology theories of the kind studied in Section 2.3 (see also [12]).
Therefore, the constructions above yield S-rational, finite, and S-torsion versions
of the Baum–Connes assembly map:
µS
−1Z
A : K
top
∗ (G,A;S
−1Z)→ K∗(G⋉r A;S
−1Z),
µ
Z/q
A : K
top
∗ (G,A;Z/q)→ K∗(G⋉r A;Z/q),
µ
S−1Z/Z
A : K
top
∗ (G,A;S
−1Z/Z)→ K∗(G⋉r A;S
−1Z/Z).
Theorem 3.1. The following conjectures are equivalent:
(1) the Baum–Connes Conjecture with coefficients;
(2) the S-rational and S-torsion Baum–Connes Conjectures with coefficients;
(3) the S-rational and q-finite Baum–Connes Conjectures with coefficients for
all primes q ∈ S.
Proof. This follows immediately from Proposition 2.16 and Corollary 2.26. 
3.2. Real versus complex Kasparov theory. To illustrate the usefulness of lo-
calisation, we reformulate some well-known results about the relationship between
real and complex Kasparov theory and K-theory. Roughly speaking, these two the-
ories become equivalent when we localise at 2, that is, work with Z[1/2]-coefficients.
The results in this section are due to Max Karoubi [9] and Thomas Schick [13].
In [13], Thomas Schick related the KK-theories of two real C∗-algebras A and B
and their complexifications AC and BC by an exact sequence
(3.4) · · · → KKOΓn−1(A,B)
χ
−→ KKOΓn(A,B)
c
−→ KKΓn(AC, BC)
δ
−→ KKOΓn−2(A,B)
χ
−→ KKOΓn−1(A,B)
c
−→ KKΓn−1(AC, BC)→ · · · ,
extending previous results for real and complex K-theory, KO and K. In [13], Γ is
assumed to be a discrete group, but the same arguments work if Γ is replaced by a
locally compact group or even groupoid; A and B are separable real Γ-C∗-algebras;
χ is given by Kasparov product with the generator of KKOΓ1 (R,R) = Z/2; c is the
complexification functor; and δ is the composition of the inverse of the complex
Bott periodicity isomorphism with “forgetting the complex structure.”
The proof of [13, Corollary 2.4] shows that, after inverting 2, the long exact
sequence above becomes a naturally split short exact sequence
KKOΓn(A,B) ⊗ Z[1/2]
c
֌ KKΓn(AC, BC)⊗ Z[1/2]
δ
։ KKOΓn−2(A,B) ⊗ Z[1/2].
In our notation, this yields a natural isomorphism
KKΓn(AC, BC;Z[1/2])
∼= KKOΓn(A,B;Z[1/2])⊕KKO
Γ
n−2(A,B;Z[1/2]).
Besides the exactness of (3.4), the proof uses two observations. First, 2χ = 0, so
that (3.4) splits into short exact sequences after tensoring with Z[1/2]. Secondly,
the map
KKOΓn−2(A,B)
c
−→ KKΓn−2(AC, BC) ∼= KK
Γ
n(AC, BC)
δ
−→ KKOΓn−2(A,B),
where the middle isomorphism is Bott periodicity, is multiplication by 2 ([13,
Lemma 3.9]). Hence c provides a natural section for the resulting extensions, up to
inverting 2. More generally, the same argument yields:
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Theorem 3.2. Let G be a second countable locally compact group, let A and B be
separable real G-C∗-algebras. There is a natural isomorphism
KKΓn(AC, BC;H)
∼= KKOΓn(A,B;H)⊕KKO
Γ
n−2(A,B;H)
for the following coefficients:
(1) H = S−1Z with 2 ∈ S (localisation);
(2) H = Z/sZ with odd s (finite coefficients);
(3) H = S−1Z/Z if S contains only odd numbers (colocalisation).
Proof. Tensoring (3.4) with S−1Z, we get an analogous long exact sequence for
the S-rational theories. By assumption on S, 2 is invertible on the S-rational the-
ory. Hence exactly the same argument as for Z[1/2] works. Studying KK-theories
with coefficients in Z/s amounts to replacing B by Bs := B ⊗ Rs, an operation
that commutes with complexification and the various other constructions needed
for the exact sequence (3.4). Hence there is an analogous exact sequence with coef-
ficients Z/s. Since s2 annihilates the theory with coefficients Z/s by Lemma 2.23,
the element s2 + 1 acts as the identity on Z/s, and 2 is invertible in Z/s for odd s.
This proves the second case. Finally, we write the S-torsion theory as a filtered
colimit of finite coefficient theories as in Proposition 2.21. Only coefficients Z/s
with odd s appear here by assumption. Hence multiplication by 2 is invertible on
the S-torsion theory if S contains no even numbers. This establishes the third
case. 
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