In typical latent-space network models, nodes have latent positions, which are all drawn independently from a common distribution. As a consequence, the number of edges in a network scales quadratically with the number of nodes, resulting in a dense graph sequence as the number of nodes grows. We propose an adjustment to latent-space network models which allows the number edges to scale linearly with the number of nodes, to scale quadratically, or at any intermediate rate.
Introduction
Network data typically consist of the relational information between a set of n entities. Usually these are binary dyad variables Y ij which indicate the presence of a link between actors i and j. When analyzing networks, it is useful to mathematically formalize the network using a stochastic graph model. That is, the ties Y ij are treated as random edges in a graph consisting of n nodes corresponding to the n entities. In the last fifty years, such stochastic graph network models have been an active area of research, spanning across physics, sociology, mathematics, statistics, computer science, and others [Newman, 2003] .
In stochastic graph models, it is common to assume that the inhomogeneity in connection patterns between nodes can be explained by the existence lated to both the Poisson random connection model [Meester and Roy, 1996] and the graphex [Veitch and Roy, 2015] through its use of point processes. Our framework differs from that of the graphex by imposing different criteria for the visibility of a node, and differs from the Poisson random connection model through its use of an auxiliary dimension which controls when a node becomes visible.
This paper is devoted to defining the the sparse latent space model, and establishing asymptotic results. Section 2 defines sparsity ( §2.1) and projectivity ( §2.2) for graph sequences, and gives background on exchangeable latent space models ( §2.4) and the random connection model ( §2.5). Section 3 describes our new framework for modeling projective sparse latent space models. Section 4 proves results for this class of models. Section 5 elaborates on connections between our approach and those of sparse graphonbased latent space models and the graphex framework. It also contains some concluding remarks regarding directions of ongoing research.
Background and Related Work
Here, we formalize the notions of graph sparsity and projectivity. We also review and analyze the sparsity and projectivity properties of the exchangeable latent space model and the Poisson random connection model. For conciseness of exposition, we provide our proofs on a one-dimensional latent spaces given by S = R + . All proofs straightforwardly extend to R d + .
Sparsity
Let n denote the number of nodes in a graph. Let Y ij denote a random variable indicating the presence of an edge between nodes i and j. We say a stochastic graph model is sparse in expectation if
In other words, an infinite graph is sparse in expectation if the expected number of edges of a graph scales sub-quadratically in n (i.e. o(n 2 )) where n is the number of nodes. If the expected number of edges scales quadratically in n (i.e. Θ(n 2 )), the graph is called dense in expectation. For our purposes, we are also interested distinguishing between degrees of sparsity. We say that a graph is e(n)-sparse in expectation if
for some constant C ∈ R + . That is, the number of edges scales Θ(e(n)). Clearly, a dense graph could also be called n 2 -sparse. It is worth noting that sparsity and e(n)-sparsity are asymptotic properties of graphs. They are defined for an infinite graph (or equivalently a sequence of growing stochastic graphs), not a single finite realization. This definition is contrary to the informal use of "sparse" to refer to finite graphs with a few edges. Although in practice we only observe finite realizations of graph, the notion of sparsity remains useful because many finite network models naturally extend to models over infinite graphs and models over a growing sequence of networks.
Projectivity
Let (P n ) n=1...∞ denote a sequence of distributions over graphs with size n = 1 . . . ∞. Here, P n is a distribution over edges of a graph with n nodes. We say that (P n ) n=1...∞ is projective if for n 1 < n 2 , P n 1 is the marginal distribution of P n 2 . That is,
Projectivity ensures a notion of consistency between network models of different sizes. Without projectivity, inferences made for graphs of finite n may not generalize to larger graphs (and their limit n → ∞). Since sparsity is a term defined in the limit, projectivity is an intuitive property for a model of sparse graphs to possess.
Latent Space Models
The notion that entities in networks possess latent positions has a long history in the social science literature. The idea of a "social space" that influences the social interactions of individuals traces back to at least the seventeenth century [Sorokin, 1927, p. 3] . A thorough history of the notions of social space and social distance as they pertain to social networks is provided in McFarland and Brown [1973] .
In the statistical network modeling literature, assigning continuous latent positions to nodes in a network dates back to the 1970s, in which multidimensional scaling was employed to summarize similarities between nodes in the data [Wasserman and Faust, 1994, p. 385] . However, it was not until Hoff et al. [2002] that the modern notion of continuous positions in a latent space were used to define a fully-generative model for stochastic graphs in the statistics literature.
We focus on this fully-generative model, with our definition of latent space models following that of Hoff et al. [2002] . Latent space models of networks are characterized by each node of the network possessing a latent position Z i in a metric space (S, ρ), with the probability of two nodes being connected being a function K of the distance between the latent positions of the nodes. Hoff et al. [2002] allow for the presence of observed dyadspecific covariates which also influence connectivity. For simplicity, we do not consider the presence of edge covariates in this work.
One popular assumption proposed by Hoff et al. [2002] is that each node's latent position is drawn independently and identically from a common distribution f . Such an assumption results in exchangeable latent space models, which we examine below.
Exchangeable Latent Space Models
Here, we consider a latent space model in which each Z i is drawn independently from a common distribution f on S. The probability of an edge between nodes i and j is given by
In practice, the latent space is often a low-dimensional Euclidean space S = R d with d ≤ 2, and f is a multivariate Gaussian. Typically, the link probability function K is a decreasing function in the distance, such as logit(−ρ). A decreasing K implies that nodes which are closer together in the latent space are more likely to be connected. This leads to transitivity in node connectively. For d ≤ 3, latent space models provide an intuitive way to visualize the network.
Exchangeable latent space models are projective, but dense in expectation. Proposition 1. Exchangeable latent space models define a projective sequence of models Proof. For n 2 > n 1 ,
Thus,
by marginalization. Because each Z i is independent of n, we also have
This satisfies projectivity.
Proposition 2. Exchangeable latent space models define dense in expectation graph sequences.
Proof. Let n be the number of nodes in the latent space model. Then the expected number of edges
where EK(ρ(Z i , Z j )) is constant due to Z i being independent and identically distributed.
Consequently, the exchangeable latent space model framework is inappropriate for defining a sparse latent space model. At least one of its assumptions must be modified in order to to express sparse latent space models.
Two modifications have been considered in the literature. One approach is to have link probability function change as the graph grows, as in the sparse graphon approach of [Bollobás et al., 2007 , Borgs et al., 2014 . Such models are not projective; we elaborate on this point in Section 5.1.
Another approach is to assume that the latent positions of the nodes are generated according to a point process. Two different formulations of this approach in the literature are the graphex framework [Veitch and Roy, 2015, Borgs et al., 2016] , and the random connection model [Penrose, 1991, Meester and Roy, 1996] . We apply a similar strategy for our new formulation. To facilitate the explanation of our new approach, we introduce the random connection model now. We leave discussion of the graphex framework to Section 5.2.
Poisson Random Connection Model
An alternative latent space model for sparse (and therefore non-exchangeable) networks is the Poisson random connection model [Penrose, 1991] . The Poisson random connection model has been the subject of a great deal of study in the context of percolation theory, in particular continuum percolation [Meester and Roy, 1996] . It has not received as much attention as a statistical model.
Essentially, the random connection model is like a latent space model where instead of latent positions Z i being drawn independently from a common distribution, they are generated according to a point process Ψ over S. Like for exchangeable latent latent space models, edges are generated in a conditionally independent manner, with the link probability function for an edge between two nodes given by a function K(ρ(Z i , Z j )). It is commonly assumed that K is a decreasing function of the distance [Penrose, 1991] .
Here we focus on the Poisson random connection model, in which the point process Ψ is assumed to be a homogeneous Poisson point process [Kingman, 1993] with rate measure µ over a Euclidean space R d . The special case where the link probability function is an indicator (i.e.
is called a random geometric graph [Penrose, 2003] , and has received the most attention in the literature.
Note that the expected number of points in a homogeneous Poisson process over R d is almost-surely infinite (µ(R d ) = ∞). As a result, the Poisson random connection model defines a stochastic graph with an infinite number of nodes almost-surely. However, for our purposes, we are interested in finite subgraphs of an infinite graph.
To observe a finite subgraph from a Poisson random connection model, we propose restricting the Poisson process to a finite "observation window", which is a subset S * ⊂ S such that µ(S * ) < ∞. The corresponding graph consists of the nodes whose latent positions fall within the observation window, with edges generated in the usual manner. This graph has a finite number of nodes almost-surely (the number of nodes is Poisson distributed with mean µ(S * )).
Consider the one-dimensional example S = R + with µ the Lebesgue measure. Consider an observation window given by S * = [0, t] for some t ∈ R + . Here, one would expect to observe n nodes if t = n. To ensure n nodes are observed, one simply expands the window size t until Ψ restricted to [0, t] contains exactly n nodes.
A sequence of growing observation windows S 1 ⊂ S 2 ⊂ · · · with µ(S n ) < ∞ and lim n→∞ µ(S n ) = ∞ defines a sequence of graphs G 1 , G 2 , . . . of stochastically increasing size. One can implicitly index the nodes according to the order of their appearance.
Under the appropriate conditions, the Poisson random connection model results in networks which are n-sparse in expectation. They also define a projective sequence of models.
Proposition 3. Consider a Poisson random connection model on R + with link probability function K satisfying ∞ 0 K(x)dx < ∞. Then, the number of edges scales linearly with the number of nodes.
Proof. Consider a finite consider the window [0, t] and let N (t) denote the number of points in the point process. Then the expected number of edges per node is given by
Thus the expected number of edges grows linearly with the number of nodes.
The argument extends to R d + by considering a higher-dimensional integral.
Proposition 4. Poisson random connection models are projective.
Proof. Consider two observation windows A 1 and A 2 with A 1 ⊂ A 2 . Let n 1 and n 2 denote the number of nodes in the graphs induced by A 1 and A 2 respectively. Suppose n 2 > n 1 . It follows from the restriction theorem of Poisson processes (Theorem 2) that Z 1 , . . . , Z n 1 ∼ unif(A 1 ) and Z n 1 +1 , . . . , Z n 2 ∼ unif(A 2 ∩ A c 1 ). The remainder of the proof proceeds as in the traditional latent space case.
In the next section, we propose an extension to this finite-window approach which allows us to achieve any edge scaling between n-sparsity and n 2 -sparsity (density) in expectation.
Sparse Latent Space Models
We now define a new sparse latent space model. This definition follows closely with the definition of the random connection model: the positions in the latent space are given by a Poisson point process, and the link probability function K is independent of the number of nodes. Sparse latent space models depart from the random connection model set-up through the inclusion of an auxiliary dimension in the space of the Poisson process, which plays a role in the order of observation of nodes, but not their connectivity. Sparse latent space models require the following ingredients:
• Position Space: A measurable metric space (S, S, ρ) equipped with a Lebesgue measure 1 .
• Auxiliary Dimension: The measure space (R + , B, 2 ) where B is Borel and 2 is Lebesgue.
• Product Space: The product measure space (S * , S * , λ) on (S × R + , S × B), equipped λ = 1 × 2 , the coupling of 1 and 2 .
• Continuum of observation windows: A function H : R + → S * such that t 1 < t 2 ⇒ H(t 1 ) ⊂ H(t 2 ).
• Link probability function:
Jointly, we say the triple ((S, S, ρ), H, K) defines a graph sequence which we call a sparse latent space model. The position space plays the role of the latent space in latent space models. The link probability function K : S × S → [0, 1] controls the probability that two given nodes are connected given their latent positions.
The auxiliary dimension provides each node with an additional positive real-valued index variable. A node's auxiliary value, in conjunction with its latent position and the continuum of observation windows, determines when in the sequence of nodes it appears. A node (x, r) is observable at time t ∈ R + if (x, r) ∈ H(t). Here, time need not correspond to physical time; it merely is an index for a continuum of projective graphs as in the case for geometric random graphs. We refer to t i = inf t∈R + (x i , r i ) ∈ H(t) as the arrival time of node i where (x i , r i ) are the corresponding latent position and index of node i. Here, 0 ≤ t 1 ≤ t 2 ≤ · · · .
Considered jointly, the pairs of latent positions and auxiliary positions assigned to nodes can be viewed as a point process over S × R + . As in the random connection model, we assume this point process is Poisson. The increasing continuum of observation windows H(t) control the portion of the point process which is observed at time t. Since H is increasing in t, the this model defines a growing sequence of graphs with the number of nodes growing stochastically in t as follows.
• Generate a unit-rate Poisson process Ψ on (S * , S * ) using rate measure λ.
• Each point (x u , r u ) in the process corresponds to a node where x u is a parameter and r u is the index.
(a) A realization of a point process on the product space. Square observation windows H(t) for t = 4, 8, 16 are depicted in green, red, and purple, respectively. The points are coloured according to the first observation window shown for which they correspond to an observable node.
(b) Latent position graphs corresponding to the three observation windows depicted in Figure 1 (a). The link probability function used is a decreasing function of distance in the position dimension. • For each dyad (x u 1 , x u 2 ), include an edge with probability K(x u 1 , x u 2 ).
• At time t the subgraph induced by by restricting Ψ to H(t) is visible.
This defines a broad class of latent space models. For simplicity, the remainder of this section will focus on a simple subclass of sparse latent space networks which we refer to as rectangular latent space networks. Although many of the following results can be extended to broader classes, we stick to this class for simplicity. Broader classes will be explored in future work.
In a rectangular latent space model,
is a positive increasing function. Note that this restriction on g(t) is required to ensure that H(t) defines an increasing series of windows. Additionally, we assume that the metric is the Euclidean distance (ρ(x, y) = |x − y|) and that K(u) is integrable, e.g. K(u) = exp (−u p + c) with p > 1 and c < 0. As we will see later, the rectangularity simplifies the sparsity proofs.
In the following section, we will provide results that show such network models can exhibit intermediate sparsity levels between e ∼ Θ(n) and e ∼ Θ(n 2 ). We also show that such models are projective.
Results

Sparsity
We begin by simply showing that the expected number of nodes visible at time t is t. In fact, it is Poisson distributed.
Proposition 5. For a rectangular sparse latent space network, the number of nodes which are visible at time t is Poisson distributed with mean t.
Proof. It follows from the restriction theorem for Poisson processes (Theorem 2) that the latent positions of nodes visible at time t follow a unit-rate Poisson process over H(t). Therefore, the number of nodes is Poisson distributed with expectation equal to the volume of H(t), which is simply given by g(t)t/g(t) = t.
The following lemma is useful for determining the scaling rate.
Lemma 1. For a rectangular latent space model, the latent positions of nodes visible at time t are marginally independently and identically distributed with uniform density over [0, g(t) ].
Proof. We have defined the visibility time t i of node i such that
where h(t) = t/g(t). The existence of the inverses follows from the strictly positive and increasing (but o(n)) definition of g. Applying the restriction t i < t to this point process is equivalent to restricting the initial unit-rate Poisson process (x i , r i ) i=1...∞ such that x i < g(t) and h i < t/g(t). By Theorem 2, the resultant restricted point process is a Poisson process with unit rate over the restricted space. Thus, by ignoring the auxiliary dimension, we see the latent positions of the visible nodes are independently distributed according to x i ∼unif(0, g(t)).
Theorem 1.
A rectangular latent space model is n 2 /g(n)-sparse.
Proof. Let N (t) denote the total number of nodes visible at time t and E(t) denote the number of edges visible at time t. Then, the scaling rate is given by E (E(t)N (t)).
Note that uniformity and independence used in the above steps are guaranteed by Lemma 1. The expected number of edges grows Θ(n 2 /g(n)) with the number of nodes n.
Projectivity Argument
Like for the Poisson random connection model, the projectivity argument is brief, as the majority of the arguments have been made for previous propositions.
Proposition 6. Sparse latent space network models define a projective sequence of models.
Proof. Consider a given n 1 and n 2 with n 2 > n 1 . Let
] denote the observation windows that induce graphs of size n 1 and n 2 respectively. By Lemma 1, x 1 , . . . , x n 1 ∼ unif(0, g(t 1 )) and x n 1 +1 , . . . , x n 2 ∼ unif(g(t 1 ), g(t 2 )). The remainder of the proof proceeds as in the traditional latent space case.
Comparison to Other Frameworks for Sparse Graph Models
5.1 Sparse Graphon-based Latent Space Models Borgs et al. [2014] proposed a modification to graphon models which define sparse graph sequences. Because exchangeable latent space models are within the graphon family, it is straightforward to specialize their approach to define sparse graphon-based latent space models. As in exchangeable latent space models, the latent node positions of a sparse graphon-based latent space are each drawn independently from a common distribution f , independently of the number of nodes n. However, now the link probability function
) is a function of n. Specifically, K n (x) = min({s n K(x), 0}) where K : R + → R + and (s n ) 1...∞ is a non-increasing sequence. This modification allows these models to express sparse graph sequences, with the sequence (s n ) 1...∞ controlling the sparsity of the resultant graph sequence.
Proposition 7. Sparse graphon-based latent space models define a n 2 s nsparse in expectation graph sequence.
However, the resultant sparse graph sequences are no longer projective.
Proposition 8. Sparse-graphon latent space models do not define a projective sequence of models if (s n ) n=1...∞ is not constant.
Proof. Suppose (s n ) n=1...∞ is not constant. Then there is a k such that s k = s k+1 . Notice that the marginal distribution of Y 12 in a graph with k nodes is given by
Clearly, P k (Y 12 ) = P k+1 (Y 12 ) because s k = s k+1 and Z 1 , Z 2 ∼ f independently of k. Thus the model cannot be projective, as equivalent distributions must admit equivalent marginals.
This lack of projectivity poses an issue if one wants to make generalizations from finite observations of a graph to a larger graph or its limit. It is worth noting that the sparse graph representation of Bollobás et al. [2007] is more general than the sparse graphon representation described above. It allows for latent variables assigned to nodes to be defined through a point process rather than generated independently from the same distribution. In the case of latent space models, this results in the random connection model which we described in Section 2.5.
Comparison with the Graphex Framework
Beyond the random connection model [Meester and Roy, 1996] , there has been a recent renewed interest in using point processes to define networks. This was primarily spurned by the developments in Caron [2012] and Caron and Fox [2014] in which they propose a new graph framework, based on point processes, for infinitely exchangeable and sparse networks. This approach was generalized in Veitch and Roy [2015] , referred to as the graphex framework. Other variants and extensions of this work include Borgs et al. [2016] , Herlau et al. [2016] , Palla et al. [2016] , Todeschini et al. [2016] .
In the graphex framework, a graph is defined by a homogeneous Poisson process on an augmented space R + ×R + , with the points representing nodes. The two instances of R + play the roles of the parameter space and the auxiliary space. The parameter space determines the connectivity of nodes through a function W : R 2 + → [0, 1]. Connectivity is independent of the auxiliary R + which determines the order in which the nodes are observed. Clearly, this set-up is closely tied to our sparse latent space model set-up, as both make use of a homogeneous Poisson process on the same extended space 1 .
Our approach departs from the graphex framework through how a finite subgraph is observed. To observe a finite graphex-based graph, one restricts the point process to a window R + × [0, ν]. Here, the restriction only limited to the auxiliary space, with the parameter space remaining unrestricted. This alone is not enough to lead to a finite graph, as a unit rate Poisson process on R + × [0, ν] still has an infinite number of points almost-surely. To compensate, an additional criterion for node visibility is included. A node is visible only if it has at least one edge connected to it. For some choices of W , this results in a finite number of visible nodes for a finite ν. Veitch and Roy [2015] show that the expected number of nodes n ν and edges e ν are given by
respectively. Thus, the degree of sparsity in the graph is controlled through the definition of W . Clearly, for a finite-node restriction to be defined, the two dimensional integral over W must be finite. Otherwise, the number of nodes is infinite for any ν. A sparse graphex-based latent space model cannot be implemented in the naive manner because if W is solely a function of distance between nodes, the two dimensional integral would be infinite. One modification to prevent this to modify W to have bounded support, e.g. W (x, y) = K(|x − y|)I(0 ≤ x, y ≤ C). However, it can be shown that this framework is equivalent to the graphon framework and results in dense graphs [Veitch and Roy, 2015] and thus does not define a sparse latent space model. A more general approach for establishing a type of distance-dependent latent space model is to define W such that it represents a graphex model over a non-homogeneous point process. For example, consider
This set-up corresponds to a latent space model with link probability function K(δ) = I(δ < 1) on a Poisson process with a rate function f (x) = 1/(x + 1).
1 Note that our approach is more specialized as we consider a link probability function K which depends solely on the distance between points, whereas they make no constraint. Our approach could straightforwardly extend to this set-up. However, it would take additional work to determine the edge scaling properties of such graphs This defines a sparse and projective latent space model, but it is unclear if there is a general and straightforward way to control the level of sparsity which is comparable to the growth function g(t) in our sparse latent space model.
It is important to node that defining a node as "unobserved" unless it has at least one neighbour leads to the expected degree of nodes appearing later in the graph sequence to be relatively lower than those appearing earlier in the graph sequence. In some applications, this may be inappropriate, as it leads to earlier observed nodes being more connected on average than later observed nodes.
Remarks and Ongoing Work
In this work, we have established a new framework for sparse and projective latent space models for which it is straightforward to control the level of sparsity from linear sparsity to density. This sparsity is a result of assuming the latent positions of nodes are a realization of a Poisson point process with an auxiliary dimension, and that a sequence of finite graphs is obtained by restricting the graph to a growing sequence of finite observation windows.
Though the infinite graphs generated according through this approach are not infinitely-exchangeable, these finite graphs correspond to finite exchangeable graphs drawn according to the distribution induced by the restricted rate measure. Thus, the induced distribution over graphs for a finite observation window is identical to that of the traditional exchangeable latent space model, conditioned on the number of nodes. This means many of the analysis and inference tools developed for traditional latent space models extend immediately to our model.
Going forward, we are working on proving results regarding asymptotic inference in this model. In particular, we are working on extending the work of Shalizi and Asta [2017] to prove that maximum likelihood estimation is consistent for inferring the latent positions of nodes. We are also investigating the consequences of non-rectangular observation windows to induce different distributions over the latent positions for finite graphs. It is clear that most of our work extends in a straightforward manner to these cases, with the notable exception being that only a small class of observation windows can generate linearly-sparse graphs.
