Abstract. We introduce a new constructive method for establishing lower bounds on convergence rates of periodic homogenization problems associated with divergence type elliptic operators. The construction is applied in two settings. First, we show that solutions to boundary layer problems for divergence type elliptic equations set in halfspaces and with infinitely smooth data, may converge to their corresponding boundary layer tails as slow as one wish depending on the position of the hyperplane. Second, we construct a Dirichlet problem for divergence type elliptic operators set in a bounded domain, and with all data being C ∞ -smooth, for which the boundary value homogenization holds with arbitrarily slow speed.
Introduction
The focus of the paper, as the title suggests, is on quantitative theory of periodic homogenization of divergence type elliptic operators. Lately, there has been much interest around effective estimates on convergence rates for homogenization problems associated with linear elliptic operators in divergence form, see for example [11] - [12] , [2] - [4] , [17] , [16] , [6] . A particular common feature of these papers, is that they all establish upper bounds on the speed of convergence of homogenization, in other words these papers, among other results, measure how fast the homogenization holds. However, results showing limitations of the speed of the process, i.e. estimating to which extent homogenization may decelerate, given that the homogenization takes place of course, seem to be extremely scarce in the literature. A few instances of this type of set-up around the divergence setting which we are aware of are the following. It is shown in [3] - [4] , that the Dirichlet boundary value homogenization in L p can not be faster than a certain algebraic rate depending on 1 ≤ p < ∞ and on the geometry of the domain (see [3, Theorem 1.6] and [4, Theorem 1.3] ). The next one studied in [19] is related to boundary layer problems set in halfspaces, and shows that depending on the position of the halfspace, convergence of the solution to its boundary layer tail can be slower than any algebraic rate (see [19, Theorem 1.3] ). Finally, in [8] it is proved an existence of one-dimensional examples in almost periodic homogenization with fixed boundary and source terms and oscillating coefficients, where homogenization of solutions in L 2 is not faster than a polynomial rate.
Here we will be interested in developing tools that will address how slow the convergence can actually be. We start with the discussion of the first problem considered in this paper, and will introduce part of the key ideas in that setting.
For a scalar a ∈ R and a unit vector n ∈ R d consider the following Dirichlet problem (1.1) −∇ · A(y)∇v(y) = 0, y ∈ Ω n,a := {y ∈ R d : y · n > a}, v(y) = v 0 (y), y ∈ ∂Ω n,a .
The main assumptions concerning (1.1) which will be in force throughout are:
• (Periodicity) The coefficients A and boundary data v 0 are Z d -periodic, that is for any y ∈ R d and any h ∈ Z d
A(y + h) = A(y) and v 0 (y + h) = v 0 (y),
• (Ellipticity) There exists a constant λ > 0 such that for any x ∈ R d and any y ∈ R d one has λ|x| 2 ≤ x T A(y)x ≤ λ −1 |x| 2 .
• (Regularity) All elements of A and boundary data v 0 are infinitely smooth.
We will refer to (1.1) as boundary layer problem. These type of problems emerge in the theory of periodic homogenization of Dirichlet problem for divergence type elliptic operators with periodically oscillating coefficients and boundary data. Understanding the well-posedness of problems of the form (1.1) in a suitable class of solutions, and more importantly the asymptotics of solutions far away from the boundaries are one of the key steps toward obtaining quantitative results for homogenization of the mentioned class of Dirichlet problems. For detailed discussions concerning the role of (1.1) we refer the reader to [11] , [12] and [19] . Below we will briefly review some known results concerning boundary layer problems. Interestingly, the asymptotic analysis of (1.1) depends on certain number-theoretic properties of the normal vector n.
Rational directions. We say that n ∈ R d is a rational vector, and write n ∈ RQ d , if n is a scalar multiple of a vector with all components being rational numbers. One can easily see that if n ∈ R d has length one, then n is rational iff n = ξ/|ξ| for some non-zero ξ ∈ Z d . In this case it is well-known (see e.g. [5, Lemma 4.4] ) that there exists a smooth variational solution v to (1.1), which is unique given some decay conditions on the gradient, and such that there is a constant v a,∞ for which v(y) → v a,∞ exponentially fast as y · n → ∞, where the convergence is uniform with respect to tangential directions. Although having these nice convergence properties, the drawback of rational directions is that the constant v a,∞ may actually depend on a, i.e. translating the hyperplane in the direction of n may lead to different limits at infinity.
Diophantine directions. Following [12] for a unit vector n ∈ S d−1 set P n ⊥ to be the operator of orthogonal projection on the hyperplane orthogonal to n. Fix l > 0 so that (d − 1)l > 1 and for κ > 0 define (1.2) A κ = n ∈ S d−1 : |P n ⊥ (ξ)| ≥ κ|ξ| −l for all ξ ∈ Z d \ {0} .
A vector n ∈ S d−1 is called Diophantine if it is from A κ for some κ > 0. Clearly elements of A κ are non-rational directions. Also, it is not hard to verify (see [12, Section 2] ) that
, where σ is the surface measure of the unit sphere, and C is a constant depending on l. Thus, the last inequality shows that almost all directions are Diophantine. Behaviour of (1.1) in the case when n is Diophantine has been studied only recently in [11] , where it was proved (Propositions 4 and 5 of [11] ) that there exists a smooth variational solution v to (1.1) which is unique, given some growth conditions, and such that for some constant v ∞ one has v(y) → v ∞ as y · n → ∞. Here convergence is locally uniform with respect to tangential directions, and is faster than any polynomial rate in y · n. Moreover, the effective constant v ∞ (the boundary layer tail ) depends on direction n only, and is independent of a in contrast to the rational case.
Non-rational directions in general. Here we consider directions which are irrational, i.e. from the complement of RQ d . Observe that not all irrational directions are Diophantine, therefore the previous two cases do not cover S d−1 , the set of all possible directions. In a recent work [19] , it was proved that (1.1) has a unique smooth variational solution satisfying certain growth conditions, for which one has convergence toward its boundary layer tail far away from the boundaries (see Theorem 2.1 for the precise statement). However, the result of [19] does not provide any estimates on the rate of convergence given this generality on the normals. It does however show that for irrational directions which are non-Diophantine (meaning they fail to satisfy (1.2) for any choice of parameters κ and l involved in the definition), one may have convergence slower than any power rate in y · n. More precisely, for a smooth and Z 2 -periodic function v 0 : T 2 → R consider the following boundary value problem (1.3) ∆v = 0 in Ω n and v = v 0 on ∂Ω n ,
where Ω n = {x ∈ R 2 : x · n > 0}. Clearly, this problem is of type (1.1) with the matrix of coefficients equal to 2 × 2-identity matrix. Then [19, Theorem 1.3] shows that if n / ∈ RQ 2 is arbitrary non-Diophantine direction, then for any p > 0 and any R > 0 there exists a smooth function v 0 : T 2 → R and a sequence λ k ∞ such that if v solves (1.3) with boundary data v 0 , then for each k = 1, 2, ... and all y ∈ ∂Ω n ∩ B(0, R) one has
k , where the constant v ∞ is the corresponding boundary layer tail. Let us note that the lefthand side of (1.4) converges to zero as k → ∞, since as we have just said, for irrational directions solutions converge to their boundary layer tails. The proof of (1.4) constructs v 0 with Fourier spectrum supported in a subset of Z 2 on which the normal n fails to satisfy the Diophantine condition. Then choosing coefficients having an appropriate decay, combined with the special structure of the spectrum of v 0 , immediately leads to the conclusion. We stress that this slow convergence result of [19] works for any irrational non-Diophantine direction, however, it leaves out the question whether one can go beyond algebraic rates of convergence, and perhaps more intriguing, the case of Laplace operator does not give an insight into the case of variable coefficient operators, since in the Laplacian setting one has an explicit form of solutions which essentially determines the analysis.
Throughout the paper we use the following notation and conventions.
or B(x, r) both stand for an open ball with center at x ∈ R d and radius r > 0, compact inclusion for sets.
Positive generic constants are denoted by various letters C, C 1 , c, ..., and if not specified, may vary from formula to formula. For two quantities x, y we write x y for the inequality x ≤ Cy with an absolute constant C, and x y for double inequality C 1 x ≤ y ≤ C 2 x with absolute constants C 1 , C 2 .
Throughout the text the word "smooth" unless otherwise specified, means differentiable of class C ∞ . The term "modulus of continuity" is everywhere understood in accordance with Definition 1.1. The phrase "boundary layer tail" refers to the constant determined by Theorem 2.1. Domain is an open and connected subset of Euclidean space. We also adopt the summation convention of repeated indices (Einstein summation convention).
Main results.
The first class of problems we will study in this article, is motivated by the results discussed above, and the importance of boundary layer problems in periodic homogenization of Dirichlet problem. Most notably, we will show that in the case of irrational non-Diophantine normals convergence of solutions to (1.1) towards their boundary layer tails can be arbitrarily slow. Next, in the second part of the paper, we will apply our methods developed for the analysis of (1.1) combined with some ideas from our papers [2] - [4] written in collaboration with H. Shahgholian, and P. Sjölin, to construct a Dirichlet problem for elliptic operators in divergence form set in a bounded domain, where boundary value homogenization holds with a speed slower than any given rate in advance.
We now proceed to formulations of the main results. In order to measure a speed of convergence we consider the following class of functions. Definition 1.1. We say that a function ω is a modulus of continuity if it has the following properties:
•
• ω is one-to-one, decreasing, and lim t→∞ ω(t) = 0.
We will at places abuse the notation and instead of [0, ∞) may take [c 0 , ∞) for some c 0 > 0 as a domain of definition for modulus of continuity.
For our first result we will impose a structural restriction on coefficients A. Namely we assume that
In other words we require one of the columns of A to be divergence free as a vector field. This assumption is technical and is due to our proof of Theorem 1.1. It is used to control the contribution of boundary layer correctors in the asymptotics of boundary layer tails (see, in particular, inequality (4.34)).
The following is our main result concerning the slow convergence phenomenon of boundary layers. Theorem 1.1. Let ω be any modulus of continuity and let R > 0 be fixed. Then, there exists a unit vector n / ∈ RQ d , a smooth function v 0 : T d → R, and a sequence of positive numbers {λ k } ∞ k=1 growing to infinity, such that if v solves (1.1) under condition (1.5) on the operator, and with n and v 0 as specified here, then for any k = 1, 2, ... and any y ∈ ∂Ω n,0 ∩ B(0, R) one has
where v ∞ is the corresponding boundary layer tail.
Remark 1.2. Observe that v ∞ being the boundary layer tail, implies that the left-hand side of (1.6) decays as k → ∞, and hence the lower bound is non-trivial. Next, notice that we have fixed the halfspace on the direction n ∈ S d−1 by setting a = 0 in Theorem 1.1. This does not lessen the generality, since the case of arbitrary a ∈ R can be recovered by a change of variables. However, we do not know if in general one can take the sequence {λ k } and boundary data v 0 independently of a.
Finally, let us note that the result of Theorem 1.1 shows that there is no lower bound for the speed of convergence on the set of irrational directions, in other words convergence can be in fact arbitrarily slow. This case is in strong contrast with the case of Diophantine normals, where one has convergence faster than any power rate.
Our next concern is the question of Dirichlet boundary value homogenization for divergence type elliptic operators in bounded domains. Assume we are given a coefficient
and having these properties:
there exist constants 0 < λ ≤ Λ < ∞ such that
For a function g ∈ C ∞ (T d ), and a bounded subdomain D ⊂ X with C ∞ boundary consider the following problem
where ε > 0 is a small parameter. Along with (1.7) consider the corresponding homogenized problem which reads
Let us emphasize that we do not impose any structural restrictions on A, nor we assume that A is necessarily periodic. This is in view of the fact that there is no interior homogenization taking place in (1.7). Theorem 1.3. Let A be as above defined on X and satisfy (A1)-(A2), and let ω be any modulus of continuity. Then, there exist bounded, non-empty convex domains D ⊂ X and D D with C ∞ boundaries, and a real-valued function g ∈ C ∞ (T d ) such that if u ε is the solution to (1.7) for ε > 0, and u 0 to that of (1.8), then for some sequence of positive numbers {ε k } ∞ k=1 strictly decreasing to 0, one has the following:
This result should be compared with [2] - [4] , where under certain geometric conditions on boundary of the domain (such as strict convexity, or flat pieces having Diophantine normals as considered in [4] ) it is proved that periodic homogenization of boundary value problems for elliptic operators in divergence form holds pointwise, as well as in L p norm where 1 ≤ p < ∞, with an algebraic rate in ε. However here, we see that again due to the geometry of the domain, convergence can slow down arbitrarily. Thus relying merely on the smoothness of the data involved in the problem, one can not get a meaningful quantitative theory for homogenization problems with divergence structure as above.
Preliminaries on solutions to boundary layer problems
The aim of this section is to give a precise meaning to a solution of problem (1.1). The well-posedness of (1.1) in non-rational setting was first studied by Gérard-Varet and Masmoudi [11] , and later by the same authors in [12] , and by Prange in [19] , all in connection with homogenization of Dirichlet problem. Here for the exposition we will follow mainly [12] and [19] . Let us also note that the results presented in this section hold for strictly elliptic systems, however we will only use them for scalar equations, and thus formulate the results in the setting of a single equation only.
Keeping the notation of problem (1.1), fix some matrix M ∈ O(d) such that M e d = n. Then in (1.1) make a change of variables by y = M z and transform the problem to 
This leads to the following problem
The authors of [12] then show that (2.2) has a smooth solution V in the infinite cylinder
gives a solution to (2.1). The proof of this well-posedness result is not hard, but what is rather involved is the analysis of asymptotics of V (·, t) as t → ∞. A proper understanding of this problem for V gives the behaviour of solutions to (1.1) far away from the boundary of the corresponding halfspace. In this regard, it was proved in [11] that if n is Diophantine in a sense of (1.2), then there exists a constant v ∞ depending on n and independent of a, such that |v(y) − v ∞ | ≤ C α (y · n) −α , for any α > 0 as y · n → ∞, and convergence is locally uniform with respect to tangential variables. Shortly after [11] and [12] , a refined analysis of well-posedness of problems of type (1.1) was given by Prange [19] . In particular he established the following result.
2. and a boundary layer tail v ∞ ∈ R independent of a such that
and convergence is locally uniform with respect to tangential directions.
Let us fix here that by boundary layer tail we always mean the constant to which solutions of problem (1.1) converge away from the boundary of the corresponding halfspace.
Arbitrarily slow convergence for Laplacian
The objective of the present section is to prove Theorem 1.1 for Laplacian. The reason for separating the case of Laplace operator is twofold. First, we will introduce part of the key ideas that will be used in the general case of variable coefficient operators. Second, the setting of Laplacian is essentially self-contained, and is more transparent in comparison to the general case which is based on a different approach. We prove the following result. 
where as before V (·, t) is Z d -periodic for all t ≥ 0, and the action of the operator on V is understood as (
As we have discussed in Section 2, the unique solution v of (1.3) (in a sense of Theorem 2.1) is given by
, where y = M z with y ∈ Ω n and z ∈ R d + . In this setting the solution V of (3.1) can be computed explicitly, namely we have
where c ξ (v 0 ) is the ξ-th Fourier coefficient of v 0 . In view of (3.3) it is clear the boundary layer tail equals c 0 (v 0 ). We will first establish a slow convergence result for V using which we will prove Theorem 3.1.
Observe that by (3.3) and Parseval's identity, for any t ≥ 0 we have 
.., where S is defined by (3.4).
As we can observe from (3.4) convergence properties of S depend on the quantity |N T ξ| which is the subject of the next result. (1) and with diameter less than ω 2 (|ξ (1) |)/(10|ξ (1) | 2 ). Due to the density of rational directions 1 there exists a non-zero ξ (2) ∈ Z d such that |ξ (2) | ≥ 2 and
Using the same idea, we then inductively construct a sequence
for each k = 1, 2, ... . It is clear by (3.5) that for k large enough one has |r k+1 − r k | < 10 −k , therefore the sequence {r k } is Cauchy, hence it is convergent. By n we denote its limit, which is obviously a unit vector. We claim that n / ∈ RQ d , which is due to fast convergence of the sequence 2 {r k }. Indeed, assume for contradiction that n ∈ RQ d . As |n| = 1, using the rationality assumption it is easy to see that there exists a non-zero ξ 0 ∈ Z d such that n = ξ 0 /|ξ 0 |. By monotonicity of |ξ (k) | and ω, along with (3.5) we get
By rationality of n we have n · e 1 = p 0 |ξ 0 | with p 0 ∈ Z, and for r k we have
with some p k ∈ Z. Hence, from the last inequality we get
Since the left-hand side is an integer and is less than 1 by absolute value for k large enough, it must be 0. From here we conclude that the sequence |r k · e 1 | is eventually constant. By our notation this implies
where p k is an integer, representing the first coordinate of ξ (k) and k 0 is a large integer. Now, if we have equality in the last expression with minus sign, we get
which implies that p k = 0, and hence p k+1 is 0 as well by (3.6). We thus see that (3.6) in either case of the signs, forces equality within the first components of r k and r k+1 . But in this case the same argument with e 1 replaced by the remaining vectors of the standard basis of R d , would lead to equality for all corresponding components of r k and r k+1 . The latter contradicts the fact that r k = r k+1 which we have from (3.5). Hence the proof that n is not a rational direction is complete. We now set Λ = {ξ (k) : k = 1, 2, ...} and proceed to the proof of the claimed estimate of the lemma. By orthogonality of M for any ξ ∈ Λ we have
which, combined with Cauchy-Schwarz, implies
Hence by (3.5) we have
We thus get
From here, getting back to (3.7) we obtain
completing the proof of the lemma.
The following remarks will be used later on.
Remark 3.4. One may easily observe from the proof and the density of rational directions, that given any τ > 1 it is possible to construct Λ such that for any ξ, η ∈ Λ if |ξ| < |η| then τ |ξ| < |η|.
Remark 3.5. The set of normal directions satisfying Lemma 3.3 is dense on S d−1 , however it necessarily has measure 0 if ω decreases faster than any polynomial rate. Density follows from the proof of the lemma, as there one may start the construction in the neighbourhood of any rational direction on S d−1 instead of e 1 . The measure zero claim is due to the fact that the set of Diophantine directions, in a sense of (1.2), has full measure on S d−1 , and if ω decreases sufficiently fast, then any Diophantine direction fails to satisfy Lemma 3.3.
We now give a proof of Proposition 3.2 based on the previous lemma.
Proof of Proposition 3.2. Define ω 1 (t) : [1, ∞) → R + as follows
Here ω −1 stands for the inverse function of ω, which exists since ω is one-to-one. Moreover, without loss of generality we will assume that ω 1 is well-defined for t ≥ 1, since otherwise we will just replace the lower bound of t by a sufficiently large number. It is easy to see from the definition of ω 1 (t) that it is continuous, decreases to 0 as t → ∞ and is one-toone. We now apply Lemma 3.3 for this choice of ω 1 as a modulus of continuity, and let n be the normal, and Λ be the index set given by Lemma 3.3. We define v 0 ∈ C ∞ (T d ) as follows. First arrange elements of Λ in increasing order of their norms, i.e. we let
for all k ∈ N due to the construction of Lemma 3.3. For ξ ∈ Z d we let c ξ be the ξ-th Fourier coefficient of v 0 . Next, if ξ ∈ Λ is the k-th element of Λ according to the mentioned arrangement, set c ±ξ
The sequence of coefficients constructed in this way defines a smooth function v 0 , since the Fourier coefficients of v 0 decay faster than any polynomial rate. Furthermore, as c −ξ = c ξ ∈ R, v 0 is a real-valued function.
By (3.4) we get
For each k ∈ N, choose t k from the condition that
By construction we have
, while for this one it is sufficient to prove
We now use (3.8) and the definition of ω 1 , by which (3.9) is equivalent to
But the last expression is equivalent to
which holds true, since |ξ (k) | ≥ k and ω −1 is decreasing. The proof of the proposition is complete.
Remark 3.6. It is clear from the proof of Proposition 3.2 that given any δ > 0 in advance, we may drop some finite number of initial terms from Λ ⊂ Z d , the Fourier spectrum of v 0 , ensuring that |N T ξ| ≤ δ for all ξ ∈ Λ.
Remark 3.7. By the same way as in Remark 3.5 we may argue that the set of normals with the property as discussed in Proposition 3.2, is dense on the unit sphere, however with measure zero if ω has a sufficiently slow decay at infinity. It is also clear that any prescribed lower bound on the sequence |N T ξ| for non-zero ξ ∈ Z d by a given function of |ξ| would transform to a certain upper bound on the speed of convergence of V to its tail.
Proof of Theorem 3.1. Let a unit vector n / ∈ RQ d , a Z d -periodic function v 0 and a sequence of positive numbers {t k } ∞ k=1 be obtained by applying Proposition 3.2 for the modulus of continuity ω given in Theorem 3.1. Also let V be defined by (3.3) for this choice of v 0 . As we have seen in (3.2) the unique solution v to problem (1.3) is given by
. By orthogonality of M we have
Thus if we let y = y +(y ·n)n, with y ∈ ∂Ω n , then N z = y for the tangential component. We now need to derive some bounds on the new tangential variable z . Observe that N has rank d − 1, hence d − 1 of its rows are linearly independent. Set N to be a (d − 1) × (d − 1) matrix formed by these d − 1 rows of N . From the overdetermined linear system N z = y we have N z = y , where y ∈ R d−1 is the corresponding part of y . Using the assumption that |y | ≤ R, we get the following bound
is the Fourier spectrum of v 0 , by Remark 3.6 we may assume that |N T ξ| ≤ 1/(8c N R), for any ξ ∈ Λ, from which and (3.10) one gets
The last expression shows that cos(2πξ · N z ) ≥ √ 2/2 for all ξ ∈ Λ and any z satisfying (3.10). By construction of Proposition 3.2, Λ is symmetric with respect to the origin, also c ξ (v 0 ) = c −ξ (v 0 ) for any ξ ∈ Λ, and all non-zero coefficients of V are positive and do not exceed 1. Hence for any y ∈ ∂Ω n ∩ B(0, R) we get
where S is defined by (3.4). Finally, recall that y · n = z d , and hence in the last inequality restricting z d to the sequence {t k } ∞ k=1 , and using the estimate of Proposition 3.2 we complete the proof of Theorem 3.1.
It follows from the proof of Theorem 3.1 that we may have local uniformity for slow convergence with respect to tangential directions, meaning that the sequence on which the convergence is slow, once chosen for the modulus of continuity ω, can be used for any R > 0. The only difference is that in this case one should start at a very large index (depending on R) in the sequence.
Variable coefficients
In this section we prove Theorem 1.1 for coefficient matrix A satisfying (1.5). Recall, that the previous section established the slow convergence phenomenon for Laplace operator. The main (and big) point that makes Laplacian special in the analysis is that one may write the solution to reduced problems (3.1) explicitly. However, for variable coefficient case one does not possess explicit forms for the solutions, which necessitates a rather different approach.
We start with some preliminary set-up. For coefficient matrix A by A * denote the coefficient matrix of the adjoint operator, i.e. A * ,αβ = A βα . For 1 ≤ γ ≤ d we let χ * ,γ be the smooth solution to the following cell-problem
n we denote the solution, in a sense of Theorem 2.1, to the boundary layer problem
Finally we recall the notion of the Green's kernel. For a coefficient matrix A and a halfspace Ω ⊂ R d , the Green's kernel G = G(y, y) corresponding to the operator −∇ · A(y)∇ in domain Ω is a function satisfying the following elliptic equation
for any y ∈ Ω, where δ is the Dirac distribution. To have a quick reference to this situation, we will say that G is the Green's kernel for the pair (A, Ω From here we see that Green's kernel has zero boundary values with respect to both variables. For a unit vector n / ∈ RQ d and a smooth function v 0 let v be the solution to (1.1) in a sense of Theorem 2.1. Set λ := y · n for y ∈ Ω n , and let M ∈ O(d) satisfy M e d = n. Then for any 0 < κ < 1/(2d) we have
where G n is the Green's kernel for the pair (A 0 , Ω n ), and A 0 denotes the matrix of coefficients of the homogenized operator corresponding to −∇ y · A(y)∇ y . Also ∂ 2,α denotes differentiation with respect to the α-th coordinate of the second variable of G n , and the error term O(λ −κ ) is locally uniform in tangential variable y := y − (y · n)n, and is independent of the matrix M . The asymptotic formula (4.5) is proved by Prange in [19, Section 6] for systems of equations. Here, since we are working with scalar equations, we have a slightly simpler form of it. We are going to switch from the differentiation in y to z-variable. Since y = M z and M is orthogonal, it is easy to see that
, hence taking into account the relation (4.6) and the fact that M has n as its last column, we obtain
Since the Green's kernel has zero boundary data, using (4.6) we have that if ∂Ω n y = M z,
where G 0,n is the Green's kernel for the pair (
Observe that G 0,n depends on the matrix M , however for the sake of notation we suppress this dependence in the formulation. For now, dependence of G 0,n on M plays no role, but later on we will need to make a specific choice of orthogonal matrices M . Applying these observations in (4.5) and grouping similar terms we obtain
The next lemma concerns a particular class of integrals of type (4.8).
This lemma is proved in [1] for functions admitting a certain type of expansion into series of exponentials. To obtain the current version, one can take the matrix T in Lemma 2.3 of [1] to be the identity.
In the next statement we collect the necessary information concerning the Green's kernel involved in (4.8).
Proof. Recall that G n is the Green's kernel for the pair (A 0 , Ω n ). The following bound is proved in [12, Lemma 2.5]
where the constant C is independent of n. It is easy to observe (see e.g.
From here and (4.9), along with the orthogonality of M one has
+ , with constant C as in (4.9); in particular C is independent of n and M . Since G 0,n has zero data on ∂R d
+ , from (4.10) one easily infers that
as well as part (ii). For the second statement of (i)
The last expression, combined with the fact that
, along with the ellipticity of A 0 completes the proof of the second claim of (i).
Finally, for (iii) observe that since G 
where C is independent of the unit vector n and the orthogonal matrix M . The proof of the lemma is complete.
We now turn to the discussion of the core of averaging process of (4.8). Our next result is one of the key lemmas of the current paper.
Lemma 4.3. Let Ξ be any non-empty set of indices and assume we are given a family of functions F = {F i } i∈Ξ with the following properties:
Let also ω be any modulus of continuity and S 0 ⊂ S d−1 be any open subset of the sphere. Then, there exists an irrational vector n ∈ S 0 , an unbounded, and strictly increasing sequence of positive numbers {λ k } ∞ k=1 such that for any F ∈ F there is a function v 0 ∈ C ∞ (T d ) satisfying (4.11)
Assume in addition to (a) and (b) that F also satisfies
then the function v 0 too can be chosen independently of F . Remark 4.4. Let us remark that the left-hand side of (4.11) decays as k → ∞ in view of Lemma 4.1, therefore the lower bound of the current lemma is non-trivial. The Lemma shows that under conditions (a) and (b) only, the direction, and the sequence along which convergence is slow can be chosen uniformly for the entire family F. Moreover, as will be seen from the proof of Lemma 4.3, for any F and G from F their corresponding functions v 0 (F ) and v 0 (G) have equal up to the sign Fourier coefficients.
Proof of Lemma 4.3. For the sake of clarity we divide the proof into few steps.
Step 1. Construction of n and {λ k } ∞ k=1 . We start by determining a suitable modulus of continuity for which we will apply Lemma 3.3 to get the normal n.
For F ∈ F let I F be the absolute value of the integral of F over R d−1 , and set τ 0 := inf 
F ∈ F. Since τ 0 > 0 from (4.12) and condition (b) we have (4.13) 0 < ε 0 := inf
We now fix some small constant δ 0 > 0 such that (4.14) | cos(t) − 1| ≤ ε 0 /4 for any t ∈ R with |t| ≤ δ 0 .
where N is the matrix formed from the first (d − 1)-columns of M . Observe that for any ξ ∈ Z d and any x ∈ R d−1 one has ξ · M (x, 0) = x T N T ξ. Therefore if for some λ > 0 we have 2πλA 0 |N T ξ| ≤ δ 0 then (4.12) and (4.14) imply
where ω −1 stands for the inverse function of ω. Obviously ω 1 is one-to-one, continuous, and decreases to 0 as t → ∞. It is also clear that ω 1 is well-defined for large enough t, thus without loss of generality we will assume that ω 1 is defined for all t ≥ 1. Applying Lemma 3.3 for ω 1 as a modulus of continuity we obtain Λ ⊂ Z d , and a unit vector n / ∈ RQ d such that if M ∈ O(d) is any matrix satisfying M e d = n, then
where, as is customary, d × (d − 1) matrix N is formed from the first (d − 1)-columns of M . Following Remark 3.5 we may assume that n ∈ S 0 . We arrange elements of Λ in increasing order of their norms, thus Λ = {ξ (k) : k = 1, 2, ...}, where by construction we have k ≤ |ξ (k) | < |ξ (k+1) | for any k ≥ 1. Moreover, according to Remark 3.4 we may also assume that for any k ∈ N we have
where 0 < < 1 is a fixed parameter satisfying
Note that the supremum here is finite by (b) and is non-zero by (a). Set (4.18)
It is clear that λ k is unbounded and is strictly increasing. Observe that n, and the sequence {λ k } are uniform for the entire family F.
Step 2. Construction of v 0 for fixed F ∈ F. We proceed to construction of the function v 0 ∈ C ∞ (T d ) for the given F ∈ F, for which it is enough to construct the sequence of Fourier coefficients of v 0 , which we will denote by {c
contains the part of sum where m < k and Σ 2 (λ) respectively sums over the range m > k. In view of the construction the sums Σ i (λ), i = 1, 2 are real-valued for any λ. By the definition of λ k , the fact that |ξ (k) | ≥ k and that ω is decreasing we easily see that 2πλ k A 0 |N T ξ (k) | ≤ δ 0 for any k, hence applying (4.15) we obtain
On the other hand, by (4.16) and (4.17) we easily get
for any λ ≥ 1. We now estimate the contribution of the range m < k. The triangle inequality implies
hence at least one of the terms in left-hand side of the last inequality is not less than half of the right-hand side. Taking this into account, we choose the sign ε k in order to get the largest term from the left-hand side of the above inequality. This choice of ε k , combined with estimates (4.20) and (4.21) , and the definition of λ k given by (4.18) yields
for any k = 1, 2, ... . The estimate (4.11) of the lemma obviously follows from the last inequality and (4.19).
Step 3. Uniform choice of v 0 . Lastly, we turn to the proof of possibility of a uniform choice of v 0 under additional condition (c). There is no loss of generality to assume that (4.23) tω(t) → ∞ as t → ∞, since otherwise we would simply replace ω by a new modulus of continuity ω, where ω(t) ≥ ω(t) for all t ≥ 1 and ω satisfies (4.23), by that getting even a slower convergence. Thus we will take (4.23) for granted. For fixed F ∈ F, ξ ∈ Z d \ {0}, and λ > 0 set (4.24) I(λ; ξ) :=
Let 1 ≤ k ≤ d − 1 be such that the k-th component of the vector N T ξ is the largest by absolute value. This choice implies |(
, where e k is the k-th vector of the standard basis of R d−1 . Integrating by parts in I(λ; ξ) in the direction of e k we see that
where the supremum is finite due to the assumption (c).
Also, since λ k is increasing and unbounded by construction, from (4.23) we get
We now choose an increasing sequence of integers (i k ) ∞ k=1 where i 1 = 1 and if for k > 1, i k−1 is chosen, we use (4.26) and take i k > i k−1 so large in order to get
Clearly the choice of the sequence (i k ) is independent of a particular F since constants in (4.27) are uniform for the entire family F. We define v 0 through its Fourier coefficients as
We have that v 0 is uniform for all F ∈ F. Observe also, that v 0 is simply the function from Step 2 with the difference that its Fourier spectrum is now supported on the frequencies {±ξ (i k ) } ∞ k=1 and all non-zero Fourier coefficients are positive.
We now complete the proof by showing that n, {λ i k } ∞ k=1 and v 0 defined above satisfy the Proposition. Plugging v 0 into (4.19), for each integer k ≥ 1 we get (4.28)
where I i k , Σ 1 and Σ 2 are defined as in (4.19) . We have
with I defined from (4.24). From this we obtain
For the subsequence {ξ (i k ) } ∞ k=1 of Λ the analogue of estimate (4.21) becomes
where as before, we have used (4.16) and (4.17). Finally, the lower bound on (4.28) of the Lemma follows by replacing k with i k in (4.20) and applying estimates (4.29) and (4.30) to (4.28). The proof is now complete.
Looking ahead let us remark here, that the importance of uniformity of the choices in Lemma 4.3 will prove crucial in the applications. We now include a small modification of the previous lemma to allow compactly supported functions, as well as shift of the origin in the function v 0 . This situation emerges in applications of Lemma 4.3 to integrals arising from Poisson kernels corresponding to bounded domains. (c') each F ∈ F is supported in some closed ball B F ⊂ R d−1 , where the set of radii of the balls B F is bounded away from zero and infinity, (d) F ∈ C 1 (B F ) for any F ∈ F, and sup
Then there exist an irrational vector n ∈ S 0 , and an unbounded, strictly increasing sequence of positive numbers {λ k } ∞ k=1 such that for any X 0 ∈ R d there exists a real-valued function v 0 ∈ C ∞ (T d ) for which the estimate (4.31)
holds for any F ∈ F and each integer k ≥ 1, whenever M ∈ O(d) and M e d = n.
Proof. For notational convenience we extend all functions F ∈ F to R d−1 as zero outside their supports. Observe that here the finiteness of the supremum of part (b) of Lemma 4.3 is automatically fulfilled.
We will start with the case X 0 = 0. First carry out the proof of Lemma 4.3 up to the definition (4.24). Since now functions from F have compact support, the bound in (4.25) can not be obtained directly from integration by parts due to boundary terms appearing in the integration. To overcome this technicality we introduce smooth cut-offs. Let F ∈ F be fixed, and let the closed ball B = B(x 0 , r) be the support of F . Then by (c') we know that r ≥ c 0 > 0 for some absolute constant c 0 . For any λ > 1/c 0 we have B(x 0 , r − λ −1 ) ⊂ B(x 0 , r) and we let ϕ λ : R d−1 → [0, 1] be a smooth function such that ϕ λ = 1 on B(x 0 , r − λ), ϕ λ = 0 on R d \ B(x 0 , r), and |∇ϕ λ (x)| ≤ c 1 λ for any x ∈ R d−1 , where c 1 is some absolute constant.
Denoting by I B the characteristic function of the ball B(x 0 , r), we decompose (4.24) into
Observe that in I 2 (λ; ξ) we have integration over B(x 0 , r) \ B(x 0 , r − λ −1 ), hence by (e) (4.32)
For I 1 (λ; ξ) we proceed as in (4.25), however here we will have an additional term coming from partial integration, namely the one involving F ∂ k ϕ λ . But observe that all derivatives of ϕ λ are supported on B(x 0 , r) \ B(x 0 , r − λ −1 ), and hence using the estimate on the gradient of ϕ λ , along with condition (e) we get
where constants are uniform in F and λ. The last bound combined with (4.32) enables us to obtain the estimate in (4.25) with possibly different absolute constants. Then, the proof of the current lemma for X 0 = 0 follows from exactly the same argument in Lemma 4.3 starting from (4.25) up to the end. We now consider the case of any X 0 ∈ R d . Let n be the normal, {λ k } be the sequence, and v 0 be the function for which (4.31) holds with X 0 = 0. By constructions of Lemma 4.3 (Step 3 in particular) and for the case of X 0 = 0 there is a strictly increasing sequence of integers {i m } ∞ m=1 and a set Λ = {ξ
We now slightly adjust the coefficients of v 0 to handle the effect of the shift. Namely, consider the function
By definition, the Fourier coefficient c ξ (v 0 ) is the complex conjugate of c −ξ (v 0 ) for any ξ ∈ Z d , hence v 0 is real-valued. It is also clear that v 0 ∈ C ∞ (T d ) and c 0 (v 0 ) = 0. Following (4.19) and plugging v 0 into (4.31) for each integer k ≥ 1 we get
where Σ 1 and Σ 2 are defined in analogy with (4.19) . Observe that the integral on the right-hand side of the above equality is the same as for X 0 = 0, and the sums in Σ 1 and Σ 2 can be estimated exactly as in the case X 0 = 0. Indeed, the only difference is that coefficients in the sums are multiplied by complex numbers having length 1 (namely the exponents involving X 0 ). This fact will have no effect when taking absolute values of the terms in the sums, which is precisely what we do to bound Σ 1 and Σ 2 . Since the analysis is reduced to the case X 0 = 0, the proof of the lemma is now complete.
Proof of Theorem 1.1. We will assume that
This assumption results in no loss of generality, for a similar argument as in (4.23). The reason for (4.33) is to have slower speed of decay than the error term involved in (4.8) for a parameter κ = 1/(4d). Let 1 ≤ γ ≤ d be fixed from (1.5). From (4.1) and (1.5) we get χ * ,γ = 0. The latter combined with (4.2) implies that for the corresponding boundary layer corrector we have v * ,γ n = 0 for any n ∈ S d−1 . For 1 ≤ α ≤ d and n ∈ S d−1 , v * ,α n solves a uniformly elliptic PDE in Ω n with periodic and smooth coefficients, and with boundary data χ * ,α , hence standard elliptic regularity implies that there is a constant C 0 independent of n, such that |∇ y v * ,α n (y)| ≤ C 0 for any y ∈ ∂Ω n and each 1 ≤ α ≤ d. From this, and the fact that v * ,γ n = 0 it follows that there exists an open subset of the sphere S γ ⊂ S d−1 , such that for any n ∈ S γ and any M ∈ O(d) with M e d = n, one has
for all z ∈ R d−1 and any λ > 0. Indeed, we simply choose S γ so that each n ∈ S γ has its γ-th component sufficiently close to 1. Recall that solutions to boundary layer problems are constructed via the reduced boundary layer systems of form (2.2), hence we have
n solves the corresponding problem (2.2), and as is usual M n = [N n |n]. In particular we have that V α n (·, t) is Z d -periodic for any t ≥ 0, and is smooth with respect to all its variables. Here one should take into account the subtlety, that V α n , and hence also v * ,α n , implicitly depend on the matrix M n , but as the choice of M n is now fixed, we may ignore this dependence.
For n ∈ S d−1 consider the function
where V α n is fixed from (4.35). Clearly, Ψ n ∈ C ∞ (T d ). From (4.6) we see that ∂ z d = n · ∇ y which gives the relation between normal derivatives. Now, if y ∈ ∂Ω n , we get
n (y). From here, the definition of Ψ n and (4.34), let us show that for any irrational n ∈ S γ one has (4.37)
The small nuance, that (4.37) needs the normal to be irrational as compared with (4.34) lies in the fact that (4.34) holds on the boundary of Ω n , while here we need the entire space R d . To see (4.37), observe that for y = N z with z ∈ R d−1 the lower bound we need is due to (4.34) and (4.36). Now, if the normal n is irrational, then {N z : z ∈ R d−1 } is everywhere dense in T d , which is the unit cell of periodicity of Ψ n , hence the continuity of Ψ n completes the proof of (4.37). We now apply Lemma 4.3 for the family F and modulus of continuity 2ω, and let ν ∈ S γ be the unit irrational vector and {λ k } ∞ k=1 be the increasing sequence given by Lemma 4.3.
Thus for ν we have (4.37). Next, for a function F ν (x) let v 0 ∈ C ∞ (T d ) be the function given by Lemma 4.3 for which (4.38)
where c 0 ( v 0 ) is the 0-th Fourier coefficient and k = 1, 2, ... . Ellipticity of A implies that ν T A(y)ν ≥ c 0 |ν| 2 = c 0 for any y ∈ R d , with absolute constant c 0 > 0, hence taking into account (4.37) we define
Finally, we claim that ν, {λ k } ∞ k=1 , and v 0 defined by (4.39) satisfy the Theorem. Indeed by (4.8) the solution to boundary layer problem with these parameters has the form
where the parameter κ in (4.8) is set to 1/(4d). The last expression combined with (4.38) and (4.33) completes the proof of the Theorem.
Application to boundary value homogenization
This section is devoted to the proof of Theorem 1.3, but before delving into details, we sketch the main idea behind the proof. By [2] - [4] we know that the boundary value homogenization of type considered in (1.7) is determined by geometric properties of the boundary of the reference domain, such as non-vanishing Gaussian curvature [2] - [3] , or flat pieces with Diophantine normals [4] . Under these conditions one is able to deduce effective upper bounds on convergence rates for the homogenization, where the rate will be uniform with respect to the boundary data. With these in mind, a suitable candidate of domain D for Theorem 1.3 is a C ∞ domain such that part of its boundary has nonvanishing Gaussian curvature, while the rest is a piece of a hyperplane. Then relying on integral representation of solutions to (1.7) via Poisson kernel, one splits the integral into two parts, namely over curved and flat boundaries. The next step is to show that the contribution of the curved part has a prescribed rate of decay determined only by the embedding of ∂D into R d , and hence is invariant under rotations of the domain. This step can be fulfilled by adapting the methods of [2] - [3] . For the integral over the flat part one shows, using Lemma 4.5, that after a suitable rotation of the domain and an appropriate choice of the boundary data it can be made comparatively large. In this section we rigorously implement this idea.
Preliminary results.
We present some technical results which will be used for the proof of Theorem 1.3 below.
Assume we have a bounded domain D ⊂ R d (d ≥ 2) with smooth boundary, and a divergence form operator L := −∇ · A(x)∇ where coefficient matrix A is defined in D, and is strictly elliptic, and smooth. Note, that we do not impose any structural condition nor any periodicity assumption on A. Next, we let P (x, y) : D × ∂D → R be the Poisson kernel for the operator L in the domain D. Then by Lemma 5.6 we have
where the constant C P = C P (A, D, d ). With this notation we have Proof. As a trivial observation, before we start the proof, notice that if Π is the entire boundary of D, then the integral in question is identically 1. The general case, however, requires some care. The proof is motivated by [3, Lemma 3.1]. We will use integral representation of solutions, to get a more precise version of the maximum principle. Fix a sequence of smooth functions {g n } ∞ n=1 , where g n : R d → [0, 1] such that g n = 1 on Π, and for any domain Π ⊂ R d which compactly contains Π, the sequence {g n } uniformly converges to 0 outside Π as n → ∞. We let u n be the solution to Dirichlet problem for L in domain D having boundary data g n ∂D . Fix some ξ ∈ Π. Since Π is open in ∂D there exists δ 0 > 0 such that
We get
where we have used (5.2) and the fact that g n = 1 on Π to pass from the second row of (5.3) to the first expression of the last row. We now choose x ∈ D such that |x − ξ| < δ 0 /2. The triangle inequality implies |x − y| ≥ δ 0 /2 for all y ∈ ∂D satisfying |y − ξ| > δ 0 . Hence, the last integral in (5.3) can be estimated as follows
with some positive C 0 = C 0 (d) uniform in x and δ 0 , and we have invoked integration in spherical coordinates to estimate the surface integral. Without loss of generality we assume that constants C 0 , C P ≥ 1. We now fix x 0 ∈ D such that
This is always possible, provided δ 0 > 0 is small enough. Denote D := D 0 ∪ {x 0 }. From (5.4) and (5.3) we obtain |u n (x 0 ) − g n (ξ)| ≤ 1/2, hence the triangle inequality implies
From (5.6) one has sup D u n ≥ 1/2 for any n ∈ N. From the maximum principle we infer that all u n are everywhere non-negative in D, thus applying Moser's version of Harnack's inequality (see e.g. [14, Theorem 8 .20]) we get
where the constant
. We have the representation
Using the construction of g n we pass to the limit in the last integral, getting by (5.7) that
The proof is complete.
We will also need a version of the last lemma for a family of Poisson kernels corresponding to a rotated images of a given domain. To fix the ideas, recall that the coefficient matrix of (1.7) is defined on some fixed domain X. Let D X be a bounded domain with C ∞ boundary. For a matrix M ∈ O(d) define an orthogonal transformation M : 
where Π M = M(Π) and P M is the Poisson kernel for the pair (A, D M ).
Proof. For each fixed M ∈ O the infimum is positive in view of Lemma 5.1, and we will simply follow the dependence of constants in the proof of Lemma 5.1 on the rotation introduced by M . First of all by Lemma 5.6 we have that the constant in (5.1) is independent of M therefore (5.5) is uniform with respect to M . Concerning the use of Harnack inequality in (5.7) referring to [14, Theorem 8.20] we know that constants for a ball of radius R > 0 depend on dimension of the space, ellipticity bounds of the operator, and the radius R. Here we have the same operator for all domains D M . Finally, the uniform distance of B 0 from the boundary of D M for each M ∈ O, along with standard covering argument extending the Harnack inequality from balls to arbitrary sets, shows that the constant C 1 of (5.7) can be chosen independently of M . As the choice of all constants in the proof of Lemma 5.1 can be made uniform with respect to M ∈ O, the proof is complete.
The next lemma is used in the localization argument of Proposition 5.14 below.
Lemma 5.3. For r 0 > 0 let ψ ∈ C 3 (B r 0 (0)) and assume that ψ(0) = |∇ψ(0)| = 0 and
(ii) if δ αβ is the Kronecker symbol, then for any 1 ≤ α, β ≤ d one has , c 1 a 1 ) ).
Proof. We start with part (i). For any x, y ∈ B r 0 (0) by Mean-Value Theorem we have
which demonstrates the upper bound of (i). To obtain a lower bound, for 1 ≤ α ≤ d
From here for any x, y ∈ B c 1 a 1 (0) Mean-Value Theorem yields
where τ α lies on the segment [x, y] and c d is a constant depending on dimension. We next
|x β − y β |, and invoking (5.9) we get
Combining (5.8) and (5.10) for any x, y ∈ B c 1 a 1 (0) we obtain (5.11)
This completes the proof of part (i).
Since ∂ 2 αβ ψ for each 1 ≤ α, β ≤ d has linear modulus of continuity, the claim of (ii) follows easily by Mean-Value Theorem with c 1 sufficiently small. We now proceed to (iii). By (5.11) the mapping ∇ψ is invertible in a neighbourhood of the origin, and (iii) is simply an effective version of Inverse Mapping Theorem. The desired bound follows from the estimate ||(Hessψ(0)) −1 || a The proof of the lemma is complete.
5.2.
A prototypic domain. We introduce a class of domains, call them prototypes, which will be used in the proof of Theorem 1.3. Let P be a convex polytope, i.e. a convex bounded domain, which is an intersection of a finite number of halfspaces. We assume that P ⊂ {x ∈ R d : x d ≤ 0} and that 0 ∈ R d is an inner point of ∂P ∩ {x d = 0}. We fix some Π 0 ∂P ∩ {x d = 0}, a (d − 1)-dimensional closed ball centred at 0. Now let D 0 ⊂ P be a bounded domain having the following properties:
Observe that the function ψ(x) = a1x
d manifests that order of the radius of the ball in (iii) is generally the best possible. Also, since ψ ∈ C 3 , here one may have a direct treatment for (iii) by a well-known approach to Inverse Function Theorem. Indeed, set F (x) = ∇ψ(x), |x| ≤ c1a1 and let y ∈ R d be fixed. We need to determine the range of y where the equation F (x) = y has a solution in x from B(0, c1a1). For this, one may utilize the celebrated method of Newton for finding roots of equations by studying the mapping G(x) = x − (∇F (0)) −1 (F (x) − y), where the Jacobian of F is the Hessian of ψ. Clearly F (x) = y iff G(x) = x, i.e. it is enough to figure out when G is a contraction. The latter can be resolved easily relying on the C 3 -smoothness of ψ, and determining the range of y when G maps the closed ball B(0, c0a1) into itself and has differential of norm less than 1. The details are easy to recover and we omit them.
(P3) if x ∈ ∂D 0 with x d = 0, the Gaussian curvature of ∂D 0 at x is strictly positive, (P4) we fix some ball B 0 lying compactly inside D 0 .
Typically we will embed the whole construction inside a given large domain X. Existence of D 0 satisfying (P1)-(P4) follows directly, as a special case, from an elegant construction due to M. Ghomi in connection with smoothing of convex polytopes, see [13, Theorem 1.1] . The following picture gives a schematic view of the construction. Here X is some fixed domain containing 0 ∈ R d in its interior. Then P is any convex polygon sitting inside X ∩ {x ∈ R d : x d ≤ 0}, with non-empty interior, and with part of its flat boundary lying on the hyperplane {x d = 0}. We next take a closed flat ball Π0, the dashed part on the boundary of P, and invoke [13, Theorem 1.1]. Finally, a ball B0 is fixed compactly inside D0.
The following notation will be in force throughout the section. Set Γ 0 := ∂D 0 and for δ > 0 denote Γ δ = {x ∈ Γ 0 : dist(x, Π 0 ) ≥ δ}, where Π 0 is the (d − 1)-dimensional ball fixed from (P2) above. Define (5.12) κ(δ) = min
where κ α (x) is the α-th principal curvature of Γ 0 at x, and the minimum over Γ δ exists in view of the smoothness of Γ 0 and compactness of Γ δ . In the sequel we assume δ > 0 is small enough so that Γ δ = ∅. Due to property (P3) we have (5.14)
with a positive constant C depending only on dimension d and embedding of Γ 0 in R d .
Remark 5.5. One may claim a decay of the integral in (5.14) relying on [18] for example, however without any explicit bounds we have in the current formulation and which we need for applications. The proof of this proposition is based on adaptation of methods from [2] - [3] both of which work with strictly convex domains, showing that integrals similar to (5.14) and involving singular kernel (namely, Poisson's kernel) decay with some prescribed algebraic rate as λ → ∞. The difference of the current case from [2] - [3] is that on one hand here we do not have a singularity introduced by an integration kernel, which gives an extra freedom to the entire analysis. On the other hand the strict convexity of the hypersurface deteriorates, and we have integration over a hypersurface with boundary; both of these factors introduce some technical difficulties which entail somewhat refined analysis at certain points.
Proof of Proposition 5.4. The proof is partitioned into few steps.
Step 1. Localization. We localize the integral of (5.14) in a neighbourhood of each point z ∈ Γ 0 of positive curvature. Fix δ > 0 small. The hypersurface Γ 0 is locally a graph of a smooth function, thus there exists r > 0 small such that for any z ∈ Γ 2δ there is an orthogonal transformation R :
where x = (x 1 , ..., x d−1 ), ψ is smooth on {x ∈ R d−1 : |x | ≤ 2r}, ψ(0) = |∇ψ(0)| = 0 and for the Hessian of ψ we have
Here a α is the α-th principal curvature of Γ 0 at z, and the lower bound of (5.17) is due to (5.12), while the universal upper bound, as well as the bound |Hessψ(x )| ≤ C 0 , for any |x | ≤ 2r, are both due to the smoothness of Γ 0 . Also, r is independent of z and δ, and depends on the embedding of hypersurface Γ 0 in R d .
By Lemma 5.3 there exist constants K 1 < K 2 and c 0 < c 1 controlled by dimension d and C 3 -norm of ψ, and independent of the principal curvatures of Γ 0 , such that (a) K 1 a 1 |x | ≤ |∇ψ(x )| ≤ K 2 |x | for all |x | ≤ c 1 a 1 , (b) for any 1 ≤ α, β ≤ d − 1 setting δ αβ to be the Kronecker symbol, we get
(c) |y | < c 0 a 2 1 implies that there exists a unique |x | < c 1 a 1 so that ∇ψ(x ) = y . Denote
and consider a family of balls B = {B(z,
Clearly B covers Γ 2δ , hence by Vitali covering lemma there exists a finite collection of disjoint balls
δ . From this, (5.18) and (5.17) it easily follows that
with an absolute constant C. For 1 ≤ j ≤ M δ set B j := B(z j , L δ ), we now define a smooth partition of unity subordinate to these balls. Fix a smooth function Ψ :
ϕ δ,j = 1 on Γ 2δ , and
where the constant C is independent of j and δ. Now for 1 ≤ j ≤ M δ define (5.22)
Step 2. Reduction to oscillatory integrals. In (5.22) make a change of variables by setting y = R −1 z + z j , where the orthogonal transformation R is fixed as in (5.15). We next observe that the integral in (5.22) is over B(z j , L δ ) ∩ Γ 0 , and Γ 0 is a graph in the L δ -neighbourhood of z j . With these in mind we make the change of variable in I j and then pass to volume integration obtaining by so (5.23)
For t ∈ R set exp(t) := e 2πit . Next, for ξ ∈ Z d let c ξ (g) be the ξ-th Fourier coefficient of g. According to the assumption of the proposition we have c 0 (g) = 0. Using the smoothness of g and expanding it into Fourier series we get
where we have also used the orthogonality of M and R. For ξ ∈ Z d set RM T ξ := η := |η|(n , n d ) with (n , n d ) ∈ S d−1 . By orthogonality of M and R we have |η| = |ξ|. Next, define
and
From the definition of the cut-off ϕ δ,j we have
δ , uniformly for all 1 ≤ j ≤ M δ with an absolute constant C . With these notation, from (5.23) and (5.24) we get (5.26)
where (5.27)
Step 3. Decay of I j . We analyse the decay of each I j,ξ in two distinct cases.
From this, definition of F , (5.18) and assertion (a) of Step 1, on the support of Φ j we have
Integrating by parts in I j,ξ in the α-th coordinate, and then employing (5.28) and (5.25) we get
with an absolute constant independent of j. From here and (5.18) we have 
Step 1, the facts that |n d | > 1/2 and ∇F (x 0 ) = 0, and invoking Mean-Value Theorem, for some τ on the segment [x 0 , x 0 + z ] we get
with an absolute constant C > 0. Since the cones {C α } cover R d−1 , for each 1 ≤ α ≤ d − 1 there exists ω α supported in C α , smooth away from the origin and homogeneous of degree 0 such that
Observe that since each ω α is homogeneous of degree 0, for all 1 ≤ α ≤ d − 1 and non-zero z ∈ R d−1 near the origin we have
with an absolute constant C. Now fix a non-negative function h ∈ C ∞ (R d−1 ) satisfying h(x ) = 0 for |x | ≥ 2 and h(x ) = 1 for |x | ≤ 1. Setting x = z − x 0 form (5.27) we get
where I
(1)
From the definition of h we have
The second part we decomposed as I (2)
We now invoke partial integration in α-th coordinate, and with the aid of estimates (5.30), (5.31) and (5.25) we get
We now use the definition of h, and that of L δ given by (5.18), and employ integration in spherical coordinates by so appearing to
with an absolute constant 5 C. By (5.32) and (5.33), along with the definition (5.18) we get
Step 
. Now let I(λ) be the integral in (5.14). From (5.22) and (5.19) we get
5 One may get more precise decay rate in λ depending on dimension, cf. [3, p. 76] , however the crude estimates we have here are enough for our purpose.
by (5.29) and (5.34)
where the constants are uniform in 1 ≤ j ≤ M δ and δ > 0. Using this bound on I j along with estimate (5.20) on M δ , from (5.37) we get
for any δ > 0 small and any λ ≥ 1. It is left to optimize the last inequality in δ, for which consider the function f (δ) := δ(κ(δ)) 2(d+1) in the interval (0, δ 0 ) where δ 0 > 0 is small. It follows from definition of κ(δ) in (5.12) that f is continuous and strictly increasing in (0, δ 0 ), and converges to 0 as δ → 0+. Hence for each λ > 0 large enough there is a unique 0 < δ = δ(λ) < δ 0 such that λ −1/2 = f (δ(λ)). Define ω 0 (λ) := δ(λ) and observe that ω 0 (λ) = f −1 (λ −1/2 ), where f −1 is the inverse of f . It readily follows from the mentioned properties of f that ω 0 is a modulus of continuity. Finally, for given λ > 0 large, applying inequality (5.38) with δ = δ(λ) we get |I(λ)| ω 0 (λ)||P || C 1 ||g|| C d completing the proof of the proposition.
Proof of Theorem 1.3.
Recall that the coefficient matrix of (1.7) is defined on some fixed domain X. Take any x 0 in the interior of X and consider the translated domain X − x 0 . Since the origin lies in the interior of X − x 0 we fix D 0 X − x 0 , any prototypic domain constructed in subsection 5. Fix a function g ∈ C ∞ (T d ) with the property T d g = 0, and a unit vector n ∈ S 0 along with a matrix M ∈ O(d) satisfying M e d = n. For ε > 0 let u ε be the smooth solution to
Since g has mean zero, by (1.8) we get that u 0 , the homogenized solution corresponding to (5.39), is identically zero. Observe that Γ M \ Π M is the part of the boundary of D M with non-vanishing (positive) Gaussian curvature, while Π M is a flat ball (notice that principal curvatures are orthogonal invariants, hence do not change after rotation, see for example [14, Section 14.6] ). The aim is to show that I 2 has some prescribed decay rate in ε independently of M , while the decay of I 1 can be made as slow as one wish. Setting λ = 1/ε and then translating the origin to x 0 and rotating the coordinate system by M T we get
For each fixed x ∈ B 0 + x 0 by (5.50) the function P M (x, · + x 0 ) is C ∞ on Γ M , hence applying Proposition 5.4 we obtain
with an absolute constant 6 C 0 . By Lemma 5.6 we have ||P M (x, · + x 0 )|| C 1 (Γ M ) ≤ C 0 uniformly for x ∈ B 0 + x 0 and matrix M as above. The latter implies that , and as before exp(t) = e 2πit , t ∈ R. Since n is irrational, it is easy to see that at least one of the exponentials in the last expression is nontrivial, i.e. for any non-zero ξ ∈ Z d there is 1 ≤ k ≤ d − 1 such that ξ k − n k n d ξ d = 0. Using this and the smoothness of P M (x, ·) which is due to Lemma 5.6, in (5.47) for each non-zero ξ we integrate by parts with respect to the corresponding k-th coordinate, obtaining by so that each integral in (5.47) decays as λ → ∞. Observe as well that for each fixed x, integrals in (5.47) are uniformly bounded with respect to λ and ξ in view of (5.51). Finally, the series of Fourier coefficients of g converges absolutely due to the smoothness of g. This, coupled with uniform boundedness and decay of integrals in (5.47), easily implies that I(λ; x) → 0 as λ → ∞ for each fixed x ∈ D, completing the proof of part b) of the theorem.
The theorem is proved.
5.3.
Concluding comments. The reader may have observed that the approach we have here has a potential to work for homogenization problems when solutions to the underlying PDE admit integral representation with some nice control for representation kernels. For example, one should be able to treat the periodic homogenization of Neumann boundary data with the methods developed in this note. It also seems plausible, possibly with some more work, that one can study homogenization of almost-periodic boundary data as well using a similar analysis. The reason we can not readily allow (periodic) oscillations in the operator of the problem (1.7) is due to the absence of the necessary control over the Poisson kernel corresponding to oscillating operator. In particular, we do not have uniform (with respect to ε > 0) bounds on C 1 -norms similar to those in Lemma 5.6 at our disposal. One possible detour of this obstacle is the use of results on homogenization of Poisson kernel for the ε-problem considered in [16] , to reduce matters to a fixed operator, where the analysis of the current paper can be utilized (cf. the proof of Theorem 1.7 of [3] ).
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