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Abstract
Let F be an algebraically closed field of characteristic different from 2. Define the orthog-
onal group, On(F), as the group of n by n matrices X over F such that XX′ = In, where X′
is the transpose of X and In the identity matrix. We show that every n by n symmetric matrix
over F is orthogonally similar to a tridiagonal symmetric matrix.
If further the characteristic is 0, we construct the tridiagonal normal form for the On(F)-
similarity classes of symmetric matrices. We point out that, in this case, the known normal
forms (as presented in the well known book by Gantmacher) are not tridiagonal.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this note F denotes an algebraically closed field of characteristic not 2. By
Mn(F) we denote the algebra of n by n matrices over F , by GLn(F ) the group of
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invertible elements of Mn(F), and by In the identity matrix of size n. For any matrix
X, let X′ denote the transpose of X. The orthogonal group, On(F), is defined as the
subgroup of GLn(F ) consisting of matrices X such that XX′ = In.
We study the similarity action of On(F) on the space Symn(F ) of all n by n
symmetric matrices over F . We show that each On(F)-orbit in Symn(F ) has a
representative which is the direct sum of special tridiagonal blocks (i.e., the tri-
diagonal blocks whose super and subdiagonal entries are all equal to 1). Each of
these blocks is similar to a single Jordan block. Furthermore the special tridiago-
nal block B, of size r and with eigenvalue λ, can be chosen to be of skew type
(i.e., such that the diagonal of B − λIr is skew-symmetric), see Theorems 2.3 and
2.5.
The idea that there may exist tridiagonal representatives originated from our two
previous papers [1,2] written jointly with Szechtman.
If F has characteristic 0, then the special tridiagonal blocks mentioned above can
be replaced with new tridiagonal blocks which we call symmetrized Jordan blocks.
These new blocks have the advantage of being unique (for the given eigenvalue and
the given size) and so we obtain a new type of normal form for symmetric matrices,
see Theorem 3.2. We use some well known facts from the representation theory of
the Lie algebra sl2(F ) to prove this.
If a nilpotent symmetrized Jordan block has odd size, we can construct another
tridiagonal block in the same orbit with zero diagonal (see Proposition 3.3). As a
byproduct of this construction, we obtain an interesting combinatorial identity for
which we do not have a direct proof (see Corollary 3.4 and Problem 4).
We point out that the known normal forms for the On(F)-similarity classes of
symmetric matrices when the characteristic of F is 0, as presented in the well known
book by Gantmacher [3], are not tridiagonal. Hence our new normal forms are sim-
pler and may be better suited for some applications.
At the end of the note we pose four open problems.
2. Existence of tridiagonal representatives
We first recall the following well known facts (see e.g. [6, Theorem 70 and Exer-
cise 2, p. 82]).
Theorem 2.1. If two symmetric matrices A,B ∈ Mn(F) are similar, then they are
orthogonally similar.
Theorem 2.2. Any matrix A ∈ Mn(F) is similar to a symmetric matrix.
We are interested in constructing normal forms of symmetric matrices under
orthogonal similarity. The case of complex matrices is classical and is described in
Gantmacher’s book [3] and also in the one of Horn and Johnson [4]. Our objective is
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to construct a normal form which is tridiagonal, which is not the case for the normal
form given in these two standard reference books.
The general form of a symmetric tridiagonal matrix is
S =


a1 b1 0 0 · · · 0 0 0
b1 a2 b2 0 0 0 0
0 b2 a3 b3 0 0 0
0 0 b3 a4 0 0 0
...
0 0 0 0 an−2 bn−2 0
0 0 0 0 bn−2 an−1 bn−1
0 0 0 0 0 bn−1 an


.
It is easy to see that if all bk’s are nonzero, then S is cyclic (i.e., its minimal and
characteristic polynomials coincide). We shall say that S is special if bk = 1 for all
k’s.
Theorem 2.3. Every symmetric matrix A ∈ Mn(F) is orthogonally similar to the
direct sum A1 ⊕ A2 ⊕ · · · ⊕ Am of tridiagonal blocks, where each tridiagonal block
Ak is special and has only one elementary divisor.
Proof. In view of Theorem 2.1, it suffices to prove the theorem when A has only
one elementary divisor, say (t − λ)n, where t is an indeterminate and λ ∈ F is the
(unique) eigenvalue of A. Clearly, we may also assume that λ = 0. In other words,
we have to prove the existence of a special tridiagonal matrix S ∈ Mn(F) which is
also nilpotent.
We start with the n by n tridiagonal matrix S(x1, x2, . . . , xn, y) whose diagonal
entries are the indeterminates x1, x2, . . . , xn and the entries on the super diagonal
and on the subdiagonal are all equal to another indeterminate y. Let
P(t) = tn + c1tn−1 + c2tn−2 + · · · + cn−1t + cn
be its characteristic polynomial. Note that the coefficient ck is a homogeneous poly-
nomial of degree k in the indeterminates x1, x2, . . . , xn and y. Since there are n + 1
indeterminates and F is algebraically closed, by [7, Theorem 4, Corollary 5, p. 57]
the system of homogeneous equations:
ck(x1, x2, . . . , xn, y) = 0, k = 1, 2, . . . , n
has a nontrivial solution in Fn+1, say (ξ1, ξ2, . . . , ξn, η). It follows that the matrix
S(ξ1, ξ2, . . . , ξn, η) is nilpotent. We have η /= 0 since a diagonal nilpotent matrix
must be the zero matrix. By multiplying this matrix with η−1, we obtain a nilpotent
special tridiagonal matrix. 
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Corollary 2.4. There are at most n! nilpotent special tridiagonal matrices in Mn(F).
Proof. We claim that the above system of homogeneous polynomial equations has
only finitely many solutions in the associated n-dimensional projective space over F .
Otherwise the projective variety defined by this system of equations would possess
an irreducible component, say X, of positive dimension. Consequently, the intersec-
tion of X with the hyperplane y = 0 would be non-empty. On the other hand we have
shown that there are no non-trivial solutions with y = 0. Thus our claim is proved.
Now the assertion of the corollary follows from Bézout’s theorem (see [7, Chapter
IV, §2]). 
The non-uniqueness of nilpotent special tridiagonal matrices prevents us from
obtaining a genuine tridiagonal normal form for orthogonal similarity of symmetric
matrices. We can improve the situation somewhat by imposing yet another restric-
tion, but the non-uniqueness still persists. We say that a nilpotent special tridiagonal
matrix S ∈ Mn(F) is of skew type if its diagonal entries ξ1, ξ2, . . . , ξn satisfy ξk +
ξn+1−k = 0 for all k’s.
Theorem 2.5. The nilpotent special tridiagonal matrices S ∈ Mn(F) of skew type
exist. There are at most 2mm! such matrices, where m = [n/2].
Proof. The proof is similar to the proof of the previous theorem and its corollary.
We shall only outline the necessary modifications. The matrix S(x1, x2, . . . , xn, y)
is defined as before except that the indeterminates xk are subject to the relations
xk + xn+1−k = 0 for all k’s. Hence we have only m + 1 independent indeterminates:
x1, x2, . . . , xm and y. It is easy to see that S(−x1,−x2, . . . ,−xn,−y) is similar to
S(−x1,−x2, . . . ,−xn, y). The latter matrix is equal to S(xn, xn−1, . . . , x1, y) and
is similar to S(x1, x2, . . . , xn, y). Consequently, the coefficients ck for odd k are
all identically 0. We then consider the system of homogeneous equations c2k =
0 for k = 1, 2, . . . , m and we can use the same arguments as above to finish the
proof. 
3. Normal forms in characteristic zero
From now on we restrict our attention to algebraically closed fields F of char-
acteristic 0. In this case we find very simple normal tridiagonal forms for orthogo-
nal similarity classes of symmetric matrices. We start with an important lemma and
definition. We fix i ∈ F such that i2 = −1.
Let Nr ∈ Mr(F ) be the symmetric tridiagonal matrix whose consecutive diagonal
entries are r + 1 − 2k for k = 1, 2, . . . , r and the consecutive superdiagonal (and
subdiagonal) entries are i√k(r − k) for k = 1, 2, . . . , r − 1. For instance,
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N5 =


4 2i 0 0 0
2i 2 i
√
6 0 0
0 i
√
6 0 i
√
6 0
0 0 i
√
6 −2 2i
0 0 0 2i −4


.
Lemma 3.1. The matrix Nr is nilpotent.
Proof. Let us write Nr = H + iE + iF where H is diagonal, E is strictly upper
triangular, and F = E′. It is easy to check that [H,E] = 2E, [H,F ] = −2F , and
[E,F ] = H , where [X, Y ] = XY − YX. Hence we have the matrix representation,
say ρ,
(
1 0
0 −1
)
→ H,
(
0 1
0 0
)
→ E,
(
0 0
1 0
)
→ F
of the simple Lie algebra sl2(F ) of traceless 2 by 2 matrices over F . It is well known
that ρ maps nilpotent matrices to nilpotent matrices (see e.g. [5, Corollary 6.4]). As
(
1 i
i −1
)
is nilpotent and ρ sends this matrix to Nr , we conclude that Nr is nilpotent. 
Since all entries on the superdiagonal of Nr are nonzero, we conclude that Nr is
similar to the nilpotent Jordan block of size r . Consequently, λIr + Nr is similar to
the Jordan block of size r with eigenvalue λ ∈ F . For that reason we shall refer to
λIr + Nr as the symmetrized Jordan block (of size r and with eigenvalue λ).
As a consequence, we obtain the following theorem.
Theorem 3.2. Let F be an algebraically closed field of characteristic 0. Then any
symmetric matrix A ∈ Mn(F) is orthogonally similar to the direct sum of symme-
trized Jordan blocks. This direct decomposition is unique up to the ordering of the
diagonal blocks.
For Jordan blocks of odd size r there is an alternative, even simpler, symmetric
tridiagonal normal form which we are now going to describe. As r is odd, we can
write r = 2s + 1 with s an integer. Clearly it suffices to consider the case where the
eigenvalues is 0, i.e., the case of nilpotent blocks Nr .
Let Zr be the symmetric tridiagonal matrix of size r all of whose diagonal entries
are 0 and whose consecutive superdiagonal (and subdiagonal) entries are
√
s, i,
√
s − 1, i√2, . . . ,√2, i√s − 1, 1, i√s.
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For instance,
Z7 =


0
√
3 0 0 0 0 0√
3 0 i 0 0 0 0
0 i 0
√
2 0 0 0
0 0
√
2 0 i
√
2 0 0
0 0 0 i
√
2 0 1 0
0 0 0 0 1 0 i
√
3
0 0 0 0 0 i
√
3 0


.
Proposition 3.3. For odd r, Zr is nilpotent and, consequently, Zr and Nr are
orthogonally similar.
Proof. By transforming Zr with the permutation matrix which separates the rows
in odd positions from those in even positions, we see that Zr is similar to the matrix(
0 P
P ′ 0
)
,
where P is the bidiagonal matrix
P =


√
s 0 0 · · · 0 0
i
√
s − 1 0 0 0
0 i
√
2
√
s − 2 0 0
...
0 0 0
√
2 0
0 0 0 i
√
s − 1 1
0 0 0 0 i
√
s


of size s + 1 by s. Hence Z2r is similar to the direct sum of PP ′ and P ′P . As PP ′ =
Ns+1 and P ′P = Ns are nilpotent, so is Zr .
The second assertion follows from Theorem 2.1. 
We can now derive some interesting combinatorial identities.
Corollary 3.4. Let a1, a2, . . . , a2s be the sequence
s,−1, s − 1,−2, s − 2, . . . , 2, 1 − s, 1,−s.
Then for 1  k  s we have∑
1i1i2···ik−1ik2s
ai1ai2 · · · aik−1aik = 0,
where i  j means that j − i  2.
Proof. Let x1, x2, . . . , x2s be algebraically independent indeterminates over Q, the
field of rational numbers, and consider the symmetric bidiagonal matrix
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B =


0 x1 0 · · · 0 0
x1 0 x2 0 0
0 x2 0 0 0
...
0 0 0 0 x2s
0 0 0 x2s 0


of size r = 2s + 1. Its characteristic polynomial has the form
P(t) = t r − c1t r−2 + c2t r−4 − · · · + (−1)scs t,
where
ck =
∑
1i1i2···ik−1ik2s
(xi1xi2 · · · xik−1xik )2.
After the specialization xj = √aj , 1  j  2s, B becomes a nilpotent matrix (see
Proposition 3.3) and so all coefficients ck must become 0. Hence we obtain the iden-
tities stated in the corollary. 
We end the note by proposing four related open problems.
Problem 1. If F has characteristic zero, then there are exactly n! nilpotent special
tridiagonal matrices in Mn(F). (We have verified this claim for n  4.)
Problem 2. If F has characteristic zero and m = [n/2], then there are exactly 2mm!
nilpotent special tridiagonal matrices of skew type in Mn(F). (We have verified this
claim for n  7.)
LetNn be the nilpotent variety in Mn(F), i.e., the set of all nilpotent matrices in
this algebra. Denote by Tn the subspace of Mn(F) consisting of all symmetric tri-
diagonal matrices. Note that the problem of finding “nice” tridiagonal normal forms
for orthogonal similarity classes of symmetric matrices is identical to exhibiting a
“nice” representative of the intersectionNn ∩Tn which is generic in the sense that
it is similar to just one Jordan block. In connection with this, we raise the following
problem.
Problem 3. Is the varietyNn ∩Tn equidimensional? How many irreducible com-
ponents it has?
Finally, Corollary 3.4 leads to our last problem.
Problem 4. Find a direct proof of the combinatorial identities stated in Corollary
3.4.
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