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ABSTRACT
This thesis considers the case of mobile crime-reporting systems that have emerged as an effective and
efficient data collection method in low and middle income countries. Analyzing the data, can be helpful
in addressing crime. Since law enforcement agencies in resource-constrained context typically do not
have the expertise to handle these tasks, a cost-effective strategy is to outsource the data analytics
tasks to third-party service providers. However, because of the sensitivity of the data, it is expedient to
consider the issue of privacy. More specifically, this thesis considers the issue of finding low-intensive
computational solutions to protecting the data even from an “honest-but-curious" service provider, while
at the same time generating datasets that can be queried efficiently and reliably.
This thesis offers a three-pronged solution approach. Firstly, the creation of a mobile application to
facilitate crime reporting in a usable, secure and privacy-preserving manner. The second step proposes a
streaming data anonymization algorithm, which analyses reported data based on occurrence rate rather
than at a preset time on a static repository. Finally, in the third step the concept of using privacy
preferences in creating anonymized datasets was considered. By taking into account user preferences
the efficiency of the anonymization process is improved upon, which is beneficial in enabling fast data
anonymization.
Results from the prototype implementation and usability tests indicate that having a usable and covet
crime-reporting application encourages users to declare crime occurrences. Anonymizing streaming data
contributes to faster crime resolution times, and user privacy preferences are helpful in relaxing privacy
constraints, which makes for more usable data from the querying perspective.
This research presents considerable evidence that the concept of a three-pronged solution to addressing
the issue of anonymity during crime reporting in a resource-constrained environment is promising. This
solution can further assist the law enforcement agencies to partner with third party in deriving useful
crime pattern knowledge without infringing on users’ privacy. In the future, this research can be extended
to more than one low-income or middle-income countries.
Keywords: Crime Reporting, Anonymization, Sliding Window Resizing, User Privacy, Resource-Constrained
Environment.
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Chapter 1
INTRODUCTION
This chapter presents a general introduction to the study. The context and motivation for the research
are also presented. The motivation for this research is to propose usable and efficient methods of
enabling data anonymization in resource-constrained contexts. Finally, the thesis outline is presented.
1.1 Overview
Information sharing is necessary to help policy makers in decision making [34]. This means that organi-
zations and policy makers need to release data for mining purposes to guide effective decisions that will
lead to achieving the goal of the organization. These data could be in various forms including personal
information of customers and staff, and are usually quite sensitive. Thus, there is underlying fear that
releasing such data to a third party could make it vulnerable to privacy violations.
In light of the aforementioned facts, organizations and individuals are usually reluctant to share personal
information. This reluctance, as illustrated in Figure 1.1, poses a challenge to both organizations
and third parties. However, the consequence of violating privacy is highly detrimental to the goals and
objectives of organizations, since no effective policy can be formulated without mining data. Researchers
are therefore constantly devising means to mitigate this challenge [85].
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Figure 1.1: Depiction of Third-Party Challenges in Accessing Data
1.1.1 Context and Motivation
While organizations generate data that can contribute to improving performance daily, many of these
organizations do not have the in-house expertise required to analyse the data. The lack of expertise
is prominent in resource constrained environment (developing nations) where constraints on resources
such as access to computational power, reliable electricity, and the Internet pose a further challenge.
A cost-effective solution is to outsource the data to a professional third-party data analytics service
provider. As illustrated in Figure 1.2, outsourcing often serves as a tug of war (barrier) between the
organizations and the third party [68, 85].
While mining or analysing crime data in real-time is important to prevent or predict future crime
occurrences, as depicted in Figure 1.1, a recent study [34] carried out in technologically resource-
constrained environments has revealed that collected crime data are usually not studied or analysed to
support crime resolution. A possible reason for this is the lack of the necessary in-house expertise, both
in terms of human capital and computational processing power [40, 8, 73]. This deprives policy makers
in these regions of the benefits that could have been derived through data analytics. A possible solution
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Figure 1.2: Tug of War Between Third Party Analyst and Organizations that Own Data (source:
www.shutterstock.com)
to this is to involve a third-party data analytics service provider [34, 35, 68]. However, because of the
sensitive nature of crime data it makes sense to ensure that the outsourced data are protected from all
unauthorized access including that of an honest-but-curious data mining service provider.
To alleviate the challenge of protecting data released to a third party, a great number of privacy-
preserving (anonymization) techniques, such as k-anonymity and other perturbation techniques, have
been proposed [43, 85, 87]. However, these techniques are limited in terms of being usable in resource-
constrained computing contexts. Therefore, this thesis is focused on developing a test bed framework to
preserve privacy during information sharing of crime-reports in resource-constrained areas. This research
considers the crime domain as the application domain for anonymization. However, it is important to
stress that the ideas and approaches considered in this study are applicable to other areas as well, for
example in a stock company that needs to anonymize its real-time sales data before releasing these to a
third-party service provider to investigate its sales in order to adjust stock [71] or a hospital that needs
to anonymize its daily medical records in real time or at intervals before releasing it to a third party for
research purpose[46].
1.1.2 Trends in Data Anonymization
A naive approach to anonymizing the data before outsourcing to a third-party service provider is to
remove explicit identifiers. Examples of explicit identifiers are the name, identity (ID) number, email
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address and telephone number. It is then assumed that anonymity is maintained because the resulting
data have been modified to exclude explicit identifiers. However, as Sweeney [83] pointed out, a major
drawback of this naive approach to data anonymization is that sensitive details about a subject are still
deducible through linking attacks which can reveal an individual’s true identity. A linking attack can
be provoked by combining quasi-identifiers, (QI), such as date of birth, address and sex, with external
or publicly available tables or information. A QI is a set of non-explicit attributes that can sufficiently
re-identify individual records when joined to external information that is publicly available and accessible
to an adversary.
As an illustration of how a linking attack can be provoked, Figure 1.3, which shows two images is
considered. The upper image contains a portion of a publicly available table in which “name” is an
explicit identifier attribute and the lower image shows a portion of a data stream that has been sanitized
to exclude explicit identifiers in order to disguise the identities of the individuals associated with the
data. However, when a joining operation is performed on both images using the attributes common to
both of them, the individual is re-identified successfully as Ronke who lives in 6 Alma Road, Rosebank
and sensitive information about her is revealed.
Figure 1.3: Crime Report Data Stream
Sweeney [83, 85] shows that 87% of the 1990 population in the United States were uniquely re-identified
based only on three non-explicit identifier, namely a five-digit ZIP, gender and date of birth [82].
Therefore, simply removing explicit identifiers from a dataset does not guarantee data anonymity [83, 85]
if other datasets with which a linking attack can be launched are available. Sweeney [85] proposed
addressing this problem with an approach named k-anonymity to preserve the privacy of data.
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K-anonymity achieves data preservation by hiding each individual in a set of at least k individuals in
a way that an adversary might not get detailed individual information, but only information about a
group of k individuals. In order to understand how k-anonymity works, assume an attacker tries to
identify a friend in a k-anonymized table, but the only information he has is his birth date and gender.
K-anonymity ensures that the adversary finds it difficult to identify the individual by guaranteeing that
at least k people have the same date of birth and gender.The larger the k, the smaller the possible
information gain of an adversary.
Samarati[74] and Sweeney[85] define k-anonymity as follows: Each released item of data must be such
that every combination of values of QIs can be indistinctly matched to at least k individuals. K-anonymity
uses two techniques, namely generalization and suppression [74, 84], to achieve anonymization. Gen-
eralization involves replacing (or recoding) a specific value with a general but semantically consistent
value [84]. In order to demonstrate how generalization occurs, a specific year of birth such as ‘1984’ can
be generalized to ‘198*’; representing the year of birth in the interval ‘1980 - 1989’, while suppression
on the other hand withholds a value completely [84]. Suppression will replace a specific year of birth,
‘1984’ with ‘****’.
K-anonymity is a privacy-preserving technique that ensures that a record in an anonymous table corre-
sponds to at least k - 1 other records with respect to their QI attribute(s) where k is a pre-assigned
integer variable and k>1 [74, 83, 85]. Table 1.1 shows data that need to be anonymized, while Table
1.2 is an anonymized data of Table 1.1 using k-anonymity, where k = 2 and QI = (date of birth, sex,
address). According to Table 1.2, each sequence of values in QI has at least two occurrences. Hence,
the probability of a linking attack occurrence is 1/k.
Table 1.1: Crime Report Data Stream
Name Year of Birth Sex Address Reported Crime
Ronke 1989 Female 6 Alma Road, Rosebank Rape
Wilson 1986 Female 10 Alma Road, Rosebank Rape
Ayokunle Ola 1973 Male 10 Dikens Road, Salt River Car Hijacking
Lydia Otoks 1975 Male 24 Dikens Road, Salt River Burglary
In order to illustrate how k-anonymity works, assume that there is a need to protect the dataset in Table
1.1 against a linking attack. The first step is to remove any explicit identifier, which in this case is the
name. The next step is to determine attributes that are QIs, namely date of birth and sex. Using the
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generalization tree in Figure 1.4, some specific values on the QI attributes are replaced by some more
general values. For example, a specific age value is replaced by an age range. Application of these steps
leads to Table 1.2. That is, every record in the table belongs to a group of at least two tuples on the
QI attributes. Therefore an attacker using sex and year of birth cannot re-identify any individual with
confidence of more than 1/2.
Table 1.2: Crime Report Data
Name Year of Birth Sex Address Reported Crime
***** 198* Female Rosebank Rape
***** 198* Female Rosebank Rape
***** 197* Male Salt River Car Hijacking
***** 197* Male Salt River Burglary
K-anonymity algorithms can generally be grouped into two categories, namely hierarchy-based general-
ization and hierarchy-free generalization [101]. In hierarchy-based generalization, the domain of each
attribute is usually stated using a hierarchy (Domain Generalization Hierarchy: DGH) [38, 85]. The
acceptable values of each attribute are usually constructed from the DGH, which results in Value Gen-
eralization Hierarchy (VGH) [101]. Figure 1.4 depicts the DGH and VGH of the attribute year of birth.
The hierarchy-based generalization expects the data analyst to specify the DGH and VGH of each at-
tribute before the generalization process begins [101]. The algorithms proposed by [38, 85] make use of
hierarchy-based generalization. Hierarchy-free generalization uses clustering and partitioning to produce
a generalized result. It does not require a user-defined generalization like hierarchy-based generalization.
The algorithms proposed by [43, 87] are examples of hierarchy-free generalization that uses clustering.
Various research projects [52, 57, 80, 20] that have been carried out after the evolution of k-anonymity
have led to the birth of newer privacy models to address the limits of k-anonymity. Some of the popular
and newer privacy models that extend k-anonymity are `-diversity and t-closeness.
`-diversity attempts to address homogeneity attack to which k-anonymity is vulnerable by ensuring that
each equivalence class in a k-anonymized table has at least ` distinct sensitive values. By equivalence
class, it implies a set of records in an anonymized table that have the same values for the QIs.
Authors who developed t-closeness identified the limitation of `-diversity in its assumption of adversarial
knowledge. The authors argued that an adversary can gain information about a sensitive attribute as
long as he/she has information about the global distribution of this attribute. Therefore, this deficiency
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Figure 1.4: Generalization Hierarchies
was addressed by ensuring that the difference between the distribution of a sensitive attribute in any
equivalence class and the distribution of the attribute is no more than a threshold t.
Another fast-growing privacy paradigm is differential privacy. Differential privacy achieves anonymization
by altering the data (i.e. unanonymized data) with mathematical “noise". In other words, differential
privacy preserves privacy through the “difference" between the data supplied and the noise added to it.
Recent research [19, 79] have shown that t-closeness with k-anonymity can yield differential privacy.
The main motivation for embarking on this study is based on research [34] carried out in developing
countries, which shows that crime data are usually collected without mining, studying or analysing.
Mining or analysing crime data in real time is important to prevent or predict future crime occurrences.
However, oftentimes the law enforcement agencies in developing countries are not equipped with the on-
site expertise required to analyze the data efficiently in real time. It is therefore a cost-effective strategy
[68] to transfer streaming crime data to a trusted third-party service provider for the anonymization
process. Because of the sensitive nature of crime data it makes sense to ensure that the outsourced
data is protected from all unauthorized access, including that of an “honest-but-curious” data mining
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service provider.
1.2 Problem Statement
In the last decade, k-anonymity and its derivatives (l-diversity and t-closeness) have been preferred for
the anonymization process for the following reasons:
1. It does not compromise the integrity (truthfulness) of anonymized data, [4, 85] making it useful
for statistical purposes, research and data mining.
2. It produces anonymous data that meets legal and societal norms [38].
However, k-anonymity and its derivatives have been widely adopted for anonymizing static data effi-
ciently, but are not directly suited to streaming data [10, 29, 50, 94, 101, 102]. To adapt k-anonymity
and derivatives to data stream, a buffer (or sliding window) mechanism and delay constraint are intro-
duced. The buffer is designed to hold a portion of the data stream and an anonymization algorithm
is usually applied to the data in the buffer. Delay constraints ensure that each tuple does not stay
in the buffer beyond its pre-defined deadline. However, many of the existing algorithms adapted for
anonymization of data streams face the following challenges:
First, buffering according to delay constraints, can result in certain records being held in the buffer for
long periods [101, 59, 71]. When such records are time-sensitive or need to be processed in real time,
delay results in high levels of Information Loss (IL) from dropped records. As mentioned before, a key
requirement of a good anonymization scheme is data utility. Therefore, high levels of IL due to expired
tuples or dropped (or suppressed/unanonymizable) records are undesirable.
Second, building on the first problem, it was noted that many of the existing data stream anonymization
schemes based on k-anonymity and its derivatives do not take distribution of future data streams into
consideration during anonymization [29]. An implication of this is that a record that is likely to offer
better anonymization at a lower rate of IL in a future sliding window or data stream can be anonymized
with the current sliding window or data stream. Therefore, there is a need to have a model that can
predict the best sliding window or stream with which a record should be anonymized.
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Lastly, it is observed that existing anonymization schemes based on k-anonymity and its derivatives are
structured to accept a static or constant privacy value for anonymization of an entire dataset [97, 72].
While this enhances data privacy, it has the drawback of not being practical for use in real-life situations.
Typically, users have different privacy requirements, which should be captured in generating anonymized
datasets.
1.3 Research Questions
1. Which of the privacy-preserving (anonymization) techniques is appropriate for anonymizing crime
report data streams?
To address this research question, first, a thorough literature review of existing anonymization
schemes was conducted, highlighting their benefits and challenges. After the review, k-anonymity
and its derivatives (` diversity and t-closeness) were identified as the most appropriate. Then the
adoption of k-anonymity and its derivatives on data stream was studied in order to come up with
a framework of how these techniques can preserve privacy in a crime data stream.
2. How can a crime be reported in a secure and covert manner?
To address this research question, a survey was carried out to identify the best platform that
enables crime to be reported in a secured and covert manner. A mobile phone was identified as
a platform that enables crime to be reported in a secured and covert manner. Therefore it was
necessary to proceed to build a solution that enables crime to be reported securely using a mobile
phone.
3. How can the anonymization scheme such as k-anonymity and its variants support data stream
anonymization in a manner that reduces information loss and expired records?
A tuple expires when it remains in the system for longer than a pre-specified threshold called
delay [101, 59]. The term “delay" is a user-defined soft deadline that states for how long a tuple
remain in the system. In order to minimize IL and expired tuples, the anonymization scheme was
augmented with a time-based sliding window and Poisson probability distribution.
4. How can an anonymization process capture a user’s privacy preference?
A further survey was carried out to determine if the usage and integration of three-tier user-privacy
into k-anonymity and derivatives are practicable in real life. Afterwards, the use of multinomial
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regression and the association rule to automatically predict factors that influence users’ privacy
preference was conceived. As a further step, the results from the predictions of these birthed
techniques were integrated into k-anonymity and its derivatives in order to aid determination of
an appropriate privacy value to be used for the anonymization process for each individual.
1.4 Contributions
The contribution of this thesis is three-fold:
• The first step taken in this thesis was to create an application that allows people to report crime
in a secured and covert way; as a result the crime reporting System in a university campus setting
was digitized, precisely that of the University of Cape Town. For a successful implementation, the
crime reporting solution was broken down into two components: front and back end. The system
back end addresses the communication and storage of the application. The front end focuses on
the development of the user interface.
• Next, it was necessary to adaptively resize the buffer of records in ways that minimize expired
tuples, record suppression and resulting IL during anonymization. The proposed scheme, relies
on the assumption that the record arrival rate obeys a Poisson distribution. The reason is that
reported crime data follows Poisson property, which is a series of events occurring within a fixed
time interval at an average rate that is independent of the time of the last event [53].
• Lastly, the concept of user privacy preferences in creating anonymized datasets was considered .
There are two reasons for this. First, by taking into account user privacy preferences, anonymiza-
tion of data can be boosted and consequently their transfer to these third-party data analytics
service provider. Second, user requirements for privacy are considered in creating anonymized
datasets, which is useful privacy preserving-wise. This was achieved with a three-tiered privacy
scheme that works by using multinomial regression and the association rule to predict an appro-
priate privacy preference for a user. The idea of using a three-tiered privacy scheme hinges on
results from past research that users find it easy to recognize privacy preferences if given three
different privacy choices.
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1.5 Publications
This thesis contains some ideas, figures and tables that have been published in the following recent
articles:
Refereed Book Chapters
• Sakpere, A. B., and Kayem Anne V.D.M. "A State-of-the-Art Review of Data Stream Anonymiza-
tion Schemes." Information Security in Diverse Computing Environments (2014): 24, is solely
based on chapter 2.
• Sakpere, A. B., and Kayem Anne V.D.M. "Supporting Streaming Data Anonymization with Ex-
pressions of User Privacy Preferences." International Conference on Information Systems Security
and Privacy (pp. 122-136). Springer International Publishing, 2015 is solely based on chapter
5.
Refereed Conference Proceedings
• Sakpere, A. B., Kayem Anne V.D.M., and Ndlovu T. "A Usable and Secure Crime Reporting
System for Technology Resource Constrained Context." In proceedings of 29th International Con-
ference on Advanced Information Networking and Applications Workshops (WAINA), pp 424 -
429, IEEE, 2015, Gwangju, North Korea, is solely based on chapter 5.
• Sakpere, A. B., and Kayem Anne V.D.M. "Adaptive Buffer Resizing for Efficient Anonymization of
Streaming Data with Minimal Information Loss." In proceedings of 1st International Conference
on Information Systems Security and Privacy (ICISSP), pp. 1-11, IEEE, 2015, ESEO, Angers,
Loire Valley, France, , is based on chapter 4.
• Sakpere, A. B. "User-defined Privacy Preferences for k-Anonymization in Electronic Crime Report-
ing Systems for Developing Nations." In Proceedings of ICISSP Doctoral Consortium - DCISSP,
pp. 13-18, 2015, ESEO, Angers, Loire Valley, France , is solely based on chapter 5.
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Invited Talks/Refereed Poster Presentations
• Sakpere, A. B., and Kayem Anne V.D.M. "Dynamic Buffer Resizing for Efficient and Secure
Streaming Data Anoymization". 9th Symposium on Future Trends in Service-Oriented Computing,
Potsdam, Germany. June 25 - 27, 2014.
• Sakpere, A. B., and Kayem Anne V.D.M. "Effective Deadline Monitoring Framework for Data
Stream Anonymization". Third International Workshop on Cryptography, Robustness, and Prov-
ably Secure Schemes for Female Young Researchers (CrossFyre), KU Leuven, June 20 - 21, 2013.
• Sakpere, A. B., and Kayem Anne V.D.M. “Has Data Stream Anonymization Reached its Full
Potential?" Second International Invited Workshop on the Theories and Intricacies of Information
Security problems (INTRICATE-Sec 2013) co-located with Information Security South Africa 13th
Annual conference, August 14 -16, 2013, Johannesburg.
1.6 Outline
• Chapter 2: An extensive review of literature focusing on data stream anonymization is presented in
this chapter. Section 2.3.1 and section 2.3.2 discuss perturbative and non-perturbative techniques.
Detailed literature on k-anonymity, `−diversity and t-closeness is presented in section 2.4. Possible
IL metrics are discussed in section 2.6, while data stream anonymization is presented in section
2.7.
• Chapter 3: This chapter presents the crime reporting framework to set the context for the data
stream anonymization algorithms that is presented in Chapters 4 and 5 as well as the privacy
analysis and experimental results in Chapter 6. The framework provides details on how crime
reports are made and processed by the different modules which is elaborated on in Chapters 4
and 5. The framework is composed of modules such as ’Adaptive Buffering’ and ’User Privacy
Preferences’.
• Chapter 4: This chapter provides an extensive discussion on the first component of the crime report
framework, which is the ’Adaptive Buffering’ module. In this chapter a description supported by
algorithmic schemas to show how the buffer size is adjusted to cope with the arrival rate without
negatively impacting on IL is provided.
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• Chapter 5: This chapter discusses how the user-privacy preference can be used to support the
adaptive buffer resizing scheme in order to enhance privacy. The chapter begins by explaining the
need to support k-anonymity with user privacy preferences. In order to determine the best user
privacy preferences to integrate into the k-anonymity technique during data anonymization, it was
necessary to conduct a real-life survey. Results from the real-life survey conducted indicate that
a three-tiered privacy preference model is best suited for capturing user privacy expectations.
• Chapter 6: discusses the results of all the experiments. The experiments are centered on the usage
of the CryHelp application (App) for crime reporting, the use of a buffering scheme modelled by
the Poisson model and finally the integration of a three-tier user privacy preference.
• Finally Chapter 7: summarize the conclusion and main contributions of the thesis and provide
some suggestions for future work.
1.7 Chapter Summary
This chapter began with an overview of the problem scenario that emerges in developing nations where
the lack of data analytics expertise in law enforcement agencies makes it necessary for third-party data
analytics provider intervene to aid in fast (crime) report analysis for knowledge support. In addition, it
highlighted the fact that the growing need to make the processed information available to field officers
requires a mechanism for capturing crime reports in real time and transferring these reports to the
third-party service provider. While solutions in the literature that hinge on cryptography have been
shown to be successful in protecting data in outsourced scenarios from unauthorized access, including
that of “honest-but-curious" service providers, it is noted that querying encrypted streaming data is
a time-consuming process and that the k-anonymization technique (as well as its derivatives such as:
`−diversity and t-closeness) is a more practical approach to data privacy preservation in this case.
However, the generic paradigm approach to privacy enforcement in these models needs to be refined in
order to cater for individual needs. The focus in this thesis is on presenting a data-stream anonymization
framework that addresses the limitations in existing framework. Therefore, this research emphasizes the
need to integrate users’ privacy preferences while attempting to reduce the delay caused by buffering.
Chapter 2
State of the Art
This chapter presents a general background to the study and provides a review of related research in
this domain to reveal how previous research has attempted to resolve the issues of concern in privacy
preservation. Furthermore, an extensive review of k-anonymity and its derivatives as a widely adopted
privacy-preserving technique is documented, while emphasizing the shortcomings of these techniques
in achieving effective data-stream anonymization. A recently emerging technique called “differential
privacy" was discussed and the relationship between this technique and k-anonymity (and its variants)
was pointed out. Furthermore, this chapter documents a brief introduction to the approach used to
realize effective data-streaming anonymization in the previous research.
The rest of this chapter is divided into ten sections. The first section discusses the motivation for data
privacy. The second focuses on the rationale and concept of data anonymization. The third explains
the different techniques of data anonymization. The fourth focuses on three different techniques that
can be used to enforce data privacy; these techniques are k-anonymity, `-diversity and t-closeness. The
fifth section focuses on new trends in privacy preservations, with particular emphasis on differential
privacy, and also discusses the relationship between differential privacy and k-anonymity (and variants).
The sixth section focuses on different metrics that measure the trade-off between data privacy and
data utility. The seventh section focuses on privacy preservation in a data stream. The eight section
focuses on principles that govern data stream anonymization. The ninth section focuses on different
existing schemes and algorithms that can be used to achieve data stream anonymization. Finally, the
tenth section summarizes the whole essence of this chapter and also re-iterates the contribution of this
research work.
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2.1 Motivation for Data Privacy
It is widely recognized that data need to be analyzed in order to extract useful information that can
guide effective policies [34]. This need is known to be more pronounced and of very high necessity
in certain domains, such as educational mining [62, 63] and crime mining [31, 36], to mention a few.
Mining crime data is useful in several ways for achieving the following crime control targets:
• suspect prioritization
• hot-spot identification
• guiding patrol policies.
While these benefits are desirable and achievable, the lack of expertise needed to conduct data analysis
in organizations compels them to outsource the (sensitive) data to a third party [68]. This compulsion
presents the dilemma of outsourcing the data to a third party in order to enjoy the benefits of data analysis
while simultaneously ensuring data privacy. Researchers have proposed several data anonymization
approaches to address the challenge of maintaining data privacy before organisational data is released
to a third party [83, 2]. In general, data anonymization approaches seek to encode sensitive information
in the data in order to make the data less invasive. In what follows, an extensive review of data
anonymization approaches is presented.
2.2 Data Anonymization Rationale and Concept
Data anonymization can simply be defined as a form of information sanitization aimed at protecting
data privacy without impairing ease of analysis. It also entails the removal of personally identifiable
information from datasets so that anonymity is maintained [83]. The purpose of data anonymization is
to protect the privacy of individuals or end-users and to make it legal for governments and businesses
to share their data. While there is a tendency to confuse access control (authentication) and data
anonymization, it is important to recognize that data anonymization is different from access control and
authentication [85], as presented in Table 2.1 .
Research into access control and authentication focuses on ensuring that the recipient of information
has the authority or privilege to receive such information [85]. It focuses on safeguarding data access
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Table 2.1: Difference between Data Anonymization and Access Control/Authentication
Data Anonymization Access Control/Authentication
Focus on protection of users’ privacy Focus on users’ authority and privileges
Safeguard against inference disclosures Safeguard against direct disclosures
against direct disclosure and unauthorized access. Access control and authentication techniques do not
guard against inferences that can be drawn from released data, which could be a breach of privacy
[85]. Furthermore, cryptography, which is the encryption of data [58], will not be a suitable option for
achieving data privacy because the authorized user (that is, the third-party analyst) will decrypt the
data for analysis, therefore having access to the original data with no form of sanitization; this will not
guard against inferences. This third-party analyst serves as a potential intruder who could breach data
privacy at any point in the future. Furthermore, the study of the use of cryptographic techniques for
protecting outsourced data from unauthorized access have shown to create a high overhead in terms of
querying and updates, making analyzing large volumes of data in real-time a time-consuming process
[44, 91]. Hence, data anonymization is considered a more viable solution to achieve data privacy.
Therefore this chapter provides detailed literature on how information can be guarded against inferences
that can be drawn from released data. In particular, the conventional and emerging techniques in data
anonymization techniques as well as their usefulness and limitations are presented. Finally the research
contributions in addressing some of these limitations are discussed.
2.3 Data Anonymization Techniques
In order to achieve data anonymization, one or more techniques are needed to make it impossible or
at least more difficult for an intruder to identify a particular individual from stored data related to the
person [2, 74, 14]. Anonymization techniques can generally be classified into two categories, namely:-
perturbative and non-perturbative techniques[70]. Figure 2.1 presents the general classification of data
anonymization, while Figure 2.2 presents a taxonomy of data anonymization techniques.
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Figure 2.1: Depiction of the Classification of Anonymization Techniques
2.3.1 Perturbative Techniques
Perturbation techniques are techniques that attempt to mask confidential individual data elements
while maintaining the underlying aggregate relationship with database. The words “perturbation" and
“perturbative" are used interchangeably in this thesis.The use of perturbation entails introducing an
external factor such as “noise" into the data, by modifying actual data values to conceal specific
confidential information of individual record [95]. The purpose of the perturbation technique is to allow
authorized users to access important aggregate statistics, such as averages and correlations, from the
organization’s database while protecting the individual identity of a record.
While the perturbation technique achieves the masking of individual confidential data elements, its use
results in untruthful data. That is, it does not preserve the truthfulness of data [26, 42, 4]. As a result,
the usefulness of such data in knowledge support is limited. To understand this better, let us assume
the age of a crime victim is 30 years, using the perturbative technique, such a person’s age may be
changed to 60 in order to preserve privacy [70]. Examples of data anonymization techniques that fall
under the perturbative technique are additive noise and swapping, among others.
1. Additive Noise/Randomization:
This involves adding noise randomly by increasing or decreasing attribute values of individual
records. This increase or decrease could be sufficiently large such that original values of individual
records (i.e. the record’s value before anonymization) cannot be re-identified [2]. Figure 2.3 shows
an illustration of additive noise. From the figure, it is observed that each record is anonymized
by offsetting it with a noise. Usually, this noise component, ANi, is drawn from a probability










Figure 2.2: Depiction of Taxonomy of Data Anonymization Techniques
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Figure 2.3: Depiction of Additive Noise
A major advantage of randomization method is its simplicity, and as a result it does not require
a knowledge of the distribution of other records in the dataset. This implies that randomization
can be implemented at the point of data collection and does not require a trusted server to store
records before anonymization can take place. However, randomization is susceptible to adversarial
attacks especially in cases of outliers and an attempt to further address this by adding more noise
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will ultimately reduce the utility of data [2].
2. Swapping:
Swapping preserves privacy by interchanging values associated with an attribute such that the
value from the first row becomes that of the second row and vice versa [83]. As an illustration,
let us assume Bob is a 20-year-old burglary victim while Charles is a 40-year-old theft victim. The
use of swapping will change the age of Charles to that of Bob and vice versa. The use of such
swapped data for crime analysis and mining with reference to age, as shown in Figure 2.4, is likely
to provide a wrong intervention or solution.
Worth noting is that this technique differs from randomization in that it does not allow the value
of a record to be perturbed independently of the other records [2]. In other words, using data
swapping, the perturbation (or anonymization) of a record depends on other records.
Figure 2.4: Depiction of swapping techniques
2.3.2 Non-Perturbative Techniques
Non-perturbation techniques achieve data anonymization or privacy by partially suppressing or reducing
the detail of the original dataset [96, 18]. This means that no external “noise” is added to the records.
As a result, non-perturbation techniques do not alter data. Thus, an important advantage of a non-
perturbation technique is that it preserves data truthfulness [26, 42], because of its use of a generalization
and a suppression mechanism.
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1. Generalization:
Generalization entails replacing a specific value with a more general value [74, 85]. Usually,
possible generalization values are derived from a generalization hierarchy, where the root of the
hierarchy has the most general values and the leaves correspond to most specific values. There-
fore, generalization process typically occurs by replacing a specific value represented by the leaf
nodes with a more general value represented by an ancestor node [14, 74]. Figure 2.5 shows a
generalization hierarchy for an attribute crime type.
Figure 2.5: Generalization Hierarchy for the Attribute "Crime-Type"
2. Suppression:
Suppression involves withholding a value completely, that is, the replacement of a specific value
of an attribute or record with a missing or null value [15, 74, 85]. Suppression is usually used if a
tuple cannot be anonymized or if the release of a tuple will significantly lead to data disclosure.
These techniques, that is, generalization and suppression, are widely used in k-anonymity, `-diversity
and t-closeness. More details about them follow in the next section, 2.4.
2.4 k-anonymity
A naive approach to achieve anonymization involves removing explicit information such as names and
identification numbers that could serve as unique identifiers from publicly available databases and tables
in order to ensure that private information is not leaked [8]. However, it is important to recognize that
Section 2.4. k-anonymity Page 21
using the aforementioned naive method does not guarantee the preservation of data privacy. Moreover,
research has shown that the use of the naive approach is highly vulnerable to linking attack [85].
Linking attacks occur when sets of attributes (such as gender, birth-date) are used to link external
data to uniquely identify a person in the database [57]. For example, Sweeney [85] capably discovered
that after removing the explicit identifier of the US population, 87% of the people could be uniquely
identified using harmless information such as birth date, gender and Zip codes. As a result, Sweeney
developed the k-anonymity technique.
k-anonymity is a non-perturbative technique that makes use of generalization and suppression to achieve
anonymization [74, 85, 84]. A first step for k-anonymity is to identify all attributes (i.e. QI) in the
dataset that could be linked with an external dataset (examples of an external dataset include the census
population of a particular country). Afterwards, k-anonymity preserves privacy by ensuring that each
record of an anonymized (released) table corresponds to at least k-1 other records with respect to their
QI attribute, where k is a pre-assigned integer variable and k > 1 [74, 84, 85]. As an illustration of
how k-anonymity works, assume an attacker attempts to identify a man, Walex, in the released table
based on his birth-date, gender and Zip code, which the attacker knows, k-anonymity ensures there
are k − 1 other individuals in the released table with the same birth date, gender and Zip code. As a
result, k-anonymity is effective for counteracting linking attacks. In general, it reduces the probability
of linking attacks to at least 1/k based on the generalization and suppression technique it adopts.
Generalization as earlier defined is simply a process of replacing (or recoding) a specific value with a
more general but semantically consistent value [84]. For instance, a specific year of birth ‘1994’ can
be generalized to ‘199*’, representing the year of birth in the interval ‘1990 to 1999’. On the other
hand, suppression can be simply defined as the process of withholding a value completely [84, 85]. To
illustrate suppression, a given specific year of birth, 1994, becomes ****. Following is an expository
illustration of k-anonymity.
Table 2.2: Crime Report Data Stream
Row Number Name Year of Birth Sex Address Reported Crime
1 Ronke 1989 Female 6 Alma Road, Rosebank Rape
2 Wilson 1986 Female 10 Alma Road, Rosebank Rape
3 Ayokunle Ola 1973 Male 10 Dikens Road,Salt River Car Hijacking
4 Lydia Otoks 1975 Male 24 Dikens Road,Salt River Burglary
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Table 2.3: Anonymized Crime Report Data Stream
Row Number Name Year of Birth Sex Address Reported Crime
1 ******* 198* Female Alma Road, Rosebank Rape
2 ******* 198* Female Alma Road, Rosebank Rape
3 ******* 197* Male Dikens Road,Salt River Car Hijacking
4 ******* 197* Male Dikens Road,Salt River Burglary
Table 2.2 shows the crime report stream in a sequence that needs to undergo anonymization. In order
to achieve k-anonymity, the first step is to remove all the values of the explicit identifiers. Afterwards,
the QI, which in this scenario is year of birth, sex and address was identified. On a final note, similar
records are grouped into the same cluster such that the minimum number of records in a cluster is k.
Table 2.3 is an anonymized version of Table 2.2 using k-anonymity, where k = 2 and QI = year of birth,
sex, address. Thus, rows 1 and 2 form one cluster while rows 3 and 4 form another cluster in Table 2.3.
From Table 2.3, each sequence of values in QI has at least two occurrences. In general, the probability
of linking attack occurrence is 1k , this means that the probability of a linking attack in Table 2.3 is
1
2 .
Thus, the higher the value of k, the lower the probability of linking attacks. In Table 2.3, “?" denotes a
suppressed value. Thus, “Year of Birth = 198*” means the year of birth is in the range (1980 - 1989).
In this scenario, “1980 - 1989" is the generalized form for the birth-date attribute.
Table 2.2 seems to be a perfect scenario where one could easily cluster records with similar attributes in
order to achieve anonymization. However, there could be instances where the range of values of a new
record does not fall in any of the clusters; in such a case anonymization will be challenging and difficult
to achieve and too much information can consequently be lost.
2.4.1 Classification of k-Anonymity
K-Anonymity can generally be classified into two as depicted in Table 2.4 [101], namely:
• Hierarchy-based generalization
• Hierarchy-free generalization
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1. Hierarchy-Based Generalization
In hierarchy-based generalization, the domain of each attribute is usually stated using a hierarchy
called domain generalization hierarchy (DGH) [38, 85]. A domain is an acceptable value from
which each attribute of a table can be drawn [77]. The acceptable values of each attribute are
usually constructed from DGH, which gives rise to the value generalization hierarchy (VGH) [101].
HBG expects the data analyst or programmer to specify explicitly the DGH and VGH of each
attribute before the generalization or anonymization process begins [101]. Algorithms in [38]
make use of hierarchy-based generalization.
2. Hierarchy-Free Generalization
This approach uses clustering and partitioning to produce a generalized result. It does not require
a user-defined generalization tree or hierarchy like hierarchy-based generalization. Algorithms in
[43] uses hierarchy-free generalization that is based on clustering.
While k-anonymity effectively prevents identity disclosure, it is insufficient for the prevention of attribute
disclosure. Identity disclosure takes place when an individual is linked to a particular record in the released
database, while attribute disclosure occurs when new information about some individuals is revealed [52].
As a result, newer privacy-preserving models have been conceived to address these limitations.
2.4.2 `-Diversity
Machanavajjhala et al [57] determined that k-anonymity has the following weaknesses:
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1. Attacks based on background knowledge are not protected by k-anonymity. Such attacks happen
as a result of prior knowledge of some additional external information available to the attacker
[57].
2. K-anonymity has the tendency to create groups that leak information owing to lack of diversity in
the sensitive information. An attribute is sensitive if it contains private information whose value
must not be known for any individual in the dataset (e.g. the nature of crime committed by a
person, such as rape, murder).
To address these deficiencies of k-anonymity, the concept of `-diversity was introduced into k-anonymity.
`-diversity ensures that each equivalence class has at least ` “well-represented” values in the sensitive
attributes, where ` ≥ 2 [52, 57]. Therefore a table is `-diverse if the distribution of a sensitive attribute
in each equivalence class has at least `-well represented values. Equivalence class is a set of k-anonymous
records that have the same values for the QIs [52]. An equivalence class is considered “well represented”
if the following conditions are satisfied [57]:
`-distinct: This is the simplest form of `-diversity. It simply ensures there are at least ` distinct values
for the sensitive attribute in each equivalence class. Distinct `-diversity does not prevent probabilistic
inference attacks. An implication of this attack is that an equivalence class may have one value appearing
much more frequently than other values and as a result an adversary could probably come to the
conclusion that an entity in the equivalence class is very likely to have that sensitive value that has
higher frequency. This motivated the development of the stronger notions of `-diversity described
below.
a Probabilistic `-diversity: An anonymized dataset is said to satisfy probabilistic `-diversity if the
frequency of a sensitive value in each group is at most 1/`. This implies that an adversary cannot
infer the sensitive value of an individual with a probability greater than 1/`. This takes care of
the shortcoming of distinct `-diversity .
b Entropy `-diversity: This is the most complex form of `-diversity. The entropy of an equivalence
class, E, is defined to be
Entropy(E) = −
∑
s ∈ Sp(E, s)logp(E, s)
where S is the domain of the sensitive attribute, and p(E,s) is the fraction of records in E that
have sensitive value s. A table is said to have entropy `-diversity if for every equivalence class E,
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Entropy(E) ≥ log`. Entropy `-diversity is stronger than distinct `-diversity.
c Recursive (c,`)-diversity: Recursive (c,`)-diversity is a compromise definition of `-diversity that
ensures that the most common value does not appear too often, and the less frequent values do
not appear too seldomly.
2.4.3 From `-Diversity to t-Closeness
In spite of the attempts made by `-diversity to prevent attribute disclosure, it still has some limitations,
which are discussed below:
1. It could be hard to understand and unnecessary to achieve when possible values of a sensitive
attribute are widely apart. In order to understand this better, let us assume that the original
database has a single sensitive attribute, criminal type, that can take only two possible values:
major crime and minor crime. In addition, suppose there are 1000 records, with 99% of them being
major offences and 1% being minor ones, these two values have very wide sensitivity degrees. In
a situation like this, it is very difficult if not impossible to achieve `-diversity effectively.
2. It is insufficient to prevent attribute disclosure through similarity and skewness attack. A similarity
attack occurs if an attacker can learn important information in an equivalence class when sensitive
attributes are distinct but similar semantically, while a skewness attack occurs if the distribution
of values of the sensitive value within a given equivalence class differs from the distribution of the
values for the same attribute over the whole population, i.e. skewness attack occurs when the
overall distribution of data in the table is skewed [52].
To solve these weaknesses, the notion of t-closeness was born. t-closeness ensures that the distribution
of values of a sensitive attribute(s) in an equivalence class is similar to that of the entire table. Assume
the crime type distribution in a table is 35% rape, 40% murder and 25% theft; t-closeness will ensure
that a similar ratio holds in each of the equivalence classes. Therefore an equivalence class is said to
adhere to t-closeness if the distance between the distribution of a sensitive attribute value in the class
and the distribution of the same attribute value in the whole table is no more than a threshold, t, where
0 ≤ t ≤ 1. Consequently, a table is said to have t-closeness if all equivalence classes have t-closeness.
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To illustrate how t-closeness works, let us assume Table 2.5 is the original table that needs to undergo
anonymization and the attribute ‘crime type’ is sensitive while the attributes age and address are QI.
The first step in order to achieve t-closeness is to form an equivalence class(es), which gives us Table
2.6. Then the next step is to find the distribution of sensitive values in each equivalence class and
compare it to the overall distribution of the whole table. The probability of rape among the original
dataset in Table 2.5 is 1/4 = 0.25 while the probability of rape among individuals in the first equivalence
class is 1/2 = 0.5. Assuming the value of t = 0.1, then Table 2.6 does not satisfy t-closeness because
0.5− 0.25 > t (where t = 0.1). For Table 2.6 to satisfy t-closeness in its present form, the t-value must
be as high as 0.25. However, if there is a necessity for t-closeness to be satisfied for the t-value of 0.1,
then the two equivalence classes will be merged. A disadvantage of this merging process is that higher
IL will be incurred.
Table 2.5: Original Crime Report
Row Number Name Year of Birth Sex Address Reported Crime
1 Charity 1990 Female 10 Pillans Road, Rondebosch Rape
2 Hannah 1996 Female 2 Pillans Road, Rondebosch Theft
3 Charles 1963 Male 10 Loweryork, Woodstock Car Hijacking
4 Williams 1965 Male 12 Loweryork, Woodstock Burglary
Table 2.6: Anonymized Crime Report Data Stream, where k = 2 and t = 0.25
Row Number Name Year of Birth Sex Address Reported Crime
1 ******* 199* Female Pillans Road, Rosebank Rape
2 ******* 198* Female Pillans Road, Rosebank Theft
3 ******* 197* Male Loweryork, Woodstock Car Hijacking
4 ******* 197* Male Loweryork, Woodstock Burglary
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Table 2.7: Summary Information on Data Anonymization Techniques (S/N indicates Serial Number).
S/N Features Major Approach Advantage Limitation
1 Swapping Interchange of values Simple to Its output results in
understand an untruthful data-set
2 Its output results in
Additive Noise Addition of a variable Fast an untruthful data-set
named noise
3 Prone to background
k-anonymity Generalization Data remains knowledge attack
and Suppression truthful
4 `-diversity Bayes Optimal Data remains Prone to similarity
truthful and skewness attack
5 t-closeness Earth Mover Data remains Excessive information
Distance metric truthful loss
While the aforementioned techniques have proven useful in diverse ways and domains [52, 57, 83], two
important observations are worth noting:
1. Choice of Technique: It is observed that there is no single technique that is entirely perfect,
each technique has its strengths and some form of limitation(s). However, the limitations in
one technique could be partially or adequately addressed by some other technique. Table 2.7
presents a high-level summary of data anonymization techniques, by presenting the advantages
and limitations of each technique. This means that one can leverage the strengths in two or more
techniques to achieve desirable and effective anonymization, which is what this research tries to
achieve.
2. Data Utility: This simply refers to how useful the data is after it has gone through the anonymiza-
tion process. It refers to the level of impact the anonymization process has on the quality of
the generated pattern, during analysis for knowledge support. While anonymization is potentially
useful, it is necessary to pay attention to: (i) what impact a chosen technique could have on the
utility of data; and (ii) how to avoid or reduce IL during the anonymization process. Thus, IL is
an important consideration in this research.
Section 2.5. New Trends in Privacy Preservation Page 28
2.5 New Trends in Privacy Preservation
Differential privacy is a recent privacy-preserving technique that was initially developed to use the
interactive setting model as its privacy mechanism [22, 21]. Inherently, there are two natural models
for privacy mechanisms, namely interactive and non-interactive [51]. In the non-interactive setting (an
example is k-anonymity and variants) the data collector, which is usually a trusted entity, publishes
an anonymized version of the collected data, while in the interactive setting an interface is provided
through which users may pose queries about the data and are likely to get noisy answers.
Differential privacy is obtained by using a computational mechanism, noise addition [30]. Usually, the
real value f(D) of the response to a certain user query f is computed, and then a random noise, say Y
(D), is added to mask f (D), that is, a randomized response κ(D) = f(D) + Y (D) is returned [79].
Differential privacy attempts to limit the knowledge users can derive from query responses.
Though differential privacy was proposed to use the interactive setting, recent research in [5, 11, 23] has
proposed how it can be adapted for non-interactive setting, thus bringing it on par with k-anonymity and
its variants with respect to the privacy mechanism model being adopted. Furthermore, recent research
has shown that the use of k-anonymity with random sampling [51] or k-anonymity with t-closeness [19]
can result into privacy results similar to that of differential privacy. One implication of this is that a
dataset that satisfies k-anonymity with t-closeness equally satisfies ∈-differential privacy [79]. Therefore,
in this thesis, k-anonymity and its variants were chosen because of the simplicity [57, 25], effectiveness
[84, 81] and high utility [19, 18] it offers.
2.6 Information Loss Metrics
Data anonymization could potentially lead to IL. IL quantifies information that is lost during anonymiza-
tion. The less the IL incurred, the better the quality and utility of anonymized data. IL metrics measure
how much anonymized data differ from the initial or original form [37]. The common metrics are as
follows:
1. Precision Metric: This takes the height of generalization hierarchy into consideration during cal-
culation of IL. For a given cell of an anonymized table, the precision metric is calculated by finding
the ratio of the cell’s generalization level to the total possible generalization levels [85].
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2. Discernibility Metric: It penalizes each tuple based on the number of tuples that are indistinguish-
able from it [4].
3. Classification Metric (CM): It counts those tuples that have class labels different from the majority.
CM calculates information loss for data transformation based on the fact that the intended usage
of data is for predictive modelling [38].
4. Generalized Loss Metrics: It considers the size of a cluster and the entire data distribution. These
metrics calculate IL based on the fact that the intended usage of data is not known at the time
of release [38].
While most of the aforementioned privacy-preserving techniques discussed in section 2.4 have been used
for anonymization, the focus has mostly been on static data, not data stream. Table 2.8 states the
difference between static data and data stream anonymization. In addition to information loss, there is
need to consider effective ways of applying anonymization techniques to streaming data.
Table 2.8: Difference between Static Data and Data Stream Anonymization
S/N Static Data Anonymization Data Stream Anonymization
1 It does not require real-time processing It requires a real-time processing
2 The fastest approach for obtaining an Processing time should not be more than
approximate solution is in polynomial time O(|S|), which is linear to data stream size, S
3 It requires multiple scans Multiple scans of data are not
in order to achieve generalization possible because data flows at high speed
with the least IL and only one scan is possible
2.7 Data Stream Anonymization Concept
In the last decade, many privacy-preserving techniques such as k-anonymity and other complementary
privacy-preserving techniques have emerged to encourage users and data holders to share and release
information without fear of data disclosure. However, all of these techniques were conceptualized for
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static data and cannot be directly applied to continuous or flowing data (data streams) because of the
following reasons [29, 10, 52, 101, 102]:
1. Temporal Dimension: Data streams have a temporal dimension, i.e. there is a maximum
acceptable delay between inflowing data and its corresponding anonymized output. More often
than not, the anonymized output triggers other actions, such as knowledge generation. Hence,
the receiving application should have strong guarantees on the maximum delay of its input data.
2. Transient: The technique assumes that data are static, but data streams are continuous and
transient in nature [94].
In light of the aforementioned factors that could hinder the successful application of anonymization
techniques on streaming data, it becomes necessary to come up with useful principles that can guide
effective anonymization of streaming data.
2.8 Data Stream Anonymization
Guo and Zhang [102] came up with the following fundamental principles in designing an anonymization
scheme for data streams:
1. Scanning of data should occur only once and the time complexity for data stream anonymization
should not be more than (O|S|), which is linear to the data stream size, S.
2. Just like clustering of a data stream, anonymization of a data stream can be divided into online
and offline. The online division scans the records in the stream once and stores them in a buffer.
The offline division carries out the anonymization using the records in the buffer.
3. A threshold should be set for the following parameters: size of buffer, waiting time of a tuple
(delay constraint), reusable k-anonymized cluster set and k-anonymized cluster. The size of a
buffer depicts the total number of tuples under consideration for anonymization at a particular
time. The delay constraint specifies how long a tuple can stay in the buffer. The delay constraint
could be count-based and/or time-based. A re-usable k-anonymized cluster set is a collection of
clusters that has successfully output some anonymized tuples and kept for re-use. Any subsequent
record that fits into any of the clusters in the reusable k-anonymized cluster set can be output
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immediately without going through k-anonymization because the cluster has already satisfied
k-anonymity previously. A k-anonymized cluster is a cluster that will satisfy or has satisfied k-
anonymization requirements.
4. The space occupied by the data streams anonymization scheme should be constrained. During
anonymization of data streams, most of the space is used for storing tuples that have arrived and
k-anonymized clusters. There should consequently not be infinite growth of space occupation.
5. Published k-anonymized clusters should be reusable and whatever reusable strategy is employed
should be as simple as possible. According to [29], a single k-anonymized cluster set is adequate
to achieve effective cluster reuse.
Figure 2.6 shows how data stream anonymization takes place.
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Figure 2.6: Diagrammatic Sketch of how Anonymization Technique can be Applied to Data Stream
From the literature [49, 102], anonymization of data streams occurs using either the perturbative or the
non-perturbative methods.
2.8.1 Perturbative Method
To the best of the researcher’s knowledge, only one documented work by Li et al. [49] achieves data
streams anonymization using the perturbative method. Their approach achieves privacy of streaming
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data by modifying the values of incoming data through the addition of noise. That is, additive noise,
E ∈ RTN is added to the record, where E denotes random noise, N is the number of streams and T
is the current timestamp. Each Eti is the noise added to the ith stream at time t. Therefore, the
anonymized (perturbed) stream, A∗, can be expressed as: A∗ = A+ E.
A major limitation of this work [49] is that the anonymized data becomes too difficult to analyse for
knowledge support, as a result of too much artificial noise. Furthermore, the resulting anonymized data,
A∗, can only effectively handle numeric data.
2.8.2 Non-Perturbative Method
Unlike the perturbative anonymization method, the non-perturbative method takes the semantics of the
data to be anonymized into consideration by using category generalization [32, 85, 4, 54]. Specifically,
the non-perturbative method works by replacing a specific value with a more general one based on a
hierarchical or generalization tree. As a result, the number of distinct tuples in the data set is reduced
and, therefore, the level of anonymity increases [18].
Existing data stream anonymization schemes using k-anonymity and/or `-diversity of the non-perturbative
method can be categorized as belonging to either hierarchy-based generalization or hierarchy-free gen-
eralization.
2.8.3 Hierarchy-Based Generalization of Data Stream Anonymization
Data stream anonymization in this category uses hierarchical trees (tree structures) to achieve anonymiza-
tion. Examples of data stream anonymization schemes that adopts hierarchy-based generalization are
Stream K-anonYmity (SKY) [50], Sliding Window Anonymization Framework (SWAF) [94] and K-
AnonymIzation Data Stream Base on a Sliding Window (KIDS) [102].
1. Stream K-Anonymity
SKY represent some of the pioneer work in literature that considers the use of non-perturbative
method (k-anonymity) for data stream anonymization [50]. SKY requires the following input
parameters: Data stream, specialization tree, k (k-anonymity value) and delay constraint. A data
stream is simply the set of inflowing data that needs to undergo anonymization. Each QI attribute,
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has a predefined specialization tree. The specialization tree is a directed tree, where each node is
a vector from which an acceptable value is drawn.
When SKY reads a record from the stream, it searches the specialization tree to find the most
specific node that generalizes the new record. SKY’s specialization tree nodes can either be
“candidate” or “work”. Candidate nodes are nodes that are yet to satisfy k-anonymity, while work
nodes are nodes that have satisfied k-anonymity and have been kept for future re-use. Consequent
to this, when a new tuple arrives in the stream, SKY determines the best node to place the new
tuple. If SKY places it in a “work" node, it will be output immediately. If otherwise (i.e. in
a candidate node), it may not be output until the node has satisfied either k-anonymity and/or
delay constraint. The following are the observed limitations in the SKY technique:
(a) It has no criteria for the choice of re-usable (working) nodes. As a result, a cluster that
resulted in high IL may be kept for re-use.
(b) SKY’s time and space complexity, which are O(|S|δlogδ|S|) and O(|S|) respectively, are too
high and unacceptable for data stream anonymization [102].
(c) Its use of a generalization tree for the anonymization of numerical values makes the process
of finding a suitable hierarchy difficult [101].
2. Sliding Window Anonymization Framework:
The SWAF technique incorporates a sliding window on data streams [94]. The sliding window
contains the most recent part of the stream. As new tuples arrive in the stream, SWAF updates
the stream by replacing the oldest ones in the sliding window. The technique also makes use of
a specialization tree. In the initial stage, the sliding window behaves as a static data set, and
SWAF runs an heuristic algorithm on the window in order to generate a specialization tree. As the
sliding window is being updated, SWAF uses another heuristic algorithm to continuously adjust
the specialization tree. The technique ultimately obtains a k-anonymization for the sliding window
from the specialization tree. However, the following are the limitations of the technique:
(a) The time and space complexity is too high for data streams, as revealed in [102].
(b) Its use of a specialization tree for anonymizing numerical values makes the process of finding
a suitable hierarchy difficult [101].
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(c) It has no restriction on the maximum number of records that can form a k-anonymized node.
For instance, if k is set to 50, there is a possibility that a node can overshoot that and have
about 70 records in the node.
3. K-Anonymization Data Stream Based on a Sliding Window:
The KIDS technique is similar to SWAF; it also makes use of a sliding window. One of the
major contributions of KIDS is the incorporation of distribution density [102]. With the use of the
distribution density parameter, successive data streams can be predicted so that a leaf node in the
current stream with a high distribution density prediction is set aside for future re-use. Ultimately,
this helps to reduce IL. KIDS consist of two parts, namely: (i) tree construction and; (ii) tree
update (adjustment).
• Tree Construction: This is the initial stage of the anonymization process, at this point, data
in the sliding window are static. The root of the tree is the most general value of all QI.
For example, all tuples of a sliding window may be generalized to root node (e.g. Student:
for student level; South Africa for residential location, where student level and residential
location are QI). The construction of other nodes emerges from the root.
• Adjustment of the Tree: When a new tuple arrives in the sliding window, it is generalized
into the most specific node, ni, of the specialization tree that the new tuple can fit into.
Then the tree updates in one of the following two situations:
a. If the node, ni, can be further specialized as a result of the new tuple and the child
node is not violated. If this is possible, then the node splits.
b. If the node, ni, is frozen and contains k-1 tuples, then the tuples will be released as a
result of the new tuple. A frozen node contains tuples less than k or has IL higher than
a certain threshold.
The following are the shortcomings of the KIDS method:
(a) The time and space complexity is too high for data streams [102].
(b) Its use of a specialization tree for anonymizing numerical values makes the process of finding
a suitable hierarchy difficult [101].
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2.8.4 Hierarchy-Free Generalization of Data Stream Anonymization
Data stream anonymization algorithms in this category uses a clustering method to achieve anonymiza-
tion. Clustering operates by grouping similar objects together so that those in each cluster are more simi-
lar to each other than to objects in other clusters. Examples are continuously anonymizing data via adap-
tive clustering (CASTLE) [10], B-continuously anonymizing data via adaptive clustering (B-CASTLE)
[93], fast anonymizing algorithm for numerical streaming data (FAANST) [100], delay-sensitive FAANST
[101], fast clustering-based anonymization of data streams (FADS) [102].
1. Continously Anonymizing Streaming Data via Adaptive Clustering (CASTLE)
CASTLE is one of the pioneer data stream anonymization algorithms that integrates the concept
of k-anonymity and `-diversity [10] into data stream anonymization. It usually takes in three
input parameters, which are k, δ and β. K is the value for k-anonymity, δ is a threshold for the
maximum publishing delay deadline and β is the maximum number of permitted clusters [94].
CASTLE maintains two sets of clusters, namely: k-anonymized clusters and non-ks-anonymized
clusters. The k-anonymized clusters are clusters kept for future re-use because their tuples satisfy
k-anonymity and have been output. The non-k-anonymized clusters are those whose tuples are
yet to expire and have not been output.
At the initial stage of the anonymization process, there are no clusters in memory [10].Therefore,
the first record CASTLE receives in the stream forms a cluster. For subsequent arriving records,
CASTLE determines the best cluster in which to place them, among the existing ones. On the
other hand, it could happen that no existing cluster can accommodate the new record. In such
a case, one of the existing clusters, say T , undergoes enlargement based on the range of interval
of the QI attributes of a tuple (t). For example, a cluster T[60-65, Port Elizabeth - a city in
the Eastern Cape)] can be expanded to T[60-70, Eastern Cape - a province in South Africa] to
accommodate t(68, East London - another city in the Eastern Cape).
Enlargement of a cluster indicates a greater loss of information. To minimize loss of information,
CASTLE chooses the cluster that calls for the smallest enlargement. Furthermore, CASTLE
ensures that the IL that may result from a cluster is less than a predefined threshold. If the
enlargement of a cluster will warrant IL to exceed the threshold, the new record forms a new
cluster.
CASTLE outputs/publishes its anonymized data in two ways. Firstly, a cluster of a size equal to
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or greater than k, is output if it contains any expiring record. Secondly, if a cluster less than k
contains an expiring record, CASTLE checks for a cluster that requires the least enlargement for
merging so that all records in the resultant cluster can be k or greater than k. The records in the
resultant cluster can then be output. If the IL of a cluster whose tuples have already been output
fits within an acceptable threshold, this cluster will be stored for subsequent re-use. Such clusters
are k-anonymized clusters.
CASTLE enforces `-diversity by ensuring that all records belonging to the same QI group have
at least ` distinct values for the sensitive attribute. CASTLE considers only a single sensitive
attribute for `-diversity. The shortcomings of CASTLE are as follows:
(a) Tassa and Gudes [87] noted that local recoding of generalization leads to less IL. CASTLE
uses global recoding. A better approach will be to consider local recoding. Local recoding is a
cell-level generalization of each tuple [37]. To illustrate local recoding, assume a specific year
of birth, “1984”, appears in several records, it may be left unchanged in some, or generalized
to 198* in some others, or totally suppressed in other remaining records.
(b) Whenever a record in a cluster of a size lower than k has expired, CASTLE attempts to look
for neighboring clusters to merge. Instead of merging the clusters, a better approach might
be to remove only the expiring record and retain the other records.
(c) CASTLE does not restrict the size of a cluster. It also does not have a specification for the
possible number of initial and final clusters.
(d) CASTLE verifies whether every tuple fits into all available clusters in order to select the one
with the least IL. This verification time increases with |S| reaching a time complexity of O
(|S2|), which is too high [29].
(e) CASTLE checks for an expiring tuple on the arrival of a new one. A better approach could
be the activation of an automatic alert whenever a tuple is due or about to expire.
(f) CASTLE does not place a limit on the maximum number of tuples that a cluster can have.
As a result, some clusters have more tuples than others and this may lead to high IL.
(g) The merge operation of CASTLE re-clusters all tuples without considering the distribution
of data in the stream. This merging operation further splits any cluster with more than 2k
tuples. This results in higher IL and an increase in the complexity as a result of the time
spent in the splitting process.
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2. B-Continously Anonymizing Streaming Data via Adaptive Clustering
In a bid to address some of the limitations of CASTLE, the B-CASTLE technique [93] was
developed. It attempts to improve CASTLE as follows:
(a) To solve the limitation of not placing a limit on the maximum number of tuples that a cluster
can have, B-CASTLE introduced a threshold, α, to the cluster size. This ensures that no
cluster has more than α tuples.
(b) In solving the problem associated with the merging operation of CASTLE, which re-clusters
all tuples without considering the distribution of data in the stream, B-CASTLE merges a
cluster of a size less than k (if it contains an expiring or expired tuple) with its nearest cluster.
This process is performed recursively until the resultant cluster has more than k tuples.
While B-CASTLE is an advancement on the CASTLE technique, it does not place any restriction
on the growth size of its reusable cluster set. As a result, its time and space complexity is the
same as that of CASTLE [102].
3. Fast Anonymizing Algorithm for Numerical STreaming data (FAANST)
FAANST works in a way different from CASTLE and B-CASTLE by delaying the start of the
anonymization process until the buffer is full [70]. Therefore, the main way by which FAANST
differs from CASTLE is that it releases the anonymized data stream at intervals rather than
continuously [100]. FAANST operates in two phases [100], which are explained as follows:
(a) Phase 1: This is the first time the algorithm runs. As soon as the number of tuples in the
buffer has reached its maximum limit, FAANST partitions tuples in the buffer into different
cluster(s) using a k-means clustering algorithm. Any cluster whose size is at least k will be
output irrespective of its IL. Only clusters whose IL is not more than a certain threshold are
set aside for future re-use. The algorithm waits again to have its memory filled up before
processing tuples.
(b) Phase 2: The second phase occurs when at least one round has executed (that is, from
the second round to the last round). A round simply connotes what happens when the
processing window (buffer) has reached its maximum limit. When the window gets to its
maximum limit, tuples falling into one of the accepted clusters are output while other tuples
are partitioned into k’ using k-means.
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The weaknesses of FAANST are as follows:
(a) Some tuples may stay in the system for too long and expire before output.
(b) The duration of a tuple in the approach was not considered in the IL metric.
4. Delay-Sensitive Approaches for Anonymizing Numerical Streaming Data (Delay-Sensitive
FAANST)
Zakerzadeh and Osborn [101] came up with a delay-sensitive FAANST as a result of the deficiency
of their previous algorithm, FAANST [101].
To solve the limitations of FAANST, a delay sensitive approach [101] introduces some mechanisms
namely, (i) a proactive solution, (ii) a passive solution and (iii) a delay parameter. The purpose
of these mechanisms is to ensure tuples do not expire.
• Passive solution: This saves the arrival time of each tuples. At the end of each round, it
checks for expired tuples. Those that have exceeded the deadline are suppressed and output.
• Proactive solution: This approach has an extra attribute for storing the time of the last visit
for each tuple. The initial time of every tuple is its arrival time. A simple heuristic calculated
by (current time - TimeOfLastVisit) determines if a tuple can still remain in the system and
not expire before the next round. If the output of the heuristic calculation shows that a tuple
will exceed its delay threshold, then it will be output with the present round. Otherwise, it
retains such a tuple for the next round.
• Incorporation of delay parameter into IL.
The following are the limitations associated with delay-sensitive FAANST:
(a) Tuples in a cluster that satisfies k-anonymity are output irrespective of their IL. There might
be a need to study how those clusters that have very high IL can undergo improvement such
that the privacy and delay constraint is satisfied.
(b) It does not incorporate new privacy techniques such as `-diversity and t-closeness.
(c) A passive solution leads to more execution time as a result of checking to see if a tuple has
exceeded its deadline.
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5. Fast Clustering-Based Anonymization for Data Streams (FADS)
FADS [102] takes four parameters as input in order to achieve data stream anonymization. The
parameters are data stream (S), the k-anonymity requirement (k), the delay constraint (which
should be greater than k and the reuse constraint (Tkc). Tkc imposes a constraint on the re-
usable clusters. setkc is a set that contains all the reusable clusters. The FADS process is as
follows:
(a) It reads a tuple from S and stores it into buffer, Settp, during each round.
(b) The range of numeric attributes is updated as a new tuple arrives
(c) If some tuple, t, is ripe for release, FADS refreshes the re-usable cluster set by removing the
k-anonymized cluster that has existed for more than Tkc.
(d) t is then released.
(e) When no more tuples arrive, the remaining tuples will be released. If the number of tuples
in a buffer is less than k, it is impossible for anonymization to take place. In such a case,
the expiring tuple(s) is/are suppressed or output with a re-usable cluster.
As an advancement, the FADS technique incorporates `-diversity in its approach. To conform to
`-diversity, the sensitive attributes of tuples in a cluster should have at least ` well-represented
values. In other words, the probability of associating a tuple to a sensitive value is at most 1
`
.
` is the total number of values for a sensitive attribute. In a cluster, the number of tuples with
the same sensitive value should not be greater than b|C| ÷ `c, C is the cluster containing the
tuples. Since the size of a cluster should not be less than k, the initial threshold for the number
of tuples with a corresponding sensitive value can be set to bk÷ `c. If t is chosen to be published
with a reusable k-anonymised cluster in setkc, it should be checked if the insertion of t will make
sensitive values correspond to more than b|C| ÷ `c.
The limitations of FADS are as follows:
(a) There is a possibility of record expiration.
(b) The scheme does not incorporate t-closeness.
(c) The clustering approach adopted in FADS may release a newly arrived tuple early before its
time limit just because some related tuples are ready for publication. This may lead to an
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additional IL particularly if it is possible that the tuple could have been released in future
with a cluster that has lower IL.
(d) The idea of using suppression when tuples ready for publication are less than k can cause a
greater loss of information.
6. Fast Anonymization of Big Data Streams (FAST)
Fast anonymization of big data streams (FAST) was born out of the weaknesses of the FADS
algorithm. One of the major weaknesses of FADS is that there is a tendency for some tuples to
remain in the system for a long time and therefore, are released after a specified threshold comes
to an end. It is worth noting that this weakness violates the real-time condition of a data stream
application and ultimately increases the cost metric.
FAST uses a proactive time-expiration heuristic to handle the aforementioned challenge. In order
for the proactive heuristic to work effectively, a new parameter, expiration time, which represents
the maximum delay that is tolerable is introduced. The heuristic works by using a simple formula
(CurrentT ime − ArrivalT ime) + EstimatedRoundT ime ≤ ExpirationT ime to check if a
tuple will expire if considered for the next round. This is a major improvement over FADS because
FADS does not verify if a tuple can still remain in the system or not, this explains why some tuples
are published after expiration.
Table 2.9 presents a high-level summary of information on the data stream anonymization techniques.
The approach presented in this thesis attempts to leverage the strength of existing techniques to achieve
anonymization, while augmenting with appropriate heuristic and technique for improved performance.
In particular, the `-diversity and t-closeness approach were employed to augment the adaptive K-
anonymization technique, which is supported using Poisson distribution in order to predict the rate
of flow of data in the stream and ultimately reduce IL and enhance the speed of anonymization. More-
over, the use of a three-tier user-defined privacy mechanism for anonymization was considered. The
three-tier privacy level preference approach includes low, neutral (medium) and high levels. The choice
of three tiers is based on the outcome of previous research that users have varying levels of privacy and
can realistically choose between three levels of privacy [13, 72, 97]. The integrated functionality of the
approach considered in this research is implemented in a testbed called CryHelp. More details on the
approach adopted and CryHelp follow in succeeding chapters.
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Table 2.9: Summary of Information on Data Stream Anonymization Techniques
S/N Features Major Approach Advantage Limitations
1 Li et al [49] Additive Noise - Too difficult to analyse
2 SKY [50] k-anonymity Preserves data Time and space complexity
truthfulness is too high
3 SWAF [94] K-Anonymity Small memory Susceptible to
requirement homogeneity attack
4 KIDS [102] K-Anonymity Incorporates distribution Difficult to find a
density suitable hierarchy
5 CASTLE [10] K-Anonymity and Ensures freshness High Information
l-diversity of anonymized data loss
6 B-CASTLE [93] K-Anonymity Faster merge High information
operation loss
7 FAANST K-Anonymity Batches Anonymization Can only handle
[100] Processing numeric values
8 Delay-Sensitive K-Anonymity Delay handling Can only handle
FAANST [101] numeric values
9 FADS [29] K-Anonymity and Low time Record expiration and does not
l-diversity complexity incorporate t-closeness
10 FAST [59] K-Anonymity Delay handling Does not incorporate
dynamism into its delay handling
2.9 Contributions and Chapter Summary
This chapter began with a motivation for data privacy and presented data anonymization as a viable
solution to achieve data privacy, among other existing or conventional solutions. In particular, the
limitations of access control and cryptography in achieving data privacy are discussed, followed by the
rationale for data anonymization. Furthermore, a critical review of conventional and existing state
of the art approaches and techniques in data anonymization was presented. These were achieved
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through various expository illustrations and tabular representations. The potential usefulness as well
as shortcomings of these approaches were discussed, while emphasizing the lack of attention to the
approaches in data stream anonymization. The contribution of this research in addressing some of the
limitations in existing techniques is discussed. This research attempts to address the limitations related
to record expiration caused by not considering the dynamism of the data stream; high IL caused by
not considering the distribution of the present and future data stream and in-balance privacy caused
by not taking users’ privacy preferences into consideration. This has led to the proposition of an
adaptive anonymization technique augmented with Poisson probability distribution and a three-tier level
framework for achieving user-preferred personalizing preference.
Poisson probability distribution was incorporated into the stream in order to improve on the reduced
record expiration and IL by studying the rate at which data flow in the stream and the rate at which data
will flow in the future stream.The limitation of user-preferred personalized privacy was addressed by first
conducting a survey in the form of a questionnaire in order to ascertain users’ preference. Responses
from the questionnaire were evaluated and then modeled into the proposed anonymization framework
in the form of a three-tiered privacy level. A three-tier privacy level preference approach consists of low,
neutral (medium) and high levels. Detailed documentation on the contribution of this study is discussed
in subsequent chapters. Also,further information about the framework follows in subsequent chapters.
Chapter 3
Data Anonymization Framework
This chapter presents a general framework for the research work carried out in this study. In order to
have a realistic and detailed framework, a detailed system requirements survey was conducted using
standard means of data collection and analysis. The discussion in this chapter first reports on the
overall framework of the research in section 3.1. Afterwards, in section 3.2, the detailed approach used
for the systems requirement of the user layer, its design and implementation was explained. Section
3.3 discusses how the tool for data collection (i.e. CryHelp App) evolved through different prototypes.
Section 3.3.3 discusses the design of the emergency report. Finally section 3.4 discusses the CryHelp
Application in detail.
3.1 General Framework
Generally, research aims to contribute to the body of knowledge through various means of experimen-
tation, investigation and observation, among others [47]. A research problem in this study is that when
records are time-sensitive or need to be processed in real time, the undue delay of the records result in
high levels of IL from dropped records, which is undesirable. In addition, there was a need to identify
the sliding windows or data streams that are most appropriate to anonymize data such that privacy
is preserved with low IL. Lastly it was observed that existing anonymization schemes are structured
to accept a static or constant anonymization value for an entire dataset, thus enhancing data privacy,
but have the drawback of not being practical for use in real life situations. As such, the objective of
this study is to develop a test-bed framework to preserve privacy during real-time information sharing of
43
Section 3.1. General Framework Page 44
crime reports such that the solution is usable in real life and minimizes IL. For this reason, the study uses
experimental methods and techniques of empirical enquiry, as well as a quantitative research method.
Quantitative research focuses on numeric values and collects data using methods such as questionnaires
and experiments [47].
Furthermore, in order to understand the crime-reporting process and the users of the system at the user
layer, a survey and interview were carried out among respondents who participated in the process of
reporting a mock crime in order to collect data. The respondents included users who had been victims
of crime and did not report the crime, users who had been victims of crime and had reported the crimes,
and users who had never been victims of crime. The choice of respondents who participated in the study
was based on Nielsen’s suggestion to “identify a design’s most important usability problems, rather than
run a big and expensive study” [64, 66, 65].
The conceptual framework, which is divided into four layers, namely a: user layer, network layer,
algorithmic layer and application layer, is depicted in Figure 3.1. The user layer captures users’ input
which could generally be achieved through the use of mobile devices such as mobile phones, Personal
Digital Assistants (PDA) and laptops. In short, the user layer is responsible for data collection from
the user. In this research, the focus was on how to capture input using a mobile phone. The basis for
focusing on mobile phone is because of the success of previous studies [17, 7, 41] which affirm that the
use of mobile phones aid in efficiently or securely reporting a crime. These inputs are transmitted through
a network. The network layer is responsible for the transmission of users’ input into the algorithmic
layer. At the algorithmic layer, these input data are buffered for the purpose of effective real-time
anonymization. In crime-reporting applications, where real-time decision making is crucial; the buffering
and anonymization scheme must be delay-sensitive to avoid any negative effects on real-time publication
of anonymized data. At the application layer, the anonymized data are analysed by third-party service
providers (such as data miners, crime analysts) for crime pattern identification. Any knowledge of crime
trends or patterns that has been derived can then be reviewed by security agencies (policy makers) and
used for different safety and situation management decisions.
This research only focuses on the user and algorithmic layer of the overall framework. The details
about the design of the user layer is explained in the remaining part of this section, while those of
the algorithmic layer are explained in subsequent chapters. The algorithmic layer uses two techniques:
Poisson probability distribution and a three-tier personalized privacy scheme to support its anonymization
process as shown in Figure 3.2. More detail about how this is achieved is documented in Chapters 4
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Figure 3.1: Depiction of the Conceptual Framework of the System
and 5.
3.2 User Layer: CryHelp
As indicated in previous chapters, this research considers the crime domain as an application scenario for
achieving data stream anonymization. However, the ideas in this research extend to any other domain
that requires anonymization of sensitive data. Thus, as a practical means to achieve anonymization
in the crime domain, a crime-reporting application named CryHelp, was developed. Following is a
discussion of further details on the CryHelp App as applied in this research.
As reflected in the user layer in Figure 3.1 and in the specific case of the CryHelp system, the user
makes use of a mobile device that runs an android operating system (OS) to report crime incidents.
The android OS is considered because it is proven to be a successful platform for mobile apps and it has
an 85% market share among smartphone users [9, 88]. CryHelp enables users to create and effectively








Figure 3.2: Techniques Used for Supporting Anonymization
fill in crime reports that are a replica of the existing paper-based crime report of the University of Cape
Town (UCT). The UCT paper-based means of reporting was used as a model for CryHelp for two key
reasons:
• CryHelp could serve as an electronic means of crime reporting at the university.
• The students at the university served as the primary source of data collection for demonstrating
the applicability and effectiveness of the approach in achieving anonymization.
3.2.1 Requirement Analysis
Requirement analysis was primarily carried out using interviews, questionnaires and group discussions
with students and stakeholders. Key stakeholders interviewed to identify these requirements were po-
lice officers, crime investigation officer(s), victims of crime, researchers and interface designer. The
requirements were integrated into the process of CryHelp App development.
The requirement analysis of the user layer is classified into two, namely functional requirements and non-
functional requirements. Functional requirements define the function of the system while non-functional
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requirements specify the scope of the system, that is how the functions of the system should be carried
out. The functional requirements of the CryHelp App are classified into two namely: (i) standard crime
reports; and (ii) emergency.
The standard crime reports enable end-users to use a mobile device to carry out the following functions:
1. Save the user’s personal information.
2. Create a substantial crime report.
3. Send crime reports.
The emergency crime report function enables users to use a mobile device for the following:
1. A single input that enables prior collection of data.
2. A response (confirmation) message when a report is successfully sent.
The non-functional requirements are classified into two: (i) the platform on which the system is
required to run; and (ii) the format storage for the input. The CryHelp system is required to run
on an android device platform. Hence, the system stores user data in an XML file. XML was chosen
as the target output because of the uniformity of the format. In the next subsection, user requirements
were explained.
3.2.2 User Requirements
Based on the recommendation of [16], 20 users were consulted to determine user and design require-
ments. The sample contained users who have had experience in user design interfaces, had been affected
by crime previously and other users who had never been personally affected by crime. The requirements
were gathered through interviewing and brain-storming. Table 3.1 presents a summary of the user re-
quirements. The requirements were also augmented by the interview sessions carried out before and
after prototype interaction.
A key observation emanating from lines 2 and 6 of Table 3.1 is the fact that some users or crime
victims had concerns about their personal identity and adopted a privacy policy. It is also noted that
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1 Ease of usage and short in-
put time
Users wanted an application that does not require a lengthy
process or time during crime reporting. This implies that the
interface must make simple tasks quick to perform. For in-
stance, a user suggested the use of check boxes for yes/no
responses.
2 Anonymity: Privacy for sen-
sitive crimes
Users wanted to be able to report some crimes without having
these traced back to them.
3 Continuity and re-usability The application must be able to save an incomplete report so
that users can complete it later. Users did not like the idea
of having to restart an earlier incomplete reporting process all
over again.
4 Replicability and reliability Users want to be sure they will have the same experience as
when reporting in-person. They also want a guarantee that
their report is being considered.
5 Simplicity Users want an application that is simple to use and requires
little or no assistance for effective usage. In other words, users
do not want the effective use of the application to depend solely
on user documentation.
6 Security and data privacy Some users wanted the privacy of the application to be user-
centric while others wanted an assurance that their personal
information would be secure.
many factors influence how users want their privacy protected. For instance, some users wanted the
protection of their identity to be based on the sensitivity of reported crime. Furthermore, they seemed
to want to be aware of the privacy scheme implemented by the law enforcement authorities to guide
their decisions on privacy, in terms of releasing their personal identity (sensitive) information. Hence,
CryHelp incorporates functionalities that allow some level of control and meeting of user requirements
in this regard. Having determined users’ requirements, the next milestone was to develop a prototype.
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3.3 Prototypes
Prototyping can be simply defined as building a scaled-down version of the desired system [90, 92]. A
prototype provides a platform for users to test a tangible component of the system and also a means
by which users’ input can be gathered for prototype refinement. Through the use of prototypes in this
research, the user interface design of the CryHelp App was able to undergo criticism and evaluation.
The criticism and evaluation conform to the standard classification of prototyping as either high or low
[27, 39], based on the fidelity with which prototypes resemble the original system in terms of design,
timing, and interaction. In addition, criticism and evaluation are meant to improve the usability of the
overall CryHelp App prototype.
Figure 3.3 shows the iterative cycle involved in the prototype design. The design phase involves inter-
acting with the end-users to have a blueprint of the CryHelp application, while the implementation cycle
involves the way in which the output from the design stage was executed and finally the evaluation
phase involves interacting with the end-users again to see if their input has been well represented.
Figure 3.3: Depiction of the Iterative Design Cycle Used during Prototyping
3.3.1 Low Fidelity Prototype (Paper Prototype)
Low fidelity prototypes are easy and quick to implement, allowing immediate testing of a concept [76].
They are also low-cost and allow design ideas to be conceptualized at the early stage of application
development. In this research, paper-based prototypes were used for the low fidelity prototyping and it
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has been identified as a valuable approach [27]. These prototypes were not only cheap to produce, but
also allowed users to manipulate the (potential) CryHelp features more freely with better and honest
feedback. Furthermore, users could participate without having to use any computer skills or a computer
at all. This allowed user to try out the interaction design rather than the visual design.
For effective and fruitful design outcomes, two iterations for the paper prototype were used. In the first
iteration, there were two major goals:
• Get users to recognize what crime reporting is all about.
• Involve users in helping to design an interface that is a logical extension of what they understand
a crime report to be.
Having explained these goals to the participants, the prospective users were allowed to give design input
on the full crime-reporting application. Some of their input is illustrated in Figure 3.4. During the
compilation of their inputs, similar design ideas were grouped together and given preference over less
common ideas. The first iteration resulted in a prototype with three major components, namely the
main screen, user details form and full report. The main screen, which is the home page, contains two
buttons that allow the two other tasks (user details and full report) to be launched and completed.
The second iteration involved users interacting with the final outcome of the first iteration. Comments
were again received from end-users and these brought about the following significant changes:
1. The user details button was completely removed. The essence of this was to ensure that details
of users are not prompted for each time the application is launched or used. As a result, users
are only prompted for their details if they are using the application for the first time. This means
that repeat users have their details saved and therefore do not need to enter their details.
2. A new field was also added to handle privacy. The essence of this new privacy field was to allow
users to indicate how their data would be anonymized before sharing it with a third party.
3. The full report remained unchanged.
Paper prototypes have the disadvantage of not allowing the implementation of numerous features such
as animation and gesture input, which is why high fidelity is adopted.
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Figure 3.4: Sample of Paper (Low-Fidelity) Prototype Images
3.3.2 High Fidelity Prototype
High fidelity prototyping was used when the basic interface model had been fleshed out. This entailed
using a GUI builder to create a click dummy that was a true replica of the final system, but did not
necessarily provide any functionality. At this level, the CryHelp prototype demanded more involvement
and was designed to work on the target device. Figure 3.5 is an illustration of the high fidelity prototype.
Moreover, end-users could gain a sense of what the CryHelp system was realistically about and comment
on what they considered good, what needed modification or additional fields considered necessary.
Furthermore, end-users could discover how to use the system at this level.
Moreover, at this level of prototyping, it became clear that end-users wanted to see or have some
features on CryHelp that allow them have control over their personal information. A recommendation
on emergency reporting design was made as well.
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Figure 3.5: Depiction of High-Fidelity Prototype with Dummy Click
3.3.3 Emergency Reporting Design
As a result of constraints in time, the full crime-reporting interface was designed with the emergency
reporting interface. In order to source suggestions, the intended users of the system were involved. In
the course of the design, users were asked to brainstorm on how they would like to interact with their
mobile device and the CryHelp App during emergency crime reporting. Some of the suggestions given
included being able to report any given crime using the device in a terrifying situation, being able to
scribble letters on the touch surface of the device while simultaneously reporting the crime or simply
pressing a button on the device in a manner similar to E9 [69]. E9 is a service offering a means of
immediately reporting crime via the use of speed dial. The service is targeted at institutions of tertiary
education such as UCT, which have an interest in protecting their affiliates and campus premises.
Having gained a good grasp of how the CryHelp App should look like in real life, the application was
then implemented.
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3.4 Implementation Environment
The target device for the final solution is an android device. The particular device used is the Samsung
Galaxy S3 running android 4.2. In order to meet the specifications of the android device the following
environment was used:
Software Development Kit
In order to allow effective implementation of both the interface and communication components, the
JAVA programming language was used. For the development of the interface the eclipse Software Devel-
opment Kit for android development, a tool made available by Google, was used. The target application
program interface for the application was the latest android available at the time of development,
Android 4.3 Jelly bean.
Storage
During implementation multiple device memory options were used:
1. To operate effectively, the system requires users to enter sensitive information such as their ad-
dresses and contact numbers and store them on their mobile devices. However, these personal
details could be easily detected if the mobile devices is stolen or taken from the users. Therefore,
a password login is implemented. The essence of this password login is to provide authentication
at a low level.
2. The application persistently stores data in order to avoid re-entering user data.
3. Before the final report is fully compiled and sent as output, it is saved in application memory. The
final report output is usually in a compiled XML format file that contains all the fields of the final
full report.
3.4.1 Implementation Structure
For ease of implementation on Android Integrated Development Environment, the program was struc-
tured into an activity as illustrated in Figure 3.6. An activity can be defined as a component of an
application that provides a screen via which users can interact in order to accomplish a task [61]. A
new activity can be referenced from the current activity using intents.
Section 3.4. Implementation Environment Page 54
Figure 3.6: Depiction of the Activity (System Diagram) of CryHelp App
Home Page
This is the home screen of the application. Whenever the application is launched, the home page loads
any incomplete crime report that the user has previously worked on and has not sent. However, if the
application is launched for the first time by the user, then the User Details page will be loaded. The
home page is shown in Figure 3.7 below.
Figure 3.7: Application Main Screen
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User Data Page
This page, as shown in Figure 3.8, captures the user’s personal details. In addition, it enables users
to set their privacy preference. The save button enables the user’s details to be saved permanently so
that even when the user is using the application at another time he/she will not be prompted again for
his/her personal details. The cancel button closes the application.
Figure 3.8: User Details Page
Full Crime Report
After a user has successfully entered and saved his or her personal details, he or she can then proceed
to report the full crime. The full crime report has five pages. The first two pages focus on the crime
details while pages three and four focus on the suspect details and finally page five compiles and sends
the report.
• Crime Details Page
The crime details pages shown in Figure 3.9 enable the user to provide the details of the crime.
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The program has features such as a help button, which provides tips on how to navigate through
the application and the camera button, which allows the user to take a picture and attach it to
the report. Generally the application minimizes the time a user will spend in reporting a crime by
providing tips such as a list of possible crimes, automatically detecting the user’s current location,
time-stamp etc.
Figure 3.9: CryHelp: Crime Report Details Pages
• Suspect Details Page
The suspect details page shown in Figure 3.10 facilitates the collection of data about the suspect
in a crime. The page also has a camera feature that allows the picture of a suspect to be taken
and tagged. After filling in the suspect details, the user is then given the option of sending the
overall report.
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Figure 3.10: CryHelp: Suspect Details Pages
3.5 Chapter Summary
This chapter began with a presentation of a general framework for the proposed crime reporting ap-
plication system. This was followed by a brief discussion of each of the components of the system,
namely the: user layer, network layer, algorithmic layer and application layer was discussed. Afterwards,
more details on the user layer, which was the focus of this chapter, was presented. Thereafter was a
discussion of how the user layer was designed through the use of low and high fidelity prototypes as well
as how these prototypes evolved through two different levels of iteration. Furthermore, an extensive
discussion of the crime-reporting application, CryHelp App, which evolved as a result of the iterations
was documented. The CryHelp App was used for data collection for the algorithmic layer, which is




This chapter re-establishes the research rationale and presents the model and algorithm specification
for the adaptive buffer re-sizing scheme (ABRS). ABRS focuses on preserving privacy in a manner that
minimizes information loss and delay (expired records) by taking into consideration the distribution
of data in the current sliding window and future sliding window(s). To predict the distribution of
data and rate of anonymization in the future sliding window(s), the Poisson probability distribution
was adopted. Other possible probability models that were considered include the binomial and normal
distributions. However, Poisson distribution was chosen because it focuses on finding the occurrences
of an event within a specified period [6, 49, 1]. Furthermore, Poisson distribution is applicable when
the possible number of events can take up whole numbers and the average frequency of occurrence for
the period under consideration is known [6, 1]. Of interest in this research is finding the occurrence
rate of anonymization across sliding windows. More details about how this works is documented in this
chapter.
4.2 System Overview
Figure 4.1 presents an overview of a target system for data stream anonymization by revealing how
different layers interrelate in the real world. Of interest is how policy makers can benefit from the
output of the research without infringing on users’ privacy.
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Figure 4.1: Depiction of Interaction that Takes Place in the Algorithmic Layer
4.2.1 Input Layer
Essentially this layer illustrates how data flow into the data stream anonymization framework. Typically
data flow into the framework whenever a crime is being reported. Details about how crime reporting
application, CryHelp, was developed have been documented in Chapter 3.
Input Definition and Formulation
Let V be a set of crime victims, where each victim, say, vi ∈ V, is defined by a set of attributes, A(vi).
Our interest lies in how the set of attributes, A(vi), can be anonymized in real time such that data
utility is maximized while maintaining privacy.
To set the context for the data stream anonymization, the set of attributes, A, was divided into three
subsets. That is, ae ⊂ A, aq ⊂ A and as ⊂ A where ae represents explicit attributes, aq represents
quasi-attributes and as represents sensitive attributes. Explicit attributes are attributes that directly
identify an individual e.g. a unique ID number [24]. QIs are attributes that have the potential to
identify an individual, e.g. date of birth, sex. Sensitive attributes are attributes whose value must not
be disclosed, e.g. crime type or disease suffered (in the case of a health scenario) [89]. In order to decide
if a tuple has exceeded its time-delay constraint, additional attributes such as arrival time, expected
waiting time and entry time were included.
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4.2.2 Processing Layer
The processing layer, which is also referred to as the algorithmic layer, basically performs the anonymiza-
tion process in real time. As stated in the introductory chapter, the concept of anonymization was ba-
sically conceived for static data. Though recently efforts have been made to incorporate anonymization
into the data stream, there is still a need for more research effort, particularly in a manner that takes
distribution of data streams into consideration, ultimately to reduce IL.
To adapt anonymization schemes into data stream, the concept of a time-based sliding window and
Poisson distribution was introduced. The time-based sliding window is a logical window type defined by
time-unit whose scope is usually defined by a function of time bounded by a lower limit and upper limit
[67]. On the other hand, a count-based sliding window retains N most recent tuples, where N is user
defined and an integer usually greater than zero. The advantage of a time-based sliding window over
a count-based one is that it is sensitive to records that are delay-bound. Poisson distribution enhances
anonymization and data utility by taking into consideration both the present stream (or data) under
consideration and the future stream (data).
Typically the sliding window (also referred to as a buffer) is responsible for temporarily storing the
sequence of data streams that come in from the input layer. Then, the anonymization process is applied
to records in the buffer by grouping (clustering) data, using generalization and suppression in order to
ensure that each group (cluster) has a size of at least k. The anonymization algorithm also ensures each
item of data is placed in a group (cluster) that yields the lowest IL. The anonymization scheme also
applies `-diversity and t-closeness privacy measures to address the shortcomings inherent in the basic
privacy measure (i.e. k-anonymity).
For the buffer component, the general mechanism adopted in most literature is simply to assign a fixed
size to the buffer limit [10, 29, 101]. However, this has the limitation of leading to high IL and expiration
of records [59] [71]. Therefore, ABRS is proposed as an advancement to overcome the limitation. By
adaptive, this means that the buffer size can either increase or decrease. The motivation for increasing
the buffer size may be the increasing proliferation of mobile devices and the increase in the number of
persons who can report crime incidents via their wireless devices. On the other hand, the motivation
for decreasing the window size is based on attempt to reduce the rate of record expiration, especially
when it is observed that the flow of data in the stream is low and could lead to a high rate of record
expiration. Following is a presentation of some concept on streaming buffer data, as well as explanation
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of ABRS.
Buffer Streaming Data
Three major factors affect the privacy level that can be achieved and the rate at which information is
lost during data stream anonymization. These factors are:
1. Buffer size
2. Arrival rate of streaming data
3. Rate of suppressed (unanonymizable) records
The buffer size, which could either be time-bound or tuple-bound influences the amount of information
that can be held or stored. By time-bound, it means that the buffer can exist for a period T while by
tuple-bound it means that the buffer can contain µ records. Former approaches that use a static means
of buffer size tends to either lose information or adversely affect the privacy level obtained when there
is intermittent flow of data in the stream. Thus, employing an adaptive mechanism is a useful concept
that helps to resolve this problem. The adaptive mechanism dynamically adjusts the size of the buffer
as streaming data flow in and also allows overlapping of sliding windows.
Figure 4.2 presents an overview of how buffer size can be dynamically adjusted as streaming data arrive.
A Data Streams, DS, is defined as a real-time and continuous data flow ordered implicitly by arrival
time or explicitly by timestamps.
Crime data reported by a rst or third party, 
electronically to a law enforcement agency
Third Party Data Analytics
 Service Provider
Figure 4.2: Overview of Buffer Resizing Process
In order to guide the concept of the buffer streaming data, the following definition follows:
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Definition 1:
(Sliding Window (swi)) A sliding window, say swi, is a subset of the data stream, DS where DS =
{sw1, sw2, sw3,..., swm} implies that DS consists of a set of m sliding windows.
The sliding windows obey a total ordering such that for every i < j, swi precedes swj . Each sliding
window, swi which is swi ⊂ DS, only exists for a specific period of time T and consists of n finite and
a varying number of records (R), such that swi = R0, ..., Rn−1.
Since there are varying records, the ability to predict the distribution of incoming stream for a particular
period based on past stream behavior is useful for adjusting the buffer size. For this purpose, the Poisson
probability distribution model was used to predict the rate of data flow in the next sliding window, swi+1,
based on the rate of flow in a previous sliding window, swi. The Poisson model was used because the
Poisson distribution is concerned with the number of successful predictions that an event would occur
in a given unit of time. This property of the Poisson distribution makes it possible to view the arrival
rate of the reported crime data as a series of events occurring within a fixed time interval at an average
rate that is independent of the time of occurrence of the last event [6, 49, 1]. In the model, only one
parameter needs to be known: the rate at which the events occur, which in this case is the rate at which
crime reporting occurs.
4.2.3 Adaptive Buffer Re-Sizing Scheme
To achieve the objective of carrying out data stream anonymization in a manner that takes the distribu-
tion of the present data stream and future data stream into consideration, a model called ABRS, which
combines concepts from the time-based sliding window and Poisson distribution, is proposed. Figure
4.3 outlines the six main phases involved in ABRS. Details and supporting examples about these phases
follow.
Phase 1: Initial Buffer Size
The size of the buffer is first set to some initial threshold value, T. Let T be the time for which a sliding
window, swi, exists, where T is a time value that is bound by a lower bound value, tl, and an upper
bound value, tu. For example, in previous work [101], values between 2000 ms and 5000 ms have been
used as the time interval in which a record can stay in the buffer. In line with this, the threshold values
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Figure 4.3: Phases of Adaptive Buffer Re-sizing Scheme
are, tl = 2000 ms and tu = 5000 ms. Afterwards, the following occurs:
1 The anonymization algorithm is applied to the data that were collected in the sliding window, swi,
during the period T . Details of the anonymization algorithm follows in section 4.2.6.
2 Essentially swi = T .
3 Ideally, all records that are not anonymizable from the data collected in swi are either suppressed
or excluded from the dataset released for publication. An effect of this is that it leads to an
increase in IL and offers low data utility. Therefore, there is a need to attempt to reduce IL.
Consequently, Phase 2 is born.
Example 4.1: In order to understand how phase 1 works, consider the dataset provided in Table 4.1
that has a time-defined size of 5000 ms for a sliding window, swi. This implies that the anonymization
algorithm is applied to the data that were collected in the sliding window, swi, during the period
T = 5000 ms. The anonymization process was handled with a k-anonymity scheme in which k = 3 is
used as the anonymization metric. k was chosen as 3 because of the small dataset, which consists of only
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10 records. A higher value of k will lead to higher IL. The dataset illustrated in Table 4.1 is a collection
of crime reports observed in the data stream within time T ; the QIs are “age” and “address” while the
sensitive attribute is “crime reported”. To achieve anonymization in Table 4.1, the address taxonomy
tree in Figure 4.4 was used for the attribute named residence and intervals for the attribute named age
to cluster records that belong to the same parent node; this results in Table 4.2. Afterwards, `-diversity
and t-closeness privacy schemes were applied to mitigate the vulnerabilities inherent in k-anonymity. All
records that are not anonymizable from the data collected in swi are either merged with other cluster(s)
or suppressed (excluded) from the dataset released for publication. By unanonymizable, this means that
such records belong to a cluster whose total number of records is less than k. In other words, such
records could also be seen as outliers. An effect of this is that IL increases and data utility declines. In
an attempt to reduce IL caused by either merging or suppression, phase 2 is born.
Value Generalization Hierarchy for Residence Attribute
Clarinus Village, Smuts 
Baxter, Kopano,
 Tugwell  
Obz Square, Lieesbeek 
Gardens





Figure 4.4: Residence Taxonomy Tree
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1 Vandalism 60 Room 3.4 Clarinus Village 4782
2 Murder 20 Flat 21 J.P. Duminy Court 4017
3 Theft 50 Room 3 Flat 2 Baxter Hall 3361
4 Corruption 60 Room 210 Kopano 2566
5 Rape 30 Room D Flat 603 Rondeberg 2118
6 Burglary 70 Room 102 Tugwell Hall 2069
7 Forgery 35 Room C Flat 207 Liesbeeck Gardens 1492
8 Arson 40 Room 110 Smuts Hall 1214
9 Drunken
Driving
50 Room 6001 Obz Square 417
10 Robbery 40 North Grange House, Broad Road 100
Table 4.2: Results for k-anonymization of sw1, k = 3 and T = 5000 ms
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Phase 2: Reduction of Information Loss
This second phase attempts to reduce IL that is likely to occur as a result of suppressed/unanonymizable
records in Phase 1.
Let C be a set of anonymized clusters where C = {c1, c2, c3,..., cm}. A cluster is anonymized if it satisfies
the k-anonymity requirements. The k-anonymization algorithm requires that records be classified into
clusters of at least size k, such that each record in the cluster is indistinguishable from at least k-1
records. A record, Ri, is unanonymizable or suppressible if it does not fit into any of the clusters in set
C in a manner that either maintains or reduces its IL. In other words, such records could also be seen
as outliers. An effect of this is that IL increases and data utility declines. Therefore it is necessary to
provide a mechanism to reduce IL.
To calculate IL with respect to the number of records, i.e. deviation of anonymized data from its initial
form, the formula in equation 4.1 was used, as it is in [38]. This metric was adopted because it is a
benchmark in many data stream anonymization schemes [10, 29, 101].
InfoLoss = MP − 1M - 1 ... (4.1)
Mp is the number of leaf nodes in the subtree at node P and M is the total number of leaf nodes in the
generalization tree.
In order to minimize the rate of IL due to the unanonymizable records, these unanoymizable records
were either included in a subsequent sliding window, say swi+1, or incorporated into already anonymized
clusters (reusable cluster) of data that are similar in terms of content. Furthermore, a reusable anonymity
cluster is described as one that has successfully published a set of anonymized records whose privacy
and IL levels are not negatively affected by the inclusion of the suppressed record(s).
Example 4.2: To understand Phase 2, the output of the k-anonymization process in Phase 1, i.e.
Table 4.2, is searched for unanonymizable/suppressed records. From Table 4.2 it is noted that records
with ID 7 and 9, i.e. R7 and R9, are not anonymizable with the dataset in the current sliding window
sw1 because the group of records they are categorized into does not contain sufficient records to meet
the k-anonymity requirement of k = 3. Therefore, there is a need to decide whether to process the
records R7 and R9 in the next sliding window sw2 or whether to find an appropriate reusable cluster
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into which to incorporate the records instead.
Phase 3: Inclusion of Suppressed/Unanonymizable Records in the Next Sliding Window
One of the goals of this solution is to reduce the number of expired tuples. A tuple is considered as
“expired" when it remains in the system for longer than a pre-specified threshold called delay [101].
Therefore, in order to determine whether or not a suppressed record, SRi, can be included in a subse-
quent sliding window, say swi+1, its expiry time TE is computed using equation 4.2. Afterwards, the
value of TE is compared to the bounds for acceptable sliding window sizes [tl, tu]. Thus, the expiry time
of SRi, is computed as follows:
TE = swi − TS − TA ... (4.2)
where swi is the time-size of the previous sliding window, TS is the time for which a suppressed record,
SRi was stored in a previous sliding window, swi, and TA is the time it took to carry out anonymization
in the previous window, swi.
Example 4.3: Following from Table 4.2, records R7 and R9 are unanonymizable because they are
categorized into a group that does not contain sufficient records to meet the k-anonymity requirement.
That is, we could say they are outliers with respect to the current distribution of data in the present
stream. Therefore it is necessary to predict if a future data stream will have similar records in order to
provide better anonymization and improve data utility.
In order to determine whether or not to include these records in the next sliding window, sw2, the
remaining time TE(Ri) of both records are computed and both values compared to the bounds for
acceptable sliding window sizes. From Table 4.1, TS = 5000 and TA = 80. Therefore, TE(Ri) is
computed using equation 4.2 by subtracting TS and TA from sw1 = T , which in this case gives TE(R7) =
sw1−TS7−TA = 5000−1492−80 = 3428 ms and TE(R9) = sw1−TS9−TA = 5000−417−80 = 4503ms.
Given that tl = 2000 ms and tu = 5000 ms, it follows that tl ≤ T (R7), T (R9) ≤ tl and it can be
concluded that it makes sense to examine further if R7 and R9 should be incorporated into the sliding
window sw2.
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In cases where such suppressed records cannot be considered for the next sliding window, say swi+1,
the concept of a reusable anonymity cluster as discussed in phase 2 is used. Once again,a reusable
anonymity cluster is described as one that has successfully published a set of anonymized records whose
privacy and IL levels are not affected negatively by the inclusion of the suppressed record(s).
Phase 4.4: Determination of Arrival Rate
This phase further examines suppressed records for inclusion in the next sliding window, say swi+1. The
main drive behind this phase is to predict the similarity between the data stream distribution in the
current sliding window and the next sliding window.
Let U be a set of unanonymized clusters of an anonymization process where U = {u1, u2, u3,..., un}.
A cluster is unanonymized if it does not satisfy the k-anonymity requirement. The requirement for
k-anonymity is that a cluster contains a minimum of k records where k ≥ 1.
Starting with the unanonymizable cluster that has the suppressed record, SRi, with the lowest TE and
whose value falls within the acceptable sliding window bound, [tl, tu], the algorithm checks for other
suppressed records that belong to the same unanonymized cluster, ui, as SRi. After which it proceeds
to find the rate of arrival, λ, of data in that unanonymized cluster ui, within the time interval, swi and
compute the expected arrival rate of records required to anonymize SRi within its expiry time, TE using
equation 4.3.
λ = +|ui|swi
× TE ... (4.3)
Example 4.4: Building on example 3, to decide what the optimum size of sw2 should be set to, the
expiry time, TE , of the suppressed records in sw1 is taken into consideration. Since TE = 3428 ms for
R7 and 4508 ms for R9, sw1 = 5000 ms and k = 3 is being used as the k-anonymization metric and
both records (R7 and R9) fall under the generalization attributes of crime = “2nd Tier Residence” and
age = “35 - 50” , it is required that at least one similar record arrive during sw2 in order to ensure that
anonymization succeeds, thus avoiding IL from record expiry due to failure to anonymize the records.







R7 gives λ2 = 1.37 .
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Phase 5: Optimal Size for the Next Sliding Window using Poisson Probability
Let λ be the expected arrival rate of data in an unanonymized cluster, ui, in a sliding window, swi and
n be the number of records ui required to undergo proper anonymization. Then, the probability that an
unanonymizable/suppressed record SRi in ui would be anonymized in the next sliding window, swi+1,
can be calculated using equation 4.4,
f (swi+1, λ) = Pr (i = 0 .... n) =
λie−λ
i! ... (4.4)
where λ is the expected data arrival rate, e is the base of the natural logarithm (i.e. e = 2.71828), n
is the total number of observations and i is the number of records under observation. Therefore the





where Pr is the probability outcome of equation 4.4.
The expected arrival rate, λ, from phase 4 is then used to determine the probability of arrival of the
minimal number of records, n, which is required in order to guarantee that delaying the anonymization of
the suppressed record, Ri, to the sliding window swi+1 will not adversely increase IL. This is achieved by
finding the probability that n records will actually arrive in the data stream within time, TE , in order to
anonymize the suppressed record, Ri. The expression in equation 4.4 is used to compute the probability
of having i = 0...n records arrive in the stream within the period TE and equation 4.5 to determine the
probability that n or more than n records will arrive in the stream within TE .
Example 4.5: From example 4, the number of suppressed records in the unanonymizable cluster (“2nd
Tier Accommodation”, “35 - 50”) is two i.e. R7 and R9. Substituting λ2 = 1.37 into equation 4.4 and
subsequently into equation 4.5, we find the probability Pr (≥ 1 record belonging to group 2 arrive in
the next 3428 seconds) = 1 - Pr (0) = 1 - 0.25 = 0.75.
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Phase 6: Final Decision on the Size of the Next Sliding Window
Let δ be a pre-set probability threshold and Pr be the result of equation 4.5. If Pr ≥ δ then the size of
the next sliding window, swi+1, is set to the expiry time of the suppressed record under consideration
in equation 4.4.
If the result of equation 4.4 from Phase 5 is greater than a pre-set probability threshold, δ, the size of the
subsequent sliding window, swi+1, is set to the expiry time of the suppressed record under consideration.
Afterwards, the suppressed record for inclusion in swi+1 is then marked along with other suppressed
records that have their TE within bounds for acceptable sliding window sizes [tl, tu]. If the probability
is less than the pre-set probability threshold, δ, the anonymization of the suppressed records is carried
out by using a reusable cluster and calculate the size of swi+1 using the next suppressed record whose
TE lies within the bounds [tl, tu]. In the event that the probability of all suppressed records is less than
δ, the size of swi+1 is set to a random number or some initial threshold value within the time bound,
[tl, tu]. Finally, in order to decide which reusable data cluster to include a suppressed record, SRi, our
model searches for the cluster that covers the record and has the least IL.
Example 4.6: The output of example 5 is 0.75. This implies that there is a high likelihood of having
one or more records belonging to group 2, i.e. “2nd Tier Accommodation”, “35 - 50” (where records
R7 and R9 belong) arriving within the next 3 428 ms. Therefore the existence time (size) of the next
sliding window, sw2 = 3428 ms.
4.2.4 Buffer Resizing: Algorithm
From the discussions in subsection 4.2.3, the framework for the buffer re-sizing anonymization of data
streams can be summarized as follows:
The procedure, Sliding Window Existence Time (SWET) has two parameters: i is the ith sliding window
under consideration and k is the k-anonymity requirement. Step 3 determines when to launch the first
sliding window, swi, by randomly selecting its existence time, T, within the time bound [tl, tu] i.e.
tl ≤ T ≤ tu. The k-anonymization algorithm is applied to the data collected in the sliding window
during the period T . Step 5 calls on procedure, Reset Sliding Window Existence Time (RSWET) to
determine when to launch a sliding window, swi, where i ≥ 2. Step 7 computes the processing time
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Algorithm 4.1 :SWET (i,K )
1: for each sliding window swi, i :1 ...m do
2: if ((swi == 1)||(SuppRec == φ)) then
3: swiExistT ime ← T
4: else
5: swiExistT ime ← RSWET (TR, TA, i, SuppRec)
6: end if
7: TA ← Anonymization Processing Time
8: SuppRec← Suppressed Records
9: TR ← Remaining Time of Suppressed Records
10: Update Reusable Cluster (RC)
11: end for
used for carrying out k-anonymization. Step 8 searches for unanonymizable/suppressed records sorted
by their remaining time, TR, and grouped by their unanonymized cluster. If no suppressed records exist,
then randomly select existence time, T, for the next sliding window from [tl, tu].
RSWET has four parameters: TR, which is a set that contains the remaining time of all suppressed
records, TA, which is the time required to carry out anonymization process, i, which is the ith sliding win-
dow under consideration and SuppRec, which is a set that contains suppressed records. RSWET starts by
sorting the TR of each suppressed record in ascending order. If any suppressed records/an unanonymized
cluster exists whose TR−TA ≤ Tl, then the reusable cluster will be used for its anonymization. A reusable
cluster is a data structure of anonymized records whose privacy and IL levels are not negatively affected
by the inclusion of the suppressed record. Otherwise, start with the suppressed record/group that has
the least TR. Then find the probability, P, that if such record(s) is/are included in the sliding window,
swi, under consideration, it will be successfully anonymized before it expires.
If the λ or P result is greater than a threshold, δ, the sliding window size will be set to TRj − TA
where TRj is the remaining time of the suppressed record under consideration. Otherwise, the algorithm
fetches the next suppressed records. In the event that the value of λ or P for all suppressed records
under consideration is less than the threshold, δ, the algorithm randomly selects its existence time, T,
within the time bound [tl, tu] i.e. tl ≤ T ≤ tu.
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Algorithm 4.2 :RSWET(TR, TA, i, SuppRec)
1: Sort: Sort TR in ascending order and group by unanonymizable cluster
2: for j:1 ...|SuppRec| do
3: if TRj - TA < Tl then
4: Anonymize SuppRecj using RC
5: Delete SuppRecj
6: else
7: Calculate arrival rate, λ, of SuppRecj in the sliding window, swi
8: Find the Probability, P, of successful anonymization in swi
9: end if
10: if P or λ > δ then
11: ExistT imei ← TRj − TA
12: Add SuppRec to swi
13: break
14: else
15: anonymize SuppRecj using RC
16: delete SuppRecj from SuppRec
17: end if
18: end for
19: if P or λ for all suppressed records < δ then




In order to make a comparison between the use of the Poisson model and a non-poisson model, two
existing mechanisms, namely passive-FAANST and proactive-FAANST [101], were implemented. The
proactive mechanism predicts if a tuple not anonymizable in a current sliding window or round can be
transfered or considered for the next round. It achieves this by using a simple heuristic ( i.e. current
Time - tuple Arrival Time + tuple processing Time ≥ delay). The passive-FAANST only checks if
an unanonymizable tuple has passed its deadline or not. It achieves this by using a simple heuristic
Section 4.2. System Overview Page 73
(i.e. Current Time - tuple Arrival Time ≥ delay). The main difference between these delay mechanism
variants and that of this model is that the model not only checks if a tuple will expire or has expired,
but goes further to find the probability of it being anonymizable in the next round.
Another added advantage of this approach is that it makes use of a time-based tumbling sliding window
as opposed to a count-based sliding window. In this way, anonymization is triggered on the time-
sensitivity of records, also taking the rate at which records flow in the data-stream into consideration.
This concept differs from the focus of many of the existing data stream anonymization algorithms that
are on fast data stream and as a result do not take the rate of data arrival in the stream into consideration
when determining an optimal buffer size. The buffer size and rate of arrival of the streaming data affect
the rate of IL and the levels of privacy offered by the anonymization scheme.
4.2.6 Discussion
The anonymization algorithm used in this research follows the concept of k-anonymity and its variants
(i.e. `-diversity and t-closeness). The use of k-anonymity and its derivatives were chosen because of
the simplicity [57] [25, 28, 60, 86, 75, 98, 103, 12], effectiveness [84, 81, 56] and high utility [19, 18]
offered, especially when compared to an evolving counterpart such as differential privacy. In addition,
research [19, 79] has shown that differential privacy is achieved as long as a dataset is anonymized using
k-anonymity and t-closeness. Therefore this thesis focuses on the use of k-anonymity, `-diversity and
t-closeness to achieve anonymization. The framework for the anonymization of data streams using the
concept of k-anonymity, `-diversity and t-closeness can be summarized as illustrated in Algorithm 4.3
to 4.6.
The k-anonymity algorithm, k-anonymiser, in Algorithm 4.3 takes in four parameters, namely: dataset,
which is the set of records under consideration for the anonymization process, GH, which is the general-
ization or hierarchy tree used for the anonymization process, k, which is the k-value or privacy level used
for anonymization and MaxSupp, which is the maximum amount of suppression allowed for a dataset.
The algorithm starts the anonymization process by traversing the generalization hierarchy from the leaf
node to the root node. Starting from the leaf node, the k-anonymiser algorithm checks to see if records
can be clustered or grouped based on their syntactic similarity such that the k-anonymity requirement
is met (i.e. each group or cluster contains at least k records). If the k-anonymity requirement cannot
be met at the leaf node, the algorithm will keep moving a level upward on the generalization hierarchy
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Algorithm 4.3 :k-anonymiser(dataset,k,MaxSupp,GH)
1: if |dataset| < k then
2: Anonymization is not possible
3: end if
4: for i :1 ...treeheight do
5: treeheight is a variable that stores the height of the Generalization Hierarchy, GH
6: Form Equivalence Class, ECx, x:1...y, by grouping similar records using the
7: same level or node on the GH
8: for ECi m:1 ...n do
9: if |EC| < k&TotalSuppRec < MaxSupp then
10: suppress all records in EC
11: else if |EC| < k&TotalSuppRec > MaxSupp then
12: i++
13: attempt anonymization using the upper level or node
14: else




until the k-anonymity requirement is met.
The distinct `-diversity algorithm in Algorithm 4.4 works a step further than the k-anonymity algorithm.
After the k-anonymity process, the `-diversity algorithm obtains a distribution of the sensitive values in
each equivalence class. It then checks if `-diversity has been achieved up to at least β degree. If the
check is true, then the dataset can be said to be k-anonymized and `-diversed to at least β degree.
Otherwise, k-anonymization and then `−diversity take place using the next level on the tree.
The probabilistic `-diversity algorithm in Algorithm 4.5 works in similar fashion to distinct `-diversity.
The main difference is that probabilistic `-diversity ensures that in each equivalence class, the sensitive
values are not greater than 1÷ `.
The t-closeness algorithm in Algorithm 4.6 first of all group records into different equivalence classes.
Afterwards it determines whether the distance between the probabilistic distribution of sensitive values
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Algorithm 4.4 :distinct-ldiverse(GenStep,l)
1: ` is the privacy value required for `−diversity
2: GenStep represents the level or node on GH at which k-anonymity was achieved
3: if |dataset| < k then
4: K-anonymization and `-diversity is not possible
5: end if
6: Obtain the distribution of sensitive values for each
7: equivalence class,EC. EC is obtained from the k-anonymity result
8: for ECi: i = 1 ...n do
9: Check how many of the EC has at least `-distinct values
10: in the sensitive attribute
11: if totalcheck < δ then
12: GenStep++
13: attempt anonymization and l-diversity using level GenStep of the tree
14: else
15: all EC is k-anonymized and l-diversed
16: end if
17: end for
Algorithm 4.5 : probabilistic `-diverse(dataset,`)
1: Group similar records to form different equivalence class, EC, and ensure
2: values in each sensitive attribute is not greater than 1÷ `
in an equivalence class is similar to that of the whole dataset.
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Algorithm 4.6 :t-closeness(EC,P,Q,t)
1: EC is equivalence class
2: P = {p1, p2, p3,..., pn}is the distribution of sensitive values in each EC
3: Q = {q1, q2, q3,..., qn}is the distribution of sensitive values in the whole table
4: for all ECi i:1 ....n do
5: if D[P,Q] < t then
6: t-closeness is satisfied
7: else




This chapter began with a discussion on the algorithmic layer. Afterwards, some basic terms such
as data stream and sliding window were defined, as well as a detailed discussion on the the adaptive
buffer scheme, which is divided into six phases. Each of these phases is discussed in detail, with
supporting examples. In addition, algorithm structures on which these phases are based were presented.
Afterwards, how the use of a time-based sliding window and Poisson model helps to achieve efficiency
in anonymization when compared to some existing heuristics were highlighted. On a final note, the




In the previous chapter, the methodology on how an adaptive buffering mechanism was developed to
mitigate IL while still preserving privacy was presented. This was achieved via modeling data behavior
as Poisson distribution following window resizing based on three factors. The anonymization algorithm
focuses on the use of a generic protection metric for all individuals without catering for individuals’ real
need. However, in real life, study or research shows that people have varying privacy preferences, so
it makes sense to incorporate individuals’ preference into data anonymization. Therefore, this chapter
discusses ways to integrate users’ privacy preference into data anonymization.
In order to study a user’s privacy preference further, a real-life survey was conducted using our domain of
interest as a case study. The purpose of the survey was to understand how people would like their data to
be protected before sharing these with a third party. Thereafter, multinomial regression and association
rules were used to determine factors or attributes that influence individuals’ privacy preferences. The
choice of multinomial regression and the association rule is based on the fact that these techniques help
to study relationships among variables [33]. In addition, the choice of these techniques is determined
by the nature of the response variable.
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5.2 Motivation
Anonymization techniques, such as k-anonymity and its variants, basically use the same privacy level
(i.e. k-value or `-value) for all individuals in the data set [74, 85]. The use of the same privacy level for
all users is unrealistic in real life because individuals tend to have varying privacy protection requirements
[25, 97]. Furthermore, the use of the same privacy preference for all users means that individual privacy
needs are misrepresented. As a result, some users may be over-protected, while some others may be
under-protected. The implication of this is that over-protection could lead to high loss of information,
while under-protection could lead to inadequate protection [97]. To understand how under-protection
and over-protection can occur, let us assume that “Jane", who is a victim of rape, does not want an
adversary to learn with high confidence that “she was once raped"; then anonymization must take place
in such a manner that Jane’s record is placed in a cluster whose total number of records is far greater
than k to guarantee maximal protection. On the other hand, “John", whose mobile phone has just been
stolen, might feel the gravity of the crime is low and might not mind his true identity being released.
In this case it is not compulsory that John’s record be placed in a cluster that has a high number of k
records, perhaps it might not even be necessary to generalize his record. Using this illustration, John
will be over-protected if his record is maximally anonymized and likewise Jane will be under-protected
if her record is minimally anonymized. Since IL is a function of anonymized data, it thus implies that if
a record is maximally protected against the user’s preference then his/her anonymized data will cause
greater loss of information. This illustration is backed up by some facts gathered during a real-life
interview with crime victims. One of the discoveries is that people note that different crimes vary in
severity and as a result they would like their data to be protected based on the severity of the crime.
Therefore, it is necessary that anonymization takes place using people’s preference to avoid being either
over-protected or under-protected in a manner that takes users’ concrete needs into consideration so
that ultimately adequate protection is provided and IL is minimized.
In the next section, the approach to incorporate users’ preferences into data anonymization was discussed
in detail our
Section 5.3. Three-Tiered Personalised Privacy Scheme Page 79
5.3 Three-Tiered Personalised Privacy Scheme
Figure 5.1 presents an overview of the integration of users’ privacy preference, i.e. the Three-Tiered
Personalised Privacy Scheme (TTPPS), into data anonymization.
User reporting 
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Figure 5.1: Integration of Users’ Privacy Preference into Anonymization Scheme
The proposed personalised privacy scheme adopts three different levels of privacy. The basis for choosing
a three-tier personalised privacy setting is that according to Chuang et al. [13] and Yuan [99], users
have varying levels of privacy and can realistically choose between three levels of privacy at most.
Furthermore, the effectiveness of this proposition was verified through extensive experiment. Therefore,
the TTPPS is labeled as low, medium (neutral) and high. These classifications are based on the degree
of sensitivity of the data that need to be anonymized.
Low Privacy Level: The privacy requirement at this level focuses on data that have a low sensitive
nature. For instance, the severity of the crime of rape differs from that of the crime of theft. So theft
could be considered to be of lower severity when compared to rape. Therefore a privacy-preserving
scheme should take this sensitivity into consideration. Since it has been earlier established that some
users want zero anonymity, it is further included that the privacy requirement at this level also represents
users who have no objection to their identity being revealed. This implies that users at this level prefer
high data utility to high privacy enforcement.
Medium (Neutral) Privacy Level: The privacy requirement at this level focuses on data that cannot
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be classified as having either a high sensitive nature or a low sensitive nature. This level also represents
users that want their data protected in such a way that information released to a third-party service
provider will still be useful (i.e. low IL), while protecting some of their details. This implies that users
at this level want an equal balance between data utility and privacy enforcement.
High Privacy Level: The privacy requirement at this level focuses on data that can be classified as
having a highly sensitive nature. The privacy requirement at this level represents users who care a lot
about their privacy. Users on this level prefer maximum protection of their data. This implies that users
at this level prefer high privacy enforcement to high data utility.
Having discussed the TTPPS, which enables users to choose their personalised privacy preference, the
subsequent section discusses a real-life survey that was conducted in order to see if this three-tier user
privacy is usable and feasible.
5.4 Exploratory Data Analysis
Specifically, this work surveyed different groups of young people (between 21 and 40 years old) believed
to have been victims of different crimes who used electronic devices. It is assumed that the willingness of
an individual to share information is inversely related to his or her personal privacy preference. Therefore,
the survey aims to examine the privacy preference levels (i.e. low, neutral or high) of its subjects. The
justification for choosing a three-tier personalised privacy setting is that according to Chuang et al. [13]
and Yuan [99], users have varying levels of privacy and can realistically choose between three levels of
privacy at most. The survey also collected information on variables believed to motivate these choices.
The main research question may thus be phrased as: “what are the major factors that determine an
individual’s privacy level preference (using the crime domain as a case study)?". Therefore, this section
is a statistical analysis of the data obtained from a pilot study of the designed survey and it is hoped
that it will inform interested parties how to optimize the amount of information obtainable from crime
victims or potential crime victims by identifying what the significant drivers of the variation in willingness
to share information are. It is acknowledged that statistical analysis of a categorical response has been
widely examined in literature [3, 78].
Both visual and quantitative methods were used to summarize the contents of data collected. Such
a summary is necessary to obtain preliminary information about the relationship among the variables
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collected. All the collected survey data comprise 24 subjects and nine variables:
1. Sex
2. Age group (Age)
3. Present Education Level/Occupation (PEL)
4. Highest Education Qualification (HEQ)
5. Victim of Crime (VoC)
6. Crime Experienced (CEx)
7. Preferred Privacy Level (PPL)
8. Share with Third Party (STP)
9. Reason for Choice of Privacy (RCP)
All the subjects interviewed are postgraduate students whose occupation and HEQ are exactly related.
That is, for example, a student enrolled for a PhD has a Master’s degree as his or her HEQ. As PEL
gives some clue about HEQ. Similarly, the variable, STP, is closely related to the variable, PPL. That
is, a user’s privacy preference dictates his/her willingness to share data with third party. Thus without
loss of generality, HEQ and STP are not included in Table 5.1 and Figure 5.2 which provide summaries
of the major categories of each of the variables.
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Table 5.1: Description of the different categories of the surveyed variables used in the ensuing analysis.






26 - 30 11
31 - 35 4










































































































































Sex Age Occup. Cr. Vic. Crime Experienced Privacy Reason Pr. Level
Figure 5.2: Histogram Illustrating the Distribution of Subjects Over the Different Categories of Variables
Surveyed in the Primary Study of Privacy Level Preference.
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5.4.1 Data Handling
Before the modelling was implemented it was deemed necessary to adjust some variables in the data set.
These adjustments primarily involved collapsing redundant variable categories so that the model output
could be easily interpreted. This subsection contains details of the various data adjustments that were
made.
All the 24 respondents reported their PEL as either PhD or MSc, except for respondent 19 who reported
Mtech. Consequently, there were two categories of PEL, namely: (i) Master’s; and (ii) Doctoral.
Similarly, the HEQ variable was re-classified as Bachelors, Honours and Master’s.
Three respondents did not provide information about the type of crime they experienced, while the
responses of the remaining 20 subjects varied among robbery, assault, burglary, car snatching, fraud,
mugging, none and theft. These categories of the VoC variable were reduced to four namely; robbery,
theft, other and none. There is a need to clarify the meaning of some related crimes: robbery, burglary
and theft. Theft is the mildest and basic of the trio which often takes place to deprive the owner of his
or her possession. Robbery on the other hand makes use of coercion to take possession belonging to
another person while burglary means gaining access illegally into a building in order to commit a crime.
Thereafter, only theft and robbery fore, were retained in the final classification.
The STP variable has only four records. Among those records, two are No, one is Yes and the remaining
one is Yes/No. As a result, all these records were combined and labelled as answered, while the remaining
20 subjects were assigned to the category unanswered.
There was great variation among the reponses to the RCP variable. However, nine subjects attached
the word “personal” to their responses, while five subjects provided no information at all. Thus, the
categories adopted for the RCP variable that was included in the multinomial regression analysis presented
in the next section were personal, other and unspecified.
To conclude this subsection, a summary of the adjusted variables that were used for the modeling
implementation is presented in Table 5.2. All the variables are categorical. Thus, the values in the
table represent the number of respondents in the corresponding categories, while the values in brackets
are the proportions. For example, it is evident from Table 5.2 that out of the 24 respondents that
participated in the pilot study, eight had a low privacy preference level, nine preferred a neutral privacy
level and the privacy preference level for the remaining seven was high. In other words, about 33.33% of
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the respondents preferred a low level of privacy, 37.50% of them preferred a neutral privacy level while
about 29.17% chose a high privacy preference level. This interpretation may easily be extended to the
reported statistics for high PPL.
Table 5.2: Counts of respondents that participated in the pilot privacy preference study as a function
of the different classes of the qualitative variables recorded.
PPL Sex Age
Low Neutral High Female Male 26-30 31-35 36-40
9 8 7 6 18 11 9 4
(0.3333) (0.3750) (0.2917) (0.2500) (0.7500) (0.4583) (0.3750) (0.1667)
PEL VoC CEx
Masters Doctoral No Yes None Robbery Theft Other
7 17 4 20 4 3 12 5
(0.2917) (0.7083) (0.1667) (0.8333) (0.1667) (0.1250) (0.5000) (0.2083)
HEQ STP RCP
Bachelors Honours Masters Answer Unanswer Unspecified Personal Other
4 3 17 4 20 5 9 10
(0.1667) (0.1250) (0.7083) (0.1667) (0.8333) (0.2083) (0.3750) (0.4167)
5.5 Model-fitting Approach
The response of interest in the survey is the categorical PPL variable. To model PPL, this work uses two
popular techniques; multinomial regression [78] and the association rule [33]. The choice of multinomial
regression and the association rule is based on the fact that these techniques help to study relationships
among variables [33]. In addition, the choice of these techniques is also determined by the nature of the
response variable. This section deals with the multinomial regression technique while the next section
is dedicated to the association rule.
5.5.1 Multinomial Regression
A motivation for the entire privacy preference study was curiosity about the relationships between the
different PPLs and each of the recorded variables, namely sex, age, PEL, HEQ, VoC, CEx, STP and RCP.
These differences were investigated using the available pilot study data. Given that there are three
preference levels (that is, low, neutral and high) and that the variable is qualitative, the multinomial
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Table 5.3: Multiple regression output summary. The contents of the table include values for the odds




Male 31-35 36-40 Doctoral
Low O.R. 0.00008 0.28315 1.293× 10−12 3.717× 10−09 1.325× 10−10
p-value 0.00000 0.54036 0.00000 0.00000 0.00000
Low. C.I. 0.00005 0.00499 3.345× 10−13 3.717× 10−09 8.246× 10−11
Upp. C.I. 0.00013 16.07667 4.996× 10−12 3.717× 10−09 2.129× 10−10
High O.R. 0.28890 0.63897 2.169× 1013 1.596× 1012 2.053× 10−07
p-value 0.00003 0.86075 0.00000 0.00000 0.00000
Low. C.I. 0.16163 0.00429 1.214× 1013 1.596× 1012 1.149× 10−07
Upp. C.I. 0.51639 95.24715 3.878× 1013 1.596× 1012 3.670× 10−07
PPL
VoC CEx
Yes Robbery Theft Other
Low O.R. 4.186× 1007 4.113× 1019 362.3693 2.808× 10−15
p-value 0.00000 0.00000 0.00000 0.00000
Low. C.I. 2.605× 1007 4.113× 1019 225.5450 2.808× 10−15
Upp. C.I. 6.725× 1007 4.113× 1019 582.1965 2.808× 10−15
High O.R. 1.24378 5.691× 1020 5.558× 10−11 3.932× 10−11
p-value 0.46158 0.00000 0.00000 0.00000
Low. C.I. 0.69586 5.691× 1020 5.792× 10−12 3.248× 10−12
Upp. C.I. 2.22315 5.691× 1020 5.333× 10−10 4.761× 10−10
PPL
HEQ STP RCP
Honours Masters Unanswer Personal Other
Low O.R. 7.039× 10−19 1.325× 10−10 4.946× 1015 2.767× 1010 0.01013
p-value 0.00000 0.00000 0.00000 0.00000 0.00000
Low. C.I. 7.039× 10−19 8.246× 10−11 3.079× 1015 7.160× 1009 0.00252
Upp. C.I. 7.039× 10−19 2.129× 10−10 7.947× 1015 1.070× 1011 0.00407
High O.R. 1.714× 1011 2.053× 10−07 2.212055 8.141× 1010 1.584× 10−09
p-value 0.00000 0.00000 0.71857 0.00000 0.00000
Low. C.I. 1.714× 1011 1.149× 10−07 0.02948 4.555× 1010 1.584× 10−09
Upp. C.I. 1.714× 1011 3.670× 10−07 165.98760 1.455× 1011 1.584× 10−09
regression analysis technique is the appropriate model for such a modelling problem.
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When a qualitative variable is used in regression models, there is always a need to adopt one of the
groups of the variable as the reference group. This process ensures that the effect of each of the
explanatory variable can be interpreted relative to the reference group and it also ensures that the
regression modelling assumption of singularity of the matrix of explanatory variables is not violated. The
reference category for the response PPL variable was set as neutral. Let x::y imply that the reference
category for the explanatory variable x is group y. Then the reference categories used for the explanatory
variables are, Sex::Female, Age::26-30, PEL::Masters, VoC::No, CEx::None, HEQ::Bachelors, STP::Answer
and RCP::Unspecified. Consequently, the Intercept term reported in Table 5.3 corresponds to the
expected relative effect, on PPL, of a female respondent that is between 26 and 30 years old and who
is currently studying for a Master’s degree; her highest educational qualification is a Bachelors degree
and she had provided an answer about whether she permitted her data to be shared with a third party
but she did not specify the reason for her PPL choice. The following can be inferred from Table 5.3:
(a.) Consider the statistics for males with respect to a high PPL. The odds ratio of 0.63897 means that,
compared to females, it is about 36.103%(= 1−0.63897) less likely for males to choose a high PPL
over a low PPL. However, the associated high p-value of 0.86075 implies that there is insufficient
evidence in the analysed data to support any claim that the deduced difference in preference levels
between males and females is significant. In other words, it is very likely that the choice between
neutral or high PPL is similar between males and females. This inferred insignificance is supported
by the reported 95% confidence interval (that is, [0.00429; 95.24715]).
(b.) The odds ratio for the intercept term with respect to low PPL implies that, on average, females
between the ages 26 and 30 with the following six additional characteristics - (i) have Bachelors
degree, (ii) are currently studying for their master’s degree, (iii) have never been victims of crime,
(iv) did not report ever having experienced any crime, (v) provided some information on whether
they would permit third-party access to their data and (vi) did not justify their privacy preference
choice - are about 99.992%(= 1 − 0.00008) less likely to choose a low PPL over a neutral PPL.
The extremely small associated p-value (that is, ≈ 0.00000) shows that the inferred relative PPL
choice for the category of respondents described is quite evident. Based on the corresponding 95%
confidence interval (that is, [0.00005; 0.00013]), the true difference in how much this category
of females prefer neutral over low PPL is expected to be between 99.987%(= 1 − 0.00013) and
99.995%(= 1− 0.00005).
(c.) With respect to the age variable, it can be deduced from the table that it is extremely likely
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for a respondent who is between 31-35 years old to choose neutral over low PPL compared to a
respondent who is between 26 and 30 years old. This claim can be justified by the extremely small
odds ratio (= 1.293×10−12) that was associated with age class 31-35 under the low PPL response.
Given the very small p-value (that is, 0.00000) related to this inference, it is very unlikely that the
estimated odds ratio only occured by chance. The 95% confidence interval shows that, in fact, the
true odds in favour of a respondent between 31 and 35 years old choosing low over neutral PPL
relative to a respondent between 26 and 30 years old making a similar PPL choice is expected to
be between 3.345× 10−13 and 4.996× 10−12.
(d.) According to the statistics for the 36-40 age category with respect to high PPL, respondents who
were between 26 and 30 years old were significantly (p-value = 0.00000) about 1.596× 1012 times
less likely to choose high PPL, compared to older respondents between 36 and 40 years. Stunningly,
the invariant confidence interval (that is [1.596× 1012; 1.596× 1012]) implies that the evidence in
the analysed data suggests that it is “certain” that the true population odds value is as reported.
A similar extreme degree of accuracy can be observed in the table for CEx::Robbery, CEx::Other
with respect to low PPL, HEQ::Honours and RCP::Other under high PPL. Given that the pilot study
data set that is being analysed is a sample from a large population, extreme estimates similar to
those highlighted here are very likely to be caused by the small size of the sample.
(e.) An odds ratio of 1.325 × 10−10 is approximately 0.00%. The same analogy may be extended to
odds ratio values of 8.246×10−11 and 2.129×10−10. Therefore, based on the inferences for PEL, it
can be claimed that compared to respondents who were studying for their Master’s degrees, those
who were doctoral candidates were extremely unlikely to prefer low PPL over neutral PPL.
(f.) Given the high p-value inferred for VoC under the high PPL category, there is insufficient evidence
in the analysed data to be able to claim that whether or not a subject had previously been a crime
victim affected his/her choice when deciding on choosing between a high or a neutral PPL. Observe
however that very often (given the p-value ≈ 0.0000), compared to those who had never been crime
victims, subjects who had previously been victims of crime are about 4.186× 107 times more likely
to choose low over neutral PPL.
(g.) The pattern of the relationship between CEx and PPL is noteworthy. Respondents who had expe-
rienced theft, compared to those who never had such an experience, were significantly likely to
choose low or high PPL over neutral PPL. Contrarily, relative to the group of subjects who had no
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CEx, subjects who had witnessed other crimes such as assault significantly preferred neutral PPL
over low or high PPL. It may be worth-while to investigate other privacy techniques to cater for the
category of people in the “other crime experience” class.
(h.) Compared to respondents whose highest educational qualifications were Bachelors degrees, respon-
dents with Honours HEQ tended to prefer neutral to low PPL, but they preferred high over neutral
PPL.
The above explanations and interpretations were made for just a few of the values in table 5.3. The
interpretations of the other values in the table are straightforward extensions. Figure 5.3 and Figure 5.4
contain graphs that illustrate the inferred relationship between each of the PPL explanatory variables.
Each data point on the graph corresponds to the proportion of respondents in the associated category as
a function of the different levels of privacy preference. Observe that the lines intersect in the graphs for
all the variables with very small p-values in Table 5.3. At least one of the categories for three variables
(that is, Sex, VoC and STP) in Table 5.3 has p-values that are greater than 40%. The lines in the graphs
for those variables do not intersect. In summary, the graphs complement the inferences from Table 5.3.
That is, the graph is a visual representation of Table 5.3.














































































































Figure 5.3: Graphs that Show the Relationships Between PPL and Each of Sex, Age, PEL and VoC.
























































































































Figure 5.4: Graphs that Show the Relationships Between PPL and Each of CEx, HEQ, STP and RCP.
5.5.2 Association Rules
The association rule shows the relationship between data items. In this scenario, the use of the asso-
ciation rule helps to find an interesting relationship between the privacy level and users’ attributes. In
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other words, the association rule seeks to find factor(s) or response(s) responsible for an individual’s
privacy preference.
Let CV be a set of crime victims, where each victim, say, cvi ∈ CV, is defined by a set of attributes, A.
Furthermore, appl ⊂ A and aothers ⊂ A where appl represent PPL and aothers represents quasi-attributes
and sensitive attributes. Our interest lies in using the association rule to find the relationship between
appl and aothers. The measure used in this work identifies the relationship between appl and aothers
based on two important thresholds, S and ∝, where S (support threshold) is the frequency at which a
relationship occurs in the dataset and ∝, which is the confidence threshold, is the ratio of the number
of occurrences of such a relationship.
In summary, the subject of interest does not include all implications (association rule), but only those
that are important. Here importance is measured by two thresholds introduced earlier i.e. support and
confidence. Confidence measures the strength of the rule, whereas support measures how often the rule
occurs in the dataset. Typically, association rules with smaller support and larger confidence should be
used. Table 5.5 shows some interesting relationships that exist in our survey sample. For example, the
association rule, 31 - 35 ⇒ High, in Table 5.1, with a confidence value of 0.636, indicates that the
rule is valid 63.6% of the time. The support value indicates the percentage of time the rule is defined
throughout the dataset.
Table 5.4: Support and confidence for some association rules
Term Description
D Database
R Record in Database
s Support
∝ Confidence
X, Y Item Sets
X ⇒ Y Association Rule
Algorithm 5.1 is an a priori algorithm used for generating association rules. The algorithm takes five
variables as input. The variables are D: Dataset, I: Items, L: Large Itemsets, S: Support and C: Confi-
dence.
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Algorithm 5.1 :Association Rule (D, I, L, S, C)
Input:






R: Association rules satisfying s and ∝
ARGen Algorithm:
R = ∅
for each I ∈ L do
for each x ⊂ I such that x 6= ∅ do
if support(I)support(x) ≥∝ then
R = R ∪ (x⇒ (I − x))
end if
Application of Association Rule
Several algorithms have been proposed to find association rules. Of these, this research employs the use
of an a priori algorithm because of its ease of implementation. An a priori algorithm uses a “bottom-up"
approach, where frequent subsets are extended one item at a time (i.e. candidate generation) and
groups of candidates are tested against the data. The algorithm terminates when no further successful
extensions are found.
To illustrate algorithm 5.1, suppose we have a set of large itemsets:
L = ((31 - 35, High), (Female, Low), (Rape, High))
From these large item sets, L, there are three association rules. With the first association rule, (31 - 35,
High), applying algorithm 5.1 to it gives us:
support(31 - 35, High)
support(High) = 63.6%.
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Table 5.5: Support and confidence for some association rules.
X ⇒ Y Support Confidence
31 - 35 ⇒ High 0.2692 0.636
Msc ⇒ High 0.2307 1
Theft ⇒ Low 0.269 0.5
26 - 30 ⇒ Neutral 0.2307 0.545
PhD ⇒ Neutral 0.3077 1
Msc ⇒ Neutral 0.3077 1.33
Male ⇒ PhD ⇒ Neutral 0.545
This means that the confidence of the association rule, X⇒ Y, is 63.6%. Applying algorithm 5.1 to the
data gathered during the crime survey, a sum of 22 rules that affect people’s privacy were generated.
According to the principles of the association rule, two features called support and confidence are
important in choosing a valid rule. Association rules with smaller support and larger confidence should
be used. Therefore, a minimum support value of 0.2 and a minimum confidence value of 0.5 were used.
5.5.3 Relationship between Association Rule and Multinomial Regression
For values of association rule confidence that are greater than or equal to 0.5 to be claimed as identical
to the multinomial regression, the following is expected:
• The higher the confidence level of the association rule, the higher the corresponding odd ratio is
expected to be.
• Smaller p-values are expected to be associated with higher confidence in the association rule.
• Smaller width of the 95% confidence intervals is expected to correspond to higher association rule
confidence.
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5.6 Integration of Three-Tiered Personalised Privacy Scheme
The integration of the proposed three-tier level privacy setting into k-anonymity starts anonymization
from a general k-value into a more specific or personalised k-value. In order words, a top-down approach
was adopted by moving from a generic solution into a more specific and user-centric/personalized
solution. The basis for this is to ensure that under-protection does not occur.
• Level 1 Protection: Start anonymization of all tuples in the dataset using a general privacy value.
At this level, the dataset is anonymized using a general privacy value. The reason for this is that
according to [85], privacy is enforced if there are at least k individuals in a cluster.
Figure 5.2 is the algorithm used to enforce privacy at level 1. The algorithm takes in two param-
eters, namely ds and k. ds is the set of data that needs to undergo anonymization, while k is the
privacy value necessary to achieve anonymization. The algorithm starts by checking if the total
number of records is greater than the privacy value, k. If it is, then the anonymization process
can start using the general anonymization scheme. Otherwise, the association rule will be used.
Algorithm 5.2 :Level 1 Protection (ds,k)
1: for each record ri, in the datastream, ds, i:1 ...m do
2: if (|ds| < k)) then
3: anonymization is not possible
4: attempt anonymization using association rule
5: else
6: anonymization is possible
7: attempt anonymization using a general privacy value
8: end if
9: end for
10: return k-anonymization result
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• Level 2 Protection: The essence of level 2 protection is to attempt to reduce overprotection that
might have taken place as a result of level 1 protection. By over-protection, this means that such
a record is either suppressed or placed in an equivalence class that incurs high IL.
If such a record(s) exists, then its anonymization is attempted by using the personalised privacy
preference. In other words, the three-tier model attempts to classify such a record into one of
the three privacy preferences (i.e. low, medium and high) by extracting the similarity between the
data and the pre-train dataset discussed earlier.
If a record is predicted to be of low preference a minimum privacy k-value requirement of 1 will
suffice for it because according to Sweeney [85], the least privacy is achieved when k = 1. For
cases where the prediction is medium, a heuristic privacy value of k/2 was used because optimal
privacy is achieved if the privacy value is k, so it implies that a mid-value will suffice for a medium
privacy level. And lastly, if the prediction is high, the value of k is used because according to
the k-anonymity concept [85], the possibility of a linking attack is reduced as long as there are at
least k individuals.
Algorithm 5.3 is the algorithm used to enforce level 2 protection. The algorithm takes in two
parameters, namely ds and k. ds is the set of data that needs to undergo anonymization while k
is the privacy level that is used to achieve anonymization.
Algorithm 5.3 : Level 2 Protection (ds,k)
1: Let AnonResultunaonymized be the set of records that are unanonymized or suppressed
2: for each record ri, in AnonResultunaonymized, i :1 ...m do
3: start anonymization using association rule
4: end for
5: return anonymization result
• Level 3 Protection: The essence of level 3 protection is to ensure that all records are adequately
protected, i.e. under-protection and over-protection are minimized. It achieves this by searching
for an anonymization cluster(s)/group(s) that has more than k individuals. If such a group
(cluster) exists, records that can stand alone without violating the anonymity principle and the
user’s privacy preference are withdrawn.
Algorithm 5.4 is the algorithm used to enforce level 3 protection. The algorithm takes in two
parameters, namely ds and k. ds is the set of data that needs to undergo anonymization, while
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k is the privacy level that is used to achieve anonymization.
Algorithm 5.4 : Level 3 Protection (ds,k)
1: for each anonymized cluster ci, i:1 ...n do
2: if (|ci| > k) then
3: start anonymization using association rule
4: end if
5: end for
6: return anonymization result
5.7 Chapter Summary
This chapter began by discussing the need for users’ privacy preference to be considered during the
anonymization process. Then, the proposed three-tier user-defined privacy preference is discussed.
Afterwards, there was a discussion of a real-life survey carried out to justify the choice of a three-tier
privacy preference. This discussion brought about justification for the use of multinomial regression and
the association rule to analyse the details of the survey. Finally, the algorithm structures that support




This chapter presents the implementation and results of the crime-reporting Application, CryApp, and
the algorithms discussed in Chapters 4 and 5. In Chapter 3, a detailed framework of the system was
presented, Chapter 4 discusses how the buffer is adaptively resized through the use of time-based sliding
windows and Poisson probability distribution, and finally, Chapter 5 discusses how anonymization takes
place through user privacy preferences. Therefore, the implementation was divided into three phases.
The first phase focuses on the usability of the crime-reporting application (CryHelp), the second phase
focuses on minimizing delay before anonymization through the use of an adaptive buffering mechanism
and the third phase addresses privacy preservation guided by user requirements.
6.1 Experiment on Usability of CryHelp App
The experiment was open for participation to students living around the university community. The
main criterion for participation was a balanced gender distribution. The age distribution of participants
was between 20 and 24. It is also worth noting that all participants were familiar with the use of mobile
phones for their daily activities. The participants being students of the prestigious UCT, have a good
grasp of the English Language.
The experimental session for testing the usability of the crime-reporting application, CryHelp, was
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divided into two main phases. The first phase focused on the the full crime report, while the second
phase focused on the emergency crime report. During the first phase, participants were able to perform
tasks such as: filling in personal data, suspect details, crime details, taking an image of the scene of the
crime and tagging the image either suspect or victim. The second phase, which entails an emergency
report of the crime, started after the first phase. Details such as personal data that were collected in
the first phase were used in sending the emergency crime report.
6.1.1 Evaluation Instrument: Questionnaire
The evaluation of the software’s usability was conducted through the administration of a questionnaire.
The questionnaire was adopted from [48] and consists of 22 questions. Some of the key question posed
centre on the following subjects:
• Simplicity of the system
• Effectiveness and efficiency of the system
• Ease of error detection
• Clarity of information on application screen
• Likability of the interface
6.1.2 Findings and Results
The focus of this section is on discussing the findings on the usability of the CryHelp App. The results
of the experiments were discussed, and user experiences and feedback were reported.
1. Ease and Time Spent on System Usage
The ease of completing a task and the time it took to complete the task were graded by partic-
ipants. The first four questions on the administered questionnaire concerned ease of usage and
time spent. Figure 6.1 shows the final average outcomes for these first four questions.
Figure 6.1 shows that users give a similar score to the time it takes to use the CryHelp App
to report a crime and the ease of using the application to report a crime. The overall average
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Figure 6.1: Chart Showing the Evaluation of the Ease and Time Spent Section of the Questionnaire
(five-scale step), Standard Deviations of 0.54 for Ease and 0.38 for Time
difference between correlating ease of use and time taken is 3.96%. This suggests that the time it
takes to perform a task is directly proportional to the perception of ease of the task. Furthermore,
the result shows that the least satisfactory of all the tasks is image capture. A major factor
responsible for this is that the camera button on the phone was very small and as a result could
not be located easily.
2. System Component Evaluation
The evaluation of the system components was based on IBM CSUQ [48]. The system components
and the summary of the corresponding question(s) used for evaluation are as follows:
– System Overall: The overall score for the system was derived from the average of answers
of questions 1 to 18.
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– System Usefulness: The overall score for the usefulness of the system was derived from the
average of responses to questions 1 to 8.
– Information Quality: The average of responses to questions 9 to 15 was used to determine
the overall score on the information provided by the system
– Interface Quality: In order to determine the quality and effectiveness of the interface, the
average of answers to questions 16 to 18 were determined.
The results from these above categories play a key role in determining whether a mobile device
can be used to send a crime report effectively. Figure 6.2 shows the result of each component of
the system. From the figure, it can be seen that overall the system was well received, with a score
of 77.06%. This implies that users found the system usable and effective for reporting a crime. It
is interesting to find that the interface quality (78.33%) was the most appreciated aspect of the
system. A possible factor responsible for this is that the design process was centred on the users.
It can therefore be concluded that mobile applications are feasible platforms for crime reporting.
Figure 6.2: Bar-Chart Showing the Evaluation of the System Components Breakdown with Standard
Deviation of 0.05
3. Time Analysis
Another important measure considered during evaluation was the time taken for users to report
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a crime effectively using the CryHelp App. A summary of the time it took participants to report
a crime successfully is shown in Figure 6.3. The time it took users to use the CryHelp App to
report a crime successfully varied between 124.55 and 580.3 seconds, with a standard deviation of
164.18. An important reason for this large difference in time is that users were reporting different
types of crime. Also, users had different privacy preferences, which reflected in the type of details
they were willing to release during crime reporting. Overall, participants were satisfied with the
time they spent using the CryHelp App to report crime.
Figure 6.3: Bar-Chart Showing Time Taken to Report a Crime with Standard Deviation of 164.18
4. User Experiences and Feedback
Interaction with users showed that they were generally satisfied with the system. The users
found the interface easy to use without any need for prior training, yet the users noted some key
difficulties when using the application. A key one has to do with the OS (android OS) platform
on which the application was running. Users who were not familiar with an android OS obviously
found it somewhat challenging to use the CryHelp App. For instance, many such users found it
difficult to locate the return button on the phone. When using the application, a major challenge
users faced had to do with the type of values a field could take. So users needed clarity in this
regard.
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In this section, the experiments were discussed and an evaluation carried out on the usability of the crime-
reporting application system, CryHelp. Results from our evaluation bode very well for the feasibility
of a mobile solution for crime reporting. The following section offers a discussion experiments on
anonymization carried out in real time during crime reporting.
6.2 Experiments on Anonymization
Having established that the CryHelp App provides a platform for reporting crime in an efficient and
secure manner, experiments were carried out on the anonymization of crime records in real time. The
proposed framework as explained in Chapter 4 was implemented in Java. Testing experiments were set
up to measure performance, usability and security. Performance was measured in terms of turnover time
for the running of the algorithms to ensure that a dataset was anonymous. For usability, IL serves as
a gauging measure. Security was measured by determining if the minimum security threshold had been
reached for all tuples in a data set. The experiments were conducted on an Intel Core i5-3210 2.50 GHz
machine with 4GB of random access memory. The operating system used was Ubuntu 12.10. Concepts
from the CSE 467 anonymization toolbox 1 were integrated into the implementation.
The feasibility study and experiment conducted on a prototype crime data collection application, CryHelp
[73], informed the generation of more datasets for the second phase of experiment. The generation of
more crime data was done using a random generator software 2 and pseudo-random algorithm based on
a Gaussian distribution to populate the crime data-stream based on ground-truth provided by the users,
UCT Campus Protection Service and the South African Police Service. The data are in two sets, which
contain 1000 and 10 000 records respectively, since this is a reasonable bound for daily average crime
report rates in South Africa [73]. In order to simulate streaming data, we used the file input stream
functions in Java that enabled data to be read in real time from an external source data file into a
sliding window at a random time interval bound between t1 and t2. The time was randomized in order
to simulate a realistic crime report data stream with varying flow rates, noting that this implied some
slower report arrival rates (to mimic peaceful days when there are few crime reports) and faster report
arrival rates (to mimic disaster scenarios when reporting traffic is heavier).
Following is a discussion on: IL in terms of delay, IL in terms of records, gains obtained from modeling
1http://code.google.com/p/cse467phase3/source%20/ browse/trunk/src/Samarati.java?r=64
2http://www.mockaroo.com
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the flow rate of the data as a Poisson process, gains obtained from incorporating three tiers of user
privacy preference and using reusable anonymization clusters to reduce the number of unanonymiz-
able/suppressed records. The experiment was done a maximum of ten times and the average of the
results were noted.
6.2.1 Privacy Protection
As earlier noted, k-anonymity is susceptible to homogeneity and attribute disclosure attacks, which has
the potential of leaking sensitive values. Consequently, Ashwin et al [57] came up with the concept of
`-diversity in order to ensure that sensitive values are diverse in each equivalence class. However, Ninghui
et al [52] have proven that even `-diversity is not sufficient to prevent attribute disclosure because it does
not consider the distribution of the entire dataset during privacy protection. To handle this drawback,
the concept of t-closeness was born. Therefore, experiments on `-diversity and t-closeness are presented
in this section. In addition, a comparison of the results of these three privacy schemes is shown.
Circumventing Attacks Inherent in K-Anonymity
The first experiment carried out was designed to understand the degree at which a k-anonymous dataset
differs from the expected `-diversity or t-closeness requirement. In other words, the degree of vulnerability
of the anonymized datasets to attacks that are inherent in a k-anonymous dataset were determined. The
number of records observed in each sliding window varies between five and 200 records. This implies
that in an instance of time, t, when a snapshot of the data stream is taken for anonymization, the
number of record varied between five and 200. This value, again, is based on the frequency of crime
reported at an instance of time, t.
The attribute “crime type” was used as a sensitive attribute. Any equivalence class that has sensitive
values lacking diversity is viewed as vulnerable to homogeneity attack. The value of k-anonymity was
varied from the values of 2 to 4 for the first dataset and 5 to 15 for the second dataset. Our rationale for
the choice of these k-values is guided by the values of k-value that are used in published experimentation
results [101]. The lowest diversity level was set to 3 for all anonymization runs as a standard minimum
privacy level [45]. The t value was also set to a maximum value of 0.15 in order to ensure that the
distribution of sensitive values in any equivalence class is similar to the entire data stream by a maximum
difference of 0.15.
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From Figures 6.4 and 6.5, it was observed that a lower k-value is more susceptible to attacks such
as homogenity and attribute disclosure, which are inherent in k-anonymity and anonymized datasets
that are not `-diversed and t-closed. It was also observed that as the privacy value of k-anonymity is



























Figure 6.4: Effect of increase in k-anonymity Privacy Level (k) on Homogeneity and Attribute Disclosure
Attack for Dataset 1


























Figure 6.5: Effect of increase in k-anonymity Privacy Level (k) on Homogeneity and Attribute Disclosure
Attack for Dataset 2
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Data Utility and Information Loss
IL simply means the deviation of anonymized data from the initial form. In Chapter 2, different metrics
that can be used to measure IL were discussed. For this research, the generalized loss metric [38] was
adopted because it is a benchmark in many data stream anonymization schemes [10, 29, 101]. The
total IL of a data stream was calculated by averaging the IL of all records in it.
According to Figures 6.6 and 6.7 k-anonymity generally has the lowest IL of the three privacy schemes.
However, it was observed that as the privacy value of k is increased and the privacy value of ` and t is
maintained, the IL of the three schemes tends to be uniform/balanced because a higher k-value increases
the number of possible records in an equivalence class, which leaves room for more diversification and
uniformity. Consequently, the higher the k-value, the higher the likelihood of a well-diversified and evenly
distributed equivalence class. Overall, it can be concluded that higher privacy and utility are achieved
























Figure 6.6: Effect of different Privacy Schemes (that is, k-anonymity, `-diversity and t-closeness) on
Information Loss, k = 2 - 4, l = 3, t = 0.15 for Dataset 1




















Figure 6.7: Effect of different Privacy Schemes (that is, k-anonymity, `-diversity and t-closeness) on
Information Loss, k = 2 - 4, l = 3, t = 0.15 for Dataset 1
Privacy versus Execution Time
Execution time is used as a good measure of performance. Of interest is seeing how execution time
could vary at implementation level based on different privacy requirements [8], hence the rationale for
this experiment. The execution time of the three privacy measures, namely; k-anonymity, `-diversity
and t-closeness, were compared.
Pre-experiment sampling revealed that there were instances where `-diversity or t-closeness resulted in
poor performance or high IL just because one or a few equivalence class(es) were not well diversified or
distributed. Therefore, two thresholds were introduced, α and β, for `-diversity and t-closeness, where
α ≤ 1 and β ≤ 1. The purpose of these thresholds is to determine if an initial result obtained from
`-diversity and t-closeness satisfies the privacy constraint to at least a degree of 1 − α and 1 − β. If
these thresholds are not met, then advanced `-diversity and advanced t-closeness take place, which
typically works by combining equivalence classes or moving up the hierarchy tree to find a solution,
usually at higher computational cost and of poorer utility. In summary, base `-diversity can be defined
as a post-activity of the k-anonymity process to check for satisfaction of `-diversity to at least α degree,
while advanced `-diversity takes place if base `-diversity fails, by either combining equivalence classes
or searching the solution space again for a solution that satisfies both k-anonymity and `-diversity. The
same concept applies to base t-closeness and advanced t-closeness.
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Figure 6.8 shows the execution time for dataset 1 with 2 ≤ k ≤ 4, ` = 3, t = 0.15, α = 0.1 and
β = 0.1, while Figure 6.9 shows the execution time for dataset 2 with 5 ≤ k ≤ 15, ` = 5, t = 0.10,
α = 0.1 and β = 0.1. As shown in the figures, `-diversity has the shortest execution time compared
to the other measures. This is mainly because `-diversity runs just to check if the sensitive attribute is
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Figure 6.9: Execution Time Versus Privacy Scheme for Dataset 2, k = 5-15, ` = 5, t =0.10
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6.2.2 Gains Obtained from Modeling the Flow Rate of the Data as a Poisson Process
Having established that the use of the three privacy schemes; k-anonymity, `-diversity and t-closeness,
guarantees a high degree of anonymization, we then proceeded to carrying out experiment on how the use
of Poisson probability distribution can help to reduce IL. Poisson probability distribution was employed
to study the rate at which data flows in the stream and subsequently to determine the appropriate size
or time a sliding window, swi, should exist for taking record of arrival rates and unanonymizable records
into consideration.
Therefore, this section discusses the gains obtained using Poisson probability distribution to predict the
time a sliding window should exist, while ensuring that records do not expire and that the number of
unanonymizable (or suppressed) records is minimal. The gains obtained are explained in the following
sub-sections:
Recovered Unanonymizable Tuples
During anonymization there is usually a trade-off between the rate of IL, suppression and generalization.
Usually if an equivalence class is unable to satisfy the privacy requirement, such a class is merged with
another class or all its records are suppressed. A higher suppression rate implies that vital information
is likely to be concealed from the recipient of the anonymized table, while merging of classes implies
an increase in IL, which has the drawback of offering lower data utility. In order to curb this, Poisson
probability distribution predicts the chances of such unanonymizable (suppressed) records undergoing
anonymization in the next sliding window in a manner that preserves privacy and maximizes data utility
with the goal of minimizing delay or expiration of records.
Figures 6.10 and 6.11 show the rate at which unanonymizable records were anonymized again, going by
the predictions of Poisson probability distribution. It is evident from the figure that many unanonymiz-
able records were recovered and allowed to go for anonymization again. It was also observed that the
probability threshold influenced the number of unanonymizable records recovered. This leads to the
conclusion that the higher the probability threshold, the lower the probability of unanonymizable records
being given a chance for anonymization re-consideration in subsequent sliding window(s). The implica-
tion of this is that more records are likely not to be given the chance of another round of anonymization
if higher threshold values are used. Another observation is that if a higher threshold value is used, then
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Figure 6.11: Poisson Probability Threshold Versus Recovered Tuples for Dataset 2
Privacy Value/Level versus Recovered Unanonymizable Tuples
“Privacy level" simply means the degree of anonymity offered, while unanonymizable tuples are those
tuples that belong to an equivalence class whose size is less than k. For the purpose of sliding windows
that start with a small number of tuples, the minimum privacy level threshold was set as k=2 and the
maximum at k = 15; the `-value was varied between values 3 and 5 and finally the t-value was alternated
between values 0.1 and 0.15 for the two datasets.
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As illustrated in Figures 6.12 and 6.13, it was observed that as the privacy value/level increases, the
possible number of unanonymizable records that can be recovered using Poisson probability prediction
is reduced. The main reason for this is that as the privacy level or degree increases, it is expected that
the rate or possibility of achieving anonymization will become increasingly challenging. This definitely
also influences the expectation of higher chances of anonymization rate for unanonymizable records. To
understand the reason for the decline in the rate of recovered unanonymizable records better, let us
assume the k privacy level is set to three and an equivalence class, ECi, has two records; this implies
that at least one more record is needed to make ECi satisfy k-anonymity. In essence, using Poisson
probability, the model attempts to predict the chance of at least one record in ECi arrive within time, t,
in the next sliding window. If k is set to four, this will mean the chance of at least two records arriving in
the next sliding window. An implication of this is that the chances of having at least two records is more
difficult or demanding compared to the chances of just one record. Thus, this explains why the model
has a drop in recovered unanonymizable records as privacy level increases. Therefore, the conclusion
is that the rate at which unanonymizable records in a current sliding window can be anonymized in a

































Figure 6.12: Relationship Between Privacy Level and Recovered Tuples for Dataset 1
Effect of Time-Based Sliding Window on Information Loss (Records):
In order to measure the effect of the time-based sliding window on IL, the k-value is set to values
between 2 and 4, δ, i.e. the Poisson probability threshold, to 0.4, and time-based sliding window to
values between 2000 ms and 5000 ms. The choice of tl = 2000 ms and tu = 5000 ms, is guided by
values of delay that are used in published experimentation results [101]. The choice of δ = 0.4 is based
































Figure 6.13: Relationship Between Privacy Level and Recovered Tuples for Dataset 2
on the various experiments conducted. Thus, varying δ from 0.4 to 0.6 achieved the best output at 0.4.
To calculate IL with respect to the number of records i.e. deviation of anonymized data from its initial
form, we used the formula in equation 4.5, as it is in [38]. We adopted this metric because it is a
benchmark in many data stream anonymization schemes [10, 29, 101].
InfoLoss = MP − 1M - 1 ...(5)
Mp is number of leaf nodes in the subtree at node P and M is the total number of leaf nodes in the






The total IL of a data stream is simply calculated by averaging the IL of all sliding windows in it.
Figure 6.14 shows the effect of applying the time-based sliding window buffering mechanism and Poisson
probability distribution model to IL. Here, it is observed that for smaller sliding window sizes IL is lower
in comparison to larger window sizes. One of the reasons for this is that most often, records in lower
sliding windows are usually fewer and as a result have tendency to be suppressed due to insufficient
records to form appropriate clusters necessary for anonymization. Since the solution mainly focuses
on reducing the rate of suppressed (or unanonymizable records), the Poisson distribution and reusable
clusters becomes more active in the lower sliding windows. This helps to reduce IL in lower sliding
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Figure 6.14: Effect of Sliding Window Size and Privacy Level Variation (Expressed in terms of k-value)
on Information Loss
window sizes.
It is also observed that as the anonymity degree increases, privacy is enhanced and the anonymization
quality or output drops. It therefore implies that an increase in privacy level, k, also leads to an increase
in IL.
Record Suppression
One of the goals of a good anonymization scheme is to ensure that IL is minimal. Records suppression
happens in cases of outliers and this usually leads to high IL. The combination of the reusable cluster
and the Poisson distribution helped to minimize the total number of suppressed records and as a result
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reduced IL. However, our approach was unable to effectively recover some of the suppressed records
because their deadlines had already been exceeded or the Poisson probability prediction for recovering
those records was low and a suitable reusable cluster could not be constructed before the record expired.
As shown in Figure 6.15, it is observed that as k-value increases, the reusable cluster is more active
and as a result there is an increase in records that would have been suppressed but are allowed to be
anonymized in a manner that yields a lower information loss.




















Figure 6.15: Impact of the Reusable Cluster on Recovering Records
6.2.3 Benchmarking: Poisson Solution Comparison with Non-Poisson Solution
As a baseline case for evaluating the proposed adaptive buffering scheme, the proactive-FAANST and
passive-FAANST, were implemented. These algorithms are a good comparison benchmark because
they are the current state-of-the-art streaming data anonymization and reduce IL with minimum delay
and expired tuples [101]. The proactive-FAANST decides if an unanonymizable record will expire if
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included in the next sliding window, while passive-FAANST searches for unanonymizable records that
have expired. A major drawback of these two variants is that there is no way of deciding whether
or not such unanonymizable records would be anonymizable during the next sliding window. This is
necessary to avoid repeatedly cycling a tuple that has a low chance of anonymization in subsequent
sliding window(s). Moreover, these algorithms do not consider the fact that the flow or speed of a
data stream could change. These weaknesses of proactive-FAANST and passive-FAANST are what
we attempt to address by using Poisson probability distribution to predict if such tuples would be
anonymizable in subsequent sliding window(s) by taking into consideration the arrival rate of records,
success rate of anonymization per sliding window, time a tuple can exist and rate of suppressed records.
Expired Tuples: Information Loss in Delay
A tuple expires when it remains in the system for longer than a pre-specified threshold called delay
[101, 59]. In order to decide whether a tuple has exceeded its time-delay constraint, additional attributes
such as arrival time, expected waiting time and entry time were included. As a heuristic, the choice of
delay values, tl = 2000 ms and tu = 5000 ms, is guided by values of delay that are used in published
experimentation results [101].
The sliding window size for the Poisson solution varies between tl and tu. The window size for a passive
and proactive solution in the experiment was chosen to be eight records. The choice of this value was
based on the number of records that arrive in the slow data stream within 5000 ms. Within 5000 ms,
few as six to eight records and as many as 20 records were observed. Therefore, eight records were
chosen as the window size to minimize expired tuples.
In general, the approach shows that there are fewer expired tuples when compared to passive-FAANST
and proactive-FAANST solutions. This is because before our Poisson prediction transfers suppressed
records to another sliding window, it checks for the possibility of their anonymization. In other solutions,
there is no mechanism in place to check the likelihood of the anonymizability of a suppressed record
before allowing it to go to the next sliding window/round. As a result, such tuples are sent to the next
sliding window and have high a tendency to expire eventually.
Our solution also shows that the lower a k-value, the higher the number of expired tuples. This is
because the outcome of Poisson prediction is lower for higher k-values. As a result, there are fewer
changes of sliding windows as the k-value increases and this means there is a lower possibility of expired
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tuples.
One of the main goals of this solution is to reduce IL in delay (i.e. to lower the number of expired
tuples). Figure 6.16 depicts that the solution is successful in achieving its main goal, and the IL (delay)
in the solution is lower than in passive and proactive solutions. In order to determine the total number
of records that expired, a simple count function was used to retrieve all records that had remain in the
buffer longer than the upper limit threshold, tu. To determine the average expired records, the expired









































Figure 6.16: Privacy Level Versus Expired Tuples for Poisson Solution, Passive-FAANST and Proactive-
FAANST
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Data Utility: Information Loss in Record
An important factor that is considered in anonymization is the degree of usability of anonymized data
for data analysis or data mining tasks [55]. Therefore, comparison of the degree of IL of our solution
with that of Passive-FAANST and proactive-FAANST was made. The result, as illustrated in Figure
6.17, shows that at the minimal level of privacy enforcement, the information loss of the solution is on
par with the other two schemes, while at the maximal level our solution has better data utility.
Figure 6.17: Privacy Level Versus Information Loss for Poisson Solution, Passive-FAANST and Proactive-
FAANST
6.3 Experiment on User-Defined Privacy Preferences
The three-tier user-defined privacy preference was integrated into k-anonymity by starting with a general
k-value and progressing to a more specific or personalized k-value. As a heuristic, the choice of a general
k value is guided by values used in published experimentation results [101].
As stated earlier, k-anonymity uses a generic approach to enforce privacy preservation for all users without
catering for their concrete needs. The outcome of this is that insufficient protection might be provided
to a subset of people, while excessive privacy control is provided to another subset. Therefore, this
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experiment is intended to ensure that there is balanced protection by taking users’ privacy preferences
into consideration.
6.3.1 Reduction of Excessive Privacy Control:
The results of experiment, as reflected in Figure 6.18, show that integration of our approach into k-
anonymity, in comparison to other approaches, ensures that excessive privacy control is reduced, while
at the same time guiding against insufficient protection. The y-axis, which is labeled number of records,
refers to those records that were excessively protected when compared to user’s personal preference. This
three-tier personalised approach has a 16.15% rate of excessive privacy control, while the Personalised
model suggested by Gedik [25] and the non-personalised model have a 63.08% and 23.08% rate of
excessive privacy control respectively.
Figure 6.18: Effect of Personalised and Non-Personalised Privacy on Excessive Privacy Control
The reason that this approach performed better than that of Gedik and the non-personalized privacy
model is that a general k-value was first used and personalization is only required when there is excessive
privacy control in comparison to users’ preference. The result of the three-tier personalized result also
shows that the higher the k-value, the higher the rate of excessive privacy control. This is because as
the k-value increases anonymization and the privacy quality increase too. Hence, more records have the
chance of being suppressed, which in turn leads to excessive privacy control.
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6.3.2 Record Suppression:
One of the goals of a good anonymization scheme is to ensure that IL is minimal. Record suppression
usually leads to high IL. The use of a personalized privacy scheme minimizes the total number of
suppressed records and as a result reduces IL while the use of non-personalized privacy scheme leads to
a high number of suppressed records.
Figure 6.19 shows the effect of personalized and non-personalized privacy on suppressed records. The
y-axis, which is labeled records, refers to the total number of records that were suppressed. The result
shows that our three-tier personalized privacy model has a lower rate of suppressed records, 26%, when
compared to the Gedik personalized privacy model that has 77.7% and the non-personalized privacy
model that has 51%. This is because the three-tier personalized privacy model considers suppressed
records and attempts to reduce the number using users’ privacy preferences. In particular, this reduction
is carried out by the level 2 protection scheme described in section 5.6 of Chapter 5 .
Figure 6.19: Impact of the Personalized and Non-Personalized Privacy Scheme on Minimizing Number
of Suppressed Records
6.3.3 Computation Cost
Figure 6.20 shows the effect of the three-tier, the Gedik personalized and non-personalized privacy on
computational cost. The figure shows that our approach has the highest computation cost, while the
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Gedik personalized privacy model has the lowest computation cost.
Figure 6.20: Impact of the Personalized and Non-Personalized Privacy Scheme on Computation Cost
Our approach has the highest computation cost because it searches for over-protected and suppressed
records in order to ultimately offer a lower IL, while the Gedik personalized and the non-personalized
approach model does not search for suppressed and over-protected records. Our result also shows that
the higher the k-value, the higher the computation cost.
6.4 Chapter Summary
This chapter presented experimental results using both real and quasi-real data. The quasi-real data
were necessary to test the scalability of our solution. Results from the first set of experiments revealed
the potential usefulness of CryHelp as a useful tool for a secure crime report in a resource-constrained
environment. Afterwards, the results of the anonymization experiments carried out on the crime data
stream were discussed. The experiment was carried out in a progressive manner by starting with the fun-
damental privacy model and subsequently refining its performance to mitigate any form of vulnerability.
The final results obtained as a result of the refinement revealed that the combination of the three pri-
vacy schemes (k-anonymity, `-diversity and t-closeness) offers a solution that is privacy-preserving. Then
there was a discussion on the benefits that were gained as a result of the integration of the ABRS model.
Furthermore, a comparison of the model (ABRS) with common (baseline) data stream delay-reduction
techniques, proactive-FAANST and passive-FAANST, was presented. Experimental results reveal that
these techniques are generally not able to reduce IL as ABRS can. These results demonstrate the re-
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liability of ABRS in improving performance during data stream anonymization with specific focus on
the reduction of IL and record expiration. Lastly, wan experiment was carried out to measure the effect
of a user-defined privacy preference on the reduction of excessive privacy control, record suppression
the three-tier user privacy preference outperforms the non-personalized privacy model and some existing
personalized-privacy schemes.
Chapter 7
Conclusion and Future Research
7.1 Introduction
Numerous studies have been carried out in the field of data privacy and anonymization. Of interest are
studies on how to protect and anonymize streaming data. One challenge that anonymization of streaming
data faces is that of high levels of IL and delay during anonymization. In addition, the existing schemes
and techniques that have been used to combat this challenge do not adequately address the problem.
Hence, there is a need for more research in an effort to combat this challenge.
As an intervention strategy, this research developed a crime-reporting application system (CryHelp App)
which enables crime to be reported in a secure and covert manner. Using the data from CryHelp App,
this research attempts to address the challenge of IL while adequately protecting data. Furthermore,
two models were built to reduce IL and provide adequate protection during anonymization. The first
model uses Poisson probability distribution and time-based sliding windows to adaptively resize a buffer
based on the arrival of crime reports, and thus reduces loss of information considerably. The second
model is built on the concept of a three-tier user-defined privacy scheme, which anonymizes records
based on users’ preference.
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7.2 Summary
This thesis began with an explanation of the problem scenario that emerges in resource-constrained
environment where the lack of data analyst expertise in law enforcement agencies results in the need
for a third-party data analyst provider to aid in fast (crime) report analysis for knowledge support. In
addition, there was a highlight on the fact that the growing need to make the processed information
available to field officers requires a mechanism for capturing crime reports in real time and transferring
these reports to the third-party service provider. While solutions in the literature based on cryptography
have been shown to be successful in protecting data in outsourced scenarios from unauthorized access,
including that of “honest-but-curious" service providers, it was noted that querying encrypted streaming
data is a time-consuming process and that the anonymization technique is a more practical approach to
data privacy preservation in this case. However, the generic paradigm approach to privacy enforcement in
the anonymity model needs to be refined in order to cater for individual needs. As a result, this research
emphasized the need to integrate users’ privacy preference into anonymization while attempting to
reduce delay caused by buffering mechanisms.
To address the aforementioned challenges, this study is based on three main research questions, namely:
• How can crime be reported in a secure and covert manner?
• How can an anonymization scheme such as k-anonymity and its variants support data stream
anonymization in a manner that reduces IL and expired records?
• How can an anonymization scheme or model capture users’ privacy preference?
This chapter concludes the thesis by presenting a summary of the research work, suggesting recommen-
dations and presenting opportunities for future research. A synthesis of how the research questions were
addressed follows.
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7.3 Synthesis of Empirical Findings
7.3.1 How can Crime be Reported in a Secure and Covert Manner?
In order to address the first research question, a survey was conducted among students at the University
of Cape Town who identified that a mobile phone provides a platform by which crime could be reported
in a usable and secured manner. Afterwards, users were able to come up with prototypes of how
the intended crime-reporting application should be designed. These prototypes went through different
iterations of implementation in order to develop the intended CryHelp App. The final output of the
iterations was deployed to users to test it for usability. The deployment and evaluation results of the
CryHelp App show that overall the system was well received, with a score of 77.06%. Further results
show that the interface quality (78.33%), though marginally, is the most appreciated aspect of the
system, as the design process was centered on the users. These results are promising for the feasibility
of a mobile solution for crime reporting in resource-constrained environment.
7.3.2 How can an Anonymization Scheme such as k-anonymity and its Variants Sup-
port Data Stream Anonymization in a Manner that Reduces Information Loss
and Expired Records?
This research addressed the way in which streaming crime data can be anonymized using k-anonymity,
`-diversity and t-closeness such that expired records (delay) and IL are minimized. In order to do this,
the streaming data was modeled as a flow that follows Poisson probability distribution. The buffer
was also modeled as a time-based tumbling sliding window in order to ensure that no record exceeds its
deadline by allotting a time limit to each sliding window. The Poisson probability distribution determines
the best time to allot based on the arrival of data in the stream. The experimental results show that in
addition to ensuring the privacy of the data, the proposed scheme outperforms others with an IL rate
of 1.95% in comparison to 12.7% on varying the privacy level of crime report data records.
7.3.3 How can the Anonymization Process Capture Users’ Privacy Preference?
Finally users’ privacy preference was incorporated into the anonymization scheme. This preference is
classified as low, neutral or high. In order to automatically guide users’ choice of privacy preference,
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multinomial regression and association rule models were used to predict a user’s privacy preference.
The basis for this is that a reporter is likely to be under duress during crime reporting and it might be
best to guide the model to choose an appropriate privacy preference automatically. The use of three-
tiered user-defined privacy when integrated into the association rule and multinomial regression reduces
over-protection compared to other existing models. Over-protection occurs when a privacy level greater
than a user’s need is used for anonymization. Our three-tiered personalized approach has a 16.15%
rate of over-protection, while the personalized approach proposed of Gedik [25] and non-personalized
approach of Sweeney [85] have a 63.08% and 23.08% rate of over-protection respectively. Therefore
incorporating the three-tier privacy level approach into the anonymization model is an improvement on
existing models.
7.4 Limitations of Research
The CryHelp App, being a prototype, could be improved upon to fit a wider range of data. While the
application is effective and efficient in capturing crime details, it has the limitation of not being able to
capture several images, audio and video clips of crime reports. The anonymization of this type of data
was consequently not considered.
This research uses CryHelp as a proof of concept solution that focuses on anonymizing streaming crime
data using viable means. The research did not compare the CryHelp App to other existing crime-
reporting applications, although the quality of results and the level of findings obtained in the analysis
show that the proposed model is promising for streaming data anonymization.
7.5 Potential Extensions and Future Research
7.5.1 Other Forms of Data
CryHelp only considered text data for anonymization. However, in today’s information age where data
could come in different formats and in high volume, it is necessary to consider anonymizing image and
video data.
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7.5.2 Diverse Dataset
The system developed in this research is a proof-of-concept solution that focuses on the anonymization
of crime streaming data. There is great potential for extending the current research to handle different
datasets. Future research could consider evaluating the models on de facto anonymization benchmarks
such as the adult’s census dataset from the UC Irvine machine learning repository.
7.5.3 Longitudinal Deployment and Evaluation
The study is based on an application in one school location (UCT), thereby excluding a wider range of
testing in different schools of the cities in developing countries in general. A possible extension will be to
consider more universities in developing nations. Such an extension would also provide more datasets for
the evaluation of the anonymization model and could eliminate the need for the generation of quasi-real
data.
Appendix A
Data Description and Survey Overview
A.1 Overview of CryHelp Data
Figure A.1: Overview of Details Collected Using the CryHelp App
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Are you a student?
Have you ever reported a crime before?
Do you possess a cellular phone?
How often do you use your phone?
How familiar are you with the android OS?
Scenario Questions 1
For each of the items below, please circle the response that best describes your experience with the
application for this scenario.
1.Sending a full crime report
Time to Complete Task
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
Ease of Performing Tasks
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
2. Taking an image of a scene
Time to Complete Task
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
Ease of Performing Tasks
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
3. Tagging the image
Time to Complete Task
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
Ease of Performing Tasks
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
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4. Inputting gesture
Time to Complete Task
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
Ease of Performing Tasks
ACCEPTABLE AS IS 1 2 3 4 5 NEEDS A LOT OF IMPROVEMENT
Scenario Questions 2
For each of the items below, please circle the response that best describes your experience with the app
for this scenario.
1. Overall, I am satisfied with how easy it is to use this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
2. It is simple to use this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
3. I can effectively complete a crime report using this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
4. I am able to report a crime quickly using this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
5. I am able to submit a crime report efficiently using this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
6. I feel comfortable using this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
7. It was easy to learn to use this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
8. I believe I became productive quickly using this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
9. The system gives error messages that clearly tell me how to fix problems.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
10. Whenever I make a mistake using the system, I recover easily and quickly.
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STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
11. The help information, such as on-screen messages and other documentation provided with this
system is clear.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
12. It is easy to find the information I need.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
13. The information provided with the system is easy to understand.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
14. The information is effective in helping me report a crime.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
15. The organization of information on the system screens is clear.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
16. I like using the interface of this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
17. This system has all the functions and capabilities I expect it to have.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
18. Overall, I am satisfied with this system.
STRONGLY AGREE 1 2 3 4 5 6 7 STRONGLY DISAGREE
Questionnaire on User Preferences
Preamble
I humbly invite you to participate in this research. I am a PhD student at the University of Cape Town.
My research seeks to understand users’ privacy preferences. A user’s privacy preference is the ability
of the user to choose among three different privacy levels: low, neutral and high. A high privacy level
means you are extremely privacy-conscious. A low privacy level means you are simply privacy-conscious.
A neutral privacy level means you are neither extremely nor marginally privacy-conscious.
Anybody is eligible to complete this questionnaire. However, our focus is on people who have been
victims of crime such as theft, fraud, family violence, etc. The questionnaire should only take 5-10
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minutes to complete. Your co-operation in completing this questionnaire by responding to the following
questions would be greatly appreciated. To aid in ensuring anonymity, please do not put your name on
the questionnaire. If at any time you feel uncomfortable with your participation in this research, you
will be at liberty to opt out. Your participation is completely voluntary.
Biographical Details
1. I am a: Female Male
2. My age is
Crime Details
3. Have you ever been a victim of any type of crime (e.g. theft, fraud, family violence etc)? Yes No
4. If no, please proceed to question 11 Yes No
5. If yes, please describe the crime briefly?
6. Did you report the crime to the police? Yes No
7. If yes, how did you feel after reporting the crime to the police? If no please proceed to question 8.
Privacy and Data Sharing
8. As a follow-up on question 3, would you like the police to share your information with a trusted third
party for research or analysis purposes? Yes No
9. If no, please state your reason.
10. If yes, please choose your privacy preference or your privacy sensitivity. A high privacy preference
implies that your data might be less significant to the third party and a low privacy preference implies
that your data might be more significant. N.B.: If the police share your information with a trusted third
party, all the information that can uniquely identify you (such as your name, ID Number, telephone
Number, email address) will be removed irrespective of your privacy preference.
11. If you were to be a victim of any crime, would you like to share your data with a trusted third
party for research or analysis purpose? If yes, please choose your privacy preference? A high privacy
preference implies that your data might be less significant to the third party and a low privacy preference
implies your data might be more significant. N.B.: If the police share your information with a trusted
third party, all the information that can uniquely identify you (such as your name, ID Nos, Telephone
No, Email Address) will be removed irrespective of your privacy preference.
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12. In detail, please provide any other comment(s).
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01 Neutral Male 31-35 PhD
02 Low Female 26-30 PhD
03 Neutral Female 26-30 PhD
04 Neutral Female 26-30 PhD
05 Low Male 26-30 PhD
06 High Male 31-35 PhD
07 Low Female 31-35 PhD
08 High Female 31-35 PhD
09 Neutral Male 36-40 PhD
10 Low Male 26-30 Msc
11 Low Male 26-30 PhD
12 Neutral Male 26-30 PhD
13 Neutral Male 26-30 PhD
14 Neutral Male 26-30 PhD
15 High Male 31-35 Msc
16 High Female 31-35 PhD
17 Neutral Male 26-30 Msc
18 High Male 26-30 Msc
19 Low Male 36-40 Mtech
20 Neutral Male 31-35 PhD
21 Low Male 31-35 Msc
22 Low Male 36-40 Msc
23 High Male 36-40 PhD
24 High Male 31-35 PhD









01 Yes Fraud Msc
02 Yes Armed Robbery Msc
03 No None Msc
04 Yes Theft (Phone,money) Msc
05 Yes Theft/Bulgary Msc
06 Yes Theft Msc
07 Yes Theft Msc
08 Yes Theft (Phone) Msc
09 Yes Mugging Msc
10 Yes Robbery Bsc
11 Yes Theft Msc
12 Yes Theft Msc
13 No Msc
14 Yes Assault Msc
15 No Bsc (Hons)
16 No Msc
17 Yes Bulgary Honours
18 Yes Vehicle Theft Honours
19 Yes Theft HND/Btech
20 Yes Theft Msc
21 Yes Theft Bsc
22 Yes Theft B.Eng
23 Yes Car Snatching Msc
24 Yes Bulgary Msc





Reason for choice of privacy
01 Yes Personality, to help people
02 To help reduce crime
03 Gravity of crime will determine
04 This crime is not sensitive
05 This crime is not sensitive
06 Personality




11 He has nothing to hide, personality
12 To help research, crime is not too sensitive
13
14 To help reduce crime
15
16 No Cultural Background, personality
17 Help in the investigation
18 Yes/No Personality
19 To help reduce crime/research
20 Personality
21 Crime is not sensitive





B.1 Raw Data from the Evaluation of CryHelp App
B.1.1 Overview of the Different Parameters Evaluated in the CryHelp App
Figure B.1: Users’ Evaluation of Different Parameters of the CryHelp App. some of the parameters
measured are, interface quality, simplicity, user’s satisfaction, productivity, security, clarity, effectiveness,
efficiency, resilience.
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B.1.2 Data Showing Time Taken for each Task and Degree of Easiness of Completing
the Task
Figure B.2: Data from the Evaluation of CryHelp App with Focus on the Ease and Time Taken to
Complete the Four Major Tasks. The tasks are full crime report, taking an image, tagging an image
and inputting gesture.
B.1.3 Data Showing Overall Time Taken to Complete and Send the Report
Figure B.3: Data from the Evaluation of CryHelp App with Focus the on the Overall Time Taken to
Complete and Send the Whole Application.
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B.2 Raw Data Obtained from Evaluation of ABRS and the Different
Anonymization Schemes
B.2.1 ABRS and K-Anonymity
Figure B.4: ABRS performance on Dataset 1 where k = 2, prob. Threshold = 0.4. That is, each
equivalence class or cluster of the sliding window under consideration requires at least two records
before anonymity can be ensured. For cases where the minimum k-privacy threshold is not met, the
ABRS using the Poisson model determines the probability that anonymity can be guaranteed in the next
sliding window in such a manner that privacy is preserved and record expiration is minimal.
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B.2.2 ABRS and Basic `-diversity
Figure B.5: Performance of ABRS and Basic `-Diversity for Dataset 1 where k = 2, ` = 3, α = 0.1
and prob. Threshold = 0.4. That is, each equivalence class or cluster of the sliding window under
consideration requires at least two records and three distinct sensitive values before anonymity can be
ensured. The blank spaces represent instances where `-diversity was not satisfied after k-anonymity and
those instantiated advanced diversity.
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B.2.3 ABRS and Advanced `-diversity
Figure B.6: Performance of ABRS and Advanced `-Diversity for Dataset 1 where k = 2, ` = 3, α = 0.1
and prob. Threshold = 0.4. This was needed for cases where basic `-diversity was not satisfied.
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B.2.4 ABRS and Basic t-Closeness
Figure B.7: Performance of ABRS and Basic t-Closeness for Dataset 1 where k = 2, t = 0.15, β = 0.1
and prob. threshold = 0.4. That is, each equivalence class or cluster of the sliding window under
consideration requires at least two records and the difference between the distribution of sensitive values
in the data stream and cluster has to be at most 0.15 before anonymity can be ensured. The blank
spaces represent instances where t-closeness was not satisfied after k-anonymity and those instantiated
advanced t-closeness.
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B.2.5 ABRS and Advanced t-Closeness
Figure B.8: Performance of ABRS and Advanced t-Closeness for Dataset 1 where k = 2, t = 0.15,
β = 0.1 and prob. Threshold = 0.4. This was needed for cases where basic t-closeness was not
satisfied.
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B.2.6 Sample of Raw Data Obtained from Experiments on Proactive-FAANST
Figure B.9: Performance of Proactive-FAANST for Dataset 1 where k = 2. This was needed for
comparison with ABRS.
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B.2.7 Sample of Raw Data Obtained from Experiments on Passive-FAANST
Figure B.10: Performance of Passive-FAANST for Dataset 1 where k = 2. This was needed for com-
parison with ABRS.
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B.2.8 Sample of Tabular Representation of Experiment Summary
Figure B.11: Overview of Different Experimental Results. For the sake of precision, a maximum of ten
runs for each of the experiments were conducted.
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B.3 User Privacy Preferences
B.3.1 Sample of Various Association Rules Generated from the Survey
Figure B.12: Association Rules for User Privacy Preferences
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