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We investigate the superradiant instability for a charged scalar field in a D-dimensional small
Reissner-Nordstro¨m-Anti-de Sitter (RN-AdS) black hole. Firstly, we solve the charged Klein-Gordon
equation analytically by a matching method. We show that the general D-dimensional quasinormal
frequencies depend on the relation between the angular momentum quantum number, ℓ, and D.
When ℓ is a (non-negative) integer multiple of D − 3, i.e ℓ = p(D − 3), we find an analytical
quasinormal frequency formula adding a purely imaginary correction to the AdS normal frequencies.
This is the case for all ℓ modes in D = 4. For general D there are two more cases: i) when ℓ obeys
ℓ = (p + 1
2
)(D − 3), which can occur for odd D, we observe that the matching method fails, since
the near and far region solutions have different functional dependences; ii) for all other cases, the
analytical quasinormal frequency formula gives a complex correction to the AdS normal frequencies.
Secondly, we perform a numerical calculation which confirms the analytical formulas obtained with
the matching method and allows us to explore the case where that method failed. In the latter case,
as in the former, we verify that all ℓ modes for all D may become superradiant, which contradicts
a previous claim in the literature.
PACS numbers: 04.50.-h, 04.50.Kd, 04.20.Jb
I. INTRODUCTION
In black hole (BH) physics, the phenomenon of super-
radiance [1, 2] is a wave analogue of the Penrose pro-
cess [3], in the sense of allowing energy extraction from
a rotating BH. For a bosonic field wave with the form
e−iωt+imφ impinging on a rotating BH with angular ve-
locity Ω, it turns out that the scattered wave is amplified
when ω < mΩ, which is consistent with both the first
and second law of BH thermodynamics. It follows that,
by placing a reflecting mirror around a rotating BH, the
system becomes unstable. The role of the mirror is to
feed back to the BH the amplified scattered wave, as to
recurrently extract rotational energy. Then, the wave
bounces back and forth between the mirror and the BH
until radiation pressure destroys the mirror. This process
was dubbed as black hole bomb by Press and Teukol-
sky [4]. Such BH mirror system has been investigated
in the linear regime in both the frequency [5, 6] and
time domain [7], to obtain the time scale of the insta-
bility. Actually, the reflecting mirror is not necessarily
artificial, and it has several realizations in nature. One
realization is the field’s mass. For a massive bosonic
field with mass m0 satisfying the bound state condition
ω < m0, the mass term can work as a mirror [8–15].
Another realization is Anti-de Sitter (AdS) asymptotics,
which provides an infinite potential at infinity, binding
superradiant modes [16–22]. A considerable interest has
been recently devoted to non-linear studies of superradi-
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ant scattering and instability, using numerical methods
[12, 23–27].
The superradiance phenomenon does not exist only
for rotating BHs; it also exists for charged BHs. For a
charged bosonic field mode with frequency ω and charge
e impinging on a charged BH with electric potential at
the horizon ΦH , Coulomb energy and BH charge can be
extracted when ω < eΦH [28]. As argued in [29, 30], how-
ever, the superradiance condition and the bound state
condition for a charged massive scalar field in an asymp-
totically flat charged BH cannot be satisfied simultane-
ously. Thus, a charged BH bomb requires AdS asymp-
totics or a mirror-like boundary condition, i.e. consider-
ing a BH in a cavity. The latter case has been recently
investigated in the linear regime in both the frequency
[31, 32] and time domain [33].
The superradiant instability for a charged scalar field
in a charged AdS BH has been explored in [21] for four
dimensions and in [18, 34] for five dimensions. A com-
plete analysis, however, in a D-dimensional charged AdS
BH is still lacking. Presenting such complete study is the
goal of this paper. As a spin off we shall clarify a claim,
made in [18], that, in D = 5, a subset of field modes -
those with odd angular momentum quantum number, ℓ
- do not develop the superradiant instability. We shall
show otherwise: that in fact all ℓmodes in all dimensions
can develop the superradiant instability.
Besides the superradiant instability due to the pres-
ence of a minimally coupled charged scalar field, other
studies on stability have been considered for charged AdS
BHs. It was first observed in [35, 36] that for BHs ob-
tained within N = 8 supergravity in D = 4, which is a
theory containing 4 U(1) gauge fields and 3 real scalar
fields non-minimally coupled to the Maxwell fields, large
2RN-AdS BHs are dynamically unstable due to the exis-
tence of a tachyonic mode in the scalar field perturba-
tions. On the other hand, in purely Einstein-Maxwell
theory in D dimensions, Reissner-Nordstro¨m-AdS (RN-
AdS) BHs have been argued to be stable against gravi-
tational perturbations [37]. Thus the existence of scalar
fields with some coupling to Maxwell fields is central to
the instability of [35, 36]. A qualitatively different insta-
bility of RN-AdS BHs has been discussed in the context
of holographic superconductors. It occurs in the presence
of a massive scalar field that may or may not be charged
and leads to the formation of scalar hair around the BH
[38]. Unlike the superradiant instability, this other in-
stability occurs even if the scalar field is uncharged. In
that case the, say, D = 4 RN-AdS BH should be nearly
extremal, which means its near horizon geometry has a
two dimensional AdS factor; moreover, the scalar field
should have a tachyonic mass above the Breitenlohner-
Freedman bound [39, 40] of the four dimensional AdS
space, but below the Breitenlohner-Freedman bound of
the two dimensional AdS factor in the near horizon ge-
ometry of the BH. This is why the scalar field gives an
instability of the BH geometry, without being an insta-
bility of the four dimensional AdS space.
In order to investigate the superradiant instability of
a charged, massive scalar field in a D-dimensional RN-
AdS background we shall employ both an analytical and
a numerical method. Firstly, we solve the charged Klein-
Gordon equation using a matching method between a
near (the BH) region solution and a far region solution,
for small BHs, i.e. BHs obeying r+ ≪ L, where r+ and
L stand for the BH event horizon and the AdS radius.
We thus obtain the analytical quasinormal frequency for
small BHs by matching the near and far solutions in an
intermediate region. We find that the relations between
ℓ and D play a central role in determining the analytical
quasinormal frequency formula. When ℓ = (p+ 12 )(D−3),
where p is a non-negative integer, the matching method
fails. The reason is that the near region solution and the
far region solution have different functional dependence
in terms of the radial coordinate, which makes matching
impossible. Such difficulty in employing the matching
method also occurs for extremal BHs [10], where an al-
ternative point matching method was used. For all other
relations between ℓ and D, the matching method works
and it may be used to show that the superradiance insta-
bility exists for all ℓ modes, in a region of the parameters
space.
Then we solve the charged Klein-Gordon equation nu-
merically both to check the analytical results and to ex-
plore the special case where the analytical method fails.
We find good agreement between the analytical approx-
imation and the numerical results. For the special case
ℓ = (p + 12 )(D − 3), the numerical results show that the
superradiant instability does exist.
The structure of this paper is organized as follows. In
Section II we introduce the background geometry and the
scalar field equation which will be explored in this paper.
In Section III we solve the scalar field equation analyti-
cally by the matching method and obtain an analytical
quasinormal frequency formula. We analyze this formula
for different relations between ℓ and D, and show the rea-
son why the matching method fails for a special case, i.e.
when ℓ = (p − 12 )(D − 3), in Section IV. To confirm our
analytical results and to be able to investigate if there is
a superradiant instability for that special case, we appeal
to a numerical method to solve the Klein-Gordon equa-
tion in Section V. Final remarks are presented in the last
section.
II. BACKGROUND AND FIELD EQUATION
We consider a D-dimensional Reissner-Nordstro¨m-
Anti-de Sitter BH with the line element
ds2 = −f(r)dt2 + 1
f(r)
dr2 + r2dΩ2n , (1)
where dΩ2n is the metric on the unit n-sphere. In the
following it will be convenient to use n = D − 2 rather
than D to parameterize the space-time dimension. The
metric function f(r) takes the form
f(r) = 1− µ
rn−1
+
q2
r2(n−1)
+
r2
L2
, (2)
where the parameters µ, q and L are related with the BH
mass M , charge Q and cosmological constant Λ through
µ =
16πGM
nSn
, q2 =
8πGQ2
n(n− 1) , L
2 = −n(n+ 1)
2Λ
,
and the area of a unit n-sphere is Sn =
2π
n+1
2
Γ(n+1
2
)
. The
Hawking temperature is given by
T =
1
4π
[
(n− 1)µ
rn+
− 2(n− 1)q
2
r2n−1+
+
2r+
L2
]
, (3)
where the event horizon r+ is determined as the largest
root of f(r+) = 0. For non-extremal BHs, we have
q < qc, where the critical charge qc corresponds to the
maximal charge (i.e the charge of an extremal BH) and
is given by
qc ≡ rn−1+
√
1 +
n+ 1
n− 1
(r+
L
)2
. (4)
The electromagnetic potential of the charged BH is
A =
(
−
√
n
2(n− 1)
q
rn−1
+ C
)
dt ,
where the choice of the constant C is a gauge choice. For
instance, we should fix C as
C =
√
n
2(n− 1)
q
rn−1+
,
3in order to have a vanishing electromagnetic potential at
the event horizon, a choice used in the context of the
AdS/CFT correspondence [41]. As argued in the pa-
per [21], however, this constant just shifts the real part
of quasinormal frequency as Re(ω) → Re(ω) + eC (e is
the field charge) without affecting the imaginary part of
it. Therefore, as we are mostly interested in the superra-
diant instability, which is determined by the imaginary
part of the quasinormal frequency, we take in the follow-
ing C = 0.
For a charged massive scalar field, the corresponding
Klein-Gordon (K-G) equation can be written as
1√−gDµ
[√−ggµνDν]φ−m20φ = 0 , (5)
where Dµ = ∂µ− ieAµ, e and m0 are the field charge and
mass, respectively. The scalar field φ can be decomposed
in terms of spherical scalar harmonics due to the spherical
symmetry of the background
φ = e−iωtR(r)Y(θi) , (6)
where Y(θi) is a scalar spherical harmonic on the n-
sphere. Substituting the metric in Eq. (1) and the field
decomposition in Eq. (6) into the K-G equation (5), we
have
∆
rn−2
d
dr
(
∆
rn−2
dR
dr
)
−
(
λ+m20r
2
)
∆R
+r2n
(
ω + eAt
)2
R = 0 , (7)
with
∆ ≡ r2(n−1) − µrn−1 + q2 + r
2n
L2
,
and the n−dimensional spherical harmonic eigenvalue λ
is given by
λ ≡ ℓ(ℓ+ n− 1) ,
where ℓ is the angular momentum quantum number.
For numerical convenience, we may rewrite Eq. (7) in
terms of a new function X
f(r)2
d2X
dr2
+ f(r)f ′(r)
dX
dr
+
[
(ω + eAt)
2 − f(r)(
λ
r2
+m20 +
nf ′(r)
2r
+
n(n− 2)f(r)
4r2
)]
X = 0 , (8)
where X ≡ rn/2R.
In order to determine the quasinormal frequency, by
solving Eq. (8), one has to impose boundary conditions.
Near the event horizon, we impose an ingoing boundary
condition
X ∼ e−i(ω−ω0)r∗ , (9)
where ω0 ≡ −eAt(r+) and the tortoise coordinate r∗ is
defined by
dr∗
dr
=
1
f(r)
.
At infinity, we impose a decaying boundary condition
X ∼ r− 12 (1+
√
4m2
0
L2+(n+1)2) , (10)
then
R ∼ r− 12 (n+1+
√
4m2
0
L2+(n+1)2) . (11)
For a massless field in D dimensions, the radial func-
tion goes, asymptotically as R ∼ 1/rD−1, as expected
for a normalizable massless scalar perturbation in D-
dimensional AdS space.
III. ANALYTIC CALCULATIONS
In this section, we present the analytic calculations
of quasinormal frequencies for a charged massive scalar
field in a higher dimensional RN-AdS BH. Using a stan-
dard procedure, we shall divide the space outside the
event horizon into two regions: the near region, defined
by the condition r − r+ ≪ 1/ω, and the far region, de-
fined by the condition r+ ≪ r − r+. Then, in order
to perform a matching of the two solutions we consider
low frequency condition, obeying r+ ≪ 1/ω, and match
the two solutions in an intermediate region defined by
r+ ≪ r − r+ ≪ 1/ω. In the following analysis we focus
on small AdS BH (r+ ≪ L). This allows us to treat the
frequencies for the RN-AdS BH as a perturbation of the
AdS normal frequencies.
A. Near region solution
For the near region analysis, we rewrite Eq. (7) as
(n− 1)2∆ d
dx
(
∆
dR
dx
)
−
(
λ+m20r
2
)
∆R
+r2n
(
ω + eAt
)2
R = 0 , (12)
where x ≡ rn−1. In the following we shall neglect the
mass term in the first line of Eq. (12). This amounts to
say that r ≪ ℓm0 , which is obeyed if the Compton wave
length of the scalar particles is much larger than BH hori-
zon size and indeed becomes the near region condition
if, moreover, the scalar particle Compton wave length is
much smaller than the AdS radius. Observe that the
condition r ≪ ℓm0 fails for ℓ = 0 modes, but it turns
out that even in that case the analytical results we shall
obtain are in good agreement with the numerical results
for sufficiently small mass (cf. Sec. V). Under this ap-
proximation Eq. (12) becomes
(n− 1)2∆ d
dx
(
∆
dR
dx
)
− λ∆R + r2n+
(
ω + eAt
)2
R = 0 .
(13)
4For the convenience of analytic calculations, one can de-
fine a new dimensionless variable
z ≡ x− x+
x− x− ,
with x+ = r
n−1
+ and x− = r
n−1
− , where r+ and r− refer to
the event horizon and the Cauchy horizon, respectively.
Then Eq. (13) can be transformed into
z
d
dz
(
z
dR
dz
)
+
[
ω¯2 − λ
(n− 1)2
z
(1− z)2
]
R = 0 , (14)
with
ω¯ ≡ x
n
n−1
+
(n− 1)(x+ − x−)
(
ω −
√
n
2(n− 1)
eq
x+
)
. (15)
Observe that ω¯ < 0 for ω <
√
n
2(n−1)
eq
x+
. This will be
shown below to correspond to the superradiant regime.
One may now obtain a solution for Eq. (14) with in-
going boundary condition in terms of a hypergeometric
function:
R ∼ z−iω¯(1− z)αF (α, α− 2iω¯, 1− 2iω¯; z) , (16)
where
α ≡ 1 + ℓ
n− 1 . (17)
In order to match the far region solution, one must ex-
pand the near region solution, Eq. (16), at large r. To
achieve this we take z → 1 limit and use the properties
of the hypergeometric function [42], then obtain
R ∼Γ(1− 2iω¯)
[
Rnear1/r
rn−1+ℓ
+Rnearr r
ℓ
]
, (18)
where
Rnear1/r ≡
Γ(1− 2α)(rn−1+ − rn−1− )α
Γ(1− α)Γ(1 − α− 2iω¯) ,
Rnearr ≡
Γ(2α− 1)(rn−1+ − rn−1− )1−α
Γ(α)Γ(α − 2iω¯) . (19)
Since the Gamma function has poles at negative integers,
one observes that special care must be taken with the
factor Γ(1 − 2α)/Γ(1 − α). Its analysis will play a role
below.
B. Far region solution
In the far region, r − r+ ≫ r+, the BH effects can be
neglected (µ→ 0, q → 0) so that
∆ ≃ r2n
(
1
r2
+
1
L2
)
.
Then Eq. (7) becomes(
1 +
r2
L2
)
d2R
dr2
+
(
n
r
+
(n+ 2)r
L2
)
dR
dr
+

 ω2
1 +
r2
L2
−
(
λ
r2
+m20
)R = 0 . (20)
Defining a new variable
y ≡ 1 + r
2
L2
,
Eq. (20) becomes
y (1− y) d
2R
dy2
+
(
1− n+ 3
2
y
)
dR
dy
−
[
ω2L2
4y
− m
2
0L
2
4
+
λ
4(1− y)
]
R = 0 . (21)
The above equation has a hypergeometric equation struc-
ture, which can be shown explicitly through the transfor-
mation
R = y
ωL
2 (1− y) ℓ2F (a, b; c; y) ,
with parameters
a ≡ n+ 1
4
+
ωL
2
+
ℓ
2
+
1
2
√
m20L
2 +
(
n+ 1
2
)2
,
b ≡ n+ 1
4
+
ωL
2
+
ℓ
2
− 1
2
√
m20L
2 +
(
n+ 1
2
)2
,
c ≡ 1 + ωL . (22)
Then considering a decaying boundary condition at in-
finity given in Eq. (11), one finds a solution for Eq. (21)
in the form
R ∼ (1 − y) ℓ2 y ωL2 −aF (a, 1 + a− c; 1 + a− b; 1
y
) . (23)
To achieve the small r behavior for Eq. (23), making the
transformation 1y → 1 − y and using properties of the
hypergeometric function [42], we obtain
R ∼Γ(1 + a− b)
[
Rfar1/r
rn−1+ℓ
+Rfarr r
ℓ
]
, (24)
where
Rfar1/r ≡
Γ(ℓ+ n−12 )L
n−1+ℓ
Γ(a)Γ(1 + a− c) ,
Rfarr ≡
Γ(−ℓ− n−12 )L−ℓ
Γ(1− b)Γ(c− b) . (25)
The solution (24) is for pure AdS. Regularity of the above
solution at the origin (r = 0) of AdS requires 1
Γ(1 + a− c) =∞ ⇒ 1 + a− c = −N,
1 We remark that, alternatively, one can also demand Γ(a) = 0,
which gives the negative AdS spectrum. Without loss of gener-
ality, we only consider the positive spectrum in this paper.
5which gives the discrete spectrum
ωNL = 2N +
n+ 1
2
+ ℓ+
√
m20L
2 +
(
n+ 1
2
)2
, (26)
where N is a non-negative integer. Observe that the AdS
frequencies remain real even for tachyonic modes when
0 > m20 ≥ −(n + 1)2/(4L2). This is the well known
Breitenlohner-Freedman bound already discussed in the
introduction. In particular one may see that the bound is
more negative for higher dimensional spaces. This is the
reason why one may violate the bound for two dimen-
sional AdS but obey it for four dimensional AdS, as dis-
cussed in the introduction. For a massless scalar field the
spectrum formula simplifies into ωNL = 2N+(n+1)+ ℓ.
When the BH effects are taken into account, a cor-
rection to the frequency (which can be complex) will be
introduced
ω = ωN + iδ , (27)
where the real part of δ is used to describe the damping of
the quasinormal modes. Then, for small BHs, using the
approximation 1/Γ(−N+ ǫ) ≃ (−1)NN !ǫ for small ǫ, the
first term appeared in the bracket of Eq. (24) becomes
Rfar1/r = (−1)N+1iδN !
Γ(ℓ+ n−12 )L
n+ℓ
2Γ(a)
.
Finally, observe that there appears to be extra poles in
Rfarr , Eq. (25), due to the Gamma function Γ(−ℓ− n−12 )
for odd n. In the Rfarr expression, however, due to (26),
Γ(1 − b) = Γ(−ℓ − n−12 − N), and thus canceling the
former poles.
C. Overlap region
To match the near region solution (18) and the far
region solution (24) in the intermediate region, we impose
the matching condition Rnearr R
far
1/r = R
far
r R
near
1/r , then δ
can be obtained perturbatively
δ =2i
(rn−1+ − rn−1− )2α−1
L2ℓ+n
Γ(1− 2α)Γ(α)
Γ(2α− 1)Γ(1− α) ×
× (−1)
N
N !
Γ(a)
Γ(1− b)Γ(c− b)
Γ(−ℓ− n−12 )
Γ(ℓ+ n−12 )
×
× Γ(α− 2iω¯)
Γ(1− α− 2iω¯) . (28)
IV. ANALYTICAL RESULT ANALYSIS
To analyze Eq. (28), we shall simplify the Gamma func-
tions therein. Firstly, the following combination, which
is independent of the relation between ℓ and n, can be
simplified as
Γ(a)
Γ(1 − b)Γ(c− b)
Γ(−ℓ− n−12 )
Γ(ℓ+ n−12 )
=
(−1)N
Γ(ℓ+ n−12 )
Γ(N + n+12 + ℓ+
√
m20L
2 + (n+12 )
2)
Γ(N + 1 +
√
m20L
2 + (n+12 )
2)
×
×
N∏
k=1
(ℓ+
n− 1
2
+ k) .
Then one has to consider the following cases separately,
because the simplification for the other Gamma functions
in Eq. (28) depends on the relation between ℓ and n.
A. ℓ is an integer multiple of (n− 1)
For this case we can write ℓ = p(n − 1), where p is a
non-negative integer. Then, the corresponding Gamma
functions in Eq. (28) can be simplified to
Γ(1− 2α)Γ(α)
Γ(2α− 1)Γ(1− α) =
(−1)p+1
2
(p!)2
(2p)!(2p+ 1)!
,
Γ(α− 2iω¯)
Γ(1− α− 2iω¯) = (−1)
p2iω¯
p∏
k′=1
(k′2 + 4ω¯2) .
Therefore, Eq. (28) becomes
δ = −2ω¯ (r
n−1
+ − rn−1− )1+
2ℓ
n−1
N !L2ℓ+n
(p!)2
(2p)!(2p+ 1)!
×
Γ
(
N + n+12 + ℓ+
√
m20L
2 + (n+12 )
2
)
Γ
(
N + 1 +
√
m20L
2 + (n+12 )
2
) 1
Γ
(
ℓ+ n−12
)
×
N∏
k=1
(
ℓ+
n− 1
2
+ k
) p∏
k′=1
(k′2 + 4ω¯2) . (29)
This equation shares a similar structure to the corre-
sponding result in D = 4. From the definition of ω¯ in
Eq. (15), we find that in the superradiant regime, ω¯ < 0
which implies δ > 0. In this superradiant regime the
wave function of the scalar field will grow with time which
means the BH is unstable. Moreover, from Eq. (15), one
may get a condition for the onset of the superradiant
instability, i.e.
q
qc
>
√
2(n− 1)
n
ωN
e
, (30)
where ωN is given in Eq. (26). For a massless field,
Eq. (30) simplifies to
q
qc
>
√
2(n− 1)
n
2N + n+ 1 + ℓ
eL
. (31)
6B. ℓ is not an integer multiple of (n− 1)
For this case, the corresponding Gamma function in
Eq. (28) can be simplified as
Γ(1 − 2α)Γ(α)
Γ(2α− 1)Γ(1− α) = −
1
2 cos πℓn−1
Γ2(1 + ℓn−1 )
Γ(1 + 2ℓn−1 )Γ(2 +
2ℓ
n−1 )
.
If
ℓ
n− 1 6= p +
1
2 , then cos
πℓ
n−1 6= 0, and the parameter
δ becomes complex (not simply real as in the previous
case). In this case the real part of δ reflects the instability,
which is given by
Reδ = −2ω¯ (r
n−1
+ − rn−1− )1+
2ℓ
n−1
N !L2ℓ+n
N∏
k=1
(ℓ+
n− 1
2
+ k)×
× Γ
4(1 + ℓn−1 )
Γ(1 + 2ℓn−1 )Γ(2 +
2ℓ
n−1 )Γ(ℓ+
n−1
2 )
×
×
Γ(N + n+12 + ℓ+
√
m20L
2 + (n+12 )
2)
Γ(N + 1 +
√
m20L
2 + (n+12 )
2)
, (32)
where we have expanded the terms Γ(x − 2iω¯) around
small ω¯ to clearly distinguish the superradiant regime.
Thus, when ω¯ < 0, we obtain Reδ > 0 which implies the
BH is also unstable, and the corresponding onset of such
instability is governed by Eqs. (30) for massive field and
(31) for massless field.
If ℓn−1 = p +
1
2 , the matching method fails; a similar
situation occurs for extremal Kerr BHs [10]2. In order
to make this point clear, we can do the following anal-
ysis. Firstly, from the definition of α in Eq. (17) and
the condition ℓn−1 = p +
1
2 , one observes that the first
expansion term inside the bracket of Eq. (18) is diver-
gent, which means that we cannot expand Eq. (16) into
Eq. (18) anymore when ℓn−1 = p +
1
2 . Alternatively, us-
ing a property of hypergeometric function [42], we shall
expand Eq. (16) as
R ∼Γ(1− 2iω¯)
[
− (r
n−1
+ − rn−1− )αζ
Γ(1− α)Γ(1 − α− 2iω¯)Γ(2α)
1
rn−1+ℓ
+
Γ(2α− 1)(rn−1+ − rn−1− )1−α
Γ(α)Γ(α − 2iω¯) r
ℓ
]
, (33)
with
ζ = log
(
rn−1+ − rn−1−
rn−1
)
+γ+ψ(α)−ψ(2α)+ψ(α−2iω¯) ,
where γ is Euler constant and ψ(x) denotes the Digamma
function. Because the log r term is associated with dis-
tinct powers of r, it is impossible to match Eqs. (24) and
(33). For this case, we have to appeal to a numerical
solution which is discussed in the next section.
2 We thank Joa˜o Rosa for drawing our attention to this point.
V. NUMERICAL RESULTS
In order to confirm the above analytical results and
calculate the quasinormal frequency for the special case
ℓ
n−1 = p+
1
2 where the analytical method fails, we shall
solve, in this section, Eq. (8) numerically. We use a di-
rect numerical integration method to obtain the quasi-
normal frequency of the BH. To do so, taking the bound-
ary conditions near the horizon in Eq. (9) and at infinity
in Eq. (10), we expand the radial function near the hori-
zon as
X ∼ e−i(ω−ω0)r∗
∞∑
j=0
αj(r − r+)j , (34)
and at infinity as
X ∼ r− 12 (1+
√
4m2
0
L2+(n+1)2)
∞∑
j=0
βj
rj
. (35)
The series expansion coefficients can be derived directly
after inserting these expansions into Eq. (8). We use the
series expansion near the horizon Eq. (34) to initialize
the radial system Eq. (8) from a point rs which is close
to r+ through the relation rs = (1 + 0.01)r+, and inte-
grate the radial system outwards up to a radial value rm.
Similarly we can also use Eq. (35) as initial condition
to integrate the radial system inward from rl = 1000r+
down to rm. Then we have two solutions at an inter-
mediate radius rm, and these two solutions are linearly
dependent if their Wronskian vanishes at rm. Using a
secant method one can solve W (ω, rm) = 0 iteratively to
look for the quasinormal frequency of the BH. We also
varied rs, rm and rl to check the numerical accuracy.
We list some numerical results in TABLES I-V. Note
that all physical quantities are normalized by the AdS
radius L and we set L = 1. In the first three tables,
we focus on the fundamental modes of massless fields
because they are typically the most unstable modes. To
check the mass effect on the validity of the analytical
formulas, we also consider m0 = 0.5 and m0 = 3.0 in the
last two tables. As a check on our numerical method,
we have calculated the quasinormal frequencies for small
Schwarzschild-AdS BH and we obtained results which are
in good agreement with those reported in [43].
In order to address the special case for which the an-
alytical method failed, i.e when ℓ = (p + 12 )(n − 1), we
chose n = 3 (five dimensional spacetime) and ℓ = 1,
corresponding to p = 0 in our condition. The result is
shown in TABLE I, with r+ = 0.1, field massm0 = 0 and
field charge e = 8. It shows clearly that superradiant in-
stability appears when q/qc satisfies the condition (31).
Moreover, we also list numerical results for ℓ = 0 mode
in TABLE I. It shows that frequencies of the odd modes
(ℓ = 1) and even modes (ℓ = 0) have similar behavior; in
other words, there is nothing special for odd modes.
To confirm the validity of the analytical quasinor-
mal frequency formulas in Eqs. (29) and (32), we also
7TABLE I. Frequencies of the fundamental modes with differ-
ent ℓ for a BH with r+ = 0.1, e = 8, m0 = 0 in D = 5.
q/qc ℓ=0 ℓ=1
0.1 3.958 - 1.335×10−2 i 4.978 - 2.689×10−4 i
0.3 3.997 - 6.435×10−3 i 4.998 - 1.367×10−4 i
0.5 4.030 - 1.522×10−3 i 5.014 - 5.053×10−5 i
0.7 4.058 + 1.996×10−3 i 5.028 - 2.596×10−6 i
0.8 4.070 + 3.198×10−3 i 5.034 + 7.524×10−6 i
0.9 4.081 + 3.954×10−3 i 5.040 + 9.597×10−6 i
TABLE II. Comparison of the frequencies for the ℓ = 0 fun-
damental modes of a BH with r+ = 0.01, e = 6, m0 = 0 in
D = 5.
q/qc Im(ω) (numerical) Im(ω) (analytical)
0.1 -1.053×10−5 -1.0441×10−5
0.3 -7.369×10−6 -7.3230×10−6
0.5 -4.222×10−6 -4.2050×10−6
0.7 -1.088×10−6 -1.0870×10−6
0.9 2.023×10−6 2.0310×10−6
compare some analytical results with numerical data in
TABLES II-V. In TABLE II, we present analytical re-
sults obtained from Eq. (29) and numerical results with
r+ = 0.01, e = 6 for the ℓ = 0 massless fundamental
mode in five dimensional spacetimes. They show good
agreement; the difference is smaller than 1%. In TABLE
III, we present analytical results obtained from Eq. (32)
and numerical data, for the ℓ = 1 fundamental mode with
r+ = 0.01, e = 10, m0 = 0 in D = 6, and they show good
agreements as well. From these two tables, we confirm
the validity of analytical matching method for m0 = 0.
Results for non-zero mass are reported in TABLES IV-V.
Two conclusions may be drawn from these tables. Firstly,
as the mass is increased the agreement between analytic
and numerical method becomes worse. This is expected
in view of the approximation discussed in Sec. III. Sec-
ondly, as the mass increases, the mode with q/qc = 0.9
becomes stable. This is in agreement with Eq. (30), since
for the parameters in TABLE V, superradiance is only
expected for q/qc & 1.1.
VI. DISCUSSION AND FINAL REMARKS
In this paper we have studied the superradiant insta-
bility of small charged AdS BHs in D dimensions, in the
presence of a charged scalar field. Such a systematic
study for arbitrary D was absent in the literature where
only results for D = 4, 5 had been considered [18, 21, 34].
Firstly, we solved the Klein-Gordon equation for a
charged scalar field in charged AdS BHs with a stan-
dard matching method. We found that the relation be-
tween the angular momentum quantum number ℓ and
TABLE III. Comparison of the frequencies for the ℓ = 1 fun-
damental modes of a BH with r+ = 0.01, e = 10, m0 = 0 in
D = 6.
q/qc Im(ω) (numerical) Im(ω) (analytical)
0.1 -4.377×10−11 -4.3678×10−11
0.3 -2.830×10−11 -2.8274×10−11
0.5 -1.342×10−11 -1.3418×10−11
0.7 -1.538×10−12 -1.5371×10−12
0.8 2.283×10−12 2.2846×10−12
0.9 3.778×10−12 3.7844×10−12
TABLE IV. Comparison of the frequencies for the ℓ = 0 fun-
damental modes of a BH with r+ = 0.01, e = 6, m0 = 0.5 in
D = 5.
q/qc Im(ω) (numerical) Im(ω) (analytical)
0.1 -1.093×10−5 -1.0844×10−5
0.3 -7.711×10−6 -7.6617×10−6
0.5 -4.498×10−6 -4.4797×10−6
0.7 -1.300×10−6 -1.2977×10−6
0.9 1.878×10−6 1.8842×10−6
the spacetime dimensionD plays an important role in de-
termining the analytical quasinormal frequency formula.
When ℓ = p(D − 3), for a non-negative integer p, we
found that the quasinormal frequencies of the small RN-
AdS BHs have only an imaginary correction to the AdS
normal frequencies. This is the case for all modes (i.e. all
ℓ) in D = 4, even ℓ in D = 5, ℓ = 0, 3, 6, 9, . . . in D = 6,
ℓ = 0, 4, 8, 12, . . . in D = 7 and so on.
A more subtle case occurs when ℓ = (p + 12 )(D − 3).
For this case the matching method is inapplicable be-
cause a log r term appears in the near region solution
- Eq. (33) - which cannot be matched to Eq. (24). Fail-
ure to observe this limitation has led to a claim that odd
ℓ modes in D = 5 did not exhibit superradiance [18].
Here we have shown otherwise that superradiant insta-
bility indeed exists by a numerical investigation which is
mandatory for analysing this case, in view of the invalid-
ity of the matching method. A similar conclusion should
apply to all cases defined by ℓ = (p + 12 )(D − 3), i.e,
TABLE V. Comparison of the frequencies for the ℓ = 0 fun-
damental modes of a BH with r+ = 0.01, e = 6, m0 = 3.0 in
D = 5.
q/qc Im(ω) (numerical) Im(ω) (analytical)
0.1 -2.379×10−5 -2.3423×10−5
0.3 -1.886×10−5 -1.8637×10−5
0.5 -1.399×10−5 -1.3850×10−5
0.7 -9.155×10−6 -9.0632×10−6
0.9 -4.321×10−6 -4.2765×10−6
8odd ℓ in D = 5, ℓ = 2, 6, 10, 14, . . . in D = 7 and so on.
Observe that this case can only occur in odd dimensions.
Finally, all other cases have a complex correction to
the AdS normal frequencies, i.e. the real part of the
frequency is also shifted.
Our analytic results show good agreement with the nu-
merical results in Sec. V. In particular a central conclu-
sion is that all ℓ modes in all dimensions, for sufficiently
large field charge e display superradiance. In particular,
in D = 4, the dependence of the instability on the various
parameters seems to be in qualitative agreement with the
study of cavity BHs in D = 4 [31–33] and it would be
interesting to make a more detailed comparison between
the two cases.
Let us close with two questions. Firstly, is there a
simple pattern for the behaviour of the frequencies as
D →∞? A preliminary analysis could not unveil a sim-
ple formula. Finding such behaviour would be relevant
in view of the recent interest on General Relativity in
the large D limit [44]. Secondly, can one follow this in-
stability numerically into the non-linear regime? It is
expected that the end-point of the instability will be a
hairy charged AdS BH (see e.g [34]), but it remains to
show explicitly, by following the time evolution of the
unstable scalar-gravity system, that it is indeed so.
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