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THE ALGEBRA OF DIFFERENTIAL OPERATORS TANGENT
TO A HYPERPLANE ARRANGEMENT
MARIANO SUA´REZ-A´LVAREZ
Let us fix a ground field k, once and for all, and a vector space V of positive
dimension `, and let S be the graded algebra of polynomial functions on V . Let A
be a central hyperplane arrangement in V , that is, a set of subspaces H1, . . . , Hr
of V of codimension 1, and for each i ∈ {1, . . . , `} let αi ∈ V ∗ be a linear form on V
such that Hi = kerαi. The product Q = α1 · · ·αr ∈ S, which we call a defining
polynomial of the arrangement, has zero locus equal to the union N(A) = ⋃ri=1Hi of
the hyperplanes of A and depends, up to a non-zero scalar, only on the arrangement.
We write Der(S) the Lie algebra of all derivations of S endowed with its usual
structure of a graded left S-module and for each ideal I ⊆ S we consider the set
Der(I) = {δ ∈ Der(S) : δ(I) ⊆ I}, which is both a Lie subalgebra and a graded
S-submodule of Der(S). The Lie algebra Der(A) of derivations tangent to A
is Der(QS) and the arrangement is free if Der(A) is a free graded S-module. This
notion was introduced in the context of the study of logarithmic vector fields related
to a hypersurface of a smooth complex analytic manifold by Kyoji Saito in [6].
We do not know what exactly makes an arrangement free and it is not a generic
property, but we have plenty of evidence that freeness is both important and useful,
and it shows up in many contexts. For example, Hiroaki Terao proved in [8] that if
k is the field of complex numbers and G is a finite subgroup of GL(V ) generated
by pseudo-reflections, then the arrangement AG of the reflecting hyperplanes of all
pseudo-reflections in G is free.
Recall that if R is an algebra and I is a right ideal of R, the idealizer of I
in R is the subalgebra IR(I) = {r ∈ R : rI ⊆ I} of R, easily seen to be the largest
subalgebra of R that contains I as a bilateral ideal. We use this notion in our
situation as follows. Let Diff(S) be the algebra of all regular differential operators
on S and let us view S as a subalgebra of Diff(S) by identifying each f ∈ S with
the differential operator of order zero given by multiplication by f . For each f ∈ S
we denote Diff(f∞Diff(S)) the intersection of idealizers
⋂
t≥1 IDiff(S)(f t Diff(S))
and we define the algebra Diff(A) of differential operators tangent to the
arrangement A to be the subalgebra Diff(Q∞Diff(S)) of Diff(S).
The algebra Diff(A) contains both S and Der(A). Now, it is well-known that the
algebra Diff(S) is generated by its subset S∪Der(S), provided that the characteristic
of the ground field is zero. The purpose of this paper is to show that an analogous
statement holds for free arrangements:
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2 MARIANO SUA´REZ-A´LVAREZ
Theorem. If the characteristic of k is zero and the arrangement A is free, then
the algebra Diff(A) is generated by S ∪Der(A).
We prove this by extending to differential operators of arbitrary order the beautiful
criterion given by Saito in [6] for deciding the freeness of a divisor in terms of a
certain Jacobian determinant —given for the case of hyperplane arrangements in [5].
This theorem has been proved by Francisco J. Caldero´n-Moreno in [1] and later by
Mathias Schulze in [7], both working in the general context of an arbitrary divisor
in a complex manifold.
A natural question —analogous to the conjecture of Yoshikazu Nakai [4] which
asserts that an affine algebraic variety X over a field of characteristic zero is smooth
if its algebra of regular differential operators is generated by functions OX and
derivations Der(OX)— is whether the necessary condition for freeness given by the
theorem above is also sufficient. This is not so: Schulze shows in [7] that the generic
3-arrangement in C3 with equation xyz(x+ y+ z) = 0 is a counterexample: Diff(A)
is in this case generated by S and Der(A) and yet the A is not free.
In the first section of the paper we prove a general lemma from multilinear
algebra, mostly for completeness. In the second one we present a ‘higher’ version of
Jacobian determinants, and in the third, final one we use them to prove the theorem.
We use the book [5] as our general reference for anything related to hyperplane
arrangements, and [3, Chapter 15] and [2] for algebras of differential operators.
1. A lemma from multilinear algebra
Let R be a commutative ring, let ` be a positive integer and let M = (ui,j) be
an ` × ` matrix with entries in R. Let p ∈ N and let Wp be the set of sequences
i = (i1, . . . , ip) of integers of length p such that 1 ≤ i1 ≤ · · · ≤ ip ≤ `. There
are
(
p+`−1
`−1
)
elements in Wp. If i = (i1, . . . , ip) ∈ Wp, we write i′ the `-tuple
(i′1, . . . , i
′
`) ∈ N`0 with each entry i′j denoting the number of times the integer j
appears in i and put i′! = i′1! · · · i′`!.
If i = (i1, . . . , in) and j = (j1, . . . , jp) are two elements of Wp, we consider the
permanent
ui,j = perm
ui1,j1 · · · ui1,jp... ...
uip,j1 · · · uip,jp

and let M (p) be the matrix (ui,j)i,j∈Wp , with rows and columns ordered according
to a fixed but irrelevant total ordering of the set Wp.
Lemma 1. We have detM (p) = γ`,p · (detM)(
p+`−1
` ), with γ`,p =
∏
i∈Wp
i′!.
Proof. The identity we are to prove is the vanishing of a polynomial with integer
coefficients when evaluated at the entries of the matrix M . A standard argument
shows that it is enough to prove it in the case where the ring R is the field C of
complex numbers.
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Let B = {e1, . . . , e`} be the standard basis of C` and let Sym(C`) be the
symmetric algebra on C`. If for each i = (i1, . . . , ip) ∈Wp we write ei = ei1 · · · eip ,
with the product being that of Sym(C`), then the set B(p) = {ei : i ∈ Wp} is a
basis of Symp(C`), the pth homogeneous component of Sym(C`). Let u : C` → C`
be the map such that u(ei) =
∑`
j=1 uj,iei for each i ∈ {1, . . . , `} and let
u(p) : Symp(C`)→ Symp(C`)
be the map induced by u on Symp(C`). If M˜ (p) = (u˜i,j)i,j∈Wp is the matrix of u(p)
with respect to the basisB(p), so that u(p)(ei) =
∑
j∈Wp u˜j,iej, then a straightforward
computation shows that for all i, j ∈Wp we have
(1) j′! u˜(p)i,j = ui,j.
It follows immediately from this that γ`,p det M˜
(p) = detM (p), and the claim of the
lemma holds for M if and only if we have
det M˜ (p) = (detM)(
p+`−1
` ).
Both sides of this equality are obtained as the result of by evaluating a continuous
monoid homomorphism M`(C) → C defined on the matrix algebra M`(C) at the
matrix M : as a consequence of this and of the fact that Symp is a functor, we see
that it it is enough to show that the lemma holds if the matrix M is a diagonal
complex matrix of the form 
λ
1
. . .
1
 .
We assume that this is the case. Let i, j ∈Wp. The matrixui1,j1 · · · ui1,jp... ...
uip,j1 · · · uip,jp

is then a block diagonal matrix, with diagonal blocks of sizes i′1 × j′1, . . . , i′` × j′`,
respectively. All entries in the first of these blocks are equal to λ and all entries in
all the other `− 1 of them are equal to 1. It is easy to see that the permanent of
this matrix, which we have named ui,j, is zero if i 6= j, and when i = j it is equal to
i′!λi
′
1 . In view of (1), we conclude that
u˜i,j =
{
λi
′
1 , if i = j;
0, if not.
The matrix M˜ (p) is thus a diagonal matrix and its determinant is therefore
det M˜ (p) =
∏
i∈Wp
λi
′
1 = λ
∑
i∈Wp
i′1
.
The exponent of λ in the last member of this chain of equalities is equal to
(
p+`−1
`
)
.
As detM = λ, the lemma is thus proved. 
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2. Higher Jacobians
If u ∈ Diff(S), for each p ≥ 0 and each choice of f1, . . . , fp in S we define the
iterated commutator [u, f1, . . . , fp] recursively: if p = 0 it is simply equal to u,
and if p > 0 we put [u, f1, . . . , fp] = [[u, f1, . . . , fp−1], fp], with the outer brackets
denoting the usual commutator of the associative algebra Diff(S). It is easy to
see that the expression [u, f1, . . . , fp] depends left S-linearly on u and that it is a
symmetric function of f1, . . . ,fp.
We say that a differential operator u ∈ Diff(S) has order at most p if for all
f1, . . . , fp+1 ∈ S we have that [u, f1, . . . , fp+1] = 0 and we write Fp Diff(S) the
subset of Diff(S) of all operators of order at most p. We obtain in this way an
exhaustive increasing algebra filtration on Diff(S), essentially by definition of this
algebra, and the associated graded algebra gr Diff(S) is commutative and, in fact,
isomorphic to a polynomial algebra on 2` variables.
If u is a non-zero element of Diff(S), there is a unique non-negative integer p
such that u ∈ Fp Diff(S) \ Fp−1 Diff(S), which we call the order of u, and the
principal symbol σ(u) of u is the class u+ Fp−1 Diff(S) in the pth homogeneous
component grp Diff(S) = Fp Diff(S)/Fp−1 Diff(S) of the graded algebra gr Diff(S).
Since F0 Diff(S) = S and F−1 Diff(S) = 0, we can identify gr0 Diff(S) with S, and
with this in mind the principal symbol of a polynomial f ∈ S ⊆ Diff(S) is f itself.
Let p ≥ 1. We will consider families (ui)i∈Wp of elements of Diff(S) indexed
by Wp or, equivalently, elements of Diff(S)
Wp . In particular, if θ = (θ1, . . . , θ`) is
an element of Diff(S)`, we will write θ(p) the element (ui)i∈Wp of Diff(S)
Wp such
that ui = θi1 · · · θip for all i = (i1, . . . , ip) ∈Wp. On the other hand, if u = (ui)i∈Wp
is an element of Diff(S)Wp and w ∈ Diff(S) and j ∈ Wp, we will write u〈w/j〉 the
family (vi)i∈Wp ∈ Diff(S)Wp such that vj = w and vi = ui for all i ∈ Wp \ {j}: in
other words, u〈w/j〉 is obtained form u by replacing the jth component by w.
If f = (f1, . . . , f`) ∈ S` and u = (ui)i∈Wp ∈ Diff(S)Wp , we define the pth
Jacobian of f with respect to u to be
∂pf
∂pu
= det
(
[ui, fj1 , . . . , fjp ](1)
)
i,j∈Wp ,
which is an element of S. If p = 1, then we can identify W1 with {1, . . . , `} in an
obvious way, so that an element u of Diff(S)W1 is just a p-tuple (u1, . . . , up) of
elements of Diff(S). If these happen to be elements of Der(S), then for all f ∈ S
we have [ui, f ](1) = ui(f), and then for all f = (f1, . . . , f`) ∈ S` we have that
∂1f
∂1u
=
∣∣∣∣∣∣∣
u1(f1) · · · u1(f`)
...
...
u`(f1) · · · u`(f`)
∣∣∣∣∣∣∣ ,
the usual Jacobian of the functions f1, . . . , f` with respect to the derivations
u1, . . . , u`: this explains the name.
It is easy to see that the Jacobian ∂pf/∂pu depends S-linearly on each component
of u and, using Lemma 1, that whenever A = (ai,j) is an `× ` matrix with entries
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in k we have that
∂p(Af)
∂pu
= (detA)(
p+`−1
` ) · ∂
pf
∂pu
.
More significantly, we have:
Lemma 2. (i) If any of the entries of u ∈ Diff(S)Wp has order at most p− 1, then
we have that ∂pf/∂pu = 0.
(ii) If θ = (θ1, . . . , θ`) ∈ S` has all its components of order at most 1, then
∂pf
∂pθ(p)
= γ`,p
(
∂1f
∂1θ
)(p+`−1` )
,
with γ`,p the integer defined in Lemma 1.
Proof. If i ∈ Wp is such that ui ∈ Fp−1 Diff(S), then [ui, fj1 , . . . , fjp ] = 0 for all
j = (j1, . . . , jp) ∈Wp, so that the matrix whose determinant is ∂pf/∂pu has a zero
column. Of course, the first claim of the lemma follows from this.
To prove the second one, and in view of Lemma 1, it is enough that we fix
i, j ∈Wp and show that
(2) [θi1 · · · θip , fj1 , . . . , fjp ](1) = perm
[θi1 , fj1 ](1) · · · [θi1 , fjp ](1)... ...
[θip , fj1 ](1) · · · [θip , fjp ](1)
 .
We have that in Diff(S)
[θi1 · · · θip , fj1 , . . . , fjp ] = [[θi1 · · · θip , fj1 ], f2, . . . , fjp ]
=
p∑
k=1
[θi1 · · · θik−1 [θik , f1]θik+1 · · · θip , f2, . . . , fp].(3)
For each k ∈ {1, . . . , p} the operators
θi1 · · · θik−1 [θik , f1]θik+1 · · · θip
and
[θik , f1]θi1 · · · θik−1θik+1 · · · θip
differ by an element of Fp−2 Diff(S), so the sum (3) can be rewritten as
p∑
k=1
[[θik , f1]θi1 · · · θˆik · · · θip , f2, . . . , fp],
with the accent denoting omission of the marked factor, as usual. As [θik , f1] ∈ S
for all k ∈ {1, . . . , p}, the value at 1 ∈ S of this operator is
p∑
k=1
[θik , f1](1) · [θi1 · · · θˆik · · · θip , f2, . . . , fp](1).
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Inductively, then, we know that this is equal to
p∑
k=1
[θik , f1](1) · perm

[θi1 , fj2 ](1) · · · [θi1 , fjp ](1)
...
...
̂[θik , fj2 ](1) · · · ̂[θik , fjp ](1)
...
...
[θip , fj2 ](1) · · · [θip , fjp ](1)

,
which is the Laplace expansion for the permanent that appears on the right in (2)
along the first column. 
3. Differential operators tangent to a hyperplane arrangement
As in the introduction, let A = {H1, . . . ,Hr} be a central hyperplane arrangement
in the vector space V , let α1, . . . , αr ∈ V ∗ be such that Hi = kerαi for all
i ∈ {1, . . . , r} and let Q = ∏ri=1 αi be a defining polynomial for A. For each
i ∈ {1, . . . , r} we let βi = Q/αi, so that Q = αiβi and αi does not divide βi.
For each right ideal I in Diff(S) we write I(I) the idealizer if I in Diff(S), that
is, the subalgebra
I(I) = {u ∈ Diff(S) : uI ⊆ I},
which is the largest subalgebra of Diff(S) which contains I as a bilateral ideal. If
f ∈ Diff(S), we write
I(f∞Diff(S)) =
⋂
t≥1
I(f t Diff(S)).
The algebra Diff(A) of differential operators tangent to A is the subalgebra
Diff(Q∞Diff(S)) of Diff(S). We want to give a slightly more convenient description
of Diff(A), and to do that we start with the following simple observation:
Lemma 3. Let α and β be elements of S without a non-constant common factor.
If u ∈ Diff(S), then
uβ ∈ αDiff(S) =⇒ u ∈ αDiff(S).
Proof. Let u ∈ Diff(S) and suppose that there exists a v ∈ Diff(S) such that
(4) uβ = αv.
If u is zero then of course u ∈ αDiff(S), so we suppose it is not. We may then
consider the order p of u, so that u ∈ Fp Diff(S) \ Fp−1 Diff(S), and proceed by
induction on p.
Suppose first that p = 0, so that in fact u ∈ S. It follows from equation (4) that
we necessarily have that v ∈ S and, since α does not divide β in S, that α divides u:
in particular, we have that u ∈ αS ⊆ αDiff(S), as we want.
Suppose next that p > 0. From (4) we see that v ∈ Fp Diff(S) \ Fp−1 Diff(S)
and that σ(u)β = ασ(v) in the associated graded algebra gr Diff(S). As α does not
divide β, we see that α divides σ(u) and, therefore, that there exists an operator
w ∈ Fp Diff(S) \ Fp−1 Diff(S) of order p such that u′ = u − αw ∈ Fp−1 Diff(S).
Now u′β = uβ − αwβ = α(v − wβ) ∈ αDiff(S) and u′ has order at most p − 1,
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so that inductively we know that u′ ∈ αDiff(S). We can then conclude that
u = αw + u′ ∈ αDiff(S), completing the induction. 
Using this lemma, we can prove that Diff(A) is the intersection of the infinite
idealizers of the defining equations of the hyperplanes of the arrangement, much as
the Lie algebra Der(A) is equal to ⋂ri=1 Der(αiS); see [5, Proposition 4.8].
Proposition 4. We have Diff(A) = ⋂ri=1 I(α∞i Diff(S)).
Proof. Let u be an element of that intersection, so that for each i ∈ {1, . . . , r} and
t ≥ 1 there is a ui,t ∈ Diff(S) such that uαti = αtiui,t.
Let t ≥ 1. If i ∈ {1, . . . , r}, then we have that
uQt = uαtiβ
y
i = α
i
iui,tβ
t
i ∈ αti Diff(S),
and therefore
(5) uQt ∈
r⋂
i=1
αti Diff(S) = Q
t Diff(S),
so that u is in I(Qt Diff(S)). The equality in (5) follows immediately from the fact
that Diff(S) is free as a left module over its subalgebra S and in S we have that⋂r
i=1 α
t
iS = Q
tS. Of course, this implies that u ∈ Diff(A).
To prove the reverse containment, let u ∈ Diff(S) be an element of Diff(A), so
that for each t ≥ 1 there is a vt ∈ Diff(S) such that uQt = Qtvt. If i ∈ {1, . . . , r}
and t ≥ 1, then we have that
uαtiβ
t
i = uQ
t = Qtvt = α
t
iβ
t
ivt ∈ αti Diff(S)
and we may conclude that uαti ∈ αti Diff(S) using Lemma 3. We see in this
way that u is in I(α∞i Diff(S)) and, therefore, in the intersection described in the
proposition. 
Lemma 5. Let u ∈ Diff(A) and let i ∈ {1, . . . , r}.
(i) For all t ≥ 1 we have u(αtiS) ⊆ αtiS.
(ii) Let p, q ∈ N0 be such that 0 ≤ q ≤ p. If at least q components of of the
p-tuple (f1, . . . , fp) ∈ Sp are equal to αi, then [u, f1, . . . , fp](1) ∈ αqiS.
Proof. (i) Let t ≥ 1. As u ∈ Diff(A), there is a v ∈ Diff(S) such that uαti = αtiv,
and then for all f ∈ S we have
u(αtif) = (uα
t
i)(f) = (α
t
iv)(f) = α
t
iv(f) ∈ αtiS.
(ii) Suppose that at least q components of (f1, . . . , fp) ∈ Sp are equal to αi and
let I = {1, . . . , p}. One sees easily that
[u, f1, . . . , fp](1) =
∑
J⊆I
(−1)|J|
∏
j∈J
fj · u
 ∏
k∈I\J
fk
 .
The first part of the lemma implies that for each J ⊆ I the Jth summand of this
sum is in αqiS, so that so is the sum. 
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Proposition 6. Let f = (x1, . . . , x`) be an ordered basis of V
∗ and let p ∈ N. If
(ui)i∈Wp is a family of elements of Diff(A) indexed by Wp, then
∂pf
∂pu
∈ Q(p+`−1` )S.
Proof. Let k ∈ {1, . . . , r} and let a1, . . . , a` ∈ k be such that αk =
∑`
j=1 ajxj .
Without loss of generality, we can assume that a1 6= 0 and then, of course,
g = (αk, x2, . . . , x`) is another ordered basis of V
∗, whose elements we relabel
y1, . . . , y`. If i, j ∈Wp, then αk appears j′1 times in the p-tuple (yj1 , . . . , yjp) and
the second part of Lemma 5 tells us that
[ui, yj1 , . . . , yjp ](1) ∈ αj
′
1
k S.
This implies that [ui, yj1 , . . . , yjp ](1) ∈
⋂r
k=1 α
j′1
k S = Q
j′1S, so that the jth column
of the matrix whose determinant is the Jacobian ∂pg/∂pu is divisible by Qj
′
1 . Of
course, it follows from this that the Jacobian itself is divisible by∏
j∈Wp
Qj
′
1 = Q(
p+`−1
` ).
This is what we set out to prove. 
Let us denote ∆(A) the subalgebra of Diff(S) generated by S and Der(A).
Proposition 7. The subalgebra ∆(A) is contained in Diff(A). If {θ1, . . . , θm} is a
subset of Der(A) that generates it as a left S-module, then the set
{θi1 . . . θiq : 0 ≤ q ≤ p, 1 ≤ i1 ≤ · · · ≤ iq ≤ m}
generates ∆(A) ∩ Fp Diff(S) as a left S-module.
Proof. To prove the first part, it is enough to show that S and Der(A) are contained
in Diff(A), and it is obvious that S is. Let δ be an element of Der(A), so that
δ(Q) = Qf for some f ∈ S. If t ≥ 1, in Diff(S) we have that
δQt = Qtδ + [δ,Qt] = Qtδ + δ(Qt) = Qtδ + tQt−1δ(Q)
= Qt(δ + tf) ∈ Qt Diff(S),
so that δ ∈ I(Qt Diff(S)) and, therefore, δ ∈ I(Q∞Diff(S)) = Diff(A).
The second part of the proposition, on the other hand, is a direct consequence of
the commutation relation θih = hθi+θi(h) that holds in Diff(S) for all i ∈ {1, . . . , `}
and all h ∈ S. 
It follows immediately from the definitions that QDer(S) ⊆ Der(A). It is easy
to extend that observation to differential operators of all orders:
Proposition 8. If u ∈ Fp Diff(S), then Q(
p+1
2 )u ∈ ∆(A).
Proof. Let (x1, . . . , x`) be an ordered basis of V
∗ and let (∂1, . . . , ∂`) be the corre-
sponding dual ordered basis of Der(S). Let p ≥ 0 and u ∈ Fp Diff(S). There are a
u = (ui)i∈Wp ∈ SWp and a v ∈ Fp−1 Diff(S) such that
u =
∑
i∈Wp
ui∂i1 · · · ∂ip + v.
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As QDer(S) ⊆ Der(A) and the associated graded algebra gr Diff(S) is commutative,
there is a v′ ∈ Fp−1 Diff(S) such that
Qpu =
∑
i∈Wp
ui(Q∂i1) · · · (Q∂ip) + v′.
The sum appearing in the right hand side of this equality is in ∆(A) and we may
assume inductively that Q(
p
2)v′ ∈ ∆(A), so that
Q(
p+1
2 )u = Qp+(
p
2)u = Q(
p
2)
∑
i∈Wp
ui(Q∂i1) · · · (Q∂ip) +Q(
p
2)v′ ∈ ∆(A),
as we want. 
We are finally in position to prove the main result of this paper:
Theorem 9. Let A be a free arrangement of hyperplanes in V and suppose the
ground field k has characteristic zero. The algebra Diff(A) is generated by S
and Der(A).
Proof. Let f = (x1, . . . , x`) be an ordered basis of V
∗ and let θ = (θ1, . . . , θ`)
be an homogeneous basis of the S-module Der(A). Saito’s criterion for freeness
[5, Theorem 4.19] tells us that
∂1f
∂1θ
= λQ
for some non-zero scalar λ ∈ k.
Let u ∈ Diff(A) be a non-zero element which has order at most p. In view of Propo-
sition 8, we have Q(
p+1
2 )u ∈ ∆(A), and then there exist a family (ui)i∈Wp ∈ SWp of
polynomials indexed by Wp and a v ∈ ∆(A) ∩ Fp−1 Diff(S) such that
(6) Q(
p+1
2 )u =
∑
i∈Wp
uiθi1 · · · θip + v.
Let us fix k ∈Wp. We have
∂pf
∂pθ(p)〈Q(p+12 )u/k〉
=
∑
i∈Wp
ui
∂pf
∂pθ(p)〈θi1 · · · θip/k〉
+
∂pf
∂pθ(p)〈v/k〉 .
The second summand in the right hand side of this equality vanishes, because v has
order at most p− 1, and only possibly non-zero term in the sum is the one in which
i coincides with k: it follows then that
∂pf
∂pθ(p)〈Q(p+12 )u/k〉
= uk
∂pf
∂pθ(p)
= γ`,puk
(
∂1f
∂1θ
)(p+`−1` )
= γ`,puk(λQ)
(p+`−1l ).
(7)
On the other hand, the S-linearity of higher Jacobians and Proposition 6 imply that
(8)
∂pf
∂pθ(p)〈Q(p+12 )u/k〉
= Q(
p+1
2 ) ∂
pf
∂pθ(p)〈u/k〉 ∈ Q
(p+12 )+(
p+`−1
` )S.
As our ground field k is of characteristic zero, the scalar γ`,p is a unit and comparing
the right hand sides of the equalities (7) and (8) we see that uk is divisible by Q
(p+12 ).
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There is then a family (u¯i) ∈ SWp such that ui = Q(
p+1
2 )u¯i for all i ∈ Wp. Going
back to (6), we see that
Q(
p+1
2 )
u− ∑
i∈Wp
u¯iθi1 · · · θip
 = v ∈ Fp−1 Diff(S).
The difference
u′ = u−
∑
i∈Wp
u¯iθi1 · · · θip
is therefore an element of Diff(A) of order at most p−1 and, proceeding by induction,
we know that it belongs to ∆(A): this implies, of course, that so does u. We conclude
in this way that Diff(A) ⊆ ∆(A), as we wanted. 
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