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Resumo
Usando a noc¸a˜o de equac¸a˜o diferencial que descreve superf´ıcies pseudo-esfe´ricas, in-
troduzida por S. S. Chern e K. Tenenblat, estudamos uma classe de equac¸o˜es do tipo
ut − uxxt = λuuxxx +G(u, ux, uxx).
Obtemos a completa classificac¸a˜o dessa classe de equac¸o˜es e fornecemos explicitamente
um problema linear do qual a equac¸a˜o e´ a condic¸a˜o de integrabilidade. A classificac¸a˜o
fornece famı´lias de equac¸o˜es diferenciais que conte´m, em particular, algumas importan-
tes equac¸o˜es na˜o lineares de onda dispersiva de terceira ordem, tais como a equac¸a˜o de
Camassa-Holm e a equac¸a˜o de Degasperis-Procesi.
Provamos que na˜o existem equac¸o˜es que descrevem superf´ıcies esfe´ricas na classe de
equac¸o˜es estudadas.
Palavras-chave: equac¸o˜es diferenciais; superf´ıcies pseudo-esfe´ricas; superf´ıcies esfe´ri-
cas
Abstract
Using the notion of diferential equation which describes pseudospherical surfaces,
introduced by S. S. Chern and K. Tenenblat, we study a class of equations of type
ut − uxxt = λuuxxx +G(u, ux, uxx).
We obtain the complete classification of this class of equations and we explicitly give
a linear problem for which the equation is the integrability condition. The classification
provides families of differential equations which contain, in particular, some important
third-order nonlinear dispersive wave equations, such as the Camassa-Holm equation and
Degasperis-Procesi equation.
We prove that there are no equations describing spherical surfaces in the class of
equations we studied.
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Introduc¸a˜o
Em 1967, Gardner, Greene, Kruskal e Miura [12] estudaram um problema de Cauchy
para a equac¸a˜o de Korteweg-de Vries, utilizando o me´todo atualmente denominado de
espalhamento inverso. Este trabalho deu origem a uma vasta literatura sobre o assunto,
da qual destacamos os trabalhos de Lax [16] e Ablowitz, Kaup, Newell e Segur (AKNS)
[1].
Em 1979, Sasaki [22] verificou que certas equac¸o˜es na˜o lineares estavam relaciona-
das com superf´ıcies de curvatura constante negativa. Mais tarde, em 1981, Chern e
Tenenblat [7] obtiveram resultados relacionando a equac¸a˜o de Korteweg-de Vries com
folheac¸o˜es de variedades riemannianas bi-dimensionais de curvatura constante. Em [2],
Ablowitz, Beals e Tenenblat utilizaram o me´todo do espalhamento inverso para obter
soluc¸o˜es da equac¸a˜o generalizada de onda e da equac¸a˜o generalizada de sine-Gordon. O
mesmo me´todo foi utilizado por Beals e Tenenblat [3] para as verso˜es intr´ınsecas dessas
equac¸o˜es, que esta˜o associadas a variedades riemannianas n-dimensionais de curvatura
seccional constante.
Um dos pontos fundamentais para se aplicar o me´todo do espalhamento inverso e´
obter um problema linear a um paraˆmetro, associado a` equac¸a˜o na˜o linear. Em 1986,
Chern e Tenenblat [8] iniciaram um processo sistema´tico de obter um tal problema linear
introduzindo a noc¸a˜o de uma equac¸a˜o diferencial para uma func¸a˜o real que descreve
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superficies pseudo-esfe´ricas.
Se M2 e´ uma variedade diferencia´vel bi-dimensional com coordenadas (x, t), diz-se que
uma equac¸a˜o diferencial para uma func¸a˜o real u(x, t) descreve superf´ıcies pseudo-esfe´ricas
se existem 1-formas wi = fi1dx + fi2dt, 1 ≤ i ≤ 3, (w3 = w12 e´ a forma de conexa˜o)
onde as func¸o˜es fij, 1 ≤ j ≤ 2, dependem de u e um nu´mero finito de suas derivadas,
tais que as equac¸o˜es de estrutura de uma superf´ıcie de curvatura constante −1, ou seja,
dw1 = w3 ∧ w2, dw2 = w1 ∧ w3, dw3 = w1 ∧ w2 sa˜o sastisfeitas sempre que u seja uma
soluc¸a˜o da equac¸a˜o diferencial. Em outras palavras, cada soluc¸a˜o gene´rica da equac¸a˜o da´
origem a uma me´trica definida em um subconjunto aberto de R2 com curvatura Gaussiana
constante e igual a −1. Uma equac¸a˜o diferencial que descreve superf´ıcies pseudo-esfe´ricas
tambe´m pode ser caracterizada como a condic¸a˜o de integrabilidade de um problema linear




 w2 w1 − w3




Chern e Tenenblat [8], tambe´m efetuaram uma caracterizac¸a˜o completa das equac¸o˜es
de evoluc¸a˜o do tipo
ut = F (u, ux, ..., ∂
k
xu)
que descrevem superf´ıcies pseudo-esfe´ricas sob a hipo´tese de que f21 = η e´ um paraˆmetro.
Tal caracterizac¸a˜o conte´m importantes exemplos de equac¸o˜es tais como
ut = uxx + uux Burgers
ut = uxxx + 6uux Korteweg-de Vries
ut = uxxx +
3
2
u2ux Korteweg-de Vries modificada
Os resultados em [8] foram generalizados por Kamran e Tenenblat [15] que suprimiram a
condic¸a˜o a priori sobre f21. Eles tambe´m demonstraram um teorema de existeˆncia local
garantindo que, dadas duas equac¸o˜es diferenciais descrevendo superf´ıcies pseudo esfe´ricas,
enta˜o, sob certa hipo´tese te´cnica, existe localmente, uma aplicac¸a˜o levando cada soluc¸a˜o
gene´rica de um equac¸a˜o numa soluc¸a˜o gene´rica da outra. E tal correspondeˆncia se origina,
em u´ltima ana´lise, do fato de que quaisquer duas me´tricas de mesma curvatura constante
sa˜o localmente isome´tricas. Reyes [20], estendeu alguns aspectos da teoria de Kamran e
Tenenblat ao caso em que F depende explicitamente tambe´m das varia´veis x e t.
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O conceito de um sistema de equac¸o˜es diferenciais que descrevem superf´ıcies pseudo-
esfe´ricas ou esfe´ricas foi introduzido e investigado por Ding e Tenenblat [10]. Nessa classe
de sistemas destaca-se a equac¸a˜o na˜o linear de Schro¨dinger.
Se f21 = η e´ um paraˆmetro, e as func¸o˜es f11 e f31 na˜o dependem de η, o problema (1)
se reduz ao problema do espalhamento inverso considerado por Ablowitz et. al. [1], com
η correspondendo ao paraˆmetro espectral. Equac¸o˜es como estas sa˜o ditas de tipo AKNS.
Quando se consegue associar uma famı´lia a um paraˆmetro de problemas lineares a uma
equac¸a˜o diferencial na˜o linear, existe a possibilidade de aplicar o me´todo do espalhamento
inverso em busca de determinac¸a˜o de soluc¸o˜es, e na˜o apenas equac¸o˜es de tipo AKNS. Ja´
no se´culo XIX, havia sido observado que era poss´ıvel encontrar soluc¸o˜es exatas para certas
equac¸o˜es associadas a superf´ıcie de curvatura constante, como a de sine-Gordon, uxt =
sin(u), resolvendo um problema linear a um paraˆmetro (Transformac¸a˜o de Ba¨cklund).
A aplicac¸a˜o do me´todo do espalhamento inverso foi bem sucedida, por exemplo, em [4],
por Beals, Rabelo e Tenenblat em equac¸o˜es que na˜o sa˜o de tipo AKNS. Resultados asso-
ciando uma famı´lia a um paraˆmetro de problemas lineares com f21 = η foram obtidos em
1989 por Rabelo [18] para equac¸o˜es da forma
uxt = F (u, ux, ..., ∂
k
xu),





Em 1987, Jorge e Tenenblat [17] estudaram equac¸o˜es da forma
utt = F (u, ux, uxx, ut).
Em 1990, Rabelo e Tenenblat [19] estudaram equac¸o˜es da forma
uxt = F (u, ux).
E´ importante ressaltar que a equac¸a˜o (2) apareceu, em 2004, em o´ptica na˜o linear
descrevendo a propagac¸a˜o de pulsos de luz ultra-curtos em fibras o´pticas de silica [24].
Esses pulsos ultra curtos sa˜o muito importantes para as futuras tecnologias de transmissa˜o
o´ptica ultra-ra´pida de informac¸a˜o [23].
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Antes de continuarmos registramos que, conforme em [10]: diz-se que uma equac¸a˜o
diferencial para uma func¸a˜o real u(x, t) descreve superf´ıcies esfe´ricas se ela e´ a condic¸a˜o
necessa´ria e suficiente para a existeˆncia de func¸o˜es (reais) suaves fij, 1 ≤ i ≤ 3, 1 ≤ j ≤ 2,
dependendo de u e suas derivadas tais que as 1-formas ωi = fi1dx + fi2dt, satisfazem
as equac¸o˜es de estrutura de uma superf´ıcie de curvatura gaussiana constante 1, isto e´,
dω1 = ω3 ∧ ω2, dω2 = ω1 ∧ ω3 e dω3 = −ω1 ∧ ω2.
Importantes exemplos de equac¸o˜es tais como
ut − uxxt = uuxxx − 3uux + 2uxuxx Camassa-Holm
ut − uxxt = uuxxx − 4uux + 3uxuxx Degasperis-Procesi
descrevem superf´ıcies pseudo-esfe´ricas. A primeira descreve a propagac¸a˜o unidirecional de
ondas de a´guas rasas ao longo de um fundo plano e deve-se a Roberto Camassa e Darryl
D. Holm [6]. Enquanto que a segunda modela dinaˆmicas na˜o lineares de a´guas rasas e
deve-se a Antonio Degasperis e Michela Procesi [9].
Motivados por essas equac¸o˜es, neste trabalho estudamos a classe de equac¸o˜es
ut − uxxt = λuuxxx +G(u, ux, uxx), λ ∈ R, (3)
que descrevem superf´ıcies esfe´ricas ou pseudo-esfe´ricas.
Contudo, este estudo geral da classe de equac¸o˜es apresentada em (3) e´ muito dif´ıcil,
raza˜o pela qual fazia-se necessa´rio acrescentar alguma condic¸a˜o no problema linear asso-
ciado. Mas, qual poderia ser tal condic¸a˜o?
Em 2002, Reyes [21] verificou que a equac¸a˜o de Camassa-Holm descreve superf´ıcies
pseudo-esfe´ricas tendo como problema linear
f11 = uxx − u− β + β
η2





+ u2 − 1 + uβ + ux
η
+ η−2 − uuxx,
f22 = −β
η













onde os paraˆmetros η 6= 0 e β satisfazem a relac¸a˜o η4−η2 +β2η2 = (β−1)2. A observac¸a˜o
crucial e´ que tais 1-formas satisfazem a condic¸a˜o consideravelmente geral de que
fp1 = µpf11 + ηp, µp, ηp ∈ R, 2 ≤ p ≤ 3. (4)
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Assim, o problema linear apresentado por Reyes motivou-nos a incluir (4) como uma
hipo´tese adicional no problema linear associado. Esta condic¸a˜o tambe´m foi usada por Go-
mes [13] no estudo das equac¸o˜es de evoluc¸a˜o de quinta ordem, e por Ferraioli e Tenenblat
[11] no estudo das equac¸o˜es de evoluc¸a˜o de quarta ordem, as quais descrevem superf´ıcies
pseudo-esfe´ricas.
No Cap´ıtulo 2 da tese apresentamos inicialmente um teorema (Teorema 2.1) que carac-
teriza a classe de equac¸o˜es (3) sob a condic¸a˜o a priori (4). Em seguida enunciamos quatro
teoremas (Teoremas 2.2-2.5) que fornecem a completa classificac¸a˜o de tais equac¸o˜es que
descrevem superf´ıcies pseudo-esfe´ricas. Esses teoremas tambe´m mostram a na˜o existeˆncia
de tais equac¸o˜es que descrevem superf´ıcies esfe´ricas (Corola´rio 2.1), com a condic¸a˜o (4).
Os exemplos que serviram de motivac¸a˜o sa˜o casos particulares de uma classe de
equac¸o˜es na˜o lineares de onda dispersiva
ut − uxxt = λuuxxx + auxuxx − ∂x(bu+ cu2 + du3)
cuja integrabilidade foi investigada em 2005 por Ivanov [14], onde λ, a, b, c e d sa˜o
paraˆmetros constantes. Na Sec¸a˜o 2.3, exibimos uma grande variedade de exemplos dos
quais se destacam aquelas equac¸o˜es de onda dispersiva que descrevem superf´ıcies pseudo-
esfe´ricas.
O motivo pelo qual inclu´ımos a constante λ na classe (3) deve-se ao fato de, no
in´ıcio, estarmos interessados num outro caso importante de equac¸a˜o na˜o linear de onda
dispersiva, a saber,
ut − uxxt = −ux − uux Benjamin-Bona-Mahony (BBM)
que aparece em [5]. Contudo, pode-se verificar que a equac¸a˜o de BBM na˜o descreve
superf´ıcies pseudo-esfe´ricas sob a condic¸a˜o dada em (4). No Cap´ıtulo 3 apresentamos
uma prova para os resultados obtidos no Cap´ıtulo 2.
CAP´ITULO 1
Preliminares
Neste cap´ıtulo, faremos uma breve exposic¸a˜o de conceitos bem como das notac¸o˜es que
sera˜o usados no decorrer dos cap´ıtulos subsequentes.
Seja M2 uma variedade riemanniana bi-dimensional. Se e1, e2 e´ um referencial orto-
normal em M e w1, w2 e´ o co-referencial associado a e1, e2, sabemos do lema de Cartan
que
dω1 = ω3 ∧ ω2,
dω2 = ω1 ∧ ω3,
sa˜o as equac¸o˜es de estrutura de M2 que determinam a 1-forma de conexa˜o ω3 := ω12.
Ale´m disso, a equac¸a˜o de Gauss,
dω3 = −Kω1 ∧ ω2,
determina a curvatura gaussiana K de M2. Se K = −1 (resp. K = 1) diz-se que M2 e´
uma superf´ıcie pseudo-esfe´rica (resp. superf´ıcie esfe´rica).
Como estamos interessados em estudar certa classe de equac¸o˜es que descrevem su-
perf´ıcies esfe´ricas ou pseudo-esfe´ricas, consideraremos a seguinte definic¸a˜o introduzida
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por Ding e Tenenblat que estende o conceito definido por Chern e Tenenblat de equac¸o˜es
que descrevem superf´ıcies pseudo-esfe´ricas.
Definic¸a˜o 1.1 (Ding e Tenenblat, [10]) Diz-se que uma equac¸a˜o diferencial para uma
func¸a˜o real u(x, t) descreve superf´ıcies pseudo-esfe´ricas (s.p.e.) (resp. superf´ıcies esfe´ricas
(s.e.)) se ela e´ a condic¸a˜o necessa´ria e suficiente para a existeˆncia de func¸o˜es (reais) suaves
fij, 1 ≤ i ≤ 3, 1 ≤ j ≤ 2, dependendo de u e suas derivadas, tais que as 1-formas,
ωi = fi1dx+ fi2dt,
satisfazem as equac¸o˜es de estrutura de uma superf´ıcie de curvatura gaussiana constante
-1 (resp. 1), isto e´,
dω1 = ω3 ∧ ω2,
dω2 = ω1 ∧ ω3, (1.1)
dω3 = δω1 ∧ ω2,
onde δ = 1 (resp. -1).
Em outras palavras, segue da definic¸a˜o que para cada soluc¸a˜o gene´rica da equac¸a˜o
diferencial, teremos uma me´tria definida sobre M2 cuja curvatura gaussiana e´ -1 (respec-
tivamente 1). Soluc¸o˜es gene´ricas sa˜o aquelas para as quais ω1 ∧ ω2 6= 0 num subconjunto
aberto de R2.
Na literatura, faz-se uso das seguintes notac¸o˜es, as quais foram introduzidas por Chern
e Tenenblat [8]:
z0 := u, z1 := ux, z2 := uxx, ..., zk := ∂
k
xu. (1.2)
Neste trabalho, vamos considerar as equac¸o˜es cuja ordem ma´xima de derivac¸a˜o corres-
ponde a k = 3. Por exemplo, a equac¸a˜o de Camassa-Holm
ut − uxxt = uuxxx − 3uux + 2uxuxx,
com o uso da notac¸a˜o acima, fica representada na forma
z0,t − z2,t = z0z3 − 3z0z1 + 2z1z2.
CAP´ITULO 2
Uma classe de equac¸o˜es ut − uxxt = λuuxxx +G(u, ux, uxx)
Motivados por importantes exemplos de equac¸o˜es tais como
z0,t − z2,t = z0z3 − 3z0z1 + 2z1z2 Camassa-Holm,
z0,t − z2,t = z0z3 − 4z0z1 + 3z1z2 Degasperis-Procesi,
(onde estamos usando a notac¸a˜o (1.2)), na Sec¸a˜o 2.1, enunciamos o teorema que caracte-
riza a classe de equac¸o˜es
z0,t − z2,t = λz0z3 +G(z0, z1, z2) (2.1)
que descrevem superf´ıcies esfe´ricas ou pseudo-esfe´ricas sob a condic¸a˜o de que as 1-formas
wi = fi1dx+ fi2dt satisfazem
fp1 = µpf11 + ηp, µp, ηp ∈ R, 2 ≤ p ≤ 3. (2.2)
Na Sec¸a˜o 2.2, apresentamos os quatro teoremas que fornecem a completa classificac¸a˜o
das equac¸o˜es que descrevem superf´ıcies pseudo-esfe´ricas e um resultado de na˜o existeˆncia
de tais equac¸o˜es que descrevem superf´ıcies esfe´ricas. Na Sec¸a˜o 2.3, apresentamos va´rios
exemplos que sa˜o casos particulares dos teoremas de classificac¸a˜o, inclusive as equac¸o˜es de
Camassa-Holm e de Degasperis-Procesi. As demonstrac¸o˜es dos teoremas deste cap´ıtulo
sera˜o dadas no Cap´ıtulo 3.
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2.1 Teorema de Caracterizac¸a˜o
Dada uma equac¸a˜o diferencial da forma (2.1) com 1-formas associadas wi = fi1dx +
fi2dt, onde fp1 satisfazem (2.2), o pro´ximo resultado fornece uma caracterizac¸a˜o de tais
equac¸o˜es que descrevem superf´ıcies pseudo-esfe´ricas ou esfe´ricas.
Teorema 2.1 A equac¸a˜o
z0,t − z2,t = λz0z3 +G(z0, z1, z2), G 6= 0,
descreve superf´ıcies pseudo-esfe´ricas, δ = 1, (resp. superf´ıcies esfe´ricas, δ = −1), com 1-
formas associadas wi = fi1dx+fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis
de zk, 0 ≤ k ≤ 3, satisfazendo (2.2) se, e somente se, fij e G satisfazem
f11,z0 6= 0, f11,z0 + f11,z2 = 0, fi2,z3 = 0, f11,z1 = f11,z3 = 0, (2.3)
fi2 = −λz0fi1 + φi2, (2.4)












zi+1f32,zi − δ(φ22 − µ2φ12)f11 + δη2φ12 = 0, (2.7)
(φ22 − µ2φ12)f11 − η2φ12 6= 0. (2.8)
2.2 Teoremas de classificac¸a˜o de equac¸o˜es que descre-
vem superf´ıcies pseudo-esfe´ricas (Teoremas 2.2-
2.5)
Afim de obter explicitamente as classes de equac¸o˜es contidas no Teorema 2.1, consi-
deramos as seguintes notac¸o˜es
` := `(z0, z1) = (φ22 − µ2φ12)(z0, z1), γ := µ2(µ3η2 − µ2η3)− η3. (2.9)
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Dessa forma, obtemos os Teoremas de Classificac¸a˜o (Teoremas 2.2-2.5) que fornecem
quatro classes de equac¸o˜es que correspondem aos casos em que
` ≡ 0 e γ = 0,
` ≡ 0 e γ 6= 0,
` 6≡ 0 e γ = 0,
` 6≡ 0 e γ 6= 0.
(2.10)
Teorema 2.2 Seja z0,t − z2,t = λz0z3 + G(z0, z1, z2), G 6= 0, uma equac¸a˜o que descreve
superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas asso-
ciadas wi = fi1dx + fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,


















onde λ = 0 e µ ∈ R; h(z0 − z2) e ψ(z0, z1) sa˜o func¸o˜es reais e diferencia´veis satisfazendo
h′ 6= 0 e ψ 6= 0.
Teorema 2.3 Seja z0,t − z2,t = λz0z3 + G(z0, z1, z2), G 6= 0, uma equac¸a˜o que descreve
superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas asso-
ciadas wi = fi1dx + fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,
0 ≤ k ≤ 3, satisfazendo (2.2) e (2.3)-(2.8). Enta˜o ` ≡ 0 e γ 6= 0 se, e somente se,
δ = 1,
G = − λ
h′
(z1h+ z0z1h
′ +m1z1 +m2z2), λ, m1, m2 ∈ R, λm2 6= 0,
f11 = h,











f12 = −λz0h− λm2z1,
f22 = −λµz0h− λm2µz1 − ληz0,
f32 = −λz0f31 − λη [m1(1 + µ2)− µη] z1,
onde η 6= 0 e (m2η)2 = m21 + (m1µ− η)2; h(z0 − z2) e´ uma func¸a˜o real e diferencia´vel de
z0 − z2 satisfazendo h′ 6= 0.
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Teorema 2.4 Seja z0,t − z2,t = λz0z3 + G(z0, z1, z2), G 6= 0, uma equac¸a˜o que descreve
superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas asso-
ciadas wi = fi1dx + fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,













f12 = −λz0h+ ψ,
f22 = −λµz0h+ µψ +m2
√
1 + µ2,
f32 = −λz0f31 ±
√
1 + µ2ψ ± λm1µz0 ±m2µ,
onde m1, m2 ∈ R, (λm1)2+m22 6= 0; h(z0−z2) e ψ(z0, z1) sa˜o func¸o˜es reais e diferencia´veis,
com h′ 6= 0.
Teorema 2.5 Seja z0,t − z2,t = λz0z3 + G(z0, z1, z2), G 6= 0, uma equac¸a˜o que descreve
superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas asso-
ciadas wi = fi1dx + fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,
0 ≤ k ≤ 3, satisfazendo (2.2) e (2.3)-(2.8). Enta˜o ` 6= 0 e γ 6= 0 se, e somente se,
(i) δ = 1,
G = λ
(
z1z2 − 2z0z1 − mτ z1 ∓ z2τ
)
+ τe±τz1 (τz0z2 ± z1 +mz2)ϕ
±e±τz1 (τz0z1 + τz1z2 +mz1 ± z2)ϕ′ + z21e±τz1ϕ′′, λ,m, τ ∈ R, τ > 0,
f11 = a(z0 − z2) + b,













f12 = −λz0f11 + [±τ(az0 + b)ϕ+ az1ϕ′] e±τz1 ∓ λaτ z1,

















(ii) δ = 1,





[−θ(z1z2 − z0z1 +m2z2) +m3z1]
+mθeθz0
(
2z1z2 + z0z1 +m1z1 +m2z2 −m2θz21
)
+mθ2eθz0 (z1 +m2) z
2
1 ,
com λ, θ, m, mi ∈ R, 1 ≤ i ≤ 3, θ 6= 0, λ2 +m2 6= 0,
f11 = a(z0 − z2) + a(m1 + θm22)± m2µθ√1+µ2 ,










f12 = −λz0f11 + amθeθz0(z1 +m2)z1 − λam2z1
+(−θmeθz0 + λ)
[
−aθ (z0 +m1 + θm22)∓ µ√1+µ2 (z1 +m2)
]
,





(−θmeθz0 + λ)+ λm2θz0] ,
f32 = ±
√












onde a ∈ R, a 6= 0 e a2(1 + µ2)[m3 − θ(m1 + θm22)− 1] = θ2.
De acordo com os Teoremas 2.2-2.5, independente da escolha envolvendo ` e γ o valor
de δ sempre corresponde a 1. Portanto, temos o seguinte resultado de na˜o existeˆncia.
Corola´rio 2.1 Na˜o existe equac¸a˜o do tipo z0,t−z2,t = λz0z3+G(z0, z1, z2), λ ∈ R, G 6= 0,
descrevendo superf´ıcies esfe´ricas (δ = −1) com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk, 0 ≤ k ≤ 3, satisfazendo (2.2).
2.3 Exemplos
Vamos obter algumas equac¸o˜es particulares dos teoremas de classificac¸a˜o da sec¸a˜o
anterior.
Exemplo 2.3.1 Na classe de equac¸o˜es descritas no Teorema 2.2, se tomarmos h(z0−z2) =
z0 − z2 e ψ(z0, z1) = z20 + z1, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = z2 + 2z0z1 ±m(z20 + z1), m 6= 0,
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que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,














1 + µ2(z20 + z1),
e µ ∈ R.
Exemplo 2.3.2 Na classe de equac¸o˜es descritas no Teorema 2.2, se tomarmos h(z0−z2) =
z0 − z2 e ψ(z0, z1) = z0z1, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = z0z2 ±mz0z1 + z21 , m 6= 0,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,











e µ ∈ R.
Exemplo 2.3.3 Na classe de equac¸o˜es descritas no Teorema 2.2, se tomarmos h(z0−z2) =
z0 − z2, ψ(z0, z1) = z20z1 e m = 1, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = z20z2 + 2z0z21 ± z20z1,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,















e µ ∈ R.
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Exemplo 2.3.4 Na classe de equac¸o˜es descritas no Teorema 2.2, se tomarmos h(z0−z2) =
z0 − z2, ψ(z0, z1) = z0z21 e m = 1, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = 2z0z1z2 ± z0z21 + z31 ,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,

















e µ ∈ R.
Exemplo 2.3.5 Na classe de equac¸o˜es descritas no Teorema 2.2, se tomarmos h(z0−z2) =
z0 − z2, ψ(z0, z1) = ez0z1 e m = 1, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = (z0z2 + z21 ± 1)ez0z1 ,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,












1 + µ2ez0z1 ,
e µ ∈ R.
Exemplo 2.3.6 Na classe de equac¸o˜es descritas no Teorema 2.3, se tomarmos h(z0−z2) =
z0 − z2, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = λ (z0z3 + z1z2 − 2z0z1 −m1z1 −m2z2) , λ 6= 0, m2 6= 0, m1 ∈ R,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,







(z0 − z2) + m1µ−ηm2 ,
f12 = −λz0(z0 − z2)− λm2z1,
f22 = −λµz0(z0 − z2)− λm2µz1 − ληz0,




η 6= 0 e (m2η)2 = m21 + (m1µ− η)2.
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Exemplo 2.3.7 No Exemplo 2.3.6, considere λ = 1, m1 = 0 e m2 = ±1. Enta˜o, obtemos
a equac¸a˜o
z0,t − z2,t = z0z3 + z1z2 − 2z0z1 ∓ z2,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,
f21 = µ(z0 − z2) + η,
f31 = ∓µ(z0 − z2)∓ η,
f12 = −z0(z0 − z2)∓ z1,
f22 = −µz0(z0 − z2)∓ µz1 − ηz0,
f32 = −z0f31 + µz1,
µ, η ∈ R e η 6= 0.
Exemplo 2.3.8 Na classe de equac¸o˜es descritas no Teorema 2.3, se tomarmos h(z0−z2) =
ez0−z2 , λ = 1, m1 = 0 e m2 = ±1, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = z0z3 − z1 − z0z1 ∓ z2ez2−z0 ,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,





f31 = ∓µez0−z2 ∓ η,
f12 = −z0ez0−z2 ∓ z1,
f22 = −µz0ez0−z2 ∓ µz1 − ηz0,
f32 = −z0f31 + µz1,
µ, η ∈ R e η 6= 0.
Exemplo 2.3.9 Na classe de equac¸o˜es descritas no Teorema 2.4, se tomarmos h(z0−z2) =
z0 − z2 e ψ ≡ 0, enta˜o obtemos a equac¸a˜o
z0,t − z2,t = λ
(
z0z3 + z1z2 +m1z0z2 − 2z0z1 −m1z20
)−m2z0 +m2z2,
onde λ, m1, m2 ∈ R e (λm1)2 + m22 6= 0, que descreve superf´ıcies pseudo-esfe´ricas com
1-formas associadas wi = fi1dx+ fi2dt, 1 ≤ i ≤ 3, onde
f11 = z0 − z2,





1 + µ2(z0 − z2) +m1µ,
f12 = −λz0(z0 − z2),
f22 = −λµz0(z0 − z2)±m2
√
1 + µ2,
f32 = −λz0f31 + λm1µz0 +m2µ,
e µ ∈ R.
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Exemplo 2.3.10 (Equac¸a˜o linear de Benjamin-Bona-Mahony (BBM)) No Teorema 2.4,




1−m21 z0, com m1 ∈
R \ {−1, 0, 1}. Enta˜o a equac¸a˜o
z0,t − z2,t = −z1,
descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx+fi2dt, 1 ≤ i ≤ 3,
onde
f11 = z0 − z2,





1 + µ2(z0 − z2) +mµ,
f12 =
m
1−m2 z1 − 11−m2 z0,





1 + µ2f12 − mµ1−m2 ,
m ∈ R \ {−1, 0, 1} e µ ∈ R.
Como foi dito na introduc¸a˜o, as equac¸o˜es de Camassa-Holm e Degasperis-Procesi sa˜o
casos particulares de uma classe de equac¸o˜es na˜o lineares de onda dispersiva
z0,t − z2,t = λz0z3 + az1z2 − ∂x(bz0 + cz20 + dz30) (2.11)
que aparece em [14], onde λ, a, b, c e d sa˜o constantes reais. Nos pro´ximos exemplos
veremos que, ale´m das equac¸o˜es de Camassa-Holm e Degasperis-Processi, outros casos
particulares de (2.11) descrevem superf´ıcies pseudo-esfe´ricas.
Para tanto, reescreveremos (2.11) convenientemente da seguinte maneira
z0,t − z2,t = λz0z3 + G˜,
onde
G˜ = az1z2 − bz1 − 2cz0z1 − 3dz20z1. (2.12)
Agora, usando G apresentada, por exemplo, no Teorema 2.4, a igualdade G = G˜ fornece
1
h′
[− (λz1 + λm1z0 +m2)h− λz0z1h′ + z1ψ,z0 + z2ψ,z1 +m1ψ] = az1z2
−bz1 − 2cz0z1 − 3dz20z1.
Um ca´lculo simples nos mostra que
a = 3λ, b =
m2
m1
(m21 − 1), c =
λm21
2
, d = 0,
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h(z0 − z2) = A(z0 − z2) +B,
ψ = Aλz20 + Aλz
2










onde A e B sa˜o constantes reais com Am1 6= 0 e λ2 +m22 6= 0.
Exemplo 2.3.11 Na classe de equac¸o˜es descritas no Teorema 2.4, se tomarmos
















, m1 6= 0,
enta˜o obtemos a equac¸a˜o na˜o linear de onda dispersiva




onde λ2 + m22 6= 0, que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas
wi = fi1dx+ fi2dt, 1 ≤ i ≤ 3, onde
f11 = A(z0 − z2) +B,





1 + µ2f11 ±m1µ,















1 + µ2f12 ±m2µ
e µ ∈ R.
Exemplo 2.3.12 (Equac¸a˜o de Degasperis-Procesi) No Exemplo 2.3.11, se considerarmos
λ = 1, m1 = 2 e m2 = 0, enta˜o obtemos a equac¸a˜o na˜o linear de onda dispersiva
z0,t − z2,t = z0z3 + 3z1z2 − 4z0z1,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = A(z0 − z2) +B,





1 + µ2f11 ± 2µ,
f12 = A(z0z2 − 2z0z1 + z21),
f22 = µA (z0z2 − 2z0z1 + z21) ,
f32 = ±
√
1 + µ2A (z0z2 − 2z0z1 + z21) .
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Exemplo 2.3.13 Na classe de equac¸o˜es descritas no item (i) do Teorema 2.5, considere
ϕ(z0) = e
z0 , a = θ = 1 e m = b = 0. Enta˜o, obtemos a equac¸a˜o
z0,t − z2,t = λ(z0z3 + z1z2 − 2z0z1 ∓ z2) + (±z0z1 + z0z2 ± z1z2 ± z1 + z2 + z21)ez0±z1
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = z0 − z2,
f21 = µf11 + η,
f31 = ∓f21,
f12 = −λz0f11 ± (z0 ± z1) ez0±z1 ∓ λz1,
f22 = µf12 − ληz0 ± ηez0+z1 ,
f32 = ∓f22,
η 6= 0 e λ, µ ∈ R.
Exemplo 2.3.14 Na classe de equac¸o˜es descritas no item (i) do Teorema 2.5, se consi-
derarmos λ = 1, m = 0, τ = 1 e ϕ = 0, enta˜o obtemos a equac¸a˜o na˜o linear
z0,t − z2,t = z0z3 + z1z2 − 2z0z1 ∓ z2,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
1 ≤ i ≤ 3, onde
f11 = a(z0 − z2) + b,
f21 = µf11 + η,







f12 = −z0f11 ∓ az1,
f22 = µf12 − ηz0,









aη 6= 0, b ∈ R e (aη)2 = b2 + (bµ+ η)2.
Exemplo 2.3.15 (Equac¸a˜o de Camassa-Holm) Na classe de equac¸o˜es descritas no item
(ii) do Teorema 2.5, se considerarmos m = 0, λ = 1 e m1 = −m3θ , θ 6= 0, enta˜o obtemos
a equac¸a˜o na˜o linear de onda dispersiva
z0,t − z2,t = z0z3 + 2z1z2 − 3z0z1,
que descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas wi = fi1dx + fi2dt,
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1 ≤ i ≤ 3, onde




































f22 = µf12 ±
√
1 + µ2(z1 +m2 +m2θz0),
f32 = ±
√















e a, m2 ∈ R, a 6= 0.
Observac¸a˜o 2.3.1 A equac¸a˜o na˜o linear de onda dispersiva de Benjamin-Bona-Mahony
(BBM)
z0,t − z2,t = −z1 − z0z1,
na˜o satisfaz nenhum dos Teoremas 2.2-2.5. Logo, a equac¸a˜o de BBM na˜o descreve su-
perf´ıcies pseudo-esfe´ricas, com a condic¸a˜o (2.2).
CAP´ITULO 3
Demonstrac¸o˜es dos Teoremas
Provaremos os resultados apresentados no Cap´ıtulo 2, comec¸ando com o teorema de
caracterizac¸a˜o e dando sequeˆncia com os teoremas de classificac¸a˜o.
3.1 Teorema de Caracterizac¸a˜o
Prova do Teorema 2.1. Para u(x, t) = z0 satisfazendo (2.1), note que
dz0 ∧ dx = −(λz0z3 +G)dx ∧ dt+ dz2 ∧ dx, (3.1)
dzi ∧ dt = zi+1dx ∧ dt, 0 ≤ i ≤ 2.
Trabalharemos no espac¸o das varia´veis (x, t, z0, z1, z2, z3) onde as formas dx, dt, dz0, dz1
e dz2 esta˜o relacionadas por (3.1).
Como as formas wi satisfazem as equac¸o˜es de estrutura (1.1), vemos que
df11 ∧ dx+ df12 ∧ dt+ (f32f21 − f31f22)dx ∧ dt = 0,
df21 ∧ dx+ df22 ∧ dt+ (−f11f32 + f31f12)dx ∧ dt = 0, (3.2)
df31 ∧ dx+ df32 ∧ dt+ δ(f21f12 − f11f22)dx ∧ dt = 0.
























f32,zkdzk ∧ dt+ δ(f21f12 − f11f22)dx ∧ dt = 0.
Usando (3.1) em cada equac¸a˜o do sistema (3.3), respectivamente,∑
k 6=0,2






zk+1f12,zk + f32f21 − f31f22
]
dx ∧ dt = 0,
∑
k 6=0,2






zk+1f22,zk − f11f32 + f31f12
]
dx ∧ dt = 0, (3.4)
∑
k 6=0,2






zk+1f32,zk + δ(f21f12 − f11f22)
]
dx ∧ dt = 0.
Em (3.4), podemos igualar a zero os coeficientes das va´rias 2-formas independentes,
obtendo
fi1,z1 = fi1,z3 = 0, fi1,z0 + fi1,z2 = 0, fi2,z3 = 0, 1 ≤ i ≤ 3, (3.5)
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zi+1f32,zi + δ(f21f12 − f11f22) = 0,
onde reindexamos o somato´rio. Como podemos ver de (2.3), as func¸o˜es fij na˜o dependem
da varia´vel z3, raza˜o pela qual a derivada em z3 de cada equac¸a˜o em (3.6) fornece
−λz0fi1,z0 + fi2,z2 = 0, 1 ≤ i ≤ 3, (3.7)












zi+1f32,zi + δ [(µ2f11 + η2)f12 − f11f22] = 0,
onde usamos a hipo´tese (2.2). Como (3.8) corresponde a`s equac¸o˜es de estrutura (1.1), da
equac¸a˜o (2.1) com G 6= 0, segue que f11,z0 6= 0. Portanto segue de (3.5) que vale (2.3).
Para 1 ≤ i ≤ 3, por (3.7) podemos escrever
fi2,z2 = λz0fi1,z0 = −λz0fi1,z2 .
Integrando em z2, temos que existe uma func¸a˜o real e diferencia´vel φi2 dependendo uni-
camente de z0 e z1 de modo que fi2 = −λz0fi1 + φi2. Portanto provamos (2.4).
Substituindo fi2 dada em (2.4) nas duas u´ltimas parcelas de cada equac¸ao do sistema
(3.8) obtemos (2.5)-(2.7). Observamos que (2.8) corresponde a w1∧w2 6= 0, o que garante
a existeˆncia de uma me´trica definida em um subconjunto aberto de R2 sobre a variedade
bi-dimensional.
Reciprocamente, supondo que (2.3)-(2.8) sejam va´lidas, queremos mostrar que as 1-
formas wi = fi1dx + fi2dt satisfazem as equac¸o˜es de estrutura (1.1) se, e somente se,
z0,t − z2,t = λz0z3 +G(z0, z1, z2). Mas isto e´ um ca´lculo imediato.
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Observac¸a˜o 3.1.1 Na relac¸a˜o (2.3) do Teorema 2.1, vemos que a func¸a˜o f11 satisfaz a
equac¸a˜o diferencial linear
f11,z0 + f11,z2 = 0.
Decorre da teoria ba´sica de EDP que tal equac¸a˜o tem por soluc¸a˜o uma func¸a˜o f11 =
h(z0 − z2), com h sendo uma func¸a˜o real e diferencia´vel da varia´vel z0 − z2 satisfazendo
h′ 6= 0, pois f11,z0 6= 0.
A ana´lise dos teoremas de classificac¸a˜o obtidos a partir do Teorema 2.1 foi feita com
base na escolha apresentada em (2.10). Note que ` consiste numa notac¸a˜o de uma func¸a˜o
envolvendo φ12 e φ22, que por sinal sa˜o func¸o˜es que queremos encontrar. Observamos que
w1 ∧ w2 = [(φ22 − µ2φ12)f11 − η2φ12]dx ∧ dt,
o que nos motivou a adotar a notac¸a˜o ` dada em (2.9).
A seguir vamos demonstrar treˆs lemas que sera˜o utilizados nas demonstrac¸o˜es dos
Teoremas 2.2-2.5.





zi+1f12,zi + (µ2φ32 − µ3φ22)f11 + η2φ32 − η3φ22, (3.9)
[−µ2(µ2φ32 − µ3φ22)− φ32 + µ3φ12]f11 + z2`,z1 + z1`,z0
−µ2(η2φ32 − η3φ22) + η3φ12 − λη2z1 = 0, (3.10)
[−µ3(µ2φ32 − µ3φ22)− δ`]f11 + z2(φ32 − µ3φ12),z1
+z1(φ32 − µ3φ12),z0 − µ3(η2φ32 − η3φ22) + δη2φ12 − λη3z1 = 0, (3.11)
onde ` e´ dada em (2.9).
Prova. Reescreva (2.5) tal como em (3.9) e substitua nas Equac¸o˜es (2.6) e (2.7), obtendo
(3.10) e (3.11), respectivamente.
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Consideremos a notac¸a˜o
Q = Q(z0, z1) := −µ2(µ2φ32 − µ3φ22)− φ32 + µ3φ12. (3.12)
Lema 3.1.2 Nas condic¸o˜es do Teorema 2.1, se Q 6= 0 enta˜o (3.10) e (3.11) sa˜o equiva-
lentes ao seguinte sistema
f11 = a(z0 − z2) + b, (3.13)
`,z1 − a[−µ2(µ2φ32 − µ3φ22)− φ32 + µ3φ12] = 0, (3.14)
(φ32 − µ3φ12),z1 + a[µ3(µ2φ32 − µ3φ22) + δ`] = 0, (3.15)









onde a, b ∈ R, com a 6= 0.
Prova. Com efeito, se Q 6= 0 enta˜o segue de (3.10) que




[z1`,z0 − µ2(η2φ32 − η3φ22) + η3φ12 − λη2z1] . (3.18)
De (2.3), f11 e´ soluc¸a˜o da equac¸a˜o linear
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Substituindo (3.20) em (3.19) e integrando o resultado em z0,
1
Q
[z1`,z0 − µ2(η2φ32 − η3φ22) + η3φ12 − λη2z1] = −Mz0 +N, (3.21)
onde N := N(z1) e´ uma func¸a˜o real e diferencia´vel. E usando (3.20) e (3.21) novamente
em (3.18), temos
f11 = (z0 − z2)M −N
mas, como f11 na˜o depende da varia´vel z1, conclu´ımos que existem constantes a e b tais
que
M = a, N = −b.
Logo, f11 = a(z0−z2)+ b com a 6= 0, pois f11,z0 6= 0. Isto prova (3.13). De (3.20) e (3.21),
com Q dada em (3.12), provamos (3.14) e (3.16), respectivamente.
Substituindo f11 dada em (3.13) em (3.11), segue a relac¸a˜o
[−µ3(µ2φ32 − µ3φ22)− δ`][a(z0 − z2) + b] + z2(φ32 − µ3φ12),z1
+z1(φ32 − µ3φ12),z0 − µ3(η2φ32 − η3φ22) + δη2φ12 − λη3z1 = 0.
Podemos derivar a u´ltima equac¸a˜o em z2 e substituir o resultado novamente em tal
equac¸a˜o, o que nos fornecera´ o seguinte sistema
(φ32 − µ3φ12),z1 + a[µ3(µ2φ32 − µ3φ22) + δ`] = 0,
z1(φ32 − µ3φ12),z0 − µ3(η2φ32 − η3φ22) + δη2φ12 − λη3z1
+(az0 + b)[−µ3(µ2φ32 − µ3φ22)− δ`] = 0,
cujas equac¸o˜es sa˜o equivalentes a (3.15) e (3.17). Dessa forma, conclu´ımos a demonstrac¸a˜o
do lema.

Lema 3.1.3 Se ` ≡ 0, enta˜o (3.10) e (3.11) sa˜o equivalentes ao seguinte sistema
φ32 − µ3φ12 = 0, (3.22)
−γφ12 − λη2z1 = 0, (3.23)
[µ3(µ3η2 − µ2η3)− δη2]φ12 + λη3z1 = 0, (3.24)
onde γ = µ2(µ3η2 − µ2η3)− η3.
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Prova. De fato, usando a hipo´tese de que ` = (φ22 − µ2φ12) ≡ 0 em (3.10),
[−µ2(µ2φ32 − µ3µ2φ12)− φ32 + µ3φ12]f11 − µ2(η2φ32 − η3µ2φ12)
+η3φ12 − λη2z1 = 0. (3.25)
Ao derivarmos (3.25) com respeito a z2, usando o fato de que f11,z2 = −f11,z0 6= 0,
verificamos a relac¸a˜o
µ22(φ32 − µ3φ12) + φ32 − µ3φ12 = 0,
ou seja,
(1 + µ22)(φ32 − µ3φ12) = 0,
donde conclu´ımos que φ32 e´ dada em temos de φ12 por
φ32 = µ3φ12,
que substitu´ıda em (3.25), fornece
−γφ12 − λη2z1 = 0,
sendo γ := µ2(µ3η2 − µ2η3) − η3. Isto justifica (3.22) e (3.23). E substituindo (3.22) e
φ22 = µ2φ12 em (3.11), obtemos (3.24).

3.2 Teorema 2.2
Nas hipo´teses do Teorema 2.2 temos ` ≡ 0 e γ = 0. Suponhamos que a equac¸a˜o
z0,t − z2,t = λz0z3 +G(z0, z1, z2)
descreve superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas
associadas wi = fi1dx+ fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,
0 ≤ k ≤ 3, satisfazendo (2.2) e (2.3)-(2.8). Queremos obter as func¸o˜es φi2 satisfazendo
as equac¸o˜es (2.5)-(2.7) do Teorema (2.1), que pelo Lema (3.1.1) sa˜o equivalentes a (3.9)-
(3.11). Por hipo´tese ` ≡ 0, portanto segue do Lema 3.1.3, que as equac¸o˜es (3.10) e (3.11)
sa˜o equivalentes a (3.22)-(3.24).
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Ora, usando a hipo´tese de que γ = 0 em (3.23), temos que λη2 = 0. Da´ı, segue de
(2.8) que λ = 0.
Substituindo λ = 0 em (3.24) e usando o fato de que φ12 6= 0 (veja (2.8)), obtemos a
identidade
µ3(µ3η2 − µ2η3)− δη2 = 0. (3.26)






















se, e somente se, η3 = 0. Contudo, η3 = 0 implica η2 = 0, contrariando (2.8). Portanto,
decorre a na˜o existeˆncia do caso esfe´rico para o teorema aqui tratado.





que substitu´ıdo em (3.26), com δ = 1, fornece
µ3 = ±
√
1 + µ22. (3.28)
Pela relac¸a˜o (2.4) do Teorema 2.1,
f12 = −λz0f11 + φ12 = φ12,
pois λ = 0. Assim, substituindo f12 = φ12, ` = φ22 − µ2φ12 ≡ 0 e as equac¸o˜es (3.22),
(3.27) e (3.28) em (3.9), resulta que
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Portanto, segue de (3.27) juntamente com (3.28) que
η3 = ±mµ2. (3.31)
Como φ12 6= 0 e´ uma func¸a˜o arbitra´ria, podemos denotar ψ := φ12 e, pela Observac¸a˜o
3.1.1, h := h(z0 − z2) = f11. Logo, a equac¸a˜o que descreve G como no enunciado do
Teorema 2.2, e´ obtida de (3.29) ao substitu´ırmos φ12 = ψ, f11 = h, µ2 = µ e dividirmos
por h′. Segue de (3.28), (3.30), (3.31) e (2.2) que
f21 = µh+m
√
1 + µ2, f31 = ±
√
1 + µ2h±mµ,
Novamente pela relac¸a˜o (2.4) do Teorema 2.1, com o λ = 0, ` = 0, i.e., φ22 = µ2φ12,
conclu´ımos de (3.22) e (3.28) que
f12 = ψ, f22 = µψ, f32 = ±
√
1 + µ2ψ.
Observamos que de (2.8) temos mψ 6= 0. Assim, fica demonstrada a condic¸a˜o necesssa´ria.
Reciprocamente, se G e fij sa˜o dadas como no Teorema 2.2, com λ = 0 e δ = 1, enta˜o
queremos mostrar que as 1-formas wi = fi1dx+ fi2dt satisfazem as equac¸o˜es de estrutura
(1.1) se, e somente se, z0,t − z2,t = λz0z3 +G. Mas isto e´ um ca´lculo direto.

3.3 Teorema 2.3
Nas hipo´teses do Teorema 2.3 temos ` ≡ 0 e γ 6= 0. Suponhamos que a equac¸a˜o
z0,t − z2,t = λz0z3 +G(z0, z1, z2)
descreve superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas
associadas wi = fi1dx+ fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,
0 ≤ k ≤ 3, satisfazendo (2.2) e (2.3)-(2.8). Queremos obter as func¸o˜es φi2 satisfazendo
as equac¸o˜es (2.5)-(2.7) do Teorema (2.1), que pelo Lema (3.1.1) sa˜o equivalentes a (3.9)-
(3.11). Por hipo´tese ` ≡ 0, portanto segue do Lema 3.1.3, que as equac¸o˜es (3.10) e (3.11)
sa˜o equivalentes a (3.22)-(3.24).
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Notemos de (3.23) que λ 6= 0, pois γ 6= 0 e, de (2.8), η2φ12 6= 0. Ale´m disso, conclu´ımos
de (3.23), ` ≡ 0 e (3.22) que
φ12 = −λη2
γ
z1, φ22 = −λµ2η2
γ
z1 e φ32 = −λµ3η2
γ
z1. (3.32)
Substituindo φ12 em (3.24) obtemos a identidade
(µ3η2 − µ2η3)2 − δη22 + η23 = 0. (3.33)
Decorre de (3.33) que δ = 1 pois, caso contra´rio se δ = −1, ter´ıamos µ3η2 − µ2η3 = η2 =
η3 = 0, isto e´, η2 = 0, o que contradiz η2φ12 6= 0.
Pela relac¸a˜o (2.4), temos f12 = −λz0f11+φ12, com φ12 dada em (3.32). Por conseguinte,

















(µ3η2 − µ2η3) e m2 := η2
γ
.
Observamos que m2 6= 0, ja´ que η2 6= 0. Assim,
µ3η2 − µ2η3 = m1
m2
e η2 = m2γ (3.34)























Finalmente, substituindo a primeira expressa˜o de (3.34) e (3.35) em (3.33), com δ = 1,
segue que µ2 e η2 relacionam-se por
(m2η2)
2 = m21 + (m1µ2 − η2)2.
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Para finalizarmos a condic¸a˜o necessa´ria da demonstrac¸a˜o, precisamos exibir as func¸o˜es
fij. Mas isto na˜o oferece maiores dificuldades, pois de (2.2), (3.35) e (3.36) temos













Novamente pela relac¸a˜o (2.4), e de (3.32), (3.35) e (3.36), temos que
f12 = −λz0h− λm2z1,
f22 = −λµ2z0h− λm2µ2z1 − λη2z0,








Mantivemos f31 na expressa˜o de f32 apenas por simplicidade na escrita. Observamos que
λη2m2 6= 0 corresponde a (2.8).
Reciprocamente, se G e fij sa˜o dadas como no Teorema 2.3, com λ 6= 0 e δ = 1, enta˜o
queremos mostrar que as 1-formas wi = fi1dx+ fi2dt satisfazem as equac¸o˜es de estrutura
(1.1) se, e somente se, z0,t − z2,t = λz0z3 +G. Mas isto e´ um ca´lculo direto.

3.4 Teorema 2.4
Nas hipo´teses do Teorema 2.4 temos ` 6≡ 0 e γ = 0. Suponhamos que a equac¸a˜o
z0,t − z2,t = λz0z3 +G(z0, z1, z2)
descreve superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas
associadas wi = fi1dx+ fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,
0 ≤ k ≤ 3, satisfazendo (2.2) e (2.3)-(2.8). Queremos obter as func¸o˜es φi2 satisfazendo as
equac¸o˜es (2.5)-(2.7) do Teorema 2.1, que pelo Lema 3.1.1 sa˜o equivalentes a (3.9)-(3.11).
Afim de simplificarmos a nossa demonstrac¸a˜o, consideremos Q dada em (3.12). Assim,
dividiremos a demonstrac¸a˜o em duas situac¸o˜es, a saber
(i) Q ≡ 0,
(ii) Q 6= 0, em um aberto.
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Admitindo o item (i), segue pela substituic¸a˜o de (3.12) em (3.10) que
z2`,z1 + z1`,z0 − µ2(η2φ32 − η3φ22) + η3φ12 − λη2z1 = 0. (3.37)
Derivando (3.37) com respeito a z2, obtemos
`,z1 = 0.
Integrando em z1, temos que existe uma func¸a˜o real e diferencia´vel T := T (z0) de modo
que
φ22 = µ2φ12 + T (3.38)
onde T 6≡ 0 pois, por hipo´tese, ` 6≡ 0. Ao substituirmos (3.38) em (3.12), como Q ≡ 0
vemos que φ32 e´ dada pela relac¸a˜o




Agora, usando (3.38) e (3.39), observamos de (3.37) que φ12 e T relacionam-se por




onde γ esta´ definido em (2.9). Ora, usando a hipo´tese de que γ = 0 na u´ltima equac¸a˜o
temos
T,z0 − λη2 = 0
cuja integrac¸a˜o em z0 nos permite escrever
T = λη2z0 + A, (3.40)
onde A ∈ R e (λη2)2 + A2 6= 0, ja´ que T 6≡ 0. Finalmente, podemos usar (3.38) e (3.39),
com T dada por (3.40), em (3.11) e obter a expressa˜o[
µ23 − δ(1 + µ22)
1 + µ22
]






ou seja, lembrando que γ = 0, resulta que[
µ23 − δ(1 + µ22)
1 + µ22
]
Tf11 + [−µ3(µ3η2 − µ2η3) + δη2]φ12 = 0. (3.41)
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Tomando a derivada de (3.41) com respeito a z2 e observando que, em virtude de (2.3),
Tf11,z2 6= 0 em um aberto, encontramos
µ23 − δ(1 + µ22) = 0,
ou seja, δ deve ser exatamente 1 e µ3 e´ dada por
µ3 = ±
√
1 + µ22. (3.42)











Ale´m disso, as relac¸o˜es dadas em (3.42) e (3.43) satisfazem (3.41), com δ = 1.
Usando (3.38) e (3.39), com T dada por (3.40), bem como as relac¸o˜es (3.42) e (3.43)
em (3.9), encontramos G por meio da relac¸a˜o
h′G = − (λz1 ± λm1z0 ±m2)h− λz0z1h′ + z1ψ,z0 + z2ψ,z1 ±m1ψ,
onde denotamos por
ψ := φ12 e h := h(z0 − z2) = f11,




, i.e, η2 = m1
√




, i.e, A = m2
√
1 + µ22. (3.45)
Como (λη2)
2 + A2 6= 0, temos que (λm1)2 +m22 6= 0. Segue de (3.42)-(3.44) e (2.2) que
f21 = µ2h+m1
√
1 + µ22 e f31 = ±
√
1 + µ22h±m1µ2.
Da relac¸a˜o (2.4) do Teorema 2.1, sabemos que
fi2 = −λz0fi1 + φi2, 1 ≤ i ≤ 3.
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Consequentemente, de (2.4) e das Equac¸o˜es (3.38) e (3.39), com T dada por (3.40) e A
dada por (3.45), temos que
f12 = −λz0h+ ψ,
f22 = −λµ2z0h+ µ2ψ +m2
√
1 + µ22,
f32 = −λz0f31 ±
√
1 + µ22ψ ± λm1µ2z0 ±m2µ2,
onde µ3, η3 e η2 sa˜o obtidas de (3.42), (3.43) e (3.44), respectivamente. Observamos que
(λm1)
2 +m22 6= 0 implica que (2.8) e´ satisfeita.
Reciprocamente, se G e fij sa˜o dadas como no Teorema 2.4, com λ satisfazendo
(λm1)
2 + m22 6= 0, e δ = 1, enta˜o queremos mostrar que as 1-formas wi = fi1dx + fi2dt
satisfazem as equac¸o˜es de estrutura (1.1) se, e somente se, z0,t − z2,t = λz0z3 + G. Mas
isto e´ um ca´lculo direto.
Embora tenhamos alcanc¸ado nosso objetivo no que se refere a` obtenc¸a˜o da G e das
fij, a presente ana´lise estara´ completa com o estudo do item (ii), isto e´, Q 6= 0, onde Q
e´ dada por (3.12). Segue do Lema 3.1.2 que as equac¸o˜es (3.10) e (3.11) sa˜o equivalentes
a (3.13)-(3.17). Vamos provar que essas equac¸o˜es na˜o teˆm soluc¸a˜o.




(µ2φ22 + φ12)− `,z1
a(1 + µ22)
(3.46)
que, substitu´ıda em (3.15), fornece a equac¸a˜o diferencial parcial
`,z1z1 − a2α` = 0, α := δ(1 + µ22)− µ23. (3.47)
A soluc¸a˜o de (3.47) depende do sinal de α, ou seja,
` = reτz1 + se−τz1 , τ := |a|√α, se α > 0, (3.48)
` = rz1 + s, se α = 0, (3.49)
` = rcos(θz1) + ssen(θz1), θ = |a|
√−α, se α < 0, (3.50)
onde r := r(z0) e s := s(z0) sa˜o func¸o˜es reais e diferencia´veis. Como aQ 6= 0, segue de
(3.14) que
`,z1 6= 0. (3.51)
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Ale´m disso, segue de (3.47) que α ≥ 0 implica que δ = 1 e quando α < 0 podemos ter
δ = ±1. Portanto, os dois primeiros casos determinam diretamente o valor de δ enquanto
que o caso α < 0 exige uma ana´lise mais detalhada.
Se α > 0, enta˜o segue de (3.46) e (3.48) que φ22 e φ32 sa˜o dados em termos de φ12 por
φ22 = µ2φ12 + re
τz1 + se−τz1 ,







































e−τz1 − λη2z1 = 0.





























Derivando (3.53) com respeito a z1 e multiplicando o resultado por e
−2τz1 , obtemos













+ s′′e−2τz1 . (3.54)
Derivando (3.54) com respeito a z1, temos
0 = r′′ − s′′e−2τz1 ,
o que ocorre se, e somente se, r′′ = s′′ ≡ 0, ou seja, existem constantes A, B, C e D tais
que
r = Az0 +B, s = Cz0 +D. (3.55)
Substituindo (3.55) em (3.54) e usando o fato de que G 6= 0, obtemos A = B = 0, isto
e´, r = 0. Por conseguinte, ao substitu´ırmos (3.55) em (3.53), com r = 0, pelo mesmo
argumento resulta que C = D = 0, ou seja, s = 0. Contudo, r = s = 0 implica ` = 0,
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caracterizando um absurdo, ja´ que por hipo´tese ` 6≡ 0. Isto significa que, se ` 6= 0, γ = 0,
Q 6= 0 e α > 0 enta˜o na˜o existe soluc¸a˜o para (3.13)-(3.17).
Se α = 0, enta˜o segue de (3.46) e (3.49) que φ22 e φ32 sa˜o dados por
φ22 = µ2φ12 + z1r + s, (3.56)
φ32 = µ3φ12 +
µ2µ3
1 + µ22
(z1r + s)− r
a(1 + µ22)
.







′ + z1s′ − λη2z1 = 0. (3.57)
Considerando (3.57) como um polinoˆmio em z1 obtemos que
r′ = 0 e s′ − λη2 = 0,
ou seja, existem constantes A e B de forma que
r = A e s = λη2z0 +B.
Substituindo estas expresso˜es em (3.57) e usando o fato de que (3.57) deve ser uma
identidade para toda soluc¸a˜o da equac¸a˜o diferencial obtemos A = 0, o que contradiz
(3.51), pois A = r = 0 implica por (3.56) que (φ22 − µ2φ12),z1 = A = 0. Por conseguinte,
se ` 6= 0, γ = 0, Q 6= 0 e α = 0 enta˜o na˜o existe soluc¸a˜o para (3.13)-(3.17).
Para conclu´ırmos a demonstrac¸a˜o, precisamos analisar o caso α < 0, isto e´, quando
ocorre (3.50). Para tanto, se α < 0 enta˜o segue de (3.46) e (3.50) que φ22 e φ32 sa˜o dados
respectivamente por
φ22 = µ2φ12 + rcos(θz1) + ssen(θz1),





































sen(θz1)− λη2z1 = 0.
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Usando (3.59) nesta u´ltima equac¸a˜o, resulta que
−r′′sen(θz1) + s′′cos(θz1) = 0. (3.61)
Note que podemos derivar (3.61) em relac¸a˜o a` varia´vel z1 e obter uma certa equac¸a˜o
que, juntamente com (3.61), fornece um sistema em termos de r′′ e s′′ cuja representac¸a˜o








permite-nos concluir que r′′ = s′′ = 0 como u´nica soluc¸a˜o.
Logo, existem constantes A, B, C e D satisfazendo
r = Az0 +B e s = Cz0 +D,
que substitu´ıdas em (3.60) fornece
−
(
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Derivando (3.62) em z0 e usando o fato de que as func¸o˜es seno e cosseno sa˜o linearmente
independentes, obtemos A = C = 0. Estes, por sua vez, quando substitu´ıdos novamente
em (3.62) fornece
Dsen(θz1) +Bcos(θz1) = 0,
ou seja, B = D = 0. Portanto, r = s = 0, o que implica de (3.50) que ` = 0, contradizendo
nossa hipo´tese. Em resumo, supondo ` 6= 0, γ = 0 e Q 6= 0 o sistema (3.13)-(3.17) na˜o




β := µ3η2 − µ2η3, σ := µ3η3 − µ2η2, ρ := −µ3β + δη2 e α := δ(1 + µ22)− µ23, (3.63)
onde δ = ±1. Os seguintes resultados dados no Lemas 3.5.1 - 3.5.3 sera˜o usados na
demonstrac¸a˜o do Teorema 2.5. Comec¸aremos provando um lema que fornece algumas
relac¸o˜es alge´bricas envolvendo as constantes µp e ηp, com 1 ≤ p ≤ 2.
Lema 3.5.1 Seja γ a constante definida em (2.9). Se α > 0 e γ ±√αη2 = 0, enta˜o
ρ∓√αη3 = 0, σ ∓
√
αβ = 0, β2 + η23 − η22 = 0.















(γ ±√αη2) = 0.
Portanto, podemos escrever ρ como segue








Assim, usando (3.63) temos
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e, consequentemente,








= µ3(η3 + γ)− µ2(η2 ∓
√
αη3)













= η3(µ2β − η3 ±
√
αη2) + η2(−µ3β + η2 ∓
√
αη3)
= −(β2 + η23 − η22).
Isto finaliza a prova do lema.

Lema 3.5.2 Nas condic¸o˜es do Teorema 2.1, sejam `, γ e Q dados por (2.9) e (3.12),
respectivamente. Se γ 6= 0 enta˜o ` 6= 0 se, e somente se, Q 6= 0.
Prova. Nas condic¸o˜es do Teorema 2.1, o Lema 3.1.1 se verifica. Supondo ` 6= 0, vamos
mostrar que Q 6= 0. De fato, se Q = 0 enta˜o substituindo em (3.10) do Lema 3.1.1
obtemos
z2`,z1 + z1`,z0 − µ2(η2φ32 − η3φ22) + η3φ12 − λη2z1 = 0. (3.64)
Como φi2 sa˜o func¸o˜es diferencia´veis de z0 e z1, tomando a derivada de (3.64) com respeito
a varia´vel z2, temos
`,z1 = 0.
Integrando em z1, temos que existe uma func¸a˜o real e diferencia´vel T := T (z0) tal que
φ22 = µ2φ12 + T, (3.65)
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com T 6≡ 0 pois, por hipo´tese, ` 6≡ 0. Ao substituirmos (3.65) em (3.12), e igualando a
zero vemos que φ32 e´ dada pela relac¸a˜o




Usando (3.65) e (3.66) em (3.64), como ` = T , obtemos














Substituindo (3.67) em (3.65) e (3.66), vemos que φ22 e φ32 esta˜o unicamente determinadas
em termos da func¸a˜o T . Ale´m disso,
µ2φ32 − µ3φ22 = − µ3
1 + µ22
T, φ32 − µ3φ12 = µ2µ3
1 + µ22
T,
η2φ32 − η3φ22 = βφ12 + γT
1 + µ22
.









z1T,z0 − λη3z1 = 0. (3.68)
Derivando (3.68) com respeito a z2 e usando o fato de que Tf11,z2 6≡ 0, devemos ter
α = 0. Portanto
µ23 = 1 + µ
2
2, e δ = 1. (3.69)

















T − λη3z1 = 0.




(T ′ − λη2) + µ2µ3
1 + µ22
T ′ − λη3 = 0,
(−µ2ρ− µ3γ)T = 0.
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Como T 6≡ 0, segue da segunda equac¸a˜o do u´ltimo sistema e de (3.63) que
µ2η2 = µ3η3. (3.70)
Contudo, de (3.69) e (3.70), um simples ca´lculo nos mostra a seguinte contradic¸a˜o
γ = µ2(µ3η2 − µ2η3)− η3 = (µ23 − µ22 − 1)η3 = 0
pois, por hipo´tese, γ 6= 0. Conclu´ımos que se ` 6= 0 enta˜o Q 6= 0.
Reciprocamente, supondo Q 6= 0 queremos mostrar que ` 6= 0. Ora, se ` = 0 enta˜o
segue de (3.10) do Lema 3.1.1 que
Qf11 − µ2(η2φ32 − η3φ22) + η3φ12 − λη2z1 = 0.
A derivada em z2 da u´ltima equac¸a˜o fornece
Qf11,z2 = 0,
o que caracteriza um absurdo, pois f11,z2 = −f11,z0 6= 0.

Lema 3.5.3 Nas condic¸o˜es do Teorema 2.1, sejam ` e γ dados por (2.9). Se ` 6= 0 e
γ 6= 0 enta˜o o sistema de equac¸o˜es (2.5)-(2.7) e´ equivalente a




(µ2φ22 + φ12)− `,z1
a(1 + µ22)
, (3.72)





























γφ22 − η2 `,z1
a
)
−αη2φ12 − λη3(1 + µ22)z1 = 0. (3.75)
onde a, b ∈ R, com a 6= 0, e α e´ dado por (3.63).
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Prova. Nas condic¸o˜es do Teorema 2.1, pelo Lema 3.1.1 temos que (2.5)-(2.7) sa˜o equi-
valentes a (3.9)-(3.11). Pelo Lema 3.5.2, como ` 6= 0 temos que Q 6= 0. Segue do Lema
3.1.2 que vale (3.71) e o sistema de equac¸o˜es (3.10)-(3.11) e´ equivalente a (3.13)-(3.17).
Observe que, da equac¸a˜o (3.14), podemos isolar φ32 como em (3.72). Portanto, temos
φ32 − µ3φ12 = µ3
1 + µ22
















































Substituindo essas duas expresso˜es na equac¸a˜o (3.15), obtemos (3.73), com α dado por
(3.63). Por outro lado, usando (2.9) temos que
















Substituindo (3.77) em (3.16), isto e´,







γφ22 + µ3η2φ12 − η2 `,z1
a
)
+ η3φ12 − λη2z1 + (az0 + b)`,z1
a
,
obtemos (3.74). Finalmente, substituindo (3.76) e (3.77) na equac¸a˜o (3.17), isto e´,
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obtemos (3.75). Isto prova o lema.

Proposic¸a˜o 3.5.1 Nas condic¸o˜es do Lema 3.5.3, se α < 0, onde α e´ dado por (3.63),
enta˜o na˜o existe soluc¸a˜o para (3.73)-(3.75).
Prova. Se α < 0, enta˜o a soluc¸a˜o de (3.73) e´ dada por
` = rcos(θz1) + ssen(θz1), θ = |a|
√−α, (3.78)
onde r := r(z0) e s := s(z0) sa˜o func¸o˜es reais e diferencia´veis. Assim, segue de (2.9) e
(3.78) que φ22 e´ da forma
φ22 = µ2φ12 + rcos(θz1) + ssen(θz1). (3.79)



































































e a equac¸a˜o (3.80) em (3.75), segue a identidade




2 + η23 − η22]z1 = 0, (3.81)































(az0 + b)s− σs− ση2θ
aγ
r. (3.83)
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Derivando (3.81) com respeito a z0, vemos que
R˜,z0cos(θz1) + S˜,z0sen(θz1) = 0. (3.84)
Agora, derivamos (3.84) com respeito a z1 e substitu´ımos R˜z0z1 e S˜z0z1 , sendo R˜ e S˜ dados,

















sen(θz1) + θS˜,z0cos(θz1) = 0.






















[R˜,z0cos(θz1) + S˜,z0sen(θz1)] = 0,


















































, e´ diferente de zero, pois θ =
|a|√−α 6= 0. Logo, existem constantes A, B, C e D satisfazendo
r = Az0 +B e s = Cz0 +D.
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, nunca se anula.




















que por um racioc´ınio semelhante ao anterior fornece B = D = 0. Contudo, A = B =
C = D = 0 implica que r = s = 0, raza˜o pela qual temos
` = φ22 − µ2φ12 = rcos(θz1) + ssen(θz1) = 0,
contrariando nossa hipo´tese sobre `.

Proposic¸a˜o 3.5.2 Nas condic¸o˜es do Teorema 2.1, sejam `, γ e α dadas por (2.9) e
(3.63), respectivamente. Suponha ` 6= 0, γ 6= 0 e α > 0. Enta˜o, a equac¸a˜o diferen-
cial z0,t − z2,t = λz0z2 +G descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas
wi = fi1dx+fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk, 0 ≤ k ≤ 3,
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+ τe±τz1 (τz0z2 ± z1 +mz2)ϕ (3.88)
±e±τz1 (τz0z1 + τz1z2 +mz1 ± z2)ϕ′ + z21e±τz1ϕ′′, λ,m ∈ R, τ > 0,
f11 = a(z0 − z2) + b,













f12 = −λz0f11 + [±τ(az0 + b)ϕ+ az1ϕ′] e±τz1 ∓ λaτ z1,














onde a, b ∈ R, aη 6= 0, (aη)2 = (am − bτ)2 + [µ(am − bτ) − τη]2 e ϕ(z0) e´ uma func¸a˜o
real e diferencia´vel.
Prova. Com as hipo´teses da proposic¸a˜o, segue dos Lemas 3.1.1, 3.1.2 e 3.5.2 que a
equac¸a˜o diferencial z0,t − z2,t = λz0z3 + G e´ caracterizada pelas equac¸o˜es (3.72)-(3.75)
onde α > 0. Portanto, a soluc¸a˜o de (3.73) e´ dada por
` = reτz1 + se−τz1 , τ := |a|√α, (3.90)
onde r := r(z0) e s := s(z0) sa˜o func¸o˜es reais e diferencia´veis. Logo, de (2.9) temos que
φ22 e´ da forma
φ22 = µ2φ12 + re
τz1 + se−τz1 , (3.91)
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pois γ 6= 0. Assim, (3.91) e (3.92) determinam as func¸o˜es φ22 e φ12, respectivamente, em
termos de r e s. Usando essas equac¸o˜es em (3.75), obtemos a identidade




β2 + η23 − η22
)
z1 = 0, (3.93)





















































2τz1 + S,z0 = 0. (3.96)
Derivando (3.96) com respeito a z1 e multiplicando o resultado por e
−2τz1 ,
R,z0z1 + 2τR,z0 + S,z0z1e
−2τz1 = 0























s′′e−2τz1 = 0. (3.97)
Derivando (3.97) com respeito a z1, novamente substituindo R,z0z1 e usando o fato de que






















s′′e−2τz1 = 0. (3.98)
Finalmente, ao derivarmos (3.98) com respeito a z1 e substituirmos o resultado novamente





















s′′ = 0. (3.100)
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Vamos analisar o sistema formado por (3.99) e (3.100) nas seguintes etapas
(a) r′′ 6= 0 e s′′ 6= 0,
(b) r′′ 6= 0 e s′′ ≡ 0,
(c) r′′ ≡ 0 e s′′ 6= 0,
(d) r′′ ≡ 0 e s′′ ≡ 0.






















Ao multiplicarmos a primeira equac¸a˜o acima por −1 e somarmos com a segunda, con-
clu´ımos que τ = 0, o que e´ um absurdo ja´ que τ 6= 0. Logo, na˜o existe o caso (a).
Por outro lado, admitindo o item (b), existem constantes C e D de modo que s =











Substituindo s = Cz0 +D e (3.101) na equac¸a˜o (3.97) obtemos R,z0 = 0 que, por sua vez,
substitu´ıdo em (3.96) fornece S,z0 = 0. Usando S dada em (3.95) podemos ver que













Juntando a u´ltima equac¸a˜o com (3.101), como τ 6= 0 enta˜o a u´nica possibilidade acima e´
C = 0; isto, por sua vez, implica que























e, usando o fato de que R,z0 = 0 e r
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donde R = 0. A equac¸a˜o (3.93) com S = R = 0 fornece
λ
(
β2 + η23 − η22
)
= 0. (3.103)




= 0, isto e´, γ − √αη2 = 0 ( = ±1), temos
que (3.102) e´ satisfeita independente de σ. Ale´m disso, do Lema 3.5.1, β2 + η23 − η22 = 0,
ou seja, (3.103) vale para todo λ.
Usando as equac¸o˜es (3.91) e (3.92), com s = 0, bem como (3.72) e (3.13), em (3.9),
conclu´ımos que G e´ dada por




































onde ϕ := r
aγ
(6= 0). Pelo Lema 3.5.1, temos que valem as identidades alge´bricas
aσ + βτ = 0 e aρ+ τη3 = 0, (3.104)
o que nos permite simplificar G, obtendo







τ 2z0z2 + τz1 + τmz2
)






τ + β. (3.105)
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que substitu´ıdas em aρ + τη3 = 0 fornece (aη2)
2 = (am − bτ)2 + [µ2(am − bτ) − τη2]2.
Ale´m disso, as func¸o˜es fij associadas sa˜o dadas por
f11 = a(z0 − z2) + b,












f12 = −λz0f11 + [τ(az0 + b)ϕ+ az1ϕ′] eτz1 − λaτ z1,












onde δ = 1, aη2 6= 0, τ > 0 e ϕ(z0) e´ uma func¸a˜o real e diferencia´vel satisfazendo ϕ′′ 6= 0.
Note que ϕ 6= 0 corresponde a (2.8). Isto conclui a ana´lise de (b), e fornece G e as
func¸o˜es fij dadas por (3.88) e (3.89) com os sinais superiores, onde denotamos µ := µ2 e
η := η2.
Agora, vamos analisar o item (c), isto e´, r′′ ≡ 0 e s′′ 6= 0. Note que existem constantes
reais A e B tais que r = Az0 + B. Ale´m disso, (3.99) segue satisfeita enquanto que, da












Substituindo r = Az0 + B e (3.106) em (3.97) obtemos R,z0 = 0 que, por sua vez,
substitu´ıdo em (3.96) fornece S,z0 = 0. Usando R dada em (3.94) podemos ver que












Juntando a u´ltima equac¸a˜o com (3.106), com o mesmo argumento usado em (a) a
u´nica possibilidade acima e´ A = 0; isto, por sua vez, implica que
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e, usando o fato de que S,z0 = 0 e s








donde S = 0. A equac¸a˜o (3.93) com S = R = 0 fornece
λ
(
β2 + η23 − η22
)
= 0. (3.108)




= 0, isto e´, γ + 
√
αη2 = 0 ( = ±1), temos
que (3.107) esta´ satisfeita independente de σ. Ale´m disso, do item (ii) do Lema 3.5.1,
β2 + η23 − η22 = 0, ou seja, (3.108) vale para todo λ.
Usando as equac¸o˜es (3.91) e (3.92), com r = 0, bem como (3.72) e (3.13), em (3.9),
conclu´ımos que G e´ dada por



































onde ϕ := s
aγ
. Pelo Lema 3.5.1, temos que valem as identidades alge´bricas
aσ − βτ = 0 e aρ− τη3 = 0,
o que nos permite simplificar G, obtendo






−τz1 (τ 2z0z2 − τz1 + τmz2)





τ − β. (3.109)
Observamos que, com as relac¸o˜es aγ + τη2 = 0 e (3.109), obtemos
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que substitu´ıdas em aρ − τη3 = 0 fornece (aη2)2 = (am − bτ)2 + [µ2(am − bτ) − τη2]2.
Ale´m disso, as func¸o˜es fij associadas sa˜o dadas por
f11 = a(z0 − z2) + b,












f12 = −λz0f11 + [−τ(az0 + b)ϕ+ az1ϕ′] e−τz1 + λaτ z1,












onde δ = 1, aη2 6= 0, τ > 0 e ϕ(z0) e´ uma func¸a˜o real e diferencia´vel satisfazendo ϕ′′ 6= 0.
Note que ϕ 6= 0 implica (2.8). Isto conclui a ana´lise de (c) e fornece (3.88) e (3.89)
com os sinais inferiores, onde denotamos µ := µ2 e η := η2.
Finalmente, suponhamos o item (d), isto e´, r′′ ≡ 0 e s′′ ≡ 0. Temos que existem
constantes reais A, B, C e D tais que
r = Az0 +B,
s = Cz0 +D.
Assim, as equac¸o˜es (3.99) e (3.100) seguem trivialmente satisfeitas e, pela equac¸a˜o (3.97),
temos R,z0 = 0, o que implica por (3.96) que S,z0 = 0. Usando as expresso˜es de R e S
dadas, respectivamente, por (3.94) e (3.95), podemos escrever
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Iniciando nosso estudo pelo item (d.1), vemos que (3.112) segue satisfeita enquanto
que, de (3.112), temos C = 0. Por conseguinte, usando novamente (3.95), com C = 0,












ou seja, D = 0 e s = Cz0 + D = 0, donde S = 0. Conve´m lembarmos que r
2 + s2 6≡ 0.




Sendo R = S = 0, devemos ter por (3.93) que λ(β2 + η23− η22) = 0. Por um argumento
ana´logo ao que usamos no item (b), β2 +η23−η22 = 0. E usando as equac¸o˜es (3.91) e (3.92)
com s = 0 e r = Az0 + B, onde A
2 + B2 6= 0, bem como as equac¸o˜es (3.72) e (3.13) em
(3.9), conclu´ımos que G e´ dada por










































Ja´ vimos tambe´m que aρ + τη3 = 0 e aσ + βτ = 0. Logo, usando tais relac¸o˜es em G,
obtemos




z2 + (A˜z0 + B˜)e
τz1
(
τ 2z0z2 + τz1 + τmz2
)
+A˜eτz1 (τz0z1 + τz1z2 +mz1 + z2) ,
com A˜ := A
aγ
, B˜ = B
aγ
e m = b
a
τ + β. As func¸o˜es fij′s sa˜o dadas por
f11 = a(z0 − z2) + b,












f12 = −λz0f11 +
[

















onde δ = 1, aη2 6= 0, A˜2 + B˜2 6= 0 e τ > 0. Da mesma forma que em (b), vale a relac¸a˜o
(aη2)
2 = (am − bτ)2 + [µ2(am − bτ) − τη2]2. Observamos tambe´m que A˜2 + B˜2 6= 0
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corresponde a (2.8). Isto conclui a ana´lise de (d.1) e fornece (3.88) e (3.89) com sinal
superior e ϕ = A˜z0 + B˜, onde denotamos µ := µ2 e η := η2.
Agora, supondo (d.2), vemos que (3.112) segue satisfeita enquanto que, de (3.112),
temos A = 0. Por conseguinte, usando novamente (3.94), com A = 0,











ou seja, B = 0 e r = Az0 + B = 0, donde R = 0. Conve´m lembrarmos que r
2 + s2 6= 0.
Ja´ vimos (item (c)) que a segunda parcela de (d.2) equivale a 1 + τη2
aγ
= 0. Logo, S = 0.
Sendo R = S = 0, devemos ter por (3.93) que λ(β2 + η23 − η22) = 0. Por um argumento
ana´logo ao usado no item (c) vemos tambe´m que β2 + η23 − η22 = 0. E usando as equac¸o˜es
(3.91) e (3.92) com r = 0 e s = Cz0 +D, onde C
2 +D2 6= 0, bem como as equac¸o˜es (3.72)
e (3.13) em (3.9), conclu´ımos que G e´ dada por








































Assim com no item (c), usando as relac¸o˜es aρ−τη3 = 0 e aσ−βτ = 0, podemos simplificar
G, obtendo






−τz1 [τ 2z0z2 − τz1 + τmz2] (C˜z0 + D˜)
+C˜e−τz1 [−τz0z1 − τz1z2 −mz1 + z2]
com C˜ = C
aγ
, D˜ := D
aγ
e m := b
a
τ − β. Ale´m disso, as func¸o˜es fij′s sa˜o dadas por
f11 = a(z0 − z2) + b,












f12 = −λz0f11 +
[
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onde δ = 1, aη2 6= 0, τ > 0 e C˜2 + D˜2 6= 0. Como vimos tambe´m em (c), vale a relac¸a˜o
(aη2)
2 = (am − bθ)2 + [µ2(am − bθ) − θη2]2. Observamos que C˜2 + D˜2 6= 0 corresponde
a (2.8). Isto conclui a ana´lise de (d.2), que fornece (3.88) e (3.89) com sinal inferior e
ϕ = C˜z0 + D˜, onde denotamos µ := µ2 e η := η2.
Finalmente, consideremos o item (d.3). Segue de (3.112) e (3.112) que A = C = 0.
Usando as definic¸o˜es de R e S dadas, respectivamente, por (3.94) e (3.95), com A = C = 0
notamos que

























ou seja, B = D = 0. Portanto, conclu´ımos que r = s = 0, ou seja,
` = φ22 − µ2φ12 = reτz1 + se−τz1 = 0,
contradizendo nossa hipo´tese sobre `.
Para concluirmos, note que os casos (b), (c), (d.1) e (d.2) demonstram a Proposic¸a˜o
3.5.2.
Reciprocamente, se G e fij sa˜o dadas como na Proposic¸a˜o 3.5.2, onde δ = 1 e λ qual-
quer, enta˜o queremos mostrar que as 1-formas wi = fi1dx + fi2dt satisfazem as equac¸o˜es
de estrutura (1.1) se, e somente se, z0,t − z2,t = λz0z3 +G. Mas isto e´ um ca´lculo direto.

Proposic¸a˜o 3.5.3 Nas condic¸o˜es do Teorema 2.1, sejam `, γ e α dadas por (2.9) e
(3.63), respectivamente. Suponha ` 6= 0, γ 6= 0 e α = 0. Enta˜o, a equac¸a˜o diferen-
cial z0,t − z2,t = λz0z2 +G descreve superf´ıcies pseudo-esfe´ricas com 1-formas associadas
wi = fi1dx+fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk, 0 ≤ k ≤ 3,
satisfazendo (2.2) e (2.3)-(2.8), se, e somente se,
δ = 1,





[−θ(z1z2 − z0z1 +m2z1) +m3z1]
+mθeθz0
(
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com λ, θ, m, mi ∈ R, 1 ≤ i ≤ 3, θ 6= 0, λ2 +m2 6= 0,
f11 = a(z0 − z2) + a(m1 + θm22)± m2µθ√1+µ2 ,















(z0 +m1 + θm
2
2)∓ µ√1+µ2 (z1 +m2)
]
,
f22 = µf12 ±
√
1 + µ2(z1 +m2)
(−θmeθz0 + λ)± λm2θ√1 + µ2z0,
f32 = ±
√















onde a ∈ R, a 6= 0 e a2(1 + µ2)[m3 − θ(m1 + θm22)− 1] = θ2.
Prova. Com as hipo´teses da proposic¸a˜o, segue dos Lemas 3.1.1, 3.1.2 e 3.5.2 que a
equac¸a˜o diferencial z0,t − z2,t = λz0z3 + G e´ caracterizada pelas equac¸o˜es (3.72)-(3.75)
onde α = 0. Portanto, a soluc¸a˜o de (3.73) e´ dada por
` = rz1 + s, (3.112)
onde r := r(z0) e s := s(z0) sa˜o func¸o˜es reais e diferencia´veis. Pela equac¸a˜o (3.112) e
(2.9), φ22 e´ dada em termos de φ12 por
φ22 = µ2φ12 + rz1 + s, (3.113)
observando que, neste caso,
(φ22 − µ2φ12),z1 6≡ 0,
ou seja, r 6≡ 0.




(r′z1 + s′) +
1
aγ





(rz1 + s)− λη2
γ
z1. (3.114)
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Observamos que σ 6= 0. De fato, se σ = µ3η3 − µ2η2 = 0 enta˜o
γ = µ2(µ3η2 − µ2η3)− η3 = (µ23 − µ22 − 1)η3 = −αη3 = 0
contradizendo nossa hipo´tese sobre γ.
Portanto, a derivada de (3.115) com respeito a z1, substitu´ıda novamente na u´ltima
equac¸a˜o, fornece
r′ − aσr = λaA, (3.116)
s− η2
aγ
r = 0, (3.117)




(β2 + η23 − η22).
Como µ23 = µ
2
2 + 1, vemos que
β2 + η23 − η22 = (µ3η2 − µ2η3)2 + η23 − η22
= µ23η
2
2 − 2µ3η2µ2η3 + µ22η23 + η23 − η22
= (1 + µ22)η
2
2 − 2µ3η2µ2η3 + µ22η23 + η23 − η22
= µ22η
2
2 − 2µ3η2µ2η3 + (µ22 + 1)η23
= µ22η
2
2 − 2µ3η2µ2η3 + µ23η23
= (µ2η2 − µ3η3)2
= σ2,
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com r soluc¸a˜o de (3.116), ou seja,




, λ2 +B2 6= 0. (3.121)
Ao substitu´ımos as equac¸o˜es (3.118)-(3.121) e (3.13) em (3.9), vemos que G e´ dada por

































































Afim de obtermos a expressa˜o de G dada como na Proposic¸a˜o 3.5.3, precisamos efetuar
algumas mudanc¸as na expressa˜o acima. Comec¸aremos afirmando que µ3σ + γ = 0. Com
efeito,
µ3σ + γ = µ3(µ3η3 − µ2η2) + µ2(µ3η2 − µ2η3)− η3
= −η3(1 + µ22 − µ23)
= 0,
pois α = 0. Assim, 0 = µ3σ + γ = µ3σ + µ2β − η3 e´ equivalente a µ3σ + µ2β = η3. Dessa
forma,






[−θ(z1z2 − z0z1 +m2z2) +m3z1]
+mθeθz0
(
2z1z2 + z0z1 +m1z1 +m2z2 −m2θz21
)
+mθ2eθz0 (z1 +m2) z
2
1 , (3.123)










, m3 := 1 +
ση3
µ3
+ bσ e θ := aσ(6= 0). Um ca´lculo
simples fornece
η2 = −m2θµ3, η3 = −m2θµ2 + θ
aµ3
, β = −θm2 − θµ2
aµ3
B = −mθµ3, b = a(m1 +m22θ) +
m2θµ2
µ3
, r = µ3(−θmeθz0 + λ),
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com a satisfazendo a relac¸a˜o a2(1 + µ22)[m3 − θ(m1 + θm22) − 1] = θ2 e µ3 = ±
√
1 + µ22.
Observamos que λ2 +m2 6= 0 corresponde a (2.8). Temos enta˜o,
f11 = a(z0 − z2) + a(m1 + θm22)± m2µ2θ√1+µ22 ,





1 + µ22f11 −m2θµ2 ± θa√1+µ22 ,





(z0 +m1 + θm
2
2)∓ µ2√1+µ22 (z1 +m2)
]
,





(−θmeθz0 + λ)+ λm2θz0] ,
f32 = ±
√
1 + µ22f12 +
(













Reciprocamente, se G e fij sa˜o dadas como na Proposic¸a˜o 3.5.3, com λ
2 + m2 6= 0 e
δ = 1, enta˜o queremos mostrar que as 1-formas wi = fi1dx+ fi2dt satisfazem as equac¸o˜es
de estrutura (1.1) se, e somente se, z0,t − z2,t = λz0z3 +G. Mas isto e´ um ca´lculo direto.

Prova do Teorema 2.5
Nas hipo´teses do Teorema 2.5 temos ` 6≡ 0 e γ 6= 0. A equac¸a˜o
z0,t − z2,t = λz0z3 +G(z0, z1, z2)
descreve superf´ıcies pseudo-esfe´ricas, δ = 1, ou superf´ıcies esfe´ricas, δ = −1, com 1-formas
associadas wi = fi1dx+ fi2dt, 1 ≤ i ≤ 3, onde fij sa˜o func¸o˜es reais e diferencia´veis de zk,
0 ≤ k ≤ 3, satisfazendo (2.2) e (2.3)-(2.8).
Segue dos Lemas 3.5.2 e 3.5.3 que tais equac¸o˜es sa˜o caracterizadas pelo sistema (3.72)-
(3.75), onde a soluc¸a˜o de (3.73) depende do sinal de α. Quando α < 0, a Proposic¸a˜o 3.5.1
garante que na˜o existe soluc¸a˜o para o sistema. Dessa forma, os itens (i) e (ii) do Teorema
2.5, isto e´, os casos em que α > 0 e α = 0, onde α e´ dado em (3.63), seguem das
Proposic¸o˜es 3.5.2 e 3.5.3, respectivamente. Quando α ≥ 0, claramente vemos que δ = 1.

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3.6 Um resultado de na˜o existeˆncia de equac¸o˜es que
descrevem superf´ıcies esfe´ricas
Como podemos ver, os resultados apresentados nos Teoremas 2.2-2.5, fornecem uma
completa classificac¸a˜o para a classe de equac¸o˜es (2.1), sob a condic¸a˜o (2.2). Em todos
estes resultados, observa-se que δ = 1, o que prova o Corola´rio 2.1, isto e´,
Na˜o existe equac¸a˜o do tipo z0,t − z2,t = λz0z3 + G(z0, z1, z2), λ ∈ R, descrevendo
superf´ıcies esfe´ricas (δ = −1) com 1-formas associadas wi = fi1dx + fi2dt, 1 ≤ i ≤ 3,
onde fij sa˜o func¸o˜es reais e diferencia´veis de zk, 0 ≤ k ≤ 3, satisfazendo (2.2).
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