Abstract-In this paper, we propose a new type of array antenna, termed the Random Frequency Diverse Array (RFDA), for an uncoupled indication of target direction and range with low system complexity. In RFDA, each array element has a narrow bandwidth and a randomly assigned carrier frequency. The beampattern of the array is shown to be stochastic but thumbtack-like, and its stochastic characteristics, such as the mean, variance, and asymptotic distribution are derived analytically. Based on these two features, we propose two kinds of algorithms for signal processing. One is matched filtering, due to the beampattern's good characteristics. The other is compressive sensing, because the new approach can be regarded as a sparse and random sampling of target information in the spatialfrequency domain. Fundamental limits, such as the Cramér-Rao bound and the observing matrix's mutual coherence, are provided as performance guarantees of the new array structure. The features and performances of RFDA are verified with numerical results.
active sensing, such as low probability of interception and jamming resistance [6] , resolution enhancement in Synthetic Aperture Radar (SAR) imaging [7] , and ambiguous range clutter suppression in space-time adaptive processing [8] .
However, as discussed in [9] and [10] , the direction and range of a FDA's beampattern are coupled, which means there might be a group of direction-range pairs that match well with the echo from a point target, hence introducing aliases in target indication. To overcome this problem, several methods have been introduced recently. In [11] , one straightforward method, named "double-pulse", can effectively remove the coupling by successively transmitting two pulses. The direction and range indication are accomplished separately in each pulse, but the data rate drops to half.
The subarray, introduced by [12] and [13] , is an alternative. In this approach, the FDA is divided into serval subarrays, each with a different carrier frequency increment. Uncoupled direction and range can be estimated, and the corresponding accuracy can be improved by optimizing the coordinates of the array elements and the frequency increments. However, only a single-target scenario is considered in these works.
Multi-Input-Multi-Output (MIMO) radar [14] is a powerful technique with notable improvements, including the antenna aperture, spatial diversity, degrees of freedom. In [15] , a new arXiv:1603.08188v1 [cs.IT] 27 Mar 2016 structure named Frequency Diverse MIMO (FD-MIMO) was proposed by combining MIMO and FDA. In FD-MIMO, each receiving element can demodulate all the signals from every transmitting element, each of which has a different carrier frequency. This design enables forming uncoupled directionrange beampattern by combining all the baseband samples, and dramatically increases the system's degrees of freedom. The FD-MIMO approach locates both single and multiple targets very well. However, the system complexity is also seriously increased due to the need for multiple receiver channels in each receiving element.
In this work, we regard the acquiring of a target's directionrange information by FDA as a sampling procedure in both the spatial and frequency domains. Then we propose a new system structure for a FDA, named Random Frequency Diverse Array (RFDA), which randomly assigns the carrier frequency of each array element. Inspired by the basic ideas of compressive sensing, RFDA can get the target information from both the spatial and frequency domains in a single glance. Through two-dimensional (2D) random sparse sampling, the new structure provides a thumbtack-like 2D beampattern, and can simultaneously achieve good resolution and estimation accuracy for both direction and range. The mutual coherence [16] of RFDA's observing matrix is also quite small, which implies the ability of uncoupled target location in both single and multiple target scenarios. Moreover, each element in RFDA needs only one receiver channel, hence the above advantages can be attained without increasing the system complexity. The main contributions of this paper are as follows.
1) We propose a new array structure, named RFDA, which randomly assigns the carrier frequencies of elements in a Uniform Linear Array (ULA). The new structure is shown to have the ability to simultaneously indicate target's direction and range without coupling. 2) We derive the analytic form of RFDA's beampattern, and provide its stochastic characteristics, such as the mean, variance, and asymptotic distribution, to reveal the resolution and sidelobe level of this new array structure. 3) We propose two signal processing methods for RFDA, matched filtering and compressive sensing, to detect the targets and indicate their locations. Matched filtering has the highest output signal-to-noise-ratio (SNR), while compressive sensing is more suitable for multitarget scenarios. Moreover, we give an approximately equivalent approach for matched filtering, to reduce the computation load. 4) We derive the performance limits for RFDA, including the Cramér-Rao Bound (CRB) and mutual coherence, to quantify its direction/range estimation and target indication abilities.
The rest of this paper is organized as follows. Section II presents a system sketch and constructs the signal model. In Section III, the beampattern and stochastic characteristics of RFDA are derived. In Section IV, we introduce two signal processing methods, matched filtering, and compressive sensing. Section V investigates the performance limits of RFDA, such as the CRB and mutual coherence. Finally, numerical illustrations are given in Section VI, and conclusions are drawn in the last section.
Notations: · 0 is the non-zero entry number of an argument; · 2,0 is the number of rows with non-zero l 2 norms in an argument; E † {·} and V † {·} are the expectation and variance of arguments with respect to (w.r.t.) the random vector (or variable) †, respectively; [·] i,n is the ith row, jth column of an argument; [·] n is the nth element (or column) of an argument, while the argument is a vector (or matrix);
and [·]
H are the conjugation, transpose, and conjugate transpose of arguments, respectively; A B implies that A − B is positive semi-definite; {·} and {·} are the real and imaginary part of an argument; The operator ⊗ means the Kronecker product, while means the Hadamard product.
II. SYSTEM SKETCH AND SIGNAL MODEL
In this section, we will introduce a system sketch of the random frequency diverse array radar, and then propose the signal model of this new kind of array.
A brief system sketch of the RFDA is shown in Fig. 1 . There are N elements in a linear array, with a constant inter-element distance d. These array elements are located symmetrically along the x-axis, and the coordinate of the nth one is
Each element is connected to a narrow band transceiver. The transmitted waveform of each element is monotone sinusoid, but the carrier frequencies of the different elements are randomly assigned. The carrier frequency of the nth element is
where f c is the center frequency, ∆f is the frequency increment, and m n is a random variable. In this work, all the m n s are chosen as i.i.d. random variables, and can be arranged into a random vector, m = [m 0 , m 1 , . . . , m N −1 ] T . In this paper, g(m n ), which is assumed to be an even function, is defined as the probability density function (PDF) of m n . And in the following investigation, we will take three common PDFs as examples: The total bandwidth of RFDA is also M ∆f . Besides the above three, there can be other kinds of distributions for the frequency assignments of RFDA. With these definitions, the transmitted waveform of the nth element is
A simple diagram of RFDA's waveform is illustrated in the lower part of Fig. 1 . The blue blocks illustrate the waveform distribution in the spatial-frequency domain. In this antenna, the original point of the x-axis, O, is selected as the phase center of the array. If there exists an ideal unit point target with direction θ and range r, then with the far-field assumption, the received radio-frequency (RF) echo of the nth element is
where c is the wave propagation speed. In each receiver, the RF echo is demodulated with its transmitting carrier frequency, so the baseband signal of the nth element is
As usually supposed in previous research works [15] , the frequency increment ∆f is far less than f c , which makes the approximation in (5) valid. The baseband samples b n (θ, r) of all elements (n = 0, 1, . . . , N − 1) can be arranged in order to formulate a direction-range dependent steering vector:
where
and b R (r) = e 
For the multi-target, multi-snapshot, and noisy scenario, suppose the direction and range of the ith target is {θ i , r i } (i = 1, 2, . . . , P , P is the target number), and the complex reflection amplitude of the ith targets at the lth snapshot is α i (l) (l = 0, 1 . . . , L−1, L is the snapshot number.). Then the baseband echo vector of the lth snapshot is the superimposition of echoes from all targets:
where v(l) is the N × 1 additive receiver noise vector. In (9), a i (l) can vary from snapshot to snapshot, because of the target's fluctuation [3] .
III. THE BEAMPATTERN OF RFDA
The system and signal model of RFDA were formulated in the last section. In this section, we will discuss its beampattern, which is an important characteristic of an array antenna [3] . In array processing [2] , the beampattern is the system response of an array beamformed in one direction to a unit amplitude target located in another direction. According to (5) , the received echo depends on both the direction and the range simultaneously. So the corresponding beampatterns of RFDAs are functions of both direction and range. The following discussion will show that, with signal processing, RFDA can indicate both the target's direction and range without coupling.
A. Definition and Basic Results
If the target is located at {θ 1 , r 1 }, and the RFDA is beamformed to another location, named {θ 2 , r 2 }, the array response is
Substituting (5) and (6) into (10), the beampattern of a RFDA is
where [·] * indicates element-wise conjugation. The variables q, p and δ are defined as q = 2(sin θ 1 − sin θ 2 )f c d/c, p = 2(r 1 −r 2 )∆f /c, and δ = ∆f /f c . According to (11) , the RFDA beampattern depends only on the difference of direction sine, sin θ 1 − sin θ 2 , and the difference of range , r 1 − r 2 . But it is independent of the absolute value of the target's direction or range.
Meanwhile, for traditional LFDAs [4] [15], the transmitted frequencies are linearly shifted along the element. Hence the signal models of LFDA can be achieved by alternating m n with n − N −1 2 in (11), Fig. 2 shows the beampatterns of different kinds of FDA antennas. Subfigure (a) is the beampattern of an LFDA. As shown, this beampattern has high sidelobe ridges, which implies that the direction and range are coupled, and the indication of target location is ambiguous. The other three subfigures are the beampatterns of RFDA antennas. Subfigure (b) is the beampattern when the carrier frequency of each element is discrete uniform distributed, while the beampatterns of (c) and (d) are continuous uniform and Gaussian, respectively. However, regardless of the frequency distribution, the RFDAs' beampatterns are thumbtack-like, and all the peaks are located where p = 0 and q = 0, which implies that the direction and range have successfully been decoupled and the target location can be uniquely and correctly indicated.
In (11), it is shown that the beampattern depends on the distribution of m n and can be regarded as a stochastic process w.r.t. q and p. Hence an analysis about its stochastic features will be very helpful for a more comprehensive study of RFDA's characteristics. In the following subsections, we will explicitly derive expressions of the mean, variance, and asymptotic distribution of the beampattern. 
B. Mean
The mean of the beampattern is derived in this subsection. Because the transmitted frequencies of each element are i.i.d., the mean of the beampattern can be calculated as
where M is the sample space of m n , S N a (x) = (sin N πx)/(N sin πx), and Φ(x) is the moment-generating function of m n ,
For the three carrier frequency distribution instances, when
(σ 2 is the variance), and then the mean of the beampattern is
Besides, for continuous and discrete uniform distributions, β(q, p) can be achieved through substituting g(
, respectively as
According to (13) , in the mean of the beampattern, the direction variable q and range variable p are decoupled. Moreover, it is known that the direction beampattern of a traditional N -element linear array is
and the range response (the "range beampattern") of a random frequency radar is
Hence the mean of an RFDA's beampattern can be regarded as the Cartesian product of the direction beampattern and range beampattern, which also implies that the RFDA has the ability to resolve the target direction and range simultaneously. Moreover, the direction and range resolution of RFDA can be respectively evaluated by S N a (q) and Φ(p). comparison shows that, for all the Gaussian (upper row and (15)), discrete uniform (lower row and (17)), and continuous uniform (middle row and (16)) distributions, the simulation results match well with the theoretical expressions.
C. Variance Fig. 2 shows that the beampatterns of RFDA antennas have a noise-like sidelobe base. In single target scenarios, the sidelobe base is immaterial for target detection and direction-range indication. But in multi-target scenarios, the sidelobe base of dominant targets may conceal weak targets. Hence it is necessary to analysis the peak-sidelobe-base-ratio (PSBR).
As introduced in Subsection III-A, the beampattern can be regarded as a random process. Hence the PSBR corresponding to each {q, p} pair can be measured by the inverse proportion of the beampattern's variance, whose explicit expression can be provided by the following derivation.
Equation (18) shows that the PSBR of an RFDA depends on the element number, N , and the moment-generating function, Φ(p). Furthermore, this equation also implies that 1) The variance σ 2 β (q, p) is a function of p, which means that the PSBR is determined only by the range. Different directions with the same range have the same PSBR; 2) When |Φ(p)| is sufficiently small, the PSBR approaches N , which means the larger the element number, the larger the PSBR. It will also be easier to unmask weak targets from sidelobes of dominant targets.
3) The variance σ 2 β (q, p) is equal to zero when p = 0, which means the beampattern is deterministic when the range difference is zero, and
The variances of beampatterns are illustrated in Fig. 4 . All the simulated variances, which are counted from the results of 10,000 Monte Carlo trials, are displayed in the left column, and the theoretical values given by (18) are on the right. This illustration shows that, for the variances of beampatterns, the simulation results also match the theoretical expressions well. 
D. Asymptotic Distribution
In subsections III-B and III-C, the mean and variance of the beampattern are given to evaluate the resolution and PSBR of RFDA. An exact distribution of the beampattern is preferred if more properties are required. However, it is quite difficult to give an explicit form of the beampattern's distribution. Alternatively, we will give an asymptotic distribution of the beampattern, which is an acceptable approximation when the number of array elements is sufficiently large. Some of the derivations are inspired by [17] , and we expand the approach to a 2D case for RFDA.
According to (11) , β(q, p) can be interpreted as a sum of N independent random variables y n (q, p), where
and
Then the mean and variance of y n (q, p) are
It can be validated that y n (q, p) can satisfy the sufficient condition of the Lyapunov central limit theorem [18] . Hence the normalized sum of y n (q, p), given by
approaches the standard normal distribution when the element number N is sufficiently large.
So according to the Lyapunov central limit theorem, the asymptotic distribution of β(q, p) can be regarded as complex Gaussian. Denote β 1 (q, p), β 2 (q, p) as the real and imaginary parts of the β(q, p), and we have the following theorem.
T is asymptotically joint Gaussian distributed. The mean and covariance matrix of β(q, p) are
where α = 2πp/δ, and
Proof: The proof can be found in Appendix.
With the asymptotic distribution of the beampattern, we can derive Proposition1 for the sidelobe level of the RFDA.
Corollary 1: For a direction difference q = 1/2N , the complementary cumulative distribution function of the sidelobe magnitude at {q, p} satisfies
where Q 1 (x, y) is the first-order Marcum Q-function,
and I 0 (·) is the modified Bessel function of the first kind of zero order, and
Proof: The corollary can be achieved directly by combining Theorem 1 and equation (2.18) of [19] .
IV. SIGNAL PROCESSING METHODS
The beampattern provided in last section shows that, in RFDA, the target direction and range can be decoupled. In this section, we will introduce two signal processing methods for target indication and direction/range estimation.
A. Matched Filtering
Matched filtering is an effective way to obtain the highest filtered SNR and the intrinsic resolution of waveforms [20] . According to the equivalence between matched filtering results and the beampattern [2] , the uncoupled direction-range indication and direction/range resolution can be achieved by matching filtering, especially in single target scenarios.
In this paper, we omit the original matching-filtering algorithm because it is straightforward. However, for the discrete uniform distribution of carrier frequencies, if the relative bandwidth, M ∆f /f c , is small, another computation effective alternative, named zero-padding and 2D fast Fourier transformation (zero-padding-2DFFT), can be employed to implement of matched filtering. The main steps of this method are 1)
Step 1: Formulate an all-zero M × N data matrix.
2)
Step 2: For all the n = 0, 1, . . . , N − 1, fill the m n + (M − 1)/2 th row, nth column entry with the baseband echo sample b n , and leave all the other entries zero. 3)
Step 3: Apply two 2DFFT on the filled data matrix, and the output can approximate the matched filtering result. A finer result will be achieved via FFTs with more points. The zero-padding-2DFFT method and its results are illustrated in Fig. 5 . With the effectiveness of FFT, the new proposed algorithm can reduce the computation load from O(M N 2 ) (due to the inner products between the received signal vector r and the array steering vectors of all the possible ranges and directions.) to O(N M · log M + M N · log N ).
B. Compressive Sensing for Direction and Range Indication
As mentioned, in multi-target scenarios, the strong targets' sidelobe bases may mask weak targets. In this subsection, we adopt the sparse recovery algorithms for compressive sensing to solve this problem.
First, the unambiguous extent of direction and unambiguous extent of range are uniformly divided into P and Q units, respectively (For the ambiguous direction and range problem, the reader can refer to [15] and [21] for more information.). There will be P Q direction-range pairs, {θ i , r i } P Q i=1 , in the unambiguous range-direction extent. Define a P Q×1 vector x(l), whose ith entry is the reflection magnitude of a target located at {θ i , r i }, at the lth snapshot. The observing matrix Φ is N × P Q, and its ith column is determined by (6) . Then in the single snapshot case (named the single measurement vector (SMV) in the compressive sensing realm), the noiseless echo can be rewritten in a matrix form:
And if the observations are noisy, an additive noise vector v needs to be added on the right side of above equation, as
If there are L (L > 1) snapshots, the noisy echoes can be expressed for the multiple measure vector (MMV) scenario as
, and V is the receiver noise matrix.
For the noiseless case, the compressive sensing can be accomplished by basis pursuit (BP) [22] for sparse recovery of the targets:
And for the noisy case, the BP changes to quadratic constrained basis pursuit (QCBP) [23] :
Greedy methods, such as subspace pursuit (SP) [24] , are attractive alternatives for reducing the computation load while maintaining the recovery quality. For the SMV scenario, the sparsest estimate of x(l) can be achieved by
For the MMV scenario, we choose the · 2,0 norm to maintain the consistency of the targets' locations in all the snapshots. The estimate of X is
where · F is the Frobenius norm. In (34) and (35), σ l and σ L are the error tolerances determined by the noise power. In compressive sensing, correct recovery can be guaranteed with high probability if the observing matrix Φ has a small mutual coherence [16] . Mutual coherence is defined as the maximal normalized inner product between different columns of the observing matrix
As with (10), the mutual coherence is equal to the highest sidelobe in the beampattern. The result in Fig. 2 shows that, in comparison with the LFDA, the highest sidelobe level of the RFDA is fairly low. This property means that the RFDA, which can be regarded as a random sparse sampling in the spatialfrequency domain, is suitable for compressive sensing. An investigation of the RFDA's mutual coherence will be provided in Subsection V-B. In this work, the SP, FOCUSS [25] , and their MMV extensions, the Generalized Subspace Pursuit (GSP) [26] and the M-FOCUSS [27] , are adopted to recover the targets in both SMV and MMV scenarios. The demonstration and performance comparison of different sparse recovery algorithms will be given in Section VI.
V. PERFORMANCE ANALYSIS
In previous sections, it was shown that the direction and range are decoupled in the beampattern of an RFDA, and the directions and ranges of targets can be estimated via matched filtering or compressive sensing. In this section, we will provide performance bounds of the RFDA, by deriving the CRB of the estimation error and the mutual coherence of the observing matrix. The CRB can be used to evaluate the location accuracy, and the mutual coherence is a helpful metric to determine the sparse recovery performance.
A. Cramér-Rao Bound
Because the mean square errors (MSEs) of the un-biased estimation are lower bounded by the CRB [28] , we will provide the CRB of the direction/range estimation, which can be adopted as a performance guarantee of the RFDA.
Since the target number is P , the directions and ranges of all the targets can be combined into a 2P × 1 parameter vector, ξ = [θ 1 , r 1 , θ 2 , r 2 . . . , θ P , r P ]
T . According to the signal model in (9), and assuming the receiver noise is complex additive-white-Gaussian-noise (AWGN), the logarithmic likelihood function of ξ is
where C is a constant and σ 2 n is the receiver noise power. Then the MSE matrix ofξ (ξ is an unbiased estimation of ξ) satisfies the information inequality [28] 
where J ξ is the Fisher information matrix (FIM) of ξ.
With the results in [29] , the FIM can be calculated by
where S is a P × P matrix, whose i, jth entry is
In (41),
and A is an N × P matrix, given by
where P ⊥ A is the projection matrix onto the orthogonal complement of A's column space:
and I is the identity matrix. According to the above definitions, J ξ is a block matrix with P × P blocks, and
In (45), each G ij is a 2 × 2 block, and its entries can be calculated through
In the above two equations, n = [−(N − 1)/2, . . . , (N − 1)/2] T . The CRB can be calculated by directly inverting the J ξ in (45). However, if the reflection amplitudes of different targets are statistically un-correlated, we can get a more explicit and intuitive expression of the CRB.
For targets with un-correlated amplitudes, if the snapshot number L is sufficiently large,
Then the off-diagonal blocks in (45) are zero, and the FIM is reduced to a diagonal block matrix. The inverse of J ξ is equal to the inversion of each diagonal block. In this case, the CRBs of the ith target's direction and range estimates are
(50)
Remarks: There are intuitive explanations of the results in (48-50). Due to the Cauchy-Schwartz inequality,
Thus γ is no smaller than 0. Furthermore, the equalities in (51) and (52) will be valid when m = n. This result complies with direction-range coupling phenomenon in the LFDA. In the LFDA, the transmitting frequency shifts linearly among successive array elements, which means that m = n, γ = 0, and the CRBs approach infinity. However, in the RFDA, m is a random vector. Hence γ = 0, and the CRBs are limited. This result explains in another perspective, why the estimation of direction and range in an RFDA are un-aliased.
B. Mutual Coherence Based Performance Analysis
As shown in Subsection IV-B, sparse recovery algorithms for compressive sensing are effective in target location and sidelobe elimination in the RFDA. In this subsection, a mutual coherence based guarantee will be provided for exact recovery in noiseless cases, and for the reconstruction error in noisy cases.
In compressive sensing, the restricted isometry coefficient (RIC) is an effective metric to evaluate the recovery performance. However, finding the RIC of an observing matrix is exhaustive. In this paper, we adopt mutual coherence, which is much easier to compute, as an acceptable metric [16] for deriving the recovery performance guarantee.
As defined in (36), the calculation of mutual coherence is based on the inner products between the columns of the observing matrix. According to (6) , these columns of the RFDA are determined by the directions and ranges of potential targets. However, it is quite difficult to give a closed form of mutual coherence for arbitrary directions or ranges. In this work, we will give the performance guarantee when potential targets are located at grid intersections, which we will call simply "grids".
Definition 1: The grids are directions and ranges satisfying the following two equalities:
and Φ( 2∆f r c ) = 0 or 1.
According to Definition 1, there are N direction grids from −π/2 to π/2, expressed as
However, the range grids depend on the distribution of m n . For the discrete uniform distribution, there are M direction grids from 0 to c∆f /2, expressed as
Then there are M × N grids in an RFDA. Comparing (36) with (10), the mutual coherence of the RFDA is equal to the the beampattern's highest sidelobe, where the directions and ranges are at grids. With Theorem 1, we can find that the real and imaginary parts of the beampattern are jointly Gaussian distributed. When it comes to mutual coherence, we have the following lemma.
Lemma 1: If the carrier frequencies are discrete uniformly distributed, and all the potential targets are located at grids, the cumulative distribution of the mutual coherence of Φ satisfies the following inequality:
Proof: With Definition 1 and Theorem 1, it can be seen that the real and imaginary parts of sidelobes at grids (except where Φ(p) = 1, because according to (13) and (18), these sidelobes are deterministic and equal to zero) are zero-mean, i.i.d. Gaussian. Their variances are
Then the magnitudes of these sidelobes are Rayleigh distributed [19] , where
The number of grids where Φ(p) = 1 is (M − 1)N , which means the probability that the highest sidelobe among the (M − 1)N grids is less than r is
when e −N r 2 1. Furthermore, the right side of (56) can be approximated as
Substituting (57) into (56), Lemma 1 is proven.
With the above lemma, we have the following guarantee for exact recovery in the noiseless case.
Theorem 2: If the carrier frequencies are discrete uniformly distributed, and all the potential targets are located at grids, by using BP, the RFDA can exactly reconstruct K targets with a probability higher than 1 − ( ≤ 1) in the noiseless case, where
Proof: According to the corollaries in [30] , if the mutual coherence
the K non-zero entries of x can be exactly recovered in the noiseless case. Then with Lemma 1, and by substituting r = 1/(2K − 1) into (53), we have that the probability of exact recovery is
Thus the probability of exact recovery is larger than 1 − , if
Theorem 2 is proven, because it is easy to verify that (61) is equivalent to (58).
Corollary 2: If the target number, K, satisfies (58), then in a noisy case, where the noise power of each array element is σ 2 n , the reconstruction error of QCBP satisfies the following constraint, with a probability higher than 1 − :
where η = (ln N + ln(M − 1) − ln ) /N . Proof: Corollary 2 can be proven by directly combining Theorem 2 in this paper and Theorem 2.1 in [31] .
Theorem 2 gives a sufficient condition for exact recovery in noiseless cases, and Corollary 2 gives an upper bound of reconstruction error in noisy cases. We noted that these two bounds are quite loose in practice, and are seeking tighter results.
VI. NUMERICAL RESULTS
Numerical simulations verify the results achieved in this work, and demonstrate the merit of the new proposed FDA structure. In all the simulations, a linear array with N = 128 elements was chosen as the archetype of the RFDA. The center carrier frequency f c was 3 GHz, and the frequency increment ∆f = 1MHz. The inter-element distance d = 0.025 m, which equals the quarter wavelength. For carrier frequency distributions that are discrete and continuous uniform, the parameter M = 64. For Gaussian distributions, the standard deviation σ = 5.
In the results, the expectations w.r.t. the random vector m are all calculated via 10,000 Monte-Carlo trials with different sample tracks of m, unless otherwise specified. However, considering the massive computation time, in Subsection VI-B and Subsection VI-C we conducted just 1,000 trials, with different noise but the same m, to find the averaged successful detection rate and MSE for each SNR point.
With the above setup, simulations of the beampatterns' asymptotic distribution, target detection performance, and CRB/MSE of direction/range estimation were conducted. Results are provided in the following subsections.
A. Asymptotic Distribution
Because of the difficulties in direct verification of Theorem 1, we decided to verify that the stochastic characteristics of ρ(q, p) = e −jα β(q, p) match the results given in (66), (69), and 70). We also verified that the real and imaginary parts of ρ(q, p) are Gaussian distributed.
The verifications of (66) and (69) are similar to the simulations of the mean and variance of the beampattern. The results are omitted here because they are almost the same as those were shown in Fig. 3 and Fig. 4 .
For the verification of (70), we recorded the real and imaginary parts of ρ(q, p) in each trial. The differences between the variance of {ρ(q, p)} and {ρ(q, p)} are shown in the left column of Fig. 6 , and the theoretical values are displayed on the right. The simulated and analytical results match well. Moreover, it can be verified that the cross correlations between {ρ(q, p)} and {ρ(q, p)} for different {q, p} pairs are very small (no larger that 10 −4 ). Based on these facts, one can conclude that (70) is verified. Finally, we conducted the Kolmogorov-Smirnov (KS) test [32] for the normalized {ρ(q, p)} and {ρ(q, p)}. When the trial number reached 10,000, all the {q, p} pairs passed the test at a 5% significance level.
With above results, the expression of asymptotic distribution of the beampattern in Theorem 1 can be considered as verified in this simulation setup.
B. Target Detection Performance of Compressive Sensing
Simulation results for the target detection performances of compressive sensing are provided in this subsection.
The first simulation gives an example of target indication. There were three targets at different ranges and directions (
o , r 1 = 10m; θ 2 = 5 o , r 2 = 70m; θ 3 = 60 o , r 3 = 120m.). The amplitudes of Target 1 and Target 2 were identical and 10 dB larger than that of Target 3. The SNR of Target 3 was 0 dB (measured at the input of each receiver). Data was collected from only one snapshot. The beamforming result is shown in Fig. 7(a) . The ranges and directions of Targets 1 and 2 are correctly indicated. But compared with the first two, Target 3 was too weak, and was masked by sidelobes. However, in the compressive sensing result (Fig. 7(b) , by the SP algorithm), all the three targets were successfully detected, and their locations were correctly indicated as well. The second simulation was performed to evaluate the detection performances of different compressive sensing algorithms. There were two targets with identical reflection amplitudes, but different locations. The input SNR varied from -24 dB to 6 dB. A successful detection was defined as exact coincidence between the estimated and the true support sets. The results are shown in Fig. 8 . In the comparison between the SMV and MMV scenarios, the detection performances of the MMV are better for both types of algorithms. In the comparison of recovery algorithm types, FOCUSS and M-FOCUSS outperform their subspace pursuit counterparts in both SMV and MMV scenarios.
C. CRB and MSE of Direction/Range Estimation
In Fig. 9 and Fig. 10 , the CRBs provided in (48) and (49) are compared with corresponding MSEs of the direction and range estimates obtained via maximum likelihood (ML) estimation, for various SNRs. The amplitudes of the targets were kept constant, and noise power was varied to get each of the data points. A single target scenario was considered in this simulation. The results are averaged w.r.t. different sample tracks of the random vector m. It can be seen that the theoretical values of CRB match the MSEs well in high SNR situations (SNR > 0dB). This result validates the correctness of the estimation error bounds provided in Subsection V-A.
VII. CONCLUSION
We proposed a new frequency diverse array structure, named RFDA, to locate targets' directions and ranges without coupling. By randomly assigning the carrier frequencies of array elements, the RFDA realizes a random sparse sampling of the targets' information simultaneously in the spatial-frequency domain with a low system complexity. The beampattern of the RFDA is thumbtack-like, but with random sidelobe bases. Stochastic characteristics of the beampattern, the mean, variance, and asymptotic distribution were analytically derived, and two signal processing algorithms were introduced. In addition, the Cramér-Rao bounds for direction/range estimation, as 
APPENDIX
According to (23) , the variance of y n (q, p) is independent of n, hence the sum of {y n (q, p)} N −1 n=0 is asymptotically complex Gaussian distributed [18] . Then the mean of β(q, p) is E m β 1 (q, p) β 2 (q, p) = {β(q, p)} {β(q, p)} .
Substituting ( 
Moreover, the mean of ρ(q, p) can be achieved directly bȳ ρ(q, p) E m {ρ(q, p)} = 1 N S N a (q)Φ(p).
By defining σ 
Between ρ(q, p) and β(q, p), the only difference is the phase factor e jα , so they have same variances, given by 
Substituting (69-70) into (67-68), and noting that S N a (·) and Φ(·) are real, one finds that
Hence, the covariance matrix of the real and imaginary parts of ρ(q, p) is
Because β(q, p) = e jα ρ(q, p), we have that 
Theorem 1 is proven.
