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Abstract
This thesis develops modelling and algorithmic approaches for two Project Scheduling
Problems. We ﬁrst consider the Discrete Time-Cost Tradeoﬀ Problem (DTCTP)
which involves determining an execution mode for each project activity associated
to a time-cost pair so that either deadline or budget restrictions are satisﬁed. A
new, path-based formulation is proposed which is subsequently solved using an exact
cutting plane algorithm enhanced with speed-up techniques. Extensive computational
results demonstrate that the algorithm can optimally solve some of the hardest and
largest instances in the literature.
By introducing uncertainty, we construct the stochastic DTCTP with static modes,
under a Two-Stage Stochastic Programming approach; the ﬁrst-stage determines the
modes while the second performs activity scheduling according to observed outcomes.
The formulation is solved via an exact decomposition-based algorithm, which is shown
to converge fast to optimality through extensive experimentation; the beneﬁts of us-
ing stochastic models over traditional deterministic approaches which only consider
expected values are also conﬁrmed.
A Multi-Stage formulation for the stochastic dynamic DTCTP is also proposed,
which, to the best of our knowledge, is the ﬁrst in the ﬁeld. This allows adjusting the
mode decisions according to observations and its complexity is due to the presence
of decision-dependent uncertainty as the decisions inﬂuence the time discovery of the
random variables. A Branch-and-Bound methodology is developed using lower and
upper bounds and dominance rules and its generic features are discussed. Our ex-
tensive computational study highlights the value of ﬂexibility associated to dynamic
models and tests the performance of the proposed approaches in solving computa-
tionally diﬃcult, non-standard, stochastic programs.
The ﬁnal part of this thesis focuses on the Stochastic Resource-Constrained Project
Scheduling Problem, which involves scheduling project activities under limited re-
sources and uncertain durations. A solution methodology is presented, implemented
and computationally evaluated using randomly generated test instances. Computa-
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6tional results are reported.
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Chapter 1
Introduction
1.1 Project Scheduling
Both the applicability prospects and the challenging nature of Project Scheduling
Problems (PSP) have attracted intensive research in the academic world and have
established project scheduling theory as an important, diverse and dynamic area
within combinatorial optimisation. Real-life projects, including the construction of
the Channel Tunnel, the design of the Airbus and the Olympic games are only a
few examples of projects which have beneﬁted from project management techniques.
Project Scheduling (PS) deals with devising a time-plan for the activities in the
project subject to preset project speciﬁcations with the view to achieving an objec-
tive. A successful project is one that delivers quality products on time and within
budget. This thesis studies two fundamental PS models, namely the Discrete Time-
Cost Tradeoﬀ Problem (DTCTP) and the Resource-Constrained Project Scheduling
Problem (RCPSP) whose generality allows them to become the basis for many other
variations. These two problems are similar in that they are represented by a network
of activities which deﬁnes the precedence constraints of the ﬁnish-start type between
them, i.e. that some activities cannot be started before their immediate predecessors
have been completed. Furthermore, the project activities, which are associated to a
duration, need to be executed preemptively, i.e. without any interruptions.
The Discrete Time-Cost Tradeoﬀ Problem In practice, it often happens that
activities may be performed in a number of diﬀerent ways involving trade-oﬀs. The
Time-Cost Tradeoﬀ Problem (TCTP) originates from Kelley and Walker (1959) who
assume a direct activity cost function to describe the interaction between the activity
duration and cost. Activity durations are bounded below by the so-called crash
durations and from above by the normal durations, corresponding to a maximum
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and minimum allocation of resource (cost), respectively. The resource is assumed
to be of a non-renewable nature, i.e. it is available on a total project basis with a
limited availability for the entire project. Money is perhaps the best example of such
a resource as often projects are limited to a predeﬁned budget.
The literature addresses TCTPs with a continuous cost function rather extensively.
However, this is not the case for when the time-cost function is discrete. The DTCTP
deﬁnes a ﬁnite set of time-cost pairs for each activity and is thus able to accommodate
resources of a discrete nature, such as labour or machines.
The DTCTP can be formally stated as follows: given a set of execution modes
(time-cost pairs) for each activity, determine a mode for each activity and an as-
sociated starting time according to one of three objective functions studied in the
literature.
I. The ﬁrst objective aims to minimise project duration while remaining
within a speciﬁed budget (referred to as the budget problem).
II. The second objective aims to minimise the total project cost while satis-
fying a certain deadline (referred to as the deadline problem).
III. For the third objective function, the value of the deadline is allowed to vary
so that a time-cost eﬃcient curve can be obtained providing the optimum
total project cost for a given deadline (referred to as the complete project
time-cost tradeoﬀ curve problem).
The Resource-Constrained Project Scheduling Problem In contrast to the
DTCTP, the RCPSP allows for only one execution method for each activity; the
activity duration is thus ﬁxed. The RCPSP involves determining the starting time
of each activity in a project so that precedence and resource availability constraints
are satisﬁed while the whole project duration is minimised. A number of discrete,
renewable resources are considered, meaning that in each time period of the planning
horizon, a constant number of each resource units is available. Each activity requires
constant amounts of each (renewable) resource during each period of its duration.
The resource constraints of the problem forbid the simultaneous execution of any set
of activities whose total resource requirement for a resource exceeds its availability.
1.2 Project scheduling under uncertainty
Most of the eﬀort in the PS area has assumed perfect information and a static de-
terministic environment, where project parameters are known in advance prior to
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project execution. This is a rather simplistic conjecture since data may evolve over
time while project decisions are taken before the complete data stream is revealed.
Such inherent uncertainty is ampliﬁed by today’s dynamic environment where polit-
ical, technical or weather conditions give rise to considerable uncertainty. Projects
often take far longer to complete and cost much higher than originally estimated.
This raises serious concerns especially for grand projects. Clearly, an improvement of
even a mere 1% in such a project may save large sums of money, resources and time.
Despite rapid technological advancements in computer power and capabilities, the
deterministic methods, still under consideration today by many project managers, re-
main ill-suited to cope with ﬂuctuations or unexpected events. Budget and schedule
overruns, compromised performance and wasted expenditures have triggered the de-
velopment of methods for dealing with stochasticity in projects, based on optimisation
techniques and other decision support tools.
The Stochastic PSP diﬀers from its deterministic counterpart in that some project
parameters are random variables. The stochastic model attempts to achieve the
“best” objective value over all possible realisations of the random parameters. For
presentation purposes, assume that the stochastic model considers minimising the
expected value of the objective function 푓(푥, 휉) for decisions 푥 ∈ 푋 and random vari-
ables 휉 ∈ Ξ. Standard stochastic optimisation considers two types of decisions that
may be taken based on either a “Here-and-Now” (HN) or a “Wait-and-See” (WS)
approach. Decisions resulting from the former approach, referred to as the HN de-
cisions, are taken 푎` priori, i.e. before perfect information on the states of nature is
revealed. Their optimum solution value, 푍퐻푁 , is given by 푍퐻푁 = min
푥
피휉[푓(푥, 휉)].
According to Jorgensen and Wallace (2000), the HN decisions may be further cate-
gorised into static and dynamic; their corresponding stochastic models are referred to
as stochastic static and stochastic dynamic, respectively. The former refers to models
whose decisions remain unchanged regardless of new information becoming available
during project execution. The latter refers to models whose decisions are allowed to
be made over time and can depend on observations, hence the decision variables are
denoted as 푥(휉). The authors argue that the expected objective value obtained from
a stochastic static model, 푍푠푡, is too pessimistic as, on average, it is larger than the
one obtained by solving a stochastic dynamic model, 푍푑푦푛. This fact is rather intu-
itive since a dynamic approach is coupled with the beneﬁt of managerial ﬂexibility,
i.e. the ability to adjust decisions according to observations. For example, in case
an unexpected delay occurs in a project, the project manager may choose to increase
the resource allocation of future activities in an attempt to reduce their duration and
meet the project’s deadline. In practical applications, project managers often choose
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to update their strategies by re-applying the stochastic static model whenever they
witness a signiﬁcant change in the state of the system (this strategy is also called
reactive scheduling). Although this approach is not optimal in general with respect
to the stochastic dynamic model, the corresponding reactive expected objective value,
푍푟푒푎푐푡, serves as an improvement over the solution obtained from the stochastic static
model, i.e. 푍푑푦푛 ⩽ 푍푟푒푎푐푡 ⩽ 푍푠푡.
On the other hand, a WS solution is made 푎` posteriori, i.e. assumes a perfect in-
formation state and that all randomness has been realised. Clearly, the WS solution,
푥푊푆 , always yields the optimum result; 푥푊푆 = argmin
푥
[푓(푥, 휉푊푆)], where 휉푊푆 are
the realised values of the random parameters 휉. However, it is impractical and un-
realistic to consider it as the realised values of the random parameters (휉푊푆) cannot
be foreseen. In reality, only the HN solution may be computed in advance and its
quality is compared against the expected optimum value of the WS decisions, 푍푊푆 ,
where 푍푊푆 = 피휉[min
푥
푓(푥, 휉)]. This comparison is measured via the Expected Value
of Perfect Information (EVPI) deﬁned as 퐸푉 푃퐼 = 푍퐻푁 −푍푊푆 . A good HN solution
yields a 푍퐻푁 with a small EVPI, which can also be described as the value we would
be prepared to pay for acquiring perfect information.
A natural temptation would be to solve the deterministic counterpart of the
stochastic problem that considers only expected activity durations (as in PERT);
this is known as the Mean Value (MV) problem. In the classic makespan minimisa-
tion problem, using Jensen’s inequality, the deterministic optimum project comple-
tion time, 푍퐷푀푉 = min푥
[푓(푥,피(휉))], is found to be an underestimation of the expected
makespan. In addition, blindly applying the MV solution, 푥푀푉 = argmin
푥
[푓(푥,피(휉))],
to cope with all possible scenarios can lead to far from optimal performance. Apart
from the danger of the solution leading to infeasibilities (failure), its expected solution
value (across all the outcomes), 푍푀푉 = 피휉[푓(푥푀푉 , 휉)], is found to be at least as large
as 푍퐻푁 , as the MV solution is part of the feasible region of the HN problem. The
diﬀerence 푍푀푉 − 푍퐻푁 is referred to as the Value of the Stochastic Solution (VSS).
Undoubtedly, the vast research eﬀort in deterministic PSPs (and especially the
RCPSP) has not been proportional to the amount of research for their stochastic
equivalents, despite the number of potential applications. The reason for this fact
is two-fold. Firstly, most stochastic models are ambiguous and still not well-deﬁned;
they only attempt to provide a subjective approximation to the real problem. Finally,
and more importantly, the added complexity to already hard combinatorial optimisa-
tion problems, as a result of the inclusion of the stochastic element, makes the search
for fast and memory eﬃcient solution methodologies rather disheartening.
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1.3 Contribution
This thesis is concerned with the study of PSPs under a deterministic and stochas-
tic context. Much of this research is devoted to the DTCTP, which has not been
adequately addressed in the literature so far. This problem will serve as a frame-
work in this thesis, to examine the modelling and structural issues arising in PSPs,
once the randomness is explicitly considered. The process of extending the DTCTP
in a stepwise fashion addresses emblematic problems encountered in several stochas-
tic programs thus showing that the mathematical modelling process need not be so
daunting.
Apart from the modelling aspect dealt with in this thesis, we also aim to create
new algorithmic methods for solving the discussed formulations. Initially, algorithmic
development is directed towards the deterministic DTCTP, before extending the pro-
cedures to the Stochastic DTCTP with Static Modes (SDTCTP with SM). For the
most diﬃcult variation of the DTCTP considered in this thesis, namely the Stochastic
DTCTP with Dynamic Modes (SDTCTP with DM), the decisions are taken under
a Multi-Stage setting and are allowed to depend on the observations of the realisa-
tions of the random parameters up to that point in time. We show that this problem
belongs to a class of non-standard stochastic programs where the order in which
decisions occur is not known in advance as it depends on observed outcomes. The
optimal solutions to the resulting mathematical model are found via a Branch-and-
Bound (B&B) algorithm which is presented and its various components are discussed
in detail. It is worth noting that formulating the general stochastic dynamic schedul-
ing problem has not been addressed in the literature before. In fact, the literature
on this class of non-standard stochastic programs is limited, hence all the approaches
developed in this thesis are considered new contributions to the whole class of such
problems.
Finally, the thorough examination of the SDTCTP will lead to greater under-
standing of other Multi-Stage stochastic PSPs. The generic nature of the solution
approach developed for the SDTCTP with DM is conﬁrmed by its implementation to
the Stochastic RCPSP (SRCPSP). In its deterministic context, the RCPSP is proba-
bly the most widely studied PSP in the literature. The ﬁnal part of the thesis involves
the expansion of the developed concepts and methods to explore the modelling and
solution issues of the SRCPSP in a Multi-Stage setting.
Due to the dynamic nature of the Multi-Stage extensions of the PSPs described in
this thesis, it is natural to relate them to stochastic dynamic programming. However,
the solution approaches presented in this thesis are of strong combinatorial nature and
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unlike stochastic dynamic programming, the model formulation does not constitute
the solution algorithm (Sen 2001), thus rendering our research closer to combinatorial
optimisation rather than stochastic dynamic programming.
1.4 Methodological preliminaries
In this section, we provide an overview of commonly used modelling and solution ap-
proaches in various combinatorial optimisation problems. The aim is to familiarise the
reader with methodological techniques which will be frequently referred to throughout
this thesis.
1.4.1 Mathematical programming
Mathematical programming refers to the study of (optimisation) models in which an
objective function is to be minimised or maximised by selecting the best allowable
values for real and/or integer decision variables subject to a set of predeﬁned con-
straints. In contrast to Linear Programs (LP), where the decision variables of the
optimisation problem can be given any real number value, Mixed Integer Programs
(MIP) restrict some (or all) their decision variables to be discrete/integer.
Much of this thesis involve MIPs, whose general formulation is given in Model 1.1
below.
Model 1.1 General MIP formulation
Minimise
푓(푥) + 푑(푦)
subject to:
푔(푥) + ℎ(푦) ⩾ 0 (1.1)
푥 ∈ ℤ+푚 (1.2)
푦 ∈ ℝ+푛 (1.3)
where 푥 and 푦 are m- and n- vectors, respectively, 푓 and 푔 are functions mapping
(integer) m-vectors to a real number, i.e. 푓 : ℤ+푚 → ℝ, 푔 : ℤ+푚 → ℝ and 푑 and ℎ are
functions mapping (real) n-vectors to a real number, i.e. 푑 : ℝ+푛 → ℝ, ℎ : ℝ+푛 → ℝ.
푥 and 푦 are the decision variables of Model 1.1, with allowable domains the positive
integers and the positive reals, respectively. We refer to Pure Integer Programs when
all the decision variables are restricted to be integer.
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Solution algorithms for MIPs
Most algorithms designed for MIPs solve subproblems which are LPs. If the corre-
sponding LP relaxation of the MIP (obtained by substituting constraints (1.2) with
푥 ∈ ℝ+푚) has an optimal solution that satisﬁes the integrality constraints (1.2), then
that solution is feasible and optimal with respect to the MIP. In general, however,
the LP relaxation does not have an optimal integer solution.
Cutting plane algorithms The basic principle of cutting plane algorithms in-
volves repeatedly solving a relaxation of the MIP, usually using only a subset of the
constraints, each time adding new (violated) constraints, until the obtained solution
is feasible with respect to the whole set of constraints. The name “cutting plane”
originates from the ability of the algorithm to “cut out” parts of the feasible region of
the relaxed model while leaving the feasible region of the corresponding MIP intact
(Garﬁnkel and Nemhauser 1972).
Branch-and-Bound algorithms Branch-and-Bound (B&B) is one of the most
widely applied and studied implicit enumeration algorithms for ﬁnding optimal solu-
tions of various optimisation problems involving discrete decision variables. It consists
of a systematic construction of candidate solutions (branching) and calculations of up-
per and lower bounds (bounding) on the objective function to speed up the search
process.
The branching process can be seen as building up a tree, where the LP relaxation
of the problem under investigation sits in the root and new problems are stored as child
nodes. Each child node is a copy of its parent node plus some additional constraints.
The B&B algorithm deﬁnes which additional constraints are added (branching) and
which child node is to be solved ﬁrst (node selection).
Branching: To demonstrate the branching process, consider the simple (Pure)
Integer Program shown in Model 1.2 as being a node in the B&B tree, where 푥, 푓 and
푔 are as deﬁned from Model 1.1 and [푎푖, 푏푖] is the set of all integers from 푎푖 to 푏푖. The
B&B procedure starts by replacing all integrality constraints (1.6) by 푎푖 ⩽ 푥푖 ⩽ 푏푖 for
all 푖 ⩽ 푚. The resulting model is the so-called relaxed LP, whose solution is 푥퐿푃 . If
푥퐿푃 happens to satisfy integrality conditions, the algorithm is terminated because the
optimal solution has been found, since integrality is satisﬁed without being enforced.
Otherwise, a lower bound 푧 = 푓(푥퐿푃 ) on the true optimal objective is obtained. The
B&B algorithm continues with the branching procedure, i.e. by picking one (usually
non-integer) variable 푥푗 , called the branching variable, and one integer 푑푗 ∈ [푎푖, 푏푖] .
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Model 1.2 Simple Pure Integer Program
Minimise
푓(푥) (1.4)
subject to:
푔(푥) ⩾ 0 (1.5)
푥푖 ∈ [푎푖, 푏푖] ∀푖 ⩽ 푚 (1.6)
We then replace our original problem (Model 1.2) by two similar problems (child
nodes), Model 1.3 and 1.4:
Model 1.3 B&B tree: Child node 1
Minimise
푓(푥) (1.7)
subject to:
푔(푥) ⩾ 0 (1.8)
푥푖 ∈ [푎푖, 푏푖] ∀푖 ⩽ 푚, 푖 ∕= 푗 (1.9)
푥푗 ∈ [푎푖, 푑푗 ] (1.10)
Model 1.4 B&B tree: Child node 2
Minimise
푐푇푥 (1.11)
subject to:
퐴푥 = 푏 (1.12)
푥푖 ∈ [푎푖, 푏푖] ∀푖 ⩽ 푚, 푖 ∕= 푗 (1.13)
푥푗 ∈ [푑푗 + 1, 푏푗 ] (1.14)
The original problem has now been replaced by two subproblems that each inves-
tigate a diﬀerent part of the solution space. These subproblems are the child nodes
of Model 1.2 in the tree, waiting to be solved (“active” nodes).
Node selection: Once the next node to solve is selected, attempting to solve it
may either (i) lead to an infeasibility, in which case the node is fathomed (further
exploration of that part of the tree is prohibited), or (ii) lead to an integral solution
푥푖푛푡, in which case the node is fathomed and the best objective function value found so
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far, 푧푏푒푠푡, is replaced by 푓(푥푖푛푡), if it is better, or (iii) lead to a non-integral solution,
푥푛푖푛푡. In the latter case, if the obtained objective value 푓(푥푛푖푛푡) is greater than
푧(푏푒푠푡), then the node is simply eliminated as it is impossible to obtain the optimal
solution from that part of the solution space. If 푓(푥푛푖푛푡) ≤ 푧푏푒푠푡, then we continue
branching, as we did for Model 1.2.
Because the solution space is ﬁnite, the algorithm will eventually terminate, either
without ﬁnding an integral solution (infeasible problem), or giving us the optimal
integral solution, 푧푏푒푠푡. Much research in integer programming concerns how to choose
the best branching and node selection strategy. We refer the reader to Garﬁnkel and
Nemhauser (1972) for more details.
1.4.2 Mathematical programming with random parameters
When we deal with random parameters, we seek to ﬁnd suitable modelling techniques
to formulate mathematically the optimisation model so that its solution balances ap-
propriately the performance of the objective function under the (random) realisation
of the project, but also its feasibility with respect to a set of constraints. The idea
of uncertainty is reﬂected both in the choice of the objective function as well as the
constraints. The widespread applicability of models bearing uncertainty is reﬂected
in the variety of existing books, cited in van der Vlerk (1996-2007).
Deterministic Equivalent Problem A stochastic problem needs to be formu-
lated as its Deterministic Equivalent Problem (DEP), whose accurate mathematical
formulation is alone a formidable and rather subjective task. Failing to formulate the
stochastic problem correctly would unavoidably result in a poor solution.
As for all optimisation problems, DEPs consist of an objective function (measure
of performance) and a set of constraints (feasibility criteria). Following the illustra-
tion from Section 1.2, we continue using 푓(푥, 휉) as the function which needs to be
minimised. The constraints are given by 푔(푥) ⩾ 0 and, for the moment, it is assumed
that they do not contain any randomness.
There have been three main approaches to formulating the measure of performance
for the DEP of a stochastic optimisation problem.
∙ Firstly, most of the research into Stochastic Programming deal with the Expected
Value model: min
푔(푥)⩾0
피휉(푓(푥, 휉)).
∙ Secondly, the Aspiration Probability Model is a target-oriented technique where
we aim to minimise ℙ(푓(푥, 휉) ⩽ 퐺)∣푔(푥) ⩾ 0, where 퐺 is a speciﬁed goal.
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∙ Finally, the object of most developments in Robust Optimisation where we seek
optimise the Worst-Case performance, i.e. min
푔(푥)⩾0
max
휉∈퐻
푓(푥, 휉), where 푔(푥) ⩾ 0
deﬁnes the feasible region for decisions 푥 and 퐻 ⊆ Ξ is some uncertainty set.
So far we have assumed that 푔(푥) is a function of 푥 only and does not contain any
randomness. For the case where the constraints of our program are also random (let
푔(푥, 휉) ⩾ 0 be the appropriate feasible region in this case), the DEP may incorporate
any of the following formulations:
∙ Worst-Case or Fat constraints, 푔(푥, 휉) ⩾ 0, ∀휉 ∈ Ξ,
∙ Robust Optimisation constraints 푔(푥, 휉) ⩾ 0, ∀휉 ∈ 퐻,
∙ Chance-Constraints, ℙ(푔(푥, 휉) ⩾ 0) ⩾ 푝, for some suitable probability 푝.
Stochastic programming
Stochastic Programming (SP) is an area of Mathematical Programming which pro-
vides a framework for modelling optimisation problems involving uncertainty. Gen-
erally, the goal of SP techniques is to ﬁnd a solution that is feasible for all (or for
some selected or representative) realisations of the random parameters and minimise
or maximise a performance measure, usually a function of the decision variables. De-
pending on the decision maker, we may consider measures such as expectations, worst
case performance or a probability of attaining a predetermined target goal. Most of
SP is devoted to the Expected Value model involving Worst-Case constraints. As
opposed to other aforementioned options, such a model typically beneﬁts in terms of
hedging and safety against constraint violations. The trade-oﬀ is usually a complex
mathematical program which may require information that is limited. Such informa-
tion typically involves the assignment of appropriate probability distribution functions
to the stochastic problem parameters. The need to calculate conditional expectations
and probabilities of multi-dimensional random variables is the main challenge for solv-
ing such problems. For almost all realistically sized problems, we need to resort to
approximations (Sen 2001).
Scenario approach A common approach in SP is to rely on sampling, i.e. taking
a ﬁnite set of particular outcomes of the random variables, also referred to as sce-
narios. Scenario analysis (Rockafellar and Wets 1991), may also beneﬁt the problem
by ﬁnding a “well-hedged” solution for the problem by discovering “similarities or
trends” between the solutions of the subproblems, each corresponding to only one
scenario of the problem. While an increased number of scenarios usually provides a
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closer approximation to the real problem, it also unavoidably adds complexity to the
optimisation model.
Recourse problems Approximations not only deal with the scalability of the re-
sulting DEP but also help in constructing models that exploit in full any information
available. Making decisions as well informed as possible is the fundamental idea be-
hind the most widely studied models in the area of SP, which are based on the concept
of recourse models. Recourse problems occur when there are two or more decision
stages into the optimisation problem. The term “recourse” is used to signify the ca-
pability of adjusting a solution according to an observed outcome. More speciﬁcally,
recourse actions oﬀer the opportunity to take corrective action (recourse decisions)
with the view of minimising the consequences or bad eﬀects of the previous-stage
decisions.
Recourse problems have three basic components, namely, the scenario tree, the
scenario problems and the non-anticipativity constraints (Higle 2005). As already
mentioned, a scenario is one particular realisation of all the stochastic elements in the
problem. The scenario tree depicts the manner of evolution of the random variables
over time and is a structured representation of the data dependencies between dif-
ferent time stages and is contingent upon scenarios (Messina and Mitra 1997). Each
node represents a possible information state while each arc emanating from a node
represents a possible transition to another information state, at a later time. Associ-
ated with this arc is a transition probability. A scenario problem is the deterministic
optimisation problem derived from one scenario; each scenario corresponds to a path
from the root node to a leaf node in the scenario tree. The scenario probability is a
combination of all the probabilities of the arcs included in the path and is equal to
the probability that the corresponding leaf node is reached from the root node.
Consider for example a project network consisting of two non-dummy activities
as shown in Figure 1.1. Note that activities (0) and (3) are the dummy source and
sink nodes, respectively.
0 1 2 3
Figure 1.1: Project network example
Assume that the duration of activities 2 and 3 is uncertain. Activity 2’s duration
may take either of three diﬀerent values, namely, 1, 3 or 4, and activity 3’s duration
may take either of two values, namely, 1 or 2, respectively, with equal probabilities.
The scenario tree for this project is shown in Figure 1.2.
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1 3 4
1 12
1 2 21 1
1 2 3 4 5 6
S t a g e  1 :
S c h e d u l e  a c t i v i t y  1
S t a g e  2 :
S c h e d u l e  
ac t i v i t y  2
Figure 1.2: Scenario tree for the project network in Figure 1.1
The scenario tree has two stages and six leaves, therefore six scenario problems
(these are shown as the numbers below each leaf). For example, scenario problem
3 is the one where the duration of activity 1 takes the value 3 and the duration of
activity 2 takes the value 1.
In general, the sequence of decisions taken for stochastic programs needs to con-
form to the information structure of the problem, as this is deﬁned by the scenario
tree. For this purpose, we impose the non-anticipativity or implementability con-
straints. These constraints ensure that at any stage where decisions should be made,
the scenarios which share the same history of realisations of stochastic parameters
and decisions up to that stage (these scenarios are called indistinguishable), should
be restricted into prescribing the same decisions at the current stage. We also call
these constraints as implementability constraints, because they make sure that any
solution obtained is implementable, i.e. decisions taken at any point in time only de-
pend on information that is available at that time. For example, assume that at the
end of the project in Figure 1.1, we need to make another decision, perhaps whether
to start another project. That project also includes activities with random parame-
ters and can therefore evolve in a number of diﬀerent ways. However, the decision on
whether to start this new project at this current stage cannot depend on any partic-
ular outcome of the new projectbut can only depend on information which has been
observed, i.e. it can only depend on which scenario from Figure 1.2 has realised.
Two-stage Stochastic Recourse Programs Most models in SP are based on the
concept of Two-Stage stochastic programs. Such models require making a decision
now (ﬁrst-stage) and before any uncertainty is revealed. The second-stage decisions
are taken after the uncertainty has been resolved with the view to minimising the
consequences or bad eﬀects of the ﬁrst-stage decisions.
A Two-Stage stochastic program may be formulated in the following way:
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min 푓1(푥1) +푄(푥1) (1.15)
s.t. 푔1(푥1) ⩾ 0, 푥1 ∈ 푋1 (1.16)
where
푄(푥1) =
∑
푠
푝푠푄(푥1, 휉
푠) = 피휉[푄(푥1, 휉)] (1.17)
and
푄(푥1, 휉) = min{푓2(푥1, 푥2, 휉)∣푔2(푥1, 푥2, 휉) ⩾ 0, 푥2 ∈ 푋2} (1.18)
where 푥1 are the ﬁrst-stage decisions and 푥2 the second-stage decision variables. 푓1
is a function mapping the decision variables 푥1 to the real numbers, i.e. 푓1 : 푋1 → ℝ.
Similarly, 푔1 : 푋1 → ℝ.
The function 푄(푥1, 휉) is called the recourse function, and 푄(푥1), therefore, the
expected recourse function. Furthermore, 푓2 : 푋1 ×푋2 → ℝ and 푔2 : 푋1 ×푋2 → ℝ.
푝푠 is the probability that the vector of random parameters, 휉, takes the value 휉
푠.
A Two-Stage problem with recourse is said to have complete recourse, if, for any
choice of ﬁrst-stage decisions, there exist feasible second-stage decisions.
Multi-Stage Stochastic Recourse Programs One natural generalisation of the
Two-Stage model, is the Multi-Stage model. Here, the uncertainty is not completely
revealed at the beginning of the second stage. Instead, uncertainty is gradually re-
vealed at each stage. At the beginning of each stage, a decision is made followed by
some observations of the uncertain parameters.
The Two-Stage stochastic program with recourse can be extended to a Multi-Stage
formulation as follows:
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min
푥1
푓1(푥1) + 피휉1 [min푥2
푓2(푥1, 푥2, 휉1) + 피휉2∣휉1 [min푥3
푓3(푥1, 푥2, 푥3, 휉1, 휉2)
+ . . .+ 피휉푇−1∣휉1,...,휉푇−2 [min푥푇
푓푇 (푥1, . . . , 푥푇 , 휉1, . . . , 휉푇−1)] . . .]] (1.19)
s.t. 푔1(푥1) ⩾ 0 (1.20)
푔2(푥1, 푥2, 휉1) ⩾ 0 (1.21)
⋅ ⋅ ⋅
푔푇 (푥1, . . . , 푥푇 , 휉1, . . . , 휉푇−1) ⩾ 0 (1.22)
푥푡 ∈ 푋푡 ∀푡 ⩽ 푇 (1.23)
Imperative to Multi-Stage stochastic programs, is the addition of the non-anticipativity
constraints; these ensure that the decisions made at stage 푡 are the same for all scenar-
ios that have the same history until stage 푡 ⩽ 푇 . The non-anticipativity constraints
are necessary to honour the information structure of the problem deﬁned by the sce-
nario tree which shows all the possible realisations of the random vectors 휉 ∈ Ξ. The
non-anticipativity constraint for stage 푡 may take a number of diﬀerent formulations.
For example, one can formulate it based on a scenario formulation:
푥푠푡 − 푥푠
′
푡 = 0 ∀푠, 푠′ ∈ 푆∣ (휉푠1, 휉푠2, . . . , 휉푠푡 ) = (휉푠
′
1 , 휉
푠′
2 , . . . , 휉
푠′
푡 ) (1.24)
Another formulation method is directly derived from the scenario tree. Let 푁 be
the set of nodes of the scenario tree, and for each node 푛 ∈ 푁 we deﬁne 퐵푛, the
set of all scenarios 푠 ∈ 푆 passing through node 푛 at stage 푡. We can then develop
the following formulation for the non-anticipativity constraints, also known as a split
variable representation:
푥푠푡 − 푥푠
′
푡 = 0 ∀푠, 푠′ ∈ 퐵푛, ∀푛 ∈ 푁 (1.25)
Finally, a compact representation of the variables allows the implicit application
of the non-anticipativity constraints, where a reduced set of decision variables are
deﬁned. This is obtained by deﬁning the decision variables 푥푡푛, as the decision to be
taken at time 푡 under all scenarios 푠 ∈ 퐵푛 (Messina and Mitra 1997).
Decision-dependent uncertainty The formulations presented so far assume that
the uncertainty is of exogenous nature and cannot be aﬀected by the decisions taken
up to the current stage; the scenario tree (including 퐵푛 for all 푛 ∈ 푁) is then treated
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as an input into the optimisation problem. However, in certain problems such an
assumption may not hold as the decisions taken may inﬂuence the scenario tree either
because they inﬂuence the transition probabilities or the time at which the information
on the realisations of the uncertain variables becomes available. The models outlined
above are inadequate when considering such problems since the scenario probabilities
and/or the scenario tree must be treated as a decision variable also. The formulation
of the non-anticipativiy constraints becomes more complicated as the nodes 푛 ∈ 푁
of the scenario tree, and hence sets 퐵푛, are not ﬁxed. This is the case of the so-
called decision-dependent uncertainty or endogenous uncertainty which may become
an impeding factor in preserving tractability of the optimisation model.
1.5 Outline of thesis
The goal of this chapter has been to brieﬂy introduce the ﬁeld of PS, and especially
the two models which will be the main object of research in this thesis, namely the
DTCTP and RCPSP. Furthermore, the practical justiﬁcation for considering uncer-
tainty in the study of PSPs has been discussed and the issues arising from allowing
random parameters in the modelling process have been outlined. The motivation and
contribution of this research have been highlighted and the methodological prelimi-
naries required to follow the remaining chapters of this thesis have been described.
In Chapter 2, we provide an overview of the state-of-the-art developments in the
literature for the two models studied in this thesis. In particular, we discuss the
modelling and algorithmic advances which are most relevant to the thesis.
In Chapter 3, we study the DTCTP under the traditional deterministic approach.
We present a new mathematical formulation based on a path-based approach which
follows naturally from the graph network of the problem. The resulting MIP is solved
via a cutting plane algorithm, designed to ﬁnd the exact solution to all versions
of the DTCTP, namely the budget, deadline and complete time-cost tradeoﬀ curve
problems. The proposed solution algorithm is tested on a large number of benchmark
test instances and compared to the best existing exact algorithms in the literature.
Its power and eﬀectiveness is particularly noted for the largest existing test problems,
whose optimal solution has been unknown so far.
Chapter 4 studies the modelling implications of introducing the stochastic ele-
ment in the activities’ durations for the DTCTP. The mode decision variables are
assumed to be static (independent of the outcomes of the stochastic elements) and
the mathematical model is formulated under a Two-Stage SP approach. The proposed
decomposition-based algorithms which solve the resulting mathematical formulations
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borrow many features from those deﬁned for the deterministic case. Following the
description of a suitable scenario generation scheme for a set of test instances, we
demonstrate the eﬀectiveness of the proposed algorithm through our extensive com-
putational study and examine the beneﬁt of the SP approach over a traditional de-
terministic approach.
In Chapter 5, we extend even further the SDTCTP and study its mathematical
formulation when the mode variables are dynamic. The resulting problem, deﬁned
under Multi-Stage settings, belongs to a special class of stochastic programs where the
evolution of the uncertainty revelation, as deﬁned by the scenario tree, is dependent
on the decisions taken. This complicating factor, the so-called decision-dependent
uncertainty, proves to bring signiﬁcant diﬃculty into the formulation of the mathe-
matical model and, as a result, its solution approach. Nevertheless, we address the
diﬃculties of the problem and propose a B&B algorithm designed to ﬁnd the exact
solution to the model while meeting memory limitations. The various components
of the algorithm, including branching and node selection/solution strategies, are de-
scribed in detail and are enriched via lower and upper bounding techniques, as well as
dominance and fathoming rules. The generic features of the proposed approaches, as
well as guidelines for their implementation to other Multi-Stage stochastic programs
with decision-dependent uncertainty, are discussed. In the ﬁnal part of the chapter,
the performance of the proposed algorithm as well as the eﬀect of its various compo-
nents are evaluated through a subset of the test problems used in the computational
study of Chapter 4. The value of ﬂexibility associated to the dynamic model is also
conﬁrmed.
Chapter 6 is concerned with the application of the developed concepts and method-
ologies to the Multi-Stage Stochastic RCPSP. A mathematical formulation is pre-
sented and its complicating decision-dependent non-anticipativity constraints are dis-
cussed. We derive a B&B algorithm which is able to provide the exact solution to
the mathematical model. The algorithm is an adaptation of the generic version of the
algorithm described in Chapter 5 and is based on the concepts developed in Mingozzi
et al. (1998), yet enriched with tailor-made techniques, as well as dominance rules.
A computational evaluation of the algorithm’s performance and the derived solutions
is given towards the end of the chapter, based on a set of randomly generated test
instances.
Finally, in Chapter 7, we provide a summary of the entire thesis, highlight the
contributions which have been achieved and give directions for further research.
Chapter 2
Literature review
The relevant literature on PS is largely devoted to the generation of schedules which
aim at optimising a given project objective, usually the project makespan. Under a de-
terministic environment, the task of ﬁnding the optimal such schedule is well-deﬁned;
switching to a stochastic context, however, changes the nature of the scheduling prob-
lem signiﬁcantly as the acceptance of the uncertainty implies models which are adept
at coping with change.
According to Jorgensen and Wallace (2000), the models found in the stochastic PS
literature can be distinguished into static and dynamic models (deterministic models
can only be static), as mentioned in Section 1.2. The solution to a static model is
called a plan whereas the solution to a dynamic model is called a policy (or strategy).
In Section 1.2, we argued that the optimal objective value obtained from a deter-
ministic model (used in traditional project management techniques) is too optimistic.
Furthermore, the implementation of the obtained solution on a stochastic model leads
to either infeasibilities or a solution value which is too pessimistic. This is mainly
due to the fact that solutions obtained from deterministic models are static and thus
cannot provide ﬂexibility to the decision maker to adjust the decisions according to
observations while the project is in execution. Hence, deterministic models do not
contain suﬃcient information to provide a solution to real-life problems.
The purpose of this chapter is to provide a classiﬁcation of models used in the
area of PS. The classiﬁcation is based on the deterministic or stochastic nature of
the developed models as well as their static or dynamic features. We review the
complexities, mathematical formulations and solution methodologies proposed under
these categories for the two PSPs investigated in this thesis, namely the DTCTP and
the RCPSP.
Note that in terms of stochastic models, the scope of the following literature review
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is restricted to the developments in SP, rather than Robust Optimisation (RO), as
the former are more relevant to the work presented in this thesis. The RO framework
can be thought of as a generalisation of SP approaches, where the variability of the
objective function is handled directly and the obtained solution retains feasibility at
least to an acceptable level. For details on RO techniques developed for stochastic
PS problems, we refer the reader to Demeulemeester and Herroelen (2002).
2.1 The Discrete Time-Cost Tradeoﬀ Problem
In this section, we will provide an overview of the most important and relevant de-
velopments in the literature with regards the deterministic (automatically static) and
the stochastic DTCTP.
2.1.1 Deterministic models
The DTCTP can be deﬁned as follows: we are given an activity-on-node project
network of 푛 activities. The network is deﬁned by an acyclic digraph 퐺 = (퐴,퐻),
where 퐴 = {0, . . . , 푛 + 1} is the set of nodes (activities) and 퐻 is the set of arcs
(immediate precedence constraints) of the project. We assume that node (0) is the
unique source node in the network and that node (푛 + 1) is the unique sink node;
nodes (0) and (푛 + 1) represent dummy activities. Without loss of generality, we
assume that the activities are topologically ordered, so that all the predecessors of
activity 푖 have an index which is less than 푖. Let 풫 be the index set of all paths in
the project network, starting from activity (0) and ending at activity (푛+ 1) and 푃푙
the set of activities contained in path 푙 ∈ 풫.
Each activity 푖 has an index set of 푀푖 possible modes (execution methods). Each
mode 푚 ∈ 푀푖 is characterised by a duration 푑푖푚 and a cost 푐푖푚, both integer. In
addition, for dummy activities 푖 = 0 and 푖 = 푛+1, 푀푖 = {1} and 푑푖,1 = 푐푖,1 = 0. Let
퐷 and 퐵 denote the project deadline and budget, respectively.
The DTCTP determines a mode for each activity and an associated starting time
according to one of three objective functions studied in the literature.
I. The ﬁrst objective aims to minimise project duration while remaining
within a speciﬁed budget (referred to as the budget problem, denoted as
b-DTCTP in this thesis and classiﬁed as (1, 푇 ∣푐푝푚, 푑푖푠푐,푚푢∣퐶푚푎푥) ac-
cording to Herroelen et al. (1999)).
II. The second objective aims to minimise the total project cost while satis-
fying a certain deadline (referred to as the deadline problem, denoted as
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d-DTCTP in this thesis and classiﬁed as (1, 푇 ∣푐푝푚, 푇푚푎푥, 푑푖푠푐,푚푢∣푎푣)).
III. For the third objective function, the value of the deadline is allowed to vary
so that a time-cost eﬃcient curve can be obtained providing the optimum
total project cost for a given deadline (referred to as the complete project
time-cost tradeoﬀ curve problem, denoted as c-DTCTP in this thesis and
classiﬁed as (1, 푇 ∣푐푝푚, 푑푖푠푐,푚푢∣푐푢푟푣푒)).
The scope of this thesis is restricted to the DTCTP where the time horizon is
represented by a discrete set of time periods 0, 1, . . . , 푇푚푎푥, where 푇푚푎푥 is an absolute
upper bound on the project’s completion time. Note that, if 푇푚푎푥 is not known (as
is the case of the b-DTCTP), we can derive it by ﬁnding the project completion
time (the maximum duration over all paths in 풫) using the mode of longest duration
for each activity. Similarly, the minimum completion time 푇푚푖푛 is calculated via the
modes of shortest duration. The maximum (퐵푚푎푥) and minimum (퐵푚푖푛) project cost
is the summation of the maximum and minimum costs of the activities, respectively.
The (continuous) TCTP, which assumes a continuous time-cost relationship, was
ﬁrst formulated almost ﬁfty years ago by Kelley and Walker (1959). While this
problem has been widely studied, the literature on the discrete case is rather sparse,
mainly due to its inherent computational complexity. In contrast to the TCTP, its
discrete variant has been shown to be a strongly 풩풫-hard optimisation problem for
general activity networks under the three objectives mentioned above. This has been
shown by De et al. (1997), who introduce the strongly 풩풫-complete exactly-on-in-
three 3SAT problem (Garey and Johnson 1979) and provide a pseudo-polynomial
transformation to construct an instance of the DTCTP.
De et al. (1995) oﬀer an excellent review of the literature for the DTCTP. For a
more general survey of both the exact and heuristic procedures proposed we refer the
reader to Brucker et al. (1999), Kolisch and Padman (2001) and Demeulemeester and
Herroelen (2002).
For modelling purposes, a number of MIP formulations have been introduced in
the literature. Most of these are very similar to the one given in Model 2.1. Note
that each 푥푖푚 for 푖 ∈ 퐴 and 푚 ∈ 푀푖 is a binary decision variable which takes the
value 1 if activity 푖 is executed under mode 푚, and 푠푖 is a continuous decision variable
signifying the starting time of activity 푖 ∈ 퐴.
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Model 2.1 d-DTCTP : General MIP formulation
Minimise ∑
푖∈퐴
∑
푚∈푀푖
푐푖푚푥푖푚 (2.1)
subject to: ∑
푚∈푀푖
푥푖푚 = 1 ∀푖 ∈ 퐴 (2.2)
푠푗 − 푠푖 −
∑
푚∈푀푖
푑푖푚푥푖푚 ⩾ 0 ∀(푖, 푗) ∈ 퐻 (2.3)
푠푛+1 ⩽ 퐷 (2.4)
푥푖푚 ∈ {0, 1} ∀푖 ∈ 퐴,푚 ∈푀푖 (2.5)
푠푖 ∈ [퐸푆푇푖, 퐿푆푇푖] ∀푖 ∈ 퐴 (2.6)
Objective (2.1) minimises the total project cost, constraints (2.2) limit the number
of selected modes for each activity to one, constraints (2.3) impose the precedence re-
lations between the activities and ﬁnally, inequality (2.4) guarantees that the obtained
solution respects the deadline constraint. Finally, constraints (2.5) and (2.6) deﬁne the
allowable ranges for the mode and starting time decision variables, respectively. The
mathematical formulation for the b-DTCTP is found by substituting the objective
function (2.1) with 푠푛+1 and replacing constraint (2.4) with
∑
푖∈퐴
∑
푚∈푀푖
푐푖푚푥푖푚 ⩽ 퐵.
Exact approaches. A linear MIP approach has been developed by Meyer and
Shaﬀer (1963). An implicit enumeration algorithm for the d-DTCTP in activity-
on-arc networks was proposed by Harvey and Patterson (1979). The approach is
based on a pure 0 − 1 Integer Program where the starting variables are replaced
by binary decision variables 푦푖푡 taking the value 1 if node 푖 is completed by time 푡.
The authors report on computational results based on an example problem and three
project instances taken from the literature.
Crowston and Thompson (1967) view the DTCTP under a decision CPM frame-
work where the activity-on-arc project network contains both AND and OR nodes;
each arc emanating from an OR (or decision) node corresponds to one of the execution
modes of an activity with multiple modes. Only one arc emanates from an AND node,
corresponding to an activity with only one execution mode. The authors present an
alternative formulation of the precedence constraints (2.3) based on the complete set
of paths found in the project network including all arcs emanating from both AND
and OR nodes. A constraint for each such path is added to the mathematical for-
mulation of the problem, using a big-M formulation. The big-M formulation may
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allow for a path constraint to leave the project completion time unaﬀected, if any of
the arcs emanating from an OR node included in the path constraint are unselected.
Crowston and Thompson (1967) and Crowston (1970) show that the proposed model
may be reduced as many of the path constraints are redundant based on a number of
feasibility and dominance criteria. A B&B algorithm which makes use of the resulting
reduced formulation of the problem, is presented by Crowston (1970). At each level
of the B&B tree the critical path is found, based on the solution of the model associ-
ated to the node of the tree, and a branch is created for each mode of an activity in
the critical path found, which speciﬁcally excludes that mode. The algorithm is only
tested on one project example.
Most of the other exact procedures found in the literature rely on a dynamic pro-
gramming formulation which may exploit the decomposition structure of the project
network. Butcher (1967) considers the b-DTCTP for pure series and pure parallel
networks. Let 푏푖 be the budget allocated to activity 푖 ∈ 퐴 and ℎ푖(푏푖) the least dura-
tion of the activity when 푏푖 cost units are made available to it. Also, let 푔푖(푏) be the
least amount of time required to execute activities 0 through 푖 with budget 푏. The
recursive equation suggested by Butcher (1967) is given by:
푔푖(푏) = min
0⩽푏푖⩽푏
{푔푖−1(푏− 푏푖) + ℎ푖(푏푖)} (2.7)
for series networks. The recursive equation for parallel networks is given by:
푔푖(푏) = min
0⩽푏푖⩽푏
{max[푔푖−1(푏− 푏푖), ℎ푖(푏푖)]} (2.8)
For general project networks, Robinson (1975) presents a dynamic programming
framework where:
푔푛+1(푏) = min
푏푖∀푖∈퐴∣
∑
푖∈퐴
푏푖 = 푏
{max
푙∈풫
[
∑
푖∈푃푙
ℎ푖(푏푖)]} (2.9)
Subject to a suﬃcient condition, the author shows that (2.9) may be decomposed
recursively into single-dimensional problems similar to (2.7) and (2.8).
Inspired by the conceptual framework presented by Robinson (1975), an alternate
series-parallel conversion procedure, which identiﬁes the set of nodes preventing the
series-parallel decomposition of the neighbouring modules in an activity-on-node net-
works was suggested (De et al. 1995). The identiﬁed nodes, also referred to as the
complicating nodes, are removed and copies of them are placed on each path between
their immediate predecessors and immediate predecessors. The problem is then solved
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by enumerating all possible combinations for the execution modes of the complicating
nodes. No computational results are presented in the paper.
So far, all the reported solution approaches exhibit an exponential worst-case
complexity. Hindelang and Muth (1979) present a dynamic program which executes
in pseudo-polynomial time, which, however, is shown to be ﬂawed (De et al. 1997).
The error lies in the fact that the approach allows for two immediate predecessors of
a merge node to assume diﬀerent start times at that node. De et al. (1997) correct
the approach by ﬁxing the start time of a node with multiple feasible start times in a
given pass; multiple passes are used to cover the whole range of combinations of the
feasible start times for such nodes.
Successive series and parallel optimisations were developed for the b-DTCTP (El-
maghraby 1993). In Demeulemeester et al. (1996), the authors propose two network
reduction procedures for solving all three versions of the DTCTP, based on dynamic
programming. The ﬁrst approach ﬁnds the minimum number of reductions necessary
to reduce a general network to a series/parallel network. The second algorithm is a
B&B approach which ﬁnds the best reduction plan so that the computational eﬀort
is minimised. Promising results are reported.
A horizon-varying B&B approach for solving the c-DTCTP has been proposed
in Demeulemeester et al. (1998). The authors, report results for networks of varying
complexity and including up to 50 activities. Successive lower bound calculations
via convex piecewise linear underestimations of the discrete time-cost relationship of
the activities are performed by the proposed B&B algorithm. The lower bounds are
used as input for an adapted version of the labelling algorithm developed for the
linear TCTP (Fulkerson 1961). Branching involves selecting an activity whose set of
execution modes is partitioned into two subsets; the subsets give improved convex
piecewise linear underestimations.
Lower Bounds. Akkan et al. (2005) tighten LP-relaxation based lower bounds
for the d-DTCTP by adding additional cuts. The authors use network decomposition
to optimally solve a number of subnetworks; the sum of all optimal objective values
obtained for the sub-problems provides a valid lower bound to the original problem.
Results are reported for large and hard instances including networks with over 130
activities.
Approximation algorithms. In 1998, Skutella studied the approximation be-
havior of the DTCTP by ﬁrst examining the case where each activity has at most two
processing times, one of which is zero. The author deﬁnes a natural linear relaxation
of both the b-DTCTP and the d-DTCTP and solves them to optimality. The solution
obtained is rounded either to the non-zero processing time so that the budget con-
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straint is guaranteed (for the b-DTCTP) or to the zero processing time for meeting
the deadline constraint (for the d-DTCTP).
Heuristics. Crowston and Thompson (1967) describe a heuristic approach based
on the mathematical formulation developed under the Decision CPM framework. The
heuristic algorithm repeatedly calculates the critical path and the associated selected
execution modes lying on that path and ﬁnds the alternative modes which provide the
maximum cost reduction. The algorithm ends when there are no more alternatives to
reduce the total cost. While the heuristic approach performed well on two examples
given in the paper, it has not yet been evaluated on any benchmark test instances.
Mode elimination methods were used in Akkan et al. (2005) to simplify the d-
DTCTP. The authors provide a heuristic based on a column generation procedure
so that a feasible solution is constructed at each iteration. Encouraging results are
presented through a computational study on a new set of generated test instances.
Finally, Vanhoucke and Debels (2007) develop a meta-heuristic approach for this
problem and report results for the same test instances used in Demeulemeester et al.
(1998). The results reported by Vanhoucke and Debels (2007) do not outperform the
results obtained in Demeulemeester et al. (1998).
2.1.2 Stochastic models
In this section, we survey the research eﬀorts in the ﬁeld of the SDTCTP. The
SDTCTP diﬀers from the DTCTP in that the activity durations associated with
each activity 푖 ∈ 퐴 under mode 푚 ∈ 푀푖 is a random variable, d 푖푚. The objective is
to select the most time- and cost- eﬃcient modes for the activities.
Ideally, the probability distribution of each of the random parameters in the
project is required in order to create an instance of the SDTCTP. As suﬃcient infor-
mation is usually rather limited in practice, often we rely on the mean and variance
as well as the type of distribution to describe the uncertain variables. An alternative
would be to provide a ﬁnite number of supporting points for d 푖푚. Based on this
representation of the random variables’ distributions and the complexity of the deter-
ministic DTCTP, we are able to conclude that the stochastic version of the DTCTP,
is also 풩풫-hard.
A stochastic B&B approach for a special case of the SDTCTP with a Two-Stage
with Recourse formulation has been suggested by Gutjahr (2000). The durations are
assumed to be independent and beta-distributed whose mean values may be changed
by employing certain crashing modes. Hence, the duration of each activity 푑푖 is de-
pendent on the ﬁrst-stage decision variable vector x= {푥1, 푥2, . . . , 푥푀}, where 푥푚=1
if mode 푚 is chosen, and 푥푚=0, otherwise. (In their experiments, the authors as-
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sign each measure randomly to an activity.) The authors assume that penalty costs
are incurred if the project exceeds its deadline. The costs are described by a loss
step-function Λ, where Λ(푡) is the loss incurred if the project ﬁnishes at time 푡. The
problem of minimizing 퐸(Λ(퐶푚푎푥(푥))) +
∑
푚
푐푚푥푚, where 퐶푚푎푥(푥) is the minimum
makespan obtained by applying decisions 푥, is solved by a stochastic B&B. The tech-
nique involves solving heuristically special deterministic DTCTPs as subproblems to
determine the optimal values for the decision variables x. Since these decisions are
made before the project starts, the considered model is static. The authors report
on promising computational results obtained on 33 random problem activity-on-arc
instances with 25, 50 and 100 nodes and 10, 15 or 20 crashing measures.
Wollmer (1985) studies the Stochastic continuous TCTP as a Two-Stage Stochas-
tic Recourse problem. He represents the duration of activity 푖 as 푦푖 + 휉푖, where 푦푖
is the duration of the activity, bounded from below by the activity crash duration 푙푖
and from above by the normal duration 푢푖, and 휉푖 is a random variable which follows
a discrete probability distribution. The crash cost of each activity is given by 푐푖 per
unit decrease. The ﬁrst-stage decision variables are the durations of the activities
(푦 − 푣푎푟푖푎푏푙푒푠) and the second-stage variables are the starting times (푠− 푣푎푟푖푎푏푙푒푠).
He uses the cutting technique developed in Van Slyke and Wets (1986) to solve exactly
two variations of the resulting program: to minimise the expected project duration
subject to a budget constraint and to ﬁnd a feasible expected project duration at
minimum cost. No computational results are reported. Based on this work, Wallace
(1989) derives bounds from below on the stochastic time-cost curve.
Another approach where decisions on activity starting times need to be made
before the project starts is based on the ﬂoat factor concept (Tavares et al. 1998). The
authors assume that the activity durations follow a Lognormal law and the activity
costs are described by a Gaussian probability distribution function. The starting time
of each activity 푖 ∈ 퐴 is expressed in terms of a delay from the earliest start time
(퐸푆푇푖). The delay is given by 훼Δ푖, where 훼 is a decision variable and Δ푖 is the ﬂoat
of activity 푖. Both 퐸푆푇푖 and Δ푖 are determined by assuming that the durations of
the activities are equal to their expected values. The scheduled starting times are
denoted by 푠푖(훼) = 퐸푆푇푖 + 훼Δ푖 for each 푖 ∈ 퐴. The optimal value for 훼 minimises
the project risk, deﬁned as the probability of falling outside the target domain as
deﬁned by the project deadline and budget, and is found via simulation.
Tereso et al. (2004) deal with the problem of resource allocation in multi-modal1
activity networks. Given a resource allocation 푥, the authors assume that the duration
1an activity is said to be multi-modal if it can be performed with diﬀerent resource allocations
and its duration is a function of this allocation
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(푑 = 푊푥 ) and cost (푐 ∝ 푥푊 ) of each activity is determined by its work content (푊 )
which is a random variable (exponentially distributed). As each resource is assumed
to be of unlimited availability and a deadline is imposed, the problem can be viewed
as a stochastic deadline TCTP where the duration and cost are continuous functions
of the resource allocation (and the work content). They present a dynamic program
where a subset of activities, 퐴ℱ , is considered as having “ﬁxed” resource allocation.
At each stage of the dynamic program, the optimal resource allocation of one activity
in 퐴∖퐴ℱ is found, conditional on the ﬁxed resource allocations of the activities in
퐴ℱ . The objective is to minimise the total cost of the project deﬁned as the sum
of the resource allocation cost and the penalty cost of exceeding the deadline. The
optimum cost is secured by removing the conditioning on the activities in 퐴ℱ . The
solution is a policy, prescribing the best resource allocation under any possible state
of the PS process. The dynamic program, which is computationally very expensive,
has been tested on a few project examples. Approximations have also been reported
(Tereso et al. 2003).
Laslo (2003) describes four stochastic models for computing time/cost trade-oﬀs
of a single activity using activity duration fractiles. The author formulates a time-
cost curve corresponding to the expected time curve for each of the four models,
considering normal-distributed as well as beta-distributed activity durations.
2.2 The Resource-Constrained Project Scheduling Prob-
lem
Due to the vast number of possible applications as well as its theoretical attractiveness,
the RCPSP, and many of its variants, have beneﬁted from intensive research activity.
This is especially the case for the deterministic RCPSP, which is one of the most
widely researched problems in the ﬁeld of PS.
2.2.1 Deterministic models
The RCPSP is classiﬁed as (푚, 1∣푐푝푚∣퐶푚푎푥) according to Herroelen et al. (1999). It
is represented by a network of 푛 activities in an acyclic graph 퐺 = (퐴,퐻), where
퐴 = {0, 1, . . . , 푛, 푛 + 1} and 퐻 is the set of arcs of the project network. Nodes (0)
and (푛+ 1) denote the dummy source and sink nodes of the network, respectively.
There is a set 퐾 of renewable resources. The availability of each resource 푘 ∈ 퐾
in each time period is 푅푘 units. Each activity 푖 has a given duration 푑푖 (in number
of time periods) and requires 푟푖푘 units of resource 푘 ∈ 퐾 during each period of its
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duration. We assume that dummy activities (0) and (푛+ 1) have zero duration and
zero resource requirements. Parameters 푑푖, 푟푖푘 and 푅푘 are assumed to be non-negative
integers.
The scope of this thesis is restricted to the RCPSP where the time horizon is
represented by a discrete set of time periods 0, 1, . . . , 푇푚푎푥, where 푇푚푎푥 is an absolute
upper bound on the project’s completion time. If 푇푚푎푥 is unavailable, it can be
derived by the summation of the activities’ durations. Using 푇푚푎푥, the earliest/latest
starting times, 퐸푆푇푖/퐿푆푇푖, and earliest/latest ﬁnish times, 퐸퐹푇푖/퐿퐹푇푖, for each
푖 ∈ 퐴, can be found using forward and backward passes through the project network.
The objective of the RCPSP is to determine a schedule of the project activities,
that is, assign a starting time, 푠푖 ∈ [퐸푆푇푖, 퐿푆푇푖] for each activity 푖 ∈ 퐴 of the project,
so that the whole project completion time is minimised while satisfying the precedence
and resource constraints.
The RCPSP is an increasingly important and challenging problem that has been
widely studied over the last few decades. As an extension of the job shop scheduling
problem, this problem is 풩풫-hard (Blazewicz et al. 1983); exact solution method-
ologies are only capable of dealing with problem instances of small size, hence, only
heuristic approaches can handle practical larger-size resource-constrained schedul-
ing problems which are experienced in real-world projects. This has led to an in-
creased motivation for researchers to develop heuristic procedures for more challeng-
ing RCPSP instances.
The conceptual IP formulation of the RCPSP is given in Model 2.2 (Demeule-
meester and Herroelen 2002).
Model 2.2 RCPSP: Conceptual IP formulation
Minimise
푠푛+1 (2.10)
subject to:
푠푗 − 푠푖 ⩾ 푑푖 ∀(푖, 푗) ∈ 퐻 (2.11)
푠0 = 0 (2.12)∑
푖∈푋푡
푟푖푘 ≤ 푅푘 ∀푘 ∈ 퐾 , 푡 ∈ [0, 푇푚푎푥] (2.13)
푠푖 ∈ [퐸푆푇푖, 퐿푆푇푖] ∀푖 ∈ 퐴 (2.14)
Inequalities (2.11) preserve the precedence relations between the activities, since
for each arc (푖, 푗) ∈ 퐻 the start of a successor activity 푗 (푠푗) should be greater than
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the ﬁnish time of the predecessor 푖 (푠푖+ 푑푖). Equation (2.12) forces the dummy start
activity 0 to start at time 0. Finally, inequalities (2.13) ensure that all the activities
in progress at any time 푡 (the set of such activities is denoted by 푋푡) do not violate
the resource constraints. Objective function (2.10) minimises the start time of the
dummy end activity, 푛 + 1, i.e. the project completion time. Finally, constraints
(2.14) deﬁne the allowable ranges for the decision variables.
The limitations of this IP, such as the diﬃculty in translating the set 푋푡, have
been tackled by introducing binary variables 푥푖푡 to denote whether an activity 푖 is
completed by time 푡 (Pritsker et al. 1969). Another approach involves introducing
binary decision variables 푦푖푡 which take the value 1 if activity 푖 is in execution at
time 푡 (Kaplan 1988). Similarly to this approach, Klein (2000) uses binary decision
variables 푦푖푡 to denote whether an activity 푖 is in progress at time 푡 or if it has been
before 푡. The notion behind Klein’s formulation is that any feasible solution value of
the decision vector y 푖 will consist ﬁrstly of a sequence of zeros, then of a sequence of
ones. The sequence of ones will begin at the corresponding point in time when the
activity is started. The starting time 푠푖 of an activity 푖 can be given as:
푠푖 = 퐿퐹푇푖 −
퐿퐹푇푖∑
푡=퐸푆푇푖
푦푖푡 (2.15)
The formulation presented in Alvarez-Valdes and Tamarit (1993) is based on the
set of all minimal resource incompatible sets. A resource incompatible set comprises
of activities with no precedence relations between them and for which a simultaneous
execution would lead to a violation of the resource constraints. A minimal such
set also requires that whenever an activity is removed from the set, the resource
incompatibility property is lost. The decision variable in the formulation is 푥푖푗 which
denotes whether activity 푖 precedes activity 푗.
Mingozzi et al. (1998) developed a mathematical formulation based on the notion
of feasible sets. A feasible set is deﬁned to be a subset of activities which have
no precedence relations between them and whose simultaneous execution is resource
feasible. The index set of all feasible sets is given by ℛ and the index set of feasible
sets including activity 푖 is given byℛ푖. The formulation has two sets of binary decision
variables:
푥푖푡 =
⎧⎨⎩1 , if activity 푖 starts at time 푡0 , otherwise ∀푖 ∈ 퐴, 푡 ∈ [0, 푇푚푎푥] (2.16)
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푦푙푡 =
⎧⎨⎩1 , if set 푙 is in execution at time 푡0 , otherwise ∀푙 ∈ ℛ, 푡 ∈ [0, 푇푚푎푥] (2.17)
The formulation follows.
Model 2.3 RCPSP: Mathematical formulation (Mingozzi et al. 1998)
Minimise ∑
푙∈ℛ
푇푚푎푥∑
푡=0
푦푙푡 (2.18)
subject to: ∑
푙∈ℛ
푦푙푡 ⩽ 1 ∀푡 ∈ [0, 푇푚푎푥] (2.19)
∑
푙∈ℛ푖
푇푚푎푥∑
푡=0
푦푙푡 = 푑푖 ∀푖 ∈ 퐴 (2.20)∑
푙∈ℛ푖
푦푙푡 −
∑
푙∈ℛ푖
푦푙푡−1 − 푥푖푡 ⩽ 0 ∀푖 ∈ 퐴, 푡 ∈ [1, 푇푚푎푥] (2.21)
푇푚푎푥∑
푡=0
푥푖푡 = 1 ∀푖 ∈ 퐴 (2.22)
푇푚푎푥∑
푡=0
푡푥푗푡 −
푇푚푎푥∑
푡=0
푡푥푖푡 ⩾ 푑푖 ∀(푖, 푗) ∈ 퐻 (2.23)
푥푖푡 ∈ {0, 1} ∀푖 ∈ 퐴, 푡 ∈ [0, 푇푚푎푥] (2.24)
푦푙푡 ∈ {0, 1} ∀푙 ∈ ℛ, 푡 ∈ [0, 푇푚푎푥] (2.25)
The objective function (2.18) minimises the total time for which the feasible sets
are in progress, equal to the project makespan. Equations (2.19) ensure that there is
only one feasible set in execution at any point in time. Equations (2.20) guarantee
that the feasible sets including an activity 푖 ∈ 퐴 are in execution to an amount of
time equal to activity 푖’s duration. Constraints (2.21) impose that if an activity 푖
starts at time 푡, then a feasible set in ℛ푖 must be in execution at 푡 while no such set
was in execution at 푡− 1. Logical constraints (2.22) allow for only one starting time
for each activity and inequalities (2.23) represent the precedence relations between
the activities in the project network. Finally, (2.24) and (2.25) describe the binary
property of the decision variables.
Finally, the RCPSP has also been formulated by Artigues et al. (2003) as an
activity-on-node ﬂow network. Each resource 푘 is deﬁned as the union of 푅푘 resource
units where no single unit may be allocated at the same time to more than one
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activity. If a resource unit is allocated to an activity 푖, then the unit must be directly
transferred to an activity 푗 after activity 푖’s completion. Based on this notion, the
authors deﬁne the decision variable 푓푖푗푘 as the number of units of resource 푘 being
directly transferred from an activity 푖 to an activity 푗. They also use another decision
variable, 푥푖푗 , deﬁned in the same way as in Alvarez-Valdes and Tamarit (1993). The
dummy start and end activities are assumed to require resources equal to the resource
availabilities (푅푘) and have zero durations.
Model 2.4 RCPSP: Mathematical formulation (Artigues et al. 2003)
Minimise
퐶푚푎푥 (2.26)
subject to:
푥푖푗 = 1 ∀(푖, 푗) ∈ 퐻 (2.27)
푠푗 − 푠푖 +푀푥푖푗 ⩾ 푑푖 +푀 ∀푖, 푗 ∈ 퐴 (2.28)
푓푖푗푘 −푁푥푖푗 ⩽ 0 ∀푖, 푗 ∈ 퐴, ∀푘 ∈ 퐾
(2.29)∑
푗 ∈퐴
푓푖푗푘 = 푟푖푘 ∀푖 ∈ 퐴, ∀푘 ∈ 퐾 (2.30)∑
푖∈퐴
푓푖푗푘 = 푟푗푘 ∀푗 ∈ 퐴, ∀푘 ∈ 퐾 (2.31)
퐶푚푎푥 − 푠푖 ⩾ 푑푖 ∀푖 ∈ 퐴 (2.32)
푓푖푗푘 ∈ ℤ+ ∀푖, 푗 ∈ 퐴, ∀푘 ∈ 퐾 (2.33)
푥푖푗 ∈ {0, 1} ∀푖, 푗 ∈ 퐴 (2.34)
푠푖 ∈ [퐸푆푇푖, 퐿푆푇푖] ∀푖 ∈ 퐴 (2.35)
The objective (2.26) of Model 2.4 is to minimise 퐶푚푎푥, which is deﬁned in (2.32)
as the completion time of the project. The precedence constraints of the formulation
are given by (2.27) and (2.28), where 푀 denotes a large number. Equations (2.29)
ensure that if there is no direct link between activities 푖 and 푗 (i.e. 푥푖푗 = 0), then
there is no ﬂow of resources between them (푓푖푗푘 = 0 ∀ 푘 ∈ 퐾); 푁 denotes another
large number. The ﬂow conservation property is guaranteed by equations (2.30) and
(2.31), where the input and output ﬂow of an activity for a resource 푘 must be equal
to its required capacity on that resource. Finally, constraints (2.33), (2.34) and (2.35)
provide the allowable range of values for the variables 푓푖푗푘, 푥푖푗 and 푠푖, respectively.
General surveys of both exact and heuristic solution methodologies for the RCPSP
can be found in Ozdamar and Ulusoy (1995), Herroelen et al. (1998), Weglarz (1999),
Brucker et al. (1999), Hartmann and Kolisch (2000), Kolisch and Padman (2001),
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Demeulemeester and Herroelen (2002) and Kolisch and Hartmann (2006).
Exact approaches Exact solution methodologies, such as, integer programming,
dynamic programming and B&B methods, guarantee the optimality of the derived
solution. Some of the best performing exact algorithms in the literature include
B&B algorithms. In fact, the B&B approach is one of the most widely used solution
methodology for ﬁnding the optimal solution to PSPs.
The minimal delaying alternatives B&B approach involves scheduling activities
at each level of the B&B tree until a resource conﬂict occurs (Demeulemeester and
Herroelen 1992). In such a case, all the delaying alternatives are found, i.e. the sets
of activities which, if delayed, would solve the resource conﬂict. A branch is created
for each possible minimal delaying alternative, i.e. a delaying alternative from which
it is impossible to remove a single activity and still retain its delaying alternative
property. This approach, enhanced by a lower bound proposed in Mingozzi et al.
(1998), is one of the currently best exact algorithms in the literature; this work is
reported in Demeulemeester and Herroelen (1997).
Sprecher (2000) present the precedence-tree B&B algorithm based on the obser-
vation that any early-start schedule can be constructed via a list of the activities in
which all the successors of an activity are sequenced after the activity. The precedence
tree approach (originating from Patterson et al. (1989)) enumerates all such feasible
sequences and uses the corresponding lists as priority rules, according to which the
diﬀerent activities are scheduled as soon as possible without violating precedence or
resource constraints. The computational study presented in Sprecher (2000) shows
that the proposed algorithm can compete with the best solution methodologies in
the literature, namely the approach by Demeulemeester and Herroelen (1997), while
remaining within modest memory requirements.
Another B&B algorithm includes the schedule scheme approach by Brucker et al.
(1998). The fundamental idea is the observation that there are only three possible
relations between any pair of activities 푖 and 푗: either 푖 precedes 푗 (푖 ≺ 푗), or 푗
precedes 푖 (푗 ≺ 푖) or 푖 and 푗 are processed in parallel for at least one time unit (푖∣∣푗).
Each level of the B&B tree creates a branch associated with each such relation.
Finally, Mingozzi et al. (1998) present a B&B approach based on the concept of
feasible sets (Model 2.3). At each level of the B&B tree a new branch is created for
each such eligible feasible set. The algorithm is enhanced by powerful lower bounding
techniques as well as dominance rules.
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Lower bounds Among the lower bounding techniques, we mention those based on
linear programming, including Fisher (1973), Stinson et al. (1978) and Christoﬁdes
et al. (1987); the latter is based on a lagrangean relaxation of the resource con-
straints. Christoﬁdes et al. (1987) also propose a cutting plane algorithm for an
integer formulation of the RCPSP which has been further enhanced by the minimum
cut computation approach described in Mohring et al. (2003). A preemptive relax-
ation of a new mathematical formulation based on the concept of feasible sets has
been proposed by Mingozzi et al. (1998). One of the currently best lower bounds
include the one proposed in Brucker and Knust (2000); this lower bound is the result
of two algorithms: a constraint-programming method used as pre-processing and a
relaxation of an integer formulation for the RCPSP based on the concept of feasi-
ble sets, originating from Mingozzi et al. (1998). Finally, Carlier and Neron (2000)
compute a lower bound from a new linear multi-elastic preemptive relaxation of the
problem based on the concept of feasible conﬁgurations. Other lower bounds are
computed via constraint-programming techniques, including Klein and Scholl (1999),
Dorndorf et al. (2000) and Demassey et al. (2005).
The best performing lower bounding techniques include those proposed by Brucker
and Knust (2000), Mohring et al. (2003) and Demassey et al. (2005). The latter
improves slightly the bounds obtained from Brucker and Knust (2000) at the expense
of computational time whereas the methodology proposed by Mohring et al. (2003)
beneﬁts from small computational eﬀort but cannot outperform the bounds obtained
from Brucker and Knust (2000).
Heuristics Heuristic approaches for solving RCPSPs belong either to the class of
priority rule-based (constructive) heuristics or the class of meta-heuristics. Methods
in the ﬁrst class construct a schedule in an evolutionary fashion, namely, a currently
partial (incomplete) schedule (initially with no activities) is extended by iteratively
selecting a subset of unscheduled activities and assigning starting times to each one
of them until all activities have been considered. The schedule construction process is
the result of the combination of schedule generation schemes (SGS) and priority rules.
The former control the way of extending the current partial schedule and the latter
prioritise the activities. Most of the constructive heuristics in the literature employ a
static SGS which can be classiﬁed into serial (Kelley 1963) or parallel (Bedworth 1973)
using activity- or time- incrementation, respectively. More recently, a new dynamic
SGS has been suggested (Hadjiconstantinou et al. 2009).
An extensive classiﬁcation of existing priority rules is given in Kolisch and Hart-
mann (1999) and Klein (2000). Computational comparisons of state-of-the-art con-
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structive and meta-heuristic methodologies are presented in Hartmann and Kolisch
(2000) and Kolisch and Hartmann (2006). Three priority rules are mainly reported
in these experimental investigations as having the best performance according to
Alvarez-Valdes and Tamarit (1989), Davis and Patterson (1975), Kolisch (1995) and
Kolisch (1996a). The ﬁrst rule is referred to as the dynamic worst case slack time
(“WCS”) (Kolisch 1996b), whereas the other two are critical path-based priority
rules, namely, the latest starting time (“LST”) (Kolisch 1995) and latest ﬁnishing
time (“LFT”) (Davis and Patterson 1975) rules.
Meta-heuristics oﬀer an improvement over ordinary heuristics, starting from a
solution which is obtained by a constructive heuristic and then successively produc-
ing solutions using operations which often borrow principles from disciplines such as
genetics or physics. According to Kolisch and Hartmann (2006), currently, the best
meta-heuristics in the literature with respect to their computational performance, in-
clude: Genetic Algorithms (GA) (Valls et al. 2008, Debels and Vanhoucke 2007, Valls
et al. 2005, Alcaraz et al. 2004, Hartmann 2002), Scatter Search (SS) (Debels et al.
2006) and Tabu-Search (TS) (Kochetov and Stolyar 2003). More recently, Mendes
et al. (2009) report on promising results for an implementation of a GA.
2.2.2 Stochastic models
As we have seen from the previous section, the PS literature is extensive when it
comes to the deterministic version of the RCPSP. The literature on the stochastic
version of this model, however, has not matched the amount of exact and heuristic
procedures designed for the RCPSP.
The SRCPSP assumes the same network and resource information as the deter-
ministic RCPSP. The diﬀerence lies in introduction of variability in the activities’
durations. The objective is to execute the project so that the expected project com-
pletion time is minimised while satisfying precedence and resource constraints. If it
is assumed that the distributions of the activity durations are discretised, then, as
a generalisation of the deterministic RCPSP, this problem is 풩풫-hard in the strong
sense (Demeulemeester and Herroelen 2002).
Given that a set of activities with random durations have to be executed sub-
ject to both resource and precedence constraints, neither a schedule nor the project
makespan’s distribution function is suﬃcient to provide information in order to make
decisions as to which activities should be started at certain decision points during
the project’s duration. An appropriate solution should deﬁne a suitable “action”, for
example, which activities to be executed next, for each possible “event” which may
arise, such as the completion of some activities. This is a dynamic process of making
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scheduling decisions according to the observed past as well as the 푎` priori knowledge
on the distributions of unscheduled activities, and as such, is referred to as a policy.
According to Stork (2001), there are diﬀerent views to a (scheduling) policy. The
most intuitive view, which is attributed to Radermacher (1981), is that of a dynamic
decision process which prescribes the set of activities to be executed next, according
to the observed past. The schedule of the project is then derived by applying an
appropriate function which maps any scenario of activity durations to a list of the
activity start times. For a complete description of policies and their subclasses, we
refer the reader to Mohring et al. (1984, 1985).
It is worth noting that policies may be further categorised into those which are
determined prior to project execution and those which cannot be determined unless
the random data of the project “unfold”. In this respect we denote the latter class
of policies as dynamic policies. For the former class, the model may be thought of
as a Two-Stage stochastic program, where the policy is determined in the ﬁrst-stage,
and, based on the obtained policy, the scheduling process is carried out during the
second-stage (Valls et al. 1998).
Stork (2001) presents the so-called preselective policies, originating from Igelmund
and Radermacher (1983a,b) and three of their subclasses. Preselective policies show
an advantage over ordinary priority policies2, as they do not exhibit the so-called
Graham anomalies (Graham 1966). Such anomalies include a makespan increase
when activity durations decrease, when resource availabilities increase or when some
precedence relations are removed. The three subclasses described in Stork (2001) are
the Early Start (ES) policies, the Linear (LIN) preselective policies and the Activity-
based (ABP) policies. The author refers to the optimal policy as being the one
which produces the minimum expected makespan over all policies in the same class.
The optimal policy of each class is found via a B&B algorithm. Stork (2001) uses
two branching schemes, namely the forbidden set and precedence tree scheme, initial
upper bounds and lower bounding techniques at each node, as well as dominance rules
speciﬁc to each subclass, to enhance the procedure. The computational study showed
that the optimal ES, LIN and ABP policies produce expected makespan value which
deviates at most 0.5% from the solution value obtained from the optimal preselective
policy, on average. For larger instances which feature a great number of forbidden
sets, the author recommends ABP policies to obtain solutions of good quality with
reasonable computational cost.
Heuristic procedures have also been developed for ﬁnding policies for the SRCPSP.
2at every decision point as many activities as possible are started according to the order dictated
by a priority list
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Tsai and Gemmill (1998) report computational results for the 110 Patterson problems
where activity durations are described by a beta-distribution. The authors use a
classical and straightforward structure of the Tabu-Search method. Valls et al. (1998)
address the problem of scheduling the activities of a resource-constrained project in
which activity durations may be interrupted. Their solution approach is a hybrid
between Scatter and Tabu Search methods and other more traditional operational
research techniques. A computational study based on 324 instances is presented
which shows that the proposed procedure is able to reduce the average objective
value obtained by initial population and that good solutions can be obtained using a
relatively small set of scenarios.
In contrast to the policies presented in Stork (2001), Tsai and Gemmill (1998) and
Valls et al. (1998), the policies studied by Fernandez (1995), Fernandez and Armacost
(1996) and Fernandez et al. (1998) are presented as Multi-Stage stochastic decision
processes; the optimal such (dynamic) policy cannot be found before the project starts
but is determined as the project is in progress. At each time stage, the information
available up to that time is considered so that a decision on the set of eligible activities
to start is made. Fernandez (1995) models the decision problem at each stage as a
decision tree, assuming discrete distributions. The approach seems to suﬀer from high
computational cost. Fernandez and Armacost (1996) warn users that generally the
output of oﬀ-the-shelf scheduling software is the empirical distribution of the project
duration; non-implementable solutions are found as the non-anticipativity constraints
are not enforced.
Finally, Golenko-Ginzburg and Gonik (1997) develop a heuristic approach to ﬁnd
dynamic policies for the RCPSP with stochastic activity durations. The method-
ology involves a stage-wise scheduling of eligible activities subject to resource and
precedence constraints. At any stage, if a number of activities are competing for
resources, a multiple knapsack problem is solved to select the set of activities which
contribute the most to the expected project duration value. The authors measure
this contribution as a product of the average activity duration and the probability
of being critical; the probabilities are found via simulation. Their approach is tested
on a project example with 36 activities and requirements for one resource and with
three distribution functions for the activity durations, namely, the normal, uniform
and beta distributions.
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2.3 Summary
In this chapter, we have provided an overview of the existing literature regarding the
two PS models under investigation in the thesis, namely the DTCTP and RCPSP.
The modelling and algorithmic approaches presented in the literature review have
been classiﬁed according to their deterministic and stochastic characteristics as well
as their static or dynamic nature.
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Chapter 3
The deterministic Discrete
Time-Cost Tradeoﬀ Problem
This chapter studies the deterministic version of the DTCTP. We present a path-
based approach to the mathematical formulation of all three versions of the DTCTP;
these are subsequently solved using new optimising cutting plane algorithms. The
fundamental idea behind the proposed approach is the derivation of global optimality
and feasibility cuts via the critical path of activities, deﬁned as the path of longest
duration in the project. This technique can also be thought of as a delayed constraint
generation methodology, where a selection of path constraints are added gradually,
hoping that only a small fraction of such constraints is needed to prove optimality.
Although this is considered to be a classical approach for integer programming models,
it is the ﬁrst time that such a methodology is presented in the DTCTP literature;
its performance is also enhanced by several speed-up techniques. Towards the end
of the chapter, we report extensive computational results for sets of benchmark test
instances where the algorithms prove to be very powerful and can solve to optimality
most of the largest and hardest test problems in the literature within reasonable
computational time. The work presented in this chapter has been submitted for
publication and is currently under review (Hadjiconstantinou and Klerides 2009).
3.1 Problem formulation
The detailed notation used in this thesis to deﬁne the DTCTP (Section 2.1.1) and
formulate it as a mathematical model is given in the Summary of Notation (page 27).
The objective of the DTCTP is to select a mode for each activity of the project,
so that one of the following three problems (deﬁned in Chapter 1, p.30) is solved:
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I. Minimise project duration while remaining within a speciﬁed budget (bud-
get problem).
II. Minimise the total project cost while satisfying a certain deadline (deadline
problem).
III. Construct the time-cost eﬃcient providing the minimum total project cost
for a all feasible deadlines (complete project time-cost tradeoﬀ curve prob-
lem).
To formulate these problems, we deﬁne a set of discrete decision variables using
the notation given in Table , namely, mode-selection variables 푥푖푚 for all activities
푖 ∈ 퐴 and 푚 ∈ 푀푖 such that:
푥푖푚 =
⎧⎨⎩1, if activity 푖 is executed under mode 푚 ∈ 푀푖0, otherwise (3.1)
Then the path-based mathematical formulations for the b-DTCTP (Model 3.1)
and the d-DTCTP (Model 3.2) are given below.
Model 3.1 b-DTCTP : Path-based mathematical formulation
Minimise
푍푏−퐷푇퐶푇푃 (푥) (3.2)
subject to:
∑
푖∈퐴
∑
푚∈푀푖
푥푖푚푐푖푚 ⩽ 퐵 (3.3)
푍푏−퐷푇퐶푇푃 (푥)−
∑
푖∈푃푙
∑
푚∈푀푖
푥푖푚푑푖푚 ⩾ 0 ∀ 푙 ∈ 풫 (3.4)∑
푚∈푀푖
푥푖푚 = 1, ∀ 푖 ∈ 퐴 (3.5)
푥푖푚 ∈ {0, 1} ∀ 푖 ∈ 퐴, 푚 ∈ 푀푖 (3.6)
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Model 3.2 d-DTCTP : Path-based mathematical formulation
Minimise
푍푑−퐷푇퐶푇푃 (푥) =
∑
푖∈퐴
∑
푚∈푀푖
푥푖푚푐푖푚 (3.7)
subject to:
∑
푖∈푃푙
∑
푚∈푀푖
푥푖푚푑푖푚 ⩽ 퐷 ∀푙 ∈ 풫 (3.8)
(3.5), (3.6)
The objectives (3.2) and (3.7) minimise the project completion time and total
project cost, for Model 3.1 and 3.2, respectively. Note that 푍푏−퐷푇퐶푇푃 (푥) denotes
the whole project duration for mode variables 푥, as it is deﬁned to be larger than
the duration of all paths in the network via constraint (3.4). Constraints (3.3) and
(3.8) ensure that the selection of modes does not exceed the available budget and the
project deadline, respectively. Logical constraints (3.5) impose the fact that only one
mode must be assigned to each activity. Constraints (3.6) deﬁne the allowable values
for the decision variables.
Let 푍∗푏−퐷푇퐶푇푃 = min푥 [푍푏−퐷푇퐶푇푃 (푥)] denote the optimal objective function value
of Model 3.1 and 푍∗푑−퐷푇퐶푇푃 = min푥 [푍푑−퐷푇퐶푇푃 (푥)] the optimal objective function
value of Model 3.2.
3.2 Path enumeration algorithm
In this section, we describe an approach for enumerating the complete set of paths in
a project network. Note that the number of potential paths in any project network
may be exponential to the number of activities. The approach is similar to the path
enumeration approach described in Bruni et al. (2009).
The approach enumerates the paths in graph 퐺 = (퐴,퐻) in a tree structure
풩 . Each node 푤 in 풩 is associated to exactly one activity 푖 ∈ 퐴 (the root node is
associated to the dummy start activity 0) and has child nodes corresponding to 푗 ∈ 퐴
such that (푖, 푗) ∈ 퐻. Each node 푤 is also associated to a subset of activities 푊 ⊆ 퐴
(partial path connecting 0 to the activity associated to node 푤); the activities in 푊
are found by traversing the route from the root node to 푤 and collecting the activities
associated to each node on that path. It is worth noting that, due to the topological
ordering of the activities in the network, all partial paths associated to the nodes in
풩 are guaranteed to be distinct.
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Table 3.1 displays the notation used for the description of the approach.
Table 3.1: Notation: 푃푎푡ℎ퐸푛푢푚
풩 : Tree structure which enumerates the paths in 퐺
푤 ∈ 풩 : A node in 풩
푁표푂푓푁표푑푒푠 : Number of created nodes in 풩
푎푐푡(푤) : The activity associated to node 푤
푓푎푡ℎ(푤) : The father node of 푤
The path enumeration algorithm, denoted as PathEnum is described in detail as
Algorithm 1. The algorithm makes use of procedure SetOfNode(w) (Procedure 3.1)
and CreateNode(i,w) (Procedure 3.2). The former procedure calculates the set of
activities included in the partial path associated to node 푤. The latter procedure
creates a new node in the tree.
The diﬀerence of 푃푎푡ℎ퐸푛푢푚 from the approach described in Bruni et al. (2009) is
that we only keep a reference of the associated activity (푎푐푡(푤)) and the father node
(푓푎푡ℎ(푤)) for each node 푤, as well as the current number of nodes (푁표푂푓푁표푑푒푠), for
indexing purposes, as opposed to also keeping a reference of the set of activities 푊 .
For this reason, 푃푎푡ℎ퐸푛푢푚 requires less memory at the expense of possibly longer
running times.
Algorithm 1 PathEnum: Path enumeration algorithm for project networks
initialise:
풫 = ∅, 푙 = 1
풩 = {푤0}, 푁표푂푓푁표푑푒푠 = 1, 푎푐푡(푤0) = 0
for 푤 ∈ 풩 do
Let 푖 = 푎푐푡(푤).
for 푗 ∈ 퐴∣(푖, 푗) ∈ 퐻 do
푤푛표푑푒푠 = 퐶푟푒푎푡푒푁표푑푒(푗, 푤)
end for
if 푖 = 푛+ 1 then
푊 = 푆푒푡푂푓푁표푑푒(푤)
푃푙 =푊, 풫 = 풫 ∪ {푙}, 푙 = 푙 + 1
Remove 푤 from 풩 , i.e. 풩 = 풩 ∖ {푤}
end if
end for
return 풫, 푃푙 ∀푙 ∈ 풫
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Procedure 3.1 SetOfNode(w)
푊 = {푎푐푡(푤)}, 푤′ = 푤
while 푓푎푡ℎ(푤′) exists do
푤푓 = 푓푎푡ℎ(푤
′)
푊 =푊 ∪ {푎푐푡(푤푓 )}
푤′ = 푤푓
end while
return 푊
Procedure 3.2 CreateNode(i,w)
푎푐푡(푤푁표푂푓푁표푑푒푠) = 푖, 푓푎푡ℎ(푤푁표푂푓푁표푑푒푠) = 푤
풩 = 풩 ∪ {푤푁표푂푓푁표푑푒푠}, 푁표푂푓푁표푑푒푠 = 푁표푂푓푁표푑푒푠+ 1
return 푤푁표푂푓푁표푑푒푠
Example 3.1 For illustrative purposes, we use a project network example shown
in Figure 3.1.
0
1
2
3
4
5
Figure 3.1: Project network example
Figure 3.2 depicts the tree 풩 that results from applying algorithm 푃푎푡ℎ퐸푛푢푚 to
the network in Figure 3.1. Note that each node 푤 is associated to an index number,
denoted as the number inside the node, and to a project activity, denoted as 푎푐푡(푤),
next to each node. Finally, the constructed paths are given for the three leaf nodes,
as the associated sets of activities 푊 .
0
1 2
3 4 5
6 7 8
act(0)=0
act(1)=1
act(3)=3
act(2)=2
act(6)=5
act(4)=3 act(5)=4
act(7)=5 act(8)=5
W={0,1,3,5} W={0,2,3,5} W={0,2,4,5}
Figure 3.2: Tree 풩 for the project network in Figure 3.1
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3.3 An optimising algorithm for the DTCTP
In this section we propose new exact cutting plane algorithms for optimally solving
problems b-DTCTP, d-DTCTP and c-DTCTP. These algorithms employ a delayed
constraint generation approach enhanced by speed-up strategies.
3.3.1 퐶푃퐴푏−퐷푇퐶푇푃 : A cutting plane algorithm for the b-DTCTP
The new cutting plane iterative algorithm for the b-DTCTP, referred to as 퐶푃퐴푏−퐷푇퐶푇푃 ,
is described below.
Problem relaxation. The relaxation of the b-DTCTP (Model 3.1) at iteration
푘 is given in Model 3.3, as shown below:
Model 3.3 Relaxed Problem for the b-DTCTP, at iteration k
Minimise
푍푘(푥) (3.9)
subject to:
푍푘(푥)−
∑
푖∈퐶푃 (푘′)
∑
푚∈푀푖
푑푖푚푥푖푚 ⩾ 0 ∀푘′ < 푘 (3.10)
(3.3), (3.5), (3.6)
where 푍푘(푥) is the objective value of the Relaxed Problem at iteration 푘, deﬁned to
be greater than the duration of all paths 퐶푃 (푘′) for 푘′ < 푘 from (3.10); each path
constraint (3.10) corresponds to a cut added to the Relaxed Problem at iteration 푘′.
Note that for each 푘′ there exists 푙 ∈ 풫 such that 푃푙 = 퐶푃 (푘′). Therefore, constraints
(3.10) represent a subset of the path constraints (3.4) of Model 3.1.
Constraint selection/Cut generation. For any choice of modes in Model 3.3,
there is a corresponding feasible schedule for the b-DTCTP.
Consider iteration 푘 of the algorithm. Let 푥∗(푘) denote the values 푥∗푖푚(푘) of the
modes corresponding to the optimal solution of Model 3.3 and 푍∗푘 the associated
value of the objective function. Then, using 푥∗(푘), the duration of each path in
풫 is calculated and the project completion time, denoted as 푆∗(푘), is equal to the
maximum value such that:
푆∗(푘) = max
푙∈풫
[
∑
푖∈푃푙
∑
푚∈푀푖
푑푖푚푥
∗
푖푚(푘)] =
∑
푖∈퐶푃 (푘)
∑
푚∈푀푖
푑푖푚푥
∗
푖푚(푘) (3.11)
where 퐶푃 (푘) is the set of activities on a critical path of the network, for iteration
푘. We can easily observe that although 퐶푃 (푘) is a path of the project network, it is
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not necessarily the optimal critical path corresponding to the original problem, and
푥∗(푘) not necessarily the optimal modes. The project completion time associated
with 퐶푃 (푘) is a valid lower bound on the value of the optimal solution to Model 3.1
for the optimal modes. Therefore, we can generate cuts for Model 3.3 (for the next
iteration, 푘 + 1) of the type:
푍푘+1(푥) ≥
∑
푖∈퐶푃 (푘)
∑
푚∈푀푖
푑푖푚푥푖푚 (3.12)
These cuts are part of the path constraints (3.4) in Model 3.1 and, as such, can
be imposed at each iteration of the algorithm.
Termination criteria. Let 푍∗푘 and 푆
∗(푘) denote the values of the optimal
solution to Model 3.3 and the corresponding project completion time obtained at
iteration 푘, respectively. The solution algorithm 퐶푃퐴푏−퐷푇퐶푇푃 goes on iteratively
until 푆∗(퐾)−푍∗퐾 = 0, where퐾 is the ﬁnal iteration of the algorithm. This termination
criterion guarantees the optimality of the solution.
Lemma 3.2: 퐶푃퐴푏−퐷푇퐶푇푃 (Algorithm 2) converges to the optimal solution
Proof of Lemma 3.2.
1. We note that Model 3.3 is a relaxation of the original b-DTCTP . Hence, at
each iteration 푘, its optimal solution value, 푍∗푘 , is a lower bound to 푍
∗
푏−퐷푇퐶푇푃 ,
i.e. 푍∗푘 ⩽ 푍∗푏−퐷푇퐶푇푃 .
2. At each iteration 푘, the given values 푥∗(푘) of modes are feasible for Model 3.1
with corresponding solution value 푆∗(푘). Hence, 푆∗(푘) is a valid upper bound
to 푍∗푏−퐷푇퐶푇푃 , i.e. 푆
∗(푘) ⩾ 푍∗푏−퐷푇퐶푇푃 . Hence, 푍∗푘 ≤ 푍∗푏−퐷푇퐶푇푃 ≤ 푆∗(푘).
3. At each iteration 푘 (푘 < 퐾), at least one new cut (distinct from cuts found
at all previous iterations) is obtained from the critical path(s) found using for-
ward/backward calculations. This is proved in Lemma 3.3, below.
4. Since there are only a ﬁnite number of cuts available (corresponding to each
path of the network) the algorithm is guaranteed to converge. At ﬁnal iteration
퐾, 푆∗(퐾) − 푍∗퐾 = 0 and therefore 푍∗퐾 = 푍∗푏−퐷푇퐶푇푃 = 푆∗(푘), thus ﬁnding the
optimal solution.
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Lemma 3.3: Each iteration of 퐶푃퐴푏−퐷푇퐶푇푃 (except the ﬁnal iteration) ﬁnds
at least one new cut, distinct from all cuts found at previous iterations
Proof of Lemma 3.3.
The lemma is proved by contradiction.
Let 퐶푃 (푘1), 퐶푃 (푘2) represent the critical paths obtained at iterations 푘1 and 푘2
(푘1 < 푘2, 푘2 ∕= 퐾) of the algorithm; 푆∗(푘1) and 푆∗(푘2) are the resulting critical paths’
durations computed from (3.11) using 푥∗(푘1) and 푥∗(푘2), respectively. Let 푆∗(푘2, 푘1)
denote the duration of path 퐶푃 (푘1) using optimal modes 푥
∗(푘2). Now also assume
that the critical path found at iteration 푘2 (푘2 ∕= 퐾) is the same as the one found at
iteration 푘1, i.e. 퐶푃 (푘2) = 퐶푃 (푘1).
At iteration 푘2, the solution to the Relaxed Problem (Model 3.3), 푥
∗(푘2) is given
by:
푥∗(푘2) = argmin
푥
{max
푘′<푘2
[
∑
푖∈퐶푃 (푘′)
∑
푚∈푀푖
푑푖푚푥푖푚]∣(3.3), (3.5), (3.6)} (3.13)
and the optimal objective function value of the Relaxed Problem is found to be:
푍∗푘2 = max푘′<푘2
[
∑
푖∈퐶푃 (푘′)
∑
푚∈푀푖
푑푖푚푥
∗
푖푚(푘2)]} (3.14)
Furthermore,
푆∗(푘2) = 푆∗(푘2, 푘1) ⩾
∑
푖∈푃푙
∑
푚∈푀푖
푑푖푚푥
∗
푖푚(푘2) for all paths 푙 ∈ 풫 in the network
(3.15)
by the deﬁnition of 퐶푃 (푘2) being the critical path for modes 푥
∗(푘2) and since 퐶푃 (푘2) =
퐶푃 (푘1).
Hence, from (3.14) and (3.15),
푍∗푘2 =
∑
푖∈퐶푃 (푘1)
∑
푚∈푀푖
푑푖푚푥
∗
푖푚(푘2) = 푆
∗(푘2, 푘1) (3.16)
Since, 푆∗(푘2) − 푍∗푘2 = 0, the termination criterion is satisﬁed and the algorithm
terminates (푘2 = 퐾), a contradiction.
The complete algorithm for the b-DTCTP is summarized below.
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Algorithm 2 퐶푃퐴푏−퐷푇퐶푇푃 : Cutting Plane Algorithm for the b-DTCTP
initialise
푘 = 1
퐿퐵 = 0 {Lower bound, obtained from the Relaxed Problem (Model 3.3)}
푈퐵 =∞ {Upper bound, obtained from (3.11)}
while 푈퐵 − 퐿퐵 > 0 do
Step 1: Solve Model 3.3 to get optimal values 푥∗(푘) and 푍∗푘 . Set 퐿퐵 = 푍
∗
푘 .
Step 2: Find 퐶푃 (푘) and 푆∗(푘) from (3.11). Set 푈퐵 = min[푈퐵, 푆∗(푘)]
Step 3: Add cuts (3.12) to Model 3.3.
Step 4: 푘 = 푘 + 1
end while
return 푈퐵
Note that at each iteration of the 퐶푃퐴푏−퐷푇퐶푇푃 , we derive an upper bound, 푆∗(푘),
providing a feasible solution value to Model 3.1, as well as a lower bound, 푍∗푘 , on the
optimal value of the objective function. Hence, a solution gap can be computed as
the percentage deviation of the heuristic solution value from the lower bound. If a
computational time limit is imposed, the algorithm can be terminated at any point
in time before convergence to the optimal solution is achieved, providing a heuristic
solution with a bound on the optimality gap.
3.3.2 퐶푃퐴푑−퐷푇퐶푇푃 : A cutting plane algorithm for the d-DTCTP
This section describes an optimal algorithm for the d-DTCTP, referred to as 퐶푃퐴푑−퐷푇퐶푇푃 .
Model 3.2 is relaxed into the Relaxed Problem (Model 3.4) (for iteration 푘) given be-
low.
Model 3.4 Relaxed Problem for the d-DTCTP, at iteration 푘
Minimise
푍푘(푥) =
∑
푖∈퐴
∑
푚∈푀푖
푐푖푚푥푖푚 (3.17)
subject to: ∑
푖∈퐶푃 (푘′)
∑
푚∈푀푖
푑푖푚푥푖푚 ⩽ 퐷 ∀푘′ < 푘 (3.18)
(3.5), (3.6)
where 푍푘(푥) is the objective function for the Relaxed Problem of the d-DTCTP at
iteration 푘. Constraints (3.18) are a fraction of the path constraints (3.8) from Model
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3.2, and restrict the durations of the paths 퐶푃 (푘′) for all 푘′ < 푘 to satisfy the deadline
constraint.
As described in Section 3.3.1, let 푥∗(푘) denote the optimal mode values obtained
by solving Model 3.4 at iteration 푘. A given set of 푥∗(푘) values that does not sat-
isfy the deadline constraint (3.8) is infeasible to the original d-DTCTP (Model 3.2).
Therefore, at each iteration 푘, we can generate cuts to add to the Relaxed Problem
of the next iteration (푘+1) which are valid (global) feasibility cuts for Model 3.2 and
are of the following type:
∑
푖∈퐶푃 (푘)
∑
푚∈푀푖
푑푖푚푥푖푚 ≤ 퐷 (3.19)
where 퐶푃 (푘) is the critical path found in the project network when the activity
durations are ﬁxed by the choice of modes 푥∗(푘).
The algorithm terminates when the duration of the critical path(s) found is less
than or equal to the deadline.
Lemma 3.4 Algorithm 퐶푃퐴푑−퐷푇퐶푇푃 converges to the optimal solution.
Proof of Lemma 3.4.
1. At each iteration 푘 of the algorithm, the Relaxed Problem is a relaxation of the
original problem, hence, 푍∗푘 ⩽ 푍∗푑−퐷푇퐶푇푃 .
2. At each iteration 푘, and before the algorithm terminates, at least one new
feasibility cut (distinct from cuts found at all previous iterations) is found (easily
shown using similar ideas from the proof of Lemma 3.3).
3. Since there are only a ﬁnite number of cuts available (corresponding to each path
of the network), the algorithm is guaranteed to converge. For the ﬁnal iteration
퐾, 푆∗(퐾) ≤ 퐷. Therefore, the values of modes for that iteration represent a
feasible solution to the original problem and also to Model 3.4. Hence, 푍∗퐾 ≥
푍∗푑−퐷푇퐶푇푃 . Since 푍
∗
퐾 ≤ 푍∗푑−퐷푇퐶푇푃 (from (1)), then 푍∗퐾 = 푍∗푑−퐷푇퐶푇푃 and thus
convergence to the optimal solution has been achieved.
The complete cutting plane algorithm is summarised below.
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Algorithm 3 퐶푃퐴푑−퐷푇퐶푇푃 : Cutting Plane Algorithm for the d-DTCTP
initialise
푘 = 1
퐿퐵 = 0 {Lower bound, obtained from the Relaxed Problem (Model 3.4)}
푇퐵 =∞ {Time bound, obtained from (3.11)}
while 푇퐵 > 퐷 do
Step 1: Solve Model 3.4 to get optimal values 푥∗(푘) and 푍∗푘 . Set 퐿퐵 = 푍
∗
푘 .
Step 2: Find 퐶푃 (푘) and 푆∗(푘). Set 푇퐵 = min[푇퐵, 푆∗(푘)]
Step 3: Add cuts of the form (3.19) to Model 3.4.
Step 4: 푘 = 푘 + 1
end while
return 퐿퐵
It is worth noting that, unlike 퐶푃퐴푏−퐷푇퐶푇푃 , each iteration of the 퐶푃퐴푑−퐷푇퐶푇푃
yields an infeasible solution for Model 3.2, however, a lower bound on the optimal
value can be computed.
3.3.3 퐶푃퐴푐−퐷푇퐶푇푃 : A cutting plane algorithm for the c-DTCTP
The objective of this problem is to construct the eﬃcient time/cost proﬁle of the
project over the complete set of feasible project durations. The procedure computes
all the eﬃcient points (퐷,푍푑) such that with a project deadline 퐷, a project cost 푍푑
can be obtained so that no other point (퐷′, 푍 ′푑) exists for which 퐷
′ ⩽ 퐷 and 푍 ′푑 ⩽ 푍푑.
The curve can be constructed using the algorithm 퐶푃퐴푑−퐷푇퐶푇푃 to ﬁnd the minimum
possible total project cost (denoted by 푍∗푑−퐷푇퐶푇푃 (퐷)) for varying values of project
deadline 퐷. The complete algorithm is summarized below.
Algorithm 4 퐶푃퐴푐−퐷푇퐶푇푃 : Cutting Plane Algorithm for the c-DTCTP
initialise
퐷 = 푇푚푖푛
while 퐷 ⩽ 푇푚푎푥 do
Step 1: Given deadline 퐷, apply algorithm 퐶푃퐴푑−퐷푇퐶푇푃 , to get
푍∗푑−퐷푇퐶푇푃 (퐷).
Step 2: Plot point (퐷,푍∗푑−퐷푇퐶푇푃 (퐷)) on the eﬃcient project time-cost curve.
Step 3: 퐷 = 퐷 + 1.
end while
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3.3.4 Speed-up techniques
In this section we describe some improvement strategies in the computational im-
plementation of the algorithms, proposed in this paper, with the view to enhancing
computational performance. Two main improvement strategies are proposed as de-
scribed below.
Strategy 1 At iteration 1 of the algorithm, select “promising” paths from set 풫
that are more likely to become critical at later iterations and then add them in the
form of cuts to the Relaxed Problem. In this case, two types of paths can be identiﬁed.
(a) If any path 푙 ∈ 풫 of the network has a minimum duration which is close to
the given deadline, then it is likely that the solution to the associated optimisation
problem will assign modes of short durations to the activities comprising that path.
Hence, a “promising” path 푙 ∈ 풫 is one such that its minimum duration is close to
the deadline, i.e. ∑
푖∈푃푙
min
푚∈푀푖
[푑푖푚] ⩽ 훼퐷 푙 ∈ 풫 (3.20)
where 훼 can take any value from the interval [0, 1].
(b) If any path 푙 ∈ 풫 of the network consists of activities such that the modes for
each activity have high durations, then such a path is likely to be critical for the
problem, if its maximum duration exceeds the deadline, i.e.∑
푖∈푃푙
max
푚∈푀푖
[푑푖푚] ⩾ 훽퐷 푙 ∈ 풫 (3.21)
for any value of 훽 ⩾ 1.
Strategy 2 At any iteration of the algorithm 푘, identify the path which is likely
to become critical in the next iteration and then add it in the form of a cut to the
Relaxed Problem of the current iteration. Let 퐶푃 (푘) denote the critical path found
at a given iteration. Then a “promising” path 푙∗ ∈ 풫 is the one that has the largest
number of activities not included in 퐶푃 (푘), i.e. 푙∗ = argmax
푙′∈풫
{∣푃푙′ ∖ 퐶푃 (푘)∣}. Hence,
at iteration 푘, we add two path constraints corresponding to both paths 퐶푃 (푘) and
푃푙∗ .
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3.3.5 Illustrative example
In this section, we will use an example to demonstrate algorithm 퐶푃퐴푏−퐷푇퐶푇푃 de-
scribed in this chapter.
Consider the activity-on-node project network shown in Figure 3.1. The modes
(time-cost pairs) for each activity are given in Table 3.2. Note that the same exam-
ple has been used in the equivalent activity-on-arc format by Demeulemeester et al.
(1998).
Table 3.2: Data for the activities of the project example
Activity 푖 Set of modes: {(푑푖푚, 푐푖푚), 푚 = 1, . . . , ∣푀푖∣}
0 ∣푀0∣ = 1; {(0, 0)}
1 ∣푀1∣ = 4; {(10, 3), (6, 7), (3, 8), (1, 15)}
2 ∣푀2∣ = 2; {(11, 10), (5, 18)}
3 ∣푀3∣ = 4; {(10, 2), (8, 5), (6, 6), (4, 8)}
4 ∣푀4∣ = 1; {(5, 5)}
5 ∣푀5∣ = 1; {(0, 0)}
We illustrate algorithm 퐶푃퐴푏−퐷푇퐶푇푃 for the project example using a budget of
퐵 = 34. This yields a minimum project completion time given by 푍∗푏−퐷푇퐶푇푃 = 14.
The resulting optimal solution is shown in Figure 3.3, where the critical path is
identiﬁed by the sequence of arcs highlighted in bold, and the optimal mode for each
activity is written within the activity box.
0  ( 0 , 0 )
1 ( 1 0 , 3 )
2 ( 5 , 1 8 )
3 ( 4 , 8 )
4 ( 5 , 5 )
5 ( 0 , 0 )
Figure 3.3: Optimum solution of the project example (퐵 = 34)
The sequence of steps in obtaining the optimal solution is shown below.
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Algorithm 5 퐶푃퐴푏−퐷푇퐶푇푃 steps for the example b-DTCTP
initialise: 푘 = 1, 퐿퐵 = 0, 푈퐵 =∞
Step 1: Since 푈퐵 − 퐿퐵 > 0, solve Model 3.3 to obtain optimal values of activ-
ity modes, given by 푥∗(1) = {(1), (0, 1, 0, 0), (1, 0), (1, 0, 0, 0), (1), (1)} and optimal
solution value 푍∗1 = 0. Set 퐿퐵 = 0.
Step 2: 푥∗(1) yield a critical path 0−2−3−5, 퐶푃 (1) = {0, 2, 3, 5} with associated
project duration 푆∗(1) = 21. Set 푈퐵 = 21.
Step 3: Add the following cut to Model 3.3:
푍2(푥) ≥ 0푥0,1 + 11푥2,1 + 5푥2,2 + 10푥3,1 + 8푥3,2 + 6푥3,3 + 4푥3,4 + 0푥5,1 (3.22)
Step 4: 푘 = 2
Step 1: Since 푈퐵 − 퐿퐵 = 21 > 0, re-solve Model 3.3 to obtain 푥∗(2) =
{(1), (1, 0, 0, 0), (0, 1), (0, 0, 0, 1), (1), (1)} with an associated optimal value of 푍∗2 =
퐿퐵 = 9.
Step 2: Using 푥∗(2), the critical path 0− 1− 3− 5, 퐶푃 (2) = {0, 1, 3, 5} is found,
with associated project duration 푆∗(2) = 14. Set 푈퐵 = 14.
Step 3: Add the following cut to Model 3.3:
푍3(푥) ≥ 0푥0,1+10푥1,1+6푥1,2+3푥1,3+1푥1,4+10푥3,1+8푥3,2+6푥3,3+4푥3,4+0푥5,1
(3.23)
Step 4: 푘 = 3
Step 1: Since 푈퐵 − 퐿퐵 = 14− 9 = 5 > 0, Model 3.3 is resolved yielding 푥∗(3) =
{(1), (1, 0, 0, 0), (0, 1), (0, 0, 0, 1), (1), (1)} with 푍∗3 = 퐿퐵 = 14.
Since 푈퐵 − 퐿퐵 = 14− 14 = 0, the algorithm is terminated.
3.4 Computational study
The exact algorithms 퐶푃퐴푏−퐷푇퐶푇푃 , 퐶푃퐴푑−퐷푇퐶푇푃 and 퐶푃퐴푐−퐷푇퐶푇푃 were coded
in Microsoft Visual Studio C++ and run on an Intel Core 2 processor (2.5GHz with
3.5GB of RAM, Windows Operating System) and IBM ILOG CPLEX v11.1, using a
set of test problems available in the literature.
3.4.1 Test instances, Demeulemeester et al. (1998)
The eﬀectiveness of our proposed algorithms was ﬁrst evaluated by solving 1800 test
problems, which were originally generated by Demeulemeester et al. (1998), using
a speciﬁc problem generator, ProGen (Kolisch et al. 1995), to solve the complete
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time-cost tradeoﬀ curve problem (described in Section 2.1.1).
The problem set consists of activity-on-node networks based on a set of input pa-
rameter settings; Table 3.3 displays the complete set of values for each computational
parameter used by ProGen. In summary, ﬁve settings on the number of activities were
used, six settings for the number of execution modes for each activity, two settings
on the activity durations and costs, and three settings for the Coeﬃcient of Network
Complexity (CNC). The latter describes the topological structure of the network and
it is deﬁned as the number of precedence relations divided by the number of activities.
Each combination of the above parameters forms a problem class (180 classes) and
10 instances were randomly generated in each class, resulting in a pool of 1800 test
instances. For a more detailed description of the generation process, see Demeule-
meester et al. (1998). All these instances were made available to us from the authors
upon request.
Table 3.3: Test problem parameters for the c-DTCTP : test instances in Demeule-
meester et al. (1998)
Parameter Values
♯Activities {10, 20, 30, 40, 50}
♯Modes per activity {2, 4, 6, [1− 3], [1− 7], [1− 11]}
Activity durations/costs {[1− 20], [1− 100]}
CNC {1.5, 1.8, 2.1}
CPU time-limit (seconds) 200 seconds
In our computational experiments, algorithm 퐶푃퐴푐−퐷푇퐶푇푃 was run for the above
test set of problems and was terminated when either the optimal solution was found
or a time limit of 200 seconds elapsed. For each setting of a problem parameter
considered (see Table 3.3), a diﬀerent set of test problems were solved. For example,
instances with networks including 10 activities from 36 diﬀerent problem classes were
tested, resulting in 360 such instances being solved. The results for all 1800 instances
solved, are displayed in Table 3.4 which shows the impact of the problem parameters
on the computational performance of the algorithm. In this table, we provide the
following information for each set of problem instances :
∙ %Opt : Percentage of problems solved to optimality by 퐶푃퐴푐−퐷푇퐶푇푃 ;
∙ Time: Average computational time of 퐶푃퐴푐−퐷푇퐶푇푃 for ﬁnding the optimal
solution (in seconds). All ﬁgures include pre-processing time;
∙ ♯Iters: Average number of iterations required by 퐶푃퐴푐−퐷푇퐶푇푃 for ﬁnding the
optimal solution;
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∙ ♯Cuts: Average number of feasibility cuts required by 퐶푃퐴푐−퐷푇퐶푇푃 for ﬁnding
the optimal solution.
The last row in Table 3.4 gives the average results over all 1800 problem instances.
The results show that 퐶푃퐴푐−퐷푇퐶푇푃 can produce solutions of high quality to hard
and large problems. 93% of all instances, were solved to optimality in an average
computational time of 36 seconds. As expected, the average CPU time required to
ﬁnd the optimal solution increases with problem size (number of activities) whereas
the average percentage of problems optimally solved decreases. Furthermore, it is
interesting to point out that our algorithm solved optimally 90% of the hardest in-
stances, namely, the ones which assume a ﬁxed number of modes for all activities,
compared to 96% of the instances where the number of modes is randomly selected
from three corresponding intervals. It is also worth noting that the higher the CNC
value (that is, the higher the number of precedence relations in the network), the
more diﬃcult the problem. Similarly, an extended problem scale (activity duration
values) increases the project’s horizon and consequently requires a larger number of
d-DTCTPs to be solved in order to construct the time-cost curve.
Table 3.4: Computational results for c-DTCTP : test instances in Demeulemeester
et al. (1998)
♯Problem Problem 퐶푃퐴푐−퐷푇퐶푇푃 DEM98
instances parameters %Opt Time ♯Iters ♯Cuts %Opt
♯Activities
360 10 100% 2.15 139 251 100%
360 20 99% 18.06 414 843 99%
360 30 98% 27.11 548 1020 86%
360 40 92% 50.77 662 1305 61%
360 50 76% 79.96 653 1274 41%
♯Modes
300 2 100% 4.39 136 241 100%
300 4 94% 41.39 645 1175 69%
300 6 76% 83.97 836 1758 49%
300 [1,3] 100% 3.48 99 169 100%
300 [1,7] 98% 27.02 532 991 81%
300 [1,11] 89% 53.26 697 1421 66%
CNC
600 1.5 97% 22.78 443 622 82%
600 1.8 93% 35.94 477 900 78%
600 2.1 89% 47.76 493 1243 73%
Activity
durations/costs
900 [1,20] 99% 18.87 320 827 84%
900 [1,100] 87% 52.34 641 1012 71%
All instances Overall averages 93% 35.59 470 914 78%
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Furthermore, the last column of Table 3.4 shows the results reported in Demeule-
meester et al. (1998) -DEM98 denotes the best approach among those proposed in
that paper- for comparison purposes. We use the average percentage of problems
solved optimally (%푂푝푡) as the only performance measure for comparison; we did
not consider Time, since not suﬃcient information was provided by the authors in
the 1998 paper in order to convert the reported computational times for DEM98 into
equivalent times required on our PC using Dongarra (2008). The results displayed
in Table 3.4 indicate that algorithm 퐶푃퐴푐−퐷푇퐶푇푃 systematically outperforms pro-
cedure DEM98; the latter provided optimal solutions to 78% of the test problems
whereas 퐶푃퐴푐−퐷푇퐶푇푃 solved to optimality 93% of all test problems.
Table 3.5 displays the interaction eﬀects between the number of activities and the
number of modes for the test instances solved by the 퐶푃퐴푐−퐷푇퐶푇푃 . The ﬁrst number
in each cell denotes the average computational time (in seconds) for solving the cor-
responding set of instances (with a speciﬁed number of activities and modes), while
the second number (in bold) indicates the percentage of problems solved optimally
within the time limit of 200 seconds. The third number (in brackets) provides the
corresponding percentage of problems solved optimally using DEM98, as reported in
Demeulemeester et al. (1998).
Table 3.5: Interaction between ♯Activities and ♯Modes for 퐶푃퐴푐−퐷푇퐶푇푃 : test in-
stances in Demeulemeester et al. (1998).
♯Modes
♯Activities 2 4 6 [1,3] [1,7] [1,11]
10 0.13, 100% 1.32, 100% 3.96, 100% 0.59, 100% 2.23, 100% 4.73, 100%
(100%) (100%) (100%) (100%) (100%) (100%)
20 2.04, 100% 17.55, 100% 53.73, 97% 3.85, 100% 5.98, 100% 25.19, 100%
(100%) (100%) (95%) (100%) (100%) (100%)
30 5.14, 100% 30.23, 100% 76.52, 87% 1.21, 100% 18.73, 100% 30.86, 100%
(100%) (93%) (40%) (100%) (98%) (85%)
40 5.86, 100% 53.38, 97% 126.66, 62% 2.85, 100% 36.92, 100% 78.21, 92%
(100%) (48%) (10%) (100%) (73%) (37%)
50 8.89, 100% 104.46, 75% 158.99, 37% 8.91, 100% 71.24, 90% 127.29, 55%
(100%) (5%) (0%) (100%) (35%) (7%)
The above table shows that, both algorithms (퐶푃퐴푐−퐷푇퐶푇푃 and DEM98) can
produce optimal solutions for most of the test problems including up to 20 nodes; these
instances are relatively easy to solve. However, 퐶푃퐴푐−퐷푇퐶푇푃 clearly outperforms
DEM98 for all the largest and hardest instances; our algorithm solved 89% of all 30-,
40- and 50-activity problems to optimality, in an average CPU time of about 1 minute,
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compared to only 63% of these problems being solved by the procedure DEM98. More
speciﬁcally, as reported in Demeulemeester et al. (1998), the 50-activity problems with
4 or more execution modes were beyond the capabilities of DEM98, given the CPU
time limit. On the other hand, the algorithm 퐶푃퐴푐−퐷푇퐶푇푃 found optimal solutions
for 75% of the problems with 50 activities and 4 modes and 37% of the problems with
50 activities and 6 modes. To the best of our knowledge, instances from the latter set
of problems were solved to optimality for the ﬁrst time.
3.4.2 Test instances, Akkan et al. (2005)
The performance of 퐶푃퐴푑−퐷푇퐶푇푃 was further investigated on two diﬀerent sets of
problem instances, namely “Test-bed 1” (large-size test instances) and “Test-bed 2”
(small-size test instances) which were randomly generated by Akkan et al. (2005) for
the d-DTCTP, and were made available to us from the authors upon request.
The test problem generation process is summarised below. The authors ﬁrst
created activity-on-arc networks with known Complexity Index (CI) which measures
how nearly series-parallel a network is. Depending on the values of the CI and CNC,
the network generation procedure produces instances of varying network size given
by the number of activities. For Test-bed 1, the number of activities varied between
85 and 136 whereas for Test-bed 2, the corresponding range was [29− 42]. The above
networks were subsequently converted into an equivalent activity-on-node format.
The number of execution modes for each activity was randomly generated from two
intervals and three diﬀerent types of time-cost functions were considered. The project
deadline was calculated as: 퐷 = 푇푚푖푛 + 휃(푇푚푎푥 − 푇푚푖푛) with four settings for 휃 and
(푇푚푖푛, 푇푚푎푥) being deﬁned in Table . The complete set of computational parameters
used for the generation of each test-bed is given in Table 3.6.
Table 3.6: Test problem parameters for the d-DTCTP : test instances in Akkan et al.
(2005)
Parameter Test-bed 1 Test-bed 2
(Large instances) (Wide range of CI values)
CI {13, 14} {0, 4, 5, 6, 9, 10, 11, 14}
CNC {5, 6, 7, 8} {2}
♯Modes per activity {[2− 10], [11− 20]} {[2− 10], [11− 20]}
Time-cost function type {푐표푛푣푒푥, 푐표푛푐푎푣푒, ℎ푦푏푟푖푑} {푐표푛푣푒푥, 푐표푛푐푎푣푒, ℎ푦푏푟푖푑}
휃 {0.15, 0.3, 0.45, 0.6} {0.15, 0.3, 0.45, 0.6}
CPU time limit 200 CPU seconds 200 CPU seconds
For each problem class, deﬁned as a combination of the above parameters, Akkan
et al. (2005) generated ten random instances, resulting in a total of 2∗2∗3∗4∗10 = 1920
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large-size instances of Test-bed 1 and 8∗1∗2∗3∗4∗10 = 1920 small-size instances of
Test-bed 2. Although the complete set of Test-bed 2 instances was given to us, only
1200 from Test-bed 1 were made available for experimentation.
For our computational tests, 퐶푃퐴푑−퐷푇퐶푇푃 was run for all the above instances and
was terminated when either the optimal solution was found or a predetermined time
limit elapsed. The time-limit imposed is again 200 CPU seconds. Tables 3.7 and 3.8
show the impact of the problem parameters (Table 3.6) on the computational results.
In these tables, for each parameter setting, we present the following information:
∙ %푂푝푡: Percentage of problems solved to optimality by 퐶푃퐴푑−퐷푇퐶푇푃 within
200 CPU seconds;
∙ Time: Average computational time of 퐶푃퐴푑−퐷푇퐶푇푃 for ﬁnding the optimal
solution (in seconds); all ﬁgures include pre-processing time;
∙ ♯Iters: Average number of iterations required by 퐶푃퐴푑−퐷푇퐶푇푃 for ﬁnding the
optimal solution;
∙ ♯Cuts: Average number of cuts required by 퐶푃퐴푑−퐷푇퐶푇푃 for ﬁnding the opti-
mal solution.
where the average is computed over a given set of problem instances solved within
the time limit of 200 seconds for each parameter setting. The last row in Tables 3.7
and 3.8 gives the average results over all problem instances.
The reported results show that the approach proposed in this paper is capable
of solving to optimality over 50% of the largest and hardest test problems in the
literature (within 3 minutes of computational time) for the ﬁrst time. These include
instances with networks consisting of over 100 activities and up to 20 modes for each
activity for which the optimal solutions were previously unknown. Furthermore, the
proposed algorithm solved to optimality 98% of the small-size Test-bed 2 instances
within an average computational time of 13 seconds.
It is clear from Tables 3.7 and 3.8 that, the value of CI does not have a negative
eﬀect on the eﬀectiveness of the algorithm 퐶푃퐴푑−퐷푇퐶푇푃 . The results for Test-bed
2 indicate that a larger CI value does not imply a larger computational time nor a
greater problem complexity. For example, 100% of the instances with 퐶퐼 ∈ {9, 10, 11}
are solved to optimality within an average of 9 seconds compared to 98% of instances
with 퐶퐼 ∈ {4, 5, 6} which are optimally solved within 18 seconds of CPU time.
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Table 3.7: Computational results for 퐶푃퐴푑−퐷푇퐶푇푃 : Test-bed 1 (Akkan et al. 2005)
♯Problem Problem 퐶푃퐴푑−퐷푇퐶푇푃
instances parameters %Opt Time ♯Iters ♯Cuts
♯Activities
240 <100 78% 69.21 13 30
720 ⩾100 45% 142.79 12 29
CI
480 13 52% 122.92 14 32
480 14 54% 126.79 11 27
CNC
240 5 78% 69.21 13 30
240 6 63% 106.40 14 34
240 7 45% 145.95 11 29
240 8 26% 177.87 8 16
♯Modes
480 [2,10] 64% 109.91 14 28
480 [11,20] 42% 139.81 10 31
Time-cost function type
320 Convex 57% 117.44 12 33
320 Concave 49% 130.14 12 24
320 Hybrid 53% 126.99 13 30
휃
240 0.15 14% 186.57 30 65
240 0.3 35% 154.43 19 48
240 0.45 69% 104.34 13 32
240 0.6 95% 54.09 7 15
All instances Overall averages 53% 124.86 12 29
Table 3.8: Computational results for 퐶푃퐴푑−퐷푇퐶푇푃 : Test-bed 2 (Akkan et al. 2005)
Problem instances CI Opt1 Time ♯퐼푡푒푟푠 ♯퐶푢푡푠
240 0 100% 1.78 6 9
240 4 99% 13.29 10 22
240 5 98% 16.86 11 26
240 6 95% 23.31 11 27
240 9 100% 5.83 10 15
240 10 100% 9.41 11 18
240 11 100% 10.62 11 19
240 14 94% 21.32 9 20
All instances Overall averages 98% 12.80 10 20
Furthermore, Table 3.7 suggests that, although an increase in the value of the
CNC (which is a measure of the precedence relations in the network) results in a
3.4. COMPUTATIONAL STUDY 85
more complex network and has an impact on the performance measures, the proposed
approach is indeed capable of solving to optimality instances with a high network
complexity. It is interesting that 45% and 26% of the instances with CNC=7 and
CNC=8, respectively, were solved within the time limit of 200 seconds, compared to
78% and 63% of instances solved with CNC=5 and CNC=6, respectively.
The number of modes per activity seems to have an eﬀect on the computational
performance of algorithm 퐶푃퐴푑−퐷푇퐶푇푃 . Instances with modes in the interval [11−
20] need almost an additional 40% of computational time, on average, for ﬁnding
the optimal solution than those instances with modes in the interval [2 − 10]. This
result is expected, since a larger number of modes implies a larger number of decision
variables in the Relaxed Problem (Model 3.4, Section 3.3.2), thereby making such
instances much harder to solve. However, even for such hard instances with many
modes ([11− 20]), we observe that our algorithm can provide optimal solutions (42%
on average) within just over two minutes of computational time.
Regarding the type of time-cost function considered, there is little evidence from
Table 3.7 to suggest that instances with a concave function are harder to solve; it
is also interesting to note that, for instances with any time-cost function type, the
number of iterations for ﬁnding the optimal solution is more or less robust.
Finally, Table 3.7 shows clearly that 휃, and consequently the deadline of the
problem, has a signiﬁcant inﬂuence on the solution approach. Increasing the size of
the time horizon, signiﬁcantly reduces the average computational time for ﬁnding the
optimal solution as well as the corresponding number of iterations and number of
cuts. On the other hand, a smaller 휃 implies a smaller deadline which increases the
complexity of the problem, as the feasible region of the model gets smaller. Overall,
our algorithm performs particularly well for larger deadlines, solving most of the
instances within the time limit set. In fact, 95% of the instances with the largest
휃 = 0.6 were solved within an average of 54 seconds of CPU time on average.
Eﬀect of the time-limit To further evaluate the computational performance of
our algorithm, we performed additional runs allowing a larger time-limit of one CPU
hour (3600 CPU seconds) for the hardest, Test-bed 1 instances. The results indicate
that algorithm 퐶푃퐴푑−퐷푇퐶푇푃 was, in fact, able to optimally solve over 70% of all the
instances in the set within less than half an hour of computational time on average.
This result shows that by extending the computational time to a reasonable limit, the
proposed algorithm can solve to optimality the vast majority of the hardest existing
test problems in the literature.
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Eﬀect of the speed-up techniques We have implemented both strategies 1 and 2
(Section 3.3.4) with 훼 = 0.4 and 훽 = 2 and tested them for algorithm 퐶푃퐴푑−퐷푇퐶푇푃
using Test-bed 1 and Test-bed 2 instances. The results are reported in Table 3.9
and Table 3.10. The same performance measures are presented as in Section 3.4.2;
one additional measure is given in the last column of this table, ♯Cuts(It1), which
represents the average number of cuts applied at the ﬁrst iteration of 퐶푃퐴푑−퐷푇퐶푇푃 .
Table 3.9: Computational results for 퐶푃퐴푑−퐷푇퐶푇푃 with speed-up techniques: Test-
bed 1 (Akkan et al. 2005)
♯Problem Problem 퐶푃퐴푑−퐷푇퐶푇푃
instances parameters %Opt Time ♯Iters ♯Cuts ♯Cuts(It1)
♯Activities
240 <100 85% 51.38 7 17 237
720 ⩾100 50% 136.83 10 26 144
CI
480 13 58% 115.01 11 28 106
480 14 59% 116.63 7 18 248
CNC
240 5 85% 51.56 7 17 237
240 6 70% 93.39 10 26 226
240 7 50% 141.60 11 32 103
240 8 29% 176.74 8 18 20
♯Modes
480 [2,10] 70% 98.14 9 20 171
480 [11,20] 47% 133.51 8 26 188
Time-cost function type
320 Convex 53% 123.08 9 19 114
320 Concave 64% 105.67 8 27 208
320 Hybrid 58% 118.71 9 22 202
휃
240 0.15 25% 166.31 3 12 1195
240 0.3 43% 139.24 8 27 281
240 0.45 71% 103.18 13 34 1
240 0.6 95% 54.09 7 15 0
All instances Overall averages 59% 115.82 9 23 178
From Table 3.9 we observe that the speed-up strategies were able to reduce the
computational time required to ﬁnd the optimal solution to the large-sized instances
(Test-Bed 1). Using speed-up strategies 1 and 2, algorithm 퐶푃퐴푑−퐷푇퐶푇푃 is able to
solve to optimality almost 60% of the largest existing test problems in the literature, in
9 iterations. The average total number of cuts applied is now signiﬁcantly increased as
around 180 cuts are added at the ﬁrst iteration of the algorithm and 23 in subsequent
iterations.
It is worth noting that the improvement is especially evident on the hardest prob-
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lem classes of the problem set. More speciﬁcally, 50% and 29% of instances with
퐶푁퐶 = 7 and 퐶푁퐶 = 8 are now optimally solved, whereas previously 45% and 26%
of such instances were solved, respectively. The speed-up strategies were also able to
improve the computational time required to solve instances with a large number of
modes ([11, 20]); almost 50% of such instances are now solved to optimality within
2 CPU minutes. Finally, the exact solution for 25% and 43% of instances with a
relatively small deadline, 휃 = 0.15 and 휃 = 0.3, was found, showing an improvement
of 11% and 8%, respectively, over the version of the cutting plane algorithm without
any speed-up techniques.
Finally, only two out of the 1920 problem instances in Test-Bed 2 were not solved
within the 200 CPU seconds time limit. Table 3.10 shows that the average computa-
tional time and the number of iterations required to solve an instance in the Test-Bed
2 set have both halved but the average number of cuts is signiﬁcantly increased. We
note that, using the speed-up techniques, almost 100 cuts are applied at the ﬁrst
iteration of the algorithm and an additional 13 cuts at the remaining iterations.
Table 3.10: Computational results for 퐶푃퐴푑−퐷푇퐶푇푃 with speed-up techniques: Test-
bed 2 (Akkan et al. 2005)
♯Problem instances CI Opt1 Time ♯퐼푡푒푟푠 ♯퐶푢푡푠 ♯퐶푢푡푠(퐼푡1)
80 0 100% 0.86 2 5 49
80 4 99% 7.96 4 13 126
80 5 100% 8.18 4 16 165
80 6 100% 10.25 4 17 216
80 9 100% 3.31 5 11 18
80 10 100% 5.36 6 13 22
80 11 100% 5.80 6 14 30
80 14 99% 9.83 3 11 144
All instances Overall averages 100% 6.44 4 13 96
3.5 Summary
In this chapter, we have described a new optimising algorithmic approach for the
DTCTP. The main idea derives from the path-based formulation of the DTCTP which
naturally implies the construction of global cuts via the paths of activities. The paths
are constructed via PathEnum, an algorithm designed to ﬁnd all the distinct paths
in any given project network. The cutting plane algorithm proposed, which employs
algorithm PathEnum at its initialisation stage, is equivalent to a delayed constraint
generation procedure where constraints are selected based on the critical paths found.
To the best of our knowledge, the time-cost tradeoﬀ literature has so far never used the
path-based approach. The versatility of the cutting plane algorithm makes it possible
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to solve exactly and/or give lower bounds for all three versions of the DTCTP. The
proposed approach is enhanced using eﬀective speed-up techniques.
The computational results performed using the test set with complexity mea-
sures as proposed in Demeulemeester et al. (1998), show that the proposed algorithm
(퐶푃퐴푐−퐷푇퐶푇푃 ) is very powerful and clearly outperforms other exact algorithms in
the literature for the c-DTCTP. The algorithm presented in this paper solved 89% of
all 30-, 40- and 50-activity test problems to optimality, in an average CPU time of less
than one minute. It must be noted that only 63% of these problems were previously
solved by the best exact algorithm reported in the literature.
Further experimentation using the test problems generated by Akkan et al. (2005),
demonstrated that the proposed algorithm (퐶푃퐴푑−퐷푇퐶푇푃 ), enhanced with the speed-
up techniques, is capable of solving almost 60% of the largest and hardest test prob-
lems in the literature, within three minutes of computational time, for which the
optimal solutions were previously unknown. Moreover, the same algorithm solved
1918 out of 1920 smaller sized instances (again whose optimal solution had been
unknown until now) within an average computational time of 6 seconds.
Chapter 4
The Stochastic Discrete
Time-Cost Tradeoﬀ Problem
with Static Modes
In Chapter 3, a new exact cutting plane algorithm for the deterministic version of
the DTCTP has been presented. The methodology is capable of solving eﬃciently
many of the hardest instances in the literature and providing useful insights into
the complexity of the underlying (theoretical) problem. However, its applicability
is limited to projects whose parameters are ﬁxed or known in advance. Given that
many real-life project instances invariably include uncertain parameters and that the
prospect of foreseeing their exact values is very limited, it is justiﬁable to consider
models which bear uncertainty.
This chapter addresses the need for problem formulations which incorporate un-
certain parameters. It is natural to assume that the decision maker would like to
obtain a baseline schedule which behaves well, at least in expectation. According
to the decision maker’s attitude towards risk, diﬀerent strategies may be appropri-
ate. For the reasons outlined in Section 1.2, we will model the problem using SP
techniques.
In this chapter, the stochastic element manifests itself in the activities’ dura-
tions. We assume that the mode selection variables are static; these cannot change
during project execution. Under this perspective, we study the Stochastic DTCTP
(SDTCTP) with Static Modes (SM). We develop a decomposition-based approach for
solving the SDTCTP with SM which borrows many features from the cutting plane
approach developed for the deterministic problem. The chapter ends with an exten-
sive computational study based on new randomly generated test instances. The aim
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of the experimentation is two-fold. On the one hand, the computational performance
and capabilities of the proposed decomposition-based approach are investigated. On
the other hand, we establish results with the view to assessing the beneﬁt of using a
stochastic model, as opposed to a traditional deterministic model that only considers
expected values. The work in this chapter has been submitted for publication and is
currently under review (Klerides and Hadjiconstantinou 2009).
4.1 Problem deﬁnition
The SDTCTP can be deﬁned as follows: We are given a project network of 푛 activities,
in activity-on-node representation, as deﬁned for the deterministic DTCTP in Section
2.1.1.
Each activity 푖 ∈ 퐴 has an index set of푀푖 possible modes and each mode 푚 in푀푖
is associated with a (stochastic) duration, d 푖푚, and a (deterministic) cost, 푐푖푚. Since
d 푖푚 is unknown before the completion of activity 푖 under mode 푚, it is represented
by a vector of possible realisations. Following the classic PERT approach, we assume
that the random variables d 푖푚 are independent and that the corresponding individual
distributions can be estimated.
The uncertainty in the SDTCTP is represented using a set of discrete scenarios,
푆, in which each scenario 푠 ∈ 푆 is associated to a probability of occurrence, 푝푠,
where
∑
푠∈푆
푝푠 = 1, and a realisation of activity durations (푑
푠
푖푚 ∀푖 ∈ 퐴, 푚 ∈ 푀푖). In
other words, each scenario 푠 ∈ 푆 contains one possible realisation of the vector d=
{d 푖푚, ∀푖 ∈ 퐴,푚 ∈ 푀푖}. For simplicity, we assume that the vectors d 푖푚 are ordered
with respect to the scenario index: d 풊풎= (푑
1
푖푚, 푑
2
푖푚, . . . , 푑
∣푆∣
푖푚). Dummy activities (0)
and (푛+ 1) have one mode with zero duration/cost under all scenarios.
It is assumed that the project’s lifetime is represented by the discrete set of time
periods 0, 1, . . . , 푇푚푎푥 where 푇푚푎푥 denotes the project’s horizon. If 푇푚푎푥 is not known,
we set it to the completion time of the project using the mode of longest duration for
each activity under each scenario, and maximise across all scenarios. Similarly, the
minimum completion time (feasible for all scenarios), 푇푚푖푛, is calculated via the modes
of shortest duration for each activity and taken as the maximum across all scenarios.
For the maximum (퐵푚푎푥) and minimum (퐵푚푖푛) budget we use the summation of the
maximum and minimum costs for all the activities, respectively.
The DEP of the SDTCTP with SM, as investigated in this thesis, can be formally
stated as follows: given a set of execution modes for each activity and uncertainty
that is characterised by a set of potential activity duration scenarios, determine a
mode for each activity and an associated starting time under each scenario, according
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to one of the three objectives:
1. Minimise the expected project duration while remaining within a speciﬁed bud-
get (referred to as the budget problem and denoted by b-SDTCTP with SM in
this thesis).
2. Minimise the total project cost while satisfying a certain deadline under all
possible scenarios (referred to as the deadline problem and denoted in this
thesis as d-SDTCTP with SM).
3. The stochastic time-cost eﬃcient curve is obtained providing the optimum total
project cost for a given deadline when the value of the deadline is allowed to vary
(referred to as the complete project stochastic time-cost tradeoﬀ curve problem
and denoted as c-SDTCTP with SM).
This chapter deals with ﬁnding the optimal solution to the SDTCTP with SM. As
shown in Section 1.2, this solution value, is bounded below by the WS solution value,
푍푊푆 , taken as the expectation across all scenarios. For each scenario problem 푠, let
푥푠푊푆 denote the optimal values of the decision variables and 푍
푠
푊푆 the corresponding
objective value.
Similarly, the solution to the MV problem (푍푀푉 ) bounds the stochastic static
solution value from above. The optimal decision values under the MV scenario (푠푀푉 ∈
푆), denoted by 푥푀푉 , yield the deterministic objective function value 푍
퐷
푀푉 . Using
푥푀푉 , the corresponding objective function value under each scenario 푠 ∈ 푆 using
푥푀푉 is denoted by 푍
푠
푀푉 . Note that, 푥푀푉 = 푥
푠
푊푆 if 푠 = 푠푀푉 .
Table 4.1 gives the deﬁnition of these concepts, as these are applied for the
SDTCTP.
Table 4.1: Notation: Standard SP for the SDTCTP
푥푠푊푆 : Optimal WS decision values when 푠 is the only scenario
푍푠푊푆 : Optimal WS project completion time when 푠 is the only
scenario
푍푊푆 =
∑
푠∈푆
푝푠푍
푠
푊푆 : Expected project completion time under a WS approach
푠푀푉 : MV scenario, the scenario where all the random variables
take their expected values
푥푀푉 : Optimal mode selection variables for the MV
scenario
푍퐷푀푉 : Optimal deterministic project completion time for the MV scenario
푍푠푀푉 : Project completion time using 푥푀푉 under scenario 푠
푍푀푉 =
∑
푠∈푆
푝푠푍
푠
푀푉 : Expected project completion time under a MV approach
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The SDTCTP with SM involves selecting a mode for each activity in the project,
independently of scenario, and assigning a starting time for each activity and under
each scenario so that either of the three versions of the problem is solved. The decision
process in the SDTCTP with SM involves a stage-wise scheduling of eligible activities
subject to precedence constraints according to selected execution modes. As the
(static) mode selection variables are common to all scenarios and do not depend on
observations, we can view the problem as a Two-Stage stochastic program where the
mode variables are selected at the ﬁrst stage and according to these, the activities are
scheduled at the second stage.
4.2 The Two-Stage Stochastic Programming model for
the SDTCTP with SM
The SDTCTP with SM can be formulated as a Two-stage stochastic MIP, where the
mode selection decisions are made at the ﬁrst stage and before any uncertainty is
revealed. The starting-time decision variables for each scenario are assigned at the
second stage. As the assignment of activity modes is independent of which scenario
occurs in the subsequent stages, the Two-Stage approach to the SDTCTP with SM
retains the non-anticipativity property; the mode selection set in the ﬁrst stage is not
disturbed.
The path-based SP formulation of both the b-SDTCTP with SM (Model 4.1)
and the d-SDTCTP with SM (Model 4.2) are given below. Let us deﬁne one set of
binary decision variables, namely, the ﬁrst-stage mode-selection variables 푥푖푚 for all
activities 푖 ∈ 퐴 and 푚 ∈푀푖 such that:
푥푖푚 =
⎧⎨⎩1, if activity 푖 is executed under mode 푚 ∈푀푖0, otherwise (4.1)
Note that the (second-stage) scenario-dependent starting time variables are easily
derived from the mode selection variables. The activity starting time, under each
scenario, is equal to the maximum completion time over all predecessor activities
using the durations prescribed from the selected modes, as deﬁned from the scenario.
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Model 4.1 b-SDTCTP with SM: Path-based mathematical formulation
Minimise
피[푍푏−푆푀 (푥)] =
∑
푠∈푆
푝푠푍
푠
푏−푆푀 (푥) (4.2)
subject to:
∑
푖∈퐴
∑
푚∈푀푖
푥푖푚푐푖푚 ⩽ 퐵 (4.3)
푍푠푏−푆푀 (푥)−
∑
푖∈푃푙
∑
푚∈푀푖
푥푖푚푑
푠
푖푚 ⩾ 0 ∀푙 ∈ 풫, 푠 ∈ 푆 (4.4)∑
푚∈푀푖
푥푖푚 = 1, ∀ 푖 ∈ 퐴 (4.5)
푥푖푚 ∈ {0, 1} ∀푖 ∈ 퐴, 푚 ∈푀푖 (4.6)
Model 4.2 d-SDTCTP with SM: Path-based mathematical formulation
Minimise
푍푑−푆푀 (푥) =
∑
푖∈퐴
∑
푚∈푀푖
푥푖푚푐푖푚 (4.7)
subject to:
∑
푖∈푃푙
∑
푚∈푀푖
푥푖푚푑
푠
푖푚 ⩽ 퐷 ∀푠 ∈ 푆, ∀푙 ∈ 풫 (4.8)
(4.5)− (4.6)
The objectives (4.2) and (4.7) minimise the expected project completion time
and total project cost, for Model 4.1 and Model 4.2, respectively. Let 푍∗푏−푆푀 =
min
푥
푍푏−푆푀 (푥) denote the optimal minimum project completion time for Model 4.1,
while 푍푠푏−푆푀 (푥) represents the project completion time under scenario 푠 ∈ 푆 for mode
selection variables 푥. Constraints (4.3) and (4.8) ensure that the selection of modes
does not exceed the project budget and deadline (under all scenarios), respectively.
Constraints (4.4) ensure that the duration of each path in the network is less than
the project completion time, under each scenario. Logical constraints (4.5) impose
the fact that only one mode must be assigned to each activity. Finally, constraints
(4.6) deﬁne the allowable range of the decision variables.
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4.3 An optimising algorithm for the b-SDTCTP with
SM
This section presents a detailed description of the new exact decomposition-based
algorithm developed for the b-SDTCTP with SM, referred to as 퐷퐴푏−푆푀 , with the
view to providing the optimal solution to this problem while at the same time reducing
the associated computational cost.
4.3.1 퐷퐴푏−푆푀 : A decomposition-based algorithm
The algorithm assumes that all the paths in the project network are found at the
initialisation stage of the algorithm, using PathEnum (Algorithm 1, Section 3.2), and
are stored in memory throughout the remaining stages. The ﬁrst step of the algo-
rithm is to relax Model 4.1 and subsequently solve the Relaxed Problem using delayed
constraint generation, with constraints (cuts) being selected from the set of path con-
straints (4.4). The solution to the Relaxed Problem enables the decomposition of the
original problem into separate scenario subproblems, where each subproblem reduces
to ﬁnding the project completion time under that scenario, using forward calculations
and the mode values derived from the Relaxed Problem. The constraint generation
procedure is repeated over a number of iterations and the algorithm terminates once
the termination criteria are satisﬁed.
Problem relaxation. At iteration 푘, the Relaxed Problem of the b-SDTCTP
with SM (Model 4.1) is given in Model 4.3.
Model 4.3 Relaxed Problem for the b-SDTCTP with SM, at iteration 푘
Minimise
피[푍푘(푥)] =
∑
푠∈푆
푝푠푍
푠
푘(푥) (4.9)
subject to:
푍푠푘(푥)−
∑
푖∈퐶푃 (푠,푘′)
∑
푚∈푀푖
푑푠푖푚푥푖푚 ⩾ 0 ∀푘′ < 푘, 푠 ∈ 푆 (4.10)
(4.3), (4.5), (4.6)
where the objective is to minimise 피[푍푘(푥)], the expected project completion time,
when only a subset of the path constraints are considered; these paths correspond to
the critical paths, 퐶푃 (푠, 푘′), found for all iterations 푘′ < 푘 and scenarios 푠 ∈ 푆.
Let 푥∗푖푚(푘) denote the optimal values of the modes obtained by solving Model
4.3 at iteration 푘. Fixing the mode selection variables leads to several decoupled
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scenario subproblems, each corresponding to one particular scenario of the whole
problem. Now using 푥∗푖푚(푘), each such scenario subproblem reduces to the problem
of ﬁnding the project completion time which is equal to the longest completion time
of the paths in the project network under that particular scenario, as is the case in
the Critical Path Method (CPM). Each scenario subproblem can be easily solved by
simple forward calculations to obtain values of the earliest/latest starting times of the
project activities.
Constraint selection/Cut generation. Let 푥∗(푘) denote the optimal values
푥∗푖푚(푘) of the modes obtained from the Relaxed Problem (Model 4.3), at iteration 푘 of
the algorithm. Then the project completion time, 푆∗(푠, 푘), obtained from performing
forward calculations under each scenario 푠 and using the durations prescribed by
푥∗(푘), is given by:
푆∗(푠, 푘) = max
푙∈풫
[
∑
푖∈푃푙
∑
푚∈푀푖
푑푠푖푚푥
∗
푖푚(푘)] =
∑
푖∈퐶푃 (푠,푘)
∑
푚∈푀푖
푑푠푖푚푥
∗
푖푚(푘) (4.11)
where 퐶푃 (푠, 푘) is the set of activities on a critical path of the network, for iteration
푘 under scenario 푠.
For each critical path 퐶푃 (푠, 푘) found at iteration 푘, we can select to add the path
constraints to the Relaxed Problem of the next iteration (푘 + 1) of the type:
푍푠푘+1(푥) ⩾
∑
푖∈퐶푃 (푠,푘)
∑
푚∈푀푖
푑푠푖푚푥푖푚 for each scenario 푠 ∈ 푆 (4.12)
Termination criteria. Let 푆∗(푘) be the expected value of the project comple-
tion times over all scenarios at iteration 푘, i.e. 푆∗(푘) =
∑
푠∈푆
푝푠푆
∗(푠, 푘). The procedure
goes on iteratively until 푆∗(퐾) − 푍∗퐾 = 0, where 퐾 is the ﬁnal iteration of the al-
gorithm. The termination criterion guarantees the optimality of the algorithm and
the proof follows directly from the proof provided for the problem in a deterministic
context in Chapter 3.
The complete decomposition-based algorithm for the Two-Stage b-SDTCTP with
SM is summarised below.
96
CHAPTER 4. THE STOCHASTIC DISCRETE TIME-COST
TRADEOFF PROBLEM WITH STATIC MODES
Algorithm 6 퐷퐴푏−푆푀 : Decomposition Algorithm for the b-SDTCTP with SM
initialise
푘 = 0
퐿퐵 = 0 { Lower bound, obtained from the Relaxed Problem (Model 4.3)}
푈퐵 =∞ {Upper bound, obtained from the project completion times of all scenarios 푠 ∈ 푆}
while 푈퐵 − 퐿퐵 > 0 do
Step 1: Solve Model 4.3 to obtain optimal values 푥∗(푘). Set 퐿퐵 = 푍∗푘 .
Step 2: Use forward/backward calculations for all 푠 ∈ 푆 to ﬁnd 퐶푃 (푠, 푘).
Calculate 푆∗(푘) =
∑
푠∈푆
푝푠푆
∗(푠, 푘) using (4.11). Set 푈퐵 = min[푈퐵, 푆∗(푘)].
Step 3: Add cuts (4.12) for each scenario to Model 4.3.
Step 4: 푘 = 푘 + 1
end while
return 푈퐵.
4.3.2 Illustrative example
In this section, we will demonstrate algorithm 퐷퐴푏−푆푀 using the activity-on-node
project network shown in Figure 3.1. The modes (mean time-cost pairs) for each
activity are given in Table 3.2. For simplicity purposes, we will only consider three
equiprobable scenarios, as given in Table 4.2. The Table shows the values of the
time-cost pairs for each activity mode under each scenario. Note that scenario 1 is
the scenario where all uncertain parameters take their mean values (푠푀푉 = 1).
Table 4.2: Data for the activities of the project example: activity (time-cost) tuples
per scenario
Activity 푖 ♯Modes Scenario 1 Scenario 2 Scenario 3
0 ∣푀0∣ = 1 {(0, 0)} {(0, 0)} {(0, 0)}
1 ∣푀1∣ = 4 {(10, 3), (6, 7), (3, 8), (1, 15)} {(9, 3), (7, 7), (6, 8), (2, 15)} {(10, 3), (7, 7), (4, 8), (2, 15)}
2 ∣푀2∣ = 2 {(11, 10), (5, 18)} {(10, 10), (5, 18)} {(10, 10), (8, 18)}
3 ∣푀3∣ = 4 {(10, 2), (8, 5), (6, 6), (4, 8)} {(10, 2), (8, 5), (5, 6), (3, 8)} {(9, 2), (8, 5), (6, 6), (5, 8)}
4 ∣푀4∣ = 1 {(5, 5)} {(4, 5)} {(6, 5)}
5 ∣푀5∣ = 1 {(0, 0)} {(0, 0)} {(0, 0)}
For 퐵 = 33 cost units, the optimal minimum expected project completion time is
equal to 푍∗푏−푆푀 = 15 time units. The resulting optimal solution is shown in Figure
4.1; the critical path for each scenario is identiﬁed by the sequence of arcs highlighted
in bold, and the optimal mode for each activity is written within the activity box.
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The detailed algorithmic steps are shown below.
Algorithm 7 퐷퐴푏−푆푀 steps for the example b-SDTCTP with SM
initialise: 푘 = 1, 퐿퐵 = 0, 푈퐵 =∞
Step 1: Since 푈퐵 − 퐿퐵 > 0, solve Model 4.3 to obtain optimal values of activity modes,
given by 푥∗(1) = {(1), (1, 0, 0, 0), (1, 0), (1, 0, 0, 0), (1), (1)}. The optimal solution value is
푍∗1 = 0. Set 퐿퐵 = 0.
Step 2: Using 푥∗(1), the solution to the scenario subproblems yields critical path 0−2−3−5
for scenarios 1 and 2, 퐶푃 (1, 1) = 퐶푃 (2, 1) = {0, 2, 3, 5} with associated project durations
푆∗(1, 1) = 21 and 푆∗(2, 1) = 20. Critical paths 0 − 1 − 3 − 5 and 0 − 2 − 3 − 5 are
found for scenario 3, 퐶푃 (3, 1) = {{0, 1, 3, 5}, {0, 2, 3, 5}} with associated project duration
푆∗(3, 1) = 19. Set 푈퐵 = min[푈퐵, 21+20+193 ] = 20.
Step 3: Add the following cuts to Model 4.3:
푍12 (푥) ⩾ 0푥0,1 + 11푥2,1 + 5푥2,2 + 10푥3,1 + 8푥3,2 + 6푥3,3 + 4푥3,4 + 0푥5,1
푍22 (푥) ⩾ 0푥0,1 + 10푥2,1 + 8푥2,2 + 10푥3,1 + 8푥3,2 + 5푥3,3 + 3푥3,4 + 0푥5,1
푍32 (푥) ⩾ 0푥0,1 + 10푥1,1 + 7푥1,2 + 4푥1,3 + 2푥1,4 + 9푥3,1 + 8푥3,2 + 6푥3,3 + 5푥3,4 + 0푥5,1
푍32 (푥) ⩾ 0푥0,1 + 10푥2,1 + 6푥2,2 + 9푥3,1 + 8푥3,2 + 6푥3,3 + 5푥3,4 + 0푥5,1
Step 4: 푘 = 2
Step 1: Since 20 − 0 > 0, re-solve Model 4.3 to obtain 푥∗(2) =
{(1), (1, 0, 0, 0), (1, 0), (0, 0, 1, 0), (1), (1)} and 푍∗2 = 14.33. 퐿퐵 = max[퐿퐵, 14.33] = 14.33.
Step 2: Using 푥∗(2), critical path 0 − 2 − 4 − 5 is found for scenarios 1, 2 and 3 with
퐶푃 (1, 2) = 퐶푃 (2, 2) = 퐶푃 (3, 2) = {0, 2, 4, 5} and 푆∗(1, 2) = 16, 푆∗(2, 2) = 14 and
푆∗(3, 2) = 16. Set 푈퐵 = min[푈퐵, 15.33] = 15.33.
Step 3: Add the following cuts to Model 4.3:
푍13 (푥) ⩾ 0.0,1 + 11푥2,1 + 5푥2,2 + 5푥4,1 + 0푥5,1
푍23 (푥) ⩾ 0푥0,1 + 10푥2,1 + 8푥2,2 + 4푥4,1 + 0푥5,1
푍33 (푥) ⩾ 0푥0,1 + 10푥2,1 + 8푥2,2 + 6푥4,1 + 0푥5,1
Step 4: 푘 = 3
Step 1: Since 푈퐵 − 퐿퐵 = 1 > 0, re-solve Model 4.3 to get 푥∗(3) =
{(1), (1, 0, 0, 0), (1, 0), (0, 0, 0, 1), (1), (1)}. and 푍∗3 = 15.33. Set 퐿퐵 = max[퐿퐵, 15.33].
Since 푈퐵 − 퐿퐵 = 0 terminate.
return 푈퐵 = 15.33.
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Figure 4.1: Optimal solution of the project example (퐵 = 33)
It is interesting to evaluate the beneﬁt of using the stochastic model as opposed
to using a deterministic MV model which is a lot smaller in scale and signiﬁcantly
easier to solve. The evaluation will be done by means of the notation deﬁned in Table
4.1.
Solving the MV scenario (푠푀푉 = 1) for the above illustrative example, using a
budget equal to 퐵 = 33, the solution to Model 4.1 consists of optimal mode values
푥푀푉 = {(1), (0, 0, 1, 0), (0, 1), (1, 0, 0, 0), (1), (1)} with an associated objective value
equal to 푍1푀푉 = 15 time units. Using 푥푀푉 as a feasible solution to all possible sce-
narios would result in a project completion time of 푍2푀푉 = 16 for scenario 2 and
푍3푀푉 = 17 for scenario 3. The expected project completion time using 푥푀푉 would be
푍푀푉 = 16. These results conﬁrm that, ﬁrstly, the solution value of the deterministic
MV model is an underestimation of the expected objective value of the stochastic
problem (15 < 15.33) and secondly, applying the MV solution to each scenario con-
sidered in the stochastic problem leads to an overestimation of the expected objective
value (16 > 15.33).
TheWS solution obtained for scenario 1 is 푥1푊푆 = {(1), (0, 0, 1, 0), (0, 1), (1, 0, 0, 0), (1), (1)},
푥2푊푆 = {(1), (1, 0, 0, 0), (1, 0), (0, 0, 0, 1), (1), (1)} for scenario 2 and
푥3푊푆 = {(1), (1, 0, 0, 0), (0, 1), (0, 0, 1, 0), (1), (1)} for scenario 3. The expected project
completion time under perfect information is then equal to 푍푊푆 = 15. Hence, it is
indeed beneﬁcial to use a stochastic model than a deterministic one. We beneﬁt by
푉 푆푆 = 0.67 and we would be willing to pay an amount equal to 퐸푉 푃퐼 = 0.33 for
acquiring perfect information.
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4.4 Computational study
In this section, we address the computational issues for solving b-SDTCTPs with SM.
The algorithm 퐷퐴푏−푆푀 was coded in Microsoft Visual Studio C++ and run on an In-
tel Core 2 processor (2.5GHz with 3.5GB of RAM, Windows Operating System) using
IBM ILOG CPLEX v11.1 for a wide range of test problems. We describe our test set
generation procedure in which selected representative test instances for the DTCTP,
taken from Demeulemeester et al. (1998) and Akkan et al. (2005), are extended to
stochastic versions using a sample scenario generation approach. The performance of
퐷퐴푏−푆푀 is evaluated with respect to diﬀerent stochastic parameter settings and de-
terministic project network characteristics. Finally, we present computational results
and examine the beneﬁt of the proposed SP approach over a deterministic approach
in terms of tradeoﬀs between computational eﬀectiveness and solution quality.
4.4.1 Test problem generation
For our computational study, we selected representative benchmark deterministic test
instances for the DTCTP from which we extracted the network information (number
of activities and precedence relations). The given deterministic activity duration 푑푖푚
for mode 푚 of activity 푖 is taken to be the mean value of the probability distribution
which describes the duration of that activity mode in the stochastic test problem.
(Hence, the values 푑푖푚 are used to construct the MV scenario, 푠푀푉 ).
To generate scenarios, we use a similar approach to the one adopted by Sherali and
Zhu (2008) although their focus is on the ﬂeet assignment problem with stochastic
passenger demands. Under each mode, we randomly sample a value for each activity
duration from its probability distribution. A combination of sampled values for each
activity mode over all activities composes a particular scenario and a total of ∣푆∣ such
combinations yields a set of ∣푆∣ scenarios. In our numerical experiments, we generate
a total of 200 such equally likely scenarios to test the impact of variations in activity
durations on the derived solution.
The selected test instances were taken from the three sets of benchmark problem
instances, available in the deterministic DTCTP literature and described in the com-
putational study of Chapter 3; each will address a diﬀerent computational issue. The
ﬁrst set was randomly generated in Demeulemeester et al. (1998) while the remaining
two sets, Test-bed 1 and Test-bed 2, are due to Akkan et al. (2005). For a more
detailed description of these test problems, we refer the reader to Section 3.4.
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4.4.2 Selected test instances, Demeulemeester et al. (1998)
Selected test instances in Demeulemeester et al. (1998) are used to evaluate the com-
putational performance of 퐷퐴푏−푆푀 with respect to the stochastic parameters. Based
on the computational results for the deterministic DTCTP (Section 3.4), only the
problem parameters reported to have the most signiﬁcant inﬂuence on the quality of
the solution are investigated for the stochastic DTCTP. In our numerical experiments,
the test set consists of activity-on-node networks based on the selected set of input pa-
rameters given in Table 4.3 where the corresponding values for each parameter are also
displayed. A valid value for the budget is obtained using 퐵 = 퐵푚푖푛+휃(퐵푚푎푥−퐵푚푖푛)
for varying values of 휃. The same table also shows the set of stochastic parame-
ter values used in the generation of problem scenarios for each project network. In
the selected test instances, activity durations are sampled from diﬀerent probability
distributions with known predeﬁned means and variances. All non-integer random
values are rounded to the nearest integer value. Each combination of the parameters
of Table 4.3 forms a problem class and we randomly generated 10 instances in each
class.
For all test instances solved, algorithm 퐷퐴푏−푆푀 was terminated when either the
optimal solution was found or a time limit of 1000 seconds elapsed.
In this section, we evaluate the impact of the probability distribution and variance
of the activity durations in the SDTCTP, and the number of scenarios on the solutions
obtained from 퐷퐴푏−푆푀 . We also compute the VSS. These results are reported in
Tables 4.4 and 4.5 and Figures 4.2-4.4. Using the notation of Table 4.1, the following
information is provided:
∙ %Opt : Percentage of problems solved to optimality;
∙ Time: Average computational time for ﬁnding the optimal solution (in seconds).
All ﬁgures include pre-processing time;
∙ ♯Iters: Average number of iterations for ﬁnding the optimal solution;
∙ ♯Cuts: Average number of feasibility cuts for ﬁnding the optimal solution.
∙ %푑푒푣푀푉 : Average percentage deviation of obtained solution from 푍퐷푀푉 , calcu-
lated as %(
푍∗푏−푆푀−푍퐷푀푉
푍퐷푀푉
).
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Table 4.3: Test problem parameters for the b-SDTCTP with SM: test instances from
Demeulemeester et al. (1998).
Parameter Values
♯Activities 20,40
♯Modes per activity 4, 6
Activity duration/cost [1, 20], [1, 100]
CNC 2.1
휃 {0.25, 0.5}
Distribution {푢푛푖푓표푟푚, 푡푟푖푎푛푔푙푒, 푛표푟푚푎푙}
Variance {1, 5, 9, 13}
♯Scenarios 20, 50, 100, 200
Allowed CPU time 1000 seconds
Eﬀect of the stochastic parameters Based on our computational experience
with the proposed algorithm, we observe that its performance seems to be insensitive
to the choice of the probability distribution function. 퐷퐴푏−푆푀 is able to solve around
96% of the instances under each probability distribution (over all possible number of
scenarios considered, with variance equal to 1) in an average computational time of
110 seconds approximately.
Table 4.4 displays the eﬀect of the choice of variance on the performance of
퐷퐴푏−푆푀 . The reported results, based on a total of 640 instances assuming a uniform
distribution for the activity durations and 50 generated scenarios, show that although
the average computational time required to solve an instance to optimality increases
with the variance, 95% of all instances are solved to optimality within the time limit
set.
Table 4.4: Computational results for 퐷퐴푏−푆푀 : Eﬀect of the variance
♯ Problem instances Variance %푂푝푡 푇 푖푚푒 ♯퐼푡푒푟푠 ♯퐶푢푡푠
160 1 99% 47.51 10 907
160 5 98% 75.27 10 782
160 9 93% 125.92 10 731
160 13 90% 159.16 9 702
All instances Overall averages 95% 101.97 10 783
Eﬀect of the number of scenarios Considering a large number of scenarios in
the stochastic model is likely to yield more reliable solutions at the possible expense
of additional diﬃculty in solving the problem. To evaluate the eﬀect of the number
of scenarios on the quality of solutions produced by 퐷퐴푏−푆푀 and to determine the
number of scenarios that might be typically adequate for formulating Model 4.1, we
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solve test instances with randomly sampled activity durations from a uniform distri-
bution with variance equal to 1.
Figure 4.2: Average percentage deviation of expected completion time from 푍퐷푀푉
Figure 4.2 illustrates that as the number of scenarios increases, the expected
project completion time obtained from the test runs converges and the case of 50
scenarios appears to capture uncertainty in activity durations suﬃciently well. Fur-
thermore, this result shows that, over all instances solved, the 푍퐷푀푉 underestimates
the expected objective value of the stochastic problem by an average of more than
1%.
Table 4.5: Computational results for 퐷퐴푏−푆푀 : Eﬀect of the number of scenarios
♯Problem instances ♯Scenarios %Opt Time ♯퐼푡푒푟푠 ♯퐶푢푡푠
160 20 100% 20.12 10 375
160 50 99% 47.51 10 907
160 100 98% 108.42 10 1743
160 200 88% 262.44 9 3370
All instances Overall averages 96% 109.62 10 1544
The results in Table 4.5 clearly show that considering additional scenarios has a
signiﬁcant eﬀect on the computational time of the algorithm; the average computa-
tional time required to solve a b-SDTCTP with SM increases almost linearly with the
number of generated scenarios.
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Value of Stochastic Solution (VSS) Figures 4.3 and 4.4 show how the VSS varies
with respect to the number of scenarios and variance, respectively, for instances in
our test bed.
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Figure 4.4: VSS with respect to the value
of the variance
It is evident from Figure 4.3, that the VSS decreases as a greater number of
scenarios are considered. This suggests that using the MV approach for a large
number of scenarios to compute 푍푀푉 , provides a closer approximation to the expected
objective value of the stochastic model, given that the variance is small (⩽ 1). It is
worth noting that for larger variances, the VSS is signiﬁcantly increased (Figure
4.4). This leads to the conclusion that whenever the stochastic parameters of the
problem are subject to signiﬁcant variability, the solution to the MV model is a poor
approximation.
4.4.3 Selected test instances, Akkan et al. (2005)
The performance of algorithm 퐷퐴푏−푆푀 was further evaluated using two sets of prob-
lem instances taken from Akkan et al. (2005). The choice of problem parameters and
the range of values for parameter settings used in our numerical experiments are based
on the ﬁndings reported for the DTCTP (Section 3.4). Selected test instances from
Test-bed 1 are used to test algorithm 퐷퐴푏−푆푀 on network size (networks of over 100
activities are considered); these instances include networks of CI equal to 13 or 14 and
two values for the CNC ({5, 6}). The number of execution modes for each activity
was randomly generated from interval {[2, 10]} and only convex time-cost functions
are considered. The project budget is computed using 퐵 = 퐵푚푖푛 + 휃(퐵푚푎푥 −퐵푚푖푛),
with two settings for 휃. The instances from Test-bed 2 (Akkan et al. 2005) test the
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sensitivity of the algorithm on ﬁve diﬀerent CI values for networks with a ﬁxed CNC
value and two ranges for the number of modes per activity. In the scenario gener-
ation scheme for these test instances, we assume a uniform probability distribution
function of variance 1 to describe the activity durations and we use 50 scenarios.
All non-integer sample values from activity duration distributions are rounded to the
nearest integer value. The complete set of problem parameters used for each test-bed
is given in Table 4.6.
Table 4.6: Test problem parameters for the b-SDTCTP with SM: test instances from
Akkan et al. (2005)
Parameter Test-bed 1 Test-bed 2
CI {13, 14} {0, 4, 6, 10, 14}
CNC 5,6 2
♯Modes per activity {[2, 10]} {[2, 10], [11, 20]}
Time-cost function type convex convex
휃 {0.25, 0.5} {0.25, 0.5}
Distribution {푢푛푖푓표푟푚} {푢푛푖푓표푟푚}
Variance {1} {1}
♯Scenarios 50 50
CPU time-limit (seconds) 1000 1000
In total, 40 large-size instances (Test-bed 1) and 200 instances with a wide-range
of CI values (Test-bed 2) were solved. In our computational experiments, algorithm
퐷퐴푏−푆푀 was terminated when either the optimal solution was found or a time limit of
1000 seconds elapsed. Computational results for Test-bed 1 and Test-bed 2 instances
are reported in Tables 4.7 and 4.8 where the quality of derived solution is displayed in
terms of the same set of performance indicators of the algorithm described in Section
4.4.2.
From Table 4.7, it can be observed that algorithm 퐷퐴푏−푆푀 is capable of solving
to optimality 68% of all large-size instances (including networks of over 100 activities
and up to 10 modes per activity), in an average of 6.5 CPU minutes. It is clear from
both Tables 4.7 and 4.8 that the CI does not have a negative eﬀect on computational
performance. Large-size instances (Table 4.7) with a 퐶퐼 = 14 seem to be easier to
solve than those having 퐶퐼 = 13. Furthermore, instances from Test-bed 2 (Table 4.8)
with 퐶퐼 ∈ {6, 10} seem to be harder to solve than those with 퐶퐼 = 14 which suggests
that a higher CI does not necessarily imply increased complexity.
As expected, a higher value of CNC makes an instance harder to solve; in the time
limit set, 75% of instances with 퐶푁퐶 = 5 are solved to optimality in an average of
less than 6 CPU minutes whereas only 60% of instances with 퐶푁퐶 = 6 are solved in
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an average of less than 8 CPU minutes.
The greatest eﬀect on the performance of algorithm 퐷퐴푏−푆푀 is noted by the
choice of 휃, and consequently the budget of the problem. Increasing the size of the
available budget, signiﬁcantly reduces the average computational time for ﬁnding the
optimal solution. On the other hand, a smaller 휃 implies a smaller budget which
increases the complexity of the problem, as the feasible region of the model gets
smaller. Overall, our algorithm performs particularly well for larger budgets, solving
most of the instances within the time limit set. In fact, 95% of the instances with the
largest 휃 = 0.5 were solved within an average of less than 2 minutes of CPU time,
compared to 40% of the instances with the smallest 휃 = 0.25 which were solved within
an average of 11 minutes of CPU time.
Table 4.7: Computational results for 퐷퐴푏−푆푀 : Test-bed 1 (Akkan et al. 2005)
♯Problem instances Problem parameters %Opt Time ♯Iters ♯Cuts
♯Activities
20 <100 75% 335.31 18 1570
20 ⩾100 60% 464.71 32 2594
CI
20 13 65% 422.73 29 2222
20 14 70% 377.29 20 1843
CNC
20 5 75% 335.31 18 1570
20 6 60% 464.71 32 2594
휃
20 0.25 40% 683.00 23 1981
20 0.5 95% 117.02 25 2044
All instances Overall averages 68% 400.01 24 2025
Table 4.8: Computational results for 퐷퐴푏−푆푀 : Test-bed 2 (Akkan et al. 2005)
♯Problem instances CI %Opt Time ♯퐼푡푒푟푠 ♯퐶푢푡푠
40 0 85% 211.38 9 605
40 4 73% 432.55 13 1254
40 6 68% 564.38 17 1722
40 10 58% 503.55 12 830
40 14 68% 481.45 15 1369
All instances Overall averages 70% 438.66 13 1139
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4.5 Summary
In this chapter, we have proposed a path-based Two-Stage SP approach for the
SDTCTP with SM that examines diﬀerent scenarios of activity durations. The de-
livered solution provides ﬂexibility in accommodating ﬂuctuations in the activity du-
rations, hence, opportunities for eﬃcient project scheduling under uncertainty. The
SP model is solved using a decomposition-based approach which allows decoupling
the diﬀerent scenario problems thus making the model more manageable. A delayed
constraint generation procedure is employed where cuts/constraints corresponding to
critical paths are added iteratively.
Extensive computational experimentation for a wide range of stochastic test in-
stances, reveals the potential beneﬁts of the explicit representation of uncertainty. A
set of stochastic benchmark instances has been created for the ﬁrst time based on
benchmark instances for the DTCTP taken from the literature. The reported results
show that considering 50 scenarios appears to capture uncertainty suﬃciently well.
Furthermore, it is observed that the choice of probability distribution has no eﬀect on
the computational performance. An increased variance, however, increases problem
complexity.
Furthermore, the computational performance of the algorithm clearly demon-
strates its eﬀectiveness in solving 60% of large-sized instances including project net-
works of more than 100 activities and number of modes varying between [1, 10]. It is
also worth noting that, 70% of instances with varying CI were solved to optimality
within the time-limit set of 1000 CPU seconds; the proposed algorithm was found to
be insensitive to the CI of the instance.
Our computational study has also allowed us to measure the beneﬁt of using a
stochastic model as opposed to a deterministic model. The ﬁndings have conﬁrmed
that using the solution to the deterministic problem that considers expected values
for the random variables leads to an underestimation of the expected project comple-
tion time obtained from the stochastic model. On the other hand, if the deterministic
solution is applied to a large number of scenarios and feasibility is preserved, the re-
sulting average project completion time (MV approach), although an overestimation,
can be a better approximation of the expected project completion time derived from
a stochastic model. For large-sized problems or problems with great variability with
regards the random parameters, such approximations are shown to be quite poor and
may even lead to infeasible solutions. Therefore, the solution to the stochastic model,
as described in this paper, provides a more reliable estimation of the true expected
optimal value and retains feasibility with respect to the scenarios considered.
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Finally, the reported computational performance of the proposed algorithm demon-
strates its potential applicability to real-life projects involving uncertainty. The imple-
mentation of this approach can provide the basis for extending project management
software so as to provide capability and beneﬁcial tools to practitioners.
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Chapter 5
The Stochastic Discrete
Time-Cost Tradeoﬀ Problem
with Dynamic Modes
Already in Chapter 4, we noted that by assuming the mode selection variables to
be static and ﬁxed regardless of the realisations of the stochastic parameters, the
SDTCTP automatically reduces to a Two-Stage stochastic program, where the mode
selection is done at the ﬁrst stage, and the scheduling process is performed dur-
ing the second stage. In this chapter, we investigate the modelling and algorithmic
implications of omitting this assumption. The chapter begins with a problem de-
scription of the SDTCTP with Dynamic Modes, referred to as the SDTCTP with
DM, and its mathematical formulation, including the cumbersome and complicating
non-anticipativity constraints, as a result of decision-dependent uncertainty. In this
chapter, the component parts of the B&B algorithm designed to ﬁnd the exact solu-
tion to the mathematical model of the SDTCTP with DM will be described, including
lower bounding techniques as well as heuristic methodologies. The ﬁnal part of the
chapter includes a computational study which demonstrates the capabilities of the
proposed algorithm and the impact of its various components.
5.1 Some related work
To the best of our knowledge, and as shown in Chapter 2, the literature regarding
the SDTCTP with DM is virtually void. It will become clearer later on, that this
problem bears endogenous or decision-dependent uncertainty (see Section 1.2). Due
to the complex but challenging nature of such problems, few publications exist in the
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literature. Pﬂug (1990) was the ﬁrst to address problems with decision-dependent
uncertainty. Decisions may inﬂuence the evolution of the scenario tree in at least
two ways. In the ﬁrst case, the decision maker may take action to inﬂuence one
possibility or outcome to become more probable than another. The second option for
the decision maker is to make decisions in order to get more accurate information by
resolving some of the uncertainty and as a result, either completely disregard future
(thereafter impossible) outcomes or become more certain as to which possibilities may
occur.
For the ﬁrst type of endogenous uncertainty, Vishwanath et al. (2004) consider
a Two-Stage network problem, where in the ﬁrst stage investment decisions may
be taken to increase the probabilities of some arcs being available for traversal at
the second stage. Ahmed (2000) also considers network design, server selection and
facility location problems with decision-dependent uncertainty of the ﬁrst type. A
0 − 1 hyperbolic programming formulation as well as an exact algorithm for single
stage problems with discrete decisions are presented.
Jonsbraten et al. (1998) addressed problems with the second type of endoge-
nous uncertainty. The proposed implicit enumeration algorithm which solves Two-
Stage problems of this type includes a B&B approach to determine the optimal set
of decisions, each corresponding to a diﬀerent scenario tree. Held and Woodruﬀ
(2005) propose a heuristic approach for the Multi-Stage network interdiction prob-
lem. Goel and Grossmann (2004) consider the gas ﬁeld problem, which also suﬀers
from the second type of decision-dependent uncertainty. A disjunctive formulation of
the non-anticipativity constraints is presented which is then solved using a heuristic
algorithm. More recently, Goel and Grossmann (2007) generalise their approach to
accommodate both exogenous and endogenous uncertainty and suggest problem re-
duction techniques. The formulation is solved via a Lagrangean duality based B&B
algorithm. Extensions of this work are presented in Tarhan et al. (2009). Finally,
Solak (2007) presents a formulation for the project portfolio optimisation problem
which is amenable to scenario decomposition. The author solves sample problems
using Lagrangean relaxation and lower bounding heuristics.
5.2 Problem deﬁnition
The main characteristics of the SDTCTP with DM remain as described for the
SDTCTP with SM (Section 4.1).
The objective of the SDTCTP with DM is to select a mode and assign a starting
time for each activity and under each scenario so that one of the three versions of
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the SDTCTP is solved, as these are deﬁned in Section 4.1. Note that the diﬀerence
between the SDTCTP with DM and the SDTCTP with SM is that for the former,
the assignment of modes is dynamic, i.e. the decision on the execution mode for an
activity is only made when the activity becomes eligible to start and the selection
depends on the observations made during the course of the decision process up until
that time. For the latter problem, each activity under each scenario is executed under
a static mode; the selection of modes is decided prior to project execution and remains
unchanged regardless of events occurring throughout the project’s lifetime.
The decision process in the SDTCTP with DM consists of a stage-wise selection
of execution modes for a number of eligible activities under each scenario. Hence, an
appropriate approach is to formulate the problem as a Multi-Stage stochastic recourse
program in which recourse actions can be taken at each stage after uncertainty on the
durations of completed activities is revealed. Note that the focus of this chapter is
on the budget version of the SDTCTP with DM , denoted as b-SDTCTP with DM.
5.3 The Multi-Stage Stochastic Programming Model for
the b-SDTCTP with DM
Each stage (or decision point) of the b-SDTCTP with DM is deﬁned as either the
beginning of the project (푡 = 0) or any point in time during project execution for
which at least one activity in any scenario has been completed. The observed dura-
tion value of the completed activity helps in reducing the number of scenarios under
consideration at the current stage. For example, if activity 푖 was executed under mode
푚 and the observed duration value was 푑푠푖푚 for some 푠 ∈ 푆, then all scenarios 푠′ ∈ 푆,
such that 푑푠
′
푖푚 ∕= 푑푠푖푚, are excluded from the decision process at the current and all
subsequent stages. Following the completion of the activity, one or more activities
may become eligible to start. The assignment of the execution modes for the eligible
activities, based on the observations (realised duration values of completed activi-
ties), should put the decision maker in the best possible position to cope with the
uncertainties which will realise in the future and which are captured by the scenarios
which are still under consideration at the current stage. We can think of the process
of gradual uncertainty revelation as traversing a route down the scenario tree. At
the end of the decision process, all the activities are completed and the true scenario
is revealed; the true path of the scenario tree becomes known. However, as at the
beginning of the process we are completely unaware of which scenario will be revealed,
a set of solutions for all scenarios is required; for each possible outcome an “optimal”
action is necessary.
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For this reason, the decision variables are deﬁned for all the scenarios. In par-
ticular, the mathematical model of the b-SDTCTP with DM (Model 5.1), uses the
following set of binary decision variables:
∙ 푥푠푖푚푡 for all activities 푖 ∈ 퐴 and푚 ∈푀푖, at time 푡 ∈ [0, 푇푚푎푥] and under scenario
푠 ∈ 푆 such that:
푥푠푖푚푡 =
⎧⎨⎩
1, if activity 푖 is executed under mode 푚 and started at time 푡,
under scenario 푠
0, otherwise
(5.1)
Ideally, for any common part of two or more paths in the scenario tree, we would
only have a single decision variable. However, this is extremely diﬃcult, if not impos-
sible, since the timing of the stages of the problem cannot be predicted in advance,
as they depend on the activities’ durations which are the stochastic elements of the
problem. To make matters worse, the durations are also dependent on the mode which
was selected at a previous stage when they were scheduled. This means that the tim-
ing of the realisations of future stochastic parameters depends on the decisions made
so far, hence revealing that the problem contains decision-dependent uncertainty and
the scenario tree cannot be treated as input into the optimisation.
Therefore, to preserve the structure of the scenario tree, i.e. the common parts of
the paths, we apply the non-anticipativity constraints, deﬁned in the following way.
If at stage 푡 a pair of scenarios 푠, 푠′(푠 ∕= 푠′) is indistinguishable, then scenarios 푠 and
푠′ are restricted into making the same decisions at time 푡. (We deﬁne scenarios 푠
and 푠′ as indistinguishable at time 푡, if they are identical in the realisations of all
the uncertain parameters which have been revealed up until and including time 푡;
the two scenarios then share the same path on the scenario tree until that time.) In
the case of the b-SDTCTP with DM, two scenarios 푠 and 푠′ are indistinguishable,
if the observed duration value of any activity which has been completed before and
including time 푡 is identical under both scenarios 푠 and 푠′. It is worth noting that, in
the mathematical formulation, we consider an explicit representation of the decision-
dependent non-anticipativity constraints in a compact way. This enables the use of
solution approaches developed in the literature for classical stochastic programs with
integer decision variables.
For the mathematical formulation of the b-SDTCTP with DM, we deﬁne a set
풟(푠, 푠′) for all pairs of scenarios 푠 and 푠′, with 푠 ∕= 푠′, consisting of all pairs (푖,푚), 푖 ∈
퐴,푚 ∈푀푖 such that the value of the duration of activity 푖 under mode 푚 is diﬀerent
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under scenario 푠 and 푠′. In other words, the set 풟(푠, 푠′) consists of pairs of activities
and modes, which once scheduled and completed, the corresponding observed duration
values would deﬁnitely distinguish between scenarios 푠 and 푠′. In mathematical terms,
풟(푠, 푠′) = {(푖,푚)∣푖 ∈ 퐴, 푚 ∈푀푖, 푑푠푖푚 ∕= 푑푠
′
푖푚}. By deﬁnition, 풟(푠, 푠′) = 풟(푠′, 푠)1.
The sequence of events in the b-SDTCTP with DM is as follows. Observations
푑푠푗푚, for already scheduled activities 푗, and decisions 푥
푠
푖푚푡, for unscheduled activities
푖, are both made at the beginning of period 푡, with decisions being made immediately
after the observation is made. Note that the observations resulting from decisions
taken at time 푡 may be made after several stages; if decision 푥푠푖푚푡 = 1 is taken, then
the resolution of the uncertainty regarding activity 푖 under mode 푚 will be made at
the beginning of time period 푡′ = 푡 + 푑푠푖푚 and before new decisions 푥
푠
푖푚푡′ need to be
taken.
The mathematical formulation of the b-SDTCTP with DM is given in Model 5.1.
Objective (5.2) minimises the expected project completion time. Note that 푍푏−퐷푀 (푥)
is a function of the decision variables 푥 and denotes the expected project makespan
of the b-SDTCTP with DM. Constraints (5.3) and (5.4) ensure that the selection of
modes does not exceed the available budget and that the precedence relations between
the activities are satisﬁed, respectively. Logical constraints (5.5) impose the fact that
only one mode must be assigned to each activity.
The non-anticipativity requirements are applied via constraints (5.6) and (5.7).
If scenarios 푠 and 푠′ are indistinguishable at time 푡, then the decisions 푥(.)푖푚푡 should
be the same for both scenarios 푠 and 푠′. All scenarios are indistinguishable before
any decision is taken at the ﬁrst stage (푡 = 0) (constraints (5.6)). Constraints (5.7)
impose the non-anticipativity rule to scenarios 푠 and 푠′ for 푡 ⩾ 1, if 푠 and 푠′ are
indistinguishable, i.e. are identical in the realisations of the uncertain parameters up
to time 푡. To clarify this, assume for now that only two scenarios, 푠 and 푠′, are under
consideration. (The concepts can be easily extended to the case where more than two
scenarios are considered.) Scenarios 푠 and 푠′ are said to be indistinguishable if no
activity 푗 has been scheduled under a mode 푚′ and at time 휏 , such that, (푗,푚′) ∈
풟(푠, 푠′) and 휏 ⩽ 푡−min[푑푠푗푚′ , 푑푠
′
푗푚′ ]. Time 휏 = 푡−min[푑푠푗푚′ , 푑푠
′
푗푚′ ] is the latest starting
time of activity 푗, under mode 푚′, for which scenarios 푠 and 푠′ are distinguished by
time 푡. To clarify this statement, assume without loss of generality that 푑푠푗푚′ < 푑
푠′
푗푚′ .
Then if activity 푗 has been scheduled under mode푚′ by time 휏 = 푡−min[푑푠푗푚′ , 푑푠
′
푗푚′ ] =
푡−푑푠푗푚′ , then either the activity would be completed by time 푡, revealing that scenario
푠′ is not the true scenario, or it would still be in progress by time 푡, revealing that 푠
1The idea originates from Goel and Grossmann (2007) who deﬁne sets 풟(푠, 푠′) including all the
elements which distinguish between scenarios 푠 and 푠′
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is not the true scenario. In either case, scheduling the activity under that mode by
time 휏 would result in distinguishing between those two scenarios; constraints (5.7)
are then redundant. If the activity is scheduled under that mode at any time after
time 휏 , then scenarios 푠 and 푠′ would still be indistinguishable at time 푡; activity 푗
would still be in progress, revealing that any of 푠 and 푠′ could be the true scenario. In
that case, constraints (5.7) restrict all decisions taken at time 푡 for the two scenarios
into being the same; the two scenarios at time 푡 have not yet taken a diﬀerent route
in the scenario tree.
Model 5.1 b-SDTCTP with DM: Mathematical formulation
Minimise
푍푏−퐷푀 (푥) =
∑
푠∈푆
∑
푚∈푀푛+1
푇푚푎푥∑
푡=0
푝푠푥
푠
(푛+1)푚푡 (5.2)
subject to:
∑
푖∈퐴
∑
푚∈푀푖
푇푚푎푥∑
푡=0
푥푠푖푚푡푐푖푚 ⩽ 퐵 ∀푠 ∈ 푆 (5.3)
푇푚푎푥∑
푡=0
∑
푚∈푀푖
푡푥푠푗푚푡 −
푇푚푎푥∑
푡=0
∑
푚∈푀푖
푡푥푠푖푚푡 −
∑
푚∈푀푖
푇푚푎푥∑
푡=0
푥푠푖푚푡푑
푠
푖푚 ⩾ 0 ∀(푖, 푗) ∈ 퐻, 푠 ∈ 푆 (5.4)
∑
푚∈푀푖
푇푚푎푥∑
푡=0
푥푠푖푚푡 = 1, ∀ 푖 ∈ 퐴, 푠 ∈ 푆 (5.5)
푥푠푖푚0 −
∑
푠′∈푆
푝푠′푥
푠′
푖푚0 = 0, ∀푖 ∈ 퐴,푚 ∈푀푖, 푠 ∈ 푆
(5.6)
∣푥푠푖푚푡 − 푥푠
′
푖푚푡∣ −
∑
(푗,푚′)∈풟(푠,푠′)
푡−min{푑푠
푗푚′ ,푑
푠′
푗푚′}∑
휏=0
(푥푠푗푚′휏 + 푥
푠′
푗푚′휏 ) ⩽ 0 ∀푠, 푠′ ∈ 푆, 푠 < 푠′, 푖 ∈ 퐴,
푚 ∈푀푖, 푡 ∈ [1, 푇푚푎푥]
(5.7)
푥푠푖푚푡 ∈ {0, 1} ∀푖 ∈ 퐴, 푚 ∈푀푖,
푡 ∈ [0, 푇푚푎푥], 푠 ∈ 푆(5.8)
Finally, constraints (5.8) deﬁne the allowable range of the decision variables.
We denote by 푍∗푏−퐷푀 = min푥 [푍푏−퐷푀 (푥)] the optimal objective value of Model 5.1.
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Example 5.1 We illustrate the concepts regarding the Multi-Stage nature of the b-
SDTCTP with DM, including the evolution of the scenario tree, the non-anticipativity
constraints, the sets of indistinguishable scenarios and the scenario problems (see
Section 1.2), using an example. The project network of the example is given in
Figure 5.1 and the associated data information is given in Tables A.1 and A.2 in
Appendix A. To retain simplicity, we will only consider the problem including data
from the ﬁrst 5 scenarios rather than the complete set of 30 scenarios. Note that the
problem containing all 30 scenarios is considered in Section 5.7.
0
1
2
3
4
5
6
7
8
9
1 0
1 1
Figure 5.1: Project network example
We have already mentioned that the scenario tree associated to the b-SDTCTP
with DM is decision-dependent. In Figure 5.2, we show the beginning of a possible sce-
nario tree for the example (containing speciﬁc decisions). Note that the leaf nodes of
the tree correspond to a particular scenario problem, denoted at the bottom of Figure
5.2. The tree is constructed by enlisting all the possible information states/decision
points, along with their probabilities in a tree structure which respects the order of
the timings of the information revelations.
1
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4
5
t=0
t=10
t=11
t=13
t=14
t=15
t=16
6
7 8 9
s=4 s=1 s=2 s=3 s=5
0.2 0.4 0.4
1
1
0.5 0.5
0.5
0.5
1
t=8
10
0
Figure 5.2: Scenario tree for the project network in Figure 5.1
The beginning of the project (푡 = 0) is the ﬁrst decision point of the problem
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when no observations have been made yet. Note that this decision point is associated
to node 0 in Figure 5.2. As no information regarding any scenario has been revealed
at this point, all 5 scenarios are indistinguishable. To respect the non-anticipativity
constraints, we require that all scheduling decisions at this stage to be common to
all 5 scenarios. Four activities are eligible to start, which are the successors of the
dummy start activity “0”, namely activities 1, 2, 3 and 4. Let us assume that we
decide to schedule activities 1, 2, 3 and 4 under modes 1, 2, 1 and 2, respectively, at
푡 = 0. This means that 푥11,1,0 = 푥
2
1,1,0 = 푥
3
1,1,0 = 푥
4
1,1,0 = 푥
5
1,1,0 = 1, 푥
1
2,2,0 =
푥22,2,0 = 푥
3
2,2,0 = 푥
4
2,2,0 = 푥
5
2,2,0 = 1, 푥
1
3,1,0 = 푥
2
3,1,0 = 푥
3
3,1,0 = 푥
4
3,1,0 = 푥
5
3,1,0 = 1 and
푥14,2,0 = 푥
2
4,2,0 = 푥
3
4,2,0 = 푥
4
4,2,0 = 푥
5
4,2,0 = 1. Table 5.1 shows the diﬀerent possible
observations resulting from these decisions.
Table 5.1: Possible observations resulting from the scheduling decisions taken at 푡 = 0
Activity Mode Possible observations for scenario 푠
푖 푚 푠 = 1 푠 = 2 푠 = 3 푠 = 4 푠 = 5
1 1 10 10 11 8 11
2 2 15 17 14 15 14
3 1 13 14 14 15 14
4 2 17 15 17 17 17
We observe that the earliest possible time for which new information may be re-
vealed is at time 푡 = 8. This occurs if activity 1 is completed by time 8, in which case
we observe activity 1’s duration being equal to 8. This is only true under scenario 4
(observation 푑41,1 = 8) and we denote this particular state as node 1. All other activ-
ities are still in progress at node 1. As this information state is only possible under
scenario 4, this particular scenario distinguishes itself from the remaining scenarios by
time 푡 = 8 and is the only scenario to pass through node 1. Decisions on scheduling
eligible activities at stages/nodes originating from node 1 are independent of the re-
maining scenarios (the non-anticipativity constraints which include decision variables
for scenario 4 become thereafter redundant). If, on the other hand, activity 1 is still
in progress at time 8, then scenario 4 is considered impossible and is thus left out
of the decision process at all subsequent stages. Only one of the remaining scenarios
1, 2, 3 and 5 may be the true scenario (these scenarios are still indistinguishable at
time 푡 = 8).
Following the same process, we create node 2 to correspond to the information
state where we observe the completion of activity 1 at 푡 = 10 (observation 푑11,1 =
푑21,1 = 10) which is only true under scenarios 1 and 2; both of these scenarios are said
to be indistinguishable between them at 푡 = 10 but have distinguished themselves
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from scenarios 3, 4 and 5. There are no scheduling decisions to be made under this
state as there are no eligible activities to start at 푡 = 10. Scenarios 1 and 2 are
separated in the scenario tree at 푡 = 13. By this time, activity 3 is either completed
(observation 푑131 = 13), denoted by node 4, or still in progress (and eventually is
completed at 푡 = 14 with observation 푑231 = 14, denoted by node 5). The non-
anticipativitiy constraints on decisions under scenario 1 taken at stages originating
from node 4 and on decisions under scenario 2 taken at stages originating from node
5 are thereafter redundant.
So far, we have considered the possibility of activity 1 ending either by time 8 or
by time 10. In fact, if activity 1 is not completed by time 10, then it must complete
by time 11. Node 3 is associated to the state where we observe activity 1’s duration to
be equal to 푡 = 11; scenarios 3 and 5 are the only scenarios to pass through this node
and are therefore still indistinguishable between them at this time. Node 6 represents
the state where both activities 2 and 3 are completed at time 푡 = 14, which is the
case under both scenarios 3 and 5. At this stage, activity 5 is eligible to start, but the
non-anticipativity constraints still apply. Therefore the selected execution mode for
activity 5 has to be the same under both scenarios 3 and 5. Assume that activity 5 is
to be scheduled under mode 4, meaning that 푥35,4,14 = 푥
5
5,4,14 = 1. Scenarios 3 and 5
are distinguished from each other at time 푡 = 16 when activity 5 ends under scenario
3 but is still in progress under scenario 5. All the non-anticipativity constraints leave
the decisions unaﬀected after time 푡 = 16.
Repeating the same process until all activities are scheduled under all scenarios
completes the scenario tree; the route from the root node to a particular leaf node
indicates the sequence of observations and associated scheduling decisions for the
corresponding scenario.
5.4 Lower bounds for the b-SDTCTP with DM
In this section, we propose an algorithm for solving a relaxation of Model 5.1 and ob-
taining a lower bound for the b-SDTCTP with DM. Although the problem is a Multi-
Stage decision making process, a natural simpliﬁcation is a Two-Stage relaxation in
which we assume a perfect information state once the decisions at the ﬁrst-stage are
made.
5.4.1 푇푆퐴푏−퐷푀 : Two-Stage relaxation algorithm
To obtain the relaxed problem, the non-anticipativity constraints for all times 푡 ⩾ 1
(constraints (5.7) in Model 5.1) are relaxed. The non-anticipativity requirements are
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only applied for 푡 = 0, the ﬁrst stage of the problem. Once the decisions at 푡 = 0
are made, the scenarios are decoupled as all the remaining constraints are deﬁned
separately for each scenario. Hence, at the second stage, the problem decomposes
into distinct scenario problems. For this reason, the relaxed problem can be viewed
as the Two-Stage relaxation of the b-SDTCTP with DM.
The Two-Stage algorithm, referred to as 푇푆퐴푏−퐷푀 , produces a lower bound on
the optimal solution of the b-SDTCTP with DM, denoted as 퐿퐵푏−퐷푀 . 푇푆퐴푏−퐷푀 is
based on the idea that once the modes for all the activities eligible at 푡 = 0 (also known
the Start Activities) are ﬁxed, the Two-Stage relaxation of the b-SDTCTP with DM
reduces to distinct deterministic scenario problems. Such scenario problems may then
be solved eﬃciently using the cutting plane algorithm, 퐶푃퐴푏−퐷푇퐶푇푃 , described in
Section 3.3.1 (or any other eﬃcient state-of-the-art solution algorithm designed for
the deterministic b-DTCTP).
More speciﬁcally, in the design of the algorithm, we deﬁne the set of Start Activ-
ities 푆퐴 = {푖 ∈ 퐴∣(0, 푖) ∈ 퐻}, i.e. the successors of activity 0. Assume for now that
we are given a ﬁxed mode 푚퐹푖 ∈푀푖 for each start activity 푖 ∈ 푆퐴. Then the optimal
solution to the Two-Stage b-SDTCTP with DM and ﬁxed modes 푚퐹 for SA, denoted
as 퐿퐵푏−퐷푀 (푚퐹 ), is given by:
퐿퐵푏−퐷푀 (푚퐹 ) =
∑
푠∈푆
푝푠푍
푠∗
푇푆푏−퐷푀 (푚
퐹 ) (5.9)
where 푍푠
∗
푇푆푏−퐷푀 (푚
퐹 ) is the optimal solution value to Model 5.2. Note that the binary
decision variables 푥푖푚 denote whether activity 푖 ∈ 퐴 is executed under mode 푚 ∈푀푖.
Model 5.2 Scenario problem for the Two-Stage b-SDTCTP with DM and ﬁxed
modes 푚퐹
Minimise
푍푠푇푆푏−퐷푀 (푚
퐹 , 푥) (5.10)
subject to: ∑
푖∈퐴
∑
푚∈푀푖
푥푖푚푐푖푚 ⩽ 퐵 (5.11)∑
푚∈푀푖
푥푖푚 = 1 ∀푖 ∈ 퐴∖{푆퐴} (5.12)
푍푠푇푆푏−퐷푀 (푚
퐹 , 푥)−
∑
푖∈푃푙
∑
푚∈푀푖
푥푖푚푑
푠
푖푚 ⩾ 0 ∀푙 ∈ 풫 (5.13)
푥푖푚퐹푖
⩾ 1, ∀푖 ∈ 푆퐴 (5.14)
푥푖푚 ∈ {0, 1} ∀푖 ∈ 퐴,푚 ∈푀푖 (5.15)
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Objective (5.10) minimises the project completion time under scenario 푠 when
ﬁxed modes 푚퐹 are assigned to the activities in set SA. Constraint (5.11) ensures
that the selection of modes does not exceed the available budget and logical con-
straints (5.12) allow for only one execution mode for each activity. Inequalities (5.13)
guarantee that the project completion time is greater than or equal to the durations of
all the paths in the project network. Finally, constraints (5.14) and (5.15) impose the
ﬁxed modes for the Start Activities and deﬁne the allowable ranges for the decision
variables, respectively.
If constraints (5.14) are ignored, Model 5.2 is the same as the deterministic b-
DTCTP model (Model 3.1, Section 3.1). Therefore, we can use algorithm퐶푃퐴푏−퐷푇퐶푇푃
to solve Model 5.2 by adding constraints (5.14) to the Relaxed Problem (Model 3.3).
The Two-Stage b-SDTCTP with DM is the problem of ﬁnding the best combina-
tion of modes for the Start Activities, 푚퐹 , such that the expected project completion
time across all scenarios is minimised, i.e.
퐿퐵푏−퐷푀 = min
푚퐹
[퐿퐵푏−퐷푀 (푚퐹 )] = min
푚퐹
[
∑
푠∈푆
푝푠푍
푠∗
푇푆푏−퐷푀 (푚
퐹 )] (5.16)
Algorithm 푇푆퐴푏−퐷푀 enumerates all possible combinations for 푚퐹 for the set
푆퐴 and subsequently calculates the project completion times for all scenarios using
퐶푃퐴푏−퐷푇퐶푇푃 . The lowest value obtained for the expected completion time across
all combinations of 푚퐹 is taken as the lower bound of Model 5.1. In addition to the
obtained lower bound, the algorithm may also provide a lower bound for the project
completion time under each scenario, denoted as 푇푆퐿퐵푠푏−퐷푀 . Its value is calculated
as 푇푆퐿퐵푠푏−퐷푀 = min
푚퐹
푍푠
∗
푇푆푏−퐷푀 (푚
퐹 ).
Clearly, the complexity of the algorithm depends signiﬁcantly on the number of
scenarios as well as on the number of start activities in the project and their execution
modes. In the worst-case, the algorithm would require repeating the 퐶푃퐴푏−퐷푇퐶푇푃
algorithm by ∣푆∣
∏
푖∈푆퐴
∣푀푖∣ times to ﬁnd the lower bound. For this reason, we have
developed a dominance rule which is able to signiﬁcantly reduce the search space for
푚퐹 . The dominance rule is applied for each combination of modes푚퐹 , and each time
algorithm 퐶푃퐴푏−퐷푇퐶푇푃 is applied for a scenario 푠 ∈ 푆. The fundamental idea is to
derive a lower bound on the expected completion time of the combination of modes
for each scenario. If this lower bound is greater than a known upper bound on the
expected project makespan, the combination of modes is discarded. The dominance
rule is described in detail below.
120
CHAPTER 5. THE STOCHASTIC DISCRETE TIME-COST
TRADEOFF PROBLEM WITH DYNAMIC MODES
Dominance rule, 퐷푂푀(푚퐹 ) The dominance rule uses as input a known upper
bound for the expected project completion time (e.g. the project’s horizon 푇푚푎푥) and
the Wait-and-See (WS) completion times for all scenarios 푠 ∈ 푆, 푍푠푊푆 (deﬁned in
Table 4.1). The rule is applied for each combination of 푚퐹 and each time the value
푍푠
∗
푇푆푏−퐷푀 (푚
퐹 ) is computed (using Model 5.2), for any scenario 푠 ∈ 푆. Note that
if a scenario problem turns out to be infeasible for 푚퐹 , then the choice of modes is
automatically discarded.
Assume that the combination of ﬁxed modes for the set SA is given by푚퐹 and that
algorithm 퐶푃퐴푏−퐷푇퐶푇푃 has been applied for all 푠′ ⩽ 푠, providing optimal objective
values 푍푠
′∗
푇푆푏−퐷푀 (푚
퐹 ) for all 푠′ ⩽ 푠. The dominance rule calculates the lowest possible
value that can be obtained for the current combination of modes, 푚퐹 . This lower
value, 푙푏표푢푛푑, is calculated as
푙푏표푢푛푑 =
∑
푠′⩽푠
푝푠′푍
푠′∗
푇푆푏−퐷푀 (푚
퐹 ) +
∑
푠′>푠
푝푠′푍
푠′
푊푆 (5.17)
If the value 푙푏표푢푛푑 is greater than the known upper bound, then 푚퐹 is dominated.
Clearly, the lower the upper bound used, then more eﬀective the dominance rule.
Such an upper bound is discussed in Section 5.5.
Proposition 5.1: 퐿퐵푏−퐷푀 ⩾ 푍푊푆
Proof of Proposition 5.1.
The WS problem is a relaxation of the Two-Stage b-SDTCTP with DM (constraints
(5.6) are omitted). Therefore, the lower bound obtained from 푇푆퐴푏−퐷푀 is at least
as large than the one obtained from solving all scenario subproblems individually
(푍푊푆). Hence,
퐿퐵푏−퐷푀 ⩾ 푍푊푆 (5.18)
Proposition 5.2: 푇푆퐿퐵푠푏−퐷푀 ⩾ 푍푠푊푆 for all 푠 ∈ 푆
Proof of Proposition 5.2.
푍푠푊푆 is the optimal solution to a relaxation of Model 5.2, which ignores ﬁxed modes
for any activities. Hence, it is lower than 푍푠∗푇푆푏−퐷푀 . We have that in general:
푇푆퐿퐵푠푏−퐷푀 ⩾ 푍푠푊푆 , ∀푠 ∈ 푆 (5.19)
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The complete algorithm 푇푆퐴푏−퐷푀 is given in Algorithm 8.
Algorithm 8 푇푆퐴푏−퐷푀 : Enumeration Algorithm for the Two-Stage b-SDTCTP
with DM
initialise
푘 = 1, 푚퐹푖 (푘) = 1, ∀푖 ∈ 푆퐴
푇푆퐿퐵푠푏−퐷푀 = 푇푚푎푥, ∀푠 ∈ 푆
퐿퐵 = 푇푚푎푥
while 푘 < 푁표푂푓퐶표푚푏푖푛푎푡푖표푛푠 do
Step 1: Set 푙푏 = 0.
while 푠 ∈ 푆 and 푚퐹 (푘) is not dominated do
Step 2.1: Use 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 푠 and assuming ﬁxed modes
푚퐹 (푘). If the problem is infeasible, 푚퐹 (푘) is discarded. Otherwise, get
푍푠
∗
푇푆푏−퐷푀 (푚
퐹 (푘)). Set 푙푏 = 푙푏+ 푝푠푍
푠∗
푇푆푏−퐷푀 (푚
퐹 (푘)).
Step 2.2: Use dominance rule 퐷푂푀(푚퐹 ) to check if 푚퐹 (푘) is dominated.
end while
if 푚퐹 (푘) is not dominated then
Step 3: 퐿퐵 = min[푙푏, 퐿퐵]
while 푠 < ∣푆∣ do
Step 4: 푇푆퐿퐵푠푇푆푏−퐷푀 = min[푇푆퐿퐵
푠
푏−퐷푀 , 푍
푠∗
푇푆푏−퐷푀 (푚
퐹 (푘))]
푠 = 푠+ 1
end while
end if
Step 5: Set 푘 = 푘 + 1 and set new combination of modes 푚퐹 (푘).
end while
return 퐿퐵, 푇푆퐿퐵푠푏−퐷푀∀푠 ∈ 푆
Example 5.2 We now apply algorithm 푇푆퐴푏−퐷푀 and dominance rule 퐷푂푀(푚퐹 )
to the project network depicted in Figure 5.1. Similarly to Example 5.1, we use the
data for 5 scenarios from Table A.1 in Appendix A and a budget equal to 퐵 = 117.
The project’s horizon is found to be 푇푚푎푥 = 161 and the WS completion times
(found by applying 퐶푃퐴푏−퐷푇퐶푇푃 for each scenario), are 23, 25, 22, 26, 23 for scenar-
ios 1, 2, 3, 4, 5, respectively. Since there are 4 possible execution modes for each start
activity (푆퐴 = {1, 2, 3, 4}), there are 44 = 256 possible combinations to be enumer-
ated by 푇푆퐴푏−퐷푀 . We denote by [푚퐹1 (푘),푚퐹2 (푘),푚퐹3 (푘),푚퐹4 (푘)] the vector of the
combination of modes under consideration at iteration 푘, where 푚퐹푖 (푘) is the mode
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assigned to activity 푖 at iteration 푘.
Algorithm 9 is only indicative of algorithm 푇푆퐴푏−퐷푀 , showing the detailed steps
taken by the algorithm for only one combination of modes [1, 2, 1, 1], i.e. for only
one iteration, 푘. Repeating the same process for all combinations of modes completes
the algorithm and provides a lower bound equal to 퐿퐵푏−퐷푀 = 24.2. The complete
algorithm requires 8.2 CPU seconds, applies algorithm 퐶푃퐴푏−퐷푇퐶푇푃 651 times (out
of the possible 256 ∗ 5 = 1280) and ﬁnds 240 dominated modes.
Algorithm 9 푇푆퐴푏−퐷푀 steps for Example 5.2 and modes [1, 2, 1, 1]
푚퐹1 (푘) = 푚
퐹
3 (푘) = 푚
퐹
4 (푘) = 1,푚
퐹
2 (푘) = 2
푇푆퐿퐵1푏−퐷푀 = 푇푆퐿퐵
2
푏−퐷푀 = 푇푆퐿퐵
3
푏−퐷푀 = 푇푆퐿퐵
4
푏−퐷푀 = 푇푆퐿퐵
5
푏−퐷푀 = 161
퐿퐵 = 161
Step 1: Set 푙푏 = 0.
Step 2.1: Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 1 assuming ﬁxed modes [1, 2, 1, 1] and get
푍1
∗
푇푆푏−퐷푀 ([1, 2, 1, 1]) = 31. Set 푙푏 = 6.2.
Step 2.2 (DOM(m퐹 )): 푙푏표푢푛푑 = 6.2 + 15 (25 + 22 + 26 + 23) = 25.4 < 161
Step 2.1: Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 2 assuming ﬁxed modes [1, 2, 1, 1] and get
푍2
∗
푇푆푏−퐷푀 ([1, 2, 1, 1]) = 32. Set 푙푏 = 12.6.
Step 2.2 (DOM(m퐹 )): 푙푏표푢푛푑 = 12.6 + 15 (22 + 26 + 23) = 26.8 < 161
Step 2.1: Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 3 assuming ﬁxed modes [1, 2, 1, 1] and get
푍3
∗
푇푆푏−퐷푀 ([1, 2, 1, 1]) = 30. Set 푙푏 = 18.6.
Step 2.2 (DOM(m퐹 )): 푙푏표푢푛푑 = 18.6 + 15 (26 + 23) = 28.4 < 161
Step 2.1: Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 4 assuming ﬁxed modes [1, 2, 1, 1] and get
푍4
∗
푇푆푏−퐷푀 ([1, 2, 1, 1]) = 33. Set 푙푏 = 25.2.
Step 2.2 (DOM(m퐹 )): 푙푏표푢푛푑 = 25.2 + 15 (23) = 29.8 < 161
Step 2.1: Use 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 5 assuming ﬁxed modes [1, 2, 1, 1] and get
푍5
∗
푇푆푏−퐷푀 ([1, 2, 1, 1]) = 29. Set 푙푏 = 31.
Step 2.2 (DOM(m퐹 )): 푙푏표푢푛푑 = 31 < 161
Step 3: 퐿퐵 = min[31, 161] = 31
Step 4: 푇푆퐿퐵1푏−퐷푀 = 31, 푇푆퐿퐵
2
푏−퐷푀 = 32, 푇푆퐿퐵
3
푏−퐷푀 = 30, 푇푆퐿퐵
4
푏−퐷푀 =
32, 푇푆퐿퐵1푏−퐷푀 = 29
We also illustrate in more detail Step 2.2 of 푇푆퐴푏−퐷푀 which uses 퐷푂푀(푚퐹 )
to discard dominated combinations of modes. Assume that the current lower bound
is 24.4 (found from the combination of modes [2, 4, 2, 3]) and that the current com-
bination of modes under consideration is [2, 3, 2, 4]. Also assume that 푇푆퐴푏−퐷푀 has
already applied algorithm 퐶푃퐴푏−퐷푇퐶푇푃 (Step 2.1) for scenarios 1 and 2. The ob-
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tained completion time values are 푍1
∗
푇푆푏−퐷푀 ([2, 3, 2, 4]) = 26 and 푍2
∗
푇푆푏−퐷푀 ([2, 3, 2, 4]) =
27, hence the local lower bound 푙푏 = (26+27)5 = 10.6. The lower bound calculated by
퐷푂푀(푚퐹 ) is: 푙푏표푢푛푑 = 10.6+ 15(22+26+23) = 24.8 > 24.4, revealing that [2, 3, 2, 4]
is dominated. This means that algorithm 푇푆퐴푏−퐷푀 should discard modes [2, 3, 2, 4]
at this point and continue to the next combination of modes.
5.4.2 Extensions of the lower bounding technique to generic Multi-
Stage stochastic programs
Algorithm 푇푆퐴푏−퐷푀 is designed speciﬁcally with the view to ﬁnding a lower bound
to the b-SDTCTP with DM. In fact, the fundamental concepts behind the approach,
namely the Two-Stage relaxation approach, may be easily applied to other Multi-
Stage stochastic programs. More speciﬁcally, the lower bounding approach consists
of (i) the enumeration of all feasible ﬁrst-stage decision variables’ values and (ii) the
solution of each scenario problem assuming those values ﬁxed. The latter procedure is
expected to be performed using a state-of-the-art solution algorithm designed for the
deterministic version of the problem. The complexity of the former procedure may be
reduced using dominance rules. The Two-Stage relaxation lower bounding technique
is expected to behave particularly well for PSPs as the enumeration of the ﬁrst-stage
decision variables’ value includes only the Start Activities (often a particularly small
subset of the complete set of project activities).
5.5 Upper bounds for the b-SDTCTP with DM
In this section we will present a heuristic approach for ﬁnding a good feasible solution
to the b-SDTCTP with DM. The approach is not only useful in terms of achieving
near optimal solutions in a fast and eﬃcient way but it will also serve as a good initial
solution for the B&B algorithm which will be presented in Section 5.6.
5.5.1 퐻퐸푈푅푏−퐷푀 : Static policy-based heuristic
The fundamental idea behind the heuristic algorithm is building a feasible, dynamic,
non-anticipative solution 푥ˆ(휋) = {푥ˆ푠푖푚푡(휋), ∀푖 ∈ 퐴,푚 ∈ 푀푖, 푡 ⩽ 푇푚푎푥, 푠 ∈ 푆} from a
static mode selection policy 휋. Note that 휋 is a list of modes 휋푖 ∈푀푖 for each activity
푖 ∈ 퐴. The heuristic goes through all the time stages of the model in a non-decreasing
order, each time scheduling eligible activities based on the policy and ensuring that
the non-anticipativity constraints are satisﬁed.
We have developed an algorithm, denoted as퐷푌푁(휋) which constructs a dynamic
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non-anticipative solution 푥ˆ(휋) from a static mode selection policy 휋. The algorithm
is constructed upon two procedures, namely, 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥)
and 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푥, 푆′) at time 푡, decisions 푥 = {푥푠푖푚휏 , ∀푖 ∈ 퐴,푚 ∈
푀푖, 휏 < 푡, 푠 ∈ 푆} and for a set of scenarios 푆′ ⊆ 푆, deﬁned in Procedures 5.1 and 5.2,
respectively. Note that the output of 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푥, 푆′) is a list of the
eligible activities in non-decreasing order of index.
Procedure 5.1 displays the details of procedure 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥).
The procedure returns the set 퐼푆 which contains all sets of indistinguishable scenarios
at time 푡 and for decisions 푥 taken so far, with
∪
푘⩽∣퐼푆∣
퐼푆푘 = 푆 and 퐼푆푘1 ∩ 퐼푆푘2 = ∅ for
푘1 ∕= 푘2. Procedure 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥) checks the history of ob-
servations and decisions for each pair of scenarios 푠 and 푠′ (푠 < 푠′). If an activity 푖 has
been scheduled at mode 푚 ∈ 푀푗 with (푖,푚) ∈ 풟(푠, 푠′) at time 휏 ⩽ 푡−min[푑푠푖푚, 푑푠
′
푖푚]
under either of two scenarios, then the two scenarios are distinct from each other by
time 푡. Otherwise, these scenarios are indistinguishable at time 푡 and are therefore
included in the same set.
Procedure 5.1 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥)
initialise
푁표푂푓푆푒푡푠 = 1, 퐼푆 = {∅}
for 푠, 푠′ ∈ 푆, 푠 < 푠′ do
if
∑
(푗,푚′)∈풟(푠,푠′)
푡−min{푑푠
푗푚′ ,푑
푠′
푗푚′}∑
휏=0
(푥푠푗푚′휏 + 푥
푠′
푗푚′휏 ) = 0 then
if ∃퐿 ⩽ 푁표푂푓푆푒푡푠 such that 푠 ∈ 퐼푆퐿 or 푠′ ∈ 퐼푆퐿 then
퐼푆퐿 = 퐼푆퐿 ∪ {푠, 푠′}
else
푁표푂푓푆푒푡푠 = 푁표푂푓푆푒푡푠+ 1
퐼푆푁표푂푓푆푒푡푠 = {푠, 푠′}
퐼푆 = {퐼푆1, . . . , 퐼푆푁표푂푓푆푒푡푠}
end if
end if
end for
return 퐼푆
Procedure 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푥, 푆′) (Procedure 5.2) ﬁnds all the activities
which are eligible to start at time 푡, with decisions 푥 taken so far, and for a set of
indistinguishable scenarios 푆′. Since all scenarios in set 푆′ share the same history we
need only perform the procedure for one of the members of the set 푆′, say the ﬁrst
5.5. UPPER BOUNDS FOR THE B-SDTCTP WITH DM 125
one, 푠 = 푆′1; the eligible activities for scenario 푠 will be automatically eligible for all
scenarios in 푆′. The eligible activities are found as those having all their predecessors
completed by time 푡.
Procedure 5.2 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푥, 푆′)
initialise
푠 = 푆′1, ℰ = ∅
풮 = {푖 ∈ 퐴∣푥푠푖푚휏 = 1∀푠 ∈ 푆′, for some 푚 ∈푀푖, 휏 < 푡}
풞 = {푖 ∈ 풮∣
∑
휏<푡
(휏 + 푑푠푖푚)푥
푠
푖푚휏 ⩽ 푡, ∀푠 ∈ 푆′}
for 푖 ∈ 퐴∖풮 do
푝푟푒푑푖 = {푗 ∈ 퐴∣(푗, 푖) ∈ 퐻}
if 푗 ∈ 풞 ∀ 푗 ∈ 푝푟푒푑푖 then
ℰ = ℰ ∪ {푖}
end if
end for
Reorder ℰ in non-decreasing order of index.
return ℰ
Using the two aforementioned procedures we can construct a non-anticipative
solution to the b-SDTCTP with DM using 휋, a static mode selection policy. The
algorithm designed to ﬁnd this solution, 퐷푌푁(휋), is given in Algorithm 10.
The algorithm goes through all the decision stages of the project scheduling pro-
cess. At each iteration, and for time 푡 and decisions 푥ˆ = {푥ˆ푠푖푚휏 , ∀푖 ∈ 퐴,푚 ∈ 푀푖, 휏 <
푡, 푠 ∈ 푆}, it invokes procedure 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥ˆ) to ﬁnd all the
sets of indistinguishable scenarios 퐼푆푛 ∀푛 ⩽ ∣퐼푆∣ (Step 1, Algorithm 10). For all
such sets which are not singletons, the algorithm ﬁnds all eligible activities using pro-
cedure 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푥ˆ, 퐼푆푛) and assigns to them the modes prescribed
by policy 휋 (Step 2.2, Algorithm 10). The essence of 퐷푌푁(휋) lies in the assign-
ment of modes for any set 퐼푆푛 of indistinguishable scenarios with a single member
(∣퐼푆푛∣ = 1), i.e. a scenario which has completely diﬀerentiated itself from all re-
maining scenarios. In such a case, the algorithm allows assigning modes and starting
times for all unscheduled activities independently of the policy 휋, as long as this
mode assignment is feasible and minimises the project completion time of that sce-
nario. Algorithm 퐶푃퐴푏−퐷푇퐶푇푃 (Section 3.3.1) is used for this purpose (Step 2.1,
Algorithm 10).
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Algorithm 10 퐷푌푁(휋): Dynamic scheduling algorithm for the b-SDTCTP with
DM based on policy 휋
initialise
푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표푠 = false, ∀푠 ∈ 푆
푡 = 0
푥ˆ = (0, . . . , 0)
while 푡 ⩽ 푇푚푎푥 do
Step 1: 퐼푆 = 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥ˆ).
Step 2: 푛 = 1
while 푛 ⩽ ∣퐼푆∣ do
푠 = 퐼푆푛,1
if ∣퐼푆푛∣ = 1 and 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표푠 = 푓푎푙푠푒 then
Step 2.1: 풮 = {푖 ∈ 퐴∣푥ˆ푠푖푚휏 = 1 ∀푠 ∈ 푆′, for some 푚 ∈푀푖, 휏 < 푡}
Use 퐶푃퐴푏−퐷푇퐶푇푃 with additional constraints in the Relaxed Problem (Model 3.3):
푥푖휋푖 ⩾ 1, ∀푖 ∈ 풮 (5.20)
to get optimal values 푥ˆ∗푖푚 for all 푖 ∈ 퐴∖풮,푚 ∈푀푖. Use forward calculations to get
the optimal starting times 푆∗푖 for all 푖 ∈ 퐴∖풮.
Set 푥ˆ푠푖푚푡 = 1, ∀푖 ∈ 퐴∖풮,푚 =
∑
푚′∈푀푖
푚′푥ˆ∗푖푚′ , 푡 = 푆
∗
푖 .
else
Step 2.2: ℰ = 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푥ˆ푠, 퐼푆푛)
Set 푥ˆ푠푖푚푡 = 1,∀푠 ∈ 퐼푆푛, 푖 ∈ ℰ ,푚 = 휋푖.
end if
푛 = 푛+ 1
end while
푡 = 푡+ 1
end while
return 푥ˆ
In the worst case, the mode assignment, 푥ˆ(휋), deﬁned by 퐷푌푁(휋) is exactly
the same as prescribed by 휋 for all scenarios and no beneﬁt is achieved by using
the algorithm. In such a case, the solution value found by applying 푥ˆ as a solution
to Model 5.1, denoted by 푍푏−퐷푀 (푥ˆ(휋)) is equal to the one obtained by solving the
b-SDTCTP with SM (Model 4.1) with policy 휋, 푍푏−푆푀 (푥휋), where
푥휋 = {푥푖푚, ∀푖 ∈ 퐴,푚 ∈푀푖∣푥푖푚 = 1 for 푚 = 휋푖} (5.21)
Therefore, this algorithm guarantees to give a solution with expected project
completion time at most as large as the one obtained from applying the solution 푥휋
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to the b-SDTCTP with SM (Model 4.1):
푍푏−푆푀 (푥휋) ⩾ 푍푏−퐷푀 (푥ˆ(휋)) (5.22)
Algorithm 퐷푌푁(휋) is generic and can be used with any policy 휋. To complete
the heuristic algorithm, we derive the static mode selection policy 휋 from the optimal
solution to the b-SDTCTP with SM (Model 4.1) by using algorithm 퐷퐴푏−푆푀 , de-
scribed in Section 4.3. Note that the policy 휋 is derived from the optimal solution of
Model 4.1 using (5.21). The heuristic solution value 푈퐵푏−퐷푀 is then computed using
the heuristic algorithm 퐻퐸푈푅푏−퐷푀 . The complete heuristic algorithm 퐻퐸푈푅푏−퐷푀
is deﬁned as below.
Algorithm 11 퐻퐸푈푅푏−퐷푀 : Heuristic Algorithm for the b-SDTCTP with DM
Step 1: Use 퐷퐴푏−푆푀 to derive optimal mode selection variables 푥∗푖푚. Set 휋푖 =∑
푚∈푀푖
푚푥∗푖푚.
Step 2: Use 퐷푌푁(휋) to derive the heuristic dynamic non-anticipative solution
푥ˆ(휋).
Step 3: Solve Model 5.1 using 푥ˆ(휋). Set 푈퐵 = 푍푏−퐷푀 (푥ˆ(휋)).
return 푈퐵
Proposition 5.3: 푈퐵푏−퐷푀 ⩽ 푍푀푉
Proof of Proposition 5.3.
We begin our proof by relating the MV decision values, 푥푀푉 , to the b-SDTCTP
with SM (Model 4.1). Suppose 푥푀푉 is the optimal solution to the Model 4.1. Then,
푍푀푉 = 푍
∗
푏−푆푀 = 푍푏−푆푀 (푥푀푉 ).
Now suppose that 푥푀푉 is not the optimal policy obtained from solving the b-
SDTCTP with SM. This means that there exists a mode selection 푥휋 ∕= 푥푀푉 such
that 푍푏−푆푀 (푥휋) ⩽ 푍푀푉 . Note that 푥휋 is associated to a policy 휋 such that 휋푖 = 푚 if
푥휋푖푚 = 1 from (5.21). We also have that 푍푏−퐷푀 (푥ˆ(휋)) ⩽ 푍푏−푆푀 (푥휋) from (5.22) and
the proof follows. Therefore, in general we have that:
푈퐵푏−퐷푀 ⩽ 푍푀푉 (5.23)
Example 5.3 We illustrate the heuristic algorithm 퐻퐸푈푅푏−퐷푀 by implementing
its steps on the project example with data as given for Examples 5.1 and 5.2. The
detailed algorithmic steps are given in Algorithm 12.
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Algorithm 12 퐻퐸푈푅푏−퐷푀 steps for Example 5.3
Step 1: Apply 퐷퐴푏−푆푀 on Model 4.1 and get optimal mode selection variables 푥∗ =
{{1}, {0, 0, 1, 0}, {0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 0}, {0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 0}, {1, 0, 0, 0},
{0, 0, 1, 0}, {0, 1, 0, 0}, {1}}. Set 휋 = {1, 3, 4, 3, 3, 4, 3, 3, 1, 3, 2, 1}.
Step 2 (퐷푌푁(휋)): Initialise: 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표푠 = false, ∀푠 ∈ {1, 2, 3, 4, 5}, 푥ˆ = (0, . . . , 0)
푡 = 0
Use procedure 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(0, 푥ˆ) (Procedure 5.1) to ﬁnd 퐼푆 = {{1, 2, 3, 4, 5}}.
푛 = 1, ∣퐼푆1∣ = 5, 푠 = 1
Use procedure 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(0, 푥ˆ, {1, 2, 3, 4, 5}) (Procedure 5.2) to ﬁnd ℰ = {1, 2, 3, 4}.
Set 푥ˆ11,3,0 = 푥ˆ
2
1,3,0 = 푥ˆ
3
1,3,0 = 푥ˆ
4
1,3,0 = 푥ˆ
5
1,3,0 = 1, 푥ˆ
1
2,4,0 = 푥ˆ
2
2,4,0 = 푥ˆ
3
2,4,0 = 푥ˆ
4
2,4,0 = 푥ˆ
5
2,4,0 = 1,
푥ˆ13,3,0 = 푥ˆ
2
3,3,0 = 푥ˆ
3
3,3,0 = 푥ˆ
4
3,3,0 = 푥ˆ
5
3,3,0 = 1 and 푥ˆ
1
4,3,0 = 푥ˆ
2
4,3,0 = 푥ˆ
3
4,3,0 = 푥ˆ
4
4,3,0 = 푥ˆ
5
4,3,0 = 1.
푡 = 5
Use procedure 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(5, 푥ˆ) (Procedure 5.1) to ﬁnd 퐼푆 =
{{1}, {2, 5}, {3}, {4}}.
푛 = 1, ∣퐼푆1∣ = 1, 푠 = 1
Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 1, with additional constraints on the modes of all the al-
ready scheduled activities ({1, 2, 3, 4}) in the Relaxed Problem (Model 3.3) and get optimal
values 푥ˆ∗ = {{0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 0}, {1, 0, 0, 0}, {0, 0, 1, 0}, {0, 1, 0, 0}, {1}} for activi-
ties {5, 6, 7, 8, 9, 10, 11}. Using forward calculations, the optimal starting times are found as
푆∗ = {6, 8, 9, 9, 15, 15, 23}
Set 푥ˆ1푖푚푡 = 1, ∀푖 ∈ {5, . . . , 11},푚 =
∑
푚′∈푀푖
푚′푥ˆ∗푖푚′ , 푡 = 푆
∗
푖 . Set 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표1 = true
푛 = 2, ∣퐼푆1∣ = 2, 푠 = 2
Use procedure 퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(5, 푥ˆ, {2, 5}) to ﬁnd ℰ = ∅
푛 = 3, ∣퐼푆3∣ = 1, 푠 = 3
Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 3 (with additional constraints) to get optimal val-
ues 푥ˆ∗ = {{0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 0}, {1, 0, 0, 0}, {0, 0, 1, 0}, {0, 1, 0, 0}, {1}} for activities
{5, 6, 7, 8, 9, 10, 11}. The optimal starting times are 푆∗ = {7, 9, 9, 9, 13, 15, 22}.
Set 푥ˆ3푖푚푡 = 1, ∀푖 ∈ {5, . . . , 11},푚 =
∑
푚′∈푀푖
푚′푥ˆ∗푖푚′ , 푡 = 푆
∗
푖 . Set 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표3 = true
푛 = 4, ∣퐼푆4∣ = 1, 푠 = 4
Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 4 (with additional constraints) and get optimal val-
ues 푥ˆ∗ = {{0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 0}, {1, 0, 0, 0}, {0, 0, 1, 0}, {0, 1, 0, 0}, {1}} for activities
{5, 6, 7, 8, 9, 10, 11}. The optimal starting times are 푆∗ = {5, 10, 10, 10, 17, 17, 26}.
Set 푥ˆ4푖푚푡 = 1, ∀푖 ∈ {5, . . . , 11},푚 =
∑
푚′∈푀푖
푚′푥ˆ∗푖푚′ , 푡 = 푆
∗
푖 . Set 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표4 = true
푡 = 6
Use procedure 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(6, 푥ˆ) to ﬁnd 퐼푆 = {{1}, {2}, {3}, {4}, {5}}.
푛 = 2, ∣퐼푆2∣ = 1, 푠 = 2
Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 2 (with additional constraints); the obtained optimal mode val-
ues are 푥ˆ∗ = {{0, 0, 0, 1}, {0, 1, 0, 0}, {0, 1, 0, 0}, {1, 0, 0, 0}, {0, 0, 0, 1}, {0, 0, 0, 1}, {1}} for activities
{5, 6, 7, 8, 9, 10, 11} and the optimal starting times equal 푆∗ = {8, 8, 10, 10, 17, 22, 25}.
Set 푥ˆ2푖푚푡 = 1, ∀푖 ∈ {5, . . . , 11},푚 =
∑
푚′∈푀푖
푚′푥ˆ∗푖푚′ , 푡 = 푆
∗
푖 . Set 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표2 = true
푛 = 5, ∣퐼푆5∣ = 1, 푠 = 5
Apply 퐶푃퐴푏−퐷푇퐶푇푃 for scenario 5 (with additional constraints). Find the optimal mode
values 푥ˆ∗ = {{0, 1, 0, 0}, {0, 1, 0, 0}, {0, 1, 0, 0}, {0, 0, 1, 0}, {0, 0, 0, 1}, {0, 0, 0, 1}, {1}} for activities
{5, 6, 7, 8, 9, 10, 11} and the optimal starting times 푆∗ = {7, 7, 15, 15, 21, 21, 25}.
Set 푥ˆ5푖푚푡 = 1, ∀푖 ∈ {5, . . . , 11},푚 =
∑
푚′∈푀푖
푚′푥ˆ∗푖푚′ , 푡 = 푆
∗
푖 . Set 푑푖푠푡푖푛푐푡 푠푐푒푛푎푟푖표5 = true
Step 3: Solve Model 5.1 using 푥ˆ(휋). Set 푈퐵 = 푍푏−퐷푀 (푥ˆ) = 24.2.
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Note that rather than showing all the steps at all times 0 ⩽ 푡 ⩽ 푇푚푎푥, Algorithm
12 only displays details on the decision points with eligible activities. The heuristic
solution value obtained is equal to 푈퐵푏−퐷푀 = 24.2, which is a valid upper bound
on the optimal solution to Model 5.1. Note that its usefulness is also demonstrated
by the fact that if the obtained upper bound is used in algorithm 푇푆퐴푏−퐷푀 as a
valid upper bound (rather than 푇푚푎푥), then the lower bound is obtained in 3.4 CPU
seconds, involving 281 iterations and 255 dominated modes. The usefulness of this
upper bound is especially evident when these results are compared to the results
obtained for 푇푆퐴푏−퐷푀 using 푇푚푎푥 instead (see Example 5.2).
5.5.2 Extensions of the heuristic methodology to generic Multi-Stage
stochastic programs
The upper bounding technique described above is built upon the idea that we can
obtain a heuristic dynamic solution to a Multi-Stage stochastic program starting from
a feasible solution that prescribes making decisions regardless of observations (static
solution). Using the static solution as a guide, we follow its prescriptions until the
observations made during the decision making process provide suﬃcient information
to identify the scenario which has occurred. In such a case, the remaining decisions
for that scenario are updated using a state-of-the-art solution algorithm designed for
the deterministic case. As long as a static, feasible for all scenarios, solution can
be found, the above technique may be used for many other Multi-Stage stochastic
programs.
Note that this approach is a simpliﬁcation to a reactive scheduling policy (see
Section 1.2) where at each stage the stochastic static model is re-solved and the static
solution is updated for all scenarios (not only for the one which has been identiﬁed).
5.6 A Branch-and-Bound (B&B) algorithm for the b-
SDTCTP with DM
The optimal solution to Model 5.1 is obtained by means of the B&B algorithm de-
scribed in this section, referred to as 퐵퐵푏−퐷푀 . The B&B algorithm is designed to
ﬁnd the optimal solution to Model 5.1. It is worth noting that the algorithm only
considers solutions which schedule activities as soon as they become eligible.
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5.6.1 퐵퐵푏−퐷푀 : An overview
We will divide algorithm 퐵퐵푏−퐷푀 into six parts described in Sections 5.6.2-5.6.7. The
ﬁrst part deals with the [PRE-SOLVE] phase of the B&B algorithm. It describes
several improvement strategies which could be taken initially for reducing the search
space of the algorithm. The second, third and fourth parts of the section describe
problem-speciﬁc [NODE-SELECT], [NODE-SOLVE] and [BRANCH] strate-
gies. The ﬁfth part discusses possible [FATHOM] rules for discarding nodes which
cannot lead to optimal solutions and ﬁnally the last part states the [TERMINATE]
criteria.
The root node of the 퐵퐵푏−퐷푀 corresponds to a relaxation of Model 5.1. In
the proposed algorithm we chose to relax the non-anticipativity constraints (5.6)
and (5.7). Removing these constraints decomposes the model into distinct scenario
problems which are much easier to solve. Given suitable computer capabilities, these
scenario problems could also be solved in parallel.
Each node 훼 of the 퐵퐵푏−퐷푀 corresponds to a partial (incomplete) schedule of
duration 푇훼 (for the root node, the partial schedule is empty and the duration is
0) and a model 푀훼. The partial schedule states the decision variables’ values (the
starting times and selected modes for the activities which have been scheduled for
each scenario), up to time 푇훼. The partial schedule is constructed from the partial
schedule and the model of the ancestor node (or father node), 푓훼, in the following
way. Node 푓훼 is associated to a partial schedule of duration 푡 = 푇푓훼 . Then all eligible
activities, 푖, for each scenario, 푠, at time 푡, are scheduled to start under an eligible
mode, 푚 ∈ 푀푖. Model 푀훼 is derived by adding to Model 푀푓훼 constraints 푥푠푖푚푡 = 1
for each eligible activity 푖 and an eligible mode 푚 at time 푡 under each scenario 푠.
The duration of the partial schedule associated to node 훼, denoted by 푇훼, is the
earliest point in time after 푇푓훼 for which at least one activity in any scenario has been
completed. Note that 푇훼 is also considered to be the decision point of the oﬀspring
nodes of node 훼. The state of node 훼 is represented by the decisions taken so far,
denoted as 푥푠푖푚푡(훼) for all 푡 < 푇훼. Note that 푥훼 denotes the full 4-dimensional vector
of decisions 푥푠푖푚푡(훼) of node 훼. Node 훼 has also an associated value 푍훼, equal to the
objective value of model푀훼. Model푀훼 is derived by adding the following constraints
to Model 푀0:
푥푠푖푚푡 = 푥
푠
푖푚푡(훼), ∀푖 ∈ 퐴,푚 ∈푀푖, 푡 < 푇훼, 푠 ∈ 푆 (5.24)
The following notation (Table 5.2) is used in this section to describe the B&B
algorithm 퐵퐵푏−퐷푀 .
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Table 5.2: Notation: 퐵퐵푏−퐷푀
훼, 훽, 훾 : Indices for nodes in the B&B algorithm
풜 : The set of “active” nodes in the B&B tree
푇훼 : The duration of the partial schedule associated to node 훼
푀훼 : The model associated to node 훼
푓훼 : The father node of node 훼
푥훼 = {푥푠푖푚푡(훼)} : The branched (ﬁxed) variables associated to node 훼
퐼푆푡(훼) : The set of indistinguishable scenarios at time 푡 associated to
node 훼
ℰ푡(훼) : The eligible activities for set 푆′ ∈ 퐼푆푡(훼) at time 푡 associated
to node 훼
ℳ푡(푖, 훼, 푆′) : The eligible modes for activity 푖 ∈ ℰ푡(훼, 푆′) at time 푡, for set
푆′ ∈ 퐼푆푡(훼) associated to node 훼
The detailed description of all the algorithmic steps on which the proposed B&B
algorithm is built, follows.
5.6.2 [PRE-SOLVE]
The pre-solve phase of the algorithm is a sequence of steps, taken at the initialisation
stage of the procedure to enhance the performance of all subsequent steps. The
pre-solve steps for the B&B algorithm proposed in this chapter help in reducing the
feasible search space, thus making a signiﬁcant reduction in the number of visits
to sub-optimal solutions. This will ultimately result in a faster convergence to the
optimal solution. We also deﬁne Model 푀0 during this stage.
Initial bounds As described in Sections 5.4 and 5.5, we can derive a lower bound,
퐿퐵푏−퐷푀 and an upper bound, 푈퐵푏−퐷푀 , by using algorithms 푇푆퐴푏−퐷푀 and퐻퐸푈푅푏−퐷푀 ,
respectively. As also shown in the same sections, these bounds are stronger than the
ones used in standard SP problems, namely, 푍푊푆 and 푍푀푉 , as shown in (5.18)
and (5.23), respectively. Throughout the B&B algorithm, the bounds proposed will
help either in branching or fathoming, so we include both algorithms 푇푆퐴푏−퐷푀
and 퐻퐸푈푅푏−퐷푀 into the pre-solve phase. Note that the heuristic 퐻퐸푈푅푏−퐷푀 is
performed ﬁrst, so that the upper bound 푈퐵푏−퐷푀 is used for the lower bounding
technique 푇푆퐴푏−퐷푀 .
Reduction of number of decision variables The MIP formulation of the b-
SDTCTP with DM (Model 5.1) includes 4-dimensional binary decision variables 푥푠푖푚푡.
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We have ∣푆∣(
∑
푖∈퐴
∣푀푖∣)푇푚푎푥 such binary decision variables. Clearly, reducing the num-
ber of these without losing optimality would reduce the problem scale making it thus
more manageable. We will now describe the reduction technique used to reduce the
project’s horizon 푇푚푎푥.
Assume we have a known upper bound (푈퐵) on the optimal objective value of the
b-SDTCTP with DM. We have that 푍∗푏−퐷푀 =
∑
푠∈푆
푝푠푍
푠∗
푏−퐷푀 ⩽ 푈퐵, where 푍푠∗푏−퐷푀 is
the project completion time of scenario 푠 when optimal decision variables to Model
5.1 are found. The following hold:∑
푠′∈푆
푝푠′푍
푠′∗
푏−퐷푀 ⩽ 푈퐵
푝푠푍
푠∗
푏−퐷푀 ⩽ 푈퐵 −
∑
푠′∈푆∖{푠}
푝푠′푍
푠′∗
푏−퐷푀 (5.25)
All that remains now is to ﬁnd known valid lower bounds to replace each 푍푠
′∗
푏−퐷푀 ,
for all 푠′ ∈ 푆∖{푠}, in the RHS of (6.21). The RHS of (6.21) is better (lower) if the
largest possible lower bounds on 푍푠
′∗
푏−퐷푀 , for all 푠
′ ∈ 푆∖{푠}, are used. For this reason,
we use 푇푆퐿퐵푠
′
푏−퐷푀 , as derived in Section 5.4 and in Algorithm 8.
The new 푇푚푎푥 is now given by
푇푚푎푥 = max
푠∈푆
[푇 푠푚푎푥] = max
푠∈푆
[
푈퐵
푝푠
−
∑
푠′∈푆∖{푠}
푝푠′
푝푠
푇푆퐿퐵푠
′
푏−퐷푀 ] (5.26)
Note that each
푇 푠푚푎푥 =
푈퐵
푝푠
−
∑
푠′∈푆∖{푠}
푝푠′
푝푠
푇푆퐿퐵푠
′
푏−퐷푀 (5.27)
will also be of use in the branching and fathoming steps later on.
Preparation of Model 푀0 At the root node of the B&B algorithm lies Model
푀0, a relaxation of Model 5.1. The relaxed model 푀0 is obtained from Model 5.1
by omitting constraints (5.6) and (5.7), i.e. the non-anticipativity constraints. As
a result, the diﬀerent scenarios, previously linked via the omitted constraints, are
decoupled and Model 푀0 is decomposed into distinct scenario problems.
5.6.3 [NODE-SELECT]
Node-selection strategies deﬁne rules for selecting which “active” subproblem is to
be solved next. Let 풜 be the set of “active” nodes, i.e. nodes which have not been
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fathomed yet and which do not have any oﬀsprings. We select 훼 ∈ 풜, such that
푇훼 = max[푇훽∣훽 ∈ 풜]. If ties occur, we select 훼 such that 푍훼 = min[푍훽∣훽 ∈ 풜, 푇훽 =
max[푇훾 ∣훾 ∈ 풜]]. If ties still occur we choose the node satisfying the above with lowest
index.
5.6.4 [NODE-SOLVE]
Once a node 훼 is selected, we may use a number of diﬀerent solution approaches
to solve the associated model 푀훼. Since we are dealing with a MIP we cannot use
the standard B&B node algorithms used for LPs (e.g. Primal simplex, Dual simplex,
Barrier). In 퐵퐵푏−퐷푀 , the structure of푀훼 is exploited; it is decomposed into separate
scenario problems each of which can be solved by algorithm 퐶푃퐴푏−퐷푇퐶푇푃 (Section
3.3.1), where the Relaxed Problem Model 3.3 includes additional constraints for ﬁxing
the values of 푥훼. Solving each scenario problem separately reduces signiﬁcantly the
memory requirements for the solution of each model associated to the node. This is
key to the eﬀective solution of the node and subsequently the whole B&B algorithm.
5.6.5 [BRANCH]
Branching strategies refer to the rules for selecting the variable(s) which will be used
to deﬁne the new subproblems. At each node 훼 of the 퐵퐵푏−퐷푀 , we deﬁne sets
퐼푆푡(훼) and ℰ푡(푆′, 훼), the sets of indistinguishable scenarios and eligible activities
for each set 푆′ ∈ 퐼푆푡(훼), 푆′ ⊆ 푆, where 푡 = 푇훼, respectively. These are found
using the procedures 퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푥훼) (Procedure 5.1) and
퐹푖푛푑퐸푙푖푔푖푏푙푒퐴푐푡푖푣푖푡푖푒푠(푡, 푆′, 푥훼) (Procedure 5.2). For each indistinguishable set of
scenarios 푆′ ∈ 퐼푆푡(훼) and for each eligible activity 푖 ∈ ℰ푡(푆′, 훼) found for that set,
we use procedure 퐹푖푛푑퐸푙푖푔푖푏푙푒푀표푑푒푠퐹표푟퐴푐푡푖푣푖푡푦(푖, 푡, 푆′, 푥훼) (Procedure 5.3) to ﬁnd
the set of eligible modes, ℳ푡(푖, 푆′, 훼). The procedure uses algorithms 퐶푃퐴푏−퐷푇퐶푇푃
and 퐶푃퐴푑−퐷푇퐶푇푃 (Sections 3.3.1 and 3.3.2, respectively) to discard modes which
either lead to total costs which exceed the budget or project completion times which
exceed their upper bounds. We denote these dominance rules as 퐷푂푀(ℳ).
134
CHAPTER 5. THE STOCHASTIC DISCRETE TIME-COST
TRADEOFF PROBLEM WITH DYNAMIC MODES
Procedure 5.3 퐹푖푛푑퐸푙푖푔푖푏푙푒푀표푑푒푠퐹표푟퐴푐푡푖푣푖푡푦(푖, 푡, 푆′, 푥)
initialise
풮 = {푗 ∈ 퐴∣푥푠푗푚′휏 = 1 ∀푠 ∈ 푆′, for some 푚′ ∈푀푗 , 휏 < 푡}{ set of scheduled activities}
휋풮 = {푚′ ∈푀푗 ∣푗 ∈ 풮, 푥푠푗푚′휏 = 1 ∀푠 ∈ 푆′, for some 휏 < 푡}
ℳ =푀푖
for 푚 ∈ 푀푖 do
푇퐵 = 0
for 푠 ∈ 푆′ do
Apply 퐶푃퐴푑−퐷푇퐶푇푃 (Section 3.3.2) for scenario 푠 with 퐷 = 푇 푠푚푎푥 and ﬁxed modes
휋풮 for all activities 푗 ∈ 풮 and for activity 푖 and mode 푚. The obtained solution is
푍푠
∗
푑−퐷푇퐶푇푃 (푥
푠
훼).
if 푍푠
∗
푑−퐷푇퐶푇푃 (푥
푠
훼) > 퐵 then
Remove 푚 from the set ℳ, i.e. ℳ =ℳ∖{푚}. Continue to next 푚.
end if
Apply 퐶푃퐴푏−퐷푇퐶푇푃 (Section 3.3.1) for scenario 푠 with and ﬁxed modes 휋풮 for all
activities 푗 ∈ 풮 and for activity 푖 and mode 푚, to get 푍푠∗푏−퐷푇퐶푇푃 (푥푠훼).
if 푍푠
∗
푏−퐷푇퐶푇푃 (푥
푠
훼) > 푇
푠
푚푎푥 then
Remove 푚 from the set ℳ, i.e. ℳ =ℳ∖{푚}. Continue to next 푚.
else
푇퐵 = 푇퐵 + 푍푠
∗
푏−퐷푇퐶푇푃 (푥
푠
훼)
end if
end for
if 푇퐵 ⩾ 푈퐵 then
Remove 푚 from the set ℳ, i.e. ℳ =ℳ∖{푚}. Continue to next 푚.
end if
end for
return ℳ
Let 퐶푂푀퐵(훼) be the index set of all feasible combinations of mode assignments
for all eligible activities and indistinguishable scenarios. A forward branching, from
node 훼, generates ∣퐶푂푀퐵(훼)∣ descendant nodes, one for each 푐표푚푏 ∈ 퐶푂푀퐵(훼).
푐표푚푏 is a vector of
∑
푆′∈퐼푆푡(훼)
∣ℰ푡(푆′, 훼)∣ elements (one element for each eligible activity)
and 푐표푚푏휙(푖,푆′) ∈ ℳ푡(푖, 푆′, 훼) is the mode corresponding to activity 푖 ∈ ℰ푡(푆′, 훼),
where 휙(푖, 푆′) is its position in the vector 푐표푚푏 given by:
휙(푖, 푆′) =
∑
푆′′⩽푆′
∣ℰ푡(푆′′ , 훼)∣+
∑
푗<푖,푗∈ℰ푡(푆′,훼)
1 (5.28)
Each 푐표푚푏 deﬁnes branching variables 푥푠푖푚푡 ⩾ 1 for all 푠 ∈ 푆′, 푆′ ∈ 퐼푆푡(훼), 푖 ∈
ℰ푡(푆′, 훼),푚 = 푐표푚푏휙(푖,푆′), 푡 = 푇훼.
The set 퐶푂푀퐵(훼) may be reduced under suitable dominance criteria. We de-
scribe two dominance rules below.
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Dominance rules 퐷푂푀(퐶푂푀퐵(훼)) Let 푐표푚푏 ∈ 퐶푂푀퐵(훼) be the current com-
bination of modes for the eligible activities of the branch under consideration.
1. We apply algorithm 퐶푃퐴푑−퐷푇퐶푇푃 for each scenario 푠 ∈ 푆′ for each 푆′ ∈ 퐼푆푡(훼)
and with deadline equal to 푇 푠푚푎푥. Additional constraints are added to the Re-
laxed Model (Model 3.4):
푥푖푚 ⩾ 1, if 푥푠푖푚푡(훼) = 1, ∀푖 ∈ 퐴,푚 ∈푀푖, 푡 ∈ [0, 푇훼), 푠 ∈ 푆′ (5.29)
푥푖푚 ⩾ 1, ∀푖 ∈ ℰ푇훼(푆′, 훼),푚 = 푐표푚푏휙(푖,푆′), 푠 ∈ 푆′ (5.30)
If for any such scenario 푠, the algorithm leads to a minimum total cost, 푍푠
∗
푑−퐷푇퐶푇푃 (푥훼),
which is greater than the available budget, the branch is discarded.
2. We apply algorithm 퐶푃퐴푏−퐷푇퐶푇푃 for each scenario 푠 ∈ 푆′ for each 푆′ ∈ 퐼푆푡(훼)
and with additional constraints (5.29) and (5.30). If the average of the optimum
minimum project completion times over all scenarios is greater than the current
upper bound, then the branch is discarded.
Finally, at the end of the [BRANCH] step, we also update the lower bound 퐿퐵
used in 퐵퐵푏−퐷푀 as 퐿퐵 = min
훽∈풜
[푍훼].
5.6.6 [FATHOM]
A node of the B&B tree is fathomed if:
1. The objective value of the node is greater than or equal to the current upper
bound.
2. If the found solution of the node is feasible with respect to the non-anticipativity
constraints. The upper bound is then updated.
3. If there are no eligible modes for some eligible activities.
For the eﬀective use of the fathoming rules it is important to update the values
of 푇 푠푚푎푥 as soon as new upper bounds are found during the B&B tree. As shown in
(6.23), the smaller the upper bound, the better the bound we have on the project
completion times for individual scenarios. Such bounds are important for discarding
sub-optimal choices of modes. For this reason, every time an integer solution is found
which is better than the current UB, we update 푇 푠푚푎푥 via (6.23).
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5.6.7 [TERMINATE]
The algorithm terminates when either a feasible (satisﬁes the relaxed non-anticipativity
constraints) solution has been found with an objective value equal to the current lower
bound or if there are no more “active” nodes left to explore, i.e. 풜 = ∅. In the lat-
ter case, the optimal solution value is the best objective value found from a feasible
integer solution obtained.
The complete algorithm 퐵퐵푏−퐷푀 is given in Algorithm 13.
5.6.8 Extensions of the B&B algorithm to generic Multi-Stage stochas-
tic programs
The fundamental ideas behind algorithm 퐵퐵푏−퐷푀 may be extended so as to ac-
commodate other Multi-Stage stochastic programs bearing decision-dependent un-
certainty. In a more generic form, the B&B approach includes the following steps.
[PRE-SOLVE] Use appropriate lower and upper bounds to decrease the range of
feasible objective values of the original model. Examples of techniques that may be
used include the Two-Stage relaxation approach (Section 5.4) and heuristic solutions
based on static policies (Section 5.5). For PSPs, the project’s horizon may be reduced
using similar ideas to (6.23). Finally, the model associated to the root node of the
B&B tree could be the original model without the non-anticipativity constraints.
[NODE-SOLVE] The models associated to each node of the B&B tree are amenable
to decomposition as all the constraints are deﬁned separately for each scenario. This
structure may be exploited by using state-of-the-art solution algorithms designed for
the deterministic version of the problem to solve each scenario individually. Given
suitable computer capabilities, these scenario problems could be solved in parallel.
This is a very important component of the B&B as it uses modest memory require-
ments a number of times (equal to the number of scenarios) to solve a large problem
(including all scenarios).
[BRANCH] Branching strategies are more problem-speciﬁc than the aforemen-
tioned steps. However, it is important that if we choose to add cuts rather than
branch on variables, each added cut must only include decision variables associated to
a single scenario. Failure to do so would necessarily mean that the [NODE-SOLVE]
strategies would not apply.
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Algorithm 13 퐵퐵푏−퐷푀 : B&B Algorithm for the b-SDTCTP with DM
Step 1: [PRE-SOLVE]
Apply 퐻퐸푈푅푏−퐷푀 and 푇푆퐴푏−퐷푀 . Set 퐿퐵 = 퐿퐵푏−퐷푀 and 푈퐵 = 푈퐵푏−퐷푀 .
훼 = 0, 푇훼 = 0, 푥훼 = (1, . . . , 1), 푍훼 = 0
풜 = {훼}, 푁표푂푓푁표푑푒푠 = 1
Prepare Model 푀0.
Step 2: [NODE-SELECT]
If 풜 = ∅, terminate. Else, select 훼 ∈ 풜 such that 푇훼 = max[푇훽 ∣훽 ∈ 풜]. If ties occur, select
훼 such that 푍훼 = min[푍훽 ∣훽 ∈ 풜, 푇훽 = max[푇훾 ∣훾 ∈ 풜]]. Among the ties (if they occur),
choose the node with lowest index. Remove 훼 from 풜, i.e. 풜 = 풜∖{훼}.
Step 3: [NODE-SOLVE]
Solve selected Model 푀훼 of node 훼 by applying algorithm 퐶푃퐴푏−퐷푇퐶푇푃 (Section 3.3.1)
for each 푠 ∈ 푆 to get optimal solutions 푥훼 and optimal solution value 푍훼.
Step 4: [FATHOM]
if 푀훼 is infeasible or 푍훼 ⩾ 푈퐵 then
Go to Step 2.
end if
if 푥훼 is feasible with respect to the non-anticipativity constraints then
Set 푈퐵 = min[푈퐵,푍훼] and update 푇
푠
푚푎푥 ∀푠 ∈ 푆 using (6.23).
Go to Step 2.
end if
Step 5: [BRANCH]
Find 퐼푆푇훼(훼) using Procedure 5.1.
for 푆′ ∈ 퐼푆푇훼(훼) do
Find ℰ푇훼(푆′, 훼) using Procedure 5.2.
for 푖 ∈ ℰ푇훼(푆′, 훼) do
Find ℳ푇훼(푖, 푆′, 훼) using Procedure 5.3.
if ℳ푇훼(푖, 푆′, 훼) = ∅ then
Go to Step 2.
end if
end for
end for
Compute 퐶푂푀퐵(훼) and reduce it using dominance rules 퐷푂푀(퐶푂푀퐵(훼)) 1 and 2.
for 푐표푚푏 ∈ 퐶푂푀퐵(훼) do
훽 = 푁표푂푓푁표푑푒푠+ 1
풜 = 풜 ∪ {훽}.
Set
푥푠푖푚푡(훽) = 푥
푠
푖푚푡(훼), ∀푡 < 푇훼
푥푠푖푚푇훼(훽) = 1, ∀푖 ∈ ℰ푇훼(푥훼, 푆′),푚 = 푐표푚푏휙(푖,푆′), 푠 ∈ 푆′, 푆′ ∈ 퐼푆푇훼(푥훼)
Set 푇훽 = min[푡 =
∑
휏⩽푇훼
(휏 + 푑푠푖푚)푥
푠
푖푚휏 (훽)∣푖 ∈ 퐴,푚 ∈푀푖, 푠 ∈ 푆, 푡 > 푇훼] and 푍훽 = 푍훼.
Set 푥푠푖푚푡(훽) = 0, ∀푠 ∈ 푆, 푖 ∈ 퐴,푚 ∈푀푖, 푇훼 < 푡 < 푇훽 .
푁표푂푓푁표푑푒푠 = 푁표푂푓푁표푑푒푠+ 1
end for
퐿퐵 = max[퐿퐵,max
훽∈풜
{푍훾}]
Step 6: [TERMINATE]
if 푈퐵 = 퐿퐵 then
Terminate.
else
Go to Step 2.
end if
return 푈퐵.
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5.7 Illustrative example
In this section, we will demonstrate the value obtained from considering diﬀerent
PS models to estimate the expected project completion time of a project example.
Consider the activity-on-node project network shown in Figure 5.1. For illustrative
purposes we will use 30 equiprobable scenarios, given in Tables A.1 and A.2 in Ap-
pendix A and a budget equal to 퐵 = 117.
The detailed optimal decision variable values obtained by applying the diﬀerent
PS models are given in Tables A.3-A.18 in Appendix A.
The optimal objective function value to the stochastic dynamic model (b-SDTCTP
with DM, Model 5.1), as obtained by implementing 퐵퐵푏−퐷푀 (Algorithm 13), is equal
to 푍∗푏−퐷푀 = 23.37. Note that the optimal values for the decision variables are given
in Tables A.3-A.6, in Section A.2.
If we solve the deterministic model assuming all the random variables take their
expected values (Mean-Value (MV) approach), using 퐶푃퐴푏−퐷푇퐶푇푃 (Algorithm 3)
the deterministic optimum project completion time is given by 푍퐷푀푉 = 23. Using
푥푀푉 = {1, 2, 4, 3, 3, 4, 3, 3, 1, 3, 2, 1} (Table A.9, Section A.4), the expected project
completion time, found by applying the solution to all 30 scenarios, is found to be
푍푀푉 = 24.67. Furthermore, when algorithm 퐷퐴푏−푆푀 (Algorithm 6) is applied to
solve the stochastic static model (b-SDTCTP with SM, Model 4.1), the optimal static
expected objective value 푍∗푏−푆푀 = 24.6 (the decision variable values are found in
Tables A.7-A.7, Section A.3). These results conﬁrm that estimating the expected
project completion time of the example without taking into account managerial ﬂex-
ibility leads to poor approximations. On the one hand, the optimum deterministic
objective value underestimates the stochastic dynamic solution by 1.6%, and the ex-
pected objective value associated to 푥푀푉 overestimates it by 5.6%. On the other
hand, the solution value obtained from the stochastic static model overestimates the
stochastic dynamic objective function value by 5.3%.
Finally, we also implement a reactive scheduling approach, where the stochastic
static model is reapplied whenever an observation takes place. The expected project
completion time is found to be equal to 23.67 (the decision variable values are found in
Tables A.11-A.14, Section A.5). Comparing this solution value with the one obtained
by applying 퐻퐸푈푅푏−퐷푀 (Algorithm 11), 푈퐵푏−퐷푀 = 23.63 (the decision variable
values are found in Tables A.15-A.18, Section A.6), we conclude that both are good
approximations to the optimum stochastic dynamic objective value and provide an
improvement over the optimum static value. In particular they improve the stochastic
static value by approximately 4%.
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5.8 Computational study
The study presented in this section addresses the computational aspects for solving
b-SDTCTPs with DM. In the ﬁrst part of the study, we discuss the test set that
we have used, including the project network characteristics as well as the stochastic
parameters of the test instances. In the second part, we evaluate the performance of
the proposed B&B algorithm and lower and upper bounding techniques, with respect
to several performance measures. We also discuss the beneﬁt obtained from using
dynamic as opposed to static models.
5.8.1 Test problem generation
The computational study presented in this section is based on a set of stochastic
DTCTPs of varying network complexity and uncertainty levels. We follow the same
test problem generation procedure used in the computational study of Chapter 4,
described in Section 4.4.1.
The results of several initial computational tests that we have performed, led us
to the following selection of representative deterministic benchmark instances. The
deterministic instances which are to be extended to stochastic instances are taken only
from the test set used in Demeulemeester et al. (1998), as opposed to being also taken
from the two Test-beds (Test-bed 1 and Test-bed 2) used in Akkan et al. (2005). The
reason is that the latter two Test-beds include large-sized instances which, coupled
with the stochastic and dynamic features described in this chapter, are realistically
beyond the capabilities of our proposed algorithm and would exceed the memory
limitations.
From the test set used in Demeulemeester et al. (1998), networks of 10 and 20
activities and 2, 4 and 6 modes per activity were selected. Similarly to the com-
putational study of the previous chapter (Section 4.4), the activity durations/costs
are randomly selected from two intervals ([1, 20] and [1, 100]), the network com-
plexity assumes the relatively most diﬃcult CNC (namely, CNC=2.1) and the bud-
get (퐵 = 퐵푚푖푛 + 휃(퐵푚푎푥 − 퐵푚푖푛)) of the problem is found from two values for
휃 ∈ {0.25, 0.5}.
For the scenario generation procedure, we consider a uniform probability distribu-
tion function, four values for the variance ({1, 5, 9, 13}) and 5, 10, 20 or 50 scenarios.
Note that all the obtained sample values are rounded to the nearest non-zero integer
value.
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Table 5.3: Test problem parameters for the b-SDTCTP with DM: test instances from
Demeulemeester et al. (1998).
Parameter Values
♯Activities 10,20
♯Modes per activity 2, 4, 6
Activity durations/costs [1, 20], [1, 100]
CNC 2.1
휃 {0.25, 0.5}
Distribution {푢푛푖푓표푟푚}
Variance {1, 5, 9, 13}
♯Scenarios 5, 10, 20, 50
Allowed CPU time 1000 seconds
Table 5.3 displays the complete set of problem parameters used in our compu-
tational study. Each combination of the parameters forms a problem class and 10
instances were randomly generated in each class.
5.8.2 Results
Algorithm 퐵퐵푏−퐷푀 was coded in Microsoft Visual Studio C++ and run on an Intel
Core 2 processor (2.5GHz with 3.5GB of RAM, Windows Operating System) using
IBM ILOG CPLEX v11.1. In our computational experiments, algorithm 퐵퐵푏−퐷푀
was terminated when either the optimal solution was found or a time limit of 1000
seconds elapsed.
Tables 5.4-5.6 provide the following information:
∙ %Opt : Percentage of problems solved to optimality;
∙ Time: Average computational time for ﬁnding the optimal solution (in seconds).
All ﬁgures include pre-processing time;
∙ %푙푏 = 푢푏: Percentage of problems for which the obtained lower bound 푙푏(=
퐿퐵푏−퐷푀 ) equals the upper bound 푢푏(= 푈퐵푏−퐷푀 ) thus ﬁnding the optimal
solution;
∙ %푀퐼푃 : Average percentage deviation of the obtained upper bound 푈퐵푏−퐷푀
from the lower bound 퐿퐵푏−퐷푀 , calculated as 100
(푈퐵푏−퐷푀−퐿퐵푏−퐷푀 )
퐿퐵푏−퐷푀 ;
∙ %푑푒푣푆푀 퐷푀 : Average percentage deviation of the static solution value from the
dynamic solution value, calculated as 100
(푍∗푏−푆푀−푍∗푏−퐷푀 )
푍∗푏−퐷푀
;
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Eﬀect of the variance We ﬁrst report on the results obtained from the computa-
tional implementation of 퐵퐵푏−퐷푀 with respect to the variance. Table 5.4 displays the
impact of the choice of variance on the computational performance of the proposed
algorithm. Note that the results are based on the instances with 10 scenarios; we ad-
ditionally ﬁx 휃 to take the value 0.5. Hence our results are based on 2∗3∗2∗10 = 120
instances per value of variance.
Table 5.4: Computational results for 퐵퐵푏−퐷푀 : Eﬀect of the variance
♯Problem instances Variance %푂푝푡 푇 푖푚푒 %푙푏 = 푢푏 %푀퐼푃 %푑푒푣푆푀 퐷푀
120 1 92% 171.50 55% 0.19% 1.18%
120 5 93% 158.50 51% 0.33% 4.30%
120 9 91% 163.76 46% 0.59% 5.78%
120 13 90% 161.93 48% 0.47% 7.05%
All instances Overall averages 91% 163.92 50% 0.39% 4.56%
As noted in Table 5.4, the algorithm seems to be insensitive to the value of the
variance used. When the value of the variance varies, the percentage of instances
solved to optimality within the time-limit ranges between 90% and 93%, and the
average computational time required for ﬁnding the optimal solution deviates by less
than 15 CPU seconds.
Lower and upper bounds. The lower and upper bounds obtained within the B&B
algorithm seem to perform slightly better for the lowest value of the variance (1);
the bounds obtained had proven optimality without invoking the remaining steps of
퐵퐵푏−퐷푀 , for 55% of the instances. The percentage deviation of the upper bound
from the lower bound is only 0.19% when the variance equals 1, whereas it is 0.33%,
0.59% and 0.47% when the variance equals 5, 9 and 13, respectively.
Eﬀect of the number of scenarios The number of scenarios to be considered into
the mathematical model is expected to have a signiﬁcant eﬀect on the computational
performance of the solution algorithm. This is due to the fact that the model to
be solved increases exponentially with the number of scenarios, as a result of the
non-anticipativity constraints ((5.6)-(5.7), Model 5.1).
Table 5.5 shows the eﬀect of the number of scenarios on the computational perfor-
mance of 퐵퐵푏−퐷푀 . Note that the instances assume a variance equal to 1 and 휃 = 0.5.
Hence, the results are averages over 2∗3∗2∗10 = 120 instances for each value chosen
for the number of scenarios.
142
CHAPTER 5. THE STOCHASTIC DISCRETE TIME-COST
TRADEOFF PROBLEM WITH DYNAMIC MODES
Table 5.5: Computational results for 퐵퐵푏−퐷푀 : Eﬀect of the number of scenarios
♯Problem instances Scenarios %푂푝푡 푇 푖푚푒 %푙푏 = 푢푏 %푀퐼푃 %푑푒푣푆푀 퐷푀
120 5 98% 83.78 71% 0.24% 1.04%
120 10 92% 171.50 55% 0.19% 1.18%
120 20 73% 357.72 40% 0.13% 1.01%
120 50 47% 604.17 29% 0.11% 0.95%
All instances Overall averages 88% 204.33 49% 0.19% 1.08%
As expected, the average computational time required for ﬁnding the optimal so-
lution to the b-SDTCTP with DM increases when the considered number of scenarios
is increased. More speciﬁcally, models featuring 20 and 50 scenarios needed on av-
erage at least two and three times the computational time, respectively, for ﬁnding
the optimal solution as opposed to models with 10 scenarios. As a result, while 98%
and 92% of models including 5 and 10 scenarios are solved within 1000 CPU seconds,
respectively, the optimal solution to only 73% and 47% of models with 20 and 50
scenarios, respectively, is found.
Lower and upper bounds. According to Table 5.5, the gap between the lower and
upper bounds obtained is smaller when the number of scenarios is increased. However,
the lower bound equals the upper bound more often (71% of the instances) for models
with 5 scenarios, compared to 55%, 40% and 29% of the instances with 10, 20 and 50
scenarios, respectively.
Eﬀect of the network characteristics Algorithm 퐵퐵푏−퐷푀 was able to solve
95% of all the instances 10 scenarios and variance equal to 1, according to Table
5.6, in an average of just over 2 CPU minutes. Note that the results in Table 5.6
are based on 2 ∗ 3 ∗ 2 ∗ 2 ∗ 10 = 240 instances. The eﬀectiveness of the algorithm is
particularly evident by observing that the mathematical formulation of a single test
instance (without reducing 푇푚푎푥 to the heuristic upper bound) would contain, on
average, approximately 1.5 million rows and almost 180, 000 binary decision variables.
Hence, the mathematical formulation could potentially be proved to be beyond the
capabilities of a generic MIP optimisation software.
The results suggest that the size of the network and especially the number of nodes
(activities) has a negative eﬀect on computational performance as 99% of instances
with 10 activities are solved in an average computational time of 48 CPU seconds,
whereas 91% of instances having 20 activities are solved in an average computational
time of 3.5 CPU minutes. The eﬀect of the number of modes is also evident from
Table 5.6. While only 86% of instances with 6 modes per activity are solved to
optimality within the time limit set, the optimal solution to 100% and 99% of instances
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with 2 and 4 modes per activity is found, respectively. Instances with 6 modes per
activity also need over six times as much computational time on average. Surprisingly,
increasing the scale of the activity durations/costs seems to have a positive eﬀect
on the performance of 퐵퐵푏−퐷푀 . Instances with activity durations/costs ranging
between [1, 20] need almost twice the computational time to be solved compared to
instances whose corresponding range is taken from [1, 100]. Finally, an increased 휃,
and consequently an increased budget value, makes an instance harder to solve; in the
time limit set, 92% of instances with 휃 = 0.5 were solved to optimality in an average
of almost 3 CPU minutes (172 seconds) whereas 98% of instances with 휃 = 0.25 were
solved in an average of 1.4 CPU minutes (84 seconds).
Table 5.6: Computational results for 퐵퐵푏−퐷푀 : Eﬀect of the network characteristics
♯Problem ♯Problem %푂푝푡 푇 푖푚푒 %푙푏 = 푢푏 %푀퐼푃 %푑푒푣푆푀 퐷푀
instances parameters
♯Activities
120 10 99% 47.59 68% 0.24% 0.77%
120 20 91% 208.13 47% 0.29% 1.30%
♯Modes
80 2 100% 8.44 78% 0.16% 0.48%
80 4 99% 49.61 63% 0.20% 1.10%
80 6 86% 325.53 33% 0.45% 1.57%
Activity
durations/costs
120 [1,20] 93% 163.71 42% 0.49% 1.98%
120 [1,100] 98% 92.01 73% 0.05% 0.11%
휃
120 0.25 98% 84.22 60% 0.24% 0.87%
120 0.5 92% 171.50 55% 0.29% 1.18%
All instances Overall averages 95% 127.86 58% 0.26% 1.02%
Lower and upper bounds. Overall, the lower bound technique suggested in Section
5.4 equals the upper bound proposed in Section 5.5 for 58% of the instances (Table
5.6). On average, the obtained upper bound deviates by 0.26% from the lower bound.
The greatest eﬀect on the bounding techniques is noted by the choice of the scale of the
activity durations and costs. Increasing the scale from [1, 20] to [1, 100], signiﬁcantly
reduces %푀퐼푃 , the average percentage deviation of the obtained upper bound from
the lower bound. Our bounding techniques perform particularly well for larger scales
for the activity durations, proving optimality for 73% of the instances; optimality is
proven for only 42% of instances with scales ranging between [1, 20]. This fact may
well be the reason behind the observation that algorithm 퐵퐵푏−퐷푀 performs better
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with increased scales, as noted above.
Dynamic vs static solution As shown from the results in Tables 5.4 to 5.6, the
computational complexity of solving b-DTCTPs with DM is considerably higher as
opposed to solving b-DTCTPs with SM. The additional level of diﬃculty, nevertheless,
is counterbalanced by the beneﬁt achieved in terms of the objective value; this beneﬁt
is measured via %푑푒푣푆푀 퐷푀 .
According to Table 5.4, the solution obtained from a static model deviates increas-
ingly from the solution obtained from a dynamic model, as the variance increases. For
the highest value of the variance considered (13), this deviation exceeds 7%. We con-
clude that when the stochastic parameters of the project are highly variable, the
project manager beneﬁts from implementing the plan generated by the stochastic
dynamic model rather than using the stochastic static model.
The results shown in Table 5.5 do not provide suﬃcient evidence to support a
correlation between %푑푒푣푆푀 퐷푀 and the number of scenarios. However, they do
suggest that there is at least a 1% deviation between a static and a dynamic stochastic
solution, on average, for models considering up to 20 scenarios.
Finally, in terms of the network characteristics, the beneﬁt achieved from using
a dynamic model as opposed to a static model seems to become more evident from
larger-sized instances, instances featuring larger number of modes, smaller scales for
the activity durations/costs and larger budgets.
Eﬀect of the B&B components We next document the impact of some of the
components proposed in the previous sections to enhance the computational perfor-
mance of algorithm 퐵퐵푏−퐷푀 . More speciﬁcally, all the relevant results concerning
the initial bounds, dominance rules and node-solution strategies are displayed in Ta-
ble 5.7. Note that the “All inclusive” row refers to results obtained from the already
described version of the algorithm. The results are based on the instances with 10
scenarios and a variance of 1 and the budget is set via 휃 = 0.5, hence, the averages
are based on 120 instances in total.
Table 5.7: Computational results for 퐵퐵푏−퐷푀 : Eﬀect of the B&B components
Change in component %푂푝푡 푇 푖푚푒
All inclusive 92% 171.50
Omission of the initial bounds 65% 542.92
Omission of the dominance rules 퐷푂푀(퐶푂푀퐵(훼)) 1 and 2 93% 135.82
Omission of the dominance rule 퐷푂푀(ℳ) 88% 220.53
The ﬁgures in Table 5.7 indicate that omitting the initial lower and upper bounds
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from the B&B algorithm hinders the performance of 퐵퐵푏−퐷푀 . In fact, 퐵퐵푏−퐷푀
without the inclusion of initial bounds requires over three times as much computa-
tional time to solve 27% fewer instances within the time-limit of 1000 CPU seconds. In
terms of the dominance rules used, it seems that on the one hand, the two dominance
rules developed for decreasing the cardinality of 퐶푂푀퐵(훼) are not strong enough in
terms of computational time. The results suggest that the improvement derived from
reducing the number of oﬀsprings at each node 훼 comes at a computational cost. On
the other hand, the rule developed for eliminating dominated modes signiﬁcantly im-
proves the performance of the B&B procedure. In particular, the number of instances
that are solved optimally are only 88% when this dominance rule is omitted, whereas
the exact solution to 92% of the instances are solved by applying the dominance rule.
HEUR푏−퐷푀 vs reactive scheduling We next report on the computational results
we have obtained by implementing a reactive strategy for ﬁnding a heuristic solution
to the b-SDTCTP with DM. Table 5.8 shows the average CPU time required by a
reactive strategy with respect to the considered number of scenarios, as well as the
%deviation of 푈퐵푏−퐷푀 (obtained by implementing 퐻퐸푈푅푏−퐷푀 ) from the solution
value obtained from the reactive strategy, denoted as %푑푒푣푟푒푎푐푡.
Table 5.8: Computational results for the reactive strategy
♯Problem instances ♯Scenarios Time %푑푒푣푟푒푎푐푡
120 5 1.24 0.02%
120 10 2.10 0.04%
120 20 4.18 0.09%
120 50 10.82 0.12%
120 100 27.95 0.15%
All instances Overall averages 9.26 0.08%
As expected, the results of Table 5.8 show that re-optimising the static model
at each stage is more time consuming. Compared to 퐻퐸푈푅푏−퐷푀 , the additional
CPU time required from the reactive strategy is on average 15%. According to Table
5.8, although the average percentage deviation of 푈퐵푏−퐷푀 from the reactive solution
value increases with the number of scenarios, it remains under very low levels (0.15%)
even for 200 scenarios. We conclude that not only is the upper bound obtained from
퐻퐸푈푅푏−퐷푀 very close to the one obtained from a reactive strategy, it is obtained
in less computational time.
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5.9 Summary
In this chapter, we have extended the SDTCTP from the range of static models,
often considered in SP, by recognising that the decision maker may adjust the opti-
misation decisions according to observations. For this purpose, we have introduced
the SDTCTP with DM, which as opposed to the SDTCTP with SM (see Chapter
4), oﬀers managerial ﬂexibility to the decision maker to decide on the mode selection
variables over time according to the realisations of the random parameters. This
ﬂexibility, however, comes at a cost in terms of model complexity as the timing of
information discovery regarding the values of the uncertain variables is inﬂuenced by
the decisions. The model suﬀers from decision-dependent uncertainty which makes
even the mere formulation of the non-anticipativity constraints rather cumbersome
as the constraints require the comparison of decision variables for each scenario pair.
The chapter describes the lower and upper bounding techniques that we have
developed for the b-SDTCTP with DM; these are also used in the proposed B&B
algorithm, speciﬁcally designed to ﬁnd the exact solution to the problem. Although
the developed procedures are tailored to the b-SDTCTP with DM, we have also
highlighted their generic features and suggested ways to apply them in other Multi-
Stage stochastic programs with decision-dependent uncertainty.
Our computational study, based on a large number of test instances, shows promis-
ing results when algorithm 퐵퐵푏−퐷푀 is applied to complex stochastic models with
binary variables and an explicit representation of the decision-dependent uncertainty.
In particular, 퐵퐵푏−퐷푀 was able to solve 95% of the project networks including up
to 20 activities and 6 modes per activity with 10 scenarios and a variance equal to
1, in an average of 2 CPU minutes. Our computational results also conﬁrm the ben-
eﬁt of using dynamic as opposed to static models. This beneﬁt is especially evident
for models featuring highly variable stochastic parameters; the percentage deviation
of the static solution value from the dynamic solution value increases from 1.18%
to 4.30%, 5.78% and 7.05% when the variance increases from 1 to 5, 9 and 13, re-
spectively. The deviation is also 1.30% when considering 20 activity- rather than
0.77% when considering 10 activity-networks, and 1.10%(1.57%) when increasing the
number of modes per activity from 2 to 4(6). In addition, the computational results
based on a sample of 120 instances, show the impact of the ingredients of the B&B
algorithm. The B&B component with the biggest eﬀect is the inclusion of the initial
bounds which reduces the required computational time by 68%. Finally, we have
shown that the heuristic approach 퐻퐸푈푅푏−퐷푀 , designed to ﬁnd an upper bound to
the b-SDTCTP with DM, is competitive with a reactive scheduling approach, produc-
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ing solutions which are worse in quality by a mere 0.08% on average, but are obtained
in 15% less computational time.
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Chapter 6
The Stochastic
Resource-Constrained Project
Scheduling Problem
In this chapter, we turn our focus to another, probably the most popular, PSP, the
RCPSP. This is one of the most general scheduling problems that has been widely
studied in the literature under a deterministic context and constitutes the basis for
many variants. This chapter deals with the stochastic counterpart of the RCPSP,
which, as shown in Chapter 2, has not been adequately researched. In the sections
which follow, the stochastic extension of the RCPSP, the SRCPSP, will be formally
deﬁned and its mathematical formulation will be presented. Following the guidelines
set out in Chapter 5, we describe an exact B&B algorithm and analyse its various
component parts, including lower and upper bounds. The computational results at
the end of the chapter show the eﬀectiveness of the algorithm in providing the optimal
solution to a hard combinatorial optimisation problem.
6.1 Problem deﬁnition
As opposed to the deterministic RCPSP, the SRCPSP does not assume that all the
problem parameters are ﬁxed and known in advance. Instead, the activities in the
project have random processing times and need to be executed subject to precedence
and resource constraints so that a given project objective is achieved. In the thesis,
the problem objective is to minimise the expected project completion time.
The SRCPSP may be summarised as follows: We are given an activity-on-node
project network of 푛 activities. The network is deﬁned by an acyclic digraph 퐺 =
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(퐴,퐻) where 퐴 is the ﬁnite set of activities {0, 1, . . . , 푛, 푛+ 1} (0 and 푛+ 1 are the
dummy 푠푡푎푟푡 and 푒푛푑 nodes) in the network which have to be executed in accordance
with the precedence constraints that are deﬁned by the set 퐻 = {(푖, 푗))∣푖, 푗 ∈ 퐴, 푖 ≺
푗}, where 푖 ≺ 푗 implies that activity 푗 cannot be started before the completion of
activity 푖. A set 퐾 of discrete, renewable resources is also considered, meaning that
in each time period of the planning horizon, a constant amount of 푅푘 ∀푘 ∈ 퐾 units
is available; each activity requires 0 ⩽ 푟푗푘 ⩽ 푅푘 units of resource 푘 ∈ 퐾 while in
execution. It is assumed that the execution of each activity is non-preemptive, i.e.
interruptions are not allowed, and that the dummy start and end activities have zero
durations and zero resource requirements.
The scope of this chapter is restricted to the SRCPSP where the time horizon is
represented by a discrete set of time periods 0, 1, . . . , 푇푚푎푥, where 푇푚푎푥 is an absolute
upper bound on the project’s completion time. d푖 represents the vector of possible
realisations of the duration of activity 푖 ∈ 퐴. The resolution of the uncertainty
regarding d푖 depends on the decision to start activity 푖. More speciﬁcally, the value
of d푖 becomes known at time 푡 if the decision to schedule activity 푖 at a previous
time 푡′ < 푡 has been made. In fact, if 푡 is the completion time of activity 푖, then the
corresponding realised activity duration is equal to 푡− 푡′.
We also restrict the scope of the study to the uncertainty which can be represented
by discrete probability distributions. We assume that the uncertainty of the activities’
durations is encapsulated by a ﬁnite set of discrete scenarios, 푆. Each scenario 푠 ∈
푆 contains one possible realisation of the vector d= {d0,d1,. . . ,d푛+1}. Individual
scenarios are indexed as 푠 ∈ 푆 and 푑푠푖 represents the realisation of d 푖 under scenario
푠. For simplicity, we assume that d 푖 is ordered with respect to the scenario index, i.e.
d 푖 = {푑1푖 , 푑2푖 , . . . , 푑∣푆∣푖 }.
Similarly to Goel and Grossmann (2007), for any pairs of scenarios 푠, 푠′ ∈ 푆, we
deﬁne a set 풟(푠, 푠′) containing items which distinguish between scenarios 푠 and 푠′. In
our case, 풟(푠, 푠′) = {푖 ∈ 퐴∣푑푠푖 ∕= 푑푠
′
푖 } contains the activities which, if scheduled and
completed, reveal duration values which distinguish between scenarios 푠 and 푠′. By
deﬁnition, 풟(푠, 푠′) = 풟(푠′, 푠).
The decision process in the SRCPSP consists of a dynamic stage-wise scheduling
of sets of activities, based on observations up to that stage, and subject to precedence
and resource constraints with the view to minimising the expected project completion
time across all scenarios. As for the SDTCTP with DM (Chapter 5), this problem
is also amenable to a Multi-Stage SP with Recourse formulation in which recourse
actions (the subsequent activities to schedule) can be taken dynamically at each stage
following the information gathered by the realisations of already scheduled activities.
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6.2 The Multi-Stage Stochastic Programming model for
the SRCPSP
Similarly to the SDTCTP with DM, the stages (or decision points) of the SRCPSP are
deﬁned as points in time when there is a change in the state of nature (the exception is
the beginning of the decision process, 푡 = 0). A change in nature’s state occurs when
an observation is made, i.e. when at least one activity is completed. Following the
completion of any activities, their duration values are revealed and only the scenarios
which agree with those values remain under consideration in the decision process
at the current and all subsequent stages. At each stage of the SRCPSP, one or
more activities may become eligible to start. If scheduling all the eligible activities
is impossible due to resource limitations, a decision must be made as to which (if
any) out of the eligible activities will be started. This decision is taken based on
the observations made so far (realised duration values of completed activities) and
the information on the activity durations of unscheduled activities captured by the
scenarios which are still part of the decision process at the current stage. The process
is repeated until all activities are scheduled and the set of the observed duration values
reveal the true scenario (and consequently the true path on the scenario tree). Since
at the beginning of the process we are completely unaware of which path/scenario
will be revealed, a set of solutions for all scenarios is required.
For this reason, the decision variables are deﬁned for all scenarios. In particu-
lar, using the mathematical formulation proposed by Mingozzi et al. (1998) for the
deterministic RCPSP (see Chapter 2) based on the concept of feasible sets, the math-
ematical model of the SRCPSP (Model 6.1), uses the following sets of binary decision
variables:
∙ 푥푠푖푡 for all activities 푖 ∈ 퐴, at time 푡 ⩽ 푇푚푎푥 and under scenario 푠 ∈ 푆 such that:
푥푠푖푡 =
⎧⎨⎩1, if activity 푖 is started at time 푡, under scenario 푠0, otherwise (6.1)
∙ 푦푠푙푡 for all feasible sets 푙 ∈ ℛ, at time 푡 ⩽ 푇푚푎푥 and under scenario 푠 ∈ 푆 such
that:
푦푠푙푡 =
⎧⎨⎩1, if set 푙 is in execution at time 푡, under scenario 푠0, otherwise (6.2)
The sequence of events in the SRCPSP is as follows. Observations (realised activ-
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ity durations) and decisions, to start unscheduled but eligible activities (or execute an
eligible feasible set), are both made at the beginning of time 푡, with decisions being
made immediately after the observation is made. It is worth noting that observations
resulting from decisions taken at 푡 may be made after one or more stages; if decision
to start activity 푖 at time 푡 is taken, then the observation of its activity duration will
be made at time 푡′ = 푡+ 푑푠푖 for some 푠 ∈ 푆, and before new decisions at time 푡′ need
to be taken.
The Multi-Stage nature of the SRCPSP entails the consideration of the non-
anticipativity rule, essential for ﬁnding implementable solutions. The rule restricts
the decisions taken at time 푡 to be the same for all indistinguishable pairs of scenarios.
A pair of scenarios 푠 and 푠′ is said to be indistinguishable at time 푡 when the realised
activity durations of the completed activities up and until time 푡 are the same under
both scenarios. This means that both scenarios 푠 and 푠′ share the same path in the
scenario tree until time 푡; for all the completed activities 푖 by time 푡, 푑푠푖 = 푑
푠′
푖 holds,
i.e. 푖 /∈ 풟(푠, 푠′) for all completed activities 푖.
As the timing of the stages (or nodes in the scenario tree) are dependent on the
durations of previously scheduled activities, the SRCPSP is also a problem which
suﬀers from decision-dependent uncertainty. The way the scenario tree is formed as
well as the concepts regarding the Multi-Stage nature of the SRCPSP, are very similar
to those for the b-SDTCTP with DM and the example used in Section 5.3 (Example
5.1); this is the reason we do not provide another example here. The diﬀerence
is that, for the SRCPSP, the decisions at each stage involve the selection of which
eligible feasible set to execute, rather than which eligible mode to choose for each
eligible activity.
The mathematical formulation of the SRCPSP is given in Model 6.1. Objective
(6.3) minimises the expected project completion time, 푍푆푅퐶(푦). Note that 푍푆푅퐶(푦) is
a function of the 푦−decision variables and denotes the expected total execution time
over all feasible sets. Constraints (6.4) and (6.5) ensure that the all activities are
scheduled once and that the precedence relations between the activities are satisﬁed,
respectively. Constraints (6.6) and (6.7) ensure that there is at most one feasible set in
execution at any point in time and that the total execution time of all sets containing
an activity 푖 is equal to the activity’s duration, respectively. The relationship between
the two decision variables is deﬁned by constraints (6.8) and (6.9): activity 푖 is forced
to start at time 푡 if the activity is contained in the feasible set in execution at time 푡
but is not contained in the feasible set in execution at time period 푡− 1. Constraints
(6.4)-(6.8) need to be satisﬁed under all scenarios 푠 ∈ 푆.
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Model 6.1 SRCPSP: Mathematical formulation
Minimise
푍푆푅퐶(푦) =
∑
푠∈푆
푝푠
푇푚푎푥∑
푡=0
∑
푙∈ℛ
푦푠푙푡 (6.3)
subject to:
푇푚푎푥∑
푡=0
푥푠푖푡 = 1, ∀ 푖 ∈ 퐴, 푠 ∈ 푆 (6.4)
푇푚푎푥∑
푡=0
푡푥푠푗푡 −
푇푚푎푥∑
푡=0
푡푥푠푖푡 ⩾ 푑푠푖 , ∀(푖, 푗) ∈ 퐻, 푠 ∈ 푆 (6.5)∑
푙∈ℛ
푦푠푙푡 ⩽ 1, ∀푠 ∈ 푆, 푡 ∈ [0, 푇푚푎푥] (6.6)
∑
푙∈ℛ푖
푇푚푎푥∑
푡=0
푦푠푙푡 = 푑
푠
푖 , ∀푖 ∈ 퐴, 푠 ∈ 푆 (6.7)
푥푠푖푡 −
∑
푙∈ℛ푖
(푦푠푙푡 − 푦푠푙푡−1) ⩾ 0, ∀푖 ∈ 퐴, 푡 ∈ [1, 푇푚푎푥], 푠 ∈ 푆
(6.8)
푥푠푖0 −
∑
푙∈ℛ푖
(푦푠푙0) ⩾ 0, ∀푖 ∈ 퐴, 푠 ∈ 푆 (6.9)
푥푠푖0 −
∑
푠′∈푆
푝푠′푥
푠′
푖0 = 0, ∀푖 ∈ 퐴, 푠 ∈ 푆 (6.10)
∣푥푠푖푡 − 푥푠
′
푖푡 ∣ −
∑
푗∈풟(푠,푠′)
∑
푙∈ℛ푗
푡−min[푑푠푗 , 푑
푠′
푗 ]∑
휏=0
(푦푠푙휏 + 푦
푠′
푙휏 ) ⩽ 0, ∀푖 ∈ 퐴, 푡 ∈ [1, 푇푚푎푥],
푠, 푠′ ∈ 푆, 푠 < 푠′ (6.11)
푥푠푖푡 ∈ {0, 1} ∀푖 ∈ 퐴, 푡 ∈ [0, 푇푚푎푥], 푠 ∈ 푆
(6.12)
푦푠푙푡 ∈ {0, 1} ∀푙 ∈ ℛ, 푡 ∈ [0, 푇푚푎푥], 푠 ∈ 푆
(6.13)
The non-anticipativity requirements are applied via constraints (6.10) and (6.11).
If scenarios 푠 and 푠′ are indistinguishable at time 푡, then the decisions 푥(.)푖푡 should be
the same for both scenarios 푠 and 푠′. In fact, the decisions 푦(.)푙푡 must also be the same
for both scenarios 푠 and 푠′ but this is automatically enforced due to constraint (6.8).
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Constraint (6.10) guarantees that all scenarios are indistinguishable at the ﬁrst stage
(푡 = 0). Constraint (6.11) imposes the non-anticipativity rule to scenarios 푠 and 푠′ for
푡 ⩾ 1, if 푠 and 푠′ are identical in the realisations of the uncertain parameters up to time
푡. This condition holds if none of the activities in set 풟(푠, 푠′) are scheduled by time
휏 = 푡−min[푑푠푗 , 푑푠
′
푗 ]. Equivalently, 푠 and 푠
′ are indistinguishable if no feasible set 푙 ∈ ℛ푗
has been scheduled by time 휏 , such that, 푗 ∈ 풟(푠, 푠′). Time 휏 is the latest starting
time of activity 푗 resulting in distinguishing between scenarios 푠 and 푠′ by time 푡. To
clarify this statement, assume without loss of generality that min[푑푠푗 , 푑
푠′
푗 ] = 푑
푠
푗 . Then
if feasible set 푙 ∈ ℛ푗 is in execution by time 휏 = 푡− 푑푠푗 , then activity 푗 is started by
time 휏 . This means that either activity 푗 would be completed by time 푡, revealing that
scenario 푠′ is not the true scenario, or it would still be in progress by time 푡, revealing
that 푠 is not the true scenario. In either case, executing set 푙 by time 휏 would result
in distinguishing between those two scenarios by time 푡 and constraint (6.11) becomes
redundant. If all sets 푙 such that 푙 ∈ ℛ푗 with 푗 ∈ 풟(푠, 푠′) are executed at any time
after time 푡 −min[푑푠푗 , 푑푠
′
푗 ], then scenarios 푠 and 푠
′ would still be indistinguishable at
time 푡; all the activities in the set would still be in progress, revealing that any of 푠
and 푠′ could be the true scenario. In this case, constraint (6.11) is tight for 푠 and 푠′
and all decision variables for both scenarios are restricted to be the same.
Finally, constraint (6.12) deﬁnes the allowable range of the decision variables.
We denote the optimal objective value of Model 6.1 as 푍∗푆푅퐶 = min푦 푍푆푅퐶(푦).
6.3 An algorithm for computing the feasible sets
In this section, we propose an algorithm for constructing the feasible sets 퐹푙 for
all 푙 ∈ ℛ for a resource-constrained network. The algorithm consists of two main
steps. The ﬁrst step constructs several subnetworks, each corresponding to exactly
one activity 푖 ∈ 퐴 of the original network. The subnetwork includes the corresponding
activity 푖 and activities 푗 ⩾ 푖+ 1 which could potentially be co-members with 푖 in a
feasible set. The second step of the algorithm evaluates all the paths in the subnetwork
and selects those satisfying the resource feasibility criterion. The detailed algorithmic
steps are described below. Note that the tree structure of the path evaluation step
is based on the work done by Stork (2001), although his approach focuses on the
enumeration of the minimal forbidden sets.
The idea is that the set of selected paths found from each subnetwork is the set
of all the feasible sets containing the corresponding activity 푖 of the subnetwork and
activities 푗 with 푗 ⩾ 푖+1. Working with subnetworks is more memory eﬃcient which
is especially important for large networks.
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Step 1: Constructing the subnetworks For each activity 푖 ∈ 퐴, we construct
the graph 퐺푖 = (퐴푖,퐻푖), where 퐴푖 is the set of activities in the network and 퐻푖 is
the set of precedence relations. 퐴푖 includes activity 푖 and all activities 푗 ⩾ 푖+ 1 such
that 푖 ∕≺ 푗 in 퐺 (even transitively) and 푟푖푘 + 푟푗푘 ⩽ 푅푘 for all 푘 ∈ 퐾. We also add a
dummy end activity 푏; the set 퐴푖 is thus given by 퐴푖 = {푖} ∪ {푗 ∈ 퐴∣푗 ⩾ 푖 + 1, 푖 ∕≺
푗, 푟푖푘 + 푟푗푘 ⩽ 푅푘∀푘 ∈ 퐾} ∪ {푏}. Set 퐻푖 includes pairs (푢, 푣) with either 푢 ∈ 퐴푖 and
푣 ∈ 퐴푖 ∩퐴푢 or 푢 ∈ 퐴푖 and 푣 = 푏.
Step 2: Subnetwork path evaluation The approach enumerates the paths in
graph 퐺푖 in a tree structure 풩 . Similarly to PathEnum (Algorithm 1) from Chapter
3, each node 푤 in 풩 is associated to exactly one activity 푢 ∈ 퐴푖 (the root node is
associated to 푖) and has child nodes corresponding to 푣 ∈ 퐴푖 such that (푢, 푣) ∈ 퐻푖.
Each node 푤 is also associated to a subset of activities 푊 ⊆ 퐴푖; the activities in 푊
are found by traversing the route from the root node to 푤 and collecting the activities
associated to each node on that path.
풩 is constructed in a breadth ﬁrst fashion during which it is also pruned. For each
node 푤 ∈ 풩 we evaluate whether the set 푊 associated to the node can be expanded
by attaching another activity 푣 to it and still remain resource feasible. If this is true,
we branch on 푣 and the process is repeated. At the end of the branching process, all
the leaf nodes of the tree are feasible sets (we exclude the dummy end activity 푏).
Algorithm 14 shows the detailed steps taken for ﬁnding all the feasible sets in a
resource-constrained project network, as described above. The notation used for the
description of the algorithm is given in Table 6.1.
Table 6.1: Notation: 퐹푒푎푠푆푒푡푠퐸푛푢푚
퐺푖 : Subnetwork associated to activity 푖 ∈ 퐴
퐴푖 : Set of activities in subnetwork 퐺푖
퐻푖 : Set of precedence relations in subnetwork 퐺푖
풩 : Tree structure which enumerates the paths in 퐺푖
푤 ∈ 풩 : A node in 풩
푁표푂푓표푑푒푠 : Number of created nodes in 풯
푎푐푡(푤) : The activity associated to node 푤
푓푎푡ℎ(푤) : The father node of 푤
푅푅(푤) : Remaining resource availability associated to node 푤
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Algorithm 14 FeasSetEnum: Algorithm for ﬁnding the feasible sets in a resource-
constrained project network
initialise:
ℛ = ∅, 푙 = 1
Step 1: Constructing the subnetworks 퐺푖 = (퐴푖,퐻푖) for all 푖 ∈ 퐴
for 푖 ∈ 퐴 do
퐴푖 = {푖} ∪ {푖 ∈ 퐴∣푖 ⩾ 푖+ 1, 푖 ∕≺ 푗, 푟푖푘 + 푟푗푘 ⩽ 푅푘∀푘 ∈ 퐾} ∪ {푏}
end for
for 푖 ∈ 퐴 do
퐻푖 = {(푢, 푣)∣푢 ∈ 퐴푖 ∖ {푏}, 푣 ∈ {퐴푖 ∩퐴푢} ∪ {푏}}
end for
for 푖 ∈ 퐴 do
Step 2: Subnetwork path evaluation for 퐺푖
풩 = {푤0}, 푁표푂푓표푑푒푠 = 1, 푎푐푡(푤0) = 푖
for 푤 ∈ 풩 do
Let 푢 = 푎푐푡(푤), 푊 = 푆푒푡푂푓푁표푑푒(푤) and 푅푅푘 = 푅푘 −
∑
푗∈푊
푟푗푘 for all 푘 ∈ 퐾
for 푣 ∈ 퐴푖∣(푢, 푣) ∈ 퐻푗 do
if 퐸푣푎푙푢푎푡푒푁표푑푒(푣,푅푅) = 푡푟푢푒 then
if 푣 = 푏 then
ℛ = ℛ∪ {푙}, ℱ푙 =푊, 푙 = 푙 + 1
else
푤푁표푂푓표푑푒푠 = 퐶푟푒푎푡푒푁표푑푒(푣, 푤)
end if
end if
end for
end for
end for
return ℛ, 퐹푙 ∀푙 ∈ ℛ
Procedures SetOfNode(w) (Procedure 3.1, Section 3.2), CreateNode(i,w) (Proce-
dure 3.2, Section 3.2) and EvaluateNode(i,RR) (Procedure 6.1) are subroutines of
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Algorithm 141. Procedure SetOfNode(w) returns 푊 , the set of activities associated
to the nodes on the path from the root up to node 푤. Procedure CreateNode(i,w)
generates a new node on the tree with associated activity 푖 and father node 푤. Pro-
cedure EvaluateNode(i,RR) evaluates whether resource feasibility is maintained when
activity 푖 is added to the set with residual resource availability equal to 푅푅푘 resource
units for each 푘 ∈ 퐾.
Procedure 6.1 EvaluateNode(v,RR)
if 푅푅푘 + 푟푣푘 ⩽ 푅푘∀푘 ∈ 퐾 then
return true
else
return false
end if
Example 6.1 We illustrate the algorithm by means of the project network example
in Figure 6.1 taken from Mingozzi et al. (1998). The example features 3 resources with
resource availability 푅푘 = 4 for all 푘 ∈ {1, 2, 3}. The resource requirements 푟푖1, 푟푖2, 푟푖3
for each activity 푖 ∈ {0, . . . , 10} are given above the activity’s corresponding node.
0
1
2
3
6
7
8
4
5 1 0
9
0 , 0 , 0 0 , 0 , 0
2 , 2 , 2
3 , 1 , 1
1 , 0 , 1
1 , 2 , 2
2 , 2 , 2
4 , 0 , 1
1 , 1 , 0
3 , 2 , 0
3 , 2 , 3
Figure 6.1: Project network example (Mingozzi et al. 1998)
The sets 퐴푖 and 퐻푖 for 푖 ∈ 퐴 are found as follows:
1the latter two have been originally deﬁned in Section 4.3 of Stork (2001)
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퐴1 = {1, 3, 4, 6, 8, 푏} 퐻1 = {(1, 3), (1, 4), (1, 6), (1, 8), (3, 4), (3, 6), (3, 8), (4, 6), (6, 8), (1, 푏), (4, 푏),
(6, 푏), (8, 푏)}
퐴2 = {2, 3, 6, 푏} 퐻2 = {(2, 3), (2, 6), (3, 6), (2, 푏), (3, 푏), (6, 푏)}
퐴3 = {3, 4, 6, 7, 8, 푏} 퐻3 = {(3, 4), (3, 6), (3, 7), (3, 8), (4, 6), (4, 8), (6, 7), (6, 8), (7, 8), (3, 푏), (4, 푏),
(6, 푏), (7, 푏), (8, 푏)}
퐴4 = {4, 6, 8, 푏} 퐻4 = {(4, 6), (4, 8), (6, 8), (4, 푏), (6, 푏), (8, 푏)}
퐴5 = {5, 푏} 퐻5 = {(5, 푏)}
퐴6 = {6, 7, 8, 푏} 퐻6 = {6, 7), (6, 8), (6, 8), (6, 푏), (7, 푏), (8, 푏)}
퐴7 = {7, 8, 푏} 퐻7 = {(7, 8), (7, 푏), (8, 푏)}
퐴8 = {8, 9, 푏} 퐻8 = {(8, 9), (8, 푏), (9, 푏)}
퐴9 = {9, 푏} 퐻9 = {(9, 푏)}
For illustrative purposes, we will implement the path evaluation step for subnet-
work 퐺3 = (퐴3,퐻3) shown in Figure 6.2.
3
4
6
7
8
b
Figure 6.2: Subnetwork 퐺3 for the project network in Figure 6.1
Figure 6.3 depicts the constructed tree 풯 for 퐺3. The feasible sets found are
{3}, {3, 4}, {3, 6}, {3, 7}, {3, 8}, {3, 4, 8}, {3, 6, 8}.
3
4 6 7 8 b
b bb b b
b
8
b
8
Figure 6.3: Tree 풯 for 퐺3 of the project network in Figure 6.1
The complete set of feasible sets, as found by algorithm 퐹푒푎푠푆푒푡퐸푛푢푚 is given by:
{{0}, {1}, {1, 3}, {1, 4}, {1, 6}, {1, 8}, {1, 3, 8}, {2}, {2, 3}, {2, 6}, {3}, {3, 4}, {3, 6}, {3, 7},
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{3, 8}, {3, 4, 8}, {3, 6, 8}, {4}, {4, 6}, {4, 8}, {5}, {6}, {6, 7}, {6, 8}, {7}, {7, 8}, {8}, {8, 9},
{9}, {10}}.
6.4 Lower bounds for the SRCPSP
As shown in the literature review in Chapter 2, due to the intrinsic diﬃculty of the
(deterministic) RCPSPs, many studies in the literature have focused on the develop-
ment of lower bounding techniques. These various lower bounds may also be extended
to accommodate the SRCPSP.
In the thesis, we have examined the stochastic extension of a selection of lower
bounds taken from the literature. The ﬁrst one to be considered is the classical critical
path lower bound (퐿퐵0) which equals the duration of the project when the resource
constraints are relaxed. Stinson et al. (1978) improve the critical-path lower bound by
considering an activity 푖 which does not belong to the critical path. They calculate a
maximal number of time units, 푒푖, that activity 푖 can be processed in parallel with the
critical path. If 푒푖 is less than the activity’s duration, then the diﬀerence is added to
the critical path duration which gives a valid lower bound to the project completion
time. By maximising the obtained lower bounds over all such activities (not lying
on the critical path) the new lower bound is provided (퐿퐵푆푡). As our mathematical
formulation is based on the concept of feasible sets (Mingozzi et al. 1998), we further
consider two lower bounds proposed in that paper. The ﬁrst one (퐿퐵1) is based on
a relaxation of the mathematical model (Model 2.3, Chapter 2) where precedence
constraints are omitted and preemption is allowed. The second lower bound (퐿퐵3)
ﬁnds the longest sequence of activities which cannot be pairwise scheduled in parallel
either because of precedence or resource constraints.
Stochastic extension of deterministic lower bounds The stochastic extension
of all the mentioned lower bounds is rather straightforward. The stochastic lower
bound is the weighted average of all the lower bounds obtained for each scenario
푠 ∈ 푆 and for durations 푑푠푖 for all 푖 ∈ 퐴. Note that the weights equal the probabilities
of the scenarios. As an example, we provide the deterministic lower bound developed
in Mingozzi et al. (1998), denoted as 퐿퐵1 in that paper, which is the solution to
Model 6.2.
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Model 6.2 Lower Bound LB1 (Mingozzi et al. 1998)
Minimise
푍퐿퐵1 =
∑
푙∈ℛ
푦푙 (6.14)
subject to: ∑
푙∈ℛ푖
푦푙 = 푑푖, ∀푖 ∈ 퐴 (6.15)
푦푙 ⩾ 0, ∀푙 ∈ ℛ (6.16)
The objective is to minimise the summed execution time of all the feasible sets.
Note that decision variable 푦푙 denotes the total execution time of feasible set 푙 ∈ ℛ.
Constraints (6.15) ensure that the execution time of all sets containing any activity
is equal to that activity’s duration. Finally, constraints (6.16) deﬁne the allowable
ranges of the decision variables. Let 푍∗퐿퐵1 be the optimal solution to Model 6.2, then
퐿퐵1 = 푍∗퐿퐵1.
In the stochastic sense, the lower bound obtained, denoted by 푆퐿퐵1, is found by
solving Model 6.2 for each 푠 ∈ 푆, each time substituting 푑푖 with 푑푠푖 for all 푖 ∈ 퐴.
Let the optimal value obtained from the model for scenario 푠 be 푍푠
∗
퐿퐵1, then 푆퐿퐵1 =∑
푠∈푆
푝푠푍
푠∗
퐿퐵1 is a valid lower bound to 푍
∗
푆푅퐶 .
Following the exact same procedure as above, we can extend the deterministic
lower bounds 퐿퐵0, 퐿퐵푆푡 and 퐿퐵3 to 푆퐿퐵0, 푆퐿퐵푆푡 and 푆퐿퐵3, respectively.
Two-Stage extension of the stochastic lower bound SLB1 The Two-Stage
extension of a stochastic lower bound is based on the guidelines set out in Section
5.4.2. The fundamental observation is that at the ﬁrst stage of the project scheduling
process, all scenarios are indistinguishable (as no observations have been made) and
thus all decisions taken at that time (푡 = 0) must be common to all scenarios. Such
decisions are, in fact, which feasible set to execute at time 0; all such sets, denoted
by the index set ℛ푆퐴 ⊆ ℛ, contain subsets of the so-called Start Activities set,
푆퐴 = {푖 ∈ 퐴∣(0, 푖) ∈ 퐻}, including all the sucessors of the (dummy) start node 0. In
mathematical terms, ℛ푆퐴 = {푙 ∈ ℛ∣퐹푙 ⊆ 푆퐴}.
Assume for now that we have chosen 푙0 ∈ ℛ푆퐴 as the set to be started at 푡 = 0
for all scenarios 푠 ∈ 푆. We enforce this in Model 6.2 for scenario 푠 by adding the
following constraint:
푦푙0 ⩾ min
푖∈퐹푙0
푑푠푖 (6.17)
Note that, in fact, constraint (6.17) only enforces set 푙0 to be executed at any time
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in the project scheduling process, not necessarily at time 0. The lower bound ob-
tained from Model 6.2 with additional constraint (6.17) is denoted by 푍푠
∗
푆퐿퐵1(푙0) and
푍∗푆퐿퐵1(푙0) =
∑
푠∈푆
푝푠푍
푠∗
푆퐿퐵1(푙0) is a lower bound to the project completion time when 푙0
is forced to be selected for execution. Therefore, a valid lower bound to the optimal
solution of Model 6.1, 푍∗푆푅퐶 , is given by 푇푆퐿퐵1 = min
푙0∈ℛ푆퐴
푍∗푆퐿퐵1(푙0). Valid lower
bounds to individual scenario project completion times can also be found. These are
denoted as
푇푆퐿퐵1푠 = min
푙0∈ℛ푆퐴
푍푠
∗
푆퐿퐵1(푙0) (6.18)
Proposition 6.1: 푇푆퐿퐵1 ⩾ 푆퐿퐵1
Proof of proposition 6.1.
Observe that 푆퐿퐵1 =
∑
푠∈푆
푝푠[ min
푙0∈ℛ푆퐴
푍푠
∗
푆퐿퐵1(푙0)] = 피푠[ min
푙0∈ℛ푆퐴
푍푠
∗
푆퐿퐵1(푙0)] whereas 푇푆퐿퐵1 =
min
푙0∈ℛ푆퐴
푍∗푆퐿퐵1(푙0) = min
푙0∈ℛ푆퐴
피푠[푍푠
∗
푆퐿퐵1(푙0)]. From Jensen’s inequality, the interchange
of the expectation and function “min” leads to the following conclusion:
min
푙0∈ℛ푆퐴
피푠[푍푠
∗
푆퐿퐵1(푙0)] ⩾ 피푠[ min
푙0∈ℛ푆퐴
푍푠
∗
푆퐿퐵1(푙0)]
푇푆퐿퐵1 ⩾ 푆퐿퐵1 (6.19)
6.5 Upper bounds for the SRCPSP
In this section we will discuss simple techniques for deriving feasible solutions to the
SRCPSP (Model 6.1). Apart from serving as heuristics when computational time
is limited, these solutions and their corresponding heuristic solution values are valid
upper bounds to 푍∗푆푅퐶 and will be useful in the development of the B&B algorithm
in Section 6.6.
The simplest form of obtaining heuristic solutions for the SRCPSP is by employing
the so-called priority policies. A priority policy includes a stage-wise scheduling of
eligible activities subject to precedence and resource constraints. When resource
conﬂicts occur, the activities with highest priority are scheduled. For a stochastic
problem, the solution value obtained from a priority policy is the weighted average of
the individual solution values found when the scheduling process is applied to each
scenario according to the priorities. Then a feasible solution value, and a valid upper
bound to 푍∗푆푅퐶 , is given by 푈퐵푆푅퐶 =
∑
푠∈푆
푝푠푈퐵
푠, where 푈퐵푠 is the solution value
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for scenario 푠. The quality of the upper bound is found by comparing 푈퐵푆푅퐶 to
either the optimal solution 푍∗푆푅퐶 , if available, or to a valid lower bound (e.g 푇푆퐿퐵1,
Section 6.4).
6.6 퐵퐵푏−퐷푀 : Branch-and-Bound algorithm for the SR-
CPSP
The optimal solution to Model 6.1 is obtained by means of the B&B algorithm de-
scribed in this section, referred to as 퐵퐵푆푅퐶 . As our mathematical formulation fol-
lows the lines of the feasible set concept developed by Mingozzi et al. (1998), 퐵퐵푆푅퐶
also borrows many ideas from the B&B algorithm developed in that paper. It is worth
noting that the algorithm does not allow for solutions that delay the execution of any
activity which could otherwise be scheduled immediately without violating resource
or precedence constraints.
Similarly to the description of the B&B algorithm developed for the b-SDTCTP
with DM (Section 5.6) we will divide the section into six parts. Note that we also
follow the guidelines set out in Section 5.6.8. The ﬁrst part deals with the [PRE-
SOLVE] phase of the proposed B&B algorithm. It describes the initialisation stage
of the algorithm which helps reducing the feasible search space. The second, third and
fourth parts of the section describe problem-speciﬁc [NODE-SELECT], [NODE-
SOLVE] and [BRANCH] strategies. The ﬁfth part discusses possible [FATHOM]
rules for discarding nodes which cannot lead to optimal solutions and ﬁnally the last
part states the [TERMINATE] criteria.
The model associated to the root node of the B&B tree is a relaxation of Model
6.1. More speciﬁcally, the non-anticipativity constraints (6.10) and (6.11) which link
the scenarios pairwise, are relaxed; the model may be consequently decomposed into
distinct scenario problems which are smaller and more manageable. Assuming appro-
priate computer capabilities, these scenario problems could also be solved in parallel.
Each node 훼 of the 퐵퐵푆푅퐶 corresponds to a partial (incomplete) schedule of
duration 푇훼 (for the root node, the partial schedule is empty and the duration is
0) and a model 푀훼. The partial schedule is associated to a list stating the chosen
(executed) feasible sets up to time 푇훼 for each scenario. The feasible set list is denoted
by 퐿ℱ (훼). The partial schedule of node 훼 is constructed from the partial schedule
and the model of the ancestor node (or father node), 푓훼, by scheduling an eligible
feasible set, 푙 ∈ ℛ, for each scenario 푠, at 푡 = 푇푓훼 . The feasible set list is given by
퐿ℱ (훼) = 퐿ℱ (푓훼) ∪ {푙}. Node 훼 is then associated to a partial schedule of duration
푇훼, the earliest point in time after 푇푓훼 for which at least one activity in any scenario
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has been completed. Note that 푇훼 is also the decision point for the oﬀspring nodes
of node 훼. Model 푀훼 is derived by adding to Model 푀푓훼 constraints 푦
푠
푙푡 = 1 for the
chosen eligible set 푙 at time 푇푓훼 ⩽ 푡 < 푇훼 for each scenario 푠. The state of node 훼 is
represented by the decisions taken so far, denoted as 푦푠푙푡(훼) for all 푙 ∈ ℛ, 푡 < 푇훼 and
푠 ∈ 푆. Note that 푦훼 denotes the full 3-dimensional vector of decisions 푦푠푙푡(훼) of node
훼. Node 훼 has also an associated value 푍훼, equal to the objective value of model푀훼.
Model 푀훼 is derived by adding the following constraints to Model 푀0:
푦푠푙푡 = 푦
푠
푙푡(훼), ∀푙 ∈ ℛ, 푡 < 푇훼, 푠 ∈ 푆 (6.20)
The following notation (Table 6.2) is used in this section to describe the B&B
algorithm 퐵퐵푆푅퐶 .
Table 6.2: Notation: 퐵퐵푆푅퐶
훼 : A node in the B&B algorithm
풜 : The set of “active” nodes in the B&B tree
푇훼 : The duration of the partial schedule associated to node 훼
푀훼 : The model associated to node 훼
푓훼 : The father node of node 훼
푦훼 = {푦푠푙푡(훼)} : The branched (ﬁxed) variables associated to node 훼
퐿ℱ (훼) : The chosen feasible sets in execution for node 훼
퐼푆푡(훼) : The set of indistinguishable scenarios at time 푡 associated to
node 훼
ℱ푡(훼, 푆′) : The eligible feasible sets for set 푆′ ∈ 퐼푆푡(훼) at time 푡 associated
to node 훼
The detailed description of all the algorithmic steps upon which the proposed
B&B algorithm is built, follows.
6.6.1 [PRE-SOLVE]
The pre-solve phase of the algorithm is a sequence of steps, taken initially to enhance
the performance of the subsequent steps. The pre-solve steps for the B&B algorithm
proposed in this chapter help in reducing the range of possible objective function
values, thus making a signiﬁcant reduction in the number of visits to sub-optimal
nodes. This will ultimately result in a faster convergence to the optimal solution. We
also deﬁne Model 푀0 during this stage.
164
CHAPTER 6. THE STOCHASTIC RESOURCE-CONSTRAINED
PROJECT SCHEDULING PROBLEM
Initial bounds Sections 6.4 and 6.5 described the derivation of lower and upper
bounds, respectively. Several initial computational tests have inclined us to use
푇푆퐿퐵1 as a lower bound because it gives a good balance between computational
run-time and lower bound quality. For the upper bound, 푈퐵푆푅퐶 , we use two priority
rules. The ﬁrst assumes all activities have the same priority and the second one em-
ploys the 퐿퐹푇 priority rule, where activity 푖 has a priority equal to its latest ﬁnish
time in the MV scenario (a lower 퐿퐹푇푖 means a higher priority). 푈퐵푆푅퐶 is taken as
the lowest between the two corresponding expected completion times. Throughout
the B&B algorithm, these bounds will help either in branching or fathoming, so we
include the derivation of 푇푆퐿퐵1 and 푈퐵푆푅퐶 into the pre-solve phase.
Reduction of number of decision variables The MIP formulation of the SR-
CPSP (Model 6.1) includes 3-dimensional binary decision variables 푥푠푖푡 and 푦
푠
푙푡. We
have ∣푆∣∣퐴∣푇푚푎푥 + ∣푆∣∣ℛ∣푇푚푎푥 such binary decision variables. Clearly, reducing the
number of these without losing optimality would reduce the problem scale making it
thus more manageable.
A method for reducing the project’s horizon, 푇푚푎푥, is described as follows
2. As-
sume we have a known upper bound (푈퐵) on the optimal objective value of the
SRCPSP. We have that 푍∗푆푅퐶 =
∑
푠∈푆
푝푠푍
푠∗
푆푅퐶 ⩽ 푈퐵, where 푍푠
∗
푆푅퐶 is the project com-
pletion time of scenario 푠 when optimal decision variables to Model 6.1 are found.
The following hold: ∑
푠′∈푆
푝푠′푍
푠′∗
푆푅퐶 ⩽ 푈퐵
푝푠푍
푠∗
푆푅퐶 ⩽ 푈퐵 −
∑
푠′∈푆∖{푠}
푝푠′푍
푠′∗
푆푅퐶 (6.21)
All that remains now is to ﬁnd known valid lower bounds to replace each 푍푠
′∗
푆푅퐶 ,
for all 푠′ ∈ 푆∖{푠}, in the RHS of (6.21). The RHS of (6.21) is better (lower) if the
largest possible lower bounds on 푍푠
′∗
푆푅퐶 , for all 푠
′ ∈ 푆∖{푠}, are used. For this reason,
we use 푇푆퐿퐵1푠
′
from (6.18).
The new 푇푚푎푥 is now given by
푇푚푎푥 = max
푠∈푆
[푇 푠푚푎푥] = max
푠∈푆
[
푈퐵
푝푠
−
∑
푠′∈푆∖{푠}
푝푠′
푝푠
푇푆퐿퐵1푠
′
] (6.22)
2Note that this is the equivalent method for reducing the project’s horizon for the b-SDTCTP
with DM, Section 5.6
6.6. 퐵퐵퐵−퐷푀 : BRANCH-AND-BOUND ALGORITHM FOR THE
SRCPSP 165
Note that each
푇 푠푚푎푥 =
푈퐵
푝푠
−
∑
푠′∈푆∖{푠}
푝푠′
푝푠
푇푆퐿퐵1푠
′
(6.23)
will also be of use in the branching and fathoming steps later on.
Preparation of Model 푀0 The root node of the B&B algorithm is associated to
Model 푀0, a relaxation of Model 6.1. The relaxed model 푀0 is obtained from Model
6.1 by omitting constraints (6.10) and (6.11), i.e. the non-anticipativity constraints.
As a result, the diﬀerent scenarios, previously linked via the omitted constraints, are
decoupled and Model 푀0 can be decomposed into distinct scenario problems, each
corresponding to a determinisitc RCPSP.
6.6.2 [NODE-SELECT]
Node-selection strategies deﬁne rules for selecting which “active” subproblem is to
be solved next. Let 풜 be the set of “active” nodes, i.e. nodes which have not
been fathomed yet and which are not father nodes. We select 훼 ∈ 풜, such that
훼 = argmax
훽∈풜
[∣
∪
푙∈퐿ℱ (훽)
퐹푙∣]. Among the ties, if they occur, we choose the node with
lowest index.
6.6.3 [NODE-SOLVE]
Once a node 훼 ∈ 풜 is selected, we may use a number of diﬀerent solution approaches
to solve the associated model 푀훼. In 퐵퐵푆푅퐶 , we implement the B&B algorithm
developed in Mingozzi et al. (1998) to solve each scenario problem emerging from
the decomposed structure of 푀훼. As opposed to other solution approaches (e.g.
LP relaxation) which solve the complete model including all scenarios, considering
individual scenario problem is more memory eﬃcient. This is especially important
for models considering large number of scenarios.
6.6.4 [BRANCH]
Branching strategies refer to the rules for selecting the variable(s) which will be used to
deﬁne the new subproblems. At each node 훼 of the 퐵퐵푆푅퐶 , we deﬁne sets 퐼푆푡(훼) and
ℱ푡(푆′, 훼), of the sets of indistinguishable scenarios and eligible feasible sets for each set
푆′ ∈ 퐼푆푡(훼), 푆′ ⊆ 푆, where 푡 = 푇훼, respectively. These are found using the functions
퐹푖푛푑퐼푛푑푖푠푡푖푛푔푢푖푠ℎ푎푏푙푒푆푐푒푛푎푟푖표푠(푡, 푦훼) and 퐹푖푛푑퐸푙푖푔푖푏푙푒퐹푒푎푠푖푏푙푒푆푒푡푠(푡, 푆
′, 푦훼) as
these were deﬁned in Procedures 6.2 and 6.3, respectively.
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Procedure 6.2 FindIndistinguishableScenarios(t,y)
initialise
푁표푂푓푆푒푡푠 = 1, 퐼푆 = {∅}
for 푠, 푠′ ∈ 푆, 푠 < 푠′ do
if
∑
푖∈풟(푠,푠′)
∑
푙∈ℛ푖
푡−min{푑푠푖 ,푑푠
′
푖 }∑
휏=0
(푦푠푙휏 + 푦
푠′
푙휏 ) = 0 then
if ∃퐿 ⩽ 푁표푂푓푆푒푡푠 such that 푠 ∈ 퐼푆퐿 or 푠′ ∈ 퐼푆퐿 then
퐼푆퐿 = 퐼푆퐿 ∪ {푠, 푠′}
else
푁표푂푓푆푒푡푠 = 푁표푂푓푆푒푡푠+ 1
퐼푆푁표푂푓푆푒푡푠 = {푠, 푠′}
퐼푆 = {퐼푆1, 퐼푆2, . . . , 퐼푆푁표푂푓푆푒푡푠}
end if
end if
end for
return 퐼푆
Procedure 6.2 displays the details of procedure FindIndistinguishableScenarios(t,y).
The procedure returns the set 퐼푆 which contains all sets of indistinguishable scenarios
at time 푡 and for decisions 푦 taken so far, with
∪
푘⩽∣퐼푆∣
퐼푆푘 = 푆 and 퐼푆푘1 ∩ 퐼푆푘2 = ∅ for
푘1 ∕= 푘2. Procedure FindIndistinguishableScenarios(t,y) checks the history of obser-
vations and decisions for each pair of scenarios 푠 and 푠′ (푠 < 푠′). If a set 푙 containing
an activity 푖 ∈ 풟(푠, 푠′) has been set in execution at time 휏 ⩽ 푡 − min[푑푠푖 , 푑푠
′
푖 ] under
either of two scenarios, then the two scenarios are distinct from each other by time 푡.
Otherwise, these scenarios are indistinguishable at time 푡 and are therefore included
in the same set.
Procedure FindEligibleFeasibleSetes(t,y,S’) (Procedure 6.3) ﬁnds all the feasible
sets which are eligible for execution at time 푡, with decisions 푦 taken so far, and for
a set of indistinguishable scenarios 푆′. Since all scenarios in set 푆′ share the same
history we need only perform the procedure for one of the members of the set 푆′,
say the ﬁrst one, 푠 = 푆′1; the eligible feasible sets for scenario 푠 will be automatically
eligible for all scenarios in 푆′. Procedure 6.3 starts by ﬁnding all the scheduled and
completed activities as well as all the activities still in progress at time 푡. The eligible
activities are found as those having all their predecessors completed by that time. A
feasible set is one which includes all the activities in progress and zero or more eligible
activities, only.
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Procedure 6.3 퐹푖푛푑퐸푙푖푔푖푏푙푒퐹푒푎푠푖푏푙푒푆푒푡푠(푡, 푆′, 푦)
initialise
푠 = 푆′1, ℱ = ℛ
풮 = {푖 ∈ 퐴∣푦푠푙휏 = 1, for some 푙 ∈ ℛ푖, 휏 < 푡}
풞 = {푖 ∈ 풮∣
∑
휏<푡
∑
푙∈ℛ푖
(휏 + 푑푠푖 )푦
푠
푙휏 ⩽ 푡}
퐼푃 = 풮 ∖ 풞
for 푙 ∈ ℛ do
if 퐼푃 ∖ 퐹푙 ∕= ∅ then
Remove set 푙 from ℱ , i.e. ℱ = ℱ ∖ {푙}.
else
for 푖 ∈ 퐹푙 ∖ 퐼푃 do
푝푟푒푑푖 = {푗 ∈ 퐴∣(푗, 푖) ∈ 퐻}
if ∃푗 ∈ 푝푟푒푑푖∣푗 /∈ 풞 then
Remove set 푙 from ℱ , i.e. ℱ = ℱ ∖ {푙}.
end if
end for
end if
end for
Reduce ℱ using dominance rule 퐷푂푀(ℱ).
return ℱ
The number of eligible feasible sets may be reduced via the dominance rule de-
scribed below. Note that this dominance rule has been extended from its deterministic
context (Mingozzi et al. 1998).
Dominance rule 퐷푂푀(ℱ) Let 푙, 푙′ ∈ ℛ, with 퐹푙 ⊂ 퐹푙′ , both be eligible for a set of
indistinguishable scenarios 푆′ ∈ 퐼푆푡(훼) for 푡 = 푇훼, for node 훼. For all activities 푖 ∈ 퐹푙
which are already scheduled in node 훼, let 푠푡푠푖 be their start time in 훼 for scenario
푠 ∈ 푆′. For all activities 푖 ∈ 퐹푙 which are not already scheduled in 훼 let 푠푡푠푖 = 푇훼.
If 푠푡푠푖 + 푑
푠
푖 ⩾ 푇훼 + max
푖∈퐹푙′∖퐹푙
푑푠푖 for all 푖 ∈ 퐹푙 and 푠 ∈ 푆′, then 퐹푙 is dominated by 퐹푙′
and may be removed from the set of eligible feasible sets ℱ푡(훼, 푆′).
Proof of validity of the dominance rule.
If set 푙 is to be scheduled, then all the activities in 퐹푙′ ∖ 퐹푙 will be started under
scenario 푠 ∈ 푆′ at a time greater or equal to 푇훼+min
푖∈퐹푙
[푠푡푠푖 +푑
푠
푖 ]. The complete schedule
resulting from branching on set 푙 can be improved by decreasing the starting times
of all the activities 푖 ∈ 퐹푙′ ∖ 퐹푙 to 푇훼, without changing the starting times of the
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remaining activities or violating resource constraints. This is possible since 퐹푙′ is an
eligible feasible set and 푠푡푠푖 + 푑
푠
푖 ⩾ 푇훼 + max
푖∈퐹푙′∖퐹푙
푑푠푖 for all 푖 ∈ 퐹푙 and 푠 ∈ 푆′. Hence,
the schedule resulting from branching on set 푙′ dominates the schedule resulting from
branching on set 푙.
Let 퐶푂푀퐵(훼) be the index set of all feasible combinations of eligible feasible
sets for all indistinguishable scenarios. A forward branching, from node 훼, generates
∣퐶푂푀퐵(훼)∣ descendent nodes, one for each 푐표푚푏 ∈ 퐶푂푀퐵(훼). 푐표푚푏 is a vector of
∣퐼푆푡(훼)∣ elements (one element for each indistinguishable scenario set). Each 푐표푚푏
deﬁnes branching variables 푦푠푙푡 ⩾ 1 for all 푠 ∈ 푆′, 푆′ ∈ 퐼푆푡(훼), 푙 = 푐표푚푏휙(푆′), 푡 = 푇훼,
where 휙(푆′) is the position of set 푆′ in the index set 퐼푆푡(훼).
The set 퐶푂푀퐵(훼) may be reduced under suitable criteria. Let 푐표푚푏 ∈ 퐶푂푀퐵(훼)
be the current combination of modes for the eligible activities of the branch under
consideration. We compute lower bound 푆퐿퐵3(훼) for node 훼 when the combination
of feasible sets 푐표푚푏 is executed at time 푇훼. If the obtained bound is greater than
the current upper bound, then 푐표푚푏 is discarded and 퐶푂푀퐵(훼) is reduced.
Finally, at the end of the [BRANCH] step, we also update the lower bound 퐿퐵
used in 퐵퐵푆푅퐶 as 퐿퐵 = min
훼∈풜
[푍훼].
6.6.5 [FATHOM]
A node of the B&B tree is fathomed if:
1. The objective value of the node is greater than or equal to the current upper
bound.
2. The minimum project completion time of individual scenarios 푠 ∈ 푆 is found to
be greater than 푇 푠푚푎푥.
3. If the found solution of the node is feasible with respect to the non-anticipativity
constraints. The upper bound is then updated.
For the eﬀective use of the fathoming rules it is important to update the values of
푇 푠푚푎푥 as soon as new upper bounds are found during the B&B tree. As shown in (6.23),
the smaller the UB, the better the bound we have on the project completion times for
individual scenarios. Such bounds are important for discarding sub-optimal choices
of modes. For this reason, 푇 푠푚푎푥 is updated via (6.23) every time an integer solution
is found which improves the current upper bound (best integer feasible solution found
so far).
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6.6.6 [TERMINATE]
The algorithm terminates when either a feasible (satisﬁes the relaxed non-anticipativity
constraints) solution has been found with an objective value equal to the current lower
bound or if there are no more “active” nodes left to explore. In the latter case, the
optimal solution value is the best objective value found from a feasible integer solution
obtained.
The complete algorithm 퐵퐵푆푅퐶 is given in Algorithm 15.
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Algorithm 15 퐵퐵푆푅퐶 : B&B Algorithm for the SRCPSP
Step 1: [PRE-SOLVE]
퐿퐵 = 푇푆퐿퐵1 and 푈퐵 = 푈퐵푆푅퐶 .
훼 = 0, 푇훼 = 0, 푦훼 = (0, . . . , 0), 푍훼 = 퐿퐵,풜 = {훼}, 푁표푂푓푁표푑푒푠 = 1.
Prepare Model 푀0.
Step 2: [NODE-SELECT]
If 풜 = ∅, terminate. Else, select 훼 ∈ 풜 such that 훼 = argmax
훽∈풜
[∣
∪
푙∈퐿ℱ(훽)
퐹푙∣]. Among ties,
select the node with lowest index. Remove 훼 from 풜, i.e. 풜 = 풜∖{훼}.
Step 3: [NODE-SOLVE]
Solve selected Model 푀훼 of node 훼 by applying the 퐵&퐵 algorithm in Mingozzi et al.
(1998) for each 푠 ∈ 푆 to get optimal solutions 푦훼. Update 푍훼, if the found optimal solution
is better (greater).
Step 4: [FATHOM]
if 푀훼 is infeasible or 푍훼 ⩾ 푈퐵 then
Go to Step 2.
end if
if 푦훼 is feasible with respect to the non-anticipativity constraints then
Set 푈퐵 = min[푈퐵,푍훼] and update 푇
푠
푚푎푥 ∀푠 ∈ 푆 using (6.23).
Go to Step 2.
end if
Step 5: [BRANCH]
Find 퐼푆푇훼(훼) using Procedure 6.2.
for 푆′ ∈ 퐼푆푇훼(훼) do
Find ℱ푇훼(푆′, 훼) using Procedure 6.3.
end for
Compute 퐶푂푀퐵(훼) and reduce it using 푆퐿퐵3(훼).
for 푐표푚푏 ∈ 퐶푂푀퐵(훼) do
훽 = 푁표푂푓푁표푑푒푠+ 1
풜 = 풜 ∪ {훽}.
Set
푦푠푙푡(훽) = 푦
푠
푙푡(훼), ∀푡 < 푇훼
푦푠푙푇훼(훽) = 1, 푙 = 푐표푚푏휙(푆′), 푠 ∈ 푆′, 푆′ ∈ 퐼푆푇훼(훼)
Set 푇훽 = min[푡 =
∑
휏⩽푇훼
∑
푙∈ℛ푖
(휏 + 푑푠푖 )(푦
푠
푙휏 (훽)− 푦푠푙휏−1(훽))∣푖 ∈ 퐴,푚 ∈푀푖, 푠 ∈ 푆, 푡 > 푇훼].
Set 푦푠푙푡(훽) = 푦
푠
푙푇훼
(훽), ∀푠 ∈ 푆, 푙 ∈ ℛ, 푇훼 < 푡 < 푇훽 and 푍훽 = 푍훼.
푁표푂푓푁표푑푒푠 = 푁표푂푓푁표푑푒푠+ 1
end for
퐿퐵 = max[퐿퐵,max
훾∈풜
{푍훾}]
Step 6: [TERMINATE]
if 푈퐵 = 퐿퐵 then
Terminate.
else
Go to Step 2.
end if
return 푈퐵.
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6.7 Illustrative example
In this section, we will demonstrate algorithm 퐵퐵푆푅퐶 by implementing its compo-
nents on a project example. Consider the activity-on-node project network shown
in Figure 6.1 (Example 6.1). For illustrative purposes we will use 3 equiprobable
scenarios for the activities durations; the data is given in Table 6.3.
Table 6.3: Data for the activities of the project example
Activity Activity durations under each scenario
푖 1 2 3
0 0 0 0
1 3 2 4
2 3 3 4
3 1 1 2
4 1 2 1
5 2 4 1
6 3 3 2
7 2 4 2
8 1 1 1
9 3 2 3
10 0 0 0
The B&B tree for the example is given in Figure 6.4. Each node 훼 in the displayed
tree is associated to an index, noted as the number inside the node, a decision point
푡 = 푇푓훼 , the sets which are in execution at 푡 for each of the 3 scenarios, noted as
푡 : {퐹푙1 , 퐹푙2 , 퐹푙3}, and ﬁnally, the set of indistinguishable scenarios at the node, 퐼푆
(equal to 퐼푆푡(훼)).
At the [PRE-SOLVE] phase, algorithm 퐵퐵푆푅퐶 calculates lower bound 퐿퐵 =
푇푆퐿퐵1 = 14 and upper bound 푈퐵 = 푈퐵푆푅퐶 = 14.33. It also creates node 0,
the root node of the B&B tree, to correspond to the execution of the empty initial
schedule at 푡 = 0, where only the feasible set containing the dummy start activ-
ity 0 is executed. The [BRANCH] step ﬁnds all the scenarios to be indistinguish-
able at this node, i.e. 퐼푆0(0) = {{1, 2, 3}}; the eligible feasible sets are found as
ℱ0({1, 2, 3}, 0} = {{1, 3}, {2, 3}, {2, 6}, {1, 6}, {3, 6}, {3}}. The latter three feasible
sets are discarded since their associated calculated lower bound 푆퐿퐵3 is larger than
the current upper bound, 푈퐵. Hence, node 0 has three oﬀsprings, namely nodes 1,
2 and 3, created by branching on the eligible feasible sets {1, 3}, {2, 3} and {2, 6},
respectively, at 푡 = 푇0 = 0. The associated durations of the partial schedules are
푇1 = 푇2 = 1 and 푇3 = 2, found as the earliest points in time for which at least
one activity in any scenario has been completed. At the [NODE-SELECT] step,
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the algorithm chooses to further branch on node 1. The [NODE-SOLVE] step ﬁnds
an associated solution value for scenario 2 which is larger than the current upper
bound for the same scenario, i.e. 푍21 > 푇
2
푚푎푥, hence invoking the [FATHOM] step
to discard the node. The next node to be selected for branching is node 2 with
a partial schedule of duration 푇2 = 1. At 푡 = 1, activity 3 ends under scenarios
1 and 2, but is still in progress under scenario 3, hence the sets of indistinguish-
able scenarios are found as 퐼푆1(2) = {{1, 2}, {3}}. As scenario 3 has completely
distinguished itself from the rest, its complete optimal schedule could be found at
this stage (execute sets {0}, {2, 3}, {2, 6}, {1, 4}, {1, 8}, {1}, {5}, {7}, {9}, {10} at times
0, 0, 2, 4, 5, 6, 8, 9, 11, 14, respectively). Note that the completion time of 14 for sce-
nario 3 cannot be improved at oﬀspring nodes hence no more branching on decision
variables for scenario 3 is carried out thereafter. The eligible feasible sets for scenarios
{1, 2} are found as ℱ1({1, 2}, 2} = {{2, 6}, {2}}, thus creating two child nodes, namely
nodes 4 and 5 with 푇4 = 푇5 = 3. Further branching on node 4 gives an associated so-
lution value of 푍4 = 14.33 ⩾ 푈퐵, thus fathoming the node. Finally, 퐵퐵푆푅퐶 considers
node 5, whose solution 푦5 is found to satisfy the non-anticipativity constraints. This
solution is to execute sets {0}, {2, 3}, {2}, {1, 4}, {1, 6}, {6, 7}, {7, 8}, {5}, {9}, {10} at
times 0, 0, 1, 3, 4, 6, 7, 8, 10, 13, respectively, under scenario 1, sets {0}, {2, 3}, {2}, {1, 4},
{7, 8}, {6, 7}, {5}, {9}, {10} at times 0, 0, 1, 3, 5, 6, 9, 13, 15, respectively, under sce-
nario 2 and ﬁnally, sets {0}, {2, 3}, {2, 6}, {1, 4}, {1, 8}, {1}, {5}, {7}, {9}, {10} at times
0, 0, 2, 4, 5, 6, 8, 9, 11, 14 , respectively, under scenario 3. Its optimal solution value is
푍5 = 14 = 퐿퐵 thus proving that the is solution optimal. The algorithm then stops
as the [TERMINATE] condition is satisﬁed.
0
2 3
4 5
t=0: {{2,3},{2,3},{2,3}}
t=1: {{2,6},{2,6},{2,3}}
t=1: {{2},{2},{2,3}}
IS={{1,2,3}}
IS={{1,2},{3}}
t=0: {{0},{0},{0}}
t=0: {{1,3},{1,3},{1,3}}
1IS={{1,2,3}} IS={{1,2,3}}
t=0: {{2,6},{2,6},{2,6}}
IS={{1,2,3}}
IS={{1,2},{3}}
Figure 6.4: B&B tree for the project example
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6.8 Computational study
The computational study of this chapter examines the performance of the algorithms
and procedures proposed in the previous sections. The study begins with the descrip-
tion of the test problem generation procedure which produces test instances with
various network features and stochastic parameters. Through several performance
indicators, we evaluate the computational performance of 퐹푒푎푠푆푒푡푠퐸푛푢푚, the lower
and upper bounding techniques, as well as 퐵퐵푆푅퐶 .
6.8.1 Test problem generation
We have followed a similar test problem generation procedure as in Stork (2001). Us-
ing ProGen (Kolisch et al. 1995), we have created 960 instances of networks containing
either 10 activities (480 instances) or 20 activities (480 instances). The activities have
resource requirements from at most 4 resources and their duration is an integer cho-
sen randomly from the interval [1, 10]. The networks of the instances are constructed
by varying the CNC, resource factor and resource strength. The CNC is allowed to
take any value from {1.5, 1.8, 2.1}. The resource factor measures the average resource
demand of the problem and is given by 푅퐹 = 1∣퐴∣
1
∣퐾∣
∑
푖∈퐴
∑
푘∈퐾
푄푘, where 푄푘 is the
number of activities consuming non-zero resource units of resource type 푘 ∈ 퐾; the
RF is chosen from the set {0.25, 0.5, 0.75, 1.0}. The resource strength, RS, is given by
푅푆 = 1∣퐾∣
∑
푘∈퐾
푅푘 −푅푚푖푛푘
푅푚푎푥푘 −푅푚푖푛푘
, where 푅푚푖푛푘 denotes the minimal demand of the project
(푅푚푖푛푘 = min1⩽푖⩽푛
푟푖푘 for each resource type 푘 ∈ 퐾) and 푅푚푎푥푘 is the peak demand of
the earliest start schedule for each 푘 ∈ 퐾 preserving precedence constraints. Four
settings are chosen for 푅푆, namely {0.2, 0.5, 0.7, 1.0}.
For the scenario generation procedure (not created by ProGen), we assume that
the probability distribution of the activity durations of the instances is uniform with
the mean being the deterministic activity duration and the variance taking values from
the set {1, 5, 9, 13}. Using standard sampling techniques, we draw one sample value
for each activity duration from its corresponding distribution function and construct
one scenario. Note that all the obtained sample values are rounded to the nearest
non-zero integer value. We repeat this procedure 200 times to get 200 scenarios.
Table 6.4 summarises the complete set of parameters used to generate the test set
used for the computational study of this chapter.
174
CHAPTER 6. THE STOCHASTIC RESOURCE-CONSTRAINED
PROJECT SCHEDULING PROBLEM
Table 6.4: Test problem parameters for the SRCPSP
Parameter Values
퐵퐵푆푅퐶 Other procedures
♯Activities 10,20 10,20
♯Resources 4 4
Activity durations [1, 10] [1, 10]
CNC 1.5, 1.8, 2.1 1.5, 1.8, 2.1
RF {0.25, 0.5, 0.75, 1.0} {0.25, 0.5, 0.75, 1.0}
RS {0.2, 0.5, 0.7, 1.0} {0.2, 0.5, 0.7, 1.0}
Distribution {푢푛푖푓표푟푚} {푢푛푖푓표푟푚}
Variance {1} {1}
♯Scenarios 5, 10, 20 5, 10, 20, 50, 100, 200
Allowed CPU time 1000 seconds N/A
6.8.2 Results
All the algorithms and procedures described in this chapter have been coded in Mi-
crosoft Visual Studio C++ and run on an Intel Core 2 processor (2.5GHz with 3.5GB
of RAM, Windows Operating System) using IBM ILOG CPLEX v11.1. In our com-
putational experiments, termination occurred when either the optimal solution was
found or a time limit of 1000 seconds elapsed.
Tables 6.5-6.8 provide some of the following information:
∙ %Opt : Percentage of problems solved to optimality;
∙ Time: Average computational time for ﬁnding the optimal solution (in seconds).
All ﬁgures include pre-processing time;
∙ %푙푏 = 푢푏: Percentage of problems where the optimal solution is found from the
lower and upper bounding techniques;
∙ %푀퐼푃 : Average percentage deviation of the obtained upper bound 푈퐵푆푅퐶
from the lower bound 푇푆퐿퐵1, calculated as % (푈퐵푆푅퐶−푇푆퐿퐵1)푇푆퐿퐵1 ;
∙ %푑푒푣퐶푃 : Average percentage deviation of the obtained lower bound from crit-
ical path lower bound;
Finding the feasible sets We ﬁrst report on the computational results obtained for
the computational implementation of FeasSetEnum (Algorithm 14) which ﬁnds all the
feasible sets in a resource-constrained network. Table 6.5 displays the computational
performance of the algorithm in terms of Time with respect to the diﬀerent network
parameters as well as the number of feasible sets. Note that we also applied Algorithm
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14 on networks with 30 activities (benchmark test set 퐽30 (Kolisch et al. 1995),
available in the project scheduling library PSLIB on http://129.187.106.231/psplib).
Table 6.5: Computational results for FeasSetsEnum
♯Problem instances Parameter ∣ℛ∣ max ∣ℛ∣ Time max Time
♯Activities
480 10 31 56 0.00 0.02
480 20 229 1522 0.01 0.91
480 30 3932 63717 0.08 4.17
CNC
480 1.5 2959 63717 0.07 4.17
480 1.8 884 11745 0.01 0.22
480 2.1 349 2863 0.01 0.03
RF
360 0.25 1666 36672 0.03 1.55
360 0.5 1502 44751 0.03 2.50
360 0.75 1315 63717 0.04 4.17
360 1 1106 27459 0.02 1.00
RS
360 0.2 426 9747 0.01 0.11
360 0.5 1082 23160 0.02 0.52
360 0.7 1510 36672 0.03 1.55
360 1 2571 63717 0.07 4.17
All instances Overall averages 1397 63717 0.03 4.17
On average, the algorithm is able of ﬁnding 1397 feasible sets in 0.03 CPU seconds.
The maximum time required is only 4.17 seconds. As expected, the algorithm is
sensitive to the network size, that is, as the number of activities included in the
network increases, the average computational time required for ﬁnding the feasible
sets increases. It is interesting to note that the networks with the lowest CNC value
(퐶푁퐶 = 1.5) are found to be harder to solve compared to networks with higher CNC
values (퐶푁퐶 = 1.8, 2.1). This may be explained by the fact that the former networks
have fewer precedences relations between the activities leading to more feasible sets.
It is clear from Table 6.5 that Time depends heavily on the number of feasible sets in
the network which in turn depends on the resource-related parameters. The results
in Table 6.5 show that networks with 푅퐹 = 0.25, 0.5, 0.75 lead to more feasible sets;
for networks with 푅퐹 = 1 all the activities require all the resources thus less feasible
sets exist. Similarly, networks with 푅푆 = 0.7, 1 are less resource-constrained rather
than networks with 푅푆 = 0.2, 0.5 with 푅푆 = 1 meaning that the network is resource-
unconstrained. As a result, networks with a high 푅푆 value contain a larger number
of feasible sets thus making Algorithm 14 require more computational time to ﬁnd
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them.
Lower bounds for the SRCPSP We implemented lower bounding techniques
푆퐿퐵푠푡, 푆퐿퐵3, 푆퐿퐵1 and 푇푆퐿퐵1 (Section 6.4) for the test instances given in Table
6.4. Table 6.6 provides information on the lower bound quality obtained (measured
as the average percentage deviation from the critical path lower bound, 푆퐿퐵0) as
well as the computational time required for ﬁnding the bound.
The results in Table 6.6 suggest that the lower bound with the best quality is
clearly 푇푆퐿퐵1 with 푑푒푣퐶푃 of almost 18%, on average, whereas less than 10% is
obtained by any of the remaining bounds. The good-quality bound is obtained with
a relatively higher computational eﬀort (2.38 CPU seconds on average) whereas 1.81,
1.36, 0.94 and 2.44 CPU seconds are required for ﬁnding lower bounds 푆퐿퐵푠푡, 푆퐿퐵3,
푆퐿퐵1 and 푆퐿퐵2, respectively. Nevertheless, the computational times required for
푇푆퐿퐵1 remain within reasonable limits, for 10− and 20− activity networks, with
approximately 8 CPU seconds required on average for ﬁnding a lower bound to models
with the highest number of scenarios (200).
Table 6.6: Computational results for 푆퐿퐵푠푡, 푆퐿퐵3, 푆퐿퐵1 and 푇푆퐿퐵1
♯Problem ♯Scenarios %푑푒푣퐶푃 Time
instances 푆퐿퐵푆푡 푆퐿퐵3 푆퐿퐵1 푇푆퐿퐵1 푆퐿퐵푆푡 푆퐿퐵3 푆퐿퐵1 푇푆퐿퐵1
480 5 2.94% 5.88% 9.83% 17.16% 0.17 0.05 0.06 0.14
480 10 2.92% 5.93% 9.85% 17.70% 0.31 0.08 0.11 0.26
480 20 2.92% 5.94% 9.86% 18.00% 0.60 0.14 0.23 0.53
480 50 2.93% 5.94% 9.85% 18.11% 1.36 0.23 0.54 1.46
480 100 2.92% 5.92% 9.83% 18.16% 2.70 0.43 1.40 3.67
480 200 2.93% 5.92% 9.82% 18.18% 5.73 1.21 3.27 8.18
All instances Overall averages 2.92% 5.92% 9.84% 17.89% 1.81 0.36 0.94 2.38
Computational performance of the 퐵퐵푆푅퐶 According to the results presented
in Table 6.7, algorithm 퐵퐵푆푅퐶 is capable of solving 74% of 2880 test instances,
including networks with up to 20 activities and models with up to 20 scenarios, in an
average computational time of almost 5 CPU minutes. As expected, as the size of the
network increases, the computational time required by 퐵퐵푆푅퐶 to ﬁnd the optimal
solution increases. In particular, 퐵퐵푆푅퐶 needs over 9 CPU minutes to solve 49% of
the 20−activity networks whereas only 18 CPU seconds are required to solve 99% of
the 10−activity networks. As far as the CNC is concerned, there is some evidence to
suggest that a test instance with a network of low CNC is harder to solve.
Table 6.7 suggests that the most diﬃcult value for RF is 0.75. 70% of all test
instances with 푅퐹 = 0.75 were solved within 5.4 CPU minutes whereas 80%, 73%
and 75% of all instances with 푅퐹 = 0.25, 푅퐹 = 0.5 and 푅퐹 = 1 were solved in 3.7,
4.9 and 4.9 CPU minutes, respectively. It is worth noting that if the RS is increased,
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the test instance becomes easier to solve; for 푅푆 = 1 the network is no longer resource-
constrained. More speciﬁcally, 71% and 96% of instances with 푅푆 = 0.7 and 푅푆 = 1,
respectively, are solved to optimality within the time limit of 1000 CPU seconds, but
the optimal solution to only 64% and 66% of instances with 푅푆 = 0.2 and 푅푆 = 0.5,
respectively, is found.
Table 6.7: Computational results for 퐵퐵푆푅퐶
♯Problem instances Parameters %푂푝푡 푇 푖푚푒 %푙푏 = 푢푏 %푀퐼푃
♯Activities
1440 10 99% 18.16 58% 1.98%
1440 20 49% 549.46 24% 4.98%
CNC
960 1.5 72% 299.80 38% 3.83%
960 1.8 74% 275.72 46% 3.16%
960 2.1 76% 275.92 38% 3.44%
RF
720 0.25 80% 219.91 56% 2.12%
720 0.5 73% 293.12 39% 3.23%
720 0.75 70% 325.87 33% 4.59%
720 1 73% 296.35 35% 3.97%
RS
720 0.2 64% 385.05 36% 4.84%
720 0.5 66% 376.10 27% 4.78%
720 0.7 71% 324.27 25% 4.10%
720 1 96% 49.82 75% 0.19%
Scenarios
960 5 82% 212.02 46% 3.52%
960 10 76% 265.98 40% 3.47%
960 20 64% 373.44 36% 3.45%
All instances Overall averages 74% 283.81 41% 3.48%
Finally, the number of scenarios has a great eﬀect on the computational perfor-
mance of 퐵퐵푆푅퐶 . The average computational time increases and the percentage of
instances solved to optimality decreases, as the number of scenarios considered in the
optimisation model increases.
Table 6.7 also reports on the quality of the lower and upper bounds obtained
during the implementation of the B&B algorithm. Overall, the lower bound value
was equal to the upper bound value for 41% of the instances, hence proving optimal-
ity without invoking the remaining of the B&B steps. Furthermore, the percentage
deviation of the upper bound from the lower bound is on average 3.5%.
The contribution of the proposed B&B algorithm is more evident for all those
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instances for which the bounding techniques do not prove optimality (1710 out of 2880
instances). For 56% of those instances, 퐵퐵푆푅퐶 was able to converge to optimality
with an average computational time of 8 CPU minutes. The obtained solution by the
B&B algorithm (either optimal or best feasible found within the time limit), improves
the initial heuristic solution by 1.55%, on average.
Eﬀect of B&B components We next document the impact of the components
proposed in the previous sections to enhance the computational performance of algo-
rithm 퐵퐵푆푅퐶 . More speciﬁcally, all the relevant results concerning the initial bounds,
dominance rules and improvement strategies are displayed in Table 6.8. The results
are based on instances with 20 activities and 10 scenarios, and either 퐶푁퐶 = 1.5,
푅퐹 = 0.25 and 푅푆 = 1, or 퐶푁퐶 = 1.8, 푅퐹 = 0.5 and 푅푆 = 0.7 hence, the aver-
ages are based on 20 instances. Note that the “All inclusive” row refers to the B&B
algorithm including all the aforementioned steps.
Table 6.8: Computational results for 퐵퐵푆푅퐶 : Eﬀect of the B&B components
Change in component %푂푝푡 푇 푖푚푒
All inclusive 80% 290.24
Omission of the initial bounds 75% 397.71
Omission of the dominance rule 퐷푂푀(ℱ) 70% 366.54
Omission of the update of 푇 푠푚푎푥 75% 287.95
The ﬁgures in Table 6.8 indicate that the initial lower and upper bounds used
in the pre-solve phase of the B&B algorithm has a signiﬁcantly positive impact on
the performance of 퐵퐵푆푅퐶 . In fact, 퐵퐵푏−퐷푀 without the inclusion of initial bounds
requires approximately 37% additional computational time to solve fewer instances
within the time-limit of 1000 CPU seconds. It seems that the dominance rule used to
reduce the number of oﬀsprings at each node improves the computational performance
of 퐵퐵푆푅퐶 in terms of running time by approximately 26%. Finally, we observe a
minor deterioration in the performance of the B&B algorithm when the update of
푇 푠푚푎푥 is omitted.
6.9 Summary
In this chapter, a thorough examination of the SRCPSP at the dynamic level has been
presented. Several of the modelling and algorithmic approaches deﬁned in Chapter 5
for the b-SDTCTP with DM have been adapted to accommodate the SRCPSP. In that
respect, the SRCPSP is the platform on which the generic nature of those approaches
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is tested. Furthermore, the work in this chapter describes suitable problem speciﬁc
algorithms, such as the algorithm for ﬁnding the feasible sets, and custom B&B
components, used as building blocks for the 퐵퐵푆푅퐶 , the B&B algorithm designed to
ﬁnd the exact solution to the SRCPSP.
The computational study presented towards the end of the chapter tests the com-
putational performance of the developed approaches on randomly generated RCPSP-
based benchmark test instances with stochastic activity durations. The computa-
tional results regarding 퐹푒푎푠푆푒푡퐸푛푢푚, the proposed algorithm for ﬁnding the feasi-
ble sets in resource-constrained networks, show that the algorithm is able of ﬁnding
1397 sets in an average computational time of 0.03 CPU seconds. The reported re-
sults show that the lower bounding technique based on the Two-Stage relaxation of
the Multi-Stage model outperforms many other stochastic lower bounds in terms of
bound quality and is able to produce a lower bound with a percentage deviation from
the critical path lower bound equal to 18% on average; the remaining implemented
stochastic lower bounds could only reach 9%. Finally, promising results are presented
for algorithm 퐵퐵푆푅퐶 which was able to solve 74% of 2880 test instances with up to 20
activities and 20 scenarios. The performance of the B&B algorithm is more evident
for 1710 out of the 2880 instances for which optimality was not proved at the initial-
isation stage. For these instances, 퐵퐵푆푅퐶 was able to improve the initial heuristic
solution by an average of 1.55% and converged to the optimal solution within 8 CPU
minutes, thus proving capable of providing the optimal solution to computationally
diﬃcult SRCPSPs.
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Chapter 7
Conclusions
In this thesis we have aimed at providing a formal treatment to the problem of op-
timally assigning execution modes associated to time-cost tradeoﬀs to activities in
project networks under both a deterministic and stochastic context. Following the
identiﬁcation of the limitations in the literature, we proposed mathematical formula-
tions and solution procedures to ﬁll the gaps. The rigorous analysis of the problem has
led to a better understanding of some representative issues regarding project schedul-
ing problems and stochastic programs. Using this knowledge, the thesis ends with
the study of the problem of optimally scheduling project activities under stochastic
conditions and limited resource availability. In this chapter, we summarise the work
in this thesis and highlight the practical and theoretical contributions achieved. The
chapter ends with some open issues and possible directions for extending the work of
this thesis.
7.1 Contributions
The purpose of this thesis was to examine the modelling and algorithmic issues of
project scheduling problems under a deterministic and stochastic context. Starting
from the deterministic DTCTP, which serves as a prelude to the stochastic DTCTP,
we showed that a path-based approach follows much more naturally from the graph
network. We have developed a memory eﬃcient algorithm for ﬁnding all the paths in
the project network and described a cutting plane approach for solving the path-based
mathematical model. The approach repeatedly solves a relaxation of the original
model each time adding cuts (path constraints) until optimality is achieved. Our
extensive computational study is based on a large number of benchmark test instances
taken from the literature whose optimal solution was unknown so far.
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Following the introduction of the stochastic element in the problem parameters,
we studied the SDTCTP with SM. We show that the problem can be treated under
a Two-Stage approach where the mode decision variables are taken at the ﬁrst-stage
and at the second-stage the scheduling process is carried out. The resulting model
is solved via a decomposition-based approach which borrows many features from the
cutting plane algorithm developed for its deterministic counterpart. We performed
computational experimentation on several test instances which have been randomly
generated for this purpose; the computational results conﬁrm the eﬃciency of the pro-
posed procedure as well as the additional beneﬁt achieved by considering a stochastic
model as opposed to a traditional deterministic approach which only considers ex-
pected values.
In parallel with the need to consider uncertainty, there exists the need to apply
managerial ﬂexibility whenever new information is observed. The SDTCTP with DM
diﬀers from the SDTCTP with SM in that the mode selection variables are allowed
to be decided dynamically over time providing ﬂexibility to the decision maker in
adjusting the decisions according to observed outcomes. The SDTCTP has not been
studied at the dynamic level considered in this thesis before. The SDTCTP with DM
has been identiﬁed to belong to a class of non-standard stochastic programs which
bear decision-dependent uncertainty regarding the stochastic parameters as the opti-
misation decisions inﬂuence the time discovery of the random variables, i.e. at which
stage certain random variables will be observed. The modelling and algorithmic devel-
opments for this class of problems are quite limited, hence any solution methodology
designed for the SDTCTP with DM also contributes to the whole class. We have pre-
sented a detailed description of the problem and formulated it under a Multi-Stage
approach where the non-anticipativity constraints are modeled explicitly in a com-
pact expression. It is worth noting that modelling the non-anticipativity constraints
for the class of stochastic programs with decision-dependent uncertainty is generally
deemed diﬃcult and tedious as it requires comparisons of decision variables for each
scenario pair. The resulting model is then solved via an exact B&B approach. The
B&B components, including eﬀective lower and upper bounding techniques are com-
prehensively described. It is worth noting that (i) the lower bounding technique is a
natural simpliﬁcation of all Multi-Stage stochastic programs as it is based on a Two-
Stage relaxation and (ii) the upper bound is based on a novel approach which uses a
static policy as a guideline and improves the static solution according to observations.
Although the proposed approaches are speciﬁcally designed for the b-SDTCTP with
DM, it is believed that their fundamental ideas are as generic as possible to allow
for dealing with other Multi-Stage stochastic PSPs or other problems belonging to
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the same class. Through our computational study we yield promising results and we
show that the implementation of the proposed dynamic model leads to beneﬁts in
terms of solution quality as it captures managerial ﬂexibility as opposed to any other
static project scheduling tool.
The thorough analysis and solution techniques developed for the DTCTP and its
diﬀerent extensions suggested above have provided more insight into the theoretical
and algorithmic issues regarding similar PSPs. In the thesis, we noted that the Multi-
Stage model and solution methodology designed for the SDTCTP with DM can be
modiﬁed to accommodate the SRCPSP. In its deterministic context, the latter prob-
lem has been widely researched both optimally and heuristically. The literature on
its stochastic counterpart, however, has not reached the same levels. Following the
detailed description of the Multi-Stage nature of the SRCPSP, we present the math-
ematical formulation including once more the decision-dependent non-anticipativity
constraints. The mathematical formulation is based on the concept of feasible sets,
originally developed by Mingozzi et al. (1998) for the deterministic version, and we
describe an algorithm which computes them. We also implement a B&B approach for
solving the resulting model and describe its components, as these are now adapted to
the SRCPSP. Lower and upper bounding techniques are also described which could
potentially be used for a heuristic approach. Finally, we implement and test the afore-
mentioned solution methodologies and report on computational results regarding their
performance.
In summary, PSPs are diﬃcult practical problems which require a level of detail
and understanding that has not been adequately provided in the literature for all
the diﬀerent variants. The limitations in the literature are especially evident for the
stochastic dynamic models, which, needless to say, are particularly complex. Indeed
the broad mission of this thesis has been to ﬁll the gaps by explicitly describing,
deﬁning and modelling several complexities arising from extending the deterministic
models introducing stochasticity in a step-wise fashion and proposing solution ap-
proaches at each level. More speciﬁcally, the contributions of this thesis include the
following:
∙ A new path-based approach to the deterministic DTCTP coupled with an eﬃ-
cient optimising cutting plane algorithm,
∙ The stochastic extension of the path-based model and solution approach to the
SDTCTP with SM, and
∙ The comprehensive models for the SDTCTP with DM and SRCPSP, capturing
managerial ﬂexibility and decision-dependent uncertainty, as well as computa-
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tionally eﬃcient procedures for ﬁnding their optimal solution and lower and
upper bounds.
From a more general theoretical point of view, the contributions mainly lie in the
ﬁeld of Mutli-Stage SP models bearing decision-dependent uncertainty. The main
contributions can be summarised as follows:
∙ The accurate representation of the stochastic multi-stage decision process which
inherently contains decision-dependent uncertainty,
∙ The algorithmic ideas and foundations of the exact solution procedures,
∙ The Two-Stage relaxation techniques designed to provide tight lower bounds
and ﬁnally,
∙ The heuristic approach based on static policies.
Finally, from a practical applications perspective our results conﬁrm the points
raised in Jorgensen and Wallace (2000) regarding managerial ﬂexibility. We have
shown that, on the one hand, deterministic models lead to optimistic project com-
pletion time estimates, while on the other hand, stochastic static models lead to pes-
simistic estimates, no matter which static solution strategy is actually applied. More-
over, the strategy of reactive scheduling, often used in practice by project managers,
reduces the pessimistic estimate obtained by the original static solution. However,
reactive scheduling is generally not optimal with respect to the stochastic dynamic
model. Managerial ﬂexibility is only captured in full by the optimal dynamic strategy
obtained by solving the stochastic dynamic decision making process.
7.2 Directions for further research
The contributions of this study not only provide insight into the complexities of the
two project scheduling models dealt with in this thesis, they also give rise to interesting
questions leading to possible future research directions.
The algorithms proposed in this thesis, and in particular the B&B approaches for
Multi-Stage stochastic PSPs with decision-dependent uncertainty, have been devel-
oped in parallel with a considerable learning and researching process. Consequently,
both theoretical improvements as well as coding amendments may be developed in
the future, to increase algorithmic eﬃciency and enhance computational performance.
The mathematical models developed for the stochastic project scheduling prob-
lems studied assume that the decision-maker is risk-neutral and attempt to optimise
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the objective function in expectation. A more detailed study regarding models in-
corporating risk and variance into the objective function is needed for application
purposes; such models would be able to accommodate both risk-aversion and risk-
taking strategies.
The B&B algorithm developed for solving the Multi-Stage SDTCTP with DM
and SRCPSP ignores solutions which intentionally delay eligible activities. In some
cases, such delays may prove to be beneﬁcial as they allow additional observations
to be made before the scheduling of any eligible activities. In particular, the new
observations may reveal the true scenario. The investigation of such solutions is an
interesting open issue which merits future research eﬀort. However, it can pose com-
putational burden very easily hence clever dominance rules and fathoming techniques
may prove to be practically indispensable.
Further to the developed B&B, it would be interesting to test its applicability
to other PSPs with decision-dependent uncertainty and establish results regarding
its suitability. A further challenge of the developed approach would inevitably be its
(more generalised) implementation to empirical and case studies containing real data.
Not only could many practical applications be modelled, but the obtained solution
could be veriﬁed and its solution value computed in real terms.
The inherent complexity associated to both the nature of PSPs, but also the
inclusion of the stochastic element gives rise to the need of heuristics and/or meta-
heuristics. It is worth investigating the prospects of a heuristic approach which breaks
down the complete set of scenarios into smaller subsets and solves models for each
subset. At the end of the process we may either choose the solution with the best
expected performance or combine solutions in an appropriate manner. This technique
may prove to be useful when considering a large number of scenarios where the ap-
plication of the B&B approaches proposed in this thesis would soon run into memory
problems.
186 CHAPTER 7. CONCLUSIONS
Appendix A
Data and optimal solutions to
the illustrative example of
Section 5.7
In this Appendix we present in detail the optimal solutions resulting from diﬀerent
PS models, as these are applied to the example of Section 5.7. More speciﬁcally, we
present the results obtained by modelling the problem using:
1. A stochastic dynamic approach (Section A.2)
2. A stochastic static approach (Section A.3)
3. A deterministic Mean-Value (MV) approach (Section A.4)
4. A reactive scheduling approach (Section A.5), and
5. A heuristic approach (Section A.6)
Note that the project network of the example is shown in Figure 5.1 and that we
use a budget value of 퐵 = 117 and 30 equiprobable scenarios.
A.1 Data for the illustrative example in Figure 5.1
Tables A.1-A.2 show the values for the activities’ durations under each mode and
each scenario.
187
188
APPENDIX A. DATA AND OPTIMAL SOLUTIONS TO THE
ILLUSTRATIVE EXAMPLE OF SECTION 5.7
Table A.1: Data for the activities of the project example (Scenarios 1− 15)
Activity Mode Activity Activity duration
cost Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 7 10 10 11 8 11 8 12 10 8 10 10 10 10 11 10
2 8 5 4 4 6 7 5 4 5 4 3 6 3 7 4 5
3 9 4 2 3 3 2 6 4 4 3 3 4 2 3 4 2
4 20 2 1 4 3 2 3 4 1 1 3 2 3 1 1 2
2 1 16 18 17 16 18 16 16 20 17 18 18 17 17 18 16 18
2 17 15 17 14 15 14 14 15 14 16 14 14 16 13 16 17
3 18 12 10 11 11 14 10 14 12 11 13 10 12 13 14 13
4 20 6 8 7 5 7 5 5 7 6 4 5 5 6 4 7
3 1 10 13 14 14 15 14 13 13 15 11 11 12 14 13 12 13
2 11 9 10 10 9 9 11 10 7 7 10 10 10 9 8 10
3 13 8 6 9 10 7 7 8 9 10 8 6 9 6 8 6
4 18 6 7 8 7 4 6 7 4 6 6 6 7 7 5 6
4 1 2 19 19 19 18 18 19 20 18 19 18 19 17 20 20 18
2 3 17 15 17 17 17 19 15 17 18 19 15 17 19 18 15
3 7 8 6 8 8 9 6 7 8 9 7 10 9 6 8 8
4 15 5 5 4 4 4 3 4 3 7 5 7 5 7 6 5
5 1 1 18 19 20 18 18 18 18 19 16 20 17 16 18 20 18
2 2 10 10 8 12 8 11 10 10 10 10 8 11 8 11 10
3 9 8 8 10 10 8 6 7 9 9 10 7 8 8 8 10
4 15 3 2 2 5 5 4 3 3 5 1 4 5 4 3 3
6 1 2 15 16 13 13 15 17 15 17 13 14 15 13 14 13 15
2 6 12 14 12 13 11 11 13 12 14 13 13 13 12 12 12
3 17 6 5 6 5 5 5 4 7 6 5 5 7 6 5 5
4 20 4 3 2 5 4 2 5 4 5 4 5 2 4 4 3
7 1 3 18 18 19 20 18 20 18 16 19 16 18 16 16 20 17
2 5 7 7 6 9 6 8 9 8 5 8 9 8 5 5 8
3 8 6 5 4 7 6 8 7 7 7 7 5 4 7 5 5
4 17 5 3 5 3 6 7 6 3 5 3 3 5 3 6 5
8 1 2 14 15 13 15 16 14 13 14 16 12 16 15 15 13 14
2 6 12 13 14 13 13 14 13 13 13 12 12 12 10 10 10
3 16 3 4 5 5 3 1 3 3 2 5 1 5 2 3 2
4 20 2 1 4 1 4 1 2 1 2 3 1 1 3 3 2
9 1 6 16 17 15 15 16 18 18 15 18 18 17 17 15 16 14
2 10 11 12 11 10 12 9 9 12 11 13 11 12 10 13 11
3 16 7 8 8 9 6 8 5 6 9 8 6 6 8 9 6
4 19 4 2 3 5 4 4 5 6 3 3 6 5 2 2 2
10 1 3 15 15 15 17 16 13 13 14 15 14 13 17 17 14 14
2 10 8 10 7 9 9 8 7 8 9 8 6 9 9 6 8
3 13 7 8 8 7 5 7 6 7 9 8 9 6 6 5 9
4 18 5 3 5 6 3 7 4 3 6 5 4 3 4 4 4
11 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table A.2: Data for the activities of the project example (Scenarios 16− 30)
Activity Mode Activity duration
Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 10 12 11 8 9 12 8 12 10 12 11 10 11 8 9
2 5 6 3 7 5 7 3 3 7 6 5 5 6 3 4
3 4 5 2 2 6 5 5 5 4 2 4 4 4 3 3
4 3 4 1 3 2 3 1 2 2 3 3 1 1 2 1
2 1 18 16 20 19 17 18 17 18 19 16 16 20 16 19 18
2 16 16 17 14 13 15 13 14 15 17 13 17 17 17 14
3 13 10 13 10 11 10 12 13 13 12 13 12 11 11 13
4 8 8 4 8 5 6 7 5 7 6 6 6 4 6 4
3 1 13 13 15 13 13 13 13 11 15 15 14 12 14 13 12
2 8 8 9 8 11 9 10 7 10 7 7 9 10 11 8
3 6 7 10 8 9 10 8 6 9 9 8 9 8 8 7
4 7 5 4 5 5 6 6 7 4 4 4 5 5 5 7
4 1 17 18 20 21 19 17 17 18 19 20 18 20 18 20 19
2 15 15 15 17 18 18 19 19 15 16 15 16 18 16 15
3 9 7 8 8 9 10 6 7 10 7 7 9 9 6 10
4 7 4 5 5 6 6 6 3 6 4 7 6 4 4 5
5 1 17 16 16 19 17 19 19 19 16 17 16 19 20 16 20
2 11 8 12 9 10 10 8 8 12 11 12 12 8 9 11
3 8 10 10 9 8 9 10 8 6 10 9 8 8 8 6
4 1 2 5 5 3 3 3 2 1 2 5 3 2 4 1
6 1 15 17 13 16 16 15 16 13 14 14 17 14 16 15 14
2 14 14 11 10 10 14 12 12 10 13 10 10 10 10 14
3 6 6 5 7 7 4 6 7 8 6 7 4 7 6 6
4 4 5 3 3 5 4 5 6 6 4 6 4 6 4 5
7 1 18 18 16 20 18 19 19 16 18 18 18 19 20 18 16
2 5 9 5 5 8 6 8 5 6 6 9 7 9 5 7
3 7 7 5 7 7 6 6 5 4 7 8 7 8 7 6
4 6 6 5 4 3 4 6 6 6 4 7 4 4 5 4
8 1 12 13 15 16 12 15 14 13 15 14 15 16 13 15 14
2 12 11 14 10 14 14 13 13 12 12 12 12 12 11 10
3 4 1 2 5 3 3 2 3 4 5 4 4 4 3 2
4 2 4 1 2 2 2 4 2 1 1 4 2 1 3 1
9 1 17 15 18 14 15 18 17 16 16 15 16 14 18 16 15
2 12 12 12 10 11 11 10 10 9 12 11 12 12 10 12
3 6 9 7 6 6 8 6 8 8 5 6 6 7 8 5
4 3 5 5 5 4 4 4 2 3 3 4 5 2 3 4
10 1 16 13 13 15 16 15 15 13 17 15 16 16 15 15 14
2 6 8 7 6 6 8 10 10 8 9 6 10 7 9 10
3 6 5 8 5 6 8 8 9 8 9 7 5 5 6 6
4 6 5 6 6 3 5 5 4 6 6 7 6 3 3 3
11 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A.2 Stochastic dynamic solution, obtained by applying
퐵퐵푏−퐷푀
The results shown in Tables A.3-A.4 reﬂect the optimal selected modes for the activi-
ties in the project example, whereas Tables A.5-A.6 show the optimal activity starting
times. The results were found by solving the stochastic dynamic model, b-SDTCTP
with DM, using algorithm 퐵퐵푏−퐷푀 .
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Table A.3: Optimal stochastic dynamic selected modes (Scenarios 1− 15)
Activity Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
5 4 4 4 4 4 4 4 4 4 4 4 4 4 3 4
6 3 2 3 3 2 2 3 2 3 3 2 1 2 3 2
7 3 2 3 3 2 4 3 2 2 2 3 3 2 2 2
8 1 2 1 1 2 1 1 1 2 1 2 1 2 2 2
9 3 4 3 3 4 2 3 3 3 4 3 3 4 4 4
10 2 4 2 2 3 3 2 4 2 2 4 4 4 3 4
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Table A.4: Optimal stochastic dynamic selected modes (Scenarios 16− 30)
Activity Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
5 4 4 4 4 4 4 4 4 4 4 4 4 4 4 3
6 3 3 3 2 2 3 2 3 4 4 2 2 2 2 3
7 2 3 2 2 2 2 3 2 2 2 3 2 2 2 3
8 1 1 2 2 1 2 1 1 2 1 2 2 2 2 2
9 4 3 3 4 4 3 3 2 2 3 3 3 4 4 3
10 2 2 2 3 4 2 4 4 2 2 2 3 4 4 3
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Table A.5: Optimal stochastic dynamic starting times (Scenarios 1− 15)
Activity Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 6 8 7 6 7 5 5 7 6 4 6 5 7 4 7
6 8 8 9 10 7 7 8 9 10 8 6 9 7 8 7
7 9 10 9 11 12 9 8 10 11 5 10 10 11 12 10
8 9 10 9 11 12 9 8 10 11 8 10 10 11 12 10
9 15 17 13 18 18 16 15 18 16 13 15 14 16 17 18
10 15 22 15 18 18 18 15 21 16 13 19 22 19 17 19
11 23 25 22 27 25 25 22 24 25 21 23 25 23 22 23
A.3. STOCHASTIC STATIC SOLUTION, OBTAINED BY
APPLYING 퐷퐴퐵−푆푀 191
Table A.6: Optimal stochastic dynamic starting times (Scenarios 16− 30)
Activity Scenario
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 8 8 4 8 5 7 7 5 7 6 6 6 6 6 4
6 8 8 10 8 9 10 8 6 9 9 8 9 8 8 7
7 9 10 9 13 8 10 10 7 8 8 11 9 8 10 10
8 9 10 10 13 9 10 10 7 10 9 11 9 9 10 10
9 14 17 14 18 16 16 16 12 14 14 19 16 17 15 16
10 14 17 15 18 19 16 20 13 15 14 19 19 18 18 16
11 21 26 24 23 22 24 25 22 23 23 25 24 21 21 22
A.3 Stochastic static solution, obtained by applying 퐷퐴푏−푆푀
Tables A.7-A.8 show the optimal selected modes and starting times for the activities
in the project example, as found by solving the stochastic static model, b-SDTCTP
with SM, using algorithm 퐷퐴푏−푆푀 . Note that the selected modes for each activity
are common to all scenarios.
Table A.7: Optimal stochastic static selected modes and starting times (Scenarios
1− 15)
Activity Selected Starting times
mode Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 4 6 8 7 5 7 6 5 7 6 4 5 5 6 4 7
6 3 8 8 9 10 7 7 8 9 10 8 6 9 6 8 7
7 3 9 10 9 10 12 10 8 10 11 5 9 10 10 7 10
8 1 9 10 9 10 12 10 8 10 11 8 10 10 10 8 10
9 3 15 15 13 17 18 18 15 17 18 12 14 14 17 12 15
10 2 15 15 15 17 18 18 15 17 18 13 14 16 17 13 15
11 1 23 25 22 26 28 26 22 25 27 21 26 25 26 21 24
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Table A.8: Optimal stochastic static selected modes and starting times (Scenarios
16− 30)
Activity Selected Starting times
mode Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 4 8 8 4 8 6 6 7 5 7 6 6 6 4 6 4
6 3 8 8 10 8 9 10 8 6 9 9 8 9 8 8 7
7 3 9 10 9 13 9 9 10 7 8 8 11 9 6 10 5
8 1 9 10 10 13 9 10 10 7 10 9 11 9 9 10 10
9 3 16 17 14 20 16 15 16 12 12 15 19 16 14 17 11
10 2 16 17 15 20 16 15 16 13 17 15 19 16 15 17 13
11 1 22 26 25 29 22 25 26 23 25 24 26 26 22 26 24
A.4 Deterministic (MV) solution, obtained by applying
퐶푃퐴푏−퐷푇퐶푇푃 on the deterministic problem
Tables A.9-A.10 show the optimal selected modes and starting times for the activities
in the project example. The modes reﬂect the optimal solution to the deterministic
problem (for scenario 1), b-DTCTP, using algorithm 퐶푃퐴푏−퐷푇퐶푇푃 . The starting
times are found using forward calculations using the optimal MV modes and the
activity duration data under each scenario.
Table A.9: Optimal deterministic (MV) selected modes and starting times (Scenarios
1− 15)
Activity Selected Starting times
mode Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 4 6 8 7 6 7 5 5 7 6 4 6 5 7 4 7
6 3 8 8 9 10 7 7 8 9 10 8 6 9 7 8 7
7 3 9 10 9 11 12 9 8 10 11 5 10 10 11 7 10
8 1 9 10 9 11 12 9 8 10 11 8 10 10 11 8 10
9 3 15 15 13 18 18 17 15 17 18 12 15 14 18 12 15
10 2 15 15 15 18 18 17 15 17 18 13 15 16 18 13 15
11 1 23 25 22 27 28 25 22 25 27 21 26 25 27 21 24
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Table A.10: Optimal deterministic (MV) selected modes and starting times (Scenarios
16− 30)
Activity Selected Starting times
mode Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 4 8 8 4 8 5 7 7 5 7 6 6 6 6 6 4
6 3 8 8 10 8 9 10 8 6 9 9 8 9 8 8 7
7 3 9 10 9 13 8 10 10 7 8 8 11 9 8 10 5
8 1 9 10 10 13 9 10 10 7 10 9 11 9 9 10 10
9 3 16 17 14 20 15 16 16 12 12 15 19 16 16 17 11
10 2 16 17 15 20 16 16 16 13 17 15 19 16 16 17 13
11 1 22 26 25 29 22 25 26 23 25 24 26 26 23 26 24
A.5 Reactive scheduling solution, obtained by applying
a reactive scheduling policy
The results in Tables A.11-A.14 show the optimal selected modes and starting times
for the activities in the project example which are found using a reactive scheduling
policy.
Table A.11: Optimal selected modes found from reactive scheduling (Scenarios 1−15)
Activity Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
5 4 4 4 4 2 4 4 4 4 4 4 3 2 4 4
6 3 2 3 3 2 2 3 2 4 3 2 1 2 3 2
7 3 2 3 3 2 2 3 2 2 2 2 3 2 2 2
8 1 1 1 1 3 1 1 1 2 1 2 2 3 1 1
9 3 4 3 3 4 4 3 3 2 4 3 3 4 4 3
10 2 4 2 2 4 3 2 4 2 2 4 4 4 2 4
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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Table A.12: Optimal selected modes found from reactive scheduling (Scenarios 16−30)
Activity Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
5 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
6 3 3 4 2 2 3 2 2 4 4 2 2 2 2 4
7 2 3 2 2 2 2 3 2 2 2 3 2 2 2 2
8 1 1 1 2 1 1 1 1 2 1 2 2 1 2 1
9 4 3 3 4 4 4 3 4 2 3 4 4 4 3 2
10 2 2 2 3 4 2 4 4 2 2 2 3 4 4 3
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Table A.13: Optimal starting times found from reactive scheduling (Scenarios 1−15)
Activity Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 6 8 7 5 7 6 5 7 6 4 5 5 6 4 7
6 8 8 9 10 7 7 8 9 10 8 6 9 6 8 7
7 9 10 9 10 15 10 8 10 11 5 9 13 14 7 10
8 9 10 9 10 15 10 8 10 11 8 10 13 14 8 10
9 15 17 13 17 21 18 15 18 16 13 18 17 19 12 18
10 15 22 15 17 21 18 15 21 16 13 19 22 19 13 19
11 23 25 22 26 25 25 22 24 27 21 24 25 23 21 24
Table A.14: Optimal starting times found from reactive scheduling (Scenarios 16−30)
Activity Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 8 8 4 8 6 6 7 5 7 6 6 6 4 6 4
6 8 8 10 8 9 10 8 6 9 9 8 9 8 8 7
7 9 10 9 13 9 9 10 7 8 8 11 9 6 10 5
8 9 10 10 13 9 10 10 7 10 9 11 9 9 10 10
9 14 17 14 18 17 15 16 12 14 14 19 16 15 15 12
10 14 17 14 18 19 15 20 18 15 14 19 19 18 18 12
11 21 26 25 23 22 25 25 22 23 23 25 24 22 23 24
A.6 Heuristic solution, obtained by applying 퐻퐸푈푅푏−퐷푀
Finally, in this section we show the results on the selected modes and starting times
for the activities in the example obtained using the heuristic approach 퐻퐸푈푅푏−퐷푀 .
The results are shown in Tables A.15-A.18.
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Table A.15: Optimal selected modes found from 퐻퐸푈푅푏−퐷푀 (Scenarios 1− 15)
Activity Scenarios
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
5 4 4 4 4 2 4 4 4 4 4 4 4 2 4 4
6 3 2 3 3 2 2 3 2 4 3 2 1 2 3 2
7 3 2 3 3 2 2 3 2 2 3 2 3 2 2 2
8 1 1 1 1 3 1 1 1 2 1 2 1 3 1 1
9 3 4 3 3 4 4 3 3 2 3 3 3 4 4 3
10 2 4 2 2 4 3 2 4 2 2 4 4 4 2 4
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Table A.16: Optimal selected modes found from 퐻퐸푈푅푏−퐷푀 (Scenarios 16− 30)
Activity Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
5 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
6 3 3 4 2 2 3 2 2 4 4 2 2 2 2 3
7 2 3 2 2 2 2 3 2 2 2 3 2 2 2 3
8 1 1 1 2 1 1 1 1 2 1 2 2 1 2 2
9 4 3 3 4 4 4 3 4 2 3 4 4 4 3 2
10 2 2 2 3 4 2 4 4 2 2 2 3 4 4 2
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Table A.17: Optimal starting times found from 퐻퐸푈푅푏−퐷푀 (Scenarios 1− 15)
Activity Scenario
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 6 8 7 5 7 6 5 7 6 4 5 5 6 4 7
6 8 8 9 10 7 7 8 9 10 8 6 9 6 8 7
7 9 10 9 10 15 10 8 10 11 5 9 10 14 7 10
8 9 10 9 10 15 10 8 10 11 8 10 10 14 8 10
9 15 17 13 17 21 18 15 18 16 12 18 14 19 12 18
10 15 22 15 17 21 18 15 21 16 13 19 22 19 13 19
11 23 25 22 26 25 25 22 24 27 21 24 25 23 21 24
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Table A.18: Optimal starting times found from 퐻퐸푈푅푏−퐷푀 (Scenarios 16− 30)
Activity Scenarios
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 8 8 4 8 6 6 7 5 7 6 6 6 4 6 4
6 8 8 10 8 9 10 8 6 9 9 8 9 8 8 7
7 9 10 9 13 9 9 10 7 8 8 11 9 6 10 5
8 9 10 10 13 9 10 10 7 10 9 11 9 9 10 10
9 14 17 14 18 17 15 16 12 14 14 19 16 15 15 11
10 14 17 14 18 19 15 20 18 15 14 19 19 18 18 13
11 21 26 25 23 22 25 25 22 23 23 25 24 22 23 23
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