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Abstract
The field of proteomics is a constantly evolving scientific field, focused on
the large-scale study of proteins. In general, researchers can choose between
targeted analysis, where they observe a specific protein, or discovery analysis,
where they get a qualitative and possibly quantitative overview of the whole
proteome. There are different approaches to the discovery analysis, with the data-
dependent acquisition (DDA) currently being one of the most widely adopted
analysis approaches in the field of proteomics.
This thesis focuses on the Pulsar algorithm, a search engine developed by
Biognosys AG (Switzerland). Although Pulsar algorithm is able to analyze dif-
ferent types of acquisitions (DDA, DIA, PRM), we will focus exclusively on DDA
data acquisition. The overall quality of a search engine is determined by the
amount of identified proteins, as well as the execution time needed for the anal-
ysis. The goal of the thesis is to provide a general overview on how the Pulsar
algorithm works, as well as how well it performs compared to some other search
engines on the market (e.g. MaxQuant, SEQUEST integrated in the Thermo
Proteome Discoverer). Furthermore, we investigate a possibility of improving
the execution time of the analysis by optimizing the calibration process. Lastly,
we tried to evaluate how a machine learning tool (e.g. Percolator) could bring
additional value to the Pulsar algorithm.
With approaches described in the chapter Materials and Methods and results
presented and evaluated in the chapter Results and Discussions we managed to
achieve a 11.06% of an improvement regarding the analysis execution time (Ap-
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proach 3.3, Table 3.6), while not significantly influencing the number of identified
protein groups (Approach 3.3, Table 3.5). Moreover, implementing Percolator
in the Pulsar algorithm’s workflow results in an average increase of 20.20% in
protein group identifications, while consuming only 5.61% of the total execution
time (Table 3.7). Combining both methods could potentially result in around
20% of an improvement in the protein group identifications, without prolonging
the execution time.
Since SEQUEST (using the Percolator) has on average 17.35% more protein
group identifications than the Pulsar algorithm (Table 3.9), one could argue that
with the modifications described in this thesis the Pulsar algorithm could be
comparable, if not even better, than all other search engines used in this thesis.
In the end, the reader should have a good overview of the field of mass spec-
trometry, data-dependent acquisition, and the quality of the Pulsar algorithm in
comparison to other well-established search engines on the market.
Key words: Pulsar algorithm, data-dependent acquisition, search engine, ma-
chine learning, proteomics
Povzetek
Proteomika je veda, ki se ukvarja z analizo proteinov. Analiza je lahko tarčna,
usmerjena v analizo točno določenega proteina, ali raziskovalna, kjer je cilj anal-
iza celotnega proteoma oziroma skupka proteinov določenega organizma. Kljub
temu, da na področju raziskovalne proteomike obstaja več različnih načinov za-
jema in analize podatkov, je podatkovno odvisen zajem (ang. data-dependent
acquisition) trenutno med bolj razširjenimi pristopi na področju proteomike.
V sklopu magistrske naloge sem se osredotočil na Pulsar algoritem, ki je pro-
gramsko orodje za analizo podatkov pri podatkovno odvisnem zajemu podatkov iz
masnih spektrometrov in je bil razvit pri podjetju Biognosys AG, Švica. Pomem-
bna lastnost teh programskih orodij oziroma proteinskih iskalnikov je sposobnost
identificiranja proteinov iz opravljenih meritev ter čas trajanja identifikacije.
Narejena je bila primerjava med Pulsar algoritmom in drugimi, uveljavljenimi
proteinskimi iskalniki in sicer z MaxQuant-om in SEQUEST-om, ki je integriran
v sklopu programskega orodja Thermo Proteome Discoverer z namenom overitve
kvalitete Pulsar algoritma. Proteinske iskalnike sem primerjal na podlagi dveh
kriterijev - števila identificiranih proteinskih skupin in časa trajanja identifikacije.
Zaključili smo, da je v smislu števila identificiranih proteinskih skupin Pulsar
algoritem enakovreden drugim proteinskim iskalnikom, ki ne uporabljajo stro-
jnega učenja. Proteinski iskalnik, ki uporablja strojno učenje, identificira v
povprečju 17.35% več proteinskih skupin kot Pulsar algoritem (Tabela 3.9). Glede




Prav tako je bila opravljena evalvacija optimizacije kalibracije z namenom
časovne optimizacije algoritma. Kalibracija je opravljena na množici peptidov, ki
so potencialno identificirani v množici spektrov (ang. peptide-spectrum match).
Količina parov peptid-spekter vpliva na čas, ki je potreben za izvedbo kalibracije.
Manj kot je parov, manj časa je potrebnega za kalibracijo, a to posledično vpliva
tudi na kvaliteto kalibracije. Cilj naloge je bil dosežti signifikantno izbolǰsanje
časa potrebnega za analizo, brez opazne spremembe v številu identificiranih pro-
teinskih skupin. Preizkusil sem tri različne pristope, kjer sem število parov peptid-
spekter zmanǰseval s spreminjanjem števila uporabljenih spektrov, spreminjan-
jem števila peptidov in s hkratno uporabo preǰsnih dveh pristopov. Vsak izmed
pristopov je bil izveden pri različnih vrednostih parametrov, kar mi je omogočilo
sklepanje o vplivu vrednosti parametrov na končne rezultate.
Različni pristopi k optimizaciji kalibracije so pripeljali do zaključka, da s
spreminjanjem števila uporabljenih spektrov ohranjamo robustnost števila iden-
tificiranih proteinskih skupin, medtem ko s spreminjanjem števila peptidov
dosežemo opazno skraǰsanje časa potrebnega za izvedbo analize. Z združitvijo
obeh pristopov, pri optimalni izbiri parametrov, dosežemo v povprečju 11.06%
kraǰsi čas analize (Approach 3.3, Tabela 3.6) z minimalno spremembo v številu
identificiranih proteinskih skupin (Approach 3.3, Tabela 3.5).
Prav tako je bila opravljena tudi evalvacija dodane vrednosti, ki jo doprinese
strojno učenje k številu identificiranih proteinskih skupin. Za strojno učenje sem
uporabil orodje Percolator, ki je uveljavljeno na področju proteomike. Perco-
lator uporablja za razločevanje podatkov SVM (ang. support-vector machine).
Kvaliteta strojnega učenja je odvisna od izbire značilk na podlagi katerih algo-
ritem uči model. Ob evalvaciji doprinosa strojnega učenja k številu identificiranih
proteinskih skupin, me je zanimal tudi vpliv posameznih značilk na število iden-
tifikacij. Vsak eksperiment sem analiziral mnogokrat, s tem da je bila vsakokrat
iz učenja izločena druga značilka. V kolikor se je z izločitvijo posamezne značilke
število identifikacij dvignilo, ta značilka poslabša klasifikacijo za izbran eksperi-
ment. V kolikor identifikacije padejo, ta značilka doprinese k klasifikaciji za izbran
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eksperiment.
Z uporabo strojnega učenja je Pulsar algoritem v povprečju dosegel 20.20%
več identificiranih proteinskih skupin, medtem ko je sam proces strojnega učenja
v povprečju potreboval zgolj 5.61% časa potrebnega za celotno analizo (Tabela
3.7). Iz analize vpliva značilk na število identificiranih proteinskih skupin smo
ugotovili, da je pomembnost značilke odvisna od vrste eksperimenta in da je
težavno zaključiti katere značilke so pomembne in katere niso.
Na podlagi ugotovitev o optimizaciji kalibracije in o vplivu strojnega učenja
lahko sklepamo, da bi bil Pulsar algoritem s hkratno uporabo strojenega učenja
in optimizirane kalibracije primerljiv tudi z ostalimi proteinskimi iskalniki, ki
uporabljajo strojno učenje, kot na primer SEQUEST + Percolator (Tabela 3.9).
Podrobneǰsi opisi posameznih metod se nahajajo v poglavju Materials and
Methods, medtem ko se rezultati posameznih metod in njihova evalvacija nahajajo
v poglavju Results and Discussions.
Bralec bo ob koncu imel dober pregled nad področjem masne spektrometrije,
potekom dela pri podatkovno odvisnem zajemu podatkov in primerljivostjo Pul-
sar algoritma z drugimi, uveljavljenimi proteinskimi iskalniki.
Ključne besede: Pulsar algoritem, podatkovno neodvisen zajem podatkov, pro-
teinski iskalnik, proteomika, masna spektrometrija
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1 Introduction
Proteins are large bio-molecules that perform a vast array of biochemical reac-
tions in living cells. Besides the enzymatic reactions, proteins can also have a
structural or signaling function. A set of proteins produced in an organism, sys-
tem, or biological context is called a proteome. We may refer to, for instance, the
proteome of a species (e.g. Homo sapiens) or an organ (e.g. the liver). The study
of proteomes is referred to as proteomics [1]. The goal of proteomics is to acquire
a better understanding of the biological processes in cells or organs, identify-
ing new drug targets, or performing better patient stratification for therapeutic
treatments.
Based on the approach of the proteome analysis, we can further divide pro-
teomics into two main categories: the top-down and the bottom-up approach [2].
The top-down approach relies on thorough analysis of intact proteins and their
fragmented ions by the mass spectrometer (MS). In contrast, the bottom-up ap-
proach (Figure 1.1) relies on a peptide-to-protein inference logic wherein the pro-
teins first undergo proteolytic cleavage that breaks the proteins into smaller pep-
tides through the use of specific proteolytic enzymes [3]. Peptides then undergo
different separation and ionization techniques that are necessary for a sample to
be successfully measured by MS. MS then provides the sample’s measurement
data, which is used by the search algorithms to identify the proteins contained
in the sample. The unique thing about the bottom-up approach is that algo-
rithms first identify peptides that were measured with MS, and only then deter-
mine (based on the identified peptides) which proteins were part of the sample.
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An example of a bottom-up approach is the data-dependent acquisition, where
search algorithms are referred to as search engines. Although the bottom-up ap-
proach due to its complexity requires a more sophisticated data analysis than the
top-down approach, it has become a standardized approach in the proteomics
community. That is mostly because the chromatographic separation is easier for
peptides than for proteins and because fragmentation characteristics of peptides
match more closely to MS instrumentation capabilities than that of large intact
proteins [2].
For most of these analyses, liquid chromatography coupled with tandem mass
spectrometry (LC-MS/MS) has become an essential technology [4]. That is be-
cause the individual capabilities of each technique are enhanced synergistically.
While liquid chromatography separates mixtures into individual components,
mass spectrometry provides a structural identity of the individual components
with high molecular specificity and detection sensitivity. With different types of
ion sources, mass spectrometers and proteolytic enzymes available, researchers
now have many different options on how to configure their study. Configura-
tion depends mostly on the properties of an observed sample and the goals of a
study - researchers might want to observe a specific protein (targeted analysis),
or they might want to have a qualitative and quantitative overview of the ob-
served proteome (discovery analysis) [5, 6]. Although there are many different
configurations, almost all consist of three different segments: peptide preparation,
ionization, and mass analysis.
Based on the experiment set-up there are also different types of algorithms
that analyze the measured data. In the following sections, an overview of steps
and techniques used to acquire measured data is provided firstly, followed by a
description of processes within a search engine.
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method is going to be used in the study. Lighter compounds that are capable of
being stable at higher temperatures are suitable for GC, while heavier compounds
are more suitable for HPLC. In the field of proteomics, it is common to use HPLC
[4].
Elution introduces a time dimension to the study, since the whole sample is not
analyzed in one step (as it is done in matrix-assisted laser desorption/ionization
(MALDI) + time of flight (TOF) configuration) [7, 8], but is analyzed continu-
ously until the whole sample has eluted. Since peptides are eluted based on their
mass, this approach also helps in some cases at distinguishing different peptides
later on, based on a time variable.
1.2 Ionization sources
Separated peptides are eluted and introduced to the ion source. The ioniza-
tion source is a key component in the mass spectrometry analysis because it
prepares analytes for analysis in mass spectrometers. Analytes are ionized by
gaining/losing an electron or attaching/detaching protons. In many cases, ion-
ization sources also facilitate a transfer of analytes from the condensed phase to
the gas phase, which is required for the mass spectrometer to manipulate ionic
particles.
There are many different techniques on how to ionize the analytes. One of
the first techniques that have been developed were electron (EI) and chemical
ionization (CI). They both require analytes to be in the gas phase before entering
the ion source, representing the major drawback of its use. Therefore, EI and CI
are usually coupled with GC.
Other techniques that are used most often are ESI (electrospray ionization)
and MALDI (matrix-assisted laser desorption/ionization). Although both tech-
niques produce ions, they are fundamentally different [8].
Electrospray ionization (ESI) is one of the main ionization approaches
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that can be coupled with HPLC. It is a ’soft ionization’ technique since there
is very little fragmentation due to thermal decomposition of analytes. That is
because of a fast transformation from the condensed to the gaseous phase. High
voltage is applied to a liquid containing the sample to create an aerosol. Cre-
ated droplets continue evaporating with the electrostatic repulsion of like charges
increasing. When electrostatic repulsion becomes greater than the surface ten-
sion of the droplet, the droplet explodes creating many smaller, more stable
droplets. This process repeats multiple times before reaching the mass spectrom-
eter. There are currently multiple different models explaining the production of
final gas-phase ions. The two main ones are the ion evaporation model (IEM)
and the charge residue model (CRM)[10, 11].
ESI is different from other approaches, since it produces multiple-charged ions,
effectively extending the mass range of the analyzer. Although ESI has a lot of
advantages it works best on molecules with higher polarity. When using HPLC
on low and medium polarity molecules it is best to use the atmospheric pressure
chemical ionization (APCI) [4].
Matrix-assisted laser desorption/ionization (MALDI) is an ionization
technique that uses a laser energy absorbing matrix made of crystallized molecules
to create ions from large molecules with minimal fragmentation caused by thermal
decomposition. This energy absorbing matrix is extremely important to MALDI
workflow as it has many different functions. Its molecules resonate at laser wave-
length allowing optimal energy transfer from electromagnetic to kinetic energy,
matrix transfers energy to analyte molecules, and it facilitates ionization. There-
fore it allows ionization with limited fragmentation, where ions are created in a
hot plume of ablated gas by being (de)protonated [9].
MALDI ionization technique produces ions in ’shots’, which makes it most
suitable to be coupled with the time of flight (TOF) mass analyzer. ESI, however,
produces a continuous flow of ions, which makes it suitable to couple with Ion
trap analyzers, Orbitrap analyzers, and Quadrupoles [8].
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1.3 Mass analyzers
Like the ion source, a mass analyzer is another key component in the mass spec-
trometry analysis. It is responsible for the ion separation, fragmentation, and ion
detection. Considering the way of examining ions, mass analyzers are classified
into beam-type and trapping-type mass analyzers. Beam-type mass analyzers
separate ions in a single ion beam path, whereas trapping-type mass analyzers
store ions in an ion trapping device before recording the spectra [7, 12].
Analytes that have been ionized in ion sources, enter the mass analyzers where
they are separated by means of electric and magnetic interactions. Lorentz law
(F = e(E + v × B)) states that the applied electric and magnetic force is de-
pendent on the ionic charge, and Newton’s second law (F = ma) states that the
force causes an acceleration that is mass dependent. Therefore, mass spectrom-
eters separate ions according to their mass-to-charge ratio (m/z) rather than by
their mass alone.
Each mass analyzer has its own special characteristics, applications, its ben-
efits, and limitations. The choice of a mass analyzer should be based upon the
application, cost, and desired performance [13].
Modern mass spectrometers consist of multiple analyzers in tandem to in-
crease the overall functionality, designed in space or time (i.e. the tandem mass
spectrometry in space, and tandem mass spectrometry in time) [14]. In the tan-
dem mass spectrometry in space, two or more mass analyzers are connected in
series to conduct distinct functions. Depending on the property of each spec-
trometer peptide precursor ion selection, fragmentation, and ion analysis can be
performed in different mass analyzers.
This is useful because beam-type mass analyzers are unable to conduct mul-
tiple functions in one measurement. The tandem mass spectrometry in time is
performed in a single trapping device, which conducts ion selection, fragmenta-
tion, and analysis sequentially in the trapping region. Therefore, understanding
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of each mass analyzer is necessary to properly assess the most appropriate com-
bination in a given research.
1.3.1 Time of flight mass analyzer
Among all mass analyzers, the time of flight (TOF) mass analyzer typically has
the highest spectrum acquisition speed. The TOF mass analyzer is a beam-type
instrument. It separates ions of identical kinetic energy according to their m/z.
In theory, all particles have the same kinetic energy when they enter the flight










where zeV is proportional to the acquired electric potential energy. Because t is
proportional to
√
m, the velocity of a heavy ion is lower than that of a light ion.
In reality, the kinetic energy spread of ions with the same m/z makes them
travel through the flight tube with slightly different velocities, which results in
broader spectral lines and lower resolution [15]. This can be compensated by
reflectrons, which reverse the ion flights by means of electric fields. Reflectron
allows ions with greater kinetic energies to penetrate deeper into the reflectron
than ions with smaller kinetic energies. The ions that penetrate deeper will take
longer to return to the detector. If a packet of ions of a given mass-to-charge
ratio contains ions with varying kinetic energies, then the reflectron will decrease
the spread in the ion flight times, and therefore improve the resolution of the
time-of-flight mass spectrometer [15]. Although the configuration of the TOF
analyzer is simple, they manage to achieve good mass accuracy, where only the
Fourier-transform (FT) based mass analyzers achieve better results [7].
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1.3.2 Quadrupole mass filter
Quadrupole mass spectrometry has a wide functionality making it one of the
more popular forms of MS instrumentation. It includes a variety of devices, such
as quadrupole mass filter (Q-MF), two-dimensional ion trap, linear ion trap and
three-dimensional ion trap.
Although there are many different types of quadrupole analyzers, scientists
usually have the Q-MF in mind, when referring to quadrupole mass analyzers.
Q-MF is a beam-type analyzer and consists of four hyperbolic metal rods that
are installed parallel to each other. The rods have identical dimensions and
adjacent electrodes are equally spaced among each other. The opposite rods are
paired and connected to the same source of AC with DC offset voltage, thus there
are two pairs of electric potentials applied to the rods. The fast-changing electric
potentials of the rods affect ion trajectories, allowing only ions with a specific m/z
to pass stably through the filter. All other ions do not have a stable trajectory
through the quadrupole mass analyzer and will collide with the quadrupole rods,
never reaching the detector for a given ratio of AC and DC voltages. Since it
is a beam-type analyzer, it can be easily interfaced with continuous ion sources
such as ESI, but are less efficient when integrated with pulsed ion sources such
as MALDI [16].
1.3.3 Ion-Trap mass analyzer
Ion-Trap (IT) mass analyzer is an advanced approach of the Q-MF. Although the
sorting and interacting with ions is similar to Q-MF, IT is composed of electrodes
with different geometry compared to the Q-MF. In contrast to TOF and Q-MF
analyzers, the 2D and the 3D IT are categorized as trapping-type mass analyzers
[12].
In comparison to Q-MF, the 2D and 3D IT have an improved functionality.
IT mass analyzers provide high resolution and high sensitivity measurements.
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Additionally, they can function as collision blocks, where ions can be oscillated
to promote ion-molecule collisions. Upon continuous collisions (usually with no-
ble gases), the internal energy of ions increases until fragmentation occurs which
produces characteristic products (fragmented ions). The products can be then
directly analyzed or they can be isolated again to repeat the fragmentation pro-
cess. Ions, chosen for fragmentation (peptide precursor ions), fragment differently
based on their structure. Therefore characteristic products (fragment ions) offer
additional information that algorithms use for successful identification. In IT,
acquisition time can be up to hundreds of milliseconds. The exact time depends
on ion abundance in the IT device, which subsequently determines signal inten-
sity. Although signal intensity increases as ion abundance increases, the spectral
features broaden and significant positional shifts can occur if too many ions are
present in the IT device.
Since IT is multi-functional it can be used as a standalone instrument which
performs different functions (filtering, fragmentation, measurement, storage), or
it can be used together with other mass analyzers performing only one function
(e.g. fragmentation).
1.3.4 Fourier-transform mass analyzers
Fourier transform (FT) mass analyzers belong to a special class of mass analyzers
that detects ions non-destructively and periodically. Like IT mass analyzer, FT
is a trapping type mass analyzer. Due to periodic and longer detection times, the
FT mass analyzer has the highest mass resolving power and accuracy [7]. Ions
inside the FT mass analyzer undergo synchronized periodic motions, where the
frequency of oscillations is m/z-dependent. Oscillations are measured with the
electrodes near the ion trajectory on which the current is induced.
A measured time-domain signal is a complicated transient signal containing
the induction currents of ions with various m/z values. Although the time-domain
signal is convoluted, this can get resolved by transforming to frequency-domain
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using the Fourier transformation. The characteristic frequencies obtained by the
Fourier transformation can be used to derive the ion masses. The downside of FT
mass analyzers is that they require ultrahigh vacuums to reduce the ion-molecule
collisions. There are two kinds of FT mass analyzers - Ion Cyclotron Resonance
and orbital ion trap (Orbitrap) mass analyzer[17, 18].
1.4 Data acquisition
Analytes are properly fragmented, ionized, and analyzed by the mass spectrom-
eter. The mass-to-charge ratio (m/z) of a peptide precursor or fragment ions is
determined using different analyzers or combinations of analyzers [7]. Depending
on the configuration, the instruments can be used in different operating modes
(data dependent acquisition - DDA, selected reaction monitoring - SRM, data
independent acquisition - DIA). These modes differ in the way m/z information
of peptide precursor and fragment ions is acquired, and how the resulting data is
analyzed [2].
DDA - data-dependent acquisition In DDA, often referred to as shotgun
mode [7], the instrument iteratively measures peptide precursor ions and fragment
ions in tandem. Measured signal of peptide precursor ions is often referred to
as MS spectrum, and fragment ions as MS/MS spectrum. Only selected peptide
precursors are to be fragmented furthermore. Selection of peptide precursors that
get fragmented is made in real time by the instrument software, according to the
predefined criteria. A peptide is usually determined from combined information
of a peptide precursor mass and the corresponding fragment ion masses recorded
in MS/MS spectra using untargeted, spectrum-centric search algorithms [2].
SRM - selected reaction monitoring SRM is the most widely used tar-
geted proteomic acquisition method [2]. Information about targeted peptide and
fragmentation characteristics is required since no complete MS/MS spectra are
acquired, but only predefined peptide precursors and fragment ions. This tech-
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nique is used for validation and quantification of peptide presence and not for a
discovery of new peptides/proteins.
DIA - data-independent acquisition DIA methods represent a combina-
tion of both, DDA and SRM methods [2]. Like the targeted acquisition mode
it performs continuous acquisition of MS/MS signals for each peptide precursor
mass region. However, the aim of the DIA mode is to acquire MS/MS signals for
any possible peptide mass, regardless of actual detection of peptide precursors.
The speed of current instrumentation limits the detection of complete tryptic pep-
tide range (300-1200 m/z) with a small precursor isolation window that is used
in DDA and SRM (1-3 m/z). Therefore for DIA much wider isolation windows
are used, resulting in multiplexed MS/MS spectrum as it contains information
about fragment ions representing products of different peptides. This approach
allows coverage of the entire informative m/z range and mapping of observable
peptide fragments. On the other hand, it requires a more sophisticated analysis.
1.5 Data-dependent acquisition analysis - search engines
Due to different acquisition techniques, measured data has different properties
and information. Therefore, different approaches to analyze the data have been
developed. Measured data usually carry from hundreds of MB to dozens of GB
of information. Algorithms used in the data-dependent acquisition (DDA) are
usually referred to as search engines.
The goal of a search engine is to identify and possibly quantify as many unique
proteins while achieving search execution times that are as short as possible.




A search engine incorporates in its workflow different processes to ensure correct
identification of proteins. They follow a spectrum-centric approach[2], which
means that the spectra are used to query a search-space of peptides and not the
other way around. These spectra are further compared to a protein database or
a spectral library to determine which proteins were present in the sample.
Therefore search engines must incorporate methods described below, namely
a feature detection on acquired MS spectra, the creation of a search space, search
algorithm, and different post-processes that ensure that the correct proteins are
identified.
In my work, I was using mostly the Pulsar algorithm, which is a search engine
developed by Biognosys AG (Switzerland). Although a lot of processes are similar
between different search engines, some processes might be specific for the Pulsar
algorithm.
1.5.2 Feature detection
Feature detection is a process in the workflow of a search engine where relevant
parameters (features) are extracted from the MS spectra, to determine the ex-
istence of possible peptides. A feature in the measured MS spectrum is formed
by different isotope states of the observed ion, with the lightest stable isotope
forming a mono-isotopic peak.
Each measurement usually contains multiple ions in different charge states
that form multiple features in the measured MS spectrum (Figure 1.3). Ions that
form features are often referred to as peptide precursor ions since they indicate a
possible peptide measurement. Peptide precursor ions are also the ions, that get
additionally fragmented in the mass spectrometer to form characteristic MS/MS
fragment ion spectra.
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1.5.5 Calibration of measured spectra
The peptide-spectrum matches are based on the similarity of m/z values between
the detected features and the in silico generated spectra. In silico generated
spectrum is invariable for a particular peptide since it is generated from theo-
retical m/z values of its fragment ions. However, features extracted from the
measured spectra are variable due to offsets and non-linearity. Different mass
analyzers produce data of different quality. Measurement errors cause measured
m/z values of a peptide to be different than its theoretical m/z value. Therefore,
calibration must be performed. With calibration, peptide’s measured m/z values
are modified to be closer to their correct, theoretical value. Specifically, it tries
to remove the systematic mass shift, and optimize the width of the matching
tolerance window (Figure 1.6).
Calibration is performed before the main search process (Figure 1.2). There-
fore, in the main search process in silico spectra are compared to feature’s cal-
ibrated m/z value not its original measured value. The calibration algorithm is
almost identical to the main search except that it uses a subset of the search-
space, providing a sufficient number of data points for a quality calibration and is
less time consuming than the main search. A subset of a search-space is defined
in a way that all theoretical peptides follow a specific digest rule, meaning that
they have been correctly proteolytically cleaved on both ends.
Furthermore, calibration also optimizes parameters used in the scoring func-
tion thus allowing optimal scoring. These two calibration steps are referred to
as the 1st pass calibration and the main calibration (Figure 1.2). The 1st pass
calibration is performed firstly, and it optimizes parameters of a scoring function,
whereas the main calibration optimizes the tolerance windows used in the main




different peptides, and consequently, false identifications can occur.
Therefore, a search engine requires a quality control. The Pulsar algorithm
achieves that by controlling the false-discovery rate (FDR). FDR-controlling pro-
cedures are designed to control the expected proportion of false identifications
on PSM, peptide, and protein group level [24]. PSM and peptide level FDR are
performed after the main search, while the protein group level FDR can occur
only after the protein inference (Figure 1.2). It is difficult to properly estimate
FDR on the protein group level due to loss of connectivity between peptides and
proteins (typical for shotgun mode), and non-random grouping of peptides to
proteins, resulting in an amplification of error rates [25, 26].
Typical FDR threshold is usually set for all levels to 1%, which means that
in the final results there should be 1% of wrong identifications.
2 Materials and Methods
The aim of this thesis is to demonstrate the performance of the Pulsar algorithm
in comparison to other search engines and to evaluate and implement possibilities
of Pulsar algorithm’s improvement regarding the number of identifications and
the search execution time. The first section of the Materials and Methods (2.1)
covers resources to acquire the data, the second section (2.2) covers approaches
to reduce the execution time with minimal loss in identified protein groups, the
third section (2.3) covers the improvements in identified protein groups using
a machine learning approach, and the fourth section (2.4) covers comparison
between different search engines.
2.1 Resources
The research has been conducted on a ThinkStation P510 personal computer
(Lenovo, China) with Intel Xeon Processor E5-1650 v3-Processor processor, 64
GB DDR4 2.4 MHz RAM and Microsoft Windows 10 operating system. The
Pulsar algorithm is implemented using the .NET Framework (version 4.7.1, Mi-
crosoft, USA).
As a comparison to Pulsar algorithm well-established search engines were
used, namely, SEQUEST search algorithm [21] integrated into Thermo Proteome
Discoverer 2.2.0.388 (Thermo Fisher Scientific, USA) and MaxQuant 1.5.1.2 (Max
Planck Institute of Biochemistry, Germany) [23].
To demonstrate the improvements in identification using a machine learning
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approach in the section 2.3, Percolator version 3.02.0 was used. Percolator (Lukas
Käll, KTH Royal Institute of Technology, Sweden) is a support vector machine
algorithm, established in the proteomics community, and already used by some
discovery proteomics tools (e.g. Thermo Proteome Discoverer 2.2.0.388) [27].
The analysis was performed on a set of experiments that cover many different
scenarios.
2.1.1 Experiments used for the analysis
Experiments were performed on different samples, using different HPLC gradi-
ent lengths (elution times) and types of mass spectrometers (MS). Usually, the
search-space was created assuming correct (specific) tryptic proteolytic cleavage.
However, at two experiments semi-specific or unspecific proteolytic cleavage was
assumed for the search-space creation. In semi-specific search-space creation,
all peptides have at least one tryptic site. In unspecific search-space creation,
peptides do not need to have tryptic sites. These two options greatly increase
the number of possible peptide candidates, and therefore the execution time.
Furthermore, some experiments differ also based on additional modifications of
proteolytically cleaved peptides that algorithm is searching for. Modifications
usually happen naturally as post-translational modifications or artifacts, or they
can be applied intentionally for means of quantification. They are divided into
fixed and variable modifications. Fixed modifications always occur at specific
sites, whereas for variable modifications the site of modification is not completely
certain (i.e. the search-space has to contain variations of a peptide with all pos-
sible modification).
For methods described under sections 2.2, and 2.3 a set of 16 experiments
(subsection 2.1.1.1) has been chosen to represent different scenarios (measurement
quality, search settings) that can occur during the data analysis. With this set
of experiments, general reliability of the Pulsar algorithm’s modifications was
tested.
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However, for the search engine comparison, described under the section 2.4, a
smaller set of 6 experiment (subsection 2.1.1.2) was chosen to cover the current
focus of proteomics society.
2.1.1.1 Experiments used under sections 2.2 and 2.3
1. Experiment 1:
• Mass spectrometer: Thermo Fisher Q Exactive
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 3
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: /
2. Experiment 2:
• Mass spectrometer: Thermo Fisher Q Exactive
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: High-resolution MS1 spectra
3. Experiment 3:
• Mass spectrometer: Thermo Fisher Q Exactive
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Mouse
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• Number of runs: 15
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: /
4. Experiment 4:
• Mass spectrometer: Bruker impact II
• Liquid chromatography: no information
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: TOF mass analyzer
5. Experiment 5:
• Mass spectrometer: SCIEX TripleTOF 6600
• Liquid chromatography: no information
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: TOF mass analyzer
6. Experiment 6:
• Mass spectrometer: SCIEX TripleTOF 6600
• Liquid chromatography: no information
• Sample species: E.coli
• Number of runs: 1
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• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: TOF mass analyzer
7. Experiment 7:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: /
8. Experiment 8:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: Experiment 7 with semi-specific search-space cre-
ation
9. Experiment 9:
• Mass spectrometer: Thermo Fisher Fusion Lumos
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
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• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: Using CID collision cell, and ion trap as mass ana-
lyzer
10. Experiment 10:
• Mass spectrometer: Thermo Fisher Fusion Lumos
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: Using HCD collision cell, and ion trap as mass ana-
lyzer
11. Experiment 11:
• Mass spectrometer: Thermo Fisher Fusion Lumos
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: Using HCD collision cell, and Orbitrap as mass
analyzer
12. Experiment 12:
• Mass spectrometer: Thermo Fisher Q Exactive
• Liquid chromatography: Thermo Fisher Easy nLC 1200
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• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M),
Phospho (STY)
• Additional notes: /
13. Experiment 13:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: Stable isotope labeling with amino acids in cell cul-
ture (SILAC) [29] was used for quantification.
14. Experiment 14:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Ammonia loss, Carbamidomethylation (HK),
Carbamidomethylation (N-term), Carbamylation Protein N-term,
Deamidation (NQ), Double Carbamidomethylation, Oxidation (M)
• Additional notes: Plasma sample
15. Experiment 15:
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• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
• Additional notes: Gingival crevicular fluid (GCF) sample
16. Experiment 16:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 1
• Fixed modification: /
• Variable modifications: Acetyl (Protein N-term), Oxidation (M)
• Additional notes: Unspecific search-space creation
2.1.1.2 Experiments used under section 2.4
1. Experiment 17:
• Mass spectrometer: /
• Liquid chromatography: /
• Sample species: Human
• Number of runs: 150
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
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• Additional notes: Subset of 150 runs from a draft of a human proteome
[28]
2. Experiment 18:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 8
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
• Additional notes: Cerebrospinal fluid sample
3. Experiment 19:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 3
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
• Additional notes: Urine sample
4. Experiment 20:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 3
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• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
• Additional notes: Dried blood spot sample
5. Experiment 21:
• Mass spectrometer: Thermo Fisher Q Exactive HF
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 5
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
• Additional notes: Lung tissue sample
6. Experiment 22:
• Mass spectrometer: Thermo Fisher Fusion Lumos
• Liquid chromatography: Thermo Fisher Easy nLC 1200
• Sample species: Human
• Number of runs: 10
• Fixed modification: Carbamidomethyl (C)
• Variable modifications: Acetyl (Protein N-term), Oxidation (M), Car-
bamylation (KR), Deamidation (NQ)
• Additional notes: /
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2.2 Improvement of the execution time - optimized main
calibration
Search engines strive to produce as good results as possible in as little time as
possible. Therefore, one of the goals for this thesis was to reduce the execu-
tion time of the Pulsar algorithm, while achieving robust performance regarding
the identifications. Time-consuming processes are: importing measurement files,
search-space creation, main search, and main calibration, with other quality-
control post-processes not consuming a significant amount of the execution time.
In the Pulsar algorithm calibration was the most promising of the processes to
improve the execution time.
As mentioned in the introduction, calibration is used to remove the systematic
mass shift and to optimize the tolerance window which is used for assuming
a match between a measured spectrum and the in silico generated spectrum
during the main search. If the tolerance window is too narrow, algorithm misses
some matches that would be correct, but if the tolerance window is too wide
algorithm assumes a larger percentage of matches that are incorrect. The number
of incorrect matches influences the number of final identifications due to the FDR-
based quality control. Therefore, determining the right tolerance window and
removal of a possible systematic mass shift is crucial for achieving the optimal
number of final identifications.
The tolerance window is based on a general mass offset between theoretical
and measured m/z values of matched peptides’ fragment ions. To have an ap-
proximation of a typical mass offset throughout the whole m/z range, we perform
a linear regression. It is hard to make a good approximation of the mass offset
distribution throughout the whole m/z range with one linear function. Therefore,
the whole m/z range is divided into smaller sections. Linear regression is per-
formed on each of the sections. Since the tolerance windows are directly relatable
to offsets, we achieve a good approximation of tolerance windows throughout the
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whole m/z range.
The number of data points (peptide-spectrum match mass offsets) influences
the accuracy of the linear regression (i.e. regression is more accurate if there are
more data points). However, using all the available data is time-consuming, and
for the purposes of the calibration unnecessary. There are different approaches on
how to reduce the number of data points, but not all of them produce satisfying
results. The goal of this section is to evaluate different approaches of filtering
out the data points, hopefully finding an approach that is robust in terms of final
identifications, while significantly reducing the execution time.
The number of data points can be reduced in two ways: by decreasing the
number of spectra that are used for matching, or by decreasing the number of pep-
tides (search-space size) that are used for matching. The biggest challenge is that
improvement has to be consistent throughout different experiments. Therefore, a
number of different approaches were tested to obtain results with an insignificant
median drop, concomitantly observing improvement in the execution time.
2.2.1 1st approach - Reducing the number of spectra
The first approach limits the number of spectra used in the main calibration based
on information provided by the 1st pass calibration. 1st pass calibration algorithm
uses only 1000 spectra that are uniformly distributed throughout the whole m/z
range. Based on the number of identified matches after the 1st pass calibration,
the efficiency score can be calculated by the equation 2.1. The efficiency score is
defined as a ratio between the number of peptide-spectrum matches (PSMs) that




; spectra = 1000 (2.1)
By determining the efficiency score, the algorithm is able to smartly pre-
dict the number of required spectra in the main calibration to get the desired
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number of matches (calibration data points). That means that the number of
required spectra corresponds to the rounded division between the number of de-
sired matches and the calculated efficiency score. This is important since the
number of spectra used for matching can vary greatly from experiment to exper-
iment. Additionally, consistency of results is maintained by taking spectra based
on their peptide precursor intensity (higher intensity has a priority) and making
sure that spectra are uniformly distributed through the whole m/z range. If the
efficiency score would be 0.5, and the number of desired matches would be 1000,
the algorithm would take 2000 spectra (uniformly distributed along m/z axis) to
form matches for the main calibration.
We tested three different settings to see how the number of desired matches
parameter influences the identifications of the Pulsar algorithm. In the first
settings the number of desired matches was 10000 (Approach 1.1), in the second
settings the number of desired matches was 20000 (Approach 1.2), and in the
third settings, the number of desired matches was 30000 (Approach 1.3). These
three values were set in a way that they present one middle case, and two cases
moving towards extremes.
2.2.2 2nd approach - Reducing the size of a search-space
The second approach reduces the size of a search-space. Search-space represents
all possible target and decoy peptides (we are using target-decoy model for the
quality control) that we are searching for in the measured data (spectra). Re-
ducing the number of candidates also influences the number of possible matches.
Like the 1st approach, this one also partially depends on the information from the
1st pass calibration. Every matched peptide in the 1st pass calibration contains
information about its parent protein. If the protein has been partially identified
already in the 1st pass calibration it is very likely that it will be identified again,
and should not be thrown away during the search-space filtering. Therefore, we
store parent proteins of all matches that pass a certain PSM FDR threshold in
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the 1st pass calibration. Stored proteins serve in the main calibration as a filter.
If a peptide candidate does not derive from any of the stored proteins, it will not
be used at all during the main calibration.
To see how different thresholds influence the protein filter and consequently
the results of the Pulsar algorithm, three different settings were chosen. In the
first settings the PSM FDR threshold was set to 1% (Approach 2.1), in the
second settings the PSM FDR threshold was 50% (Approach 2.2), and in the
third settings, the PSM FDR threshold was set to 100% (Approach 2.3). These
three values were set in a way that they present one middle case, and two cases
moving towards extremes.
2.2.3 3rd approach - Combining the 1st and the 2nd approach
The third approach was a next logical step from the 1st and 2nd approach. The
1st approach filters spectra used in the main calibration. The 2nd approach re-
duces the number of peptides used in the main calibration by filtering parent
proteins. The 3rd approach is combining the previous two approaches to reduce
the number of calibration data points by limiting the number of spectra and
limiting the number of peptides. However, if the efficiency score of the 1st ap-
proach is so low that the number of required spectra is higher than the number
of available spectra, the search-space remains intact (i.e. only spectrum filtering
occurs). That way we make sure that there are enough data points for a decent
calibration.
To analyze this approach we decided to process experiments using six different
settings. In the first settings, the number of desired data points was set to 10000,
and the PSM FDR threshold was set to 1% (Approach 3.1). In the second settings,
the number of desired data points was set to 10000, and the PSM FDR threshold
was set to 50% (Approach 3.2). In the third settings, the number of desired data
points was set to 20000, and the PSM FDR threshold was set to 50% (Approach
3.3). In the forth settings, the number of desired data points was set to 20000,
2.3 Improvement of the protein group identifications - machine learning 41
and the PSM FDR threshold was set to 100% (Approach 3.4). The fifth settings
had the number of desired data points set to 30000, and the PSM FDR threshold
set to 50% (Approach 3.5). The sixth had the number of desired data points set
to 30000, and the PSM FDR threshold was set to 100% (Approach 3.6).
This way we could determine if there is a trend in the change of the execution
time and the number of identified protein groups based on the number of data
points.
2.3 Improvement of the protein group identifications -
machine learning
As already mentioned, search engines strive to produce as many high-quality
identifications as possible. The Pulsar algorithm already achieves a relatively
high number of quality identifications, by using a variation of the Andromeda
scoring function [22], which is able to produce quality scores for peptide-spectrum
matches. However, to identify more correct results, machine learning algorithms
can be used. Without machine learning, results are considered correct if they
pass the FDR control, based on a score which is dependent on the quality of a
match. With machine learning algorithms, however, a score does not dependent
only on the quality of a match, but on other match-specific information as well.
Therefore, machine learning helps at distinguishing between a true and a false
positive matches. The quality of the results, however, is strongly dependent on
the information provided for every peptide-spectrum match.
We used Percolator to demonstrate the additional value of machine learning
algorithms. Percolator is a well-established machine learning tool in the pro-
teomics community. In its core, it is a linear support vector machine. Its purpose
is to help with the classification of data on different classes (e.g. classification of
PSMs on true and false positives). The algorithm learns on a subset of the data
and then applies the knowledge to the remaining data. Algorithm uses cross-
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validation that helps preventing the possible overfit of the trained model on the
data. After the training of a model is done, it is used to assign a score to every
PSM based on the classification. In Percolator’s case, the score derives from the
posterior-error probability (PEP), which is assigned to each peptide-spectrum
match (PSM), and represents the likelihood of its classification being incorrect
[24].
Percolator already proposes some features that work well[27]. These features
have been optimized for SEQUEST scoring function [21], implemented in Thermo
Proteome Discoverer. Therefore, not all features are directly applicable, and there
had to be some thought put into possible replacements. For the purpose of the
thesis the following features have been used:
1. PSM score - this is the score that is assigned to every PSM and represents
the quality of a match.
2. Delta PSM score - represents the difference between the highest and
second highest score of a PSM, where the second highest score is a score between
the same spectrum and the second-best peptide.
3. PSM charge - charge of the PSM. Its integer value is actually broken
up into multiple boolean charge features (i.e. when the charge is 3, the boolean
feature Charge 3 is set to true, and all others are set to false). Boolean features
are taken into account up to charge 6.
4. Fraction of b-type ions - every match is determined based on multiple
matches of fraction ions that represent a certain peptide. A fraction of b-type
ions is determined as a ratio between the number of matched b-type ions and the
number of all matched ions of a specific PSM.
5. Fraction of y-type ions - it is defined in the same way as the fraction of
b-type ions, only that the fraction is determined as a ratio between the number
of y-type ions and the number of all matched ions within a PSM.
6. Number of consecutive b-type ions - this number is determined as
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the highest number of consecutive b-type ions within the same PSM. The higher
the number, the more confident the match.
7. Number of consecutive y-type ions - this number is determined as
the highest number of consecutive y-type ions within the same PSM. The higher
the number, the more confident the match.
8. Length of a peptide - represents the number of aminoacids in the
matched peptide.
9. Peptide precursor ion intensity - represents the intensity of the peptide
precursor ion peak.
10. Peptide precursor ion theoretical mass - represents the theoretical
mass value of the peptide precursor ion.
11. Peptide precursor ion delta mass - represents the difference between
the calibrated and the theoretical mass of the peptide precursor ion.
12. Fragment ions delta mass - represents the absolute median value of
differences between calibrated and theoretical masses of fragment ions.
13. Number of MS features - represents the number of features detected
within the same MS spectrum.
14. Peptides matched to spectrum - represents the number of peptides
matched to the same spectrum.
15. Number of missed cleavages - represents the number of missed tryptic
cleavages in a matched peptide.
It is important that all the features are within the same range, so we normalize
all by using a standard approach of normalization using zero mean and standard
deviation 1.
Besides the influence of the Percolator on the protein group identifications,
there are also other things that are worth testing. In the spirit of the method
Improvement of the protein group identifications - machine learning, it would be
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interesting to observe the fraction of the total execution time that is consumed
by the Percolator process.
Also, it is important to know which features are more important than oth-
ers. Therefore a study has been designed where for each experiment Percolator
classification was performed multiple times, each time with one of the features
being left out. If the protein group identifications for a specific feature drop com-
pared to when all features are used, then it means that this specific feature is
important for classification of that particular experiment. If the protein group
identifications increase, the classification is done better without the feature for
this particular experiment.
2.4 Pulsar algorithm’s performance against other search
engines
To determine the overall quality of the Pulsar algorithm compared to other search
engines on the market, a comparison with well-established search engines has been
done. The comparison has been done between the Pulsar algorithm, MaxQuant
and SEQUEST (which is integrated as one of the search algorithms in Thermo
Proteome Discoverer).
In this thesis, we were interested in a comparison of protein group identifica-
tions, and the execution time. For comparable results, the search settings had to
be the same in all search engines. The comparison has been done on experiments
presented in subsection 2.1.1.2.
3 Results and Discussions
In this chapter, results obtained by different experiments described in Materials
and Methods are presented, and evaluated. The results are divided into sections
accordingly to the sections in the chapter Materials and Methods. The final
conclusions and the outlook that are based on the discussions in this chapter will
be presented in the chapter Conclusions.
Each result is statistically evaluated. Therefore, the results are plotted using
box-and-whisker plot, with corresponding mean and standard deviation value.
These results help with evaluating the overall behavior of each method on the
set of experiments. To determine whether the results of a specific method are
significantly different than the default state, we calculated a p-value. A p-value
of 0.05 or more would mean that the null hypothesis stands (i.e. the difference
in means of the two methods is not statistically significant).
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Mean [%] Std. dev. [%] p-value
Approach 1.1 -0.32 0.61 0.153
Approach 1.2 -0.24 0.32 0.117
Approach 1.3 -0.10 0.24 1.331
Table 3.1: 1st calibration approach - the relative change in the protein group
identifications (mean, standard deviation, and p-value)
Mean [%] Std. dev. [%] p-value
Approach 1.1 -12.70 7.31 0.031
Approach 1.2 -7.50 7.93 0.056
Approach 1.3 -5.9 8.02 0.057
Table 3.2: 1st calibration approach - the relative change in the execution time
(mean, standard deviation, and p-value)
plot of the figure it can be observed how the number of data points influences the
execution time (Approach 1.1 has the least data points, and Approach 1.3 has
the most data points). From the Table 3.2 it can be observed that the Approach
1.1 achieves the biggest improvement in terms of the execution time. It achieves
a statistically significant drop in the execution time, with a mean improvement
of 12.70% (p-value 0.031). The other two approaches (Approach 1.2, Approach
1.3) show a smaller improvement of the execution time. Although all three ap-
proaches have a relatively high statistical power, only the Approach 1.1 achieves
statistical significance in terms of the changes in the execution time.
With a lower number of data points it is also expected that there might be
bigger changes regarding the protein group identifications. This can be observed
on the left plot of Figure 3.1, and in the Table 3.1. The first requirement is
that the approach has a low statistical power in terms of the changes in protein
group identifications. From the Table 3.1 it is evident that all approaches cause a
statistically insignificant change. However, it is still evident that with an increase
in the number of available data points, the mean value moves towards 0%, and
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the standard deviation gets smaller. This confirms the idea, that having more
data points improves the robustness of the optimized calibration in terms of the
protein group identifications.
Based on the analysis of Figure 3.1, Table 3.1, and Table 3.2 we can conclude
the following. Approach 1.3 is definitely the most robust regarding the change in
the number of identified protein groups, but the improvement in the execution
time is insignificant. Approach 1.2 is compared to Approach 1.3 less robust
regarding the change in the number of identified protein groups, while performing
slightly better in terms of the execution time. Approach 1.1 is the least robust
of the three regarding the change in the number of identified protein groups,
but performs much better in terms of the execution time improvement. Since the
goal of this method is to improve the execution time, and since the changes in the
identified protein groups for Approach 1.1 are still statistically insignificant, we
would conclude that Approach 1.1 performs the best out of the three approaches.
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Mean [%] Std. dev. [%] p-value
Approach 2.1 -14.37 11.35 0.020
Approach 2.2 -13.83 10.76 0.024
Approach 2.3 -13.89 10.84 0.025
Table 3.4: 2nd calibration approach - the relative change in the execution time
(mean, standard deviation, and p-value)
perform well regarding the improvement of the execution time. From the Table
3.4 it is evident that all three approaches cause a statistically significant drop of
the execution time. The reason why they all perform similarly well is because
the search-space is in all cases relatively small compared to the search-space of a
standard calibration.
Similarly as with the execution time, we can observe a rather similar behaviour
regarding the change in protein group identifications (left plot of the Figure 3.2,
Table 3.3). Interestingly enough the mean change in the protein group identifi-
cations is actually greater than 0%, which could not be explained.
As mentioned before it can be observed that all cases of the 2nd approach
perform similarly well, therefore, it’s hard to determine which of the three would
be the best option. They are all statistically significantly better in terms of the
execution time, and cause statistically insignificant change in the protein group
identifications.
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3.1.3 3rd approach - Combining the 1st and the 2nd approach
Figures 3.3, and 3.4 represent the results of the approach described in the section
2.2.3. The 3rd approach sets the number of desired matches to 10000 and protein
filter PSM FDR threshold to 1%, 10000 and 50%, 20000 and 50%, 20000 and
100%, 30000 and 50%, and 30000 and 100% for Approach 3.1, Approach 3.2,
Approach 3.3, Approach 3.4, Approach 3.5, and Approach 3.6, respectively.
Figure 3.3: The influence of the 3rd calibration optimization approach on the
protein group identifications.
3.1.3.1 Discussion
The Figure 3.4 demonstrates how the number of data points influences the exe-
cution time. In Table 3.6 it can be observed that by increasing the parameters of
the 1st and the 2nd approach the mean is moving closer to 0%. Based on the p-
values from the Table 3.6 we can say that Approach 3.1, and Approach 3.3 cause a
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Mean [%] Std. dev. [%] p-value
Approach 3.1 -0.24 2.16 0.297
Approach 3.2 -0.35 1.29 0.267
Approach 3.3 -0.16 0.61 0.529
Approach 3.4 -0.34 0.64 0.167
Approach 3.5 0.05 0.35 0.811
Approach 3.6 0.01 0.30 0.961
Table 3.5: 3rd calibration approach - the relative change in the protein group
identifications (mean, standard deviation, and p-value)
Figure 3.4: The influence of the 3rd calibration optimization approach on the
execution time.
statistically significant improvement of the execution time. Interestingly enough,
the p-value of Approach 3.2 does not show statistical significance, although the
mean value is lower than the mean value of the Approach 3.3. That could be
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Mean [%] Std. dev. [%] p-value
Approach 3.1 -17.84 11.65 0.024
Approach 3.2 -14.98 10.97 0.073
Approach 3.3 -11.06 9.44 0.049
Approach 3.4 -9.59 8.54 0.076
Approach 3.5 -6.75 7.88 0.085
Approach 3.6 -5.96 13.24 0.090
Table 3.6: 3rd calibration approach - the relative change in the execution time
(mean, standard deviation, and p-value)
due to the fact that there is an experiment in Approach 3.2, where the execution
time was longer than with the standard calibration. Although Approach 3.2 does
not show statistically significant improvement in the execution time (based on
the p-value), we would still say that based on the Figure 3.4 it still performs
reasonably well. Although standard deviation is in general getting lower with an
increase in data points, it still stays relatively large, showing that the influence
of the optimized calibration varies greatly from one experiment to the other.
Regarding the changes in the protein group identifications we can look at
the Figure 3.3. Although the Approach 3.1 performed the best in terms of the
execution time, it performs the worst in terms of the protein group identifications.
The mean value of the Approach 3.1 (Table 3.5) is actually relatively close to 0%,
but the large standard deviation is not acceptable. Figure 3.4 is also a nice
representation on how the number of protein group identifications influence the
robustness of the optimization. With an increase of data points the mean and
standard deviation values move closer to 0% (Table 3.5).
Although in terms of the protein group identifications Approach 3.6 performs
by far the best, it performs very poorly regarding the improvement of the exe-
cution time (which is the goal of this method). Approach 3.1 performs by far
the best in terms of the execution time, but it performs poorly in terms of the
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protein group identifications. Approach 3.3 performs reasonably good in terms
of the protein group identifications, as well as in terms of the execution time.
Therefore, we would conclude that Approach 3.3 is the best of all 3rd approaches
at fulfilling goals of the optimized calibration (statistically significant improve-
ment in the execution time, and robust performance in terms of the protein group
identifications).
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Mean [%] Std. dev. [%] p-value
Protein groups 20.20 22.02 0.00003
Time fraction 5.61 3.16 /
Table 3.7: Mean, standard deviation, and p-value regarding the relative change
in the protein group identifications when using machine learning, and the fraction
of the total execution time that is consumed by the process.
Figure 3.6: Influence of excluding a specific feature from the machine learning
process on the protein group identifications.
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Mean [%] Std. dev. [%] p-value
1. PSM score -0.71 1.64 0.115
2. Delta PSM score -0.02 1.07 0.929
3. PSM charge -0.58 2.40 0.366
4. Fraction B -0.69 2.00 0.120
5. Fraction Y -0.61 2.48 0.353
6. Consecutive B 0.14 0.62 0.401
7. Consecutive Y 0.18 1.16 0.563
8. Peptide length -0.17 0.53 0.231
9. Peptide precursor intensity 0.06 0.53 0.693
10. Peptide precursor mass -0.09 0.82 0.690
11. Peptide precursor delta mass 0.58 1.79 0.224
12. Fragments delta mass 0.06 0.88 0.802
13. Number of features -0.50 1.07 0.089
14. Peptides to spectrum 0.26 1.49 0.514
15. Missed cleavages -0.57 0.84 0.019
Table 3.8: Influence of excluding a specific feature from the machine learning
process on the protein group identifications (mean, standard deviation, and p-
value)
15). The reason for a relatively large deviation in the relative change of the
protein group identifications is mostly due to the fact that in some cases there
is a relatively small number of protein groups identified when using the Pulsar
algorithm alone, and therefore Percolator makes a big relative difference, although
the absolute difference is in a similar range as in other experiments (e.g. in the
case of Experiment 15 the number of protein groups increases from 495 to 955).
Although the mean value is not that impressive, it is important to look at the
right plot of the Figure 3.5 as well. With information from Table 3.7 taken into
account, we can see that on average, the Percolator process consumes only 5.61%
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of the total execution time. Since the standard deviation is also reasonably small
at 3.16%, we could speculate that if this method would be combined with one of
the approaches from the method Improvement of execution time - optimized main
calibration (for instance Approach 3.3), we could achieve a 20% of an increase
in the protein group identifications without a significant change in the execution
time.
An important aspect of machine learning approaches is also the importance
of specific features on which the algorithm learns. To get an insight on how
different features influence the protein group identifications, we chose a take one
out approach, where we processed each experiment multiple times, each time
excluding one of the features. The relative influence of leaving a specific feature
out can be observed on the Figure 3.6. The first thing that we can notice is,
that for every feature there are experiments where the change is positive, and
experiments where the change is negative. That means that in some cases it was
beneficial to leave out a feature, and in others this resulted in a lower number of
identifications.
Although based on the Figure 3.6 a couple of features indicate that it would be
unacceptable to ignore that specific feature (PSM score, PSM charge, Fraction b,
etc.) in the machine learning process, there is only one feature (number of missed
cleavages) whose p-value indicates that the difference in means is statistically
significant. Ignoring the number of missed cleavages feature will on average result
in 0.57% less protein group identifications.
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Mean [%] Std. dev. [%] p-value
MaxQuant 104.6 29.9 0.017
SEQUEST(PD) 91.9 152.59 0.341
SEQUEST(PD) + Percolator 79.7 98.8 0.219
Table 3.10: Search engine comparison - relative difference in the execution time
compared to the Pulsar algorithm (mean, standard deviation, and p-value)
3.3.0.1 Discussion
As mentioned in Materials and Methods, the comparison of search engines has
been done on six different data sets. The results can be seen on the Figure 3.7.
The left plot of the figure represents the relative change in the protein group
identifications compared to the Pulsar algorithm. We can see that on these six
data sets SEQUEST search algorithm integrated in Thermo Proteome Discov-
erer performs worse than Pulsar algorithm, with an average relative difference of
-10.44% in protein group identifications (Table 3.9). MaxQuant performs much
better compared to SEQUEST, achieving similar number of protein group identi-
fications as the Pulsar algorithm (i.e. on average MaxQuant’s identifications are
0.46% lower). SEQUEST combined with the Percolator machine learning algo-
rithm (both integrated in Thermo Proteome Discoverer) outperforms the Pulsar
algorithm and all other search engines (i.e. on average 17.35% more protein group
identifications, with its corresponding p-value of 0.002).
Regarding the execution time we can look at the right plot of Figure 3.7,
and Table 3.10. What we see is that SEQUEST search algorithm (with and
without Percolator) integrated in Thermo Proteome Discoverer has a very large
standard deviation. And although in some cases it performs similarly well as
Pulsar algorithm, it under-performs greatly in other cases. Since we do not know
the full functionality behind Thermo Proteome Discoverer, it is hard to state
what could be the reason for such a difference. On the other hand, MaxQuant
performed consistently worse than Pulsar algorithm, with an average increase of
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104.6% in total execution time.
The most important thing in search engines is the number of identified protein
groups, with execution time bringing only additional value for users. With that
taken into account, we could say that based on these six experiments the Pulsar
algorithm performs slightly better than MaxQuant, with SEQUEST search algo-
rithm integrated in Thermo Proteome Discoverer performing the worst. In terms
of identifications SEQUEST search algorithm combined with Percolator machine
learning tool outperforms all other search engines.
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4 Conclusions
The goal of this thesis was to determine the overall quality of the Pulsar algorithm,
and to evaluate possible modifications that could further improve this search
engine.
In the chapter Results and Discussions, section 3.3, we came to a conclusion
that Pulsar algorithm performs well regarding the protein group identifications,
but is still outperformed when other search engines include machine learning ap-
proaches (i.e. SEQUEST + Percolator performs significantly better than Pulsar
algorithm with an average of 17.35% more protein group identifications, and a
p-value of 0.002).
However, with results of modifications presented in the chapter Results and
Discussions, section 3.1 and 3.2, we might be able to diminish the difference that
SEQUEST achieves by using Percolator.
In the section 3.1, we covered the influence of using different calibration op-
timization approaches on the protein group identifications and on the execution
time. Optimizing calibration is a very complex problem, since the outcome does
not depend only on the experiment, but also on the way how data points are
being filtered out. We could say that the 1st approach performs well regarding
the robustness of the protein group identifications (standard deviation from the
Table 3.1 is in all cases bellow 1.0, with the mean being reasonably close to 0%).
The 2nd approach performs well regarding the improvement in the execution time
(in the Table 3.4 all approaches show statistical significance regarding the change
of the execution time). The 3rd approach tries to combine the two properties
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from the 1st and the 2nd approach to achieve a robust performance regarding the
protein group identifications, while achieving a reasonable improvement in the
execution time. This can be nicely observed for Approach 3.3 which achieves a
mean improvement in the execution time of 11.06% (Table 3.6), while achieving
a mean drop in identified protein groups of 0.16%, with 0.64% being the standard
deviation (Table 3.5).
Moreover in the section 3.2, we covered the influence of using Percolator ma-
chine learning process on the Pulsar algorithm’s protein group identifications. We
can see that the features chosen for this method perform well, since they manage
to gain on average 20.20% of additional protein groups, consuming on average
only 5.61% of the total execution time (Table 3.7). Besides that we also looked at
the importance of each feature, and the fraction of the total execution time that
is consumed by the Percolator process. Based on the results presented on Figure
3.6 and Table 3.8, we could say that there is no need to exclude any of the fea-
tures that we have used, but that it is also difficult to determine when to exclude
a specific feature (i.e. its importance depends from experiment to experiment).
By combining approaches presented in sections 3.1 and 3.2, we could poten-
tially achieve an approximate 20% of an increase in identified protein groups,
with approximately 0% change in the total execution time. With these changes
in place, the Pulsar algorithm might even outperform SEQUEST when using the
Percolator in terms of identified protein groups and the execution time (Table
3.9).
Although the search engine comparison gives us a nice insight on how well
different search engines perform, additional experiments would be required to
further confirm the current conclusions. A large variety of different experiments
(e.g. different numbers of runs, applied modifications, types of proteolytic cleav-
age, type of mass analyzer, etc.) would insure that we get a good overview of
possible search engine performances.
We managed to achieve a reasonable improvement in execution time with
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filtering out the calibration data points. The execution time could be potentially
improved also by modifying other processes (e.g. modifying the scoring function),
although there is a chance that would significantly influence the quality of the
results and should therefore be thoroughly evaluated.
We also managed to successfully test the influence of the Percolator process
on the Pulsar algorithm’s protein group identifications. We managed to get sat-
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