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We investigate how fast and how effective photocarrier excitation can modify the exchange interaction Jex
in the prototype Mott-Hubbard insulator. We demonstrate an ultrafast quenching of Jex both by evaluating ex-
change integrals from a time-dependent response formalism, and by explicitly simulating laser-induced spin
precession in an antiferromagnet that is canted by an external magnetic field. In both cases, the electron dy-
namics is obtained from nonequilibrium dynamical mean-field theory. We find that the modified Jex emerges
already within a few electron hopping times after the pulse, with a reduction that is comparable to the effect of
chemical doping.
PACS numbers: 75.78.Jp,71.10.Fd
Magnetic long-range order and the dynamics of spins in
magnetic materials are governed by the exchange interaction
Jex, the strongest force of magnetism. Because Jex emerges
from the Pauli principle and the electrostatic Coulomb repul-
sion between electrons, it is sensitive to purely nonmagnetic
perturbations. This fact implies intriguing and largely un-
explored possibilities for the ultrafast control of magnetism
by femtosecond laser pulses, which is currently a very ac-
tive research area [1]. In principle, laser-excitation can effect
Jex by modulating the electronic structure (electron hopping,
Coulomb repulsion) and by creating a nonequilibrium distri-
bution of photoexcited carriers (photodoping). A modification
of Jex has been discussed within the context of experiments on
manganites [2–4], magnetic semi-conductors [5], and, using
static field gradients, ultracold atoms in optical lattices [6, 7].
While it might play a role as well in metallic ferromagnets
[8–11], ultrafast demagnetization [12] and laser-induced mag-
netization reversal [13–15] seem at least partly understood in
terms of a given time-independent Jex. Clearly, more theoret-
ical work is needed to understand how effective a modifica-
tion of Jex under nonequilibrium conditions can be, and how
fast Jex can be modified. The latter touches the fundamental
question for the time scale at which the description of spin
dynamics in terms of a Jex emerges from the full electronic
dynamics, before which Jex is not a valid concept at all. Al-
though this question has not been directly addressed in the ex-
periments mentioned above, an investigation of this ultimate
limit of spin dynamics is in range using today’s femtosecond
laser technology.
In general, the exchange interaction arises from a low-
energy description of the electronic states in terms of mag-
netic degrees of freedom. Recently, Secchi et al. defined
the nonequilibrium exchange interaction via an effective ac-
tion that governs the spin dynamics out of equilibrium, lead-
ing to an expression in terms of nonequilibrium electronic
Green’s functions [16]. Here, we apply this framework to the
paradigm single-band Mott-Hubbard insulator at half-filling,
for which the concept of exchange interaction in equilibrium
is very well understood. To directly assess the nonequilibrium
electron dynamics and evaluate the nonequilibrium Green’s
functions, we employ nonequilibrium dynamical mean field
theory (DMFT). Previous investigations of the antiferromag-
netic phase in the Hubbard model have demonstrated ultra-
fast melting of long-range order after an interaction quench
[17, 18]. Here, we will focus on the excitation with an electric
field pulse and weaker excitation strength, to assess the con-
trol of Jex within the ordered phase and to determine how fast
a rigid spin dynamics emerges after the excitation.
Model.— In this work we study the antiferromagnetic phase
of the repulsive Hubbard model at half-filling,
H =− t0
∑
〈i j〉σ
c
†
iσc jσ + U
∑
j
n j↑n j↓ + Bx
∑
j
S jx. (1)
Here c†iσ creates an electron at site i with spin σ =↑, ↓ along a
given spin quantization axis (the z axis). The first two terms
describe nearest-neighbor hopping t0 and repulsive on-site in-
teraction U. The third term introduces coupling of the spin
S jα = 12
∑
σσ′ c
†
jσ(σˆα)σσ′c jσ′ to a homogeneous magnetic
field Bx along the x axis (α = x, y, z; σˆα denote the Pauli
matrices). The latter allows us to probe transverse dynamics
of the antiferromagnetic order parameter in the y-z plane; the
x component of the total spin 〈S x〉 is conserved.
To solve the electron dynamics in the Hubbard model we
use nonequilibrium DMFT [19, 20]. Within DMFT [21],
which becomes exact in the limit of infinite dimensions [22],
local correlation functions are obtained from an effective im-
purity model in which one site of the lattice is coupled to
a noninteracting bath. In the presence of a transverse mag-
netic field Bx one must include spin-flip terms in the effec-
tive impurity action, which thus takes the form S = Sloc −
i
∫
dt
∫
dt′
∑
σσ′ cσ(t)†∆σσ′ (t, t′)cσ′(t′). Here, ∆σσ′ (t, t′) is the
hybridization function of the bath that is determined self-
consistently. The impurity model is solved within the pertur-
bative hybridization expansion (noncrossing approximation,
NCA). The incorporation of spin-flip terms ∆↑↓ is a straight-
forward extension to the nonequilibrium DMFT implementa-
tion and the NCA, which have been explained in Refs. [20]
and [23]. For completeness, we summarize explicit equa-
tions in the Supplementary Material. In general, the DMFT
approximation is expected to be appropriate when local corre-
2lations dominate, such as is the case in the Mott-insulating
phase for the short-time dynamics (up to ∼100 fs), when
the much slower (∼ps and beyond) inhomogeneous dynamics
(spin waves, domain growth) is not yet developed. The relia-
bility of the NCA impurity solver has been tested in equilib-
rium and for short-time dynamics by comparison with higher-
order hybridization expansions as well as with the numerically
exact quantum Monte Carlo impurity solver. Good agreement
was found at large U in the paramagnetic phase [23, 24] and
for the antiferromagnetic phase boundary [17].
Nonequilibrium exchange interactions.— For general
nonequilibrium situations, the exchange interaction is defined
in terms of an effective spin action that reproduces the spin
dynamics of the full electronic model. A formal derivation
of the spin interaction in such a model has been given by
Secchi and co-workers [16]. The essential idea is to define
the effective spin action in terms of time-dependent rotations
of the spin quantization axes ei(t), as described by Holstein-
Primakov bosons ξi(t). Starting from the electronic partition
function as a path integral over fermionic fields φ, one intro-
duces rotated fermion fields ψ and then expands the action
to second order in ξ. The rotated fermionic fields are in-
tegrated out, which leads to spin action with an interaction
term of the form Sspin[ξ∗, ξ] =
∑
i j
∫
dt
∫
dt′ ξ∗i (t)Ai j(t, t′)ξ j(t′).
The coupling Ai j(t, t′) between spin rotations at different times
and different sites i , j is expressed in terms of the spin-
dependent single-particle Green’s functions Gσi j(t, t′) and the
self-energies Σσi j(t, t′),
Ai j(t, t′) = R↓i j(t, t′)R↑ji(t′, t) + S ↓i j(t, t′)S ↑ji(t′, t)
−T↓i j(t, t′)G↑ji(t′, t) −G↓i j(t′, t)T↑ji(t′, t), (2)
where Tσi j(t, t′) = Σσi j(t, t′) + [Σ ·G · Σ]σi j (t, t′), Rσi j(t, t′) =
[G · Σ]σi j (t, t′), and S σi j(t, t′) = [Σ ·G]σi j (t, t′). These formu-
las are a direct generalization of the equilibrium formalism
[25, 26], which is based on variations of the total (free) en-
ergy δE = Jexθ2 for static spin rotations by a small angle θ.
We emphasize that Eq. (2) is valid for arbitrary fast and strong
fields, apart from neglecting of vertex corrections [16]. In ad-
dition, the expressions assume rotations from a collinear state.
Reduction of the action with a retarded (two-time) exchange
coupling to a spin Hamiltonian with an instantaneous (possi-
bly time-dependent) interaction is possible when the rotations
of the quantization axes are much slower than the electron
dynamics, and, in particular, slower than time-dependent fluc-
tuations of the local magnetic moments themselves. Then, we
can average over the fast electron dynamics,
Ji j(t) = Im
∫ ∞
0
dsAreti j (t, t − s). (3)
Still, Ji j(t) contains not only the exchange interactions, but
also the time-averaged reduction of the local spin by fluctua-
tions. The ”bare” exchange interactions between spin vectors
〈Si〉 are finally given by
J0i j(t) =
1
4
Ji j(t)
〈S iz〉〈S jz〉 . (4)
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FIG. 1: Bare exchange interaction as function of temperature for dif-
ferent values U, computed from the formula Eq. (4) (red open circles)
and from the canted geometry Eq. (5) (blue solid discs). For large U
the calculations show excellent agreement with the analytical result
|Jaex| = 2t20/U indicated with dashed lines.
In the regime where a rigid macrospin model is valid, J0i j
should determine the spin dynamics by a Landau-Lifshitz
equation. For a canted antiferromagnet on a bipartite lat-
tice in a transverse magnetic field Bx, we can write 〈 ˙S1〉 =
−〈S1〉 × Beff, where Beff = 2Jex〈S2〉 + Bxex. Here 〈S1,2〉 cor-
respond to the spin on the two sublattices, and the effective
exchange interaction is Jex =
∑
j J0i j. Using Ne´el symmetry
〈S 1y,z〉 = −〈S 2y,z〉, 〈S 1x〉 = +〈S 2x〉 we can infer the exchange
interaction in the canted geometry from the spin dynamics,
Jcex = −
Bx
4〈S 1x〉 −
1
4〈S 1x〉
〈 ˙S 1y〉
〈S 1z〉 . (5)
The validity of the instantaneous approximation is a funda-
mental question that is not resolved in general, and which will
be partially addressed below by comparison of the two Eqs.
(4) and (5).
Results.— We first solve the DMFT equations on the
Bethe lattice with a semielliptic density of states D(ǫ) =√
4 − ǫ2/2π. This setup implies a closed-form self-
consistency condition and allows us to compute the electronic
dynamics to long times, as needed for an accurate evaluation
of the integral in Eq. (3) (see the Supplementary Material).
Before exploring nonequilibrium, it is illustrative to eval-
uate the exchange interaction (4) in the familiar equilibrium
case. For the Mott insulator at half-filling, the static exchange
interaction at zero temperature can be obtained from a pertur-
bation expansion in the hopping, which yields |Jaex| = 2t20/U.
In Fig. 1, we compare the analytical value |Jaex| (dashed lines)
and the bare exchange interaction |J0ex| = |J012| computed from
the collinear DMFT solution using Eq. (4) (red circles) as
function of temperature for three values of U. In addition, we
solve the DMFT equations for the antiferromagnetic Mott in-
sulator in a weak transverse field of strength Bx and obtain an
estimate |Jcex| = |Bx/4〈S x〉| by comparing the canting 〈S x〉 of
spins to the prediction from a rigid macrospin model Eq. (5) in
the static limit (blue solid disks). We choose Bx = 0.64t20/U,
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FIG. 2: Comparison of the nonequilibrium exchange interaction
(open circles) in the quasistationary state after an interaction quench
∆U in the Bethe lattice with the equilibrium exchange interaction
of the chemically doped model (solid symbols) for U = 8 and dif-
ferent temperatures. The inset shows the bare time-dependent ex-
change interaction (solid line) and staggered magnetization (dashed
line) caused by the quench U = 4 → 8.
such that the canting angle at low temperature is about 10 de-
grees for all U. At large U, we find excellent agreement be-
tween Jaex, J0ex, and Jcex, where deviations between Jcex and Jaex
are on the order of (t0/U)2, which also confirms the validity of
the DMFT approximation for studying exchange interactions.
For smaller U, the deviation of J0ex from Jcex becomes more
pronounced, up to 25% at U = 4. The differences between
the two Eqs. (4) and (5) may have several possible origins: (i)
At small values of U, the rigid macrospin model is no longer
valid, because retardation effects in A(t, t′) become relevant,
(ii) vertex corrections to Eq. (2) become important, or (iii) J0ex
is a nearest-neighbor interaction while Eq. (5) also takes into
account next-nearest-neighbor terms. Below we will study
nonequilibrium exchange at large values of U. Nevertheless,
for moderate U, where retardation effects to the exchange be-
come important, we can still use Eq. (5) as a heuristic measure
for Jex, in the sense that it is the best estimate of an instanta-
neous exchange interaction which is in accordance with an
observed spin dynamics.
Next, we investigate how fast Jex can be modified under
electronic nonequilibrium conditions, which we generate by
suddenly changing U. It was recently demonstrated that af-
ter such an interaction quench the order parameter m quickly
relaxes to a quasistationary but nonthermal value [17] that is
protected from further decay by the slow recombination rate
of doublons and holes [27–30]. This transient state resembles
properties of a photodoped system in which charge carriers
are created by a short laser pulse. We will refer to the in-
duced change of the doublon and hole densities d and h with
respect to their equilibrium values d0 and h0 as photodoping
∆n = d + h − d0 − h0 = 2(d − d0). The inset of Fig. 2 shows
the evolution of the time-dependent nonequilibrium exchange
interaction (solid line) and order parameter (dashed line) for
a quench U = 4 → 8. [A Gaussian window exp(−s2/w2) of
length w = 10t0/π was used in Eq. (3) to ensure a smooth cut
off of the upper integration limit.] We find that |J0ex|, like m,
becomes stationary already on an electronic time scale, which
shows the emergence of a spin Hamiltonian on the timescale
of a few tens of inverse hoppings.
To study how effective Jex is modified, we evaluate it in
the quasistationary state after different excitation strengths
∆U = Uf − Ui = 0, . . . , 4, with final Uf = 8. The result is
shown by red open circles in Fig. 2 as a function of ”photo-
doping” ∆n, demonstrating a reduction of Jex to a value sig-
nificantly below the equilibrium difference J0ex(Ui) − J0ex(Uf).
The results are independent of a Gaussian cutoff in Eq. (3)
for w = 60t0/π. Only for the largest ∆U do we find a slight
dependence on w that indicates that J0ex is not yet fully sta-
tionary. Furthermore, the blue lines in Fig. 2 show the equi-
librium exchange interaction at chemical doping for different
temperatures. These results confirm the conclusions obtained
from analyzing the electronic spectrum [17], that properties of
the photodoped state with added doublons and holes resemble
those of the chemically doped state with the same total num-
ber of carriers: Adding doublons and holes causes an ultrafast
weakening, or “quenching” of the exchange interaction by an
amount comparable to that of chemical doping. Qualitatively,
the weakening of the antiferromagnetic exchange can result
from a lowering of the kinetic energy of mobile carriers in a
parallel spin alignment (for U = ∞ and small doping ferro-
magnetism is favored [31]).
Photoexcitation.— To further demonstrate the possibility of
changing Jex in a setup that is closer to the laser excitation
of condensed-matter systems, we study the Hubbard model
driven by an external electric field. This is implemented
for the infinite-dimensional hypercubic lattice with density of
states D(ǫ) = exp(−ǫ2)/√π, with the electric field pointing
along the body diagonal [20, 32]. Photoexcited carriers are
created by a single-cycle pulse E(t) = E0 sin(ωt) exp[−α(t −
tc)2], tc = π/ω, α = 4.6/t2c with a Gaussian envelope and a
center frequency of ω = U. To directly measure the transverse
spin dynamics associated with Jex, we study the system in a
canted geometry induced by a homogeneous magnetic field
Bx. Before laser excitation, the system is prepared in equilib-
rium with a canting angle determined by the balance of Bx and
Jex. When Jex is changed, this balance will be broken and a
spin resonance will be excited. Such spin resonances can, in
principle, be detected experimentally using magneto-optical
techniques [1] and THz spectroscopy [33]. In our simulations,
we extract the nonequilibrium exchange interaction by com-
paring the spin dynamics obtained within DMFT to the rigid
macrospin model, cf. Eq. (5). The results of this approach are
shown in Fig. 3, computed at U = 8, Bx = 0.01, and initial
temperature T = 0.03. The top panel shows that the sublattice
magnetization is initially in the x-z plane. Light to dark col-
ors indicate excitation strengths ranging from |E0|/t0 = 1 to
5.5. The bottom panel shows ∆J0ex ∼ 〈 ˙S 1y〉/〈S 1z〉, cf. Eq. (5),
where 〈 ˙S 1y〉 is computed from the time trace of 〈S 1y(t)〉. We
observe three different time scales in our simulations: (i) Fast
1/U oscillations on the timescale of the laser excitation, as
most clearly seen in the bottom panel. This characterizes the
4stabilization of the local magnetic moments. (ii) Relaxation
of the order parameter and the exchange interaction. (iii) The
onset of rigid rotation of the spin sublattices at quasistationary
values |〈S1〉| and Jcex. We estimate the time t∗ that it takes for
Jcex to become stationary from Jcex(t∗) − Jcex(tmax) < ε, where
ε is the numerical accuracy. The values t∗, which are indi-
cated as dots in the bottom panel of Fig. 3, show that a qua-
sistationary state and rigid spin dynamics emerge after a few
tens of inverse hoppings, similar as for the sudden change of
U. This relaxation time increases with the excitation density,
as the critical excitation for melting the antiferromagnetic or-
der is approached, but is much shorter than the period of spin
precession in the field, which supports the interpretation that
photoexcitation causes an ultrafast quenching of Jex. Further-
more, we find that direct photoexcitation has a similar effect
as the interaction quench; i.e., the efficiency of the modifi-
cation of Jex is determined by the number of photoexcited
carriers. This is demonstrated in Fig. 4 by plotting the ex-
tracted exchange interaction in the quasistationary state as a
function of the photodoping, together with equilibrium calcu-
lations in the canted geometry with chemical doping. In the
hypercubic lattice, we observe that photoexcitation modifies
Jcex slightly stronger than chemical doping. In addition, there
is a more pronounced temperature dependence of Jcex in equi-
librium. Both effects might be related to a slightly different
dynamics of low-energy (photo-) doped carriers in the Bethe
lattice and the hypercubic lattice, where the latter does not
have a sharp band edge in the density of states.
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FIG. 3: Induced spin dynamics (top) and modification of the ex-
change interaction (bottom) caused by excitation with an electric
field (hypercubic lattice, U = 8).
In summary, we report that photoexcitation causes an ul-
trafast quenching of the exchange interaction in a Mott insu-
lator. An effectively static Jex can be defined already on the
ultrafast time scale on the order of a few tens of inverse hop-
ping times, which is similar to the relaxation time of the order
parameter. The reduction of Jex is comparable to that of a
chemically doped state when measured in terms of the total
number of excited carriers. These results demonstrate intrigu-
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FIG. 4: Comparison of the nonequilibrium exchange interaction (red
open circles) computed from the induced precession (Fig. 3), with
the equilibrium exchange interaction in the chemically doped system
(blue lines).
ing possibilities to control magnetic order without magnetic
fields. Similar, or even more efficient ways to control Jex un-
der nonequilibrium conditions might be found by extending
our work to more complex multi-band systems such as the
prototype Mott-insulator V2O3 [34] and to materials with dif-
ferent exchange mechanisms.
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Supplementary material
Implementation of nonequilibrium DMFT with a transverse
magnetic field
In the supplementary material we describe in detail how we
implement the nonequilibrium DMFT for the antiferromag-
netic phase of the Hubbard model in a transverse magnetic
field,
H =−
∑
〈i j〉σ
ti j c
†
iσc jσ + U
∑
j
n j↑n j↓ + Bx
∑
j
S jx − µ
∑
jσ
n jσ.
(6)
Apart from the incorporation of spin-flip terms in the DMFT
impurity action and the self-consistency relations, the result-
ing equations are a straightforward extension of the equations
for the paramagnetic phase and the collinear antiferromagnet,
which have been described previously [20, 23].
The impurity model
To describe a magnetically ordered system, we introduce
Keldysh Green’s functions which are 2 × 2 matrices in spin-
5space,
ˆG j j′(t, t′) = −i〈 TC ˆψ j(t) ˆψ†j′ (t) 〉S (7)
=
(
−i〈TC c j↑(t) c†j′↑(t) 〉S −i〈TC c j↑(t) c†j′↓(t) 〉S
−i〈TC c j↓(t) c†j′↑(t) 〉S −i〈TC c j↓(t) c†j′↓(t) 〉S
)
. (8)
Here ˆψ j is the spinor
ˆψ j =
(
c j↑
c j↓
)
, (9)
C is the L-shaped Keldysh contour that extends from 0 to some
maximum time tmax along the real axis, back to 0, and to −iβ
along the imaginary time axis, and
〈TC · · · 〉S ≡ tr
[TCeS · · · ] / tr[TCeS ] (10)
denotes the contour-ordered expectation value for an action
S; the action for the lattice model (6) is given by ˆS =
−i ∫C d ¯t ˆH(¯t). We follow Ref. [20] for the notation for Keldysh
Green’s and their convolution and time-derivatives along C.
The antiferromagnetic DMFT solution is obtained on a bi-
partite lattice at and close to half-filling. The local Green’s
function ˆGα for a site on sub-lattice α = A, B of the bipartite
lattice is obtained from an impurity model with action
ˆSα = −i
∫
C
dt Hloc,α(t) − i
∫
C
dtdt′ ˆψ†(t) ˆ∆α(t, t′) ˆψ(t′), (11)
where Hloc,α(t) is the local part of Hamiltonian (6), and
ˆ∆α(t, t′) is the hybridization matrix, which is later determined
self-consistently.
In order to compute compute the impurity Green’s function
ˆGα(t, t′) = −i〈 TC ˆψ(t) ˆψ†(t) 〉 ˆSα , (12)
we use the lowest strong-coupling impurity solver [23] (non-
crossing approximation, NCA), which is a self-consistent ex-
pansion in the hybridization function ˆ∆α(t, t′). The hybridiza-
tion expansion can be formulated in terms of pseudo-particle
propagators Gnm, whose flavor indices n, m correspond to the
many-body states of the impurity. These propagators satisfy
a Dyson equation, with a self-energy S that is given by a di-
agrammatic expansion in the hybridization function. In the
present case, a basis of the local Hilbert space at the im-
purity model is given by the four states |0〉, |σ〉 ≡ c†σ|0〉
(for σ = ±), and |2〉 ≡ c†↑c†↓|0〉. Because the Hloc and
ˆ∆α(t, t′) allow spin-flip terms, pseudo-particle propagatorsGnm
are only diagonal in particle number of |n〉 and |m〉, but not in
spin. Hence, we introduce three propagators, G(0) ≡ G|0〉,|0〉,
G(2) ≡ G|2〉,|2〉, and G(1)σσ′ ≡ G|σ〉,|σ′〉, and corresponding self-
energies S(n)(t, t′), n = 0, 1, 2. From the the diagrammatic
rules for a general multi-orbital case as stated in Ref. [23], we
obtain
S
(0)(t, t′) = −i
∑
σ,σ′
G(1)σσ′ (t, t′)∆σ′σ(t′, t) (13)
S
(1)
σσ′ (t, t′) = iG(0)(t, t′)∆σσ′ (t, t′) − iσ¯σ¯′G(2)(t, t′)∆σ¯′σ¯(t′, t)
(14)
S
(2)(t, t′) = i
∑
σσ′
σ¯σ¯′G(1)σσ′ (t, t′)∆σ¯σ¯′ (t, t′). (15)
Finally, the local Green’s function is given by evaluation of
the “bubble diagram” [23]
Gσσ′ (t, t′) = iG(0)(t′, t)G(1)σσ′ (t, t′) − iσσ′G(1)σ¯′σ¯(t′, t)G(2)(t, t′).
(16)
DMFT self-consistency for the Bethe lattice
For a Bethe lattice with nearest neighbor hopping ti j ≡
t0/
√
Z in the limit Z → ∞, which has a semi-elliptic density
of states D(ǫ) = √4 − ǫ2/2π for t0 = 1, the hybridization
function is determined by the closed form self-consistency
equation [21]
ˆ∆α(t, t′) = t20 ˆGα¯(t, t′), (17)
where α¯ = B(A) for α = A(B). The NCA equations together
with Eq. (17) provide a closed set of equations that is numeri-
cally propagated in time as described in Ref. [20].
DMFT self-consistency for the hypercubic lattice
To solve the DMFT equation on a cubic lattice with A/B
sub-lattice symmetry breaking, we let L′ denote the magnetic
superlattice of points R j, and L is the full lattice with atoms
at coordinates r jα = R j + δα, α = A, B. For example, we
can choose L′ as the A-sublattice of the bipartite cubic lattice,
such that δA = 0, δB = (1, 0, ...). We then introduce the Fourier
transform with respect to the coordinate R j,
cKασ =
1√
L′
∑
j∈L′
e−iK(R j+δα)c jασ, (18)
c jασ =
1√
L′
∑
K∈B′
eiK(R j+δα)cKασ, (19)
where L′ is the number points in L′, and B′ is the first Bril-
louin zone of the magnetic superlattice. To describe the bro-
ken symmetry phase, we introduce super-spinors
ˆΨK =


cK,A,↑
cK,A,↓
cK,B,↑
cK,B,↓

 ≡
(
ˆψK,A
ˆψK,B
)
, (20)
6and corresponding Green’s functions
ˆGK(t) = −i〈TC ˆΨK(t) ˆΨ†K(t′)〉 (21)
≡
(
ˆGK,AA(t, t′) ˆGK,AB(t, t′)
ˆGK,BA(t, t′) ˆGK,BB(t, t′)
)
, (22)
where the second expression is a block-matrix with en-
tries ˆGK,αα′ (t, t′) = −i〈TC ˆψK,α(t) ˆψ†K,α′ (t′)〉. With this, the
quadratic part of the Hamiltonian (6) can be rewritten as∑
K∈B′
ˆΨ
†
K
ˆHK ˆΨK , with
ˆHK =
(
ˆHloc,A ǫˆK
ǫˆK ˆHloc,B
)
, (23)
where ˆHloc,A = ˆHloc,B = σˆxBx and ǫˆK = ǫK ˆ1, with the 2 ×
2 unit matrix ˆ1. The electronic dispersion ǫK may be time-
dependent due to inclusion of a external electric field via the
Peierls substitution (see below). The Dyson equation has a
4×4-structure,
ˆG−1K (t, t′) = δC(t, t′)[(i∂t + µ)ˆ1 − ˆHK] − ˆΣ(t, t′), (24)
with the spatially local self energy
ˆΣ(t, t′) =
(
ˆΣA(t, t′) 0
0 ˆΣB(t, t′)
)
, (25)
ˆΣα(t, t′) =
(
Σα,↑↑(t, t′) Σα,↑↓(t, t′)
Σα,↓↑(t, t′) Σα,↓↓(t, t′)
)
. (26)
Numerically, it is convenient to solve the DMFT equations
without explicitly solving for the self energy. By introducing
ˆZα = [i∂t + µ − ˆHloc,α − ˆΣα]−1, the impurity Dyson equation
reads
ˆGα = ˆZα + ˆZα ∗ ˆ∆α ∗ ˆGα, (27)
and the lattice Dyson equation is given by
ˆGK =
(
ˆZA 0
0 ˆZB
)
+
(
ˆZA 0
0 ˆZB
)
∗
(
0 ǫˆK
ǫˆK 0
)
∗ ˆGK . (28)
The lattice Dyson equation can be written explicitly for its
four 2 × 2 components,
ˆGK,AA = ˆZA + ˆZA ∗ ǫˆK ∗ ˆZB ∗ ǫˆK ∗ ˆGK,AA, (29)
ˆGK,BB = ˆZB + ˆZB ∗ ǫˆK ∗ ˆZA ∗ ǫˆK ∗ ˆGK,BB, (30)
ˆGK,AB = ˆZA ∗ ǫˆK ∗ ˆGK,BB, (31)
ˆGK,BA = ˆZB ∗ ǫˆK ∗ ˆGK,AA, (32)
(where we have reinserted the expressions for ˆGK,AB and
ˆGK,BA into the equations for ˆGK,AA and ˆGK,BB.) By sum-
ming these equations over K and comparing with the impurity
Dyson equation, we then obtain an explicit equation for the
hybridization function (for α = A, B). For this it is convenient
to introduce the moments
ˆGα =
1
L′
∑
K∈B′
ˆGK,αα (33)
ˆG(1)α ≡
1
L′
∑
K∈B′
ǫˆK ∗ ˆZα¯ ∗ ǫˆK ∗ ˆGK,αα (34)
= ˆ∆α ∗Gα, (35)
ˆG(2)α ≡
1
L′
∑
K∈B′
ǫˆK ∗ ˆZα¯ ∗ ǫˆK ∗ ˆGK,αα ∗ ǫˆK ∗ ˆZα¯ ∗ ǫˆK
+
1
L′
∑
K∈B′
ǫˆK ∗ ˆZα¯ ∗ ǫˆK (36)
= ˆ∆α +
ˆ∆α ∗Gα ∗ ˆ∆α. (37)
Here Eqs. (35) and (37) follow from comparison with the im-
purity Dyson equation (27). Combining the two equations, we
obtain
(ˆ1 + ˆG(1)α ) ∗ ˆ∆α = ˆG(2)α , (38)
from which the hybridization can be determined, thus closing
the DMFT self-consistency.
Throughout this work we consider magnetic fields along
x, perpendicular to the antiferromagnetic order parameter. In
this case, the system is invariant under a translation by one
lattice constant and spin rotation by π around the axis of the
B-field. This symmetry can be used to relate local quantities
at the A and B sites, i.e.,
ˆΣB = σˆx ˆΣAσˆx, (39)
and analogous for the functions ˆZα, ˆGα, and ˆ∆α. Explicitly,(
ΣB,↑↑(t, t′) ΣB,↑↓(t, t′)
ΣB,↓↑(t, t′) ΣB,↓↓(t, t′)
)
=
(
ΣA,↓↓(t, t′) ΣA,↓↑(t, t′)
ΣA,↑↓(t, t′) ΣA,↑↑(t, t′)
)
. (40)
This symmetry leads to a considerable reduction of the nu-
merical complexity, because one can make the 4 × 4 Dyson
equation (28) 2× 2 block-diagonal with the basis change
ˆV =
1√
2
(
ˆ1 σˆx
σˆx −ˆ1
)
. (41)
The symmetry (39) implies
ˆV
(
ˆZA 0
0 ˆZB
)
ˆV† =
(
ˆZA 0
0 ˆZB
)
, (42)
and we have
ˆV
(
0 ǫˆK
ǫˆK 0
)
ˆV† =
(
ǫKσˆx 0
0 −ǫKσˆx
)
. (43)
Thus the Dyson equation for the transformed 4 × 4 Green’s
functions
˜GK(t, t′) = ˆV ˆGK(t, t′) ˆV†. (44)
7is block-diagonal: When we introduce the notation
˜GK ≡
(
ˆG+K 0
0 σˆx ˆG−K σˆx
)
, (45)
(the σˆx in the second coefficients are introduced for conve-
nience), the two blocks are obtained by solving two Dyson
equations,
ˆZA + ˆZA ∗ ǫKσˆx ∗ ˆG+K = ˆG+K (46)
ˆZA − ˆZA ∗ ǫKσˆx ∗ ˆG−K = ˆG−K , (47)
where we have again used the symmetry ˆZB = σˆx ˆZAσˆx in
the second equation. The back-transformation to the original
basis, ˆGK = ˆV† ˆGK ˆV , gives
ˆGK =
1
2
(
ˆG+K + ˆG
−
K ( ˆG+K − ˆG−K )σˆx
σˆx( ˆG+K − ˆG−K ) σˆx( ˆG+K + ˆG−K )σˆx
)
. (48)
The K-summed quantities (33), (34), and (36) are thus ob-
tained as
ˆGA =
1
2L′
∑
K∈B′
ˆG+K + ˆG−K (49)
ˆG(1)A =
1
2L′
∑
K∈B′
ǫKσˆx ∗ ( ˆG+K − ˆG−K ) (50)
ˆG(2)A =
1
2L′
∑
K∈B′
ǫKσˆx ∗ ( ˆG+K + ˆG−K ) ∗ σˆxǫK . (51)
Here we have used Eqs. (31) and (32) in Eqs. (34), and (36),
and then replaced ˆGKα,α′ by the explicit expressions obtained
from Eq. (48). Because all convolutions involve the time-local
functions ǫK , they are evaluated without numerical cost.
The final set of DMFT equations, to be solved succes-
sively timestep after timestep, is thus given by: (i) Solve one
impurity model (the one on the A-lattice), i.e, compute ˆGA
[Eq. (12)] from the action (11) with hybridization ˆ∆A. (ii)
Solve Eq. (27) for ˆZA. (iii) Solve two equations (46) and (47)
for ˆG+K and ˆG
−
K . (iv) Evaluate the sums Eq. (49) to (51). (v)
Compute the new hybridization function ˆ∆A from Eq. (38).
Finally, the summation over K is reduced to an integral over
the density of states, as described in Ref. [32]. We consider a
cubic lattice with pure nearest neighbor hopping, and an elec-
tric field E(t) = E(t)(1, 1, 1, ...) which is pointing along the
body-diagonal of the unit cell. Then
ǫK =
−2t∗√
2d
d∑
α=1
cos(kα − A(t))
= cos(A(t))ǫ0K + sin(A(t))ǫ¯0K, (52)
where ǫ0K and ǫ¯0K are band energies in the zero-field case, and
A(t) is the vector potential. The equations use a gauge with
zero scalar potential, i.e., E(t) = −∂tA(t), and the unit of the
field is hopping/(e × lattice constant). Since all functions de-
pend on K only via ǫ0K and ǫ¯0K , we can reduce the K sum as
1
L′
∑
K∈B′
f (ǫ0K , ǫ¯0K) =
∫
dǫ dǫ¯ f (ǫ, ǫ¯)D′(ǫ, ǫ¯), (53)
with the density of states for the reduced zone
D′(ǫ, ǫ¯) = 1
L′
∑
K∈B′
δ(ǫ − ǫ0K)δ(ǫ¯ − ǫ¯0K). (54)
Because all points in the full BZ B can be obtained by {K, K+
Q} with K ∈ B′ and Q = (π, π, ...), and because ǫ0K+Q = −ǫ0K,
we can choose the reduced BZ B′ as all K with ǫ0K < 0. Hence
we have
D′(ǫ, ǫ¯) = 2Θ(−ǫ)D(ǫ, ǫ¯), (55)
where D(ǫ, ǫ¯) is the density of states for the full BZ. We
will work in the limit of infinite dimensions, with D(ǫ, ǫ¯) =
e−ǫ
2
e−ǫ¯
2 [32].
We close with the remark that the DMFT equations con-
serve the total spin along the direction of B. The magnetic
field Bx thus determines only the time-independent expecta-
tion value of the initial field, while any time-dependence of a
homogeneous magnetic field implies a trivial time-dependent
rotation of the Green’s functions in spin space.
Evaluation the exchange formulas
In this section we describe how we evaluate numerically the
exchange interactions [Eq. (2) of the main text] within DMFT.
In contrast to the evaluation of the DMFT self-consistency de-
scribed above, this requires an explicit knowledge of the self
energy. Below we discuss how the self energy Σi(t, t′) is eval-
uated using numerical derivatives. Once Σi(t, t′) is computed,
the exchange interactions are evaluated by making the appro-
priate products and convolutions.
Within NCA, the self-consistent solution of the impurity
model gives us direct access to the local Green function
Gi(t, t′) and the hybridization function ∆i(t, t′) (where possi-
ble we omit the spin index σ). Σi(t, t′) is related to Gi(t, t′)
and ∆i(t, t′) by the impurity Dyson equation:
i∂tGi − [∆i ∗Gi] = 1 + [Σi ∗Gi] , (56)
where 1 indicates the delta function δC(t, t′) on the Keldysh
contour. To be able to handle the equal-time discontinuities of
the Green’s functions and self energies analytically, we write
the self-energy as Σi = ¯Σi + Σ′i . Here ¯Σi(t, t′) = δC(t, t′)ΣHi (t)
is the Hartree component of the self-energy and Σ′i (t, t′) is the
part of the self-energy which is finite at t = t′.
The Hartree component is computed by invoking a first nu-
merical derivative, indicated as ∂Nt, which is evaluated only
for t = t′ ± ε. Denoting Fi = Σi ∗ Gi we write the Dyson
equation as:
Fi = i∂tGi − 1 − ∆i ∗Gi (57)
= (i∂NtGi + 1)− 1 − ∆i ∗Gi = i∂NtGi − ∆i ∗Gi.
ΣHσ¯i (t) now follows directly from the equal time contribution
Fi(t, t). On the real-time axis we have
F>σi (t, t) − F<σi (t, t) = −iΣHσ¯i (t), (58)
8where we used that G>(t, t)−G<(t, t) = −i. On the Matsubara
axis we have equivalently Fσi (0) + Fσi (β) = −ΣHσi (0).
To compute the component Σ′i (t, t′) we invoke a second
derivative and write the local T matrix as:
Ti = i∂tF†i − ∆i ∗ F†i = [i∂tGi − ∆i ∗Gi] ∗ Σi
= [i∂NtGi + 1 − ∆i ∗Gi] ∗ Σi (59)
= i∂NtF†i − ∆i ∗ F†i + Σi.
In addition, we have
Ti = [i∂tGi − ∆i ∗Gi] ∗ Σi = Σi + Σi ∗Gi ∗ Σi
= ¯Σi + Σ
′
i + Fi ∗ ( ¯Σi + Σ′i ) (60)
= ¯Σi + Fi ΣHi + (1 + Fi) ∗ Σ′i .
By subtracting Eq. (59) and Eq. (60) we obtain:
(1 + Fi) ∗ Σ′i = i∂NtF†i − ∆i ∗ F†i − Fi ΣHi . (61)
Finally, the self-energy Σ′i is evaluated by inverting Eq. (61).
This integral equation corresponds to a Volterra equation of
the second kind, which is numerically well conditioned.
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