Assume that X is a connected regular undirected graph of finite order n. Let N k denote the number of geodesic cycles on X of length k. The numbers {N k } ∞ k=1 first appeared in the Ihara zeta function of X. The Hasse-Weil bounds on {N k } ∞ k=1 provide a necessary and sufficient condition for X as a Ramanujan graph. For a given k, we propose a fast algorithm that computes the number N k in O(n ω lg k) time, where ω < 2.3727 is the exponent of matrix multiplication.
Introduction
Assume that X is a connected (q + 1)-regular undirected graph with n vertices and m edges. A cycle here is meant to be a closed walk. A cycle is geodesic if its all shifted cycles are backtrackless. Let N k denote the number of geodesic cycles on X of length k ≥ 1. The Ihara zeta function Z(u) of X is defined as the analytic continuation of
The Ihara zeta function Z(u) of X was first considered by Y. Ihara [9] in the context of discrete groups. As suggested by J.-P. Serre, Z(u) has a graph-theoretical interpretation [14] . Recall that X is said to be Ramanujan [11] whenever |λ| ≤ 2q 1 2 for all eigenvalues λ of X with λ = ±(q + 1). It was discovered by T. Sunada [15] that Z(u) satisfies an analogue of the Riemann hypothesis if and only if X is a Ramanujan graph. A recent result [7] provides a necessary and sufficient condition for X as Ramanujan in terms of Hasse-Weil bounds on {N k } ∞ k=1 . Besides number theory, the Ihara zeta function of X has connections to free groups, spectral graph theory, and dynamical systems [4, 5, 8, 10, 12, 13, 16, 17] .
The directed edge matrix W of X is a 2m × 2m matrix indexed by the oriented edges of X with W ef = 1 if the end point of e is the start point of f and e is not the opposite of f , 0 else for all oriented edges e, f of X. Observe that
Note that (1) holds for irregular graphs. In other words, this establishes the following formula [1, 6, 16] :
To obtain W k , it only uses at most 2⌊lg k⌋ times of 2m × 2m matrix multiplication by applying binary exponentiation. Multiplying two p × p matrices, an improvement of Coppersmith-Winograd algorithm [2, 3, 18] can be finished in O(p ω ) time, where ω < 2.3727. Thus, along the vein (1) the computation of N k takes O(m ω lg k) time.
Let A denote the adjacency matrix of X. With the inputs A and an integer k ≥ 1, we design an algorithm that computes N k more efficiently than (2) when the parameter q is large. The pseduocode is as follows.
NGC(A, k)
1 n = the number of rows of
Indices(k)
1 let L denote a new empty array 2 L.append (k) / / L.append () means to add the parameter to the end of L 3 / / the indices of L start with 0 4 while k is even
if k is even 12 k = k − 1 13 return L
Correctness and time complexity
The NGC procedure is a bottom-up dynamic programming algorithm. In this section we prove the correctness of NGC and analyze its running time. For convenience we always assume that k is a positive integer. Lemma 2.1. Let L denote the output array of Indices(k). For any entry L[i] > 1 the following hold: is built in the next iteration. Therefore (ii) follows.
In the following lemmas we state two loop invariants. Decrementing i for the next iteration, the loop invariant is maintained. The lemma follows.
Define a family of polynomials
with T 0 (x) = 2 and T 1 (x) = x. The polynomial 1 Lemma 2.3. At the start of each iteration of the for loop of lines 7-24 of NGC(A, k), the entry
Proof. Prior to the first iteration of the loop, T [0] = A and L[i] = 1. Hence the loop invariant holds for the first time. To see each iteration preserves the loop invariant, we suppose that L[i − 1] is even first. By Lemma 2.1(i) lines 12-14 make
. Hence line 18 makes (5)).
Now suppose that L[i − 1] is odd. By Lemma 2.1(ii), lines 20-22 make (
. Combined with the loop invariant, lines 8-10 set
Hence line 24 makes (5)).
Decrementing i for the next iteration, the loop invariant is preserved. The lemma follows. Proof. In addition to (2) the Ihara zeta function Z(u) of X has the following celebrated formula [1, 9] :
We change the variable u to q − 1 2 u and then take logarithm and differential on either side of (6). Multiplying the resulting equation by u yields that ∞ k=1 q − k 2 N k u k is equal to n(q−1)
From the coefficients we see that
for all odd k ≥ 1, n(q − 1) + q k 2 trace(T k (q − 1 2 A)) for all even k ≥ 2.
At termination of the for loop of lines 7-24, the value i = 0. Since the input k is stored in L[0], it follows from Lemma 2.3 that T [0] = q k 2 T k (q − 1 2 A) after the for loop of lines 7-24. Therefore lines 25-27 return the number N k by (7) . The correctness follows.
Theorem 2.5. NGC(A, k) runs in O(n ω lg k) time, where ω < 2.3727 is the exponent of matrix multiplication.
Proof. Let b ⌊lg k⌋ b ⌊lg k⌋−1 · · · b 0 denote the binary representation of k. Let h denote the rightmost index with b h = 1. Observe that lines 2-6 of Indices(k) increase the length of L by h + 1 and lines 7-12 of Indices(k) increase the length of L by double of ⌊lg k⌋ − h. Hence l = 2⌊lg k⌋ − h + 1.
Since n × n matrix multiplication appears in NGC(A, k) exactly l − 1 times, the time complexity is O(n ω lg k).
