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A GIRSANOV RESULT FOR THE PETTIS INTEGRAL
DOMENICO CANDELORO, ANNA RITA SAMBUCINI,
AND LUCA TRASTULLI
Abstract. A kind of Pettis integral representation for a Banach val-
ued Itoˆ process is given and its drift term is modified using a Girsanov
Theorem.
1. Introduction
A very important tool in measure theory and in mathematical finance
is the Girsanov theorem, strictly linked to the well-known Wiener stochas-
tic process called the standard Brownian motion (wt)t∈[0,∞), defined on a
probability space (Ω,A,P) (a classic formulation of this result in the scalar
case can be found for example in [27], while for extension to vector lat-
tices see [22]). This theorem allows to change the probability measure P,
through the definition of a Radon-Nikody´m derivative, in order to obtain
an equivalent measure Q such that, if wt is the standard Brownian motion
on the probability space (Ω,A,P) (and then it results to be a martingale in
itself under P), its transform w˜t is still a Brownian motion on the probabil-
ity space (Ω,A,Q). The new measure Q is called an equivalent martingale
measure for wt with respect to P. The necessity of changing measure arises,
for example, in the Black-Scholes models (in this context they are called
neutral risk measure). So Girsanov Theorem describes how the dynamics
of stochastic processes change when the original measure is changed to an
equivalent probability measure. At the same time, for many applications,
such as conditional measures we need to work with measures or random
variables taking values in a suitable Banach space. In this paper we want
to generalize the Girsanov Theorem in a more abstract contest.
This research could be motivated, for example, by the study of a Brown-
ian motion wt, conditioned by the future wT . We follow the idea formulated
in [27] for the real Brownian motion, that defines the Radon-Nikody´m de-
rivative using the density functions of the processes wt and of its transform
w˜t := wt +
∫ t
0
r(s)ds, for a suitable scalar function r that links the drift
and diffusion terms. Then it follows that, under the new measure Q, the
transformed process w˜t is a Brownian motion and a martingale in itself.
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In Banach spaces were introduced and studied different types of integrals
that generalize the Bochner one. We want to point out that this topic is
interesting also from the point of view of measure and integration theory, as
showed in the papers [1,2,4–6,9,10,12,13,15–18,20,24,25,28–30,33,35,37].
In a previous research we have obtained a Girsanov result for the Birkhoff
integral of a vector-valued function [7,8] and a Radon Nikodym result in [3].
In this paper we want to weaken the hypothesis of integrability and examine
the case of the Pettis integrability when the space X is a Banach space not
necessarily separable, the use of non-absolute integrals is also motivated by
applications, as shown in [11,14,18].
The organization of the paper is as follows: in Section 2 we will introduce
the Pettis stochastic integral and we recall some results, while in Section 3
a Girsanov result (Theorem 3.4) for vector measures is obtained. Finally a
particular case is investigated.
2. Definitions
We recall some definitions. Let I ⊂ R be an interval of the real line,
(Ω,A) a measurable space, ν : A → R+0 be a scalar measure. With the
symbol P (P : A → [0, 1]) we denote a probability measure.
Definition 2.1. Given two measures P,Q on a measurable space (Ω,A), we
say that Q is absolutely continuous on A with respect to P, (Q≪ P), if for
every A ∈ A such that P(A) = 0, we have that Q(A) = 0. Two measures
that are absolutely continuous one respect to the other are said to be two
equivalent measures.
Let (X, ‖·‖) be a Banach space, with the topology induced by its norm,
X∗ its dual and B(X) be the σ-algebra of Borel on X.
A filtration F = (Ft)t∈I on a probability space (Ω,A,P) is an increasing
family of sub-σ-algebras of A. (Ω,A,P) provided with a filtration Ft is said
to be a filtered space.
Definition 2.2. We say that a collection of random variables (Zt)t∈I is an
X-valued stochastic process if the function Z : (I×Ω,B(I)⊗A)→ (X,B(X))
is a measurable function.
If Zt is an X-valued stochastic process, then
• for every t ∈ I, Zt is a random variable that takes values in X, while
• the function Z(ω) : I → X for every ω ∈ Ω is called a trajectory of
the process Z;
• Z is continuous a.s if for almost all ω ∈ Ω the trajectory Z(ω, ·) is a
continuous function from I to X.
Definition 2.3. Given a stochastic process Z = (Zt)t∈[0,T ] ,
• the natural filtration for Z is defined for every t as the σ-algebra
described by the stochastic process at all the previous times, namely
F˜t = σ {Zs, s ∈ [0, t]} ;
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• Z is adapted to a filtration (Ft)t if Zt is Ft measurable for every t ∈
[0, T ]. Obviously, every process is adapted to its natural filtration.
• Z, it is progressively measurable with respect to the filtration Ft, if
for every t ∈ I we have that Z|[0,t]×Ω is B([0, t])×Ft measurable.
We use capital letters as Zt to refer to X-valued stochastic processes,
while we use lower case letters as zt to refer to real stochastic processes.
Definition 2.4. We say that zt is a martingale with respect to the filtration
(Ft)t if zt is Ft adapted and E(zt|Fs) = zs, for all t, s ∈ I, s ≤ t. A process
that is a martingale with respect to its natural filtration is said to be a
martingale in itself.
It is important to notice that in the definition of martingale the underly-
ing measure has a key role in the expected value, so a process could be or
not a martingale depending on the measure P that we consider. If the pro-
cess zt is a martingale (under P), then the measure P is called a martingale
measure.
An equivalent martingale measure is also called a risk-neutral measure and
it is used for example in financial market in order to obtain an arbitrage-free
price for each asset in the market.
Sometimes, it is useful to work with stochastic processes that satisfy a
local version of the martingale property.
Definition 2.5. A real stochastic process zt, t ∈ [0, T ] defined on a filtered
probability space (Ω,A,P,F) is a local martingale with respect to Ft if
there exists an increasing sequence (τn)n of Ft-stopping times, such that
lim
n→∞
τn = T and for every n ∈ N, the process zt∧τn is a F-martingale.
Among real stochastic processes we consider
Definition 2.6. (wt)t∈[0,T ] is a real Brownian motion if it satisfies these
properties:
• w0 = 0 a.s. ;
• wt is Ft adapted and continuous a.s. ;
• wt has independent increments i.e. for very s, t ∈ [0, T ] such that
s ≤ t we have that the increment wt −ws is independent by Fs and
it follows a normal distribution of parameters N (0, t− s).
Definition 2.7. Given p ≥ 1, a stochastic process zt belongs to the class
Lp(F) if zt is a progressively measurable process with respect to the filtration
Ft and
∫ T
0
E(|zt|p)dt <∞.
Definition 2.8. Given the standard Brownian motion (wt)t∈[0,T ] on the fil-
tered space of probability (Ω,A,P,F) , where the filtration is the natural one
of the Brownian motion and a process θt ∈ L2(F), we define the exponential
martingale relative to θ as
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(1) yt(θ) = exp
{
−1
2
∫ t
0
θ2sds−
∫ t
0
θsdws
}
.
From now on we denote with (wt)t∈[0,T ] the standard real Brownian mo-
tion on the probability space (Ω,A,P) , and, unless otherwise specified, we
denote with Ft its natural filtration. We recall that, by independent in-
crements property, the Brownian motion wt is a continuous, Gaussian real
process and has a normal distribution of parameters N (0, t), it results to
be a martingale in itself and it is progressively measurable with respect to
its natural filtration.
For what is unexplained relatively to stochastic processes we refer to [2, 23,
27,31,34,38].
Definition 2.9. We say that Φ : Ω→ X is Pettis integrable with respect to
ν if Φ is weakly measurable and for every set D ∈ A there exists an element
xD ∈ X, such that
x∗(xD) =
∫
D
x∗(Φ)dν.
We say that xD is the Pettis integral of the function Φ over D and we write
xD := (Pe)
∫
D
Φdν and we use the symbol Pe(Ω, ν) to denote the class of
Pettis integrable functions Φ with respect to ν.
For more details on the Pettis integral and its properties we refer to
[1, 9, 10, 28, 29, 33]. Together to the Pettis integral of a vector function
Φ with respect to a scalar measure ν we also consider the integral of a
scalar function φ with respect to a vector measure N in the sense of Bartle-
Dunford-Schwartz, namely
Definition 2.10. We say that a measurable φ : Ω → R is Bartle-Dunford-
Schwartz integrable with respect to N : A → X if for every E ∈ A there
exists M(E) ∈ X such that
(x∗,M(E)) =
∫
E
φd(x∗, N), ∀x∗ ∈ X∗.
Then (BDS)
∫
E
φdN :=M(E) and we denote by BDS(Ω, N) the space of
all Bartle-Dunford-Schwartz integrable functions.
For properties and details of this type of integrations consider for example
[19,26,36]. In particular it is known that
Proposition 2.11. ( [36, Proposition 8]) Given N(·) := (Pe)
∫
·
Φdν, a mea-
surable scalar function φ ∈ BDS(Ω, N) if and only if φΦ ∈ Pe(Ω, ν) and∫
φdN =
∫
φΦ dν.
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Definition 2.12. Let Φ ∈ Pe (Ω, ν) and F ⊂ A be a σ-algebra. We define,
provided that it exists, the Conditional expectation of Φ with respect to F ,
indicated by E (Φ|F), as the weakly F-measurable function Ψ such that
Ψ ∈ Pe(Ω, ν) and for every E ∈ F it holds
(Pe)
∫
E
Φdν = (Pe)
∫
E
Ψdν.
From this definition the classical tower property follows together with:
Proposition 2.13. Let Φ : Ω→ X be a vector valued function and F ⊂ A
such that there exists the conditional expectation E (Φ|F) . Then, given a
scalar F measurable function φ : Ω→ R so that the product function Φ(·)φ(·)
is Pettis integrable with respect to ν, it is:
E (Φ(ω)φ(ω)|F) = φ(ω)E (Φ|F) .
Proof. Taking into account Proposition 2.11, the proof is analogous to that
of [8, Theorem 2.13] where the Birkhoff integrability of first type of Φ(·)φ(·)
is substituted by its Pettis integrability and φ is Bartle-Dunford-Schwartz
integrable. 
3. A Girsanov result
Now we define the stochastic integral of Φ with respect to a Brownian
motion (wt)t as follows.
Definition 3.1. Let Φ : [0, T ] → X be a vector function and wt the stan-
dard Brownian motion on the filtered space (Ω,A,P,F) . Suppose that the
function Φ is weakly measurable and the function x∗ (Φ) belongs to L2(F),
for every x∗ ∈ X∗. If for every B ∈ B ([0, T ]) there exists an X-valued
random variable YB : Ω→ X such that
(2) x∗(YB) =
∫
B
x∗(Φ(s))dws
then we say that Φ is stochastically integrable with respect to wt and we
write
YB = (Pe)
∫
B
Φ(s)dws
We refer to this integral as a Stochastic Pettis integral, with respect to
the Brownian motion. This integral is defined as a Pettis integral, i.e. in a
weak sense but is a stochastic integral.
Moreover
Theorem 3.2. Let Φ : [0, T ] → X be a vector function, stochastically in-
tegrable with respect to wt, the standard Brownian motion as in (2). Then
the process defined by (
(Pe)
∫ t
0
Φ(s)dws
)
t
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is an (Ft)t- martingale.
Proof. Let s ≤ t in [0, T ] and fix x∗ ∈ X∗. We have that
< x∗,E
(
(Pe)
∫ t
0
Φ(r)dwr|Fs
)
> = E
(∫ t
0
< x∗,Φ(r) > dwr|Fs
)
=
= E
(∫ s
0
< x∗,Φ(r) > dwr
)
=
= < x∗, (Pe)
∫ s
0
Φ(r)dwr > .
Since (
∫ t
0
< x∗,Φ(r) > dwr)t is (Ft)t-adapted and in L2(F), it is a scalar
martingale with respect to the natural filtration of the Brownian motion
(Definition 2.4). So, by arbitrariness of x∗, we have
E
(
(Pe)
∫ t
0
Φ(r)dwr|Fs
)
= (Pe)
∫ s
0
Φ(r)dwr.

The class of Itoˆ processes is very important and has lots of applications
in mathematics. The idea is to make some kind of Pettis integral represen-
tation for a Banach valued process. In fact, using the Girsanov Theorem,
it is possible to change the drift term of an Itoˆ integral and obtain a local
martingale. We want to prove an analogous result for vector processes that
have an integral representation in terms of Pettis integrals. The main prob-
lem is to define a stochastic integral, that is an integral of a function with
respect to a stochastic process. In the real case in fact we have
xt =
∫ t
o
asds+
∫ t
0
bsdws
and we want to extend the term
∫ t
0
bsdws from the real case to the vector
one. Firstly, we could consider this kind of definition of stochastic integral
for Banach valued functions.
Definition 3.3. Let’s consider a Banach valued process At : [0, T ]×Ω→ X
which admits a stochastic integral representation of the following form (Itoˆ-
Pettis Process)
At = (Pe)
∫ t
0
Ψ(s)ds+ (Pe)
∫ t
0
Φ(s)dws, (under P) .
on the probability filtered space (Ω,A,P,F) , where Ψ and Φ are two Pettis
integrable functions, taking values in X and Φ is Pettis-stochastic integrable
with respect to the Brownian motion wt. The component Ψ(t) is the drift
term of the process At, while Φ(t) represents its diffusion term.
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The idea, following the Girsanov construction, is to change the drift term
into the expression of the Itoˆ process, using a change of probability mea-
sure. This can be obtained defining a new measure by a martingale positive
process that generally takes the form of an exponential. This family of
martingales takes the name of exponential martingales.
Theorem 3.4. ([a Girsanov result]) If the following conditions are satisfied:
(1) There exists a scalar function r : [0, T ]→ R in L2([0, T ]) such that,
for every t ∈ [0, T ] one has Φ(t) = r(t)Ψ(t).
(2) The exponential process yt = exp
{
−1
2
∫ T
0
r2(s)ds −
∫ T
0
r(s)dws
}
is
a martingale under P with respect to F .
Then, defined w˜t = wt +
∫ t
0
r(s)ds, we have that
At = (Pe)
∫ t
0
Ψ(s)dw˜s, (under Q) .
where
dQ
dP
= yT . Therefore, the process At is a martingale under Q and then
Q is an equivalent martingale measure with respect to P.
Proof. Since yt is an exponential martingale (as in Definition 2.8), then
thanks to [32, Theorem 10.5], the measure Q =
∫
yTdP defined using YT
as Radon-Nikodym derivative, is an equivalent martingale measure with re-
spect to P and the process w˜t is a Brownian motion under the new probability
Q. This allows us to define the stochastic Pettis integral
(Pe)
∫ t
0
Ψ(s)dw˜s (under Q) .
Now we claim that
(3) (Pe)
∫ t
0
Ψ(s)dw˜s = (Pe)
∫ t
0
Ψ(s)dws + (Pe)
∫ t
0
r(s)Ψ(s)ds
as a vector equivalence of Pettis stochastic integral and Pettis integral. To
prove this we consider, for every x∗ ∈ X∗
< x∗,
∫ t
0
Ψ(s)dw˜s > =
∫ t
0
< x∗,Ψ(s) > dw˜s =
∫ t
0
< x∗,Ψ(s) > (dws + r(s)ds) =
=
∫ t
0
< x∗,Ψ(s) > dws +
∫ t
0
< x∗,Ψ(s) > r(s)ds =
= < x∗,
∫ t
0
Ψ(s)dws > + < x
∗,
∫ t
0
Ψ(s)r(s)ds >=
= < x∗,
∫ t
0
Ψ(s)dws +
∫ t
0
Ψ(s)r(s)ds >,
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where all the vector integrals are Pettis stochastic integrals. So by the
arbitrariness of x∗ ∈ X∗, the equation (3) holds. Then, observing that
dw˜t = dwt + r(t)dt, we easily deduce that
At = (Pe)
∫ t
0
Ψ(s)ds+ (Pe)
∫ t
0
Φ(s)dws = (Pe)
∫ t
0
Ψ(s)ds+ (Pe)
∫ t
0
Φ(s)dw˜s +
− (Pe)
∫ t
0
r(s)Φ(s)ds = (Pe)
∫ t
0
Φ(s)dw˜s
and then we have that, under the equivalent measure Q
At = (Pe)
∫ t
0
Ψ(s)dw˜s
and it turns out to be a martingale thanks to Theorem 3.2. 
The conditioning of random variables to future time (past times) is very
useful in some application in mathematical finance and for pricing formulas.
We can see conditional measures as vector-valued measures and, using the
Pettis integral, we can give an example of application of Theorem 3.4 for
conditional measures. However if we condition a Brownian motion on an
expiration time T > 0 fixed, the distribution of this process changes and in
general, it doesn’t preserve some of its properties, such as the martingale
property.
Remark 3.5. It’s well know that the Brownian motion wt, conditioned by
the future wT , has a conditioned density function, that could be seen like a
vector function from the real line to L1 (Ω), given by
ft(x|wT ) :=
√
T√
T − t√2pit exp
{
−
(
x− wT t
T
)2
T
2(T − t)t
}
.
For details about conditional distributions for Gaussian and Wiener pro-
cesses, we refer to [21]. In particular, we recall that, if (zt)t is a Gaussian
process, with parameters N (µt, σ2t ), than, given u ≥ t, we have that
(4) E (zt|zu) = µt + ρ σt
σu
(zu − µu)
Now we consider the expected value of wt that under the conditioned
measure, namely
Proposition 3.6. Given a measurable function φ : Ω→ R , if φ ∈ BDS(Ω, N)
then ∫
A
φ(ω)dN(ω) =
∫
A
E (φ(ω)|wT (ω)) dP(ω)
where
N (A) :=
∫
A
E (·|wT (ω)) dP(ω).(5)
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Proof. Recalling the conditional distribution of Gaussian processes and con-
ditionated to a future time (see for example [21, Section 4.6] and formula
(4)), we have that wt|wT follows a Gaussian distribution, as seen in Remark
3.5, with expected value, with respect the probability measure P, given by
E (wt|wT ) = EP (wt|wT ) = t
T
wT .(6)
Denoted by Φ(ω) := E (·|wT (ω)), the measure N : A → X defined in (5)
satisfies the following equality:
N (A) =
∫
A
Φ (ω) dP(ω) =
∫
A
E (·|wT (ω)) dP(ω)
So, thanks to Proposition 2.11, it is∫
A
φ(ω)dN(ω) =
∫
A
φ(ω)Φ(ω)dP(ω) =
∫
A
E (φ(ω)|wT (ω)) dP(ω).

Using this result we are able to observe that
Proposition 3.7. Let wt be a Brownian motion and N the vector measure
defined in (5) . Then for every s < t it is
EN (wt|Fs) = t
T
ws.
Proof. Since wt is a Brownian motion then, for every s < t, and for every
A ∈ Fs, thanks to (6) and (5)∫
A
wtdN =
∫
A
wt
dN
dP
dP =
∫
A
wtE
P (·|wT (ω)) dP =
∫
A
EP (wt|wT (ω)) dP =
=
∫
A
t
T
wT dP
and so
EN (wt|Fs) = EP
(
EP (wt|wT ) |Fs
)
= EP
(
wT
t
T
|Fs
)
=
t
T
EP (wT |Fs) = t
T
ws.

We highlight that wt is not a martingale with respect to the vector mea-
sure N . However, it holds:
Proposition 3.8. Given (wt)t∈[0,T ] be a Brownian motion on the probability
filtered space (Ω,A,P,F) , we have that wt is a martingale with respect to
the vector measure Q : A→ X defined by:
Q(A) :=
∫
A
EP
(
· | t
T
wT (ω)
)
dP(ω).
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Proof. We can observe that, for every s ≤ t ∈ [0, T ], we have that
EQ (wt|Fs) = EP
(
EP
(
wt | t
T
wT
)
|Fs
)
= EP (wT |Fs) = ws,
where we have used the fact that
(
wt| t
T
wT
)
follows a normal distribution of
parameters
(
wT ,
(
1− t
T
)
t
)
. Then the Brownian motion is a martingale
under the vector measure Q. 
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