Uncompensated phase errors present in synthetic-aperture-radar data can have a disastrous effect on reconstructed image quality. We present a new iterative algorithm that holds promise of being a robust estimator and corrector for arbitrary phase errors. Our algorithm is similar in many respects to speckle processing methods currently used in optical astronomy. We demonstrate its ability to focus scenes containing large amounts of phase error regardless of the phase-error structure or its source. The algorithm works extremely well in both high and low signal-to-clutter conditions without human intervention.
Synthetic-aperture radar', 2 (SAR) continues to be a valuable imaging means with applications in reconnaissance and remote sensing. It combines high angular (azimuth) resolution with day-night and allweather imaging. A SAR system transmits and receives coherent broadband signals that are stored, combined, and processed to synthesize a large aperture, which is then focused to produce a high-resolution terrain image. These processing steps are similar in many respects to data gathering and image formation in tomography 3 and aperture synthesis radio astronomy. 4 Processing can typically be performed optically or digitally.
5 -7 Figure 1 depicts a typical imaging modality and the relevant geometry. Phase errors generated along the synthetic aperture by uncompensated platform motion or by electromagnetic propagation effects of turbulence in the troposphere or ionosphere can have a disastrous effect on image quality. Under these degrading conditions, one must turn to postprocessing algorithms in the hopes removing most of the unknown phase error. 8 ' 9 We present an iterative algorithm related to the shift-and-add method used in optical astronomy for imaging through turbulent media. 1 0 It holds promise for being a robust estimator and corrector for arbitrary phase errors generated along the synthetic aperture (azimuth dimension). The algorithm has several advantages over conventional map-drift methods 8 ' 9 in that (1) no phase-error order need be estimated (i.e., the number of subapertures need not be determined), (2) redundancy of azimuth phase errors over many range bins is explicitly used and is important to the estimation process, (3) strong, isolated point targets are not required, (4) the algorithm works well in a high-clutter background, and (5) redundant phase errors in the range dimension can be handled by the same technique.
For discussion, we consider complex-valued synthetic-aperture signals in the phase-history domain. The one-dimensional Fourier transform of the data along the range dimension, for each azimuth bin (m), produces the complex range-compressed data. This, when followed by a one-dimensional Fourier transform along the azimuth dimension, for each range bin (n), produces the complex-valued image data, the magnitude of which is usually displayed as a realvalued image. All phase-history domain data are assumed to be range-compressed before processing by the phase-correction algorithm.
A key concept in the estimation and correction of phase errors in a SAR image is that the phase error information is redundant in the image. That is, the same errors as a function of aperture position appear independent of range. In this Letter we show that there is a novel way of utilizing phase-error redundancy that results in an efficient algorithm for phase-error removal. Our algorithm is similar to speckle interferometry and speckle imaging, in which a large number of short-exposure images of a common scene are taken.
In the optical case, if the exposures are short compared with the atmospheric correlation time (-10 msec), then each short-exposure image can be represented by the true unperturbed image convolved with a randomly speckled point-spread function. In the radar-imaging case, each azimuth compressed line for a particular range bin takes the place of the short-exposure speckle image, with the distinction that the radar image is complex as opposed to real valued and that the feature in common is the point-spread function (due to the where H(w) = 5IrexpUhkE(t)]} is the transform of the aperture phase-error function, the amns(w -Wmn) are the target-induced impulse response functions, and the asterisk denotes convolution. Since we seek 0,(t), we select for each range bin n the strongest target, an, shift it to the origin (i.e., remove the frequency offset due to the target Doppler, wn), select a symmetric processing window about the origin to capture support of the degraded point-spread function, and add the now-demodulated copies of the spectra in an appropriate fashion. Let us denote the shifted, windowed, and aligned copies of the spectrum as Gn(c). Simply adding these Gn(W) is analogous to the shift-and-add algorithm, with the distinction that H(w) is the feature in common. However, since our model of the phaseerror function is h(t) = expLhkE(t)], we choose to make a more direct estimate of 0E(t), denoted fE(t), by a least-squares estimator for 0(t) based on the Gn(w).
Let gn(t) = Ign(t)IexpU[{0,(t) + On(t)]1 be the inverse Fourier transform of Gn(w), where An(t) is the targetrelated phase for range bin n. For an arbitrary complex function x(t) = Ix(t)IexpLhO(t)], the time derivative of the argument is The subscript n refers to the nth range bin, t is the relative time (position) along the synthetic aperture, and If1(t)I and On(t) are the magnitude and phase, respectively, of the range-compressed data for range bin n. The uncompensated error, qj(t), along the synthetic is common to all range bins of interest and independent of n.
After azimuth compression, each line of image data consists of a sum, Using this fact, a weighted least-squares estimate of the phase-error function may be formed as
Thus, this weighted least-squares estimate yields the derivative of the phase error plus an error term that has been made as small as possible by the shifting process in the image domain.
The estimated phase error is removed from the range-compressed data through complex multiplication by exp[-jfl(t)].
The estimation and removal process is repeated. As the targets are compressed more compactly at each iteration, the shifting step more accurately removes the carrier offsets, and the algorithm is driven toward convergence. Figure 2 (a) depicts a 512 X 512 pixel image obtained from raw phase-history data without motion compensation provided by the inertial navigation system. In a normal operational mode, the inertial navigation system would provide platform velocity information. Such information would allow compensation of the dominant quadratic phase error resulting from the change in the target's range as it traverses the illuminating antenna beam. Uncompensated errors in platform velocity result in various degrees of image defocus. With the application of our algorithm, the diffraction-limited image is shown in Fig. 2(b) , which required seven iterations using all 512 range bins of data.
High-order phase-error correction is usually relegated to postprocessing techniques generally requiring human intervention. In addition, it has been difficult to focus scenes containing high-order phase errors without having strong isolated point targets present. The following figures illustrate that our algorithm has neither of these limitations. Figure 3(a) is the image obtained when high-order phase errors are present. In this example the phase error is simulated by an eighth-order polynomial to allow accurate comparison with the error estimated from our algorithm. Figure  3(b) illustrates the results obtained after six iterations using only the lower 256 range bins of data for phaseerror estimation. Note that this image is composed primarily of clutterlike features (trees, grass, etc.), while strong, isolated pointlike objects are conspicuously absent in the lower half of the image. Figure 4 shows the plot of the actual phase error and the error determined from our algorithm. The traces are offset vertically for distinction. The rtis error between the traces is only 0.23 rad.
We have presented a new iterative algorithm for SAR phase correction that holds the promise of being a robust estimator and corrector for arbitrary phase errors. We have demonstrated its ability to focus scenes containing large amounts of phase error regardless of the phase-error structure or its source. Recent experiments have demonstrated its ability to remove phase errors with significant frequency content out to the Nyquist limit, e.g., power-law spectra. The algorithm works extremely well in both high and low signal-to-clutter conditions without human intervention. It also holds promise for significantly reducing realtime inertial navigation system requirements for highresolution SAR and can readily be implemented in a real-time on-board processor. When implemented in a ground-based processor, it can provide a powerful processing and diagnostic capability for experimental SAR's or for attempting restoration on images resistant to conventional techniques.
