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ABSTRACT
The digital processing of massive data is becoming a central component of our
technological infrastructures. While being able to use these tools efficiently is
an issue that cannot be ignored, it appears crucial to provide citizens with the
means to control their technical environment. Recommender systems and
personalization technologies are currently being blamed for the destabilization
of users’ informational ecosystems and a growing polarization of opinions.
However, a critical review of the current literature on the subject indicates that
these recommender systems may also be beneficial to the user in specific
circumstances. Building on current critical data literacies approaches, key
concepts from the philosophy of technology and a media literacy perspective,
this paper suggests a framework defining the competences needed to help
users assess these technologies and critically include them in their digital
ecosystem.
Keywords: recommender systems, data literacy, technology of the self,
media education, media competences.
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INTRODUCTION
Technological innovations in computer science are
slowly being integrated into the organization of our
society and becoming a central infrastructure of our
environment. Data is seen as the main fuel of this
technological paradigm and taking advantage of its full
potential appears to be a critical issue (Boyd &
Crawford, 2012). Nevertheless, understanding how we
can allow individuals to use these infrastructures
without complying with them may be just as necessary.
Among those technologies, recommender systems are
under heavy scrutiny. These algorithms are integrated
into a growing number of online platforms to filter and
customize the content they deliver to their users. The
behavioral data collected by the system is exploited to
determine which are the products or contents that could
maximize the user interest. Since political news are also
available through such systems, they are held
responsible for the fragmentation of the public sphere
and the circulation of fake news. Consequently, it seems
obvious that there is a need to develop a data literacy in
order to curb these phenomena.
The concept of data literacy reflects two related but
distinct concerns: (1) how to manage digital information
in order to make proper decisions using information and
communication technologies (Khan et al., 2018; Qin &
D’Ignazio, 2010) and (2) how to properly use those
technologies in order to be a functioning individual in
our society (Buckingham, 2006). With a few exceptions
(e.g. D’Ignazio & Bhargava, 2015), this second matter
of interest usually comes with the underlying idea that
progress is inevitable, and that individuals must blindly
comply with the introduction of news tools by learning
how to use them as intended (Fastrez & Philippette,
2017). The advocated solution is most of the time based
on the acquisition of technical skills or the development
of computational thinking which can more or less be
defined as the ability to express a problem in such a way
that it can be solved using a computer (Papert, 1993;
Wing, 2011). Nevertheless, Heidegger (1977) and later
researches in philosophy of technology highlight the fact
that technological developments, far from being neutral,
remain deeply related to specific social and historical
contexts (Feenberg, 2010; Simondon, 1958; Stiegler,
1994). Our environment is becoming more and more
mediated by technologies, but this mediation is less and
less visible because of, among other things, the seamless
interfaces and undisputed infrastructures (Plantin et al.,
2018; Star & Ruhleder, 1996). A lack of sufficient
understanding of this technonature (Roqueplo, 1983)

might alienate the users who are reliant on other
technically literate people who end up “engineering”
their environment without their consent. However,
critical perspectives emanating from the technological
field itself allow us to investigate issues related to the
transparency or accountability of these technologies
(Lepri et al., 2018), revealing the processes and
technical choices responsible for their implementation.
Those perspectives give us opportunity to envisage ways
of supporting a more critical data education that allows
individuals to debate and influence the uses of the data
by technological platforms (Bucher, 2017).
The first part of this article will be dedicated to the
presentation of the concerns raised by recommender
systems and how data literacy could help prevent some
of them. We will then move on to some elements of
theoretical framing of data literacy in order to underline
our perspective. Using concepts from the philosophy of
technology and the French literature in media education,
we will spend some time discussing the media literacy
model we rely on to improve existing data literacy
models. In the last part of this article, we will briefly
present how this framework can also complement design
initiatives proposing alternative interaction modalities.
Recommender systems: defining the issue
The increasing use of personalization technologies
on the Internet such as recommender systems led to
growing concerns regarding the ability of users to
maintain a diversity in their news consumption. The
terms filter bubble and echo chamber were respectively
coined by Pariser (2011) and Sunstein (2009) to describe
a state of intellectual isolation resulting from filtering
algorithms that remove from our view content that
would go against our ideas and preferences. Since the
two concepts are not properly defined by their respective
authors, we will refer to Bruns’ definitions:
An echo chamber comes into being when a group of participants
choose to preferentially connect with each other, to the exclusion
of outsiders. The more fully formed this network is (that is, the
more connections are created within the group, and the more
connections with outsiders are severed), the more isolated from
the introduction of outside views is the group, while the views of
its members are able to circulate widely within it. (Bruns, 2017,
p. 3)
A filter bubble emerges when a group of participants,
independent of the underlying network structures of their
connections with others, choose to preferentially communicate
with each other, to the exclusion of outsiders. The more
consistently they exercise this choice, the more likely it is that
participants’ own views and information will circulate amongst
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group members, rather than any information introduced from the
outside. (Bruns, 2017, p. 3)

While an echo chamber is a connectivity issue and a
filter bubble a communication one, both can be caused
by algorithmic curation or pre-selected personalization,
and personal choices or self-selected personalization
(Zuiderveen Borgesius et al., 2016). However, both
Sunstein’s and Pariser’s critiques are focused on the
algorithmic factor. Based on this deterministic
perspective, the solutions are either to “fix” the
algorithms, to avoid them, or to sabotage them (Bozdag
& van den Hoven, 2015).
Multiple meta-researches indicate that this scenario
is unlikely to unfold for common users and that there is
enough empirical evidence to reject these theories
(Bruns, 2019; Guess et al., 2018; Moeller & Helberger,
2018). Despite algorithmic filtering, several external
factors counterbalance the risks of intellectual isolation.
Social media are not always primarily used to stay
updated on political subjects. By establishing social
relations based on other topics, cross-ideological
connections are therefore difficult to avoid (Litt &
Hargittai, 2016; Messing & Westwood, 2014; Bakshy et
al., 2015) and users may benefit from accidental
exposure to political news (Fletcher & Nielsen, 2018).
Additionally, in comparison to an offline environment,
the user is still exposed to a greater diversity of content
even with filtering processes occurring (Fletcher &
Nielsen, 2017). It also appears that people are not
limiting themselves to online sources and are still
relying on traditional media (Newman et al., 2020).
Finally, many studies on these issues are carried out in
the United States, where the political landscape is highly
polarized. Thus, it is still unclear whether online
polarization phenomena appear under the same
conditions in a more heterogeneous media and political
landscape (Boczkowski & Mitchelstein, 2013; Garrett,
2013).
According to this quick review, remaining in a filter
bubble or an echo chamber requires considerable efforts.
As Bruns points out, “this would require extreme
homophily, coupled with equally extreme heterophobia,
of ourselves and our fellow travelers severing any
existing contacts to non-adherents, online and offline,
through which outside views could reach us” (Bruns,
2019, p. 34). While companies, technologies and user
communities combine to produce unique information
environments with their inner logics privileging specific
information and values (Madsen, 2016), these
environments are not perfectly sealed echo chambers or
filter bubbles. According to Bruns (2019), the real issue

is not fragmentation but “polarization”, which is not
primarily caused by technology but by deeper social and
political issues.
However, the claim that personalized news
environments do not cause a fragmentation of the
audience is based on the premise that people maintain a
diversified media consumption regime. The steady
decline in news consumption on older media during the
past years, although it stabilized recently, contradicts
this assertion (Newman et al., 2020). Maintaining a
balanced (online) “information diet” therefore remains
an important concern for media literacy. Moreover, even
though Bruns (2019) sees the problem of polarization as
a purely social issue, the studies cited do not allow us to
completely reject any form of technological influence.
While it appears empirically plausible to refute the
deterministic and mono-causal approach favored by
Pariser and Sunstein, we cannot ignore the fact that
social media and personalization technologies are
framing the way we interact with online news. For
example, according to an investigation of the New York
Times (Horwitz & Seetharaman, 2020), internal
research studies in Facebook were conducted to evaluate
the effect of their recommender system on the
polarization of their community. Apparently, the user
engagement metric favored by the system allowed
hyperactive partisan users to gain a lot of visibility on
their platform. Since those studies were shut down and
never made public, we cannot verify the veracity of
these claims. However, those statements align with the
current literature on the subject and highlight the need
for independent studies on this issue to provide a more
accurate model than the filter bubble or echo chamber
theories.
DATA LITERACY: A LITERATURE REVIEW
Data literacy is a concept that has emerged
particularly from two main strands of research: studies
on information literacy and statistical literacy. For
authors in the field of information literacy, data literacy
is a subset of specific individual skills and knowledge
needed to transform data into information (that can be
seen as data with a meaning), including the ability to
access, manage, interpret, critically evaluate or ethically
use data (Carlson et al., 2011; Koltay, 2017; Mandinach
& Gummer, 2013). It also includes a series of processes
aimed at transforming those data into actionable
knowledge (Koltay, 2017), through the ability to make
hypotheses from a database or in order to build one, to
identify a series of problems or even to monitor a
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transformation in the social sphere, what some call
“data-driven decisions” (Mandinach & Gummer, 2013).
As Koltay points out: “Data curation raises questions
related to ownership of the data, its retention,
maintenance, access to it, its openness and costs”
(Koltay, 2017, p. 5)
Schield (2004) stresses that data literacy is also
closely related to statistical literacy described as “the
ability to understand and critically evaluate statistical
results that permeate our daily lives - coupled with the
ability to appreciate the contribution that statistical
thinking can make in public and private, professional
and personal decisions” (Wallman, 1993, as cited by
Prado & Marzal, 2013, p. 125). However, the author
considers that statistical literacy goes beyond the ability
to process data, but also includes critical thinking:
“statistics are more than numbers. Statistics are
numerical summaries about things in reality. The nature
of things being summarized can make the difference”
(Schield, 2004, p. 7). Gould goes even further by
considering statistical literacy as a citizenship issue
“since democracies require informed debate, and almost
all policy discussions require some statistical
understanding” (Gould, 2017, p. 22).
While those perspectives are focused on the lifecycle
of data management, other approaches consider similar
issues by focusing primarily on the underlying
infrastructure enabling the flow of digital information.
The purpose is to help people better understand
variations in representation and how data are altered by
computers to allow those representations (Gould, 2017).
This computer procedural literacy (Mateas, 2005) does
not necessary mean that individuals must completely
“crack the code” of computer tools, but to grasp the links
between culturally-embedded practices and abstract
technically-mediated processes. For example, as for
social networks and the Internet, algorithmic skills can
lead to the understanding of the role of the algorithms in
making content visible online and how particular
recommender systems such as Google Pagerank or
Facebook Edgerank work (Cardon, 2015; Klawitter &
Hargittai, 2018). However, this perspective on data
literacy puts aside some critical issues of citizenship in
favor of individual  even complex and reflexive 
coding/decoding capabilities through computational
systems.
A social perspective emerges when technical
systems are questioned regarding their asymmetrical

effects (e.g. Lepri et al., 2018; Brunton & Nissenbaum,
2015, as cited in Pangrazio & Selwyn, 2018), and when
the competences of individuals are considered both for
personal development and more collectively in the
context of political or ethical debates. For example,
Pangrazio & Selwyn (2018) mobilize the concept of
personal data literacies with a reference to a critical
perspective aimed at making individuals aware of the
external processing of their personal data by
technologies, and the social, political or economic
implications of those processes. The educational
purpose is to encourage people to develop resistance
tactics.
In another article, Pangrazio uses the concept of
critical digital literacy in reference to the ability of
individuals to use digital networks as resources to shape
their own social identities (Pangrazio, 2016). By using
the term “creative data literacy,” D’Ignazio argues that
“non-technical learners may need pathways towards
data which do not come from technical fields”
(D’Ignazio, 2017, p. 6). She proposes different tactics to
educate people without special technical skills to have a
better control over their data (D’Ignazio, 2017). In some
ways, the “critical” dimension of this proposition is
similar to the critical thinking supported by Schield
(2004) regarding statistical literacy.
A critical data literacy can also be understood as the
ability to make critical judgements about the ideology
underlying data-driven innovation. Aside traditional
data literacy which “includes the ability to read, work
with, analyze and argue with data”, D’Ignazio (2017)
also advocates for a big data literacy that includes skills1
to identify and address critical problems such as system
transparency, personal data extraction, technological
complexity or social control (D’Ignazio & Bhargava,
2015). This perspective is overlapping with older media
literacy concerns about social issues (e.g. Bazalgette,
1989; Buckingham, 1998; Hobbs, 1998; Livingstone,
2003) while being also close to critical media literacy,
which refers to questions of dominant representations
and ideological systems (e.g. Alvermann & Hagood,
2000; Kellner & Share, 2007; Ellis & Eberly, 2015).
Despite the undeniable contribution of these
different critical perspectives, even when they include a
more social or economic dimension (D’Ignazio and
Bhargava, 2015; Pangrazio and Selwyn, 2018), the
appropriation of data is widely regarded as a personal
step towards regaining control (e.g. through critical key

In general, we use the term “skills” in reference to functional
and operational know-how. However, we prefer the term
“competences” when there is a more analytical or critical

dimension. Then, we would use the term “competences” in
reference to what D'Ignazio and Bhargava describe, but we
keep the authors' terms here.

1
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questions), omitting the prospective “common good”
issues behind the management of digital data. This
perspective is, however, largely questioned within the
French scientific literature, and we wanted to underline
similarities and discrepancies regarding this topic. The
French language does not have a direct translation for
the concept of literacy and will mostly use the term
“culture” as a substitute: for instance, information
culture or data culture instead of information and data
literacy (Serres, 2009).
In this context, “culture” can refer in the same way
as “literacy” to knowledge or skills possessed by an
individual regarding a specific domain (Le Deuff, 2009;
Serres, 2009). However, this term can also be used with
another meaning which is not prevalent in the AngloSaxon literature. In this case, “culture” refers to a
heritage of norms and values shared by a community
(Forquin, 1996). This second meaning invites us to
consider the educational process not only as the
transmission of competences but also as a collective and
reflective practice involving the joint appropriation of a
cultural background. For example, in what she called the
hypersphere, Merzeau (2012) emphasizes the
importance of rethinking memory sharing in the digital
traces that we must learn to duplicate, recycle and
recirculate. It is important for her to overcome the
opposition between tracing and protection, since
traceability is an integral part of the online sociability of
users (Merzeau, 2017). She advocates for a “mémoiremilieu” (memory-environment), ascending (i.e., outside
the profiling of major economic players) and
accompanied (i.e., oriented towards a folksonomy of a
long collective memory). In that sense, a data “culture”
is the ability to (re)write one’s own traces, playing with
their density, tone or reliability, to manage methodically
online data, profiles and collective memory (Merzeau,
2017). However, it is obvious that the techno-economic
paradigm currently promoted by the major web actors
limits the opportunities of carrying out these actions.
Merzeau’s theoretical reflection is all the more
important in order to reflect on the risk of balkanization
triggered by the computational, probabilistic and
amnesic processes of the recommender systems
designed by big data companies.
Limits of current data literacies
Contemporary studies done in philosophy of
technology have stressed the social nature of
technological developments. According to Feenberg’s
critical theory of technology, social meanings are

attributed to technological artifacts by social groups
influencing its design. The notion of efficiency is always
related to objectives, representations and values of those
specific groups. Thus, choices of design are framing
specific ways of life, and technology is imbued with
those same representations and values (Feenberg, 2010).
As pointed out by Feenberg:
What the object is for the groups that ultimately decide its fate
determines what it becomes as it is redesigned and improved
over time. If this is true, then we can understand technological
development only by studying its meaning for the various groups
that influence it (Feenberg, 2010, p.15).

In the case of recommender systems, this social
dimension can be easily identified by evaluating the
metrics used to define a good recommendation. For
example, in 2006, Netflix organized the Netflix Prize, an
open competition rewarding the best collaborativefiltering algorithm to predict movie ratings on a 5-star
scale. In order to easily evaluate each competitor, the
recommendation problem was simplified: the goal was
to have a root mean squared error for the predicted rating
10% lower than the algorithm used by the company
(Amatriain & Basilico, 2015). In this context, efficiency
was defined as the ability to predict the most precisely
possible the satisfaction of the user. While this is not an
unusual way to frame the recommendation problem, it
can have unintended consequences when used in another
context. As we discussed previously regarding
information on social media, relying on user
engagement metrics to define an appropriate
recommendation contributes to the growing visibility of
highly engaging but also highly polarized contents.
Following a similar perspective, the critical data
literacy models described previously are focused on the
social and political dimensions of data-driven
technologies, with concern about the imbalance between
the platform and some users. This asymmetry is
attributed to the opacity of the algorithmic processes and
users’ poor visibility on data collection procedures, i.e.
politics of data (e.g., Boyd & Crawford, 2012),
algorithm politics (Bucher, 2018) or politics of
platforms (Gillespie, 2010). Based on concepts such as
Paulo Freire’s pedagogy of the oppressed (D’Ignazio,
2017) or De Certeau’s strategies and tactics (Pangrazio
& Selwyn, 2018), the main purpose of critical data
literacy is to identify the social meaning behind specific
artifacts in order to highlight the harm done to particular
(weaker) users. This is usually achieved by evaluating
the metrics involved in the technical process as we did
earlier (Beer, 2016). Placing those users in a dynamic of
resistance against a dominant actor, suggested
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countermeasures are often directed towards sabotage
tactics such as obfuscation of personal data. Pariser
(2011) suggests for instance to “like” random contents
or alternate search engines to confuse the system. While
we do agree in a way with the perspective, the suggested
behaviors appear disproportionate regarding the issue
we are dealing with.
Our previous overview of the filter bubble theory
highlighted the excessive weight given to algorithmic
factors and their impact on online disinformation. It
even appears that such systems can bring informational
benefits to users in specific contexts (Bozdag & van den
Hoven, 2015). Therefore, while resistance is highly
relevant for issues such as data privacy, adopting tactics
of sabotage against recommender systems could be
counterproductive.
An “instrumental” viewpoint that focuses solely on
the development of functional skills leads to a
representation of the user as someone who must keep
up-to-date with technological innovation and does not
allow the discussion of non-deterministic issues
(Buckingham, 2006).
As we expose with our review of filter bubble and
echo chamber theories on the previous pages, the main
issue regarding recommender systems is not the biases
and defects of this technology in itself, but how those
devices are defining the activity they organize, in our
case news consumption. As Feenberg points out, in
critical theory of technology, “technologies are not seen
as mere tools but as frameworks for ways of life”
(Feenberg, 2006, p. 14). These frameworks are
constrained by what he calls a “cultural horizon”, which
is a set of “culturally general assumptions that form the
unquestioned background to every aspect of life”
(Feenberg, 2010, p. 16). According to his idea,
rationalization, defined as the use of scientific
knowledge to acquire a greater control of our
environment including our social life, is our modern
horizon (Feenberg, 2010).
Our digital ecosystem is constrained by this horizon.
In The Invisible Computer, Norman (1998) argues for
the development of human-centered technologies that
are transparent to the user in order to refocus his
attention on the work to be done. The technical
mediation must be as invisible as possible to ease the
experience of the user. The technological background
behind a great part of our social interactions is slowly
fading out of view unless we consciously focus on it to
allow for a greater efficiency (Plantin et al., 2018;
Sandvig, 2013; Van Den Eede, 2011).

This situation has resulted in a vision of news
consumption as a passive process where the user input
is mostly limited to social contacts and the data gathered
by the platform (Spohr, 2017). As a side effect, many
users are not aware of the presence of filtering tools on
social networks (Eslami et al., 2015; Hamilton et al.,
2014).
When Feenberg develops his theory, it is with the
intent to politicize and democratize technological
design. What is interesting in this perspective is the role
of dilemmas when the cultural horizon enters a phase of
negotiation and transition. Previously unrepresented
interests get the chance to defend their case. Once the
case is settled, technological updates are integrated into
the technical code reflecting the new cultural horizon
involved in the design process. Personalization
technologies such as recommender systems are
currently experiencing this state of transition. While
being inaccurate, the theories of filter bubble and echo
chamber have contributed to the popularization of this
issue and to bringing it into the public debate. In
addition, a growing number of news’ organizations are
entering the field with their own resources, goals and
values. (Bodó, 2018). All of this is contributing to the
diversification of the technical landscape and the
development of new perspectives.
Although the design of recommender system and
their interfaces is not the core of our contribution, we
believe that media and data literacy have a role to play
in this mechanism by encouraging users to challenge
current horizons and to seek alternative tools. Users
have a degree of maneuverability that does not always
correspond to the initial intent of the designers. In the
long run, these unexpected uses end up being formalized
in the technical code and integrated into the social
meaning of the device (Feenberg, 2010).
As Spohr (2017) emphasizes, users need to be aware
that high-quality information is not something that reach
the users passively. On the contrary, users should
actively engage with their media environment to shape
it in a way that suits their needs instead of relying on
unconscious mechanisms. Regarding recommender
systems, we believe that they can be used in a way that
contradicts the passivity they promote by default.
Ultimately, encouraging this mental shift could
contribute to the evolution of design choices. Using
concepts borrowed from media literacy, the next section
will be dedicated to the definition of competences that
could promote an active engagement with personalized
information ecosystems.
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Towards a media-grounded data literacy (for online
news)
Using Feenberg’s critical theory of technology, we
previously emphasized how technological artifacts
reflect the intents of their designers. Based on these
premises, we argue that recommender systems can also
be studied as media therefore allowing us to borrow
concepts and practices from media literacy. According
to Anderson and Meyer, a medium is “a recognizable
human activity that organizes reality into readable texts
for engagement” (Anderson & Meyer, 1988, p. 316).
From this perspective, recommender systems, their
companies and communities can be analyzed as unique
newsrooms. By organizing information according to
specific values, interest and constraints, both designers
of recommender systems and journalists of a newsroom
are composing a frame through which we see the world
around us. None of these frames is better than the other
but they can complete each other under the condition
that their structure is made visible.
Unlike many traditional media literacy models
which are dimensional, associating either dimensions
Media as…
Tasks:

Informational objects

Reading

The referential,
semiotic and formal
aspects of media
contents

Writing
Navigating

(media format, audience, genre, etc.) or operations (use,
understand, analyze, evaluate, etc.) with a set of preformulated key questions, the framework we mobilize is
matrix-based. Conceptually, this model allows an
evolving problematization in relation to emerging
(mediation) issues —such as the “problem” of filter
bubble on informative platforms, by articulating
informational dimension with more social and societal
dimensions, while analyzing the mediating role played
by digital technologies. This model is the one that has
been adopted as a reference framework by the Higher
Council for Media Education in French-speaking
Belgium.
In this model, media literacy is defined as a set of
competences “required to perform different tasks
(reading, writing, navigating, and organizing) on a
variety of media considered as informational, technical
and social objects” (Tilleul et al., 2015, p. 76). Through
this matrix of generic competences (Fastrez, 2010, p.
48), media activities can be analyzed as intersections of
four types of media tasks and three perspectives about
the media.

Technical objects

Social objects

The media technical
processes and
apparatus

The social effects,
the ethical issues, the
production and
reception contexts,
the original
intentions, etc.

Organizing

Figure 1. Matrix definition of media literacy: the dimensions (see Tilleul et al., 2015, p. 41)
A medium can be analyzed in terms of its
informational, technical and social dimensions (see
Figure 1). As media messages and devices, they are
“informational objects, designed to represent things, real
or fictitious, different from themselves, through the use
of different sign systems” (Tilleul et al., 2015, p.77). For
example, a visualization or a graphic has often a
referent, and visual choices (colors, shapes, etc.) are a
way of saying something about or interpreting that
referent.
The media are also the result of technical processes
and apparatus and/or are designed to create other media
objects (Tilleul et al., 2015). Last but not least, media
are social objects, and as such, they establish or translate

power relationships, they are concerned with ethical
issues, they depend on institutional contexts of
production, they have various effects regarding cultural
contexts of reception, etc. These dimensions are
interrelated.
If we refer to media tasks (see Figure 2), they can be
about a single media object (e.g., reading a book or
writing a text message) or about a set of media (e.g.,
navigating a website and organizing a social network).
Each task can be crossed with each dimension resulting
in twelve competences defining media literacy. This
matrix model is further explained in an article published
in French by Fastrez (2010).

Claes & Philippette ǀ Journal of Media Literacy Education, 12(3), 17-29, 2020

23

Media as…
Tasks:

Informational objects

Reading

Decode, understand and evaluate media

Writing

Create and disseminate media productions

Navigating

Search (activity with a pre-established objective)
and/or explore (open activity)

Organizing

Categorize using ad hoc typologies and/or implementing tools for
organizing documents/technologies/social relations

Technical objects

Social objects

Figure 2. Matrix definition of media literacy: the tasks (see Tilleul et al., 2015, p. 41)
By looking at this matrix model, we can identify
what is already covered and what is still missing from
our data literacy literature review. Data literacy and
some other information-based literacies discussed
earlier are applied to reading and writing competences
at a technical level. Those competences are focused on
the ability of the user to technically retrieve or produce
information; and critical perspectives add a social
dimension into the mix. Thus, a social reading of datadriven technologies involves decoding the politics of
data we discussed previously; and a social and technical
writing relates to the tactics of resistance and sabotage
where the user consciously alters her behavior to disturb
the system. Returning to our main study object, we can
note that these critical approaches have essentially
considered algorithms in recommender systems as
technical objects (i.e., filtering and automating a
complex set of processes) or as social objects (i.e.,
profiling their users for the benefit of media companies),
but that the informational dimension (i.e., the type of
data, the design of the search engine, the formatting of
the results) is considered relatively rarely. Yet this
informational dimension is essential to the social
meaning of the search requests and results activities. The
coding or decoding capabilities of individuals cannot be
dissociated from their will and intentions. It is precisely
by giving them the means to understand the gap between
their intention (social) and their behavior based on
affordances (informational) and constraints (technical)
that their agency can be improved. In other words, this
model serves to diagnose problems of use and help to
avoid the risk of trying to educate from the perspective
of so-called good practices based on social issues that do
not correspond or correspond imperfectly to the cultural
horizon of particular people.
By being centered on reading and writing tasks,
these literacies are focused on linear and causal relations
with a single medium. How much of my newsfeed is

altered by algorithm A? How is it influencing me? At
which point is company C directly responsible? How
can I configure A to optimize the results? On the subject
of recommender systems, we tried to emphasize how
most of these questions can only be answered in a local
context depending on the environment in which the user
is situated (i.e., platforms used, socio-economic context,
information exposure habits, media landscape).
Moreover, several major approaches in philosophy of
technology including Feenberg’s critical theory defend
an ecological understanding of technological artifacts
(Van Den Eede, 2019). They invite us to disentangle
ourselves from a narrow perspective on technology to
consider the relations influencing the specific situations
in which technological determination occurs.
A filter bubble or echo chamber effect can happen on
a single platform under specific conditions. However,
this phenomenon can also be turned into an opportunity
if it is counterbalanced by adequate habits and tools
weaving a richer network of sources and filtering
processes. Whether those systems have positive or
negative effects depends on their context of use and how
they are associated with other media (O’Hara & Stevens,
2015). Developing organization and navigation
competences as presented in this matrix can therefore be
insightful and help users develop a more nuanced and
refined control of their digital ecosystem.
Organization competences include the ability to
categorize multiple media according to their technical
components, personal benefits to the user, communities,
values or goals. In a complementary fashion, navigation
competences involve being able to search and explore
media according to well-defined criteria, as well as
making them searchable within a community (which
induces an articulation between organization and
navigation). These competences can adopt multiple
shapes depending on the matrix dimension. It can be
about recognizing and classifying how different
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platforms leverage multiple kind of information to tailor
their recommendations and how each of these modalities
can complement each other. It is also balancing news
sources provided by personalized contents and more
traditional mass media in order to get rid of monolithic
technical or editorial choices. In addition to comparing
sources, which is a rather classical aspect of media and
information literacy, it is a question of being able to
enrich, modify and recirculate data to improve the
relevance of information for oneself and for the
community (or communities) to which one belongs.
Finally, it also means developing strategies or tools
aimed at reorganizing these data.
Developing agency with regard for recommender
systems
Organization and navigation competences are not
only applied to manage the informational space
delimited by a media ecosystem. They can also
contribute to assessing the influence of automated
recommendations over time and help the user fine-tune
the system according to his goals and expectations. By
studying last.fm and their recommender system,
Karakayali et al. (2018) observed that users are not
necessarily oriented towards definite music tastes but
are constantly asked to engage with their library and
make a conscious effort to redefine their tastes. Using
Foucault’s work on the care of the self, the authors
defend the idea that recommender systems must not only
be apprehended as technologies of control but also as
means of self-care and self-cultivation (Karakayali et al.,
2018). By filtering content online, they offer to the user
a space of possibilities framed by specific rules with
which to experiment. Nonetheless, users must be willing
and competent enough to actively explore this space
through richer interfaces. Thus, if a traditional critical
media or data literacy aims at suppressing the dangers of
oppression and control, our complementary (critical)
approach aims at analyzing and developing the potential
of those technologies of the self (Karakayali et al., 2018;
Reigeluth, 2017).
This perspective requires merging media literacy
concerns with questions of design. On this topic, the
project Gobo from the MIT Media Lab offers an
interesting way to reflect on information filtering and
recommender systems (Bhargava et al., 2019). Gobo
allows the user to connect multiple newsfeeds from his
or her social media accounts, and to display them

2

simultaneously on the application. Immediately
displayed in an ante-chronological manner, the feed can
be reorganized afterwards according to different filters
that the user can set up. By allowing the end-user to
contribute to the filtering process, Gobo serves two
missions. Firstly, it makes the user more aware of the
information that is pushed towards her/him by the
traditional platforms. Secondly, it serves as an open
experimental place to evaluate the capacity of users to
intervene more actively on the proposed contents
according to personal needs rather than externally
calculated ones. By offering a technology to think with
(see Gobo website2), similar interfaces could contribute
to the development of a critical media-grounded data
literacy by establishing a more transparent relation with
the user. This transparency does not mean a thorough
understanding of the technical components but a
capacity to see oneself in the algorithm as well as his
influence on others (Reigeluth, 2017). If properly
integrated into media education workshops, similar
projects could help stimulate learners’ willingness to
engage critically with richer interfaces to consciously
manage their media ecosystem. Our future studies will
therefore be dedicated to the exploration of users’
agency by developing a similar platform relying on the
principles presented in this paper.
CONCLUSION
By personalizing digital ecosystems and filtering the
information, recommender systems transform the way
users access information and how users can be informed
citizens. These technological changes invite us to
rethink the way a critical media education can contribute
to tackling this issue and how to define a literacy in a
way best suited for these challenges.
Since social media and online news platforms are
mainly relying on personal data to operate, we decided
to focus our attention on data literacy models that have
already tried to deal with similar concerns. Considering
that most of these studies have been performed in the
field of information and statistical literacy, these models
appeared incomplete for us to deal with polarization and
fragmentation as a media issue. While a critical data
perspective
was
conceptually
adequate,
the
recommended practices involving sabotage tactics could
be counterproductive with regard to the underlying
causes of the problem.

https://gobo.social/
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Using concepts coming from philosophy of
technology, we rephrased the issue surrounding
recommender systems. It is not about a defect in the
machine to correct either by education or by design. It is
more about understanding the limitations of these
technologies to navigate more easily in a wider
ecosystem in which we can find balance. Even if it is
obvious that technical knowledge as well as critical
perspectives are needed to “read” our digital
environment, we looked for a model to work on and
evaluate the development of a literacy integrating
navigation and organization dimensions reflecting a
critical and active user behavior towards the
configuration of its information ecosystem. Learning
how to navigate and organize content across multiple
platforms using different algorithms is the first step of a
shift in horizon where data is more actively managed
and recommendation tools are better integrated in search
activities.
This shift in perspective should be supported by
media education workshops intertwined with new
design principles. This paper is mostly theoretical, but
we consider it as a basis for future empirical approaches.
Further research is still needed to assess the potential of
specific interaction modalities and visualization
techniques to encourage active exploration and selfcultivation. Open-source projects such as Gobo offer
interesting opportunities for such design initiatives
supporting studies aimed at improving what we call a
media-grounded data literacy. We hope that the ideas
developed in this paper will also contribute to applied
studies and educational activities regarding access to
information online.
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