This paper examines the asymptotic and finite-sample properties of tests of equal forecast accuracy when the models being compared are overlapping in the sense of Vuong (1989) . Two models are overlapping when the true model contains just a subset of variables common to the larger sets of variables included in the competing forecasting models. We consider an out-of-sample version of the two-step testing procedure recommended by Vuong but also show that an exact one-step procedure is sometimes applicable. When the models are overlapping, we provide a simple-to-use fixed regressor wild bootstrap that can be used to conduct valid inference. Monte Carlo simulations generally support the theoretical results: the two-step procedure is conservative while the one-step procedure can be accurately sized when appropriate. We conclude with an empirical application comparing the predictive content of credit spreads to growth in real stock prices for forecasting U.S. real GDP growth. JEL Nos.: C53, C12, C52
Introduction
Researchers often compare forecasts made by different models to determine whether one model is significantly more accurate than another. Recent examples that compare the predictive content of non-nested models include Corradi, Swanson and Olivetti (2001) , Rich et al. (2005) , Rapach and Wohar (2007) , Naes, Skjeltorp, and Ødegaard (2011) , and Fornari and Mele (2011) . In each of these papers the authors use what is commonly referred to as a Diebold-Mariano (1995) statistic for equal mean square error (MSE). West (1996) showed the asymptotic distribution of the test applied to forecasts from estimated models to be asymptotically standard normal. Hence, conducting inference is straightforward.
In our previous work on nested model comparisons, we showed that this statistic is typically not asymptotically standard normal and in fact has an asymptotic distribution that has a representation as a function of stochastic integrals of quadratics of Brownian motion.
1 While inference is made much harder than just using normal critical values, in certain instances simulated critical values are available (McCracken 2007) . For general conditions, Clark and McCracken (2011) provide a simple to use bootstrap that provides asymptotically valid critical values. Recent examples that compare the predictive content of nested models using the Diebold-Mariano statistic include Hong and Lee (2003) , Faust, Rogers, and Wright (2005) , Zhou (2009), and Wegener, von Nitzsch, and Cengiz (2010) .
One type of model comparison that does not seem to have penetrated this literature is the comparison of overlapping models. Overlapping models is a concept introduced in Vuong (1989) in the context of comparing the relative fit of two (possibly) misspecified likelihood functions. To get a feel for the problem we address in this paper, let's abstract from likelihood functions and focus on two linear regression functions that are intended to forecast excess returns r of some stock index r t+1 = β 0,dy + β dy dy t + ε dy,t+1 r t+1 = β 0,ep + β ep ep t + ε ep,t+1 ,
where dy and ep denote the dividend yield and earnings-price ratio, respectively.
As Vuong notes, these two models can have equal predictive content two distinct ways. In the first, both β dy and β ep are non-zero and it happens to be the case that E(ε 2 dy,t+1 − ε 2 ep,t+1 ) = 0. If this is the case we say the models are non-nested. In the second, both β dy and β ep are zero and hence E(ε 2 dy,t+1 − ε 2 ep,t+1 ) = 0 but in the trivial sense that not only are the two models equally accurate but they are identical in population and hence ε dy,t+1 = ε ep,t+1 . If this is the case we say the models are overlapping.
As Vuong notes, testing the null hypothesis that the two models are equally accurate (i.e., E(ε 2 dy,t+1 − ε 2 ep,t+1 ) = 0) becomes much harder when one allows for the possibility that the two models are overlapping. The problem is that the null hypothesis does not uniquely characterize the null asymptotic distribution. If the two models are non-nested the likelihood ratio statistic is asymptotically normal under the null. But if the models are overlapping, the likelihood ratio statistic is mixed chi-square under the null. If one wants to conduct inference with a prespecified type 1 error α, it is not clear which critical values should be used -those from a standard normal or those from a mixed chi-square.
Because of this dichotomy, Vuong suggests a two-step procedure for testing the null hypothesis, using in-sample (as opposed to out-of-sample) statistics. In the first stage, a variance test, conducted at the α 1 -percent level, is used to test the null that the population forecast errors are identical and hence the two models are overlapping.
If we fail to reject, the procedure stops. Otherwise, if we reject the null (concluding that the two models are not overlapping), we conduct a test of equal accuracy at the α 2 -percent level assuming the two models are non-nested. Vuong (1989) argues that this procedure controls the size of the test at the maximum of the nominal sizes used in each stage -i.e., controls max(α 1 , α 2 ) -and hence the testing procedure is conservative.
Building on West's (1996) results for non-nested models and McCracken's (2001, 2005) and McCracken's (2007) results for forecasts from nested models, this paper examines the asymptotic and finite-sample properties of tests of equal forecast accuracy applied to predictions from estimated linear regression models that may be overlapping. We first derive the asymptotic distribution of the DieboldMariano-West statistic (that we refer to as the MSE-t statistic) when the models are overlapping. With nested model comparisons, in general, we find this statistic typically has a non-standard distribution that has a representation as a function of stochastic integrals of quadratics of Brownian motion. As a corollary to this result, we are also able to derive the asymptotic distribution of the out-of-sample variant of what Vuong (1989) refers to as a variance statistic. When the distribution of the MSE-t statistic is non-normal and one is interested in testing the null of equal accuracy between two overlapping models, we provide a simple-to-use bootstrap that yields asympotically valid critical values. The bootstrap is also applicable for the variance statistic.
Interestingly, there are a few special cases in which the MSE-t statistic is asymptotically standard normal. As we found in our previous work on nested model comparisons, the MSE-t statistic is asymptotically standard normal when: (i) the number of out-of-sample forecasts P is small relative to the number of in-sample observations R used to estimate model parameters, such that P/R → 0; or (ii) the fixed scheme is used to estimate model parameters and hence the parameters used for forecasting are not updated as we proceed across each forecast origin. When one of these two special cases is applicable, a two-step procedure is no longer necessary. We can test for equal forecast accuracy between two possibly overlapping models in just one step using standard normal critical values and still obtain an accurately sized test of equal accuracy.
In addition, under the asymptotics of Giacomini and White (2006) , the MSE-t statistic is asymptotically standard normal. As we show, under a somewhat different null hypothesis than the one we focus on (specifically, under equal accuracy in the finite sample rather than equal accuracy in population), the results of Giacomini and White (2006) permit the direct use of the MSE-t test and standard normal critical values, under a rolling or fixed estimation scheme.
To assess the practical efficacy of our proposed procedures, we conduct a range of Monte Carlo experiments, and we include an empirical application to forecasts of U.S. GDP growth generated from competing models that could be overlapping.
The Monte Carlo analysis shows that the fixed regressor bootstrap developed in this paper has good size and power properties when the models are overlapping under the null hypothesis. Confirming our theoretical work, the simulation results also show our proposed two-step procedure to be conservative and the one-step procedure to be accurately sized when it should be.
The remainder of the paper proceeds as follows. Section 2 introduces the notation, assumptions, and asymptotic results for testing equal accuracy between two overlapping models. Section 3 discusses testing procedures when the models are not known to be overlapping or non-nested. Section 4 presents Monte Carlo results on the performance of our testing procedures, and section 5 applies our tests and bootstrap approach to inference to forecasts of quarterly U.S. real GDP growth. Section 6 concludes.
Overlapping Models
We begin by laying out our testing framework when comparing the forecast accuracy of two overlapping models. One of the primary difficulties of working with the overlapping case is that the null hypothesis of equal forecast accuracy typically does not uniquely characterize the asymptotic distribution. In one case, the two models degenerate into a baseline model consisting of only those predictors the two models share. In the latter, the two models have their own distinct predictive content and hence are best thought of as non-nested. In the latter case, the asymptotic distribution is asymptotically standard normal following West (1996) . The former case is the one we are interested in within this section. We'll return to the more general case of inference when one doesn't know which case holds in section 3.
Environment
The sample of observations {y t , x t } T t=1 includes a scalar random variable y t to be predicted, as well as a (k 0 +k 1 +k 2 = k×1) vector of predictors x t = (x 0,t , x 12,t , x 22,t ) . The two models are linear regressions with predictors x 1,t and x 2,t that share a common component x 0,t : x 1,t = (x 0,t , x 12,t ) and x 2,t = (x 0,t , x 22,t ) .
For each time t the variable to be predicted is y t+1 . The sample is divided into in-sample and out-of-sample portions. The total in-sample observations (on y t and x t ) span 1 to R. Letting P denote the number of 1-step ahead predictions, the total out-of-sample observations span R + 1 through R + P . The total number of observations in the sample is R + P = T .
Forecasts of y t+1 , t = R, . . . , T − 1, are generated using the two linear models y t+1 = x 1,t β * 1 + u 1,t+1 (model 1) and y t+1 = x 2,t β * 2 + u 2,t+1 (model 2). Under the null hypothesis of equal forecast accuracy between (degenerate) overlapping models, model 2 and model 1 collapse on one another for all t, and hence models i = 1, 2 include k i excess parameters, respectively. Since this implies β * i = (β * 0 , 0 ) , the population forecast errors are identical under the null and hence u 1,t+1 = u 2,t+1 ≡ u t+1 for all t.
Because of this degeneracy, we again obtain the result that the hypothesis of equal population predictive ability is trivially true since Eu Both model 1's and model 2's forecasts are generated recursively using estimated parameters. Under this approach both β * 1 and β * 2 are reestimated with added data as forecasting moves forward through time: for t = R, . . . , T − 1, model i's (i = 1, 2) prediction of y t+1 is created using the parameter estimateβ i,t based on data through period t. Models 1 and 2 yield two sequences of P forecast errors, denotedû 1,t+1 = y t+1 − x 1,tβ1,t andû 2,t+1 = y t+1 − x 2,tβ2,t , respectively.
Finally, the asymptotic results for overlapping models presented below use the following additional notation. Let h t+1 = u t+1 x t , H(t) = t
and
Given the definitions and forecasting scheme described above, the following assumptions are used to derive the limiting distributions in Theorem 2.1. The assumptions are intended to be only sufficient, not necessary and sufficient.
(A1) The parameters of the forecasting models are estimated using OLS, yieldinĝ 
(A3 ) lim R,P →∞ P/R = 0; define λ = 1.
The assumptions provided here are nearly identical to those of Clark and McCracken (2005) . We restrict attention to forecasts generated using parameters estimated by OLS (Assumption 1) and we do not allow for processes with either unit roots or time trends (Assumption 2). We provide asymptotic results for situations in which the in-sample and out-of-sample sizes R and P are of the same order (Assumption 3) as well as when the in-sample size R is large relative to the out-of-sample size P (Assumption 3 ). The assumptions differ only in so far as the notation has changed to accommodate the comparison of overlapping rather than nested models.
With these assumptions we are able to use Hansen's (1992) and Davidson's (1994) theoretical results regarding weak convergence of partial sums to Brownian motion and averages of these partial sums to stochastic integrals of Brownian motion. As we will see below, the null limiting distributions bear a strong resemblance to those in McCracken (2001, 2005) and McCracken (2007).
Tests and asymptotic distributions
In the context of non-nested models, Diebold and Mariano (1995) propose a test for equal MSE based upon the sequence of loss differentialsd t+1 =û
2 , the statistic takes the form
Under the null that both x 12,t and x 22,t have no predictive power for y t+1 , the population difference in MSEs will equal 0. Under the alternative that at least one element of either subvector has predictive power, the population difference in MSEs can be either positive or negative. As a result, when comparing two overlapping models, the MSE-t test is two-sided.
While West (1996) proves directly that the MSE-t statistic can be asymptotically standard normal when applied to non-nested forecasts from models with estimated parameters, Clark and McCracken (2005) and McCracken (2007) show that this is typically not the case when applied to nested models. The primary issue is that West's (1996) results require the population-level long run variance ofd t+1 to be positive (under the null). This requirement is violated with nested models, and as
we will see below, with overlapping models. Intuitively, for both the nested and overlapping case, the null hypothesis implies the population errors of the competing forecasting models are exactly the same. As a result, in population d t+1 = 0 for all t, which makes the corresponding variance also equal to 0. Because the sample analogues (for example,d and its variance) converge to zero at the same rate, the test statistic has a non-degenerate null distribution, that is typically not normal.
As we will see below, in the case of overlapping models the MSE-t statistic converges in distribution to a function of stochastic integrals of quadratics of Brownian motion, with a limiting distribution that depends on the sample split parameter π and the number of exclusion restrictions k 1 and k 2 , as well as certain unknown nuisance parameters that depend upon the second moments of the data. In the
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The results in Theorem 2.1 bears a strong resemblance to those discussed in Clark and McCracken (2005) . In fact, notationally they are identical. The primary difference is in the definition of the orthogonality conditionh t+1 and subsequent unknown nuisance parameter Shh.
With such a minor difference in the structure of the problem it is not surprising that the asymptotic distributions are so similar.
Algebraically, the dependence upon Shh, which in turn depends upon the second moments of the forecast errors u t+1 , the regressors x t , and the orthogonality conditions h t+1 , arises because, in the presence of conditional heteroskedasticity an information matrix-type equality fails. Similarly, in the context of likelihood-ratio statistics, Vuong (1989, Theorem 3.3) shows that the limiting distribution of the likelihood ratio statistic has a representation as a mixture of independent χ 2 (1) variates (in contrast to our integrals of weighted quadratics of Brownian motion). This distribution is free of nuisance parameters when the information matrix equality holds but in general does depend upon such nuisance parameters.
In Theorem 2.1 there are two special cases for which the dependence on Shh is asymptotically irrelevant for the MSE-t statistic. First, in the perhaps unlikely scenario in which each of the eigenvalues of Shh are identical, one can show that the limiting distribution no longer depends upon the value of Shh. If this is the case we obtain McCracken's (2007) results for MSE-t and thus are able to utilize the estimated asymptotic critical values provided in that paper to conduct inference.
2
Second, in the special case in which π = lim R,P →∞ P/R = 0, the MSE-t statistic is asymptotically standard normal despite the presence of Shh.
Although it may not be immediately apparent, Theorem 2.1 also provides us with the asymptotic distribution of an out-of-sample version of what Vuong referred to as a "variance" statistic. Specifically, in the first step of his two-step procedure for testing equal accuracy in the presence of possibly overlapping models, he uses the in-
2 to determine whether or not the two models are overlapping. The following corollary provides the asymptotic distribution for our proposed out-of-sample version of the statistic.
Assumptions 1, 2, and 3 hold.
In Corollary 2.1 we find that the asymptotic distribution of the variance statistic takes the form of a stochastic integral when lim R,P →∞ P/R > 0 but takes the form of a weighted quadratic of vector standard normals when lim R,P →∞ P/R = 0. The latter result is similar to that in Vuong insofar as the asymptotic distribution is a mixed central chi-square variate. Regardless, in either case (a) or (b), inference is 2 McCracken (2007) provides critical values associated with the upper 90th, 95th and 99th percentiles. Only upper critical values are given because the models were nested. Critical values associated with the lower tail are available upon request from the author.
3 The terms 4σ 4 do not appear in Theorem 2.1 because they cancel with similar terms in the numerator of the MSE-t.
complicated by the presence of the unknown nuisance parameter Shh.
Extensions
For brevity, and to facilitate comparison with the results in Vuong (1989) , we have focused attention on methods for inference when the forecasts are one-step ahead and the recursive scheme is used. Most if not all of the results in Theorem 2.1 and Corollary 2.1 can be generalized to situations in which the rolling or fixed schemes are used or when direct multi-step forecasts are made at horizons greater than 1.
4
Rather than delineate all of these permutations we emphasize two that may prove useful for conducting inference. First, as was the case for nested model comparisons in Clark and McCracken (2005) and McCracken (2007) , the recursive, rolling, and fixed schemes are all asymptotically equivalent when lim R,P →∞ P/R = 0. Stated more precisely, the MSE-t statistic is not only asymptotically standard normal for each of these schemes when lim R,P →∞ P/R = 0, but also the difference between (say) the MSE-t statistics constructed using the rolling scheme and constructed using the recursive scheme is o p (1). We immediately conclude that standard normal critical values can be used to conduct inference when lim R,P →∞ P/R = 0 for each of the schemes when the models are overlapping.
Second, when the fixed scheme is used for model estimation, the MSE-t statistic is asymptotically standard normal regardless of whether assumption 3 or 3 holds . In particular we find that when the fixed scheme is used to construct forecasts, the MSE-
whether lim R,P →∞ P/R is zero so long as lim R,P →∞ P/R is finite. As described in the next section, this result could be used directly for inference.
Testing Procedures
In this section we consider various approaches to testing for equal forecast accuracy when the models may be overlapping. The first two approaches are similar in the 4 Under the fixed scheme the model parameters are estimated once using the first R observations and then never updated as we move across forecast origins and henceβ i,t =β i,R for all t. Under the rolling scheme the model parameters are re-estimated in much the same way as for the recursive scheme but only using the most recent R observations and henceβ i,t = arg min
sense that they provide a conservative test. The third approach provides accurately sized tests but is only applicable in special instances.
A conservative two-step procedure
One approach to conducting inference is an out-of-sample version of the two-step procedure suggested by Vuong (1989) . In the first stage, PŜ dd (or RŜ dd ) is used to test whether or not the two models are overlapping at the α 1 -percent level. If we fail to reject, the procedure stops. If we reject the null (concluding that the two models are not overlapping) we conduct a test of equal accuracy at the α 2 -percent level assuming the two models are non-nested using the MSE-t statistic and standard normal critical values. If we reject, we can conclude that the two models are not equally accurate. Vuong (1989) shows that such a two-step procedure controls the size of the test at the maximum of the nominal sizes used in each stage max(α 1 , α 2 ) and hence the testing procedure is conservative while still remaining consistent.
One weakness of this approach is that the critical values for the first step of the procedure are not readily tabulated due to the presence of the unknown nuisance 
A conservative one-step procedure
In most instances, the MSE-t statistic does not have an asymptotically standard normal distribution when the models are overlapping and hence it does not have critical values that are easily accessible. But suppose we knew that q α/2 and q 1−α/2 were the lower and upper α/2-percentiles of the null asymptotic distribution of the MSE-t statistic when the models are overlapping. If we knew the models were overlapping we would conduct an α% test by rejecting when either MSE-t < q α/2 or MSE-t > q 1−α/2 . Suppose instead that we knew the models were non-nested. We would conduct an α% test by rejecting when either MSE-t < z α/2 or MSE-t > z 1−α/2 , where z α denotes the α quantile of the standard normal distribution. Unfortunately, the null hypothesis does not tell us which set of critical values should be used to achieve an accurately sized test: q α/2 and q 1−α/2 or z α/2 and z 1−α/2 .
To avoid this problem one option is to forego the need for an exact test and simply require a conservative test as we did above, using an out-of-sample version of the two-step procedure recommended by Vuong (1989) . In our out-of-sample environment it turns out that the conservative two-step procedure can be replaced with a conservative one-step procedure. This reduction in the number of steps occurs because the same test statistic, applied to either the overlapping or non-nested case, happens to be O p (1). This was not the case for the likelihood-ratio based methods used in Vuong (1989) . There, Vuong restricted the perspective of his inference to only considering likelihood ratio statistics. In that environment he showed that the likelihood ratio statistic was O p (T −1/2 ) when the models were non-nested but was
) when the models were overlapping. Clearly, if one happened to correctly guess which case held, one could conduct valid inference. But if one guessed wrong, the critical values used would be off by an order of magnitude.
But since in our case the MSE-t statistic is bounded in probability under either regime, one could simply use the minimum of the two lower quantiles min(q α/2 , z α/2 ) as the upper bound of the lower rejection region and the maximum of the two upper quantiles max(q 1−α/2 , z 1−α/2 ) as the lower bound of the upper rejection region. This approach would not lead to an exact test at the α% level but it would be guaranteed to yield a conservative test in large samples.
One weakness of this approach is that we don't actually know the quantiles q α/2 and q 1−α/2 . To get around this issue we exploit the bootstrap described in the previous subsection. Simulation evidence provided in section 4 indicates that the bootstrap works very well in this overlapping context, providing accurate estimates of the relevant quantiles under the null while still providing considerable power under the alternative.
An exact one-step procedure
As we noted in the introduction, there are very special cases in which the MSE-t statistic is asymptotically standard normal when the models are overlapping. If either lim P,R→∞ P/R = 0 or the fixed scheme is used to construct forecasts, it is not only the case that the MSE-t test is standard normal when the models are overlapping, it is also the case that the test is standard normal when the models are non-nested. Hence, regardless of whether the models are overlapping or non-nested, standard normal critical values can be used to conduct accurately sized inference without having to use a conservative test like those described above.
We should note, however, that this approach is not without its drawbacks. First, in any finite sample it is never the case that P/R = 0, and hence it is not obvious how well the standard normal approximation will work when the forecasts are constructed using the recursive scheme and the models are overlapping. It may be the case that the actual size of the test is far from its nominal size and more importantly may not be conservative -one advantage that the other two procedures have. Second, while it is convenient to use standard normal critical values to conduct inference in a one-step procedure, that is hardly a reason to justify using the fixed scheme under the conditions given in this paper. Recall that in our assumptions we essentially assume that the observables are covariance stationary. In this environment one would likely want to use the recursive scheme to evaluate the accuracy of models, since the recursive scheme updates the parameter estimates at each forecast origin as more information is gathered and likely leads to more accurate forecasts.
Inference under Giacomini and White (2006) asymptotics
All of the results developed above obtain under large R, large P asymptotics, which permit recursive, rolling, and fixed estimation schemes. In this section we show that the results of Giacomini and White (2006) , developed under asymptotics that treat R as fixed and P as large, imply the MSE-t statistic applied to forecasts from overlapping models to have an asymptotically standard normal distribution. However, the null hypothesis is somewhat different under the Giacomini and White approach than under our approach. In addition, the Giacomini and White results apply only to forecasts generated with rolling and fixed sample estimation schemes.
As above, suppose we are comparing forecasts from two models:
Forecasts from the models could be equally accurate if either (a) E(u apply, under a null that differs from the one we consider. In both cases the proof of asymptotic normality follows directly from Giacomini and White (2006) .
Models are actually overlapping
When the models are actually overlapping we know the two models are the same in population and take the form
In this framework straightforward algebra yieldŝ
where J i , i = 1, 2, denote selection matrices that satisfy x 0,t = x i,t J i .
Under Giacomini and White (2006) asymptotics, neither of these two pieces vanishes as the sample size increases. This is where the null hypothesis is different than the one we focus on. Under their asymptotics, for the MSE-t statistic to be asymptotically standard normal, it must be the case that E(û 2 1,t+1 −û 2 2,t+1 ) = 0, which requires
In this setting, the null hypothesis is one of equal accuracy in the finite sample (forecasts evaluated at estimated parameters), rather than equal accuracy in population (forecasts evaluated at population values of parameters). Equal accuracy in the finite sample requires that the forecasts from the competing overlapping models are equally affected by some sort of noise that is not exactly the same in the two forecasts.
For example, if the overlapped, true model were somehow misspecified, such that u t+1 were serially correlated, there could be a bias-variance tradeoff occurring between the first and second terms in the above expression for the expected difference in forecast errors.
We can provide a simpler intuition for the applicability of Giacomini and White's (2006) results to overlapping models if we treat x 0,t β * 0 as the true conditional mean. With this condition, the first term in the above expansion is zero mean since u t+1 is a martingale difference. As a result, for the MSE-t statistic to be asymptotically standard normal under Giacomini-White asymptotics, it must be the case that
The condition of equal accuracy -that is, E(û 2 1,t+1 −û 2 2,t+1 ) = 0 -is satisfied if the two models have equally variable forecasts, where variability is evaluated around the true conditional mean x 0,t β * 0 .
Models are actually non-nested
When the competing models are non-nested, they are fundamentally distinct. If we maintain our stationarity assumptions and define β * i = p lim R→∞β i,R and u i,t+1 = y t+1 − x i,t β * i , straightforward algebra yieldŝ
We now have three terms laying around that need to be accounted for in the GiacominiWhite framework. Given the definition of the population errors, this equation simplifies a little bit when we take expectations:
The first term is the difference in population-level MSEs, the second term is the difference in forecast efficiency, while the third is the difference in the variability of the forecasts where variability is evaluated around x 1,t β * 1 and x 2,t β * 2 , respectively. A sufficient, although not necessary, set of conditions for the null hypothesis of equal accuracy in the finite sample (for forecasts evaluated at estimated parameters) to be satisfied would be that the forecasts are equally accurate in population, equally efficient, and equally variable. The MSE-t statistic is then asymptotically standard normal under Giacomini-White asymptotics.
Monte Carlo Evidence
To evaluate the finite sample properties of the above approaches to testing for equal accuracy of forecasts from models that may be overlapping, we use simulations of multivariate data-generating processes (DGPs) with features of common macroeconomic applications. In these simulations, two competing forecasting models include a common set of variables and another set of variables unique to each model. The null hypothesis is that the forecasts are equally accurate. This null will be satisfied if the models are overlapping (the true model includes the common set of variables but none of the additional variables in the competing forecasting models) or if the models are non-nested (neither model is the true one, but the models' forecasts are equally accurate). The alternative hypothesis is that one forecast is more accurate than the other.
In the interest of brevity, we focus on forecasts generated under a recursive estimation scheme. However, we have verified that using a rolling estimation scheme yields very similar results. As to testing approaches, we focus on the efficacy of the one-step and two-step testing approaches described above. In light of the validity of the MSE-t test compared against standard normal critical values under certain circumstances or against fixed regressor bootstrap critical values in other circumstances, we also include results for these tests. To help interpret the behaviors of the one-step and two-step procedures, we also provide results for the PŜ dd test that is used in the two-step procedure.
We proceed by first detailing the DGPs and then presenting size and power results, for a forecast horizon of 1 period and a nominal size of 10% (results for 5% are qualitatively the same). Our reported results are based on 10,000 Monte Carlo draws and 499 bootstrap replications.
Monte Carlo design
For all experiment designs, we generate data using independent draws of innovations from the normal distribution and the autoregressive structure of the DGP.
5 With monthly and quarterly data in mind, we consider a range of sample sizes (R, P ), for all possible combinations of R = 50, 100, 200, and 400 and P = 20, 50, 100, and 200.
All experiments use the following general DGP, based loosely on the empirical properties of GDP growth (corresponding to the predictand y), the spread between 10-year and 1-year yields, and the spread between AAA and BBB corporate bonds: In all experiments, the competing forecasting models are:
model 2:
We consider four different sets of experiments based on this DGP. In the first set, the competing forecasting models are truly overlapping and equally accurate: we parameterize the DGP with b 1 = b 2 = 0. In the second set, the competing models are equally accurate, but non-nested instead of overlapping: we use b 1 = b 2 = -2.0 in the DGP. In the third set of experiments, the competing models are also equally accurate and non-nested, but with smaller coefficients on the x variables, such that the variance-based test PŜ dd has less power than in the second set of experiments: in this case, we set b 1 = b 2 = -0.7 in the DGP. In the fourth set of experiments, model 1 is more accurate than model 2, with model 1 corresponding to the DGP: we use b 1 = -2.0 and b 2 = 0.0.
Results

Truly overlapping models
The results in Table 1 indicate that, when the models are truly overlapping, our proposed one-and two-step procedures behave as might be expected under the asymptotic logic described above. The one-step procedure is conservative, yielding an empirical rejection rate that is slightly to somewhat below the nominal size of 10 percent (where nominal refers to the use of 10% critical values from both the standard normal and bootstrap distributions). This one-step test is less undersized when P is small than when P is large. For example, with R = 100, the one-step rejection rate is 8.7%, 7.4%, 5.4%, and 3.6% with P = 20, 50, 100, and 200, respectively.
The behavior of the one-step approach reflects the properties of individual tests based on comparing the MSE-t statistic against standard normal and bootstrap criti-cal values. Using bootstrap critical values with the MSE-t statistic consistently yields a rejection rate of about 10%. Using standard normal critical values yields a rejection rate that is slightly to somewhat below the intended rate of 10%. Consistent with our asymptotics that imply the MSE-t test to have a standard normal distribution when P/R is close to 0, this testing approach yields a rejection rate closer to 10% when P is small relative to R than when it is large. For example, with R = 200, comparing MSE-t against normal critical values yields empirical size of 11.7% when P = 20 and 5.3% when P = 200.
In these experiments in which the models are truly overlapping, the two-step procedure is clearly more conservative than the one-step test. Across experiments, the rejection rate is consistently close to 0.1%, which is the product of the 10% nominal sizes of the two tests that enter the two-step approach. The first test in the procedure, the variance-based test PŜ dd , is generally correctly sized, except when R and P are both small. As noted above, across all Monte Carlo draws (not just those yielding a rejection by the variance test) the second test in the procedure, MSE-t compared to standard normal critical values, is slightly to modestly undersized. Applying the MSE-t test to the roughly 10 percent of draws in which the variance test yields a rejection leads to rejection in about 10 percent of those draws, for an overall rejection rate of about 1 percent of total draws.
Truly non-nested models
The results in Table 2 show that, when the competing forecasting models are in truth non-nested and equally accurate, our proposed one-and two-step testing procedures behave as intended.
When the coefficients on the x variables are large, as in panel A's experiments, both the one-step and two-step procedures are correctly sized to slightly oversized, yielding a rejection rate of 10 percent or a bit more. For example, with R = P = 200, both procedures yield a rejection rate of 10.6%; with R = 100 and P = 50, the oneand two-step rejection rates are, respectively, 11.9& and 12.1%. The behavior of the two-step test reflects the very high power of the PŜ dd test and an MSE-t test that is modestly oversized (except for large P ) when compared against standard normal critical values. Finally, note that comparing the MSE-t test against critical values from the fixed regressor bootstrap yields a rejection rate of more than 10%, as should be expected given that the forecasting models are non-nested, not overlapping.
When the DGP's coefficients on the x variables are non-zero but not large, as in panel B's experiments, our proposed one-step procedure is about correctly sized in experiments with small P and slightly to modestly oversized with large P . The two-step testing approach is generally more conservative than the one-step approach, except when R and P are both large. For example, with R = 100 and P = 20, the one-step and two-step rejection rates are 9.9 and 4.4%, respectively. With R = 100
and P = 200, the corresponding rejection rates are 8.9 and 6.7%. With R = 400
and P = 200, the one-step and two-step rejection rates are both 9.9%. Again, the behavior of the two-step test is driven in part by the power of the PŜ dd test, which, in most sample size settings, is not as high as in the corresponding experiments with large coefficients on the x variables. Note, though, that these experiments show that the power of the PŜ dd test rises with both R and P .
In these experiments, the behavior of the MSE-t test compared against standard normal critical values across sample sizes doesn't seem to entirely square with asymptotics that imply the test to have a standard normal distribution when P is small relative to R. In our experiments, when P is small relative to R, using standard normal critical values yields a slightly oversized test. For example, in experiments with large coefficients on the x variables and with P = 20, comparing the MSE-t test against standard normal critical values yields a rejection rate of 12.8% and 12.5%
when R = 200 and 400, respectively. It may be that both P and R need to be larger for the small P/R asymptotics to kick in.
Model 1 more accurate than model 2
The results in Table 3 indicate that our proposed one-and two-step testing procedures have comparable power when, in truth, one model is more accurate than another. For example, with R = 50 and P = 100, the one-step and two-step tests yield rejection rates of 56.2% and 52.5%, respectively. Power rises with both R and P . For instance, with R = 50 and P = 200, both procedures have power of about 86%. Again, the behavior of these procedures reflects the properties of the component tests, including
the PŜ dd test and the MSE-t test compared against standard normal and bootstrap critical values. In these experiments, the PŜ dd test has high power, and the power of the MSE-t test based on the normal and bootstrap critical values is comparable to its power in the one-step and two-step procedures.
Summary of findings
Based on these results, we can recommend both the 1-step and 2-step testing approaches. When the models are overlapping and equally accurate for forecasting, these approaches will reject at a rate at or below nominal size. When the models are non-nested and equally accurate, these two approaches perform comparably. Overall, consistent with the theory, the two-step procedure is conservative while the one-step procedure can be accurately sized when appropriate. Finally, when one model is more accurate than the other, the tests have similar power.
Application
In this section we illustrate the use of our proposed testing approaches with an application to forecasts of quarterly U.S. real GDP growth. With model 1, we forecast GDP growth with a constant, one lag of GDP growth, and two lags of a credit spread defined as the BBB corporate bond rate (from Moody's) less the AAA rate. The results, provided in Table 4 , indicate that the two models yield quite similar
MSEs. Under our two-step testing procedure for testing equal accuracy, we first compare the test based on the variance of the loss differential to critical values obtained with the fixed regressor bootstrap. For simplicity, we use the simple varianceŜ dd rather than the scaled version PŜ dd that has a non-degenerate asymptotic distribution; ignoring the scaling has no effect on the inferences drawn under the bootstrap.
In this application, theŜ dd statistic takes the value of 23.664, which exceeds the 90% critical value, but not the 95% critical value. At the 5% significance level, we cannot reject based on the variance statistic; we conclude the models to be overlapping and equally accurate for forecasting. 
Conclusion
This paper extends our previous results on nested model comparisons to comparisons of models that may be overlapping. As was the case for Vuong (1989) , the main difficulty is handling the fact that the null of equal accuracy does not uniquely characterize the asymptotic distribution of our test statistic, a t-test for equal MSE. In those cases where the models are truly overlapping, the asymptotic distribution is typically non-standard and involves unknown nuisance parameters. A simple-to-use bootstrap is recommended for conducting inference. If it is unknown whether the two models are overlapping, we show how to conduct inference using a conservative twostep procedure akin to that in Vuong (1989) . In addition, we show that in certain circumstances an exact one-step procedure is asymptotically valid.
We then conduct a range of Monte Carlo simulations to examine the finite-sample properties of the tests. These experiments indicate our proposed bootstrap has good size and power properties when the models are overlapping under the null. The results generally support the theoretical results: the two step procedure is conservative while the one-step procedure is accurately sized when applicable. In the final part of our analysis, we illustrate the use of our tests with the comparison of forecasting models of real GDP growth. Notes:
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1. The data generating process is defined in equation (3). In these experiments, the coefficients b1 = b2 = 0, such that the competing forecasting models are overlapping and equally accurate in forecasting. 2. For each artificial data set, forecasts of yt+1 are formed recursively using estimates of equations (4) and (5). These forecasts are then used to form the indicated test statistics. R and P refer to the number of in-sample observations and 1-step ahead forecasts, respectively). 3. The test statistics MSE-t and PŜ dd are defined in section 2.2. The fixed regressor bootstrap and the one-and two-step procedures are defined in sections 3.1 and 3.2. 4. The number of Monte Carlo simulations is 10,000; the number of bootstrap draws is 499. Notes:
1. The data generating process is defined in equation (3). In the experiments in panel A, the DGP coefficients are set to b1 = b2 = −2.0. In the experiments in panel B, the DGP coefficients are set to b1 = b2 = −0. Notes:
1. As described in section 5, 1-quarter ahead forecasts of real GDP growth (defined as 400 times the log difference of real GDP) are generated recursively from competing models including either a credit spread (model 1) or growth in real stock prices (model 2). Forecasts from 1985:Q1 through 2010:Q4 are obtained from models estimated with a data sample starting in 1960:Q1. 2. The test statistics MSE-t andŜ dd are defined in section 2.2. The fixed regressor bootstrap and the one-and two-step procedures are defined in sections 3.1 and 3.2.
3. The number of bootstrap draws is 4999.
