Abstract
Introduction
In today's ad-hoc networks, routing is primarily concerned with connectivity. Present routing algorithms, proactive or on demand, source routing or table driven, typically characterize the network with a single metric such as hop-count, and use shortest-path algorithms to compute paths.
These algorithms are not adequate for QoS routing with bandwidth requirements. In wired networks, bandwidth requirements are modeled by independent link capacities c (i,j) : Traffic carried by link (i, j) must be less than or equal to c (i,j) , but does not consume the bandwidth over other links. Routing algorithms with bandwidth consideration include the Widest Shortest Path (WSP) algorithm [4] and the Shortest Widest Path (SWP) algorithm [17] .
Both WSP and SWP cannot apply to wireless networks because the bandwidth model in wireless environment in-volves interference between neighboring links -the transmission on one link taking up capacity in other links in the vicinity. It leads to consideration of an interference model that is coupled with a scheduling problem.
The interference model is described as an undirected graph CG with respect to the network graph G. By definition in [6] , each link in G is represented by a CG-node in CG, and a CG-link exists if the two links in G interfere with each other 1 . The generated CG is called the conflict graph. It has been referred to by different authors, and is also called the contention graph [11] , or the interference graph [12] .
To route flows across multiple hops, we need to find sets of non-interfering links and schedule them carefully. The flows are feasible if and only if there exists a set of link schedules that allow the network to deliver the traffic. Therefore, optimal solutions for routing with bandwidth guarantees have to consider MAC layer scheduling, thus leading to a very complicated problem.
Related work
The interference model develops as it is gradually cognized to be the critical issue in ad-hoc QoS routing. The initial routing solutions [13] [1] considered the bandwidths of wireless links individually. There is no consideration of interference between multiple hops of the same flow.
In [10] [9] the authors settled on a time division multiplexing (TDM) scheme that chooses the exact time slots to be used by flows along each link. To address interference, a code division multiplexing (CDM) scheme is overlaid on top of the TDM infrastructure, allowing neighboring links to share the same slot.
To avoid the complicated CDM scheme, [20] [16] employed a neighboring model of interference and proposed 1 Be cautious with the terms. We use the terms node and link for the network graph G, and the terms CG-node and CG-link for the conflict graph CG. distributed algorithms to determine the exact schedule of slots for the flows. The neighboring model prohibits transmitting neighbors from being active simultaneously.
The assumption underlying the neighboring model, that interference happens only between the transmitting neighbors, is not true in general, because the interference range is potentially larger than the transmission range. A promoted multihop neighboring model assumes interference between nodes that are more than one hop distant. Protocols based on this model include [19] and [18] , which maintain neighbor information to incorporate interference, and broadcast the route requests to determine a feasible path. They both assume stand-alone MAC protocols such as 802.11 and SEEDEX [14] , and give up integrated scheduling schemes to reduce complexity.
The conflict-graph (CG) based interference model is more comprehensive, yet more complex to deal with, than the multihop neighboring model. [8] discussed a theoretical solution that integrates the scheduling and routing. [11] proposed a practical scheduling scheme that takes flow allocations as input.
Note that the path computation and scheduling are tightly tangled in ad-hoc QoS routing. Cross-layer design, which integrates the path computation (network layer) and the scheduling (MAC layer), appears to be the suitable method. Among the researches mentioned above, [13] - [20] deal with the two aspects together. However, these schemes suffer from either naive interference models, or complicated implementations.
Other schemes separate the two layers. These include the flow-aware scheduling schemes [11] [16] that take flow allocations as input, and the interference-aware routing schemes [19] [18] that compute feasible paths based on the knowledge of scheduling schemes and interference models.
The scheme discussed in this paper belongs to the latter category. We assume the stand-alone MAC protocol and the CG-based interference model. 802.11, for example, is a choice of the MAC layer protocol. We assume the MAC is able to find schedules for nodes if the flows are feasible. We aim at providing bandwidth guaranteed routing for specific network topology and traffic configurations. Particularly, we ask the question that at most how much bandwidth a path can deliver between the given source-destination pair. The mathematical abstraction is the Ad-Hoc Shortest Widest Path (ASWP) problem. Though similar to its counterpart in wired networks, ASWP in wireless networks is NPcomplete.
We propose a distributed algorithm that finds close-tooptimal paths. The algorithm adopts a k-shortest-path approach, whereby each intermediate node records up to k best partial paths. Numerical simulations demonstrate the performance of the proposed algorithm and the effect of different k values.
The rest of the paper is organized as following. Section 2 presents the feasibility condition of flows. We formulate the ASWP problem in Section 3. Sections 4 and 5 propose the distributed algorithm and study its performance. Section 6 concludes the paper.
Feasibility Condition of Flows
Consider the network G = (V, E). The flow is represented by a vector x = (x l : l ∈ E) in which x l is the amount of traffic need to be delivered over link l. We make the following assumptions about wireless nodes. First, every node uses the same transmission power. Second, interference happens at both the sender and the receiver side. This is true when senders expect acknowledgement from receivers for each successfully transmitted packet. These assumptions are natural for 802.11 nodes, and imply symmetric interference that underlies the undirected conflict graph.
The conflict graph CG describes how links share the medium. Qualitatively, the maximal cliques 2 of CG denote which links are actually contending. Though it is known [2] that the problem of finding maximal cliques is NP -complete, [6] provided a simple heuristic to compute cliques in the case of ad-hoc networks. [7] extended the heuristic for better approximation.
In [5] the authors suggest the clique constraint as the feasibility condition of flows. Let q ⊂ E be a maximal clique, and Q be the set of all maximal cliques. q can be represented as a row vector q = ( 
where c q is the residual capacity of clique q,
and α is a scaling factor.
The clique constraint is a sufficient condition of the feasibility problem. The proof can be found in [5] . The scaling factor α is defined by α = 1/imp(CG), where imp(CG) is the imperfection ratio [3] of the conflict graph CG. If CG is a unit disk graph, [3] showed that imp(CG) ≤ 2.155. This corresponds to the case where wireless nodes are placed on the ground of a free space with no obstacles in between, and the scaling factor is α = 1 2.155 ≈ 0.46. Note that flows being feasible only implies the existence of link schedules. The distributed scheduling schemes may fail to find these schedules because of the MAC inefficiency [5] . In this paper, however, we assume that the MAC protocol is able to schedule the feasible flows.
Ad-Hoc Shortest Widest Path Problem
The routing problem is to map a flow request (s, d, bw) to a flow vector x by computing a feasible path p = (s, i, j, ..., k, d), where s, d ∈ V are the source and destination nodes, and bw is the bandwidth requirement. The flow vector x = x(p, bw) is given by
Define path width width(p) to be the largest bw such that x(p, bw) is feasible. Thus, p is a feasible path for flow re-
The Ad-Hoc Shortest Widest Path (ASWP) problem maximizes path width. It also considers a second metric, the path length in terms of hop-count, because the shortest widest paths prove to be loop-free. The solutions of ASWP answer the question that at most how much bandwidth a path can deliver between the given source-destination pair, thus guarantee to admit feasible flow requests.
ASWP is referred to as the "integral flow with bundles" problem in [2] and proves to be NP -complete in [15] . Theoretically, the optimal solution of ASWP can be found by solving two integer programming problems -the first one finds the maximal path width, and the second one finds the shortest path that achieves this width. ASWP is hard because it violates the Principle of Optimality, which states: If an optimal path from node 1 to node 3 passes through 2, it must also be the optimal path from 1 to 2 and from 2 to 3. Interference in ad-hoc networks does not conform to this paradigm. Figure 1 illustrates an example of such violation in adhoc networks. The channel capacity is denoted by C. The figure shows both the connectivity graph and the conflict graph. The interference between links in the connectivity graph are marked by dotted lines -they become CG-links of the conflict graph. Clearly, the widest path from node 1 to node 3 is A. But consider the widest path from node 1 to node 5. The maximal bandwidth of C/2 is achieved by path B-C-D-E. The shorter path A-D-E can at most achieve C/3 since its three links all interfere with each other. 
Algorithm Description
The goal is to design a distributed algorithm that solves ASWP and minimizes the exchanged information and overhead, because centralizing all the clique information at a single node is expensive. [6] [7] proposed polynomial-time algorithms that computes the maximal cliques distributedly, thus allowing each node to acquire the list of maximal cliques that local links belong to.
The proposed algorithm adopts the Bellman-Ford architecture and the k-shortest-path approach. Specifically, each node i maintains a set of best paths. Each element of the set forms a record, denoted by r s,i = (s, p s,i , width(p s,i ), len(p s,i ) ) that contains the source node s, the complete path p s,i from the source to i, the path width, and the path length in terms of hop-count.
The k-shortest-path approach is widely applied in multiconstraint QoS routing to address violation of the Principle of Optimality. The idea is to keep multiple records for each destination such that a local sub-optimal path may extend to be the global optimum. The number of records, k, is predetermined to ensure polynomial complexity.
These k records are sorted in the shortest-widest order. Notation r Remember that width(p s,j ) is computed at node j, which holds the list of the maximal cliques Q (i,j) = {q : q (i, j), q ∈ Q} that link (i, j) belongs to. We show that this information is enough for node j to compute width(p s,j ).
Let z = x(p, 1) be the unit bandwidth flow carried by path p. Thus,z
where e (i,j) is a vector with only one 1 at link (i, j). Therefore,
, min
,
width(p s,i ) . (5)
The intuition is, when a path extends, the bottleneck clique either remains unchanged or becomes one of the maximal cliques that the extending link belongs to. This is an important property that makes the distributed algorithm possible. 
Time complexity
If n and m are the number of nodes and links in the graph G = (V, E), the algorithm requires knm relaxation operations in the worst case. During each relaxation operation, loop detection takes O(n) at most. Width computation takes O(qm) in which we abuse q to denote the maximal number of local maximal cliques held by each node. Also the sorting of the k records takes O(k), since only one record is out of order. Therefore, the time complexity of the proposed algorithm is O((n + qm + k)knm).
Note that though in general the total number of maximal cliques in a graph is exponential, the approximation algorithm in [7] guarantees that q scales polynomially by O(m∆), where ∆ is the maximal degree of the conflict graph. Hence the worst-case running time of our algorithm
Numerical Simulations
We simulate the proposed ASWP algorithm over a 50-node network in a 2.5km × 2.5km area. The transmission range of the nodes is 500m, and the interference range is 1km. The simulations demonstrate performance, complexity, and dynamics of the algorithm, discussed in the following sections respectively.
Performance
We compare the path width as we increase the load of the network. The load is represented by the average clique utilization, which is the average ratio of the used capacities over all cliques. We also consider the distance of the source-destination pairs, measured by the hop-counts of the shortest path between each pair. Intuitively, distant pairs are more improvable, meaning that the widest path is wider than the shortest one. To see this in an opposite way, think of an one-hop pair: the shortest path is obviously the widest.
Due to the limit of space we present one figure (Figure 2 ) that shows the result for a 7-hops distant pair of nodes (chosen randomly). The Y-axis is the width of the optimal path between the pair. We plot this against rising utilization in the network. The figure shows, when k = 1, the proposed algorithm -denoted by ASWP(k = 1) -finds paths that are significantly wider than the shortest paths; k = 4 improves the path width very close to the optimum. For instance, when network utilization is 0.12, the path width of the shortest path is 357 Kb/s; ASWP(k = 1) improves the value to be 416 Kb/s; And ASWP(k = 4) finds the optimal 488 Kb/s. The optimal value is computed using the centralized integer programming method.
When the load of network increases, the improvements shrink. Indeed, when the utilization is over 0.53, there is no improvement at all. This can be explained by the fact that the network is so congested that none of the algorithms can find good paths. At this point, the widest available path is down to a few Kb/s.
The results are different for closer s-d pairs. Considering another randomly chosen s-d pair that are only 2 hops distant, at a high utilization of 0.53, we observe that the shortest path can deliver only 15 Kb/s, while ASWP(k = 1) finds 143 Kb/s, and ASWP(k = 4) 222 Kb/s. To see this, note that the residual capacities vary significantly from clique to clique, especially when the load is high. For distant s-d pairs, there are always some congested cliques becoming the bottleneck, since paths traverse many cliques. But for close s-d pairs, it is sometimes possible to find paths that avoid the congested cliques. These paths can therefore be wider than the shortest ones. Figure 3 evaluates the improvement over all s-d pairs in a medium-loaded network with utilization being 0.32. The figure compares the ASWP algorithm with the shortest path, and computes the width improvement from the width of the shortest path.
We first consider the percentage of s-d pairs whose path widths experience an improvement. Among all 2,450 s-d pairs of the 50-node network, 869 (35.5%) pairs achieves an improved width. The improvements depend on the distance between the s-d pairs. The upper figure of Figure 3 shows that the ratio of the improvable s-d pairs increases as the hop distance increases.
A similar trend can be found in the lower figure, which presents the percentage improvement in the path width achieved by using ASWP. The values are percentage improvement over the width of the shortest paths, and are averaged over all the improvable pairs (clearly, there is no improvement for 1-hop pairs).
As k increases to a large enough value, the proposed algorithm is able to find the optimal path. Such a "large enough" k is bounded by the total number of paths in a graph, which grows exponentially with respect to graph size. For each s-d pair, we compute k opt , which is the minimal k for the ASWP algorithm to find the optimal solution. Among all the s-d pairs, the largest k opt is 288. However, most pairs require a small k opt . Only 168 pairs require k opt > 4, accounting for 6.7% of all pairs. Consequently, by applying ASWP(k = 4), we can find the optimum with a probability of 93.3%.
Time Complexity
The simulation results of the time complexity are summarized in Table 1 . The first column shows how many times the relaxation operation is performed. The second column is the running time in seconds, which is a straightforward measure of the complexity. This is the case of computing path width for all s-d pairs in the medium loaded network. The algorithms are implemented and run in MATLAB 6.0 in a PC with 750 Mhz Pentium III. We first focus on the ASWP algorithm and consider the impact of the k parameter. According to Table 1 , ASWP(k = 2) sends 1.1 times more update messages than ASWP(k = 1), while ASWP(k = 4) sends 1.5 times more. These ratios are much less than the k values 2 and 4. However, ASWP with large k needs to compare and sort the records within the relaxation operations. We thus expect larger running time than the number of relaxation operations presents. According to the table, ASWP(k = 2) takes 1.8 times longer time than ASWP(k = 1), while ASWP(k = 4) is 2.9 times slower than ASWP(k = 1). These numbers show that the complexity scales sub-linearly as k increases. Note that these numbers do not include the time of computing the maximal cliques, since the clique computation is independent of the k parameter. Table 1 also compare the time complexity between the ASWP algorithm and the Bellman-Ford shortest-path algorithm. The running time of ASWP with k = 1, 2 and 4 are about 5.3, 9.5 and 15.1 times slower than Bellman-Ford.
Dynamic Simulations
The simulations in the previous section demonstrate the performance by running ASWP on a network with a specific value of load. In this section, we want to show how ASWP behaves when flows are placed into the network dynamically, according to the path found by ASWP. We use the proposed algorithm to route an entire sequence of flow requests, and compare the performance generated over the same sequence of requests.
We choose five s-d pairs in the network, and generate fixed rate flow requests of 4 Kb/s. The requests come in at a rate of 0.32 flows per second, and are assigned uniformly to one of the five s-d pairs. If a flow is admitted, it will last a duration that is uniformly distributed between 400 and 2800 seconds. Thus on average the demand of the network is 0.32 × as the flows are installed, the network is utilized differently, since ASWP may find paths that are longer than the shortest paths.
The five s-d pairs are chosen randomly with distance consideration. Specifically, in the first column of Table 2 , the five s-d pairs are randomly chosen from all the s-d pairs that are 2 hops distant. Similarly for the second and third rows, the s-d pairs are chosen with 4 hops and 7 hops distances respectively. In the last row, the distances between the s-d pairs are mixed, with 2, 3, 5, 6, and 7 hops each.
We run the simulation over 10,000 flow requests so as to compare the admission ratio in the long run. Table 2 presents the results: The ASWP algorithm consistently admits more flow requests than using shortest paths. The improvement varies for different s-d pair sets, and is up to 12.3% for the 7-hops pairs. Indeed, the improvements are more significant when fewer flows can be admitted by the network -a feature that augurs well for utilizing these algorithms in congested scenarios. The results demonstrate that ASWP is good at finding paths for flow requests between fixed s-d pairs.
We also observe that ASWP with k = 2 and 4 are not necessarily better than ASWP(k = 1) in the long run. As listed in Table 2 , ASWP(k = 4) admits 0.5% fewer flows than ASWP(k = 1) in the mixed column, while ASWP(k = 2) admits 0.7% fewer flows than ASWP(k = 1) in the 7-hops case. The implication is that pursuing the widest paths may not gain in the long run. If the chosen paths are too long, they consume more network resources, and affect future requests. In short, it is beneficial to find wider paths than the shortest, but we must be cautious to employ the extremely long paths.
Conclusion
We study the problem of computing bandwidth guaranteed paths for given flow requests in an ad-hoc network. The problem is complicated because neighboring links share the medium. We use a conflict-graph model to describe the interference. Applying the CG-based model, we construct the clique constraint as the feasibility condition of flows with bandwidth requirements. We then present the Ad-Hoc Shortest Widest Path (ASWP) problem as the mathematical abstraction that we want to solve.
We propose a distributed algorithm to solve the ASWP problem. Adopting the Bellman-Ford architecture and the k-shortest-path approach, the proposed algorithm is able to achieve a performance close to the optimum possible. Simulations evaluate the performance of the proposed algorithm, over various values of k.
The simulations offer another curious insight by looking at the dynamic behavior in the long term. It suggests that choosing wider paths is certainly better in a myopic sense, but may not be the optimal strategy for long-term performance. A small k value may provide the best tradeoff by computing less optimal but shorter paths.
