This paper addresses the problem of powered descent guidance and control for autonomous precision landing for next generation planetary missions. The precision landing algorithm aims to trace a fuel optimal trajectory while keeping geometrical constraints such as the line of sight to the target site. The design of an autonomous control algorithm managing such mission scenarios is challenging due to fact that critical geometrical constraints are coupled with the translational and rotational motions of the lander spacecraft, leading to a complex motion planning problem. We approach this problem within the model predictive control (MPC) framework by representing the dynamics of the rigid body in a uniform gravity field via a piece-wise affine system taking advantage of the unit dual quaternion parameterization. Such a parameterization in turn enables a 6-DOF motion planning in a unified framework while also admitting a quadratic cost on the required control commands in order to minimize propellant consumption. A novel feature of the proposed approach is the development of convex representable subsets in the configuration space in terms of unit dual quaternions. The stability and reachability issues of the corresponding piece-wise affine MPC approach are then discussed. Numerical simulations are presented to demonstrate the effectiveness of the proposed methodology for autonomous precision landing.
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I. Introduction
The accuracy of planetary landing has been steadily improving over the past decades. The methods for achieving such improved levels of accuracy, however, have been predominately passive. For Mars landing missions, for example, the landing position error has largely improved through more accurate characterization of atmospheric uncertainties using data retrieved throughout previous missions. Other substantial factors leading to these position uncertainties at the landing site include uncertainties in navigating the spacecraft to the desired entry point in the atmosphere as well as measuring the vehicle aerodynamic coefficients [1] . In this direction, further improvements in planetary landing have been made through hypersonic entry guidance and enhancing navigational accuracy at the entry point with optical navigation [2] . These strategies have proved to be effective through two recent missions to Mars, namely, Phoenix and Mars Science Laboratory (MSL) missions in 2007 and 2011, respectively. Other sources of errors for landing algorithms such as map-tie error and wind drift are generally not predictable and require onboard real-time processing. Such uncertainties underscore the challenges for pinpoint/precision landing that is currently defined as landing within 100 m of the selected location and a retargeting capability [3] . For future planetary missions, precision landing will be of paramount importance as it will allow landing close to a scientifically rich target, potentially surrounded by hazardous terrain, or close to other pre-positioned surface assets, such as rovers, cargo, and fuel. For such a precision/pinpoint landing scenarios, the lander spacecraft should touch down softly and accurately close to the desired landing site while satisfying various state constraints in the powered descent stage. In this context, onboard guidance algorithm should also deal with environmental and operational uncertainties that generally degrade estimation accuracy and tracking performance. Such a requirement necessitates detecting and avoiding surface hazards such 1 as boulders and craters. Advances in sensor technology allows for accurate detection of these surface features. As such, the heritage flight system should enable a dynamic retargeting to avoid the hazards detected by the sensing systems [4] . Such a critical technology is referred to as the Autonomous Landing and Hazard Avoidance Technology (ALHAT) that is currently under development at the Jet Propulsion Laboratory (JPL) [5, 6, 7, 8] . One of the required technologies in AL-HAT is that during the maneuver, the lander spacecraft should allow the sensors to see the landing site (when these sensors are not articulated) as well as including time and altitude margins for adjusting the trajectory based on the information gathered by the sensors [9] . In this venue, onboard vision sensors must maintain the line of sight with the surface targets during the descent phase. This type of constraint is also crucial for human missions since the crew is often responsible for making decisions during the last stage of landing in case of sensor failure or discovery of unexpected terrain hazards that the onboard sensors might have failed to detect. The line of sight vector pointing from the onboard sensors to the surface target relates to the coupled lander spacecraft's attitude and relative position with respect to the surface target. The topological complexity of the resulting lander configuration space leads to a number of challenges for autonomous landing.
In this paper, we utilize the unit dual quaternion parameterization to simultaneously represent the orientation and position of the lander. Such a parameterization has two main advantages: first, it provides a minimally globally nonsingular representation of SE(3) for general motion of a rigid body without dependency on the underlying coordinate frame [10, 11] . During the last decade, this fact has resulted in the intermittent adoption of dual quaternions in the field of robot manipulators [12, 13] and computer graphics [14, 15] . Subsequently, dual quaternions have gained attention in aerospace engineering, e.g., rigid body control [16, 17, 18, 19] , estimation [20, 21, 22] , and inertial navigation [23] , as an alternative minimal representation of the homogeneous transformation matrix. Second, as shown in this work, the dual quaternion parameterization enables an effective methodology for addressing motion planning in rotationally and translationally constrained configuration space. In fact, this parametrization facilitates convex representation of non-convex constraints typical in constrained landing missions, leading to the design of computationally tractable onboard algorithms for such complex missions; such a representation would not be feasible by adopting other representations, such as a combination of unit quaternions for attitude and three dimensional Euclidean vectors for position.
In the absence of state and control constraints, finding an energy optimal trajectory for the lander to the surface target in a uniform gravity field is referred to as the soft landing problem in the optimal control literature. A closed form solution for a one dimensional (vertical) variation of this problem has been presented in [24, 25] . For Apollo missions, however, a quadratic polynomial (as a function of time) was employed for the synthesis of a feasible trajectory [26] . In general, there is no known closed form solution for the soft landing problem with state and control constraints, and as a result, various numerical approaches have been proposed for this problem over the past few decades. For example, in [27, 28, 29] , guidance algorithms for the minimal fuel landing problem have been transformed to a two point boundary value problem and first-order necessary conditions for optimality have been derived while satisfying throttle and thrust angle control constraints.
With advances in computing technology, real-time onboard gudiance and control has gained a lot of attention in many aerospace applications. In this context, [30, 31, 32, 33] have exploited the structure of certain classes of motion planning problems to design guidance algorithms via a convex optimization framework, with guaranteed convergence to the global optimum with a deterministic convergence criterion. In addition, convex optimization has been used to find collision free trajectories for formation reconfiguration problems [34, 35] , and general robotic motion planning problems [36] .
For a wider class of nonlinear (non-convex) motion planning problems, including controlling large angle rotational motions of a rigid body, an alternative real-time nonlinear model predictive control (NMPC) has been favored [37, 38] . In this setting, the nonlinear model of the plant is used to predict its future state over a predicted finitehorizon for the optimal control synthesis. Based on this prediction, a predefined objective function to penalize the state errors and control is then considered with respect to the next finite-horizon controlsonly the first computed control action is then applied to the system. Such an NMPC approach, however, poses a number of computational challenges for real-time onboard implementation. Particularly for fast maneuvering aerospace applications, computational burden within the nonlinear MPC framework leads to a formidable barrier for real-time implementation. Following the general observation that (linear) MPC is particularly effective due to the fact that it involves solving tractable convex quadratic programs [39, 40] , piece-wise affine (PWA) approximation has emerged as an alternative for replacing the nonlinear system model in NMPC [41, 42, 43, 44, 45] . In fact, a number of control synthesis problems for nonlinear plants have been successfully approached using such PWA approximations [46, 47] . Specifically, [48, 49] propose the sampled-data PWA system, where the switching action of the discrete state is determined at each sampling time according to a condition on the continuous state.
In this paper, we present a PWA-MPC algorithm for the powered descent guidance within the piece-wise affine (PWA) framework that effectively approximates the nonlinear rotational and translational rigid body dynamics in a uniform gravity field. Moreover, the rotationally and translationally constrained zones such as a line of sight and a glide slope constraints are represented using unit dual quaternions, enabling a 6-DOF motion prediction in an unified fashion while also admitting a quadratic cost on the required control commands in order to minimize the propellant consumption. Such constraints are imposed to ensure that the lander's trajectory does not violate the constraints during the powered descent phase of the mission. A novel feature of proposed approach is the development of convex representable subsets in the rotational and translational configuration space in terms of unit dual quaternions that correspond to general rigid body motions satisfying predefined geometrical constraints. The stability and reachability analysis for the PWA-MPC are subsequently discussed. Numerical simulations are then conducted to demonstrate the effectiveness of the proposed algorithm for autonomous precision landing.
The paper is organized as follows. In §II, background on unit quaternions and unit dual quaternions are discussed. In §III, the dual quaternion based rigid body dynamics are derived. In §IV, we define and parameterize four classes of rotationally and translationally constrained zones of importance for autonomous planetary landing; these zones are then convexified and incorporated into the proposed PWA-MPC framework. In §V, the problem of autonomous landing with constraints is then examined, followed by reformulation of the problem in terms of PWA-MPC in §VI. We provide a simulation example in §VII, followed by conclusions of this work in §VIII.
II. Preliminaries
In this section, we provide a brief background on unit quaternions and unit dual quaternions; the reader is also referred to [19] . More information on quaternions and dual quaternions can be found in [16, 17, 18, 21, 23] .
A. Unit Quaternions
The attitude of a rigid body, describing the relative orientation between a reference frame and the body-fixed frame, evolves on the special orthogonal group SO(3). The unit quaternion is a minimal parameterization of SO(3) free from singularities. As such, spacecraft large angle control algorithms often favor such a parameterization; see [50, 51] . In this paper, we adopt the vector notation for unit quaternions as q = [ nx sin
Another quaternion operation is the "unit quaternion conjugation" defined as q
T in the vector notation, which facilitates the judicious definition of the "attitude difference/error" of p with respect to q as qe = p ⊗ q * . Note that the identity quaternion is expressed by q I = [ 0 0 0 1 ] T . Quaternion product is analogous in many ways to vector cross products. Thus, the quaternion operation can be expressed as the product of a skew symmetric matrix and a quaternion,
where [q]⊗ and [p] ∨ ⊗ denote 4 × 4 skew symmetric matrices related to "q" and "p", respectively. Quaternion Cross Products: The quaternion product Eq. (1a) can be relaxed to the newly defined quaternion cross product as
where q and p denote quaternions. This quaternion cross operation can also be expressed using matrix multiplication,
where [·]× denotes a 4 × 4 linear operator matrix corresponding to the quaternion cross product. Note that this operation is only closed for pure quaternions. When quaternions are represented as elements in R 4 , their algebraic properties are extended with vector-based products such as the inner product. The following are examples of the extended algebraic properties of quaternions:
where γ ∈ R. Another interesting algebraic property applicable to unit quaternions is inspired by the Binet-Cauchy identity [52] .
Theorem 1 (Unit Quaternion Triple Identity). Assume that r and y are quaternions, and q is a unit quaternion. Then for the vector inner product between two quaternion products, the following identity holds,
where r, y ∈ R 4 and q ∈ S 3 .
Proof. See [19] for the proof.
B. Dual Quaternions
The concept of "dual quaternion" is due to Clifford [10] who aimed to encode an additional piece of information, namely, relative position, in a "regular" quaternion. The dual quaternionq is comprised of two quaternions: q1 and q2, denoting the real and dual parts ofq, respectively, combined asq = q1 + q2, where denotes the "dual unit" satisfying the "unconventional" properties 2 = 0 and = 0. We shall adopt a convenient notation for unit dual quaternions. Since all operations on unit dual quaternions considered in this paper are linear, unit dual quaternions can be embedded in R 8 Euclidean space as
, where q1 and q2 are quaternions. The dual quaternion is closed under (appropriately defined) product. Dual Quaternion Products: Using the dual unit definition, the corresponding product operation is expressed asq ⊗p = q1 ⊗ p1 + (q1 ⊗ p2 + q2 ⊗ p1). Note that the dual quaternion product, denoted by ⊗, is a linear operation; we can represent it as a multiplication between a matrix and a vector (dual quaternion) in conformance with quaternion multiplication as described in Eq. (1b). Specifically,
where
∨ ⊗ denote an 8 × 8 linear operator matrix corresponding to the dual quaternion product. Dual Quaternion Cross Products: Similarly, the dual quaternion product can be relaxed to the dual quaternion cross product asq ×p = q1×p1+ (q1×p2+q2×p1), whereq andp denote dual quaternions. This dual quaternion cross product operation can also be expressed in terms of matrix multiplication as,
∨ × denote an 8 × 8 linear operator (matrix) corresponding to the dual quaternion cross product. Note that this operation is only closed for the pure dual quaternion or Plücker coordinates [53] .
When the dual quaternion has a nonzero real part, its inverse can be obtained asq −1 = q −1q * , whereq * denotes the dual quaternion conjugate defined asq
T . The norm of a dual quaternion is defined as q dq =q * ⊗q =q ⊗q * . In the case of unit dual quaternions, the norm of the dual quaternion yields
T , where q I denotes an identity unit quaternion. Note that the norm of a dual quaternion in this sense is a dual quaternion, as distinct from the case of quaternions (the norm of a quaternion is a scalar).
C. Unit Dual Quaternions and SE(3)
For the set of unit dual quaternions, which is a subset of dual quaternions, the first part q1 is restricted to be a unit norm vector q1 2 = 1. Suppose that the relationship between the fixed frame O and the body frame B is as shown in Figure 1 . At each instance, the configuration space for the position and orientation of the rigid body is described by a 4 × 4 homogeneous transformation matrix. In particular, SE (3) is the set of all rigid body transformations in the three dimensional space,
where ro denotes the position vector to the body frame B with respect to the inertial frame. As unit quaternions parameterize SO(3), a unit dual quaternion can be used to define a rigid body rotation (q ∈ S 3 × R 3 → SE (3)).
The geometric difference between the frame B with respect to the fixed frame O can be expressed in two ways: a translation ro (represented in frame O) followed by a rotation q1 and a rotation q1 followed by a translation r b (represented in frame B); see Figure 1 . This observation can be represented in the form of unit dual quaternions as
where ro and r b represent the translation vector r with respect to the frames O and B, respectively. Note that Eq. (7) satisfies the dual quaternion norm constraint. Converting between ro and r b is governed by the quaternion rotation operators as follows,
D. Rigid Body Dynamics in Unit Dual Quaternions
The unit dual quaternion kinematic equation is given with a dual velocityω as [11] 
T denotes the angular velocity of the rigid body and
T denotes the translational velocity defined by v b = r b +ω b ×r b . On the other hand, the translational and rotational motions of a fully actuated rigid body are expressed by the rate of change of linear and angular momentum through a set of differential equations [54] :
where d(·)/dt denotes the time derivative represented in the body frame B, m ∈ R denotes the mass of the rigid body, J ∈ S 3 ++ denotes its inertia matrix along the body frame, and ω b , v b ∈ R 3 denote, respectively, the angular and translational velocities of the rigid body represented in the body frame. Moreover, F and T denote the external translational force and torque acting on the rigid body, written in the body frame, respectively. Note that in order to focus on the reachability of the dual quaternion-based algorithms, we assume that uncertainties and all external disturbances on the rigid body are negligible. The following observation is needed to derive a rigid body dynamics in dual quaternions.
Proposition 1. The rotational and translational dynamics Eqs. (10a)-(10b) can be represented in dual quaternions as
Moreover, J ∈ R 8×8 forms an invertible matrix.
Eqs. (9) and (11a) constitute the kinematics and dynamics of the rigid body in terms of dual quaternions, considering coupled translational and rotational motion. Next, consider the gravitational effect on the dynamics. The gravitational acceleration is assumed to be constant as observed in the fixed frame O. Then, the gravitation force is given as
where m denotes the mass at time of measurement and g denotes the gravitational acceleration. Using the quaternion rotation operator Eq. (8a), the gravitational force observed in the body frame B is given as g b = m (q * ⊗ go ⊗ q). This equation can be represented in terms of dual quaternions as
The rotational and translational dynamics represented as dual quaternions are now given by
and the dual quaternion kinematics Eq. (9) . Note that in this set of equations, all vector components are represented in the body fixed frame.
III. Rotationally and Translationally Constrained Zones
Some of the challenging algorithmic aspects of the powered descent guidance problem stems from the fact that the translational and rotational dynamics of the spacecraft are often taken into account independently in their respective configuration spaces. Thus it becomes difficult to handle situations where translational and rotational dynamics are coupled through constraints. For example, it is often required that the lander's onboard vision sensors maintain the line of sight with the surface target during the lander descent phase. This type of constraint is affected by the lander's orientation and position during landing. In this section, using unit dual quaternions as a single configuration space parameterizing the orientation and position of a rigid-body, we develop the machinery for a unified representation of rotationally and translationally constrained zones. Since this framework was originally inspired by the powered descent guidance problem for a Mars lander, let us formulate the unit dual quaternion-based constrained zones in the context of this application; Figure 2 depicts the overall landing scenario.
A. Line of sight constraints
The line of sight constraint can be defined as a cone around a boresight vector in the body frame B (see Figure 3) . We assume that the frame O originates from the landing site. Consider now the situation where the body frame B is initially aligned with the frame O and subject to translation and rotation byq. Thus, at a specific time, we can determine if the position vector to the target −r b stays within an angle θ about the line of sight vector y b in the frame B via the inequality,
where r b denotes a translation vector represented in the frame B. Note that Eq. (13) holds for −π ≤ θ ≤ π. One can show that the left handside of the above equation can be expressed as the quadratic form,
whereq denotes a unit dual quaternion and the quaternion properties Eqs. (1b) and (4) have been applied. We note that the matrix MH in Eq. (14) is generally an indefinite symmetric matrix. In addition, motivated by Eq. (4), we can find the following useful identities,
Rewriting Eq. (13) with the above identities in mind, we obtain the parameterization of the zone due to the line of sight constraint as
We note that in Eq. (15a) the inner product of two unit dual quaternionsq Tq is uniquely defined by the norm of a vector r b ∈ R 3 . Now consider a closed subset of R 3 as
and letq Then, one can show that the left hand-side of Eq. (16) is convex over the defined closed subset. Let us expand on this observation in the following proposition.
Proposition 2. Consider the set defined through the quadratic function
where δ ∈ R, the matrices MH and E d are defined as in Eqs. (14) and (15d), respectively. Then f1 is convex regardless of θ.
Proof. From the property of unit dual quaternions, Eq. (15b), we have
Using this equality in Eq. (19a) yields
Note that f1 is twice differentiable and
Thus the quadratic form of the Hessian of f1 has the form
We now note that r b · y b + δ 2 ≥ 0 on dom f1. Since y b is a unit vector, we observe that
Due to Eq. (17), we thereby conclude that ∇ 2 f1(q) is positive semidefinite and thus, f1 is convex on dom f . 
The corresponding constraint can also be represented as a convex constraint on the same domain. This can be achieved by observing that in Eq. (19b), 1 ≤q Tq ≤ 1 + δ 2 /4, which allows the Hessian to remain positive semidefinite on this domain.
B. Glide Slope Constraints
The glide slope constraint is defined as a cone around the fixed vector zo that lies in the frame O; see the illustration in Figure 4 . Note that the glide slope constraint only depends on the position of the frame B. Similar to the line of sight constraint, we find the condition with which the glide slope constraint is satisfied as
where zo and ro denote a unitized y axis vector and a position vector to the frame B, respectively. Note that these vectors are represented with respect to the frame O. Subsequently, we assume without loss of generality that Figure 4 . Illustration of the glide slope constraint; the constrained zone is defined as a cone around the ground fixed vector zo and angle φ.
Proposition 3. The glide slope constraint can be represented in terms of the unit dual quaternionq as
Proof. The left hand-side of Eq. (22) is rewritten as follows
where MG denotes an indefinite symmetric matrix. Thus we obtain Eq. (23a). The rest of the proof is analogous to the proof in Proposition 2. Over the set dom f2, we can rewrite Eq. (23a) as
Moreover, the quadratic form of the Hessian on f2 yields
Since to = t b , we have
on dom f2 from Eq. (17) . Note that y o is a unit vector. Thus, ∇ 2 f2(q) is positive semi-definite and f2(q) is convex on dom f2, concluding the proof. Remark 2. The aforementioned constraint forms an analogous formulation in terms of unit dual quaternions. This is due to the fact that a unit dual quaternion can be represented either with the inertial frame component or with the body frame component, and both representations lead to the same quantity, as noted by Eq. (7).
Remark 3. For a landing application, we typically have a lower bounded glide slope constraint with zo = [0, 0, 1]. This is because, for the planetary landing, most hazards are found on the ground. Such a constraint can easily adapt to an upper and lower bounded glide slop constraint; see Figure 5 .
C. General Spacecraft Attitude Constraints
The spacecraft rotational maneuvers are generally restricted to a certain angle about the (ground) fixed axes. For example, there may be a radar sensor onboard that has to be pointed to the ground to detect the spacecraft's altitude. The case in point is the sky crane system used in the Mars Science Laboratory (MSL) mission by NASA that was required to keep changes in the angle ψ minimal to detect the precise distance above the ground while maneuvering. Such a rotational constraint can be captured by the angle between the ground fixed vector zo and the body-fixed vector z b ; see Figure 6 . In this formulation, we can now define an inequality representing the constraint as,
where zo denotes a unitized ground fixed vector and [z b ]O denotes a unitized body-fixed vector z b represented in the inertial frame O. Proposition 4. The aforementioned general spacecraft attitude constraint can be formulated in terms of the unit dual quaternionq as
and zo = [z
Proof. First note that z b is observed in the body frame B. By Eq. (8a), it can be represented with the components of the inertial frame O. Then according to the quaternion rotation operator Eq. (8a), it follows that
Using the Unit Quaternion Triple Identity presented in §II, we have
whereq denotes an unit dual quaternion and MA is defined by
Note that zo, z b ∈ R 3 are pure quaternions; as z * b = −z b and zo, z b ∈ R 3 , we have,
Thus MA forms a symmetric matrix. From the fact that zo and z b are unit vectors, one can find
, and we obtain 
Now, rewrite the function appearing in Eq. (26a) as
where Eu is presented in Eq. (15b). The quadratic form on the Hessian of f3 is then,q
Since the eigenvalues of
and f3(q) is convex.
Note that this constraint is convex on the entire domain of the unit dual quaternionq ∈ (S 3 × R 3 ).
D. Thrust Direction Constraints
When the spacecraft is treated as a point mass with a single thrust vector representing the net thrust, it can be assumed that the net thrust on the spacecraft can be pointed arbitrarily. However, in the case of a rigid body model, there should be an extra pointing constraint on the net thrust since in reality, the thrusters can not be assembled on all sides of the body. This may imply that the thrust direction should not deviate more than the angle η from the z body axis as depicted in Figure 7 . In this section, this type of constraint is represented as,
where z b denotes a body-fixed z axis and F denotes the net thrust vector represented in the body-fixed frame B. For the presented application, we make the reasonable assumption that −90
Proposition 5. The thrust direction constraint can be represented in terms of the net thrust vector F as
where f4 : F → R is convex.
Proof. This type of constraint on the net thrust vector F defines a convex set as it comes in the standard form of a second order cone constraint [55] .
IV. Autonomous Landing with Constraints
In this section, we formulate the fuel optimal powered descent guidance problem subject to rotational and translational constraints. The problem formulation consists of a cost function of states and controls to be minimized, the spacecraft rotational and translational dynamics in terms of dual quaternions, coupled rotational and translational state constraints, and general control-and state-constrained bounds. Without loss of generality, we assume that the desired position and attitude of the lander is the origin (in both translation and rotation). The problem is formulated as,
where Q and R denote the weights on states and controls, ζq = 1+
denotes the boundary of feasible positions from Eq. (18), and ζω and ζF denote the bounds on velocities and external forces, respectively. Note that the feasible domains of the functions f1 and f2 are parameterized by the constraint q ≤ ζq. In this formulation, we consider the rotational and translational constraints Eqs. (19a) and (23a) as hard constraints that must be satisfied during the descent phase of the mission. Remark 4. In the problem formulation above, the dynamics in the spacecraft mass rate as well as the corresponding time varying inertia matrix will be ignored in order to focus on the geometrical constraints. Nevertheless, we note that these constraints can seamlessly be integrated into the problem formulation by updating the related states during each iteration in the PWA model;see section VI.
V. Piece-wise Affine Model Predictive Control
In this section, based on the spacecraft dynamics and constraint parameterizations in unit dual quaternions presented in the previous section, we formulate a piece-wise affine model predictive controller and present sufficient feasibility and stability conditions for the resulting closed loop system. The PWA-MPC computes a sub-optimal trajectory to minimize a given cost function and satisfy constraints over a finite and receding horizon based on sampled PWA system obtained by approximating a nonlinear continuous dynamics.
A. Piece-wise Affine Model
This section describes the PWA model approximation of the aforementioned nonlinear dynamic system written in dual quaternions for the subsequent development of the PWA-MPC. First, the continuous time differential equations Eqs. (9) and (11a) are discretized in time with the sampling period ∆t. These equations assume the form
where J denotes an inertia matrix in the body frame, and [·]× and [·]⊗ are defined in §II.B. Note that the general rigid body motion is associated with a pair of differential equations that are discretized in the context of MPC; the discretization sequence adopted is,
in order for the discretized system to be controllable. By defining the new state variables as
these equations can be represented as
with
Then, Eq. (33a) can be represented as a standard discrete piece-wise affine system as
Note that M −1 t always exists since three sub-block matrices of Mt are invertible [56] .
B. PWA-MPC
In the PWA-MPC setup, once an optimal state and control trajectory has been computed, the control corresponding to the first discrete time interval is implemented. The optimization horizon then recedes by one time step and the computational step is repeated with the current state as an initial condition. This loop generates a feedback action that can effectively compensate uncertainties and disturbances. Furthermore, at each time step, constraints and the system model can potentially be time-varying at the expense of weakening theoretical guarantees. In this section, we introduce a PWA-MPC strategy that generates a piecewise constant control to stabilize the aforementioned discrete time system. In particular, we consider the following discrete PWA system sampled at time instant t as ft(xt, ut) = Atxt + Btut,
where the matrices At and Bt are assumed to be constant during the time interval [t, t + 1]. Based on this sampled system, we consider the following prediction model within the finite horizon N . The state predicted at step i + 1 is then defined by
where x (t|i) ∈ R n and u (t|i) ∈ R m denote the state vector and the control vector at ith step, while x (t|i+1) denotes the predicted state computed from x (t|i) and u (t|i) . This PWA system is subject to constraints x (t|i) ∈ X and u (t|i) ∈ U, for all i, t,
where X and U are assumed to be convex sets representing state and control constraints, respectively. For the problem of regulation to the origin, we consider a MPC to minimize the following cost function. At the given time t, Ct : R n × R N m → R+ is defined by
where x (t|i) ∈ R n denotes the state vector at the ith step, u (t|i) ∈ R m denotes the control input, N ∈ Z+ denotes the finite horizon, and Q, P ∈ S n + , R ∈ S m ++ denote the weighting matrices on state, final time state, and control input, respectively. At time t, the PWA-MPC solves the following optimization problem for i = 0, ..., N − 1:
where Ut = [ u (t|0) , ..., u (t|N −1) ] denotes the control vector to be optimized at time t, whereas Xt = [ x (t|0) , ..., x (x|N ) ] denotes the predicted state vector corresponding to Ut; x (t|0) denotes the first state fed-back by the measurement at time t and X and U denote the given convex sets for states and control, respectively. In this setup, X f denotes the terminal set and the condition x (t|N ) ∈ X f is required for stability guarantees. The matrices At and Bt are assumed to be bounded and sampled at each time instance t. Given x (t|0) , if the optimization problem is feasible, a set of optimal controls with the finite horizon N is as
and for i = 0, ..., N , the optimal predicted-state trajectory
is obtained by applying U * t to the system. Then, the first element of U * t is implemented for the actual plant as
The corresponding closed-loop PWA system of Eq. (39b) at time instance t is thereby given as
where xt = x (t|0) . The optimization problem is then repeated at time t + 1 over one step receded horizon, based on the newly available measurement x (t+1|0) = xt+1. Note that the cost function Eq. (38a) is convex. When state constraints Eq. (39c) and control constraints Eq. (39e) are convex, the optimization problem is convex and hence can be efficiently solved by available convex programming solvers [55] .
C. Reachability and Stability Analysis
In the PWA-MPC approach, the optimization problem Eq. (39a) is sequentially solved over a finite horizon. Distinct from the properties inherent from an infinite-horizon feedback control design such as a linear quadratic regulator (LQR), the PWA-MPC approach possesses feasibility and stability issues that need to be addressed explicitly. First, the PWA-MPC procedure may lead to a situation where after a few steps the corresponding finite horizon optimal control problem becomes infeasible. Second, the computed controls may not converge to the origin, e.g., the closed loop system is not automatically guaranteed to be asymptotically stable in the PWA-MPC setup. We note that in general, feasibility and stability of PWA-MPC are not ensured by increasing the number of finite horizons since the prediction model is time varying. As such the analysis of PWA-MPC requires additional conditions to address these issues. The stability of PWA-MPC hinges upon how the terminal weight has been parameterized through the matrix P in Eq. (38a); moreover, the terminal constraint set X f needs to be chosen such that PWA-MPC is guaranteed to have a stabilizing control about the desired equilibrium. On the other hand, the feasibility of PWA-MPC dictates a bound on the maximum time step ∆t since discretized dynamics is used for control computation. In order to effectively approximate the continuous dynamics, we impose an extra constraint in order to bound the variation in the state during each time interval. In this bound, we can include discretization error and sensor uncertainties, allowing an additional flexibility on how fast the discretized dynamics needs to be updated. In particular, we let
whereẋmax, Dmax, and Umax denote the maximum rate of change for the state, discretization error bounds, and sensor uncertainties, respectively. From the above assumption, we can find an upper bound on the feasible time step ∆t. Note that for the simulation example presented in the paper, we have fixed the time step ∆t and adjusted the parameters ẋmax using a Monte Carlo approach with various initial conditions; see section VI.
In the following section, we investigate conditions for the persistent feasibility of the PWA-MPC and uniformly asymptotic stability of the origin for the resulting closed system. Persistent feasibility refers to the desirable property where the PWA-MPC remains sequentially feasible. First, we examine conditions that can ensure feasibility. Assumption 1. The PWA system is subject to state and input constraints of the form,
where X ∈ R n , U ∈ R m are compact convex sets containing the origin in their interiors.
Definition 1 (Feasible Set). At time t, x (t|i) ∈ X (t|i) ⊆ X is said to be feasible for a given set X (t|i+1) if there exists u (t|i) ∈ U such that
where x (t|i+1) ∈ X (t|i+1) . Furthermore, for a given set X (t|N ) , the set of feasible initial states x (t|i) ∈ X (t|i) is said to be an N-step feasible set if there exists a set of controls
Note that the feasible state set X (t|i) is time-dependent since it is determined based on the PWA system sampled at time t.
Assumption 2. The terminal set X f includes a neighborhood of the origin, i.e., 0 ∈ X f and there exists a terminal controller, u f ∈ U such that
where (At, Bt) denotes the PWA system sampled at time t.
Our last assumption on the PWA-MPC setup pertains to the transition between two subsequent PWA systems (At, Bt) and (At+1, Bt+1). The "distance" between these two subsequent systems is used for the stability analysis of the overall PWA-MPC procedure.
Assumption 3. Suppose that the solution of PWA-MPC at time t is
, results in the state transition from x (t|0) to the set X (t|N ) . Then the implementation of same control sequence for the subsequent PWA system at t + 1 leads to the transition from x (t+1|0) to X (t|N ) . Note that the set of controls implemented on the subsequent PWA system is over a horizon of length N − 1. This assumption essentially bounds the variation on the PWA system at time t and t + 1.
Proposition 6. Consider the feasible PWA-MPC (39a) at time t. Under Assumptions 1-3 and X (t|N ) ⊆ X f , the PWA-MPC is persistently feasible.
Proof. It suffices to show that the feasibility of the optimization problem at time t implies the feasibility of the optimization problem at time t + 1; persistent feasibility then follows by recursion. This however follows from Assumptions 2-3, as x (t+1|0) is in the feasible set of X f .
We now turn our attention to stability properties of the proposed PWA-MPC using a Lyapunov technique. In particular, we show that if the terminal set X f is suitably chosen, the PWA-MPC admits a Lyapunov function that is analogous to the notion of cost-to-go in optimal control.
Theorem 2 (Uniform Asymptotic Stability for Discrete-Time Systems [57, 58] ). Given the closed-loop system Eq. (43), with X ∈ R n as the state constraint set containing the origin as its equilibrium, suppose there exists a continuous Lyapunov function C(x (t|0) ) :
Xf Figure 8 . 2-norm square difference between weighted states over finite horizon
where α(·) denotes a positive definite function. Then the origin is uniformly asymptotically stable.
Denote by C * t (x (t|0) , U * t ) the value of the cost function Ct(x (t|0) , Ut) in Eq. (38a) at time t when the control law U * t has been applied. As the PWA system evolves over time, we need to quantify the difference between two subsequent systems at time t and t + 1 in terms of a bound on the state error. We first make an assumption on the variation of the PWA system over the time interval ∆t such that the change of predicted states is bounded as shown in Figure 8 , namely,
and for the terminal step N ,
where P 1 2 x (·) and Q 1 2 x (·) denote the weighted states via the positive definite matrices P and Q, respectively. We note that x (t|i) is monotonically decreasing as t → ∞ and thus δ0, ..., δN−1 and δN can be defined as positive constants, representing the 2-norm square differences between the states depicted in Figure 8 . Now consider the following relation,
Having Eq. (48), we can then find an upper bound on the difference between two predicted states at time t and t + 1 as,
and
The following proposition provides a sufficient condition for the stability of PWA-MPC.
Proposition 7. Consider the PWA system Eq. (39b) subject to constraints Eqs. (39c)-(39e). Suppose that PWA-MPC control Eq. (42) has been applied under Assumption 3. If the set of initial conditions X (t|0) is N-step feasible and
for δ = max{δ0, ...δN }, then the closed-loop system Eq. (43) converges asymptotically to the origin.
Current
PWA-MPC trajectory (End of Horizon)
Actual trajectory gone with constraints; Eq. (53) x(t|N+1)
Optimal trajectory w/o constraints; Eq.(68) Figure 9 . Illustration of PWA-MPC horizon at time instant t Proof. First, since the PWA-MPC is N-step feasible, we have a feasible X (t|0) , X (t|1) ,..., X (t|N −1) sets and the PWA-MPC remains persistently feasible. For x (t|0) ∈ X (t|0) , consider the optimized cost function
T denotes an optimal control sequence for minimizing the cost function subject to constraints. After the implementation of the first control u * (t|0) , we obtain
where we assume that this predicted state x (t|1) , using the optimal control u * (t|0) , is equal to the measured state x (t+1|0) at the next time instance t + 1, as x (t|1) −→ x (t+1|0) . Consider that the PWA-MPC problem at time instance t + 1. Our aim is to find an upper bound on C * t+1 (xt+1, Ut+1) as we impose the same control sequence U * t to the PWA system at t + 1. Note that due to Assumption 3, the set of control U * t remains feasible. Moreover, Ut+1 has the form
Note that since two systems are sampled at t and t + 1, the trajectories generated by Ut do not overlap. Therefore, Ut+1 is not optimal and
In view of Eqs. (51)- (52), it now follows that if Eq. (53) is satisfied, we have
where Q ∈ S n + ensures that C * t (xt, Ut) monotonically decreases along the trajectory generated for the system Eq. (43) for x (t|0) ∈ X \ {0}. Since the cost function satisfies all requirements for being a Lyapunov function, using Theorem 2, it now follows that the origin in X is asymptotically stable.
Thus, the stability condition results in finding an appropriate terminal cost P that satisfies the inequality,
Since the PWA-MPC is persistently feasible, from Assumption 2 we have
where X f is the terminal set for the following closed loop system,
where u f = K∞x (t|N ) is the associated infinite horizon LQ optimal controller computed via,
and P∞ satisfies the discrete time algebraic Riccati equation (ARE),
This terminal control is not applied to the system since N ≥ 1, but is required to find a feasible P for the PWA-MPC optimization, namely, Eq. (39a). By substituting the closed loop system Eq. (56) into Eq. (53), we obtain
where x (t|N ) ∈ X f . This condition is satisfied by solving the following discrete Lyapunov equation,
which yields the solution to the desired weighting matrix P . As the system is closed-loop stable, the state enters the terminal region X f in finite time. The schematic of PWA-MPC with stability assurance is illustrated in Figure 9 with an application to the constrained optimal landing. This figure depicts three phases of the PWA-MPC algorithm. The first phase shows the actual trajectory the lander spacecraft has travelled. In the second phase, the predicted trajectory is then represented by the dashed line where all constraints are considered. The trajectory in the last phase corresponds to the terminal control where the stability of the origin is guaranteed. Note that state constraints are not considered in the last stage. However, as the last stage proceeds by second phase of the PWA-MPC, one step in the third phase is regenerated to satisfy the constraints since the optimization problem is assumed to be persistently feasible. We summarize the proposed PWA-MPC as follows:
1. Obtain the state measurements of the system and formulate the PWA system matrices At and Bt.
2. Given δ, solve the ARE to obtain K∞ and A cl .
3. Compute a set of optimal controls by minimizing the given cost function Ct over the horizon N .
4. Implement the first part of the optimal control until new measurements of the state are available.
5. Continue with step 1.
In the next section, we present the application of the above PWA-MPC approach to the precision landing problem in the presence of state constraints.
D. Precision Landing with Constraints via PWA-MPC
In this section, we formulate the precision landing algorithm in the presence of translational and rotational constraints using the design technique described in the previous section. The optimization problem for solving the PWA-MPC is defined as follows:
where N denotes the prediction and the control horizon; ζx and ζu on the other hand denote the state and control bounds, respectively. As we have defined a new state variable, the four types of constraints as well as the dynamics have been parameterized using the following matrices:
We denote as
] the sequence of optimal control over the finite horizon with a predicted model. The first control input u * (t|0) is then applied to the system. Subsequently, at the next time step t + 1, the optimization problem is solved over a shifted finite horizon based on the updated PWA system model At+1, Bt+1 with the new initial condition xt+1. The matrix P in the terminal cost is calculated from Eq. (60) to ensure the overall stability and reachability of the overall system.
VI. Numerical Simulations
In this section, we present a simulation example to demonstrate the viability of the proposed PWA-MPC approach for the Mars autonomous landing problem in the presence of constraints. In the scenario considered, the Mars lander is required not to violate four types of rotational and translational constraints. The energy consumption and computational efficiencies of the proposed algorithms are then compared. The simulations are carried out on a Mac Pro with Matlab R2015a software; the convex PWA-MPC problem is solved using the Matlab based interior point optimizer (IPOPT) solver [59] included in the OPTI Toolbox [60] . Although the simulations were not carried out using a custom solver optimized for the real time landing problem, the rapid execution time and the convergence guarantees make the proposed approach a viable candidate for onboard guidance control for Mars landing.
In the simulations, we use the following discretized models for mass m(t) and inertia J updates at every iteration:
and where g denotes the gravitational acceleration and Isp denotes the specific impulse of the thruster. The lander spacecraft is considered as a solid cylinder with radius 2 m and height 3 m, and the body frame is assumed to be rotated by 30
• about the bz axis from the principal frame. The spacecraft's physical properties and detailed parameters for the four types of rotationally and translationally constraints are specified in Table 1 . The Mars lander configuration with the line of sight vector is depicted in Figure 10 . The PWA-MPC T , where both initial and desired attitudes q(0), q(t f ) and positions ro(0), ro(t f ) are randomly chosen from a set of corresponding dual quaternions that satisfy all constraints. The system state bounds are described in Table 3 . In particular, control bounds are reasonably defined from the Monte Carlo simulations in which the controls do not violate Vmax. The Monte Carlo simulations have been carried out with 100 samples randomly selected from feasible state sets and prediction horizons between 8 s − 44 s. The sampling rate of ∆t = 1 s is determined to satisfy the requirement, Eq.(44). For a representative simulation scenario, the predicting horizon has been selected to 16 seconds. The corresponding PWA-MPC computation times are shown to vary between 0.1993s to 0.6125s in every iteration; on average, the computation time yields 0.394s to generate the next step control u (t+1|i) . The optimization stopping criteria for PWA-MPC is chosen such that the error in unit dual quaternions is bounded as error = q (t+1|0) −q (t|0) 2 ≤ 0.01;
such a bound corresponds to less than 2 m distance from the desired landing position. Note that in order to address the significant scale difference between the unit quaternion and the position vector (the second part of the dual quaternion), we have performed a nondimensionalization process in order to avoid a round-off error during the numerical computation. The desired position for landing is at the origin represented as the center of the blue glide slope cone in the following figures. In Figure 11 , the overall trajectory of the Mars lander is depicted along with the representation of the line of sight and glide slope constraints. For reference, we have also plotted a globally fuel-optimal powered descent trajectory with a thrust pointing constraint (≤ 80
• ) examined in [33] . We note however that these two trajectories are not directly comparable since the trajectory examined in [33] is for a point mass model. In fact, for the point mass model, the corresponding trajectory can in general violate the rotational and translational constraints. We also note that distinct from the point mass model, the shape of the overall trajectory is affected by the initial and desired spacecraft attitudes. This is due to the fact that the rotational and translational motions are combined via the unit dual quaternion parameterization and the shortest path between two points on the unit dual quaternion manifold is expressed via a screw motion on SE(3). We also note that by weighting the second part of the dual quaternion pertaining to the lander's translational dynamics, one can dictate a different convergence rate between the rotational and translational motions of the lander. Figure 12 depicts the time histories for the position and attitude in unit quaternions of the Mars lander observed with respect to a ground fixed frame while Figure 13 depicts the time histories for translational and angular velocities in the body-fixed frame. The translational forces and torques acting along the body-fixed axes are represented in Figure (14) . Note that the translational forces never vanish since there exists a gravitational force acting downwards and forces along z b to compensate such a gravitational force to maintain the desired altitude during the later part of the simulation. Figure 15 shows the deviation angle over time from the line of sight vector y b to the desired landing location whereas Figure (16 ) represents the trace of the landing location on an azimuthal projection. As we expect from the configuration of the Mars lander shown in Figure 10 , then z b is close to the boundary of the line of sight, the final vertical descent arises around 40
• . The glide slope angle constraint is defined as 65
• and Figure 15 represents the glide slope angle over time. In Figure (17) , the time histories of the general attitude angle and net thrust direction angle are presented. The initial general attitude angle is close to 80
• since the powered descent phase initiates right after the parachute phase. As a result, the trajectories of the net thrust direction exhibit large deviations to compensate the gravitational acceleration and a large horizontal velocity. This can also be observed in Figure 11 . We also perform a series of PWA-MPC simulations as we increase the prediction horizons from 8 s to 44 s. The results are summarized in Table 4 . Although we uniformly penalize the torque and force in the cost function of PWA-MPC, the longer prediction horizons tend to achieve better energy consumption as well as faster convergence. As shown in Table 4 , the number of iterations to achieve the same stopping criteria is dramatically reduced from 390 to 139 as the prediction horizon increases. This is due to the fact that a longer horizon allows the algorithm to synthesize a trajectory that is less restricted by constraint violations at each iteration. In the meantime, the simulations show that beyond 44 s prediction horizon, the number of iterations does not improve as the proposed PWA model fails to approximate the nonlinear rotational dynamics. For reference, the globally optimal solution with no rotational dynamics addressed in [33] shows the number of iterations to be 125 in order to achieve the same stopping criteria with same initial conditions; see Table 4 . Figure 18 depicts the time histories of the mass reduction as the prediction horizon increases. As expect, the trajectory synthesized via a longer prediction horizon uses less propellant and hence a better payload capability.
The penalty on computation time as the prediction horizon increases is predictable and can be dramatically improved by utilizing an IPOPT solver specialized for autonomous landing. We however note that as shown in the simulation the longer prediction does not always lead to a improved performance as a fast maneuver can potentially have an adverse effect on the quality of the approximation of the PWA model.
VII. Conclusions
In this paper, we utilized unit dual quaternions that parameterize rotational and translational motion of a rigid spacecraft to develop an efficient algorithm for powered descent guidance in the presence of four translational and rotational constraints. Subsequently, we derived a piece-wise affine model for the rotational and translational control synthesis based on model predictive control. The resulting PWA-MPC approach was shown to provide a unifying framework through which various classes of constraints can addressed for powered descent guidance, in addition to a wide array of problems for autonomous spacecraft operations. 
