The Modeling and Control of Visual Perception
When we view our surroundings, we invariably have the impression of experiencing it via a "picture" formed immediately and containing a great amount of detail. This impression is the basis of three strong intuitions about how visual perception works: (i) Because visual experience is immediate, it must result from a relatively simple system. (ii) Because the picture we experience is unitary, perception must involve a single system whose only goal is to generate this picture. (iii) Because this picture contains enough information to let us react almost immediately to any sudden event in front of us, it must contain a complete description of almost everything in sight.
But recent research has shown that each of these intuitions is wrong: (i) The immediacy of an output is no guarantee that the underlying processes are simple. In fact, recent work has shown visual perception to be a highly complex activity, with a considerable amount of sophisticated processing done extremely rapidly. (ii) If we experience a unitary percept, this does not necessarily mean that a single integrated system created it. Indeed, visual perception increasingly appears to involve several quasi-independent subsystems, only some of which are responsible for the picture we experience. (iii) If we can quickly access information about something whenever needed, this does not imply that all of it is represented at all times. Indeed, recent work shows that the picture we experience contains far less information at any given moment than our conscious impressions indicate, particularly in regard to dynamic events.
This new view of vision, then, suggests that the processes involved are more sophisticated than previously believed, and may do more than just provide a picture to our minds. The view provides considerable support for dynamic models that emphasize interaction and co-ordination of component processes, and that have a strong sensitivity to what the operator knows and the task they are engaged in. It also points towards the possibility that vision itself might be controlled in interesting ways, allowing its component processes to be seamlessly incorporated into systems that extend beyond the physical body of the operator.
This chapter provides an overview of this new view of vision, focusing on several of the results and theories that have emerged. The first section discusses individual processes, characterizing them in terms of how they relate to attention. The second outlines a proposal as to how these internal systems might be integrated to produce the picture we consciously experience. The third section then discusses some possible ways that these integration mechanisms might interact with external systems, creating more effective forms of human-machine interaction.
COMPONENT SYSTEMS
Visual perception results from the operation of a highly complex and heterogeneous set of processes, some of which remain poorly understood to this day. This section briefly describes several of these processes, along with some of the theories and models put forward to account for their operation. (For a more complete discussion of these, see Palmer, 1999) .
Since many of the new findings about visual perception involve attention-either in terms of what it is or how various operations relate to it-processes are grouped here into three largely disjoint sets: those that act before visual attention operates, those involved with attention itself, and those in which attention-and perhaps consciousness-may never be involved at all.
Preattentive Processes
When light enters the eye, it strikes the retina and is transformed into an array of neural signals that travels along the optic nerve, maintaining a retinotopic organization. What happens next is less well understood, but the prevailing view is that this marks the beginning of early vision (Marr, 1982) , a stage of vision characterized by processes that are low-level (i.e., operating locally on each point of the retinotopic input) and rapid (i.e., completed within about 200 ms). These are believed to operate automatically, without any need for attention (Figure 1 ).
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Attention Figure 1 . Schematic of early visual processing. The first stage is transduction, where photoreception occurs (i.e., the retina). The next is primary processing, where linear or quasi-linear filters measure image properties. This is followed by secondary processing, which applies " intelligent" non-linear operations. Processing in all three stages is carried out rapidly and in parallel across the visual field. The outputs of the secondary stage constitute the 2-1/2D sketch. The contents of this sketch are also the operands for subsequent attentional processes-the limit to immediate attentional access is given by the primary line. (See Rensink, 2000) .
Simple properties
Early visual processing is thought to create a set of "primitives" upon which all subsequent processing is based. Information concerning the nature of these primitives has largely been obtained via two kinds of study. The first is texture perception (e.g., Julesz, 1984) , where textons are defined as elements whose properties support effortless texture segmentation (Fig 2a) . The second is visual search (e.g., Treisman, 1988; Wolfe et al, 1989; BOOK-WOLFE?) , where basic features are properties that "pop out", i.e., that can be quickly detected if they have a value unique to the display (Fig. 2b) . In both cases, the set of primitives includes color, motion, contrast, and orientation. These properties have a common computational nature in that they can be determined on the basis of the limited local information around each point; this allows them to be computed rapidly and in parallel across the image (BOOK-POMPLUN BOOK-WOLFE??). The explicit re-description of the image in terms of such elements is sometimes referred to as a primal sketch (Marr, 1982) . Most models of the underlying processes involve an initial stage of linear filtering, followed by various nonlinear operations (see Palmer, 1999) .
Complex properties
Although many early visual properties are simple, the structures they describe may be relatively complex. For example, an isolated line fragment will pop out if it has a distinctive length. But what structure is measured to get this value? If a distinctive line segment becomes part of a group (e.g., a drawing), pop-out is no longer guaranteed-this will now depend on the overall length of the group (Rensink & Enns, 1995) . This indicates two things. First, some forms of grouping occur preattentively, with "length" being that of the overall group. As such, this indicates a fair degree of visual intelligence at this level. Second, the components of a group are inaccessible to higher-level processes, at least over the periods of time characteristic of this stage. As such, the elements of early vision may be better characterized as proto-objects (i.e., precursors of objects) rather than the outputs of the very first stages of processing (Rensink, 2000) . Features would then be those properties of proto-objects that are capable of affecting performance.
Another example of such visual intelligence is the ability to compensate for occlusion. For example, if a bar is occluded by a cube midway along its length, the visible portions will project to two line segments separated by the image of the occluder. But these segments can be linked preattentively, the resultant proto-object reflecting the fact that they correspond to the same object in the scene (Rensink & Enns, 1998) . Scene-based properties themselves can also be encoded. For example, search can be affected by three-dimensional orientation, direction of lighting, and shadow formation, with these estimates apparently formed on the basis of "quick and dirty" assumptions true only most of the time (Rensink & Cavanagh, 2004) . Such behavior is in accord with theories that postulate the goal of early vision to be a 2-1/2 D sketch, a viewer-centered description of the world in which scene properties are represented in a fragmented way (Marr, 1982) .
Control
Most models of early vision assume a unidirectional flow of information from the retina to the 2-1/2D sketch, without any influence from higher-level factors, such as the nature of the task or knowledge about the scene (Marr, 1982) . But anatomical studies show that there are a huge number of return connections from higher levels to lower ones, and psychological studies have shown these connections to have perceptual consequences, resulting in the image of an item being "knocked out" of iconic memory under the right conditions (DiLollo et al, 2000) . As such, the possibility arises that the set of elements at this stage may not be invariant for all tasks, but might be at least partly subject to higher-level control.
This possibility receives some support on computational grounds, in that it would be needlessly complex to have dedicated early-level processes for every possible aspect of scene structure. Rather, it might be more efficient to simply invoke instructions to calculate these whenever necessary.
Other open issues
Commonality of visual elements. The properties that govern texture segmentation are neither a subset nor a superset of the properties that govern pop-out in visual search (Wolfe, 1992) . This is difficult to reconcile with a single set of basic elements. It may be that different systems are involved, each with its own set of elements.
Reference frame. Most models of early vision assume it to be based on a retinotopic frame of reference (see Palmer, 1999) . However, visual search appears unaffected by sudden changes in position or size of the display, suggesting that it may be based upon a more abstract spatiotopic frame that is invariant to changes in size, and perhaps to other transformations as well (Rensink, 2004a) .
Influence of top-down control. Few experiments to date have investigated how the operation of early vision might be affected by the knowledge of the observer or the task they are carrying out. It has been proposed that early vision is not susceptible to these factors (Pylyshyn, 2003) . But it is not clear how this can be reconciled with results showing the effects of connections from higher levels (DiLollo et at, 2000) . Perhaps only particular types of control are possible.
Attentional Processes
Although observers can easily understand a request to "pay attention", it has proven extraordinarily difficult to determine what is happening when they do so. Earlier models considered attention to be a unitary faculty, or homogeneous "stuff". However, an emerging view is that "visual attention" is better characterized as the selective control of information in the visual system, which can be carried out in various ways by various processes (Rensink, 2003) . As such, there exist-at least functionally-several kinds of attention, which may or may not be directly related to each other. (For an extensive set of current perspectives on attention, see Itti et al., 2005) .
Selective access
The simplest form of attention is selective access-the selective routing of some aspect of the input (usually involving a simple property) to later processes. For example, observers can detect a target more quickly and more accurately if cued to its location (Posner et al. 1980 ). This has been explained by a spotlight of attention that amplifies inputs from the selected area and/or suppresses inputs from others.
It was once thought that selective access simply protected processors at higher levels from being overwhelmed by the sheer amount of information at early levels. More recently, selective access has been thought to serve a number of additional purposes. For example, it can improve the signal-to-noise ratio of the incoming signal, and so improve performance (Treisman and Gormican, 1988) . It can also delimit control of various actions-e.g., by focusing on the particular part of an item to be grasped (Neumann, 1990) . Appropriate use of selective access can also enable low-complexity approximations of high-complexity visual tasks (Tsotsos, 1990) .
Selective integration
Another form of attention is selective integration-the binding of selected parts or properties into more complex structures. For example, experiments have shown that it is difficult to detect a single L-shaped item among a set of T-shaped items. Similar difficulties are experienced for unique combinations of orientation and color, or of most other features. An influential account of this is feature integration theory (Treisman, 1988) , which posits that attention acts via a spotlight that integrates the features at each location into an object file. If an item contains a unique feature, this spotlight is drawn to it automatically and the items is seen; otherwise the spotlight must travel from item to item, integrating the corresponding feature clusters at a rate of about 50 ms per item.
As for why such integration needs to be selective, it was earlier believed that this was to make good use of limited processing "resources". But more recent work tends to view integration in terms of the co-ordination of the processes involved with each feature; selection can greatly simplify the management of this (Rensink, 2003) .
Selective hold / change detection
Recent work shows that observers can have difficulty noticing a sudden change made simultaneously with an eye movement, a brief flash in the image, or a sudden occlusion of the changed item (e.g. Figure 3 ). 1 Such change blindness (Rensink et al., 1997) occurs under a variety of conditions, and can occur even when the changes are large, repeatedly made, and in full knowledge that they will occur. It can be accounted for by the hypothesis that attention is necessary to see change. A change will then be difficult to see whenever the motion transients that accompany it cannot draw attention to its location-e.g., if they are swamped by other motion signals in the image.
In this view, seeing a change requires a selective process that involves several steps: (i) the item from the original image is entered into a short-term store-presumably visual short-term memory, (ii) it is held there briefly, and (iii) it is then compared to the corresponding item in the new image. Selection could potentially occur at any or all of these stages. It is currently unclear which-if any-is the critical one. One proposed account is coherence theory (Rensink, 2000) , in which attention corresponds to the establishment of coherent feedback between lower-level protoobjects and a higher-level collection point, or nexus (see Section 2). Here, attention is characterized by the selective hold of items in a short-term store. In addition to change detection (essentially the tracking of an item across time), this form of attention may also be involved in the tracking of items across space (Pylyshyn, 2003) . The reason for its selectivity may arise from the difficulty of establishing or maintaining two or more distinct feedback circuits that connect arbitrary (and possibly disparate) parts of the brain.
Control
Visual attention is subject to two different kinds of control. The first is exogenous (or low-level), which automatically draws attention to a particular item or location. Exogenous control is governed by salience, a scalar quantity that reflects the priority of attentional allocation. Salience is usually modeled as a function of the spatial gradient of early-level features (e.g., changes in the average orientation in a certain part of the field), with large changes in density (such as those at the borders of objects or regions) having the highest salience (Itti 2005) . Exogenous control is believed to be largely independent of high-level factors. Some aspects may be affected by task and instruction set, although this has not yet been firmly established (Egeth & Yantis, 1997; Theeuwes & Godijn, 2002) .
The second kind of control is endogenous (or high-level). This is a slower, more effortful form of control that is engaged voluntarily on the basis of more abstract, context-sensitive factors such as task instruction. The relation of both exogenous and endogenous control to the various types of attention has not yet been worked out completely, nor has the way that exogeneous and endogenous control interact (see Egeth & Yantis, 1997) .
Other open issues
Relation between attention and eye movements. Experiments show that attention does not have to coïncide with eye fixation: people can shift their attention without moving their eyes. Some form of attention is needed to select the target of an eye movement, but this need not be accompanied by a withdrawal of attention from other items. Thus, attention (of any type) and eye fixation are distinct processes, and should not be conflated. But a detailed model of the interaction between attention shifts and eye movements has not yet been developed (see Henderson, 1996) .
The basis of selection. Visual search can be guided via the selection of features such as color or motion (Wolfe et al, 1989) . For location, the situation is less clear: selection could be of a particular point in space (at which some object happens to be), an object (at some point in space), or perhaps both. Both spatial and object factors appear to play a role (see Egeth & Yantis, 1997) . The relation of space-and object-based selection is not yet clear; these may be related to different types of attention.
Capacity. For space-based selection, a natural model is the spotlight of attention. Some models allow the intensity and size of the spotlight to be varied continuously; others do not (see Cave & Bichot, 1999) . Most models posit one spotlight, although recent experiments suggest that it can be divided for some tasks (McMains & Somers, 2004) . For object-based processes, capacity is usually about 4 items (Pylyshyn, 2003) , although for some operations it is only 1 (Rensink, 2001 (Rensink, , 2002a . There is currently no general consensus as to how all these accounts can be reconciled.
Nonattentional Processes
In the past it was generally believed that the sole purpose of vision was to produce a sensory experience of some kind (i.e., a picture) and that attention was the "central gateway" to this. But evidence is increasing that a good deal of sophisticated processing can be done without attention even beyond the early stage, and that some of these processes can result in outputs having nothing to do with visual experience.
Rapid vision
Although recent work shows a considerable amount of visual intelligence at early levels (Section 1.1), this is not limited to processes based on local information. Instead, such intelligence is found throughout rapid vision-that aspect of perception carried out during the first few hundred milliseconds throughout the entire visual system, as the initial sweep of information travels from the eyes to the highest cortical levels, and perhaps back down again (Rensink & Enns, 1998) . 2
One quantity determined this way is the abstract meaning of a scene, or gist-e.g, whether it is a city, port, or farm. Gist can be ascertained within 100 ms of presentation, a time insufficient for attending to more than a few items. It can be extracted from blurred images and without attention-indeed, two different gists can be determined simultaneously. Gist is likely determined on the basis of simple measures such as the distribution of line orientations or colors in the image; other properties of early-level proto-objects may also be used. Some aspects of scene composition, such as how open or crowded it is, can also be obtained this way, without the involvement of coherent object representations.
(For a more comprehensive review, see Oliva, 2005) A possibly related development is the finding that observers are extremely good at obtaining statistical summaries of a group of briefly-presented items. For example, observers can match the average size of a group of disks to an individual disk about as accurately as they can match the sizes of two individual disks (Ariely, 2001) .
"Medium-term" memory
Although attention (in the form of selective hold) appears to be involved with visual short-term memory, there also appears to exist a form of memory that does not require attention, at least for its maintenance. This is not the same as long-term memory, since it can dissipate after a few minutes, once there is no further need for it. As such, it might be considered to be a separate, "medium-term" memory.
One possibility in this regard is memory for layout-the spatial arrangement of objects in the scene, without regard to their visual properties or semantic identities (Hochberg, 1968) . Some layout information may be extracted within several seconds of viewing-likely via eye movements-and can be held over intervals of several seconds without a constant application of attention. (Tatler, 2002) . Interestingly, memory for repeated layouts can be formed in the complete absence of awareness that such patterns are being repeated (Chun & Jiang, 1998) ; such memory appears to help guide attention to important locations in that layout.
Visuomotor guidance
It has been proposed (Milner & Goodale, 1995) that vision involves two largely separate systems: a fast on-line stream concerned with the guidance of visually-guided actions such as reaching and eye movement, and a slower off-line stream concerned with the conscious perception and recognition of objects. Evidence for this two-systems theory is largely based on patients with brain damage: some can see objects but have great difficulty grasping them, while others cannot see objects, but (when asked to) can nevertheless grasp them easily and accurately.
Effects also show up in normal observers. For example, if a dot is shifted the moment an observer moves their eye to it, their eye always makes a corrective jump to the new location, even if the observer has no awareness of the shift (Bridgeman et al., 1975) . And if a target is displaced during an eye movement, the hand of an observer reaching towards it will correct its trajectory, even if the observer does not consciously notice the displacement (Goodale, Pelisson & Prablanc, 1986) .
Implicit perception
Although still somewhat controversial, consensus is increasing that there exist processes that are implicit-i.e., that affect performance in some way, even though there is no conscious picture of the stimuli involved. An example of this is subliminal perception, where a stimulus is embedded among irrelevant items and presented very briefly (typically less than 50 milliseconds), making it difficult to see. Presentation of an unseen stimulus under these conditions nevertheless has several effects, such as speeding the conscious recognition of it in a subsequent display. (For a discussion of this, see Norretranders, 1999) . It is thought that subliminal perception may be a form of perception without attention (Merikle & Joordens, 1997) .
Results from other approaches are consistent with this position. In inattentional blindness, observers can fail to see an unexpected stimulus if their attention is focused elsewhere (Mack and Rock, 1998) . Stimuli with strong emotional impact are exceptions to this, indicating that some degree of semantic processing can occur in the absence of attention.
Implicit perception can be explored by comparing performance for stimuli reported as "seen" against performance for stimuli reported as "unseen". If these are not the same (e.g., have different sensitivities to color), the implicit processes must differ from those that gave rise to the conscious picture (Merikle & Daneman, 1998) . This approach has uncovered several distinctive characteristics of implicit processing, such as a strong response to emotionally-charged stimuli, a sensitivity to semantic meaning (but not to geometric structure), and an inability to exclude stimuli-e.g., an inability to choose any word other than the one subliminally presented (Merikle & Daneman, 1998) .
Control
In principle, it might be possible to control various aspects of a nonattentional process. For example, if it is possible to control the kind of outputs at the preattentive level (Section 1.1), it might also be possible to control the outputs of other rapid processes, such as statistical summaries of different kinds. Inputs to nonattentional processes might also be selectable-e.g., visuomotor operations might be able to act only on stimuli of a particular color or shape. If attention is defined as a selective process, it might then be that various forms of nonconscious attention exist. But separating out these from the known forms of "conscious" attention would be difficult.
Other open issues
Commonality of Processes. Although the perceptual processes in this subsection have been grouped together on the basis of not involving attention, such a negative definition says little about how-or even whether-they are related to each other. Issues such as the extent to which these processes are based on similar elements or involve common reference frames are still to be investigated.
Mindsight. Some observers can have a "feeling" that a change is occurring, even though they do not have a visual picture of the change itself (Rensink, 2004b) . Although this phenomenon-mindsight-has been replicated, disagreement exists as to how to best interpret it . The mechanisms involved are poorly understood. One possibility is that mindsight is a form of alert, relying on nonattentional processes such as layout perception (Rensink, 2004b ).
Summary
Several major advances have recently occurred in our understanding of individual visual processes. One of these is the finding that considerable visual intelligence exists at early levels, with sophisticated processing carried out rapidly in the absence of attention. This opens up the possibility of interfaces that allow tasks traditionally done by "highlevel" thinking to be offloaded onto these faster, less effortful, and possibly more capable systems (Card et al., 1999; Ware, 2004) . And the findings that intelligence also exists in rapid vision and visuomotor guidance opens up even more possibilities (Section 3).
Another set of advances concerns the nature of attention itself. It now seems that attention is neither as pervasive, powerful, or unitary as originally believed. But it still appears to be critical for particular operations, such as integrating information from selected items. Importantly, there is now emerging a delineation of the various processes (or at least functions) grouped under this label, with some understanding of the characteristics of each. Among other things, this provides a much better grounding for the design of interface systems in which attention must be used in an appropriate way (Section 3).
Interestingly, recent work also shows that vision may involve more than just attention and consciousness-that systems may exist that operate entirely without the involvement of either. The existence of such systems has major implications for the modeling and control of visual perception, in that they indicate that the conscious picture experienced by an observer is only a part of a wider-ranging system. In order to appreciate exactly what this might mean, we must next consider the question of how these component systems might be integrated.
INTEGRATION OF COMPONENT SYSTEMS
How can the component systems of vision be integrated such that an observer can experience a unitary picture of their surroundings? It was originally believed that these processes-acting via attention-constructed a complete, detailed description of the scene, e.g., accumulating representations in a visual buffer of high information density (see Rensink, 2002a) . Models of this kind, however, have great difficulty explaining induced failures of perception, such as inattentional blindness and change blindness (Section 1).
Recent work tends to view the integration of systems in dynamic rather than static considerations-as co-ordination rather than construction. Among other things, this has the consequence that different people can literally see the same scene in different ways, depending on their expectations and the task they are engaged in.
Coherence Theory
To illustrate the idea of co-ordination, consider how it might apply to visual attention (or at least, to selective hold). According to some models, attention "welds" visual features into relatively long-lasting representations. But if so, why aren't all visible items welded within the first few seconds of viewing, allowing detection of all objects and events under all conditions?
Rather than assuming that focused attention acts by forming new structures that last indefinitely, it may be that it simply endows existing structures with a degree of coherence, with this lasting only as long as attention is directed at them. Developing this line of thought leads to a coherence theory of attention (Rensink, 2000) .
Basics
Coherence theory is based on three related hypotheses (Figure 4 ):
1. Prior to attention, early-level proto-objects are continually formed rapidly and in parallel across the visual field. Although these can contain detailed descriptions and be quite complex (Section 1), they are volatile, lasting only a few hundred milliseconds. As such, they are constantly in flux, with any proto-object simply being replaced when a new stimulus appears at its location.
2. Attention selects a small number of proto-objects from this flux and stabilizes them into an object representation. This is done via reciprocal links between the selected items and a higher-level nexus. The resulting circuit (or coherence field) forms a representation coherent across space and time. A new stimulus at the attended location is then perceived as the change of an existing structure rather than the appearance of a new one.
3. After attention is released (i.e., after the circuit is broken), the field loses its coherence and the object representation dissolves back into its constituent proto-objects. There is little or no "after-effect" of having attended to an item, at least in terms of the structures that underlie "here-and-now" perception. 3 (Also see Wolfe, 1999 ).
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-forward: collect information -back: stabilize proto-objects Links Proto-objects Figure 4 . Coherence Theory. Early vision continually creates proto-objects rapidly and in parallel across the visual field. Attention selects a subset of these, incorporating them into a circuit called the coherence field. As long as the proto-objects are "held" in this field, they provide the visual content of an individuated object that has both temporal and spatial coherence.
According this view, then, attention is not a stuff that helps create a static representation. Rather, it is the establishment (and maintenance) of a co-ordinated information flow that can span several levels of processing. The components that enter into the coherence field remain at the processing level where they were formed; what is added are the links that allow these components to be treated as part of the same object.
Implications
No Buildup of Attended Items. An important part of coherence theory is its assertion that attention corresponds to the establishment of a circuit of information flow. Thus, no buildup results from attention having been allocated to an item-once attention is withdrawn, the components of the coherence field revert to their original status as volatile proto-objects. Since attention is limited to just a few items (see Rensink, 2002a) , most parts of a scene will therefore not have a coherent, detailed representation at any given moment. Of course, more durable, longer-term representations can exist, but these do not have such coherence.
No Complete Coherent Representation. According to coherence theory, some representations (those of early vision) are complete, in that they cover the entire visual field. And some representations (those resulting from attention) are coherent over space and time. But since there is no buildup of coherence fields, no representation can be both complete and coherent. 4
No Dense Coherent Representation. Although a proto-object might have a high density of information, only a small amount of this is held in the nexus (Rensink, 2001 (Rensink, , 2002a . Thus, a coherence field cannot hold much detail about the attended item. If one of the properties represented in the nexus is one of the properties changing in the world, the change will be seen. Otherwise, it will not, even if the object is attended.
Virtual Representation
If only a few objects in a scene can have a coherent representation at any time, and if only a few properties of these objects are encoded, why do observers have the impression of seeing all events in the scene in great detail?
One way to account for this is the idea of a virtual representation: instead of a coherent representation of all the objects in an observer's surroundings, a coherent representation is created only of the object-and its properties-needed for the task at hand (Rensink, 2000) .
Basics
If a coherent representation of an object can be created whenever needed, and if this representation contains those aspects required for the task at hand, the representation of the scene will appear to higher levels as if "real", i.e., as if all objects are represented in complete detail simultaneously. Such a representation will have all the power of a real one, while using much less in the way of resources.
This strategy has been successfully applied to information systems. For example, it is the basis of virtual memory in computers, where-if co-ordination of memory access is successful-more memory appears available than is physically present at any given time. The browsing of websites on a computer network can also be characterized this way (Rensink, 2000) .
Requirements for successful operation
Virtual representation reduces complexity in space by trading it off for increased complexity in time. But only certain types of task can take advantage of this tradeoff. For visual perception, what is required is:
1. only a few objects need to be represented at any time, and 2. only a few properties of these objects need to be represented at that moment, and 3. the appropriate object(s) can always be selected, and
the appropriate information about that object is always available when requested
The first requirement is easily met for most tasks. Most operators need to control only one object (e.g. a steering wheel) or monitor one information source (e.g. a computer display) at a time. Tasks involving several independent objects or events can usually be handled by time-sharing, i.e., rapidly switching between the objects or events. The second requirement is likewise easily met, in that most tasks only involve a few properties of an object at any given time (e.g., its overall size or color). Time-sharing can again be used if several properties are needed.
The third requirement can also be met, provided that three conditions hold. The first is having the ability to respond to any sudden event, and create the appropriate representation. As discussed earlier (Section 1.2), this ability-in the form of the exogenous control of attention-does exist in humans. The second is having the ability to anticipate events so that nothing important is missed, even if other events are occurring. This can be done if the observer has a good understanding of the scene (i.e., knows what to expect) to direct endogenous attentional control appropriately. Finally, the average time between important events must be at least as great as the average switching time of the control mechanisms. This is generally true for the world in which we live (or at least, our ancestral environment), where important events almost never occur several times a second.
The fourth requirement is also met under most conditions of normal viewing. Provided that eye fixation and attention can be directed to the location of a selected object, and that sudden occlusions are not common, it will usually be possible to obtain visual detail from the stream of incoming light, with the relevant properties then extracted from this stream. Thus, a high-capacity internal memory for objects is not needed: detailed information is almost always available from the world itself, which acts as an external repository (or external memory). 5
Implications
Dependence on Knowledge and Task. In this view, the visual perception of a scene-including all events taking place in it-rests on a dynamic "just in time" system that represents only what is needed for the task at hand. The degree to which this is successful will depend on how well the creation of appropriate object representations is managed. Since this in turn strongly depends on the knowledge of the observer and the task being carried out, different people will literally see the same scene in different ways.
Change Blindness Blindness. If the creation of object representations is managed well, virtual representation will capture most of the relevant events in an environment. Meanwhile, any failure to attend to an appropriate object will not be noticed, and will usually have few consequences. As such, observers will generally become susceptible to change blindness blindness-they greatly overestimate their ability to notice any large changes that might occur (Levin, 2002) .
Distributed Perception. Virtual representation implies a partnership between observer and environment: rather than an internal re-presentation containing all details of the scene, the observer uses an external repository (i.e., the world), trusting that it can provide detailed information whenever needed. In an important sense, then, observer and surroundings form a single system, with perception distributed over the components involved.
Triadic Architecture
The successful use of virtual representation requires that eye movements and attentional shifts can be made to the appropriate object at the appropriate time. But how might this be done?
One possibility consistent with what is known of human vision is the triadic architecture (Rensink, 2000) .
Basics
This architecture involves three separate systems, each of which operates somewhat independently of the others (Figure 5 ):
1. an early vision system that rapidly creates detailed, volatile proto-objects in parallel across the visual field (Section 1.1).
2. a limited-capacity attentional system that links these structures into coherent object representations (Section 2.1).
3. a nonattentional setting system that provides a context to guide attention to the appropriate objects (Section 1.3).
Note that these largely correspond to the groups of systems in Section 1, except that the setting system contains only those nonattentional processes that control visual attention. In addition to these three systems, there is a connection to long-term knowledge-such as schemas and particular skills-that helps direct high-level (endogenous) control, and so influences perception. But since most of long-term memory is effectively off-line at any instant it is not considered part of here-and-now visual perception (Rensink, 2000) .
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Higher-level Processes (long-term knowledge)S Object (attentional) Setting (nonattentional) Figure 5 . Triadic Architecture. Visual perception is carried out by three interacting systems: (1) Early vision creates volatile proto-objects. (2) Attention "grabs" these structures and forms an object with temporal and spatial coherence. (3) Setting information-together with long-term knowledge and salience estimates obtained from early visual processing-guides attentional management.
Of the three systems involved in this architecture, the one concerned with setting is perhaps the least articulated. It likely involves at least two aspects of scene structure useful for the effective endogenous control of attention:
1. The abstract meaning (or gist) of the scene-e.g., whether it is a forest or barnyard (Section 1.3). This quantity is invariant over different eye positions and viewpoints, and-to some degree-over changes in the composition of objects. Consequently, it could provide a stable constraint on the kinds of objects expected, and perhaps even indicate their importance for the task at hand.
2. The spatial arrangement (or layout) of objects in the scene. This quantity is-at least from an allocentric point of view-invariant to changes in eye position, and as such could help direct eye movements and attentional shifts. If held in a medium-term memory, the location of many objects could be represented. Some additional information concerning each item may also be possible; such information need not be extensive to be useful.
Interaction of Systems
Although there is currently little empirical evidence concerning the way that these systems interact, one possibility is as follows:
1. Early vision provides a constantly-regenerating sketch of the scene visible to the observer.
2. Gist, layout, and perhaps some object semantics are determined without attention; these invoke a scene schema in long-term memory which provides constraints on the types of objects that might be present, possible actions, etc.
3. The invoked schema is verified, beginning with a simple checking of expected features. Items consistent with the schema at this level need not be examined (and therefore need not be encoded) in detail.
4. If an unexpected structure in the image is encountered or an (unknown) salient item is suddenly detected at early levels, attentional processes form a coherent representation of it, attempt to determine its identity, and possibly reevaluate the gist. Layout can be used both to check the current interpretation as well as help guide attention to a requested object.
Note that such interaction involves a complex combination of exogenous and endogenous control, as well as of immediate, relatively changeable information about the scene and longer-term, more stable knowledge.
Implications
Construction vs. Co-ordination. Representations beyond early vision are no longer dense structures constructed via eye movements and attentional shifts; instead, they may be better viewed as sparse structures that co-ordinate the use of detailed information from the world. Thus, early-level representations are not replaced by more complex representations, but are incorporated into circuits spanning several levels of processing.
Role of Attentional Processing. Rather than being the "central gateway" of visual perception, attention (in the form of selective hold) may only be one of several concurrent streams-the one concerned with the conscious perception of coherent objects. Other streams may operate in complete independence of it. Indeed, the role of attention (or at least of consciousness) itself may even be somewhat restricted in regards to the control of action, being mostly involved with initiation of actions in unfamiliar situations, and perhaps learning (see Norretranders, 1999) .
Role of Nonattentional Processes. In this view, nonattentional processes do not rely on attention for their "intelligence"-they in fact help guide it. Nonattentional processes beyond the setting system may enable aspects of perception having nothing to do with the production of a conscious picture, such affecting emotional state, or guiding visuomotor actions (Section 3).
Summary
The integration of the component systems underlying visual perception appears to be achieved on the basis of co-ordination rather than construction. The nature of this more dynamic view can be seen, e.g., in the coherence theory of visual attention. Here, attention is treated as a linkage between selected components, without the need for a separate representation of the attended object. The components are simply incorporated into a circuit along which information circulates, with a relatively small nexus serving to stabilize this linkage.
This style may also apply to our experience of a scene. Rather than being based on a static, dense representation, our experience may be based on a virtual representation that encodes only what is needed at each moment. As such, what is perceived will depend strongly on the particular observer and on the task they are carrying out. This account also leads to a view in which observer and environment form a single system, with perception distributed over the components involved.
One possible implementation of this in human vision is the triadic architecture, where a critical role is played by the mechanisms that control attention. Here, perception is distributed over several component systems, with the nonattentional (and presumable nonconscious) mechanisms that control attention playing a critical role. Note that if these mechanisms can be properly controlled, it might be possible to integrate the component systems of human vision not only with each other, but also with external systems. The next section explores some of these possibilities.
INTEGRATION OF EXTERNAL SYSTEMS
It increasingly appears that visual perception may be based on several quasiindependent systems, each with its own kind of intelligence (Sections 1 and 2). Given that these systems are integrated via dynamic co-ordination rather than static fusion, and that this co-ordination can be influenced by external factors, the possibility arises that these systems can be integrated with external systems as well.
If so, consideration of the mechanisms that carry out this co-ordination would provide a basis for the design of more effective visual display systems. It also opens up some genuinely new prospects for human-machine interaction.
Reduced Change Blindness
Given that attention is needed to see change (Section 1.2), an observer will be blind to most unattended transitions in a display, resulting in informative transitions being missed. This would be especially important in displays in which information is conveyed dynamically-e.g., if an operator is tracking the location of an item, or following the orientation of an indicator needle. During such times, a transition could easily occur elsewhere in the display-e.g. an alert appearing-without the operator noticing it. High-level (endogenous) control could lower the likelihood of such change blindness, but even if the observer could maintain a full state of alertness, the likelihood of missing something will still be considerable.
Change blindness can be induced in a number of ways (see Rensink, 2002a) ; a system should reduce each of these contributions as much as possible. For example, change blindness can be induced by eye movements, which make up about 10% of total viewing time on average 6 ; any transition will therefore have as much as a 10% chance of being missed due to this factor alone. One way of lowering this likelihood is by minimizing the need for (or the size of) eye movements-e.g., by keeping important sources of information close together. In addition, displays could minimize the number of dynamic events occurring elsewhere, since these could draw attention to themselves, diverting attention away from the main information source. Moreover, although a single event can be attended without problems, two cannot-their contents will be pooled (Rensink, 2002a) . Consequently, only a single source of dynamic information should ever be used at any time.
Coercive Graphics
A more speculative possibility involves the use of nonconscious processing to control what the observer consciously experiences. Given that the visual experience of an observer depends on the co-ordination of attention, and given that this co-ordination is strongly affected by what is shown to the eyes, the possibility arises of coercive graphics-displays that can control attention to make the observer see (or not see) a particular part of the image (Rensink, 2002b) .
Coercion has long been used by magicians and filmmakers to achieve a variety of striking effects. Three means of control are commonly used:
1. High-level interest. Semantic factors that influence the semi-voluntary control of attention-e.g., stories that interest the observer in a particular object or event.
2. Mid-level directives. Cues that require some intelligence, but then cause attention to rapidly move to a given location. Examples are the direction of eye gaze of another person (or image), and the direction of finger pointing.
3. Low-level salience. Simple scalar quantity that is the basis of exogenous control (Section 1.2). Attention is automatically drawn-often involuntarily-to items such as those with a unique color, motion, orientation, or contrast.
All of these can be highly effective when done by humans (see Sharpe, 1988) . If a system could make effective use of these, it could lead to "magical displays" capable of effects even more powerful than those produced by professional magicians.
A coercive display could ensure that important events would not be missed. It might also speed up operation by directing attention to required locations or items. Coercion would also be useful for older observers, acting as a form of "glasses" to compensate for the reduction in attentional abilities that generally happens with increasing age. Again, the user would notice nothing unusual-they would simply never miss anything important that occurred.
Emotional Control / Vigilance
In the past, visual displays were concerned only with the visual experience of the observer. But according to the triadic architecture (Section 2.3), this experience involves just one perceptual stream-the attentional system. However, other systems may also operate in tandem with this, and carry out a significant (albeit nonconscious) part of perception. As such, the potential arises for displays expressly designed to work with such processes, and influence aspects of an observer other than the visual percept they experience.
One such example is the control of emotional state. Nonattentional (and nonconscious) processes have a pronounced sensitivity to emotionally-laden words and pictures (Section 1.3). Moreover, some of these processes can affect the physiological mechanisms underlying the associated emotions, even though the stimuli involved are unseen (e.g., Whalen et al., 1998; Liddell et al., 2005) . As such, it may be possible to develop displays that could, e.g., calm an operator down or increase their level of vigilance, all on the basis of stimuli that are not consciously experienced.
Soft Alerts
For many tasks, the system must allow the operator to respond quickly to unexpected events. This is typically done via an alert, which attempts to draw attention to its location, thereby ensuring it will be seen. Although such alerts can be successful, they can also be dangerous (especially for time-critical tasks), since they have the potential to divert attention away from important objects or operations.
A somewhat speculative alternative to these involves the phenomenon of mindsight-the feeling of something happening without an accompanying picture (Section 1.3). This phenomenon is poorly understood; it may be related to feelings generated by emotional states, although this is far from certain (Rensink, 2004b) . In any event, if visual displays could be designed to invoke this feeling whenever desired, it would make an extremely useful form of alert-a soft alert-that would not disturb existing attentional control (Rensink, 2002b) .
Such an alert would be useful for situations where the arrival of a new event does not require immediate attention-e.g., the arrival of email while the operator is monitoring a changing situation.
Direct Support of Action
As discussed in Section 1.3, considerable evidence exists that actions such as reaching and grasping are guided by nonattentional systems having nothing to do with conscious visual experience (see Milner & Goodale, 1995) . It is likely that activities such as moving a mouse or pointing are guided similarly. More generally, the set of visuomotor systems (along with other motor systems and perhaps some rapid perceptual processes) may be co-ordinated to result in an "inner zombie" capable of carrying out operations in a highly sophisticated way, even though consciousness is not involved (see Norretranders, 1999) .
If this view is correct, it suggests the need for displays designed expressly for the direct support of action-i.e., displays to act directly on the nonconscious visuomotor systems rather than only on the systems that produce conscious visual experience. For example, pointing without visual feedback may help a user aim a laser pointer at a given location, even though this is counterintuitive from the viewpoint of conscious perception (Po et al., 2003) . In such situations, there may be no awareness that the display is providing such guidance; the user simply "does the right thing".
Cognitive Extension
The type of dynamic representation discussed here is a special case of the more general notion of deictic (or indexical) representation. Here, the goal is not to construct a copy of the world, but rather to co-ordinate component systems so as to carry out actions in it (Clancey, 1997; Ballard et al., 1997, BOOK-BALLARD?) . It does not matter whether the components involved are internal or external-all that matters is that they be part of a circuit of "information flow" under the control of the user (see Clark, 2003) .
If the co-ordination with an operator's visual system is done properly, external processors (e.g. a calculator or an information visualization system) could become part of such a circuit, allowing sophisticated processing to be incorporated in a seamless manner. External effectors (e.g. a car or an airplane) could likewise become part of such a circuit, with each system treated as a visuomotor system of the operator. Indeed, when such an interface functions well, the operator can experience a literal extension of themselves into the task domain (e.g., becoming part of the car or airplane), resulting in highly effective control of all component systems (see Clark, 2003) .
Summary
An emerging view is that the operation of the human visual system is based on the co-ordination of several quasi-independent systems. If the co-ordination mechanisms within an operator can be applied to external systems as well, highly effective forms of human-machine interaction could result. For example, systems might be designed to reduce the likelihood of change blindness, or to ensure that the operator will always see what they need to see (assuming it is in the display), or even to bring other internal systems (e.g., emotions) into play. In addition, the possibility also exists of incorporating external systems-not only information sources, but also processing elements and effectors-in a similar fashion, allowing human perceptual and cognitive abilities to be extended in a highly natural way.
CONCLUSIONS
This chapter has surveyed some of main developments that have recently occurred in our understanding of human perception, and discussed some of their implications for the modeling and control of visual perception. Among these developments is the increasing recognition that visual attention may not be the "central gateway" to visual perception, but may instead be simply one of several quasiindependent systems, each capable of sophisticated processing. It also appears that these systems are not integrated via dense, static representations that accumulate results, but rather via dynamic co-ordination that depends on such factors as the knowledge of the observer and the nature of the task they are engaged in. This kind of co-ordination-if done properly-can result in a virtual representation that provides the observer with a unitary picture of the scene. Such co-ordination may also enable purely nonconscious systems to act coherently, resulting in an "inner zombie" capable of intelligent on-line control of actions without any involvement of conscious.
From this viewpoint, then, human visual perception appears to be based on the coordination of several quasi-independent systems, each with its own form of intelligence. It may be useful to view human-machine interaction in a similar way, with the operation of a human-machine system based on the co-ordination of several quasi-independent systems (some internal to the operator, some external), each with its own form of intelligence. Such a perspective not only suggests ways of improving existing display and control systems, but also points to new possibilities for increasing the effectiveness and scope of human-machine interaction.
