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Introduction
The Earth is constantly being bombarded with cosmic rays, most of these are protons believed 
to originate from within our galaxy. The magnetic field of the Earth acts as a shield against 
the low energy particles. When a high energy cosmic ray enters the atmosphere it collides 
with the nucleus of one of the atoms in the upper atmosphere. The amount of energy available 
in this collision results in the creation of a large number of particles, creating a large cascade 
of particles. Charged pions are created in the initial and secondary collisions, as well as decay 
products of heavier particles. In more than 99.9% of the cases the decay of a charged pion 
results in the creation of a muon and a muon neutrino. The “long” live-time (about 2.2 ^s) of 
muons along with their high Lorentz factor, and low cross-section for hard processes allow a 
large fraction of them to reach sea-level. On the way to the surface a muon only looses about
1.8 GeV on average due to soft processes such as ionization.
This thesis presents a measurement of the muon spectrum and the charge ratio in the 
momentum range 40 < p < 1000 GeV at sea level. The zenith angle dependence is measured 
in the range 0.6 < cos 0 < 1.0, i.e. from about 53° to vertical. The measurement is done with 
the L3 +Cosmics detector at CERN, Geneva (6° of longitude East and 46° of latitude North). 
It is based on the data collected in 1999.
The outline of this thesis is as follows.
Chapter 1 presents a brief overview of experimental cosmic ray physics. It contains a 
short historical introduction to the field, highlighting the close connection between cosmic 
ray physics and particle physics. The discussion is continued with an overview of observa­
tional methods in astroparticle physics. Finally the muon spectrum itself is discussed, and 
the scientific interest of an accurate measurement.
Chapter 2 contains a detailed description of the experimental set-up. This includes a 
discussion of the relevant parts of the L3 muon chamber system. Then follows a detailed 
description of the modifications which were made to enable the accurate measurement of 
cosmic ray muons. The independent data acquisition software is also discussed in some 
detail.
Chapter 3 discusses the reconstruction of cosmic ray muons. The focus is placed on the 
author’s original contributions. Finally, a short description of the detector simulation is given, 
including a discussion of the overburden.
Chapter 4 describes the event selection. The events are logically grouped in so-called 
“runs”. For a precise measurement with large statistics, it is an advantage that the events 
entering the analysis have been taken under the same experimental conditions. The criteria 
for a full run to be used in the analysis is described as well as the criteria for the individual
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events.
Chapter 5 evaluates the performance of the experimental set-up. The most important 
efficiencies are discussed. In addition, the critical importance of the experimental live-time 
calls for a dedicated validation study, which is also described. Finally, the resolution of the 
momentum measurement is discussed along with a check of the absolute momentum scale.
Chapter 6 provides a detailed account of the analysis resulting in the measurement of 
the cosmic ray induced muon spectrum. A large effort has gone into the evaluation of the 
potential sources of systematic uncertainties. A detailed account of these sources and their 
influence is presented as well. Finally, the zenith angle dependence of the flux and charge 
ratio as obtained in this study are discussed.
Throughout this thesis H = c = 1 is used in all calculations, unless specifically stated 
otherwise.
Chapter 1 
Cosmic rays
The study of cosmic rays belongs to the field of astroparticle physics, which is a strongly 
interdisciplinary and fast evolving area of research*. This chapter pictures the perspective in 
which this research must be viewed. After a short historical introduction, a summary of as­
troparticle physics is given, followed by an overview of the experimental situation regarding 
the cosmic ray induced muon spectrum. Finally, a brief discussion of the theoretical models 
predicting the muon flux and charge ratio is given.
1.1 Historical introduction
The study of cosmic rays has a long and exciting history (Longair 1992). The story begins 
in the revolutionary era at the turn of the twentieth century. In 1879 Crookes discovered the 
“cathode rays” using a vacuum tube. These were later shown to have a mass of only 1 %o 
of that of the hydrogen atom in the classical series of experiments by J. J. Thomson. This 
marked the discovery of the first sub-atomic particle: the electron. In 1895 W. C. Rontgen 
discovered that Crookes’ tube also emits a second type of radiation, which he named X-rays. 
About ten years later, C. G. Barkla showed that X-rays are polarized, and thus associated 
them with electromagnetic radiation. In 1896 A. H. Becquerel discovered that his photo­
graphic plates darken when exposed to uranium, thus discovering natural radiation. In 1898 
E. Rutherford used the penetrative power of radiation to establish that there are at least two 
separate components: a- and ß-rays. It takes about ten years before it is shown that a-rays 
consist of what we today know as the nucleus of a helium atom. On the other hand is was 
quickly shown that ß-rays consist of electrons. In 1900 P. Villard added Y-rays to the list, as 
the most penetrating radiation known.
Cosmic rays enter the stage at about 1900 when it was observed that electroscopes ^  dis­
* The interested reader is referred to the following excellent books: “High Energy Astrophysics” (Longair 
1992). “Cosmic Rays and Particle Physics” (Gaisser 1990) and “Gauge Theories in Particle Physics” (Aitchison 
& Hey 1989).
t The electroscope plays an important role at the time. It is a closed vessel in which two gold leaves, 
connected at one end and left loose at the other, are located in the middle. The leaves are electrically insulated 
from the vessel. When they are electrically charged they repel each other, and move apart. When ionizing
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charge even when kept away from known sources. On the bases of these measurements, 
C. T. R. Wilson in 1900 proclaimed the existence of an extraterrestrial radiation. Observa­
tions made to confirm this hypothesis proved inconclusive, and the hypothesis was dropped 
for the following ten years. It was later shown by Rutherford that many of the initial results 
were in fact caused by naturally occurring radiation either in the form of contamination of 
the vessel, or the radiation from the rock of railway tunnels. In 1910 the Dutch high-school 
teacher T. Wulf used his sophisticated electroscope to measure the ionization at the foot and 
at the top of the Eiffel Tower. To his big surprise, the ionization was only reduced by a factor 
of two at the top, whereas it was known that the intensity of y-rays (the most penetrating 
radiation known at the time) would drop by a factor two through about 80 m of air. At the 
top of the Eiffel Tower he thus expected a negligible intensity of radiation originating from 
the Earth surface, 330 m below. In 1910 and 1911 A. Gockel made balloon flights up to a 
height of about 4 km, he found that the ionization did not decrease with height. His results 
were, however, uncertain due to different experimental problems.
During 1912 and 1913, in what is normally considered as the discovery of cosmic rays, 
V. F. Hess and then W. Kolhorster made manned balloon flights to measure the ionization at 
increasing altitudes. By 1914, these flights had taken Kolhorster to the impressive altitude of
9 km. It was however Hess who observed the first definite increase of ionization at higher 
altitudes. He was quick to conclude that the source of the radiation was extraterrestrial:
The result o f the present observations seems to be most readily explained by 
the assumption that a radiation o f very high penetrating power enters our atmo­
sphere from above, and still produces in the lower layers a part o f the ionisation 
observed in closed vessels. (Hess 1912)
It was R. A. Millikan who in 1925 introduced the term “cosmic rays”, which is still used 
today. In 1929 D. V. Skobeltsyn recorded the first cloud chamber pictures of cosmic rays. He 
observed charged tracks which hardly bend in a magnetic field, and identified them as being 
high energy Compton electrons produced by high energy gamma rays. He believed the cos­
mic rays to be “ultra gamma radiation”, thus the term cosmic rays. Today, we consider this 
as a misidentification, but one must keep in mind that this experiment was performed seven 
years before the discovery of the muon. A year later, however, Millikan and C. D. Anderson 
discovered the positive electrically charged electron-like particle, known as positron. The ex­
periment was a refined version of Skobeltsyn’s. The discovery of the positron coincided with 
P. A. M. Dirac’s formulation of relativistic quantum mechanics, in which he also obtained 
“negative energy” solutions, known as anti-particles. It was concluded that the positron is the 
anti-particle of the electron.
In addition to positively charged tracks, Anderson also observed the same effect as Sko­
beltsyn, i.e. tracks which bend much less than electrons or positrons. In 1936 Anderson 
and S. Neddermeyer are sufficiently confident of the results to announce the discovery of 
“mesotrons” with a mass about 200 times that of the electron. Today we call these particles
particles move through the vessel they ionize the gas, and cause a small leakage current, which discharges the 
leaves. This causes them to move back towards the rest position. The speed with which this happens is a 
measure of the amount of ionizing particles.
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Generation 1 2 3 Electric charge [e]
Quarks
u(up) c (charm) t (top) +2/3
d (down) s (strange) b (bottom) -1/3
Leptons
e V- T -1
Ve Vt 0
Table 1.1: Overview o f the three so-called generations o f fermions along with their electric 
charge. It is worth noting that all naturally occurring material on Earth is made out o f 
particles from the first generation.
muons (^). This discovery also coincided with a theoretical landmark. Namely H. Yukawa’s 
theory of the strong force*, i.e. the force which holds the protons and neutrons together to 
form a nucleus. In his theory Yukawa introduces a particle to mediate the force. This particle 
should have a mass of about 250 times the mass of the electron. The mass of Yukawa’s medi­
ator and the mesotron was similar, and it was, therefore, natural to suppose that they were one 
and the same particle. However, the observed probability of mesotron nucleus interaction are 
much lower than expected from Yukawa’s theory. In fact Yukawa’s mediator(s) are the pions 
(n±, n0) and not the muon, but the pion was only discovered in 1947.
After the Second World War cosmic rays continued to play an essential role in the shaping 
of particle physics. In 1947 G. Rochester and C. Butler observed the first “V” tracks in their 
cloud chamber. They correctly suggested these events to be caused by the spontaneous decay 
of an unknown particle. These particles became known as strange1" particles. Most of these 
new particles had a mass of about half that of the proton, and are known today as kaons (K±, 
K0). One particle, however, had a mass larger than that of the proton, the lambda particle (A). 
Around the same time a new experimental technique was being developed by C. F. Powell, 
namely photographic emulsion chambers. These photos, when developed, provide a three­
dimensional image with unprecedented accuracy of charged particles passing through the 
emulsion. The pion was the first particle to be discovered with this new technique. Refined 
versions of emulsion chambers still today produce the most accurate tracking available.
Two further particles were discovered in cosmic rays, namely the S- and E+ in 1952 and 
1953, respectively. By 1953 the accelerator technology was so advanced, that cosmic rays 
no longer were at the forefront of particle physics. Accelerators have the obvious advantage 
that one knows the energy of the primary particle(s), and they can be directed into the heart 
of the detectors. 1953 also marks the year of the discovery of the neutrino (Reines & Cowan 
1953). Both during the birth of neutrino physics in the 1980s and the discovery of neutrino 
oscillations (Fukuda et al. 1998) cosmic rays again played an prominent role.
For completeness, it should be noted that many more particles were discovered with the 
first generation of accelerator experiments before particle physics in the mid 1960s got a firm
* Yukawa’s theory of the strong force is a good phenomenological model of the force between protons and 
neutrons. Today however, we know that both protons and neutrons consist of three quarks. We consider the 
force between quarks as fundamental and it is this force we mean when today we speak of the strong force. The 
modern theory of the strong force is known as quantum chromodynamics (QCD), but it was formulated only in 
the late 1960s.
t Later the name strange was given to the quark, which in fact had been discovered here.
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theoretical ground to stand on. The quark model reduced the large number of baryons and 
mesons to only 6  quarks*. With the current knowledge, all matter can be decomposed into 
the quarks and leptons shown in table 1.1. The interactions between the particles were soon 
formulated within the framework of gauge theory. Many people contributed to the creation of 
what is now know as “The Standard Model” which, in spite of vigorous experimental tests, 
still stands as the theory of the propagation and interaction of the fundamental particles. It 
is important to notice that the gravitational force is not part of the standard model. Within 
the framework of A. Einstein’s general theory of relativity, gravitation is considered as a 
deformation of space-time.
Recently the last elementary fermion, the tau neutrino v t, may have been directly ob­
served (DONUT Collaboration 2001). Thus the so-called Higgs boson, which is held re­
sponsible for endowing mass to the particles, is the last ingredient of the Standard Model still 
undiscovered.
1.2 Astroparticle physics
Astroparticle physics addresses the study of high energy particles originating from outer 
space. A broad range of areas are involved in these types of studies:
Cosmology: e.g. the inferred non-baryonic dark matter component, dark energy, and the 
observed baryon asymmetry. Dark matter is a term used to describe the missing mass, 
the discrepancy between the inferred gravitating mass density of the universe (about 
30% of the critical density1 ) and the observed luminous matter density (only about 3% 
of the critical density). It thus represents the matter which has not been seen. Non- 
baryonic dark matter has to be the dominant component of the dark matter, and it may 
consist of massive neutrinos and non-standard model particles surviving since the Big 
Bang. Einstein’s cosmological constant is a possible explanation of the dark energy 
(about 70% of the critical density).
Baryon asymmetry is the observation that the material around us is made of matter 
rather than anti-matter, whereas matter and anti-matter were created in equal amounts 
according to the standard Big Bang model.
Astrophysics: tests of solar and star models, sources and transport of cosmic rays, point-like 
and diffuse sources of photons. The measurement of low-energy solar neutrinos will 
further constrain the models o f the sun. Almost a century after the discovery of cosmic 
rays, the issue of their origin is still not fully settled. The status of cosmic ray physics 
is discussed further below.
High-energy photons have been the source of much excitement over the last years, most 
prominently so the discovery of gamma ray bursts.
* The first quark (bottom) of the third generation was in fact only discovered in 1970s and the second (top) 
in the 1990s.
TThe critical density defined as p,r„ = ^  is the density resulting in a flat universe. H0 is the Hubble 
constant at present and G is Newton’s gravitational constant. Recent measurement (BOOMERanG Collabora­
tion 2002) indicate that the universe is flat.
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Particle physics: neutrino oscillations, Big Bang relics, non-standard components of the 
Universe, deviations from microscopic symmetries etc. The discovery of neutrino os­
cillations is discussed further below. The importance of Big Bang relics and non­
standard components o f the Universe is not limited to cosmology, but would also show 
the way to physics beyond the standard model.
From the experimental front a broad range of techniques are used in order measure these 
particles and determine their origin. The experiments may be grouped in three classes:
Experiments aiming to measure the incoming primary: These are exclusively balloon or 
satellite born detectors aiming at measuring the primary photons and/or hadrons. Two 
good examples of this type of detectors are AMS (AMS Collaboration 1994) and 
BESS (BESS Collaboration 2000b).
Experiments measuring the air shower: These are typically mountain top, ground level or 
underground detectors measuring parts of the air shower caused by the interaction of 
the primary particle with the Earth’s atmosphere. Most cosmic ray experiments fall in 
this category, as does Lß+Cosmics.
Experiments measuring neutrino interactions: These are a relatively new type of exper­
iments. They are huge* underwater or under-ice detectors aiming at measuring the 
interaction of neutrinos inside the volume. The existing experiments (e.g. Super- 
Kamiokande (Fukuda et al. 1998)) are measuring the atmospheric or solar neutrinos, 
but the future experiments (Halzen et al. 1999) aim at measuring high energy neutrinos 
from astronomical sources. This type of experiment thus contains features of both of 
the above mentioned types.
In the following, the discussion is limited to the area of classical cosmic ray physics, i.e. the 
hadronic component of cosmic rays. The electromagnetic (electron and photon) components 
of cosmic rays are negligible above 1 GeV as far as flux is concerned. First, a short discussion 
of the primary spectrum and its composition are presented. Then the properties of the muon 
spectrum are discussed.
Figure 1.1 shows the all particle (hadron) cosmic ray spectrum. It is essentially a feature­
less power law spectrum, but the values of the spectra index and the few features which are 
present hold clues as to the origin of the cosmic rays:
• The spectrum below 10 GeV is affected by solar modulation. The sun emits a super­
sonic plasma wind with an embedded magnetic field, which deflects the low energy 
cosmic rays from outer space. The solar wind intensity varies with the 11 year solar 
cycle, and the observed flux is found to be anti-correlated with the solar activity.
• The so-called “Knee” in the cosmic ray spectrum is located between 1015 and 1016 eV, 
it is characterized by a steepening of the spectrum from E~1J to about E-3-2. The cos­
mic rays below the knee are believed to be accelerated by diffusive shock acceleration1,
• To enable neutrino telescopes to make astronomical observations from active galactic nuclei they must 
have an active volume of about 1 km3. This is due to the low cross section for neutrino interactions with matter.
■ For a detailed discussion of the acceleration mechanisms see (Gaisser 1990).
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Energy (eV)
Figure 1.1: The all particle spectrum o f cosmic rays. To fully appreciate this spec­
trum it is important to notice that it spans over more than 12 orders o f magni­
tude in energy and over more than 30 orders o f magnitude in flux. From the large 
number o f data sets a small group has been selected (Sea et al. 1991, Grigorov et 
al. 1971, AGASA Collaboration 1992, Afanasiev et al. 1996, Lawrence et al. 1991, Flye’s 
Eye Collaboration 1994). The plot is a modified version o f the one available at: 
http : / / astroparticle . uchicago . edu/cosmic_ray_spectrum_picture . htm.
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with supernova explosions within our galaxy as the most likely candidates. However, 
no source has convincingly been identified so far, but this situation may be chang­
ing (Butt, Torres, Combi, Dame & Romero 2001).
The origin of the kink in the spectrum is not fully understood, several scenarios have 
been proposed:
-  The acceleration in supernova remnants reaches its rigidity cut-off.
-  A change in the propagation of the galactic cosmic rays, perhaps corresponding to 
a more rapid escape from the galaxy (Ptuskin, Volk, Zirakashvili & Breitschwerdt 
1997).
-  Only one or maybe a few “nearby” sources are responsible for this part of the 
spectrum (Erlykin, Lipski & Wolfendale 1998).
The two first scenarios involve a rigidity cut-off: p maxIZ = eVBL, which increases for 
particles with a larger electric charge (Z). The third scenario predicts the onset of a 
new proton source in this energy range. This has inspired a large set of measurements 
of the chemical composition in this energy range. However, the results presented so far 
are contradictory (Swordy et al. 2002).
• The ankle at 1018 eV is characterized by a hardening of the spectrum. Around this 
energy the confinement of the galactic cosmic rays is expected to end. The gyroradius 
in the 3 ^Gauss galactic field becomes comparable to the size of the galaxy. The 
hardening of the spectrum is thus expected to be due to extragalactic sources.
• The third structure, the so-called GZK* cut-off (Greisen 1966, Zatsepin & Kuzmin 
1966), is one which should be observed, but is not! Very soon after the discovery 
of the 2.7 K cosmic black-body radiation it was noticed that these photons impose a 
problem for very high energy protons. At a proton energy of about 6 ■ 1019 eV the 
reaction with a microwave photon passes the threshold for pion creation:
p +Ï2.7 K ^  p + n° (1.1)
^  n + n+
Just above the threshold the cross section increases further due to the A resonance. Be­
low the GZK cut-off the attenuation length exceeds 1000 Mpc, while above it reduces 
to about 20 Mpc. For heavy nuclei, photodisintegration plays a similar role, but at 
slightly higher energies (Nagano & Watson 2000).
By now AGASA has observed a significant number of events above the GZK cut-off, 
which has resulted in a large number of papers proposing their origin. The proposals 
vary from sources “close by” such as nearby active galactic nuclei, nearby gamma 
ray bursts, jets of large radio galaxies, and intergalactic shocks to exotic production
* For a thorough discussion of the highest energy cosmic ray events and their implications see (Nagano & 
Watson 2000).
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methods such as the decay of topological defects. However, it is worth noticing that the 
recent measurements from HiRes (Bergman 2002), in contrast to the AGASA results, 
confirm the GZK cut-off.
The low energy part (E < 1011 eV/nucleon) of the spectrum has recently been measured with 
an overall uncertainty of about 5% by both AMS and BESS (AMS Collaboration 2000a, AMS 
Collaboration 2000b, BESS Collaboration 2000a). It is important to note that the proton 
spectrum from these two experiments actually agree within the quoted uncertainty. This is 
also the case for the helium fluxes, where the disagreement of about 10%, is covered by the 
larger uncertainties on the helium fluxes. Both experiments are limited by exposure time 
rather than resolution, and both are planning upgrades to enable them to extend their mea­
surements. Direct measurements are extended up to about 1015 eV/nucleon with balloon 
born experiments which use either tracking calorimeters (Ivanenko et al. 1993, Ryan, Ormes
& Balasubrahmanyan 1972) or emulsion chambers (JACEE Collaboration 1998, RUNJOB 
Collaboration 2001). The measurements between 1014 eV/nucleon and 1015 eV/nucleon have 
large uncertainties, dominated by low statistics. The low statistics is caused by the mod­
est size of these experiments along with the limited exposure time. At the low end, be­
tween 1011 eV/nucleon and 1012 eV/nucleon the only measurement (Ryan et al. 1972) fails 
to overlap with the precise measurements below 1011 eV/nucleon. Recently, it has been sug­
gested (Gaisser, Honda, Lipari & Stanev 2001) that the normalization of this measurement 
should be lowered by 25%.
Above about 1015 eV/nucleon the spectrum is measured indirectly by air shower detec­
tors. Figure 1.2 schematically shows the different detector types used in measuring cosmic 
ray induced air showers. Below the different techniques are briefly described:
Cerenkov telescopes: Many of the particles in an air shower travel faster than the speed of 
light in the atmosphere, and are thus sources of Cerenkov radiation. The half opening 
angle of the Cerenkov light is given by cos 0C = 1Inß for a medium with an index of 
refraction n . The emitted light is well collimated, since this angle in air has a maximum 
of about 1.3°, which is small compared to the dispersion of electrons around the shower 
axis. Most of the electrons in an atmospheric shower emit Cerenkov radiation and since 
the photons are not absorbed in the atmosphere, Cerenkov light constitutes an almost 
calorimetric measure of the shower. This technique also allows for the determination 
of the direction of the primary particle and development* of the shower, thus making 
it a very powerful tool. The basic Cerenkov telescope includes parabolic reflectors for 
the light collection with phototubes in the focal plane and fast electronics for resolving 
individual photoelectrons. Its ability to distinguish primary photons from protons along 
with its excellent angular resolution has made this technique very favorable for TeV y- 
ray astronomy. The small opening angle on the other hand makes this technique less 
favorable for very high energy cosmic rays. Furthermore, the telescopes can only be 
operated at night. The HEGRA Imaging Atmospheric Cerenkov Telescope (HEGRA 
Collaboration 1999) is a good example of this technique.
* The shower profile is very sensitive to the type of primary. Photon induced showers are typically smaller 
and more elliptical than their hadronic counterparts.
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Figure 1.2: Schematic view o f an air-shower, showing the different types o f detectors used 
to measure atmospheric showers. Notice that the drawing is not to scale.
Fluorescence telescopes: An atmospheric shower loses much of its energy in ionizing and 
exciting air molecules. Part of this energy is then emitted by the molecules in form of 
fluorescence light. Even though the air is a very inefficient scintillator, the signal due 
to fluorescence light can be detected during the night from showers generated by very 
high energy primaries. Fluorescence telescopes are also constructed of focusing mir­
rors and photomultipliers (PMTs). Both the Fly’s Eye (Flye’s Eye Collaboration 1985) 
detector and its successor HiRes (Abu-Zayyad et al. 2000) are good examples of a flu­
orescence telescope.
The main difference between fluorescence and Cerenkov light is the angular distribu­
tion. The Cerenkov light is emitted in a narrow cone along the main axis of the shower, 
while the fluorescence photons are emitted isotropically. In the Fly’s Eye experiment 
the first autonomous detector obtained an almost 2n coverage of the sky by combining 
67 detectors each with 12-16 PMTs at the focal plane of each mirror. For both fluores­
cence and Cerenkov telescopes the resolution is improved by deploying more than one
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telescope. In contrast to the Cerenkov telescopes, the fluorescence telescopes are only 
really applicable for showers caused by primaries with an energy above 1017 eV. This 
is caused by the poor scintillation efficiency of air.
Recently it has been proposed (Streitmatter 1998, Catalano 2001) to measure the fluo­
rescence light produced by the air from a satellite. If realized, these experiments will 
achieve a much larger acceptance than their ground based counter parts.
Extensive Air Shower arrays: When an air shower reaches the surface its geometry is a 
particle disk (mainly electrons and photons), one or two meters thick, with a radius 
of hundreds of meters. Even for showers generated by hadrons the electromagnetic 
component carries a large part of the primary energy. This is mainly due to n0 decay 
into photons. A basic air shower array consists of a number of small detectors (1­
10 m2), distributed over a large area (~ 104 -1 0 6 m2). Typically the individual detectors 
are scintillators with photomultipliers. The direction of the shower can be estimated by 
comparing the arrival times of the shower at the different detectors. The total number of 
particles in the shower is obtained by fitting the sampled particle densities to a lateral 
distribution function*. Many modern arrays also include muon detectors, which are 
often simply shielded scintillator towers. The largest array constructed so far, covering 
an area of 100 km2, is the Akeno Giant Air Shower Array (AGASA Collaboration 
1992) in Japan.
Underground muon-detectors: Muons are created in the decay of the charged pions and 
kaons, of which both are very common in hadronic showers. Muons are also created 
in the decay of hadrons containing heavier quarks, e.g. charm, which are commonly 
known as “prompt” muons. Due to the large mass and very short live-time of these 
hadrons, the spectrum of these muons is harder than that from the conventional decay 
of pions and kaons. For the momentum range relevant for this study, the prompt muons 
play no significant role (Costa 2001).
The muon detectors vary significantly in their design, since they (almost without ex­
ception) are designed for different purposes. The MACRO detector (MACRO Colla­
boration 1993) which was located in the Gran Sasso tunnel in Italy is a good example 
of such a detector, its primary goal was the search for monopoles. Lß+Cosmics also 
falls in this category of detectors. It will be described extensively in chapter 2. The 
interest in the measurement of muons underground will be discussed in section 1.3, 
but it is important to notice that these measurements do not provide any event by event 
information about the primary.
The large modern experiments (e.g. Kaskade, AGASA and Auger) combine several of the 
above techniques in order to obtain a larger number of observables per shower. In the winter 
shutdown between 1999 and 2000 a small air shower array was added to Lß+Cosmics (Wilkens 
2003) to accompany the measurement of the muon component.
* The lateral distribution of electrons in a shower was first calculated numerically by Nishimura and Kra- 
mata. Some years later, Greisen represented their results by a formula (Greisen 1956) which now is known as 
the NKG formula. Variations of the original formula are still used today.
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1.3 Features of the muon spectrum
Measurements of the cosmic ray induced muon spectrum have been performed since the ear­
liest days of cosmic ray physics. The large penetrative power of muons along with their 
electric charge makes them relatively easy to detect. A large volume of data thus already 
exists, but mainly at energies below 100 GeV. It is common in a thesis like this to summarize 
the existing measurements, but the large number of measurements along with their varying 
quality make this a large-sized task. The reader is referred to two recent compilation of the 
existing data (Hebbeker & Timmermans 2002, Naumov 2001), here the compilation from 
Naumov is reproduced in figure 1.3 and figure 1.4. Notice that these plots also include the 
data sets which are disregarded by (Hebbeker & Timmermans 2002). Furthermore, (Heb­
beker & Timmermans 2002) contains a fit of the available data for the vertical flux as well 
as an estimate of the uncertainty on the shape and the normalization. The uncertainty on the 
shape is less than 2% below 100 GeV, whereas it rises to 15% at 1 TeV. The quoted uncer­
tainty on normalization is 7%. The uncertainty on the normalization is dominated by the fact 
that the normalization of the data sets fall in two incompatible categories: the measurement 
with solid iron magnets (high) and the measurements using the same superconducting mag­
net (low). Therefore, in this study the focus is on producing a precise measurement of the 
vertical flux for energies as high as possible, as well as extending the flux measurement to 
larger zenith angles.
The interest in the muon spectrum got a boost in the mid 1980s when IMB observed 
fewer neutrino interactions with stopping muons than expected (IMB Collaboration 1986). 
Other experiments confirmed the lack of muon neutrinos, but the uncertainty was large due 
to the uncertainty on the absolute flux of atmospheric neutrinos*. This became known as the 
atmospheric neutrino anomaly. The creation of muons and muon neutrinos are intimately 
related via the weak charge current interaction, they are created together in the decay of 
pions and kaons, and an additional muon neutrino is created in the decay of a muon. Below 
the decay chain of a is shown:
^ | i + + vH (1.2)
(i+ ^ e + + ve + vn
This means that a precise measurement of the muon spectrum indirectly constrains the flux 
of muon neutrinos. The atmospheric neutrino anomaly has played an important role in estab­
lishing the existence of neutrino oscillations. Neutrino oscillations are caused by a difference 
in the mass- and weak eigenstates, similar to the one observed in the quark sector. For the 
quarks the oscillation between KL and K  ^ is well-known. In 1964 it lead to the discovery of 
CP violation (Cronin 1981). If neutrino oscillations occur the neutrinos must have a mass, 
though not necessarily large. In the classical formulation of the standard model the neutrinos 
are assumed to have zero mass. In the case of mixing between two flavors of neutrinos1 the
* Part of this uncertainty has been removed (Gaisser 2002) by the precise measurements of the primary 
proton and helium flux by AMS and BESS mentioned above.
t The current data strongly suggest an oscillation between v  ^and vT.
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Figure 1.3: Near-vertical differential muon spectrum at ground level. Notice that the error 
band from (Hebbeker & Timmermans 2002) includes both the uncertainty o f the shape 
and the normalization. The theoretical prediction from the CORT code (Fiorentini et 
al. 2001) is also indicated. From (Naumov 2001).
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probability of observing a v2, which also was created as a v2 of energy E, after it has traveled 
a distance L is given by (Gaisser & Honda 2002):
— 1 -  sin2 (20J  sin2 1.27 8m
2 L [km] 
E [GeV]
(1.3)
where 8m2 — m2 -  m2 is the difference of the squared masses of the two mass eigenstates 
and 0m is the angle that characterizes the mixing between the two states. From equation (1.3) 
it is clear, that a way to avoid the problem of knowing the absolute initial flux is to mea­
sure the neutrinos at different distances from their creation point. This was realized by the 
Super-Kamiokande experiment in the measurement of the flux of low energy muon neutri­
nos interacting inside the detector as a function of the zenith angle (Fukuda et al. 1998). In 
practice this means that the flux of muon neutrinos is measured from just above the detec­
tor up to the ones created in the atmosphere on the other side of the Earth. The best fit to 
the Super-Kamiokande data results is: 8m2 ~ 3.2 ■ 10-3 eV with full mixing, i.e. 0m ~ n/4. 
For a thorough discussion of the experimental evidence on neutrino oscillations the reader is 
referred to (Jung, McGrew, Kajita & Mann 2001, Kajita & Totsuka 2001).
In light of the discovery of neutrino oscillations the interest in a precise measurement of 
the muon flux has shifted. One may summarize the situation as follows:
• The absolute neutrino flux is still important to check the consistency of the measure­
ments and calculations used to infer the existence of neutrino oscillations.
• The absolute flux of atmospheric neutrinos is important for the upcoming neutrino 
telescope(s) in several ways; for calibrating the detector as well as checking its perfor­
mance and more importantly the atmospheric neutrinos constitute the main background 
for the measurement of extraterrestrial neutrinos.
• Air showers cannot really be calculated ab initio. Measuring the zenith dependence, 
the muonic component at different atmospheric depth is sampled and give important 
constraints to model builders. The uncertainties due to the intra- and extrapolations 
of the hadronic cross sections used in the air shower models contribute largely to the 
uncertainty on the measurement of neutrino oscillation (Gaisser & Honda 2002). This 
is also the case for the air shower measurements in the region around the knee (Swordy 
et al. 2002).
Furthermore, as can be seen in figure 1.3 and figure 1.4 the available data above 100 GeV 
is scarce and has large uncertainties. In addition, the zenith angle dependence of the flux as 
well as the charge ratio effectively probes the air showers at different atmospheric depth.
1.4 The CORT code
This section provides a short description of the CORT (Cosmic-Origin Radiation Transport) 
code (Fiorentini et al. 2001). The results obtained in this thesis will be compared to the
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predictions of this model (see chapter 6). Many models have been developed to simulate air 
shower cascades, most of these, including CORSIKA (Heck, Knapp, Capdevielle, Schatz & 
Thouw 1998), use the Monte Carlo method to evaluate the large complicated set of equations 
describing the production and transport of hadrons in an air shower. This means that they 
generate individual cascades in a stochastic fashion. When properly normalized, a combined 
sample of cascades provides a prediction of a large variety of observables. Furthermore, these 
simulated showers can be entered into detector simulation packages one by one, allowing 
low level comparisons with the data. This approach, however, has one big disadvantage, it 
requires a lot of computation power.
The CORT code on the other hand implements a numerical integration of the kinematic 
equations describing the propagation of nuclei, light mesons, muons and neutrinos. The 
model is 1-dimensional in the sense that all secondaries are assumed to follow the direction 
of the primary particle, but 3-dimensional in the sense that the direction of the primary is 
varied. The model is developed for the prediction of the flux of low and intermediate energy 
atmospheric neutrinos relevant for neutrino oscillations. The geomagnetic effects are imple­
mented as maps of effective vertical cut-off rigidities, compatible with the recent AMS proton 
flux measurements (AMS Collaboration 2000c). At the energies relevant for this work the 
geomagnetic effects can be neglected. The atmosphere is modeled with an isothermal strato­
sphere and a constant* gradient of the temperature below the tropopause.
The components of the primary cosmic rays are separated in five groups: H, He, CNO, 
Ne-S, and Fe. The energy spectra of H and He measured by BESS98 and JACEE are fitted 
by a 7 parameter function1. The spectra of the three heavier groups are assumed to follow the 
spectrum of helium, but with a lower normalization. This means that all nuclei are assumed 
to have the same origin, e.g. galactic supernova remnants. Since the BESS measurement took 
place during a solar minimum and the solar modulation is neglected in the model, the flux 
from CORT must be seen as a maximum at low energies. This effect, however, can also be 
neglected for the energies relevant for this measurement.
CORT uses a semi-empirical model for inclusive nucleon and light meson production in 
collisions of nucleons with nuclei. The model is tuned to the available accelerator data. In 
contrast to most other models CORT does not use a simple superposition model. The su­
perposition model treats the collision of two nuclei as Apro (the number of nucleons in the 
projectile) independent collisions with the target nucleus, where each nucleon has an equal 
fraction of the total projectile energy. Unable to model a full nucleus-nucleus collision, the 
model used by CORT includes a term for the spectator part of projectile into the superpo­
sition model. It thus describes the part of the projectile which remains unchanged by the 
collisions. In (Naumov 2001) a large range of CORT predictions are compared to existing 
measurements.
* As a function of the atmospheric depth.
^For the technical details see (Fiorentini et al. 2001).

Chapter 2 
The L3+Cosmics experiment
The main aim of the Lß+Cosmics experiment is to measure the absolute flux of cosmic ray 
induced muons at sea level. This is done using the unique barrel muon chambers of L3 . 
To be able to take data independently of the “normal” running of the L3 experiment, the 
development of a dedicated readout and DAQ system was required, as well as the installation 
of additional scintillators.
In this chapter the Lß+Cosmics experimental set-up is described. First a brief introduc­
tion to LEP and the L3 detector is given. This is followed by a description of the main 
principles and features of the barrel muon chambers. Afterwards a description of the addi­
tionally installed hardware is given. At the end of the chapter an overview of the dedicated 
DAQ system is presented.
2.1 LEP and L3
Situated underneath the French-Swiss border at CERN, Geneva, the Large Electron Positron 
collider (LEP) was the world’s largest e+e- collider. In the first half of the 1990s it provided 
collisions with a center of mass energy around the Z-boson mass. In the second half of 
the 1990s the energy was gradually increased, first enabling the pair production of the W±- 
bosons, later also double Z production and eventually ending up at the impressive center of 
mass energy of more than 208 GeV. The increased energy opened a new window for the 
search for the Higgs boson, as well as searches for physics beyond the standard model.
Four big particle detectors, symmetrically located around the 26.7 km long LEP ring, 
were used to detect a variety of particles produced in the e+e- collisions. Each of the four 
detectors, called ALEPH, DELPHI, L3 and OPAL (ALEPH Collaboration 1990, DELPHI 
Collaboration 1991, L3 Collaboration 1990, OPAL Collaboration 1991), were designed em­
phasising rather different aspects of particle detection. The L3 detector was designed to make 
a very precise measurement of leptons as well as photons, hoping that this would optimise 
the discovery potential. A striking feature, which all four detectors had in common, is that 
their sub-detectors were built around each other like the layers of a Russian doll. For L3 (see 
figure 2.1) the layers from the inside out are organised as follows:
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SMD Silicon Microvertex Detector.
The vertex detector (L3 Collaboration 1994) consists of two concentric cylinders of 
silicon strip detectors, the inner one has a radius of 6.0 cm and the outer one has a 
radius of 7.7 cm. The SMD allows the measurement of two to three 3d points on the 
trajectory track, with a resolution of 7.5 ^m in xy and 14 ^m in z for non-inclined 
tracks (Adam et al. 1994), which makes it particularly useful for secondary vertex 
identification.
TEC Time Expansion Chamber.
The central tracking detector is made out of two concentric cylindrical segmented drift 
chambers (measuring in the xy plane) surrounded by two thin cylindrical proportional 
chambers measuring the z coordinate. The radius of the inner and outermost sense wire 
in TEC is 10.98 cm and 42.5 cm respectively.
ECAL Electromagnetic calorimeter.
This detector consists of 10734 Bismuth-Germanium-Oxide (BGO) crystals, organised 
with 7662 in the barrel part and 1536 in each of the two endcaps. The crystals are
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about 24 cm long, shaped as truncated pyramids pointing to the vertex, with an offset 
of 10 mrad. An electron, positron or photon entering a crystal will induce an electro­
magnetic shower (i.e. a cloud of secondary photons and e±), which spreads out over 
several crystals. Essentially all of the energy deposited by a particle will be converted 
into low energy photons, which are detected by photodiodes located at the end of the 
crystals. Not only the deposited energy, but also the location is measured.
SCNT Scintillator counters.
A set of long scintillators (read out at both ends) with a good time resolution are ar­
ranged outside ECAL. They are used to distinguish Z/y ^  ^- events from cos­
mic muons, as well as to perform the so-called bunch tagging, identifying from which 
bunchlet* the event originated. Bunch tagging is of vital importance for interpreting the 
time measured in the drift chambers, thus the location of the tracks in the chambers.
ALR Active lead rings.
A small forward sampling1 calorimeter made of layers of lead and scintillators. At a 
distance of 1.04 m from the vertex, it forms a small ring around the beam-pipe. In 
addition to closing part of the gap between ECAL and LUMI, it also protects TEC 
from beam induced background.
LUMI Luminosity monitor.
A ring of 304 BGO crystals is located close to the beam-pipe on both sides of the 
vertex. The distance to the vertex is 2.65 m. They are used to measure small angle 
Bhabha scattering events. From this well-known process the luminosity of the colliding 
beams can be calculated.
In 1993 silicon micro-strip detectors (Koffeman 1996) were installed in front of LUMI 
to improve the spatial resolution on the impact point.
VSAT Very small angle tagger.
In two-photon physics it is important to detect the scattered electron and positron. 
VSAT (van Rhee 2000) was installed in 1996 to serve this purpose. VSAT consists of
24 small BGO crystals on each side of the beam-pipe, which are located at a distance 
of 8.05 m from the vertex behind the LEP quadrupoles.
HCAL Hadronic calorimeter.
The hadronic calorimeter is a sampling calorimeter (like most other hadronic calori­
meters), where plates of depleted uranium act as absorber. The active medium is com­
posed of layers of proportional chambers. Uranium is chosen because of its large 
nuclear cross section (a: A2/3 ). Its natural radiation of a-particles provides an internal 
calibration source. The proportional chambers measure a signal proportional to the
* When LEP is operating in the so-called 4 x 2  mode, it means that there are 4 bunches of electrons and 
4 bunches of positrons circulating in the ring (with a distance of 22.23 |J,s). Each of them contains 2 separate 
bunchlets of particles separated by 320 ns.
^In contrast to ECAL which is a homogeneous calorimeter, since its absorber material is also the ac­
tive/scintillating medium.
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number of charged particles in the hadronic shower, which in turn is proportional to 
the total energy of the shower.
HCAL also serves as a filter, which prevents other particles than muons and neutrinos 
(which escape detection altogether) from reaching the muon chambers. As the LEP 
energy increased, the energy and thereby the depth of the hadronic showers of, for 
instance, Z/y ^  qq events increased, whereby the probability of a shower not being 
contained in HCAL became non-negligible.
MUFI Muon filter.
The muon filter is located between the barrel part of HCAL and the support tube. It 
increases the absorption power for pions by about one absorption length. The muon 
filter is also a sampling calorimeter with proportional chambers, but the absorber is 
brass and not uranium.
MUCH Muon Chambers.
The outermost detector, intended to measure the track of through-going muons, is by 
far the largest of the L3 sub-detectors. It is the only sub-detector outside the stainless 
steel support tube. The muon detector is divided into two parts:
Barrel: The original L3 muon spectrometer (Peng 1988, L3 Collaboration 1990, Fab- 
re 1992) is a large and modular structure consisting of two octagonally shaped 
rings each with eight “octants” (see figure 2.2). The entire spectrometer is located 
in the 1000 m3 magnetic volume created by the 7800 ton octagonally shaped 
solenoid. The 168 turns of the water cooled aluminum coil carry a current of 
30338 A. This results in a magnetic field of 0.51 T.
The barrel detector was designed to measure the muon momentum with an accu­
racy of about 2.0% at 45 GeV. In practice a resolution of 2.5% was achieved (L3 
Collaboration 1993). In section 2.2 this sub-detector will be described in greater 
detail.
Forward-Backward: In 1995 the angular acceptance (L3 F/B Muon Group 1996) 
of the L3 muon spectrometer was increased by the addition of muon chambers on 
both sides of the doors of the L3 magnet (See figure 2.1). Bending power in the 
forward direction was achieved by introducing a 1.24 T toroidal magnetic field 
in the doors. This was instrumented as 36 turns of a water cooled aluminum coil 
with a current of 6300 A.
For this study, only the barrel muon chambers are used, the other detectors only represent 
dead material.
L3 is located below 30 m of molasse, its the chemical composition was thoroughly studied 
before the construction of the LEP tunnel. This knowledge is important in calculating the 
energy loss of muons between the surface and the detector. This location has an advantage 
over other cosmic ray experiments like MACRO in that the surface above the experiment is 
flat. The shallow depth results in a muon momentum threshold of about 20 GeV. The molasse 
is thick enough to absorb the hadronic and electro-magnetic component of the air showers.
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Figure 2.2: A muon chamber octant, before installation. The octant is shown from the side 
which eventually ends up in the middle of the detector. The signal cables o f the P- 
chambers are not yet installed. The large feet located in all four lower corners are not 
part o f the octant, but they mimic the Ferris wheel. A Ferris wheel is the mechanical 
structure where 8 octants are attached to constitute a ring.
2.2 The L3 muon chambers
The 16 octants of the L3 barrel muon spectrometer are fixed eight by eight on two torque 
tubes creating two so-called Ferris wheels, which can slide along the axis of the support tube 
on dedicated rails. Each octant consists of five precision chambers (P chambers) organised in 
three layers. There are two chambers in the outer layer (MO), two in the middle layer (MM) and 
one in the inner layer (MI). These P-chambers measure the projection of the muon trajectory 
onto the bending plane (xy). The projection along the direction of the magnetic field (z) is 
measured by the so-called Z chambers, which are organised in four layers: two on the in- and 
outside of the MO layer (known as MOI and MOO, respectively) and two on the in- and outside 
of the MI layer (known as MII and MIO, respectively). The distance between MO and MI is 
about 2.9 m, which defines the smallest lever arm of a muon track contained in one octant*. 
The underlying principle in the design of the L3 muon spectrometer can be expressed as
*Notice that for a muon with an energy of 30 GeV originating from the vertex, the requirement that it is 
confined to one octant only causes a loss of 4%. For muons originating in the atmosphere, the loss is larger.
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Figure 2.3: Schematic view of the sagitta measurement.
the relation between sagitta (s) and the transverse momentum (pt). The sagitta is defined as 
the maximum deviation of a curve from a straight line (of length L) spanned out by two points 
on the curve (see figure 2.3). In equation (2.1) the relation is given for the ideal situation * of 
a particle moving in a homogeneous magnetic dipole field (assuming s2 ^  L2):
s =
L B  ■ c 
8 -Pt
(2.1)
with p t in [eV/c], B in [T], s, L in [m] and where c is the speed of light in [m/s]. The sagitta 
depends quadratically on the lever arm and only linearly on the strength of the magnetic field. 
This favours a large spectrometer at the expense of a more modest magnetic field.
The remaining part of this section is dedicated to an overview of the technical aspects 
of the muon spectrometer vital to the momentum measurement of both beam induced and 
cosmic ray induced muons.
2.2.1 P-chambers
The P chambers are the drift chambers (Sauli 1977, Knoll 1989) which measure the x and y 
coordinates of a number of points or hits along the trajectory of a track. From these hits the 
sagitta can be calculated (see figure 2.3):
* = * 2 - ^ )  M
This formula shows that the measurement in MM weighs twice that of MI and MO. Along with 
the well-known fact (Duinker et al. 1982) that the resolution improves by N independent 
measurements along the track as 1 l\/Ñ , it is clear that one should use more sense wires in 
MM than in the two other layers. A configuration of 16-24-16 sense wires was chosen as 
a compromise between resolution and the price of the detector. The anode/sense wires are 
made of gold plated tungsten and have a diameter of 30 ^m. They are positioned in 9 mm
* In the real situation a numerical approach is needed to account for the inhomogeneous magnetic field and 
multiple scattering in the material of the muon detector.
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intervals with a field shaping wire (75 CuBe) in between. Each drift cell is bounded by 
cathode mesh planes, and is 101.5 mm wide. The mesh wires are 30 ^m W-Au wires, with a 
spacing of 2.25 mm (see figure 2.4). The sense plane is extended with two additional sets of 
inactive sense and field wires at both sides to ensure the continuity of the electrostatic field 
and thereby minimize edge effects. Each MO, MM and MI chamber contains 21,15 and 19 cells 
respectively corresponding to 336, 360 and 304 sense wires and in total about 3000 wires per 
chamber.
All wires of a chamber are glued to . .
a Pyrex plate which in turn is glued on I I
a carbon fiber bridge, forming a kind of 
ladder structure at each end of the 5.6 m 
long chambers. To reduce the gravi­
tational sag on the sense wires (with 
a tension of 1.25 N) from 380 ^m to 
90 ^m, a third bridge was introduced 
to support the wires at the middle. The 
support bridge causes a 9 mm region 
along the wires to be inefficient and af­
fects the accuracy of the measurement 
up to a distance of ±15 mm in z (L3 
Muon Group 1990).
The 250 m3 volume of the P-chambers
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Figure 2.4: Schematic view o f a drift cell o f the 
P chambers.
is filled with a mixture of 61.5% Argon and 38.5% Ethane at 3 mbar overpressure. To reduce 
aging effects 0.2% of water is added to the gas mixture. With this gas mixture and the nom­
inal HV settings the parallel drift velocity (^ )  is about 48.5 jim/ns and the Lorentz angle is 
about 18.5°. These two parameters along with an overall time offset are calibrated by the L3 
muon group each year using a sample of Z/y ^  events (Fabre 1992). For L3+Cosmics 
a different approach was chosen (Ma 2002). With the correct calibration a single wire reso­
lution of better than 200 ^m is achieved (see section 3.1.1).
A muon track recorded in all three P layers of an octant (see figure 2.3) is known as a 
“triplet”. A track only recorded in two of the three layers is know as a “doublet”. With the 
numerical approach used in the reconstruction program it is also possible to determine the 
momentum of doublet tracks, from angular bending in the magnetic field, but the resolution 
is much worse.
2.2.2 Z-chambers
The projection of the track along the direction of the magnetic field is measured by the 
96 Z chambers (Cerrada, Duran, Gonzalez, Martines, Olmos, Salicio & Willmott 1988, 
Zhang 1994). A chamber consists of two superposed layers of drift cells. Each cell (see 
figure 2.5) consists of two parallel aluminum I-beams connected to a negative HV and a 
50 ^m gold-plated molybdenum anode wire in the center of the cell. Each cell is 27 mm 
high, 91.8 mm wide and 1880 mm long. It is closed by two 1 mm thick aluminum plates,
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(a) A detailed view of a Z-chamber cell, where the electric field (b) The arrangement of two Z-chamber 
lines are shown. layers.
Figure 2.5: A detailed view of a Z  cell, and the principle o f the measurement o f a track
through two layers o f Z-chambers.
which are insulated from the I-beams by a 1 mm high and 43 mm wide fiber-glass strip. The 
two layers of a Z-chamber are shifted with respect to each other by half the width of a cell, 
thus reducing the left-right ambiguity problem. Each chamber consists of about 116 cells. 
The drift gas used consists of a mixture of 91.5% Argon and 8.5% Methane. A single wire 
resolution of 500 ^m and a maximum drift-time of 1.5 ^s are achieved at the nominal HV 
settings of cathode, -2500 V, and the anode wire, 2150 V.
2.2.3 T0 calibration
To obtain a good spatial resolution in the drift chambers, a good time resolution is required. 
Signals, induced on sense wires by a charged particle passing through the gas, are passed 
via a printed circuit board out of the gas volume. They then propagate along a few meters of 
cable before they enter* the amplifiers (Rewiersma 1986). From the amplifiers the signals are 
propagated along an about 25 m long cable before entering the discriminators (Rewiersma 
1987). Finally, they are transmitted over about 40 m of cable before reaching the TDCs. In 
order to understand the relative propagation time of any two signals through this complicated 
path, a dedicated time calibration, known as T0Cal (Duinker et al. 1988, Rewiersma 1992), 
was established.
Ideally, one would pulse each sense wire individually to check the propagation time, but 
with about 33500 sense wires, this scheme is not feasible. Instead the sense wires of the 
P chambers are pulsed using the capacitive coupling to the field wires, whereby pulsing all 
field wires of a cell at the same time causes a signal on all the sense wires of the cell. For 
the Z chambers the 16 channel amplifier cards are pulsed. Thus the propagation of the signal 
from sense wire to amplifier is not calibrated by the T0Cal system. However, care is taken 
that these cables have the same length. Each of the 16 octants have eight T0Cal drivers (six 
for the P chambers and two for the Z chambers). Each T0Cal driver has 15 or 16 output 
signals going to a single P cell or Z amplifier board. To avoid cross-talk between the cells 
connected to the same driver, each driver is connected to cells in all three layers of an octant 
and with a spacing of at least 3 cells between two cells connected to the same driver. The 
sense wire signals are measured relative to an additional output signal of the T0Cal driver
* The signals from the P chambers of a slave octant pass via jumper cables to the corresponding master 
octant, where they are ORed with their corresponding signals from the MASTER octant at the input of the 
amplifier.
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called the “return pulse”. The eight return-pulse signals per octant are ORed, so that each of 
the 16 octants only has one cable carrying the critical reference timing signal. The 16 return­
pulse signals are ORed in the so-called SUPER-OR, which is located close to the TDCs. The 
output of the SUPER-OR is delayed and then used as a common-stop signal for the LeCroy 
TDCs.
2.2.4 The alignment system
Intrinsic to the measurement of the momentum of a muon with the sagitta method as de­
scribed in section 2.2.1 is the need for accurate knowledge of the location of the wires with 
which the measurement is performed. The design requirement of a 2% momentum reso­
lution at 45 GeV means that the error on the sagitta due to a misalignment of the wires 
must be less than 37 ^m. As a result a high precision mechanical support structure was de­
signed (Peng 1988, Fabre 1992), as well as an opto-mechanical system which continuously 
monitors the alignment (Leijtens 1993). Below, a brief description of the alignment system 
will be given.
The alignment system known as RASNIK con­
sists of a LED, a lens and a four quadrant light sen­
sitive photo-diode (4QD). The LED emits a homoge­
neous square beam of light, which the lens focuses 
onto the 4QD. The system is applied to cases where 
the locations of both the LED and the 4QD are known.
A difference in intensity between the four quadrants 
reveals a displacement of the lens in the plane per­
pendicular to the light beam. The dynamic range 
of the system is ±450 ^m, and an accuracy of bet­
ter than 20 ^m is achieved over the full range, which 
mainly is caused by the non-linear behaviour of the 
system for large displacements. In practice the sys­
tem is used within a range of ±50 ^m, where an ac­
curacy of the order of 5 ^m is obtained (Fabre 1992).
To achieve this accuracy each system was calibrated Figure 2.6: Schematic view of the 
on an optical bench before installation. The system RASNIK sy stem. 
comes in two variants, known as the horizontal and 
the vertical alignment system.
The horizontal alignment system measures the location of the support bridge inside a 
P chamber. This measurement could be done with two sets of RASNIK systems, but to 
ensure redundancy a third system was installed. The LEDs are mounted on the Pyrex plate 
at one end of the chamber, the lenses are mounted on the middle bridge and the 4QD are 
mounted on the Pyrex plate at the other end of the chamber.
The vertical alignment system measures the displacement of the MM chamber with respect 
to the MI and MO chambers, in the direction perpendicular to the wire planes. Each octant 
has four systems installed; two at each end, again to create a redundancy in the measurement.
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Figure 2.7: Schematic view of the L^+Cosmics readout.
The LEDs are mounted on the outside of the MI chamber. Here an insulated brass pin, 
mechanically connected to the LED, touches one of the wires of the middle sense plane. The 
lenses are mounted on the gauge block which defines the distance between the two chambers 
of MM. The 4QDs are mounted on the gauge block which defines the distance between the 
two chambers of MO. A gauge block is equipped with two brass pins which barely touch a 
sense wire in each of the chambers. The distance between the tip of the two pins is exactly 
two times the cell width. The x coordinate of the pair of the MO chamber is mechanically 
fixed.
To achieve the desired alignment the location of the chambers were adjusted after the 
actual installation to remove any misalignment and torsion. The regular measurements from 
the RASNIK systems are written to the L3 muon database, and the appropriate corrections 
can be applied during the reconstruction of the events.
2.3 The additional hardware
The goals of the L3+Cosmics experiment requires to measure cosmic muons in parallel with 
L3 ’s exploration of the physics at LEP. To achieve this goal two fundamental problems had
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Figure 2.8: Schematic view ofa scintillator tile. The splitting of the eight files in two bundles 
can be seen.
to be solved:
• In order to measure the drift-time, one must know when the charged particle traversed 
the drift chamber. In L3 this is done by measuring when the beams collided, but for 
cosmic rays a direct measurement must be made.
• The about 20000 signals coming from the chambers must be split in a way which is 
transparent to L3 and whereby no deterioration of the signal quality is introduced in 
any of the two branches.
In this section the solutions to these two problems will be discussed in detail. In addition, the 
trigger and readout scheme will be discussed (see figure 2.7 for an overview).
2.3.1 The scintillator system
The measurement of the reference time, needed to reconstruct the drift-chamber signals, 
calls for the introduction of a new detector. Covering the outside of the three top faces of the 
magnet with scintillators enables a measurement of the time when a muon enters the detector. 
The scintillators cannot be placed inside an octant, since the additional matter increases the 
multiple scattering, and thus reduces the momentum resolution. There is not room enough to 
place the scintillators between MO and the coil of the magnet, therefore a location outside the 
magnet is the only option. However the existing infrastructure on the outside of the magnet 
creates a lot of boundary conditions causing a rather different design on the three different 
sides.
The mere size of the area which needs to be covered requires a modular design where 
the number of readout channels is kept at a reasonable level. The smallest units are the
25 x 25 x 2 cm3 scintillator tiles (see figure 2.8), which are read out using eight wavelength 
shifting fibers. The fibers are connected to clear fibers, which guide the light to the pho­
tomultiplier tubes (PMTs). The fibers of a tile are grouped in two bundles, each going to 
a PMT. Requiring a coincidence between the two PMTs removes the uncorrelated thermal 
noise of the PMTs. This improves the signal to noise ratio by about two orders of magnitude. 
A cassette is formed by 16 tiles in a 4 x 4  configuration housed in an aluminum box. This is 
the basic mechanical structure. The fibers of 6 cassettes are connected to two PMTs making 
a 2 x 3  m2 unit known as a scintillator module*. Great effort has been made to ensure that all
* Octant 3 module 9 only has four cassettes, since it was not possible to mechanically place two of the six.
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fibers have the same length. This ensures a good time resolution of the system independent 
of where the particle passes. The time resolution has been determined to be 1.5±0.1 ns (Bahr, 
Grabosch, Kantserov, Leich, Leiste & Nahnhauer 1997).
On octants one and two 12 modules were placed while on octant three only 10 modules 
could be installed due to the many pipes. In total 202 m2 of scintillators are installed.
Scintillator electronics
Cables of about 50 m length connect the 68 PMTs with the discriminator units known as 
L3CD (Leich 1998b). The L3CD cards are housed in a VME crate located in the main block­
house. These eight channel units combine several functions: Amplification, discrimination, 
twofold coincidence and monitoring. When the two analog signals, coming from the two 
PMTs looking at the same module, arrive at the L3CD unit they are first amplified individ­
ually. Afterwards they pass a programmable time-over-threshold discriminator, where the 
first level of noise reduction is performed. The next step is the twofold coincidence, which 
is critical, since it is of vital importance that the timing of both signals remains undistorted. 
The reason for wanting the timing of both signals is that one can choose the earliest signal. 
When choosing the first signal one will normally also choose the largest signal. This is the 
one where the rise-time of the signal is the fastest, therefore the discriminator introduces the 
smallest time slewing. This trick is needed to obtain a 1.5 ns resolution. Both timing signals 
at the output of the coincidence unit are split in two, where one is stretched and converted to 
ECL. The signals are fed into a dedicated TDC (see section 2.3.3). The second signal goes 
to a FIFO* from which the coincidence rate can be monitored via the VME-bus.
The HV supply for the PMTs is manufactured by CAEN and located in the main block­
house. It is controlled and monitored with a VME module which is located in the same crate 
as the L3CDs. The controller of this VME crate is using the VxWorks operating system.
2.3.2 The CPC card
The signals from the muon chambers are fed into the 96 channel LeCroy FASTBUS TDCs. 
On the LeCroy TDC the signal is split into two. One signal is used for the L3 time measure­
ment, and the second is sent to an auxiliary connector on the reverse of the large module. 
Before L3+Cosmics the so-called “Muon Personality Card” MPC (Groenstege 1989) was 
connected to the auxiliary connector. It makes a logical OR of two neighbouring wire signals, 
which is then sent to the so-called “Personality Card Controller” (PCC). The PCC performs 
the task of road-finding. Its output is used by the first and second level trigger.
It was possible to replace 224 MPC cards with the new “Cosmic Personality Cards” 
CPC (Groenstege, Wijnen, Rewiersma & Stolte 1999b). The additional 10 years of tech­
nological development made it possible to fit the redesigned MPC functionality along with 
the signal splitting as well as the new functionality into two MACH 466 devices without 
introducing any effect on the L3 electronics (Groenstege & Boerkamp 1998). Left with a vir-
* First In First Out.
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Figure 2.9: Schematic view o f the CPC card.
tually empty board, the CPC card could in addition host: the majority logic, the new TDCs 
and a readout controller (see figure 2.9).
The majority logic
The majority logic provides input to the L3+Cosmics trigger. It is used to give information 
of the type “Octant 2 MI, MM and MO are hit”. The decision if a layer is hit depends on the 
number of channels hit in each CPC. This is compared to a programmable threshold value. 
The Z-chambers are not used in the trigger decision, since the information contains a sizeable 
noise level.
The layout of the FASTBUS crates are such that the 18 P chamber TDCs of one octant 
are located in the same crate, and that the 2x10 Z chamber TDCs from 2 octants occupy a 
full crate. A P chamber CPC card is connected either to 6 MI or MO cells or to 4 MM cells. In 
each P crate there is one exception, which is connected to one MI cell and two MM cells.
The majority logic stretches all wire signals longer than 15 ns to about 1.2 ^s. This 
overcomes the problem of the large drift-time of the electrons in the gas of the chambers. The 
determination if the cells of a CPC card have been hit, simply means counting the number 
of stretched wire signals at any given time. Every 200 ns, this number is compared to a 
programmable threshold. When the threshold level is exceeded the majority logic sends out a 
1.5 ^s long “majority” signal to the trigger. A programmable register on the CPC card is used 
to activate the correct majority line. A small flat cable runs along the row of CPC cards in a 
crate. It essentially implements a wired-OR, in which all CPC cards connected to the same 
layer will activate the same line. Each P crate has such a cable which runs via the auxiliary 
crate (see section 2.3.3) to the trigger. The 96 input channels of the CPC cards connected to 
both MI and MM are split in two halfs, each with its own programmable threshold and layer 
information.
The low noise level in the P chambers allows the use of a low majority threshold. This in 
turn removed the potential problem at the border between two CPC cards. For the 1999 data
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(a) P-chamberhits. (b) Scintillator hits.
Figure 2.10: The raw time distribution of hits within the search window. The start o f the 
window is for all TDC set to be 4.2 ^s earlier then the trigger time.
taking a threshold of 8 wires per CPC was chosen.
The TDCs
The 32 channel TDC chip (Christiansen 1997), developed at CERN, was chosen. It is a pro­
totype for the coming LHC experiments. Being a general purpose TDC, it has an impressive 
amount of features which can be selected and tuned according to the needs of the application. 
Here a short description of the main features used on the CPC card is presented.
A bin size of | |  ns is obtained by running the chip with a 40 MHz clock frequency. 
This precision is sufficient for measuring the chamber and scintillator signals. Internally, this 
precision is achieved using a course counter following the clock. A fine time-scale is made 
by a 32 element delay locked loop (DLL). When a channel is hit the content of the course 
counter and the state of the DLL are stored in one of the two available time registers, before 
it can be decoded and copied to the event buffer. The circular event buffer is common to all 
channels, it has a depth of 256 words. The dual input register allows to record double hits 
with intervals as short as 15 ns. The trigger signal gets a time stamp in a similar manner. 
This is temporarily stored in an eight words deep FIFO. When a trigger is received, a trigger 
matching algorithm starts selecting hits from the event buffer using a programmable time 
window relative to the trigger time. Before a selected hit reaches the 32 word deep output 
FIFO, the trigger time plus a programmable offset is subtracted. In figure 2.10 the raw time 
distribution can be seen. The long tail of late P-chamber hits is caused by cells with a lower 
voltage. The lower voltage causes a lower drift velocity and thus a broader distribution. The 
real scintillator times are located on top of a flat background of noise hits. To reduce the data 
volume only leading edges are measured.
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The readout controller
The main life-line for a CPC card is the so-called front end link (FELink), which is a standard 
FTP* ethernet cable. The external 40 MHz clock, trigger and reset signals are sent to the CPC 
on the cable. The CPC sends the data from the TDCs using the same cable. The distribution 
of these signals as well as the handling of the readout of the TDC is the job of the readout 
controller.
When a trigger reaches the CPC it is distributed to the three TDCs to initiate the local 
trigger matching. When the readout controller is ready it sends out a header word, in which 
the local event number and the unique CPC number can be found. Next the data (if any) 
from the three TDCs follow, the TDC data are adjusted to comply with the data-format of 
the experiment (Wijnen, Petersen & Timmermans 1999). At the end a trailer word is sent 
which marks the local end of the event. In this word the total number of words sent for this 
particular event can be found (minimum 2). All data is serialised, achieving a maximum data 
rate of about 1 Mwords/s.
2.3.3 The auxiliary crate
The auxiliary crate is a VME size crate with a customized backplane. It contains two CPC 
cards. One of these is used to measure the timing of the scintillator signals and the other 
is used for the majority signals as well as the external trigger signals. Some of the trigger 
classes require at least one scintillator hit. To simplify the cabling and the functionality of 
the trigger module (CTT) the 68 scintillator signals are ORed, stretched and delayed in the 
auxiliary crate1.
It is worth noticing that by using CPC cards for the scintillator signals as well as for 
the miscellaneous signals, the data streams of the two independent detectors are combined, 
avoiding the complexity of event building.
The 16 return pulses from the T0 calibration system (see section 2.2.3) are connected to 
the CPC card containing the scintillator signals. A small modification to the SUPER-OR 
gives access to each of these 16 signals.
2.3.4 The NIMROD
The 226 CPC cards are read out using 17 VME modules known as NIMRODs* (Groen­
stege, Rewiersma, Wijnen & Zwart 1999a, Rewiersma 1998, Groenstege, Konig, Rewiersma 
& Wijnen 1996). Each NIMROD is capable of handling up to 16 FELinks (i.e. CPCs). 
The asynchronous data streams of the FELink are individually decoded. These blocks are 
combined in a fast RAM from which they can be read as soon as all the blocks of the 
event, including the NIMROD header, are completed. Before entering the readout buffer
* Foiled Twisted Pair cables, these cables are also used for fast-Ethernet.
^In fact the majority logic part of both the scintillator and trigger CPC card was reprogrammed to contain 
this functionality.
*In principle the task could be done by 16 NIMRODs, but due to some problems with the 1999 version of 
the NIMROD it was decided to add an additional module to reduce the load.
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Class Description
1 Triplet in any octant with a scintillator hit.
2 Triplet in octant 0 or 4 without a scintillator hit.
3 Triplet in octant 1, 2 or 3 without a scintillator hit.
4 Triplet in octant 5, 6 or 7 without a scintillator hit.
5 Three singlets in adjacent octants with a scintillator hit.
6 Two doublets with a scintillator hit.
7 Doublet and two singlets with a scintillator hit.
8 Doublet and a singlet with a scintillator hit.
9 Doublet with a scintillator hit.
10 Triplet and at least one other chamber without a scintillator
requirement.
11 5 chambers without a scintillator requirement.
12 6 or more chambers without a scintillator requirement.
Table 2.1: The description of the 12 trigger classes used in the 1999 data taking.
zero suppression is imposed. This means that the header and trailer words of CPCs without 
TDC data will be removed*. In this way the total data volume was reduced by more than 
60% (Timmermans 1998). But even if none of the FELinks had any TDC data, the NIMROD 
will send out its own header and trailer words, these words can optionally be removed by the 
on-line software.
In addition to the event building the NIMROD has the important task of distributing the 
40 MHz clock as well as the trigger and reset signals to the CPCs.
2.3.5 The trigger
The trigger module (CTT) (Verkooijen 1999) is a VME module. The trigger decision is based 
on the 24 majority signals from the P chambers and the ORed scintillator signal. Since there 
is no beam crossing signal which defines the timing of a potential event, the experiment is 
self triggering. The different trigger classes listed in table 2.1 are suited for very different 
purposes:
1: The golden trigger. Events in which a good momentum measurement is possible.
2 & 4: Classes suited for the search for possible neutrino induced events, i.e. horizontal 
muons.
3: Along with class 1 it is used to determine the scintillator efficiency from the raw data set 
(see section 5.1).
* Every 1024 events the zero suppression is overruled, whereby a consistency check of the full event is 
possible.
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5-8: Single muon events where the track crosses neighbouring octants. This is a topology 
which requires a special reconstruction algorithm. Due to the lacking monitoring of the 
inter-octant alignment the momentum resolution of these classes of events is expected 
to be significantly worse than that of class 1 .
9: Intended for the determination of the trigger efficiency of class 1 (see section 5.3).
10-12: Classes intended for the search for exotic events (Chen et al. 1997) as well as multi­
muons.
The formation of the octant coincidence is most important, but also the most difficult due to 
the lack of synchronisation of the layer signals. This is overcome by counting the number 
of majority signals which are in coincidence both per octant and in total. When one of the 
counters is decremented (i.e. when the first trailing edge is reached) the maximum coinci­
dence has been reached. At this time the check for the scintillator coincidence is performed. 
Each class can be switched on or off as well as prescaled. When any of the class signals pass 
the prescalers, a “cosmic trigger” is said to have fired. During normal data taking the trigger 
rate was about 450 Hz. This was achieved by prescaling classes 3, 4 and 9 by a factor 20*. 
The cosmic trigger can, along with the external triggers be enabled or disabled. The most 
important external triggers are:
1 Hz clock: This trigger is in practice always enabled, since it provides an unbiased sample 
of events, which for instance can be used to determine the noise level in the chambers. 
It also defines a minimum event rate, which if not satisfied is an indication of a serious 
problem with the readout or the front-end electronics.
T0Cal return pulse: This trigger is only enabled during T0Cal runs (see section 2.2.3).
LED return pulse: This trigger is only enabled during the LED runs, in which a LED is 
activated in each of the scintillator modules one after the other.
The last obstacle, before a real trigger signal is generated, is the rate limiter. Here several 
external as well as internal conditions can disable the trigger:
• Any NIMROD can disable the triggers, this is done when its event buffer is more then 
80% full.
• The GPSTIM module (see section 2.3.6) will disable the triggers in between runs. 
Therefore it is in actual control over the triggers. To prevent overlapping events each 
trigger will cause a dead-time of 2 ^s, this is controlled by the CTT but imposed by the 
GPSTIM.
• To protect against overflow in the trigger buffer of the TDCs, which is 8 triggers deep, 
the CTT keeps track of the number of pending triggers. If this number exceeds 7 the 
triggers are disabled.
* The prescale factor was altered a few times, but for most of 1999 it was 20.
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All in all the trigger latency is about 3 ^s and has a spread of about 200 ns due to the spread 
in the drift-times from event to event (see figure 2.10b).
When a trigger is fired the CTT puts two words in its output buffer. The first contains a 
hit pattern telling which majority signals were present. The second word has the class and 
source information as well as the event number.
2.3.6 The GPSTIM
A very important quantity when measuring an absolute flux is the live-time of the experiment. 
This task, as well as the communication with the external GPS module, is dealt with by the 
GPSTIM module (Leich 1998a). When a run is started the GPS module is asked for the 
absolute time*, which is propagated through to the run header. In addition a course (1 Hz) 
and a fine (10 MHz) counter are started. Their values are copied to the header of each 
event, whereby the exact time of each event is known. The precise absolute time is of no 
importance to the analysis presented here, but it is of vital importance when the data is used 
for astronomy. It is also the only way to correlate events from different detectors.
As explained above there are several conditions which can disable the triggers. This intro­
duces a dead-time somewhere along the duration of a run. To keep track of the total effective 
running time the GPSTIM has a 10 MHz live-time counter which is started the moment the 
experiment is declared “alive” and the triggers enabled. Since the communication with the 
GPS module is rather slow this is typically 2 s after the “start of run”. The internal signal in 
the CTT, which disables the triggers is passed to the GPSTIM and it will thus also stop the 
live-time counter. The value of the live-time (without the lower 23 bits) is copied to the event 
header, thus the value in the last event of a run represent the total effective live-time of the 
run.
2.4 The data acquisition software
In addition to the new hardware it was necessary to make a new and independent data acqui­
sition system (DAQ). A high degree of automation was imposed on the design of the system, 
thus eliminating the need for a dedicated shift taker. The importance of knowing the exact 
conditions of each run requires the use of a database where a large set of vital information is 
stored (e.g. the trigger condition). The functionality of the system naturally divides it into two 
parts, namely the event stream and the slow control. These parts will be described separately 
below.
The design of the system is complicated by the fact that all the constituent computers use 
a different operating system (see figure 2.11a). In DELPHI a similar problem has led to the 
development of DIM (Gaspar & Donszelmann 1993), which provides an easy access to the 
basic TCP/IP protocol and interrupt handling. This package was chosen for the inter-process 
communication. To avoid interrupts, the processes on the event pipe get their messages from
* Notice that the settings of the module were such that it was using the Central European summer time all 
year around.
The data acquisition software 37
25 Gb 
disk
CDR server aAJAAAAA/^- c d r  client
Event monitor
TCP/IP reciever
HP
LynxOS
Fast ethernet 
■ 100m optical fiber
TCP/IP sender
(a) Layout of the L3 +Cosmics DAQ system. (b) The event pipe.
Figure 2.11: Layout o f the L^+Cosmics DAQ system.
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Type Pre-fix Description
Physics r The data-taking mode with which the later data analysis is performed.
TOCal t The run type for the T0 calibration (see section 2.2.3 on page 26).
LED 1 The run type during the seldom check of the scintillator sys­tem using the LED system.
Test g The run type for tests of the system.
Table 2.2: The four run types. The prefix is the first character in the name of the file where 
the data is stored.
their parent process using shared memory. In total 231 DIM commands and services are used 
for the inter process communication.
2.4.1 Run Control
The run control process (RunCo) is running on the HP (see figure 2.11a) and is the master of 
the DAQ system. It is the parent process of the event pipe processes on the HP. On the VME 
crate controller* running LynxOS, a similar process (LynCo) is running, which in turn is the 
parent for the event pipe processes there.
Within the system four different types of data are defined (see table 2.2). The user has 
to specify the run type when starting a run. Knowing the run type RunCo will send to the 
database a request for the next new run number in the sequence. When the database is ready 
for a new run, RunCo will initiate the electronics by sending the appropriate command to
* The crate where the NIMRODs, the CTT and the GPSTIM are located.
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the VME controllers (both LynxOS and VxWorks). When they return with an “OK”, RunCo 
will start the run. The system typically runs in “automatic” mode. This means the system 
continuously tries to take physics data. A run is stopped by either the maximum output file 
size being reached or the report of a hardware error. To reduce the dead-time between runs 
only a minimum initialization* is performed in between two consecutive runs in automatic 
mode. However, if the database reports a user change in one or more of the vital parameters, 
a full initialisation is performed.
2.4.2 The event stream
As was mentioned in section 2.3.3 data from the two independent detectors is merged in 
the NIMRODs, thus freeing the DAQ from the task of event-building. As can be seen in 
figure 2.11b an event starts its path in the LynxOS controller. Here a process polls on a 
register in the GPSTIM module to check if its event block is present. After reading the 
information from the GPSTIM the information from the CTT will be read. Finally the data 
from the NIMRODs is read. If any of the modules fail to provide data within a fixed time, 
an error message will be send to RunCo, which in turn will stop the run. While reading the 
data from the NIMRODs an additional zero-suppression is imposed, whereby the header and 
trailer words of NIMRODs without data will be removed. At this stage the event conforms 
to the data format (Wijnen et al. 1999). The event then passes via a queue to a process, 
which sends it up to the HP via TCP/IP. Here the receiving process sends it via a queue to the 
process which will write it to the output file on the local disk. During normal data taking the 
data flow amounts to about 500 kB/s, but the system is capable of handling up to 1 MB/s.
The Central Data Recording system (Pantzer et al. 1998), provided and run by the CERN 
IT division, is used for the job of writing the data files to tape and afterwards removing them 
from the local disk. A file is first copied (using r f c p )  to a SUN machine located at the 
computer center, from where it is written to a RedWood tape located in one of the big tape 
silos.
2.4.3 The slow control
As the L3 muon group takes care of the slow control of the muon chamber, our slow control 
tasks are limited to control and monitor the scintillator system, spy on the slow control in­
formation of the L3 slow control and monitor the data quality. The realisation of these tasks 
will be briefly described below.
Scintillator control
As described in section 2.3.1 the scintillator electronics consist of two basic parts, namely 
the HV supply and the discriminators (L3CD). The control and monitoring of these systems 
are done on the controller of the VME crate which houses the electronics modules.
*A big reduction in dead-time is achieved by skipping the initialization of the CPC cards via JTAG (Parker 
1998).
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The nominal values for the HV supplied are obtained channel by channel via DIM from 
the database and are loaded into the CAEN mainframe. From here on, the mainframe will 
autonomously maintain the desired voltage, unless a channel pulls a current which is beyond 
the limit, in which case the voltage will be lowered. The software monitors the actual voltage 
and status (e.g. over-current) of each channel.
In a similar way the threshold for the L3CDs is obtained from the database. However it 
is not possible to monitor the actual value. Instead, the raw coincidence rate of two PMTs 
connected to the same scintillator module can be monitored. This provides information not 
only about hardware problems, but also about changes in external factors such as the amount 
of synchrotron radiation produced by LEP.
Both the HV monitoring data and the coincidence rates are send via DIM to the database.
Interface to the L3 DAQ
During the L3 physics data taking the information obtained by the muon slow control is 
written to the muon database. To reduce the size of the muon database, this information 
is not written to the database in between the L3 runs. To overcome this problem a special 
cluscom* file was made for us on the L3 on-line VAX/Alpha cluster, where the essential muon 
slow control information is written irrespectively of the status of the L3 DAQ. MuConos is 
the name of the dedicated program which is running on one of the Alphas, where it reads 
the content of the cluscom file and sends it to the L3+Cosmics database server via DIM. The 
cluscom also contains information about the magnet current, the LEP status, the L3 DAQ 
status and the outside temperature and pressure.
Once a day the muon shift taker performs a T0 calibration (see section 2.2.3), when this 
happens the normal L3+Cosmics data taking must stop and a T0Cal run must be started im­
mediately1. The L3 muon DAQ sends an interrupt to MuConos when it starts the initialisation 
for a T0Cal run. MuConos then sends a DIM command to RunCo to stop the current run and 
start a T0Cal run. At the end of the calibration run, the muon DAQ sends a second interrupt 
to MuConos which then sends a DIM command to RunCo to stop the T0Cal run. If the run 
mode before the T0Cal run was “automatic”, RunCo will return to this mode.
Event monitor
The event monitor is a small program running on the HP which gets a copy of events in a 
special spy queue. Its main task is to thoroughly check the syntax on the event data as well 
as its consistency. All active elements of the readout chain maintain an event counter, which 
for each event is copied to the data stream. If a module misses a trigger or fails to sends its 
information for a given event, a mismatch between the elements of the event occurs. Such 
an error will not disappear by itself and it is very hard to correct for in the off-line software. 
The monitor has to spot this type of problems and send RunCo the command to stop the run.
* A cluscom is a memory block, which can be accessed by all processes on the same VMS cluster.
t Since L3 +Cosmics is not allowed to interfere with L3 , the muon DAQ does not wait for an acknowledge­
ment from RunCo before it enables the pulsing of the wires.
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In 1999 this type of problem occurred frequently due to a problem with the trigger token of 
the CPC card and a problem on the NIMROD auxiliary card. In the winter shutdown these 
problems were corrected, and the problem occurred only seldom in 2000.
In addition to the detection of direct errors in the data, the monitor also counts the occur­
rence of data from each NIMROD, CPC and TDC separately. This information is integrated 
over 3 minutes and then stored as a set of histograms in a dedicated shared memory. The 
occurrence rate per CPC is also sent to the database.
To prevent the monitor from using all the CPU power, it is running with a lower priority 
than the rest of the DAQ processes.
2.4.4 The database server
The database server provides an interface to a dedicated database, which is made with the 
ZEBRA (Brun, Goossens, Schaile, Shiers & Zoll 1995) based L3DB package. The choice 
for this database system is motivated by the fact that the database has to be accessible from 
the off-line reconstruction and simulation programs. Internally the data is organised in a tree­
like structure similar to the directory structure on computers. Data is entered to a specific 
directory with a start and an end of validity time. When retrieved, the most recent entry in 
the specified directory which is valid at the time requested by the user will be returned. Fol­
lowing the strategy of the L3 muon database, the directories are split in two: constant and 
monitored. The constant directories contain information which rarely changes (e.g. the trig­
ger condition). The monitored directories contain the information which regularly changes 
(e.g. the scintillator coincidence rates).
On the on-line side of the interface, the most recent entry from each constant directory 
is provided as a DIM service. For most of these services the server also provides a DIM 
command with which the data can be changed. Since it is vital that the conditions do not 
change during a run, any change to a constant directory will be buffered. Only when RunCo 
sends the database server the command to prepare for a new run, the change will be send to 
the database and will be visible in the associated DIM service.
For the monitored directories the database server receives a DIM command from the 
source process telling that a particular data block has changed. This data is then immediately 
entered in the database.
Chapter 3
Cosmic muon reconstruction and 
simulation
In this chapter the reconstruction and simulation of cosmic ray muons are described. For each 
event, the DAQ records a set of times from the muon chambers and from the scintillators. The 
reconstruction program uses this information to estimate the properties of the muon(s), e.g. 
the momentum and direction. The simulation program on the other hand generates virtual 
muons with well defined properties, and sends them through a virtual version of the detector. 
The simulated detector response is sent through the reconstruction program, thus allowing for 
a comparison between the generated and reconstructed properties of the muons. Furthermore, 
the complexity of the set-up does not allow for an analytical calculation of the acceptance of 
the detector (see section 6.1.5), i.e. the effective surface and opening angle of the detector. 
Therefore it is estimated numerically using the so-called Monte Carlo method. Both recon­
struction and detector simulation programs are written within the GEANT framework (Brun 
et al. 1994) (see table 3.1 for a description of the GEANT volumes commonly used in this 
thesis). They are both modified versions of the programs (Fabre 1992, Foreman 1993) used 
by L3 to simulate and reconstruct muons created in the annihilation of a high energy electron 
and positron. A priori it seemed like only minor changes would be needed, e.g. changing 
the time-of-flight calculation. However, in the pilot study for this experiment (van Mil 2001) 
it became clear that more changes were needed. Additionally, further changes were needed 
compared to the programs described in (van Mil 2001), mainly due to the modifications in 
the set-up (see chapter 2).
First a short description of the event reconstruction is given, the focus is put here on the 
parts in which the author has been directly involved. Finally, a brief description of the event 
simulation is given.
3.1 Event reconstruction
The event reconstruction starts out by initializing the GEANT description of the experimen­
tal set-up. Parts of the description can be altered via a set of data-cards, which are also used 
to specify the input and output files. Afterwards the decoding of the run-header of the data
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Name Description
MBAR
The MBAR volume contains the barrel part of the L3 muon chamber system. 
It is an octagonally shaped cylinder with a coaxial octagonally shaped hole, 
where the z-axis is the symmetry axis. The outside boundary is located be­
tween the MO chamber and the cooling circuit of the coil, while the inside 
boundary is between the MI chamber and the support tube. The two ends are 
flat and located between the chambers and the magnet doors.
LEP3
The LEP 3 volume contains the entire detector. It is also an octagonally 
shaped cylinder. Its radius was increased to allow for the scintillator volumes 
on top of the magnet (Korn 1998).
Table 3.1: The description o f the two most commonly used GEANT volumes.
format (Wijnen et al. 1999) follows. In here the starting time of the run is located. The 
starting time enables the retrieval of the run specific information from the database (see sec­
tion 2.4.4), e.g. the location of the CPC cards. When the initialization phase is successfully 
completed the program is ready to read in the events. All events are treated in the same way. 
When the run-trailer or end-of-file is reached the program enters in the termination phase, in 
which the output files and databases are closed before the program terminates.
At the heart of the measurement of charged particles with drift chambers (see section 2.2) 
lies the measurement of the drift-time, i.e. the measurement of the time differences between 
when the particle went through the chamber and when the electron avalanche reaches the 
sense wire. Before any interpretation of the raw time measurement in the drift chambers 
is possible, one must thus provide a reasonable estimate of the starting time, i.e. when the 
particle went through the chamber. One of the major differences between the reconstruction 
of the LEP induced muons* and the cosmic ray induced muons lies in the determination 
of this starting time. For the LEP induced muons the starting time can be derived from 
the time of the primary interaction, which is obtained by a pick-up coil situated around the 
beam-pipe. For L3+Cosmics the scintillators on top of the magnet provide the reference 
time. If only one scintillator hit is present, it can easily be used. A problem, however, 
arises when several scintillator hits were recorded in the event. Namely, which one is the 
correct one? It turned out that using the most likely time according to the distribution of the 
scintillator hits (see figure 2.10b) is a good strategy. A further refinement of this approach 
was developed (Unger 2002), in which one uses the hit wire chamber cells to define a road 
towards the scintillator plane. If this road leads to a scintillator hit, then it is used; otherwise 
the one found by the original algorithm is used.
Following the strategy outlined by L3 , the next part of the reconstruction is performed oc­
tant by octant. One thus aims at reconstructing a full sub-track within an octant, i.e. an object 
containing the best possible measurement of the trajectory within an octant. The sub-tracks 
are, if possible, at the end (see section 3.1.2) combined into a full track. In contrast to the
* During the data taking used by pilot study (van Mil 2001), the electronics were set up in such a way as to 
mimic the situation of the LEP induced muons.
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original L3 code, this algorithm does allow tracks to cross between the MASTER and SLAVE 
side of the same octant. By following the modularity of the detector, the tracks which cross 
neighboring octants are not completely reconstructed. For instance, a track which crosses MO 
and MM in octant 2 and MI in octant 3 would only be reconstructed as a doublet in octant 2, 
while the singlet in octant 3 would be disregarded. For muons originating from the center 
of the detector this constraint barely affects the acceptance, but for muons created above the 
detector this constraint reduces the acceptance significantly. There are, however, two strong 
reasons why the constraint is maintained for the reconstruction used in this thesis:
1. There is no sufficiently accurate measurement of the exact location of the octants. This 
is in sharp contrast to the large effort involved in the measurement of the inter-octant 
alignment (see section 2.2.4). If these tracks were to be reconstructed they would thus 
have an unacceptable large uncertainty on the estimated momentum.
2. Geometrically speaking combining P-segments, i.e. rows of hits within a P-chamber 
(see below), from chambers from different octants is a simple extension of the current 
algorithm, since it all takes place in the xy-plane. But for the Z-chamber hits, the story 
is much more complicated, since they require a three-dimensional approach from the 
very beginning.
For physics topics for which the acceptance is more important than the precision of the mo­
mentum measurement, one has tried to remove the inter-octant constraint. The technical 
difficulty in realizing this so-called cross-octant reconstruction has shown to be even bigger 
than initially feared.
When the starting time has been found, the pattern recognition in the chambers can start. 
To ensure that the pattern recognition of both the P- and Z-chambers can be performed in 
two-dimensions all coordinates are rotated to the so-called local-coordinate system. In this 
representation each octant is rotated to be in the position of octant 2, i.e. the upper most 
octant. To convert the measured time in the TDCs into a drift-time several correction must 
be applied. Below the corrections used for P-hits are presented:
T — TP -  TP + TP -  TP -  TP -  (TSCNT -  TSCNT -  TSCNT\ (3 1)1 drift — 1TDC 10 + 1corr 1 TOF 1 prop X1 TDC 1 corr 1LR ) (3.1)
where and 1SDICT are the measured time for the P- and SCNT-hit, respectively. is the 
wire by wire correction obtained by the hardware ^-calibration (see section 2.2.3). is 
the chamber dependent correction determined off-line (Ma 2002). 1 TPOF is the time-of-flight 
from the scintillator to the P-wire. is the time it takes for the signal to propagate along 
the P-wire, i.e. in the z direction. is the scintillator module dependent time correction, 
which also is determined off-line (Ma 2002). 1 LSRCNT is the average time difference between 
the left and right PMTs looking at the same module. This correction is only applied to left 
PMT hit, and must thus be applied before the decision is made which of the two fired first. 
Several of these corrections require full knowledge of the trajectory, thus initially only a 
coarse correction can be applied. A so-called cell-map is used to convert the drift-time into 
a geometrical point (Onvlee 1989, Foreman 1993, Zhang 1994). Finally, before the pattern 
recognition can start, the so-called killing of “bad” cells is performed (Unger 2002). For a
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period at the end of 1999 the efficiency of each cell was determined. Hits from cells with an 
efficiency below 80% are disabled*.
The pattern recognition is performed for each P-layer 
individually. It has to group the hits together into so- 
called segments, i.e. the hits which constitute the arc of the 
muon trajectory in the chamber. During the pattern recog­
nition, the arc is approximated by a straight line, which 
enables the use of a simple histogramming method. For 
every combination of two points a line is defined. With 
respect to a reference point close to the hits one calculates 
the distance of closest approach (d±) and the polar angle 
(a) (see figure 3.1). For each line these two quantities are 
entered into a histogram. The algorithm is thus a rela­
tively slow, O(N2), but the efficiency is high. Histogram 
bins with more than 11 entries of at least 6 different hits 
are used to make the very first segments. A circle is then 
fitted (Karimaki 1991) to the hits constituting a segment.
Using the fitted circle the residual of each individual hit Figure 3.1: The line defined by 
can be calculated. This allows for the dropping of hits two p ° ints- The distance 
which in fact are too far away and picking of hits which of closest approach (d±) and 
were not included in the original set. This procedure is it- the p ° lar angle (a) are indi­
erated a few times. In between each iteration new circle cated. 
parameters are fitted. The final dropping of hits imposes
a 2 mm cut, which is followed by the picking of hits within 3 mm. It was noticed that the 
histogramming method had problems when it had to find segments separated by a large dis­
tance. This can be understood with the correlation between d± and a  which occur when 
the reference point is too far away from the hits. As a consequence of this, the peak in the 
histogram due to the far away segment gets spread out over too many bins and chances are it 
goes unnoticed. This problem was overcome by not performing the pattern recognition for all 
hits in a layer at the same time, but splitting it up in smaller pieces. If two groups of hits are 
separated by at least one empty cell, the pattern recognition is performed on the two groups 
separately.
A priori it is impossible to tell if the muon passed on the left or the right side of the sense 
wire plane (see figure 2.4). As a consequence of this, each TDC hit results in two spatial hits, 
one on each side of the sense wire plane. The pattern recognition is thus supposed to find the 
real segment and its ambiguous counter part. In most cases this ambiguity is resolved when 
the segments are combined into sub-tracks. However, when the muon passes almost parallel 
to the sense wire plane two ambiguous sub-tracks may emerge. This ambiguity must then be 
resolved when the sub-tracks are combined into a full track (see section 3.1.2).
Due to the low number of sense wires in the Z-chambers, the pattern recognition here 
combines the four layers around MI , the four layers around MO together. In cases where less
* With more statistics it was shown that not all “bad” cells had been removed. This may explain part of the 
discrepancy between data and Monte Carlo (see chapter 6).
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than three layers are hit in both the upper and lower Z-chambers, the pattern recognition is 
performed on the full octant. Also for the pattern recognition in the Z-chambers a straight 
line approximation is used. In contrast to the P-chambers, brute force is used and all possible 
straight lines of three or four hits are tried, which results in a remarkably slow O(N4) algo­
rithm. The X2 of the straight line fit is used to judge which combinations are meaningful and 
which are not. This is in fact the single most time consuming part of the full reconstruction 
program. Several attempts were made to improve on this, but the low redundancy in this mea­
surement makes more elaborate algorithms inefficient. Also the Z-chambers have ambiguous 
hits, part of this problem is, however, removed by the geometrical layout of the rows of cells 
(see figure 2.5). If possible a segments from the upper Z-layers is matched by one from the 
lower Z-layers, resulting in a full trajectory in the yz-plane.
To obtain a full sub-track the P-segments are combined together to form a P-track, which 
is combined with a Z-track. The best combination is chosen on the basis of the %2 of circle fit 
to the full P-track. The correction for the propagation along the P-sense wire, , creates 
a correlation between the Z-track and the P-hits. This correlation allows for the usage of the 
circle fit X2 to distinguish the different combinations of P- and Z-tracks. The full sub-track 
then enters the so-called re-fit phase, where the final adjustment of the time corrections are 
applied along with the alignment corrections (see section 2.2.4). Finally a 3a cut is imposed 
on the P-hits, using the measured resolution (see section 3.1.1). At this stage the so-called 
reference points are determined, which is a 3-dimensional point per segment. The last re­
finement of the sub-tracks is the so-called swim-fit. The swim-fit has to correct for the effect 
of the inhomogeneous magnetic field and the energy loss inside the octant. For this purpose 
GEANE (Innocente, Maire & Nagy 1991) is used to track the muon along its physical direc­
tion, i.e. for the upper octants from the reference point in the MO chamber to the reference 
point in the MI chamber and vice versa for the lower octants. The track is represented by a 
five-dimensional vector (Up, x, z), where p  is the estimated momentum at the partic­
ular location*. The third spatial coordinate can be omitted since the vector is only used on 
planes defined by surfaces of GEANT volumes. The swim fit minimizes the distance between 
estimated and measured quantities. At the MI and MO chambers the following quantities are 
measured: x, z, ^  and Since there is no Z-chamber around the MM chamber here only x 
and ^  are measured. In contrast to the swim-fit used in the pilot study (van Mil 2001), which 
did not use the slopes, this fit has up to 5 degrees of freedom. The interested reader is referred 
to (Innocente et al. 1991) for the mathematical details of the fit. Due to the non-linearity of 
the problem, the solution must be found through a set of iterations. In most cases only a few 
iterations are necessary. As a result of the swim-fit, the five-dimensional vector is provided 
along with the associated covariance matrix, both of which are used in the track matching 
(see section 3.1.2).
* Notice that the coordinates x and y are swapped compared to the notation in (Innocente et al. 1991).
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Figure 3.2: The measured single wire resolution for 6.5° < ^local < 7.5°.
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3.1.1 Single wire resolution
One measure of the quality of the measurement of the P-hits is the single wire resolution. 
The single wire resolution also plays an important direct or indirect role in all the track fits 
mentioned above, since it is used to estimate the uncertainty of the measurement of the hit 
positions. This resolution can be written as (Onvlee 1989):
a  = + 1002 (in (im) (3.2)
|>3 ■ (P4 -\x\)2 if \x\< P4 
ai — Pi + P2 ■ \x\ + <0 if P4 < \x\ < 48 mm (3.3)
( 5 0 - ( ^ ) 2 if W> 48 mm
where x is the distance to the sense-wire plane and P 1 ... P4 are the free parameters of the 
function. The 100 ^m additional uncertainty in equation (3.2) has been added for compat­
ibility with the original L3 function. The function shows a slow linear rise from the sense- 
to the mesh-plane, with an additional quadratic rise at both wire planes. The quadratic terms 
are caused by the non-linearity in the electric field close to the wires. One can use the width 
of the measured residual distributions to estimate the single wire resolution. In L3 one uses 
the residuals with respect to the segments, but here the residual with respect to the full cir­
cle fit is used. The residual distribution is fitted with a single Gaussian, in 50 bins of the 
distance to the sense-plane and in 62 bins of the angle with respect to the sense plane ^ local. 
Figure 3.2 shows an example of the fitted width and mean as a function of x for a particular 
§local bin. The figure also shows the fit of equation (3.2) to the distribution of the width along 
the original L3 function. The sensitivity is not good enough to fit the quadratic term at the
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Figure 3.3: The measured §local dependence o f the fourparameters o f the resolution function 
(see equation (3.2)). The dotted lines represent the result of the polynomial fits, while the 
solid lines show the original §local independent values from L3 .
mesh-plane. It is clear that the obtained resolution is slightly worse than the one obtained 
by L3 . Part of this is due to the fact that the residuals are determined with respect to the 
circle fit of the full track. Part of the uncertainty in the reference time, as measured by the 
scintillators, thus enter in the residual distribution. Furthermore it can be seen that the fitted 
mean is slightly different from zero. On the right side of the sense-wire plane (x > 0) the 
mean is systematically positive and on the left side it is slightly negative. This about 10 ^m 
shift is disturbing, but its origin could not be determined.
Figure 3.3 shows the distribution of the four fitted parameters of equation (3.2) as a func-
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tion of §iocai. Since the original L3 function was independent of ^local the L3 values can be 
seen as constants. From figure 3.3a it can be seen that in particular for tracks parallel to the 
wire plane (^local = 0) the resolution is worse than the one estimated by the L3 function. The 
fact that the resolution is better for positive angles can be understood when considering the 
Lorentz angle, i.e. the about 18° angle of the drift line with respect to the electric field lines 
caused by the magnetic field. For §local angles above about 22.5°, the maximum angle for 
muons originating from the center of the detector, the resolution quickly deteriorates. An 
attempt was made to improve this by creating a new cell-map (Zillig 1998). This cell-map 
not only solves the large angle problem, but it has a significantly better single wire resolution 
relative to the segments. Unfortunately, however, it causes a systematic tilt of the segments 
with respect to the tracks, so the original L3 cell-map is still used.
The linear increase (P2) is somewhat worse than the value estimated by L3 . On the other 
hand the quadratic term near the sense-wire plane (P3 ) is significantly lower, but the region 
is a bit larger.
3.1.2 Track matching
The track matching has the task of finding and combining the sub-tracks from the upper and 
lower octants which belong together. For this purpose, the method described in (Innocente et 
al. 1991) is used. It is a statistical combination of the two five-dimensional vectors (Z, and 
Zj) representing the measurement of the sub-track in the upper and lower octant along with 
the associated covariance matrices (V, and Vj). The following X2 is used to assess the quality 
of the combination:
X2 = (Zi - j T (V. + V j ) ( Z i  - j  (3.4)
Before the vectors of the two sub-tracks can be compared they must be determined at the 
same plane. To achieve this, all sub-tracks are tracked backwards, against their physical 
direction, using GEANE (Innocente et al. 1991) until they reach the outside of the MBAR 
volume. This means that the comparison is performed in the gap between the upper octants 
and the water cooling of the aluminum coil.
For each combination of an upper and lower sub-track* the X2 from equation (3.4) is 
calculated. The combinations are sorted by their X2 value, in such a way that the combination 
with the lowest X2 value can be determined easily. The two sub-tracks constituting the best 
combination are then combined to a full track:
Z= (V,-1 + j  )■' (V-10 -  j  j  (3.5)
V = (V- 1 + V -  )-1 (3.6)
The combinations containing at least one of these two sub-tracks are removed before the 
procedure is restarted in a recursive fashion. Only combinations with a X2/dof below 250 are 
considered as physical.
* This excludes the low energy muons which are bent so strongly in the magnetic field that they do not 
enter the lower octants, but instead leave the detector via a different upper octant. These events are few and 
uninteresting, due to their low momentum.
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The sub-tracks which remain at the end of the recursive procedure are left as unmatched 
tracks. The sub-track parameters and covariance matrix are thus used for the full track.
The resolution of the combined track (see equation 3.6) is thus at most improved by 1/ V l  
compared to the best of the constituent sub-tracks. This is a clear improvement compared 
to the procedure followed in (van Mil 2001), but in principle one could further improve the 
resolution. When treating the upper and lower octants as one instead of as two detectors, 
the total path length (L) in equation (2.1) would increase by about a factor four. If, and only 
if, the components of the resolution function (see section 5.5) would remain constant, the 
resolution would improve by about 32/122 = 1/16. The missing alignment system between 
the octants does, however, mean that the contribution from the alignment error will increase. 
The potential gain encouraged the development of a method following the swim-fit procedure 
through the full detector (Unger 2002)*.
Measurement of covariance matrix elements
Using GEANE for both the swim-fit and the backtracking to MBAR, it allows for the usage 
of the swim-fit covariance matrix as input for the backtracking. For this type of backtracking 
GEANE uses a slightly different representation of the five-dimensional vector: (1/p, X, ^, x±, 
j x ), where p  is the estimated momentum, X and ^ are the dip and azimuth angles relating to 
the momentum components as:
(
Px\ (  cos X cos
Py I = |p| I cos X sin ^  I (3.7)
p j  V sin X /
The location is defined by the two coordinates (x±, j x ) in the plane perpendicular to the 
direction defined by the muon. The GEANE package provides routines to convert the track 
parameters as well as the covariance matrix from one representation to the other.
The covariance matrix propagated by GEANE can thus directly be used in the statistical 
combination (see equation 3.4). In spite of the many improvements to GEANE (Lavrijsen 
2002), this simple procedure results in a poor matching efficiency^ especially for data. In 
particular at high momenta the efficiency is low, e.g. at 1 TeV the matching efficiency for the 
data is only 70%. Attempts to scale the elements of the covariance matrix were made, but 
without a satisfactory result. As a last resort the elements of the average covariance matrix 
are determined statistically with:
v  _  1 Í wfcïï E  -X ,)  (x,„-X,„) im l*m
(X .-X ,)2 for / = m a 8 )
Xl = (^ Z) l e.g. X2 = X1 -  X2
where the sum is over the N  events used for the measurements. The factor \  is there to 
split the full covariance matrix at the matching plane into the one for the sub-tracks. This* The obtained gain to the resolution function is at the moment of writing still unclear. 
t Section 6.1.1 describes the method used to determine the matching efficiency.
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(a) Vu. (b) V22. (c) V33.
(d) V44. (e) V55.
Figure 3.4: The measured momentum dependence o f the diagonal elements o f the triplet 
covariance matrix. The fitted function is also shown.
means that the covariance matrix determined event-by-event through GEANE is replaced by 
the average covariance matrix determined from the observed sample. The events used in this 
measurement do not go through HCAL. This requirement is imposed to restrict the covari­
ance matrix to the measurement error only. The average covariance matrix is determined for 
triplets and doublets separately. Figure 3.4 shows the momentum dependence of the mea­
sured diagonal elements. The weighed average of the momenta at the matching plane is used 
as an estimator of the momentum. The measured values are fitted with:
Vu(x) = \J(a-  ebx) 2 + c2 x = logwp  (3.9)
Figure 3.5 shows the measurement of the momentum dependence of the four non-zero corre­
lation coefficients. It is important to notice that the elements which one would expect to be 
zero also are found to be zero. The fitted values for the covariance matrix are used as input 
to GEANE before the backtracking to the matching plane. In this way GEANE provides the 
additional contributions to the covariance matrix, due to the material of HCAL etc. In sec­
tion 6.1.1 it can be seen that the obtained matching efficiency for all momenta is larger than 
95%.
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(a) p (1/p,^). (b) p (1/p, y±).
(c) p (4>,y±). (d) p (k, z±).
Figure 3.5: The measured momentum dependence of the four non-zero correlation coeffi­
cients. The fitted fourth order polynomials are also shown.
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3.2 Event simulation
Estimating the acceptance of the detector is a very important part of the measurement of 
the muon spectrum. The complexity of the experimental set-up, however, prohibits an an­
alytical calculation of the acceptance. Instead, as is common in almost all high energy 
physics experiments, the acceptance integral is evaluated with the so-called Monte Carlo 
method (Metzger 1992). This implies the creation of a computer model of the experimental 
set-up. In the computer model a virtual experiment can be performed. Comparing the out­
come of this virtual experiment to the known input allows for an estimate of the acceptance 
(see section 6.1.5).
The computer model used here is created within the GEANT framework (Brun et al. 
1994). The majority of the model is identical to the L3 simulation package. The differences 
in the experimental set-up, however, require a few modifications, for instance including the
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Parameter a 0 a i a 2 a 3 0C4 as a 6 a 7 a 8
Value -1.472 14.42 -47.92 80.94 -62.84 25.95 -6.014 0.7456 -0.0387
i 0 1 2
ßi -1.903 0.1434 0.01450
Xi 21.258 -33.25 16.15
Zi 23.532 -27.212 10.521
Table 3.2: The parameters used in L^Cgen for the generation of the single muon events.
additional scintillators on top of the magnet (Korn 1998), and the magnetic field in the coil 
and yoke of the magnet. The sections below provide a summary of the modifications.
3.2.1 LßCgen
An important element of the simulation is the generation of the muons participating in the 
virtual experiment. For this purpose a dedicated program, LßCgen, was written (Hebbeker
& Korn 1998, Ramelli 2002). Instead of performing a full simulation of the air-shower 
cascade caused by the interaction of the primary cosmic ray with the atmosphere, LßCgen 
only generates muons. The muons are, however, generated according to the distribution 
obtained by a full air-shower simulation using CORSIKA 5.20 (Heck et al. 1998, Heck & 
Knapp 2001). One thus obtains a fast generation, while maintaining the best known angular 
and energy distributions. LßCgen generates single muon events, which makes it ideal for 
the acceptance estimates. The muons are generated with a fixed charge ratio of 1.3. The 
momentum distribution is generated according to:
—— = (oto + oc\L + QL'jJ' + oI3L? + 0C4L? + cl$L^  + oc6L6 + + ocgZ^ ) Ip^  (3.10) 
dp v 7
where L = log10p  and the nine* parameters can be found in table 3.2. The muons are gener­
ated homogeneously as a function of the azimuth angle, and with the following zenith angle 
dependence:
—------ = 1 + (ßo + ßi / + fill2) (l -  I cos 0|) (3.11)
d cos 0 v v 7
where l = lnep  and the three parameters can be found in table 3.2. The generation of the
spatial coordinates is a bit more complicated. Points are generated homogeneously on a
plane parallel to the surface, which contains the center of the detector. The boundaries of this
rectangular plane are given by:
|x|< Xmax = x0 + x1 cos 0 +  X2 cos2 0 (3.12)
|z| < Zmax = Zo + Zl cos 0 + Z2 cos2 0 (3.13)
* Notice that the original parameterization (Hebbeker & Korn 1998) was modified (Ramelli 2002) to obtain 
a better description of the high energy part of the spectrum.
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Type Momentum interval [GeV] Total
5-20 20-50 50-200 200-500 500-10000 20-10000 50-100 100-200
Real 1759985 989900 420480 668095 353155 620235 471090 840695 6123635
Ideal 179000 71600 100240 42540 7950 174000 - - 575330
Table 3.3: The number (in thousands) o f generated events in the different momentum ranges. 
The numbers are provided for both the so-called “real” and “ideal” Monte Carlo produc­
tion (see section 3.2.3) used in this thesis.
where the values of the parameters can be found in table 3.2. This is done to minimize the 
number of tracks generated outside the sensitive volume of the detector. The generated point 
is propagated onto the surface plane along the line defined by the two angles.
When generating the muon momentum according to a steeply falling distribution, as is 
done here, only very few high energy events will participate in the virtual experiment. This 
results in large statistical errors on the high energy part of the quantities one wants to deter­
mine. This is not acceptable. To overcome this problem the full momentum range is divided 
into several smaller intervals (see table 3.3), within which the muons are generated according 
to equation (3.10).
3.2.2 Environmental description
The original GEANT description* from L3 only contained the detector, but for the measure­
ment of muons originating in the atmosphere the overburden must be included. The energy 
loss of muons in the material combined with the steeply falling momentum spectrum makes 
this an important issue. The composition of the ground around the L3 site was studied prior 
to the construction of the LEP ring. In the area around the Jura mountains the ground con­
sists almost entirely of molasse. The chemical composition and density of molasse was also 
studied and can be found in (van Mil 2001). The technical drawings of the cavern and ac­
cess shafts were made available from CERN, which allowed for the correct addition of these 
structures to the GEANT description of the set-up (van Mil 2001).
To reduce the relative depth of the Aleph cavern the entire LEP tunnel is tilted by 1.39%. 
This means that the L3 experiment is slightly inclined compared to the surface. This feature 
is also included in the description. Figure 3.6 shows a schematic view of the surroundings 
of the L3 detector, as implemented in GEANT. Both the LEP- and side tunnels are omitted 
from the description, since they are below the line of sight for downward going muons. The 
main shaft contains several concrete structures, figure 3.6 shows that both the shielding of 
the elevator and stairway is included as well as the concrete beams^ (half way up). The four 
so-called counting houses, located at the top of the shaft, are however not included. They 
contain part of the L3 electronics as well as the control room. It is estimated, however, that 
they only contain a rather modest amount of material, which can be neglected. The structures
* The GEANT description of the propagation of muons through matter has been updated according to (Bottai 
& Perrone 2001), which improves the cross-sections above 10 TeV.
t A row of concrete beams, known as the “plug”, close off the hole during LEP running.
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Figure 3.6: A schematic view o f the GEANT description o f the surroundings o f the L3  de­
tector. The main shaft can be seen in the foreground to the left, the side shaft is in the 
foreground in the center while the third shaft is visible further back to the right. The out­
line o f L3  detector can be seen shaded in the center. The large circle indicates the surface 
of the Earth. The large construction hall above the main shaft can also be seen.
above the ground are also mostly neglected. There might be significant amounts of material 
placed at different locations in the area. But most of them are occasionally moved around, 
thus making it an impossible task to keep track of them. This adds an uncertainty to the 
low energy part of the spectrum, which must be estimated (see section 6.2.7). However, it 
is important to note that the surface as such is flat. The Jura mountains are only visible for 
zenith angles larger than about 70°.
3.2.3 Detector simulation
The detector simulation has to predict the response of the detector due to the passage of 
particles through it. The vast majority of this complicated task was, however, already done 
by L3 . Only the scintillators on top of the magnet had to be added (Korn 1998, Yao 1999). 
The precise location of the modules, as measured by the CERN geometers, are used for the 
GEANT description. Also the fragmentation of the scintillators into tiles (see section 2.3.1) 
are implemented, thus correctly accounting for the small gaps between the tiles. Both the 
time slewing and time resolution are implemented according to the measurements performed 
in the laboratory. The simulation of the muon chambers has not changed much compared to 
the original L3 code, although the P-hits are generated according to the measured single wire 
resolution (see section 3.1.1).
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The simulation program can run in two different modes, known as the “real” and “ideal” 
Monte Carlo. As the word suggests, the ideal simulation produces the response of the perfect 
L3 , i.e. a detector where all elements are operational and 100% efficient. The goal, however, 
is not to simulate what the ideal detector could do, but as accurately as possible to simulate 
the response of the physical detector. The real detector is not 100% efficient and does not 
have all elements operational. In the real simulation the measured scintillator efficiencies 
(see section 5.1) are applied. Furthermore, the hits from the dead cells (see section 5.2) are 
disregarded*. An additional problem with this type of imperfection is that they may vary with 
time. For the muon chambers for instance, an attempt is made each winter shutdown to repair 
inefficient P-cells, e.g. remove a broken wire or cleaning of the wires. At the beginning of the 
year these cells are put back on high voltage. After some time the problem may reoccur or a 
different wire might break, the voltage of the cell in question is then lowered or completely 
removed, thus making an efficient cell inefficient or completely dead. The overall efficiency 
of the detector thus generally deteriorates through the year, but it happens that a specialist 
during the year successfully gets the high voltage of a cell from its lowered state back to the 
nominal (Timmermans 1992). Ideally one would keep track of the changes to the set-up and 
simulate events for the different states of the detector. One then has to take care of generating 
an amount of events per state, which is proportional to the amount of integrated live-time the 
real detector was exposed to in this state1". For the muon chambers L3+Cosmics, however, 
chose a more simple approach. Hits from cells, which at the end of the year are found to be 
less efficient than 80%, are killed for both data and Monte Carlo events for the full year. It was 
estimated that this approach causes a loss of about 10% of the data. The scintillator efficiency 
on the other hand is stable apart from the first part of 1999, where several interventions were 
made to improve the magnetic shielding and thus the efficiency. The data from that part of 
1999 is not used in the analysis presented here (see section 4.1), and thus no Monte Carlo 
production is needed for that period.
* In practice the killing of the hits from dead cells is performed in the early phase of the events reconstruc­
tion. This is identical to what happens in the reconstruction of the data events.
tThis type of scheme is in fact applied for the L3 e+e- Monte Carlo production.

Chapter 4 
Selections
This chapter describes the selections used for the analysis of the 1999 data. Firstly, the 
conditions for selecting a run, subsequently, the actual event selection is discussed.
4.1 Run selection
To achieve a precise measurement of the muon spectrum it is preferred to have very stable 
running conditions over a long period of time. Naturally, in real life the situation is more 
complicated. An experiment running 24 hours a day for several months in a row will en­
counter more or less serious hardware problems along the way. When a problem occurs one 
will typically stop the data taking while solving it. This procedure was not always followed 
in the L3+Cosmics experiment, thus making an off-line run selection mandatory. The reason 
for not stopping the DAQ was twofold:
• The collaboration is also interested in rare events, such as muons from gamma ray burst 
photons and the decay of exotic particles (Chen et al. 1997). In fear of missing these 
spectacular events, it was standard procedure to keep the DAQ running whenever pos­
sible. Data taking thus continued through periods with smaller problems, or problems 
which were outside the control of the experiment (e.g. LEP induced background in the 
scintillators).
• Not having a dedicated shift-taker led to the fact that not all problems where noticed 
and tackled right away.
The large volume of monitoring data available in the on-line databases provide a good set 
of oberservables, which are used off-line, in order to perform the run selection. Below a 
description of the selection criteria is given. To ensure stable conditions the criteria used for 
this analysis are very strict. The criteria for accepting a run are:
DB info: The database must have valid monitoring information during the run regarding: the 
rate encountered in the scintillators, the magnetic field, the muon chamber high voltage 
and discriminator thresholds, and the scintillator high voltage. In this group the reading 
of the muon chamber discriminator thresholds is causing most problems.
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.Q£
Live-time per run [s]
(a) Live-time distribution. The peak at about 
1100  s corresponds to the limit on the file size, 
the runs beyond were taken with a different trig­
ger setting.
Rate [kHz]
(b) The distribution of the maximum scintillator 
rate per module during a run. The nominal back­
ground rate of about 2 kHz per module can be seen 
as the peak to the left.
Figure 4.1: The distribution o f two o f the most important criteria in the run selection. The 
plots only show the runs which satisfy all but the criteria in question. The shaded area 
indicate the runs removed by the cut.
Run status: The average trigger rate during the run must not exceed 600 Hz. This cut serves 
as an additional security to avoid runs where the magnet was off*. The number of events 
must exceed 1000, and the live-time must exceed 120 s (see figure 4.1a). Very short 
runs are indicative of hardware problems. Among these cuts the cut on the live-time 
removes the largest fraction of live-time.
SCNT rate: The largest absolute scintillator rate (see section 2.4.3) per module during the 
run must not exceed 7.0 kHz (see figure 4.1b). Large rates are caused by LEP syn­
chrotron radiation. Situations with a large amount of LEP induced noise in the scintil­
lators have two negative effects:
• The reconstruction efficiency goes down. This is caused by the increased chance 
of picking the wrong scintillator hit as starting time. A bad starting time will 
reduce the probability of the pattern recognition finding the track. Without a 
track the correct scintillator hit cannot be determined.
• The scintillator efficiency goes down. This is caused by the 300 ns dead time of 
the L3CD. A larger rate thus increases the probability of a real hit falling within 
the dead-time of a noise hit. At a noise rate of 16.7 kHz this probability is 0.5%.
* When the magnet is on, low energy muons and electrons are bend so hard that they do not intercept 
enough P-chambers to cause a trigger. This is not the case when the magnet is off. The particles only occupy a 
small energy interval, but due to the steeply falling spectrum this interval contains a relatively large number of 
particles
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Criteria Fra runs [%]
ction of 
live-time [%]
DB info 2.9 3.6
Run status 27.8 4.2
SCNT rate 15.1 19.5
Basic 14.0 17.1
Occupancy 2.6 2.0
Manual 8.1 6.4
Total 55.4 42.5
Table 4.1: The fraction ofruns and integrated live-time which was removed by each o f these 
criteria. The numbers are obtained for the period after July 15th.
A cut of 7.0 kHz is used instead of 16.7 kHz, since a study of the scintillator effi­
ciency as a function of the noise rate (Unger 2002) has indicated an additional loss of 
scintillator hits. It is not clear if this loss occurs in the L3CD or in the CPC card.
Basic: The current in both the barrel and toroid magnet must be nominal. The MUCH and 
scintillator HV must be at nominal. The MUCH discriminator thresholds must be at 
their nominal values. This information is obtained from the L3 database, which is only 
available when L3 is taking data. Among these criteria the P-chamber HV is the most 
common source of problems.
Occupancy: Every three minutes the on-line monitor (see section 2.4.3) measures the rate 
of occupancies per FELink (i.e. how frequently a FELink submitted data). This in­
formation can be used to ensure that the read-out chain was operational, and that HV 
and discriminator thresholds where nominal. It turned out that the fraction of FELinks 
which gave data in this interval (denoted occupancy) was a good way to condense the 
large data volume. A run is selected if the lowest occupancy is larger than 99.9%.
For the occupancy to be statistically significant it is important that the on-line monitor 
actually has 3 minutes of data to integrate over. Occasionally the DAQ has a long dead­
time between two runs, which reduces the effective integration time of the intervals at 
the boundaries of runs. To overcome this problem the first and last database entry per 
run is discarded if its occupancy is less than 99.9%. This on the other hand created 
a set of short runs without a valid occupancy, for these runs the last valid occupancy 
reading is used.
Manual: A small set of runs are manually excluded, these runs typically have severe hard­
ware problems. Most of these cases where understood when reading the logbook.
For a more thorough discussion of the criteria see (Ladron 2000)*. In the first month of
running it was noticed that the scintillator efficiency was lower than what had been measured
* The actual criteria as described above differ slightly from the ones described in (Ladron 2000).
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during the installation. This was traced back to problems in the magnetic shielding of the 
PMTs. This finding initiated a series of interventions, in order to improve the shielding. The 
last intervention took place on July 15th, 1999. To avoid these problems only data taken after 
this date will be used in the analysis*. The total and individual contributions to the reduction 
in the data volume due to the run selection can be found in table 4.1. To ensure that the 
run selection achieved its goal of establishing stable running conditions, a study of the rate 
of selected events (see section 4.2 for the description of the event selection) was performed. 
Figure 4.2 shows the rate of selected events above 50 GeV as a function of the run number. In 
general the rate is very stable, but around run 55000 some fluctuations can be seen. Overall 
the rate is slightly lower at the end of the data taking compared to the beginning. Figure 4.2 
indicates that these effects are correlated with the changes in the atmosphere. The effective 
atmospheric temperature (Tej  see figure 4.2 bottom) is defined as the average temperature 
in the atmosphere weighed by the pion density1 as a function of the column depth. Tej  
is calculated (Hebbeker 2000) using the balloon data acquired at Payerne, which is about 
100 km from CERN.
Figure 4.3a shows the distribution of the rate of selected events with a momentum at the 
surface larger than 50 GeV for runs with more than 3200 selected events. Both the measured 
relative width (cm) and the expected relative width (ot) are shown, where the expected relative 
width is estimated as 1/ \ / < N  >. These two value do not agree for the full sample but do when 
the atmospheric conditions are stable (see figure 4.3c). This shows that the run selection 
ensures stable conditions, but that the atmospheric variations cause a significant effect. The 
discrepancy can be used as an estimator of the influence of atmospheric conditions on the 
measured rate and thus also on the flux:
Ktm = x /a 2 - c 2 = 2.5% (4.1)
This estimate must be considered as a conservative estimate since the used rate has not been 
subject to all the corrections which are applied in the flux analysis (see chapter 6).
Out of the 3127162206 events recorded after July 15th 1778360039 events were selected. 
The integrated live-time of the selected runs corresponds to 4057152.4 s. The average pres­
sure and effective temperature weighed by the live-time of the selected runs is 963.1 mbar 
and 224.7 K, respectively.
4.2 Event selection
The measurement of the shape of the muon momentum spectrum («  p -3) induced by cosmic 
rays requires a good momentum resolution. With the large data set available it is possible to 
enforce strict cuts to improve the resolution. The details of the study of the momentum reso­
lution along with the obtained resolution are discussed further is section 5.5 on page 76. Cuts 
applied to obtain a high quality event sample are described below in some detail. Table 4.2 
shows the loss of events for each of the cuts applied.
* The first run used in the analysis is number 34351. 
^The kaon contribution is thus neglected.
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Figure 4.2: The rate (ps > 50 GeV), pressure and effective temperature as a function o f the 
run number. The average rate is indicated by a line in the upper plot.
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(a) All runs. (b) Runs with T f  >224 K. (c) Runs with T f  >224 K and a
surface pressure between 955 and 
965 mbar.
Figure 4.3: The distribution of the rate o f selected events with a minimal momentum at the 
surface o f 50 GeV. Only runs with more than 3200 selected events are used, this is done 
to reduce the statistical error on the rate estimate. The distribution is shown for the set 
of runs without any additional criteria, as well as for two cases where the atmospheric 
conditions are stable (see figure 4.2). First limiting the effective temperature and then 
also the pressure. c m is the measured width and the o t is the expected width.
Criteria Loss [%]
Data Monte Carlo
Class 1 26.94 -
Reconstruction 9.64 68.74
Topology 33.84 36.25
MASTER/SLAVE 9.61 8.21
Two sub-tracks 59.42 71.08
Coincidence gate 6.45 -
P-triplet 65.30 75.41
Z-layers 8.47 2.94
Scintillator match 9.29 4.88
P-hits 33.87 20.89
Local (|) 11.86 11.38
Circle fit X2ldof 32.78 28.17
Total 98.31 99.40
Table 4.2: The loss due to each cut. The cuts are imposed one after the other. For each cut 
the loss o f events is taken relative to the number of events satisfying all previous criteria. 
Total corresponds to the full loss o f the selection.
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Trigger class: Only events of trigger class 1 are used. As described in section 2.3.5 on 
page 34, trigger class 1 is the P triplet class for events with a scintillator hit. Doublets 
have a significantly worse resolution and are of no interest for this analysis. The same 
is true for the so-called cross-octant tracks, where a doublet in one octant and a singlet 
in the neighboring octant constitute a triplet. Without a proper inter-octant alignment 
system these tracks have a poor intrinsic momentum resolution. This cut is only applied 
to data.
Due to the loose trigger requirement, requiring a class 1 trigger removes a large fraction 
of the data. For Monte Carlo no trigger requirement is imposed to avoid having to 
correct for the efficiency of the trigger simulation.
Reconstruction: An event must obviously have been reconstructed to assess if it was caused 
by a muon, and if so, to estimate its momentum and direction. The loss due to this 
requirement is large for Monte Carlo, not because the reconstruction efficiency is so 
low, but because most low energy muons are stopped in the molasse and because the 
generator surface is significantly larger than the active area of the detector.
Topology: Tracks found in the horizontal octants are neglected. There are very few tracks in 
the horizontal octants, which makes the time calibration of these octants difficult (Ma 
2002) and thus less reliable. In addition tracks in octant 11 are rejected due to a problem 
with one of the drivers of the t0-calibration system. The last cell on both sides of a P- 
chamber has, due to the geometrical constraints, an electrostatic configuration which 
is different from the other cells. The cell-map, i.e. the function which converts the 
measured time into a position, does not include this difference. Tracks which have a 
segment in such a side cell are excluded. These requirements cause a loss of about 35% 
in both data and Monte Carlo.
Master-slave crossing: Each logical octant consist of two physical octants (MASTER and 
SLAVE). For 45 GeV muons originating from the vertex it is geometrically impossible 
to cross both these octants. Thus there was no need for L3 to install an alignment 
system between the MASTER and SLAVE side of an octant. For cosmic muons this 
geometrical constraint is gone, and there is nothing in the trigger to prevent recording 
this type of tracks. Without an alignment system a precise momentum measurement 
is impossible, thus these tracks must be removed from this analysis. In fact this cut 
removes only very few tracks. The majority of these tracks are already removed by the 
intrinsic quality criteria of the reconstruction program. This requirements cause a loss 
of about 9% in both data and Monte Carlo.
Two sub-tracks: A track is required to have been measured in both the upper and lower 
octants. The resolution of the combined track is up to a factor \ / l  better than the best 
resolution of the sub-tracks. This cut also reduces the chance of assigning the wrong 
Z-track to a P-track. A very large fraction of events is removed by this cut, but it is 
needed to obtain a good momentum resolution. The difference in the loss between data 
and Monte Carlo could in part be explained by the geometrical constraint imposed by 
the trigger requirement.
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(a) Resolution in the x direction.
pd [GeV]
(b) Resolution in the z direction.
Figure 4.4: The scintillator matching resolution as a function of the measured and generated 
momentum at MBAR for data and Monte Carlo respectively. The Monte Carlo resolution 
is slightly better than the one for data. The distributions are fitted with an exponential 
plus a first order polynomial, these curves are also shown.
Coincidence gate: The two time measurements per scintillator module must be less than
7 ns apart (see figure 5.2). This cut reduces the probability of using noise hits, and thus 
improves the momentum resolution. This cut is only applied to data.
Triplet: Each sub-track must have been reconstructed as a triplet, i.e. the track must have 
crossed all three P-layers of the same physical octant. With the optical alignment 
system (see section 2.2.4) connecting these chambers, this category of tracks provide 
the best momentum resolution. This cut also removes a very large fraction of events 
in both data and Monte Carlo, but it is essential for a good momentum resolution. A 
possible explanation for the larger loss of Monte Carlo events is that the data trigger 
already has imposed a single triplet requirement.
Z-layers: Each track must have hits in at least three out of the four layers. This cut ensures 
good Z-tracks, thus a good conversion of the momentum transverse to the axis of the 
detector to the full momentum. The difference between the losses in data and Monte 
Carlo is indicative of an overestimate of the Z-chamber efficiency in Monte Carlo.
Scintillator matching: The two sub-tracks must be matched with the same scintillator mod­
ule. This module must be the same as the one the combined track goes trough while 
back-tracked to the surface. A scintillator hit is said to match a track when either the 
track passes through the module or it passes within 2a of the edge (see figure 4.4) of 
the nearest cassette. The discrepancy between the losses in data and Monte Carlo can
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(a) The raw MI distribution. (b) The raw MM distribution. (c) The raw MO distribution. 
Figure 4.5: The distribution of the number of hits per segment for the three P-chamber types.
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be explained by the superior track quality in Monte Carlo, thus a better backtracking. 
Furthermore, the scintillator noise may not be adequately simulated.
P-hits: Each P segment must contain more than about 70% of the typical number of hits. 
A MI or MO segment must have more than 10 hits, for MM it is more than 15 hits (see 
figure 4.5). Apart from improving the resolution this cut also reduces the effects of 
the trigger efficiency (see section 5.3 on page 73), since the requirement per segment 
is stronger than the minimum of 9 hits per layer which is imposed by the trigger. The 
difference between the losses in data and Monte Carlo is indicative of an overestimate 
of the P-chamber efficiency in Monte Carlo.
Local ^: The angle between a track segment and the wire plane is called ^ local. As was seen 
in section 3.1.1 on page 46, the cell-map function gives a poor single wire resolution 
for large angles. Each segment on a track must thus satisfy |^local| < 25°. On figure 4.6 
the raw distribution of the ^local can be seen.
Circle fit: In the reconstruction program a circle is fitted (Karimaki 1991) to all the hits 
on a sub-track, this fit results in a %2/dof. Figure 4.6b shows the distribution of the 
largest value of %2/dof for the two sub-tracks. Removing part of the tail improves 
the momentum resolution, which inspires a cut whereby about 10% of the events are 
removed. One of the reasons for a poor reduced %2 is that in some cases one of the 
segments of the reconstructed track in reality is created by a different charged particle 
(e.g. a S-electron). These tracks in general have a very poor momentum resolution and 
are thus not useful for this analysis.
The shape of the %2/dof distribution is broader for low energy tracks than for high en­
ergy tracks. Thus a momentum dependent cut is necessary to avoid a large momentum 
dependence in the loss of events due to this cut. The distribution of the %2/dof value 
which removes 10% of the events as a function of the momentum at MBAR is fitted 
with a constant plus an exponential (see figure 4.7a). The zenith angle dependence of
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(a) The raw distribution of the maximum of the 
giocai! of the three P-segments. The bin at 45°is an 
overflow bin. The large fraction of events in this bin 
is due to a well understood bug in the reconstruction 
program.
X 2/d o f
(b) The distribution of the largest circle-fit x2/dof of 
the two sub-tracks per track.
Figure 4.6: The distri bution o f raw maximum |^local | and circle-fìt %2 /dof distri butions.
the x2/dof distribution can not be neglected. Figure 4.7b shows the variation of the cut 
at 100 GeV as a function of cos 0. The exponential part of the fitted function does not 
vary significantly, thus only the constant part varies with the zenith angle.
For most of the distributions, which are subject to either explicit or implicit cuts, the agree­
ment between data and Monte Carlo is far from being satisfactory. Section 6.1.3 describes 
the correction necessary due to this disagreement.
The loss of events is drastic, but necessary to achieve a good momentum resolution. In 
total 15310046 events passed the selection.
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(a) The x2/dof cut which removes 10% of the events 
as a function of the mbar momentum for the most 
vertical zenith bin. The fitted constant plus an expo­
nential is also shown.
C O S (0 )
(b) The cut on the circle-fit x2/dof at 100 GeV as a 
function of cosine to zenith angle.
Figure 4.7: The momentum and zenith angle dependence of the reduced %2 cut for both data 
and Monte Carlo . The wider %2/dof distribution for Monte Carlo around cos(0) of 0.9 is 
caused by a problem in the inverse cell-map. The data shows a wider distribution around 
45°, the origin o f which is not clear.

Chapter 5 
Performance studies
To ensure the integrity of the data set many checks were performed. Some of these showed 
problems in the hardware, which were solved during data taking. Other required larger modi­
fications, which were carried out in the winter break before the 2000 data taking*. The large 
data set enabled a very thorough check on the performance of the reconstruction program.
In this chapter some of the studies most relevant for the flux measurement are presented, 
which includes the measurement of the detector efficiencies.
5.1 Scintillator efficiency
For the measurement of the absolute flux of cosmic ray muons it is crucial to know the 
efficiencies of the detector components, which includes the scintillator efficiencies.
In total 34 scintillator modules (see section 2.3.1) are installed on top of the L3 magnet. 
The efficiency of each of these modules must be known accurately. During the production, the 
efficiency of each cassette is measured in the laboratory using a small scintillator coincidence 
counter. While installing on the L3 magnet the efficiencies of the cassettes are measured 
again. For some of the modules the measurement is repeated in the nominal condition with 
the magnet turned on. The stray field of the L3 magnet has a potential effect on the path 
of the electrons inside the PMT, thus influences the gain and the efficiency as well as the 
effective area of the PMT face. With proper shielding of the PMTs this effect can be reduced 
substantially.
The best way to ensure a correct measurement of the muon detection efficiency of the 
scintillator system, is to use the muon chambers to define an unbiased sample of muons. The 
yoke and coil of the L3 magnet serve as a very effective electron shield. The normal DAQ 
system is used to record the events. Any inefficiency in the electronics or DAQ will thus be 
correctly included in the measurement. The logical OR of trigger class 1 and 3 (see table 2.1) 
provide a sample of events without scintillator requirement. The efficiency is given by the 
fraction of tracks which has passed a given module, and has an associated scintillator hit.
* This period is not used in the analysis presented here. In 2000 the LEP beam energy was increased to its 
maximum, this resulted in a high noise level in the scintillator on top of the magnet.
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Figure 5.1: The detection efficiency vs x and z. The gaps between the modules are clearly 
visi ble, whi chindi catesagoodpointingabili ty. Thebeam-piperunsalongthe z-axis. The 
walk way on top o f octant 2 as well as the two missing cassettes o f module 10 on side 3 
(-350,500) can easily be seen.
5.1.1 Reconstruction method
In order to estimate the scintillator efficiency, events with and without a scintillator hit must 
be treated equally during the reconstruction. With the standard reconstruction program it is 
impossible to reconstruct events without a starting time, i.e. a scintillator hit. However, it is 
possible to obtain a rough starting time for events where the track passed a sense plane in 
one of the P chambers (see section 2.2.1). A dedicated reconstruction mode was written to 
implement this idea, see (Unger 1998) for the details of the algorithm.
The first step in this process is the search for a wire-plane crossing. When a track passes a 
sense-wire plane the raw time measurement from the wires has a minimum at the wire closest 
to where the muon crossed. A kink finding algorithm is used to identify these events. In total 
48.5% of the events are found to have a sense-wire plane crossing, the remaining events are 
useless for this purpose.
The minimum drift-time at the crossing gives a time estimate which is good enough to 
be able to perform the normal pattern recognition, segment matching etc.. It is, however, 
not the best one can obtain. Therefore at the end of the normal refits, a series of different 
starting times are tried around the initial guess. The one which results in the best %2/do/
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Module Side
1 2 3 1 2 3
1 95.46±0.43 96.68±0.43 98.37±0.25 87.05±0.12 89.29±0.10 90.83±0.08
2 92.13±0.51 94.12±0.55 99.05±0.20 81.77+0.15 83.19+0.16 94.37±0.05
3 98.70±0.44 95.67±0.37 97.38±0.64 93.45±0.11 85.03+0.11 90.62±0.16
4 97.56±0.56 96.54±0.33 97.44±0.60 91.18+0.13 88.12±0.09 90.95±0.16
5 96.76±0.38 96.31±0.45 96.15±0.38 88.24±0.11 89.55±0.10 87.01+0.11
6 97.71±0.30 95.74±0.49 97.77±0.30 89.91±0.10 86.33±0.14 90.27±0.09
7 95.71±0.86 95.38±0.40 97.80±0.62 86.97±0.23 86.43±0.11 91.30±0.16
8 96.34±0.78 93.51±0.42 97.33±0.67 89.42±0.18 85.08±0.10 89.36±0.21
9 97.97±0.36 96.51+0.51 98.57±0.27 90.93±0.10 89.25±0.12 90.57±0.09
10 97.31±0.37 97.81±0.37 96.77±0.45 89.19±0.12 91.99±0.08 90.35±0.11
11 96.50±0.94 91.35±0.59 88.22±0.25 82.70±0.15
12 97.44±0.75 97.93±0.25 88.46±0.22 91.49±0.06
|AT| < 25 ns |AT| < 7 ns
Table 5.1: The scintillator efficiency in %. The values are given for a coincidence gate of 
both 25 and 7 ns.
from a straight line fit to the segment with the sense-wire plane is used to reconstruct the 
final track. This track is then propagated back to the scintillator plane. Now one can check 
if that scintillator, where the track passed through, gave a hit. A set of cuts is applied to 
the muon tracks. This is done to improve the backtracking ability. Using these events with 
a scintillator hit, the time resolution of the method can be determined to be about 5 ns. 
This should be compared to the single wire resolution of 250 ^m (see section 5.5.1), which 
in time corresponds to a resolution of 5.2 ns. It would thus seem, that the expected 11y/ñ 
improvement, due to the n measured points on a segment, is not achieved.
5.1.2 Results
In figure 5.1 the measured efficiency can be seen as a function of x and z. From the figure it 
is clear that the measured efficiency is artificially lower at the edges of the modules. This is 
due to the misidentified tracks which in reality went through the gaps between the modules. 
To overcome this problem the efficiency per module is determined from the inner part of the 
module. Notice that this also includes the small gaps between the tiles of the cassettes.
The light from each scintillator module is measured with two independent readout chan­
nels. Only when a coincidence occurs, the hits are accepted. This is done in order to reduce 
the sensitivity to the thermal noise in the PMTs. In the hardware the coincidence gate is 
rather wide, since the relative timing of the two channels is unknown. In the reconstruc­
tion program the measured times are corrected for the relative timing, whereby the true time 
difference can be obtained. A hit is only accepted if the difference is less than 15 ns. If 
one removes this restriction the measured efficiency is in good agreement with the simple 
efficiency measurement with the coincidence counter.
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AT [ns]
Figure 5.2: The distribution o f the difference between the two time measurements for one of 
the scintillator modules. The shaded area indicates the events removed by the 7 ns cut. 
The wide tails o f the distribution are due to thermal noise in the PMTs.
The measured efficiencies per module can be seen in table 5.1. The large drop in effi­
ciency when imposing the 7 ns coincidence gate is cause by the large non-Gaussian tails in 
the AT distribution (see figure 5.2). The inefficiency of each module is applied in Monte 
Carlo by removing a fraction of the hits. For historical reasons the efficiencies with a 25 ns 
coincidence gate are used, whereas for data the applied coincidence gate is 15 ns. As was 
discussed in section 4.2, the analysis presented here imposes an even stronger cut of 7 ns. 
The Monte Carlo events are thus weighed with the ratio of the two efficiencies in table 5.1.
5.2 Muon chamber efficiency
The large data set enables a thorough investigation of the efficiency of the muon chambers. 
Operating a complicated system of this size and age means that one has to sacrifice individual 
elements in order to keep the full system running. In practice several cells are, for one reason 
or an other, unable to hold full voltage. These are either kept at a lower voltage or are 
completely disconnected. A list of these cells is maintained by the L3 muon group in their 
database.
The measurement of this inefficiency (Unger 2002) is done in much the same way as the 
scintillator efficiency measurement. Tracks with segments in at least two of the three layers 
of an octant are used to measure the efficiency of the third layer. In figure 5.3 on the next 
page the result of the measurement of the P-chamber efficiency can be seen. It is the case 
for this measurement, as well as for the time calibration (Ma 2002), that the amount of data 
in the horizontal octants is insufficient for a proper measurement. The average P-segment
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(a) The master side. (b) The slave side.
Figure 5.3: The efficiency o f the P-chambers plotted vs x and y.
efficiency is about 98% (excluding the dead cells).
The efficiency of the Z-chambers is determined in much the same way. This study re­
vealed an unknown mis-cabling of 32 wires in octant 3 MIO, possibly due to a interchange of 
two connectors. The average Z-cell efficiency is about 95% (excluding the dead cells).
For the P-chambers the measurement is performed in units of cells, i.e. individual wires 
can be dead without harming the full cell. For the Z-chambers the natural unit is a single 
wire. For both the P and Z-chambers bad cells and wires were found which were not in the 
L3 database. For cases where the measured efficiency is lower than 80% the cell is killed in 
both the real detector simulation and the data reconstruction. The collaboration chose not to 
implement a time dependent chamber efficiency, but instead used the situation at the end of 
the year, which is assumed to be the worst case, for the killing. This was estimated to cause 
a loss of about 10% of the statistics.
1
5.3 Trigger efficiency
The importance of knowing the trigger efficiency encouraged the development of three inde­
pendent methods. In this section the three methods will be briefly discussed and compared.
5.3.1 Unbiased trigger class
When designing the CTT (see section 2.3.5) class 9 was added to enable the determination 
of the efficiency of class 1. In practice it turned out to be simpler to use a slightly differ­
ent approach (Timmermans 2002), whereby overcoming the problem of pre-scaling. Class 1 
triplets are used, which has the advantage that the events contain a scintillator hit. The hits
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in the octant which caused the trigger are excluded, whereby the remaining hits are unbi­
ased. For each layer the number of hits are counted and compared to a variable threshold 
(n). The efficiencies of the three layers per octant are multiplied to give the triplet efficiency. 
To prevent measuring the efficiency of triggering on noise, a cut on the absolute time dif­
ference between a chamber hit and the scintillator hit was imposed, whereby selecting the 
central 600 ns of the drift-time distribution. Below, the obtained chamber part of the class 1 
efficiency, averaged over the 6 relevant* octants, is presented for two values of the threshold:
£ch,i =95.8 ±1.7% (n >5) (5.1)
Ehi = 99.9 ± 0.2% (n > 10) (5.2)
The measurement has a negligible statistical error, but a significant systematic uncertainty due 
to the 600 ns time window. A threshold of 5 is what is used in the reconstruction program. 
Since it is lower than what is used by the majority logic, the efficiency is low. The threshold 
of 10 is chosen since it comes close to the cut on the number of P-hits used in the spectrum 
analysis (see section 4.2).
The scintillator part of the class 1 efficiency is determined by using classes 1 through 
4, i.e. the triplet class with and the triplet classes without a scintillator hit. The problem is 
complicated by the pre-scaling of the classes without a scintillator hit. For the 1999 data set 
the measured efficiency is (Timmermans 2002):
Esc = 99.96 ± 0.01 (stat) ± 0.02(syst)% (5.3)
5.3.2 Trigger simulation
A trigger simulation was written (Li 2001), which works with the raw data itself. The pro­
gram simulates the majority logic of the CPC cards and the response of the CTT. From the 
raw hits one is thus able to predict the trigger decision, which is compared to the actual output 
from the CTT. The algorithm revealed an efficiency of:
E2 = 99.2 ± 0.3% (5.4)
For this measurement the statistical error is negligible. Only losses in the trigger logic are 
measured by the simulation. This means, that the losses which occur at the boundary between 
two CPC cards are neglected since they do not correspond to a loss in the hardware, but 
rather to a weakness in the trigger scheme. This efficiency also includes the efficiency of the 
scintillator coincidence requirement. The discrepancy with the efficiency determined with the 
unbiased trigger class, was shown (Li 2001) to come from losses at the boundary between 
two CPC cards.
5.3.3 Double tracks
The last method works on the reconstructed data rather than the raw data. This has the advan­
tage that the efficiency can be measured for the actual event selection. The simplest selection
* Excluding the two horizontal octants.
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Figure 5.4: The trigger efficiency measured by the double track method. The method is 
applied to three data sets: A no cuts apart from the basic requirement o f two triplets 
found by the reconstruction program. ■  additional requirement o f 70% of the hits per 
layer. •  the full event selection.
consists of events with two sub-tracks in different octants, each matched to a scintillator hit. 
The sample with one reconstructed triplet and the correct trigger response in the same oc­
tant provides an unbiased sampling of the other octant where the reconstruction also found 
a triplet. The chamber part of the trigger efficiency is thus given by the fraction of events 
where the trigger fired. Without any additional cuts this gives:
Ech,3 = 95.890 ± 0.002(stat) ± 1.329(syst)% (Two triplets) (5.5)
Ech,3 = 99.208 ± 0.002(stat) ± 1.076(syst)% (Full selection) (5.6)
The full data-set is used for this measurement which means that the statistical error is negligi­
ble. The systematic error is determined from the variance of the efficiency vs cos 0 as shown 
in figure 5.4. Here the momentum dependence is also shown. The dip in efficiency at cos 0 
of 0.9 and 0.5, which are the regions with the largest oca¡ angle, is caused by a problem at 
the boundary of two CPC cards. The larger the ¡^oca¡ angle, the larger the chance of crossing 
a mesh-plane which defines the boundary between two CPC cards. It is important to notice 
the good agreement between this measurement and the one in section 5.3.1.
As was already hinted to in section 4.2 the number of hits per segment is important for the 
trigger efficiency. Figure 5.4 also shows the result of imposing the 70% cut on the number of 
hits per segment as well as the full selection. In the reconstruction program segments are al­
lowed with as little as 6 hits. This means that the program will find segments which are below 
the threshold of the trigger, thus resulting in a lower trigger efficiency. It is interesting to note 
that the stronger selection removes part of the zenith angle dependence. The problem with 
the boundary between two CPC cards is, however, not completely removed. Equation 5.6
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shows the result for the selected events.
5.3.4 Discussion
The selection which was described in section 4.2 requires two good triplets, which means 
that the trigger for these events has two independent chances to fire. When using the average 
efficiency of the full selection from equation 5.6 the trigger efficiency is:
£ch = ( l  -  (l -  £c/î,3) j
= 99.990 ±0.021% (5.7)
where the error is determined from the variance of the efficiency vs cos 0. Within even the 
most optimistic prediction of the accuracy of the Lß+Cosmics flux measurement (Bahr et al. 
1996) the trigger efficiency (ech -esc) is thus compatible with 100%, and can be neglected. The 
third method, with the full event selection, is chosen for the chamber part, since it measures 
the trigger efficiency for the events which are used in this analysis. More importantly, it 
includes the losses at the boundary between two CPC cards.
5.4 The live-time
The determination of the absolute flux of muons relies heavily on the knowledge of the live­
time of the experiment. In the Lß+Cosmics experiment this responsibility is carried by the 
GPSTIM module (see section 2.3.6). Great care was taken in its design, to ensure that any 
temporary disabling of the triggers causes the live-time counter to stop. A simple mechanism 
was envisioned to provide a cross check of this crucial value. The 1 Hz signal from the GPS 
module is used as an external trigger source. This means that every second an empty event 
is written if, and only if, the triggers are enabled. The number of this type of events is thus a 
measure of the live-time. The integrated live-time of the selected runs is 4057152.4 s, these 
runs contain 4056018 1 Hz triggers. This means that the integrated live-time is determined 
with an accuracy of 0.03%. This should be compared to the expected uncertainty of the 
recorded live-time per run:
4 = 0.1 (is = 0.24 s (5.8)
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which is caused by the 23 bit truncation of the 10 MHz internal live-time counter in the 
GPSTIM (see section 2.3.6). For the 8217 selected runs this results in a 0.05% uncertainty 
on the total live-time. This uncertainty is negligible compared to the other uncertainties on 
the spectrum (see table 6.2).
5.5 Momentum resolution
The aim of Lß+Cosmics is to measure the steeply falling muon momentum spectrum over 
two orders of magnitude. The measured flux is folded with the detector resolution function.
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Section 6.1.2 describes the unfolding. To be able to unfold the measured spectrum, the res­
olution function has to be known accurately. This section describes the measurement of the 
resolution function as well as a short account of its different components.
5.5.1 Components of the resolution function
As was discussed in section 2.2 on page 23, the L3  muon chambers are performing a distance 
measurement. More precisely, they measure the sagitta of a muon trajectory in the magnetic 
field. The error on the sagitta measurement can be written as (Fabre 1992):
A, = ^ A l„ + A l,+ & l,+ A l + A% (5.9)
Here a brief description of these components will be given. The intention is not to derive the 
resolution function, but rather to obtain the expected variance with which the measured one 
can be compared. It is important to notice that this calculation assumes that all the measured 
quantities, which enter in the sagitta measurement, follow a Gaussian distribution. In general 
this assumption is correct, but it does neglect the well-known exponential tails, which almost 
all measured distributions have.
Ach is the intrinsic resolution of the chambers. From equation (2.2) it can be seen that:
At„ = ^ e in + ( î f ) 2+ ( î f ) 2 (5.10)
_ J f  250[im y  , 1 f  250[im
~~ V V VO.95 ■ 24 / + 2 V VO.95 ■ 16/
= 69 ^m
Where 250 ^m is a conservative estimate of the single wire resolution (see section 3.1.1). 
In addition, the MI and MO segments are assumed to have 16 hits and the MM segments 
24 hits. 95% of the wires are assumed to participate in the segments, which is a con­
servative estimate (see figure 4.5).
Ams is the multiple scattering on the MM chamber, the air between the chambers, and the gas 
inside them. It can be written as (Fabre 1992):
45 GeV
Ams = 43 (im ----------  (5.11)
P
where p  is the muon momentum in GeV measured at the detector.
Aai is the error caused by the misalignment of the chambers and the wires inside the chambers
(see section 2.2.4). This error was measured (Fabre 1992) to be 21 ^m, but here the
more conservative design value is used:
Aai = 30 |im (5.12)
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Ag is the error caused by the uncertainty on the size of the magnetic field. This uncertainty 
was measured to be 20 Gauss (Brouwer et al. 1992), which using equation (2.1) can be 
converted into an error on the sagitta:
Ag = 14|im  (5.13)
Ai0 is the error caused by the reference* time needed by the drift chambers. This error is 
where L3 +Cosmics deviates from L3 . For L3 +Cosmics this can, to first order, be 
written as:
A,to = |<d| - v* ^ /a 7J+A 7;2TDC (5.14)
, ,  ^ M-m „ n2 /25/32 ns 
= co • 48 .5 — W(l.8 ns) + 
ns
|w| ■ 88 Mm
V s f ñ
where ATsc is the intrinsic time resolution of the scintillator system and ATtdc is the 
time resolution of the TDCs. The TDC time resolution of course also affects the mea­
surement of the chamber times, but that is already included in the single wire resolu­
tion. vdr is the drift velocity of the P-chambers. An error on the reference time will 
move all hits either closer or further away from the sense plane. The effect on the 
sagitta measurement thus depends on the topology of the event as can be seen from 
equation (2 .2). w parameterises this dependence as:
/ WMI + wMO\
(Ù — ff»MM -  ( ----- ------ J2
(5.15)
(0, = —
1 ^  J - 1  if hit j  is left^of the wire plane,yN, ^+1 if hit j  is right of the wire plane.
where N, is the number of hits on segment i, e.g. the segment in MM . If all hits of the 
three layers are on the same side of the sense wire plane, they will move in the same 
direction, and the sagitta will thus not be affected (w = 0). If on the other hand the MM 
hits are on the opposite side of the sense plane compared to the MI and MO hits, the 
sagitta will get twice the contribution (see figure 2.3) of the time error, i.e. w =± 2. For 
comparison L3  obtains (Fabre 1992):
At0 = |w| ■ 13 Mm (L3) (5.16)
2
In figure 5.5 both the sagitta and the momentum resolution are shown. It is interesting to note 
that above 20 GeV the scintillator timing becomes the dominant error (for w = 1).
* In L3 this is normally denoted the common stop time.
^Left and right is defined in the “local octant” coordinate system, which corresponds to a rotation of the 
octant to the position of octant 2.
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Figure 5.5: The individual components as well as the total width o f the expected Gaussian 
resolution function (ù = 1).
5.5.2 Measurement of the resolution function
The ability to measure the same muon twice, once in an upper octant and once in a lower 
octant, enables Lß+Cosmics to measure the resolution function. The inverse of the combined 
momentum of a track (qp) and its variance (V (qlp)) are given by:
1
qp
V (qlp)
1 W  i W  2
wi + W2 vqipi qipi
k-------1- (k — 1)----- ,
qipi q2p2
ViVi 
Vi + v2
Wi = 1 IVi Vi = V (qilpi) 
V2k ■
Vi + V2
kVi
(5.17)
(5.18)
where p i and qi are the momentum and charge of sub-track i respectively, and Vi is the vari­
ance of qipi. At higher energies the weighed average differs little from the simple average. 
At lower energies, however, the effect of HCAL gives rise to a significant increase in the 
variance of the lower sub-track. The variance of the difference between the two sagitta mea­
surements* is related to the variance of qlp by:
V (A (qlp)) = Vi + V2 =
= V {qlp)
(1 -k )k
Vi 
1 - k
(5.19)
2
ms
* The difference is always taken as “top minus bottom”.
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(a) The selection without the cut on the number P hits, (b) The full selection.
Z layers and circle fit X2/dof.
Figure 5.6: The resolution function at 100 GeV of events with a zenith angle less than 10° 
fitted with the function in equation (5.20). The width (oi) o f the three Gaussians are 
shown along with the fraction (fi) o f the area below each o f the three components o f the 
function.
The measured resolution distribution is fitted with the sum of three concentric Gaussians, the 
first of which has exponential tails, starting at variable points.
f  (x)
A i
+ A-2
2^/kü2
exp ( ) exp ((x -  xhw)a) if x < xiow,
exp ( zi§ | ^  if xiow < x <  xhigh,
exp ( ~(xy } ) exp ( (x -  xhigh ) ß) if * > xMgh ■
exp 1 1+
(5.20)
A 3 ■ exp ~(x -  |i)2
The continuity requirement fix the scale factor of each of the two exponential tails. In total 
eleven parameters (^, A i , A2,A3, o i ,o 2,o 3,a ,  ß ,x¡ow,xhigh) are used to describe the distribu­
tions. The tails of the resolution distribution are mainly caused by the large tail in the Lan­
dau distribution, which causes large energy losses in between the two measurements (e.g. 
in HCAL). With the convention of the difference used here these events cause a tail on the 
negative side. In figure 5.6 the measured resolution at 100 GeV can be seen along with the 
fitted function. It is worth noting the significant improvement in the resolution obtained by 
the cuts on the number P hits, Z layers and circle fit %2ldof. These cuts remove the tails, 
which are dominated by poorly measured tracks.
Figure 5.7 shows the momentum dependence of the measured resolution. The width of the 
narrow Gaussian and the RMS of the fitted function is compared to the expected resolution
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(a) The width of the fitted Gaussians. (b) The fraction below the three functions.
Figure 5.7: The measured resolution vs. the measured momentum in the detector. The ex­
pected resolution plotted in figure (a) as (ff> = 1), i.e. the function plotted in figure 5.5 
divided by \J l.
from section 5.5.1. In spite of the great attention given to the resolution, it is clear that 
Lß+Cosmics does not obtain the expected value. The narrow Gaussian is about 40% wider 
than was expected. The tails of the distribution cause the square root of the variance of the 
full function to be almost a factor two larger than expected, even though above 10 GeV they 
contain less than 30% of the data. Below 50 GeV, the exponential tails become increasingly 
important, whereas they play only a marginal role at high momenta. Above 100 GeV the 
resolution is constant. Low statistics cause the result of the fit to be unstable above about 
300 GeV. The resolution function used to deconvolute the measured momentum spectrum is 
thus taken to be constant above about 200 GeV.
As is shown in equation (5.14), the reference time component At0 of the resolution func­
tion has a geometrical dependence, parameterized by w. This feature enables the measure­
ment of the two components of the resolution function; the part that does and the part that 
does not depend on w. Again the difference between the two sagitta measurements is used 
for the measurement:
y  (A (qlp)) = 2A? + (|wr + wB | A2)2 (5.21)
where wT and wB are the topological parameters from equation (5.15) of the measured sub­
track in the top and bottom octant respectively. The factor 2 in front of Ai comes from the fact 
that the constant component (A^ +A2  ^+A^+AB) is common in the sub-track of both the top and 
bottom octant. The w of the two sub-tracks must be added, and not subtracted as one might 
think. This comes from the definition of left and right in equation (5.15). The measurement 
of the resolution is performed for tracks above 100 GeV, where the multiple scattering can be 
neglected. The difference distribution is fitted with two concentric Gaussians. The results of 
the fits as a function of w are shown in figure 5.8. The cases where one of the two sub-tracks
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w w
(a) One of the two sub-tracks has ro = 0. (b) ro = roT + roB.
Figure 5.8: The resolution above 100 GeV vs w using the full selection. The two top plots 
show the fit o f equation (5.21) to the width o f the two Gaussians separately. The fraction 
of the area in the narrow Gaussian is shown below that. A t the bottom a straight line is 
fitted to the distribution of the mean.
has w = 0 is shown separately, since this case is the easiest to interpret. The lower statistics 
cause a less precise measurement of the relevant parameters, but it is important to note that 
the two measurements are consistent. The fit of equation (5.15) to the distribution of the 
width of the narrow Gaussian yield a A1 value of 138 ± 5 ^m. The discrepancy between the 
measured value of A1 and the expected value of 80 ^m, can be interpreted as the existence of 
an unknown additional component of the resolution function:
A, = + + (522)
= 112 ± 6 M-m
This is the single largest component of the resolution function, nevertheless its origin is 
unknown. The existence of a second Gaussian indicates that the event sample still contains 
20-30% of events with a worse resolution.
The measurement of A2 is not only consistent between figure 5.8a and 5.8b, but also 
between the wide and narrow Gaussian. In the following the weighed average of the two 
measurements in figure 5.8b will be used as the estimator of A2. Equation (5.14) enables the 
interpretation of this measurement in terms of the time resolution of the scintillator system. 
This yields a resolution of:
ATSC = 2.0 ±0.1 ns (5.23)
which is in good agreement with the expected values of 1.8 ns.
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Figure 5.9: The distribution o f wT + wg of the selected tracks. The mean value o f | w| is 1.06.
When compared to the width of the narrow Gaussian of the selected events at 100 GeV, 
shown in figure 5.6, an effective Ai0 is obtained:
A f  = (5.24)
= 94 ± 9 Mm
When compared to equation (5.14) the mean values of |w| would have to be about one, which 
indeed is what is observed (see figure 5.9).
5.6 Z/y ^  |a+|ur events
During each of the LEP2 years, LEP took data close to the Z resonance to provide typically 
about 500 nb-1 for calibration purposes. In L3  the relative alignment of the SMD needed to 
be re-measured each year along with the calibration of the TEC drift-time/distance relation. 
The L3  muon group also used this data to optimise the value of the drift velocity, the Lorentz 
angle* and the global time offset (Fabre 1992).
For L3+Cosmics this data serves a different but very important purpose. It provides a 
unique check of the momentum measurement. It is important here to stress that L3 +Cosmics 
in contrast to L3  does not use this data for any calibration purposes.
One of the more important features of the L3  muon trigger is the rejection of cosmic 
muons. In the analysis phase the two time measurements from the scintillator barrel serve 
as a second strong rejection. For L3+Cosmics these tools are not available, therefore the 
biggest problem in this analysis is to find the Z-decay muons among all the cosmic muons. 
The trigger setting has been changed during these periods, whereby only class 1 events were 
accepted. In the hardware we measure two signals from L3 : the common stop1 and the beam
* In fact the drift velocity is being optimised twice, once as the real drift velocity and once as a scale factor 
for the Lorentz angle.
^The common stop signal was only added for the 2000 running.
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crossing. The common stop signal stops the L3  muon chamber TDCs. It is derived from the 
beam crossing by delaying the beam pickup signal. The beam crossing signal also originates 
from the pickup signal, but this one is obtained from the L3  trigger box. During the first 
period of 1999 the obtained signal had too large a delay, and fell outside the TDC window. 
During the 2000 data taking this signal carried a reflection, which was only removed in the 
second half of 2000.
The data obtained during these periods is also used for the normal analysis, therefore these 
runs are first processed with the normal reconstruction mode, i.e. assuming that the muons 
originate from above the detector. On this output the following pre-selection is performed:
• A very loose cut of 20 cm is applied to the distance of closest approach (DCA) to the 
vertex in the xy-plane. This cut cannot be made much stronger since the time-of-flight 
correction is wrong for the Z events, resulting in a non-perfect tracking. To check that 
no candidates were lost, all the data from the second half of 1999 were reconstructed 
with the correct time-of-flight correction.
• The difference between the scintillator time and beam crossing or common stop time 
is calculated. These distributions show two peaks, which originate from the bunchlet 
structure of the beam. The beam crossing signal only fires on the first bunchlet, 320 ns 
later the second bunchlet arrives. Two 100 ns gates centered at each of the peaks are 
imposed.
• The L3 +Cosmics DAQ is also running while LEP is filling etc., therefore a deselection 
of these events is needed. The exact starting and stopping times of the LEP physics 
mode are obtained from the L3  database and the L3  on-line logbook.
This pre-selection reduces the data set to about 0.2%.
The pre-selected events are then processed with the special Z mode of the reconstruction 
program. The most important difference to the standard reconstruction is the time-of-flight 
correction, which assumes that the tracks originate from the vertex. In addition, the tracks 
are propagated to the vertex region where a modified ambiguity resolving takes place. On the 
output of this reconstruction a more conventional event selection is imposed:
• The events must have two tracks, each with 3 P-segments.
• The upper track must loosely point in the direction of the scintillators. The lower track 
must point away.
• In the xy-plane each track must come within 2 cm (5a) of the vertex. In the z direction 
the cut is 5 cm, which also corresponds to a 5a cut.
In figure 5.10 the result of the Z-runs from both years can be seen. The 2a cut on the 
low energy side (right) is imposed to remove events with large energy loss in HCAL. It is 
important to notice that the mean is determined with a precision of about 100 MeV.
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E /P F /Pbeam m beam ^
F ig u re  5 .10: The muon momentum distribution o f the Z /y ^  m+M events from the last 
calibration periods o f  1999 and all periods o f  2000. The data are fitted with a single 
Gaussian; mean, width and reduced %2 are quoted. In both cases a 2 a  and 3 a  cut is 
imposed on the high and low  energy side, respectively.
The width of the Gaussian is significantly larger than the 3.5% one would expect from 
the theoretical curve shown on figure 5.5 on page 79. The measured width* of the narrow 
Gaussian in figure 5.7 on page 81, however, corresponds to a resolution of 5.4%. Therefore, 
a good agreement is obtained between the resolution measured with Z-decay muons, and the 
resolution measured with cosmic ray induced muons.
*Notice that the width must be multiplied by V l ,  to get the single track resolution.

Chapter 6 
The flux measurement
In this chapter the measurement of the cosmic ray induced muon spectrum is presented. 
First the analysis of the vertical flux is described in detail, thus explaining the method. Sub­
sequently the study of the systematic errors is described, followed by an extension of the 
measurement to larger zenith angles. A description of the key variables used in this analysis 
can be found in table 6.1.
6.1 The method
The measurement of the muon flux is in principle a straightforward measurement. The mea­
sured number of selected muons n (pi, 0,) in a surface momentum* bin pS and zenith angle 
bin 0, is related to the perpendicular differential flux $  (ps, 0) via:
2n
n (p i,0 })  = ƒ ƒ  ƒ  ƒ  ƒ $  (ps,0 ,^ ) X (ps, 0 , f  S J  dt dps dcos 0 d^ dS'± (6.1)
S±  0 cos(%) ps T
where T is the live-time of the data taking (see section 2.3.6), and (0, define the direction 
of the muons. The integration in p s and cos 0 is over the bin pi and 0,, respectively. S± is a 
plane larger than the detector, which is perpendicular to the direction of the muons. x is the 
probability of detecting a muon. At low energy the flux also depends on the azimuth angle ^, 
due to the geomagnetic cut-off. For the energies relevant for this measurement this effect is 
negligible. Figure 6.1 shows the measured number of events versus the measured momentum 
in the detector within the 0°-10° zenith bin. Writing the flux as:
$  (ps, 0) = $(p?,0 ,) Py (ps, 0) (6.2)
* Clearly L3 +Cosmics can not measure the momentum of the muons at the surface, but the measured mo­
mentum at the detector is corrected for the energy loss in the molasse (see section 6.1.4).
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pd,obs,raw : 
pd,obs :
C(0i ) :
,d,truep  
p s
pi
0i
^i
n(pu Q;)
The observed m om entum  at MBAR.
The observed m om entum  at MBAR plus the m om entum  offset C(0i).
The m ost likely energy loss in the m olasse for events in zenith bin 0i (see fig­
ure 6.2).
The true m om entum  at MBAR (incl. offset), i.e. p d,obs corrected for the effect o f 
the m om entum  resolution.
The true m om entum  at the surface, i.e. p d,true corrected for the energy loss in the 
m olasse.
The m om entum  binned in units o f 0.05 in lo g 10 (p) starting at 1 G eV  and ending 
at 10 TeV. A ll m om enta are b inned in the sam e way.
The zenith angle binned in units o f 0.03 in cos 0 starting 0° and ending cos 0 = 
0.4, w hich is about 66.4°. 0i is also used  for the special 0°-10° bin.
The azim uth angle b inned in units o f ^  over the full 2n, (]) = 0 is defined to be 
the geographical north and (|) = f  is the geographical east.
The num ber o f observed events in the m om entum  bin p i and zenith bin 0,.
Table 6.1: The description o f the key variable used in this analysis.
(a) The raw number of selected events per bin. The 
momenta are binned in units of 0.05 in log10 (p) 
starting at 1 GeV and ending at 10 TeV.
(b) The raw number of selected events per GeV mul­
tiplied by p3.
Figure 6.1: Theselected events withazenith angle ofless than 10°,plotted versus the electric 
charge times the measured momentum at MBAR times. The applied momentum offset (see 
figure 6.2) ensures that there are no events below about 21 GeV.
where $  (pi, 0,) is the m ean flux w ithin the bin, and p ,  (ps, 0) is the probability distribution 
w ithin bin (pi, 0 ,). The m ean flux can then be w ritten as:
$  (p%0j) =
pis,0, £mc (ps,0,
a mc (p-, %) ■ T - A (pi) eData (pi, 0
(6.3)
n
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where AMC (p\, 0/) is the Monte Carlo estimator of the detector acceptance, which in turn is
the integral over p ■ %:
2n
A (p\, Qj) = — J  J  ƒ  ƒ  p (ps, 0) % (//, 0 , <f>, S'±) dps d cos 0 d(f> dS'± (6.4)
S± 0 cos Qj p\
The complexity of the experimental set-up requires 
a Monte Carlo simulation of the detector in or­
der to be able to estimate the acceptance. At first 
glance it may seem counterintuitive that the ac­
ceptance would depend on the momentum, but 
the absorption of muons in the molasse and in 
HCAL does in fact cause a momentum depen­
dence. Additionally, the disconnected cells break 
the symmetry of the detector resulting in a charge 
dependence as well. If the Monte Carlo simu­
lation would provide a perfect description to the 
detector response there would be no need for the 
last term in equation (6.3). However, as will be 
shown below, this is not the case, hence the need 
for a ratio of the efficiencies for data, £Data (p*, 0/) 
and Monte Carlo, £MC (p°, 0/).
At energies above 500 GeV the resolution of 
the sagitta measurement starts to seriously affect 
the measurement. The steeply falling spectrum 
has the effect that at increasing energies a larger 
fraction of the measured events in fact are lower
energy muons. These are moved up in energy by the width of the resolution function (see 
section 5.5). To overcome this problem one must deconvolute the measured spectrum, using 
the knowledge of the resolution function, in order to obtain the real flux. The same is of 
course true for the efficiencies, which are measured versus the observed momentum.
In order to obtain the flux at the surface, instead of in the L3  pit, the energy loss in the 
about 30 m of molasse above the detector must be corrected for. As will be discussed below, 
(see section 6.1.4) this correction is applied by deconvoluting the binned data. To stabilize 
this procedure the majority of the correction is applied on an event by event basis. This in 
practice means that the most probable energy loss is added to the momentum measured in 
the detector. Due to the geometry of the cavern, the energy loss depends rather strongly on 
the zenith angle. Therefore, the most probable energy loss is determined separately for each 
zenith bin with Monte Carlo (see figure 6.2). The zenith angles dependence is stronger than 
the simple geometrical cos-1 (0) dependence, this is due to the curved roof of the cavern. In 
order to deconvolute the effect of the momentum resolution, it is important that this correction 
is constant within a zenith bin. This ensures that all the events in the histograms used in this 
analysis have the same offset.
Figure 6.2: The most probable energy 
loss per Zenith angle bin C (0/). It 
is applied as a constant offset to the 
measured momentum. is showncos Q
for comparison.
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The momentum is binned in units of 0.05 in log10 (p) starting at 1 GeV and ending at 
10 TeV. This binning is used for all types of momenta: the surface momenta p s, the observed 
momenta in the detector p d,obs,raw, the true momenta in the detector p d,true,raw and the energy 
offset corrected momentap d,obs andp d,true respectively. Joining the spectra of the two charges 
at the highest momentum bin, as shown in figure 6.1, is inspired by the fact that at infinite 
momentum a muon follows a straight line through the detector, and it is therefore not possible 
to assign a charge. When deconvoluting the spectrum (see section 6.1.2), it turns out that this 
is the most natural way of representing the data.
In figure 6.3 an overview of the analysis can be found. The order in which the different 
steps are applied is indicated by the large arrows. This order is of vital importance, since 
the different elements are determined versus different types of momenta (see table 6.1). The 
raw spectrum is measured versus p d,obs and so are the matching efficiencies for data. The 
deconvolution transforms the corrected spectrum from being a function of p d,obs to be a func­
tion of p d,true, the true momentum at MBAR. At this point the matching efficiencies for Monte 
Carlo as well as the up-down correction are applied. A second deconvolution step is needed 
to transform* this distribution from being a function of p d,true to be a function of p s, the true 
momentum at the surface. Finally, the acceptance as well as the constant corrections are ap­
plied. The acceptance can only be determined as a function of the p s, since it contains the 
probability of a muon reaching the detector. For muons not reaching the detector, one can 
clearly not define a momentum at MBAR. In the following each step of the analysis will be 
described in detail.
6.1.1 Matching efficiencies
When measuring an absolute flux it is important to know the fraction of events removed by 
the applied cuts. In this analysis the cuts will be split in two groups: the ones which act 
on a single sub-track and those using a full track. The cuts which act on a sub-track only 
are treated collectively with the so-called up-down method (see section 6.1.3). The two cuts 
which act on a combined track will be discussed individually in this section. In both cases the 
measured efficiency as a function of momentum is fitted with a polynomial, thus removing 
statistical fluctuations. The uncertainty in the fit is used as an estimator of the systematic 
error of the measured efficiency. The measured spectrum is corrected by the ratio , but as 
explained above is the correction for eMC only applied after the deconvolution.
Track matching efficiency
When requiring two sub-tracks to be matched together to one full track, there will be cases 
where the algorithm (described in section 3.1.2) fails. The efficiency of the matching algo­
rithm is measured with single muon events. For this purpose a sample of events is defined 
containing events with one and only one selected sub-track in an upper octant and one se­
lected sub-track in a lower octant. The efficiency is then given by the fraction of matched
* The majority of this transformation is in fact applied by, on an event by event basis, adding the most likely 
energy loss (see figure 6.2) to the momentum used in all distributions used till this point in the analysis.
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Flux
Figure 6.3: The flow chart o f the muon flux analysis. The section number describing the 
different elements o f the analysis is given in the lower right corner o f the boxes.
events in this sample. It is thus assumed that every event in the sample is caused by a sin­
gle muon passing the detector. A two muon event could, however, cause a similar situa­
tion, where the decision not to match the two sub-tracks was indeed correct. To estimate 
the size of the multi-muon contamination of the unmatched sample, 100 events from the 
unmatched sample were scanned. The scanning yielded two multi-muon events, both unam­
biguous multi-muons. To account for this intrinsic problem of the measurement, 2% of the 
inefficiency is assigned as a systematic error. The measured efficiency can be seen in fig­
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(a) Data. (b) Monte Carlo.
Figure 6.4: The scintillatorand trackmatching efñciencies for the 10° zenith angle bin. The 
data efñci enci es are measured versus the measured momentum in the detector (MBAR), 
whereas the Monte Carlo efficiencies are measured versus the true momentum at MBAR . 
Only the statistical error is shown. The fitted polynomials are also shown.
ure 6.4. For the data the efficiency slowly starts to drop above 50 GeV resulting in about 2% 
inefficiency at 1 TeV. The Monte Carlo shows the same trend above 50 GeV, but the ampli­
tude is much smaller. This inefficiency is caused by problems with the GEANE covariance 
matrix, which was discussed in section 3.1.2.
Scintillator matching efficiency
The scintillator matching efficiency is measured by comparing the number of events with and 
without the scintillator matching requirement. So as to not confuse this with the scintillator 
efficiency, both samples must have scintillator hits which satisfy the 7 ns coincidence require­
ment. The result can be seen in figure 6.4. At low energies, the precision of the back-tracking 
of a muon from the chamber to the scintillator modules is very sensitive to the accuracy of 
the estimated momentum. Both the estimated bending and the multiple scattering in the iron 
yoke increase at lower momentum. This effect results in a lower matching efficiency at low 
energies, which is clearly visible in figure 6.4. Above 50 GeV the Monte Carlo efficiency 
approaches 100%, whereas the data only reaches 97%. Above 100 GeV the data efficiency 
slowly drops to about 94% at 1 TeV. This drop could be caused by the increasing number of 
secondaries created in the molasse and concrete above the detector, causing additional scin­
tillator hits, which make the matching harder. That this effect is only barely visible in the 
Monte Carlo would seem to suggest that the threshold of creating secondaries in GEANT is 
put too high.
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6.1.2 The deconvolution
In this experiment as in any other, the measured distribution is different from the true distri­
bution, due to the finite resolution of the detector. The main distortion in this analysis is due 
to the momentum resolution. The angular resolution in the detector is measured to be better 
than 0.5° (Wilkens 2001) for matched tracks, which is much smaller than the smallest bin 
width used in this analysis. Furthermore the variation of the flux versus the zenith angle is 
much gentler than the steeply falling momentum spectrum. Thus, no unfolding of the angular 
resolution is necessary.
The true spectrum n(pftrue ) can be obtained from the observed spectrum n (pfobs ) by
n (p ftrue ) = ^  P  (p f true | p f obs ) ■ n (p fobs ) (6.5)
when knowing the conditional probability P (p ftrue | p d,obs) which, as always, is unknown. 
The opposite conditional probability P (p fo6s | p j ,true) can, however, be obtained when know­
ing the resolution function.
When looking at it as a matrix, one can as a first approximation try to invert it. The matrix 
can, however, not always be inverted. Inverting this matrix may also yield non-physical 
results, such as a negative number of events (Zech 1995). One is left with two options:
• Fitting the contents of each bin n(p f true ) to the measured distribution using the known 
conditional probability P  (pd'obs \pd,true ). To avoid getting unstable results it is common 
practice to enter a so-called regularization term. This serves to dampen oscillations, 
but may bias the result (Zech 1995). Notice that if both histograms have the same 
number of bins, the only degrees of freedom of the “fit” are the one(s) introduced by 
the regularization term!
• Using Bayes’ theorem in an iterative procedure (as proposed e.g. in (D’Agostini 1995)). 
Using the completeness of P  (pd'true ) Bayes’ theorem can be written as:
T> (nd,obs I rd'true) -p ( pd'true)
- T )  (  d .true  i d ,o b s\ _  '  \P j  I r i  J ' '  W i  )  ^
[P i \ P j  )  (jJd’0bS j p d’tru e j^ ■ p  ( p d .tr u e ^ ^  '  '
I j
hereby removing the measured probability distribution from the equation. At first 
glance, this looks like a sterile set of equations, since equation (6.6) requires the 
knowledge of P (pd.'true). It was exactly what was missing in (6.5), since n(pftrue) = 
P (pd.'true) ■ N, where N  is the total number of events. However, this circular set of 
equations can be solved by bootstrapping, but one must provide an initial guess about 
the probability distribution of the true values.
In this analysis the Bayesian approach is chosen. The algorithm provided by D’Agostini 
is used in a slightly modified version to remove the assumption of Poissonian errors on the 
measured distribution.
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As was suggested by D’Agostini, the P (pd-true) distribution is fitted with the function 
from (Hebbeker & Timmermans 2002) before each iteration. This is done to avoid amplifying 
the statistical fluctuations, and thus serves to regularize the result.
As prior both the probability distributions from (Hebbeker & Timmermans 2002) and 
from (Bugaev et al. 1998) were tried, without any significant difference on the result. How­
ever it turns out that the fastest convergence and highest stability is achieved by first perform­
ing a few iterations without regularization, using the (Bugaev et al. 1998) function as prior. 
The result of these iterations is fitted with the (Hebbeker & Timmermans 2002) function, and 
then used as prior.
The convolution matrix P (pd,obs \pd’true) 
1 !  is determined from the measured resolution 
I  function (see section 5.5.2). In each p d'true 
111 bin 106 p d,obs momenta are generated with 
Monte Carlo according to:
10 -
=^(¡F5=^ +*)"+«<W
- (6.7) 
_10 -2 where p d'true is the true momentum gener- 
: ated as ^  = p~3 within the p f ln,,: bin. C’(0/J
- is the momentum offset and X  is a stochas- 
_ tic variable generated according to the reso-
-3 lution function (see equation 5.20). The res­
olution function is measured for each p f obs 
bin, but it is here used as if it was measured 
in bins of p d,true. This is justified by the fact 
Figure 6-5: The conditional probability that for momenta below about 200 GeV the'T)(rjd,obs \ d,true\
P (pi I pj ). momentum resolution and the binning are
such that only very little migration between 
the bins occur (see figure 6.6d). Above about 200 GeV this is no longer the case, but the 
resolution function is constant above 100 GeV (see figure 5.7), thus enabling the use of the 
measured function at 100 GeV for all higher momentum bins. The resulting convolution 
matrix can be seen in figure 6.5.
With any iterative procedure, the main question is to determine the optimum number 
of iterations. After each iteration the algorithm returns an estimator of the true spectrum 
n(pd,true). To assess the need for further iterations D’Agostini proposes a %2 comparison be­
tween two consecutive f (pd-true) distributions*. Notice that this %2 does not judge the quality 
of f  (pd,true), since they should be the same. It only serves to judge the convergence. In fig­
ure 6.6 this X2 can be seen for each iteration. It is clear that the initial guess is inaccurate, but 
it is interesting to note how fast the %2 becomes O(1). A different method of looking at the 
stability of the method is by looking at the behaviour of the bin which is most affected by the 
deconvolution, i.e. the highest relevant momentum bin. Figure 6.6 also shows the contents of
^ 10 > o>C3
° 100
atr
1000
±10000
-1000
-100
-10
qPd true [GeV]
* The X2 comparison is truncated at 1 TeV, to avoid the influence of the uninteresting bins beyond.
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(c) The momentum distribution before and after the 
deconvolution. Both are multiplied by the momen­
tum to the third power.
• Before deconvolution Qdb 
° After deconvolution
O
O*<5
.fi
(d) The momentum distribution after divided by 
the one before the deconvolution. A third order 
polynomial is fitted to guide the eye.
Figure 6.6: The two variables used to assess the need for a further iteration, and below the 
effect o f the deconvolution.
6*  10
510
5 10 15 20 5 10 15 20
the 1 TeV bin after each iteration divided by the initial contents. A plateau is reached after 
10 iterations. For this analysis the following stop conditions are used:
• the X2 comparison yields a value below 0.01; or
• the number of iterations has reached 30.
The last condition is there to ensure a finite number of iterations. These criteria are clearly
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P [GeV] P [GeV]
(a) The spectrum. (b) The charge ratio.
Figure 6.7: The comparison between the (Hebbeker & Timmermans 2002) spectrum and the 
result o f first convoluting and then deconvoluting it.
not unique, so the change of the result when varying them will be assigned as a systematic 
error.
In figure 6.6c the result of the deconvolution of the vertical spectrum can be seen. It shows 
that about 40% of both the and measured at 1 TeV are reassigned to lower energy bins. 
Due to the steeply falling spectrum the gain of these events at lower energies is hardly visible. 
The fraction shown in figure 6.6d is at higher energies a bit lower for than for , although 
the resolution function is the same for the two charges. This is caused by the fact that the 
charge ratio is larger than one. On an absolute scale there are therefore more ji+'s which 
can be misidentified as ^“’s, than the other way around. By arranging the two spectra “back 
to back”, as was discussed on page 90, the deconvolution automatically takes this effect into 
account. This simply follows from the fact that the primary measured quantity is the signed 
sagitta of a muon trajectory in a magnetic field (see section 2.2.1).
The functionality of the D’Agostini algorithm is checked by folding the flux from (Heb­
beker & Timmermans 2002) with the measured resolution function and unfolding it after­
wards. To make the check more realistic, the spectrum is first convoluted with the smearing 
by the molasse (see section 6.1.4) and corrected for the acceptance (see section 6.1.5). This 
folded spectrum is deconvoluted in the same way as the measured flux, both for the resolution 
and molasse effect. Figure 6.7 shows the comparison between the input flux and resulting 
flux. The difference which can be seen is in fact related to the prior. When using the correct 
prior, i.e. the known result, the algorithm converges almost immediately and the discrepan­
cies are less than 0.5%. The discrepancy can then be seen as a systematic uncertainty when 
choosing the prior. In section 6.2.4 a slightly different approach is used to estimate this 
uncertainty, which results in a somewhat smaller uncertainty.
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Figure 6.8: The marginal losses introduced by the three most important cuts at the octant 
level. The data loss is plotted vs. the measured MBAR momentum, whereas the Monte 
Carlo loss is plotted vs. the true MBAR momentum. The momentum offset is not applied.
6.1.3 The up-down method
The biggest difficulty in measuring an absolute flux lies in acquiring accurate knowledge of 
the efficiencies. In spite of the many difficulties in using a detector designed for accelerator 
based physics for the measurement of the cosmic ray induced muons, it turns out that L3  has 
one very favorable feature: the ability to measure the same muon trajectory twice. Section 5.5 
showed how this feature improved the momentum resolution, and more importantly it enabled 
the measurement of the resolution function. In this section this same feature will be used to 
measure the detector efficiencies.
To assess the agreement between data and Monte Carlo it is common to look at the effect 
of removing a single cut while maintaining the other cuts, i.e. to assess the marginal loss of 
each cut. This is shown in figure 6.8 as a function of momentum for the three most promi­
nent cuts at the octant level. The agreement between data and Monte Carlo is clearly not 
satisfactory. Not only are the losses predicted by the Monte Carlo too small, the discrepancy 
is also momentum dependent. Furthermore, the losses due to the cut on the number of P hits 
are charge dependent. This can be understood by the fact that the inefficient cells* (see fig­
ure 5.3) break the symmetry of the detector. The curvature of the trajectories in the magnetic 
field is different for the two charges, causing them to sample different parts of the detec­
tor. To convert this into an efficiency the correlation between the losses must be taken into 
account. Moreover one needs to measure the reconstruction efficiency for data and Monte 
Carlo, while keeping in mind that the data is subject to the hardware trigger, while the Monte 
Carlo is untriggered. It is the aim of the up-down method to combine all these efficiencies 
into one single correction using data rather than simulation.
The essence of the up-down method is to measure the efficiency of detecting a sub-track
10 10 10
* The hits from these cells are killed in the initial phase of the reconstruction, thus leaving these cells as 
dead regions.
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in a upper and lower octant, respectively. The product of these two efficiencies is thus the 
efficiency for detecting a full track, apart from the matching efficiencies which are treated 
separately (see section 6.1.1). Ideally the inefficiencies of the Monte Carlo would be identical 
to the ones for the data. If this was the case, the acceptance (see section 6.1.5) would be 
accordingly lower, and thus resulting in a correct estimate of the flux. Since this is not the 
case the ratio of the data and Monte Carlo efficiency must be applied in equation (6.3).
Using a set of sub-tracks measured in the lower/upper octants to “look with”, it is possible 
to measure the efficiency of a selected sub-track in the upper/lower octant (i.e. what is being 
“looked at”). Per octant the set is split in three classes nsele, nsele and nnothmg, which are 
the number of selected sub-tracks, the number of not selected sub-tracks and the number of 
cases without a sub-track, respectively. When determining the efficiency this way, the cracks 
between the octants, known hardware problems etc. are included as inefficiencies. Formally 
the efficiency can be written as:
n$ele
&UP ~ ytsele i „sële , nothing ( 6 .8 )
nup ^ nup ^ nuP
and similar for the £down. The efficiency of measuring a full track eud is then given by the prod­
uct of the two individual efficiencies. Hereby the possible correlated losses are neglected. 
This potential problem is studied by comparing real and ideal Monte Carlo, and the discrep­
ancy is used as a conservative estimate of the systematic error of the up-down method (see 
section 6.2.6).
The momentum dependence observed in figure 6.8 suggests that a good momentum res­
olution is needed. This is achieved by only using sub-tracks to “look with”, which on their 
own pass the selection criteria. To avoid the complication of having several sets of tracks, 
each with their own resolution function, the efficiency is measured versus the momentum of 
the tracks used to “look with”. A few exceptions and extensions to the normal selection are 
made:
• For data, the trigger must have fired in the same octant as the sub-track used to “look 
with”. This is done to exclude the trigger efficiency, which is corrected for separately.
• As was done for the track matching efficiency, only single muon events are used. If two 
unmatched sub-tracks are found in opposite halves of the detector, they are manually 
matched. This is done to exclude the matching efficiency.
• The sub-track which is being “looked at” does not have to be matched with a scintillator 
hit. This is done to exclude the scintillator matching efficiency, which is corrected for 
separately.
• The reconstructed intercept with the y = 0 plane must satisfy \x\ < 3.5 m and \z\ < 6  m. 
This requirement only affects the single sub-track events. It is applied to ensure that no 
data events are included outside the Monte Carlo generator surface.
Figure 6.9 shows the fraction of events in each of the three classes for both the upper and 
lower octants. It is important to notice, that the case where no sub-track was found is well
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Figure 6.9: The fraction o f selected sub-tracks (selected), the fraction of sub-tracks which 
were not selected (selected) and the fraction where no track was found (“nothing”) is 
shown separately for the upper and lower octant The data fractions are plotted versus 
the measured MBAR momentum, and the Monte Carlo fractions are plotted versus the 
generated momentum at MBAR.
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described by the Monte Carlo . This indicates that the cracks and dead cells etc. are well 
described in the Monte Carlo . The discrepancy between data and Monte Carlo in the fraction 
of selected sub-tracks, on the other hand is a clear indication that the Monte Carlo fails to 
describe the detailed properties of a track. This fact was already visible when looking at the 
marginal losses (see figure 6.8).
The product of the up- and down-fractions of selected events (see figure 6.9a,d) are mul­
tiplied to give the up-down efficiency, i.e. the efficiency of detecting a full selected track (see 
figure 6.10). The data efficiency is determined versus the measured momentum at MBAR 
without deconvolution, since deconvoluting the up-down distributions turned out to be un­
stable. To overcome the problem of the momentum resolution the efficiency is assumed to 
be constant above 300 GeV. To prevent adding additional fluctuations to the spectrum the
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the spectrum at mbar gets multiplied by.
Figure 6.10: The result o f the up-down method for the 10° zenith bin.
efficiencies are fitted with a third order polynomial from 30 to 300 GeV, as shown on fig­
ure 6.10a. The bins below 30 GeV are left unchanged by the fit. The uncertainty in the fit is 
used as an estimator of the systematic error. Figure 6.10b shows the up-down efficiency for 
Monte Carlo divided by the one for data. This correction is applied bin by bin according to 
figure 6.10b. For high momenta it results in an about 25% increase of the spectrum.
6.1.4 Propagation to the surface
The propagation to the surface of the observed spectrum at MBAR is done by the D’Agostini 
deconvolution method (see section 6.1.2). The change in momentum can be seen as an offset 
plus a smearing, where the offset is the most likely energy loss and the smearing is due to 
the stochastic part of the energy loss. As was discussed earlier, the most likely energy loss 
C (0/) is applied on an event by event basis in order to obtain an almost diagonal convolution 
matrix. Similar to what was done for the momentum convolution (see equation (6.5)), the 
molasse convolution can thus be written as:
n ( p f ™ , 0 ) = £  P  ( # ' ” , 0  | p ‘„, 0j) ■ n (p‘„, 0j) (6.9)
k
where the convolution matrix P  can be determined directly by Monte Carlo . It is very unfor­
tunate that the Monte Carlo program used in the production, which is used for this analysis*, 
contains an error in the GEANT description of the overburden. A 4 m thick cylindrical vol­
ume above the detector was simulated as if it was filled with air, whereas it should have been
* The version number is 404 and the production is known by the letter “h”.
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filled w ith m olasse. For m uons passing through this volum e the estim ated energy loss is on 
average about 2 G eV  too sm all which, for the steeply falling spectrum , causes serious shifts 
at low energies. The com plexity o f the set-up does not allow for a sim ple correction, so an 
additional M onte Carlo production was initiated to overcom e this problem . A part from  cor­
recting the G E A N T description, a few  changes to the program  were m ade to speed up the 
process:
•  Only m uons are tracked.
•  M uons are only tracked until they reach MBAR, i.e. neither detector sim ulation nor 
reconstruction are perform ed.
•  The 48 surface m om entum  bins betw een 5 and 1.2 TeV are equally filled. For m om enta 
above 1.2 TeV the energy loss is assum ed to be constant. W ithin each bin the events 
are generated as: ^  = p ~ 3.
•  The events are generated hom ogeneously vs cos 0 and ^.
•  The events are generated uniform ly over a horizontal surface at the detector, and then 
linearly transported to the surface w here the tracking starts. The generator surface 
is only 6.5 x  12.5 m 2, since only reconstructed double tracks pass the selection (see 
section 4.2)*.
In total m ore than 3 ■ 109 events w ere generated. The conditional probability from  equa­
tion (6.9) is obtained by:
P  (p f" “  I Ps, e* ) = £  P . (p f'" e I p ‘, . 0k. *l. x±, Zx) ■ P 2 (xx, Zx | p ‘, 0*, *l) (6.10)
l ,x±, z±
where (xx ,z x ) is the projection o f the intercept o f the track w ith the LEP3 volum e down 
on y = 0. The first probability P . is determ ined w ith this new M onte Carlo and the second 
probability  P 2 w ith the official M onte Carlo. P 2 includes the selection requirem ent, in order 
to obtain the correct sam pling.
N otice that the conditional probability does not include the absorption o f m uons in the 
m olasse, w hich w ill be treated as part o f the acceptance (see section 6.1.5). Figure 6.11 
shows the convolution m atrix for the 10° bin w ith and w ithout the m om entum  offset. It is 
clear that a m ore diagonal m atrix  is obtained, w hich m eans that the m ajority  o f the effect o f 
the m olasse is rem oved. This stabilizes the deconvolution procedure.
6.1.5 The detector acceptance
The detector acceptance, including known hardw are problem s, the losses due to the m olasse 
etc., is calculated using M onte Carlo . From  equation (6.4) it follows that the acceptance can
• The official Monte Carlo production was used to check that less than 0.2% of the selected events are caused 
by events generated outside of the 6.5 x 12.5 m2 surface.
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Figure 6.11: The conditional probability with and without the momentum offset C (0k) for 
the 10° bin. The momentum offset succeeds in creating a much more diagonal matrix.
be estimated by:
Amc (pS, 0j) = 2n
Nqcc (pï,Qj,§) 
Ngen {pï,Qj>§)
Sx (0) d (cos (0)) (6.11)
cos(0y)
Assuming that the Monte Carlo program correctly samples the phase space, the number of 
accepted Monte Carlo events, Nacc, over the number of generated events, Ngen, could directly 
be used as an estimator of the probability of accepting an event. The Monte Carlo generator 
LßCgen (Hebbeker & Korn 1998) is generating events according to a parametrization of 
CORSIKA (Heck & Knapp 2001, Heck et al. 1998), thus providing the best a priory estimate 
of p from equation (6.4). But with the bug in the molasse description used by the Monte 
Carlo program (see page 100) this approach must be modified. The probability of detecting 
a muon (%) is split in two, and the integral over ^ is made explicit:
N
Amc (p\s 0j
l=i
■ P 2 (p?,0j^l) ■p (ps,0j) / SX (0) d cos 0 (6.12)
cos(0y)
where P . is the probability of a muon reaching the MBAR volume, and P 2 is the probability 
of detecting a muon knowing that it has reached the MBAR volume. Figure A.1 on page 131 
shows the ^ binning with respect to the shafts. P . is estimated with the additional Monte 
Carlo by:
n mbar (p s» 0j» ^l)
P i (p ? ,M l)
Ngen (p ? ,M l)
(6.13)
3
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Figure 6.12: The probality o f reaching MBAR (P 1) and the probability (P2) o f accepting an 
event knowing that i t hi t MBAR as a functi on o f the surface momentum. Both probabili ti es 
are shown for the 1Œzenith bin and azimuth bin 15 (see figure A.1).
0
where NMbar is the number of muons which reached MBAR out of the Ngen muons, which were 
generated. By using the additional Monte Carlo to estimate this probability, the perpendicular 
generator surface becomes equal to the one of the additional Monte Carlo (S^ _), which in turn 
is given by the 6.5 x 12.5 m2 surface multiplied by cos 0.
P 2 is estimated from the official Monte Carlo production, since the additional Monte 
Carlo did not include detector simulation. To join the two different Monte Carlo generators 
it is necessary to constrain the official one to the smaller generator surface of the additional 
Monte Carlo production:
Ngen (p f trUe ,0>j,b)
(6.14)
MBAR.St
where Nacc is the number of events which passed the selection criteria out of the Ngen, which 
were generated on the 6.5 x 12.5 m2 surface and had a MBAR hit. Due to the molasse bug 
the ratio of accepted over generated events can only be measured as function of p d-true, and 
is thus deconvoluted with the correct molasse response to obtain the probability as a function 
of p s.
Figure 6.12 shows the two constituent probabilities P i and P 2 for one particular azimuth 
bin. As expected* the probability of reaching MBAR is about 92% for high energy muons. 
Below about 20 GeV the energy loss in the molasse prevents the muons from penetrating. 
The probability of detecting a muon, knowing that it reached MBAR, also decreases rapidly at 
lower energies. This can be understood by the fact that the selection requires, that the angle
* Muons are generated to a distance of 6.5 m in z, whereas the chambers only are 6 m long.
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Figure 6.13: The acceptance for the 1 0 zenith bin versus azimuth for the 30 GeV and 
100 GeV surface momentum bins seperately.
00
with respect to the wire plane of all six segments must be less than 25°. At lower energies 
the bending power of the magnet is too strong for this requirement to be satisfied in all six 
segments. At higher energies one would expect this probability to be constant, but in fact a 
small decrease is seen. The origin of this decrease is not well understood. Overall P 2 is low 
(only about 2%), this is a result of the strong event selection (see section 4.2 and table 4.2). 
In addition it is interesting to notice the difference in the acceptance between and . 
This has the same origin as the difference which was seen in figure 6.8, i.e. the different 
sampling of the detector by the two charges. The symmetry of the detector is broken by 
the dead cells (see figure 5.3). The acceptance determined from the “ideal” Monte Carlo is 
the same for two charges. The ideal Monte Carlo (see section 3.2.3) does not kill the dead 
cells and thus uses a symmetric detector. Some insight into the origin of the large difference 
between the acceptance of and , is provided when studying its azimuth dependence (see 
the discussion of figure 6.13 below).
In section 5.1.2 the measurement of the scintillator efficiencies was described. Two sets 
of efficiencies were presented. One which is used in the Monte Carlo, and one which is 
applicable within this analysis. The ratio of these two is applied as an event weight to the 
accepted events which enter in P 2.
In figure 6.13 the acceptance is shown versus azimuth for a low and medium energy bin. 
It is remarkable how different the acceptance is for the different azimuth bins. It clearly 
shows one of the difficulties of using a detector designed for accelerator physics, for the 
measurement of cosmic rays. Furthermore, a large difference in acceptance between the 
two charges is observed at low energy, whereas at 100 GeV this difference is substantially 
reduced. The two peaks in the acceptance (at 1 and at 4 radians) correspond to the barrel part
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Figure 6.14: The acceptance for the 10° zenith bin versus the surface momentum. The fitted 
fourth order polynomial is also shown.
of the detector and the valleys in between are due to the doors, which are insensitive since 
the forward-backward chambers are not used. The difference between the height of the two 
peaks can be understood when looking at figure 5.3. The bad cells in MM of octant 2 MASTER 
essentially prohibits the measurement of a triplet when the muon originate from the right, but 
has only little effect on the measurement of muons originating from the left. The difference 
of the height of the peaks for the two charges at low energy is caused by the bending of the 
trajectories in the magnetic field. The main access shaft is located between 2 and 3 radians, 
which means that the majority of that effect is hidden by the doors.
Figure 6.14 shows the resulting acceptance for the 10°zenith bin. To avoid introducing 
fluctuations in the spectrum, the acceptance is fitted with a fourth order polynomial. The 
rapid decrease in acceptance at lower energies can not be described by the chosen function, 
so the distribution is only fitted from 30 GeV onward. The uncertainty in the fit is used as an 
estimator of the systematic error of the acceptance. It is interesting to note that only above 
200 GeV the acceptance becomes the same for the two charges. Once again it is the dead cells 
which break the symmetry of the detector, which for low energy muons result in a different 
acceptance for the two charges.
6.1.6 Constant corrections
After the acceptance has been applied the spectrum is corrected for the momentum bin width 
and the total live-time. Table A.1 in appendix A shows the momentum range of the relevant 
momentum bins. The measured cosmic ray induced muon spectrum and charge ratio is shown 
in section 6.3 after the discussion of the systematic uncertainties.
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6.2 Systematic errors
The uncertainties associated with a measurement are conventionally separated in the statisti­
cal and the systematic errors. Before starting the detailed description of the systematic error 
analysis, a short description of the error propagation will be given.
In a counting experiment like this, the covariance matrix of the statistical error on the 
measured distribution n(pfobs ,0j) is a diagonal matrix containing the Poisson variance. Fig­
ure 6.3 shows schematically how the measured spectrum is transformed into the flux at the 
surface. For each correction, apart from the two deconvolutions, the distribution after the 
correction (Y) is given by the one before (X) scaled by the correction (C). In these cases the 
covariance matrix transforms as follows:
Yi = Ci ■ Xi
V(Y)ij = Ci ■ Cj ■ V(X)ij (6.15)
The uncertainty on the correction is considered as a systematic error and is added to the 
diagonal of the covariance matrix containing the systematic errors. It thus transforms as:
V(Y)j  = Ci ■ Cj ■ V(X)j  + djViOi  ■ Xj  (6.16)
The transformation due to a deconvolution is the same for both covariance matrices. To first 
order it is given by:
V(Y)=  M ■ V(X)- M T, (6.17)
where M  is the convolution matrix, e.g. P (pfobs | p d,’true). The two deconvolution steps thus 
give rise to correlations between the bins. Table A.2 in appendix A contains the covariance 
matrix for the statistical uncertainty of the flux presented in figure 6.23a. At the end of the 
discussion of the systematic errors the full covariance matrix will be presented along with the 
correlation coefficients.
The effects causing potential systematic errors to the measurement are grouped in the 
following three categories:
• the ones which only affect the normalisation of the flux;
• the ones which affect the measured points differently, and thus may affect the shape;
• finally the uncertainty on the momentum scale.
The first two categories will be quoted as uncertainties on the flux. Below the different 
ingredients of the analysis will be discussed separately, followed by a summary. For each 
error the effect on the spectrum and charge ratio will be discussed.
6.2.1 Event selection
To estimate how accurate the selection efficiencies are known, the cut positions are varied 
wherever possible. It is, for instance, not possible to change the P-triplet requirement. The
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momentum resolution of a P-doublet is so poor compared to that of a P-triplet, that a mean­
ingful comparison is impossible. The four cut variations described below are all used to 
estimate a normalization error:
Local ^ cut: The local ^ cut is changed from 25° to 24° and 26°. The RMS of these three 
spectra is used as an estimator of the systematic uncertainty of this cut. It yields a 
negligible effect on both the spectrum and charge ratio. At first glance it would seem 
that the local ^ cut would have the same effect on the two charges. But the symmetry 
of the detector is broken both by the Lorentz angle of the drift lines in the cells and by 
the dead cells. Thus it is not a priori possible to exclude the effect of the local ^ cut on 
the charge ratio. But as the result shows the effect is indeed small.
Coincidence gate: The scintillator coincidence gate is changed from 7ns to 15ns. This re­
sults in an uncertainty of 0.1% on the normalization of the spectrum. The response of 
the scintillators is assumed to be the same for the two charges, thus this cut variation 
does not yield an uncertainty in the charge ratio.
Scintillator matching: The matching requirement of the scintillator matching is changed 
from 2a to 0a, i.e. the track must have an intercept within the boundaries of the cas­
sette. This results in an uncertainty of 0.4% on the normalization of the spectrum, and 
results in an uncertainty of 1.0% on the average charge ratio. In spite of the name, 
this cut is mainly sensitive to the track quality rather than the scintillator response. It 
is thus not possible to a priori exclude the effect on the charge ratio.
Track quality: The cut on the number of Z-layers, P hits and circle fit %2/dof are all removed 
simultaneously. This results in an uncertainty of 0.5% in the normalization of the 
spectrum, and an uncertainty of 0.5% in the charge ratio.
For energies below 20 GeV the change of the coincidence gate and the scintillator matching 
requirement causes a momentum dependent increase in the uncertainty, but above 20 GeV 
the uncertainty is constant.
6.2.2 Scintillator efficiency
The systematic error from the measurement of the scintillator efficiencies (Unger 2002) are 
propagated as a normalisation uncertainty on the flux measurement. This amounts to 0.5%. 
The scintillator efficiency does not have any effect on the charge ratio.
6.2.3 Matching efficiencies
The systematic error on the measured matching efficiencies (see section 6.1.1) is estimated 
by the uncertainty on the fit, which is used to describe the efficiencies (see figure 6.4). In 
addition 2% of the inefficiency of the track matching is added as a systematic uncertainty 
(see page 91). Figure 6.15 shows the estimated uncertainty. The matching efficiencies are 
measured independently of the charge, and thus do not directly affect the charge ratio.
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Figure 6.15: The estimated systematic error on the matching efficiencies. The data uncer­
tainty is plotted versus the measured momentum at MBAR and the Monte Carlo is plotted 
versus the true momentum at MBAR.
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6.2.4 Deconvolution
The complexity of the deconvolution algorithm requires special care when estimating the 
systematic uncertainties. This importance of the deconvolution in this analysis is emphasized 
by the requirement to measure the flux to the highest possible energies. Below the most 
important ingredients of the algorithm are studied individually.
Convolution matrix
The effect of the uncertainty in the measurement of the momentum resolution function (see 
section 5.5.2), and thus on the conditional probability P (p f obs\p‘j 'true), is estimated by mov­
ing the fitted parameters by ± 1a along the axis of the error ellipsoid. This in practice means 
finding the eigenvalues and eigenvectors of the covariance matrix*. For each of the 11 eigen­
values the parameters of the function are moved by plus and minus the square root of the 
eigenvalue along the direction given by the eigenvector. In cases where an eigenvalue is neg­
ative, the parameter with the largest component of the eigenvector is moved by the square root 
of the diagonal element of the covariance matrix, the other parameters are left unchanged. 
In total 22 different convolution matrices are determined, giving rise to 22 different spectra. 
The uncertainty is estimated as the RMS of these spectra with respect to the spectrum using 
the nominal convolution matrix. The result can be seen in figure 6.16. As expected from the 
shape of the convolution matrix (see figure 6.5), the effect of varying the fit parameter only 
really affects the spectrum above 500 GeV.
* This was done with the NAGlib routine F02FAF.
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Figure 6.16: The estimated uncertainty due to the convolution matrix and the prior used in 
the D ’Agostini algorithm. The uncertainties are plotted versus the surface momentum.
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A dip in the uncertainty for both the spectrum and charge ratio is observed at about 
500 GeV. Above 500 GeV the deconvolution algorithm must move a large fraction of the 
events to lower bins (see figure 6.6d) primarily the bins above 100 GeV. When elements of 
the algorithm are altered the fraction of high energy events, which are moved down changes, 
resulting in a change in the number of events added to the bins above 100 GeV. 500 GeV 
turns out to represent the boundary between these two effects, resulting in a stable point and 
thus a dip in the estimated uncertainty.
Prior
The potential bias introduced by the initial guess of the probability distribution P (pd.’true), is 
studied by altering the spectral index of the prior. The prior is normally obtained by fitting the 
function from (Hebbeker & Timmermans 2002) to the measured distribution. The result of 
this fit is substituted by a power law beyond 100 GeV. 11 such priors are tried with spectral 
indices varying from -4 to -2. A spectral index of -4 clearly is too steep at 100 GeV and 
an index of -2 is not steep enough. The RMS of these 11 spectra is used as an estimator 
of the systematic uncertainty introduced by the prior. The result can be seen in figure 6.16. 
At 1 TeV the uncertainty amount to about 2%, which clearly shows the robustness of the 
algorithm.
Stop condition
The effect of the stop condition is studied by moving the %2 cut up and down by a factor 10.
As expected from figure 6.6 the stop condition only has a marginal effect on the resulting
spectrum and charge ratio.
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Figure 6.17: The measured flux and charge ratio for all nine combinations o f misalignment. 
The RMS of all nine sign combinations is used as an estimator o f the systematic uncer­
tainty.
6.2.5 The alignment
In section 5.5.1 the uncertainty in the alignment perpendicular to the wire plane of MM with 
respect to MI and MO was assumed to be 30 ^m. A recent measurement (Unger 2002) in­
dicates that this uncertainty could be as large as 50 ^m. A misalignment can take place in 
both the upper and lower octant of a track. To study the influence of such a misalignment on 
the flux and charge ratio measurement the analysis is performed on 8 raw spectra where the 
measured sagitta has been altered by ±50 ^m. The combinations with opposite signs in the 
two octants are only marginally influenced due to the weighed average. Figure 6.17a,b show 
the measured flux and charge ratio for all nine misalignment combinations. The devastating 
effect on the charge ratio at high energies is clearly visible, this uncertainty ultimately limits 
the momentum range within which the charge ratio can be measured. The RMS, with respect 
to the default, is used as the estimator of the systematic uncertainty in the flux and charge 
ratio due to the potential alignment error (see figure 6.17c). The effect on the flux is less 
dramatic, but it nevertheless is a significant contribution to the uncertainty at high energies.
6.2.6 The up-down method
The up-down method can be seen as a way of correcting the Monte Carlo acceptance in order 
to obtain the acceptance of the detector. The accuracy of the method can be estimated by 
comparing the acceptance of two different detector simulations, one with and one without 
the killing of bad cells, known as real and ideal Monte Carlo simulation respectively. The 
equality which will be tested is thus:
A real _ &real / ,  .«•,
A------ “  P-----  ( }^  ideal i^deal
The implicit correction of the scintillator efficiency in the real Monte Carlo is removed to 
enable a comparison of the difference in chamber efficiency. Figure 6.18 shows the compar-
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Figure 6.18: The comparison between up-down efficiency for real and ideal Monte Carlo 
and the acceptances for the two Monte Carlo types.
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ison between the two ratios from equation (6.18). The comparison shows that the up-down 
correction is about 10% too large. Correlated looses in the real Monte Carlo could bei^deal
a cause of this difference. This is used as an estimator of the uncertainty on the correction 
used in the analysis (see figure 6.10), which results in a 2.5% normalization error on the flux. 
The about 3% difference in the discrepancy between the two charges corresponds to a 0.8% 
uncertainty in the charge ratio.
The uncertainty in the fit of the polynomial to the up-down efficiencies (see figure 6.10b) 
is used as an additional momentum dependent uncertainty, which is added to the covariance 
matrix containing the systematic errors before it is propagated to the surface. This corre­
sponds to an about 2% uncertainty on the flux.
6.2.7 The molasse
The uncertainty due to the molasse can be separated in two parts, one caused by the uncer­
tainty of the variation of overburden, and one due to the uncertainty of the total overburden. 
The latter is estimated by assuming a 1m uncertainty in the overburden, for vertical muons 
this corresponds to about 500 MeV uncertainty in the momentum. The molasse was thor­
oughly studied during the geophysical survey before the building of LEP, so the 1m uncer­
tainty is a conservative estimate. Variations are studied by comparing the flux in 20 different 
azimuth bins. For each momentum bin a %2 comparison between the 20 independent mea-
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Type
Uncertainty [%]
Flux Charge ratio
Atmospheric stability 2.5 -
Scintillator eff. 0.5 -
Scint. matching 0.4 1.0
Coincidence gate 0.1 -
Local <|) 0.0 0.0
Track quality 0.5 0.5
Up-down method 2.5 0.8
Total 3.7 1.4
Table 6.2: The individual and total uncertainty on the normalization o f the flux and the aver­
age charge ratio.
surements is made, which yield an estimate of the systematic error y  Vsyst {p% 0/) :
* (0 (P i'0 j)
%2 = V ^ --------- X---------- -,----- 1 (6.19)A 1 v(pi.ejh)+v,yst(p'i.ej) v '
Figure 6.19 shows the azimuth dependence of the flux for four low energy bins. The estimated 
uncertainty is indicated by the grey band. Figure 6.20a shows the momentum dependence of 
this systematic error. As expected, this uncertainty mainly affects low momentum muons. 
Above about 100 GeV the %2 from equation (6.19) is less than N  -  1, which means that no 
additional systematic uncertainty is needed. It is assumed that the imperfect description of 
the overburden has the same influence for the two charges and thus has no effect on the charge 
ratio.
6.2.8 The acceptance
The uncertainty from the fit to the measured acceptance (see figure 6.14) is used as the es­
timator of the systematic uncertainty of the acceptance. It is added to the diagonal of the 
covariance matrix. The estimated uncertainty can be seen in figure 6.20b.
6.2.9 The total systematic error
The uncertainties described in the sections above are added in quadrature. Table 6.2 shows 
the compilation of the uncertainties contributing to the normalization error. For the flux 
measurement the systematic uncertainty on the up-down correction dominates together with 
the uncertainty due the atmospheric variation during the data taking (see equation 4.1). This 
means that the normalization of the flux measurement is limited by the disagreement between 
data and Monte Carlo and by the variation in the atmospheric conditions. The uncertainty
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Figure 6.19: The azimuth dependent flux is shown for four momentum bins. The flux is 
plotted relative to the weighed average of the 20 azimuth bins. The grey band indicates 
the estimated systematic uncertainty due to the variation o f the overburden. The %2 for the 
last shown momentum bin is less than 19, so no additional uncertainty can be assigned.
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Figure 6.20: The systematic uncertainty due to the last two steps o f the analysis.
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Figure 6.21: The total uncertainty in the shape o f the spectrum and charge ratio shown along 
with the individual components. The components are added in quadrature one by one.
on the average charge ratio is all together smaller, and it is also dominated by two sources, 
namely the uncertainty on the up-down correction, and the scintillator matching.
Figure 6.21 shows the total uncertainty on the shape of the spectrum and charge ratio. The 
diagonal of the covariance matrix containing the statistical error is also shown. To enable the
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Figure 6.22: The correlation coefficients for the measured spectrum and charge ratio. To 
simplify the plots both the diagonal and upper half o f the matrices are suppressed.
judgment of the importance of the individual components, they have been added in quadrature 
one by one. The plots show the incremental error as they have been added together, starting 
with the diagonal of the propagated covariance matrix and ending with the uncertainty due 
to the variation of the overburden and the chamber alignment for the flux and charge ratio, 
respectively.
In appendix A the full covariance matrix for the flux measurement can be found in ta­
ble A.3 and for the charge ratio in table A.4. Figure 6.22 shows the correlation coefficients 
for the flux and charge ratio measurement. It is clear to see that the deconvolution of the mo­
mentum smearing introduces significant correlations between the bins at high energy. This 
effect is somewhat reduced by the addition of the systematic uncertainties to the diagonal 
of the propagated covariance matrix. For the charge ratio the large uncertainty due to the 
chamber alignment largely reduces the correlation coefficients.
6.3 The vertical flux
Figure 6.23 shows the measured flux of cosmic ray induced muons and the comparison with 
the world average from (Hebbeker & Timmermans 2002). Their quoted uncertainty in the 
shape is shown as a band around the function, while the uncertainty in the normalization is 
shown by a box at 100 GeV. The theoretical prediction from (Bugaev et al. 1998) is also 
shown along with the new calculation with the CORT code* (Fiorentini et al. 2001). It is a
* The CORT spectrum comes from a dedicated calculation, where the atmospheric pressure has been set to 
the average pressure of the runs used in this measurement.
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Figure 6.23: The measured vertical flux in the 10°zenith bin along with the total uncertainty 
(top). To enable seeing the details o f the measured spectrum it is conventionally multi­
plied by p 3 (bottom). The error bars indicate the uncertainty on the shape of the spectrum. 
The world average from (Hebbeker & Timmermans 2002) is shown for comparison along 
with the theoretical prediction from (Bugaev et al. 1998) and the CORT code (Fiorentini 
et al. 2001). A t1 0 0 G eV  the normalization error is shown for this work and for (Hebbeker 
& Timmermans 2002).
Zenith angle dependence 117
one-dimensional* model of the atmospheric shower, which uses the measured primary spec­
trum and composition as input (see section 1.4). The measured spectrum is multiplied by 
p 3 to enable one to see the structure of the spectrum (lower part of figure 6.23). The two 
deconvolution steps in the analysis prohibits applying p 3 as an event weight, thus the average 
momentum per bin must be determined. The spectrum from (Hebbeker & Timmermans 2002) 
is integrated numerically to obtain the average momentum per bin. When looking at the flux 
multiplied by p 3 it seems like a nice and slowly varying distribution, but when looking at the 
flux itself one realizes that a distribution has been measured over four orders of magnitude.
The normalization of the measured flux deviates by about 1.5a from that of the world 
average from (Hebbeker & Timmermans 2002) and at higher energies the measured spectrum 
is significantly steeper. Since the world average at higher energies is dominated by a single 
measurement (Rastin 1984), this disagreement is caused by the disagreement between this 
measurement and the measurement by the Nottingham group. The prediction by the CORT 
code on the other hand follows the measured distribution very well above 100 GeV. Below 
100 GeV the shape of the measured distribution disagrees with both the world average and the 
prediction by the CORT code. This trend is also present when the measurement is extended 
to larger zenith angles. This fact is troublesome, the world average from (Hebbeker & Tim­
mermans 2002) contains many good measurements at low energies. A possible explanation 
could be that the Lß+Cosmics surface momentum is too high. To explain this discrepancy 
a difference of 1 GeV is needed. This is twice the 500 MeV uncertainty estimated for the 
momentum scale. The momentum measurement in the detector was verified with the Z/y ^  
events (see section 5.6) to a precision of 0.1 GeV. This leaves the total overburden, 
which thus would have to be overestimated by 2 m (equivalently its density would have to be 
overestimated by 7%).
Figure 6.24 shows the measured charge ratio in the 10° zenith angle bin, along with the 
world average from (Hebbeker & Timmermans 2002) and the prediction from the CORT 
code (Fiorentini et al. 2001). The measured charge ratio is in good agreement with the world 
average, whereas the prediction from CORT is significantly higher. The increase in the charge 
ratio as a function of momentum predicted by CORT, can not be excluded.
6.4 Zenith angle dependence
The measurement of both the flux and charge ratio is extended to larger zenith angles. The 
distribution of the number of selected events for both data and Monte Carlo is shown in 
figure 6.25a for the 100 GeV bin along with the normalized ratio of the two. The distribution 
shows several peaks of which only the one at cos 0 = 0.92 has a simple explanation. It is 
caused by the overlap in acceptance between the vertical octant and the side octants. The 
giocai cut of 25° compared to the 22.5° zenith angle of the edge of the vertical octant allows 
for this small overlap. The slow drop of events below cos 0 = 0.6 can be understood when 
looking at the geometry of the scintillator plane on top of the magnet. The drop is not sharp
* One-dimensional in the sense that all secondaries are assumed to follow the direction of the primary 
particle.
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Figure 6.24: The charge ratio for the 10°zenith bin. The error bars indicate the uncertainty 
on the shape o f the charge rati o, while the box at 100 GeV indi cate the uncertainty on 
the average. The charge ratio obtained by (Hebbeker & Timmermans 2002) is shown for 
comparison along with the prediction by the CORT code (Fiorentini et al. 2001).
since the cosmic muons do not have to pass through the center of the detector. The analysis 
is only performed for the bins above cos 0 = 0.59. At the top of the upper plot the large ticks 
indicate the boundaries between the 20 bins in cos 0, see table A.1 on page 132 for the exact 
boundaries.
In general the Monte Carlo describes the data distribution rather well, which leads one 
to believe that the shape of the distribution is due to complicated geometry of the set-up *. 
However, discrepancies from 10% to 20% can be seen when looking at the normalized ratio 
of the two. This seems like a reasonable agreement, but it is important to keep in mind that 
the disagreement is largely reduced by the very large difference in the tightness of the circle 
fit X2/dof cut applied for data and Monte Carlo (see figure 4.7).
The analysis is performed for each zenith bin individually, identically to the previously 
described analysis of the vertical flux and charge ratio (see section 6.1). Most of the effi­
ciencies etc. vary only little between the 10° bin and the zenith bins, so they will not be 
shown. However, both the acceptance and the up-down correction have large variations. Fig­
ure 6.25b shows the zenith angle dependence of the acceptance and the up-down correction 
for both charges. The shape of the acceptance distribution follows the distribution of the
• This work 
....  CORT 2002
B  Hebbeker Timmermans 2002
* This clearly shows the main disadvantage of using a detector to measure cosmic muons, which was de­
signed to measure muons origination from its center.
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Figure 6.25: The zenith angle dependence o f the number o f selected events at 100 GeV for 
data and Monte Carlo . The big ticks at the top o f the upper plot o f (a) show the bin 
boundaries o f the zenith bins. The zenith dependence o f the up-down correction and 
acceptance are also shown for the 100 GeV bin.
Type Zenith bin
7 8 9 10 11 12 13 14 15 16 17 18 19 20
Atmos, stability 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5
Scintillator eff. 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Scint. matching 0.0 0.1 0.0 0.0 0.3 0.4 0.1 0.4 0.1 0.1 0.2 0.2 0.2 0.3
Coincidence gate 0.3 0.4 0.3 0.4 0.9 1.2 2.0 1.1 1.6 1.4 1.7 1.4 0.9 0.3
Local <|> 0.2 0.3 0.2 0.2 0.4 0.7 1.6 0.4 0.8 1.1 0.9 3.2 0.6 0.3
Track quality 0.6 0.4 0.2 0.5 0.5 0.8 1.1 0.7 1.1 0.8 1.3 0.5 1.1 0.8
Up-down method 2.8 1.8 3.3 10.1 11.6 7.1 7.5 8.7 6.9 1.1 1.9 2.2 9.4 3.8
Total 3.9 3.2 4.2 10.5 12.0 7.7 8.4 9.2 7.7 3.5 3.9 5.0 9.9 4.7
Table 6.3: The relative systematic uncertainty on the normalisation o f the spectrum as a 
function o f the zenith angle, quoted in %.
number of selected Monte Carlo events, as expected. The shape of the up-down correction 
nicely follows the normalized ratio of the number of selected Monte Carlo and data events. 
Here again the problem around cos 0 = 0.7 is clearly visible (see figure 4.7).
The systematic error analysis is also performed in the same manner as for the vertical flux 
and charge ratio (see section 6.2). In table 6.3 the individual components of the uncertainty 
on the normalization of the flux is shown along with the total. Table 6.4 shows the zenith 
dependence of the uncertainty on the average charge ratio. The variation of the uncertainty 
due to the scintillator system varies only little for the different zenith bins, it is explicitly 
assumed to be identical for all bins. The uncertainty due to the ^local is negligible except for
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Type Zenith bin
7 8 9 10 11 12 13 14 15 16 17 18 19 20
Scint. matching 0.0 0.1 0.0 0.0 0.4 0.2 0.0 0.6 0.0 0.1 0.1 0.3 0.7 0.2
Local <|> 0.2 0.5 0.1 0.1 0.2 0.8 2.4 1.1 0.8 0.8 1.1 2.9 1.0 0.3
Track quality 0.2 0.3 0.3 0.2 0.4 0.6 0.5 0.2 0.4 0.7 0.7 0.7 0.7 0.6
Up-down method 0.6 0.8 0.6 2.1 1.9 0.3 0.4 0.3 1.3 0.1 0.2 0.1 1.3 0.1
Total 0.7 1.0 0.8 2.2 2.0 1.1 2.6 1.3 1.6 1.1 1.4 3.1 1.9 0.7
Table 6.4: The systematic uncertainty on the average charge ratio as a function of the zenith
angle, quoted in %.
bin 18, which exactly corresponds to the bin with the overlap between the vertical and side 
octants, and thus a bin which primarily contains events with very large ^ local angles*. For 
this bin the ^local cut constitutes the dominant uncertainty for both the flux and the charge 
ratio. For the uncertainty on the charge ratio the ^ local cut constitutes a significant but still low 
contribution for almost all zenith bins. The estimated uncertainty on the total overburden is 
as for the vertical spectrum Thus about 500 MeV for the vertical bin and about 830 MeV 
for the lowest zenith bin, bin 7 (see table A.1).
The uncertainty due to the cut on the track quality varies only little with the zenith angle. 
It contributes modestly to the uncertainty on the flux, but contributes significantly to the 
uncertainty on the average charge ratio for almost all zenith bins. The uncertainty due to 
the up-down method dominates the uncertainty on the flux especially in the region around 
cos 0 = 0.7. As was the case for the vertical flux, this indirectly means that the measurement 
is limited by the disagreement between data and Monte Carlo . The uncertainty due to the 
atmospheric conditions play a secondary role for almost all zenith bins, since the uncertainty 
on the up-down correction is so large. When comparing the zenith angle dependence of the 
flux it is important to keep in mind that this error is completely correlated for all bins.
The plots on the following pages show the result of the analysis of the flux and charge 
ratio for the 14 zenith bins. Figures 6.27 and 6.28 show the measured spectrum multiplied 
by p 3 along with the prediction of the CORT code. The minimal momentum for which the 
flux and charge ratio are presented is defined as the most likely energy loss in the molasse 
(see figure 6.2) with an addition of 25 GeV. This is to make sure that edge effects do not play 
an important role. Figures 6.29 and 6.30 show the momentum dependence of the measured 
charge ratio along with the prediction of the CORT code. The zenith angle dependence of 
the flux and charge ratio for four momentum bins can be seen in figure 6.31 and figure 6.32, 
respectively. The normalization uncertainty is, apart from the atmospheric conditions, un­
correlated between the different zenith bins. It must thus be included when comparing the 
measured and predicted zenith angle dependences.
In general a reasonable agreement between the measurement and the CORT prediction is 
observed. For the low energy bins the uncertainty on the flux can be seen to be significantly 
larger for zenith bin 12 to 17, which is due to the main shaft. Figure 6.26 shows the azimuth 
dependence of the flux for zenith bin 15, as an example of this problem.
* Since cell-map as well as the inverse cell map have a problem for segments with a large ^iocai angle it was 
to be expected that the flux measurement would be less accurate for the bin.
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Figure 6.26: The azim uth dependent flux ofzenith bin 15 is shown for fourmomentum bins.
The flux is plotted relative to the weighed average o f  the 20 azimuth bins. The grey band
indicates the estimated systematic uncertainty due to the variation o f  the overburden.
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Figure 6.27: The momentum spectrum for the lowest 7 zenith bins (see table A. 1). The nor­
malization uncertainty is indicated by a rectangle at 100 GeV. The result o f  the dedicated
calculation by the CORT code (Fiorentini et al. 2001) is also shown.
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Figure 6.28: The momentum spectrum for the highest 7 zenith bins (see table A. 1). The nor­
malization uncertainty is indicated by a rectangle at 100 GeV. The result o f  the dedicated
calculation by the CORT code (Fiorentini et al. 2001) is also shown.
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Figure 6.29: The muon charge ratio for the lowest 7 zenith bins (see table A.1). The uncer­
tainty on the average charge ratio is indicated by a rectangle at 100 GeV. The result o f
the dedicated calculation by the CORT code (Fiorentini et al. 2001) is also shown.
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Figure 6.30: The muon charge ratio for the highest 7 zenith bins (see table A. 1). The uncer­
tainty on the average charge ratio is indicated by a rectangle at 100 GeV. The result o f
the dedicated calculation by the CORT code (Fiorentini et al. 2001)is also shown.
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Figure 6.31: The zenith dependence of the muon flux for four momentum bins. The uncer­
tainty on the normalization as well as the total uncertainty is indicated. The normalization 
error is indicated here for each point since the points are uncorrelated, however, it is im­
portant to notice that the uncertainty on the normalization is the same across the four 
plots. The result o f the dedicated calculation by the CORT code (Fiorentini et al. 2001) 
is also shown.
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Figure 6.32: The zenith dependence of the muon charge ratio for four momentum bins. The 
uncertainty on the normalization as well as the total uncertainty is indicated. The normal­
ization error is indicated here for each point since the points are uncorrelated, however, it 
is important to notice that the uncertainty on the normalization is the same across the four 
plots. The result o f the dedicated calculation by the CORT code (Fiorentini et al. 2001) 
is also shown.

Conclusions
The thesis presents a new measurement of the muon flux at sea level, as a function of mo­
mentum and zenith angle, in the range 40 < p  < 1000 GeV and 0.6 < cos 0 < 1.0. It improves 
on previous studies both by increased statistics and as far as studies of potential sources of 
systematic uncertainties are concerned. The result improves on the current world average by 
about a factor of two in absolute normalization accuracy; knowledge of the spectrum shape 
is improved a great deal between 100 GeV and 1000 GeV. In this range, the spectrum and 
angular distribution agree rather well with recent predictions based on high accuracy primary 
spectra and elaborate models of the atmospheric cascade they cause. This agreement con­
cerns both the normalization and the shape of the distributions. With the improvement in 
accuracy, a systematic disagreement with previous measurements, especially at high ener­
gies, is observed.
At low energies, uncertainties in the amount and density of the experiments overburden 
preclude a firm conclusion on the observed differences to both the world average and cascade 
calculations.
The good agreement with theory at high energies is reassuring since it shows that cur­
rent models of cosmic ray interactions with the atmosphere, in an energy range not too far 
above the range of reliable accelerator data and in the unexplored kinematical region of the 
far-forward direction, can describe air showers with an accuracy of a few percent. Future 
measurements of high energy hadronic processes at the LHC as well as future measurements 
of the primary flux in the multi-TeV region will allow to further sharpen these conclusions.

Appendix A 
Covariance matrices
42m  i 29.5m
Figure A.1: Schematic view o f the detector (the shaded area in the middle) in the cavern 
surrounded by the three access shafts. The LEP tunnel runs along the dashed line. Both 
the LEP tunnel and the by-pass tunnel is omitted from this drawing, since they are o f no 
relevance to the experiment. The direction of north is indicated along the lines showing 
the boundaries o f the azimuth bins. The bin numbering is also indicated.
132 Appendix A. Covariance matrices
Bin number Momentum range [GeV ]
30 31.6- 35.5
31 35.5- 39.8
32 39.8- 44.7
33 44.7- 50.1
34 50.1- 56.2
35 56.2- 63.1
36 63.1- 70.8
37 70.8- 79.4
38 79.4- 89.1
39 89.1- 100.0
40 100.0- 112.2
41 112.2- 125.9
42 125.9- 141.3
43 141.3- 158.5
44 158.5- 177.8
45 177.8- 199.5
46 199.5- 223.9
47 223.9- 251.2
48 251.2- 281.8
49 281.8- 316.2
50 316.2- 354.8
51 354.8- 398.1
52 398.1- 446.7
53 446.7- 501.2
54 501.2- 562.3
55 562.3- 631.0
56 631.0- 707.9
57 707.9- 794.3
58 794.3- 891.3
59 891.3-1000.0
Bin number Zenith angle range [degree]
1 66.4-64.5
2 64.5-62.6
3 62.6-60.7
4 60.7-58.7
5 58.7-56.6
6 56.6-54.5
7 54.5-52.4
8 52.4-50.2
9 50.2-47.9
10 47.9-45.6
11 45.6-43.1
12 43.1-40.5
13 40.5-37.8
14 37.8-34.9
15 34.9-31.8
16 31.8-28.4
17 28.4-24.5
18 24.5-19.9
19 19.9-14.1
20
oÖ1
(a) Momentum bins (b) Zenith angle bins
Table A.1: The range of the relevant momentum and zenith angle bins.
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Summary
This thesis presents a measurement of the cosmic ray induced muon spectrum and charge 
ratio in the energy range from about 40 GeV to 1 TeV. The measurement is performed with 
the L3 +Cosmics detector at CERN, Geneva, on a sample of events from the 1999 data taking. 
This measurement makes use of the about 200 m2 of scintillators and dedicated DAQ added 
to the L3  detector during 1998 and the early spring of 1999.
The accurate measurement of the muon flux and charge ratio is interesting on its own in 
light of the large discrepancies between previous measurements. Furthermore, the close con­
nection between the muon and muon neutrino fluxes makes this measurement an important 
input for the atmospheric cascade models similar to those used in the analysis which lead to 
the discovery of neutrino oscillations. Precise knowledge of the muon neutrino flux is also of 
big importance for the planned neutrino telescopes. For these experiments the atmospheric 
neutrinos constitute both an important calibration source and the dominant background. The 
cascade models also play an important role in the interpretation of the data in the so-called 
knee region of the cosmic ray spectrum, the origin of which is still being debated.
The precise measurement of muons with energies up to 1 TeV requires a large experi­
mental live-time and acceptance. To achieve this goal the muon chambers of the L3  detector 
were equipped with additional readout electronics, and a scintillator detector is placed on the 
magnet. Chapter 2 contains a thorough description of the additional hardware and software, 
as well as the relevant features of the muon chamber system.
Preceding the actual measurement of the muon flux and charge ratio the performance of 
the experimental set-up is studied. The efficiency of the scintillators is found to be about 
90% for the tight selection used in the analysis presented here, and about 97% when allow­
ing a wider coincidence gate between the measured times from the two PMTs recording the 
signal from the same module. The efficiency of the muon chamber system was also studied. 
Excluding cells with problems, the efficiency in the bending and non-bending direction are 
found to be about 98% and 95%, respectively. The trigger efficiency is found to be better than 
99.9%. In addition to the efficiencies of the detector elements, the flux normalization also de­
pends on an accurate determination of the experimental live-time. The integrated live-time of 
the data is found to have been determined with an uncertainty less than 0.05%. For the shape 
of the momentum spectrum, the momentum resolution is of great importance. The resolution 
function is studied in detail, among others to allow for the deconvolution of the measured 
spectrum. The asymptotic resolution of the sagitta measurement of high energy muons is 
found to be about 160 ^m while the width of the narrow Gaussian containing about 70% of 
the data is found to be about 120 ^m. Furthermore, this study allowed for the measurement
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of the time resolution of the scintillator system, which is found to be 2.0±0.1 ns, in good 
agreement with the design value of 1.8 ns. The resolution is confirmed by the measurement 
of LEP induced Z/y ^  M+M- events. More importantly these events provide a check of the 
absolute momentum scale of the detector. The mean momentum is found to be correct with 
a precision of about 100 MeV.
The analysis of the muon momentum spectrum and charge ratio is performed in bins of 
the zenith angle. The vertical flux is measured within a half opening angle of 10°. Potential 
sources of systematic uncertainties are studied in detail. The normalization of the vertical 
flux is determined with an uncertainty of 3.7%, while the average vertical charge ratio is 
determined with an uncertainty of only 1.4%. The uncertainty on the shape of the flux is 
dominated by the uncertainty on the variation of the overburden below 100 GeV, resulting 
in a uncertainty of about 3%. Above 100 GeV, where the overburden is less important, the 
uncertainty on the shape drops to about 1%, slowly rising to about 8% at 1 TeV. This is mainly 
due to the uncertainty in the chamber alignment. The shape of the charge ratio is at low 
energies determined up to about 2%. This uncertainty rapidly rises to about 13% at 300 GeV 
due to uncertainties in the chamber alignment. The uncertainty on the absolute overburden 
results in a 500 MeV uncertainty on the momentum scale. The measured spectrum above 
100 GeV is in good agreement with the prediction from CORT, but disagrees with the world 
average both in normalization and shape. Below 100 GeV the measured flux is larger than 
both the CORT prediction and the world average. This could be due to an overestimate of the 
overburden. The measured charge ratio is in good agreement with the world average, while 
the prediction from CORT is systematically higher. The obtained accuracy is not high enough 
to observe the small variation of the charge ratio with momentum predicted by CORT.
The zenith angle dependence of the flux and charge ratio is presented in 14 bins in cos 0 
from vertical down to about 53°. The estimated uncertainty on the flux varies substantially, 
due to the very different sampling of the detector in different bins. It ranges from about 3% 
to about 12%. The estimated uncertainty on the average charge ratio only varies between
0.7% and 3%. CORT describes well the measured zenith angle dependence of both the flux 
and the charge ratio.
Samenvatting
Dit proefschrift beschrijft een meting aan de door kosmische straling ontstane muonen. Het 
energiespectrum tussen 40 GeV en 1 TeV en de verhouding tussen positief en negatief gela­
den muonen wordt besproken. De analyse is gedaan op data genomen door het L3 +Cosmics 
experiment in Geneve in 1999. Er is gebruik gemaakt van de 200 m 2 scintillator en onafhan­
kelijk DAQ systeem die toegevoegd zijn aan de L3  detector gedurende 1998 en het begin van 
1999.
Gezien de grote verschillen in de resultaten van voorgaande experimenten, is een nauw­
keurige meting van de muon flux en ladingsverhouding op zichzelf interessant. Deze meting 
is, gezien de samenhang tussen de muon- en de muon neutrinoflux, een belangrijk gegeven 
voor de modellen die de deeltjeslawine door de atmosfeer beschrijven. Vergelijkbare model­
len zijn gebruikt bij de analyse die geleid heeft tot de ontdekking van neutrino-oscillaties. 
Nauwkeurige kennis van de muon neutrino flux is ook van belang voor de geplande neutrino 
telescopen. Voor deze experimenten vormen de atmosferische neutrino’s zowel een domi­
nante achtergrond, als een methode om de detector te kalibreren. Bovengenoemde modellen 
spelen ook een belangrijke rol bij de interpretatie van de data in het zogenaamde knie-gebied 
van het energie-spectrum van kosmische straling. Over de herkomst hiervan wordt nog steeds 
gedebatteerd.
De precieze meting van muonen met energieen tot 1 TeV vereist een lange experimentele 
levensduur, en een grote acceptantie. Om dit doel te bereiken is de muon detector van L3  uit­
gerust met een extra uitleessysteem, en is er een scintillator detector op de magneet geplaatst. 
Hoofdstuk 2 bevat een gedetailleerde beschrijving van de toegevoegde hardware en software. 
De relevante eigenschappen van de muon detector worden hier ook besproken.
Alvorens de meetresultaten te beschrijven, wordt eerst ingegaan op de kwaliteit van de 
experimentele opstelling. Uitgaande van de strenge selectie die in deze analyse is gebruikt, 
is de efficientie van de scintillatoren ongeveer 90%. Indien het vereiste coïncidentie interval 
tussen de tijdsmetingen van twee PMTs uitgebreid wordt, is de efficientie ongeveer 97%.
De efficieïntie van de muon detector is ook bestudeerd. Na uitsluiting van cellen met pro­
blemen zijn de efficieïnties in de krommende en niet-krommende richting respectievelijk 98% 
en 95%. De efficientie van de trigger is beter dan 99%. De normalisatie van de flux hangt, 
naast van de efficieïntie van de detector, ook af van een nauwkeurige bepaling van de expe­
rimentele levensduur. Voor de periode waarin de bestudeerde data is genomen is dit bepaald 
met een onzekerheid van minder dan 0.05%. Voor de vorm van het energiespectrum is de re­
solutie van de impuls erg belangrijk. Deze resolutie is in detail bestudeerd, onder andere om 
het gemeten spectrum te kunnen de-convolueren. Asymptotisch is de resolutie van de sagitta
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voor hoog energetische muonen 160 Mm, terwijl de breedte van de smalle Gaussische verde­
ling, die ongeveer 70% van de data bevat, ongeveer 120 Mm is. Deze studie maakt ook een 
meting van de tijdsresolutie van het scintillator-systeem mogelijk, deze blijkt 2.0±0.1 ns te 
zijn, wat goed overeenkomt met de ontwerpwaarde van 1.8 ns. De resolutie is bevestigd door 
de meting van Z/y ^  M+M- gebeurtenissen geproduceerd door LEP. Belangrijker is dat deze 
meting het toelaat de absolute impulsschaal van de detector te controleren. De gemiddelde 
impuls blijkt correct te zijn met een precisie van ongeveer 100 MeV.
De analyse van het muon energiespectrum en de ladingsverhouding is uitgevoerd als func­
tie van zenit. De verticale flux is gemeten binnen een halve openingshoek van 10°. Mogelijke 
bronnen van systematische onzekerheden zijn in detail bestudeerd. De normalisatie van de 
verticale flux is vastgesteld met een onzekerheid van 3.7%, de gemiddelde verticale ladings- 
verhouding is bepaald met een onzekerheid van slechts 1.4%. De onnauwkeurigheid op de 
vorm van de flux wordt beneden de 100 GeV bepaald door de onzekerheid op de variatie 
van de dikte van de laag grond boven de detector, wat resulteert in een onzekerheid van on­
geveer 3%. Boven de 100 GeV daalt de onzekerheid op de vorm tot ongeveer 1%, waarna 
dit langzaam stijgt tot 8% bij 1 TeV. Dit is voornamelijk te wijten aan de onzekerheid in de 
bepaling van de exacte locaties van de muonkamers. De vorm van de ladingsverhouding is 
bij lage energieen bepaald tot op 2%. Deze onzekerheid gaat snel omhoog tot ongeveer 13% 
bij 300 GeV door de onzekerheid in de plaatsbepaling van de muonkamers. De onzekerheid 
in de gemiddelde dikte van de laag grond boven de detector geeft een 500 MeV onzekerheid 
op de impuls. Het gemeten spectrum boven de 100 GeV is in goede overeenstemming met 
de voorspelling van CORT, maar komt, zowel in vorm en normalisatie, niet overeen met een 
compilatie van alle gepubliceerde data. Onder de 100 GeV is de gemeten flux groter dan zo­
wel de voorspelling van CORT als de compilatie van data. Een mogelijke oorzaak hiervoor is 
een overschatting van de hoeveelheid grond boven de detector. De gemeten ladingsverhou- 
ding komt goed overeen met de compilatie, terwijl de voorspelling van CORT systematisch 
hoger ligt. De verkregen nauwkeurigheid is niet genoeg om de kleine variatie als functie van 
impuls, zoals beschreven door CORT, waar te nemen.
De zenit afhankelijkheid van de flux en ladingsverhouding is gepresenteerd in 14 delen 
in cos 0, van verticaal tot een hoek van ongeveer 53°. De geschatte onzekerheid op de flux 
varieert substantieel doordat verschillende gedeelten van de detector belangrijk zijn in de 
verschillende zenit-delen. De onzekerheid varieert tussen 3% en 12%. De geschatte onzeker­
heid in de gemiddelde ladingsverhouding varieert tussen de 0.7 en 3%. CORT beschrijft de 
gemeten zenit-afhankelijkheid van zowel de flux als de ladingsverhouding goed.
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