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We propose a Chern insulator in a two-dimensional electron system with Dresselhaus spin-orbit
coupling, ferromagnetism, and spin-dependent effective mass. The analytically-obtained topolog-
ical phase diagrams show the topological phase transitions induced by tuning the magnetization
orientation with the Chern number varying between 1, 0,−1. The magnetization orientation tuning
shown here is a more practical way of triggering the topological phase transitions than manipulating
the exchange coupling that is no longer tunable after the fabrication of the system. The analytic
results are confirmed by the band structure and transport calculations, showing the feasibility of this
theoretical proposal. With the advanced and mature semiconductor engineering today, this Chern
insulator is very possible to be experimentally realized and also promising to topological spintronics.
I. INTRODUCTION
The quantum Hall effect (QHE) can be observed in
two-dimensional electron systems with a strong perpen-
dicular magnetic field which breaks the time-reversal
symmetry (TRS). Reseachers also proposed the QHE
without a magnetic field in which the TRS breaking is
alternatively achieved by magnetic materials. It is the so-
called quantum anomalous Hall (QAH) effect, also known
as Chern insulators. QAH systems have been intensively
studied for their fruitful physics and promising applica-
tions in future technology [1–12]. They attract the atten-
tion of researchers because of the topologically nontrivial
chiral edge states in the absence of external magnetic
field, which is important to the development of next-
generation electronic devices. QAH states in proximity
to superconductors, the chiral topological superconduc-
tors [13–19], also attract great attention because of the
realization of Majorana fermions [20]. The first model of
a QAH system is constructed by F. D. M. Haldane in the
honeycomb lattice in 1988 [1]. A magnetic topological in-
sulator (TI) was theoretically predicted to be a possible
QAH system [3] and was later experimentally confirmed
in a magnetic TI thin film [4, 5].
In this paper, we propose to realize a Chern insulator
in a two-dimensional electron system (2DES) embedded
in the interface of a semiconductor heterostructure which
is manufactured by growing a zinc-blende ferromagnetic
(FM) semiconductor, such as (In,Fe)As [21, 22], on an-
other zinc-blende nonmagnetic semiconductor, as shown
in Fig. 1(a). Because the Dresselhaus spin-orbit coupling
(SOC) [23] is proved to be present in semiconductors with
the zinc-blende crystal structure [24], a 2DES formed by
such a semiconductor heterostructure also has the Dres-
selhaus SOC. Besides, by properly orienting the lower
nonmagnetic semiconductor and controlling the growing
direction of the upper magnetic one such that their in-
dividual [001] directions are all aligned to the z direc-
tion shown in Fig. 1(a), the 2DES system embedded in
the interface has a normal vector in the [001] direction.
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FIG. 1. (a) The 2DES is embedded in the interface of the
FM semiconductor/nonmagnetic semiconductor heterostruc-
ture. Actually, the 2DES only has a narrow size in the z
direction, but it has been specially enlarged for clearness. (b)
θ is the polar angle and φ is the azimuthal angle. Generically
mˆ = (sin θ cosφ, sin θ sinφ, cos θ).
Thus, the Dresselhaus [001] SOC is present in the 2DES.
Furthermore, by the proximity effect of the FM semicon-
ductor, the 2DES has an exchange coupling to it. So the
required TRS breaking in this QAH system is achieved
by the FM ordering in the FM semiconductor.
In addition to the Dresselhaus [001] SOC and the
exchange coupling to the FM semiconductor, there is
still another physical phenomenon required to be consid-
ered in this 2DES, the so-called spin-dependent effective
mass. It could be easily and literally understood that
spin-up and spin-down electrons have different effective
masses. This effect has been experimentally verified in
2DESs [25, 26]. In the 2DES of this paper, the spin-
polarization in the FM semiconductor permeating into
the 2DES through the proximity effect makes spin-up
and spin-down electrons have different effective masses
[27] such that the effect of spin-dependent effective mass,
intrinsically present in a nonmagnetic 2DES [25], can be
more salient in our ferromagnetic 2DES. Because mass is
nothing but inertia, different effective masses will make
spin-up and spin-down electrons have different kinetic
hoppings.
Combining the Dresselhaus [001] SOC, exchange cou-
pling, and spin-dependent effective mass, it will be shown
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2that such a 2DES is a Chern insulator which shows
the QAH effect. Meanwhile, inspired by recent spin-
tronic research [28, 29], the topological phase transitions
will be induced by tuning the magnetization orientation
[Fig. 1(b)], which is more practical than traditionally ma-
nipulating the exchange coupling strength which is no
longer a tunable parameter after the fabrication of the
system.
II. MODEL AND TOPOLOGICAL INVARIANT
From Sec. I, the Hamiltonian should include the terms
derived from the Dresselhaus [001] SOC, exchange cou-
pling to the FM semiconductor, and the kinetic hop-
pings with the effect of spin-dependent effective mass.
The Dresselhaus [001] Hamiltonian is (β/~)(pxσx−pyσy)
[24, 30] in which β is the Dresselhaus coupling con-
stant. Now we do the substitution px → −i~ ∂/∂x and
py → −i~ ∂/∂y in HDψ(x, y) and use the finite difference
method to discretize the 2DES into a square lattice with
the lattice constant a. Under this case,
pxψ(x, y) ≈ (−i~/2a)[ψ(x+ a, y)− ψ(x− a, y)]
pyψ(x, y) ≈ (−i~/2a)[ψ(x, y + a)− ψ(x, y − a)] (1)
so the real-space tight-binding Dresselhaus [001] Hamil-
tonian with the nearest-neighbor hopping can be easily
read out as follows
HD =
∑
i
c†i+x(−
i
2
tDσx)ci + c
†
i+y(
i
2
tDσy)ci + h.c. ,(2)
where ci = (ci↑ ci↓)T and tD = β/a. c
†
iσ and ciσ are
creation and annihilation operators of an electron with
spin σ =↑, ↓ on the ith site of the square lattice. i + x
and i+y denote the nearest-neighbor sites in the +x and
+y directions relative to the ith site, respectively.
In the 2DES discretized as a square lattice, the kinetic
Hamiltonian originally is
HK =
∑
i
c†i+x(
t
2
I)ci + c
†
i+y(
t
2
I)ci + h.c. , (3)
where t is the kinetic hopping and I is a two-by-two
identity matrix whose diagonal elements represent the
kinetic hoppings of spin-up and spin-down electrons, re-
spectively. However, as mentioned in the Sec. I, spin-up
and spin-down electrons have different kinetic hoppings,
so the hopping term tI should be modified as follows:
tI→
(
t+ t′ 0
0 t− t′
)
= tI+ t′σz, (4)
in which t′ represents the hopping energy splitting be-
tween spin-up and spin-down electrons. Thus, the kinetic
Hamiltonian should be
HK =
1
2
∑
i
c†i+x(tI+ t
′σz)ci + c
†
i+y(tI+ t
′σz)ci
+h.c. (5)
Along with the Zeeman term derived from the exchange
coupling to the FM semiconductor
HZ = c
†
i (∆mˆ · σ)ci (6)
where ∆ is the exchange coupling strength, mˆ =
(sin θ cosφ, sin θ sinφ, cos θ), and σ = (σx, σy, σz), the to-
tal real-space tight-binding Hamiltonian is
H = HD +HK +HZ . (7)
The band structure calculation can be performed by do-
ing the Fourier transform to this Hamiltonian along the
direction with the periodic boundary condition. The re-
sults will be shown in the Sec. III.
So far, we have successfully constructed the Hamilto-
nian of this 2DES. In order to discuss the topological
properties of this system, we do the Fourier transform of
Eq. (7) into the k-space
H =
∑
k
∑
α,β=↑↓
c†kαHαβ(k)ckβ , (8)
where
H(k) =−tD sin kxσx + tD sin kyσy
+t(cos kx + cos ky)I+ t
′(cos kx + cos ky)σz
+∆mˆ · σ. (9)
c†kα and ckα are creation and annihilation operators of
an electron with momentum k and spin α.
WithH(k), we can investigate the topological property
of this system by calculating the topological invariant-
Chern number [31]
C =
1
4pi
∫
BZ
dkxdky dˆ · ( ∂dˆ
∂kx
× ∂dˆ
∂ky
), (10)
where dˆ is the unit vector of d(k) by which H(k) can be
written as H(k) = d(k) · σ. This integration is defined
in the first Brillouin zone (BZ) with kx and ky ranging
from -pi to pi. In addition, if the system is half filled, the
quantized Hall conductance can be expressed through the
Chern number [31, 32]
σxy =
e2
h
C , (11)
where e is the charge of an electron and h is the Planck
constant. It is straightforward to find that only the co-
efficients of σx, σy, and σz in Eq. (9) can affect the
topological property. That is to say, we can throw
t(cos kx + cos ky)I away without changing the topology.
Besides, t′ is renamed as t for convenience in notation.
So the H(k) becomes
H(k) =−tD sin kxσx + tD sin kyσy + t(cos kx + cos ky)σz
+∆mˆ · σ. (12)
The same procedure is also applied to HK . Back to the
discussion of Chern number, the expression in Eq. (10)
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FIG. 2. Sphere S2 formed by the sweep of d(k). Starting
from the ellipse O2 at k
0
y = −pi, many ellipses of Eq. (14) can
be sequentially traced out along the direction of the curved
arrowhead. Viewed from the −dy direction, the parameter
kx is evolving clockwise on each ellipse at each given value of
ky = k
0
y. Besides, ky is evolving to the +dy direction when
it is within [−pi/2, pi/2]; otherwise, ky is evolving to the −dy
direction. With the identification of the kˆx and kˆy directions
on S2, the normal vector is defined by kˆx × kˆy (pointing to
the outer side of S2).
has a direct geometrical interpretation and dˆ(k) totally
determines the topological property of this system. The
function dˆ(k) represents a mapping from the momen-
tum space (BZ) to the sphere S2 in d-space, as shown in
Fig. 2. This mapping can be denoted as dˆ(k) : T 2 → S2,
where BZ ∈ T 2 (torus) in topology [33]. ( ∂dˆ∂kx × ∂dˆ∂ky )
in the integrand of Eq. (10) is nothing but the Jacobian
of the mapping from BZ to d-space. dˆ · ( ∂dˆ∂kx × ∂dˆ∂ky )
along with dkxdky is therefore an infinitesimal solid an-
gle in d-space mapped from an infinitesimal area dkxdky
in the momentum space (BZ). From this geometrical in-
terpretation, we can know that the integration divided by
4pi is exactly how many times the vector dˆ(k) can wind
around the origin as kx and ky run through the whole
BZ. Therefore, the Chern number, an integration in two-
dimensional BZ, is just the winding number of the vector
dˆ(k) in three-dimensional d-space. The geometrical anal-
ysis of the Chern number expression is not superfluous
but important for appreciating the topological property
of this system. As we will see, the topological phase tran-
sitions can be identified by the evolution of the sphere S2
with respect to a certain degree of freedom such as θ.
In the next section, we will discuss how the vector d(k)
behaves as kx and ky run through the whole BZ. The
topological property of this system depends on if the d-
space origin is enclosed in the sphere S2 traced out by
the sweep of the vector d(k). This system is topologically
nontrivial or trivial if the origin is or is not enclosed. Con-
sequently, a very significant part of our work is to iden-
tify the critical state between the trivial and nontrivial
phases, where the d-space origin is on the boundary of
the sphere S2.
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FIG. 3. (a) It shows how every point in the BZ is gone
through. For a specific value of ky = k
0
y, the line segment
kx ∈ [−pi, pi] in the BZ maps to a closed elliptical trajectory
in d space as Eq. (14). (b) These two tangent ellipses corre-
spond to k0y = −pi, 0. Actually, they are just O2 and O1 in
Fig. 2 viewed from the +dy-direction. The topological prop-
erty of this system is determined by the position of the origin
(red dot) relative to these two ellipses: C = 1 or −1 if the
origin is in O1 or O2. (Note: (b) is not drawn according to
the ratios of parameters.)
III. TOPOLOGICAL PHASE TRANSITIONS
For the simplification of the following calculation, we
assume φ to be zero such that mˆ lies on the x− z plane.
So the components of d(k) extracted from Eq. (12) are
dx = −tD sin kx + ∆ sin θ,
dy = tD sin ky,
dz = t(cos kx + cos ky) + ∆ cos θ. (13)
Now we are discussing how the sphere S2 would be
formed by the sweep of d(k) as kx and ky run through
the whole BZ [Fig. 3(a)]. For a specific value of ky =
k0y ∈ [−pi, pi], an elliptical trajectory in d-space is traced
out on the plane of dy = tD sin k
0
y with kx varying as
a parameter from −pi to pi. The equation of an ellipse
corresponding to a value of ky = k
0
y is
(dz −∆ cos θ − t cos k0y)2
t2
+
(dx −∆ sin θ)2
t2D
= 1 (14)
Other ellipses can be formed under other specific values
of k0y, as shown in Fig. 2. After every point in the BZ
is gone through, a collection of ellipses would be formed
with their centers located on the ellipse{
dy = tD sin k
0
y
dz = ∆ cos θ + t cos k
0
y
(15)
, which is on the plane of dx = ∆ sin θ. In summary, S
2
is a collection of ellipses of Eq. (14) whose centers also
form an ellipse. By Eq. (15), it is readily to see that the
vector d(k) can only wrap the origin one time as we go
through the whole BZ. Therefore, the Chern number C
in Eq. (10) can only be 1, 0, or −1.
Because of φ being set to zero, S2 can only be shifted
normally to dy-direction when the magnetization is being
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FIG. 4. Phase diagrams and energy bands. Topological phase transitions can be induced by the tuning of magnetization
orientation mˆ = (sin θ, 0, cos θ) in (a). In this figure, t is set to be −0.5 eV and other quantities are represented as units of
|t|. (b) and (c) are phase diagrams of ∆ − θ and tD − θ where the alternations of Chern number show the topological phase
transitions in terms of θ (the tuning of mˆ). In (b) and (c), the green and blue regions represent topologically nontrivial phases
where C = 1 and C = −1, respectively. The white regions (C = 0) stand for the topologically trivial phases. (d), (e), and (f)
are energy bands of a strip which has an open boundary condition in the x-direction but a periodic boundary condition in the
y-direction and respectively correspond to three representative values of θ in (b) under the case that ∆ = |t|/2 and tD = 0.6|t|
(blue, red, and green dots on the black solid line in (b)). In the case of θ = 30◦ (blue dot), chiral edge states are shown in
(d) because of the topologically nontrivial phase with C = 1. In the case of θ = θc = 56.17
◦ (red dot), (e) corresponds to
a topological phase transition because the conduction band and valence band contact with each other. (f) is nothing but a
topologically trivial phase (normal insulator) with θ = 90◦ (green dot).
tuned. That is so say, one just has to focus on the in-
tersection of S2 with the dy = 0 plane and observe if the
origin is enclosed in S2. The intersection is two ellipses
corresponding to k0y = −pi, 0 (dy = 0) in Eq. (14):
(dz −∆ cos θ ± t)2
t2
+
(dx −∆ sin θ)2
t2D
= 1. (16)
Actually, they are just O2 and O1 in Fig. 2, whose centers
are (∆ cos θ − t,∆ sin θ) and (∆ cos θ + t,∆ sin θ) on the
dz-dx plane, respectively, as shown in Fig. 3(b). If the
origin is in O1 or O2, the Chern number C is equal to 1
or −1 because an infinite line from the origin in O1 to
the negative z direction or that from the origin in O2 to
the positive z direction will inevitably pierce the inner or
the outer surface of S2, respectively; otherwise, C is just
zero when the origin is not enclosed [34] (the definition of
surface orientation is presented in the caption of Fig. 2).
In the following, the mathematical requirements of
topological phase transitions will be derived in order to
obtain the phase diagrams. For the case of the origin in
O1 of Fig. 3(b), we have
(∆ cos θ − |t|)2
t2
+
(∆ sin θ)2
t2D
≤ 1, 0 < θ < pi
2
. (17)
For the case of the origin in O2 of Fig. 3(b), we have
(∆ cos θ + |t|)2
t2
+
(∆ sin θ)2
t2D
≤ 1, pi
2
< θ < pi. (18)
We expect to obtain the relation between tD and θ. After
doing some algebra we can get
tD ≥ ∆|t| sin θ√
∆ cos θ(2|t| −∆ cos θ) , 0 < θ <
pi
2
(19)
for the origin in O1 (C = 1) and
tD ≥ ∆|t| sin θ√−∆ cos θ(2|t|+ ∆ cos θ) , pi2 < θ < pi (20)
for the origin in O2 (C = −1). Please note that 2|t|
needs to be larger than ∆| cos θ| inside the square roots
of Eq. (19) and (20). Indeed, the requirement that
2|t| > ∆| cos θ| is necessary to be satisfied or the ori-
gin is impossible to be enclosed in O1 or O2 in Fig. 3(b).
From Eq. (19) and (20), we can respectively obtain the
green (C = 1) and blue (C = −1) regions of the phase
diagram that shows the relation between tD and θ, as
shown in Fig. 4(c). Topological phase transitions can be
induced by the tuning of magnetization orientation at a
certain value of tD. In this case, the origin can be made to
5move into or out of the sphere S2 shown in Fig. 2. This is
the topological mechanism to explain why the topological
phase transition can be induced by tuning the magneti-
zation orientation. Following the same procedure, the
relation between ∆ and θ can also be obtained starting
from Eq. (17) and (18):
∆ ≤ 2t
2
D|t| cos θ
t2D cos
2 θ + t2 sin2 θ
, 0 < θ <
pi
2
(21)
for the origin in O1 (C = 1) and
∆ ≤ −2t
2
D|t| cos θ
t2D cos
2 θ + t2 sin2 θ
,
pi
2
< θ < pi (22)
for the origin in O2 (C = −1). The phase diagram
Fig. 4(b) can also be obtained according to Eq. (21)
and (22) which correspond to the green region (C = 1)
and the blue region (C = −1), respectively. The process
of the topological phase transition induced by the magne-
tization orientation tuning is clearly presented from (d)
to (f) in Fig. 4, corresponding to the origin moving out
of the ellipse O1 shown in Fig. 3(b). In addition, accord-
ing to the bulk-edge correspondence [35], there should be
|C| chiral edge states on each edge. So it can be inferred
that 2|C| chiral edge states should be present in the band
structure of a strip in Fig. 4(d). Indeed, in the case of
C = 1 we have two chiral edge states in the band gap.
This result shows the reliability of our band structure
calculation and the analysis of the topological property.
IV. NUMERICAL RESULTS
In the previous section, we successfully obtained the
phase diagrams which show the topological phase tran-
sitions with respect to the magnetization orientation θ.
The band structure calculations also clearly demonstrate
the topological phase transition as predicted by our an-
alytic results. However, all the previous results don’t
include the consideration of a bias voltage which would
be very crucial in experiments. In this section, therefore,
we employ the numerical nonequilibrium Green functions
(NEGF) to investigate the transport properties of our
system in the linear-response regime [36]. In the Lan-
dauer setup, the sample (central region) is contacted by
the left lead and right lead, as shown in Fig. 5(a). Both
the sample and the leads are made up of the system hav-
ing been in discussion. Therefore, this Landauer setup
in our NEGF calculations is a just like the system used
to do the band structure calculations in the previous sec-
tion. But the only difference here is that we rotate our
system by pi/2 clockwise in order to match the conven-
tions of conductance or resistance that we are going to
discuss later.
In NEGF calculations, one can obtain the lesser Green
function G<(E) by using this widely-known formula [37]:
G<(E) = GR(E)Σ<(E)GA(E), (23)
where GR(E) is the retarded Green function, GA(E) is
[GR(E)]†, and Σ<(E) is the lesser self-energy. Numerical
calculation of the lesser Green function is a very standard
technique. One can see the Appendix for relevant infor-
mation. After knowing the numerical result of G<(E),
the physical observable can be obtained through the den-
sity matrix
ρˆ =
1
2pii
∫ EF+∆E/2
EF−∆E/2
G<(E)dE, (24)
where EF = −0.01|t| is the Fermi energy lying in the bulk
gap and ∆E = 1 × 10−3|t| is the potential energy drop
between two leads with applied bias. In Fig. 5(a), we
calculate the real-space local charge current flowing from
site m to its nearest neighbor site m′ with the definition
[38]
Jmm′ =
e
i~
[c†m′tm′mcm −H.c.], (25)
where tm′m is the 2 × 2 hopping matrix from m to m′
that can be found in the real-space Hamiltonian (7). One
can see that the systems with different magnetization ori-
entations corresponding to different Chern numbers ±1
can demonstrate opposite chirality. In addition, there
exists an unbalance of charge currents between two op-
posite edges due to the quantum anomalous Hall effect
that makes electrons move along the transverse direction.
In Fig. 5(b), we calculate the conductance as functions
of magnetization orientation θ at different sizes of the
sample W by this formula [36]
G =
e2
h
Tr(ΓLG
RΓRG
A), (26)
where ΓL,R is the level-broadening of the left and right
leads, and Tr(ΓLG
RΓRG
A) is the transmission probabil-
ity from the left to the right leads. For the definition
of level-broadening, one can see the Appendix. In this
calculation, the Fermi energy lies in the band gap, so the
contribution to the conductance completely comes from
the chiral edge states. With the increasing of the sample
size (diminishing of the size effect), the conductance G of
the case with W = 50 as a function of θ shows the same
behavior of topological phase transitions as the Chern
number in Fig. 5(c) extracted from the phase diagram
in Fig. 4(b). Therefore, the analytically-obtained phase
diagram in the previous section is consistent with the
calculation of conductance using NEGF. In addition, the
transmission is equal to |C|, conforming to the bulk-edge
correspondence [35].
However, the preceding numerical results are obtained
from the two-terminal setup, in which the Hall conduc-
tance or resistance can not be calculated. Therefore, we
add four more leads contacted to the upper and lower
edges of the original two-terminal setup, as shown in
Fig. 5(d). In this Hall-bar geometry, the voltage drops
6L R
L R
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
W=10
W=30
W=50
size
0 0.25 0.5 0.75 1
-1
-0.5
0
0.5
1
0 0.25 0.5 0.75 1
-1
-0.5
0
0.5
1
(a) (b)
(e)(d)(c)
e 
e 
✓ = 20 
✓ = 160 
y
x
W
1 6
54
32
d
FIG. 5. NEGF calculation results. This set of figures show the numerical results that confirm the analytic ones mentioned in
the previous section. In our calculations, parameters are set to be: t = −0.5 eV, ∆ = |t|/2, and tD = 0.6|t|, the same as the
setting of the black solid line in Fig. 4(b). In (a), the cases of θ = 20◦ and θ = 160◦ show opposite chirality, matching the
fact that they possess different Chern numbers as shown in Fig. 4(b). In (b), the case with W = 50 demonstrates the phase
transition points approximately at θ = 0.31pi and 0.69pi, almost the same as the Chern number in (c) extracted from Fig. 4(b).
(d) is a six-terminal Hall-bar setup with d = 17, in which we can calculate the σxy. (e) is the relation between σxy and θ. It
matches the Chern number in (c).
in the longitudinal and transverse directions can be ob-
tained from the Landauer-Bu¨ttiker formula [37]
Ii =
e2
h
∑
j
(TjiVi − TijVj), (27)
where Ii is the current flowing from the i
th lead into the
sample, Vi is the voltage on the i
th lead, and Tji is the
transmission from the ith to the jth leads. In our NEGF
calculation, we can obtain the transmissions Tji between
any two arbitrary leads with a voltage applied between
the first and sixth leads. Consequently, we can solve
Eq. (27) to get the voltage on each lead. The longitudinal
and transverse resistances are given by
ρxx =
V3 − V2
I
, ρyx =
V3 − V5
I
, (28)
where I is the current injected into the sample from the
first lead. Substitute ρxx and ρyx into the resistance-to-
conductance conversion relations given by
σxx =
ρxx
ρ2xx + ρ
2
yx
, σxy =
ρyx
ρ2xx + ρ
2
yx
, (29)
we can successfully obtain the σxy whose plateau fea-
ture is very crucial in identifying the topologically non-
trivial phases. Following the preceding procedure, we
employ the NEGF to obtain the Hall conductance σxy
as a function of magnetization orientation θ, as shown
in Fig. 5(e). One can easily observe that the numerical
result of σxy has a phase transition pattern nicely match-
ing the Chern number in Fig. 5(c) which comes from the
analytic result in the previous section. The proportion-
ality between them conforms to Eq. (11). Therefore, we
can also reach the consistency between the analytic re-
sults and transport calculations in the six-terminal Hall
bar setup, as what we have done in the standard two-
terminal case. For understanding the physical reason of
those two non-integer data points in Fig. 5(e), we also
study the cases with the width of the channel d equal to
16 and 18, compared to the case of d = 17 in the figure.
Our calculation shows that the non-integer points would
move toward or away from the zero plateau when d is
16 or 18, respectively. It evidently means that the non-
integer conductance originates from the finite-size effect.
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FIG. 6. The setting of the parameters is t = −0.5 eV, ∆ =
|t|/2, and tD = 0.6|t|. This is the phase diagram in the case
that θ and φ are both tunable degrees of freedom. The C = 1,
0, and −1 regions are characterized by white, red, and black,
respectively.
V. AZIMUTHAL DEGREE OF FREEDOM
So far, we successfully grasp the phase transition be-
havior of our QAH system in discussion. But remember
that the azimuthal angle φ of the magnetization orien-
tation has been set to zero for convenience in analysis,
as mentioned at the Sec. III. So we relax the degree of
freedom φ and numerically calculate the Chern number
given by Eq. (10). Fig. 6 is just the phase diagram show-
ing the distribution of the Chern number with respect to
θ and φ. In this phase diagram, topological phase tran-
sitions can be induced by tuning θ at an arbitrary value
of φ, not only limited to the case with φ = 0. The phase
boundary (between C = 1 and 0 or C = 0 and −1) shows
an oscillating behavior with respect to φ and its period-
icity is pi/2. More specifically, when φ is an odd multiple
of pi/4, the topological phase transition happens between
C = ±1, without C = 0. In another aspect, the topo-
logical phase transitions can also be induced by tuning φ
at some specific values of θ, if θ is located within the left
and right bounds of the red region (C = 0). That is to
say, if we can somehow make the magnetization precess
around the z-axis (e.g. microwave [39, 40]) with a proper
θ and a constant angular velocity, the topological phase
transitions can happen periodically. Such kind of time-
dependent dynamics in the topological Floquet system
[41, 42] is worth further investigation in the future.
VI. SUMMARY AND DISCUSSION
We realize a Chern insulator in a 2DES formed by
the FM semiconductor/nonmagnetic semiconductor het-
erostructure. The topological phase transitions in this
2DES system can be induced by tuning the magnetiza-
tion orientation mˆ which is more practical than tuning
the exchange coupling strength ∆. The analytic results
are highly consistent with the band structure and trans-
port calculations, confirming the validity of this theo-
retical proposal. Furthermore, 2DESs are very common
in today’s semiconductor engineering. Therefore, this
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FIG. 7. As a Rashba term is put into the Hamiltonian, the
topological behavior still remains the same, except some shifts
in phase transition points. The blue dashed line (tR = 0) is
just the case in Fig. 5(c).
Chern insulator is feasible to be experimentally realized
in a semiconductor heterostructure. However, we think
there are still some points worth being discussed. In the
following, the satisfaction of the constraint of topologi-
cal phase transitions, the presence of Rashba SOC, and
the possible spontaneous ferromagnetism will be shortly
discussed.
By Fig. 3, we can know that the topological phase tran-
sitions are controlled by the interplay between these four
parameters, tD, t, θ, and ∆. In the case of θ = pi/2, the
origin must be out of those two ellipses, resulting a topo-
logical trivial phase. Therefore, if the origin can be inside
O1 when θ = 0, allowed by the geometrical constraint of
2|t| > ∆, a topological phase transition will definitely
happen somewhere during the sweeping of mˆ between
θ = 0 and θ = pi/2. In experiments, one can adjust the
spin-dependent effective mass that determines t by ma-
nipulating the carrier density in the semiconductor het-
erostructure [27] for satisfying the constraint of 2|t| > ∆.
Regarding the parameter tD, if it is nonzero under the
aforementioned constraint, the topological phase transi-
tions are guaranteed to happen. Thus, with the tunable
t and nonzero tD, the topological phase transitions can
be induced in this 2DES.
In the transport analysis, the Fermi energy is lying in
the band gap such that this system is an insulator. In
real cases, however, the Fermi energy may not be lying
in the band gap when this system is fabricated. To deal
with this problem, one can apply a gate-voltage to tune
the Fermi energy into the band gap [4]. Nonetheless, the
Rashba SOC is unavoidably induced when a gate-voltage
is applied. In order to understand the effects of Rashba
SOC on the topological property, we calculate the Chern
number as a function of θ, identical to what has been
done in Fig. 5(c), in the presence of Rashba SOC. The
8Hamiltonian of Rashba SOC can be easily obtained by
replacing σx(σy) in HD of Eq. (2) with −σy(−σx). And
we use tR (same footing as tD) to denote the strength of
Rashba SOC. As shown in Fig. 7, the cases of nonzero tR
show the same behavior of topological phase transitions
as the case of zero tR, except some shifts in phase tran-
sition points. That is to say, the nontrivial topology is
still robust in the presence of Rashba SOC.
According to Ref. [43], there is spontaneous ferro-
magnetism caused by electron-electron interactions in a
2D system with Rashba SOC. Becuase the Rashba SOC
and Dresselhaus SOC can be rotated to each other, we
think the spontaneous ferromagnetism could also exist in
our Chern insulator. That is to say, the required ferro-
magnetism can be provided by electron-electron interac-
tions so that the FM zinc-blende semiconductor is pos-
sible to be replaced with a normal (non-magnetic) zinc-
blende semiconductor. Therefore, the fabrication of the
semiconductor heterostructure is more realizable. After
all, an FM semiconductor is not as common as a non-
magnetic semiconductor. This new setup is left as our
future work.
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Appendix: Nonequilibrium Green functions (NEGF)
This is a powerful tool to study the transport proper-
ties of electrons in nonequilibrium states, especially for a
system applied with a small bias voltage. The essence of
NEGF is to calculate the lesser Green function:
G<(E) = GR(E)Σ<(E)GA(E), (A.1)
where
GR(E) = [E −H −
∑
p
Σp(E − eVp)]−1. (A.2)
H is the Hamiltonian of Eq. (7), Σp and Vp are the self-
energy and voltage of the lead p.
The lesser self-energy is
Σ<(E) = i
∑
p
Γp(E)fp(E), (A.3)
where
Γp(E) = i[Σp(E − eVp)− Σ†p(E − eVp)] (A.4)
and fp(E) = f0(E − eVp) are the level broadening and
Fermi-Dirac distribution at zero-temperature of the lead
p, respectively. Note that eVL − eVR is simply the po-
tential energy drop ∆E in the upper and lower limits of
Eq. (24). For the calculation of level broadening, one can
find the calculation techniques described in Ref. [36].
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