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Actinide-containing complexes present formidable challenges for electronic structure methods due
to the large number of degenerate or quasi-degenerate electronic states arising from partially occu-
pied 5f and 6d shells. Conventional multi-reference methods can treat active spaces that are often
at the upper limit of what is required for a proper treatment of species with complex electronic
structures, leaving no room for verifying their suitability. In this work we address the issue of prop-
erly defining the active spaces in such calculations, and introduce a protocol to determine optimal
active spaces based on the use of the Density Matrix Renormalization Group algorithm and con-
cepts of quantum information theory. We apply the protocol to elucidate the electronic structure
and bonding mechanism of volatile plutonium oxides (PuO3 and PuO2(OH)2), species associated
with nuclear safety issues for which little is known about the electronic structure and energetics.
We show how, within a scalar relativistic framework, orbital-pair correlations can be used to guide
the definition of optimal active spaces which provide an accurate description of static/non-dynamic
electron correlation, as well as to analyse the chemical bonding beyond a simple orbital model.
From this bonding analysis we are able to show that the addition of oxo- or hydroxo-groups to the
plutonium dioxide species considerably changes the pi-bonding mechanism with respect to the bare
triatomics, resulting in bent structures with considerable multi-reference character.
I. INTRODUCTION
Plutonium oxides are ubiquitous in the nuclear indus-
try, either as components of nuclear fuels or of fission
products[1, 2]. Due to its extreme radio toxicity, the con-
sequences of an eventual release of plutonium to the envi-
ronment in the event of nuclear (such as in the Fukushima
Daiichi plant, where one reactor was loaded with mixed
uranium and plutonium oxide (MOX) fuels) or industrial
accidents (like a solvent fire in a facility performing the
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PUREX [3, 4] process for reprocessing of spent nuclear
fuel) would be severe.
In preparing for such eventualities it is essential to be
able to predict the most likely state of the metal, what
kind of chemical reactions can potentially occur, and the
effect of these in the dispersion of these species outside
the containment vessels etc. It is known, for instance,
that in the presence of steam and oxygen, plutonium is
released primarily as PuO3(g) and PuO2(OH)2(g), and
less probably as PuO2(g) [5], meaning that these could
be a potentially important source of radioactive aerosols
and transported over long distances.
The considerable difficulties in performing systematic
experiments with these materials mean that the reactiv-
ity of plutonium and other extremely radioactive species
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2is still not very well understood. Theoretical studies are
an alternative to experiments, though a reliable model-
ing of the electronic structures and chemical properties
of plutonium-containing complexes remains a challenge
for present-day quantum chemistry, as it requires treat-
ing static and dynamical correlation effects, relativistic
(scalar and spin-orbit coupling) effects and eventually the
influence of the species’ immediate surroundings, if pro-
cesses take place in solution or in the solid state.
Progresses in four-component or two-component ap-
proaches notwithstanding, a treatment of relativistic ef-
fects via one-component approaches remains computa-
tionally advantageous. [6, 7] As scalar relativistic effects
are nowadays relatively straightforward to treat, and
there are sufficiently accurate approaches to treat spin-
orbit interactions perturbatively [8], a remaining diffi-
culty is the large number of competing highly-correlated
electronic states resulting from distributing electrons
among the energetically close-lying 5f, 6d, and 7s atomic
orbitals, which requires a multi-reference treatment. In
addition, the so-called inner valence orbitals, 6s and 6p,
are highly polarizable and yield non-negligible contribu-
tion to the electron correlation energy. [9, 10] These pecu-
liarities in the electronic structure of actinide compounds
significantly increase the computational requirements as
the number of electrons that have to be considered in the
correlation treatment usually exceeds the current limit of
conventional multi-reference methods. [11, 12]
Several density functional theory (DFT) calculations
have been performed on plutonium complexes such as
oxides in the past. [9, 13–19] However, albeit DFT
is in principle capable of treating open-shell molecules
with multi-reference character, [20] it is known that
the currently available density functional approxima-
tions often perform poorly in such cases. [12, 21] It is
therefore preferable to employ from the outset multi-
reference approaches such as the Complete-Active-Space
Self-Consistent-Field (CASSCF) method and the Density
Matrix Renormalization Group (DMRG) algorithm [22–
31] in order to obtain a qualitatively correct zeroth-order
wave function for these systems.
An appealing feature of the DMRG algorithm in the
case of actinides and their potentially large number of
quasi-degenerate states is that it allows us to include
the full valence space of molecular orbitals in one single
calculation without restricting the configuration space.
Furthermore, when combined with concepts of quantum
information theory, DMRG allows us to quantify orbital
entanglement [32] and orbital-pair correlations [30, 33–
39] that enable us to gain a better understanding of elec-
tron correlation effects, [36, 40, 41] elucidate chemical
bonding in molecules, [37, 42–47] and detect changes in
the electronic wave function. [48–50] The suitability of
DMRG for helping to understand the electronic struc-
ture of actinides can be seen in a recent study of the
changes in the ground-state for the CUO molecule when
diluted in different noble gas matrices. [51]
The considerable body of work on actinyl species such
as PuO2+2 has allowed us to be confident in our under-
standing of their electronic structure and the nature of
the actinide–oxygen bond. [13, 17, 52–54] Using molecu-
lar orbital diagrams and accounting for point group sym-
metry, plutonium and oxygen can form σ and pi bonds
with doubly occupied orbitals up until the 3σu orbital.
With the 5f and 6d orbitals being in the primary va-
lence shell, actinides are able to form unique bonds and
interact with other compounds in ways that no other el-
ements are able to. [55–60] In plutonium dioxides, the 5f
and 6d orbitals of the plutonium center interact with the
valence orbitals on the oxygen atoms, with the exception
of four pairwise degenerate nonbonding orbitals: the dou-
bly degenerate δu, φu and δg orbitals. [55]. The bonding,
antibonding, nonbonding orbitals are represented in Fig-
ure 1. This information can also be applied to neutral
actinide dioxides, such as PuO2.[54]
However, the bonding mechanism of larger plutonium
oxides and oxyhydroxides, such as PuO3 or PuO2(OH)2,
is still largely unknown. For the former, its optimal ge-
ometry has been computed by Zaitsevskii et al. [61] using
scalar relativistic DFT calculations, without mentioning
the nature of the electronic ground state. In an earlier
work, Gao et al. predicted a 7B1 ground state, also using
scalar relativistic DFT calculations, [62] but given the
difficulties of DFT in treating the multi-reference char-
acter of a wave function, these findings must be cross-
checked.
Our primary objective in this work is therefore to inves-
tigate in detail the electronic structure of PuO2, PuO3,
and PuO2(OH)2 in a scalar relativistic framework and
to determine the most important valence orbitals that
should be included in the active space of currently avail-
able multi-reference methods, such as CASPT2 with a
posteriori spin-orbit coupling treatment, to ultimately
compute very accurate thermodynamic properties in a
forthcoming publication.
This work is organized as follows. Section II sum-
marizes the computational details. Numerical results,
including an orbital-pair correlation and entropy-based
bonding analysis, are presented in section III. Finally,
we conclude in section IV.
II. COMPUTATIONAL DETAILS
A. Basis set
All calculations used a relativistic effective core
pseudo potential (RECP) for the plutonium center
with the corresponding contracted basis set made of
(14s13p10d8f6g) → [6s6p5d4f3g]. [63–65] Oxygen and
hydrogen atoms are described by the aug-cc-pVTZ ba-
sis sets.[66, 67] The contraction schemes are as follows:
O:(11s6p3d2f)→ [5s4p3d2f], H:(6s3p2d)→ [4s3p2d].
3FIG. 1. Spin-free, bonding, antibonding, and nonbonding
orbitals of actinyl molecule.
(a) bent PuO2+
2
(b) PuO3 (c) PuO2(OH)2
FIG. 2. Spin-free structures of all investigated plutonium ox-
ides. The xyz coordinates of the DFT-optimized structures
are summarized in the ESI.
B. Geometry Optimization
Since the exact nature of the electronic ground-states
are not known for PuO3 and PuO2(OH)2, approximate
structures of PuO2, PuO
2+
2 , PuO3, and PuO2(OH)2 were
optimized using the GAUSSIAN09 software package to
explore the properties of these oxides. [68] The B3LYP
hybrid exchange-correlation functional [69] was used.
The structure of the bent PuO2+2 was obtained from the
optimized PuO3 by removing the distant oxygen. The
electronic structure of PuO2 was optimized for the quin-
tet Ag state, while the electronic structures of all other
molecules were optimized for the corresponding triplet
states of B2 and B symmetries, which were found to be
most stable for the PuO3 and PuO2(OH)2 molecules, re-
spectively. In the PuO2+2 and PuO2 molecules, the op-
timized bond lengths are 1.711 A˚ and 1.814 A˚ respec-
tively. The two bond distances are different from those
computed by La Macchia et al. due to the use of differ-
ent basis sets. [54] The xyz geometries of all molecules
are presented in Figure 2 and available in the ESI†.
C. CASSCF
All CASSCF [70, 71] calculations were performed using
the MOLPRO2012 [72, 73] software suite. For all plu-
tonyl molecules, i.e., PuO2+2 and PuO2, the active orbital
spaces consist of δu, φu, and pi
∗
u orbitals. Specifically, for
the linear and bent PuO2+2 molecules, the active space
comprises two electrons and six orbitals (CAS(2,6)SCF).
The quintet ground state of the PuO2 molecule is de-
scribed by distributing four electrons in six orbitals of the
active space (CAS(4,6)SCF). D2h point-group symme-
try was used for the linear PuO2+2 and PuO2 molecules.
The energetically lowest wave-functions are the two low-
est triplet states of B2g and B3g symmetries for PuO
2+
2 .
In the case of PuO2, the wave function is dominated by
one single determinant (δ
(1)
u ,δ
(1)
u , φ
(1)
u , φ
(1)
u ) and of Ag
symmetry with a significant configuration corresponding
to the contribution of (φ
(1)
u , φ
(1)
u , pi
∗(1)
u , pi
∗(1)
u ).
For both PuO3 and PuO2(OH)2, the active space con-
tains two electrons and four orbitals (CAS(2,4)SCF). C2v
point-group symmetry was imposed for the bent PuO2+2
and PuO3 molecules, while C2 point-group symmetry was
used for PuO2(OH)2. The associated triplet ground-state
wave functions are of symmetry B2 for PuO
2+
2 and PuO3,
and of B symmetry for PuO2(OH)2, respectively. The
CASSCF orbitals were visualized using the Jmol visual-
ization software [74] and are shown in each orbital-pair
correlation diagram below.
D. DMRG
The Budapest DMRG [75] program was used to per-
form the DMRG calculations. The natural orbitals ob-
tained from the CASSCF calculations as described in the
previous subsection were used as the orbital basis.
For all DMRG calculations, the CASSCF active or-
bital spaces were extended by including additional oc-
cupied and virtual orbitals. For the simplest molecules,
i.e., PuO2+2 and PuO2, the original CAS was extended
by adding to the δu, φu, and pi
∗
u orbitals all remaining
bonding and antibonding orbitals as well as the 6dδ and
7s ones, resulting in a total of 25 molecular orbitals as
well as 26 and 28 electrons, respectively. We will refer
to these extended active spaces as the full valence CAS
(FV-CAS). Furthermore, for bent PuO2+2 , 12 occupied
orbitals (5 in A1, 2 in B1, 4 in B2 and 1 in A2) and 8 ad-
ditional virtual orbitals (3 in A1, 2 in B1, 2 in B2, and 1
in A2) were added to the CASSCF active space, resulting
in DMRG(26,26). For PuO3, we included 16 occupied or-
bitals (7 in A1, 3 in B1, 5 in B2 and 1 in A2) and 6 virtual
orbitals (3 in A1, 2 in B1 and 1 in B2) with respect to
CASSCF, increasing it to DMRG(34,26). The CASSCF
active space of PuO2(OH)2 was extended by 20 occupied
orbitals (10 in A and 10 in B) and 11 virtual orbitals (6
in A and 5 in B), yielding DMRG(42,35). To facilitate
our notation, all above-mentioned DMRG active spaces
4will be indicated as FV-CAS.
For each molecule, we investigated a second active or-
bital space that was constructed by including only the
strongly correlated orbitals in the DMRG active space.
These strongly correlated orbitals were identified using
the orbital entanglement and correlation measures ob-
tained from DMRG calculations for the aforementioned
extended full-valence active orbital spaces (orbital-pair
correlation Ii|j > 0.01 as a selection threshold, vide in-
fra). If the size of the resulting correlation-based ac-
tive space was too big or if only one orbital was close
to the cut-off threshold (as in PuO3, bent PuO
2+
2 , and
PuO2(OH2)), we further increased our selection criterion
to a value of Ii|j ≈ 0.02 (vide infra), which results in
neglecting orbitals with only one major orbital-pair cor-
relation close to the threshold of Ii|j ≈ 0.01. Specifically
these are DMRG(14,16) for linear PuO2+2 (2 in Ag, 3 in
B3u, 3 in B2u, 3 in B1u, 2 in B2g, 2 in B3g, and 1 in
Au), DMRG(14,15) for bent PuO
2+
2 (4 in A1, 3 in B1, 5
in B2, and 3 in A2), DMRG(18,17) for PuO2 (1 in Ag, 4
in B3u, 4 in B2u, 3 in B1u, 2 in B2g, 2 in B3g, and 1 in
Au), DMRG(14,14) for PuO3 (4 in A1, 5 in B1, 4 in B2,
and 1 in A2), and finally DMRG(20,22) for PuO2(OH)2
(10 in A, 12 in B). In the following, we will abbreviate
those two DMRG active spaces as optCAS, indicating the
optimized DMRG active space determined by means of
orbital entanglement and correlation, and FV-CAS, re-
ferring to the largest DMRG active space as mentioned
in the previous paragraph.
To enhance convergence, we optimized the orbital or-
dering. [34] The initial guess was generated using the dy-
namically extended-active-space procedure (DEAS). [32]
For block states m > 512, we used the dynamic block
state selection (DBSS) approach [76, 77] and set the
quantum information loss χ = 10−5 and the minimum
number of block states mmin = 512, while the maximum
number was set to mmax = {1024, 2048}. All DMRG
calculations are summarized in the ESI.
E. Entanglement and correlation measures
In order to select the most important active space
orbitals for static/non-dynamic electron correlation, we
used concepts of quantum information theory to quantify
the entanglement and correlation of orbitals. Specifically,
the entanglement between one orbital and all remaining
orbitals is quantified by the single-orbital entropy. It
can be calculated from the von Neumann entropy of the
reduced density matrix of the orbital of interest, the so-
called one-orbital reduced density matrix. In contrast
to the N -particle reduced density matrix, which is de-
fined for a constant number of particles, the one-orbital
reduced density matrix is defined for a varying number
of particles and hence its dimension is equal to the di-
mension of the one-orbital Fock space. In the case of
spatial orbitals, we have four different one-particle states
(either unoccupied, singly occupied with a spin-up or
spin-down electron, or doubly occupied orbitals) and the
one-orbital reduced density matrix is a 4× 4 matrix. Its
elements can be calculated from the one- and two-particle
reduced density matrices [39] or from generalized corre-
lation functions. [35, 37] We refer the interested reader
to refs 30, 37–39 for more details on how to calculate
orbital-reduced density matrices.
The single-orbital entropy for orbital i is determined
from the eigenvalues of the one-orbital reduced density
matrix ωα;i, [32]
si = −
4∑
α=1
ωα;i lnωα;i, (1)
and thus represents the entanglement entropy of orbital
i. Similarly, the entropy of two orbitals within the orbital
bath is quantified by the two-orbital reduced density ma-
trix as
si,j = −
16∑
α=1
ωα;i,j lnωα;i,j , (2)
where ωα;i,j are the eigenvalues of the two-orbital reduced
density matrix. In contrast to the one-orbital reduced
density matrix, the two-orbital reduced density matrix
is defined in terms of basis states of a two-orbital Fock
space, which contains 16 possible states in the case of
spatial orbitals (| 〉, | ↓〉, |↓ 〉, | ↑〉, . . . , |↓↑ ↓↑〉).
Given si and si,j , we can quantify the correlation be-
tween two orbitals i and j by the orbital-pair mutual
information, [32, 33, 38, 78]
Ii|j = si + sj − si,j , (3)
which describes both quantum and classical correlations
between two orbitals i, j. In the following, we will use
diagrams to represent Ii|j . Specifically, the strength
of the orbital-pair mutual information is color-coded.
Strongly correlated orbital pairs are connected by blue
lines (Ii|j ≈ 10−1), while moderately correlated orbitals
are linked by red lines (Ii|j ≈ 10−2), etc. Moreover, we
will seek active orbital spaces that allow for an accurate
description of static/nondynamic electron correlation ef-
fects in all investigated plutonium oxides. One possibil-
ity to define stable and reliable active spaces in correla-
tion calculations was proposed by some of us [36, 39] and
recently applied to facilitate black-box DMRG calcula-
tions. [79] In contrast to ref. 79, which uses the single-
orbital entropy as exclusive selection criterion, we will
exploit the orbital-pair mutual information in defining
an optimal active space, primarily because Ii|j allows
us to quantify the correlation between orbital pairs and
thus represents an immediate measure for electron corre-
lation effects between orbital pairs embedded in an active
space. Since we are only interested in reproducing the
largest orbital-pair correlations Ii|j > 10−2 that are im-
portant for nondynamic/static electron correlation, the
orbital-pair correlation-based active space will be con-
structed by excluding all orbitals for which all values
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FIG. 3. Orbital correlations for the PuO2 molecule and linear and bent PuO
2+
2 ions and two different active spaces. The
strength of the orbital-pair correlations is color-coded: the strongest orbital-pair correlations are marked by blue lines (10−1),
followed by orbital-pair correlations linked by red lines (10−2).
6of the orbital-pair mutual information are smaller than
10−2. If the resulting active orbital spaces are stable, we
should recover the largest orbital-pair correlations with
respect to the reference calculations. Otherwise, the ac-
ceptance threshold for Ii|j has to be further reduced (for
instance, to 10−3). In this work, a cutoff threshold for Ii|j
of 0.01 was, however, sufficient in reproducing the dom-
inant orbital-pair correlations and we did not perform
additional calculations with smaller thresholds for Ii|j .
The error introduced by decreasing the size of the active
space can be quantified by determining, for instance, the
squared deviation of orbital-pair correlations for the op-
timized active orbital space, here optCAS, with respect
to the reference active space, here FV-CAS,
εoptCAS =
∑
i,j∈optCAS
(
IFV−CASi|j − IoptCASi|j
)2
. (4)
In this work however, we focus only on the distribution of
Ii|j determined for different CASs to assess the reliability
of the reduced active orbital spaces. Finally, we should
emphasize that we use two-orbital correlation measures
to study the electronic structures and bonding patterns
in plutonium oxides. An extension to multi-orbital cor-
relations has been presented recently in Ref. 80.
III. RESULTS AND DISCUSSION
Since the detailed bonding mechanisms of the larger
plutonium oxides PuO3 and PuO2(OH)2 are unknown,
we will compare the properties on the bent PuO2+2
molecule as a possible subunit of the PuO3 and
PuO2(OH)2 complexes. As a preliminary step, we will
focus on the linear PuO2 and PuO
2+
2 species. Specifi-
cally, we will scrutinize how the addition of the distant
oxygen atom to the PuO2+2 moiety influences orbital cor-
relations and bonding patterns when going from PuO2+2
to PuO3. Then, we will discuss how the electronic struc-
ture changes when two hydroxy groups are added to the
PuO2+2 subunit forming the PuO2(OH)2 molecule.
A. The PuO2 molecule
According to La Macchia et al., spin-orbit coupling
induces a change in the principle electronic configura-
tion; at the spin-orbit level, it is 96 % dominated by
a 5φu spin-free state, i.e., the dominant configuration
is 7s(1)δ
(2)
u φ
(2)
u . [54] However at the spin-free level, the
ground state is a 5Σ+g that lies 1800 cm
−1 below the 5φu
state, and corresponds to the single occupation of the δu
and φu molecular orbital pairs. Thus, in this study we
will consider only the spin-free 5Σ+g state and analyse its
DMRG matrix product state wave function. The latter is
described by a single determinant as shown by the wave-
function analysis at the CASSCF level, that could be de-
composed into two major determinants, |δ(1)u δ(1)u φ(1)u φ(1)u 〉
and |φ(1)u φ(1)u pi(1)u pi(1)u 〉, with a weight of 90 % and 8 %,
respectively.
The most important orbital-pair correlations for the
linear PuO2 molecule and all investigated orbital spaces
are shown in Fig. 3(a). The dominant orbital correla-
tions as obtained from the optCAS calculation are in
good agreement with the correlation diagram of the FV-
CAS reference, indicating that static/nondynamic elec-
tron correlation effects are accurately captured in the
optCAS active space.
To highlight the good agreement in orbital correlations
between FV-CAS and optCAS, Fig. 4 shows the sorted,
decaying values of the orbital-pair mutual information for
the first 50 strongly correlated orbital pairs. For better
comparison, we use the same color-coding scheme for the
strength of the orbital-pair mutual information as dis-
played in Fig. 3. Each Ii|j in Fig. 4 is shown for the same
orbital pair i, j and sorted with respect to the FV-CAS
reference values. As shown in Fig. 4(a), optCAS results
in a distribution of orbital correlations that is similar to
the FV-CAS reference distribution, with 8 dominant dis-
tributions over 10−1, and one at the limit with a squared
deviation of εoptCAS = 0.00128.
For both optCAS and FV-CAS, the seven of the
eight distributions correspond to strong pair-correlation
between the bonding and antibonding piu/pi
∗
u orbitals
(nos. 3, 5, 7 and 9 in Fig. 3(a-ii)) (2 blue lines) as well as
the antibonding piu/pi
∗
u orbitals and the two nonbonding
δu orbitals (nos. 11 and 17 in Fig. 3(a-ii); 4 blue lines)
and the two nonbonding δu (1 blue line). Specifically,
the bonding and antibonding combination of both
oxygen pz orbitals and the plutonium fz3 orbital lead
to the formation of a σu bond between the plutonium
center and the oxygen atoms, which results in one
strongly correlated σu–σ
∗
u orbital pair (nos. 10 and 12
in Fig. 3(a-ii)). Note that the doubly degenerate φu
orbitals have Ii|j values much smaller than 10−3. Even
so, the entanglement with other antibonding orbitals
remains weak, the population analysis (cf Table S2 in
the ESI) exhibits a single occupation of the φu orbitals,
making them obviously important in the description
of the ground-state. Thus one can conclude that the
remaining σu/σ
∗
u, piu/pi
∗
u, and δu as well as φu orbitals
are important to describe nondynamic/static electron
correlation appropriately. The last statement con-
forms to the choice of La Macchia et al. not to consider
the pig and σ
∗
g molecular orbitals in their active space. [54]
B. The plutonyl PuO2+2 ion
1. The linear structure
The electronic structure of the linear PuO2+2 complex
was optimized in its triplet ground state that consists
of a linear combination of two determinants with equal
weights, |φ(1)u (B3u)δ(1)u (B1u)〉 and |φ(1)u (B2u)δ(1)u (Au)〉.
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FIG. 4. Decaying values for the orbital-pair mutual infor-
mation for all investigated plutonium oxide complexes and
different active spaces. The values of the mutual information
are ordered with respect to the FV-CAS reference calcula-
tion, that is, each Ii|j is plotted for the same indices i and j
of FV-CAS and optCAS.
The orbital-pair correlations are displayed in Fig. 3(b)
for both active spaces studied. In the optCAS cal-
culation, the orbital-pair correlations are identical to
that of the large FV-CAS reference calculation (com-
pare Figs. 3(b-i) and (b-ii)). The good agreement of
optCAS and FV-CAS in describing static/nondynamic
electron correlation is also evident in the decay of the
orbital-pair mutual information shown in Fig. 4(b). In
general, differences in orbital-pair correlations between
optCAS and FV-CAS are negligible. The largest differ-
ences are found for weakly correlated orbital-pairs, which
can be attributed to dynamic electron correlation effects
beyond the optCAS orbitals, and between the σg and σ
∗
g
orbitals (nos. 1 and 11 in Fig. 3(b-ii)), which are slightly
over-correlated in the optCAS calculation as compared
to the FV-CAS and lead to a larger squared deviation
of εoptCAS = 0.00800 compared to PuO2. Nonetheless,
similar Ii|j profiles for optCAS and FV-CAS suggest the
proper choice of the optCAS active space.
Similarly to the linear PuO2 molecule, the strongly-
correlated orbital pairs are the singly-occupied δu
(nos. 10 and 16 in Fig. 3(b-ii)) orbitals as well as the
bonding and antibonding combination of the piu orbitals
(nos. 3 and 5 as well as 6 and 8 in Fig. 3(b-ii)) and the
σu orbitals (nos. 9 and 11 in Fig. 3(b-ii)). However, in
contrast to PuO2, the doubly-degenerate (and nonbond-
ing) φu orbitals (nos. 4 and 7 in Fig. 3(b-ii)) become
strongly correlated with the δu orbitals, while the pair-
correlation between the pi∗u and δu decreases with Ii|j
values below 10−2. Furthermore, like in linear PuO2,
the piu and pi
∗
u orbitals (nos. 3 and 5 as well as 6 and
8 in Fig. 3(b-ii)) are more strongly correlated than the
pig–pi
∗
g orbital pair (nos. 12 and 13 as well as 14 and 15
in Fig. 3(b-ii)). The different strength of correlation be-
tween the piu/pi
∗
u and pig/pi
∗
g orbitals is also observable in
the abrupt decrease in orbital-pair mutual information
around 10−1 (see Fig. 4(b)). Finally, to account properly
for static/nondynamic electron correlation, a CASSCF
calculation should include, as for the PuO2 molecule, the
σu/σ
∗
u, piu/pi
∗
u, and δu as well as φu orbitals.
2. The bent structure
For simplicity and in the following sections, the or-
bital labels were kept identical to those referring to
D2h symmetry. Distorting the structure of the linear
PuO2+2 molecule into the bent PuO
2+
2 subunit present
in PuO3 and PuO2(OH)2 changes the orbital-pair cor-
relation picture marginally. As observed for the linear
PuO2/PuO
2+
2 , the strongly correlated orbital pairs are
the singly-occupied δu and φu (nos. 3, 6, 10, and 14 in
Fig. 3(c-ii)) orbitals as well as both piu/pi
∗
u orbitals (nos. 1
and 4 as well as 5 and 7 in Fig. 3(c-ii)) and the σu/σ
∗
u
orbitals (nos. 8 and 11 in Fig. 3(c-ii)). Furthermore, the
pig–pi
∗
g orbital pairs (nos. 9 and 12 as well as 13 and 15
in Fig. 3(c-ii)) remain moderately correlated as in the
linear PuO2+2 counterpart. Bending the Pu−−O bond in-
creases, however, the orbital-pair correlation between the
σg and σ
∗
u orbitals (nos. 2 and 11 in Fig. 3(c-ii)) by ap-
proximately one order of magnitude. Thus, in order to
describe the strongest orbital-pair correlations for bent
PuO2+2 , the σg orbital has to be included in the active
space. As observed above, the differences in orbital-pair
8correlations between optCAS and FV-CAS are negligible
with εoptCAS = 0.00523.
The most pronounced differences in orbital-pair corre-
lations can be found for σ-type orbitals. Since, how-
ever, only one orbital-pair correlation is affected (cf.,
Figs. 5(b) and (c)), the structural distortion can be con-
sidered too small to have a significant impact on the σ-
and pi-bonding mechanisms in PuO2+2 .
C. The PuO3 molecule
In contrast to structural distortions, addition of the
distant O2− group to the bent PuO2+2 subunit changes
the orbital-pair correlations. Similar to the bent PuO2+2
subunit, the plutonium δu and φu orbitals of PuO3 are
highly correlated with each other, while the remaining
active space orbitals are moderately to weakly correlated
(see Fig. 5(a)), especially the σu–σ
∗
u and piu–pi
∗
u orbital
pairs that decrease below the threshold of 10−1 in the
optCAS. Although weak correlations (Ii|j ≤ 10−2) are
underestimated in our optCAS calculations compared to
the FV-CAS reference (see Fig. 4(c)), optCAS still rep-
resents the smallest active space that contains all im-
portant orbitals to reliably describe nondynamic/static
electron correlation. We should note, however, that the
squared deviation increases to εoptCAS = 0.02389 because
we have increased the cutoff threshold for the orbital-pair
mutual information to Ii|j ≈ 0.02, excluding orbital no. 5
in Fig. 5(a-ii).
The orbital-pair correlation diagrams can be further
used to elucidate how the bonding mechanism in PuO3
changes compared to the PuO2+2 subunit. In the PuO3
molecule, the singly occupied plutonium δu and φu or-
bitals are strongly correlated (nos. 3, 7, 12, and 14 in
Fig. 5(a-ii)), with orbital-pair mutual information similar
in magnitude to the δu/φu correlations in PuO
2+
2 . Fur-
thermore, in contrast to the strongly correlated σu − σ∗u
orbital pair in the PuO2/PuO
2+
2 molecules, the σu − σ∗u
orbitals are only moderately correlated (nos. 10 and 13
in Fig. 5(a-ii)) in PuO3.
We observe that only the piu and pi
∗
u orbitals out of the
plane defined by the molecule are still strongly correlated
(nos. 13 and 17 in Fig. 5(a-i) with 1 blue line and nos. 5
and 9 in Fig. 5(a-ii) with 1 red line), while the piu and pi
∗
u
orbitals located in the plane are only weakly correlated
(nos. 5 and 20 in Fig. 5(a-i), not shown in the Figure).
More striking is the important orbital-pair correlation
between the pz orbital of the distant oxygen with the δu
orbital (nos. 22 and 23 in Fig. 5(a-i)), and the weaker ones
with the planar bonding piu orbital (no. 20 in Fig. 5(a-
i)) and the hybrid antibonding orbital constructed as a
combination of the planar pi∗u MO and the distant-oxygen
px orbital (no. 2 in Fig. 5(a-ii)); the later being coupled
with the φu orbital (no. 3 in Fig. 5(a-i))
An interesting feature concerns the orbitals that de-
scribe the bonding between the distorted plutonyl sub-
units and the distant oxygen. The bonding and anti-
bonding orbitals forming σ-type orbitals (nos. 2 and 4
in Fig. 5(a-i)) do not contribute at all in the descrip-
tion of the ground-state wave-function. Hence, we can
assume that the axial pi bond is not formed by the pluto-
nium piu and oxygen pz orbitals. Instead, the axial and
equatorial oxygen pz orbitals interact with the plutonium
6dσ orbital (no. 2 in Fig. 5(a-ii)) and the corresponding
molecular orbital can be considered as a hybrid of an
axial plutonium–oxygen σ bond and δu-type bonding be-
tween the three oxygen atoms. This σ/δu-type molecular
orbital is moderately correlated with the singly occupied
plutonium φu orbital. The remaining p orbitals of the ax-
ial oxygen atom slightly mix with plutonium 6d orbitals
(nos. 6 and 11 in Fig. 5(a-ii)) and become moderately
correlated with the plutonium φu and δu orbitals.
The strong discrepancies in Ii|j between optCAS and
FV-CAS can be explained by investigating the electronic
structure of PuO3. In contrast to the PuO
2+
2 subunit, the
electronic structure of PuO3 is dominated by dynamic
electron correlation effects beyond the optCAS orbitals,
which results in Ii|j being underestimated in compari-
son to the FV-CAS reference distribution (see Fig. 4(c)).
However, the missing dynamic electron correlation effects
do not considerably affect the nondynamic/static corre-
lation in the (optCAS) active space and can be included
a posteriori using, for instance, perturbation theory.
Note that nondynamic/static electron correlation ef-
fects can be accurately described within the optCAS,
which contains the distant-oxygen p orbitals and the
other orbitals of the distorted plutonyl subunit. Hence, a
minimal active space containing the σu/σ
∗
u, piu/pi
∗
u, and
δu as well as φu orbitals and the p-shell of the oxygen
would suffice to accurately model the ground-state wave
function in PuO3.
D. The PuO2(OH)2 complex
As observed for the PuO3 complex, extending the lig-
and sphere of PuO2+2 with two hydroxy groups changes
the orbital-pair correlations compared to the triatomic
subunit. In the PuO2(OH)2 molecule, the singly-
occupied δu and φu orbitals (nos. 5, 6, 16, and 17 in
Fig. 5(b-ii)) are strongly correlated, while the plutonium
pig and piu orbitals are moderately correlated. To de-
scribe nondynamic/static electron correlation appropri-
ately, the active space can be reduced from 35 (FV-CAS)
to 22 (OptCAS) orbitals without changing orbital-pair
correlations (see also Fig. 4(d)). Although some orbital-
pair correlations with Ii|j ≈ 10−2 are underestimated,
the orbital-pair mutual information for Ii|j > 10−2 deter-
mined from optCAS agrees well with the FV-CAS refer-
ence distribution (see Fig. 4(d)) with a squared deviation
of εoptCAS = 0.01030. The discrepancies in Ii|j between
optCAS and FV-CAS can be attributed to dynamic cor-
relations effects outside the optCAS active space. How-
ever, they do not influence the orbital-pair correlations
where Ii|j  10−2. Thus, optCAS with 20 electrons
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correlated in 22 orbitals represents a good choice to de-
scribe the most important correlation effects present in
the PuO2(OH)2 molecule. Note that optCAS could be
further reduced by excluding 5 molecular orbitals (nos. 4,
8, 14, 15, and 18 in Fig. 5(b-ii)) as those orbitals are not
important for static/nondynamic electron correlation.
Since, however, those orbitals lie energetically between
the other active space orbitals, we have kept them in our
optCAS calculations. If we neglect changes in orbital-
pair correlations due to minor structural differences in
the PuO2+2 subunit, we can conclude that the addi-
tion of two hydroxy ligands decreases nondynamic/static
electron correlation effects in the PuO2(OH)2 complex
compared to the bare PuO2+2 model compound (com-
pare Figs. 4(b) and (d)). Furthermore, we observe the
most profound jump in the mutual information around
Ii|j ≈ 10−2 in the PuO2(OH)2 molecule which stresses
how additional ligands influence orbital-pair correlations
in the PuO2+2 unit.
In contrast to the PuO2 and PuO
2+
2 units, the plu-
tonium 5f and 6d orbitals hybridize considerably with
each other as well as with all oxygen p orbitals. Specif-
ically, the plutonium 5f/6d orbitals mix with the oxo p
orbitals to form moderately correlated f/dpi and f/dpi∗ -
type orbitals (nos. 9, 13, 21, and 22 in Fig. 5(b-ii)), while
the hydroxy p orbitals mix with the oxo p orbitals and
the plutonium 5f/6d orbitals to form molecular orbitals
(nos. 2 and 12 in Fig. 5(b-ii)) that are moderately cor-
related with the f/dpi and f/dpi∗ -type orbitals. This re-
duces the piu–pi
∗
u orbital-pair correlations as observed in
the PuO2+2 unit. Furthermore, the orbital-pair correla-
tion of the σ–σ∗ orbital pair (nos. 1 and 11 in Fig. 5(b-
ii)) weakens when going from the bare PuO2+2 molecule
to PuO2(OH)2. Finally, the hydroxy lone-pairs (nos. 3,
4, 14, and 15 in Fig. 5(b-ii)) are only weakly correlated
(Ii|j < 10−2) with molecular orbitals centered on the
PuO2+2 subunit, which are thus not shown in the Figure.
Therefore, we can conclude that the pi bonding mecha-
nism changes most significantly when two hydroxy groups
are added to the bare PuO2+2 complex. A similar observa-
tion was already made for the PuO3 compound discussed
above. Specifically, the plutonium 5f and 6d orbitals mix
considerably and form bonding and antibonding f/dpi or-
bitals with the oxo p orbitals. These hybrid f/dpi or-
bitals contribute to the pi bonding in the PuO2+2 subunit
of the PuO2(OH)2 molecule. Furthermore, the orbital-
pair correlation diagrams suggest that the hydroxy lig-
ands mainly interact with the PuO2+2 subunit through
hydroxo p and plutonium f/d mixing which alters the
pig bonding interaction of the bare PuO
2+
2 molecule and
reduces the pig–pi
∗
g orbital-pair correlation in the hydroxo-
ligated PuO2+2 complex. Thus, the bonding mechanisms
in the PuO2(OH)2 compound are a complex interplay of
plutonium 5f and 6d orbitals, the oxo 2p orbitals, and
the oxygen 2p orbitals of the hydroxo ligands.
IV. CONCLUSIONS
Actinide-containing compounds are remarkably chal-
lenging for present-day quantum chemistry, primarily be-
cause of the large number of the energetically close 5f, 6d,
and 7s orbitals that have to be included in active space
calculations as well as the need to account for relativis-
tic effects in the quantum-chemical model. In this work,
we have investigated the electronic structure and bond-
ing mechanisms of different plutonium oxides using the
DMRG algorithm and concepts of quantum information
theory.
For each plutonium compound, we studied two dif-
ferent active orbital spaces: a large (full-valence) active
space (FV-CAS) and an active space that reproduces the
most important nondynamic/static orbital-pair correla-
tions of this FV-CAS reference calculation, but simulta-
neously, allows us to reduce the number of active space
orbitals as much as possible (here, called optCAS). The
orbital-pair mutual information, used to select the most
important active space orbitals from a large active space
reference calculation, allows us to dissect electron corre-
lation effects and easily identify those orbitals that are
important for nondynamic/static and weak correlation,
respectively. [36]
Thus, an optimal active space can be defined by only
selecting the strongly correlated orbitals, from a large
active space calculation that reproduces the orbital-pair
correlation diagram of the reference calculation, result-
ing in DMRG(14,16) for linear PuO2+2 , DMRG(14,15)
for bent PuO2+2 , DMRG(18,17) for linear PuO2,
DMRG(14,14) for PuO3, and finally DMRG(20,22) for
PuO2(OH)2. Most importantly, the discrepancies in Ii|j
between optCAS and FV-CAS are minor and are caused
by dynamic electron correlation effects beyond the opt-
CAS active space orbitals. Thus, optCAS should result
in reliable zeroth-order wave function for an a posteriori
treatment of dynamic electron correlation effects.
Our results also serve to underscore the differences in
the bonding picture for PuO3 and PuO2(OH)2 with re-
spect to the bare plutonyl species. For both molecules,
the pi-bonding mechanism changes significantly when oxo
or hydroxo ligands are added to the triatomic plutonyl
unit. Specifically for PuO2(OH)2, we observe consider-
able changes with respect to plutonyl, with substantial
mixing of the plutonium 5f and 6d orbitals that results in
two bonding and anti bonding hybrid f/dpi orbitals, with
the orbital-pair correlation analysis indicating that the
hydroxo and plutonyl subunits interact through mixing
of plutonium f/d and hydroxo p orbitals, which reduces
the pig–pi
∗
g correlation found in PuO
2+
2 . Thus, concepts
of quantum information theory represent a rich and use-
ful tool to perform electronic structure calculations, to
interpret electronic wave functions, and to gain chemical
insights into the structure of molecules that are difficult
to understand using standard approaches like molecular
orbital diagrams. Most importantly, our approach can
be reliably applied whenever the electronic wave func-
11
tion can be accurately optimized, even in cases when the
simple picture of interacting orbitals completely fails.
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