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Abstract. Machining one of the most common manufacturing processes within the industry 
but it is also a process with extreme conditions in the vicinity of the cutting insert. Due to 
diversity of physical phenomena involved machining has proven to be complex and difficult 
to simulate. The chip formation process is in the vicinity of the cutting insert associated with 
highly localized severe deformations accompanied by high local temperatures rise. 
Furthermore, the strain rate can in the primary zone be very high (>50000 s-1), far beyond 
what can be reached with conventional mechanical material tests. Therefore, the possibility to 
extrapolate the material model outside the calibration range with respect to strain rate is a 
wanted feature. It is recognized that the mechanical behavior at high strain rate differs 
considerably from that observed at low strain rates and that the flow stress increase rapidly 
with the strain rates above ~1000 s-1. The predictive abilities outside as well as inside the 
calibration range of the empirical Johnson-Cook plasticity model and a dislocation density 
based model are compared and discussed with reference to AISI 316L stainless steel. The 
results clearly show the difficulty of obtaining a comprehensive material model that predicts 
the material behavior across the loading conditions that can occur in machining with good 
accuracy and that the accuracy of extrapolation is uncertain. 
1 INTRODUCTION 
Machining is a well recognized manufacturing process and one of the most common within 
the industry. Understanding of the material removal process is highly important and the 
ability to simulate machining are several, including determination and optimization of cutting 
tools design, cutting parameters, residual stresses and cutting process robustness to name a 
few. Machining has however proven to be particularly complex to simulate due to several 
numerical as well as modelling complications [1]. The work piece material during machining 
is forced to quickly change flow direction at the cutting edge vicinity to subsequently form a 
chip. These prerequisite give mainly rise to two main deformation zones, which are usually 
called the primary and the secondary deformation zone [1]. A third deformation zone can also 
be identified opposite the flank of the insert [2]. The major shearing of the work piece 
material takes place in the primary deformation zone and in addition to severe plastic 
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deformation and dissipated heat generations the strain rate can reach > 50000 s-1 within this 
zone [3]. The secondary deformation zone occurs in the contact between the chip and the 
insert after the material has gone through the first deformation zone. Due to the severe contact 
conditions with sticking and sliding at high pressure the local temperature is high within this 
zone. Heat is generated due to plastic generation and friction. Hence during machining the 
workpiece material locally experience severe strains, high strain rates and high temperatures 
causing hardening and softening. A material model must handle the involved complex 
interactions phenomena as plasticity, friction, heat generation, heat flow, material damage and 
microstructural changes of the workpiece material in order to be able to handle a wide range 
of strains, strain rates and temperatures.  
The calibration of any material model is usually done based on data from material testing 
covering the relevant range of loading conditions of the intended application. The magnitude 
of strains, strain rate and temperatures involved in machining are however several orders 
higher than can be generated from conventional material tension and compression testing. 
Despite the fact that Split-Hopkinson is a technology that is becoming more common and that 
a strain rate of 10000 s-1 with large plastic strains [4] can be reached it is not sufficient to 
reach the extreme conditions that arise in the area around the cutting insert. Therefore the 
possibility to extrapolate the material model outside the calibration range without loss of 
accuracy is a highly wanted feature. This is not entirely trivial since materials exhibit different 
strain hardening and softening characteristic at different strain, strain rate and temperatures 
and that a marked increase in the strain rate sensitivity has been noticed for strain rates higher 
than approximately 1000 s-1 [5,6]. This significant increased strain rate sensitivity has been 
interpreted to different mechanisms for example increased dominance of dislocation drag [5], 
enhanced rate of dislocation and twin generation [6].  
Considerable amount of work has been devoted to develop material models. The models 
can be divided into two major categories, empirical material models and physically based 
material models. The empirical models are solely based on curve fitting without any 
interpretation of the underlying physics and the deformation mechanisms. Hence the need for 
material data is relatively small which together with few parameters making them easy to use. 
The Johnson-Cook, J-C, plasticity model is an empirical material model that has been widely 
used to characterize the material response and is commonly used in FE-simulation of metal 
cutting. The physical based material models are on the other hand related to the underlying 
physics of deformation and the evolution of the microstructure. The predictive capabilities 
beyond the calibration range are therefore expected to be larger and more suitable for 
simulation of manufacturing processes involving large range and severe conditions of 
deformation, deformation rate and temperature. The predictive abilities outside as well as 
inside the calibration range of the empirical J-C plasticity model and a dislocation density 
based model, physical based, are in this study compared and discussed with reference to 316L 
stainless steel.   
2 MATERIAL MODELS 
2.1 Johnson-Cook plasticity model 
The flow stress response of the J-C plasticity model is a multiplication of the individual 
strain, strain rate and temperature effects and is written 
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where pε is the effective plastic strain, pε is the effective plastic strain rate, refε represents a 
reference strain rate, Tmelt is the melting temperatures, Troom is the room temperature. 
Parameters A, B, C, n and m are fitted user defined material parameters.   
2.2 Dislocation density model 
Dislocations and their motions have a decisive role in inelastic deformation of metals and 
alloys, especially at room temperatures. Their motion through the crystals of a polycrystalline 
material and their interaction is however a complex phenomenon. The model presented here 
assumes that dislocation glide is the dominant contribution to plastic straining. Climb is also 
included. The dislocation density model includes a coupled set of evolution equation for the 
state variables, dislocation density and vacancy concentration, in order to keep track of the 
hardening/softening behavior of the material [7,8,9].  
The macroscopic flow stress is assumed to consists of additive components as in this case 
consists of three components according to 
dragGy σσσσ ++=
* (2)
where σG and σ* are the long-range athermal component respectively the short-range 
contributions to the flow stress. The last component, σdrag, accounts for phonon and electron 
drag. The first component, σG, is the stress needed to overcome the long-range interactions 
lattice distortions due to the dislocation substructure and grain boundaries. The second 
component, σ*, is the stress needed for the dislocation to pass through the lattice and to pass 
short-range obstacles. Thermal vibrations will then also assist the dislocation when passing 
these obstacles. The long-range stress component is commonly written as 
iG Gbm ρασ = (3)
where m is the Taylor orientation factor, α is a proportionality factor, G is the temperature 
dependent shear modulus, b is the magnitude of Burgers vector and  ρi is the immobile 
dislocation density.  













































where ∆f0 denote the required free energy needed to overcome the lattice resistance or 
obstacles without assistance from external stress, τ0 denote the athermal flow strength 
required to move the dislocation past barriers without assistance of thermal energy, 
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refε denote the reference strain rate. The exponent p and q characterize the barrier profiles and 
usually have values between 10 ≤≤ p respectively 21 ≤≤ q .  











where T denotes the temperature, G the shear modulus, Ce and Cp is the electron drag 
respectively the phonon drag coefficient. 
     The evolution of the structure is considered to consist of a hardening and a recovery 
process. The total dislocation density may be characterized by the creation process, the 
immobilization process where dislocation get stucked, the re-mobilization process where the 
opposite occur and the annihilation process [7]. The total dislocation density in this model is 
considered to consist of both immobile dislocation density and mobile dislocation density. 
The used model assumes that the mobile dislocation density is stress and strain independent 
and much smaller than the immobile ones. Hence the evolution equation is written 
)()( −+ −= iii ρρρ 
(6)
where index i denotes the immobile dislocations. It has been observed that dislocation tends 
to cluster into cells and subgrains during plastic deformation [10] and forming LEDS (Low-
Energy Dislocation Structures) [11]. This structure evolution influences both the hardening 
and the recovery. The increase in immobile dislocation density is assumed to be related to the 







where Λ denote the mean free path which is a function of the size of the grains and the 
dislocation subcell diameter. The mean free path is assumed to be a combination of the 















Reduction in dislocation densities may occur by different processes eg by dislocation glide 
and/or climb. This model takes into account the recovery by dislocation glide and climb. The 
former is described by  
p
ii ερρ  Ω=
−)(
(10)
where Ω is a recovery function which may depends on the temperature and strain rate. 
Altough in this model only of the temperatur. Recovery by climb is describe by 
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Dc ρρρ γ −=
−
(11)
where cv is the vacancy fraction, eqvc is the thermal equilibrium vacancy concentration, Dv is 
the diffusivity and cγ is a calibration parameter. More details are found in [9]. 
2.3 Calibration procedure 
The calibration of the presented dislocation density model and the J-C model was based 
upon uniaxial compression tests of SANMAC 316L at low strain rates, with a maximum 
strain rate and elevated temperature of 10 s-1 respectively 1300 °C, and at high strain rates, 
with a maximum strain rate and elevated temperature of 9000 s-1 respectively 950 °C. The 
temperatures were measured during the test at the low strain rates while computed assuming 
adiabatic heating for the tests at higher strain rates.  The tests at the higher strain rates were 
performed via a Split-Hopkinson pressure bar (SHPB). The actual parameter determinations 
were done by an error minimization method via a developed toolbox in Matlab in 
combination with a subset of test data. 
The parameters that need to be determined in the dislocation density model are shown in 
Table 1. Of these are the parameters Kc and Ω temperature dependent. A linear interpolation 
has been used between each test temperature and therefore each one of them has 9 values to 
be calibrated. Thermal expansion, Young’s modulus, Poisson’s ratio and shear modulus are 
also needed along with other physical constants. More details are given in [9]. The five 
parameters to be determined for the J-C model are given in section 2.1. 
Table 1: Parameters to be determined in the dislocation density model 
α   Kc   s∞  ρi0   Ω   cγ   τ0  f0   p   q   Crsc Crh Nisc Nih  Cp   Be/Bp
3 RESULTS AND DISCUSSIONS 
The dislocation density model has shown to give an overall good agreement with measured 
stress-strain curves in the strain rate range from 0.01 to 10 s-1 and from room temperature up 
to 1300 °C [9]. But if this material model with the optimized parameters at low strain rates are 
extrapolated and compared with measured stress-strain curves at high strain rates the same 
good agreement are not obtained. This was shown in [12]. Hence this discrepancy indicates 
that new physics are entering during deformation at these high strain rates and extrapolation 
from these conditions did not work. The observed increased strain rate sensitivity has been 
interpreted to different mechanisms for example increased dominance of dislocation drag [5], 
enhanced rate of dislocation and twin generation [6]. In an attempt to improve the 
predictability of the model throughout the strain rate range from low to high the physical 
phenomena dislocation drag has been implemented followed by a re-calibration of the model 
with given conditions. Some examples of measured stress-strain curves compared with 
predicted response of the dislocation density model at low strain rates and high strain rates are 
shown in Figure 1 at some different temperatures. The presented strain rate is the average 
strain rate. 
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Figure 1: Measured stress-strain curves and predicted response of the dislocation density model, lines, a) at 
low strain rates and b) high strain rates. Note: the vertical sequence of the curves fall with increased strain rate 
and reduced temperature. 
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The consistency at low strain rates is still good but the same consistency is not obtained at 
high strain rates. The predicted responses at 500 °C are little to high while little too low at 
room temperatures within the high strain rate range. Hence, dislocation drag followed by the 
re-calibration is not sufficient in order to cover the whole strain rate range from low to high. 
This indicates that additional and/or other deformation mechanisms are active and that the 
underlying dominated deformation mechanism changes. This will not be discussed further 
here. However, it is possible to get a relatively good consistency within the high strain rates 
range. Figure 2 shows the results from a re-calibration of Kc and 0f∆  based on data at high 
strain rates.  
Figure 2: Measured stress-strain curves and predicted response of the dislocation density model, lines, where 
the latter is re-calibrated based on high strain rate data. Note: the vertical sequence of the curves fall with 
increased strain rate and reduced temperature. 
The J-C plasticity model did not show the same consistency as the dislocation density 
model when subjected to the entire test data at low strain rate in [9] and it also failed to 
predict the material response at high strain rates with good agreements [12]. Better agreement, 
but far from satisfactory, was obtained if the parameters where re-calibrated based on only 
high strain data. The parameter and the predicted response are shown in Table 2 and Figure 3. 
The predicted responses at 950 °C and at room temperature are too low together with 
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significant differences in the work hardening rate at the latter temperature. 
Table 2: Parameters for J-C plasticity model within the high strain rate range 
Case A B n C refε m 
High 245 MPa 580 MPa 0.587 0.117 1 s-1 0.733 
Figure 3: Measured stress-strain curves and predicted response of the J-C plasticity model, lines, where the 
latter has been re-calibrated based on high strain rate data. Note: the vertical sequence of the curves fall with 
reduced strain rate and increased temperature. 
The reliability of extrapolation has so far proven to be uncertain. Although a wide 
available strain rate data range with a maximum strain rate of about 10000 s-1 extrapolation to 
even higher strain rates is needed to cover the loading conditions that may appear in 
machining simulations. Lack of material data at these extreme strain rates means that it is 
neither possible to calibrate or check the predictability range of the material model and it 
makes it even more uncertain. Despite this an extrapolation to strain rates up towards 50000s-1
were performed based on the calibrated dislocation density model and the J-C plasticity model 
at high strain rates shown in Figure 2 and 3. The results are shown in Figure 4 together with 
presented results from SHPB-testing of 316L at a plastic strain of 0.1 and room temperature in 
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[12]. The difference in the predicted results between the dislocation density model and the J-C 
model, when extrapolated to these extreme strain rates, is noticeable. The predicted strain rate 
sensitivity is higher in the latter and has an appearance that complies with the current 
perception of increased strain rate sensitivity > 1000 s-1 but how precisely the extrapolation 
corresponds with the behavior of the material is difficult to say. More research is still needed. 
Figure 4: Measured flow stress, presented in [12], and predicted flow stress of the dislocation density model and 
the J-C plasticity model as function of strain rate at true strain of 0.10, 0.30 and room temperature. The 
dislocation density model and the J-C model are based on calibration at high strain rate data. 
4 CONCLUSION 
- The J-C plasticity model did not show the same good ability as the dislocation 
density model to reproduce the material behavior in the strain rate range and 
temperature range from 0.01 to 10 s-1 respectively from room temperature to 1300 
°C. Neither the dislocation density model without phonon drag nor the J-C model 
predicted the material behavior at high strain rates particularly well when 
extrapolated. 
- Inclusion of phonon and electron drags within the dislocation density model 
improved the accuracy in the high strain rate range without any major changes in its 
prediction capability at low strain rates as the effects of phonon and electron drags 
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are small at these strain rates. The predictability is much better than the J-C plasticity 
model. However, we still consider the agreement with measurements to be somewhat 
unsatisfactorily. The discrepancy may be due to other deformation mechanisms or 
can be due to uncertainties and assumptions in the SHPB-testing. 
- Extrapolated dislocation density model, calibrated with stress-strain data at high 
strain rates, shows higher strain rate sensitivity within the strain rate range of 10000-
50000 s-1 than the extrapolated J-C plasticity model calibrated within the same data 
range. This is due to the linear dependency on strain rate for the phonon-term 
whereas the J-C model has a logarithmic dependency. However, we have not data 
available to validate the predictable ability. 
- The work clearly shows the difficulty of obtaining a comprehensive material model 
that predicts the material behavior across the loading conditions that can occur in 
machining with good accuracy. 
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