Special Transverse Slices and Their Enveloping Algebras  by Premet, Alexander
Advances in Mathematics 170, 1–55 (2002)
doi:10.1006/aima.2001.2063Special Transverse Slicesand Their Enveloping Algebras1
Alexander Premet
Department of Mathematics, University of Manchester, Oxford Road, M13 9PL, UK
E-mail: sashap@ma.man.ac.uk
Communicated by Michael J. Hopkins
Received October 20, 2000; accepted September 29, 2001
Let G be a simple, simply connected algebraic group over C; g ¼ Lie G; NðgÞ the
nilpotent cone of g; and ðE;H;FÞ an sl2-triple in g: Let S ¼ E þKer ad F ; the special
transverse slice to the adjoint orbit O of E; and S0 ¼ S \NðgÞ: The coordinate ring
C½S0 is naturally graded (See Slodowy, ‘‘Simple Singularities and Simple Algebraic
Groups,’’ Lecture Notes in Mathematics, Vol. 815, Springer-Verlag, Berlin/
Heidelberg/New York, 1980). Let ZðgÞ be the centre of the enveloping algebra
UðgÞ and Z : ZðgÞ ! C an algebra homomorphism. Identify g with gn via a
Killing isomorphism and let w denote the linear function on g corresponding to E:
Following Kawanaka (Generalized Gelfand–Graev representations and Ennola
duality, in ‘‘Algebraic Groups and Related Topics’’ Advanced Studies in Pure
Mathematics, Vol. 6, pp. 175–206, North-Holland, Amsterdam/New York/Oxford,
1985), Moeglin (C.R. Acad. Sci. Paris, Ser. I 303 No. 17 (1986), 845–848), and
Premet (Invent. Math. 121 (1995), 79–117), we attach to w a nilpotent subalgebra
mw 	 g of dimension ðdimOÞ=2 and a 1-dimensional mw-module Cw: Let *Hw denote
the algebra opposite to EndgðUðgÞ 
UðmwÞ CwÞ and *Hw;Z ¼ *Hw 
ZðgÞ CZ: It is proved
in the paper that the algebra *Hw;Z has a natural ﬁltration such that grð *Hw;ZÞ; the
associated graded algebra, is isomorphic to C½S0: This construction yields natural
noncommutative deformations of all singularities associated with the adjoint
quotient map of g: # 2002 Elsevier Science (USA)
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1.1. Let V be a 2-dimensional vector space over C with basis fu; vg and
G a ﬁnite subgroup of SLðVÞ: In [4], Crawley–Boevey and Holland
constructed a family of noncommutative ﬁltered deformations of the graded
coordinate ring C½V G of the Kleinian singularity V=G (for G cyclic this was
done earlier by Smith and Hodges, see [41, 13]). To deform C½V G Crawley–
Boevey and Holland pick l in the centre of the group algebra CG; let G act1With an Appendix by Serge Skryabin.
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ALEXANDER PREMET2on the tensor algebra TðVÞ as homogeneous automorphisms, form the skew
group algebra TðVÞ*G; consider its quotient Sl ¼ ðTðVÞ*GÞ=ðuv vu
lÞ; and then deﬁne Ol :¼ eSle where e is the average of the group elements.
The C-algebra Ol is naturally ﬁltered and the associated graded algebra is
isomorphic to C½V G (see [4, Theorem 1.6]).
1.2. By Brieskorn’s theorem, any Kleinian singularity arises in Lie theory
as the intersection of the nilpotent cone of a simple Lie algebra g with a
‘‘good’’ transverse slice to the subregular nilpotent orbit in g (see [1, 39]).
Applying the same recipe to the other (nonregular) nilpotent orbits in g
yields more complicated singularities playing an important r #ole in
representation theory. The goal of this paper is to prove that the
singularities thus obtained all admit natural noncommutative deformations.
In the subregular case, we identify our type A deformations with algebras
studied by Hodges and Smith (Theorem 7.10). In general, we expect that our
subregular algebras will be identiﬁed with some noncommutative algebras
Ol (it is known that any two noncommutative deformations of C½V G share
the same Poisson bracket, up to a nonzero multiple).
1.3. To describe our deformations in detail we need some notation. Let G
be a simple, simply connected algebraic group over C and g ¼ Lie G: Let
N ¼NðgÞ denote the nilpotent cone of g: The afﬁne variety N is
irreducible and G acts on N with ﬁnitely many orbits. The unique open
orbit inN coincides withNreg; the set of all regular nilpotent elements in g:
It is well-known that the closed set N0 ¼N=Nreg is irreducible and has
codimension 2 inN: The elements in the unique open orbit ofN0 are called
subregular nilpotent elements in g:
Let ðE;H;FÞ be an sl2-triple in g; c ¼ Ker ad F ; and r ¼ dim c: It follows
from the sl2-theory that c \ ½E; g ¼ 0: So the afﬁne space S ¼ E þ c is a
transverse slice to the adjoint orbit O ¼ ðAd GÞ  E: It is called the special
transverse slice to O: There is a 1-dimensional torus l ¼ lE in G such that
E 2 gðl; 2Þ; F 2 gðl;2Þ; Ker ad E 	 i50 gðl; iÞ; and c 	 i40 gðl; iÞ;
where gðl; kÞ ¼ fAdðlðtÞÞx ¼ tkx for all t 2 Gmg: Composing the adjoint
action of l with the scalar Gm-action ðt; vÞ/sðtÞv :¼ tv on g induces an
additional rational action r : Gm ! GLðcÞ; t/sðt2Þlðt1Þ; one of the
principal tools of [39].
1.4. Let m1; . . . ;ml denote the exponents of the Weyl group of g; and let
f1; . . . ; fl be algebraically independent homogeneous generators of the
invariant algebra C½gG such that deg fi ¼ mi þ 1 for 14i4l: Let jS denote
the restriction to S of the adjoint quotient g! Al ; x/ðf1ðxÞ; . . . ; flðxÞÞ:
According to [39], jS is a faithfully ﬂat (hence surjective) morphism and
each ﬁbre Sx of jS is a normal afﬁne variety of dimension r l whose
SPECIAL TRANSVERSE SLICES 3smooth points are exactly the regular elements of g contained in Sx [39].
It is well-known that S0 ¼ S \N: Let t denote the afﬁne translation
c! S; x/E þ x; and c ¼ jS 8 t: Clearly,
c : c! Al ; x/ðc1ðxÞ; . . . ;clðxÞÞ;
is a faithfully ﬂat morphism and c1ðxÞ ﬃ Sx for any x ¼ ðx1; . . . ; xlÞ 2 Al :
Since the null-ﬁbre c1ð0Þ is r-stable the coordinate ring C½c1ð0Þ has a
natural N0-grading. The zero part of this grading is C:
It is proved in Section 5 of this paper that all ﬁbres of c are irreducible
and the ideal of regular functions on c vanishing on c1ðxÞ is generated by
c1  x1; . . . ;cl  xl (parts of this statement are known to the experts but
seem to be missing in the literature). In particular, c1ð0Þ is an irreducible,
normal complete intersection of dimension r l in c: The set of smooth
points of c1ð0Þ coincides with ðE þNregÞ \ c:
1.5. Let k denote the Killing form on g: By the sl2-theory, kðE;FÞa0: Set
F ¼ kðE;FÞ1  k and deﬁne w 2 gn by letting wðXÞ ¼ FðE;X Þ for all X 2 g:
Set zw ¼ Ker ad E; gðiÞ ¼ gðl; iÞ; and pþ ¼ i50 gðiÞ: Let X1; . . . ;Xm be a
basis of pþ satisfying Xi 2 gðniÞ for some ni and such that X1; . . . ;Xr is a
basis of zw 	 pþ:
Deﬁne the skew-symmetric bilinear form cE on gð1Þ by setting
cEðX ;YÞ ¼ FðE; ½X ;Y Þ for all X ;Y 2 g: Since zw 	 pþ this form is
nondegenerate. Let fZ01; . . . ;Z0s;Z1; . . . ;Zsg be a Witt basis of gð1Þ
relative to cE and gð1Þ0 the subspace of gð1Þ spanned by the Z0i : If
gð1Þ ¼ 0 we say E is even.
Following [21, 31, 34] deﬁne mw :¼ gð1Þ0  Si42 gðiÞ; a nilpotent
subalgebra of dimension ðdimOÞ=2: Let Nw be the left ideal of the
enveloping algebra UðmwÞ generated by all X  wðXÞ with X 2 mw; and
Cw ¼ UðmwÞ=Nw; a 1-dimensional left UðmwÞ-module. Let *1w be the image of
1 in Cw: Let
*Qw ¼ UðgÞ 

UðmwÞ
Cw;
an induced g-module, and
*Hw ¼ *HwðgÞ ¼ Endgð *QwÞop;
an associative algebra over C: The modules *Qw are Lie algebra analogues of
the generalised Gelfand–Graev modules over ﬁnite Chevalley groups,
introduced and studied by Kawanaka in [21, 22]. In the Lie algebra setting
somewhat similar objects were introduced by Moeglin in [31, 32]. Moeglin’s
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Kostant in [25] (the latter are attached to E 2Nreg).
The representation *rw : UðgÞ ! Endð *QwÞ is injective on the centre of UðgÞ
(see (6.1)). Given a pair ða; bÞ 2 Nm0 Ns0 we denote by X aZb the monomial
X a11   X amm Zb11   Zbss in UðgÞ: By the PBW theorem, the vectors fX iZj 

*1w j ði; jÞ 2 Nm0 Ns0g form a basis of *Qw over C: For k 2 N0 we denote by
*H
k
the linear span of all h 2 *Hw such that hð*1wÞ is a linear combination of
X aZb 
 *1w with Xm
i¼1
aiðni þ 2Þ þ
Xs
i¼1
bi4k:
One of the main results of the paper, Theorem 4.6, states that the subspaces
f *Hi j i 2 N0g form a ﬁltration of the algebra *Hw and the associated
graded algebra grð *HwÞ is isomorphic to a graded polynomial algebra in
r variables with free homogeneous generators, %Y1; . . . ; %Yr; of degree
n1 þ 2; . . . ; nr þ 2:
For E 2Nreg; the above ﬁltration of *Hw is closely related to Kazhdan’s
ﬁltration of UðbÞ which plays a crucial r #ole in [25] (here b is a Borel
subalgebra of g). In this special case, our Theorem 6.4 follows from the main
results of [25] (see our discussion in (7.2) for more detail). For an arbitrary
E 2N; an analogue of Kazhdan’s ﬁltration was introduced in [31, 32].
Speaking roughly one can say that our ﬁltration of *Hw is induced by
Moeglin’s ﬁltration of UðgÞ:
1.6. For k50 let Uk denote the kth component of the standard ﬁltration
of UðgÞ: It is well-known that the centre ZðgÞ of UðgÞ is generated by
algebraically independent elements *f 1; . . . ;
*f l satisfying
*f i 2 ZðgÞ \Umiþ1
for all i: Since the restriction of *rw to ZðgÞ is injective we can identify ZðgÞ
with its image in Endð *QwÞ: Under this identiﬁcation, *f i 2 *H
2miþ2
= *H
2miþ1
for
14i4r (see (6.1)). We denote by *ci the image of *f i in gr2miþ2ð *HwÞ: The
Killing isomorphism x/Fðx; Þ induces a natural isomorphism, *k; between
C½c and SðzwÞ: For 14k4r we set xk ¼ *kðXkÞjc and view xk as a
homogeneous polynomial function of degree nk þ 2 on c: In (6.3), we prove
that there is an isomorphism of graded algebras d : grð *HwÞ! C½c such that
dð %YkÞ ¼ xk for 14k4r and dð *ciÞ ¼ ci for 14i4l:
1.7. Let Z : ZðgÞ ! C be an algebra homomorphism, JZ ¼ *Hw Ker Z;
a two-sided ideal of *Hw; and CZ ¼ ZðgÞ=Ker Z: Deﬁne
*Hw;Z :¼ *Hw 
ZðgÞ CZ ﬃ *Hw=JZ:
The subspaces fð *Hk þ JZÞ=JZ j k50g form a ﬁltration of the algebra *Hw;Z:
We denote by grð *Hw;ZÞ the associated graded algebra. One of our main
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1ð0Þ
are isomorphic.
In (6.5), we prove that the Poisson bracket on C½c induced by the
isomorphism d and multiplication in *Hw is nonzero for any E 2N0:We also
show that if ½zw; ½zw; zwa0 then the product in *Hw;Z induces a nonzero
Poisson bracket on the coordinate ring C½c1ð0Þ (Theorem 6.5). In
Section 7, we compute this Poisson bracket in the case where E is a
subregular nilpotent element in g:
1.8. To obtain the results described above we ﬁrst establish their ﬁnite
dimensional analogues. To that end, we assume in Sections 2 and 3 that g is
the Lie algebra of a reductive algebraic group G over an algebraically closed
ﬁeld K of characteristic p > 0: Given a ﬁnite dimensional restricted Lie
algebra L over K with ½pth power map x/x½p and a linear function
x 2Ln we denote by UxðLÞ the reduced enveloping algebra of L
associated with x (recall that UxðLÞ ¼ UðLÞ=Ix where Ix is the two-sided
ideal of UðLÞ generated by all xp  x½p  xðxÞp with x 2L). Following [36]
we attach to w 2 gn a ½p-nilpotent subalgebra mw 	 g of dimension
ðdim G  wÞ=2: The algebra UwðmwÞ is local and the left UwðmwÞ-module Kw :
¼ UwðmwÞ=JacðUwðmwÞÞ is 1-dimensional. In Section 3 we investigate the
induced UwðgÞ-module Qw ¼ UwðgÞ 
UwðmwÞ Kw; a ﬁnite dimensional analogue
of *Qw: It follows from a Morita theorem proved in Section 2 that Qw is a
projective generator for UwðgÞ and
UwðgÞ ﬃMatdðwÞðHwÞ;
where dðwÞ ¼ p12dim G  w and Hw ¼ EndgðQwÞop (see Theorems 2.3 and 2.4 and
Proposition 2.6). The projectivity of Qw implies that there are y1; . . . ; yr in
Hw such that the monomials y
a1
1    yarr with 04ai4p 1 form a K-basis of
Hw (Theorem 3.4). We show that, to some extent, these generators are
independent of p and can be lifted to characteristic 0. This yields a very
nice generating set, Y1; . . . ;Yr; in the C-algebra *Hw (see the proof of
Theorem 4.6 for more detail).
1.9. The modular setting of Sections 2 and 3 is reinstated in the last
section of the paper where we use the results of [8] to prove that for any
w 2 gn the image of the centre of UðgÞ under the canonical homomorphism
UðgÞ ! UwðgÞ has dimension pl where l ¼ rk G (Theorem 8.2). Combining
this with the main result of [30] we show that the image of the centre of UðgÞ
in the restricted enveloping algebra U ½pðgÞ is isomorphic to a direct sum of
coinvariant algebras for the Weyl group of g (see Proposition 8.3 for more
detail).
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on possible applications of the algebras *Hw in the theory of W -algebras.
Recall that Poisson Reduction is a method used in physics to construct new
Poisson algebras ðB; f  ;  g0Þ from a known Poisson algebra ðA; f  ;  gÞ:
One starts by ﬁxing a ﬁnite set S in A called the set of constraints. If the set S
is second class relative to f  ;  g it gives rise to a Poisson bracket f  ;  g0
on a quotient algebra B of A; the Dirac bracket associated with S: If
some constraints in S are ﬁrst class the Dirac bracket is not well-deﬁned.
This can be resolved by adding gauge ﬁxing constraints to S in such a way
that the total set of constraints *S is second class (this will force B to shrink
further).
In [5], de Boer and Tjin take as a Poisson algebra A the polynomial
algebra C½g ﬃ grðUðgÞÞ with its standard Poisson bracket (induced by
multiplication in UðgÞ) and observe that any nilpotent element in g yields a
nice set of ﬁrst class constraints in C½g: They then determine the group of
gauge transformations generated by these constraints and choose the so-
called lowest weight gauges to ﬁx gauge invariances. They argue that any
nilpotent element E 2 g gives rise to a Poisson algebra ðWE ; f  ;  gEÞ called
the finite W -algebra associated with E:
The process bringing WE to life is natural. As an algebra, WE is
nothing but the ring of polynomial functions on the centraliser cgðEÞ of
E in g: The new feature of WE is its highly nontrivial Poisson structure:
the bracket f  ;  gE often takes nonlinear values on linear generators of
C½cgðEÞ:
Let w ¼ FðE;  Þ: It seems likely that WE and grð *HwÞ are isomorphic as
Poisson algebras.
Since deformation quantisation amounts to replacing Poisson brackets by
commutators the question arises: is it always possible to deformWE to give
a ﬁnite quantum W -algebra? This question is addressed in [5, Theorem 4]
under the assumption that the nilpotent element E is even. The authors of
[5] set up the BRST complex ðUðgÞ 
 C; dÞ associated with the constraints
imposed by E and then show that its only nonvanishing cohomology is
H0ðUðgÞ 
 C; dÞ: Here C is the graded Clifford algebra generated by ghost
variables and d is the BRST differential, a degree 1 superderivation
of the graded algebra UðgÞ 
 C: They argue that the associative algebra
H0ðUðgÞ 
 C; dÞ is a quantisation of WE :
It seems likely that the BRST quantisation of WE is isomorphic to *Hw:
1.11. There is an appendix at the end of the paper, by Serge Skryabin,
which establishes a nice equivalence between the category of all *Hw-modules
and a full subcategory Cw of the category of all g-modules. This theorem of
Skryabin can be regarded as a generalisation to an arbitrary E 2N of a
well-known result of Kostant on Whittaker modules (see [25]).
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2.1. Due to the Kac–Weisfeiler conjecture, conﬁrmed in [34], the following
useful result is applicable to reduced enveloping algebras.
Proposition. Let A be a finite dimensional associative algebra with 1
over an algebraically closed field, and d a positive integer. Suppose that any
simple left A-module has dimension divisible by d: Then there exists a
projective A-module P such that AA ﬃ P     P (d times), where AA
denotes the left regular A-module. Moreover,
A ﬃMatdðBopÞ where B ¼ EndA ðPÞ:
Proof. Let J be the Jacobson radical of A: Let V1; . . . ;Vl be all simple
left A-modules (up to isomorphism). Let ai ¼ ðdim ViÞ=d where 14i4l: By
our assumption, each ai is a positive integer. Let Pi denote a projective cover
of Vi: Given a left A-module M and a positive integer r let M
r denote the
direct sum of r copies of M: Deﬁne P :¼ Pa11      Pall : Clearly, P is a
projective A-module and
Pd=JPd ﬃ
Ml
i¼1
ðPi=JPiÞdai ﬃ
Ml
i¼1
Vdim Vii
as left A-modules. So it follows from the Wedderburn theorem that the left
A-modules AA=ðJ A AÞ and Pd=JPd are isomorphic. Therefore, AA ﬃ Pd
(see, e.g., [33, Corollary 6.2]). Also,
A ﬃ EndA ðAAÞop ﬃ EndA ðPdÞop ﬃ ðMatd ðEndA ðPÞÞop ﬃMatd ðBopÞ;
where B ¼ EndA ðPÞ (see [33, Proposition 1.3 and Corollary 3.4a]). This
ﬁnishes the proof. ]
2.2. Let L be a ﬁnite dimensional restricted Lie algebra over K with pth
power map x/x½p:We denote byNðLÞ the set of all nilpotent elements of
L; i.e., NðLÞ ¼ fx 2L j x½pe ¼ 0 for e 0g: We let NpðLÞ denote the
set of all x 2 L with x½p ¼ 0:
Fix a linear function x on L and let UxðLÞ denote the corresponding
reduced enveloping algebra. Friedlander and Parshall [11] generalised to the
context of UxðLÞ the notion of a support variety as studied for U ½pðLÞ in
[10, 15]. Given x 2L let UxðxÞ denote the subalgebra with 1 of UxðLÞ
generated x: Recall that for any UxðLÞ-module M; the support variety
VLðMÞ of M consists of 0 and all those x 2NpðLÞ for which M is not a
ALEXANDER PREMET8free UxðxÞ-module. The set VLðMÞ is a Zariski closed, conical subset of
NpðLÞ: One knows that M is a projective UxðLÞ-module if and only if
VLðMÞ ¼ f0g (see [11, Proposition 6.2]).
Let E1; . . . ;Es be representatives of the isomorphism classes of simple
UxðLÞ-modules. Deﬁne
VLðxÞ :¼
[s
i¼1
VLðEiÞ:
By [37, Proposition 2.2], VLðxÞ ¼VLðUxðLÞÞ where UxðLÞ is viewed as
the adjoint U ½pðLÞ-module. Any Zariski closed conical subset of VLðxÞ is
of the form VLðWÞ for some ﬁnite dimensional UxðLÞ-module W and
conversely, given a ﬁnite dimensional UxðLÞ-module M one has VLðMÞ
DVLðxÞ (see [37, (2.4)] for more detail).
2.3. A restricted subalgebra q ofL is called ½p-nilpotent if qDNðLÞ: By
Engel’s theorem, q is a nilpotent subalgebra of L: It follows that zðqÞa0:
A straightforward induction argument based on this inequality shows
that
g½q; q :¼ ½q; q þX
i51
q½p
i
is a proper ideal of q:
Definition. A restricted subalgebra n of L is called x-admissible if it
satisﬁes the following three conditions:
ðx1Þ the subalgebra n is ½p-nilpotent;
ðx2Þ the linear function x vanishes on g½n; n;
ðx3Þ the intersection VLðxÞ \ n is zero.
Let UxðnÞ denote the unital subalgebra of UxðLÞ generated by n (it is
isomorphic to the reduced enveloping algebra of n associated with xjn). Due
to Jacobson’s formula [14, Chap. V, Sect. 7] condition ðx2Þ is equivalent to
saying that xðxÞ ¼ 0 for all x 2 n½p [ ½n; n: It follows that the subspace
n0 ¼ n \Ker x is a restricted ideal of codimension 41 in n: By Engel’s
theorem, n0 acts trivially on any simple n-module with p-character xjn (see
[36, p. 248] for more detail). But then UxðnÞ has a unique simple module
which is 1-dimensional. In other words, there is a canonical augmenta-
tion map UxðnÞ ! K whose kernel Nn coincides with the Jacobson
radical of UxðnÞ: We denote by Kx the 1-dimensional left UxðnÞ-module
UxðnÞ=Nn:
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VLðxÞ ¼ f0g for any ﬁnite dimensional UxðLÞ-module M: This implies
that all ﬁnite dimensional UxðLÞ-modules are projective over UxðnÞ: By the
above, UxðnÞ is a local algebra. Therefore, any ﬁnite dimensionalL-module
with p-character x is a free UxðnÞ-module (see [17, Corollary 3.4] for more
detail).
Theorem. Let x 2Ln and let n be a x-admissible subalgebra of L
of dimension m: Set d ¼ pm and denote by Qn the induced UxðLÞ-module
UxðLÞ 
UxðnÞ Kx: Define Hn :¼ EndL ðQnÞop: Then the following hold.
ðiÞ Qn is a projective UxðLÞ-module. Moreover, Qdn is a free UxðLÞ-
module of rank 1.
ðiiÞ UxðLÞ ﬃMatd ðHnÞ as K-algebras.
ðiiiÞ The adjoint U ½pðnÞ-module UxðLÞNn is free.
ðivÞ Hn ﬃ UxðLÞn=UxðLÞn \UxðLÞNn where UxðLÞn is the centraliser
of n in UxðLÞ:
ðvÞ UxðLÞ ﬃ Qn 
UxðnÞ as ðUxðLÞ;UxðnÞÞ-bimodules.
ðviÞ There is a (noncanonical) isomorphism of associative algebras
Hn 
UxðnÞ! UxðLÞn;
which maps Hn 
Nn onto UxðLÞn \UxðLÞNn:
ðviiÞ UxðLÞn \UxðLÞNn is contained in the Jacobson radical
of UxðLÞn:
ðviiiÞ Qn is a free module over EndUxðLÞðQnÞ:
ðixÞ UxðLÞ is free as a right UxðLÞn-module.
Proof. It is immediate from the PBW theorem that Qn is a free UxðxÞ-
module whenever x 2NpðLÞ=n: It follows thatVLðQnÞDVLðxÞ \ n: Now
ðx3Þ forces VLðQnÞ ¼ f0g: In other words, Qn is a projective UxðLÞ-
module (see (2.2)). Let Pi denote the projective cover of Ei where 14i4s:
Since each Ei is free over UxðnÞ one has dim Ei ¼ dri for some positive
integers ri: So Proposition 2.1 applies yielding an algebra isomorphism
UxðLÞ ﬃMatdðEndLðPÞopÞ;
where P ¼ Pr11      Prss : We claim that P ﬃ Qn as UxðLÞ-modules.
To prove the claim it sufﬁces to show that ri ¼ dimHomL ðP;EiÞ ¼
dimHomL ðQn;EiÞ for all i: Since each Ei is free over UxðnÞ; Frobenius
ALEXANDER PREMET10reciprocity yields
dimHomL UxðLÞ
UxðnÞ Kx;Ei
  ¼ dimHomnðKx;EiÞ ¼ rkUxðnÞEi ¼ ri:
So the claim follows proving statements (i) and (ii) of the theorem.
Next observe that the support variety of the adjoint U ½pðnÞ-module
UxðLÞ equals VLðUxðLÞÞ \ n ¼VLðxÞ \ n ¼ f0g (by [11, Proposition
7.1(a)], [37, Proposition 2.2] and ðx3Þ). So the adjoint U ½pðnÞ-module
UxðLÞ is projective, hence free (for the algebra U ½pðnÞ is local). As Nn is a
two-sided ideal of UxðnÞ the left ideal I :¼ UxðLÞNn is ðad nÞ-stable. The left
UxðnÞ-module %U :¼ UxðLÞ=I is free (see our discussion above). Given x 2 n
and u 2 UxðLÞ one has
xðuþ IÞ ¼ ðxðxÞuþ ½x; uÞ þ I
(because x xðxÞ 2 Nn and ad x ¼ ad ðx xðxÞ). It follows that for any
x 2NpðLÞ \ n; the endomorphism ad x acts on %U as a direct sum of
Jordan blocks of length p: This shows that the support variety of the adjoint
U ½pðnÞ-module %U is zero. So the adjoint U ½pðnÞ-module %U is projective,
hence free. Thus the short exact sequence of ðad nÞ-modules
0! I ! UxðLÞ ! %U ! 0
splits. In other words, there is a subspace V 	 UxðLÞ such that ½n;V DV
and UxðLÞ ﬃ V  I as ðad nÞ-modules. Thus the adjoint U ½pðnÞ-module I is
projective, hence free, proving (iii). It also follows that
B :¼ fu 2 UxðLÞ j IuDIg ¼ fu 2 UxðLÞ j ½n; u 	 Ig ¼ Vn  I :
This gives B=I ﬃ UxðLÞn=UxðLÞn \ I : Since Qn ﬃ %U as UxðLÞ-modules we
have EndL ðQnÞ ﬃ ðB=IÞop as algebras (see, e.g., [33, Exercise 2.1.2(c)]). This
proves (iv).
To establish (v) we ﬁrst show that UxðLÞ is projective as a
ðUxðLÞ;UxðnÞÞ-bimodule. Let *L denote the direct sum L n of restricted
Lie algebras. Deﬁne *x 2 *Ln by setting *xðl þ nÞ ¼ xðlÞ  xðnÞ for all l 2
L; n 2 n: By construction, U*xð *LÞ ﬃ UxðLÞ 
UxðnÞ as algebras. On the
other hand, the antipode of UðnÞ maps the deﬁning ideal of UxðnÞ onto that
of UxðnÞ and induces an algebra isomorphism UxðnÞop ﬃ UxðnÞ: Thus the
ðUxðLÞ;UxðnÞÞ-bimodule UxðLÞ is just a U*xð *LÞ-module and it sufﬁces to
show that its support variety V is zero. Let zþ z0 2 V ; where z 2L and
z0 2 n; and a ¼ z z0: Let l ¼ *xðzþ z0Þ: Suppose aa0: Choose a basis
x1; . . . ; xn of L with x1 ¼ a: Let W be the subspace of UxðLÞ spanned by
the monomials xa11 x
a2
2    xann with 04a14p 2 and ai 2 f0; 1; . . . ; p 1g for
i > 1: Clearly, W has codimension pn1 in UxðLÞ: Let r denote the
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tively, rx) denotes the left (respectively, right) multiplication by x 2L: This
yields
rðzþ z0Þ  l  id ¼ ðla  l  idÞ þ ad z0:
Note that ad z0 respects the standard ﬁltration of UxðLÞ (induced by
expanding vectors via the monomial basis fxa11 xa22    xann j 04i4p 1g and
counting degrees). This observation shows that
Ker ðrðzþ z0Þ  l  idÞ \W ¼ 0 and dim ðKer ðrðzþ z0Þ  l  idÞ4pn1:
Since ðzþ z0Þ½p ¼ 0 we must have ðrðzþ z0Þ  *xðzþ z0Þ idÞp ¼ 0: Hence
dimKer ðrðzþ z0Þ  l  idÞ5pn1:
Combining the two inequalities we obtain that rðzþ z0Þ  l  id acts on
UxðLÞ as a direct sum of nilpotent Jordan blocks of length p: This, however,
contradicts the fact that UxðLÞ is not a free U*xðzþ z0Þ-module. Thus a ¼ 0
yielding rðzþ z0Þ ¼ ad z0: But then z0 belongs to the support variety of the
adjointL-module UxðLÞ: The latter coincides withVLðxÞ ([37, Proposition
2.2]). So z0 2VLðxÞ \ n ¼ f0g as n is x-admissible. We deduce
V ¼ f0g as desired.
Let Kx be the unique simple module over the local algebra UxðnÞ:
Clearly, the modules fEi 
 Kx j 14i4sg form a set of representatives of the
isomorphism classes of simple UxðLÞ 
UxðnÞ-modules. For any i4s;
HomUxðLÞ
UxðnÞðUxðLÞ;Ei 
 KxÞ ¼ff 2 HomUxðLÞðUxðLÞ;EiÞ j fðIÞ ¼ 0g
¼HomUxðLÞð %U ;EiÞ ﬃ HomUxðLÞðQn;EiÞ:
By (i), ðQn 
UxðnÞÞd is a free UxðLÞ 
UxðnÞ-module of rank 1. It follows
that
dimHomUxðLÞ
UxðnÞðQn 
UxðnÞ;Ei 
 KxÞ ¼ ðdim EiÞ=d
¼ dimHomUxðLÞðQn;EiÞ:
As both UxðLÞ and Qn 
UxðnÞ are projective over UxðLÞ 
UxðnÞ we get
(v) (see [33, Corollary 6.2]).
For (vi), consider the endomorphism algebras A and A0 of the
ðUxðLÞ;UxðnÞÞ-bimodules UxðLÞ and Qn 
UxðnÞ: By a standard argu-
ment, for any b 2 A there is a unique b 2 UxðLÞn such that bðxÞ ¼ x  b
for all x 2 UxðLÞ: In other words, Aop ﬃ UxðLÞn: On the other hand, (v)
ALEXANDER PREMET12implies that
A ﬃ A0 ﬃ EndUxðLÞðQnÞ 
UxðnÞop ﬃ Hopn 
UxðnÞ
as algebras. Since Qn is a projective left UxðLÞ-module there is an
idempotent e 2 UxðLÞ such that Qn ﬃ UxðLÞe as modules and Hn ﬃ
eUxðLÞe as algebras ([33, Sect. 6.4]). Fix a bimodule isomorphism a :
UxðLÞ ! Qn 
UxðnÞ and express the image of the unity element as
að1Þ ¼ q1 
 u1 þ    þ qd 
 ud with qi 2 UxðLÞe and ui 2 UxðnÞ: The iso-
morphism A0 ! A induced by a can be described as follows. First we identify
Qn with UxðLÞe and Hopn with eUxðLÞe: Given h 2 Hn and u 2 UxðnÞ there
is a unique kh;u 2 A0 such that kh;uðq
 u0Þ ¼ qh
 uu0 for all q 2 Qn and
u0 2 UxðnÞ: Then
ða1 8 kh;u 8 aÞð1Þ ¼ a1
Xd
i¼1
qih
 uui
 !
¼
Xd
i¼1
ða1ðqihÞÞ  uui ¼: Zðh; uÞ:
Hence a1 8 kh;u 8 a ¼ rZðh;uÞ where rx denotes the right multiplication by
x 2 UxðLÞ: It is immediate from our discussion that the map ðh; uÞ/Zðh; uÞ
extends uniquely to an algebra isomorphism Z : Hn 
UxðnÞ! UxðLÞn: If
u 2 Nn then Zðh; uÞ 2 I for any h 2 Hn: So ZðHn 
NnÞDUxðLÞn \ I :
By (iv), ZðHn 
NnÞ ¼ UxðLÞn \ I : Since Hn 
Nn is a nilpotent ideal of
Hn 
UxðnÞ; statements (vi) and (vii) follow.
By (i) and (ii), there are idempotents e ¼ e1; e2; . . . ; ed 2 UxðLÞ such that
e1 þ    þ ed ¼ 1; ei  ej ¼ 0 for iaj; and eiUxðLÞ ﬃ eUxðLÞ as right
UxðLÞ-modules. Then eiUxðLÞe ﬃ eUxðLÞe as right eUxðLÞe-modules,
hence
Qn ﬃ UxðLÞe ¼
Md
i¼1
eiUxðLÞe ﬃ ðeUxðLÞeÞd ﬃ ðHopn Þd
as Hopn -modules. We get (viii). To obtain (ix) we need to show that the
ðUxðLÞ;UxðnÞÞ-bimodule UxðLÞ is free over its endomorphism algebra.
This follows from (vi) and (viii) completing the proof of the theorem. ]
2.4. Theorem 2.3 provides a perfect setting for a Morita equivalence.
Given a K-algebra A we denote by A-mod the category of all ﬁnite
dimensional left A-modules.
Let L; x; n; Hn and Nn be as in (2.3). Given a left UxðLÞ-module
M deﬁne Mn ¼ fv 2M jNn  v ¼ 0g: Identify Hn with UxðLÞn=UxðLÞn\
UxðLÞNn in accordance with Theorem 2.3(iv) and view any left Hn-module
as a UxðLÞn-module with the trivial action of the ideal UxðLÞn \UxðLÞNn:
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UxðLÞ-mod?Hn-mod; M/Mn;
and
Hn-mod?UxðLÞ-mod; V/UxðLÞ 

UxðLÞn
V ;
are mutually inverse category equivalences.
Proof. Let M be a ﬁnite dimensional left UxðLÞ-module and
ind Mn ¼ UxðLÞ 

UxðLÞn
Mn:
We need to show that M ﬃ ind Mn as L-modules. By Theorem 2.3,
dim ðind MnÞ ¼ d  dim Mn: By (2.2), any ﬁnite dimensional UxðLÞ-module
is free over UxðnÞ: Since
dim ðind MnÞn ¼ rkUxðnÞ ðind MnÞ ¼ ðdim ind MnÞ=d ¼ dim Mn
we have ðind MnÞn ¼ 1
Mn: Let cM : ind Mn !M denote theL-module
homomorphism such that cMð1
 vÞ ¼ v for any v 2Mn: It sufﬁces to show
that cM is an isomorphism. As Ker cM is a UxðLÞ-submodule of indMn; it
intersects with ðind MnÞn ¼ 1
Mn: Since cM is injective on 1
Mn we
have Ker cM ¼ 0: As M is free over UxðnÞ; we also have that dim M ¼
d  dim Mn: Then dim M ¼ dim ind Mn; hence cM is an isomorphism as
desired. ]
2.5. In general, it is very difﬁcult to obtain a satisfactory description of Hn
as an algebra. However, there is an important special case where this
problem can be solved. For Lie algebras of reductive groups, this case
includes the Kac–Weisfeiler theorem [49, 20] and the Morita theorem
obtained by Friedlander and Parshall [11].
Proposition. Let n be a x-admissible subalgebra of L and p the
normaliser of n in L: Suppose dim p5dimL dim n and xjn ¼ 0 (so that x
induces a linear function on p=n). Then dim p ¼ dimL dim n and Hn ﬃ
Uxðp=nÞ as algebras. In particular, UxðLÞ and Uxðp=nÞ are Morita
equivalent.
Proof. As x vanishes on n the ideal Nn of UxðnÞ is generated by the
image of n in UxðnÞ: This yields ½p;NnDNn: Let UxðpÞ denote the unital
subalgebra of UxðLÞ generated by p (it is canonically isomorphic to the
reduced enveloping algebra of p associated with xjp). In view of our previous
ALEXANDER PREMET14remark, UxðpÞNn is a two-sided ideal of UxðpÞ: By the PBW theorem,
UxðpÞ=UxðpÞNn ﬃ Uxðp=nÞ as algebras. Let 1x ¼ 1þNn; the image of 1 in
Kx; and Q
0
n ¼ UxðpÞ  1x: Since Qn ﬃ UxðLÞ=UxðLÞNn as left UxðLÞ-
modules, the PBW theorem and the discussion above imply that
dim Q0n ¼ dim Uxðp=nÞ: Given q 2 Q0n there is u 2 UxðpÞ such that q ¼
u  1x: By Jacobi identity, ½n; u 2 UxðpÞNn for any n 2 Nn; forcing Nn Q0n ¼
0: The universality property of induced modules implies that for any q 2 Q0n
there is a unique hq 2 EndUxðLÞðQnÞ such that hqð1xÞ ¼ q: This means that
dim Hn5dim Uxðp=nÞ: On the other hand,
dim Hn ¼ pdimL2 dim n and dim Uxðp=nÞ ¼ pdim pdim n5pdimL2dim n
(by Theorem 2.3(i) and our assumption). It follows that dim p ¼ dimL
dim n and EndUxðLÞðQnÞ ¼ fhq j q 2 Q0ng: Using this equality it is not
hard to deduce that EndUxðLÞðQnÞ ﬃ Uxðp=nÞop as K-algebras. Then
Hn ﬃ Uxðp=nÞ; completing the proof. ]
2.6. Let G be a reductive algebraic group over K : We assume that the
derived subgroup Gð1Þ of G is simply connected and p is a good prime for the
root system R of G: Given a closed subgroup HDG we denote by XnðHÞ the
set of all 1-dimensional tori contained in H: The adjoint action of n 2 XnðGÞ
turns g ¼ Lie G into a Z-graded Lie algebra:
g ¼
M
i2Z
gðn; iÞ; ½gðn; iÞ; gðn; jÞDgðn; i þ jÞ for all i; j 2 Z;
where gðn; iÞ denotes the weight space of g corresponding to weight i 2
XnðnÞ ﬃ Z: By [34, Sect. 3], G possesses a ﬁnite dimensional semi-
simple rational representation r such that the trace form
F : g g! K ; ðX ;YÞ/tr drðXÞ drðYÞ;
has the property that RadFDzðgÞ:
The Lie algebra g carries a natural pth power map x/x½p invariant under
the adjoint action of G: Given a linear function l on g we denote by zl ¼
zgðlÞ the stabiliser of l in g: Obviously, zgðlÞ is a restricted subalgebra of even
codimension in g: Let ZGðlÞ denote the isotropy subgroup of l relative to the
coadjoint action of G: By [20, Sect. 3] and [34, Lemma 3.1], there exist
unique ls 2 gn and el 2NðzgðlsÞÞ such that
1. lðxÞ ¼ lsðxÞ þ Fðx; elÞ for all x 2 g;
2. ZGðlsÞ is a Levi subgroup of G and zgðlsÞ ¼ Lie ZGðlsÞ;
3. zgðlÞ ¼ fx 2 zgðlsÞ j ½e; x 2 RadFg;
4. ZGðlÞ ¼ fg 2 ZGðlsÞ j ðAd gÞ  el ¼ elg:
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of l:
Fix a nonzero w 2 gn and set e ¼ ew; L ¼ ZGðwsÞ; l ¼ Lie ZGðwsÞ: Let Pþ
be a parabolic subgroup of G such that Pþ ¼ L Nþ where Nþ ¼ RuðPþÞ:
Let P be a parabolic subgroup conjugate to Pþ and such that Pþ \ P ¼
L: Set N ¼ RuðPÞ and nw ¼ Lie N: Then g ¼ nw  l nþw :
First suppose that ea0: By [22, 35, 42], there exists a 1-dimensional torus
le 2 XnðLð1ÞÞ such that e 2 gðle; 2Þ and Ker adl eDi50 lðle; iÞ In [35], such
a torus is called a Dynkin torus for e: Put lðiÞ ¼ lðle; iÞ and let ce denote the
skew-symmetric form on lð1Þ such that ceðu; vÞ ¼ Fð½u; v; eÞ for all u; v 2
lð1Þ: If p ¼ 2 deﬁne a quadratic form Q on lð1Þ by letting QðuÞ ¼
Fðu½2; eÞ for all u 2 lð1Þ: Let lð1Þ0 denote a maximal totally isotropic
subspace of lð1Þ relative to ce: If p ¼ 2 suppose in addition that Q vanishes
on lð1Þ0 (such a subspace exists by [34, p. 97]). Set
mw ¼ lð1Þ0
M X
i42
lðiÞ
 !M
nw :
If e ¼ 0 set mw ¼ nw :
Proposition. Suppose w 2 gn is such that ½e; l \ zðgÞ ¼ 0: Then mw is a
w-admissible subalgebra of dimension ðdim G  wÞ=2 in g:
Proof. By [34, Lemmas 3.2 and 3.6], mw is a restricted ½p-nilpotent
subalgebra of g; dimmw ¼ ðdim G  wÞ=2; and w vanishes on the restricted
ideal g½mw;mw ¼ ½mw;mw þPi51 m½piw : Thus to ﬁnish the proof it sufﬁces
to show that mw satisﬁes ðx3Þ: By [37, Proposition 2.4], mw \VgðwÞD
mw \ zgðwÞ (see also [36, Corollary 1.2]). On the other hand, it follows from
(2.6(3)) and our assumption that zgðwÞ ¼ Ker adl eD
P
i50 lðiÞ: So we get
mw \VgðwÞDmw \ ð
P
i50 lðiÞÞ ¼ f0g; as desired. ]
Proposition 2.6 shows that if ½e; l \ zðgÞ ¼ 0 then g contains a w-
admissible subalgebra m of dimension dðwÞ ¼ ðdim G  wÞ=2: In view of
Theorem 2.3(i) this subalgebra induces an algebra isomorphism UwðgÞ ﬃ
MatqðwÞðHmÞ where qðwÞ ¼ pdðwÞ: On the other hand, if MatrðAÞ ﬃMatrðBÞ;
where A and B are ﬁnite dimensional associative algebras over a ﬁeld and
r 2 N; then A ﬃ B (this is not hard to deduce from the Krull–Remak–
Schmidt theorem). As a consequence, the isomorphism classes of the algebra
Hm and the projective generator Qm do not depend on the choice of a w-
admissible subalgebra m of dimension dðwÞ:
For w satisfying the assumption of Proposition 2.6 we set Qw ¼ Qmw ;
HwðgÞ ¼ Hmw and let rw denote the representation of UwðgÞ in End ðQwÞ:
As D. Kazhdan pointed out to me, there is a striking resemblance between
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sentations of ﬁnite Chevalley groups introduced by Kawanaka (see, e.g., [22]).
3. PBW BASES IN HwðgÞ
3.1. In this section, we retain the assumptions of (2.6) and take a closer
look at the algebras HwðgÞ: What we do here will be crucial for constructing
noncommutative ﬁltered deformations of the graded coordinate rings
C½c1ð0Þ:
Henceforth we assume that w is nilpotent that is ws ¼ 0 and w ¼ Fð  ; eÞ
where e ¼ ew: The general case can be reduced to the nilpotent case by
applying Proposition 2.5 to an appropriate parabolic decomposition of g:
Thus from now on l ¼ g and mw ¼ gð1Þ0 
P
i42 gðiÞ: We also assume
that ½e; g \ zðgÞ ¼ 0: Then zw ¼ cgðeÞ; in view of (2.6(3)) and the inclusion
RadFDzðgÞ: As cgðeÞ is ðAd lÞ-stable, zw ¼
P
i50 zwðiÞ where zwðiÞ ¼
zw \ gðiÞ:
For x 2 g we write wtðxÞ ¼ k if and only if x 2 gðkÞ: We choose a
homogeneous basis x1 . . . ; xr of zw and extend it up to a homogeneous basis
x1; . . . ; xr; xrþ1; . . . ; xm of the graded parabolic subalgebra pe ¼
P
i50 gðiÞ:
Let wtðxiÞ ¼ ni; 14i4m: Since zwDpe and RadFDzðgÞDgð0Þ (see, e.g.,
[34, Sect. 3]), the equality ½e; pe ¼
P
i52 gðiÞ holds. It follows that r ¼
dim gð0Þ þ dim gð1Þ and there exist homogeneous yrþ1; . . . ; ym 2
P
i42 gðiÞ
such that
Fð½yi; xj; eÞ ¼ dij ðrþ 14i; j4mÞ:
Fix a Witt basis z01; . . . ; z
0
s; z1; . . . ; zs of gð1Þ relative to ce such that
z01; . . . ; z
0
s 2 gð1Þ0: Using the injectivity of ad e on
P
i41 gðiÞ it is easy to
deduce that s ¼ 0 if and only if gðkÞ ¼ 0 for all odd k: If s ¼ 0 one says that e
is even.
For k 2 N deﬁne Lk :¼ fðl1; . . . ; lkÞ j li 2 Z; 04li4p 1g: Set ei ¼
ðdi1; . . . ; dikÞ where 14i4k: For l ¼ ðl1; . . . ; lkÞ 2 Lk set jlj ¼ l1 þ    þ lk:
Given ða; bÞ ¼ ða1; . . . ; am; b1; . . . ; bsÞ 2 Lm  Ls deﬁne
jða; bÞje :¼
Xm
i¼1
aiðni þ 2Þ þ
Xs
i¼1
bi
and denote by xazb the monomial xa11    xamm zb11    zbss in UwðgÞ: We say that
xazb has e-degree jða; bÞje and write degeðxazbÞ ¼ jða; bÞje: Note that
degeðxazbÞ ¼ wt ðxazbÞ þ 2 deg ðxazbÞ; ð1Þ
where wt ðxazbÞ ¼ ðPi4m niaiÞ  jbj and deg ðxazbÞ ¼ jaj þ jbj are the weight
and the standard degree of xazb; respectively.
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 1w with ða; bÞ 2 Lm  Ls form
a basis of Qw over K : It is well-known (see, e.g., [46, (5.7)]) that
u  xazb ¼
X
i2Lm
a
i
 !
xai  ½uxi  zb ð2Þ
for any u 2 UwðgÞ; where ½uxi ¼ ð1Þjijðad xmÞim    ðad x1Þi1ðuÞ and ðaiÞ ¼Qm
k¼1ðakik Þ:
Lemma. Let ða; bÞ; ðc; dÞ 2 Lm  Ls be such that jða; bÞje ¼ A and
jðc; dÞje ¼ B: Then
ðrwðxazbÞÞðxczd 
 1wÞ ¼ ðxaþczbþd þ terms of e-degree4Aþ B 2Þ 
 1w:
The first summand on the right is interpreted as 0 if ðaþ c; bþ dÞ =2 Lm  Ls:
Proof. First suppose that a ¼ 0 and jbj ¼ 1; so that A ¼ 1: Then zb ¼ zk
for some k: Applying (3.1(2)) one obtains
ðrwðzkÞÞðxczd 
 1wÞ ¼ xc  rwðzkÞ zd þ
X
ia0
ai xci  rwð½zkxiÞzd
 !

 1w
for some ai 2 K : Since rwðmwÞ stabilises the line K1w; the ﬁrst summand on
the right equals xczdþek 
 1w modulo terms of lower e-degree (if dk þ 1 ¼ p
then zdþek is interpreted as 0). Suppose ia0 is such that wtð½zkxiÞ4 1:
Then rwð½zkxiÞ zd 
 1w is a linear combination of zj 
 1w with jjj4
jdj þ 1 (because rwðmwÞ stabilises the line K1w). As a consequence,
xci  rwð½zkxiÞ zd 
 1w is a linear combination of xcizj 
 1w with
degeðxcizjÞ ¼
Xm
k¼1
ðck  ikÞðnk þ 2Þ þ jjj
4
Xm
k¼1
ckðnk þ 2Þ þ ðjjj  2jijÞ4Aþ B 2
(one should take into account that ia0 and all nk are nonnegative).
Now suppose ia0 is such that wtð½zkxiÞ50: Since w vanishes on pe; the
reduced enveloping algebra UwðpeÞ is canonically isomorphic to the
restricted enveloping algebra U ½pðpeÞ: It follows that Ad l acts on UwðpeÞ
as algebra automorphisms. This, in turn, implies that xci  ½zkxi is a linear
combination of xl with wtðxlÞ ¼ wtðxcÞ  1 and jlj4jcj  jij þ 1: Therefore,
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 1w is a linear combination of xlzd 
 1w with
degeðxlzdÞ ¼  1þ wtðxcÞ þ 2jlj þ jdj
4wtðxczdÞ þ 2 deg ðxczdÞ  2jij þ 14Aþ B 2:
Thus in all cases,
ðrwðzkÞÞðxczd 
 1wÞ ¼ ðxczdþek þ terms of e-degree4Aþ B 2Þ 
 1w:
Induction on jbj ¼ jð0; bÞje ¼ B now shows that
ðrwðzbÞÞðxczd 
 1wÞ ¼ ðxczbþd þ terms of e-degree4Aþ B 2Þ 
 1w ð3Þ
for all b 2 Ls: Since Ad l acts on UwðpeÞ as algebra automorphisms the PBW
theorem implies that
xa  xc ¼ xaþc þ
X
jij5jajþjcj
bi x
i;
where bi ¼ 0 unless wtðxiÞ ¼ wtðxaÞ þ wtðxcÞ (the ﬁrst summand should be
interpreted as 0 if aþ c =2 Lm). Combining this equality with (3.1(3)) and
(3.1(1)) it is now easy to derive that
ðrwðxazbÞÞðxczd 
 1wÞ ¼ ðxaþczbþd þ terms of e-degree4Aþ B 2Þ 
 1w
for all admissible ða; bÞ and ðc; dÞ: ]
3.2. Recall that any 0ah 2 HwðgÞ is uniquely determined by its value
hð1wÞ 2 Qw: Write hð1wÞ ¼ ð
P
jði;jÞje4n li;j x
izjÞ 
 1w; where n ¼ nðhÞ and
li;ja0 for at least one ði; jÞ with jði; jÞje ¼ n: For k 2 N0 put Lkh ¼ fði; jÞ j
li;ja0& jði; jÞje ¼ kg and let Lmaxh denote the set of all ðp; qÞ 2 Lnh for which
the quantity wtðxpzqÞ assumes its maximum value. This maximum value will
be denoted by N ¼ NðhÞ:
For a 2 Z we let %a denote the residue of a in Fp 	 K :
Lemma. Let h 2 HwðgÞ=f0g and ðp; qÞ 2 Lmaxh : Then q ¼ 0 and p 2
Lr  f0g:
Proof. Suppose the contrary. Then ðprþ1; . . . ; pm; q1; . . . ; qsÞa0: If pka0
for some k > r set y ¼ yk 2 gðnk  2Þ: If all pi’s are zero for i > r then
qja0 for some j4s: In this case set y ¼ z0j: Let w ¼ wt ðyÞ:
Let ða; bÞ 2 Ldh : It is immediate from (3.1(2)) and the deﬁnition of Qw that
ðrwðyÞÞðxazb 
 1wÞ ¼
X
i
a
i
 !
xai  rwð½yxiÞ zb
 !

 1w;
SPECIAL TRANSVERSE SLICES 19where the summation runs over all i 2 Lm such that ½yxi is nonzero and has
weight 5 2:
Suppose i is such that wtð½yxiÞ50: Then jij51: Recall that Ad l acts on
UwðpeÞ as algebra automorphisms. This implies that xai  rwð½yxiÞ zb 
 1w is
a linear combination of xjzb 
 1w with
wtðxjzbÞ ¼ wþ wtðxazbÞ ð4Þ
and
degeðxjzbÞ ¼ wþ wtðxazbÞ þ 2jjj þ 2jbj42þ d þ w 2jij: ð5Þ
Now suppose i is such that wtð½yxiÞ ¼ 1: Then Pk4m iknk ¼ w 1:
Since rwðmw \ gð1ÞÞ annihilates 1w; the vector xai  rwð½yxiÞ zb 
 1w is a
linear combination of xaizl 
 1w with jlj ¼ jbj  1:Moreover, if jlj ¼ jbj þ 1
then jij51;
wtðxaizlÞ ¼ wtðxaizbÞ  1 ¼ wþ wtðxazbÞ; ð6Þ
and
degeðxaizlÞ ¼ 2þ d þ w 2jij: ð7Þ
If jlj ¼ jbj  1 then
wtðxaizlÞ ¼ 2þ wþ wtðxazbÞ; degeðxaizlÞ ¼ d þ w 2jij: ð8Þ
Finally, suppose i is such that wtð½yxiÞ ¼ 2: Then
xai  rwð½yxiÞ zb 
 1w ¼ wð½yxiÞ  xaizb 
 1w: ð9Þ
As
P
k4m iknk ¼ 2 w we have
wtðxaizbÞ ¼ 2þ wþ wtðxazbÞ; degeðxaizbÞ ¼ 2þ d þ w 2jij: ð10Þ
For i; j 2 Z let pi; j denote the endomorphism of Qw such that pi; jðxazb 

1wÞ ¼ xazb 
 1w if degeðxazbÞ ¼ i and wtðxazbÞ ¼ j; and 0 otherwise.
Suppose y ¼ yk: Then w4 2 and
0 ¼ ðrwðyÞ  wðyÞ idÞ  hð1wÞ ¼
X
a;b
la;b
X
jij51
a
i
 !
xai  rwð½yxiÞ zb
0@ 1A
 1w:
Applying (3.2(4))–(3.2(10)) we get
0 ¼ pnþw; Nþwþ2ððrwðyÞ  wðyÞ idÞ  hð1wÞÞ
ALEXANDER PREMET20¼
X
ða;bÞ2Lmax
h
la;b
Xm
i¼1
%ai Fð½y; xi; eÞ  xaei zb
0@ 1A
 1w
¼
X
ða;bÞ2Lmax
h
la;b %ak xaek zb 
 1wa0;
a contradiction. Thus y¼ zj whence w¼1 and wðyÞ ¼ 0: By (3.2(5)) and
(3.2(7)),
0 ¼ rwðyÞ  hð1wÞ
¼
X
ða;bÞ2Ln
h
la;b %bj xazbej þ
Xm
i¼1
xaei  rwð½y; xiÞ zb
 !0@
þ
X
jði;jÞje4n2
bi;j x
izj
1A
 1w
for some bi;j 2 K : But then
pn1; Nþ1ððrwðyÞ  hð1wÞÞ ¼
X
ða;bÞ2Lmaxh
la;b %bj xazbej 
 1wa0
(in view of (3.2(4)), (3.2(6)) and (3.2(8))). This contradiction completes the
proof of the lemma.
3.3. For k 2 N0 let Hk denote the linear span of all 0ah 2 HwðgÞ with
nðhÞ4k: It follows readily from Lemma 3.1 that Hi HjDHiþj for all i; j 2
N0: In other words, fHi j i 2 N0g is a ﬁltration of the algebra HwðgÞ
(obviously, HwðgÞ ¼ Hk for all k 0). We set H1 ¼ 0 and let gr ðHwðgÞÞ ¼
i50Hi=Hi1 denote the corresponding graded algebra. Lemma 3.1 implies
that the algebra gr ðHwðgÞÞ is commutative.
Proposition. For any i 2 Lr there is hi 2 HwðgÞ such that Lmaxhi ¼ fig:
The vectors fhi j i 2 Lrg form a basis of HwðgÞ over K :
Proof. Given ða; bÞ 2 N20 let Ha;b denote the subspace of HwðgÞ spanned
by Ha1 and all h 2 HwðgÞ such that nðhÞ ¼ a and NðhÞ4b: Order the
elements in N20 lexicographically. By construction, H
a;bDHc;d whenever
ða; bÞ  ðc; dÞ: Applying the Basis Extension Theorem to the (ﬁnite) chain of
subspaces just deﬁned we obtain that HwðgÞ has basis B ¼
F
ði;jÞ Bi;j such that
nðvÞ ¼ i and NðvÞ ¼ j whenever v 2 Bi;j:
SPECIAL TRANSVERSE SLICES 21Deﬁne the linear map pB : HwðgÞ ! Qw by setting pBðvÞ ¼ pi;jðvð1wÞÞ for
any v 2 Bi;j and extending to HwðgÞ by linearity (the idempotents pi;j 2
End ðQwÞ are deﬁned in the course of the proof of Lemma 3.2). By Lemma
3.2, pB maps HwðgÞ into the subspace UwðzwÞ 
 1w of Qw: By construction, pB
is injective. On the other hand, dim HwðgÞ ¼ pr ¼ dim UwðzwÞ 
 1w due to
Theorem 2.3(ii) and Proposition 2.6. Thus pB : HwðgÞ ! UwðzwÞ 
 1w is a
linear isomorphism. For a ¼ ða1; . . . ; arÞ 2 Lr set ha ¼ p1B ðxa11    xarr 
 1wÞ:
By the bijectivity of pB and the PBW theorem (applied to UwðzÞ), the vectors
hi with i 2 Lr form a basis of HwðgÞ; while from the deﬁnition of pB it
follows that Lmaxhi ¼ fig for any i 2 Lr:
3.4. As an immediate consequence of Proposition 3.3 we obtain that there
exist y1; . . . ; yr 2 HwðgÞ such that
ykð1wÞ ¼ xk þ
X
jði;jÞje¼nkþ2; jijþjjj52
lki;j x
izj þ
X
jði;jÞje5nkþ2
lki;j x
izj
0@ 1A
 1w; ð11Þ
where lki;j 2 K and lka;b ¼ 0 if ða; bÞ is such that arþ1 ¼    ¼ am ¼ b1 ¼    ¼
bs ¼ 0: Let %yi denote yi þHniþ1; the image of yi in gr ðHwðgÞÞ:
Theorem. ðiÞ The monomials %ya11    %y
ar
r and y
a1
1    yarr with 04ai4p 1
form bases of gr ðHwðgÞÞ and HwðgÞ; respectively.
ðiiÞ Let 14i; j4r: Then ½yi; yj  ¼ yj 8 yi  yi 8 yj 2 Hniþnjþ2: Moreover, if½xi; xj ¼
Pr
k¼1 a
k
ij xk in zw then
½yi; yj 
Xr
k¼1
akij yk þ qijðy1; . . . ; yrÞ ðmod Hniþnjþ1Þ;
where qij is a truncated polynomial in r variables whose constant term and
linear part are both zero.
Proof. (i) Easy induction on jaj shows that
ðyarr 8    8 ya11 Þð1wÞ
¼ ðxa11    xarr þ
X
jði;jÞje¼jða;0Þje; jijþjjj>jaj
lai;j x
izj
þ terms of lower e-degree Þ 
 1w
for any a ¼ ða1; . . . ; arÞ 2 Lr (the induction step is based on (3.4(11)) and
Lemma 3.1). Due to Proposition 3.3 we have that
ya11    yarr ¼ maha þ
X
i2Lr
mihi; maa0; ð12Þ
ALEXANDER PREMET22where mi ¼ 0 unless ðnðhiÞ;NðhiÞÞ  ðnðhaÞ;NðhaÞÞ: Since this holds for any
a 2 Lr; the monomials ya11    yarr with a 2 Lr form a basis of HwðgÞ ¼
EndgðQwÞop: It follows from (the proof of) Proposition 3.3 that for any k50;
the cosets hi þHk1 with i 2 Lr and
P
j4r ijðnj þ 2Þ ¼ k form a basis of
grkðHwðgÞÞ:Due to (3.4(12)) and Lemma 3.1 the cosets yirr    yi11 þHk1 with
i 2 Lr and
P
j4r ijðnj þ 2Þ ¼ k have the same property. To complete the
proof of part (i) it remains to note that %y
i1
1    %y
ir
r ¼ yi11    yirr þHk1 for any
i 2 Lr with
P
j4r ijðnj þ 2Þ ¼ k:
(ii) Combining (3.4.(11)) with Lemma 3.1 we deduce that ½yi; yj  2
Hniþnjþ2: As in the proof of Lemma 3.1, induction on jbj yields
ðrwðzbÞÞðxczd 
 1wÞ
¼ xczbþd þ
X
i;j
bijx
ceirwð½zi; xjÞzbþdej þ terms of e-degree
 
4jðc; bþ dÞje  3
!

 1w:
It follows that
ðrwðxazbÞÞðxczdÞ
¼ xaþczbþd þ
X
i5j
aij xaþceiej ½xi; xj zbþd
 
þ
X
i;j
bijx
aþceirwð½zi; xjÞzbþdej
þ terms of e-degree4jðaþ c; bþ dÞje  3
!

 1w:
Together with (3.4(11)) this shows that
ðyj 8 yi  yi 8 yjÞð1wÞ
¼ ½xi; xj þ
X
jði;jÞje¼niþnjþ2;jijþjjj52
mi;jx
izj þ
X
jði;jÞje5niþnjþ2
mi;jx
izj
0@ 1A
 1w
for some mi;j 2 K : As a consequence, pniþnjþ2; niþnj ð½yi; yj 
Pr
k¼1 a
k
ij ykÞ ¼ 0:
On the other hand, part (i) of this proof shows that there exists a unique
truncated polynomial *qij in x1; . . . ; xr such that ½yi; yj  
Pr
k¼1 a
k
ij yk ¼
*qijðy1; . . . ; yrÞ: Moreover, it follows from the preceding remark that the
linear part of *qij involves only those xk for which wtðxkÞ5ni þ nj: So there
SPECIAL TRANSVERSE SLICES 23exists a truncated polynomial qij in r variables with initial form of degree at
least 2 such that
½yi; yj 
Xr
k¼1
akij yk  qijðy1; . . . ; yrÞ 2 Hniþnjþ1:
This completes the proof of the theorem. ]
4. COMPLEX ANALOGUES OF Qw AND HwðgÞ
4.1. Let GC be a simple, simply connected algebraic group over C; and H
a connected subgroup of GC: Given a 1-dimensional torus nDH we denote
by hðn; iÞ the weight space of weight i in h ¼ Lie H relative to the adjoint
action of n:
Let E be a nonzero nilpotent element of gC ¼ Lie GC: By the Bala–Carter
theory [3, Chap. 5], there exist a Levi subgroup LCDGC and a 1-dimensional
torus l ¼ lE in Lð1ÞC such that i50lð1ÞC ðl; iÞ is a distinguished parabolic
subalgebra of lð1Þ
C
¼ Lie Lð1Þ
C
; E 2 lCðl; 2Þ; Ker ad EDi50 gCðl; iÞ; and
½E; gCðl; iÞ ¼ gCðl; i þ 2Þ for i50:
There exists F 2 lCðl;2Þ such that ðE; ½E;F ;FÞ is an sl2-triple in gC and
Lie n ¼ C ½E;F : Let t ¼ rk Lð1Þ
C
: By a result of Dynkin (or by the Bala–
Carter theory), there exist a maximal torus T of GC contained in LC;
a Chevalley system S ¼ fEa;Ha j a 2 R ¼ RðgC;TÞg; and root vectors
Eg1 ; . . . ;Egt 2S \ lCðl; 2Þ such that nDT and E ¼ Eg1 þ    þ Egt (see, e.g.,
[44, (III, 4.29)]). The roots g1; . . . ; gt are Q-independent in QR:
4.2. For i 2 Z set gCðiÞ ¼ gCðl; iÞ: Let N be a large positive integer and
A ¼ Z½1=N!: We denote by gA the A-submodule of gC generated by S:
This is an A-form in gC (in particular, a free A-module) and a Lie algebra
over A: Clearly, gC ﬃ gA 
A C as Lie algebras. Put gQ ¼ gA 
A Q: Since
g1; . . . ; gt are Q-independent and t ¼ dim T \ Lð1ÞC we have ½E;F  2 gQ (for
½E;F  2 Lie T \ Lð1Þ
C
and ½½E;F ;E ¼ 2E). Since Pi50 lð1ÞC ðl; iÞ is distin-
guished in lð1Þ; the map ad E : lCðl;2Þ ! lð1ÞC ðl; 0Þ is a linear isomorphism.
Thus F 2 gQ as well. Enlarging N if necessary we may assume that F 2 gA:
Let k denote the Killing form of gC: Obviously, kðgA; gAÞDA:
Representation theory of sl2 implies that kðE;FÞ is a positive integer. In
what follows we assume that N > kðE;FÞ and denote by FC the bilinear
form kðE;FÞ1  k on gC: We let FA be the restriction of FC to gA: By our
assumption, this form is A-valued.
Let p be a prime with p N; K an algebraically closed ﬁeld of
characteristic p; and gK ¼ gA 
A K ﬃ ðgA=p gAÞ 
Fp K: Let GK denote a
simple, simply connected algebraic K-group such that gK ¼ Lie GK : The
form FA induces a GK -invariant bilinear form on gK ; FK say. Given X 2 gA
ALEXANDER PREMET24we denote by x the image of X under the canonical homomorphism
gA ! gA=p gA and identify x with x
 1 in gK : Note that FKðe; f Þ ¼ 1:
Since p 0 the form FK is nondegenerate. Deﬁne w 2 gnC by setting wðX Þ ¼
FCðE;X Þ for all X 2 gC: Since w is A-valued on gA; it induces a linear form
on gK ; wK say.
By construction, gA ¼ i2Z gAðiÞ where gAðiÞ ¼ gCðiÞ \ gA: Let gKðiÞ ¼
gAðiÞ 
A K : It follows from (4.1) that for any i5 1; the A-module ½E;
gAðiÞ is an A-lattice in gCðl; i þ 2Þ (one should take into account that
dim gCð1Þ ¼ dim gCð1Þ). Enlarging N if necessary we may assume that
½E; gAðiÞ ¼ gAði þ 2Þ for all i5 1: Then ad e : gKðiÞ ! gKði þ 2Þ is
surjective for all i5 1: Since FK is nondegenerate, a standard duality
argument shows that cgK ðeÞDi50 gKðiÞ:
4.3. Let cE denote the skew-symmetric form on gCð1Þ such that
cEðX ;YÞ ¼ FCðE; ½X ;Y Þ for all X ;Y 2 gCð1Þ: Since cE is A-valued
on gAð1Þ it induces a skew-symmetric bilinear form on gKð1Þ denoted by
ce: By our discussion in (4.2), both cE and ce are nondegenerate. Also,
ceðx; yÞ ¼ FKðe; ½x; yÞ for all x; y 2 gKð1Þ:
LetW ¼ fZ01; . . . ;Z0s;Z1 . . . ;Zsg be a Witt basis of gCð1Þ relative to cE
contained in gQ: Enlarging N if necessary we may assume that W is
a free basis of the A-module gAð1Þ (in particular, W 	 gAð1Þ). Then
fz01; . . . ; z0s; z1; . . . ; zsg is a Witt basis of gKð1Þ relative to ce: Let gCð1Þ0
(respectively, gKð1Þ0) denote the subspace of gC (respectively, gK ) spanned
by the Z0i (respectively, z
0
i). Let mC;w ¼ gCð1Þ0  Si42 gCðiÞ and mwK ¼
gKð1Þ0  Si42 gKðiÞ; nilpotent subalgebras in gC and gK : Choose a free
homogeneous basis X1; . . . ;Xr;Xrþ1; . . . ;Xm of the A-module i50 gAðiÞ
such that X1; . . . ;Xr is a basis of zC;w ¼ Ker ad E over C (it exists because
ad E : gAðiÞ ! gAði þ 2Þ is surjective for all i50 and A is a principal ideal
domain). Then x1; . . . ; xm form a basis of i50 gKðiÞ and x1; . . . ; xr
span cgK ðeÞ:
4.4. Given a Lie algebra L over a commutative ring and k 2 N0; we denote
by UkðLÞ the kth component of the standard ﬁltration of UðLÞ; the
enveloping algebra of L: Let Nw be the left ideal of UðmC;wÞ generated by all
X  wðX Þ 1 with X 2 mC;w; and Cw the 1-dimensional UðmC;wÞ-module
UðmC;wÞ=Nw: The image of 1 in Cw is denoted by *1w: Let *Qw ¼
UðgCÞ 
UðmC;wÞ Cw and *HwðgCÞ ¼ EndgCð *QwÞop: The representation of
UðgCÞ in End ð *QwÞ is denoted by *rw:
Given ða; bÞ 2 Nm0 Ns0 we denote by X aZb the monomial X a11   X amm Zb11
  Zbss in UðgCÞ: By the PBW theorem, the vectors X iZj 
 *1w with ði; jÞ 2
Nm0 Ns0 form a basis of *Qw over C: We assume that wtðXiÞ ¼ ni; i.e.,
Xi 2 gCðniÞ where 14i4m; and adopt for our new setting the notation of
Section 3. For example, given ða; bÞ 2 Nm0 Ns0; we say that X aZb has
SPECIAL TRANSVERSE SLICES 25e-degree k; written degeðX aZbÞ ¼ k; if
jða; bÞje ¼
Xm
i¼1
aiðni þ 2Þ þ
Xs
i¼1
bi ¼ k:
Lemma. Let ða; bÞ; ðc; dÞ 2 Nm0 Ns0 be such that jða; bÞje ¼ A and
jðc; dÞje ¼ B: Then
ð *rwðX aZbÞÞðX cZd
 *1wÞ ¼ ðX aþcZbþdþ terms of e-degree4Aþ B 2Þ 
 *1w:
Proof. It is well-known that
u  X aZb ¼
X
i2Nm0
a
i
 
xai  ½uX i  Zb ð13Þ
for any u 2 UðgCÞ (see [45, (5.7)]). Now repeat the proof of Lemma 3.1
applying (4.4(13)) in place of (3.1(2)). ]
4.5. Any h 2 *HwðgCÞ is uniquely determined by its value hð*1wÞ 2 *Qw:
For ha0 we let nðhÞ;NðhÞ and Lmaxh have the same meaning as
in (3.2).
Lemma. Let h 2 *HwðgCÞ and ðp; qÞ 2 Lmaxh : Then q ¼ 0 and p 2 Nr0  f0g:
Proof. Repeat verbatim the proof of Lemma 3.2 but apply (4.4(13)) in
place of (3.1(2)). ]
4.6. For k 2 N0 we denote by *Hk the linear span of all 0ah 2 *HwðgCÞ
with nðhÞ4k: Put *H1 ¼ 0: It follows from Lemma 4.4 that the sub-
spaces f *Hi j i 2 N0g form a ﬁltration of the algebra *HwðgCÞ: Moreover,
Lemma 4.4 implies that the graded algebra gr ð *HwðgCÞÞ ¼ i50 *H
i
= *H
i1
is
commutative.
Theorem. ðiÞ There exist Y1; . . . ;Yr 2 *HwðgCÞ such that
Ykð*1wÞ ¼ Xk þ
X
jði;jÞje¼nkþ2; jijþjjj52
lki;j X
iZj þ
X
jði;jÞje5nkþ2
lki;j X
iZj
0@ 1A
 *1w;
where lki;j 2 Q and lka;b ¼ 0 if b ¼ 0 and arþ1 ¼    ¼ am ¼ 0:
ðiiÞ The monomials Ya11 . . .Yarr with ai 2 N0 form a basis of *HwðgCÞ
over C:
ðiiiÞThe elements %Yi ¼ Yi þ *Hniþ1 2 gr ð *HwðgCÞÞ are algebraically
independent and generate gr ð *HwðgCÞÞ: In particular, gr ð *HwðgCÞÞ is a graded
ALEXANDER PREMET26polynomial algebra with homogeneous generators of degrees n1 þ 2;
n2 þ 2; . . . ; nr þ 2:
ðivÞ Let 14i; j4r: Then ½Yi;Yj  ¼ Yj 8Yi Yi 8Yj 2 *H
niþnjþ2
:
Moreover, if ½Xi;Xj ¼
Pr
k¼1 a
k
ij Xk in zC;w then
½Yi;Yj 
Xr
k¼1
akij Yk þ qijðY1; . . . ;YrÞ ðmod *H
niþnjþ1Þ;
where qij is a polynomial in r variables whose constant term and linear part are
both zero.
Proof. Let UkwK ðgKÞ denote the kth component of the standard
ﬁltration of the reduced enveloping algebra UwK ðgKÞ: For k5p the
canonical homomorphism UðgKÞ ! UwK ðgKÞ induces a linear isomor-
phism between UkðgKÞ and UkwK ðgKÞ: Let *Q
k
w (respectively, Q
k
wK
) denote
the subspace of *Qw (respectively, QwK ) spanned by all X
iZj 
 *1w (respec-
tively, all xizj 
 1w) with jði; jÞje4k: Note that jði; jÞje5jij þ jjj: So it
follows from our preceding remark that dimC *Q
k
w ¼ dimK QkwK provided
that p > k:
Recall that p 0; in particular, p > max fni þ 2 j 14i4mg: Let C1; . . . ;
Cmþsr be a homogeneous basis of the free A-module gAð1Þ0
Si42 gA(i) where gAð1Þ0 is the A-span of Z01; . . . ;Z0s: The universality
property of induced modules implies that in order to construct Yk 2 *HwðgCÞ
it sufﬁces to ﬁnd a collection flki;jg 	 Q satisfying certain linear conditions
(like lki;j ¼ 0 whenever jði; jÞje ¼ nk þ 2 and jij þ jjj ¼ 1) and such that
*rwðCiÞ Xk þ
X
i;j
lki;j X
iZj
 !

 *1w
 !
¼ wðCiÞ  Xk þ
X
i;j
lki;j X
iZj
 !

 *1w
for all i: Now (4.4(13)) and our discussion in (4.1)–(4.3) show that the left-
hand side of each of these vector equations can be expressed as a linear
combination of X iZj 
 *1w; where jij þ jjj5p; with coefﬁcients in A:
So mþ s r vector equations above together with the linear conditions
imposed on flki;jg are equivalent to a system of linear equations
D  x ¼ d
over A: Let *D ¼ ðD j dÞ denote the augmented matrix of the system. We
denote by *Dp ¼ ðDp j dpÞ the matrix whose entries are the residues of the
entries of *D inA=pA: Obviously, *Dp is the augmented matrix of the linear
system
Dp  x ¼ dp
SPECIAL TRANSVERSE SLICES 27over Fp: Since rwK ðciÞ  ykð1wK Þ ¼ wKðciÞ  ykð1wK Þ for all i4mþ s r;
our discussion in (4.1)–(4.3) in conjunction with (3.4(11)) and
(3.1(2)) shows that the latter system has a solution over K : This,
in turn, yields rk *Dp ¼ rk Dp: Since this holds for almost all primes we
must have rk *D ¼ rk D: But then the former system has a solution over Q
proving (i).
For a 2 N0 we denote by Ya the monomial Ya11   Yarr ¼ Yarr 8    8Ya11
in *HwðgCÞ ¼ EndgC ð *QwÞop: Straightforward induction on jaj shows
that
Yað*1wÞ ¼ X a11   X arr þ
X
jði;jÞje¼jða;0Þje;jijþjjj>jaj
lai;j X
iZj
0@
þ terms of lower e-degree
!

 *1w
for some lai;j 2 Q (the induction step relies on Lemma 4.4 and the form of
the Yi’s). As a consequence, DmaxYa ¼ fag: From this it is immediate the
monomials Ya with a 2 N0 are linearly independent.
For ða; bÞ 2 N0 we let *Ha;b be the subspace of *HwðgCÞ spanned
by Ha1 and all h 2 *HwðgCÞ with nðhÞ ¼ a and NðhÞ4b: Let i denote
the unique bijection between N20 and N with the property that iða; bÞ
5iðc; dÞ whenever ða; bÞ  ðc; dÞ: Suppose that for all ði; i0Þ with
iði; i0Þ4k the subspace *Hi;i
0
is spanned by the Ya satisfying
Pr
j¼1 ajðnj þ
2Þ4i (this is true for k ¼ 1). Let ða; bÞ be such that iða; bÞ ¼ k þ 1;
and h 2 Ha;b=f0g: Lemma 4.5 says that Lmaxh Dfði; 0; . . . ; 0Þ  0 j i 2 Nr0g:
By our remarks earlier in the proof, there exist a1; . . . ; at 2 Nr0 with
jðai; 0Þje ¼ a and m1; . . . ; mt 2 C such that h 2
Pt
i¼1 miY
ai þPiði;i0Þ4k *Hi;i0 :
Note that iði; i0Þ4k forces i4a: Our earlier remarks now ensure that
for any i50; the monomials Ya with
Pr
j¼1 ajðnj þ 2Þ4i form a basis
of *H
i
:
As an immediate consequence we obtain that the Ya with a 2 Nr0 form a
basis of *HwðgCÞ: As a second consequence we derive that the monomials
%Y
a1
1    %Y
ar
r ¼ Ya11   Yarr þ *H
i1
with
Pr
j¼1 ajðnj þ 2Þ ¼ i form a basis of
grið *HwðgCÞÞ for all i50: This implies that %Y1; . . . ; %Yr are algebrai-
cally independent and generate grð *HwðgCÞÞ: Since each %Yk is homogeneous
of degree nk þ 2 we get (iii).
To obtain (iv) one argues as in the proof of Theorem 3.4(ii) applying
(4.4(13)) and part (i) of this theorem in place of (3.1(2)) and (3.4(11)),
respectively. ]
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5.1. We retain the assumptions of Section 4. To ease notation we drop the
subscript C throughout this section and write G; g; F; etc. in place of
GC; gC; FC; etc. Set c ¼ cgðFÞ and cðiÞ ¼ c \ gðl; iÞ (recall that cðiÞ ¼ 0 for
all positive i). Identify SðgnÞ; the symmetric algebra of gn; with the algebra
of regular functions on g: Let f1; . . . ; fl denote algebraically indepen-
dent homogeneous generators of the invariant algebra SðgnÞG: Recall that
deg fi ¼ mi þ 1 where m1; . . . ;ml are the exponents of the Weyl group
of g:
In this section, we are concerned with geometric properties of the
restriction, jS; of the adjoint quotient
j : g! Al ; x/ðf1ðxÞ; . . . ; flðxÞÞ;
to the special transverse slice S ¼ E þKer ad F : By [39, Corollary 7.4.1], the
morphism jS is faithfully ﬂat. As a consequence, jS is surjective and all its
ﬁbres have dimension r l: According to [40] (see also [43]) the ﬁbres of jS
are generically smooth and irreducible. Given x 2 Al we denote by Sx the
ﬁbre of jS above x: It follows from [24] that
S0 ¼ S \NðgÞ ¼ ðE þKer ad FÞ \NðgÞ:
Let t denote the translation c! S; x/E þ x; an isomorphism of afﬁne
varieties, and c ¼ jS 8 t: Clearly,
c : c! Al ; x/ðc1ðxÞ; . . . ;clðxÞÞ;
is faithfully ﬂat and c1ðxÞ ﬃ Sx for any x 2 Al : The scalar action of
Gm on g; given by ðt; vÞ/sðtÞv :¼ tv; commutes with the adjoint action
of the 1-parameter subgroup l: Following [39, (7.4)] we consider the
Gm-action
r : Gm ! GLðgÞ; t/sðt2Þlðt1Þ:
Each x 2 g decomposes uniquely as x ¼Pi xi with xi 2 gðiÞ: By construc-
tion, rðtÞx ¼Pi t2ixi; hence both S and c are r-stable. Arguing as in [39,
Proposition 7.4.1] we get
ciðxÞ ¼ fiðlðt1ÞðE þ xÞÞ
¼ fi
 
t2E þ
X
i
tixi
!
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2mi2fi E þ
X
i
t2ixi
 !
¼ t2mi2ciðrðtÞxÞ:
Therefore, ciðrðtÞxÞ ¼ t2miþ2ciðxÞ for all x 2 c: In other words,
the morphism c : c ¼ i cðiÞ ! Al is quasihomogeneous relative to r
of type
ð2m1 þ 2; . . . ; 2ml þ 2; n1 þ 2; . . . ; nr þ 2Þ
(see [39, (7.4)] for more detail). As a consequence, both S0 and c
1ð0Þ are
r-stable.
5.2. Recall that an element x 2 g is called regular if dim cgðxÞ ¼ l: It is
well-known that the set of all regular elements, greg; is nonempty and Zariski
open in g:
Proposition. Let x 2 c be such that E þ x 2 greg: Then ðdcÞx is
surjective.
Proof. Our proof will consist of three steps.
(a) By the differential criterion for regularity [24], the linear map
ðdjÞEþx : g! Cn
is surjective. Let y; z 2 g and l 2 C: Since each fi is ðAd GÞ-invariant we
have that fiððexp l ad zÞ:yÞ ¼ fiðyÞ: This forces ðdfiÞyð½z; yÞ ¼ 0 implying
that ðdjÞEþx vanishes on Im adðE þ xÞ:
(b) Pick a basis v1; . . . ; vr of c and extend it to a basis v1; . . . ; vr; vrþ1;
. . . ; vd of g: For x ¼ t1v1 þ    þ trvr we let Mðt1; . . . ; trÞ denote the ðd þ
rÞ  d matrix whose rows are the coordinate vectors of ½E þ x; v1; . . . ; ½E þ
x; vd ; v1; . . . ; vr relative to the basis fvi j 14i4dg: Let D1ðxÞ; . . . ;DNðxÞ be
the d  d minors of Mðt1; . . . ; trÞ and let Y denote the set of all y 2 c
for which DiðyÞ ¼ 0 where 14i4N: Clearly, Y ¼ fy 2 c j cþ Im adðE þ
yÞigg: Since the Di’s are polynomials in t1; . . . ; tr; the set Y is Zariski
closed in c: It is not hard to see that Y is r-stable. If Ya| then 0 2 Y (for all
weights of r on c are positive). But then cþ ½E; gag contrary to the fact
ALEXANDER PREMET30that S is a transverse slice to the adjoint orbit of E: Thus Y ¼ |; that is
cþ Im adðE þ yÞ ¼ g ð8 y 2 cÞ:
(c) Now let x 2 c be such that E þ x 2 greg: Let W be a subspace of c
complementary to c \ Im adðE þ xÞ: Then, naturally, W \ Im adðE þ xÞ ¼
0: By part (b) of this proof, dim W ¼ l: So we must have g ¼W 
Im adðE þ xÞ: By part (a), the linear map ðdjÞEþx vanishes on Im ad ðE þ
xÞ: Applying the differential criterion for regularity [24] we deduce that the
restriction of ðdjÞEþx to c is surjective. But then ðdcÞx : c! Cl is surjective,
too. ]
5.3. In order to prove the main result of this section we need to generalise
the method of associated cones [27, (II.4.2)] to the case of a nonscalar Gm-
action. We follow [27, (II.4.2)] closely. Let V be a ﬁnite dimensional vector
space over an algebraically closed ﬁeld K and
m : Gm ! GLðVÞ; v/mðtÞv;
a rational Gm-action. Then V decomposes into weight spaces with respect to
m; that is V ¼ k2Z VðkÞ and mðtÞvk ¼ tkvk for all t 2 Kn and all vk 2 VðkÞ:
We assume that all weights of m on V are nonnegative, i.e., VðiÞ ¼ 0 for all
i50: By our discussion in (5.1), the Gm-action r : Gm ! GLðcÞ satisﬁes this
assumption.
Identify VðiÞn with the subspace of Vn consisting of all linear functions x
with xðVðjÞÞ ¼ 0 for all jai: Clearly Vn ¼ i>0 VðiÞn: This gives SðVnÞ ﬃ
K½V  a graded algebra structure, SðVnÞ ¼ i50 SðVnÞi: The torus m acts on
SðVnÞ as algebra automorphisms.
Given a subspace M of SðVnÞ we let grm M denote the homogeneous
subspace of SðVnÞ with the property that g 2 grm M \ SðVnÞr if and only if
there is *g 2M such that *g g 2 j5r SðVnÞj : Obviously, the subspace
grm M is m-invariant. If M is an ideal of SðVnÞ then so is grm M:
Given a subset XDV we set IX ¼ fg 2 SðVnÞ j gðXÞ ¼ 0g and deﬁne
KmX :¼ fv 2 V j f ðvÞ ¼ 0 for all f 2 grm IXg:
By construction, KmX is a Zariski closed m-stable subset of V : We call KmX
the m-cone associated with X :
The operations grm and Km have the following properties:
1. If I and J are two ideals of SðVnÞ satisfying IiJ then grm Iigrm J:
2. grm
ﬃﬃ
I
p
D
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
grm I
p
for any ideal I of SðVnÞ:
3. grm I  grm JDgrm IJDgrm I \ grm J for any two ideals I ; J of SðVnÞ:
4. The correspondence X/KmX respects inclusions and has the
property that KmðX [ Y Þ ¼ KmX [KmY for all X ;YDV :
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dimKmX ¼ dim %X : Moreover, if X is Zariski closed and irreducible then all
irreducible components of KmX have the same dimension.
Here (5.3.1)–(5.3.3) are obvious and (5.3.4) is a direct consequence of
(5.3.3). The ﬁrst part of (5.3.5) is clear: since ImðKnÞX is m-stable it is a
homogeneous ideal contained in IX ; hence also in grm IX : The second part of
(5.3.5) is proved below by using a straightforward modiﬁcation of the
argument from [27, Chap. II, Theorem 4.2.2]. We may assume (without loss
of generality) that X is Zariski closed. Deﬁne a Gm-action
*m : Gm ! GLðV  KÞ
on V  K by setting *mðtÞðv; 1Þ ¼ ðmðtÞv; tÞ for all v 2 V : Let
X 0 ¼ *mðKnÞðX  f1gÞ ¼ fðmðlÞx; lÞ 2 V  K j l 2 Kn; x 2 Xg:
Let Z be the Zariski closure of X 0 in V  K and Z : Z ! K the (nonzero)
regular function on Z induced by the projection V  K! K: Let R ¼
SðVnÞ: Then
K½V  K ¼ R½t ¼
M
d50
R½td ; R½td ¼
Xd
i¼0
Ri t
di:
For a homogeneous f ¼Pdi¼0 fitdi 2 R½td and l 2 K we have that
f ðmðlÞv; lÞ ¼ ld Pdi¼0 fi: Therefore, f 2 IZ if and only ifPdi¼0 fi 2 IX : Since
the ideal IZ is *m-stable we deduce that ðz; lÞ 2 Z for la0 if and only if
z ¼ mðlÞx for some x 2 X : It follows that
Z1ðlÞ ¼ mðlÞX  flg ﬃ X if la0:
For g ¼Pdi¼0 gi 2 R; gda0; set *g ¼Pdi¼0 gitdi: Clearly, *gðv; 0Þ ¼ gdðvÞ
and IX 0 ¼ f *g j g 2 IXg: Therefore, ðv; 0Þ 2 Z if and only if v 2 KmX : In other
words,
Z \ ðV  f0gÞ ¼ Z1ð0Þ ¼ KmX  f0g ﬃ KmX :
By construction, X 0 ﬃ X  Kn: Thus if X is irreducible then so is Z; and
dim Z ¼ dim X þ 1: From this it is immediate that all irreducible
components of KmX ﬃ Z1ð0Þ have dimension equal to dim X : Using
(5.3.4) we derive that dimKmX ¼ dim X for reducible X ; too.
5.4. We are now in a position to prove the main result of this section.
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1ðxÞ ¼ fx 2 c j cðxÞ ¼ xg:
ðiÞ The ideal Ic1ðxÞ is generated by c1  x1; . . . ;cl  xl :
ðiiÞ The closed set c1ðxÞ is an irreducible, normal complete intersection
of dimension r l in c:
ðiiiÞ Let z 2 c1ðxÞ: Then E þ z 2 greg if and only if z is a smooth point
of c1ðxÞ:
Proof. (1) According to [39, Lemma 5.2] the ﬁbre j1S jSðE þ zÞ is
normal and E þ z 2 S is a smooth point of the ﬁbre j1S jSðE þ zÞ if and
only if E þ z 2 greg: By (5.1), jS is surjective and j1S jSðE þ zÞ ¼ E þ
c1cðzÞ: Hence c1cðzÞ is normal and z is a smooth point of c1cðzÞ if and
only if E þ z 2 greg; proving (iii).
(2) Let R ¼ C½c: Clearly, c1; . . . ;cl 2 R: Let ax denote the
linear span of ci  xi where 14i4l: By our discussion in (5.1),
dim c1ðxÞ ¼ dim c l: Since c1ðxÞ is the set of all common zeros of the
ideal
axR ¼ hc1  x1; . . . ;cl  xli
and R is a polynomial ring, the ring R=axR is Cohen–Macaulay (see, e.g., [9,
Proposition 18.13]).
Let J denote the ideal of R=axR generated by all l  l minors of the
Jacobian matrix J ¼ ð@ci=@xjÞ; taken modulo axR; and
c1ðxÞ 8 ¼ fx 2 c1ðxÞ j gðxÞ ¼ 0 for all g 2 Jg:
Since c1ðxÞ is normal the coordinate ring C½c1ðxÞ is a direct product of a
ﬁnite number of normal domains (see [29, p. 116]). It follows that Singðc1
ðxÞÞ; the set of all singular points of c1ðxÞ; has codimension 52 in c1ðxÞ
(see, e.g., [38, Chap. II, Theorem 5.3]). By part (1) of this proof,
c1ðxÞ  Singðc1ðxÞÞ ¼ ðE þ gregÞ \ c1ðxÞ:
So Proposition 5.2 yields that c1ðxÞ8 has codimension 52 in c1ðxÞ:
Applying [9, Theorem 18.15] we now deduce that R=axR is a direct product
of domains. As a consequence, the scheme-theoretic ﬁbre of c above x is
reduced, proving (i).
(3) It remains to show that each c1ðxÞ is irreducible. We ﬁrst consider
the null-ﬁbre of c: By (5.1), r acts on c1ð0Þ and gives C½c1ð0Þ ¼
C½c=ðc1; . . . ;clÞ a graded algebra structure. Since all weights of r on c are
positive the zero part of this grading is C: But then 1 is the only idempotent
of C½c1ð0Þ (because the algebra C½c1ð0Þ is reduced). So it follows from
(2) that C½c1ð0Þ is a domain, i.e., the null-ﬁbre c1ð0Þ is irreducible.
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grr introduced in (5.3). Clearly, grrax ¼ a0: Let C be an irreducible
component of c1ðxÞ: Due to (5.3.2), the irreducibility of
c1ð0Þ; part (2) of this proof, and (5.3.5) we get
a0RDgrraxRDgrr ICD
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
grr IC
q
¼ Ic1ð0Þ ¼ a0R:
Then grr axR ¼ grr IC hence axR ¼ IC (by (5.3.1)). We deduce that axR is a
prime ideal, completing the proof. ]
Remark. The above argument can be carried out over K if p ¼ char K is
not too small. To get a modular version of Theorem 5.4 valid for all very
good primes one has to replace the special transverse slice eþ cgK ðf Þ by a
good transverse slice to the adjoint orbit of e (see [42, 43]).
6. NONCOMMUTATIVE DEFORMATIONS OF THE GRADED
ALGEBRA C½c1ð0Þ
6.1. In this section, our ground ﬁeld is C and we retain the assumptions
and conventions of Sections 5 and 6. We denote by ZðgÞ the centre of the
universal enveloping algebra U ¼ UðgÞ: Recall that Uk denotes the kth
component of the standard ﬁltration of U : By the PBW theorem, grðUÞ ﬃ
SðgÞ as graded algebras. The Killing isomorphism x/Fðx;  Þ enables us
to identify the graded ðAd GÞ-algebras SðgÞ and SðgnÞ: Since g ¼ c ½E; g;
by the slð2Þ-theory, and ½E; g is orthogonal to zw under F; the Killing
isomorphism induces an isomorphism, *k; between the ðAd lÞ-algebras C½c
and SðzwÞ:
There exist algebraically independent *f i 2 ZðgÞ \Umiþ1; 14i4l; such
that ZðgÞ ¼ C½ *f 1; . . . ; *f l  and gr *f i ¼ fi for all i (see, e.g., [7, (7.4)]).
6.2. Let T 	 G be as in (4.1) and t ¼ Lie T : Since the Harish-Chandra
homomorphism ZðgÞ ! UðtÞ is injective so is the restriction of *rw : U !
Endð *QwÞ to ZðgÞ: In what follows we identify ZðgÞ with a central subalgebra
of *Hw:
Each *f i 2 ZðgÞ is ﬁxed by the adjoint action of l ¼ lE on U : Using a
suitable PBW basis of U consisting of weight vectors for l we observe that
*f ið*1wÞ is a linear combination of X aZbFcð*1wÞ with jða; bÞje  2c ¼ 2jaj þ 2jbj
and jaj þ jbj þ c4mi þ 1: Moreover, since gr *f i has degree mi þ 1 in SðgÞ at
least one vector X aZbFcð*1wÞ with jaj þ jbj þ c ¼ mi þ 1 occurs in *f ið*1wÞ: It
follows that *f ið*1wÞ is a linear combination of X aZb 
 *1w with jða; bÞje42mi
þ2 and at least one basis vector X aZb 
 *1w 2 *Qw with jða; bÞje ¼ 2mi þ 2
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*f i 2 *H
2miþ2
= *H
2miþ1
; 14i4l:
6.3. We denote by *ci the image of *f i in gr2miþ2ð *HwÞ: The dth
homogeneous component of the polynomial algebra C½c viewed with the
grading induced by the action of r is denoted by C½cd : For 14k4r set
xk ¼ *kðXkÞjc and view xk as a homogeneous polynomial function on c of
degree nk þ 2:
Proposition. There exists an isomorphism of graded algebras d :
grð *HwÞ! C½c such that dð %YkÞ ¼ xk for 14k4r and dð *ciÞ ¼ ci for 14i4l:
Proof. Adopt the notation of (4.1) and let M denote the subspace of g
spanned by Z1; . . . ;Zs and X1; . . . ;Xr;Xrþ1; . . . ;Xm: The e-degree of
monomials X aZb 2 SðMÞ is deﬁned as in (4.4) and gives SðMÞ a graded
algebra structure. In view of Lemma 4.4 there is an embedding of graded
algebras d0 : grð *HwÞ+SðMÞ: Deﬁne an algebra homomorphism n : SðMÞ !
SðzwÞ by letting nðZiÞ ¼ 0 for all i; nðXiÞ ¼ 0 for i > r; nðXiÞ ¼ Xi for 14i
4r; and extending algebraically. Let d00 denote the restriction of n 8 d
0 to
grð *HwÞ: Using Theorem 4.6(i) we observe that d00ð %YkÞ ¼ Xk for all k: So it
follows from Theorem 4.6(iii) that d00 is an isomorphism of graded algebras.
Let gð2Þ0 ¼ fx 2 gð2Þ jFðx;EÞ ¼ 0g: By our discussion in (4.2),
gð2Þ ¼ gð2Þ0  CF : Extend n to an algebra homomorphism *n :
SðgÞ ! SðzwÞ by letting *nðZ0jÞ ¼ *nðgð2Þ0Þ ¼ *nðgðiÞÞ ¼ 0 for all i5 2
and j4s; and *nðFÞ ¼ 1: From our discussion in (6.2) it follows that
d00ð *ciÞ ¼ *nðgr *f iÞ; 14i4l;
where gr *f i denotes the image of
*f i in S
miþ1ðgÞ ¼ Umiþ1=Umi : On the other
hand, ð *k 8 *nÞðgr *f iÞ ¼ ci; by the choice of *f i: Let d ¼ *k 8 d00: Then d :
grð *HwÞ ! C½c is an isomorphism of graded algebras and dð *ciÞ ¼ ci for
all i; as desired. ]
6.4. Let Z : ZðgÞ ! C be an algebra homomorphism and CZ ¼ ZðgÞ=Ker
Z: Deﬁne
*Hw;ZðgÞ ¼ *Hw;Z :¼ *Hw 

ZðgÞ
CZ ﬃ *Hw= *Hw Ker Z:
Set JZ ¼ *Hw Ker Z; JkZ ¼ JZ \ *H
k
; and *H
k
w;Z ¼ ð *H
k þ JZÞ=JZ ﬃ *Hk=JkZ
where k 2 N0: Notice that grðJZÞ ¼ k50 ðJkZ þ *H
k1Þ= *Hk1 is a graded
ideal of grð *HwÞ and f *Hkw;Z j k 2 N0g is a ﬁltration of the algebra *Hw;ZðgÞ:
We denote by grð *Hw;ZÞ the associated graded algebra. It is well-known
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grð *Hw;ZÞ ﬃ grð *HwÞ=grðJZÞ
as graded algebras. Recall that the coordinate ring C½c1ð0Þ ﬃ C½S0 is
naturally graded by the action of the 1-dimensional torus r (see (5.1)).
Theorem. The graded algebras grð *Hw;ZÞ and C½c1ð0Þ are isomorphic.
Proof. (a) By Theorem 5.4(i), the ideal Ic1ð0Þ is generated by c1; . . . ;cl :
Therefore, in view of Proposition 6.3, it sufﬁces to show that the ideal grðJZÞ
is generated by *c1; . . . ; *cl : Note that *ci 2 grðJZÞ for all i: Let Z denote the
subalgebra of grð *HwÞ generated by the *ci’s. Combining Proposition 6.3 with
[39, Corollary 7.4.1] and our discussion in (5.1) we observe that grð *HwÞ is a
ﬂat Z-module. Since S is a transverse slice to the orbit ðAd GÞ  E; the
polynomials c1; . . . ;cl are algebraically independent. Using Proposition 6.3
we now obtain that so are *c1; . . . ; *cl :
For k 2 N0; set ZkðgÞ ¼ ZðgÞ \ *Hk: Let Zi ¼ Zð *f iÞ where 14i4l: By our
ﬁnal remark in (6.2), *f i  Zi 2 Z2miþ2ðgÞ: It follows from our discussion in
(a) that there exists an algebra isomorphism x :ZðgÞ! Z such that
xð *f i  ZiÞ ¼ *ci for all i: It sends ZkðgÞ onto Z \ i4k grið *HwÞ:
(b) Let x 2 JdZ =Jd1Z : Then x ¼
Pl
i¼1 uið *f i  ZiÞ where ui 2 *H
ki
= *H
ki1
for
some ki 2 N0: Of course, such a presentation of x is not unique, and we are
going to minimise
N0 :¼ max fki þ 2mi þ 2 j 14i4lg
which depends on the presentation. By our assumption on x we have that
N05d: Suppose the presentation is such that N0 > d and let I0 ¼ fi4l j
ki þ 2mi þ 2 ¼ N0g: Then I0a| andX
i2I0
grðuiÞ  grð *f i  ZiÞ ¼
X
i2I0
grðuiÞ *ci ¼ 0
is a nontrivial homogeneous relation in grð *HwÞ: By our discussion in (a),
grð *HwÞ is a ﬂat Z-module. Applying the Equational Criterion for Flatness
(see, e.g., [9, Corollary 6.5]) we deduce that there are aij 2Z and u0j 2
grð *HwÞ; homogeneous with deg aij þ deg u0j ¼ ki; such that
grðuiÞ ¼
X
j
aiju
0
j and
X
i2I0
aij *ci ¼ 0 ð14Þ
for all i 2 I0 and all j: Choose *u0j 2 *Hw and *aij 2 ZðgÞ with grð *u0jÞ ¼ u0j and
xð *aijÞ ¼ aij: Since x is an isomorphism of algebras the second part of (14)
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i2I0
*aijð *f i  ZiÞ ¼ 0 ð8 jÞ: ð15Þ
It follows from (15) that
x ¼
Xl
i¼1
uið *f i  ZiÞ ¼
Xl
i¼1
uið *f i  ZiÞ 
X
i2I0
X
j
*aij *u
0
j
 !
ð *f i  ZiÞ
¼
X
i =2 I0
uið *f i  ZiÞ þ
X
i2I0
ui 
X
j
*aij *u
0
j
 !
ð *f i  ZiÞ:
The ﬁrst part of (14) shows that
ui 
X
j
*aij *u
0
j 2 *H
ki1
for all i 2 I0: It follows that N0 of the new presentation of x is smaller than
that of the initial one. Continuing this process we eventually arrive at a
presentation of x with N0 ¼ d:
(c) As a consequence, we can assume that x ¼Pli¼1 uið *f i  ZiÞ where
ki þ 2mi þ 24d for all i: Then
grðxÞ ¼
X
i2I0
grðuiÞ *ci 2 grðJZÞ;
implying that grðJZÞ is generated by *c1; . . . ; *cl and thereby completing the
proof. ]
6.5. Recall that Proposition 6.3 identiﬁes the graded algebras grð *HwÞ
and C½c:
Proposition. ðiÞ The product in *Hw induces a Poisson bracket f  ;  g on
C½c such that
fxi; xjg ¼
Xr
k¼1
akij xk þ q0ijðx1; . . . ; xrÞ 2 C½cniþnjþ2;
where akij are as in Theorem 4.6(iv) and q
0
ij is a polynomial in r variables whose
constant term and linear part are both zero.
ðiiÞ If the Lie algebra zw is nonabelian then there is a homomorphism
Z : ZðgCÞ ! C such that the algebra *Hw;Z is noncommutative.
ðiiiÞ If ½zw; ½zw; zwa0 then for any Z :ZðgÞ ! C the product in *Hw;Z
induces a nonzero Poisson bracket on C½c1ð0Þ:
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2; by Theorem 4.6
and Leibniz rule. As a consequence, we can deﬁne a graded C-bilinear skew-
symmetric bracket f  ;  g : grð *HwÞ  grð *HwÞ ! grðHwÞ by setting
fhþ *Ha1; h0 þ *Hb1g :¼ hh0  h0hþ *Haþb3:
It is straightforward to check that the bracket f  ;  g satisﬁes Jacobi
identity and Leibniz rule, hence is a Poisson bracket on grð *HwÞ: Part (i) now
follows from Theorem 4.6(iv), Proposition 6.3 and the deﬁnition of f; g:
Now suppose *Hw;Z is commutative for any Z : ZðgÞ ! C: Let V be
any simple *Hw-module. Since grð *HwÞ ﬃ C½c is ﬁnitely generated and
commutative, Quillen’s lemma shows that End *HwðVÞ consists of scalar
operators (see, e.g., [7, Lemma 2.6.4]). It follows that ZðgÞD *Hw acts on V
via a central character Z0 :ZðgÞ ! C: Then JZ0 annihilates V : Since V is an
arbitrary simple *Hw-module and ½ *Hw; *HwDJZ0 by our assumption, we
deduce that ½ *Hw; *Hw is contained in Jð *HwÞ; the Jacobson radical of *Hw: For
any x 2 Jð *HwÞ the element 1þ x is invertible in *Hw (see, e.g., [7, Proposition
3.1.12]). Suppose x 2 Jð *HwÞ is such that x 2 *Hk = *Hk1 for some k > 0: Then
1þ x 2 *Hk = *Hk1 also. Let y 2 *Hw be such that ð1þ xÞy ¼ 1: There is t50
such that y 2 *Ht= *Ht1: Since grð *HwÞ ﬃ C½c we must have ð1þ xÞy 2
*H
kþt
= *H
kþt1
: But then ð1þ xÞya1; a contradiction. Since *H0 ¼ C 1 we
derive Jð *HwÞ ¼ 0: Therefore, *Hw is itself commutative, which forces the
Poisson bracket f; g to be identically zero on C½c: Part (i) of this proof now
shows that all structure constants of the Lie algebra zw vanish, hence (ii).
For (iii), let I denote the ideal of C½c generated by x1; . . . ; xr: Clearly, Ik is
a Poisson ideal of C½c for any k > 0: Combining Theorem 5.4(i), Proposition
6.3 and Theorem 6.4 we obtain that the image of grðJZÞ in C½c coincides with
Ic1ð0Þ ¼ hc1; . . . ;cli: It follows that Ic1ð0Þ is a Poisson ideal of C½c and the
natural Poisson bracket on C½c1ð0Þ=Ic1ð0Þ coincides with that induced by
multiplication in *Hw;Z: Since ½Yi; *f j ¼ 0 we have that fxi;cjg ¼ 0 for all
14i4r and 14j4l (this is immediate from Proposition 6.3).
The Poisson bracket on C½c gives the factor space I=I2 a Lie algebra
structure. By part (i), zw ﬃ I=I2 as Lie algebras. Let C denote the linear span
of all ci: It follows from our preceding remark that ðCþ I2Þ=I2 is contained
in the centre of the Lie algebra I=I2: If f; g induces the zero bracket on
C½c1ð0Þ then fxi; xjg 2 Cþ I2 for all 14i; j4r: But then ½zw; zw is a
central subalgebra of zw forcing ½zw; ½zw; zw ¼ 0: The proof of the proposition
is now complete. ]
Remark 1. It is proved in [28, 47] that zw is abelian if and only if E is a
regular nilpotent element in g (Springer and Steinberg posed this as an open
problem in [44, (III, 1.18)]). The proof in [47] is computer-free.
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The following question seems relevant:
Is it true that for any two-sided ideal I of *Hw; the centre of the quotient
algebra *Hw=I coincides with the image of ZðgÞ in *Hw=I?
The answer is positive in the two extremes. If w ¼ 0 then *Hw ¼ UðgÞ: Let
I be a two-sided ideal of UðgÞ and A ¼ UðgÞ=I: According to [7,
Proposition 4.2.5], the centre of A coincides with the image of ZðgÞ in A
(this follows easily from the semisimplicity of the adjoint action of g on
UðgÞ). For the regular nilpotent case, see our discussion in (7.2).
Remark 3. Proposition 6.5(iii) in conjunction with [47, Lemma 2.4])
shows that the Poisson bracket on C½c1ð0Þ induced by f; g is nonzero for
all nondistinguished nilpotent elements in g: Of course, it should be nonzero
for all nonregular ones. In the next section we will compute this Poisson
bracket in the subregular nilpotent case.
7. SOME SPECIAL CASES
7.1. Suppose the nilpotent element E in g ¼ gC (respectively, e in g ¼ gK )
is even. Then gðkÞ ¼ 0 for k odd and mw ¼
P
i42 gðiÞ (see (3.1) for more
detail). Moreover, *Qw ﬃ Uð
P
i50 gðiÞÞ and Qw ﬃ Uwð
P
i50 gðiÞÞ ¼
U ½pðPi50 gðiÞÞ as vector spaces. It follows from our discussion in (4.5)
and (3.2) that *Hw and Hw can be identiﬁed with subalgebras of Uð
P
i50 gðiÞÞ
and U ½pðPi50 gðiÞÞ; respectively. The PBW theorem implies that there
exists a natural projection UðPi50 gðiÞÞ ! Uðgð0ÞÞ (respectively,
U ½pðPi50 gðiÞÞ ! U ½pðgð0ÞÞ), a surjective algebra homomorphism. The
restriction of this projection to *Hw (respectively, to Hw) induces an algebra
homomorphism m : *Hw ! Uðgð0ÞÞ (respectively, m½p : Hw ! U ½pðgð0ÞÞÞ: In-
spired by similarity between *Hw’s and BRST quantisations of ﬁnite W
algebras (see our discussion in (1.10)) we call m (respectively, m½p) the Miura
homomorphism from *Hw to Uðgð0ÞÞ (respectively, from Hw to U ½pðgð0ÞÞ).
In the modular case, it follows from Engel’s theorem that the ½p-nilpotent
ideal
P
i>0 gðiÞ of the restricted Lie algebra pe ¼
P
i50 gðiÞ acts trivially on
any simple U ½pðpeÞ-module. From this it follows that the kernel of the
projection U ½pðpeÞ ! U ½pðgð0ÞÞ is contained in the Jacobson radical of
U ½pðpeÞ: As a consequence, the kernel of m½p is a nilpotent ideal of Hw; hence
acts trivially on any simple Hw-module. Thus simple g-modules with p-
character w are in one-to-one correspondence with irreducible representa-
tions of m½pðHwÞ; the image of Hw under the Miura homomorphism. In the
subregular nilpotent case one is essentially reduced to a mysterious
subalgebra of U ½pðslð2ÞÞ:
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homomorphism m is injective (indeed, m is essentially the Harish-Chandra
homomorphism in this case). This should be true for any even w (cf. [5,
Theorem 5]).
7.2. Suppose E is a regular nilpotent element of g ¼ gC: Then dim c ¼ l
and c : c! Al is a r-equivariant isomorphism of afﬁne varieties (see [39,
Lemma 8.1.1 and Corollary 7.4.2]). This means that C½c is generated by
c1; . . . ;cl : By Proposition 6.3, grð *HwÞ is generated by gr *f 1; . . . ; gr *f l : A
standard ﬁltration argument now shows that *Hreg :¼ *Hw is generated by
*f 1; . . . ;
*f l ; that is *Hreg ¼ ZðgÞ: One should mention here that for E 2Nreg
the module *Qw is generated by a Whittaker vector (see [25]). The
equality *Hreg ¼ ZðgÞ was ﬁrst established by Kostant (see [25, (3.7.16)].
In the modular case, one can use a similar argument to show that if
char K is very good for gK and w ¼ wK is regular nilpotent then the
algebra HwðgKÞ coincides with Zw; the image of the centre of UðgKÞ in Hw:
The latter also follows from [30, Theorem 12] and Theorem 8.2 of this
paper.
7.3. Compared with the regular nilpotent case, the case of a subregular
nilpotent w is much more interesting and leads to a deep modular
representation theory (see [18, 19]). Until the end of this section we assume
that E is a subregular nilpotent element in g ¼ gC: In this case, it was
conjectured by Grothendieck and proved by Brieskorn that, for g of type
A; D; E; the afﬁne variety c1ð0Þ is a surface with an isolated rational
double point of the type corresponding to the Lie algebra g:More precisely,
c1ð0Þ is isomorphic to the Kleinian singularity C2=G where G 	 SL2ðCÞ is
the binary polyhedral group whose Coxeter–Dynkin–Witt diagram DðGÞ has
the same type as the Dynkin diagram of g: Detailed proofs of Brieskorn’s
results, outlined in [1], can be found in [39]. Slodowy also extended
Brieskorn’s results to include the remaining simple Lie algebras (i.e., those
of type Bl ;Cl ;F4 and G2).
Set wi ¼ ni þ 2 and dj ¼ 2mj þ 2 where 14i4r and 14j4l (in the present
case r ¼ l þ 2). According to [39, Proposition 7.4.2], we can choose basis
vectors Xi 2 zw and homogeneous polynomial invariants fi 2 SðgnÞG such
that wi ¼ di for 14i4l  1: The r-weights w1; . . . ;wlþ2 are given in Table I.
Table I also lists the degrees d1; . . . ; dl : This table is taken from [39, (7.4)] for
reader’s convenience.
7.4. According to [39, Lemma 8.3.1], the differential of c : c! Al ﬃ Cl
has rank l  1 at 0: Therefore, by [39, Lemma 8.1.2], there are
direct decompositions Cl ¼ V  A0 and c ﬃ Cl  C2 ¼ V  c0; with all
summands r-stable and with dim V ¼ l  1; as well as a r-equivariant
polynomial automorphism a of c such that c 8 a : V  c0 ! V  A0 has
TABLE I
Type d1 d2 d3    dl3 dl2 dl1 dl wl wlþ1 wlþ2
Al 4 6 8 . . . 2l  4 2l  2 2l 2l þ 2 2 l þ 1 l þ 1
Bl 4 8 12 . . . 4l  12 4l  8 4l  4 4l 2 2l 2l
Cl 4 8 12 . . . 4l  12 4l  8 4l  4 4l 4 2l  2 2l
Dl 4 8 12 . . . 4l  12 4l  8 2l 4l  4 4 2l  4 2l  2
E6 4 10 12 16 18 24 6 8 12
E7 4 12 16 20 24 28 36 8 12 18
E8 4 16 24 28 36 40 48 60 12 20 30
F4 4 12 16 24 6 8 12
G2 4 12 4 4 6
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ðv; cÞ/ðv;c0ðv; cÞÞ ðv 2 V ; c 2 c0Þ;
where c0 : c! A0 ﬃ A1 is a polynomial function on c: Moreover, r operates
on V with weights d1 ¼ w1 . . . ; dl1 ¼ wl1 (see [39, (8.2)]).
Looking at the comorphism of c 8 a we observe that the homogeneous
basis X1; . . . ;Xr of zw can be adjusted in such a way that ci ¼ xi 8 a1 for
14i4l  1: Set u ¼ a1ðxlÞ; v ¼ a1ðxlþ1Þ; w ¼ a1ðxlþ2Þ: Since a is r-
equivariant we have that u 2 C½cwl ; v 2 C½cwlþ1 and w 2 C½cwlþ2 : Since a is a
polynomial automorphism of c the elements c1; . . . ;cl1; u; v;w form a
system of free homogeneous generators for the graded polynomial algebra
C½c: Combining Proposition 6.3 with a standard ﬁltration argument we now
deduce that there exist *u 2 *Hwl ; *v 2 *Hwlþ1 and *w 2 *Hwlþ2 such that the
elements *f 1; . . . ;
*f l1 together with *u; *v and *w generate *Hw as an algebra.
More precisely, we obtain the following.
Proposition. If E is subregular nilpotent in g ¼ gC then the algebra *Hw is
a free module over its subalgebra Z0 ¼ C½ *f 1; . . . ; *f l1: Moreover, the
monomials *ua *vb *wc with a; b; c 2 N0 form a free basis of *Hw over Z0:
Remark. Proposition 7.4 has a modular analogue valid under the
assumption that p ¼ char K is a very good prime for the root system of G:
Given a homomorphism Z0 : Z0 ! C we denote by #Hw;Z0 the associative C-
algebra *Hw 
Z0 CZ0 : We denote by u; v;w the images of *u; *v; *w in #Hw;Z0 : By
Proposition 7.4, the monomials uavbwc with a; b; c 2 N0 form a C-basis of
#Hw;Z0 : The algebra #Hw;Z0 carries a natural ﬁltration induced by that of *Hw:
The corresponding graded algebra grð #Hw;Z0 Þ is isomorphic to a graded
polynomial algebra in grðuÞ; grðvÞ and grðwÞ (the degrees of the graded
generators are wl ; wlþ1 and wlþ2; respectively).
TABLE II
Type f fx; yg fx; zg fy; zg
Al ; l51 xlþ1 þ yz y z ðl þ 1Þxl
Bl ; l52 x2l þ yz y z 2lx2l1
Cl ; l53 xl þ xy2 þ z2 2z 2xy lxl1 þ y2
Dl ; l54 xl1 þ xy2 þ z2 2z 2xy ðl  1Þxl2 þ y2
E6 x
4 þ y3 þ z2 2z 3y2 4x3
E7 x
3yþ y3 þ z2 2z x3  3y2 3x2y
E8 x
5 þ y3 þ z2 2z 3y2 5x4
F4 x
4 þ y3 þ z2 2z 3y2 4x3
G2 x
3 þ xy2 þ z2 2z 2xy 3x2 þ y2
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Zl ¼ Zð *f lÞ: We identify *f l 2 *Hw with its image in #Hw;Z0 : Since
*Hw;Z ﬃ #Hw;Z0 

C½ *f l 
CZl
we have a natural algebra epimorphism gl : #Hw;Z0 ! *Hw;Z:
7.5. We denote by I0 the ideal of C½c generated by c1; . . . ;cl1: By our
discussion in (6.5), I0 is a Poisson ideal of C½c: The rest of this section is
devoted to computing the Poisson bracket on C½c=I0 ﬃ C½c0 induced by
f  ;  g:
Since a preserves both c0 and V the cosets x0 ¼ uþ I0; y0 ¼ vþ I0 and
z0 ¼ wþ I0 form a system of free homogeneous generators for C½c=I0: Let
f ¼ cr þ I0: Recall that r acts on c0 and f is r-quasihomogeneous of type
ðdl ; wl ;wlþ1;wlþ2Þ: According to [39, Proposition 8.3.2], there exists a r-
equivariant polynomial automorphism b : c0 ! c0 such that f 8 b has the
normal form of a rational double point. This form is given in the second
column of Table II. Since b can be lifted to a r-equivariant polynomial
automorphism of c we may assume without loss of generality that f has the
normal form with respect to x0; y0; z0: There exist homogeneous polynomials
r1; . . . ; rl1 2 C½c1; . . . ;cl1; u; v;w such that
cl ¼ f ðu; v;wÞ þ
Xl1
i¼1
ciri: ð16Þ
7.6. Suppose the Poisson bracket f; g is identically zero on C½c=I0 (this
implies I0a0; hence g is not of type A1). Let I denote the ideal of C½c
generated by c1; . . . ;cl1; u; v;w; and %I0 ¼ C½c1; . . . ;cl1 \ I0: Since zw is
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ffu; vg; fu;wg; fv;wgg 6	 I  I0 ð17Þ
(otherwise fp; qg 2 I2 for all p; q 2 C½c contrary to Proposition 6.5(i)). Since
c1; . . . ;cl1; u; v;w are free homogeneous generators of C½c (see (7.4)),
C½c=I20 ﬃ C½u; v;w 
 C½c1; . . . ;cl1= %I
2
0
as graded algebras. From this it follows that, for any k51; the factor
algebra C½c=ðI20 þ Ik  I0Þ has basis consisting of the cosets of uavbwccdi
where 14i4l  1; 04d41 and aþ bþ c5k if d ¼ 1:
7.7. It follows from (7.5(16)) and our assumption on f; g that
fg; f ðu; v;wÞg 2 I20 for any g 2 C½u; v;w:
Suppose g is of type Al where l52: Then f ðu; v;wÞ ¼ ulþ1 þ vw forcing
wfu; vg þ vfu;wg; vfv;wg  ðl þ 1Þulfu; vg 2 I20 :
From Table I we get fu; vg  lcd ðmod I  I0Þ; fu;wg  mcd ðmod I  I0Þ
and fv;wg  ncl1 ðmod I  I0Þ; where l; m; n 2 C and d ¼ ðl  1Þ=2: In
particular, l ¼ m ¼ 0 if l is even. In any event,
ðmvþ lwÞcd ; nvcl1 2 I20 þ I2  I0:
But then l ¼ m ¼ n ¼ 0 (see our ﬁnal remark in (7.6)). Since this contradicts
(7.6(17)) we deduce that g is not of type Al : A similar argument shows that g
is not of type Bl :
Suppose g is of type Cl where l53: Then f ðu; v;wÞ ¼ ul þ uv2 þ w2 hence
2uvfu; vg þ 2wfu;wg; 2wfv;wg  ðv2 þ lul1Þfu; vg 2 I20 :
From Table I we get fu; vg  lcd1 ðmod I  I0Þ; fu;wg  mcd2 ðmod I  I0Þ
and fv;wg  ncl1 ðmod I  I0Þ; where l; m; n 2 C; d1 ¼ l=2 and d2 ¼ ðl þ
1Þ=2: As a consequence, lm ¼ 0: Computing modulo I20 þ I3  I0 and using
(7.6) we obtain l ¼ m ¼ 0: Since l53 we have 2nwcl1 2 I20 þ I2  I0 yielding
n ¼ 0: Therefore, g is not of type Cl : Arguing similarly we deduce that g is
not of type Dl :
If g is of type E6 then f ðu; v;wÞ ¼ u4 þ v3 þ w2: Also, fu; vg  lc3 ðmod
I  I0Þ; fu;wg  mc4 ðmod I  I0Þ and fv;wg  nc5 ðmod I  I0Þ for some
l; m; n 2 C (see Table I). It follows that
3v2fu; vg þ 2wfu;wg; 2wfv;wg  4u3fu; vg 2 I20 :
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l ¼ m ¼ 0 (respectively, n ¼ 0). Thus g is not of type E6: A similar reasoning
shows that g is not of type F4:
If g is of type E7 then f ðu; v;wÞ ¼ u3vþ v3 þ w2: Therefore,
ðu3 þ 3v2Þfu; vg þ 2wfu;wg; 2wfv;wg  3u2fu; vg 2 I20 :
A quick look at Table I yields fu; vg 2 I  I0; fu;wg  lc5 ðmod I  I0Þ and
fv;wg  mc6 ðmod I  I0Þ: Computing modulo I20 þ I2  I0 we get l ¼ m ¼ 0:
Hence g is not of type E7:
If g is of type E8 then f ðu; v;wÞ ¼ u5 þ v3 þ w2 whence
3v2fu; vg þ 2wfu;wg; 2wfv;wg  5u4fu; vg 2 I20 :
From Table I we get fu; vg 2 I  I0: Computing modulo I20 þ I2  I0 we
deduce that fu;wg; fv;wg 2 I  I0 as well. If g is of type G2 then it follows
from Table I that fu; vg; fu;wg; fv;wg 2 I  I0:
We have proved that the Poisson bracket f; g is nonzero on C½c=I0 in all
cases.
7.8. We are now in a position to prove the main result of this section.
Proposition. The Poisson bracket f; g is nonzero on C½c=I0: Moreover,
there exist free homogeneous generators x; y; z of C½c=I0 such that a nonzero
multiple of f has the normal form of a rational double point with respect to
x; y; z and the values fx; yg; fx; zg; fy; zg are as in Table II.
Proof. According to (7.7), the Poisson bracket f; g is nonzero on C½c=
I0: Being a polynomial algebra, C½c=I0 is a unique factorisation domain.
Suppose g is of type Al : Then f ¼ x0lþ1 þ y0z0 hence z0fx0; y0g þ y0fx0:z0g ¼
y0fy0; z0g  ðl þ 1Þx0lfx0; y0g ¼ 0: In particular, y0 j fx0; y0g: Since y0 and fx0;
y0g have the same degree we must have fx0; y0g ¼ ly0 for some l 2 Cn: This
implies fx0; z0g ¼ lz0 and fy0; z0g ¼ ðl þ 1Þlx0l : Setting x ¼ ax0; y ¼ by0;
z ¼ bz0 for suitable a; b 2 Cn we achieve l ¼ 1: For g of type Bl ; one argues
similarly to obtain that after a suitable linear substitution, fx; yg ¼ y;
fx; zg ¼ z and fy; zg ¼ 2l x2l1:
Suppose g is of type Cl or Dlþ1 where l53: In this case f ¼ x0l þ x0y02 þ
z02 yielding 2x0y0fx0; y0g þ 2z0fx0; z0g ¼ 2z0fy0; z0g  ðlx0l1 þ y02Þfx0; y0g ¼ 0:
It follows that z0 j fx0; y0g: Since fx0; y0g and z0 have the same degree (see
Table I) we get fx0; y0g ¼ 2lz0 for some l 2 Cn: Then fx0; z0g ¼ 2lx0y0 and
fy0; z0g ¼ lðlx0l1 þ y02Þ: Setting x ¼ ax0; y ¼ by0; z ¼ gz0 for suitable with
a; b; g 2 Cn we achieve l ¼ 1: For g of type G2; we argue as in the C3-case
to obtain that after a suitable diagonal substitution, fx; yg ¼ 2z; fx; zg ¼
2xy; fy; zg ¼ 3x2 þ y2:
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2z0fx0; z0g ¼ 2z0fy0; z0g  4x03fx0; y0g ¼ 0: This implies z0 j fx0; y0g: According
to Table I, z0 and fx0; y0g have the same degree. Therefore, fx0; y0g ¼ 2lz0 for
some l 2 Cn: This, in turn, yields fx0; z0g ¼ 3ly02 and fy0; z0g ¼ 4lx03:
Setting x ¼ ax0; y ¼ by0; z ¼ gz0 for suitable a;b; g 2 Cn we achieve l ¼ 1:
A similar argument shows that for g of type E7; fx0; y0g ¼ 2lz0; fx0; z0g ¼
lðx03 þ 3y02Þ; fy0; z0g ¼ fy0; z0g ¼ 3lx02y0; while for g of type E8; fx0; y0g
¼ 2lz0; fx0; z0g ¼ 3ly02; fy0; z0g ¼ 5lx04 where l 2 Cn: In both cases, a
suitable substitution of the form x ¼ ax0; y ¼ by0; z ¼ gz0 yields l ¼ 1: This
completes the proof. ]
7.9. Suppose g is not of type A1: We can combine [28, Theorem B] with
information contained in Tables I and II to get more insight into the
structure of the graded Lie algebra zw: Indeed, looking at the tables and
taking into account Propositions 6.5(i) and 7.8 one observes that zw contains
a graded central Lie subalgebra z0 of dimension l  1 such that h :¼ zw=z0 is
solvable. Moreover, if g has type Al or Bl then h
ð1Þ is abelian and has
codimension 1 in h: If g is not of type Al or Bl then h is isomorphic to a
three-dimensional Heisenberg Lie algebra. If g has type Bl or G2 then zw ﬃ
z0  h is a split extension. In all other cases the extension is nonsplit. If g is
not of type G2 then z0 coincides with the centre of zw: The degrees of the
graded components of z0 are d1  2; . . . ; dl1  2 (see Table I).
Remark. A.G. Elashvili has recently determined the structure of the
subregular stabilisers zw by using GAP (unpublished). His results agree with
the description given above.
7.10. Keeping the assumptions of (7.3) we now let g be of type Al ; l51:
Let Z :ZðgÞ ! C be an algebra homomorphism and Z0 the restriction of Z to
Z0: Let u; v;w be the images of *u; *v; *w 2 *Hw in #Hw;Z0 : It follows from
Proposition 7.8 and Tables I and II that ½u; v  v ðmod #Hlw;Z0 Þ; ½u;w 
w; ðmod #Hlw;Z0 Þ and ulþ1 þ vw  l *f l ; ðmod #H
2lþ1
w;Z0 Þ where la0: From
Table I we derive that ½u; v ¼ vþ pðuÞ and ½u;w ¼ w p0ðuÞ where pðtÞ
and p0ðtÞ are polynomials in t of degree 4l=2: Substituting v by vþ pðuÞ
and w by wþ p0ðuÞ we may assume without loss of generality that
½u; v ¼ v and ½u;w ¼ w: A glance at Table I shows that there exist
mðtÞ; m0ðtÞ; m00ðtÞ; polynomials in t of degree 4l; such that
ulþ1 þ vw l *f l ¼ mðuÞ þm0ðuÞvþm00ðuÞw: ð18Þ
Since ad u annihilates the left-hand side of (18) we must have that m0ðuÞv ¼
m00ðuÞw: Our ﬁnal remarks in (7.4) now show that m0ðtÞ ¼ m00ðtÞ ¼ 0; i.e.,
vw ¼ l *f l þ gðu 1Þ where gðtÞ 2 C½t is a polynomial of degree l þ 1:
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there exists a polynomial nðtÞ of degree l such that ½w; v ¼ nðuÞ: Since w
commutes with *f l we obtain ½w; vw ¼ ½w; gðu 1Þ which forces nðuÞw ¼
½w; gðu 1Þ: Using the relation ½w; u ¼ w we derive by induction on k
that ½w; uk ¼ ððuþ 1Þk  ukÞw for all k 2 N0: This yields ½w;fðuÞ ¼ ðfðuþ
1Þ  fðuÞÞw for any polynomial f in t: Applying Proposition 7.8 once
again we get nðtÞ ¼ gðtÞ  gðt 1Þ which shows that wv ¼ ½w; v þ vw ¼
l *f l þ gðuÞ:
Let s be a polynomial of degree l þ 1: Following [41, 13] we now deﬁne
TðsÞ to be the C-algebra generated by the elements a; b and h subject to the
relations
ha ah ¼ a; hb bh ¼ b; ba ¼ sðhÞ; ab ¼ sðh 1Þ: ð19Þ
By [41] and [13, Theorem 2.1(iii)], this algebra has a natural ﬁltration such
that grðTðsÞÞ ﬃ C½X ;Y ;Z=ðX lþ1 þ YZÞ where degðX Þ ¼ 2 and degðYÞ ¼
degðZÞ ¼ l þ 1:
Theorem. With the above notation, *Hw;Z ﬃ Tðgþ lZlÞ as filtered
algebras.
Proof. We employ the algebra homomorphism gl: #Hw;Z ! *Hw;l (see
(7.4)). It follows from the above discussion that glðvÞ; glðwÞ and glðuÞ satisfy
the relations (19) with s ¼ gþ lZl : Hence there is a ﬁltration preserving
algebra homomorphism from Tðgþ lZlÞ onto *Hw;Z which takes glðvÞ; glðwÞ
and glðuÞ to a; b and h; respectively. By Theorem 6.4 and our discussion
in (7.5) the corresponding graded map is injective. It follows that
Tðgþ lZlÞ ﬃ *Hw;Z as ﬁltered algebras. ]
Remark. Similar arguments allow one to describe all subregular algebras
#Hw;Z0 and *Hw;Z (computations are rather tedious for the Lie algebras of type
E). We hope to return to this subject in future.
8. PROPERTIES OF THE CENTRE: THE MODULAR CASE
8.1. From now on we assume that G is a simple, simply connected
algebraic group over K and g ¼ Lie G: We assume that p ¼ char K is a very
good prime for the root system R ¼ RðG;TÞ and adopt the notation
introduced in Section 3. As before, Uk stands for the kth component of the
standard ﬁltration of U ¼ UðgÞ; and we denote by m1; . . . ;ml are the
exponents of the Weyl group W ¼ NGðTÞ=ZGðTÞ: Let t ¼ Lie T and
l ¼ dim t:
The centre Z of U has two distinguished unital subalgebras: the p-centre
Zp of g (generated by all xp  x½p with x 2 g) and the invariant algebra UG:
According to Kac and Weisfeiler [20], the Harish-Chandra homomorphism
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(II, 3.170)], the Chevalley Restriction Theorem holds in our situation. In
particular, SðtÞW ﬃ SðgÞG as graded algebras (we identify K ½g with SðgÞ via
the Killing isomorphism induced by the trace form F). Combining this
isomorphism with the results of Demazure [6] one observes that there exist
*f 1 2 UG \Um1þ1; . . . ; *f l 2 UG \Umlþ1 such that the elements fi :¼ gr *f i
with 14i4l form a free generating set for SðgÞG: Let
f : gn ! Al ; x/ðf1ðxÞ; . . . ; flðxÞÞ
denote the adjoint quotient map.
It was discovered by Veldkamp under the assumption that p does not
divide the order of W that Z is a free Zp-module of rank p
l with basis
consisting of all *f
a1
1    *f
al
l with 04ak4p 1 for all k (see [48, (3.1)]). This
was generalised by Donkin to the case where p is good for R (see [8, (3.3)]).
Another proof of Veldkamp’s theorem valid under our assumptions on p
and G was recently obtained by Mirkovi!c and Rumynin in [30].
8.2. Given w 2 gn we denote by Zw the image of Z under the canonical
homomorphism U ! Uw: The proof of our next theorem relies on the
results of [8].
Theorem. For any w 2 gn we have dim Zw ¼ pl :
Proof. (a) Following [8] we denote by A the coordinate ring of the
algebraic group G: Clearly, G acts on A by conjugation. For 14k4l we let
rk denote the rational representation of G with highest weight $k 2 XþðTÞ
(as usual, XþðTÞ ¼ N0$1     N0$l stands for the set of all dominant
weights of T). Since G is simply connected the trace functions tr r1; . . . ; tr rl
freely generate the invariant algebra J ¼ AG (see [45, Theorem 3.4.2]).
Given a K-algebra C we denote by CðpÞ the subalgebra of pth powers of
elements of C: Clearly, AðpÞ 	 Ag; the algebra of g-invariants. By the main
result of [8], multiplication in A induces a G-equivariant isomorphism of
K-algebras
J 

JðpÞ
AðpÞ ! Ag:
Together with the preceding remark this implies that Ag is a free AðpÞ-
module of rank pl : Using earlier results of Koppinen [23, Chap. 4] (see also
[16, (11.11)]) Donkin proved in [8, (3.1)] that Ag is a direct summand of the
AðpÞ-module A; that is
A ¼ Ag  A0; AðpÞ  A0DA0:
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vanishing on 1 2 G: The function algebra A1 ¼ K ½G1 on the ﬁrst Frobenius
kernel G1 of G is nothing but A
AðpÞ K ﬃ A=A mðpÞ: Let f : A! A1 denote
the canonical homomorphism. Since A mðpÞ ¼ Ag mðpÞ  A0 mðpÞ; our discus-
sion above shows that dim fðJÞ ¼ pl :
(b) Since G is a smooth variety the completion
#A ¼ lim A=mi
with respect to m is isomorphic to the formal power series algebra in dim g
variables (see [38, Chap. II, (2.2)] for example). Let i denote the natural map
from A into #A: Since A is a domain, i is an embedding (by the Krull
Intersection Theorem). According to [8, (3.4)] the short exact sequence of G-
modules 0! m2 ! m! m=m2 ¼ gn ! 0 splits. From this it follows that
there is a G-equivariant isomorphism d : #A! K ½½g; where K ½½g stands for
the completion of the polynomial algebra K ½g ﬃ SðgnÞ with respect to its
ideal n generated by linear forms. We denote by #m and #n the maximal ideals
of #A and K ½½g; respectively. The isomorphism d maps #m onto #n; hence
#A #mðpÞ onto K ½½g #nðpÞ: As a consequence, d induces a G-equivariant
isomorphism %d : #A
 #AðpÞ K!

K ½½g 

K½½gðpÞ K :
Let
%S ¼ K ½g 

K½gðpÞ
K ﬃ K ½g=K ½g nðpÞ;
a graded truncated polynomial algebra in dim g variables. It follows from [9,
Theorem 7.2(a)] that multiplication induces G-equivariant isomorphisms A

AðpÞ #A
ðpÞ ﬃ #A and K ½g 

K ½gðpÞ K ½½gðpÞ ﬃ K ½½g: As a consequence,
#A 

#A
ðpÞ
K ﬃ A 

AðpÞ
#A
ðpÞ 

#A
ðpÞ
K ﬃ A 

AðpÞ
K ¼ A1
and
K ½½g 

K ½½gðpÞ
K ﬃ K ½g 

K ½gðpÞ
K ½½gðpÞ 

K½½gðpÞ
K ﬃ K ½g 

K ½gðpÞ
K ¼ %S;
yielding G-epimorphisms a : #A! A1 and b : K ½½g ! %S: By [8, (3.1)], there is
a left regular G-submodule Q of A such that Q ﬃ A1 as left regular G1-
modules and A ﬃ Q
 AðpÞ as left regular G-modules (in particular, A is a
free AðpÞ-module). Moreover, the latter isomorphism is induced by multi-
plication in A: This yields a 8 i ¼ f:
Let #nk denote the ideal of K ½½g consisting of all formal power series
with initial form of degree at least k: Notice that #nkDK½½g #nðpÞ for all
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bðK ½½gGÞ ¼ bðK ½gGÞ:
In view of the above remarks the diagram
is commutative. Since dim fðJÞ ¼ pl ; by (a), we have dim að #AGÞ5pl : Since d
and %d are G-isomorphisms we also have dim bðK ½½gGÞ5pl : The equality
bðK ½½gGÞ ¼ bðK ½gGÞ now shows that dim bðK ½gGÞ5pl :
(c) By [8, (3.4)], the algebra K ½gg is a free K ½gðpÞ-module with basis
B ¼ ff a11    f all j 04ai4p 1g:
Therefore, the image of K ½gG 	 K ½gg in %S ¼ K ½g 

K ½gðpÞ K has dimension
at most pl : Combining this with our ﬁnal remark in (b) we deduce that the
image of B in %S is a linearly independent set.
Let *B ¼ f *f a11    *f
al
l j 04ai4p 1g; a free basis of the Zp-module Z (see
(8.1)). It follows from the PBW theorem that the standard ﬁltration of U
induces a ﬁltration of Uw such that the associated graded algebra grðUwÞ is
isomorphic to %S: If the image of *B in Uw is a linearly dependent set then so is
the image of grð *BÞ in %S:However, grð *BÞ ¼ B by our discussion in (8.1). Thus
the image of *B in Uw must be linearly independent. On the other hand,
Veldkamp’s theorem implies that Zw is spanned by the image of *B in Uw: So
dim Zw ¼ pl completing the proof. ]
8.3. In this subsection, we combine Theorem 8.2 with [30, Theorem 10] to
obtain an explicit description of the algebra Zw: Let w ¼ ws þ wn be the
Jordan decomposition of w (see [20]).
Let Rþ be a positive system in R and fhi j 14i4lg [ fea j a 2 Rþg [
ffa j a 2 Rþg a Chevalley basis of g: Note that t ¼ Lie T is spanned by
h1; . . . ; hl : Let nþ (respectively, n) be the subalgebra of g spanned by all ea
(respectively, fa).
Let w 2 gn and g 2 G: As usual, we denote by Iw the ideal of U generated
by all xp  x½p  wðxÞp with x 2 g: It is well-known (and easy to see)
that g sends Iw onto Ig:w; hence induces an isomorphism between Uw and
Ugw (here g  w ¼ w 8 g1). Since gðZÞ ¼ Z this isomorphism maps Zw
onto Zgw: In particular, Zw ﬃ Zgw as algebras. By [20], there is g 2 G such
that g  w vanishes on nþ and ws vanishes on n: Thus we may assume
without loss of generality that w vanishes on nþ and ws vanishes on n: Let
*ws : SðtÞ ! K be the algebra homomorphism such that *wsðhiÞ ¼ wsðhiÞp for
14i4l:
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¼ lþ L where L ¼ fl 2 tn j lðhiÞ 2 Fp for 14i4lg and l is any ﬁxed
element in Lws : For Z 2 Lws let WZ; WZþL; and Cws;Z denote the stabiliser of
Z; the set-wise stabiliser of Zþ L; and the partial coinvariant algebra
SðtÞWZ 

SðtÞWZþL K*ws ; respectively. Let
Cws ¼
M
l2WLws=W
Cws;l:
Proposition. ðiÞ For any w 2 gn; Zw ﬃ Cws as algebras.
ðiiÞ Let w; w0 2 gn be such that f ðwÞ ¼ f ðw0Þ: Then Zw ﬃ Zw0 :
ðiiiÞ The image of Z in the restricted enveloping algebra U ½pðgÞ is
isomorphic to the coinvariant algebra C0 ¼ l2L=W SðtÞWl 
SðtÞW K :
Proof. It follows from Veldkamp’s theorem that the algebra Z 
Zp Kw
has dimension pl (the homomorphism Zp ! Kw is induced by the map
xp  x½p/wðxÞp). Since xp  x½p  wðxÞp 2 Iw for all x 2 g the natural
homomorphism Z ! Zw induces an epimorphism Z 
Zp Kw ! Zw: This
epimorphism must be injective by Theorem 8.2. Thus Zw ﬃ Z 
Zp Kw: So it
follows from [30, Theorem 10] that Zw ﬃ Cws as algebras.
In proving (ii) we may assume that w and w0 vanish on nþ and ws and w0s
vanish on n: So we may (and will) identify ws and w0s with linear functions
on t: There is a 1-dimensional torus m 	 T acting on nþ with positive
weights. Since f : gn ! Al is homogeneous and m-equivariant, the equality
f ðwÞ ¼ f ðw0Þ implies f ðwsÞ ¼ f ðw0sÞ: By the Chevalley Restriction Theorem, ws
and w0s are conjugate under the action of W on t
n (see (8.1)). This implies
Cws ¼ Cw0s yielding Zw ﬃ Zw0 :
Finally, suppose ws ¼ 0: Then *ws ¼ 0; Lws ¼ L and WZþL ¼W for any Z 2
Lws : As a consequence, Z0 ﬃ l2L=W SðtÞWl 
SðtÞW K completing the proof. ]
8.4. I would like to ﬁnish this paper by sketching an elementary proof of
Theorem 8.2 for g ¼ glðn;KÞ: In principle, this proof generalises to all types
but for exceptional Lie algebras it is more complicated and employs a
modular version of [26].
Theorem. Let g ¼ glðn;KÞ and w 2 gn (no restriction on p ¼ char K). Let
Zw be as in (8.2). Then dim Zw ¼ pn:
Proof. Let eij denote the matrix units in g and X ¼
Pn
i;j xijeij: For 14
k4n let sk denote the sum of the diagonal k  k minors of the matrix X : By
the Chevalley Restriction Theorem, the invariant algebra SðgnÞG is freely
generated by s1; . . . ; sn (viewed as polynomial functions on g). Since the
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identify g with gn; hence SðgnÞ with SðgÞ: Let I denote the ideal of SðgnÞ
generated by all x
p
ij and
%S ¼ SðgnÞ=I ; a truncated polynomial algebra in n2
variables.
It follows from [2, Sect. 3] that Z is a free Zp-module generated by the set
f *f a11    *f
an
n j 04ai4p 1g where *f 1; . . . ; *f n 2 UG are such that gr *f i ¼ si for
14i4n: Therefore, in order to prove that dim Zw ¼ pn it sufﬁces to establish
that the image of fsa11 . . . sann j 04ai4p 1g in %S is a linearly independent set
(see part (c) of the proof of Theorem 8.2 for more detail). Since spi 2 I for all i
the latter is equivalent to showing that the image of sp11    sp1n in %S is nonzero.
Let fyi;j j 14i; j4n; i þ j5nþ 1g be nðnþ 1Þ=2 indeterminates and Y the
truncated polynomial algebra in yi;j over K: Let o : %S ! Y denote
the algebra homomorphism such that oðxijÞ ¼ 0 for i þ j4n and
oðxijÞ ¼ yi;j for i þ j5nþ 1 (we identify each xij with its image under the
canonical homomorphism SðgnÞ ! %S). Since sn ¼ detX we have oðsp1n Þ ¼
yp11;n yp12;n1    yp1n;1 : Suppose we have already established that
oðsp1nkÞ   oðsp1n Þ ¼ 
Y
iþjn14k
y
p1
i;j ;
where 04k4n 2: Using the relations ypi;j ¼ 0 and the fact that snk1 is
the sum of the diagonal minors of X of order n k  1 we then deduce that
oðsp1nk1Þ   oðsp1n Þ ¼ 
Y
iþjn14kþ1
y
p1
i;j :
Downward induction on k now yields
oðsp11 Þ   oðsp1n Þ ¼ 
Y
i;j
y
p1
i;j a0;
showing that the image of sp11    sp1n in %S is nonzero and thereby
completing the proof. ]
Remark. Combining Theorem 8.4 with [12, Lemma 6.2] and [2, Sect. 3]
it is not hard to generalise Theorem 8.2 and Proposition 8.3 to the case
where G is as in (2.6) and the trace form F is nondegenerate.
APPENDIX. A CATEGORY EQUIVALENCE
(by Serge Skryabin)
Let R be a noetherian ring. Its two-sided ideal I is said to satisfy the weak
Artin–Rees property if for every ﬁnitely generated left R-module M and its
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subring Rþ Itþ I2t2 þ . . . 	 R½t where t is a central indeterminate is
noetherian then I satisﬁes the weak Artin–Rees property by repetition of the
proof of the Artin–Rees lemma (see, e.g., [1], Chap. III, Sect. 3).
Assertion 1. Suppose that E is an injective R-module. If I satisfies the
weak Artin–Rees property then the submodule GI ðEÞ ¼ fu 2 E j Inu ¼ 0 for
some n > 0g is also injective.
The proof of the corresponding assertion in the commutative case (see [3],
Chap. III, Lemma 3.2) carries over to this situation.
Assertion 2. Let n be a finite dimensional nilpotent Lie algebra over a
field k; and let w 2 nn be a linear form such that wð½n; nÞ ¼ 0: Denote by N the
ideal of the universal enveloping algebra UðnÞ generated by the elements
x wðxÞ with x 2 n: For a vector space V over k put
EV ;w ¼ ff 2 HomðUðnÞ;VÞ j f ðNmw Þ ¼ 0 for some m > 0g
and give EV ;w the n-module structure by the rule ðxf ÞðuÞ ¼ f ðuxÞ for
x 2 n; f 2 EV ;w and u 2 UðnÞ: Then EV ;w is an injective n-module.
Proof. Clearly EV ;w ¼ GNwðFV Þ where FV ¼ HomðUðnÞ;VÞ is the n-
module coinduced from the representation in V of the zero subalgebra. If M
is any n-module then HomnðM;FV Þ ﬃ HomðM;VÞ; naturally in M: This
shows that FV is an injective n-module. Let n ¼ n1*n2* . . . be the lower
central series for n: The subspace
n0 ¼ nþ
X
i51
fx wðxÞ j x 2 nigti 	 UðnÞ½t
is a Lie subalgebra since ½n; ni 	 ni; ½ni; nj  	 niþj for i; j51 and wðn2Þ ¼ 0:
Clearly n0 is generated by nþ fx wðxÞ j x 2 ngt: The subring S 	 UðnÞ½t
generated by n0 contains UðnÞ and Nwt; whence S ¼ UðnÞ þ
P
i51 N
i
wt
i:
Since ni ¼ 0 for i sufﬁciently large, n0 is ﬁnite dimensional. Then Uðn0Þ and
its homomorphic image S are noetherian rings. It follows that Nw satisﬁes
the weak Artin–Rees property, and assertion 1 applies. ]
Remark. The references for the preceding material are [4, 2].
Let g be a ﬁnite dimensional reductive Lie algebra over an algebraically
closed ﬁeld of characteristic 0 and w 2 gn a nilpotent linear form. The
notations below are as in the main text of Premet’s paper. Denote by Cw the
category of g-modules on which x wðxÞ operates locally nilpotently for
ALEXANDER PREMET52each x 2 mw: For M 2 Cw put
Mm ¼ fv 2M j xv ¼ wðxÞv for all x 2 mwg:
Theorem. ð1Þ The functors M/Mmw and V/ *Qw 
 *Hw V are quasi-
inverse equivalences between Cw and the category of left *Hw-modules.
ð2Þ Every M 2 Cw is an injective mw-module.
ð3Þ *Qw is a free right *Hw-module.
ð4Þ If M 2 Cw then Hiðg;MÞ ¼ 0 for all i50:
ð5Þ If M 2 Cw and M 0 is any g-module such that HommwðM 0;MÞ ¼ 0
then ExtiUðgÞðM 0;MÞ ¼ 0 for all i50:
Proof. Let Y1; . . . ;Ym be a homogeneous basis for mw and di ¼ deg Yi:
Since mw \ zgðwÞ ¼ 0; we can ﬁnd homogeneous elements Xi 2 gðdi  2Þ;
i ¼ 1; . . . ;m; such that wð½Yi;XjÞ ¼ dij : For a ¼ ða1; . . . ; amÞ 2 Nm0 put
jaj ¼
X
ai; wt a ¼
X
diai;
X a ¼ X a11   X amm 2 UðgÞ;
ua ¼ ðY1  wðY1ÞÞa1    ðYm  wðYmÞÞam 2 UðmwÞ:
Note that the elements ua form a basis for UðmwÞ and ua 2 N jajw : Consider
any linear order on Nm0 subject to the condition: a5b whenever either wt a
5wt b or wt a ¼ wt b; jaj > jbj: For every b 2 Nm0 the set fa 2 Nm0 j a5bg is
ﬁnite, and so Nm0 is isomorphic with N0 as an ordered set. If ba0 let b
0 2 Nm0
denote the predecessor of b: Denote by Ia the linear span of elements ub with
b > a: As is checked readily, Ia is an ideal of UðmwÞ and Nrw 	 Ia for some
r > 0: Conversely, given any r > 0 there exists a such that Ia 	 Nrw: For a
vector space V denote by EV ;w the injective mw-module deﬁned with respect
to the nilpotent Lie algebra n ¼ mw and the linear form wjmw as in
Assertion 2. Then EV ;w consists of all linear maps f : UðmwÞ ! V such
that f ðIaÞ ¼ 0 for some a:
Suppose that M 2 Cw and V ¼Mmw : Given a; b 2 Nm0 and v 2 V; a
routine check shows that ubX
av ¼ 0 whenever b > a and uaX av ¼ cv where c
is a nonzero scalar. Take any linear map p : M ! V such that pjV ¼ idV and
deﬁne j :M ! EV ;w by the rule jðwÞðuÞ ¼ pðuwÞ for w 2M and u 2 UðmwÞ:
Clearly j is a homomorphism of mw-modules. By the above jðX avÞðubÞ ¼ 0
when b > a and ðX avÞðuaÞ ¼ cv with ca0: It can now be easily shown that j
is surjective. Furthermore, ker j is an mw-submodule of M which has zero
intersection with V : Then ker j ¼ 0 by the deﬁnition of Cw: Thus j is an
isomorphism of mw-modules, which proves (2). More precisely, we see that
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P
X ava with
va 2 V where va ¼ 0 for all but at most a ﬁnite number of a’s.
Consider an increasing sequence of subspaces Ma ¼ fv 2MjIav ¼ 0g
indexed by the elements of Nm0 : Then jðMaÞ ¼ ff 2 EV ;w j f ðIaÞ ¼ 0g: The
element ua determines a linear map ia : M
a !M0 ¼Mmw : Using the
isomorphism j; it is easy to deduce that ia is surjective and ker ia ¼Ma0
when aa0: Each Ma is stable under EndUðgÞM; and so we have an
isomorphism of EndUðgÞM-modules Ma=Ma
0 ﬃM0: Apply this to the g-
module *Qw ¼ UðgÞ=UðgÞNw 2 Cw: Here *Q
mw
w is a free
*Hw-module of rank 1,
whence so is *Q
a
w=
*Q
a0
w too for any aa0: More precisely, the image of X
a in
*Q
a
w=
*Q
a0
w is a free generator of that module. Since
*Qw ¼ [ *Q
a
w; we see that the
elements X a1w are a basis for *Qw over *Hw (here 1w is the image of 1 2 UðgÞ
in *Qw).
Deﬁne m : *Qw 
 *Hw V !M by the rule u1w 
 v/uv for u 2 UðgÞ and v 2
V : Every element of *Qw 
 *Hw V is expressed uniquely as
P
X a1w 
 va; which
is sent to
P
X ava under m: It is immediate from the preceding discussion that
m is an isomorphism of g-modules. Suppose now that M ¼ *Qw 
 *Hw V 0 where
V 0 is any *Hw-module. Deﬁne n : V 0 !Mmw by the formula nðvÞ ¼ 1w 
 v for
v 2 V 0: Every element w 2M is expressed uniquely as PX anðvaÞ: If w 2
Mmw then necessarily nðvaÞ ¼ 0 for all aa0: It follows that n is an
isomorphism of *Hw-modules. This proves (1).
Recall that the Hochschild–Serre spectral sequence of the subalgebra mw
	 g has E1-terms Epq1 ¼ Hqðmw;Homð
Vp g=mw;MÞÞ: As M is an injective
mw-module, so are Homð
Vp g=mw;MÞ too for all p: Hence Epq1 ¼ 0 for all
q > 0: Suppose that c :
Vp g=mw !M is a homomorphism of mw-modules.
Then imc is an mw-stable subspace of M on which mw operates locally
nilpotently. Since wðmwÞa0; we must have c ¼ 0: Hence Ep01 ¼ 0 too, and
(4) is an immediate consequence. Finally, (5) is a generalization of (4). ]
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