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Abstract
We prove that any stable method for resolving the Gibbs phenomenon—that is, recover-
ing high-order accuracy from the first m Fourier coefficients of an analytic and nonperiodic
function—can converge at best root-exponentially fast in m. Any method with faster conver-
gence must also be unstable, and in particular, exponential convergence implies exponential
ill-conditioning. This result is analogous to a recent theorem of Platte, Trefethen & Kuijlaars
concerning recovery from pointwise function values on an equispaced m-grid. The main step in
our proof is an estimate for the maximal behaviour of a polynomial of degree n with bounded
m-term Fourier series, which is related to a conjecture of Hrycak & Gro¨chenig. In the second
part of the paper we discuss the implications of our main theorem to polynomial-based interpo-
lation and least-squares approaches for overcoming the Gibbs phenomenon. Finally, we consider
the use of so-called Fourier extensions as an attractive alternative for this problem. We present
numerical results demonstrating rapid convergence in a stable manner.
1 Introduction
The Fourier series
Fmf(x) = 1√
2
∑
|j|≤m
fˆje
ijpix, fˆj =
1√
2
∫ 1
−1
f(x)e−ijpix dx,
of an analytic and periodic function f : [−1, 1] → R converges geometrically fast in the truncation
parameter m. However, such rapid convergence is destroyed once periodicity is no longer present.
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In this case, the series Fmf(x) converges only linearly in compact subsets of (−1, 1), and there is
no uniform convergence on [−1, 1]. Near the endpoints x = ±1 one witnesses the well-known Gibbs
phenomenon [34, 49].
Although the Gibbs phenomenon has a long history [38], and is completely understood math-
ematically [34, 49], it is a significant hurdle in some applications of Fourier series. Indeed, it is a
testament to the importance of the Gibbs phenomenon that the question of its resolution—that is,
restoring high-order convergence from only the first m Fourier coefficients of a function—remains
an area of active inquiry.
Whilst there are many existing methods for this problem (see Section 2 for a review), no one
stands out as being inherently superior. Existing methods with apparent geometric convergence also
appear to suffer from some sort of ill-conditioning, and although there are other methods that resolve
the Gibbs phenomenon in a stable manner, these typically result in slower orders of convergence.
The purpose of this paper is to explain these observations.
Specifically, we show that any exponentially-convergent method must also be exponentially ill-
conditioned, and in general, if a method has a convergence rate of ρ−m
τ
for some ρ > 1 and
τ ∈ ( 12 , 1], then it must also possess ill-conditioning of order ρm
2τ−1
. This result implies the following
fundamental stability barrier: the best possible convergence rate for a stable method for resolving
the Gibbs phenomenon is root-exponential in m.
A theorem of this type is not new. Our main result is a direct analogue of a theorem of Platte,
Trefethen & Kuijlaars for the problem of overcoming the Runge phenomenon in equispaced poly-
nomial interpolation. In [45] it was proved that any method for recovering high accuracy from the
pointwise values of a function on an equispaced grid must also exhibit the aforementioned instability
behaviour. The problem we consider in this paper, namely recovering high accuracy from the first
2m + 1 Fourier coefficients of f , can be considered a continuous analogue of this problem. Indeed,
the problem of recovery from equispaced pointwise values is equivalent to that of recovery from
discrete Fourier coefficients.
In proving our main result we follow a similar argument to that of [45]. The key step therein
is the use of an estimate of Coppersmith & Rivlin [24] concerning the maximal behaviour of an
algebraic polynomial of degree n which is bounded on an equispaced grid of m points. Our main
theoretical contribution is an analogous result for Fourier series: namely, we estimate the maximal
behaviour of a polynomial p of degree n with bounded m-term Fourier series Fmp. In doing so, we
provide a partial answer to a conjecture of Hrycak & Gro¨chenig [39] (see Section 5 for a discussion).
Our main theorem on the behaviour of polynomials with bounded Fourier sums has an impor-
tant consequence for a particular method that is sometimes used in practice. Our result implies
that the so-called inverse polynomial reconstruction method (IPRM) [41, 42, 44] is exponentially
unstable. Moreover, although it is possible to stabilize this method via a least squares procedure
(henceforth referred to as the polynomial least squares method), our main theorem demonstrates
that this necessarily decreases the convergence rate to root-exponential.
Although root-exponential convergence is the best possible permitted, our theorem says nothing
about superalgebraic convergence. Nor does is apply to methods for which convergence occurs only
down to some finite tolerance tol. In the final part of this paper we propose the use of so-called
Fourier extensions [6, 7, 15, 20, 21, 40] for this problem. As we discuss, this approach gives rapid
convergence—sometimes geometric, but always superalgebraic—but only down to a finite tolerance
on the order of machine precision. We show via example that Fourier extensions typically outperform
the aforementioned polynomial least squares method, and conclude that they present an attractive
approach to this problem.
2
2 The Gibbs phenomenon and its resolution
The Gibbs phenomenon has a long history dating back to Wilbraham in 1848 [53] (to acknowledge
the contribution of Wilbraham, the name Gibbs–Wilbraham phenomenon is also occasionally used).
Forgotten for half a century, this phenomenon was rediscovered by Michelson [43], with the ensuing
debate regarding convergence, or lack thereof, between Michelson and Love (carried out in Nature)
being eventually settled by Gibbs [29, 30] in 1899, after the arbitration of Poincare´. The term
the Gibbs phenomenon was introduced by Boˆcher in 1906 [12]. A detailed review of the Gibbs
phenomenon and its history is provided in [38], with shorter summaries also given in [22, 34].
Many methods have been proposed to ameliorate or resolve the Gibbs phenomenon. Of these,
perhaps the earliest to appear were filters and mollifiers. Here the Gibbs phenomenon is viewed as
noise polluting the high-order Fourier coefficients, which can therefore be mitigated by premultipli-
cation with a rapidly decaying function [34, 49]. Unfortunately, standard filters do not lead to high
uniform accuracy: they only ensure faster convergence in regions of [−1, 1] away from the endpoints
x = ±1. More recently, Tadmor & Tanner have developed so-called adaptive filters and mollifiers,
which lead to greatly improved accuracy [49, 50, 51, 52]. These can be constructed to obtain ge-
ometric convergence in compact subsets of (−1, 1) in a stable manner, with typically polynomial
accuracy in the vicinity of the endpoints. For a comprehensive review of this subject, see [49]. Note
that this does not contradict the main result of this paper, since the rate of uniform convergence on
[−1, 1] is not geometric. As a general principle, geometric convergence away from x = ±1 can be
obtained without ill-conditioning.
An alternative approach (which can also be viewed as a type of mollifier [49]) is the technique of
spectral reprojection, introduced and developed by Gottlieb et al. [32, 33, 34, 35, 36]. Here the slowly
convergent Fourier series is reprojected onto a suitable basis; the so-called Gibbs complementary basis.
If Gegenbauer polynomials are used for this basis and if the various parameters are carefully tuned,
geometric convergence, uniformly on [−1, 1], can be restored. To date, this approach has found
application in a number of areas, including image processing [8, 9] and the spectral approximation
of PDEs with discontinuous solutions [37].
Unfortunately, the original Gegenbauer reconstruction procedure of [35] has been shown to be
rather sensitive to the choice of parameters [16, 28], with the wrong parameters giving potentially
divergent approximations. To mitigate this effect, a substantially more robust procedure, based
on Freud polynomials, was introduced in [28]. Nonetheless, our main result states that spectral
reprojection must either exhibit exponential instability or not be truly exponentially convergent.
We note that, to the best of our knowledge, a stability analysis of spectral reprojection has not yet
been carried out.
Spectral reprojection is sometimes referred to a direct technique, since it does not require solution
of a linear system. The most obvious inverse method is to seek to ‘interpolate’ the first 2m + 1
Fourier coefficients of f with an algebraic polynomial of degree 2m + 1. This technique, which
requires solution of a linear system of equations, is sometimes referred to as the inverse polynomial
reconstruction method (IPRM) in literature [41, 42, 44]. However, interpolation of Fourier coefficients
can be seen as a continuous analogue of polynomial interpolation at equispaced nodes. It should come
as little surprise, therefore, that there are substantial issues with both convergence and stability. In
particular, a Runge-type phenomenon is witnessed. See [4, 39], as well as Section 5, for a discussion.
Since ‘interpolating’ Fourier coefficients may not work, one can also use a lower degree polynomial
in combination with a least squares fit (so-called polynomial least squares). This was first discussed
in detail in [39], and later in [4]. Unfortunately, as we shall prove later, the degree n can scale
at most like
√
m to ensure stability. This corresponds to only root-exponential convergence in m,
consistently with the stability barrier we establish in Section 4. Nonetheless, despite this slower
convergence, we remark that this approach does often outperform spectral reprojection in practice.
For a comparison, see [4].
As an alternative to lowering the polynomial degree, one may also try using a higher degree
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polynomial. Underdetermined least squares leads to a poor approximation in this case. However,
better accuracy can be restored by using l1-minimization instead. To the best of our knowledge no
analysis currently exists for this approach. For a related discussion in the case of equispaced function
values, see [18, 45]. One may also consider Sobolev norm minimization, such has been considered in
the equispaced case in [23].
In [4] a general framework was introduced for stable reconstructions in Hilbert spaces. Given
Fourier coefficients, one can reconstruct in any other basis of functions, with one example being the
polynomial least squares method discussed above. An alternative to polynomials involves the use
of splines. As discussed in [5], fixed-order splines result in algebraic convergence in a stable manner
(see also [54]). One may also consider variable-order splines, but stability becomes an issue.
A different approach to overcoming the Gibbs phenomenon is to smooth the function f via
subtraction so as to make it periodic up to a given order, and then compute its Fourier series. This
idea dates back to Krylov and Lanczos, amongst others, and was later studied by Lax and Gottlieb
& Orszag—see [1, 2, 46] and references therein. Such smoothing can be carried out implicitly, via
extrapolation on the high-order Fourier coefficients; an approach sometimes known as Eckhoff’s
method in literature [26]. As shown in [46], this method converges algebraically fast in m. However,
there are also issues with instability [1]. A hybrid approach, combining Gegenbauer reconstruction
and Eckhoff’s method, was also developed in [27].
Alternative methods for overcoming the Gibbs phenomenon arise from sequence extrapolation
techniques. See [11, 19]. In a similar spirit, Driscoll & Fornberg introduced Pade´-based method in
[25]. This approach gives geometric convergence [10], however in view of our theorem, must also be
exponentially unstable. Such instability was noted in [25].
There are numerous other methods for resolving the Gibbs phenomenon, and we have not pre-
sented a complete list. The reader is referred to [17, 34, 49] and references therein for further
information. We also mention that many methods designed for the related problem of recovering
high accuracy from function values on equispaced grids (i.e. overcoming the Runge phenomenon) can
potentially be adapted to the Fourier coefficient problem. See [18, 45] for a comprehensive record of
such methods.
One such technique that has recently been successfully applied to overcome the Runge phe-
nomenon is that of Fourier extensions. In the final part of this paper (Section 6) we consider this
approach for overcoming the Gibbs phenomenon. As we show, the corresponding method can be
extremely effective for this problem.
3 Maximal behaviour of an algebraic polynomial with bounded
Fourier series
The first step towards the stability theorem in [45] is an estimate due to Coppersmith & Rivlin [24].
This concerns the behaviour of the quantity
An,m = sup
{
‖p‖∞ : p ∈ Pn, ‖p‖m,∞ = 1
}
,
where ‖p‖∞ = supx∈[−1,1] |p(x)|, ‖p‖m,∞ = maxj=1,...,m |p(xj)| and {x1, . . . , xm} is a grid of m
equispaced points in [−1, 1]. In [24] it was shown that
(c1)
n2
m ≤ An,m ≤ (c2)n
2
m . (3.1)
for constants c2 ≥ c1 > 1. This estimate determines how many equispaced gridpoints are required
to control the behaviour of a polynomial of degree n. Observe that if m = o(n2) then (3.1) implies
that there exists a polynomial which is bounded on the grid {x1, . . . , xm}, but which grows large in
between grid points. On the other hand, An,m is bounded as n,m → ∞ if and only if m = O
(
n2
)
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(that the scaling m = O (n2) is sufficient for boundedness is an older result which dates back to
Scho¨nhage [48]).
The problem of the behaviour of An,m is a classical one in approximation theory (see [45] for
a summary of its history). However, An,m involves equispaced grid values. To prove a stability
theorem for overcoming the Gibbs phenomenon, we need to study a related quantity involving
Fourier coefficients. To this end, we define
Bn,m = sup {‖p‖2 : p ∈ Pn, ‖p‖m = 1} , (3.2)
where ‖p‖2 =
√∫ 1
−1 |p(x)|2 dx is the L2-norm on [−1, 1] and
‖p‖2m =
∑
|j|≤m
|pˆj |2 = ‖Fmp‖22, (3.3)
is the l2-norm of the first 2m+ 1 Fourier coefficients of p.
We remark that the quantity Bn,m differs from An,m in two respects. First, it involves continuous
Fourier coefficients, as opposed to discrete Fourier coefficients (i.e. equispaced grid values). Second,
rather than using the uniform norm, we consider the L2 (respectively l2)-norm. This is natural,
since Fourier series satisfy Parseval’s relation in the L2/l2-norms. Indeed, the second equality in
(3.3) follows directly from this relation.
With this aside, note that
lim
m→∞Bn,m = 1,
for any fixed n ∈ N. This follows from strong convergence of the operators Fm → I on L2(−1, 1),
and the fact that the space Pn is finite dimensional. Moreover, much as in the case of An,m, it can
be shown that the scaling m = O (n2) is sufficient for boundedness of Bn,m. This result was first
proved by Hrycak & Gro¨chenig [39, Thm. 4.1] (see also [4, Lem. 3.1]).
Our main result in this section shows that Bn,m admits a similar lower bound to that found in
(3.1). We have
Theorem 3.1. Let Bn,m be as in (3.2). Then there exists a constant c > 1 such that
Bn,m ≥ cn
2
m , ∀n,m ∈ N.
Specifically, we have the lower bound
(Bn,m)
2 ≥ 1 + n
8m
+
n
16m
d
n2
m , (3.4)
where d > 94 .
Proof. Let p ∈ Pn be arbitrary. Integrating by parts, we find that
p̂j =
n∑
k=1
bk
(−1)j
jk
, j ∈ Z \ {0},
where
bk = − 1√
2(ipi)k
[
p(k−1)(1)− p(k−1)(−1)
]
.
Therefore, we can write
p̂j = (−1)j p˜(1j ), j ∈ Z\{0}, p˜(t) :=
n∑
k=1
bkt
k . (3.5)
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Note that p ∈ Pn is uniquely defined by the values pˆ0, b1, . . . , bn. Therefore, (3.5) defines a one-to-
one correspondence between polynomials p = p(x) with pˆ0 = 0, say, and polynomials p˜(t) satisfying
p˜(0) = 0. Hence, using Parseval’s relation, we have
Bn,m ≥ sup {‖p‖2 : p ∈ Pn, pˆ0 = 0, ‖p‖m = 1} = sup
p∈P∗n
B(n,m, p),
where P∗n = {p ∈ Pn : p(0) = 0} and
B(n,m, p) =
√√√√∑1≤|j|<∞ |p( 1j )|2∑
1≤|j|≤m |p( 1j )|2
.
To prove the theorem it is sufficient to find a particular P ∈ P∗n such that B(n,m,P ) admits the
bound (3.4).
Let n = 4q + 1 for some q ∈ N. Consider the polynomial
P (x) := xT ∗q (x
2)Aq(x
2) ,
where
Aq(x
2) :=
q∏
j=1
(x2 − 1
j2
),
and T ∗q (x) denotes the Chebyshev polynomial of degree q on the interval
[
1
m2 ,
1
(q+1)2
]
. Then, by
definition,
P (1
j
) = 0, 1 < |j| ≤ q ,
and therefore we have
(B(n,m,P ))2 =
∑
1≤|j|<∞ |P ( 1j )|2∑
1≤|j|≤m |P ( 1j )|2
=
∑
q<|j|<∞ |P ( 1j )|2∑
q<|j|≤m |P ( 1j )|2
= 1 +
∑
m<j<∞ |P ( 1j )|2∑
q<j≤m |P ( 1j )|2
(3.6)
Note that Aq(·) has all its zeros in the interval [ 1q2 , 1], hence |Aq| is monotonically decreasing on the
interval [0, 1q2 ]. Therefore,
0 < |Aq( 1j21 )| ≤ |Aq(
1
m2
)| < |Aq( 1j22 )| , q < j1 ≤ m < j2 .
So, putting expression for P into (3.6), we obtain
(B(n,m,P ))2 =1 +
∑
m<j<∞
1
j2 |T ∗q ( 1j2 )|2|Aq( 1j2 )|2∑
q<j≤m
1
j21
|T ∗q ( 1j2 )|2|Aq( 1j2 )|2
>1 +
∑
m<j<∞
1
j2 |T ∗q ( 1j2 )|2|Aq( 1m2 )|2∑
q<j≤m
1
j2 |T ∗q ( 1j2 )|2|Aq( 1m2 )|2
=1 +
∑
m<j<∞
1
j2 |T ∗q ( 1j2 )|2∑
q<j≤m
1
j2 |T ∗q ( 1j2 )|2
:=1 +
N
D
Since |Tq| ≤ 1 on the interval [ 1m2 ,
1
(q+1)2
], for the denominator D we have the estimate
D =
∑
q<j≤m
1
j2
|T ∗q ( 1j2 )|2 ≤
∑
q<j<∞
1
j2
,
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so that D < 1q . As for the numerator N , we split it into two parts:
N1 :=
∑
m<j<2m
1
j2
|T ∗q ( 1j2 )|2 , N2 :=
∑
2m≤j<∞
1
j2
|T ∗q ( 1j2 )|2 .
By definition, T ∗q is the Chebyshev polynomial of degree q on the interval [
1
m2 ,
1
(q+1)2 ], so all of
its zeros are located inside that interval. Hence |T ∗q | is decreasing on [0, 1m2 ] towards the value
|T ∗q ( 1m2 )| = 1. Therefore
N1 >
∣∣∣T ∗q ( 1m2)∣∣∣2 ∑
m<j<2m
1
j2
>
1
2m
,
N2 >
∣∣∣T ∗q ( 1(2m)2)∣∣∣2 ∑
2m≤j<∞
1
j2
> 1
2m
∣∣∣T ∗q ( 1(2m)2)∣∣∣2 .
i.e.
N1 >
1
2m
, N2 >
1
2m
∣∣∣T ∗q ( 1(2m)2)∣∣∣2 .
Let us evaluate the value |T ∗q (x∗0)|, where x∗0 := 1(2m)2 . Take the affine mapping
M : {I∗ = [ 1
m2
, 1
(q+1)2
]} → {I = [−1, 1]} ,
so that
T ∗q (x) = Tq(M(x)) ⇒ T ∗q (x∗0) = Tq(M(x∗0)) = Tq(x0) ,
where Tq(x) is the standard Chebyshev polynomial on I = [−1, 1]. The length of the interval I∗ is
less than 1q2 , so mapping M onto the interval I with the length 2 uses the length magnifying factor
λ > 2q2. The point x∗0 =
1
(2m)2 lies at the distance δ
∗
0 =
3
4m2 from the left endpoint
1
m2 of I
∗, so it
will be mapped to the point x0 < −1 given by
−x0 = 1 + δ0, δ0 > 2q2δ∗0 = 3q
2
2m2
.
For x = 1 + δ, we have
Tq(x) =
1
2
(
(x+
√
x2 − 1)q + (x−
√
x2 − 1)q
)
> 1
2
(x+
√
x2 − 1)q > 1
2
(1 +
√
2δ)q ,
and since
√
2δ0 =
√
3 qm >
q
m , we have
T ∗q (
1
(2m)2
) = T ∗q (x
∗
0) = Tq(x0) >
1
2
(
1 +
q
m
)q
= 1
2
[(
1 +
q
m
)m
q
]q2/m
:= 1
2
γq
2/m . (3.7)
Hence
N2 >
1
4m
γ2q
2/m, γ := (1 + 1
r
)r, r :=
m
q
. (3.8)
Combing these results together, and using the fact that q ≈ n4 , we obtain
(B(n,m,P ))2 >1 +
N
D
= 1 +
N1
D
+
N2
D
>1 +
q
2m
+
q
4m
γ2q
2/m
>1 +
n
8m
+
n
16m
γn
2/8m .
Since m > n/2 and q < n/4, we have r = mq > 2 so that a lower bound for γ is γ = (1 +
1
r
)r > 9/4.
This completes the proof.
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Figure 1: Top row: the quantity Bn,αnβ (squares) and the lower bound B
∗
n,αnβ (circles) against n. Bottom
row: the scaled quantities nβ−2 log(Bn,αnβ ) and n
β−2 log(B∗n,αnβ ). Computations were carried out in Math-
ematica using additional precision. Note that the quantity Bn,m can be computed, since coincides with the
minimum singular value of a particular matrix.
In Figure 1 we confirm this theorem by plotting the quantity Bn,m and the lower bound
B∗n,m =
√√√√
1 +
n
8m
+
n
16m
(
9
4
)n2
m
.
Note that B∗n,m not only provides a lower bound, it also appears to correctly predict the behaviour
of Bn,m. We conjecture that an upper bound of the form
Bn,m ≤ cn
2
m , ∀n,m ∈ N, (3.9)
also holds, much as in the case of the quantity An,m.
4 An impossibility theorem for the resolution of the Gibbs
phenomenon
We now turn our attention to the main result of this paper. First, we require some notation.
Following [45], let {φm}m∈N be a family of mapping L2(−1, 1)→ L2(−1, 1) such that φm(f) depends
only on the values {fˆj}|j|≤m. Note that the mappings φm can be both linear or nonlinear. We define
the condition number for φm by
κm = sup
f
lim
→0
sup
g:
0<‖g‖m≤
‖φm(f + g)− φm(f)‖2
‖g‖m
.
For a compact set E ⊆ C we shall also let B(E) be the Banach space of functions continuous on E
and analytic in its interior, with norm ‖f‖E = supz∈E |f(z)|.
Our main result is as follows:
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Theorem 4.1. Let a compact set E ⊆ C containing [−1, 1] in its interior be fixed, and suppose that
{φm}m∈N are such that (i) for any f , the quantity φm(f) depends only on the values {fˆj}|j|≤m, and
(ii) for some M <∞, σ > 1 and τ ∈ ( 12 , 1], we have
‖f − φm(f)‖2 ≤Mσ−mτ ‖f‖E , ∀f ∈ B(E),m ∈ N. (4.1)
Then the condition numbers κm satisfy
κm ≥ cm2τ−1 ,
for some c > 1 and all sufficiently large m.
Proof. We proceed as in [45]. Without loss of generality we may assume that E is a Bernstein ellipse
E(ρ) for some ρ > 1. We can now replace (4.1) by
‖f − φm(f)‖2 ≤ 1
2
ρ−αm
τ ‖f‖E , m ≥ m0, ∀f ∈ B(E(ρ)). (4.2)
where m0 is sufficiently large and α > 0 is fixed. Let p ∈ Pn. An inequality of Bernstein [45, Lem.
1] implies that
‖p‖E ≤ ρn‖p‖[−1,1].
Since p ∈ Pn, we have that ‖p‖[−1,1] ≤ cn‖p‖2 for some constant c > 0. Thus,
‖p‖E ≤ cnρn‖p‖2. (4.3)
Setting p = f in (4.2) now gives
‖φm(p)‖2 ≥ ‖p‖2 − 12ρ−αm
τ ‖p‖E ≥
(
1− 12cnρn−αm
τ
)
‖p‖2.
Suppose that n ≤ 12αmτ . Then
cnρn−αm
τ ≤ 12cαmτρ−
1
2αm
τ
< 1, ∀m ≥ m1,
where m1 is sufficiently large. Set m
∗ := max{m0,m1}. If m ≥ m∗ this now gives
‖φm(p)‖2 ≥ 12‖p‖2, ∀m ≥ m∗.
Since φm(0) = 0 (this follows from (4.1)) we have
‖φm(p)− φn(0)‖2
‖p‖m
=
‖φm(p)‖2
‖p‖m
≥ 1
2
‖p‖2
‖p‖m
=
1
2
‖p‖2
‖p‖m
.
Therefore, since p ∈ Pn is arbitrary, we obtain
κm ≥ 12 sup
p∈Pn
p 6=0
{ ‖p‖2
‖p‖m
}
= 12B(n,m), ∀n ≤ 12αmτ ,
where B(n,m) is given by (3.2). Using Theorem 3.1 with n = 12αm
τ , this now yields
κm ≥ 12c
1
4α
2m2τ−1 ,
as required.
This theorem implies that any method for overcoming the Gibbs phenomenon that results in a
convergence rate of σ−m
τ
for all analytic functions f ∈ B(E) must also possess ill-conditioning of
order cm
2τ−1
. In particular, the best convergence rate that can be achieved with a stable method
is root-exponential in the number of Fourier coefficients m. As commented in [45], we stress that,
despite the use of polynomials in the proof, this theorem is not about polynomials or polynomial-
based approximation procedures. It holds for all (linear or nonlinear) mappings φm satisfying a
bound of the form (4.1).
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5 Fourier coefficient interpolation and least squares
As discussed in Section 2, an obvious way to seek to overcome the Gibbs phenomenon is by inter-
polating the first 2m + 1 Fourier coefficients of f with a polynomial of degree 2m. In other words,
we construct an approximation fm satisfying
f̂mj = fˆj , |j| ≤ m, fm ∈ P2m. (5.1)
It can be shown that such a polynomial exists uniquely for any m [39]. However, as we shall see
in a moment, this approach is both exponentially unstable and divergent. A simple modification
involves computing an overdetermined least squares with (n ≤ m):
fn,m = argmin
p∈P2n
{ ∑
|j|≤m
|fˆj − pˆj |2
}
. (5.2)
Note that fm, as defined by (5.1), coincides with fn,m when n = m. As mentioned, (5.1) is often
referred to as the inverse polynomial reconstruction method (IPRM) [41, 42]. The modification
(5.2), referred to as polynomial least squares, was introduced and analysed in [39], and developed
further in [4] (see also [3]).
In [5] it was shown that fn,m satisfies the sharp bound
‖f − fn,m‖2 ≤ B2n,m inf
p∈P2n
‖f − p‖2,
where Bn,m is the constant defined in (3.2) (previous, but non-sharp, estimates were given in [4, 39]).
Moreover, it was also shown that the condition number κ = κn,m of the mapping f 7→ fn,m is
precisely
κn,m = B2n,m, (5.3)
where Bn,m is defined by (3.2). Hence, Theorem 3.1 allows us to explain both the convergence and
stability of this approach. In particular, (5.3) and Theorem 3.1 gives that
κn,m ≥ cn
2
m . (5.4)
meaning that polynomial least squares is unstable whenever n grows faster than
√
m. In the partic-
ular case n = m, this shows that the IPRM method (5.1) is exponentially ill-conditioned. Note that
such exponential growth was previously observed, although not analysed, in [39, 42].
We remark that Hrycak & Gro¨chenig have conjectured that an upper bound of the form (5.4)
also holds. In other words, the condition numbers can grow no worse than c
n2
m for some c > 1. This
is of course equivalent to the conjecture (3.9) concerning the constant Bn,m.
Regarding the convergence of fn,m, it is useful to recall that the error infp∈P2n ‖f − p‖ decays
like ρ−2n, where ρ > 1 is the parameter of the largest Bernstein ellipse within which f is analytic
[47]. Thus, we have the bound
‖f − fn,m‖2 ≤ cfBn,mρ−2n, (5.5)
where cf > 0 is some constant depending on f only. This indicates that fn,m may fail to converge to
f if the rate of growth of Bn,m exceeds that of ρ
2n. In particular, if n = O(m), in which case Bn,m
is exponentially large, there will always be functions (analytic within only a small ellipse E(ρ)) for
which the right-hand side of (5.5) diverges. Thus, the polynomial least squares method (5.2), and
in particular the IPRM (5.1), may well suffer from a Runge-type phenomenon—i.e. divergence of
fn,m for some nontrivial family of analytic functions—whenever n = O (m). Although we have no
proof of this fact (the upper bound (5.5) need not be sharp for an individual function f), there is
substantial numerical evidence to support this conjecture [39, 42].
On the other hand, when n = O (√m) it is known thatBn,m = O (1) [4, 39], and therefore we have
stability, as well as guaranteed convergence of the approximation. Unfortunately, the convergence
rate is only root-exponential, and Theorem 4.1 demonstrates that it can be no faster.
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Remark 5.1 Overdetermined least squares is a well-known approach to overcome the Runge phe-
nomenon in equispaced polynomial interpolation [13, 45]. In [13] essentially the same arguments
as those given above were presented for this problem, leading to the same conclusions: namely, a
Runge-type phenomenon for n = O (m), but stability and root-exponential convergence whenever
n = O (√m).
We note that the use of polynomial least squares for overcoming the Gibbs phenomenon, as op-
posed to the Runge phenomenon, is far less well known. However, this approach (with n = O (√m))
does appear to outperform other more commonly used techniques, such as spectral reprojection,
despite its formally slower convergence [4].
6 Fourier extensions for overcoming the Gibbs phenomenon
The principle behind polynomial least squares is to reconstruct a function f in a finite-dimensional
subspace in which it is well-approximated, with the space of polynomials of degree n being a natural
choice for analytic f . Recently these ideas were developed substantially in several papers by Adcock
& Hansen [4, 5]. Therein a framework, generalized sampling, was introduced to stably reconstruct
elements of Hilbert spaces in finite-dimensional subspaces from their samples taken with respect to
a particular basis or frame. Polynomial least squares is a specific instance of this general framework,
based on sampling with respect to the Fourier basis and reconstructing in the subspace P2n. However,
since generalized sampling allows reconstructions in arbitrary spaces, there is no need to choose this
particular space. In this section, we consider the use of an alternative subspace for reconstruction,
and demonstrate that this gives substantial improvements over polynomial least squares.
The particular subspace we shall employ is based on an approximation scheme known as Fourier
extensions. Here one seeks to approximate a function using a Fourier series on the extended domain
[−T, T ], where T > 1 is fixed. In other words, we compute an approximation belonging to the space
Sn =
∑|j|≤n ajei
jpi
T x : aj ∈ C, |j| ≤ n
 . (6.1)
Fourier extensions have been used in the past to successfully overcome the Runge phenomenon. In
particular, Boyd [15, 18], Bruno [20] and Bruno et al. [21] have shown that this approximation can
recover analytic functions to extremely high accuracy from equispaced data. This was confirmed by
the analysis of Huybrechs [40], and later Adcock et al. [7].
Computing a Fourier extension from equispaced data requires solving an extremely ill-conditioned
linear system. Hence there can be substantial differences between the exact (i.e. infinite-precision)
and numerical (i.e. finite-precision) approximation. Both were analysed in [7] in the context of the
impossibility theorem of [45]. Specifically, it was shown that
(i) In infinite precision, the Fourier extension computed from equispaced data attains the stability
barrier of [45]. In other words, it is stable and converges root-exponentially fast in m.
(ii) In finite precision, the corresponding approximation fm is numerically stable and converges
geometrically fast for all functions analytic in a sufficiently large complex region E, but only
down to a finite accuracy on the order of , where  is proportional to the machine precision
used. Specifically, one has a bound of the form
‖f − fm‖2 ≤M
(
σ−m + 
) ‖f‖E . (6.2)
For all other analytic functions, the convergence is at least superalgebraic down to the same
accuracy.
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These results, in particular (ii), make Fourier extensions effective methods for the equispaced data
problem. Note that there is no contradiction with the impossibility theorem of [45], since the bound
(6.2) contains the finite term  (compare with (4.1)). Fortunately, this term is on the order of machine
precision. Hence it has no substantial effect on the overall approximation whilst simultaneously
allowing the stability barrier to be circumvented.
We now consider the use of Fourier extensions for reconstructions from Fourier samples. We
shall consider the following approximation:
f˜n,m = argmin
φ∈Sn
{ ∑
|j|≤m
|fˆj − φˆj |2
}
. (6.3)
Note this construction is almost identical to that considered in [7, 18, 21] for the case of equispaced
data, the only difference being that the discrete least-squares is taken over a sum of Fourier coef-
ficients as opposed to pointwise function values. Note also that f˜n,m is similar to the polynomial
least-squares approximation (5.2), but with the approximation space Sn as opposed to P2n.
It is possible to adapt the analysis of [7] for equispaced data to the case of (6.3). For the sake
of brevity, we shall not do this. Instead, we shall show by numerical example how effective this
approximation can be in practice. However, we remark that one can show that conclusions (i) and
(ii) stated above also hold in this case. In particular, the numerical approximation obtained in finite
precision effectively avoids the stability barrier of Theorem 4.1.
To demonstrate the effectiveness of (6.3) we shall compare it to the polynomial least squares
approximation fn,m given by (5.2). Both methods involve additional parameters: n, the polynomial
degree, in the case of fn,m, and n, the degree of the Fourier extension, and T , the size of the extension
interval, in the case of f˜n,m. Hence, given m, we need some way to select these values in order to
make a comparison. We shall do this as follows. In the case of fn,m we let n be as large as possible
whilst keeping the condition number κPLS ≤ κ0, where κ0 is some fixed value (we use κ0 = 10 in our
experiments), and for f˜n,m we first fix T and then proceed in the same way by choosing n such that
κFE ≤ κ0. In other words, for both approximations we ensure that the condition number is no worse
than κ0. Thus both methods are guaranteed to be equally robust with respect to perturbations.
Note that computing the κPLS is straightforward: provided an orthonormal polynomial basis
of scaled Legendre polynomials is used, one only needs to determine the minimal singular value
of a particular matrix [4]. On the other hand, computing the condition number for the Fourier
extension is more challenging. As was explained in [7], one cannot determine the condition number
by simply examining singular values of the matrix of the linear system resulting from (6.3). Instead,
we compute the condition number as follows. Since the method is linear, we have
κFE = sup
b∈C2m+1
b6=0
‖Fn,m(b)‖2
‖b‖l2 ,
where Fn,m(b) := argmin
φ∈Sn
{∑|j|≤m |bj − φˆj |2} is the Fourier extension computed from the vector
of Fourier coefficients b. We can therefore approximate κFE by randomly selecting vectors b and
computing ‖Fn,m(b)‖2/‖b‖l2 . If b[1], . . . , b[t] ∈ C2m+1 are chosen uniformly at random with ‖b[j]‖l2 ≤
1, j = 1, . . . , t, we consider the approximation
κ˜FE = max
j=1,...,t
‖Fn,m(b[j])‖2
‖b[j]‖l2
≈ κFE.
In all our experiments we take the number of trials t = 100. In order to compute κ˜FE we also need
to approximate ‖Fn,m(b[j])‖2. We do this with an equispaced quadrature based on 2001 nodes.
In Figure 2 we plot the computed values of n against the number of samples m for each method.
Note that n = O (√m) for polynomial least squares, exactly as the results of the last section
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Figure 2: Top row: The parameter n against m = 1, . . . , 200, where n is chosen as large as possible so
that κ˜FE ≤ 10 for the Fourier extension and κPLS ≤ 10 for polynomial least squares. In the right column,
squares, circles and crosses correspond to the parameter values T = 3
2
, 2, 4 respectively. Bottom row: the
scaled parameter n/
√
m (left) and n/m (right).
predict. On the other hand n grows linearly in m for the Fourier extension, with the constant of
proportionality depending on the choice of the parameter T .
We now use these values to compare the two methods for a variety of different test functions. In
Figure 3 we consider the following four generic types of functions:
(i) Entire functions with boundary layers, e.g. f(x) = ea(x−1), a 1.
(ii) Meromorphic functions with real singularities near x = 1, e.g. f(x) = 1a+1−ax , a 1.
(iii) Meromorphic functions with complex singularities on the imaginary axis near x = 0, e.g. the
classical Runge example f(x) = 11+a2x2 , a 1.
(iv) Entire, oscillatory functions, e.g. f(x) = cosωpix, ω  1.
Note that algebraic polynomials are particularly well suited to (i) and (ii). One can resolve a
boundary layer of width 1/a using a polynomial of degree O (√a) [14, 31]. Fourier approximations
such as Fourier extensions are less well suited for boundary layers, since they require O (a) degrees
of freedom. However, when only Fourier data is prescribed the polynomial least squares method can
stably reconstruct a polynomial of degree at most O (√m), whereas the Fourier extension method
recovers a Fourier series of degree O (m). This means that a boundary layer of width a cannot be
resolved any more efficiently by polynomial least squares than by the Fourier extension when applied
to this type of data. Hence, this particular advantage of using a polynomial reconstruction space
disappears. As can be seen in Figure 3, fn,m and f˜n,m give roughly the same errors for functions of
type (i) and (ii).
This figure also shows that Fourier extensions significantly outperform polynomial least squares
for functions of type (iii) and (iv). This can be explained in a similar manner. Up to constant
factors, Fourier extensions and algebraic polynomial approximations require the same number of
degrees of freedom n to resolve functions of type (iii) and (iv) [6]. However, since we recover a
Fourier extension of degree O (m), whereas we can only recover a polynomial of O (√m), we obtain
a vastly superior approximation using the former.
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Figure 3: Errors for the polynomial least squares and Fourier extension approximations fn,m and f˜n,m
against m = 10, 20, . . . , 200. Squares correspond to polynomial least squares, circles, crosses and diamonds
correspond to Fourier extensions with parameter T = 3
2
, 2, 4 respectively. For each m, the parameter n was
determined so that the condition number of the corresponding method was at most 10.
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Notice also one interesting facet of Figure 3: namely, the choice of T has little effect on the
approximation error. This is due to the balance between degrees of freedom (i.e. n) and approx-
imation properties. Larger T means a larger n can be used for a given m whilst retaining the
condition number (see Figure 2). However, larger T also translates into slower (although still su-
peralgebraic/geometric) convergence in n [6]. Perhaps surprisingly, these two effects balance in
practice, rendering the choice of T insignificant. To the best of our knowledge, this observation has
not previously been made in the literature on Fourier extensions.
To summarize, Fourier extensions appear to present an attractive method for the problem of
recovering analytic functions from Fourier data. In particular, they allow one to circumvent the
stability barrier of Theorem 4.1 to a substantial extent, since they only converge down to a finite
accuracy (albeit on the order of machine precision). A more thorough comparison, incorporating
more of the methods discussed in Section 2, is a topic for future work.
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