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ABSTRACT
Background modelling is widely used in computer vision
for the detection of foreground objects in a frame sequence.
The more accurate the background model, the more correct
is the detection of the foreground objects. In this paper, we
present an approach to background modelling based on a
mean-shift procedure. The mean shift vector convergence
properties enable the system to achieve reliable background
modelling. In addition, histogram-based computation and
the new concept of local basins of attraction allow us to meet
the stringent real-time requirements of video processing.
1. INTRODUCTION AND RELATED WORKS
Background subtraction is commonly used in computer vi-
sion to detect foreground objects in videos, typically from
surveillance and traffic monitoring applications. Background
subtraction namely consists of an image subtraction between
the current frame and an image of the scene’s static back-
ground. Such a subtraction results in an image containing
only the “foreground” objects, which are the objects of in-
terest for the computer vision application.
Several techniques have been proposed in the literature
for background subtraction [1], [2], [3], [4], [5], [6]. Since
the static background and its appearance change over time
due to both geometry and illumination changes, it is manda-
tory that the background image is kept updated over time.
Moreover, for practical reasons, such an update must be un-
supervised. Hence, most of the approaches from the litera-
ture propose estimation of the background image directly
from the frame sequence; this estimate is commonly re-
ferred to as the background model. At each pixel location,
the background model may be represented simply by one
numerical value. However, in many practical cases, it needs
to be described by a distribution (or a mixture of distribu-
tions, as in [2]) to reflect the changing nature of the scene’s
background. Therefore, the problem becomes that of esti-
mating a probability density function (PDF) at each pixel lo-
cation, quantifying the probability that a certain pixel value
is background.
A natural solution to approximate such a probability den-
sity function is that of using the histogram of pixel values
from the last N frames. If N is chosen as an adequately
large number, the histogram is more likely to reflect back-
ground values rather than foreground, at least in its domi-
nant modes. However, it is well known that the histogram
is often not an adequate estimate of the true PDF due to
its discrete nature, and that smoothing is needed for im-
provement. Amongst the many techniques proposed for
histogram smoothing, Kernel Density Estimation (KDE) is
probably one of the most popular. KDE has also been used
for background modelling in important surveillance appli-
cations [3]. However, KDE application is extremely sen-
sitive to the kernel bandwidth [7], leading in many practi-
cal cases to a poor estimate of the true PDF. A technique
with lower dependency on the bandwidth parameter would
be able to overcome this problem.
Recently, a novel technique based on the mean shift vec-
tor was successfully proposed for PDF estimation in appli-
cations of image segmentation and object tracking [8], [9],
[10], [7]. The mean shift technique is an iterative gradient-
ascent method with nice convergence properties allow it to
detect the modes of a multi-variate distribution and their co-
variance matrix. The mean shift technique needs only know
the range of the bandwidth typical of a certain application,
and such a requirement can often be easily satisfied [9].
However, due to its iterative nature, the computational cost
is generally high and can become prohibitive in real-time
applications such as video surveillance where a PDF must
be computed and updated at each pixel location. A recent
paper has proposed to initialize the background model with
a mean-shift procedure and use mode propagation to update
the model [6]. In this way, the computational load remains
reasonably limited. In this paper, we present instead a novel
approach to background modelling where both initialization
and update are carried out by means of a mean shift proce-
dure. Specific optimizations are proposed so as to greatly
reduce the computational cost. This makes our procedure
able to meet real-time constraints, while, at the same time,
the experimental results provided in this paper prove the ac-
curacy of the approach.
2. MEAN-SHIFT VECTOR BASED MODE
ESTIMATION
Given a set of data point xi, the mean shift vector in a simple








where x is an arbitrary point in the data space (it can even
be one of the xi points), h is a positive value called the anal-
ysis bandwidth and g(u) is a special function with bounded
support; g(u) is defined as the first derivative of another
bounded-support function, k(u), called the kernel profile
[9]. Typical kernel profiles are the Epanechnicov kernel:
kE(x) = {
1− x 0 ≤ x ≤ 1
0 x > 1
(2)
and the truncated normal kernel:
kN (x) = {
exp(− 1
2
x) 0 ≤ x ≤ 1
0 x > 1
(3)
When m(x) is applied to the original point, x, it results in a
new position, x1; this process can be repeated and an itera-
tive procedure defined in this way:
xl+1 = m(xl) + xl (4)
For a kernel with a convex and monotonically decreasing
profile, convergence of xl for l = 1, 2, . . . can be proven.
The iterative mean shift procedure is, in essence, a gradi-
ent ascent method where the step size is initially large and
decreases towards convergence. This eliminates the need
for a step size selection procedure and can be regarded as a
major advantage with respect to traditional gradient-based
methods [9].
The mean shift procedure of Eq. 4 can also be used to
detect the main modes of the data set, i.e. a set of kernel
functions that can be used to approximate the true distribu-
tion of the data. In order to do that, some tessellation of
the data space must be chosen first and convergence stud-
ied for all points. All points belonging to a same mode will
converge to a single stationary point, which is the mode cen-
ter, or mean, µ. Mode detection can be regarded also as a
form of data clustering. In addition, mode detection requires
also the estimate of the mode variance, σ. Given all the xi,
i = 1, . . ., tu points converging to a same u mode and as-
suming Gaussian kernels, this is a fitting problem allowing








where µu and σu are the u mode’s mean and standard devi-
ation and h is the analysis bandwidth. It can also be proven
that if the underlying distribution is normal, the mode detec-
tion is not influenced by the analysis bandwidth. However,
since in many practical cases the distributions deviate from
normality, h has an influence on the mode detection proce-
dure. It has been suggested that, if the range of variation
of h is known a priori (a requirement met in many applica-
tions), its optimal value can be chosen based on a stability
procedure [10].
3. MEAN-SHIFT VECTOR BASED BACKGROUND
MODELLING
The mean shift procedure can be used for modelling the
background distribution at a given pixel location by using
a set of recent background values, xi, as the data set. How-
ever, the computational costs can become prohibitive, since
this procedure must be repeated for all pixel locations in the
frame and updated at a rate that is able to respect the back-
ground dynamic. In the following, we propose a procedure
able to drastically limit such a computational load based on
the following steps:
• Histogram-based mean shift computation: we com-
pute the histogram from the background values, xi.
Then, we reformulate Eq. 1 in terms of the non-empty
histogram bins and use it in the mean shift computa-
tion in place of the data samples;
• Computation of the local basins of attraction: we in-
troduce the concept of local basins of attractions, which
are ranges [a, b], where the mean shift vector value is
pre-computed. We then convert the explicit computa-
tion of the mean shift vector into a direct substitution
procedure;
• Reconstruction of the approximated PDF from the mo-
des: the mean shift procedure provides a mean to de-
tect the modes of the data set. However, once the mo-
des have been found, the contribution of each mode
to the approximated PDF must be estimated. We pro-
vide a framework where the PDF is given by a selec-
tion of weighted modes.
3.1. Histogram-based mean shift computation
Since pixels from standard camera frames can assume only
integer values, the histogram of a set of xi, i = 1, . . . , n
pixel values can be easily defined by using unit integer bins.









Fig. 1. Example of a local basin of attraction
where m is the number of histogram bins, i is the histogram
bin and yi is the i-bin’s value. If m ≪ n, the computation
of Eq. 6 is significantly faster than that of Eq. 1. In our im-
plementation, we map the non-empty histogram bins only
on a list data structure and use it for the mean shift com-
putation. Since background values tend to be local in time,
m is often largely less than n and a corresponding speed up
is achieved. In addition, the list form for the histogram is
also highly efficient for histogram update. The data set is
updated at a pre-defined rate so as to add a new sample and
remove the oldest one in a first-in/first-out manner. The his-
togram is updated by correspondingly modifying the related
bins or creating and removing bins as needed.
3.2. Computation of the local basins of attraction
Given the bounded nature of the kernel profile, the set of his-
togram bins contributing to m(x) in Eq. 6 can be expressed
as:
{i|i : x− h ≤ i ≤ x + h, i ∈ {1, . . . ,m}} (7)
Given the finite number and integer nature of the i val-
ues, [l, u] intervals (open or closed) get defined where all
x points share the same set of i values. For instance, for
h = 2.2 all points in the open interval (8.2, 8.6) share the
same set {7, 8, 9, 10} of i values. Let us now add the
assumption of adopting the Epanechnicov kernel: in this
case, g(·) is the uniform kernel and, hence, all x points in
[l, u] turn out to have exactly the same mean-shifted posi-
tion. Consequently, they also will all then follow exactly
the same trajectory in the data space up to a same station-
ary point. This allows us to avoid the explicit computation
of the mean shift vector for all those points {x|x ∈ [l, u]}
for which the relation [l, u] → m(x) has already been com-
puted at least once. We named the [l, u] intervals the local
basins of attraction (LBAs) since all the belonging points
share a same mean-shifted position (whereas by basin of at-
traction we just mean the domain of data points converging
to a same mode). Fig. 1 shows an example of such a local
basin of attraction.
LBA x1 x2 x3 x4
(8,9) 8.8478
[9, 9] 9.6613 10.0536* 11.2097* 11.7077*
(9,10) 10.0536 11.2097* 11.7077*
[10, 10] 10.6761 11.2097* 11.7077*
(10,11) 11.2097 11.7077*
[11, 11] 11.4928 11.7077*
(11,12) 11.7077
Table 1. Example of table (portion) with local basins of at-
traction and their trajectories (stationary points are in bold;
*:iterations skipped thanks to direct substitution)
Given an assigned analysis bandwidth, k, we proceed by
creating a table containing all the LBAs and their associated
trajectories. We start filling the table by computing the tra-
jectories for the local basins of attraction in positions close
to the histogram’s maxima. Table 1 shows an example under
the same hypotheses as Fig. 1. The trajectory for interval
(11,12) is computed first in this case, converging to station-
ary point 11.7077. When trajectory for interval (10,11) is
computed, at the first iteration we obtain 11.2097 and, since
this value belongs to the already computed interval (11,12),
we immediately terminate its trajectory to the same station-
ary point without any further explicit mean shift computa-
tions. We proceed similarly for the other basins of attrac-
tion. Although the actual computational load is obviously
data dependent, in this way we are often able to compute
the stationary point in just 1-2 iterations. This allows us fast
clustering of the original data points into their modes.
3.3. Reconstruction of the approximated PDF from the
modes
Once the modes have been found with the mean shift proce-
dure, they must be recombined into the approximated PDF,









Recombination can be provided in different ways, for
instance in terms of Sum of Modes or as Maximum Likeli-
hood. The computational load is very limited thanks to the
low number of modes (usually 1 to 3 in practical cases) and
far less than that of a KDE based approach with one ker-
nel per data point (typically in the order of 50). If multiple-
channel images are used, probability independence between
channels can be assumed and the overall PDF computed as
the product of the individual-channel PDFs. In any case,
in the reconstruction of the PDF mode weighting has to
be considered. To this aim, we experimented an approach
where the approximated PDF is given by the selection of the
highest weighted mode:
Fig. 2. Example of foreground segmentation based on the
mean-shift background model
PDF (x) = maxu(fu(x)) (9)
with each weighted mode fu(x) given by fu(x) = kuGu( xku )
so as to provide similarity scaling both on the x− and y−
axis. The ku parameter was estimated as tu/σu, where tu
is the number of points converging to the u-mode. Since
regular tessellation is used for mode detection, this proves
a good estimate of the ‘size’ of the mode normalized to its
standard deviation, σu. Such an approach provided more
accurate results in the experiments than a simple selection
of modes. However, it adds to the overall computational
costs in a real-time implementation.
Fig. 2 shows an example of foreground object detection
achieved by the proposed background modelling on frames
from a PETS 2001 sequence. Foreground detection at each




PDFv(x) > th (10)
with th = 1e−32. Fig. 2.a shows results obtained with anal-
ysis bandwidth h = 8, while Fig 2.b with h = 4. Results
prove the accuracy of the background model and give evi-
dence of the low sensitivity of the mean shift analysis to the
analysis bandwidth parameter, making application easy in
many practical cases.
4. CONCLUSIONS
In this paper, we have proposed a new approach for back-
ground modelling based on a mean shift vector procedure.
The mean shift vector enjoys interesting properties provid-
ing us with accurate modelling of the background distribu-
tion. However, a standard implementation of the mean shift
is not possible due to the excessive computational load. To
this aim, we have introduced the new concept of local basins
of attraction, allowing us to drastically limit the computa-
tional load deriving from mode detection. Once the mo-
des are detected, the actual computation of the background
PDF requires very limited computation, far less than that of
a KDE-based approach with a kernel per data point. Finally,
experimental results in this work show that the mean-shift
background model is able to provide accurate foreground
object detection.
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