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Le Web est devenu  riche en  informations circulant  à  travers  le  monde  entier via le 
réseau Internet.  Cela a provoqué l'expansion de grandes quantités de données. De plus,  ces 
données sont souvent non structurées et difficiles à être utilisées dans des applications Web. 
D'une  part,  l'intérêt  des  utilisateurs  pour l'exploitation  de  ces  données a  augmenté  d'une 
façon  concurrentielle.  D'autre  part,  les  données  ne  sont  pas  faciles  à  être  consultées  par 
l'humain.  Cet  intérêt  a  motivé  les  chercheurs  à  penser  à  des  approches  d'extraction  des 
données à partir du Web, d'où l'apparition des adaptateurs. 
Un  adaptateur  est  basé  sur  un  ensemble  des  règles  d'extraction  définissant 
l'emplacement des  données  dans  le  document  à  extraire.  Plusieurs  outils  existent  pour la 
construction de ces règles. Notre travail  s'intéresse au problème de l'extraction de données à 
partir du Web. Dans ce document, nous proposons une  méthode d'extraction des données à 
partir du Web basée sur l'apprentissage machine pour la construction des règles d'extraction. 
Les  résultats  de  l'extraction  de  notre  approche démontrent  une  importance en  matière  de 
précision  d'extraction  et  une  meilleure  performance  dans  le  processus  d'apprentissage. 
L'utilisation  de  notre  outil  dans  une  application  d'interrogation  de  sources  de  données  a 
permis de répondre aux besoins des utilisateurs d'une manière très simple et automatique. 
Mots clés  : extraction, adaptateurs, règles  d'extraction, apprentissage machine,  Web, 
applications Web. INTRODUCTION 
De  nos jours,  l'information sur le  web est disponible avec  de  grosse quantité ce qui 
rend son traitement très difficile et complexe. Ainsi, avec l'apparition du web les utilisateurs 
ont bénéficié d'un accès à de multiples informations appartenant aux différentes sources. Ces 
informations sont souvent complètes et disponibles en grandes  masses. Cependant, le web est 
basé sur un paradigme de navigation qui rend très difficile la récupération et 1' intégration des 
informations  dans  des  applications.  Plusieurs  outils  ont  été  utilisés  pour  remédier  à  ce 
problème, la plus récente est l'utilisation des agents d'informations basés sur des requêtes de 
base de données (e.g WHIRL [W. COHEN, 1998], Ariadne [C.A. Knoblok et al., 1998], [T. 
Kirk et al., 1995]. Afin de répondre au problème de la récupération des informations à partir 
du web, ces approches ont utilisé un ensemble de requêtes de base de données. Ces requêtes 
sont  applicables  sur  un  certain  nombre  de  sites  web  pré-spécifiés.  L'accès  à  une  telle 
information se fait par l'exécution d'une requête appropriée. 
Les  agents de traitement d'information sont  généralement fondés  sur  des adaptateurs 
qm  permettent  d'extraire  l'information  à  partir  des  pages  web  semistructurées.  Chaque 
adaptateur  est  constitué  d'un  ensemble  de  règles  d'extraction  et  d'un  logiciel  pour  les 
appliquer.  En effet, le problème de la génération d'un adaptateur est souvent lié au processus 
de la construction des règles d'extraction. Plusieurs outils existent qui permettent de guider 
l'utilisateur dans la construction des règles d'extraction. Parmi ces outils : 
- Les langages de programmations [V. Crescenzi and G. Mecca, 1998]. 
-L'arbre hiérarchique et le parseur automatique Htrnl-awar [V. Crescenzi et al., 
2001]. 
-Le traitement en langage naturel NLP [S. Soderland, 1999]. 2 
-Le modèle de description de format [B. Adelberg, 1998]. 
-Les ontologies [D.W. Embley et al., 1999]. 
-Et l'apprentissage machine [N. Kushmerick, 1997]. 
La première apparition des adaptateurs s'était à base des méthodes manuelles pour la 
construction des règles d'extraction. Dans ces  méthodes, les règles d'extraction doivent être 
définies par l'être  humain  en  se basant sur les  langages de programmation comme Java ou 
Perl, ainsi que l'outil de l'ontologie. Dans ce type d'approches, l'intervention de l'être humain 
est indispensable alors que le processus de la définition des règles d'extraction exige un  haut 
niveau de précision et il deviendra très difficile lorsqu'un domaine d'application nécessite un 
grand nombre de sources où le formatage des données change assez souvent. 
Pour pallier au  problème de la construction manuelle des  règles,  les méthodes  senti-
automatiques sont apparues. En effet, différentes approches ont été réalisées, parmi  lesquelles 
[Ion  Muslea  et  al.,  1998  ].  Dans  ce  travail,  les  auteurs  ont  développé  un  algorithme 
d'induction générique (algorithme de STALKER) pour générer les règles d'extraction. Ils ont 
introduit la notion d'analyse lexicale pour définir un document sur le web. Ils ont considéré 
un document comme un ensemble de jetons qui représente le code htmJ  propre au document. 
En  se basant  sur cet ensemble de jetons,  ils ont représenté le contenu de ce document  sous 
forme d'un arbre hiérarchique (embeded catalog tree) ECT. 
Suivant la représentation  de l'arbre ECT proposée,  le  processus d'apprentissage des 
règles d'extraction consiste à calculer la règle d'extraction propre à chaque nœud en se basant 
sur la notion de déliiTlÏteurs. Dans l'approche STALKER une règle d'extraction est composée 
de deux délimiteurs, d'un délimiteur gauche caractérisant le début de l'information à extraire 
et d'un  autre délimiteur droit caractérisant la fin  de l'information à extraire.  Un délimiteur 
gauche est càlculé à partir du  processus d'apprentissage des exemples d'entrainements qui 
précédent l'information à extraire, ainsi que le délimiteur droit est le résultat d'apprentissage 
des exemples d'entrainement qui succèdent l'information à extraire. On comprend bien que 
dans  cette  approche  le  contenu  de  l'information  à  extraire  n'est  pas  utilisé  dans 
l'apprentissage.  Dans  des  documents Web pauvres  en  texte,  le  processus  d'apprentissage 3 
revient très difficile dans cette approche et parfois impossible. L'approche SOFfMEALY est 
apparue  pour  pallier  à  ce  problème,  dans  cette  approche,  l'information  à  extraire  est 
caractérisé  par  deux  séparateurs,  d'un  séparateur  gauche  qui  représente  le  résultat 
d'apprentissage  des  exemples  d'entraînement  précédant  l'information  à  extraire,  et  d'un 
séparateur droit représentant l'information à extraire. Dans des sites Web dont les éléments à 
extraire  ont  le  même  type  d'information,  le  séparateur  droit  n'est  pas  suffisant  pour 
caractériser  la  fin  de  l'information  à  extraire.  Dans  ce  travail,  nous  avons  répondu  au 
problème du  manque d'expressivité du délimiteur de l'approche STALKER, ainsi de celui du 
séparateur introduit par SOFTMEAL  Y. Nous nous sommes servis des notions  traitées par les 
deux approches, nous avons utilisé la notion du délimiteur ainsi celui du  séparateur. 
Nous  avons  étudié  le  processus  d'extraction  pour  l'algorithme  de  STALKER  dans 
l'optique  de  l'améliorer  en  introduisant  les  techniques  de  l'approche  du  système 
SOFfMEALY.  Cette  dernière  a  le  mérite  d'utiliser  le  type  de  l'attribut  à  extraire  dans 
l'opération  d'extraction des  données. Nous  avons  implémenté  l'algorithme  d'extraction et 
nous l'avons testé  ur des sites populaires afin de valider nos résultats. 
Nous avons aussi utilisé le processus d'extraction pour l'intégration des données pour 
construire une base d'informations complémentaire. 
Ce mémoire est composé de 5 chapitres. Dans le premier chapitre nous présentons une 
esquisse de quelques travaux déjà réalisés traitant  du  processus de  l'extraction. Ce chapitre 
contient également une présentation de quelques projets de recherche reliés à ce domaine. Par 
la  suite,  dans  le  deuxième  chapitre,  nous  présentons  le  processus  et  le  fondement 
algorithmique d'extraction d'information à partir du web. Ensuite, dans le troisième chapitre, 
nous  d 'crivons  l'impl 'mentation  t  l'analys  d  s  r'sultats  d  notr  algorithm  .  Dans  1 
quatrième  chapitre,  nous  expérimentons  l'algorithme  d'extraction  de  STALKER  et  nous 
l'intégrons dans  une  application  de  base de  données. Enfin  dans  le  dernier chapitre,  nous 
terminons par une conclusion. 4 CHAPITRE I 
ÉTAT DE L'ART 
1.1  Introduction 
La  popularité  et le  développement  du  Web  ont  mené  à  l'expansion  de  la  quantité 
d'information disponible. Ainsi, de multiples sources d'informations en ligne sont apparues. 
D'autre part, le nombre d'utilisateurs navigant sur le Web augmente continuellement. Ceci a 
rendu les méthodes traditionnelles de recherche d'informations,  telles que la navigation et la 
recherche  d'information  par  mots  clés,  de  plus  en  plus  imprécises,  souvent  incapables  de 
trouver  l'information  exacte  sur le  Web, et non  adaptées  au  traitement  automatique  de  ce 
gigantesque lot d'informations. 
Dans cette section, nous nous intéressons au problème de l'extraction de l'information 
provenant  du  Web.  Le  but  derrière  le  processus  de  l'extraction  est  de  définir  un  accès 
automatique aux données.  Le fait de rendre l'accès automatisé à des  informations provenant 
de multiples  sources ouvre la porte pour la réutilisation de ces données dans des  domaines 
distincts.  Ces données  peuvent être  intégrées  pour répondre  à  des  besoins  de  l'utilisateur. 
Prenons par exemple un site permettant d'afficher les prix de certains produits appartenant à 
la ville de Montréal, un  autre site publiant les mêmes produits mais pour la ville de Paris en 
France,  et un  autre  publiant les  prix de  ces  produits  pour la  ville d'Athènes en  Grèce.  En 
appliquant l'extraction automatique sur  les  différents  sites,  on obtiendra 3 différents  sous-
ensembles  d'informations  de  même  type  mais  venant  de  régions  différentes.  Il  est donc 
possible de les intégrer dans la conception d'un nouveau site pour faire une comparaison de 
prix de tels produits. 1 -
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D'un  autre  côté,  les  données  extraites  pourraient  être  utilisées  par  des  agents 
intelligents afin  de  répondre  à des requêtes de base de données (interrogations).  Supposons 
par exemple, un site Web A publiant le nom, l'adresse, le téléphone, la description, et le type 
de  la  carte  de  crédit  acceptée  pour  l'acquittement  du  paiement  de  certains  restaurants 
appattenant à une région. Un autre site B faisant la publication pour les mêmes restaurants du 
précédent  site  mais  avec  des  informations  différentes,  telles-que  le décor, le  prix,  le  nom, 
l'adresse et le  numéro de  téléphone. L'extraction des  informations  de  la source  A  et B, la 
sauvegarde de celles-ci dans une base de données et l'interrogation de ces dernières  pourra 
répondre à de  multiples requêtes.  Citons par exemple, l'ensemble  de  restaurants  portant  le 
nom X dont le prix de  repas ne dépasse pas 20$,  tous les restaurants qui  acceptent la catte 
visa, etc. 
En  ignorant  la  tâche  de  l'automatisation  du  processus  d'extraction,  l'utilisateur  se 
trouve face au problème de trouver 1  'information qui  répond à ces besoins.  Il  devra procéder 
à l'interrogation de plusieurs sources contenant l'information désirée. Cette  inten·ogation se 
fait  à  travers  un  ou  plusieurs  formulaires  de  la  source d'information.  Une  fois  rempli,  le 
formulaire permet de construire une requête dont 1  'exécution engendre une réponse qui prend 
la forme d'une ou plusieurs pages Web. Généralement, ces pages sont destinées à être lisibles 
par  l'utilisateur  humain,  et  dans  la  plupart  des  cas  leurs  contenus  portent  plein 
d'informations. Cependant, il est compliqué d'utiliser ces informations pour d'autres besoins 
car elles  ne  sont  pas  destinées à être  exploitables  par  un  ordinateur.  En effet,  les  données 
provenant du Web suivent certaines régularités de mise en forme, et sont parfois disponibles 
sous forme de listes ou de tableaux pour les rendre plus claires et lisible pour l'utilisateur. En 
se basant sur la manière dont les données sont présentées sur le Web, et suivant les régularités 
de mise en forme  qu'elles  prennent (ces données  dites semi-structurées),  il  est possible  de 
procéder  à  leur  extraction  en  se  basant  sur  leurs  structures.  L'objectif  du  processus  de 
l'extraction  d'information  à  partir  du  Web  est  de  construire  des  programmes  capables 
d'extraire  des  informations  à  partir  d'une  source  et  de  les  sauvegarder  dans  un  format 
structuré pour qu'elles soient consommables par la machine.  Chacun de ces programmes est 
applicable sur une seule source de données ou sur un domaine bien spécifique, et il  est adapté 7 
pour qu'il  soit capable d'extraire les informations provenant de différentes pages Web de la 
même source. 
Le  programme  permettant  de  générer  un  ensemble  de  règles  d'extractions,  de  les 
expérimenter, et de les appliquer sur un document Web est appelé adaptateur. 
Dans la littérature, nous distinguons 2 types d'extractions, l'extraction d'informations à 
partir des  pages  Web  de  données  semi-structurées,  et celui  de  l'extraction  d'information 
provenant des textes décrits en langage naturel. Dans ce qui  suit,  nous nous  intéressons au 
problème de l'extraction d'informations du  Web, à cet effet, nous essayons de présenter le 
problème de la construction d'adaptateur pour ce type d'extraction. 
Le début des années 90 a connu une concurrence dans les recherches reposant sur le 
problème de l'extraction provenant du  Web. Cependant, chacune de ces approches utilisent 
des  méthodes  différentes.  Cette distinction  réside  dans  la  nature  des  données  utilisées  en 
entrée et le résultat de 1' adaptateur généré en sortie. 
Les  premiers  adaptateurs  étaient  construits  manuellement.  Dans  ces  approches,  les 
règles d'extraction sont écrites par le concepteur humain. À cet effet, plusieurs outils ont été 
proposés afin de faciliter au concepteur la tâche de la construction des règles. 
La construction  manuelle d'un adaptateur exige un  haut  niveau  de  précision  et elle 
suppose que  l'utilisateur soit un  expert dans  certains langages  de programmation  tels  que 
Java ou Perl pour qu'ils soient capable de créer les règles d'extraction. La tâche de la création 
des règles d'extraction peut devenir fastidieuse et très difficile à réaliser lorsqu'un  domaine 
d'application nécessite un grand nombre de sources ou lorsque le format des données change 
au fur et à mesure dans le temps. 
Afin  de  répondre  à  ce  problème,  plusieurs  approches  sont  apparues  visant 
l'automatisation du processus de construction des règles. Chacune de ces méthodes utilise un 
outil assistant approprié pour la construction des règles d'extraction. 8 
1.2  Construction manuelle d'adaptateur 
De multiples  approches ont été proposées décrivant chacune un  système permettant 
l'accès aux données provenant de sources Web, et l'extraction d'informations à partir de ces 
sources, en appliquant un ensemble de règles d'extraction. 
1.2.1  Méthodes basées sur un fichier de description de regles 
Dans [J.  Hammer et al., May 1997], les auteurs ont conçu un programme d'extraction 
d'information à partir de pages Web semi-structurées. Ce programme est configurable et il 
utilise en entrée un fichier de spécifications permettant de définir l'emplacement des données 
dans la page Web (source html), et comment ces données sont-elles stockées dans les objets. 
Ce  fichier est composé de plusieurs  commandes  où  chacune d'elle a  la forme  d'un 
triplé  [variables,  source,  motif];  source  représente  le  texte  considéré  contenant  les 
informations à extraire, variables l'ensemble des éléments à extraire, et motif les délimiteurs 
à  appliquer pour extraire les  différentes  variables  à  partir de leur source.  Le fichier de la 
figure  1.1  représente une spécification de l'extraction des informations de la prévision des 
températures  dans  certaines  villes.  Chaque  commande  de  la  liste  permet  d'extraire  une 
information  pour  la  récupérer  dans  une  variable  réutilisable  par  la  commande  suivante. 
Prenons p·ar exemple la première commande lignes [l-4] permettant d'extraire le contenu de 
la page Web et de l'enregistrer dans la variable root, ensuite la seconde commande lignes [5-
8]  permet  d'appliquer le  motif "*<TABLE*<TABLE*</TR>#</TABLE>*"  sur  la  source 
root  pour  extraire  des  nouvelles  informations.  Ces  informations  seront  stockées  dans  la 
nouvelle variable  temperatures,  le  symbole #  représente  la  partie à  extraire.  La troisième 
commande lignes  [9-12] permet de découper la source temperatures en  fragments  de texte 
selon  le  séparateur  '<TR  ALIGN=left>',  ensuite  la  quatrième  commande  lignes  [13-16] 
enregistre l'ensemble de fragments de texte dans le tableau city_temp. 9 
Finalement,  la  dernière  commande  lignes  [ 17 -20]  applique  le  motif 
"*<TD>#<ITD>*HREF=#>#</ A>*<TD>#<ITD>*<TD>#I#<ITD>*<TD>#<ITD>*<TD>#I# 
*"sur les différentes cellules du tableau afin d'extraire les informations élémentaires désirées 
(country  ,c_url,city,  weath_tody ,hgh_tody  ,low  _toda  y, weath_tomorrow  ,hgh_tomorrow  ,low  _to 
morrow). 
Cette  méthode  suit  un  processus  hiérarchique  récursif  résidant  dans  le  fait  que 
l'extraction d'une telle information atomique nécessite l'extraction successive de l'ensemble 
des parties engendrant celle-ci. 
1 ![ ''  root 
1 
1 
2 
11get ( 
1 http:  1  /11w.  intellicast. c omh;eath er 1  euro pe/') 
1
', 
"#~ 
], 
[ '
1 te mperac ures 
11
1 
6 
1 1IOOt
11
1 
Il j <TABLB* < T.~.BLE* <  t'~ > ~ < /TABLB >  t l' 
], 
[ '
1_citytem p"  1 
qsplit(te mperatures,
1 <TR  A1IGN = le:t>
1
)
11
1 
11  'l#n 
12 ], 
13  ["city_ tem p"  1 
14  "_  citytem p): 0 ]" 1 
15  "#n 
16  ], 
17 [''co ·ntry 1 c  _  ll:-1 ci ty 1 '#eatr ._ tody  1hgh_  toay  1  ow _to da y  1 w e?.:h _  tomoncw ,  ~gh  _  tomorrow1  cw _  tonorrow", 
18  "ci"y_  temp"  1 
1 9  "*(  > ~ </li > * !ffi  P = F > ~ </ A > * <T I  >~ <J T > *< TD>  / :</TD> *< 'm> '  </ TD> *< T  >  '! 1" 
20 
Figure 1.1 Fichier de spécification d'extraction [J. Hammer et al., May 1997] 
1.2.2  Méthode basée sur la description 
[W. May, G.  Lausen, 2004],  les auteurs ont défini  un  système qui met en œuvre un 
ensemble de  Frameworks  intégrés  pour explorer  les  données  provenant  du  Web.  Ils  ont 10 
considéré un  Framework permettant l'extraction  d'information,  un  autre  pour intégrer ces 
informations dans d'autres applications (la médiation), et un autre pour les interroger afin de 
répondre  à  un  certain  nombre  de  requêtes.  Dans  ce  papier,  l'intégration  s'appuie  sur  la 
conception d'une architecture qui fait l'intégration des fonctionnalités des trois Framework 
précédents.  Ils  ont  considéré le contenu  d'une page Web comme une  unité  d'information 
représentée sous  forme d'un modèle orienté objet semi-structuré. Ce modèle est doté d'une 
base de règles décrites en langage la F-logic [M. Kifer et al., May 1995]. Dans ce travail, les 
auteurs ont proposé une méthode pour la maintenance des informations provenant du Web. 
Par contre,  ils  ont ignoré  la  phase  permettant  de  décrire  comment les  règles  d'extraction 
peuvent être produites. 
1.2.3  TSIMMIS 
Dans l'approche [J.  Hammer et al., 1997], les auteurs ont conçu un  système TSIMMIS 
permettant d'utiliser en entrée un fichier de spécification comme celui défini dans l'approche 
[J.  Hammer et al., May 1997] afin de générer l'adaptateur. Ce système est considéré parmi les 
premiers systèmes  manuels  aidant l'utilisateur à  la construction d'adaptateur.  Ce système a 
introduit 2  nouveaux  opérateurs très  importants  "CASE"  et "SPLIT".  L'opérateur "CASE" 
permet  de  fragmenter  la  liste  d'attributs  en  entrée  en  plusieurs  attributs  élémentaires,  le 
second  a  pour  rôle  d'aider  l'utilisateur  à  lever  l'ambiguïté  dans  les  pages  à  extraire. 
L'opérateur  "CASE"  permet  de  vérifier  si  le  document  à  extraire  ne  présente  pas  des 
exceptions pour éviter des erreurs durant le  processus d'extraction. Le fait de fragmenter la 
liste en attributs permet de résoudre le problème de l'extraction d'attribut à plusieurs valeurs. 
Ainsi,  la  levée de l'ambiguïté a  aussi permis de  notifier les sources  contenant des  attributs 
manquants. 
1.2.4  MINERVA 
[V. Crescenzi et al., 2001]. Dans cette approche, les auteurs ont développe un  système 
MINERVA dont l'écriture des règles d'extraction est basée sur une grammaire  régulière de 
style EBNF
1
•  L'objectif du  travail  et d'essayer  d'introduire  dans  la  règle  d'extraction  des 
procédures permettant de lever les exceptions au  moment de l'application de cette dernière 
1 http://www.waterproof.fr/products/PHPEdit/manuaVfr/module.FindRegExp.html 11 
sur  une  source Web  dont  la  structure  n'est  pas  conforme  à  la  grammaire.  Le  rôle  de  ces 
procédures  d'exception est d'éviter d'extraire des données non désirées par l'utilisateur.  Cet 
avantage permet d'avoir des résultats d'extraction pertinents. 
1.2.5  W4F 
Dans [A. Saiiuguet et F.  Azavant, 2001], les  auteurs ont développé un  système W4F 
qUI  est  un  kit  à  outils  java  permettant  à  l'utilisateur  de  parcourir  le  contenu  html  d'un 
document  Web.  La  construction  d'adaptateur  consiste  en  trois  couches  indépendantes.  La 
couche  récupération qui  a  pour  rôle  de  récupérer  les  documents  à  partir  du  Web  via  un 
protocole  de  communication  http.  Les  documents  récupérés  sont  alors  sélectionnés,  puis 
transformés sous forme d'un arbre suivant le modèle DOM via le parseur html. La deuxième 
couche  qui  est  la  couche  d'extraction  permet  l'extraction  des  données  du  document  en 
appliquant  les  règles  d'extraction  correspondantes  sur  l'arbre  obtenu  durant  la  couche 
récupération. Ces données seront après enregistrées  dans le système W4F sous la forme des 
d'arbres  de chaînes de caractères  hiérarchiques  NSL. La troisième couche est la couche de 
mappage, elle consiste en la construction de règles d'extraction suivant le modèle d'arbre NSL 
construit précédemment.  La construction d'une  règle d'extraction est basée sur l'arbre  NSL 
ainsi  que le chemin qui mène à l'attribut à extraire.  Pour augmenter l'expressivité des règles 
d'extraction, les auteurs ont introduit quelques expressions régulières inspirées du langage de 
programmation Perl.  D'autres opérateurs  ont été aussi utilisés pour permettre de répondre  au 
problème de la hiérarchie, de l'attribut à de multiples  valeurs, et de la décomposition. 
Les méthodes manuelles traditionnelles  s'intéressaient seulement à exposer la solution 
d'utiliser les  règles d'extraction.  D'autre part, d'autres approches manuelles ont proposé des 
outils afin de faciliter l'écriture des règles. Ces approches n'ont pas offert des méthodes pour 
automatiser  le  processus  du  calcul  des  règles  d'extraction,  mais  ont  juste  guidé  le 
programmeur dans leur construction. 
1.3  Automatisation de la génération d'adaptateur 
Les  approches  manuelles  ne  permettent  pas  l'automatisation  de  la  construction  des 
règles d'extraction. Ainsi, ces approches ont été limitées dans leur utilisation sur une portion 
de  sites  Web.  Cependant, plusieurs  travaux ont été suscités  pour remédier à  ce problème. 12 
Parmi  ces  travaux,  il  y  a  ceux  qui  sont  basés  sur  des  méthodes  d'apprentissage  serru-
automatiques  dites  supervisées, d'autres  ont utilisé  des  méthodes  semi-supervisées  pour la 
génération  d'adaptateur,  et  d'autres  se  sont  basés  sur  des  méthodes  automatiques  non 
supervisées. Dans ce qui suit, nous allons présenter une revue de littérature des travaux reliés 
au problème de l'automatisation de l'adaptateur. 
1.3.1  Extraction d'information basée sur un apprentissage supervisé 
Ces méthodes  dites supervisées semi-automatiques nécessitent une phase d'étiquetage 
manuel de quelques pages exemples à utiliser pour la phase d'apprentissage. Celle-ci permet 
la  construction  des  règles  d'extraction  généralisées.  Pour  induire  de  nouvelles  règles 
d'extraction,  la  procédure  compare  les  chaînes  de  caractères  précédant  et  succédant  les 
attributs de la donnée à extraire. Elle apprend donc les  délimiteurs et les motifs d'extraction 
pour chaque attribut. 
1.3. 1.1  WIEN 
Wien est le premier système d'induction d'adaptateur [N. Kushmerick.  1997] développé 
en 1997 à l'Université de Washington par Kushmeric.  Ce système permet de traiter à la fois 
les pages Web et les  textes  libres. Kushmeric  a considéré le problème d'extraction comme 
une  réponse  à une requête. À cet effet, et à partir d'un  ensemble de  pages  Web exemples 
étiquetées  représentant  des  réponses  liées  à  une  requête  fictive,  l'algorithme  d'induction 
permet  de  trouver  une  hypothèse.  Cette  hypothèse est  un  adaptateur  candidat  permettant 
d'extraire les données à partir des pages Web similaires de celles utilisées comme exemples. 
Il a défini six classes différentes d'adaptateurs afin d'exprimer les structures des sites Web. Sa 
première apparition était avec la classe LR (left, right)  dont 1' objectif était de déterminer le 
début et la fin de chaque attribut à extraire du document. Il a représenté un adaptateur sous la 
forme  d'un  modèle  relationnel  à  2  k-uplets  (Il,  rl,  ...  ,Ik,  rk  )  où  li,  ri  représentent 
respectivement  le  délimiteur gauche  et le  délimiteur droit d'un  attribut  i  représentant  une 
donnée à extraire. De plus, Kushmerick a introduit des contraintes sur les délimiteurs  : 13 
Un délimiteur de début doit être un  suffixe propre c'est-à-dire ne doit pas se présenter 
plusieurs fois dans une chaîne de caractère, ainsi que ce délimiteur ne doit pas figurer dans la 
fin de la page à extraire. 
Un délimiteur de fin  ne doit pas être une valeur d'un  attribut à extraire, et ne doit pas 
faire partie de chaque valeur d'un attribut i. 
En  se  basant  sur  ce  formalisme,  l'algorithme  d'induction  cherche  à  apprendre 
l'adaptateur  pour  qu'il  soit  généralisé  pour  des  autres  pages  similaires,  l'a1Têt  de 
J'apprentissage  est  repéré  par  certaines  heuristiques  introduites  par  Kushmerick.  Cette 
méthode  est  limitée  dans  le  fait  d'être  appliquée  seulement  sur  les  sources  qui  ont  une 
structure  tabulaire,  en  plus,  un  adaptateur  LR permet  d'extraire  un  seul  type  de  tuple  par 
page. Pour lever cette limite Kushmerick a étendu le système WIEN en introduisant d'autres 
classes d'adaptateurs. 
[N. Kushmerick et al.,  1997],  les auteurs ont défini  une  nouvelle classe d'adaptateurs 
HLRT  en intégrant 2  nouveaux paramètres  au modèle  relationnel  précédent.  Supposant  un 
tuple  M  comprenant  K  attributs,  dans cette  approche,  un  adaptateur est  représenté  sous  la 
forme  d'une  relation  de  (2k+2)-uplets  (h,  li>  r1, • • • ,  lk>  rk,  t)  où  h  représente  le  début  du 
fragment de texte du tuple M, li, ri représentent le délimiteur gauche, respectivement droit de 
l'attribut i, et t représente la fin du tuple M. 
La classe HLRT a donné plus d'expressivité à l'adaptateur du fait qu'elle permet aussi 
l'extraction de plusieurs types de tuples dans ùne page. Suivant  le  même principe,  plusieurs 
d'autres  classes  d'adaptateurs  du  système  WIEN  ont  été  proposées.  En  combinant  ces 
différentes  méthodes, l'approche a pu répondre à 70% des sources utilisées [N. Kushmerick, 
1997]. Le schéma de la figure  1.2  illustre  la  hiérarchie des  classes d'adaptateurs proposées 
dans  le  cadre  du  système  WIEN  suivant  leur  expressivité.  La  méthode  BELR  est  une 
extension de la méthode LR en introduisant deux nouveaux paramètres, B qui représente le 
début  du  tuple  et  E  qui  représente  la  fin  du  tuple.  HBELRT  est  une  combinaison  des 
méthodes HLRT et BELR.  Dans ce système,  les auteurs  ont fusionné les quatre paramètres 
vus dans ces deux méthodes avec ceux de la méthode LR. La direction des flèches dans le 14 
schéma exprime l'augmentation de l'expressivité du délimiteur d'une méthode par rapport à 
l'autre. 
arbitrary finite state automata 
t 
HBELR.T 
{h, t, b, e,f1, r1, ... , lK, TK} 
~~ 
HLRT  BELR 
{h, t, e1, Tl, ... ,  lK  1 'r K}  {b, e, el, rt  1 ••• , fK, 1'K} 
LR. 
{E 1, T1, .•• , l K, r  K} 
Figure 1.2 Les classes d'adaptateur dans WIEN [Nicholas Kushmerick et al., 
1997] 
Malgré cela,  le système WIEN dans ses différentes variations ne permet pas  de traiter 
les  documents ayant  une structure hiérarchique.  D'autre part  les attributs d'un  même tuple 
doivent être ordonnés et toujours présents. 
Toutefois, les données contenues dans une source Web ne sont pas  souvent ordonnées, 
et  généralement  se  présentent  sous  un  schéma  hiérarchique,  ce  qui  a  ouvert  les  portes  à 
d'autres approches plus intéressantes tentant de relever ces défis. 
1.3.1.2  STALKER 
STALKER  [I.  Muslea  et  al.,  1997,  1998,  1999]  est  un  système  d'extraction  des 
données des  pages Web tenant compte de leur représentation hiérarchique.  En s'inspirant de 
l'analyse lexicale du code htmJ de la source, et pour simplifier le problème d'extraction 15 
dans des  documents  dont le  contenu est  hiérarchique,  Muslea et al.,  ont proposé  le 
formalisme  d'arbre  hiérarchique  ECT (embeded  catalog  tree).  Chaque  nœud  de cet arbre 
représente  un  en emble de tags défini  dans un  ensemble d'alphabet L.  L'arbre  hiérarchique 
ECT permet de décrire la décomposition logique du document. Son a van  tage est d'optimiser 
le  processus  d'extraction  dans  des  documents  hiérarchiques  non  tabulaires.  Cet  arbre  est 
composé de nœuds, où chacun d'eux pourrait être : 
Une feuille: Un élément primitif qui représente une information à extraire dans l'arbre. 
Une liste : Un nœud comprenant 0 ou 1 fils. 
Un tuple : Un nœud comprenant 1 ou plusieurs fils. 
Il  est à noter bien que  l'ensemble de fils  d'une liste ont le  même type d'information, 
par contre ceux d'un  nœud tuple n'ont pas forcément le même type d'information. La figure 
1.4 illustre l'arbre hiérarchique ECT du document de la Figure  1.3. 
En  se basant sur le formalisme ECT, un  ensemble de pages exemples étiquetées, ainsi 
sur la notion de délimiteur défini  dans un alphabet L, l'algorithme d'apprentissage permet de 
trouver les règles d'extraction associées à chaque nœud de l'arbre ECT. Le contenu d'une 
règle est représenté par une disjonction de délimiteurs dont chaque délimiteur est une chaîne 
de caractère définie dans un ensemble généralisée de l'alphabet L. L'extraction d'un nœud se 
fait en appliquant les règles d'extraction appropriées sur l'occurrence de son nœud parent,  ne 
règle dans ST  ALKER est représentée par un  automate à état finis dont le passage d'un état i 
vers un autre é t~t j se fait si l'adaptateur reconnaît le délimiteur associé à la transition s(i, j). 
Le  ystème ST  ALKER a montré  une convergence sur des sources ayant un  tructur 
hiérarchique de plusieurs niveaux. Dans ce système, l'ordre des attributs d'un  tuple n'est pas 
indispensable. De plus,  les auteurs ont donné une  importance à l'expressivité du délimiteur. 
Tous  ces  avantages  ont aidé  l'opérateur à extraire  des  informations  provenant des  sources 
Web complexes ayant un manque d'informations, et des fois, présentant des erreurs. 16 
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Figure  1.3 Page d'un document représentant un restaurant ZAGAT
2 
U STE(Restaurants) 
~ 
1lJPLE(Restaurant) 
Coi>i"  U STEr•;oo>) 
TCPLE(Location) 
~ 
Té l~phone  Adresse 
Figure 1.4 Arbre ECT représentant le document de la Figure 1.3 
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D'autres  méthodes  ont  été  proposées  afin  de  répondre  aux  problèmes  des  sources 
contenant des en·eurs d'insertion, du  manque d'information et la permutation des attributs. 
1.3.1.3  SOFrMEAL  Y 
[C. Hsu, 1998] a défini un nouveau contexte pour l'adaptateur Web. L'objectif derrière 
est de  trouver  des  règles  d'extraction  permettant de  répondre  au  problème  de  l'ordre  des 
attributs et des attributs  manquants. À cet effet, ils ont considéré l'adaptateur sous la forme 
d'un  transducteur  à  état fini  PST  qui  consomme  une  chaîne  de  caractères  en  entrée  en 
franchissant une certaine transition afin de produire une nouvelle chaîne en sortie.  La chaîne 
consommée en entrée est l'alphabet d'entrée du transducteur, la chaîne produite est l'alphabet 
de sortie, et la transition représente la règle contextuelle de l'attribut. Le PST consiste en deux 
parties  différentes,  un  PST  permettant  d'extraire  le  fragment  du  texte  de  la  page  Web 
contenant des  tuples  à  extraire  dit  PST de corps,  et un  PST pour extraire  les  différents 
attributs d'un même tuple dit PST de tuple. 
Du fait que la notion de délimiteur introduite dans les systèmes WIEN et ST  ALKER 
n'était plus suffisante pour extraire des informations à partir d'un  fragment du  texte  pauvre 
en  caractères  entre  2  attributs  adjacents,  Chun  a  tenté  de  donner  plus  de  précision  à  un 
délimiteur,  alors  il  l'a  remplacé  par  un  séparateur.  Un  séparateur  d'après  Chun  est  un 
ensemble  de  symboles  représentant  les  extrémités  gauche  et  droite  d'un  attribut.  Le 
séparateur prend en compte l'ensemble des symboles composant l'attribut. Afin d'extraire un 
attribut,  l'adaptateur  reconnaît  les  séparateurs  autour  de  cet  attribut,  ces  séparateurs  ne 
peuvent pas être les mêmes pour d'autres attributs de la page à extraire. 
Un  transducteur  tuple  est  le  corps  d'adaptateur  SoftMealy.  Formellement,  il  est 
composé de 5-uplets (I:1,  I:2,  Q,  R,  E)  où  I:1 est l'ensemble  de séparateurs d'entrée, I:2  est 
l'ensemble des caractères de sortie, Q est un ensemble fini d'états contenant: 
Un état initial b, et un état finale. 
k est un état s'il existe un attribut k à extraire. 18 
Pour chaque attribut k, il existe un  état -k correspond à un attribut factice représentant 
l'ensemble des symboles à consommer entre l'attribut k est son suivant. 
R  est  l'ensemble  des  règles  contextuelles  dont  chaque  règle  est  dénotée  par s(i,  j) 
représentant  la  classe  de  séparateurs  figurant  entre  l'attribut  i  et  l'attribut j,  incluant  les 
attributs factices, ainsi que l'état initial b et l'état finale. 
E =  Q X  R X I:2 * X Q est un  ensemble de transitions, une transition de i vers j  est 
possible s'il existe une transition (i, r, o, j) E Etel que le prochain séparateur d'entrée satisfait 
la règle r.  Une transition de i vers j montre que les attributs i et j sont adjacents dans les pages 
Web cible lorsque leur séparateur répond à la règle contextuelle associée. 
L'apprentissage permet de reconnaître l'ensemble des séparateurs en définissant  leurs 
extrémités  de  début et  celles  de  fin  par  l'ensemble  des  règles  contextuelles. Il  consiste à 
apprendre l'ensemble des transitions et leurs règles contextuelles associées, en commençant 
avec un ensemble d'exemples étiquetés, le processus de SOFTMEAL Y permet de généraliser 
les règles contextuelles pour qu'elles soient capables d'extraire le maximum d'éléments d'un 
même attribut. 
Le processus du SOFTMEAL  Y permet de modéliser le FST dont des permutations ou 
des changements d'ordre apparaissent.  À partir d'un ènsemble d'exemples étiquetés, et pour 
chaque instance d'attribut i, l'utilisateur calcule 1' ensemble des classes de séparateurs pour les 
2 extrémités gauche et droite. Le processus de SOFTMEAL  Y refuse d'avoir un  séparateur en 
commun  entre  les  extrémités  gauche  et  droite.  Les  séparateurs  de  gauche  sont  alignés  à 
droite, et ceux de droite sont alignés à gauche. Ensuite, ils seront généralisés suivant quelques 
heuristiques introduites par Chun, puis après, les doublons des séparateurs  seront supprimés. 
À  la fin  du  processus,  l'ensemble des  séparateurs  obtenu  représente  une  règle  contextuelle 
gauche,  respectivement  droite  de  l'attribut concerné  i.  La  figure  1.6  ci-dessous  illustre  le 
transducteur FST modélisant l'exemple de la page Web étiquetée de la figure  1.5. La page de 
l'exemple représente un tuple de quatre attributs : 
U : L'adresse url de la page d'auteur. 
N : Le nom de 1' auteur. A : Le nom de 1  'académje_ 
M: Le nom de l'administrateur. 
U  (URL) 
<.U -~HREF= '·m:mî..htwl - 1 
A (Academie title) 
U (URL) 
--LI f -A HREF=''d:.; .-id.htmr'>' 
1..  M  {Adm in  ti  e j 
[ Daüd E. Bree  'A-,_ c·J c~5S c;tant D:ire-c:tor of Computer Graphtc:. : 
Figure 1.5 Exemple d'une page Web étiquetée 
skip 
1\ 
1  r' 
Figure 1.6 SOFfMEAL  Y modélisant 1  'exemple de la figure 1.5 
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Avec  l'utilisation  des  séparateurs  l'approche  SOFfMEALY  a  permis  d'analyser 
sémantiquement le contenu d'un attribut à extraire, ceci est du par exemple dans le fait qu'un 
séparateur permet de spécifier le contexte de l'extrémité gauche par la définition du type de 
chaîne de caractères formant 1' attribut. Cet aspect sémantique est vu comme capital avantage 
par rapport aux systèmes WIEN et ST  AL  KER. 20 
1.3.2  Méthodes semi-supervisées pour la construction d'adaptateur 
Une des questions importante dans l'apprentissage d'adaptateur est la phase manuelle 
de  l'étiquetage  des  exemples  d'entraînement.  Pour assurer la  précision d'apprentissage,  un 
grand  nombre d'exemples  d'entraînement est nécessaire et peut prendre un temps très long. 
Dans cette section, on va présenter quelques travaux qui ont été basés sur des méthodes semi-
supervisées pour la construction des règles d'extraction. 
1.3.2.1  CO- TESTING 
Une des approches est celle permettant de développer le processus de STALKER. Les 
auteurs  ont  tenté  dans  [I.  Muslea  et  al.,  2000]  de  performer  la  phase  d'étiquetage  des 
exemples. En fait, il  est inutile d'étiqueter les exemples d'entraînement qui  ne portent pas de 
nouvelles  informations au moment de l'extraction. À cet effet, les auteurs ont développé une 
méthode  appelée  CO-TESTING  permettant  l'étiquetage  des  exemples  d'une  façon 
intelligente  et  automatique.  Pour  l'induction  d'adaptateur,  la  méthode  consiste  à  lancer 
l'induction  des  règles  d'extraction  en  commençant  par  un  nombre  très  réduit  d'exemples 
d'entraînement. En appliquant les règles d'extraction résultat sur quelques pages de la source, 
si  des  données  sont  mal extraites  alors les  fragments de textes  où ces données  se  trouvent 
seront  étiquetés  et ajoutés  à  la  liste des  exemples d'entraînement.  De plus,  ils ont  défini  2 
manières pour parcourir un  exemple afin  de localiser un  élément à extraire.  Ils ont considéré 
une  règle  permettant  la consommation des jetons de  l'exemple  du  début jusqu'à la fin, et 
d'autre permettant la consommation des jetons à partir de la fin  de l'exemple vers le début. 
Selon ce concept, deux règles d'extractions différentes représentant le début sont associées à 
chaque élément à extraire. 
Étant  donné  un  ensemble  d'exemples  non  étiquet's  U,  dans  le  cadr  d'induction 
d'adaptateur, l'approche fonctionne comme suit : 
1. Choisir au hasard un petit sous-ensemble L des exemples non étiquetés de U; 
2. Étiqueter manuellement les exemples de Let U = U- L; 
3. Apprendre l'adaptateur W avec l'ensemble L comme exemples d'entraînement; 
4. Appliquer W sur U afin de trouver un ensemble d'exemples informatifs L; 
S.  Arrêtez si L = !{l, sinon, passez à l'étape 2. 21 
À  partir  d'un  ensemble  d'exemples  non  étiquetés  U,  en  étiquetant  un  ensemble L 
contenant  un  minimum  d'exemples  parmi  l'ensemble  U,  l'adaptateur  est  initialisé  en 
apprenant les règles d'extraction sur J'ensemble L. L'adaptateur est appliqué sur un ensemble 
d'exemples de U  non  étiquetés,  les  deux types  de  règles  seront appliquées  afin  d'extraire 
J'ensemble des éléments de ces exemples.  Pour chaque exemple, les deux  types  de  règles 
seront  appliqués alors. Si  ces deux  règles  ne  permettent pas  de  localiser  correctement les 
éléments à extraire, cet exemple doit être étiqueté par l'utilisateur et il  est appelé un exemple 
informatif. Par contre, lorsque les deux règles à la fois localisent correctement le début de cet 
élément, l'extraction est très correcte et l'étiquetage de l'exemple n'est pas demandé.  Ainsi, 
lorsque les deux règles ne donnent pas la même position dans l'exemple,  l'une d'entre elles 
est supposée fausse. 
1.3.2.2  IEPAD 
(C.H. Chang et S. Lui, 2001]. Dans ce travail, les auteurs ont implémenté un  système 
d'extraction  d'information  automatique  nommé  IEPAD.  Ce  système  est  l'un  des  premiers 
adaptateurs qui permettent de généraliser automatiquement les règles d'extraction sans pages 
Web étiquetées, ni  exemples d'entraînement. Le fait que la majorité des pages provenant du 
Web  suivent  une  certaine  régularité  syntaxique,  les  informations  à  extraire  issues  de  ces 
pages peuvent avoir des motifs communs qui séparent les informations situant dans un  même 
niveau hiérarchique. Sur la base de cette idée, les auteurs se sont basés sur le motif commun 
pour la généralisation des règles d'extraction. À cet effet, ils ont représenté la page Web sous 
forme d'un arbre syntaxique PAT
3  [C.H. Chang et S. Lui, 2001] en se basant sur son contenu 
htrnl. Afin de faciliter la détection du motif commun, ils ont codé les balises html en binaire 
suivant une certaine classification introduite sur les différentes balises. Ensuite, un algorithme 
d'alignement  est  appliqué  sur  l'arbr  PAT  r 'sultat  pour  permettr  d  d 'cou  v i  1  motif 
commun de longueur maximum. Le schéma de la figure  1.8 illustre l'encodage du  document 
HTML d la figure 1.7. Les parties texte ne sont pas prises en considération dans Je processus 
de  classification,  les  auteurs  s'intéressent  seulement  aux  différentes  balises HTML. En  se 
3 Un arbre PAT d'une chaînes est un arbre Patricia (Practical Algorithm to Retrieve 
Information Coded in Alphanumeric) construit sur l'ensemble suffixes de s. 22 
basant sur la classification introduite par les auteurs,  le  tableau de la figure  1.1  présente le 
codage binaire du document HTML. 
<html> 
<body> 
<hl>Les tarifs du distributeur</hl> 
<table> 
<;:tr><tcl>Café</td> 
<td>0.40 EUR (2.96 F)</td></tr> 
<tr><td>Soda</tcl> 
<td>0.75 EUR ( 4.92 F)</td></tr> 
<tr><td colspan="2"><hr></td></tr> 
<tr><td>Gâtealt</tcl> 
<td>0.50 EUR (3.28 F)</td  ..  ></tr> 
</table> 
</body> 
</html> 
Figure 1.7 Document HTML à extraire 
HTML(<html>)  HTML(<body>)  HTML(<hl>)  TEXT  HTML( </hl>)  HTtvlL (<table>) 
HTML (<tr>)  HTML(<td>)  TEXT  HTML(</td >)  HTML (<td >i  TEXT  HTML(< / td>) 
HTML(< / tr>)  HTML (<tr>)  HTML (<td>)  TEXT  HTML( </td>)  HTML(<td>)  TEXT 
HTML (<./td>)  HTML (</tr.>)  HTML(<.tr.>)  HTML<.td  colspan="2"> )  HTML( <.hr >) 
HTML (< / td>)  HTML ( </tr>)  HTML  ( <tr>)  HTML ( <td>)  TEXT  HTML (< / td>) 
HTML (<td> )  TEXT  HTML (</td>)  HTML(< / tr>)  HTML(</table>)  HTML (</body>) 
HTML (</h tml>) 
Figure 1.8 Codage du document HTML de la figure 1.7 23 
Symbole  Code 
HTML  ( <html  >)  0000 
HTML(<hl>)  0010 
HTML (</hl>)  0 1 00 
HTML ( <tr>)  OllO 
HTML ( </td>)  1000 
HTML(<td  lOlO 
HTML (</table>)  llOO 
HTML ( < / html  >)  lllO 
HTML (<body>)  0001 
TEXT  OOll 
HTML (<table>)  OlOl 
HTML (<td>)  Olll 
HTML ( </tr>)  lOOl 
HTML ( <hr>)  lOll 
HTML (</body>)  llOl 
Tableau 1.1 Codage binaire du document de la figure 1.8 
Le  système  IEPAD  ne  nécessite  pas  un  étiquetage  des  pages  exemples.  En  effet, 
l'intervention  de  l'utilisateur  permet  uniquement  de  préciser  les  motifs  d'extraction  des 
enregistrements. Par  ailleurs,  l'extraction d'information  dans IEPAD se  limite  uniquement 
sur  des  informations  d'un  même  enregistrement  ce qui  est  inapplicable  dans  le  cas  des 
données  hiérarchiques. Ce système est utilisé seulement sur des pages Web contenant une 
liste d'enregistrements (au moins 2 enregistrements par page). Les résultats d'extraction.de ce 
système ont montré que sur quatorze moteurs de recherche les plus populaires, les  précisions 
d'extraction ont atteint 97% [C.H. Chang et S. Lui, 2001]. 
1.3.2.3  OLERA 
[C.H. Chang et S.  Kuo,  2004], dans ce travail, les  auteurs ont développé un  système 
OLERA  qui  ressemble  au  système  IEPAD  mais  qui  permet  de  lui  ajouter  une  option 
permettant de  répondre au problème de  la  non  extraction des données provenant de pages 
Web ayant un  seul  enregistrement de données.  Ce système  permet  la génération des  règles 
d'extraction en commençant par un  seul exemple qui représente un  bloc des informations à 
extraire. Le principe est de trouver l'ensemble des blocs similaires à l'exemple 'entraînement, 24 
ainsi à partir de cet ensemble,  une généralisation  de  motif doit être faite pour permettre  de 
locali  er correctement les enregistrements de l'ensemble des pages d'entraînement. 
À cet effet, le processus de la construction des règles d'extraction est composé de trois 
phases : 
2004] 
1- Codage de  la page d'apprentissage : Cette phase consiste à traduire la page 
d'apprentissage sous forme  d'un schéma facile  à  manipuler en  se  basant sur son 
contenu. La technique du codage permet de prendre en considération la hiérarchie 
de la page ainsi que quelques délimiteurs introduits par les auteurs. Les auteurs ont 
classifié le contenu  de la page en plusieurs niveaux hiérarchiques, et pour chaque 
niveau, ils lui  ont affecté un code significatif. Le tableau 1.1 ci-dessous montre un 
exemple de classification hiérarchique dans le système OLERA. 
Category  1 Encoding scheme 1  Delimiters 
Markup-level  Block-level tag  block-level tags 
text-lev el tag  text-J evel t.ags 
Tcxt-level  Pe:u·agraph  NewLine, CarriageReturn, Tab 
Sentence  Period,  Question Mark, Exclamation \lark 
Word-lerel  Phrase  Colon, Comma, Semicolon,  BrackE·t,  Quota ion  Mark 
Othrrs  (.  ),  S, -,/. Kr, Blnnk, etc. 
Tableau  1.2  Classification  et codage  d'une  page Web  [C.H. Chang  et  S. Kuo, 
2- Détection de motif : Dans cette phase, le système permet de trouver le motif 
du  bloc  utilisé  comme  exemple.  En  comparant  ce  motif  avec  d'autres  pages 
d'entraînement, le système peut  détecter les enregistrements similaires à ce bloc. 
La technique utilisée par les auteurs est l'algorithme de détection approximatif. 
3- Alignement des enregistrements : Cette phase consiste à aligner l'ensemble 
des enregistrements découverts durant la phase de détection de  motif en  utilisant 
des  différentes  techniques  d'alignement de  chaîne  de  caractères.  Le  résultat  est 
présenté  sous  la  forme  d'un  tableau  de  rn  enregistrements  et  n  slots.  Le  slot 
représente un délimiteur ou un code significatif introduit par les auteurs. 25 
Le schéma de la figure 1.7 ci-dessous illustre en détail  les trois opérations principales 
du système OLERA. 
rainino Proœ · ·  0 
D 
xtraction l 
Patients 
è ·ting ":-.. 1racting 
Figure 1.9 Système d'extraction OLERA [C.H. Chang et S. Kuo, 2004] 
1.3.3  Méthodes non supervisées pour la construction d'adaptateur 
1.3.3.1  DELA 
[J.  Wang et F.H. Lochovsky, 2002], les auteurs ont conçu le système DELA. C'est une 
extension du  système IEPAD. Ce système a réussi d'extraire des données provenant d'objets 
imbriqués. Dans  ce travail, les  auteurs ont permis d'automatiser complètement le processus 
de  la construction  des  règles  d'extraction. L'intervention de  l'utilisateur  humain  n'est pas 
nécessaire.  Dans ce papier, les  auteurs ont introduit deux techniques  intéressantes,  une qui 
permet d'identifier les régions contenant les données que l'on  veut extraire, et l'autre  a pour 
rôle d'identifier la structure des données dans ces régions. Le processus de la construction des 
règles est basé sur deux étapes importantes : 26 
1- Algorithme d'extraction des  régions  : Cette étape consiste à  comparer deux 
arbres DOM Représentant deux  pages Web différentes d'un  même site Web 
afin d'identifier les régi ons de textes contenant des informations à extraire. Il 
s'agit  après  d'ignorer  les  nœuds  de  l'arbre  ayant  le  même  sous  arbre. 
L'algorithme utilisé est l'algorithme de détection des régions DES (Data rich-
Section Extraction). 
2- Extracteur du  motif :  C'est le  composant principal  de  l'approche  DELA,  il 
permet de construire la représentation symbolique des arbres suffixes. Ensuite, 
il  s'agit d'appliquer l'algorithme de la découve1ie de motif pour détecter les 
motifs des objets dans un  même arbre suffixe. Cette technique a bien répondu 
au problème de données imbriquées. D'après les auteurs, le système DELA est 
considéré  à  100%  automatique.  La  précision  d'extraction  est  souvent  très 
élevée. 
1.3.3.2  ROADRUNNER 
[V. Crescenzi et al., 2001], les auteurs ont conçu un système nommé ROADRUNNER. 
ROADRUNNER permet d'extraire les  données  à  partir des  pages denses  ayant  une  bonne 
régularité structurelle. Il  compare la structure du code html d'un certain échantillon de pages 
Web afin de conclure le schéma des emplacements des données à extraire dans une page.  La 
construction  d'un  adaptateur  dans  ROADRUNNER  se  réduit  à  un  problème  d'inférence 
d'une  grammaire  régulière  sans  union
4
.  L'algorithme  d'extraction  produit  une  expression 
régulière qui accepte tous les attributs des pages de l'échantillon. La construction des règles 
est un processus complètement automatique dans ROADRUNNER. L'absence d'intervention 
de l'utilisateur dans ce processus est l'avantage principal de ce système. 
1.3.3.3  Méthode d'annotation sémantique 
Dans [M. Michelson et C.A.  Knoblock, 2004], les auteurs ont présenté une méthode 
d'extraction d'information basée sur un algorithme d'annotation sémantique qui est considéré 
4 Une grammaire régulière sans union est une grammaire qui peut être décrite à l'aide d'une expression régulière 
avec les opérateurs habituels (i.e._, +, ?, (, ), 1) sauf 1 . Une telle expression s'appelle une expression régulière 
sans union ou ERSU. 27 
comme un  pré-processus qui  précède la phase de l'extraction. Cette approche vise des types 
de données  non structurées.  Elle  a été  appliquée sur des  textes non  structurés.  Dans cette 
approche  un  tel  texte  provenant  d'une  source  ayant  un  contenu  non  structuré  est  appelé 
" message" ou en anglais " post" . Ces messages sont sans construction grammaticale alors il 
est difficile de procéder à l'extraction de leurs informations. Pour rendre le message facile à 
extraire, les  auteurs ont introduit une liste de noms de référence. Ces noms représentent  des 
chaînes de caractères ayant une sémantique et qui sont souvent utilisés dans la source pour un 
domaine  précis.  L'objectif de  1' approche est d'adapter le  texte  en entrée à  l'ensemble  des 
noms de la liste des références. Cette adaptation permet de faciliter la détection des attributs 
dans  le  message.  L'adaptation  consiste  à  comparer  le  message  texte  avec  l'ensemble  des 
noms de la liste des références selon des métriques  de similarité. Le résultat de l'adaptation 
donne lien à un message bien structuré et fragmenté selon la liste de référence. On appelle ce 
processus  le  lien  d'enregistrement.  Le  schéma  de  la  figure  1.10  ci-dessous  illustre 
l'algorithme  d'annotation  sémantique  sur  un  exemple  d'un  message  contenant  des 
informations sur un  hôtel. Dans cet exemple, on remarque bien que la liste des références est 
composée de  quatre  noms  ('Holiday  Inn  Sellect',  'University  Center',  'Hyat Regency', et 
'Downtown'). En se basant  sur l'ensemble des  attributs (name et area), et en comparant  le 
message texte avec ces noms durant le processus de lien d'enregistrement, on remarque bien 
que  l'algorithme  a pu  sélectionner les  deux noms qui  ont  plus de  similarité  ('Holiday  Inn 
Sellect', et 'University Center'). 28 
Reference Set: 
Holiday Inn Select  University Center 
Hyatt Regency  Downtown 
Ref_hoteiN7 
~------/ 
Ref_hoteiArea 
~ecord Linkag_ 0 
University Center 
$25 wlnnlng bld  ... <price>$25</price> <hote!Name>hoilday Inn 
sel. </flote/Name">  <hote!Area>univ. ctr.  <lhote/Area> 
<Ref_flote!Name>Holiday Inn Select<!Ref_hote!Name> 
<Ref _hote/Area> University Center</Ref_ hote/Area> 
Figure 1.10 Algorithme d'annotation sémantique [M. Michelson et C.A. 
Knoblock, 2004] 
Cette  méthode  a  été  implémentée  sur  le  système  Phoebus
5  et  a  été  testé  sur  deux 
domaines d'informations hotel postingi  et comic book/ . Les résultats ont montré une  donne 
précision  d'extraction  selon  la  pertinente  de  la  liste  des  références.  Pour  extraire  des 
informations  provenant  d'un  tel  domaine,  et  pour  que  les  résultats  de  l'extraction  soient 
correctes, la  méthode nécessite que la liste  de référence soit  riche en  noms représentant  le 
domaine en question. 
1.3.3.4  Construction des règles par généralisation d  cont  xt 
Benjamin HABEGGER dans [B. HABEGGER, 2004] présente une méthode basée sur 
la  généralisation  de  contexte.  ll  s'agit  d'utiliser en  entrée  un  ensemble  d'instances  d'une 
relation  à  extraire. Ces  instances  sont choisies  par  l'utilisateur parmi  l'ensemble  de  pages 
appartenant à une source de données. Les contextes de ces instances de la relation à extraire 
5 http://www.phoebus.co.uk 29 
sont cherchés dans les pages sources. La généralisation des contextes de ces instances permet 
de construire des nouveaux motifs permettant d'extraire les informations de n'importe quelle 
page sirllilaire dans la source. L'application de l'adaptateur sur les pages de la source permet 
alors d'obtenir les  instances de  la  relation décrite par les  exemples fournis par l'utilisateur. 
Cette  méthode  a  montré  des avantages par rapport  aux autres méthodes  non  automatiques, 
dans lesquelles,  la réadaptation de  l'adaptateur ne  nécessite pas un  étiquetage des exemples 
même  dans  le  cas  où  la  rllise  en  forme  des  pages  a  changé.  Ceci  est  dû  au  fait  que  les 
instances  extraites  avant  le  changement du  site  seront utilisées  pour construire  le  nouveau 
adaptateur. Cette méthode a été implémentée dans le système IEREL et a été évaluée sur des 
données de différents domaines tels que les moteurs de recherche, les annuaires en ligne et 
les sites de commerce électronique. Les résultats ont montré que  souvent  un  adaptateur est 
construit en moins d'une seconde. Cette méthode est beaucoup plus pratique et a perrllis un 
gain du temps important durant l'apprentissage. 
Les  méthodes  à  base  d'apprentissage  non  supervisé  ont  perffils  d'automatiser 
complètement  le  processus  de  la  construction  des  règles  d'extraction  de  l'adaptateur. 
Néanmoins,  la  précision  d'extraction  est  liée au  nombre  et  à  la  pertinence  des  exemples 
étiquetés,  ainsi à  l'outil  introduit  par  chacune  des  approches.  Cependant,  les  résultats  ont 
montré  que  l'extraction  des  sources par  un  adaptateur  construit à  base des  approches  non 
supervisées est souvent  moins précise par rapport à celles des  approches  supervisées [C.H. 
Chang et al., 2006]. 
1.4  Comparaison des méthodes d'extraction 
Plusieurs études ont été élaborées pour comparer les différentes méthodes d'extraction 
qm  xistent dans la  litt 'ratur  . Dans cette section, on  va  essayer de présenter la différence 
entre ces méthodes d'extraction en nous basant sur quelques travaux réalisés. 
[C.H.  Chang  et  al.,  2006],  les  chercheurs  ont  présenté  une  taxonorllie  pour  les 
différentes méthodes  d'extraction et  ils  les  ont comparées  sur la  base de  3 dimensions: les 
tâches de  domaine,  le  degré  de  l'automatisation de  la  méthode  et  la technique  d'extraction 
utilisée.  À  cet  effet,  ils  ont proposé un  ensemble  de  critères  pour mesurer  la  fiabilité  et 
l'avantage de chacune par apport à  l'autre. Les  résultats ont montré que pour les  méthodes 30 
manuelles,  les  données  extraites  sont  plus  pertinentes  mais  nécessitent  un  haut  niveau  de 
programmation.  En  plus,  Les  méthodes  manuelles  ne  requièrent  pas  une  particularité  au 
niveau de la structure de  la page.  N'importe  quelle forme de page est acceptable en entrée, 
quel  que  soit  un  texte  libre,  une  page  Web  semi-structurée  ou  un  modèle  de  données 
structuré.  Par  contre,  dans  les  méthodes  d'extraction  semi-supervisées  et  supervisées  la 
structure  interne  des  pages à extraire est très  importante.  Ces  méthodes  donnent  des  bons 
résultats pour des pages Web semi-structurées, et divergent souvent dans le cas des textes en 
langage naturel.  La  figure  1.11  montre  la comparaison entre  les  différents  types de  pages 
d'entrée  utilisée  par  chacune  des  approches.  De  plus,  ces  méthodes  ne  nécessitent  pas 
l'intervention de l'utilisateur pour la  création et la construction des  règles  d'extraction  mais 
son  intervention se  limite  seulement  dans  le  marquage  des  exemples  d'apprentissage.  Les 
résultats  ont  montré  que  les  méthodes  d'apprentissage  non  supervisées  permettent 
d'automatiser complètement  le processus d'extraction. Dans ces méthodes,  l'intervention de 
l'utilisateur est inutile et la génération de l'adaptateur se fait automatiquement.  Par contre, ces 
méthodes sont limitées sur certaines structures de pages Web, et elles divergent souvent dans 
l'extraction de pages non conforme au modèle de données spécifié. Features 
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Figure 1.11  Comparaison entre les approches [C.H. Chang et al., 2006] 
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[H. Alberto et al., 2004], dans ce travailles  auteurs ont présenté une taxonomie sur les 
différents outils d'extraction d'information à partir du Web. Ils se sont basés sur  l'outil  utilisé 
par chaque méthode pour la génération de l'adaptateur.  À cet effet, ils ont considéré 5 outils 
qui existent et qui assistent au processus de la définition des règles d'extraction : 
•  Les langages de programmation : C'est une approche basée sur le codage suivant un 
langage de programmation spécifique tel que Java, Perl, ect. 
•  L'arbre syntaxique HTML : C'est une approche basée sur le parseur Html  et l'arbre 
Htrnl pour la modélisation du contenu de la page Web. 
•  Le traitement automatique en langage naturel : Il  s'agit d'une analyse qui repose sur 
une  identification  de  notions  morphologiques,  syntaxiques,  et  aussi  sémantiques. 
L'analyse se fait souvent via un outil afin de faciliter les tâches. 
•  L'induction : C'est un processus basé sur l'apprentissage machine. 32 
•  L'ontologie : Est une approche qui  permet la  modélisation des informations sous la 
forme d'un  graphe afin  de leur accorder un  sens bien défini. Cette modélisation est 
basée sur un ensemble de concepts sémantiques et d'héritage. 
Afin d'évaluer les performances de chacune des approches, les auteurs ont introduit un 
ensemble de critères et mesures : 
•  Le degré de l'automatisation : Permet de mesurer l'intervention de l'être humain dans 
la phase de la création des règles d'extraction. Quand l'intervention de l'utilisateur est 
moins, le degré de l'automatisation de l'outil est élevé. 
•  la complexité de la structure de J'objet : Souvent, les données sur le Web suivent une 
structure  complexe.  On  peut  trouver  des  données  composées  de  liste  d'attributs, 
d'autres sui vent une hiérarchie, ect. 
•  Le contenu de la page : Dans ce travail, les auteurs se sont basés sur 2 types de pages 
à extraire, une page Web semi-structurée et un texte libre semi-structuré. 
•  La facilité de l'utilisation de l'outil  : Il  s'agit de mesurer la complexité de l'outil  en 
question. 
•  Sources non Html : Ce sont des documents provenant des sources non HtmJ. 
•  La flexibilité: Il  s'agit de mesurer Je degré de la flexibilité de l'outil en question. 
Le tableau  1.3  récapitule les résultats de J'analyse qualitative conclue par les auteurs. 
D'après  ce  tableau,  on  remarque  que  le  degré  de  J'automatisation  dans  les  méthodes 
automatiques basées sur les  approches Html- aware est très élevé, ainsi que 1' utilisation  de 
1' outil est toujours facile pour 1  'utilisateur. Par contre, ces méthodes ne s'appliquent pas sur 
des documents provenant d'une source non Html et elles restent limiter sur les sources Html. 
Pour les  méthodes semi-automatiques  basées sur l'approche d'induction, on remarque 
que l'outil est capable d'extraire des informations provenant de quelques textes  non  Html, 
ainsi  qu'il  supporte les  objets  complexes  par exemple le  cas  du  STALKER.  Le degré  de 
l'automatisation est moyen suite à 1' intervention partielle de 1' utilisateur pour l'étiquetage des 
exemples d'entraînement. On remarque aussi que les  méthodes basées sur les  approches de 
l'ontologie  et  les  langages  de  programmation  sont  toujours  manuelles  et  le  support  de 33 
l'utilisation des objets complexes peut se faire via le codage de ces derniers. Par ailleurs, ces 
méthodes peuvent supporter les 2 types de textes citées ci-haut par exemple le cas de l'outil 
BYU  [D.W. Embley  et  al.,  2006].  Dans  les  méthodes  basées  sur  le  traitement  du 
langage naturel, le degré de l'automatisation est moyen et ces méthodes peuvent extraire des 
informations provenant des sources  non Html. Par contre,  ces méthodes  n'acceptent  pas  les 
documents contenant des objets complexes. 
Pour le cas des méthodes basées sur  le modèle prédéfini, le degré de l'automatisation 
est  moyen  et  l'utilisation  de  l'outil  est  facile  pour  l'utilisateur.  Ces  méthodes  peuvent 
supporter l'extraction des informations provenant des sources autres que Html. 
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Tableau 1.3 Résumé de l'analyse qualitative [H.Alberto et al., 2004] 
1.5  Contribution 
Dans  le  cadre  de  ce  travail,  nous  allons  développer  un  algorithme  d'extraction 
d'information,  on va  se baser sur les méthodes  d'induction semi-automatique. À  partir des 
résultats  des  études  comparatives  décrites  dans  la  section  1.4  et  en  nous  basant  sur  les 
approches  à  bases  de  l'apprentissage  machine,  on  peut  remarquer  facilement  que  l'outil 
STALKER est le meilleur outil parmi ceux abordés dans ce cadre. À cet effet, dans la suite 
on va se concentrer sur la méthode de ST  ALKER. -------------·---- - - - -
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L'objectif de  ce  travail  est  d'améliorer  l'algorithme  de  STALKER en  introduisant 
quelques  modifications  au  niveau  de  l'expressivité  du  délimiteur.  Afin  de  donner  plus 
d'expressivité  au  délimiteur  utilisé  dans  l'approche  STALKER,  nous  avons  combiné  le 
délimiteur  de  l'outil  STALKER  avec  celui  de  séparateur  utilisé  dans  le  système 
SOFTMEAL  Y. À cet effet, nous avons considéré aussi le contenu  de l'information à extraire 
comme une chaîne de caractères à inclure dans l'apprentissage. Le processus d'apprentissage 
dans 1' approche ST  AL  KER repose sur 1' apprentissage des chaînes de caractères précédant et 
succédant  l'information  à  extraire.  Dans  l'approche  SOFTMEAL  Y,  le  processus 
d'apprentissage est basé sur l'apprentissage de l'ensemble de chaines de caractères précédant 
l'information à extraire ainsi que sur le contenu  de l'information elle-même.  Notre approche 
couvre les avantages de ces deux méthodes, elle utilise à la fois les chaînes de caractères qui 
précédent et qui  succèdent l'information à extraire ainsi que le contenu  de 1' information elle-
même.  Le fonctionnement de l'algorithme sera expliqué en détail  dans Je chapitre fondement 
algorithmique de l'extraction suivant. 35 CHAPITRE II 
FONDEMENT ALGORITHMIQUE DE L'EXTRACTION 
2.1  Introduction 
Dans notre travail, nous nous basons sur une méthode d'induction pour la construction 
d'adaptateurs. Dans le chapitre  précédent,  nous avons fait  une  synthèse sur les  différentes 
méthodes de construction d'adaptateurs. Dans le cas général, un adaptateur est un programme 
qui  permet d'utiliser un  ensemble de règles afin  d'extraire quelques  informations provenant 
de  certaines  sources  Web. Nous  avons  constaté  que  le  système  ST  ALKER  est  celui  qui 
présente  le plus d'avantages parmi  les systèmes  étudiés dans notre état de  l'art  et qui  sont 
basés sur les  méthodes  d'induction. STALKER représente  la source Web sous forme d'un 
arbre ECT. Cette représentation logique permet à STALKER de supporter des  sources web 
ayant  une  structure  hiérarchique.  De  plus,  l'ordre des  attributs dans 1 ' arbre ECT  n'est  pas 
important ce qui implique que STALKER est insensible à l'ordre des attributs dans un  tuple. 
L'apprentissage des règles d'extraction d'un  nœud de l'ECT  est indépendant de ces voisins. 
Par  conséquent,  STALKER  n'est  pas  sensible  au  manque  d'attributs  dans  un  tuple  du 
document  source.  Malgré  ses  avantages,  STALKER n'exploite  pas  le  format  (numérique, 
date,  adresse e-mail,  etc.) des données à extraire contrairement  à SOFTMEAL Y qui  le fait 
partiellement.  Nous  pensons  que  le  format  des  données  est  une  information  qui  pourrait 
enrichir les capacités des adaptateurs d'une part et accélérer le processus d'apprentissage des 
règles, d'autre part. 
Le but de ce travail  est d'étendre l'algorithme de STALKER en le combinant avec  le 
système d'induction SOFTMEALY. 36 
ST  ALKER définit  la  notion  de  délimiteur qui  permet de  représenter  la  position  du 
début  ou  la  position  de  fin  de  chaque  attribut  à  extraire.  Un  délimiteur  de  début  dans 
STALKER est un patron caractérisant la position du début de 1' attribut à extraire en se basant 
sur  ce qui  Je  précède.  SOFTMEAL  Y  définit  la  notion  de  séparateur pour caractériser  la 
position de début et de fin  de chaque attribut à extraire. Cependant, un  séparateur du  début, 
comme, de fin, est définit par deux patrons, l'un pour caractériser la position  du  début de 
l'attribut à extraire en se basant sur ce qui le précède, similaire au  délimiteur de STALKER; 
et l'autre caractérisant l'attribut à extraire lui-même en  se basant sur le type de la valeur à 
extraire. 
Les méthodes à base de délimiteurs ne prennent en compte que la chaine de caractères 
précédant (ou suivant) les valeurs à extraire alors que le format des données à extraire est une 
information exploitable qui enrichit l'expressivité des motifs. Les séparateurs ont l'avantage 
de  pouvoir  déterminer  le  début  d'un  attribut  à  extraire  à  partir. d'un  texte  pauvre  en 
caractères. 
L'objectif principal de notre travail est d'étendre STALKER en y introduisant la notion 
de séparateur. 
Nous allons présenter le processus de construction d'adaptateur basé sur l'algorithme 
de STALKER étendu par l'introduction de la notion du  séparateur du  SOFTMEAL  Y. Nous 
allons  alors  décrire  en  détail  les  différents  algorithmes  introduits  dans  cette  approche, 
ensuite, nous allons donner un exemple d'apprentissage des règles d'extraction pour illustrer 
J'avantage de l'utilisation de la notion du séparateur par rapport à celle du  délimiteur. Enfin, 
nous allons finir par une synthèse de comparaison entre les deux notions. 
L'objectif de l'extraction est de transformer la page Web sous la forme d'informations 
organisées,  bien structurées et facile à intégrer dans d'autres applications. Dans le système 
STALKER, une page Web est représentée par un  arbre imbriqué dit en anglais Embedded 
catalog tree (ECT). Le fait de représenter la page Web sous une structure d'arbre ECT rend 
le  problème de la construction d'adaptateur facile à gérer et ne  nécessite pas beaucoup de 
difficulté au moment de l'apprentissage. 37 
2.2  Code htrnl de la page Web 
Les  pages  sur le  Web  sont  décrites  d'une  façon à  être plus  lisibles  par l'opérateur 
humain. À cet effet, plusieurs conventions communes ont été appliquées sur la structure du 
code htrnl. L'information sur  le  Web est dite serni-structurée et elle est souvent présentée 
sous  la forme de  données  hiérarchiques.  [1.  Muslea et al.,  1998]  se sont  basés  sur le  code 
source htrnl de la page Web. Ils ont considéré que chaque document est vu  sous forme d'un 
ensemble de jetons. Afin de faciliter le traitement du contenu du code htrnl, ils ont introduit la 
notion  de l'analyse lexicale sur laquelle  ils ont introduit un  certain  nombre  de jetons,  dits 
alphabet de base. Trois types de jetons se distinguent : 
•  Un mot : Correspond à toute chaîne de caractères alphanumériques. 
•  Un  symbole  de  ponctuation :  Correspond  à  tout  symbole  de  ponctuation  comme 
',' ';','?'etc. 
•  Une balise htrnl : Correspond à toute balise htrnl, par exemples (  <htrnl>, <tr>, <ltd>, 
etc ...  ). 
Noté par Lct l'ensemble de l'alphabet, et supposant P un  fragment du  texte représentant 
un document à traiter, donc Lct  s'écrit sous la formule suivante: 
Lct  = words(P) u symbols(P) U balises(P) avec words(P) l'ensemble des mots contenus dans 
P,  symbols(P)  l'ensemble  des  symboles  de  ponctuation  contenus  dans  P,  et  balises(P) 
l'ensemble des balises htrnl contenues dans P. 
2.3  L'arbre hiérarchique ECT 
En s'inspirant de l'analyse lexicale du  code htrnl  de la page Web, [1.  Muslea et 
al.,  1998]  ont proposé  l'arbre ECT (embeded catalog  tree)  pour décrire la  décomposition 
logique du  document  source  et  simplifier ·1e  problème  de l'extraction  le  cas  de  données 38 
présentant  une certaine hiérarchie. Chaque nœud de l'ECT représente un ensemble de jetons 
défini dans l'ensemble de l'alphabet cité précédemment. 
L'ECT est composé de trois types de nœuds : 
1- Une  feuille: C'est  un  élément  primitif qui  représente  une  information  à  extraire  dans 
l'arbre. 
2- Un  nœud  liste:  C'est  un  élément  dans  l'arbre  qm  peut  avmr  aucun  ou  un  seul  fils 
représentant le type des éléments d'une liste. 
3- Un nœud tuple: C'est un  élément dans l'arbre qui  peut avoir un  ou plusieurs fils. Il  est à 
noter que les fils d'un tuple n'ont pas le même type d'information. 
La  figure  1.2 du  chapitre  état de  l'art représente  l'arbre hiérarchique ECT  d'un  document 
restaurant  de  la figure  1.1  appartenant  à  la  source  ZAGAT
6
.  En  remarquant  bien  que  les 
nœuds Nom, Food, Décore,  Service, Prix,  Cuisine, Adresse, Téléphone,  et Description sont · 
des  feuilles,  Les  nœuds  Restaurants,  et  Locations  sont  des  nœuds  liste,  et  les  nœuds 
Restaurant, et Location sont des nœuds tuple. 
2.4  Définition des termes 
Un délimiteur 
Dans  le  contexte  de  notre  travail,  un  délimiteur  est  un  patron  utilisé  pour  localiser  une 
position dans un fragment de texte (document html). 
Un séparateur 
Un  séparateur  est  un  patron  utilisé  pour localiser  une  position  dans  un  fragment  de  texte 
(document  html)  en  se  basant  sur  ce qui  la  précède  et  ce  qui  lui  succède. Lorsque  cette 
6 http://www  .isi  .edu/info-agents/RISE 39 
position correspond  au début de la valeur d'un attribut à extraire, le séparateur l'identifie par 
ce qui le précède et par une caractérisation de l'attribut lui-même. 
Faux positifs et vrais positifs 
Supposons que nous sommes en train de calculer la règle gauche de l'un des nœuds de l'arbre 
ECT. Durant  l'apprentissage de la règle, l'algorithme renvoie à chaque étape un  ensemble de 
règles  candidates.  L'application  de  ces  règles  sur  les  exemples  d'entraînement  permet 
l'extraction de certaines valeurs.  Les valeurs extraites qui sont correctes sont  dites les vrais 
positifs et les incorrectes sont les faux positifs. 
Un exemple d'entraînement 
Une chaîne de caractères qui précède ou succède l'information à extraire dans un  document 
htrnl  est  appelée exemple  d'entraînement.  On  parle  d'un  exemple  d'entraînement  gauche 
dans  l'apprentissage  des  règles  gauches,  et  d'un  exemple  d'entraînement  droit  dans 
l'apprentissage des règles droites. L'exemple d'entraînement 
Un joker 
En  analysant  syntaxiquement  la  source  du  document  à  èxtraire,  l'algorithme  permet  de 
générer  un  alphabet  dont  chaque  symbole  représente  un  type  bien  particulier.  La 
généralisation de ce  alphabet génère des symboles caractérisant toute chaîne de caractère de 
même type que les symboles de l'alphabet. 
Un contexte d'information 
Nous  avons  introduit  cette  terminologie  dans  le  but  d'analyser et  d'étudier le  format  des 
valeurs à extraire. Un contexte d'information est un joker permettant de donner un sens et un 
format régulier aux valeurs des attributs. Prenons par exemple le cas d'un attribut numéro de 40 
téléphone,  le  contexte d'information dans ce cas peut être représenté par le patron###-###-
####. Le  contexte  d'information ajoute  une  sémantique  de  typage à  la  valeur en question. 
L'exemple  suivant  illustre  un  cas  du  contexte  d'information  représentant  un  prix  du 
logement. Le texte en gris de l'exemple ci-dessous représente le contexte d'information de la 
valeur 'prix' à extraire. 
<hr> Belltown <br> <br> CONCEPT ONE <br> <br> 1 BDRM, 1$775 <br> 
Une règle d'extraction 
Une règle d'extraction est une disjonction de séparateurs localisant un  nœud. Dans ce travail, 
nous distinguons deux règles d'extraction, une pour déterminer la position gauche et l'autre 
pour  déterminer  la  position  droite.  Ces  règles  permettent  de  déterminer  exactement  la 
position de l'occurrence de l'attribut à extraire dans un fragment du texte. 
2.5  Apprentissage 
La  détermination d'une  information à extraire  est basée sur la  notion du  séparateur. 
Chaque nœud  à extraire doit avoir 2 séparateurs caractérisant sa position gauche, et celle de 
droite  dans son  nœud  parent.  La  phase permettant de  calculer ces séparateurs s'appelle  le 
processus  d'apprentissage.  Dans  ce qui  suit  on  va  décrire en  détail  le  fonctionnement  de 
1' algorithme d'extraction utilisé dans ce travail. 
La  fonction  Apprentissage (  )  de  la  figure  2. 1 est  invoquée avec  comme  paramètres  les 
exemples  d'entralnement E.  Au  début, la  disjonction de  règles  R  est  initialisée à  vide.  La 
procédure Terminaux ( ) de la figure 2.2 renvoie l'ensemble des terminaux utilisant comme 
paramètre  l'ensemble  des  exemples  E.  Cet ensemble  représente  les  symboles  apparaissant 
dans chacun des exemples de E. Ces symboles sont extraits à partir des chaines de caractères 
qui précèdent,  succèdent les  occurrences recherchées dans  les exemples E. Ils  sont définis 
dans 1' ensemble ~p· Apprentissage{Exemples) { 
ReglesGauches = 0 ; 
Candidats = Contexthlfonuation(Exemples); 
Positions = por;ition(Exempler;); 
Exemple =Exemples; 
While ( Exemple != 0 ) { 
} 
T = Terminaux(E); 
T' = GeneraliserTenninaux(T); 
Delinùteur = ApprendreDelinùteur(E, T'); 
ReglesGauches = ReglesGauches  Delinùteur; 
Positiour; = position(Exemple); 
Exemple=  NonCouvert(Exemple, Delinùteur, Positions); 
returu ReglesGauches; 
} 
Figure 2.1  Algorithme d'apprentissage 
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Terminaux(E) { 
TerminatlX = 0; 
Pour chaque exemple de E { 
Balisehtml =  C1kuler 1  'ensemble de balises html; #balises html de 
chaque exemple 
T = T + Balisehtml; Il ajouter les balises à 1  ensemble des terminaux 
Mots = Calculer l'ensemble de mots; 1/l'ensemble des mots 
T = T +Mots; ajouter les mots à 1  ensemble des terminaux 
Symboles= Calculer r  ensemble de sy mboles; l'ensemble des symboles 
T =  T +Sy mboles; ajouter les symboles à l'ensemble de  terminaux 
retum T; If 1  ensemble des terminaux des exemples 
Figure 2.2  Algorithme de calcul des terminaux 
Ensuite,  Le  programme  fait  appel  à  la  procédure  GeneraliserTermjnaux  (  )  avec 
l'ensemble T en paramètre pour généraliser l'ensemble des terminaux;  le résultat renvoyé est 
stocké  dans  l'ensemble  T'.  L'objectif  de  cette  fonction  est  d'ajouter  à  l'ensemble  T 
l'ensemble des jokers définis correspondant à chaque symbole de T. 
Les jokers introduits dans notre travail sont : 
[' ,', '.', ';', '!', '?'] : Un symbole de ponctuation quelconque. 
<.+> : Un symbole quelconque de l'ensemble des balises html. 
.+:Un symbole quelconque de l'ensemble des mots. 
\d : l'ensemble des nombres. 
[A-Z]{ 1,}  : L'ensemble des mots en majuscule. 
[A-Z]3[A-Z-a-z]{n,} :  L'ensemble  des  mots  dont  les  3  premières  lettres  sont  en 
majuscule. ----- · - --
43 
\d3-\d3  : L'ensemble des chaînes de caractères respectant  la casse 3 chiffres ensuite 
un tiret, et ensuite 3 chiffres. 
Un nombre: \d{ 1,}. 
Un nombre composé de 4 chiffres et plus:  \d {  4,  }  . 
Un nombre comprenant 4 chiffres seulement : \d4. 
Balise image : C'est une balise html  qui permet de signaler la présence d'une image. 
Balise lien : C'est une balise html représentant un lien vers une autre page. 
Balise  adresse:  C'est  une  balise  html  utilisée  pour  l'insertion  des  adresses  mail, 
l'adresse mail  se trouve juste après cette balise. 
Mot comprenant au moins n lettres majuscules : [A-Z]{ n, }  . Avec n un entier positif. 
Remarque 
Nous confirmons que la description de délimiteurs  ci-haut est présentée selon le  langage de 
programmation utilisé dans notre approche et qui est Perl. 
Après que l'ensemble T'  soit calculé, la fonction ApprendreDelimiteur () de  la figure 
2.3  est  invoquée  pour  renvoyer  le  délimiteur.  Cette  méthode  est  appelée  avec  comme 
paramètres l'ensemble  des exemples E  et l'ensemble des  symboles T'. Elle  fait appel à  la 
fonction  GenererCandidats  (  )  de  la  figure  2.4,  sur laquelle,  elle  renvoie  1  'ensemble  des 
candidats  avec  l'ensemble  des  valeurs  de  types  des  éléments  à  extraire.  La  fonction 
Contextlnformation  (  )  de  la  figure  2.5  permet  de  calculer  l'ensemble  des  types 
d'informations  de  chaque  valeur  à  extraire.  Ces  candidats  représentent  les  symboles  qui 
précèdent immédiatement les occurrences à chercher dans les exemples ainsi que 1  'ensemble 
des types de  valeurs à extraire. Chaque candidat représente  une règle simple sous  la forme 
SkipTo(X) ou SkipUntil(X), où X est un symbole défini dans  ~ d représentant un élément de 
1  'ensemble de délimiteurs initiaux. 44 
ApprendreDelimiteur(E, T') { 
Candidats= GenererCandidat(E); 
Position <.> = Position(Exemples); 
Delimiteurs = 0 ; 
C = 0 ; 
Tant que (Candida.!  != 0) { 
VP = \  rais_Positifs ( CandicL:tts, Exemples, Positions); 
FP = Faux_Positifs (Candicl1ts, Exemples, Positions); 
MeilleuresCandidats = MeilleurCandidat(Candidats, VP, FP, Terminaux); 
Candidats = 0 ; 
Pour chaque MeilleuresCandidats { 
Si ( Si_Est_Parfait (MeilleursCandidats, E, Positions)) { 
Delimiteurs = Delimiteurs U MeilleursCandicbts; 
Sinon { 
Figure 2.3 
C = R.'lfEnement (JvleilleursCandidats, T'); 
Candidats = Candîdats U C; 
Algorithme d'apprentissage de délimiteur GenererCaudidat(E) { 
Pour chaque exemple de E { 
Candidats = L'ensemble des symbole.-s qui  précèdent l'infonnation à  extraire  dans 
chaque élément de l'  etL 5emble E; 
Contexteinformations =  Contextelnformation(E); 
Candidats =  Candidats U Contexteinfonnatious; 
} 
rehlrn Candidats; 
Figure 2.4  Algorithme de la génération des candidats 
Contextlnformation (E) { 
Contexts = 0; 
Pour chaque exemple e représentant 1  'information à extraire de 1  'ensemble E { 
Context =Type d'information (e); 
Contexts = Contexts U Context; 
Return Contexts; 
Figure 2.5  Algorithme de calcul des contextes d'informations 
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La  fonction  MeilleurCandidat(  )  de  la  figure  2.6  permet  de  renvoyer  le  meilleur 
candidat parmi l'ensemble des candidats C. En effet, ce candidat doit  vérifier l'ensemble des 
heuristiques suivantes: 
1- Couvre le  plus  grand  nombre  d'exemples  vrais  positifs;  c'est-à-dire  le maximum 
d'informations à extraire. 
2- Retourne moins d'exemples positifs faux. 
3- Contient moins de jokers. 
4- Possède un délimiteur de longueur maximal. 46 
La fonction MeilleurCandidat( ) est appelée  avec  comme paramètres l'ensemble des 
candidats retournés  par GenererCandidat( ) et l'ensemble des exemples  initiaux  E  (tous les 
exemples). Dès  que Je meilleur candidat soit  trouvé par la fonction MeilleurCandidat ( ), la 
fonction ApprendreDelimiteur ( ) fait appel à la fonction  Si_Est_Parfait ( ) de la figure 2.7 
pour tester si ce candidat est parfait ou non. Un candidat parfait est un  meilleur candidat qui 
n'accepte pas d'exemples négatifs. 
Une  fois la  valeur  retournée  par la fonction  Si_Est_Parfait  ( ) est  vraie, le  candidat 
donc  est  parfait  et  il  est  retourné  dans  D  comme  délimiteurs  de  début  de  l'ensemble 
d'exemples  qui  les  couvre.  Puis,  ces  exemples  seront  automatiquement  retranchés  de 
l'ensemble E. Le même processus sera réitéré pour l'ensemble des exemples restants. 
MeilleurC'anclidat(C'auclidats. FP, VP, T') { 
Pour chaque Candidats { 
Max = Maximum(VP): 
:tvieilleursC'andiclats = Candidats qui vérifie le Max: 
Pour chaque MeilleursC'andiclats { 
Min = Minimum (FP): 
MeilleursCandidats = MeilleursCandidats qui vérifie le Min: 
Max_  Longuem= A.-\:IMUM(LONG UEUR(MeillemsC' andiclats) ): 
MeilleursCandidats =le meillenr candidat qui contient un  Max_Longuenr: 
retur11  MeilleursC'andidats: 
Figure 2.6  Algorithme de calcul des meilleurs candidats Si_Est_Parfait (Candidat, E, PositiollS) { 
FP = Nombre_Exemples_ faux _positifs( Candidat. E, Positions); 
Si ( FP =  0) { 
rrCandidat est parfait; 
return 1; 
Sinon { 
#Candidat n'est pas parfait; 
return 0; 
Figure 2.7  Algorithme de recherche d'un candidat parfait 
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Dans  le  cas où  la  valeur retournée par la fonction  Si_Est_Parfait (  )  est  fausse  (le 
candidat n'est  pas  parfait),  la fonction  Raffinement (  )  de  la  figure  2.11  est  appelée avec 
comme  paramètres  le  délimiteur  D,  et  l'ensemble  des  terminaux  généralisés  T'.  Cette 
fonction permet de raffiner le délimiteur D suivant 2 types de raffinements : 
1- Le raffinement de délimiteur : Permet d'élargir le symbole X de délimiteur D = 
SkipTo(X),  en  ajoutant  un  symbole de  l'ensemble  T' à  X.  Ce processus  est 
réitéré  tant qu'il  existe  des symboles dans  l'ensemble T'. Un  nouveau candidat 
est sous  la forme  SkipTo(tX) tel  que t  appartient  à  l'ensemble  T'. Suivant la 
représentation de l'automate à état fini  caractérisant la  règle d'extraction  D, un 
raffinement de délimiteur permet de modifier la chaîne à consommer qui permet 
le passage de l'état initial vers l'état final en la concaténant avec le symbole t en 
question.  La  figure  2.9  illustre  un  automate  à  état  fini  avec  raffinement  de 
délimiteur par le symbole t. 48 
D 
Figure 2.8  Automate à état fini de la règle D 
tD 
Figure 2.9  Automate à état fini après raffinement de délimiteur avec t 
1- Le raffinement de topologie : Permet d'introduire un état intermédiaire au  niveau 
du  délimiteur  D.  Supposons  D  =  SkipTo(X),  le  raffinement  de  topologie 
permet  d'ajouter  un  nouveau  candidat  sous  forme  C = 
SkipTo(t)SkipTo(X)  tel  que  t  représente  un  symbole  de  l'ensemble  T'.  Ce 
processus est réitéré pour chaque symbole t appartenant à 1 ' ensemble T'. Dans le 
formalisme  de  l'automate  à  état  fini  représentant  la  règle  d'extraction  D,  un 
raffinement de topologie utilisant le symbole t permet d'introduire un  nouvel état 
intermédiaire entre l'état initial et l'état final.  Le passage de l'état initial vers le 
nouvel état intermédiaire se fait par la consommation de la chaîne de caractère t. 
Le schéma de la figure 2.10 ci-dessous illustre l'automate à état fini du résultat de 
raffinement de topologie du délimiteur D et le symbole t. 
Figure 2.10  Automate à état fini représentant la règle après le raffinement 49 
Étant donné l'ensemble des terminauxT = {'.', '<br>','[',','.',';','!','?']', '*h'  }. 
Supposons  nous  voulons  calculer  l'ensemble  des  candidats  après  le  processus  de 
raffinement du candidat SkipTo(.). 
Nous aurons deux types de raffinement, le raffinement de délimiteurs et le raffinement 
de  topologie.  Le  tableau  2.1  ci- dessous  illustre  l'ensemble  des  candidats  conclus  après 
raffinement. 
Raffinement de délimiteur  Raffinement de topologie 
SkipTo( .. } 
SkipTo(<br>. ) 
Ski pTo(*s.) 
SkipTo(*h.) 
SkipTo(.)SkipTo(.) 
SkipTo(  <br>)SkipTo(.) 
SkipTo(*s)SkipTo(.) 
SkipTo(* h) SkipTo(.) 
Tableau 2.1  Tableau de raffinement de délimiteur et de raffinement de topologie 
Raffmement(MeilleursCandidat, T) { 
} 
RaffinementDehmiteur =  0 ; 
Raffinement Topologie = 0 ; 
Raffinements = 0 ; 
Pour chaque terminal t de 1' ens.emble T { 
} 
RaffinementDeli.miteur =  Sk.ipTo(t. MeilleursCandidat); 
Raffinements = Raffmements  RaffmementDelimiteur; 
DelimïteurTopologie  =  SkipTo(t).SkipTo(MeilleursCandidat); 
Raffinements = Raffmements U RaffmementTopologie; 
return Raffinements; 
Figure 2.11  Algorithme de raffinement des candidats 50 
À la fin du processus de raffinements, la fonction Raffinement ()retourne l'union des 
candidats renvoyés par chaque type de raffinements, et la fonction ApprendreDelimiteur ( ) 
renvoie  ces  candidats  dans  C.  Cette  fonction  est  réi~érée  à  partir  de  la  fonction 
MeilleurCandidat ( ).  Tant que le  candidat parfait n'est pas encore trouvé, le  processus de 
raffinements est réitéré. 
Dès  que le  meilleur candidat est trouvé,  la fonction  Raffinement ( )  renvoie comme 
résultat Je délimiteur D, et la procédure Apprentissage ()ajoute ce délimiteur à J'ensemble de 
disjonction  R.  Ensuite,  les  exemples couverts  par  D  seront  retranchés  de  l'ensemble  des 
exemples E.  La procédure Apprentissage ( ) est répétée avec les  nouveaux exemples  E  et 
leurs marqueurs de débuts. Elle s'arrê.te dès qu'il  ne reste plus d'exemple dansE, et dans ce 
cas la disjonction Rest retournée comme résultat représentant la règle gauche. 
2.6  Extraction 
Après avoir calculé les règles d'extraction de chacun des nœuds de l'arbre ECT (avec 
exception la racine de l'arbre ne nécessite pas le calcul des règles), l'utilisateur peut procéder 
à la phase d'extraction, il  suffit de faire entrer un  lien Web ou un chemin dans le disque dur 
représentant la page à extraire. L'algorithme de l'extraction est appliqué sur le contenu Htrnl 
du document à extraire. 
Dans  la  phase  de  l'extraction,  l'étiquetage  du  document  à  extraire  n'est  pas 
indispensable,  et  notre  algorithme  est  capable  de  déduire  les  nœuds  parents  et  leurs 
informations  d'une  manière  automatique,  en  appliquant  successivement  l'algorithme 
d'extraction en commençant de la racine. 
L'algorithme de l'extraction doit être appliqué sur chaque nœud de l'arbre ECT  dont 
ce  nœud  n'est pas  une  feuille.  Ce dernier utilise  comme  paramètre  le  fragment  du  texte 
représentant le nœud (le contenu du nœud). Dans le processus d'extraction, nous distinguons 
2 types d'extractions possibles. --- - ---------
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2.6.1  Extraction des éléments d'un  nœud tuple 
Supposons un  nœud N  de type tuple contenant k occurrences  n;,  .. ,nk>  J'extraction des 
éléments (champs de J'occurrence k) n;k  à partir du  nœud tuple exige l'étiquetage des débuts 
et des fins de chaque élément  dans son nœud parent N.  En plus,  le  nœud  N appartenant au 
nœud  parent  M  rend  indispensable  également  le  marquage  du  début  et  de  fin  de  chaque 
occurrence m; du  nœud  parent  M. Le processus  d'extraction permet de  retourner à  la fois 
l'ensemble des éléments de N. 
Pour définir le début, ainsi  que la fin  des éléments de chaque occurrence ni dans son 
parent  m1 ,  on  doit  définir l'ensemble  des  exemples  à  fin  de  pouvoir  apprendre  les  règles 
d'extraction. 
Les exemples d'entrainement pour les débuts,  respectivement les fins représentent les 
chaînes de caractères qui précédent respectivement succèdent directement les  occurrences du 
nœud N. 
Pour la règle gauche (début)  : Le premier exemple représente la chaîne de caractères 
située entre le début de l'occurrence rn; et le début de l'occurrence nil,  J'exemple j  ( j = 2, k) 
représente la chaîne de caractères se trouvant entre la fin  de l'occurrence n; j-I  et le début de 
l'occurrence n;  j· 
Pour la règle droite (fin) : L'exemple j ( j= 1, k-1) représente la chaîne de caractères se 
trouvant entre la fin  de l'occurrence n; jet Je début de l'occurrence n; j+l .Le dernier exemple 
représente  la  chaîne  de  caractères  se trouvant  entre  la fin  de  l'occurrence  n;  k  et  la  fin  de 
J'occurrence m; . 
Les  parties  grisées de  la figure 2. 12  représentent  les  exemples  d'entrainement de  la 
règle  d'extraction  gauche  du  nœud  n;.  Ces  exemples  représentent  les  parties  gauches  qui 
définissent  le  contexte  gauche  du  séparateur dans  Je  cas  du  système  SOFTMEAL  Y.  Les 
contenus des valeurs à extraire représentent le contexte droit du séparateur. 52 
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Figure 2.12  Occurrences n du nœud N dans 1' occurrence rn du  nœud parent M 
La  figure  2.13  représente  une  page  web  extraite  de  la  source  Web  des  restaurants 
LA  WEEKL  Y
7
.  Cette  page  donne  des  détails  sur  un  ensemble  de  restaurants.  Elle  est 
représentée sous  forme d'un ensemble de tuples, chaque tuple représente cinq informations 
d'un restaurant. Ces informations sont le nom du  restaurant,  son adresse, son téléphone, sa 
description, le type de la carte de crédits utilisés pour le paiement des repas. 
LA Restaurants 
7 http://www.isi.edu/integration!RISE/repository.html Sear·ch Criteria: Location: Any Cuisine: American 
ARBUCKLE'S AMERICAN CUISINE 
829 N. La Cienega Blvd., L.A. 
(310) 657-9220 
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Built in the earl y 1900's, Arbuckle's, once the home of Fatty Arbuckle, is the last original row hou  se on La 
Cienega. Although Fatty doesn't live here anymore, there are still plenty of reminders of days gone by in photos of 
si  lent film stars.  Relax on a patio covered in geraniums, iv  y and fresh jasmine and enjoy delish morsels like a 
martini of chi lied shrimp ($7.95), luscious crab cakes ($ 15.50) or tender lamb chops ($ 18.95). Dinner seven 
nights.  Full bar; takeout; catering; valet parking; AE, MC, V. 
BOOK SOUP BISTRO 
8800 Sunset Blvd., W. Hollywood 
(310) 657-1072 
Featuring a handsome, comfy atmosphere indoors and al fresco patio seating, the Book Soup Bistro provides a 
common ground for hardcore power lunchers as weil  as the funky cappuccino crowd. Known for the horney, 
healthy-helpings menu of items su  ch as turkey meat loaf with mashed potatoes and cran  berry sauce ($ 11.50) and a 
seared ahi  tuna sandwich ($ 11.50), Book Soup continuing Saturday and Sunday brunch and the "Short Stories" 
menu of new items and abbreviated regular dishes, perfect for light afternoon snacks. Lunch and dinner se  ven 
days. Full bar; takeout; catering; parking; reservations accepted. AE, OC, DIS, MC, V. 
Outdoor Grill 
12630 1/2 Washington Place, Culver City 
(310) 636-4745 
From as earl y as 9 a. m.  there's no question about what's going on here. ln a condolike two-story building adjacent 
to Handy J's Hand Wash, pieces of chicken, racks of baby back park ribs and thick triangles of Nebraska beef 
sirloin are already sizzling on the 10-foot-long outdoor grill. The meat has absorbed enough flavors from the 
marinade and the grill smoke to stand al  one. Though of course there's also the smoky, sweet (but not tao) 
barbecue sauce, which doesn't overshadow the meat if used sparingly. Excellent spicy turkey chili, tasty soups, 
salads topped with good homemade dressings, and sides like macaroni  and cheese here can turn simple barbecue 
into a real meal for about $6 to $15. Eat inside looking out at the grill, or on the top deck with its unobstructed 
view of the car wash.  Doesn't matter--the grub's the thing. 
DAILYGRILL 
Beverly Center, 100 N. La Cienega Blvd., L.A. 
(310) 659-3100 
Hearty portions and excellent service give the Dai! y Grill a  an ever-increasing following of !avers of freshly made 
American favorites. Blue Plate specials change daily ($ 1  0.95-$16.95). A popular Blue Plate, the wholesome meal 
loaf is topped with homemade gravy and cornes with mashed potatoes and Daily's trademark steamed broccoli 
($ 1  0.95). A selection of done-just-right steaks ($ 13.95-$17.95) will  satisfy  the discerning carnivore, wh  ile the 
broiled half chicken with garlic ($9.95), with shoestring potatoes and broccoli, satiates lighter appetites.  Lunch 
and dinner seven days. Full bar; takeout; delivery;  catering, parking; reservations suggested.  AE, OC, MC, Y. 
Figure 2.13  Projection d'une source Web Laweekl/  restaurant représentant 4 tuples 
Le tableau 2.2  Ci-dessous montre les résultats retournés après l'extraction de la source 
de la figure 2.13. 
8 http://www.isi.edu/info-agents/RISE/LAW/  Source  .html 54 
Nom  Adresse 
Numéro du 
Description 
Carte du 
téléphone  crédit 
ARBUCKLE'S  829  N.  La Cienega  Blvd.,  (310) 65  7 9220  Builtin  ...  valct  AE, MC, V. 
AM ERICAN  L.A.  parking; 
CUISINE 
BOOK SOUP  8800  Sunset  Blvd.,  W.  (3 10) 657  1072  Featuring a ...  AE, DC, 
BISTRO  Hollywood  R eserv<:~ ti ons  DIS, MC, 
acccptcd.  v. 
Outdoor Grill  12630 1/ 2  Washington  (310) 636  4745  From as ... 
Place, Culver City  grub's  the 
thing. 
DAILY GRILL  Beverly  Center,  100  310) 659  3100  Hearty  AE, DC, 
N.La Cienega  Blvd., L.A.  portions  ...  MC, V. 
Reservations 
suggested. 
Tableau 2.2  Résultat d'extraction de la page de la figure 2.13 
2.6.2  Extraction des éléments d'un nœud liste 
Supposons un  nœud N de type liste, bien que le nœud N peut avoir 0 ou  un  seul fils n, 
l'extraction de chacun des éléments du  fils  n dans  le  nœud  parent N  permet d'extraire  les 
occurrences ni  à partir du nœud fils n.  Ce processus est le même que celui  de l'extraction des 
éléments d'un nœud tuple sauf qu'un tuple peut avoir plusieurs fils de type différents. 
2.6.3  Exemple d'un scénario d'apprentissage 
Dans cette section, on  va appliquer notre algorithme d'apprentissage sur un  ensemble 
d'exemples d'entraînement et on va expliquer en détaille scénario d'apprentissage de calcul 
de  la  règle  gauche  (règle  de  début).  Nous  allons  étudier  les  deux  cas  possibles  que  nous 
avions introduits dans notre algorithme. 
Soit N un ensemble d'occurrences extraites à partir de la source Web Rentals
9
. Cet ensemble 
représente un  tuple  'LOCATION'  décrivant des  informations  pour  des  appartements. Ces 
informations sont les suivantes : 
9 http://www.isi.edu/info-agents!RISE/Rentals/_ Source_ .html Adresse. 
Nombre de chambres. 
Prix 
Numéro du téléphone. 
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Le scénario d'apprentissage consiste à calculer la règle d'extraction gauche (règle de début) 
de l'élément 'PRIX' appartenant au tuple 'LOCATION' précédent.  N = (n,, n,  n,, n"}. 
n,=  $775 <br> <br> 
<br> Lake Union & Sound Views <br> Fplc, WID, Gar Prkg Available <br> 
<br> 206-728-9515 <br> 
n3 =  ·~ 11r>  <br> BALLARD - 1 Bedroom <br> new cpts, drapes & paint, nr hospital & 
bus. $535.  <br>  1519 :r-..rw 65 th, Apt #4  -br> 206-542-4600 <br> 
n4 =  <hr> Ballard-Open Su 11-3  - <br> Walk to  town, spac  2 br bsmt unit in 3 plex. 
New carpe.t, paint,  frpl, w/d, $795 inclds all  mils! <br> 2244 N\V 62  nd-
425-881-8922 <br> 
1- Cas du délimiteur : 
Le texte en jaune représente l'information à extraire dans chacune des occurrences. 
Soit E l'ensemble des exemples d'entraînement extrait à partir de l'ensemble des 
occurrences de l'ensemble OC. Cet ensemble représente les chaines de caractères qui 
précèdent les valeurs de l'attribut 'PRIX' dans chacune des occurrences. 
E1 = <hr> Belltown <br> <br> CONCEPT  ONE <br> <br> 1 BDRM, 
E2 =  <hr> BALLARD AT LOCKS <br> Charrning, security bldg,  on bus- <br> line, 
pool. Studio/1  BR 
E3 = <hr> <br> BALLARD - J Bedroom <br> new cpts, drapes & paint, nr hospital & bus. 
E4 = <hr> Ballard-Open Su 11-3- <br> Walk to town, spac 2 br bsmt unit in  3 plex. 
New carpet, paint, frpl,  w/d, 56 
Dans la suite et pour la simplification, on va noter par : 
T 1  'ensemble des terminaux. 
T' l'ensemble des terminaux généralisés. 
C l'ensemble des candidats. 
C' l'ensemble des candidats généralisés. 
D l'ensemble des délimitéurs. 
NEFP le nombre d'exemples faux positifs. 
NEVP le nombre d'exemples vrais positifs. 
Durant la première itération : 
C={BR ,  .},C'={BR, .  (',','.',';','!','?']  .+} . 
Analyse des candidats: Les détails de l'analyse des candidats sont illustrés dans le tableau 
2.3 ci-dessous. 
Candidat  NEPF  NEPV 
BR  0  1 
~  3  1 
2  1 
e  , 
1  '  ~ - ' '  '·'  ' ! ~  '?'] 
'  :- '  '  •  !'  •  3  1 
+  4  0 
Tableau 2.3  Détails de 1 '  anal  y  se des candidats 
Suivant les heuristiques  dont nous  avions parlé plus haut, le  candidat  'BR'  est  le  meilleur 
candidat, ce candidat est parfait car il satisfait l'exemple E2 et il  ne satisfait aucun  exemple 
faux positif. L'algorithme retourne comme résultat la règle Rl = SkipTo('BR'). 
E = E - {E2} = {E" E3, E4 }. 
Deuxième itération : 
C - {  }  C' - {  ['' '' '·'  ' l '  ·'?']  }  - '  .  '  - '  .  '' . '  ' '  . '  .  . Analyse des candidats: Le tableau ci-dessous récapitule les résultats de l'analyse des 
candidats durant l'itération. 
Candidat  NEPF  NEPV 
'  2  1 
1  1 
[' )  '~  '·'  ' P  '?') 
'  '  0  '  '  '  •  '  •  2  1 
Tableau 2.4  Résultat de l'analyse des candidats durant la deuxième itération 
Le meilleur candidat est '.', ce candidat n'est pas parfait car il  satisfait un exemple positif 
faux. 
Première itération de raffinement : Le tableau 2.5 ci-dessous présente 1  'ensemble des 
candidats trouvés après le raffinement de la première itération. 
T = {<hr>  <br>}, T' = {<hr>  <br>  <.+ ?>}. 
Raffinement de délimiteur  Raffinement de topologie 
Ct= SkipTo('<hr>.  ').  C4 = SkipTo('<hr>') SkipTo(' .'). 
C1 = SkipTo('<br>. ').  C5 =  SkipTo('<br>') SkipTo('.  '). 
C3  = SkipTo('<.+?>.  ').  C6 =  SkipTh{'<.+?>') Ski  ... p_lg_(' .'). 
Tableau 2.5  Candidats de raffinement durant la première itération 
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Analyse  des  candidats  : Le tableau  ci-dessous  montre  le  détail  de  l'analyse  des  candidats 
durant l'itération. 58 
Candidat  NEPF  NEPV 
SkipTo('<hr> . ')  0  0 
SkipTo('<br>. ')  0  0 
SkipT.Q.('<.+?>. ')  0  0 
SkiJ2To('<hr>') §.kü:2T o('. ')  1  1 
Ski~To ('<br>') Sl.ru?To('. ')  1  1 
SkipTo('< .+?>') Skip To,('. ')  1  1 
Tableau 2.6  Détail de l'analyse des candidats 
Les  meilleurs  candidats sont  C4  et C5  car  les  deux  satisfont  E3,  ces  candidats  ne  sont  pas 
parfais car ils satisfont un exemple positif faux. 
Deuxième itération de raffinement : Le tableau 5 ci-après présente l'ensemble des candidats 
après raffinement. 
T = {  <hr>  <br>}, T' = {  <hr>  <br>  <.+ ?>}. 
Raffinement de délimiteur  Raffinement de topologie 
C1 =  SkipTo('<hr><hr>')SkipTo('.  ').  C1  = SkipTo('<hr>')SkipTo('<hr>') SkipTo('.  '). 
C2 = SkipTo('<brX hr>')SkipTo('. ').  Cs= SkipTo('<br>')SkipTo('<hr>')  SkipTo(' .'). 
C3 =  SkipTo('<hr><br>')SkipTo('.').  Cg= SkipTo('<hr>')SkipTo('<br>')  SkipTo('. '). 
C4 =  SkipTo('<br><br>')SkipTo('. ').  C10 =  SkipTo('<br>')SkipTo('<..ôr>')  SkipTo('. '). 
Cs= SkipTo(<.+?><hr>')SlgpJ o('.  ').  cll =  ~k!w f<.  +?>')~kiv.Jsf<m>  )  ~k!v  To(' .'). 
C6 =  SkipTo('< .+?><br> ' )~ kipTq_( ' .').  C1 2 =  S..kipTo('<.+?>')SkipTo('<br>')  SkipTo('.'). 
Tableau 2.7  Liste des candidats après raffinement 59 
Analyse des candidats: Le tableau 2.8 ci- après illustre le détail de l'analyse des candidats. 
Candidat  NEPF  NEPV 
SkipTo('<hr><hr>')SkipTo('.  ')  0  0 
SkipTo('<br><hr>')SkipTo('.  ~)  0  0 
SkipTo('<hr><br>')SkipTo('.  ')  0  0 
SkipTo('<br>--4Jr>')SkipTo('.  ')  0  0 
SkiJ2To(<.+?><h.r>')~ki1?.IQ.('. ')  0  0 
SkiJ?.ToC<.+?><--1>J-'>')S.kil2I.Q.('. '')  0  0 
SkipTo('<hr>')SkipTo('<hr>') SkipTo('.  ')  0  0 
S.kil2rm'<hr>')Sk!RTo('<b.r>') Skil?..T..9f. ')  0  0 
SkipTo('<hr>')SkipTo('<br>') SkipTo('. ')  1  1 
SkipTo('<br>')Skip T  o('<hr>')  SkipToC, ')  0  1 
Ski12ToC<.+?>')Skjp.I.ç_('<hr>')  SkipJof. ')  0  0 
SkiJ2To('< . +?>')~.ki..l?..I.Qf<br>') S1;œ]'o('. ')  1  1 
Tableau 2.8  Détail de l'analyse des candidats 
Le meilleur candidat est C 10 car il  satisfait E3, ce candidat est parfait car il  ne satisfait 
aucun  exemple  positif  faux.  L'algorithme  retourne  R2  =  SkipTo('<br>')SkipTo('<br>') 
Ski pTo('.') comme délimiteur gauche. 
E = E-E3 = {E" E4} . 
Durant la troisième itération : 
c = {,}, C' = {  ,  .+  }. 60 
Analyse des candidats: Le tableau 7 suivant montre le détail de l'analyse des candidats. 
Candidat  NEPF  NEPV 
'  1  1 
['  ~  ' 
~  .. /  '! ~  '?)]  1  1 
1  '  ' 
~  ' '  ' 
Tableau 2.9  Détail de l'analyse des candidats 
Le meilleur candidat est ',' car il  satisfait Eh ce candidat n'est pas parfait car il  satisfait  un 
exemple de faux positif. 
Première itération de raffinement: Le tableau 2.10 ci-après présente l'ensemble des candidats 
retournés après la première itération de raffinement. 
T = {<hr>  <br>}, T'= {<hr>  <br>  < .+ ?>} . 
Raffinement de délimiteur  Raffinement de topologie 
Ct = SkipTo('<P,...r>, ').  C4 = SkipTQ.('<hr>' )Ski~To (' , '). 
C2 = SkipTo('<Qr>,').  Cs=  SkipTo('<br>')SkipTo(','). 
C3 = SkipTo('<.+ ?> ,').  C6 =  SkipTo('<.+ ?> ')§jgp J o(', '). 
Tableau 2.10  Candidats après raffinement 61 
Analyse des candidats :Le tableau 2.1 1 ci-après décrit Je détail de J'analyse des candidats. 
Candidat  NEPF  NEPV 
SkipTo('<hr>,')  0  0 
SkipTo('<br>, ')  0  0 
SkipTo('*h/ )  0  0 
Skip  To('<hr>')Skip  T  o(',  ')  1  1 
SkipTo('<br>')SkipTo(',  ')  1  1 
Skip To(C<. +?> ')âkit"?I. Q ..(',  ')  1  0 
Tableau 2.11  Détail de l'anal  y  se des candidats 
Les meilleurs candidats sont C4 et C5,  ils ne sont pas parfaits car ils satisfont un exemple de 
faux positif. 
Deuxième itération de raffinement: Le tableau 10 ci-après présente l'ensemble des candidats 
retournés après la deuxième itération de raffinement. 
Raffinement de délimiteur  Raffinement de topologie 
C1 = SkipTo('<hr><hr>')SkipTo(',').  c  =  SkipTo('<hr>')SkipTo('<hr>')SkipTo(', '). 
C2 = SkipTo('<br><hr>')SkipTo(',').  Cs= kipTo('<hr>')SkipTo('<br>')SkipTo(', '). 
C3 = Skip To('<br><br>')Skip To(',  ').  C9 =  SkipTo('<br>')SkipTo('<br>')SkipTo(','). 
C4 = SkipTo('<hr><br>')SkipTo(', ').  C10 =  kip To(' <br>')SkipTo('<hr>')SkipTo(', '). 
Cs = SkipTo('<.+?><br>')SkipTo(',  ').  Cu =  SkipTo ('<.+?>')S lg~To ('<.ill>')§kii?To (' , '). 
C6 = SkipTo('<.+?><hr>')SkipTo_(',').  Cn = SkipTo('<. +?>')SkipTo('<br>')SkiJ2To(', '). 
Tableau 2.12  Candidats après la deuxième itération de raffinement 
Le meilleur candidat est C9, ce candidat est parfait car il ne satisfait aucun exemple positif de 
faux.  L'algorithme  renvoie  R2  =  SkipTo('<br>')SkipTo('<br>')SkipTo(',')  comme 
délimiteur gauche. ---------- ----- ---- --------- --- -- ------------------------------------ - ----- -
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Durant la troisième itération : 
c = {  ' }, C' = {  ' .+ }. 
Analyse de candidats: Le tableau 11  ci-après illustre le détail de l'analyse des candidats. 
Candidat  NEPF  NEPV 
' 
1  0 
['  ~  ' 
:  :.:  'P  '?']  1  0  !'  ~  '  ' '  ' 
Tableau 2.13  Détail de l'analyse des candidats 
Le meilleur candidat est ',' n'est pas parfait car il  satisfait un exemple de faux positif. 
Première itération de raffinement : Le tableau  12 ci-après  présente l'ensemble des candidats 
retournés après la première itération de raffinement. 
Candidat  NEPF  NEPV 
SkipTo('<hr>, ')  0  0 
SkipTo('<br>,')  0  0 
Skicl2.C<!Lr?, ')  0  0 
SkipTo('<hr>')SkipTo(',  ')  1  1 
Skip To('<br>')SkipTo(',  ')  1  1 
Ski~  To('<.+?>')StçpTQ{',  ')  1  0 
Tableau 2. 14  Candidats trouvés après raffinement 
Après raffinement, l'algorithme retourne SkipTo('/')SkipTo(',') comme meilleur candidat,  il 
est aussi  parfait car il  ne  satisfait aucun  exemple faux  positif.  L'algorithme renvoie R3  = 
SkipTo('/')SkipTo('  ,') comme délimiteur gauche. 
E  = E  - E4  = ~ - L'algorithme  d'apprentissage  s'arrête et  renvoie  comme  résultat  final 
1  'ensemble des règles gauches R = { R 1, R2, R3}  représentant le début de 1' attribut 'PRIX'. ---- - - ------------
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2- Cas du contexte d'information : 
Dans cet exemple,  il  s'agit de calculer la règle du  début de l'attribut 'PRIX'. En  regardant 
l'ensemble  des  occurrences,  on  remarque facilement que cet attribut  représente  une  valeur 
numérique précédée du symbole $. 
L'algorithme Contexte(E) renvoie les candidats: C = {C 1, C2, C3}. 
c1  = $775, c2 = $535, c3  = $795. 
L'algorithme GeneraliserContexte(C) renvoie le joker C4 = $NUMBER. 
Analyse  des  candidats:  Le  tableau  2.15  ci-dessous  présente  le  détail  de  l'analyse  des 
candidats. 
Candidat  NEPF  NEPV 
$775  0  1 
$535  0  2 
$795  0  1 
$Nill.ffiER  0  4 
Tableau 2.15  Détail de J'analyse des candidats 
L'algorithme retourne C4 comme meilleur candidat car il  satisfait les quatre exemples 
à la fois,  il  est aussi  parfait car il  ne satisfait aucun exemple de faux positif. L'algorithme 
d'apprentissage  renvoie  R  =  SkipUntil($NUMBER)  comme  règle  gauche  de  l'attribut 
'PRIX'. 
2.7  Conclusion 
Dans  ce  chapitre,  nous  avons  introduit  le  concept  du  contexte  d'information  qm 
représente le type de l'information de l'attribut à extraire. Nous avons démontré aussi  dans 
l'exemple  ci-haut  le  processus  d'apprentissage  avec  les  deux  cas  possibles  (délimiteur 
ST  ALKER et contexte d'information). Les résultats ont montré que l'utilisation du contexte 
d'information  permet  une  rapidité  de  convergence  pour  l'algorithme  d'apprentissage  des 
règles d'extraction. Toutefois, la  règle d'extraction appropriée au nœud de l'exemple a été 64 
conclue durant  la première  itération. Le  concept du  type d'information donne un  avantage 
complémentaire au délimiteur de STALKER dans la construction des règles d'extraction. 65 CHAPITRE III 
IMPLÉMENTATION & APPLICATION 
Dans ce chapitre, nous présentons les outils et technologies utilisés et le pourquoi du 
choix de ces outils. Ensuite, nous présentons l'outil que nous avons développé et sur lequel se 
base notre approche. Enfin, nous présentons  l'expérimentation dans le cadre d'un projet de 
médiation de base de données. 
3.1  Outils et technologies utilisés 
Pour  l'implémentation  de  notre  approche,  nous  avons  utilisé  le  langage  de 
programmation Perl
10
,  nous avons ainsi utilisé la boite à outils TK
11  pour la création de notre 
interface  graphique.  Pour  la  gestion  de  notre  base  de  données,  nous  avons  opté  pour 
l'environnement  WampServer
12  dans  sa version  2. 1 qui  est  disponible  gratuitement  sur  le 
Web et qui fonctionne sur la plate-forme Unix et Windows. 
3.1.1  Perl 
P.E.R.L.  signifie  Practical  Extraction  and  Report  Langage,  est  un  langage  de 
programmation créé par Larry Wall en  1987, combinant les fonctionnalités du  langage Cet 
celles des langages de scripts sed, awk et shell (sh).  L'association chargée du développement 
et de la promotion de Perl est la fondation Perl. 
Il  a été conçu principalement pour accomplir des tâches d'administration système sous 
UNIX.  Aussitôt,  il  fonctionne  sur  de  nombreuses  plate-formes,  comme  MS-DOS,  OS/2, 
MacOS, et toute la famille des Windows. La version PeriS du  langage a rajouté des notions 
10 http://www.perl.org/ 
11  http://www.tkdocs.com/ 
12 http://www. wampserver.cornl 66 
de programmation objet, de structures de données complexes,  des modules, et un  espace de 
nommage, qui en font un  langage de haut niveau.  Ses capacités de traitement des chaînes de 
caractères en font un langage de choix pour la programmation des scripts CGI-bin
13
. 
Dans le cadre de  notre  projet, nous avons utilisé Perl  dans sa  version 5.12.4  qui  fait 
usage de  la programmation  orientée objet, et  qui  intègre  automatiquement  un  utilitaire  de 
gestion de packages nommé 'Perl Package Manager'. 
3. 1.2  Perl Package Manager PPM 
PPM est un utilitaire destiné à simplifier les tâches de localiser, installer, mettre à jour 
et  désinstaller  des  paquetages. C'est  un  frontal  aux  fonctionnalités  fournies  par  le  module 
PPM.pm. II peut déterminer si la version la plus récente d'un  paquetage est installée sur un 
système,  et peut éventuellement installer ou mettre à jour ce paquetage depuis un  hôte local 
ou distant. 
PPM fonctionne  dans  l'un  des deux  modes  suivants  : en  mode  shell  interactif  dans 
lequel  les commandes  peuvent  être  entrées;  en  mode  ligne  de  commande  dans  lequel  une 
seule action spécifique est effectuée par invocation du programme. 
3.1.3  TK 
Tk, initialement créée par le Dr Jonh K. Ousterhout, correspond à un besoin d'une boîte 
à outil  simple pour son langage TCL, sur plate-forme XIl. Aujourd'hui, Tk peut être utilisé 
par  de  nombreux  langages:  Perl,  ADA,  Python,  scheme,  etc.  De  plus,  il  est  possible 
d'embarquer un interprète tel simplement dans une application écrite en C, en ADA, ou autre, 
ce qui permet de créer simplement une interface utilisateur indépendamment de la cible.  Tk 
fonctionne sur de nombreuses plate-formes graphiques:  XII, MacOS, Win32. C'est facile à 
apprendre, relativement ergonomique, et il suffit de peu de lignes pour créer une application. 
13 http://www.parkansky.com/tutorials/bdlogcgi.htm 67 
3.1.4  WampServer 
WampServer est connu  sous sa nouvelle version W AMP5. Il  se réfère à un  ensemble 
de logiciels libres  couramment  utilisés ensemble pour lancer des sites Web dynamiques ou 
des serveurs.  Il  intègre à la fois : 
- Le serveur Web Apatche. 
-Le système de gestion de base de données MySQL
14
• 
-Les langages de programmation Php, Perl, et Python. 
Tous ces logiciels s'exécutent sur le système d'exploitation Windows. 
3.2  Choix des outils 
Dans cette section, nous expliquons pourquoi nous avons choisi ces outils. Notre projet 
se focalise principalement  sur le  traitement  du  contenu  du  code Html  de  la  page  Web. En 
effet, souvent le parcours du  texte et la recherche dans celui-ci sont  nécessaires.  D'une part, 
Perl  est un  langage de programmation qui a été conçu principalement pour le traitement des 
expressions régulières. C'est un  langage interprété,  polyvalent et particulièrement  adapté au 
traitement  et  à  la  manipulation  de  fichiers  texte,  notamment  du  fait  de  l'intégration  des 
expressions régulières dans la syntaxe même du langage. 
L'utilisation et la manipulation des chaînes de chaînes de caractères sont faciles et ne 
nécessitent pas un code volumineux. En plus, Perl  est un  langage interprété donc ne nécessite 
pas  la  compilation  du  code  source  ce  qui  rend  le  programme  portable  et  exécutable  sur 
n'importe  quelle  plate-forme.  L'utilisation  de  l'orienté  objet  est  très  facile  en  Perl.  Les 
classes sont déclarées comme des modules sous 1  'extension ' .pm '. 
D'autre  part,  le  package  TK  est  très  simple  à  utiliser  et  il  fournit  une  création 
d'interface graphique avec un code Perl  de petite taille. 
L'environnement WampServer nous fournit un système de gestion de bases de données 
fonctionnant avec le langage des requêtes SQL. 
14 http://www.mysql.com/ 
---------- --------------- - ----------- - - - -------------------, 
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3.3  Implémentation de l'algorithme 
Dans cette section, nous allons présenter en  détail  le processus  d'extraction dans  notre 
application.  À cet effet, nous allons présenter un  exemple d'utilisation  réel  que nous avons 
traité durant notre expérimentation. Nous allons ensuite, expliquer les différentes  étapes du 
processus d'extraction en illustrant par des écrans extraits à partir de l'application développé. 
3.3.1  Présentation de l'exemple 
Dans cette partie, nous allons étudier le processus d'extraction de données à partir du 
site  Web  OKRA
15
.  Nous  allons  décrire  l'arbre  hiérarchique ECT représentant  la  structure 
logique des documents provenant de ce site. 
3.3.1.1  Structure logique de la source Web OKRA 
En  consultant quelques  pages  Web  issues  du  site  Web  OKRA,  on  peut  facilement 
remarquer  que  chacune  des  pages  est  vue  sous  forme  d'une  liste  de  coordonnées 
personnelles, chaque élément de la liste représente un tuple de coordonnées. Chaque tuple est 
composé de 4 éléments feuille représentant une information à extraire (nom, score, adresse 
mail, et la date de la première entrée). La figure 3.1  illustre l'arbre hiérarchique ECT de ce 
site. 
15 http://www.isi.edu/info-agents/RISE/wOKRA/_ Source_.html LISTE COORDONNÉES 
TIJPLE 
COORDOl\:l\"ÉE 
Figure 3.1 Arbre ECT du site Web OKRA 
3.3. 1.2  Chargement du site Web et création de l'arbre hiérarchique ECT 
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Cette  phase  permet  de  charger  un  nouveau  site  Web  dont  on  veut  extraire  les 
informations.  Un  site  est  identifié  par  son  nom  et  il  possède  un  arbre  unique  ECT 
représentant le modèle général de la structure logique globale des pages. La figure 3.2 montre 
un écran de chargement du site Web OKRA. 
7:0  Extraction D Information A Partir Du Web 
SiteWeb  PageWeb  Operations  ARBRE_ECT  Aide 
Mon site \~ eb 
Nom du site:  !soURCE_OKRA 
-am du fichier EC't :  IECT_OKR,L:f 
Fermer  1 
Ch  a.t ger  1  Ajouter Page 'il. ' eb ~ 
Figure 3.2 Écran de chargement d'un site Web 70 
Construction de 1' arbre ECT 
Une fois le site Web est chargé et supposons que 1' arbre ECT est déjà conçu manuellement 
sur  papier,  on  peut  commencer  la  construction  de  l'arbre  ECT.  Le  processus  de  la 
construction de 1' arbre ECT se fait en insérant ses nœuds un par un en indiquant pour chacun 
des nœuds les informations suivantes : 
Type : Définit si le nœud est une liste, un tuple ou une feuille. 
Nom : Un nom significatif approprié au nœud. 
Type de données : Le type d'information que représente le nœud. 
Nœud parent : Le nœud parent du nœud à insérer. 
Type de la règle : C'est le type de la règle d'extraction du  nœud, nous avons utilisé 2 types 
différents : SkipTo et SkipUntil. 
Une  fois tous  les  nœuds  sont insérés  et complétés  par  leurs  informations,  l'arbre  construit 
sera enregistré comme arbre ECT global du site Web. Le schéma de la figure 3.3  illustre un 
écran de construction de l'arbre ECT avant l'insertion du nœud tuple COORDONNEE, et la 
figure 3.4 affiche l'arbre ECT après insertion de ce nœud. 'l'  C~TJON  Il{ l'Ail9RE teT DU SITE Will SOURCLO!RA 
VI SUAUS~!I O II O E l',oflllf1E tel 
.:.n:en .  .;s 
IVAR1 =  biOGS( ( 
Supprimer Noeud 
'OCCURENCE'  "'>  undef 
œsur  =  ,, und•f 
T-XFM PI  F _G' =::- Il 
tlELO EBI..iï G' => u  ar, 
PI\REtJI => undef 
'RESULTAf •> Q. 
TYPE DAT A'  =)o  undcf 
'FIN'=) undE f 
'  REGLE  0 => und•f. 
ÛELFIN  - ::>  und~f. 
IW~lë~> ·COOROON I'IES . 
OELflrJ  G' => und:f, 
1YFE' ::.  LISTE', 
'TYPE  REGlE' => undt f. 
'FI LS'~, n 
.  REGLE  G' =>  untlef. 
DELO EBÜT o·  => und•r 
'EX EMPlE_[>·=>  U 
}  '  1e_a.!Tle!icr' ) 
COnstrui1 ECT tio Site: 
fT UPLE 
ICOORO ONN[E 
lm:r 
QWtt  .. 
Figure 3.3 Écran de construction de l'arbre ECT avant l'insertion du  nœud tuple 
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7A  CfltA IDN DEl 'ARBRE ECT DU 5ITl: W!B SOORCE .OKRA 
VISli'.USATIO~ D E  l'ARBRf  fCf =:O"'="";:~:::::;:;==-:-..:=.::::::::::::::::=::;:::=:::::=::::::.:::::==::::::;=~-=='""""==="'"'=='j 
'FIH'~ ur1daf, 
' REGLE  D •> unde t 
'DELriN_ li' => t.ndef. 
'tJAME' •>  'COOIIDOIINEES. 
'DE LF ~I_G' =>  un<!el, 
TYPE' •> liS  T E' 
TIPE REGLE' •>  un4.t 
'FIL S' ;>{ 
bl•ssfl 
'OCCURENCE •> unôef 
~undef 
EXEMPLE_ G' => 0 
'DEL  UT G •> uoo.t 
'PAI1ENT =;-$VAAl, 
'RESUL T  Af '> U 
TIPE_D AT A => IDT 
n r=>u'lilet 
' REGLE  D'=>  undof 
ÜELFR j [r •> undef. 
'NAME' ~ > 'COORDO!I.%:E' 
'DELFii G' •> undef 
'TYPE' => 'TUPLE', 
Suppri'mer Nottld  COI!nroir ECT'du Site  S•nm:ECT 
Typ:~ ~ o dcnnoo 
Figure 3.4 Écran de construction de 1' arbre ECT après l'insertion du  nœud 
3.3. 1.3  Apprentissage 
Le processus d'apprentissage consiste à apprendre l'ensemble des  règles  d'extraction 
gauche et droite de chacun  des nœuds de l'arbre ECT. Tout d'abord, on doit sélectionner une 
page Web appartenant au site,  et on  affiche son code  Html. Ensuite,  on doit  procéder à la 
sélection des nœuds de l'arbre ECT un par un  pour insérer des exemples d'entraînement.  Une 
page Web est identifiée par son nom et son lien Web représentant un  lien url  ou un  chemin 
définis  ant  on  emplacement  d'enregistrement  sur  le  disque  dur.  La  sélection  d'un  tel 
exemple se fait  par le click dans la zone du  texte contenant  le code Html  en enregistrant  la 
position du curseur comme délimiteur de début et de fin de l'exemple. Le texte contenu entre 
ces  délimiteurs  sera  automatiquement  ajouté  comme  exemple  d'entraînement  au  nœud 
sélectionné.  Une fois  les exemples nécessaires pour l'apprentissage choisis, on invoque notre 
algorithme d'apprentissage afin de déduire les règles d'extraction appropriées aux nœuds.  Le 
schéma de  la figure  3.5  ci-après  montre  un  écran  du processus  d'apprentissage. Dans  cet 
exemple, il s'agit d'apprendre les règles d'extraction du nœud feuille 'Nom'. 'OC::tri\!ll.;!'  =>  {! , 
' DeiiU!'  "' ~  nr-.::lef. 
· ~:.e_G '  - :.  { 
Cl. .::. Jr-< 1... ~  ;~, li-;n• ::!" t.  •ddt h--5!.  ln:iq!:.<;.- 5!  .:~:c- '1::- r;. r.p :// ok .::" .I.Lo;:.:. e :f.l.l/ .!.r.lll ';l ~= /b= v . 
:!!•  i:l:=~ OH at aitch:  "'><U1  v!:!t~~ ~ \  .U iar .=hf::.Xb>S:=e ~E :  <!>l</ i><Jh></ t  r 
: > " :.t :r<~ v.io:l.'-h-{0$  c liç n-lch~ ll  .. ~ : "C/ 1:: :.  ...: ~  h::: ., f-~r.a i:l t-J; ; br ~.H I]I vbl: r.1 5 . ~  :l 
ë' J.•J.n!-tul!ro..:h! .di. >' 
>i'?E.S')IO} , 
;.c..:.ll  t 2S ~ J •• 
>', 
')l.:.~;U:_D '  - :!>  '</ '! 
'r!.. "\t'  => ~dei: , 
'Œ!.:ilù_i) '  => und: 
;\pprmlre une auue page 
l<rrll'•fdltl'tiO %ak gn=len><b>Emaii.<Jb>  <a  href="ma i~o .Drus s@wbkst 1 5 .madr u 
lie.Œ f > bru SS((i[v ilm5115.ma,h.lJ'i.kartsruhe.de</a><ildxltP 
SauwECT 
Figure 3.5 Écran d'apprentissage des règles d'extraction 
3.3.  1.4  Extraction 
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Le processus d'extraction consiste en l'extraction de données provenant d'une source 
quelconque appartenant au site Web. On doit tout d'abord saisir le lien url de la page Web à 
extraire  (un  chemin  enregistré  sur  le  disque dur  de  l'ordinateur est  suffisant),  ensuite  on 
sélectionne le nom du site Web, origine de la page. Le nom du  site Web permet de déduire 
l'arbre ECT approprié à la page à extraire. On affecte le code Html de la page à l'attribut du 
nœud racine de l'arbre ECT, et en appliquant récursivement notre algorithme d'extraction sur 
l'arbre  ECT.  Le  résultat  de  l'extraction  permet  d'afficher  et  d'enregistrer  seulement  les 
feuilles de l'arbre ECT. Le schéma de la figure 3.6 illustre un écran de l'extraction de la page 
Web okra_2. Tout d'abord, on insère une page Web à extraire et on sélectionne dans la liste 
son  site  Web  approprié.  Dans  cet  exemple,  le  lien  de  la  page  est 
'file:///C:/Users/PERSON/Desktop/Repository/OKRA/okra-2.html', il  représente un  chemin 74 
de l'emplacement d'enregistrement de  la page Web sur le disque dur.  Ainsi le nom du  site 
Web est SOURCE_OKRA, et le nom identifiant la page Web est okra_2. Les données seront 
enregistrées dans un fichier texte afin  de l'utiliser après pour remplir notre base de données. 
L'insertion des données dans la base de données se fait à partir du fichier texte en insérant les 
informations dans les champs de la table correspondante. Les champs de la table de données 
représentent les informations extraites (feuilles de l'arbre ECT).  La table porte le nom du site 
Web à extraire, dans cet exemple c'est SOURCE_OKRA. 
7~ Extra.ction [)Information A Partîr Ou Web 
SiteWeb  PageWeb  Opérabons  ARBRE_ECT  Aide 
Ex"TRACTIO  DE  DOt-..11\'ÉES---------------, 
Lien De La  P~ge Web: rDesktop/Repository/Okra/okra-2.html _j 
Nom de la Page Web:  lokra_2  _:j 
Nom du site web :  lsoURCE_OKRA  ..:J 
[ OPÉRATIONS NÉCESSAIRES 
Charger Page  1  Extraire Page l  Fermer 
Figure 3.6 Écran d'extraction de la page Web okra_2 75 
L'écran de la figure 3.7 montre un affichage des résultats de la page okra_2. La figure 
3.8  illustre  un  écran d'affichage des résultats d'extraction de la page okra_2 dans le fichier 
texte. 
t'"" 
GJ[§J~  'ii E>luction D  tnformation A  Partir D u  Web 
SiteVIeb  PageVIeb  Operation;  ARBR E _ ECT  Aide 
RÉSULTAT DE  L'ID.."'R..i\CTJON DE LA  PAGE  6kra_2  .-
' 
NCM  seo~  l"  .. ;..IL  D1J::  _ n  .. ~  _  :::r-.'"1'  •olfitc;:_;E~  . 
0  Ingo  Bruss  1  bruss@wbksl15.mach.uni-karlsruhe.de  031061 96  okra2 
1  Trevor  Bruss  1  bruss@pa621a.inland.com  031061 96  okra2 
2  Trevor  Bru,:;  1  bruss@virgo.cpe.valpo.edu  03/06/96  okra2 
3  Trevor  Bruss  1  bruss@virgo.gem.valpo_edu  03106i96  okra2 
4  Ingo  Bruss  1  bruss@wbkst10.mach.uni-ka.de  03106/96  okra2  -
5  Trevor  Bruss  1  bruss@celeborn.cpe.valpo.edu  031 061 96  okra2 
6  Ingo  Bruss  1  bruss@wbkst12 .mach.uni-karlsruhe.de  031D6i96  okra2 
7  Ingo  Bruss  1  bruss@wb kst 1  0  .m ach.  uni-karlsruhe.  de  03106196  okra2 
8  Trevor  Bruss  1  bruss@inland.com  03106196  okra2 
9  AdamBruss  0.6  amcb@getnet.com  03106196  okra2 
10  Robert E. Bruss  0.6  rober1eb@oeonlme.com  031241 96  okra2 
11  Michael Bruss  0.6  fzbruss@boris.ucdavis.edu  031 13i96  okra2 
12  Michael Bruss  0.6  fzbruss@bullwinkle.ucdaVis.edu  03/131 96  okra2 
13  Bruss  Bbowman  0.6  bbowman@mnnow.rutgers.edu  03 109196  okra2 
14  Bruss Bbowman  0.6  bbowman@salmon  rutgers.edu  03109196  okra2 
15  Dennis Bruss  0.6  i  r004285@in terramp.com  03115196  okra2 
16  Jack Bruss  0.6  jbruss@earth.execpc.com  0311 6196  okra2 
17  Beth  Bruss  0.6  onondaga.bitnet@ubvm.cc.buffalo.edu  03/21 1 96  okra2 
18  Robert Bruss  0.6  rston e@oeoni ne.com  031 24i96  okra2  . 
1 
S>u<:er Données  1 
Quittet  1  i  ---- --- -=·- -- - -- -- --_. 
Figure 3.7 Écran d'affichage des résultats d'extraction 
La sauvegarde des données se fait dans une base de données dont la table porte le nom 
du site Web. 76 
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Figure 3.8 Écran d'affichage des résultats d'extraction dans le fichier texte 77 
La  figure  3.9  montre  un  écran  d'affichage  des  données  v1a  l'environnement 
WampServer. 
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Figure 3.9 Écran d'affichage des données dans la base de données 78 
3.4  Application 
Dans cette section, nous allons présenter l'application de notre outil sur une source de 
données  riche  d'informations.  Nous  avons choisi le  site Web www.kijiji.ca qui  est un  site 
Web très populaire et qui représente  des annonces quotidiennement consultées par les gens 
du monde entier. Dans ce travail, nous avons fait J'extraction des annonces au complet du site 
Web kijiji,  en  se focalisant sur la catégorie des annonces des  autos et véhicules. La figure 
3.10 illustre  un  écran d'interrogation du site et d'extraction des annonces autos et camions à 
partir de ce site. 
711  EXlRACTION  DES DONNEËS  GJ[§J~ 
Interrogation de la source 
Nom du site web :  1  http;  //m ontreal  ki iiii.  ca/  .:J 
Catégorie de recherche :  1  autos et vêhicues  .:J 
Mot clé de recherche :  IJ;utos et camions  .:J 
- --- -
' 
1 Sauver don.<1ées 1  - ~  l 
r 
1  Extraire  Afficher données  Annuler  Quitter 
Figure 3.10 Écran d'interrogation et d'extraction des annonces 
Nous avons extrait des informations provenant de la province du Québec. Au  moment 
de l'extraction, nous avons remarqué que la source possède 2461  (voir figure 3.11  ci-après) 
pages Web, chaque page représente au  minimum 23 annonces d'autos et camions. Au  total, 
nous avons fait l'extraction de 49198 annonces. Notre outil nous a permis d'extraire  toutes 
les annonces de  la  catégorie autos  et camions de  la province du  Québec de  façon  simple, 
rapide  et  totalement automatique. Les résultats  de  l'extraction sont organisés  et structurés 
dans le SGBD du serveur Wamp. 79 
1 ('Jêbec t•Jbt a  Te\dre. tdlete •J:tÇ~$ • ~JIQlht  ·ft'brltt fi!d'lllt 
~hr=f  fdD<;Ji  Y..~'/t  tjm:o -.: q- " _ll _ "'I _'J e- _F _ "l' _ ' _ ""_ '  - ~-------------------=-- =------~ 
~  C  ~ · re  11tp- JJ q t . UJJlUfl"4!JÙI)·~  ...  d- i ulb"41thn-:i-<:tnc n:.-',WQQC , 1J.l!l14QQ P ~ g eL. 'O JCOl  J  ~~ - ._.;..'}."!  fJ 
~  lts fi\IHr:ilë: Il  OêbLtu wttfit'lfQ)(  llieunt 
~  ·  cçi,.rl"  ·•  ~~~~!!!!~ ~ cl······  »\,,  + 
lli PUI'"d C611<ta~  •  1( ~" '"l •eod rt.O<M i eo '···• l -oulhœtli<Col~"t iSCIJ RŒ\.1'1. ' 
!  I 'UU~S a:!S"~ IIUUtlœ.SC I I \ '"=II ~ IIe  ,J 
N!!'r:flc ~:s u f!ie m#!!: 
R;mmrt  f:arPn:ml n;ln§ 
tlt<l'lculesdro::3!IO"!œtlit-s 
Pux 
11?  •  ~ 
U!i!qtlê 
ikWiS1SIJ 
El!ll [41ll) 
~ 14 54 ~} 
ChMOI!!f4lliJ 
flliill (JO SlJ 
Mcherdysa"ortNn.: 
A  ,.~ _,ù,t: pôll: 
"'"'"""" n291s1 
~ 1 1625 1) 
hJjcher·lu;.g)"'ofl§ 
1  ype dt t6fl\)5~~: 
llft!in:(l i51& ) 
bJJœ ~ 1 93 1 
Cr.uç.1 1 2 iiM~• li~63J I 
SJJI''IGU(œlJ 
~ ~~19 1 ) 
Atk h e rdu~ O:o~);il s 
oiœ Ife  ·,lf:!!le~ 
"" '""'~  •126599) 
Ma.n.l:if.e (l!lSB : 
l!l!ŒI1 61J 
l.Jfm com m H caux 
Proc&ic~b .  l~ s. Spttîah sŒ;  dJ Fh.tncE rri!nî  !t~: t n er:.  p.zr.:t- o.:ires·631 q_ue  de 
~\rlro~ 10  Sr.{llq& O oifndino 
1 1')1 femld  148 C oopo U  doorl 
1~1 F~  3ll R fOn"''J I.I'ECCI'fl.é OJIIDI1101J,VIElli.V.IIITAI.f0fJY 
FERI!.\RI  Al.l BOOKS  MID T O OLS MUSl BE  SEEti,  1~  •1· m m 11n  erull 
neha:hb@,id!c Jl'tll < a 
1m1 Cteyrqk'! Upli1FtdPt 
foutgon  P ~SJ~ IH  ~ Pr.Jte& TtiJth:tl  ~onl J  1l V6- 1 2'\1  1.~ 1  CH~  At.tcrn.ir:ue 4  ''1111~~ 
AtlayCM9tltMlllltln de  c a1~!a ll1 en,ilt  13  1  Ca!tcmrr.allon  !J~ trtbtt!lrt s-ur roule  &  5 
Varnlin~; ~ r ! l ~t1ri!J.I'? ...  l~i  lt!hl::ule ~ dOCŒiiOfl  c ~n iiu  Oj:tinJ.Jleo! 1l.JJ  rni~E Ctfm 
en 1 50  ~(l ; r(~ cm  l ili~liiJ~ttl rou ~ li 1 e t4 k U1  pm~Q  dèthilf9}Ef  l.ll'lil gntJo; 
R ëyome en \h e-;ç.od:l1 
f! gwnlmlgtg:.r.::nh A:  ~ tu:t une  r:; utA:  ~.tyJM:'Jl'0  MC;ol.;l fh;t; 
"litl  C!lfi!SIIO ~ tl! 
~ '\  ..  ~ ' 1t]lrJ1  ~,;'\';'CiiC'tl$ ÔtX;. 1 1\!.>S); ., f~ f~nJU; ilrt.l,; i! ~111!'; ri2 ll!'HI!\.  r.rytd!!!I'IUl CJ![I!t1Ptl ln;m;m, 'VIII 
0 Clb!Jitiocu p ce r\ "tl tmœti t ·~ 31n ll nt e:  Ces1~ d t  futilee1 gr attitl 
l11'*MO 
11·0t1 -10 
n etb'd~ t f'i!' 
1Ï ·S!~ .-11 
''""'""' 
Figure 3.11  Écran de la source d'annonces autos et carrtions du site kijiji 
La  sauvegarde  des  résultats  d'extraction  dans  une  base de  données  a  l'avantage de 
répondre  aux  besoins  des  utilisateurs  qui  font  la  consultation  des  annonces  suivant  des 
critères  complexes. Supposons  qu'un  utilisateur  veut  extraire  des  annonces  d'une  adresse 
bien  précise.  Notre  outil  répond· facilement  à  son  besoin  en  interrogeant  notre  base  de 
données  par  une  simple  requête  MySQL C'est  un  peu  compliqué  pour  cet  utilisateur  de 
trouver sa réponse via  le  site  kijiji. Tout  d'abord, il  doit  choisir la catégorie des  annonces 
qu'il cherche, ensuite, il fait la recherche par la ville correspondante à son adresse. Supposons 
que la  réponse par ville  retourne  une  centaine  de  pages  Web, chaque  page  représente  un 
nombre d'annonces,  alors  l'utilisateur est  obligé de parcourir les  pages  une  par une  et de 
consulter l'ensemble des annonces  par chacune  des pages en vérifiant  l'adresse  de chaque 
annonce. Cette tâche est très complexe et aussi fastidieuse. La figure 3.12 ci-dessous illustre 
une interrogation de données, et la figure 3.13 affiche les résultats obtenus comme réponse au 
choix de 1 '  utilisateur. ------------------· 
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Figure 3.12 Interrogation des données de la source kijiji 
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Exécuter  Quitter 
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Figure 3.13 Réponse de la requête de la figure 3.12 
D'une part, notre outil permet de faciliter le processus de recherche des informations 
pour  les  utilisateurs.  D'autre part,  l'extraction  des  données  se  fait  en  temps  réel  ce qui 
favorise la réutilisation de ces données résultats dans d'autres sources et application Web. Cet 
avantage  ouvre  la  porte  à  de  nombreuses  applications  de  service  Web.  D'après  les 
expériences  précitées  utilisant les  algorithmes  que nous  avons  développés. La figure  3.14 
illustre le processus d'extraction des données à partir d'une source Web. ----------------------- - -------- -
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Figure 3.14 Processus d'extraction à partir d'une source Web 82 CHAPITRE UV 
EXPÉRIMENTATION 
Dans ce chapitre,  nous allons  discuter les  résultats  de  notre  algorithme d'extraction. 
Afin de valider notre implémentation, nous avons fait une expérimentation sur les sites Web 
les  plus populaires et qui ont été abordés dans la majorité des  travaux. Nous  nous sommes 
concentrés sur les articles traitant et publiant l'algorithme et l'extraction de STALKER. 
4.1  Matériel utilisé 
Pour l'implémentation de notre algorithme d'extraction, nous avons  utilisé  un  mini-
ordinateur  portable  comportant  230  GO  d'espace  disque  dur,  2  GHZ  de  fréquence  du 
microproèesseur double corps, et 4 GO de mémoire RAM. Le système d'exploitation utilisé 
est Windows Vista 32 bits version familiale. 
4.2  Présentation des résultats 
À  cet  effet,  nous  avons  choisi  5  sites  (OKRA
16
,  BIGBOOK
17
,  INTERNET 
ADRESSFINDER
18
,  LAWEEKLY
19  RESTAURANT, et QUOTE SERVER
20
)  et on  a testé 
notre algorithme sur chacun d'eux. Nous avons présenté les  résultats dans le tableau 3.1. Ce 
tableau  de  résultats  est  réparti  en  colonne,  la  première  colonne  représente  le  nombre  de 
feuilles dans chaque tuple, la deuxième représente le nombre des exemples  d'entraînement 
utilisés pour chacun des sites Web, la troisième montre le temps d'apprentissage pour chaque 
site Web, la quatrième représente le nombre de données correctement extraites, la cinquième 
16 http:/fwww.isi.edu/info-agents/RISE/wOKRA/_ Source_.html 
17 http://www.isi.edu/info-agents!RISE/wBigBook/_Source_.html 
18 http://www .isi  .edu/i  nfo-agents/RISE/w  IAF/  _Source_.  html 
19 http://www.  isi .edu/i nfo-agents/RISE/LA W  1  _ Source_.html 
20 http://www.isi.edu/info-agents/RISE/wQS/_ Source_.htmJ 84 
montre  Je  nombre  de  données  non  extraites,  la  sixième  montre  Je  temps  d'extraction 
d'informations  de  chaque  page  Web  du  site,  et  la  7eme  et  la  dernière  représente  le 
pourcentage d'extraction d'information. 
Pour  l'évaluation  des  résultats,  nous  avons  utilisé  le  pourcentage  des  informations 
correctement  extraites  par  rapport  aux  nombre  total  d'informations.  Supposant  que 
l'extraction  d'une  page  contenant  50  informations  à  extraire,  et  que  les  résultats  de 
J'adaptateur  ont  trouvé  50  informations  dont  40  sont  corrects  et  Je  reste  représente  des 
informations non extraites. La précision de J'extraction de la page sera alors 40 x 100 1 50 ce 
qui donne 80%. La précision d'extraction de la source Web représente la moyenne générale 
des précisions de chacune de page Web de la source. 
Nombre â'informationscorrectem ent extraites 
Précision (page web) = 
Nombre d' informationstotales 
I  Précision page web 
Précision (source web) = 
Nombre pa,qes web 
4.3  Choix des bons exemples d'entraînement 
Pour chacun  des sites Web et dans le but d'obtenir des meilleurs résultats,  nous avons 
essayé de  trouver les  meilleurs exemples durant la phase d'apprentissage.  Les  résultats ont 
montré que la phase d'apprentissage était très difficile pour quelques sites Web. Par exemple, 
pour le  site Web QUOTE SERVER, nous  avons bien  remarqué  que  la  mise en forme  des 
pages  Web  change  fréquemment d'une  page  à  J'autre.  Ce  changement  a  rendu  la  phase 
d'apprentissage  ou  plus  précisément  l'étape  du  choix  des  exemples  d'entraînement  très 
difficile à achever. Ce qui nous a obligés à refaire l'apprentissage à chaque fois que le choix 
des exemples d'entraînement a changé.  Pour ce site,  nous avons conclu  que pour avoir  une 
bonne précision d'extraction il nous faut 5 exemples  d'entraînement provenant de  5  pages 
Web différentes. 
Par  contre  J'apprentissage  des  règles  d'extraction  pour  les  sites  Web  OKRA,  et 
BIGBOOK s'est fait  en  utilisant  seulement  3  exemples  d'entraînement.  Les  résultats  ont 
montré que la précision de J'extraction est à 100%. Ainsi pour les sites Web INTERNET 90 85 
ADRESS FINDER, et LAWEEKLY RESTAURANT le calcul des règles d'extraction 
était très simple suivant le nombre réduit des exemples d'entraînement choisis. 
La difficulté  rencontrée au  moment de  1' apprentissage est due souvent à  la structure 
interne des pages Web. Cependant, nous avons des erreurs de frappe ou des informations mal 
saisies dans la page Web. Le nombre d'informations peut changer d'une page à l'autre ce qui 
mène  à un  manque d'informations et automatiquement  va donner des résultats d'extraction 
non  valides.  Tous  ces  problèmes  nous  obligent  à  refaire  l'apprentissage  en  utilisant  des 
exemples  d'entraînement  beaucoup  plus exhaustifs, et ceci pour augmenter  la  précision de 
l'extraction. 
Bien  que  le  temps  d'apprentissage  des  règles  est  lié  au  nombre  des  exemples 
d'entraînement utilisés, il s'accroit chaque fois que le nombre des exemples augmente. 
D'après les résultats obtenus, nous avons constaté que pour avoir une bonne précision 
d'extraction, il  faut bien choisir les exemples d'entraînement.  Toutefois,  le fait  d'utiliser un 
grand  nombre  d'exemples  durant  l'apprentissage  ne  suffit  pas  pour  avoir  une  meilleure 
extraction. D'après  notre expérience, on peut dire  que  la difficulté  de  l'algorithme se situe 
dans le choix des exemples d'entraînement car ce choix doit se faire d'une façon intelligente 
par un expert de domaine. ---------------~-------·- ---------~------
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Tableau 4.1  Résultat d'apprentissage et extraction des sites Web 87 
Nous avons aussi testé notre approche sur le site Web RENTAe
1
•  Le tableau  4.2 ci-
dessous illustre les résultats trouvés durant les deux phases d'extraction. D'après le tableau, 
on peut facilement  remarquer que  le  temps d'apprentissage pour le  site. RENT AL  est  très 
réduit, l'utilisation de  la notion du  contexte  d'information permet de  trouver facilement  et 
directement la bonne règle d'extraction. Ce contexte d'information permet de déduire la règle 
d'extraction même si la mise en forme des pages a changé car la règle d'extraction est liée au 
type de données et pas au format du site Web. Cet avantage nous permet de ne pas prendre en 
considération  la  reconstruction  de  1  'adaptateur  une  fois  la  forme  des  pages  a  changé.  Le 
même adaptateur peut fonctionner correctement sur les nouvelles pages. 
ID  TIL 
source  0.6~m i!pl<s )  40i  1  3  1  llli  jO  ll6:  0Jii3 f 1JJ 
Rêcap  0.6~mi!plts)  40i  1  3  1  4 0 i  )0  ll6:  0Ji~ 34: 1 J J 
Tableau 4.2 Résultat d'apprentissage et extraction du site Web RENT AL 
21 http ://www. isi.edu/info-agents/RlSE/Rentals/  _ Source_.html 88 -----------
CONCLUSION 
Dans ce mémoire, nous  présentons une méthode d'extraction de données à  partir du 
web. Nous avons présenté un  adaptateur capable d'extraire des données provenant de pages 
web serril-structurées. Notre méthode s'inspire du système STALKER dans la  représentation 
de la page web. Nous avons intégré la notion de séparateur du système SOFTMEAL  Y afin de 
donner plus d'expressivité au délimiteur STALKER. Dans la première pa1tie de ce document, 
nous avons présenté une introduction générale sur le principe et l'utilité de  l'extraction des 
données. Par la suite,  nous avons consacré la deuxième partie de ce mémoire à la revue de 
littérature.  Nous  avons  commencé  par  présenter  les  différentes  approches  et  travaux  qui 
précédent notre recherche en se basant sur une classification de quatre catégories : méthodes 
manuelles,  méthodes  semi-automatiques  supervisées,  méthodes  semi-automatiques  semi-
supervisées et méthodes automatiques non  supervisées.  Nous avons clôturé ce chapitre par 
une comparaison des approches étudiées. Dans la troisième partie, nous avons décrit en détail 
notre  algorithme  et  son  principe  de  fonctionnement.  Nous  avons  présenté  les  différents 
processus de notre adaptateur: la construction de l'arbre hiérarchique ECT, l'apprentissage et 
l'extraction. Ensuite, dans la quatrième  partie,  nous avons expérimenté notre algorithme en 
expliquant  les  difficultés  rencontrées  durant  Je  processus  de  l'extraction.  Finalement,  la 
dernière  partie de ce mémoire présente  l'implémentation de  notre  algorithme.  Nous  avons 
commencé par définir les outils et technologies utilisés et le pourquoi du choix de ces outils. 
Ensuite,  nous avons présenté en détail  le déroulement de notre prototype en se basant sur un 
exemple de source Web. À la fin de ce manuscrit, nous avons illustré notre approche hybride 
(STALKER, SOFTMEAL  Y) à travers une application de médiation de la source de données 
kijiji. 
Notre approche a montré de meilleurs résultats dans la  précision de J'extraction ainsi 
qu'au niveau performance d'apprentissage des règles d'extraction. L'introduction du type de 
la valeur de 1' attribut à extraire en plus de délimiteur utilisé dans 1' approche ST  ALKER, a 90 
permis  la  reconnatssance  des  informations  qui  n'ont  pas  été  reconnues  par  le  système 
STALKER. Notre approche se distingue également par Je fait qu'elle est basée sur le contenu 
informationnel et non pas  sur  les  aspects de  mise en forme.  Ce qui  permet sa réutilisation 
lorsque  des  sites  Web  changent  de  mise  en  forme  fréquemment.  Cette  approche  peut 
éventuellement être améliorée pour qu'elle soit applicable non seulement sur des documents 
HTML semi-structurés mais aussi sur des documents bruts non formatés. RÉFÉRENCES 
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