Abstract Let M be a C-minimal structure and T its canonical tree (which corresponds in an ultrametric space to the set of closed balls with radius different than ∞ ordered by inclusion). We present a description of definable locally constant functions f : M → T in C-minimal structures having a canonical tree with infinitely many branches at each node and densely ordered branches. This provides both a description of definable subsets of T in one variable and analogues of known results in algebraically closed valued fields.
This paper studies the behavior of definable locally constant functions f : M → T where M is a C-minimal structure, T is its canonical tree, each node of T has infinitely many branches and branches are densely ordered. These conditions are fulfilled in different C-minimal ultrametric spaces such as algebraically closed valued fields, where T corresponds to the set of closed balls not having ∞ as their radius (i.e., not being a singleton) ordered by inclusion. Locally constant functions appear naturally when one gives a general description of definable sets in C-minimal structures such as the cell decomposition theorem proved by Haskell and Macpherson in [4] , especially if the theory satisfies the exchange property. In particular, we show that (all terms to be later defined):
Theorem. Let f : M → T be a partial definable locally constant function. Then dom(f ) can be decomposed (possibly adding parameters) into cells D 1 , . . . , D n such that for each 1 ≤ i ≤ n one and only one of the following conditions holds:
We use the result to show that the domain of a partial definable function from M to a branch B of T can be decomposed into finitely many cells D 1 , . . . , D n where the function can be factored as in the following diagram (modulo some finite set in the range)
• where B i is a branch of T and the function inf(·, B i ) sends α to the infimum in T of α and B i . An analogue of this result is given for functions having their range in the set of cones at a given point in T . Finally, the theorem serves also to give a description of definable subsets of T in one variable and to prove the following two results on C-minimal expansions of algebraically closed valued fields:
Corollary. Let M be a definably complete C-minimal expansion of an algebraically closed valued field K. We denote by vK the valuation group. Let f : K → vK be a partial definable function. Then there are a finite set F ⊆ f (K) and β 1 , . . . , β n such that dom(f ) \ f −1 (F ) can be decomposed into cells D 1 . . . , D n satisfying that for all 1 ≤ i ≤ n and all a ∈ f (D i ) there is a i ∈ vK such that {x ∈ D i : f (x) = a} = {x ∈ D i : v(x − β i ) = a i } Corollary. Let M be a C-minimal expansion of an algebraically closed valued field K. We denote by K/v the residue field. Let f : K → K/v be a partial definable function. Then, there are a finite set F ⊆ f (K), a positive integer s, elements α 1 , . . . , α s , β 1 , . . . , β s ∈ K and definable functions h i : K/v → K/v for 1 ≤ i ≤ s such that for X := dom(f ) \ f −1 (F ) and t i := v(α i − β i ) (for
(where Λ ti (α i ) is the closed ball of radius t i centered at α i , see Section 1 for more details) and for 1 ≤ i ≤ s and x ∈ Λ ti (α i ) ∩ X,
Section 1 contains a brief introduction to C-minimality together with the definitions and properties later needed. In Section 2 we prove the above mentioned theorem and its corollaries. Finally, in Section 3 the description of definable subsets of T is presented. For a more detailed introduction to C-minimality the reader is invited to see any of [4; 5; 2; 1].
1 C-minimality Definition 1.1. Let C(x, y, z) be a ternary relation. A C-set is a structure (M, C) satisfying axioms (C1)-(C4):
we say it is a dense C-set.
Throughout the paper a tree T is a partially ordered set such for all a ∈ T the set a < := {b ∈ T : b < a} is totally ordered (not necessarily well-ordered) and any two elements have a common lower bound. Every C-set M interprets a tree denoted T (M ) which is a meet semi-lattice (every two nodes a, b ∈ T (M ) have an infimum denoted inf(a, b)) such that for every node there is a leaf above it. In fact the class of such trees (called good trees) is bi-interpretable with the class of C-sets (see [2] ). Following Delon in [2] , we identify the set of leaves in T (M ) with M . We denote by T the set of elements in T (M ) which are not a leaf. A C-structure is simply a C-set with possibly extra structure. In what follows we work in a fixed C-structure M in a language L. We use lower case Greek letters α, β, γ to denote both elements of M and leaves in T (M ) and lower case letters a, b, c to denote arbitrary elements in T (M ). For a ∈ T , we define an equivalence relation E a on a > (i.e. {b ∈ T (M ) : b > a}) by xE a y ⇔ a < inf(x, y).
Equivalence classes are called cones at a. The branching number of a, denoted by bn(a), is the number of equivalence E a -classes. For a, b ∈ T such that a < b, the cone of b at a, denoted by Γ a (b), is the E a -class of b. We abuse notation using Γ a (b) to denote also the subset of M defined by Γ a (b) ∩ F , where F is the set of leaves in T (M ) (again identifying this set with M ). In particular, for α ∈ M and a ∈ T such that a < α, the cone Γ a (α) will be usually taken to be the set {β ∈ M : a < inf(α, β)}. For α, β ∈ M , we then have that
For practical reasons we treat M as a cone at −∞, that is, we extend T (M ) by adding a new element −∞ satisfying −∞ < a for all a ∈ T (M ) and we let Γ −∞ (α) := M for all α ∈ M . For a ∈ T (M ), an n-level set at a is the set {x ∈ T : a ≤ x} with n cones at a removed, provided that if n ≥ 1, then bn(a) > n. For b 1 , . . . , b n ∈ T such that a < b i and ¬b i E a b j for all 1 ≤ i < j ≤ n, the expression Λ a (b 1 , . . . , b n ) denotes the n-level set where the n cones removed are Γ a (b i ) for 1 ≤ i ≤ n. In particular, for a ∈ T (M ), the 0-level set at a is denoted in symbols by Λ a . If a ∈ T , Λ a corresponds to the union of all cones at a; if a = α ∈ M , then Λ α = {α}. For α, β ∈ M we have that Λ inf(α,β) = {x ∈ M : M |= ¬C(x, α, β)}.
Both for cones and n-level sets, the point a is called its basis and we let min(·) to be the function sending cones and n-level sets to their bases. Finally, for a, b ∈ T (M ) ∪ {−∞}, such that a < b, the interval (a, b) denotes in T (M ) the set {x ∈ T : a < x < b} and in M the set Γ a (b) \ Λ b . Cones, intervals and nlevel sets can be seen as subsets of T (M ) or M and we usually let the context specify which one is intended. We denote the set of all cones (including M ) by C, the set of all intervals by I and the set of n-levels by L n for n < ω. For a ∈ T , we let C[a] be the set of cones at a. In M , the set of cones C forms a uniformly definable basis of clopen sets ("uniformly" here means the same formula is used, changing its parameters, to define all basic open sets ). We work with the topology generated by this basis which is Hausdorff and totally disconnected. Definition 1.2. A C-structure M is C-minimal if for every elementary equivalent structure N ≡ M , every definable subset D ⊆ N is definable by a quantifier free formula using only the predicate C. A complete theory is C-minimal if it has a C-minimal model.
From now on M will be a dense C-minimal structure. For α ∈ M , the branch of α is the set Br(α) := {a ∈ T (M ) : a ≤ α}. C-minimality implies that Br(α) is o-minimal in the sense that any subset of Br(α) definable in M is a finite union of intervals and points. Analogously, again by C-minimality, for each a ∈ T (M ), the set of all cones at a is strongly minimal in the sense that for any elementary extension N of M , any subset of cones at a which is definable in N is either finite or cofinite (see [4; 1] ). Compare the previous statement to the fact that in an algebraically closed valued field, the value group is ominimal and the residue field is algebraically closed, hence strongly minimal (see [3] ). In analogy with o-minimal theories, Haskell and Macpherson proved in [4] a cell decomposition theorem for dense C-minimal structures. The definition of a cell is more involved than in o-minimality and for the purpose of this article, the reader may think of 1-cells as finite unions of either points, cones, intervals or n-level sets (formal conditions defining a 1-cell can be found in [4] and [1] ). For a set A, we use A [r] to denote the set of all subsets of A of cardinality r. Thus 1-cells are subsets of type Z [r] for r a positive integer and Z either M, C, I or L n for n < ω. The following proposition corresponds to the cell decomposition theorem for formulas in one variable (this is Lemma 2.9 in [4] ; a proof of the proposition as here stated can be found in [1] , Proposition 22.) Proposition 1.3. Let ϕ(x, y) be an L-formula with |x| = 1. There is a finite definable partition P of M |y| such that for each A ∈ P there are L-formulas ψ
We state a lemma from [4] (fact 1) which will be later used (a proof can be found in the appendix of [1] , Lemma 9). Lemma 1.4. Let S ⊆ M be a definable set. Then, there is no α ∈ M such that for an infinite number of nodes a ∈ Br(α) we have both
We turn now our attention to definable functions. The study of definable functions in dense C-minimal structures started in [4] and was mainly used to prove the cell decomposition theorem. For a definable function f : M → T their study shows that dom(f ) can be definably partitioned into three sets
where F is finite, f is locally constant on K and on I, locally, the range of f behaves like a C-structure and f behaves like an isomorphism of C-sets. This can be made precise by defining first a C-relation on any subset A ⊆ T which is an antichain as follows: let T denote the reduct of T to the language L inf := {≤, inf} of meet semi-lattices and let T [A] := A T be the L inf -substructure generated by A (notice that the universe of T [S] is the inf-closure (denoted cl inf (A)) of A and that A itself corresponds to the set of leaves in T [A]); it is easy to show that A, which from now on we denote by
, is a C-set with canonical tree T [A].
Definition 1.5. Let M and N be two C-sets. A function f : M → N is called a C-isomorphism if it is injective and preserves the C-relation and its negation. For T the canonical tree of M and A ⊆ T an antichain, a function
The previous result of Haskell and Macpherson in [4] corresponds then to (Theorem 3.11 in [4] ):
can be decomposed into finitely many 1-cells such that on each infinite cell, f is either locally constant or a local C-isomorphism.
Also in [4] , Haskell and Macpherson characterized those C-minimal structures for which the algebraic closure lacks the exchange property by the existence of "bad functions", which are definable functions f : M → T for which there is a cone D such that f D is a C-isomorphism. Thus, in a C-minimal structure M such that T h(M ) satisfies the exchange property, all definable functions f : M → T are locally constant.
Locally constant functions to the canonical tree
Through this section we work in a dense C-minimal structure M where for all a ∈ T , bn(a) ≥ ℵ 0 and each branch B ⊆ T is densely ordered. For a, b ∈ T we use the relation symbol a b to say that a and b are incomparable, and a ∦ b to say they are comparable. We start with some preparation lemmas.
Lemma 2.1. Let A ⊆ T be a definable antichain. Then the set
is finite (by 'predecessor' we mean 'immediate predecessor').
Proof: Given that A is definable so is A 0 . Suppose towards a contradiction that A 0 is infinite. For each a ∈ A 0 let a − be its predecessor in cl inf (A). Then consider the definable set D := a∈A0 Λ a and the tree
By Proposition 3.7 in [2] , T (D) has finitely many branches (i.e. finitely many nodes a such that bn(a) ≥ 2, where the function bn is calculated in T (D)). We show that the set A := {a − : a ∈ A 0 } is included in T (D) which gives a contradiction since A is an infinite antichain. Clearly, for each a ∈ A there is β ∈ D such that a < β. By the density assumption on the branches, there
The previous lemma shows in particular that if A is an infinite antichain, there is an sub-antichain A ⊆ A such that |A \ A | is finite and M [A ] is a dense C-minimal structure.
Lemma 2.2. Let a ∈ T and let f : Λ a → T be a partial definable function such that f Γ a (α) is constant for every α ∈ Λ a . Then there is a finite subset
is finite there is nothing to prove, so we may assume that f has infinite range. By compactness and Cminimality, one of the following happens (possibly in an elementary extension of M ): either f (Λ a ) contains an infinite definable chain or there is a positive integer k such that every chain contained in f (Λ a ) has cardinality at most k.
The former is impossible since adding parameters to define this chain we get a definable function from a strongly minimal set to an infinite ordered set. Thus suppose there is a positive integer k as above mentioned. This implies already the result since if there were no finite subset F ⊆ f (Λ) such that f (Λ) \ F is an antichain, the set of cones at a for which their image under f is maximal in f (Λ) would be an infinite coinfinite set, which contradicts strong minimality.
Lemma 2.3. Let A ⊆ T be an infinite antichain and {Γ i : i < κ} be an infinite set of cones satisfying 1. for all i < κ the basis of Γ i is an element of A.
2. there is a positive integer N such that for every a ∈ A there are at most N cones in {Γ i : i < κ} for which a is the basis. Then H = {Γ i : i < κ} is not a definable set.
Proof: Suppose H is definable. By C-minimality there is a decomposition into 1-cells Proof of Claim 1: Suppose towards a contradiction this is not the case. Consider the tree
Since A is an antichain, there are infinitely many points a ∈ T (D) such that bn(a) ≥ 2 (one for each cone in {Γ i : i < κ} intersecting both D and M \ D). But again, by Proposition 3.7 in [2] , T (D) must have finitely many branches, a contradiction. This completes the claim.
By the claim there must be a 1-cell D ∈ D that contains infinitely many cones in
where Z is any of C, I or L n for n < ω and r > 1, by the claim there is a 1-cell E of type Z [1] contained in D and containing infinitely many cones in {Γ i : i < κ}. If E is a cone or an n-level set, let b be its basis. If E is an interval, let b be its left-ending point.
Condition (2) together with the assumption that there are infinitely many cones in {Γ i : i < κ} contained in E implies that there is i 0 < κ such that Γ i0 is contained in E and b < a := min(Γ i0 ). Since bn(a) ≥ ℵ 0 , condition (2) and the claim entail that there is β ∈ E such that a < β and the unique cone in {Γ i : i < κ} containing β, say Γ i1 , is contained in E and has a different basis than a. But then both min(Γ i0 ) and min(Γ i1 ) belong to Br(β) which contradicts that A is an antichain by condition (1).
Theorem 2.4. Let f : M → T be a partial definable and locally constant function. Then dom(f ) can be decomposed (possibly adding parameters) into 1-cells D 1 , . . . , D n such that for each 1 ≤ i ≤ n one of the following conditions holds:
Proof: It is enough to show that there is finite definable partition P of dom(f ) such that each D ∈ P has the following property f (D) is either a finite union of antichains or a finite union of chains. (P) For suppose P is such a partition. Fix D ∈ P and suppose furthermore that f (D) is a finite union of antichains. Define subsets (X n ) n<ω of f (D) by
By construction, for all n < ω each X n is either empty or a definable antichain. Moreover for i < j < ω, X i ∩ X j = ∅. Our assumption implies there is n < ω such that X m = ∅ for all m > n. Taking f −1 (X j ) ∩ D we get a partition of D into finitely many pieces each corresponding to the preimage of an antichain. Now suppose that f (D) is a finite union of chains. Possibly adding new parameters, we can partition this finite union of chains in a definable way getting finitely many disjoint definable chains, say I 1 , . . . I n . One can then partition
The result is obtained by decomposing into cells all these partitions for each D ∈ P.
In addition, given P a finite definable partition of dom(f ), it suffices to show property P for each D ∈ P modulo a finite subset F D ⊆ D. This is so because in P := {D \ F D : D ∈ P} ∪ {F D : D ∈ P}, each finite subset F D already satisfies property P (f (F D ) is is in particular a finite union of antichains).
Let g : dom(f ) → T be the definable function sending α to the basis of the maximal cone Γ ⊆ dom(f ) containing α on which f is constant. By Cminimality, g is well-defined given that f is locally constant. Consider the following formula:
For α ∈ dom(f ), the set ϕ(M, α) is simply Λ g(α) ∩ f −1 (f (α)), the union of all cones at g(α) contained in f −1 (f (α)). By definition, ϕ(M, α) is a union of cones at g(α) (M, α) , which shows that if α ∈ A then ϕ(M, α) ⊆ A. By the initial remark, it suffices to prove that each subset A ∈ P can be definably partitioned into finitely many sets satisfying property P. Fixing A ∈ P, we split in cases depending on the form of ϕ(M, α):
. Let us assume towards a contradiction that f (A) contains an infinite chain I. In particular without loss of generality we may assume that I is definable. Consider the definable set D := f −1 (I) ∩ A (possibly adding new parameters for I if necessary) and, for the sake of the argument, take f = f D. For B := {g(α) ∈ T : α ∈ D} we have either that (I) B is a finite union of antichains, (II) B contains an infinite definable chain (possibly replacing M by an elementary extension). Suppose that (I) is the case. Let B 0 be the antichain of maximal elements in B. By compactness, either there is a ∈ B 0 such that infinitely many cones at a have different images in I or there is an integer s such that for each a a ∈ B 0 there are less than s cones at a having different images in I. If the former we get a contradiction with Lemma 2.2 (notice that since a ∈ B 0 , the function f (D ∩Λ a ) is constant on cones at a). If the latter, since bn(a) ≥ ℵ 0 for each a ∈ T , we get a contradiction with Lemma 2.3. So suppose (II) is the case and let δ (possibly from an elementary extension) be such that there is J an infinite definable chain contained in B ∩ Br(δ). Again by Lemma 2.2, there is no node a ∈ J such that f (Λ a ) is infinite. But then we have that f −1 (I) ∩ Λ a (δ) = ∅ and (M \ f −1 (I)) ∩ Λ a (δ) = ∅ for all a ∈ J, which contradicts Lemma 1.4. Notice that here we use again that bn(a) ≥ ℵ 0 . This shows that f (A) is a finite union of antichains (so A satisfies property P).
Case 2: Assume ϕ(M, α) is a 0-level set. By definition of g and the Case 2 assumption, the set B := {g(α) ∈ T : α ∈ A} is an antichain. Suppose towards a contradiction that f (A) contains an infinite definable chain I. Let B 0 := {g(α) : α ∈ f −1 (I) ∩ A}. By 2.1 we can suppose without loss of generality that M [B 0 ] is dense. The function h : M [B 0 ] → I defined by h(g(α)) = f (α) contradicts 1.6 given that h has infinite range but can be neither a C-isomorphism on a cone (I is totally ordered) nor a constant on a cone since we would contradict the minimality in the definition of g. Therefore, by compactness, f (A) must be a finite union of antichains.
Case 3: Suppose that ϕ(M, α) is a 1-level set and let B be defined as in Case 2. By compactness and Lemma 2.3, there is a positive integer k such that any definable subset B ⊆ B which is an antichain has cardinality less than k (here the cones we use in order to apply Lemma 2.3 are the omitted cones on each 1-level set ϕ (M, α) ). This implies that B can be partitioned into finitely many totally ordered sets B 1 , . . . , B k . Thus, without loss of generality we may suppose that B is totally ordered. Since bn(a) ≥ ℵ 0 , the functionf : B → T defined byf (a) = f (α) for some (all) α such that g(α) = a is well-defined. We study the behavior off . Consider the subsets of B X := {b ∈ B : there is an interval I ⊆ B s.t. (b ∈ I ∧ ∀a, a ∈ I(f (a) ∦f (a )))}, Y := {b ∈ B : there is an interval I ⊆ B s.t. (b ∈ I ∧ ∀a, a ∈ I(f (a) f (a )))}.
We show that B \ (X ∪ Y ) is a finite set. For if not, by o-minimality there is an infinite interval J contained in B \ (X ∪ Y ). But since J is infinite, for every N < ω there is c ∈ J such that for
we have that |X c | > N is discrete which by compactness contradicts ominimality using the density assumption on the branches of T . Therefore without loss of generality we may assume that B = X ∪ Y . We show that f (X) is a finite union of chains. Suppose for a contradiction that there are infinitely many pairwise incomparable chains inf (X). The set of left endpoints of maximal intervals I 0 ⊆ X such thatf (I 0 ) is totally ordered inf (X), will be a discrete infinite definable subset of B, which contradicts o-minimality. Thereforef (X) is a finite union of chains. Analogously, suppose thatf (Y ) is an infinite union of antichains. Then, the set of left end points of maximal intervals I 0 ⊆ Y such thatf (I 0 ) is an antichain will be an infinite definable discrete subset of B, contradicting again o-minimality of a branch of T . Hencef (Y ) is a finite union of antichains. This shows that both X and Y have property P. Case 4: Suppose that ϕ(M, α) is an n-level set for n > 1. As in case 1, let us assume towards a contradiction that f (A) contains an infinite definable chain I, let D := f −1 (I) ∩ A and B := {g(α) ∈ T : α ∈ D}. Again we have either that: (I) B is a finite union of antichains. (II) B contains an infinite definable chain.
If (I) is the case we get the same contradiction as in Case 1. So suppose (II) and let J be an infinite definable chain contained in B and δ an element (again possibly in an elementary extension) such that Br(δ) contains J. For a ∈ J, given that bn(a) ≥ ℵ 0 , we have f −1 (I) ∩ Λ a (δ) = ∅. Moreover, since n ≥ 2 there is at least one cone at a which is not in f −1 (I) ∩ Λ a (δ), hence M \ (f −1 (I) ∩ Λ a (δ)) = ∅ contradicting Lemma 1.4. Therefore we have that f (A) is a finite union of antichains.
Definition 2.5. Let C be a finite set of definable chains of T . For C ∈ C let lp(C) be its left endpoint (possibly −∞). Let
The set C is called a set of incomparable chains if the following conditions hold (a) for all C 0 = C 1 ∈ C, all c ∈ C 0 and all d ∈ C 1 we have that c||d; (b) A is an antichain and Aut (M [A] ) acts transitively on M [A] as a C-set; (c) there is an integer k such that for all a ∈ A, |{C 0 ∈ C : ∃c ∈ C 0 (a < c)}| = k.
The last two conditions entail that the C-relation cannot distinguish two chains from C. Remark 2.6. In the previous proof, the only possible case where we have an infinite chain in the range of f is case 3, i.e., the case where ϕ(M, α) is a 1-level set. Furthermore, in order to get the decomposition of the previous theorem, the only new parameters we need to add arise from selecting individual chains from a finite definable set of chains. Notice that using the predicate C, one can always definably without parameters partition a finite union of chains into finitely many finite definable sets of incomparable chains. Thus the theorem could also be phrased as: dom(f ) can be decomposed into cells B 1 , . . . , B m (without adding parameters) such that for each 1 ≤ i ≤ n, either f (B i ) is an antichain or f (B i ) is the union of a finite set of incomparable chains.
The previous proof shows a little bit more: 
Proof: First, by 1.6, removing finitely many points from dom(f ) we can assume that f is locally constant (if dom(f ) contains a cone where f is a Cisomorphism its image would be an antichain, which contradicts that I is totally ordered). Let g : M → T be the definable function sending α ∈ dom(f ) to the basis of the maximal cone containing α on which f is constant. It follows from the previous proof that there is a finite subset F ⊆ f (M ) such that for D := f −1 (F ) and all α ∈ dom(f ) \ D the set Λ g(α) ∩ f −1 (f (α)) is a 1-level set and that B := {g(α) ∈ T : α ∈ dom(f ) \ D} is a finite union of definable chains B 1 , . . . , B n (which we may assume without loss of generality disjoint). Set This has a direct application to algebraically closed valued fields. Recall that a valued field K is definably complete if any definable pseudo-Cauchy sequence has a limit in K.
Corollary 2.8. Let M be a definably complete C-minimal expansion of an algebraically closed valued field K. We denote by vK the valuation group. Let f : K → vK be a partial definable function. Then there are a finite set F ⊆ f (K) and β 1 , . . . , β n such that dom(f ) \ f −1 (F ) can be decomposed into cells D 1 . . . , D n satisfying that for all 1 ≤ i ≤ n and all a ∈ f (D i ) there is
Proof: By 1.6, f is locally constant on a cofinite subset of dom(f ), so throwing away finitely many points, we may assume that f is locally constant in dom(f ). For α ∈ dom(f ), let g(α) be the basis of the maximal cone containing α on which f is constant. Then, by Corollary 2.7, there is F 0 a finite subset of f (M ) such that for all α ∈ dom(f ), if f (α) / ∈ F 0 then the sets Λ g(α) ∩ f −1 (f (α)) are 1-level sets and B := {g(α) ∈ T : f (α) / ∈ F 0 } is a finite union of chains B 1 , . . . , B n . Let β 1 , . . . , β n be leaves above B 1 , . . . , B n (which exist by the definable completeness assumption). For each 1 ≤ i ≤ n we β i -definably identify Br(β i ) with vK (hence B i is identified with a subset of vK). Let h i : vK → vK be the definable partial function defined on B i by h i (a) := f (α) for some (any) α such that a = g(α). By o-minimality, we can partition dom(h i ) into cells E i1 , . . . , E iki (o-minimal cells) such that h i is either constant or monotone on each
i (a) we obtain what was needed.
As said in the introduction, Corollary 2.7 shows that the domain of any partial definable function from M to a branch B of T can be decomposed into finitely many cells D 1 , . . . , D n where the function can be factored (modulo some finite set in the range) as a function from another branch B to B with the function sending α ∈ M to its meet with B . We show the analogous result for functions having their range in the set of cones at a point a ∈ T , which we denote by C[a]. We show first that such functions are also locally constant on a cofinite subset of their domain.
Lemma 2.9. Let a ∈ T and f : M → C[a] be a partial definable function (i.e. for all α ∈ dom(f ), f (α) is a cone at a). Then f is a locally constant function on a cofinite subset of dom(f ).
Proof: Suppose for a contraction that there is a cone D ⊆ dom(f ) such that for all α ∈ D there is no cone containing α on which f is constant. Therefore, by compactness there is a positive integer k such that for all α ∈ D we must have that |f 
finitely many cones at a) and definable functionsf bi :
Proof: By Lemma 2.9, we can assume that f is locally constant. Let g : M → T be the definable function sending α ∈ dom(f ) to the basis of the maximal cone containing α on which f is constant (notice dom(f ) = dom(g)). By Proposition 2.4, we can decompose the domain of g into finitely many cells E 1 , . . . , E n such that g(E i ) is either a chain or an antichain for 1 ≤ i ≤ n. Having the result for each f E i for 1 ≤ i ≤ n implies the result for f , thus we can suppose that dom(f ) = E i for some 1 ≤ i ≤ n.
Suppose first that g(E i ) is finite. For c ∈ g(E i ) let W c := g −1 (c) and let I 0 := {c ∈ g(E i ) : f (W c ) contains finitely many cones at a} (which is definable by C-minimality). If I 0 = g(E i ), then we can set D := dom(f ) and we are done. Otherwise, let b 1 , . . . , b s be a list of the elements in g(E i ) \ I 0 . Then the functionsf bi :
So suppose from now on that g(E i ) is infinite. We split in two cases depending whether g(E i ) is a chain or an antichain:
Here the notation Λ g(α) (I) has the natural meaning, that is, Λ g(α) (I) = Λ g(α) (δ) for some (any) δ such that I ⊆ Br(δ). By Lemma 1.4, throwing away finitely many points from I and further decomposing, we may assume that for any α ∈ E i , W (α) = Λ g(α) (I). Then, we get a function h : I → C[a] such that h(g(α)) = f (α). But by strong minimality h(I) must have a finite number of values and we are done (we can include them in D).
(2) Suppose that g(E i ) is an infinite antichain A. We show this case does not occur. Let W (α) := Λ g(α) ∩ f −1 (f (α)). By compactness, Lemma 2.3 and strong minimality, for all but finitely many g(α) ∈ A, the set W (α) is a 0-level set, so by further decomposing we may assume this is true for all α ∈ E i . For c ∈ A let V c := {b ∈ A : f (Λ c ) = f (Λ b )}. By compactness there is an integer s such that |V c | ≤ s, for if not, some set V c would be infinite and contain a cone, which contradicts the definition of g. Notice that this implies that f ( c∈A Λ c ) is an infinite union of cones at a. Let A := cl inf (A) \ A. By compactness we have two cases (a) there is an infinite definable chain B ⊆ A (possibly adding new parameters); (b) there is a positive integer k such that any totally ordered subset H of A has cardinality less than k. Thus we may suppose that (b) holds. This implies in particular that every c ∈ A has a predecessor in cl inf (A), which contradicts Lemma 2.1.
Corollary 2.11. Let M be a C-minimal expansion of an algebraically closed valued field K. We denote by K/v the residue field. Let f : K → K/v be a partial definable function. Then, there are a finite set F ⊆ f (K), a positive integer s, elements α 1 , . . . , α s , β 1 , . . . , β s ∈ K and definable functions
(identifying t i with inf(α i , β i )) and for 1 ≤ i ≤ s and x ∈ Λ ti (α i ) ∩ X,
Proof: In an algebraically closed valued field each set of cones C[a] for a ∈ T is a copy of the residue field. Therefore we can see f as a function from K to C[inf(0, 1)]. By 2.10, there are a positive integer s, an antichain {t 1 , . . . , t s } ⊆ T , a definable set D ⊆ dom(f ) such that f (D) is finite and definable functionsf i :
Without loss of generality, we can assume that for all 1 ≤ i ≤ s the open ball centered at α i of radius t i is contained in D (hence not in X).
which is well-defined independently of the chosen representative. Then the functions h i :f i • g i satisfy all the requirements.
Definable subsets of T
As in the previous section we work in a dense C-minimal structure such that for all a ∈ T , bn(a) ≥ ℵ 0 and for all branches B ⊆ T , the order of B is dense.
Definition 3.1. Let A ⊆ T be a definable antichain and f : A → T be a definable function. We say that f is a t-function if f (A) is either an antichain or the union of a finite set of incomparable chains.
Definition 3.2. A subset X ⊆ T is a 1-cell if there are a definable antichain A and definable t-functions f, g : A → T such that for all a ∈ A, g(a) < f (a), and X is either X := {t ∈ T : f (a) = t, a ∈ A} or X := {t ∈ T : g(a) < t < g(a), a ∈ A}.
Proposition 3.3. Let A ⊆ T be a definable antichain and f : A → T be a definable locally constant function. Then dom(f ) can be definably decomposed (without adding parameters except those used to define f ) into sets D 1 , . . . , D n such that for each 1 ≤ i ≤ n the function f D i is a t-function.
Proof: We may assume that A is infinite. In view of Lemma 2.1, we can see M [A] as a C-minimal structure. The proposition follows then by the reformulation of Proposition 2.4 in remark 2.6 and the definition of t-function.
Lemma 3.4. Let A be a definable antichain and f : A → T be a definable function such that for all a ∈ A, f (a) < a. Then f is locally constant on a cofinite subset of A.
Proof: As before, we may assume that A is infinite and we can see M [A] as a C-minimal structure. By 1.6 we can decompose dom(f ) into definable sets F ∪ I ∪ K where F is finite, both I and K are open, f is a local Cisomorphism on I and locally constant on K. We show that I is empty. If not, by Lemma 2.1, let a ∈ I and D ⊆ A be a cone containing a on which f is a C-isomorphism. Since f (a) < a, by density (this is again Lemma 2.1) we may suppose that f (a) < min(D). By definition, f (D) is an antichain, but for b ∈ D such that a = b, we have that f (a) is comparable to f (b), a contradiction.
From now on we let L * be an expansion by definitions of L with 2 sorts, one for the elements of the C-set and one for the elements in T .
Proposition 3.5. Let ϕ(t, y) be a L * -formula with t a variable of sort T and y is a tuple of variables of sort M . Then there are n < ω and L * -formulas ψ 1 (t, y), . . . , ψ n (t, y) such that for all α ∈ M |y| , ψ i (T, α) is a 1-cell for all 1 ≤ i ≤ n and ϕ(T, α) = n i=1 ψ i (T, α). Moreover one can assume ψ i (T, α) ∩ ψ j (T, α) = ∅ for 1 ≤ i < j ≤ n.
Proof: Fix α ∈ M |y| and let X := ϕ(T, α). Let θ(a) := ∃t ∈ X(t < a) and ξ(a) := ¬∃t ∈ X(a < t). Consider the following set A := {a ∈ T ∪ M : θ(a) ∧ ξ(a) ∧ ∀y ∈ T ∪ M ((θ(y) ∧ ξ(y) ∧ a ∦ y) → a ≤ y)}.
The set A corresponds to the set of elements in T or M which are bigger than all elements in X to which they can be compared with and are minimal for that property. It is not difficult to see that A is a definable antichain. For a ∈ A, let Y a := {t ∈ X : t ≤ a}. By compactness and o-minimality, there are positive integers k and l such that for all a ∈ A, Y a (viewed as a subset of {t ∈ T : t ≤ a}) is a union of at most k infinite open intervals and l isolated points. We partition A into finitely many parts such that a, b ∈ A belong to the same equivalence class if and only if Y a and Y b have the same number of open intervals and the same number of isolated points. Then refine the partition such that the order of these intervals and points is the same (for example, if each Y a has two intervals and an isolated point, then there are three ways of ordering them, either the point is in between the two intervals, above them or below them). We may suppose then that A is one of these equivalence classes, i.e., a definable antichain such that for all a ∈ A, Y a has exactly k open intervals and l isolated points which are ordered in the same way for each a ∈ A. Take now X as X A := {t ∈ X : t ≤ a, for some a ∈ A}. For 1 ≤ i ≤ k, let then f i : A → T be the definable functions sending a to the right endpoint of the i th interval in Y a , g i : A → T be the definable functions sending a to the left endpoint of the i th interval in Y a and for 1 ≤ i ≤ l let h i : A → T be the definable functions sending a to the i th isolated point in Y a . We decompose X into sets X 1 , . . . , X k and W 1 , . . . , W l where X i := {t ∈ X : g i (a) < t < f i (a), for any a ∈ A} and W i := {t ∈ X : h i (a) = t, for any a ∈ A}.
By Lemma 3.4, all functions f i , g i and h i are locally constant on a cofinite subset of A. Thus removing finitely many points we can suppose they are locally constant on A (notice removing finitely many points can always be done for our purposes). By applying Proposition 3.3 repeatedly, the functions f i , g i and h i decompose A into finitely many pieces such that on each piece each function f i , g i and h i is a t-function. This gives us a union of 1-cells that is equal to X. To get a disjoint union, one has to take the minimal refinement of such a union. Notice that through the proof all definable sets used are uniformly definable in α.
