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Résumé
Cette thèse développe des méthodes de diagonalisation conjointe de matrices et de ten-
seurs d’ordre trois, et son application à la séparation MIMO de sources de télécommunications
numériques. Après un état, les motivations et objectifs de la thèse sont présentés. Les pro-
blèmes de la diagonalisation conjointe et de la séparation de sources sont définis et un lien
entre ces deux domaines est établi. Par la suite, plusieurs algorithmes itératifs de type Ja-
cobi reposant sur une paramétrisation LU sont développés. Pour chacun des algorithmes,
on propose de déterminer les matrices permettant de diagonaliser l’ensemble considéré par
l’optimisation d’un critère inverse. On envisage la minimisation du critère selon deux ap-
proches : la première, de manière directe, et la seconde, en supposant que les éléments de
l’ensemble considéré sont quasiment diagonaux. En ce qui concerne l’estimation des différents
paramètres du problème, deux stratégies sont mises en œuvre : l’une consistant à estimer
tous les paramètres indépendamment et l’autre reposant sur l’estimation indépendante de
couples de paramètres spécifiquement choisis. Ainsi, pour la diagonalisation conjointe de ma-
trices complexes symétriques ou hermitiennes, nous proposons trois algorithmes. Le premier
repose sur la recherche des racines de la dérivée du critère, le second est basé sur une re-
cherche de vecteur propre et le dernier utilise une méthode de gradient avec calcul du pas
optimal d’adaptation. Dans le cadre de la diagonalisation conjointe d’ensembles de tenseurs
admettant soit une décomposition symétrique, soit une décompositon INDSCAL, soit une dé-
composition non-symétrique, nous avons développé deux algorithmes. Pour chacun d’eux, le
calcul des paramètres se fait par recherche des racines de la dérivée du critère considéré. Nous
montrons aussi le lien existant entre la diagonalisation conjointe de tenseurs d’ordre trois et
la décomposition canonique polyadique d’un tenseur d’ordre quatre, puis nous comparons les
algorithmes développés à différentes méthodes de la littérature. Le bon comportement des
algorithmes proposés est illustré au moyen de simulations numériques. Puis, ils sont validés
dans le cadre de la séparation de sources de télécommunications numériques. Les ensembles
à diagonaliser sont construits à l’aide de statistiques d’ordre supérieur calculées à partir des
signaux d’observation.
Mots-clefs :
Analyse en composantes indépendantes ; Décomposition LU ; Diagonalisation conjointe ;
Optimisation ; Séparation aveugle de sources ; Télécommunications numériques ; Tenseur d’ordre
trois ; Traitement du signal.
Abstract
This thesis develops joint diagonalization of matrices and third-order tensors methods for
MIMO source separation in the field of digital telecommunications. After a state of the art,
the motivations and the objectives are presented. Then the joint diagonalisation and the blind
source separation issues are defined and a link between both fields is established. Thereafter,
five Jacobi-like iterative algorithms based on an LU parameterization are developed. For each
of them, we propose to derive the diagonalization matrix by optimizing an inverse criterion.
Two ways are investigated : minimizing the criterion in a direct way or assuming that the
elements from the considered set are almost diagonal. Regarding the parameters derivation,
two strategies are implemented : one consists in estimating each parameter independently,
the other consists in the independent derivation of couple of well-chosen parameters. Hence,
we propose three algorithms for the joint diagonalization of symmetric complex matrices or
hermitian ones. The first one relies on searching for the roots of the criterion derivative,
the second one relies on a minor eigenvector research and the last one relies on a gradient
descent method enhanced by computation of the optimal adaptation step. In the framework of
joint diagonalization of symmetric, INDSCAL or non symmetric third-order tensors, we have
developed two algorithms. For each of them, the parameters derivation is done by computing
the roots of the considered criterion derivative. We also show the link between the joint
diagonalization of a third-order tensor set and the canonical polyadic decomposition of a
fourth-order tensor. We confront both methods through numerical simulations. The good
behavior of the proposed algorithms is illustrated by means of computing simulations. Finally,
they are applied to the source separation of digital telecommunication signals. The sets to
diagonalize are built using high-order statistics computed from observation signals.
vi Abstract
Key words
Blind source separation ; Independent component analysis ; Joint diagonalization ; LU
decomposition ; Digital telecommunications ; Optimization ; Signal processing ; Third-order
tensors.
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Chapitre 1
Introduction générale
1.1 Cadre de la thèse
1.1.1 Diagonalisation conjointe de matrices
La diagonalisation d’une matrice est un problème important en traitement du signal. En
effet, on l’utilise notamment en analyse spectrale, en estimation de sous-espace signal ou bruit,
en analyse en composantes principales, en réduction de dimension ou encore en blanchiment
de données et en analyse en composantes indépendantes. De manière plus applicative, en
traitement d’antennes, par exemple, à partir de l’analyse en composantes principales de la
matrice de covariance des observations, on peut estimer les angles d’arrivée ainsi que le nombre
de sources actives, autrement dit l’espace signal associé.
Cependant, il est parfois intéressant, voire nécessaire, de traiter un ensemble de matrices
estimées à partir d’un même jeu de données. On parle alors de diagonalisation conjointe de
matrices [24]. Elle se rencontre dans des problèmes pratiques comme la formation de faisceaux
[14, 58, 60], le débruitage de signaux [5], l’égalisation aveugle de canaux pour des systèmes
de télécommunications multi-entrées multi-sorties [32], l’extraction des différences de marche
d’échos Doppler en radar [72], l’analyse en composantes indépendantes [3, 91] et la séparation
aveugle de sources [31, 83]. Pour cette dernière, par exemple, on peut estimer une matrice de
séparation en diagonalisant conjointement un ensemble de matrices cibles.
Les matrices cibles sont, de manière générale, construites à partir d’opérateurs d’analyse
ou de statistiques. On trouve, notamment, des matrices liées à :
• des décompositions spectrales des données [43]
• des décompositions temps-fréquence [7, 8, 23, 47, 54, 53]
• des statistiques d’ordre deux (comme la covariance des signaux d’observation ou les
covariances retardées) [6, 18, 49, 50, 77, 94, 116]
• des statistiques d’ordres supérieurs (comme les moments ou les cumulants d’ordre
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supérieur) [4, 9, 10, 11, 12, 37, 48, 80, 81, 83, 88].
Comme ces matrices sont « seulement » construites à partir d’un nombre fini d’observations,
la diagonalisation conjointe d’un ensemble de plus de deux matrices ne pourra pas être exacte,
on l’appellera alors diagonalisation conjointe approchée. De par leurs différentes constructions,
vues précédemment, les matrices cibles présentent souvent des propriétés de symétrie. Dans le
cas réel, elles peuvent être symétriques tandis que dans le cas complexe, elles peuvent être soit
hermitiennes, soit symétriques. Initialement, on considérait principalement les ensembles de
matrices hermitiennes, mais récemment, un intérêt croissant s’est porté sur les ensembles de
matrices complexes symétriques que l’on peut retrouver, notamment, en télécommunications
numériques lorsque les signaux considérés sont non-circulaires [38, 69, 82, 91, 97]. Il existe
aussi d’autres domaines d’applications où l’on peut considérer ce type de symétrie [100, 119].
Afin d’augmenter le nombre de matrices cibles, il est aussi possible de construire, à partir d’un
jeu de données adéquat, un ensemble contenant des matrices complexes symétriques et her-
mitiennes [101, 118]. La diagonalisation conjointe de matrices possédant les types de symétrie
énoncés précédemment est dite par congruence. Il est cependant important de noter que les
matrices cibles ne présentent pas toujours ces types de symétries, c’est le cas notamment pour
la diagonalisation conjointe par similitude [61, 73, 75] ou encore la diagonalisation conjointe
de matrices cibles non-symétriques [21, 35, 34, 55].
Historiquement, les premières méthodes envisagées pour la diagonalisation d’une matrice
ont été la décomposition en éléments propres et la décomposition en valeurs singulières. Par la
suite, il est devenu important, voire nécessaire, de prendre en compte simultanément plusieurs
matrices, notamment pour des problèmes de séparation de sources. La première méthode de
diagonalisation conjointe considérée est la décomposition en éléments propres généralisée.
Cette méthode ne prend en compte que deux matrices. Par la suite, il a été développé des
méthodes de décomposition conjointe pour un nombre de matrices supérieur ou égal à deux.
Dans un premier temps, le problème était posé de telle sorte que la matrice diagonalisante
recherchée soit unitaire. Ainsi, la décomposition en éléments propres généralisée a été éten-
due pour un ensemble d’au moins deux matrices hermitiennes dans [14]. Cette méthode a
ainsi donné lieu à l’un des tous premiers algorithmes de diagonalisation conjointe approchée,
appliqué à des matrices hermitiennes de cumulants d’ordre quatre et connu sous le nom de
Joint Approximate Diagonalization of Eigenmatrices (JADE) [14]. Un algorithme appliqué à
des matrices hermitiennes de statistiques d’ordre deux, dénommé Second Order Blind Identi-
fication (SOBI), a aussi été développé dans [6]. Par la suite, JADE a été généralisé pour des
statistiques d’ordre supérieur ou égal à deux dans [80]. Toujours dans le cadre des matrices
unitaires, le cas des matrices complexes symétriques (obtenu à partir de cumulants d’ordre
quatre) a été traité dans [39]. Tout problème de diagonalisation conjointe approchée peut être
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ramené à un problème unitaire au moyen d’une étape de prétraitement, appelé blanchiment
des données [29]. Toutefois, cette étape préliminaire limite en pratique les performances d’esti-
mation [13, 67]. L’idée est donc de se défaire de ce prétraitement en développant des méthodes
de diagonalisation conjointe approchée sans contraire unitaire. Récemment, de nombreux al-
gorithmes de ce type ont été développés.
Pour diagonaliser conjointement un ensemble de matrices, il s’agit, la plupart du temps,
d’optimiser un critère lié à la décomposition. Il existe différents types de critères dans la
littérature. Parmi eux, le critère direct est une mesure de la différence entre les matrices cibles
et leur modèle supposé au sens des moindres carrés. Ainsi, on pourra estimer directement la
matrice de mélange [22, 118, 132]. Il existe aussi le critère indirect qui est une mesure de
la diagonalité. On pourra ainsi estimer la matrice de séparation. Le critère indirect qui est
très utilisé en séparation de sources, peut prendre de nombreuses formes comme celles d’un
critère des moindres carrés classique [1, 51, 56, 73, 78, 80, 109, 126, 127] ou à invariance
d’échelle [1]. On peut aussi considérer un critère mixte, combinant un critère direct et un
critère inverse [114]. Enfin, l’approche par maximum de vraisemblance [70, 93] est réservée aux
matrices définies positives. De nombreuses méthodes de diagonalisation conjointe approchée
non-unitaire sont proposées dans la littérature. Parmi elles, certaines sont basées sur une
estimation de la matrice diagonalisante complète [22, 114, 117, 118, 135] tandis que d’autres
décomposent le problème de manière à pouvoir implémenter des méthodes itératives plus
simples [70, 111, 132] comme, notamment, la procédure de type Jacobi [1, 15, 56, 78, 93,
109, 122, 126, 127]. De manière générale, les méthodes de type Jacobi possèdent l’avantage
d’être relativement simples à implémenter. De plus, elles peuvent permettre une résolution
analytique du problème ainsi qu’une parallélisation des calculs.
Concernant la séparation de sources, les applications sont très nombreuses. On retrouve,
notamment, ce type de problème dans les domaines de l’astronomie [43], l’audio [20, 65, 123],
le biomédical [33, 40, 59, 63], la sismique [92, 110, 125], la spectroscopie [87, 99] et des
télécommunications numériques [18, 19, 25, 48]. Toujours dans le cadre de la séparation de
sources, d’autres méthodes que la diagonalisation conjointe de matrices peuvent être mises
en œuvre. Tout d’abord, une alternative à la diagonalisation conjointe est la déflation qui
consiste à extraire les sources une à une du mélange [44, 45, 46]. On a aussi parfois recours à la
bloc-diagonalisation conjointe. Cette dernière méthode s’applique lorsque, dans un problème,
les sources ne sont pas toutes indépendantes, mais seulement indépendantes par groupe ou
encore dans le cadre de modèles convolutifs. Récemment, de nombreux algorithmes de bloc-
diagonalisation conjointe non-unitaire approchée ont été développés [47, 51, 52, 66, 90, 112].
Enfin, il est important de noter qu’un ensemble de matrices peut aussi être considéré comme
un seul tenseur ou un ensemble de tenseurs.
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1.1.2 Décompositions tensorielles
En traitement de signal, de nombreux problèmes peuvent être modélisés sous forme ten-
sorielle [27, 30]. Ces tenseurs sont très souvent construits grâce aux différentes diversités des
problèmes considérés. Tout d’abord, certaines données sources peuvent être directement gé-
nérées sous forme de tenseurs. C’est le cas, par exemple, pour des images couleurs RGB ou
hyperspectrales, pour des vidéos ou encore pour les affichages de champs lumineux [130]. De
manière plus générale, tout signal multidimensionnel peut être stocké sous forme de tenseurs.
Par exemple, en télécommunications sans-fil, les signaux ont des dépendances temporelles,
spatiales et spectrales, ils pourront alors être stockés dans des tenseurs d’ordre trois [102].
Il en est de même en spectroscopie où le tenseur d’ordre trois contiendra d’une part les dif-
férents échantillons, d’autre part les longueurs d’onde avec lesquelles les échantillons sont
excités et enfin les longueurs d’onde qu’ils émettent en réponse à cette excitation [103]. En
électroencéphalographie, on peut considérer initialement un tenseur d’ordre trois contenant
des informations temporelles et spectrales des signaux selon les différents canaux. Si cela
s’avère insuffisant, on peut prendre en compte plus d’informations en considérant des diver-
sités supplémentaires comme les différents sujets d’étude (patients), les différentes conditions
d’examen ainsi que les différents essais. Ainsi on augmentera l’ordre du tenseur [86]. Fina-
lement, le tenseur de stockage pourrait être ici d’ordre six. Enfin, les tenseurs peuvent être
construits à partir d’opérateurs d’analyse. En effet, à partir des données on peut obtenir
directement des tenseurs, à l’aide de statistiques d’ordre supérieur [89]. Dans le cadre de
procédures d’analyse électroencéphalographique multicanale, des diversités supplémentaires
pourront être considérées à l’aide des représentations temps-fréquence ou des transformées en
ondelettes [28, 79].
En séparation de sources, par exemple, on cherche à décomposer ces tenseurs de manière
à estimer une matrice de séparation ou la contribution des différentes sources, à faire de
la réduction de dimension ou du débruitage. Pour traiter ce type de problème, certaines
méthodes consistent à considérer le tenseur cible comme un ensemble de matrices cibles. On
retombe ainsi sur un problème de diagonalisation conjointe de matrices. Cependant, même si
cette méthode offre l’intérêt de pouvoir utiliser des algorithmes de diagonalisation conjointe
de matrices, elle nécessite une phase de dépliement du tenseur parfois peu intuitive. Il a
aussi été proposé différentes méthodes de décomposition tensorielle, comme, par exemple,
la décomposition canonique polyadique (aussi connue sous le nom de factorisation parallèle)
appliquée à la psychométrie dans [16] et la linguistique [57] ou encore la décomposition de
Tucker introduite en psychométrie [120, 121]. Ces décompositions n’ont toutefois pas la même
utilité. En traitement de signal, la décomposition canonique polyadique est, en général, utilisée
pour factoriser des données qui seront ainsi facilement interprétables. C’est typiquement le
1.2. Objectifs de la thèse et contenu du manuscrit 5
cas en séparation de sources où cette décomposition permettra de révéler la contribution
des différentes sources. La décomposition de Tucker, quant à elle, est plutôt utilisée pour
de la compression de données. Ces méthodes ont donné lieu au développement de nombreux
algorithmes [41, 74, 95, 96, 98, 99].
Tout comme pour les matrices, il peut être intéressant, voire nécessaire, de considérer des
ensembles de tenseurs. On parlera alors de diagonalisation conjointe de tenseurs ou encore de
décomposition canonique polyadique conjointe. Pour obtenir de tels ensembles de tenseurs,
on peut, par exemple, choisir astucieusement une des variables d’un problème d’ordre N et
considérer pour chaque valeur que prend cette variable un tenseur d’ordre N−1. Tout comme
dans le cas matriciel, la diagonalisation conjointe de tenseurs est basée sur l’optimisation d’un
critère. Les critères considérés sont similaires à ceux utilisés pour des ensembles de matrices
mais adaptés pour des tenseurs. Les ensembles à diagonaliser conjointement peuvent être
constitués de tenseurs présentant des symétries [17, 64], ou non. La diagonalisation conjointe
approchée unitaire de tenseurs d’ordre trois a déjà été traitée dans [41, 80]. En ce qui concerne
la diagonalisation conjointe approchée non-unitaire de tenseurs, même si celle-ci est à mettre
en lien avec la décomposition canonique polyadique, elle ne semble pas encore avoir fait l’objet
de travaux en tant que telle.
1.2 Objectifs de la thèse et contenu du manuscrit
L’objectif principal de cette thèse est de développer des algorithmes de diagonalisation
conjointe non-unitaire pour des ensembles de matrices et de tenseurs d’ordre trois complexes.
Ces algorithmes doivent être performants et se comparer favorablement à ceux de la litté-
rature. Ils doivent fonctionner pour toutes les symétries envisagées. A cette fin, nous avons
décidé, dans un premier temps, de développer des algorithmes de diagonalisation conjointe
non-unitaire de matrices complexes, dans le but d’adapter les plus appropriés à la diagona-
lisation conjointe non-unitaire de tenseurs d’ordre trois. Tous ces algorithmes seront ensuite
appliqués au domaine de la séparation de sources de télécommunications numériques.
Dans le chapitre 2, nous présenterons le problème de la diagonalisation conjointe ap-
prochée non-unitaire en lien avec l’analyse en composantes indépendantes. Dans un premier
temps, nous montrerons comment se formule le problème dans le cas matriciel puis dans le
cas tensoriel. Puis, nous établirons le lien entre l’analyse en composantes indépendantes, la
séparation de sources et la diagonalisation conjointe. Par la suite, nous ferons un état de l’art
des méthodes de diagonalisation conjointe sans contrainte unitaire. Enfin, nous présenterons
les approches choisies pour résoudre ce problème, à savoir une procédure de type Jacobi, avec
une paramétrisation LU des matrices de séparation, une estimation de ces dernières de type
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couplée ou découplée et des critères inverses de type moindres carrés.
Dans le chapitre 3, nous présenterons les algorithmes de diagonalisation conjointe non-
unitaire de matrices que nous avons développés au cours de cette thèse dans les cas d’ensembles
de matrices complexes symétriques ou hermitiennes. Nous commencerons par exposer la mé-
thode d’estimation découplée avec un critère adapté (un algorithme ayant déjà été développé
pour le critère inverse classique [1]). Ensuite, nous mettrons en lumière nos algorithmes utili-
sant une méthode d’estimation couplée dans un premier temps avec le critère inverse classique
puis avec celui adapté. Enfin, des simulations numériques nous permettront de valider les per-
formances des différents algorithmes de diagonalisation conjointe non-unitaire de matrices
développés, tout en les comparant à des algorithmes de l’état de l’art.
Le chapitre 4 traitera des algorithmes que nous avons développés pour la diagonalisa-
tion conjointe non-unitaire de tenseurs d’ordre trois avec une méthode de type découplé et
pour les différentes symétries possibles des tenseurs cibles. Dans un premier temps, nous pré-
senterons l’algorithme basé sur l’optimisation d’un critère inverse classique puis d’un critère
inverse adapté. Nous décrirons ensuite quelques algorithmes de décomposition canonique po-
lyadique (aussi connue sous les noms Candecomp et PARAFAC) puis nous les comparerons
aux algorithmes de diagonalisation conjointe de tenseurs d’ordre trois proposés au moyen de
simulations numériques.
Dans le chapitre 5, nous appliquerons les algorithmes développés dans le cadre de la sé-
paration aveugle multi-entrées multi-sorties de sources télécommunications numériques. Nous
rappellerons succinctement les modèles utilisés en séparation aveugle de sources, puis nous
montrerons les performances des algorithmes développés pour différents types de signaux de
télécommunications.
1.3 Notations et définitions
1.3.1 Notations classiques
Le corps des nombres réels sera noté R et celui des nombres complexes sera noté C.
Soit X une variable aléatoire discrète pouvant prendre un nombre fini K de valeurs
x1, . . . , xK avec les probabilités respectives p1, . . . , pK , on définit l’espérance mathématique
de X de la manière suivante
E(X) =
K∑
k=1
xkpk avec
K∑
k=1
pk = 1.
Si X est centrée, alors on a E(X) = 0.
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Soit A, B, C et D quatre variables aléatoires discrètes et centrées, un des cumulants
d’ordre quatre de ces variables aléatoires peut être défini comme
Cum(A,B,C,D) = E(ABCD)− E(AB)E(CD)− E(AC)E(BD)− E(AD)E(BC).
Dans ce manuscrit, nous noterons les scalaires en minuscule x, les vecteurs en minuscule
et en gras v et les matrices et les tenseurs en majuscule et en gras M.
L’estimation de la variable x sera notée xˆ.
Le i-ème élément d’un vecteur sera noté vi, la composante (i, j) d’une matrice sera notée
Mij et la composante (i, j, k) d’un tenseur d’ordre trois sera notée Tijk.
(·)T est l’opérateur transposé.
(·)∗ est l’opérateur conjugué.
(·)H est l’opérateur transposé-conjugué.
(·)† est l’opérateur correspondant soit à (·)T , soit à (·)H .
(·)−1 est l’opérateur inverse.
(·)‡ est l’opérateur pseudo-inverse de Moore-Penrose.
Pour un nombre complexe c, sa partie réelle sera notée <(c), sa partie imaginaire sera
notée =(c) et son module sera noté | c |.
1.3.2 Notations spécifiques
Données des problèmes :
Ns est le nombre de signaux d’intérêt.
No est le nombre d’observations.
K est le nombre de matrices ou de tenseurs à diagonaliser.
Ne est le nombre d’échantillons.
nsweeps est le nombre de balayages ou d’itérations.
ndraws est le nombre de tirages ou de réalisations.
Ensembles :
On définit les ensembles
Ns = {1, . . . , Ns} et K = {1, . . . , K}.
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Pour tout (i, j) ∈ N 2s , i < j, on définit aussi les ensembles suivants :
P = Ns \ {i}, P ′ = Ns \ {j}, Q = Ns \ {i, j}, S = N 2s \ {(i, i)} et S ′ = N 2s \ {(j, j)}.
Matrices et tenseurs d’ordre trois :
A est la matrice facteur ou la matrice de mélange.
B est la matrice diagonalisante ou la matrice de séparation.
D est une matrice diagonale.
P est une matrice de permutation.
L est une matrice triangulaire inférieure dont les composantes diagonales valent un.
U est une matrice triangulaire supérieure dont les composantes diagonales valent un.
IN est la matrice identité de dimensions N ×N .
Pour tout k ∈ K, on définit les matrices et tenseurs suivants :
Mk est la k-ième matrice de l’ensemble de matrices à diagonaliser.
Rk est la k-ième matrice réduite de l’ensemble de matrices à diagonaliser.
T(k) est le k-ième tenseur d’ordre trois de l’ensemble de tenseurs à diagonaliser.
R(k) est le k-ième tenseur réduit d’ordre trois de l’ensemble de tenseurs à diagonaliser.
1.3.3 Opérations sur les matrices
Soit une matrice M ∈ CN×N , l’opérateur Diag{·} appliqué à la matrice M va annuler ses
termes hors-diagonaux de telle sorte que
Diag{M} =

M11 0 · · · · · · 0
0 M22
. . . ...
... . . . . . . . . .
...
... . . . . . . 0
0 · · · · · · 0 MNN

.
L’opérateur ZDiag{·} appliqué à la matrice M va annuler ses termes diagonaux de telle
sorte que
ZDiag{M} =M− Diag{M}.
det(M) représente le déterminant de la matrice M.
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1.3.4 Opérations sur les tenseurs
Soit un tenseur d’ordre trois T ∈ CN×N×N , l’opérateur TDiag{·} appliqué au tenseur T
va annuler ses termes hors-diagonaux de telle sorte que
TDiag{T}ijk = Tijkδijk, (i, j, k) ∈ {1, . . . , N}3
avec
δijk = 1 si i = j = k,
= 0 sinon.
L’opérateur ZTDiag{·} appliqué au tenseur T va annuler ses termes diagonaux de telle
sorte que
ZTDiag{T} = T− TDiag{T}.
1.3.5 Définitions
Norme de Frobenius :
• La norme de Frobenius ‖M‖ d’une matrice M est définie par
‖M‖ =
√∑
i,j
|Mij |2. (1.1)
• La norme de Frobenius ‖T‖ d’un tenseur d’ordre trois T est définie par
‖T‖ =
√∑
i,j,k
| Tijk |2. (1.2)
Gradient :
L’opérateur gradient est noté ∇(·). Pour une fonction f de deux variables complexes x et y,
le gradient est défini comme
∇f(x, y) =

∂f(x, y)
∂x∗
∂f(x, y)
∂y∗
 . (1.3)
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Chapitre 2
Formulation du problème et approches
proposées
Dans ce chapitre, nous décrivons le problème de la diagonalisation conjointe non-unitaire
d’ensembles de matrices et de tenseurs d’ordre trois, puis nous faisons le lien avec l’analyse
en composantes indépendantes et la séparation de sources. Par la suite, nous faisons un état
de l’art des méthodes de diagonalisation sans contrainte unitaire et enfin nous présentons les
méthodes mises en œuvre pour les algorithmes développés au cours de cette thèse.
2.1 Diagonalisation conjointe de matrices
Nous abordons ici la diagonalisation conjointe non-unitaire d’ensembles de matrices com-
plexes, tout d’abord dans le cadre général non-symétrique, puis nous nous intéressons à deux
cas particuliers qui s’avèrent importants, notamment en séparation de sources de télécommu-
nications numériques : les ensembles de matrices complexes symétriques et hermitiennes.
2.1.1 Ensemble de matrices complexes non-symétriques
On considère un ensembleM(g) deK (K ∈ N∗\{1}) matrices complexes non-symétriques
de dimensions No1 ×No2 , avec (No1 , No2) ∈
{
N∗ \ {1}}2, défini de la manière suivante
M(g) = {M(g)k ∈ CNo1×No2 , k ∈ K}. (2.1)
avec K = {1, . . . , K}. On suppose que les matrices M(g)k ∈ M(g) respectent la décomposition
suivante
M
(g)
k = A1D
(g)
k A
†
2 (2.2)
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où (·)† correspond soit à l’opérateur transposé, soit à l’opérateur transposé-conjugué. Les
matrices D(g)k ∈ CNs×Ns (Ns ∈ N∗ \ {1}) sont diagonales et non nulles pour tout k ∈ K.
A1 ∈ CNo1×Ns et A2 ∈ CNo2×Ns sont des matrices de rang plein en colonne, on les nomme
matrices facteurs. Définissons l’ensemble générique AN×M tel que
∀(M,N) ∈ {N∗ \ {1}}2,M ≤ N, AN×M = {A ∈ CN×M | A de rang plein en colonnes }.
(2.3)
AinsiA1 ∈ ANo1×Ns etA2 ∈ ANo2×Ns . Dans toute la suite, on suppose que Ns ≤ min(No1 , No2)
où min(·) donne le minimum parmi les éléments en argument.
Le but de la diagonalisation conjointe de matrices est, à partir du seul ensemble M(g),
d’estimer des matrices diagonalisantes B1 ∈ CNs×No1 et B2 ∈ CNs×No2 de rang plein en ligne
telles que les matrices transformées
M
′(g)
k = B1M
(g)
k B
†
2 (2.4)
soient toutes diagonales. Idéalement, M′(g)k devront être égales à D
(g)
k . En effet d’après (2.4)
et (2.2), on aura
D
(g)
k = B1A1D
(g)
k (B2A2)
†, (2.5)
avec
B1A1 = INs et B2A2 = INs . (2.6)
Les matrices B1 et B2 sont donc idéalement les pseudo-inverses de Moore-Penrose respectives
de A1 et A2,
B1 = A
‡
1 et B2 = A
‡
2. (2.7)
Définissons l’ensemble générique BM×N comme il suit
∀(M,N) ∈ {N∗ \ {1}}2,M ≤ N, BM×N = {B ∈ CM×N | ∃A ∈ AN×M telle que B = A‡}.
(2.8)
Ainsi B1 ∈ BNs×No1 et B2 ∈ BNs×No2 .
Remarque : Comme les matrices D(g)k sont diagonales pour tout k, il existe alors un lien
direct entre la relation (2.2) et la décomposition CP d’un tenseur complexe d’ordre trois. En
effet, (2.2) peut s’écrire comme la décomposition terme à terme suivante
M
(g)
k,i1i2
=
Ns∑
j=1
D
(g)
k,jjA1,i1jA
(∗)
2,i2j
(2.9)
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où A(∗)2,i2j = A2,i2j quand A
†
2 = A
T
2 dans (2.2) et A
(∗)
2,i2j
= A∗2,i2j quand A
†
2 = A
H
2 . L’expression
(2.9) peut directement être lue comme la décomposition CP suivante
M
′′(g)
i1i2k
=
Ns∑
j=1
A1,i1jA
(∗)
2,i2j
A3,kj (2.10)
où A3,kj = D
(g)
k,jj et M
′′(g)
i1i2k
= M
(g)
k,i1i2
pour tout i1 ∈ {1, . . . , No1}, i2 ∈ {1, . . . , No2} et k ∈ K.
L’expression (2.10) est directement la décomposition CP du tenseur d’ordre trois M′′(g) =(
M
′′(g)
i1i2k
)
.
2.1.2 Ensembles importants
Dans le cadre des télécommunications numériques, par exemple, on considère générale-
ment des ensembles particuliers de matrices : les ensembles complexes symétriques et hermi-
tiens. Ces deux types d’ensembles sont constitués de matrices carrées de dimensions No×No
(No ∈ N∗ \ {1}) présentant des symétries particulières. Ainsi pour les deux modèles, nous
aurons A1 = A2 = A avec A ∈ ANo×Ns .
Ensemble de matrices complexes symétriques : On considère un ensembleM(s) de K
matrices complexes symétriques
M(s) = {M(s)k ∈ CNo×No , k ∈ K}. (2.11)
Les matrices de cet ensemble admettent chacune la décomposition
M
(s)
k = AD
(s)
k A
T (2.12)
où A ∈ ANo×Ns et les matrices D(s)k ∈ CNs×Ns sont toutes diagonales et non nulles. De façon
similaire au cas général (paragraphe 2.1.1), pour diagonaliser cet ensemble de matrices, le but
est d’estimer une matrice B ∈ BNs×No (2.8) telle que les matrices transformées
M
′(s)
k = BM
(s)
k B
T (2.13)
soient toutes diagonales. Et idéalement, on aura la relation
B = A‡. (2.14)
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Ensemble de matrices hermitiennes : On considère un ensemble M(h) de K matrices
hermitiennes
M(h) = {M(h)k ∈ CNo×No , k ∈ K}. (2.15)
Les matrices de cet ensemble admettent chacune la décomposition
M
(h)
k = AD
(h)
k A
H (2.16)
où A ∈ ANo×Ns et D(h)k ∈ RNs×Ns sont toutes diagonales et non nulles. Pour que les matrices
M
(h)
k présentent une symétrie hermitienne, c.à.d. M
(h)
k,ji = M
(h) ∗
k,ij , il est nécessaire que les
matrices D(h)k soient à valeurs réelles. Toutefois, on peut étendre ce modèle pour des matrices
D
(h)
k ∈ CNs×Ns en opérant au préalable sur l’ensembleM(h). En effet, dans cette configuration,
on ne s’intéressera qu’à la partie hermitienne des matrices Mhk définie comme
M
(h)
k,herm =
M
(h)
k +M
(h)H
k
2
. (2.17)
En effet, d’après (2.16) si D(h)k ∈ CNs×Ns alors on peut écrire
M
(h)
k = A
(<(D(h)k ) + ı=(D(h)k ))AH
= A<(D(h)k )AH + ıA=(D(h)k )AH
=M
(h)
k,herm + ıM
(h)
k,aherm (2.18)
où ı2 = −1 et M(h)k,herm et M(h)k,aherm sont respectivement les parties hermitiennes et anti-
hermitiennes des M(h)k , avec
M
(h)
k,aherm =
M
(h)
k −M(h)Hk
2ı
. (2.19)
De (2.18), on déduit simplement
M
(h)H
k = A
(<(D(h)k )− ı=(D(h)k ))AH
=M
(h)
k,herm − ıM(h)k,aherm (2.20)
Ainsi avec (2.18) et (2.20), on retrouve bien (2.17) et on obtient bien un ensemble de matrices
hermitiennes sans pour autant avoir modifié A.
Encore une fois, de façon similaire au cas général (paragraphe 2.1.1), pour diagonaliser
l’ensemble de matricesM(h), le but est d’estimer une matrice B ∈ BNs×No (2.8) telle que les
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matrices transformées
M
′(h)
k = BM
(h)
k B
H (2.21)
soient toutes diagonales. Et idéalement, on aura exactement (2.14).
Remarque : De manière générale, la diagonalisation conjointe s’applique aussi à des en-
sembles de matrices réelles. Pour cela, il suffit de remplacer toutes les matrices complexes du
paragraphe 2.1 par des matrices réelles de mêmes dimensions et de même nature. Ainsi pour
la diagonalisation conjointe d’un ensemble de matrices réelles non-symétriques, on se réfèrera
au paragraphe 2.1.1 et pour des matrices symétriques au paragraphe 2.1.2 (avec des matrices
réelles, les cas complexes symétriques et hermitiens sont strictement équivalents).
2.2 Diagonalisation conjointe de tenseurs d’ordre trois
Nous abordons ici la diagonalisation conjointe non-unitaire d’ensembles de tenseurs d’ordre
trois complexes, tout d’abord dans le cadre général non-symétrique (proche d’une décom-
position CP classique), puis nous nous intéressons aux ensembles de tenseurs d’ordre trois
symétriques et ceux admettant une décomposition INDSCAL (pour INdividual Differences
SCALing) [16]. Ces deux derniers ensembles sont très utilisés, notamment dans le domaine
de la séparation de sources de télécommunications numériques.
2.2.1 Ensemble de tenseurs complexes non-symétriques
On considère un ensemble T (g) de K (K ∈ N∗) tenseurs d’ordre trois complexes non-
symétriques de dimensions No1 ×No2 ×No3 , avec (No1 , No2 , No3) ∈
{
N∗ \ {1}}3, défini de la
manière suivante
T (g) = {T(g)(k) ∈ CNo1×No2×No3 , k ∈ K}. (2.22)
On suppose que les tenseursT(g)(k) ∈ T (g) respectent la décomposition terme à terme suivante
T
(g)
i1i2i3
(k) =
∑
j1,j2,j3
D
(g)
j1j2j3
(k)A1,i1j1A2,i2j2A3,i3j3 (2.23)
où les matrices facteurs A1 ∈ ANo1×Ns , A2 ∈ ANo2×Ns et A3 ∈ ANo3×Ns (2.3) sont de rang
plein en colonne et pour tout k ∈ K, les tenseurs D(g)(k) ∈ CNs×Ns×Ns sont non nuls et
diagonaux c.à.d.
Dj1j2j3(k) = Dj1j2j3(k)δj1j2j3 (2.24)
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où
δj1j2j3 = 1 si j1 = j2 = j3
= 0 sinon. (2.25)
Par la suite, par volonté de simplification, on notera la relation (2.23) de la façon suivante
T(g)(k) = D(g)(k)×1 A1 ×2 A2 ×3 A3. (2.26)
Dans toute la suite, on suppose que Ns ≤ min(No1 , No2 , No3).
Le but de la diagonalisation conjointe de tenseurs d’ordre trois est, à partir du seul
ensemble T (g)(k), d’estimer des matrices diagonalisantes B1 ∈ BNs×No1 , B2 ∈ BNs×No2 et
B3 ∈ BNs×No3 (2.8) de rang plein en ligne telles que les tenseurs transformés
T′(g)(k) = T(g)(k)×1 B1 ×2 B2 ×3 B3 (2.27)
soient tous diagonaux. Idéalement, T′(g)(k) seront égaux à D(g)(k), ainsi d’après (2.27) et
(2.23), on aura
D(g)(k) = D(g)(k)×1 (B1A1)×2 (B2A2)×3 (B3A3) , (2.28)
avec
B1A1 = INs , B2A2 = INs et B3A3 = INs . (2.29)
Ainsi les matrices B1, B2 et B3 sont les pseudo-inverses respectives de A1, A2 et A3,
B1 = A
‡
1, B2 = A
‡
2 et B3 = A
‡
3. (2.30)
Remarque : Ici encore, comme les tenseurs D(g)(k) sont diagonaux pour tout k, il existe
un lien direct entre la décomposition (2.23) et la décomposition CP d’un tenseur complexe
d’ordre quatre. En effet, on a
T
(g)
i1i2i3
(k) =
Ns∑
j=1
Djjj(k)
(g)A1,i1jA2,i2jA3,i3j (2.31)
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qui peut directement être écrit comme
T
′′(g)
i1i2i3k
=
Ns∑
j=1
A1,i1jA2,i2jA3,i3jA4,kj (2.32)
où A4,kj = D
(g)
jjj(k) et T
′′(g)
i1i2i3k
= T
(g)
i1i2i3
(k) pour toutes les valeurs des indices. L’expression
(2.32) est la décomposition CP du tenseur d’ordre quatre T′′(g) =
(
T
′′(g)
i1i2i3k
)
.
2.2.2 Ensembles importants
En séparation de sources, la diagonalisation conjointe d’ensembles de tenseurs complexes
d’ordre trois particuliers s’avère très importante. C’est notamment le cas des ensembles de
tenseurs suivant le modèle INDSCAL ou encore symétrique.
Ensemble de tenseurs admettant une décomposition INDSCAL : La décomposition
INDSCAL diffère du modèle général (2.26) par le fait que deux des matrices facteurs sont
identiques. Ici, on considèrera
A2 = A1.
On considère un ensemble T (I) de K tenseurs d’ordre trois complexes de dimensions
No1 ×No1 ×No3 , avec (No1 , No3) ∈
{
N∗ \ {1}}2, défini de la manière suivante
T (I) = {T(I)(k) ∈ CNo1×No1×No3 , k ∈ K}. (2.33)
On suppose, cette fois, que les tenseurs T(I)(k) ∈ T (I) respectent la décomposition simplifiée
suivante
T(I)(k) = D(I)(k)×1 A1 ×2 A1 ×3 A3 (2.34)
avec A1 ∈ ANo1×Ns et A3 ∈ ANo3×Ns et où tous les tenseurs D(I)(k) ∈ CNs×Ns×Ns sont
diagonaux et non nuls.
Comme dans le cas général (paragraphe 2.2.1), la diagonalisation conjointe de l’ensemble
T (I) consiste en l’estimation de matrices B1 ∈ BNs×No1 , et B3 ∈ BNs×No3 telles que les tenseurs
transformés
T′(I)(k) = T(I)(k)×1 B1 ×2 B1 ×3 B3 (2.35)
soient tous diagonaux. Ainsi, idéalement, on aura B1 = A‡1 et B3 = A
‡
3.
Remarque : Un cas particulier du modèle INDSCAL est à mettre en lumière. Il s’agit du
cas oùA3 = A∗1. Dans cette thèse, ce modèle est appelé INDSCAL hermitien, noté INDSCALh.
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Un ensemble de K tenseurs T(h)(k) admettant ce modèle est défini de la manière suivante
T(h)(k) = D(h)(k)×1 A1 ×2 A1 ×3 A∗1 (2.36)
avec A1 ∈ ANo1×Ns et où tous les tenseurs D(h)(k) ∈ CNs×Ns×Ns sont diagonaux et non nuls.
Ce type d’ensembles de tenseurs peut être obtenu aisément par calcul de cumulants d’ordre
quatre d’un ensemble de signaux complexes, comme nous le verrons par la suite.
Ensemble de tenseurs symétriques : Le modèle symétrique diffère du modèle général
(2.26) par le fait que toutes les matrices facteurs sont identiques. Ici, on choisira
A3 = A2 = A1 = A
avec A ∈ ANo×Ns et où No ∈ N∗ \ {1}.
On considère un ensemble T (s) de K tenseurs d’ordre trois complexes de dimensions
No ×No ×No défini de la manière suivante
T (s) = {T(s)(k) ∈ CNo×No×No , k ∈ K}. (2.37)
On suppose, cette fois, que les tenseurs T(s)k ∈ T (s) admettent la décomposition simplifiée
suivante
T(s)(k) = D(s)(k)×1 A×2 A×3 A (2.38)
avec A ∈ ANo×Ns et où les tenseurs D(s)(k) ∈ CNs×Ns×Ns sont diagonaux et non nuls. Comme
les trois matrices facteurs sont égales, nous simplifierons l’expression (2.38) de la manière
suivante
T(s)(k) = D(s)(k)×(3) A. (2.39)
Comme dans le cas général (paragraphe 2.2.1), la diagonalisation conjointe de l’ensemble
T (s) consiste en l’estimation d’une matrice B ∈ BNs×No telle que les tenseurs transformés
T′(s)(k) = T(s)(k)×(3) B (2.40)
soient tous diagonaux. Ainsi, idéalement, on aura B = A‡.
Remarque : Bien évidemment, comme pour les matrices, on peut aussi diagonaliser
conjointement des tenseurs réels d’ordre trois. Pour cela, il suffit de remplacer tous les ten-
seurs et les matrices complexes du paragraphe 2.2 par des tenseurs et des matrices réels de
mêmes dimensions et de même nature. Ainsi pour la diagonalisation conjointe d’un ensemble
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de tenseurs réels non-symétriques, on se réfèrera au paragraphe 2.2.1 et pour des tenseurs
symétriques ou admettant une décomposition INDSCAL, au paragraphe 2.2.2.
En séparation de sources, dans le domaine des télécommunications numériques, les en-
sembles de matrices ou de tenseurs sont généralement construits à l’aide de statistiques d’ordre
supérieur. Ainsi, de tels ensembles présentent des propriétés de symétrie. Comme cette thèse
a été réalisée dans le cadre applicatif de signaux de télécommunications numériques, nous
nous sommes principalement concentrés, dans le cas matriciel, sur les ensembles de matrices
complexes symétriques et hermitiennes (paragraphe 2.1.2) et dans le cas tensoriel, sur les
ensembles de tenseurs complexes symétriques et INDSCALh (paragraphe 2.2.2). Toutefois,
par soucis de comparaison, nous avons aussi confronté notre approche de diagonalisation
conjointe non-unitaire de tenseurs non-symétriques d’ordre trois (paragraphe 2.2.1) avec la
décomposition CP d’un tenseur d’ordre quatre.
2.3 Lien avec l’ICA et la séparation de sources
Dans ce paragraphe, nous rappelons, dans un premier temps, ce qu’est le problème de
séparation de sources dans le cadre de mélanges linéaires et instantanés, en lien avec l’ICA.
Puis, dans un second temps, nous montrons les relations avec la diagonalisation conjointe.
2.3.1 La séparation de sources
En séparation de sources, on dispose d’un nombre fini d’observations résultant du mé-
lange instantané de signaux d’intérêt supposés indépendants (ICA) et appelés sources. Un tel
mélange se modélise de la manière suivante [59]
y(t) = As(t) + b(t) = x(t) + b(t) (2.41)
où s(t) est le vecteur source de dimension Ns × 1, A est la matrice de mélange No ×Ns, b(t)
est le vecteur de bruit additif de dimension No × 1 (il peut représenter le bruit de mesure,
l’erreur d’estimation ou l’erreur de modèle), y(t) est le vecteur d’observations No × 1, tandis
que le vecteur x(t) de dimension No × 1 représente les observations non bruitées. La figure
2.1 schématise le modèle (2.41).
On suppose que ce modèle respecte les hypothèses classiques suivantes :
• les sources si(t) sont des signaux aléatoires non gaussiens, statistiquement indépen-
dants, de moyenne nulle et de puissance unitaire.
• la matrice de mélange A est de rang plein en colonne
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+
+A
b(t)
x(t)s(t) y(t)
Figure 2.1 – Schéma classique d’un mélange linéaire instantané
• le bruit b(t) est gaussien, de moyenne nulle et indépendant des signaux sources.
Pour plus de précisions concernant le mélange, si No < Ns, il y a plus de sources que d’observa-
tions, on dit que le problème est sous-déterminé, la matrice de mélange A sera alors supposée
de rang plein en ligne, avec toutes ses colonnes distinctes deux à deux. Si, au contraire,
Ns ≤ No, le problème sera dit surdéterminé et A sera supposée de rang plein en colonne. Par
la suite, nous ne nous intéresserons qu’au cas surdéterminé.
Les sources étant non-observables et la matrice de mélange inconnue, le but de la sépa-
ration de sources est donc d’estimer une matrice B, appelée matrice de séparation, telle que
le vecteur
s′(t) = Bx(t) (2.42)
corresponde au vecteur source recherché. Pour cela, on contraint l’indépendance des com-
posantes de s′(t) afin d’estimer une matrice de séparation B satisfaisante. On parle alors
d’analyse en composantes indépendantes [29]. On cherche à retrouver l’indépendance des
sources perdue lors du mélange. Idéalement, on voudrait donc avoir s′(t) = s(t), autrement
dit B = A‡. Cependant, on restaure la propriété d’indépendance dès lors que l’on a
BA = DP (2.43)
où D est une matrice diagonale inversible et P est une matrice de permutation. En séparation
de sources, ces matrices D et P sont considérées comme les indéterminations classiques lors-
qu’on estime une matrice de séparation. La figure 2.2 schématise le cas idéal, c.à.d. non-bruité.
A
x(t)s(t)
B
s'(t)
Figure 2.2 – Schéma de la séparation de source dans le cas non-bruité
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Bien sûr, il est peu probable d’avoir accès à des observations non-bruitées. Le but est
donc, en général, d’estimer une matrice de séparationB à partir des observations bruitées, telle
que le vecteur s′(t) corresponde le plus possible aux signaux sources. La figure 2.3 schématise
la séparation de sources dans le cadre général.
+
+A
b(t)
x(t)s(t) y(t)
B
s'(t)
Figure 2.3 – Schéma de la séparation de sources dans le cadre général
Deux types de méthodes sont envisagées pour traiter le problème de séparation de sources.
La première consiste à se placer avec le cadre de mélanges unitaires [29], c.à.d. AHA = I
où I est la matrice identité. Auquel cas, on peut traiter le cas des mélanges non-unitaires
en passant par une étape de prétraitement appelée blanchiment. Le blanchiment est en fait
une décorrélation des observations associée à une normalisation en puissance. Après une telle
étape de prétraitement, la matrice de séparation à estimer est unitaire. Ainsi, comme le montre
le schéma de la figure 2.4, la matrice B de la figure 2.3 se décomposera en une matrice de
blanchimentW et une matrice de séparation unitaireQ. La seconde méthode consiste à traiter
directement le problème de séparation de sources dans le cadre de mélanges non-unitaires [63],
ainsi on estime une matrice de séparation B qui sera elle aussi non-unitaire (voir figure 2.3).
+
+A W Q
b(t)
x(t)s(t) y(t) w(t) s'(t)
Figure 2.4 – Schéma de séparation de sources avec blanchiment des observations
2.3.2 La diagonalisation conjointe comme méthode de séparation de
sources
Afin de traiter le problème de séparation de sources, de nombreuses méthodes ont été
développées. Parmi elles, on trouve les méthodes de diagonalisation conjointe qui tirent, qua-
siment toutes, leur origine des travaux de Cardoso et Souloumiac [14]. Ce sont ces méthodes
de diagonalisation conjointe qui nous intéressent particulièrement dans le cadre de cette thèse.
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Afin d’utiliser la diagonalisation conjointe, on peut construire des ensembles de matrices
ou de tenseurs que l’on qualifiera de cibles, à partir du modèle de mélange linéaire et instantané
(2.41). Pour cela, on estime, en général, des statistiques issues des observations que l’on range,
ensuite, dans des matrices ou des tenseurs. Enfin, des décompositions algébriques sont mises
en place afin de diagonaliser conjointement les matrices ou tenseurs de ces ensembles cibles.
Les statistiques qui peuvent être considérées sont nombreuses. Ici, nous prendrons seulement
l’exemple des cumulants d’ordre quatre (statistiques d’ordre supérieur) qui peuvent aussi bien
être utilisés pour la construction d’ensembles de matrices cibles ou de tenseurs cibles.
Pour un mélange non-bruité, considérons les cumulants d’ordre quatre suivants
Ca,b,c,dx, 1 = Cum(xa, xb, xc, xd) (2.44)
Ca,b,c,dx, 2 = Cum(xa, x
∗
b , xc, xd) (2.45)
Ca,b,c,dx, 3 = Cum(xa, xb, x
∗
c , x
∗
d) (2.46)
avec (a, b, c, d) ∈ {1, . . . , No}.
Remarque : Certains de ces cumulants peuvent présenter des propriétés particulières en fonc-
tion de la circularité des signaux considérés [26]. Un signal x est dit circulaire, au sens strict, si
sa loi de probabilité est invariante par rotation. Pour un tel signal, on a la propriété suivante
E(xi1 . . . xipx
∗
j1
. . . x∗jq) = 0 (2.47)
pour tout (ik, jk) ∈ {1, . . . , No}p+q et pour p 6= q. Le signal x est dit circulaire à l’ordre n si
(2.47) est vérifié pour tout p+ q = n avec p 6= q. Ainsi, notons que, pour tout type de signaux
circulaires, le cumulant (2.45) sera nul. Le cumulant (2.44) sera nul, quant à lui, pour des
signaux circulaires à l’ordre au moins quatre. Finalement, (2.45) ne concerne que les signaux
non circulaires, (2.44) sera utilisé pour des signaux non-circulaires à l’ordre quatre et (2.46)
sera utilisable pour tout type de signaux.
A partir de ces statistiques d’ordre quatre, on va pouvoir construire des matrices et des
tenseurs d’ordre trois directement en lien avec le modèle (2.41).
Pour les matrices : On peut considérer
(Mc,dx, 1)a,b = C
a,b,c,d
x, 1 (2.48)
(Mc,dx, 2)a,b = C
a,b,c,d
x, 2 (2.49)
(Mc,dx, 3)a,b = C
a,b,c,d
x, 3 . (2.50)
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En remplaçant x(t) par son expression dans (2.41), on obtient
Mc,dx, 1 = AM
c,d
s,x,1A
T (2.51)
Mc,dx, 2 = AM
c,d
s,x,2A
H (2.52)
Mc,dx, 3 = AM
c,d
s,x,3A
T (2.53)
où les matrices
Mc,ds,x,1 = Cum(sa, sb, xc, xd) (2.54)
Mc,ds,x,2 = Cum(sa, s
∗
b , xc, xd) (2.55)
Mc,ds,x,3 = Cum(sa, sb, x
∗
c , x
∗
d) (2.56)
sont diagonales car les sources sont supposées statistiquement indépendantes.
Ainsi, à partir de cumulants d’ordre quatre, il est possible de construire des ensembles
de matrices symétriques ou hermitiennes conjointement diagonalisables. Les décompositions
considérées en (2.54) et (2.56) se modélisent génériquement par des matrices symétriques
(2.12)
Mk = ADkA
T avec k ∈ K (2.57)
où Dk sont des matrices diagonales. Quant à la décomposition considérée en (2.55), elle se
modélise de façon générique par des matrices hermitiennes (2.16)
Mk = ADkA
H avec k ∈ K. (2.58)
Pour les tenseurs d’ordre trois : On peut considérer
(Tdx, 1)a,b,c = C
a,b,c,d
x, 1 (2.59)
(Tdx, 2)a,b,c = C
a,b,c,d
x, 2 (2.60)
(Tdx, 3)a,b,c = C
a,b,c,d
x, 3 . (2.61)
En remplaçant x(t) par son expression dans (2.41), on obtient
Tdx, 1 = T
d
s,x,1 ×(3) A (2.62)
Tdx, 2 = T
d
s,x,2 ×1 A×2 A∗ ×3 A (2.63)
Tdx, 3 = T
d
s,x,3 ×1 A×2 A×3 A∗ (2.64)
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où les tenseurs
Tds,x,1 = Cum(sa, sb, sc, xd) (2.65)
Tds,x,2 = Cum(sa, s
∗
b , sc, xd) (2.66)
Tds,x,3 = Cum(sa, sb, s
∗
c , x
∗
d) (2.67)
sont diagonaux car les sources sont supposées statistiquement indépendantes.
Ainsi, à partir de cumulants d’ordre quatre, il est aussi possible de construire des en-
sembles de tenseurs d’ordre trois symétriques ou INDSCALh, conjointement diagonalisables.
La décomposition considérée en (2.65) se modélise génériquement par des tenseurs symétriques
(2.39)
T(k) = D(k)×(3) A avec k ∈ K (2.68)
où D(k) sont des tenseurs diagonaux. Quant aux décompositions considérées en (2.66) et
(2.67), elles se modélisent de façon générique, respectivement, par les tenseurs T2(k) et T3(k)
admettant, pour tout k ∈ K, les décompositions INDSCALh suivantes
T2(k) = D2(k)×1 A×2 A∗ ×3 A (2.69)
T3(k) = D3(k)×1 A×2 A×3 A∗ (2.70)
où D2(k) et D3(k) sont des tenseurs diagonaux.
Remarque : Il est important de noter que les matrices cibles et tenseurs cibles sont estimés
à partir de statistiques calculées sur un nombre fini d’observations. Cela induit une erreur
d’estimation et de ce fait, la diagonalisation conjointe de ces ensembles ne pourra pas être
exacte mais seulement approchée.
2.4 Etat de l’art des méthodes de diagonalisation conjointe
Actuellement, de nombreux algorithmes de diagonalisation conjointe d’ensembles de ten-
seurs sont basés sur une étape de dépliement des tenseurs de façon à pouvoir ensuite utiliser
des algorithmes de diagonalisation conjointe de matrices. Si on se contente d’un dépliement
basique, deux problèmes peuvent se poser. En effet, on considère un tenseur T ∈ CN×N×N et
les N matrices Mz ∈ CN×N , z ∈ {1, . . . , N} correspondant au dépliement basique de T selon
le troisième mode, c.à.d. tels que, pour tout (x, y, z) ∈ {1, . . . , N}3,
Mz, xy = Txyz. (2.71)
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La diagonalisation de T consiste à minimiser ses N(N2−1) termes hors-diagonaux tandis que
la diagonalisation conjointe desMz consiste à minimiser, pour chacune des matrices, N(N−1)
termes hors-diagonaux, soit un total de N2(N−1) termes. Ces deux types de diagonalisations
ne sont donc clairement pas équivalents. La figure 2.5 met en avant les différences entre ces
deux approches. Notons, aussi, que si on traite un problème de diagonalisation conjointe
Figure 2.5 – Position des composantes non minimisées lors de la diagonalisation du tenseur
T pour N = 10, à gauche lors de la diagonalisation directe du tenseur, à droite en passant
par la diagonalisation conjointe des matrices constituant les tranches de T selon le troisième
mode
de tenseurs d’ordre trois à l’aide d’un algorithme de diagonalisation conjointe de matrices
en passant par un dépliement basique, seules deux matrices diagonalisantes seront estimées.
Les informations de la troisième matrice diagonalisante restent contenues dans l’ensemble de
matrices diagonalisées. S’il est nécessaire d’estimer cette matrice, il s’agira alors de mettre
en place un protocole de dépliement spécifique des tenseurs cibles afin de ne pas perdre
d’information.
Dans ce paragraphe nous faisons un état de l’art des méthodes de diagonalisation conjointe
de matrices. Dans tout ce paragraphe, afin de simplifier les explications, nous nous placerons
dans le cas où toutes les matrices du problème sont carrées de dimensions Ns ×Ns et où les
matrices facteurs sont identiques A1 = A2 = A et donc les matrices diagonalisantes aussi
B1 = B2 = B (voir paragraphe 2.1.2).
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2.4.1 Approches envisagées
Dans la littérature, différentes approches sont envisagées pour la diagonalisation conjointe
d’un ensemble de matrices. Nous rappelons que le but d’une telle opération est d’estimer la
matrice diagonalisante permettant de diagonaliser conjointement de façon exacte ou approchée
l’ensemble des matrices cibles. Pour cela, deux grandes catégories d’approches se distinguent.
Approches globales : Le premier type d’approches consiste à estimer la matrice diago-
nalisante de manière globale, c.à.d. que l’on va estimer toutes les composantes de la matrice
diagonalisante simultanément, comme c’est le cas par exemple pour la décomposition en
éléments propres généralisée (GEVD) et la décomposition en valeurs singulières généralisée
(GSVD). C’est, notamment, ce type d’approches qui a été envisagé pour l’algorithme EJD
(pour Exact Joint Diagonalization) développé par Yeredor [133]. EJD fournit une solution
sous-optimale et non-itérative en calculant deux matrices représentatives de l’ensemble de
matrices cibles puis en les diagonalisant conjointement à l’aide d’une GEVD. L’algorithme
DIEM (pour Diagonalization using Equivalent Matrices) développé par Chabriel et Barrère et
présenté dans [22] est, lui aussi, construit sur une approche globale. DIEM s’appuie sur EJD.
Toutefois, la méthode proposée est plus robuste. Tichavsky` et Yeredor ont aussi développé un
algorithme selon cette approche, dénommé U-WEDGE (pour Uniformly-Weighted Exhaus-
tive Diagonalization with Gauss itErations) et présenté dans [114]. Dans cet algorithme la
matrice diagonalisante, judicieusement initialisée, est ensuite estimée itérativement à l’aide
d’une méthode de Gauss. Parmi les approches globales, on peut aussi citer, FFDiag (pour Fast
Frobenius Diagonalization) développé par Ziehe et al. et proposé dans [135]. Cet algorithme
itératif repose sur des étapes de mise à jour quasi-Newton. L’algoritme NOODLES (pour NOn
Orthogonal Decomposition of compLEx matrix Sets), développé par Trainini et Moreau dans
[118], a pour particularité de pouvoir diagonaliser conjointement des ensembles contenant des
matrices complexes symétriques et des matrices hermitiennes. C’est un algorithme itératif de
gradient conjugué qui permet d’estimer la matrice diagonalisante. NOODLES et FFDiag sont
assez proches dans leurs structures.
Approches locales : Le second type d’approches, que l’on qualifiera de locales, consiste à
décomposer le problème initial de grandes dimensions parfois compliqué à résoudre, en plu-
sieurs problèmes bien plus abordables. On va donc mettre en place des algorithmes itératifs
permettant d’estimer une partie des paramètres de la matrice diagonalisante, les autres para-
mètres étant fixés. Ainsi, par un système de balayage, toutes les composantes de cette matrice
seront estimées.
Parmi les algorithmes utilisant ce type d’approches, on retrouve FAJD (pour Fast Ap-
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proximate Joint Diagonalization) présenté dans [70] par Li et Zhang. Cet algorithme, à chaque
itération, va mettre à jour une seule colonne de la matrice diagonalisante, les autres colonnes
étant considérées fixées. Vollgraff et Obermayer [124] propose l’algorithme QDIAG (pour
Quadratic DIAGonalization) qui estime chaque vecteur ligne de la matrice diagonalisante al-
ternativement par un calcul de vecteurs propres. Dans [132], Yeredor présente l’algorithme
AC-DC (pour Aternating Columns - Diagonal Centers) qui consiste en l’estimation de la
matrice facteur et des matrices diagonales contenant les sources en deux étapes itératives.
Durant la première étape (AC), on estime une colonne de la matrice facteur, en gardant les
paramètres des autres colonnes ainsi que des matrices sources fixés. La seconde étape (DC)
permet l’estimation des composantes des matrices sources, les matrices de mélanges étant,
bien entendu, fixées. Notons toutefois que pour assurer la convergence de l’algorithme, une
seule étape DC est suivie de plusieurs étapes AC.
Toujours parmi ces approches locales, les procédures de Jacobi (dans le cas de mélanges
unitaires) et de type Jacobi (dans le cas de mélanges non-unitaires) sont à mettre en lumière.
Ces procédures ont pour but de décomposer la matrice diagonalisante en un produit de ma-
trices élémentaires possédant chacune au maximum quatre composantes utiles. Pour illustrer
une telle décomposition, on considère la matrice diagonalisante B ∈ BNs×Ns (2.8). En utilisant
une procédure de type Jacobi, cette matrice B sera décomposée en un produit de Ns(Ns−1)
2
matrices élémentaires Bij telles que
B =
Ns−1∏
i=1
Ns∏
j=i+1
Bij (2.72)
avec pour tout (i, j) ∈ N 2s = {1, . . . , N}, i < j
Bij =

1 0 · · · · · · 0
0 Bijii
. . . Bijij
...
... . . . . . . . . .
...
... Bijji
. . . Bijjj 0
0 · · · · · · 0 1

. (2.73)
Ainsi avec un balayage itératif de toutes les paires (i, j) possibles avec i < j et une mise
à jour régulière des matrices cibles, on obtient une estimation de la matrice diagonalisante.
Les algorithmes basés sur une procédure de type Jacobi ont l’avantage d’être très simples à
implémenter, d’autant plus si l’estimation des paramètres se fait de manière analytique. Ils
sont aussi potentiellement parallélisables.
Ces vingt dernières années, de nombreux algorithmes de Jacobi ou de type Jacobi ont
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été développés dans le cadre de la diagonalisation conjointe. JADE, proposé par Cardoso et
Souloumiac dans [15], est l’un des tous premiers algorithmes de diagonalisation conjointe. Il
fonctionne dans le cadre de mélanges unitaires avec un ensemble de matrices hermitiennes.
Les matrices élémentaires sont des matrices de Givens (matrices de rotation) et celles-ci sont
estimées à l’aide d’un calcul de vecteurs propres. Dans le cadre de mélange non-unitaire, de
nombreux algorithmes utilisent aussi une paramétrisation particulière des matrices élémen-
taires. C’est le cas d’Afsari dans [1] qui utilise les paramétrisations LU (des matrices tri-
angulaires respectivement inférieures et supérieures) et QR (une matrice orthogonale et une
matrice triangulaire) pour les différents algorithmes qu’il propose dans le cas réel. Ces derniers
ont ensuite été adaptés au cas complexe hermitien par Wang et al. dans [127]. Souloumiac
dans [109] puis Mesloub et al. dans [78] ont développé respectivement les algorithmes J-Di
(pour Joint-Diagonalization) et CJDi (pour Complex J-Di) en décomposant chaque matrice
élémentaire comme le produit d’une matrice de Givens et d’une matrice de rotation hyperbo-
lique. Dans [126], Wang et al. proposent l’algorithme DNJD (pour Distinctively Normalized
Joint Diagonalization). Dans ce dernier, les matrices élémentaires sont paramétrées de façon
similaire à des matrices de rotation mais dépendant de deux angles distincts. D’autres algo-
rithmes de type Jacobi n’utilisent pas de paramétrisation, c’est le cas, notamment, de JTJD
(pour Jacobi Tranformations for Joint Diagonalization) développé par Guo et al. dans [56].
Dans cet algorithme, pour chaque couple (i, j) avec i < j, des matrices 2×2 sont extraites aux
intersections des lignes et colonnes i et j des matrices cibles. Par recherche de valeurs propres,
on trouve deux matrices 2× 2 “représentatives” des matrices cibles extraites. Enfin ces deux
matrices “représentatives” sont diagonalisées conjointement par recherche de vecteurs propres
afin d’estimer les paramètres de la matrice élémentaire correspondante.
2.4.2 Un problème d’optimisation
La diagonalisation conjointe approchée est traitée, la plupart du temps, comme un pro-
blème d’optimisation. Pour cela, chaque algorithme s’appuie sur un critère qu’il s’agira d’op-
timiser. Un tour d’horizon des critères utilisés en diagonalisation conjointe est fait dans [24].
Il en existe de quatre types : le critère direct, le critère inverse, le critère mixte et la log-
vraisemblance. Dans ce paragraphe, nous détaillons ces différents critères.
Critère direct : Le critère direct est une mesure de l’erreur, au sens des moindres carrés,
entre les matrices cibles et leur modèle supposé. Il est défini de la manière suivante
Jdirect(A,Dk) =
K∑
k=1
‖Mk −ADkA† ‖2 . (2.74)
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En minimisant ce critère, on va pouvoir estimer la matrice facteur A et les K matrices dia-
gonales Dk avec k ∈ K. Le critère a été proposé initialement par Wax et Sheinvald [129] dans
le cas de mélanges unitaires. Par la suite, il a été utilisé pour des mélanges non-unitaires,
notamment par Van der Veen qui propose de minimiser ce critère à l’aide d’une technique
faisant correspondre des sous-espaces [122]. Ensuite, Yeredor a proposé un schéma d’optimi-
sation efficace dans son algorithme AC-DC [133]. Plus récemment, Zheng et Feng ont proposé
un algorithme basé sur une méthode de région de confiance hybride [134]. Notons aussi l’algo-
rithme DIEM [22], dans lequel l’optimisation d’un critère direct sous-optimal est proposée afin
d’obtenir une solution approchée et non-itérative. DIEM permet aussi de traiter un problème
non-symétrique, c.à.d. avec deux matrices facteurs différentes (2.2). Le critère direct présente
l’avantage de pouvoir traiter les cas où A n’est pas carré. Par exemple, De Lathauwer et
Castaing s’attaquent à un problème sous-déterminé, c.à.d. où A possède plus de colonnes que
de lignes [36].
Critère inverse : Le critère inverse est défini de la manière suivante
Jinverse(B) =
K∑
k=1
‖ ZDiag{BMkB†} ‖2 (2.75)
Ce critère est une mesure de la diagonalité. La minimisation de Jinverse va donc permettre
d’estimer une matrice diagonalisante. Toutefois, la minimisation de (2.75) admet une solution
triviale et non désirée B = 0 où 0 est la matrice nulle. Or la matrice diagonalisante B à
estimer doit appartenir à l’ensemble BNs×Ns et donc être inversible. Ainsi, pour éviter la
solution B = 0 ou toute autre solution singulière et assurer l’inversibilité de B plusieurs
solutions ont été envisagées dans l’état de l’art.
• B est imposé unitaire. On utilise cette contrainte dans le cas de mélanges unitaires
ou encore dans le cas de mélanges non-unitaires mais avec une étape de blanchiment
préalable. Cardoso et Souloumiac ont utilisé cette contrainte pour JADE qui a pour
but de diagonaliser des matrices hermitiennes de cumulants d’ordre quatre [15]. Mo-
reau a ensuite généralisé JADE pour toutes les statistiques d’ordre supérieur ou égal à
deux [80]. Dans l’algorithme SOBI qui s’applique à des matrices hermitiennes de sta-
tistiques d’ordre deux, Belouchrani et al. contraignent aussi la matrice diagonalisante
à être unitaire.
• Les lignes de B sont de norme unitaire. Cette contrainte, plus faible que la précédente,
a été adoptée, par exemple, dans [42] et [47].
• Les composantes diagonales de la matriceM′0 = BM0B† doivent être égales à un, avec
M0 qui peut être retenue ou non dans l’ensemble des matrices cibles. En séparation
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de sources, si M0 est la matrice de covariance non retardée des observations, alors
cette contrainte impose que les sources séparées soient de puissance égale et unitaire.
C’est ce type de contrainte qui est considéré dans l’algorithme QDIAG [124].
• La matrice B est à diagonale dominante, ce qui signifie que pour chaque ligne de B le
module de la composante diagonale est supérieur à la somme des modules des com-
posantes hors-diagonales. C’est le cas pour l’algorithme FFDiag [135], où à chaque
itération, la matrice estimée à l’aide du critère (2.75) est contrainte à être à dia-
gonale dominante. Par la suite, Xu et al. ont généralisé FFDiag au cas complexe
[131]. Trainini et Moreau proposent l’utilisation de cette contrainte pour l’algorithme
NOODLES [118] dont la résolution repose sur une méthode de gradient conjugué. La
décomposition suivante est considérée B = I + Z où I est la matrice identité et Z
est une matrice zéro-diagonale. Pour assurer que B soit à diagonale dominante, la
somme des modules de chaque ligne de Z doit donc être inférieure à un. Si ce n’est
pas le cas, il est possible de choisir un pas µ pour le gradient conjugué de façon à ce
que µZ respecte la contrainte précédente.
• Un terme de pénalité est ajouté à (2.75). Li et Wang utilisent comme pénalisation
log | det(B) | puis minimisent alternativement le critère par rapport à chacun des
vecteurs colonnes de B [70]. Si la matrice diagonalisante B n’est pas carrée, Li et al.
optent pour la pénalisation log | det(BBH) | et proposent d’optimiser le critère par
un algorithme du gradient [71]. Wang et al., quant à eux, considèrent deux termes de
pénalité, à savoir ‖ BBH − I ‖2 et ‖ Diag{B − I} ‖2 et implémentent, eux aussi, un
algorithme du gradient [128].
• Le déterminant de la matrice B est égal à un. Cette contrainte est, en général, obtenue
en décomposant la matrice B en produit de deux matrices de déterminant un. Par
exemple, on trouve dans la littérature, la décomposition LU qui est la combinaison de
deux matrices triangulaires, l’une inférieure et l’autre supérieure, et dont les compo-
santes diagonales sont toutes égales à un. Cette décomposition (ou paramétrisation
ou encore factorisation) a été utilisée pour l’algorithme LUJ1D [1], puis pour sa gé-
néralisation au cas complexe hermitien LUCJD (pour LU-based method for Complex
non-orthogonal Joint Diagonalization) dans [127]. La combinaison QR (aussi dénotée
LQ) est aussi fréquemment utilisée pour la factorisation de B, la matrice Q étant une
matrice orthogonale (généralement, il est choisi une matrice de rotation de Givens)
et R (ou L) étant une matrice triangulaire avec ses composantes diagonales toutes
égales à un. Cette décomposition a été envisagée pour les algorithmes QRJ1D [1],
LQCJD (pour LQ-based method for Complex non-orthogonal Joint Diagonalization)
qui est la généralisation de QRJ1D au cas complexe hermitien [127] ou encore pour
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l’algorithme SL, développé par Sørensen et al. [108]. B peut aussi être paramétrée par
une matrice de Givens et une matrice de rotation hyperbolique, comme c’est le cas
pour les algorithmes J-Di [109] ou bien sa version complexe hermitienne CJDi [78].
On peut enfin citer, par exemple, la paramétrisation trigonométrique mise en œuvre
par Wang et al. [126]. Lorsque ces décompositions sont couplées à une procédure de
type Jacobi, alors chaque matrice élémentaire ne dépend plus, au maximum, que de
deux paramètres. Ainsi l’estimation de ces matrices élémentaires peut souvent être
traitée algébriquement.
• Un critère inverse à invariance d’échelle est considéré. Ce critère a été proposé par
Afsari dans [1] et [2] dans le cas de mélanges réels. Il est défini de la manière suivante
Jinverse2(B) =
K∑
k=1
‖Mk −B−1Diag{BMkBT}B−T ‖2 . (2.76)
Tout changement d’échelle au niveau des lignes de B n’aura aucune influence sur
(2.76). Dans [1], Afsari propose deux algorithmes basés sur l’optimisation de ce cri-
tère : LUJ2D et QRJ2D. La matrice diagonalisante B suit une décomposition LU
dans le premier algorithme et une décomposition QR dans le second.
Critère mixte : Il est possible de combiner les critères directs et indirects de manière
efficace. Tichavsky` et Yeredor définissent le critère mixte, pour un ensemble de matrices
cibles réelles symétriques, dans [113] comme
Jmixte(A[i]) =
K∑
k=1
‖ B[i]MkB[i]T −A[i]Diag{B[i]MkB[i]T}A[i]T ‖2 (2.77)
où B[i]MkB[i]T est un ensemble de matrices partiellement diagonalisées avec k ∈ K et i
est l’indice d’itération. Dans ce même article, Tichavsky` et Yeredor proposent l’algorithme
U-WEDGE basé sur l’optimisation du critère (2.77). La méthode employée décrite dans [24]
est la suivante. Il faut dans un premier temps initialiser la matrice de diagonalisation, que
l’on pourra prendre comme l’identité par exemple, ainsi B[0] = I. Chaque itération va ensuite
consister à estimer une matrice A[i] à l’aide de la procédure directe. Cette estimation est
réalisée à l’aide d’une méthode de Gauss-Newton en prenant pour point initial A[i] = I. Il
s’avère qu’avec cette initialisation, on peut se contenter d’une seule itération de la méthode de
Gauss-Newton, car la matrice Hessienne est telle qu’il est possible de l’inverser en résolvant
des ensembles distincts d’équations linéaires 2× 2. Lorsqu’on a trouvé une bonne estimation
de A[i], la matrice diagonalisante est mise à jour pour l’itération suivante. Ainsi B[i+1] =
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A[i]−1B[i]. Notons qu’une version pondérée du critère (2.77) est aussi proposée dans ce même
article [113] et l’algorithme résultant est dénoté WEDGE.
Log-vraisemblance : Ce dernier critère a été développé par Pham, afin de mesurer la diago-
nalité d’un ensemble de matrices définies positives [93]. Plus précisément, Pham avait pour but
de diagonaliser conjointement un ensemble de matrices de covariance estimé à partir de blocs
d’observations distincts. Au niveau du modèle, les sources sont supposées indépendantes et de
variance constante dans chaque bloc, mais variant d’un bloc à l’autre. La log-vraisemblance
est définie dans le cas réel de la manière suivante
JlogV(B) =
K∑
k=1
log
det
(
Diag{BMkBT}
)
det
(
BMkBT
) . (2.78)
Pour optimiser ce critère, Pham propose de maximiser la borne inférieure de la décroissance
de (2.78) au moyen de transformations 2 × 2 dont il calcule les solutions analytiquement.
Notons que ce critère est à invariance d’échelle (tout comme (2.76)) et de plus, il ne nécessite
aucune contrainte sur B. Cependant, comme il est logarithmique, il ne peut être utilisé que
sous contrainte de positivité des matrices cibles. Une variante pondérée de ce critère est
utilisée par Joho, qui propose de l’optimiser à l’aide d’une méthode de Newton [62]. Todros
et Tabrikian proposent, de leur côté, d’optimiser une approximation de la log-vraisemblance
[115].
2.5 Méthodes proposées pour les algorithmes développés
Dans ce paragraphe, nous présentons les approches proposées, communes aux algorithmes
de diagonalisation conjointe non-unitaire de matrices (chapitre 3) et de tenseurs d’ordre trois
(chapitre 4) développés au cours de cette thèse.
2.5.1 Procédure de Jacobi
Nous proposons des algorithmes basés sur une procédure itérative de type Jacobi. Comme
il a été expliqué au paragraphe 2.4.1, on rappelle que cette procédure permet de décomposer
la matrice diagonalisante B de dimensions Ns×Ns en un produit de Ns(Ns−1)2 matrices élémen-
taires (2.72) notées Bij et définies par (2.73). Ces matrices élémentaires sont de dimensions
Ns × Ns et ne diffèrent de la matrice identité que par leurs quatre composantes situées aux
intersections des i-ème et j-ème lignes et colonnes. Ces quatre composantes utiles peuvent
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être écrites sous la forme de la matrice 2× 2
B˜ij =
(
Bijii B
ij
ij
Bijji B
ij
jj
)
. (2.79)
Ainsi chaque matrice élémentaire Bij est entièrement définie par sa matrice extraite B˜ij que
nous appellerons partie utile de la matrice. Par la suite, lorsque nous évoquerons des matrices
élémentaires, nous les définirons simplement par leurs matrices extraites aux lignes et colonnes
i et j et nous les représenterons à l’aide de l’opérateur (˜·)ij. Chacune des matrices élémen-
taires possède donc au plus quatre paramètres qu’il faudra estimer, contre N2s paramètres
pour matrice B. La procédure de type Jacobi, décompose donc un problème de dimensions
Ns × Ns en Ns(Ns−1)2 problèmes de dimensions 2 × 2. En simplifiant le problème initial de
la sorte, cette procédure permet de mettre en place des méthodes de résolution algébrique.
Toutefois, il est important de noter que, comme cette procédure est itérative, si l’estimation
des paramètres n’est pas faite de manière algébrique, les erreurs numériques risqueront de se
multiplier entrainant une mauvaise estimation de la matrice diagonalisante. Ainsi, pour éviter
toute erreur numérique, dans tous les algorithmes proposés dans cette thèse, nous chercherons
systématiquement une solution analytique aux problèmes élémentaires. Un autre très grand
avantage de cette procédure est la possibilité de paralléliser les calculs. En effet, dans le cas
où la mise à jour des matrices cibles ou tenseurs cibles n’est faite qu’après l’estimation de
toutes les matrices élémentaires, la parallélisation est évidente. Dans le cas où une mise à
jour est faite après chaque estimation d’une matrice Bij, la gestion de l’ordre dans lequel sont
estimées les matrices élémentaires est alors fondamentale.
2.5.2 Critères choisis
Ici, nous considérons la détermination des matrices élémentaires comme un problème
d’optimisation. Il faut donc choisir un critère. En séparation de sources, on va, généralement,
chercher à mesurer la diagonalité des matrices transformées
Mijk = B
ijMkB
ij †. (2.80)
Un critère inverse est donc envisagé. Gardons aussi à l’idée que nous cherchons à mettre
en place une méthode de résolution algébrique, aussi bien dans le cas matriciel que dans le
cas tensoriel. Dans ce dernier cas, que nous traitons sans dépliement, nous avons affaire à
des formes trilinéaires dont la résolution analytique s’avère parfois peu évidente. Il est donc
intéressant de choisir un critère qui ne complexifie pas le problème. Nous choisissons donc de
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considérer le critère inverse classique (2.75). A partir de maintenant et dans toute la suite
du manuscrit, nous le noterons simplement J . Lorsque nous considérerons spécifiquement
les ensembles de matrices complexes symétriques ou hermitiennes, nous dénoterons ce critère
respectivement J (T ) et J (H) et pour les ensembles de tenseurs complexes admettant une
décomposition INDSCALh ou un modèle symétrique, nous le dénoterons respectivement J (h)
et J (s). Appliqué à une matrice élémentaire Bij, ce critère s’écrit
J (Bij) =
K∑
k=1
‖ ZDiag{Mijk } ‖2 . (2.81)
Deux approches différentes seront utilisées afin d’optimiser le critère (2.81). La première,
que l’on qualifie de classique, consiste à minimiser directement (2.81). Pour la seconde, que
l’on appelle approche adaptée, la même minimisation est effectuée, mais cette fois en faisant
l’hypothèse que l’on se situe proche d’une solution diagonalisante. On se trouve dans cette
situation lorsque toutes les composantes hors-diagonales desMk (2.80) sont très petites devant
un. Nous verrons dans les chapitres 3 et 4 que, dans ce cas précis, le critère (2.81) s’écrit de
façon très intéressante, permettant une estimation particulièrement simple et efficace des
paramètres.
Maintenant que notre choix s’est arrêté sur un critère, il s’agit d’estimer les différentes
matrices élémentaires de telle sorte que
B̂ij = argmin
Bij
J (Bij) (2.82)
Toutefois, comme il est mentionné au paragraphe 2.4.2, avec l’utilisation du critère (2.81), il
est nécessaire d’envisager une contrainte afin d’éviter les solutions singulières pour les matrices
Bij et assurer l’inversibilité de la matrice de séparation B.
2.5.3 Contrainte considérée
Nous considérons la contrainte, pour tout (i, j) ∈ N 2s avec i < j
det(Bij) = 1. (2.83)
Ainsi, nous évitons les solutions singulières pour toutes les matrices élémentaires et, comme
la matrice diagonalisante B est égale au produit des Bij (2.72), alors det(B) = 1 et donc B
est inversible. Afin d’assurer (2.83), nous choisissons d’utiliser une décomposition LU pour
chacune des matrices Bij. On peut utiliser une telle décomposition, car il est bien connu que
toute matrice carrée peut s’écrire sous la formeDPLU, oùD est une matrice diagonale, P une
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matrice de permutation et L et U sont des matrices triangulaires, respectivement inférieure
et supérieure avec toutes leurs composantes diagonales égales à un. Or, en diagonalisation
conjointe, la matrice diagonalisante est estimée à des facteurs d’échelle et des permutations
près. D et P sont des indéterminations classiques, on n’en tient donc pas compte et il ne reste
plus que les matrices L et U. Ainsi, les matrices élémentaires peuvent être décomposées de la
manière suivante
Bij = LijUij (2.84)
avec les parties utiles de Lij et Uij définies par
L˜ij =
(
1 0
`ij 1
)
et U˜ij =
(
1 uij
0 1
)
. (2.85)
Toutes les matrices élémentaires Lij etUij ne dépendent donc que d’un seul paramètre. Notons
que cette paramétrisation a l’avantage d’être simple et de ne pas subir de modifications, que
l’on travaille dans l’ensemble des réels ou des complexes (car on peut avoir (`ij, uij) ∈ R2 ou
(`ij, uij) ∈ C2).
A partir de (2.84) plusieurs stratégies d’estimation des paramètres peuvent être envisa-
gées. Nous en proposons deux.
Stratégie couplée : Pour un couple (i, j) fixé, cette stratégie consiste à considérer la ma-
trice Bij directement comme le résultat du produit de Lij par Uij. Sa partie utile s’écrit
donc
B˜ij = L˜ijU˜ij =
(
1 uij
`ij 1 + `ijuij
)
. (2.86)
De ce fait, chaque matrice élémentaire Bij dépendra des deux paramètres `ij et uij. Pour tout
(i, j) ∈ N 2s , i < j, il faut donc implémenter une méthode d’optimisation algébrique telle que
(ˆ`ij, uˆij) = argmin
Bij
J (Bij). (2.87)
Avec cette stratégie couplée, la matrice de séparationB admettra exactement la décomposition
(2.72) avec chaque matrice élémentaire Bij caractérisée par sa partie utile (2.86).
Stratégie découplée : Avec cette stratégie, on propose d’estimer dans un premier temps
les matrices Uij, pour chacun des couples (i, j) possibles, en imposant Bij = Uij à Lij fixées.
Puis, dans un second temps, nous faisons l’inverse pour l’estimation des Lij. Le but de cette
stratégie est donc de mettre en place une méthode algébrique permettant d’estimer un seul
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et unique paramètre (soit uij, soit `ij) de telle sorte que pour tout (i, j) ∈ N 2s avec i < j
uˆij = argmin
Uij
J (Uij) ou ˆ`ij = argmin
Lij
J (Lij) (2.88)
Avec cette stratégie, la matrice de séparation B admettra la décomposition suivante
B =
(Ns−1∏
i=1
Ns∏
j=i+1
Lij
)(Ns−1∏
i=1
Ns∏
j=i+1
Uij
)
. (2.89)
Dans le cas de la stratégie découplée, on note que la décomposition LU possède un
autre avantage. En effet, comme Lij † est une matrice triangulaire supérieure avec toutes ses
composantes diagonales égales à un, alors les calculs pour l’estimation de Lij se déduiront
aisément de ceux effectués pour l’estimation de Uij.
2.5.4 Structure générale des algorithmes proposés
Notons que, dans le but d’accélérer la convergence des algorithmes proposés, dans les
chapitres suivants, nous avons décidé de mettre à jour l’ensemble de matrices cibles ou de
tenseurs cibles systématiquement après l’estimation de chacune des matrices élémentaires, et
cela quelle que soit la stratégie choisie. Dans l’Algorithme 1, nous présentons sous la forme
d’un pseudo-code la structure générale des algorithmes que nous avons développés au cours
de cette thèse.
Algorithme 1 Structure générale des algorithmes proposés
1: input : Ensemble de cibles (matrices carrées ou tenseurs d’ordre trois cubiques)
2: Initialiser la matrice diagonalisante
3: Mettre à jour des matrices cibles
4: repeat le balayage suivant
5: for 1 ≤ i < j ≤ Ns do
6: Estimer les paramètres uij et `ij selon la stratégie choisie (2.87) ou (2.88)
7: Mettre à jour les cibles
8: Mettre à jour la matrice diagonalisante
9: end for
10: until convergence
11: output : Matrice diagonalisante estimée
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Conclusion
Au cours de ce chapitre, nous avons défini le cadre des problèmes de diagonalisation
conjointe, d’ICA et de séparation de sources, ainsi que les liens entre ces différents domaines.
Puis, nous avons présenté les méthodes mises en œuvre, au cours de cette thèse, pour le
développement des algorithmes de diagonalisation conjointe non-unitaire proposés pour des
ensembles de matrices (chapitre 3) et de tenseurs d’ordre trois (chapitre 4).
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Chapitre 3
Algorithmes de diagonalisation conjointe
non-unitaire de matrices
Dans ce chapitre, nous développons des méthodes pour l’estimation algébrique de pa-
ramètres dans le cadre de la diagonalisation conjointe non-unitaire de matrices. On ne s’in-
téressera qu’aux ensembles de matrices complexes symétriques (2.11) et aux ensembles de
matrices hermitiennes (2.15). En effet, dans le cadre de la séparation de sources (notamment
pour les signaux de télécommunications numériques), les modèles complexe symétrique (2.12)
et hermitien (2.16) sont particulièrement utiles et utilisés pour tout type de signaux.
3.1 Introduction
Rappelons succinctement, les données du problème détaillées au paragraphe 2.1.2. On
considère un ensemble de K (K ≥ 2) matrices Mk respectant le modèle générique suivant
pour tout k ∈ K
Mk = ADkA
† (3.1)
où A ∈ ANo×Ns (2.3) avec Ns ≤ No. Dans le cas complexe symétrique, on aura (·)† = (·)T et
Dk ∈ CNs×Ns et dans le cas hermitien, on aura (·)† = (·)H et Dk ∈ RNs×Ns . On cherche une
matrice diagonalisante B ∈ BNs×No (2.8) telle que les matrices transformées
M′k = BMkB
† (3.2)
soient les plus diagonales possibles. Au paragraphe 2.5, nous avons présenté les méthodes
mises en œuvre pour le développement des algorithmes de cette thèse. Pour chacun des deux
ensembles de matrices considérées, nous proposons un algorithme de type Jacobi basé sur
une paramétrisation LU de la matrice de diagonalisation. Cependant, la décomposition (2.72)
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obtenue à l’aide de la procédure de Jacobi ainsi que la factorisation LU (2.84) se justifient
pour des matrices carrées. Or, on considère, ici, une matrice diagonalisante de dimensions
Ns × No. En supposant que nous connaissons les dimensions du problème, une solution est
d’initialement décomposer la matrice B comme
B = BrBo (3.3)
où Bo ∈ CNs×No est une matrice de rang plein en ligne et Br ∈ CNs×Ns est une matrice
inversible. La matrice Bo correspond à une initialisation de la matrice diagonalisante B et Br
est appelée matrice diagonalisante réduite. Une fois l’initialisation B← Bo faite, les matrices
Mk (3.1) de dimensions No ×No sont mises à jour par la transformation suivante
Rk = BoMkB
†
o (3.4)
où Rk ∈ CNs×Ns .
Remarques :
• En séparation aveugle de sources, on connaît le nombre d’observations No, mais le
nombre de sources Ns peut être inconnu. Toutefois, il existe des méthodes d’estima-
tion de Ns. L’une d’elles, relativement simple, consiste à prendre deux matrices de
l’ensemble des Mk (3.1) et calculer leur GEVD. Idéalement, en l’absence de bruit, le
nombre de sources correspond au nombre de valeurs propres non-nulles. En présence
de bruit, les plus petites valeurs propres correspondent à la contribution du bruit. Si
lesMk considérées sont des matrices de covariance, les modules de ces valeurs propres
sont de l’ordre de la puissance du bruit. Il est possible d’établir un seuil au-dessus
duquel le module des valeurs propres correspond à la contribution des différentes
sources. Ainsi on détermine Ns.
• En séparation de sources, la transformation (3.4) permettant une réduction de di-
mensions est appelée projection sur l’espace signal.
Finalement, le problème de diagonalisation conjointe est le suivant. A partir de l’ensemble
des nouvelles matrices cibles Rk, nous allons estimer la matrice diagonalisante réduite Br à
l’aide d’une procédure itérative de type Jacobi. Nous décomposons Br en produit de matrices
élémentaires
Br =
Ns−1∏
i=1
Ns∏
j=i+1
Bijr . (3.5)
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Chacune des matrices élémentaires est ensuite estimée en optimisant le critère inverse
J (Bijr ) =
K∑
k=1
‖ ZDiag{Bijr RkBij †r } ‖2 . (3.6)
Deux approches sont considérées :
• Une approche que l’on qualifiera de classique, où l’on minimise simplement le critère
précédent appliqué aux matrices transformées
R′k = B
ij
r RkB
ij †
r (3.7)
sans hypothèse particulière.
• Une approche adaptée, décrite au paragraphe 2.5.2, qui consiste à minimiser le même
critère (3.6) mais en supposant, cette fois, que l’on est déjà proche d’une solution
diagonalisante.
Afin d’assurer la contrainte det(Bijr ) = 1 et la pseudo-inversibilité de B, nous avons décidé
d’utiliser une décomposition LU sur les matrices Bijr . La partie utile de Bijr s’écrit donc
B˜ijr = L˜
ijU˜ij =
(
1 0
`ij 1
)(
1 uij
0 1
)
=
(
1 uij
`ij 1 + `ijuij
)
. (3.8)
Deux stratégies d’estimation des paramètres des matrices Lij et Uij sont également envisa-
gées :
• La stratégie découplée, qui consiste à estimer Bijr = Uij à Lij fixée, pour tous les
couples (i, j) avec 1 ≤ i < j ≤ Ns, puis à faire de même pour l’estimation des Lij.
Ainsi l’estimation de chacun des paramètres `ij et uij est faite de façon indépendante.
• La stratégie couplée, où pour chaque couple (i, j) tel que 1 ≤ i < j ≤ Ns, une
matrice Bijr = LijUij est estimée. Ainsi, on cherche la valeur optimale du couple de
paramètres (`ij, uij).
Finalement, quel que soit l’ensemble de matrices considéré (complexe symétrique ou hermi-
tien), il y a quatre méthodes d’estimation possibles, correspondant aux combinaisons des deux
approches envisagées liées au critère et des deux stratégies d’estimation des paramètres.
1. Une méthode basée sur l’approche classique et la stratégie découplée a été proposée
par Afsari dans [1] dans le cas réel, puis a été étendue pour des ensembles de matrices
hermitiennes par Wang et al. dans [127]. Cette dernière est résumée dans le paragraphe
3.2.1.2. Nous avons généralisé l’algorithme LUJ1D [1] pour des ensembles de matrices
complexes symétriques dans le paragraphe 3.2.1.1.
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2. Dans le paragraphe 3.2.2, nous proposons l’algorithme ALUJA (pour Alternate LU
Jacobi-like Algorithm) basé sur l’optimisation du critère inverse selon l’approche adap-
tée et reposant sur la stratégie découplée. Pour cet algorithme, la minimisation du
critère se fait par la recherche de racines de sa dérivée.
3. Dans le paragraphe 3.3.1, nous proposons un algorithme basé sur la stratégie d’es-
timation couplée, nommé G-CLUJA (pour Gradient descent method for Coupled LU
Jacobi-like Algorithm) et qui consiste à optimiser le critère inverse selon l’approche
classique. L’estimation des paramètres se fait par une méthode du gradient avec le
calcul d’un pas optimal.
4. Une méthode d’estimation concernant l’approche adaptée, combinée à une stratégie
d’estimation couplée des paramètres est proposée dans le paragraphe 3.3.2 et l’al-
gorithme en résultant est noté A-CLUJA (pour Adapted approach for Coupled LU
Jacobi-like Algorithm). Pour cet algorithme, l’estimation des paramètres se fait par
une méthode de recherche de vecteur propre.
Le tableau 3.1 permet d’associer à chaque approche et à chaque stratégie son algorithme
correspondant, ainsi que le paragraphe ou la référence dans lequel le cœur de l’algorithme
est développé. Le symbole § signifie paragraphe, (R) et (C) précisent que l’algorithme est
développé dans le cas réel ou dans le cas complexe respectivement.
PPPPPPPPPApproche
Stratégie Découplée Couplée
Classique Modèle symétrique (R) : LUJ1D [1] G-CLUJA :
Modèle symétrique (C) : §3.2.1.1 Modèle symétrique (C) : §3.3.1.1
Modèle hermiten (C) : LUJCD [127] Modèle hermitien (C) : §3.3.1.2
décrit §3.2.1.2
Adaptée ALUJA : A-CLUJA :
Modèle symétrique (C) : §3.2.2.1 Modèle symétrique (C) : §3.3.2.1
Modèle hermitien (C) : §3.2.2.2 Modèle hermitien (C) : §3.3.2.2
Table 3.1 – Récapitulatifs des algorithmes matriciels de diagonalisation conjointe non-
unitaire proposés selon l’approche liée au critère d’optimisation et la stratégie d’estimation
des paramètres choisies
Dans les paragraphes suivants de ce chapitre, nous décrivons les méthodes d’estimation
des matrices élémentaires réduites Bijr pour chacun des algorithmes développés. Pour une
meilleure lisibilité, nous n’écrirons plus l’indice r des matrices Bijr . Pour un couple (i, j), i < j
donné, définissons les ensembles suivants qui nous seront utiles par la suite :
P = Ns \ {i} et Q = Ns \ {i, j}. (3.9)
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3.2 Stratégie d’estimation découplée
Commençons par rappeler que les matrices Uij et Lij ne diffèrent de la matrice identité
INs que par un seul et unique paramètre hors-diagonal situé à la position (i, j) pour Uij et
(j, i) pour Lij. Les matrices 2×2 extraites aux intersections de leurs lignes et de leurs colonnes
i et j sont appelées parties utiles de Uij et Lij et sont respectivement définies par
U˜ij =
(
1 uij
0 1
)
et L˜ij =
(
1 0
`ij 1
)
. (3.10)
Dans ce paragraphe, pour un couple (i, j), i < j donné, le but est d’estimer le paramètre
uij (caractérisant complètement la matrice Uij) de telle sorte que
uˆij = argmin
Uij
J (Uij). (3.11)
La matrice Lij étant la transposée d’une matrice triangulaire supérieure similaire à Uij,
on déduira donc directement la solution optimale pour le paramètre `ij, en interchangeant
simplement les indices i et j dans les développements suivants.
Pour un ensemble de K matrices génériques Rk ∈ CNs×Ns respectant le modèle complexe
symétrique (2.12) ou hermitien (2.16), la stratégie d’estimation découplée, repose donc sur la
minimisation du critère
J (Uij) =
K∑
k=1
‖ ZDiag{R′k} ‖2, (3.12)
avec
R′k = U
ijRkU
ij †. (3.13)
Dans la transformation (3.13), la multiplication à gauche par Uij ne modifie que la ligne i de
chaque Rk, tandis que la multiplication à droite par Uij † ne modifie que leur colonne i. Afin
d’illustrer l’impact de cette transformation, la figure 3.1 schématise une matrice transformée
R′k et met en évidence ses composantes hors-diagonales ayant été modifiées linéairement
par le paramètre uij par rapport à la matrice-cible Rk correspondante. De ce fait, on peut
décomposer (3.12) de la manière suivante
J (Uij) = J ′(Uij) + Cdc, (3.14)
44 Chapitre 3. Algorithmes de diagonalisation conjointe non-unitaire de matrices
Figure 3.1 – Schéma de l’impact de la transformation (3.13) sur une matrice R′k.
avec
J ′(Uij) =
K∑
k=1
∑
l∈P
(
| R′k,il |2 + | R′k,li |2
)
(3.15)
Cdc =
K∑
k=1
∑
(m,n)∈P2
m6=n
| R′k,mn |2 . (3.16)
J ′(Uij) regroupe tous les termes hors-diagonaux des R′k linéaires par rapport à uij (en jaune
et orange sur la figure 3.1) et Cdc regroupe tous leurs termes hors-diagonaux constants (en
bleu sur la figure 3.1). Finalement, minimiser J (Uij) revient donc à minimiser J ′(Uij). On
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cherche donc à estimer le paramètre uij optimal de telle manière que
uˆij = argmin
Uij
J ′(Uij). (3.17)
Maintenant que l’objectif est défini pour la stratégie d’estimation découplée, nous allons
calculer la valeur optimale du paramètre uij, d’abord dans le cadre de l’approche classique,
puis pour l’approche adaptée.
3.2.1 Approche classique
Cette approche consiste, basiquement, à minimiser le critère (3.15). Dans ce paragraphe,
on détaille une méthode algébrique utilisant l’approche classique, dans un premier temps, pour
un ensemble de matrices cibles suivant un modèle complexe symétrique (2.12), puis dans un
second temps, pour un ensemble de matrices respectant le modèle hermitien (2.16).
3.2.1.1 Modèle complexe symétrique
Bien que cette méthode n’ait pas été développée pour le modèle complexe symétrique
dans la littérature, elle est similaire aux travaux menés par Afsari dans [1].
On s’intéresse ici à la diagonalisation conjointe non-unitaire d’un ensemble de matrices
complexes symétriques R(s)k de dimensions Ns×Ns suivant le modèle (2.12). Ainsi, pour tout
k ∈ K et pour tout (a, b) ∈ N 2s , on a
R
(s)
k,ab = R
(s)
k,ba. (3.18)
Pour un tel ensemble de matrices cibles, le critère (3.15), noté ici J ′(T ), s’écrit
J ′(T )(Uij) = 2
K∑
k=1
∑
l∈P
| R′(s)k,il |2 (3.19)
avec
R
′(s)
k = U
ijR
(s)
k U
ij T . (3.20)
Notons que par la transformation (3.20), les matrices R′(s)k sont, bien entendu, elles aussi
symétriques.
Pour tout k ∈ K et pour tout l ∈ P , les éléments hors-diagonaux des R′(s)k à la ligne i
s’écrivent
R
′(s)
k,il = R
(s)
k,il +R
(s)
k,jlu
ij. (3.21)
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On peut maintenant développer le critère (3.19) de la manière suivante
J ′(T )(Uij) = 2
K∑
k=1
∑
l∈P
| R(s)k,il +R(s)k,jluij |2 . (3.22)
On obtient donc pour (3.22), un polynôme d’ordre deux en uij. Pour déterminer le paramètre
uij minimisant J (T )(Uij), on dérive l’expression (3.22) par rapport au conjugué de uij comme
il suit
∂J ′(T )(Uij)
∂uij ∗
= 2
K∑
k=1
∑
l∈P
R
(s) ∗
k,jl (R
(s)
k,il +R
(s)
k,jlu
ij). (3.23)
Finalement, en égalisant (3.23) à zéro, on obtient la valeur optimale
uˆij = −
K∑
k=1
∑
l∈P
R
(s)
k,ilR
(s) ∗
k,jl
K∑
k=1
∑
l∈P
| R(s)k,jl |2
. (3.24)
Comme précisé dans l’introduction du paragraphe 3.2, la valeur optimale de `ij est calculée de
manière similaire à celle de uij. On peut la déduire directement de (3.24) en interchangeant
tous les indices i et j dans l’expression ainsi que dans la définition de l’ensemble P (3.9). Soit
l’ensemble P ′ = Ns \ {j}, la valeur optimale de `ij s’écrit
ˆ`ij = −
K∑
k=1
∑
l∈P ′
R
(s)
k,jlR
(s) ∗
k,il
K∑
k=1
∑
l∈P ′
| R(s)k,il |2
. (3.25)
Maintenant que nous avons illustré comment déduire ˆ`ij à partir de uˆij, nous ne donnerons
plus l’expression de ˆ`ij au cours des prochains développements.
3.2.1.2 Modèle hermitien
On s’intéresse, maintenant, à la diagonalisation conjointe non-unitaire d’un ensemble de
matricesR(h)k de dimensions Ns×Ns respectant le modèle (2.16) avec pour tout k ∈ K, D(h)k ∈
CNs×Ns . Les matrices R(h)k ne sont donc pas hermitiennes à strictement parler.
Ici, nous nous contentons de résumer les résultats importants des travaux menés par
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Wang et al. [127]. On considère exactement le critère (3.15), que l’on notera ici
J ′(H)(Uij) =
K∑
k=1
∑
l∈P
(
| R′(h)k,il |2 + | R′(h)k,li |2
)
. (3.26)
avec
R
′(h)
k = U
ijR
(h)
k U
ij H . (3.27)
Pour tout k ∈ K et pour tout l ∈ P , les composantes des R′(h)k concernées par (3.26) s’écrivent
R
′(h)
k,il = R
(h)
k,il +R
(h)
k,jlu
ij
R
′(h)
k,li = R
(h)
k,li +R
(h)
k,lju
ij ∗ (3.28)
De ce fait, (3.26) devient
J ′(H)(Uij) =
K∑
k=1
∑
l∈P
(
| R(h)k,il +R(h)k,jluij |2 + | R(h)k,li +R(h)k,ljuij ∗ |2
)
. (3.29)
L’expression (3.29) est dérivée par rapport à uij ∗
∂J (H)(Uij)
∂uij ∗
=
K∑
k=1
∑
l∈P
(
R
(h) ∗
k,jl
(
R
(h)
k,il + u
ijR
(h)
k,jl
)
+R
(h)
k,lj
(
R
(h) ∗
k,li + u
ijR
(h) ∗
k,lj
))
. (3.30)
Egalisant (3.30) à zéro, on obtient, finalement, la valeur optimale
uˆij = −
K∑
k=1
∑
l∈P
(
R
(h)
k,ilR
(h) ∗
k,jl +R
(h) ∗
k,li R
(h)
k,lj
)
K∑
k=1
∑
l∈P
(
| R(h)k,jl |2 + | R(h)k,lj |2
) . (3.31)
3.2.2 Approche adaptée
Nous allons voir maintenant, qu’avec une approche différente, nous pouvons estimer
les paramètres uij et `ij de manière encore plus simple mais non moins efficace, comme le
montreront les simulations numériques.
Considérons, dans un premier temps, K matrices cibles génériques Rk de dimensions
Ns × Ns et respectant soit le modèle complexe symétrique (2.12), soit le modèle hermitien
(2.16). L’estimation de la matrice Uij à partir des Rk selon l’approche adaptée consiste à
minimiser le même critère que pour l’approche classique (3.15) en supposant toutefois que
l’on se trouve proche d’une solution diagonalisante. De telles solutions sont caractérisées par
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le fait que pour tout k ∈ K, toutes les composantes hors-diagonales des Rk valent zéro. Ceci
implique que uij = 0 est la solution minimisant (3.22) et (3.29) quand
K∑
k=1
| Rk,jj |2 6= 0, ce
qui peut être supposé raisonnablement. Ainsi, pour tout k ∈ K et pour tout (a, b) ∈ N 2s avec
a 6= b, la proximité d’une solution diagonalisante peut se traduire mathématiquement par
| Rk,ab |  1 et | uij |  1. (3.32)
Calculons, maintenant, les valeurs optimales des paramètres, d’abord pour le modèle complexe
symétrique, puis pour le modèle hermitien.
3.2.2.1 Modèle complexe symétrique
On considère ici l’ensemble {R(s)k } deK matrices admettant comme décomposition (2.12)
et vérifiant la propriété (3.18). Comme dans l’approche classique, pour calculer la valeur
optimale du paramètre uij, on minimise, au sens des moindres carrés, les composantes hors-
diagonales situées sur la ligne i des matrices transformées R′(s)k (3.21). Cependant, lorsqu’on
fait l’hypothèse d’être proche d’une solution diagonalisante, on obtient les propriétés très
intéressantes (3.32). Ainsi, pour tout l ∈ Q (3.9), on a
| R(s)k,jluij |  | R(s)k,il | . (3.33)
De ce fait, (3.21) peut être approximée pour tout k ∈ K et l ∈ Q par
R
′(s)
k,ij = R
(s)
k,ij +R
(s)
k,jju
ij
R
′(s)
k,il ≈ R(s)k,il (3.34)
Par l’utilisation de l’approche adaptée, la transformation (3.20) ne modifie donc approxima-
tivement que les termes situés aux positions (i, j) et (j, i) pour chacune des matrices cibles
R
(s)
k . L’impact du paramètre u
ij sur une matrice R′(s)k , lorsque l’on utilise l’approche adaptée,
est schématisé par la figure 3.2.
Développons, maintenant, le critère (3.22) à l’aide de (3.34). Nous dénotons le critère
utilisé avec l’approche adaptée J ′(T )a et celui-ci vaut
J ′(T )a (Uij) = 2
K∑
k=1
(
| R(s)k,ij +R(s)k,jjuij |2
)
+ Cdas ≈ J ′(T )(Uij) (3.35)
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Figure 3.2 – Schéma de l’impact de la transformation (3.20) sur une matrice R′(s)k lorsqu’on
utilise l’approche adaptée.
où
Cdas = 2
K∑
k=1
∑
l∈Q
| R(s)k,il |2 . (3.36)
Le critère (3.35) s’écrit donc sous la forme d’un polynôme d’ordre deux en uij dont
l’expression est bien plus simple que (3.22). Calculons uij minimisant J ′(T )a (Uij). Pour cela,
on dérive (3.35) par rapport à uij ∗, ainsi on a
∂J ′(T )a (Uij)
∂uij ∗
= 2
K∑
k=1
R
(s) ∗
k,jj
(
R
(s)
k,ij +R
(s)
k,jju
ij
)
. (3.37)
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Enfin, on égalise (3.37) à zéro pour obtenir la valeur optimale
uˆij = −
K∑
k=1
R
(s)
k,ijR
(s) ∗
k,jj
K∑
k=1
| R(s)k,jj |2
. (3.38)
3.2.2.2 Modèle hermitien
On considère, ici, le même ensemble {R(h)k } de K matrices complexes qu’au paragraphe
3.2.1.2. Comme on suppose que l’on se trouve proche d’une solution diagonalisante, alors les
relations (3.32) sont vérifiées. Pour tout k ∈ K et tout l ∈ Q, on a alors
| R(h)k,jluij |  | R(h)k,il |
| R(h)k,ljuij ∗ |  | R(h)k,li | . (3.39)
Ainsi, les éléments hors diagonaux des R′(h)k (3.28) peuvent être approximés pour tout k ∈ K
et tout l ∈ Q par
R
′(h)
k,ij = R
(h)
k,ij +R
(h)
k,jju
ij
R
′(h)
k,il ≈ R(h)k,il
R
′(h)
k,ji = R
(h)
k,ji +R
(h)
k,jju
ij ∗
R
′(h)
k,li = R
(h)
k,li (3.40)
Comme pour le modèle symétrique, dans le cadre de l’approche adaptée, seules les compo-
santes situées aux positions (i, j) et (j, i) de chacune des matrices transformées R′(h)k sont
intéressantes pour le calcul du paramètre uij (voir figure 3.2).
A partir des équations (3.40), on développe le critère (3.26), dénoté ici J ′(H)a pour l’ap-
proche adaptée. On obtient
J ′(H)a (Uij) =
K∑
k=1
(
| R(h)k,ij +R(h)k,jjuij |2 + | R(h)k,ji +R(h)k,jjuij ∗ |2
)
+ Cdah ≈ J ′(H)(Uij). (3.41)
où
Cdah =
K∑
k=1
∑
l∈Q
(
| R(h)k,il |2 + | R(h)k,li |2
)
. (3.42)
Le critère (3.41) s’écrit donc sous la forme d’un polynôme d’ordre deux en uij très simple.
Afin de calculer la valeur optimale de uij, dérivons J (H)a (Uij) par rapport à uij ∗. Cette dérivée
3.2. Stratégie d’estimation découplée 51
s’écrit
∂J (H)a (Uij)
∂uij ∗
=
K∑
k=1
(
R
(h) ∗
k,jj
(
R
(h)
k,ij +R
(h)
k,jju
ij
)
+R
(h)
k,jj
(
R
(h) ∗
k,ji +R
(h) ∗
k,jj u
ij
))
. (3.43)
Finalement, la valeur optimale de uij est obtenue en égalisant (3.43) à zéro et elle vaut
uˆij = −
K∑
k=1
(
R
(h)
k,ijR
(h) ∗
k,jj +R
(h) ∗
k,ji R
(h)
k,jj
)
2
K∑
k=1
| R(h)k,jj |2
. (3.44)
Remarque : Notons qu’avec le modèle hermitien (2.16), si pour tout k ∈ K, D(h)k ∈ RNs×Ns
alors les matrices R(h)k sont hermitiennes et, par la transformation (3.27), R
′(h)
k le sont aussi.
Ainsi, pour tout k ∈ K et pour tout (a, b) ∈ N 2s , on a la propriété suivante
R
(h)
k,ab = R
(h) ∗
k,ba . (3.45)
Par cette symétrie hermitienne, pour (3.44), on a
R
(h) ∗
k,ji = R
(h)
k,ij et R
(h)
k,jj = R
(h) ∗
k,jj . (3.46)
Finalement, lorsque les matrices cibles sont hermitiennes, la valeur optimale du paramètre uij
(3.44) s’écrit simplement
uˆij = −
K∑
k=1
R
(h)
k,ijR
(h) ∗
k,jj
K∑
k=1
| R(h)k,jj |2
. (3.47)
Il est aussi possible de retomber dans ce cas de figure, si pour tout k ∈ K, D(h)k ∈ CNs×Ns ,
en ne travaillant que sur la partie hermitienne des matrices cibles (2.17). Il est intéressant de
constater que, dans ce cas précis, la solution optimale du problème s’écrit de la même façon
que pour le modèle complexe symétrique (3.38).
3.2.2.3 Description de l’algorithme
Le pseudo-code ci-dessous (algorithme 2) décrit l’algorithme générique résultant des pré-
cédents calculs. Il a pour dénomination ALUJA (pour Alternate LU Jacobi-like Algorithm).
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Algorithme 2 ALUJA
1: input : {Mk} ⊂ M(s) (2.11) ou {Mk} ⊂ M(h) (2.15)
2: Initialiser B← Bo de dimensions Ns ×No
3: Mettre à jour les matrices Mk suivant (3.4)
4: repeat
5: for 1 ≤ i < j ≤ Ns do . Etape U
6: Calculer uij en utilisant (3.38) ou (3.44)
7: Construire Uij
8: Mettre à jour Rk ← UijRkUij †
9: Mettre à jour B← UijB
10: end for
11: for 1 ≤ i < j ≤ Ns do . Etape L
12: Calculer `ij en interchangeant les i et les j dans (3.38) ou (3.44)
13: Construire Lij
14: Mettre à jour Rk ← LijRkLij †
15: Mettre à jour B← LijB
16: end for
17: until convergence
18: output : B
3.3 Stratégie d’estimation couplée
Rappelons, tout d’abord, la structure des matrices élémentairesBij que nous considérons.
Celles-ci ne diffèrent de la matrice identité INs que par leur partie utile définie comme
B˜ij =
(
1 uij
`ij 1 + `ijuij
)
. (3.48)
Dans ce paragraphe, pour un couple (i, j), i < j donné, nous mettons en place des
méthodes d’optimisation algébriques pour estimer simultanément les deux paramètres `ij et
uij, caractérisant complètement la matrice élémentaire Bij.
Nous considérons, ici, un ensemble de K matrices génériques Rk ∈ CNs×Ns . Ces matrices
admettent, soit une décomposition complexe symétrique (2.12), vérifiant la propriété (3.18),
soit une décomposition hermitienne (2.16), dont on ne traitera que leur partie hermitienne
(2.17) et qui vérifient donc la propriété (3.45). La stratégie d’estimation couplée, repose sur
la minimisation du critère
J (Bij) =
K∑
k=1
‖ ZDiag{R′k} ‖2, (3.49)
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Figure 3.3 – Schéma de l’impact de la transformation (3.50) sur une matrice R′k.
avec
R′k = B
ijRkB
ij †. (3.50)
On note que les matricesR′k par la transformation (3.50) sont soit complexes symétriques, soit
hermitiennes. L’estimation des paramètres uij et `ij est faite par l’optimisation (2.87). Dans
la transformation (3.50), la multiplication à gauche par Bij modifie uniquement les lignes i
et j des Rk tandis que la multiplication à droite par Bij † modifie uniquement leurs colonnes
i et j. La figure 3.3 illustre l’impact de cette transformation sur une matrice transformée R′k
et met en évidence ses composantes hors-diagonales ayant été modifiées par les paramètres
uij et `ij par rapport à la matrice-cible Rk correspondante.
A l’aide de ces remarques concernant l’impact de la transformation (3.50) sur les R′k et
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de leurs propriétés de symétrie, nous proposons de décomposer (3.49) comme
J (Bij) = J2(Bij) + J ′(Bij) + Ccc, (3.51)
avec
J2(Bij) = 2
K∑
k=1
| R′k,ij |2 (3.52)
J ′(Bij) = 2
K∑
k=1
∑
q∈Q
(
| R′k,iq |2 + | R′k,jq |2
)
(3.53)
Ccc = 2
K∑
k=1
∑
(m,n)∈Q2
m<n
| R′k,mn |2 . (3.54)
Avec J2(Bij), on ne considère que les composantes hors-diagonales des R′k ayant été impac-
tées par une transformation quadratique (multiplications à gauche et à droite par la matrice
élémentaire). Avec J ′(Uij), on considère tous les termes hors-diagonaux des R′k ayant été
impactées par une transformation linéaire (soit multiplication à gauche, soit multiplication à
droite par la matrice élémentaire). Ccc regroupe tous leurs termes hors-diagonaux constants.
Finalement, minimiser J (Uij) revient donc à minimiser la somme de J2(Bij) et J ′(Uij). On
cherche donc à estimer les paramètres optimaux uij et `ij tels que
(ˆ`ij, uˆij) = argmin
Bij
(
J2(Bij) + J ′(Bij)
)
. (3.55)
Remarque : Il est intéressant de noter que
J2(Bij) = J2(B˜ij) =
K∑
k=1
‖ ZDiag{B˜ijR˜ijk B˜ij †} ‖2, (3.56)
où R˜ijk sont les matrices 2× 2 extraites des Rk aux intersections des lignes et colonnes i et j
telles que
R˜ijk =
(
Rk,ii Rk,ij
Rk,ji Rk,jj
)
. (3.57)
Le critère J2(Bij) est donc un critère mesurant la diagonalité du sous problème 2× 2
R˜′ijk = B˜
ijR˜ijk B˜
ij † (3.58)
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où
R˜′ijk =
(
R′k,ii R
′
k,ij
R′k,ji R
′
k,jj
)
. (3.59)
Afin d’estimer les paramètres des matrices élémentaires Bij, nous proposons deux mé-
thodes différentes. La première, dans le cadre de l’approche classique, est une méthode ité-
rative de type gradient, la seconde, dans le cadre de l’approche adaptée, est une méthode
entièrement analytique.
3.3.1 Approche classique
Ici, nous proposons d’optimiser le critère (3.51) à l’aide d’une méthode du gradient.
Calcul générique du gradient : Pour une paire d’indices (i, j) ∈ N 2s , i < j donnée, le
but est de calculer itérativement
rij =
(
uij
`ij
)
(3.60)
tel que
r
(n+1)
ij = r
(n)
ij − µ∇(†)rij (3.61)
où µ ∈ R est le pas du gradient et (·)(n) représente la variable passée en paramètre à la n-ième
itération. ∇(†)rij est le gradient de J (Bij) défini de la manière suivante
∇(†)rij =
∇(†)uij
∇(†)
`ij
 =

∂J (†)(Bij)
∂uij ∗
∂J (†)(Bij)
∂`ij ∗
 = ∂J (†)(Bij)∂r∗ij . (3.62)
La notation (·)(†) signifie que l’expression de la variable passée en paramètre est générique. Elle
prendra une forme différente selon que l’on traite le modèle complexe symétrique (pour lequel
on utilisera la notation (·)(T )) ou le modèle hermitien (pour lequel on utilisera la notation
(·)(H)). A partir de la relation (3.51), le gradient se lit
∇(†)rij = ∇(†)2,rij +∇′(†)rij =
∂J (†)2 (Bij)
∂r∗ij
+
∂J ′(†)(Bij)
∂r∗ij
. (3.63)
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Pour tout k ∈ K et pour tout q ∈ Q, il existe trois fonctions de rij, notées f (†)k (rij), g(†)kq (rij)
et h(†)kq (rij) telles qu’on puisse réécrire (3.52) et (3.53) comme
J (†)2 (Bij) = 2
K∑
k=1
| f (†)k (rij) |2 (3.64)
J ′(†)(Bij) = 2
K∑
k=1
∑
q∈Q
(
| g(†)kq (rij) |2 + | h(†)kq (rij) |2
)
. (3.65)
Finalement les dérivées de (3.64) et (3.65) s’écrivent
∇(†)2,rij = 2
K∑
k=1
(
∂f
(†)
k (rij)
∂r∗ij
f
(†) ∗
k (rij) + f
(†)
k (rij)
∂f
(†) ∗
k (rij)
∂r∗ij
)
(3.66)
∇′(†)rij = 2
K∑
k=1
∑
q∈Q
(
∂g
(†)
kq (rij)
∂r∗ij
g
(†) ∗
kq (rij) + g
(†)
kq (rij)
∂g
(†) ∗
kq (rij)
∂r∗ij
+
∂h
(†)
kq (rij)
∂r∗ij
h
(†) ∗
kq (rij) + h
(†)
kq (rij)
∂h
(†) ∗
kq (rij)
∂r∗ij
)
. (3.67)
Les calculs spécifiques liés aux modèles complexe symétrique et hermitien seront développés
dans les paragraphes suivants.
Calcul générique du pas optimal : Afin d’améliorer la vitesse de convergence de l’algo-
rithme, nous proposons de calculer la valeur optimale du pas µ. A une étape n fixée, après
calcul du gradient (3.63), on a la solution r′ij = r
(n+1)
ij (3.61), que l’on peut aussi écrire sous
la forme vectorielle
r′ij =
u′ij
`′ij
 =
uij − µ∇(†)uij
`ij − µ∇(†)
`ij
 . (3.68)
On connaît uij et `ij à l’étape courante n, on vient de calculer le gradient ∇(†)rij , il ne nous
reste qu’à estimer la valeur optimale du pas µ. Soit B′ ij la matrice élémentaire associée r′ij
caractérisée par sa partie utile
B˜′ ij =
(
1 u′ ij
`′ ij 1 + `′ iju′ ij
)
, (3.69)
l’estimation de µ se fait par l’optimisation du critère J (†)(B′ ij) de telle sorte que
µˆ = argmin
B′ ij
J (†)(B′ ij), (3.70)
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où selon (3.51)
J (†)(B′ij) = J (†)2 (B′ ij) + J ′(†)(B′ ij) + Ccc, (3.71)
avec J (†)2 (B′ ij) et J ′(†)(B′ ij) égaux, respectivement, à (3.64) et (3.65) en remplaçant rij par
r′ij. On va donc calculer la racine de
∂J (†)(B′ ij)
∂µ
=
∂J (†)2 (B′ ij)
∂µ
+
∂J ′(†)(B′ ij)
∂µ
(3.72)
minimisant (3.71). Comme µ ∈ R, alors la propriété
(
∂(·)
∂µ
)∗
= ∂(·)
∗
∂µ
est vérifiée. Finalement
les dérivées de J (†)2 (B′ ij) et J ′(†)(B′ ij) par rapport à µ s’écrivent sous la forme générique
∂J (†)2 (B′ ij)
∂µ
= 4<
[
K∑
k=1
(
∂f
(†)
k (r
′
ij)
∂µ
f
(†) ∗
k (r
′
ij)
)]
(3.73)
∂J ′(†)(B′ ij)
∂µ
= 4<
[
K∑
k=1
∑
q∈Q
(
g
(†)
kq (r
′
ij)
∂g
(†) ∗
kq (r
′
ij)
∂µ
+ h
(†)
kq (r
′
ij)
∂h
(†) ∗
kq (r
′
ij)
∂µ
)]
. (3.74)
Nous allons maintenant développer les calculs du gradient et du pas optimal, tout d’abord
en considérant le modèle complexe symétrique, puis le modèle hermitien.
3.3.1.1 Modèle complexe symétrique
On considère K matrices cibles complexes R(s)k de dimensions Ns × Ns suivant le mo-
dèle (2.12) que l’on cherche à diagonaliser conjointement. Etant donné que ces matrices sont
symétriques, la propriété (3.18) s’applique à elles.
Calcul du gradient : Pour le calcul du gradient, noté ici ∇(T )rij (3.63), qui se lit comme la
somme de ∇(T )2,rij (3.66) et de ∇′(T )rij (3.67), il suffit de trouver les expressions des fonctions f (T )k ,
g
(T )
kq et h
(T )
kq . En égalant (3.52) et (3.64), on obtient f
(T )
k , on en déduit aisément l’expression
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de son conjugué f (T ) ∗k et enfin, on calcule les gradients de ces deux fonctions
f
(T )
k (rij) = `
ijR
(s)
k,ii + (1 + 2`
ijuij)R
(s)
k,ij + u
ij(1 + `ijuij)R
(s)
k,jj
∂f
(T )
k (r)
∂r∗ij
=

∂f
(T )
k (rij)
∂uij ∗
∂f
(T )
k (rij)
∂`ij ∗
 =
(
0
0
)
f
(T ) ∗
k (rij) = `
ij ∗R(s) ∗k,ii + (1 + 2`
ij ∗uij ∗)R(s) ∗k,ij + u
ij ∗(1 + `ij ∗uij ∗)R(s) ∗k,jj
∂f
(T ) ∗
k (rij)
∂r∗ij
=
2`ij ∗R(s) ∗k,ij + (1 + 2`ij ∗uij ∗)R(s) ∗k,jj
R
(s) ∗
k,ii + 2u
ij ∗R(s) ∗k,ij + u
ij ∗ 2R(s) ∗k,jj
 . (3.75)
On fait de même pour g(T )kq et h
(T )
kq en égalant (3.53) et (3.65)
g
(T )
kq (rij) = `
ijR
(s)
k,iq + (1 + `
ijuij)R
(s)
k,jq
∂g
(T )
kq (rij)
∂r∗ij
= 0
g
(T ) ∗
kq (rij)) = `
ij ∗R(s) ∗k,iq + (1 + `
ij ∗uij ∗)R(s) ∗k,jq
∂g
(T ) ∗
kq (rij)
∂r∗ij
=
 `ij ∗R(s) ∗k,jq
R
(s) ∗
k,iq + u
ij ∗R(s) ∗k,jq
 (3.76)
h
(T )
kq (rij) = R
(s)
k,iq + u
ijR
(s)
k,jq
∂h
(T )
kq (rij)
∂r∗ij
= 0
h
(T ) ∗
kq (rij) = R
(s) ∗
k,iq + u
ij ∗R(s) ∗k,jq
∂h
(T ) ∗
kq (rij)
∂r∗ij
=
(
R
(s) ∗
k,jq
0
)
(3.77)
où 0 est le vecteur nul, ici de dimension 2 × 1. Finalement, en injectant (3.75) dans (3.66)
d’une part et (3.76) et (3.77) dans (3.67) d’autre part, on est en mesure de calculer le gradient
∇(T )rij .
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Estimation du pas optimal : Pour déterminer le pas optimal µ, on doit minimiser le
critère J (T )(B′ ij) (3.71). Pour cela, on propose de chercher les racines de sa dérivée (3.72).
Procédons par étape, calculons d’abord ∂J
(T )
2 (B
′ ij)
∂µ
(3.73). Pour cela, il suffit de réécrire f (T )k (rij)
(3.75), mais en remplaçant rij par r′ij = rij−µ∇(†)rij . Après quelques calculs évidents, on obtient
f
(T )
k (r
′
ij) et la dérivée de son conjugué par rapport à µ
f
(T )
k (r
′
ij) = δ
(T )
f µ
3 + γ
(T )
f µ
2 + β
(T )
f µ+ α
(T )
f
∂f
(T ) ∗
k (r
′
ij)
∂µ
= 3δ
(T ) ∗
f µ
2 + 2γ
(T ) ∗
f µ+ β
(T ) ∗
f , (3.78)
avec
α
(T )
f =`
ijR
(s)
k,ii +
(
1 + 2`ijuij
)
R
(s)
k,ij + u
ij
(
1 + `ijuij
)
R
(s)
k,jj
β
(T )
f =−
(
∇(T )
`ij
R
(s)
k,ii + 2
(
`ij∇(T )
uij
+ u∇(T )
`ij
)
R
(s)
k,ij +
(
(1 + 2`ijuij)∇(T )
`ij
+ uij 2∇(T )
`ij
)
R
(s)
k,jj
)
γ
(T )
f =2∇(T )`ij ∇(T )uijR(s)k,ij +
(
2uij∇(T )
`ij
∇(T )
uij
+ `ij∇(T ) 2
uij
)
R
(s)
k,jj
δ
(T )
f =−∇(T )`ij ∇(T ) 2uij R(s)k,jj (3.79)
On fait de même pour g(T )kq (r
′
ij) à partir de (3.76)
g
(T )
kq (r
′
ij) = γ
(T )
g µ
2 + β(T )g µ+ α
(T )
g
∂g
(T ) ∗
kq (r
′
ij)
∂µ
= 2γ(T ) ∗g µ+ β
(T ) ∗
g , (3.80)
où
α(T )g =`
ijR
(s)
k,iq + (1 + `
ijuij)R
(s)
k,jq
β(T )g =−
(
∇(T )
`ij
R
(s)
k,iq +
(
`ij∇(T )
uij
+ uij∇(T )
`ij
)
R
(s)
k,jq
)
γ(T )g =∇(T )`ij ∇(T )uijR(s)k,jq (3.81)
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et h(T )kq (r
′
ij) à partir de (3.77)
h
(T )
kq (r
′
ij) = β
(T )
h µ+ α
(T )
h
∂h
(T ) ∗
kq (r
′
ij)
∂µ
= β
(T ) ∗
h , (3.82)
où
α
(T )
h =R
(s)
k,iq + u
ijR
(s)
k,jq
β
(T )
h =−∇(T )uijR(s)k,jq. (3.83)
Avec (3.78), (3.80) et (3.82), on peut remonter à ∂J
(T )(B′ ij)
∂µ
(3.72) qui s’écrit sous la forme
polynomiale suivante
∂J (T )(B′ij)
∂µ
= 4<
[
K∑
k=1
F (T )µ5 + E(T )µ4 +D(T )µ3 + C(T )µ2 +B(T )µ+ A(T )
]
(3.84)
avec
A(T ) =α
(T )
f β
(T ) ∗
f +
∑
q∈Q
(
α(T )g β
(T ) ∗
g + α
(T )
h β
(T ) ∗
h
)
B(T ) =2α
(T )
f γ
(T ) ∗
f + | β(T )f |2 +
∑
q∈Q
(
2α(T )g γ
(T ) ∗
g + | β(T )g |2 + | β(T )h |2
)
C(T ) =3α
(T )
f δ
(T ) ∗
f + 2β
(T )
f γ
(T ) ∗
f + γ
(T )
f β
(T ) ∗
f +
∑
q∈Q
(
2β(T )g γ
(T ) ∗
g + γ
(T )
g β
(T ) ∗
g
)
D(T ) =3β
(T )
f δ
(T ) ∗
f + 2 | γ(T )f |2 +δ(T )f β(T ) ∗f + 2
∑
q∈Q
| γ(T )g |2
E(T ) =3γ
(T )
f δ
(T ) ∗
f + 2δ
(T )
f γ
(T ) ∗
f
F (T ) =3 | δ(T )f |2 (3.85)
Il ne reste plus qu’à calculer les racines de (3.84) et à choisir celle minimisant (3.71). Comme
(3.84) est un polynôme de degré cinq, il ne permet pas une résolution analytique. Cependant,
en supposant que l’on se trouve proche d’une solution diagonalisante, nous avons les propriétés
suivantes, pour tout a 6= b, | R(s)k,ab |  1, | rij |  1 (où 1 est le vecteur unitaire, ici de
dimension 2 × 1), | ∇(T )rij |  1 et µ  1. Sous cette hypothèse, F (T ) et E(T ) peuvent être
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négligés devant tous les autres coefficients et (3.84) peut être approximée par
∂J (T )(B′)
∂µ
= 4<
[
K∑
k=1
D(T )µ3 + C(T )µ2 +B(T )µ+ A(T )
]
. (3.86)
Comme (3.86) est un polynôme de degré trois, la détermination des paramètres `ij et uij par
cette méthode de type gradient avec calcul d’un pas optimal se fait maintenant de manière
entièrement analytique.
3.3.1.2 Modèle hermitien
Calculons maintenant le gradient et estimons le pas optimal, pour la diagonalisation
conjointe d’un ensemble de K matrices R(h)k de dimensions Ns × Ns respectant le modèle
(2.16). Si Dk ∈ CNs×Ns , alors on ne s’intéressera qu’à la partie hermitienne des R(h)k (2.17).
Calcul du gradient : Comme pour le modèle complexe symétrique, pour le calcul du
gradient, noté ici ∇(H)rij = ∇(H)2,rij +∇′(H)rij (3.63), on va exprimer f (H)k , g(H)kq et h(H)kq en fonction
de `ij et uij. f (H)k , son conjugué et leurs gradients respectifs sont déduits en égalant (3.52) et
(3.64)
f
(H)
k (rij) =`
ij ∗R(h)k,ii + (1 + `
ij ∗uij ∗)R(h)k,ij + `
ij ∗uijR(h) ∗k,ij + u
ij(1 + `ij ∗uij ∗)R(h)k,jj
f
(H)
k (r)
∂r∗ij
=
 `ij ∗R(h)k,ij + `ij ∗uijR(h)k,jj
R
(h)
k,ii + 2<
(
uij ∗R(h)k,ij
)
+ | uij |2 R(h)k,jj

f
(H) ∗
k (rij) =`
ijR
(h)
k,ii + (1 + `
ijuij)R
(h) ∗
k,ij + `
ijuij ∗R(h)k,ij + u
ij ∗(1 + `ijuij)R(h)k,jj
f
(H) ∗
k (rij)
∂r∗ij
=
`ijR(h)k,ij + (1 + `ijuij)R(h)k,jj
0
 . (3.87)
Quant aux autres fonctions, on a directement g(H)kq = g
(T )
kq (3.76) et h
(H)
kq = h
(T )
kq (3.77). Fina-
lement, en injectant (3.87) dans (3.66) d’une part et (3.76) et (3.77) dans (3.67) d’une part,
on obtient l’expression du gradient ∇(H)rij .
Estimation du pas optimal : Là encore, comme pour le cas complexe symétrique, la
détermination du pas optimal µ se fait par la minimisation du critère J (H)(B′ ij) (3.71). On
calcule donc sa dérivée (3.72). Commençons par le terme ∂J
(H)
2 (B
′ ij)
∂µ
(3.73), qui dépend de la
fonction f (H)k (r
′
ij). En s’appuyant sur (3.87) et en remplaçant rij par r′ij = rij − µ∇(†)rij , on
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déduit les expressions
f
(H)
k (r
′
ij) = δ
(H)
f µ
3 + γ
(H)
f µ
2 + β
(H)
f µ+ α
(H)
f
∂f
(H) ∗
k (r
′
ij)
∂µ
= 3δ
(H) ∗
f µ
2 + 2γ
(H) ∗
f µ+ β
(H) ∗
f , (3.88)
dont les coefficients valent
α
(H)
f =`
ijR
(h)
k,ii + `
ijuij ∗R(h)k,ij +
(
1 + `ijuij
)
R
(h) ∗
k,ij + u
ij ∗ (1 + `ijuij)R(s)k,jj
β
(H)
f =−
(
2
(
`ij<
(
∇(H) ∗
uij
R
(h)
k,ij
)
+∇(H)
`ij
<
(
uij ∗R(h)k,ij
))
+
(
uij ∗
(
`ij∇(H)
uij
+ uij∇(H)
`ij
)
+
(
1 + `ijuij
)∇(H) ∗
uij
)
R
(h)
k,jj +∇(H)`ij R(h)k,ii
)
γ
(H)
f =2∇(H)`ij <
(
∇(H) ∗
uij
R
(h)
k,ij
)
+
(
2∇(H)
`ij
<
(
uij ∗∇(H)
uij
)
+ `ij | ∇(H)
uij
|2
)
R
(h)
k,jj
δ
(H)
f =−∇(H)`ij | ∇(H)uij |2 R(h)k,jj. (3.89)
On constate aussi que g(H)kq (r
′
ij) = g
(T )
kq (r
′
ij) (3.80) et h
(H)
kq (r
′
ij) = h
(T )
kq (r
′
ij) (3.82).
Avec f (H)k , g
(H)
kq et h
(H)
kq , on remonte à
∂J (H)(B′ ij)
∂µ
(3.72) qui s’écrit sous la forme du
polynôme d’ordre cinq (3.84) dont les coefficients valent (3.85), en remplaçant toutefois les
indices (·)(T ) par (·)(H). Tout comme pour le modèle complexe symétrique, il est possible
d’approximer le polynôme d’ordre cinq précédent par le polynôme d’ordre trois (3.86), si on
suppose être proche d’une solution diagonalisante. Ceci permet une résolution entièrement
analytique du problème. Finalement, le pas optimal µ est obtenu en calculant les racines soit
du polynôme complet, soit du polynôme approximé et en retenant celle minimisant (3.71).
3.3.2 Approche adaptée
Dans ce paragraphe, nous proposons une méthode de détermination des matrices élé-
mentaires basée sur une recherche de vecteur propre. On a constaté que la transformation
(3.50) modifie les composantes hors-diagonales d’une matrice Rk donnée de façon spécifique.
Ainsi, comme le montre la figure 3.3, les éléments d’indices (i, j) et (j, i) subissent une trans-
formation quadratique, les 4(Ns − 2) autres éléments hors-diagonaux situés sur les lignes et
colonnes i et j subissent une transformation linéaire et les autres éléments hors-diagonaux
restent constants. L’influence des paramètres `ij et uij est plus importante sur les composantes
ayant subi une transformation quadratique que sur celles impactées par une transformation
linéaire. Afin de diagonaliser conjointement l’ensemble des matrices Rk, on propose donc de
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se concentrer sur l’optimisation du critère J (†)2 (3.52). On se concentre alors uniquement sur
la minimisation des termes les plus pondérés par les paramètres à estimer. Ceci semble être
une bonne stratégie pour réduire la complexité du problème et, potentiellement, améliorer la
vitesse de convergence par rapport à l’approche classique.
Dans les deux paragraphes suivants, nous montrerons que le fait de se concentrer uni-
quement sur la transformation quadratique de (3.50) se justifie dans le cadre de l’approche
adaptée, aussi bien pour la diagonalisation conjointe de matrices complexes symétriques que
pour celle de matrices hermitiennes. Nous détaillerons, ensuite, la méthode d’optimisation
développée pour chacun de ces ensembles de matrices.
On rappelle que l’approche adaptée, repose sur l’hypothèse que l’on se trouve proche
d’une solution diagonalisante. Pour la stratégie d’estimation couplée des paramètres, cela
signifie que pour tout k ∈ K et pour tout (a, b) ∈ N 2s avec a 6= b,
| R(†)k,ab |  1, | uij |  1 et | `ij |  1. (3.90)
3.3.2.1 Modèle complexe symétrique
On considère K matrices cibles complexes symétriques R(s)k ∈ CNs×Ns suivant le mo-
dèle (2.12). Pour diagonaliser conjointement cet ensemble, on cherche à optimiser le critère
(3.51) dont les termes non constants (3.52) et (3.53) s’écrivent pour des matrices complexes
symétriques
J (T )2 (Bij) = 2
K∑
k=1
| `ijR(s)k,ii + (1 + 2`ijuij)R(s)k,ij + uij(1 + `ijuij)R(s)k,jj |2 (3.91)
J ′(T )(Bij) = 2
K∑
k=1
∑
q∈Q
(
| `ijR(s)k,iq + (1 + `ijuij)R(s)k,jq |2 + | R(s)k,iq + uijR(s)k,jq |2
)
. (3.92)
Supposons, maintenant, que l’on soit proche d’une solution diagonalisante, (3.90) permet
d’approximer (3.92) de telle sorte que
J ′(T )(Bij) ≈ 2
K∑
k=1
∑
q∈Q
(
| R(s)k,jq |2 + | R(s)k,iq |2
)
= CJ ′ . (3.93)
Ainsi J ′(T ) est approximativement constant, ce qui n’est bien entendu pas le cas pour J (T )2 .
Dans le cadre de l’approche adaptée, on peut donc schématiser l’impact de la transformation
(3.50) sur une matrice R′k par la figure 3.4. Ceci nous amène à l’approximation suivante du
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Figure 3.4 – Schéma de l’impact de la transformation (3.50) sur une matrice R′k lorsqu’on
utilise l’approche adaptée.
critère (3.51)
J (T )(Bij) ≈ J (T )2 (Bij) +
(
CJ ′ + Ccc
)
. (3.94)
Finalement, sous l’hypothèse que les Rk soient proches d’être des matrices diagonales, mini-
miser J (T )2 (3.91) revient, approximativement, à minimiser J (T ) (3.51).
Détaillons maintenant la méthode analytique permettant l’estimation simultanée de `ij
et uij par l’optimisation de J (T )2 . Commençons par réécrire (3.91) sous la forme quadratique
suivante
J (T )2 (Bij) = 2pHs Osps (3.95)
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où
ps =

`ij
1 + 2`ijuij
uij(1 + `ijuij)
 et Os =
K∑
k=1
(
o∗s,ko
T
s,k
)
. (3.96)
avec
oTs,k =
(
R
(s)
k,ii R
(s)
k,ij R
(s)
k,jj
)
. (3.97)
Notons que la matriceOs est définie non négative et que, sous les hypothèses (3.90), ‖ ps ‖≈ 1.
En se basant sur ces deux remarques, nous proposons la procédure suivante pour minimiser
J (T )2 . On calcule le vecteur propre de norme un associé à la plus petite valeur propre de Os.
Nous notons ce vecteur propre es. Il est important de signaler que comme la matrice Os
est de dimensions 3 × 3, le calcul de ses valeurs propres et de ses vecteurs propres se fait
analytiquement. On estime les paramètres de ps de telle sorte que
es =
(
es1 es2 es3
)T
= αps, (3.98)
où α est un paramètre complexe. En développant (3.98), on obtient le système de trois équa-
tions à trois inconnues suivant 
es1 = α`
ij
es2 = α(1 + 2`
ijuij)
es3 = αu
ij(1 + `ijuij).
(3.99)
Les trois paramètres sont calculés en résolvant le système non-linéaire (3.99). Finalement, on
obtient 
0 = es1u
ij 2 − es2uij + es3
α = es2 − 2es1uij
`ij =
es1
α
.
(3.100)
Dans ce système, la première équation est un polynôme d’ordre deux en uij. Il y a donc deux
solutions pour ce système. Néanmoins, nous savons que lorsque nous sommes proches d’une
solution diagonalisante, les matrices Rk sont mises à jour par des matrices élémentaires Bij
tendant vers la matrice identité. Ainsi, lorsque l’on converge, `ij et uij doivent tendre vers
zéro. Nous proposons donc de retenir la valeur de uij de plus petit module.
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3.3.2.2 Modèle hermitien
On désire, maintenant, diagonaliser conjointement K matrices cibles hermitiennes R(h)k ∈
CNs×Ns respectant le modèle (2.16). On doit, pour cela, optimiser le critère (3.51) dont le terme
(3.52) s’écrit pour des matrices hermitiennes
J (H)2 (Bij) = 2
K∑
k=1
| `ij ∗R(h)k,ii+(1+`ij ∗uij ∗)R(h)k,ij+`ij ∗uijR(h) ∗k,jj +uij(1+`ij ∗uij ∗)R(h)k,jj |2 (3.101)
et J ′(H)(Bij) = J ′(T )(Bij) (3.92). Ainsi, si on suppose queR(h)k sont proches d’être diagonales,
on a J ′(H)(Bij) ≈ CJ ′ (3.93), ce qui implique l’approximation
J (H)(Bij) ≈ J (H)2 (Bij) +
(
CJ ′ + Ccc
)
. (3.102)
Finalement, comme pour le modèle complexe symétrique, sous l’hypothèse d’être proche d’une
solution diagonalisante, l’estimation des matrices élémentaires se fera dans le but de minimiser
le critère J (H)2 (3.101).
Résolution directe : Appliquons la même méthode que dans le cas complexe symétrique.
Réécrivons (3.101) sous la forme quadratique
J (H)2 (Bij) = 2pHh Ohph (3.103)
où
ph =

`ij ∗
1 + `ij ∗uij ∗
`ij ∗uij
uij(1 + `ij ∗uij ∗)
 et Oh =
K∑
k=1
(
o∗h,ko
T
h,k
)
. (3.104)
avec
oTh,k =
(
R
(h)
k,ii R
(h)
k,ij R
(h) ∗
k,ij R
(h)
k,jj
)
. (3.105)
Si l’on veut minimiser (3.103) en tentant une résolution analytique comme précédemment,
l’idée serait d’identifier ph grâce au vecteur propre eh associé à la plus petite valeur propre de
la matrice définie non négative Oh et cela à un facteur complexe β près. Toutefois il est facile
de montrer que le système d’équations surdéterminé eh = βph n’a pas de solution. Même si
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on peut écrire ce système non-linéaire comme
eh1 = β`
ij ∗
eh2 = β(1 + `
ij ∗uij ∗)
eh3 = β`
ij ∗uij
eh4 = βu
ij(1 + `ij ∗uij ∗),
(3.106)
celui-ci implique l’égalité eh3
eh1
=
eh4
eh2
. Cette contrainte est bien trop forte et n’a que très peu de
chance d’être vérifiée. Nous devons trouver une approche différente pour éviter ce problème.
Résolution approchée : Comme nous avons fait l’hypothèse que les R(h)k sont proches de
matrices diagonales, on a (3.90). De ce fait, le terme `ij ∗uijR(h) ∗k,jj dans (3.101) peut être négligé
devant les trois autres termes. On considère donc le critère approximé, noté J (H)2 a , défini par
J (H)2 a (Bij) = 2
K∑
k=1
| `ij ∗R(h)k,ii+(1+`ij ∗uij ∗)R(h)k,ij+uij(1+`ij ∗uij ∗)R(h)k,jj |2≈ J (H)2 (Bij). (3.107)
On écrit ce critère approximé, sous la forme quadratique suivante
J (H)2 a (Bij) = 2p′Hh O′hp′h (3.108)
où
p′h =

`ij ∗
1 + `ij ∗uij ∗
uij(1 + `ij ∗uij ∗)
 et O′h =
K∑
k=1
(
o′∗h,ko
′T
h,k
)
. (3.109)
avec
o′Th,k =
(
R
(h)
k,ii R
(h)
k,ij R
(h)
k,jj
)
. (3.110)
Afin de minimiser (3.108), on suit la même procédure qu’au paragraphe 3.3.2.1. On calcule
analytiquement le vecteur propre, dénoté e′h, associé à la plus petite valeur propre de la
matrice définie non négative O′h de dimensions 3 × 3. On obtient le système non-linéaire de
trois équations suivant 
e′h1 = γ`
ij ∗
e′h2 = γ(1 + `
ij ∗uij ∗)
e′h3 = γu
ij(1 + `ij ∗uij ∗),
(3.111)
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où γ est un paramètre complexe. Les paramètres `ij et uij sont ensuite déterminés analyti-
quement, en résolvant ce système. On obtient finalement
uˆij =
e′h3
e′h2
α = e′h2 + e
′
h1
uij ∗
ˆ`ij =
(
e′h1
γ
)∗
.
(3.112)
3.3.2.3 Etape de normalisation
Afin d’améliorer la robustesse de l’algorithme, nous devons faire attention à ce que la
norme de Bij n’augmente pas trop au cours des itérations. Le fait que les valeurs de `ij et uij
résultent d’une division dans (3.100) et (3.112) peut induire des problèmes. C’est pourquoi,
nous proposons de normaliser Bij en utilisant une multiplication à gauche par une matrice de
pondération diagonale. Cette matrice, notéeW, ne diffère de la matrice identité de dimensions
Ns × Ns que par ses composantes Wii et Wjj, respectivement égales aux paramètres réels w
et w−1. Notons que comme det(W) = 1, alors la matrice WBij respecte bien la contrainte
det(WBij) = 1. Le paramètre w est déterminé en minimisant la norme au carré de WBij
définie par
‖WBij‖2 = (1 + |uij|2)w2 + (|`ij|2 + |1 + `ijuij|2)w−2 +Ns − 2. (3.113)
Il ne reste plus qu’à dériver (3.113) par rapport à w
∂‖WBij‖2
∂w
= 2
(
(1 + |u|2)w − (|`|2 + |1 + `u|2)w−3) . (3.114)
En égalisant (3.114) à zéro, on obtient finalement
w =
(|`|2 + |1 + `u|2)1/4
(1 + |u|2)1/4 . (3.115)
3.3.2.4 Remarque
Dans ce paragraphe 3.3.2, on voudrait idéalement estimer les paramètres uij et `ij mini-
misant les formes quadratiques J (T )2 et J (H)2 a . Il semble que, directement, ce soit un problème
difficile. Comme, sous l’hypothèse (3.90), la norme des vecteurs ps en (3.96) et p′h en (3.109)
est proche de un, on va déterminer uij et `ij comme solutions des équations (3.99) et (3.111)
basées sur un calcul préalable d’un vecteur propre associé à la plus petite valeur propre des
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matrices définies non négatives Os et O′h. Cette procédure ne correspond pas à une minimisa-
tion directe de J (T )2 et J (H)2 a mais elle s’est avérée très intéressante dans toutes nos simulations
informatiques.
3.3.3 Description des algorithmes
Les pseudo-codes ci-dessous décrivent les algorithmes génériques résultant des deux ap-
proches proposées. L’algorithme 3, de type gradient, proposé dans le cadre de l’approche
classique est dénommé G-CLUJA (pour Gradient descent method for Coupled LU Jacobi-like
Algorithm), tandis l’algorithme 4, basé sur une recherche de vecteur propre et développé pour
l’approche adaptée, est dénommé A-CLUJA (pour Adapted approach for CLUJA).
Algorithme 3 G-CLUJA
1: input : {Mk} ⊂ M(s) (2.11) ou {Mk} ⊂ M(h) (2.15)
2: Initialiser B← Bo de dimensions Ns ×No
3: Mettre à jour les matrices Mk suivant (3.4)
4: repeat
5: for 1 ≤ i < j ≤ Ns do
6: Initialiser r(0)ij aléatoirement ou par toute autre meilleure solution
7: for 1 ≤ n ≤ Niter do . Méthode du gradient
8: Calculer ∇(†)rij en utilisant (3.76), (3.77) et (3.75) ou (3.87)
9: Résoudre (3.84) ou (3.86) . Calcul du pas optimal
10: Prendre pour µ la racine minimisant (3.71)
11: Mettre à jour r(n+1)ij = r
(n)
ij − µ∇(†)rij
12: end for
13: Construire Bij à partir de rij
14: Mettre à jour Rk ← BijRkBij †
15: Mettre à jour B← BijB
16: end for
17: until convergence
18: output : B
On propose enfin une combinaison des algorithmes G-CLUJA et A-CLUJA. En effet,
l’initialisation de r(0)ij à la ligne 6 de G-CLUJA peut être remplacée par le calcul des paramètres
`ij et uij de la ligne 6 de A-CLUJA. Nous dénommons cette méthode combinée C-CLUJA
(pour Combined method for CLUJA).
70 Chapitre 3. Algorithmes de diagonalisation conjointe non-unitaire de matrices
Algorithme 4 A-CLUJA
1: input : {Mk} ⊂ M(s) (2.11) ou {Mk} ⊂ M(h) (2.15)
2: Initialiser B← Bo de dimensions Ns ×No
3: Mettre à jour les matrices Mk suivant (3.4)
4: repeat
5: for 1 ≤ i < j ≤ Ns do
6: Calculer `ij et uij en utilisant (3.100) ou (3.112)
7: Construire Bij
8: Calculer la matrice W . Etape de normalisation
9: Mettre à jour Bij ←WBij
10: Mettre à jour Rk ← BijRkBij †
11: Mettre à jour B← BijB
12: end for
13: until convergence
14: output : B
3.4 Simulations
Dans ce paragraphe, nous illustrons le comportement des différents algorithmes de diago-
nalisation conjointe de matrices développés dans cette thèse : ALUJA, G-CLUJA, A-CLUJA
et C-CLUJA. Nous comparons les performances des algorithmes proposés avec celles d’algo-
rithmes de la littérature que nous présenterons dans les paragraphes suivants.
Afin d’évaluer les performances des différents algorithmes, nous utilisons l’indice suggéré
dans [80, 85, 84] et défini par
I(S) =
1
2Ns(Ns − 1)
(
Ns∑
i=1
(
Ns∑
j=1
|Sij|2
max
m
|Sim|2 − 1
)
+
Ns∑
j=1
(
Ns∑
i=1
|Sij|2
max
m
|Smj|2 − 1
))
, (3.116)
où S = (Sij) = BA pour tout (i, j) ∈ Ns. Cet indice de performance compare la matrice
globale S au produit d’une matrice diagonale D et d’une matrice de permutation P corres-
pondant aux indéterminations classiques du problème. Ainsi lorsque S = DP (2.43), I(S)
vaut zéro.
Pour toutes les simulations, on considère K matrices suivant le modèle synthétique bruité
Mk = ADkA
† + tNk, (3.117)
où Nk est un bruit blanc gaussien et t est le niveau de bruit. Pour le modèle (3.117), les
différentes matrices sont générées de manière aléatoire. La matrice facteur A de dimensions
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No ×Ns est tirée suivant une loi uniforme dans l’intervalle [−1, 1]. Les parties réelle et ima-
ginaire des matrices diagonales Dk de dimensions Ns ×Ns et des matrices Nk de dimensions
No ×No suivent une loi normale centrée réduite. La matrice diagonalisante est initialisée par
Bo de dimensions Ns ×No, dont les parties réelle et imaginaire sont aussi tirées selon une loi
normale centrée réduite. Pour l’algorithme G-CLUJA, le vecteur de paramètres r(n)ij pour la
méthode du gradient est initialisé par r(0)ij =
(
0.1 0.1
)T
.
Au moyen de simulations de type Monte-Carlo (ndraws tirages indépendants), nous étu-
dions le comportement des différents algorithmes en fonction des trois paramètres : le nombre
de matrices K, la dimension Ns des matrices et le niveau de bruit t. Afin de pouvoir comparer
les différents algorithmes, nous fixons, pour chaque simulation, un nombre nsweeps de balayages
des couples (i, j), i < j qui seront effectués pour chacun des algorithmes. Aucun autre critère
d’arrêt n’est considéré. Pour les différentes simulations, nous affichons soit
• les indices de performance pour l’intégralité des tirages, ce qui donne un aperçu global
du comportement des algorithmes
• l’indice de performance moyen des tirages, qui donne une idée de la robustesse des
algorithmes (en effet, I(S) tend vers zéro lorsque les matricesMk sont approximative-
ment diagonalisées et tend vers un quand l’algorithme diverge, ainsi les plus « mauvais
tirages » pondéreront davantage l’indice de performance moyen)
• l’indice de performance médian des tirages, qui illustre le comportement optimal des
algorithmes, mais ne nous renseigne pas sur leur robustesse (sauf, bien sûr, si plus de
50% des tirages donnent de mauvais résultats).
Remarques : G-CLUJA et C-CLUJA ont été testés pour différentes valeurs du nombre d’ité-
rations nite de l’algorithme du gradient. La valeur nite minimum permettant la convergence
de ces algorithmes pour chacun des tirages des simulations proposées a été déterminée empi-
riquement.
• Pour G-CLUJA, on prendra nite = 10 itérations.
• Pour C-CLUJA, grâce à la l’initialisation spécifique de r(0)ij , on peut se limiter à
seulement nite = 2 itérations.
3.4.1 Modèle complexe symétrique
Dans le cadre du modèle symétrique, nous comparons les performances des algorithmes
ALUJA, G-CLUJA, A-CLUJA et C-CLUJA avec l’algorithme LUJ1D [1] adapté au cas com-
plexe symétrique au paragraphe 3.2.1.1 et que l’on nomme CS-LUJ1D (pour Complex Sym-
metric LUJ1D). Le tableau 3.2 résume les paramètres de simulation pour chacune des figures
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de ce paragraphe.
Figure No Ns K t ndraws nsweeps affichage
3.5 15 15 15 0 50 100 tous
3.6 15 15 15 0 50 100 méd. et moy.
3.7 15 15 15 10−2 50 100 tous
3.8 15 15 15 10−2 50 100 méd. et moy.
3.9 15 10 15 {10−6, . . . , 10−1} 200 150 méd.
3.10 40 {3, . . . , 30} 15 10−3 300 120 méd.
3.11 40 30 15 10−3 300 120 méd. et moy.
3.12 15 10 {2, . . . , 50} 10−3 100 300 méd.
3.13 15 10 2 10−3 100 300 méd. et moy.
3.14 50 50 3 0 50 100 méd. et moy.
3.15 50 50 3 0 50 100 tous
Table 3.2 – Paramètres de simulation pour les algorithmes de diagonalisation conjointe
d’ensembles de matrices complexes symétriques
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Figure 3.5 – Indice de performance en fonction du nombre de balayages pour 15 matrices
complexes symétriques de dimensions 15 × 15 avec Ns = 15 dans un contexte non bruité et
pour 50 tirages indépendants.
Dans un premier temps, nous nous intéressons à un problème de diagonalisation conjointe
d’un ensemble de 15 matrices 15× 15 dont la dimension Ns vaut 10. Le comportement global
des différents algorithmes est illustré dans un contexte non bruité par les figures 3.5 et 3.6 et,
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Figure 3.6 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 15 matrices complexes symétriques de dimensions 15×15 avec Ns = 15 dans un contexte
non bruité et pour 50 tirages indépendants.
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Figure 3.7 – Indice de performance en fonction du nombre de balayages pour 15 matrices
complexes symétriques de dimensions 15× 15 avec Ns = 15 dans un contexte bruité t = 10−2
et pour 50 tirages indépendants.
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Figure 3.8 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 15 matrices complexes symétriques de dimensions 15×15 avec Ns = 15 dans un contexte
bruité t = 10−2 et pour 50 tirages indépendants.
Algorithmes ALUJA A-CLUJA G-CLUJA C-CLUJA CS-LUJ1D
moyenne 2.385e− 3 2.718e− 3 2.306e− 3 2.047e− 3 2.760e− 3
écart-type 4.555e− 3 4.841e− 3 3.557e− 3 2.793e− 3 3.972e− 3
minimum 1.685e− 5 1.685e− 5 3.065e− 5 2.761e− 5 3.137e− 5
maximum 2.368e− 2 2.367e− 2 1.917e− 2 1.396e− 2 1.673e− 2
médiane 5.221e− 4 5.441e− 4 1.297e− 3 1.244e− 3 1.311e− 3
écart interquartile 9.231e− 4 1.788e− 3 1.907e− 3 1.993e− 3 2.078e− 3
Table 3.3 – Quelques statistiques après convergence pour 15 matrices complexes symétriques
de dimensions 15 × 15 avec Ns = 15 dans un contexte bruité t = 10−2 et pour 50 tirages
indépendants.
en présence de bruit (t = 10−2), par les figures 3.7 et 3.8. Dans ces deux cadres de simula-
tions, ALUJA mais surtout G-CLUJA et C-CLUJA se comparent favorablement en terme de
vitesse de convergence par rapport à CS-LUJ1D. Seul A-CLUJA nécessite quelques balayages
de plus pour converger dans le cas bruité. Toujours en présence de bruit, les cinq algorithmes
atteignent des niveaux de performance similaires. Il est important de remarquer que, malgré
l’initialisation aléatoire de Bo qui, potentiellement, ne rapproche pas d’une solution diagonali-
sante, les algorithmes basés sur l’approche adaptée (ALUJA et A-CLUJA) convergent tout de
même. Le tableau 3.3 met en avant quelques éléments statistiques (moyenne, écart-type, mi-
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nimum, maximum, médiane, écart interquartile) pour chaque algorithme après convergence,
dans le même cadre de simulation que celui des figures 3.7 et 3.8. Les meilleurs résultats pour
chacune des statistiques apparaissent en gras. Ces statistiques révèlent qu’ALUJA atteint les
meilleures performances minimale et médiane, avec cependant le deuxième écart-type le plus
élevé. Elles soulignent aussi le bon niveau de performance global de C-CLUJA, qui présente les
meilleures performances moyenne et maximum, ainsi que sa bonne dispersion avec l’écart-type
le plus faible.
La figure 3.9 montre l’influence du niveau de bruit sur le niveau de performance médian
des algorithmes. Bien évidemment, plus le bruit est important moins, plus les indices de
performance des algorithmes augmentent. Toutefois, on note que ce paramètre pénalise tous
les algorithmes de la même façon.
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Figure 3.9 – Indice de performance médian après convergence en fonction du niveau de
bruit t pour 15 matrices hermitiennes de dimensions 15×15 avec Ns = 10 et pour 200 tirages
indépendants.
La figure 3.10 illustre l’influence de la dimension Ns sur l’indice de performance médian
de chacun des algorithmes. On constate que les indices de performance des algorithmes aug-
mentent lorsque Ns augmente. On remarque que pour un ensemble de 15 matrices, quand Ns
devient supérieur à 15, les performances de l’algorithme A-CLUJA se détériorent. La figure
3.11 montre le comportement médian et moyen des algorithmes au cours des balayages, pour
Ns = 30 sur la figure précédente. Dans ce contexte, l’algorithme A-CLUJA diverge tandis
qu’ALUJA, G-CLUJA et C-CLUJA conservent leur bonne vitesse de convergence.
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Figure 3.10 – Indice de performance médian après convergence en fonction de la dimension
Ns des 15 matrices complexes symétriques 40× 40 dans un contexte bruité t = 10−3 et pour
300 tirages indépendants.
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Figure 3.11 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 15 matrices complexes symétriques de dimensions 40×40 avec Ns = 30 dans un contexte
bruité t = 10−3 et pour 300 tirages indépendants.
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Figure 3.12 – Indice de performance médian après convergence en fonction du nombre K de
matrices complexes symétriques de dimensions 15× 15 avec Ns = 10 dans un contexte bruité
t = 10−3 et pour 200 tirages indépendants.
0 50 100 150 200 250 300
−35
−30
−25
−20
−15
−10
−5
0
Performance médiane
nombre de balayages
in
di
ce
 d
e 
pe
rfo
rm
an
ce
 (e
n 
dB
)
 
 
0 50 100 150 200 250 300
−35
−30
−25
−20
−15
−10
−5
0
Performance moyenne
nombre de balayages
 
 
G−CLUJA
A−CLUJA
C−CLUJA
ALUJA
CS−LUJ1D
GEVD
Figure 3.13 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 2 matrices complexes symétriques de dimensions 15× 15 avec Ns = 10 dans un contexte
bruité t = 10−3 et pour 100 tirages indépendants.
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Enfin, intéressons nous à l’influence du nombre K de matrices à diagonaliser conjointe-
ment (voir figure 3.12). La principale information fournie par cette figure est que lorsque K
diminue, les performances de chaque algorithme se dégradent. En effet, pourK ≥ 5, les indices
de performance médians des algorithmes sont inférieurs à −45dB, tandis que pour K = 2,
ils sont tous supérieurs à −35dB. Lorsque l’on considère des ensembles de deux matrices,
on peut utiliser la GEVD. On constate ici, qu’en termes de niveau de performance médian,
les cinq algorithmes itératifs surpassent la GEVD. La figure 3.13 pointe ce contexte particu-
lier où K = 2, en représentant les performances médianes et moyennes des algorithmes en
fonction des balayages. Cette simulation révèle que le paramètre K impacte aussi la vitesse
de convergence de certains algorithmes. On remarque, en effet, qu’A-CLUJA et C-CLUJA
convergent en seulement une dizaine de balayages contre environ 50 pour G-CLUJA. ALUJA
et CS-LUJ1D, quant à eux, n’ont pas assez de 300 balayages pour converger. Notons que
CS-LUJ1D est le seul algorithme ne présentant pas un meilleur niveau de performance moyen
que la GEVD après 300 balayages.
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Figure 3.14 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 3 matrices complexes symétriques de dimensions 50× 50 avec Ns = 50 dans un contexte
non bruité et pour 50 tirages indépendants.
Finalement, les figures 3.14 et 3.15 illustrent un cas particulièrement ardu pour les algo-
rithmes itératifs de diagonalisation conjointe de matrices. On considère des ensembles de trois
matrices de grandes dimensions (Ns = No = 50), dans un contexte non bruité. Dans ces condi-
tions, peu d’algorithmes itératifs parviennent à diagonaliser conjointement et exactement ces
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Figure 3.15 – Indice de performance en fonction du nombre de balayages pour 3 matrices
complexes symétriques de dimensions 50 × 50 avec Ns = 50 dans un contexte non bruité et
pour 50 tirages indépendants.
matrices. Sans surprise, pour des matrices de telle taille, A-CLUJA diverge. G-CLUJA se
comporte comme en présence de bruit en convergeant à environ -60dB. ALUJA et CS-LUJ1D
affichent une vitesse de convergence bien moins bonne que les algorithmes basés sur une mé-
thode du gradient. Enfin l’algorithme C-CLUJA diagonalise exactement tous les ensembles de
matrices considérés, avec de plus une bonne vitesse de convergence. En effet, cet algorithme,
combinant A-CLUJA et G-CLUJA, atteint un indice de performance moyen égal à zéro en
12 balayages.
3.4.2 Modèle hermitien
Dans le cadre du modèle hermitien, nous comparons les performances des algorithmes
ALUJA, G-CLUJA, A-CLUJA et C-CLUJA avec quatre des nombreux algorithmes traitant
des ensembles de matrices hermitiennes que l’on trouve dans la littérature. Parmi eux, trois
sont des algorithmes de type Jacobi, à savoir LUCJD [127], dont la méthode est résumée au
paragraphe 3.2.1.2, JTJD [56] et CJDi [78] et le dernier est un algorithme itératif utilisant
une méthode de Gauss, dénommé U-WEDGE [114]. Le tableau 3.4 résume les paramètres de
simulation pour chacune des figures de ce paragraphe.
Tout d’abord, on s’intéresse au comportement global des différents algorithmes dans un
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Figure No Ns K t ndraws nsweeps affichage
3.16 15 15 15 0 50 100 tous
3.17 15 15 15 0 50 100 méd. et moy.
3.18 15 15 15 10−2 50 100 tous
3.19 15 15 15 10−2 50 100 méd. et moy.
3.20 15 10 15 {10−6, . . . , 10−1} 200 150 méd.
3.21 30 {3, . . . , 30} 15 10−3 300 120 méd.
3.22 30 30 15 10−3 300 120 méd. et moy.
3.23 15 10 {2, . . . , 50} 10−3 100 300 méd.
3.24 15 10 2 10−3 100 300 méd. et moy.
3.25 50 50 3 0 50 100 méd. et moy.
3.26 50 50 3 0 50 100 tous
Table 3.4 – Paramètres de simulation pour les algorithmes de diagonalisation conjointe
d’ensembles de matrices complexes hermitiennes
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Figure 3.16 – Indice de performance en fonction du nombre de balayages pour 15 matrices
hermitiennes de dimensions 15 × 15 avec Ns = 15 dans un contexte non bruité et pour 50
tirages indépendants.
contexte non bruité avec les figures 3.16 et 3.17 et en présence de bruit (avec t = 10−2)
avec les figures 3.18 et 3.19. Dans le contexte non bruité, ALUJA et LUCJD présentent
une convergence linéaire, le premier étant sensiblement plus rapide, dans le sens où ALUJA
atteint −160dB en moins d’itérations que LUJCD. Les six autres algorithmes convergent
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Figure 3.17 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 15 matrices hermitiennes de dimensions 15 × 15 avec Ns = 15 dans un contexte non
bruité et pour 50 tirages indépendants.
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Figure 3.18 – Indice de performance en fonction du nombre de balayages pour 15 matrices
hermitiennes de dimensions 15 × 15 avec Ns = 15 dans un contexte bruité t = 10−2 et pour
50 tirages indépendants.
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Figure 3.19 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 15 matrices hermitiennes de dimensions 15 × 15 avec Ns = 15 dans un contexte bruité
t = 10−2 et pour 50 tirages indépendants.
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Figure 3.20 – Indice de performance médian après convergence en fonction du niveau de
bruit t pour 15 matrices hermitiennes de dimensions 15×15 avec Ns = 10 et pour 200 tirages
indépendants.
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quadratiquement, G-CLUJA et C-CLUJA ayant les meilleures vitesses de convergence devant
U-WEDGE. Notons que pour certains ensembles de matrices, JTJD diverge et ne peut pas
traiter les nsweeps balayages. Ceci explique pourquoi, dans le cas bruité, une des courbes
s’arrête au 22ème balayage. En termes de niveau de performance médian, ALUJA, A-CLUJA,
U-WEDGE, JTJD et CJDi se détachent d’environ 5dB par rapport aux autres algorithmes.
Algorithmes ALUJA A-CLUJA G-CLUJA C-CLUJA
moyenne 2.942e− 3 2.542e− 3 2.271e− 3 2.406e− 3
écart-type 5.681e− 3 4.765e− 3 2.599e− 3 3.023e− 3
minimum 1.882e− 5 1.882e− 5 3.019e− 5 2.463e− 5
maximum 2.395e− 2 1.890e− 2 1.110e− 2 1.425e− 2
médiane 4.524e− 4 4.524e− 4 1.387e− 3 1.433e− 3
écart interquartile 1.121e− 3 1.121e− 3 1.648e− 3 1.780e− 3
Algorithmes LUCJD JTJD U-WEDGE CJDi
moyenne 3.384e− 3 N/A 2.785e− 3 2.515e− 3
écart-type 5.129e− 3 N/A 5.166e− 3 4.677e− 3
minimum 3.456e− 5 1.882e− 5 1.882e− 5 1.882e− 5
maximum 2.034e− 2 N/A 1.880e− 2 1.761e− 2
médiane 1.426e− 3 5.858e− 4 4.524e− 4 4.524e− 4
écart interquartile 1.909e− 3 2.044e− 3 1.121e− 3 1.121e− 3
Table 3.5 – Quelques statistiques après convergence pour 15matrices hermitiennes de dimen-
sions 15× 15 avec Ns = 15 dans un contexte bruité t = 10−2 et pour 50 tirages indépendants.
Le tableau 3.5 fournit quelques éléments statistiques (moyenne, écart-type, minimum,
maximum, médiane, écart interquartile) pour chaque algorithme après convergence dans un
cadre de simulation similaire à celui de la figure 3.18. Les meilleures statistiques y apparaissent
en gras. Elles révèlent qu’ALUJA et A-CLUJA obtiennent les meilleurs minimum, médiane
et écart interquartile avec U-WEDGE et CJDi. Cependant, les écart-types de ces quatres
algorithmes sont nettement moins bons que ceux de C-CLUJA et surtout G-CLUJA. Les
algorithmes de type gradient présentent donc moins de dispersion. On peut aussi noter qu’ils
atteignent les meilleurs niveaux de performance moyens.
La figure 3.20 permet d’évaluer l’influence du niveau de bruit sur l’indice de performance
médian des algorithmes. Comme dans le cas complexe symétrique, on observe que ce paramètre
influe sur chacun des algorithmes de manière similaire.
La figure 3.21 illustre l’influence de la dimension Ns des matrices sur l’indice de perfor-
mance médian des algorithmes et la figure 3.22 détaille le cas Ns = 30. Comme précédemment,
pour un nombre K de matrices fixé, l’augmentation de la taille des matrices entraîne une aug-
mentation de la valeur de l’indice de performance pour chacun des algorithmes. On note que,
lorsque Ns = 30, l’indice de performance médian de JTJD n’est pas défini (ce qui signifie
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Figure 3.21 – Indice de performance médian après convergence en fonction de la dimension
Ns des 15 matrices hermitiennes 30× 30 dans un contexte bruité t = 10−3 et pour 300 tirages
indépendants.
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Figure 3.22 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 15 matrices hermitiennes de dimensions 30 × 30 avec Ns = 30 dans un contexte bruité
t = 10−3 et pour 300 tirages indépendants.
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que l’algorithme diverge dans plus de 50% des tirages) et l’indice de performance moyen de
A-CLUJA est supérieur −15dB. La taille Ns des matrices n’a que peu d’influence sur les
autres algorithmes.
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Figure 3.23 – Indice de performance médian après convergence en fonction du nombre K de
matrices hermitiennes de dimensions 15× 15 avec Ns = 10 dans un contexte bruité t = 10−3
et pour 200 tirages indépendants.
La figure 3.23 montre l’influence du nombre K de matrices contenues dans l’ensemble
à diagonaliser sur le niveau de performance médian des différents algorithmes et la figure
3.24 illustre, plus particulièrement, le cas où K = 2. Plus l’ensemble contient de matrices,
plus les indices de performance des algorithmes sont faibles. Toutefois, cette amélioration est
moins nette pour LUCJD. Les ensembles de peu de matrices font surgir des problèmes de
robustesse. En effet, pour K = 2, U-WEDGE, JTJD, CJDi et A-CLUJA divergent. Dans ce
même cas, les algorithmes basés sur la stratégie d’estimation découplée mettent beaucoup plus
d’itérations que G-CLUJA et C-CLUJA pour converger. Ces derniers algorithmes présentent
un comportement oscillant. Enfin, on note que seul C-CLUJA affiche un indice de performance
médian inférieur à celui de la GEVD et celui-ci vaut environ −24dB.
Enfin, pour les figures 3.25 et 3.26, on considère la diagonalisation conjointe d’ensembles
de trois matrices de dimensions No = Ns = 50 dans un cas non bruité. Dans ce contexte,
les algorithmes U-WEDGE, JTJD, CJDi et A-CLUJA divergent. ALUJA ne converge que
pour quelques-uns des tirages. LUCJD affiche une convergence très lente par rapport aux
algorithmes reposant sur une méthode du gradient. G-CLUJA ne diagonalise pas de façon
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Figure 3.24 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 2 matrices hermitiennes de dimensions 15 × 15 avec Ns = 10 dans un contexte bruité
t = 10−3 et pour 100 tirages indépendants.
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Figure 3.25 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 3 matrices hermitiennes de dimensions 50×50 avec Ns = 50 dans un contexte non bruité
et pour 50 tirages indépendants.
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Figure 3.26 – Indice de performance en fonction du nombre de balayages pour 3 matrices
hermitiennes de dimensions 50 × 50 avec Ns = 50 dans un contexte non bruité et pour 50
tirages indépendants.
exacte les matrices des ndraw ensembles considérés. Finalement, comme dans le cas complexe
symétrique, seul C-CLUJA obtient des indices de performance nuls pour l’intégralité des
ensembles de matrices à diagonaliser conjointement.
3.4.3 Complexité algorithmique
Intéressons nous, maintenant, à la complexité des algorithmes proposés et de ceux avec
lesquels nous les avons comparés. Les complexités sont données en opérations à virgule flot-
tante ou flop pour FLoating-point OPerations. Ici, on considère qu’un flop est constitué d’une
multiplication suivie d’une addition.
Tous les algorithmes de ce chapitre sont structurés en deux étapes distinctes : l’estima-
tion des paramètres et la mise à jour des matrices cibles. Pour beaucoup d’algorithmes comme
U-WEDGE, JTJD, CJDi, ainsi que les algorithmes proposés reposant sur l’approche adap-
tée, à savoir ALUJA et A-CLUJA, la complexité de l’étape d’estimation des paramètres est
négligeable devant celle de l’étape de mise à jour. La mise à jour d’une matrice-cible par une
matrice élémentaire vaut O(2Ns) flop, cette opération est répétée pour toutes les matrices
cibles (K fois) et pour toutes les matrices élémentaires (Ns(Ns−1)
2
fois). Pour un balayage,
la mise à jour complète des matrices cibles vaut donc O(KN3s ) flop. Ceci correspond à la
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complexité des algorithmes sus-cités.
Algorithmes Complexité (en flop/balayage)
ALUJA O(KN3s )
A-CLUJA O(KN3s )
G-CLUJA (nite = 10) O((10nite + 1)KN3s )
C-CLUJA (nite = 2) O((10nite + 1)KN3s )
CS-LUJ1D O(2KN3s )
LUCJD O(2KN3s )
U-WEDGE O(KN3s )
JTJD O(KN3s )
CJDi O(KN3s )
Table 3.6 – Récapitulatifs des complexités de chacun des algorithmes de diagonalisation
conjointe de matrices proposés et utilisés dans ce chapitre
Concernant les algorithmes CS-LUJ1D et LUCJD, la complexité de l’estimation de tous
leurs paramètres n’est plus négligeable, mais exactement du même ordre de grandeur que celle
de la mise à jour globale des matrices cibles. La complexité de ces deux algorithmes vaut donc
O(2KN3s ) flop par balayage.
Enfin, pour G-CLUJA et C-CLUJA, la complexité algorithmique d’une des nite itérations
de la méthode du gradient présente un coût dix fois plus élevé qu’une mise à jour des matrices
cibles. Ainsi, la complexité de ces deux algorithmes vautO((10nite+1)KN3s ) flop par balayage.
Notons que, pour toutes les simulations de ce chapitre, on a pris nite = 10 pour G-CLUJA et
nite = 2 pour C-CLUJA. Le tableau 3.6 récapitule les complexités de chaque algorithme.
Conclusion
Comme l’attestent les résultats obtenus suite aux simulations numériques, deux des al-
gorithmes proposés dans ce chapitre sortent du lot, en se comparant favorablement aux al-
gorithmes de la littérature. Tout d’abord, ALUJA offre une bonne estimation de la matrice
diagonalisante. En effet, cet algorithme, dont l’implémentation est très simple, fournit un bon
niveau de performance avec de plus, une faible complexité algorithmique. Cependant, dans
des situations particulières, il peut nécessiter un grand nombre d’itérations pour converger.
L’algorithme C-CLUJA offre, quand à lui, une bonne vitesse de convergence. De plus, cette
combinaison des algorithmes G-CLUJA et A-CLUJA présente un niveau de performance tout
à fait correct et converge pour tous les tirages, même dans les configurations les plus défavo-
rables envisagées dans ce chapitre.
Chapitre 4
Algorithmes de diagonalisation conjointe
non-unitaire de tenseurs d’ordre trois
Dans ce chapitre, nous développons des méthodes pour la diagonalisation conjointe non-
unitaire de tenseurs complexes d’ordre trois. Pour traiter les problèmes de séparation multi-
entrées multi-sorties de sources de télécommunications numériques, nous nous concentrons
sur des ensembles de tenseurs présentant des symétries et plus précisément, ceux reposant sur
le modèle symétrique (2.38) et sur la décomposition INDSCALh (2.36). Nous nous intéressons
aussi à la diagonalisation et à la diagonalisation conjointe de tenseurs non-symétriques repo-
sant sur le modèle (2.23). Même si notre approche est différente, cela nous permettra de nous
comparer aux méthodes de décomposition CP classique de la littérature comme par exemple
l’ALS ou les méthodes de type gradient conjugué ou Levenberg-Marquardt.
4.1 Introduction
Tout d’abord, rappelons rapidement comment est formulé le problème de diagonalisation
conjointe de tenseurs d’ordre trois dans le cas du modèle non-symétrique (2.23). On considère
un ensemble de K (K ≥ 1) tenseurs d’ordre trois T(k) respectant le modèle générique suivant
pour tout k ∈ K
T(k) = D(k)×1 A1 ×2 A2 ×3 A3. (4.1)
où pour tout x ∈ {1, 2, 3}, Ax ∈ ANox×Ns (2.3) avec Ns ≤ minx (Nox) et où D(k) ∈ C
Ns×Ns×Ns
sont diagonaux et non nuls. Dans le cas symétrique, on aura A1 = A2 = A3 = A et dans le
cas INDSCALh, on aura par exemple A1 = A2 = A et A3 = A∗ (notons toutefois que toutes
les combinaisons sont envisageables tant qu’une des trois matrices facteurs correspond à la
conjuguée des deux autres). On cherche à estimer les matrices diagonalisantes Bx ∈ BNs×Nox ,
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avec x ∈ {1, 2, 3} telles que les tenseurs transformés
T′(k) = T(k)×1 B1 ×2 B2 ×3 B3 (4.2)
soient aussi diagonaux que possible. Pour cela, nous avons choisi de mettre en œuvre les
méthodes présentées au paragraphe 2.5. Nous développons des algorithmes de type Jacobi
reposant sur une paramétrisation LU des matrices diagonalisantes. Toutefois, seules les ma-
trices carrées peuvent être décomposées à l’aide d’une procédure de type Jacobi. Or, ici, les
matrices Bx sont toutes trois rectangulaires et de dimensions Ns × Nox . En supposant que
nous connaissons toutes les dimensions du problème (Ns et Nox pour x ∈ {1, 2, 3}), nous
proposons de décomposer les matrices Bx telles que
Bx = BxrBxo (4.3)
où Bxo ∈ CNs×Nxo sont trois matrices de rang plein en ligne et Bxr ∈ CNs×Ns sont trois
matrices inversibles. Les matrices Bxo correspondent à une initialisation pour les matrices
diagonalisantes Bx respectives et Bxr sont leurs matrices diagonalisantes réduites que l’on
doit estimer. Après les initialisations Bx ← Bxo, l’ensemble des tenseurs T(k) de dimensions
No1 ×No2 ×No3 (4.1) est mis à jour par la transformation suivante
R(k) = T(k)×1 B1o ×2 B2o ×3 B3o (4.4)
où R(k) ∈ CNs×Ns×Ns pour tout k ∈ K.
Remarques : En séparation aveugle de source, on connaît seulement les Nox . Toutefois, il
existe, dans la littérature, de nombreuses méthodes permettant d’estimer Ns à partir du jeu
d’observations considéré et ainsi d’effectuer la réduction de dimension escomptée.
Finalement, à partir des tenseurs cibles réduits R(k), on veut estimer les matrices diago-
nalisantes réduites Bxr que l’on décompose de la manière suivante, à l’aide d’une procédure
de type Jacobi
Bxr =
Ns−1∏
i=1
Ns∏
j=i+1
Bijxr. (4.5)
Pour chaque couple (i, j) ∈ N 2s , i < j, on propose, si possible, d’estimer analytiquement et
simultanément les matrices Bij1r, B
ij
2r et B
ij
3r en optimisant le critère
J (Bijxr) =
K∑
k=1
‖ ZDiag{R′(k)} ‖2 (4.6)
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avec
R′(k) = R(k)×1 B1r ×2 B2r ×3 B3r. (4.7)
On considèrera deux approches d’optimisation différentes pour ce critère :
• Une approche classique où l’on minimise directement (4.6) sans hypothèse particulière
• Une approche adaptée décrite au paragraphe 2.5.2, où l’on minimise le critère (4.6)
en supposant, cette fois, que les tenseurs R(k) sont proches d’être diagonaux.
Enfin, pour tout x ∈ {1, 2, 3}, afin d’assurer la pseudo-inversibilité des Bx et d’éviter toute so-
lution singulière, nous considérons la contrainte det(Bijxr) = 1. Pour imposer cette contrainte,
nous factorisons chaque Bijxr à l’aide d’une décomposition LU. De ce fait, chacune de ces
matrices a pour partie utile
B˜ijxr = L˜
ij
x U˜
ij
x =
(
1 0
`ijx 1
)(
1 uijx
0 1
)
. (4.8)
On propose, ici, d’estimer les paramètres des matrices Lijx et Uijx selon la stratégie découplée
envisagée au paragraphe 2.5.3. Elle consiste à estimer Bijxr = Uijx à Lijx fixée, pour chacun
des couples (i, j) avec 1 ≤ i < j ≤ Ns, puis à faire de même pour l’estimation des matrices
élémentaires Lijx .
Finalement, quel que soit l’ensemble de tenseurs d’ordre trois considéré (symétrique,
INDSCALh ou non-symétrique), nous avons développé deux méthodes basées sur cette stra-
tégie découplée d’estimation des paramètres.
• La première méthode, présentée au paragraphe 4.2.1, est basée sur l’optimisation du
critère (4.6) selon l’approche classique. Pour cet algorithme, chacun des paramètres
uijx et `ijx est estimé indépendamment et analytiquement pour tout x ∈ {1, 2, 3} et
tout (i, j) ∈ N 2s , i < j. On dénomme l’algorithme T-ALUJA pour Tensorial ALUJA.
• La seconde méthode repose sur la minimisation du critère (4.6), en supposant que l’on
se trouve proche d’une solution diagonalisante. Ici, pour un couple (i, j) ∈ N 2s , i < j
fixé, les trois matrices Uijx (respectivement Lijx ) seront estimées simultanément. L’al-
gorithme résultant est nommé T-ALUJA-A pour T-ALUJA for an Adapted approach
et il est présenté au paragraphe 4.2.2.
Pour ces deux méthodes, l’optimisation du critère se fait par la recherche des racines de sa
dérivée.
Le tableau 4.1 récapitule les algorithmes développés dans cette thèse pour la diagonali-
sation conjointe de tenseurs complexes d’ordre trois.
Pour une meilleure lisibilité, dans les paragraphes suivants de ce chapitre, nous n’écrirons
plus l’indice r des matrices élémentaires réduites Bijxr. Pour un couple (i, j), i < j donné, on
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PPPPPPPPPApproche
Stratégie Découplée
Classique T-ALUJA : §4.2.1
Modèle non-symétrique
Modèle INDSCALh
Modèle symétrique
Adaptée T-ALUJA-A : §4.2.2
Modèle non-symétrique
Modèle INDSCALh
Modèle symétrique
Table 4.1 – Récapitulatif des algorithmes tensoriels de diagonalisation conjointe non-unitaire
proposés selon l’approche liée au critère d’optimisation et la stratégie d’estimation des para-
mètres choisis
rappelle et on définit les ensembles que l’on utilisera dans les paragraphes suivants :
P = Ns \ {i} S = N 2s \ {(i, i)}. (4.9)
4.2 Stratégie d’estimation découplée
Rappelons, tout d’abord, la décomposition de chacune des matrices diagonalisantes ré-
duites
Bx =
Ns−1∏
i=1
Ns∏
j=i+1
Lijx
Ns−1∏
i=1
Ns∏
j=i+1
Uijx (4.10)
où les matrices Lijx et Uijx sont entièrement caractérisées par leurs parties utiles définies res-
pectivement par
U˜ijx =
(
1 uijx
0 1
)
et L˜ijx =
(
1 0
`ijx 1
)
. (4.11)
Dans ce paragraphe, dans le cadre de l’estimation découplée des paramètres, pour un
couple (i, j) ∈ N 2s , i < j donné, le but est de déterminer les matrices Uijx avec x ∈ {1, 2, 3} à
Lijx fixées de telle sorte que
uˆijx = argmin
Uijx
J (Uijx ). (4.12)
Le calcul des matrices Lijx avec x ∈ {1, 2, 3} à Uijx fixées se fait de façon similaire. Dans la
suite de ce paragraphe, on se contentera de développer les calculs pour la détermination des
paramètres uijx . En effet, comme les Lij sont les transposées de matrices triangulaires supé-
rieures similaires aux Uijx , on déduira donc directement la solution optimale des paramètres
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`ijx , en interchangeant les indices i et j dans les développements suivants.
Soit un ensemble de K tenseurs cibles réduits R(k) ∈ CNs×Ns×Ns admettant le modèle
(2.26), la stratégie d’estimation découplée est donc basée sur la minimisation du critère
J (Uijx ) =
K∑
k=1
‖ ZDiag{R′(k)} ‖2, (4.13)
avec
R′(k) = R(k)×1 Uij1 ×2 Uij2 ×3 Uij3 . (4.14)
Dans cette transformation (4.14), chacune des trois matrices Uijx modifie une tranche spé-
cifique des tenseurs R(k). Pour tout k ∈ K, Uij1 transforme la tranche de R(k) définie par
{(i,m, n) | (m,n) ∈ N 2s }, Uij2 la tranche définie par {(m, i, n) | (m,n) ∈ N 2s } et Uij3 celle
définie par {(m,n, i) | (m,n) ∈ N 2s }. Les composantes situées aux intersections de ces plans
sont modifiées par deux voire trois des paramètres uijx . On dira des composantes impactées
par deux matrices Uijx qu’elles ont subi une transformation bilinéaire. La seule composante
ayant subi une transformation trilinéaire est l’élément diagonal R′iii(k), qui ne nous intéresse
pas pour la diagonalisation. La figure 4.1 illustre l’impact de la transformation sur un tenseur
R′(k) et met en évidence les composantes qui ont été modifiées entre ce tenseur transformé
et le tenseur cible R(k) correspondant.
Ainsi on peut développer le critère (4.13) de la manière suivante
J (Uijx ) = J ′(Uijx ) + Ctdc (4.15)
avec
J ′(Uijx ) =
K∑
k=1
[∑
l∈P
(
| R′iil(k) |2 + | R′ili(k) |2 + | R′lii(k) |2
)
+
∑
(m,n)∈P2
(
| R′imn(k) |2 + | R′min(k) |2 + | R′imn(k) |2
)]
(4.16)
Ctdc =
K∑
k=1
∑
(l,m,n)∈P3
l 6=m6=n
| R′lmn(k) |2 . (4.17)
Minimiser J (Uijx ) revient donc à minimiser J ′(Uijx ).
Pour tout k ∈ K et pour tout (l,m, n) ∈ P 3, dans (4.16) les termes hors-diagonaux d’intérêt
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Figure 4.1 – Schéma de l’impact de la transformation (4.14) sur un tenseur R′(k).
des R′(k) s’écrivent
R′iil(k) = Riil(k) +Rjil(k)u
ij
1 +Rijl(k)u
ij
2 +Rjjl(k)u
ij
1 u
ij
2
R′ili(k) = Rili(k) +Rjli(k)u
ij
1 +Rilj(k)u
ij
3 +Rjlj(k)u
ij
1 u
ij
3
R′lii(k) = Rlii(k) +Rlji(k)u
ij
2 +Rlij(k)u
ij
3 +Rljj(k)u
ij
2 u
ij
3 (4.18)
R′imn(k) = Rimn(k) +Rjmn(k)u
ij
1
R′min(k) = Rmin(k) +Rmjn(k)u
ij
2
R′mni(k) = Rmni(k) +Rmnj(k)u
ij
3 . (4.19)
Maintenant que nous avons l’expression exacte du critère, nous développons des méthodes
de détermination des paramètres uijx , tout d’abord selon l’approche classique, puis selon l’ap-
proche adaptée.
4.2. Stratégie d’estimation découplée 95
4.2.1 Approche classique
Idéalement, cette approche consiste à estimer les paramètres uij1 , u
ij
2 et u
ij
3 simultanément
en minimisant directement (4.16). Cependant les composantes ayant subi une transformation
bilinéaire (4.18) présentent respectivement des termes croisés en uij1 u
ij
2 , u
ij
1 u
ij
3 et u
ij
2 u
ij
3 . Dans
(4.16), c’est le module au carré de chacune de ces composantes qui est considéré. Si on
minimise directement ce critère pour estimer les trois matrices Uijx , on obtiendra, dans le
meilleur des cas, un système de trois équations à trois inconnues présentant des termes croisés
en
(| uij1 |2 uij2 ), (| uij1 |2 uij3 ), (uij1 | uij2 |2), (| uij2 |2 uij3 ), (uij1 | uij3 |2) et (uij2 | uij3 |2). Un tel
système ne semble pas pouvoir être résolu analytiquement. Notons que c’est aussi le cas pour
les modèles complexes INDSCALh et symétrique. L’optimisation directe du critère (4.16)
semble fournir une solution analytique, uniquement pour le modèle réel symétrique.
On envisage donc une autre méthode. On propose d’estimer chacune des matrices Uijx ,
x ∈ {1, 2, 3} indépendamment. Ainsi pour un couple (i, j) ∈ N 2s , i < j donné, on détermine,
dans un premier temps, Uij1 à U
ij
2 et U
ij
3 fixées, on met ensuite à jour les tenseurs cibles R(k)
ainsi que la matrice diagonalisante B1 puis on fait de même pour l’estimation de Uij2 et U
ij
3 .
Par la suite, on ne développera les calculs que pour l’estimation de Uij1 . Celles de U
ij
2 et U
ij
3
pourront être simplement déduites par permutation d’indices.
Le paramètre uij1 est obtenu en minimisant le critère (4.13) appliqué à la seule matrice
Uij1 et que l’on dénote J(×1), de telle sorte que
uˆij1 = argmin
Uij1
J(×1)(Uij1 ) (4.20)
avec
J(×1)(Uij1 ) =
K∑
k=1
‖ ZDiag{R′1(k)} ‖2, (4.21)
où
R′1(k) = R(k)×1 Uij1 . (4.22)
Cette transformation (4.22) modifie uniquement la tranche {(i,m, n) | (m,n) ∈ N 2s } des R(k)
comme l’illustre la figure 4.2. Pour (m,n) ∈ N 2s , les composantes de cette tranche prennent
la forme linéaire suivante
R′1,imn(k) = Rimn(k) + u
ij
1 Rjmn(k). (4.23)
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Figure 4.2 – Schéma de l’impact de la transformation (4.22) sur un tenseur R′1(k).
Finalement, on peut développer le critère (4.21) comme
J(×1)(Uij1 ) =
K∑
k=1
( ∑
(m,n)∈S
| Rimn(k) + uij1 Rjmn(k) |2
)
+ Ctdc2 (4.24)
où Ctdc2 est une constante valant
Ctdc2 =
K∑
k=1
∑
(l,m,n)∈R
| Rlmn(k) |2 . (4.25)
avec l’ensemble R = {(l,m, n) | l ∈ P et (m,n) ∈ N 2s } \ {(o, o, o) | o ∈ P}.
Nous proposons, maintenant, de minimiser (4.24) afin de déterminer le paramètre uij1
pour les différents modèles de tenseurs envisagés, à savoir non-symétrique, INDSCALh et
symétrique.
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Modèle non-symétrique : Comme tous les développements précédents de ce chapitre ont
été faits dans le cadre du modèle non-symétrique (4.1), pour estimer uij1 , il suffit de minimiser
(4.24). Pour cela on dérive cette expression par rapport à uij ∗1 de la manière suivante
∂J(×1)(Uij1 )
∂uij ∗1
=
K∑
k=1
∑
(m,n)∈S
R∗jmn(k)
(
Rimn(k) + u
ij
1 Rjmn(k)
)
. (4.26)
En égalisant à zéro (4.26), on obtient la valeur optimale du paramètre uij1
uˆij1 = −
K∑
k=1
∑
(m,n)∈S
R∗jmn(k)Rimn(k)
K∑
k=1
∑
(m,n)∈S
| Rjmn(k) |2
. (4.27)
Les paramètres uij2 et u
ij
3 peuvent être calculés de manière similaire à u
ij
1 ou simplement
déduits de (4.27) par permutation d’indices. On a alors
uˆij2 = −
K∑
k=1
∑
(m,n)∈S
R∗mjn(k)Rmin(k)
K∑
k=1
∑
(m,n)∈S
| Rmjn(k) |2
et uˆij3 = −
K∑
k=1
∑
(m,n)∈S
R∗mnj(k)Rmni(k)
K∑
k=1
∑
(m,n)∈S
| Rmnj(k) |2
. (4.28)
Enfin les valeurs optimales des paramètres `ijx , x ∈ {1, 2, 3} sont déduites des expressions
précédentes des uˆijx correspondants, en interchangeant les indices i et j et en sommant sur
(p, q) ∈ N 2s \ {(j, j)}. Ainsi on obtient
`ij1 = −
K∑
k=1
∑
(m,n)∈S′
R∗imn(k)Rjmn(k)
K∑
k=1
∑
(m,n)∈S′
| Rimn(k) |2
,
`ij2 = −
K∑
k=1
∑
(m,n)∈S′
R∗min(k)Rmjn(k)
K∑
k=1
∑
(m,n)∈S′
| Rmin(k) |2
`ij3 = −
K∑
k=1
∑
(m,n)∈S′
R∗mni(k)Rmnj(k)
K∑
k=1
∑
(m,n)∈S′
| Rmni(k) |2
. (4.29)
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Modèle INDSCALh et modèle symétrique : On considère, maintenant, un ensemble
de K tenseurs cibles reposant soit sur le modèle INDSCALh
R(k) = D(k)×1 A×2 A×3 A∗, (4.30)
soit sur le modèle symétrique
R(k) = D(k)×(3) A. (4.31)
La diagonalisation conjointe de chacun de ces ensembles repose sur l’estimation d’une matrice
diagonalisante B. Selon la procédure de Jacobi et la paramétrisation LU, B s’écrit comme
un produit de Ns(Ns−1)
2
matrices élémentaires Lij et Ns(Ns−1)
2
matrices élémentaires Uij (4.10).
Par la stratégie découplée de détermination des paramètres et par l’utilisation du critère
inverse selon l’approche classique, on a montré qu’une méthode pour obtenir une résolution
analytique est d’estimer chacune des matrices Lij et Uij de manière indépendante. Pour un
couple (i, j) ∈ Ns, i < j, le calcul du paramètre uij associé se fait par l’optimisation du critère
spécifique (4.24). Notons que la transformation engendrée par l’opérateur ×1 est exactement
la même pour les deux modèles considérés dans ce paragraphe. Ainsi, pour des ensembles de
tenseurs INDSCALh ou symétriques, le critère (4.24) s’écrit
J(×1)(Uij) =
K∑
k=1
( ∑
(p,q)∈S
| Ripq(k) + uijRjpq(k) |2
)
+ Ctdc2. (4.32)
La valeur optimale de uij est l’unique racine de la dérivée de (4.32) par rapport à uij ∗.
Finalement uij vaut (4.27) et on en déduit la valeur optimale de `ij.
4.2.2 Approche adaptée
On considère un ensemble deK tenseurs cibles non-symétriquesR(k) ∈ CNs×Ns×Ns . Dans
le paragraphe 4.2, pour un couple (i, j) ∈ N 2s , i < j fixé, on a vu que le calcul simultané
des matrices élémentaires Uijx , x ∈ {1, 2, 3} pouvait se faire par la minimisation du critère
J ′(Uijx ) (4.16). Dans le paragraphe 4.2.1, il a été expliqué que la minimisation directe de ce
critère ne semblait pas permettre la résolution analytique recherchée. Ici, nous allons montrer
qu’avec une approche différente, la détermination simultanée des trois matrices Uijx peut se
faire de façon analytique.
Tout d’abord, considérons que les tenseurs R(k) sont diagonaux. Celà signifie que, pour
tout k ∈ K, tous les éléments hors-diagonaux des R(k) sont nuls et si on fait l’hypothèse
raisonnable que
K∑
k=1
| Rjjj(k) |2 6= 0, alors uij1 = uij2 = uij3 = 0 est la solution minimisant (4.16).
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Ainsi, si l’on suppose que les tenseurs cibles sont proches d’être des tenseurs diagonaux, alors
les composantes hors-diagonales des R(k) sont très petites devant un et il en est de même
pour uijx , avec x ∈ {1, 2, 3}. Finalement, sous cette hypothèse, pour tout k ∈ K et pour tout
(a, b, c) ∈ {N 3s \ {(p, p, p) | p ∈ Ns}}, on a les propriétés suivantes
| Rabc(k) |  1 et | uijx |  1. (4.33)
Ainsi, on constate que certains termes du critère J ′(Uijx ) deviennent dominants. En effet,
dans (4.18) et (4.19), pour tout l ∈ P et pour tout (m,n) ∈ P2 \ {(j, j)}, on a
| Riil(k) | ≥ | Rjil(k)uij1 +Rijl(k)uij2 +Rjjl(k)uij1 uij2 |
| Rili(k) | ≥ | Rjli(k)uij1 +Rilj(k)uij3 +Rjlj(k)uij1 uij3 |
| Rlii(k) | ≥ | Rlji(k)uij2 +Rlij(k)uij3 +Rljj(k)uij2 uij3 |
| Rimn(k) | ≥ | Rjmn(k)uij1 |
| Rmin(k) | ≥ | Rmjn(k)uij2 |
| Rmni(k) | ≥ | Rmnj(k)uij3 | . (4.34)
Finalement les termes du critère (4.16) peuvent être approximés par
R′iil(k) ≈ Riil(k)
R′ili(k) ≈ Rili(k)
R′lii(k) ≈ Rlii(k)
R′imn(k) ≈ Rimn(k) et R′ijj(k) = Rijj(k) +Rjjj(k)uij1
R′min(k) ≈ Rmin(k) et R′jij(k) = Rjij(k) +Rjjj(k)uij2
R′mni(k) ≈ Rmni(k) et R′jji(k) = Rjji(k) +Rjjj(k)uij3 . (4.35)
Ceci signifie que selon l’approche adaptée, la transformation (4.14) influe principalement sur
les trois composantes situées aux positions (i, j, j), (j, i, j) et (j, j, i) de chacun des tenseurs
cibles R(k). La figure 4.3 révèle, pour un tenseur R′(k), les composantes ayant été modifiées
par cette transformation dans le cadre de l’approche adaptée. Notons aussi que chacune de ces
trois composantes non constantes s’exprime comme une fonction linéaire d’un seul et unique
paramètre uijx . A partir des équations (4.35), on réécrit le critère (4.16), que l’on notera pour
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Figure 4.3 – Schéma de l’impact de la transformation (4.14) sur un tenseur R′(k) dans le
cadre de l’approche adaptée.
l’approche adaptée J ′a(Uijx ). On obtient
J ′a(Uijx ) =
K∑
k=1
(
| R′ijj(k) |2 + | R′jij(k) |2 + | R′jji(k) |2
)
+ Ctda ≈ J ′(Uijx ) (4.36)
avec
Ctda =
K∑
k=1
[∑
l∈P
(
| R′iil(k) |2 + | R′ili(k) |2 + | R′lii(k) |2
)
+
∑
(m,n)∈P2\{(j,j)}
(
| R′imn(k) |2 + | R′min(k) |2 + | R′imn(k) |2
)]
. (4.37)
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Pour les différents ensembles de tenseurs cibles envisagés, nous allons donc calculer simulta-
nément et analytiquement les paramètres uij1 , u
ij
2 et u
ij
3 en minimisant le critère (4.36).
Modèle non-symétrique : Dans (4.36), le critère est écrit pour la diagonalisation conjointe
d’un ensemble de tenseurs non-symétriques. De ce fait, pour déterminer uijx pour x ∈ {1, 2, 3},
il suffit de minimiser directement J ′a(Uijx ). Pour cela, on calcule les dérivées de (4.36) par
rapport aux conjugués de chacun des uijx . On obtient alors
∂J ′a(Uijx )
∂uij ∗1
=
K∑
k=1
R∗jjj(k)
(
Rijj(k) +Rjjj(k)u
ij
1
)
(4.38)
∂J ′a(Uijx )
∂uij ∗2
=
K∑
k=1
R∗jjj(k)
(
Rjij(k) +Rjjj(k)u
ij
2
)
(4.39)
∂J ′a(Uijx )
∂uij ∗3
=
K∑
k=1
R∗jjj(k)
(
Rjji(k) +Rjjj(k)u
ij
3
)
. (4.40)
L’expression de chacune des dérivées partielles est une fonction linéaire très simple ne dépen-
dant que d’un seul uijx . En les égalisant chacune à zéro, on obtient analytiquement les valeurs
optimales des trois paramètres
uˆij1 = −
K∑
k=1
R∗jjj(k)Rijj(k)
K∑
k=1
| Rjjj(k) |2
, uˆij2 = −
K∑
k=1
R∗jjj(k)Rjij(k)
K∑
k=1
| Rjjj(k) |2
et uˆij3 = −
K∑
k=1
R∗jjj(k)Rjji(k)
K∑
k=1
| Rjjj(k) |2
.
(4.41)
Les valeurs optimales ˆ`ijx sont, bien entendu, déduites de (4.41) en remplaçant tous les indices
i par des j et inversement.
Modèle INDSCALh : Nous considérons maintenant un ensemble de K tenseurs cibles
R(h)(k) ∈ CNs×Ns×Ns admettant la décomposition INDSCALh (4.30) Un tel modèle présente
des propriétés de symétrie. En effet, pour tout (a, b) ∈ N 2s on a
R
(h)
abc(k) = R
(h)
bac(k). (4.42)
Le modèle non-symétrique correspond exactement au modèle INDSCALh lorsqu’on poseA1 =
A2 = A
∗
3 = A. La diagonalisation conjointe de cet ensemble de tenseurs se fait donc comme
pour le modèle non-symétrique, en estimant une matrice B = B1 = B2 = B∗3 admettant la
décomposition (4.10). Ainsi, pour déterminer le paramètre uij, il s’agit de minimiser le critère
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(4.36), dans lequel on remplace uij1 et u
ij
2 par uij et u
ij
3 par uij ∗. De plus, en prenant en compte
la propriété de symétrie (4.42), le critère que l’on dénote J ′(h)a s’écrit
J ′(I)a (Uij) =
K∑
k=1
(
2 | R(h)ijj (k) +R(h)jjj(k)uij |2 + | R(h)jji (k) +R(h)jjj(k)uij ∗ |2
)
. (4.43)
On minimise ensuite (4.43), en le dérivant par rapport à uij ∗ comme il suit
∂J ′(I)a (Uij)
∂uij ∗
=
K∑
k=1
(
2R
(h) ∗
jjj (k)
(
R
(h)
ijj (k) +R
(h)
jjj(k)u
ij
)
+R
(h)
jjj(k)
(
R
(h) ∗
jji (k) +R
(h) ∗
jjj (k)u
ij
))
.
(4.44)
Et finalement, on obtient la valeur optimale
uˆij = −
K∑
k=1
(
2R
(h) ∗
jjj (k)R
(h)
ijj (k) +R
(h)
jjj(k)R
(h) ∗
jji (k)
)
3
K∑
k=1
| R(h)jjj(k) |2
. (4.45)
Modèle symétrique : On s’intéresse, enfin, à un ensemble de K tenseurs symétriques
R(s)(k) ∈ CNs×Ns×Ns reposant sur le modèle simplifié (4.31). Les tenseurs R(s)(k) sont symé-
triques, ce qui signifie que pour tout (a, b, c) ∈ N 3s on a
R
(s)
abc(k) = R
(s)
acb(k) = R
(s)
bac(k) = R
(s)
bca(k) = R
(s)
cab(k) = R
(s)
cba(k). (4.46)
Pour diagonaliser cet ensemble, on cherche à déterminer une matrice B = B1 = B2 = B3.
Ainsi on utilise directement l’expression du critère pour le modèle non-symétrique (4.36), en
prenant en compte les symétries (4.46) et en remplaçant les paramètres uijx , x ∈ {1, 2, 3} par
uij. Le nouveau critère, dénoté ici J ′ (s)a s’écrit
J ′(s)a (Uij) = 3
K∑
k=1
| R(s)ijj(k) +R(s)jjj(k)uij |2 . (4.47)
Sa dérivée par rapport à uij ∗ vaut
∂J ′(I)a (Uij)
∂uij ∗
= 3
K∑
k=1
R
(s) ∗
jjj (k)
(
R
(s)
ijj(k) +R
(s)
jjj(k)u
ij
)
. (4.48)
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Enfin, en égalisant (4.48) à zéro, on obtient la valeur optimale
uˆij = −
K∑
k=1
R
(s) ∗
jjj (k)R
(s)
ijj(k)
K∑
k=1
| R(s)jjj(k) |2
. (4.49)
Algorithme 5 T-ALUJA
1: input : T(k) respectant un des modèles considérés
2: Initialiser Bx ← Bxo de dimensions Ns ×No
3: Mettre à jour les matrices T(k) suivant (4.4)
4: repeat
5: for 1 ≤ i < j ≤ Ns do . Etape U
6: for 1 ≤ x ≤ 3 do . pour le modèle non-symétrique
7: Calculer uijx en utilisant (4.27) ou (4.28)
8: Construire Uijx
9: Mettre à jour R(k)← R(k)×x Uijx
10: Mettre à jour Bx ← UijxBx
11: end for
12: end for
13: for 1 ≤ i < j ≤ Ns do . Etape L
14: for 1 ≤ x ≤ 3 do . pour le modèle non-symétrique
15: Calculer `ijx en interchangeant les indices i et j dans (4.27) ou (4.28)
16: Construire Lijx
17: Mettre à jour R(k)← R(k)×x Lijx
18: Mettre à jour Bx ← LijxBx
19: end for
20: end for
21: until convergence
22: output : B1, B2 et B3
4.2.3 Description des algorithmes
Dans ce paragraphe, nous décrivons les algorithmes résultant des deux approches propo-
sées au moyen de leurs pseudo-codes. L’algorithme 5 développé dans le cadre de l’approche
classique est dénommé T-ALUJA (pour Tensorial ALUJA), tandis que l’algorithme 6 déve-
loppé pour l’approche adaptée est dénommé T-ALUJA-A (pour T-ALUJA for an Adapted
approach).
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Algorithme 6 T-ALUJA-A
1: input : T(k) respectant un des modèles considérés
2: Initialiser Bx ← Bxo de dimensions Ns ×No
3: Mettre à jour les tenseurs T(k) suivant (4.4)
4: repeat
5: for 1 ≤ i < j ≤ Ns do . Etape U
6: Calculer uij1 , u
ij
2 et u
ij
3 en utilisant (4.41) ou (4.45) ou (4.49)
7: Construire Uij1 , U
ij
2 et U
ij
3
8: Mettre à jour R(k)← R(k)×1 Uij1 ×2 Uij2 ×3 Uij3
9: Mettre à jour B1 ← Uij1 B1, B2 ← Uij2 B2 et B3 ← Uij3 B3
10: end for
11: for 1 ≤ i < j ≤ Ns do . Etape L
12: Calculer `ij1 , `
ij
2 et `
ij
3 en interchangeant les indices i et j dans (4.41) ou (4.45) ou
(4.49)
13: Construire Lij1 , L
ij
2 et L
ij
3
14: Mettre à jour R(k)← R(k)×1 Lij1 ×2 Lij2 ×3 Lij3
15: Mettre à jour B1 ← Lij1 B1 , B2 ← Lij2 B2 et B3 ← Lij3 B3
16: end for
17: until convergence
18: output : B1, B2 et B3
Remarque : Il est important de signaler qu’en adaptant l’ordre de balayage des matrices
Uij et Lij, il est tout à fait possible de paralléliser le calcul des paramètres ainsi que les mises
à jour des tenseurs cibles et des matrices diagonalisantes. De ce fait, pour un x ∈ {1, 2, 3} et
pour un i ∈ Ns donnés, il est possible de déterminer indépendamment les Ns − 1 paramètres
uji avec i > j et `ij avec i < j et de faire toutes les mises à jour nécessaires tout aussi
indépendamment.
4.3 Simulations
Dans ce paragraphe, nous illustrons le comportement des deux algorithmes proposés :
T-ALUJA et T-ALUJA-A. Dans les paragraphes précédents nous avons pu voir que pour
chacun des deux algorithmes, le calcul des paramètres se fait de manière semblable, quelle
que soit la nature des ensembles de tenseurs envisagés. De plus, les tests en simulations
numériques pour chacun des algorithmes, nous ont montré un comportement similaire, que
l’on considère un ensemble de tenseurs non-symétriques (4.1), symétriques (4.31) ou admet-
tant la décomposition INDSCALh (4.30). Afin d’éviter la redondance des simulations, nous
nous concentrerons, ici, sur le cas des tenseurs non-symétriques et nous comparerons ainsi
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T-ALUJA et T-ALUJA-A à des algorithmes de décomposition CP de la littérature. Les deux
autres modèles de tenseurs seront spécifiquement utilisés au chapitre 5, dans le cadre de
l’application aux signaux de télécommunications numériques.
4.3.1 Algorithmes de décomposition CP
Nous proposons de comparer les algorithmes de diagonalisation conjointe non-unitaire de
tenseurs d’ordre trois développés dans cette thèse, à trois algorithmes de décomposition CP
d’un tenseur d’ordre quatre développés par Sorber et al. dans la toolbox Matlab tensorlab
[107]. Rappelons que le lien entre l’ensemble de tenseurs d’ordre trois et le tenseur d’ordre
quatre considéré est montré à la fin du paragraphe 2.2.1. Les algorithmes de décomposition
CP sont basés sur des méthodes de moindres carrés (ce qui signifie qu’ils reposent sur le critère
direct (2.74)). Les trois algorithmes considérés sont les suivants :
• Les moindres carrés alternés ou ALS pour Alternating Least Square, développé et
utilisé initialement dans le cadre de la décomposition CP par Carroll et Chang [16]
et Harshman [57]. Cet algorithme itératif, très simple, est une référence dans le do-
maine. L’ALS consiste ici à estimer tour à tour, une des quatre matrices facteurs, en
minimisant au sens des moindres carrés l’erreur quadratique entre les tenseurs et leur
modèle. Bien que la convergence ne soit pas systématiquement assurée avec l’ALS,
l’algorithme atteint en général un bon niveau de performance et présente une com-
plexité algorithmique relativement faible. Cependant, sa convergence est assez lente.
Pour notre comparaison, nous utiliserons une version améliorée de l’ALS avec une
recherche linéaire optimisée, aussi appelée ELS pour Enhanced Line Search [98, 105]
dont le but est de rechercher le pas d’adaptation optimal dans la direction considérée
pour garantir la convergence de l’algorithme au prix d’une complexité algorithmique
accrue. Dans les simulations, on dénotera cet algorithme CPD-ALS.
• Le gradient conjugué non-linéaire, noté NCG pour Non-linear Conjugate Gradient,
dont la version utilisée ici a été développée par Sorber et al. dans [104]. Cette méthode
itérative associe des étapes de descente du gradient selon plusieurs directions. Ainsi
la complexité de l’algorithme dépendra du nombre d’itérations internes qui est lié
aux différentes étapes de descente du gradient. NCG présente une meilleure vitesse
de convergence qu’une simple méthode du gradient. Pour l’algorithme considéré, le
pas d’adaptation du gradient est calculé de façon optimale à l’aide d’une méthode de
Moré-Thuente. Pour les simulations, on dénommera l’algorithme CPD-NCG.
• L’algorithme Levenberg-Marquardt (LM), développé initialement par Marquardt [76],
est basé sur la méthode proposée, quelques années auparavant, par Levenberg [68].
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Cet algorithme itératif combine la méthode de Gauss-Newton et celle du gradient.
Contrairement à la méthode de Gauss-Newton, LM converge vers une solution même
s’il est mal initialisé. LM repose essentiellement sur l’estimation et l’inversion de la
matrice Jacobienne associée à un critère des moindres carrés plus un terme de régu-
larisation permettant d’optimiser la recherche de direction. Cette méthode se place
parmi les meilleurs algorithmes de décomposition CP en termes de niveau de perfor-
mance et une vitesse de convergence. Le principal inconvénient de cette méthode des
moindres carrés est sa complexité algorithmique bien supérieure à celle des autres
algorithmes de décomposition CP, due à l’inversion de la matrice Jacobienne. Ce-
pendant, la méthode LM utilisée dans le cadre de nos simulations [106] exploite la
structure particulière de la matrice Jacobienne, permettant ainsi de réduire la com-
plexité de l’algorithme. De plus, elle utilise un préconditionneur basé sur une méthode
de gradient conjugué qui permet d’éviter d’éventuels problèmes dus à l’inversion de
matrices.
4.3.2 Complexité algorithmique
Avant toute chose, intéressons nous à la complexité par balayage (ou par itération) des
différents algorithmes que nous allons comparer. Les complexités avancées ici sont celle obte-
nues pour des tenseurs réels. Pour le cas complexe, il suffit de multiplier tous les termes par
un facteur quatre. Pour les trois algorithmes de décomposition CP, les calculs des complexi-
tés pour des tenseurs de tout ordre, sont détaillés dans [106]. Les complexités sont données
en flop. Pour que les comparaisons soient justes, tous les algorithmes traiteront K tenseurs
cibles réduits de dimensions Ns ×Ns ×Ns (soit un tenseur de dimensions Ns ×Ns ×Ns ×K
pour les algorithmes de décomposition CP). Ainsi, dans ces conditions, l’ALS classique pré-
sente une complexité par itération de O(10KN4s ) flop et lorsqu’on l’optimise avec l’ELS, on
obtient finalement une complexité de l’ordre de O(16KN4s ) flop par itération. Pour NCG,
la complexité va dépendre, en plus des caractéristiques du problème, du nombre d’itérations
de la méthode de Moré-Thuente itmt pour calculer de manière optimale le pas d’adaptation.
Ainsi la complexité de NCG dépendra, essentiellement, du calcul du gradient et de la fonction
d’évaluation. Finalement, il vaut O(10itmtKN4s ) flop par itération. Enfin, soit itlm le nombre
d’itérations internes à l’algorithme LM, et soit itcg le nombre d’itérations nécessaires pour
le calcul du préconditionneur, la complexité de l’algorithme LM approximé utilisé ici est de
l’ordre de O (2(4 + itlm)KN4s + itlmitcg(40N2s + 43N3s + 8N2s (K + 3Ns)) flop par itération. No-
tons la grande diminution de complexité par rapport à l’algorithme LM non optimisé qui ne
nécessite pas moins de O(2(4 + itlm)KN4s + itlm 13N3s (K + 3Ns)3) flop par itération.
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Détaillons, maintenant, le coût des algorithmes de diagonalisation conjointe de tenseurs
d’ordre trois développés au cours de cette thèse. Commençons par le calcul des différents
paramètres. Pour T-ALUJA, le calcul d’un seul paramètre nécessite exactement 2K(N2s−1)+1
flop contre seulement 2K+1 flop pour T-ALUJA-A. Pour un couple (i, j) ∈ N 2s , i < j donné,
il y a six paramètres à estimer. Donc, pour un balayage des Ns(Ns−1)
2
couples (i, j) possibles, où
un balayage correspond à une itération pour les algorithmes de décomposition CP, l’estimation
de tous les paramètres coûte O(6KN4s ) flop pour T-ALUJA et O(3(2K + 1)N2s ) flop pour
T-ALUJA-A. Concernant la mise à jour des tenseurs cibles et des matrices diagonalisantes, la
complexité est la même pour les deux algorithmes. Après avoir déterminé un paramètre, on
met à jour une tranche de N2s composantes pour un tenseur cible, soit KN2s composantes pour
l’ensemble des tenseurs. A chaque estimation d’un paramètre, on met aussi à jour Ns éléments
d’une matrice diagonalisante (cette opération est clairement négligeable devant la mise à jour
des tenseurs cibles). Au cours d’un balayage, ces deux opérations sont faites pour chacun des
3Ns(Ns − 1) paramètres. Ainsi, les mises à jour ont un coût global de O(3KN4s ) flop par
itération. Finalement, la complexité par balayage des algorithmes proposés est de O(9KN4s )
flop pour T-ALUJA et de O(3KN4s ) flop pour T-ALUJA-A dont le coût d’estimation des
paramètres est négligeable devant le coût des mises à jour.
Algorithmes Complexité (en flop/itération)
T-ALUJA O(9KN4s )
T-ALUJA-A O(3KN4s )
CPD-ALS O(16KN4s )
CPD-NCG O(10itmtKN4s )
CPD-LM O
(
2(4 + itlm)KN
4
s + itlmitcg(40N
2
s +
4
3
N3s + 8N
2
s (K + 3Ns)
)
Table 4.2 – Récapitulatif des complexités de chacun des algorithmes de diagonalisation
conjointe de tenseurs proposés et de chacun des algorithmes de décomposition CP utilisés
dans ce chapitre
Le tableau 4.2 récapitule les complexités de chaque algorithme. On constate que l’algo-
rithme T-ALUJA-A est celui présentant la complexité la plus faible devant T-ALUJA puis
CPD-ALS. CPD-NCG et CPD-LM, quant à eux, dépendent du nombre d’itérations interne
aux méthodes utilisées. Cependant, même dans le meilleur des cas où itmt = itlm = itcg = 1,
leurs complexités ne descendraient pas en dessous de O(10KN4s ) flop par itération, soit la
même complexité que l’ALS non optimisé. Finalement, aucun des algorithmes de décom-
position CP présentés ne possède une meilleure complexité algorithmique que T-ALUJA et
surtout T-ALUJA-A.
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4.3.3 Cadre de simulations
Afin d’évaluer les performances des différents algorithmes, nous utilisons l’indice suggéré
dans [80, 85, 84], déjà utilisé dans le chapitre précédent dans le cas matriciel (3.116). Dans le
cas tensoriel considéré, cet indice s’écrit pour tout x ∈ {1, 2, 3}
I(Sx) =
1
2Ns(Ns − 1)
(
Ns∑
i=1
(
Ns∑
j=1
|Sx,ij|2
max
m
|Sx,im|2 − 1
)
+
Ns∑
j=1
(
Ns∑
i=1
|Sx,ij|2
max
m
|Sx,mj|2 − 1
))
, (4.50)
où Sx = (Sx,ij) = BxAx pour tout (i, j) ∈ N 2s . Ici l’indice de performance (4.50) va être
calculé pour chacune des trois matrices diagonalisantes Bx estimées par les algorithmes T-
ALUJA et T-ALUJA-A. Finalement, nous retiendrons la valeur moyenne I de ces trois indices
de performance telle que
I =
1
3
3∑
x=1
I(Sx). (4.51)
Pour les algorithmes de décomposition CP d’un tenseur d’ordre quatre, le protocole est un
peu différent. En effet, ces algorithmes basés sur des méthodes de moindres carrés n’estiment
pas les matrices diagonalisantes mais directement les quatre matrices facteurs Âx′ , x′ =
{1, 2, 3, 4}. Afin de pouvoir mesurer les performances des algorithmes CPD-ALS, CPD-NCG
et CPD-LM et surtout de les comparer avec T-ALUJA et T-ALUJA-A, nous ne nous intéres-
serons qu’aux trois premières matrices estimées et nous calculerons les matrices globales Sx,
de telle sorte que Sx = (Âx)‡Ax.
Pour toutes les simulations, on considère K tenseurs synthétiques bruités reposant sur
le modèle suivant
T(k) = D(k)×1 A1 ×2 A2 ×3 A3 + tN(k), (4.52)
oùNk est un bruit additif gaussien et t le niveau de bruit. Chacun desK tenseurs cibles d’ordre
trois est rangé dans une quatrième dimension, formant ainsi un tenseur d’ordre quatre adéquat
pour une décomposition CP. Pour le modèle (4.52), les différents tenseurs d’ordre deux et trois
sont générés de manière aléatoire. Les parties réelles et imaginaires des trois matrices facteurs
Ax et des tenseurs diagonauxD(k) de dimensions respectives Nox×Ns et Ns×Ns×Ns suivent
une loi uniforme dans l’intervalle [−1, 1]. Les parties réelles et imaginaires des tenseurs N(k)
et des matrices d’initialisation Bxo, x ∈ {1, 2, 3} de dimensions respectives No1 ×No2 ×No3 et
Ns×Nox sont tirées selon une loi normale centrée réduite. Pour les algorithmes CPD, on tire
aussi une quatrième matrice d’initialisation B4o de dimensions Ns × K tirée aléatoirement
selon la même loi que les trois autres matrices d’initialisation.
Au moyen de simulations de type Monte-Carlo (ndraws tirages indépendants), nous étu-
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dions le comportement des différents algorithmes dans divers contextes. Ainsi, nous ferons
varier l’un après l’autre ces trois paramètres : le niveau de bruit t, le nombre de tenseurs K
et la dimension Ns des tenseurs réduits. Pour la diagonalisation conjointe de ces ensembles
de tenseurs synthétiques respectant le modèle exact, on s’intéresse au niveau atteint par l’in-
dice de performance qui atteste de la précision d’un algorithme. L’indice de performance sera
considéré comme mauvais s’il est supérieur à −20dB, moyen s’il est compris entre −20dB
et −30dB et bon s’il est inférieur à −30dB. Le nombre de balayages nécessaires pour qu’un
algorithme converge (dans le sens où, à partir d’un certain nombre de balayages, l’indice de
performance n’évolue plus) est appelé vitesse de convergence. Ici, le niveau de performance
atteint par l’indice n’entre pas en compte. Si un algorithme met moins de 30 balayages à
converger, on considèrera qu’il présente une bonne vitesse convergence, tandis qu’entre 30
et 100 balayages elle sera qualifiée de moyenne et mauvaise si l’algorithme met plus de 100
balayages à converger ou qu’il diverge. Enfin, on étudie aussi, le pourcentage de tirages pour
lequel un algorithme converge en moins de 500 itérations (que l’on abrégera par pourcentage
de convergence). Cela peut donner une idée de la robustesse d’un algorithme. Ce pourcentage
est considéré comme bon s’il vaut 100%, moyen s’il est compris en 100% et 90% et mauvais
s’il est inférieur à 90%.
Figure [No1 , No2 , No3 ] Ns K t affichage
4.4 [12, 15, 20] 10 10 0 tous
4.5 [12, 15, 20] 10 10 0 méd. et moy.
4.6 [12, 15, 20] 10 10 10−4 tous
4.7 [12, 15, 20] 10 10 10−4 méd. et moy.
4.8 [12, 15, 20] 10 10 10−2 tous
4.9 [12, 15, 20] 10 10 10−2 méd. et moy.
4.10 [12, 15, 20] 10 10 {10−7, . . . , 10−1} médiane
4.11 [12, 15, 20] 10 10 {10−7, . . . , 10−1} moyenne
4.12 [12, 15, 20] 10 {1, . . . , 30} 10−4 médiane
4.13 [12, 15, 20] 10 {1, . . . , 30} 10−4 moyenne
4.14 [12, 15, 20] 10 1 10−4 tous
4.15 [12, 15, 20] 10 1 10−4 méd. et moy.
4.16 [32, 35, 40] {3, . . . , 30} 10 10−4 médiane
4.17 [32, 35, 40] 30 10 10−4 tous
4.18 [32, 35, 40] 30 10 10−4 méd. et moy.
Table 4.3 – Paramètres de simulation pour les algorithmes de diagonalisation conjointe
d’ensembles de tenseurs complexes non-symétriques.
Comme les trois algorithmes de décomposition CP sont programmés par défaut pour
s’arrêter dans le pire des cas au bout de 500 itérations, nous avons décidé, pour rendre la
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comparaison équitable, de prendre ce critère comme seul et unique critère d’arrêt. De ce
fait, toutes les simulations de cette section sont réalisées pour 500 itérations(ou balayages)
pour chacun des algorithmes. Comme expliqué dans le paragraphe 3.4, nous afficherons soit
les performances pour l’intégralité des ndraws tirages, soit la performance moyenne, soit la
performance médiane. Pour toutes les simulations nous fixerons ndraws = 50 et comme dit pré-
cédemment nsweeps = 500. Le tableau 4.3 résume les paramètres de simulations pour chacune
des figures de ce paragraphe.
4.3.4 Influence des différents paramètres
Maintenant, étudions, respectivement, l’influence des paramètres t, K et Ns sur les algo-
rithmes considérés.
Influence du niveau de bruit : Pour commencer, les figures 4.4 et 4.5 montrent le com-
portement des différents algorithmes, pour des ensembles de 10 tenseurs non-symétriques
12 × 12 × 20 avec Ns égal à 10 et sans bruit additif. Pour tous les algorithmes, l’indice de
performance médian est nul après convergence et seul l’indice de CPD-NCG n’atteint pas ce
niveau de performance en moyenne. Ainsi T-ALUJA, T-ALUJA-T, CPD-ALS et CPD-LM
diagonalisent parfaitement l’intégralité des ensembles de tenseurs. Notons que l’initialisa-
tion aléatoire de B1o, B2o et B3o n’assure pas forcément d’être proche d’une solution diago-
nalisante, néanmoins T-ALUJA-A converge pour tous les tirages en moins de 6 itérations.
T-ALUJA-A présente, en valeur médiane, la meilleure vitesse de convergence devant respec-
tivement CPD-ALS, CPD-LM, T-ALUJA et CPD-NCG. Il est important de remarquer que,
même si CPD-ALS fournit de bonnes performances médianes, il peut parfois s’avérer lent
et mettre plus de 350 itérations pour converger. Enfin, relevons que, dans ce contexte non
bruité, CPD-NCG affiche une mauvaise vitesse de convergence qui ne lui permet parfois pas
de converger en moins de 500 itérations.
Maintenant, voyons l’effet qu’un bruit blanc gaussien additif, appliqué à ces mêmes en-
sembles de tenseurs, peut avoir sur les différents algorithmes. Pour les figures 4.6 et 4.7, le
niveau de bruit est de 10−4 tandis que pour les figures 4.8 et 4.9, t vaut 10−2. En ce qui concerne
le niveau de performance atteint, les trois algorithmes CPD qui atteignent environ le même
très bon niveau de performance, surpassent les deux algorithmes proposés. De plus, les algo-
rithmes CPD révèlent une dispersion très faible par rapport au niveau de performance atteint
après convergence. Par exemple, sur la figure 4.8, dès la deux-centième itération, CPD-LM
affiche, pour tous les ensembles de tenseurs décomposés, des performances comprises entre
−79dB et −92dB. Cependant, même si T-ALUJA-A et T-ALUJA n’affichent pas d’aussi bons
niveaux de performance que les algorithmes CPD, leurs indices de performance moyens, pour
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Figure 4.4 – Indice de performance de chacun des 50 tirages indépendants en fonction
du nombre de balayages pour des ensembles de 10 tenseurs non-symétriques de dimensions
12 × 15 × 20 avec Ns = 10 dans un contexte non bruité.
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Figure 4.5 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 10 tenseurs non-symétriques de dimensions 12× 15× 20 avec Ns = 10 dans un contexte
non bruité et pour 50 tirages indépendants.
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la figure 4.9, reste inférieur à −20dB pour T-ALUJA et inférieur à −45dB pour T-ALUJA-A.
De plus, T-ALUJA-A présente, encore une fois, la meilleure vitesse de convergence. On note
que, comme dans le cas non bruité, CPD-ALS peut converger en moins de 10 itérations pour
certains tirages, comme en plus de 300 itérations pour d’autres. Ces simulations confirment
aussi la faible vitesse de convergence de CPD-NCG, ce qui entraine un mauvais pourcentage
de convergence en moins de 500 itérations. Finalement, suivant l’application visée, si on a
besoin d’un résultat très précis, on se tournera vers les algorithmes CPD, mais si on désire
obtenir des résultats rapidement, même s’ils sont moins précis, alors T-ALUJA-A semble être
une bonne alternative.
Figure 4.6 – Indice de performance de chacun des 50 tirages indépendants en fonction
du nombre de balayages pour des ensembles de 10 tenseurs non-symétriques de dimensions
12 × 15 × 20 avec Ns = 10 dans un contexte bruité t = 10−4.
Enfin, les figures 4.10 et 4.11 illustrent, respectivement, les performances médianes et
moyennes atteintes par les différents algorithmes après 500 itérations en fonction du niveau de
bruit. On constate une influence linéaire du niveau de bruit sur les performances médianes des
algorithmes CPD et T-ALUJA-A. T-ALUJA qui atteint les mêmes niveaux de performance
que T-ALUJA-A quand t < 10−5, devient moins performant quand t augmente. Les remarques
faites précédemment sur la différence de niveau de performance entre T-ALUJA et les trois
algorithmes CPD se confirment pour tout t 6= 0. Les performances moyennes mettent en relief
le fait que CPD-ALS et CPD-NCG ne présentent pas toujours 100% de convergence en moins
de 500 itérations. C’est ici le cas de CPD-NCG pour tout t et de CPD-ALS et pour t < 10−2.
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Figure 4.7 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 10 tenseurs non-symétriques de dimensions 12× 15× 20 avec Ns = 10 dans un contexte
bruité t = 10−4 et pour 50 tirages indépendants.
Figure 4.8 – Indice de performance de chacun des 50 tirages indépendants en fonction
du nombre de balayages pour des ensembles de 10 tenseurs non-symétriques de dimensions
12 × 15 × 20 avec Ns = 10 dans un contexte bruité t = 10−2.
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Figure 4.9 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 10 tenseurs non-symétriques de dimensions 12× 15× 20 avec Ns = 10 dans un contexte
bruité t = 10−2 et pour 50 tirages indépendants.
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Figure 4.10 – Indice de performance médian après 500 itérations en fonction du niveau de
bruit t pour 10 tenseurs non-symétriques de dimensions 12 × 15 × 20 avec Ns = 10 et pour
50 tirages indépendants.
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Figure 4.11 – Indice de performance moyen après 500 itérations en fonction du niveau de
bruit t pour 10 tenseurs non-symétriques de dimensions 12 × 15 × 20 avec Ns = 10 et pour
50 tirages indépendants.
Influence du nombre de tenseurs : Intéressons nous, maintenant, à l’impact du nombre
K de tenseurs à conjointement diagonaliser sur les algorithmes considérés. Notons que, pour
K = 1, on compare T-ALUJA et T-ALUJA-A aux trois mêmes algorithmes de décomposition
CP mais, cette fois, adaptés pour un tenseur d’ordre trois. Les figures 4.12 et 4.13 montrent,
respectivement, les performances médianes et moyennes des algorithmes en fonction de K
après 500 itérations. Ce paramètre a globalement peu d’influence sur les performances mé-
dianes des algorithmes. Cependant, l’augmentation du nombre de tenseurs dans l’ensemble
considéré améliore légèrement la valeur atteinte par l’indice de performance des différents
algorithmes. Pour CPD-NCG, les cas de tenseurs présentant une quatrième dimension K < 3
semblent fortement dégrader son pourcentage de convergence. En effet, lorsque K = 1, pour
plus de 50% des tirages, l’indice de performance de CPD-NCG ne descend pas en dessous de
−33dB. Sur la figure 4.13, on observe que, pour K ≤ 5, CPD-NCG et CPD-ALS n’offrent pas
un bon pourcentage de convergence contrairement à T-ALUJA, T-ALUJA-A et CPD-LM.
Les figures 4.14 et 4.15 mettent en lumière la diagonalisation d’un seul tenseur d’ordre
trois (K = 1). Dans ce cas précis, la vitesse de convergence de tous les algorithmes est
réduite par rapport à K = 10 (voir figure 4.6). Ces figures confirment que les pourcentages de
convergence moyens de CPD-ALS et CPD-NCG sont mauvais. En effet, ces deux algorithmes
ne convergent pas en moins de 500 itérations pour, respectivement, 46% et 66% des tirages.
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Figure 4.12 – Indice de performance médian après 500 itérations en fonction du nombre K
de tenseurs non-symétriques de dimensions 12×15×20 avec Ns = 10 dans un contexte bruité
t = 10−4 et pour 50 tirages indépendants.
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Figure 4.13 – Indice de performance moyen après 500 itérations en fonction du nombre K
de tenseurs non-symétriques de dimensions 12×15×20 avec Ns = 10 dans un contexte bruité
t = 10−4 et pour 50 tirages indépendants.
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Figure 4.14 – Indices de performance de chacun des 50 tirages indépendants en fonction du
nombre de balayages pour 1 tenseur non-symétrique de dimensions 12× 15× 20 avec Ns = 10
dans un contexte bruité t = 10−4.
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Figure 4.15 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 1 tenseur non-symétrique de dimensions 12 × 15 × 20 avec Ns = 10 dans un contexte
bruité t = 10−4 et pour 50 tirages indépendants.
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CPD-LM et les algorithmes proposés convergent, quant à eux, pour 100% des tirages, en
moyenne en 461 itérations pour CPD-LM, en 31 itérations pour T-ALUJA et en 11 itérations
pour T-ALUJA-A.
Influence de la dimension Ns des tenseurs : Abordons, enfin, l’influence du paramètre
Ns sur l’indice de performance médian des algorithmes. Ceci est illustré par la figure 4.15.
Elle montre que lorsque Ns augmente, alors le niveau de performance de tous les algorithmes
se dégrade. Toutefois, cette remarque s’applique particulièrement à T-ALUJA dont les perfor-
mances sont fortement impactées parNs. Le comportement particulier de CPD-NCG révèle un
pourcentage de convergence en moins de 500 itérations inférieur à 50% pour Ns ∈ {15, 20, 25}.
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Figure 4.16 – Indice de performance médian après 500 itérations en fonction de la dimension
réduite Ns des 15 tenseurs 32× 35× 40 dans un contexte bruité t = 10−4 et pour 50 tirages
indépendants.
Avec les figures 4.17 et 4.18, on s’intéresse plus particulièrement au cas où Ns = 30.
Ici, les algorithmes atteignent des niveaux de performance similaires à ceux des figures 4.6
et 4.7 où Ns = 10, sauf T-ALUJA, dont les performances sont fortement dégradées. Notons,
enfin, que le paramètre Ns a aussi une influence sur la vitesse de convergence de chacun des
algorithmes. Lorsque Ns augmente, le nombre d’itérations nécessaires aux algorithmes pour
converger augmente aussi. Notons, aussi, que T-ALUJA-A fournit toujours la meilleure vitesse
de convergence de ces cinq algorithmes.
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Figure 4.17 – Indices de performance de chacun des 50 tirages indépendants en fonction
du nombre de balayages pour des ensembles de 10 tenseurs non-symétriques de dimensions
32× 35× 40 avec Ns = 30 dans un contexte bruité t = 10−4.
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Figure 4.18 – Indices de performance médians et moyens en fonction du nombre de balayages
pour 10 tenseurs non-symétriques de dimensions 32× 35× 40 avec Ns = 30 dans un contexte
bruité t = 10−4 et pour 50 tirages indépendants.
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Contexte 1 : 10 tenseurs 12× 15× 20 avec Ns = 10 et t = 10−4 (50 tirages indépendants)
Algorithmes T-ALUJA T-ALUJA-A CPD-ALS CPD-NCG CPD-LM
Tirages convergents 100% 100% 98% 80% 100%
en moins de 500 ite
moyenne 24.5 3.96 N/A N/A 23
écart-type 4.296 0.638 N/A N/A 7.229
minimum 18 3 10 76 13
maximum 235 5 N/A N/A 59
médiane 24 4 17 209 22
écart interquartile 6 0 9 203 7
Contexte 2 : 2 tenseurs 12× 15× 20 avec Ns = 10 et t = 10−4 (50 tirages indépendants)
Algorithmes T-ALUJA T-ALUJA-A CPD-ALS CPD-NCG CPD-LM
Tirages convergents 100% 100% 98% 46% 100%
en moins de 500 ite
moyenne 23.78 5.28 N/A N/A 30
écart-type 3.776 0.991 N/A N/A 14.177
minimum 16 4 16 112 15
maximum 36 8 N/A N/A 104
médiane 24 5 32 N/A 26.5
écart interquartile 3 1 26 N/A 15
Contexte 3 : 10 tenseurs 32× 35× 40 avec Ns = 30 et t = 10−4 (50 tirages indépendants)
Algorithmes T-ALUJA T-ALUJA-A CPD-ALS CPD-NCG CPD-LM
Tirages convergents 100% 100% 98% 70% 100%
en moins de 500 ite
moyenne 73.78 12.1 N/A N/A 37.04
écart-type 6.231 1.843 N/A N/A 17.679
minimum 63 7 14 115 19
maximum 93 18 N/A N/A 107
médiane 72.5 12 26 321 32
écart interquartile 6 2 24 N/A 9
Table 4.4 – Quelques statistiques sur le nombre d’itérations nécessaires aux cinq algorithmes
pour converger pour différents contextes de simulation (toutes les statistiques sont exprimées
en itérations).
4.3.5 Statistiques sur la vitesse de convergence
Le tableau 4.4 permet de quantifier, à l’aide de statistiques (moyenne, écart-type, mi-
nimum, maximum, médiane, écart interquartile), la vitesse de convergence de chacun des
algorithmes. Ainsi pour chaque algorithme et pour chacun des tirages, on relève l’itération
après laquelle l’indice de performance n’évolue plus. Par cela, on entend que la différence en
valeur absolue des performances atteintes entre deux itérations consécutives ne dépasse pas un
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seuil . Ici, ce seuil est calibré sur la meilleure performance atteinte, tout algorithme confondu
(soit environ  = 10−14). Lorsqu’on n’a pas 100% des tirages qui convergent en moins de 500
itérations pour un algorithme, certaines statistiques ne peuvent pas être renseignées (N/A).
Les meilleures statistiques sont notées en gras.
Pour chacun des trois cas d’étude, T-ALUJA-A présente toutes les meilleures statis-
tiques. La comparaison la plus pertinente est à faire avec CPD-LM qui est le seul algorithme
de décomposition CP à présenter un pourcentage de convergence égal à 100%. Notons qu’en
moyenne, T-ALUJA-A nécessite entre 19 et 25 itérations de moins que CPD-LM pour conver-
ger et entre 18 et 21 itérations en valeur médiane. Relevons aussi la très bonne dispersion
concernant la vitesse de convergence de T-ALUJA-A avec un écart interquartile de 0 dans le
contexte de simulation 1 et de maximum 2 dans le contexte de simulation 3. La diminution
du nombre K de tenseurs ou l’augmentation de la dimension Ns des tenseurs de l’ensemble
influe beaucoup plus sur la dispersion de CPD-LM. Enfin, relevons que dans les trois contextes
étudiés, T-ALUJA-A converge pour l’intégralité des tirages avant que CPD-LM ne converge
pour son « meilleur » tirage. En effet, l’itération maximum de convergence de T-ALUJA-A
est toujours inférieure à l’itération minimum de convergence de CPD-LM. Ces très bonnes
statistiques de T-ALUJA-A sont d’autant plus intéressantes que cet algorithme possède aussi
la plus faible complexité (voir tableau 4.2).
Conclusion
Dans ce chapitre, nous avons proposé deux algorithmes de diagonalisation conjointe de
tenseurs d’ordre trois. Parmi eux, T-ALUJA-A se compare favorablement aux algorithmes de
décomposition CP, en termes de vitesse de convergence, de pourcentage de convergence et
de complexité. T-ALUJA-A semble être une bonne alternative pour toute application dont
le but est d’obtenir rapidement un résultat, sans avoir nécessairement besoin d’une bonne
précision. On peut aussi envisager de combiner T-ALUJA-A avec des algorithmes présentant
un meilleur niveau de performance mais nécessitant plus d’itérations pour converger comme
CPD-LM. Ainsi, on profiterait de la bonne vitesse de convergence de T-ALUJA-A sur les
premières itérations et de la précision de CPD-LM par la suite.
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Chapitre 5
Application à la séparation de sources de
télécommunications numériques
Dans ce chapitre, nous allons appliquer les algorithmes développés au cours de cette thèse
à la séparation de sources de télécommunications numériques. Dans un premier temps, nous
rappelons comment résoudre le problème de séparation de sources à l’aide de la diagonalisation
conjointe. Puis nous exposons le cadre des simulations. Celles-ci sont effectuées, tout d’abord,
sur des ensembles de matrices ou de tenseurs d’ordre trois symétriques, puis sur des ensembles
de matrices hermitiennes ou des ensembles de tenseurs d’ordre trois respectant le modèle
INDSCALh.
5.1 Séparation de sources
Comme énoncé au paragraphe 2.3, en séparation de sources, on considère le modèle
classique d’ICA défini (2.41)
y(t) = As(t) + b(t) = x(t) + b(t). (5.1)
où les observations y(t) résultent du mélange linéaire instantané (modélisé par la matrice A)
des signaux sources s(t), supposés indépendants. Les signaux d’observations sont aussi bruités
par un processus blanc gaussien additif b(t). A partir de ces seules observations, le but de la
séparation de sources est d’estimer une matrice de séparation B qui, appliquée à y(t), doit
permettre de retrouver l’indépendance des sources, perdue lors du mélange. Pour cela, on a
vu qu’une des méthodes envisageables est la diagonalisation conjointe. A l’aide d’opérateurs
statistiques, on est en mesure de construire, à partir des observations, un ensemble de tenseurs
cibles d’ordre supérieur ou égal à deux. La diagonalisation conjointe d’un tel ensemble permet
l’estimation d’une matrice B.
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Ici, pour construire les tenseurs cibles, on propose d’utiliser les cumulants d’ordre quatre
définis en (2.44) et (2.45). Cet outil statistique présente plusieurs avantages. Tout d’abord,
comme les signaux sources et le bruit blanc gaussien sont statistiquement indépendants, le
cumulant d’ordre quatre appliqué aux signaux d’observations (5.1) peut s’écrire de la manière
suivante :
Ca,b,c,dy, 1 = Cum(ya, yb, yc, yd)
= Cum(xa, xb, xc, xd) + Cum(ba, bb, bc, bd)
= Ca,b,c,dx, 1 + C
a,b,c,d
b, 1 . (5.2)
De plus, comme dans le cadre des télécommunications numériques, le bruit de canal est mo-
délisé classiquement par un processus blanc gaussien, alors son cumulant est nul. Finalement,
on obtient
Ca,b,c,dy, 1 = C
a,b,c,d
x, 1 . (5.3)
5.2 Cadre de simulations
Nous considérons une antenne de No capteurs recevant Ns sources avec Ns ≤ No. La
matrice de mélange de dimensions No × Ns est tirée selon une loi uniforme sur l’intervalle
[−1, 1] pour ses parties réelle et imaginaire, puis ses colonnes sont normées. Chacun des
signaux numériques sources ou bruit est constitué de Ne échantillons. La matrice de bruit de
dimensions No ×Ne suit une loi normale centrée de variance σ2b .
Concernant les sources, nous considérons les deux modulations suivantes :
• QPSK (pour Quaternary Phase-Shift Keying) qui module un signal selon les quatre
états
{
e−ı
3pi
4 , e−ı
pi
4 , eı
pi
4 , eı
3pi
4
}
.
• 4-ASK (pour 4-Amplitude-Shift Keying) qui module un signal selon les quatre états{
− 3√
5
,− 1√
5
, 1√
5
, 3√
5
}
.
Les sources de Ne échantillons seront tirées uniformément sur l’ensemble des quatre états pris
par la modulation choisie.
Comme la modulation QPSK fournit des signaux circulaires à l’ordre deux (2.47), alors
le cumulant Ca,b,c,dy, 2 (2.45) est nul. Nous ne pouvons donc pas utiliser ce cumulant d’ordre
quatre. Comme les signaux QPSK sont aussi non-circulaires à l’ordre quatre, nous avons opté
pour Ca,b,c,dy, 1 (2.44) qui est associé à la diagonalisation conjointe de matrices symétriques et
à celle de tenseurs d’ordre trois symétriques. La modulation 4-ASK donne des signaux non-
circulaires permettant l’utilisation de n’importe quel cumulant d’ordre quatre. Toutefois, afin
d’étudier la diagonalisation conjointe de matrices hermitiennes et de tenseurs d’ordre trois
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INDSCALh, nous avons choisi d’utiliser le cumulant Ca,b,c,dy, 2 (2.45).
Pour les différentes simulations, nous introduisons aussi le rapport signal sur bruit, qui
est défini comme le rapport entre la puissance du signal σ2s et celle du bruit σ2b et qui s’écrit
RSBdB = 10 log10
(
σ2s
σ2b
)
. (5.4)
Dans les deux cadres de simulation, nous proposons de valider nos algorithmes dans un cas
pratique et de les confronter aux mêmes algorithmes de la littérature qu’aux paragraphes 3.4
et 4.3. Seul l’algorithme CPD-NCG n’a pas été retenu pour ces simulations en raison de sa très
faible vitesse de convergence. Pour les algorithmes de décomposition canonique polyadique,
le tenseur d’ordre quatre résultant du calcul de cumulant sera directement utilisé. Pour les
algorithmes de diagonalisation conjointe de tenseurs d’ordre trois, le cumulant d’ordre quatre
sera rangé comme (2.59) dans le cas symétrique et comme (2.60) dans le cas INDSCALh.
Enfin, pour les algorithmes de diagonalisation conjointe de matrices, les statistiques d’ordre
supérieur seront rangées soit comme (2.48), soit comme (2.49) respectivement pour les cas
des matrices symétriques et hermitiennes. Si No est supérieur à Ns, comme les algorithmes
proposés nécessitent une étape de réduction de dimensions, alors, par soucis d’équité, nous
effectuerons ce prétraitement pour tous les algorithmes. Finalement, les algorithmes de CPD
décomposeront un tenseur de dimensions Ns × Ns × Ns × Ns, tandis que les algorithmes
de diagonalisation conjointe diagonaliseront soit un ensemble de Ns tenseurs de dimension
Ns ×Ns ×Ns, soit un ensemble de N2s matrices de dimensions Ns ×Ns.
Toutes les simulations sont effectuées pour 1000 balayages (ou itérations) de chacun des
algorithmes et elles sont réalisées pour 50 tirages indépendants. Le niveau de performance est
mesuré à l’aide de l’indice (3.116). Le comportement des algorithmes est étudié en fonction
des différents paramètres du problème, à savoir, le nombre rapport signal sur bruit, le nombre
de sources et le nombre d’échantillons considérés. On s’intéresse, en particulier, à trois types
de performances pour chacun des algorithmes.
• L’indice de performance médian (3.116) après 1000 itérations : celui-ci est considéré
comme bon s’il est inférieur à −30dB, moyen s’il est compris entre −30dB et −20dB
et mauvais quand il est supérieur à −20dB.
• Le nombre d’itérations nécessaires à un algorithme pour converger (dans le sens où
son indice de performance n’évolue plus) que l’on nomme, ici, vitesse de convergence.
Elle sera considérée comme bonne si elle est inférieure à 30 itérations, moyenne si
elle est comprise entre 30 et 100 itérations et mauvaise lorsqu’elle prend une valeur
supérieure à 100 itérations.
• Le pourcentage de réalisations pour lequel un algorithme converge en moins de 1000
126 Chapitre 5. Application à la séparation de sources de télécommunications numériques
itérations que l’on nomme simplement pourcentage de convergence. Il est considéré
comme bon à 100%, moyen entre 90% et 100% et mauvais lorsqu’il est inférieur à
90%.
Enfin, on observera un des signaux sources obtenus, après diagonalisation de l’ensemble cible,
par trois des algorithmes étudiés.
Le tableau 5.1 résume, pour chacune des simulations et pour les deux modulations étu-
diées, le numéro de la figure associée, les valeurs utilisées pour les différents paramètres et le
type de courbe tracée.
Modulation QPSK et cas symétrique
Figure No Ns Ne RSBdB affichage
5.1 7 5 212 20 toutes réalisations
5.2 7 5 212 20 méd. et moy.
5.3 7 5 212 {−10, . . . , 50} niv. perf. méd.
5.4 7 5 212 {−10, . . . , 50} vit. conv. méd.
5.5 10 3 212 {20, 30, 40} source
5.6 18 {2, . . . , 15} 212 20 niv. perf. méd.
5.7 18 {2, . . . , 15} 212 20 vit. conv. méd.
5.8 10 {2, 3, 10} 212 30 source
5.9 6 5 {28, . . . , 218} 20 niv. perf. méd.
5.10 6 5 {28, . . . , 218} 20 vit. conv. méd.
5.11 10 3 {28, 212, 214} 30 source
Modulation 4-ASK ett cas hermitien/INDSCALh
Figure No Ns Ne RSBdB affichage
5.12 8 7 214 30 toutes réalisations
5.13 8 7 214 30 méd. et moy.
5.14 8 7 214 {−10, . . . , 50} niv. perf. méd.
5.15 8 7 214 {−10, . . . , 50} vit. conv. méd.
5.16 5 3 212 {20, 30, 40} source
5.17 15 {2, . . . , 15} 214 20 niv. perf. méd.
5.18 15 {2, . . . , 15} 214 20 vit. conv. méd.
5.19 5 {2, 3, 5} 212 30 source
5.20 6 5 {26, . . . , 216} 20 niv. perf. méd.
5.21 6 5 {26, . . . , 216} 20 vit. conv. méd.
5.22 5 3 {28, 212, 214} 30 source
Table 5.1 – Numéro de figure, paramètres utilisés et courbes affichées pour l’ensemble des
simulations liées à l’application à la séparation de sources de signaux de télécommunications
numériques.
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5.3 Modulation QPSK et cas symétrique
Pour cette première modulation, on compare les algorithmes proposés dans le cadre de
la diagonalisation conjointe de matrices (G-CLUJA, A-CLUJA, C-CLUJA et ALUJA) et
de tenseurs d’ordre trois (T-ALUJA et T-ALUJA-A) à CS-LUJ1D (présenté au paragraphe
3.2.1.1 comme généralisation au cas complexe symétrique de LUJ1D [1]) et aux algorithmes
de décomposition canonique polyadique CPD-ALS [105] et CPD-LM [106].
Figure 5.1 – Indice de performance de chacun des algorithmes pour toutes les réalisations en
fonction du nombre de balayages. Contexte : 7 signaux d’observations de 4096 échantillons,
constitués d’un mélange linéaire de 5 sources respectant une modulation QPSK et avec un
RSBdB de 20dB.
Pour commencer, la figurer 5.1 montre l’évolution de l’indice de performance au cours des
balayages pour l’intégralité des réalisations de chacun des algorithmes et la figure 5.2 donne
leurs performances médianes et moyennes. L’algorithme T-TALUJA-A donne les meilleurs
résultats tant en termes de vitesse de convergence qu’en niveau de performance atteint. Les al-
gorithmes C-CLUJA et A-CLUJA affichent la même vitesse de convergence que T-ALUJA-A,
mais avec des performances environ 4dB plus élevées. ALUJA présente un indice de per-
formance moyen similaire aux deux algorithmes précédents mais il nécessite, cependant, 10
itérations de plus pour converger. Notons que les algorithmes CPD possèdent les moins bonnes
vitesses de convergence qui, de plus, varient beaucoup d’une réalisation à l’autre. CPD-ALS
est le seul algorithme qui ne présente pas un pourcentage de convergence en moins de 1000
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Figure 5.2 – Indices de performance médians et moyens des algorithmes (50 réalisations)
en fonction du nombre de balayages pour 7 signaux d’observations de 4096 échantillons,
constitués d’un mélange linéaire de 5 sources respectant une modulation QPSK et avec un
RSBdB de 20dB.
itérations de 100%. Nous allons, maintenant, étudier l’influence respective des paramètres
RSBdB, Ns et Ne sur ces algorithmes.
5.3.1 Influence du rapport signal sur bruit
Tout d’abord, regardons l’impact du rapport signal sur bruit. La figure 5.3 expose l’indice
de performance médian obtenu par les différents algorithmes en fonction du RSBdB. Pour un
RSBdB inférieur ou égal à 0dB, les résultats obtenus sont mauvais. En effet tous les algorithmes
affichent des performances supérieures à −10dB, ce qui ne permet pas la séparation des
sources. Pour RSBdB = 10dB, CS-LUJ1D, T-ALUJA et G-CLUJA présentent encore un indice
de performance supérieur à −20dB. Pour ce même cas, T-ALUJA-A, CPD-ALS et CPD-LM
atteignent un niveau de performance similaire à environ−22dB. Finalement, lorsque le rapport
signal sur bruit augmente encore (RSBdB > 10dB), l’indice de performance de T-ALUJA-A
devient meilleur que ceux de tous les autres algorithmes, convergeant notamment 4dB plus
bas que celui de T-ALUJA.
Le tableau 5.2 donne une idée de la robustesse des algorithmes vis-à-vis du bruit. En
effet, on retrouve dans ce tableau, le pourcentage de convergence en moins de 1000 balayages
des algorithmes sur les 50 réalisations. On ne répertorie que les algorithmes ne présentant
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Figure 5.3 – Indice de performance médian (50 réalisations) après 1000 balayages en fonction
du RSBdB pour 7 signaux d’observations de 4096 échantillons, constitués d’un mélange linéaire
de 5 sources respectant une modulation QPSK.
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Figure 5.4 – Vitesse de convergence médiane (50 réalisations) en fonction du RSBdB pour
7 signaux d’observations de 4096 échantillons, constitués d’un mélange linéaire de 5 sources
respectant une modulation QPSK.
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Figure 5.5 – Exemple explicite de séparation de sources en fonction du RSBdB pour 10
signaux d’observations de 4096 échantillons, constitués d’un mélange linéaire de 3 sources
respectant une modulation QPSK. De gauche à droite : un des signaux d’observations puis
une des sources séparée respectivement par T-ALUJA-A, ALUJA et C-CLUJA
RSBdB −10dB 0dB 10dB 20dB 30dB 40dB 50dB
A-CLUJA 24% 52% 100% 100% 100% 100% 100%
CPD-ALS 98% 100% 100% 100% 100% 100% 98%
Table 5.2 – Pourcentage de réalisations convergeant en moins de 1000 itérations en fonction
du RSBdB pour 7 signaux d’observations de 4096 échantillons, constitués d’un mélange linéaire
de 5 sources respectant une modulation QPSK (ne sont répertoriés, ici, que les algorithmes
ne présentant pas 100% de convergence pour toutes les réalisations et tous les RSBdB).
pas 100% de convergence. Ainsi, en présence d’un très fort bruit (RSBdB < 10dB), A-CLUJA
diverge, tandis que les autres algorithmes convergent vers une solution. Notons que CPD-ALS
ne converge pas en moins de 1000 itérations pour un tirage lorsque RSBdB = −10dB mais
aussi, de façon plus surprenante, pour un tirage lorsque RSBdB = 50dB.
La figure 5.4 concerne l’évolution de la vitesse de convergence en fonction du rapport
signal sur bruit. Les algorithmes CPD affichent, globalement, les plus mauvaises vitesses de
convergence. Pour tout rapport signal sur bruit supérieur ou égal à 10dB, T-ALUJA-A est
l’algorithme nécessitant le moins d’itérations pour converger. En effet, lorsque RSBdB ≥ 20dB,
T-ALUJA-A converge en seulement trois itérations, contre environ 4 itérations pour les trois
algorithmes CLUJA et 5 itérations pour ALUJA.
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La figure 5.5, donne un exemple de séparation de sources effectuée par T-ALUJA-A,
ALUJA et C-CLUJA pour trois RSBdB différents. Idéalement, un signal QPSK est représenté
par une constellation de quatre états. Chacun de ces états est précisément localisé en un point
dans le plan complexe. Un signal QPSK bruité verra ses points dispersés autour de chacun des
quatre états de la constellation associée à cette modulation. Ainsi, sur la figure 5.5, pour tout
RSBdB, chacun des trois algorithmes fournit bien une source constituée d’une constellation de
quatre états distincts représentant un signal QPSK. On constate que plus le bruit augmente,
plus les ensembles de points correspondant aux quatre états de la constellation QPSK sont
dispersés. Notons, enfin, que pour chaque RSBdB, les points constituant les constellations sont
moins dispersées avec T-ALUJA-A qu’avec les deux autres algorithmes.
5.3.2 Influence du nombre de sources
Intéressons nous, maintenant, à l’influence du nombre de sources sur les performances
des algorithmes. Les figures 5.6 et 5.7 illustrent, respectivement, l’évolution de leurs indices
de performance médian et celle de leurs vitesses de convergence en fonction du nombre de
signaux sources. En présence de moins de cinq sources, les algorithmes CPD atteignent les
meilleurs niveaux de performance et CPD-ALS présente une bonne vitesse de convergence.
Lorsque Ns est supérieur à 5, T-ALUJA-A obtient les meilleurs résultats, tant en termes de
niveau de performance atteint qu’en termes de vitesse de convergence. A plus de dix sources,
les performances des algorithmes CPD se dégradent fortement et A-CLUJA diverge pour
plus de 50% des réalisations (voir tableau 5.3). On note aussi que l’augmentation du nombre
de sources impacte très fortement la vitesse de convergence de CPD-ALS avec pas moins
de 970 itérations nécessaires pour converger, celle de CPD-LM (285 itérations) et dans une
moindre mesure celles de CS-LUJ1D (une centaine d’itérations) et de T-ALUJA (environ 90
itérations). Enfin, T-ALUJA-A est l’algorithme le moins influencé par le paramètre Ns en
termes de vitesse de convergence. Lorsque l’on considère 15 sources, T-ALUJA-A converge
en seulement 7 itérations, soit respectivement 8, 9 et 14 itérations de moins que C-CLUJA,
G-CLUJA et ALUJA.
La figure 5.8 confirme que plus le nombre de sources augmente, plus les niveaux de
performance des algorithmes se dégradent. Ceci se traduit par des signaux QPSK présentant
des constellations dont les points associés à chacun des quatre état sont de plus en plus
dispersés. On note, aussi, que pour chaque Ns, les constellations obtenues avec T-ALUJA-A
présentent le moins de dispersion, ce qui confirme encore l’étude précédente.
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Figure 5.6 – Indice de performance médian (50 réalisations) après 1000 balayages en fonction
du nombre Ns de sources de modulation QPSK. Contexte : 7 signaux d’observations de 4096
échantillons avec un RSBdB de 20dB.
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Figure 5.7 – Vitesse de convergence médiane (50 réalisations) en fonction du nombre Ns de
sources de modulation QPSK pour 18 signaux d’observations de 4096 échantillons avec un
RSBdB de 20dB.
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Figure 5.8 – Exemple explicite de séparation de sources en fonction du nombre Ns de sources
respectant une modulation QPSK pour 10 signaux d’observations de 4096 échantillons avec
un RSBdB de 30dB. De gauche à droite : un des signaux d’observations puis une des sources
séparée respectivement par T-ALUJA-A, ALUJA et C-CLUJA
Ns 2 3 5 8 10 12 15
A-CLUJA 24% 52% 100% 94% 76% 4% 8%
CPD-ALS 100% 100% 100% 98% 98% 96% 74%
CPD-LM 100% 100% 100% 100% 100% 100% 94%
Table 5.3 – Pourcentage de réalisations convergeant en moins de 1000 itérations en fonction
du nombre Ns de sources respectant une modulation QPSK. Contexte : 18 signaux d’observa-
tions de 4096 échantillons avec un RSBdB de 20dB (ne sont répertoriés, ici, que les algorithmes
ne présentant pas 100% de convergence pour toutes les réalisations et tous les Ns).
5.3.3 Influence du nombre d’échantillons considérés
Etudions, enfin, l’influence du nombre d’échantillons utilisés pour le calcul des cumulants
cibles d’ordre quatre (2.44). La figure 5.9 montre que ce paramètre a un impact similaire
sur tous les algorithmes. Plus le nombre d’échantillons considérés est important, meilleur
deviennent les indices de performance des différents algorithmes. Ainsi, les niveaux de perfor-
mance de tous les algorithmes sont mauvais lorsque Ne = 256 et bons lorsque Ne ≥ 16384.
On relève que quel que soit le nombre d’échantillons considérés, l’indice de performance de
T-ALUJA-A est toujours le meilleur et converge entre 3dB et 5dB plus bas que T-ALUJA.
Encore une fois, sur les neuf algorithmes considérés, sept convergents pour 100% des
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Figure 5.9 – Indice de performance médian (50 réalisations) après 1000 balayages en fonction
du nombre Ne d’échantillons pour 6 signaux d’observations constitués d’un mélange linéaire
de 5 sources respectant une modulation QPSK avec un RSBdB de 20dB.
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Figure 5.10 – Vitesse de convergence médiane (50 réalisations) en fonction du nombre Ne
d’échantillons pour 6 signaux d’observations constitués d’un mélange linéaire de 5 sources
respectant une modulation QPSK avec un RSBdB de 20dB.
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Figure 5.11 – Exemple explicite de séparation de sources en fonction du nombre Ne d’échan-
tillons pour 10 signaux d’observations constitués d’un mélange linéaire de 3 sources respectant
une modulation QPSK avec un RSBdB de 30dB. De gauche à droite : un des signaux d’obser-
vations puis une des sources séparée respectivement par T-ALUJA-A, ALUJA et C-CLUJA
Ne 256 1024 4096 16384 65536 262144
A-CLUJA 68% 92% 100% 100% 100% 100%
CPD-ALS 82% 90% 94% 98% 96% 96%
Table 5.4 – Pourcentage de réalisations convergeant en moins de 1000 itérations en fonction
du nombre Ne d’échantillons pour 6 signaux d’observations constitués d’un mélange linéaire
de 5 sources respectant une modulation QPSK avec un RSBdB de 20dB (ne sont répertoriés,
ici, que les algorithmes ne présentant pas 100% de convergence pour toutes les réalisations et
tous les Ne).
réalisations quel que soit le nombre d’échantillons pris en compte. Comme on peut le voir dans
le tableau 5.4, CPD-ALS ne présente pas un bon pourcentage de convergence pour tout Ne et
A-CLUJA ne parvient plus à converger en moins de 1000 itérations pour 100% des réalisations
lorsque Ne ≤ 1024. On remarque que pour Ne = 256, le pourcentage de convergence, ainsi que
la vitesse de convergence (voir figure 5.10) de ces deux algorithmes sont mauvais. T-ALUJA-A,
C-CLUJA, G-CLUJA et ALUJA sont toujours, quant à eux, les algorithmes nécessitant le
moins d’itérations pour converger, quel que soit le nombre d’échantillons considérés.
La figure 5.11 illustre la dégradation des performances des algorithmes lorsque les en-
sembles cibles sont calculés à partir d’un faible nombre d’échantillons. En effet, lorsque
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Ne = 256, le signal obtenu avec ALUJA ne permet pas d’identifier une seule et unique
constellation QPSK, contrairement aux signaux obtenus avec T-ALUJA-A et C-CLUJA.
5.4 Modulation 4-ASK et cas hermitien/INDSCALh
Pour cette modulation, on utilise les cumulants d’ordre quatre (2.45) afin de travailler
sur la diagonalisation conjointe d’ensemble de matrices hermitiennes et d’ensemble de ten-
seurs d’ordre trois INDSCALh. Dans ce paragraphe, on compare les algorithmes proposés
(G-CLUJA, A-CLUJA, C-CLUJA, ALUJA, T-ALUJA et T-ALUJA-A) aux algorithmes de
diagonalisation conjointe de matrices LUCJD [127], JTJD [56], CJDi [78] et U-WEDGE [114]
et aux algorithmes de décomposition canonique polyadique CPD-ALS [105] et CPD-LM [106].
Figure 5.12 – Indice de performance de chacun des algorithmes pour toutes les réalisations en
fonction du nombre de balayages. Contexte : 8 signaux d’observations de 16384 échantillons,
constitués d’un mélange linéaire de 7 sources respectant une modulation 4-ASK et avec un
RSBdB de 30dB.
Dans un premier temps, les figures 5.12 et 5.13 exposent le comportement général des
algorithmes pour 8 signaux d’observations de 16384 échantillons, constitués d’un mélange li-
néaire de 7 sources et avec un rapport signal sur bruit de 30dB. T-ALUJA-A fournit, comme
pour le modèle symétrique, les meilleurs résultats, aussi bien en termes de performances at-
teintes qu’en termes de vitesse de convergence. Parmi les algorithmes matriciels, U-WEDGE
et C-CLUJA, dont les indices de performance moyens après convergence valent −29dB, af-
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Figure 5.13 – Indices de performance médians et moyens des algorithmes (50 réalisations)
en fonction du nombre de balayages pour 8 signaux d’observations de 16384 échantillons,
constitués d’un mélange linéaire de 7 sources respectant une modulation 4-ASK et avec un
RSBdB de 30dB.
fichent les meilleurs niveaux de performance. JTJD est l’algorithme matriciel présentant la
meilleure vitesse de convergence. En effet, cet algorithme converge en 5 itérations, soit seule-
ment une itération de plus que T-ALUJA-A. Concernant les algorithmes de décomposition
CP, les indices de performances médian de CPD-ALS et CPD-LM sont supérieurs à−30dB. La
vitesse de convergence de CPD-LM est moyenne tandis que celle de CPD-ALS est mauvaise.
Etudions, maintenant, l’impact des différents paramètres sur ces algorithmes.
5.4.1 Influence du rapport signal sur bruit
La figure 5.14 montre les performances médianes atteintes par les algorithmes en fonction
du rapport signal sur bruit. Comme précédemment, pour un RSBdB supérieur ou égal à
0dB, les indices de performance des différents algorithmes sont mauvais. De plus, neuf des
douze algorithmes étudiés n’obtiennent pas un bon pourcentage de convergence (voir tableau
5.5). Avec un RSBdB de 10dB, les CPD-LM et CPD-ALS atteignent les meilleurs niveaux de
performance avec −21dB, devant U-WEDGE et T-ALUJA-A avec −18dB. Enfin lorsque le
rapport signal sur bruit est inférieur à 10dB, T-ALUJA-A devient environ 5dB meilleur que
respectivement U-WEDGE, C-CLUJA, CJDi et G-CLUJA.
La figure 5.15 permet d’évaluer la vitesse de convergence médiane des algorithmes en
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Figure 5.14 – Indice de performance médian (50 réalisations) après 1000 balayages en fonc-
tion du RSBdB pour 8 signaux d’observations de 16384 échantillons, constitués d’un mélange
linéaire de 7 sources respectant une modulation 4-ASK.
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Figure 5.15 – Vitesse de convergence médiane (50 réalisations) en fonction du RSBdB pour
8 signaux d’observations de 16384 échantillons, constitués d’un mélange linéaire de 7 sources
respectant une modulation 4-ASK.
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RSBdB −10dB 0dB 10dB 20dB 30dB 40dB 50dB
A-CLUJA 2% 24% 92% 96% 100% 100% 100%
C-CLUJA 92% 98% 98% 100% 100% 100% 100%
JTJD 0% 0% 80% 92% 100% 100% 100%
U-WEDGE 100% 96% 98% 100% 100% 100% 100%
CJDi 30% 58% 96% 98% 100% 100% 100%
T-ALUJA 76% 90% 100% 98% 100% 100% 100%
T-ALUJA-A 98% 100% 100% 100% 100% 100% 100%
CPD-ALS 96% 92% 90% 96% 90% 90% 92%
CPD-LM 100% 98% 100% 100% 100% 100% 100%
Table 5.5 – Pourcentage de réalisations convergeant en moins de 1000 itérations en fonc-
tion du RSBdB pour 8 signaux d’observations de 16384 échantillons, constitués d’un mélange
linéaire de 7 sources respectant une modulation 4-ASK (ne sont répertoriés, ici, que les al-
gorithmes ne présentant pas 100% de convergence pour toutes les réalisations et tous les
RSBdB).
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Figure 5.16 – Exemple explicite de séparation de sources en fonction du RSBdB pour 5
signaux d’observations de 4096 échantillons, constitués d’un mélange linéaire de 3 sources
respectant une modulation 4-ASK. De gauche à droite : un des signaux d’observations puis
une des sources séparée respectivement par T-ALUJA-A, U-WEDGE et CPD-LM
fonction du rapport signal sur bruit. La présence d’un bruit important (RSBdB < 10dB)
dégrade, sans surprise, les vitesses de convergence de la plupart des algorithmes. Pour des
rapports signal sur bruit inférieurs ou égaux à 10dB, T-ALUJA-A, qui converge en 3 itérations,
est légèrement plus rapide que JTJD, CJDi, C-CLUJA, A-CLUJA, U-WEDGE et G-CLUJA.
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Pour cette plage de bruit, le tableau 5.5 revèle que CPD-ALS, A-CLUJA mais aussi JTJD
ont des pourcentages de convergence qui seront qualifiés de moyens.
La figure 5.16 donne un exemple de séparation de sources effectuée par T-ALUJA-A,
U-WEDGE et CPD-LM pour trois RSBdB. Dans chacun des cas, les trois algorithmes four-
nissent bien une source constituée d’une constellation de quatre états distincts représentant
un signal 4-ASK. Evidemment, plus le RSBdB diminue, plus les ensembles de points corres-
pondant chacun des quatre états de la constellation 4-ASK sont dispersés. Notons que cette
dispersion est plus importante pour CPD-LM que pour T-ALUJA-A et U-WEDGE. Ceci
confirme le fait que, pour un rapport signal sur bruit compris entre 20dB et 40dB, les indices
de performance de ces deux derniers algorithmes sont toujours meilleurs que celui de CPD-LM
(voir figure 5.14).
5.4.2 Influence du nombre de sources
La figure 5.17 illustre les niveaux de performance médian des algorithmes en fonction du
nombre de sources. Comme dans le cas de la modulation QPSK, pour moins de 8 sources,
les algorithmes CPD présentent les meilleurs niveaux de performance, mais pas les meilleures
vitesses de convergence, comme l’expose la figure 5.18. Puis, lorsqueNs augmente, leurs perfor-
mances se dégradent. Ainsi, pour 15 sources, CPD-LM converge en 78 itérations et son indice
de performance vaut −17dB. Pour un nombre de sources supérieur ou égal à 8, T-ALUJA-A
et U-WEDGE surpassent les autres algorithmes en termes de niveau de performance atteint.
Cependant, T-ALUJA-A nécessite moins d’itérations pour converger. Notons que pour deux
sources, JTJD et CJDi convergent le plus rapidement car ils sont basés, dans ce cas précis,
sur une GEVD.
Sur la figure 5.19, on constate que pour 4096 échantillons et un RSBdB de 30dB, dès cinq
sources, le signal 4-ASK obtenu avec CPD-LM présente une dispersion importante des points
constituant constellation. Même si les quatre états de cette constellation 4-ASK se distinguent
à l’œil nu, la localisation de certains points du signal ne permet pas de déterminer de façon
exacte auxquels des quatre états ils appartiennent.
5.4.3 Influence du nombre d’échantillons considérés
Intéressons nous, enfin, à l’effet du nombre d’échantillons utilisés pour calculer les cu-
mulants (2.45). Les figures 5.20 et 5.21, ainsi que le tableau 5.6, illustrent, respectivement, le
niveau de performance médian, la vitesse de convergence et le pourcentage de convergence en
moins de 1000 itérations en fonction du nombre d’échantillons. Ce paramètre influe globale-
ment de la même façon sur tous les algorithmes en termes de niveau de performance : plus on
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Figure 5.17 – Indice de performance médian (50 réalisations) après 1000 balayages en fonc-
tion du nombre Ns de sources de modulation 4-ASK. Contexte : 15 signaux d’observations de
16384 échantillons avec un RSBdB de 20dB.
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Figure 5.18 – Vitesse de convergence médiane (50 réalisations) en fonction du nombre Ns
de sources de modulation 4-ASK pour 15 signaux d’observations de 16384 échantillons avec
un RSBdB de 20dB.
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Figure 5.19 – Exemple explicite de séparation de sources en fonction du nombre Ns de
sources respectant une modulation 4-ASK pour 5 signaux d’observations de 4096 échantillons
avec un RSBdB de 30dB. De gauche à droite : un des signaux d’observations puis une des
sources séparée respectivement par T-ALUJA-A, U-WEDGE et CPD-LM
prend d’échantillons, plus faibles seront les valeurs atteintes par l’indice de performance. En-
core une fois, T-ALUJA-A et U-WEDGE sont les algorithmes affichant les meilleurs niveaux
de performance, pour tout Ne ≥ 256.
Concernant la vitesse de convergence, comme pour la modulation QPSK, moins on consi-
dère d’échantillons, plus le nombre d’itérations nécessaires pour que les algorithmes convergent
augmente. Par exemple, pour Ne = 64, CPD-ALS converge en plus de 500 itérations, CPD-LM
en 77 itérations, T-ALUJA en 74 itérations, U-WEDGE en 58 itérations et LUCJD en 54 itéra-
tions. Dans ce même cas, A-CLUJA et JTJD divergent. Les autres algorithmes sont nettement
moins influencés par Ne. Enfin, quel que soit le nombre d’échantillons considérés, T-ALUJA-A
possède toujours la meilleure vitesse de convergence.
La figure 5.22 montre la dégradation des performances de CPD-LM lorsque Ne = 256.
En effet, on constate une dispersion particulière (dans une direction précise) des points du
signal obtenu avec CPD-LM. Ceci atteste d’une dépendance entre plusieurs signaux 4-ASK
et confirme le mauvais indice de performance de l’algorithme pour ce nombre d’échantillons
considérés.
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Figure 5.20 – Indice de performance médian (50 réalisations) après 1000 balayages en fonc-
tion du nombre Ne d’échantillons pour 6 signaux d’observations constitués d’un mélange
linéaire de 5 sources respectant une modulation 4-ASK avec un RSBdB de 20dB.
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Figure 5.21 – Vitesse de convergence médiane (50 réalisations) en fonction du nombre Ne
d’échantillons pour 6 signaux d’observations constitués d’un mélange linéaire de 5 sources
respectant une modulation 4-ASK avec un RSBdB de 20dB.
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Ne 64 256 1024 4096 16384 65536
A-CLUJA 38% 92% 100% 100% 100% 100%
JTJD 18% 74% 96% 100% 100% 100%
CJDi 64% 94% 100% 100% 100% 100%
CPD-ALS 86% 92% 96% 96% 100% 98%
Table 5.6 – Pourcentage de réalisations convergeant en moins de 1000 itérations en fonction
du nombre Ne d’échantillons pour 6 signaux d’observations constitués d’un mélange linéaire
de 5 sources respectant une modulation 4-ASK avec un RSBdB de 20dB (ne sont répertoriés,
ici, que les algorithmes ne présentant pas 100% de convergence pour toutes les réalisations et
tous les Ne).
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Figure 5.22 – Exemple explicite de séparation de sources en fonction du nombre Ne d’échan-
tillons pour 5 signaux d’observations constitués d’un mélange linéaire de 3 sources respectant
une modulation 4-ASK avec un RSBdB de 30dB. De gauche à droite : un des signaux d’obser-
vations puis une des sources séparée respectivement par T-ALUJA-A, U-WEDGE et CPD-LM
5.5 Conclusion
Dans ce chapitre, nous avons pu voir que les algorithmes développés au cours de cette
thèse peuvent être appliqués à la séparation de sources. L’algorithme de diagonalisation
conjointe de tenseurs d’ordre trois T-ALUJA-A obtient des résultats très intéressants, que
ce soit en termes de niveau de performance, de vitesse de convergence ou encore de pour-
centage de convergence. De plus, T-ALUJA-A se compare favorablement aux algorithmes de
diagonalisation conjointe de matrices et de décomposition CP de la littérature.
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Conclusion
Au cours de cette thèse, nous avons développé de nouveaux algorithmes de diagonalisation
conjointe non-unitaire de matrices et de tenseurs d’ordre trois. Le but principal était de
traiter des signaux complexes à partir de leurs informations statistiques. Dans ces cas précis,
les tenseurs rencontrés présentent des symétries particulières. En effet, à l’ordre deux, on
rencontre des matrices symétriques ou hermitiennes, tandis qu’à l’ordre trois on dispose de
tenseurs symétriques ou admettant une décomposition INDSCALh.
Les algorithmes proposés sont de type Jacobi et reposent sur l’optimisation d’un critère
inverse classique et sur une paramétrisation LU de la matrice diagonalisante à estimer. Nous
avons envisagé l’optimisation de ce critère selon deux approches : la première, de manière
directe, et la seconde, en supposant être proche d’une solution diagonalisante. Nous avons
aussi proposé deux stratégies d’estimation des paramètres de la matrice diagonalisante : la
première consiste à évaluer chacun des paramètres du problème indépendamment, tandis
que pour la seconde, on se focalise sur l’estimation de couples de paramètres judicieusement
choisis.
Ainsi, dans le cadre matriciel, nous avons développé trois algorithmes de diagonalisation
conjointe non-unitaire fonctionnant pour des décompositions symétriques ou hermitiennes.
Ces algorithmes reposent sur trois méthodes de résolution distinctes. Pour ALUJA, on re-
cherche simplement la racine de la dérivée du critère permettant de le minimiser. Pour
A-CLUJA, le critère s’écrit comme une forme quadratique et sa minimisation est assurée
par la recherche du vecteur propre associé à la plus petite valeur propre d’une matrice définie
non-négative. Enfin, pour G-CLUJA, on met en place une méthode de gradient avec calcul
d’un pas optimal. Les deux derniers algorithmes ont été combinés pour donner C-CLUJA.
Dans le cadre tensoriel d’ordre trois, nous avons développé deux algorithmes de diago-
nalisation conjointe non-unitaire, fonctionnant pour les modèles symétrique, INDSCALh et
non-symétrique. Les algorithmes proposés appliqués à ce dernier modèle ont été comparés
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avec des algorithmes de décomposition canonique polyadique d’un tenseur d’ordre quatre.
T-ALUJA et T-ALUJA-A reposent sur une stratégie d’estimation découplée des paramètres
qui permet une résolution analytique du problème. L’optimisation du critère se fait par la
recherche de la racine de sa dérivée.
Les algorithmes proposés ont été validés pour des ensembles synthétiques satisfaisant des
modèles de décomposition exact bruités. Dans le cadre matriciel, C-CLUJA se compare favora-
blement à l’état de l’art par son niveau de performance et par son pourcentage de convergence.
Il nécessite aussi très peu d’itérations pour converger. Dans le cas tensoriel, T-ALUJA-A se
compare favorablement aux algorithmes de décomposition canonique polyadique, tant par sa
vitesse de convergence que par sa complexité ou son pourcentage de convergence.
Ces algorithmes de diagonalisation conjointe non-unitaire trouvent une application di-
recte à la séparation de sources lorsque celles-ci sont statistiquement indépendantes. Nous
avons ainsi pu confronter les algorithmes proposés à des signaux synthétiques de télécommuni-
cations numériques. Dans ce cas pratique, T-ALUJA-A fournit des résultats particulièrement
intéressants en termes de niveau de performance, de vitesse de convergence et de pourcentage
de convergence.
Perspectives
Au cours de ces trois années, de nombreuses simulations ont été effectuées, dans des
contextes variés où les différents paramètres des problèmes ont été étudiés. Parmi les algo-
rithmes développés selon l’approche adaptée du critère d’optimisation, ALUJA et T-ALUJA-A
ont, globalement, toujours obtenu de très bonnes performances et notamment en termes de
convergence. Il serait toutefois intéressant d’étudier les questions de convergence de ces algo-
rithmes et, si possible, de faire le lien entre la décroissance des critères d’optimisation classique
et adapté.
Pour tous les algorithmes proposés, nous avons considéré une paramétrisation LU de la
matrice diagonalisante. Il pourrait être intéressant d’étudier d’autres types de décompositions,
comme nous avons commencé à le faire dans l’article de conférence MLSP’2014. Dans ce der-
nier, nous avons proposé un algorithme de diagonalisation conjointe non-unitaire de matrices
réelles reposant sur une paramétrisation QR.
Les algorithmes proposés permettent de traiter les cas où le nombre de sources est infé-
rieur ou égal au nombre d’observations. Il pourrait être intéressant de développer les mêmes
types de décompositions pour le critère direct afin de pouvoir diagonaliser conjointement des
problèmes sous-déterminés.
En ce qui concerne l’application à la séparation de sources, nous nous sommes intéressés
à des mélanges linéaires instantanés. Il pourrait être intéressant d’aborder le cas de mélanges
convolutifs et ainsi généraliser les algorithmes proposés à la bloc-diagonalisation conjointe.
Enfin, les algorithmes de diagonalisation conjointe non-unitaire de tenseurs d’ordre trois
proposés reposent sur une stratégie d’estimation découplée des paramètres de la matrice
diagonalisante. Il serait intéressant d’étudier une stratégie couplée pour ce type de problème.
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A Decoupled Jacobi-Like Algorithm for Non-Unitary
Joint Diagonalization of Complex-Valued Matrices
Victor Maurandi and Eric Moreau, Senior Member, IEEE
Abstract—We consider the problem of non-orthogonal joint
diagonalization of a set of complex matrices. This appears in
many signal processing problems and is instrumental in source
separation. We propose a new Jacobi-like algorithm based both on
a special parameterization of the diagonalizing matrix and on an
adapted local criterion. The optimization scheme is based on an
alternate estimation of the useful parameters. Numerical simula-
tions illustrate the overall very good performances of the proposed
algorithm in comparison to two other Jacobi-like algorithms and
to a global algorithm existing in the literature.
Index Terms—Blind source separation, independent component
analysis, Jacobi algorithm, joint diagonalization.
I. INTRODUCTION
J OINT DIAGONALIZATION of sets of matrices is an im-portant issue in blind signal processing and more particu-
larly in source separation, see e.g. the overview paper [1] and
more specifically [2]–[20]. The aim is to estimate amatrix which
jointly diagonalizes the given matrix set in using a particular
decomposition that depends on the considered matrix proper-
ties. For this, different approaches have been proposed in the
literature. Classically, they are based on the direct estimation
of the diagonalizing matrix [2]–[4]. Recently, some algorithms
used a Jacobi iterative scheme to estimate the diagonalizing
matrix as e.g. [5]–[8]. Jacobi procedures have the main advan-
tage to be simple to implement, especially when one is able to
derive an analytical solution in the basic two dimension case.
Moreover these methods often allow a potential computational
parallelism.
The unitary case for Hermitian matrices has been first consid-
ered yielding the popular JADE [9] algorithm using fourth-order
cumulants. This approach was generalized to statistics of any
order greater than two in [10]. The other interesting unitary
complex case, for symmetric matrices, was considered in [11].
Nowadays the non-unitary diagonalizing matrix case has be-
come important mainly because it allows to skip a first pro-
cessing step (whitening of the observations in source separation)
which limits the performances in practice. Recently, non-unitary
Jacobi-like algorithms have been proposed for the real case in
[5], [6] and for the complex Hermitian case in [7], [8].
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In this paper, we propose a new Jacobi-like algorithm for
non-unitary joint diagonalization of complex-valued matrices.
We both consider the Hermitian and the symmetric cases within
the same framework. The proposed algorithm follows the work
proposed in [5] in the real case. However, we consider a novel
approach based on a well-chosen adapted criterion. The analyt-
ical optimal solutions are derived. In using computer simula-
tions, we illustrate the performances of the proposed algorithm
in comparison to the ones suggested in [5] (generalized to the
two complex cases), [4] and [8]. The proposed algorithm shows
an improved convergence speed and an improved performance
with respect to its competitors. Finally, we mention that part of
this work concerning the only complex symmetric case has been
briefly presented in [12].
II. PROBLEM FORMULATION
We consider ( ) complex matrices ,
, defined as
(1)
where corresponds to the transpose matrix operator, de-
noted specifically as , or to the conjugate transpose matrix
operator, denoted specifically as . We consider the square
case where all matrices are of size . In (1), the ma-
trices all are complex diagonal and the matrix is complex
invertible. In source separation, the matrix is the so-called
mixing matrix [13]. When (resp. ) this is referred
to as the Hermitian (resp. the complex symmetric) case.
In using only the matrices , the aim of joint diagonaliza-
tion consists of estimating a diagonalizing matrix such that
all the transformed matrices
(2)
are jointly diagonal. Hence, ideally, has to be equal to the
inverse of the mixing matrix up to the left product by an in-
vertible diagonal matrix and by a permutation matrix. In prac-
tice, since matrices are “only” estimated from statistics or
other analysis operators, it is impossible to make all matrices
exactly diagonal but only in an approximate sense. The ap-
proximation is measured in using a criterion. One of the most
useful and used criterion, see e.g. [1], is
(3)
where is the matrix Frobenius norm and is
the matrix defined as the matrix with all zeros on its main
diagonal. The joint diagonalization problem now consists of
searching for an invertible matrix that minimizes . Since
is a trivial (non interesting) matrix minimizing , it
is clearly important to fix this problem. A norm normalization
1070-9908 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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could be done but it does not guaranty an invertible matrix. It is
the reason why we choose to constrain to have a unit determi-
nant, i.e. . Even if, in the following, is not directly
concerned, all the discussion still holds.
III. THE PROPOSED JACOBI PROCEDURE
The basic Jacobi matrix estimation procedure consists of de-
composing the overall matrix as the product of
elementary matrices as
(4)
Each elementary matrix corresponds to the identity
matrix where the four components at the intersection of the -th
and -th rows and columns are characterized by a sub-
matrix denoted as
(5)
Since we are looking for a matrix only up to the left product
by a diagonal matrix, two of the four parameters of are of no
interest and thus only two are of interest. On the other hand, the
unit determinant constraint is directly reported as
for all , . Triangular matrices are very useful since these are
always of unit determinant when their diagonal components all
are equal to 1. In that case, there are only two possibilities for
. Either
(6)
or
(7)
These two possibilities corresponding to the two searched pa-
rameters are used one after the other in a recursive scheme.More
precisely, the proposed Jacobi procedure is described as
• For each indexes
1) is calculated and is built
2) the matrix set is updated as
• For each indexes
1) is calculated and is built
2) the matrix set is updated as
The above procedure corresponds to a so-called sweep. It has
to be iterated until convergence.
We propose to determine the optimal parameters (resp.
) through the use of the matrix (resp. ) and
not from the matrix (resp. ). It is an important
differencewith the approach in [5] that is not only just a question
of implementation (otherwise the obtained performances would
be nearly the same). This is developed in the next section.
IV. CONSIDERED CRITERION
In [5], the optimal parameters are derived by considering in-
dependently all matrices and in place of in criterion.
Hence all off-diagonal components of the target matrices
for the rows and columns and are considered altogether in
order to globally minimize them (within the iterations) when
building . More importantly the same off-diagonal compo-
nents are considered several times whenever and vary. More-
over this directly depends on the size of the matrices. It is
clearly not a good strategy leading to a loss of performance for
each iteration.
Here, for given and , we propose a very different strategy
by focusing on the only two off-diagonal components at the
and locations. Hence, we consider the extracted
sub-matrix defined as
(8)
and the associated criterion
(9)
which thus directly focus on two off-diagonal components.
The two criteria and are different. To clearly emphasize
this point, we now derive the link between them. We only con-
sider the Hermitian case when . The other cases are
similar. Straightforward algebraic derivations lead to
(10)
where
with is the complex modulus, is the complex conjugate
operator, and . Because
in (10) is not constant, the two criteria and are not equiva-
lent. However, we have the following very interesting property.
When matrices (that evolve with the iterations) are close
diagonal (in the sense that the off-diagonal components of each
have a very small magnitude in comparison to the diagonal
component with the smallest magnitude), then it is rather easy
to show that leading to
(11)
Thus, both criteria are almost equivalent close to a diagonal-
izing solution. We can conclude that the criteria (3) and (9) are
different, nevertheless when we are close to a diagonalizing so-
lution they are almost equivalent.
V. OPTIMAL SOLUTIONS
We now derive the optimal solutions for and by min-
imizing . For a given , we first consider the case
. In the complex symmetric case, denoted by
, writes as
(12)
and its derivative w.r.t. reads
(13)
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TABLE I
ALUJA ALGORITHM
By setting it to zero, the optimal value of follows as
(14)
In the Hermitian case, denoted by , writes as
(15)
and its derivative w.r.t. reads
(16)
By setting it to zero, the optimal value of follows as
(17)
It is interesting to notice that if in (1) are real in the Hermi-
tian case, then matrices are Hermitian and it is then straight-
forward to see that both expressions (14) and (17) are identical.
We now consider . To simplify the exposition, it
is clear that the transpose of such a lower triangular matrix is
an upper triangular matrix and we come back to the above case.
Thus the two optimal values of directly follows from (14)
and (17) by permuting and respectively in each right part.
An outline of the complete proposed algorithm is presented in
Table I. We call it ‘Alternate LU Jacobi Algorithm’ (ALUJA).
VI. SIMULATIONS
We now illustrate the performances of the proposed ALUJA
algorithm in comparison to two other Jacobi-like algorithms
namely the JTJD algorithm suggested in [8] (Hermitian case)
and the LUJ1D algorithm suggested in [5] in the real case that
we generalized to the complex case (we call it C-LUJ1D). We
also consider the U-WEDGE algorithm suggested in [4] in the
real case but directly generalized to the Hermitian one.
In order to evaluate the algorithm performances, we use the
performance index suggested in [10], [14], [15]. It is defined by
where
(18)
Fig. 1. Mean level of performance index versus the number of iterations in the
Hermitian case (100 independent draws of 25 matrices of size with
and ).
Fig. 2. Mean level of performance index versus the number of iterations in the
complex symmetric case (100 independent draws of 25 matrices of size
with and ).
with , and .
This index is always positive and is equal to zero when
where and are respectively a diagonal matrix and
a permutation matrix corresponding to the classical acceptable
indeterminacies.
We consider 25 noisy complex matrices of size de-
fined as where the noise matrices follow the same
characterizing properties of . We consider two noise levels,
and . The diagonal matrices , the mixing
matrix and the noise matrices are all drawn following a
zero mean unit variance normal distribution for both the real and
imaginary parts. The matrices are then forced by projection
to follow the same symmetry properties as . The diagonal-
izing matrix is initialized as the identity matrix. Finally, we
display the mean value of the performance index over one hun-
dred independent draws.
Fig. 1 displays the mean index value w.r.t. iterations (the
sweeps for the Jacobi-like algorithms) in the Hermitian case
and for both values of . It exhibits that the proposed ALUJA
algorithm outperforms the three other ones for both the conver-
gence speed and more surprisingly for the attained level of per-
formance after convergence.
Fig. 2 displays the mean index value w.r.t. iterations (the
sweeps for the Jacobi-like algorithms) in the complex sym-
metric case and with both values of . Because U-WEGE and
JTJD algorithms do not work in this case, we only compare
with C-LUJ1D. As previously, ALUJA algorithm outperforms
C-LUJ1D, presenting a similar behavior to the one in the
above Hermitian case. Let recall that the convergence speed of
ALUJA is much better than the C-LUJ1D one.
In Table II, we give the mean, the standard deviation, the me-
dian and the interquartile range for all algorithms after conver-
gence with the new value . For other values of the
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TABLE II
SOME STATISTICS AFTER CONVERGENCE (100 INDEPENDENT DRAWS OF
25 MATRICES OF SIZE WITH )
Fig. 3. Mean level of performance index obtained after convergence versus the
size of matrices in the Hermitian case (100 independent draws of 25 matrices
with for each matrix size).
Fig. 4. Mean level of performance index obtained after convergence versus the
number of considered matrices in the Hermitian case (100 independent draws
of matrices with for each number of matrices).
results are similar. In all cases, ALUJA has the best mean and
median. C-LUJ1D has the best standard deviation and the best
dispersion in the symmetric case.
Now let show the influence of the number of matrices and
of the size of matrices on the algorithms performances (after
convergence). For that we fix the non varying parameter to the
value given above. We only display the curves in the Hermi-
tian case for but the results are similar for (of
course with better performances). That is the same for the sym-
metric case.
Fig. 3 displays the level of performance after convergence
w.r.t. the size . It results that ALUJA algorithm is more ac-
curate than the other ones. Notice that in this simulation, after
, JTJD diverges for at least one draw. That is why the
corresponding curve is only defined for .
Finally Fig. 4 displays the level of performance after conver-
gence w.r.t. the number of considered matrices. It shows that
the proposed ALUJA algorithm is again more accurate than the
other ones especially when the number of matrices is small. For
a given matrix size, JTJD needs a number of matrices to be ef-
ficient. To a lesser extent, it is also the case for U-WEDGE. We
also note that for , a true diagonalization (here GEVD)
provides a result similar to ALUJA namely .
VII. CONCLUSION
For non-unitary joint diagonalization of complex-valued ma-
trices, we proposed a new decoupled Jacobi-like algorithm. It
is based on the optimization of a local criterion that focuses
on two symmetric off-diagonal matrix components. A link is
shown with the classical criterion and the optimal parameters
are derived analytically. The computer simulations illustrate the
overall very interesting behavior of the proposed ALUJA algo-
rithm and show that it compares favorably to U-WEDGE, JTJD
and C-LUJ1D algorithms in terms of convergence speed and
achieved performance level.
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Résumé
Cette thèse développe des méthodes de diagonalisation conjointe de matrices et de tenseurs
d’ordre trois, et son application à la séparation MIMO de sources de télécommunications numériques.
Après un état, les motivations et objectifs de la thèse sont présentés. Les problèmes de la diagona-
lisation conjointe et de la séparation de sources sont définis et un lien entre ces deux domaines est
établi. Par la suite, plusieurs algorithmes itératifs de type Jacobi reposant sur une paramétrisation
LU sont développés. Pour chacun des algorithmes, on propose de déterminer les matrices permettant
de diagonaliser l’ensemble considéré par l’optimisation d’un critère inverse. On envisage la minimi-
sation du critère selon deux approches : la première, de manière directe, et la seconde, en supposant
que les éléments de l’ensemble considéré sont quasiment diagonaux. En ce qui concerne l’estima-
tion des différents paramètres du problème, deux stratégies sont mises en œuvre : l’une consistant
à estimer tous les paramètres indépendamment et l’autre reposant sur l’estimation indépendante de
couples de paramètres spécifiquement choisis. Ainsi, nous proposons trois algorithmes pour la dia-
gonalisation conjointe de matrices complexes symétriques ou hermitiennes et deux algorithmes pour
la diagonalisation conjointe d’ensembles de tenseurs symétriques ou non-symétriques ou admettant
une décompositon INDSCAL. Nous montrons aussi le lien existant entre la diagonalisation conjointe
de tenseurs d’ordre trois et la décomposition canonique polyadique d’un tenseur d’ordre quatre, puis
nous comparons les algorithmes développés à différentes méthodes de la littérature. Le bon com-
portement des algorithmes proposés est illustré au moyen de simulations numériques. Puis, ils sont
validés dans le cadre de la séparation de sources de télécommunications numériques.
Abstract
This thesis develops joint diagonalization of matrices and third-order tensors methods for MIMO
source separation in the field of digital telecommunications. After a state of the art, the motivations
and the objectives are presented. Then the joint diagonalisation and the blind source separation
issues are defined and a link between both fields is established. Thereafter, five Jacobi-like iterative
algorithms based on an LU parameterization are developed. For each of them, we propose to derive the
diagonalization matrix by optimizing an inverse criterion. Two ways are investigated : minimizing the
criterion in a direct way or assuming that the elements from the considered set are almost diagonal.
Regarding the parameters derivation, two strategies are implemented : one consists in estimating
each parameter independently, the other consists in the independent derivation of couple of well-
chosen parameters. Hence, we propose three algorithms for the joint diagonalization of symmetric
complex matrices or hermitian ones. The first one relies on searching for the roots of the criterion
derivative, the second one relies on a minor eigenvector research and the last one relies on a gradient
descent method enhanced by computation of the optimal adaptation step. In the framework of joint
diagonalization of symmetric, INDSCAL or non symmetric third-order tensors, we have developed
two algorithms. For each of them, the parameters derivation is done by computing the roots of the
considered criterion derivative. We also show the link between the joint diagonalization of a third-
order tensor set and the canonical polyadic decomposition of a fourth-order tensor. We confront both
methods through numerical simulations. The good behavior of the proposed algorithms is illustrated
by means of computing simulations. Finally, they are applied to the source separation of digital
telecommunication signals.
