Abstract-With the availability of large amounts of DNA data, exact matching of nucleotide sequences has become an important application in modern computational biology and in metagenomics. In this paper we present an efficient method based on multiple hashing functions which improves the performance of existing string matching algorithms when used for searching DNA sequences. From our experimental results it turns out that the new proposed technique leads to algorithms which are up to 8 times faster than the best algorithm known for matching multiple patterns. It turns out also that the gain in performances is larger when searching for larger sets. Thus, considering the fact that the number of reads produced by next generation sequencing equipments is ever growing, the new technique serves a good basis for massive multiple long pattern search applications.
I. INTRODUCTION
In molecular biology, nucleotide sequences are the fundamental information for each species and a comparison between such sequences is an interesting and basic problem. Generally biological information is stored in strings of nucleic acids (DNA, RNA) or amino acids (proteins). With the availability of large amounts of DNA data, matching of nucleotide sequences has become an important application and there is an increasing demand for fast computer methods for analysis and data retrieval [12] . There are various kinds of comparison tools which provide aligning and approximate matching (see for instance [15] , [12] ), however most of them are based on exact matching in order to speed up the process. Moreover exact string matching is widely used in computational biology for a variety of other tasks. Thus the need for fast matching algorithms on DNA sequences.
In this article we consider the problem of searching for all exact occurrences of a set of r patterns P = {p 0 , p 1 , . . . , p r−1 } in a text t, of length n. We focus on the case where the text t and the patterns p i are DNA sequences over a finite alphabet Σ = {a, c, g, t} of constant size σ = 4. We are interested here in the problem where the set of patterns is given first and can then be searched in various texts, thus a preprocessing phase is allowed on the patterns. This problem is referred in literature as the multiple string matching problem.
In particular we present an improvement of a filtering method based on hashing and q-grams which provides good performances in practical cases for matching DNA sequences. This kind of solutions uses a hashing function in order to locate candidate occurrences along the text and, whenever a candidate occurrence has been found, performs a naive comparison in order to check if one of the patterns really occurs. The new method we propose is based on the combination of multiple hash functions with the aim of improving the filtering phase, i.e. to reduce the number of candidate occurrences found by the algorithm. We use the technique for the generalization of the well known Wu-Manber algorithm [16] and conduct an experimental evaluation to show the efficiency of the method.
Before entering into details, we need a bit of notations and terminology. Given a set of r patterns P = {p 0 , p 1 , . . . , p r−1 } we indicate with symbol m i the length of the pattern p i , for 0 ≤ i < r, while the length of the shortest pattern is denoted by m. Finally, we recall the notation of some bitwise infix operators on computer words, namely the bitwise and "&" and the left shift " " operator (shifts to the left its first argument by a number of bits equal to its second argument).
II. PREVIOUS RESULTS
The problem of searching DNA sequences has been extensively studied in the last years and its importance in modern biology has led to produce much works. In the field of single string matching, Kalsi et al. [9] performed an experimental comparison of the most efficient algorithms for searching biological sequences. In addition in [6] , [7] Faro and Lecroq presented an extensive evaluation of (almost) all existing exact string matching algorithms under various conditions, including alphabet of four characters and DNA sequences. Navarro and Raffinot presented a comparison [13] of all matching algorithms on biological sequences, including multiple pattern matching algorithms. More recently, Kouzinopoulos and Margaritis conducted another experimental comparison [11] taking into account the most recent solutions.
Basically a string matching algorithm uses a window to scan the text. The size of this window is equal to the minimal length of a pattern in the set of patterns. It first aligns the left ends of the window and the text. Then it checks if any pattern in the set occurs in the window (this specific work is called an attempt) and then shifts the window to the right. It repeats the same procedure again until the right end of the window goes beyond the right end of the text.
The best algorithms for searching DNA sequences are based on filtering methods. Specifically, instead of checking at each position of the text if each pattern in the set occurs, it seems to be more efficient to filter text positions and check only if the contents of the window looks like any pattern in the set. When a resemblance has been detected a naive check of the occurrence is performed. In order to detect the resemblance between the pattern and the text window efficient algorithms use bit-parallelism or character comparisons. Both techniques can be improved by using condensed alphabets and hashing.
In particular each pattern p of the set is arranged using a condensed alphabet. In such a representation groups of q adjacent characters of the pattern are condensed in a single character by using a suitable hash function h : Σ q → {0, . . . , MAX}, for a constant value MAX. In practice, the value of q varies with m and the size of the alphabet and the value of the constant MAX varies with the memory space available. 
The hashing method adopted in standard implementations of condensed alphabets is based on a shift-and-addition procedure. Specifically, if x ∈ Σ q , with x = x[0 . . q − 1], then h(x) can be efficiently computed by
where k is a constant and M is a bit-mask both dependent on q. In practice k is set to ω/q and M is set to 0 ω−k 1 k , where ω is the size of the register used for hashing q-grams. Such computation turns out to be particularly effective when searching on DNA sequences. The DNA alphabet is formed by the four characters {a, c, g, t}, whose ASCII codes are {01000001, 01000011, 01000111, 01010100}. Using k = 3 and M = 00000111 leads to a perfect hashing. However for larger alphabets or when q is greater than 5 only a resemblance can be used.
The bit-parallelism technique [1] takes advantage of the intrinsic parallelism of the bit operations inside a computer word, allowing to cut down the number of operations that an algorithm performs by a factor up to ω, where ω is the number of bits in a computer word. This technique is particularly suitable for simulating non-deterministic automata for a single pattern [1] and for multiple patterns [2] , [3] . The Multiple Backward Nondeterministic DAWG Matching algorithm [13] (MBNDM) is included in the MPScan tool [15] and was 1 In our implementation we use a value of MAX equal to 2 16 and use a 16-bit register for each hash value.
proved to be the most efficient bit-parallel algorithm for searching DNA sequences in most practical cases. It simulates the suffix automaton of a sequence of classes of characters obtained by superimposing all the patterns in the set. During each attempt the window of the text is scanned from right to left, and when a candidate occurrence is found all the patterns beginning with the first condensed character of the window are checked.
In the field of string matching in biological sequences comparisons of characters provides a simple and efficient method to obtain a sub-linear number of character comparisons in most practical situations. The most efficient result using this approach was presented by Wu and Manber (WM) in [16] for the multiple pattern matching problem. Their algorithm is a generalization of the Boyer-Moore-Horspool algorithm [8] to the multiple pattern cases using condensed alphabets. The idea is to consider groups of q adjacent characters as a single condensed character. Then during the searching phase the algorithms search for candidate occurrences by querying if the rightmost condensed character of the current window of the text appears as the rightmost condensed character of any pattern in the set. In such a case a naive verification is run for each pattern which satisfies the query, otherwise a shift is performed and the next window is processed. Both queries and shifts are computed using a precomputed table which stores the positions of all condensed characters appearing in the patterns.
Both the MBNDM and the WM algorithms just use condensed alphabets with values q = 5 and k = 3, and turn out to be particularly effective in practice.
Efficient solutions have been also designed for searching on packed DNA sequences [14] , [10] , [5] . However in this paper we do not take into account this type of solutions since they require a different type of data representation.
III. A MULTIPLE HASHING SOLUTION
When searching for longer patterns and/or larger sets of patterns it is always convenient to use a filtration method which better localize candidate occurrences. This generally translates in involving larger q-grams. In this context the value of q represents a trade-off between the computational time required for computing the q-grams for each window of the text and the computational time needed for checking false positive candidate occurrences. The larger is the value of q, the more time is needed to compute each q-gram. On the other hand, the larger is the value of q, the smaller is the number of false positive the algorithm finds along the text. A similar reasoning can be followed for the value of k involved in the computation of the hash value given in (1). Given a value of q, the larger is the value of k, the smaller is the number of false positive. However the values of q and k strongly depend on the available memory. Practically it is reasonable to consider the hash values computed on 32 (or 64) bits and each key (a q-gram) computed on 8 (or 16) bits. This translates in an extension of the alphabet's dimension up to 65, 536 different values. The consequence is that larger values of k implies smaller values of q, and the opposite. For instance, using 16 bits for representing a q-gram and 3 bits for each text character, the value of q is up to 5. Table I shows the number of naive verifications and the corresponding running times of the standard implementations of the WM algorithm using different values of q. For each variant the value of k used for computing the hash value is depicted (the details of the settings are given in Section IV).
First of all notice that the increasing in the value of q (and the corresponding decreasing of k) strongly affects the number of verifications performed during the searching phase. Notice also that the number of naive verifications strongly influence the corresponding running times. However the running times is also affected by the time needed for computing the condensed character, i.e. by the value of q. For instance while the number of verifications from WM(6) to WM(8) reduces of almost 6 times, the running times between the same variants reduces only of approximately 3 times.
A. The basic idea
Since extending the number of bits used for representing a q-gram is time and space consuming, we propose an alternative solution based on a multiple hashing approach. The idea is straightforward but effective and consists of using multiple hash functions in order to reduce the number of naive verifications and/or to extend the portion of the window involved in the filtration phase.
Our solution reaches this goal without increasing the required memory and the computational time for preprocessing the set of patterns. We propose to use γ different hash functions (or γ different copies of the same hash function) to index different consecutive q-grams in the text. Then a fingerprint of all q-grams is obtained by mixing their hash values through an appropriate function. Specifically, given two constant values q > 0 and γ > 0, and a string x of length m ≥ qγ, we indicate with symbol g x (i, q) the i-th q-gram of x (proceeding from right to left). More formally we have
Moreover an auxiliary function mix : N γ → N is defined as
where a i ∈ N for all 0 < i ≤ γ. Roughly speaking the mix function is used for combining γ different hash values into a single hash value.
In this context a candidate occurrence is located when all q-grams of the current window of the text resemble their counterpart q-grams in any pattern in the set P . In particular, given two strings x and y we say that x resembles y if mix g x (1, q), g x (2, q) , . . . , g x (γ, q) = = mix g y (1, q), g y (2, q) , . . . , g y (γ, q) .
Our proposal naturally arises from the observation that in most practical cases to use two or three combined q-grams turns out to be more convenient than using a single (2q)-or (3q)-gram, even if, due to the use of the mix function for combining the γ different q-grams in a single hash value, the number of candidate occurrences slightly increases. Experimental results presented in Section IV confirm our assumption.
B. The algorithm
In this section we briefly describe the preprocessing and the searching phase of the algorithm. Figure 1 shows the pseudocode of the multiple pattern matching algorithm based on γ = 2 hash functions and q-grams with q = 3.
The preprocessing phase consists in computing γ different shift values for all possible strings of length q. In particular every substring x ∈ Σ q is hashed into a value, h(x), which is used to index the shift value in γ shift vectors, sh 1 , sh 2 , . . . , sh γ , respectively, all of size MAX. Specifically
for 1 ≤ i ≤ γ, 0 ≤ c <MAX and where we recall that m denotes the length of the shortest pattern in P . An additional data structure is maintained in order to collect the set of patterns which resemble with a specific set of q-grams. In particular a vector F of dimension MAX is defined as
The searching phase of the algorithm is based on a standard sliding window mechanism. Each attempt (lines 5-13) consists in reading the rightmost γ substrings of length q of the current window of the text, i.e. s i = g p (1, q) for 0 < i ≤ γ. Then, if sh i [h(s i )] > 0, for some 0 < i ≤ γ, then an advancement of the shift is applied (lines 9 and 13).
An optimal shift advancement should be computed as the max{sh i [h(s i )] | 0 < i ≤ γ}, however this solution is computationally costly and time consuming. A more efficient solution in practice consists in performing iteratively γ blind
for i ← 0 to r − 1 do 6.
for j ← 2 to m − 1 do 7.
h1 ← HASH3(pi, j) 10.
sh1
for j ← 2 to m − 1 − q do 12.
h2 ← HASH3(pi, j − 3) 15.
sh2 
IV. EXPERIMENTAL RESULTS
In this section we present experimental evaluations in order to understand the performances of the newly presented algorithm and to compare it against the best algorithm known in literature for multiple pattern matching on DNA sequences.
In particular we tested the MBNDM algorithm used in MPScan [15] , the WM algorithm [16] and its variants, WM(q, γ), using q-grams and γ hash functions. We use values of q ranging from 2 to 8 and values of γ ranging from 1 to 3.
We implemented the WM variants by using the formula given in (1) and set k to ω/q while M has been set to 0 ω−k 1 k , where ω = 32 is the size of the register used for hashing q-grams. All algorithms have been implemented in the C programming language and have been compiled with the GNU C Compiler, using the optimization options -O3. The experiments were executed locally on an MacBook Pro with 4 Cores, a 2 GHz Intel Core i7 processor, 4 GB RAM 1333 MHz DDR3, 256 KB of L2 Cache and 6 MB of L3 Cache. Algorithms have been compared in terms of running times, including any preprocessing time, measured with a hardware cycle counter, available on modern CPUs.
For the evaluation we use the genome sequence of 4, 638, 690 base pairs of Escherichia coli. For the tests on multiple pattern matching we have generated sets of 100, 1000 and 10, 000 patterns of fixed length m. In all cases the patterns were randomly extracted from the text and the value m was made ranging over the values 8, 16, 32, 64 and 128. For each case we reported the mean over the running times of 200 runs. Tables II, III and IV show experimental results on multiple pattern matching (sets of 100, 1000 and 10, 000 patterns, respectively). Running times are expressed in thousands of seconds. We report the mean of the overall running times (columns with gray background) and the means of the preprocessing and searching times (just on the right). Best times have been boldfaced and underlined. The best searching times among each group of WM(q, γ) variants, with 1 ≤ h ≤ 3, have been simply boldfaced.
From our experimental results it turns out that the MBNDM algorithm is the best solution for short patterns and small sets, i.e. m ≤ 16 and r ≤ 1000. When the length of the patterns increases the best running times are obtained by the WM(q, γ) algorithms using condensed characters on 8-grams. For small sets of patterns (r = 100) the WM(8, 1) algorithm obtains the best results, while for larger sets of pattern the WM(8, 2) and the WM(8, 3) algorithms obtain the best results.
Observe that in most cases the WM(q, 2γ) algorithm is faster than the WM(2q, γ) algorithm. For instance when searching sets of 10, 000 patterns the WM(3, 2) variant is always 4 times faster than the WM(6, 1) variant, while variant WM(4, 2) is always 2 times faster than WM (8, 1) . Similarly in many cases the WM(q, 3γ) algorithm is faster than the WM(3q, γ) algorithm. This behavior confirms the efficiency of our method, especially for larger sets of patterns. For instance when searching sets of 10, 000 patterns the WM(2, 3) variant is always 3 times faster than the WM(6, 1) variant.
It is important to observe also that the difference in the preprocessing times is negligible when comparing different variants of the WM(q, γ) algorithm. Table V shows the experimental results obtained by comparing the above algorithms in terms of number of naive verifications for each text position on sets of 1000 patterns and 10, 000 patterns. In general the number of verifications reflect the corresponding running times, higher the number of verifications performed during the searching phase, higher the running times of the algorithm.
It is interesting to observe that using two or three hash functions considerably reduces the number of verification calls. For instance when using 3 hash functions on 2-grams on sets of 1000 patterns, the WM(q, γ) algorithm performs approximately 0.7 verifications for each text position, while it performs approximately 3.2 verifications for each text positions when using a single function on 6-grams. The gain is more evident if we consider the number of verifications when using 2 hash functions on 3-grams. In this case the value is approximately 4.7, almost 6 times lower than that obtained by using a single hash function. A similar behavior can be observed also in the case of experimental results obtained on sets of 10, 000 patterns. It is interesting to observe also that in some cases a reduction of the number of verifications does not correspond to a reduction in the searching phase. This is the case, for instance, of the running times of the WM(8, 2) and WM(8, 3) variants when searching sets of 10, 000 patterns. In fact, while the number of verifications reduces of almost one half, the running times increase. This behavior is due to the time consumed in computing more hash functions when the gain in number of verifications is not significant. Thus, when searching for small sets of patterns it is convenient to use a single function and large q-grams. Otherwise, when the size of the set of patterns increases, it is convenient to use two hash functions on large q-grams, and in particular q = 4 and γ = 2 for m < 16, and q = 8 and γ = 2 for m ≥ 16. Finally we notice that, in our experimental results, the choice of values of q larger than 8 and values of γ larger than 3 lead to bad performances.
Finally Table VI summarizes the speed up ratios achieved via the new variants. The values has been obtained by dividing the timing obtained by the MBNDM algorithm by the best timing achieved by WM(q, γ). As can be viewed from that table, the newly proposed solutions are in most cases faster than the MBNDM algorithm. The most significant performance enhancement is achieved on sets of 10, 000 patterns, where up to more than 8 fold increase in speed has been observed. The gain in speed becomes more and more significant with the increasing size of the patterns sets as well as the lengths of the patterns. For example while searching 100 patterns of length 32, the WM(q, γ) algorithm is 1.47 times faster than MBNDM, where that speed up is 2.07 when considering patterns of length 128 each. The gain in speed up increases up to 7.99 when considering sets of 10, 000 pattern of length 128 each.
V. CONCLUSIONS AND PERSPECTIVES
We provide new solutions for the exact multiple pattern matching problem based on multiple hash functions which turn to be very efficient in practice. Although we provided simple implementations of our approach, experimental benchmarks showed that on every set sizes the best solution among the proposed variants is faster in most cases than the MBNDM algorithm, which is considered the faster solution for matching DNA sequences. Considering the orders of magnitude performance gain, the presented technique becomes a strong alternative for multiple exact matching of large sets of patterns on biological sequences. However it would be interesting to investigate different types of hash functions in order to find more efficient combinations. In addition it would be interesting also to compare the performance of the newly presented solution against very recent and efficient solutions [4] in the case of large alphabets.
