We discuss the strategies employed in data quality control and quality assurance for the cognitive core of Neurobiological Predictors of Huntington's Disease (PREDICT-HD), a long-term observational study of over 1,000 participants with prodromal Huntington disease. In particular, we provide details regarding the training and continual evaluation of cognitive examiners, methods for error corrections, and strategies to minimize errors in the data. We present five important lessons learned to help other researchers avoid certain assumptions that could potentially lead to inaccuracies in their cognitive data.
| INTRODUCTION
Neurobiological Predictors of Huntington's Disease (PREDICT-HD) is a large, international, multisite, longitudinal observational study of prodromal Huntington disease (HD) with the goal of identifying biological and clinical measures associated with the subtle motor signs of HD prior to clinical diagnosis (Paulsen et al., 2006; Paulsen et al., 2008; Paulsen et al., 2014a; Paulsen et al., 2014b) . Overall, over 1,000 participants have been enrolled across 32 study sites in six countries (United States, Canada, Australia, Germany, Spain, and the United Kingdom), with participants attending yearly study visits consisting of blood draws, neurological examinations, cognitive assessments, psychological and psychiatric questionnaires, and brain imaging. Informed, written consent was obtained from all participants, and all study activities were performed according to the Declaration of Helsinki. All study procedures were approved by institutional review boards at each respective institution. Over the course of four years, the Rhode Island Hospital (RIH) QA/QC team, a subgroup of the PREDICT-HD Cognitive Core, provided data quality assurance (QA) and data quality control (QC) for the study. Quality assurance is defined as the process set up to ensure the quality of a product and to reduce the likelihood of errors, and quality control is defined as the identification and correction of errors within a product. At the time that the RIH QA/QC team began working with PREDICT-HD, there were already thoughtful, stringent QA/QC procedures in place within the study. The RIH QA/ QC team, whose sole mission in PREDICT-HD was to provide data quality control and assurance to the cognitive core, fine-tuned these procedures. Undoubtedly, the narrow focus of the RIH QA/QC team's mission within PREDICT-HD led to our unusual amount of interest in this topic, which, despite its importance, can often be overlooked and considered tertiary. In the ensuing pages, we describe what we did in the way of QA/QC, why we took certain approaches, and what we learned from our experiences.
| WHY QA/QC IS IMPORTANT
It is unlikely that anyone would say QA/QC is unimportant. Nevertheless, we are compelled to underscore a few of the reasons why this topic needs attention, including the need for closer scrutiny of the QA/QC procedures already established in existing studies and in studies which are being planned, and the willingness to devote the necessary funds to provide adequate QA/QC. After all, if a study generates flawed data, the resulting findings are flawed, regardless of the purpose and nature of the study. We will highlight two issues that seem particularly salient with regard to the PREDICT-HD study: the necessity of precision when using cognitive outcomes in clinical trials involving degenerative diseases, and the necessity of safeguarding the contributions of study participants.
| The necessity of precision when using cognitive outcomes in clinical trials in degenerative diseases
Although PREDICT-HD is an observational study, one of the primary goals is to identify the best tools for use as outcome measures in clinical trials in prodromal HD. There are several challenges in using cognitive tasks and data as outcomes in longitudinal studies. In particular, there is the issue of practice effects (i.e. improvement over time as a result of repeated exposure to the testing material), especially with short retest intervals (McCaffrey, Duff, & Westervelt, 2000) . Practice effects can affect the ability to accurately assess the degree of change over time, especially when one study group is comprised of individuals with a degenerative condition where practice effects are essentially fighting against the presumed natural course of the disease. For studies of longer duration, one also sees the eventual impact of age, even in a healthy, relatively young control group, despite some degree of practice effect at the onset of the study. More often than not, the impact of age on the cognitive variable is in the same direction as the impact of the disease (i.e. worsening of performance over time). In addition, traditional neuropsychological tests, while clinically very useful, are often relatively non-specific, and we may have limited data regarding their utility to detect longitudinal change. In PREDICT-HD, for example, the cognitive measures which best distinguished participants estimated to be nearest to diagnosis from those estimated to be farthest from diagnosis were not always the best measures for predicting change over time (Paulsen et al., 2013) . Added to these concerns is the demand to demonstrate clinical trial results within a window of several months in some studies. Within these challenges, finding even small, significant results may be meaningful in the evaluation of an intervention, and potentially critically important in avoiding an underestimate of the value of an intervention. Removal of any error which may dilute these findings is, therefore, essential.
| The necessity of safeguarding the contributions of our participants
We owe it to our participants to provide careful QA/QC. Our PRE-DICT-HD examiners and researchers repeatedly expressed their admiration for the dedication of our participants to this study. As stated, involvement in PREDICT-HD included yearly blood draws, magnetic resonance imaging, neurological examinations, psychiatric assessments, cognitive evaluations, and in some participants, a lumbar puncture to obtain a cerebral spinal fluid sample. Participation was time-consuming, at times uncomfortable, and participants might have traveled relatively great distances to the sites. The participants nonetheless repeatedly engaged in this experience which often also involved revealing something personal, and perhaps, frightening, because they believed they are furthering knowledge that will lead to a deeper understanding of HD, and, ideally, effective treatments. We owe our research participants our fullest efforts to ensure that their contributions have been "safeguarded" (i.e. collected in a valid manner to maximize use) and used in the most effective ways possible.
| QUALITY ASSURANCE
Quality assurance of the cognitive data centered on careful training of study personnel and regular checks on the fidelity to the study protocol. A summary of our quality assurance and quality control procedures is provided in Table 1 , and our lessons learned are summarized in Table 2 , and expanded on here. Of note, our group had excellent inter-rater reliability for these ratings (r = 0.9). If an examiner was rated as marginal or failed, the certification/ recertification video was re-evaluated by another reviewer from the QA/QC team. We found that examiners who were trained and/or recertified in-person had higher rates of passing, though the Six-month quality control accuracy reports by site and task sent to study principal investigator and cognitive core members
| Initial examiner certification and recertification
Examiner notes collected on any anomaly in testing to help determine validity of exam Videoconference or teleconference with each examiner for all updates/modifications to battery Consensus on invalidated tasks to minimize loss of data Random accuracy checks on QA/QC staff performance Consensus on rating error type and judging data validity for any atypical error Note: QC, quality control; QA, quality assurance; AmNART, American National Adult Reading Test; NART, National Adult Reading Test.
TABLE 2 Summary of lessons learned
Lessons learned
1. An examiner who has previously passed (or failed) a certification exam will not necessarily repeat that acceptable (or poor) performance.
2. Examiners who test infrequently are most vulnerable to poor performance on recertification exams, and make more errors than examiners who test frequently.
3. Even experienced examiners may not be administering tasks as you would like them to, and are prone to stray from the test manual instructions.
4. Even if an examiner knows the test administration rules, they may not know how to appropriately handle examinee questions, or be able to physically handle the materials.
5. Even computer-administered tasks require adequate training of the examiner. We recognize that this practice of annual recertification of examiners is more stringent than what most studies require, but it is a practice our group encourages. We discovered two important lessons in reviewing our recertification data.
Lesson 1: An examiner who has previously passed (or failed) a certification exam will not necessarily repeat that acceptable (or poor) performance. Table 4 notes the pass rates of the same examiner over time. As indicated in the table, the majority of our examiners had 100% pass rate on all exams, though a sizeable minority (37%) did not.
Amongst those that did not, problems with the administration of the battery were more apparent in the recertification exams than in the initial certification exam.
Lesson 2: Examiners who test infrequently are most vulnerable to earning a failing or marginal designation at recertification. As such, it is not advisable to train examiners far in advance from when they will begin testing. Additionally, it may be ideal to avoid using backup examiners, unless absolutely necessary. Backup examiners or examiners who test very infrequently due to low volume of participants may require some additional scrutiny, and, ideally, opportunities to practice. We found that the number of participants seen by the examiner had a significant inverse relationship with error rate, accounting for 45.6% of the variance (Pearson product-moment correlation r (67) = −0.676, p < 0.001). Figure 1 illustrates this relationship.
Additional scrutiny may involve simply flagging the data generated from that examiner and reviewing it more closely. However, there are a host of errors that can occur that may not be captured from the recorded protocol. When concerns were raised, we asked these examiners to videotape their administration of examinations until we were satisfied that the examiner was performing consistently up to our expectations. This level of scrutiny should be used Examiner error rate by number of participants examined somewhat sparingly, however. Aside from being labor-intensive for both the examiners and the QA/QC team, 1 use of videotaping introduces another variable which may impact participant performance.
Work by McCaffrey and co-authors indicates that even electronic surveillance devices can act as a "third party observer" and negatively influence test performance (Constantinou, Ashendorf, & McCaffrey, 2002; Howe & McCaffrey, 2010) . It is also likely to seem intrusive to the participant.
There is no question that the requirement of recertification resulted in some extra burden on the testing staff. As indicated, we deemed this extra burden to be acceptable given our desire to maintain the highest possible standards for the study. However, recertification compliance was challenging. We provided our examiners with a two-month warning of when their recertification would be due, with reminders prior to and following the deadline. If an examiner remained non-compliant within two months following the deadline, his/her testing privileges were suspended until the recertification was complete. This typically resulted in our receiving a recertification video within two weeks, and we were ultimately able to maintain a 100% compliance rate with active examiners.
| Changes to the cognitive protocol
Once a site's institutional review board had adopted substantive changes to the protocol, examiners were required to complete webinar training sessions on the changes to the protocol prior to continuing to examine participants.
The importance of standard administration
Evidence of the impact of seemingly trivial factors on test performance is not new. It has been demonstrated that factors such as age, gender and demeanor of the examiner, climate conditions of the examination room, and seemingly minor variations in testing instructions and materials can influence test scores (for review, see Anastasi, 1988) . Some of these factors can reasonably be controlled but many cannot. It would not be realistic to assume that all examiners will be the same age, sex, race, and ethnicity. Especially in multicenter studies, there will always be variations in testing settings. All of the factors that we cannot or choose not to control will lead to some degree of random error or "noise" in the data. As a field, we accept this limitation; however, it underscores the need to control any and all variables which reasonably can be controlled. Because of these site vagaries, statistical analysis should always consider the possibility of site effects, either by accounting for site-to-site variability or examining site interaction effects (Senn, 1998) .
Lack of adherence to standard administration was probably the single most common error made by our examiners. It is important to highlight a few points regarding this issue. As many of us can attest, it is more common than not that an examiner will eventually begin to adapt the instructional sets to their own style-sometimes subtly, sometimes not so subtly. If PREDICT-HD had had only one examiner seeing all 1,000 patients yearly, this may not matter, assuming no drift from the examiner. However, when working with 52-plus examiners across 30-plus sites, these variations may impact the data and inferences made based on data analysis. Requiring strict adherence to the administration manual is, therefore, essential. Our group found that this requirement was actually more problematic among our more experienced examiners. While their experience was certainly of benefit in many ways, some of these examiners were more resistant to reading verbatim from the manual. Often, they felt it seemed stiff and unnatural, and they were concerned that reading from the manual may suggest to the participants that they were not as familiar with the materials as they actually were or should be. Generally, however, they were amenable to doing so when provided with an explanation of why we insisted upon this practice. As such, we offer Lesson 3: Do not assume that even your most experienced examiners are administering the tests as you want them administered.
| Physical logistics of testing and examinee queries
It is worth noting that, in addition to careful instruction on the simply encourages the participant to take his/her best guess as to whether or not the word was already stated (Benedict, Schretlen, Groninger, & Brandt, 1998) . Our training day therefore included a multitude of examples of how to handle questions, how and when to paraphrase instructions when a participant does not understand the task, and how to physically handle the materials. At times, examiners are not even comfortable saying (or may not know when they are supposed to say) to a participant, "I'm sorry, I can't tell you that."
In review of several recertification examinations, we witnessed examiners ignoring participant questions because they did not know how to handle them. Overwhelmingly, an appropriate response would have simply been, "I'm sorry, I can't tell you that." These examinations tend to have a tense atmosphere, which is likely detrimental to the participant's overall performance and experience.
1 Our team members reviewed a certification/recertification video using a clean copy of the examination to mark and referencing the instructions for the relevant task to ensure adherence to the protocol. The examination administration was timed. As such, reviewing a protocol took at least as long as the administration itself.
Although these examiners had learned what was required of them as printed in an administration manual, they had not been adequately trained on proper testing behaviors. Upon review, their discomfort with this aspect of testing was readily apparent. Thus, Lesson 4: Even if your examiner knows the specific rules of a test, it does not mean he/she knows how to interact with testing materials and the participant to administer the test in a valid and optimal manner. Observation of even experienced examiners is therefore necessary, ideally including a mock examinee that makes common mistakes and asks questions of the examiner to assess his or her ability to respond. New examiners also benefit from these mock exams, and may need to be shown how to handle the materials (e.g. use a book stand to hold the instructions, etc.).
| DATA QUALITY CONTROL
Even with clear research protocols and well-trained research staff, errors in the data collection process are inevitable.
Here we outline what our group did regarding data quality control. Files came to the QA/QC team (initially paper files, later scanned) and were reviewed for completeness. We made efforts to retrieve any missing data. We contacted the examiner to replace any poor-quality photocopies. For many years, all protocols were scored by the examiner, and then rescored by two members of the QA/QC team. Eventually, we decided this was too cumbersome and costly to essentially triple-score all examinations. At that point, examinations were rescored by one experienced member of the QA/QC team, but at random intervals, two members rescored consecutive sets of 50 files to ensure a high level of accuracy by the QA/QC team. We required a minimum of 90% accuracy, a level that was always maintained, with the scorer accuracy levels typically ranging from 93 to 98%. New QA/QC team members were required to serve as the third scorer for the first 200 files they encountered, and were required to meet our minimum criteria of 90% accuracy before serving as the single member of the QA/QC team to review a given examination. Errors were recorded and coded by error type. We encouraged examiners to make note of any circumstance or event during the testing that may have impacted the participant's performance, and our group recorded these comments in a database and used them to make decisions about the validity of the data. For example, an examiner comment may include a note that a participant was unable to use the required index finger for the tapping test due to injury. The QA/QC team would then decide whether or not those data were useable. For unusual errors or differences of opinion within the quality control staff regarding how to categorize an error, consensus was obtained within the full RIH QA/QC team. No data were marked as invalid without review by the full team. All errors, including invalid data and corrected scores, were double entered into the database. Participant files were then marked as having passed quality control and ready for analyses. At times, we held data until another data point was gathered to make decisions about the validity of a score.
For example, on several occasions, an examiner noted that a participant had a "stuffy nose" when taking the odor identification task. The odors on this task are above threshold, and individuals who are not severely congested can often perform well on this task, though we had no way of knowing the severity of the congestion. If the questionable score was notably worse than the prior score, it was held until a subsequent visit. If the score in question was also notably worse than that at the subsequent visit, it was marked as invalid. If the score appeared to represent a stable decline, it was included in the database.
In the course of the four years the RIH QA/QC group provided data quality control for PREDICT-HD, 3,336 errors were recorded in 2,470 files. These included 176 invalid scores which were removed from the database. On average, examiners tended to make one to two errors per protocol. Again, examiners who tested infrequently were more prone to making errors. The QA/QC team initiated the sending of accuracy reports back to the examiners every six months, in addition to contacting examiners as needed to discuss errors that required immediate correction. The semi-annual reports included accuracy rates, and comparison to the examiners' previous performance and to the group of examiners as a whole. Although some examiners may not have taken kindly to this feedback, many were very interested in these reports and seemed highly motivated to reduce their error rates. Because all examiners received feedback, we cannot assess the impact of providing these reports. It is notable, however, that examiner error rate continued to decline over the first several evaluation points (see Figure 2 showing change in error rate for each examiner at the receipt of their first error report and the subsequent error reports).
In addition to sending accuracy reports to the examiners, our group also provided accuracy reports to the study principal investigator and other members of the cognitive core. These reports included error rates by site and task. These reports were helpful in identifying sites that may require extra support and sites that may be best suited for clinical trials, as well as tasks which may require extra scrutiny. For example, it was noted that the American National Adult Reading Test/ FIGURE 2 Average examiner error rate across quality assurance/quality control (QA/QC) review periods. Each review period = six months National Word Reading Test (AmNART/NART), a word-reading task used to provide a premorbid estimate of overall intellectual level, was found to have an exceptionally high error rate. During our tenure, the AmNART/NART was administered 361 times (baseline only), and of those, 76% contained scoring errors. Because of this, the prior QA/QC team had already insisted that the AmNART/NART be audio recorded as part of the administration of the task. We continued with this practice and also continued triple scoring this task throughout the study. Attempts to reduce the error rate on this task included providing examiners with audio files containing the correct pronunciation for their region and careful initial training on this task. Unfortunately, due to reasons unclear to us, these efforts were not particularly helpful in reducing error rate. However, audio recording of this task essentially removed the likelihood of examiner scoring errors by allowing this task to be scored entirely by the QA/QC team.
| Computerized tasks
PREDICT-HD utilized several computerized tasks. For these tasks, the examiner read the instructions to the participant and assisted with practice trials as needed. The remainder of the tasks was either entirely computer administered, or, at a minimum, the data capture was computerized. While there is reason to believe that computer administration eliminates the possibility of examiner error, it is not entirely true.
Certainly, the use of computerized tasks can eliminate typographical and scoring errors when these data are captured electronically, and our overall error rates were substantially lower with the computerized tasks than with the non-computerized tasks (see Figure 3) . We found, however, there were still times when the tasks were incorrectly admin- 
| CONCLUSIONS
Aside from perhaps providing confidence in the cognitive data generated from the PREDICT-HD study, we sought to share our lessons learned in data quality control and assurance in a large cognitive dataset in order to underscore the importance of careful QA/QC, provide practical suggestions on how this can be implemented, and highlight some pitfalls and assumptions to be avoided. We encourage future studies to outline QA/QC procedures in methodology papers of large studies and "Methods" sections of most studies. This could help to identify useful QA/QC practices, lend confidence to the reader regarding the quality of the data collected, or serve as an appropriate warning/caveat when adequate QA/QC strategies are not implemented. We propose that comprehensive QA/QC procedures, especially a formal quality plan, should be part of any multisite study that collects cognitive data. These procedures should be put in place prior to any data collection, with identified team members to monitor the procedures and data collection throughout the study and with study closeout and data-sharing procedures in place as part of the quality plan. 
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