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ANALISIS PERBANDINGAN
ALGORITMA APRIORI DAN FP-GROWTH
PADA TRANSAKSI KOPERASI
ABSIRAK
Teknik data mining mampu memprediksi tren dan membantn prosespengambilan
keputusan bisnis yang penting bagipemilik usaha. Penggunaan sistem yang telah
ada akan menimbulkan permasalahan baru, yaitu peningkatan data transaksi.
Algoritma Apriori merupakan algoritma yang paling populer digunakan untuk
analisis market basket karena mudah dipahami dan diimplementasikan. Algoritma
FP-Growthjuga termasuk salah sat  it teknik association rule untuk analisis market
basket. Berdasarkan data transaksi (studi kasus koperasi Uber-Mart Bekasi),
peneliti membandingkan Algoritma Apriori dan FP-Growth untuk mendapatkan
informasi tentang asosiasi antar produk dari suatu data transaksi dari item-set
yang sering muncul seeara bersamaan (market basket analysis). Dari hasil
penelitian, Algoritma Apriori membutuhkan waktu komputasi yang lama dan
membutuhkan alokasi memori yang besar untuk melakukan pencarian item-sets.
Hal ini disebabkan pemindaian data yang dilakukan seeara berulang-ulang.
Algoritma FP-Groiuth hanya melakukan dua kali pemindaian data dan mampu
memampatkan data transaksi yang memiliki item yang sama, sehingga waktu
yang dibutuhkan lebih singkat dan alokasi memori lebih kecil.
Kata Kunci: Data Mining, Association Rule, Algoritma Apriori, FP-Growth,
Koperasi, Korelasi Produk
PENDAIIULUAN
Koperasi adalah kegiatan ekonomi rakyat
yang berskala kecil dengan bidang usaha
yang seeara mayoritas merupakan kegiatan
usaha kecil dan perlu dilindungi untuk
mencegah persaingan usaha yang tidak
sehat. Usaha untuk mencapai tingkat
margin yang lebih tinggi, merupakan
motivasi bagi pemilik untuk meningkatkan
mutu pelavanan dan diversifikasi produk
yang ditavvarkan. Salah satu usaha tersebut
adalah kemampuan untuk memahami
konsumen.
Oleh sebab itu koperasi akan sangat
membutuhkan sistem informasi yang
dapat menunjang masalah tersebut,
sehingga dapat mempermudah berbagai
proses kelancaran bertransaksi. Pada
penelitian ini dirancang suatu sistem
informasi (studi kasus pada Koperasi Uber-
Mart Bekasi) dengan membandingkan
Algoritma Apriori dan FP-Growth.
Algoritma tersebut akan dapat dituangkan
menjadi suatu aplikasi dengan bahasa
pemrograman berbasis web, salah satunya
PHP.
Algoritma Apriori adalah sebuah
algoritma untuk mencari kombinasi item-
set yang mempunvai suatu nilai keseringan
tertentu sesuai kriteria atau filter yang
diinginkan. Frequent Pattern Growth (FP-
Growth) adalah salah satu alternatif
algoritma yang dapat digunakan untuk
menentukan himpunan data yang paling
sering muncul (frequent item set) dalam
sebuah kumpulan data.
Data mining mengidentifikasikan
fakta-fakta atau kesimpulan-kesimpulan
yang disarankan berdasarkan penyaringan
melalui data untuk menjelajahi pola-pola
atau anomali-anomali data. Menurut
Turban, Rainer, dan Potter (2005), salah
satu fungsi data mining adalah association
rule. Association rule mendukung
pengambilan keputusan dalam bidang
pemasaran, misalnya untuk mengetahui
pola pembelian pelanggan, penentuan tata
letak barang dan lain-lain. Association
Rule diimplementasikan dengan
menggunakan Algoritma Apriori dan FP-
Growth.
Association Rule, Algoritma Apriori,
Algoritma FP-Growth
Menurut Han (2006), aturan asosiasi
(association rule) adalah metode data
mining untuk mencari suatu hubungan
yang menunjukkan kondisi di dalam satu
set data, yang beberapa nilai atribut akan
muncul seeara bersamaan. Pemilihan
produk tidak diperlukan untuk
menjalankan analisis keranjang. Semua
produk dipertimbangkan, dan perangkat
lunak data mining akan menentukan
produk yang paling utama. Menentukan
produk-produk apa saja yang cenderung
sering dibeli oleh para pelanggan dengan
mengambil asosiasi seketika maka aturan
asosiasi ini dinamakan market basket
analysis atau analisis afinitas (affinity
analysis) berkenaan dengan studi tentang
*
apa-bersama-apa,. Fasilitas ini
meningkatkan pembelian dan membantu
pelanggan yang ingin membeli barang agar
tidak lupa untuk membeli "pasangannya".
Contoh, jika seorang pelanggan membeli
roti, maka mereka kemungkinan akan
membeli selai [Fanani, 2010J.
Dalam menentukan suatu association
rule, ada 2 nilai interestingness measure
(ukuran ketertarikan), yaitu support dan
confidence [(Ulmer, David, 2002)]:
a
.
 Support (nilai penunjang/
pendukung)
Ukuran yang menunjukkan seberapa
besar tingkat dominasi suatu
item/item-set dari keseluruhan
transaksi (misal dari keseluruhan
transaksi yang ada, seberapa besar
tingkat dominasi yang menunjukkan
bahwa item A dan B dibeli  bersamaan),
dengan rumus:
Support IA,B) = I'  {A -» B) = J' (ÿB, x 100%
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Di mana, JT (A->B) adalah jumlah
transaksi yang mengandung A dan B, T
adalah total transaksi.
b
.
 Confidence (nilai kepastian/
keyakinan)
Ukuran yang menunjukkan hubungan
antar 2 item seeara conditional (misal,
seberapa sering item B dibeli jika orang
membeli item A), dengan rumus
Confidence (A,B) = P(AÿB) = .*  100%
.IT (A)
ÿJT (A ->B) adalah jumlah transaksi yang
mengandung A dan B, JT adalah jumlah
transaksi yang mengandung A.
Kedua ukuran ini nantinva berguna
dalam menentukan interesting asso-
ciation rules, yaitu untuk dibandingkan
dengan batasan (threshold) yang diten-
tukan oleh user. Batasan tersebut umum-
nya terdiri dari minimum support dan
minimum confidence.
Algoritma Apriori adalah salah satu
teknik association rule yang sangat
populer untuk melakukan pencarian pola.
Algoritma
ini diajukan oleh R. Agrawal dan R.
Srikant tahun 1994- Algoritma ini
ditujukan untuk mencari kombinasi item-
set yang mempunyai suatu nilai keseringan
(frequent itemset) tertentu sesuai kriteria
atau filter yang diinginkan dengan cara
memperhatikan minimum support
(minsup).
Adapun dua proses utama yang
dilakukan algoritma Apriori (Han Jiawei,
and M. Kamber. 2006), yaitu join (peng-
gabungan) dan prune (pemangkasan).
Pada proses penggabungan setiap item
dikombinasikan dengan item yang lainnva
sampai tidak terbentuk kombinasi lagi.
Sedangkan pada proses pemangkasan hasil
dari item yang telah dikombinasikan tadi
dipangkas dengan menggunakan
minimum support yang telah ditentukan
oleh user.
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