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The structure of Lyapunov spectra for many particle systems with a random interaction between
the particles is discussed. The dynamics of the tangent space is expressed as a master equation,
which leads to a formula that connects the positive Lyapunov exponents and the time correlations
of the particle interaction matrix. Applying this formula to one and two dimensional models we
investigate the stepwise structure of the Lyapunov spectra, which appear in the region of small
positive Lyapunov exponents. Long range interactions lead to a clear separation of the Lyapunov
spectra into a part exhibiting stepwise structure and a part changing smoothly. The part of the
Lyapunov spectrum containing the stepwise structure is clearly distinguished by a wave like structure
in the eigenstates of the particle interaction matrix. The two dimensional model has the same step
widths as found numerically in a deterministic chaotic system of many hard disks.
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I. INTRODUCTION
Chaos is characterized by a rapid expansion of a small
initial error, and the Lyapunov exponent, which is de-
fined as the time averaged exponential rate of the time
evolution of infinitesimal perturbations of the dynamical
variables, is introduced to express such characteristics
quantitatively. The Lyapunov exponent is used to dis-
cuss some statistical properties of many body systems
(eg. the mixing property). It is also known that the
Lyapunov exponents are connected to the amount of in-
formation of the system (eg. the Kolmogorov-Sinai en-
tropy), and to transport coefficients (eg. conductance
and viscosity) [1–3].
In general, the Lyapunov exponent depends on the di-
rection of the infinitesimal perturbation of the dynami-
cal variables at an initial time, so we obtain a Lyapunov
exponent for each independent direction in the system.
The sorted set of such Lyapunov exponents, is the so
called Lyapunov spectrum, and has been the subject of
study in many chaotic particle systems. For example, the
thermodynamic limit of the Lyapunov spectrum, that is,
that the spectrum retains its shape as the number of
particles increases, is discussed using numerical evidence
[4,5], random matrix approaches [6–8], a periodic orbit
approach [9] and mathematical arguments [10,11]. Some
works showed a linear behavior of the Lyapunov spec-
trum in one dimensional models with nearest neighbor
interactions [4–8], although this conjecture is modified
in weak chaotic systems [12,13]. The effect of the rota-
tional degrees of freedom of molecules on the Lyapunov
spectrum was investigated in a model consisting of di-
atomic molecules, which showed an explicit separation of
the rotational and translational degrees of freedom if the
departure from sphericity is small enough [14,15]. The
Lyapunov spectra of systems in non-equilibrium steady
states were investigated by Refs. [16–19] with the dis-
covery of the conjugate pairing rule for some systems
with isokinetic thermostats [20–23]. Avoided crossings
and level repulsion in the Lyapunov spectrum, similar
to the behavior of the energy levels in quantum chaotic
system, was discussed in a mutually coupled map sys-
tem [24]. These works suggest the possibility of getting
information about the system from the structure of its
Lyapunov spectrum. The Lyapunov spectrum has also
been of interest for the number dependence of the maxi-
mum Lyapunov exponent in particle systems [6,19,25,26],
and the Kaplan-York Lyapunov dimension [27–30].
One of the characteristics of the Lyapunov spec-
trum, which has been shown recently in systems con-
sisting of many hard disks, is its stepwise structure
[14,15,19,31,32]. Such a stepwise structure appears in
the distinct region of small positive Lyapunov exponents.
Corresponding to this stepwise structure are the so called
Lyapunov modes, a wave like structure in the tangent
space of each eigenvector of a degenerate Lyapunov expo-
nent, that is, for each stepwise structure. An explanation
of the stepwise structure of the Lyapunov spectrum due
to symmetries of the system was tried using two dimen-
sional periodic orbit models [9]. On the other hand, ex-
planations for the Lyapunov modes were suggested using
a random matrix approach for a one dimensional model
[33] and more recently using a kinetic theoretical ap-
proach [34]. The small Lyapunov exponents correspond
to slow relaxation processes in the equilibrium state, so
these results suggest the possibility of characterizing the
macroscopic behavior in many particle systems from a
microscopic point of view.
This paper has two main purposes. First we consider
the dynamics of the tangent space in dynamical systems
with a random interaction between the particles. Dif-
ferent from the other random matrix approaches for the
Lyapunov spectrum [6,8,33] which use discretized mod-
els in time, we consider the continuous dynamics in time
and derive a method to calculate the Lyapunov spectrum
from a master equation technique. Using this method the
Lyapunov spectrum is directly connected to the correla-
1
tions of the particle interaction matrix. As the second
purpose we discuss the stepwise structure of the Lya-
punov spectrum using this random matrix approach. We
consider one and two dimensional models satisfying the
total momentum conservation with periodic boundary
condition. These models show a stepwise structure of
the Lyapunov spectra only in a region of small positive
Lyapunov exponents. We discuss the robustness of the
stepwise structure against perturbations in the matrix
elements of the particle interaction matrix. The long
range interactions between the particles lead to a clear
separation into a part of the spectrum exhibiting stepwise
structure and a part changing smoothly with exponent
number. We also find a wave like structure in the eigen-
states of the particle interaction matrix in that part of
Lyapunov spectrum containing stepwise structure. As a
high dimensional effect we show that in the two dimen-
sional model we get wider steps in the Lyapunov spec-
trum, such as steps consisting of 4 and 8 degenerate ex-
ponents, rather than simply 2 exponents as in the one
dimensional models. The step widths of 4 and 8 expo-
nents are actually observed in the numerical simulation
of the many hard-core disk system [31].
II. RANDOM MATRIX DYNAMICS OF THE
TANGENT VECTOR
We consider a Hamiltonian system whose state at time
t is described by the 2N dimensional phase space vec-
tor Γ(t) ≡ (q(t),p(t))T with the coordinate vector q(t),
the momentum vector p(t) and the transpose operation
T . The dynamics of the phase space is described by the
Hamilton equation
dΓ(t)
dt
= J
∂H(Γ(t), t)
∂Γ(t)
(1)
with the Hamiltonian H(Γ(t), t). Here we allow an ex-
plicit time-dependence of the Hamiltonian, and J is the
2N × 2N matrix defined by
J ≡
(
0 I
−I 0
)
(2)
where I is the N×N identical matrix and 0 is the N×N
null matrix. It should be noted that the matrix J sat-
isfies the conditions JT = −J and J2 = −I¯ with the
2N × 2N identical matrix I¯.
The dynamics of the tangent vector δΓ(t) as a small
deviation of the phase space vector is described by the
linearized equation
dδΓ(t)
dt
= JL(t) δΓ(t) (3)
of the Hamiltonian equation (1) where L(t) is defined by
L(t) ≡ ∂
2H(Γ(t), t)
∂Γ(t)∂Γ(t)
. (4)
The matrix L(t) is symmetric: L(t) = L(t)T . At this
point we note that an equation equivalent to Eq. (3)
can also be obtained for system whose dynamics is not
derivable from a Hamiltonian.
Equation (3) is formally solved as
δΓ(t) =M(t, t0) δΓ(t0) (5)
where the matrix M(t, t0) is defined by
M(t, t0) ≡
←
T exp
[
J
∫ t
t0
ds L(s)
]
(6)
with the positive time-ordering operator
←
T with the lat-
est time to the left. Equation (6) leads to
M(t, t0)
−1 =
→
T exp
[
−J
∫ t
t0
ds L(s)
]
= −JM(t, t0)T J, (7)
with the negative time-ordering operator
→
T with the lat-
est time to the right, so that the Hamiltonian phase vol-
ume is preserved, namely |Det{M(t, t0)}| = 1.
For simplicity, we consider the case of zero magnetic
field, so the Hamiltonian H(Γ(t), t) is represented as
H(Γ(t), t) = |p(t)|2/(2m) + V (q(t), t), where m is the
mass of particle and V (q(t), t) is the potential energy at
time t. In this case the matrix L(t) is given by
L(t) =
( −R(t) 0
0 I/m
)
(8)
where R(t) ≡ (Rαβ(t)) is the N × N symmetric ma-
trix defined by −∂2V (q(t), t)/∂q(t)∂q(t). The effects of
particle interactions and fixed scatterers are taken into
account through the matrix R(t).
Now we consider the case where the particle inter-
actions or collisions with fixed scatterers occur ran-
domly enough, so that the matrix elements Rαβ(t), α =
1, 2, · · · , N , β = 1, 2, · · · , N can be regarded as Gaussian
white randomness in the sense of
〈Rα1β1(t1)Rα2β2(t2) · · ·Rα2n−1β2n−1(t2n−1)〉 = 0, (9)
〈Rα1β1(t1)Rα2β2(t2) · · ·Rα2nβ2n(t2n)〉
=
∑
Pd
Dαj1βj1αj2βj2Dαj3βj3αj4βj4
· · ·Dαj2n−1βj2n−1αj2nβj2n
×δ(tj1 − tj2)δ(tj3 − tj4) · · · δ(tj2n−1 − tj2n) (10)
for any integer n, where we take the sum over only the
permutation Pd : (1, 2, · · · , 2n) → (j1, j2, · · · , j2n), and
the bracket 〈· · ·〉 means the ensemble average over ran-
dom processes. Here Djkln is a 4-th rank tensor and is
assumed to be constant in the rest of this paper. The
tensor Djkln satisfies the condition
Dlnjk = Djkln, (11)
2
because the equation Djklnδ(s − t) = 〈Rjk(s)Rln(t)〉
= 〈Rln(t)Rjk(s)〉 = Dlnjkδ(s− t) is satisfied at arbitrary
times s and t. The symmetric property of the matrix
R(t) also imposes the conditions
Djknl = Dkjln = Djkln (12)
for the tensor Djkln.
Under the Gaussian white conditions (9) and (10) for
the matrix R(t), the dynamics described by Eq. (3) for
the tangent vector can be regarded as a stochastic pro-
cess. Now we consider the description of this stochastic
process by a master equation for the probability density
ρ(δΓ, t) for the tangent vector space in which ρ(δΓ, t)dδΓ
is introduced as the probability of finding a tangent vec-
tor δΓ in the region (δΓ, δΓ + dδΓ). By applying the
Kramers-Moyal expansion to the dynamics (3) with the
randomness given by Eqs. (9) and (10) we obtain
∂ρ(δΓ, t)
∂t
= −
N∑
α=1
δpα
m
∂ρ(δΓ, t)
∂δqα
+
N∑
α=1
N∑
β=1
N∑
µ=1
N∑
ν=1
1
2
Dαµβνδqαδqβ
∂2ρ(δΓ, t)
∂δpµ∂δpν
. (13)
Equation (13) is a master equation for the tangent vec-
tor δΓ = (δq, δp)T with δq ≡ (δq1, δq2, · · · , δqN )T and
δp ≡ (δp1, δp2, · · · , δpN )T , especially the type of the
equation called Fokker-Plank equation because its right-
hand side includes up to the second derivative of the
probability density with respect to the variables. The
derivation of Eq. (13) is given in Appendix A. We should
notice that the first term of the right-hand side of Eq.
(13) has the same form as the corresponding term in the
Liouville equation describing non-interacting particle sys-
tems, because the dynamics of the phase space point and
the tangent space point coincide in the non-interacting
particle system. The characteristics of the system are
introduced through the 4-th rank tensor Dαµβν and a
boundary condition for a solution of Eq. (13).
III. LYAPUNOV SPECTRUM IN THE RANDOM
MATRIX APPROACH
In this section, using the Fokker-Plank equation (13)
for the tangent vector we investigate the absolute values
of the tangent vectors, whose asymptotic behaviors lead
to the Lyapunov exponents.
We introduce the quantities Υ
(l)
jk (t), l = 1, 2, 3 as
Υ
(1)
jk (t) ≡ 〈δqjδqk〉t (14)
Υ
(2)
jk (t) ≡ 〈(δqjδpk + δqkδpj)〉t /2 (15)
Υ
(3)
jk (t) ≡ 〈δpjδpk〉t (16)
where the bracket 〈· · ·〉t with the subscript t means the
average over the probability density ρ(δΓ, t) at time t:
〈· · ·〉t ≡
∫
dδΓρ(δΓ, t) · · ·. These quantities consist of el-
ements of the averaged matrix 〈δΓδΓT 〉t, and satisfies
the condition
Υ
(l)
jk (t) = Υ
(l)
kj (t). (17)
Equation (13) connects these quantities as
dΥ
(1)
jk (t)
dt
=
2
m
Υ
(2)
jk (t) (18)
dΥ
(2)
jk (t)
dt
=
1
m
Υ
(3)
jk (t) (19)
dΥ
(3)
jk (t)
dt
=
N∑
α=1
N∑
β=1
DjαkβΥ
(1)
αβ(t) (20)
where we assumed the probability density ρ(δΓ, t) to be
zero at the boundary of the tangent space, and used Eqs.
(11), (12) and (17) to derive Eq. (20).
Now we introduce a 4-th rank tensor Tjkln satisfying
the condition
N∑
α=1
N∑
β=1
TαjkβTβnlα = δjlδkn (21)
so that we obtain
N∑
α=1
N∑
β=1
N∑
µ=1
N∑
ν=1
TjαβkDαµνβTnνµl = Λjkδjlδkn (22)
with the real 2nd rank tensor Λjk satisfying the condi-
tion Λjj ≥ 0 [36]. (Concerning Eqs. (21) and (22), for
example, the existence of the real tensor Λjk satisfying
Eq. (22) simply comes from the fact that by the condi-
tion (12) we can regard the quantity Djkln as the matrix
element Dγ1(j,n)γ2(k,l) of the N2×N2 real symmetric ma-
trix D ≡ (Dγ1(j,n)γ2(k,l)) where γn = γn(j, k), n = 1, 2 are
functions from j ∈ {1, 2, · · · , N} and k ∈ {1, 2, · · · , N} to
γn ∈ {1, 2, · · · , N2}.) We will discuss an example of the
tensors Tjkln and Λjk in the next section. By using the
tensor Tjkln we transform the quantities Υ
(l)
jk (t) to Υ˜
(l)
jk (t)
as
Υ˜
(l)
jk (t) ≡
N∑
α=1
N∑
β=1
TjαβkΥ
(l)
αβ(t). (23)
The inverse transformation to derive the quantity Υ
(l)
jk (t)
from the quantity Υ˜
(l)
αβ(t) is simply given by
Υ
(l)
jk (t) =
N∑
α=1
N∑
β=1
TβkjαΥ˜
(l)
αβ(t) (24)
noting the relation (21). Especially we should notice
the relations 〈|δq|2〉t =
∑N
α=1 Υ˜
(1)
αα(t) and 〈|δp|2〉t =∑N
α=1 Υ˜
(3)
αα(t) under the condition
∑N
α=1 Tjααk = δjk.
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We introduce the positive (or zero) Lyapunov expo-
nents λj as
λj = lim
t→∞
1
2t
ln
Υ˜
(1)
jj (t)
Υ˜
(1)
jj (0)
, (25)
namely as the exponential rate of the time evolution of
the average of magnitude of the infinitesimal deviation of
the phase space orbit in the long time limit. As shown in
Appendix B, these Lyapunov exponents are simply given
by
λj =
[
Λjj
(2m)2
]1/3
(26)
using the quantity Λjj introduced in Eq. (22). Equa-
tion (26) is the key result of this paper. This equation
connects the Lyapunov exponents directly with the ten-
sor Djkln representing the strength of correlation of the
particle interactions and potentials given by fixed scat-
terers, and also shows the fact that in the system de-
scribed by the random matrix dynamics the Lyapunov
exponents are independent of the initial condition like
in the deterministic chaos. It should be noted that
the Lyapunov exponents λj given by Eq. (26) are the
same with the quantities derived from the equations
limt→∞(2t)
−1 ln[Υ˜
(k)
jj (t)/Υ˜
(k)
jj (0)], k = 2, 3 in this ap-
proach (See Appendix B.).
We sort the Lyapunov exponents λ1, λ2, · · ·, λN so
that they contain an decreasing (or equal) sequence, and
introduce the set {λ[1], λ[2], · · · , λ[N ]} satisfying the con-
dition
{λ[1], λ[2], · · · , λ[N ]} = {λ1, λ2, · · · , λN} (27)
λ[1] ≥ λ[2] ≥ · · · ≥ λ[N ]. (28)
This sorted set of the Lyapunov exponents is called the
Lyapunov spectrum.
IV. A SIMPLIFICATION
Before considering Lyapunov spectra in concrete mod-
els using the formula given in the previous section, we
discuss an assumption to simplify model calculations.
We consider the case where all matrix elements Rjk(t),
j = 1, 2, · · · , N and k = 1, 2, · · · , N have the same time
dependence, namely
Rjk(t) = r(t)Ajk (29)
where r(t) is a normalized Gaussian white randomness in
the sense of 〈r(t1))r(t2) · · · r(t2n−1)〉 = 0 and 〈r(t1)r(t2)
· · · r(t2n)〉 =
∑
Pd
δ(tj1−tj2)δ(tj3−tj4) · · · δ(tj2n−1−tj2n)
for any integer n and A ≡ (Ajk) is a time-independent
N ×N matrix. The matrix A must be a symmetric ma-
trix:
Akj = Ajk, (30)
because the matrix R(t) is symmetric.
The assumption (29) simplifies our considerations, be-
cause in this case the tensor Djkln is represented as the
multiplication of the matrix element Ajk with Aln. Thus
Djkln = AjkAln (31)
and the conditions (11) and (12) for the tensor Djkln
are automatically satisfied under the condition (30). The
condition (30) also implies that the matrix A is diagonal-
izable using an orthogonal matrix U ≡ (Ujk) satisfying
UTU = UUT = I, namely (UTAU)jk = ajδjk with real
eigenvalues al, l = 1, 2, · · · , N of the matrix A. The 4-th
rank tensor Tjkln is constructed as
Tjkln = UkjUln (32)
which satisfies the conditions (21), (22) and∑N
α=1 Tjααk = δjk. Here the 2-nd rank tensor Λjk is
represented as
Λjk = ajak (33)
which satisfies the conditions Λjj ≥ 0. Equations (26)
and (33) lead to the expression of the Lyapunov expo-
nents as
λj =
∣∣∣ aj
2m
∣∣∣2/3 . (34)
After all under the assumption (29) the calculation of
the Lyapunov spectrum is attributed to the eigenvalue
problem of the matrix A.
V. ONE DIMENSIONAL MODELS AND STEPS
OF THEIR LYAPUNOV SPECTRA
In this section we consider simple one dimensional
models and calculate their Lyapunov spectra using the
formula given in Section III under the assumptions dis-
cussed in Section IV. We are generally interested in
which ingredients of the model system lead to particu-
lar features of the Lyapunov spectra. We are especially
interested in models which satisfy total momentum con-
servation and show stepwise structures in their Lyapunov
spectra. Numerically the observation of Lyapunov modes
is associated with systems with a stepwise structure of
their Lyapunov spectrum, such as the many hard disk
system of Refs. [14,15,19,31,32].
We construct a model consisting ofN particles in a one
dimensional space. In this case the off-diagonal matrix
element Ajk, j 6= k represents the strength of the interac-
tion between the j-th particle and the k-th particle. The
diagonal matrix element Ajj is determined by the total
momentum conservation which imposes the condition
N∑
k=1
Ajk = 0 (35)
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for the matrix A. Equation (35) is derived from Eq. (29)
and the equation
∑N
k=1 Rjk(t) = 0 satisfied at any time
t. Using the formula (34) this condition implies that
the N -dimensional vector, whose components are equal,
is an eigenstate of the matrix A corresponding to the
eigenvalue 0, so we obtain
λ[N ] = 0, (36)
namely there is a zero Lyapunov exponent corresponding
to the conservation of total momentum.
A. One dimensional model with a stepwise structure
of its Lyapunov spectrum
As a first step, we consider the case where each parti-
cle interacts only with its nearest neighbor particles with
the same strength of interaction. We impose periodic
boundary conditions, namely that the particles are on
a one dimensional ring structure. This situation is de-
scribed by the matrix A = A(0) ≡ (A(0)jk ) defined by
A
(0)
jk ≡ ω
[−2δjk + δj(k+1) + δ(j+1)k
+δj(k−N+1) + δk(j−N+1)
]
(37)
with a (non-zero) real constant ω. We can calculate the
eigenvalues of the matrix A(0) (See Appendix C for the
calculation details.), and obtain the Lyapunov exponents
λn = λ
(0)
n as
λ(0)n =
[ |ω|
m
(
1− cos 2pin
N
)]2/3
. (38)
It is important to note that the Lyapunov exponents
given by Eq. (38) satisfy the conditions λ
(0)
N = 0 and
λ
(0)
j = λ
(0)
N−j (39)
for j < N/2, namely the Lyapunov spectrum has de-
generacies. In other words the spectrum has a stepwise
structure. The maximum Lyapunov exponent is given by
(2|ω|/m)2/3 when N is even or {|ω|[1+cos(pi/N)]/m}2/3
when N is odd.
B. Robustness of the stepwise structure of the
Lyapunov spectrum to a perturbation
Next we consider the case where each particle interacts
with its nearest neighbor particles by slightly different
interaction strengths. This situation is described by the
matrix A = A(0) + εA(1) with ε a small parameter and
the matrix A(1) defined
A
(1)
jk = −(χj + χj+1)δjk + χjδj(k+1) + χkδk(j+1)
+χ1
[
δj(k−N+1) + δk(j−N+1)
]
(40)
where χj , j = 1, 2, · · · , N + 1 are real constants satisfy-
ing the condition χN+1 = χ1. In this case we can calcu-
late the eigenvalues of this matrix A to first order in the
small parameter ε, and obtain the Lyapunov exponents
λn = λ
(0)
n + ελ
(1)
n + O(ε2) in the expanded form by the
parameter ε with the quantities
λ
(1)
j =
2λ
(0)
j
3ω
(χ˜0 + |χ˜j | ) (41)
λ
(1)
N−j =
2λ
(0)
N−j
3ω
(χ˜0 − |χ˜j | ) (42)
in the case of j < N/2, where χ˜j is defined by
χ˜j ≡ 1
N
N∑
α=1
χα exp
(
4piiαj
N
)
. (43)
(See Appendix C for the derivations of Eqs. (41) and
(42).) Here we numbered so that we obtain ω(λ
(1)
j −
λ
(1)
N−j) ≥ 0. It may be noted that the quantity χ˜0 in
Eqs. (41) and (42) is simply the arithmetic average of
the coefficients χj , j = 1, 2, · · · , N : χ˜0 = N−1
∑N
j=1 χj .
We also obtain λ
(1)
N/2 = 2λ
(0)
N/2χ˜0/(3ω) in the case of the
number N to be even, and λ
(1)
N = 0 for the first order
correction to the non-degenerate Lyapunov exponents.
Equations (41) and (42) tell us about robustness of
the stepwise structure of the Lyapunov spectrum appear-
ing in the non-perturbed system against the perturba-
tion. To discuss this point we consider the deviation
|λj − λN−j | of the two points in the j-th step of the Lya-
punov spectrum, which is given by
|λj − λN−j | = 4
3
∣∣∣∣εχ˜jω
∣∣∣∣λj +O(ε2) (44)
in the case of j < N/2. Equation (44) implies that the
degeneracies, namely the stepwise structure of the Lya-
punov spectrum is removed by the perturbation εA(1),
but their deviation are small in a region of small Lya-
punov exponents rather than in a region of large Lya-
punov exponents, as far as the quantity χ˜j is almost j-
independent. In other words, this consideration suggests
that the stepwise structure of the Lyapunov spectrum is
robust in the region of small Lyapunov exponents. It
should be emphasized that this is consistent with numer-
ical results of the Lyapunov spectrum in a many hard
disk model, which shows the stepwise structure of the
Lyapunov spectrum only in a region of small Lyapunov
exponents [14,15,19,31,32]. By using Eqs. (41) and (42)
we can also discuss a perturbational effect in a global
shape of the Lyapunov spectrum. Eqs. (41) and (42)
lead to the shift of the j-th step of the Lyapunov spec-
trum as
λj + λN−j
2
− λ(0)j =
2χ˜0
3ω
λj ε+O(ε2) (45)
5
in the case j < N/2. Equation (45) implies that in the
case of χ˜0ε/ω > 0 (χ˜0ε/ω < 0) the perturbation εA
(1)
makes the slope of the Lyapunov spectrum more (less)
steep than in the non-perturbed case.
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FIG. 1. Lyapunov spectra of a one dimensional system with
nearest neighbor interactions in the case of randomly chosen
matrix elements. The inset: Enlarged graph of a small Lya-
punov exponent region.
Now we discuss the robustness of the stepwise struc-
ture of the Lyapunov spectrum against perturbation in a
little different way, in which the fluctuations of the ma-
trix elements of A are large enough so that the above
first order perturbed discussion is no longer correct. We
consider a one dimensional system described by the ma-
trix A = A(1) given by Eq. (40), in which the quantities
χj , j = 1, 2, · · · , N are chosen randomly from the re-
gion (a, b). Figure 1 is a Lyapunov spectrum normalized
by the maximum Lyapunov exponent in such a system
consisting of 100 particles (N = 100). Here, we chose
the region (a, b) as a = ω/2 and b = 3ω/2, and took
the arithmetic average over this randomness for the nor-
malized Lyapunov spectrum. Although the magnitude
b− a (= ω) of fluctuations in the matrix elements of the
matrix A is the same scale as the averaged magnitude
(a+ b)/2 (= ω) of the matrix elements of the matrix A,
we can still recognize some steps in the Lyapunov spec-
trum in the region of small Lyapunov exponents. It is
interesting to note that in such a case the global shape of
the Lyapunov spectrum is rather close to a straight line,
like discussed in Refs. [4–8].
C. Effect of long range interactions and wave like
structures in eigenstates
In this subsection we consider the effects of long range
interactions between particles on the Lyapunov spec-
trum. The effect of the long range interactions between
particles can be taken into account using the matrix
A = A[nl] ≡ (A[nl]jk ) defined by
A
[nl]
jk =
nl∑
l=1
[
−(σ[l]j + σ[l]j+l)δjk + σ[l]j δj(k+l) + σ[l]k δk(j+l)
+ σ
[l]
j−N+lδj(k+N−l) + σ
[l]
k−N+lδk(j+N−l)
]
(46)
with real constants σ
[l]
j , where nl(< N/2) is the length of
the interactions and its value means that particles can in-
teract with up to their nl-th nearest neighbor particles.
As shown in Appendix D, we can obtain an analytical
expression for the Lyapunov spectrum derived from the
matrix (46) if all of the non-zero matrix elements σ
[l]
j ,
j = 1, 2, · · · , N , l = 1, 2, · · · , nl take the same value.
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FIG. 2. Lyapunov spectra of one dimensional systems with
different length nl of long range interactions in the case of
N = 100. The three graphs correspond to the cases nl = 10
(the circle dots), nl = 15 (the triangle dots) and nl = 20 (the
square dots), respectively. The inset: Enlarged graphs of a
small Lyapunov exponent region.
In this subsection we consider the case where the ma-
trix element σ
[l]
j is chosen randomly, like in the model
discussed in the end of the previous subsection. Figure 2
is the Lyapunov spectrum normalized by the maximum
Lyapunov exponent in the system described by the ma-
trix A = A[nl] with the quantities σ
[l]
j chosen randomly
from the region (ω/2, 3ω/2) for the case of nl = 10, 15
and 20 in the system consisting of 100 particles (N=100).
(This randomness in the quantities σ
[l]
j is adopted to draw
all of the figures hereafter in this subsection.) In these
graphs we took the arithmetic average of the Lyapunov
spectra over the randomness of the quantities σ
[l]
j . This
figure shows that the long range interactions separates
the Lyapunov spectrum clearly into a part exhibiting
stepwise structure and a part changing smoothly. (The
randomness of the quantities σ
[l]
j is not essential for this
separation in the Lyapunov spectrum. It mainly plays
the role of smoothing the Lyapunov spectrum in the re-
gion of large Lyapunov exponents.) The stepwise struc-
ture of the Lyapunov spectrum appears only in a region
of small Lyapunov exponents, as suggested in the previ-
ous subsection.
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FIG. 3. Dependence of the long range interaction length nl
on the Lyapunov exponents λ[j] in the case of N = 100. The
graphs with the circle dots, the triangle dots, the square dots,
the open circle dots and the open triangle dots correspond to
the case of j = 99, 97, 95, 93 and 91, respectively.
The stepwise region of the Lyapunov spectrum is
smaller and smaller as the interaction length nl of par-
ticles is longer and longer. (As a limit of the long range
interactions, as shown in Appendix D, we can easily show
that in the system, where each particle interacts with all
the other particles with the same strength, all of the pos-
itive Lyapunov exponents take the same value.) Besides,
the heights of the steps of the Lyapunov spectrum are
approximately proportional to the length nl of the inter-
actions. These characteristics are clearly evident in Fig.
3, showing the length nl dependence of the j-th posi-
tive Lyapunov exponents λ[j], j = 91, 93, 95, 97, 99 in the
case of 100 particles. In these graphs we also took the
arithmetic average of the Lyapunov exponents over the
randomness of the quantities σ
[l]
j . This figure shows that
the values of small Lyapunov exponents increase with the
interaction length nl as far as they are in the region of
the steps of the Lyapunov spectrum, and if the interac-
tion length nl is bigger than a critical value then their
nl dependences are slowed down, meaning that they are
in the region of the Lyapunov spectrum that is changing
smoothly.
It may be interesting to investigate the difference be-
tween the two parts of the Lyapunov spectrum from the
point of view of the eigenstate. Figure 4 is the real eigen-
state of the matrix A[nl] in the case of nl = 15 and
N = 100 with randomly chosen quantities σ
[l]
j . (Note
that we did not take the average over the randomness
of the quantities σ
[l]
j to draw this figure.) The graphs
(a), (b), (c) and (d) are the eigenstates corresponding to
the Lyapunov exponents λ[j] for j = 99, 98, j = 97, 96,
j = 93, 92 and j = 91, 90, respectively. These Lyapunov
exponents correspond to the triangle dots surrounded by
the broken lines in the inset of Fig. 2. We can see clear
wave like structures of approximately sinusoidal type in
the graphs (a) and (b), which correspond to the Lya-
punov exponents composing the steps in the Lyapunov
spectrum. The wavelength of the waves in the graph (b)
is half of the wavelength of the waves in the graph (a).
On the other hand, we cannot recognize such a wave like
structure in the graphs (c) and (d), which belongs to the
Lyapunov exponents in the part of the Lyapunov spec-
trum which is changing smoothly.
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FIG. 4. Eigenstates of matrix A[nl] in the case of nl = 15
and N = 100: the graphs (a) (j = 98, 99), the graph (b)
(j = 96, 97), the graph (c) (j = 92, 93) and the graph (d)
(j = 90, 91) for the Lyapunov exponent λ[j]. These Lyapunov
exponents correspond to the triangle dots surrounded by the
broken lines in the inset of Fig. 2.
It should be noted that the wave like structure of the
eigenstates already appears even in the system described
by the matrix A = A(0) defined by Eq. (37) with nearest
neighbor interactions of a constant strength. Therefore
the point is that such a wave like structure of the eigen-
states is not destroyed by the long range interactions and
the random interaction strengths only in the eigenstates
which correspond to the small positive Lyapunov expo-
nents in the steps of the Lyapunov spectrum.
One may regard the long range interactions discussed
in this subsection as a kind of high dimensional effect,
because if particles move in a two or three dimensional
space then they can interact with more than two parti-
cles, even in hard-core interactions. However, some high
dimensional effects, for example, the total momentum
conservation in each orthogonal direction and so on, are
still missing in the discussions in this subsection. In the
next section we consider high dimensional effects more
explicitly.
VI. TWO DIMENSIONAL MODEL WITH A
TRIANGLE LATTICE STRUCTURE
In the one dimensional models discussed in the pre-
vious section, the steps of the Lyapunov spectrum are
caused by the periodic boundary conditions, and all of
them consists of 2 only points. In this section we consider
a two dimensional model, and show that it is possible to
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get wider steps than in the one dimensional model as a
high dimensional effect. Specifically, we concentrate on a
model which has steps consisting of 4 and 8 points, which
are actually found in a square system consisting of many
hard disks [31].
In the two dimensional system, the position of each
particle is specified by a two dimensional vector qj ,
j = 1, 2, · · · , N˜ , where N˜ is the number of the parti-
cles and N = 2N˜ . In such a case the matrix A is a
(2N˜) × (2N˜) matrix, and can be represented as a block
matrix consisting of 2× 2 matrices B(jk), j = 1, 2, · · · , N˜
and k = 1, 2, · · · , N˜ . Here B(jk) ≡ (B(jk)j′k′ ) is given by
B(jk) ≡
(
A(2j−1)(2k−1) A(2j−1)(2k)
A(2j)(2k−1) A(2j)(2k)
)
(47)
corresponding to the matrix −∂2V/∂qj∂qk, and its com-
ponents represent the strengths of the interactions be-
tween components of positions of the j-th particle and
the k-th particle. The matrix B(jk) is symmetric and
the matrix A is also symmetric in the sense of the block
matrix, namely
B
(jk)
j′k′ = B
(jk)
k′j′ = B
(kj)
j′k′ . (48)
The diagonal block B(jj) is determined by the condition
of the total momentum conservation
N˜∑
k=1
B(jk) = 0, (49)
which comes from Eq. (29) and the relation∑N˜
k=1 ∂
2V/∂qj∂qk = 0 and is simply the two dimen-
sional version of the condition (35). This condition (49)
implies that the Lyapunov exponents include at least two
zero components:
λ[N−1] = λ[N ] = 0 (50)
corresponding to the conservation of the total momen-
tum.
To construct a two dimensional model it is convenient
to use a lattice picture, because in the approach of this
paper, under the assumption discussed in Section IV, the
model is specified by pairs of interacting particles and
their interaction strengths. In such a lattice, each lattice
site corresponds to a particle and a connection between
sites means that particles on those two sites can inter-
act with each other as nearest neighbor particles. Now
we consider an equilateral triangular lattice from such a
point of view. This situation is motivated by the fact that
in Ref. [31] the system consists of many disks which pack
in a two dimensional space as a hexagonal close-packed
structure in the high density limit. The triangular lattice
has three directions to connect the sites, and arrange the
triangle lattice so that it fits within a square where one
of sides of the square is parallel to one of the three direc-
tions of the triangle lattice, as shown in Fig 5(a) where
such parallel lines are horizontal. For simplicity we as-
sume that the number of lattice sites in each horizontal
line is equal and is given by N1(> 1). We put the num-
ber of such lines as N2, which should be roughly given
by N2 ≈ (2/
√
3)N1.
N2
(a) (b)
3N1+1
2N1+2
3N1+2 3N1+3
2N1+1 2N1+3
N1+1 N1+2 N1+3
1 2 3f1
f4
f3
f2
g1(+) g3(+)g2(+)g1(-) g3(-)g2(-)
N1
FIG. 5. (a) The triangular lattice system with a square
shape. N1 is the number of the particles in a horizontal line,
and N2 is the number of the horizontal lines. (b) Number-
ing of the particles and the boundary condition in the part
surrounded by the square of broken line in the figure (a).
Next, we introduce the boundary condition for this tri-
angle lattice model. For this purpose we assign numbers
1, 2, · · · , N1 to the lattice sites (namely particles) in the
first horizontal row of particles from left to right, and
numbers N1 + 1, N1 + 2, · · · , 2N1 in the second row and
so on until the last row numbered (N2 − 1)N1+1, (N2−
1)N1 + 2, · · · , N2N1, as shown in Fig. 5(b). We define
the number f2j−1 as the number of the particle which do
nearest neighbor interactions with the [2(j − 1)N1 + 1]-
th particle, and the number f2j as the number of the
particle which do nearest-neighbor interacts with the
[2(j− 1)N1+1]-th, [(2j− 1)N1+1]-th and [2jN1+1]-th
particles (j = 1, 2, · · · , Int{N2/2}). Here, Int{x} means
to take the integer part of x for any real number x. We
also define the numbers g
(+)
j and g
(−)
j as the number of
particles which do nearest neighbor interactions with the
j-th particle through the upper-left line and the upper-
right line, respectively (j = 1, 2, · · · , N1). (See Fig. 5(b)
for the definitions of the numbers fj and g
(±)
j .) The num-
ber fj specifies the interaction between the left side and
the right side of the square, and the numbers g
(±)
j spec-
ifies the interaction between the upper side line and the
lower side of the square. In this section we consider the
case that these numbers are given by
fj = jN1 (51)
g
(±)
j = (N1 − 1)N2 + min
k∈{1,2,···}
{
h
(±)
jk ; h
(±)
jk > 0
}
(52)
where h
(±)
jk is defined by
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h
(±)
jk = j ± Int
{
1
2
(
N2 − 1± 1
2
)}
∓ kN1. (53)
The boundary conditions (51) and (52) imply that every
line of the three directions in the triangle lattice is peri-
odic. We assume the condition g
(+)
j 6= g(−)j so that every
particle has the six nearest-neighbor particles.
Before giving the matrix A of the triangle lattice model
including a long range interaction, we consider the ma-
trix A = A˜0 including only the effect of the nearest
neighbor interactions of a constant strength. We de-
fine the 2N1 × 2N1 matrices Cl, l = 1, 2, 3, 4, each of
which is a block matrix consisting of 2×2 matrices C(jk)l ,
j = 1, 2, · · · , N1, k = 1, 2, · · · , N1, by
C
(jk)
l ≡ −6Bδjk + B
[
δj(k+1) + δk(j+1)
+ δj(k−N1+1) + δk(j−N1+1)
]
(54)
C
(jk)
2 ≡ B
[
δjk + δj(k+1) + δj(k−N1+1)
]
(55)
C
(jk)
3 ≡ B
[
δjk + δk(j+1) + δk(j−N1+1)
]
(56)
C
(jk)
4 ≡ B
{
δ
k [g
(+)
j
−(N1−1)N2]
+ δ
k [g
(−)
j
−(N1−1)N2]
}
(57)
where B is a 2× 2 matrix. The matrix A˜0 is introduced
as the block matrix defined by
A˜0 =


C1 C2 0 0 0 · · · 0 C4
CT2 C1 C3 0 0 · · · 0 0
0 CT3 C1 C2 0
0 0 CT2 C1 C3
0 0 0 CT3 C1
. . .
...
...
. . .
. . .
0 0 C1 Cν˜
CT4 0 C
T
ν˜ C1


(58)
with the 2N1 × 2N1 null matrix 0, where ν˜ is 2 (3) if N2
is an odd (even) number.
The matrix A = A˜[nl] of the triangle lattice model in-
cluding the effect of the long range interactions up to the
nl-th nearest neighbor interactions is simply given as fol-
lows. We consider the matrix A˜′0 given by the matrix A˜0
except that the matrix B in the matrix A˜0 are replaced
by the 2× 2 matrices whose matrix elements are positive
constants. By using such a (2N1N2) × (2N1N2) matrix
A˜′0 we calculate the nl times multiplication (A˜′0)nl of the
matrix A˜′0. The non-zero elements of the matrix A˜[nl] are
equivalent to the non-zero elements of the matrix (A˜′0)nl .
After determining the non-null upper off-diagonal blocks
B(jk), j < k of the matrix A˜[nl] satisfying the condition
(48) by such a process, the diagonal block B(jj) and the
lower off-diagonal bocks B(jk), j > k of the matrix A˜[nl]
is determined so that the matrix A˜[nl] is symmetric and
satisfies the condition (49). It should be noted that we
could use a similar method to obtain the matrix A[nl]
including the effect of long range interactions in the one
dimensional model in the previous section.
We restrict our consideration in the case that the 2×2
matrix B(jk), which is the block element of the matrix A
in the two dimensional system, is diagonalized.
B
(jk)
12 = B
(jk)
21 = 0 (59)
This means that two components of the position of each
particle do not interact with each other.
Now we calculate the Lyapunov spectrum for such a
matrix A˜[nl] by using the formula (34). Figure 6 is the
Lyapunov spectrum normalized by the maximum Lya-
punov exponent in such a triangle lattice system in the
case of N1 = 13, N2 = 15 ≈ (2/
√
3)N1 = 15.01110 · · ·
and nl = 3. Here we chose the non-zero elements in the
upper triangle of the matrix A˜[nl] randomly from the pos-
itive region (0.2ω˜, 1.8ω˜) with a (non-zero) real constant
ω˜, and took the arithmetic average over this randomness.
As in the one dimensional model including the long-range
interactions, the Lyapunov spectrum is separated into the
part changing smoothly and the part having a stepwise
structure, which appears in a region of small positive
Lyapunov exponents.
A remarkable point in the two dimensional triangle
lattice model, which the one dimensional models do not
have, is the wide steps of the Lyapunov spectrum, espe-
cially the step consisting of 4 points and the step consist-
ing of 8 points shown in Fig. 6. To give an explanation
for these wide steps, we should notice that in this model
we set-up a periodic boundary condition for each of the
three directions of the triangle lattice. This boundary
condition for each of the three directions can cause de-
generacies in the Lyapunov spectrum like in the one di-
mensional cases. Besides, in this model each site of the
triangle lattice have two independent degrees of freedom
corresponding to the two dimensionality of the particles,
which can also cause degeneracy in the Lyapunov spec-
trum due to the condition (59). Therefore we can get
the step consisting of 4 points corresponding to each di-
rection of the triangle lattice. Moreover two of the three
directions (namely the two directions other than the hor-
izontal direction in Fig. 5) have the same numbers of the
sites in themselves, so they can cause a degeneracy in the
Lyapunov spectrum. After all we get the step consisting
of 4 points corresponding to the horizontal direction, and
the step consisting of 8 points corresponding to the other
two directions. This explanation is partly justified by the
fact that the Lyapunov spectrum in the case of N1 = N2
has the step consisting of 12 points in the Lyapunov spec-
trum, shown in the inset in Fig. 6, where we gave the
averaged Lyapunov spectrum normalized by the maxi-
mum Lyapunov exponent in the case of N1 = N2 = 14
and nl = 3. Here, except for the numbers N1 and N2 we
used the same boundary condition and the same random-
ness for non-zero elements of the matrix A˜[nl] with in the
case of N1 = 13 and N2 = 15 in Fig. 6. This Lyapunov
spectrum is shifted by −2 in the j-direction, so that the
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positions of the zero Lyapunov exponents coincide with
the cases of N1 = 13 and N2 = 15. One may also no-
tice that the parts changing smoothly in the Lyapunov
spectrum are almost indistinguishable in both the cases
in the inset of Fig. 6.
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FIG. 6. Lyapunov spectrum of the triangle lattice system
in the case of N1 = 13, N2 = 15 ≈ (2/
√
3)N1 and nl = 3
(the triangle dots). The inset: Enlarged graphs of the part
including the stepwise structures in the Lyapunov spectra in
the case of N1 = 13 and N2 = 15 (the triangle dots) and the
case of N1 = N2 = 14 (the circle dots) for a comparison. The
Lyapunov spectrum in the case of N1 = N2 = 14 is shifted
by −2 in the j-direction, so that the positions of the zero
Lyapunov exponents coincide in both the cases.
Like in the one dimensional model, longer range inter-
actions lead to a shorter region of stepwise structure in
the Lyapunov spectrum in the two dimensional triangle
lattice model. On the other hand, a numerical simula-
tion of the many disk system showed that the region of
the stepwise structure depends on the aspect ratio of the
rectangular system [31]. This fact suggests that the long
range interactions in the random matrix approach should
depend on the aspect ratio of the rectangular system.
It should be emphasized that such wide step consist-
ing of 4 points or 8 points are actually found in the two
dimensional deterministic chaotic system consisting of
many hard-core disks numerically [31]. Beside, we should
also notice that in Fig. 6 (and Fig. 2) a warp of the Lya-
punov spectrum appears in a region of large Lyapunov
exponents, which is also a characteristic of the system
consisting of many hard-core disks. However there are
some points which the triangle lattice model in this sec-
tion cannot give enough explanation when compared with
the numerically observed features of the Lyapunov spec-
trum for the deterministic two dimensional hard disk sys-
tem. First, in the numerical simulation of the hard-disk
system each particle can interact with almost any other
particle in the long time limit. This should correspond
to a big number of nl ≈ N1N2 in the triangle lattice
model, but if we adopt such large number for nl then
the stepwise structure disappears in the triangle lattice
model. In this sense, the model in this section may cor-
respond to the high density case, in which each particle
mainly interacts with only a few particles surrounding it.
Second, in the hard-disk system with a square shape the
stepwise structure of the Lyapunov spectrum seems to be
a repetition of the step consisting of 4 points and the step
consisting of 8 points. On the other hand, in the triangle
lattice model such a repetition of steps cannot be guar-
anteed. As the third point, in the triangle lattice model
in this section we adopt the boundary condition to make
each of the three directions of the triangle lattice peri-
odically, rather than the periodic boundary condition to
make the up-side (the left-side) and the down-side (the
right-side) of the square equivalently, which was adopted
in the numerical simulation of the hard-disk system.
VII. CONCLUSION AND REMARKS
In this paper we have discussed the Lyapunov spec-
trum in many particle systems described by a random
matrix dynamics. We started from the many particle
Hamiltonian mechanics without a magnetic field, and in-
troduced Gaussian white random interactions between
the particles. In such a system the dynamics of the
tangent space is expressed by a Fokker-Planck equation,
which leads to a direct connection between the positive
(and zero) Lyapunov exponents and the time correlation
of the matrix specifying the particles interactions. Us-
ing this formula, we calculated concretely the Lyapunov
spectra in one and two dimensional models satisfying the
total momentum conservation with periodic boundary
conditions. These models show a stepwise structure of
the Lyapunov spectrum in the region of small positive
Lyapunov exponents, which is robust to a perturbation in
matrix elements of the particle interaction matrix. The
long range interactions between the particles lead to a
clear separation into a part exhibiting stepwise structure
and a part changing smoothly. The part of the Lyapunov
spectrum containing stepwise structure is clearly distin-
guished by a wave like structure in the eigenstates of the
particle interaction matrix. In the two dimensional model
we got wider steps in the Lyapunov spectrum than in the
one dimensional models, especially the steps consisting of
4 points and the steps consisting of 8 points. These wide
steps in the Lyapunov spectrum have already been shown
numerically in a deterministic chaotic system consisting
of many hard-core disks.
One of the important simplifications in this random
matrix approach is that in this approach we do not have
to refer to the phase space dynamics in order to deter-
mine the tangent space dynamics any more. In general,
the matrix R(t) appearing in Eq. (8) can depend on the
phase space dynamics, so this kind of separation of the
phase space dynamics and the tangent space dynamics
does not be allowed in deterministic chaotic systems.
As emphasized in the discussion of the two dimensional
model, a lattice picture is useful to make a model in the
random matrix approach. Concerning this point it may
be interesting to note that some works for the Lyapunov
spectra for many particle systems indicated a similarity
between solid state phenomena and the behavior of the
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Lyapunov spectra for many particle systems in a fluid
phase [16,37].
We have regarded the random matrix dynamics in this
paper as an imitation of the deterministic chaotic dy-
namics, and reproduced some characteristics of chaotic
systems, especially the stepwise structure of the Lya-
punov spectra. However we must not forget that there
are some differences between the chaotic dynamics and
the random matrix dynamics in this paper. For example,
in the random matrix dynamics the movement of parti-
cles are not deterministic but stochastic, so that the zero
Lyapunov exponents arising from the initial infinitesimal
perturbation along the orbit in the deterministic chaos do
not appear in the random matrix dynamics. (Note that
we got only the zero Lyapunov exponents correspond-
ing to the total momentum conservation in the models
discussed in this paper.) We should also mention that
in the random matrix approach there is an additional
statistical average over the randomness of the interac-
tions of particles, which does not exist in the determin-
istic dynamics. This causes vagueness in the definition
of the Lyapunov exponents. In this paper we introduced
the Lyapunov exponent as the time average of the log-
arithm of the randomness-averaged time evolution of a
neighboring trajectory. This definition allows us to get a
simple connection between the Lyapunov exponents and
the time correlation of the interaction matrix as shown
in Eq. (26). However this definition of the Lyapunov
exponent is not proper to discuss the negative Lyapunov
exponents and hence the pairing rule for the Lyapunov
spectrum. On the other hand, we could adopt the defi-
nition of the Lyapunov exponent as the time average of
the randomness-average of the logarithm of time evolu-
tion of a neighboring trajectory. This definition should
be proper to discuss the negative Lyapunov exponents.
The comparison of these two definitions of the Lyapunov
exponent is an unsettled problem.
One may regard the random matrix approach using
the master equation in this paper as one of the few ana-
lytical approaches to calculate the Lyapunov exponents.
The other statistical and analytical approach for the Lya-
punov exponents is the kinetic theoretical approach of
Refs. [38,39]. In this approach the positive Lyapunov ex-
ponents are calculated using a Lorentz-Boltzmann equa-
tion, while the negative Lyapunov exponents are calcu-
lated using an ”anti-Lorentz-Boltzmann equation” where
the collision operator has the opposite sign to the ordi-
nary Lorentz-Boltzmann equation. However, so far this
kinetic theoretical approach can only provide the maxi-
mum Lyapunov exponent and the Kolmogorov-Sinai en-
tropy for dilute gases.
To improve the random matrix approach used in this
paper it is essential to know the statistical information for
the interaction matrix R(t). It has already been shown
numerically that the time average of the matrix R(t) is
almost null in the system consisting of many hard-core
disks [40]. This result justifies the condition (9) in the
case of n = 1. A similar investigation of the correlation
of the matrix R(t) in deterministic many particle chaotic
systems is one of the important future problems.
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APPENDIX A: MASTER EQUATION FOR THE
TANGENT SPACE
In this appendix we derive the Fokker-Plank equation
(13) for the tangent vector space. Using the Kramers-
Moyal expansion the dynamics of the probability density
ρ(δΓ, t) is given by
∂ρ(δΓ, t)
∂t
=
∞∑
n=1
2N∑
j1=1
2N∑
j2=1
· · ·
2N∑
jn=1
(−1)n
×∂
nΞ
(n)
j1j2···jn
(δΓ, t)ρ(δΓ, t)
∂δΓ j1∂δΓ j2 · · ·∂δΓ jn
(A.1)
where Ξ
(n)
j1j2···jn
(δΓ, t) is defined by
Ξ
(n)
j1j2···jn
(δΓ, t)
≡ 1
n!
lim
s→0
1
s
〈
[δΓ j1(t+ s)− δΓ j1(t)]
×[δΓ j2(t+ s)− δΓ j2(t)]
· · · [δΓ jn(t+ s)− δΓ jn(t)]
〉∣∣∣
δΓ(t)=δΓ
(A.2)
and δΓ j(t) is the j-th component of the tangent vector
δΓ(t) [35].
It follows from Eqs. (2), (5), (6) and (8) that
δΓ(t+ s)− δΓ(t)
=
{
←
T exp
[
J
∫ t+s
t
dτ L(τ)
]
− 1
}
δΓ(t)
=
∞∑
n=1
∫ t+s
t
dτn
∫ τn
t
dτn−1 · · ·
∫ τ2
t
dτ1
×JL(τn)JL(τn−1) · · · JL(τ1)δΓ(t) (A.3)
and
JL(τn)JL(τn−1) · · ·JL(τ1)
=


(
0 I/m
R(τ1) 0
)
for n = 1
(
Φ
(1)
l 0
0 Φ
(2)
l
)
for n = 2l, l = 1, 2, · · ·
(
0 Φ
(2)
l /m
mΦ
(1)
l+1 0
)
for n = 2l + 1, l = 1, 2, · · · .
(A.4)
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where Φ
(j)
l , j = 1, 2 are defined by
Φ
(1)
l ≡ R(τ2l−1)R(τ2l−3) · · ·R(τ1)/ml (A.5)
Φ
(2)
l ≡ R(τ2l)R(τ2l−2) · · ·R(τ2)/ml. (A.6)
By using Eqs. (9), (10), (A.2), (A.3) and (A.4) we obtain
Ξ
(1)(δΓ, t)
≡ (Ξ(1)1 (δΓ, t),Ξ(1)2 (δΓ, t), · · · ,Ξ(1)2N (δΓ, t))T
= lim
s→0
1
s
〈
[δΓ(t+ s)− δΓ(t)]〉∣∣
δΓ(t)=δΓ
= lim
s→0
1
s
∫ t+s
t
dτ 〈JL(τ)〉 δΓ
= (δp1, δp2 · · · , δpN , 0, 0, · · · , 0)T /m (A.7)
Ξ(2)(δΓ, t) ≡ ( Ξ(2)jk (δΓ, t) )
= lim
s→0
1
2s
〈
[δΓ(t+ s)− δΓ(t)]
× [δΓ(t+ s)− δΓ(t)]T
〉∣∣∣∣
δΓ(t)=δΓ
= lim
s→0
1
2s
∫ t+s
t
dκ
∫ t+s
t
dτ
×
〈
JL(κ)δΓδΓT [JL(τ)]T
〉
=
(
0 0
0 Ψ(2)(δq)
)
(A.8)
where Ψ(2)(δq) ≡ (Ψ(2)jk (δq)) is defined by
Ψ
(2)
jk (δq) ≡
1
2
N∑
α=1
N∑
β=1
Djαβkδqαδqβ. (A.9)
Here the only non zero contributions come from the n = 1
term of Eq. (A.3). For general n, the number of delta
functions from Eq. (10) must be only one less than the
number of time integrals, to give a non zero contribution.
It is straightforward to show that this never happens for
n > 1. The terms including Ξ
(n)
j1j2···jn
(δΓ, t), n = 3, 4, · · ·
in the right-hand side of Eq. (A.1) are negligible because
of the Gaussian white properties (9) and (10) of the ran-
dom matrix R(t). Using this fact and Eqs. (12), (A.1),
(A.7) and (A.8) we obtain the Fokker-Planck equation
(13).
APPENDIX B: LYAPUNOV EXPONENTS IN
THE RANDOM MATRIX APPROACH
In this appendix we derive the expression (26) for the
Lyapunov exponents from the definition (25). Trans-
forming Eqs. (18), (19) and (20) into the equations for
the quantities Υ˜
(l)
jk (t) we obtain
dΥ˜
(1)
jk (t)
dt
=
2
m
Υ˜
(2)
jk (t) (B.1)
dΥ˜
(2)
jk (t)
dt
=
1
m
Υ˜
(3)
jk (t) (B.2)
dΥ˜
(3)
jk (t)
dt
=
N∑
α=1
N∑
β=1
N∑
µ=1
N∑
ν=1
TjαβkDαµβνΥ
(1)
µν (t)
=
N∑
α=1
N∑
β=1
N∑
µ=1
N∑
ν=1
TjαβkDαµνβ
×
N∑
α′=1
N∑
β′=1
N∑
µ′=1
N∑
ν′=1
Tµ′α′β′ν′Tν′νµµ′Υ
(1)
α′β′(t)
= ΛjkΥ˜
(1)
jk (t) (B.3)
where we used Eqs. (12), (21), (22) and (23). Equations
(B.1), (B.2) and (B.3) lead to
d3Υ˜
(1)
jj (t)
dt3
=
2Λjj
m2
Υ˜
(1)
jj (t) (B.4)
d2Υ˜
(1)
jj (t)
dt2
=
2
m2
Υ˜
(3)
jj (t) (B.5)
dΥ˜
(1)
jj (t)
dt
=
2
m
Υ˜
(2)
jj (t). (B.6)
It is noted that Eq. (B.4) is the differential equation only
for the quantity Υ˜
(1)
jj (t).
If the quantity Λjj is zero, then the quantity Υ˜
(1)
jj (t) is
a bilinear function of time t so that the Lyapunov expo-
nent defined by Eq. (25) gives zero, namely Eq. (26) is
correct in this case. In the case of Λjj 6= 0, noting that
the functions exp[(2Λjj/m
2)1/3t·exp(2piki/3)], k = 0, 1, 2
are special solutions of Eq. (B.4), we obtain the general
solution
Υ˜
(1)
jj (t) = Ω
(1)
j exp (Kjt)
+Re
{(
Ω
(2)
j − iΩ(3)j
)
exp
[
Kjt · exp
(
2
3
pii
)]}
= Ω
(1)
j exp (Kjt)
+
[
Ω
(2)
j cos
(√
3
2
Kjt
)
+Ω
(3)
j sin
(√
3
2
Kjt
)]
× exp
(
−1
2
Kjt
)
(B.7)
of Eq. (B.4) for the real function Υ˜
(1)
jk (t) where Kj is
defined by
Kj ≡
(
2Λjj
m2
)1/3
. (B.8)
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Here Ω
(k)
j , k = 1, 2, 3 are real constants and are connected
to the initial condition as
Ω
(1)
j =
1
3
[
Υ˜
(1)
jj (0) +
2Υ˜
(2)
jj (0)
mKj +
2Υ˜
(3)
jj (0)
(mKj)2
]
(B.9)
Ω
(2)
j =
2
3
[
Υ˜
(1)
jj (0)−
Υ˜
(2)
jj (0)
mKj −
Υ˜
(3)
jj (0)
(mKj)2
]
(B.10)
Ω
(3)
j =
2
mKj
√
3
[
Υ˜
(2)
jj (0)−
Υ˜
(3)
jj (0)
mKj
]
(B.11)
by using Eqs. (B.5), (B.6) and (B.7). By substituting
Eq. (B.7) into Eq. (25) we obtain
λj =
Kj
2
=
[
Λjj
(2m)2
]1/3
, (B.12)
namely Eq. (26).
Equations (B.5) and (B.6) imply that the quantities
Υ˜
(2)
jj (t) and Υ˜
(3)
jj (t) are given by taking the first and sec-
ond derivative of the quantity Υ˜
(1)
jj (t) with respect to the
time t, respectively. This fact leads to the relation
lim
t→∞
1
2t
ln
Υ˜
(1)
jj (t)
Υ˜
(1)
jj (0)
= lim
t→∞
1
2t
ln
Υ˜
(2)
jj (t)
Υ˜
(2)
jj (0)
(B.13)
= lim
t→∞
1
2t
ln
Υ˜
(3)
jj (t)
Υ˜
(3)
jj (0)
(B.14)
Namely we get the same Lyapunov exponents as
in Eq. (25) through the equations limt→+∞
(2t)−1 ln[Υ˜
(k)
jj (t))/Υ˜
(k)
jj (0)], k = 2, 3.
APPENDIX C: LYAPUNOV EXPONENTS FOR
ONE DIMENSIONAL MODELS WITH THE
NEAREST NEIGHBOR INTERACTIONS
In this appendix we give the derivation of Eqs. (38)
and (39) from Eqs. (34) and (37). We also show Eqs.
(41) and (42) in the case of A = A(0) + εA(1).
We define the discretized Fourier-transform matrix
F ≡ (Fjk) by
Fkl ≡ 1√
N
exp
(
−2pii kl
N
)
, (C.1)
which is an unitary matrix: F †F = FF † = I with the
superscript † representing the Hermitian conjugate of the
matrix.
First, it follows from Eqs. (37) and (C.1) that
N∑
α=1
A
(0)
jα Fαk
=
ω√
N
[−2 exp(−2piijk/N)
+θNjθj2 exp(−2pii(j − 1)k/N)
+θ(N−1)jθj1 exp(−2pii(j + 1)k/N)
+θNjθjN exp(−2pii(j −N + 1)k/N)
+θ1jθj1 exp(−2pii(j +N − 1)k/N)
]
= a
(0)
k Fjk (C.2)
where θjk is defined by
θjk ≡
{
1 in j ≥ k
0 in j < k
(C.3)
and satisfies the relations θjkθkj = δjk and θNnθnl +
θ(l−1)nθn1 = 1 for any integer l∈ {2, 3, · · · , N ] and any
integer n∈ {1, 2, · · · , N}. Here the k-th eigenvalue a(0)k of
the matrix A(0) is given by
a
(0)
k = −2ω
(
1− cos 2pik
N
)
. (C.4)
By using the formula (34) for the eigenvalues aj = a
(0)
j
given by Eq. (C.4) we obtain Eqs. (38). The eigenval-
ues of the matrix A(0) have degeneracies because of the
relation a
(0)
N−j = a
(0)
j in j < N/2, so we obtain Eq. (39).
Equation (C.2) implies that the matrix A(0) is diago-
nalized by using the matrix F : (F †A(0)F )jk = a
(0)
j δjk.
The eigenvectors x
(0)
j of the matrix A
(0) corresponding
to the eigenvalue a
(0)
j is represented as
x
(0)
j = (F1j , F2j , · · · , FNj)T , (C.5)
so that we have the relation A(0)x
(0)
n = a
(0)
j x
(0)
n . This
set of eigenvectors satisfies the completeness condition
and is normalized, namely
∑N
α=1 x
(0)
α x
(0)
α
† = I and
x
(0)
j
†x
(0)
k = δjk.
Second, we expand the j-th eigenvalue aj of the ma-
trix A = A(0) + εA(1) in the small parameter ε, namely
aj = a
(0)
j +εa
(1)
j + · · ·, and consider the first order correc-
tion εa
(1)
j by using the well-known perturbation theory
for a degenerate system. We introduce the eigenstate xj
of the matrix A corresponding to the eigenvalue aj , and
expands it with the complete set {x(0)l }l of the vectors:
xj =
N∑
α=1
cjαx
(0)
α (C.6)
with the constant cjα ≡ x(0)†α xj . The relation Axj =
ajxj is translated into the equation
N∑
α=1
[
(a
(0)
k − aj)δkα + εWkα
]
cjα = 0 (C.7)
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for the coefficients {cjk}j,k and the eigenvalue aj with
the quantity
Wjk ≡ x(0)j †A(1)x(0)k . (C.8)
We expand the coefficient cjk by the small parameter ε:
cjk = c
(0)
jk + ε c
(1)
jk + · · ·. Now we calculate the first or-
der corrections εa
(1)
j and εa
(1)
N−j of the eigenvalues aj and
aN−j , respectively, which have a degeneracy in the 0-th
order of the parameter ε. For this purpose, instead of the
coefficients {cjk}j,k appearing in Eq. (C.7) it is enough
to consider the 0-th order coefficients {c(0)jk }j,k, which are
zero except for c
(0)
jj , c
(0)
j(N−j), c
(0)
(N−j)j and c
(0)
(N−j)(N−j).
This leads to the equation
Det
( −a(1) +Wjj Wj(N−j)
W(N−j)j −a(1) +W(N−j)(N−j)
)
= 0 (C.9)
for a(1), whose solutions give the eigenvalues a
(1)
j and
a
(1)
N−j . We can solve Eq. (C.9) and obtain
a(1) =
Wjj +W(N−j)(N−j)
2
±
√(
Wjj −W(N−j)(N−j)
2
)2
+
∣∣Wj(N−j)∣∣2,
(C.10)
noting the relation Wkj = W
∗
jk with the superscript ∗
representing the complex conjugate of the complex num-
ber. The eigenvalue a
(0)
N has no degeneracy so we sim-
ply have a
(1)
N = WNN . If the number N is even, then
the eigenvalue a
(0)
N/2 has no degeneracy, so we also have
a
(1)
N/2 =W(N/2)(N/2) in this case.
By using Eqs. (40), (C.1), (C.5) and (C.8) we obtain
Wkl = − [1− exp (−2piik/N)]
× [1− exp (2piil/N)]N−1
×
N∑
α=1
χα exp [2piiα(k − l)/N ] . (C.11)
Especially we derive
Wkk = − |1− exp (−2piik/N)|2 χ˜0
=
χ˜0
ω
a
(0)
k =W(N−k)(N−k) (C.12)
Wk(N−k) = − [1− exp (−2piik/N)]2 χ˜k (C.13)
from Eqs. (43), (C.4) and (C.11). By substituting Eqs.
(C.12) and (C.13) into Eq. (C.10) we obtain
a
(1)
j =
a
(0)
j
ω
(χ˜0 + |χ˜j | ) (C.14)
a
(1)
N−j =
a
(0)
N−j
ω
(χ˜0 − |χ˜j | ) (C.15)
in the case of j < N/2, where we used the relation
|Wj(N−j)| = |χ˜ja(0)j /ω| and numbered so that we obtain
(a
(1)
j − a(1)N−j)ω/a(0)j ≥ 0. By using Eq. (C.12) we also
obtain a
(1)
N/2 = χ˜0a
(0)
N/2/ω in the case of the number N to
be even, and a
(1)
N = 0 for the first order correction to the
non-degenerate eigenvalues of the matrix A(0). By apply-
ing the formula (34) to the case of aj = a
(0)
j +εa
(1)
j +O(ε2)
with the quantity a
(1)
j given by Eq. (C.14) or (C.15), we
obtain Eqs. (41) and (42).
APPENDIX D: LYAPUNOV EXPONENTS FOR
ONE DIMENSIONAL MODELS WITH LONG
RANGE INTERACTIONS OF A FIXED
STRENGTH
In this appendix we calculate the Lyapunov spectra
for the systems with long range interactions of a fixed
strength.
First we consider the case described by the matrix
A = A¯[nl] ≡ (A¯[nl]jk ) defined by
A¯
[nl]
jk = −2nlω¯δjk + ω¯
nl∑
l=1
[
δj(k+l) + δk(j+l)
+δj(k+N−l) + δk(j+N−l)
]
(D.1)
with nl < N/2 and a (non-zero) real constant ω¯. It
should be noted that the matrix A[nl] given by Eq.
(46) is attributed into this matrix A¯[nl] in the case of
σ
[l]
j = ω¯. The matrix A¯
[nl] is diagonalized by the ma-
trix F defined by Eq. (C.1), and we obtain the rela-
tion (F †A¯[nl]F )jk = a¯
[nl]
k δjk with the eigenvalue a¯
[nl]
j ≡
−2ω¯ [nl −
∑nl
l=1 cos (2pijl/N)] . By applying the formula
(34) to the eigenvalue aj = a¯
[nl]
j we obtain the Lyapunov
exponent
λj =
∣∣∣ ω¯
m
∣∣∣2/3
[
nl −
nl∑
l=1
cos
(
2pijl
N
)]2/3
. (D.2)
The Lyapunov exponents given by Eq. (D.2) satisfies
the relation λj = λN−j in j < N/2, so the Lyapunov
spectrum of this system has a stepwise structure.
Second we consider the case that each particle inter-
acts with all the other particles with the same strength.
This is described by the matrix A = A¯[N/2] ≡ (A¯[N/2]jk ),
which is defined by
A¯
[N/2]
jk ≡ 2ω¯(1−Nδjk), (D.3)
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namely the matrix whose off-diagonal elements are non-
zero and equal with each other. The matrix (D.3) is
diagonalized as
(F †A¯[N/2]F )jk = −2Nω¯(1− δjN )δjk (D.4)
by using the matrix F defined by Eq. (C.1), so the eigen-
values of the matrix A¯[N/2] are −2Nω¯ and 0. By substi-
tuting the eigenvalues of the matrix A = A[N/2] in the
formula (34) we obtain the Lyapunov spectrum as
λ[j] =
{ ∣∣Nω¯
m
∣∣2/3 in j = 1, 2, · · ·N − 1
0 in j = N,
(D.5)
namely the shape of positive Lyapunov spectrum in this
system is just in a straight horizontal line. It should be
noted that the quantity ω¯ may depend on the number N
of the particles in general. Therefore the consideration in
this appendix is not enough to discuss the particle num-
ber dependence of the maximum Lyapunov exponent.
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