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ABSTRACT OF DISSERTATION

MAGNETIZATION DYNAMICS IN A MODIFIED SQUARE ARTIFICIAL SPIN ICE
Artificial spin ices are magnetic metamaterials consisting of nanomagnet arrays in
a 2-D lattice. Typically, these nanomagnet arrays are binary macrospins that can only be
in an up or down state similar to the Ising spins. They have been intensively used to study
magnetic frustration and ordering phenomena in a controlled environment. The hexagonal
artificial spin ice and square artificial spin ice are among the most heavily studied systems.
In this dissertation, we designed a modified square artificial spin ice system by an ordered
substitution of a double-segment for a nanomagnet array in the unit cell of square artificial
spin ice. The samples were patterned by using an electron-beam lithography tool. The
substitution of double segment introduces extra degrees of frustration. We adopted
ferromagnetic resonance (FMR) spectroscopy to study magnetization dynamics in
modified square spin ice with the specific goal of exploring how this substitution affects
the FMR modes and magnetic order. We measured the FMR spectrum by using a photolithographically printed microwave transmission line, vector network analyzer (VNA), and
electromagnet. We analyzed the FMR spectrum by using Object Oriented Micromagnetic
Framework (OOMMF) software and Fast Fourier Transform (FFT). Using different field
protocols, we found that the MSqASI system adopts dipole order (where two segments of
the double-segment have parallel moments) and quadrupole order (where two segments of
the double-segment have antiparallel magnetizations).
KEYWORDS: Geometric Frustration, Square Artificial Spin Ice, Quadrupole Order,
Ferromagnetic Resonance, Micromagnetic Simulations
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INTRODUCTION
Square artificial spin ices are magnetic metamaterials consisting of nanomagnet arrays in
a square lattice. Typically, these nanomagnet arrays are binary macrospins that can only be
in an up or down state similar to the Ising spins. In this dissertation, we present results of
micromagnetic simulations as well as ferromagnetic resonance (FMR) studies of a
modified square artificial spin ice (ASI) system designed by an ordered substitution of a
double-segment for a single segment in the unit cell of square artificial spin ice.
In chapter 1, we introduce underlying basic concepts such as micromagnetism of
magnetic materials, geometrical frustration, artificial spin ices (ASIs), and ferromagnetic
resonance. Experimental tools and research techniques are briefly discussed in chapter 2.
Results of a numerical study and progress on SQUID magnetometer studies of modified
square ASI system are discussed in chapter 3. In chapter 4, we present results of
experimental FMR data supplemented by the object-oriented micromagnetic framework
(OOMMF) simulation of a modified square ASI (MSqASI) system. Finally, the conclusion
and future outlook are discussed in chapter 5.
In addition, we include a brief discussion of the vibrating reed magnetometer
technique as an appendix. It was reported that this technique could be highly sensitive to
magnetic anisotropy. Therefore, we explored whether ASIs can provide a measurable
signal to measure phase transitions considering their high magnetic anisotropy. We
measured the different ASI samples with predicted ferromagnetic transition temperatures.
However, we couldn’t observe the measurable signal in vibrating reed measurements.
These results indicate that there is no measurable signal in vibrating reed measurements
due to a change in magnetic anisotropy of ASIs during ferromagnetic phase transitions.
Geometrical Frustration in Water Ice and Spin Ice
Frustration in a physical system emerges when interactions cannot all be satisfied
simultaneously. The combination of the lattice geometry and interactions among dipole
moments can lead to a frustrated state. Let us consider a system with antiferromagnetically
coupled spins on the corners of an equilateral triangle (see Figure 1.1). Assume up spin at
the first corner and down spin at the second corner.
These two spins are
antiferromagnetically ordered. However, a problem arises when we place a spin at the third
corner. Up spin contradicts antiferromagnetic interaction with the up spin at the first corner.

Similarly, the down spin at the third corner contradicts interaction with the down spin at
the second corner. Therefore, the interactions cannot all be satisfied simultaneously. Such
a system is called a frustrated system. Geometrical frustration is observed in water ice [1],
quasicrystals [2-7], rare-earth or transition metal pyrochlore spin ice [8, 9], and artificial
spin ices [10-12].

Figure 1.1: Frustrated system of antiferromagnetically coupled spins on the corners of an
equilateral triangle.
Quasicrystals are structures that are ordered but not periodic (quasiperiodic), lack
translational symmetry, and possess rotational symmetries (e.g. five-fold, ten-fold, etc.),
which are restricted for normal crystals [13, 14]. Quasicrystals possess residual entropy
and degenerate ground states. Dan Shechtman [13] discovered quasicrystal while studying
the atomic structure of a rapidly cooled, melt-spun 𝐴𝐴𝑙𝑙6 𝑀𝑀𝑀𝑀 alloy using electron diffraction.
The diffraction pattern displayed Bragg peaks indicating fivefold rotational symmetry in
2

the underlying crystal. At present, over 100 quasicrystals have been synthesized in the
laboratory, and some natural quasicrystals are also observed [14].
Water ice is a common example of a naturally occurring geometrically frustrated system.
To explain the measured residual entropy of water ice, Pauling[15] suggested that water
molecules in ice are arranged so that each is surrounded by four other molecules, each
molecule is oriented such that two of its hydrogen atoms are directed toward two of the
four neighbors to form hydrogen bonds. This creates an arrangement in which each oxygen
atom is surrounded by four hydrogen atoms: two close and two farther away (see Figure
1.2). This arrangement is commonly known as the “Ice Rule”. The contribution of this
randomness to the entropy was in good agreement with the measured residual entropy of
ice [15].

Figure 1.2: Mapping between spin ice (left) and water ice (right). A spin that points
outward/inward indicates an H atom (orange) that is displaced away from/toward the O
atom (blue) at the center of the tetrahedron, demonstrating the “Two in” and “Two out”
nature of the frustration also known as “Ice Rule.” Adapted From [9].
The spin ice system is similar to the classical Ising antiferromagnet, but it is highly
frustrated due to lattice topology and long-range dipolar interaction. Some of the most
heavily studied spin ice compounds are the pyrochlores with a general formula 𝐴𝐴2 𝐵𝐵2 𝑂𝑂 7
(A and B are rare-earth or transition metals such as Dy and Ho, e.g., 𝐷𝐷𝑦𝑦2 𝑇𝑇𝑖𝑖2 𝑂𝑂7 ,
𝐻𝐻𝐻𝐻2 𝑇𝑇𝑖𝑖2 𝑂𝑂7 ) [8, 9]. The magnetic ions sit on corner-sharing tetrahedra. The spin ice
compounds exhibit a macroscopic entropy per spin that equals macroscopic entropy per
hydrogen in water ice at low temperatures [9].
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Artificial Spin Ice
Artificial spin ice (ASI) is a two-dimensional array of sub-micron-sized single-domain
ferromagnetic nano-islands or nanowire links artificially fabricated using an electron beam
lithography tool [16-18]. ASIs were initially introduced to mimic many-body phenomena
related to frustration and disorder of spin ice materials in tailored structures that could be
imaged directly. Geometrical confinement due to finite dimensions, particular physical
shape, and boundaries of the magnetic materials significantly influences the internal
magnetization texture, the internal magnetic field, the dynamic response, and the magnetic
switching process [19]. Generally, these nano-islands are rectangular or oval ferromagnetic
thin film segments with the thickness of 𝑡𝑡 < 30 𝑛𝑛𝑛𝑛, and sub-micron width 𝑤𝑤 and length
𝑙𝑙, such that 𝑙𝑙 >> 𝑤𝑤 >> 𝑡𝑡. The resulting geometrical confinement of the ferromagnetic
segment produces a strong shape anisotropy. Therefore, the magnetization inside these
nano-segments behaves as a classical spin, which refers to a state in which every nanosegment (also called a macrospin) has its magnetization oriented parallel to its long axis at
low applied fields (typically below 1000 𝑂𝑂𝑂𝑂 in the case of permalloy (𝑁𝑁𝑖𝑖0.8 𝐹𝐹𝑒𝑒0.2 ) thin
films) [20]. Assuming uniform magnetization parallel to the long axis in each segment, one
�⃗. 𝑀𝑀
��⃗) confined to either end of an isolated
can represent opposite magnetic charges (∼ −∇
segment, thereby allowing the magnetic dipole interactions among Ising segments to be
approximated by a “dumbbell” charge model [18, 21]. In other words, we can represent
each nano-segment by an arrow such that the head represents the direction of
magnetization. Then, the head and tail of the arrows can be denoted by equal and opposite
magnetic charges.
1.2.1 Square Artificial Spin Ice
Square ASIs were first introduced by Wang et al. [16] in 2006. These ASIs can be
created by arranging four elongated nanomagnets around a vertex, with each located 900
from each other and equidistant from the vertex. The segments can either be physically
connected (connected ASI) or isolated (disconnected ASI) at their vertices. In both cases,
shape anisotropy maintains the Ising behavior of the segments. The square ASI vertex can
have 16 possible moment configurations at each vertex, which can be divided into four
groups depending on the increasing order of their vertex energy: low Type I to high Type
IV. Type I and Type II vertices follow the so-called spin ice rule (SIR) (two in, two out).
The type I vertex has 0 net magnetizations. Type II vertex can have net magnetization in
any one of four directions. In addition, each segment can be represented by either a positive
or negative magnetic charge at the end. After summing up, the square ASI can have either
𝑞𝑞 = 0 (Type I and Type II), or 𝑞𝑞 ± 1 (Type III), or 𝑞𝑞 = ±4 (Type IV) charge at the vertex.
Possible vertex configurations with vertex charge and their probability of occurrence are
shown in Figure 1.3.
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Figure 1.3: Square artificial spin ice and 16 possible vertex configurations. (a) SEM
micrograph of part of square ASI sample (V36F). (b) Possible configurations of magnetic
moment at the vertex with probability in percentage.
1.2.2 Hexagonal Artificial Spin Ice
In 2006, Tanaka et al. [17] introduced a hexagonal ASI system based on a honeycomb
network to study magnetic interaction proposed by Wills et al. [22] in a highly-frustrated
ferromagnetic kagome spin ice. Honeycomb ASI can be created by arranging three
elongated nanomagnets around a vertex, with each located 1200 from each other and
equidistant from the vertex. The honeycomb ASIs also exhibit fundamental geometric
frustration seen in square ASIs. The “Ice Rule”, is now: two in, one out, or vice versa. Each
vertex can have 8 possible moment configurations: 6 ice rule states (Type I) and 2 excited
states (Type II) that violate the ice rule. The vertices will always have net magnetization
and vertex charge. Type I configurations have 𝑞𝑞 = ±1 whereas Type II configurations
have 𝑞𝑞 = ±3 magnetic charge at the vertex.

5

Figure 1.4: SEM image and vertex configurations of honeycomb ASI. SEM image of part
of one of our honeycomb ASI samples on the quartz substrate. Note the scale bar of 100
nm. The width of the segment is ~140nm. (b) Possible vertex configurations of Kagome
ASI vertex. The six type I vertices follow the ice rule (two in, one out, or vice versa), and
type II vertices are excited states. After [23].

1.2.3 Artificial Spin Ice Quasicrystals
The vast majority of previous studies on the dot or antidot lattices have been done in
periodic lattices. Our group extended this study to artificial quasiperiodic antidot lattices
that have been largely ignored [3-7, 24]. The quasiperiodic ‘tilings’ are generated by
explicit rules that dictate long-range order without periodic translational symmetry, yet
they are locally self-similar, and any finite-area pattern occurs infinitely many times within
an arbitrarily large tiling [7]. Infinite Penrose (Amman) tiling possess tenfold (eightfold)
rotational symmetry that is inconsistent with periodic lattices. Figure 1.5 shows SEM
images of artificial quasicrystal (AQC) thin films patterned on Si substrate with Penrose
and Amman tiling.
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(a)
(b)

Figure 1.5: SEM image of a Penrose and an Amman tiling AQCs.An SEM image of a 3rd
generation Penrose Tiling (P2T) AQC. Adapted from [7] (b)) An SEM image of a 3rd
generation Amman Tiling AQC. Adapted from [5]. The bright (dark) regions correspond
to the permalloy thin-film (Si substrate). The Penrose (Amman) tiling possesses tenfold
(eightfold) rotational symmetry, which is forbidden for usual periodic crystals.
A DC magnetization study of Penrose Tiling showed reproducible and temperaturedependent knee anomalies in the hysteretic regime which are due to the isolated switching
of a particular group of FM segments. The two – dimensional images of the magnetization
of permalloy films patterned into P2T were taken for the first time using scanning electron
microscopy with polarization analysis (SEMPA) [7]. SEMPA images demonstrate P2T
behaves as a geometrically frustrated ferromagnetic network similar to periodic artificial
spin ices.
1.2.4 Effect of Vertex and Geometrical Distortion in Artificial Spin Ice
The dynamic magnetic responses of ASIs are dramatically different from plane
magnetic thin films[20]. Several artificial spin ice (ASI) samples have been fabricated, and
their dynamic magnetic responses are studied. However, there is a lack of study of the
effects of vertex and geometrical distortion on their dynamic response. We fabricated
Fibonacci distorted honeycomb ASI samples (see schematic diagrams in Figure 1.6) using
electron beam lithography and studied these effects using ferromagnetic resonance
experiment and Object Oriented Micromagnetic Framework (OOMMF) simulation [20,
23, 25, 26]. We compared the experimental data with the simulated mode profiles to
identify FMR absorption associated with a certain group of the ASI segments (see Figures
1.7, 1.8, and 1.9).
7

Figure 1.6: Geometry of the honeycomb ASI distortion according to the Fibonacci
sequence.Undistorted geometry of the third generation. Vectors a and b are the undistorted
primitive vectors. Green dots (A) are primitive lattice points, and violet dots (B) define the
basis positions. The length of the primitive vectors is either long L (blue color) or short S
(red color). The distortion ratio r=L/S=1 for undistorted samples. (b-e) Distorted ASI
geometry with r= 1.15, r = 1.3, r=1.45, and r = 1.62. Ratio r=1.62 geometry also shows
different segment types labeled by roman numerals. We can see six-fold rotational
symmetry of the undistorted honeycomb ASI is reduced to one mirror plane indicated by
the orange vector along the x-axis. Adapted from [20].
We used broadband ferromagnetic resonance (FMR) spectroscopy and micromagnetic
simulations to characterize resonant modes to show that FMR mode frequencies of
elongated, single-domain film segments not only depend on the orientation of their easy
axis with respect to the applied magnetic field but also depend on the vertex magnetization
configuration. The FMR modes can be controlled by altering the vertex magnetization. We
also studied differences between vertex center mode (VCM) and local domain wall (LDW)
mode (see Figures 1.8, and 1.9). The results show the LDW mode acts as a signature of the
domain wall nucleation process, and the DW dynamics are active during segment reversal
events. The VCM and LDW modes can be controlled using a suitable field protocol which
may find applications in magnonic and spintronic devices.
8

Figure 1.7: FMR results for applied field H = 1000 Oe for different distortion ratios r. S12
(transmission from VNA port 1 to port 2) as a function of frequency for each value of r.
(b) Numerical simulations of the absorption spectrum as a function of frequency for each
value of r. Note that modes are labeled for r = 1.0 and 1.62. The mode labeling is consistent
with corresponding segments labeled by Roman numerals I to V as shown in Figure 1.6.
(c)–(g) Mode profiles for r = 1.62 for five peaks of the absorption spectrum. Segments in
(c)–(g) are labeled corresponding to the mode labels. The color bar represents absorption
intensity, where red is maximum absorption intensity, and blue is zero absorption intensity.
Adapted from [20].
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Figure 1.8: Simulated mode profiles at different values of applied DC magnetic field H. (a)
200 Oe, (b) 550 Oe, (c) 0 Oe, (d) 350 Oe. The color scale corresponds to 1 for maximum
and 0 for minimum absorption. The applied field H is oriented at 𝜙𝜙 = 600 with respect to
the horizontal x-direction. Segment B reversal occurs at 440 Oe in the simulations. A bulk
FMR mode can be identified by antinodal lines in the body of the segments. LDW modes
and VCM antinodal lines are visible in the vertex regions. LDW and VCM modes are
rotated by 60 o after the reversal (visible in (b) for 5.9 GHz and 4.45 GHz), which indicates
the mode characteristics depend on the vertex magnetization state. Adapted from [25].
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Figure 1.9: Experimental 𝑆𝑆12 data (a & b) and simulated (c & d) frequency-field graphs for
the 8 − 14 𝐺𝐺𝐺𝐺𝐺𝐺 and 3 − 8 𝐺𝐺𝐺𝐺𝐺𝐺 frequency bands, respectively. The sudden change in the
FMR spectrum at an applied field 𝐻𝐻 ≈ 260 𝑂𝑂𝑂𝑂, implicates reversals among the segment
B subgroup. The segment groups are labeled in Figure 1.6. Adapted from [25].

Thermal Phase Transitions in Artificial Spin ice
The natural pyrochlore spin ice systems follow the “Ice Rule,” in which long-range dipolar
interactions have a significant influence. Unlike spin ice systems, it is experimentally seen
that a significant fraction of the vertices in ASI systems will fail to follow the “Ice Rule”
before the annealing procedure [16, 27, 28]. Moreover, square spin ice shows only a
statistical preference for the Type I vertices which can be described by short-range
interactions alone [29]. Great efforts have been made to study demagnetization and
thermalization protocols as the artificial spin ice cannot easily reach thermal equilibrium
below the Curie temperature[28-35]. Recently, predicted thermal phase transitions have
been experimentally observed in both square and honeycomb ASI using advanced
experimental methods such as muon-spectroscopy[36] and resonant x-ray scattering [37,
38].
In 2015, Anghinolfi et al. [36] created a thermally active artificial kagome spin ice
that is made up of a large array of interacting Ising dipoles (see Figure 1.10a) and used low
energy muon spectroscopy to probe the dynamic behavior of the interacting dipoles. They
observed peaks in the muon relaxation rate that can be identified with the critical
temperatures of phase transitions (see Figure 1.10b) as predicted by microscopic theory.
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This work thereby demonstrated that the frustrated magnetic metamaterials can be
engineered to promote various thermodynamic phases. At high temperatures, spins are
disordered due to the thermal fluctuation-dominated paramagnetic (PM) phase. As the
temperature is lowered, the honeycomb ASI system enters into the Ice I phase (where the
ice rule (2-in 1-out or vice versa) is strictly obeyed), followed by a first second-order phase
transition into a charge-ordered phase Ice II. On further reducing the temperature, the
system undergoes a second-order phase transition and enters a long-range ordered (LRO)
phase with both spin and charge order.

Figure 1.10: Artificial kagome spin ice and the predicted phase transitions. (a) SEM)
micrograph of an artificial kagome spin ice sample. (b) Predicted magnetic phase
transitions with magnetization direction indicated by black arrows and magnetic charges
of opposite sign indicated in red and blue at the vertices. Adapted from [36].
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More recently, critical properties of the antiferromagnetic phase transition in square ASI
have been studied using soft x-ray resonant magnetic scattering experiments supported by
Monte Carlo simulations [38]. By measuring the critical scattering, they characterize the
transition to the low-temperature long-range order expected for the artificial square-ice
system. They also studied samples with different thicknesses to vary the blocking
temperature relative to the phase transition temperature and demonstrated its influence on
the out-of-equilibrium dynamics due to critical slowing down at the phase transition.
Figure 1.11 shows the ASI sample and scattering intensity as a function of temperature to
show antiferromagnetic phase transition temperature. The permalloy thickness was kept
low (4.1 nm to 4.5 nm) to make the sample thermally active.

(a)

(b)

Figure 1.11: SEM image and transition temperature of square ASI. (a) SEM image of a
part of the square ASI. The permalloy nanoislands have an elongated shape with nominal
length 𝑙𝑙 = 118 𝑛𝑛𝑛𝑛, width 𝑤𝑤 = 47 𝑛𝑛𝑛𝑛. The red arrows represent the structural lattice
vectors 𝑎𝑎 = 168 𝑛𝑛𝑛𝑛, and the black arrows indicate the magnetic lattice vectors. (b) The
intensity of the Bragg peak (red circles) and critical scattering (black circles) extracted by
fitting the peak profiles from a sample (permalloy thickness ℎ = 4.1 𝑛𝑛𝑛𝑛 , transition
temperature 𝑇𝑇𝑁𝑁 ≈ 119 𝐾𝐾). The critical scattering just below TN was weak to allow its
separation from the Bragg contribution. While measuring the magnetic scattering, a mask
in front of the CCD detector blocks the high-intensity structural Bragg peaks and the
specularly reflected beam. Adapted from [38].

It is reported that the vibrating reed magnetometer (VRM, see Appendix for details)
is an extremely sensitive probe of magnetic anisotropy [39-43]. Using advanced
lithography techniques, we can fabricate magnetic thin films with highly controlled
magnetic shape anisotropy. A particular class of highly anisotropic magnetic thin films
which includes artificial spin ices (ASIs) exhibit strong magnetic frustration and/or novel
magnetic phase transitions. This brought interest in exploring whether the magnetic
anisotropy in the ASIs can be accessed via VRM or not. We fabricated different square
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ASI samples (see Figure 1.12) similar to those that showed continuous phase transitions
[38] in the soft x-ray resonant magnetic scattering experiments. We conducted VRM
experiments using a custom-designed VRM probe (see Appendix 1) on these samples. We
used commercially available Quantum Design - Physical Property Measurement System
(PPMS) for the VRM VRM experiments. The PPMS system was used as a platform for
applying a magnetic field and varying temperatures. In VRM experiments, We couldn’t
find measurable signals related to magnetic anisotropy and phase transitions that could be
separated from temperature-dependent elastic properties of the Si-reed. We also tested both
the parallel and perpendicular geometries (See appendix 1) for measurement of square aSIs
in the VRM experiment.

Figure 1.12: An SEM micrograph of Square ASI (Sample ID: V37E). The nanomagnets
have an elongated shape with length 𝑙𝑙 ≈ 112 𝑛𝑛𝑛𝑛, width 𝑤𝑤 ≈ 39 𝑛𝑛𝑛𝑛 and arranged in a
square lattice with lattice constant 𝑎𝑎 ≈ 171𝑛𝑛𝑛𝑛. The thickness of permalloy was 4.3 𝑛𝑛𝑛𝑛 to
keep the blocking temperature low and make the sample thermally active below room
temperature.
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The square ASI samples were 2𝑥𝑥2 𝑚𝑚𝑚𝑚 patterns on a thin (200 𝜇𝜇𝜇𝜇) Si substrate.
The pattern was rotated 45 degrees, so that diagonal of the pattern lies along the edge of a
square piece of the Si-substrate. The substrate was cleaved with roughly 0.5 𝑚𝑚𝑚𝑚 borders
around the sample. There are some defects in the sample, but they are usually present in
such a large and compact pattern created using electron beam lithography.
Because the VRM is essentially a transverse ac susceptibility technique [39], we
also conducted ac-susceptibility measurements on the same square ASI samples by using
the PPMS: AC Measurement Option. During ACMS measurements, we mounted the
sample in a clear plastic straw so that its diagonal lies along an applied field. However, no
measurable signal corresponding to change in magnetization was observed in different
trials for the square ASI samples (sample IDs: V36F, V36G, and V37E). Only a small field
was applied (typically 200 𝑂𝑂𝑂𝑂 which is below the Ising saturation of the ASI samples) to
allow the nanomagnets to easily rotate due to thermal agitation when we sweep the
temperature up and down. We didn’t observe any phase transitions in AC moment data of
the square ASI samples. A successful ac-susceptibility measurement on a superconducting
Nb film is shown in Figure 2.14.
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Micromagnetism of the Materials

Figure 1.13: Illustration of various magnetic structures used for magnetic memory and
storage in spintronic applications. Adapted from [44]
Magnetism possesses a long history of research and application. Throughout history, the
phenomenon has been extensively used for navigation, power production, and high-tech
applications such as storage and memory devices (see Figure 1.13). Yet, even today, it
undergoes dynamic developments as new magnetic phenomena continue to be discovered
in conjunction with our ability to atomically engineer new materials [44]. Our present
understanding of electromagnetism is based on the elementary concept of spin, giving rise
to spin magnetic moment ���⃗,
𝜇𝜇𝑠𝑠 and the motion of electronic charges ���⃗
𝜇𝜇𝐼𝐼 and the associated
orbital magnetic moment ����⃗.
𝜇𝜇𝐿𝐿
𝑞𝑞
𝜇𝜇
���⃗𝑠𝑠 = 𝑔𝑔𝑠𝑠 2𝑚𝑚 𝑆𝑆⃗

������⃗𝐼𝐼 = 𝐼𝐼𝑑𝑑𝑑𝑑
�����⃗
𝑑𝑑𝑑𝑑

𝑞𝑞

�⃗
𝜇𝜇
����⃗𝐿𝐿 = 𝑔𝑔𝐿𝐿 2𝑚𝑚 𝐿𝐿

(1)

Where 𝑔𝑔 = 𝑔𝑔 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 (gs=2, gL =1), 𝐼𝐼 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, 𝑑𝑑𝑑𝑑 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝑆𝑆⃗=spin and
�⃗ = angular momentum vectors for a charge 𝑞𝑞 of mass 𝑚𝑚.
𝐿𝐿
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Magnetic materials are generally transition metals or lanthanide materials on the
periodic table. The magnetic properties exhibited by these materials are frequently
associated with the spin and angular momentum of the unpaired electron in their valence
band that gives rise to the magnetic moment. Magnetic materials can be divided into two
groups, namely: magnetically ordered and disordered paramagnetic states. The material is
said to be paramagnetic if the moments are randomly oriented to produce zero net magnetic
moment in the absence of an external magnetic field. The magnetically ordered states can
further be divided into two subgroups ferromagnetic and antiferromagnetic states. In
ferromagnets, spins are aligned, and there is a net magnetic moment. Spins in
antiferromagnets form two equal and antiparallel sublattices and give a total zero net
magnetic moment. Additionally, the other class of materials that repel applied magnetic
fields by changing their orbital moment are called diamagnetic.
Micromagnetic Energy Definitions
1.5.1 Magnetostatic Energy
Magnetostatic energy, or demagnetizing field energy or sometimes also called dipolar
energy, is the energy required to reconstruct a magnetic sample of volume V by gathering
together the small already magnetized tubes [44]. It is given by:
0

�����⃗
��⃗
𝐸𝐸𝑑𝑑 = 𝜇𝜇0 � 𝑉𝑉𝐻𝐻
𝑑𝑑 . 𝑑𝑑𝑀𝑀 =
𝑀𝑀0

1
𝜇𝜇 𝑁𝑁𝑀𝑀02 𝑉𝑉
2 0

(2)

��⃗ is the demagnetizing field, 𝑀𝑀
��⃗ is magnetization, and N is the
Where �����⃗
𝐻𝐻𝑑𝑑 = −𝑁𝑁𝑀𝑀
demagnetization factor.
1.5.2 Exchange Energy

Exchange energy is the energy cost due to spin-spin interaction. In other words, the energy
of the two spin systems depends on the relative orientation of the spins. This energy is of
electrostatic origin, and was introduced from quantum mechanical concepts. The difference
in energy of parallel and the antiparallel spin system is called exchange energy. For
example, if two spins i, j have spins Si and Sj, then exchange energy given by Heisenberg
model [45] is:
𝐸𝐸𝑒𝑒𝑒𝑒 = −2𝐽𝐽𝑖𝑖,𝑗𝑗 𝑆𝑆𝑖𝑖 . 𝑆𝑆𝑗𝑗
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(3)

1.5.3 Zeeman Energy
Zeeman energy is defined as the energy required to move a magnetized sample from zero
fields into a field H. It is given by:

��⃗ is magnetization vector.
𝑀𝑀

��⃗ . ����⃗
𝐸𝐸𝑍𝑍 = −𝜇𝜇0 � 𝑀𝑀
𝐻𝐻 𝑑𝑑𝑑𝑑

(4)

1.5.4 Magneto-Crystalline Anisotropy Energy
In some magnetic single crystals, it is easy to magnetize the sample by applying an external
field along with some directions (known as easy axis) and difficult along with the other
directions (hard axis). This difference in magnetization of a magnetic material based on the
direction of the applied field is called magneto-crystalline anisotropy, and the energy
associated is known as magneto-crystalline anisotropy energy. Permalloy used here for
thin-film material has low magneto-crystalline anisotropy. Therefore, it is good for use in
fabricating patterned structures [45] as the direction of the magnetic moment depends only
on the geometry of the segments, not on the crystallographic axis of the deposited thin film.
Landau–Lifshitz–Gilbert (LLG) Equation
��⃗ in the field 𝐻𝐻
�⃗ can be described by
The equation of the motion of the magnetic moment 𝑀𝑀
the Landau–Lifshitz–Gilbert (LLG) equation [44, 46]:
��⃗
��⃗
𝑑𝑑𝑀𝑀
𝛼𝛼
𝑑𝑑𝑀𝑀
��⃗ × ����������⃗
��⃗ ×
= −|𝛾𝛾|�𝑀𝑀
𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻� +
�𝑀𝑀
�
𝑑𝑑𝑑𝑑
𝑀𝑀𝑠𝑠
𝑑𝑑𝑑𝑑

(5)

The phenomenological constant α, the so-called damping parameter, stands for unspecified
dissipative phenomena. The first term describes the precession of M at a fixed angle θ about
the applied field direction H. The second term describes the change of M due to the
damping. 𝛾𝛾 and Ms are gyromagnetic ratio and saturation magnetization respectively.
Ferromagnetic Resonance

The dynamics associated with the motion of the magnetic moment 𝑚𝑚
��⃗ in an external
�
⃗
magnetic field 𝐻𝐻 can be studied employing different magnetic resonance techniques such
as paramagnetic resonance (EPR), and ferromagnetic resonance (FMR) with frequencies
in the 10 GHz range, and nuclear magnetic resonance (NMR) with frequencies of order 10
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MHz [44]. All of these techniques have fundamentally the same working principle, but
excited spins are different. In EPR, electron spin is excited, whereas, in NMR, the nuclear
magnetic moment is perturbed using a small oscillating electromagnetic field. In FMR,
coupling between electromagnetic waves and magnetization is used to study the properties
of ferromagnetic materials.
The basic principle of ferromagnetic resonance techniques can be illustrated based on
Figure 1.14. First, consider the coordinate system that rotates with the Larmor frequency
𝝎𝝎 about the magnetic field 𝑯𝑯 ∥ z. A small oscillating field 𝑯𝑯′ is applied for excitation. The
rf-field 𝐻𝐻′ will exert a torque 𝑻𝑻′ according to the right hand rule. This torque increases with
the angle 𝜽𝜽 between 𝒎𝒎 and 𝑯𝑯. The characteristic damping torque and energy of the sample
try to reduce this angle to zero. At resonance, this intrinsic damping torque and energy are
compensated by torque and energy taken from the applied rf-field 𝑯𝑯′. Therefore, maximum
absorption of the rf-field 𝑯𝑯′ occurs at the resonance.
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Figure 1.14: Illustration of the precession of magnetization 𝑚𝑚 around applied field 𝐻𝐻.
Large dc field 𝑯𝑯 ∥ 𝒛𝒛 causes precession of 𝒎𝒎 about z. Small ac field 𝑯𝑯′ ⊥ 𝒎𝒎 rotates in a
plane perpendicular to 𝑯𝑯 to keep precession angle 𝜽𝜽 constant and provides torque and
energy necessary to compensate for friction or loss present in a sample. The resonance
occurs when characteristic damping torque and energy of the sample are balanced by torque
and energy are taken from small oscillating field 𝑯𝑯′.
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EXPERIMENTAL TECHNIQUES AND RESEARCH TOOLS
This chapter provides a brief explanation of the experimental techniques and numerical
simulations that are used in this dissertation which include (1) magnetron sputtering, (2)
electron beam evaporation, (3) electron beam lithography, (4) x-ray diffraction, (5) SQUID
magnetometry, (6) FMR spectroscopy, (7) physical property measurement system (PPMS),
and (8) micromagnetic simulation using Object-Oriented Micromagnetic Framework
(OOMMF) as well as Fast Fourier Transform (FFT).

Magnetron Sputtering System

Figure 2.1: Schematic diagram of magnetron sputtering system. Ionized Ar atoms bombard
the target surface and eject atoms or molecules which travel in the forward direction and
deposit a thin film on the substrate.
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Different thin film samples, as well as Cu striplines for FMR measurements, were DC
sputtered onto the substrate (e.g., Kapton, Si, Quartz) at ambient temperature and three
mTorr pressure using an ATC-1800 sputtering system (AJA International Inc.). Argon gas
was used as the sputtering gas with a constant flow rate of 30 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. The base pressure of
the sputtering chamber was ~5 × 10−8 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇. The targets were pre-sputtered for about 3
min to remove surface oxides and expose a fresh surface of the source material. Substrate
rotation (~ 30 RPM) was enabled to improve the uniformity of the films.
Sputtering is a physical vapor deposition (PVD) technique used to deposit thin films
of a source material called a target onto the surface of another material called a substrate.
Positively charged gaseous ions accelerate into the target cathode and eject target material
in the form of neutral particles - either individual atoms, clusters of atoms, or molecules
via energy transfer. These particles travel in a straight line unless they meet other particles
or a nearby surface. If a substrate such as a Si-wafer is placed in the path of these ejected
particles, it will be coated by a thin film of the source material. This process is called diode
sputtering. It is very useful; however it has two major problems - the deposition rate is slow,
and the electron-bombardment of the substrate is extensive that it can cause overheating
and structural damage [8]. Magnetron sputtering (see Figure 2.1) deals with both issues
simultaneously by using magnets behind the target cathode to trap the free electrons in a
magnetic field directly above the target surface. This heavily reduces the number of
electrons bombarding the substrate and heating. Also, the circuitous path of these trapped
electrons enhances the ionization of neutral gas molecules by several orders of magnitude.
The availability of more ions to collide on the target surface increases the rate of target
erosion and hence the rate of deposition.
A powerful turbopump is used to pump out the main chamber. A small load-lock
chamber with a separate turbopump allows quick load/unload of samples without breaking
the vacuum in the main chamber. The transfer arm and gate valve facilitate the sample
transfer between the load lock and the main chamber. The substrate heater can be used to
deposit thin films at elevated substrate temperatures. An electric motor is used to rotate the
substrate to improve the uniformity of thin films deposited. Both RF and DC power
sputterings are possible in this system. RF is good for both insulating and conducting
source materials. RF bias can be used to sputter etch and clean the substrate just before
deposition or to apply substrate bias during deposition. DC sputtering should be used with
only conducting source materials to avoid charge buildup. Power supplies are connected
to the guns through special BNC cables that can be easily interchanged between guns by
disconnecting and connecting them underneath the main chamber and editing the
configuration in software. Opening and closing the shutters at the top of each gun make the
deposition of material possible when the gun with other target material is still on with its
shutter closed. The shutters are computer-controlled by using a compressed gas manifold.
This makes it convenient to deposit multilayer stacks of different materials. Different
materials can also be co-sputtered by opening the shutters simultaneously. The argon gas
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is fed into the main chamber through a 50 SCCM mass flow controller. Another gas line
with 20 SCCM mass flow controller is available for Nitrogen reactive sputtering (e.g. TiN
thin-films can be deposited at elevated substrate temperature by using pure 𝑇𝑇𝑇𝑇 target in
partial pressures of Ar and 𝑁𝑁2 gases in the chamber). The source guns are water-cooled to
avoid excessive heating due to ion bombardment. The system is computer-controlled by
Lab-View-based software called PhaseIIJ, and it can be run manually or automatically by
creating processes.
Electron beam evaporation

Figure 2.2: Schematic diagram of electron beam evaporation system
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We also used an electron beam evaporator in our lab to deposit different thin film samples.
However, the Permalloy nano-islands in modified Square ASI samples reported here were
deposited using an electron-beam evaporator at Argonne National Laboratory, IL, by our
senior group member Justin Woods. We also used an electron beam evaporator in our lab
to deposit plain permalloy thin films as well as various thin-films samples to study
structural and magnetic properties.
In the electron-beam evaporation process, an electric current is passed through a
tungsten filament, and electrons are emitted due to Joule heating. A high voltage, applied
between the filament and the hearth, accelerates the liberated electrons, which are focused
by a strong magnetic field towards the crucible containing the material to be deposited. The
energy of the electron beam is transferred to the deposition material, causing it to melt and
evaporate. The vapor of this material is deposited onto the substrate and wall of the vacuum
chamber. A ‘tin can’ shield is used to collimate the flux from the target and minimize the
coating on the side walls of the chamber. The advantage of e-beam evaporation is that it is
capable of heating materials to much higher temperatures, and metals with a high melting
point can also be deposited. Moreover, Water cooling of crucible confines the electron
beam heating only to the target material that helps to reduce contaminants from a crucible.

Electron beam lithography

We used an electron beam lithography (EBL) tool located at our Advanced Science &
Technology Commercialization Center (ASTeCC) for training and initial test samples. The
modified Square ASI samples studied in this dissertation were prepared by Justin Woods
using PMMA (polymethyl methacrylate)}, a positive resist and EBL tool at Argonne
National Laboratory. The EBL is a special tool for creating extremely fine patterns with
almost atomic-level resolution. It consists of a scanning beam of electrons across a surface
covered with a resist film sensitive to those electrons, thus depositing energy in the desired
pattern in the resist film [47]. The block diagram of a typical EBL is shown in Figure 2.3.
The column is where electrons are generated and controlled. The vacuum chamber
underneath the column has a stage for moving samples around and loading/unloading
samples. The E-beam exposed part of the positive resist dissolves in a developer solution.
After deposition of the thin film, unnecessary resist and film can be removed during liftoff by using a stronger solution, thereby leaving behind the desired pattern. In the case of
negative resists, the unexposed part dissolves in the developer solution. The
nanofabrication procedure by using both positive and negative resists is schematically
shown in Figure 2.4.
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Figure 2.3: Block diagram of a typical electron beam lithography system. After [47]
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Figure 2.4: Schematic diagram of nanofabrication procedure to create patterned films by
using electron beam lithography

X-ray Diffractometer
Bruker-AXS D8 Advance diffractometer with Cu-Kα radiation (wavelength 𝜆𝜆 = 1.5418 Å

operating at 40 𝑘𝑘𝑘𝑘 and 40 𝑚𝑚𝑚𝑚, located in Center for Advanced Materials (CAM)), was

used to characterize our thin-film samples. The thickness and roughness were estimated
from X-ray reflectivity data, whereas The crystallinity and orientation were obtained from
the high angle x-ray diffraction data.

X-ray diffraction (XRD) technique is a widely used, non-destructive tool to
characterize solid-state materials. The crystallinity and orientation of thin-film samples can
be obtained from the XRD data (see Figure 2.5). The probed quantity in general scattering
is the electron density:
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Nb(110)

Figure 2.5: X-ray diffraction data of a Niobium-Nickel multilayer thin-film. The film was
sputtered on a Si-substrate at 1mTorr of pure Argon plasma using 50W DC power. The
sample has predominantly (110) texture for Nb and (111) texture for Ni. The Ni peak is
weak and broad due to the very thin Ni layer.
X-ray reflectivity (XRR) is a non-destructive, surface-sensitive x-ray scattering
technique to study important properties of surfaces, thin-film single or multilayer coatings
down to the sub-nanometer scale on a wide variety of materials in the close vicinity of the
surface. Material density, layer thickness, the roughness of surfaces and interfaces can be
probed with XRR for both crystalline and amorphous materials [48]. The probed quantity
in specular XRR is the laterally averaged electron density:
|𝑆𝑆(𝑞𝑞⃗𝑧𝑧
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(7)

where, 𝜌𝜌(𝑧𝑧) = 〈𝜌𝜌(𝑥𝑥, 𝑦𝑦, 𝑧𝑧)〉𝑥𝑥,𝑦𝑦 is the laterally averaged electron density of the thin-film
material.
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(a)

(b)

Figure 2.6: X-ray reflectivity (XRR) curves. (a) XRR data of a cobalt film sputtered on Sisubstrate (10 minutes at 3 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 Ar, 50W DC power) (b) XRR data of a {𝑃𝑃𝑃𝑃(3𝑛𝑛𝑛𝑛)/
𝐶𝐶𝐶𝐶(0.9𝑛𝑛𝑛𝑛)/𝑇𝑇𝑇𝑇(4𝑛𝑛𝑛𝑛)}15 multilayer sample (IV47C).
XRR is not based on the X-ray diffraction phenomenon. It is analogous to the total
internal reflection typically observed for visible light. The X-ray refractive indices are
slightly less than unity, giving rise to total external reflection at sufficiently small angles.
The measurement of x-ray refractive index under grazing angles allows the determination
of important properties of surfaces, and thin-film coatings [49, 50]. In XRR measurements,
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the diffractometer should be configured in a symmetric 2𝜃𝜃/𝜃𝜃 configuration in parallel
beam geometry.

The reflectivity curves of a single-layer cobalt film and a multilayer superlattice thinfilm samples are shown in Figure 2.6. The reflectivity curve of the cobalt-film has a first
flat region where the detector receives a nearly direct beam as all x-rays are reflected due
to total external reflection. At a certain angle, called the critical angle 𝜃𝜃𝑐𝑐 , reflected intensity
falls off rapidly. This angle is characteristic of the material and depends on density. The
slope of the fall (shown by an arrow) gives information about the roughness of the film as
it represents how fast the electromagnetic waves decay. The periodicity of the fringe
pattern (see double arrow) is related to the thickness d of the film through Bragg law,
2𝑑𝑑 sin 𝜃𝜃 = 𝑛𝑛𝑛𝑛 [50] for x-rays of wavelength 𝜆𝜆.
SQUID Magnetometer

Figure 2.7: Schematic setup of a SQUID magnetometer with 2nd order gradiometer. The
inset shows the SQUID response VSQUID versus sample position (xpos ). After [51].
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SQUID magnetometer technique is a quasi-DC measurement method. In this technique, a
given sample moves vertically through superconducting pickup coils that are connected in
series along the applied field axis to form a superconducting flux-locked loop. The
diameter of a pickup coil is 2 cm; furthermore, to minimize noise, these coils are counterwound in a second-order gradiometer configuration (see Figure 2.7). As the sample moves
through the pickup coils, an electric current is produced in the detection coils to compensate
for the magnetic flux the sample links to the flux-locked loop. Since the detection coils are
inductively coupled to a SQUID coil via a superconducting transformer, any change in the
magnetic flux in the detection coils gives rise to a change in the persistent current in the
detection circuit, which is proportional to the change in magnetic flux due to the sample
movement. Variations of the current in the detection coil produce corresponding changes
in the SQUID output voltage, which is proportional to the magnetic moment of the sample.

Figure 2.8: Magnetic moment data of a copper-nickel alloy film. Note the blue arrow,
which denotes 𝑇𝑇𝑐𝑐 . To find 𝑇𝑇𝑐𝑐 , we plotted the derivative of the moment versus temperature
data to find the peak corresponding to the maximum change of the magnetic moment.
If the system is fully calibrated, measurements of the voltage variations from the SQUID
provide a highly accurate measurement of the sample’s magnetic moment. The calibration
of a system is usually performed using a small piece of material (usually Palladium) whose
mass and the magnetic moment are specified by Quantum Design [51].
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We used SQUID magnetometers (MPMS 5S and MPMS XL) to characterize various
magnetic thin films. For example, Curie temperatures of the copper-nickel alloy were
measured by sweeping temperature applying low field (see Figure 2.8). Figure 2.9 shows
another example in which we measured the hysteresis loop of a Pt/Co/Ta multilayer film
that has perpendicular magnetic anisotropy [52].

Figure 2.9: Hysteresis loop of a Pt/Co/Ta multilayer thin-film with perpendicular magnetic
anisotropy.
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Broadband Ferromagnetic Resonance Spectroscopy

Figure 2.10: VNA-based broadband FMR setup. The sample is placed in a flip-chip
configuration where it faces down on microstriplines. The external DC field and RF field
are denoted by H and h.
We used the experimental FMR setup reported in more detail in the Ph.D. thesis of Ali
Frotanpour [23]. The setup includes an electromagnet to apply a magnetic field, a vector
network analyzer (VNA) to apply RF pulses and record response and a microstripline as
the signal line. A sample film on a transparent SiO2-substrate is placed in a flip-chip
configuration on the microstripline with four parallel Cu-signal lines (see Figure 2.11). A
copper film is sputtered on a 100 µm thick industrial-grade Kapton film to pattern
microstriplines using a standard photolithography technique in which an S-1813
photoresist is exposed to a high power laser source under photomask followed by copper
etch using 𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙3 solution.
The VNA is calibrated using TRL (through-reflect-line) provided in a calibration
kit before connecting the sample to the VNA through 2.4 mm end-launch connectors and
RF cables. Then, it is set to step mode to sweep a desired frequency range between start
frequency (f1) and stop frequency (f2) (e.g., 6 GHz to 12 GHz) in 801 steps. The sample
was initialized with a DC magnetic field of +3000 Oe. The magnetic field was swept within
a suitable range (50 Oe to 1000 Oe) in 10 Oe field steps. At every field step, the
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𝑆𝑆12 parameter, as defined in Figure 2.12, was extracted from the VNA output over the
given frequency range. The high field (+3000 Oe ) 𝑆𝑆12 data were subtracted from lowerfield data for the background subtraction to remove any unwanted signal.

Figure 2.11: Set up for BB FMR measurements. The top figure shows a cross-sectional
view. Green circles denote the sample placed flip-chip on the red microstripline deposited
on the Kapton substrate, attached to the solid copper plane using silicone adhesive. The
bottom figure shows a top view photograph of an actual sample setup. After [20, 23].
The ability to measure FMR spectra at various temperatures is also critically
important to study ferromagnetic materials as the saturation magnetization, damping, etc.,
depend on the temperature. We have also designed a low-temperature FMR probe using
cryogenic SMA cables. The design is similar to the vibrating reed probe that is discussed
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in Appendix 1, with some modifications at the top plate for the SMA cable feedthrough
and the lower end to connect the sample holder. One cable connects to the top end of the
vertical G-10 based sample holder through an end-launch connector. The other cable is
bent 1800 to connect it to the lower end of the sample holder through another end-launch
connector. Therefore, the sample can be mounted in the sample holder vertically inside the
PPMS sample space. With this setup, we couldn’t successfully couple to the FMR signal
from our test sample, possibly due to losses and bent RF cable.

Figure 2.12: A schematic diagram of a two-port microwave network. 𝑉𝑉 + is the incident
signal and 𝑉𝑉 − is the output signal. 𝑆𝑆11 and 𝑆𝑆21 are defined such that port 2 has impedance
matching (𝑉𝑉2+ = 0) when the incident signal comes from port 1 (𝑉𝑉1+ ).
Micromagnetic Simulation
FMR spectra, vertex energies as well as hysteresis loops for modified square ASI samples
were simulated using the Object-Oriented Micromagnetic Framework (OOMMF) software.
Using the dimensions close to that shown in the SEM image of the actual sample, a ppm
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image was drawn with a python program such that each pixel represented a 5 nm by 5 nm
square cell. We specified a 5 nm by 5 nm mesh size with a 15 nm film thickness. We used
permalloy saturation magnetization 𝑀𝑀𝑠𝑠 = 800 𝑘𝑘𝑘𝑘/𝑚𝑚 and exchange stiffness constant
𝐴𝐴 = 13 × 10−13 𝐽𝐽/𝑚𝑚 in the OOMMF problem specification file [53].

FMR simulation involved five steps: (1) solve for equilibrium magnetization
configuration at a given applied DC field (2) applying a small magnetic field pulse (10 Oe)
perpendicular to the applied DC magnetic field, (3) record magnetization vectors 1000
times every 20 ps time step, (4) Apply FFT on the magnetization vectors for each pixel to
find the spatial distribution of FMR absorption (mode profile) for all frequencies, and (5)
find FMR spectrum by averaging the spectra of all pixels.
Initially, the magnetization vectors were used to uniformly saturate the
magnetization of the sample. Then, the Runge-Kutta evolver was chosen to solve LandauLifshitz-Gilbert equation [46]:
𝑑𝑑𝑑𝑑
𝛼𝛼
𝑑𝑑𝑑𝑑
= −|𝛾𝛾|{𝑀𝑀 × 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻} +
�𝑀𝑀 ×
�
𝑑𝑑𝑑𝑑
𝑀𝑀𝑠𝑠
𝑑𝑑𝑑𝑑

(8)

Where M= is the magnetization, Heff is the effective field, γ is the Gilbert gyromagnetic
ratio, and α is the damping constant. Equilibrium states at each applied field were found
assuming damping constant α=1 for fast convergence as recommended by the OOMMF
manual and using the lowest possible convergence criteria dM/dt =0.001. Then a magnetic
field pulse (10 Oe) was applied normally to the film plane for the duration of 20 ps. After
the pulse is turned off, excited magnetization vectors for each pixel were recorded every
Δ𝑡𝑡 = 20 𝑝𝑝𝑝𝑝 and for n = 1000 times. The damping constant of α = 0. 008 (standard value for
permalloy [46]) is used during the pulse application. Finally, FFT is applied to the excited
magnetization vectors for each pixel to find the absorption spectrum. The total FMR
absorption spectrum was found by averaging the power absorbed by all pixels. Also, the
spatial distribution of the FMR absorption (mode profile) was found by color plotting the
spectrum in each pixel at the desired frequency. Sample OOMMF problem specification
files and python codes are given in the Appendix.
Physical Property Measurement System
The vibrating reed and ac-susceptibility measurements of the square ASIs and different
Nb/Ni multilayer samples were performed in a Quantum Design-PPMS-675 with a 14T
magnet located in our Center for Advanced Materials (CAM). The PPMS provides a sample
environment with variable temperature (1.9−400) K and magnetic field (up to ±16𝑇𝑇). It is
designed to perform a variety of automated measurements. It can also be easily adapted to
custom user experiments. The different options such as vibrating sample magnetometer,
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thermal transport, electrical transport, torque magnetometer, dilution refrigerator, ac
measurement system (ACMS), etc., available in one instrument, make it a versatile system
of its kind [54].
ACMS option for the PPMS is a user-friendly versatile DC magnetometer and AC
susceptometer that offers extensive susceptibility and magnetization capabilities with
automated temperature and field control. The ACMS insert includes the drive and detection
coils, thermometer, and electrical connections for the ACMS system. The insert fits in the
PPMS sample chamber and contains a sample space that lies within the uniform magnetic
field region of the host PPMS. The DC field and temperature control can be performed
with base PPMS methods. The sample is held within the insert’s coil set on the end of a
thin, rigid sample rod. A rapid and very smooth longitudinal sample motion is achieved
by translating the sample holder by using a DC servo motor located in the ACMS sample

2.8.1 AC Measurement System (ACMS)
Figure 2.13: A schematic diagram ACMS insert and coil-set for PPMS. After (ACMS
user’s Manual, Part No. 1084-100 C-1, Quantum Design)
transport assembly mounted on top of the PPMS probe. The copper drive and detection
coils in the ACMS insert are concentric with the DC magnet of the PPMS. The drive coil
can generate alternating fields of up to ±17 Oe in a frequency range of 10 Hz to 10 kHz.
36

However, larger amplitudes and frequencies can cause heating and should consult the
manual for maximum limits depending on the temperature and frequencies (ACMS User’s
Manual, Part No. 1084-100 C-1 [54]). During the DC extraction method, a constant field
is applied to the measurement region, and the sample is moved quickly through both sets
of coils, inducing a signal in them according to Faraday’s Law. Whereas in the AC
excitation method, an alternating field is applied to the measurement region, and the sample
is positioned in the center of each detection coil. The detection coils indicate how the
applied field is altered by the presence of the sample. The AC method is about three orders
of magnitude more sensitive, but it only measures the change in the magnetic moment,
whereas the DC method provides the absolute measurement of the magnetic moment.

Figure 2.14: Measured AC moment of superconducting Nb film sputtered on Si-substrate.
The real (𝑀𝑀′) and imaginary (𝑀𝑀′′) parts of the AC moment for the applied DC fields H=0
Oe and 100 Oe are shown by different colors. The onset of superconductivity is determined
by an increase in the imaginary part of the AC moment. Note that the 𝑇𝑇𝑐𝑐 ≈ 8.7 𝐾𝐾 (see black
arrow) indicates a good quality of the sputtered film compared to 𝑇𝑇𝑐𝑐 ≈ 9.2 𝐾𝐾 for the bulk
Nb.
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TRANSITION FROM ANTIFERROMAGNETIC TO
QUADRUPOLAR ORDER IN A MODIFIED SQUARE
ARTIFICIAL SPIN ICE
In this chapter, we introduce a modified square artificial spin ice (MSqASI) system. We
also briefly discuss our group’s numerical study [55] of the MSqASI system with the
necessary permissions from the authors to include these results in this dissertation. We
also performed test simulations for smaller samples and lattice sizes to reproduce some of
these results. The numerical study shows two remarkable results: (1) the MSqASI system
undergoes a thermal phase transition from antiferromagnetic to quadrupole order, and (2)
the MSqASI system adopts antiferromagnetic order at low applied magnetic fields and
quadrupole order at higher applied fields within the double-segment sublattice. Moreover,
we briefly discuss our planned study of the possible experimental realization of this
predicted phase transition by using a SQUID magnetometer and suggest some advanced
experimental techniques such as muon spectroscopy or X-ray resonant magnetic scattering
to study the MSqASI system for possible phase transitions.
Introduction
The interactions between 2D nanomagnets arrays can be controlled by design [18, 56, 57].
In disconnected 2D artificial spin ices, these interactions are dominated by the dipolar
interactions between semi-classical, Ising-like film segments stabilized by strong shape
anisotropy. The ASIs can be designed to display various exotic and collective phenomena
such as the ordered states and phase transitions on a mesoscopic scale [18, 58]. The ASIs
were originally fabricated to mimic the frustrated behavior of 3D atomic spin ices, such as
pyrochlore [59] and quadrupole ordering in PrPb3 or Ba(TiO)Cu4(PO4)4 [60, 61]. ASIs
possess significant potential for future application by implementing tunable magnonic band
structures[62] and vertex charge manipulation in reprogrammable systems[56].
Recently, quadrupole order has been reported in an ASI system consisting of
alternating vertical and horizontal parallel nanoisland pairs in a checkerboard pattern [63],
which presents magnetic realization based on non-binary, composite degrees of freedom
corresponding to Potts [64] rather than Ising variables. Another example of a quadrupole
ASI system is our modified square ASI system that consists of three disconnected Ising
segments and a fourth segment replaced by a pair of parallel narrower segments in a unit
cell of a square ASI system. Figure 3.1 shows an example of the MSqASI system of lattice
size nx = 6 and ny = 6, where nx (ny) is the number of columns (rows) of segments in a
square lattice. The substitution of double-segment changes the square unit cell into a
rectangular unit cell as shown by primitive vectors 𝑎𝑎⃗ and 𝑏𝑏�⃗. The vertical segments of the
MSqASI system consist of alternating rows of the double-segment pairs and the
prototypical square ASI segments. The horizontal segments consist only of the prototypical
square ASI segments. We define this horizontal direction to be along the positive x-axis
and y-axis along the length of double-segment pairs.
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Figure 3.1: Modified square artificial spin ice (MSqASI) system. The black nano bars
denote magnetic thin film (typically Permalloy: 𝑁𝑁𝑖𝑖0.80 𝐹𝐹𝑒𝑒0.20 alloy) and white nonmagnetic substrate (e.g. Si or quartz). We define the angle 00 perpendicular to the double
segment and 900 along the length of double-segment. The dashed red rectangle represents
a unit cell of the MSqASI with primitive lattice vectors 𝑎𝑎⃗ and 𝑏𝑏�⃗ .
Dipole and Quadrupole order in the MSqASI

The modified square ASI systems with parallel moments in the double-segment pairs form
dipole order, whereas antiparallel moments in the double-segment pairs form a quadrupole
order. The antiferromagnetic ordering of double-segment chains depends on the degree of
order in the neighboring chains, whereas the quadrupole ordering of each chain is
uncorrelated with that of other chains[59]. Consequently, the magnetic configuration of
each chain can be locally manipulated without affecting other chains. The Monte Carlo
simulations reveal that the modified square ASI system undergoes a thermal transition from
antiferromagnetic to quadrupole order. In addition, the micromagnetic simulations of the
modified square ASI show tunable magnetic ground states in such systems. The
micromagnetic simulations show that the system adopts dipole order at low applied
magnetic fields and quadrupole order within the double-segment sublattice at higher
applied fields [55].
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Vertices of the MSqASI

Figure 3.2: Thirty-two possible magnetic moment configurations of the MSqASI vertex
grouped into ten different energy states.
Due to the strong shape anisotropy, each nanoisland has a magnetic moment along the long
axis in one of two states: up or down for the vertical segments and left or right for the
horizontal segments. The Square ASI vertex has 4 such nanomagnets arranged in a square
lattice. Therefore, each square ASI vertex has N=24=16 possible magnetic moment
configurations. When we replace one of the segments with a double segment, the number
of possible vertex configurations increases by two folds to N=25=32. Therefore, the
MSqASI possesses a high degree of freedom and constitutes a highly frustrated system.
The 32 possible magnetic moment configurations are shown in Figure 3.2. The 32 different
vertices can be divided into 10 different energy subgroups [55]. There are six dipolar
vertices, in which both segments of double-segment pairs have parallel magnetizations,
They are labeled as TD-I to TD-VI in the order of increasing energy. Similarly, four
different subgroups of the quadrupole vertices, in which the two segments of doublesegment pairs have antiparallel magnetization. They are labeled as TQ-I to TQ-IV. The
energy of each vertex configuration calculated using OOMMF simulations for different
values of the spacing d between the two segments of the double-segment pairs is shown in
Figure 3.3. At smaller spacing d near 20 nm, dipole vertices and quadrupole vertices are
nearly degenerate. At a larger spacing d, TD-I configuration is the lowest energy
configuration.
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Figure 3.3: Vertex energy as a function of the separation d of double-segment. Around d =
20 nm, TD-I and TQ-I configurations are nearly degenerate. As d increases, TD-I becomes
the low-energy configuration. After [55].

Figure 3.4 shows the vertices of the prototypical square ASI and an MSqASI.
Square ASI consists of vertices with four-fold symmetry. The substitution of one of the
four segments by a pair of narrower segments (double-segment) removes this rotational
symmetry. The loss of fourfold symmetry can be indexed by a two-dimensional
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vector ψ, as shown in Figure 3.4(c). The two segments with parallel magnetization:
both up 𝜓𝜓(1,1) or both down 𝜓𝜓(−1, −1) form dipole order in the double-segment
sublattice. The other two states with antiparallel magnetization: up and down 𝜓𝜓(1, −1) or
down and up 𝜓𝜓(−1,1) form quadrupole order.

Figure 3.4: Modified Square ASI vertex states. (a) prototypical square ASI vertex, where
𝑊𝑊 and 𝐿𝐿 are width and length of the segments (b) modified square ASI vertex, d is spacing
between segments of the double-segment (c) 4 states of the double segment indexed by
2D-vector 𝜓𝜓 = 𝜓𝜓(𝑖𝑖, 𝑗𝑗), ( 𝑖𝑖, 𝑗𝑗 = 1, −1). After [55].
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Boundary Vertices and Boundary Effects in the MSqASI
Finite-size effects might be significant since the actual samples have finite sizes. The
magnetic moment configurations of the boundary vertices affect the behavior of the
sample. The possible magnetic moment configurations of the boundary vertices are shown
in Figure 3.5. The numerical study [55] shows boundary effects are significant as the vertex
energy depends on whether we include boundary or not. However, considering the large
system size and population of the other vertices compared to the boundary vertices, the
boundary effects in the experimental sample might be less significant. FMR simulation of
the MSqASI system with different boundaries and sizes didn’t show a significant change
in FMR spectra. Therefore, we assumed boundary effects to be less significant for our
experimental ferromagnetic resonance study of the MSqASI sample to be presented in the
next chapter.

Figure 3.5: Possible magnetic moment configurations at the boundary vertex of the
MSqASI system.
Magnetostatic Energy
The antiparallel magnetization in the two segments forms the minimum
magnetostatic energy configuration for the double-segment pairs. At no or low applied
fields, vertex energy is minimum for TD-I vertex for the sample with spacing 𝑑𝑑 ≈ 40 𝑛𝑛𝑛𝑛
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between two segments of double-segment (see Figure 3.3). The experimental study using
ferromagnetic resonance on the MSqASI sample with 𝑑𝑑 ≈ 40 𝑛𝑛𝑛𝑛 will be presented in next
chapter. When we apply the field along the diagonal (45-degree) direction, a Zeeman
energy term is added to the magnetostatic lattice energy.

𝐸𝐸𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 = −𝛥𝛥𝑁𝑁𝑥𝑥 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇 − 𝛥𝛥𝑁𝑁𝑦𝑦 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇

(5)

Where 𝜃𝜃 = 450 , ∆𝑁𝑁𝑥𝑥 (∆𝑁𝑁𝑦𝑦 ) is the difference between the number of Ising segments
aligned along with the +x (+y) and –x (-y) directions, μ is the single-segment dipole
moment, and H is the applied field in the 45-degree direction. Therefore, the favorable net
segment magnetization would be along the direction of the applied field. At low fields,
dipolar energy will be dominant and TD-I configuration would be favorable. At higher
fields, TD-II configuration with magnetization towards right (up) in the horizontal
(vertical) segments is favorable in which the segments are oriented head-to-tail along the
horizontal and vertical direction. In the intermediate fields, it is more likely that the double
segment goes to a minimum energy state with antiparallel magnetization. Other, three
segments possibly try to minimize energy by head to tail orientation in the horizontal
segments and vertical single segment tends to upward moment to align more with the
applied field.
Phase Diagram of the MSqASI
A remarkable phase diagrams (see Figure 3.6) of ordered states in temperature and field
are predicted by a numerical study [55] using a standard metropolis algorithm [3, 65] in
the Monte-Carlo simulation on an MSqASI lattice with parameters d and horizontalvertical segments ratio nx/ny. To obtain these phase diagrams, first, the lattice was
initialized in a dipole (antiferromagnetic) or quadrupole state under zero applied field at
zero temperature. Then the temperature was raised in small steps while the corresponding
order parameter was monitored. These simulations were repeated for different values of
the applied magnetic fields.
The antiferromagnetic (AFC) and quadrupole state (QC) order parameters are
defined as follows:
𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑄𝑄𝑄𝑄 =
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(6)
(7)

where i and j index the lattice sites in horizontal and vertical directions, respectively. N is
the total number of double-segment pairs, and m is the number of lattice moment
configurations (Monte Carlo trials) sampled at each temperature. The value of 𝜓𝜓𝑖𝑖,𝑗𝑗 (0) +
𝜓𝜓𝑖𝑖,𝑗𝑗 (1) in Equation (6) is ±2 for the double-segment dipole state, and zero for the
quadrupole state. Similarly, the value of 𝜓𝜓𝑖𝑖,𝑗𝑗 (0) − 𝜓𝜓𝑖𝑖,𝑗𝑗 (1) in Equation (7) is ±2 for the
double-segment quadrupole state and zero for the dipole state. Using the absolute value of
𝜓𝜓𝑖𝑖,𝑗𝑗 (0) + 𝜓𝜓𝑖𝑖,𝑗𝑗 (1) or 𝜓𝜓𝑖𝑖,𝑗𝑗 (0) − 𝜓𝜓𝑖𝑖,𝑗𝑗 (1), the average of the order parameter of all chains
was defined such that the maximum value for the order parameter is 1.0 for a fully ordered
state, and the minimum value is zero for a fully disordered state.
Figure 3.6 shows phase diagrams for three different cases: (a) d=24 nm, lattice sizes
nx = ny =30 (b) d=40 nm, lattice sizes nx = ny =30, and (c) d=40 nm, lattice sizes ny = 2nx
=42. Each case has two different phase diagrams: one AFC phase diagram and the other is
QC phase diagram. In the AFC phase diagram, lattice was initialized in dipole state and
the AFC order parameter was monitored. Similarly, in QC phase diagrams, lattice was
initialized in a quadrupole state and QC order parameter was monitored. The color change
from red to blue indicates an order-disorder transition. The phase diagrams show the
MSqASI adopts antiferromagnetic order at low field and temperature; and quadrupole
order at low temperature and higher fields.

Figure 3.6: Phase diagrams of the double-segment sublattice as a function of temperature
and applied magnetic field Hx. The left panels show the AFC phase diagram, and the right
panels show the QC phase diagram. The color bar represents order parameter values: red
for maximum and blue for minimum. The following lattice parameters apply: (a) d = 24
nm, nx = 30, ny = 30. (b) d = 40 nm, nx = 30, ny = 30. (c) d = 40 nm, nx = 21, ny = 42.
After [55]
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Future Goals and possible Experimental Realization
The numerical study presented above shows some remarkable results; however, it lacks
support from experimental data. We plan to fabricate a series of samples with segment
length and width similar to those used in the simulation (see Figure 3.8, the SEM image of
our test sample to find an accurate dose to expose). In our design, the sample pattern has
segment length L=400 nm, width W=100nm, double segment length L1=400 nm, width
W1=50nm, double segment separation 40nm. However, these parameters might slightly
change during fabrication. We have created 2 𝑚𝑚𝑚𝑚 × 2 𝑚𝑚𝑚𝑚 square patterns (see Figure
3.8) with permalloy nano-islands of thickness 15nm, which is different from 10nm used in
the simulation. We expect that such large samples with slightly higher thickness increase
the magnetic moment that could be measured in a commercial magnetometer such as
Magnetic Property Measurement System (MPMS) by Quantum Design.

Figure 3.7: Simulated hysteresis loop of MSqASI sample for the applied field along (Hy)
and perpendicular (Hy) to the double-segment. Note the black arrow, which points to the
step-anomaly associated with magnetization reversal events in the double-segment sublattice.
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For samples with magnetic moment well above the noise floor of MPMS, we can
directly measure phase transitions from magnetic moment measured as a function of the
temperature using ac-susceptibility or reciprocating sample option (RSO) or standard DC
measurement techniques available in the MPMS. Considering the low magnetic moment
associated with our patterned sample, it might be difficult to observe such a phase
transition. Yet, we may be able to extract useful information by carefully measuring the
sample moment by sweeping temperature with small applied fields at the different angles
(00, 450, and 900) and comparing data with the calculated moment. We can use the statistical
analysis of the magnetic moment of the Ising segments to find the ordered states.
OOMMF simulation (see Figure 3.7) shows several anomalies in the hysteresis
loop at low fields and evolves into a smooth saturated state at higher fields. Reproducible
anomalies in the hysteretic, low-field data signal a series of abrupt transitions between
ordered magnetization textures, culminating in a smooth evolution into a saturated state
[7]. By comparing measured hysteresis loops at low temperatures with the simulation,
information about the ordered magnetization texture of MSqASI can be extracted.

Figure 3.8: SEM image of an MSqASI test sample on the Si-substrate for the magnetometer
studies. White permalloy nano-islands on black Si substrate.
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The problem with the magnetometer studies is the limited sensitivity to the very
small volume of magnetic samples associated with phase transitions and ordering
phenomena. Due to high sensitivity to the very small volume of magnetic material in the
sample, advanced methods such as soft x-ray resonant magnetic scattering [38] and lowenergy muon spectroscopy (µSR) [36] are ideal tools to study phase transitions and
ordering in the thermally active artificial spin systems. Additionally, we can use scanning
electron microscopy with polarization analysis (SEMPA) and x-ray magnetic circular
dichroism-photoemission electron microscopy (XMCD-PEEM) [3] to directly image the
magnetic moment configurations at the different ordered states.
Conclusion
The numerical study of the modified square ASI created by an ordered substitution of a
segment by a double-segment in the unit cell of 2-dimensional square ASI shows a
remarkable phase diagram associated with antiferromagnetic and quadrupole ordering. It
provides a simple and novel method to study correlations between magnetic frustration and
asymmetry in the system. It also demonstrates that the lattice can be controlled and
manipulated by external magnetic fields, which is promising for future engineering
applications. Therefore, the MSqASI system is important for additional theoretical and
experimental studies. We also briefly discussed our plan to study the antiferromagnetic to
quadrupole transition using a SQUID magnetometer. We also discuss a few other
sophisticated experimental techniques that can be used to study phase transitions in the
MSqASI system. A room temperature experimental study of such an MSqASI system using
broadband FMR spectroscopy and analysis using micromagnetic simulation and fast
Fourier transform (FFT) is presented in the next chapter.
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MAGNETIZATION DYNAMICS IN A MODIFIED SQUARE
ARTIFICIAL SPIN ICE
In this chapter, we present the results of the experimental ferromagnetic resonance (FMR)
study of the modified square artificial spin ice (MSqASI) samples combined with the
interpretative help of micromagnetic simulation and fast Fourier transform (FFT). This
chapter is organized as follows: first, we briefly introduce FMR as a characterization tool.
Second, we discuss the MSqASI sample and its measurement geometry. Additionally, we
use the micromagnetic simulation to identify FMR modes associated with a prototypical
square ASI and the MSqASI system. Then, we present experimental and simulated FMR
absorption spectra obtained by initializing the MSqASI sample magnetization in different
directions. Finally, we conclude with our findings that the simulation and experiment agree
well at higher fields (generally above Ising saturation of the MSqASI sample) but differ at
the lower fields. Experimental data shows two frequency shifts in FMR mode associated
with double-segment sublattice: one up shift at the low applied field and the other down
shift near Ising saturation of the double segments. By analyzing the experimental FMR
data and the various simulations we conclude that the double-segment sublattice adopts
dipole order (i.e. two segments of the double-segment sublattice possess parallel
magnetization) at the low applied fields and quadrupole order (i.e. two segments of the
double-segment sublattice possess antiparallel magnetization) at intermediate fields, and
again dipole order beyond the Ising saturation field of the double-segment when we apply
field along the 45-degree direction of the MSqASI.
Introduction
Ferromagnetic resonance (FMR) is a very useful technique to measure the magnetic
properties of a variety of ferromagnetic materials. It is the precessional motion of a
magnetization of a ferromagnetic material about the applied external magnetic field. The
precession frequency depends on various magnetic properties (e.g., gyromagnetic ratio,
saturation magnetization, magnetic anisotropy) as well as orientation and applied external
field [66, 67]. The FMR signal is proportional to the amount of microwave power absorbed
by the sample at the resonance. We can study the dynamic properties of magnetic thin films
by excitation of standing spin waves due to the magnetic pinning.
There are mainly two major approaches for FMR measurements: (i) a cavity-based
system [68] and (ii) striplines and coplanar waveguides-based systems [5, 23, 25, 26, 69,
70]. In a cavity-based system, a sample is placed in a resonant cavity and illuminated with
microwave radiation at a fixed frequency while sweeping an applied magnetic field. The
cavity-based systems have a higher signal-to-noise ratio but a narrow frequency band. In
the striplines and coplanar waveguide-based FMR, the signal-to-noise ratio is smaller, but
a wide frequency range can be covered. The cavity-based approach is widely used in
chemistry for the electron spin resonance (ESR) measurements that generally operate in
the x-band frequency range (9 GHz). More recently, advanced measurements with the
systems operating in the Q-band (~34 GHz) are also commonly used [71].
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The broadband ferromagnetic resonance (BB-FMR) spectroscopy is a powerful
probe of the magnetization dynamics in artificial spin ices [5, 20, 24, 62, 69, 72-75].
Comparing data with micromagnetic simulations, we can detect resonances originating
from a certain group of the ASI segments having a specific orientation of the magnetization
to the applied field [62]. For the applied fields below the Ising saturation (which is typically
below 1000 Oe for the ASI samples), the orientation of the Ising-like macrospins that
belong to a particular subgroup of the segments can be identified by analyzing FMR
spectra. The high-frequency FMR modes generally belong to segments that make a small
angle to the applied field. Therefore, the rotational FMR can be used to determine the
symmetry of the lattice and the shape anisotropy [5, 7, 26, 69].
Based on the field dispersion of resonance frequency, df/dH, FMR spectra can
reveal different kinds of reversal and ordering events such as chiral order (i.e. sublattice
with flux closure state), which has degenerate FMR modes at zero fields. This degeneracy
is lifted by applying an external field H, such that the resonances of segments with Ising
spins aligned parallel (antiparallel) to the field have positive (negative) df /dH [23, 72].
The modified square ASI exhibits such a flux closure motif, which is also implicated by
step anomalies and plateaus (see Figure 3.7) observed in the magnetization M(H) [24].
Sample Details and Measurement Geometry
The MSqASI samples were patterned on a quartz (SiO2) substrate. The substrates were
cleaned by sonication in acetone and IPA for 3 min each, then rinsed in DI water and
blown dry with compressed N2. Any remaining organic solvents were removed from the
substrates by plasma O2 cleaning. The substrates were then spin-coated with a bilayer of
PMMA A4, 495-K and 950-K resist. Before patterning, a 7-nm-thick layer of Au was
sputtered on the bilayer of PMMA A4 to reduce any charging caused by the insulating
nature of the quartz substrates. The PMMA was then exposed using electron beam
lithography. The Au film was then removed with a standard Au etch solution. The exposed
PMMA A4 bilayer was then developed in a solution of ethyl alcohol and DI Water.
Samples were then loaded into an electron beam evaporator system. A vacuum of
approximately 5.0 × 10−7 𝑡𝑡𝑡𝑡 8 × 10−7 Torr was achieved before deposition of permalloy
at a rate of 0.03 nm/s to the desired thickness of 15 nm. Aluminum was then deposited
at a rate of 0.02 nm/s to the desired thickness of 1.5 nm to passivate the permalloy to
oxidation. Thickness and deposition rate were estimated with a calibrated crystal
thickness monitor placed inside the electron beam evaporator chamber. Samples were then
submerged in Microposit 1165 for 18-24 hours to facilitate the removal of resist and
deposited material from the spaces between segments during the lift-off procedure.
A final check of pattern quality, location, and dimensions was done using
scanning electron microscopy (SEM) imaging in a Raith eLine Electron Beam
Lithography System. Figure 4.1 shows an SEM image of an MSqASI sample (ID: V38A).
50

The patterned sample was a rectangular grid of 4 × 80 squares of approximately
95𝜇𝜇𝜇𝜇 × 95𝜇𝜇𝜇𝜇 dimension with a lattice spacing of 100 𝜇𝜇𝜇𝜇.

Figure 4.1: SEM image of part of an MSqASI sample (ID: V38A) on a quartz substrate.
(a) Note the pattern itself is rotated 450 to apply DC field along the diagonal of the square
unit cell (see blue arrow) to increase the rf-coupling with the magnetic lattice. (b) Lowresolution SEM image of part of a rectangular grid of 4 × 80 squares of approximately
95 𝜇𝜇𝜇𝜇 × 95 𝜇𝜇𝜇𝜇 dimension with a lattice spacing of 100 μm.
The broader segments have an elongated shape with length L≈380 nm, width W≈120 nm.
Each segment of double-segments is slightly shorter with length 𝐿𝐿1 ≈ 360 nm and width
𝑊𝑊1 ≈ 70 𝑛𝑛𝑛𝑛 . The thickness of permalloy was 15 nm. The lattice constants of the
rectangular unit cell of the MSqASI are approximately 𝑎𝑎 = 590 𝑛𝑛𝑛𝑛 and 𝑏𝑏 = 1080 𝑛𝑛𝑛𝑛.
The distance from the bottom of the double segment to the top edge of the horizontal
segment is nearly 20 nm whereas the distance from the top of the double segment to the
lower edge of the horizontal segment is nearly 40 nm. This offset of nearly 20 nm was
introduced to avoid frustration among chains so that the chains go into a similar state and
the whole double-segment sublattice can relax into quadrupole ordered state with the
applied field.
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Room-temperature broadband FMR spectroscopy measurements were performed
on MSqASI samples in a flip-chip configuration using a photo-lithographically created
copper microstripline as explained in method section 2.6. We analyzed the data with the
help of micromagnetic simulations of the MSqASI system using the method discussed in
section 2.7. We initialized the MSqASI sample magnetization in different directions and
measured FMR absorption by applying external DC field H along the diagonal of the
prototypical square lattice as shown in Figure 4.1. The experimental results and analysis
using micromagnetic simulation are presented below.
Results and Discussion
4.3.1 Simulated FMR Spectra of Prototypical Square ASI and MSqASI

Figure 4.2: Comparison between the simulated FMR spectra of a square ASI and an
MSqASI. The simulated images are shown as insets where blue/green arrows represent
the direction of M/H. We define angles as shown by black arrows. The dimensions of the
segments were the same as those of the MSqASI sample (see Figure 4.1). Different FMR
modes are labeled by Roman numerals. Color bar represents the intensity of absorption: 1
(dark) for maximum absorption and 0 (light) for no absorption.

we used the OOMMF Software to simulate the FMR spectrum of a prototypical
square ASI with the dimensions equal to the broader segments of our MSqASI sample i.e.
length L=380 nm, width W=120 nm, square lattice constant a=590 nm, and the thickness
of the permalloy film t=15 nm. We saturated/initialized the magnetizations along the 0degree direction by assigning saturation magnetization vector (1, 0, 0) to black color in the
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OOMMF problem specification file. The FMR spectrum was obtained by applying the DC
field along the diagonal of the square lattice (i.e. 45-degree direction as shown by green
arrows in Figure 4.2). We repeated this simulation for the MSqASI sample, in which one
of the four segments of each square unit cell is replaced by a double-segment with each
segment having length L1=360 nm, width W1=70 nm, and separated by a distance d=40
nm (see inset in Figure 4.2b).
Figure 4.2(a) shows the simulated FMR spectrum of a square ASI. The different
modes associated with excitation in certain segments are labeled by Roman numerals
followed by alphabets (a,b,c, etc.) as subscripts to represent different parts/types of the
modes depending on the magnetization state. Similarly, Figure 4.2(b) shows the simulated
FMR spectrum of an MSqASI sample. We can see that all the FMR modes of a prototypical
square ASI can also be observed in the FMR spectrum of the MSqASI. In addition, we can
see three other modes labeled as IVa, IVb, and IVc. The resonance mode IVa is weak. It
goes down in frequency as we increase the applied field and disappears nearly at 650 Oe.
This appearance and disappearance or strengthening and weakening of FMR modes
suggest a rearrangement of magnetization or co-existence of the different ordered states.
The mode-IV is the characteristic of the double-segment sublattice of the MSqASI.
Moreover, there is a sudden frequency shift from mode IVb to mode IVc near the applied
field H=650 Oe. This shift is associated with the Ising saturation of double-segment where
the component of the applied magnetic field is strong enough to flip magnetization of every
segments of double-segment sublattice upwards. Then, the double segment sublattice
enters into dipole state (i.e. both segmentsof double-segment pair with parallel upward
magnetization).
The magnetization textures for each applied field were obtained by energy
minimization using RungeKutta Evolver to solve the LLG equation. Figure 4.3 shows the
magnetization texture of a square ASI at different applied fields H = 0 Oe, 100 Oe, 300 Oe,
500 Oe, and 700 Oe along the 45-degree direction as shown by the green arrow. We
saturated the sample towards the right. Then, OOMMF solves for the minimum energy
configuration at a given applied field in a certain direction. At the H=0 Oe field, some
domains are formed within a single segment as indicated by different colors. This could be
due to instability in finding the minimum energy configuration when OOMMF tries to
minimize the energy of the system. Sometimes, OOMMF fails to converge into a minimum
energy configuration at H=0 Oe, and it aborts the simulation without completing, especially
when the size of the simulated image and the number of pixels are large. Sometimes,
starting the simulation from a non-zero field helps for fast convergence. Zero-field
magnetization texture remains unchanged nearly up to 400 Oe where the prototypical
square ASI segments flip magnetization direction to align more towards the applied field.
This event is characterized by the disappearance of the Mode-Ia from the FMR spectrum
in Figure 4.2(a).
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Figure 4.3: Simulated magnetization textures of a square ASI at different applied fields H.
The color wheel shows the direction of the magnetization depending on the color of the
segment (e.g. red → right, cyan → left, green → up, purple → down)
Similarly, Figure 4.4 shows the simulated magnetization textures of the MSqASI
system at the different applied fields along the 45-degree direction. The double-segment
sublattice adopts a quadrupole state (i.e. two segments of double-segment pair have
antiparallel magnetization). First, the broader segments flip magnetization from down to
up near 400 Oe, which is consistent with magnetization reversal for prototypical square
ASI. Second, the segments of the double-segment pairs flip magnetization from down to
up near 650 Oe. This reversal event is associated with the frequency-shift between FMR
mode-IVb and IVc as shown in Figure 4.2(b). If the applied field is further increased, the
magnetization of the segments rotates to align with the field direction.
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Figure 4.4: Simulated magnetization textures of an MSqASI at different applied fields H.
The color wheel shows the direction of the magnetization depending on the color of the
segment (e.g. red → right, cyan → left, green → up, purple → down)
Figure 4.5 shows the total FMR absorption spectra of a square ASI and an MSqASI.
The resonance peaks are labeled as Ia, Ib, II, III, and IV which are the same as shown in
Figure 4.2. At low fields, the absorption peak labeled IV shows the maximum absorption.
This means maximum absorption takes place at the double-segments sublattice. Near 300
Oe and above, the mode labeled Ib shows peak absorption. This mode is associated with
the power absorption in the prototypical square ASI segments.
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Figure 4.5: Simulated total FMR absorption spectra of a prototypical Square and the
MSqASI at H=100 Oe and 800 Oe. Inset shows the simulated image. The green arrow
points to the direction of the applied field. The yellow arrow denotes the initial saturation
magnetization direction.
We can identify segments associated with a certain resonance by analyzing the spatial
distribution of simulated FMR absorption (mode profile). The FMR mode profiles for the
prototypical square ASI and the MSqASI at the applied field H=100 Oe and 800 Oe are
shown are Figure 4.6 and 4.7. The mode-I is a uniform mode associated with the excitation
across the whole sample for prototypical square ASI. It is degenerate at zero fields. It splits
into two modes: mode-Ia and Ib as we increase the applied field (see Figure 4.2). The
mode-Ia is associated with the total magnetization antiparallel to the applied field. The
mode-Ib is associated with the total magnetization parallel to the applied field. When all
the segments flip to align magnetization towards the applied field, mode-Ia disappears. The
magnetization parallel/antiparallel to the applied field shows a positive/negative slope in
frequency-field dispersion (see Figure 4.2). Comparing the magnetization texture (Figure
4.3(b) and the mode profile (see Figure 4.6(a)), we can see that the mode-Ia is due to
56

segments with magnetization pointing down. The modes Ia and Ib show maximum
absorption at the middle of the segments whereas mode-II shows maximum absorption
near the ends of the segments. Maximum absorption occurs at the vertices for the third
mode-III. The mode profiles become more apparent in the higher fields.

Figure 4.6: Spatial distribution of simulated FMR absorption for different resonance modes
in a prototypical square ASI at H=100 Oe and 800 Oe. (a) Color bar denotes absorption
strength: red maximum absorption and blue no absorption.
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Figure 4.7: Spatial distribution of simulated FMR absorption for the different resonance
modes in an MSqASI at H=100 Oe and 800 Oe. (a) Color bar denotes absorption strength:
red maximum absorption and blue no absorption.
Figure 4.8 shows the simulated magnetization textures and FMR mode profiles
corresponding to the double-segment sublattice. The mode-IV associated with the FMR
absorption from the double-segment shows interesting field evolution. Both segments of
the double segment have nearly the same absorption at the same resonance mode when no
field is applied. As we increase the applied field, more absorption takes place at one of the
two segments. After we cross the Ising saturation of double-segment near 650 Oe, almost
the same absorption takes place in both segments but with a small spatial offset. In the
intermediate fields, double-segment shows two modes: one for segments with
magnetization up and the other for segments with magnetization down. The mode related
to the segments with magnetization down was found to be weaker than the other one for
segments with magnetization up.
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Figure 4.8: Magnetization textures and mode profiles of the double-segment FMR mode at
the different fields. (a) Magnetization textures. The color wheel denotes the direction of
the magnetization depending on the color of the segment (e.g. red → right, green → up,
purple → down). (b) Spatial distribution of simulated FMR mode-IV. Color bar denotes
absorption strength: red maximum absorption and blue no absorption.
4.3.2 Experimental and Simulated Frequency-Field Sweeps with the MSqASI
Sample Initially Saturated along the 45-Degree Direction.
We initialized the experimental sample along 45 degrees direction (see Figure 4.1) by
applying a DC field H=3000 Oe. We brought the field down to zero with no overshoot. We
expect the magnetic moment configuration to be TD-II (see Figure 3.2) with all vertical
segments having the magnetization upward and horizontal segments having the
magnetization towards the right. Therefore net magnetization points to the 45-degree
direction, as shown in Figure 4.9a). We took FMR absorption spectra by sweeping
frequency from 6 GHz to 12 GHz at every field-step of 10 Oe from 50 Oe and up to 1000
Oe applied in the same direction (i.e. along the 45-degree direction). We performed the
OOMMF simulation by initializing the saturation magnetization using different color
vectors to denote magnetization directions in different segments of the simulated image.
The black color denotes the magnetization direction towards right i.e. (1, 0, 0) or 0 degrees,
and the blue color denotes magnetization direction up (0, 1, 0) or 90 degrees. Therefore,
the net initial saturation magnetization vector is along (1, 1, 0), which is the same as the
direction of the applied field the 45-degree. The direction of the initial saturation
magnetization is denoted by a yellow arrow whereas the direction of the applied field
during measurement, is denoted by a green arrow (see Figure 4.9a).
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(3000 Oe, 45-degree →0 Oe, no overshoot → measured 50 Oe and up, 45-degree)
Figure 4.9: Measured broad-band FMR absorption spectra of the MSqASI sample
initialized along 45 degrees. (a) Simulated image with the sample initialized by defining
magnetization vectors using color code. In the experiment, we initialized/saturated the
sample by applying field H=3000 Oe at 45 degrees. Note the yellow arrow denotes the
direction of initial net magnetization M. The green arrow denotes the direction of applied
field H during measurement. (b) Measured FMR absorption at different fields. The minima
represent maximum absorptions.. FMR modes are labeled by Roman numerals and
alphabets as subscripts.
Figure 4.9(b) shows the measured broad-band FMR spectrum at different applied
fields. The Frequency shifts and broadening of FMR modes are observed as we change the
applied field. Some modes disappear, or new modes appear. For example, the FMR mode
II becomes distinct after 600 Oe applied field, but it is barely visible at 500 Oe. At low
fields, we find two modes (IVa and IVb just below 11 GHz) that correspond to doublesegment sublattice. At higher fields, we observe only one mode (labeled IVc) related to
absorption in double-segments.
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Figure 4.10: Experimental and simulated frequency-field sweeps aong the 45-degree
direction. (a) Experimental FMR spectra. Note the blue arrows point to frequency-shifts
which indicate magnetization reversal events (b) Simulated FMR spectrum. The different
modes are labeled using Roman numerals.
The experimental and simulated frequency-field sweep data for the initialization along 45degree direction are shown in Figure 4.10. It is found that the simulation and experimental
FMR spectra agree well above the Ising saturation of the double-segment subgroup (i.e.
above 600 Oe). However, low field experimental spectra differ from simulated spectra at
lower fields. This discrepancy is an interesting result. It indicates that the sample undergoes
magnetization reversal due to thermal agitations after or even before we apply magnetic
fields. At higher fields, magnetostatic forces are stronger and the thermal effects are
negligible. Therefore, simulation and experimental FMR spectra agree with each other. We
don’t take the thermal effects into account for the micromagnetic simulation of the FMR
spectrum. However, this is consistent with the Monte Carlo simulation that shows
antiferromagnetic to quadrupole order in an MSqASI system [55] discussed in chapter 3.
The observed FMR modes related to the double-segment sublattice are labeled IVa,
IVb, and IVc. At low fields, mode IVa (near 10 GHz) appears strong and disappears nearly
after 300 Oe applied field. Another mode labeled IVb appears near 11 GHz at a slightly
higher field (150 Oe). There is a slight downward shift in mode IVb near 600 Oe. This shift
is consistent with the magnetization reversal from quadrupole (antiparallel magnetization
of the double-segment) to dipole (parallel magnetizations of the double-segment). The
applied field is close to the Ising saturation field of the double-segment sublattice. This
shows that there are some segments of double-segment sublattice that switch magnetization
from down to up. As we initialized the sample along 45 degrees, we expect vertical
segments to have magnetization up. However, the experimental FMR spectrum shows a
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frequency shift related to magnetization reversal of some segments of double-segment
sublattice switching magnetization from down to up. This shows rearrangement of the
double-segment magnetization at the low applied fields (near 150 Oe). Near 150 Oe, we
can see two coexisting modes IVa and IVb.

Figure 4.11: Total absorption and spatial distribution of the simulated FMR absorption
spectra for H=100 Oe along the 45-degree direction. (a) Simulated total absorption (b)-(d)
Spatial distribution (mode profiles) of FMR absorption. Red denotes maximum absorption
and blue denotes minimum absorption.
From Figure 4.10b, we can see that the simulated FMR spectrum smoothly
increases with the increase in the applied field. However, the experimental data shows that
there are discontinuities near 150 Oe, 450 Oe, and 600 Oe. These discontinuities suggest
that the actual sample undergoes magnetization reversal to rearrange magnetizations into a
different state from the initialized state at these applied fields. As discussed above, the
discontinuity in FMR mode near 150 Oe is related to magnetization reversal within the
double-segment. The anomaly near 450 Oe is possibly due to the Ising saturation of
prototypical square ASI or the broader segments. 620 Oe is near the Ising saturation field
of narrower segments of the double-segment sublattice. The double-segment FMR mode
is observed at a higher frequency compared to that associated with broader segments. This
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shows that the resonant frequency strongly depends on geometrical confinement and shape
anisotropy. The shape and size of the patterned magnetic thin films play a crucial role in
tuning the spin waves. Therefore, we can modify the spin waves by the geometrical design
of these nanomagnets.
Analyzing simulated mode profiles (see Figure 4.11 ) of the MSqASI sample, we can
identify the segments where maximum absorption occurs for a particular FMR mode. For,
example, the FMR mode-I is related to the absorption by the prototypical square ASI
segments of the MSqASI. This mode (See Figure 4.10b) is the strongest observed FMR
mode in simulation and experiment.

4.3.3 Experimental and Simulated Frequency-Field Sweep with the MSqASI Sample
Initially Saturated Opposite to the 45-Degree Direction.
To understand the behavior of the MSqASI sample at low fields, we repeated the same
measurement but initialized the sample magnetization in the opposite direction of the
applied field (see Figure 4.12) by applying a DC field H=-3000 Oe along 45 degrees. We
brought the field down to zero without any overshoot. We expect the magnetic moment
configuration to be another TD-II (see Figure 3.2) with all vertical segments having the
magnetization downward and horizontal segments having the magnetization towards the
left. Therefore, net magnetization points opposite to the 45-degree direction, as shown in
Figure 4.12a). We performed the OOMMF simulation by initializing the saturation
magnetization using different color vectors to denote magnetization directions in different
segments of the simulated image. The red color denotes magnetization direction towards
left (-1, 0, 0) or 180 degrees, and the green color denotes magnetization direction down (0,
-1, 0) or -90 degrees. Therefore, the net initial saturation magnetization vector is along (1, -1, 0), which is opposite to the direction of the applied field during measurement along
the 45-degree direction.
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(-3000 Oe, 45-degree →0 Oe, no overshoot → measured 50 Oe and up, 45-degree)

Figure 4.12: Measured broad-band FMR absorption spectra of the MSqASI sample
initialized opposite to the 45-degree direction. (a) Simulated image with the sample
initialized by defining magnetization vectors using color code. In the experiment, we
initialized/saturated the sample by applying field 𝐻𝐻 = −3000 𝑂𝑂𝑂𝑂 along the 45-degree.
Note the yellow arrow denotes the direction of initial net magnetization M. The green arrow
denotes the direction of the applied field H during measurement. (b) Measured FMR
absorption at different fields. The minima represent maximum absorptions. FMR modes
are labeled by Roman numerals and alphabets as subscripts.
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Figure 4.13: Experimental and simulated frequency-field sweeps for the sample initially
saturated opposite to the 45-degree direction. (a) Experimental FMR spectra. Note the red
double arrow point to frequency shifts which indicate magnetization reversal events (b)
Simulated FMR spectrum. Different FMR modes are labeled by Roman numerals followed
by subscripts e.g. a, b, and c. Note that the vertical lines near 400 Oe and 600 Oe are due
to resonance pickup at all frequencies during magnetization reversals.
Figure 4.13 shows the experimental and simulated frequency-field sweeps of FMR spectra
for the MSqASI sample magnetization initialized in the direction opposite to the applied
field. At low fields, the simulation shows robust absorption spectra for both doublesegment sublattice (IVa) and square ASI prototype (Ia), which correspond to magnetization
component antiparallel to the applied field. However, measured data deviates from
simulation. As we increase the applied field, mode-Ia only slightly decreases with the
applied field in the experiment whereas it decreases drastically in simulation. In the
experimental spectra, mode labeled IVa near 10 GHz shows a small negative slope at a low
field and disappears near below 300 Oe applied field. At this field, we see a mode labeled
IVb with a higher resonance frequency slightly above 11 GHz. The mode-IVa matches
more with the dipole state in which we initialized the sample whereas the mode-IVb
matches closely with the simulated results for the quadrupole state of the double-segments
(see Appendix 2). Therefore, this frequency shift indicates that the double-segment
sublattice undergoes a transition from a dipole to a quadrupole state. Such a reversal of
magnetization is observed in simulated magnetization textures only near 600 Oe.
Figure 4.14 shows the simulated magnetization textures at different applied fields along
the 45-degree direction. At low fields, magnetization textures match our initialized state.
Near 400 Oe magnetization reverses first in horizontal segments and then in vertical
segments. At a higher field near 600 Oe, dipole state double-segment pairs with both
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segments having downward magnetization switch to quadrupole state with magnetization
in one segment up and the other segment down. Finally, at higher fields, magnetization
aligns with the applied field. In experimental FMR spectra, we observed a knee anomaly
with a slight downward shift between two modes labeled IVb and IVc near the Ising
saturation field of double segments.

Figure 4.14: Simulated magnetization textures of the MSqASI at different applied fields
for the sample initialized opposite to 45-degree direction.Color wheel for Red-Green-BlueRed colormap represents magnetization direction. The green arrow represents the direction
of the applied field.
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4.3.4 Experimental and Simulated Frequency-Field Sweep with the MSqASI Sample
Initially Saturated along the 0-Degree Direction

(3000 Oe along 0-degree →0 Oe, no overshoot → measured 50 Oe and up, 45-degree)
Figure 4.15: Measured broad-band FMR absorption spectra of the MSqASI sample
initialized along 0 degrees. (a) Simulated image with initialization defined by
magnetization vectors using color black (1, 0, 0). In the experiment, we initialized/saturated
the sample by rotating the sample to the 0-degree direction and applying field H=3000 Oe.
Note the yellow arrow denotes the direction of initialized saturation magnetization M. The
green arrow denotes the direction of applied field H during measurement. (b) Measured
FMR absorption at different fields. The minima represent maximum absorptions. FMR
modes are labeled by Roman numerals followed by alphabets as subscripts.

Figure 4.15(b) shows experimental FMR spectra for the MSqASI sample when the
sample was saturated along 0 degrees by rotating the sample to the 0-degree direction
(perpendicular to the length of double-segment) and applying field H=3000 Oe. Then, the
field was turned off without any overshoot and the sample was rotated back to the 45degree direction to take the FMR absorption spectra with applied field 50 Oe and up along
45-degree. We performed OOMMF Simulation by assigning a black color to denote the
saturation magnetization vector towards the right. The simulated image and sample
geometry during measurement are shown in Figure 4.15(a).
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Figure 4.16: Experimental and simulated frequency-field sweeps for sample initially
saturated along 0-degree. (a) Experimental FMR spectra. (b) Simulated FMR spectrum.
Different FMR modes are labeled by Roman numerals followed by subscripts e.g. a, b, and
c. Note that the vertical lines near 400 Oe and 600 Oe are due to resonance pickup at almost
all frequencies during magnetization reversals.
Figure 4.16 shows the experimental and simulated FMR spectra for sample
initialization along 0-degree. The simulation shows only one frequency shift near the Ising
saturation region of the double-segment sublattice. But the experimental FMR spectra
show another frequency shift at lower applied fields. FMR mode-IV which is associated
with the double-segment sublattice shows a frequency shift near 200 Oe and 600 Oe.
Similarly, mode II shows a frequency shift near 400 Oe. Simulated spectra show vertical
lines like structures near the reversal region as the system picks up many resonances due
to magnetization rotation at these applied fields.
4.3.5 Experimental and Simulated Frequency-field Sweep with the MSqASI Sample
Initially Saturated along 180-Degree.
There are two cases in the experiment where the field is perpendicular to the double
segments. We repeated the experiment by applying H= -3000 Oe at the 0-degree, then
turning the field off without any overshoot and rotating back to 45-degree for the
measurement. We initialize the sample magnetization towards the left by assigning the
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saturation magnetization vector (-1, 0, 0) to the color red and performed simulation by
applying a field along the 45-degree direction. Simulated image with its geometry showing
the initialized magnetization M and applied field H are shown in Figure 4.17(a).

Figure 4.17: Measured broad-band FMR absorption spectra of the MSqASI sample
initialized along the 180-degree. (a) Simulated image with the initialization defined by
magnetization vector using color red (-1, 0, 0). In the experiment, we initialized/saturated
the sample by rotating the sample to the 0-degree direction and applying field 𝐻𝐻 =
−3000 𝑂𝑂𝑂𝑂. Note the yellow arrow denotes the direction of initialized saturation
magnetization M. The green arrow denotes the direction of applied field H during
measurement. (b) Measured FMR absorption at different fields. The minima represent
maximum absorptions. The FMR modes are labeled by Roman numerals followed by
alphabets as subscripts.
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Figure 4.18: Experimental and simulated FMR data after MSqASI sample was initialized
with H= -3000 Oe at 0 degrees and measured by applying field along 45 degrees. (a)
Experimental frequency-field maps with labeled FMR modes. (b) Simulated FMR spectra
with magnetization initialized along (-1,0,0). (c) Measured broad-band absorption spectra
at different fields.

Figure 4.19: Simulated magnetization textures at different applied fields. The sample was
initialized along 180-degree. Color wheel for Red-Green-Blue-Red colormap represents
magnetization direction. The green arrow represents the direction of the applied field.
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(b)

Figure 4.20: Simulated FMR absorption and mode profiles of MSqASI initialized along
1800. (a) Total absorption spectrum (b)-(d) Spatial distribution of FMR absorption at
resonance frequencies labeled as I, II, and IV.
Finite Size and Boundary Effects
Because the experimental sample and the simulated samples were very different. An
obvious question is how we can compare the simulation with the experiment. The FMR
simulations performed on different lattice sizes and the number of vertices shows similar
FMR modes (typically below the applied field H=1000 Oe) except for a slight change in
the intensity of some of the FMR modes. For example, Figure 4.21 shows the simulated
FMR absorption spectrum for two different images with similar initialization in a
quadrupole state. The first one has only two vertices and no boundary vertices. The second
one has 4 vertices and 12 boundary vertices. However, we obtained a similar FMR
spectrum. Therefore, lattice size and boundaries effects are less significant. However, the
dimensions of the ASI segments and magnetization directions have a significant effect. The
narrower the segments have a higher resonance frequency. For example, a narrower
double-segment sublattice has a higher frequency FMR mode compared to broader
71

segments (compare mode-I and mode-IV for the MSqASI discussed above). Also, the
narrower segments have a higher coercive field (see Figure 3.7).

Figure 4.21: Simulated FMR spectrum for the two different images of different sizes and
different number of vertices but with the same initialization. Segment color indicates
magnetization direction (black=right, blue=up, green= down) for initialization and (red
=right, green =up, purple=down) for equilibrium magnetization textures at H=0 Oe.
Dipole and Quadrupole Order
The micromagnetic simulations show that the double-segment sublattice with narrower
segments can be characterized by FMR spectroscopy. The double-segment subgroup
produces a unique FMR mode (IV) distinct from that of the prototypical square ASI
segments. Moreover, we simulated FMR spectra for the different vertex configurations and
ordered states of the MSqASI system to study the behavior of the mode-IV. The final
simulated FMR spectra for different energy vertices are given in Appendix 2. The
simulations show that the dipole state vertices produce a lower frequency FMR mode
compared to that of quadrupole ordered states for the double-segment sublattice. Therefore,
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frequency shift in experimental FMR mode-IV from low to a high below 300 Oe is possibly
associated with the transition from dipole to quadrupole state of the double segment.
Figure 4.13 shows the FMR mode IVa associated with the double segment sublattice.
It has a negative slope which means double segment magnetization is antiparallel to the
applied field. Therefore, initially, each segment of the double-segment subgroup has spins
opposite to the applied field (i.e. downward) which is consistent with our initialization. As
we increase the field, the slope decreases. Near below H=300 Oe, it disappears and a new
mode IVb appears. The new mode IVb is a characteristic of the double-segment sublattice
in the quadrupole state. This is a case of double-segments with a closed-loop of
magnetizations i.e. two segments of double segments having antiparallel moments. This
result is supported by the simulation that we get FMR resonance at a higher frequency for
the quadrupole state (antiparallel segments) compared to that for the dipole state (parallel
segments). This effect is further supported by shifting of resonance frequency from higher
to lower when the applied field is above the Ising saturation of the double-segment
subgroup (see frequency shift from mode IVb to IVc in the simulated spectra, near 600
Oe). Therefore, near below 300 Oe, the sample undergoes a transition into a quadrupole
state if we initialize the system with the double-segment subgroup in a dipole state. This is
consistent with our numerical results presented in chapter 3 where we predict
antiferromagnetic dipole order at the low applied field and quadrupole state at slightly
higher fields.
Conclusion
In this chapter, we explained our MSqASI experimental sample, its geometry for use in our
broadband FMR spectroscopy. We compared the simulated FMR spectra of a prototypical
square ASI and an MSqASI. We found an additional mode in the MSqASI system on top
of all the FMR modes of the square ASI. By analyzing the spatial distribution of the
simulated FMR absorptions, we characterize the FMR mode associated with the doublesegment pairs. We applied different field protocols to initialize samples in the different
directions. Then we measured FMR absorption along the 45-degree direction. The high
field FMR spectra agree very well with the simulation. At low fields, there are some
discrepancies. These anomalies provide interesting results that support the predicted
thermal phase transitions as discussed in chapter 3. The frequency shifts in experimental
data suggest that the system itself could possibly be thermally active to go magnetization
reversal and magnetic order at a low applied field along the 45-degree. By analyzing the
experimental and simulated frequency shifts associated with the double-segment sublattice,
we conclude that the MSqASI system adopts dipole order at a low field or quadrupole order
at a higher applied field along the 45-degree direction. This result is consistent with
predicted [55] antiferromagnetic order at low fields and quadrupole order at higher fields
for the MSqASI.
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FUTURE OUTLOOK AND CONCLUSION
The MSqASI system introduced here opens up a new paradigm for studying magnetic
frustration, magnetic order, and thermal phase transitions. It generates interest in a further
study that includes experimental observation of predicted phase transition discussed in
Chapter 3. The tunable magnetic properties and higher degrees of frustration can be further
explored using novel theories and experiments. We provide a few examples of future goals
that might result in some interesting results.
Tuning the Separation Between two Segments of the Double Segments.

Our group’s numerical study discussed in chapter 3, suggests that the smaller separation d
of the two segments of the double-segment sublattice favors quadrupole ordering and larger
separation favors dipolar ordering. The experimental study of such interaction could reveal
some ideas for understanding micromagnetic properties. For this study, one could design
several samples with the different separations d but with the same prototypical square ASI
lattice and study its effects using FMR spectroscopy.
We present our preliminary results of the simulated FMR spectra for different
separation d between the segments of the double segments. We changed the separation d
from 20 nm to 50 nm in the steps of 10 nm while keeping other parameters the same. The
final field-frequency FMR spectra are shown in Figure 5.1. The decrease in frequency shift
near the Ising saturation field of the double segments is observed. The geometry
(L=400nm, l1=400 nm, W=100nm, W1=50nm) of the samples simulated here had slightly
different geometry from our actual experimental MSqASI sample. Therefore, we get the
FMR mode at slightly higher frequencies as compared to our simulation in the previous
Chapter.
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Figure 5.1: Simulated FMR spectra for frequency field sweeps of MSqASI system with
different double segment separation d. The sample was initialized with magnetizations
towards the right using black color. The field was applied along the 45-degree as shown by
the blue arrow on the simulated image at the center. Note the decrease in frequency shift
(circled blue) at larger d.
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Angular Dependent Magnetization Dynamics of the MSqASI

Figure 5.2: Simulated FMR spectra for MSqASI system at different angles. (a) Sample
geometry and initialized magnetization. FMR spectrum with the applied field H along the
(b) along 𝜃𝜃 = 00 . (c) 𝜃𝜃 = 450 . (d) 𝜃𝜃 = 900 .
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The double-segment sublattice introduces an asymmetry in the prototypical square ASI.
The angular-dependent FMR spectroscopy provides information related to asymmetry and
anisotropy. Therefore, the angular-dependent FMR spectroscopy could provide interesting
results. We tried to measure the MSqASI sample in the different directions: 0
(perpendicular to the double segments), 45-degree, and 90-degree (along the length of the
double segments) but we couldn’t obtain good data possibly due to poor coupling to rffield as we designed the samples to obtain maximum signal along the 45-degree. The
simulation shows different branches in different directions of the sample indicating
maximum absorption from segments that make a smaller angle with the applied field.
Conclusion
In this thesis, we explored a highly frustrated modified square artificial spin ice (MSqASI)
system that consists of elongated permalloy nano-island arrays in a 2-D square lattice. We
designed the sample by an ordered substitution of a double-segment for a nanomagnet array
in the unit cell of the prototypical square artificial spin ice. The numerical study using
micromagnetic simulation shows an interesting macroscopic phenomenon of phase
transition from antiferromagnetic to quadrupolar order in the MSqASI system. The FMR
spectroscopy reveals magnetic order characterized by resonance frequency shifts due to
magnetization reversal events uniquely associated with different subgroups of segments of
the prototypical square ASI and the MSqASI system. We used different field protocols, to
study the magnetic state of the double-segment sublattice. We found that the MSqASI
system adopts dipole order (where two segments of the double-segment have parallel
moments) at the low applied fields and quadrupole magnetic order (where two segments
of the double-segment have antiparallel magnetizations) at the higher applied fields below
the Ising saturation field.
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APPENDICES
APPENDIX 1. VIBRATING REED TECHNIQUE
The vibrating reed (VR) experiments were performed in a QD-PPMS by using a custombuilt cryostat as shown in Figure A 7. The PPMS provides the platform for magnetic field
and temperature control. Moreover, the scripting language in the PPMS MultiVu software
was used to interface a lock-in amplifier and a function generator to the PPMS computer
through GPIB. Data were collected automatically to a file that can also be viewed real-time
on the PPMS-MultiVu graphing window using a macro in MultiVu scripting language.

Figure A.1: Schematic diagram of VR assembly. After [39]
The vibrating reed (VR) is a material that could be configured in a cantilevered
beam geometry. A typical VR (see Figure A.1) can be formed by directly depositing a thin
film or gluing sample at one end of a thin Si cantilever or using the sample itself as a
cantilever (single crystals or foils). The other end of the reed is mounted on one side of a
piezoelectric transducer (piezo bimorph). The advantage of the piezo drive over the
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electrostatic drive [42, 76] is that it applies force on one end of the reed and reduces the
area of the reed influenced by the driving force [39, 77]. To make a VR, a uniform copper
film (100 nm) was sputtered on one side of a thin (𝑡𝑡 = 70𝜇𝜇𝜇𝜇) Si-wafer which acts as a
ground plane. A shadow mask or aluminum foil was used to cover part of a wafer and
sputter thin film sample at one end on the other side of copper-coated wafer pieces to
directy deposit thin film sample on the reed itself. The copper coated Si-chip was then
cleaved into small rectangular cantilever shapes. The thin film samples were glued at the
free end of the reed or directly deposited on a Si wafer coated with copper ground plane on
other side. The typical dimensions of the VR were 𝑙𝑙 ∼ (8 − 15) 𝑚𝑚𝑚𝑚 × 𝑤𝑤 ∼ (1 −
2) 𝑚𝑚𝑚𝑚 × 𝑑𝑑 ∼ 70 𝜇𝜇𝜇𝜇). The substrate was cleaned by rinsing with acetone followed by IPA
and spraying dry nitrogen before deposition of the thin films.

Figure A.2: AC susceptibility and vibrating reed measurement geometries (a) QD-MPMS
AC susceptibility measurement geometries with a stationary sample subject to AC field
�⃗‖𝐻𝐻
�⃗ ⊥
�⃗ . (b) VRM measurement geometries with vibrating sample generating AC field ℎ
ℎ
�⃗ . Parallel/perpendicular geometry refers to reed length parallel/perpendicular to applied
𝐻𝐻
�⃗ . After [39, 77] .
DC field 𝐻𝐻
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In the VR technique, the resonant frequency of a sample proportional to the square
root of the elastic modulus (usually Young’s modulus), is measured [39, 77]. It is also
useful for capacitive detection of the displacement[78], superconducting [42], and
magnetic [40, 76] measurements. Vibrating reed magnetometry (VRM) is particularly well
suited for sensitive measurements of thin films or highly anisotropic samples and is
essentially a transverse AC susceptibility technique that employs very low AC fields
generated perpendicular to the DC applied field. When the VR is oriented parallel to the
applied DC field, an AC field is generated (in the moving VR frame) perpendicular to the
�⃗ exerted
applied field. Shifts of the VR frequency ∆𝑓𝑓 reflect a restoring torque 𝜏𝜏⃗ ∝ 𝑚𝑚
��⃗ × 𝐻𝐻
on the real part 𝑚𝑚′ of the transverse moment created by the AC driving field. The inverse
VR amplitude A-1 measures the AC losses (proportional to the imaginary part 𝑚𝑚′′ of the
transverse moment) generated by the dissipative processes (e.g. internal friction, eddy
current heating) within the sample [39, 42].
A schematic comparison of the basic measurement geometries of the VRM and
MPMS-longitudinal AC susceptibility techniques is shown in Figure A.2. The longitudinal
susceptibility usually denotes the diagonal elements of the susceptibility tensor for a
moment detected parallel to the DC applied field. The transverse susceptibility strictly
refers to off-diagonal elements of the susceptibility tensor that generate an AC moment
detected perpendicular to a static DC, or AC driving field. Both the parallel and
�⃗ (seen in the moving sample frame)
perpendicular VR geometries generate an AC field ℎ
�⃗ [39].
perpendicular to the applied DC field 𝐻𝐻

The basic design of the signal acquisition scheme of the vibrating reed technique is
shown in Figure A.3. An RF-splitter divides the signal from the RF-signal generator into
two paths ‘1’ & ‘2’ while providing the impedance matching. The two output signals
theoretically have equal amplitude, 00 phase relationship, high isolation, and insertion loss
of 3 dB (AN10006, Mini-Circuits). One of the two outputs of a splitter is used to input the
RF-power into the helical RF-resonator by using inductive coupling through a wire loop
just above the helix. The other output is used as a reference signal to the local oscillator
(LO) of an RF-mixer. The VR sample is driven at a flexural resonance by using a piezobimorph. The vibrations of the VR are capacitively coupled to the carrier signal (RF
frequency 𝑓𝑓 ≈ 450 𝑀𝑀𝑀𝑀𝑀𝑀) due to a change in capacitance between VR and the open end of
the helix inside the resonator cavity. Therefore, the helical resonator acts as a capacitive
transducer [77] of the displacement as well as a signal amplifier (quality factor, 𝑄𝑄𝑅𝑅𝑅𝑅 ≈
102 ). It provides second stage of signal amplification beyond that achieved by resonance
of VR itself (102 ≤ 𝑄𝑄𝑉𝑉𝑉𝑉 ≤ 105 ) [15] . The RF-output is taken from the resonator cavity
by using a probe near the open end of the helix. The inductive loop or tapping methods can
also be used to get the RF output [79]. This output signal is then amplified by using a lownoise RF amplifier before entering into an RF coupler. The coupler acts as a splitter but the
output signals are unequal in amplitude. The main signal passes almost unaffected through
the OUT-port while the other proportionally coupled output at CPL-port is 20 dB lower in
amplitude. The CPL signal is amplified by using a low-noise amplifier and then measured
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by using an RF-power meter connected to the power sensor. The RF-mixer is a
demodulator unit. The adjustable line can change the phase of the local oscillator (LO)
signal to the appropriate phase to get the maximum IF signal out of the mixer for either
phase or amplitude modulation i.e. PM or AM configuration. A mixer performs a frequency
translation of the RF-spectrum, simply given by analog multiplication of signals at RF and
LO ports.

Figure A.3: Schematic diagram of the vibrating reed signal acquisition. The rectangular
box denoted by dashed lines shows the signal acquisition unit we constructed. Specific
models used were splitter (ZSC-2-1W), coupler (ZDC-20-1+), amplifiers (ZFL-500-LN+)
and mixer (ZAD-1+) from Mini-Circuits, RF signal generator (hp 8656B or PTS 500),
power meter (hp 432A with hp 478A sensor), function generator (hp 33120A or SRS
DS360), and lock-in amplifier (SR 5210 or PAR 5302). Piezo bimorph (thin, nonmagnetic, made with PZT-5A material) from piezo.com was soldered to the copper base.
The resonator consists of a copper coil soldered to the cylindrical copper cavity. Coax
cables and BNCs were used to make the electrical connections to RF-input and output.
After [39, 77]
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Suppose RF output from the helical resonator be 𝑉𝑉𝑅𝑅𝑅𝑅 (𝑡𝑡) and LO input directly from
the splitter be 𝑉𝑉𝐿𝐿𝐿𝐿 (𝑡𝑡) = 𝑉𝑉𝐿𝐿𝐿𝐿 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝐿𝐿𝐿𝐿 𝑡𝑡). The output-signal from IF-port of the mixer is
given by,
𝑉𝑉𝐼𝐼𝐼𝐼 (𝑡𝑡) = 𝑘𝑘 𝑉𝑉𝑅𝑅𝑅𝑅 (𝑡𝑡)𝑉𝑉𝐿𝐿𝐿𝐿 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔)

Where k is the mixer conversion loss factor.

Taking the Fourier transform of the input and output signals:

𝑉𝑉�𝐼𝐼𝐼𝐼 (𝜔𝜔) =

𝑉𝑉�𝑅𝑅𝑅𝑅 (𝜔𝜔) =
𝑘𝑘 𝑉𝑉𝐿𝐿𝐿𝐿

2 √2 𝜋𝜋

1

√2 𝜋𝜋

∞

∞

∫−∞ 𝑉𝑉𝑅𝑅𝑅𝑅 (𝑡𝑡) 𝑒𝑒 −𝑖𝑖𝑖𝑖𝑖𝑖 𝑑𝑑𝑑𝑑 ,

� 𝑉𝑉𝑅𝑅𝑅𝑅 (𝑡𝑡) 𝑒𝑒 −𝑖𝑖𝑖𝑖𝑖𝑖 �𝑒𝑒 𝑖𝑖𝜔𝜔𝐿𝐿𝐿𝐿 𝑡𝑡 + 𝑒𝑒 −𝑖𝑖𝜔𝜔𝐿𝐿𝐿𝐿 𝑡𝑡 �𝑑𝑑𝑑𝑑
−∞

𝑘𝑘 𝑉𝑉
𝑉𝑉�𝑅𝑅𝑅𝑅 (𝜔𝜔) = 2𝐿𝐿𝐿𝐿 {𝑉𝑉�𝑅𝑅𝑅𝑅 (𝜔𝜔 − 𝜔𝜔𝐿𝐿𝐿𝐿 ) + 𝑉𝑉�𝑅𝑅𝑅𝑅 (𝜔𝜔 + 𝜔𝜔𝐿𝐿𝐿𝐿 )}

(𝐴𝐴. 1)

The IF signal is translated by ±𝜔𝜔. By filtering out the unnecessary frequency portion, the
input signal can be either up-converted or down-converted. If the signals at RF and LO
ports have the same frequency 𝜔𝜔 = 𝜔𝜔𝐿𝐿𝐿𝐿 n, nearly equal amplitude 𝑉𝑉𝑅𝑅𝑅𝑅 ≈ 𝑉𝑉𝐿𝐿𝐿𝐿 , and only
differ by a phase angle 𝜙𝜙:
𝑉𝑉𝑅𝑅𝑅𝑅 (𝑡𝑡) = 𝑉𝑉𝑅𝑅𝑅𝑅 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔 + 𝜙𝜙) and,
𝑉𝑉𝐿𝐿𝐿𝐿 (𝑡𝑡) ≈ 𝑉𝑉𝑅𝑅𝑅𝑅 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝐿𝐿𝐿𝐿 𝑡𝑡)

then, the signal at IF-port for down-conversion mixer has only a DC component of RF
proportional to cos(𝜙𝜙). If the 𝑉𝑉𝑅𝑅𝑅𝑅 is 𝜔𝜔𝐿𝐿𝐿𝐿 modulated by reed frequency 𝛾𝛾, the 𝑉𝑉𝐼𝐼𝐼𝐼 -signal is
proportional to cos(𝛾𝛾𝛾𝛾 + 𝜙𝜙). The 𝑉𝑉𝐼𝐼𝐼𝐼 -signal was analyzed by using a lock-in amplifier
referenced to a function generator that drives piezo-bimorph to excite resonance of the VR.
The following settings were used on the lock-in amplifier:

Filter:

BP, Track

Slope:

6dB

Dynamic Reserve:

High resolution

Sensitivity:

Auto or adjusted as required (Generally in µV range)

Time constant:

30 𝑚𝑚𝑚𝑚 − 10 𝑠𝑠 (in relevance with stability of output voltage)

The resonant frequency 𝐹𝐹 of the helical RF-resonator is found by carefully
adjusting the frequency (near design frequency) on the RF signal generator while observing
maximum power output on the power meter for the given input. The lower 𝐹𝐹1 and upper
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𝐹𝐹2 half power frequencies are found at 3dB power loss on the lower and upper side of 𝐹𝐹.
The quality factor 𝑄𝑄 of the resonator cavity is given by:
𝐹𝐹
(𝐴𝐴. 2)
𝑄𝑄𝑅𝑅𝑅𝑅 =
𝐹𝐹2 − 𝐹𝐹1
is used to find the resonant frequency of the resonator cavity. Once set in maximum power
for the resonator, the power meter barely shows any change in RF power due to vibrations
of the VR.
The resonant frequency, 𝑓𝑓𝑉𝑉𝑉𝑉 of the VR ( free length 𝑙𝑙 , thickness 𝑡𝑡 , Young’s
modulus Y, and density 𝜌𝜌) is found by sweeping frequency of the function generator near
calculated frequency [80] 𝑓𝑓𝑛𝑛 ,
𝑓𝑓𝑛𝑛 =

𝑏𝑏𝑛𝑛2

𝑡𝑡
𝑌𝑌
� 2� �
𝜌𝜌
2𝜋𝜋√3 𝑙𝑙

, 𝑏𝑏𝑛𝑛 = 1.875, 4.694 … 𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛 = 1, 2, …

(𝐴𝐴. 3)

Figure A.4: Mechanical resonance of a Si-reed measured with our vibrating reed probe.
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while observing maximum output voltage (𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 ) on the lock-in amplifier for a certain
piezo-drive voltage. The lower 𝑓𝑓1 and upper 𝑓𝑓2 half-power frequencies are found at voltage
reading (𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 /√2) on the lower and upper side of 𝑓𝑓𝑉𝑉𝑉𝑉 . The VR quality factor, 𝑄𝑄𝑉𝑉𝑉𝑉 is given
by:
𝑄𝑄𝑉𝑉𝑉𝑉 =

𝑓𝑓𝑉𝑉𝑉𝑉
𝑓𝑓2 − 𝑓𝑓1

(𝐴𝐴. 4)

A quick test of the VRM probe can be done in the PPMS by measuring viscous
damping. We tested our VRM probe when the PPMS was warm. The sample space was
purged and vented with the air. Q-factor and amplitude of vibration (detected as voltage)
increase as the damping decreases when we purge and seal PPMS (see Figure A.5). We set
the phase to zero using the auto phase option of the lockin and tracked the resonance with
phase-locked-loop using a macro in MultiVu software with the condition: 𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎 ≤ 𝜖𝜖 =
±0.10 . Then, we swept frequency in the same range at two stable conditions of the sample
space: vented and purged.

Figure A.5: Resonance shift in the vibrating reed due to viscous damping.
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HELICAL RESONATOR
The high Q-factor (≈ 103 ) resonator with a higher resonant frequency can be achieved
through a helical resonator, a wire helix surrounded by a square or cylindrical conductive
shield (see Figure A.6). One end of the helix is connected to the shield and the other end is
left open. The helical resonator resembles the coaxial-resonator but it is much shorter as
the helix used instead of the central conductor reduces the velocity of wave propagation
[79, 81, 82]. Therefore, helical-resonators are more convenient in size to use in small space
cryogenic systems like the Quantum Design-Physical Property Measurement System (QDPPMS).

Figure A.6: schematic diagram of a helical resonator for vibrating reed technique. After
[79, 81].

With their simple design, helical resonators have seen many applications in atomic
frequency standards, plasma physics, precision measurements, and metamaterial research
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[82]. Additionally, it can be used as a capacitive transducer in vibrating reed measurements
[39, 40, 77]. The gap between the tips of the free end of the helix and the vibrating reed
acts like a capacitor. The vibrations of the reed are capacitively coupled to the resonator
cavity. The coupling to input and output can be achieved with a tap wire soldered to helix
at some distance from the shorted end of the helix or wire loop coupling to the magnetic
field near the shorted end or a probe capacitively coupled near the open end [79]. In our
design, the RF-input coupling is achieved by using a wire loop above the shorted end of
the helix and the output coupling by a probe (thick wire isolated from the ground) near the
open end of the helix as shown in Figure A.6.
Electromagnetic energy is stored in the cavity by reflecting radiofrequency waves
back and forth between the walls of the cavity and the only losses are due to finite
conductivity of the cavity walls and dielectric losses of the material filling the cavity [83].
When excitation frequencies are equal to the resonant frequencies, waves are reinforced to
form standing waves in the cavity and allow them to pass while blocking the waves at
nearby frequencies. The sharpness of resonance is measured by quality factor Q of the
cavity, defined as 2𝜋𝜋 times the ratio of the time-averaged energy stored in the cavity to
the energy loss per cycle:
𝑄𝑄 = 𝜔𝜔𝑜𝑜

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

(𝐴𝐴. 5)

where 𝜔𝜔0 is resonance frequency assuming no losses. For constant input voltage, Q of the
cavity is given by:
𝑄𝑄 =

𝜔𝜔0
Γ

(𝐴𝐴. 6)

where Γ is the full width at half maxima.
Design
The unloaded Q of the helical resonator, mounted in a copper shield is primarily determined
by the inner diameter D of the shield (for a square shield, D has to be replaced by 1.2S, S
= side length). Once the shield size and resonant frequency are chosen, the unloaded, Q,
total number of turns in helix, N, winding pitch, P, and characteristic impedance, 𝑍𝑍0 , for
round and square helical resonators with air dielectric inside the cavity, are given by:
𝑄𝑄𝑢𝑢 = 50 𝐷𝐷�𝑓𝑓0
𝑁𝑁 =

𝑄𝑄𝑢𝑢 = 60 𝑆𝑆�𝑓𝑓0

1908
𝑓𝑓0 𝐷𝐷

𝑁𝑁 =
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1590
𝑓𝑓0 𝑆𝑆

(𝐴𝐴. 7)
(𝐴𝐴. 8)

𝑓𝑓0 𝐷𝐷2
𝑃𝑃 =
2312

𝑍𝑍0 =

𝑓𝑓0 𝑆𝑆 2
𝑃𝑃 =
1606

99000
𝑓𝑓0 𝐷𝐷

The dimensions of 𝐷𝐷 and 𝑆𝑆 are in inches, and 𝑓𝑓0 in 𝑀𝑀𝑀𝑀𝑀𝑀

=

82500
𝑓𝑓0 𝑆𝑆

(𝐴𝐴. 9)

(𝐴𝐴. 10)

The winding pitch 𝑃𝑃 is primarily used to determine conductor size to construct the helix.
The conductor size ranges from 0.4 𝑃𝑃 − 0.6 𝑃𝑃. For optimal results, the shield length B,
helix length b, and helix diameter d, are chosen as:
𝐵𝐵 = 1.325 𝐷𝐷

𝐻𝐻 = 1.60 𝑆𝑆

𝑑𝑑 = 0.55 𝐷𝐷

𝐻𝐻 = 0.66 𝑆𝑆

𝑏𝑏 = 0.825 𝐷𝐷

𝑏𝑏 = 0.99 𝑆𝑆

(𝐴𝐴. 11)
(𝐴𝐴. 12)

(𝐴𝐴. 13)

The helical resonator, designed using the above equations, resonates very close to design
frequency. The resonance can be tuned in a small range by compressing or expanding the
helix by using a small brass screw or by using a variable capacitor. To achieve a better Qvalue, the helix and inner surface of the cavity should be made seamless. Plating highly
conducting material e.g. silver on the surface of the cavity and the helix slightly increases
Q [79, 81]. As copper and silver can oxidize and Q decreases over time, a thin layer of
gold can be coated outside to protect the cavity from oxidation.

In our design, we chose the resonant frequency 𝑓𝑓0 = 450 𝑀𝑀𝑀𝑀𝑀𝑀 and the copper
shield 𝐷𝐷 = 0.875 inches inner diameter and 1.00 inches outer diameter to fit into sample
space available in the QD-PPMS. The helix of diameter 𝑑𝑑 ≈ 0.48 inches, number of turns
𝑁𝑁 = 4, winding pitch 𝑃𝑃 = 0.3 inches, and length 𝑏𝑏 = 0.99 inches. The helical coil was
constructed from solid copper wire of 0.08-inch diameter. The helix was soldered coaxially into the copper cavity. The shield length was made longer than given in the design
above to accommodate vibrating reed sample assembly into the cavity. Even in general,
the shield can be made longer to completely contain the electric and magnetic fields [79].
The total length of the shield was 𝐵𝐵 ≈ 2.76 inches with a removable lid at the lower side
of the shield to load/unload the VR sample. The VR was mounted to a adjustable sample
holder using a set screw. The sample holder was attached inside the cavity by using screws
through two tapertaped holes in the shield. The lower end of the cavity was left open. It
makes thermal contact with a blank sample puck of the PPMS. A user thermometer can
also be mounted near the VR sample holder block (copper base) to check offset temperature
with respect to the PPMS base temperature. The schematic diagram of helical resonator
assembly to insert into the PPMS is shown in Figure A.7. The top of the shield was covered
with threaded lid that was desined to connect to steel tube. Additionally, drawing files of
some of the important parts are also given below.
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Figure A.7: Schematic diagram of a helical-resonator-based vibrating reed probe for a QDPPMS environment.

Drawings of different parts of vibrating reed probe:
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APPENDIX 2: SIMULATED FMR SPECTRA FOR DIFFERENT-ENERGY VERTEX
CONFIGURATIONS
Magnetization direction of permalloy segments is defined by assigning color to
magnetization vectors: black = (1,0,0), red = (-1,0,0), blue = (0,1,0), and green = (0, -1,0).
The simulated image and resulting FMR spectra are given for different energy vertices of
MSqASI system (see Figure 3.2 for details about different energy vertices)
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APPENDIX 3: OOMMF PROBLEM SPECIFICATION FILE FOR HYSTERESIS
# MIF 2.1
#Define some parameters
set pi [expr 4*atan(1.0)]
set mu0 [expr 4*$pi*1e-7]
Parameter namefield hysteresis
set name [expr {$namefield}]
#spwecify image size and colors
Specify Oxs_ImageAtlas:atlas {
xrange {0 9.7e-07}
yrange {0 1.46e-06}
zrange {0 15e-9}
viewplane xy
image "image.ppm"
colormap {
black py
red pyr
blue pyb
green pyg
white vacuum
}
}
#specify mesh size
Specify Oxs_RectangularMesh:mesh {
cellsize {5e-9 5e-9 15e-9}
atlas: atlas
}
# Specify Oxs_UniformExchange
Specify Oxs_UniformExchange {
A 13e-12
}
#specify demagnetization field
Specify Oxs_Demag {}
# specify applied DC field in Oe. Use multiplier to convert unit
Specify Oxs_UZeeman [subst {
multiplier [expr 0.0001/$mu0]
Hrange {
{0 0 0 282.8427124746 282.8427124746 0 80}
{282.8427124746 282.8427124746 0 707.1067811865 707.1067811865 0 60}
{707.1067811865 707.1067811865 0 1414.2135623731 1414.2135623731 0 50}
} }]
#specify evolver and time driver. Specify Ms (scalar field) and direction (vector field)
Specify Oxs_RungeKuttaEvolve:evolve {
alpha 1
98

}
Specify Oxs_TimeDriver [subst {
basename $name
evolver: evolve
stopping_dm_dt 0.001
mesh: mesh
Ms {Oxs_AtlasScalarField {
atlas: atlas
values {
py 800e3
pyr 800e3
pyb 800e3
pyg 800e3
vacuum 0
}
}}
m0 {Oxs_AtlasVectorField {
atlas: atlas
values {
py {1 0 0}
pyr {-1 0 0}
pyb {0 1 0}
pyg {0 -1 0}
vacuum {0 0 0}
}
}}
}]
#Record data at every stage
Destination archive mmArchive
Schedule Oxs_TimeDriver::Magnetization archive Stage 1
Schedule DataTable archive Stage 1
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