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Abstract
Generalized doubly resolvable packings (GDRPs) represent a combinatorial characterization of constant composition codes
(CCCs). In this paper, we develop a number of general constructions of GDRPs of type λ1µm−1. As a consequence, a new series
of optimal CCCs is obtained.
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1. Introduction
Let Q = {at : 0 ≤ t ≤ m − 1} be an arbitrary alphabet of m elements. A code C ⊆ Qn over Q of size M and
minimum distance d is referred to as a constant composition code (CCC), or an (n,M, d, [w0, w1, . . . , wm−1])m-
CCC, if each codeword has precisely wi occurrences of ai for any i (0 ≤ i ≤ m − 1), where wi are positive integers
satisfying
∑
0≤i≤m−1wi = n.
The class of constant composition codes includes the important permutation codes and have attracted recent interest
due to their numerous applications (see, for example, [2–4,6,10,17] and the references therein). Ding and Yin [7,8]
gave a combinatorial characterization of constant composition codes. They introduced a type of designs called
generalized doubly resolvable packings described below.
Let X be a set of v elements (called points) andA be a collection of subsets (called blocks). Then the pair (X,A) is
known as an (n, λ)-packing of order v, if every pair of distinct points of X occurs in at most λ blocks, and every point
occurs in precisely n blocks. An (n, λ)-packing of order v is referred to as a generalized doubly resolvable packing,
or a GDRP(n, λ; v), if its blocks can be arranged into an m × n arrayR which satisfies the properties listed below.
• Each cell ofR is either empty or contains one block.
• For 0 ≤ i ≤ m−1, the blocks in row i ofR form awi -parallel class, that is, every point occurs in exactlywi blocks.
• The blocks in every column ofR form a parallel class, that is, every point occurs in exactly one block.
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Here, m and wi are positive integers satisfying
∑
0≤i≤m−1wi = n as before. The multiset T ={w0, w1, . . . , wm−1} is called the type of the GDRP. When more convenient, we use the exponential notation to
describe the type of a GDRP: a GDRP of type 1i2 j3r · · · denotes i occurrences of 1, j occurrences of 2, etc. in the
multiset T .
Theorem 1.1 ([7]). The existence of a GDRP(n, λ; v) of type {w0, w1, . . . , wm−1} is equivalent to that of an
(n,M, d, [w0, w1, . . . , wm−1])m-CCC, where v = M and d = n − λ.
The following example gives an illustration of Theorem 1.1.
Example 1.2. Take n = v = 8, λ = 2, m = 3, w0 = 2 and w1 = w2 = 3. Let R be the following 3 × 8 array of
blocks:
{0, 4} {1, 5} {2, 6} {3, 7} {0, 4} {1, 5} {2, 6} {3, 7}
{1, 2, 7} {0, 2, 3} {1, 3, 4} {2, 4, 5} {3, 5, 6} {4, 6, 7} {0, 5, 7} {0, 1, 6}
{3, 5, 6} {4, 6, 7} {0, 5, 7} {0, 1, 6} {1, 2, 7} {0, 2, 3} {1, 3, 4} {2, 4, 5}
ThenR represents a GDRP (8, 2; 8) of type 2132 over the point set X = Z8. Now take Q = Z3 as the alphabet. Form
a v × n = 8× 8 array C over Z3 fromR:
0 0 1 2 2 0 2 1 1
1 1 0 1 2 2 0 2 1
2 1 1 0 1 2 2 0 2
3 2 1 1 0 1 2 2 0
4 0 2 1 1 0 1 2 2
5 2 0 2 1 1 0 1 2
6 2 2 0 2 1 1 0 1
7 1 2 2 0 2 1 1 0
Here, the (i, j) entry (i ∈ Z8, 1 ≤ j ≤ 8) of C is ai ∈ Z3 if and only if the point i appears in the block at the
intersection of row ai and column j ofR. The rows of C then give rise to an (8, 8, 6, [2, 3, 3])3-CCC over Z3. 
One of the most fundamental problems in combinatorial coding theory is the problem of determining the maximum
size of a code when its other parameters have been fixed. We use Am(n, d, [w0, w1, . . . , wm−1]) to denote the
maximum size of an (n,M, d, [w0, w1, . . . , wm−1])m-CCC. A CCC achieving this size is called optimal. The
following bound was established by Luo, Fu, Vinck and Chen [14].
Lemma 1.3. If nd − n2 + (w20 + w21 + · · · + w2m−1) > 0, then
Am(n, d, [w0, w1, . . . , wm−1]) ≤ nd
nd − n2 + (w20 + w21 + · · · + w2m−1)
.
Throughout what follows, we say that a GDRP(n, λ; v) of type {w0, w1, . . . , wm−1} is optimal if ((∑m−1i=0 w2i ) −
λn) | n(n − λ) and v = n(n − λ)/((∑m−1i=0 w2i ) − λn). From Theorem 1.1, such a GDRP corresponds to an optimal
CCC whose size attains the upper bound in Lemma 1.3. In this paper, we are mainly interested in the case of w0 = λ
and w1 = · · · = wm−1 = µ, where λ and µ are two distinct positive integers with λ < µ. We present a number
of general constructions of such GDRPs in the next section. As a consequence, the existence spectrum of an optimal
GDRP(n, λ; v) of type λ1µm−1 is determined completely in Section 3 in the case 3λ = 2µ.
2. General constructions
Consider an optimal GDRP(n, λ; v) of type {w0, w1, . . . , wm−1}, (X,A), which is represented by an m × n array
R of blocks. By our definition, (w20 +w21 + · · · +w2m−1)− λn > 0 and n(n− λ)/(w20 +w21 + · · · +w2m−1− λn) = v
is an integer. Let fi j (0 ≤ i ≤ m− 1, 1 ≤ j ≤ n) be the size of the block in the cell (i, j) ofR, that is, the size of the
common block of the wi -parallel class and the j th parallel class ofR. By the definition of a GDRP, we have
m−1∑
i=0
n∑
j=1
fi j = nv.
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Counting the number of pairs of distinct points contained in all blocks of the GDRP, we have
λv(v − 1) ≥
m−1∑
i=0
n∑
j=1
fi j ( fi j − 1) =
m−1∑
i=0
n∑
j=1
f 2i j − nv. (1)
By the Cauchy–Schwartz inequality, we also have
n∑
j=1
f 2i j ≥
(
n∑
j=1
fi j
)2
n
= v
2w2i
n
(2)
for any i(0 ≤ i ≤ m − 1). Since v = n(n − λ)/(w20 + w21 + · · · + w2m−1 − λn), both equalities in (1) and (2) must
hold. Therefore, any pair of distinct points of X occurs in exactly λ blocks of A. All blocks in any wi -parallel class
have the same size given by vwi/n = (n−λ)wi/(w20 +w21 +· · ·+w2m−1−λn) for any i (0 ≤ i ≤ m− 1). We record
this fact in the following lemma, which is essentially [7, Lemma 4].
Lemma 2.1. If a GDRP(n, λ; v) of type {w0, w1, . . . , wm−1} is optimal, then for any i(0 ≤ i ≤ m − 1), all blocks in
its wi -parallel class have the same size given by (n−λ)wi/((∑0≤i≤m−1w2i )−λn). Furthermore, any pair of distinct
points occurs in exactly λ blocks.
Taking w0 = λ and w1 = · · · = wm−1 = µ, we obtain the following theorem.
Theorem 2.2. Let λ and µ be two positive integers with λ < µ. Then a GDRP(n, λ; v) of type λ1µm−1 is optimal if
and only if any pair of distinct points occurs in exactly λ blocks of the GDRP and
(µ− λ) | λ,
n = (µ− λ)[(m − 1)(̂λ+ 1)+ λ̂],
λ = (µ− λ)̂λ,
µ = (µ− λ)(̂λ+ 1),
v = n/(µ− λ),
where λ̂ = λ/(µ− λ).
Proof. The sufficiency is straightforward. For the necessity, let (X,A) be an optimal GDRP(n, λ; v) of type
λ1µm−1 represented by an m × n array R of blocks. Then, by definition, we have n = (m − 1)µ + λ and
v = n(n − λ)/(λ2 + (m − 1)µ2 − λn) = n/(µ − λ). From Lemma 2.1, all the blocks in the unique λ-parallel
class in R have the same size given by λv/n = λ/(µ − λ). This implies that λ̂ = λ/(µ − λ) is an integer. So,
λ = (µ− λ)̂λ and µ = (µ− λ)(̂λ+ 1), and hence n = (µ− λ)[(m − 1)(̂λ+ 1)+ λ̂]. 
As an immediate consequence of Theorem 2.2, we have the following result.
Theorem 2.3. Let λ and µ be two positive integers with λ < µ and (µ− λ) | λ. If an optimal GDRP(̂n, λ̂; v̂) of type
λ̂1(̂λ+ 1)m−1 exists, then so does an optimal GDRP(n, λ; v) of type λ1µm−1, where λ̂ = λ/(µ− λ).
Proof. Let (X̂ , Â) be an optimal GDRP (̂n, λ̂; v̂) of type λ̂1(̂λ+ 1)m−1. Then, by definition, n̂ = (m − 1)(̂λ+ 1)+ λ̂
and v̂ = n̂/(̂λ+ 1− λ̂) = n̂. Hence, the desired GDRP can be obtained by taking µ− λ copies of GDRP(̂n, λ̂; v̂) of
type λ̂1(̂λ+ 1)m−1 from Theorem 2.2. 
What Theorem 2.3 says is that to construct an optimal GDRP(n, λ; v)’s of type λ1µm−1 with λ < µ, it suffices to
treat the case µ = λ+ 1. In this case, v = m(λ+ 1)− 1 = n which is uniquely determined by the parameters m and
λ. Further, from the proof of Theorem 2.2, we know that the blocks of the m − 1(λ+ 1)-parallel classes are all of size
λ+ 1, and the blocks of the unique λ-parallel class are all of size λ. For the ease of notation, in what follows we write
k = λ+ 1 and use the notation GDRP∗(k, v) to indicate an optimal GDRP(n, λ; v) of type λ1(λ+ 1)m−1. Whenever
J. Yan, J. Yin / Discrete Applied Mathematics 156 (2008) 2666–2678 2669
this notation is used, the parameters m, λ and n are given byn = v,m = (v + 1)/k,
λ = k − 1.
(3)
Our first construction for GDRP∗(k, v)’s is a frame construction. Let K be a set of positive integers. A
group divisible design, or a (K , λ)-GDD in short, is a triple (X,G,A), where X is a finite set of points, G =
{G0,G1, . . . ,G t−1} is a partition of X into t subsets (called groups), and A is a collection of subsets (called blocks)
of X with |A| ∈ K for any A ∈ A, such that every pair of points from distinct groups occurs in exactly λ blocks and no
pair of distinct points belonging to the same group occurs in any blocks. The group type or the type of a (K , λ)-GDD
is the multiset T = {|G0|, |G1|, . . . , |G t−1|}. The usual exponential notation will be used to describe the type. When
λ = 1, we simply write a K -GDD instead of a (K , 1)-GDD. A (k, λ)-frame of type T is a ({k}, λ)-GDD of type T ,
(X,G,A), in which the blocks of A can be partitioned into partial parallel classes each partitioning X \ G for some
G ∈ G. For any G ∈ G, there are exactly λ|G|/(k − 1) partial parallel classes which partition X \ G.
The notion of a frame was first defined explicitly by Stinson [16] and has been proved to be quite useful in the
constructions of various resolvable designs (see, for example, [9,12]). To extend the standard frame construction to
GDRPs, we require the notion of a frame GDRP or an FGDRP defined below.
Consider a (k, k − 1)-frame of type T , (V, {G0,G1, . . . ,G t−1},A) with t ≥ k + 2 and k||Gi |, 0 ≤ i ≤ t − 1. Let
C j = {u+∑0≤s≤ j−1 |Gs | : u = 0, 1, . . . , |G j |−1} and Ri = {w+∑0≤s≤i−1 |Gs |/k : w = 0, 1, . . . , (|Gi |/k)−1}
for 1 ≤ i, j ≤ t − 1. Define C0 = {u : 0 ≤ u ≤ |G0| − 1} and R0 = {w : 0 ≤ w ≤ (|G0|/k)− 1}. We call this frame
an FGDRP(k; T ) if the blocks of A can be arranged into a (|V |/k)× |V | array satisfying the properties listed below.
We index the rows and columns of the array by the elements of R0, R1, . . . , Rt−1 and C0,C1, . . . ,Ct−1 in turn.
1. Suppose that Fs is the subarray indexed by the elements of Rs and Cs for 0 ≤ s ≤ t − 1. Then Fs is empty.
(These t subarrays lie in the main diagonal from upper left corner to lower right corner.)
2. For any r ∈ Ri (0 ≤ i ≤ t − 1), the blocks in row r form a partial k-parallel class partitioning V \ Gi , that is,
every point of V \Gi occurs in exactly k blocks in row r , while any point of Gi does not occur in any block in row r .
3. For any c ∈ C j (0 ≤ j ≤ t − 1), the blocks in column c form a partial parallel class partitioning V \ G j .
Now we are able to describe our first construction.
Theorem 2.4. Let w be a positive integer. Suppose that there exist an FGDRP(k; {|G0|, |G1|, . . . , |G t−1|}) and
a GDRP∗(k, |Gi | + w) which contains a GDRP∗(k, w) as a subdesign for 0 ≤ i ≤ t − 1. Then there is a
GDRP∗(k, w +∑0≤i≤t−1 |Gi |) which contains a GDRP∗(k, w) as a subdesign.
Proof. Let F be an FGDRP(k; {|G0|, |G1|, . . . , |G t−1|}) defined on V . Let L i be a GDRP∗(k, |Gi | + w) defined on
Gi
⋃{α1, α2, . . . , αw} missing a GDRP∗(k, w) defined on {α1, α2, . . . , αw} for 0 ≤ i ≤ t − 2. Clearly, L i can be
written in the following form:
L i =
Ai Bi
Ci︸︷︷︸ ︸︷︷︸
|Gi | w
}|Gi |/k
}(w + 1)/k
Let L t−1 be a GDRP∗(k, |G t−1| + w) defined on G t−1⋃{α1, α2, . . . , αw} with a GDRP∗(k, w) defined on
{α1, α2, . . . , αw} as a subdesign. It can be written in the following form in which Dt−1 is a GDRP∗(k, w) defined
on {α1, α2, . . . , αw}.
L t−1 =
At−1 Bt−1
Ct−1 Dt−1︸︷︷︸ ︸︷︷︸
|G t−1| w
}|G t−1|/k
}(w + 1)/k
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We now construct a GDRP∗(k, w+∑0≤i≤t−1 |Gi |) defined on V ⋃{α1, α2, . . . , αw} from F and L i (0 ≤ i ≤ t−1).
It is given by the following ((|V | + w + 1)/k)× (|V | + w) array:
E =
A0 B0
A1 F B1
. . .
...
At−1 Bt−1
C0 C1 · · · Ct−1 Dt−1︸ ︷︷ ︸ ︸ ︷︷ ︸
|V | w
 |V |/k
}(w + 1)/k
It can be checked easily that the blocks in a certain row of the last (w + 1)/k rows of E form a (k − 1)-parallel
class, while the blocks in any other row form a k-parallel class. Also, the blocks in each column of E form a parallel
class. Meanwhile, every pair of distinct points occurs at most k − 1 times in the blocks. 
Turning to our next construction, we first define an incomplete GDRP. Consider a ({k}, k − 1)-GDD of type gt ,
(V, {G0,G1, . . . ,G t−1},A) with t ≥ k + 1. Let C j = {u + g j : u = 0, 1, . . . , g − 1} for 0 ≤ j ≤ t − 1, and
R = {0, 1, . . . , (|V | − g)/k − 1}. We say that this GDD is an IGDRP(k; gt ) if the blocks of A can be arranged into
a (|V | − g)/k × |V | array satisfying the properties listed below. We index the rows and columns of the array by the
elements of R and C0,C1, . . . ,Ct−1 in turn.
1. For any r ∈ R, the blocks in row r form a k-parallel class over V .
2. For any c ∈ C j (0 ≤ j ≤ t − 1), the blocks in column c form a partial parallel class partitioning V \ G j .
One importance of IGDRPs is that their holes can be frequently filled to give a GDRP. This approach is similar to
that we used in Theorem 2.4. We state our construction and omit its proof.
Theorem 2.5. Suppose that there exist an IGDRP(k; gt ) and a GDRP∗(k, g) containing a GDRP∗(k, w) as a
subdesign. Then there is a GDRP∗(k, gt) which contains a GDRP∗(k, w) as a subdesign.
In order to apply the above two constructions, it will be necessary for us to establish some families of FGDRPs and
IGDRPs. In recursive constructions of GDDs, the “weighting” technique and Wilson’s Fundamental Construction are
frequently used. Similar techniques are also available for constructing FGDRPs and IGDRPs. Here we start with an
FGDRP or an IGDRP as the master design and use a set of k mutually orthogonal Latin squares of side n, kMOLS(n),
as ingredients.
Theorem 2.6. Suppose that an FGDRP(k; T ) and a set of kMOLS(n) exist. Then there exists an FGDRP(k; nT ).
Proof. Let L1, L2, . . . , Lk be a set of kMOLS(n) defined on N = {1, 2, . . . , n}. Denote L ix the array formed by
replacing each element a in L i with ax . Let Lx1,x2,...,xk be the array of k-tuples formed by superimposing L
1
x1 ,
L2x2 , . . . , L
k
xk , namely, Lx1,x2,...,xk = L1x1 ◦ L2x2 ◦ · · · ◦ Lkxk .
Suppose that F is the array representing an FGDRP(k; T ) defined on V . Let F ′ be the (n|V |/k) × n|V | array
formed by replacing each block {x1, x2, . . . , xk} in F with the n × n array Lx1,x2,...,xk . Then F ′ is an FGDRP(k; nT )
defined on N × V . 
Similarly, we can prove the following theorem.
Theorem 2.7. Suppose that an IGDRP(k; gt ) and a set of kMOLS(n) exist. Then there exists an IGDRP(k; (ng)t ).
The following construction is an extension of the standard recursive construction for frames in [16] to FGDRPs. A
similar version can be found in [13].
Theorem 2.8. Let (V, {G0,G1, . . . ,G t−1},A) be a K -GDD. Suppose that there exists a function w : V −→
Z+ ∪ {0} (a weight function) which has the property that for each block B = {x1, x2, . . . , xh} ∈ A, there
exists an FGDRP(k; {w(x1), w(x2), . . . , w(xh)}). Then there exists an FGDRP(k; {∑x∈G0 w(x),∑x∈G1 w(x), . . . ,∑
x∈Gt−1 w(x)}).
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Proof. Form a
(∑
x∈V w(x)/k
) × (∑x∈V w(x)) array E whose rows and columns are indexed by the elements
of
⋃
x∈V ({x} × Iw(x)/k) and
⋃
x∈V ({x} × Iw(x)) respectively. For each block B = {x1, x2, . . . , xh}, construct an
FGDRP(k; {w(x1), w(x2), . . . , w(xh)}) defined on⋃x∈B({x} × Iw(x)) by assumption. The rows and columns of the
groups of the FGDRP are indexed by {x} × Iw(x)/k and {x} × Iw(x) respectively for x ∈ B. Place it on the rows and
columns of E indexed by
⋃
x∈B({x} × Iw(x)/k) and
⋃
x∈B({x} × Iw(x)) respectively. Do this for all of the blocks in
A. The resulting array is an FGDRP(k; {∑x∈G0 w(x),∑x∈G1 w(x), . . . ,∑x∈Gt−1 w(x)}). 
The proof of the following theorem is analogous to that of Theorem 2.4, and hence is omitted.
Theorem 2.9. Suppose that there exist an FGDRP(k; (sg)u) and an FGDRP(k; gs+1). Then there is an
FGDRP(k; gsu+1).
Before we make use of Theorems 2.4–2.9, we require some small designs to work with. The starter-adder
techniques used in constructions of Room squares in [15] and generalized balanced tournament designs in
Lamken [12] can be modified to produce GDRPs and FGDRPs directly.
Let k, w and v be positive integers with k | v, k | (w + 1) and w ≤ v/k. Write u = v/k. Consider the following
(v + 2(w − k + 1))/k blocks of size k and one block of size k − 1 defined on Zu × Zk ∪ {∞1,∞2, . . . ,∞w}.
Bi = {(xi1, x i1), (xi2, x i2), . . . , (xik, x ik)} for i = 1, 2, . . . , u − w,
Bi+u−w = {∞i , (yi1, yi1), . . . , (yi(k−1), yi(k−1))} for i = 1, 2, . . . , w,
R1 = {(r11, r11), (r12, r12), . . . , (r1(k−1), r1(k−1))},
R j = {(r j1, r j1), (r j2, r j2), . . . , (r jk, r jk)} for j = 2, 3, . . . , (w + 1)/k,
C j = {(c j1, c j1), (c j2, c j2), . . . , (c jk, c jk)} for j = 1, 2, . . . , ((w + 1)/k)− 1.
Let H = {0} × Zk be the additive subgroup of Zu × Zk . Write D = {Di : 0 ≤ i ≤ u − 1} for the set of all additive
cosets of H , where D0 = H . By an intransitive starter for a GDRP∗(k, v + w) on Zu × Zk ∪ {∞1,∞2, . . . ,∞w},
we mean a triple (S, R,C) where S = {Bi : i = 1, 2, . . . , u}, R = {R j : j = 1, 2, . . . , (w + 1)/k} and
C = {C j : j = 1, 2, . . . , ((w + 1)/k)− 1} which satisfy the following properties:
1.
⋃
B∈S∪R B = Zu × Zk ∪ {∞1,∞2, . . . ,∞w}.
2. The difference list from the blocks of S
⋃
R
⋃
C contains every element of (Zu ×Zk) \ D0 exactly k− 1 times,
and no elements in D0 (see [1,5] for the definition of difference lists).
3. For any C j ∈ C , the second components of the elements in C j are pairwise distinct.
A set A = (a1, a2, . . . , au) of u distinct elements of Zu × Zk is called an adder for S if the multiset(
u⋃
i=1
(Bi + ai )
)⋃(((w+1)/k)−1⋃
j=1
C j
)
contains exactly k − 1 elements (not necessary distinct) in each of certain k − 1 cosets of D0, and exactly k elements
(not necessary distinct) in each of the rest, and (ai − a j ) 6∈ {0} × Zk , that is, the first components of ai and a j are
distinct for i 6= j . Here ai +∞ j = ∞ j for 1 ≤ i ≤ u, 1 ≤ j ≤ w.
Theorem 2.10. If there exist an intransitive starter (S, R,C) for a GDRP∗(k, v + w) over Zu × Zk ∪
{∞1,∞2, . . . ,∞w} and a corresponding adder A for S, then there exists aGDRP∗(k, v+w)missing aGDRP∗(k, w)
as a subdesign where u = v/k. Furthermore, if there exists a GDRP∗(k, w), then a GDRP∗(k, v + w) exists.
Proof. We construct a (v + w + 1)/k × (v + w) array E defined on Zu × Zk ∪ {∞1,∞2, . . . ,∞w} as follows. The
rows of E are indexed by the elements (0, 0), (1, 0), . . . , ((v + w + 1)/k − 1, 0), and the columns of E are indexed
by the elements (0, 0), (0, 1), . . . , (0, k − 1), (1, 0), (1, 1), . . . , (1, k − 1), . . . , ((v + w + 1)/k − 1, k − 2). For any
s (1 ≤ s ≤ u), any x ∈ {(0, 0), (1, 0), . . . , (u−1, 0)} and any z ∈ {(0, 0), (0, 1), . . . , (0, k−1)}, place Bs+as+x+z
in cell (x, as + x + z). Here, The addition is performed in the additive group of Zu × Zk , while the infinite points are
always fixed. In row (i + u − 1, 0) and column y place Ri + y for y ∈ Zu × Zk , i = 1, 2, . . . , (w + 1)/k. For any
j (1 ≤ j ≤ ((w + 1)/k) − 1), any x ∈ {(0, 0), (1, 0), . . . , (u − 1, 0)} and any z ∈ {(0, 0), (0, 1), . . . , (0, k − 1)},
place C j + x + z in cell (x, ((u − 1+ j), 0)+ z). In row x and column ((v + w + 1)/k − 1, j − 1) place Ds j + x
for any x ∈ {(0, 0), (1, 0), . . . , (u − 1, 0)} and j = 1, 2, . . . , k − 1.
The resulting array E is a GDRP∗(k, v + w) missing a GDRP∗(k, w) as a subdesign. 
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We can also use the starter-adder method to yield FGDRP(k; kt )’s. LetG = {g0 = 0, g1, . . . , gt−1} be an additively
abelian group of order t . Consider the following t−1 blocks of size k over G×Zk which partition the set (G\{0})×Zk :
Bi = {xi1, xi2, . . . , xik} (i = 1, 2, . . . , t − 1).
If the difference list from these blocks contains every element of (G \ {0})×Zk exactly k − 1 times, and no elements
in {0} × Zk , then S = {B1, B2, . . . , Bt−1} is referred to as a starter for an FGDRP(k; kt ) over G × Zk with groups
Gi = {0} × Zk + (gi , 0), i = 0, 1, . . . , t − 1.
A set A = (a1, a2, . . . at−1) of t − 1 distinct elements of (G × Zk) \ G0 is called an adder for S if the
multiset
⋃t−1
i=1(Bi + ai ) contains exactly k elements (not necessary distinct) of Gi for each i(1 ≤ i ≤ t − 1),
and ai − a j 6∈ {0} × Zk for i 6= j .
Theorem 2.11. If there exists a starter-adder pair (S, A) for an FGDRP(k; kt ) over G × Zk with groups Gi =
{0} × Zk + (gi , 0), i = 0, 1, . . . , t − 1, then there exists an FGDRP(k; kt ).
Proof. We construct a t × kt array F defined on G × Zk with groups Gi = {0} × Zk + (gi , 0)(i = 0, 1, . . . , t − 1)
as follows. Index the rows of F by the elements 0, g1, . . . , gt−1 in turn, and the columns of F by the elements
(0, 0), (0, 1), . . . , (0, k − 1), (g1, 0), . . . , (g1, k − 1), . . . , (gt−1, k − 1) in turn. For s = 1, 2, . . . , t − 1, x ∈ G
and z ∈ {0} × Zk place Bs + as + z + (x, 0) in cell (x, as + z + (x, 0)). The addition is performed in the additive
group of G × Zk . It can be checked that the resulting array F is an FGDRP(k; kt ) over G × Zk with group set
{Gi = {0} × Zk + (gi , 0) : i = 0, 1, . . . , t − 1}. 
Intransitive starters and adders can also be used to obtain FGDRPs. In this case, we consider the following t blocks
of size k on Zt−1 × Zk ∪ {∞1,∞2, . . . ,∞k}:
Bi = {(xi1, x i1), (xi2, x i2), . . . , (xik, x ik)} for i = 1, 2, . . . , t − k − 2,
Bi+(t−k−2) = {∞i , (yi1, yi1), . . . , (yi(k−1), yi(k−1))} for i = 1, 2, . . . , k,
R1 = {(r1, r1), (r2, r2), . . . , (rk, rk)},
C1 = {(c1, c1), (c2, c2), . . . , (ck, ck)}.
Then the triple (S, R,C) is referred to as an intransitive starter for an FGDRP(k; kt ) over Zt−1 × Zk ∪
{∞1,∞2, . . . ,∞k} with groups Gi = {(i, 0), (i, 1), . . . , (i, k − 1)}(i = 0, 1, . . . , t − 2) and G t−1 =
{∞1,∞2, . . . ,∞k}. Here S = {Bi : i = 1, 2, . . . , t − 2}, R = {R1} and C = {C1} which satisfy the following
properties:
1.
⋃
B∈S∪R B = (Zt−1 × Zk ∪ {∞1,∞2, . . . ,∞k}) \ G0.
2. The difference list from the blocks of S
⋃
R
⋃
C contains every element of (Zt−1 × Zk) \ G0 exactly k − 1
times, and no elements in G0.
3. The second components of the elements in C1 ∈ C are pairwise distinct.
A set A = (a1, a2, . . . , at−2) of t − 2 distinct elements of (Zt−1 ×Zk) \G0 is called an adder for S if the multiset⋃t−2
i=1(Bi + ai )
⋃
C1 contains exactly k elements (not necessary distinct) of Gr for each r(1 ≤ r ≤ t − 1), and
ai − a j 6∈ {0} × Zk for i 6= j . Note that ai +∞ j = ∞ j for 1 ≤ i ≤ t − 2, 1 ≤ j ≤ k.
As in Theorem 2.10, we can prove the following.
Theorem 2.12. If there exists an intransitive starter (S, R,C) for an FGDRP(k; kt ) over Zt−1 × Zk ∪
{∞1,∞2, . . . ,∞k} with groups Gi = {(i, 0), (i, 1), . . . , (i, k − 1)}, i = 0, 1, . . . , t − 2, G t−1 = {∞1,∞2, . . . ,∞k}
and a corresponding adder A for S, then there exists an FGDRP(k; kt ).
The following example gives an illustration of the idea in Theorem 2.12.
Example 2.13. Let t = 6 and k = 3. Write ai for the point (a, i) ∈ Z5 × Z3. Take
S = {{41, 31, 22}, {∞1, 42, 11}, {∞2, 10, 40}, {∞3, 20, 30}}
R = {{12, 21, 32}}
C = {{20, 41, 12}}
A = {40, 30, 20, 10}.
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The triple (S, R,C) and A form an intransitive starter-adder pair. This yields an FGDRP(3; 36) over Z5 × Z3 ∪
{∞1,∞2,∞3} given byR = [E, E + (0, 1), E + (0, 2)], where
E =
{∞3, 30, 40} {∞2, 30, 10} {∞1, 22, 41} {31, 21, 12} {20, 41, 12}
{41, 31, 22} {∞3, 40, 00} {∞2, 40, 20} {∞1, 32, 01} {30, 01, 22}
{∞1, 42, 11} {01, 41, 32} {∞3, 00, 10} {∞2, 00, 30} {40, 11, 32}
{∞2, 10, 40} {∞1, 02, 21} {11, 01, 42} {∞3, 10, 20} {00, 21, 42}
{∞3, 20, 30} {∞2, 20, 00} {∞1, 12, 31} {21, 11, 02} {10, 31, 02}
{12, 21, 32} {22, 31, 42} {32, 41, 02} {42, 01, 12} {02, 11, 22}
Note that the group set is {Gi = {00, 01, 02} + i0 : 0 ≤ i ≤ 4}⋃ {{∞1,∞2,∞3}}.
3. The existence of GDRP∗(3, 3m − 1)’s
In this section, we determine the spectrum of m for which a GDRP∗(3, 3m − 1) exists. In order to employ the
constructions established in the previous section, we need some information on known GDDs and MOLSs. Note that
a K -GDD of type 1v is known as a (v, K , 1)-PBD. A k-GDD of type tk is known as a TD(k, t), which is equivalent
to k − 2MOLS(t).
Lemma 3.1 ([5]). Let v ≥ 5 be an integer. If v 6∈ {10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 22, 23, 24, 27, 28, 29,
32, 33, 34}, then there exists a (v, {5, 6, 7, 8, 9}, 1)-PBD.
Lemma 3.2 ([5]). Suppose that t ≥ 4 is an integer and t 6= 6, 10. Then a set of 3 MOLS(t) exists.
Lemma 3.3 ([5]). Let q be a prime power. Then a TD(k, q) exists for 3 ≤ k ≤ q + 1.
Lemma 3.4 ([5]). Suppose that t ≥ 5 is an integer and t 6= 6, 10, 14, 18, 22. Then a TD(6, t) exists.
Next, we develop some direct constructions.
Lemma 3.5. For any odd prime power q ≥ 5, there exists an FGDRP(3; 3q).
Proof. Let V = GF(q)× Z3, Gi = {0} × Z3 + (gi , 0), i = 0, 1, . . . , q − 1. Let
B1 = {(1, 0), (α, 0), (α2, 1)},
B2 = {(α, 2), (α2, 2), (α3, 1)},
where α is a primitive element of GF(q). Then we obtain a starter-adder pair:
S =
{
(α2i , 1)B1, (α2i , 1)B2 : 0 ≤ i ≤ q − 32
}
,
A =
{
(α2i , 1)(α, 0), (α2i , 1)(α2, 0) : 0 ≤ i ≤ q − 3
2
}
.
The result then follows from Theorem 2.11. 
Lemma 3.6. If t ∈ {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 17, 19, 23, 27, 29}, then an FGDRP(3; 3t ) exists.
Proof. An FGDRP(3; 36) was constructed in Example 2.13. The result for t ∈ {5, 7, 9, 11, 13, 17, 19, 23, 27, 29}
follows from Lemma 3.5. For t = 15, we apply Theorem 2.11 with k = 3. The following blocks give us the desired
starter for an FGDRP(3; 315) over Z15 × Z3 with groups Gi = {(0, 0), (0, 1), (0, 2)} + (i, 0)(0 ≤ i ≤ 14).
{(14, 0), (2, 2), (13, 0)} {(14, 2), (10, 0), (4, 2)} {(11, 1), (1, 1), (9, 1)} {(1, 0), (14, 1), (6, 1)}
{(11, 0), (8, 0), (1, 2)} {(9, 0), (7, 0), (10, 1)} {(5, 0), (8, 2), (12, 2)} {(4, 1), (10, 2), (12, 0)}
{(4, 0), (3, 2), (13, 1)} {(9, 2), (13, 2), (2, 0)} {(3, 0), (5, 1), (6, 0)} {(2, 1), (8, 1), (11, 2)}
{(3, 1), (7, 2), (12, 1)} {(5, 2), (6, 2), (7, 1)}.
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The corresponding adder is taken to be
(14, 0) (13, 0) (12, 0) (11, 0)
(10, 0) (9, 0) (8, 0) (7, 0)
(6, 0) (5, 0) (4, 0) (3, 0)
(2, 0) (1, 0).
For the remaining values of t ∈ {8, 10, 12, 14}, we apply Theorem 2.12 with k = 3. We take the point set
V = Zt−1 × Z3⋃{∞1,∞2,∞3} and groups Gi = {(0, 0), (0, 1), (0, 2)} + (i, 0) (i = 0, 1, . . . , t − 2), G t−1 =
{∞1,∞2,∞3}. The desired intransitive starters (S, R,C) and the corresponding adders are provided in Appendix A.

Lemma 3.7. There exists an FGDRP(3; 3t ) for any integer t ≥ 5 and t 6∈ {16, 18, 20, 22, 24, 28, 32, 34}.
Proof. By Lemma 3.1, a (v, {5, 6, 7, 8, 9}, 1)-PBD exists for the stated values of t 6∈ Y = {10, 11, 12, 13, 14, 15, 17,
19, 23, 27, 29, 33}. From Lemma 3.6, we know that an FGDRP(3; 3t ) exists for t ∈ {5, 6, 7, 8, 9}. Hence, we can
apply Theorem 2.8 with k = 3 and w(x) = 3 to obtain an FGDRP(3; 3t ) for each stated value of t 6∈ Y . From
Lemma 3.6, it remains t = 33 to be dealt with. We first apply Theorem 2.6 to an FGDRP(3; 38), making use of
3 MOLS(4) as ingredients, to obtain an FGDRP(3; 128). We then add three new points to this FGDRP and apply
Theorem 2.9 with g = 3, s = 4 and u = 8. This produces an FGDRP(3; 333), as desired. 
We are now in a position to determine the existence spectrum of GDRP∗(3, 3m − 1)’s. It will be convenient for us
to proceed in stages.
Lemma 3.8. For any integer m ∈ {1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 17, 18, 20, 22, 24, 32, 34}, there exists
a GDRP∗(3, 3m − 1).
Proof. A GDRP∗(3, 2) exists trivially. A GDRP∗(3, 8) was given in Example 1.2. For a GDRP∗(3, 3m − 1) with
m ∈ {4, 6, 8, 10, 12}, we apply Theorem 2.10 with k = 3, w = 2 and n = 3m − 3. The required intransitive starter
(S, R,C) for a GDRP∗(3, 3m − 1) over Zm−1 × Z3 ∪ {∞1,∞2} and the corresponding adder A are presented in
Appendix B.
For each integer m ∈ {5, 7, 9, 11, 13, 14, 16, 17, 18, 20, 22, 24, 32, 34}, we take the point set to be Z3m−1. The
GDRP∗(3, 3m − 1) is generated by an initial parallel class over Z3m−1 consisting m base blocks listed in Appendix C
in the following way. First, arrange the base blocks into an m × 1 column matrix. Then keep the order from top to
bottom and cycle them (mod 3m − 1). This produces an m × (3m − 1) array of blocks over Z3m−1 representing a
GDRP∗(3, 3m − 1). 
We remark that the GDRP∗(3, 3m− 1) constructed in Lemma 3.8 contains a GDRP∗(3, 2) as a subdesign for most
values of m. We state this fact in the following lemma for later use.
Lemma 3.9. Let Q = {3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 17}. Then for any m ∈ Q, there exists a GDRP∗(3, 3m − 1)
which contains a GDRP∗(3, 2) as a subdesign.
Lemma 3.10. For any m ∈ {15, 19, 23, 26, 27, 31, 33, 35}, a GDRP∗(3, 3m − 1) exists.
Proof. By definition, an IGDRP(k; 1uk+1) is essentially a near generalized balanced tournament design, or an
NGBTD (u, k) in short, which was shown to exist for any positive integer u 6∈ {3, 38, 39, 118} when k = 3 (see
Lamken [11]). Now for any given value m, we write 3m − 1 = (3t + 2)(3u + 1), where u = 1 or 2 and 3 ≤ t ≤ 8.
Start with an IGDRP(3; 13u+1) and apply Theorem 2.7 with weight 3t + 2 to yield an IGDRP(3; (3t + 2)3u+1). The
required 3 MOLS(3t+2) exist by Lemma 3.2. Then the desired GDRP∗(3, 3m−1)with 3m−1 = (3t+2)(3u+1) can
be formed by applying Theorem 2.5 with k = 3, w = 0, u = 1 or 2 and 3 ≤ t ≤ 8. The required GDRP∗(3, 3t + 2)’s
for 3 ≤ t ≤ 8 exist by Lemma 3.8. 
Lemma 3.11. For any m ∈ {21, 25, 28, 29, 30, 36, 37}, there exists a GDRP∗(3, 3m − 1).
Proof. For each stated value of m, we write 3m − 1 = 3(gt + w) + 2 with the parameters g, t and w given in the
following table. By truncating a suitable TD from Lemma 3.3, we can get a {5, 6, 7}-GDD of type gtw1 for all given
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values of g, t and w. Starting with such a GDD and applying Theorem 2.8 with k = 3 and w(x) = 3 for all x , we get
an FGDRP(3; (3g)t (3w)1). The ingredients used here are FGDRP(3; 3u)’s with u ∈ {5, 6, 7}, which we have already
constructed in Lemma 3.6. It was also shown in Lemma 3.9 that a GDRP∗(3, 3m − 1) containing a GDRP∗(3, 2) as
a subdesign exists for any m ∈ {3, 4, 5, 6, 7, 8}. Hence, a GDRP∗(3, 3m − 1) with 3m − 1 = 3(gt + w) + 2 can be
obtained by applying Theorem 2.4.
m 21 25 28 29 30 36 37
g 4 4 5 5 5 7 6
t 5 6 5 5 5 5 6
w 0 0 2 3 4 0 0

Lemma 3.12. Let m be an integer with 38 ≤ m ≤ 67. Then a GDRP∗(3, 3m − 1) exists.
Proof. The construction is similar to that of Lemma 3.11. Here we write 3m − 1 = 3(5q + a + b + c) + 2, where
q ∈ {7, 11} and a, b, c ∈ {r : 0 ≤ r ≤ q, r 6= 1}. In a TD(8, q), which exists by Lemma 3.3, we give weight 0 to q−a,
q−b and q−c points in certain three groups and weight 3 to the rest. Apply Theorem 2.8, using FGDRP(3; 3u)’s with
u ∈ {5, 6, 7, 8}. This produces an FGDRP(3; (3q)5(3a)1(3b)1(3c)1). We then adjoin two new points to this FGDRP
and apply Theorem 2.4 with k = 3 to get a GDRP∗(3, 3(5q + a+ b+ c)+ 2). The ingredient designs needed all exist
from our previous constructions. The proof is then complete. 
Lemma 3.13. Let m be an integer and m ≥ 68. Then a GDRP∗(3, 3m − 1) exists.
Proof. In a TD(6, t) with t ≥ 13, we delete t − w(2 ≤ w ≤ 12) points from its last group and then take all blocks
containing a certain deleted point and the truncated group as new groups to create a (5, 6, t)-GDD of type 5tw1. Give
weight 3 to every point of the resultant GDD and apply Theorem 2.8, making use of the existence of an FGDRP(3; 3u)
shown in Lemma 3.7. This produces an FGDRP(3; 15t (3w)1) with 2 ≤ w ≤ 12. We then apply Theorem 2.4 with
previous GDRP∗s to get a GDRP∗(3, 3m − 1) for any 3m − 1 ∈ [3(5t + 2) + 2, 3(5t + 12) + 2]. The ingredients
used here are GDRP∗(3, 3w + 2)’s containing a GDRP∗(3, 2) as a subdesign, which exist for w (2 ≤ w ≤ 12) by
Lemma 3.9. If h is the next integer such that an FGDRP(3; 15h(3w)1) exists, then we have a GDRP∗(3, 3m − 1) for
any 3m − 1 ∈ [3(5h + 2) + 2, 3(5h + 12) + 2]. We want 3(5t + 12) + 2 ≥ 3(5h + 2) + 2 so that the two intervals
can lead to a longer one [3(5t + 2)+ 2, 3(5h+ 12)+ 2]. This condition is equivalent to h− t ≤ 2. It is satisfied when
both h and t are odd. Note that a TD(6, t) exists whenever t ≥ 13 is odd by Lemma 3.4. Therefore, the conclusion
holds. 
Finally, we point out that a GDRP∗(3, 5) cannot exist. Summarizing the results in Lemmas 3.8–3.13, we have
proved the following theorem.
Theorem 3.14. Let m be a positive integer. Then a GDRP∗(3, 3m − 1) exists if and only if m 6= 2.
Applying Theorems 1.1, 2.3 and 3.14, we obtain the following result.
Theorem 3.15. Let λ and µ be two positive integers satisfying 3λ = 2µ. Then for all integers m ≥ 3, an optimal
(n,M, n − λ, [λ,µ, . . . , µ])m-CCC exists, where n = (m − 1)µ+ λ and M = n/(µ− λ).
Proof. Since 3λ = 2µ by assumption, λ̂ = λ/(µ− λ) = 2. Hence, an optimal GDRP(n, λ; v) of type λ1µm−1 exists
from Theorems 2.3 and 3.14. The conclusion then follows from Theorem 1.1. 
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Appendix A
The intransitive starters and adders for FGDRP(3; 3t )’s with t ∈ {8, 10, 12, 14}, required in the proof of
Lemma 3.6.
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t = 8
S {(2, 1), (4, 2), (3, 1)} A (6, 0) S {(5, 0), (1, 0), (4, 1)} A (5, 0)
{(4, 0), (1, 2), (6, 2)} (4, 0) {∞1, (2, 0), (3, 2)} (3, 0)
{∞2, (6, 0), (2, 2)} (2, 0) {∞3, (3, 0), (5, 2)} (1, 0)
R {(6, 1), (1, 1), (5, 1)} C {(4, 1), (5, 2), (2, 0)}
t = 10
S {(6, 1), (5, 0), (7, 1)} A (8, 0) S {(8, 1), (1, 0), (4, 2)} A (7, 0)
{(2, 1), (4, 0), (1, 2)} (6, 0) {(3, 0), (6, 0), (7, 0)} (5, 0)
{(2, 2), (6, 2), (8, 2)} (4, 0) {∞1, (2, 0), (7, 2)} (3, 0)
{∞2, (3, 1), (5, 1)} (2, 0) {∞3, (1, 1), (3, 2)} (1, 0)
R {(4, 1), (8, 0), (5, 2)} C {(7, 2), (3, 1), (4, 0)}
t = 12
S {(6, 0), (10, 0), (3, 0)} A (10, 0) S {(9, 1), (6, 2), (5, 0)} A (9, 0)
{(7, 0), (4, 0), (2, 2)} (8, 0) {(2, 0), (10, 1), (1, 0)} (7, 0)
{(8, 0), (1, 2), (7, 2)} (6, 0) {(2, 1), (8, 1), (9, 2)} (5, 0)
{(4, 1), (6, 1), (8, 2)} (4, 0) {∞1, (5, 1), (3, 2)} (3, 0)
{∞2, (7, 1), (10, 2)} (2, 0) {∞3, (4, 2), (5, 2)} (1, 0)
R {(1, 1), (3, 1), (9, 0)} C {(5, 0), (4, 1), (10, 2)}
t = 14
S {(6, 2), (2, 2), (9, 1)} A (12, 0) S {(8, 2), (5, 0), (9, 2)} A (11, 0)
{(7, 2), (12, 2), (5, 2)} (10, 0) {(3, 2), (12, 0), (2, 0)} (9, 0)
{(11, 2), (3, 1), (10, 1)} (8, 0) {(7, 0), (9, 0), (1, 1)} (7, 0)
{(6, 0), (11, 0), (5, 1)} (6, 0) {(10, 0), (2, 1), (4, 2)} (5, 0)
{(8, 0), (6, 1), (10, 2)} (4, 0) {∞1, (4, 0), (7, 1)} (3, 0)
{∞2, (1, 0), (4, 1)} (2, 0) {∞3, (3, 0), (1, 2)} (1, 0)
R {(11, 1), (12, 1), (8, 1)} C {(9, 2), (5, 1), (10, 0)}
Appendix B
The intransitive starters and adders for GDRP∗(3, 3m − 1)’s with m ∈ {4, 6, 8, 10, 12}, required in the proof of
Lemma 3.8.
m = 4
S {(1, 0), (2, 0), (0, 1)} A (2, 0) S {∞1, (0, 2), (2, 2)} A (1, 0)
{∞2, (2, 1), (1, 2)} (0, 0)
R {(0, 0), (1, 1)}
m = 6
S {(0, 0), (2, 0), (4, 0)} A (4, 0) S {(1, 0), (3, 1), (4, 2)} A (3, 0)
{(0, 1), (4, 1), (3, 2)} (2, 0) {∞1, (1, 1), (2, 2)} (1, 0)
{∞2, (3, 0), (0, 2)} (0, 0)
R {(2, 1), (1, 2)}
m = 8
S {(1, 0), (3, 0), (4, 0)} A (6, 0) S {(0, 0), (5, 0), (6, 1)} A (5, 0)
{(2, 0), (0, 1), (3, 2)} (4, 0) {(6, 0), (1, 1), (5, 2)} (3, 0)
{(3, 1), (4, 1), (6, 2)} (2, 0) {∞1, (2, 1), (0, 2)} (1, 0)
{∞2, (5, 1), (2, 2)} (0, 0)
R {(1, 2), (4, 2)}
m = 10
S {(0, 0), (1, 0), (4, 0)} A (8, 0) S {(3, 0), (5, 0), (8, 0)} A (7, 0)
{(2, 0), (6, 1), (8, 2)} (6, 0) {(6, 0), (2, 1), (5, 2)} (5, 0)
{(7, 0), (3, 1), (1, 2)} (4, 0) {(1, 1), (8, 1), (7, 2)} (3, 0)
{(4, 1), (2, 2), (3, 2)} (2, 0) {∞1, (5, 1), (6, 2)} (1, 0)
{∞2, (0, 1), (4, 2)} (0, 0)
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(continued)
R {(7, 1), (0, 2)}
m = 12
S {(0, 0), (1, 0), (2, 0)} A (10, 0) S {(3, 0), (5, 0), (8, 0)} A (9, 0)
{(6, 0), (9, 0), (10, 1)} (8, 0) {(4, 0), (2, 1), (9, 2)} (7, 0)
{(7, 0), (9, 1), (10, 2)} (6, 0) {(10, 0), (3, 1), (8, 2)} (5, 0)
{(1, 1), (5, 1), (4, 2)} (4, 0) {(0, 1), (3, 2), (7, 2)} (3, 0)
{(6, 1), (0, 2), (5, 2)} (2, 0) {∞1, (8, 1), (6, 2)} (1, 0)
{∞2, (4, 1), (1, 2)} (0, 0)
R {(7, 1), (2, 2)}
Appendix C
The base blocks for GDRP∗(3, 3m − 1)’s with m ∈ {5, 7, 9, 11, 13, 14, 16, 17, 18, 20, 22, 24, 32, 34}, required in
the proof of Lemma 3.8.
m = 5 {6, 13} {0, 1, 2} {3, 7, 11} {4, 9, 12} {5, 8, 10}
m = 7 {9, 19} {0, 1, 2} {3, 6, 10} {4, 12, 18} {5, 14, 17} {7, 11, 16}
{8, 13, 15}
m = 9 {12, 25} {0, 1, 2} {3, 5, 8} {4, 9, 18} {6, 16, 23} {7, 15, 21}
{10, 14, 20} {11, 19, 22} {13, 17, 24}
m = 11 {15, 31} {4, 8, 21} {9, 19, 29} {18, 25, 26} {0, 2, 20} {22, 27, 28}
{13, 17, 30} {5, 12, 23} {7, 10, 16} {1, 3, 24} {6, 11, 14}
m = 13 {18, 37} {3, 5, 8} {4, 7, 11} {6, 10, 15} {9, 17, 35} {12, 23, 36}
{13, 28, 30} {0, 14, 22} {1, 21, 27} {2, 19, 29} {16, 31, 32} {20, 26, 33}
{24, 25, 34}
m = 14 {0, 1} {31, 2, 22} {8, 32, 16} {13, 24, 19} {30, 35, 15} {23, 33, 27}
{9, 20, 17} {34, 36, 7} {38, 37, 14} {39, 26, 29} {12, 40, 21} {3, 5, 28}
{4, 11, 18} {6, 10, 25}
m = 16 {0, 1} {39, 17, 30} {31, 14, 25} {33, 34, 45} {15, 38, 5} {19, 3, 42}
{35, 6, 37} {23, 28, 32} {27, 9, 12} {40, 21, 13} {7, 10, 20} {44, 22, 18}
{2, 16, 43} {4, 11, 46} {8, 29, 36} {24, 26, 41}
m = 17 {24, 49} {6, 10, 15} {9, 16, 22} {12, 18, 26} {13, 21, 31} {14, 23, 44}
{17, 27, 45} {0, 35, 37} {1, 2, 28} {3, 19, 33} {4, 25, 42} {5, 43, 48}
{7, 29, 46} {8, 32, 47} {11, 30, 34} {20, 36, 39} {38, 40, 41}
m = 18 {0, 1} {14, 17, 38} {45, 51, 37} {46, 3, 41} {42, 34, 11} {49, 26, 28}
{2, 43, 40} {36, 18, 52} {31, 15, 48} {30, 5, 25} {12, 24, 6} {13, 20, 9}
{16, 27, 29} {7, 21, 47} {44, 19, 10} {22, 23, 32} {39, 8, 35} {4, 33, 50}
m = 20 {0, 1} {52, 16, 38} {49, 35, 26} {57, 14, 36} {5, 47, 13} {33, 30, 3}
{41, 12, 24} {11, 58, 10} {4, 42, 22} {9, 2, 7} {18, 44, 53} {50, 23, 17}
{40, 29, 25} {34, 15, 28} {32, 8, 39} {19, 21, 37} {27, 46, 31} {6, 45, 55}
{20, 51, 54} {43, 48, 56}
m = 22 {0, 1} {43, 44, 24} {5, 45, 37} {9, 6, 20} {52, 15, 40} {48, 29, 56}
{14, 28, 10} {22, 59, 33} {11, 21, 23} {49, 64, 17} {30, 4, 35} {2, 50, 7}
{13, 57, 36} {46, 53, 55} {54, 63, 39} {19, 42, 62} {8, 60, 12} {51, 27, 58}
{3, 38, 41} {16, 26, 32} {18, 34, 47} {25, 31, 61}
m = 24 {3, 54} {5, 32, 69} {38, 40, 59} {8, 18, 43} {9, 22, 26} {50, 58, 66}
{28, 44, 55} {39, 45, 65} {7, 14, 63} {41, 42, 47} {6, 51, 53} {37, 67, 70}
{2, 19, 23} {25, 34, 56} {0, 12, 68} {4, 17, 35} {10, 24, 33} {15, 48, 62}
{16, 27, 46} {21, 31, 60} {20, 52, 57} {1, 29, 30} {11, 36, 64} {13, 49, 61}
m = 32 {21, 74} {5, 36, 37} {4, 24, 56} {10, 33, 67} {44, 84, 91} {23, 41, 57}
{13, 17, 90} {16, 25, 72} {15, 31, 73} {7, 61, 76} {30, 43, 79} {58, 83, 86}
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{9, 42, 85} {20, 34, 55} {6, 46, 52} {28, 39, 66} {53, 70, 75} {47, 51, 80}
{35, 50, 62} {1, 3, 32} {27, 68, 92} {18, 88, 94} {19, 49, 54} {77, 78, 87}
{2, 69, 89} {12, 22, 29} {60, 63, 71} {8, 59, 82} {11, 48, 93} {0, 45, 81}
{14, 26, 65} {38, 40, 64}
m = 34 {56, 100} {27, 31, 46} {13, 18, 38} {10, 50, 82} {30, 32, 41} {17, 43, 51}
{83, 93, 99} {22, 60, 88} {45, 75, 78} {4, 24, 48} {1, 55, 79} {8, 73, 74}
{44, 77, 95} {15, 52, 71} {66, 87, 97} {37, 86, 92} {20, 34, 96} {11, 40, 70}
{5, 47, 65} {7, 29, 85} {21, 28, 59} {9, 62, 63} {12, 33, 49} {14, 16, 42}
{26, 35, 39} {3, 53, 61} {0, 84, 89} {25, 36, 68} {6, 54, 90} {2, 76, 91}
{67, 81, 94} {19, 58, 80} {23, 69, 72} {57, 64, 98}.
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