Abstract: A measure of variability among a set of proportions is developed. There are no distributional assumptions, so the measure, H, is applicable in a wide variety of situations. H is scaled so that its range is zero (all proportions are equal) to one (maximum variability among the proportions, given the weighted average). The measure can be interpreted as a distance: the value of H indicates the position of the proportions relative to the possible extremes of no variability or maximum variability. Any set of constant weights can be applied to the proportions: the weights are used to compute the weighted average proportion and are also used to determine the extent to which each proportion affects the variability measure. Comparisons are made to other measures of variability and a numerical example is given.
Introduction
Consider experiments in which the responses are a set of s numbers, pl,. . . , p,, where each pi is between zero and one, inclusive. These pi's could arise from any of a variety of situations, including product binomial sampling, multinomial sampling, binary repeated measures, and measures that are ratios of actual values to maximum values; the product binomial and multinomial situations are probably the most usual and useful. For simplicity, we call all of these pi's "proportions". Our question is: what is the amount of variability among the proportions? We develop a descriptive measure of the disparity among proportions relative to the maximum possible disparity. Our relative interest in each p, is expressed by a set of weights, w,, . . . , ws, where the weights are positive and sum to one. As we are not concerned with the direction of differences among the proportions, we use a weighted sum of squares, h, in the numerator of the variability measure: h = Cw,( p, -p)', where j=Cw;p;.
W e t h en scale h by dividing it by its maximum value for the given set of weights and J. Our variability measure H is defined by H=ih/max{hlw, ,..., w,, P} .
The scale factor incorporates the fact that the maximum possible variability among the proportions depends upon 3. For example, consider a situation in which we have three proportions (s = 3) and want to weight each equally (i.e., WI = w2 = wj = ;. Suppose that one set of proportions is { 1, 1, 0. 7) with j = 0.9, and a second set is (0.8, 0.8, 0.5} with 7 = 0.7. The differences between each pi and the associated j are identical in the two sets. However, the pi's in the first set are the most disparate possible given F = 0.9; those in the second set are not the most extreme, given all possible sets of three proportions with j = 0.7.
Examples of application
Example 1. Consider a multicenter clinical trial in which we record the proportion of patients successfully treated in each of five centers. These proportions are generated by binomial distributions.
We are concerned about the variability of treatment efficacy across clinics. The extent of variability has policy implications. If there is high variability, then efforts should be directed towards determining why some clinics have substantially lower efficacy than others. Relative homogeneity indicates a more uniform success rate. Equal weights or weights proportional to the numbers of treated patients are appropriate for this situation.
Example 2.
A marketing survey is done for a product, and consumers are asked to state their preferences from among a set of specified brands. The question of interest is, "Do consumers show any preferences among brands?" Low variability indicates consumer indifference among competing products. The numbers of consumers preferring each brand follow a multinomial model. Equal weights are a reasonable choice here, or, weights could be proportional to market share, so that smaller brands would not exert much influence on the measure.
Example 3.
A subject is given a battery of tests all designed to measure level of anxiety. The tests are given different weights according to known reliability in the population, the time allowed for the test, or the psychologist's subjective estimate of the relative validity of each test for that subject. The measure of variability assesses the consistency of the subject's responses.
Example 4.
A survey of Hispanics in the U.S. collected data on the use of Spanish and English, as well as data on social variables (age, education, length of residence in the U.S., etc.) Each respondent was classified into one of three language use categories. Several different linear discriminant models were developed to predict the language use category from the social variables. Models were evaluated and compared according to two criteria: the overall percentage of cases correctly classified, and the homogeneity of proportions of correct classifications across the three language categories. For this situation, equal weights for the language categories were used.
Properties of H
The minimum value of H is zero; this value occurs when all the pi's are equal. The maximum value of H is one and occurs when the pi's are as varied as possible, given j. H can achieve its maximum and minimum values for all combinations of the number of categories, sample size, weights, and value of j.
There is a clear interpretation of H as the fraction of the relative distance from perfect homogeneity to the hugest possible scatter of values given the average. When all the deviations pi -j are multiplied by the same constant c (0 < c < l/H), the new value of H is c times its former value. For example, consider the set of proportions { 1, 1, 0.7}, where each proportion receives equal weight. Then j5=0.9 and H= 1, as the proportions are as widespread as possible given the value of j. However, if the proportions were (0.98, 0.98, 0.74) (i.e., each proportion is only 80% of its former distance from j), then H = 0.8. In this sense, H can be interpreted as a relative distance between the situations of equal proportions and maximum variability among the proportions conditional on j3.
The properties of H given in the previous two paragraphs are independent of the distribution from which the proportions were drawn. Although we usually tend to think of proportions as arising from discrete data, H can also be used for any continuous distribution bounded by 0 and 1.
H possesses desirable symmetry properties. If the proportions represent distances from one of the bounds of the underlying distribution (1 or 0), the value of H would not change if the measurements were changed to represent distances from the opposite boundary. For product binomial sampling, the value of H is the same regardless of which of the two outcomes is labeled a success. For multinomial sampling, H is invariant with respect to category ordering.
Asymptotic standard errors for H depend on the sampling scheme giving rise to the proportions, the types of weights that are used, and whether or not all of the population probabilities are equal. Using properties of Pearson's X2, we have obtained asymptotic standard errors for multinomial sampling with equal weights, and for product binomial sampling with weights proportional to sample sizes. Expressions for asymptotic standard errors for arbitrary weights for these two sampling schemes are not readily obtainable. For the following discussion, let Hi represent the underlying population probability for the ith proportion. X2 denotes Pearson's statistic for testing the hypothesis of equal probabilities. A zero subscript on variances and standard errors refers to the case of equal II,'s, while a subscript of 1 refers to the case in which not all the population probabilities are equal.
In the multinomial case, the s proportions necessarily sum to one. With equal weights, H = /X'/[(s -l)n] , w h ere n is the total sample size. Using properties of the chi distribution, we have
when all s population probabilities are equal. Table 1 shows the asymptotic expectations and standard errors for this case. The asymptotic variance of H when the II,'s differ (but still assuming equal weights) can be obtained by combining equation (30.49) in Kendall and Stuart [3] for Var( X2) with Taylor series methods:
where XA is the value of X2 calculated using the population probabilities. When we replace the unknown population parameters by their sample estimates, we have
We next consider product binomial sampling. Inference about H with weights proportional to sample sizes is fairly straightforward. Pearson's X2 provides a test of the hypothesis that the population value of H is zero. For unequal population probabilities, we examine the numerator and denominator of H separately. The numerator of H is /'m, where N is the total sample size (in the s by 2 contingency table). Combining Pearson's approximation for the estimated variance of X2 in the case of unequal IIj's with fixed marginal frequencies (Kendall and Stuart [3, eqn. 33 .701) with a Taylor series argument, the asymptotic variance for the numerator of H is where n,j is the marginal total corresponding to the jth column (j = 1, 2), n,, is the row total (i = 1,. . . , s), and nii is the count in the ijth cell. Given j and the weights, the denominator of H is a constant, so 
The scale factor
The maximum value of h for a given j and set of weights occurs when at most one of the proportions is not equal to one or zero. The maximum value of h is always <j(l -j); specifically, max h = j(l -j) -w&l -r), where W, is one of the set of s weights and r is a function of p and the set of weights (see Appendix 1). The maximum value of h cannot be computed explicitly except in special circumstances. For the case of equal weights, the maximum value of h is p(1 -j) -r(l -T)/s, where r = sj -[@I. For the multinomial with equal weights, 3 = l/s and the maximum value of h is (s -l)/.s2. A Fortran program to compute H and the maximum h, for any j and any vector of weights w, is given in Appendix 2. Tables 2 through 4 show how the maximum value of h varies for j = 0.1(0.1)0.9, and some particular values of W. In Table 2 the weights are equal. (For the multinomial model with equal weights, j = l/s and the maximum value of h is (s -1)/s*.) In Table 3 the weights are equally spaced, wi = 2i/[s( s + l)] (i = 1 ,***, s), illustrating situations in which there is a variety of different weights. In Table 4 , all weights are equal except for one that is twice as large as the others, as might be the case if one measurement were particularly important. These tables are illustrative only, and should not be used for extrapolating to other weights or values of j: note the lack of monotonicity both with s and with j.
The following procedure can be used to obtain bounds on the maximum value of h. The upper bound for any ij, any w, and any number of categories, S, is p(l -p>; the lower bound is p(l -j) -max wJ4. For weights corresponding to those in both Tables 3 and 4 , the lower bound is p(l -p) -1/(2s + 2). Note that this lower bound for h can be considerably smaller than j5( 1 -j), especially for values of j5 close to 0 or 1, but approaches j(1 -j) as s increases. 
Related measures
The variability measure can be applied in different situations: s by 2 contingency tables, multinomial classifications, binary analogs of the randomized complete block design, and repeated testing situations in which the proportions are the fractions of achieved scores to maximum scores. In the literature, there are global measures of variability for a set of proportions, as well as measures and tests that are appropriate for specific sampling situations. The coefficient of variation (CV) is frequently used in social science literature as a measure of variability relative to the mean. Both the CV and the S measure, a normed version of the CV developed by Martin and Gray [5] , can be calculated in any situation with s numbers between 0 and 1, inclusive. When applied to proportions,
and can exceed one. Martin and Gray derived s = cv/fi as a normed coefficient of variation-that is bounded by one. However, S achieves its upper bound of 1 only when exactly one proportion is 1 and all the others are zero. For s by 2 contingency tables, classical goodness of fit statistics can be used to test the hypotheses of equal success probabilities across s levels of the row variable. Association measures based on the Pearson &i-square statistic and the proportional-reduction-in-error measures can be used to describe the variability of s proportions. These measures can be considered as competitors of H only when the weights in H are proportional to the row margins. In s by 2 tables, the mean square contingency coefficient G2 and Goodman and Kruskal's tau for predicting the column category are identical: Cramer's V = @ (and 6). While the largest value of these measures is 1, this value is impossible to achieve for many sets of marginal totals. However, H can obtain its upper bound of 1 regardless of the marginal frequencies in a particular table. Let n ;. denote the row total in the i th row, j the overall proportion in the first column and N = Eni, Then @ can be written as
while H with weights proportional to row margins is
is greater than or equal to @, with equality when max[h I wlr -. . , ws, p] = j(1 -j). That is, @ can reach its upper limit of one only when the sum of a subset of the weights equals j (for equal weights, this means that SF is an integer). In the multinomial situation, classical goodness of fit statistics can be used to test the hypothesis of equal probabilities. If the s category weights are equal, there are two measures equal to H. In this situation, S = H. The measure of variation (MI') (Nachmias and Rosenblum [6] ), and an identical measure named the Index of Qualitative Variation (Ott, Larson, and Mender&all [7] ) measure the variation in proportions for s different categories: MV= 1 -H*. H, 1 -Mv, and all of the other measures given above are zero when all of the proportions are equal.
Co&ran's Q (Co&ran [2] ) tests the hypothesis of equal probabilities for the randomized block design. It uses more information than is contained in the treatment success proportions, and so cannot be compared directly to H.
Numerical example
The faculty of the University of Michigan was surveyed recently to ascertain their perceptions of merit criteria and review procedures (University of Michigan Committee on the Economic Status of the Faculty [S]). Questionnaires were sent to all regular faculty members during the 1985-1986 academic year.
To assess the performance of the merit system, the Board of Regents was interested not only in the overall responses to questions, but also in the variation in responses for different faculty subgroups. Results were reported separately by rank, by ethnic background, and by school. The question of interest for each such breakdown was: how much variation is there? While the proportions in each response category should be given, summary descriptive measures of variation are helpful, as a great deal of data was contained in the report. Descriptive measures are more appropriate than inference procedures in this case, as the entire faculty was surveyed.
We will focus on the responses to one particular question -"How much information have you been given about the criteria employed in the review process in your department/unit ?" The proportions were reported for the combined category of "none or little". The summary of the report stated that "There are substantial differences . . . among different groups of faculty." We use H with equal weights to describe the variation in proportions across any one mode of classification. With the use of equal weights, each category contributes equally to H. The use of weights proportional to sample size would yield a measure that is dominated by categories with a large number of faculty; in particular, the results for whites and the school of Literature, Science, and the Arts would heavily influence the measures computed across ethnic groups and schools, respectively. Table 5 presents the responses to the question on information about review criteria for the faculty members broken down by rank, ethnic group, and school. The values of H for these three classification modes are 0.16, 0.25, and 0.50, respectively. In other words, the proportion of faculty with little or no information about review criteria varies little with rank or ethnic background, but varies more across schools. The school proportions are midway between the situations of equality and the maximum possible variability given the average proportion. The variability of the proportions for various ethnic backgrounds is $ the maximum possible, given j.
Unlike other measures, H can achieve its upper bound of 1 regardless of the table margins; as a result, it is more easily interpreted than measures based on X2. This feature is also useful to compare relative variability across different tables. On the other hand, the magnitude of X2 and the size of the p-value measure only statistical significance, which may be of no interest, as in this situation where the amount of dispersion is the primary concern.
Part I: Consider any set of proportions p1 with more than one element different from zero or one. We can always find another set of proportions pz with the same value of J such that h(p,) > h(p,).
Assume, WOLOG, that the first two elements of p1 are r, and r,, where 0 < r, < 1. We want to choose X, and X2 so that pi = (A,, A,, 0,. . . ,O) + pi, subject to the constraints wlh, + w2X2 = 0, as j is fixed,
O<r,+X,<l, for i=l,2,
and
as h(p) = Cwipf -j2, we have, from (3), 2( wlr,h, + w2r2A2) + w& + w2P2 > 0.
We solve (1) for X2 and substitute this into (4) to get 2h,(q -r2) + q1+ WI/W,) > 0.
Assume, WOLOG, that w1 >, w2. If rl > r,, let X, = (w,/w,)min(l -r,, r2) and, due to (l), we have X2 = -min(l -r,, r2). This satisfies (2), and X, is positive, so (5) holds. If r, < r,, let X, = -(w2/wl)min(l -r,, rl) and X2 = min(1 -r,, rl). Again, (2) and (5) where 0 < r < 1. To show that the directional derivative of h at po, with respect to any vector 8, is negative, let S be partitioned similarly: 6' = (S,lISL ) 8,). Let w be the set of weights: w' = (wi 1 w; I wr). The directional derivative of h with respect to 6 evaluated at p. is
(6)
As we are holding p constant, w' -6 = 0. Therefore, (6) reduces to h(p;)4=w,4,+w,6,r.
Note that all of the elements of 8, must be non-positive, all of the elements of 8, non-negative, and -r Q 8, < 1 -r. Also, if 8, is positive, at least one element of 8, must be negative; if 8, is negative, at least one element of 8, must be positive. If 8, is zero, then both 8, and S,,, have non-zero elements. Therefore, if 8, is non-positive, (7) must be negative. If 8, is positive, then, as w' + S = 0, we have w,*s,= -wL.&-w,S, < -w,S, < -w&r.
Applying this result to (7), we see that the directional derivative is always negative. 
