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The unstoppable march of the machines
As robots are taking over more and more tasks formerly performed by human 
employees and algorithms backed up by big data covering our every move are 
beginning to shape how we experience our lives, it’s not just traditional concepts 
like privacy that are affected. The accelerating change in technology changes 
human life from the working of the mind through to our social behaviour and 
ecology. Michael Gross reports. 
Machine learning: Robots are rapidly acquiring new skills. This one helps primary school pu-
pils to improve their writing in a ‘protégé’ situation where the children teach the robot to write. 
(Photo: © EPFL.) Superfi cially it’s all about convenience. 
Thanks to our rapidly advancing 
technology, it only takes a click or 
a swipe on a touchscreen to fi nd a 
restaurant, a taxi, a bed for the night, 
a romantic partner, or whatever else 
your heart desires. Devices fi nish our 
sentence and try to guess what we 
want to buy. Algorithms fi lter the news 
that we see in our personalised feeds 
and the search results. 
New smartphone apps can 
undermine entire branches of the 
old economy, as Uber has done for 
taxis and Airbnb for hotels. Robots 
are no longer limited to assembling 
cars, soon they will be showing up in 
customer service roles. And we are 
told that self-driving cars are only fi ve 
to ten years away, and delivery drones 
could arrive even sooner. Even these 
visible and touchable manifestations 
of futuristic technology are ultimately 
just the real-world interfaces of big 
data and powerful algorithms working 
behind the scenes. 
When we’re not too distracted by 
the cats, Kardashians, and colour 
illusions the internet swirls around to 
amuse us, some are beginning to fear 
the control that the big algorithms 
have over our lives. One meme making 
the rounds on Tumblr recently brought 
it to the point: “Online dating is 
responsible for an increasing number 
of marriages. Computer algorithms are 
beginning to breed humans.” 
So how far have we really come on 
the road towards handing over power 
to the machines we created, and how 
is it affecting the life of our species? 
What machines are learning to do 
If an intelligent machine is to perform 
in real-world situation, it needs to be 
able to learn from its experiences, just 
like we do. Back in the 1990s, building 
computers that can beat a chess 
grandmaster was the big challenge for Cuartifi cial intelligence (AI) research. But 
with hindsight, chess is an abnormally 
simple and clean system compared 
with real life. There are only 32 fi gures 
in chess, each with a very specifi c 
set of possibilities, which a computer 
program can easily represent in bits. 
In real life, random things can happen 
without rule or reason, and what is a 
self-driving car to do when a plastic 
bag fl oats past its sensors? To cope 
with the messy situations of the real 
world, algorithms must be able to 
learn from real-world experiences. 
“One problem with traditional AI, in 
my opinion, was that they mimicked 
conscious human thinking which is 
only the tip of the iceberg,” explains 
Chris Frith from University College 
London. “That is why they thought 
that vision would be easy and chess 
diffi cult because that is how it seems 
to us. The newer breed of AI is much rrent Biology 25, R255–R268, March 30, 2015 more concerned with the way all the 
unconscious processing is done, 
mostly through (Bayesian) learning 
from prediction errors, which goes 
right back to Helmholtz’s unconscious 
inferences.”
In a step designed to move 
AI away from artifi cial systems 
with known rules like chess and 
towards the randomness of real life, 
Demis Hassabis and colleagues at 
DeepMind — the London-based AI 
start-up company that was bought up 
by Google in February 2014 — have 
developed a neural network agent that 
can learn to play classic computer 
games like Space Invaders as 
successfully as a professional games 
tester (Nature (2015) 518, 529–533). 
The key advantage of their novel 
‘deep Q network’ is that it combines 
reinforcement learning with a kind of 
neural network that involves several 
layers of data representation which are 
increasingly more abstract and allow 
the machine to learn directly from its 
raw sensory input. 
The combination of big data with 
ever more sophisticated machine 
learning got its fi rst public outing in 
2011 when the IBM supercomputer 
Watson won the US quiz show 
Jeopardy. The computer simply ‘read’ 
the entire content of Wikipedia and 
obviously understood the content ©2015 Elsevier Ltd All rights reserved R255
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Self drive: Autonomous cars are already being road tested and could be introduced in fi ve to 
ten years. They rely on a combination of big data, advanced sensing, and machine learning. This 
research vehicle was presented by Mercedes Benz at the Consumer Electronics Show (CES) in 
Las Vegas in January. (Photo: © Copyright Mercedes-Benz.)suffi ciently to answer even tricky 
questions. 
Similarly, the futuristic robotic 
hardware that seems to be just around 
the corner now, from autonomous cars 
and drones through to android robots, 
will be made possible by unimaginably 
large datasets and the ability to make 
reasonable decisions based on these. 
Autonomous cars will eventually be 
safer than human drivers because 
they can simultaneously recall all the 
physical details of their environment 
and measure the trajectories of all 
other moving objects. If they use 
vehicle-to-vehicle communications 
to act in cooperative ways, forming 
vehicle trains while moving in the same 
direction, they can save considerable 
amounts of energy and road space. 
At that point, the traditional selling 
point of the motor industry, individual 
freedom, would fade away. A different 
society might have arrived at the 
same result by starting from trains 
and developing techniques to allow 
carriages to separate when homing in 
on their destination. 
Drones are already widely used in a 
range of fi elds, from state-sponsored 
extrajudicial killing to harmless fun 
in the parks. In conservation science 
and ecology they are very useful for 
fi eld observation (Curr. Biol. (2014) 24, 
R629–R632), and many other uses R256 Current Biology 25, R255–R268, Marcare emerging, including delivery and 
aerial photography. As long as there 
are few drones and lots of space, no 
particularly advanced technology is 
needed, but the trend seems to be 
towards millions of users, which will 
require IT support comparable to the 
autonomous car. 
In the UK, a recent report from the 
House of Lords EU select committee 
has highlighted the economic potential 
of the drones industry but also warned 
of the dangers of anarchic use of 
airspace. The report calls for an online 
database that records all moves of 
drones in real time, essentially creating 
an additional air traffi c control system. 
Again, this is an advance that is 
only possible with the now emerging 
capabilities to handle big data and 
machine learning simultaneously. 
Android robots are also moving 
into real-life applications. A Japanese 
bank, Mitsubishi UFJ Financial Group, 
is due to start a trial of the humanoid 
robot Nao in a customer service role 
from April. The android is built by the 
French company Aldebaran Robotics, a 
subsidiary of the Japanese corporation 
SoftBank, which already uses it as a 
shop assistant in a phone outlet. 
In an innovative approach reported 
recently at the Conference on Human-
Robot Interaction (HRI) in Portland, 
USA, researchers from the Ecole h 30, 2015 ©2015 Elsevier Ltd All rights reserPolytechnique Fédérale at Lausanne, 
Switzerland, have programmed a 
robot to help children learn to write. 
However, the robot does not act as 
the teacher. Instead it is programmed 
to write very poorly, and the children 
are encouraged to help it improve 
its writing, thereby receiving both a 
confi dence boost and learning to do 
it better themselves. The researchers 
have tried out their CoWriter system 
with pupils aged six to eight years 
and have been encouraged by their 
observations (http://chili.epfl .ch/
cowriter). They are now planning to 
extend the approach to other areas 
such as speech therapy. 
Nigel Crook from the cognitive 
robotics research group at Oxford 
Brookes University, UK, believes 
that robots will also take up social 
roles quite soon. “We will soon 
see a generation of robots that 
are capable of recognising our 
emotional state by tracking our voice 
patterns, analysing the sentiment 
of our words and reading subtle 
messages of our body language and 
facial expressions,” he comments. 
“Robots will use this information 
to build rapport and empathy with 
humans, and to facilitate reciprocity 
and synchronisation which are 
important in the formation of social 
relationships.”
Neural networks that understand 
our world a bit more like we do and 
learn from messy inputs are already 
impressive and may soon become 
part of our everyday life, be it in the 
shape of androids or of autonomous 
cars. But ultimately, what today’s 
technology giants all want their 
algorithms to understand is the mind 
of the internet users tapping away at 
their devices. 
As Eli Pariser has explained in his 
2011 book The Filter Bubble, the 
companies all accumulate big data 
on users’ behaviour. From these 
data they can not only predict what 
kind of products a given user may 
want to buy, but even which type 
of sales pitch might be most likely 
to work for them. The companies 
focus on different approaches to 
this goal, so Google, although it also 
runs other services, gets much of its 
data from search, while Facebook 
gets it from the social connections 
and information shared on the social ved
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Free fl ight: Drones are becoming increasingly popular both as tools, e.g. in photography and survey-
ing, and as a leisure pursuit. Safe operation of a large number of them would require an additional air 
traffi c control system building on advanced technology. (Photo: Don McCullough.)network, but in the end they just want 
to read our minds. 
Messing with our minds? 
All inventions that help with mental 
tasks have an infl uence on how we 
think. Writing, as Socrates famously 
complained, can serve as an external 
memory and thus make us lazy, 
tempting us not to commit things to 
memory if we can write them down 
instead. 
Similarly, it is already a well-
documented fact that modern-day 
internet users tend to use the web 
as a brain extension. If a piece of 
information is easily retrieved by 
search, we may not bother to fi re up 
our brains at all, as a recent study 
from Gordon Pennycook and Nathaniel 
Barr at the University of Waterloo, 
Canada, has shown once more 
(Comput. Hum. Behav. (2015) 48, 473–
480). Whether or not this temptation 
to laziness leads to an actual loss 
in cognitive abilities in the long term 
remains to be established. 
On top of getting lazy, we also may 
become complacent and less creative, 
as Eli Pariser has warned in The Filter 
Bubble. The opaque mechanisms that 
‘personalise’ content such as Google’s 
search results and Facebook’s timeline 
make it less likely for us to encounter 
insights from a different perspective 
than our own, or discover interestingly 
random combinations of facts and 
experiences that may lead to new 
creative thoughts. By telling us what 
they think we want to hear, Pariser 
argued, the algorithms are depriving 
us of the nutrition of intellectual 
diversity and serendipitous discoveries 
that feeds independent thinking and 
creativity. 
“The fi lter bubble tends to 
dramatically amplify confi rmation 
bias — in a way, it’s designed to,” 
Pariser wrote. Moreover, he argued, 
it limits the solution horizon — the 
range of possibilities that we access 
in problem solving and our ability to 
make associations with seemingly 
remote concepts and ideas. This, 
one suspects, could become a much 
more serious problem than the sheer 
laziness of smartphone users. 
More problematically still, by 
forming a highly detailed vision of a 
user’s identity and then reinforcing 
that with information feeds and Curecommendations, the filtering 
algorithms are already shaping 
people’s lives. For instance, the 
algorithms will only show you 
job advertisements that fit their 
impression of you thus limiting your 
options and potentially enticing you 
to steer your life in a direction that 
they consider suitable. Similarly, as 
mentioned in the beginning, online 
dating algorithms form an idea of 
who you should be with and may 
then nudge you in that direction 
simply by the choice of profiles they 
present to you. 
Similar infl uence is, of course, 
traditionally exerted by parents and 
social peers, but we may be better at 
resisting manipulation by other people, 
whose motives we can understand, 
rather than by opaque algorithms. 
One key recommendation that Pariser 
makes in his book is to have more 
transparency in how fi ltering is applied, 
giving users the possibility to opt out 
of it (as you can with hashtag searches 
on Twitter, by selecting ‘Top’ or ‘All’). 
His call for transparency, however, 
hasn’t led to much reconsideration in 
the industry, as the 2014 affair around 
the clandestine mood manipulations 
on Facebook has shown. 
The end of privacy 
While the fi ltering algorithms are 
limiting the information we are likely 
to fi nd on the internet, there seems to rrent Biology 25, R255–R268, March 30, 2015 ©be no limit to information transfer in 
the other direction. Every ‘like’, every 
click, and every word we write into a 
search window is a commodity that 
somebody can trade somewhere. As 
Science magazine highlighted with a 
special issue (30 January 2015), the 
current technology is marking “The end 
of privacy.” 
In a review published in that issue 
of Science, Alessandro Acquisti 
from the Carnegie Mellon University 
at Pittsburgh, USA, and colleagues 
analysed the problems surrounding 
the privacy issues for today’s 
technology users (Science (2015) 347, 
509–514). They diagnose a high level 
of uncertainty about privacy problems 
on the internet. Users are generally 
unaware of how their data may 
be used. Even those who express 
concern over their privacy may still 
be giving sensitive information away 
due to insufficient awareness of 
problems. 
Ideally, users who care about their 
privacy would want to be in control 
of what information they share 
with whom. In practice, however, 
companies have ways of making 
people share, for instance by shaping 
the default settings of their sites, 
and by creating the impression 
that everybody else is sharing their 
information as well. In practical terms, 
we are getting used to the idea that 
handing over our private data is the 2015 Elsevier Ltd All rights reserved R257
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Lost trade: Ultrafast trading algorithms can cause trouble on the stock markets faster than any 
human trader can react. (Photo: Rafael Matsunaga.)price we pay for free services and that 
extra bit of convenience. 
This Faustian deal, already well-
entrenched in services like Facebook, 
could soon extend to many other areas 
of life, including the hardware such as 
homes and cars. It’s not only driverless 
cars that will rely on and produce 
big data. Increasingly, the traditional 
variety of motor vehicle is also 
recording data and may transmit it to 
commercial entities. Most trivially, the 
numberplate recognition technology 
that already helps to collect tolls 
for congestion zones, bridges and 
motorways creates a record of where 
your car has been. 
But even within the vehicle, there 
may now be up to 70 instruments 
that record data of some sort. In 
the name of progress and accident 
prevention, these devices will 
increasingly be networked. There 
are trials of monitoring devices that 
a driver could voluntarily install to 
qualify for a more attractive insurance 
premium based on their proven safe 
driving. In Germany, where there are 
strong traditions of both automotive 
innovation and sensitivity about data 
privacy, these interests are bound 
to collide in the near future. Car 
manufacturers are already positioning 
themselves to claim ownership of 
electronic data that cars collect, as 
Der Spiegel reported on March 7. 
Internet giants like Google may want 
to pick a fi ght over that valuable data 
store, while concerned motorists may 
not want to be spied on by their cars 
in any case. R258 Current Biology 25, R255–R268, MarchBig data covering every person’s 
every move is also a form of power 
that outweighs the nominal power of 
democratically elected governments 
and institutions. This is why the cover 
of an earlier edition of Der Spiegel 
(February 28 issue) featured Google 
boss Sergey Brin, fl anked by other 
fi gureheads of big data corporations, 
with the caption “The world 
government”. Politicians have always 
been lagging behind the wave of new 
technology and have now little chance 
to reclaim power from companies that 
see themselves as revolutionaries who 
write their own rules.
Robot ecology
One area where IT products have 
already taken power is fast trading on 
the stockmarket. As complex systems 
researcher Neil Johnson from the 
University of Miami, USA, reported in 
September 2013, the use of a large 
number of ultrafast trading algorithms 
on the stockmarkets creates a ‘robot 
ecology’ that is operating too fast 
for any human operator to respond 
if it goes wrong (Sci. Rep. (2013) 3, 
2627). As Johnson found, predatory 
algorithms can hunt in packs to exploit 
unfortunate traders. Feedback loops in 
this emergent ecology can lead to an 
extremely quick collapse of a market, 
known as a fl ash crash. 
Johnson remarks that no 
regulatory action has been taken 
since his fi ndings. “I believe it could 
actually get worse because of the 
effective fragmentation of the main 
fi nancial markets into multiple online  30, 2015 ©2015 Elsevier Ltd All rights reservexchanges — basically like breaking a 
single ecology up into small pieces,” 
Johnson comments. “The separation 
of potential prey (i.e. stock) into 
separate ‘tanks’ (i.e. exchanges) will 
enable predator algorithms that are 
fast enough to jump between them. 
In other words, any fast algorithm 
can get in and out of one exchange 
before anyone knows and then go 
off to ‘dump its waste’ in another 
exchange.” 
And how long have we got before 
conscious, autonomous robots fi nd 
their place in the real-world ecology of 
our planet? According to technology 
guru Ray Kurzweil, now working for 
Google, robots will surpass us by 
2029. If he is right, as he has often 
been with other predictions, now 
may be the right time to make sure 
that those robots won’t be forming 
predatory packs like the trading 
algorithms. 
In an open letter published last 
January (http://futureofl ife.org/misc/
open_letter), Stephen Hawking and 
many other prominent scientists have 
acknowledged the rapid advances 
in AI research and emphasized its 
growing impact on society, making 
it all the more important to avoid 
‘potential pitfalls’.
“The progress in AI research makes 
it timely to focus research not only on 
making AI more capable, but also on 
maximizing the societal benefi t of AI,” 
the letter states. “Such considerations 
[…] constitute a signifi cant expansion 
of the fi eld of AI itself, which up to now 
has focused largely on techniques that 
are neutral with respect to purpose. 
We recommend expanded research 
aimed at ensuring that increasingly 
capable AI systems are robust and 
benefi cial: our AI systems must do 
what we want them to do.”
Science fi ction from Terminator 
through to the current South African 
movie Chappie has provided us with 
plenty of illustration regarding what 
could happen when artifi cial intelligence 
matches ours. The challenge now is to 
learn from these imagined scenarios 
and assign the machines to an 
ecological niche that they can safely 
inhabit without endangering our own. 
Michael Gross is a science writer based at 
Oxford. He can be contacted via his web 
page at www.michaelgross.co.uked
