Ignition probability of polymer-bonded explosives accounting for multiple sources of material stochasticity Accounting for the combined effect of multiple sources of stochasticity in material attributes, we develop an approach that computationally predicts the probability of ignition of polymer-bonded explosives (PBXs) under impact loading. The probabilistic nature of the specific ignition processes is assumed to arise from two sources of stochasticity. The first source involves random variations in material microstructural morphology; the second source involves random fluctuations in grain-binder interfacial bonding strength. The effect of the first source of stochasticity is analyzed with multiple sets of statistically similar microstructures and constant interfacial bonding strength. Subsequently, each of the microstructures in the multiple sets is assigned multiple instantiations of randomly varying grain-binder interfacial strengths to analyze the effect of the second source of stochasticity.
Critical hotspot size-temperature states reaching the threshold for ignition are calculated through finite element simulations that explicitly account for microstructure and bulk and interfacial dissipation to quantify the time to criticality (t c ) of individual samples, allowing the probability distribution of the time to criticality that results from each source of stochastic variation for a material to be analyzed. Two probability superposition models are considered to combine the effects of the multiple sources of stochasticity. The first is a parallel and series combination model, and the second is a nested probability function model. Results show that the nested Weibull distribution provides an accurate description of the combined ignition probability. The approach developed here represents a general framework for analyzing the stochasticity in the material behavior that arises out of multiple types of uncertainty associated with the structure, design, synthesis and processing of materials. Polymer-bonded explosives (PBXs) consist of solid energetic materials and a polymer binder. Because the safety in the handling of explosives and the vulnerability to accidental stimuli relate to the sensitivity of the materials, 1 researchers have shown increased interest in the sensitivity, but the mechanisms of solid high explosives' reactivity are intricate and still not well understood, 2 particularly in the case of non-shock ignition by impact loading such as that seen in drop weight and Susan tests. To establish a basic understanding of impact sensitivity, this paper continues our effort over the last few years [3] [4] [5] [6] [7] towards the goal of moving the study of impact sensitivity from empiricism based on protocols to design science based on modeling and simulation that capture underlying physics.
The initiation of high explosives under impact loading is governed by hotspots created by localized mechanical energy dissipation. Relevant mechanisms of energy dissipation include void collapse, plasticity, frictional heating between particles, and heating at crack tips. 8 These mechanisms are heavily influenced by such factors as material heterogeneity, constituent properties, and defects. The nature of these influences causes the ignition process to be fundamentally stochastic. Recognizing this reality, researchers have carried out numerous studies pertaining to this topic. For example, Dienes et al. conducted pioneering studies on impact ignition through the statistical modeling of microcracking and frictional heating. [9] [10] [11] Nichols and Tarver 12 used statistical hotspot models and investigated the effects of pressure, hotspot size, and hotspot number density. Hamate et al. 13 developed a mechanical reactive burn model using a statistical approach of hotspot evolution. These studies provide an understanding of effects of cracks or hotspot characteristics on initiation using analytical models of crack growth or hotspot aggregation. However, the effects of randomly distributed inhomogeneities and corresponding initiation probability of explosives remain to be quantified.
Probabilistic approaches have long been used to study the mechanical behavior of materials with randomly distributed defects. For example, Hassold et al.
14 used the Weibull distribution and the Gumbel distribution (a double exponential form of the Weibull distribution) to analyze the effects of defect density, domain size, and spring modulus on the probability of failure. The idealized structures consist of springs with random defects. Using the Weibull and modified Gumbel distributions, Duxbury et al. 15 analyzed the failure probability of idealized structures comprised of fiber bundles with random defects. Andersons et al. 16 performed tension tests on fibers with random defects and obtained the distribution of strengths. With regard to the effect of random 17 studied stochastic crack propagation in brittle materials with spatially random variations of stiffness. These studies show that random defects and the fluctuations of material properties are primary sources for stochasticity in material response.
In composite materials, interactions between two different phases cause the following issues that single-phase materials do not have. One key factor that dominates the fracture in composites is the interfacial strength between constituents. Studies [18] [19] [20] [21] have highlighted the effects of debonding of particle/matrix interfaces in composites. Yanase et al. 22 developed a constitutive model that relates the discontinuity of displacements to traction for the quasi-static deformation of composites, accounting for the effect of imperfect particlebinder interfaces. Another key factor in composite material is its inherent random morphology of different phases. OstojaStarzewski 23 used randomly distributed and periodically distributed fibers in composites, and performed numerical analysis to determine how the effective elastic moduli, the effective constitutive response, and the geometric patterns of damage change. Vel and Goupee 24, 25 analyzed the effects of the random microstructural morphology of two-phase composites on material properties such as Young's modulus, the thermal expansion coefficient, and principal stresses at failure in tension and compression.
In most cases however, as Freudenthal describes, 26 "inhomogeneity expressed in the form of the statistical scatter of observed characteristics is the result of both the submicroscopic defects and the macroscopic random inhomogeneities in the material." Obviously, the uncertainty in material behavior is not caused by individual sources of inhomogeneities alone, but rather by the combined effect of multiple factors. This study recognizes Freudenthal's observation and focuses on the effects of two sources of stochastic variations at the microstructural level on hotspot development in a PBX. The random variations considered are associated with the morphologies of constituent phases and the bonding strength of the grain-binder interfaces. Microstructures with statistically similar properties are generated with variations in the morphologies of the grains and binder and in the interfacial bonding strength between the grains and the binder. The probability of ignition arising from one source of stochastic variation is quantified and analyzed separately from another source. The two probability functions are then combined using relations between the time to criticality and microstructure attributes. The specific mathematical form used is the three-parameter Weibull distribution function.
II. FRAMEWORK OF ANALYSIS

A. Microstructure
The microstructures that this paper analyzes simulate PBX consisting of HMX grains and an Estane binder. Typical shape of energetic grains in the computationally generated microstructure used for the meso-scale simulation is either circular 27, 28 or polygonal generated by the Voronoi tessellation method. 7, 18 Wu et al. 24 showed that simulations of the Brazilian compression test using PBX microstructures generated by the Voronoi tessellation method yield results that match the results of experiments reasonably well. Although the microstructures generated by the Voronoi method have more realistic shapes of grains, they have monomodal size distribution, whereas HMX crystals in PBX9501 have bimodal size distributions. 21 To obtain microstructures that are similar to PBX9501, we use a grain library with a bimodal grain size distribution. This library consists of grains extracted from microstructures generated by the Voronoi tessellation method. Two microstructures, one with large grains (see Fig. 1(a) ) and the other with small grains (see Fig. 1(b) ), are generated. The grains in each microstructure are detected and stored separately in the grain library as shown in Fig. 1(c) . Finally, grains in the library are randomly distributed on the microstructure domain as seen in Fig. 1(d) . To achieve a high packing density, the larger grains (d > 200 lm) are initially placed at random locations up to a specified volume fraction (e.g., g ¼ 0.55-0.60). Subsequently, smaller grains (d < 200 lm) are placed between the larger grains, until the desired volume fraction (g ¼ 0.81) is reached. The time required for generating a micrograph increases with the desired packing density. To reduce the time required in generating micrographs with a high packing density (g > 0.70), a random shuffling algorithm is employed. Specifically, if a grain cannot be placed in the domain, the locations of the existing grains are randomly altered until an empty region can be found for that particular grain. Naturally, such a method cannot be used indefinitely. There is a packing density beyond which grains can no longer be accommodated. This method is capable of achieving a relatively high packing density of g $ 0.81. For the bimodal distributions, the two mean grain sizes are $123 lm and $289 lm. The average standard deviation for the smaller size is 37.2 lm and the large size is 49.9 lm. The evaluation of the computationally generated microstructure is performed by comparing the two-point correlation function of PBX 9501 microstructure and that of computationally generated microstructure. The gray-scale image of the PBX 9501 microstructure (g ¼ 0.70) was obtained by Liu. 29 The microstructure of PBX 9501 typically includes HMX grains close to 95% by mass fraction (92% by volume fraction). However, as Mas et al. 30 observed, some particles are too small to be resolved by micrographs, resulting in less volume fraction than actual PBX9501 is composed of. Figure  2 shows that the two-point correlation function of PBX 9501 microstructure strongly matches that of the computationally generated microstructure (g ¼ 0.74) from the grain library approach. Multiple microstructures with the same attributes are generated based on the approach described previously. To illustrate the random variations in microstructure morphology, Figure 3 shows five samples with the same packing density of g ¼ 0.81.
In addition to having variations in constituent morphologies, the microstructures have statistical variations in the bonding strength between the binder and the grains. In modeling, these variations manifest in the maximum traction ðS max Þ of the cohesive relation that determines the strengths of the interfaces in the normal and shear directions. Details of the framework used are given in Barua et al. 5 The effect of interfacial bonding strength is analyzed using two microstructure groups. The first group has spatially uniform bonding strengths between the phases but randomly varying phase morphologies. Sample sets in this group have one of six levels of the maximum traction ðS max ¼0:1; 17:5; 35; 70; 100; and 1000 MPa) and each set consists of twenty microstructure samples. This group has a total of 20 Â 6 ¼ 120 samples. The critical displacement 5), is a hypothetical value used to explore trend in the ignition probability of microstructures with a very high interfacial strength level.
The second microstructure group has samples with interfacial bonding strengths that vary spatially. The stochastic variations of the maximum traction occur at the grain-binder interfaces, not inside the grains or the binder. The bonding strength is assumed to follow the Gaussian distribution with an average of 35 MPa, which is one of the six uniform values in the first group. The standard deviation of the bonding strength is 7 MPa, which is 20% of the average value, as shown in Fig. 4 (a). The selection of the standard deviation follows the experimental results in Ref. 21 , which show a scatter of 10-20% around a linear fit of data near the maximum cohesive stress. As an example of the spatially varying interfacial strength, Figs. 4(b) and 4(c) show a close up view of HMX grain boundaries, with the color coding of the strength levels given in Fig. 4(a) . The constitutive relation of cohesive bonding is described in Ref. 31 , and the values of the cohesive parameters for the first and second microstructure groups are listed in Table I . The material property parameters (i.e., elastic moduli and density) are listed in Table II (Ref. 32 ).
In the following discussion, "M U " refers to the microstructure with uniform interfacial bonding strength, and "M V " refers to the microstructure with stochastic variations in interfacial bonding strength.
B. Loading configuration
Figure 4(d) shows the loading configuration used. The sample size is 15 mm Â 3 mm: A low impact velocity yields a distribution of ignition probability that is wider than a high impact velocity does for a statistically similar microstructure set, as reported in Ref. 7 , accentuating the effect of the random morphological variations in the materials' microstructures. However, a low impact velocity lengthens the time to criticality, necessitating a larger microstructure for the simulation in order to avoid stress wave reflection from the opposite fixed end of the sample. At an impact velocity of v ¼ 100 m=s; approximately $9:5 ls of loading and response without stress wave reflection can be analyzed.
The microstructure is initially stress-free and at rest. Once loading begins, the impact velocity is imposed at the top end of the sample shown in Fig. 4(d) . Over the initial period of time (0 t < 0:5 ls), the boundary velocity is linearly ramped from zero to the maximum of v ¼ 100 m=s: The left and right side boundaries are constrained such that lateral motions do not occur. This configuration approximates the normal impact loading of an infinitely wide material block under the conditions of macroscopically uniaxial strain. For all calculations presented, initial temperature is T ¼ 300 K:
The ignition criterion provides a relationship between the size and the temperature of critical hotspots as
where d is the diameter of a hotspot resulting from a loading event whose interior temperatures are at or above temperature T and d c is the minimal diameter of a hotspot required for thermal runaway at temperature T. The quantitative information regarding the right-hand side of Eq. (1) The left-hand side of Eq. (1) is obtained by analyzing the hotspot distributions from CFEM calculations. To account for the variations of temperature within a hotspot (note that temperatures at different spatial locations within a hotspot are different and the temperature threshold is the lowest temperature at the periphery), the criterion of Tarver et al. is defined by a band of 610% about the mean value as in the previous publications. A hotspot is considered to be critical when it crosses the lower threshold limit (90% of the average threshold). Taking into consideration, the stochastic nature of arbitrary microstructures, we employ an approach to identify the time to criticality t c measured from the onset of dynamic loading. Specifically, instead of one single hotspot, criticality is regarded as being reached if the critical hotspot density in a specimen reaches a level equal to or greater than 0:22 mm À2 . This level corresponds to two critical hotspots in a 3 mm square domain. Random variation in strengths (Gaussian Distribution) 
D. Issues analyzed
The analysis is performed in the following steps. First, calculations are carried out using multiple sets of instantiations described in Sec. II A with the loading condition shown in Fig. 4(d) . Following the calculations, the ignition criterion described in Sec. II C is used to scan the microstructure for hotspots and detect critical hotspots that have reached the size-temperature threshold. With this approach, once an ensemble (or a set of microstructure instantiations) is defined, the distribution of the time to criticality can be uniquely determined for the microstructure set. For each set with a given combination of statistically similar attributes, the time to criticality (t c ) is evaluated as a cumulative probability distribution. The distribution of the time to criticality obtained from each set is fitted to the Weibull distribution with three parameters 34 in the form of
where t is the time to criticality, t 0 is the minimum time to criticality, or the cutoff time to criticality below which the probability of ignition is zero, s is a time-scaling parameter that affects the slope of the distribution curve, and m is a shape parameter. From the Weibull equation, the median time to criticality ðt 50 Þ can be obtained by
Barua et al. 7 provided a physical basis for the Weibull distribution fit to the probability of time to criticality using Terao's model. 35 They showed that m¼ 2 for loading conditions involving a propagating stress wave front, which is the case for the configuration in Fig. 4(d) and throughout this paper. Under the condition that the shape parameter (m) has a constant value of 2, the Weibull distribution in Eq. (2) is determined by two parameters, one is the median time to criticality ðt 50 Þ and the other is the time-scaling parameter ðsÞ: The relationship between parameters in Eq. (2) is given by Eq. (3).
The microstructure and CFEM model we utilize in this paper are two-dimensional, with conditions of plane strain. It is worth noting that the cutoff impact velocity obtained using this framework is in good agreement with the threshold velocity for ignition measured from experiments. 7 Although desirable, a three-dimensional framework would be much more computationally intensive and numerically challenging. Such a framework which needs to account for all the physical processes considered by the 2D framework here, including distributed fracture, internal friction, and frictional heating, is not currently available.
III. RESULTS AND DISCUSSION
A systematic quantification of the probabilistic distributions of time to criticality is carried out, focusing on (i) the effect of different levels of uniform interfacial strength ðS max ¼ 0:1 À 1000 MPaÞ (ii) the effect of random variations in the interfacial strength about the mean value, (iii) the effect of random phase morphology variations, and (iv) the combined effect of random interfacial bonding and microstructure morphological variations.
A. Probability of ignition with uniform interface strength
To provide a basis for systematic comparison, the probability of ignition for microstructures with spatially uniform interfacial bonding strength is analyzed. The analysis involves a microstructure group consisting of six sets of instantiations, as described in Sec. II A. Each set of instantiations has one of six uniform interfacial strength levels ðS max ¼ 0:1; 17:5; 35; 70; 100; and 1000 MPa). The loading condition analyzed is that described in Fig. 4(d) , and the ignition criterion used is that described in Sec. II C. In the following discussion, "Distribution-U" refers to the ignition probability distribution that results from random variations of phase morphology among statistically similar (see Ref. 7 for the definition and quantification) microstructures with uniform interfacial bonding strength (M U ). The Distribution-U's from the six sets of instantiations are shown in Fig. 5(a) . The median time to criticality increases as the interfacial bonding strength increases (see Fig. 5(b) ). The microstructures with very high interfacial strength (e.g., S max ¼ 1000 MPa) in general require longer times to reach criticality, such that many of them do not reach critical within the time window of loading without reflection from the bottom boundary (up to $9.5 ls). The data are fitted to the Weibull distribution in Sec. II D for five of the six levels of uniform interface strength ðS max ¼ 0:1; 17:5; 35; 70; and 100 MPaÞ: The median times to criticality (t 50;U ) calculated using Eq. (3) are a function of the interfacial strength ðS max Þ :The median time increases as the interfacial strength increases. The trend can be well described by a linear relation as in Fig. 5(b) .
Since the time to criticality is determined by localized heating in the sample, a correlation exists between the hotspot development and time to criticality t C;U : Two parameters, hotspot number density (number of hotspots per unit volume of material, N U Þ and hotspot area fraction ðA U Þ, are quantified from the twenty samples with uniform interfacial strength ðM U Þ of S max ¼ 35 MPa, and are related to the ignition time of corresponding microstructure. The threshold of T ¼ 400 K is used to cut off the temperature field and detect hotspots at t ¼ 6 ls after impact. The top 3 mm Â 3mm portion of the domain is analyzed. Figure  6 (a) shows that microstructures with a higher number density of hotspots require less time to criticality, and Figure  6 (b) shows the same trend for the total area fraction of hotspots. Overall, more hotspot quantities (i.e., area fraction and number density of hotspots) are observed from microstructures that ignite earlier time than from those that ignite later time, indicating that the development of hotspots is one factor that determines the ignition sensitivity of the microstructure.
B. Effects of fluctuations in interface strength
The effect of spatial variations of the interface strength is analyzed using three microstructure samples. The first sample (M U ), which serves as a base line case for comparison, has uniform interface strength of S max ¼ 35 MPa. The other two samples (M V ) have the same microstructure morphology that the first sample has but involve stochastically varying interfacial strengths as described in Sec II A. Since the variations in interfacial strength are randomly distributed, the grain-binder configuration denoted by strength color of one microstructure among the two samples differs from that of the other microstructure as shown in Figs. 1(c) and 1(d) . Figures 7(a)-7(c) show the temperature distributions for the three cases at 6 ls after impact. The overall appearances of the hotspot fields for the three bear resemblance. However, both locations and peak temperatures of the critical hotspots are different. The variations in interfacial bonding strength provide a perturbation to the thermomechanical processes in the materials, causing the temperature distributions to be different. For a microstructure set with the same phase morphology having random variations in interfacial strength, the stochastic growth of hotspot leads to the ignition time to be different from sample to sample, giving rise to the probability distribution of time to criticality.
The resemblance of hotspot field between M U and M V is quantified for all twenty microstructure morphologies. Specifically, twenty sets of new samples are generated, with each set based on a baseline microstructure morphology from one of the twenty microstructures of M U , providing a total of 20 Â 20 ¼ 400 samples. All four hundred samples have randomly varying binder-grain bonding strengths as illustrated in Sec. II A. The number density and the total area of hotpots are obtained from each sample set of M V .
The average values of hotspot number density (N V ) and hotspot area fraction (A V ) from each sample set of M V are related to the hotspot number density (N U ) and hotspot area fraction (A V ) from the baseline sample in M U as shown in Figs. 8(a) and 8(b) . The results show that the data points follow N V ¼ N U and A V ¼ A U closely, with a slight bias toward the side of the case with both sources of stochasticity, suggesting that the hotspot field is primarily determined by its microstructure morphology, and the variations in interfacial bonding strength makes perturbation on hotspot evolution.
C. Combined effects of variations in microstructural morphology and interface strength
The combined effect of two sources of stochasticityphase morphology changes and variations in interfacial strength are analyzed. Among the twenty microstructures with the uniform interfacial strength of 35 MPa in the sample set described in Sec. III A, three microstructures are chosen as examples for this analysis. When they are assigned uniform interfacial strength, their ranking order of ignition times is as follows. The first microstructure, referred to as {A}, yields the earliest time to criticality ðt C;U fAg ¼ 4:82 lsÞ; the second microstructure, referred to as {B}, yields the median time to criticality ðt C;U fBg ¼ 6:41 lsÞ among the twenty samples in the set; and the third microstructure chosen, referred to as {C}, yields the longest time to criticality ðt C;U fCg ¼ 8:92 lsÞ among the twenty samples as shown in Fig. 9(a) . Now, these three samples are used to generate three new sets of samples, each based on one of the three original Figure 9(b) shows the probability of ignition as a function of time for the three new sets of microstructures. The term "Distribution-V" refers to the probability distribution of the time to criticality arising from the random fluctuations in interfacial strength only. In other words, each of the three new sets of samples yields one "Distribution-V". The results show that the Distribution-V's from the first microstructure (i.e., A), the second microstructure (i.e., B), and the third microstructure (i.e., C) lie between 4:42 À 6:23 ls; 5:19 À 8:41 ls; and 5:52 À 9:29 ls; respectively. Two interesting features are observed when the Distribution-V's are compared with their baseline ignition times t C,U {A}, t C,U {B}, and t C,U {C}) in Distribution-U. The first feature is that the baseline ignition time (t C,U {A}, t C,U {B}, or t C,U {C}) in Distribution-U (Fig. 9(a) ) is not the mean ignition time for the corresponding sample sets giving rise to Distribution-V. Specifically, for microstructure morphology {A} which has the shortest ignition time t C,U {A}, the corresponding ignition times in Distribution-V are mostly later than t C,U {A} [note the dotted vertical line in Fig. 9(b) ]. On the other hand, the opposite is observed for microstructure morphology {C} which has the longest ignition time t C,U {C}-the corresponding ignition times in Distribution-V are mostly earlier. For microstructure morphology {B}, the corresponding ignition times in Distribution-V straddle both sides of t C,U {B}.
The second feature is that the ranking order of mean ignition time of Distribution-V's for the three new sample sets follow the same order of the ignition time for the three baseline microstructures in Distribution-U, i.e., t C,U {A}, t C,U {B}, and t C,U {C}. As discussed in Sec. III B, the hotspot locations in the microstructures with uniform interfacial strength are similar to the hotspot locations in the corresponding microstructures with random fluctuations in interfacial strength around the uniform strength value, as seen in Figs. 7(a)-7(c) . The similarity in hotspot locations shows that sites for the occurrence of dominant hotspots are primarily determined by microstructure morphology and material heterogeneity. In contrast, fluctuations in interfacial strength cause stochastic field (e.g., temperature) perturbations that "modulate" the degree of localization of the field quantities. As a result, variations in interfacial strength cause stochastic variations in ignition time relative to the ignition time determined by the material heterogeneity inherent in the microstructures.
Although only the results for three samples (A, B, and C) out of the twenty samples in Distribution-U are shown above, results for all twenty microstructures show the same features and trends. A total of 400 samples generated in Sec. III B are used, involving randomly varying binder-grain bonding strengths as illustrated in Sec. II A. The trend shown in Fig. 9 is analyzed for all twenty sets. To obtain an analytical quantification of the trend, both Distribution-U and Distribution-V are characterized using Weibull distribution functions. The specific forms used here are
; and (4a)
Here, subscript "U" denotes the value obtained from Distribution-U, and subscript "V" denotes the value obtained from Distribution-V. The dependency of Distribution-V on Distribution-U is analyzed using the median time to criticality ðt 50;V Þ and the time-scale parameter ðs V Þ to capture the overall shift of the distribution with respect to time and the slope of the distribution. Subsequently, Eq. (3) is used to obtain the parameters in Eqs. (4a) and (4b). The median time to criticality ðt 50;V Þ and time-scale parameter ðs V Þ for Distribution-V for each sample set are related to, and therefore change with, the ignition time t C,U of the corresponding baseline microstructure FIG. 9 . Relation between Distribution-V and the ignition time of the corresponding M U ; (a) Distribution-U. The names {A}, {B}, and {C} represent the microstructure morphologies that generate the earliest (t C,U {A}), median (t C,U {B}), and latest (t C,U {C}) time to criticality, respectively; (b) Distribution-V's from the selected microstructure morphologies, {A}, {B}, and {C}. The dotted vertical lines represent the ignition times of corresponding M U in Fig. 9(a) . in Distribution-U as shown in Figs. 10(a) and 10(b) . The relations are represented by t 50;V t 50;U ¼ a t C;U À t 50;U t 50;U þ b; and (5a)
where the parameters a, b, c, and d are fitting constants. The values of those constants are listed in Table III . Parameter a represents the strength of the effect of morphology variations on the median time to criticality of Distribution-V. A value of a ¼ 1 would indicate a simple direct superposition of the morphology variation effect and the property fluctuation effect for the mean ignition time for Distribution-V. A value of a ¼ 0 would mean no morphology variation effect on the mean ignition time for Distribution-V. Values of a that are between 1 and 0 indicate the second source of stochasticity "diminishes" the effect of the first source of stochasticity. For the conditions studied, the value of a ¼ 0.8 suggests that the influence of the first source is more dominant than that of the second source on the median time to criticality ðt 50;V Þ of Distribution-V.
Parameter b represents the potential scaling of the mean ignition time for Distribution-U that may be required in order to arrive at the ignition times for samples in Distribution-V due to the introduction of the second source of stochasticity (the random fluctuations in interfacial strength). A value of b ¼ 1 indicates no scaling here. Parameters c and d quantify the ratio between the slope of Distribution-V and the slope of Distribution-U. Parameter c embodies the dependency of the ignition probability distribution associated with Distribution-V on the first source of stochasticity. A value of c ¼ 0 would indicate that the slopes of all Distribution-V curves are the same. Higher c values would suggest stronger dependence of Distribution V probability profiles on Distribution-U. The value obtained for the conditions studied is c ¼ 0.43. Parameter d alone determines the slope of the Distribution-V ignition probability curve for the sample with the microstructure morphology that generates the minimum time to criticality (ideally most ignition sensitive microstructure morphology in Distribution-U) as a function of the slope of the ignition time probability profile associated with Distribution U.
Since all 400 samples have statistically similar microstructure morphologies and the same average interfacial strength with the same level of stochastic variations, their times to criticality can also be treated as one statistical ensemble. Such an analysis is carried out in Fig. 11 . The result provides an overall quantification of the ignition behavior of the samples with two sources of stochasticity. The result also raises the question of "how do the contributions of the two sources combine to yield the overall behavior in Fig. 11 ?".
D. Combined models
The first step in developing a model to quantify the combined probability of ignition accounting for both sources of stochasticity is to quantify the probability distributions due to each source, as this quantification provides the basis for superposition. The behaviors of both Distribution-U and Distribution-V are described by the Weibull distribution functions as in Eqs. (4a) and (4b) .
To analyze the combined effect of the two types of stochastic variations, two models based on these individual quantifications are first examined. These models are simple parallel and series arrangements shown in Figs. 12(a) and  12(b) . The idea of parallel and serial arrangements, as discussed in Ref. 36 , was originally developed to consider the failure of mechanical systems consisting of many components. The failure of one component of a system is independent of the failure of other components. In the parallel model, the system fails when all components fail. In the serial model, the system fails if any of its components fails.
The superimposed probabilities of ignition for parallel and serial systems are given by [see Ref. 36 for derivations]
As discussed in Ref. 36 , a parallel system becomes more likely to survive as components are added it, because the probability of failure of the system is obtained by multiplying the failure probabilities of all components. On the other hand, a serial system becomes more likely to fail as more components are added, because the survivability of a system is obtained by multiplying the survivabilities of all components. Figure 12 (c) shows Distribution-U (blue), Distribution-V (black), along with the combined probabilities in series (purple) and in parallel (green). Combining the individual probabilities in a serial fashion shifts the combined probability toward earlier times. On the other hand, combining the individual probabilities in a parallel fashion shifts the combined probability toward later times. Both are far from what is observed in Fig. 11 which shows that the combined probability distribution of ignition does not shift in either earlier or later time directions relative to the Distribution-U curve. The actual combined probability curve is simply more spread out toward both early time and long time extremes. Note that the parallel and serial models assume that the probability of a component's failure is independent of that of other components in the same system. 36 Here, the parameters for Distribution-V may depend on Distribution-U. These factors and the differences in Fig. 12 point out the need for a new mathematical model for combining the two probability functions in Eqs. (4a) and (4b).
E. Nested probability distribution model
To arrive at the joint probability distribution, we propose a nested probability superposition model that combines the effects of the two sources of stochasticity on ignition probability. This nested probability model recognizes the fact that there are "two layers" of probability distributions. The first layer is due to random variations in microstructure morphology. The second layer is associated with the fluctuations in interfacial bonding strength. Note that the random fluctuations in bonding strength can only occur along the boundaries between the binder and the energetic granules, and the discussion of fluctuations in bonding can only be pursued for given microstructures. Because of this constraint, the variations in microstructure morphology must be treated as the first layer of variations which can be made regardless of interfacial strength. On the other hand, the fluctuation in bonding is a second level variation that "rides" with the microstructure, and therefore, is treated as the secondary variation here. This "layering" of variations determines the order or manner in which the superposition of the two levels of probability distributions is carried out. The nested superposition model developed here reflects this fact.
El Otmani et al. 37 considered a nested probability of the Gaussian distribution. For the first layer, there are n number of random values that follow the Gaussian distribution ðl; r 2 1 Þ, where l is the mean and r 1 is the standard deviation. An arbitrary point among the n values ðx 1 ; …; x n Þ is denoted as x i . For the second layer, there are n sets of values, and the values in each set follow a new Gaussian distribution with the mean value of x i (from the first layer) and a standard deviation of r 2 : If the values from all sets are combined, then the probability density function 37 that represents the population of all values is To analyze the how effects of the two sources of variations (in morphology and interfacial strength) combine, we consider a large number of random values that follow the nested probability model. For the first layer, 100 000 random values that follow the Weibull function of Distribution-U [Eq. (4a)] are generated. For the second layer, the same number of sets of random values are generated based on the values in the first layer. The random values of each set in the second layer follow the Weibull function of Distribution-V [Eq. (4b)]. The Weibull parameters t 0;V and s V in Eq. (4b) are obtained using the linear relation between t C;U and s V and the linear relation between t C;U and t 50;V as discussed in Sec. III C.
Ultimately, the properly superimposed, combined ignition probability function must agree with the total ignition probability function obtained with all cases which are considered as a statistical ensemble of one sample set. Figure 14 shows the combined distribution function obtained by using the nested probability (green dots) and the probability distribution of time to criticality represented by all 400 samples (red line). The closeness between the two curves confirms the validity of the nested superposition model and the insights it yields.
In order to obtain an analytical form of the nested Weibull probability distribution, a finite, discrete mixture model is considered. A general form for this model 38 is
where w i ! 0 are weighs for the individual probability density functions p i t ð Þ for each set of samples in the second layer. The parameters in Eq. (8) that represent the combined probability are w i ¼ 1=n ; n ¼ 20 : The probability p i t ð Þ is stated in the form of
where H • ð Þ is the Heaviside unit step function, and t 0;i and s i are t 0;V and s V for the i-th microstructural morphology, respectively. The finite, discrete mixture of Weibull distribution functions is equivalent to the nested Weibull distribution, representing the combined probability of ignition. However, the finite mixture of probability distributions is a summation of discrete probability functions. A concise analytical form of the final probability as a continuous function has not yet been obtained through this approach.
In Eq. (9), the probability function p i t ð Þ can be represented as a conditional probability, p i tjt c ð Þ; because p i t ð Þ is valid only if the microstructure with the corresponding morphology ignited at t¼t C;U : The probability of ignition for an arbitrary sample among a statistical ensemble of all samples is mathematically known as the joint probability, p t; t c ð Þ of two probability functions-a conditional probability function of Distribution-V and a probability function for Distribution-U. That is,
If all possible microstructures are considered, the final combined probability density function (PDF) is
and the cumulative distribution function (CDF) is
where s i and t 0;i are t 0;V and s V as obtained from Eqs. (3), (5a), and (5b). from the two approaches provide identical results, confirming that Eqs. (11) and (12) are the analytical forms of the nested Weibull distribution.
It should be pointed out that, in the nested probability model, we first obtained the relations between the parameters for distributions associated with the variations in morphology and interfacial strength. Subsequently, we used these relations to obtain the analytical form of the final probability. In experiments, however, the approach is often reversed, and it is not straightforward to separate the effect of one source of variations from the effect of another. For example, Subero-Couroyer et al. 39 performed experiments on the crushing probability of particles with multiple sources of defects. The crushing probabilities arising from each source of defects and multiple sources of defects are quantified using Weibull distribution functions. The Weibull function for samples with multiple sources of coupled defects is equivalent to the nested Weibull function in our model. However, as indicated in Ref. 39 , "it is difficult to separate the effect of macroporosity from the combined effect of macroporosity and defects…". The reversed approach to isolate or separate the effects from the nested Weibull function can be the topic of a future study.
IV. CONCLUSION
This study focuses on the effects of multiple sources of material stochasticity on the probability of ignition of PBXs under impact loading. The analysis carried out in this paper concerns two types of variations. The first is in microstructural morphology, and the second is in grain-binder interfacial bonding strength. Each source of variations gives rise to a degree of randomness in the locations, sizes and temperatures of hotspots which in turn results in a degree of randomness in the ignition behavior of the materials.
Two sets of calculations are performed. The first set focuses on the effect of the microstructures that have random variations in morphology, but different levels of spatially uniform bonding strength. The result shows a linear relationship between interfacial strength and median time to criticality of ignition probability. For a given level of uniform bonding strength ðe:g:; S max ¼ 35 MPaÞ; microstructures with more intense hotspots (i.e., higher area fraction and number density of hotspots above a certain threshold) result in earlier ignition than those with less intense hotspots. The second set utilizes the microstructures with random variations in morphology from the first set and adds random fluctuations in interfacial strength to each sample. The result shows that the hotspot attributes-locations, number density, and area fractions-from the microstructures in the second set bear strong resemblance to the hotspot features from the microstructure with the morphology and uniform bonding strength. This resemblance is the underlying reason why the ignition probability distribution due to fluctuations in interfacial strength is dependent on the ignition time of the baseline microstructure morphology.
To understand how the different sources combine to affect the overall ignition behavior, we developed a nested superposition model. The results show that the model captures the interactions between the two sources of variations in material attributes. Although only two sources of stochasticity are considered here, the model can be generalized to analyze the combined effects of multiple sources of stochasticity. It must be pointed out that, in experiments, the final data set comes out as combined probability in most cases, and separation of the effects of the individual sources is often challenging. This separation is only studied here using the two-layered models and simulations. A separation without such systematic sets of calculations has not been attempted. Developing an inverse approach that starts with the final combined data to obtain the effects of individual sources and the relations between the effects of individual sources of heterogeneities can be a useful endeavor in the understanding of the stochastic behavior of heterogeneous materials.
