The outstanding coding performance of H.264 comes with the cost of significantly higher complexity, making it too complex to be applied widely. This work aims at accelerating the H.264 encoder using joint algorithm/code-level optimization techniques so as to make it feasible to perform real-time encoding on a commercial personal computer. We propose a fast inter-mode decision scheme based on spatio-temporal information of neighboring macroblocks for the algorithm-level optimization. We use a commercial profiling tool to identif' most time consuming modules and then apply several code-level optimization techniques, including frame-memory rearrangement, single-instruction-multipledata (SIMD) implementations based on the Intel MMX/SSE2 instruction sets. Search mode reordering and early termination for variable block-size motion estimation, are then applied to speed up these time-critical modules. The simulation results show that our proposed joint optimization H.264 encoder achieves a speed-up factor of up to 18 compared to the reference encoder without introducing serious quality degradation.
INTRODUCTION
For multimedia applications, compression is one of the most crucial issues, because raw video/audio files demand a huge amount of storage space or transmission bandwidth. Several coding standards have been defined to meet various application areas. The H.264/ AVC video coding standard"2 was defined by the Joint Video Team (JVT), which was formed jointly by the ISO/IEC Moving Picture Expert Group (MPEG) and the ITU-T Video Coding Expert Group (VCEG). The primary goal of H.264 is to develop a brand-new video coding technology, which is highly-efficient, network-friendly, and error-resilient for the applications ranging from mobile video to HDTV. H.264 improves the ratedistortion performance by exploiting advanced video coding technologies, such as Variable Size Block Motion Estimation (VSBME), Multiple Reference Prediction, Context-Based Adaptive Binary Arithmetic Coding (CABAC). It can save up to 50% in bit-rates as compared to MPEG-4 Advanced Simple Profile (ASP)2. The outstanding coding performance of H.264, however, comes with the cost of significantly higher complexity, making it too complex to be applied widely3'4.
In H.264, the motion estimation and mode decision operations can consume as much as 66% computation of the whole encoding process4. In order to reduce its computational complexity, there exist many fast algorithms for implementing motion estimation and mode decision which can be used to accelerate H.264 codecs5'5. In fast motion estimation algorithms, some use fast search strategies that reduce the average number of search-points, such as three-step search (TSS)5, and diamond search (DS)6, etc. Some are based on pixel-decimation in the matching criterion7'8. The fast search strategies often can achieve a significant improvement in coding speed, but may also cause more quality degradation than the pixel-decimated matching criterion. Most fast mode decision algorithms usually eliminate the candidate block modes to be verified95.
Since multimedia applications are getting more and more popular, most modem microprocessors have been embedded with specific multimedia instructions to speed up image and video processing programs. The single-instruction-multipledata (SIMD) model was introduced in Intel processor. Utilizing MMX/SSE/SSE2 technologies, several data-independent instructions can be executed in parallel. In video coding applications, a large number of small-size native data type operations are performed frequently, and the operations on different data are independent to others. it suitable to exploit the parallelism with the Intel SIMD technologies'6'9.
The good coding performance of H.264 is achieved at the cost of complexity, making it too complex to be applied widely. This paper focuses on the computational complexity reduction for H.264 coding standard, making it feasible to perform real-time encoding on a personal computer. Before applying optimization to the encoder, complexity analyses have to be performed first during the software optimization process so as to identify the computationally critical paths. The Intel® VTuneTM Performance Analyzer2° is used in this work as the profiling tool to evaluate the software performance and obtain the complexity profile of the reference and optimized encoders. In this paper, all the codes are compiled by the Intel® Compiler 7.121 to fully utilize the SIMD instruction sets. Fig. 1 shows the high-level execution-time breakdown of the H.264 JM7.3 reference encoder. In this experiment, the Foreman sequence (150 frames, QCIF format, IPPPPP... frame structure) is encoded on an Intel Pentium-4 2.4GHz PC with 512 MB memory under the Microsoft Windows XP. The RD optimization option in the reference encoder is turned off for the experiments. According to Fig. 1 ,the most time-consuming modules of JM7.3 encoder are Motion Estimation, Interpolation, SATD, and DCT. Therefore, these modules are in the top priority list to optimize. In this work, both algorithm-level optimization and code-level optimization are applied to speed up the H.264 software encoder on a commercial personal computer supporting SIMD instruction sets. We propose a fast inter mode decision scheme based on spatio-temporal information of neighboring macroblocks for the algorithm-level optimization. Besides, we also adopt a fast hexagonal-based motion estimation scheme2224 to reduce the computation. We then use a commercial profiling tool to identify most time consuming modules and then apply several code-level optimization techniques, including frame-memory rearrangement and SIMD implementations based on the Intel MMX/SSE/SSE2 instruction sets to further speed up these time-critical modules.
The rest of this paper is organized as follows. Section 2 addresses the proposed algorithm-level fast inter-mode decision scheme. Section 3 describes the proposed code-level optimization schemes. Experimental results and analyses are shown in Section 4. Finally the conclusion will be drawn in Section 5. The conventional exhaustive mode decision analyzes seven possible block-size modes and selects a best one from the seven modes for encoding. The proposed method, on the other hand, need only analyze a subset of the seven modes by taking using spatio-temporal predictions from neighboring blocks such that the time for encoding can be reduced drastically. The coding modes of five neighboring blocks: the left, upper, upper left, and upper right blocks of the current block, and the block at the same location in the previous frame are used for prediction. To avoid reducing the coding performance due to improper use of spatio-temporal predictions, our method, namely, enhanced fast mode decision (EFMD), further analyzes the reliability of each predicted mode of each inter-block before using the predicted mode for encoding. If the predicted mode is reliable, the inter-block then uses the predicted mode for encoding. Otherwise, a full mode search will be performed on the whole inter-block to search for a best mode. We use the MV variance within a macroblock and the magnitude of MV difference defined in (1) and (2), respectively, to evaluate the reliability of the neighboring prediction information in order to reduce the quality degradation caused by incorrect predictions.
FAST CODING MODE DECISION USING SPATIO-TEMPORAL PREDICTIONS
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where n is the number of motion vectors existed in each block, MVx and MVy are the horizontal and vertical component MVs, respectively, and MVcur and MVref represent MVs of a current block and a reference block, respectively. , each of the four 8x8 sub-blocks has a similar MV so that the MV variance of the motion blocks is small. In this case, the 16x 16 macroblock itself should be used for encoding. That is, when the MV variance of smaller blocks is small, a larger block encompassing the smaller blocks is more suitable for encoding. However, if the block mode is 16x16, there is only one group of MVs after the motion estimation. Consequently, no MV variance can be calculated therefrom. Accordingly, the proposed method only considers the MV variance for determining the reliability when the predicted block modes are smaller than the 16x16 mode, in which the modes ofwhich the MV variances are larger than a threshold value TH are determined as reliable. A statistic result that uses the MV variance to determine the reliability of a block size mode that is smaller than the 1 6x16 mode is shown in Table 1 . From Table 1 , the average accuracy is higher than 85%.
As described above, only the reliabilities of the block size modes smaller than the 16x16 mode are determined by the MV variance in our method. For the 16x16 mode, the reliability is determined from its magnitude of MV difference defined in (2). It is known that if two adjacent blocks belong to a same object or have a same motion trajectory, the chance of the two adjacent blocks using a same block size mode for encoding will be very high. Accordingly, the MVs of the two adjacent blocks are also similar, that is, the magnitude of MV difference of the two adjacent blocks is small. On the contrary, if the MVs of the two adjacent blocks are different, it can be predicted that the two adjacent blocks have different motion trajectories, that is, we should not use a same block size mode for encoding. Based on this concept, if the magnitude of MV difference of a current block from its adjacent block is smaller than a threshold value TH, the current block is then considered as reliable. It can be seen that the average accuracy is higher than 80% when the blocks are determined reliable. T : Reference information correct; F : Reference information incorrect The flow diagram of reliability check is shown in Fig. 3 . The process first determines whether the reference mode is a 16x16 block-size mode. If so, the reliability of the reference mode is determined by its magnitude of MV difference. If the reference mode is smaller than 16x16, the reliability of the reference mode is determined by its MV variance. By analyzing the predicted information, a number of reference modes are obtained. Generally, if the prediction information for some reference blocks is the same, the block modes used for these reference blocks are also the same. Furthermore, our experiments show that ifmore than halfofthe reference blocks use a same block mode, the possibility that the current encoding block will use the same block size mode for encoding is very high. Ifmore than halfofthe reference blocks use a majority block size mode, the method then determines whether this majority block mode is reliable. If it is reliable, the method then uses the majority block mode to encode the current block. If the majority block mode is unreliable, however, the method then has to perform a full-mode search to select a best block size mode. While performing the mode estimation, we use the early termination method'5 to determine whether or not to stop block splitting earlier to further reduce the computation. The two thresholds, TH and THmag, used for reliability test are determined by collecting the values of MV variance and magnitude of MV differences and from the previous frames. The detailed flowchart ofthe proposed EFMD algorithm is illustrated in Fig. 4 . First, the process obtains reference block size modes according to the predicted information from the neighboring reference blocks. The method then determines whether more than half of the reference modes are the same (i.e., the majority reference block size mode.) If so (i.e., along the left branch of the flowchart), the process performs a motion estimation for the majority reference block size mode, and then checks the reliability of the majority reference mode according to the process described in Fig. 3 . Should the majority reference mode be reliable, the best reference mode is used as a basis for determining the final coding mode; otherwise, a full-mode search over the 16x16, 16x8, 8x16, and 8x8 modes is performed to find out a best mode.
Furthermore, when not more than half of the reference modes are the same (i.e., along the right branch of the flowchart), i.e., not more than half of the reference motion blocks adopt the same mode, the process performs the motion estimation for all of the reference block size modes. All of the reference modes are then checked, for their reliabilities according to the process of Figure 3 . After checking the reliabilities of all of the reference modes, the reference modes that are considered reliable are recorded. The process then checks whether more than half of the reference modes are reliable. If not, the process then performs a full-mode search on the current motion block to find out a best block size mode.
After finishing either of the above two branch testes, the process checks whether a best reference mode is an 8x8 mode. If so, the process goes on checking a best sub-partition for each 8x8 sub-block. As each 8x8 sub-block can be further divided into 8x4, 4x6, and 4x4 sub-blocks, it should be noted that, when the 8x8 sub-block is not the best mode, there is no need to analyze the sub-blocks smaller than the 8x8 sub-blocks because the chance that the smaller sub-blocks are the best mode is very small. As such, the encoding time can be greatly reduced. Finally, if an 8x8 block size mode is not the best, the process then adopts a mode that has the minimum cost for encoding the current motion block.
After the algorithm-level optimization for the proposed mode decision and the fast hexagonal fast motion estimation adopted from 23, several code-level optimization techniques are proposed to pursue for further speed-up. Our proposed code-level optimization techniques include memory rearrangement, and optimization with the SIMD technology for fractional-pixel interpolation, (inverse) integer transform, Hadamard transform, and SAD process.
CODE-LEVEL OPTIMIZATION

Optimization of interpolation
Memory rearrangement
In the reference software, all types of fractional pixels are stored altogether with integer pixels in an up-sampled frame memory as shown in Fig. 5(a) , in which the blocks labeled with 'G' indicate the integer-pixel locations; the blocks labeled with 'b,' 'h,' and j' stand for the half-pixel locations; the rest are quarter-pixel locations. As a result, pixels of the same type are stored in noncontiguous locations of the memory, making it inefficient in memory access. For example, some computation-intensive modules, such as motion estimation, motion compensation, transform and inverse transforms, require a 4x4 block of luma-pixels of the same type for each operation (e.g., for block matching). Thus, 16 memory accesses are required for each operation since the 16 pixels in a 4x4 block are stored in 16 noncontiguous locations. The way the pixels are stored in the reference software lowers down the cache or memory access efficiency and does a significant negative impact on runtime performance.
In order to avoid the inefficient memory access due to noncontiguous memory access, the way the fractional pixels are stored is rearranged in the proposed encoder as shown in Fig. 5(b) . Sixteen image memories, which are of the same size as the source video picture, are allocated for the storage of each type of fractional pixels. In this way, 16 pixels of a 4x4 block are now distributed contiguously in memory. Besides the improvement of the cache or memory access efficiency, loading 16 pixels of a 4x4 block now takes only 4 memory load operation if the SIMD parallel-load instruction is exploited, whereas this instruction cannot be utilized in the original storage arrangement. 
Interpolation with SIMD instructions
After rearranging the array locations of the interpolated image, we modify the interpolation function ("UnifiedOneForthPix") corresponding to the location rearrangement so as to apply the Intel SIMD technology for optimization. In the reference encoder, the fractional-pixel interpolation process can be divided into three steps:
Step 1. Those half-pixels labeled with 'b' in a frame are interpolated first. The interpolated pixels and the integer samples are then stored into a temporary image together, which is as large as two times of the original image size.
Step 2. Those half-pixels labeled with 'h' and 'j' in a frame are then interpolated by applying the 6-tap FIR filter vertically to the temporary image which is created in Step 1. All integer and half pixels are then stored into the up-sampled image.
Step 3. The quarter-pixels are subsequently interpolated by applying the bilinear filter and stored in the up-sampled image.
In
Step 1 of the proposed SIMD implementation, eight half-pixels (namely, half-pixel labeled with 'b' in Fig. 5 In
Step 2, the eight pixels, including four half pixels labeled with 'h' and four half-pixels j', are interpolated in parallel which is very similar to Step 1 but the FIR filter is applied vertically. After the parallel interpolation is done, all the halfpixels and integer-pixels are stored in the proposed rearranged array. Note that the rearranged array makes fractional pixels of the same type contiguous in memory storage, facilitating the implementation of the interpolation process with the SIMD instructions (contiguous pixels can be loaded into the SSE2 registers with one instruction rather than multiple memory accesses).
Step 3, the parallel-average (PA VG) instruction is utilized for quarter-pixel interpolation.
The computational complexity of the "UnfledOneForthPix" interpolation function is consequently reduced by about 97% with the proposed memory rearrangement and the proposed SIMD implementation of interpolation.
Optimization for SATD computation
The SATD function is used in the intra prediction and the fractional-pixel motion estimation process. When the fractional-pixel motion estimation is performed, the sum of absolute Hadamard transform coefficients is adopted as a block matching criterion. The 4x4 SATD values are obtained by performing a 4x4 Hadamard transform on the 16 subblock DC values ofan intra-coded MB or on the prediction residues ofeach 4x4 sub-block in an inter-coded macroblock.
In the SATD function, only add and subtract instructions are involved. We can use the SSE2 instructions (e.g., paralleladd, parallel-subtract) to optimize the SATD function. Computing the SATD values with SSE2 is described as follows.
Step 1 . Load the block ofpixels in the source and reference frames into the SSE2 registers in parallel.
Step 2. Perform block difference operation in parallel. Eight operations can be executed per-instruction.
Step 3. Use unpack or shuffle instructions to make operands which will be applied to the same operations together.
Step 4. Perform add and subtract instructions to apply the Hadamard transform.
Step 5. Calculate the absolute values ofthe coefficients without any branches in parallel.
Step 6. Sum up all the intermediate values in the SSE2 registers to obtain the SATD Simulation results show that, the SATD functions can be sped up by about 4.2 times with the proposed SIMD implementation.
Optimization of integer transform and inverse integer transform
In H.264, a new 4x4 integer transform pair has been introduced. Since only integer instructions are used in the integer transform pair, there is no floating-point arithmetic operations involved. As depicted in Fig. 6 , the integer transform pair requires only shfi and add operations on 16-bit operands, making it well suited for SIMD implementations. In terms of parallel implementation, other than applying the 2-D transform directly, computing the 1-D inverse transform twice is simpler to implement in parallel. The four 1-D column transforms can be done in parallel without any overhead. However, the Intel SIMD technology does not support operations on different packed parts in one register. That is, we cannot perform the row-wise inverse transform directly for all of the four coefficients in one row, since the four coefficients are kept in one packed word in one register. Therefore, the 4x4 matrix is transposed and is then followed by the row-wise transform. The inverse integer transform can be described as follows.
Step 1. Load the 16x16 coefficients into four MMX registers in transpose order (16 bits/coef.)
Step 2. Perform the column-wise 1-D inverse transform. (16-bit Word precision is required)
Step 3. Compute four 1-D inverse transform in parallel
Step 4. Transpose the matrix that produced in above step
Step 5. Perform the row-wise 1-D inverse transforms
Step 6. Add the above result (residue) to the prediction block by ((mpr<<dqbit) +residue + dqjound) >> dqbit
Simulation result shows that, the integer transform function can be sped up by 1 .5times with the proposed SIMD implementation.
Optimization of SAD computation
In performing the integer-pixel motion estimation, the sum of absolute difference (SAD) between the source block and the reference block is used as the block matching criterion. The operations of computing SAD on individual pairs of pixels is independent, making it suitable for SIMD implementation. The PSAD instruction for MMX and SSE2 are utilized according to the size of the matching block. The optimized algorithm for the SAD calculations is described as follows.
Case 1: Ifthe width ofthe matching block is 4, perform SAD calculation in C. Simulation results show that the integer-pixel motion estimation can be sped up by 1.5 times with the proposed SAD optimization.
EXPERIMENTAL RESULTS
The experiments are performed on a Pentium-4 2.4GHz personal computer equipped with 5 12 MB main memory and the Windows XP OS. All codes are compiled by the Intel® compiler21. The run-time complexities are profiled using the Intel® VTune 20 performance analyzer. Five QCIF (176x144) sequences of 150 frames, including Foreman, Coastguard, Carphone, Container, and Akiyo, are tested. The motion search range is set to 16, and the number of reference frames used for motion estimation is set to one. The sequences are coded in IPPPP. .., with a frame rate of 30 fps. Besides, CAVLC is used as the entropy coder. The RD optimization option in the reference encoder is turned off for the experiments. Table 2 shows the runtime comparison for different levels of optimization. According to the simulation results, the encoding speed of the JM 7.3 is only about 4 QCIF or 1 CIF fps. With the help of hexagonal-search fast motion estimation, the encoder achieves a speed-up factor of 1.9, leading to the speed of about 8 QCIF or 2 CIF fps. With the proposed joint optimization methods, the encoder is further enhanced to achieve up to 48 QCIF and 12 CIF fps if all available block modes are searched and up to 76 QCIF and 19 CIF fps if only 3 inter modes are searched. That is, the optimized encoder can achieve a speed-up factor ofabout 18. The fast mode decision and fast motion estimation will reduce the coding efficiency a little bit. The RD performances of the joint optimization scheme which integrates the proposed EFMD, a state-of-the-art fast ME algorithm23, and code-level optimization schemes, is compared with the original JM 7.3 reference software in Table 3 and Fig. 7 . For sequences without intensive motions (e.g., Akiyo, Container, and Coastguard), the optimized encoder yields very close coding performance as compared to the non-optimized JM7.3 coder. For sequences with relatively large motions (e.g., Foreman), the optimized encoder (with fast ME, mode decision and SIMD optimization) introduces about 0.6 dB degradation for the same bit rate. From the simulation results, our proposed joint optimization H.264 encoder can achieve a significant speed-up without introducing serious quality degradation. 
CONCLUSION
In this paper, we proposed a fast mode decision algorithm. We also proposed efficient code-level optimization techniques, such as the frame memory rearrangement, the early termination for variable block size motion estimation, and several optimizations with SIMD technology, etc. We have implemented a highly optimized coder by integrating a state-of-theart fast motion estimation and the proposed fast mode decision and code-level optimization schemes. Experimental results show that the optimized encoder can achieves a speed up factor of up to 18 compared to the reference encoder (JM 7.3) without introducing serious quality degradation, making it more feasible for real-time applications.
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