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The breaking of symmetries of light ray wavefronts on the Kerr and
Schwarzschild black hole solutions is examined. Using a newly created
software platform, a detailed simulation of a wavefront of light interact-
ing with a rotating black hole was explored. This was done by solving a
set of ten ordinary differential equations, then implementing them compu-
tationally using the Runge-Kutta method. Using this obtained data, we
compare how wavefronts of light behave in the Kerr metric as compared
to the Schwarzschild solutions.
1 Introduction
1.1 Gravity
In the seventeenth century, Newton postulated that any two objects are at-
tracted through gravitational force. In the age old tale of the apple falling to
the ground, Newton discovered that the gravitational attraction between the
apple and the earth was proportional to the mass of not only the apple, but also
that of the earth. By observing the moon, he theorized that this attraction was
inversely proportional to the separation distance squared, meaning the attrac-
tion between the two objects dropped off like 1/d2 as they grew farther apart.





where Fgravity is the force of gravity, m1 and m2 are the masses of the two
objects, and d is the distance between them. This proportion was only off by a
constant G, or the universal gravitation constant, which is defined as 6.67×10−8







In 1905, Einstein introduced his theory of special relativity, which had a conflict
with Newton’s law of gravitation. Newton’s theory assumes that the gravita-
tional attraction between the two masses is instant, meaning the gravitational
force travels faster than the speed of light. Special relativity forbids any infor-
mation to travel faster than light, leading to the belief that Newton’s laws were
just an approximation [Hartle (2003)].
In 1915, Einstein observed that experimentally, all bodies fell with the same
acceleration in a gravitational field, which led him to the belief that gravity is
the curvature of not only space, but also time. This four-dimensional union of
space and time became commonly known as space-time. All objects in space-
time travel through it in straight paths, but mass can cause space-time to curve,
essentially changing what a straight path is relative to an observer farther away.
Einstein published his theory of gravity in 1916, which is now the basis of general
relativity [Einstein (1916)].
1.3 Black Holes
A star is created by a cloud of interstellar gas collapsing due to gravity. Dur-
ing the collapse, the mass is compressed causing the core temperature to rise,
eventually igniting and causing thermonuclear reactions. These reactions expel
an outward force that pushes against gravity. Eventually, the outward force
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will reach an equilibrium with the gravitational force, and the star will reach a
steady state.
Over time, the star will lose enough fuel that the outward force will no longer
be enough to hold the gravitational force at bay, and will begin to compress once
again. This compression, like before, causes an ignition which starts thermonu-
clear reactions, and will once again find an equilibrium. This process will repeat
with one of two outcomes.
The star will either become an equilibrium star, a star that has a force capa-
ble of keeping equilibrium with gravity that is not of a thermal nature, or it will
never reach equilibrium and collapse into a black hole. When the star collapses
to a black hole, the curvature around it is described by the Schwarzschild metric
if the star was not rotating, or more likely by the Kerr metric which includes
rotation [Hartle (2003)].
1.4 Wavefronts
A wavefront is a set of points originating from a single source, that propagates
through position perpendicular to its surface. In our case, we simulate wave-
fronts of light emanating from a single point, causing a semi-spherical shape.
We simulate these wavefronts computationally because when in the presence of
a gravitational lens, the wavefront is affected by the curvature of space-time and
each point must be adjusted accordingly. Due to the sheer number of calcula-
tions required to adjust per step, we use a computer to calculate the positions
of the wavefront [Hartle (2003)].
2 Kerr Metric
2.1 The Metric















a sin2 θdφ− dt
)2
, (3)
where the functions ρ and ∆ are defined as
ρ2(r, θ) ≡ r2 + a2 cos2 θ
∆(r) ≡ r2 − 2mr + a2.
(4)
The function ∆ as it goes to zero is what defines our event horizon. We see
that the ∆ in the denominator under the dr2 term can go to zero leading to a
singularity. This is the location of the Kerr black hole’s event horizon. Because
this leads to difficulties in our computational scheme, we follow Hawking and
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Ellis who gave a way to transform this into another form, one containing du+
and dφ+, where these are defined as
du+ = dt+ (r
2 + a2)∆−1dr
dφ+ = dφ+ a∆
−1dr.
(5)
This yields a form of the metric that is computationally easier to handle near
the event horizon:
ds2 =ρ2dθ2 − 2a sin2 θdrdφ+ + 2drdu++
ρ−2[(r2 + a2)2 −∆a2 sin2 θ] sin2 θdφ2+−
4aρ−2mr sin2 θdφ+du+ − (1− 2mrρ−2)du2+.
(6)
2.2 Lagrangian
The Lagrangian for null geodesics in the Kerr metric is defined by grouping the
terms in front of our coordinate variations into functions labeled as Ti. In this
way, our Lagrangian can be written as:
L = T1θ̇2 + T2ṙφ̇+ + T3ṙu̇+ + T4φ̇2+ + T5φ̇+u̇+ + T6u̇2+. (7)
The resulting Euler-Lagrange Equations are coupled ordinary differential
equations (ODEs) for r̈, φ̈+ and ü+. Significant algebraic work is required to
uncouple those equations, which can be done by introducing the functions
Qu+ = T3r̈ + T5φ̈+ + 2T6ü+ (8)
for
Qu+ = −T5r ṙφ̇+ − T5θ θ̇φ̇+ − 2T6r ṙu̇+ − 2T6θ θ̇u̇+. (9)
The φ and r Euler-Lagrange equations are:
Qφ+ = T2r̈ + 2T4φ̈+ + T5ü+ (10)
Qr = T2φ̈+ + T3ü+, (11)
where we introduce the functions
Qφ+ = −T2θ ṙθ̇ − 2T4r ṙφ̇+ − 2T4θ θ̇φ̇+ − T5r ṙu̇+ − T5θ θ̇u̇+ (12)
Qr = −T2θ θ̇φ̇+ + T1r θ̇2 + T4rφ̇2+ + T5rφ̇+u̇+ + T6ru̇2+. (13)
By noting that T3 is equal to 1, we can algebraically uncouple these equa-
tions. Eqn. 11 can be solved for ü+ as
3
ü+ = Qr − T2φ̈+. (14)
Solving for r̈ in Eqn. 8 and replacing ü+ from the equation above yields
r̈ = Qu+ − T5φ̈+ − 2T6Qr + 2T2T6φ̈+. (15)
Substituting these equations into Eqn. 10, we can then solve for φ̈+. The re-
mainder of the equations can then be decoupled as R1 and R2
R1 = 2(T
2
2 T6 − T2T5 + T4)
R2 = Qφ+ + 2T2T6Qr − T2Qu+ − T5Qr. (16)






























We have four second-order ODES requiring us to set eight boundary conditions.
Four of these are the space-time position of the origin of the wavefront. The
remaining four are used to require a future time direction (1 condition), that
the solutions are light rays (1 condition), and that we span a two-dimensional
surface’s worth of directions (2 conditions).
Beginning with the velocity in the u+ direction, we can write its relation
with t and r as






The initial value of the velocity of u+ is then dependent on vr0 and r0. The
velocity of t can initially be set to 1.
By setting L to 0 for ṙ = vr, we ensure our geodiscs are null geodesics. This
yields a quadratic equation for vr. Using the subscript o to mean initial value,
we define
4
A = D2oT6o +DoT3o (23)





φ+o + T5ovtovφ+o + T6ov
2
to. (25)







To keep the term under the square root positive, we require that C < B
2
4A .
Within the C term is the only place the vθo coordinate appears, which can then













Since T1o > 0, the interior of the parentheses must be positive, which can
then be solved for vφ+o which sets the limits on its initial values. This means




F 2 − 4EG
2E
, (28)











































Since we want future directed time, we pick vto = +1, which is consistent
with making F 2 − 4EG > 0 at the initial location.
2.4 Constant Distance
In the Kerr metric, there exists a term that is dependent on both dt and dφ.
By using a time-like coordinate τ that can be thought of as the distance a light











and then squaring it




we find that Adt2 is equal to






































With this coordinate transformation, we can define a three-dimensional spa-
tial distance element using the first three (the positive) terms in the metric.
Integrating this distance allows us to plot wavefronts of constant τ time or
constant spatial distance traveled.
3 Finding areas of interest
3.1 Area contraction
Trying to find the portions of the wavefront in which we were interested proved
to be a computationally challenging task. One idea that we had started to
inspect was taking the cross product of the vectors between our light rays within
the wavefront, so we could monitor the areas between the rays, as seen in Fig.
1.
By monitoring this area, we can keep track of not only the rate of change of
the area, but also when the area has a sign change. As the points move toward
one another, they may cross over one of the vectors, causing a sign change in
the area. By monitoring these values, we can get a better idea of where our
wavefronts fold over themselves.
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Figure 1: By taking the cross product of the vectors connecting points, in this
case ~C3 and ~C4, we can obtain the area between the points.
3.2 Ellipsoid
To test this method, I wrote a simple program that could simulate the idea
by using a simpler case. By looking at a set of points around what looks like
an egg shell, as in Fig. 2, and running them all inward, we watched the areas
decrease, and found that when then area switched from negative to positive
(which actually occurs twice in the case of our egg), something interesting had
indeed occurred, and this was a viable method of determining these cases. Our
method to discover these points was successful, thus enabling us to start using
these ideas in our actual case of black holes.
4 Computation
4.1 Requirements
Since each light ray in a wavefront will be calculated thousands of times using
computational methods, having a solid platform to run those computations on
becomes vitally important. When I first approached the research, an existing set
of code was already in place to run the math and logic. Though the code could
obtain the desired results, it was not as efficient, modular, or streamlined as
possible. The process of going from running the code under various conditions
to visualizing it was a long and occasionally tedious process, having to manually
recompile the code to change variables and using Mathematica to view it. A
simulation under the old set of code can be seen in Fig. 3.
With my research, simulations of wavefronts of null geodesics interacting
with black holes under various different conditions were needed. As such, it was
decided that a new platform would be created that would both allow for param-
eters to be changed more easily as well as cut down on the time of computation,
allowing for quicker visualizations.
7
Figure 2: An image of an ellipsoid used for testing our ideas on area contraction.
4.2 Walnut
The new platform created was dubbed Walnut, and consisted of 3 pieces. The
first piece, Walnut’s base, was programmed in C++, as to ensure computations
would run efficiently and quickly. This base abstracted the need for most ad-
vanced computing knowledge, and handled the storage and transport for all the
computed data.
The second piece consisted of the math required for the simulations, which
varied for each project. This piece was built on top of Walnut’s base, which
allowed a fellow student to quickly build a simulation without needing to learn an
extensive amount of programming. Walnut only requires the user to define how
to generate all the objects, how each object should interact, and a conversion
to x, y, z, and t coordinates.
For example, if a student wanted to create an egg shaped set of points
that moved around, they would first create the object containing position and
velocity, tell the object how to take steps as time progresses, and how to translate
their position into x, y, and z coordinates, as seen in Listing 1.
1 #include ”walnut/ element . h”
2
3 class EggPoint : public walnut : : Element{
4 public :
8
Figure 3: A simulation rendered in Mathematica.
5 Egg(double theta , double phi ) ;
6 void s tep ( ) ;
7 walnut : : ExportModel∗ map( ) ;
8
9 private :
10 double x ;
11 double y ;
12 double z ;
13 double t ;
14 double vx ;
15 double vy ;
16 double vz ;
17 } ;
18
19 EggPoint : : EggPoint (double theta , double phi ) {
20 // Convert Spher i ca l Coordinates to Cartes ian
21 x = sq r t (3 ) ∗ s i n ( theta ) ∗ cos ( phi ) ;
22 y = sq r t (3 ) ∗ s i n ( theta ) ∗ s i n ( phi ) ;
23 z = 3 ∗ cos ( theta ) ;
24
25 // Set i n i t i a l v e l o c i t i e s
26 double dx = 6 ∗ x ;
27 double dy = 6 ∗ y ;
28 double dz = 2 ∗ z ;
29
30 double mag = sq r t (dx ∗ dx + dy ∗ dy + dz ∗ dz ) ;
31
32 vx = −dx/mag ;
33 vy = −dy/mag ;
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34 vz = −dz/mag ;
35 }
36
37 void EggPoint : : s t ep ( ) {
38 x += vx ;
39 y += vy ;




44 walnut : : ExportObject∗ EggPoint : : map( ) {
45 walnut : : ExportObject∗ eo = new walnut : : ExportObject ( ) ;
46
47 // Export the va lue s o f x , y , z , and t to the Walnut f ront−
end
48 eo−>add ( walnut : : ExportValue ( ”x” , x ) ) ;
49 eo−>add ( walnut : : ExportValue ( ”y” , y ) ) ;
50 eo−>add ( walnut : : ExportValue ( ”z” , z ) ) ;
51 eo−>add ( walnut : : ExportValue ( ” t ” , t ) ) ;
52
53 return eo ;
54 }
Listing 1: Creating an EggPoint Object.
Then create a handler to generate the points, as seen in Listing 2.
1 #include ”walnut/ handler . h”
2
3 class EggHandler : public walnut : : Handler {
4 public :
5 void i n i t ( ) ;
6 void setParameters ( ) ;
7 } ;
8
9 void EggHandler : : i n i t ( ) {
10 double thetaPo int s ;
11 double phiPo ints ;
12 const double pi = acos (−1) ;
13
14 thetaPo int s = getArgument ( ” the tapo in t s ” ) ;
15 phiPo ints = getArgument ( ” ph ipo in t s ” ) ;
16
17 // Generate po in t s around the s h e l l o f an e l l i p s e
18 for ( int i = 0 ; i <= ( phiPo ints / 2) ; i++) {
19 for ( int j = 0 ; j <= ( thetaPo int s / 4) ; j++) {
20 // 3xˆ2 + 3yˆ2 + zˆ2 = 9
21 double theta = ( p i ∗ i ) / thetaPo int s ;
22 double phi = (2 ∗ pi ∗ j ) / ph iPo ints ;
23





29 void EggHandler : : setParameters ( ) {
30 // Te l l the UI what v a r i a b l e s the user expec t s to rece ive , as
we l l as t h e i r d e f a u l t va lue s
10
31 addParameter ( ” thetaPo int s ” , 16) ;
32 addParameter ( ” ph iPo ints ” , 16) ;
33 }
Listing 2: Generating the points.
Notice that thetaPoints and phiPoints are retrieved using the getArgument()
function. Overriding the handler function setParameters, you can set expected
variables and their default values. This function will generate elements in the
UI requesting the user to input the values before the run begins. All that is
needed beyond these two files is telling Walnut to run the generator. A sample
main file can be seen in the Listing 3.
1 #include ”walnut . h”
2 #include ”EggHandler . h”
3
4 int main ( int argc , char∗ argv [ ] ) {
5 walnut : : Walnut∗ theNut = new walnut : : Walnut (new EggHandler ( ) ,
argc , argv ) ;
6
7 theNut−>r oa s t ( ) ;
8
9 delete theNut ;
10
11 return 0 ;
12 }
Listing 3: A sample main file.
The third, and final, piece to Walnut is the visualization portion. Originally,
this was programmed locally using C++ and OpenGL, but since it required to be
rebuilt for each project, it made using it more complex, and a more complicated
install for future students. The switch was then made to a more user-friendly
alternative, one that everyone is well aware of, the browser. Walnut’s visualiza-
tion uses a Node.JS server to manage, aggregate, and transmit data from the
base Walnut code. This is then handed over to the browser itself, which uses
WebGL to display the data in a three-dimensional model, that can be played
over time (See Fig. 4).
This choice of technology stack also easily allowed the use of remote calculat-
ing on servers. Instead of requiring every user to have a high end workstation,
Walnut has the capability to run on remote servers, allowing a more capable
machine to calculate all the required math, and stream the data to any machine.
This way, no installation was required to run the simulations.
4.3 Runge-Kutta
The Runge-Kutta method is a computational means to calculate ordinary differ-
ential equations. For each step, the Runge-Kutta method breaks the movement
into multiple segments of various order terms, then uses a combination of them
to calculate the next position. The most common version of this is the fourth-
order Runge-Kutta method, which is given by
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Figure 4: A sample visualization of Walnut’s front end, showing the Gödel
universe.
k1 = hf(xn, yn)














k4 = hf(xn + h, yn + k3)













where h is the step size for which we wish to advance by. In our research, we
use an adaptive step size version of the fourth order Runge-Kutta method. This
version allows the step size, h, to be automatically scaled when more precise or
broad calculations should be made. For example, if the calculations show minor
variations from the original solution, the step size will grow, where as a larger
difference will cause the step size to shrink. [Press (1992)]
We use the Runge-Kutta method in our code to calculate the movement of
each light ray. This code is implemented within the element’s step method,
replacing the code seen in the step function in Listing 1.
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5 Kerr Wavefronts
The Schwarzschild metric is the space-time that surrounds a non-rotating black
hole, unlike the Kerr which is rotating. By comparing these two metrics, we
can get a better understanding of the effects that the rotation itself has on
wavefronts of light.
Figure 5: Transition of a rotating black hole.
Figure 5 shows a wavefront as it approaches a rotating black hole. As it
approaches the black hole, the curvature can already be seen. The curvature
of space-time is then so great, that the wavefront is wrapped around the black
hole, eventually causing it to cross over itself.
A comparison to a non-rotating black hole can be seen in Figure 6. The top
image shows a wavefront of light after it has wrapped around a non-rotating
black hole. The bottom image shows a more detailed version of a wavefront
after wrapping around a rotating black hole. Notice that the wavefront in the
13
non-rotating case is radially symmetrical about the axis it traveled down, where
as the rotating black hole only holds a symmetry to the vertical plane in the
image (so front to back). This breaking of symmetry is what causes the internal
features that we were looking to find.
Figure 6: Comparison between a rotating (top) and non-rotating (bottom) black
hole
6 Discussion
By using the newly developed software platform, we found that many of our
methods to find points of interest were unneeded. Methods such as area con-
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traction were originally designed to add resolution to areas of interest, but with
the ability to generate much higher resolution simulations, it was not needed.
Additionally, the need for parallel processing was put aside due to the decrease
in computation time.
After running the simulations in both rotating and non-rotating scenarios,
we can easily see the effects the rotation has on the wavefronts. In the future,
we will be examining the internal features of the Kerr wavefronts more closely,
specifically those within the pocket seen in the lower half of Figure 6.
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