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Abstract
Let Π denote the fundamental group of the closed surface of genus
2. For any quadratically closed ring R with 2 invertible, we classify irre-
ducible representations Π → SL(2, R) up to conjugacy by giving explicit
formulas.
1 Introduction
Let Γ be a discrete group, and G a linear group. By a G-representation of Γ we
mean a homomorphism Γ→ G.
Representations of surface groups have been widely studied, usually in the
context of moduli space or representation variety/character variety; see [1] and
the references therein. Let Π be the fundamental group of the closed surface of
genus 2. In [4] Section 8, part of the SL(2,C)-representation space of Π is param-
eterized; [2] investigated SO(3)-representations of Π in details; some symplectic-
geometric properties of the SU(2)-representation space of Π was studied in [3],
while ergodic properties of the PSL(2,R)-representation space of Π under the
action of the mapping class group was treated in [5]. Note that SO(3), SU(2),
and PSL(2,R) are all closely related to SL(2,C).
In contrast to the existent ones, the results of this paper has the following
novelties: we consider SL(2, R) for a general commutative rings R; overcoming
some difficulties in details, we explicitly describe all irreducible representations
up to conjugacy, with succinct formulas.
As is well-known, Π has a presentation
〈g1, g2, h1, h2 | [g1, h1] = [g2, h2]〉,
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where the commutator [g, h] = ghg−1h−1. So an SL(2, R)-representation of Π is
the same thing as a quadruple (a1,b1, a2,b2) ∈ SL(2, R)×SL(2, R)×SL(2, R)×
SL(2, R) satisfying
[a1,b1] = [a2,b2]. (1)
For elements g, h in some group, let g.h = ghg−1, and use Cen(g) to denote
the centralizer of g; denote g ∼ h if g and h are conjugate. Two representations
ρ1, ρ2 : Γ→ G are said to be conjugate, if there exists g ∈ G such that ρ2(γ) =
g.ρ1(γ) for all γ ∈ Γ.
Suppose R is a commutative ring with unit and satisfies the two properties:
2 is a unit in R; each element has a square root.
We denote matrices in boldface. For x ∈ R− {0}, y ∈ R, introduce
d(x) =
(
y 0
0 y−1
)
, p(y) =
(
1 x
0 1
)
, e =
(
1 0
0 1
)
. (2)
Let UT (resp. LT ) denote the set of upper-triangular (resp. lower-triangular)
matrices; let D = UT ∩LT , i.e., the set of diagonal matrices. The hypothesis on
R ensures that each a ∈ SL(2, R) is conjugate to d(x) for some x, or to xp(1)
with x ∈ {±1}.
Say ρ is reducible, if all the elements of Im(ρ) share an eigenvector; this
condition is equivalent to that ρ is conjugate to some representation Π→ UT ⊂
SL(2, R).
If a1 ∈ {±e}, then (1) holds if and only if b2 ∈ Cen(a2), and b1 can be
arbitrary; when a2 ∈ {±e}, or b1 ∈ {±e}, or b2 ∈ {±e}, the situation is
similar. Say ρ is simple if at least one of a1, a2,b1,b2 equals ±e.
We only consider non-simple irreducible representations. The starting point
is the observation that (1) is equivalent to
(b1.a1)(a
−1
1
a2) = b2.a2. (3)
We shall see the strength of this step, and expect it to be beneficial to future
researches on higher-dimensional representations of Π.
2 Non-simple irreducible SL(2, R)-representations
Lemma 2.1. Suppose a ∈ SL(2, R)− {±e}, with tr(a) = t = x+ x−1.
(i) If x 6= ±1, then a ∼ d(x) ∼ d(x−1); if x ∈ {±1}, then a ∼ xp(1).
(ii) In any case, Cen(a) = {ua+ ve : u2 + tuv + v2 = 1}.
Proof. This can be taken as an exercise in linear algebra course. To verify
the centralizer, without loss of generality, one may assume a = d(x) or a =
xp(1).
Lemma 2.2. Suppose a ∈ R− {0}, (a, b) 6= (±1, 0), and c ∈ SL(2, R).
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(i) If c.
(
a b
0 a−1
)
=
(
a b′
0 a−1
)
for some b′, then c ∈ UT .
(ii) If c.
(
a 0
c a−1
)
=
(
a 0
c′ a−1
)
for some c′, then c ∈ LT .
Proof. We only prove (i); the proof for (ii) is parallel.
Suppose c =
(
x y
z w
)
, with xw − yz = 1. By the assumption,
(
a+ (a− a−1)yz − bxz bx2 + (a−1 − a)xy
(a− a−1)zw − bz2 a−1 + (a−1 − a)yz + bxz
)
=
(
a b′
0 a−1
)
.
Comparing the upper-left and lower-left entries, we obtain
(a− a−1)yz = bxz, (a− a−1)zw = bz2.
Now the condition (a, b) 6= (±1, 0) forces z = 0.
Suppose
a =
(
a b
c d
)
, b1.a =
(
a′ b′
c′ d′
)
,
where ad− bc = a′d′ − b′c′ = 1, a′ + d′ = a+ d.
Aiming at classifying representations up to conjugacy, we may assume a−1
1
a2 =
d(x) with x ∈ R − {0,±1}, or a−1
1
a2 = xp(1) with x ∈ {±1}.
2.1 a−1
1
a2 = d(x), x ∈ R− {0,±1}
It follows from (b1.a1)(a
−1
1
a2) ∼ a2 that xa + x
−1d = xa′ + x−1d′, whence
a′ = a, d′ = d, and b′c′ = bc.
First we suppose bc 6= 0, so that b′c′ 6= 0. Taking a square root y of b′/b,
we have d(y).a1 = b1.a1, hence there exists u1 ∈ Cen(a1) such that b1 =
d(y)u1; moreover, b2.a2 = (b1.a1)d(x) = d(y).(a1d(x)) = d(y).a2, implying
the existence of u2 ∈ Cen(a2) with b2 = d(y)u2.
Now turn to the case bc = 0.
Lemma 2.3. (i) If c = 0, then b′ = 0, and bc′ 6= 0.
(ii) If b = 0, then c′ = 0, and b′c 6= 0.
Proof. We only prove (i); the proof for (ii) is parallel.
Since c = 0, we have b′c′ = 0, so b1.a1 ∈ UT ∪ LT .
If b1.a1 ∈ UT , then b2.a2 ∈ UT , and by Lemma 2.2, b1,b2 ∈ UT , which
contradicts the hypothesis of irreducibility. Hence b1.a1 6∈ UT , i.e., c
′ 6= 0,
b′ = 0.
If b = 0, that is, a1 ∈ D, then a2 ∈ D; in particular, a1, a2 ∈ LT . Due to
b1.a1 ∈ LT , an application of Lemma 2.2 deduces b1 ∈ LT ; similarly, b2 ∈ LT .
This also contradicts the hypothesis of irreducibility. Hence b 6= 0.
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When c = 0, taking a square root z of −1/bc′ and computing,(
(a− a−1)z bz
−b−1z−1 0
)
.a1 = b1.a1,
(
(a− a−1x−2)z bz
−b−1z−1 0
)
.a2 = b2.a2.
Hence there exist uj ∈ Cen(aj), j = 1, 2, such that
b1 =
(
(a− a−1)z bz
−b−1z−1 0
)
u1, b2 =
(
(a− a−1x−2)z bz
−b−1z−1 0
)
u2.
When b = 0, take a square root z of −1/b′c, then similarly there exist uj ∈
Cen(aj), j = 1, 2, such that
b1 =
(
0 −c−1z−1
cz (a−1 − a)z
)
u1, b2 =
(
0 −c−1x−1z−1
cxz (a−1x−1 − ax)z
)
u2.
2.2 a−1
1
a2 = xp(1), x ∈ {±1}
In this case, the condition (b1.a1)(a
−1
1
a2) ∼ a2 implies a+ c+ d = a
′ + c′ + d′,
so c′ = c. Notice that
c = xtr(a2)− tr(a1). (4)
First we suppose c 6= 0. Clearly,
p((a′ − a)/c).a1 = b1.a1,
hence there exists u1 ∈ Cen(a1), such that b1 = p((a
′ − a)/c)u1; moreover,
b2.a2 = (p((a
′ − a)/c).a1)p(1) = p((a
′ − a)/c).(a1p(1)) = p((a
′ − a)/c).a2,
implying the existence of u2 ∈ Cen(a2) with b2 = p((a
′ − a)/c)u2.
Now turn to the case c = 0. We have a′ = a−1 6= ±1. To see this, note that
c = 0 implies d = a−1 and {a′, d′} = {a, a−1}, if a′ = a, then by Lemma 2.2,
b1,b2 ∈ UT , contradicting the hypothesis of irreducibility. So a
′ = a−1 6= ±1.
Since p(b/(a− a−1)).a1 = d(a), up to conjugacy, we may just assume b = 0,
so that
a1 = d(a), a2 =
(
a a
0 a−1
)
. (5)
By computation, (
b′ 1/(a−1 − a)
a− a−1 0
)
.a1 = b1.a1,
hence there exsits u1 ∈ Cen(a1), such that b1 =
(
b′ 1/(a−1 − a)
a− a−1 0
)
u1;
moreover, (
a−1 + b′ b′/(1− a−2)
a− a−1 a
)
.a2 = b2.a2,
implying the exsitence of u2 ∈ Cen(a2) with b2 =
(
a−1 + b′ b′/(1− a−2)
a− a−1 a
)
u2.
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2.3 The classification
For t1, t2 ∈ R, x ∈ R− {0}, put
d = t1t2(x + x
−1)− t2
1
− t2
2
− (x − x−1)2.
Let α = (u1, v1, u2, v2) ∈ R
4, with u2j + tjujvj + v
2
j = 1, j = 1, 2. Let y ∈ R,
z ∈ R − {0}.
• When x 6= ±1 and d 6= 0, define ρα,zt1,t2,x : Π→ SL(2, R) by
a1 =
1
x− x−1
(
t2 − x
−1t1 1
d xt1 − t2
)
, (6)
a2 =
1
x− x−1
(
xt2 − t1 x
−1
xd t1 − x
−1t2
)
, (7)
bj = d(z)(ujaj + vje), j = 1, 2; (8)
• when x 6= ±1 and d = 0, for z ∈ R−{0}, define ρα,zt1,t2,x : Π→ SL(2, R) by
a1 =
1
x− x−1
(
t2 − x
−1t1 1
0 xt1 − t2
)
, (9)
a2 =
1
x− x−1
(
xt2 − t1 x
−1
0 t1 − x
−1t2
)
, (10)
b1 =
(
z(2t2 − (x+ x
−1)t1)/(x− x
−1) z
−1/z 0
)
(u1a1 + v1e), (11)
b2 =
(
z((x+ x−1)t2 − 2t1)/(x
2 − 1) z
−1/z 0
)
(u2a2 + v2e), (12)
and define ρ˜α,zt1,t2,x : Π→ SL(2, R) by
a1 =
1
x− x−1
(
t2 − x
−1t1 0
1 xt1 − t2
)
, (13)
a2 =
1
x− x−1
(
xt2 − t1 0
x t1 − x
−1t2
)
, (14)
b1 =
(
0 −1/z
z z((x+ x−1)t1 − 2t2)/(x− x
−1)
)
(u1a1 + v1e), (15)
b2 =
(
0 −1/xz
xz z(2t1 − (x+ x
−1)t2)/(x− x
−1)
)
(u2a2 + v2e); (16)
• when x ∈ {±1} and t1 6= xt2, define ρ
α,y
t1,t2,x
: Π→ SL(2, R) by
a1 =
(
t1 1/(t1 − xt2)
xt2 − t1 0
)
, (17)
a2 =
(
xt1 xt1 + x/(t1 − xt2)
xt2 − t1 xt2 − t1
)
, (18)
bj = p(y)(ujaj + vje), j = 1, 2; (19)
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• when x ∈ {±1} and t1 = xt2 = a+ a
−1, define ρα,ya,x : Π→ SL(2, R) by
a1 = d(a), a2 =
(
a a
0 a−1
)
, (20)
b1 =
(
y 1/(a−1 − a)
a− a−1 0
)
(u1a1 + v1e), (21)
b2 =
(
a−1 + y y/(1− a−2)
a− a−1 a
)
(u2a2 + v2e). (22)
Theorem 2.4. Each representation ρ : Π→ SL(2, R) satisfying
tr(ρ(g1)) = t1, tr(ρ(g2)) = t2, tr(ρ(g
−1
1
g2)) = t3 = x+ x
−1
is conjugate to one of the representations defined above.
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