A case of steady-case heat flow through a plane wall, which can be formulated as (x, y, t) with Robin boundary condition
g(x, t) = F(x)H(t) is investigated in []. For g(x, t) = p(x)u, in []
, the author proved the existence and uniqueness of p(x), and the local well-posedness of the inverse problem was discussed in [] . The simultaneous reconstruction of the initial temperature and heat radiative coefficient was investigated in [] by using the measurement of temperature given at a fixed time and the measurement of the temperature in a subregion of the physical domain. A determination of the unknown function p(x) in the source term g = p(x)f (u), via fixed point theory, was given in [] . Based on the optimal control framework, [] considered the determination of a pair (p, u) in the nonlinear parabolic equation
with initial and homogeneous Dirichlet boundary conditions:
from the overspecified data u(x, T) = μ T (x). The local uniqueness and stability of the solution were proved. In [], a weak solution approach for the pair ω(x, t) := {g(x, t); T  (t)} was given via a steepest descent method on minimizing the cost functional
.
(  .  ) Figure 2 The two dimensional physical model.
In this contribution, we consider the corresponding two dimensional problem (see Figure ) as follows:
where
The inverse problem here is to determine ω := {F(x, y, t); T  (t); T  (t)} from the final state observation (the overspecified data)
In this work, based on a weak solution approach we will show how the inverse problem can be formulated and solved for ω := {F(x, y, t); T  (t); T  (t)}. Moreover, we will prove that the gradient J (w) of the cost (auxiliary) functional
 can be expressed via the solution ϕ = ϕ(x, y, t; ω) of the appropriate adjoint problem. This paper is organized as follows. In Section , we give an analysis of the two dimensional problem and prove the Fréchet-differentiability of J(ω). In Section , we present the framework of a steepest descent iterate with line search of the two dimensional inverse problem, where J (ω) can be found via an adjoint parabolic problem. The convergence of the sequence is analyzed in Section . Conclusions are stated in Section .
The analysis of the two dimensional problem
The direct problem (.) is to get the solution from a given pair w. Firstly, we define W := F × T  × T  , the set of admissible unknown sources F(x, y, t), T  (t), T  (t) with
It is obvious that the set W is a closed and convex subset in
The scalar product in W is defined as
We can prove that this kind of problem has a quasi-
is the Sobolev space with the norm
It is also known that, under conditions (.) and (.), the weak solution u(x, y, t) ∈ H , ( T ) of the direct problem (.) exists and is unique [].
Method discussion
To solve the inverse problem (.)-(.), we introduce a cost functional
We are going to give an iterative solution to this kind of problem. To begin, we study the derivative of the cost functional. Let us consider the first variation of the cost functional:
Furthermore, the function u := u(x, y, t; ω) is the solution of the following parabolic problem:
Now, we are ready to estimate the derivative of the cost functional J(ω). Firstly, we estimate the first term in (
Lemma . Let ω, ω + ω ∈ W be given elements. If u(x, y, t; ω) is the corresponding solution of the direct problem (.), and ϕ(x, y, t) ∈ H , ( T ) is the solution of the backward parabolic problem
then, for all ω ∈ W , the following integral identity holds:
Proof Taking the final condition at t = T in (.) and the boundary conditions in (.) and (.) into account, we can deduce that
This completes the proof of Lemma .. with respect to a given ω ∈ W . Then the following estimate holds:
Remark
is the H  -norm of the function ω ∈ W , and the constant is defined as follows:
Proof Multiplying u on both sides of (.) and integrating on T , we obtain  =
T u t -div k(x, y)∇ u -F(x, y, t) u dx dy dt
= T   u  t dx dy dt - T k(x, y) u x u x dx dy dt - T k(x, y) u y u y dx dy dt + T k(x, y) ( u x )  + ( u y )  dx dy dt - T
F(x, y, t) u(x, y, t) dx dy dt
=   u(x, y, T)  dx dy - T    k(, y) u x (, y, t) u(, y, t) dy dt - T    k(x, ) u y (x, , t) u(x, , t) dx dt - T
+ T k(x, y) u x (x, y, t)  + u y (x, y, t)  dx dy dt =   u(x, y, T)  dx dy - T
here, the initial and boundary conditions are used. This implies the following identity:
F(x, y, t) u(x, y, t) dx dy dt. (  .  )
By the -Young inequality we make an estimate on the right-hand side integrals of (.):
F(x, y, t) u(x, y, t) dx dy dt
Besides, by the Cauchy-Schwarz inequality the term ( u(x, y, t))  can be estimated as
By integrating both sides of the above inequality on T , we obtain
Therefore, if we set k * = min x,y∈ [,] k(x, y) >  and = min{k * ;
This completes the proof.
With the arguments above we are in a position to give the Fréchet derivative of J(ω).
Theorem . Let conditions (.)-(.) hold. Then the cost functional is Fréchet-differentiable, i.e., J(ω) ∈ C  (W ).
Moreover, the Fréchet derivative of J(ω) at ω ∈ W can be defined, by the solution ϕ ∈ H , ( T ) of the adjoint problem (.), as follows: By the well-known theory of convex analysis [], we can get the relationship between the minimization problem and the corresponding variational inequality in the following theorem. 
Theorem . Let conditions of Theorem
. hold; W ∈ H  ( T ) × H  [, T] × H  [, T] isJ (ω * ), ω -ω * W ≥ , ∀ω ∈ W , where J (ω * ), ω -ω * W = T ϕ(x, y, t; ω * ) F(x, y, t) -F ( x, y, t) dx dy dt + ν  T  T  (t) -T  * (t)   ϕ(, y, t; ω) dy dt + ν  T  T  (t) -T  * (t)   ϕ(x, , t; ω) dx dt.
A steepest descent method with line search
An iteration process, known as the steepest descent method in the optimization theory, can thus be implemented
with some appropriate chosen parameter α n . The details of the algorithm are written as follows.
Algorithm . A steepest descent method with line search
Step  Initialization
• Set the stop tolerance ε > , n = .
Step  Stopping check • Solve direct problem (.) with ω n to get u(x, y, T; ω n ), then solve (.), and get J (ω n ) as (.).
• If J (ω n ) ≤ ε or ω n+ -ω n ≤ ε, then stop and get ω n as the solution.
Step  Update ω n .
• Solve
with line search and set α n =arg min α> J(ω n -αJ (ω n )).
• Set ω n+ = ω n -α n J (ω n ), n := n + , go to Step .
Different choices of the parameter α n correspond to various gradient methods. Here we discuss both the exact and the inexact ones.
Exact line search
One of the exact line searches is the golden section method. It is adapted to solve (.) when the object function is a unimodal function. The main idea of this method is to construct a sequence of closed intervals
If the gradient J (ω) has Lipschitz continuity, the parameter can be estimated as follows (see Lemma .):
where δ  , δ  >  are arbitrary parameters. We can choose the initial interval as a  = δ  ,
Inexact line search
There are two famous techniques, the Armijo line search and the Wolfe-Powell line search. If we denote φ(α) := J(ω n -αJ (ω n )), the Armijo line search can be stated thus: to find α n >  such that
where  < c  <  is constant. While the step length α n found by (.) may be quite small or cannot converge to the exact minimum point of (.), this situation can be prevented by imposing the curvature condition, 
and L is defined as
If an exact line search is used in (.), one has J(ω n+ ) = J(ω n + α n d n ) ≤ J(ω n + αd n ). Thus, the following inequality holds:
This implies that J(ω n ) is a monotone decreasing convergent sequence and then (.) holds. For the case of the inexact line search, we consider the Wolfe-Powell line search. By using Lemma ., (.) implies
Thus
Besides, it follows from (.) that
This completes the proof. 
Conclusions
This paper presents a theoretical study of a case of steady-case heat flow through a plane wall with the two dimensional Robin boundary condition. The inverse problem consists of determining the source terms ω := {F(x, y, t); T  (t); T  (t)} by using observational measurements of the final state u T (x, y) = u(x, y, T). The proposed approach is based on the weak solution theory for parabolic PDEs and the adjoint problem method for minimization of the corresponding cost functional. The adjoint problem is defined to obtain an explicit gradient formula for the cost functional J(ω) = μ T (x, y) -u(x, y, T; ω)  . A steepest descent algorithm based on an explicit gradient formula is presented and its convergence is analyzed. 
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