This paper proposes a new method to form basis assets with which to represent investors' opportunity sets and evaluate the goodness-of-fit of asset pricing models. We use return correlations to form a measure of distance between securities, as in Ormerod and Mounfield (2000). Based on this distance measure, we form a set of portfolios that spans the investor's ex ante opportunity set. We analyze the nature of the portfolios constructed in terms of their spanning ability and economic characteristics. We also compare the inferences drawn from this set of basis assets with those drawn from other benchmark portfolios commonly used in the literature such as size-sorted portfolios and the Fama and French (1993) size and book-to-market sorted portfolios. We find striking differences between these two sets of basis assets in the precision with which inferences can be drawn. Specifically, the proposed set of portfolios appears capable of generating measures of risk-return trade-off that are estimated with considerably lower error. We also evaluate the size and power characteristics of alternative sets of portfolios, by estimating the cross-sectional dispersion of pricing errors from admissible stochastic discount factors implied by each set of portfolios. In addition, we compare the results of asset pricing model tests and inferences about trading strategies with both sets of basis assets. The results, in both cases, suggest that the set of basis assets formed by grouping on the basis of covariances is more stable.
Introduction
A fundamental object in asset pricing is the investment opportunity set, the set of assets that investors use in making portfolio decisions. The pioneering work of Markowitz (1952) shows that this set can be reduced to a group of portfolios that dominate the opportunity set represented by individual assets. The subsequent empirical literature that tests the implications of asset pricing models has used this insight to focus on models' ability to describe the returns on a relatively small set of portfolios rather than a large number of individual assets. The implicit assumption in this literature is that the portfolios analyzed span the ex ante opportunity set available to investors. Thus, we term this representative set of portfolios used to test asset pricing models as a set of basis assets. In this paper, we suggest a particular approach for forming basis assets that we argue is well-motivated economically and alleviates problems inherent in the usual approach to forming these assets.
A number of statistical and computational issues have driven researchers' choice of basis assets. First, the set of assets has generally been small due to the limitations of computing power and empirical methodology. Second, in order for the tests of pricing models to have power, the choice of assets must generate dispersion in expected returns. To this end, basis assets have generally been formed by sorting firms based on theoretically-based parameters that are believed to generate dispersion in expected returns, or on characteristics that are empirically known to have generated dispersion in historical returns and which are consequently assumed to generate similar dispersion in expected returns.
For example, in the decade prior to 1980, the majority of empirical asset pricing tests were conducted on portfolios formed by sorting on assets' betas. The motivation for this sorting mechanism is that the Sharpe-Lintner-Black CAPM suggests that assets' expected returns are an increasing function of their betas; consequently, sorting on betas is predicted to generate the dispersion in expected return necessary to give pricing tests empirical power.
In the early 1980's, research such as Banz (1981) found that market capitalization appeared to be related importantly to a firm's equity return. As a consequence, a large number of asset pricing tests in the 1980's were conducted on a set of size-sorted decile portfolios. In 1992, Fama and French showed that an alternative sort, using book-to-market ratios, generated considerable dispersion in returns. Subsequent to this finding, most asset pricing tests in the 1990's have used portfolios sorted on both size and book-to-market dimensions. Forming portfolios on the basis of characteristics that have been shown empirically to be related to average returns has sparked a debate about whether this practice is appropriate. Cochrane (2001) advances the opinion that such a procedure is precisely what researchers should do, as this approach generates dispersion in expected returns along dimensions of interest. In contrast, Lo and MacKinlay (1990) suggest that sorting on characteristics that are known to be correlated with returns generates a data snooping bias.
2 In addition, Conrad, Cooper, and Kaul (2002) show that the increasing tendency of researchers to sort on multiple characteristics, and consequently form larger numbers of portfolios, exacerbates the datasnooping bias. From a practical standpoint, the ability of at least some of these characteristic sorts to produce dispersion in returns also appears to be diminishing. For example, Figure   1A presents the relationship between the actual mean return on a set of size-sorted portfolios measured over the period between 1926 and 1985; the size effect can be clearly seen. This sorting mechanism generated dispersion in returns through 1985, but as shown in Figure 1B , These issues suggest that a researcher attempting to specify a set of basis assets to investigate a model's validity faces a Catch-22. In order to conduct a powerful test of a model's performance, she must ensure that the set of assets chosen generates dispersion in average returns. However, while theory may provide guidance as to the identification of dimensions that should generate dispersion in expected returns, there is no guarantee that sorting along these dimensions will do so. If instead she ensures dispersion in expected returns by sorting along characteristics that have been shown to be correlated with average returns, she faces the problem that this procedure may generate substantial bias in these same tests.
This issue is compounded by the possibility that the relation between average returns and the characteristic may not be robust over time. As Jagannathan and Wang (1996) , p. 36 suggest, "... we need to devise methods for evaluating the economic importance of the data sets used in empirical studies of asset-pricing models."
In this paper, we attempt to circumvent the problems discussed above by examining an alternative method for choosing a well-defined set of basis assets. We argue that a set of basis assets which captures the relevant priced risks in the economy can be constructed by focusing on the properties of the covariance matrix of returns rather than the ex post vector of mean returns. We suggest that this focus is sensible since the covariance matrix is the central object in the portfolio theory pioneered by Markowitz (1952) . In particular, we
suggest that the appropriate sort should attempt to group (separate) firms that are highly (less) correlated, as opposed to grouping firms that have similar realized returns. We utilize a correlation-based distance measure to form sets of portfolios. This distance measure can be used both to sort portfolios into basis assets, and to assess the similarity and difference of firms in alternative portfolio sorts. In focusing on the covariance matrix as an interesting object for economically differentiating sets of basis assets, we also examine an important, but little discussed, characteristic of sorted portfolios: the conditioning of the covariance matrix formed by the basis assets. This feature of the covariance matrix is a critical determinant of the precision with which any inferences related to the basis assets can be drawn.
We use cluster analysis and a distance measure proposed by Ormerod and Mounfield (2000) to sort firms on the properties of the covariance matrix discussed above. A small number of these portfolios generates significant dispersion in returns: the spread in average returns across ten (25) portfolios is 34 (68) basis points per month. Although this dispersion is smaller than that observed in the ten (25) size-sorted, book-to-market sorted, or size and book-to-market sorted portfolios of 64, 68 and 89 basis points, respectively, the cluster procedure generates significantly smaller correlations across portfolios. As a consequence, the cluster portfolios' covariance matrix is substantially better conditioned than the alternative portfolios: the condition number is an order of magnitude smaller than either the size-sorted or the size-and book-to-market sorted portfolios.
We present the results of a battery of tests to gauge the statistical and economic advantages and weaknesses of the alternative sets of models. We first show that the cluster basis assets span the opportunity sets formed using either size-or book-to-market rankings. However, the cluster portfolios perform less well at spanning the frontier formed by using a larger number of portfolios sorted along both size-and book-to-market characteristics. In order to investigate this issue further, we examine the implications of the relative conditioning of the different sets of basis assets for asset pricing inferences. The results are striking. In particular, the poor conditioning of the characteristic-sorted basis assets leads to frontiers, pricing errors and frontier portfolio weights which are extremely sensitive to small changes in the data. In contrast, the cluster portfolios, with their better conditioning, generate inferences that are relatively insensitive to small perturbations in the data.
We also investigate the effects of the conditioning of the assets' covariance matrices on the size and power of asset pricing model tests. The size of tests conducted using characteristic-3 sorted portfolios indicate a slightly larger distortion than that observed in the cluster portfolios. Moreover, the power of the cluster portfolios is generally comparable (and slightly higher than) that of the characteristic-sorted portfolios: a test with 67%-85% power at the 5% significance level for the various characteristic-sorted portfolios has 77% power for the cluster portfolios. In addition, for both size and power characteristics, we continue to find larger differences associated with small changes in the data for characteristic-sorted portfolios than cluster portfolios. The sensitivity of the size and power results is directly related to the magnitude of the condition number of the covariance matrix of returns for each set of basis assets.
Our final investigation analyzes whether there is any relation between the returns on the cluster portfolios and the characteristics that researchers have used to form portfolios. This evidence provides insight into the question of whether the characteristic sorts are sorting along dimensions similar to that of the cluster portfolios. We find that the average returns on the cluster portfolios are highly correlated with firm characteristics. In particular, the clusters are strongly positively correlated with estimates of CAPM beta.
The remainder of the paper is outlined as follows. In Section 2, we discuss the theoretical reasoning underpinning the formation of basis assets for asset pricing tests. In addition, the specific clustering procedure following Ormerod and Mounfield (2000) is discussed. Section 3 describes data that we use, and inferences for asset pricing tests are explored in Section 4.
Section 5 concludes.
2 The Asset Pricing Basis
Definition of the Basis
We consider an economy as in Harrison and Kreps (1979) in which agents maximize their preference orderings over a feasible investment and consumption opportunity set. Future consumption opportunities are represented by a set X, where the stochastic evolution of this set is governed by a triplet (Ω, F, P ), where Ω is a collection of states, F is a filtration, and P represents a probability measure. A subset of X is represented by M, which denotes the set of marketed claims to future consumption. Loosely speaking, M represents the payoffs to securities in the economy. The challenge of the paper is to find a set of portfolios that 4 best characterizes M.
In principle, M could be approximated adequately by using the set of all marketed securities as the set of basis assets. However, practical constraints, including econometrics, data availability, and computational resources, prevent researchers from considering the entire set of marketed claims. Instead, the set M is reduced to a "representative set" of portfolios that seek to approximate the investor's opportunity set as best as possible. In typical applications, researchers analyze between 10 and 100 portfolios of assets in order to judge the opportunity set available to investors or to analyze pricing models.
This procedure is well justified in several respects. First, in any economy, a one-to-one correspondence exists between equilibrium and the existence of an equivalent martingale measure, or pricing kernel, that discounts all of the payoffs of the securities back to their current prices. This pricing kernel can be characterized by the return on a fixed-weight portfolio of the basis assets. Under the auxiliary assumptions of an equilibrium pricing model (preferences, market clearing, dynamics, etc.), this fixed-weight portfolio can be characterized, and knowledge of the assets that comprise this portfolio is sufficient to extend pricing implications to the rest of the economy. However, in the setting in which the pricing model is not taken for granted, it is more difficult to assess which assets are economically important for characterizing an investor's opportunity set. Nevertheless, portfolios should approximate this set well, as the pioneering work of Markowitz (1952) tells us that we expand our opportunity set by forming portfolios.
Various rules for the division of assets in portfolios have been proposed in the literature.
The majority of these rules are based on firm-specific characteristics that are hypothesized (have been empirically shown) to be related to dispersion in expected (realized) return.
For example, Fama and MacBeth (1973) sort firms on the basis of their market betas; the Sharpe-Lintner CAPM suggests that beta should be the sole driver of differences in expected returns across assets. Following the findings of Banz (1981) , researchers began to focus on portfolios sorted on the basis of firms' market value. More recently, Fama and French (1992) suggest that firms' returns are related to their ratios of book value to market value. Fama and French (1996) investigate the performance of asset pricing models relative to a wide variety of characteristic-based sorts. In addition to these mean return-related sorts are characteristics such as firm industry, which have also been used to subdivide the set of traded assets [see, e.g. Campbell (1996) and Chen and Knez (1996) ].
Using characteristics, rather than variables that a particular theory implies are related to expected return, is appealing insofar as the procedure generates dispersion in returns (and therefore empirical power in tests of asset pricing models.) The principal difficulty with using characteristics that are known to be related ex post to mean returns is that this procedure induces a data snooping bias [Lo and MacKinlay (1990) ]. The authors argue that one will always be able to find ex post deviations from a "true" asset pricing model and,
moreover, that such biases will appear to be significant when they are considered in a group.
Consequently, finding that firm characteristics are related ex post to average returns and then grouping firms into portfolios based on these characteristics may constitute a grouping of ex post deviations from a pricing model. Unfortunately, the magnitude of this bias is difficult to quantify in practice. MacKinlay (1995) presents evidence that suggests that this bias may be quite severe in the context of size-and book-to-market portfolios.
Consequently, the decision about the choice of basis assets in an asset pricing test poses a significant conundrum for the researcher. On one hand, the researcher could choose a set of variables which are ex ante related to expected returns on the basis of a theoretical model of asset prices. However, if the model is not correctly specified or returns are sufficiently noisy, these variables may have no significant relation to expected returns and, consequently, generate insufficient dispersion in returns for the empirical tests to have power. In contrast, sorting on the basis of characteristics known to be related to ex post returns generates significant dispersion in average returns, lending power to the test of the asset pricing model. However, data snooping issues limit the conclusions that one can draw from such tests.
What then is the correct approach for identifying a basis for tests of asset pricing models,
given that we wish to minimize the bias induced by searching over high ex post average returns, while generating sufficient dispersion over these returns in order to generate empirical power? In this paper, we use a statistical method to generate a set of basis assets in which stocks should be highly correlated within groups, but have minimal correlation across groups. King (1966) argues that this criterion defines a set of basis assets well, and suggests that industry-sorted portfolios generate such a basis. Daniel and Titman (1997) use a similar argument to suggest that size and book-to-market do not represent risk exposures because the within-group covariation of these firms is not high.
Specifically, we employ cluster analysis techniques to generate an asset pricing basis. In the following section, we describe these techniques and their application in the context of generating basis portfolios. 
Cluster Analysis
The goal of cluster analysis is to reduce the dimensionality of a set of data by sorting individual observations into groups that are either similar (within the group) or different (across groups). "Similarity" and "difference" are calculated using some measure taken between the data points; for example, a Euclidean norm might be used as a distance measure.
In our setting, we are particularly concerned with the covariance or correlation matrix of returns. Consequently, we specify a distance measure that is based on the correlation between the returns on two firms.
The intuition behind this measure is straightforward. Recall that the goal of our analysis is to select the best set of basis assets, that is, a parsimonious number of portfolios that spans the investor's opportunity set. In generating this opportunity set, consider the problem of how a new security affects the menu of opportunities facing a hypothetical investor. Barring the trivial case in which this new security is perfectly correlated with an existing asset (or a combination of these assets), the new security will contribute something to the investor's set of choices. However, if the new asset is highly correlated with another security (or portfolio of securities), then grouping it with the highly correlated assets costs relatively little, and maintains the number of portfolios considered at the original, low number. In contrast, an asset that has a low degree of correlation with other assets would add relatively more to the opportunity set, and may warrant being placed in a separate portfolio.
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The distance measure d ij suggested in Ormerod and Mounfield (2000) captures the intuition behind the use of the correlation coefficient perfectly:
where ρ ij denotes the sample correlation between the return on firms i and j. Firms with perfectly correlated returns will be assigned a distance of 0 to each other, whereas perfectly negatively correlated firms are assigned the maximum distance of 2. Ormerod and Mounfield (2000) show that this function satisfies the conditions that are required to be used as a distance metric in a clustering algorithm.
In addition to a distance measure between two individual firms, we must specify the method by which the distance measure is used to identify groups. We use Ward's minimum variance method [Ward (1963) ]. In this method, one seeks to minimize the increase in the sum of squared errors generated when combining any two smaller clusters. That is, for every possible combination of smaller clusters i and j, the algorithm seeks to minimize the following:
where ESS(C ij ) is the error sum of squares obtained in the new aggregate cluster, and ESS(C i ), ESS(C j ) are the error sum of squares for clusters i and j, respectively. Thus, Ward's method seeks to minimize the information loss, or the deterioration in fit, that occurs as clusters are combined.
The algorithm for applying this distance measure is intuitive. Firms are initially each placed into their own individual clusters; thus, if there are N firms, the algorithm starts with N clusters. By definition, the sum of squared errors at this point is zero. The algorithm proceeds sequentially by joining the individual firms, and later, groups of firms, for which (2) is minimized. This procedure is repeated until only two clusters remain; the researcher can stop the clustering process at any desirable number of portfolios.
In practice, we also analyze differences in results when the number of clusters changes.
At each time t we start with a set of individual firms' return data covering the months t − 60 through t − 1. The correlation matrix of the returns on the firms over this time period is computed, and the distance measures from equation (1) are formed. We trim the extreme 1% of firms (based on distance) because the clustering algorithm tends to bias toward maintaining these firms in their own clusters. The clusters are determined by using these distance measures and the algorithm described above. This cluster assignment is then used for months t through t + 11. Thus, all our analysis will be conducted on returns that are 'out of sample' relative to the period from which the clusters are formed. At the end of the month t + 11, clusters are reassigned on the basis of returns over the months t − 48 through t + 11.
One issue that arises in this procedure is that there need be no time consistency in the cluster numbers we use as identifiers. That is, if 25 clusters are formed from 1965 through 2000, there is no requirement that Cluster "1" in 1965 be related to Cluster "1" in 1966.
Although the clustering procedure itself minimizes within-group distances and maximizes across-group distances, the cluster number itself has no intrinsic meaning. In order to add some structure, we impose an auxiliary criterion. We designate Cluster 1 as the cluster with the lowest Sharpe ratio over the period t − 60 through t − 1, Cluster 2 as the cluster 8 with the second lowest Sharpe ratio over this period, and so forth. Clearly, this criterion is not the only possible method for ranking the clusters; moreover, the ranking number of a portfolio does not affect its composition in any way. However, the procedure assures some time consistency in the cluster definitions without losing the ex ante spirit of the portfolio formation exercise. It has the added advantage that the measure encompasses characteristics that are important in considering portfolios. For example, one way to think about using the Sharpe ratio as a measure of characterizing the portfolios is that we are identifying (through their Sharpe ratio) the distinct portfolios that "sweep out" the efficient frontier. 
Properties of the Covariance Matrix of Returns
The clustering algorithm we use throughout the paper is designed, as mentioned above, to maximize within-group correlation, minimize across-group correlations and thus reduce the off-diagonal terms in the covariance matrix of returns. Note the contrast between the cluster algorithm's focus on the covariance matrix, as opposed to the typical sorting method's focus on ex post mean returns. While the focus on mean returns seems sensible, given the desirability of generating dispersion in returns, the covariance matrix is at the heart of much of the estimation performed in the asset pricing literature. In this section we focus on how the properties of the covariance matrix of returns impact inferences in asset pricing.
Because of the sensitivity of inference to the properties of the covariance matrix, we suggest that the assets constructed by our algorithm may possess certain advantages in assessing the performance of asset pricing models.
Implications for Asset Pricing Inferences
The well-known constrained minimization problem faced by a rational, risk-averse investor making a portfolio choice is:
where µ is a vector of expected returns, ι is a conforming vector of ones, ω is the vector of portfolio weights (and the solution to the problem), e is a scalar portfolio expected return, and the covariance matrix of returns is denoted by Σ. The solution to this problem is given by:
where λ and θ are the Lagrange multipliers for the constraints in the minimization problem given above. Now, consider the situation in which the covariance matrix Σ is measured with error;
denote the measurement error as ∆Σ. Through the first order condition to the minimization problem above, the measurement error in Σ will lead to a related solution error in ω. Call this solution error ∆ω. The first order condition becomes
The change in the solution ∆ω is given by:
The sensitivity of the solution to a change in the data (represented here by a measurement error in Σ) is a well-known problem and is related to the conditioning, or the condition number, of the matrix Σ.
where
and κ 2 (Σ) is the second-norm condition number of the matrix Σ.
The condition number can be calculated as:
or, alternatively, as the ratio of the maximum and minimum eigenvalues for a particular matrix. Intuitively, the condition number is related to the collinearity of the data and thus the invertibility of the matrix Σ. For example, a matrix which is not of full rank has an infinite condition number. At the other extreme, the minimum condition number is 1; the identity matrix has a condition number of 1. The higher the condition number of the matrix, the more collinearity in the data and the less precise the solution obtained using the matrix.
If the condition number is high enough, the solution may be meaningless.
The clustering algorithm we use seeks to reduce the correlation, or the collinearity, between the portfolio groups in the data. Consequently, one measure of the method's success is to examine the condition number of the covariance matrix Σ, and compare this result to the condition number of alternative constructions of Σ, formed from different groups of securities. As a benchmark for the magnitude of the condition numbers we calculate (beyond the uninformative endpoints of 1 and infinity), note that Belsley, Kuh, and Welsch (1980) suggest that condition numbers greater than a threshold of approximately 30 should be taken to indicate a potential collinearity problem.
Data
Our starting point for analysis is all CRSP-covered firms over the period 1956 through 2001.
We are particularly interested in comparing the clustering methodology, and the portfolios generated, to characteristic-based sorts. Consequently, we reduce the set of firms according to the availability of data for the characteristics. In particular, we follow the procedures outlined in Fama and French (1993) and Fama, Davis, and French (2000) form portfolios of 10 and 20 clusters using the algorithm described in the previous section.
Descriptive Statistics
In Tables 1 and 3 , we present summary statistics for portfolios formed using the Ormerod and Mounfield (2000) are for returns subsequent to those used by the clustering algorithm. Moreover, given the relatively large number of securities in the portfolios, it is surprising how low some of these correlations are; for example, the correlation between portfolios 1 and 10 is only 0.51, and no correlations exceed 0.70. The average pair-wise correlation is 0.59.
As a point of comparison, we also present summary statistics for portfolios formed on two widely-used characteristics, the book-to-market ratio and the market capitalization of equity. Both variables are formed as suggested in Fama, Davis, and French (2000) , and firms are sorted into 10 decile portfolios on the basis of either size or book-to-market ratio at the end of June of each year. Summary statistics for these portfolios are presented in Table   2 . The dispersion in mean returns generated by these portfolios is somewhat less than that generated by the clustering algorithm. The difference in mean returns on high and low bookto-market portfolios is 0.68% per month, whereas the difference in mean returns on small and large capitalization stocks is 0.64% per month. Further, these portfolios exhibit appreciably higher inter-portfolio correlations than the cluster portfolios; the average correlations for the book-to-market and size portfolios are 0.79 and 0.83 respectively.
In Table 3 , we present the results after forming a larger number of cluster portfolios (25).
When a larger number of clusters is formed, there is a marked increase in the dispersion in mean returns. These results are displayed in Table 3 , and indicate a minimum mean return of 0.52% and a maximum of 1.81%. Thus, increasing the number of clusters to 25 yields a 0.34% increase in the spread in average returns. The standard deviation of returns tend to be somewhat higher, presumably reflecting the lower average number of securities in the portfolios. The pair-wise correlations across returns in the set of portfolios (not shown) decrease; the average correlation falls to 0.55. For comparison, we also compute summary statistics on a set of 25 size-and book-to-market-sorted portfolios constructed as in Fama and French (1993) . These results are not tabulated in the interest of brevity. The 25 portfolios yield a spread of 0.89% per month, ranging from a low of 0.83% per month to a high of 1.72% per month. The average pairwise correlation across these portfolios is 0.74.
Overall, the clustering algorithm seems to generate significant dispersion in expected returns, although the dispersion is smaller than that observed in characteristic-sorted portfolios. When ten portfolios are formed, the dispersion is approximately half than that observed in portfolios sorted along size or book-to-market characteristics. When 25 cluster portfolios are formed, the dispersion is approximately 2/3 that of the dispersion observed in the 25 size and book-to-market sorted portfolios. However, a more pertinent question is whether these portfolios can be used to capture the investor's opportunity set. In the next section, we use a spanning test as an indicator of whether these cluster portfolios are good basis assets.
Spanning Tests
Tests of spanning ask whether a new set of "test" portfolios adds significantly to an opportunity set created by an original set of basis assets. In our tests, we begin by forming the original opportunity set from the set of ten cluster portfolios generated by the Ormerod and
Mounfield (2000) distance measure and Ward (1963) algorithm. The alternative sets of test portfolios that we consider are ten portfolios sorted by market capitalization, ten portfolios sorted by book-to-market, a set of 25 cluster portfolios and the twenty-five size/book-tomarket portfolios. Our spanning tests follow Bekaert and Urias (1996) and de Santis (1993) .
Denote the gross returns on the candidate set of basis assets as R 1,t+1 and the assets to be spanned as R 2,t+1 . We estimate a linear pricing kernel of the assets that satisfies the standard Euler equation:
for an arbitrary choice of constants c 1 and c 2 with the test of spanning
We estimate the parameters and test the restriction via GMM. Bekaert and Urias (1996) show that this procedure is equivalent to the spanning tests in Huberman and Kandel (1987) .
The results of these tests are presented in Table 4 . We find that even a small number of cluster portfolios perform relatively well compared to portfolios sorted on the basis of a single firm characteristic. Specifically, when the ten size-ranked portfolios are considered relative to the ten cluster portfolios, the p-value is 0.211, indicating that the null hypothesis β 2 = 0 cannot be rejected at the 5% significance level. Considered relative to the ten book-to-market portfolios, the p-value for the null hypothesis is 0.073. This also represents a (weak) failure to reject. Thus, in these two cases, it appears that the alternative set of test assets do not add significantly to the opportunity set that can be created using the original set of ten cluster portfolios, although the evidence with the book-to-market portfolios is somewhat marginal.
These results suggest that the lower correlations among the cluster portfolios offset the lower dispersion in mean returns observed in the clusters.
When 25 clusters are formed, and tested against the size and book-to-market portfolios, we see roughly similar results. Specifically, the 25 clusters span the 10 size and 10 book-tomarket portfolios with p-values of 0.195 and 0.084, respectively.
Next, we consider alternative test assets formed from multiple sorts on firm characteristics. Specifically, we consider 25 size/book-to-market portfolios. When these portfolios are tested against either the ten or 25 cluster portfolios, the results change. The p-value of the spanning test relative to the set of 10 (25) cluster portfolios is 0.017 (0.046), suggesting that the portfolios formed using multiple sorts adds significantly to the opportunity set formed using either set of cluster portfolios. We return to the issue of the superior performance of the size/book-to-market portfolios below, in Section 4.2.2.
We also examine the Sharpe ratios of the tangency portfolio implied by the three sets of basis assets: size, book-to-market and the 25 size/book-to-market portfolios. They are 0.282, 0.286, and 0.437, respectively. These are comparable to the Sharpe ratios of the ten cluster assets tangency portfolio of 0.284, and the 25 cluster portfolios of 0.382. Again, the implication is that the clustering algorithm is capable of generating a small set of portfolios that captures investment opportunities reasonably well, although it is not capable of matching the performance of the portfolios generated by multiple sorts at the 5% level. 14 3.3 Consequences of Conditioning: Sharpe Ratios and Efficient
Frontiers
In the section above, we showed that the clustering algorithm generates a parsimonious set of portfolios that performs reasonably well at capturing the investment opportunity set formed by single factors such as size and book-to-market. It performs less well at capturing the investment opportunities of multiple characteristics. To better assess this result, in this section we explore the stability of the cluster and characteristic-sorted opportunity sets, as
represented by the conditioning of the associated covariance matrices.
To begin, we calculate the condition numbers of the covariance matrices of the ten cluster portfolios, the ten book-to-market-and size-sorted portfolios, the twenty cluster portfolios, and the twenty-five size-and book-to-market-sorted portfolios. The set of ten cluster portfolios has a condition number of 25, slightly below the threshold of Belsley, Kuh, and Welsch (1980) . In contrast, the condition number of the twenty-five portfolios sorted on the basis of size and book-to-market is 586. Nor is the difference a function of the differing number of groups, ten vs. twenty-five. The condition number of the 25 cluster portfolios is 75, whereas the condition number of the (ten) size-sorted and book-to-market-sorted portfolios are 481 and 92, respectively.
Given the difference in condition numbers noted in the cluster portfolios and characteristicsorted portfolios, a natural question to ask is whether this difference could lead to significantly different inferences in test results. That is, should we care? We address this question in three ways: inferences with respect to Sharpe ratios (or efficient frontiers) formed by the different sets of basis assets, estimates of the weights in the global minimum variance portfolio generated by the basis assets, and inferences with respect to pricing errors.
We begin by simulating measurement error in two covariance matrices of returns, Σ C and Σ S , where Σ C represents the covariance matrix formed by the cluster algorithm and Σ S is the covariance matrix formed by sorting on characteristics. In our applications, we primarily discuss results using the twenty-five size and book-to-market portfolios; however, we also perform an analysis of the ten size-and ten book-to-market sorted portfolios as well.
To simulate measurement error, we form a symmetric matrix of perturbationsZ, where 15 the elements ofZ are distributed N (0, 1). We simulate the measurement error in Σ as:
This formulation has the effect of making the diagonal terms in the perturbation matrix approximately 2 orders of magnitude larger than the corresponding off-diagonals, reflecting the approximate difference in the empirically observed differences between variances and covariances of returns. The scalar a takes on three different values; these values are identical between the two sets of portfolios. The smallest value of a, a = 1×10 −7 represents a change in the empirically observed average variance of approximately 0.0033% using Equation (13); the moderate and large values of a represent one and two orders of magnitude higher changes in covariances and variances, respectively. In each case, the corresponding change in the average observed correlation would be approximately 1%.
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One thousand runs of the simulations are performed for each value of a and for each set of portfolios. In Table 5 , we present the mean and median Sharpe ratio, as well as the standard deviation of the change in Sharpe ratio, for the set of simulations where a is set equal to 1 × 10 −6 , or the middle scalar value. In Figure 2 , we present the efficient frontiers corresponding to the mean, 2.5 and 97.5 percentiles of Sharpe ratios for all sets of portfolios.
In Figure 3 , we present the entire distribution of Sharpe ratios for the 10 cluster and 25 size and book-to-market portfolios.
It is immediately apparent from Table 5 that the larger condition numbers in the size and book-to-market sorted portfolios lead to a significantly higher dispersion in the efficient frontiers, and a correspondingly high dispersion in the estimated Sharpe ratio. For example, we see a mean change in the Sharpe ratio for the size and book-to-market portfolios of only -0.0027 from the original empirically observed Sharpe ratio of 0.437. However, the standard deviation in the Sharpe ratio for the size and book-to-market portfolios is 0.36.
This compares to a standard deviation of a change in the Sharpe ratio of 0.0033 (0.0081) for the same value of a in the ten (25) cluster portfolios.
The effect of the measurement error on the efficient frontier is even more striking in Figure 2 . The 2.5 and 97.5 percentiles for the cluster portfolios from the simulations plot almost on top of the empirically observed efficient frontier. However, the same bounds for the size and book-to-market portfolios represent a huge range in the (estimated) opportunity set that investors face. The range of efficient frontiers also varies more for the single-sorted 16 size portfolios; recall that these portfolios are associated with a relatively high condition number of 481. The book-to-market portfolios, with their condition number of 92, generate less variable frontiers. Clearly, conditioning matters when making inferences about the investor's opportunity set. Figure 3 shows the corresponding differences in the distribution of squared Sharpe ratios across all 1000 runs of the simulation for the moderate value of a. We see that there is a pronounced skewness in the distribution of the Sharpe ratios, with the maximum value from the simulations exceeding 1.
These results indicate that the outside observer's inferences regarding the ability of at least some types of characteristic-sorted portfolios to capture the opportunity set of investors are extremely sensitive to measurement errors in the covariance of returns, due to collinearity between the returns of the portfolio groupings. Higher collinearity, or greater ill-conditioning, in the basis assets serves to dramatically magnify the effect of measurement error in returns in the generation of the efficient frontier.
Consequences of Conditioning: Frontier Portfolio Weights
Equation (11) shows that the conditioning of the covariance matrix of returns is directly related to the precision with which the weights in any frontier portfolio are calculated.
We use the simulations to investigate the practical effect on estimates of weights in frontier portfolios formed using the cluster portfolios and the 25 Fama-French portfolios. Specifically, for each of the 1000 simulations, we form the global minimum variance portfolio. In Table 6 , we present the 2.5 and 97.5 percentiles of the weights applied to each of the basis portfolios;
Panel A presents this information for the cluster portfolios, and Panel B shows the equivalent information for the Fama-French portfolios.
The difference in the weights for the two different sets of basis assets is dramatic. The average difference in the weights for the 2.5% and 97.5% global minimum variance portfolios formed from the Fama-French basis set is 1.31 (that is a difference in percentage weights of 131%.) Only four out of 25 portfolios have 2.5 and 97.5 percentiles that are of the same sign and, thus, only four out of twenty-five portfolios have weights that are reliably different from zero given this level of measurement error in the data. In sharp contrast, the average difference in the 2.5 and 97.5 percentile weights formed from the cluster portfolios is only 0.042, and all portfolios' 2.5 and 97.5 percentiles are of the same sign.
When 25 cluster portfolios are formed, the average difference in the weights is even smaller, at 0.027. Only one portfolio, C24, has upper and lower 2.5% weights are of different sign, and this portfolio has the smallest weight in absolute value of 0.004. Again, the collinearity in the set of basis assets serves to sharply increase the effect of measurement error in the asset weights observed in frontier portfolios.
Consequences of Conditioning: Pricing Model Inferences
As mentioned in the introduction, tests of asset pricing models, and pricing errors associated with those models, require the specification of a set of basis assets. The results of the previous section indicate that some sets of basis assets, due to collinearity in the returns of the assets and the subsequent poor conditioning of the associated covariance matrix of returns, may lead to a relatively imprecise solution. In contrast, the clustering algorithm that we use leads to a better conditioned problem. It is well-known that residuals are a poor indicator of fit in an ill-conditioned problem. In this section, we investigate whether the difference in conditioning in competing sets of basis assets can lead to significant differences in the inferences drawn regarding pricing errors.
To begin, we need to select a particular asset pricing model. We choose the well-known CRRA utility portfolio choice problem, which has the first order condition:
where M t+1 is given by
C t+1 represents real aggregate per capita consumption of nondurables and services, δ is a time preference parameter, and γ is the coefficient of relative risk aversion. Consumption data are taken from the NIPA tables and all quantities, including returns, are converted to real values using the PCE deflator.
We estimate the parameters of the pricing kernel using GMM with the Hansen and Jagannathan (1997) weighting matrix. That is, we minimize the criterion function
with
We use this particular methodology because the weighting matrix is the second moment matrix of returns. Consequently the impact of error in the covariance matrix is easily analyzed.
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In Table 7 , we present the average ( This result suggests that any inferences drawn by examining average pricing errors should be tempered by consideration of the precision with which these pricing errors can be estimated given the conditioning of the problem. Although the size and book-to-market portfolios yield roughly comparable average pricing errors, they appear to have notably lower precision.
Consequences of Conditioning: Size and Power
The foregoing evidence suggests that small perturbations in the covariance matrix of returns can have significant implications for asset pricing inferences if the matrices are not wellconditioned. In this section, we ask whether this issue directly impacts the size and power of tests of an asset pricing model. Our focus is a bit different than standard studies investigating power and size, where the subject of the investigation is the power and size of a particular test statistic. Rather, we take the test statistic as given, and ask whether introducing small errors into a correctly specified model results in distortions in the size of the test's inferences, or whether these errors introduced into an incorrectly specified model results in distortions in the power of the test's inferences.
In order to investigate the power and size of our basis assets, we conduct two experiments.
In the first experiment to assess empirical size, we form for each set of basis assets the minimum variance pricing kernel M that prices the basis assets perfectly. We construct 1000 sets of test assets, where the test assets are constructed from the pricing kernel and random noise.
These results are presented in Panel A of Table 8 . Intuitively, the numbers presented represent the proportion of times that the true null is rejected. In the first set of results in Panel A, we assume that the covariance matrix is measured without error and in the second set of results, we add a small perturbation to the covariance matrix as in Section 3.3.
The basis assets we consider include the set of ten cluster portfolios, the set of 25 cluster portfolios, the set of ten size-and book-to-market portfolios, as well as the 25 portfolios that are sorted along both size and book-to-market dimensions.
In empirical size, the cluster portfolios perform relatively well, regardless of whether there is error in the covariance matrix. Specifically, we observe empirical size of 10.9% at the 5% level for ten cluster portfolios, and 13.4% for the 25 cluster portfolios; this size distortion is comparable to that observed in the ten size-and book-to-market sorted portfolios (which have empirical sizes of 10.5% and 10.4% at the 5% level) and better than the sample of 25 size-and book-to-market sorted portfolios, which has an empirical size of 20.9%.
When error is added to the covariance matrix, we observe a small decrease in the size distortion for characteristic-sorted portfolios. For example, the empirical size decreases to 9.2% and 9.8% for the size-and book-to-market sorted portfolios, respectively. For the 25 size and book-to-market sorted portfolios, the size distortion decreases from 20.9% to 15.9%. This is due to the fact that the true pricing model is based on the unperturbed covariance matrix. Adding perturbation error to the covariance matrix acts to increase the size of the error variance, and reduces the test statistic, and hence the number of false rejections. The magnitude of this effect for the cluster portfolios is virtually zero, however-the measurement error has no effect on the properties of the test statistic, due to the low condition number 20 of the covariance matrix. This illustrates again the stability of inferences drawn with the cluster portfolios.
Panel B contains the results from the tests of empirical power. To implement this test, we form the test assets from the pricing kernel and a new priced factor, plus random noise.
As before, we consider 1000 repetitions of this experiment, and report the percentage of simulations that correctly reject the false null. As with the size experiment, we report the effects of perturbing the covariance matrix of basis assets; these results are reported in the bottom part of Panel B.
When the covariance matrix is not perturbed, we see that the sets of ten cluster portfolios and ten characteristic-sorted portfolios have roughly the same power of approximately 66%, as do the two sets of 25 portfolios (cluster and characteristic-sorted) at approximately 75%.
When perturbations are added to the covariance matrix, we see some reduction in power for all the characteristic-sorted portfolios. Moreover, the reduction in power is closely related to the conditioning of the relevant covariance matrix. The 25 size-and book-to-market portfolios, and the ten size-sorted portfolios, with their relatively high condition numbers, experience relatively large fall-offs in power. The book-to-market sorted portfolios, which have a relatively modest condition number, experience a decrease in empirical power of only 1.7 percentage points. In contrast, the power of the cluster portfolios remains virtually unchanged.
Overall, the cluster portfolios perform relatively well in terms of both size and power compared to a comparable number of characteristic-sorted portfolios. When measurement error is added to the data, for both size and power we see greater stability in the size and power of the test statistics for the cluster portfolios. The effects of measurement error is closely related to the condition number of the covariance matrices.
Characterizing Clusters
The clustering algorithm used throughout this paper has the advantage that it requires only a time series of returns to form a set of portfolios. Using return correlations, rather than realized returns, may help to mitigate the data-snooping biases documented in Lo and MacKinlay (1990), MacKinlay (1995) , and Conrad, Cooper, and Kaul (2002) . Moreover, the characteristic that the algorithm uses to group securities, covariance or correlation, has a long history in finance. However, once the clusters, or portfolios are formed, it is natural to ask what factors cause certain securities to be grouped together. As with the well-known Arbitrage Pricing Theory, the clustering algorithm is silent on the nature of these factors.
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However, there are well-known techniques that can be used to characterize, or profile, the groups that result from a cluster analysis. For example, one could profile the clusters using discriminant analysis, with the cluster variable as the dependent variable in an analysis that asks what factors influence cluster or group membership.
Although we do not perform an exhaustive search of the possible factors, we examine
whether or to what extent well-known and well-used factors or characteristics relate to the clusters formed using this grouping algorithm. Specifically, in Table 9 , we present the correlations of each of the cluster portfolios' returns with the average characteristics of that portfolio observed in the sample period used to calculate the correlation-based distance measure. The characteristics that we consider are the (log) market value of equity, book-to-market, beta, and past returns. For each characteristic, we calculate the value at the end of the 60 month period of returns used to generate the clusters; this value is thus taken immediately before the 12 months over which the portfolio returns in the table are defined. Similarly, the beta is calculated over the 60-month window preceding the returns in the table.
Clearly, there are significant correlations between the returns of portfolios formed using the clustering algorithm and well-known firm characteristics. The smallest (magnitude) correlation, at -0.018 is with past return; the magnitude of the correlation with market value is also fairly small (and positive) at 0.066. However, the correlation with book-to-market is reasonably large, at 0.235. Perhaps surprisingly, the largest correlation is with beta, at 0.78.
Note that this occurs despite the fact that we are not using these betas to sort securities into portfolios. Indeed, the overall dispersion in betas observed in the cluster portfolios is not large, at 0.124.
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Overall, these results suggest that the use of the clustering algorithm to generate a set of basis assets may generate significant cross-sectional dispersion in firm characteristics as well as returns. That is, it is possible that researchers could use the clusters to identify subsequently important factors in returns. However, this method has an important advantage over current methods of identifying factors. Specifically, it does not require that the researcher engage in sorts on multiple characteristics, which researchers have shown to be susceptible to data-snooping problems. Rather, the clustering algorithm uses only returns data; more specifically, it uses only the correlation between the returns of individual securities.
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In this paper, we focus on the construction of a set of basis assets that characterizes an investor's opportunity set. The formation of basis assets underlies much of the empirical literature on asset pricing, including asset pricing model tests, inferences regarding profitable trading opportunities, and the investigation of omitted pricing model factors. We propose a new method of forming basis assets, which is not subject to potential data-snooping biases. This method explicitly seeks to minimize (maximize) inter-(intra-)group correlations.
This approach contrasts sharply with the goal of traditional sorting exercises, which seek to maximize variation in ex post sample means across portfolios.
The resulting set of basis assets seems to perform well along several dimensions. First, the method generates significant dispersion in future returns; indeed, despite the fact that the clustering algorithms uses correlations, rather than ex post mean returns, to form portfolios the dispersion in out-of-sample returns is larger than that generated using single firm characteristics such as size or book-to-market, and is comparable to the dispersion generated by sorting on both size and book-to-market ratios. Second, the portfolios formed using this method have the ability to span the opportunity set created by size and book-to-market portfolios with a relatively sparse number of portfolios; specifically, only ten cluster portfolios generate an opportunity set that is capable of subsuming the opportunity set associated with individual well-known firm characteristics, although again it is not capable of subsuming opportunity sets generated by multiple sorts on characteristics.
Most strikingly, the set of portfolios constructed seem to generate a particularly wellconditioned covariance matrix of returns. This fact implies increased precision in the calculation of efficient frontiers and related Sharpe ratios; it also generates increased precision in the measurement of pricing errors. Thus, the conditioning of the covariance matrix generated by a particular set of basis assets plays an important role in the reliability with which we can draw inferences regarding the performance of asset pricing models, the composition of frontier portfolios, and the measurement of expected, and hence abnormal, returns. These results highlight a little emphasized issue in basis asset construction: the focus on generating dispersion in ex post mean returns may come at the cost of a reduction in the precision of inferences.
Finally, the cluster portfolios are correlated with firm characteristics such as size and beta; 23 in some cases (such as market capitalization) these correlations are quite high. This result suggests that the clustering algorithm, with its focus on returns and return correlations, is capable of sorting firms into groups with important economic differences. Equally importantly, the algorithm is able to sort securities into groups without requiring the researcher to ex ante identify the firm characteristics of interest, perhaps generating a data-snooping bias. And, in contrast to the sorting methods currently in use, the algorithm does not appear to favor an increased number of basis portfolios, with its attendant increased risk of data-snooping.
Despite the fact that the clustering algorithm does not identify factors, the increased precision with which the cluster portfolios allow the investor's opportunity set to be identified have several advantages. These advantages include increased precision in measuring abnormal returns, testing asset pricing models, generating efficient portfolio weights, and generating the covariance matrix from which, in future work, 'real' economic factors can be estimated.
Notes
1 A partial list of other characteristics used to form portfolios includes return standard deviation, relative past return performance, firm earnings-price ratio, and firm industry.
2 Berk (2000) and Kan (1999) extend this analysis to consider sub-sorts within groups of characteristicsorted portfolios. These authors suggest that the characteristics upon which researchers sort may be mechanically related to expected returns. That is, the characteristics produce dispersion in expected returns that is ex post rather than ex ante. For example, holding time t + 1 market value constant across firms, we expect to see ex post that firms with small size at time t are those with high expected returns. Table 1 presents descriptive statistics for the ten Cluster Portfolios used in our analysis. The portfolios are based on clusters formed using the Ormerod and Mounfield (2000) distance measure for returns over years −5 through −1 relative to portfolio formation. Portfolio 1 (10) represents the portfolio with the lowest (highest) Sharpe ratio over this period. The data used in the analysis represent the intersection of CRSP and Compustat data for which the Bookto-Market ratio, as defined in Fama, Davis, and French (2000) is available. Observations in the extreme 1% of the distance measure are excluded from the analysis. Data cover the period 7/60 through 12/01, for 504 monthly observations. Table 2 presents descriptive statistics for ten portfolios sorted along the dimension of bookto-market ratio and market value of equity. Book-to-market is calculated as in Fama, Davis, and French (2000) , and value-weighted portfolios are formed based on book-to-market ratios and market capitalization at the end of June each year. Portfolios B1 (B10) and S1 (S10) represent the portfolios with the lowest (highest) book-to-market ratio and market capitalization, respectively. The data used in the analysis represent the intersection of CRSP and Compustat data for which the Book-to-Market ratio, as defined in Fama, Davis, and French (2000) is available. We present means, standard deviations, and average correlation coefficients,ρ for the portfolios. Data cover the period 7/60 through 12/01, for 504 monthly observations. Table 3 presents descriptive statistics for twenty-five cluster portfolios. The portfolios are based on clusters formed using the Ormerod and Mounfield (2000) distance measure for returns over years −5 through −1 relative to portfolio formation. Portfolio 1 (20) represents the portfolio with the lowest (highest) Sharpe ratio over this period. The data used in the analysis represent the intersection of CRSP and Compustat data for which the Book-to-Market ratio, as defined in Fama, Davis, and French (2000) is available. Observations in the extreme 1% of the distance measure are excluded from the analysis. Data cover the period 1/60 through 12/01, for 504 monthly observations. Table 4 presents GMM tests of the ability of the 10 cluster portfolios to span alternative portfolios. The spanning tests follow Bekaert and Urias (1996) and de Santis (1993) and represent a test of the hypothesis
where this hypothesis represents an overidentifying test of the moment conditions
R 1t represents the gross returns on the 10 cluster portfolios and R 2t represents the gross returns on 10 market value, 10 book-to-market, 25 size-and book-to-market sorted portfolios, or 20 cluster portfolios. The χ 2 test of overidentifying restrictions and its associated p value and degrees of freedom are reported in the table, as well as the Sharpe ratio implied by each set of portfolios. The data cover the period 1/60 through 12/01, or 504 monthly observations. Table 5 presents information on the sensitivity of the covariance matrix to perturbations.
To simulate measurement error, we form a symmetric matrix of perturbations,Z, where the elements ofZ are N (0, 1). The measurement error in the covariance matrix, Σ, is given by
We compare the effect of a magnitude of perturbation corresponding to a value of a = 1.0 × 10 −6 across the covariance matrix of returns generated by the cluster portfolios and the 25 size and book-to-market portfolios. For each comparison, we run 1000 simulations. We report the mean change in the Sharpe ratio, ∆λ, and the standard deviation of the change in the Sharpe ratio. Table 6 presents confidence intervals on the minimum variance portfolio weights implied by the 25 size-and book-to-market sorted portfolios and sets of 10 and 25 cluster portfolios. Confidence intervals are obtained by perturbing the covariance matrix by a symmetric matrix of perturbations,Z, where the elements ofZ are N (0, 1). The measurement error in the covariance matrix, Σ, is given by
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We set a = 1.0 × 10 −6 . Confidence intervals represent lower 2.5% and upper 97.5% bounds on the resulting weights. The data used cover the period 1/60 through 12/01, or 504 monthly observations. Table 6 presents confidence intervals on the minimum variance portfolio weights implied by the 25 size-and book-to-market sorted portfolios and sets of 10 and 25 cluster portfolios. Confidence intervals are obtained by perturbing the covariance matrix by a symmetric matrix of perturbations,Z, where the elements ofZ are N (0, 1). The measurement error in the covariance matrix, Σ, is given by
We set a = 1.0 × 10 −6 . Confidence intervals represent lower 2.5% and upper 97.5% bounds on the resulting weights. The data used cover the period 1/60 through 12/01, or 504 monthly observations. In Table 7 , we estimate the parameters of the CRRA utility portfolio choice problem, which has the first-order condition:
where M t+1 is given by:
We estimate the pricing errors from this pricing model for each portfolio in three opportunity sets: the 25 size and book-to-market portfolios and sets of ten and 25 cluster portfolios. For each portfolio, we present the empirically observed pricing error, and a 95 percent confidence interval on the pricing error generated from 1000 simulations constructed by perturbing the covariance matrix of returns as described in In Table 7 , we estimate the parameters of the CRRA utility portfolio choice problem, which has the first-order condition:
We estimate the pricing errors from this pricing model for each portfolio in three opportunity sets: the 25 size and book-to-market portfolios and sets of ten and 25 cluster portfolios. For each portfolio, we present the empirically observed pricing error, and a 95 percent confidence interval on the pricing error generated from 1000 simulations constructed by perturbing the covariance matrix of returns as described in Table   4 . 13.4 Perturbed 10.9 9.2 9.8 15.9 13.4 Table 8 presents results from Monte Carlo simulations for power and size. In the power experiment, we ask if the basis assets can span themselves augmented by a priced risk factor. In particular, denoting the basis assets as R b t , we assume that the test assets, R where M t represents the minimum variance pricing kernel that prices the basis assets, R b t . We perform 1000 simulations and perturb the covariance matrix of the basis assets by ∆Σ = a ·Z + 99a · diag Z with a = 1.0e −6 . The results presented are the proportion of perturbed and unperturbed tests that are rejected at the 5% and 10% levels of significance. In the size experiment, we ask if the basis assets can span themselves augmented by mean zero noise. In this case, we assume that the test assets, R t t , are given by
The table presents the proportion of perturbed and unperturbed simulations that are rejected at the 5% significance level. 37 In Table 9 , we report the correlations between the cluster portfolios' returns and the average firm characteristics from that portfolio over the sample period. The characteristics we consider are the (log) market value of equity, book-to-market, beta, and past twelve month return. For each characteristic, we use the value calculated at the end of the 60 month period of returns used to generate the clusters. Thus, these values are calculated immediately before the 12 month returns presented in the table. Similarly, the beta is calculated over the 60-month window preceding the returns in the table. Figure 2 presents plots of confidence intervals for the efficient frontiers implied by characteristic sorted portfolios and the cluster portfolios formed in this paper. The dotted lines represent the bounds on the frontier for the characteristic portfolios, whereas the solid lines represent bounds on the frontier for the cluster portfolios. The plots are formed by 1000 perturbations the covariance matrix of the assets by a random shock, as in equation (13), with the constant a = 1 × 10 −6 . The figure depicts 2.5 and 97.5% bounds on the resulting efficient frontiers, as well as the locus of the value-weighted market portfolio. Figure 3 presents the distribution of squared Sharpe ratios for the ten cluster and 25 size and book to market portfolios. The distribution is generated by 1000 perturbations of the covariance matrix of returns by a random shock, as in equation (13) with the constant a = 1×10 −6 . The top figure represents the distribution for the ten cluster portfolios, whereas the bottom figure represents the distribution for the 25 size and book to market portfolios.
