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SimplexMethodに お け ろ,
計 算 量 の 減 少 策 につ い て
古 瀬 大 六
序
1947年にG.B.Dantzigが,LP問 題の最 もオー ソ ドックスな解法 として
のsimplexmethodを発表 して以来,こ の解法 についてのすべての問題 が解決
し尽 されてしまったかの よ うに思ってい る人が少 くない よ うで ある。然 し,事
実 は全 くこれに反す る。
この10年間に,gradient皿ethod其他の毛色 の変 った様 々な解法が考案 され
た。然 し,そ れ と併行 して,simplexmethod自身につい て も,幾 多の改善 が
加 え られて きたので あ り,そ の計算量 を減 らすた めに,不 断の努 力が重ね られ
て きた ことを忘 れてはな らない。
実用的解法,殊 に200×1000とい うよ うな大 きな問題 の解法 としては,依 然
としてsimplexmethodが絶対 的優位 を保持 してい る。 それ故,こ の所 要計算
量 を減 らし,同 じ型の電子計算機で よ り大 きな問題 を扱 え るよ うに努 め ること
は,極 めて重要 な ことと言わなければ な らない。
本論文は,こ のsimplexmethodにおけ る種々 の改善 策 として提案 されて き
た様々 な計算 法を,論 理 的に整理 して読者に提示す ると同時に,そ の系統 的発
展 としての,新 らしい計算手続 きの 可能性を探究す ることを目的 とす る。
過 去10年間にお け るsimplexmethodの改善は,次 の方面についてな されて
きた。
(1)各iterqtionにお け る計 算 量 減 少 策
Dantziglが最初 に与 えた計算法(以 下,originalmethodと呼ぶ)は,無 駄
な計算 を多 く含んでいた。 そこで解 答に直接役 立たないよ うな数値の計算 をで
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き るだ け 除 き,必 要 な 数 値 を求 め るに も最 少 の 計算 量 で す ま せ る よ うに と,多
くの 努 力 が 払 わ れ て き た 。Dantzigのrevisedsimplexmethod或い は そ の 変 形
と し て のproductforlnを利 用 す る方 法 の 狙 い の 一 部 は,こ の 点 に あ る。
(2)初 期 解 の 求 め 方
条 件 式AtC=b,(6≧0)に お け るAが 単 位 行 列 を含 む と きは,そ れ をinitial
basisに選 ぶ こ とに よ り,こ の 問 題 は 簡 単 に 解 決 さ れ る。 然 らぎ る場 合 に は,幾
つ か の 人 為 変 数 を 添 加 し な け れ ば な らな い 。 添 加 さ れ7a人 為 変 数(artificial
variables)は,最適 解 の 中 に 含 ま れ て は な ら な い か ら,計 算 途 中 で こ れ を 全
部,基 底 変 数 の 中 か ら追 い 出 し て お く必 要 が あ る。 こ の 追 い 出 し 方 の 巧 拙 が,
全 体 のiterationの所 要 回 数 を 大 き く支 配 す る こ と に な る。
人 為 変 数 の 追 出 法 と し て 最 初 に 使 わ れ た の は,CharnesのM一 法,及 び そ
れ を 電 子 計 算 機 向 きに 改 め たOrchard-Haysのredundantequation法(それ
は,Dantzigによ っ て,revisedsimplexmethodの中 に 受 け つ が れ て い る),
で あ る。 こ の 方 法 を使 え ば,ど の よ うな 条 件 式 に対 し て も,必 らず,そ の 人 為
変 数 の 数 と同 数 のiterationによ っ て,人 為 変 数 を 含 ま な いbasicfeasible
solutionに到 達 す る こ とが で き る。
但 し,こ の 便 利 な 方 法 に も,一 つ の 避 け 難 い 欠 点 が あ る。 そ れ は,こ の 計 算
過 程(revisedsimplexmethodのPhaseI)の狙 い が,が む し や ら に 人 為 変
数 を 追 い 出 し さ え す れ ば よい,と い う態 度 で あ るた め に,そ の 代 りに 入 っ て く
る変 数 が,そ の 目的 係 数`の 値 の 大 小 に は全 く無 関 係 に 選 ば れ る,と い う点 で
あ る 。 そ の 結 果 と し て,追 出 し の 終 っ た 時 の 解 の 位 置 が 最 適 解 の 存 在 位 置 か
ら極 め て 遠 く,従 っ て,本 来 の 計 算 過 程(PhaseII)に,必 要 以 上 に 多 く の
iterationsを要 す る結 果 と な る の で あ る。
こ れ を 防 止 す る に は,戸haseIとPhaseIIと を併 行 し て 行 い さ え す れ ば よ
い 。 そ の 具 体 的 計 算 手 続 き と し て は,Wm.Orchard・HaysのComposite
SimplexAlgorithm,及び Dantzig,FordandFulkersonのPrimal・Dual
Algorithmがあ る。
(3)DegenerGcy対 策'
SimplexMethodにお け る計 算 量の減 少策 にっいて(古 瀬)-31-
Simplexmetthodにお け る牧 束 性 の 保 証 は,各iterationにお け る解 のbasicity
(全基 底 変 数 が 正 値 を もつ)が 保 持 され る こ との 上 に 立 っ て い る。Basicityが
保 持 さ れ さ え す れ ば,則 ち 〔Alb)の(n+1)個 の 縦 ヴ ェ ク トル の中 の 任 意 の
m個 か らな る行 列 の ラ ン クがkで あ る な らば,毎iterationごと に 目的 函 数 は
必 らず 増 加 す る。 従 っ て,有 限 な 解 が 存 在 す る な らば,有 限 回 の 繰 返 しで 解 に
到 達 す る筈 で あ る。 そ の よ うな保 証 の な い 場 合 に は,Aとbの 値 を ほ ん の 僅
か だ け動 か す こ と に よ っ て,人 為 的 に そ の ラ ン ク を 乃 に 保 持 す る必 要 が あ る。
Charnesのω一perturbationmethod,Dantzigのrevisedsimplexmethodは,
こ の よ うな 対 策 の 代 表 的 な もの で あ る。
然 し,最 近 の 傾 向 と し て は,わ ざ わ ぎdegeneracy防止 機 構 を 計 算 規 則 の 申
にbuilt・inして お か な くて も,現 実 問 題 で 永 久 循環 に 陥 っtc例1ま未 だ1例 も な
い の だ か ら,差 支 え な い,と い う意 見 が 支 配 的 の よ うに 見受 け られ る。Original
simplexmethod或い はrevisedsimplexmethodをそ の ま ま 使 う場 合 に
は,上 記 の2つ の 方 法 を採 用 し て も,特 に そ の た め に 計 算 量 が 大 量 に 増 加 す る
こ と は な い 。 然 し,productformを 採 用 す る と な る と,rankの 維 持 に は 特
に 多 くの 追 加 計 算 を 必 要 とす るか ら,degeneracy対策 を行 わ な い の が 普 通 で
あ る。
(4)DualMe†hodの 利 用
或 るLP問 題 が 与 え られ る と,必 らず,そ れ と等 価 なdualproblemが存 在
す ること,周 知 の通 りで あ る。与 え られた問題 をprima1の形で解 くべ きか1
又はdualの 形で解いた方が よいか,は,問 題 の具体的形態及 びその問題 に対
す る吾々の要求の内容如何に よって異 る。Duallmethodの方が決定的に有利
なのは次2の つの場 合で ある。
　
(a)Primalを解 くには多 くの人為変数 を必要 とす るが,dualの場合にはそ
れ を1つ も必要 としない ことが ある。則 ち,primalの目的函数 〆κの係数cが
・全部非負で あれば,dualの条件式 はAtu≧cとな り,n個 のslack変数 をその
まま初期解 として採 用す ることがで きる。Aがm×n行 列で あるとすれば,一
般 にm<nで あ るか ら,primalで基底に将来 組 み 込 ま れ るべ きヴ.ク トル
は,@+η)か ら現 在の基底 ヴ ェク トル 祝 を除いた残 りの η個 で あ るのに対
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し,dualでは同 じ(m+n)個 か らn個 を除いた僅かm個 が,そ の選択の対 ・
象 とな るにすぎない。従 って,dualの方が よ り少いiterationで最適解に到 達
す る可能性が あ る。但 し,所 要記憶 量は逆に増加 す るか ら,注 意 を要す る。反
対 にprimalでは人為変数 を要せず,dualで はn個 の人為変数 を必要 とす る
場合 には,primal及びdualで選択の対象 とな るヴ ェク トルの数 は,そ れぞれ
(n-m),(n+m)となって,dualは却 って不 利で ある。
(b)条 件式Ax=bの 右辺常数bが 変化 した場合に,最 適 解Stが ど う動 く
か,を 精 し く知 り7cいと きは,dualで解 くべ きで ある。何 となれば,LP問 題
の諸當数 の変化 を最 も容易に導入で きるのは 目的函数の変化 についてで あ るか
ら。Primalの条件式 のbが,dua1で は 目的係数 に変化す ること,周 知 の通 り
で ある。
(5)其 他 の 改 善 策 … … 新 らし い ヴ=ク トル の 基 底 への導入に際 して,
simplex法は,各 ヴェク トルの単位艮に対 す る目的函数の増減 だけを目安に して
い る。然 し,聞題 は,前 の基底 か ら次の基底 への移行 によって どれだけ目的函数
が増すか,とい うことで あるか ら,通常のsimplexcriterionδに,そ の可能 な
艮 さ ∠κを乗 じた値 を以 て,導 入 ヴェク トル決定の基準 とす ることが よいのでは
ないで あろ うか。 また,初期解 を,人為的な,最 適 解か ら非常に遠 い場所 に求 め
るよ りも,直観的判 断によ り,で きるだ け最適 解に近そ うな ところか ら出発す る
方が能率的であろ う。 このよ うに してinitialbasisを決 め,そ の変数値 を求 め
ると,中 には負値 をとるもの もあ り得 る。 これ に 対 しては,'revisedsimplex
methodのphaseIと同 じ方法 によって これ を追放 し,全 変数 が非負 となった
ところでphaseIIに切換 えれば よい。或 いはまた ・primal-dualmethodecよ,
って更にその繰返 し回数 を減 らす ことも可能で あろ う。
●
以下,こ れ らの点 を,章 を分 けて詳細に検討 してみたい。
第1章 各iterationの計 算 量 を減 らす 法
t
§1・1Yの 代 りにB-'を繰越す方 法
Dantzigのrevisedsimplexmethodは,originalmethodに比 べ て 多 くの
SimplexMethodにおける計算量の減少策にっいて(古 瀬)-33-一
改善点を含んでい るが,そ の うちの重要 な改良の1つ は,yと い うmXn行
列 を毎回修正す る代 りに,こ れ よ りも小 さいmXm行 列B"」 を修正す ること
に よ り,計 算量及 び記憶量 を減 らそ うとす る試みであ る。
ここで,originalsimplexnpethodlこお けるyの 計算手続 きを振 返ってみ
よ う。t-thiterationにお けるYの 値 をy(の とすれば,次 回 のy(t+1)は,
次 の計算 によって求 め られ ること,周 知の通 りであ る。除去変数Xtと 導入変
き
数 κ・ とは 既 に決 定 ず み で あ る とす る。
.,IEi]ll(の・y(の==y(t十1)'(1、1.1)
こ のH(の は,elementarymatrixと呼 ば れ る もの で あ っ て,次 の よ うな 簡 単
な形 を も っ て お り,(Yt)の 第S番 目め 縦 欄Ys(の ≡ 〔■1s,……,Ymt〕'から即
座 に 求 め る こ とが で き る。
H(t)e
1＼
。一絶 〕
＼＼iO
＼＼1
'1加
0ド ＼、
}＼ 、
顎 ふ ・＼1
則 ち,1Hi(のは,m×m単 位 行列の第r番 目の縦欄だ けを若干 修正 しtcもので
あ る。
この計算に要す る各種演算 の量 は,次 の如 くで あ る。
?
?
?
?
?
?
?
?
?
?
?
?
加×〃
(m-1)×n
3(m-・1)×n十2m
翅×π
2〈m×n)
記憶 さるべ き数値 としては,y(の とAと を考 えてい る。Aは 不必要 のよ
うでは あるが,途 申で誤差 の累積 を避 け るた めには,」 を も記憶 してお く必要
が あるで あろ う。
Aは 通常 多 くのoを 含むので,y(o)=A,y(1)=H(1)・A,等々 の最初
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のYも 多 くの0を 含み,所 要計算量 もそれに比例 して少量ですむ。然 し,繰
返 し回数の増加につれて急速に0が 減少 し,計 算量 は上記の値 に近附 く。
200×1,000とい うよ うな大型の問題 にな ると,各iterationの全 計算量の大
部分が このYの 計算に費 され,そ の記憶 装置の許容限度が,Yの 大 きさに制
約 されてしま う結 果 とな る。 この計算 をい くらかで も縮少す ることがで きるな
らば,よ り大型 の問題 を,よ り速 い速度で解 くことがで きるで あろ う。
そこで,ま ず,何 故 に吾 々は,毎 回毎 回 この よ うなYの 計算 をしなければ な
らないか,を 反省 してみ よ う。Aを200×1,000と すれば,yも また200×
1,000則ち20萬個 の数字か らなってい るので あるが,実 際に必要 なのは,その
うちの第s番 目の縦 欄Ysだ け,則 ち,僅 か200個 の数 字 だ け で,残 りの
199,800個の数字 は,全 然 利用 されずに,そ の まま次のtableauに引継がれて
行 くので あ る。誠 に もって,大 変 な無駄 といわな くてはな らない。勿論,引 継
がれ7199,800個の数字の うちの200個 は,次 のiterationにお け るYsの
計算 に役立つわけで あ るが,1,000個の ヴ ェク トルの うち,各iterationにお
いて どの1個 が必要 にな るかは,そ のiterationになってみ なければ分 らない
ので,必 要な1個 だけを繰越す とい うわけにはいか ないので あ る。
然 しなが ら,若 し何 等かの方 法で,y自 体で はなしに,必 要 に応 じてその任
意 の縦欄 を計算す る ことので きる別のデ ータを保管 してお くことがで きるな ら
ば,yを 使 わずにす ます ことも可能で あろ う。yは 周知の如 く,
B(の・Y(t)=A
の解で あ る。従 つてそれは,BとAと の情報 をその申に含んでい る。B(のは
毎 回変 るけれ ど も,」 は始 めか ら終 りまで一定で あ る。」 は別途に記憶装置の
中に記録 されてい るので あるか ら,そ れをY=B-iAの 形で一 々繰返 して書 い
た り消 した りす るのは,全 くの無駄 な操作 とい うべ きで あ る。 毎回繰越 さなけ
ればな らないの は,yか らAを 除いた残 りの情 報B〈t)又はB'1(の だ けで
あ る。
導入 さるべ き変数 κsは,y(の が分 らな くて も,δ(の が別途に何等かの方
法で計算で きさえすれば,
δs(t)=minδ5(t)
(iδ」<0)
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と し て 決 ま る。 このSが 決 ま っ た 時 に 殆 め て,記 憶 装 置 の 申 か らB(の とAs(の
と を 取 り出 し,1つ の ヴヱク トルYs(t)を 算 出 す れ ば よい 。 そ れ は,
B(t>Ys(t)=As
とい うm元 連 立 一・一次 方 程 式 の 解 と し て 求 め られ るの で あ るが,B(の そ の もの
よ り も,そ の 逆 行 列B-1(の を 記 憶 し て お き,
Y,(t)=B-i(t)・A8
と し た 方 が,遙 か に 簡 単 で あ る(但 しAsはAの 第s番 目Q縦 欄 を表 わ す)。
このB-1(t)か ら,次 のiterationにお け るB-1(t+1)を求 め る計 算 は,y
の場 合 と全 く同 じで あ る,則 ち:
H(の ・B-1(t)=B-i(t十1)
に よ り,次 のiterationへの 変 換 が 行 わ れ る。 この よ うに,Yの 代 りにB'iを
記 録 修 正 す る方 法 の 利 点 は 次 の 通 りで あ る 。
(1)Y(m×n)の 代 りに,遙 か に小 さいB-i(m×m)の 行 列 を 計 算,記 録
す るだ け で す む 。
(2)Originalmethodでy7ごけ を 記 憶 し,Aは 記 憶 し な い 場 合 で も,y
は そ の 大 部 分 が 非 零 で あ るの に,Aの 方 は 極 め て 多 くの0を 含 む の で,そ の
全 記 憶 量 は,originalmethod(yを記 憶)よ り もrevisedmethod(B-1,A
を 記 憶)の 方 が 多 くの 場 合 少 量 の 記 憶 量 で す む 。
此 所 に,B'1(の か らB"t(t+1),Ys(t+1)を計 算 す る に 要 す る計 算 量 を記
し て お く。
?
?
?
?
?
?
?
?
?
?
?
2ηz2号
@-1)(2n卜1)
m(5m+1)
m(m+1)
常@+π)
こ れ をoriginadmetthodの場 合 と,m=200,n=loooの 問 題 に 就 い て 比 較
し て み よ う。
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全体 を通観 して,約 半分の計算量及 び記憶量で済 む もの と判 断 され る。 この
revisedmethodの相対 的有利性 は,行 列 」 が正方形 に近いほ ど小 さく,横 に
長 いほ ど大 とな る。但 し,上 記の比較は,yと,B-1及 びYsと の比較で あ
り,simplexcriterionδの計算量 の比 較 を含 まない。originalmethodにお い
こ
て,Yか ら δ を求 め る計 算 は,dを 基 底 変 数 に 対 す る`の 部 分 ヴxク トル
とす れ ば,
δ'=dtY-ct
に 従 っ て 計 算 され る。 他 方,y==B-iAで あ る こ と を想 い 出 せ ば,
δ'=dtB-iA-ct
と な るか ら,B'i(のが 分 っ て い れ ば,こ れ か ら δ を 計 算 で き る筈 で あ る。 然
し,δ の 値 を,上 の 式 か ら ま と もに 計 算 し た の で は,大 変 な手 間 が か か る。
d,B'iはm個 の 要 素 か らな るヴ=ク トル で あ り,従 っ てBiu=dの 解ueζ 外
な らな い 。 そ れ は ま た,Bを 最 適 基 底 とす るdualの 解,則 ちShadowprices
と解 釈 す る こ とが で き る。 このu(t+1)とu(の との 間 に は,次 の よ うな 関 係
式 が 成 り立 つ 。
ut(t十1)=dt(t十1)B-1(t十1)
=dt(t十1)H(t)B-1(の
=〔d・
、ヂ・',d・,.、,-d・(の美 器+Cs+煮 の,d・r+、i・一,d,海〕B-・①
=〔d・
、ジ…d・,.、・'一一δ・ω 〃 ・・(t)+Cs・d・,+、・・…d・m〕B"'(の
=di(t)B-i(の十 〔o,…,一 δs(t)1JPrs(t),…,O〕B-i(t)
=u'(t)十〔0,・㍉0,一一δs(t)∠Ptrt(t),0,…,0〕B"i(t)
従 っ て,こ のuの 変 換 計 算 をB"iの そ れ と一 括 し て 記 せ ば,
?
・ーio…-6s/・rs… ・
?
?
?
・i・ ・(の
H(t) 劃 。
11〃(t+・)
調
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と な る。 この 左 辺 第1項 の 行 列 をH(の,第2項 の 行 列 をB"'i(のと書 け ば,更
に 簡 単 化 さ れ て,
H(t)・B-i(t)=B-1(t十1)
と な り,B-1とuと が 変 換 行 列Hに よ っ て 一 挙 に変 換 され る こ と に な る 。
斯 く し て 求 め られ たu(t十1)に,'
δ'(t十1)葺〃(t十1)A--ci
な る演 算 を施 せ ば,目 的 とす る δ(t+1)が 計 算 され る。
この δ の 計 算 に 要 す る演 算 量 を,originalmethodとrevisedmethodとに
つ い て比 較 す れ ば,m個 の 基 底 ヴ ェ ク トル の δ は 必 らず0で あ るか ら改 め て
計 算 し な い こ と とし て,PhaseIIで は,
?
?
?
?
?
?
?
?
?
?
?
original
拠(n-m)
翅(n'm)
3m(n-m)
(π一 ηε)L
O
revised
m(n-m)十m
m(n--m)十(m--1)
3m(n-m)十3〃z
(n-m)+m
加
.とな り,revisedmethodの方 が い く らか 余 計 な 計 算 を必 要 とす るが,全 体 か
ら 見 て 殆 ん ど無 視 で きる 程 度 の 違 い に す ぎ な い 。
最 後 に,revisedsimplexmethodにお け る δ,B`-i,Y,,v(=B-ib)及び
rt(=d,V>の変 換 計 算 過 程 を 一 括 し て示 し て お く。
H(の{葦1;ll万一・(t)〕=〔辮 書iひ(t+・)〕
かα+・)〔卦 犀 留i。〕
第2式 は,δ の計算 にはAの 全体 を使い,Y・ の計算にはA・ だけを使 うこ
と を意 味す る。 ＼
以上 の比較検討に よ り,revisedsimplexmethodは,全計算過程 について考
え て も,originalsimplexmethodに比べ て,極 めて少量の演算及 び記憶量で.
す む ことが 明 らか となった。 その違いは,Aが 横長で あれば あ るほ ど,ま た,
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Aの 申 に含 まれ る0の 割合が大で あるほど,大 きい 。
§1・2ProductFormoftheInverseB-1
計算 時間を減 らす試みの基本的 な着眼点は,直 接利用 されないデータの計算
を極力避 け,そ の必要性が はっ き りした ときにのみ,そ れを計算す る,と い う
態度 を とることで ある。
吾 々は既 に,B-1を計算す る ことによってyを 計算す る手数 を省い た。 更一
にB"'iについて もまtc,同様の省略がで きないだ ろ うか。B-i(のは,
H(t-1)。厚(t-2)・……・H(1)==B-1(t)
の手続 きに よって求 め られた もので ある。従 って,B"」(のを記憶 す る代 りに,
H(1),H(2),…… を記憶 してお き,必 要に応 じて それ らを掛 け合せ ることにし
て も差支 ない筈で ある。聞題 は,そ の何 れが,よ り有利であ るか,と い う点で
ある。 行列 を幾 つ も掛け合 わせ る計算 は彪大 な時間 と手数 を要す るよ うに想像
され るか もしれ ない。然 し,実 際の計算手続 きは,極 めて 僅 か の 計 算 量 で す
む。
まず,H(0),H(1),…,H(t-1)からul(t)を計算 す る場 合 を考 え て み よ
う。
uノ(t)=・uノ(0)B-1(t-1)
=uノ(0)E(t-1)E(t-・2)……E(0)
この 計算 は,Eの 累乗 を先に計算 す るよ りも,左 か ら順 に,u'(0)E(t-1),
{u'(0)E(t--1)}E、t-2)と進 め て 行 く万 が簡単で あ る。但 し,敏0)は,そ の
第1項 だけが1,其 他 はm個 の0要 素か らな るヴ ェク トルで あ る。Eは 何 れ
も単純なelementarymatrixであるか ら,こ の ヴ ェク トル とEと の乗算1回t
につ き,乗 算m回,加 算(m-1)回,読 取(m+1)回 です む。Eは,そ の
非零縦 欄の 番号 と,そ のm個 の要素の値 とを記録 してお けば充分で あ る。E
に掛 け られ るヴ ニク トルの値は,計 算 用高速 ドラムの申 にその まま残 してお け
ば よ く,一 々記録,読 取の必要 はない。
また,妬(の の計算 は,
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Ys(t)=B"'i(t--1)As・
=E(t-1)・E(t-2)……E(0)・As
で あ り,こ れ もま た,.臥0)As,E(1)∫E(0)・As},E(2)〔E(1){E(0)・As}〕の
順 に,行 列 × ヴ=ク トル の 計 算 をn回 く りか え せ ば よ い 。 そ の1回 当 りの 所 要
計 算 量 は,π(の 計 算 の 場 合 と全 く同 じで あ る。
従 っ て,B-1を 計 算 す る場 合 と,そ のproductformを利 用 す る場 合 とに つ
き,t・thiterationにお け るYsとuと の 所 要 計 算 量 を 比 較 す れ ば,t<m}且
っ,一 旦 導 入 さ れ た ヴ ェ ク トル が 再 び 除 れ る こ とは な い と仮 定 し て,
?
?
?
?
?
?
?
?
?
?
?
B-i法
3tm
3t(m-1)
7tm-3彦
m(t+2)
@+1)彦
H法
2mt
2(m-1)t
2(m+1)t
3m十1
(m+1)t
、 この表 か ら明か なよ うに
,t<mな る範囲 内では,H法 の方 が絶対的 に優 れ
てい る。然 しt=mと な り,更 にtがmを 超 え ると,B-1法 の 所 要 計 算 量
は,上 の表で'=配 とお いた値 に固定 され るの に反 し,H法 で は,tに 比 例 し
て どん どん増 し続 け る。その限界点 は,乗 算 と加減算 とについては,
f3m2=2mt
l3m(m--1)=2t(m-1)
3
.'。t=一 一 η22
則 ち,1.5m回 を超 え るな らば,反 対 にB-1法の方が有利 とな る。従 つて1.5m
回に近附いたな らば,B-1法 に切換 えた方 が有利で あろ う。
このproductformの利点 として,記 憶量の減少 を挙 げ る人 もあ るが,こ の
点 では,t<mな る限 り,B-1法とH法 との間の優劣の差はない。彦がmを
超 えれば,H法 の方が却 つて不利で あ る。
読取回数で も,tが 大体3m以 下で あ れ ばH法 の方 が よ く,書 込回数で
は,tの 如何に拘わ らずH法 の方が遙かに優 れてい る。一方 は,毎 回毎回1行
つつ数字のつ まって行 く 祝×配 行列 を,消 しては書 き,消 しては書 きしなけ
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ればな らぬのに反 し,productformでは,僅 かm+1個 の 数 字(則 ち,1行
分 の数字)を 記録す るだ けで足 り,こ れにUとYsと の値 を入れた として も,
〈3m+1)個で足 りるわけで ある。
§1・30riginalMethodのProductFormによ る改善案
Revisedmethodの提案以来,originalmethodは非能率 的な計算法 として
忘れ去れ よ うとしてい る.然 し,originalmethodも,そう棄てた ものではな
い 。な るほ ど,revisedmethodは,yの代 りにB-1を 繰 返し修正 す ることに
よって,計 算量 と記憶量 とを大幅 に節約す ることがで きた。然 し,そ の反面,
δ の計算 量 を節 約す る可能牲 を放棄す る結果 となったので ある。
yを 毎回計算 す ることは,決 して,全 然無駄 な ことではない。δの計算 は,
originalmethodでは,
δ'=dtY-ct
で あ り,revisedmethodでは
δ==u'B"'1--cノ
で あ る。後者の方が,い くらか多 くの計算(π を計算 す るための計算量)を 必
要 とす ることは,§1・1の 終 りで説 明 しておい た通 りで あるが,他 の面 にお け
る大幅の節約敷果 をふい にして しま うほ どの もので はない。
それ よ りも遙 かに重大 なのは,Yを 使 えば,δ'(t十1)=δ,(の一〔O,…,0,-
6s(の/Yrs(の,0,…,0〕Y(のに よって,僅 かに(n-m)回 の乗算 と,同 じ回数
の 加減算 とで δ を計算で きる便利な方法が使 え るの に,revi§edmethodでは
このよ うな巧妙 な方法を使 えない,と い う点で ある。
Originalmethodにおけ る δ の 計 算 法 は,δ(t+1)の計 算 に 際 して,前
回 計算 された δ(のの値 についての情報 を全然利 用 して い な い。 δ(の の中に
は,C,d(の,y(のについ ての情 報 が 含 まれ て い る筈 で あ り,且 つ,次 期の
c,d(t+1),y(t+1)は,前記の それ を部分的に修正 した ものにす ぎないので あ
るか ら,δ(t+1)を基礎 デ ■一・タか ら計算 し薗す よ りも,δ の変化分 だけを計算
して,こ れを δ(のに加え ることに よって δ(t+1)を求 めt方 が,遙 かに少量
の計算です むに違い ない。
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そ こで,上 記のoriginalsimplexmethodにお け る δ,の計算手続 きを振
返 つてみ ると,次 の如 く表 わす ことがで きる。 則 ち,y(の の ゴ番 目の縦 欄を
Yy(の,新たに基底 ヴ ェク トルに追加 さるべ きヴ 呂ク トルP。 に対 す るy(の の
縦 欄 を 乳(の:
叫;1〕・ 一 〔貌〕
とし,除 去 さるべ き基底変数Xtrの位置が,y(の の上 か らr'番目の横欄に 相
当す る もの とすれ ば:
YJ(t+・)一巧 ω 一Lω 彊+・r(翌)
但 し,み(x)はr番 目がx,其 他は全部0要 素か らな る縦 ヴ=ク トル を表 わ
す。次 に,こ のYv(t+1)にd(t+1)を乗 じてaj(彦+1)を 求 め るので あ る
が,上 式 の右辺に も同 じd(彦+1)を乗ずれば:
9f(t+・)-d,(t+・)YJ(t+・)-d・(t+・){YJ(t>。Ys(t)葺}
+幽 ・)み(アrゴ
」)irs)
上 の式 において,右 辺 の{Y」(の一Kの 殉 か3}は,そ の 第r番 目の 要 素 は
0で あ るか ら,そ れにdt(t十1)を乗 じて も,ま たdti(のを乗 じ て も,そ の積
'の 値は同 じで あ り,更 に,み(Pt,j/ル、)lcd,(t+1)を乗ず る こ とはc・IC7・J∠ル・
を乗ず ることに外な らないか ら:
£'(t+・)=di(t){YJ(t)-Ys(t)券}+侮券
=eJ(t)一ζ、の 厘+c,y"
YrsYrs
一ζ・(の一 覚{為(の 一命}
一ζ'(の一 券 哉(の
と な る。 つ ま り,初(t+1)を 求 め る の に,Yj7(t÷1)と4(t+1)と を 掛 け合
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わせ る(m回 の乗算 とm--1回 の加算 とを要す る)代 りに,既 に 計 算 済 み の
δ、(t)に7,j∠ル・を乗 じtcもの を,こ れ も既 に計算 済みのa」(の か ら,差 引 く
だ けで,(乗 算1回,除 算1回,加 減算1回),同 じ結果 に到達で きることが分
つ た。従 つて δ(t+1)は:
ζ,('+・)吻殉 α)吻 一迦 一δ、(')Y
rs
e-.δJ(t+1)=δj(t)_一'["!'6,(t)
2rs
この ル,/ルは,y(の のr番 目の 横 欄 の 要素であ るか ら,δ(t+1)を計算 す
る際には,既 に計算 済みの与 え られた値で あ り,従 つて上記の計算 は,・僅かに
1回 の乗算 と1回 の減算 とです む ことにな り,大 幅 な計算 量が節約 され る。
Originalmethodの利点は,こ の δ計算 の便利 さだ けで な く,次 の よ うな極
めて単純 な行列演算 の形 に定式化で きる,と い う点 にある。?
・1ひ ・・-6s(の加(の …o
丑ω
?
ー
tt,i,x((i)']
rπ(t+・)iδ・(彦+・)
=1
α+・)
ー
??
?
?
この一回の演算で,rsの決定 を除いたすべ ての計算が一挙 に遂行 され るので
あるか ら,計 算機の プログ ラ ミング も極めて簡 単な ものにな るに違 いない。 そ
の各iteration当りの所要計算量 は,
?
?
?
?
?
?
?
?
?
?
?
それ に も拘 らず,
由の ・一つは,前 に も述べ た よ うに,y(の の計算 量及 び記憶量が あま りに も多す
,
(n十1)(m十1)
(n+1)×m
3(n十1)(m十1)一(n十1)
(n十1)×(m十1)
(n十1)X(m十1)
revisedmethodによ っ て そ の 地 位 を奪 わ れ るに 到 つtc理
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ぎ る,と い う欠 点 に よ る もの で あ っ た 。
Y(の の 中 で,直 接 必 要 な デ ー タは,そ の 第s番 目の 縦 概y急(の と,r番 目
の 横 欄Yr(t).とだ け で あ り,其 他 の 数 値 は,後 のiterationにお け る利 用 可 能
性 を 予 想 し て,何 時 か は役 立 つ か もし れ な い とい う見 込 み で 計 算 され て い る に
す ぎ な い 。 そ こで,revisedmethodの場 合 と同 様 に,productformを使 い,
必 要 な 数 値 以 外 は 計 算 し な い,と い う方 針 を 採 る こ とに よ り,そ の 計 算 量 ・記
■ 憶 量 を減 らす こ とが で き るで あ ろ う。 則 ち,
π(0)==dl(0)う
v、O)=b
δ'(0)=一〆
y(0)=A
で あ るか ら,
恥一即1讐1謂 _
π(t+・)」δ・(用)
y(t+1)
とい うproductformに改 め ら れ る。 こ の う ち,π(t十1)とv(t十1)と は,
H(の と π(t),v(t)とか ら簡 単 に 計 算 で き るの で,productformに改 め る こ
とは 却 つ て 不 利 益 で あ る。
、
δi(t+1)の計 算 は,
恥一拗剛 … 〕
に従つて計算 され るわけで あ るが,こ のHの 累乗 の うち,上 記 の計算 に必要
なの は,そ の最上横欄 だけで ある。それは,
B-1(t)=H(の・……・H(0)
の最 上横欄で あ るか ら,結 局,revisedmethodで計算 され たu(の に外 な ら
ない ことは,容 易に理解 され るで あろ う。 それ故,δ の 計 算 に 関 す る限 り,
originalmethodにproductformを加味す ることは,そ の計算 量 を減 らす こ
とには役立 たない。
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δ(t+1)を有効 に計算す るには,そ れ故,uと い う価格 ヴ ェク トル を使 わず
に,δ(の と 耳(の とか らこれを求 め るよ うに努 めなけれ ばな らない。δ(のは
既 に与 え られてい るか ら,残 りのYr(の をproductformで計算す る方法 を
考 えてみ よ う。
軸一帥 〕→幽 .
で あ り,B-1(の=H(の・……・H(0)の上か ら(r十1)番 目の横欄 の ヴsク ト
ル と行列Aと の乗算 に よってYr(t+1)が 求 められ る。 この,B-i(のの 第
(r+1)横欄 を求 め るための計算量 はu(の の計算量 と全 く同 じで あ り,そ れに
Aを 乗 じてYr(t+1)を算 出す るた めの計算 量は,uとAと か らZを 求 め る
計算量 と同じで あ り,最 後にY,(t+1)と δ(の とか ら δ(t+1)を求 め る計
算量 は,Zと`と か ら δ を求 め る計算量 よ りも(n--m)回多 くの乗算 を必要
とす る。従つて,δ(t+1)の計算量 を減 らす 目的でYr(t+1)を 求 め る こ と
は,却 つて その計算量 を僅かなが らふやす結果 とな る。 それ故,℃(t+1)の計
算 は,B'1(t)の第1行uとAと の積 か らこれ を求 めることにした方が よい。
最後 に,Y,(t+1)は,
H(の・……・H(0)・As=Ys(t十1)
として求 められ るが,こ れはrevisedmethodにproductformを利用 した場
合 と,全 く同 じにな る。
以上,吾 々は,originalmethodをproductpormによって改善す ることを
試みたのであ るが,結 果 におい ては,revisedmethodにproductformにを採
用 した場合 と,全 く同一の計算手続 きに到達 したわけで あ る。
＼
第2章 初期解の求め方
§2・10riginalandRevisedMethodsはお け る初 期 解 の 求 め方
過去の経験或いは直観的判断に基いて初期解を求 めることがで きれば,そ れ
7
は通常,最 適解か らあま り遠 くない位 置にあ る場合が 多いので,iterationの所
'
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要回数を大幅 に減 らす ことがで きる。
多 くの場合 には,然 し乍 ら,全 然見当が附かないか,又 は,或 る程度の見 当
をつ けることがで きて も,そ れを苦労 して解いてみた ら,幾 つかの変数が負値
を とってしまった とい う結果 にな る。
そこで,本 格的 なLP解 法においては,全 く形式的 な手続 きだ けで初期 解を
求 め よ うと試み るのが常 であ る。 そ の だ め に は,ス ラ 。ク変 数 と人 為 変 数
(artificialvariables)の両者が使われ る。
(1)条 件式 の右辺常数bの 符号 を全部非負 に改め る。 その結果,不 等号の向
きは不揃いにな る可能性が あ る。
(2)不 等号が 右向 き(≦ の の式 の左辺には係数1の ス ラック変 数 を加 え,左
向 き(≧ の の式の左辺 には係数(一・1)のス ラ ック変数 を追加 す ることに よっ ・
て,全 部を条件等式 に改 め る。 これ らス ラ 。ク変数の値は,目 的函数 とは無 関
係 であるか ら,そ れに対 す る目的係数cは,何 れ も0と お く。 顧
(3)こ の よ うにして得 られ た条件式Ax=b(b≧0)の係数行列:A(m×n)の申
か ら,鋭個 のヴェク トル を選 ぶ ことによって,単 位行列 を取 り出す ことがで きる
な らば,そ れに対 応す るxの 値 をb,其 他のxを0と お くことによって,初
期 基底許容解 を簡 単に得 ることがで きる。
(4)そ れが不可能 で あれば,則 ち,Aの 申の互 に独立 な単位 ヴxク トルの数が
加 に足 りない ときは,そ の不足分 を更に追加す ることに よって,無 理 にで も単
位行列 をこしらえ あげなければな らない。 これ らの追加変数(人 為変数)は,
等式の左辺 に無理 に割 り込んだ ものであ るか ら,最 終解 のなかに残 されては困
る。 これ らの人為変数 を,最 適解への途申 で全部追い出すためには,問 題が最
大問題 であれ ば,そ の目的係数 を 一M(Mは 他の如何 な る有限数値 よ りも大
な常数)と し,最 小問題 であれば 躍 とす ることに よって,自 動的に遂 行 され
る 。
(4!)電 子計算機 を使用す るときは,上記のM法 と原理 的には全 く同 じである
が,Bealeのredundant'equationを利用 す るのが便利 であ る。 それは,追 放
さるべ き1個 の人為変数の総和 にマイナス符号を附 けた値 を表 わす今一 っの人
為変数 κ胴 を導 入 して,こ の κ僻 」 の値 を最 大にす るこ とを目的 として繰 返
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し計算 を遂行 し,こ の κn.1が負 か ら0に 転 ず ることに よって人為変数全部の
追 放 を完 了す る方法で ある。則 ち,
th+1十Xn+2十……十Xn+1+1=O
を,(m+1)番 目の,或 いは1番 目の条件式 として追加す る。但 し,こ の まま
で は人為変数の単位 ヴ ェク トル性 を失わせ るこ とにな るので,こ の式 と,今 迄
の 拠 個 の条件式の両辺 にマイナス符 号を附けた式 とを辺 々相加 えて,
a。1κ1十…… 十aenκn十Xn+1==bo
但 し,
　
a。ti=一 Σa`,
`'t
　
bo=一 Σ う`
i=1
と変形す るな らば,κn+1,Xn+2、…,κn+1+1の(1+1)個の人為変数 と,Aの 申
に 含まれてい る(m-1)個 の変数,合 計(m十1)変 数 を基底 変 数 と し て 選 ぶ
ことがで きる。但 し κn+1だけは負値 を とる。revisedsimplexmethodの
PhaseIの計算が これに外な らない。
この(4),(4ノ)の計算 は,単 に初期解 を探す ための もので,本 来の 目的函数
の最大値 を探す とい う狙いには全 く無縁 な もので あ り,出 来 れば これを行 わず
にすま したい計算 で ある。 その1つ の対策 として,人 為変数 を,如 何な る場 合
に も,僅 か1個 に減 らして しま う方法が考 え られてい る(Gassに よる)。それ
には,ス ラ ック変数 を加えて条件等式Ax=b(b≧0)を 作 り上 げた上で,そ ・
の中 か らマイナス符 号のついた単位行列を もつ式(則 ち,人 為変数の追加 を必
要 とす る式)だ けを抜 き出す。 この選 ばれた式 の うちで,右 辺常数bが 最大の
もの を除 いて,残 りの両辺 にマ イナス1を 乗 ず ることに よって,マ イナス単位
行列 をプ ラス単位 行列に転化 させ る。但 し これでは右辺が マ イ ナス に な るか
ら,こ れ をプ ラスにす るために,先 程残 しておいたmaxbiを もつ式 を,こ れ
らに辺 々相加 え る。加 え られ る方 の式の右辺 一bの 絶対値 は,こ れ に 加 え る
脚 κあ よ りも小 であ るか ら,この結果,右 辺 は必 らず非負 とな り,従 つて これ
らの式の申の単位 ヴ ェク トルを初期 解 として採用す ることがで きる。 従 つて,
魏礁 う`を右辺に持 つ唯一つの式 に対 して,唯 一つの人為変数 を 奪 入 す るだ け
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で.初 期解 を求 め るこ とがで きる。
この方法 は,一 見,極 めて有 利な初期値発見法であ るかの よ うで あるが,重
大 な一つの欠点を も伴せ持つてい ることを忘れてはな らない。 それは,係 数行
列Aが 多数の0を 含む場合,上 記の手続 きのた めにその特性 を失い,Aの 非
零要素が大幅に増大す る危険 を伴 うことで ある。従 つて,■ の大部分が非零要
素で あ る場合 を除 き,そ の採用に当つては慎重で なけれ ばな らない。
§2・2変 数に假想的上限を附加す る方法
次 に説 明す る初期 解の求 め方 は,Wagnerの考案 にな るもので ある。,但し,
彼 の提案 は,duallnethodに関す るもので あ るので,こ こで はそれをprimal
の ままで扱 う方法 を考 えてみ よ う。
{1}条件式Ax≦bの うち,等 式 についてはその右辺 を非負 に改 めた上で人為
変数 を加 え,そ の 目的係数 を 一Mと す る。残 りの不等式にはス ラック変数 を
加 えて等式化 し,そ の 目的係数 を0と お く。 これ に よ り,新 らしい 条 件 式
Ax==b,x≧0が得 られ る。
{2】その結果,Ax=bの 右辺定数 ∂が全部非負(b≧0)で あれ ば,上 のm個
の追加変数 をb,其 の他の変数 を0ど お くことに よ り,初 期許容 解 が 得 られ
る。
{3)b歩若干 の負値 を含む ときは,そ れに対 応す る追加変数7に,或 る假想的
な極 めて高 い上限 を 与 え,xとdと の差額 をafと す る。則 ち,
x十x'=d
.'.X=d-Xノ
{4}目的函数及 び条件式 申のxに,こ のd--x,を代入 しAaを 右辺 に移項す
れば,κ'に対 す る係数 は負 の単位 ヴ 呂ク トル,そ の右辺常数 は負 とな り,従 つ
て,-X=b-d,残 りの追加変数 はX=b,と お くことに よって,初 期非負許
容解が求 め られ る。
簡単な計算例 を示 してお こう。Prima1におけ る条件式 が,次 の よ うな値 を
示 す も'のとす る。
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max一 κ1十2x2-一 κ3十3x1
κ1十3x3十4;v4≦30
{警 嚇 ≡三1
これ を α」の 手 続 きに よ っ て 等 式 化 す れ ば,
max-Xl+2x2-x3+3x4-MXs
Xl十3x3十4κ4十x5
{
-2Xl十x2十x4
-2x3十2x4
2x2十x4
Xt,…,x8≧0
従 つ て,そ の 初 期 解 は,
x5=30
{
x6=50十 偽
x7=20+d7
x8=5
で 与 え られ る。,
{
-2Xs十 κ2十x4
-2x3十2鈎
2x2十M
こ の う ち,穐 と 穐 と に,
x6=-x'6十tib
x7=・一 ガ7十d7
を 代 入 す れ ば,
max--x1十2x2-Xs十3x4
x1十3x3十4x4十x5
十穐
十 κ7
十x8=
;3ひ
=-50
=-20
5'
一Mx8
=30
一 ρ〆6==-50-dk・ 一
一 ガ7=-20・-d,
十 κ8=5
この方 法の利点は,Gassの場合 と異 り,Aの0要 素 をその まま保持で きる
ことで あ る。dの 値 さえ上手 に決 め ることがで きるな らば,極 めて優 れた方法
といつて よいで あろ う。
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§2・3Dua1の 初 期 解 を 利 用 す る方 法
Primalの初 期 解 に 多 くの 人 為 変 数 を 必 要 とす る と き は,そ のdualを 一 応
検 討 し て み るの が 常 道 で あ る。 則 ち,primal一
η露ακ 〆κ
Aκ=b≧O
x≧0
に お い て,Cl≦0で あ るな らば,そ のdual,
痂 ηゐ勉
Aiu≧c
の 初 期 解 は,条 件 式 にn個 の ス ラ 。ク変 数 を 追 加 す るだ け で,そ れ を 一Cと
お く こ と に よ っ て 求 め らオτる。
C≦0で な い 場 合 で も,Wagnerの 方 法 で これ をc≦0に 改 め る こ とが 可 能 で
あ る。 則 ち,`>0な る 目 的 係 数 を もつ 変 数xだ け に つ い て 假 想 的 上 限dを 設
定 し,
x=-x'十d
を条 件 式 と 目的 函 数 に 代 入 す れ ば,κ の 目的 係 数 は,
ctx=-c'〆
と な り,そ の 目 的 を 達 す る こ とが で き る。
また,Dantzig,FordandFulkersonのprima1-dualalgorithmでは,や
は り一 種 の假 想 的 上 界 κ1を 全 変 数 の 合 計 に対 し て 加 え,
x1十 … … 十Xn≦bo
.●.Xo十Xl十 … … 十Xn=bo
これ と,条 件 式Ax=bと を連 立 させ たprimalを 考 え る。
この 修 正 され たprimalに 対 す るdua1は,
mimboUO十blUl十… … 十bmUm
UO十a1】Ul十●… ●・十amlUm≦Ci
{Uo十alnUl十 … … 十amnUm≦Cn
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(但 しUOlU1,…,Umの 符 号 は 任 意)
と な る 。 こ こで,Uo=minc{,Ul=… …=Un=Oをdualの 初 期 解 に 選 ぶ 。
こ れ はfeasiblesolution(A'u≦c)で は あ る が,basicで は な い 。 そ こ で,
こ れ とcomplementaryなprima1を 考 え,そ のinfeasible(Axキb,x≧0)
basicsolutionにお け るinfeasibilityを除 く よ うなiterativealgorithmを行 え
ば,infeasibilityの除 去 と 同 時 に,optimalsolutionが得 ら れ る 。
・〈以 下 次 号)
