The complexity of computing a functional of the solution of a Fredholm integral equation is studied. We show that the estimate of the information complexity is equivalent to that of Gelfand numbers of a certain mapping. Upper and lower estimates as well as open problems are discussed.
Introduction
In this paper we study a certain problem concerning the complexity of approximate solution of integral equations. The analysis is carried out within the framework of information-based complexity theory TWW88]. We consider Fredholm integral equations of the second kind with smooth data, and we set the task of computing not the full solution of the problem, but only the value of a certain linear functional of the solution. We assume that linear functionals of the data can be exploited for the computational process. In Hei93] an algorithm was constructed which showed that approximations to functional values can be computed much faster than approximations to the full solution. The question of lower bounds for functional calculation remained open. In this paper I want to show that the lower bound problem is equivalent to a problem concerning Gelfand numbers of certain operators between function spaces. I presented this problem at several functional analysis meetings, but it remained open so far. Only partial results are available, which will be discussed at the end of the paper. Our technique of proving the equivalence is of general nature, so that it applies to other smoothness classes, as well, and allows to relate the minimal radius of information for functional computation to Gelfand widths of the involved data classes.
Preliminaries
We follow the general framework of information-based complexity and refer 
We consider the following integral equation u ? T k u = f in the space C(G). We are given a xed linear functional 2 C(G) . For inputs (data) k 2 C(G 2 ) and f 2 C(G) we want to compute an approximation to the value hu; i of at the solution u. This means, for example, to compute the value u(t 0 ) of the solution in a given point t 0 2 G, thus = t 0 , or to compute, for given g a weighted mean Z G u(t)g(t)dt as for instance, a Fourier coe cient. To de ne the computational problem and the data sets precisely, we x reals > 0; > 1; > 0 and let X = C r (G N 2 f = (hf; h 1 i ; : : :; hf; h n 2 i); where h 1 ; : : : ; h n 2 2 C r (G) ; n 1 + n 2 = n, and ' : R n ! R is an arbitrary mapping. (N represents the process of obtaining information about (k; f) as e. g. values in certain points or Fourier coe cients, while ' represents the outcome of the calculations performed on these numbers.) For a xed n we let M n denote the class of all such pairs (N; '). The error of approximation of (N; ') is de ned as e(S ; N; ') = sup 
The main result
In this section we shall establish the relation between the minimal error e n (S ) and Gelfand numbers of a certain mapping. We de ne
where e T k is the integral operator as above, just considered as a mapping from C r (G) to C r (G) (via the canonical embeddings C r (G) ! C(G) and C(G) ! C r (G) ). In other words, for f; g 2 C r (G), For simpli cation of notation we write SUP instead of sup
thus we have r(S ; N) SUPjS (k 1 ; f 1 ) ? S (k 2 ; f 2 )j 2r(S ; N):
Next we introduce the following quantities. For a = (k 1 ; k 2 ; f 1 ; f 2 ) 2 K 2 0 
This shows (7). Now we set Consequently, using also (9) we obtain SUPjQ 2 (a)j c sup 4 An open problem, partial solutions, and comments
The theorem proved in the previous section reduced the complexity problem for integral equations to a problem in s-numbers of operators between function spaces (or equivalently, to a problem in n-widths 2d (log n) q : Actually, an implementable algorithm was constructed, which has not only the number of required informations n, but is also of arithmetic cost O(n). The problem of the lower estimate can be reduced still further. Using smooth bump functions in the standard way (see e. g. Hei93]), the following statement is easily veri ed. To formulate it, let J n :`n 2 1 ! L(`n 1 ;`n 1 ) be the canonical mapping that sends a matrix A = (a ij ) n i;j=1 2`n 2 1 to the operator A, considered as acting from`n 1 to`n 1 . Proof: Let A = (a ij ) n i;j=1 be a matrix with the property that kA :`n 1 !`n 1 k 1: (see Pie78]), the result follows.
Remark. This argument is due to A. Defant. Further estimates, for other n p spaces were obtained by him and B. Carl. Let us now comment on some generalizations of the main result. The approach we developed can be applied to study a variety of analogous situations. Consider the Fredholm equation of the second kind (I ? T)u = f with f 2 E, where E is a Banach space, and T 2 L(E) is a compact operator. Given a set K L(E) such that each T 2 K is compact, and I ? T is invertible, a set F E, and a 2 E ; 6 = 0, we consider the solution 
