Abstract. This paper presents multimodal function optimization, using a nature-inspired glowworm swarm optimization (GSO) algorithm, with applications to collective robotics. GSO is similar to ACO and PSO but with important differences. A key feature of the algorithm is the use of an adaptive local-decision domain, which is used effectively to detect the multiple optimum locations of the multimodal function. Agents in the GSO algorithm have a finite sensor range which defines a hard limit on the local-decision domain used to compute their movements. The GSO algorithm is memoryless and the glowworms do not retain any information in their memory. Some theoretical results related to the luciferin update mechanism in order to prove the bounded nature and convergence of luciferin levels of the glowworms are provided. Simulations demonstrate the efficacy of the GSO algorithm in capturing multiple optima of several multimodal test functions. The algorithm can be directly used in a realistic collective robotics task of simultaneously localizing multiple sources of interest such as nuclear spills, aerosol/hazardous chemical leaks, and fire-origins in a fire calamity.
Introduction
Intelligent group behavior exhibited by biological swarms like ants, termites, bees, wasps, and bacteria is a result of actions performed by relatively simple individuals that are solely based on neighborinteractions and local information from the environment inhabited by the agent-collective. The above behavioral metaphor offers an insight into the basis to devise distributed algorithms that solve complex problems related to diverse fields such as optimization [1, 6, 23] , multi-agent decision making [21] , and collective robotics [11, 19] . Recent literature abounds with examples of such biomimetic algorithms including ant colony optimization (ACO) techniques [6] that are applied to a number of optimization problems [2, 10] ), bacterial chemotaxis based optimization [23] , social foraging swarms [21] , and several swarm based collective robotic algorithms [11, 16, 17, 19] .
Multimodal function optimization
Multimodal function optimization has been addressed extensively in the recent literature [3] [4] [5] 9, 16, 17, 20, 22, [24] [25] [26] . Most prior work on this topic focussed on developing algorithms to find either the global optimum or all the global optima of the given multimodal function, while avoiding local optima. However, there is another class of optimization problems which is different from the problem of finding only the global optimum of a multimodal function. The objective of this class of multimodal optimization problems is to find multiple local optima having either equal or unequal function values [3, 4, 9, 16, 17, 20, 22] . In particular, the interest in this paper lies in developing an algorithm which, while serving for numerical multimodal function optimization on one hand, could be directly used in a realistic collective robotics task of simultaneously localizing multiple sources of interest like nuclear spills, aerosol/hazardous chemical leaks, and fire-origins in a fire calamity.
The glowworm metaphor
Inspired by the concept of emergent behavior, a novel glowworm 1 swarm optimization (GSO) algorithm was developed [16] that finds solutions to optimization problems defined on multimodal functions. In this algorithm, the agents are initially deployed randomly in the objective function space. The agents carry a luminescence quantity called luciferin along with them. Agents are thought of as glowworms that emit a light whose intensity of luminescence is proportional to the associated luciferin. Each glowworm uses the luciferin to (indirectly) communicate the function-profile information at its current location to the neighbors. The glowworms depend on a variable local-decision domain -that is bounded above by a circular sensor range -to compute their movements. Each glowworm selects a neighbor that has a luciferin value more than its own, using a probabilistic mechanism, and moves towards it. These movements enable the glowworms to split into subgroups, exhibit a simultaneous taxisbehavior towards, and rendezvous at, the optimum locations leading to the detection of multiple optima of the given objective function.
This paper presents the details of this new approach and provides several extensions. Firstly, the localdecision domain update rule formulated in [16] is modified that results in substantial performance enhance- 1 The glowworm belongs to a family of beetles known as the Lampyridae or fireflies and produces natural light that is used as a signal to attract a mate. Luciferin is one of the several components that are involved in a chemical reaction responsible for producing the bioluminescent light. This light is also used to attract prey. General idea in the glowworm algorithm is similar in the sense that glowworm agents are attracted to other glowworm agents that have brighter luminescence [28] . ment in terms of the number of iterations required for convergence of the algorithm. Secondly, the luciferin update rule and probability distribution function are modified in order to address the connectivity problems caused by the earlier formulae. A simple multimodal function was chosen to test the feasibility of the algorithm in [16] . However, in this paper, the algorithm is evaluated on a series of more complex multimodal functions. Next, the glowworm algorithm is applied to optimization of a discontinuous multimodal function. Working of the algorithm is also tested in higher dimensional spaces.
The paper is organized as follows. A complete description of the glowworm algorithm is given in Section 2. Section 3 provides two theoretical proofs related to the luciferin update rule of the glowworm algorithm. Section 4 presents the simulation results. A brief mention of the collective robotics platform that was built to test the algorithms developed in this paper is given in Section 5. A comparison of the GSO algorithm with related work is carried out in Section 6. The paper concludes with a few remarks in Section 7.
The Glowworm Swarm Optimization (GSO) algorithm
In the glowworm algorithm, physical entities (agents) are considered that are randomly distributed in the workspace. The agents in the glowworm algorithm carry a luminescence quantity called luciferin along with them. Agents are thought of as glowworms that emit a light whose intensity is proportional to the associated luciferin and have a variable decision range r Each glowworm is attracted by the brighter glow of other neighboring glowworms. A glowworm identifies another glowworm as a neighbor when it is located within its current local-decision domain. Agents in the glowworm algorithm depend only on information available in the local-decision range to make their decisions ( Fig. 1(a) ). The resulting algorithm is highly decentralized and caters to the requirements of collective robotic systems.
Algorithm description
The GSO algorithm starts by placing the glowworms randomly in the workspace so that they are well dispersed. Initially, all the glowworms contain an equal quantity of luciferin. Each iteration consists of a luciferin-update phase followed by a movement-phase based on a transition rule. 
s . Agent i is in the sensor range of (and is equidistant to) both j and k. But, they have different decision-domains. Hence, only j uses the information of i. b) Emergence of a directed graph based on the relative luciferin level of each agent and availability of only local information. Agents are ranked according to the increasing order of their luciferin values. For instance, the agent a whose luciferin value is highest is ranked '1' in the figure.
Luciferin-update phase
The luciferin update depends on the function value at the glowworm position and so, even though all glowworms start with the same luciferin value during the initial iteration, these values change according to the function values at their current positions. During the luciferin update phase, each glowworm adds, to its previous luciferin level, a luciferin quantity proportional to the measured value of the sensed profile (temperature, radiation level) at that point. In the case of a function optimization problem, this would be the value of the objective function at that point. Also, a fraction of the luciferin value is subtracted to simulate the decay in luciferin with time. The luciferin update rule is given by:
where, ρ is the luciferin decay constant (0 < ρ < 1) and γ is the luciferin enhancement constant and J j (t) represents the value of the objective function at agent j's location at time t.
Movement-phase
During the movement-phase, each glowworm decides, using a probabilistic mechanism, to move towards a neighbor that has a luciferin value more than its own. That is, they are attracted to neighbors that glow brighter. Fig. 1(b) shows the emergence of a directed graph among a set of six glowworms based on their relative luciferin levels and availability of only local information. For instance, there are four glowworms (a, b, c, and d) that have relatively more luciferin than the glowworm e. Since e is located in the sensor-overlap region of c and d, it has only two possible directions of movement. For each glowworm i, the probability of moving towards a neighbor j is given by:
represents the euclidian distance between glowworms i and j at time t, j (t) represents the luciferin level associated with glowworm j at time t, r i d (t) represents the variable local-decision range associated with glowworm i at time t, and r s represents the radial range of the luciferin sensor. Let the glowworm i select a glowworm j ∈ N i (t) with p j (t) given by Eq. (2). Then the discrete-time model of the glowworm movements can be stated as:
where s is the step-size.
Local-decision range update rule
When the glowworms depend on only local information to decide their movements, it is expected that the number of peaks captured would be a strong function of the radial sensor range. For instance, if the sensor range of each agent covers the entire workspace, all the agents move to the global optimum point and the local optima are ignored. Since it is assumed that a priori information about the objective function (e.g., number of maxima and minima) is not available, in order to detect multiple peaks, the sensor range must be made a varying parameter. For this purpose, each agent i is associated with a local-decision domain whose radial range r 
t).
To smoothen the response, a new update rule is proposed where an explicit threshold parameter n t is used to control the number of neighbors at each iteration. A substantial enhancement in performance is noticed by using the rule given below:
where, β is a constant parameter.
Luciferin convergence proof
Two theoretical proofs are provided for the luciferin update rule proposed in the previous section. First, it is proved that, due to luciferin decay, the maximum luciferin level max j is bounded asymptotically. This proof is similar to Stützle and Dorigos' [6, 27] proposition proving the bounded nature of pheromone levels in their ant-colony algorithm. Second, the luciferin j of all glowworms co-located at a peak X i is shown to converge to the same value * i .
Theorem 1.
Assuming that the luciferin update rule in (1) is used, the luciferin level j (t) for any glowworm j is bounded above asymptotically as follows:
where J max is the global maximum value of the objective function. Proof: Given that the maximum value of the objective function is J max and the luciferin update rule in Eq. (1) is used, the maximum possible quantity of luciferin added to the previous luciferin level at any iteration t is γJ max . Therefore, at iteration 1, the maximum luciferin of any glowworm j is
]γJ max , and so on. Generalizing the process, at any iteration t, the maximum luciferin max j (t) of any glowworm j is then given by:
Clearly,
Since 0 < ρ < 1, from Eq. (6) we have that
Using Eqs (7) and (8) 
If j (t) < * i for glowworm j co-located at peaklocation X * i , then using Eq. (9) we have
Now,
i.e., j (t) increases monotonically. Similarly, if j (t) > * i for glowworm j co-located at peak-location X * i , then using Eqs (9) and (11), it is easy to show that
i.e., j (t) decreases monotonically. From Eqs (12) and (13), it is clear that the luciferin j (t) of glowworm j co-located at a peak-location X * i asymptotically converges to * i . 
Simulation results
The glowworm algorithm is tested on the following set of multimodal functions:
In J 3 (x, y), p is defined as the nearest integer less than p. In J 4 (X), X is a position vector in the mdimensional search space with m 2. Functions in Eqs (14)- (16) are used for tests on two dimensional search spaces and to represent the measured entity profile. We use the function J 4 (X) Eq. (17) for tests on higher dimensional search spaces (results for m = 2, 3, 4, and 5 are reported). The values of various parameters that are fixed in all simulations is shown in Table 1. Parameters that are specific to each test function is shown in Table 2 .
Performance measures
Indices such as the number of iterations for convergence, fraction of peaks captured, and average minimum distance to peak locations are used to measure the performance of the algorithm. A glowworm is consid-ered to be co-located at a peak when it is located within a small ε-distance from the peak and it is assumed that a peak is captured when at least three glowworms are co-located at its location. The mean minimum distance to the peak locations (sources) dmin av gives a very useful insight in the present context, considering the multiplicity of the sources and the need to evaluate the deviation of the agent's final locations from the peak locations. In particular, dmin av is given by:
where
. . , Q, X i and S j are the locations of glowworm i and source j, respectively, and Q is the number of peak locations.
Tests on the J1 function
The standard Himelblau multimodal function [4] modified to convert all local minima to local maxima is given in Eq. (14) . J1(x, y) has four local maxima of equal heights at (3, 2), (−3.779, −3.283), (−2.805, 3.131), and (3.584, −1.848) (Fig. 2(a) ).
Constant local-decision range
As a first step, the radial range r i d of each glowworm is kept constant, in order to characterize the sensitivity of the number of peaks detected to the size of the localdecision domain. As noted earlier, the local-decision range greatly influences the determination of various peaks. When the decision-range is more than 9, all the glowworms moved to a single local maximum. 
Variable local-decision range
The number of peaks captured is observed to be a strong function of the radial sensor range. Since it is assumed that a priori information about the objective function (e.g., number of maxima and minima) is not available, the decision-range cannot be kept constant and must be made a varying parameter. Figures 4(a) and 4(b) show the emergence of the solution when the local-decision range update rule in [16] and Eq. (4) are used, respectively. During these simulations, a value of r i d (0) = 7 was chosen for each glowworm i. Note that all the peaks are detected within 1500 iterations when the earlier update rule [16] is used. However, it takes only 300 iterations to capture all peaks when the modified decision range update rule Eq. (4) is used. (−6, 6) × (−6, 6) 100, 150 9, 7, 6.8, 4, 3
Response to presence of a forbidden region
The obstacle situation described in Fig. 5(a) is simulated by biasing the random initial placement of the glowworms in a manner that none of the glowworms is deployed in a circular (forbidden) region of radius 1.5 unit centered at (2, 2). The forbidden region is placed such that the peak located at (3, 2) lies within the forbidden region. The simulation result in Fig. 5(b) shows that, following the biased-random deployment as described above, there is no instance when a glowworm enters the forbidden region and since one of the peaks is obscured by the forbidden region, only three peaks are detected.
Effect of step-size on convergence
According to the glowworm algorithm presented in this paper, a glowworm with the maximum luciferin at a particular iteration remains stationary during that iteration. Ideally, the above property leads to a dead-lock situation when all the glowworms are located such that the peak-location lies outside the convex-hull formed by the glowworm positions. Since the agent movements are restricted to the interior region of the convexhull, all the glowworms converge to a glowworm that attains maximum luciferin value during its movements within the convex-hull. As a result, all the glowworms get co-located away from the peak-location. However, the discrete nature of the movement update rule automatically takes care of this problem which could be described in the following way. During the movement phase, each glowworm moves a distance of finite stepsize s towards a neighbor. Hence, when a glowworm i approaches closer to a glowworm j that is located nearest to a peak such that the inter-agent distance becomes less than s, i crosses the position of j and becomes a leader to j. In the next iteration, i remains stationary and j crosses the position of i thus regaining its leadership. This process of interchanging of roles between i and j repeats until they reach the peak.
Tests on the J 2 function
The function J 2 (x, y) is called Rastrigin's function [23] . A set of 1500 agents is deployed in a region of 10×10 units centered at (0, 0) that contains a total number of 100 peaks ( Fig. 2(b) ). [7] is a step function (Fig. 2(c) ) with 16 regions at 7 different heights within a workspace of (−2, 2) × (−2, 2). The initial locations of the glowworms, emergence of the solution, and the final solution are shown in Figs 7(a), (b) , and (c), respectively. Different square regions are marked according to the increasing order of their function values. Note that regions marked with the same number have equal function values. All the glowworms initially located in region 7 remain stationary as they are located in the flat region of global maxima. Note that glowworms in the interior locations (except the ones that are very close to and on the edges) of all other regions move towards and settle on the edges of the next higher peak-regions. Refer to Fig. 7 (c) to observe this pattern.
Tests on the J3 function
J 3 (x, y)
Tests in higher dimensional spaces
We use the J 4 (X) function Eq. (17) to test the GSO algorithm on higher dimensional spaces. The function J 4 (X) has a total number of (2k + 1) m peaks, of equal function value, in a search space whose range is 5) where the number of glowworms was fixed at some value and the percent of peak-captures was logged for various values of r s . The value of r s that gave peak performance in each case was used in the main simulations to test the performance of the algorithm as a function of number of agents. Maximum performance is observed at r s = 1.5, 4, and 5 for m = 3, 4, and 5, respectively. Figures 8(a), (b) , and (c) show the number of glowworms co-located at each peak for the three-dimensional case, when n = 200, 600, and 1200, respectively. Peak-captures of 26%, 85%, and 100% are obtained in the above three cases, respectively. The number of peak-captures increases with increase in the values of n. The plot of dmin av (t) for various values of n is shown in Fig. 8(d) . Note that increase in the number of glowworms also increases the rate of convergence. Figure 9 shows the peak-capture results for the four dimensional case. Peak-captures of 36%, 85%, and 90% are obtained when n = 1000, 3000, and 5000 are used, respectively. Figure 10(a) shows the number of glowworms co-located at each peak for the five dimensional case. A peak-capture of 46% was observed when n = 6000. To characterize the dependence of required number of glowworms on the dimensionality of the problem, the number of glowworms n m required for 46% peak-capture for m = 1, . . ., 5 are obtained and enumerated in Table 3 . The values of n m /n (m−1) show that the number of glowworms needed to capture a given fraction of the total number of peaks does not increase exponentially.
Glowworms
Four small-wheeled robots christened Glowworms (named after the glowworm algorithm) were built to conduct our experiments [19] . Each Glowworm (Fig. 10(b) ) has been designed to provide features of basic mobility on plain/smooth surfaces, obstacle sensing, relative localization/identification of neighbors, and infrared-based luciferin glow/reception. A circular array of sixteen infrared transmitters placed radially outward is used as the glowworm's beacon to obtain a near circular emission pattern around the robot. The glow consists of an infrared light modulated by an 8-bit serial binary signal that is proportional to the Glowworm's luciferin value at the current sensing-decision-action cycle (Refer to [19] for a description of the Glowworm hardware modules). A real-robot-implementation of the GSO algorithm was carried out in [19] , using a set of four glowworms, in the context of a sound source localization task.
Comparison of GSO with related work
The GSO technique is a population-based algorithm and falls under the category of swarm intelligence methods. The algorithm is in the same spirit as the ACO and PSO techniques but is different in many aspects that help in achieving simultaneous detection of multiple local optima of multimodal functions. This is a problem not directly addressed by ACO or PSO techniques. Generally, ACO and PSO techniques are used for locating global optima. However, the objective in this paper is to locate as many of the peaks as possible. This requirement is the main motivation for formulating the GSO technique.
ACO vs. GSO
Generally, ACO techniques are used and found to be effective in a discrete setting where gradient-based algorithms do not work too well. However, in the present case, GSO is applied to the continuous domain because gradient-based algorithms do not produce satisfactory results when multiple peaks are sought. Note that continuous multimodal test functions (Fig. 2) were considered in all the simulation examples. The GSO is loosely based on Bilchev and Parmee's approach [1, 2] , which is a special variant of ACO to solve continuous optimization problems, but with several significant modifications. A brief description of this ACO variant is given in order to facilitate easier comparison with the GSO technique.
In Bilchev and Parmee's approach [1] , a finite set of regions are randomly placed in the search space. Each path between the nest location and a region i is associated with a virtual pheromone τ i (t) at each iteration t. Initially, τ i (t = 0) = τ 0 for all agents. The probability that an agent selects region i is given by:
where, η i (t) reflects the local-desirability of a portion of the solution, α and β represent relative weights, and N is the number of regions. The agent then moves to the selected region's center, measures the value of the objective function at that point, moves a short distance in a random direction, shifts the region's center to the new point if it finds an improvement in the solution, and then comes back to the nest. The pheromone update associated with the region is given by
where, ∆J is the improvement made in the solution and γ is a proportionality constant. This process is repeated with a new probability distribution according to Eq. (19) . With the increase in number of iterations, the pheromone concentration associated with inferior regions decay (and may disappear eventually) and good regions get reinforced with time, finally converging to the solution.
The virtual pheromones associated with the various regions in the above variant of ACO technique is equivalent to the luciferin quantities carried by the glowworms in the GSO technique. However, the crucial difference lies in the manner in which the stigmergic communication is used to make agent-movement decisions. In the ACO technique, each agent at the nest selects a region based on a probability distribution Eq. (19) which is a function of the pheromone levels associated with all the N regions. In contrast, each glowworm in the GSO technique uses the luciferin information available only in its current local neighborhood to select a neighbor with higher luciferin value. The last column in Table 2 shows different values of r s that were used in the simulations in order to limit the maximum size of local-domain of all the glowworms. While the selected region's center is shifted to a new point in a random direction in the ACO variant, each glowworm deterministically moves a step distance towards the selected neighbor. The main differences between GSO and ACO are summarized in Table 4 .
PSO vs. GSO
Particle swarm optimization is a population-based search algorithm introduced by Kennedy and Eberhart [13] and is initialized with a population of random solutions, called particles. Each particle moves in the search space with a velocity that is dynamically adjusted according to the historical behaviors of the particle itself and its neighbors. The particles exhibit a taxis behavior toward favorable regions over the course of the search process. Let X i and V i be the n-dimensional position and velocity vectors of the ith particle, respectively. In the global variant of PSO, the position and velocity updates of the ith particle are given by:
where, i = 1, 2, . . . , N, is the particle's index, N is the particle population-size, c 1 , c 2 are positive constants, referred to as the cognitive and social parameters, respectively, r 1 and r 2 are random numbers that are uniformly distributed within the interval [0, 1], t = 1, 2, . . ., indicates the iteration number, P i (t) is the best previous position encountered by the i th particle up to time t, and g is the index of the particle that attained the best previous position among all the individuals of the swarm. Hence, the PSO algorithm uses a memory Limited to numerical optimization models Effective detection of multiple peaks/sources in addition to numerical optimization tasks element in the velocity update mechanism of the particles. However, the GSO algorithm is memoryless and the glowworms do not retain any information in the memory. While the directions of particle movements in PSO are adjusted according to its own and global best previous positions, movement directions are aligned along the line-of-sight between neighbors in the GSO algorithm. In the local variant of PSO, P g is replaced by the best previous position encountered by particles in a local neighborhood. Impact of various neighborhood structures such as circle, star, wheel, pyramid, and von Neumann 2 square topology [14, 15] and dynamically changing neighborhoods [12] on the performance of the PSO technique has been investigated. The variable local decision domain is one of the crucial aspects in which GSO is different from PSO which is used effectively to locate the multiple peaks. In PSO, the dynamic neighborhood is achieved by evaluating the first k nearest neighbors. Such a neighborhood topology is limited to computational models only and is not applicable in a realistic scenario where multiple source locations are sought and the neighborhood size is defined by the limited sensor range of the mobile agents. To address this problem, in GSO, the requirement of k neighbors is used only as an implicit parameter to control the range of the variable decision domain and the maximum range is made relatively small when compared to the total size of the search space. Parsopoulos and Vrahatis [24] consider a multimodal function with multiple global optima (of equal function value) and combine the constriction-factor based PSO variant with a repulsion technique in order to sequentially detect all the optimizers. However, GSO is tested on a similar function ( Fig. 2(a) ) to simultaneously capture all the peaks (Fig. 4) . In general, GSO follows a simultaneous approach to capture the multiple local optima of any multimodal function. The main differences between GSO and PSO are summarized in Table 5 .
2 Named after its use in cellular automata pioneered by John von Neumann; the neighborhood structure comprises of a square and individuals are indexed according to a rectangular matrix so that each one is connected to the individuals above, below, and to each side of it, wrapping the edges.
Concluding remarks
A novel glowworm swarm algorithm that can be used to find solutions to multimodal function optimization problems is presented. The algorithm developed in this paper could be applied to a class of problems related to collective robotics. The glowworm algorithm is evaluated on a series of standard multimodal test functions from the literature. Tests on the staircase function show that the algorithm can also handle discontinuities in the chosen objective function. The glowworm metaphor approach to multimodal optimization problems raises several intriguing questions about the relation of parameter values and tuning of the algorithm based on different applications. Future work involves an analysis of the effect of various parameters on algorithmic performance, a theoretical analysis of the glowworm algorithm, and a thorough qualitative/quantitative comparison with other nature-inspired optimization algorithms. Some work in this direction, to establish the theoretical foundations of GSO, has been carried out and will appear elsewhere [18] .
