Proteins fold from a highly disordered state into a highly ordered one. Traditionally, the folding problem has been stated as one of predicting 'the' tertiary structure from sequential information.
Introduction
In a classic observation, Anfinsen observed the spontaneous and repeatable folding of a protein from a highly disordered state into a highly ordered one [3] . From this result and others that followed, it has been inferred over the years that similar processes work for wide classes of proteins. But exactly how unstructured is the unfolded/denatured state ? And how structured is the native state ?
New evidence suggests that the ensemble of unfolded forms may not be as disordered as once believed and that the native form may not be as rigid as one might expect. In this light, protein folding is a transformation of a high-conformational-entropy ensemble into a lower one. But how high is high, and how low is low ? In order to answer such questions, some new mathematical and computer models will be helpful. Therefore, new mathematical tools for the approximation of conformational entropy in the unfolded and folded ensembles are introduced here. A number of related tools already exist in other fields. These are reviewed, adapted and developed further. In particular, lower and upper bounds on entropy are derived for polymer models of polypeptide chains, both with and without constraints on the positions and orientations of the ends. The methods reviewed here include kinematics (the mathematics of rigid-body motions as studied in the field of Robotics), information theory, and functional analysis on Lie groups (which, in part, considers how probability density functions of group-valued argument combine and propagate). In particular, we attach reference frames to polypeptide chains as shown in Figure 1 , where the origin of the i th frame is located at the i th C α atom with a unique orientation defined by the C α − C bond and the plane defined by the C α − C = O atoms as in [49] . We use the distributions of relative motion between consecutive residues to characterize backbone conformational entropy. Side-chain motions are computed relative to these reference frames and we show how to compute the associated side-chain entropy. These new and powerful methods make it possible to approximate changes in entropy between relatively ordered and disordered states without using traditional sampling techniques.
To summarize, the main contributions of this work are:
• A method for generating the distribution of relative positions and orientations of polymer-like polypeptide coils is presented, building on prior work in the Robotics literature.
• The distribution of end-constrained loop conformations is obtained from this information by applying Bayes' rule.
• Quantitative bounds on the associated loop entropy are derived, and the change in loop entropy resulting from constraining one end relative to the other is computed.
The computational complexity of this approach is low enough that it can be implemented on a singleprocessor personal computer running standardized software such as Matlab.
The remainder of this work is structured as follows. A comprehensive review of the literature is provided in Subsection 1.1. This is followed by a review of the necessary concepts from Statistical
Mechanics in Subsection 1.2, and of background mathematics in Subsection 1.3. Section 2 applies these 
Literature Review
Protein folding is often viewed graphically as a funnel from the polymer-like ensemble of unfolded states to the native state [10] . Changes in backbone entropy between unfolded and native states have been measured experimentally [22] . And NMR has been shown to be a useful tool for experimentally observing conformational fluctuations in proteins in general [52, 60, 83] . A growing body of literature suggests that 'the native state' of certain proteins may not be as ordered as once believed [28, 9, 78, 63, 29] . On the other hand, recent studies suggest that the unfolded ensemble is not as disordered as once believed [70] , and that sequential interactions and sterics provide strong constraints on possible folding pathways [32, 36, 31, 61, 4] . Furthermore, conformational entropy of the native ensemble is believed to play an important role in binding [7, 34] . For these reasons, the development of analytical and computational models of entropy in protein loops with and without end constraints provides a way to compare the relative amount of disorder in the folded and unfolded cases.
Many statistical mechanical treatments of protein folding have been performed, e.g., [21, 80, 20, 26] .
In some studies, full chemical detail is used in molecular dynamics [51, 40] , yet it appears that this level of detail may not be required for successful prediction of folding [65] . Furthermore, when computing statistical quantities such as entropy, sufficient data must be obtained in high dimensional configuration or phase spaces in order to obtain robust results. This is almost impossible to do at a fully detailed level.
Therefore, simplified statistical models such as those presented in this work may be useful. Furthermore, while the emphasis here is loop entropy in proteins, the methodology presented here can in principle be applied to RNA structures. Models of loop entropy in nucleic acids have been presented in [13, 53, 84] .
The author's original field is the kinematic geometry of snakelike (or 'hyper-redundant') robot arms with many degrees of freedom [15, 16] . A tool which is useful for the analysis of all positions and orientations reachable by the 'gripper' at the distal end of this kind of arm is noncommutative harmonic analysis [18] . This mathematical tool combines ideas from group theory and Fourier analysis [71, 77, 58, 35, 72] , and can be used to compute convolutions and diffusions of functions on Lie groups, such as the rotation group or rigid-body motion group [82, 18] . This is a particularly useful tool in the quantitative analysis of the distribution of all possible reachable gripper positions and orientations. Such quantities are quite similar to those encountered in polymer statistical mechanics. In polymer theory, distributions of relative end-to-end distance and orientation of backbone points and their tangents play central roles,
as described in [6, 8, 24, 25, 27, 33, 37, 56, 68] . With the tool of noncommutative harmonic analysis, distributions in all six dimensions of rigid-body motion (three translational and three rotational) can be obtained, and marginals of these distributions can be taken to yield those which are commonly of interest in polymer physics (such as the distribution of end-to-end distances or relative orientations) [14] . This approach has been taken by the author in a series of papers, particularly concerned with semi-flexible polymers in which there is internal bending and torsional stiffness [17, 19] . The case of statistical distributions when semi-flexible polymers have internal joints and rigid bends has also been addressed using these methods [87, 88] . And it has been shown that this method can be applied to more general polymers including unfolded polypeptide chains [44] . Similar tools can be used to analyze large amounts of geometric data in the protein data bank [5] such as statistics of helix-helix crossing angle [50] and the relative pose (position and orientation) between alpha carbons in proteins [14, 49] .
Of course, the author is not the only (and not even the first) member of the robotics community to attempt to transfer theoretical and computational tools from that field to study structural biology and biophysical phenomena. Lozano-Perez and coworkers have applied methods from robot motion planning and artificial intelligence to a number of problems in structural biology and rational drug design [66, 79] . Latombe and his students have applied methods from robot motion planning to explore configuration spaces and do energy minimization in the context of protein structures [54, 47, 38] . These build on the method of probabilistic roadmaps [41] . Amato and coworkers [75, 73, 1, 2] and Kavraki [74, 85, 23, 69] have been leaders in the application of robotics techniques in computational biology.
The cyclic descent algorithm for robot kinematics has been applied to protein loops [11] , as has other methods from kinematics [55, 42, 43] . It has been fashionable recently in engineering to consider proteins as examples of molecular machines [57, 45] .
Statistical Mechanics
In classical equilibrium statistical mechanics, the Boltzmann distribution is defined as
where the partition function is defined as
Here β = 1/k B T (k B is the Boltzmann constant and T is temperature measured in degrees Kelvin),
is the momentum conjugate to the i th generalized coordinate q i = q · e i , H is the Hamiltonian for the system, and dp dq = dp 1 · · · dp N dq 1 · · · dq N for a system with N degrees of freedom. The range of integration is over all possible states of the system. The Boltzmann distribution describes the probability density of all states of a system at equilibrium.
The full set of generalized coordinates, {q}, describes the configuration of the system, which includes overall rigid-body motion, and the intrinsic structural degrees of freedom. These intrinsic degrees of freedom can be further broken down into 'hard' degrees of freedom such as bond angles and bond lengths which do not vary substantially from referential values, and 'soft' degrees of freedom, such as torsion angles, that can vary widely. The hard degrees of freedom describe vibrational states and the soft degrees of freedom describe conformational changes, i.e., motions due to rotations around covalent chemical bonds. While the words 'configuration' and 'conformation' are often used interchangeably in the literature, the distinction between them as defined above is important in this work.
For any classical mechanical system the Hamiltonian is of the form
where V (q) is the potential energy and M (q) is the mass matrix (also called the mass metric tensor) [62] .
The Gibbs formula for entropy of an ensemble described by f (p, q) is
Mathematically, 'continuous entropy' as defined above can take on negative values (and the entropy in the limiting case of a Dirac delta function goes to negative infinity). As explained in [12] , this is very different than discrete entropy. Physically, continuum theory and classical mechanics break down at very small scales in phase space. By definition, a discretization of phase space is chosen such that S = 0 corresponds to the most ordered system that is physically possible, which is when all the states in an ensemble are contained in the same smallest possible element of discretized phase space. This is not the same as discretizing conformational space on a coarse lattice, as is often done in polymer simulations.
The effects of discretization of continuous entropy are discussed in [12] .
As a practical matter, there are several limitations in using (4) as a computational tool. First, there is some debate about what molecular potentials to use. On the one hand, the accuracy of ab initio potentials derived from first principles for small molecules and then applied to macromolecular simulations can be questioned. On the other hand, the accuracy of statistical potentials derived from structural data is limited by the richness of the databases from which they are extracted. For different perspectives on this debate see [30, 39, 46, 48, 59, 76] . Second, the number of degrees of freedom in macromolecules is so high (many thousands for a protein in continuum solvent, and perhaps millions when including explicit solvent degrees of freedom), that it is not possible to approximate f (p, q) with any degree of fidelity. (If the number of sample values required to accurately estimate a probability density function in one degree of freedom is K, then one would expect to need K 2N samples to approximate a probability density function (pdf) in a 2N -dimensional phase space). If K is on the order of 10 to 100 and N ranges from thousands to millions, this is clearly intractable. One way to circumvent this problem is to compute only marginals of the full Boltzmann distribution, which as explained below, allows one to establish bounds on the true value of entropy.
Due to the structure of the Hamiltonian (3), it is easy to see that in general the Boltzmann distribution can not be separated into a product of configurational and momentum distributions, so f (p, q) = f p (p)f q (q) (due to the dependence of the mass matrix on configuration), and so the thermodynamic entropy is bounded by the entropies of each marginal as 1 S ≤ S p + S q where the configurational entropy is
and it is often assumed that S p is constant. In fact, when the generalized coordinates are the Cartesian coordinates of the positions of all atoms in a macromolecule so that q becomes the 3n-dimensional vector of all such positions, denoted here as
Furthermore, in this special case, the mass matrix is diagonal and constant, M (x) = M 0 , and
and so
is in fact constant at constant temperature, without having to assume anything. It follows that ∆S = ∆S x , which is not necessarily true for general choices of coordinates, including dihedral angles.
Under a change of coordinates x = x(q) it is generally the case that S x = S q because the computation of
in an alternative coordinate systems (such as dihedral angles) becomes
which is not generally equal to S q unless | det J(q)| = 1. Therefore, when refering to configurational entropy, it is important to distinguish between Cartesian configurational entropy and dihedral configu-
In some scenarios it is convenient to subdivide the configurational degrees of freedom into the categories: rigid-body, hard and soft, so that q = (q rb , q hard , q sof t ). It can be shown that the determinants of the mass and Jacobian matrices for chain structures can be written as functions proportional to the form w 1 (q rb ) · w 2 (q hard ). Similarly, it is a common modeling assumption that for a system not subjected to an external force field, and with sufficiently hard degrees of freedom, that
Assumptions such as these lead to the separability of the partition function into a product, and the separability of entropy into a sum of terms:
Since the rigid-body term is the same for all ensembles of a given system in the same volume and temperature,
We will focus on methods for computing Cartesian conformational entropy, ∆S x , using the concept of convolution on the rigid-body-motion group. When the hard degrees of freedom are treated as rigid, ∆S hard → 0, and ∆S x → ∆S sof t . In the remainder of this work we will examine S x for: (a) polymer-like ensembles with rotatable bonds and free ends; and (b) polymer-like loop regions with end constraints.
Mathematics Review
When considering models of polypeptide chains, it often will be convenient to treat parts of the chain as rigid. For example, the plane of the peptide bond can be considered rigid, as can a cluster of side-chain atoms such a methyl group. At a coarser level, one might consider an alpha helix to be a rigid object.
At a coarser level still, a whole domain might be approximated as a rigid body.
Therefore, it is clear that at various levels of detail, when characterizing the conformational entropy of a protein, it is conceivable that attaching reference frames to the rigid elements and recording the set of all possible rigid-body motions between these elements is a way to describe the conformational part of the Boltzmann distribution, and therefore get at the conformational entropy via Gibbs' formula.
In this section, a coordinate-free review of rigid-body motions is presented. More detailed reviews and comparisons of various parameterizations such as Euler angles, Cayley parameters, etc. can be found in [18] .
Mathematics of Rigid-Body Motion
The group of rigid-body motions, which is also called the Special Euclidean group and is denoted SE (3), is the semi direct product of (R 3 , +) (three-dimensional Euclidean space endowed with the operation of vector addition) with the special orthogonal group, SO(3), which consists of 3 × 3 rotation matrices together with the operation of matrix multiplication. In both instances, the word 'special' means that reflections are excluded and only physically allowable isometries of three-dimensional space are allowed.
We denote elements of
and h = (r, R) ∈ SE(3), the group law is written as g • h = (a + Ar, AR), and g
Alternately, one may represent any element of SE(3) as a 4 × 4 homogeneous transformation matrix of the form
in which case the group law is matrix multiplication. The bottom row in these matrices, which consists of three zeros (i.e., 0 T is the transposed, or row, vector corresponding to the column vector of zeros, 0) and the number one, is a placeholder which ensures that the matrix multiplication reproduces the correct group operation. In the above matrix, A ∈ SO(3) denotes rotations and a ∈ R 3 denotes translations of a reference frame which when attached to a rigid body represent the motion of that body from the reference position and orientation defined by the identity element e = (0, I).
In Lie theory 2 , the exponential mapping from the Lie algebra to a corresponding Lie group plays an important role [18] . In the current context, the Lie group of interest is SE (3) , and the corresponding Lie algebra is se (3) , which consists of all matrices formed by linear combinations of the following basis elements:
For small (infinitesimal) motions around the identity (null motion), g ≈ I + X ∈ SE(3) where X ∈ se(3). However, for larger motions this is not true. For those unfamiliar with his terminology, definitions and properties important to our formulation has been provided in the book [18] . The essential thing to know is that elements of se (3) and SE(3) can both be viewed as 4 × 4 matrices, however while it makes sense to add elements of se(3) (i.e., velocities add), it only makes sense to multiply elements of For small translational (rotational) displacements from the identity along (about) the i th coordinate axis, the homogeneous transforms representing infinitesimal motions look like
where I is the 4 × 4 identity matrix, | | << 1, and exp(X) = I + X + X 2 /2 + · · · is the matrix exponential defined by the Taylor series of the usual exponential function evaluated with a matrix rather than a scalar. For example, The 'exponential parametrization'
is a useful way to describe relatively small rigid-body motions because, unlike the Euler angles, it does not have singularities near the identity.
One defines the 'vee' operator, ∨, such that for any
The 6 × 6 adjoint matrix, Ad g , is defined by the expression
and explicitly if g = (a, A) then
where a × A denotes the matrix resulting from the cross product of a with each column of A.
The vector of exponential parameters, χ∈ R 6 , can be obtained from g ∈ G with the formula
The action of an element of the motion group, g = (a, A), on a vector x in three-dimensional space is defined as g · x = Ax + a. In contrast, given a function f (x), we can translate and rotate the function
The fact that the inverse of the transformation applies under the function (rather than the transformation itself) in order to implement the desired motion is directly analogous to the case of translation on the real line. For example, given a function on the real line, f (x),
with its mode at x = 0, if we want to translate the whole function in the positive x direction by amount ξ so that the mode is at x = ξ, we compute f (x − ξ) (not f (x + ξ) ). This is a very important point to understand in order for the rest of this work to make sense. Figure 3(left) illustrates the shifting of a function under rigid-body motion geometrically.
Manipulations of Functions of Rigid-Body Motion
Suppose that three rigid bodies labeled 0, 1 and 2 are given, with reference frames attached to each, and assume that only sequentially adjacent bodies interact. Suppose also that body 0 is fixed in space and the ensemble of all possible motions of body 1 with respect to 0 are recorded, and motions of 2 with respect to 1 are also recorded. Then we have two functions of motion, f 0,1 (g) and f 1,2 (g) which together describe the conformational variability of this simple system. If we are interested in knowing the probability distribution describing the ensemble of all possible ways that body 2 can move relative to body 0, how is this obtained ? In fact, it is computed via the convolution on SE(3) [18] :
What this says is that the distribution f 1,2 (g) is shifted through all possible rigid-body motions, h, weighted by the frequency of occurrence of these motions, f 0,1 (h), and integrated over all values of h ∈ G (G is just short for 'Group', which throughout this work is the group of rigid-body motions, SE (3)). can also be expressed in the exponential coordinates described in the previous subsection, in which case
where |J(χ)| is a Jacobian determinant for this parametrization. The Jacobian can be computed using the formula
and it can be shown that |J(0)| = 1 and so close to the identity the Jacobian factor in this parametrization can be ignored (which is not true for many other parameterizations, including the Euler angles).
The fact that the volume element is invariant to right and left translations, i.e,
is well known in certain communities (See e.g. [77] , [71] ).
A convolution integral of the form in (11) can be written in the following equivalent ways:
where the substitutions z = h −1 and k = h −1 • g have been made, and the invariance of integration under shifts and inversions is used.
The concept of convolution on SE(3) will be central in the formulation that follows.
One can define a Gaussian distribution on the six-dimensional Lie group SE(3) much in the same way as is done on R 6 provided that: (1) the covariances are small; and (2) the mean is located at the identity. The reason for these conditions is because near the identity, SE(3) resembles R 6 which means that dg ≈ dχ 1 · · · dχ 6 and we can define the Gaussian in the exponential parameters as
Given two such distributions that are shifted as f i,i+1 (g
• g), each with 6 × 6 covariance Σ i,i+1 , then it can be shown that the mean and covariance of the convolution f 0,1 (g
This provides a method for computing covariances of two concatenated segments, and this formula can be iterated to compute covariances of chains without having to compute convolutions directly. This is demonstrated numerically in the context of robotic arms in [81] .
Computing Bounds on the Entropy of the Unfolded Ensemble

End-to-End Position and Orientation Distributions and the Cartesian Conformational Entropy of Serial Polymer Chains
Consider a polymer consisting of a serial chain of n + 1 essentially rigid monomer units numbered from 0 to n. Attach a frame of reference to the i th such unit. Let g i denote the rigid-body motion from the reference frame of the zeroth unit to that attached to the i th . Let g k,k+1 denote the relative motion from body k to body k + 1.
,i will be the cumulative motion from body 0 to body i. The relationship between these reference frames is described in Figure 4 .
In a purely pairwise energy model, only the interactions between adjacent units are important. In this simplest model, the probability of the relative pose g i,i+1 = g
• g i+1 taking a particular value is given by Then, the conformational distribution described in terms of rigid-body poses is
where g 0 = e, the identity. This is related to the end-to-end position and orientation distribution
which is an n-fold convolution of the form in Section 1.3.2, by marginalization of (15) as
This is illustrated in Figure 5 . [64] can be reflected by appropriately defining f i,i+1 (g i,i+1 ), as has been done in [44] . This is consistent with the Flory isolated pair model [33] , which has been challenged in recent years [61] . However, as an upper bound on conformational entropy, it may still be useful in some contexts. Note that since g n = (r, R) describes both the end-to-end position and orientation of the distal end of the chain relative to the proximal end, we can marginalize further to obtain quantities such as the end-to-end distance distribution, or end-to-end orientational distribution. These quantities (or several of their moments) can be measured directly from a variety of experimental measurements.
In order to convert these probabilities into a form that is directly useful for computing Cartesian conformational entropy, we must know the positions of all atoms in each of the i rigid monomer units.
Given f (g 1 , g 2 , . .., g n ) in (15) and given the family of probability density functions {∆ i (x i 1 , ..., x i k )} each of which describes the distribution of motions of the i k − i 1 + 1 atoms within body i, it is possible to compute the full Cartesian conformational distribution as:
where N = i n is the total number of atoms in the chain and
T is the composite vector of Cartesian coordinates of all positions in the i th body.
is a probability density on 3(i k − i 1 + 1)-dimensional Euclidean space. In other words,
As an example, when the i th body is modeled as being perfectly rigid,
where x 0 j is the fixed position of atom j as seen in the frame of reference g i affixed to rigid body i. In contrast, if body i is an articulated side chain, averaging over all of its conformational states would result in a ∆ i which is not a sum of Dirac delta functions.
In some cases it may be useful to compute the full pose entropy of the chain:
Modeling Excluded Volume Effects
The phantom polymer chain model in which the effects of excluded volume are ignored is clearly not a realistic model, but it can be used as a baseline onto which self-avoidance can be built. In a polypeptide, residue i interacts with residues i + 1,..., i + 4 substantially as well as more sequentially distant residues. These interactions are not only responsible for the formation of secondary structures, but also substantially winnow down the available conformational space [32] . Clearly this has implications for the entropy. More specifically, polymer models can be used to compute upper bounds on the conformational entropy in polypeptides. And these bounds can be made tighter by incorporating the effects of steric clash into modified versions of the conformational probability distributions.
To begin, let's compute the density of body i. This can either be done directly by, for example, averaging body i over all possible side-chain conformations. Or, it can be done by first computing each marginal of the density function ∆ i as:
Then the average density of body i (normalized to be a probability density) is
The overlap of bodies in the chain is illustrated in Figure 6 . Therefore, if body i is moved by rigid body motion g i , and likewise for body j, we can compute an 
A general property of integration over all of three-dimensional space is that it is invariant under rigidbody motions. Therefore if, we make the change of variables y = g
Clearly when the two bodies do not overlap, w ij = 0. Otherwise they will have some positive value. One can imagine evaluating w ij as the argument of a 'sigmoid function', which sharply ramps up from zero to one, where it then plateaus at higher values. The resulting W ij (g
(for some small value of σ) would effectively window out all values of the rigid-body motions g i and g j that contribute to nonphysical overlaps. Then the original f (g 1 , g 2 , . .., g n ) in (15) could be replaced with one of the form
where C is the normalization required to make f ex a probability density function. Note that the product in this expression is not only over sequentially local pairs of bodies, but rather all bodies, where the 'i < j' simply avoids double counting. In this way, a phantom polymer model that generates f (g 1 , g 2 , . .., g n )
can be viewed as the starting point for a more realistic model that includes steric constraints.
Bounding Cartesian Conformational Entropy
Practically speaking computing such high-dimensional integrals as in (17) 
In the case when one representative point is chosen per residue (for example, the C α atom, which is where the reference frame for the residue is usually attached), we have k = 1. Then i = i 1 , and since x 0 i = 0 due to the way the reference frame is attached, we can write
and so we can get the positional distribution of the i th C α atom by marginalizing the full pose distribution over orientations as
The conformational entropy of the backbone represented by C α atoms is then bounded from below by the entropy of individual marginals (with the tightest lower bound resulting from the maximum of these). The loop entropy will be bounded from above by the sum of entropies from all of the marginals. Therefore,
and
Approximating Entropy of the Loops in the Folded Ensemble
The native ensemble of a protein is characterized by a relatively high degree of order. However, the native form is not completely rigid. In particular, loop/coil regions connecting secondary structures can exhibit large motions. Here we model the ends of these loops as being fixed at specific positions and orientations, as illustrated in Figure 7 . Bounds on the contribution of loop motions to overall entropy If f (g 1 , ..., g n ) is the conformational distribution function describing the positions and orientations of all bodies in the system with respect to the proximal end of the chain, then if we fix the distal end at a specific pose, g end , the resulting distribution will the the conditional density
The entropy of this distribution in some cases can either be computed directly, or each of the marginals can be computed as
The reason for this is that in the definition of f (g 1 , . .., g n ), the variable g i appears in only the two multiplied terms:
If g i were the identity element, then marginalizing over g i+1 through g n−1 would yield f i,n (g end ).
However, since in general g i = e, this result is shifted by g i to yield f i,n (g
Division by f 0,n (g end ) is the normalization required to make the result a pdf (since integration of the numerator in (24) over g i is a convolution). This denominator is carried along from (23), which is a statement of Bayes' rule.
Intuitively, the entropy of a chain with fixed ends must be smaller than that of a chain with freely moving ends. This can be quantified when using (23) and (24), as will be shown in the examples in the next section.
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In this section examples are used to illustrate the formulation presented earlier in this work. In both of these examples, a piece of flexible loop/coil connects relatively rigid structures. In the first example, the loop is considered to be a long phantom chain, whereas in the second it is considered to be a semi-flexible polymer. The reduction in conformational entropy associated with constraining the ends in both cases is examined.
Model 1: Long Loops Modeled as Gaussian Chains
Perhaps the most common model for the distribution of end-vector distribution in polymer theory is the Gaussian distribution:
where g = (r, R) ∈ SE(3) and the chain is so flexible that the orientational part of the distribution is constant, and Σ = ( r 2 /3)I where I is the 3 × 3 identity matrix. This distribution is spherically symmetric (and hence depends only on r = |r|). It is normalized so that it is a probability density function,
The probability density function for a freely-jointed chain with n links, each of length l can be approximated as a Gaussian random walk with
If we denote W n (r) to be the function for n links, then it is clear that in this simple model W n1 * W n2 = W n 1 +n 2 . Therefore, in this simple model the conformational entropy is bounded as
using (22) where r takes the place of x.
The conformational entropy of the phantom chain that gives rise to this distribution is bounded from below by the entropy of the probability density function of the location of the terminal end, and from above by the sum of probabilities for each link from base to end, since these are marginals of the total conformational distribution f (g 1 , ..., g n ), which for this case is a function W (r 1 , ..., r n ) = n−1 i=0 W 1 (r i+1 −r i ) with r 0 = 0 where W 1 is the effective one-bond Gaussian distribution with covariance matrix Σ 1 = (l 2 /3)I. Therefore, it is possible to compute the Cartesian conformational entropy in this model exactly in closed form as
Since the chain is assumed to be uniform and the product of Gaussians is a Gaussian, we can use the fact that there is a closed-form formula for the entropy of a Gaussian in terms of its covariance matrix, together with the fact that in this example
In principle, the entropy of a Gaussian chain with end position constraints can be computed using (23) and (24) . In practice, there are some details that need to be addressed, which are addressed in Section 4.3.
Whereas here a Gaussian chain in which orientations diffuse rapidly was considered, the opposite extreme of a stiff chain is considered in the following subsection.
Model 2: Short Loops Modeled as Semi-flexible Polymers
Suppose that we have a semi-flexible loop, i.e., one that has local resistance to bending and twisting that reflects sequentially local steric constraints. Then each g i will deviate only a relatively small amount from a constant reference pose, h i , and so we write g i = h i • exp χ i where χ i < 1. This sort of assumption is consistent with findings in the literature. For example, [86] validated the use of semi-flexible polymer models to describe protein loop motions. The relative motion between adjacent reference frames will be
If the probability density f i,i+1 is a Gaussian with mean at h
, then it will be of the form
where
Therefore,
For small motions between adjacent bodies, the approximation
has been proven to be accurate [81] . If as shorthand we define
, then
This, together with the product in (15) , leads f (g 1 , g 2 , ..., g n ) to be a Gaussian distribution in the
T with an inverse covariance of the form
. The entropy S g for the case with free ends is then given by the formula (18) , which is relatively efficient to compute due to the block tri-diagonal form of Σ −1 .
Obtaining the entropy for the case when both ends are fixed in position and orientation is also possible within this model. Using the fact that the adjoint is a homomorphism, i.e., Ad(
and Ad(g −1 ) = Ad −1 (g), this generalizes to the concatenation of n reference frames that vary around
In order to compute S g for the case when the distal end of the chain is fixed at g n = g end , we would use (23) with the covariance of f 0,n (g) being given by (29) . Conditioning of Gaussians by Gaussians yields Gaussians, the entropy of which can be computed in closed form in principle. However, there are some subtle issues that need to be addressed, as discussed below.
From Covariance Matrices to Entropy
It is one thing to have bounds such as (22) . It is another to have a closed-form expression for the actual quantity of interest. Here (26) and (28) are used to compute entropy. This follows from the fact that for a d(n)-dimensional Gaussian distribution with covariance Σ, the entropy is given as [67, 12] 
Here we use the notation d(n) to denote the dimension of the covariance matrix, which is d(n) = 3n for positional Gaussian, and d(n) = 6n for the semi-flexible case. In other words, we can write
We will consider the case when entropy change is due to fixing the ends. Consider a chain (either Gaussian or semi-flexible), and let x 1 ,...,x n denote the variables describing the kinematic state of the n segments (i.e., x i = r i ∈ R 3 for the Gaussian chain and x i = χ i ∈ R 6 for the semi-flexible chain). Let us
.., x n ) can be written as
The entropy of this distribution is computed simply as (30) . However, the end-constrained case is somewhat more involved.
The conditional probability density describing the ensemble of end-constrained conformations is of the form
where f (x, y) = f (z) (with y held fixed rather than being a variable) and the marginal distribution f (y)
is given by
The conditional distribution will then be
yy y.
In principle we now have everything we need to compute entropy differences. However, in practice, there is an implicit assumption about polymer distribution functions that must be addressed. Namely, even though the chain length is L, and hence the distal end cannot reach outside a ball or radius L centered at the proximal end, for the sake of convenience we will accept distributions with infinitely long tails. Another way to say this is that as long as the pdf decays rapidly enough and all integrals over a ball of radius L centered at the origin can be replaced by integrals over an infinitely large ball, then things will work out fine. Such calculations include computing probabilities and entropies from probability densities. In other words, we have simplifications such as
While this is perfectly reasonable when the Gaussians are centered at the origin, it will no longer be the case when we shift them by significant amounts. In other words, even though the value of an integral over an infinite range is invariant under shifts, this is not the case for integration over finite intervals:
This is important in the context of the current discussion because the conditional pdf in (31) The computation of this constant, and the computation of entropy then become a problem when y (and hence x 0 ) is not very small relative to total chain length, L = nl. However, when it is very small, the integral can still be approximated as being over infinite-dimensional space because the overwhelming majority of the mass under the pdf will still be contained in the finite ball of radius L.
Entropy for the Gaussian Chain
For the Gaussian chain effectively the end constraint r n = 0 means that the chain forms a closed loop because the vectors {r i } in this case are absolute positions of the i th residue with respect to the proximal end.
The entropy difference between two ensembles described by Gaussians with dimensions d(n) and 
The last equality means that there is no need to invert the matrices in (26) and (28) when computing entropy differences between the ensembles with free and fixed ends. This is useful, because in practice one usually is interested only in entropy differences, and the determinants of block-tridiagonal matrices can be computed very efficiently (in O(n) computations for a chain of length n), whereas computing their inverses followed by taking the determinant can be an O(n 3 ) operation.
Entropy of a Semi-flexible Chain
The entropy being considered is that defined in (18) . For the semi-flexible chain the set {χ i } describes the relative small rigid-body displacements of the i th residue with respect to a referential configuration.
Therefore in this case the same tools developed in this work can be used to describe the entropy differences between the free and end-constrained cases for a somewhat different scenario than the Gaussian chain model. Namely, we can compute multiple reference conformations and consider small deviations around each. The reduction in entropy due to constraining both ends of the chain is then due to eliminating motions around multiple reference conformations (each with free ends) and only allowing motions around the one reference conformation that satisfies the required end conditions. This discussion is quantified below.
Imagine sampling the relative poses between adjacent amino acids in a loop at their K most populated isolated peaks. For example, K might be equal to 3 if we sample at the centers of the α, β and Ω regions of the φ-ψ plane. If each of these peaks are isolated, and the distributions around them are modeled as SE(3) Gaussian distributions with small covariances and essentially non-overlapping tails, then the entropy associated with each of these conformational ensembles will be given by (30) where Σ is defined by (28) . If the loop has n residues, then each reference conformation for i = 1, ..., K n will have its own entropy, S i defined by these equations. If the relative weights of each of these reference conformations are given by w 1 , ..., w K n , and if each conformation is disjoint, and there is minimal overlap between the associated conformational distributions around each, then the total entropy in the case of free ends can be approximated as
The entropy for the case when the distal end is fixed can be approximated by adding contributions from the subset of baseline conformations that approximately satisfy the end constraints.
This work reviewed and built on techniques from the fields of robotics, information theory and theoretical polymer science and applied these to model conformational entropy in protein loops. At the core of this presentation was the mathematics of rigid-body motion and associated statistical computations, as well as the use of inequalities from information theory for developing a rigorous mathematical treatment of the entropy of unfolded, partially folded and fully folded proteins. Models of conformational statistics in these three kinds of ensembles were reviewed and developed. These models were then applied to compute entropy differences. The various concepts of entropy in statistical mechanics, computational polymer science and information theory were reviewed. The distinction between conformational entropy computed in internal and Cartesian coordinates was made. Inequalities to bound the value of entropy from below and above were presented in cases when exact computations were judged to be intractable.
