Various schemes have been proposed and employed, which extend the method of indexing lattice vectors and reciprocal-lattice vectors, so that it can be used in the context of quasicrystals. The concept of the generalized inverse of a matrix provides an elegant unified approach to the vectors and reciprocal vectors of quasilattices, and their associated zone laws and inflation rules. We present a survey, from the viewpoint provided by the concept of the Moore-Penrose inverse, of the indexing problem for quasicrystals.
The labelling of the vectors and reciprocal vectors of a Bravais lattice in E 3 by triplets of integers, satisfying a zone law k 1 x 1 þk 2 x 2 þk 3 x 3 ¼ 0, is straightforward and well known. The discovery of quasicrystals imposed a need to generalize this method of labelling. The non-crystallographic point symmetries of quasicrystals involve the necessity of employing more than three indices for the labelling of vectors and reciprocal vectors. The problem is complicated by the redundancy that arises when more than three numbers are employed to specify vectors in E 3 . A survey of the literature reveals certain general geometrical and algebraic principles which have not, as far as we know, been explicitly stated or presented in one place as a unified theory. Our purpose is to present the general principles underlying indexing schemes for crystals and quasicrystals and to illustrate them with the aid of some well-known (and some less well-known) examples.
} 2. The Moore^Penrose inverse Associated with any matrix E, there is a unique matrix E * that satisfies
Several properties of E Ã follow readily from these defining relations.
(i) If E is n Â N, of rank r, then E Ã is N Â n, of rank r.
} 3. Calculation of the Moore^Penrose inverse There exist several algorithms that employ iterative schemes that converge on the M-P inverse of a given matrix (Ben-Israel and Greville 1977) . They are sensitive to the choice of initial approximation. We give below a direct method that relies only on an algorithm for diagonalizing a symmetric matrix.
As is easily verified by substitution into the equations (1),
At first sight, this may not seem very helpful; the problem of finding the M-P inverse of a given matrix E has been replaced by the problem of finding the M-P inverse of S. However, since S is symmetric, it can be brought to diagonal form; there is a matrix L such that
is a diagonal matrix (and there are well-known algorithms for finding a matrix L). The M-P inverse of a diagonal matrix is, obviously, obtained simply by replacing its non-zero elements by their reciprocals. The M-P inverse of S is then
Note that, if E is n Â N, S is n Â n. We lose no generality by assuming that n 4 N because if n > N the procedure can be applied to E T instead of to E. In many of the cases that we shall encounter, S is just a multiple of the unit matrix and the M-P inverse of E is just a multiple of E T .
} 4. Solutions of linear equations Generalized inverses, in particular the M-P inverses, provide methods of obtaining solutions of sets of linear equations, in cases where the system is underdetermined or overdetermined. The following brief summary of the key formulae serves to establish our notation.
} 5. Z modules Suppose that {e i }, i ¼ 1, . . . , N, is a set of N vectors in E n . Then any set of N (real) numbers x i determines a vector x in E n and, conversely, a vector k determines a set of real numbers k i :
Let E denote the n Â N matrix whose columns are the components of the vectors {e i } referred to an orthonormal basis. Then the above expressions can be written in matrix notation simply as
The set L of all points x for which the numbers x are integers is a Z module. In what follows we shall, for brevity, refer to Z modules simply as modules. A lattice is, of course, a particular instance of a module, and equations (4) and (5) generalize the concepts of lattice translations of reciprocal vectors. In general a module may consist of a dense set of points. The projection method is essentially the imposition of a selection rule that filters out a discrete point set (a 'quasilattice') from a module. This will be taken up in } 8, but in the main we do not need it; the underlying module suffices for an algebraic presentation of indexing schemes for quasicrystals.
If the rank of the matrix E is r, then all points of L will lie in an r-dimensional subspace of E n . Any r given points in E r that do not all lie in an r À 2 space determine an r À 1 space in which they all lie: a hyperplane. Let one of the r given points be chosen as the origin, and let X be the n Â (r À 1) matrix, of rank r À 1, whose columns are the position vectors x for the remaining r À 1 points. Then
Indexing schemes for quasilatticesis normal to the hyperplane of E n whose intersection with the E r is the hyperplane containing the r given points. (z is an arbitrary row vector and $ denotes equality up to an irrelevant scalar factor.) In particular, for r ¼ 2 this gives
and for r ¼ 3, for the planes parallel to the two lines through x and y, it gives
The N-tuple k given by equation (5) provides a set of N indices for a family of hyperplanes. The index set k is not in general unique and, in general, a set of indices obtained in this way will not be rational, but the zone law remains valid in its usual form:
The ratios of the intercepts of the hyperplanes with the axes e i are the ratios of the numbers l/k i . Instead of defining the indices for the hyperplanes through equation (5), one can define an alternative set of indices required to satisfy
The reciprocal vectors {e i } are then identified as those given (with reference to the orthogonal coordinate system) by the rows of E*. The relation between vectors and reciprocal vectors for a lattice
In terms of the indices for the hyperplanes, the zone law is
A key question is then: for what kinds of r-dimensional module can the (r À 1)-dimensional submodules be indexed by sets of integers?
} 6. Inflation rules If P 6 ¼ I, the equations EP ¼ E (equivalently, EQ ¼ 0) express the redundancy of the set of reference vectors {e i }. It follows from equations (3) and (6) that kP ¼ P ¼ k, which expresses the corresponding redundancy of the set of indices k. The components of k are not necessarily rational. Suppose, however, that they belong to some algebraic number field F, and that there is an inflation rule (Ostlund and Wright 1986) associated with an element l of F. That is, for every point x of the module, lx is also a point of the module. There is then a matrix T with integer elements, such that
Whenever a module possesses an inflation rule, integer indices can be assigned to the reciprocal vectors. Let {l } be a basis for F, that is every element of F is a linear combination of the l with rational coefficients, and write
If the components of the N-tuples k also belong to F, we can write
The components of the matrices T and of the N-tuples k are rational. Then,
Thus, for the hyperplanes specified by the index set k, a rational index set
(and hence an integer set) exists.
6.1. Examples The module underlying the Penrose tiling patterns is generated by the matrix
1/2 . The five vectors are position vectors of the vertices of a regular pentagon. They satisfy the inflation rule
(& cycl. will be used to denote a set of equations obtained from a given equation by cyclic permutation of a set of labels, in this case (12345)). Thus, the module has the inflation rule 
In E 2 , the 'hyperplanes' are lines. A set of five integer indices x determines the two-component vector x ¼ Ex and hence its normal k ¼ x T e. The set of indices k ¼ kE is of the form k ¼ k(1) þ k(2) with rational sets k(1) and k(2). (k(2) can be expressed in terms of k (1)
In this example the algebraic field F is Q(5 1/2 )). The index set for the line through the origin and point x is then r m 2r ,
[mi2] denotes m/2 or ðm À 1Þ=2 accordingly as m is even or odd. It follows that, for a given set of integer indices x, x ¼ Ex has the form [a, bs] where a and b are polynomials in l with integer coefficients. The normal to x is indexed by an N-tuple
with components that are polynomials in l with integer coefficients. The integer index set is then given by equation (13).
We saw in the N ¼ 7 example that l was in this case a root of a cubic equation. It was proved by Gauss that cos (2/N) is a root of a quadratic if and only if the odd prime factors of N are all different and all of the form 2 2 n þ 1. In these cases E T eE is linear in l and we have
where A(0) and A(1) are rational matrices. It is a curious fact that the smaller N values with this property, 3, 4, 5, 6, 8, 10, 12 , are just those corresponding to the symmetries of crystals and quasicrystals. The standard icosahedral module in E 3 is generated by six base vectors directed along the six fivefold axes of an icosahedron. They can be taken to be the columns of
If we sum the position vectors of the five vertices of an icosahedron nearest to a vertex e, we obtain 5 1/2 e. This corresponds to the inflation rule
where A ¼ cycl (0 1 1) and B ¼ cycl (À 1 1 1). The projection matrix P turns out to be
Splitting the index sets x and into pairs of triplets
, we obtain the pair of rational zone laws
Loreto et al. (1990) have proposed approximate indexing schemes for icosahedral quasicrystals, in which in the expression k ¼ a þ b is replaced by a Fibonacci approximant (ratio of two successive terms of the Fibonacci sequence) to obtain sets of three integer indices that give a close approximation to the irrational indices.
Indexing schemes for quasilattices Loreto et al. (1993) have also employed the zonal criterion extensively, in the context of icosahedral quasicrystals. The standard indexing scheme for reciprocal vectors of icosahedral phases ) employs the six integers a 1 , a 2 , a 3 , b 1 , b 2 and b 3 in the expression k ¼ a þ b. They are conventionally written in the format
} 7. Symmetry The space group classification of periodic structures can be extended to aperiodic structures. The relevant space groups refer to spaces of higher dimension than the space in which the aperiodic structure resides Janssen 1980a,b, Alexander 1986 ). (Janner and Janssen already employed higher dimensional methods in the context of incommensurate crystal phases, before the advent of quasicrystals.) Janssen (1986) explored the symmetry properties of quasicrystals and aperiodic tilings in terms of the theory of group representations (Boerner 1963 , Burrow 1965 . Here, we consider only the point-group symmetries of modules and demonstrate, by means of a few examples, how a module with a particular point-group symmetry can be generated (Duneau and Duneau 1986) .
The modules in E 2 discussed above may be called, for convenience, the C N modules. The matrix S ¼ EE T for all these cases is a multiple of the unit 2 Â 2 matrix, so that E Ã is, apart from a trivial factor, just the transpose of E. The 'reciprocal vectors' e i differ only in length from the module base vectors e i . This a very general feature of a set of vectors e i 'generated by a point group'. If e i are N vectors in E n obtained from a single vector v by the action of a representation ! of a point group G, we shall call the module a G module. The examples that we have used in previous sections are C N modules. If v is 'special' in the sense that there is a non-trivial subgroup H that leaves v fixed, we shall call the resulting module a G-H module; the number of distinct base vectors
is then N ¼ |G|/|H|, one corresponding to each coset of the coset space G/H.
Example 1
The tetrahedral rotation group A 4 . Its twelve elements are as follows:
The group is generated by c 1 and a 4 . The three-dimensional real representation arises when the abstract group is realized as the rotation group of the tetrahedron. We can choose 
Operating on v with these four transformations we obtain the basis {e i }, i ¼ 1, . . . , 4, the columns of the matrix
The rows are orthonormal if we introduce a normalization factor 1 2 . Suppose, alternatively, that we choose v ¼ [100]. Then H ¼ C 2 and we have six cosets
Operating on v with the six coset representatives, e, a 1 , a 4 , a 2 1 , a 2 3 , c 2 , we obtain the basis {e i }, i ¼ 1, . . . , 6, given by the columns of the matrix
Introducing the normalization factor 1/2 1/2
, we again obtain a matrix E with orthonormal rows.
Example 2
The icosahedral rotation group, of order 60, is generated by By choosing v to be at a vertex, or at a face centre, or at the midpoint of an edge of the icosahedron, we have H ¼ C 5 giving 12 vectors, H ¼ C 3 giving 20 vectors, or H ¼ C 2 giving 30 vectors, respectively. In each of these three cases the vectors occur in pairs AE e i ; so we obtain three kinds of icosahedral module, corresponding to generating matrices E that are 3 Â 6, 3 Â 10 or 3 Â 15, respectively. The 3 Â 6 matrix is given by equation (16). It generates the module underlying the standard icosahedral quasilattice: the tiling of E 3 by two rhombohedral units (Kramer and Neri 1984 , Duneau and Katz 1985 , Levine and Steinhardt 1985 , Katz and Duneau 1986 , Socolar and Steinhardt 1986 . The important relation EE T ¼ I that we noted for the C N modules is valid for any G module for which the representation ! of G that generates its set of base vectors is irreducible. This follows from the property
of an n-dimensional irreducible representation ! of a finite group G (Boerner 1963 , Burrow 1965 ). The M-P inverse of E is then just the transpose of E. The 'reciprocal module' associated with the G-H module L is then L itself (apart from a possible scaling factor).
} 8. Projection The concept of a 'quasilattice' has played a prominent role in the theoretical understanding of quasicrystal structure. A quasilattice is essentially a discrete set of points filtered out from a Z module through the imposition of a selection rule. In the standard projection method (Kramer and Neri 1984 , Elser 1985 , Katz and Duneau 1986 ) a hypercubic lattice in E n is projected to two orthogonal subspaces E k and E ? , giving a module in each. The selection is imposed by choosing a 'window' region in E ? . The quasilattice consists of the projected images in E k of the selected points.
EE
T ¼ I means that the rows of E are orthonormal. N À n additional rows can be introduced, so that E is extended to an orthogonal N Â N matrix
that generates a primitive hypercubic lattice in E N . Therefore, whenever EE T $ I, the module generated by E is the image, under an orthogonal projection, of a hypercubic lattice in E N on to an n-dimensional subspace E k . The (N À n)-dimensional subspace E ? orthogonal to it contains a module generated by F. This observation gives rise to the projection method for generating quasilattices.
There are an infinite number of matrices F that will extend E to an orthogonal matrix R. They are related to each other by rotations in E ? .
In this prescription the projection matrices that project E N to E k and E ? are, obviously, of the form In an alternative but equivalent projection method (Conway and Knowles 1986) the hypercubic lattice is aligned with the coordinate axes, but the pair of subspaces E k and E ? are tilted. Observe that EE T ¼ I implies that P ¼ E T E, so that the vectors p i in E N given by the columns of P have the same lengths and angle relationships as the E n vectors e i . That is,
We can therefore identify the E n spanned by the vectors p i with E k . The space E ? is then similarly spanned by the columns of Q. The orthogonality of these two subspaces is a consequence of PQ ¼ 0 (i.e. p i Á q j ¼ 0). In this approach the projection of the hypercubic lattice (generated by I) is effected by the projection matrices P and Q.
The problem of constructing a matrix F that extends E to a square orthogonal matrix R is usually solved by resorting to the theory of group representations (Jannsen 1986 , Boerner 1963 , Burrow 1965 . Suppose that e is a general vector, so that N ¼ |G|. An N-dimensional matrix representation of G is the regular representation, in which each element g is represented by the permutation matrix obtained by permuting the set of all elements of G by multiplying them by g.
The number of inequivalent irreducible representations of a finite group G is equal to the number k of equivalence classes of G (two elements g 1 and g 2 are 'equivalent' if there is an element g such that gg 1 g À1 ¼ g 2 ). The regular representation is equivalent to a direct sum of irreducible representations and contains each n 1 -dimensional irreducible representation just n 1 times. Correspondingly,
8.1. Example 1 The irreducible representations of the icosahedral rotation group A 5 are two inequivalent three-dimensional representations, a four-dimensional representation, a five-dimensional representation and the trivial one-dimensional representation. Equation (20) becomes
The two three-dimensional representations are related to each other by the interchange of and in their matrices (5 1/2 ! À 5 1/2 ). Taking e ¼ [1 0], H ¼ C 5 and the three-dimensional representation given by equation (17), we obtain the matrix (16). Introducing a normalization factor to give the rows unit length, we have
For the other three-dimensional representation we can take e ¼ [1 0], which gives us
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Observe that the rows of F are orthogonal to those of E. The hypercubic lattice from which the standard icosahedral quasilattice can be projected is thus generated by the resulting orthogonal matrix
The splitting of E 6 into two three-dimensional spaces corresponds to the existence of a real six-dimensional reducible representation of A 5 . The same method for the other two kinds of icosahedral module corresponds to a real ten-dimensional representation and a real fifteen-dimensional representation, with decompositions 10 ¼ 4 È 3 È 3 0 and 15 ¼ 5 È 4 È 3 È 3 0 . The above example illustrates how an orthogonal N Â N matrix R can be constructed out of the orthogonal representations of a group of order N. The orthogonality of the rows of a matrix R constructed in this way is guaranteed by equation (20) and the property X
of any pair of inequivalent irreducible representations of a group (Boerner 1963 , Burrow 1965 . It has been shown (Rokhsar et al. 1985) that there are just three quasilattices in E 3 obtainable by projection of a lattice in E 6 , namely from the primitive, base-centred and face-centred hypercubic lattices. We are here interested only in real matrices. However, any complex representation ! is equivalent to a unitary representation (! T ¼ ! À1 ) and, from the matrices of an n-dimensional unitary representation, one can construct a 2n-dimensional real orthogonal representation, by simply splitting every matrix ! into its real and imaginary parts:
is orthogonal. The complex conjugate representation ! gives a real 2n-dimensional representation equivalent to that given by !: . We obtain two more from the other two-dimensional representation, in which c ¼ cos (4/5) ¼ À /2 and s ¼ sin (4/5) ¼ /2. A fifth row comes from the trivial one-dimensional representation. Normalizing these rows to give them unit length gives us the orthogonal 5 Â 5 matrix
This generates a hypercubic lattice in E 5 . The first two rows give the generating matrix for the C 5 module in E k and the last three give a lattice in the three-dimensional perpendicular space E. If R and M are orthogonal N-dimensional matrices, then the 2N-dimensional matrix
is orthogonal. This observation can be exploited to construct modules by projection of hypercubic lattices on to subspaces. Let us consider a simple example in which
R generates the square lattice in the plane and M is the matrix for a rotation through 45 :
generates a hypercubic lattice in E 4 . Splitting this R 0 into two 2 Â 4 matrices E and F according to equation (19) yields the prescription for obtaining the C 8 module by the projection method.
For a less trivial example, let R be the 5 Â 5 matrix
The first three rows give a 3 Â 5 matrix that generates a C 5 module in E 3 . If M 2 ¼ I, then R 0 gives a hypercubic lattice in E 10 that projects to a D 5 module in E 3 . There is a
Indexing schemes for quasilatticesvariety of different choices for M that give rise to modules in E 3 with various point symmetries.
If the matrix F in equation (19) is replaced by a rational matrix, the projection method gives rise to a periodic structure in E k . Linear dependence relations among the rows of F (with integer coefficients) correspond to periods of the structure in E k . This underlies the theoretical treatment of approximants of quasilattices and quasicrystals by projection methods. Orthorhombic approximants to the standard icosahedral quasilattice, for example, are obtained by replacing in each of the last three rows of equation (21) Other types of periodic approximant arise from different choices of the rationalized F (Ishii 1991) . The problem of relating the six-integer indexing scheme of the module to the ordinary crystallographic three-integer scheme appropriate to the approximant has been investigated by Quiquandon et al. (1999) .
} 9. Layered modules The reducible three-dimensional representation of C 5 , applied to a general vector e, gives five vectors that do not all lie in a plane. Without loss of generality we may take them to be given by the columns of
(Here and in what follows the symbol $ will denote equality to within a normalization factor). These five vectors form a pyramidal configuration. An indexing scheme for decagonal quasicrystals based on this module has been proposed (Ho 1986). The three-dimensional module generated by this matrix consists of layers of a two-dimensional E 2 submodule and is periodic along the z axis with period 5z and has fivefold screw axes. Its point symmetry is 5 5m. It is quite different from the direct sum module generated by
which consists of layers related by translation along the z axis and has period z. Its points symmetry is 10/mmm. The indexing scheme for decagonal quasicrystals that this module provides (Choy et al. 1988 has recently been successfully exploited (Singh and Ranaganathan 1996, Ranganathan et al. 1997) .
The analogues of these two modules for N ¼ 3 are the rhombohedral trigonal and the hexagonal Bravais lattices, respectively. 3296 E. A. Lord } 10. The rank of a module A vector x ¼ Ex is not, in general, associated with a unique set of indices x. Since EQ ¼ 0, x and x þ Qz label the same point x. (We are, of course, concerned only with linear combinations Qz of the columns of Q that have integer components.) This redundancy can be removed by imposing conditions on the index sets x. Consider for example the C 3 module which is simply the plane hexagonal lattice. We have
The lattice points in the plane are specified by index sets
all specify the same lattice point x ¼ Ex. This redundancy is removed by requiring that
In this example, k is rational; so we can take ¼ k. (There are only 'trivial' inflation rules; inflation by integers; there is an inflation matrix T ¼ cycl (0 À 1 À 1) with 'inflation factor' l ¼ 1.) This example is, of course, Frank's scheme for indexing the hexagonal lattices. An alternative response to the redundancy is to reduce the number of base vectors.
The rank of a module generated by a matrix E (not to be confused with the rank of the matrix E) is the smallest number of base vectors that will generate it. For example, the C N modules can be generated by fewer than N vectors. The identity e 1 þ e 2 þ e 3 þ Á Á Á þ e N ¼ 0 shows immediately that at most N À 1 vectors are needed. If N is even, the module can be generated by only N/2 vectors, because e 0 ¼ À e N/2 & cycl. (here, the subscript labels are integers modulo N). If N is divisible by 3, we have e 0 þ e N/3 þ e 2N/3 ¼ 0 & cycl. These obvious geometrical properties of regular N-gons enable us to deduce the following values for the ranks of the C N -modules: N odd, not divisible by 3: rank N À 1, N odd, divisible by 3: rank 2N=3, N even, not divisible by 4: the C N module is the same as the C N=2 module, N divisible by 4 but not by 3: rank N=2, N divisible by 12: rank N=3:
A module of rank r generated by an n Â N matrix E can equally well be generated by an n Â r matrix E 0 . The four-index scheme for the planar C 5 module (Ostlund and Wright 1986) has been adopted by many researchers, in spite of the disadvantage that the fivefold symmetry is not self-evident in the notation.
The columns of E 0 are just r of the columns of E, and the remaining columns of E are linear combinations of them with integer coefficients. This relationship can be written E ¼ E 0 J, where J is r Â N. Similarly, there will be a reduced matrix E 00 and an N Â r matrix J 0 satisfying E Ã ¼ J 0 E 00 . One can therefore employ reduced index sets x 0 and 0 , satisfying
In terms of these reduced index sets, the zone law is
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giving the rational pair of zone laws
þ ð23Þ þ ð34Þ À ð13Þ À ð34Þ À ð41Þ ¼ 0:
þ ð23Þ þ ð34Þ À ð14Þ ¼ 0: Scaling laws for these three cases are
As we have noted, three kinds of icosahedral module can be identified, corresponding to N ¼ 6, 10 and 15. All three icosahedral modules have rank six. Consider the 3 Â 10 generating matrix
(in which the columns correspond to the threefold axes of an icosahedron). For simplicity we denote the vectors e i simply by their labels. They satisfy the identities
(& cycl. in this context denotes the set of relations obtained by applying the permutation (123)(456)(789).) From these relations we select the four relations
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That is, all ten vectors of the module are linear combinations, with integer coefficients, of the six vectors e 1 , e 2 , e 3 , e 4 , e 5 and e 6 , and we have the reduced generating matrix
The three rows are (apart from a normalization factor) orthonormal. Hence the module is a projection of a hypercubic lattice in E 6 . For the N ¼ 15 case, we can take
(corresponding to the twofold axes of an icosahedron). The 15 vectors e i satisfy
It follows from these identities that all 15 vectors are linear combinations, with integer coefficients, of only six of them: choosing {e 2 , e 6 , e 10 , e 13 , e 14 , e 15 } as the linearly independent basis, we have The reduced matrix E in this case has orthogonal rows; the module generated by the six vectors is not in this case a projection from a six-dimensional hypercubic lattice.
} 11. The decagonal modules Consider again the module generated by equation (24):
There is no inflation rule; the inflation rule of the layers is not compatible with the periodicity in the z direction, but the planes of the module can nevertheless be indexed by six integers. How this comes about is outlined below. Take any two points x ¼ Ex and y ¼ Ey, determining two zone axes and the plane containing them, with normal k ¼ x Â y. The (irrational) index set k ¼ kE is, 3300 E. A. Lord apart from an overall factor, of the form a þ b, in which a and b are sextuples of integers. The important point to note is that the arbitrary number z is factored out at this stage. Multiplying k by À (a 6 þ b 6 ) þ b 6 , we obtain a k with its sixth component rational. The projection matrix P ¼ E Ã E is, in terms of the corresponding 5 Â 5 matrix
Thus, we obtain a set of six integers, 6 ¼ k 6 ¼ a 6 and i ¼ a i þ b j T j i , i ¼ 1, . . . , 5 (T is the inflation matrix (14) for the two-dimensional C 5 module). The zone law is (Singh and Ranganathan 1996) } 12. Redundancy of indices An indexing scheme for a module of rank r that employs index sets with more than r indices has, a priori, a built-in redundancy; the vectors x and the reciprocal vectors k do not possess unique sets of integer indices. Because EQ ¼ 0 and QE* ¼ 0, x and k with rational index sets x and such that
are also associated with the index sets x þ j and þ j 0 where j and j 0 are any rational sets that are linear combinations of the columns or rows of Q.
As we have seen, this redundancy is absent in a scheme obtained from a reduced matrix E having only r columns. The use of a four-index scheme for the C 5 module in E 2 is quite common in the literature. The disadvantage of such a scheme is the loss of the straightforward role of the M-P inverse E Ã as the generating matrix for the reciprocal module, and the fact that the point symmetries of the module act on the index sets in a clumsy and unnatural way.
An alternative approach to the redundancy is to impose restrictions on the index sets, without reducing the number of indices. A completely general statement of this method is the following. Let J be an N Â (N À r) rational matrix whose columns are The numbers appearing in this sequence are the Fibonacci numbers 1 1 2 3 5 8 13 21 . . . generated by the recursion relation
The limit of F nþ1 /F n is the 'golden number' ; so we have
where P is the matrix
Similarly, it can be established that this relation holds when (0) is any one of the index sets ð1 1 1000Þ, ð01 1 100Þ, ð001 1 10Þ, ð0001 1 1Þ or ð 1 10001Þ. However, any 5-tuple satisfying equation (31) is a linear combination of these, so that equation (32) is true in general for the sequences generated from any 5-tuple (0) satisfying equation (31). If follows, then (because P 2 ¼ P), that for the higher terms in these sequences the expression (n)P is approximately equal to (n). This in turn implies that the complicated zone law (25) for the layered decagonal module can be approximated by the simpler expression (30) if the inflation factor is sufficiently large.
Similar methods are possible for octagonal and dodecagonal quasicrystals. The C 8 module in E 2 has a 2 1/2 inflation rule. This does not provide a scheme analogous to that described above for the C 5 module. However, consider the 1 þ 2 1/2 inflation rule. For the 2 Â 4 generating matrix for the C 8 module given in } 10, the inflation matrix for the inflation factor l ¼ 1 + 2 1/2 is . . .
Since l 2 ¼ 1 þ 2l, number sequences generated by the recursion relation F nþ1 ¼ F n þ 2F nÀ1 have the limit property lim(F nþ1 /F n ) ¼ l. Denoting the nth terms in the two sequences 1 1 3 7 17 41 99 . . . , 0 1 2 5 12 29 70 . . . , 3304 E. A. Lord by F n and G n respectively, a further relation is F n ¼ G n þ G nÀ1 from which it follows that F n /G n ¼ 1 þ G nÀ1 /G n . Taking the limit,
The nth term in the sequence of index sets is clearly (n) ¼ (F n , G n , 0, À G n ), so that lim n!1
where P is the projection matrix for the C 8 module. Similarly, it is easily established that equation (33) is also valid for the values (1000), (0100), (0010) and (0001) of (0) and hence for any choice of (0). Hence, for the five-index scheme for the layered octagonal module in E 3 (analogous to Fitz Gerald's scheme for the decagonal module) the complicated zone law can be approximated by
For the layered C 12 module we find that a similar scheme works if we employ six vectors perpendicular to the periodic axis, although the rank of the planar C 12 module is in fact only four. That is, we choose Because the rank of the module is only four, the sets of reciprocal indices are not independent. They satisfy
We have a l ¼ 1 þ 3 1/2 inflation rule with inflation matrix 
