The output signal generated by detectors used in ion mobility spectrometry (IMS) is a time-dependent, small ionic current. To be able to take full advantage of information contained in this signal, adequate procedures of signal processing need to be utilized. Methods of spectrum filtration, peak separation, base-line correction as well as one-and twodimensional integration applied in quantitative analysis are described. The effectiveness of the chosen methods was demonstrated on examples of experimental results obtained by IMS. Measurements were performed for spectra of reactant ions and sample ions generated by acetone, methyl tert-butyl ether (MTBE), dimethyl methylphosphonate (DMMP) and benzene. It was demonstrated that the proposed methods considerably improve the quality of the spectra, increase the selectivity of detection and reduce the uncertainty of quantitative measurements.
Ion mobility spectrometry (IMS) is an instrumental analytical technique based on the ionization of sample molecules and on investigation of the movement of ions produced at atmospheric pressure. 1, 2 The principle of the method has been known for about 40 years, 3 but nowadays IMS is a subject of fundamental studies as well as of extensive research aimed at the development of optimal constructions. Classic IMS construction is so called drift tube, i.e., a set of metal electrodes producing almost a constant electric field. Space inside a detector is divided into two parts. Primary ionization and ion-molecule reactions occur in the reaction section, whereas the separation of ions takes place in the drift section into which small portions of ions are periodically introduced. Ions with different masses, shapes and electrical properties are characterized by the mobility coefficient and the drift time. Beside drift-tube ion mobility spectrometers, aspiration spectrometers 4 and detectors using a strong electric field 5 are also known. It should be noted that the highest sensitivity and the best selectivity of detection can be obtained with drift-tube detectors.
The purpose of this study was to test several simple methods of processing the signal from an IMS detector. Output signals, that is the time-dependent current or voltage, can be processed with ready-to-use, universal computer programs. 6, 7 However, to study specific properties of IMS detector signals and the calculation procedures for a particular kind of measurement, our own methods of computation and appropriate software have been developed.
Methods of IMS Data Processing
A signal from an IMS detector contains useful information for qualitative and quantitative analysis. The extraction of this information requires the application of suitable procedures of data processing, such as improvements of the signal-to-noise ratio and separation of the characteristic peaks. Moreover, the determination of the peak area by integration of the signal and base-line correction is useful. All mentioned operations are not only IMS-associated, but are also used for other spectrometric methods and chromatography.
Signal filtration
The output signal from an IMS detector is a time-variable current, usually between 10 pA and 1 nA in the collector electronic circuit. To avoid a reduction of the resolving power of a spectrometer, the time constant of electronic circuits should be low. The measurement of low current signals using a low time constant of amplifying circuits causes reduction of the signal-to-noise ratio. Signal filtration makes possible the identification of small peaks in drift time spectrum containing a significant component of noise.
In digital signal averaging, 8 the value of the signal y for the time ti is calculated as a mean value of Nyk values registered in successive measurements,
Digital signal averaging does not cause a deformation of the peak, but requires an extension of the registration time.
To improve of the signal-to-noise ratio by a factor of n, it is necessary to complete averaging of n 2 spectra. Further smoothing is performed using other methods.
Window averaging (moving averaging) is used for calculating the value of the signal yi for time ti on the basis of a set of data points, 2N + 1, in the surrounding of time ti. Various versions of the window methods differ in the mean-value calculation, i.e., the shape of the window. 9 In the case of a rectangular shape, all points contained in the window have the same weight. Window averaging can therefore be proceeded using the formula y t y t y t y t y t
Another method of window averaging is smoothing with a moving median where the mean value is replaced by the median. 10 For function smoothing, including time dependencies, approximation methods can be used to adjust specially selected functions. Savitzky and Golay have presented a method of curve smoothing based on coefficient tables of orthogonal polynomials and their derivatives. 11 The basis of the method is a solution of an optimization problem consisting of fitting orthogonal polynomials to a set of data:
where Pi(t) = ait i + ai-1t i-1 + ... +a2t 2 + a1t + a0 is i-th order polynomial with coefficients taken from Savitzky and Golay tables.
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Discrete fourier transform (DFT) is a smoothing method where the IMS detector signal is transformed into a frequency spectrum. 8, 10, 12 DFT is described by
where y(n) is the n-th signal sample in the time domain, Y(m) m-th component (harmonic) of the signal spectrum in the frequency domain, N = T/ts the ratio of the signal period and the sampling time and j an imaginary unit (j 2 = -1). After a decrease of noise, the inverse fourier transform (IDTF) is calculated according to
The frequency spectrum can be obtained directly as an output signal in techniques such as Fourier transform ion mobility spectrometry (FT IMS). 13 Although the signal-to-noise ratio can be improved in this way, significant peak intensity decreases are evident at increased frequencies.
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Peak separation
The range of the mobility coefficients of analyte ions in an ion mobility spectrometer is relatively narrow, from about 1 to 3 cm 2 /Vs. Thus, volatile organic compounds often generate ions of nearly the same drift time, which makes a precise peak identification difficult. A transformation of the drift time spectrum allows finding positions and magnitudes of peaks originated from a particular ion mixture. However, the transformation is difficult in IMS because the peak shape does not correlate with the drift time, i.e., the position of the maximum value. Excessively broadened peaks and long tailing times are often observed because of ion composition changes during ion movement in the drift region.
The determination of the peak maxima in the spectrometric methods is often carried out by means of spectra differentiating. The weaknesses of this method are that the spectrum must be smoothed prior to differentiation, and the resulting spectra cannot be used for quantitative studies. The output signal from the IMS detector, y(t) can be determined as a convolution of the drift-time distribution for an ideal detector, x(t), and the instrumental function, w(t), which describes the distortion of the output signal, because of diffusion and ion composition changes in the drift region,
y t x w t ( ) = ( ) (
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A Fourier transform can be used for finding the function, x(t), i.e., deconvolution in the peak separation, while taking advantage of the fact that the transform of the convolution in the time domain is the product of transforms in the frequency domain. 12 By calculating the transform of the signal Y(ω), and knowing the transform of the instrumental function, W(ω), it is possible to find the transform X(ω), and following inverse transformation, the function, x(t):
2,6-di-tert-Butyl pyridine in the positive ionization mode 15 and halogenated hydrocarbons in the negative ionization mode 16 could be used as standard substances for experimentally determining an approximate instrumental function. The instrumental function, however, depends on the drift time, and therefore such spectra processing should be limited for a rather narrow range of the drift time.
Deconvolution can also be performed by curve fitting, 17, 18 a particularly useful method in quantitative analysis where the signal values change in different regions of the spectrum at a variable concentration of the analyte. In this procedure, the so-called standard peak is used. The shape of the standard peak in IMS can be represented as the sum of Gaussian functions. After adequate scaling and shifting, standard peaks are successively subtracted from the analyzed spectrum. Recently, great importance is assigned to the methodology called SIMPLISMA. 19, 20 This algorithm is used for processing sequences of spectra at different concentrations of components in the mixture. As a result, the spectra of single components and the calibration curves can be obtained.
Integration of peaks
It is necessary to determine the magnitude of peaks corresponding to given sample and/or reactant ions, if an IMS detector is used for quantitative analysis. The amplitude of the peak (maximal value of the current) or its area, that corresponds to the charge carried by ions creating the peak, can be used as the measures of detector response. The calculation of the peak area is associated with the averaging of noises, and performed by integration which is sometimes preceded by deconvolution.
Quantitative analysis determines either the analyte concentration or the analyte mass of the sample. A determination of the mass requires registration of the spectra sequence and calculation of the signal integral (in respect of number of spectra or registration time) for the given drift time. 21 If the measure of the momentary value of the concentration is the integral from the peak area, a two-dimensional integral should be applied as a measure of the analyte mass.
Base-line correction
Precise quantitative analysis takes into account the presence of interferences in the measured signal. Parasitic signals with 50 or 60 Hz frequency are common interferences in techniques that measure low electric signals. The output signal from the IMS detector, yIMS(t), can be treated as the sum of signals induced by ionic current flowing through the collector, yic(t), a parasitic constant component resulting from inaccuracies of the electronic circuits, Y0, and line interferences, yLI(t):
where yLI(t) = YLI0sin(ωLIt + fLI); YLI0, ωLI and φLI are the amplitude, frequency and phase shifting of the line interference signal. If we assume that the frequency of the interfering signal is constant, removal of the interference from the measured signal requires determining the values of Y0, YLI0 and φLI:
The integration in Eq. (9) is conducted inside the spectra regions in which the signal connected with the ionic current does not exist, i.e., for short and very long drift times.
Experimental
The home-made spectrometer IMS-89 and the commercially available instrument Ni-IMS from G.A.S. GmbH (Dortmund, Germany) were employed in ion-mobility measurements. The signal-processing methods were developed and tested regardless of the ion mobility spectrometer type. The main technical parameters of both instruments are presented in Table 1 . Both detectors were drift-tube constructions operated in the positive ionization mode at a temperature of 50 C. By Ni-IMS, the spectra were collected with a shutter grid open for 150 μs and a sampling frequency of 50 kHz; ion signals were processed using digital averaging of 128 scans per spectrum. By IMS-89, the spectra were collected with a shutter grid open for 50 μs, and ion signals were processed using digital averaging of 128 scans per spectrum.
The calibration systems for ion mobility spectrometers were home-made, and they included sets of mass flow-and temperature controllers (Omron Corporation, Hoofddorp, The Netherland and Bronkhorst High-Tech BV, Ruurlo, The Netherlands). The sources of sample vapors were 15 ml glass chromatography vials with a membrane cap, and the sample volume was 10 ml. The sample source was inserted in the heated vessel from where the generated sample vapors were flushed by a known flow of filtered air, diluted 8.5 fold by a gas generator and introduced into an ion-mobility spectrometer. The gas generator consisted of a 2-stage dilution system for Ni-IMS and a 1-stage dilution system for IMS-89. For calculating the vapor concentrations, the emission of each chemical was measured by weighing.
Drift-time spectra used as examples for data processing were obtained for reactant ions and for ions created by four organic substances: acetone, methyl tert-butyl ether (MTBE), dimethyl methylphosphonate (DMMP) and benzene. Compounds were supplied by Merck (Hohenbrunn, Germany), and were used without extra purification. Acetone, DMMP and benzene were introduced into a spectrometer from gas generators, whereas MTBE was introduced via a home-made evaporation chamber (50 C) by thermal desorption from a solid phase micro-extraction (SPME) fiber. A fiber with a partially crosslinked 75 μm polydimethylsiloxane/carboxen stationary phase (Supelco, Bellefonte, PA) was used in the study. For the SPME procedure, MTBE solutions were prepared in ultrapure water and heated at 30 C in a water bath. For the microextraction process, a fiber in the needle of the holder was passed through the septum of glass vial and exposed to the headspace above the sample. Thereafter, the SPME fiber was retracted into the needle and withdrawn from the sample vial, followed by the thermal desorption of an analyte.
Borland Delphi was used to write the SP01 program. The main functions, SP01, are data acquisition, signal filtering on the basis of window averaging, signal filtering on the basis of Fourier transform, peak separation using the standard peak method, and the differentiating of spectra (calculation of the second derivative). The input data for SP01 were acquired data files (waveforms) from a digital scope (Yokogawa DL1620), which was connected to PC. In this work, the SP01 program was used to perform spectra filtration and peak separation. Borland Delphi was also used to write the Integrator01 program. Integrator01 makes possible the calculations of integrals from peaks in the singular drift-time spectrum and calculations of two-dimensional integrals with respect to drift time and the spectrum number. The input data for Integrator01 included the acquired IMS measurement files from GasSpector software (G.A.S. GmbH, Germany). The files contained data from a series of successive drift-time spectra representing the change of the detector signal after introduction of the sample. Solver tool from Microsoft Excel was used to investigate the effectiveness of the base-line correction.
Results and Discussion
IMS-89 and Ni-IMS were utilized for producing data from ion mobility measurements and the obtained data were used for testing the signal processing methods, regardless of the ion mobility spectrometer type. Benzene was used as a test compound for collecting the data by IMS-89 and acetone, MTBE and DMMP collecting the data by Ni-IMS.
The efficacy of different filtration methods was studied on the basis of the drift-time spectra of benzene measured with the IMS-89 spectrometer. The results of particular procedures used for processing of the positive reactant ions spectra are shown in Fig. 1 . The peak of the reactant ion H + (H2O)n, generated by the ionization of air drift gas, occurred at a drift time of 8.31 ms, giving a reduced mobility of 2.20 cm 2 V -1 s -1 . It can be clearly seen in Fig. 1a that the directly measured detector current contains a significant noise component. A high noise level is an effect of a low signal amplitude, resulting from a very short gating time (50 μs) and a low electrometer time constant (approx. 10 μs).
The dependence shown as a curve in Fig. 1b is the result of digital signal averaging carried out according to Eq. (1). The number of single spectra taken for the calculation was equal to 128, which allowed improvement of the signal-to-noise ratio by a factor of about 11. The efficacy of digital signal averaging was evident, supporting by the fact that besides the peak of the hydrated proton, also the peaks originating from NH4 + (H2O)n and NO + (H2O)n at drift times of 7.30 ms (K0 of 2.49 cm 2 V -1 s -1 ) and 7.75 ms (K0 of 2.34 cm 2 V -1 s -1 ) were observed in the processed spectrum.
However, the weakness of this signal-processing method is that the repetition time for gating pulses was 40 ms in the IMS-89 spectrometer, and therefore the collecting of 128 spectra took over 5 s. As a consequence of the long data-acquisition time, the composition of the gas introduced to the detector can vary considerably, and the spectrum obtained after averaging could be distorted. In contrast to the digital signalling method, window averaging is a much faster procedure, because only one measured spectrum is needed for the calculation. Therefore, the time required for the calculation by window averaging was about half of the repetition time of the gating pulses.
The result of the smoothing procedure carried out on the basis of Eq. (2) for window averaging is presented in Fig. 1c . The signal-to-noise ratio was improved by a factor of 5 by window averaging, compared to the original ion mobility spectrum. It is distinct that window averaging reduces the noise, but deteriorates the resolving power and the amplitude of the peak. The weak signal corresponding to ions NH4 + (H2O)n and NO + (H2O)n were not visible when window averaging is used for smoothing the signal (see Fig. 1c ). Smoothing was also tested with Savitzky and Golay's method (Eq. (3)). This method gives a certain reduction of noises, but the effect is worse than those of previous procedures, since Savitzky and Golay's method preserves some local minimum and maximum, leaving the spectrum baseline uneven (Fig. 1d) .
The peak-separation methods were tested using benzene as a test compound with an IMS-89 detector. The benzene spectrum is a well-known example in which the overlap of the reactant ion peak and the sample peak can be observed. 22 The drift-time spectrum for benzene at a concentration in which the dimer peak is visible was measured. Ammonium NH4 + (H2O)n and hydronium H + (H2O)n peaks appeared at drift times of 8.16 ms (K0 of 2.31 cm 2 V -1 s -1 ) and 8.72 ms (K0 of 2.15 cm 2 V -1 s -1 ), whereas the benzene dimer peak occurred at a drift time of 9.50 ms (K0 of 1.97 cm 2 V -1 s -1 ). Deconvolution was carried out with the curve-fitting method, and the shape of the standard peak was determined on the basis of spectra containing only the reactant ion peaks. The analysis of the spectra (Figs. 2a and 2b) consisted of three steps. Firstly, the shape of the standard peak was determined on the basis of spectra that contained only the reactant ion peak. Secondly, the positions and the amplitude of peaks were determined. Fitting the standard peak to the measured spectrum was started from short drift times, followed by the determination of parameters successively for all peaks of interest. The measured spectrum and its components obtained by deconvolution procedure are shown in Fig. 2a .
Thirdly, sharp peaks were achieved by rescaling the spectrum. For every standard peak being a component of the spectrum, new drift time values were calculated according to formula:
where td is the drift time for the original spectrum, td,corr the corrected drift time, td,max the drift time for the maximum of the peak and As the scaling coefficient. The corrected signal value, ycorr, can be obtained from the original value by the formula 
The calculations described by Eqs. (10) and (11) were made for five peaks present in the spectrum in Fig. 2a . The spectrum shown in Fig. 2b is the sum of five rescaled standard peaks. The positions and areas of the peaks are the same as in the original spectrum. A comparison of the measured spectra (see the responses of benzene and components in Fig. 2a) with the deconvoluted and rescaled spectrum (Fig. 2b) shows a relatively good fit of calculated signal trend with the measured signal. As a result of the improved peak separation, the benzene monomer peak at a drift time of 8.96 ms (K0 of 2.09 cm 2 V -1 s -1 ) is clearly visible.
The second-derivative method was also tested for separating the overlapping peaks of the benzene spectrum. The procedure of differentiation was preceded by smoothing with a window-averaging algorithm according to Eq. (2). In our case with the ion mobility spectrum of benzene, the method of second derivative did not appear to be useful for peak finding (see Fig. 2c ). A significant unevenness of the signal baseline, and an insufficient separation of the peaks could be observed. The results clearly show that differentiation preceded by requisite smoothing of the spectrum causes a loss of details from the original spectrum, and this impact on the quality of the spectrum is significant, especially when the noise component of the signal is high.
The influence of a base-line correction on the quality of the results in quantitative studies was studied using gas mixtures containing two active components. The measurements were performed with a Ni-IMS spectrometer, and the test compounds were acetone and DMMP. The test compounds were measured simultaneously, and which produced the spectrum presented in Fig. 3a . The peak at a drift time of 6.97 ms represented the overlapping peaks of the reactant ion and the acetone monomer, whereas the peak at a drift time of 7.70 ms stood for the overlapping peaks of the acetone dimer and the DMMP monomer. The peaks of interest originated from the asymmetric acetone-DMMP dimer at a drift time of 8.76 ms and the symmetric DMMP dimer at a drift time of 9.86 ms (see Fig. 3a ). The peak areas corresponding to these two ionic components were analyzed.
Studies on the mean-time stability (time of 1 h) for signals defined as peak area showed that the fluctuations of particular peaks are significant (Fig. 3b) . The relative standard deviation in the fluctuation was 3.7% for the total charge in the spectrum, 6.0% for the asymmetric dimer and 6.7% for the symmetric dimer, respectively. The main source of fluctuation was line interference generated probably by the heating system of the IMS detector.
This assumption was made because the fluctuations had a character of a sinusoidal signal with a frequency of 50 Hz. The parameters of that signal (Y0, YLI0 and φLI) were found by solving of the problem described by Eq. (8) . After subtraction of the interfering signal from the total signal from the detector, the time dependencies were obtained for which the peak areas were calculated once again. The level of fluctuations for the corrected signal (Fig. 3c) was much lower than for the signal before noises had been removed. After a signal base-line correction, the relative standard deviation in the fluctuation on each peak was decreased down to approx. 1%, being 1.1% for the total charge in the spectrum, 1.8% for the asymmetric dimer and 1.5% for the symmetric dimer.
The application of a two-dimensional peak integration was tested using the IMS spectra obtained for the determination of the concentration of fuel components in water. 23 The aim of the tests was to show that two-dimensional peak integration is a useful signal-processing method for obtaining accurate quantitative information from ion mobility data. An SPME fiber was placed in a heated evaporation chamber that was connected with the detector's inlet, and successive ion mobility spectra were registered. Drift-time spectra for different concentrations of MTBE are presented in Fig. 4a . The reactant ion peak was obtained at a drift time of 7.22 ms (K0 of 1.99 cm 2 V -1 s -1 ), MTBE monomer at 8.08 ms (K0 of 1.78 cm 2 V -1 s -1 ) and MTBE dimer at 9.66 ms (K0 of 1.49 cm 2 V -1 s -1 ). The complete set of registered spectra was analyzed using the Integrator01 program (Fig. 4b) . For the calculating of the integrals, the width of the peaks of interest was defined, and series of measured spectra at a given MTBE concentration was selected. The program allows the selection of three peaks for synchronous integration by the two-dimensional mode. Prior to integration, the drift-time region of no apparent peaks was chosen for background subtraction. That allowed us to obtain the calibration dependence shown in Fig. 4c .
Conclusions
Simple experimental data-processing methods allow significant improvements of the quality of the signal from IMS detectors. These operations are also useful for other spectrometric methods and chromatography. Signal averaging is a very effective method for noise extraction. However, it is a time-consuming procedure, and is useless when the purpose of a measurement is to register the sequence of fast variable drift time spectra. In such a case the averaging of a small number of spectra and additional window averaging using a low window width is justified.
Efficient peak separation can be conducted by using the curve residual method. The standard peak can be determined for the spectrum of hydronium ions measured in pure air. When interferences of known character are included in a detector signal, corrections of the base-line can be easily performed. Due to the application of that procedure, a considerable reduction in the signal fluctuation as well as improvements of accuracy of quantitative studies can be obtained.
