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Abstract 
In this paper we present the results obtained so far for the determination 
of the Hausdorff dimension of the univoque set, in number systems with base 
number greater than 1. The investigation is based on the methods presented 
in [1] and [2]. We illustrate the theoretical results with interesting examples. 
Keywords: Number Theory, Expansions of Numbers, Univoque Sequences 
1 Introduction 
A lot of interesting problems arose relating to the number systems. A collection of 
these is presented in D. E. KNUTH'S significant book [5]. 
In this paper we investigate the problem, what the numbers are, the represen-
tation of which is unique in a number system. The answer to this question derives 
immediately, when the base number of the number system is a positive integer. For 
example, in the decimal system a number has a unique representation if its form 
is an infinite decimal fraction, except the numbers with a pure nine tail (999...). 
The integers, the finite decimal fractions and the infinite decimal fractions with the 
tail 999 . . . have two representations. 
7T = 3,1415926... - only one representation 
3,14 = 3,13999 . . . - two representations 
Essentially the same is true of other number systems with integer base number, 
using the pure /3 tail, where (3 is the base of the number system. 
However, the situation becomes much more complicated when we investigate 
number systems which have a non-integer base number. 
EXAMPLE 1. 
Let the base number /3 = y/6 + 2 « 4,4495. The digits we can use are A = 
{0,1,2,3,4} , where the largest digit is the integer part of /3. Let Q = j . In this 
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number system 1 = 40 + 202 , since 
, V Ő - 2 „ f\/6-2\2 ., . s/6-2 1 = 4- h 2 • — . with 0 = — . 
Let us substitute now in this expansion one 0 2 with 40 3 + 204 . This we can 
do without any restriction, since we apply only usable digits. Then it derives 
1 = 40-f-102 + 40 3 + 204 . Repeating this method we can present infinite different 
expansions for 1: 
1 = 0,42W) = 0,4142 (0) = 0,414142(0) = 0 ,41 . . . 4142(0) = 0,4141.. . { p ) . 
Thus, in a general number system numbers can have more than two different ex-
pansions. The choice of the numbers with only one expansion seems to be difficult. 
2 Expansions of numbers 
The methods presented here are based on the work of Z. D A R O C Z Y and I. K A T A I 
([1] and [2]), with new approaches when needed. They have specified the univoque 
sequences and have presented a method for the computation of the Hausdorff di-
mension of the univoque set in the cases 1 < /3 < 2, where f} is the base of the 
number system. This is our goal now in general, in an arbitrary number system 
with base number /3 > 1. 
As. in the example let 0 = ^, and A = { 0 ,1 , . . . , [/?]} the set of the usable digits. 
The set of fractions in this number system is 
oo 
E a « 0 n } > 
71=1 
where a = (a i ,a 2 , . . . ) £ {0 ,1 , . . . , [/?]}N. The smallest element in this set is 0 (with 
all of the a,i-s = 0), and the largest element is 
L = [/?]© +[/?]02 + [ £ ] 0 3 + . . . = 
(with all of the a<-s = [/?]). Here L > 1, because from this inequality - substituting 
L - follows [13] >/3- 1. 
From now on we work only on the set of fractions. 
For an arbitrary x e [0, L] we are able to describe at least one sequence a = 
(ai,a2, • • •) € {0 ,1 , . . . , [/?]}N, which produces the number x, i.e. x = a „ 0 n . 
This we can do for example with the ¡3 or regular expansion of x. A . R E N Y I has 
proved [9], that every number x has a 0 expansion with f3 > 1 as follows: 
, , £i(x) e2(x) 
oo 
Tl~ 1 
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where £o(%) = [x],ei{x) = \f}(x)],E2{x) = [P(/3(x))],... - here [a;] denotes the 
integral part and (x) the fractional part of x. The set T is closed and bounded 
(G. A. E D G A R [3]). For our investigation we will use two different expansions, the 
regular and the quasiregular one. The first is the "restriction" of the /? expansion 
to the set of fractions. 
The regular expansion. Let us define the following sequence en{x) for x € 
[0, L), by induction on n: 
£n{x) ='j, if 
n-1 
£¿(2)0* + ¿ 0 " < Z 
¿ = 1 
where j € A, but 
n— 1 
Y,ei(x)Qi + (j + l)Qn>x, 
i= 1 
or j +1 > [/3], i.e. we would use a non-usable digit for the expansion. The expansion 
x — Si(x)0 -(- £2(a:)02 + . . . is called the regular expansion of x. 
This essentially means, that we choose the largest usable digit in every step. So 
the expansion 1 = 0 , 4 2 ^ ) is the regular expansion of 1 in the previous example, 
since 40 < 1, thus e^z ) = 4, and 40 + 202 = 1, thus £2(a;) = 2. 
The quasiregular expansion. Let us define by induction on n the following 
sequence Sn(x) for x £ (0,L]: 
$n(x) = j, if 
71— 1 
¿ ¿ ( a ; ) 0 i + i 0 " <a; 
i= 1 
where j £ A, but 
n-l 
¿ i ( z ) © * + ( j + 1 ) 0 " > a;, 
i= 1 
or j + 1 > [/?], i.e. we would use a non-usable digit for the expansion. The expansion 
x = <5i(a;)0 + S2(x)Q2 + . . . is called the quasiregular expansion of x. 
The quasiregular expansion is always infinite, and if the regular expansion, is 
infinite too, then the two expansions are the same. Comparing with the regular 
expansion here we choose "almost" the largest usable digit in every step. In the 
previous example the quasiregular expansion of 1 is 1 = 0,4141.. . Here 40 < 1 
so ¿i(x) = 4, 40 -I- 0 2 < 1 and 40 + 202 = 1, so S2(x) = 1. 40 + 0 2 + 40 3 < 1, 
thus S3(x) = 4, and eventually 1 = 0,4141.. follows. 
In the example we have seen too, that in spite of the "closeness" of the regular 
and quasiregular expansions, we can find other different infinite expansions among 
them. 
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3 Univoque sequences 
We call the sequence e 6 {0 ,1 , . . . , [/?]}N univoque (with respect to 9 ) if the equa-
tion 
O O O O 
n=1 n=1 
is only true in the case e = S, i.e. e„ = Sn, forn e N (i 6 {0 ,1 , . . . , 1#]}N). In this 
case the number ^Z^Lx £n@™ is said to be univoque, too. 
The sequences 
0 : = ( 0 , 0 , . . . ) , [£]:=([/?],[/?],. . .) 
are univoque,. because every other sequence is clearly larger or smaller than these 
ones, respectively, using lexicographic ordering. 
Fore e {0 ,1 , . . . , [ £ ] } N let e = [/?]-£ = { [ f t ] - £ i , [ft]-£2, • • •)> w h i c h w e will call 
the complementary sequence. From this it follows that e 6 {0 ,1 , . . . , [ft]}N. and if 
* = E~=i en®". then E " = i = ([/?]," ei)© + № - ^ ) © 2 + ..- = L-x. 
E X A M P L E 1 . ( C O N T I N U E D ) 
Are the following sequences univoque in the number system with base number 
ft = y/6 + 2? 
a) The sequence (3 , . . . , 3,3,4,4, . . . ) . 
Here we can substitute the last digit 3 . with digit 4, using for example 
1 = 0,42(0). Thus, if we "catch" a digit 4 and a digit 2 from the tail of 
the sequence, we get (3 , . . . , 3,4,0,2,4,4, . . . ) , which represents the same num-
ber, .so it is clearly not univoque. Of course, using other expansions of 1, 
we get infinitely many different sequences representing the same number: from 
1 = 0,4142(0) it derives (3 , . . . , 3,4,0,3,0,2,4,4, . . . ) , from 1 = 0,414142(0) we get 
(3 , . . . ,3 ,4 ,0 ,3 ,0 ,3 ,0 ,2 ,4 ,4 , . . . ) etc. 
We can work similarly with the complementary sequence (1 , . . . , 1 ,0 , . . . ) . Here 
we can substitute the last digit 1 with digit 0, using 1 = 0,42(0). Thus we get 
(1 , . . . , 1,0,4,2,0,0, . . . ) , which represents the same number, and we can produce 
infinitely many such sequences in the same manner. 
b) The sequence .(4,... ,4 ,3 ,3 , . . . ) , 
In this sequence we are not able to change any digit using the equation 1 = 4 0 + 
2©2, since we would get in all cases non-usable digits: (4 , . . . , 4 ,2 ,3+4,3+2,3 ,3 , . . . ) 
or (4 , . . . ,4,4,3 — 4,3 — 2,3,3,. . . ) . The same is true of the complementary sequence, 
so we conclude, that both of the sequences are univoque. 
We have seen,, that the expansions of 1 play a very important role in deciding 
the univoque property. Since [/?]© < 1 both in the regular and the quasiregular 
expansion of 1 surely £i = [/9] and 5\ = [/3] it [ft] < ft. 
Now we present the exact theoretical investigation. Some of the results were 
already presented in [4], these parts we quote briefly, without proofs (Lemma 1., 
Propositon 1., Theorem 1. and 2.). 
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By using the regular expansions we are able to decide whether a sequence is 
univoque or not: 
L E M M A 1. E G { 0 , 1 , . . . , [/?]}N is univoque with respect to 0 e and [f3] — E 
are regular. 
(This Lemma is a generalization of Theorem 2.1 in [1].) 
By Lemma 1., in order to decide whether a sequence is univoque or not we need 
the regular expansion of the sequence and that of the complementary sequence. To 
establish that an expansion producing a number less than 1 is regular, we use the 
result of W . PARRY [8]. By reformulating his results according to our notations 
we get the following 
P A R R Y CONDITION. 
b = (bi, 62, • • •) is regular representing a number less than 1 
(bn,bn+1,...) < (£i,£2 , . . .) V n> 1, 
where 0 < x = bxO + 6202 + • • • < 1 with b e { 0 ,1 , . . . , [/3]}N, and (¿1}e2,...) is 
the coefficient sequence of the quasiregular expansion of 1. 
Using only the Parry condition we are not able to decide the univoque or regular 
property of a sequence representing a number in the interval [1,1/]. To accomplish 
this we shall use other Propositions [4], and eventually it follows, that the fur-
ther regular sequences are in the form ([/?],..., [/3], 61, b2, • ..) where the sequence 
(61, b2,...) is regular representing a number less than 1. 
The set of the univoque numbers. Let 
00 
H = {x = e„.0n|a; G [0,L] and e univoque with respect to 0 } 
71— 1 
be the set of the univoque numbers of the interval [0, L], and similarly H* and H\ 
the set of the univoque numbers of the intervals [0,1), [0,1) respectively. 
PROPOSITION 1. We have 
00 
Hi = {0}U |J QnH*. 
71=0 
By Lemma 1., the location of the univoque numbers in the interval [0, Z/], is 
symmetrical, and from Proposition 1., it is self-similar. Thus, if L < 2, then from 
the univoque numbers of the interval [0,1) by reflection we can get the univoque 
numbers in [1 , L], and so eventually the univoque numbers of the whole interval 
[0,L], _ 
L = < ï z q ! a n d the fraction on the right side is less than 2 if 1 — 0 > i.e. 
if ¡3 > 2. This will be assumed in the sequel, since the properties of the univoque 
set in the cases 1 < (3 < 2 are already well-known ([1],[2]). 
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Thus, we can specify all univoque numbers (the set H) if we know the univoque 
numbers in the interval [0,1), i.e. the set H*. 
Breaking down the problem into two cases. Let us notice now that 
Clearly, in this interval there exists a OK for which KOK + OJ< 2 = 1, since for 
all 0 in this interval KO < 1 but (K + 1)0 > 1. The value of this number is 
-K + s/K2 + 4 
QK = g , 
and if we use the notation /3 K = ^ r , then ¡3K — K + O K -
The case when the fraction part is larger than OK (K + 1>/3>K + OK) 
will be called from now on the "big case", and the case when the fraction part is 
smaller than 0K (K < ft < K + 0K) the "small case". 
4 Univoque sequences in the small case 
Let 
Z = {z = e10 + e 2 0 2 + e3©3 + • • • |1 < £i < K - 1}. 
THEOREM 1. All elements of Z are univoque numbers. 
However, there are also other univoque sequences. According to our former 
investigation, the univoque sequences are the following: 
a) The sequences [/3] = K and 0, 
b) the sequences of type [/3]... [/3]bibi+i . . . and 0 . . . O&ifcj+i . . . , where for the 
tail b = bibi+1 ... 
hh ...< oj{b) < ht2... 
is true of all j = 0 ,1 , . . . (a is the shift operator). 
So we can represent the whole univoque set from Z as follows: 
o o oo 
H = { 0 } U {L} U Z U ( J OjZ U ( J (K0 4- K O 2 + ... + K O 3 + OjZ). 
j=i j=i 
The Hausdorff dimension of the set H. The Hausdorff dimensions of the 
sets OjZ and KO + ... + KOj + OjZ (j = 1 ,2, . . . ) are clearly the same as the 
dimension of the set Z. Thus, the Hausdorff dimension of the whole set H equals 
the dimension of the base set Z. 
To compute the dimension of the set Z, we first specify the self-similarity di-
mension, and after this we check the fulfilment of the open set condition, which 
guarantees that the Hausdorff dimension equals the self-similarity dimension, ac-
cording to the method presented by G . A . E D G A R [3]. 
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T H E O R E M 2 . The Hausdorff dimension of the univoque set is 
dim H = log(K - 1) 
log/3 ' 
R E M A R K . TO represent the univoque sequences we can use a graphic model. 
We build a directed graph, the nodes of which are the usable digits in the number-
system, and draw an edge from the node a to b if the digit b is allowable (in a 
univoque sequence) after digit a. We label the edges by 0 . Thus, we get a directed 
graph called Mauldin-Williams graph [3]. Wandering over all the digits of the 
graph, we can construct all univoque sequences. The fulfilment of the open set 
condition guarantees, that the self-similarity dimension of the graph is the same 
as the Hausdorff dimension of the set H. The graph model is a useful means to 
demonstrate the univoque sequences, but it is not absolutely necessary. 
The number system with base number 
In this number system [¡3] = 2, A = {0,1,2}, 0 = y/2 - 1, 
L = 
20 _ 2\/2 — 2 
1 - 0 ~~ 2-y/2 
v/2. 
Since 20 + 0 2 = 1, the sequences belonging to the regular and the quasiregular 
expansion of 1 are 21 and (20)°°, respectively. This number system belongs to the 
small case, thus the univoque sequences are the following: 
a) The sequences 2 and 0, 
b) the sequences of type 2 . . . 211... and 0 . . . Oi l . . . . 
Let us denote the set of the univoque numbers beginning with i with Hi, where 
i = 0,1,2. The set of all univoque numbers is H = Ho U Hi U H2, with 
H0 = (0 + ©Ho) U (0 + 0-Hi), 
Hi = (0 + QHi), 
H2 = (20 + 0 H i ) U (20 + QH2). 
The structure of the univoque set is representable by the Mauldin-Williams 
graph shown on Figure 1. 
Figure 1: The Mauldin-Williams graph in the number system l + y / 2 . 
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Since 
Hi = {(1)°°} = 
the set H contains only countably many elements. Thus, its self-similarity and 
Hausdorff dimension is 0, according to Theorem 2. 
The set H approximately has the form 1 shown on Figure 2. 
IFH 1 1 1 1 1 L-H 
0 1 L 
Figure 2: The approximate form of the set H 
REMARK . The univoque set is very similar to this in all of the cases, when 
2 < / ? < / ? 2 = l + V2, since the univoque sequences have the same form. These 
base numbers give the simplest univoque sets investigating number systems with 
P > 2. 
5 Univoque sequences in the big case 
In the big case the structure of the univoque set is much more complicated than 
in the small case. Usually, the Mauldin-Williams graph of the set is not strongly 
connected, it contains more strongly connected parts. We build up this graph in 
the same manner, as before (using the Parry condition). The nodes of it repre-
sent the allowable digits (or sequence parts) in the univoque sequences (because 
of the complicated structure it is possible, that in the representation we have to 
use sequence parts - see the following example). From the node iii-2.. . in there is 
an edge to the node jijz • • - jn, if «2^3 • • - in = jij-2 • • -jn-i, and the sequence part 
¿i«2 .. • injn is allowed in a univoque sequence. 
THEOREM 3 . The Hausdorff dimension of the univoque set in the big case is 
the same, as the largest self similarity dimension of the strongly connected parts. 
PROOF. Let us assume, that the graph representing the univoque set has m 
strongly connected parts, V ^ . . . The graph part V ^ has a unique 
self-similarity dimension, let us denote this by dims 
a) First we prove, that the self-similarity dimension of D'1 ' is the same, as the 
Hausdorff dimension of V ^ (which we denote by dimX^1'). 
To do this we have the check the open set condition. We prove this part gener-
ally, for an arbitrary (strongly) connected graph part. Let us consider for all nodes 
v the set Iv on the number line, which contains the picture of the sequences begin-
ning with v. This is a closed interval. Intervals according to different nodes can not 
' T o draw Figure 2 and Figure 4 we have used the computer algebra software Maple [7]. Maple 
is a registered trademark of Waterloo Maple Inc. 
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have an intersection. Let us assume to the contrary, that fl Ij1j2...jn ^ 0. 
Since the nodes are different, we can find different digits in the same position: 
ik jk- If c a n be assumed, that for example ik — jk + 1, since if it is not possible, 
then clearly larger difference can not exist, too. The smallest element in the first 
interval is 
ii • 0 + i2 • 0 2 + • • • + h • Qk + 0 • Qk+1 + 0 • 0 f c + 2 + . . . 
and the largest in the second must be smaller than 
h • e + i 2 • e2+...+(»* -1) • Qk+h • e k + 1 + i 2 • e f c + 2+. . .•+ e p • e k + p + ¿ 1 • e k + p + 1 + . . . 
where in the following the digits l\t2 .. . lp are repeated, which are the coeffients 
in the quasiregular expansion of 1 (this result follows from the Parry condition). 
Thus, the intervals can not have an intersection. Choosing open intervals "little 
bit larger" than these closed intervals there is still no intersection, so eventually 
dimsr>W =dimZ>(1). 
b) As in a) we have dim£>(2) = dimsP<2). The set V{1) U £><2> is situated in 
the graph representing the whole univoque set in such manner, that we complete 
the two strongly connected parts with the through leading edges and nodes. Now, 
using the results of R . D . MAULDIN and S . C . WILLIAMS [6], we deduce that 
dim(£>W U X>(2)) = max{dims(£> (1)),dims(p'2^)}. 
In the sequel we consider the graph part containing the sets V ^ and P ' 2 ' as one 
component, and we add the set V ^ etc. Finally we get for the Hausdorff dimension 
of the whole graph Q\ 
dimi? = max(dimsD (1),dimsX> (2),... ,dims£>(m '), 
and since the open set condition is satisfied, this is the Hausdorff dimension of the 
set H. 
• 
The number system with base number a(26+6>/33)3 
(26+6\/33)f-8-(26+6\/33)3 
In this number system 2 /3 « 3,3830, thus A = {0,1,2,3}. The regular expansion 
of 1 is 1 = 30 + 0 2 + 6 3 , and the quasiregular form is 1 = 0,310310.... Thus, the 
univoque sequences can not contain the following parts: 
(3,3),(0,0), (3,2), (0,1), (3,1,3), (0,2,0), (3,1,2), (0,2,1), (3,1,1), (0,2,2). 
The possible parts are the following: 
(3,1,0), (3,0,3), (3,0,2), (2,3,1), (2,3,0), (2,2,3), (2,2,2), (2,2,1), (2,2,0), 
2 T h e base number of the number system is the reciprocal value of the real solution of the 
equation 1 = 3 0 + 0 2 + 6 3 
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(2,1,3), (2,1, 2), (2,1,1), (2,1„0), (2,0, 3), (2,0, 2), 
and their complementers: 
(0,2,3), (0,3,0), (0,3,1), (1,0,2), (1,0,3), (1,1,0), (1,1,1), (1,1,2), (1,1,3), 
(1,2,0), (1,2,1), (1,2,2), (1,2,3), (1,3,0), (1,3,1). 
Now if we would like to denote the possible parts unambigous, then we have to 
use three digits in a node. Similarly as before, we will use the sets H ^ i ^ , and we 
can write the set equations, for example: 
# 0 2 3 = ( 0 + 0 # 2 3 l ) U ( 0 + 0 # 2 3 O ) 
# 1 0 2 = © + © # 0 2 3 
#111 = ( 0 + 0 # n o ) u ( 0 + 0 # n i ) U ( 0 + 0 # n 2 ) U ( 0 + 0 # n 3 ) 
To save place, we have omitted the further equations, but it is an easy exercise to 
write those ones, too. The structure of the univoque set is representable with the 
Mauldin-Williams graph shown on Figure 3. The graph contains two strongly con-
nected parts. To indicate this, we have separated the nodes. The nodes which have 
"through leading" role are shown alone, and their edges indicate the connections. 
L J-
302-*~ 023 
Gf l ïT . 
M X 
. f y 
t t Eaäp—^Í222lO 
J t y TT 
102 103 13 0 131 202 203 23 0 231 3 02 303 310 023 030 031 102 103 130 131 2 02 2 03 230 231 
t t t-t I t t ! t t I t t t i, \ t, ,t t. 
|110[ 11X31 11201 11231 |130| |131| |202| ¡203] |210| |213| 22 0 12231 
1 F T T .1 T 1 r • t r 1 F T T T T T T 1 T. f r i r 
111 a l l 111 211 112 212 112 212 113 213 113 213 120 220 120 220 121 221 121 221 122 222 122 222 
Figure 3: Mauldin-Williams graph. (See text for details.) 
To specify the self-similarity dimension, for the strongly connected graph parts 
we get the following equation systems: 
The first graph part 
9023 = ^ ' 9230 + ^ ' 9231 
9030 = ^ ' 9302 + ^ ' 9303 = 9230 
9031 = ^ ' 93 io = 9231 
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<?102
 =





 A ' 5030 + A ' 9031 — 9303 
9310
 =
 A ' ?102 + A ' 9l03; 
where qijk is the Perron number belonging to the node ijk, s is the self-similarity 
dimension of the graph part, and A = 0 s . After repeated substitution 
9o23
 =
 A ' 9o30 + A
2





 ' 9023 + A ' 9023 
We can choose without any restriction one of the Perron numbers ([3]), let for 
example 5023 = 1- Thus, from the last equations 
1 = A • 30 + A2 • q*30 and 
9030 = A2 + A. 
From these two equations 1 = A2 + 2A3 + A4 = (A + A2)2. The solution of 
A2 + A - 1 = 0 is 
_ V 5 - 1 
so the dimension is 
l o g ^ ) 
log/0 
The second graph part 
0,3948. 
9 Í n =
 A
 • 9Í11 + A • q(12 = 1211 
9ll2
 =
 A ' 9l21 + A • 9l22 = 9212 
9i2i = A • gfii + A • 9212 = 9221 
9l22 = A • 9221 + A • 9222 = 9222 
After repeated substitution 
9Íii = A • q¡n + A • qsn2 = 9ll2 
From this <7fn = 2A • and A = 
Thus, the dimension is 
S = M « 0,5687, log/3 
and the dimension of the whole graph is eventually the dimension of the second 
graph part. The open set criterion is now satisfied, so this is the Hausdorff dimen-
sion of the whole univoque set, which approximately has the form shown on Figure 
4. 
I I I II I I II I I II I—I II I I II I I II I—I II I I II I I II I—I II I I II I I II I I I 
0 1 L 
Figure 4: The approximate form of the set H 
314 Gábor Kallós 
References 
[1] Z . D A R Ó C Z Y , I. KÁTAI , Univoque Sequences, Publ. Math. Debrecen. 4 2 . 
( 1 9 9 3 ) , 3 9 7 - 4 0 7 . 
[2] Z . D A R Ó C Z Y , I. K Á T A I , On the Structure of Univoque Numbers, Publ. Math. 
Debrecen, 46. (1995), 385-408. 
[3] G . A . E D G A R , Measure, Topology and Fractal Geometry, Springer Verlag, 
New York, 1994. 
[4] G . KALLÓS , The Structure of the Univoque Set in the Small Case, Publ. Math. 
Debrecen, 53. (1998). (to appear) 
[5] D . E. K N U T H , The Art of Computer Programming, Vol. 2., Addison-Wesley, 
1981. 
[6] R . D. MAULDIN, S. C. WILLIAMS , Hausdorff Dimension in Graph Directed 
Constructions, Trans. Amer. Math. Soc., 309. (1988), 811-819. 
[7] M O L N Á R K A G Y Ő Z Ő ET AL., A Maple V és alkalmazásai, Springer, 1 9 9 6 . 
[8] W. PARRY , On the /3 Expansions of Real Numbers, Acta Math. Hung., 11. 
(1960), 401-406. 
[9] A. RÉNYI , Representations for Real Numbers and their Ergodic Properties, 
Acta Math, Hung., 8. (1957), 477-493. 
