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2-LOCAL DERIVATIONS ON VON NEUMANN ALGEBRAS OF
TYPE I
SHAVKAT AYUPOV AND FARKHAD ARZIKULOV
Abstract. In the present paper we prove that every 2-local derivation on a
von Neumann algebra of type I is a derivation.
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Introduction
The present paper is devoted to 2-local derivations on von Neumann algebras.
Recall that a 2-local derivation is defined as follows: given an algebra A, a map
△ : A → A (not linear in general) is called a 2-local derivation if for every x,
y ∈ A, there exists a derivation Dx,y : A → A such that △(x) = Dx,y(x) and
△(y) = Dx,y(y).
In 1997, P. Sˇemrl [1] introduced the notion of 2-local derivations and described
2-local derivations on the algebra B(H) of all bounded linear operators on the
infinite-dimensional separable Hilbert space H. A similar description for the finite-
dimensional case appeared later in [2]. In the paper [3] 2-local derivations have
been described on matrix algebras over finite-dimensional division rings.
In [4] the authors suggested a new technique and have generalized the above
mentioned results of [1] and [2] for arbitrary Hilbert spaces. Namely they considered
2-local derivations on the algebra B(H) of all linear bounded operators on an
arbitrary (no separability is assumed) Hilbert spaceH and proved that every 2-local
derivation on B(H) is a derivation.
In the present paper we also suggest another technique and generalize the above
mentioned results of [1], [2] and [4] for arbitrary von Neumann algebras of type I.
Namely, we prove that every 2-local derivation on a von Neumann algebra of type
I is a derivation.
The authors want to thank K.K.Kudaybergenov for many stimulating conversa-
tions on the subject.
1. Preliminaries
Let M be a von Neumann algebra.
Definition. A linear map D :M →M is called a derivation, if D(xy) = D(x)y+
xD(y) for any two elements x, y ∈M .
A map ∆ : M → M is called a 2-local derivation, if for any two elements
x, y ∈ M there exists a derivation Dx,y : M → M such that ∆(x) = Dx,y(x),
∆(y) = Dx,y(y).
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It is known that any derivation D on a von Neumann algebra M is an inner
derivation, that is there exists an element a ∈M such that
D(x) = ax− xa, x ∈M.
Therefore for a von Neumann algebra M the above definition is equivalent to the
following one: A map ∆ : M → M is called a 2-local derivation, if for any two
elements x, y ∈ M there exists an element a ∈ M such that ∆(x) = ax − xa,
∆(y) = ay − ya.
Further we will use the latter definition.
Let n be an arbitrary infinite cardinal number, Ξ be a set of indexes of the
cardinality n. Let {eij} be a set of matrix units such that eij is a n×n-dimensional
matrix, i.e. eij = (aαβ)αβ∈Ξ, the (i, j)-th component of which is 1, i.e. aij = 1,
and the rest components are zeros. Let {mξ}ξ∈Ξ be a set of n × n-dimensional
matrixes. By
∑
ξ∈Ξmξ we denote the matrix whose components are sums of the
corresponding components of matrixes of the set {mξ}ξ∈Ξ. Let
Mn(C) = {{λijeij} : for all indexes i, j λij ∈ C,
and there exists such number K ∈ R, that for all n ∈ N
and {ekl}
n
kl=1 ⊆ {eij}‖
n∑
kl=1
λklekl‖ ≤ K},
where ‖ ‖ is a norm of a matrix. It is easy to see that Mn(C) is a vector space.
The associative multiplication of elements in Mn(C) can be defined as fol-
lows: if x =
∑
ij∈Ξ λijeij , y =
∑
ij∈Ξ µijeij are elements of Mn(C) then xy =∑
ij∈Ξ
∑
ξ∈Ξ λiξµξjeij . With this operation Mn(C) becomes an associative alge-
bra and Mn(C) = B(l2(Ξ)), where l2(Ξ) is a Hilbert space over C with elements
{xi}i∈Ξ, xi ∈ C for all i ∈ Ξ, B(l2(Ξ)) is the associative algebra of all bounded
linear operators on the Hilbert space l2(Ξ). ThenMn(C) is a von Neumann algebra
of infinite n× n-dimensional matrices over C.
Similarly, if we take the algebra B(H) of all bounded linear operators on an
arbitrary Hilbert space H and if {qi} is an arbitrary maximal orthogonal set of
minimal projections of the algebra B(H), then B(H) =
∑⊕
ij qiB(H)qj (see [5]).
LetX be a hyperstonean compact, and let C(X) denote the commutative algebra
of all complex-valued continuous functions on the compact X and
M = {{λij(x)eij}ij∈Ξ : (∀ij λij(x) ∈ C(X))
(∃K ∈ R)(∀m ∈ N)(∀{ekl}
m
kl=1 ⊆ {eij})‖
∑
kl=1...m
λkl(x)ekl‖ ≤ K},
where ‖
∑
kl=1...m λkl(x)ekl‖ ≤ K means (∀xo ∈ X)‖
∑
kl=1...m λkl(xo)ekl‖ ≤ K.
The set M is a vector space with point-wise algebraic operations. The map ‖ ‖ :
M→ R+ defined as
‖a‖ = sup
{ekl}nkl=1⊆{eij}
‖
n∑
kl=1
λkl(x)ekl‖,
is a norm on the vector space M, where a ∈ M and a =
∑
ij∈Ξ λij(x)eij .
Moreover M is a von Neumann algebra of type In and M = C(X) ⊗Mn(C),
where the multiplication is defined as follows xy =
∑
ij∈Ξ
∑
ξ∈Ξ λiξ(x)µξj(x)eij [6].
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LetM be a von Neumann algebra,△ :M→M be a 2-local derivation. Now let
us show that△ is homogeneous. Indeed, for each x ∈ M, and for λ ∈ C there exists
a derivation Dx,λx such that △(x) = Dx,λx(x) and △(λx) = Dx,λx(λx). Then
△(λx) = Dx,λx(λx) = λDx,λx(x) = λ△ (x).
Hence, △ is homogenous. At the same time, for each x ∈ M, there exists a
derivation Dx,x2 such that △(x) = Dx,x2(x) and △(x
2) = Dx,x2(x
2). Then
△(x2) = Dx,x2(x
2) = Dx,x2(x)x + xDx,x2(x) = △(x)x + x△ (x).
In [7] it is proved that any Jordan derivation on a semi-prime algebra is a deriva-
tion. Since M is semi-prime, the map △ is a derivation if it is additive. Therefore,
to prove that the 2-local derivation △ : M→M is a derivation it is sufficient to
prove that △ :M→M is additive in the proofs of theorems 1 and 5.
2. 2-local derivations on von Neumann algebras of type In with an
infinite cardinal number n
The following theorem is the key result of this section.
Theorem 1. Let △ : C(X)⊗Mn(C)→ C(X)⊗Mn(C) be a 2-local derivation.
Then △ is a derivation.
First let us prove lemmata which are necessary for the proof of theorem 1.
Put M = C(X)⊗Mn(C), eij := 1eij for all i, j, where 1 is unit of the algebra
C(X). Let {a(ij)} ⊂M be the set such that
△(eij) = a(ij)eij − eija(ij).
for all i, j, put aijeij = eia(ji)ej for all pairs of different indexes i, j and let
{aξηeξη}ξ 6=η be the set of all such elements.
Lemma 2. For any pair i, j of different indices the following equality holds
△(eij) = {aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η + a(ij)iieij − eija(ij)jj , (1)
where a(ij)ii, a(ij)jj are functions in C(X) which are the coefficients of the Peirce
components eiia(ij)eii, ejja(ij)ejj .
Proof. Let k be an arbitrary index different from i, j and let a(ij, ik) ∈ M be
an element such that
△(eik) = a(ij, ik)eik − eika(ij, ik) and △ (eij) = a(ij, ik)eij − eija(ij, ik).
Then
ekk △ (eij)ejj = ekk(a(ij, ik)eij − eija(ij, ik))ejj =
ekka(ij, ik)eij − 0 = ekka(ik)eij − ekkeij{aξηeξη}ξ 6=ηejj =
ekkakieij − ekkeij{aξηeξη}ξ 6=ηejj = ekk{aξηeξη}ξ 6=ηeij − ekkeij{aξηeξη}ξ 6=ηejj =
ekk({aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η)ejj .
Similarly,
ekk △ (eij)eii = ekk(a(ij, ik)eij − eija(ij, ik))eii =
ekka(ij, ik)eijeii − 0 = 0− 0 = ekk{aξηeξη}ξ 6=ηeijeii − ekkeij{aξηeξη}ξ 6=ηeii =
ekk({aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η)eii.
Let a(ij, kj) ∈ M be an element such that
△(ekj) = a(ij, kj)ekj − ekja(ij, kj) and △ (eij) = a(ij, kj)eij − eija(ij, kj).
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Then
eii △ (eij)ekk = eii(a(ij, kj)eij − eija(ij, kj))ekk =
0− eija(ij, kj)ekk = 0− eija(kj)ekk = 0− eijajkekk =
eii{aξηeξη}ξ 6=ηeijekk − eij{aξηeξη}ξ 6=ηekk =
eii({aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η)ekk.
Also we have
ejj △ (eij)ekk = ejj(a(ij, kj)eij − eija(ij, kj))ekk =
0− 0 = ejj{a(ij)}i6=jeijekk − ejjeij{a(ij)}i6=jekk =
ejj({aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η)ekk,
eii △ (eij)eii = eii(a(ij)eij − eija(ij))eii =
0− eija(ij)eii = 0− eija(ij)eii = 0− eijajieii =
eii{aξηeξη}ξ 6=ηeijeii − eij{aξηeξη}ξ 6=ηeii =
eii({aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η)eii.
ejj △ (eij)ejj = ejj(a(ij)eij − eija(ij))ejj =
ejja(ij)eij − 0 = ejjajieij − 0 =
ejj{aξηeξη}ξ 6=ηeij − ejjeij{aξηeξη}ξ 6=ηejj =
ejj({aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η)ejj .
Hence the equality (1) holds. ⊲
We take elements of the sets {{eiξ}ξ}i and {{eξj}ξ}j in pairs ({eαξ}ξ, {eξβ}ξ)
such that α 6= β. Then using the set {({eαξ}ξ, {eξβ}ξ)} of such pairs we get the set
{eαβ}.
Let xo = {eαβ} be a set {vijeij}ij such that for all i, j if (α, β) 6= (i, j) then
vij = 0 else vij = 1. Then xo ∈ M. Fix different indices io, jo. Let c ∈ M be an
element such that
△(eiojo) = ceiojo − eiojoc and △ (xo) = cxo − xoc.
Put c = {cijeij} ∈ M and a¯ = {aijeij}i6=j ∪ {aiieii}, where {aiieii} = {ciieii}.
Lemma 3. Let ξ, η be arbitrary different indices, and let b ∈ M be an element
such that
△(eξη) = beξη − eξηb and △ (xo) = bxo − xob.
Then cξξ − cηη = bξξ − bηη.
Proof. We have that there exist α¯, β¯ such that eξα¯, eβ¯η ∈ {eαβ} (or eα¯η,
eξβ¯ ∈ {eαβ}, or eα¯,β¯ ∈ {eαβ}), and there exists a chain of pairs of indexes (αˆ, βˆ) in
Ω, where Ω = {(αˇ, βˇ) : eαˇ,βˇ ∈ {eαβ}}, connecting pairs (ξ, α¯), (β¯, η) i.e.,
(ξ, α¯), (α¯, ξ1), (ξ1, η1), . . . , (η2, β¯), (β¯, η).
Then
cξξ − cα¯α¯ = bξξ − bα¯α¯, cα¯α¯ − cξ1ξ1 = bα¯α¯ − bξ1ξ1 ,
cξ1ξ1 − cη1η1 = bξ1ξ1 − bη1η1 , . . . , cη2η2 − cβ¯β¯ = bη2η2 − bβ¯β¯ , cβ¯β¯ − cηη = bβ¯β¯ − bηη.
Hence
cξξ − bξξ = cα¯α¯ − bα¯α¯, cα¯α¯ − bα¯α¯ = cξ1ξ1 − bξ1ξ1 ,
cξ1ξ1 − bξ1ξ1 = cη1η1 − bη1η1 , . . . , cη2η2 − bη2η2 = cβ¯β¯ − bβ¯β¯ , cβ¯β¯ − bβ¯β¯ = cηη − bηη.
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and cξξ − bξξ = cηη − bηη, cξξ − cηη = bξξ − bηη.
Therefore cξξ − cηη = bξξ − bηη. ⊲
Lemma 4. Let x be an element of the algebra M. Then
△(x) = a¯x− xa¯,
where a¯ is defined as above.
Proof. Let d(ij) ∈M be an element such that
△(eij) = d(ij)eij − eijd(ij) and △ (x) = d(ij)x− xd(ij)
and i 6= j. Then
△(eij) = d(ij)eij − eijd(ij) =
eiid(ij)eij − eijd(ij)ejj + (1 − eii)d(ij)eij − eijd(ij)(1− ejj) =
a(ij)iieij − eija(ij)jj + {aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η
for all i, j by lemma 2.
Since
eiid(ij)eij − eijd(ij)ejj = a(ij)iieij − eija(ij)jj
we have
(1− eii)d(ij)eii = {aξηeξη}ξ 6=ηeii,
ejjd(ij)(1− ejj) = ejj{aξηeξη}ξ 6=η
for all different i and j.
Let b ∈M be an element such that
△(eij) = beij − eijb and △ (xo) = bxo − xob.
Then bii − bjj = cii − cjj by lemma 3. We have bii − bjj = d(ij)ii − d(ij)jj since
beij − eijb = d(ij)eij − eijd(ij).
Hence
cii − cjj = d(ij)ii − d(ij)jj , cjj − cii = d(ij)jj − d(ij)ii.
Therefore we have
ejj △ (x)eii = ejj(d(ij)x− xd(ij))eii =
ejjd(ij)(1− ejj)xeii + ejjd(ij)ejjxeii − ejjx(1 − eii)d(ij)eii − ejjxeiid(ij)eii =
ejj{aξηeξη}ξ 6=ηxeii − ejjx{aξηeξη}ξ 6=ηeii + ejjd(ij)ejjxeii − ejjxeiid(ij)eii =
ejj{aξηeξη}ξ 6=ηxeii − ejjx{aξηeξη}ξ 6=ηeii + cjjejjxeii − ejjxeiiciieii =
ejj{aξηeξη}ξ 6=ηxeii − ejjx{aξηeξη}ξ 6=ηeii+
ejj(
∑
ξ
aξξeξξ)xeii − ejjx(
∑
ξ
aξξeξξ)eii =
ejj{aξηeξη}xeii − ejjx{aξηeξη}eii = ejj(a¯x− xa¯)eii.
Let d(ii), v, w ∈ M be elements such that
△(eii) = d(ii)eii − eiid(ii) and △ (x) = d(ii)x− xd(ii),
△(eii) = veii − eiiv,△(eij) = veij − eijv,
and
△(eii) = weii − eiiw,△(eji) = weji − ejiw.
Then
(1− eii)a(ij)eii = (1− eii)veii = (1− eii)d(ii)eii,
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and
eiia(ji)(1− eii) = eiiw(1 − eii) = eiid(ii)(1− eii).
By lemma 2
△(eij) = a(ij)eij − eija(ij) =
{aξηeξη}ξ 6=ηeij − eij{aξηeξη}ξ 6=η + a(ij)iieij − eija(ij)jj
and
(1 − eii)a(ij)eii = {aξηeξη}ξ 6=ηeii.
Similarly
eiia(ji)(1− eii) = eii{aξηeξη}ξ 6=η.
Hence
eii △ (x)eii = eii(d(ii)x− xd(ii))eii =
eiid(ii)(1− eii)xeii + eiid(ii)eiixeii − eiix(1− eii)d(ii)eii − eiixeiid(ii)eii =
eiia(ji)(1− eii)xeii + eiid(ii)eiixeii − eiix(1− eii)a(ij)eii − eiixeiid(ii)eii =
eii{aξηeξη}ξ 6=ηxeii − eiix{aξηeξη}ξ 6=ηeii + eiid(ii)eiixeii − eiixeiid(ii)eii =
eii{aξηeξη}ξ 6=ηxeii − eiix{aξηeξη}ξ 6=ηeii + ciieiixeii − eiixciieii =
eii{aξηeξη}ξ 6=ηxeii − eiix{aξηeξη}ξ 6=ηeii+
eii(
∑
ξ
aξξeξξ)xeii − eiix(
∑
ξ
aξξeξξ)eii =
eii{aξηeξη}xeii − eiix{aξηeξη}eii = eii(a¯x− xa¯)eii.
Hence
△(x) = a¯x− xa¯
for all x ∈ M. ⊲
Proof of theorem 1. Let V = {{λijeij}ij : {λij} ⊂ C(X)} (the set of all infi-
nite n × n-dimensional function-valued matrices). Then V is a vector space with
componentwise algebraic operations and M is a vector subspace of V .
By lemma 4 △(eii) = a¯eii − eiia¯ ∈M. Hence
∑
ξ
aξieξi −
∑
ξ
aiξeiξ ∈M.
Then
eii(
∑
ξ
aξieξi −
∑
ξ
aiξeiξ) = aiieii −
∑
ξ
aiξeiξ ∈M
and
(
∑
ξ
aξieξi −
∑
ξ
aiξeiξ)eii =
∑
ξ
aξieξi − aiieii ∈ M.
Therefore
∑
ξ aξieξi,
∑
ξ aiξeiξ ∈ M i.e., a¯eii, eiia¯ ∈ M. Hence eiia¯x, xa¯eii ∈ M
for any i and
a¯x, xa¯ ∈ V
for any element x = {xijeij} ∈ M, i.e.,
∑
ξ
aiξxξjeij ,
∑
ξ
xiξaξjeij ∈ Ceij
for all i, j. Therefore for all x, y ∈ M we have that the elements a¯x, xa¯, a¯y, ya¯,
a¯(x + y), (x + y)a¯ belong to V . Hence
△(x+ y) = △(x) +△(y)
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by lemma 4.
Similarly for all x, y ∈M we have
(a¯x+ xa¯)y = a¯xy − xa¯y ∈M, a¯xy = a¯(xy) ∈ V.
Then xa¯y = a¯xy − (a¯x− xa¯)y and xa¯y ∈ V . Therefore
a¯(xy)− (xy)a¯ = a¯xy − xa¯y + xa¯y − xya¯ = (a¯x− xa¯)y + x(a¯y − ya¯).
Hence
△(xy) = △(x)y + x△ (y)
by lemma 4. Now we show that △ is homogeneous. Indeed, for each x ∈ M,
and for λ ∈ C there exists a derivation Dx,λx such that △(x) = Dx,λx(x) and
△(λx) = Dx,λx(λx). Then
△(λx) = Dx,λx(λx) = λDx,λx(x) = λ△ (x).
Hence, △ is homogenous and therefore it is a linear operator and a derivation. The
proof is complete.
⊲
3. The main theorem
Theorem 5. Let M be a von Neumann algebra of type I and let △ : M → M
be a 2-local derivation. Then △ is a derivation.
Proof. We have that
M =
⊕∑
j
MInj ,
where MInj is a von Neumann algebra of type Inj , nj is a cardinal number for
any j. Let xj ∈ MInj for any j and x =
∑
j xj . Note that △(xj) ∈ MInj for all
xj ∈MInj . Hence
△|MInj :MInj →MInj
and △ is a 2-local derivation on MInj . There exists a hyperstonean compact X
such that MInj
∼= C(X)⊗Mnj (C). Hence by theorem 1 △ is a derivation onMInj .
Let x be an arbitrary element of M . Then there exists d(j) ∈ M such that
△(x) = d(j)x − xd(j), △(xj) = d(j)xj − xjd(j) and
zj △ (x) = zj(d(j)x − xd(j)) = zj
∑
i
(d(j)xi − xid(j)) =
d(j)xj − xjd(j) = △(xj),
for all j, where zj is unit of MInj . Hence
△(x) =
∑
j
zj △ (x) =
∑
j
△(xj).
Since x was chosen arbitrarily △ is a derivation on M by the last equality.
Indeed, let x, y ∈M . Then
△(x) +△(y) =
∑
j
△(xj) +
∑
j
△(yj) =
∑
j
[△(xj) +△(yj)] =
∑
j
△(xj + yj) =
∑
j
zj △ (x+ y) = △(x+ y).
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Similarly,
△(xy) =
∑
j
△(xjyj) =
∑
j
[△(xj)yj + xj △ (yj)] =
∑
j
△(xj)yj +
∑
j
xj △ (yj) =
∑
j
△(xj)
∑
j
yj +
∑
j
xj
∑
j
△(yj) =
△(x)y + x△ (y).
By the proof of the previous theorem△ is homogenous. Hence△ is a linear operator
and a derivation. The proof is complete. ⊲
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