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Abstract
We study a stochastic ow of C1-homeomorphisms of R. At certain stopping times, the
spatial derivative of the ow is a diusion in the space variable and its generator is given. This
answers several questions posed in a previous study by Bass and Burdzy (1999, Ann. Probab. 27,
50{108). c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 60J55; 60J60
Keywords: Flow; Ray{Knight theorems; Jacobi processes
1. Introduction
Let 1 and 2 be xed real constants. Suppose B is Brownian motion on the real
line issuing from 0. Associated with the equation
Xt(x) = x + Bt + 1
Z t
0
ds 1(Xs(x)60) + 2
Z t
0
ds1(Xs(x)>0); (1.1)
for x 2 R and t>0, is a stochastic ow. It has been shown by Bass and Burdzy
(1999), and we will also demonstrate below, that on the ltered probability space
(
; (Bt)t>0;P), where fBt ; t>0g denotes the natural ltration generated by B, there
exists a random ow of homeomorphisms of the real line (Xt; t>0) such that for each
x and t the above equation holds. For all t the map x ! Xt(x) is increasing with
continuous and strictly positive derivative which we denote as DXt(x). Because of the
discontinuity in the drift term of Eq. (1.1) the map Xt cannot be expected to be C2 or
better, see, e.g. Carverhill and Elworthy (1984) and Kunita (1984) for some general
references.
The main result of this paper is the description of the law of the map XT () for a
natural family of stopping times T . This description takes a form very similar to the
classical Ray{Knight theorems concerning the occupation density of Brownian motion
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taken at certain stopping times. We will nd that x ! DXT (x) is a diusion process
and determine its generator which is closely related to the hypergeometric equation.
Before proceeding let us clarify the elementary relationship existing between
Eq. (1.1) and the presentation used by Bass and Burdzy (1999). For an arbitrary
x put ~X t = Xt(x)− Bt and ~Bt =−Bt , then we have
d ~X t
dt
=

1 if ~X t < ~Bt
2 if ~X t > ~Bt
; ~X 0 = x: (1.2)
We have said that that we are going to describe the law of (DXT (x); x 2 R). Such a
result admits two other important interpretations by virtue of the following two results.
The rst completes a result due to Bass-Burdzy (1999) | however they chose to take
a dierent denition of local time leading to the appearance of a factor of 2.
Proposition 1.1. With probability one there exists a bicontinuous process (Lxt ; x 2 R;
t>0) such that for every x the process (Lxt ; t>0) is the semimartingale local time
at zero for (Xt(x); t>0). Moreover
DXt(x)  @Xt@x (x) = exp((2 − 1)L
x
t ): (1.3)
Thus we will obtain descriptions of families of local times at various stopping times
| but note that the family is indexed by the starting point not (as is usually the case)
the level at which the local time accrued, see also Barlow et al. (1999) and Burdzy
and Chen (1999). However there is a natural way to relate these local times to the
occupation measure of a single process. For any t the map Xt is bijective and so there
is a unique (random) x such that Xt(x) = 0 | we denote this by X−1t (0).
Proposition 1.2. Almost surely; the process (X−1t (0); t>0) admits a bicontinuous
occupation density (xt ; t>0; x 2 R) determined byZ t
0
f(X−1s (0)) ds=
Z 1
−1
dxf(x)xt ; (1.4)
for any bounded test function f; and where xt = (L
x
t ); for x 2 R; t>0; and
(‘) def=
(
e(2−1)‘−1
2−1 if 1 6= 2;
‘ if 1 = 2;
‘>0: (1.5)
In this paper the process (X−1t (0); t>0) plays a natural role in the study of the
ow X ; more precisely, we shall study the ltration generated by its excursions below
a varying level. The analysis is similar to the standard situation related to Brownian
motion case (cf. Jeulin, 1984; Norris et al., 1987, see also Rogers and Walsh, 1991a,b).
The process (X−1t (0); t>0) merits a more complete study, in particular, it is not
expected to be a semimartingale (in contrast with the structure of a ow of smooth
maps, see Kunita, 1984).
Here, we consider two kinds of stopping times:
T (a) def= infft > 0: Xt(a) = 0g= infft > 0: X−1t (0) = ag; a 2 R; (1.6)
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r(a)
def= infft > 0: Lat > rg; r>0: (1.7)
We shall describe the laws of the local times processes (LxT ; x 2 R) at times T of
the form T = T (a) and T = r(a), for dierent values of the parameters 1 and 2.
Recall (1.5) for ().
Theorem 1.1 (Transient and recurrent cases). Let 1>0 and x a< 0. The process
(La+xT (a); x>0) is a time inhomogeneous diusion starting from 0 with innitesimal
generator:
2(‘)
d2
d‘2
+ 2(5(06x6a−) − 1(‘)) dd‘ ; ‘ 2 R+: (1.8)
The process (La+xT (a); x>a
−) is absorbed at 0. If additionally 2> 0 (transient case);
L01 is exponentially distributed with parameter 2; conditioning on fL01 = rg;
(Lx1; x>0) and (L
−x
1 ; x>0) are two independent diusions starting from r; with
innitesimal generators respectively given by
2(‘)
d2
d‘2
− 21(‘) dd‘ ; 2(‘)
d2
d‘2
+ 2(1− 1(‘)) dd‘ ; ‘ 2 R+: (1.9)
(Lx1; x>0) is absorbed at 0.
Remark 1.1. By using a dierent method, Bass and Burdzy (1999) have obtained (1.9)
in the case 1>2> 0. For every xed x> 0, L−x1 has the same law of L
0
1, which is
in fact the stationary distribution of the diusion (L−x1 ; x>0). By transience we mean
here Xt(x) ! 1; as t ! 1, for every x 2 R. The case that Xt(x) ! −1 as t ! 1
(i 1< 0 and 260) follows by symmetry. The reason why we take a< 0 is to
ensure T (a)<1, with probability one.
Theorem 1.2 (Recurrent case). Suppose 1>0>2. Fix r > 0 and b 2 R. The two
processes (Lb+xr(b); x>0) and (L
b−x
r(b); x>0) are independent (inhomogeneous) diusions;
both starting from r and absorbed at 0, with respective innitesimal generators
2(‘)
d2
d‘2
+ 2(5(06x6b−) − 1(‘)) dd‘ ; ‘ 2 R+; (1.10)
2(‘)
d2
d‘2
+ 2(5(06x6b+) + 2(‘))
d
d‘
; ‘ 2 R+: (1.11)
Remark 1.2. In the case 1 = 2>0, Theorems 1.1 and 1.2 give the classical Ray{
Knight theorems for Brownian motion with a non-negative drift, see, e.g. Norris et al.
(1987).
In the bifurcation case (1< 0 and 2> 0), Bass and Burdzy (1999) showed there
exists a unique (random) critical level  2 R such that with probability one,
Xt(x)
8<
:
!1 if x>
! −1 if x<
hits 0 innitely often if x = 
t !1: (1.12)
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It turns out that with probability one, r()<1; for every r > 0. We have
Theorem 1.3 (Bifurcation). Suppose 1< 0 and 2> 0. Fix r > 0. We have
P( 2 da)=da= 212
1 − 2 exp(−22a5(a>0) − 21a5(a<0)): (1.13)
Conditioning on f= ag; the processes (La+xr(a); x>0) and (La−xr(a); x>0) are two inde-
pendent (inhomogeneous) diusions starting from r and absorbed at 0; with respective
innitesimal generator given by
2(‘)
d2
d‘2
+ 2(5(06x6a−) + 1(‘))
d
d‘
; ‘ 2 R+; (1.14)
2(‘)
d2
d‘2
+ 2(5(06x6a+) − 2(‘)) dd‘ ; ‘ 2 R+: (1.15)
Moreover; conditioning on f = ag; (La+x1 ; x> 0) and (La−x1 ; x> 0) are two inde-
pendent (inhomogeneous) diusions; with innitesimal generators given by (1:14) and
(1:15) respectively.
Remark 1.3. Conditioning on f= ag, La1=1 and it is more convenient to consider
(1=DX1(a + x); x>0) and (1=DX1(a − x); x>0) (recalling (1.3)), which are two
independent Jacobi type diusions, starting from 0, see (1.18) below. Theorem 1.3
could be obtained using a time reversal argument from Theorem 1.2, but this will not
be presented in this paper.
Each of the above theorems can be expressed as a description of x 2 R! DXT (x)
as a diusion. More precisely, for x ! LxT associated with a generator
2(‘)
d2
d‘2
+ 2(1 + 2(‘))
d
d‘
; (1.16)
with 1; 2 2 R being two constants, elementary computations show that x ! DXT (x)
given by (1.3) has generator
2(2 − 1)‘2(‘ − 1) d
2
d‘2
+ 2‘((2 + 2 − 1)(‘ − 1) + 1(2 − 1)) dd‘ : (1.17)
The range of DXT (x) is determined as follows: DXT (x)  1 if 2=1; DXT (x) 2 [1;1)
if 2>1 and DXT (x) 2 (0; 1] if 2<1.
Also, the process x ! 1=DXT (x) is a diusion with generator
2(2 − 1)‘(1− ‘) d
2
d‘2
+ 2((2 − 1 − 2)(1− ‘)− 1(2 − 1)‘) dd‘ : (1.18)
These latter processes, sometimes called Jacobi processes, are well-known and play an
important role in many models of genetic frequencies, see for example Ethier and Kurtz
(1986). They have also appeared in Ray{Knight type theorems before, see Warren and
Yor (1998). This is no strange coincidence | there is a connection between the ow
we are considering here and the problem of describing the trajectory taken by Brownian
motion conditional on knowing its occupation measure at some stopping time, see also
Aldous (1998). This connection will be explored elsewhere.
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The rest of this paper is organized as follows: In Section 2, we prove the existence
of the ow of homeomorphisms associated with (1.1) and Propositions 1.1 and 1.2. In
Section 3, using Tanaka’s formula, we study the ltration generated by the excursions
of X−1 (0) and prove Theorems 1.1 and 1.2, whereas Section 4 is devoted to the study
of the bifurcation case, and to the proof of Theorem 1.3. In Section 5, we prove a
result of the dierentiability of one-dimensional ow with non-smooth coecients. In
Section 6, we consider a simple change of measure for the ow.
2. Removal of drift and Tanaka’s formula
Dene
s(x) def=
8>><
>>:
−
Z 0
x
dy e−21y if x60;Z x
0
dy e−22y if x> 0;
(2.1)
Zt(y)
def= s(Xt(s−1(y))); t>0; y 2 I  (s(−1); s(1)); (2.2)
where s−1 denotes the inverse of s, which is the scale function of Xt(x). Therefore,
Zt(y) = y +
Z t
0
(Zs(y)) dBs; y 2 I; t>0; (2.3)
with
(z) def= s0(s−1(z)) =

1− 21z if z60;
1− 22z if z> 0; z 2 I: (2.4)
Observe that for each y 2 I , the explosion time of (2.3) infft > 0: Zt(y) 62 Ig =1
with probability one, and that  is a Lipschitz function. According to a continuity result
due to Neveu (cf. Meyer, 1981, Theorem 1; Uppman, 1982), there exists a version of
(Zt(y); t>0; y 2 I) such that with probability one, (t; y) 2 R+  I ! Zt(y) 2 I is
continuous, and for all y 2 I , the process Z(y) satises (2.3). We shall make use of
this bicontinuous version of Z , which in view of (2.1){(2.2) determines a bicontinuous
version of X .
Lemma 2.1. Fix 1; 2 2 R. With probability one; we have
Zt(y1)<Zt(y2); 8t>0; 8y1<y2; y1; y2 2 I: (2.5)
@Zt(y)
@y
= exp

Nyt −
1
2
hNyit

; 8y 2 I; t > 0; (2.6)
where Nyt
def= − R t0 (215(Zs(y)60) + 225(Zs(y)>0)) dBs is bicontinuous in (t; y) 2 R+R.
In view of (2.1){(2.2) and Lemma 2.1, we deduce easily from (1.1) the surjectivity
on R of Xt() for each t>0. Hence, X is a C1-homeomorphism ow on R.
Proof of Lemma 2.1. Eq. (2.5) follows from Yamada and Ogura (1981, Theorem 1.1).
The dierentiability of Zt() is well-known in the case that 0 is Holder continuous
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(see e.g. Kunita, 1984, Theorem 3.1), but here 0 has a discontinuity at 0. The condition
on  can be weakened because of the simple structure of R1; the proof of (2.6) is
given in Section 5.
Applying Tanaka’s formula to X(x), we have
X−t (x) = x
− −
Z t
0
5(Xs(x)60) dBs − 1
Z t
0
5(Xs(x)60) ds+
1
2
Lxt ; (2.7)
X+t (x) = x
+ +
Z t
0
5(Xs(x)>0) dBs + 2
Z t
0
5(Xs(x)>0) ds+
1
2
Lxt ; (2.8)
where here, we can take (2.7) or (2.8) as a denition of local times (Lxt ) appearing in
Proposition 1.1. Lxt is the (semimartingale) local time at 0 up to t of X(x).
Proof of Propositions 1.1 and 1.2. Recall (2.2) and let y def= s(x) 2 I . Using Lemma
2.1 and the fact that fZs(y)60g= fXs(x)60g, we get
Nyt −
1
2
hNyit =−21
Z t
0
5(Xs(x)60) dBs − 221
Z t
0
5(Xs(x)60) ds
−22
Z t
0
5(Xs(x)>0) dBs − 222
Z t
0
5(Xs(x)>0) ds
= (2 − 1)Lxt + 21(X−t (x)− x−)− 22(X+t (x)− x+); (2.9)
which in view of (2.6) and (2.1) yields (1.3) and that (Lxt ) is bicontinuous. Proposition
1.1 is proven.
To show Proposition 1.2, notice that for x2>x1 2 R, we deduce from (1.3), (1.1)
together with the monotonicity thatZ x2
x1
dy exp((2 − 1)Lyt ) = Xt(x2)− Xt(x1)
= (x2 − x1) + (2 − 1)
Z t
0
ds 5(Xs(x1)60<Xs(x2)) (2.10)
= (x2 − x1) + (2 − 1)
Z t
0
ds 5(x16X−1s (0)<x2); (2.11)
which in view of the continuity of (Lyt ), implies (1.4){(1.5).
3. Transient and recurrent cases
Throughout this section, we suppose 1>0. There are only two possibilities:
Transient case : if 2> 0 (and 1>0); then I = (−1; 1=22); and with
probability one; for every x 2 R; we have Xt(x)!1 as t !1; hence
X−1t (0)! −1; a:s: (3.1)
Recurrent case : if 260 (and 1>0); then I = R; and Xt(x) is recurrent;
hence with probability one; X−1t (0) = 0 innitely often as t !1: (3.2)
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Firstly, we study the ltration generated by the excursions of X−1 (0) below a varying
level. For t>0 and x 2 R, dene
At(x)
def=
Z t
0
ds 5(Xs(x)>0) 
Z t
0
ds 5(X−1s (0)<x); (3.3)
t(x)
def= inffs> 0: As(x)>tg; (3.4)
Ex
def= fXt(x)(x); t>0g= fX−1t(x)(0); t>0g; (3.5)
where the equality in (3.5) will be demonstrated below in the proof of Lemma 3.1
(cf. (3.9)). Notice that in the transient and recurrent cases (3.1) and (3.2), t(x) is
almost surely nite, and Ex is well-dened. The following key lemma enables us to
understand the martingales related to (Ex; x 2 R):
Lemma 3.1. (Ex; x 2 R) is an increasing family of -elds. Furthermore; for every
x 2 R and H 2 L2(Ex); there exists a (Bt ; t>0)-predictable process (ht; t>0) such
that
H = EH +
Z 1
0
hs5(Xs(x)>0) dBs = EH +
Z 1
0
hs5(X−1s (0)<x) dBs; (3.6)
and E
R1
0 h
2
s5(X−1s (0)<x) ds<1; where (Bt ; t>0) denotes the natural ltration
generated by fBt; t>0g.
Proof. For notational convenience, we write in this proof Yt  X−1t (0) for t>0.
Eq. (3.6) is folklore for the ltration generated by Brownian excursions below a vary-
ing level, and it follows easily from the use of Tanaka’s formula and time change (see,
e.g. Jeulin (1984) and Norris et al. (1987) together with their references). Here we
prove (3.6) using the same idea. Fix x 2 R. Using Dambis{Dubins{Schwarz’ continu-
ous martingale representation theorem (cf. Revuz and Yor, 1998, Theorem V.1.6), we
deduce from (2.8) that
06Xt(x)(x) = X
+
t(x)(x) = x
+ + t(x) + 2t + 12L
x
t(x); t>0; (3.7)
where t(x)
def=
R t(x)
0 5(Xs(x)>0) dBs, for t>0, is a Brownian motion. Applying
Skorokhod’s lemma (cf. Revuz and Yor, 1998, Lemma VI.2.1) gives
1
2
Lxt(x) = sup
06s6t
(−x+ − s(x)− 2s)+; t>0; (3.8)
which implies that Ex  ft(x); t>0g, and the reverse inclusion follows from (3.7),
since t ! Lxt(x) is the semimartingale local time at zero of t ! Xt(x)(x). Hence we have
Ex = ft(x); t>0g, and (3.6) follows from the representation theorem for Brownian
ltration (cf. Revuz and Yor, 1998, Proposition V.3.2) and from the time-change t(x).
The important fact to verify is that Ex is non-decreasing in x 2 R, but it suces to
show the equality in (3.5), i.e. (recalling Y  X−1 (0))
Ex = fYt(x); t>0g; (3.9)
since by time-change (remarking that t(x)=inffs> 0:
R s
0 5(Yu<x) du> tg), the -elds
of the RHS of (3.9) are always increasing in x.
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To show (3.9), using Proposition 1.2, we have
(Lyt(x)) = lim!0+
1

Z t
0
ds 5(y−<Ys(x)6y); y6x: (3.10)
Since Xu(Yu) = 0, we deduce from (1.3) and (1.4) that
Xt(x)(x) = Xt(x)(x)− Xt(x)(Yt(x)) =
Z x
Yt (x)
dy(1 + (2 − 1)(Lyt(x))); (3.11)
showing that Ex  fYt(x); t>0g. To prove the reverse relation, it suces to show
fYt(x)<yg= fXt(x)(y)> 0g is Ey-measurable; y6x: (3.12)
To this end, applying (2.10) to x1
def= y; x2
def= x and t replaced by t(x) gives
Xt(x)(y) = y − x + Xt(x)(x) + (1 − 2)
Z t
0
5(Xu(x)(y)60) du; t>0: (3.13)
The process t ! Xt(x)(x) is a continuous semimartingale (cf. (3.7){(3.8)). Therefore
using Zvonkin (1974)’s method (cf. also Stroock and Yor, 1981), Eq. (3.13) has the
pathwise uniqueness, and (3.12) follows, which completes the proof of (3.9), as desired.
Recall (1.6){(1.7). The following results (Lemmas 3.2 and 3.3) constitute the core
of the proofs of Theorems 1.1 and 1.2.
Lemma 3.2 (1>0). Fix a< 0. The process x 2 [a;1) !
R T (a)
0 5(a6X−1s (0)<x) dBs
is an Ex-adapted continuous martingale with increasing process x !
R x
a (L
y
T (a)) dy:
Furthermore; in the transient case 2> 0; the same conclusion holds if we replace
T (a) by 1.
Remark 3.1. Except for the case 2>1 = 0;
R T (a)
0 5(a6X−1s (0)<x) dBs is a square-
integrable martingale.
Proof of Lemma 3.2. Let x>a. Observe that XT (a)(x)>0. It follows from (2.7) that
0 = X−T (a)(x) = x
− −
Z T (a)
0
5(X−1s (0)>x) dBs − 1
Z T (a)
0
5(X−1s (0)>x) ds+
1
2
LxT (a):
(3.14)
Using (3.14) for LxT (a) − LaT (a) together with Proposition 1.2 gives
LxT (a) = 2(a
− − x−)− 2
Z T (a)
0
5(a6X−1s (0)<x) dBs − 21
Z x
a
(LyT (a)) dy: (3.15)
Now, we show that
R T (a)
0 5(a6X−1s (0)<x) dBs and L
x
T (a) are Ex-measurable. In fact, in
view of (3.15), (3.3) and Proposition 1.2, it suces to show that AT (a)(x) is
Ex-measurable. Recall (3.4). Observe that for t > 0,
fAT (a)(x)6tg= fT (a)6t(x)g=

inf
06s6t(x)
X−1s (0)6a

=

inf
06s6t
X−1s(x)(0)6a

;
which is Ex-measurable by using (3.9), as desired.
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Write Mx
def=
R T (a)
0 5(a6X−1s (0)<x) dBs in this proof. If we have proven that Mx is in-
tegrable, we would deduce easily from Lemma 3.1 that (Mx; x>a) is a martingale.
In fact, for y>x>a and for every bounded Ex-measurable variable H , it follows
from (3.6) that
E(H (My −Mx)) = E
 
EH +
Z 1
0
hs5(X−1s (0)<x) dBs


Z T (a)
0
5(x6X−1s (0)<y) dBs
!
= 0;
yielding the martingale property. Furthermore, x ! Mx is continuous (see (3.15)), and
its increasing process is given by hM ix =
R T (a)
0 5(a6X−1s (0)<x) ds =
R x
a (L
y
T (a)) dy by
Proposition 1.2. This can be immediately obtained by using the following well-known
method: Considering a sequence of subdivisons n=(x
(n)
0 = x<x
(n)
1 <   <x(n)jn =y),
with jnj def= sup16i6jn jx(n)i − x(n)i−1j ! 0 as n!1. It is easy to see thatX
n
 
(Mx(n)i
−Mx(n)i−1 )
2 −
Z T (a)
0
5(x(n)i−16X−1s (0)<x(n)i ) ds
!
=2
X
n
Z T (a)
0
dBs 5(x(n)i−16X−1s (0)<x(n)i )
Z s
0
dBu 5(x(n)i−16X−1u (0)<x(n)i )
(p)! 0; jnj ! 0;
as desired (cf. Bouleau, 1982). Let us show that EjMxj<1. We distinguish two
possible cases, 2>1>0 and 1>2. If 1>2, it follows from Proposition 1.2
that
R T (a)
0 5(a6X−1s (0)<x) ds =
R x
a (L
y
T (a)) dy6(x − a)=(1 − 2), implying in view of
Doob’s inequality that EM 2x <1.
It remains to treat the case 2>1>0. We have from (2.8) that
EX+t^T (a)(a) = x
+ + 2E
Z t^T (a)
0
5(X−1s (0)<x) ds+
1
2
ELxt^T (a): (3.16)
On the other hand, we deduce from (2.11) that
Xt^T (a)(x)6x − a+ (2 − 1)
Z t^T (a)
0
5(a6X−1s (0)<x) ds; (3.17)
since Xt^T (a)(a)60. In view of (3.16) and (3.17), we have
1E
Z t^T (a)
0
5(a6X−1s (0)<x) ds+
1
2
ELxt^T (a)6a− − x−;
which yields, by letting t !1 and using (3.15) that Ej R T (a)0 5(a6X−1s (0)<x) dBsj<1,
as desired. The case 2> 0 with T (a) replaced by 1 can be proven in the same way.
Lemma 3.3 (Recurrent case). Assuming 1>0 and 260. Fix b 2 R and r > 0. The
process x 2 [b;1) ! R r(b)0 5(b6X−1s (0)<x) dBs is an Ex-adapted continuous square-
integrable martingale with increasing process x ! R xb (Lyr(b)) dy:
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Proof. It is easy to see that
R r(b)
0 5(b6X−1s (0)<x) dBs is in L
2, in fact, this is well-known
in the case 1 = 2 = 0 (i.e. the standard Brownian motion case), and in the case of
1>2, we have from Proposition 1.2 that
R r(b)
0 5(b6X−1s (0)<x) ds6(x − b)=(1 − 2),
as desired. The remaining claims can be proven in exactly the same way as in the
proof of Lemma 3.2.
Proof of Theorem 1.1. In view of Lemma 3.2 and (3.15), we have that
LxT (a) = 2(a
− − x−)− 2
Z x
a
q
(LyT (a)) dWy − 21
Z x
a
(LyT (a)) dy; x>a; (3.18)
for some (Ex)-Brownian motion W . This equation admits a unique solution in law
(cf. Stroock and Varadhan, 1979, Corollary 10.1.2). Hence (1.8) follows.
Now, we consider the transient case that 1>0 and 2> 0. Let x>a with an
arbitrary but xed a< 0. By applying (2.7) to X−t (x) − X−t (a) and letting t ! 1,
we obtain
Lx1 = L
a
1 + 2(a
− − x−)− 2
Z 1
0
5(a6X−1s (0)<x) dBs − 21
Z 1
0
5(a6X−1s (0)<x) ds;
which in veiw of Lemma 3.2 and Proposition 1.2 yields that
Lx1 = L
a
1 + 2(a
− − x−)− 2
Z x
a
q
(Ly1) dW^ (y)− 21
Z x
a
q
(Ly1) dy; (3.19)
with some (Ex)-Brownian motion W^ . Hence W^ is independent of Ea. Since a is
arbitrary, it follows from (3.19) that fLx1; x 2 Rg is a diusion with generator given
by (1.9).
Finally, it is elementary to verify that the exponentional distribution of parameter
2 is the unique stationary distribution of the diusion (L−x1 ; x>0). To end the proof
of Theorem 1.1, it suces to show that for every xed a< 0; La1 has the same
distribution of L01. Let ~X u(x)
def= Xu+T (a)(X−1T (a)(x)) for u>0; x 2 R, then ~X is a copy
of the ow X . Observe that La1 equals the local time at zero of ( ~X u(0); 06u<1),
hence L01
law= La1, completing the proof.
Proof of Theorem 1.2. Consider rst x>b. Since Xr(b)(x)>Xr(b)(b) = 0; we have
from (2.7) that
0 = X−r(b)(x) = x
− −
Z r(b)
0
5(X−1s (0)>x) dBs − 1
Z r(b)
0
5(X−1s (0)>x) ds+
1
2
Lxr(b);
which, by considering Lxr(b) − Lbr(b), implies that
Lxr(b) = r + 2(b
− − x−)− 2
Z r(b)
0
5(b6X−1s (0)<x) dBs − 21
Z x
b
(Lyr(b)) dy;
(3.20)
whereas using Lemma 3.3
Lxr(b) = r + 2(b
− − x−)− 2
Z x
b
q
(Lyr(b)) d
~Wy − 21
Z x
b
(Lyr(b)) dy; (3.21)
with some (Ex)-Brownian motion ~W , independent of Eb. From this, (1.10) follows, and
fLxr(b); x>bg is independent of fLxr(b); x6bg. Finally, remark that (1.11) follows from
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(1.10) and the following symmetry property: precisely, let X^ t(x)
def= −Xt(−x); t>0; x 2
R and dene L^xt ; ^r(a) related to X^ in the same way as Lxt ; r(a) are to X . Therefore, X^
is a recurrent ow associated with (−2;−1) in the same way as X is with (1; 2).
We have fL^x^r(−b); x>− bg= fLxr(b); x6bg; and the desired result follows.
4. Bifurcation case
Throughout this section, we suppose that 1< 0<2. The existence of the critical
level  involved in (1.12) can be proven quickly as follows: Recall (2.1){(2.3). Since
s(−1) = 1=(21)> −1 and s(1) = 1=(22)<1, we have that for every x 2 R,
almost surely, either Xt(x) ! 1 or Xt(x) ! −1. From this fact, together with the
increasing property in x of Xt(x), we deduce easily the existence and uniqueness of a
critical level  verifying the two rst properties in (1.12). The recurrence of X() is
shown by (4.5) below.
We deal with this random level  by describing the ow conditional on f = ag
with a 2 R (in fact, this is equivalent to enlargement of ltration, see, e.g. Yor (1997)
and the references therein for the latter). Using the scale function s dened in (2.1),
we have
P(<x) =P

lim
t!1Xt(x) =1

=
s(x)− s(−1)
s(1)− s(−1)
=
8>><
>>:
1 +
1
2 − 1 e
−22x if x>0
2
2 − 1 e
−21x if x< 0
def= h(x); (4.1)
yielding (1.13). For xed t>0, put X^ u(x)
def= Xt+u(X−1t (x)) for u>0, then X^ is a copy
of the ow X , and independent of Bt . Consequently, we have
P(<x jBt) = P

lim
u!1 X^ u(Xt(x)) =1jBt

= h(Xt(x)); t > 0; x 2 R:
Hence, we have from (1.3) that
P( 2 dx jBt)=dx = h0(Xt(x))DXt(x) = h0(Xt(x)) exp((2 − 1)Lxt ): (4.2)
Fix a 2 R and write Pa for the law of the ow X conditioned on f = ag, which is
given by the h-transform as follows:
dPa
dP

Bt
def=
h0(Xt(a))DXt(a)
h0(a)
; t>0: (4.3)
The following result describes the law of the conditioned ow X under Pa:
Lemma 4.1. Fix a 2 R. There exists a (Pa;Bt ; t>0)-Brownian motion (B^t ; t>0)
such that with probability one; for all x 2 R and t>0; we have
Xt(x) = x + B^t + 1
Z t
0
5(Xs(x)60) ds+ 2
Z t
0
5(Xs(x)>0) ds
−21
Z t
0
5(Xs(a)60) ds− 22
Z t
0
5(Xs(a)>0) ds: (4.4)
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Consequently; we have under Pa that
Xt(x)
8><
>:
!1 if x>a
! −1 if x<a
recurrent if x = a
t !1; a:s: (4.5)
In particular; under Pa; limt!1Yt ! a; a:s:; and a is the recurrent point for Y .
Proof. From (4.1){(4.2) and (2.9) (with x = a), we get
h0(Xt(a))DXt(a)
h0(a)
= exp

−21
Z t
0
5(Xs(a)60) dBs − 221
Z t
0
5(Xs(a)60) ds
−22
Z t
0
5(Xs(a)>0) dBs − 222
Z t
0
5(Xs(a)>0) ds

:
Girsanov’s transform says that
B^t
def= Bt + 21
Z t
0
5(Xs(a)60) ds+ 22
Z t
0
5(Xs(a)>0) ds; (4.6)
is a (Pa; (Bt))-Brownian motion, and (4.4) follows.
The convergence towards 1 and towards −1 in (4.5) follows from the denition
of , and from the fact that Pa = P(j= a). By taking x = a in (4.4), the recurrence
of Xt(a) follows.
Fix a 2 R and consider x>a in the sequel. We shall work under Pa. Dene
At(x); t(x);Ex via (3.3){(3.5). Remark that under Pa; t(x)<1, a.s. Using (4.6)
and (2.8) by replacing t by t(x), we have
Xt(x)(x) = X
+
t(x)(x) = x
+ +W (x)t + 2t − 21
Z t
0
5(Xs(x)(a)60) ds
−22
Z t
0
5(Xs(x)(a)>0) ds+
1
2
Lxt(x); (4.7)
where W (x)t
def=
R t(x)
0 5(Xs(x)>0) dB^s; t>0, is the Dambis{Dubins{Schuwarz Brownian mo-
tion associated with the continuous martingale t ! R t0 5(Xs(x)>0) dB^s. Notice that W (x)
is a Pa-Brownian motion. The following result is the key to our analysis of local
times under Pa (notice that (3.6) is not useful since B is a semimartingale, but not a
martingale under Pa):
Lemma 4.2. For every x>a; we have
Ex = fW (x)t ; t>0g: (4.8)
Hence; for H 2 L2(Pa;Ex); there exists some predictable process (hs) such that
H = EH +
Z 1
0
hs5(Xs(x)>0) dB^s = EH +
Z 1
0
hs5(X−1s (0)<x) dB^s: (4.9)
Proof. For x = a, since Xs(a)(a)60, a.s., (4.8) follows immediately from the
Skorokhod reection lemma for (4.7) (cf. (3.7){(3.8)). Consider x>a and write for
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simplication in this proof
t
def= Xt(x)(x)>0; t
def= Xt(x)(a)<t; t>0: (4.10)
By using (2.10), we have by time-change that
t = t + x − a+ (2 − 1)
Z t
0
5(s60) ds: (4.11)
We rewrite (4.7) as follows:
06t = x+ +W
(x)
t − 2t + 2(2 − 1)
Z t
0
5(s60) ds+
1
2
L(t); (4.12)
where L(t) denotes the (semimartingale) local time at 0 of  up to time t. Consider
(t; t)t>0 as a solution of the system of Eqs. (4.11) and (4.12). It suces to show the
pathwise uniqueness for (4.11){(4.12), the proof is similar to the case of perturbed
Brownian motion studied by Le Gall and Yor (1990). Denote by (Wt) the natural
ltration generated by W (x).
Firstly, we suppose a>0, hence 0 = x> 0 and 0 = a. We show that there exists a
unique way to construct (t) and (t) from the path of B^. Let H1()
def= infft>0: t=0g.
For 06t <H1(), we have
t = x +W
(x)
t − 2t + 2(2 − 1)
Z t
0
5(s60) ds; (4.13)
t = a− x + t − (2 − 1)
Z t
0
5(s60) ds
= a+W (x)t − 2t + (2 − 1)
Z t
0
5(s60) ds: (4.14)
It is clear that the system of equations (4.13){(4.14) admits pathwise uniqueness. In
fact, by using Zvonkin’s method for (4.14),  is the unique strong solution of (4.14),
which also shows the measurability of t with respect to Wt , as desired. Therefore
H1() is a (Wt) stopping time, and ft ; t ; t6H1()gWH1(). If H1() is innite,
we have shown the unique way to construct  and , as desired. On fH1()<1g,
since H1() = 0, we have H1()< 0, and we dene H1()
def= infft >H1(): t = 0g.
Let ~t
def= t+H1()−H1(), ~t def= t+H1()−H1() =t+H1(), and ~Wt def= W (x)t+H1()−W
(x)
H1()
for t>0. ~W is a Brownian motion independent of WH1(). Write ( ~Wt) for the natural
ltration generated by ~W . Notice that for 06t <H1()− H1(), we have
~t = ~t − (2 − 1)t;
~t = ~Wt + (2 − 21)t + 12L ~(t);
(4.15)
where L ~(t) denotes the local time at 0 of ~. Hence by the Skorokhod reecting
lemma, ~t = ~Wt + (2 − 21)t + sup06s6t(− ~Ws − (2 − 21)s) for t <H1()−H1();
and H1()− H1() = infft > 0: ~t =−H1()g= infft > 0: ~t − (2 − 1)t =−H1()g
hence is a ~W stopping time. Therefore, we have shown that ( ~t ; ~t ; 06t6H1() −
H1(); H1()− H1()) are ~WH1()−H1()-measurable.
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Notice H1()−H1()<1; a:s: and H1()> 0; a:s: We iterate this procedure by den-
ing Hn()
def= infft>Hn−1(): t=0g, and Hn() def= infft>Hn(): t=0g, for n>2 (with
conventions that inf ;  1 and Hn()  1 if Hn() =1). Therefore we see that
Hn() is a W-stopping time, and ft ; t ; t6Hn(); Hn()gWHn().
The only thing left to verify is that limn!1Hn() =1; a:s: But this is easy, for
on fHn()<1g, we have Hn()>
Pn
k=1(Hk() − Hk()), the sum of n iid positive
variables; hence Hn()!1; a:s:, as desired.
The case a< 0 can be treated in the same way by considering rstly the return time
at 0 of . The details are omitted.
Proof of Theorem 1.3. Let x>a. Using (3.20) with b= a, and (4.6), we have
Lxr(a) = r + 2(a
− − x−)− 2
Z r(a)
0
5(a6Ys<x) dB^s + 21
Z x
a
(Lyr(a)) dy: (4.16)
In view of Lemma 4.2 and (3.5), we see that
R r(a)
0 5(a6Ys<x) dB^s is a continuous
(local) (Pa; (Ex))-martingale, with increasing process x !
R x
a (L
y
r(a)) dy. It follows
that fLa+yr(a); y>0g is a diusion with generator given by (1.14), and independent of Ea.
Hence fLa+yr(a); y>0g is independent of fL
a−y
r(a); y>0g. The results about fL
a−y
r(a); y>0g
follow from symmetry as done in the proof of Theorem 1.2. The process fLa+y1 ; y 2 Rg
can be treated in the same way.
5. Dierentiability of a real-valued ow
Let I R be an open interval (nite or not). Consider the following equation:
Zt(x) = x +
Z t
0
(Zs(x)) dBs; x; Zt(x) 2 I; (5.1)
where : I ! (0;1) is a globally Lipschitz continuous function which piecewisely
belongs to C1; , i.e. there exist j numbers a1<a2<   <aj in I such that on
I n fai; 16i6jg, 0 exists and is uniformly Holder continuous of order 0<61.
We suppose that  satises Feller’s test of non-explosion (cf. Karatzas and Shreve,
1991, Theorem 5.5.29) such that for every x 2 I , infft > 0: Zt(x) 62 Ig =1 with
probability one.
Lemma 5.1. With probability one; we have
@Zt
@x
(x) = exp

Mt(x)− 12 hM (x)it

; t > 0; x 2 I; (5.2)
where Mt(x)
def=
R t
0 
0(Zs(x))5(Zs(x)6=ai ;16i6j) dBs; for (t; x) 2 R+  I; admits a bicontinu-
ous version.
Before the proof, we would like to say that (5.2) is well-known if  is smooth (see,
e.g. Kunita, 1984). In fact, we suspect that (5.2) itself, or something stronger still, is
also well-known. Unfortunately, we were not able to nd it ourselves in the literature.
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Proof of Lemma 5.1. Denote by Ut(x) the exponential term on the RHS of (5.2).
We follow the method in Dellacherie et al. (1992, p. 369), and prove that with proba-
bility one
(t; x) 2 R+  I ! Ut(x) is continuous; (5.3)Z
I
h(x)Ut(x) dx =−
Z
I
h0(x)Zt(x) dx; (5.4)
for all h 2 C1c (I) smooth and with compact support in I , and the desired dierentiabil-
ity of Zt() follows. For notational simplication, we consider the case j=1 and a1=0,
the general case can be done in the same way without supplementary diculties.
Firstly, we show that for T > 0 and p> 2=, there exists a constant Cp;T > 0 such
that for all jxj; jyj6T
E sup
06t6T
jMt(x)−Mt(y)jp6Cp;T (jx − yjp=4 + jx − yjp): (5.5)
Observe that jphM(x)it − phM(y)it j6phM(x)−M(y)it , from this and Burk-
holder{Davis{Gundy (BDG)’s inequality, (5.5) yields in fact the same estimate for
jphM(x)it−phM(y)it j as for jMt(x)−Mt(y)j in (5.5) (possibly with a larger constant
C(p; T )). By applying Kolmogorov’s lemma to the application: x ! (M(x);phM (x)i), we obtain the bicontinuity (5.3).
Assuming x<y, we have from the monotonicity Zt(x)6Zt(y) that
Mt(x)−Mt(y) =
Z t
0
[5(Zs(y)<0) + 5(Zs(x)>0)](0(Zs(x))− 0(Zs(y))) dBs
+
Z t
0
5(Zs(x)<0<Zs(y))(0(Zs(x))− 0(Zs(y))) dBs
1(t) + 2(t); (5.6)
with obvious notation. Observe that for 1(t), Zs(x) and Zs(y) are in the same intervals
of Holder continuity of 0, it may be shown by using BDG’s inequality that
E sup
06t6T
j1(t)jp6C1(p)E
Z T
0
dsjZs(x)− Zs(y)j2
p=2
6C2(p; T )jx − yjp=2;
(5.7)
where the last estimate follows from Holder’s inequality and the known estimate that
EjZt(x) − Zt(y)jp = O(jx − yjp) (this follows from the fact that  is Lipschitz, cf.
Kunita, 1984). For 2(t), we bound 0 by a constant and get
E sup
06t6T
j2(t)jp6C3(p)E
Z t
0
ds 5(Zs(x)60<Zs(y))
p=2
6C3(p)E
Z t
0
ds 5(−6Zs(x)60)
p=2
+C3(p)E
Z t
0
ds 5(jZs(y)−Zs(x)j>)
p=2
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6C4(p)p=2E sup
z2I
Lp=2Z(x)(t; z)
+C3(p)E
Z t
0
ds
jZs(x)− Zs(y)j

p=2
; (5.8)
where 0<<0 with 0 xed but suciently small such that inf jxj60 j(x)j> 0, and
LZ(y)(t; x) denotes the local time associated with the continuous martingale Z(x). Using
a BDG-type inequality for the local times (cf. Revuz and Yor, 1998 Theorem XI.2:4)
shows that the rst term in (5.8) is bounded by C5(p; T )p=2, whereas the second term
is bounded as in (5.7) by C5(p; T )jx−yjp=2−p=2. Hence by taking =min(0; jx−yj1=2),
we get the desired estimate in (5.5) for the term Mt(x)−Mt(y).
Now, we prove (5.4) by approximating of  by n 2 C1; (I), and such that
n(0) = (0), 0n is bounded on I , and 
0
n(x) = 
0(x) for jxj>1=n. Consider the ow
Z (n) associated with n and driven by the same Brownian motion B as in (5.1). Dene
U (n)t (x)
def= exp
Z t
0
0n(Z
(n)
s (x)) dBs −
1
2
Z t
0
02n (Z
(n)
s (x)) ds

;
which is the derivative of Z (n) (cf. Kunita, 1984). Therefore (5.4) holds for (Z (n); U (n))
in lieu of (Z; U ). All we need to show is that as n!1
E
Z
I
jh0(x)jjZ (n)t (x)− Zt(x)j dx ! 0; (5.9)
E
Z
I
jh(x)jjU (n)t (x)− Ut(x)j dx ! 0: (5.10)
But it is standard (e.g. by using Gronwall’s inequality) to obtain that for a compact
K  I ,
sup
x2K
E sup
06s6t
(Z (n)s (x)− Zs(x))2 ! 0; n!1;
implying (5.9). Finally, since 0n(x) = 
0(x) for jxj>1=n, it is easy to obtain that for
xed x, E
R t
0 (
0
n(Z
(n)
s (x))−0(Zs(x))5(Zs(x)6=0))2 ds! 0. Hence U (n)t (x)
(p)!Ut(x), and the
family fU (n)t (x); n>1; x 2 Kg is uniformly integrable, since
sup
x2K; n>1
E

sup
06s6t
[jU (n)s (x)j+ jUs(x)j]
2
<1;
hence (5.10) follows, and which ends the whole proof.
6. An example of Girsanov’s transform
We shall consider in this section the recurrent case of (1.1), i.e. 1>0>2, to ensure
the niteness of the stopping times T (a) and r(b) dened in (1.6) and (1.7). We also
exclude the Brownian case by assuming 1>2. Let  :R ! R be a Borel function
such that
R
R 
2(z) dz<1. Dene a new probability Q via
dQ
dP

Bt
def= exp
Z t
0
(X−1s (0)) dBs −
1
2
Z t
0
2(X−1s (0)) ds

def= Dt ; t > 0;
(6.1)
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where (Bt)t>0 denotes the natural ltration generated by B. Observe that from
Proposition 1.2,Z t
0
2(X−1s (0)) ds=
Z
R
2(z)zt dz6
1
1 − 2
Z
R
2(z) dz<1;
so that t ! Dt is a uniformly integrable martingale, and Q is equivalent to P on B1.
Girsanov’s transform tells us that there is a (Q; (Bt)t>0)-Brownian motion (B^t ; t>0)
such that
Xt(x) = x+ B^t+1
Z t
0
5(Xs(x)60) ds+2
Z t
0
5(Xs(x)>0) ds+
Z t
0
(X−1s (0)) ds; (6.2)
for t>0; x 2 R. We remark that any ow satisfying (6.2) has the same law. The goal
of this section is to give a Ray{Knight theorem for the law of (LxT ; x 2 R) under
Q. We only state the result for T = T (a), the case of T = r(b) can be considered
similarly.
Proposition 6.1. Assuming that 1>0>2 (1 6= 2) and
R
R 
2(z) dz<1. Fix a< 0.
Under Q; the process (La+xT (a); x>0) is a time inhomogeneous diusion starting from
0 with innitesimal generator:
2(‘)
d2
d‘2
+ 2(5(06x6a−) − [1 + (x + a)](‘)) dd‘ ; ‘ 2 R+: (6.3)
The process (La+xT (a); x>a
−) is absorbed at 0.
The proof relies on the following observation (recalling that z ! LzT (a) is a continuous
semimartingale):
Lemma 6.1. With probability one; we haveZ T (a)
0
(X−1s (0)) dBs =
Z 0
a
(z)dz − 1
Z T (a)
0
(X−1s (0)) ds−
1
2
Z
R
(z) dzLzT (a):
(6.4)
Proof. It suces to prove (6.4) for  a step function with compact support of form:
(z) =
Pn
i=1 i5(yi6z<yi+1) with n>1, i 2 R, and −1<y1<y2<   <yn+1<1.
The LHS of (6.4) equals
nX
i=1
i
Z T (a)
0
5(Xs(yi)60<Xs(yi+1)) dBs =
nX
i=1
i
Z T (a)
0
[5(Xs(yi)60) − 5(Xs(yi+1)<0)] dBs:
(6.5)
By using (2.8), we haveZ T (a)
0
[5(Xs(yi)60) − 5(Xs(yi+1)<0)] dBs = (y−i − X−T (a)(yi))− (y−i+1 − X−T (a)(yi+1))
−1
Z T (a)
0
ds5(yi6X−1s (0)<yi+1) ds+
1
2
(LyiT (a) − Lyi+1T (a));
which in view of (1.3) yields formula (6.4) for this kind of .
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Proof of Proposition 6.1. The idea is that used by Norris et al. (1987). Firstly, we
have from the fact that t ! Dt is a uniformly integrable martingale that
dQ
dP

BT (a)
=DT (a): (6.6)
By using Lemma 6.1 and Eq. (3.18) for LT (a), we have
DT (a) = exp
Z 1
a
(z)
q
zT (a) dWz −
1
2
Z 1
a
2(z)zT (a) dz

;
where we recall that (Wx)x>a is a (Ex; x>a)-Brownian motion. This in view of (6.6)
allows us to obtain the following formula of change of probability:
dQ
dP

Ex
= exp
Z x
a
(z)
q
zT (a) dWz −
1
2
Z x
a
2(z)zT (a) dz

; x>a: (6.7)
Recall that zT (a) = (L
z
T (a)). Applying Girsanov’s transform (6.7) to (3.18) gives that
LxT (a) = 2(a
− − x−)− 2
Z x
a
q
(LyT (a)) dW^y
−2
Z x
a
[1 + (y)](L
y
T (a)) dy; x>a;
with a (Q;Ex; x>a)-Brownian motion W^ . This completes the proof of (6.3).
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