Phonological facilitation of object naming in agrammatic and logopenic primary progressive aphasia (PPA)
Jennifer E. Mack 1 Primary progressive aphasia (PPA) presents a unique clinical syndrome among neurodegenerative diseases of the brain in that it selectively affects the language network in its early stages, preserving other cognitive capacities such as attention and memory (Mesulam, 1982 (Mesulam, , 2003 . There are three major subtypes of PPA, each associated with different linguistic profiles and distinct patterns of neural atrophy. The agrammatic subtype of PPA (PPA-G) is characterized by effortful speech and impaired processing of morphosyntactic structure, with peak atrophy typically occurring in the left inferior frontal gyrus (GornoTempini et al., 2004 (GornoTempini et al., , 2011 Mesulam et al., 2009; Mesulam Wieneke, Thompson, Rogalski, & Weintraub, 2012) . The logopenic subtype (PPA-L) has been linked to deficits in word retrieval and phonological working memory, with atrophy typically focused in the left posterior temporal lobe and temporoparietal junction (GornoTempini et al., 2004 (GornoTempini et al., , 2008 (GornoTempini et al., , 2011 Mesulam et al., 2009 Mesulam et al., , 2012 Rohrer et al., 2010) . The semantic subtype (PPA-S) is characterized by difficulty in processing lexical -semantic information (i.e., word meaning) in both production and comprehension, with associated neural atrophy in the left anterior temporal lobe (Gorno-Tempini et al., 2004 Mesulam et al., 2009 Mesulam et al., , 2012 . Anomia is a feature common to all three subtypes and is influenced by phonological processing. However, relatively little is known about the contributions of phonological mechanisms to the anomia of PPA and whether these mechanisms are differentially impaired in patients presenting with different subtypes of PPA. In the present study, we test whether PPA-G and PPA-L are associated with impaired phonological processing during object naming. Phonological processing is one of two major stages of word naming (e.g., Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Indefrey & Levelt, 2004; Levelt, 1992 Levelt, , 1999 Levelt, Roelofs, & Meyer, 1999; Rapp & Goldrick, 2000) . When a person is presented with an object to be named (e.g., a zebra), the image of the object is first processed by the visual system and transformed into a percept that can be linked to its multimodal verbal and nonverbal associations. The verbal association, a lexical progenitor or lemma, provides access to stored morphosyntactic and additional verbal information [e.g., that the percept is an "animal" (generic stage of encoding), which is also a "zebra" (specific stage of encoding); see Mesulam et al., 2013] . This first stage, where the percept is transformed into a concept, is known as the semantic stage of linguistic processing. The second stage of linguistic processing is the phonological stage, which consists of phonological word form retrieval (i.e., retrieval of an abstract phonological representation, e.g., /zibra/) and phonological encoding (i.e., sublexical phonological processes including access to phonological segments and syllabification, e.g., /zi.bra/). This representation then undergoes phonetic encoding-that is, generation of a motor representation for articulation. Disruption at either major level of processing may lead to semantic and/or phonological paraphasic production patterns-that is, substitution of semantically related words (e.g., tiger for zebra) or production of responses that are phonologically related to the target (e.g., bebra for zebra), respectively. These errors are thought to reflect spreading activation both within and across levels of representation. That is, activation spreads to items that are semantically and/or phonologically related to the target (e.g., Caramazza & Hillis, 1990; Dell et al., 1997; Levelt, 1999; Levelt et al., 1999 ; also see Goldrick & Rapp, 2002; and Rapp & Goldrick, 2000 , for discussion). Whether or not the word production system is interactive (i.e., feedback from the phonological processing stage affects lemma selection; Damian & Martin, 1999; Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 or serial (i.e., no feedback of this sort; Schriefers, Meyer, & Levelt, 1990 ) is an unresolved issue.
All speakers occasionally produce paraphasias, but they are particularly common in aphasic speech. Previous research has shown that individuals with PPA-G and PPA-L tend to produce more phonological paraphasias than people with PPA-S, whereas the opposite pattern has been reported for semantic paraphasias (Clark, Charuvastra, Miller, Shapira, & Mendez, 2005;  cf. Ash et al., 2010; Mesulam et al., 2012; Wilson et al., 2010) . This suggests that phonological processing may be relatively prone to impairment in PPA-G and PPA-L. One recent study reported a higher rate of phonological paraphasias in PPA-L than in PPA-G (Croot, Ballard, Leyton, & Hodges, 2012) , whereas other studies have found similar rates of phonological paraphasias across the two PPA subtypes Wilson et al., 2010) . Both PPA-G and PPA-L have also been associated with impairments in other aspects of phonological processing, including phonological working memory (Gorno-Tempini et al., 2004 , 2008 Mesulam et al., 2012; Rohrer et al., 2010) and pseudoword reading and spelling (Brambati, Ogar, Neuhaus, Miller, & Gorno-Tempini, 2009; Shim, Hurley, Rogalski, & Mesulam, 2012) . The substages of phonological processing (e.g., phonological word form retrieval, phonological encoding) that are selectively impaired during naming in PPA-G and PPA-L have not been characterized. Most previous studies have used offline measures to examine phonological processing difficulty in PPA. However, online studies have the potential to reveal patterns of impairment that are not evident in offline phonological measures. For instance, recent online studies indicate that even nonsemantic variants of PPA (i.e., PPA-G and PPA-L) are associated with semantic processing impairments (Rogalski, Rademaker, Mesulam, & Weintraub, 2008; Thompson, Cho, Price, et al., 2012; Vandenberghe et al., 2005) .
Neuroimaging studies have demonstrated that the brain regions supporting phonological processing during naming in healthy participants overlap with the regions that typically undergo atrophy in PPA-G and PPA-L. According to a meta-analysis of word production studies (Indefrey & Levelt, 2004) , phonological word form retrieval recruits the left posterior middle and superior temporal gyri and the temporoparietal junction (cf. Graves, Grabowski, Mehta, & Gordon, 2007; Graves, Grabowski, Mehta, & Gupta, 2008; Indefrey, 2011; Wilson, Isenberg, & Hickok, 2009 ). Indefrey and Levelt (2004) argue that phonological encoding, in contrast, is supported by the left inferior frontal gyrus (IFG), a region that may also support subsequent phonetic encoding and articulatory processes (see also Hickok & Poeppel, 2007; Papoutsi et al., 2009) . Given that PPA-L is characterized by atrophy in the left temporoparietal junction, we might predict deficits in phonological word form retrieval for this subtype of PPA. Because PPA-G typically involves atrophy in the left IFG, deficits in phonological encoding are expected. If phonological word form retrieval and phonological encoding are indeed differentially impaired in these subtypes of PPA, this would support previous behavioural and neuroimaging evidence in favour of multiple substages of phonological processing (see Indefrey, 2011; Indefrey & Levelt, 2004 , for reviews).
In the present study, we sought to test whether PPA-G and PPA-L are associated with deficits in different substages of phonological processing that are observable online as object naming unfolds. The picture -word interference paradigm (PWIP; Rosinski, Michnick-Golinkoff, & Kukish, 1975) , which provides an online, automatic, time-constrained measure of the processes that support naming, was employed to study this effect. In the PWIP, adapted from the Stroop task (Stroop, 1935) , participants are presented with a picture of an object to be named along with a visually or auditorily presented word, called an interfering stimulus (IS), which the participant is instructed to ignore. The dependent measure is naming latency. Generally, naming times are slower in the presence of an IS than they are for pictures in isolation (or for pictures labelled with their correct names), reflecting increased demands on processing resources (Lupker, 1982; Starreveld & La Heij, 1996) . However, the interference effect depends on the specific properties of the interfering word as well as differences in time between picture presentation and word presentation, known as stimulus onset asynchrony (SOA). For example, interfering words that are semantically related to the target object (e.g., horse for target RABBIT) result in slower naming times than unrelated words (e.g., turnip for target RABBIT) when presented in close proximity to the to-be-named object [i.e., SOAs from 300 ms before picture presentation (2300 ms) to 100 ms after picture presentation (+100 ms)], an effect known as semantic interference (Glaser & Düngelhoff, 1984; Hashimoto & Thompson, 2010; Lupker, 1979; Rosinski et al., 1975; Schriefers et al., 1990; Starreveld & La Heij, 1995 , 1996 Thompson, Cho, Price, et al., 2012) . When interfering stimuli are presented outside of this time window, healthy speakers are no longer influenced by them. Interestingly, however, studies with PPA show semantic interference effects at long SOAs. Vandenberghe et al. (2005) found such effects at 2750 ms in a group of PPA speakers and, in a recent study examining naming in PPA-G and PPA-L, Thompson, Cho, Price, et al. (2012) found semantic interference effects at 21000-ms In the present study, we focus on the phonological stages of object naming by manipulating the phonological form of the IS. Object naming can be speeded by words that are phonologically related to the target (e.g., radish for target RABBIT) , an effect called phonological facilitation (PF; Bi, Xu, & Caramazza, 2009; Hashimoto & Thompson, 2010; Lupker, 1982; Schriefers et al., 1990; Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 . Two main explanations of this phenomenon have been proposed. On some accounts, the PF effect occurs because the target word and IS activate some of the same phonological segments, which raises the activation level for the segments in the target word and thus facilitates naming (Meyer & Schriefers, 1991; Roelofs, 1997; Schriefers et al., 1990) . Alternatively, the PF effect may result from spreading activation between word forms, with the IS activating a cohort of phonologically related word forms that includes the target Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 . Spreading activation between orthographically related representations probably also contributes significantly to this effect (Bi et al., 2009; Lupker, 1982) . The PF effect is sensitive to the SOA between the target picture and the IS and has been observed at SOAs ranging from 300 ms prior to picture presentation (2300 ms) to 200 ms following picture presentation (+200 ms), with the precise time window varying based on properties of the experimental design (Bi et al., 2009; Damian & Martin, 1999; Hashimoto & Thompson, 2010; Lupker, 1982; Meyer & Schriefers, 1991; Rayner & Springer, 1986; Schriefers et al., 1990; Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 . To the best of our knowledge, the PF effect has not been observed in healthy speakers outside this range, although Starreveld (2000) found significant PF effects for healthy speakers at +300 ms with part-word IS (e.g., pa), but not with full-word IS.
In recent years, the PWIP also has emerged as a tool to study the processing mechanisms underlying naming difficulty in patients with anomia.
Two recent studies have sought evidence of abnormal PF effects in aphasic speakers. One study of 11 patients with stroke-induced nonfluent aphasia found larger phonological facilitation effects at SOA ¼ 0 ms (i.e., simultaneous presentation of the picture and interfering word) for people with aphasia than for age-matched controls (Hashimoto & Thompson, 2010) . The authors interpret this heightened PF effect as evidence for a phonological processing impairment that led to greater reliance on phonological cues during naming. This hypothesis was supported by the aphasic participants' impaired performance on language tests that targeted phonological processes. In addition, a case study of a patient with stroke-induced anomic aphasia reported a significant PF effect at SOA ¼ 0 ms, while the control group in the study demonstrated a trend towards PF that did not reach significance (Wilshire, Keall, Stuart, & O'Donnell, 2007) .
To our knowledge, no previous studies have used the PWIP to investigate phonological processing in patients with PPA. Unlike stroke-induced aphasia, the syndrome of PPA is progressive, and the neuroanatomy of disease is not dictated by vascular territories but rather by principles of neuronal connectivity patterns underlying large-scale networks (Mesulam, 1982 (Mesulam, , 2007 Seeley, Crawford, Zhou, Miller, & Grecius, 2009 ). Thus, PPA offers a unique opportunity to study language processing in a network undergoing gradual dissolution. In the present study, we used the PWIP paradigm to test the magnitude and time course of PF effects in people with PPA-G and PPA-L as well as healthy age-matched controls in four SOA conditions. In one condition, target pictures were presented simultaneously with IS (i.e., SOA ¼ 0 ms), which were either phonologically related or unrelated, and in the other three conditions the IS was presented after the target picture: 100 ms (i.e., SOA ¼ +100 ms), 300 ms (i.e., SOA ¼ +300 ms), or 500 ms (i.e., SOA ¼ +500 ms).
On the basis of previous findings indicating impaired phonological processing in PPA-G and PPA-L (e.g., Clark et al., 2005; Gorno-Tempini et al., 2008; Rohrer et al., 2010) , we predicted that we would find evidence of abnormal phonological processing in both PPA variants. On the basis of previous studies on stroke-induced aphasia (Hashimoto & Thompson, 2010; Wilshire et al., 2007) , we expected that phonological processing impairments would be reflected by larger PF effects in individuals with PPA than in controls. On the basis of neurological evidence (i.e., typical regions of cortical atrophy), we predicted that participants with PPA-L would show abnormal (large) PF effects in earlier stages of naming (SOA 0 and/or +100 ms), reflecting impaired phonological word form retrieval, whereas participants with PPA-G would exhibit abnormal PF effects at later stages of naming (SOA +300 and/or +500 ms), reflecting impaired phonological encoding. Underlying these predictions is the assumption that PF effects may reflect spreading activation at either the lexical Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 or segmental (Meyer & Schriefers, 1991; Roelofs, 1997; Schriefers et al., 1990 ) level of representation.
METHOD Participants
Participants in this experiment included two groups of patients with PPA, seven with agrammatic PPA (PPA-G) and seven with logopenic PPA (PPA-L), and a group of age-and education-matched healthy controls, consisting of 17 cognitively intact volunteers (see Table 1 ); age:
Further, the two patient groups were matched for duration of symptoms (Z ¼ 20.971, p ¼ .383, Mann -Whitney U test) and reported symptom onsets ranging from 1.5 to 7 years prior to testing. All participants, both patients and healthy controls, were monolingual English speakers, who presented with no prior history of neurological, psychiatric, speech, language, or learning deficits. All passed a puretone hearing screening, had normal (or corrected-to-normal) vision, and were right-handed. The PPA participants presented with progressive language deficits with no evidence of other language or neurological deficits. Participants were diagnosed with PPA-G or PPA-L based on criteria presented by Mesulam et al. (2012) , with individuals in both groups showing relatively intact single-word comprehension and those with PPA-G, but not PPA-L, showing grammatical sentence production impairments (using a classification template with severity-based cut-offs; see Mesulam et al., 2012, for details) . In addition, the classification criteria for PPA-L included impaired repetition. Single-word comprehension was assessed using a 36-item subset of the Peabody Picture Vocabulary Test (PPVT, i.e., moderately difficult items, 157-192; Dunn & Dunn, 2007) . No differences between groups were observed (p . .05). Participants' grammatical sentence production abilities were assessed with the Sentence Production Priming Test (SPPT) of the Northwestern Assessment of Verbs and Sentences (NAVS; Thompson, 2011;  http://northwestern.flintbox.com). Production of noncanonical sentences was more difficult for the PPA-G than for the PPA-L group (Z ¼ 23.169, p , .01), and the PPA-G group performed more poorly than controls (Z ¼ 24.592, p , .001) whereas the PPA-L group did not (Z ¼ 22.74, p ¼ .118). Repetition ability was assessed using a subset of items testing phrase/sentence repetition (10 -15; Rep6) from the Repetition subtest of the Western Aphasia Battery -Revised (WAB -R; Kertesz, 2006) . Table 1 for a summary of classification measures.
To examine working memory, visual perception, attention, executive function, and motor speech deficits (see Table 2 for a summary of scores) a battery of neuropsychological tests was administered, which included the Mini-Mental State Examination (MMSE; Folstein, Folstein, & McHugh, 1975) , the Digit Span subtest (forward and backward spans) from the Wechsler Adult Intelligence Scale -III (Wechsler, 1997) , the Facial Recognition Test (Benton, Hamsher, Varney, & Spreen, 1998) , the Trail Making Test (Reitan, 1958) , and a motor speech screening (i.e., an oral apraxia screen and repetition of one-, two-, and three-syllable words, with a maximum score of 10 for each; after Dabul, 2000, and Wertz, LaPointe, & Rosenbek, 1984) . Spontaneous speech samples also were collected (see below) and were evaluated for motor speech ability. The PPA patients performed significantly more poorly than controls on the MMSE (PPA-G vs. control: Z ¼ 22.713 p ¼ .016; PPA-L vs. control: Z ¼ 23.444, p ¼ .001), probably reflecting the patients' compromised language ability (see Golper, Rau, Erskine, Langhans, & Houlihan, A number of additional tests also were administered to detail patient language deficit patterns (see Table 3 ), including the Western Aphasia Battery -Revised (WAB -R, Kertesz, 2006) , which tests several aspects of language production and comprehension. Both PPA groups demonstrated impaired performance on all WAB subtests, and aphasia quotients for the patients differed significantly from those of control participants (PPA-G vs. controls: Z ¼ 23.85, p , .001; PPA-L vs. controls: Z ¼ 23.85, p , .001). No significant differences were noted between PPA groups for naming ability as Mean ( Narrative language samples were obtained using a wordless picture book of the story of Cinderella using methods described by Thompson and colleagues (Thompson, Ballard, Tait, Weintraub, & Mesulam, 1997; Thompson, Cho, Hsu, et al., 2012; Thompson, Shapiro, Li, & Schendel, 1995) . The PPA-G group performed more poorly than controls on measures of fluency, specifically words per minute (WPM; Z ¼ 23.38, p , .001) and mean length of utterance (MLU; Z ¼ 22.70, p ¼ .005), and also produced a smaller percentage of grammatically correct sentences than controls (Z ¼ 23.47, p , .001). The PPA-L group did not differ from controls on measures of fluency but produced a smaller percentage of grammatically correct sentences (Z ¼ 22.46, p ¼ .013). Further, the PPA-G group, compared to the PPA-L group, produced less fluent speech, measured by WPM (Z ¼ 22.571, p , .01), and also produced marginally fewer grammatically correct sentences (Z ¼ 21.985, p ¼ .053).
To assess phonological processing abilities, we obtained measures of word, nonword, and phrase/ sentence repetition (Word Repetition and Nonword Repetition subtests of the NNB; Rep6 from the WAB, reported above). No group differences were observed on word repetition (ps . .1), but the PPA-G group exhibited impaired performance relative to both controls and the PPA-L group on nonword repetition (PPA-G vs. controls: Z ¼ 23.802, p ¼ .005; PPA-G vs. PPA-L: Z ¼ 22.448, p ¼ .035), whereas the PPA-L group did not differ significantly from the controls. In addition, to obtain a measure of phonological processing in narrative speech, we calculated the percentage of nouns and verbs in the narrative sample that contained phonological errors, including phonological paraphasias as well as phonologically related repair sequences (e.g., pr-prince). Both PPA groups produced significantly more phonological errors than the controls (PPA-G: Z ¼ 23.43, p , .001; PPA-L: Z ¼ 23.43, p , .001); the two PPA groups did not differ significantly.
Experimental stimuli
Fifty nouns and corresponding pictures, all blackand-white line drawings, including 20 living things (fruits/vegetables, birds/mammals; 10 each), 20 nonliving things (tools, clothing; 10 each), and 10 filler items (from various categories) were selected (see Appendix). For each target item, a set of eight IS, consisting of written words (all nouns), were selected. Four were phonologically related words (matched for the onset and rhyme of the first syllable of the target word), and four were phonologically unrelated words. None of the IS were semantically related to their respective targets. For example, for the target item camel, the phonologically related IS were cannon, candor, cabbage, and canvas, and the unrelated IS were fashion, lagoon, detour, and wallet. Phonologically related IS, phonologically unrelated IS, and target words were matched for length in syllables (1-3) and frequency [M ¼ 372.75 1 In addition, 10 healthy volunteers (age 25-46 years), who did not participate in the experiment, rated the phonological relatedness of word pairs, using a 7-point scale (1 ¼ no overlap, 7 ¼ high overlap). Word pairs were included in the phonologically related condition only if their mean relatedness rating was 5.7 or higher and in the phonologically unrelated condition only if their mean relatedness rating was 2.5 or lower.
For each of the four SOAs, one phonologically related and one phonologically unrelated IS were randomly selected and paired with each of the 50 stimulus pictures, for a total of 100 stimulus pairs per SOA [40 related target pairs, 40 unrelated target pairs, and 20 filler pairs (10 related and 10 unrelated)]. Participants were tested on all four SOAs; thus, they were presented with 400 picture -word stimulus pairs in total. The stimulus pairs were pseudorandomly divided into 10 sets of 40 items each, with each set containing stimulus pairs from all four SOAs. Care was taken to ensure that each target item did not occur more than once per set. In addition, items from the same SOA condition were separated by at least three trials on each set. The picture and word stimulus pairs were entered into Superlab (Version 4.0; Cedrus, Phoenix, AZ) for experimental presentation. Three versions of the experiment were created, using identical stimuli, but with different interstimulus intervals (ISIs): 3500 ms, 5000 ms, and 7000 ms. For all healthy participants, the 3500-ms version was used. The version used for the PPA participants depended on their naming ability as observed during administration of the BNT, such that participants with more pronounced naming deficits were given versions with longer ISIs to allow adequate response time. For five participants (4 PPA-G and 1 PPA-L) the 5000-ms version was used, whereas two PPA-L participants were tested with the 7000-ms version. All others were tested with the 3500-ms version.
Procedure
Seated in front of an iMac computer monitor (20 ′′ , OSX 10.4.1), participants were instructed to name pictures as they appeared but to ignore the IS to the extent possible. On each experimental trial a cross was presented for 500 ms, followed by a target picture and IS in one of the four SOA conditions. The acoustic waveform of each response produced was recorded through the computer's internal microphone using Praat 5.0 software (Boersma & Weenink, 2010) . A sample trial is illustrated in Figure 1 .
Before beginning the experimental trials, participants were pretested on all picture stimuli used in the experiment, in order to ascertain their naming abilities and to familiarize them with the stimuli. First, each picture was presented for naming, and participants were given 5 s to respond with no feedback provided. Pictures were presented a second time when errors occurred. Picture naming performance was at least 69% correct for all participants included in the study. We also pretested participants' ability to read the IS by presenting each for them to read aloud, with performance ranging from 92% to 100% correct. Finally, practice trials were presented, which required participants to name target pictures overlaid with written words. These trials used stimuli similar, but not identical, to the experimental items.
Data analysis
Naming responses that matched the target pictures and occurred within the given response time were considered correct. Correct responses preceded by a filler word (e.g., uh, pencil) or a minimal grammatical context (e.g., it's a pen) were accepted, with naming latency measured from the onset of the target word. Accuracy data were analysed using mixed-effects logistic regression (e.g., Jaeger, 2008) using the languageR package in R (Baayen, 2010) . The effects of group, SOA, and relatedness of the IS, and their interactions were evaluated in an additive stepwise procedure, with analysis of variance (ANOVA) tests used to compare models. Random intercepts for participant and item were included; the addition of random slopes did not improve model fit.
Errors were classified into the following types: phonological paraphasias (errors sharing at least 50% of phonemes with the target word, e.g., punger for plunger), semantic paraphasias (errors semantically related to the target word, e.g., giraffe for camel), neologistic errors (nonword errors sharing less than 50% of phonemes with the target word; e.g., azate for robot), nonrelated responses (real-word errors unrelated to the target word, e.g., volcano for raccoon), phonological attempts (phonologically related attempts at producing the word followed by a correct production, e.g., rope -rose), other self-corrections (e.g., ka -elephant), nonresponses (in which the participant failed to respond), and other responses (e.g., I don't know). Nonparametric statistical tests (Kruskal -Wallis test, Mann -Whitney U test) were used to compare the frequency of each error type across groups.
Correct responses then were analysed for reaction time (RT), measured from picture onset to production of the first phoneme of the target word marked in the acoustic waveform. Thirty percent of the data were rescored for both accuracy and RT by an independent coder for scoring reliability purposes; overall point-to-point agreement between the primary and secondary coders was 98%. Disagreements were resolved by discussions among the experimenters. Extreme outliers (RTs less than 500 or greater than 5000 ms) were excluded (0.06% of correct responses). Following model selection (see below), outlying data points with absolute standardized residuals greater than 2.5 standard deviations were eliminated (2.71% of correct responses), following the procedure in Baayen and Milin (2010) .
The reaction time data were analysed using mixed-effects linear regression, employing a stepwise additive procedure to evaluate the effects of group, SOA, relatedness, and their interactions; all models included random intercepts for participant and item, and random slopes for SOA and relatedness were included (for both participant and item) as they significantly improved model fit. Due to significant non-normality in the raw RT data, a log-transformation was applied prior to statistical analysis. These data were further transformed to z-scores [(participant trial-specific RT -participant mean RT)/participant SD RT] in order to scale the data to account for overall RT differences across groups (see e.g., Schuchard & Thompson, 2013 ; for a different method of data scaling, see Wilshire et al., 2007) . Table 4 provides the mean percentage of correct responses for each participant group. Mean accuracy for the control group was near ceiling (98.3% and 98.6% for related and unrelated trials, respectively). Both patient groups also performed quite well, but accuracy was below that of the healthy controls (PPA-G: 89.7% and 88.1% for related and unrelated items, respectively; PPA-L: 91.5% and 88.2% for related and unrelated items, respectively). The best fitting model of the data included predictors for group, SOA, and relatedness, and a Group × Relatedness interaction. While the PPA groups were less accurate than controls (PPA-G: z ¼ 24.989, p , .001; PPA-L: z ¼ 23.715, p , .001), accuracy for the two PPA groups did not differ (z ¼ 1.054, p ¼ .292). Accuracy across groups was higher at SOA +500 ms than at SOA 0 ms (z ¼ 2.789, p ¼ .005), but no differences were observed between SOA 0 and SOAs +100 and +300 ms (zs , +/2 1, ps . .5). There was no significant main effect of relatedness (z ¼ .778, p ¼ .437). The Group × Relatedness interaction was driven by the PPA-L group, who were relatively less accurate on unrelated than on related trials (z ¼ 22.234, p ¼ .026). Table 5 summarizes the frequency of each error type (percentage of all responses containing a given error type) across groups. Kruskal -Wallis tests with adjusted p-values (false discovery rate, FDR), revealed significant group differences in the frequency of phonological paraphasias,
RESULTS

Naming accuracy
Error analysis
.010, and nonresponses, x 2 (2, N ¼ 31) ¼ 12.418, p , .005. In trials with phonologically related IS, 16.5% of phonological errors (paraphasias and attempts) were considered perseverations of the interfering stimulus (17 perseverative errors out of 103 phonological errors). Follow-up pairwise tests (Mann -Whitney U, FDR-adjusted pvalues) revealed that both PPA groups exhibited more phonological errors and phonological attempts than the control group (ps , .05). In addition, the PPA-G group produced more selfcorrections than the control group (p ¼ .007), and the PPA-L group produced more nonresponses than the controls (p ¼ .004). There were no other significant group differences.
Reaction time analyses Table 6 shows the mean RT for related and unrelated trials at each SOA for each participant group. The model comparison procedure resulted in a model with significant main effects of group, SOA, relatedness, and all two-way interactions between these factors. There was no significant three-way interaction, and thus this term was excluded from the model. Naming latencies were higher for both PPA groups than for controls (PPA-G: t ¼ 3.09, p ¼ .002; PPA-L: t ¼ 4.5, p , .001), but there was no difference between PPA groups (t ¼ 0.99, p ¼ .323).
Faster
RTs were observed at later SOAs (+300 ms: t ¼ 27.407, p , .001; +500 ms: t ¼ 28.310, p , .001) than at SOA 0, whereas RTs at SOA 0 and +100 ms did not differ (t ¼ .233, p , .816). In addition, naming latencies were higher on trials with phonologically unrelated than on those with phonologically Overall group RTs were compared using an otherwise identical model in which the dependent variable was the log-transformed RT (rather than the z-score of the log-transformed RT). related IS (t ¼ 5.622, p , .001). The Group × SOA interaction was driven by the PPA-G group responding relatively slowly at SOA +100, +300, and +500 ms compared to SOA 0 ms (t ¼ 2.309, p ¼ .021; t ¼ 5.018, p , .001; t ¼ 2.090, p ¼ .037, respectively). The interaction between SOA and relatedness was driven by smaller PF effects at SOA +300 and +500 ms than at SOA 0 ms (t ¼ 26.403, p , .001; t ¼ 25.606, p , .001; respectively); SOA 0 and +100 ms did not differ (t ¼ 21.255, p ¼ .21). Finally, the Group × Relatedness interaction was due to larger PF effects (i.e., RT differences between unrelated and related IS) in the PPA-G group than in controls (t ¼ 2.893; p ¼ .004); PF effects in the PPA-L group did not differ from those in controls (t ¼ 1.077; p ¼ .281). To determine which SOAs were associated with larger PF effects in the PPA-G group, we ran the model separately on the data from each SOA. A Group × Relatedness interaction, reflecting larger PF effects in PPA-G participants than in controls, was found at SOA +300 ms (t ¼ 2.352; p ¼ .019) but not at any other SOA (ts , 1.6 ; ps . .1).
To determine which groups showed significant PF effects at the different SOAs, we performed paired two-tailed t-tests on the related versus unrelated participant mean log RTs for each group, using FDR correction for multiple comparisons. The control group showed significant PF effects at SOA 0 and +100 ms (adjusted ps , .001), but no PF effects at SOA +300 (p ¼ .061, a trend towards phonological interference) and +500 ms (p ¼ .99). The PPA-G group exhibited significant PF effects at SOA 0, +100, and +300 ms (ps ¼ .020, .022, .021, respectively) and no PF effect at SOA +500 ms (p ¼ .259). The participants with PPA-L showed a marginally significant PF effect at SOA 0 (p ¼ .064) and a significant PF effect as SOA +100 ms (p ¼ .021) but no effects at SOA +300 and +500 ms (ps . .5). Figure 2 summarizes the observed PF effects across groups and SOAs; for clarity, PF effects are represented as the mean (raw) RT in the related condition subtracted from that in the unrelated condition.
Finally, we tested for correlations between PF effects at SOA +300 ms (the SOA in which abnormal PF effects were found in the PPA-G group) and measures of phonological processing abilities: word and nonword repetition from the NNB, three-syllable word repetition from the motor speech screening, phrase and sentence repetition ability (Rep6; Items 10-15 on the Repetition subset of the WAB), and the rate of phonological errors in both the experimental task and the narrative speech sample. In addition, to determine whether online phonological deficits were related to grammatical impairments (particularly in the PPA-G group), we calculated correlations between PF effects at SOA +300 ms and performance on the noncanonical items on the Sentence Production Priming Task of the NAVS. PF effects were calculated by subtracting the mean (z-score of log-transformed) RT in the related condition from that in the unrelated condition. These correlations were performed separately for each PPA group using Pearson correlations with FDR correction. No statistically significant correlations were found.
DISCUSSION
One of the central goals of research in primary progressive aphasia is to identify the mechanism of the pervasive anomia associated with this disorder. In particular, it is important to determine whether deficits in lexical -semantic processing, phonological processing, or both are at the root of naming impairments in each of the three variants of PPA. Previous online studies have shown that lexical -semantic processing may be impaired even in nonsemantic variants of PPA-that is, PPA-G and PPA-L (Rogalski et al., 2008; Thompson, Cho, Price, et al., 2012; Vandenberghe et al., 2005) . In the present study, we investigated the phonological processes that support naming in the agrammatic (PPA-G) and logopenic (PPA-L) variants of PPA. Previous studies have suggested that phonological processing is differentially impaired in these subtypes of PPA (Ash et al., 2010; Clark et al., 2005; Croot et al., 2012; Gorno-Tempini et al., 2004 , 2008 Mesulam et al., 2012; Rohrer et al., 2010; Wilson et al., 2010) . However, phonological processing has not been studied using online tasks in this patient population, and thus little is known about the nature of phonological processing deficits in PPA-G and PPA-L (i.e., whether phonological word form retrieval and/ or phonological encoding is impaired) and how these deficits contribute to anomia. In the present study, we used the picture -word interference paradigm (PWIP) to investigate phonological processing in real time during naming in people with PPA-G and PPA-L as well as in age-matched healthy controls. In doing so, we were able to compare the time course and magnitude of phonological facilitation (PF) effects in both PPA subgroups with that of controls, with the aim of gaining insight into the source of naming deficits in PPA.
Consistent with previous studies (e.g., Damian & Martin, 1999; Hashimoto & Thompson, 2010; Lupker, 1982; Meyer & Schriefers, 1991; Rayner & Springer, 1986; Schriefers et al., 1990; Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 , the control group performed at ceiling on the task and showed significant PF effects at early SOAs (0 and +100 ms). No significant PF effects at later SOAs (+300 and +500 ms) were found, supporting previous studies using the PWIP. These findings indicate that normal naming involves rapid phonological processingthat is, phonological word form retrieval and phonological encoding.
Participants with PPA-G and PPA-L performed with comparable speed and accuracy on the naming task, with both groups responding more slowly and less accurately than the control group, indicating slowed and impaired processes supporting naming. The two PPA groups also exhibited a similarly high rate of phonological errors, reflecting phonological processing impairments in both groups. However, these offline markers of phonological processing deficits were accompanied by abnormal PF effects only in the PPA-G group. Relative to the control group, the PPA-G, but not the PPA-L, group showed protracted PF effects. Like the controls and the PPA-L group, the PPA-G group exhibited significant PF effects at SOA ¼ 0 ms and +100 ms; however, the PPA-G group also exhibited an abnormal PF effect at +300 ms. This abnormal PF effect, emerging at a late SOA in PPA-G, probably reflects deficits in phonological encoding. Consistent with this interpretation, Laganaro et al. (2009) , in an event-related potential (ERP) study using a picture-naming task with participants with phonological encoding deficits resulting from stroke, found that the ERP signal in these participants began to deviate from that of unimpaired controls around 290 ms after picture onset. In addition, these results are consistent with neurological evidence indicating that the left inferior frontal gyrus, a typical site of cortical atrophy in PPA-G (Gorno-Tempini et al., 2004 , 2008 Mesulam et al., 2009 Mesulam et al., , 2012 Rohrer et al., 2010) , supports phonological encoding during naming (Indefrey, 2011; Indefrey & Levelt, 2004; Papoutsi et al., 2009) . Interestingly, PF effects at SOA +300 ms were not correlated with grammatical ability (noncanonical sentence production), suggesting that phonological and grammatical processing deficits may be independent in PPA-G.
PF effects at SOA +300 ms also were not correlated with offline measures of phonological processing ability, including phrase and sentence repetition and the rate of phonological errors in the experimental task and narrative speech samples, which were impaired to some extent in both PPA patient groups. This finding is not surprising in that performance on offline measures reflects several components of phonological processing, including phonological working memory, word form retrieval, and encoding. Indeed, online measures using the word interference paradigm are more sensitive for identifying specific processing impairments than offline measures. Specifically, PF effects in the present study probably reflect spreading activation between segments (Meyer & Schriefers, 1991; Roelofs, 1997; Schriefers et al., 1990) , rather than between lexical items Starreveld, 2000; Starreveld & La Heij, 1995 , 1996 , suggesting that such effects reflect phonological encoding (a segmental process), but not phonological word form retrieval (a lexical process). It is plausible, and the present data suggest, that phonological deficits in PPA-L stem from phonological word form retrieval rather than phonological encoding, whereas individuals with PPA-G present with the opposite deficit pattern: impaired phonological encoding. This behavioural pattern coincides with cortical atrophy in PPA. PPA-L is associated with atrophy in the left temporoparietal junction (Gorno-Tempini et al., 2004 , 2008 Mesulam et al., 2009 Mesulam et al., , 2012 Rohrer et al., 2010) , which has been argued to support phonological word form retrieval (Graves et al., 2007 (Graves et al., , 2008 Indefrey, 2011; Indefrey & Levelt, 2004; Wilson et al., 2009) , and PPA-G is associated with atrophy in the left IFG, argued to be engaged to support phonological encoding as well as subsequent phonetic encoding and articulatory processes (Indefrey & Levelt, 2004 ; see also Hickok & Poeppel, 2007; Papoutsi et al., 2009) . However, functional magnetic resonance imaging (fMRI) studies using the PWIP have reported decreased activation in left posterior temporal cortex associated with phonological facilitation (de Zubicaray & McMahon, 2009; de Zubicaray, McMahon, Eastburn, & Wilson, 2002 , cf. Bles & Jansma, 2008 ; though see Abel et al., 2009 ; note that priming effects are typically associated with decreased activation in regions supporting stimulus processing; e.g., Lebreton, Desgranges, Landeau, Baron, & Eustache, 2001 ). Thus, further research is needed to determine whether atrophy in the temporoparietal junction in PPA-L results in impaired phonological word form retrieval.
CONCLUSION
Previous studies have suggested that the agrammatic and logopenic variants of PPA are associated with phonological processing deficits. The present study used a picture -word interference paradigm to test whether people with PPA-G and PPA-L show evidence of impairments at different substages of phonological processing as naming unfolds. Compared to healthy control participants, participants with PPA-G exhibited protracted PF effects, which may reflect impaired phonological encoding. This processing deficit may be caused by atrophy within the left inferior frontal gyrus, which has been argued to support phonological encoding. Despite phonological deficits evident in offline measures, the PPA-L group exhibited normal online PF effects. These findings indicate that deficits in phonological processing may contribute to anomia in both agrammatic and logopenic variants of PPA, but highlight important differences in the source of these deficits for the two patient types. Importantly, these differences may associate with unique patterns of naming (and other linguistic) declination as well as neural degeneration. 
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