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We denote the distance between vertices x and y of a graph by d(x, y), and 
p&, y) = 1 {z : d(x, z) = i, d(y, z) = j} 1. The (s, q, d)-projective graph is the 
graph having the .r-dimensional subspaces of a d-dimensional vector space over 
GF(q) as vertex set, and two vertices x, y adjacent iff dim(x n y) = s - 1. These 
graphs are regular graphs. Also, there exist integers A and p > 4 so that p is a 
perfect square, p&c, y) = A whenever d(x, y) = 1, and pII(x, y) = p whenever 
d(x, y) = 2. The (s, q, d)-projective graphs where 2d/3 < s < d - 2 and 
(s, q, d) # (2d/3,2, d), are characterized by the above conditions together with 
the property that there exists an mteger r satisfying certain inequalities. 
1. INTRODUCTION 
Graphs considered here have at least one vertex, and have no loops or 
multiple edges. The vertex set of a graph G is denoted V(G). If some edge 
joins vertices x and y we say that x and y are aGacent. Graphs G and H are 
isomorphic iff there is a bijection CJ from V(G) to V(H) such that U(X) and u(y) 
are adjacent iff x and y are adjacent. We will say that the distance between 
vertices x and y of a graph is FZ (written d(x, y) = n) if there is a sequence 
x = xcj , Xl ,..., X~ = y so that xi is adjacent to X~-~ (1 < i < PZ) and PZ is 
the least integer so that such a sequence exists. For a vertex x let AC(x) be 
the set of vertices at distance i from x. We define (for i, j 2 0 and x, y E V(G)) 
pCj(x, y) = 1 Ai n dj(y))i. We say that G is regzdar of vulence nI if 
pII(x, x) = 7~ for all vertices x. A cZique is a set of mutually adjacent 
vertices. 
Let V be a d-dimensional vector space over GF(q). For 0 < i < d let Wf 
be the set of i-dimensional subspaces of V. Let G be the graph having Ws as 
vertex set and two vertices x and y adjacent iff x n y E WsPI . Then x and y 
are adjacent iff the span of x and y is in Ws+I . An (s, q, d)-projective graph is 
any graph isomorphic to G. A (d - S, q, d)-projective graph is isomorphic 
to an (s, q, d)-projective graph. 
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THEOREM 1. Let r and q > 1 be positive integers, and k, CV. be real numbers. 
Let G be a connected graph with the following properties. 
(gl) G is regular of vaience r(k - 1). 
W) p&, Y) = tk - 2 + ei if4~, ~1 = 1. 
W) PA y) = (q + 1)’ $d(x, y) = 2. 
W P&G Y) > Ck - 1 + 4k - 9 - 4 f4x, ~1 = 2 
(g5) k > max(1 + +(r + l)(rq2 + 2rq - 2~9, (q + l)z + (2r - 1)~). 
k@ r>q+l. 
Let s and d be real numbers dejined by k = (qS+l - l)/(q - I) and r = 
(qd-S - l)/(q - 1). Then s and d are integers, q is a prime power, and G is an 
(s, q, d)-projective graph. 
The necessity of hypothesis (g6) is demonstrated in Section 4. In Section 3 
we will sketch the proof of a converse to Theorem 1: 
THEOREM 2. Let G be an (s, q, d)-projective graph, r = (qd-s -- l)/(q - 1), 
k z (qs+l - 1 )/(q - l), and a = (r - 1)q. Then G is connected and satisfies 
(gl)-(g3). Ifs < d - 2 then (g6) is satisfied. Ifs > 2d/3 and (q, s) # (2,2d/3) 
then (g4) and (g5) are satisjied. 
Since an (s, q, d)-projective graph is isomorphic to a (d - s, q, d)-projective 
graph, these theorems characterize (x, q, d)-projective graphs for which 
2 c s < d/3 or 2d/3 < s K d - 2 (and if q = 2, then s # d/3, 2d/3). 
The hypothesis that G be connected in Theorem 1 is not essential: if G 
satisfies all hypothesis of Theorem 1 except the hypothesis that G be con- 
nected, then each component of G satisfies all hypotheses of Theorem 1, 
so each component of G is an (s, q, d)-projective graph. 
2. TOOLS 
An incidence structure is an ordered triple (P, L, 1) such that P and L are 
finite sets and I !L P x L. We will call elements of P points and elements of 
L lines. If (p, PZ) E I we say that p and m are incident, p lies on m, or m 
contains p. Incidence structures (P, L, I) and (P’L’I’) are isomorphic iff there 
are bijections CT: P + P’ and T: L -+ L’ so that for (p, m) E P x L, (p, m) E I 
iff (CT(~), T(m)) E 1’. Where P and L are both sets of subsets of some set X 
the incidence structure (P, L, C) is the incidence structure in which p and m 
are incident iff p C m. Similarly, (P, L, E) is the incidence structure in which 
each line is a set of points and p is incident with m iff p E m. 
An. (r, k)-incidence structure is an incidence structure (P, L, I) such that 
(1) for all p,p’ E P (p # p’) there is at most one line incident with both p 
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andp’; (2) every point is mcident with exactly r lines; (3) every line is incident 
with exactly k points. 
Let r = (I’, L, I) be an incidence structure. We define r(r) to be the 
integer so that some point is incident with exactly r(n) lines and no point is 
incident with fewer than r(z-) lines. We let k(z-) be the integer so that some 
line is incident with k(r) points and no line is incident with fewer than 
k(r) points. The &$zce~c~ graph of r is the graph having P as vertex set 
and two vertices adjacent iff some line is incident with both. The Idle graph 
of 7r is the graph having L as vertex set and two vertices adjacent iff some point 
is incident with both. The distance between two points of r equals the distance 
between them in the adjacency graph of rr. The distance between a point p 
and a line m is min{d(p, q): (q, m) E I}. The duuI of n is the incidence structure 
r* = (L, P, I’) where for any point p and line m, (m, p) E I’ iff (p, m) E I. 
Let V be a d-dimensional vector space over GF(q) and Wi be the set of 
i-dimensional subspaces of V. For 1 < s < d any incidence structure 
isomorphic to ( WSbl , WS , C) is called an (s, q, d)-projective incidence 
structure. Note that the adjacency graph of an (s, q, d)-projective incidence 
structure is an (3 - 1, q, d)-projective graph. 
In [3] the following was shown. 
THEOREM 3. Let q > 2 be an integer and rr be an incidence structure 
satisfying 
(f 1) 3 < s < d - 1, where s and q are defined by k(r) = (qS - l)/(q - 1) 
and r(r) = (qdeS+l - l)/(q - 1). 
(f2) There exists at most one line joining two distinct points. 
(f3) If p is a point and m is a line such that d( p, m) = 1 then there are 
exactly q + I lines which contain p and intersect m. 
(f4) up andp’ are points such that d( p, p’) = 2, then there are exactly 
q + 1 lines m such that m contains p’ and d(p, m) = 1. 
(f5) The adjacency graph of rr is connected. 
Then s and d are integers, q is a prime power, and n is an (s, q, d)-projective 
incidence structure. Conversely, for 3 < s < d - 1 any (s, q, d)-projective 
incidence structure satisfies (f 1)-(f5). 
THEOREM 4 (Bose, Lasker [2]). Let r be a positive integer, k, a, fl be real 
numbers, and p > 0. Let G be a graph (not edgeless) which has the following 
properties. 
(bl) G is regular of valence r(k - 1). 
(b2) pll(x, y) = k - 2 + a for all x, y E V(G), d(x, y) = 1. 
(b3) p&, Y) < P + 1 for ail x7 Y c v(G), d(x, Y) = 2. 
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Define a grand clique to be a clique which is maximal and has at least k - 
(r - 1)~ vertices. Let 
k > max(1 + $(r + l)($ - 2a& /3 + 1 + (2~ - l)(x). 
Then any two adjacent vertices ore in a unique grand clique, and each vertex is in 
exactly r grand cliques. 
We have weakened the hypotheses of the theorem as stated in [2] from the 
requirement that k, a, p be nonnegative integers and r/3 - 2~ > Q to the 
requirement that /3 > 0 and G be not edgeless. The proof in [2] is valid 
without modification for the theorem as stated here. 
3. PROOFS OF THEOREMS 
First we sketch the proof of Theorem 2. Let G be an (s, q, d)-projective 
graph. Let r = (qd-s - l)/(q - 1) and k = (qs+l - I)/(q - 1). We assume 
2 < s < d - 2 since in the contrary case G is a complete graph satisfying 
(gl)-(g3). Let v be a d-dimensional vector space and Wi be the set of 
i-dimensional subspaces of V. We may assume G is the adjacency graph of 
the (3 + I, q, d)-projective incidence structure 7r = ( Ws , Ws+I , C). As 
explained in [3], n is an (r, k)-incidence structure satisfying (f3) and (f4). 
Consequently G satisfies (gl)-(g3) where a = (1, - 1)q. If s < d - 2 then 
r>q+l. 
Let x, y E Ws such that d(x, y) = 2. We show pzl(x, y) = (r - q - 1) x 
(k - qz - q - 1). By (f4), r - q - 1 lines contain y and are at distance 2 
from x. Let m c Ws+I and m contain y; then d(x, rn) = 2 in r iff x n rn is an 
(S - 2)-dimensional space. For each such line m, qz + q + 1 points of m are 
at distance 2 from x. Therefore p&x, y) has the value claimed. It may be 
computed that if q = 2 and s > (2d + I)/3 then (g4) and (g.5) are satisfied. 
If q > 2 and ,s > 2d/3 then (g4) and (g5) are satisfied. 
In the remainder of this section our goal is the proof of Theorem 1. 
Toward this, let G be a connected graph satisfying (gl)-(g6). Define a grand 
clique to be a maximal clique which contains at least k - (r - 1)~ vertices. 
Let L be the set of grand cliques of G, and P = V(G). Vertices of G will be 
called points. 
LEMMA I. G is the adjacency graph of the incidence structure rr = (P, L, e). 
Every point is contained in exactly r lines. Every two lines con&in at most one 
point in common. 
ProoJ By Theorem 4, (P, L, E) is an incidence structure in which lines 
are cliques of G, any two adjacent points of G are contained in a unique line, 
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and each point is contained in exactly r lines. The conclusions of the lemma 
follow immediately from this. 
Let A = k - 2 + CC 
LEMMA 2. her,v line contains at most A + 2 points. 
ProoJ If m is a line containing points x, y then every point of m - {x, y] 
is adjacent to both x and y. 
LEMMA 3. Let x, y E P and d(x, y) = 2. Let the lines containing x be 
mI , rnz ,..., rnr and the lines containing y be nI , nz ,..., n7 . Then (after re- 
indexing the Iines zynecessary) rni and n? intersect @i < q + 1 andj < q + I. 
Pro05 Let nI , nz ,..., nt be the lines containing y which intersect at least 
one line rni . No point of nI , nz ,..., ni is at distance 3 from x. Therefore 
From (g4) we see that t c q + 2. Hence at most nI, 12~ ,..., nC+I intersect 
any lines rni ; similarly (after reindexing) at most mI , rn* ,..., mQ+I intersect 
any lines 7~~ . Since each intersection contains exactly one point andpII(x, y) = 
(q + 1)2, this implies that 172~ and ni intersect whenever i < q + 1 and 
j<q+l. 
LEMMA 4. For all points x and lines m so that d(x, m) = I, exactly q + I 
lines containing x intersect m. 
ProojI Since m is a grand clique of G, some point y of m is not adjacent 
to x. Then exactly q + 1 lines containing x intersect m by Lemma 3. 
LEMMA 5. All lines base k points. 
ProoJ Let m E L, x E nz. Let n be a line distinct from m and containing x. 
By Lemma 4, 
i{(y, z): y cm - x, z G rz - x, d( y, z) = l}i = ~ n - x 1 q = 1 m - x 1 q. 
Therefore ~ m 1 = 1 IZ i. Therefore all lines containing x contain the same 
number of points. Since the valence of x is r(k - l), every line containing x 
contains k points. 
Proof of Theorem I. We show rr is an (s + 1, q, d)-projective incidence 
structure. We have already shown rr satisfies (f2)-(f5). Only (fl) remains. 
r(r) = r and k(n) = k by Lemmas 1 and 5. Let s and d be defined as in the 
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statement of Theorem 1. By (g5) and (g6) 3 < J + I < d - 1. Then s and d 
are integers, q is a prime power, and n is an (s + 1, q, d)-projective incidence 
structure. Its adjacency graph, G, then is an (s, q, d)-projective graph. 
4. NECESSITY OF HYPOTHESIS (gq 
An (r, k, t)-partial geometry is an (r, k)-incidence structure in which for 
any point x and any line m not containing x, exactly t lines contain x and 
intersect m. The dual of an (r, k, t)-partial geometry is a (k, r, t)-partial 
geometry [l, p. 396]. For an (r, k, t)-partial geometry z, t = k iff the 
adjacency graph of v is complete. The notion of (r, k, k)-partial geometry is 
the same as the notion of (0, k, A)-BIBD where A = 1. 
Let g = (P, B, 1) be a (v, k, I)-BIBD. Then 9 is also an (r* k, k)-partial 
geometry where r(k - 1) = v - I. The dual z- of 9 is a (k, Y, k)-partial 
geometry. Let R = k and K = r. Then r is an (R, K, R)-partial geometry. 
The adjacency graph G of r has the following properties [l, p, 3961: 
(1) G is regular of valence R(K - 1); 
(2) pll(x, y) = K - 2 + (R - l)z if d(x, y) = 1; 
(3) pll(x, y) = R2 if d(x, y) = 2. 
Then G satisfies properties (gl)-(g3) where q = R - I and o! = (R - l)2. 
G satisfies (g4) because the right side of the inequality in (g4) is negative. 
If 
then (g5) is satisfied. 
We produce examples showing the necessity of hypothesis (g6) in 
Theorem I as folIows. Let 9 be a (u, k, 1)-BIBD with r blocks containing 
each point, and let 
r > max(2k3 - 3k2 + 4k - 1, $(k* - k3 + k2 + k)). 
Then the line graph G of 9 satisfies (gl)-(g5) where q = k - 1 and 
cx = (k - 1)2 but G is not normally a projective graph. For example, let 9 
be a (u, 3, 1)-BIBD where at least 39 blocks contain each point (hence Y - 79). 
Such designs exist for all values of c = I, 3 mod 6. Then the line graph G of 
9 satisfies (gl)-(g5) where q = 2 and a = 4. However G cannot be a 
projective graph unless r = 2 8+1 - 1 for some integer s. Since u = 
r(k - I) + I, G cannot be a projective graph unless u = 2s+2 - 1 for some 
integer J. 
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