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Recent emergence of cryptocurrencies such as Bitcoin and Ethereum has posed possible alterna-
tives to global payments as well as financial assets around the globe, making investors and financial
regulators aware of the importance to modeling them properly. The Le´vy’s stable distribution is
one of the attractive distribution that well describes the fat tails and scaling phenomena in eco-
nomic systems. In this paper, we show that the behaviors of price fluctuations in cryptocurrency
markets can also be characterized by a Le´vy’s stable distribution under certain conditions of time
intervals ranging from 30 minutes to 4 hours. The arguments are developed under the theoretical
background of the General Central Limit Theorem (GCLT) and quantitative valuation defined as a
distance function using the Parseval’s relation. Our approach can generally be extended for further
analysis of statistical properties and applications for financial modeling.
I. INTRODUCTION
Recently, cryptocurrencies have attracted considerable
attention across the world as a newly emerging financial
asset. The market has grown explosively since 2009 when
Bitcoin was released by Satoshi Nakamoto [11], with mar-
ket capitalization temporary marking over an astound-
ing 200 billion dollars in 2017. In order to cool down
the boom, financial regulators in countries such as China
and Korea imposed strict regulations on cryptocurrency
transactions. Prices turned to decline sharply in the be-
ginning of 2018, and the extreme fluctuations accelerated
to address the concerns of market volatility. One feature
of this immature asset is the market’s decentralized fi-
nancial system supported by the blockchain technology
based on the peer-to-peer network— different from the
central management system seen in central banks. An-
other significant feature is that blockchain technology
also provides assurances of anonymity, and contributes
to a sophisticated system with a well-founded security
[12]. Since this alternative system allows for reliable
transactions without an intermediary, cryptocurrencies
are expected to prevail as an expedient medium of ex-
change. Thus, examining price fluctuations of new as-
sets would provide us some guidance for implementing
financial management as well as keys to understand the
phenomena occurring in economic systems.
Analysis of financial price fluctuations have long been
assumed to follow a Gaussian distribution for its sim-
plicity and the Central Limit Theorem (CLT). As an ex-
ample, the famous Black-Scholes model [1] was formu-
lated under this assumption. However, it is well known
that Gaussianity fails to capture volatile observations
and leads to underestimate tail risks. In fact, extreme
fluctuations have been observed repeatedly in financial
markets: notable examples include the financial crisis of
2007-2008 which caused turbulence of the market. In the
past decades, there have been studies giving account of
asset returns well complied with a Le´vy’s stable distri-
bution, which has fatter tails with power-laws compared
to a Gaussian distribution [2–5]. It is one of the most
famous parametric fat-tailed distributions which allows
us to model not only financial modeling but also a wide
range of scientific fields from natural phenomena to com-
putational science [6–8]. A common motivation in those
studies is to analyze extreme values observed in social
issues with power-laws, and measure the liquidity condi-
tions in terms of the tail index parameter α. Moreover, in
a theoretical context, Le´vy’s stable distribution is closely
related with an essential theorem— the Generalized Cen-
tral Limit Theorem (GCLT) [9], that well explains the
scaling phenomena in financial markets. This theorem
suggests that when each random variable follows a power-
law distribution with an infinite variance, the sum of the
i.i.d. random variables converges to a Le´vy’s stable dis-
tribution. An extension of the GCLT is studied recently
[10] which brings more interest to financial analysis using
the form of Le´vy stable distribution. Such argument en-
ables us to capture inherent characteristics of asset price
fluctuations and identify the probability distribution of
return distributions. Given these arguments, analysis of
price fluctuations by means of Le´vy stable distribution
is crucial to understand price behavior and reveal the
mechanism of financial markets; nevertheless, no exten-
sive studies have addressed this issue on cryptocurrency
markets.
In this paper, we analyze the price fluctuation behav-
iors of emerging cryptocurrency market with the Le´vy
stable distribution. We first show the probability density
of price returns well fits the Le´vy’s stable distribution
by the parameter estimation when analyzed in a fixed
1-hour time interval. To confirm this, we next discuss
a numerical assessment defined as distance function ob-
tained by using the Parseval’s relation. An advantage of
this approach is to evaluate stable distributions quantita-
tively. The function represents the distance of theoretical
and empirical distributions, which acheives a numerical
measurement of how approximate the empirical distribu-
tions and the theoretical distribution are. In addition,
we went over the scaling property of returns by looking
into different time intervals to check whether Le´vy sta-
ble regime holds and allow Le´vy stable distribution valid
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2as a tool for financial modeling. We conclude that the
cryptocurrency market can be assumed to follow a Le´vy
stable regime only when analyzed by a certain range of
time intervals; otherwise there are either theoretical or
quantitative failures. The idea proposed in this paper is
efficient not only to value the liquidity conditions of cryp-
tocurrency markets, but also be applicable for financial
modeling in a precise manner.
II. LE´VY’S STABLE DISTRIBUTION
This section summarizes the basics of Le´vy’s stable
distributions used for analysis in this study. A Le´vy’s
stable distribution was first introduced by Paul Le´vy [13],
with tails that are expressed as power-functions. It is also
called α-stable distribution, or stable distribution. With
the constants c+ > 0, c− > 0, α > 0, the PDF can be
approximately written as
f(x) '
{
c+|x|−(1+α) for (x→ +∞)
c−|x|−(1+α) for (x→ −∞).
Stable distributions are defined as the following: A ran-
dom variable X is said to be stable and have a stable
distribution if there is a positive constant number c and
a real number d ∈ R such that
aX1 + bX2
d
= cX + d,
for positive constant numbers a, b and when variables
X1, X2 are i.i.d. copies of X. Here,
d
= denotes equal-
ity in distribution [14]. Stable distribution is represented
by 4 parameters; α ∈ (0, 1], β ∈ [−1, 1], γ > 0, and
δ ∈ (−∞,∞). When the variables X follows the sta-
ble distribution, the notation
X
d
= S(α, β, γ, δ)
is often used. Here α is the tail index parameter, which
indicates the fatness of the tail, β the skewness param-
eter, γ the scale parameter, and δ the location param-
eter. Stable distribution has a property that the mean
does not exist for 0 < α ≤ 1, and the variance diverges
for 0 < α < 2. Furthermore, the PDF cannot be writ-
ten analytically except for a few cases (α = 2, β = 0;
Gaussian distribution, α = 1, β = 0; Cauchy distribu-
tion, α = 1/2, β = 1; Le´vy distribution). Instead, it is
expressed by the Characteristic function φ(k) (CF). This
CF is a Fourier Transformation (FT) of the PDF:
f(x) =
1
2pi
∫ ∞
−∞
e−ikxφ(k)dk.
When the variable X follows S(α, β, γ, δ), the CF can be
shown as
φ(k) = exp {iδk − γα|k|α(1− iβ sgn(k)ω(k, α))} ,
ω(k, α) =
{
tan(piα2 ) α 6= 1
− 2pi log |k| α = 1.
(1)
Note that the distribution is symmetric if β = 0, right-
tailed if positive, and left-tailed if negative.
III. ANALYSIS OF CRYPTOCURRENCY
In this section, there are four subsections beginning
with the presentation of 5 types of cryptocurrency data
set for analyzing return distributions. The second sub-
section shows the results for the parameter estimation of
returns when explained by a stable distribution. Quanti-
tative valuation of fit refers to the CF, which is explained
in the third section with the definition. Furthermore, re-
turns for different time scales are discussed in the last
section in terms of the estimated index parameter α with
the square error measure. Outlooks for additional appli-
cations are shown in the end.
A. Cryptocurrency Data Presentation
This subsection explains basic characteristics of our
data of cryptocurrencies. Table I shows the mar-
ket capitalization and the price of 5 major cryp-
tocurrencies, Bitcoin (BTC); Ethereum (ETH); Rip-
ple (XRP); Litecoin (LTC) and Monero (XMR). Data
is taken from Cryptocurrency Market Capitalizations
(https://coinmarketcap.com). Bitcoin is the most dom-
inant cryptocurrency while the others are rather con-
sidered as minor coins. However, recently some minor
coins (alto-coins) such as Ripple and Litecoin have also
emerged rapidly since the arrival of cryptocurrency boom
in the mid 2017. They have attracted great attention;
market capitalization reached a peek more than a bil-
lion dollars momentarily. Given the impacts of the cryp-
tocurrency market on the economy, the importance of
analyzing alto-coins have increased greatly.
TABLE I: Basic Data Facts of Cryptocurrecy
(2019/01/15)
Cryptocurrency Market Cap[$] Price[$]
Bitcoin (BTC) 64, 308, 311, 082 3, 678.28
Ethereum (ETH) 13, 391, 497, 879 128.29
Ripple (XRP) 13, 534, 746, 905 0.33
Litecoin (LTC) 1, 938, 420, 144 32.29
Monero (XMR) 761, 083, 680 45.58
B. Parameter Estimation
From the data above, we estimate the parameters of
the stable distribution that best describes the empirical
returns.
Numerous approaches are known for the parameter
estimation. Since the PDF is not always expressed in
3a closed form, there are some challenges to overcome
the analytic difficulties. This has long been a motiva-
tion for researchers to construct a variation of estima-
tion methods, and the representatives are for instance;
the approximate maximum likelihood estimation [15–18],
nonparametric quantile (QM) method [19, 20], fractional
lower order moment (FLOM) method [21], method of
log-cumulant [22, 23], the characteristic function (CF)
based method [25–27] and more. While there have been
methods widely used for local tail index estimates such
as log-log linear regression and Hill estimator [39], they
significantly tend to overestimate the index for stable dis-
tributions with α close to 2 [40]. Other methods have
issues of limited range of estimation, a high computa-
tional cost, or requires a large number of data. The CF
based method is most frequently applied for its less defect
compared to other methods [41], which is the estimator
of choice. In particular, the method of Koutrouvelis [25]
gives a simple approach with applying regressions with
fast and accurate computation well enough to estimate
cryptocurrency data (For more information about the es-
timation method, look Appendix A).
TABLE II: Parameter Estimation for the Cryptocur-
rency Series for 1-hour time interval data. (2017/01/01-
2019/01/01)
Cryptocurrency (/USDT) α β
Bitcoin (BTC) 1.327 −0.028
Ethereum (ETH) 1.403 0.005
Ripple (XRP) 1.340 −0.002
Litecoin (LTC) 1.411 0.018
Monero (XMR) 1.518 0.007
The parameters are estimated for each 5 currencies
from 01/01/2017 to 01/01/2019. Note that the data
set here is an every 1-hour data (N=17520). Cryp-
tocurrency price data can be obtained from poloniex
(https://poloniex.com), with all the price exchange rates
against USDT 1. For each currency, log-returns are firstly
calculated from the price Yt as Xt=log Yt+∆t − log Yt,
where ∆t is time interval. It is then standardized to
(γ, δ)=(1, 0) for easier estimation of parameters α and β.
The results are shown on table II. The tail index parame-
ter α are estimated roughly in between 1.3 and 1.5. This
is undoubtedly smaller than the α=2 Gaussian distribu-
tion, which indicates that asset returns are universally
non-Gaussian with fatter tails. Figure 1 shows the fit-
ted histogram using the stable distribution for Bitcoin
and Litecoin as an example. The estimated stable distri-
bution well characterizes the fat-tail behaviors of cryp-
1 USDT is an abbreviation of Tether USD, which is one of the
cryptocurrency asset that maintains the same price and value as
the legal US dollar.
tocurrency asset returns, as well as observed in other as-
sets [2, 5]. Bitcoin and Ripple appears to have α smaller
than the other currencies, which is consistent to its fluc-
tuation with prices skyrocketing and falling heavily in the
beginning of 2017. Both parameters α and β can offer
clues to explain the properties of returns, however, β is
not as robust to large price fluctuation and tends to have
larger estimation errors. In this paper, we focus on the
tail index parameter α, which can refer to measuring the
tail behavior, and provide us numerical rating for further
applications.
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FIG. 1: Histogram of standardized raw data (blue plot)
and fitted histogram from estimated stable distribution
(green solid line) compared with Gaussian distribution
(red solid line). Although for large standardized returns
there is a deficient of data, the estimation well repre-
sents the return data. Here, the estimated stable distri-
bution is written by PyLevy which is a python package
for calculation of PDF Le´vy stable distributions. (https:/
/pylevy.readthedocs.io/en/latest/index.html) Note that
this computation is supported by the the Maximum Like-
lihood technique.
C. Appraisal for the Le´vy regime through the
Characteristic Function
For the goodness-of-fit, statistical tests have analyti-
cal difficulties in practice due to the lack of fundamental
statistics. As an alternative, we focus on the CF. The
idea comes from the fact that the CF of stable distribu-
4tion is expressed in an analytic form (1). Our attempt
here is to calculate the difference, or distance between
the two distributions, which we define to consider∫ ∞
−∞
|pˆ(x)− p(x)|2 dx,
where pˆ(x) is the PDF of the estimated stable distribu-
tion (theoretical), and p(x) is the PDF obtained from a
large number of real data (empirical). After discretizing
the defined distance above into continuous-time signal,
we use the Parseval’s theorem based on Discrete-time
Fourier Transform (DTFT) and Discrete Fourier Trans-
form (DFT). This yields
∞∑
n=−∞
|pˆ[n]− p[n]|2 = 1
2pi
∫ pi
−pi
∣∣∣φˆ(k)− φ(k)∣∣∣2 dk
= lim
∆k→0
(
1
2pi
pi∑
k=−pi
∣∣∣φˆ(k)− φ(k)∣∣∣2 ∆k)
' ∆k
2pi
2pi
∆k∑
t=1
∣∣∣φˆ[t]− φ[t]∣∣∣2 . (2)
where ∆k is the width of refinement of partition,
and pˆ[n], p[n], φˆ[t], φ[t] represents the discretized form of
pˆ(x), p(x), φˆ(k), φ(k), respectively. Here, p(x) is discrete
as it is obtained from real data, while pˆ(x), φˆ(k) and φ(k)
are continuous. Note that the sampling theorem holds.
The equality (2) holds when both conditions satisfy: a
large enough number of data to obtain the CF (or the
PDF) with a small enough length of width ∆k. This im-
plies that the defined distance of the theoretical and em-
pirical PDF could be calculated based on the same idea
in the form of CF defined as a distance function. Similar
function forms are introduced as the minimum distance
method for parameter estimation [27, 28], however, have
integrated a weight function that makes the meaning of
idea different from distance. Heathcote extended to de-
velop a more general setting, but still has the difficulties
of selecting the proper values [29]. Note that since the
CF is a complex quantity, one needs to deal carefully
with the real and imaginary part when calculating (2).
In this paper, for all cases, ∆k is assumed as a small
enough number of 2pi/100 for computation convenience
in the process of summation.
Next, we remark on the validity of the defined dis-
tance function. Figure 2 shows basic properties and re-
sults needed for explaining the concept. We have checked
whether the definition is adaptable for further discussions
of fitting to stable laws. It shows consistent results with
respect to α, with larger value of distances for a stronger
degree of distribution transformation. Therefore, it can
potentially be used as an appropriate tool to obtain a nu-
merical expression in order to grasp the relations of distri-
butions. With a large enough number of data given, the
distance is obtained as a specific value as well. This spe-
cific value not only indicates simply the distance between
the two distributions, but also be a standard measure to
discuss error evaluations of the calculated distance.
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FIG. 2: (a) represents calculated distance between the-
oretically identical distributions from the distance func-
tion (2): between two generated stable distributions de-
rived from the same theoretical stable distribution. Here,
the random generator for stable distributions is based on
the method proposed by Weron [38]. The average over
100 simulated distance was calculated. The value of the
y-axis here can be interpreted as the distance error, which
depends on the number of data. We obtained that the
order of distance is O( 1N ) for stable laws. Note that the
distance here can be interpreted as Mean Squared Error
(MSE), thus the order of error is O( 1√
N
). Although we
know the order, it is more desired to have an adequate
number of data to keep the distance error low when dis-
cussing this concept. (b) shows the behavior of the dis-
tance between derived empirical stable distribution and
the theoretical stable distribution fixed to S(1.3, 0, 1, 0)
as the number of data changes. The distance here was
calculated by the average over 100 simulations as well.
The more α drifts away from 1.3, the larger the distance
becomes for all ranges of data number N . As the number
of data N increases, the calculated distance converges to
a specific value.
5D. Time scaling behavior of Cryptocurrency
market
We have argued so far that cryptocurrency market also
have non-Gaussian features as observed in other financial
markets. This subsection focuses on analyzing cryptocur-
rency returns with different time scales.
In Mandelbrot’s pioneering investment of cotton prices
[2], he observed that in addition to being non-Gaussian,
the return shows another endogenous interest— the in-
variant property of time scaling, which means that the
return distribution for every various time interval ∆t po-
tentially show a similar class of functions conforming to
the stable distribution. Mandelbrot has thus proposed
that ∆t ranging from 1 day up to 1 month shows con-
sistent forms with a stable distribution. Gopikrishnan et
al [30] also studied another asset of the S&P 500 index,
showing that the distribution for ∆t smaller than 4 days
have consistent forms as well. This behavior is certainly
well known as the Generalized Central Limit Theorem
(GCLT), and hence the idea of exploring the scaling be-
havior is natural and important when modeling data with
stable distributions.
One crucial point of issue is that model based on sta-
ble distribution describes scaling properties with infinite
variance. This contradicts the fact that return variance
for empirical observations turn out to be finite [31]. In
the classic study of Mandelbrot [5], stable distribution
appears to fit the empirical return distribution well in
the central part while in the far tail it seems to overesti-
mate for the sake of its infinite variance. Strictly speak-
ing, its tails are fatter than those of the empirical return
distribution. What is more, financial asset return tends
to have tails less fatter than when analyzed by longer
timescales. This is because finite empirical observations
does not hold the scaling property for long timescales
but converges to a Gaussian distribution by the Central
Limit Theorem (CLT).
To overcome these issues, Mantegna et al. was the first
to propose the Truncated Le´vy Distribution (TLD) [32].
The central part of the TLD is consistent with the Le´vy
stable distribution, but its far tail has a discrete cutoff.
Koponen improved the TLD by introducing a smooth ex-
ponential cutoff to make it possible to derive an analytic
expression for characteristic function and easier compu-
tation simulations [33]. For both cases, far tails have a
faster decay compared to the stable power laws. This
assures the variance to be finite and fortunately, more
or less preserves the stable properties. This development
can be explained when we consider the sums of inde-
pendent and identically random variables following the
TLD, known as the Truncated Le´vy Flight (TLF). Since
the variance is finite but most of the distribution is like
a stable distribution, the TLF properly converges slowly
to the Gaussian distribution [32, 33]. For relatively short
timescales, however, the influence of the truncated tails
are too slight to affect the stochastic process for the CLT
to be applied. It does not converge to the expected Gaus-
sian distribution, but still under the GCLT.
Therefore, as long as the stable regime holds, the TLF
can approximately be expressed as the stable distribu-
tion. Once the process reaches the crossover, it starts to
go towards the Gaussian behavior. Overall, stable pro-
cesses taking TLD and TFL into account provides two
forms of distributions in terms of time scaling: stable
regime and Gaussian regime.
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FIG. 3: (a) shows the value of the tail index parameter α
for different time intervals ∆t. While the stable regime
holds for intervals ranging from 15 minutes to 4 hours
(15 min ≤ ∆t ≤ 4 h; range in pink), for longer intervals,
α tends to increase towards α = 2: the Gaussian regime.
The crossover seems to take a slightly different value de-
pending on the choice of cryptocurrency. (b) shows the
value of distance function defined in the previous subsec-
tion for different time intervals ∆t. Since smaller values
of distance achieves a better fit, the suitable range is at
least longer than 30 minutes (30 min ≤ ∆t; range in yel-
low). For a range of intervals shorter than 30 minutes
(∆t < 30 min), the distance value increases consider-
ably as the interval becomes shorter; this contradicts the
idea that the value should decrease (distance error should
also decrease) as the interval becomes shorter with larger
number of data.
Figure 3 shows the results necessary to discuss whether
cryptocurrencies follow the stable distribution. We an-
alyze behaviors for different time intervals: 5 minutes,
615 minutes, 30 minutes, 1 hour, 2 hours, 4 hours, 8
hours, and 1 day. The number of data is inversely pro-
portional to the interval : 210240, 70080, 35040, 17520,
8759, 4379, 2190, 729 respectively. Fluctuations of α for
different time scaling is displayed in (a) for discovering
the correspondence between the empirical behavior and
the theoretical background of the GCLT. The results im-
ply that stable distribution does not show a good fit for
∆t larger than 4 hours; where the GCLT is not effec-
tive and the stable regime does not hold. In addition,
numerical approaches are explored in (b) to reinforce
the discussions for appropriate analysis conditions. The
results show that for ∆t shorter than 30 minutes, the
distance value becomes too large; it should have values
close to 10−4, considering the distance error that derives
from the number of sample size. Furthermore, when data
frequency becomes high, in other words, when we have
more abundant data available, distance value tends to in-
crease; which strengthens the argument that stable dis-
tribution model does not perform well with ∆t shorter
than 30 minutes. Therefore, stable distribution model
with 30 min ≤ ∆t ≤ 4 h seems to be an agreement for
analyzing cryptocurrency markets. In that range, return
distributions will show a good fit that satisfies the stable
process with small distance values.
IV. CONCLUSION
This paper has examined the behaviors of tempestu-
ous price fluctuations in cryptocurrency markets and
its validity by applying the Le´vy’s stable distribution.
Similar to other financial asset returns, our results have
shown that the distribution of cryptocurrency price
returns follow a fat-tailed Le´vy’s stable distribution.
We have further demonstrated that the validity of the
model can effectively be discussed from an approach
focused on the CF. This makes it possible to evaluate
a distance between Le´vy stable distribution models and
empirical distributions obtained from data, in order to
avoid the analytical flaws. In the case of this study, our
assessment has confirmed that not all ranges of time
scaling are acceptable for the model. Moreover, the
theoretical issues of finite volatile properties observed in
the market can be overcomed by taking TLD and TFL
into account. This provides a crossover of time scaling
where the stable regime converts to a Gaussian regime.
The combination of these approaches help to understand
the properties of asset fluctuations, and identify an
appropriate range of time scaling for modeling with
Le´vy stable distribution in a more strict sense. In
particular, 30 min ≤ ∆t ≤ 4 h is concluded to be a
suitable range of intervals for cryptocurrency markets,
where both quantitative and theoretic properties are
consistent with the acceptable range. This idea can be
developed to create some kind of bench mark for risk
management and portfolio theories.
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Appendix A: Parameter Estimation Methods of
Stable Laws
The method proposed by Koutrovelis [25] is one simple
approach to estimate parameters parameters with high
accuracy, however, it lacks the procedure of standardiza-
tion. The method also needs different values of Optimum
Number of Points for different estimated α, which is un-
suitable for applications of α. The method is slightly
modified shown as below.
When analyzing data, it is common to assume the data
are ergodic [34]. If Xn(n = 1, 2, . . .) are ergodic for the
measure ρ(x)dx in space M , the following equation holds
[35]:
lim
N→∞
1
N
N∑
n=1
eikXn =
∫
M
eikxρ(x)dx
This equation indicates that we can calculate the em-
pirical CF φˆ(k) for a large number of data set Xn(n =
1, 2, . . .) as
φˆ(k) = lim
N→∞
1
N
N∑
n=1
eikXn . (A1)
Since the CF φ(k) of the Le´vy stable distribution for
α 6= 1 and k > 0 can be written as
φ(k) = exp
[
iδk − (γk)α
{
1− iβ tan
(piα
2
)}]
, (A2)
we obtain the following equations for the empirical CF,
log(− log |φˆ(k)|) = αˆ log k + αˆ log γˆ, (A3)
1
k
arctan
{
φˆI(k)
φˆR(k)
}
= βˆγˆαˆ tan
(
piαˆ
2
)
kαˆ−1 + δˆ. (A4)
Here, φˆR(k) is the real part, and φˆI(k) is the imagi-
nary part of the empirical CF. With y := log(− log |φˆ(k)|)
and x := log k, the linear regression of equation (A3)
gives the estimators αˆ and γˆ. Then, with the ob-
tained estimators αˆ, γˆ, y = (1/k) arctan{φˆI(k)/φˆR(k)}
and x = γˆαˆ tan(piαˆ/2)kαˆ−1, the linear regression of equa-
tion (A4) gives the estimators βˆ and δˆ. Note that k → 0
for CF corresponds to x → ∞ for the PDF. Since the
characteristics of α appears in the tail portion of the
PDF, the range for regression is k = [0.2, 1.0] with bins
of 0.01.
Standardization is an important process for estimation,
since it is tough to estimate the parameters accurately
when the scale and the location parameters (γ, δ) are far
from the standardized (1, 0). The procedure is supported
by the property of Le´vy stable distribution shown as be-
low:
7When the random variables are X
d
= S(α, β, 1, 0), the
transformed variables Y with γ′ > 0 and δ′ ∈ (−∞,∞)
Y := γ′X + δ′
also satisfy X
d
= S(α, β, γ′, δ′). According to this prop-
erty, the process for standardization can be obtained. Af-
ter the estimation of γˆ from equation (A3), rescale X by
X :=
X
γˆ
,
until 1−  < γˆ < 1 +  is satisfied. Next, estimate δˆ from
equation (A4) and relocate X by
X := X − δˆ,
until − < δˆ <  is satisfied.
When it is obvious that the results show α > 1, the
mean of the Le´vy’s stable distribution turns equal to the
location parameter. So, in this case it is also possible to
estimate δˆ more simply by
δˆ =
1
n
n∑
i=1
Xi.
Appendix B: Stable Simulations
There are several algorithms to generate the sequence
of Le´vy’s stable distribution, such as the classical method
by Chambers [36] and the method based on the super-
position of chaotic processes by Umeno [37]. Weron [38]
has made a few corrections to the Chamber’s algorithm
with the fastest in calculation, which provides a simple
algorithm shown as the following:
Generate a random variable V uniformly distributed
on (−pi2 , pi2 ) and an independent exponential random vari-
able W with mean 1.
(a) if α 6= 1, calculate
X = Sα,β × sin (α(V +Bα,β))
(cos(V ))
1
α
×
(
cos (V − α(V +Bα,β))
W
) 1−α
α
,
where
Bα,β =
arctan(β tan piα2 )
α
,
Sα,β =
(
1 + β2 tan2
piα
2
) 1
2α
.
(b) if α = 1, calculate
X =
2
pi
[(pi
2
+ βV
)
tanV − β log
( pi
2W cosV
pi
2 + βV
)]
.
By generating W and V a sufficient number of times, the
formula allows to construct a standardized Le´vy stable
random variable X
d
= S(α, β, 1, 0) for α ∈ (0, 1] and β ∈
[−1, 1].
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