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Abstract
The doping of organic semiconducting polymers was examined by studying
the molecular vibrations through a combination of experimental spectroscopy
techniques and the application of density functional theory (DFT) theoretical tools
and the amplitude mode (AM) model. The IR spectra of the conjugated polymers
P3HT, PFO and PCPDTBT were experimentally investigated. Particular focus
was applied to PCPDTBT, where the effects of dopant electronegativity, dopant
solvent choice and doping method were pursued. Doping induced vibrational
modes in PCPDTBT were observed to have similar intensities to polaron absorp-
tion bands in the system. Comparisons to DFT calculations showed that these
unusual intensity trends are the result of the molecular vibrations corresponding
to the intense modes causing polaron displacement along the polymer backbone.
Finally, a novel solution of the AM model was applied to the experimentally stud-
ied systems. The results of this suggest that PCPDTBT has the potential for higher
carrier mobilities then P3HT.
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Traditionally, electronic devices have been manufactured using inorganic semi-
conductors [1, 2, 3]. While these can be reliably mass produced they are also
expensive and time consuming to process [1, 2, 3]. As a result, organic semicon-
ductors have gained popularity in electronic devices in recent years, particularly
of note by the public exposure in Organic Light Emitting Diodes (OLED) screens
such as in the Samsung Galaxy series phone [4, 5, 6].
This has been a result of an attractive set of properties that organic semi-
conductors bring to the table [7]. Unlike their inorganic counterparts, organic
semiconductors can be processed from solution, making them faster to process as
well as potentially printable [8]. In addition, the possibilities offered by organic
chemistry makes it possible to produce organic semiconductors with exciting new
properties. The properties of organic semiconductors can be altered through the
addition of side chains, allowing properties such as the optical band gap or rigid-
ity of the semiconductor to be altered. In the case of the optical band gap this
allows the colour of the OLED to be “tuned”, by just changing a few atoms in a
molecular structure, rather then changing the entire semiconductor as is required
in inorganic semiconductors. In addition, the ability to alter the rigidity of the
polymer lends itself to the possibility of flexible, wearable electronics, some of
which have appeared on the market [9]. Further applications of organic semicon-
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ductors printed solar cells have also been applied, which have the advantage of
being fast and cheap to produce in a “roll-to-roll” fasion, such as at the African
Union Building where an array of 445 flexible, transparent organic solar modules
have been incorporated in to the ceiling by BELECTRIC OPV GmbH [10].
As the range of applications for organic semiconductors continues to increase,
the charge carrier transport characteristics of organic semiconductors, which are
generally lower than in inorganic semiconductors, will have to improve to meet
the requirements of new device applications [1, 7]. The conductivity of semicon-
ductors can be improved through doping, which is common practice in inorganic
semiconductors [2, 3, 4, 5, 11].
The first example of such doping in organic semiconductors occurred in 1963,
when D.A. Weiss and coworkers published a series of three papers describing
the effect of doping polypyrrole with iodine as well as outlining how conducting
polymers could be synthesised [12]. However, the work was abandoned as the
polymers could not be applied to desalination, the area in which Weiss was in-
terested [12]. There had been an increase in interest in the potentially conductive
properties of polymers in the years directly prior to this discovery, during which
time over one hundred polymers were measured to have conductive properties
[13, 14]. However, while the study of organic semiconducting polymers was at
the time believed to be a “field rich in potential” the lack of discovery of dop-
ing methods and the therefore low conductivities measured made it questionable
whether such materials would ever be commercially viable for use in transistors
[13, 14]. Prior to the discovery of doped polypyrrole, the majority of research
in to organic semiconducting molecules focused on Napthalene and Anthracene
[13, 14].
Following the discovery of doping, the focus of polymer research shifted. Or-
ganic semiconductor research in the seventies focused on the study of p-type and
n-type doping of conjugated polymers, with the now famous discovery of highly
conducting polyacetylene doped with halogen vapour in 1977, where the doping
process resulted in a 109 times increase in film conductivity [15, 2, 16, 17]. Unlike
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D.A. Weiss’s at the time little publisized discovery, the doping of polyacetylene
was widely recognised and led to decades of further study of doped organic semi-
conductors [2, 15, 16]. For this, and their future work on the subject, Shirakawa,
MacDiarmid and Heeger were eventually awarded the Nobel prize for Chemistry
in 2000 for “the discovery and development of electrically conductive polymers”
[2, 15].
As research in to the subject continued the range of doped polymer materi-
als studied expanded across a large number of other polymers, although trans-
polyactylene remained one of the most studied organic semiconducting polymers
[16]. Towards the end of the 70s a breakthrough in the understanding of the dop-
ing of organic semiconductors occurred when Su, Schrieffer and Heeger published
their SSH Hamiltonian [16, 18, 19]. This Hamiltonian was used to describe the
origin of solitons, polarons and bipolarons which had been observed in semi-
conducting polymers. Further, these authors in combination with Rice used this
Hamiltonian to create a model describing how charge may move through trans-
polyacetylene [16, 18, 20, 21].
As the field moved in to the 1980s, the focus of study shifted from increasing
conductivities through simply p-type and n-type doping to the synthesis of new
conjugated polymers with improved properties, such as solubility and stability
[16]. The solubility of polymers, which facilitates easy processing of such mate-
rials, was found to be improved through the addition of solubilizing side chains
[16, 22]. This was initially demonstrated by Schlu¨ter, Wegner, Rehahn and Feast
who first synthesized soluble poly(2,5-dialkyl-1,4-phenylene) by adding two side
chains to the polymers benzene ring [16, 22]. The focus of polymer synthesis
also revealed some of the polymer structure and film characteristics which effect
the properties of these organic semiconductor systems. It was found that many
of these variables could be influenced during the polymer synthesis process in-
cluding, among many others, molecular weight, chain backbone twisting altering
conjugation and chain packing in films [16, 23, 24, 25].
This furthered understanding of factors affecting organic semiconducting poly-
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mers electronic properties led to the emergence of devices based on these mate-
rials during the 1990s [16]. The possibility of electro-optic devices was opened
in 1990 with the first published incidence of electroluminesence in polymers was
reported for poly(para-phenylene vinylene) [16, 26]. This led to the develop-
ment of efficient organic light-emitting diodes (OLEDs) during this decade which
cover the entirety of the ultraviolet to visible frequency range [27, 28, 29, 30, 31,
32]. Further to this, organic polymer based solid-state lasers, photodiodes, light-
electrochemical cells and photovoltaic cells were also created during this time
period [33, 34, 35, 36, 37, 38, 39, 40].
Organic semiconducting polymer device and material research has continued
through the 21st century. The continued expansion of the field has led to further
device developments. This includes the creation of organic field-effect transi-
tors (OFETs) with performance capabilities comparable to silicon based devices
[41, 42, 43]. During this time period, interest in organic semiconductor research
increased dramatically, largely due to initiatives to increase the viability and use
of renewable energy sources such as solar power [44]. Combined with the attrac-
tive properties of organic semiconductors, such as the potential for cheap, printed,
flexible electronic devices which can be fabricated over a large area including
solar panels, the field has attracted large amount of funding and international re-
search drives to further the understanding of these materials [45, 46, 47, 48, 49].
This is because, despite many successful commercial applications, organic
semiconductors are still not fully understood. There is, as of yet, no unifying
explanation of the underlying processes of these systems and many factors are
still uncertain, in particular with regard to the doping process [50]. There is an
accepted explanation for how doping occurs in organic semiconductors, which
is presented in chapter two of this text, however this simplified picture does not
provide adequate explanation for many published experimental observations [50].
Despite doping in organic molecules and polymers both being described by this
model, characteristics of these systems react very different to each other when
doped even if the dopant is kept constant [50]. There are also multiple instances
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of observations of doping in both of these types of materials which are not ex-
plained by the currently presented image of doping [50]. For example, it has been
reported that when P3HT is doped with F4-TCNQ only 5% of dopant molecules
actually contribute mobile holes to the polymer chain and discrepancies are ob-
served between pristine, weakly doped and strongly doped polymer film struc-
tures [51, 52, 53]. This affects applications of organic semiconductors, making
it more difficult to devise new organic semiconductor based devices with doping
concentrations currently used in commercial devices far larger then observed in
both currently research literature and inorganic devices [50].
The research detailed in this thesis was conducted as part of the EXTended
Model of Organic Semiconductors (EXTMOS) project funded by the EU HORI-
ZON 2020 program, which aims to develop methods to theoretically predict which
organic semiconductor material is best suited for a given device [45]. As part of
this the doping process required further study. The research and results of this
PhD project is detailed over eight chapters. Following this introductory chapter,
chapter two covers the background theory relevant to the topics discussed. Chap-
ter three details the experimental and computational methods used. Experimental
methods used focused on sample preparation and optical methods of analyzing
these samples. Computational methods include a combination of spectral data
analysis techniques and methods of applying to AM model. The following three
chapters are results and discussion chapters. Chapter four starts presenting the re-
sults of this project with a study of spectra of molecularly doped polymer systems
and the effects of altering variables of the doping process. Chapter five investi-
gates the effect of vibrational modes of these doped polymers on polarons as a
part of a group collaboration. Following this chapter six expands the analysis of
the D-A copolymer studied in chapter five, here further expanding on the analysis
of the systems vibrational modes. This was conducted through a novel expression






Organic semiconductors are polymers or small molecules made up of hydrocar-
bons, which exhibit semiconducting properties [1, 2, 6, 7, 54]. Polymers are much
larger than small molecules, consisting of repeating structural units to form long
molecular chains. Small molecules are processed as thin films via evaporation
methods, while polymers, due to their size, are typically processed using wet
chemical deposition methods. The long chains allow for efficient charge transport
along the polymer backbone compared to when charge moves between semicon-
ductors chains or small molecules. This is due to the van der Waals forces binding
polymer chains or small molecules together, which result in weaker electronic
coupling than present between the covalent bonds which held together atoms in
the molecule. However, the number of repeat units in a polymer system can vary,
resulting in difficulties reproducing results due to variability.
A semiconducting polymer’s conductive properties arise from the conjugated
structure of the material [2, 3, 6, 7, 54, 55, 56]. Organic semiconductors consist
of elements joined together through covalent bonding, a type of bonding whereby
electrons are shared between atoms. In many organic semiconductors these bonds
alternate between single and double, forming a conjugated structure. In order to
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understand why such a structure is useful in forming a semiconducting material
it is necessary to consider the shape of the electron orbitals which form in such a
structure.
Two types of orbitals are present around an atom of the sizes in the semi-
conductors studied here: “s” orbitals and “p” orbitals [7, 54, 55]. An s-orbital
has a symmetrical, spherical shape and, like all the orbitals discussed here, has
a maximum occupancy of two electrons, where the electrons must have opposite
spin as a result of the Pauli exclusion principle. The p-orbitals come in sets of
three and are dumbbell shaped, with each p orbital containing a directional com-
ponent perpendicular to all other p-orbitals in a given shell. Carbon, which is the
primary building block of all organic semiconductors, contains six valence elec-
trons arranged in a 1s22s22p1x2p
1
y configuration. When atoms bond covalently,
orbitals merge to hybrid orbitals, which are shaped such that electrons in the hy-
brid orbital are shared between the two bonded atoms. If two s-orbitals merge, as
occurs in a carbon-carbon single bond, this forms a σ-orbital which has an ellip-
tical shape stretched across the two bonded atoms. In a double bond, in addition
to a σ-orbital, a pi-orbital is also formed by the hybridization or two p-orbitals.
A pi-orbital is shaped as two elliptical orbits adjacent to the two atoms with the
longest axis of the ellipse parallel to the plane of the two nuclei. However, as
carbon has four valence electrons, each carbon atoms forms a further two bonds
in addition to the carbon-carbon double bond or three further bonds in the case of
a single carbon-carbon bond.
In conjugated structures, such as formed here, the alternation of single and
double bonds causes a structural distortion due to the difference in the bond
lengths [55]. This structural distortion causes a Peierls instability, opening an
energy gap at the Fermi level, which is what renders the organic material a semi-
conductor [57]. In terms of electronic structure, the highest occupied molecular
orbit (HOMO) is formed by the occupied pi-orbitals, which the lowest unoccupied
molecular orbit (LUMO) is formed by the pi∗-orbitals. As a result any charge
carriers added to the semiconductor, such as through doping, are added to the pi∗
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bonds.
2.2 Doping organic semiconductors
Organic semiconductors have a much lower charge carrier mobility, resulting in
a lower conductivity, than observed in inorganic semiconductors [1, 2, 3, 7, 50,
55]. This can be improved by doping the semiconductors, which can increase the
conductivity by several orders of magnitude [4, 5, 11]. Dopants are used to add
charge carriers by either donating electrons to the Lowest Unoccupied Molecular
Orbit (LUMO), such as in the case of n-type doping, or extracting electrons from
the Highest Occupied Molecular Orbit to create holes, such as in the case of p-type
doping. This doping process is though to occur in two steps. The dopant is first
ionized by transferring either an electron or hold to the semiconductor, depending
whether the dopant is a n-type or p-type dopant respectively. The transferred
electron or hole then dissociates from the hole or electron remaining on the dopant
depending on the strength of the Coulomb interaction.
As a result for p-type doping it is necessary for the LUMO of the dopant to
be lower than the HOMO of the semiconductor system in order for doping to be
possible [3, 4, 5, 7, 55]. Similarly, for n-type doping the HOMO of the dopant
must be higher in energy than the LUMO of the semiconductor. For this reason,
the research detailed here, which focuses on p-type doping, uses F4-TCNQ and
F6-TCNNQ dopants, which utilize fluorine to achieve a low LUMO because it
is the most electronegative element in the periodic table. This electronegativity
gives these dopants a suitably low LUMO to successfully dope the semiconductor
systems studied here, as demonstrated in figure 2.1.
The doping process described above is a simplified picture of doping in or-
ganic semiconductors, with a complete picture of the doping process not yet
realized despite much discussion [50]. Many factors have been found to influ-
ence doping and doping efficiency, even between identical dopant concentrations.
These factors include, but are not limited to, solvent choice, spin coating parame-
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Figure 2.1: The HOMO and LUMO levels of the dopant and organic semiconduc-
tors used in the research presented here [58, 59].
ters and film order. This indicates that such factors, as well as how and why they
affect doping efficiency, must be taken into account for a complete description
of doping to be possible. This would also improve devices built using organic
semiconductors as an improved understanding of how various factors affect dop-
ing efficiency would both reduce the failure rate during device development and
allow lower concentrations of dopant materials to be used. Given that high doping
concentrations have been found to compromise the structural quality of the or-
ganic semiconductor, this would aid device production [50, 60, 61]. Further, given
the variability of doped organic semiconductors without a better understanding or
doping and the resultant lack of reputability, a better understanding of doping
would allow device properties to be more predictable.
For example, the effect of doping method has been previously shown to have
a dramatic effect on sample film quality [61]. Samples of each pristine, solution
doped and layer doped P3HT were studied to analyse the effects of the different
15
Figure 2.2: Color optical micrographs of films of solution doped, layer doped and
pristine P3HT, taken at two different length scales. The solution doped samples,
shown in the left region of the image marked “Blend-Cast”, shows a sample of
P3HT doped in solution with a 30% doping concentration of F4-TCNQ. The layer
doped sample, shown in the center of the image and marked “SqP”, is made of a
layer of each P3HT and 5mg/ml F4-TCNQ. Finally, a sample of pristine undoped
P3HT spun from a 20mg/ml solution is shown on the right, marked as “Pure”.
The image is taken directly from source [61].
doping regimes on film quality and conductivity properties [61]. Color optical
micrographs of these samples are shown in figure 2.2 [61]. The figure shows layer
doped samples have near identical morphologies to the pristine polymer films,
though with a colour change resulting from the incorporation of dopant molecules
[61]. By comparison, the films of solution doped P3HT are observed to be much
more nonuniform as well as containing combination of regions of highly doped
polymer agglomerates and bare regions [61].
Further, it is known that not all charge carriers added to the polymer chain
by the doping process contribute to the conductivity of the material [62]. This is
due to a proportion of charge carriers added via doping being bound rather then
mobile [62]. A correlation has been previously observed between the number of
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mobile charge carriers in P3HT, studied in this research, and both the degree of
order and crystallinity of P3HT [62, 63]. Meanwhile, the presence of defects in
P3HT is known to increase the number of bound charge carriers, decreasing the
system carrier mobility as a result [62]. Effects of this have been reported to be
observable in the UV-visible-near-infrared wavelength range [62, 63]. Explicitly,
mobile charge carriers have been shown to increase the intensities of both infrared
active vibrational modes and polaron bands [63]. It is therefore expected that
the number of mobile charge carriers, and therefore the carrier mobility, in an
organic semiconductor system will increase with film order, cyrstallinity and lack
of defects [62]. Therefore any sample variables improving these qualities can
be reasonably expected to improve the conduction properties of a given organic
semiconductor material.
Figure 2.3: Comparison of conductivities of P3HT doped via two different meth-
ods. The variation of P3HT solution doped with F4-TCNQ is shown in panel (a),
with the data plotted taken from source [64]. Meanwhile, the conductivity varia-
tion of layer doped samples of the same system are shown in panel (b). The figure
is taken directly from source [61].
These discussed differences in films morphology are shown to have significant
impact on polymer conductivities and trends [61]. This variation of conductivity
with doping concentration in each of these doping regimes is shown in figure 2.3
[61]. In solution doped P3HT samples, the conductivity increases unevenly with
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dopant concentration, before decreasing dramatically at high doping concentra-
tion [61]. By comparison, layer doped films of the same system exhibit steadily
increasing conductivity values with molar doping concentration, which begin to
tail off at higher conductivities then seen in solution doped samples [61].
2.3 Infrared spectroscopy of organic semiconductors
Infrared (IR) spectroscopy is used to study the structure of materials [3, 65, 66].
This is achieved by passing light of a range of different IR frequencies through
the sample and measuring the amount of light transmitted for each of these fre-
quencies, as detailed in chapter 3. At certain frequencies IR light is absorbed by
the material as a result of vibrational modes, antiresonances, polarons or bipo-
larons, depending where in the spectrum the absorption occurs and the line shape
observed.
2.3.1 Vibrational modes
Two bonded atoms can be modelled by the harmonic approximation as two masses,
mA and mB, connected by a spring with spring constant k indicating the bond
strength [57, 55, 65]. Hooke’s law gives the force F of such an oscillating system
to be given by
F = −kx (2.1)
where x is the displacement of the atoms, which for simple harmonic motion is
given by
x = Asin(2pivt) (2.2)
with oscillation amplitude, A, frequency, v, and time, t [57, 55, 65]. For a spring,









Figure 2.4: A visualization of the different types of stretching and bending vi-
brations which can be present in a molecule. The figure uses a generic molecule
example for the purposes of explanation.
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An oscillating system described by these equations will therefore move with a
given frequency, v, with an associated energy, E [57, 55, 65]. The energy at









kx2ψ = Eψ (2.5)





where n is an integer, h is Planck’s constant and v is the vibrational frequency of
the oscillating bonded atoms [57, 55, 65]. From this equation is it clear that the
oscillating atoms can be expected to absorb incident photons when the photons
have frequency v, where typical frequencies for most common chemical bonds
have energies corresponding to photoms in the IR [57, 55, 65]. The magnitude by
which this increases the oscillations of the atoms is dependent on the size of the
dipole between those atoms [57, 55, 65]. If there is no dipole moment that changes
in magnitude with the oscillation then the vibration is IR inactive [57, 55, 65].
However, the above description is a simple model, which assumes only two
bonded atoms with a single stretching vibration [57, 55, 65]. The polymer sys-
tems studied here contain many bonded atoms, resulting in a greater number of
different potential IR active vibrations [57, 55, 65]. A molecule with n atoms has
3n degrees of freedom, with 3n− 6 of the degrees of freedom being vibrationally
based in a nonlinear molecule [57, 55, 65]. Vibrational modes can be the result
of variation of either bond length or bond angle, known as stretching and bending
vibrations respectively [57, 55, 65]. Stretching modes can be symmetric or asym-
metric, while bending vibrations are made up of scissoring, wagging, twisting and
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rocking types [57, 55, 65]. Visualizations of each of these movements are shown
in figure 2.4. Whether a vibration is IR active is dependent on the symmetries of
the molecule [57, 55, 65]. The intensity of IR active modes is dependent on both
the number of vibrating bonds and the magnitude of the dipole moment of each
bond [57, 55, 65].
In addition to the oscillations of individual bonds, vibrations can be coupled
[57, 55, 65]. This results in more then one bond oscillating at a given frequency
[57, 55, 65]. This is particularly observed in the skeleton of the molecule, com-
monly found in certain bond vibrations such as carbon carbon stretching and car-
bon hydrogen rocking and wagging motions [57, 55, 65]. Therefore these motions
are classified as modes of vibration [57, 55, 65].
2.3.2 Su-Schriefer-Heeger (SSH) model
Su, Schreiffer and Heeger developed the SSH model to describe the electronic
structure of pi-conjugated polymer systems [19, 57, 55]. The model has become
a well established description of these polymer systems and formed the basis of
many other theoretical models, including the Amplitude Mode (AM) model used
in this project [19, 57, 55].
Central to this model is a Hamiltonian describing the motion of atoms in con-
jugated polymer structures [19, 57, 55]. In order to build this Hamiltonian model
some assumptions about the polymer systems must first be made. The model con-
siders only the conjugated polymer backbone, with any side groups described by
the same coordinate as the backbone atom to which they are bonded [19]. For ex-
ample, in polyacetylene each C-H group is described by a single coordinate [19].
The difference between the chemical structure and how the structure is viewed in
the SSH model is depicted in figure 2.5. Further the pi electronic structure along
the backbone is treated in the tight-binding approximation, with a hopping inte-
gral t0 [19, 57, 55]. Treating the backbone of carbon atoms as being coupling to
the local electron density through the lengths of the chemical bonds expands this
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Figure 2.5: Images showing the structure of polyacetylene. Panel (a) shows the
chemical structure of polyacetylene. Panel (b) shows the same structure as treated
in the SSH model, with carbon atoms labelled according to the coordinate system
used within the model.
hopping integral to tn+1,n, given by
tn+1,n = t0 − α(un+1 − un) (2.7)
where t0 is the previously described hopping integral for the non-dimerized chain,
α the electron-phonon (e-p) coupling constant and un and un+1 the coordinates of
the nth and neighbouring (n+1)th carbon atom in the backbone chain [19, 57, 55].
Finally interchain and electron-electron (e-e) coupling is neglected [19, 57, 55].
These assumptions give the Hamiltonian describing the movement of atoms in
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(un+1 − un)2 (2.8)
where pn is the nuclear momentum, un is the displacement from equilibrium of
the nth carbon atom, m is the carbon mass, k the effective spring constant, c+ the
Fermion creation operator, c the Fermion annihilation operator, n the site and σ
the spin [19, 57, 55].
2.3.3 Solitons, Polarons and Bipolarons
The SSH Hamiltonian, outlined in equation 2.8, predicts that any photoexcitation
across the pi-pi∗ gap would produce lattice distortions in the polymer chain as a
result of electron-phonon (e-p) coupling [57, 55]. These are solitons, polarons and
bipolarons depending on the exact nature of the photoexcitation.
Solitons are the result of defects in the conjugation of the polymer chain, such
as dangling bonds, leaving an unbound electron or hole [55]. This results in struc-
tural relaxation around the defect, opening a mid-gap state known as a Singly
Occupied Molecular Orbital (SOMO), which allows soliton transitions to occur.
There are three type of soliton, each with different associated transitions as de-
picted in figure 2.6 [55].
Neutral solitons, δS0, are the result of physical defects within the conjugated
polymer chain structure as a result of synthesis of the polymer [57, 55]. These
consist of an unbound electron on the chain site occupied by a positively charged
ion [57, 55]. The result is a soliton with spin 1
2
and little structural distortion
effects, opening a SOMO level close to the HOMO [57, 55].
However, charged solitons, δS+ and δS−, are spinless and always cause struc-
tural distortion as a result of the charge associated with them [57, 55]. These
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Figure 2.6: A diagram of the three different types of possible soliton transitions:
neutral soliton transitions δS0, positively charged soliton transitions δS+ and neg-
atively charged solition transitions δS−. There are four SOMO states between the
HOMO and LUMO which can be occupied: the negatively charged soliton state,
the negatively charged soliton relaxed state, the positively charged soliton relaxed
state and the neutral soliton ground state, which doubles as the positively soliton
state.
solitons can be created as a result of doping, photogeneration or charge injection
[57, 55]. The positively charged soliton is the result of the removal of the unbound
electron from a neutral soliton, such as in p-type doping, leaving an ionized chain
site [57, 55]. Finally, negatively charged solitons can be formed by adding a sec-
ond electron to a neutral soliton. This opens a SOMO level between the mid gap
energy and LUMO [57, 55]. Following the creation of the new SOMO levels for
the charged solitons, the added charge to the polymer structure results in relax-
ation of the polymer chain, causing the energy levels of both soliton SOMOs to
shift towards the mid gap energy state [57, 55]. A diagram depicting these transi-
tions is shown in figure 2.6.
When photoexcited, these solitons produce long lived optical transitions in the
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Figure 2.7: A diagram of the three possible polaron transitions. These transistions
involve an excitation from the HOMO to the SOMO P1, from the SOMO to the
LUMO P2, or from the HOMO directly to the LUMO P3.
IR to visible range [55]. Neutral solitons can either transition from the HOMO
state to the negative soliton unrelaxed SOMO state or else from the neutral soliton
SOMO to the LUMO [55]. Meanwhile, negatively charged solitons can transition
from the relaxed negative SOMO to the LUMO level, while positively charged
solitons transition from the HOMO to the relaxed positive SOMO [55].
In conjugated polymers with a non-degenerate ground state, such as those dis-
cussed in this report, solitons combine in pairs to form polarons and bipolarons as
the primary charge excitation as predicted by the SSH Hamiltonian [55]. This is
a result of the structure of non-degenerate polymers [55]. Non degenerate poly-
mers only have one possible structural configuration, while degenerate have two
possible forms, each with identical chemical structures, due to symmetry in the
structure [55]. In degenerate polymers, the position of the soliton does not effect
the energy [55]. However, in non-degenerate polymers solitons split the polymer
chain into high and low energy regions [55]. In order to stabilize this, the poly-
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mer chain pushes the soliton defects together to form polarons, which allows the
polymer chain to relax into the lower energy state [55].
Polarons have three possible transitions, as depicted in figure 2.7 [55, 67].
They can transition from the HOMO to the SOMO level, from the SOMO to the
LUMO or a direct transition from the HOMO to the LUMO [55, 67]. This fi-
nal transition theoretically vanishes in the dipole approximation, however, exper-
imentally extremely weak transitions of this polaron are possible in long polymer
chains due to the Huckel approximation, which does not allow two polarons com-
ing together at the same position on the same chain to form a bipolaron [55, 67].
As a result, polarons are characterized by the first two described transitions, as
these are the strongest and most commonly and readily observed [55, 67].
As a non-degenerate conjugated polymer is doped, the number of polarons
increases and so the intensity of polaron bands is also expected to increase [55].
When multiple polarons are present in a polymer system these polarons can inter-
act and combine in a variety of ways, with how the polarons combine dependent
on whether the multiple polarons are on different polymer backbones or on the
same chain but different repeat units [55].
In polymers with long side chains, called lamellae, the increased interchain
interaction caused by the lamellae can cause polarons to delocalize on to adja-
cent chains resulting in 2D electronic properties [67]. This can be observed in
the red shift of the polaron absorption band, which can be used to measure the
interchain interaction coupling [67]. Experimentally, the mean position of these
polaron bands has been found to shift with film order and polymer conjugation
length, which would also increase interchain interaction, with higher film order
and longer conjugation length also resulting in red shift [55, 68, 71]. This rela-
tionship between polymer conjugation length and polaron position is shown in fig-
ure 2.8, which shows the polaron peak positions for multiple polymers of known
lengths [71]. The figure shows a clear linearly increasing relationship [71].
At higher doping concentrations, polarons on the same chain can combine to
form a bipolaron with transitions from the HOMO to LUMO or LUMO+1 levels
26
Figure 2.8: A plot of the variation of peak photon energy of the P1 polaron for
oligomers of known length of several polymer systems. Different polymers sys-
tems are denoted individual by markers detailed in the legend. The figure is taken
directly from source [71].
[55]. Polarons on different chains can couple to form an extrinsic bipolarons
known as a pi-dimer [69]. Bipolarons can form, despite the Coulomb repulsion
between the two polarons, as the bipolaron has a lower ionization energy making
it more thermodynamically stable [69]. These polarons and bipolarons also have
an associated structural deformation, as shown in figure 2.9.
2.3.4 Antiresonances
When both polaron bands and infrared active vibrational (IRAV) modes are over-
lapping in the semiconductor’s IR spectra, antiresonance peaks can often be ob-
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Figure 2.9: A representation of the structural deformation resultant of polarons
and bipolarons in organic semiconductors caused by doping. This is shown for
polythiophene doped with PEDOT. The figure has been taken directly from source
[70].
served [55]. Antiresonance peaks are inverted peaks with a sharp shape and po-
sitions close to the IR and Raman active modes, resulting in e-p interaction [67].
Due to this overlap, antiresonance modes can be described as coupled to a phonon
propagator [56, 72].
In order to have the polaron band overlap with IRAVs, the polaron transition
often has to shift to lower energy, which can occur if the film is ordered. As
such, antiresonance peaks are common phenomena in ordered films [55, 67]. It
has been shown that the more ordered and planar the film, the longer the conju-
gation length with fewer defects [55, 67]. As a result, significantly higher con-
ductivities are observed, with a factor of 100 higher conductivities reported for
P3HT between orientations of parallel and perpendicular to the substrate surface
[68]. Therefore, the lower the molar doping concentration at which antiresonance
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peaks are observed, the better the film order and conduction properties that can
be expected. The occurrence of antiresonance modes, and the positions at which
they are expected to occur, can be predicted using the AM model.
2.3.5 Amplitude Mode (AM) model
The AM model is a well established model which has previously had great suc-
cess in describing polymer systems - the model was originally introduced by B.
Horovitz almost forty years ago, where it was initially applied to polyacetylene
[72, 75, 76]. The model was furthered by O. Brafman, Z. Vardeny and E. Ehren-
freund who, in addition to expanding on the model, also applied it to experiments
on trans-polyacetylene [73, 76]. The models use has since more recently been
expanded to a wider variety of polymer systems including pi-conjugated polymers
RR-P3HT and D-A copolymer PTB7 [56, 72].
The AM model can be used to describe a polymer system and their Raman and
IR spectra from first principle theory based on the SSH model, described earlier
in this chapter [19, 75]. The SSH model was introduced by Su, Schriedder and
Heeger in 1979, in which electron interactions with a type of lattice vibration were
described mathematically by the hamitlonian given by equation 2.8 [19]. This was
built on by Takayama et al in 1980, using the extension of solitons across multiple
lattice constants to create a continuum model called the TLM model, in which
the minimum soliton creation energy in the weak-coupling limit was found to be
2δ0
pi
[19]. From this the AM model was then derived by Horovitz in 1982 [19].
This was derived by combining the Hamiltonian from the SSH model, given by
2.8, with the relationships extracted in the TLM model, to extract the phonon
equations of motion when charge is added to the polymer system leading to an





1 + (1− α)D0(ω) (2.9)
where ω is the frequency in wavenumbers, ρ is the average charge density, Mc is
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the kinetic mass per unit charge, α is the doping induced pinning constant, D0 is








where λn is the relative e-p coupling of each n mode, λ is the total e-p coupling
and ωn is the bare phonon mode of each n mode [72, 75]. Meanwhile, the bare










[56, 72, 73, 75, 76, 77]. The bare phonon normal modes, indicated as ω0n are the
vibrational modes which would occur in a polymer chain if the pi orbitals were
absent. This leaves the chain instead made up of only single bonds, which have
the symmetry necessary to induce the dimerization necessary for the modes to
become Raman active [72, 73]. This dimerization is induced by the coupling of
these pi electrons to the bare phonon normal modes, indicated by the e-p coupling
terms associated with each mode which decides the degree of difference between
the bare phonon and Raman mode wavenumber positions [72, 75, 76]. Similarly,
the addition of dopant charges results in the bare phonon modes becoming IR
active vibrations with a restoring force given by the pinning constant caused by
the additional charge [72, 73, 75, 76, 77].
The constants defining the Raman and IR active behaviour in the polymer
systems also give the intersections of the bare phonon propagator when the ω
has values equal to the Raman and IR mode positions [56, 72, 73, 75, 76, 77].













where λ˜ if the effective e-p coupling [56, 72, 73, 75]. Similarly, the positions of












where αp is the doping induced pinning constant [56, 72, 73, 75, 76, 77]. These
effective e-p coupling and doping induced pinning constants can also be expressed
in terms of the bare phonon, experimental Raman and experimental IR modes
[72, 73, 75].
2.4 Organic semiconductor and dopant systems stud-
ied
2.4.1 Polymer Systems
Four polymer systems were studied in this project, each with different properties
in order to better understand how this variation affects the doping process.
Poly(3-hexylthiophene-2,5-diyl), P3HT
Poly(3-hexylthiophene-2,5-diyl) (P3HT) is an organic polymer of the polythio-
phene family, with structure as shown in figure 2.10. Thiophenes were first de-
veloped in 1883, however early thiophene polymers suffered from an insolubility
problem [78, 79, 80]. More soluble thiophene polymers were created by deriving
the polymers from 2,5-dibromo-3methylthiophene, which are soluble in chloro-
form [78, 81]. These polymers also had a higher molecular weight than their
predecessors [78, 81]. This led to the synthesis of P3HT, although regioregular
P3HT wasn’t formed until 1992 when a method was found to form P3HT with
chains predominantly stacked head to tail [78, 82, 83, 84].
Since the development of P3HT, the system has been extensively studied to the
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Figure 2.10: The chemical structure of one repeat unit of P3HT. The image is
taken directly from source [58].
extent that it is often refered to as a “fruit fly” system [78]. In particular, the level
of control possible in the synthesis of P3HT led to detailed studies in to the effects
of film morphologies on optoelectronic properties and device performance [78,
85, 86]. Of particular note to studies conducted here, the charge transport proper-
ties of P3HT are known to be highly dependent on the order of the polymer film,
with higher order films showing better charge carrier mobility [78, 85, 10]. This is
because as the film order improves, so does the extent of the pi-conjugation along
the length of the polymer backbone when undisturbed by twisting, as well as im-
proving transport between polymer chains as a result of better inter-connectivity
[78, 85]. A strong factor in these P3HT polymer film morphologies has been
extensively reported to be processing solvent choice [78, 87, 88, 89, 90, 91].
However, there are also many other factors which have been reported to affect
film morphologies, and therefore carrier mobilities, in P3HT. These include, but
are not limited to: average molecular weight, molecular weight consistency be-
tween chains, polymer regioregularity, chain bending, chain length and polymer
crystallinity [10, 78, 93, 94, 95, 92, 96, 97, 98, 99, 100, 101, 102, 103]. These
factors were also shown to be influenced by a range of polymer synthesis and
processing factors. As a result of the exhaustive research in to this polymer sys-
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tem, the carrier mobility of P3HT has steadily increased over the decades of its
study with currently accepted values of around 0.1cm2V −1s−1 [68]. This is higher
then observed in most organic semiconducting polymers, although very low when
compared with the values of carrier mobilities normally expected in the field of
inorganic semiconductors.
Poly(9,9-di-n-octylfluorenyl-2,7-diyl), PFO
Figure 2.11: The chemical structure of one repeat unit of PFO. The image is taken
directly from source [58]
Poly(9,9-di-n-octylfluorenyl-2,7-diyl) (PFO) is a type of Polyfluorene, which
are Phenylene based polymers [104]. Primary applications of this family of poly-
mers are in organic light-emitting diodes (OLEDs), particularly blue emitting
OLEDs, and polymer based lasers [104, 105, 106, 107]. As such research in
to such polymers has included a focus on factors which influence the gap between
the HOMO and LUMO levels, and therefore the emission colour, of such poly-
mers [104]. For example, in some polymers in this family, including PFO, long
alkyl or alkoxy groups have been added to the polymer structure during synthesis
[104, 108]. This was done in order to improve the polymer’s solubility, and there-
fore ease processing, however resulted in an observed twisting of the polymer
backbone, reducing polymer conjugation length and therefore both reducing car-
33
rier mobility and shifting emitted light colours towards the ultraviolet end of the
spectrum [104, 108, 109]. To reduce this effect, and therefore bring the emitted
OLED wavelengths back in to the visible range, carbon bridges were also added
to the repeat unit structure of PFO, as can be seen in figure 2.11 [104, 110].
The addition of charge, for example through doping, is also of interest in these
materials as this improves the efficiency of OLED devices [104]. As PFO has
the widest bandgap of the polymers studied in this work, as well as a low HOMO
level, it is well suited to p-type doping [104]. Research in to the addition of charge
carriers to polyfluorines has seen success in blending a polyfluorine copolmer with
small molecules [104, 111]. However, much of the research in to this area so far
has added charge carriers to the polymer chains through the addition of end groups
or side chains to the polymer structure during synthesis, adding to the breadth of
this type of polymer [104, 112, 113, 114].
Poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta [2,1-b;3,4-b]dithiophene)-alt-
4,7(2,1,3-benzothiadiazole)], PCPDTBT
Figure 2.12: A diagram of the molecular structure of one repeat unit of PCPDTBT.
Image taken directly from source [58].
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Poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta [2,1-b;3,4-b]dithiophene)-alt-
4,7(2,1,3-benzothiadiazole)] (PCPDTBT) is a low bandgap donor-acceptor (DA)
copolymer, with repeat unit chemical structure as shown in figure 2.12 [115, 10].
DA copolymers contain a segment in their repeat unit structure that acts a donor,
which alternates with another segment which acts as an acceptor [144, 10]. In
PCPDTBT, the donor properties are a result of the cylcopentadithiophene (CPDT)
section of the repeat unit, shown in the left portion of figure 2.12 containing two
sulfur atoms and long side chains [118, 10]. The acceptor portion of PCPDTBT
is given by the “BT” portion of the molecule, shown by two carbon rings in figure
2.12, one of which contains a sulfur atom joined to two nitrogen atoms substituted
in place of three of the carbon atoms [10]. This allows the polymer to be doped
via either p or n type doping methods [10].
While the PCPDTBT system has been fairly extensively studied in recent
years, the majority of research has focused on systems of PCPDTBT blended
with other polymers [115, 10]. This has been due to the proven potential for
reasonable efficiency solar cells made from these blends [115, 10]. For exam-
ple, PCPDTBT:PC71BM blends with either 1,8-octancedithiol or 1,8-diiodooctane
have been shown to reach solar cell device efficiency’s of 5.5%, while blends with-
out the additive still manage efficiency’s of up to 3% [115, 116, 117, 118, 120].
However, the PCPDTBT in these blends has been observed to have problems
with solubility and crystalization, due to the solvent choices in the processing
of these combinations, which is known to reduce charge carrier properties within
organic semiconducting polymer systems [115, 121]. This is not observed when
PCPDTBT his processed on its own without additives but this is a less studied
case [115, 122, 123, 124].
Poly-cyclopentadithiophene, PCPDT
Poly-cyclopentadithiophene (PCPDT) is a low bandgap homopolymer, made up
of repeat units of the donor unit of PCPDTBT which was described in the previ-
ous subsection [125]. As with PCPDTBT, PCPDT has potential applications in
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solar cell technologies, however this material has been less studied then the other
systems discussed here [125]. Indeed the vast majority of studies in to PCPDT use
the homopolymer as a reference by which to compare its copolymer counterpart
PCPDTBT or other similar copolymers [125, 144, 127]. Among the observations
the these studies, PCPDT has been shown to have a lower doping threshold, lower
doping concentration onset of polaron bands, wider optical band gap then copoly-
mers incorporating the PCPDT structure [144, 126].
2.4.2 Dopants
Two different dopants were used in this study. Both of these dopants are fluo-
rine based molecular dopants with the number of fluorine atoms in the structures
providing the primary difference between the dopants.
F6-TCNNQ
Figure 2.13: A diagram of the molecular structure of F6-TCNNQ. Image taken
directly from source [59].
The structure of hexafluorotetracyanaphthoquinodimethane (F6-TCNNQ) is
shown in figure 2.13. The each dopant molecule contains six fluorine atoms, lead-
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ing to a high electronegativity making it possible for the dopant to be used for
p-type doping.
Figure 2.14: IR spectrum of F6-TCNNQ dissolved in acetonitrile and spin coatied
on a silicon substrate.
Figure 2.14 shows the IR spectrum of pristine F6-TCNNQ, which has been
dissolved in acetonitrile and spin coated on to a silicon substrate. The spectrum
contains multiplee peaks, ranging from approximately 1000cm−1 to 1700cm−1.
There is also a further peak at 2223cm−1, which is the neutral carbon nitrogen
triple bond charge transfer peak. This carbon nitrogen vibrational mode peak has
been reported to shift in position when charge is moved between the TCNQ based
dopant and semiconductor systems, causing the length of the carbon nitrogen dou-
ble bond in the TCNQ crystal to change [144]. As a result, the position of this peak
is commonly used as a measure of the degree of charge transfer.
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F4-TCNQ
Figure 2.15: A diagram of the molecular structure of F4-TCNQ. Image taken
directly from source [145].
The structure of 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4-TCNQ)
is shown in figure 2.15. F4-TCNQ has a similar structure to F6-TCNNQ, however
with two fewer fluorine atoms which decreases the electronegativity of the dopant.
Members of the TCNQ family, and in particular F4-TCNQ, are a common choice
of p-type molecular dopant in organic semiconductor systems [10, 146].
The spectrum of pristine F4-TCNQ is shown in figure 2.16, which has been
taken directly from source [145]. As expected, given the similarity between the
molecular structures of F4-TCNQ and F6-TCNNQ, the IR spectrum of F4-TCNQ
shows greatly visually similar peak distribution as the measured for F6-TCNNQ.
2.5 Random walks and Monte Carlo Markov Chains
The mathematics of probability, on which random walk theories are based, was
developed in 1654 by Pascal and Fermat in an bid to understand the outcomes of
games of chance [128, 129]. This was then further developed with Huygens lead-
ing to publishing of the first book on the subject of probability, “De Ratiociniis
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Figure 2.16: The polarized IR spectrum of F4-TCNQ taken directly from literature
source [145]. The solid and dashed line show the spectra measured parallel and
perpendicular to the crystal axis, respectively.
in Ludo Aleae” which translates as “Computations in Games of Chance”, in 1657
[128]. The field of study was largely focused on its application to gambling un-
til James Bernoulli expanded its uses to other areas discovering several theories
covering probabilities and probability distributions in multiple, repeated, some-
times possibly unlimited trials [128]. These findings were published in 1713 by
his nephew, Nicholas Bernoulli, and are key components of random walk theory
[128].
However, the concept of random walks was not explicitly discussed until 1905
when Karl Pearson posited in Nature: “A man starts from a point 0 and walks
l yards in a straight line: he then turns through any angle whatever and walks
another l yards in a straight line. He then repeats this process n times. I require
the probability that after these n stretches he is at a distance between r and r+dr
from his starting point” [129]. This formed the fundamental image of a random
walk and the basis from which probability theory developed to create different
forms of random walk theories. Indeed Monte Carlo Markov chains, which are
a now famous and useful type of random walk method, were introduced a mere
year later in 1906 when A.A. Markov applied his new method to the alternation
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of consonants and vowels in Pushkin’s “Eugene Onegin” [130, 131].
Random walks and Monte Carlo Markov Chains are now a broad field of study
with applications in fields ranging from financial markets, to biological systems
to social studies and language analysis [130, 132, 133, 134, 135, 136]. While the
use of random walk methods has been adapted as required for these wide ranging
applications, the basis of the method remains the same. A random walk is made
up of a starting point, often randomly determined, from which steps are chosen at
random to neighbouring positions or nodes with little or no memory of previous
steps taken previous to the currently considered step [130, 137, 131]. In Monte
Carlo Markov chains for each chosen step direction, whether the step is taken or
not is determined by a probability distribution the nature of which is dependent
of the specific problem or field to which the random walk if applied, giving a
great degree of application flexibility to the method [130, 137, 131]. If the step is
determined to be a better position then the current position then the step is taken
[130, 137, 131]. However, in Monte Carlo Markov Chains a small percentage of
steps are taken even if the step is to a less favourable position [130, 137, 131].
This is to prevent variable values from falling in to a solution minimum if a better
solution is present elsewhere in the parameter space [130, 137, 131]. Steps are
continually taken in this manner until a stopping condition is met - often either a
predetermined fixed or random number of steps or a convergence condition [130,
137, 131].
Using random walk methods allows the parameter space of a given problem
to be assessed, and the solution converged upon, without the need to assess every
possible combination of variables [130, 137, 131]. The described random walk
and Monte Carlo methods are here used in situations where it is known that a sin-
gle combination of numerical values must exist as a solution to a given problem,
however there are too many combinations of potential variables for the assessment
of all of the combinations to be a computationally efficient or reasonable method




This chapter describes a combination of the experimental and computational meth-
ods were used in this study.
3.1 Experimental methods
The effect of doping in organic semiconducting polymers was studied using in-
frared (IR) spectroscopy. First samples were prepared by spin coating sample so-
lutions onto substrates before the IR spectra were measured using Fourier Trans-
formed Infrared (FTIR) spectroscopy. Where required samples were further mea-
sured by UV-Vis spectrometery in order to extend the spectral range measured and
study electronic transitions as well.
3.1.1 Sample preparation
Master solutions of polymer and dopant materials were created by dissolving solid
material powders in solvents, with the solvent choice dependent on the polymer or
dopant solubility. Solutions were mixed thoroughly at low enough concentrations
to ensure particulates fully dissolved. For samples used in the study of solution
based doping, portions of dopant and polymer master solutions were mixed into
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sample solutions using appropriate ratios so as to give the desired molar doping
concentrations. For samples used in the study of layer based doping, master poly-
mer and dopant concentrations were used directly.
Sample solutions were then spin coated on to one of a choice of substrates:
calcium fluoride, silicon or potassium bromide. Calcium fluoride was used for its
transparency in IR as well as its stability in air and absorption cut off, which is
just before the range in which the majority of intense dopant signals occur, allow-
ing spectra to be reliably measured to wavenumbers of 1000 cm−1. Meanwhile,
high resitivity silicon was chosen for its absorption cut off, which is lower than
that of calcium fluoride, allowing for a wider wavenumber range to be observed,
down to approximately 500cm−1. However, silicon in less transparent in the IR
than calcium fluoride resulting in a weaker signal at the detector when measuring.
Further, the reflectively of the material requires that acquired data undergo further
processing then needed for calcium fluoride substrates before spectral features can
be clearly viewed. Both of these substrates have the advantage that they can bee
cleaned and reused, making them cost efficient options. Finally, potassium bro-
mide substrates were used when as wide a spectral range as possible was required
to be obtained as clearly as possible, as potassium bromide has both the low-
est absorption cut off of the substrate materials utilized as well as a transparency
equivalent to that of calcium fluoride. Unfortunately potassium bromide is also
moisture sensitive. This gives samples made using this substrate a limited life-
time for measurements with additional handling requirements to attempt to avoid
potential degradation to the validity of spectra as well as making the substrates
singles use.
Prior to spin coating, non-moisture sensitive substrates were cleaned and son-
icated for fifteen minutes in each acetone, deionized water and isopropanol in the
given order [138]. Substrates were then dried using compressed air. Due to their
moisture sensitivity, potassium bromide substrates were instead used directly from
the suppliers packaging. Silicon substrates were annealed following the cleaning
process, at 2500C for a period of thirty minutes in order to remove any residual
42
solvent traces, as it was observed that this treatment improved the surface wetabil-
ity for spin coating.
Spin coating was performed in a glovebox, under a nitrogen environment. If
a calcium fluoride substrate was used, 10µl of sample solution was spread on to
the surface of the substrate before spinning the substrate, typically at a rate of
1500 rpm, for 60 seconds, while this rate was increased to 1700 rpm for potas-
sium bromide substrates. A volume of 15µl was used for silicon substrates due
to a larger substrate surface area as well as a two stage spin process in order to
compensate for challenging surface tension effects. The substrates were first spun
at 400 rpm for 10 seconds, before increasing the spin speed to 1200 rpm for a
further 60 seconds.
These parameters were ascertained after trial and error testing of spin coating
solutions on to each substrate type. If too little solution is applied to the substrate
surface then it becomes impossible to fully and evenly coat the substrate surface
[138]. However, if too much solution is added to the substrate, the solution does
not properly adhere to the surface of the substrate and either forms an uneven
thick film or is easily lost during spin coating - particularly when spin coating on
to silicon where surface tension effects are more prominent [138] [139]. Similarly,
the speed at which a substrate is spun must not be too fast or slow [138]. If the
speed is set too high, too much of the solution for optical measurement will be
removed from the substrate surface [138]. However, if the spin speed is too slow,
the film formed becomes thick and uneven, which results in poor optical quality
for spectroscopy experiments [138] [139].
3.1.2 FTIR spectroscopy
IR spectra were taken using FTIR spectroscopy, which is based on a Michelson
interferometer [65, 66, 140]. A diagram of the equipment set-up is shown in figure
3.1. A glowbar source is used in the FTIR spectroscopy set-up. A glowbar is a
silicon carbide rod, in this case measuring 2cm in length by 0.5cm in diameter,
which is heated to 1450K in order to act as a blackbody radiation source with a
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Figure 3.1: A diagram of the layout of a IFS66v vacuum Fourier spectrometer
from Bruker, as used in this project. The light source is shown at S, the moving
mirror at M, the fixed mirror at FM, the beam splitter at BS and the sample at SP.
The MCT and DTGS detectors locations are al labelled. Arrows indicate mirrors
which can be moved via the computer interface. Further components are labelled,
however have not been used in the project. The imagine has been taken from
source [65].
spectral range up to 40µm. A HeNe laser with a known wavelength was also used
as a reference beam.
The light is passed through an aperture to reduce the beam size [65, 66, 140].
The aperture size is directly proportional to the brightness of the light, which
upon reaching the detector to give a greater signal. For this reason, the aperture
is preferred to be as large as possible without saturating the detector. However,
the maximum suitable aperture size is limited to by the size of the sample. Here
measurements were conducted using a 5mm aperture. Once the beam has been
passed through the aperture, it is directed to a Michaelson interferometer.
The Michaelson interferometer is the basis of the difference between spec-
troscopy and spectrometry. Light is divided by a beam-splitter [65, 66, 140]. The
beam-splitter is comprised of a germanium film sandwiched between layers of
potassium bromide. Half of the light is passed to a stationary mirror, back through
the beam-splitter and onwards to a detector. The other half of the light is bounced
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off a moving mirror back to the beam-splitter, resulting in the signal forming in-
terference fringes at the detector. The distance over which the mirror shifts defines
the resolution of the measured spectrum.
This set-up allows the entirety of the source light to be measured at once across
all wavelengths produced, unlike in spectrometry where the light is split in to its
individual components by a grating or prism [65, 66, 140]. The enhancement in
brightness gained by this is called the Jacquinot advantage. This greater brightness
gives two improvements called the energy advantage and the multiplex advantage.
The energy advantage refers to the increased brightness resulting in a higher sig-
nal, while the multiplex advantage referenced the ability to simultaneously meas-
rue the entire spectrum for the duration of the measurement time period. Both the
these advantages result in an improvement of the signal to noise ratio, producing
a clearer spectrum.
Light leaving the Michelson interferometer is then passed through the sample
being measured, and on the the detector [65, 66, 140]. Two types of detectors
were used to measure the spectra of samples in this project. For the 400 cm−1to
2000 cm−1range the MCT detector was used. The MCT detector is a semicon-
ductor conductive detector using a mercury cadmium telluride (HgCdTe) alloy
semiconductor. This detector type operates based on the temperature dependence
of the carrier mobility, and therefore the conductivity, of the semiconductor ma-
terial. The detector is cooled using liquid nitrogen. IR photons incident on the
detector cause a change in conductivity, altering the voltage measured across the
detector. The variation of the voltage provides a measure of the relative intensity
of IR photons incident on the MCT detectors.
The other detector type used was the DTGS detector, which obtained spectra
in the 2000 cm−1to 8000 cm−1wavenumber range [65, 66, 140]. The DTGS detec-
tor is a photoelectric detector, utilising L-aline Doped TriGlycine crystals. These
crystals have a permanent electric dipole, which responds to sudden changes in
dipolar order such as caused by heat. Incident IR photons therefore generate a
compensating surface charge, providing a measurable voltage. The relative volt-
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age produced allows the relative absorption of any objects placed in the beam path
to be calculated. As a result of how the DTGS detector works, the interferome-
ter scanner can not operate below 10KHz when using the DTGS detectors, thus
limiting acquisition time.
Due to the Michelson interferometer described above, the light incident on the
detectors does not give the final absorption spectrum but rather a set of interfer-
ence fringes [65, 66, 140]. There interference fringes are due to the moving mirror
in the Michelson interferometer set up, which changes the path length the beam
travels. The absorption spectrum can be extracted from these interference fringes
by Fourier transforming the signal, and comparing the result with the reference
beam of known wavelength. Here the Fourier transformation of the raw signal to
absorption spectra is completed using the OPUS computer program, which is also
used to interface with the equipment set up.
3.2 Computational methods
A variety of computational techniques were used in this project, both in the anal-
ysis of experimentally obtained data and in the application of theoretical models
to the systems studied. The programming language Python was used to apply the
methods detailed here.
3.2.1 Data analysis of experimental spectra using silicon sub-
strates
For the majority of sample’s spectra the Fourier transformation processing auto-
matically performed by the OPUS software used to obtain the spectra, see the
experimental methods section, was found to be sufficient. The exception to this
was in the case of samples using silicon substrates. This is as a result of the reflec-
tivity of the shiny silicon substrate surface, which partially acted as another mirror
in the optical set up causing spurious interference fringes then are produced solely
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Figure 3.2: A figure of the spectra of pristine P3HT on a silicon substrate post
and prior to processing. The raw data shows multiple overlapping sine waves
which are not part of the absorption spectrum of the sample but rather a result of
the reflectivity of the silicon substrates. The processed data shows the absorption
spectrum of the sample with this interference removed. Neither of the spectra
have been normalised. Spectra are offset for clarity.
by the Michaelson interferometer and anticipated by the OPUS program used for
data acquisition. As such not all of the effects of the interference pattern are fil-
tered out for spectra using silicon substrates.
An example of the appearance of spectra with this issue is shown in figure
3.2. The spectrum clearly shows an absorption spectrum overlaid with multiple
overlapping sine curves. Fitting to the spectra gives well over 120 overlapping
sine curves in this pattern, making fitting sine curves to the data to remove the
interference and unfeasible method. Instead Python was used to invert the Fourier
transformation previously applied by data. Signals higher then a certain frequen-
cies were then removed before reapplying the Fourier transformation. This then
gives a cleaner spectrum as shown in figure 3.2. It should, however, be noted that
the removal of the interference comes at the cost of loss of some of the intensity
47
of peaks. However, it allows peaks to be clearly viewed so that small intensity
peaks can more reliably be discerned.
3.2.2 Peak fitting to spectral absorption peaks
In order to find the precise wavenumber positions of visibly obvious peaks it was
necessary to fit lines of best fit to these sections of the data. While absorption
peaks should theoretically have a Lorentzian profile, optical broadening effects
result in spectra having Gaussian shaped peaks. Therefore, the utlised line of best








where y is the relative absorption intensity, x is the frequency, µ is the mean posi-
ton of the peak, σ is the standard deviation indicating the broadness of the peak
and con is a constant to translate the peak in the y dimension. The constant trans-
lating the best fit line in the y direction was added to account for any background
absorption resulting in less light consistently reaching the detector then expected,
such as would be caused by any opaqueness of the sample substrates.
This equation was fitted to segments of data showing clear absorption peaks.
This was achieved in Python using the built in “curve fit” command from the
“numpy” package. This uses a least squares fitting method to apply the given
equation to the data string provided. Further, this also provides an error value for
each of the variable parameters.
3.2.3 Overlapping Gaussian spectral fits
A large number of spectra were acquired over the course of this project. Iden-
tifying absorption peaks is key to analyzing such data, which here was achieved
through Python coding. Traditionally this is obtained by fitting a Gaussian equa-
tion to individual peaks visible in plots of spectra. While this method has been
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extensively used in this project, many of the spectra recorded contained overlap-
ping peaks. As such it was advantageous to develop a secondary method of fitting
to the spectra.
This alternate method involved fitting a series of overlapping Gaussians to the
entire range of the spectrum, rather then simply to individual peaks. This allowed
















where y is the relative absorption intensity, x the wavenumber, con a constant
translating the best fit line in the y direction, n the number of overlapping Gaus-
sians in the line of best fit and µn, σn and cn the nth Gaussian peak’s mean posi-
tion, standard deviation and scaling constant respectively. The constant is present
to translate the peak in the y dimension for the same reasons as when individual
peaks were fitted to spectra.
The automated fitting of a line of best fit following equation 3.2 to experimen-
tal spectra presented several challenges. Firstly, the number of Gaussians making
up a spectrum of overlapping Gaussians is difficult to gauge solely from visual
viewing of a spectrum. As such the final number of overlapping Gaussians which
will be fitted to any given spectrum is an unknown variable. Therefore it is not
viable to use a prebuilt Python fitting package such as the numpy “curve fit” func-
tion.
The fitting procedure, outlined by the flowchart in figure 3.3, starts with four
Gaussian peaks, as it can be reasonably expected that any spectra with fewer peaks
then this will be too simplistic to fit to require a fitting analysis of this nature. Each
of these four peaks begin with an initially random mean, standard deviation and
scaling constant values attributed to them. This is used as a starting point of the
fitting process.
For the fitting process the possible values of each of the variables are limited
to a range of physically viable values. This is to help prevent fits falling in to
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Figure 3.3: A flowchart outlining the overlapping Gaussian fit procedure.
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physically impossible but technically mathematically correct solution minima. To
this end the allowed scaling constant values were restricted from −99 to 200 for
fits allowing the presence of antiresonances and from 0.01 to 200 for fits disallow-
ing antiresonances for reasons described in section 2.3.4., each over 1500 steps.
Similarly allowed values of standard deviation were spread between 0.01 and 200
in 1000 steps, while allowed means were spread across the entire range of the
spectrum being fitted in 1cm−1 sized steps.
The fitting procedure begins by ensuring the current number of peaks each
have the variable values providing the best fit to the experimental data. The
method by which to code the cycling through possible values of the variables
presents a computational problem. Ideally all of the possible combinations of the
variables would be tested through use of the series of for loops. However this
would require of order power 35 combinations to be checked, with this number
further increasing dramatically with each peak added. This would be computa-
tionally expensive, requiring either the maximum number of peaks which could
be fitted to a spectrum to be heavily restricted or the step size of the peaks, and
therefore the accuracy of the best fit, to be limited. Similarly, embedded for loops
for each of the variables for the peaks looped over the number of peaks could be
applied, but theses would eventually come to the same problems as the peak addi-
tion process progressed. Instead a method similar to those used in random walks
is utilized.
Firstly, the suitability of the four randomly generated peaks to describe the
experimental spectra is numerically assessed using the root mean square. The y
values given by the variables with equation 3.2 is compared with the experimental






|fk − yk|2 (3.3)
where χ is an assessment of the goodness of fit, N the number of data points
constituting the spectrum, f the best fit data and y the experimental relative ab-
51
sorption [149]. The scaling constant of the first peak recorded in the code’s array
is then for looped over all the possible allowed scaling constant values to test their
suitability. Whether each scaling constant value gives a better fit then the currently
recorded best fit values is assessed by feeding the variables through equation 3.2
and comparing the result with the experimental data using equation 3.3. If any
of the tested values give a better fit to the data then those currently recorded in
the best fit arrays then the arrays are updated to include this new better value.
This process is repeated for the scaling constant of each of the peaks. The same
method is then used with each of the peaks standard deviation and then mean val-
ues in turn followed by testing values for the con term from equation 3.2. This
is then repeated multiple times to ensure the peaks have shifted to their best fit
positions relative to one another.
Once the shapes and positions of the peaks have finished adjusting relative
to one another, the quality of the most up to date values of the best fit line is
compared to the experimental data. If the average difference between the fit and
experimental values, given by equation 3.3 is less then a certain value then the
fitting procedure is complete and the best fit values outputted to a text file. If the
difference is still larger then this set value then another peak is added to the fitted
profile.
The new peak is initially assigned standard deviation and scaling constant val-
ues of 10 and 1 respectively. These values were chosen as they are within average
range of the values attributed to the majority of peaks when the fitting procedure
was tested during the script writing process making it a sensible starting point.
The starting scaling constant is positive irrespective of whether the presence of
antiresonances has been allowed or not in order to weight the fit in favour of pos-
itive peaks. This is necessary as it can be expected that IR spectra are primarily
made up of positive peaks however from a mathematical stance multiple inverted
Gaussians with a higher con value is as valid as multiple Gaussians with a lower
con value. All of the possible mean values for the Gaussian are then tested with
the established peaks to give the new peak a mean value. The possible values of
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the standard deviation and then scaling constant are then tested in turn. This is
then repeated several times over the possible values of the mean, standard devia-
tion and scaling constant for this new peak.
Following this it is necessary to allow the values of the terms of the rest of
the peaks to shift to take in to account the introduction of this novel peak, as its
introduction may effect these peaks best fit position. This is done by again using
a series of for loops to test each peaks mean, then standard deviation, the scaling
constant, then the overall fits background constant looped multiple times, as de-
scribed above. The whole process then once again repeats starting with another
test of whether the quality of the fit meets to preset standard for a sufficiently pre-
cise best fit line. In this way a line of best fit can be built by progressively adding
Gaussians in order to ensure the minimum number of Gaussians possible are used
while still giving a good fit to the experimental data.
3.2.4 Monte Carlo solving method
The Monte Carlo solving method utilizes random sample techniques to solve nu-
merical problems. The method uses random walks, with no memory of previous
steps stored, which are repeated for a large number of walks until the method
converges upon a solution [130, 137, 131].
In this research project the Monte Carlo method is used as one of the steps
in applying the Amplitude Mode (AM) model to polymer systems. The bare
phonon propagator equation, given by equation 2.11, is reduced to eliminate the
λn
λ
terms in chapter 6. This leaves the bare phonon propagator expressed in terms
of bare phonon, ωn0 , and experimentally obtained Raman modes. From this the
bare phonon propagator, D0(ω), can be calculated for any given combinations of
bare phonon mode values. As discussed in chapter 2, when the wavenumber ω
term has Raman or IR mode values, the bare phonon propagator converges to one
of two constants which can be expressed in terms of the bare phonon modes and
the experimentally acquired Raman and IR modes to give the expected value of
the bare phonon propagator. As a result, the unknown bare phonon modes affect
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the values of both sides of the bare phonon propagator giving each an expected
and calculated bare phonon propagator value. As each bare phonon mode has a
set range in which each value is expected to fall, this gives a list of possible bare
phonon mode combinations.
Ideally, the expected and calculated would be compared for all possible com-
binations of bare phonon mode values. However this is not viable due to the
number of combinations in higher mode systems. For example, for the 17 mode
system discussed later in this thesis, if the possible bare phonon modes are taken at
1cm−1 intervals then there are a minimum of order 1024 combinations. To put this
in context, the current world’s most powerful scientific supercomputer, Energy’s
Oak Ridge National Laboratory’s Summit Computer, is reported to be capable of
a peak performance of 200, 000 trillion calculations per second [141]. Even if the
evaluation of one possible combination of bare phonon mode values is consid-
ered as a single calculation, the evaluation of all of the possible scenarios would
still take the supercomputer almost two months. This is neither practical nor pos-
sible and puts the calculation far beyond the capabilities of an average desktop
computer.
For this reason it is necessary to instead use a Monte Carlo Markov chain
method to find the bare phonon mode values [130, 131, 137]. Lists of the possible
values of each of the bare phonon modes are created, spaced in 1cm−1 intervals.
At the beginning of each chain, a starting position is chosen at random for each
unknown bare phonon modes. Once the starting positions are ascertained the
random walk process can begin. At the start of each step on of the bare phonon
modes is chosen at random with an equal probability of any given mode being
chosen. The position of this mode is then either increased or decreased, again
with an equal probability between the option. The magnitude of this change in
mode value begins with 1cm−1 increments which is later decreased by factors of
ten to 0.0000001cm−1 as the the Monte Carlo walk converges towards to the final
bare phonon mode solutions, as further discussed in chapter 6.
At this point it is necessary to determine whether or not the chosen step is to be
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taken. This is assessed by calculating and comparing the calculated and expected
combination of bare phonon propagator values, using equation 3.3, for each the
current and considered next step values. If the next step values give the least mag-
nitude difference between the calculated and expected bare phonon propagator
values then the step is taken. If not, the step is not taken, as the effective probabil-
ity of the step being a the correct solution is lower, and therefore the bare phonon
mode values remain unchanged.
This process is repeated until the bare phonon modes no longer change with
any potential steps presented. The step size is then reduced by a factor of ten until
the step size has been reduced eight times, at which point the chain ends. The
process is repeated over multiple chains until the mean of the bare phonon modes
of the final values no longer significantly changes. These mean bare phonon mode
values can then be taken as the solutions to the problem.
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Chapter 4
Spectroscopic study of molecularly
doped organic semiconducting
polymers
This study begins with an overview examination of the doping of organic semi-
conducting polymers, covers PFO, P3HT and PCPDTBT. Further, the effects of
a several variables on process of doping organic semiconductor polymer systems
were investigated. This included the effects of doping method, molecular doping
concentration, solvent choice, solution concentrations, dopant electronegativity
and polymer type and band gap.
4.1 Poly(3-hexylthiophene-2,5-diyl), P3HT
P3HT is a long chain homopolymer. The doping of this polymer system with
F4-TCNQ has been previously studied however the majority of studied utiliz-
ing IR spectroscopic techniques focused the analysis on the changing position
of the carbon-nitrogen triple bond charge transfer peaks in the region of 2190
cm−1[3, 147]. Some other studies analyze the polaron peak present in doped
P3HT samples, however little work has been carried out regarding the variation of
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IR active vibrational mode peaks and antiresonances in this system [148].
Figure 4.1: IR spectra of P3HT solution doped with F6-TCNNQ on silicon sub-
strates. The P3HT was dissolved in chloroform at a concentration of 10mg/ml,
while the F6-TCNNQ was dissolved in acetone at a concentration of 2.5mg/ml.
The spectra have been normalized relative to carbon-carbon double bond symmet-
ric stretching peak at 1454cm−1.
Here the solution doping of P3HT with F6-TCNNQ has been studied for molar
doping concentrations up 3.79%. P3HT was dissolved in chloroform at a solution
concentration of 10mg/ml, while the dopant was dissolved in acetone at a con-
centration of 2.5mg/ml. Extra acetone to keep solvent ratios constant was not
added to lower doping concentration samples as it was observed that too much
acetone caused the polymer to fall out of solution due to the long chain length
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of P3HT. Acetone volumes therefore had to be kept as low as possible in order
to ensure accurate doping concentrations were reliably mixed. Spectra of pristine
and doped samples of P3HT are shown in figure 4.1.
The spectrum of undoped P3HT is observed to have four clear peaks in the
range shown in figure 4.1. These peaks occur at 724, 820, 1377 and 1454 cm−1.
The predominant molecular vibrations causing each of these peaks can be iden-
tified by comparison to literature [142, 143]. The peaks at 1454 cm−1and 1510
cm−1can be assigned as carbon-carbon double bond symmetric and asymmetric
stretching vibrations respectively [142, 143]. The mode at 724cm−1 is the result
of stretching vibrations of the sulfur atom in the thiophene ring in each P3HT re-
peat unit [142, 143]. Out of plane vibrations of the carbon hydrogen bonds in the
CH2 and CH3 side groups are the cause of the absorption peak at 820cm−1. Fi-
nally the mode at 1377cm−1 can be attributed to a deformation vibration of CH2
groups [142, 143].
When the viewed spectral range is widened, as shown in figure 4.2, a further
three vibrational modes are present higher wavenumber range of the pristine P3HT
spectrum. These modes are present at 2855cm−1, 2947cm−1 and 2954cm−1. The
first two of this set, at 2855cm−1 and 2947cm−1, are the caused by the symmet-
ric and asymmetric stretching vibrations of carbon hydrogen bonds in the CH2
side groups [142, 143]. Meanwhile, the vibrational mode at 2954 is a result of
oscillations in the carbon hydrogen bonds of CH3 side groups [142, 143].
These described pristine P3HT IR spectral features can then be compared to
those observed in doped P3HT IR spectra in order to ascertain the effects of dop-
ing. Here P3HT was doped with F6-TCNNQ via solution doping with molar
doping concentration of up to 2.84%. The P3HT was dissolved in chloroform at
a solution concentration of 10mg/ml, while the F6-TCNNQ dopant material was
dissolved in acetone at a concentration of 2.5mg/ml. Solutions of appropriate
ratios to give the required molar doping concentration were mixed. Extra acetone
to keep solvent volumes constant was not added as it was observed that due to the
long chain length of P3HT, excess acetone in the solutions could cause the poly-
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Figure 4.2: IR spectra of P3HT solution doped with F6-TCNNQ on silicon sub-
strates. The P3HT was dissolved in chloroform at a concentration of 10mg/ml,
while the F6-TCNNQ qas dissolved in acetone at a concentration of 2.5mg/ml.
The spectra have been normalised relative to the carbon-carbon double bond sym-
metric stretching peak at 1454cm−1. The full measured range of the spectra is
shown.
mer to fall out of solution. Acetone volumes were therefore kept low in order to
ensure accurate doping concentrations were reliably mixed. Solutions were spin
coating on to silicon substrates to create the samples and the IR spectra of these
samples measured.
This resulting IR spectra are shown in figure 4.1 and 4.2, with figure 4.2 show-
ing the full measure spectral ranges while figure 4.1 focused on the fingerprint
region of the spectra as previous reports of the positions of dopant peaks indicate
peaks are expected in the 1000cm−1 to 1250cm−1 range [144, 147]. As can be
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reasonably anticipated, all of the doped P3HT spectra show the same peaks as
observed in the pristine polymer spectrum. A further four absorption peaks are
detectable in the 1000cm−1 to 1600cm−1 range of spectra of samples doped with
molar doping concentration of 0.07% or higher. These doping induced peaks are
present at 1076, 1115, 1146 and 1295cm−1. An additional three doping induced
vibrational modes are present in samples with molar doping concentrations of
0.09% and higher, present at 1179, 1195 and 1270cm−1. Finally, two more doping
induced peaks are apparent at 1313cm−1 and 1337cm−1 in samples doped with
a molar doping concentration of at least 0.95%. The presence of these doping
induced vibrational modes in the spectra of P3HT indicate doping is present in
samples from molar doping concentrations of 0.07% as this is the concentration
from doping induced peaks are first observed. The addition of further doping in-
duced peaks as the molar doping concentration is increased shows an increase to
the degree to which the polymer is doped, meaning the doping concentration is not
immediately saturated. This is further confirmed when the variation of the inten-
sities of the doping induced vibrational modes with molar doping concentration is
studied, as shown in figure 4.3, which shows an overall trend of predominantly in-
creasing doping induced vibrational mode peak heights though the more detailed
features of this variation will be discussed more thoroughly later in this section.
In addition to the presence of doping induced vibrational modes, signs of dop-
ing in this polymer are also indicated by other spectral features, namely the pres-
ence of a polaron band, antiresonance modes and a shifting charge transfer peak.
How each of these spectral features relates to doping in the polymer system is
discussed in greater detail in chapter 2.
Polaron bands are visible in the doped P3HT spectra from molar doping con-
centrations of 0.95% covering the 1600cm−1 to 3000cm−1 range, as shown in fig-
ure 4.2. The presence of the polaron band confirms doping at these concentrations.
Further antiresonances, which are the result of fano resonance between vibrational
modes and the polaron band, are also evident from this molar doping concentra-
tion of 0.95%. The first antiresonance mode is present at this concentration with
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Figure 4.3: Comparison of the variation of the intensities of vibrational mode and
antiresonance features with molar doping concentration. Each line shows how the
intensity at peak height of a Gaussian fitted to each spectral feature varied as the
molar doping concentration increased. The variation of vibrational mode heights
is shown by solid lines with round markers in red, orange, green, light blue, blue,
purple, pink and plum colours for the peaks at 1076, 1115, 1146, 1179, 1195,
1270, 1313 and 1337cm−1 respectively. The variation of antiresonance peaks is
shown by dotted lines with triangular markers in red, orange, green and light blue
for antiresonances at 1097, 1172, 1184 and 1232cm−1 correspondingly.
wavenumber position 1232cm−1. A further three antiresonance modes are then
present from doping concentrations of 1.89% at 1097, 1172 and 1184cm−1.
The variation of the intensities of the doping induced vibrational and antires-
onance modes as the molar doping concentration increased was studied by fitting
Gaussian equations to each feature and taking the relative absorption intensity at
the Gaussian mean. The resulting variation is plotted in figure 4.3. Overall, the
intensities of the doping induced vibrational mode peaks is observed to increase
at the molar doping concentration increases, indicating an increase in the level of
doping in the polymer system. It should however be noted that this increasing
trend is neither consistent between each measurement nor linear. Specifically, a
decrease in doping induced peak intensity is observed when antiresonance fea-
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tures initially appear in the spectra. This can be attributed to overlap between the
Gaussian profiles of the antiresonance and doping induced vibration mode fea-
tures. Similarly, when all four observed antiresonance features are present in the
experimental spectra, the intensity of the doping induced peaks is seen to slowly
decrease as the molar doping concentration is further increased. This is also ex-
plained by the overlap between the line shapes of the doping induced vibrational
mode and antiresonance features. In this case, the depth of the antiresonance
features is increasing with doping at a faster rate then the doping induced peak
height is affected, causing an overall decrease in the measured intensity due to the
interference caused by the overlap.
On the note of errors, these have not been plotted in figure 4.3, or in similar
graphs later in this thesis. This is due to the errors on the values plotted being suf-
ficiently small that plotting them as error bars in such figures would not provide
useful information. For example, consider the case of the quoted values of mo-
lar doping concentrations. Polymer and dopant materials were typically weighed
in quantities of order of magnitude of 10.0mg with an error margin of ±0.1mg.
In order to reach the required solution concentrations used, which are detailed in
chapter 3, these were then dissolved in minimum solvent volumes of 1.00±0.01ml
for polymer solutions and 4.00± 0.04ml for dopant solutions. Error propagation
calculations can then be used to find the error of a given molar doping concen-
tration containing typical experimental variable values. Naturally, the error value
varies depending on the molar doping concentration however errors for all of the
molar doping concentrations studied in this work are suitably low that error bars
would not be clear in plotted format. For example, a sample of PCPDTBT doped
with F6-TNNQ at a molar doping concentration of 7.05, the highest molar doping
concentration studied in this research and therefore the highest error magnitude,
would have an error of ±0.13%. This error decreases with molar doping concen-
tration with the error value down to ±0.07% for molar doping concentration of
4% in the same system. The errors of other variables were found to have compa-













Table 4.1: A summary of the variation of the charge transfer peak position with
molar doping concentration and the corresponding degree of charge transfer asso-
ciated with each charge transfer peak position.
Intensity values varied by less then 0.01 between successive wavenumber mea-
surements. As a result peak intensity values have very little error associated with
them. Similarly, quoted wavnumber positions have an error of order of magnitude
of 1cm−1.
Finally, charge transfer peaks are another method by which molecular dop-
ing of an organic semiconductor can be confirmed. In systems doped with F6-
TCNNQ the charge transfer peaks is measured at 2223cm−1 in neutral systems
with the absorption peak corresponding to the stretching vibrational mode of the
carbon-nitrogen triple bond in the molecular dopant structure. This value was
found from the spectrum of pristine F6-TCNNQ. The doped P3HT spectra about
this wavenumber position are shown in figure 4.4. The position of this peak is
reported to shift as charge is transferred from the dopant molecule to the organic
semiconductor, altering the dopant molecule’s carbon-nitrogen triple bond length
in the process. As such the position of this peaks can be used as a measure of the
degree of charge transfer.
Figure 4.4 shows no discernible charge transfer peaks in the spectra of P3HT
with molar doping concentrations below 0.19%. This indicates that the number
of dopant molecules, either neutral or charged, within the samples films is below
the detection limit. This can be attributed to two factors. Firstly the molar dop-
ing concentration in these samples is very low, meaning there are relatively few
dopant molecules to be detected. Secondly, this vibrational mode typically gives
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Figure 4.4: IR spectra of P3HT doped in solution with F6-TCNNQ in the
wavenumber range in which the carbon-nitrogen triple bond charge transfer peaks
are expected to be.
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a weak intensity peak, which is reduced by the substrate choice as Silicon is a less
transparent material then calcium fluoride or potassium bromide as discussed in
chapter 3. This combination can explain the lack of observable charge transfer
peaks in the less doped samples.
The first observable charge transfer peak is found in the spectrum of P3HT
with a molar doping concentration on 0.19% where the system is measured to
already have a degree of charge transfer of 79%. This continues to increase and
converge as the molar doping concentration is increased, as shown in table 4.1,
before reaching 97% charge transfer at the highest molar doping concentration
measured here.
Taking these observations of the doping induced peaks, antiresonances, po-
laron bands and charge transfer peaks gives clear information regarding the molec-
ular doping on the P3HT polymer system here. The doping induced peaks show
that doping begins to onset from molar doping concentrations of 0.07%. The on-
set of antiresonances, polaron bands and the measured degree of charge transfer
shows strong doping develops around molar doping concentrations of 0.95% after
which doping in the system begins to tail off towards saturation.
4.2 Poly(9,9-di-n-octylfluorenyl-2,7-diyl), PFO
The larger band gap polymer PFO is assessed here in much the same manner as
P3HT was. PFO was solution doped with F4-TCNQ. This was done by dissolv-
ing PFO in chlorobenzene at a concentration of 10mg/ml, while the F4-TCNQ
dopant was dissolved in acetonitrile at a 2.5mg/ml concentration. The polymer
and dopant solutions were mixed to give the sample solutions up to molar doping
concentrations of 2.52% which were spin coated on to calcium fluoride substrates.
The IR spectra of these samples is shown in figure 4.5 for the fingerprint re-
gion. The figure shows that the spectrum of pristine PFO contains five vibrational
modes. These modes are present at 1458, 1437, 1403, 1377 and 1257cm−1.
Figure 4.5 shows that the five peaks observed in the spectra of pristine PFO
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Figure 4.5: IR spectra of PFO doped in solution with F4-TCNQ. The PFO was
dissolved in chlorobenzene at a concentration of 10mg/ml, while the F4-TCNQ
was dissolved in acetonitrile at a concentration of 2.5mg/ml. Samples were spin
coated on calcium fluoride substrates. Spectra have been normalized with re-
spect to the carbon-carbon double bond symmetric stretching vibrational mode
for comparability purposes, and shifted in the y direction for visibility. These
spectra were obtained in collaboration with two masters students, named in the
acknowledgments.
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also occur in the spectra of doped PFO. A further two peaks, induced by doping,
are observed in the spectra of PFO doped with molar doping concentrations of
1.68% and 2.52%. The doping induced peak observed are of low intensity, though
there is a slight increase in the peak height of these two peaks as the molar doping
concentration is increased. Further to the discussed vibrational modes, a series
of inverted peaks are also observed in the spectra. The pattern of intensities and
positions of these inverted peaks is consistent with gas materials, indicating in
excess gas in the sample chamber at time of measurement [150]. However no
antiresonance modes are in the spectra at any of the molar doping concentrations
studied.
These spectra are shown across a wider range of wavenumbers in figure 4.6.
The range of wavenumbers over which these spectra are shown varies between dif-
ferent molar doping concentrations, with some covering the 2000cm−1 to 6000cm−1
range, while the remainder are measured from 5000cm−1 to 7000cm−1, although
the highest molar doping concentration studied is measured across the entirety of
these ranges. The discrepancies in the ranges over which these wider range spec-
tra were measured are due to the spectra being measured across three different
“batches”, where there was a different focus at the time of measurement of each
“batch”.
Figure 4.6 shows a polaron band, centered above 6000cm−1 and likely the P2
polaron band, in the spectra of all of the molar doping concentrations studied.
Both the mean and scaling constant of Gaussians fitted to this P2 polaron band are
observed to increase as the molar doping concentration increases. Unfortunately,
the range in which the P1 polaron band, which is the polaron band which was
of focus in the study of the spectra of P3HT, is expected to occur is only present
in three of the molar doping concentrations studied. Of the three molar doping
concentrations studied, the P1 polaron band is only at the 2.52% molar doping
concentration.
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Figure 4.6: IR spectra of PFO doped in solution with F4-TCNQ. The polymer and
dopant materials were dissolved in chlorobenzene and acetonitrile respectively at
concentrations of each 10mg/ml and 2.5mg/ml. The spectra are normalized and
overall shown across the 2000cm−1 to 7000cm−1 range. However the range of
each molar doping concentrations measured spectral range varies between differ-




Finally in this chapter the doping of the D-A copolymer, PCPDTBT, is studied
via FTIR spectroscopy. As PCPDTBT is the primary system focused on in this
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research a more in depth study of the doping process in PCPDTBT is conducted
then described for P3HT and PFO earlier in this chapter. Specifically the effects
of altering variables in the doping process of PCPDTBT is here studied and dis-
cussed in terms of effect on the measured IR spectra. To this end the effects of
changing each molar doping concentrations, dopant molecule electronegativity,
dopant solvent and doping method are investigated. In order to properly analyze
the effect of doping PCPDTBT in each of these variations it is useful to first ana-
lyze the spectrum of undoped PCPDTBT.
The IR spectrum of undoped PCPDTBT, dissolved in chlorobenzene and spin
coated on to a calcium fluoride substrate, is shown in figure 4.7.The spectrum is
shown for the 1000cm−1 to 1600cm−1 range and has been normalized with respect
to the absorption peak at 1504cm−1. This has been done in order to more easily
compare this spectrum to other spectra in this work, as the degree of light trans-
mitted through the sample will vary slightly depending on substrate choice and
layer thickness. The spectrum of undoped PCPDTBT shown in figure 4.7 shows
six predominant peaks in the range shown, which occur at 1185, 1398, 1423,
1462, 1479, 1504 and 1563cm−1. Comparison with literature allows the vibra-
tional origins of each of these peaks to be assigned. The peak at 1504cm−1 is the
result of carbon carbon double bonds stretching asymmetrically, while the peak
at 1423cm−1 is due to symmetric stretching of the same bonds [142, 151, 152].
The mean wavenumber position of the symmetrical carbon carbon double bond
stretching mode has been reported to shift to lower wavenumber values with in-
creasing chain length in conjugated polymers, so the position of this mode may
vary in different samples [142, 151, 152]. The absorption peak at 1185cm−1 can
be assigned to inter-ring stretching in the carbon rings in PCPDTBT’s structure
[142, 151, 152]. Meanwhile, the peaks at 1394cm−1 and 1462cm−1 can be at-
tributed to carbon hydrogen single bonds as movement of the CH3 umbrellas and
methylene scissoring respectively.
The study of the effects of doping this polymer with different combinations of
doping variables begins by investigating the effect of changing the electronegativ-
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Figure 4.7: IR spectrum of PCPDTBT dissolved in chlorobenzene at a concentra-
tion of 10mg/ml and spin coated on calcium fluoride substrates. The spectrum
has been normalised relative to the carbon carbon asymmetric stretching vibra-
tional mode at 1504cm−1.
ity of the dopant molecule. To do this the doping of PCPDTBT with F4-TCNQ
and the more electronegative F6-TCNNQ is studied in order to compare the results
of the two cases.
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4.3.1 PCPDTBT and F4-TCNQ
To begin the effects of solution doping PCPDTBT with F4-TCNQ was studied.
Solutions of the polymer, dissolved in chlorobenzene, were mixed with F4-TCNQ,
which was dissolved in acetonitrile. Samples were mixed at ratios giving molar
doping concentrations varying up to 7.05%.
Sample solutions were mixed from a master polymer solution with 10mg of
polymer dissolved per ml of solvent and a master dopant solution, which has a
concentration of 2.5mg/ml. The volume of each of the two solvents present in
each sample solutions was kept constant in order to prevent any potential variation
between samples of peaks positions and intensities as a result of solvent volumes.
The measured IR spectra of these samples is shown in figure 4.8.
Figure 4.8 shows that all of the doped spectra contain the six peaks observed
in the pristine PCPDTBT spectra. The figure also shows novel peaks can be
seen in the spectra of the polymer containing molar doping concentrations of
1.74% and higher. These doping induced peaks are primarily observed in the
1000cm−1 to 1300cm−1 range. Four novel peaks occur in this range in the spec-
trum of PCPDTBT doped to a molar doping concentration of 1.74%, occurring
at wavenumber positions of 1296, 1223, 1159 and 1082cm−1. A further two
peaks are observable at 1053cm−1 and 1125cm−1 in the spectrum containing the
2.64% molar doping concentration. In addition, five antiresonance peaks are ob-
servable in the spectra of PCPDTBT doped with molar doping concentrations of
2.64% and higher. These antiresonance peaks occur at 1068, 1102, 1155, 1174
and 1270cm−1.
The emergence of novel peaks at molar doping concentrations above 1.74% in-
dicated doping from this concentration, with the presence of antiresonance peaks
past molar doping concentrations of 2.64% indicative of stronger doping from
this point. By fitting a Gaussian to each of the doping induced peaks and antires-
onances the intensity of each spectral feature can be found at the mean position of
each fitted Gaussian. This allows the effect of varying the doping concentration
on the doping induced vibrational mode and antiresonance features intensities in
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Figure 4.8: IR spectra of PCPDTBT doped in solution with F4-TCNQ. The
PCPDTBT was dissolved in chlorobenzene at a concentration of 10mg/ml, while
the F4-TCNQ was dissolved in acetonitrile at a concentration of 2.5mg/ml. Sam-
ples were spin coated on to calcium fluoride substrates. Spectra have been nor-
malized relative to the carbon-carbon symmetric stretching vibrational mode for
comparability and shifted vertically in order to present spectral plots overlapping
for the purpose of easy viewing. These spectra were obtained in collaboration
with two masters students, named in the acknowledgements.
this system to be analyzed, as shown in figure 4.9.
Figure 4.9 shows an overall increasing trend in the intensity of doping induced
peaks as the molar doping concentration is increased. This is with the exception
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Figure 4.9: Comparison of the variation of the intensities of vibrational mode
peaks and antiresonances with molar doping concentration in PCPDTBT doped
with F4-TCNQ. The variation of vibrational modes is plotted in solid lines, while
antiresonance features are denoted by dashed lines. The solid black line corre-
sponds to the peak at 1185cm−1 which was present prior to doping but showed
significant height variation following doping. The height profiles of doping in-
duced peaks are shown in solid lines of red, orange, green, light blue, blue and
purple for peaks at 1053, 1082, 1125, 1159, 1223 and 1296cm−1 respectively. The
dotted lines in red, orange, green, light blue and blue show the variation of the
intensity of antiresonance peaks at 1068, 1102, 1155, 1174 and 1270cm−1 corre-
spondingly.
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to the doping concentration at which antiresonance features first occur, at which
point the intensities of doping induced peaks decreases compared to the next low-
est doping concentration. This can be explained by the overlap of the line shapes
of the absorption peaks and antiresonance features. This also explains why the
antiresonance intensities increase with molar doping concentration despite being
expected to deepen in depth. Specifically, the doping induced peaks are increasing
in height more rapidly then the antiresonance features are deepening. However,
the measured antiresonance intensities are observed to increase as the convoluted
Gaussian profiles influence the positions of the antiresonance minima.
As discussed previously, the effects of doping a polymer system can be further
observed in IR spectra through the polaron bands and charge transfer peaks. Fig-
ure 4.10 shows the spectra of PCPDTBT doped with F4-TCNQ extended over a
wider range of wavenumbers then shown in figure 4.8 in order to clearly show any
present polaron bands. Figure 4.8 shows that the spectra contain polaron bands
from molar doping concentrations of 2.64%. Following the initial onset of the po-
laron band, visible in the 2000cm−1 to 5000cm−1 wavenumber range, the polaron
band increases in both height and width. This can be shown by fitting Gaus-
sian equations to the polaron band, which show increasing standard deviation and
scaling constants as molar doping concentration increased. The standard deviation
starts with a value of 759cm−1 at a molar doping concentration of 2.64% before
increasing to 865cm−1 and then 1039cm−1 as the doping concentration increased
to each 3.53% and then 7.05%. Similarly the scaling constant increased from
40 to 97 and then 299 across the same increase of molar doping concentration.
In addition to this clearly visible trend, the mean position of the Gaussian also
shifts to progressively higher wavenumbers, starting at 3145cm−1 and shifting to
3462cm−1.
The emergence of novel dopant peaks at molar doping concentrations of 1.74%
and polaron bands from concentrations of 2.64% observed here is lower than
that previously reported in the literature [144]. Source [144] previously reported
dopant peaks and polaron bands starting from molar doping concentrations of
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Figure 4.10: IR spectra of PCPDTBT doped in solution with F4-TCNQ across
a wavenumber range of 1000cm−1 to 6000cm−1. The polymer was dissolved in
chlorobenzene at a concentration of 10mg/ml while the dopant was dissolved
in acetonitrile at a concentration of 2.5mg/ml. Solutions were spin coated on
to calcium fluoride substrates. All spectra have been normalized with respect to
the carbon-carbon double bond symmetric stretching vibrational mode in order
to allow the intensities of peaks from different spectra to be compared. Spectra
have also been translated in the y direction to allow for ease of visibility. These
spectra were obtained in collaboration with two masters students, named in the
acknowledgments.
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6.7%. This discrepancy between the results reported here and the results of this
paper can be attributed to the difference in solvent choice between the two experi-
ments. In this research, PCPDTBT was dissolved in chlorobenzene and F4-TCNQ
was dissolved in acetonitrile. Solution concentrations were kept deliberately high,
at a concentration of 2.5mg/ml, in order to keep the volume of solvent low. This
was done as it was experimentally observed that if too much solvent was used then
when sample solutions were mixed dopant of polymer particulates would fall out
of solution, depending whether the polymer or dopant solvent were in excessive
supply. This indicates that F4-TCNQ is not easily immiscible in chlorobenzene
and that PCPDTBT is not readily dissolved in actonitrile. However, in source
[144] the F4-TCNQ dopant is reported to have been dissolved in chlorobenzene
are a comparatively low solution concentration of 0.875mg/ml, while PCPDTBT
was dissolved in chloroform. This suggests that the reported higher doping thresh-
old could be due to a lack of dopant material fully dissolving during the sample
solution mixing process.
The final method by which these spectra can be used to assess the doping of
this system is by looking at the positions of the charge transfer peaks. These peaks
occur at 2223cm−1 in neutral F4-TCNQ and shift to 2185cm−1 when full charge
transfer from the dopant molecular occurs [144]. As a result the positions of these
peaks in the spectra can be used to assess to degree of transferred charge in a given
system doped with F4-TCNQ. Figure 4.11 shows the spectra of PCPDTBT doped
with F4-TCNQ in the wavenumber range within which the charge transfers are
expected to occur.
The figure shows a small charge transfer peak in the spectrum of the sys-
tem doped with the lowest molar doping concentration of 0.87%. This peak has
wavenumber position 2221cm−1, which corresponds to a 5% degree of charge
transferred. Unfortunately, charge transfer peak can not be reliably discerned in
the spectrum of PCPDTBT containing a 1.75% molar doping concentration due
to the small size of the peak. However the charge transfer peak positions of sub-
sequent systems with higher molar doping concentrations are clearly visible, and
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Figure 4.11: IR spectra of PCPDTBT doping in solution with F4-TCNQ shown













Table 4.2: A summary of the variation of the charge transfer peak position with
molar doping concentration and the corresponding degree of charge transfer asso-
ciated with each charge transfer peak position.
noted in table 4.2. These peak positions show 82% of the charge is transferred
from doping concentrations of 2.64% onward, past which the degree of charge
transfer saturates. The spectra, shown in figure 4.11, show that further increases
in doping concentration do not shift the peak but result in a visibly clear increase
in the height of the charge transfer peak.
In summary, all of these spectral features indicate strong doping of PCPDTBT
here from molar doping concentrations of 2.64%. This is shown by the onset of
both antiresonance and polaron band features at the molar doping concentration
as well as the measured 82% degree of charge transfer. Meanwhile the onset of
doping induced vibrational modes indicate that, while strong doping is present at
a 2.64% molar doping concentration, the threshold for doping this system with
F4-TCNQ occurs at a molar doping concentration of 1.75%.
4.3.2 PCPDTBT and F6-TCNNQ in acetonitrile
The effect of doping PCPDTBT with F6-TCNNQ was also studied. Just as in the
previously discussed subsection, master solutions were formed of PCPDTBT dis-
solved in chlorobenzene at 10mg/ml and dopant material dissolved in acetonitrile
at a 2.5mg/ml concentration. To solution dope the samples, these solutions were
sued to create sample solutions of the appropriate ratios to give the required molar
doping concentrations, with additions dopant solvent added to keep the solvent
volumes constant. Solutions were mixed to molar doping concentrations of up to
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4.09% and spin coated on to calcium fluoride substrates.
The IR spectra of these samples is shown for the 1000cm−1 to 1600cm−1
wavenumber range in figure 4.12. As expected, all of the sample’s spectra contain
the same vibrational modes as observed in the spectrum of pristine PCPDTBT.
The spectra also show a series of inverted peaks overlaid of the spectrum at
wavenumbers above 1300cm−1. The intensity pattern of these inverted peaks
identify them as being he result of excess gas in the sample chamber at time of
measurement, indicative of insufficient vacuum [150]. However this issue is not
severe enough to present other features in the spectra from being clearly visible
for analysis. Dopant peaks are present in the 1000cm−1 to 1300cm−1 wavenum-
ber range in samples with molar doping concentrations of 1.54% or higher. As
when doped with F4-TCNQ, six novel peaks ares present when doping occurs.
These peaks have wavenumber positions of 1051, 1085, 1127, 1163, 1220 and
1294cm−1. Antiresonance peaks are also observable in the spectra of samples
doped at molar concentrations of 2.05% or higher. There are four of these antires-
onance features, which occur at 1065, 1102, 1174 and 1199cm−1, with a further
fifth anitresonance peak at 1268cm−1 in the spectrum of the sample with a 4.09%
molar doping concentration.
The variation of the intensities of these vibrational mode and antiresonance
features with molar doping concentration is shown in figure 4.13. Figure 4.13
shows an initial increase in the intensity of vibrational mode features as molar
doping concentration increases. However, following the onset of antiresonance
features, both vibrational mode and antiresonance features are shown to decrease
in intensity. As in previous subsections of this chapter this is explained by the
overlap of the line shapes of the vibrational mode and antiresonance features. In
this case the antiresonance modes and increasing depth faster then the vibrational
mode peaks increase in height, resulting in an overall decrease in the height of
both feature types due to their convolution.
The effects of doping are also apparent in the spectra across a wider range
of wavenumbers, as shown in figure 4.14 which shows the spectra of PCPDTBT
79
Figure 4.12: IR spectra of PCPDTBT doped in solution with F6-TCNNQ. The
PCPDTBT was dissolved in chlorobenzene at a concentration of 10mg/ml, while
the F6-TCNNQ was dissolved in acetonitrile at a concentration of 2.5mg/ml.
Samples were spin coated onto calcium fluoride substrates. Spectra have been
normalized relative to the carbon carbon double bond symmetric stretching vibra-
tional mode for comparability purposes. Spectra have also bee shifted vertically
for clear visibility of each spectrum. These spectra were obtained in collaboration
with two masters students, named in the acknowledgements.
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Figure 4.13: Comparison of the variation of the intensities of vibrational mode
peaks and antiresonances with doping concentration. Each line shows the peak
height of each spectra features and how the intensity of this mode varies as the
molar doping concentration is increased. The height variation of doping induced
vibrational modes is shown by solid red, orange, green, light blue, blue and pur-
ple lines corresponding to peaks at 1051, 1085, 1127, 1163, 1220 and 1294cm−1
respectively. The dotted lines in red, orange, green and light blue denote the vari-
ation of the intensity of antiresonance peaks at 1066, 1102, 1174 and 1199cm−1
correspondingly.
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Figure 4.14: IR spectra of PCPDTBT doped in solution with F6-TCNNQ shown
for a wavenumber range of 1000cm−1 to 6000cm−1. The polymer was dissolved
in chlorobenzene at a concentration of 10mg/ml, while the dopant was dissolved
in acetonitrile at a concentration of 2.5mg/ml. Solutions were spin coated on to
calcium fluoride substrates. All spectra have been normalized with respect to the
carbon carbon double bond symmetric stretching vibrational mode peak. Spectra
have also been translated in the vertical direction to allow for ease of visibility.
These spectra were obtained in collaboration with two masters students, named in
the acknowledgements.
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doped with F6-TCNNQ across a wavenumber range of 1000cm−1 to 6000cm−1.
From this figure, the signature of polaron bands are clear in samples containing
molar doping concentrations of 1.54% and above. Fitting Gaussians to these po-
laron bands shows that the scaling constant, which can be used as an indicator of
the height of polaron band, increases from 19 to 36 as the molar doping concen-
tration increases from 1.54% to 4.09%. The mean also shifted to a higher value in
the wavenumber range, just as observed in the polaron band of the same polymer
doped with F4-TCNQ, this time shifting from 3186cm−1 to 3296cm−1. While the
polaron bands when PCPDTBT is doped with F6-TCNNQ show the same trends
as when the F4-TCNQ is used, the rate of which the scaling constant and mean
change is slower. Further to this, the standard deviation of the polaron bands
in samples doped with F6-TCNNQ are observed to decrease, from 865cm−1 to
768cm−1, opposed to the increase observed when PCPDTBT is doped with F4-
TCNQ.
It should also be noted that two noise sources are observed in the spectra
shown in figure 4.14. Three sections of the spectra show dense regions of inverted
peaks with peak intensities varying in a pattern characteristic of gas vibrational
modes [150]. This indicates insufficient vacuum in the sample chamber at the time
of measurement. Further a large asymmetric peak is present in the 3000cm−1 to
3500cm−1 region of the spectra. This was observed only in data measured using
the MCT detector and can be attributed to the formation of ice forming on the











Table 4.3: A summary of the variation of the charge transfer peak position with
molar doping concentration and the corresponding degree of charge transfer asso-
ciated with each charge transfer peak position.
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Figure 4.15: IR spectra of PCPDTBT doped in solution with F6-TCNNQ in ace-
tonitrile in the wavenumber range at which the carbon nitrogen triple bond charge
transfer peaks are expected.
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Finally, the positions of the charge transfer peaks is assessed. This shifting
of the charge transfer peaks of PCPDTBT doped with F6-TCNNQ are shown in
figure 4.15. The charge transfer peaks in the sample containing a molar dop-
ing concentration of 0.51%, whether neutral or charged, are below the detectable
limit. Charge transfer peaks are here observable in the sample spectra from mo-
lar doping concentrations of 1.02%. The charge transfer peak positions and their
corresponding degrees of charge transfers for each of the molar doping concen-
trations and displayed in table 4.3. The degree of charge transfer values for these
samples appear to have saturated around 84− 87% from molar doping concentra-
tions of 1.02% onward.
However, while the charge transfer peaks in the doped spectra are present
and show indicators of saturation from molar doping concentrations of 1.02, the
rest of the spectral features present suggest a doping threshold of 1.54%. Both
doping induced and the polaron band are observed in spectra from this doping
concentration, with antiresonances present from molar doping concentrations of
2.05%.
4.3.3 Comparison of the effect of dopant electronegativity
The spectral results of PCPDTBT doped with each F4-TCNQ and F6-TCNNQ,
under the same doping conditions, allows analysis of the effect of dopant molec-
ular electronegativity on the doping process. To do this each of the properties of
each of the types of spectral features in the spectra are compared between the two
systems.
When PCPDTBT was doped with F4-TCNQ, threshold doping was found
from molar doping concentrations of 1.75% where doping induced peaks are first
observable. Meanwhile, when F6-TCNNQ was used as the dopant system this
threshold was reduced to 1.54%. Similarly, antiresonances occurred at molar dop-
ing concentrations of 2.64% when F4-TCNQ was used, while they were observed
from the lower concentration of 2.05%.
Comparing the intensities of these vibrational mode and antiresonance fea-
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Figure 4.16: A comparison of the variation of the vibrational mode and antires-
onance features intensities between the PCPDTBT doped with F4-TCNQ and
PCPDTBT doped with F6-TCNNQ systems. Intensity values for spectral features
of PCPDTBT doped with F4-TCNQ are plotted in green, with solid lines and cir-
cular markers showing the doping induced peaks and dotted lines with upwards
triangle markers denoting the antiresonance features. The trends of the spectral
features of PCPDTBT doped with F6-TCNNQ are plotted in red with solid lines
with square markers plotting the variation of doping induced peaks while the an-
tiresonances are shown by dashed lines with downwards triangle markers.
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tures shows a clear distinction between the two systems. Figure 4.16 shows that
these spectral features have consistently higher intensity values in the samples of
PCPDTBT doped with F4-TCNQ then observed in samples doped instead with
F6-TCNNQ. The intensity variation trends after the onset of antiresonances is
also different between the two systems. In the spectra of PCPDTBT doped with
F4-TCNQ, the intensities of doping induced peaks and antiresonances increases
after the the onset of antiresonance features, indicating the doping induced vibra-
tional modes are the dominantly changing features in this system. By comparison,
the intensity values of these features in the spectra of PCPDTBT doped with F6-
TCNNQ decreases after antiresonance peaks appear, suggesting antiresonances
are the greatest changing feature in the fingerprint region for this semiconductor
system. This strength of the antiresonance features in the PCPDTBT doped with
F6-TCNNQ system may be in a factor in why the intensity of the doping induced
peaks and antiresonance features of this system are of lower intensity then those
observed in PCPDTBT doped with F4-TCNQ.
In order to fully compare the features of the spectra of the two systems, the
differences between the polaron bands and charge transfer peaks must also be dis-
cussed. Polaron bands were observed in the spectra of PCPDTBT doped with
F4-TCNQ from molar doping concentrations of 2.64%. Meanwhile when F6-
TCNNQ was used as a dopant the polaron bands were present from molar doping
concentrations of 1.54% which, as with the doping induced modes and antireso-
nance features, is a lower concentration then observed for F4-TCNQ. However,
despite on setting earlier, the shape and position of the polaron band are found to
vary more gradually when PCPDTBT is doped with F6-TCNNQ rather the F4-
TCNQ. The variation of the constants of the Gaussians fitted to the polaron bands
in each of the two systems is shown in figure 4.17. This figure shows that while
polaron bands onset at later molar doping concentrations when F4-TCNQ is used
as a dopant rather then F6-TCNNQ, the variation of the mean position standard
deviation and scaling constant of the polaron bands is steeper as a function of
molar doping concentration. In the cases of the mean position and standard devia-
87
tion values, at onset the values in the spectra of PCPDTBT doped with F4-TCNQ
are initially lower then any of those of observed in the PCPDTBT doped with
F6-TCNNQ system, however quickly increase and surpass those of the system
containing F6-TCNNQ. The case is most extreme where, while the value of the
scaling constant starts at a slightly higher value, it also increases far quicker for
the system containing F4-TCNQ then that incorporating F6-TCNNQ.
Finally, only the charge transfer peaks of the two systems are left to compare.
Unfortunately, charge transfer peaks are not observable in the spectra of the low-
est tested molar doping concentrations for either systems. This is due to the low
volume of dopant material in these samples putting the number of carbon nitro-
gen triple bonds in the system below the reliably detectable limit. Charge transfer
peaks are first apparent in the spectra of PCPDTBT doped with F6-TCNNQ from
molar doping concentrations of 1.02%, at which point the degree of charge trans-
fer appears to have saturated about 84 − 87%. The charge transfer peaks in the
spectra of PCPDTBT doped with F4-TCNQ are also visible from similar mo-
lar doping concentrations, specifically of 0.87%, however with lower degree of
charge transfer of only 5% at this doping concentration. This system is also ob-
served to saturate, about a degree of charge transfer for 82%, but not until a later
molar doping concentration of 2.64%.
Comparison of the spectra of these two systems shows a trend between the
onsets and properties of these dopant dependent spectral features. In summary,
these spectral features are generally observed to have occurrence thresholds, or in
the case of charge transfer peaks the saturation point, is lower when PCPDTBT
is doped with F6-TCNNQ rather then F4-TCNQ. This is due to the greater elec-
tronegativity of the F6-TCNNQ dopant molecule as a result of the two extra fluo-
rine molecules. However, the variation of the properties of these features is faster
and greater when PCPDTBT is doped with F4-TCNQ. This can be attributed to
the smaller molecule size of F4-TCNQ altering the stacking of the polymer and
dopant molecules in the semiconductor films.
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Figure 4.17: A comparison of the constants of Gaussian equations fitted to polaron
band in spectra of PCPDTBT doped with each F4-TCNQ and F6-TCNNQ as a
function of molar doping concentration. The first panel shows the variation of the
mean of the Gaussian, the second panel shows the standard deviation variation and
the third panel that of the scaling constant. The variations of the polaron bands in
the spectra of PCPDTBT doped with F4-TCNQ are shown in green with square
markers, while those of PCPDTBT doped with F6-TCNNQ are shown in red with
circular markers.
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4.3.4 PCPDTBT and F6-TCNNQ in Acetone
In order to assess the effect of solvent choice, the spectra of PCPDTBT doped
with F6-TCNNQ in different dopant solvents was studied. The spectra of this sys-
tem using acetonitrile as the dopant solvent has already been discussed in section
4.3.2. The analysis used in the aforementioned section is repeated for the same
semiconductor system with different dopant solvents, starting with acetone.
The spectra of PCPDTBT doped with F6-TCNNQ using acetone as the dopant
solvent are shown in figure 4.18. Solvent concentrations for both the polymer and
dopant materials was kept constant with the previously assessed case using ace-
tonitrile. All of the spectra shown in figure 4.18 contain the same vibrational
mode peaks as observed in the spectra of pristine PCPDTBT. A further five dop-
ing induced peaks are present in spectra of PCPDTBT doped with molar doping
concentrations of 1.76% and above with a further sixth peak in spectra from dop-
ing concentrations of 2.64%. These doping induced peaks have wavenumber po-
sitions 1051, 1080, 1169, 1220 and 1293cm−1, with the sixth peak occurring at
1119cm−1.
Antiresonance peaks are also observable from molar doping concentrations
of 1.76%,, which is earlier then when acetonitrile was used as a dopant solvent.
Six antiresonance modes are present from this molar doping concentration, with a
further seventh antiresonance peak in samples containing molar doping concentra-
tions of 3.52% and above. These antiresonance modes are observed at 1067, 1100,
1155, 1173, 1198 and 1268cm−1, with the seventh antiresonance at 1339cm−1.
The variation of the intensities of these doping induced spectral features is
shown in figure 4.19. The figure shows that as the molar doping concentration in-
creases, the intensity of the doping induced vibrational mode peaks also increases.
Meanwhile, the antiresonance modes show a combination of increasing and de-
creasing intensities with a strong trend between the gradient of the variation and
each mode’s wavenumber position. The lowest wavenumber antiresonance mode
has the steepest increasing trend with molar doping concentration. The rate of
intensity change with molar doping concentration decreases as the wavenumber
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Figure 4.18: IR spectra of PCPDTBT doped in solution with F6-TCNNQ. The
PCPDTBT was dissolved in chlorobenzene at a concentration of 10mg/ml, while
the F6-TCNNQ was dissolved in acetone at a concentration of 2.5mg/ml. Sam-
ples were spin coated on to calcium fluoride substrates. Spectra have been normal-
ized with respect to the carbon carbon double bond symmetric stretching vibra-
tional mode and shifted vertically. These spectra were obtained in collaboration
with two masters students, named in the acknowledgements.
position increases until the antiresonance mode begins to instead decrease at pro-
gressively more quickly to progressively lower intensities. This observed trend
is because as the wavenumber position increases the overlap between the doping
induced vibrational modes and polaron bands, which causes the antiresonances
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Figure 4.19: A comparison of the variation of the intensities of doping induced
spectral features with molar doping concentration. Each plotted line shows how
the intensity of the peak of a Gaussian fitted to each spectral feature varied. The
intensity variation of dopant peaks at 1051, 1080, 1119, 1169, 1220 and 1293cm−1
are shown by solid lines with circular markers in red, orange, green, light blue,
blue and purple respectively. Antiresonance mode intensities are shown by dotted
lines with triangular markers in red, organge, green, light blue, blue, purple and
pink for modes at 1067, 1100, 1155, 1173, 1198, 1268 and 1339cm−1 respectively.
to appear, also increases. As such at higher wavenumbers the variation of the
antiresonance features becomes more dominant. The increase rate of the doping
induced vibrational modes also decreases with higher wavenumber positions for
this same reason. However, as all of these vibrational modes continue to increase
irrespective of wavenumber position these can be considered the primary spectral
feature in this region.
In addition to the onset of doping induced vibrational and antiresonance modes
at molar doping concentrations of 1.76%, polarons bands are also observable from
this concentration when a wider spectral range is viewed, as shown in figure 4.20.
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Figure 4.20: IR spectra of PCPDTBT doped in solution with F6-TCNNQ shown
for a spectral range of 1000cm−1 to 6000cm−1. The polymer was dissolved in
chlorobenzene at a concentration of 10mg/ml, while the dopant was dissolved
in acetone at a concentration of 2.5mg/ml. Solutions were spin coated on to
calcium fluoride substrates. All spectra have been normalized with respect to the
carbon carbon double bond symmetric stretching vibrational mode. Spectra have
also been shifted vertically. These spectra were obtained in collaboration with two
masters students, named in the acknowledgements.
Fitting Gaussian equations to the polaron bands shows increasing mean, stan-
dard deviation and scaling constant values as the molar doping concentration in-
creases. Over the course of the molar doping concentrations studied here the mean
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is observed to shift from 2840cm−1 to 2992cm−1, the standard deviation from
1823cm−1 to 1990cm−1 and the scaling constant from 236 to 934. The exception
to this trend was observed in the 3.52% sample, where the standard deviation and












Table 4.4: A summary of the variation of the charge transfer peak position with
molar doping concentration and the corresponding degree of charge transfer asso-
ciated with each charge transfer peak position.
Finally, the positions of the shifting charge transfer peaks of the system are
assessed. The spectra of PCPDTBT doped with F6-TCNNQ in acetone are shown
in figure 4.21 for the spectral range in which charge transfer peaks are expected.
The charge transfer peaks are visible in all of the doped spectra studied here,
starting with a position corresponding to a 84% degree of charge transferred and
then steadily increasing to almost complete charge transfer. The positions of all
of the charge transfer peaks and their corresponding degrees of charge transfer are
recorded in table 4.4.
In summary, in the spectra of PCPDTBT doped with F6-TCNNQ in acetone
doping induced vibrational modes, antiresonance modes and polaron bands are all
observed to onset for molar doping concentrations of 1.76. All of these features,
with the exception of three of the seven antiresonances, are observed to increase
with molar doping concentration. Similarly, the degree of charge transfer, indi-
cated by the position of the charge transfer peak, is already extremely strong from
the initial doping concentrations studied and further increases to almost complete
charge transferred.
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Figure 4.21: IR spectra of PCPDTBT doped in solution with F6-TCNNQ in ace-
tone in the range at which the carbon nitrogen triple bond charge transfer peak can
be expected to be present.
4.3.5 PCPDTBT and F6-TCNNQ in DMSO
To test the effects of dopant solvent on the spectra, and therefore doping process,
a further third dopant solvent was tested. To this end, the spectra of PCPDTBT
doped with F6-TCNNQ, using dimethyl sulfoxide (DMSO) as a dopant solvent,
were studied.
These spectra are shown in the range of the fingerprint region in figure 4.22.
All of the spectra shown in this figure contain the same vibrational modes as
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Figure 4.22: IR spectra of PCPDTBT doped in solutions with F6-TCNNQ. The
PCPDTBT was dissolved in chlorobenzene at a concentration of 10mg/ml, while
the F6-TCNNQ was dissolved in DMSO at a concentration of 2.5mg/ml. Sam-
ples were spin coated on to calcium fluoride substrates. Spectra have been nor-
malized with respect to the carbon carbon double bond symmetric stretching vi-
brational mode and sifted vertically. These spectra were obtained in collaboration
with two masters students, named in the acknowledgements.
observed in pristine PCPDTBT. As with some of the spectra previously described
in this chapter, these spectra also show inverted peaks overlaid across sections of
the spectra in regions and patterns characteristic of gas in the sample chamber
at the time of sample measurement [150]. In addition, further doping induced
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peaks are present in spectra from molar doping concentrations of 1.76%. Two
doping induced vibrational mode peaks are visible at this doping threshold, with
wavenumber positions 1296cm−1 and 1120cm−1. A further doping induced peaks
emerge from molar doping concentrations of 2.64%, at 1046, 1098 and 1218cm−1.
Meanwhile, antiresonance modes are not visible in the spectra in figure 4.22 until
molar doping concentrations. Four antiresonance modes are present at this doping
concentration, at 1072, 1104, 1199 and 1272cm−1, with a fifth mode, at 1163cm−1
eventually occurring at molar doping concentrations of 7.05%.
Figure 4.23: A comparison of the intensities of the doping induced vibrational
and antiresonance modes of PCPDTBT doped with F6-TCNNQ in DMSO as a
function of molar doping concentration. The intensities of the doping induced
vibrational modes is denoted by solid lines with circular markers in red, orange,
green, light blue and dark blue for modes at 1046, 1098, 1120, 1218 and 1296cm−1
respectively. Similarly, the intensities of antiresonances at 1072, 1104, 1163, 1199
and 1272cm−1 are shown by dashed lines with triangular markers.
The variation of these doping induced vibrational and antiresonance modes
with molar doping concentration is shown in figure 4.23. The figure shows a trend
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of increasing doping induced peak intensity as the molar doping concentration
increases, prior to the onset of antiresonance features. Post antiresonance fea-
tures, the intensities of both vibrational and antiresonance modes are observed to
decrease with molar doping concentration. This is with the exception of one of
the antiresonance modes, which has the highest antiresonance mean wavenumber
value, which instead increases. The initial increasing vibrational mode intensity
is attributed to an increase in doping in the system. Meanwhile the decrease in
feature intensities after the appearance of antiresonance peaks can once again, as
earlier in the chapter, be attributed to the overlap between the line shapes of the
two feature types given their close proximity to one another. The observed in-
crease in intensity of the highest order antiresonance mode is likely due overlap
with the polaron band as the polaron band shows unusual behaviour in this system.
The polaron band features can be seen in figure 4.24, which shows the spectra
of PCPDTBT doped in solution with F6-TCNNQ with DMSO for the 1000cm−1
to 6000cm−1 wavenumber range. Interestingly, the polaron band is present in
all of the spectra shown including the lowest molar doping concentration here
studied. Fitting Gaussian equations to the polaron bands shows an overall trend of
increasing standard deviation and scaling constant values as the molar doping con-
centration increases, as observed previously in other polymer systems discussed
in this chapter. However, the values and variation of the mean of the polaron
bands is very unusual. At the lowest studied molar doping concentration of 0.88%
fitting to the polaron band gives a mean value of 7093cm−1, which is higher then
any of the polaron bands discussed in this chapter. However, as the molar doping
concentration increases, the mean position of the polaron band shifts dramatically,
unusually far in to the fingerprint region with minimum value of 1679cm−1. As
the position of the polaron band is strongly linked to the number of polymer repeat
units, this suggests that the presence and volume of DMSO has a profound effect
on the polymer chain length.
In addition to the polaron bands, charge transfer peaks are not just visible
for all of the molar doping concentrations but the degree of charge transfer ap-
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Figure 4.24: IR spectra of PCPDTBT doped in solution with F6-TCNNQ shown
for a spectral range of 1000cm−1 to 6000cm−1. The polymer was dissolved in
chlorobenzene at a concentration of 10mg/ml, while the dopant was dissolved in
DMSO at a concentration of 2.5mg/ml. Solutions were spin coated on to calcium
fluoride substrates. All spectra have been normalized with respect to the carbon
carbon double bond symmetric stretching vibrational mode. Spectra have also
been shifted vertically. These spectra were obtained in collaboration with two
masters students, named in the acknowledgements.
pears to have already saturated from the lowest molar doping concentration. Fig-
ure 4.25 shows the spectra of PCPDTBT doped with F6-TCNNQ in DMSO for
the wavenumber range in which the charge transfer peaks are present. The fig-
ure shows the charge transfer peak has consistent wavenumber position about
2190cm−1, corresponding to a degree of charge transfer of 87%, for all the molar
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Figure 4.25: IR spectra of PCPDTBT doped in solution with F6-TCNNQ in
DMSO in the range at which the carbon nitrogen triple bond charge transfer peak
can be expected to be present.
doping concentrations studied although the intensity of the peaks is observed to
increase with molar doping concentration.
In summary, doping induced vibrational modes are observed from molar dop-
ing concentrations of 1.76% while antiresonance modes are apparent from con-
centrations of 2.64%. Unusually, polaron bands are present in all of the molar
doping concentrations studied, with the mean of the polaron band shifting by ex-
tremely large values, and the degree of charge transfer is saturated from the lowest
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molar doping concentrations.
4.3.6 Comparison of the effect of solvent choice
In order to test the effects of dopant solvent choice on the doping process three
different dopant solvents were tested in the solution doping of PCPDTBT with F6-
TCNNQ while keeping other factors constant. The three tested dopant solvents are
acetone, acetonitrile and DMSO. To study the effects of these solvents four types
of spectral features were analyzed: doping induced vibrational modes, antireso-
nance modes, polaron bands and charge transfer peaks. These were studied across
a range of molar doping concentrations for PCPDTBT doped with F6-TCNNQ.
For the case of solution doping with acetonitrile, molar doping concentrations of
0.51%, 1.02%, 1.54%, 2.05% and 4.09% were studied. Similarly concentrations of
0.88%, 1.76%, 2.64%, 3.52% and 7.05% were assessed using acetone as a dopant
solvent. These same molar doping concentrations, with exception of the 3.52%
molar doping concentration, were also studied for the dopant solvent DMSO.
Doping induced vibrational modes were observed in all of these samples from
molar doping concentrations of 1.76%, and 1.54% in the acetonitrile samples. As
such the dopant solvent choice does not have an effect of the doping threshold at
which doping induced modes occur. Previous systems discussed in this chapter
show that the doping threshold is instead dependent of the electronegativity of
the dopant molecule. However the dopant solvent choice is observed to have
a slight effect on the onset of antiresonance modes. Antiresonances are observed
from similar molar doping concentrations of 2.05% and 1.76% for acetonitrile and
acetone solvents respectively, but are not observed in the spectra using DMSO as
the dopant solvent until concentrations of 2.64%.
The variation of the intensities of the doping induced vibrational mode and an-
tiresonance intensities observed in the spectra using the three different dopant sol-
vents are compared in figure 4.26. The figure demonstrates that while the dopant
solvent choice doesn’t affect the doping threshold it does affect the variation of in-
tensities of doping induced vibrational modes and antiresonances. The use of ace-
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Figure 4.26: A comparison of the variation of the doping induced vibrational and
antiresonance modes with molar doping concentration for PCPDTBT doped with
F6-TCNNQ using different dopant solvents. The variation of the system using
acetonitrile as a dopant solvent is plotted in red, with solid lines with circular
marker showing vibration mode variation, while dashed lines with upwards point-
ing triangular markers show the antiresonance intensities. Similarly, the changes
of the system using acetone are plotted in green, with solid lines with cross mark-
ers denoting vibrational modes and dashed lines with star markers showing an-
tiresonances. Finally, the results when DMSO was used are shown in blue, with
solid lines and square markers for vibrational modes and dashed lines with down-
ward facing triangle markers denoting antiresonance modes.
tonitrile and DMSO produced similar intensities and variation trends. However,
when acetone was used as the dopant solvent, both greater maximum intensities
and steeper intensity variations were observed.
In addition to these features, the charge transfer peaks and polaron bands in
these spectra were also analyzed. The values of Gaussian equations fitted to po-
laron bands in the spectra of the samples for each of the dopant solvent choices is
plotted as a function of molar doping concentration in figure 4.27. Polaron bands
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Figure 4.27: A comparison of the constants of Gaussian equations fitted to polaron
bands in spectra of PCPDTBT doped with F6-TCNNQ with three different dopant
solvents, each plotted as a function of molar doping concentration. The first panel
shows the variation of the mean of the Gaussian, the second panel shows the
standard deviation and the third panel that of the scaling constant. The variations
of the polaron band for systems using acetonitrile as a dopant solvent are shown in
red with circular markers, results for acetone are denoted by green lines with cross
markers and intensities when DMSO was used are plotted in blue with square
markers.
are observed in the systems using acetonitrile and acetone dopant solvents from
similar molar doping concentrations of 1.54% and 1.76% respectively. As with
the antiresonance features, the use of DMSO as the dopant solvent is observed to
alter the onset of polaron spectral features. In this case polaron bands are present
in the spectra of all of the molar doping concentrations tested for this system and
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solvent combination.
The variation of the mean of the polaron band with molar doping concentration
of the system using DMSO also differs from the trends observed when acetone or
acetonitrile are used as the dopant solvent, as shown in figure 4.27. When acetone
or acetonitrile were used the mean position of the polaron bands showed a steady
increase in mean position with molar doping concentration, with values remain-
ing in the 2800cm−1 to 3300cm−1 wavenumber region. When DMSO was used
as the dopant solvent a decrease in the mean Gaussian position with increasing
molar doping concentration was seen instead. Further, mean values were dis-
tributed across a much wider range of wavenumbers. The standard deviations and
scaling constants of the polaron bands showed greater similarity to one another
across the dopant solvent choices, although some significant differences are still
present. The standard deviation of the polaron band increased with molar doping
concentration across all three dopant solvent choices. However, the rate of this
increase differed with solvent choice with DMSO showing the greatest rate of in-
crease, while acetonitrile gave both the least increase and lowest overall values
of standard deviation. Similarly, the scaling constant also increased with molar
doping concentration, with samples using acetonitrile as the dopant solvent again
showing both the smallest increase and rate of change. In this instance, samples
utilizing acetone have the greatest increase in and values of scaling constant.
As with the features of the polaron band, the choice of dopant solvent is ob-
served to affect the positions of charge transfer peaks, and therefore the degree
of charge transfer, with molar doping concentration. When acetonitrile or DMSO
were used as dopant solvents, the degree of charge transfer was found to saturate
around 84% to 87% from low molar doping concentrations. The degree of charge
transfer had similar values at the same low molar doping concentrations when
acetone was used as the dopant solvent, however in this case the degree of charge
transfer increased with molar doping concentration to almost full charge trans-
fer. These differences in the properties of the polaron bands and charge transfer
peaks indicate that the dopant solvent choice effects the ordering of polymer chain
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and dopant molecules within the sample films. The would alter the interactions
between different polymer chains, explaining the variation in polaron properties,
and the ease of charge transfer from dopant molecules and polymer repeat units,
accounting for the differences in the degree of charge transferred for comparable
molar doping concentrations.
4.3.7 PCPDTBT and F6-TCNNQ using a layered doping tech-
nique
The systems discussed thus far have involved solution doping where dopant and
polymer solutions are mixed prior to spin coating. However, it is also possible
to dope organic polymer semiconductor systems via layered doping, where in-
dividual layers of polymer and dopant solutions are spin coated on top of one
another, provided the solvents used for each the polymer and dopant solutions do
not dissolve one another. Using this method makes doped multilayer devices pos-
sible, as well as avoiding issues with dopant or polymer particulates falling out
of solution as has been observed to occur in solution doping. The layered doping
process is here studied for PCPDTBT doped with F6-TCNNQ, analysing the ef-
fects of changing each the dopant film concentration and the number of layers in
the sample structure.
Figure 4.28 shows the IR spectra of PCPDTBT doped with F6-TCNNQ via
layered doping in a two layer structure spin coated on to silicon substrates. The
first layer of each structure is spin coated from PCPDTBT dissolved in chloro-
brenzene at a concentration of 10mg/ml. The second layer, made from a dopant
solution of F6-TCNNQ dissolved in actonitrile, is then spin coated on top of the
dry polymer layer. The a variety of dopant layer concentrations were tested, from
0.5mg/ml to 5mg/ml. Figure 4.28 shows strong doping signatures from the
lowest dopant layer concentrations studied. Both doping induced peaks and an-
tiresonance modes are present in all of the spectra. The doping induced peaks
have positions 674, 720, 792, 824, 859, 934, 967, 1024, 1074, 1113, 1160, 1221
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Figure 4.28: The fingerprint region of IR spectra of samples of PCPDTBT doped
with F6-TCNNQ via layer doping with two layers. The first layer is spin coated
on silicon substrates from solutions of PCPDTBT dissolved in chlorobenzene at
a concentration of 10mg/ml. The second layer consists of F6-TCNNQ dissolved
in acetonitrile at varying concentrations of 0.5ml/ml, 1mg/ml, 2.5mg/ml and
5mg/ml.
and 1293cm−1, while antiresonance modes occur at 979, 1064, 1092, 1154, 1264
and 1334cm−1. This is more doping induced vibrational mode and antiresonance
peaks then observed in the systems using solution doping. However, the intensities
of these spectral features do not significantly vary with dopant film concentration.
Similarly the charge transfer peak positions, shown in figure 4.29, have satu-
rated for all of the doping layer concentrations studied. The charge transfer peak
consistently occurs at 2186cm−1 across all of the spectra shown in figure 4.29.
This corresponds to a 97% degree of charge transferred, indicative of strong dop-
ing.
Strong doping is also indicated in the long range spectra shown in figure 4.30.
Polaron bands are clearly visible in all of the doped spectra shown in figure 4.30.
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Figure 4.29: IR spectra of samples of PCPDTBT doped with F6-TCNNQ via
layer doping with two layers shown in the wavenumber range at which charge
transfer peaks are expected. The first layer is spin coated on silicon substrates
from solutions of PCPDTBT dissolved in chlorobenzene at a concentration of
10mg/ml. The second layer contains F6-TCNNQ dissolved in acetoniitrile at
concentrations of 0.5mg/ml, 1mg/ml, 2.5mg/ml and 5mg/ml.
Similar variations to those discussed in the solution doping of PCPDTBT with F6-
TCNNQ are also observed here in the properties of Gaussians fitted to the polaron
bands. However the overall change in the properties of these constants is less in
the layer doped cases then the solution doped samples. Fitting Gaussians to the
polaron bands of the spectra of the two layer doped systems found a decreasing
mean position of the polaron band with dopant layer concentration, with an overall
value change of only 110cm−1. Similarly, the scaling constant also increased with
dopant layer concentration, with an overall increase of 500cm−1. Meanwhile, the
standard deviation decreased but by only 40cm−1.
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Figure 4.30: IR spectra of samples of PCPDTBT doped with F6-TCNNQ via layer
doping with two layers shown across a wide range of wavenumbers. The first
layer is spin coated on silicon substrates from solutions of PCPDTBT dissolved
in chlorobenzene at a concentration of 10mg/ml. The second layer contains
F6-TCNNQ dissolved in acetoniitrile at concentrations of 0.5mg/ml, 1mg/ml,
2.5mg/ml and 5mg/ml.
The low rate of increase in doping indicated by these spectra suggests that the
limiting factor for this method of doping is not the concentration of the solution
used to make the dopant layer, but rather the depth of the polymer layer to which
doping permeates. If this is the case, it can be expected that adding further layers
to the structure would increase the extent of doping, and therefore the intensity of
doping induced spectral features observed, as this would increase the area through
which the dopant can permeate.
Figure 4.31 shows the spectra of the spectra of samples made using a three
layered structure featuring a dopant layer sandwiched between two polymer lay-
ers on a silicon substrate. As with the two layer structures, the polymer layers
are spin coated from a polymer solution of PCPDTBT dissolved in chlorobenzene
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Figure 4.31: IR spectra of PCPDTBT doped with F6-TCNNQ via layer doping in
three layers on silicon substrates shown across the fingerprint region. The first and
third layers of the sample structures are spin coated from solutions of PCPDTBT
dissolved in acetonitrile at a concentration of 10mg/ml. These layers sandwich a
dopant layer made from F6-TCNNQ dissolved in acetonitrile at concentrations of
each 0.5mg/ml, 1mg/ml, 2.5mg/ml and 5mg/ml.
at a concentration of 10mg/ml. The dopant layer was spun from solutions of
F6-TCNNQ dissolved in acetonitrile at concentrations varying from 0.5mg/ml
to 5mg/ml. Figure 4.31 shows that for samples using this three layer structure
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with a dopant layer made from the 0.5mg/ml or 1mg/ml solution concentra-
tions, no doping is observed and polymer peaks have low intensities. The low
intensity of the polymer peaks is apparent in the normalized spectra by the uneven
baseline in the spectra caused by the slight variations in absorption sensitivities
of the FTIR spectrometers at different wavenumber values which is normally not
apparent compared to the intensities of spectral features.
Given the results found for the two layered samples, this indicates that the low
concentration of F6-TCNNQ in the dopant layer has resulted in the dopant layer
being to thin, causing the two polymer layers to make contact with one another
despite the dopant layer in between. As both these layers use the same solvent,
this would result in the first polymer layer being dissolved, removing the dopant
layer with it. As a result the desired layer structure would not be properly formed,
with the layers instead mixing in solution on the surface of the substrate with too
low a ratio of dopant molecules to polymer repeat units to properly doped the
polymer.
By contrast, the samples using 2.5mg/ml and 5mg/ml concentration dopant
solutions in the triple layer doping structure, show strong doping with both intense
doping induced peaks and antiresonance peaks apparent in their spectra. The dop-
ing induced peaks are observed at 676, 721, 791, 828, 870, 947, 972, 1040, 1092,
1120, 1176, 1225 and 1295cm−1, while the antiresonance modes are at 981, 1066,
1078, 1156, 1269 and 1341cm−1. Both the number of and positions of these spec-
tral features in the three layer samples agrees with those observed in the two layer
samples. As with the two layer samples, the intensities of the doping induced and
antiresonance modes in the three layer samples are observed to have no significant
change in intensity with dopant layer concentration.
As with the study of the two layer structures, the charge transfer peaks and
polaron bands in the spectra of the three layer structures were also analyzed to
observed their effect on the doping process in these structures. Charge trans-
fer peaks were not apparent in the spectra of samples containing the 0.5mg/ml
dopant layer, however were clear in the spectra of samples with dopant layers
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Figure 4.32: IR spectra of PCPDTBT doped with F6-TCNNQ via layer doping
in three layers on silicon substrates shown across a wide range of wavenumbers.
The first and third layers of the sample structures are spin coated from solutions
of PCPDTBT dissolved in acetonitrile at a concentration of 10mg/ml. These
layers sandwich a dopant layer made from F6-TCNNQ dissolved in acetonitrile at
concentrations of each 0.5mg/ml, 1mg/ml, 2.5mg/ml and 5mg/ml.
spun from dopant solution concentrations of 1mg/ml, 2.5mg/ml and 5mg/ml.
These charge transfer peaks had positions 2203, 2188 and 2188cm−1, correspond-
ing to degrees of charge transfer of 53% and 92%, for the dopant concentrations
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of 1mg/ml, 2.5mg/ml and 5mg/ml respectively.
Polaron bands can be observed in figure 4.32, which shows the spectra of the
samples of PCPDTBT doped with F6-TCNNQ in a three layer structure across
a wider wavenumber range. The spectra show polaron bands only in the spec-
tra of samples containing dopant layers spun from solutions of 2.5mg/ml and
5mg/ml concentrations. As the dopant layer concentration increases the mean
polaron position increases from 3388cm−1 to 3639cm−1, the standard deviation
decreases from 1727cm−1 to 1149cm−1 and the scaling constant decreases dra-
matically from 15517 to 6116. While, with the exception of the scaling constant,
these trends agree with the those observed in the two layer layered doping sam-
ples, however the rate of change of the constants shaping the polaron bands is
much greater in the three layer samples then the two layer structures.
This comparison of the two layered and three layered structures shows that
the dopant layer concentration has a greater influence over the level of doping in
samples as the number of layers in the structure increases. This is likely due to the
increased surface area of dopant layers in contact with polymer layers resulting in
more dopant permeating in to the polymer layers.
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Chapter 5
Displacement of polarons by
vibrational modes in doped
conjugated polymers
This chapter focuses on a more in depth study of the doping of the copolymer
PCPDTBT and its corresponding homopolymer PCPDT with a p-type dopant,
specifically F6-TCNNQ. The experimental portion of this analysis uses optical
spectroscopy techniques focusing in the IR range. IR spectra of the doped forms
of the polymers were observed to contain unusually intense vibrational modes
(IVMs) in the fingerprint region, relative to polaron band intensity. Explanation
for the results was deduced by comparison of experimental results with first prin-
ciple theoretical modelling conducted by collaborators to the project [153]. De-
tailed explanation of the theoretical work undertaken by these collaborators is also
included in this chapter due to its high degree of relevance to explaining the exper-
imental results. The results suggest the observed high intensity of these specific
vibrational modes is due to these modes displacing the polaron along the poly-
mer chain. The work presented in this chapter has been published in Physical
Review Materials [153]. In addition, further analysis, including material from the
appendices of the published work, has been added.
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5.1 Sample preparation
Work in this chapter focuses on samples of two polymers: the DA copolymer
PCPDTBT and the homopolymer PCPDT. A pristine and p-doped sample of each
of these polymers was created by spin coating on to KBr substrates. The polymers
were dissolved in chloroform at concentrations of 8 mg/ml and 4 mg/ml respec-
tively. For doped samples a layered doping technique was used, as described
in the chapter 3, with a 1 mg/ml solution of F6-TCNNQ in Acetonitrile used
in the dopant layer. IR spectra of the samples were obtained from 400 cm−1to
30,000 cm−1. A ifs66V FTIR spectrometer was used for the 400 cm−1to 3000
cm−1, while a Cary 5000 spectrophotometer acquired the 3300 cm−1to 30,000
cm−1range. The set up of each of these pieces of equipment is detailed in the
methods chapter. Raman spectra of samples were obtained by a collaborator, E.
von Hauff, using a Renishaw Invia micro-raman utilizing laser light wavelengths
of 532 nm and 785 nm for PCPDTBT and PCPDT, respectively [153].
5.2 Spectra
5.2.1 IR spectra
The absorption spectra of layer doped samples of PCPDTBT and PCPDT are
shown in figure 5.1, showing features for the far IR to visible frequency range.
Both spectra show clearly discernible polarons, P1 and P2, and excitons, Ex, in the
2000 cm−1to 30, 000 cm−1range, labelled in figure 5.1. The assignments of these
spectral features is in agreement with previous reports [73]. Further, the presence
of polarons in the spectra suggests ground state doping in these polymers [154].
The spectra also show vibrational modes in the IR region below 2000 cm−1,
commonly referred to as the fingerprint region. Interestingly, many of these vibra-
tional modes are very strong, with absorption intensities comparable to electronic
transitions which is an unusual occurrence in molecules and solids [155] [156].
There is also little overlap between these IVMs and the polaron band. Increased
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Figure 5.1: Infrared and visible absorption spectra of PCPDTBT and PCPDT
samples doped with F6-TCNNQ through layered doping. The chemical structure
of each polymer, as well as the dopant molecule structure, is shown with each of
the relevant two spectra. Specifically the first subplot shows the spectrum of the
layer doped copolymer, while the homopolymer is shown in the second subplot.
Excitations observable in these spectra have been appropriately labelled. Excitons
are denoted by “Ex”, polarons by “P1” and “P2” and intense vibrational modes
by “IVM”. A logarithmically scaled x axis has been used to clearly display these
optical features across the full range measured. This figure has been previously
published in reference [153].
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Figure 5.2: Infrared spectra of neutral and doped homopolymer and copolymers.
The neutral polymer spectra of PCPDTBT and PCPDT are shown in panels “(a)”
and “(b)”, respectively. The spectrum of doped PCPDTBT is shown in panel “(c)”,
while the spectrum of doped PCPDT is shown in panel “(d)”. The measured ex-
perimental spectrum in each figure inset is plotted in black. A full fit analysis
fitting individual overlapping Gaussians to the experimental spectra has been ap-
plied to each data set. The result of this fitting procedure is plotted in red in each
figure, with the individual Gaussians which sum to give these fits plotted in blue.
vibrational mode intensity is typically observed when the polaron band overlaps
with the vibrational modes. However, the modes closer in frequency to the dis-
cernible polaron band, P1, do not show as noticeable an increase in intensity, with
the stronger IVMs further from the polaron band, making these observed IVMs
unlike those previously seen in conjugated polymers.
Figure 5.2 focuses on the fingerprint region of the spectra already shown in
figure 5.1 in order to examine more clearly the pattern of vibrational modes. Due
to the number of vibrational modes and, in the case of IVMs, the breadth of some
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of these peaks, the spectra appear to contain many overlapping vibrational modes.
To account for this a full fitting analysis has been applied to each of the spectra, to
identify the individual Gaussian functions which combine to produce the resultant
spectral shapes observed. This therefore allows the spectra to be studied by their
individual modes. How this fit to the data is achieved is detailed in the methods
chapter. Both the Gaussians of the individual vibrational modes and the resultant
overall fits found using this fitting regime are plotted alongside the experimental
spectra and shown in figure 5.2. The parameters of individual overlapping Gaus-
sians making up this line of best fit are published in the appendices of reference
[153].
This fitting analysis when applied to the pristine polymers, in panels “(a)” and
“(b)” in figure 5.2, shows that the spectra of the homo- and copolymers primarily
consist of peaks located in two regions. The most intense and the bulk of the vibra-
tional modes are in the 1370 cm−1to 1600 cm−1wavenumber range, although the
variation of peak intensities in this region is more pronounced in the copolymer.
Further peaks are observable at wavenumbers below 900 cm−1for both polymer
systems. This leaves a relatively empty window in the spectra centered around ap-
proximately 1000 cm−1. This contrasts with the spectra of these polymers doped,
where IVMs are observed in this previous quiet region ranging from 850 cm−1to
1200 cm−1. As one would expect, most of the peaks observed in the pristine poly-
mer are also present in the spectra of the doped polymer, with similar intensities
in both neutral and doped spectra.
Fitting multiple overlapping Gaussians to the data for a full fit analysis shows
multiple novel peaks upon doping, with the majority of the novel peaks being the
discussed IVMs. The intentisities of the IVMs are of similar size order for both the
homopolymer and copolymer cases, however the pattern of the individual peaks
which form the resultant IVMs differs. Explicitely, the spectrum of the doped
copolymer is made up of many IVMs, while the doped homopolymer spectrum is
a composite of fewer, broader peaks with a few lower intensity modes. However,
in neither of the doped spectra fitting procedures did the the presence of the P1
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band have to be accounted for to attain a good fit to the data. This indicates the
vibrational modes shown in figure 5.2 and the P1 band labelled in figure 5.1 do
not significantly overlap. This is in contrast to previously published occurrences
of IVMs [56, 73, 157].
5.2.2 Raman spectra
Figure 5.3: Raman spectrum of neutral PCPDTBT obtained by collaborators: E.
von Hauff, C. Ramanan and A. Frick [153]. The experimental Raman data is
shown in black. A fit of overlapping Gaussians has been applied to the data.
The fitted overlapping Gaussians are plotted in blue, while the resultant fit of the
summation of these Gaussians plotted in red.
Figure 5.3 shows the Raman spectrum of neutral PCPDTBT [153]. While
we do not expect a high symmetry complementarity between the IR and Raman
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spectra of PCPDTBT, figure 5.3 shows similarity with the spectra shown in figure
5.2. The same multiple peak fitting analysis as used in figure 5.2 was applied to
the Raman spectrum. The parameters of individual overlapping Gaussians making
up this line of best fit are published in the appendices of reference [153]. This
showed a similar set of peak frequencies for the IR neutral and Raman spectra
with many shared peaks but with notable differences in the peak intensities as the
spectrum type was changed. Namely modes strong in the IR were typically weak
in the Raman and vice-versa, an effect rationalized in the complementarity of IR
and Ramn active modes. The weak modes are not absent as one might normally
expect due to disorder in the films. This implies, symmetric transition selection
rules can not fully apply due to the lack of perfect inversion symmetry.
5.2.3 Computed spectra
The theoretically predicted spectra, given by density functional theory (DFT),
were computationally calculated by collaborators C. Fontanesi, G. D’Avino and
D. Beljonne for oligomers of PCPDT and PCPDTBT [153]. IR and Raman spec-
tra calculated for neutral and doped PCPDT and PCPDTBT oligomers are shown
in figure 5.4. Comparing these theoretical spectra with those experimentally ob-
tained, shown in the previous section, gives good overall agreement with both the
IR and Raman spectra in terms of both relative vibrational mode intensities and
pattern of peak positions. There is some disagreement between the wavenumber
positions of vibrational modes. Namely the positions of modes in the theoreti-
cally calculated spectra are blue shifted compared to their experimentally obtained
counterparts. However this can be attributed to anharmonic effects not taken in to
account in the computational calculations [153].
Due to the nature of the computational simulation methods used, only the
spectra of finite chain length polymers could be calculated. The calculated spectra
of neutral oligomers were found to differ little with chain length. However, chain
length had a significant impact on the spectra of the doped polymers. Spectra for
doped PCPDTBT with oligomer chain lengths of 2.5, 3.5 and 8.5 repeat units are
119
Figure 5.4: Computationally calculated spectra of PCPCDT and PCPDTBT pro-
duced by a collaborator [153]. Spectra have been calculated for the 600 cm−1to
1600 cm−1wavenumber range. Panel a shows the computed Raman neutral spec-
trum of PCPDT, while panel b shows the same for PCPDTBT. Panels c and d
shows the computed spectra for the computed IR neutral spectrum of PCPDT and
PCPDTBT respectively. Inset e shows the doped IR spectrum of PCPDT for an
oligomer with a chain length of five repeat units. Panel f shows the the doped
IR spectra of PCPDTBT for oligomers of 8.5, 3.5 and 2.5 repeat units plotted in
dashed purple, solid green and dotted magenta respectively. Note, the intensities
of spectra of 8.5 and 2.5 repeat unit length oligomers have been rescaled by 0.5
and 10 respectively for clear view-ability.
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shown in panel f of figure 5.4. The spectra show that as the oligomer chain length
increases the IVM intensities increase while their wavenumber positions decrease.
This observed trend agrees with previously published model calculations of poly-
acetylene, which showed this change with chain length would only converge for
polymers with chain lengths larger then the polaron spatial extent [158].
Comparison of peaks in these doped calculated spectra with experimental
spectra shows the calculations for PCPDTBT oligomers with segment length of
3.5 repeat units show the best agreement, with both experimental and theoretical
spectra containing IVMs centered around 1050 cm−1. From this it is possible to
infer that PCPDTBT segments of 3-4 repeat units best match the effective con-
jugation length observed in real films. Repeating this process for PCPDT gives
the effective conjugation length of the homopolymer films to be approximately 5
repeat units. These lengths of oligomer’s calculated spectra and the experimental
spectra for both the homopolymer and copolymer appear to agree on the positions
and relative intensities of peaks. Both contain two primary regions of vibrational
modes, one below 900 cm−1and a second more intense region about 1200 cm−1,
with a window between the two areas which is quest for neutral polymers cases
but contains multiple IVMs upon doping.
These results indicate that the IVMs observed are the result of holes from dop-
ing along the polymer backbone causing strong enhancement to the IR absorption
of specific vibrational modes. However, while the IVMs are clearly caused by
doping, the mechanism behind the IVMs is not clear. Several possible explana-
tions were examined to determine the cause.
5.3 Analysis of vibrational modes
While DFT calculations of the doped systems have had success recreating the
enhanced absorption observed in the corresponding experimental spectra they do
not explain why these modes occur with such high intensity. Three possible causes
of this were explored, explicitly:
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• Strong electron-phonon (e-p) coupling,
• Raman modes becoming IR-active, as suggested by the AM model and fur-
ther discussed in chapter 6,
• Displacement of polarons by vibrational modes, as suggested by the model
originally propositioned by Mele and Rice.
As a test of one possible cause of the discussed IVMs a collaborator calcu-
lated the electron-phonon coupling for modes in the theoretical spectra [153].
This electron-vibrational coupling represents the contribution of each vibrational
mode observed in the DFT calculated spectrum to the relaxation energy. The re-
sults of these calculations are shown in figure 5.5. The figure shows the electron-
vibrational couplings have an intensity pattern matching that of the Raman peaks
of the neutral polymers, with the strongest coupling occurring close to 1500cm−1
where the majority and most intense of the neutral polymer vibrational modes
are. This lack of correlation with the novel peaks observed in the doped spectra
indicates the IVMs are not due to the electron-vibrational coupling. Further calcu-
lations to include the relaxation energy upon optical excitement or upon charging
taking in to account displacements along the doped polymer normal modes also
gave this same conclusion [153].
Another possible explanation considered is based on the AM model, discussed
in chapter 2. In such a model the IR modes are the result of charge symme-
try breaking in the corresponding Raman modes. In the case of novel IR modes
resultant of doping, such as the IVMs under investigation, this would be the re-
sult of excess charge from doping causing structural relaxation which breaks the
Bond Length Alternation (BLA) translational symmetry in the conjugated back-
bone of these polymers. However, in order for this AM/EEC (effective electronic
coordinate) based description to apply to the IVMs observed in the doped spectra
similarity between the normal and charged modes of the Raman and IR spectra
can be expected. In such a case the IVMs would purely be the result of additional
charges on bonds which were previously charge symmetric but stimulated in the
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Figure 5.5: The calculated electron-vibrational coupling of PCPDTBT and
PCPDT, shown in insets a and b respectively. Calculations were performed for
oligomers of chain length 3.5 for both using DFT with the CAM-B3LYP func-
tional.
Raman.
The validity of this explanation was tested by analysing the contributions of
the neutral spectral modes to the doped specta. The results of this for the calcu-
lated spectra are shown in figure 5.6. This shows the contributions of each of the
neutral IR spectra modes to the three most intense IVMs of the doped IR spectra
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Figure 5.6: Bar charts showing the overlap of IVMs of calculated spectra of doped
polymers compard to their corresponding neutral spectra. Results for PCPDTBT
and PCPDT are shown in insets a and b respectively. The majority overlap-
ing modes percentage components are shown in colour, with the corresponding
peak’s wavenumber position noted beside each bar in the same colour. The Ra-
man (km/mol) and IR (A/amu) intensities of each of these modes is also sup-
plied. These calculations were performed by a collaborator on the published pa-
per, Gabriella D’Avino, using DFT with the CAM-B3LYP functional [153].
of the copolymer and the homopolymer. The coloured bars in the figure show the
contributions of the majority components, while the grey bar represents a com-
bination of the remaining small inputs. These show little overlap betweeen the
calculated modes of the doped polymers and their neutral forms, with the largest
contribution to any IVM modes reaching only 46% for the copolymer, and some
of the ICM mods having as little as 7% maximum contributions from a neutral
PCPDTBT to IVM mode. A similar trend is observed for the homopolymer, al-
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though contributions of neutral chain modes to doped IVM modes are larger then
present in the copolymer. It is however worth noting similarity between the Ra-
man and IR neutral spectra was observed, the most intense Raman modes of the
neutral polymers do not contribute to any of the majority components of IVMs in
any of the doped polymer IR spectra.
Figure 5.7: Plots showings the results of fitting to the experimental spectra of
PCPDTBT and PCPDT shown in the top and bottom subplots respectively. Mul-
tiple overlapping Gaussians were fitted to the spectra of the neutral and doped
polymers. The resultant fits of these combined fitted Gaussians to the spectra of
each of the doped polymers is plotted in black. The contributions of neutral peaks
was then subtracted and plotted in red in order to show only the contributions of
doping induced peaks to the spectra.
These observation in the theoretically calculated results are mirrored in the
experimental data. A comparison is made using the overlapping Gaussians which
were fitted to the experimental spectra of the doped and neutral polymers. Sub-
tracting the neutral modes contributions from the doped spectra and comparing
the result to the unaltered doped spectra’s fitted profile allows the effect of neutral
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Figure 5.8: A figure showing the results of analysis on the most intense IRAV
modes in a theoretically calculated PCPDTBT oligomer with a repeat unit length
of 3.5 monomers. Panel “(a)” shows the structure of the modelled PCPDTBT re-
peat unit at equilibrium, with the bond index marked. Panel “(b)” plots the lengths
of the bonds indicated plotted as a function of the bond index. The bond lengths
of the neutral and cation oligomers are denoted by blue squares and red trian-
gles, respectively. Finally the bond length alternation (BLA) of these oligomers
is shown according to the same key, in panel “(c)”. The plotted modulation of the
bond length shows an asymmetric pattern, with suppression of the BLA on one
side on the charged polymer and amplification on the other. The figure has been
previously published in source [153].
modes to be assessed. This is shown in figure 5.7, which shows similar trends to
those observed in the calculated spectra. The experimental spectra show strong
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contributions from neutral modes in the region around 1350 cm−1. However the
neutral experimental spectra have little effect on the region of the doped IR spec-
tra in which the IVMs are observed. Although, as in the calculated spectra, the
homopolymer was found to have a greater extent of contributions from the neutral
spectra to the IVMs then observed in the copolymer. Specifically, there was a 66%
contribution of neutral homopolymer modes to the doped spectra across the 600
cm−1to 1600 cm−1range, but only a 33% contribution in the copolymer case.
Finally, the effect of doping on the geometry of the polymer systems was de-
rived. Collaborators used first principle calculations to show p-type doping in
these polymers causes suppression of the BLA of polymer units where an elec-
tron has been removed [153]. Comparison of carbon-carbon bond lengths between
the neutral and doped oligomer chains of both PCPDTBT and PCPDT found this
suppression to extend between the seventh and thirty-second bonds, as shown in
figure 5.8. Therefore the polaron is estimated to be spread over approximately
twenty-five carbon atoms in these systems. While it has been previously estab-
lished that polarons can cause an increase in the intensity of vibrational modes, the
experimental spectra shown in figure 5.1 clearly show little overlap between the
IVMs and P1 polaron band. However there are other electronic effects which can
be explored, such as hole oscillations synchronizing with nuclear modes which
was originally predicted by Rice and Mele [156] [159].
It is therefore necessary to assess the ability of individual vibrational modes
of the doped polymer systems to displace the observed structural deformation re-
sultant of the the polaron. Collaborators distorted the DFT calculated oligomers
chain geometries along each normal mode and measured resultant changes to the
bond lengths along the conjugated backbone. This showed alteration to the sim-
ulated conjugation of the backbone when modes corresponding to IVMs were
distorted. The backbone bonds were observed to alternately extend and contract,
with the exception of the central and terminal bonds, as shown in figure 5.8. Inter-
estingly, the average variation to the backbone gives the change in the lengths of
the single and double carbon-carbon bonds to be increasing on one side of the un-
127
Figure 5.9: A plot of the squared effective polaron displacement as a function
of IR absorption instensity for each of the polymer modes. The variation for
PCPDTBT is shown in panel “(a)”, while panel “(b)” shows the trends for PCPDT.
changing central coordinate and decreasing on the other. The degree of the length
change was also found to correlate with the relative intensity of each IVM, as
plotted in figure 5.9. This was only observed for IVM modes, with modes of more
typical IR intensity showing either only slight structural distortion or distortion
symmetric about the chain centre and therefore showing no displacement.
From this it can be deduced that the modes at the positions of the IVMs cause
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displacement of the polaron along the polymer chain. This is further confirmed bu
the inability of DFT calculations to reproduce the IVMs in spectra unless local-
ization of the polaron and oligomer chain length are taken in the account [153].
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Chapter 6
The AM model applied to
conjugated polymers
The amplitdue mode (AM) model, introduced in chapter 2 has previously had
great success describing pi-conjugated polymers and their Raman and IR spec-
tral features, with much attention paid to polyacetylene [73, 72, 75, 76, 77].
The model has also recently for the first time been applied to a D-A copolymer,
thieno[3,4 b] thiophene-alt-benzodithiophene (PTB7) [74] . However, while the
model is well established the solving of the model for a given system is also
widely accepted by foreleaders in the field as “a formidable task” and as such the
model has to date only been applied to a handful of polymer systems [74]. Sug-
gested here is a re-expression of the core equations of the AM model for easier
implementation of this theoretical description to experimental results. The model
is further used to fit the molecular vibrations of the D-A copolymer PCPDTBT.
6.1 Solving the AM model
In order to apply the AM model to experimental spectra it is necessary to plot
the bare phonon propagator. The bare phonon propagator is given by equation
2.11. However, only the real components are required to plot the bare phonon
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where ω0n and λn are the bare phonon frequencies and the dimensionless electron-
phonon (e-p) coupling constant of each of the N modes of the studied system
[73, 74, 72, 161, 160, 75, 76, 77, 56]. λ gives the total e-p coupling of a system
and is defined as the sum of the individual relative e-p coupling constants of all of
the vibrational modes [73, 74, 72, 161, 160, 75, 76, 77, 56]. A simplified graph-
ical representation of the bare phonon propagator is shown in figure 6.1 in order
to aid the explanation of how the model is solved. The bare phonon propagator
can be used to predict the vibrational frequencies of certain spectral features in-
cluding Resonant Raman spectra (RRS) peaks, infrared active vibrations (IRAVs)
and anti-resonances (ARs) [73, 74, 72, 75, 56]. The bare phonon propagator is
expected to have a fixed value, D0, at the ω value of these spectral features which
we shall here refer to as DR, DIR and DAR for Raman, IRAV and AR spectra
respectively. This is visually depicted in figure 6.1 for IR and Raman coordinates
[74, 56].
The values of each of these constants are related to properties of the polymer









1− αp + c1 (6.4)
The constants λ˜, αp and c1 in these equations give us more information about
the properties of a given polymer system [73, 74, 161, 160, 75, 76, 77, 56]. λ˜
is the effective e-p coupling constant which describes the renormalization of
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Figure 6.1: A simplified example of the graphical representation of the bare
phonon propagator, D0, function for four distinct vibrational modes. The coor-
dinates of the frequencies and bare phonon propagator intersect values for the
Raman and IR modes are denoted as (DR, Rn) and (DIR, φn)
the e-p coupling constant in the presence of the pi conjugation, as opposed to the
bare phonons of a polymer chain without double bonds [73, 74, 161, 160, 75, 76,
56]. As such λ˜ is also often called the renormalisation coupling parameter and is
related to λ by the equation
2λ˜ = 1− 2λE”i(∆0) (6.5)
for a polymer chain of finite length or a system in which e-e interactions are non-
negligible, where E”i(∆0) is the second derivative of the pi electron energy, of the
semiconducting polymer, with respect to the time-dependent fields, ∆n, which
describe the phonons [73, 74, 72, 75, 76]. αp and c1 are constants describing
electronic responses central to IR active behaviours [74, 161, 160, 75, 56]. αp
is the pinning parameter accounting for the pinning of charge caused by doping
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and thus the associated doping-induced polarons [73, 74, 161, 160, 75, 77, 56].
Meanwhile, c1 is a constant related to the polaron current coupling to phonons
accounting the Fano resonance between IRAVs and the P1 polaron band in order
to predict AR positions [74, 161, 56].
This therefore gives 2N+3 variables which need to ascertained in order to plot
the bare phonon propagator, namely λ˜, αp, λ as well asNλn andNω0n values, with
a further constant, c1, needed to account for Fano resonance to yield the positions
of antiresonance modes [74, 56]. This has traditionally been achieved by solving
2N simultaneous equations from equation 6.1, together with equations 6.12 and
6.13 explained below, using experimentally obtained Raman and IR modes in the
place of the ω term in equation 6.1 [73, 75]. For example, a polymer system with


































































































































































































where Rn and φn are the experimentally obtained frequencies of Raman and
IRAV modes. As the number of vibrational modes in a system increases with the
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chemical complexity of the polymers the solving of these simultaneous equations
quickly becomes time consuming and tedious, with the number of terms resultant
making the final equation time inefficient to code [74].
However, when solving these simultaneous equations a pattern emerges in the
solutions for the λn
λ
terms. Here are the results of this, which for the first time
presented, gives the bare phonon propagator to any number of modes in terms of
ωn, DR and the experimental Raman modes, the latter of which are here denoted
as Rn







































C2 = DR −X(R2, ω01)C1









A proof that these equations are mathematically equivalent to the traditional form
of the bare phonon propagator is detailed in the appendices. It should also be
noted that for systems with incomplete Raman data the Raman coordinates can
be substituded for IR doping induced modes provided DR terms are also replaced
with DIR.
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These equations are facile to implement in computational code. Further the
variablesDR andDIR can be given in terms of Raman, IR and bare phonon modes

















where ωRn and ω
φ
n denote the Raman and IR modes respectively [73, 72, 161, 160,
75, 76]. As such these equations reduce the fitting problem to N variables.
These remaining N ω0n values are ascertained using a computational Monte
Carlo based solving method. Firstly, a list of potential bare phonon mode values
is created for each of the N modes. The list of each mode covers a range from just
above each mode’s Raman mode to just below the next highest doping induced IR
mode, in 1cm−1 intervals [73, 72, 161, 160, 75, 76].
The Monte Carlo walk begins by choosing a random starting point from these
lists for the random walk of each mode. Once the starting positions of a walk are
ascertained, the steps of the walk can begin. For each step, one of the N modes is
chosen at random, with an equal probability of any given mode being chosen. The
value of this mode position is then either increased of decreased, with an equal
probability of either direction, by one step size, where the random walk step size
begins at one.
The new and old bare phonon mode values must at this point be assessed in
order to ascertain which gives a better fitting solution to the spectra, as described
in section 3.2.4.. To do this, the value of the bare phonon propagator at the doping
induced IR mode positions is calculated using each the old and new walk posi-
tions in place of the bare phonon mode values in equations 6.7-6.11. This is then
compared to the constant DIR value each set of bare phonon mode values would
expect the bare phonon propagator to have, according to equations 6.13 and 6.3.
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Whichever set of values gives the better solutions is ascertained by which bare
phonon modes have a smaller magnitude difference between the calculated and
expected DIR values. If the old pre-step values give a better fit then the bare
phonon mode values remain the same and a counter, keeping track of the number
of steps with no change, is increased by one. If the new post-step bare phonon
modes prove to be a better solution then the step is taken, the bare phonon modes
are updated to these values and the counter is reset to zero.
This step process is then repeated until a step successfully taken for one hun-
dred attempts in a row. At this point, the step size is reduced by a factor of ten and
the walk continued with the new, smaller step size. This is repeated until a walk
with step size 0.0000001cm−1 converges. The final values of the bare phonon
modes are then recorded and the next walk using the same method is started. This
is continued until the mean value of all of the bare phonon modes consistently no
longer significantly changes in value. Once all of the Monte Carlo random walks
have been completed the final bare phonon mode values are calculated by taking
the mean of the final positions of all of the walks.
This novel method of solving the model has been successfully applied to sev-
eral systems as part of this PhD work, which shall now be detailed and discussed
over the remainder of this chapter. The method is first applied to a well known
and established system, polyacetylene, to which the AM model was originally
applied to in order for direct comparison between the two solving methods. Fol-
lowing this the method is applied to two of the polymers primarily discussed in
this work: P3HT and PCPDTBT.
6.2 Applying the new method to an established sys-
tem: Polyacetylene
When the AM model was initially introduced, it was first applied to Polyacetylene
with great success. Applying the proposed novel method to this polymer system,
using previously published results, allows the two solving methods to be directly
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compared. Utilized here for this comparison are the results for (CD)x, i.e. deuter-
ated polyacetylene, from a paper published by B. Horovitz in source [75]. In this
paper Horovitz published both the Raman and photoabsorption (PA) induced IR
modes of the system to which the AM model was applied as well as obtaining
the bare phonon mode positions and e-p coupling constants of the model fit. The




































w1 760 850 890 0.04 885.3 0.037
w2 1070 1200 1220 0.007 1219.4 0.007
w3 1240 1340 2040 0.953 2022.7 0.957
Table 6.1: A comparison of the results of the old and here newly proposed AM fit-
ting models results for each of the bare phonon modes of (CD)x, the experimental
and Raman and PA IR modes positions of which are also detailed.
As reference [75] provides both the experimental results used to calculate the
bare phonon propagator as well as the fitted values required to plot the bare
phonon propagator, it is possible to directly compare the models graphically.
Firstly the bare phonon propagator published in the original paper is plotted us-
ing equation 6.1 using Horovitz’s bare phonon mode positions and e-p coupling
constants. This is shown by a green dotted dashed line in figure 6.2.
Next, the bare phonon propagator is calculated using Horovitz’s results, how-
ever with equations 6.7-6.11. This bare phonon propagator is shown by a blue
dashed line on the same figure. As expected, the two lines are identical thus graph-
ically showing that the equations proposed here are mathematically equivalent to
the original bare phonon propagator equation.
Finally the bare phonon propagator using the alternative method in its entirety
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Figure 6.2: The bare phonon propagator of (CD)x calculated using three different
methods. The green dashed line has been extracted using the published results
with the traditional bare phonon propagator. The yellow line has been calculated
using the published bare phonon mode values with the novel equations for the bare
phonon propagator. The black line has been calculated using the entirety of the
new method. These lines have been split across to subplots for clear comparison
due to the extent of the overlap of the three lines.
is calculated. The Monte Carlo random walk method, described in the methods
section, is used to establish the values of the bare phonon modes for this system.
The number of random walks used is continually increased until the mean value
of each of the bare phonon modes given by the distribution is found to no longer
significantly change. The magnitude variation of the mean of each bare phonon
mode as the number of random walks completed increased is shown in figure 6.3.
For this system the values of the bare phonon modes are shown to converge well
before 200 random walks were completed.
The bare phonon mode values found using this method are shown in table
6.1. The relative e-p coupling constants associated with each of these modes has
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Figure 6.3: Plotted here is the decrease of the magnitude variation of the mean of
each of the bare phonon modes as the number of Monte Carlo random walks used
increases. Each subplot is labelled with the relevant bare phonon mode number
corresponding to values given in table 6.1.
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been calculated separately. The values found differ very little from those ascer-
tained by Horovitz. Further, plotting this bare phonon propagator using equations
6.7-6.11 shows excellent agreement with the previously published and widely ac-
cepted result as shown in figure 6.2. This is further evident when the values of
DIR and DR, calculated from the pinning and relative e-p coupling constants re-
spectively, given by the two methods are compared. Horovitz reported values of
DR = −1.61(3S.F.) and DIR = −1.26(3S.F.), while the new method gives
values of DR = −1.64(3S.F.) and DIR = −1.27(3S.F.). This proves the new
method presented here can successfully be used to solve the AM model.
6.3 Applying the AM model to P3HT
The IR spectra, both neutral and doped, of P3HT has been plotted and discussed
previously in Chapter 4. There seven doping induced IRAV were identified, de-
tailed in table 6.2. As P3HT is a highly researched polymer system the Raman
modes of this system can be taken from the literature. The modes corresponding
to each of the doping induced IR modes, as well as their source, is also recorded
in table 6.2.
Further the comparison to literature allows the bond movement responsible
for each mode to be identified. As such, mode ω01 can be attributed to the in-
terring carbon carbon double bond stretching vibration [165, 166, 167, 168, 169,
170, 171, 172, 173, 174]. Similarly, mode ω02 is caused by the stretching of the
interring carbon carbon singe bond of the molecule [165, 166, 167, 168, 169, 170,
171, 172, 173, 174]. The stretching vibration of the carbon carbon single bonds
joining P3HT repeat units is responsible for the ω04 mode, while the ω
0
3 mode is
given by a combination of this mode and a carbon hydrogen single bond stretch-
ing vibration [165, 166, 167, 168, 171, 172, 174]. The ω05 mode is given by the
bending vibration of a carbon hydrogen single bond [165, 167, 171, 174]. The
stretching vibration between the one of the ring carbon atoms and the alkyl side


































1988.4 0.8079 1410.7 1446.0




1388.9 0.0026 1369.7 1381.0
ω3 1196 1209 [165,
166, 167, 168,
171, 172, 174]
1260.4 0.0440 1200.1 1209.0
ω4 1155 1180 [165,
166, 167, 168,
171, 172, 173]
1188.1 0.0034 1173.2 1180.0
ω5 1075 1091 [165,
167, 171, 174]
1123.0 0.0257 1081.2 1091.0
ω6 980 995 [165, 167,
171, 174]
1035.8 0.0273 976.4 995.0
ω7 672 728 [165, 166,
167, 170, 171,
172, 173, 174]
860.0 0.0891 625.5 728.0
Table 6.2: A table of the significant values for each of the bare phonon modes of
P3HT.
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the ω07 can be attributed to deformation of the carbon sulfur carbon single bonds
[165, 166, 167, 170, 171, 172, 173, 174].
The experimental values given in table 6.2 are used to fit the AM model to
P3HT. The model is fitted to the system is using a combination of equations 6.7-
6.11 alongside a Monte Carlo random walk method, detailed in chapter 3, to find
the remaining unknown bare phonon mode values required to plot the bare phonon
propagator. For this system 800 random walks were completed at which point it
was certain that the mean bare phonon mode values had converged. The progress
of this convergence is shown in figure 6.4 which plots the magnitude change in the
mean value of each bare phonon mode as progressive random walk is completed.
This results in final bare phonon mode values given in table 6.2, alongside their
associated e-p coupling constants calculated separately. The distribution of the
relative e-p coupling constant values indicate that the e-p coupling of the system
is primarily dominated by a coupling to the carbon carbon double bond stretching
vibrational mode, with considerably smaller contributions from the rest of the
modes.
From the obtained bare phonon propagator values the bare phonon propaga-
tor is calculated. The result of this is plotted in figure 6.5. From equations 6.13
and 6.12 the IR pinning constant and effect e-p coupling constants respectively
can be calculated using the bare phonon, doping induced IR and Raman modes.
This gives a pinning constant of α = 0.189(3S.F.) and an effective e-p coupling
constant of 2λ = 0.296(3S.F.). The values of DIR and DR can then be calcu-
lated from these constants using equations 6.3 and 6.2 respectively. For P3HT
this produced values DIR = −1.23(3S.F.) and DR = −1.42(3S.F.). When plot-
ted in conjunction with the bare phonon propagator, as shown in figure 6.5, the
intercepts of the DIR and DR lines with the bare phonon propagator give each
the predicted doping induced IR and Raman wavenumber positions, respectively.
The predicted positions of the doping induced IR modes is marked in figure 6.5
alongside the doped P3HT IR spectrum for comparison between the theoretically
predicted and experimentally observed positions. The figure shows good agree-
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Figure 6.4: A plot of the decrease of the magnitude variation of the mean of each
of the bare phonon modes of P3HT as the number of Monte Carlo random walks
used is increased. Each subplot is labelled for the relevant bare phonon mode
number as bare phonon mode wavenumber value decreases.
143
ment between the mode positions, although some predicted modes show better
agreement with doping induced antiresonances then resonance peaks. The values
of the predicted Raman values are shown in table 6.2 alongside their experimental
Raman wavenumber positions. The two sets of values show superb agreement
with one another.
Figure 6.5: The results of fitting the AM model to P3HT. The bottom subplot
shows the bare phonon propagator plotted in black. The predicted values of IR
and Raman modes are shown in blue and red respectively. The top subplot shows
the IR spectrum of solution doped P3HT with AM model predicted positions of
doping induced peaks marker with blue triangles.
6.4 Applying the AM model to PCPDTBT
The AM model is applied here to the D-A copolymer, PCPDTBT, which the ma-
jority of the research presented in chapters four and five has focused on. The
Raman, neutral IR and doped IR spectra of this system have previously been dis-
cussed in chapters 4 and 5. Here the results presented in figures 5.2 and 5.3, are
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used to apply the AM model to PCPDTBT. When this data was previously an-
alyzed a full fitting procedure was applied to the spectra in order to identify the
individual bands which convoluted produce the observed spectra. However, appli-
cations of AM model have traditionally used absorption peaks which are clearly
and obviously visible in experimental spectra rather then the fitting to individual
components from which these peaks are composed as was conducted in chapter
five. As such it necessary to find the frequencies of these. This was achieved by
fitting a Gaussian equation to sections of the data exhibiting a clear peak, as used
in chapter four.
Seventeen peaks were identified in the PCPDTBT Raman spectrum in the 600-
1600 cm−1wavenumber range, at frequency positions listed in table 6.3. The
doped IR spectrum was found to have twenty-one peaks in the same frequency
range. Doping induced peaks were distinguished by comparing with the neutral
PCPDTBT spectrum and excluding any peaks present in both the doped and neu-
tral spectra. The remaining IR peaks were then paired with their corresponding
Raman mode according to which Raman mode with a higher wavenumber value
was closest to each IR mode wavenumber position. Using this method the po-
sitions of thirteen IR doping induced peaks were identified and matched to their
corresponding phonon mode, as detailed in table 6.3.
However, this gives an incomplete experimental data set to which the AM
model needs to be applied, as four doping induced IR bands remain unidentified.
While the exact position of these four doping induced IR modes in unknown, a
limited range of wavenumbers in which each of these terms his expected to fall
can be identified. Explicitly, each doping induced IR mode is expected to fall at
wavenumber positons lower then the corresponding Raman mode value but with
higher wavenumber value then the next lowest bare phonon mode position.
Using this, the AM model can still be applied to this system, despite the in-
complete data set with only a slight alteration to the method applied to the other
systems described in this chapter. While the exact position of the four unidenti-






















ω1 1534.567 1519.055 2015.940 0.7845
ω2 1494.610 1459.542 1513.952 0.0046
ω3 1422.472 1395.871 1458.314 0.0165
ω4 1391.362 1406.238 0.0053
ω5 1348.436 1293.261 1368.760 0.0092
ω6 1268.567 1219.253 1310.365 0.0221
ω7 1193.172 1229.977 0.0200
ω8 1183.156 1182.892 1188.067 0.0008
ω9 1156.692 1123.939 1168.742 0.0043
ω10 1095.113 1050.187 1125.818 0.0136
ω11 893.085 883.212 993.378 0.0682
ω12 860.085 791.339 876.223 0.0034
ω13 720.356 696.666 788.364 0.0358
ω14 691.537 705.700 0.0032
ω15 677.981 674.787 683.731 0.0011
ω16 643.084 639.787 660.528 0.0045
ω17 608.423 625.505 0.0030
Table 6.3: A table of the significant values for each of the bare phonon modes of
PCPDTBT.
fall is known. Namely, each IR mode is expected to be somewhere in the range
below the corresponding Raman mode, but at a higher wavenumber position then
the next lowest bare phonon mode. As the bare phonon mode positions vary over
the course of the walk, these ranges must be updated at the beginning of each
step. Using these ranges in place of the unknown doping induced IR modes al-
lows the upper and lower bounds of the expected DIR positions to be calculated.
The judgement of whether a step is taken can then be decided in much the same
way as in the previous method, by instead calculating how well each set of bare
phonon propagators fall in to the expected band.
In addition to needing to take in to account the four expected but unidenti-
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Figure 6.6: A plot of the decrease of the magnitude variation of the mean of each
of the bare phonon modes of PCPDTBT as the number of Monte Carlo random
walks used in increased. Each subplot is labelled for the relevant bare phonon
mode number as detailed in table 6.3.
fied doping induced IR modes, two further alterations were made to the method
in order to take in to account the unusually high number of modes observed in
the spectra of PCPDTBT. As the number of of modes of a system increases the
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time taken to computationally apply the AM model to this system dramatically in-
creases to unfeasible time frames as discussed in chapter three. In order to make
the Monte Carlo random walk used here more time efficient the number of unsuc-
cessful steps required before the step size is reduced was changed to fifty and the
smallest step size used was set to 0.01.
Using this method, the values of all of the bare phonon modes were found
to have definitively converged, within 0.5cm−1, after 500 Monte Carlo random
walks, as confirmed in figure 6.6. The final bare phonon mode values, given by
the mean of all of the random walks for each mode, are listed in table 6.3. Using
these bare phonon mode values the bare phonon propagator is calculated, shown
in figure 6.7. The bare phonon propagator predicts the positions of Raman and IR
doping induced modes from where it intersects with DR and DIR respectively.
The effective e-p coupling constant was calculated using equation 6.12. The
effective e-p coupling constant for PCPDTBT was found to have value 2λ =
0.228(3S.F.). From this constant the value of DR was calculated using equation
6.2, giving a value of DR = −1.29(3S.F.). The DR line is plotted in figure 6.7,
shown by a red dashed line. The points at which this line intersects with the bare
phonon propagator, which predict the positions of Raman modes, are denoted
by red downwards facing triangles. The predicted Raman mode positions show
excellent agreement with the experimental Raman mode wavenumber values.
The predicted positions of the IR doping induced modes are ascertained in a
similar manner. First, the pinning constant is calculated according to equation
6.13, using the bare phonon modes and the doping induced IR modes. For the
four modes for which the IR mode position is unknown the bottom and top of the
range of the possible values for each mode were used. This allowed the possible
range of the pinning constant to be calculated, giving α = 0.0880−0.113(3S.F.).
From this the range in which DIR must fall is found from equation 6.3. This
gives a narrow range of DIR = −1.10(3S.F.) to DIR = −1.13(3S.F.). When
the extreme values of this range are used to predict the positions of the IR doping
induced modes the predicted positions are found to vary by less then 3.5cm−1 for
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Figure 6.7: The result of fitting the AM model to PCPDTBT. The centre frame
shows the bare phonon propagator plotted in black. The predicted DIR and DR
intersection lines are plotted in blue and red dashed lines respectively. Where the
lines intersect predicts the positions of each the IR doping induced and Raman
modes, marked in upwards pointing blue triangles and downwards pointing red
triangles correspondingly. The top pane shows the spectrum of doped PCPDTBT,
with AM model predicted doping induced IR mode positions indicated by up-
wards pointing blue triangles. Similarly, the bottom pane shows the Raman spec-
trum of PCPDTBT, with the predicted mode positions marked by downwards fac-
ing red triangles.
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any given mode. As such the median of the range can reasonably be used to find
the predicted doping induced IR mode positions. The median DIR line is plot-
ted in figure 6.7, shown by a blue dashed line. The predicted doping induced IR
modes, given by the intersections of theDIR and bare phonon propagator lines, are
marked by blue upwards pointing triangles. The predicted and experimental dop-
ing induced IR modes show good agreement with one another, though for higher
frequency modes the predicted doping induced IR mode show better agreement
with antiresonance features. The presence of antiresonances was also observed in
the application of the AM model to P3HT earlier in this chapter.
The predicted doping induced IR modes also include the modes whose exper-
imental doping induced IR positions were previously unidentified. These have
predicted positions ωIR4 = 1387cm
−1, ωIR7 = 1190cm
−1and ωIR14 = 711cm
−1.
The position of the fourth unidentified mode, ωIR17 , is expected to lie below the
experimentally measurable spectral range. The modes could not previously be
identified in the experimental IR spectra due to the high density of overlapping
peaks. However comparing the predicted positions on these modes with the ex-
perimental modes overlapping Gaussian full fitting procedure obtained for the
doped PCPDTBT spectrum in chapter 5 allows their experimental counterparts
to be identified. Using this method the predicted ωIR4 = 1387cm
−1corresponds
to an experimental doping induced mode at 1375cm−1. Similarly the predicted
ωIR14 = 711cm
−1mode matches the 714.5cm−1doping induced mode. Finally,
the ωIR7 = 1190cm
−1mode can be identified as having value 1162cm−1in the
experimental spectra. This peak is present in both the neutral and doped spec-
tra, however the peak intensity rises from 0.00983 to 0.291. This suggests that
doping contributes to the intensity of this mode. Therefore, the AM model has
here successfully given accurate predictions of the positions of the four previ-
ously unidentified doping induced peaks, without the use of experimental IR data
of these modes incorporated in to the fitting procedure. As such, this observa-
tion gives further evidence that the AM model can be suitable for describing the
spectra of PCPDTBT.
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Figure 6.8: A plot of the relative electron-phonon coupling constants of
PCPDTBT as a function of each mode’s Raman mode, as calculated by the AM
model.
Finally, the results of the application of the AM model to PCPDTBT are com-
pared to those given by DFT calculations performed on the same system, as pre-
sented in chapter 5. In chapter 5, the electron-vibrational coupling of multiple
structural vibrational modes was calculated via DFT using the CAM-B3LYP func-
tional. This was plotted as a function of mode wavenumber in figure 5.5. This
electron-vibrational coupling can be considered analogous to the electron-phonon
coupling given in the AM model, as detailed in table 6.3. In figure 6.8 the e-p
coupling of each mode, as calculated by the AM model, is plotted as a function of
Raman mode wavenumber.
Comparing figures 5.5 and 6.8 shows excellent agreement in the intensity pro-
files produced by each technique. Both methods found the intensity profiles of the
coupling constants to show strong resemblance to the Raman and neutral IR spec-
tra of PCPDTBT. The correlation between the e-p coupling constants given by the
AM model and the intensities of Raman spectral peaks agrees with previous ob-
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servations in the literature CITE. In both calculations, the strongest coupling occur
ed at higher wavenumbers, above 1400cm−1. Further, in both show a window of
medium coupling, centered around approximately 1000cm−1 in the DFT calcu-
lations and about 1200cm−1 in the results from the AM model. Finally, further
intense coupling is observed in the lowest measured wavenumber modes, though
still less intense then maximum coupling regions. Indeed, the primary difference
between the results of the two methods is in the difference in ratio between the
coupling intensities of the highest and lowest wavenumber mode regions. Specif-
ically, DFT calculations expect less of a proportional difference between the in-
tensities of these two regions then calculated by the AM model. However, despite
this the two methods shows overall excellent agreement in their results.
6.5 Comparison of systems
In this chapter a proposed novel AM model application method was fitted to three
polymer systems. First, it was applied to an established system, trans-(CD)x, to
which the AM model has already previously been applied to in the literature [75].
The new method was applied to the same results previosuly used and published
by Horovitz, allowing the two methods to be directly compared [75]. The results
of the two methods match beautifully with one another, confirming that the new
method agrees with the literature. From this application of the AM model to
trans-(CD)x the bare phonon mode Raman and doping induced IR intercepts were
calculated to have values DR = −1.64 and DIR = −1.27.
The model was next applied to a more complex polymer, P3HT, which has
received great interest in literature due to its high carrier mobility. Applying the
AM model to this seven mode system gave values of DR = −1.42 and DIR =
−1.23. This means that P3HT has both a lower effective e-p coupling and pinning
constant then trans-(CD)x.
Finally, the new AM model methodology was applied to a D-A copolymer,
PCPDTBT, with a high number of modes and an incomplete experimental data
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set. Applying the AM model to this system allowed the unidentified experimental
modes to be found. Despite the incomplete coordinate set, the values of DIR and
DR were still successfully identified. The intersects were found to have values
DR = −1.29 and DIR = −1.10 to −1.13. This indicates that PCPDTBT has
smaller e-p coupling and doping induced pinning constants than both P3HT and
trans-(CD)x.
In order to discuss how these results may impact charge transport in these sys-
tems it is first necessary to explain what these constants mean in terms of the phys-
ical polymer systems. The effective e-p coupling constant, as the name suggests,
indicates how strongly electrons are affected by lattice distortions in the polymer
chain. Similarly, the doping induced pinning constant can be thought of as how
strongly a dopant charge carrier is “attached” to a given segment of the polymer
chain, and therefore how difficult it is for the electron to diffuse along said poly-
mer. As such, these constants can be reasonably expected to have an inversely
proportional relationship with the polymer system carrier mobility. Although, it
should be noted that there are multiple factors in a semiconductor system which
can effect carrier mobility.
This expected trend is observed here between the results of trans-(CD)x and
P3HT. P3HT has a famously better carrier mobility then trans-(CD)x as has been
reported in the literature and the applying the AM model to the systems here
has also found smaller e-p coupling and doping induced pinning in P3HT then
in trans-(CD)x. As PCPDTBT was calculated to have lower e-p coupling and
doping induced pinning constants then both of the aforementioned systems, it is
possible to infer that PCPDTBT has the potential to have a carrier mobility greater
than P3HT.
A range of carrier mobilities have been reported for each P3HT and PCPDTBT,
as the carrier mobility has been shown to be dependent of many processing vari-
ables including, but not limited to, deposition method, film morphology, doping
method, film thickness and solvent choice. A summary of the carrier mobilities of
these two systems published in the literature is plotted as a function of publication
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Figure 6.9: A summary of the published carrier mobilities of P3HT and
PCPDTBT, plotted as a function of year of publication. The values of P3HT are
denoted by round blue markers, while the values of PCPDTBT are shown by red
squares. The values plotted have been extracted from sources [175] to [249].
date in figure 6.9. This clearly demonstrates the large amount of research which
has gone in to P3HT, spanning across over three decades during which time the
reported values of the system’s carrier mobility have increased. By comparison
PCPDTBT has been studied for far less time and is a “younger” polymer. Similar
values of carrier mobilities are reported for both systems, with more consistently
higher values reported for P3HT then PCPDTBT. This can not be used to prove
either way which of the two systems has a higher carrier mobility. Although the
sparse research in to the carrier mobility of PCPDTBT, and the gradual plateau-
ing of the carrier mobilities of P3HT in recent years does give good argument for
further research in to the PCPDTBT system to explore the possibility of higher
carrier mobility values. These findings agree with a previous study comparing the
two systems which found that “the quality of hole transport in PCPDTBT must be
very good” and that “in its pristine form PCPDTBT is at least as good as a hole




The work here has explored the doping of organic semiconducting polymers by
studying the molecular vibrations through a combination of experimental spectro-
scopic techniques and the application of a theoretical model. The experimental
portion of the research used FTIR spectroscopy to measure films of three different
polymers in both pristine and doped forms, using fluorine based dopant molecules.
As part of this, the solution doping of P3HT with F6-TCNNQ and PFO with F4-
TCNQ were studied. However, PCPDTBT was in particular studied, focusing
on the effect of multiple variables on the doping process. The effects of dopant
electronegativity, solvents and doping method were analyzed.
When P3HT was doepd with F6-TCNNQ, doping was observed from molar
doping concentrations of 0.07%, with polaron bands and antiresonances present
from concentrations of 0.95%. Charge transfer peak positions indicated degrees of
charge transfer of 79% from concentrations of 0.19%, which increased steadily to
an eventual 97%. By comparison, when PFO was doped with F4-TCNQ, doping
induced peaks were not observed until molar doping concentrations of 1.68% with
polaron bands at similar concentrations but antiresonances not observed at all.
This much higher doping threshold can be partially attributed to the lower
electronegativity of the dopant molecule. However, while this partially accounts
for the difference between the doping thresholds of PFO and P3HT, the magnitude
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of the disparity indicates PFO’s larger bandgap is also a factor. When PCPDTBT
was doped with each F4-TCNQ and F6-TCNNQ doping induced peaks were ob-
served at 1.75% when the F4-TCNQ dopant was used and a lower 1.54% when
F6-TCNNQ was utilized instead. Similarly, the onsets of antiresonances and po-
laron bands were also lower as the dopant molecule electronegativity increased.
The degree of charge transfer saturated at similar levels for both systems, but
reached this point more slowly and at higher molar doping concentrations when
the dopant molecule electronegativity was lower.
In addition to studying the effect of dopant electronegativity, the effects on
PCPDTBT of dopant solvent choice and doping method were also studied. The
use of acetone, acetonitrile and DMSO as dopant solvents was tested for the solu-
tion doping of PCPDTBT with F6-TCNNQ. Solvent choice was observed not to
effect the onset of doping induced modes, however did affect the molar concentra-
tion from which antiresonances were observed, with samples containing DMSO
not containing antiresonances in their spectra until higher molar doping concen-
trations. The solvent choice also affected the doping feature intensities and trends
as well as the onset and properties of polaron bands and the degree of charge
transfer to which systems saturated.
Further to solution doping, layer doping of PCPDTBT with F6-TCNNQ was
also tested. In the cases of layered doping, samples showing doping were found
to follow a strong doping regime, with intense doping induced vibrational modes,
antiresonances, polaron bands and saturated effectively complete charge transfer.
This was observed across both two and three layer doped samples. While the
IRAVs in solution doped samples were large compared to the polaron band, this
is even more pronounced in the layer doped samples. In these samples the order
of magnitude of the IRAVs is comparable to the polaron bands.
These peaks are unusually intense, despite the lack of overlap between these
modes and the polaron band. This was investigated by analyzing the spectra of
layer doped PCPDTBT and a similarly structured homopolymer, PCPDT. Fitting
overlapping Gaussians to the IR and Raman spectra of these polymers showed
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observed peaks and antiresonant features are the result of several overlapping
Gaussian forms. These Gaussians also confirmed that the doping induced peaks
occur in the form of novel peaks in the 1000cm−1 to 1300cm−1 range for both
the copolymer and homopolymer studied. The results of the application of the
overlapping Gaussian fits to the experimental results were compared to the modes
predicted by DFT calculations. Matching the results of the experimental measure-
ments and DFT calculations showed that the intensity of the IRAVs is the result
of the vibrations of these modes causing displacement of the polaron along the
polymer chain.
Finally in this research the amplitude mode (AM) model was applied to the
molecular vibrations experimentally observed in these systems. A novel applica-
tion method of this model was applied to published results of trans-polyacetylene
to show the validity of the new method. This was then also applied to the ex-
perimental results of P3HT and PCPDTBT. The bare phonon propagator of the
AM model was found to have intersects DR = −1.42 and DIR = −1.23 for
P3HT while PCPDTBT had values DR = −1.29 and DIR = −1.10. These val-
ues indicate that PCPDTBT has smaller s-p coupling and doping induced pinning
constants then both P3HT and trans-polyacetylene. These values indicate that
PCPDTBT has the potential for higher carrier mobilities then P3HT.
The research presented here advances the understanding of doping in organic
semiconductors, however a single overall description of these systems remains
illusive. In this project DFT and AM models were used to analyze doping in or-
ganic semiconducting polymers. These models provide good descriptions of the
experimentally observed results, but do not provide a full and universal image of
all of the factors and features present in doped polymers. For example, in DFT
calculations the presence of dopant molecules is not explicitly treated, polydisper-
sity is not modelled and dopant pinning is not accounted for. Meanwhile, while
the AM model accounts for dopant pinning it gives less consideration to the struc-
ture of a given polymer system. As such, a useful step for future work would
be to expand on these models, and possibly combine the two descriptions in or-
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der further move the field of study towards a single, over-arcing explanation of
the electronic properties of organic semiconductors. One method to further work
towards this is a more immediate sense, would be to more directly compare ex-
perimental observations to the DFT and AM models by feeding the results of each
model in to each other. Explicitly, DFT calculations give predictions of positions
and intensities of IR and Raman active vibrational modes based on polymer struc-
tures, as described in chapter five. By contrast, the AM model uses experimentally
observed IR and Raman vibrational modes to model the electronic behaviour of
doped semiconducting polymers, as discussed in chapter six. It would therefore
be possible theoretically predict the expected Raman and IRAV modes of a poly-
mer system from its structure using DFT and then use these modes in the place of
experimental results in the AM model method of chapter six. Comparing the pro-
duced purely theoretical results to experimental observations could allow which
unaccounted variables cause the greatest discrepancy.
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In order to write the bare phonon propagator of the AM model in terms of the
bare phonon frequencies and raman frequencies it traditionally necessary to solve
N simulataneous equations. Shown here is a proof that the solution to these N
simultaneous equations is mathematically equivalent to the novel mathematical
expression of the bare phonon propagator presented in this work. This is done
by comparing the results of solving the N simultaneous equations with the full
expression given by equations 6.7-6.11 for a four mode case.
A.1 Solving N simultaneous equations











































































































































































































Where Rn and φn are the Raman and IR vibrational mode frequencies obtained
experimentally respectively. In order to give the bare phonon propagator in terms
of the Raman and bare phonon frequencies, without the e-p coupling constants,
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(A.11)
Next equation A.2 is used to find the λ2
λ
term. To do this equation A.9 is first
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Next equation A.3 is used to give the λ3
λ
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At last, an expression for λ4
λ
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Finally, equation A.29 is substituted in to equation A.23 to give the bare phonon
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A.2 Expression from novel equations
In order to compare the novel equations to the classical form of the bare phonon
propagator it is first necessary to expand equation 6.7 for four modes to it’s full
form using equations 6.8-6.11.


















Taking this expansion term by term for the sake of easy following extracts each











































This first term matches the first term of the bare phonon propagator derived in the
previous section. For the second term:
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The second term of this expression is the same as the second term of the bare
phonon propagator derived in the previous section. For the third term:
C3 = DR −X(R3, ω01)C1 − C2S2(R3, ω02)÷ S2(R2, ω02)
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where this updating third term matches that derived in the previous section. Fi-
nally we derive the terms for the fourth term of the expression.
C4 = DR −X(R4, ω01)C1 − C2S2(R4, ω02)÷ S2(R2, ω02)
− C3S3(R4, ω03)÷ S3(R3, ω03)
= DR −X(R4, ω01)C1 − C2S2(R4, ω02)÷ S2(R2, ω02)−
(
DR −X(R3, ω01)C1
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Substituting these terms in to equation A.43 finally gives the bare phonon propa-
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Comparing equation A.30 and equation A.47 shows the equations derived using
the two methods to be identical. The proposed novel set of equations are therefore
a correct rewrite of the traditional bare phonon propagator equation form.
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