All raw data files are already available, as this research did not generate new raw data files. American Gut Project data are available from the NCBI database (accession number PRJEB11419). The Halfvarson data are available from the NCBI database (accession number PRJEB18471). Code can be found at <https://github.com/MaudeDavidLab/gut_microbiome_embeddings> and data files at <http://files.cgrb.oregonstate.edu/David_Lab/microbiome_embeddings/>.

Introduction {#sec001}
============

Microbial survey studies {#sec002}
------------------------

Recent findings suggest that resident microbiomes of the human anatomy influence our bodies and minds in ways we have only just begun to understand. Microbiomes have been implicated in the development of diseases of nearly all types, both acute and chronic, infectious and systemic. The vaginal microbiome has been implicated in preterm birth \[[@pcbi.1007859.ref001]\], the skin microbiome in acne \[[@pcbi.1007859.ref002]\] and eczema \[[@pcbi.1007859.ref003]\], and the gut microbiome in a spectrum of diseases including inflammatory bowel disease (IBD\] \[[@pcbi.1007859.ref004]--[@pcbi.1007859.ref006],[@pcbi.1007859.ref006]--[@pcbi.1007859.ref009]\], anxiety \[[@pcbi.1007859.ref010]--[@pcbi.1007859.ref012]\], major depressive disorder \[[@pcbi.1007859.ref013]--[@pcbi.1007859.ref015]\], autism \[[@pcbi.1007859.ref016]--[@pcbi.1007859.ref020]\], and Parkinson's Disease \[[@pcbi.1007859.ref021]--[@pcbi.1007859.ref023]\].

To analyze microbiome compositions, current technology sequences various hypervariable regions of the 16S rRNA gene, which acts as an accessible taxonomic tag to measure the abundances of taxa in a community. Studies using this 16S survey technique have reported incredibly diverse collections of microbes in several systems. Multiple individuals studies, along with consortium studies like the American Gut Project (AGP) \[[@pcbi.1007859.ref024]\] and the Human Microbiome Project \[[@pcbi.1007859.ref025]\], have invested colossal effort to document that diversity by creating publicly available reference repositories. Amongst these are repositories of stool-associated microbiota that have furthered our understanding of the role of the microbiome in several diseases, especially inflammatory bowel disease (IBD) \[[@pcbi.1007859.ref004]\]

Though these and other studies have presented highly relevant findings, 16S microbiome survey studies in general tend to suffer from lack of power due to necessarily small sample sizes. Due to logistical restrictions, even the largest microbiome studies only include roughly as many samples as taxa, and samples may outnumber taxa ten to one hundred-fold \[[@pcbi.1007859.ref024],[@pcbi.1007859.ref025]\]. Studies with low sample-to-variable ratios risk being underpowered and reporting false positives, especially when effect sizes are estimated to be small \[[@pcbi.1007859.ref026]--[@pcbi.1007859.ref028]\].

In addition, in biological contexts, the presence and function of each microbe is deeply dependent on the characteristics of its surrounding neighbors. Differences in microbial function also occur as genes are turned on or off as appropriate for that microbe's environment at any given time. For instance, [Belenguer et al.](https://www.frontiersin.org/articles/10.3389/fmicb.2016.00185/full#B5) show that *Roseburia* strain A2-183 is unable to use lactate as a carbon source except in the presence of *Bacteroides adolecentis* \[[@pcbi.1007859.ref029]\]. Because of functional dependence, findings of differential abundance or function of a single species must be considered within its wider context of associated species and environmental factors \[[@pcbi.1007859.ref030]\]. To address this problem, it is often appropriate to base analysis on the log-ratios of pairs of taxa, which allows identification of differences in the relationship of taxa pairs between groups \[[@pcbi.1007859.ref031]\].

Lastly, despite the vast amount of publicly available 16S microbiome survey data, current studies design their data collection and perform their analysis independently, without leveraging the information available via massive sequencing projects such as the Human Microbiome Project \[[@pcbi.1007859.ref025]\] or American Gut Project \[[@pcbi.1007859.ref024]\].

Current methods for dimensionality reduction {#sec003}
--------------------------------------------

Dimensionality reduction techniques, both feature selection and feature transformation, may be performed to reduce microbiome survey study data to a manageable size. Feature selection techniques include filtering to consider only the common or very rare, however this approach may filter potentially valuable data. Feature transformation techniques include binning taxa by their annotations (e.g. all taxa that share a family are analyzed as one unit) \[[@pcbi.1007859.ref032],[@pcbi.1007859.ref033]\] and clustering taxa based on the similarity of their 16S rRNA gene, which has been used as a proxy for evolutionary relatedness \[[@pcbi.1007859.ref034],[@pcbi.1007859.ref035]\]. The goal of dimensionality reduction is to remove variables that add noise while preserving those that contain signal with respect to host phenotype. While all of these methodologies have been used to produce interesting and crucial discoveries in microbiome surveys, they all rely on presupposed assumptions about which variables will be most informative of host phenotype.

Another form of feature transformation, ordination, may instead be used to identify broad patterns in microbiome compositions between samples. Samples, each represented by a vector of taxa, can be projected into a lower dimensional space using a wide array of ordination techniques including principal correspondence analysis (PCoA) \[[@pcbi.1007859.ref036]\], multidimensional scaling \[[@pcbi.1007859.ref037]\], and non-metric multidimensional scaling \[[@pcbi.1007859.ref038]\]. Broadly used, ordination has played a critical role in associating microbial structure or diversity with specific features or phenotypes of interest, but has also proven to be overly sensitive to normalization and study bias (e.g. technological noise, DNA preparation protocol, sequencing error) \[[@pcbi.1007859.ref039]\].

Patterns in 16S sequence relatedness have been used for feature transformation as well. Woloszynek et al. represent each 16S sequence by the set of k-length nucleotide sequences (k-mers) it includes, and embed those k-mers to create a vector representation of each sequence\[[@pcbi.1007859.ref040]\]. Finally, we may use taxon counts to estimate parameters for an underlying distribution from which taxa are drawn. Sankaran et al. model taxa as units drawn from a latent Dirichlet multinomial mixture distribution \[[@pcbi.1007859.ref030]\].

While compelling, the dimensionality reduction methods described above do not consider taxonomic relationships within a biological context, or make use of information already available from previous datasets.

Current study overview {#sec004}
----------------------

Navigating the highly related and very large microbiome space can be done by using the information encompassed in publicly available datasets to inform novel dimensionality reduction methods. The goal of this project is to create an unbiased method to project taxonomic data into a lower dimensional space that represents properties of taxa. Properties are based on taxa's relationships with each other and their environment, are learned from public datasets, and are re-usable for past and future studies. In this context, a property is a pattern that underlies co-occurrences between taxa. The lower dimensional space is learned from public datasets using an embedding algorithm, and allows the integration of patterns from massive datasets into specialized studies to increase generalizability and statistical power. A graphical representation of workflow can be found in [Fig 1](#pcbi.1007859.g001){ref-type="fig"}, and a more detailed explanation can be found in the workflow section of Methods.

![Workflow of data transformation to prediction of host phenotype.\
First, taxon-taxon co-occurrence (binary) data from the American Gut Project (A) are input into the GloVe embedding algorithm (B) to produce a taxon (Amplicon Sequence Variant or ASV) by property transformation matrix (C). Then, we take the dot product between a sample by ASV table of interest (D) and the transformation matrix (C) to project that table into embedding space (E). The ASVs in the columns of D and those in the rows of C must match exactly. This table is used to train a random forest model (F) along with sample associated lifestyle and dietary information (G, optional) to predict the IBD status of the host (H). As points of comparison, random forest models are also built without embedding, after transforming the same sample by ASV table (D) using PCA (I) and normalizing (J).](pcbi.1007859.g001){#pcbi.1007859.g001}

Results {#sec005}
=======

By applying the GloVe algorithm to 18,480 gut microbiome samples from the American Gut Project, we construct a 26726 by 26726 ASV co-occurrence matrix, and subsequently a 26726 ASV by 100 property embedding transformation matrix, which can be used to project any sample by ASV table into embedding space. We then test the performance of models trained on taxonomic counts, embedded data, and pca transformed data across combinations of training/testing datasets: 1. Models trained and tested on the same dataset used to construct embeddings (AGP) 2. Models trained and tested on an independent IBD dataset (Halfvarson) and 3. Models trained on one dataset (AGP) and tested on two independent sets (Halfvarson and Schirmer). We find that models trained on embedded data perform as well or better than models trained on ASV count data despite using 250 fold fewer variables, and far outperformed models trained on PCA reduced data. We find that metabolic functional capacity exhibits significant correlation with property structure, and suggest that metabolic pathways such as steroid degradation, lipopolysaccharide biosynthesis, and various types of glycan biosynthesis may be relevant to IBD.

Model performance {#sec006}
-----------------

In order to determine the value of the set of embedding produced by GloVe, we tested the performance of classifiers built using GloVe embedded, PCA transformed, and non-embedded normalized count data. We evaluated two main performance metrics in predicting the IBD status of the host: area under the receiver operating curve (AUROC) and area under the precision-recall curve (AUPR).

Pick optimal number of properties to define a community {#sec007}
-------------------------------------------------------

We found random forest classifiers trained using GloVe embedded data produce a significantly higher average area under the Receiver Operating Curve (AUROC) across all choices of hyperparameters and number of dimensions ([Fig 2](#pcbi.1007859.g002){ref-type="fig"}) than non-embedded data and PCA-embedded data (p \<\< 0.05, rank sum test). Notably, embedded data consistently produces better results with far fewer features than taxonomic counts. The use of fewer features makes the model less likely to overfit the data and more likely to be reproducible. We run all future tests using 100 properties, as models trained with 100 properties show the most consistently high performance and small variance across all hyperparameter choices.

![Transforming ASV tables into GloVe embedding space before training a model produces more accurate host phenotype predictions (IBD vs. healthy control) and makes models more robust to hyperparameter choice.\
Each point represents a triplet of choices for number of trees, depth of each tree, and weight on a positive prediction of IBD in a random forest model. Each model was trained on the data input type indicated by color (Normalized, non-embedded counts is purple, PCA embedded data is pink, and GloVe embedded data is blue). Models trained on GloVe embedded data produce higher ROC AUCs with less variance across hyperparameter choice.](pcbi.1007859.g002){#pcbi.1007859.g002}

Models built with embedded data perform better on a held out test set {#sec008}
---------------------------------------------------------------------

We then train three separate models on the training portion of the AGP dataset, and test each model on a held out portion of the same dataset that has been used neither for model nor embedding training ([Fig 3](#pcbi.1007859.g003){ref-type="fig"} panel A). Each model uses a different data input type, GloVe embedded, PCA-transformed, or non-embedded normalized ASV counts, and has hyperparameters optimized using cross-validation over the training set. We see comparable performance between the classifier using GloVe embedded data and the other two methods ([Fig 3](#pcbi.1007859.g003){ref-type="fig"} panel B). The model with non-embedded data, which uses 26,739 features, has an area under the Receiver Operating Curve (AUROC) of 0.79 and an area under the Precision-Recall curve (AUPR) of 0.46 ([Fig 3](#pcbi.1007859.g003){ref-type="fig"}, panel B.1). In contrast, the model using GloVe embedded data, which uses only 113 features, has a higher AUROC of 0.81 but slightly lower AUPR of 0.44 ([Fig 3](#pcbi.1007859.g003){ref-type="fig"} panel B.2). A 200-fold decrease in number of features used results in little change in relevant performance metrics. In comparison, the model using PCA-transformed data with 113 features performs only slightly worse, with an AUROC of 0.77 and an AUPR of 0.42 ([Fig 3](#pcbi.1007859.g003){ref-type="fig"} panel B.3)

![Embeddings trained on American Gut training set, model trained on American Gut training set, model tested on American Gut held out test set (A). Models trained on GloVe embedded data have higher ROC AUC but slightly lower Precision-Recall AUC on a held out test set (B).](pcbi.1007859.g003){#pcbi.1007859.g003}

Properties are generalizable to independent stool-associated datasets {#sec009}
---------------------------------------------------------------------

We find that GloVe embedded data generalizes to a completely independent datasets, and improves performance over normalized count data regardless of the number of training samples used. Using data from Halfvarson et al. \[[@pcbi.1007859.ref008]\], we train random forest classifiers on gut microbiome data to differentiate between IBD vs. healthy control ([Fig 4A](#pcbi.1007859.g004){ref-type="fig"}). Again, we train classifiers using normalized count data, PCA-embedded data, and GloVe embedded data, and optimize over hyperparameters using cross-validation for each model independently. To test the effect of training set size on performance outcomes, we train models using from 50 to 450 samples in the training set, and the rest in the test set. In this dataset, we have 564 samples from 118 patients and 26,251 Amplicon Sequence Variances (ASVs). We do not include any associated metadata; predictions are made solely based off of the microbiome compositions. Additionally, results are averaged over train/test splits using 100 different random seeds.

![Embeddings were trained on American Gut data, and the predictive models were trained and tested on Halfvarson dataset (A). Transforming microbiome data into GloVe embedding space (100 features) prior to model training produces more accurate models than using ASVs (26,251 features) (B).](pcbi.1007859.g004){#pcbi.1007859.g004}

It is important to note that the transformation matrix that puts the query dataset into embedding space is trained exclusively on American Gut Project data, and is therefore completely independent of the query dataset. Despite the fact that properties were learned using the American Gut data dataset exclusively, we see embedding model performance is consistently higher than the ASV-based model on the independent Halfvarson dataset ([Fig 4B](#pcbi.1007859.g004){ref-type="fig"}). ASVs from the query datasets were considered to match an embedding ASV if they were more than 99% identical. Largely equivalent results obtained using a similarity threshold of 97% and 100% are shown in [S1 Fig](#pcbi.1007859.s006){ref-type="supplementary-material"}. The patterns learned by the GloVe algorithm from the American Gut data generalize to improve classification performance on an independent dataset. Theoretically, classification accuracy of any host phenotype relating to the gut microbiome could be bolstered by first embedding the input data before model training.

Models that use properties are generalizable to independent datasets {#sec010}
--------------------------------------------------------------------

In the above experiments, all models were trained on the same datasets they were tested on, using cross-validation and a held-out test sets. Now, we trained a model on the American Gut data and tested it on two independent datasets, the Halfvarson data described above and a second independent IBD focused dataset created by Schirmer et al. \[[@pcbi.1007859.ref009]\] ([Fig 5A](#pcbi.1007859.g005){ref-type="fig"}). More so than a hold-out test set, this allows us to test the feasibility of deploying a model for diagnosis and monitoring of IBD. Two models were trained on American Gut data, one using normalized ASV counts and the other ASV counts embedded in property space. In this case, only microbiome data and no sample-associated data was included. Hyperparameters that gave the highest area under the precision-recall curve during 3 fold cross validation on American Gut data were selected, and the trained model was directly applied to the independent datasets without re-tuning hyperparameters or decision thresholds. For the Halfvarson test set, both models trained on ASV counts and embedded data had a precision very near 1, meaning that a positive IBD prediction was correct the vast majority of the time. However, the model trained on ASV counts had a recall of 0.02, meaning that only 2% of the samples from patients with IBD were positively identified. In contrast, the model trained on embedded data recovered 63% of samples from patients with IBD ([Fig 5B](#pcbi.1007859.g005){ref-type="fig"}). On the Schirmer dataset, the ASV model predicted only healthy samples, and so had precision and recall scores of 0, while the embedded model had a precision of 92% and a recall of 21% ([Fig 5C](#pcbi.1007859.g005){ref-type="fig"}). Equivalent results obtained using similarity thresholds of 97% and 100% are shown in [S2 Fig](#pcbi.1007859.s007){ref-type="supplementary-material"}. While the model trained on ASV counts was in no way generalizable to other datasets, the model trained on data in property space was able to make accurate predictions on a completely independent dataset. This finding demonstrates that in this case, models built from embedded data can generalize to outside data while models built from ASV abundance information cannot.

![Two models, one embedding-based and one ASV-based, were trained on American Gut data and tested on two independent query datasets (A). Embedding-based models outperform ASV-based models significantly when testing on Halfvarson dataset (B) and Schirmer dataset (C).](pcbi.1007859.g005){#pcbi.1007859.g005}

Property relationship with phylogeny {#sec011}
------------------------------------

ASVs close together in embedding space have similar co-occurrence patterns by construction. We expect that phylogenetically close taxa are more likely to fill the same ecological niches than are unrelated taxa. We therefore expect a slight but not extreme relationship between phylogeny and property metrics.

We built two trees with ASV leaves, one clustered by phylogeny and the other clustered by property values. We then calculated the branch score difference and symmetric distance between the two, and compared them to null distributions created by permuting the leaves of the phylogenetic tree 1000 times. We find that the tree built using property values of ASVs is significantly similar (p = 0.003) to the phylogenetic tree, supporting a phylogenetic component in the determination of co-occurrence patterns captured by properties ([Fig 6A1 and 6A2](#pcbi.1007859.g006){ref-type="fig"}). The large magnitude of the branch score difference suggests that phylogeny is not the main driving factor of the described co-occurrence patterns.

![Relationship between embedding space and phylogeny.\
**A**: Hierarchical clustering of ASVs using similarity between property vectors matches phylogenetic tree topology. Histograms (light blue) show branch score distances (A1) and symmetric distances (A2) between permuted phylogenetic trees and hierarchically clustered trees based on property similarity. The dotted red line shows the distance between the true phylogenetic tree and the property-based tree. **B**: 2D PCoA ordination using cosine distance of 1500 randomly selected ASVs in embedding space. 10 pairs of ASVs were selected based on their high spearman correlation in the American Gut ASV table across all samples(r \> 0.7). Each pair is denoted by shape. Color shows the family classification of the selected pairs, and all other ASVs are shown in grey. **C:** t-SNE ordination using cosine distance of 5000 randomly selected ASVs, colored by genus. 3 genera highlighted in the dashed circle exhibit similar co-occurrence patterns.](pcbi.1007859.g006){#pcbi.1007859.g006}

We also find that ASV pairs with the highest spearman correlations of counts across samples are generally close in embedding space, as expected. Of the 10 annotated ASV pairs with highest spearman correlation, we find 5 share a family while 5 do not ([Fig 6B](#pcbi.1007859.g006){ref-type="fig"}). To further this analysis, we also identified 3 pairs of ASVs that were close together in embedding space, but *did not strongly* directly correlate in raw counts. These ASVs are more likely to share a similar biological function and potentially even compete. The pairs include *Bacteroides vulgatus* and *Escherichia coli*, *Bacteroides uniformis* and *Faecalibacterium prausnitzii*, and *Faecalibacterium prausnitzii* and *Eubacterium rectale*.

Lastly, to visualize embedding space in the context of phylogeny, we plot a 2D t-SNE ordination of embedding space with ASVs colored by genus ([Fig 6C](#pcbi.1007859.g006){ref-type="fig"}). 5000 ASVs were randomly selected to represent the space, and 13 genera were selected to be colored. In particular, the three genera Staphylococcus (green), Streptococcus (pink), and Neisseria (yellow) appear close together with similar trajectories in this space and do not appear elsewhere, implying that these genera may either interact directly or share some similarities. Moreover, a PCoA ordination using correlation of normalized counts (not embedding space) shows that these 3 genera do often occur in direct correlation with one another, implying the potential for microbes from these genera to interact synergistically ([S3 Fig](#pcbi.1007859.s008){ref-type="supplementary-material"}).

Property relationship with metabolic capacity {#sec012}
---------------------------------------------

We chose to preserve taxa co-occurrence patterns in embedding space because we hypothesize that those patterns are driven by taxa functionality in an environment. As such, we evaluate the possibility of a connection between annotated genetic capacity to express metabolic pathways and the properties that make up embedding space. First, we find each Amplicon Sequence Variant's (ASV) nearest neighbor in the KEGG database \[[@pcbi.1007859.ref041]\] using Piphillan \[[@pcbi.1007859.ref042]\], and use the KEGGREST API \[[@pcbi.1007859.ref043]\] to determine which pathways are present in that ASV's genome. This results in an ASV by pathway table where there are 11,893 ASVs with near neighbors in the database, and 148 possible metabolic pathways. Then, we identify the significantly correlated metabolic pathways for each property in embedding space. A permutation test is used to simulate a null distribution of maximum correlations per embedding property and determine significance. We find that every property significantly correlates with at least 1 annotated metabolic pathway. [S1 Table](#pcbi.1007859.s001){ref-type="supplementary-material"} shows each dimension and its significantly correlated metabolic pathways; each dimension has significant correlation with 3 to 57 pathways. We see that the magnitude of correlations between embedding dimensions and metabolic pathways are far greater in the GloVe embedding case than in the PCA-transformed case ([Fig 7A](#pcbi.1007859.g007){ref-type="fig"}). Additionally, none of the correlations between PCA dimensions and metabolic pathways are significant under a permutation test after multiple hypothesis correction ([S4 Fig](#pcbi.1007859.s009){ref-type="supplementary-material"}). This suggests that the properties learned by the GloVe algorithm based on co-occurrence patterns between ASVs may actually reflect the metabolic capacity of taxa.

![Dimensions in GloVe embedding space correlate with some metabolic pathway annotations, but dimensions in PCA embedding space do not (A). Each column in each heat map represents a metabolic pathway from KEGG (e.g. ko00983). Each row is a dimension in either GloVe or PCA embedding space. Significant metabolic pathway correlations of the four properties strongly associated with IBD in both Halfvarson and AGP datasets (B). Each point represents a metabolic pathway, the x axis shows the pathway's broad category, and the y axis shows the strength of the correlation.](pcbi.1007859.g007){#pcbi.1007859.g007}

In addition, we calculated distance between properties based on both their ASV vectors, and their correlation vectors with pathways. This results in two property by property dissimilarity matrices using the two definitions of properties (ASVs vs. pathways). We find that properties that are similar to each other based on their ASV vectors are also close to each other based on their correlations with annotated metabolic pathways (Mantel p = 9.99 \* 10\^-5, r = 0.38).

Interpreting the predictive model for IBD with metabolic pathways {#sec013}
-----------------------------------------------------------------

In order to explore the implications of properties and metabolic pathways for IBD, we calculated an association score (see [method](#sec023){ref-type="sec"} section "Importance of properties and pathways in predictive model") between each property and a positive IBD prediction. The full tables of the most predictive dimensions, their associated metabolic pathways, and their direction of influence on the prediction can be found in [S2 Table](#pcbi.1007859.s002){ref-type="supplementary-material"} (AG) and [S3 Table](#pcbi.1007859.s003){ref-type="supplementary-material"} (Halfvarson). First, we identified those properties strongly associated with a positive IBD prediction (association score above 8 in both Halfvarson and AGP datasets). We then selected all metabolic pathways significantly correlated with more than one of those highly relevant properties. In this way, we identified 45 metabolic pathways of interest for IBD ([S4 Table](#pcbi.1007859.s004){ref-type="supplementary-material"}). The pathways fall broadly into 10 main categories according to the KEGG Brite database: carbohydrate metabolism, lipid metabolism (including steroid metabolism), metabolism of terpenoids and polyketides, glycan biosynthesis and metabolism, amino acid metabolism, metabolism of cofactors and vitamins, antimicrobial drug resistance, bacterial pathogenic markers, cell motility and cellular community formation, and xenobiotics biodegradation/other metabolic function.

Explaining the variance in properties {#sec014}
-------------------------------------

Lastly, we sought to determine how much of the information contained in properties can be recapitulated by looking at the above described annotated metabolic pathways, and how much was unique to each property. For each property, we use a linear regression to predict the property values per ASV from the pathway presence/absence per ASV. We report the r\^2 statistic per property, and find that metabolic pathways can explain a maximum of 36% of the variance in one property, and a minimum of 11% of another. This means that, while there is a strong correlation between properties and annotated metabolic pathways, most of the information contained in properties are not represented by annotated information ([S5 Fig](#pcbi.1007859.s010){ref-type="supplementary-material"})

Discussion {#sec015}
==========

In a data-driven field dominated by small sample sizes and large variable spaces, it is necessary to employ some form of dimensionality reduction. Currently, this is done by filtering by taxa prevalence, clustering based on phylogenetic proximity, or is not done at all. We present here a method to leverage massive public datasets to learn an embedding space that represents the latent properties driving taxonomic abundances.

We demonstrate that we can learn a fecal microbiome property space that is more apt at predicting the IBD status of the host than non-reduced and pca-reduced spaces, and that enables more robust generalization of prediction models between datasets. We lastly define the relationships between embedding space and known metrics used to explore microbiomes like phylogenetic distance and metabolic pathway genetic capacity.

Properties {#sec016}
----------

We have shown that embedding an ASV table into property space using GloVe integrates patterns from public data into modeling efforts, producing more accurate diagnostics while decreasing data dimensionality. Classifiers built after transforming data in this way are more robust, and the same embeddings generalize to improve the accuracy of classifiers built from completely independent datasets. Properties also allow models trained on one dataset to be applied to another independent dataset with positive results.

In addition to improving classification accuracy for IBD, the embeddings quantify and simplify the microbial landscape of gut microbiomes. Rather than considering a microbiome as a collection of bacterial counts, we propose to describe a microbiome as a vector of values for the relevant properties. Because these properties are learned from the data directly, they are much less biased than manually engineered features. Analysis performed on this latent property space is likely to be much more robust to variations in datasets than that based on taxon counts.

Biologically driven dimensional reduction {#sec017}
-----------------------------------------

We use unsupervised learning to define an embedding space where taxon proximity represents similarity in co-occurrence patterns. Unsupervised learning limits the human decision-making bias in property definition, but also produces unlabeled properties whose interpretation is not immediately obvious. We hypothesize that co-occurrence patterns are driven by taxon function like metabolism, synthesis of secondary metabolites, and secretion of antimicrobial products. We show in our pathway analysis that property distributions in fact do correlate significantly with metabolic pathways, therefore, the learned property space is likely informed by taxon function from within a biological context. Some elements of property space may also be informed by other factors, such as geography or diet commonalities between groups of people, and this should be explored further.

Annotation independent {#sec018}
----------------------

While we have explored the associations between embedding properties and the annotated quantities of genetic potential and phylogeny, the power of this embedding technique is that it does not rely on annotations of known taxonomic groupings or full genomes in order to improve prediction accuracy of host phenotype. Because any ASV that has been observed during embedding training can be embedded, it is possible to describe the properties of uncultured and unannotated ASVs, and include this information in a classifier. The transformation into embedding space requires only an ASV table, and uses no sample associated data like lifestyle variables or diagnoses.

Relationship to phylogeny {#sec019}
-------------------------

Results from section "Property relationship with phylogeny" suggest that phylogeny does drive property structure to some extent, as might be expected. Using embeddings, we identified 3 genera, *Streptococcus*, *Staphylococcus*, and *Neisseria*, that may interact synergistically as their members exhibit similar patterns to each other in embedding space and also frequently co-occur directly. Literature does not suggest that the most heavily studied members of these genera, the pathogens *S*. *aureus*, *S*. *pneumoniae*, *and N*. *meningitidis*, directly interact, but little is known about the other members of these genera. We also identified 3 pairs of ASVs that are close in embedding space but *do not* co-occur directly; we hypothesize these microbes may therefore share similar ecological functions. The first pair is annotated as *Bacteroides vulgatus* and *Escherichia coli*. Both these species are known to cause gastrointestinal inflammation and colitis, and have not been reported in the literature to depend on one another, suggesting these microbes may fill the same niche in the human gut \[[@pcbi.1007859.ref044]\]. The second pair is *Bacteroides uniformis* and *Faecalibacterium prausnitzii*. These species are on the short list of 'next generation' probiotics that yielded positive outcomes for inflammatory and metabolic disorders, potentially implying their similar functions \[[@pcbi.1007859.ref045],[@pcbi.1007859.ref046]\]. The third pair is *Faecalibacterium prausnitzii* and *Eubacterium rectale*. These species are heavy butyrate producers, making it possible that they perform similar ecological functions in the human gut \[[@pcbi.1007859.ref047]\].

Implications for IBD {#sec020}
--------------------

We were able to identify 10 main categories of KEGG BRITE pathways that were significantly correlated with properties associated with IBD ([S4 Table](#pcbi.1007859.s004){ref-type="supplementary-material"}). Among these pathways, both steroid metabolism and biosynthesis were found to be associated with IBD. Steroids are a well-known and commonly utilized treatment for patients with active Crohn's disease \[[@pcbi.1007859.ref048]\]. Enrichment in steroid metabolism in the gut microbiome could be reflective of an increase in steroid availability due to treatment.

Several pathways belonging to the rather broad BRITE category of "other metabolic function" have already been well explored and characterized in the literature as related to IBD. Toluene degradation (KEGG pathway 00623) was found to be increased in both Crohn's disease (CD) and Ulcerative Colitis (UC) samples in a microbiome survey meta-analysis \[[@pcbi.1007859.ref049]\]. Components of the benzoate metabolic pathway, including fluorobenzoate degradation (KEGG pathway 00364), were associated with IBD severity in a treatment-naive cohort with CD \[[@pcbi.1007859.ref050]\]. Analysis of inflamed gut lining mucosa in patients with IBD also found decreased ascorbic acid content (KEGG pathway 00053)\[[@pcbi.1007859.ref051]\] All of these pathways, along with dioxin degradation, inositol phosphate metabolism, and lipoic acid metabolism, were associated with an IBD prediction in our model.

We also found multiple glycan biosynthesis pathways correlated with predictive IBD properties (KEGG pathways 00511, 00514, 00515, 00601). In particular, bacterial glycosphingolipid biosynthesis, a pathway which has anti-inflammatory effects when produced by the host epithelial cells \[[@pcbi.1007859.ref052]\], was found to be associated with IBD in our model. We speculate that this may indicate a shortage of glycosphingolipids in the gut environment, exacting positive selection pressure on microbes that can produce their own. Lipopolysaccharide biosynthesis and multiple types of O-glycan biosynthesis were also implicated in our model, all of whose association with IBD has been explored, briefly, in the literature \[[@pcbi.1007859.ref053]--[@pcbi.1007859.ref055]\]. Given its importance and consistency in our predictive model, this group of pathways may warrant further exploration.

Limitations and future expansion of the work {#sec021}
--------------------------------------------

While embedding Amplicon Sequence Variants (ASVs) affords the benefits to classification and interpretation previously discussed, it relies heavily on the definition of a "biologically meaningful unit" which will then be embedded. For the sake of between-study replicability, we choose to measure the co-occurrence patterns of ASVs \[[@pcbi.1007859.ref035]\] as a base unit. It may, however, prove more informative to define a biologically meaningful unit in another way. For example, perhaps ASVs clustered at a 99% threshold more accurately capture meaningful patterns in co-occurrence. We may also consider a variable threshold that is more representative of common ancestry on a phylogenetic tree and aggregate based on clade architecture before embedding.

Additionally, the presented set of embeddings was constructed using only the forward reads from the American Gut dataset, as reverse reads were not provided in the EBI database. Future embeddings constructed from full length V4 or other 16S hypervariable regions will likely provide more accuracy and specificity. New embedding transformation matrices would need to be trained for each new biome or segment of 16S gene being explored.

In its current form, the algorithm does not make specific considerations for differences in sequencing depth, which affects how many taxa can be observed in a given sample. Future iterations of this method could include weights such that the observed absence of taxa in a sample with a large number of reads is weighted more heavily than the absence of taxa in a sample with fewer reads.

While the construction of embeddings is not affected by the inconsistency of self-report data, the accuracy of the classifier may be. In this study, we considered only a self-reported medical professional diagnosis to be accurate, and rejected any self-diagnosis reports. While it is possible that classifier performance would change with the inclusion of more liberal diagnostic criteria, the strict diagnosis definition successfully generalized to an independent dataset, which was not self-reported \[[@pcbi.1007859.ref008]\].

Properties in embedding space have strong associations with metabolic pathway potentials, but it remains unclear whether they truly represent the expression of those pathways. Future development could also consist of integrating multi-omics datasets available in other studies, including the Human Microbiome Project. Wet lab validation of these hypothesized property-metabolic expression associations would verify the ability of GloVe embeddings to predict metabolic expression from 16S data. This would allow for the integration of metabolic data from all observed taxa, not just those few whose full genomes are available in databases.

It might be possible to use the embedding space to identify taxa that form stable communities together---taxa that are close in embedding space may stabilize each other in culture and *in vivo*. Through mechanisms like cross-feeding, joint nutrient acquisition, and other cooperative behaviors, microbes may form groups that are more versatile and secure than the individual species on their own. Taxa near each other in embedding space, if they are not directly interacting, may have synonymous functions in their respective communities. By clustering and categorizing microbes by their respective roles, we may gain insight into which bacterial populations secure one another's stability. Particularly, the relationship between phylogenetic distance and distance in embedding space may be of interest. Microbes that are very closely related to one another through evolution but have very dissimilar co-occurrence patterns may be particularly predictive of their environment, as they have specialized quickly and efficiently. It may be that different variable regions better capture the co-occurrence patterns of taxa, and so are more representative of taxonomic relationship to the environment.

Lastly, the embedding framework can be applied to any system or base unit of interest. It may be particularly illustrative to embed genes from metagenomic datasets instead of taxa. This would allow us to determine mathematical representations of the context of each gene, as well as to glean the robustness and reproducibility benefits from dimensionality reduction for metagenomic data. As always, appropriate benchmarking and exploratory analyses will be necessary to determine the appropriate use cases for this technology.

Conclusion {#sec022}
----------

By integrating patterns from public datasets into individual survey studies, we bring the increased statistical power and generalizability of results of meta-analyses into each independent study. While this work shows the value of an embedding framework for predicting IBD from the gut microbiome, this same framework can be leveraged in any environment with enough data and for any predictive problem of interest. Furthermore, we assert that analyses that define microbiomes by their latent properties instead of by their taxon member list may offer more information, more reproducibly, and more relevance to the macroscopic world.

Materials and methods {#sec023}
=====================

Code available at: [https://github.com/MaudeDavidLab/gut_microbiome_embeddings](https://github.com/MaudeDavidLab/embeddingsgut_microbiome_embeddings).

Data files available at: <http://files.cgrb.oregonstate.edu/David_Lab/microbiome_embeddings/>

Workflow {#sec024}
--------

The workflow is as described in [Fig 1](#pcbi.1007859.g001){ref-type="fig"}:

First, we learn the embedding space using ASV-ASV co-occurrence data from the American Gut Project (A). The data contains 18,480 samples and 26,726 ASVs. Two ASVs are considered co-occurring if they are detected in the same fecal sample. From the patterns of co-occurrence across all samples, the GloVe algorithm produces a transformation matrix, where each ASV is represented by a vector in embedding space (B). We call each dimension in embedding space a "property" (P_1...P_k) as each is a set of numbers used to differentiate ASVs' co-occurrence patterns. No metadata is used to create the embeddings; the process is completely unsupervised.

To transform the dataset of interest into embedding space (E), we take the dot product between the dataset (D) and the transformation matrix (C). The dot product operation outputs a matrix of samples by properties, where property vectors are calculated as the weighted sum of property vectors over all the ASVs present in that sample.

Lastly, we input the transformed data into a random forest classifier (F), along with 13 sample-associated features like exercise frequency, probiotic consumption, frequency of vegetable intake (G), to train a model that predicts IBD vs. Healthy host status. Samples and their associated features can be found in [S5 Table](#pcbi.1007859.s005){ref-type="supplementary-material"}.

In total, three random forest classifiers are trained, with the three types of input data: GloVe embedded, PCA transformed, and non-embedded normalized count data. Each classifier was cross-trained on 85% of samples to optimize hyperparameter choices for the number of decision trees, the depth of each tree, and the weight put on a positive classification.

Embeddings {#sec025}
----------

There exist some easily drawn parallels between natural language data and microbiome data, namely that documents are equivalent to biological samples, words to taxa, and topics to microbial neighborhoods \[[@pcbi.1007859.ref030]\]. Just as a book may be defined by the aggregate topics it discusses, a microbial environment may be defined the neighborhoods or communities it contains.

In this study, we take advantage of another connection between words and microbes, that is the capacity of both entities to be described by a finite set of discrete, characteristic properties. For instance, the word 'apple' in English can be defined as an edible, red, non-gendered, crunchy, object. Similarly, the species *Clostridium difficile* can be defined as a spore-forming, infectious, spindle-shaped bacteria. While it would be difficult to distinguish between a recipe book and a magazine of food reviews by enumerating differences in the occurrence of individual words, differentiating the two becomes simple if we select appropriate properties. While both media use words that have high scores in the property "edibility", the recipe book also uses words that have a high declarative score, like 'cut', 'wash', and 'prepare', while the food review uses words that have high descriptive scores, like 'fantastic', 'delectable', or 'abysmal'. Just as the properties of "declarative" and "descriptive" allow us to differentiate texts more effectively, property-based analysis of microbiomes allow us to distinguish between two microbial scenarios more easily than individual taxon counts. Analysis on the level of properties thus provides a more accurate and generalizable representation of the data's structure.

Embedding is a technique used ubiquitously in machine learning, especially in natural language processing \[[@pcbi.1007859.ref056]--[@pcbi.1007859.ref058]\]. Embedding algorithms take discrete units of data (e.g. words or taxa) and embed them into a vector space, preserving proximity between the units based on any metric that can compare two units. In the case of embedding taxa, possible metrics include phylogenetic distance, genome similarity, or morphology: in this paper the chosen proximity metric between units is patterns of co-occurrence. The embedding algorithm used in this paper is GloVe, an algorithm designed for word processing \[[@pcbi.1007859.ref059]\]. Using this algorithm, two taxa that occur with similar sets of other taxa at similar frequencies should be close in embedding space, and two taxa that are found in the presence of different neighbor sets should be far from each other. To visualize this, we return to the analogy of word analysis. Two words, "apple" and "banana", are close to each other in embedding space because they tend to occur with similar sets of words like "eat", "fruit", "tasty", and "smoothie". Likewise, the words "king" and "marshmallow" tend to occur in different contexts; "king" is most often found in the company of words like "politics", "throne", and "empire" while "marshmallow" is found with words like "toddler", "fluffy", and "scrumptious". Note that there are two ways words may be close in embedding space. First, words may directly co-occur frequently, like the words "apple" and "banana". Instead, words may be synonyms, which do not often co-occur directly with each other, but instead co-occur with similar patterns, like "large" and "huge" both being used to describe giants, mountains, and appetites. Returning to the concept of embedding taxa, we may use embeddings to discover relationships both between taxa that work together directly, and between taxa that are synonymous and likely fill the same niche.

Once proximity in embedding space has been established, the data can immediately be used to improve modeling efforts. Subsequently, conceptual properties can be assigned to the learned dimensions by observing which entities have similar values in any given dimension. If "strawberry", "cookies", "cake", and "ice-cream" all have high values in one dimension, and "mud", "medicine", and "brussel sprouts" all have low values in that same dimension, we may call that dimension the "delicious" property.

GloVe algorithm {#sec026}
---------------

We used the GloVe algorithm \[[@pcbi.1007859.ref059]\] on ASVs to generate embeddings. Briefly, the embedding algorithm ([Fig 1B](#pcbi.1007859.g001){ref-type="fig"}) learns ASV representations that maintain co-occurrence patterns between pairs of ASVs. In this algorithm, the metric to be preserved is a function of $\frac{P_{ik}}{P_{jk}}$, the ratio of probabilities of co-occurrence between ASV i and ASV j with k, respectively. Variables i and j are the ASVs being related, and k is a third context ASV. The algorithm learns word vector representations using a linear regression such that the dot product of any pair of word vectors is proportional to the probability of their co-occurrence. The probability of co-occurrence between any two ASVs i and j is calculated as the sum of all co-occurrences between i and j divided by the number of occurrences of i. ASVs were considered co-occurring if they occurred in the same sample.

The result from this algorithm is a representation of each ASV in x-dimensional space, where x is chosen by the user. The x-dimensional space is shared across all ASVs, and thus each dimension can be interpreted as a property for which each ASV has a value. The number of dimensions, x, is a hyperparameter to be tuned, and results are reported for a range of dimensions: 50, 100, 250, 500, and 750. Embeddings were learned on 85% of the data, which 15% of samples set aside for testing.

Data transformations {#sec027}
--------------------

### Normalization {#sec028}

The inverse hyperbolic sin function, *sin*^−1^(*x*) = *log*(*x*+(*x*^2^+1)^1/2^), was selected because it mimics the function *log*(2*x*) function almost exactly, except for behavior near 0 \[[@pcbi.1007859.ref060]\]. Below 1, log will return a negative value, and at 0, log is undefined. In contrast, inverse hyperbolic sin does not fall below 0 when the argument is low, and is defined as 0 at 0.

### Embedding space {#sec029}

We transform samples into embedding space by taking the dot product between the query sample by ASV table and the taxon by property embedding transformation matrix. A sample's value for a property 1 is $\sum_{i = 1}^{k}T_{i}*P_{T_{i}1}$ where T is the sample's vector of ASV abundances, P is the ASV's vector of property values, and k is the number of ASVs in the sample. To perform this operation, ASVs in the query set ([Fig 1D](#pcbi.1007859.g001){ref-type="fig"}) must match those in the embedding transformation matrix ([Fig 1C](#pcbi.1007859.g001){ref-type="fig"}) exactly. To allow for the fact that ASVs in one study may exhibit variation such as a difference in length, we consider ASVs to match between datasets if they are at least 99% similar and align with an e value less than 10\^-29, as determined using BLAST \[[@pcbi.1007859.ref061]\]. If an ASV from the query set does not match with these criteria to any ASV in the embedding transformation matrix, it is dropped.

### PCA transformation {#sec030}

Data is first normalized using the inverse sin hyperbolic function, and then transformed using Principal Coordinate Analysis (PCA). PCA is an ordination technique that projects samples into lower dimensional space while maximizing the variance of the projected data \[[@pcbi.1007859.ref062]\].

Random forest predictions {#sec031}
-------------------------

The value of the embeddings was evaluated by success at predicting host IBD status using a random forest model \[[@pcbi.1007859.ref062]\]. The model was built using Python sci-kit-learn, and hyperparameters for the depth of tree, number of trees, and weight on a positive prediction were selected using 10-fold cross validation on the training set. A different model with different hyperparameters was built for each data type: normalized taxonomic abundances, PCA transformed normalized abundances, and GloVe embedded normalized abundances. Models also included self-reported sample metadata such as exercise, sex, daily water consumption, probiotic consumption, and dietary habits when trained on the American Gut data. Models were evaluated by their performance, namely area under the receiver operating curve, on the held out test set of 15% of samples.

Correlations with KEGG pathways {#sec032}
-------------------------------

For each ASV, we find its closest match, thresholded at 97% similarity, in the KEGG database using the software Piphillan \[[@pcbi.1007859.ref042]\]. Each possible metabolic pathway then gets assigned a 0 if it is absent or a 1 if it is present in that nearest neighbor's genome.

Limiting the following analysis to include only those ASVs that had near neighbors in the database, for each of the properties in embedding space, we find its maximally correlated (absolute value) metabolic pathway. Then, to ascertain whether those correlations were significant, we applied a permutation test \[[@pcbi.1007859.ref063]\]. We constructed 10,000 null pathway tables by permuting the rows of the original pathway table. We repeated the above procedure, finding the maximally correlated pathway for each of the embedding dimensions in each of the null pathway tables. This results in 10,000 maximum correlation values per embedding dimension, which form a null distribution for each embedding dimension. The significance of the statistic in a permutation test is calculated as the number of times a maximum correlation in a null pathway table was more extreme or equal to the maximum correlation actually observed. Dimensions (columns) in both GloVe transformation matrix and PCA rotation matrix space are normalized to mean 0 and variance 1 to account for differences in scales between the two spaces. We report both the maximally correlated pathway for each property, all of which are significant, and also *all* significantly correlated pathways per property.

Calculating phylogenetic distances {#sec033}
----------------------------------

We produced a Multiple Sequence Alignment and subsequently a phylogenetic tree of all ASVs, using Clustal W2 \[[@pcbi.1007859.ref064]\] multiple alignment and phylogeny creation software. The tip-to-tip phylogenetic distances were then calculated between every pair of ASVs using the dendropy python package \[[@pcbi.1007859.ref065]\].

Explaining variance of properties with metabolic pathways {#sec034}
---------------------------------------------------------

For each property, we set up a linear regression where the property values per ASV are the response variable, and the pathway presence/absence for each ASV are the independent variables. The r\^2 statistic is reported to assess the variance in property values explainable by the presence of annotated metabolic pathways.

Importance of properties and pathways in predictive model {#sec035}
---------------------------------------------------------

In order to calculate the direction of association of a property with disease, we limit each tree in the random forest to split on 3 variables. We then backtrace; if a higher value of the property led to an IBD prediction, we add one to the association score between IBD and that variable. Likewise, if a lower value of the property led to IBD, we subtract one from the association score.

In calculating metabolic pathway importance to the predictive model, we first find all properties that are consistently associated with health or with IBD. Then, we count the number of times each pathway is significantly correlated with one of those properties. If a pathway is significantly correlated with more than two consistently predictive properties, it is considered important in that phenotype.

Dataset {#sec036}
-------

Embeddings were trained using data from the American Gut Project \[[@pcbi.1007859.ref024]\]. This crowdsourced project provides 16S samples from the United States, United Kingdom, and Australia, along with associated dietary, lifestyle, and disease diagnosis information. Amplicon Sequences Variants (ASVs) were called using the DADA2 algorithm \[[@pcbi.1007859.ref066]\], resulting in 18,750 samples and 335,457 ASVs. Samples with fewer than 5,000 reads and ASV's not occurring in at least .07% of samples (13 samples) were then discarded, resulting in 18,480 samples and 26,726 ASVs. Embeddings were trained on a randomly selected 85% of the filtered samples, and the other 15% were set aside for classifier testing.

Training embeddings does not require labeled data, and so samples could be used irrespective of their available metadata. The machine learning classifier was trained and tested only on samples that had a positive or negative IBD diagnosis, 5018 and 856 samples respectively. IBD diagnosis was provided in various self-reported options from the American Gut study: "I do not have this condition", "Self-diagnosed", "Diagnosed by a medical professional (doctor, physician assistant)", or "diagnosed by an alternative medicine practitioner". For this study, we considered only samples claiming a medical professional diagnosis to be true.

Lastly, in order to test the generalizability of embeddings, we used 16S data on patients with Crohn\'s Disease (CD) and Ulcerative Colitis (UC) and healthy controls from Halfvarson et al. \[[@pcbi.1007859.ref008]\]. DADA2 \[[@pcbi.1007859.ref066]\] was again used to call ASVs, samples were discarded if they had fewer than 10,000 reads, and ASVs were not filtered for prevalence. After quality control, 26,251 ASVs remain, 17,775 of which have near neighbor representations in embedding space. The dataset included samples with multiple diagnoses, but for the sake of consistency, we focused on the most common diagnoses of Crohn's disease, Ulcerative Colitis, and healthy control. In total, this left 564 samples from 118 patients, as the dataset contains multiple timepoints for each patient. When models were trained and tested on Halfvarson datasets, timepoints from the same patients were included entirely in the train or test set, so as not to train then test on the samples from the same patient. The same pipeline was used to process the Schirmer et al. dataset \[[@pcbi.1007859.ref009]\] resulting in 197 samples and 5869 ASVs, 3135 of which has near neighbor representations in embedding space using a 99% similarity threshold.

Software and packages {#sec037}
---------------------

**Python Packages:** Pandas 0.23.4, Numpy 1.16.3, Sklearn 0.20.2, Scipy 1.2.0, Matplotlib 3.0.0, Re 2.2.1, Skbio 0.5.5 **R packages:** pheatmap_1.0.12, cowplot_0.9.4, ggplot2_3.2.0, RColorBrewer_1.1--2, Gtools_3.8.1, Dada2_1.10.1, Rcpp_1.0.1, plyr_1.8.4, stylo_0.6.9, KEGGREST_1.22.0

Supporting information {#sec038}
======================

###### Property-pathway correlations.

Properties matched to their maximally correlated metabolic pathway. Includes KEGG pathway identifier and annotated pathway name.

(TXT)

###### 

Click here for additional data file.

###### Numeric metadata.

Samples and sample associated information converted into numeric quantities for machine learning.

(CSV)

###### 

Click here for additional data file.

###### Property importance in IBD AG dataset.

Properties listed by importance in differentiating between IBD and healthy control samples in American Gut data using a random forest with a depth of 2. Each property is labeled by its maximally correlated metabolic pathway, and the direction of association it has with disease. The last column reports the cumulative number of trees in a cross-validated random forest that support that association.

(CSV)

###### 

Click here for additional data file.

###### Property importance in IBD Halfvarson dataset.

Properties listed by importance in differentiating between IBD and healthy control samples in Halfvarson data using a random forest with a depth of 2. Each property is labeled by its maximally correlated metabolic pathway, and the direction of association it has with disease. The last column reports the cumulative number of trees in a cross-validated random forest that support that association.

(CSV)

###### 

Click here for additional data file.

###### Pathway importance in IBD.

List of pathways significantly correlated with properties strongly associated with IBD.

(CSV)

###### 

Click here for additional data file.

###### AG predictions with different ASV matching thresholds.

Embeddings were trained on American Gut data, and the predictive models were trained and tested on Halfvarson dataset. Transforming microbiome data into GloVe embedding space (blue, 100 features) prior to model training produces more accurate models than using ASVs (purple, 26,251 features). ASVs from the either dataset were matched to the embedding transformation matrix if sequences were 100% (A) or 97% (B) similar.

(TIF)

###### 

Click here for additional data file.

###### Other predictions with different ASV matching thresholds.

Two models, one embedding-based and one ASV-based, where trained on American Gut data and tested on Halfvarson dataset (A) and Schirmer dataset (B). Embedding-based models outperform ASV-based models significantly. ASVs were matched to the embedding transformation matrix if sequences were 100% or 97% similar, as indicated.

(TIF)

###### 

Click here for additional data file.

###### Cooccurrence of Staphylococcus, Neisseria, and Streptococcus genera.

PCoA ordination of randomly selected 5000 ASVs using correlation of normalized counts. 3 genera, Staphylococcus, Neisseria, and Streptococcus that have similar embedding patterns likely co-occur directly.

(TIF)

###### 

Click here for additional data file.

###### Null property-pathway correlations.

Heatmaps showing correlations between dimensions in transformed space and one null annotated metabolic pathway table. We see far fewer and less dramatic correlations between transformed data and metabolic pathways when the pathway table has been shuffled.

(TIF)

###### 

Click here for additional data file.

###### Percent variance of properties explained by pathways.

Histogram depicting the percent variance of properties explainable by annotated metabolic pathways. Most properties are less than 25% explained by pathways, and no property is more than 36% explained.

(TIF)

###### 

Click here for additional data file.

Thanks to the Piphillan Development Team at Second Genome, for running the appropriate version of Piphillan to align ASVs to the KEGG Database and to Nathan Waugh for manuscript editing.
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Both the reviewers expressed interested in the paper, but the also raised major points regarding the presentation and the interpretation of results.

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: In this manuscript, the authors proposed and evaluated an embedding methodology for taxa. In detail, the proposed method embeds taxa into meaningful numerical vectors using AGP co-occurrence table. Then the authors demonstrate that this embedding can be used for other datasets and produce better and more robust results. One of the advantages of their embedding the authors claimed is that the embedding essentially encodes the properties of those taxa and thus are more informative. Authors compared their proposed model with other methods. They showed the improvement of classification accomplished by their method, and the results indicate a possibility of being biologically meaningful by correlating to metabolic pathways. However, the interpretation of the co-occurences and properties is not investigated fully and could be developed more.

MAJOR Comments:

\* The biggest aspect from this paper is that the method is learning from all the co-occurrence patterns but never really revealing the learned patterns. There is much interest in knowing which species are actually co-occurring: <https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1002606>

Using the OTU probabilities and ratios, can the authors shed light on common patterns to certain sample-associated metadata?

\* Fig. 6 is highly confusing, and Section 2.6 can be improved. The authors plot the cosine distances between embedded-vector OTUs vs. their tip-to-tip branch phylogenetic distance. If well correlated, one would see that as the cosine distance increased, the phylogenetic distance would increase. However, this is not the case. We see two islands and not much explanation about why this is in Section 2.6. Why not plot the actual OTU embeddings -- could use T-SNE for visualization? Then, it is possible to visualize the distances in the embedding space. The OTUs could then be color-coded via their genus/species/order/phylum level labels to show taxonomic clusterings.

\* Another idea to remedy Fig. 6 is to hierarchically cluster the OTU embedddings and see how well that tree reconciles (similarity metrics between the two trees) with the phylogenetic tree. IE: there are many ways to better test the idea in Fig. 6.

\* Section 2.7 is a good way to interpret the properties. Since the authors claims that the properties are actually related to the pathways, more detailed analysis and visualization can help here. Perhaps T-SNE be used to plot/cluster the properties (by using vectors of their correlations to pathways)? Can we see if properties that are similar, have similar metabolic pathways? Can we see if properties that are similar, are more similar taxonomically. The properties might be learning a group of taxa as well.

\* Figure 1 and section 4.1 is not clear about how the co-occurrence table is made from the ASV table. I think this algorithm should be described in the paper as part of your pipeline. E.g., what is the dimension of the co-occurrence table? How are the values determined? How is the probability of co-occurrence of taxa i and j with k calculated? Only one sentence (in line 604) talked about the co-occurrence but didn't mention the computation of the probability of co-occurrence.

\* Figure 1 and section 4.2 is confusing as there is no 3-dimensional tensor at all in the process. In figure 1, it is correct to have D \* C = E. But the intermediate 3D tensor should be removed. The authors can simply describe the averaging idea in 4.2. It looks like D \* C becomes a 3-d tensor which is confusing. Also, when applied to a new dataset, what if the dimensions of D and C don't match? Do you drop the columns in C or use the average for those columns?

\* The use of ASVs is very confusing. ASV's are meant to improve on OTU thresholding. However, the authors say that they consider any two taxa the same if they have more than 97% identity. This defeats the purpose of ASVs altogether! Since the authors use dada2 pipeline, why not use its results.... Why then use 97% threshold on top of that? The authors need to compare this to using actual ASVs that are not grouped together. Is performance worse when using pure ASVs?

\* Can you sweep the dimensions and find a similar plot to Fig. 2 when using actual ASVs and not those thresholded to 97%?

\* The author mentioned that the counts were normalized by an inverse hyperbolic sin function.

Is this for raw count input data only (since this sentence is right after line 523 where the authors listed all three possible input formats to the RF model)? If so, why not relative abundance or maybe centered log ratio transform?

MINOR Comments:

\* In Figure 3B2 and Figure3B3, the authors have GloVe embedding data and PCA data in 113 dimensions (which after reading the methods is the 100 properties plus 13 sample-associated metadata features). This is consistent with the text. However, for Non-reduced data, in Fig 3B1, it says that 26726 features are used but in the text, it says that 26739 features are used. What is true here? Were 26726 or 26739 features used for the non-reduced RF model for training?

\* The transition between first several sections in results section (2.1, 2.2, 2.3) seems not smoothing. Maybe in the Result section, first give an overview of the data and target (problem setup), then get to the specific results.

\* Figure 7 is upside down.

\* In line 497, the link to the github repo is 404 NOT FOUND. I only found <https://github.com/MaudeDavidLab/embeddings_final> (please update the link in your manuscript). The README could provide explicit examples instead of vague statements. Instead of "Run Piphillan", can you give the exact command that was run? Can you give a toy example of a dataset that someone may want to run and then step-by-step exact commands that show how to run the whole pipeline?

\* Organization of the paper can be improved. Ideas are provided in different sections in a fragmented way: First 2 paragraphs of section 3.1 are the explanation of the employed method. So, they can be moved to the Materials and Methods section. Third and fourth paragraphs of section 1.3 are also explaining the idea of the connection between words and how properties capture these connections. These paragraphs can be moved to the method section.

\* Page 19, Section 4.1 line 502 and 503: "In this algorithm, the metric to be preserved is a function of P_ik / P_jk, the probabilities of co-occurrence of taxa i and j with k." is ambiguous. The notation implies that P_ik is divided by P_jk.

\* Figure 7: The Caption of Figure 7 says "Each column in each heat map represents a metabolic pathway from KEGG e.g.321 ko00983). Each row is a dimension in either GloVe or PCA embedding space". This means that in the graph each point represents a correlation coefficient. However, in the figure, both labels are provided for the y-axis (on either side). Based on the caption, "metabolic pathway" is x-axis, not y-axis. Also, a legend that explains the numerical values of color codes can improve the figure.

\* Figure 6: Caption of figure 6 says "lighter color signifies a higher density of taxa pairs" But the unit of density is not mentioned in the legend. Mentioning the unit will make the figure more specific and informative.

\* Figure 4 B1, B2: Markers should be added to the plots

\* In line 305, Piphillan is misspelled as Piphillian

Reviewer \#2: This article describes a new method for making sense of microbiome data: using NLP technologies to learn the co-occurrence pattern of taxa, and convert the high-dimensional taxon table into a moderate-dimensional \"property\" table. Unsupervised models trained on this type of data were shown to be more accurate than those from original taxon counts or from PCA.

This method is interesting. It is distinct from traditional bioinformatic approaches used to analyze microbiome data. Although I am aware of technologies that involves taxon co-occurrence (e.g., SparCC, CoNet) (the authors didn\'t address them though), and efforts in analyzing microbiome data using NLP. Yet, the combination of them seems to be novel in this field. I think the method does have its value.

I also appreciate that the authors explored the biological meaning of the model. This is much better than those who just throw out an ML model and some AUROC plots without relating them to biology. Specifically, this article discussed the implication on phylogenetic relationships and metabolic pathways. I am bit surprised that \"properties\" were shown to be more informative than phylogenetic distance. I guess this may be because evolution AND ecology together shaped the niches of extant microbes. The tests on an IBD cohort is also valuable.

I also agree with some of the statements of the initiative of this study, such as line 87: \"findings of differential abundance or function of a single species must be considered within its wider context of associated species and environmental factors.\"

However, there are still multiple limitations of this work. First of all, the authors made lots of hand-waving claims of superiority of this invention and how it will reframe \"the microbiome analysis mindset\" (line 49) or \"shift the analysis paradigm\" (line 173). I am highly skeptical about these statements. I suggest that the authors focus on science not marketing.

Second, the abstract and introduction are unnecessarily lengthy. This reduced my joy in reading this manuscript. Some paragraphs are just explanations of terms. For example, the whole section 2.1 is introducing AUROC and AUPR. I doubt if readers of PLOS Computational Biology would need this basic information.

What concerns me more is that the authors wrote long paragraphs reviewing (critizing) the current practices of microbiome studies. I understand that they wanted to highlight the value of this new method. But many points they made sound problematic to me. Examples:

Line 125: \"several studies have attempted to integrate phylogenetic\...\" This sounds like few people are using phylogeny. But in contrast, technologies like UniFrac and Faith\'s PD have been massively used for more than a decade.

Line 89: \"More specifically, predictive models that differentiate between disease and healthy guts based on microbiome composition in one dataset can rarely be successfully applied to samples from the same patient population collected independently.\" I doubt it.

The author\'s understanding of the \"current\" trend of differential abundance testing is outdated (e.g., citations 32 and 33). The authors repeatedly indicated that current researchers rely on the observation of differential abundance of individual taxa, rather than caring the overall image of the community. This is very exaggerated.

The authors indicated that abundance-based taxon filtering, taxon categorization and binning are forms of \"dimensionality reduction\" (line 106). I think most statisticians will not agree. Instead, what microbiologists usually refer to as \"dimensionality reduction\" include beta diversity distance matrices and multi-dimensional scaling techs based on them, such as PCoA and NMDS. I am surprised that these two terms were not mentioned at all in this manuscript, but instead the authors extensively discussed PCA. It was known that PCA on taxon counts does not yield as informative signals than PCoA on more deliberate beta diversity distance matrices.

Also for the author\'s information: Recent years have seen a new trend of differential abundance testing that is related to the authors\' idea of using co-occurrence patterns. That is, to rely on the log-ratios among taxa instead of the relative abundance of individual taxa. I hope the authors can make some comments on those methods.

The test on Halfvarson data is great. But one single case study does not make a strong argument. Can the authors test some other datasets? Just a suggestion: Along with AGP, the Qiita platform hosts a large number of public 16S V4 datasets, and many of them were generated using a uniform protocol (the \"EMP protocol\"). This ensures low bias in cross comparison / meta analysis.

What is \"normalized taxonomic count data\"? The authors stated somewhere (line 526) that \"Counts were normalized by applying an inverse hyperbolic sin function\". This is not how microbiologists normalize their taxon tables, to my knowledge. Can the authors explain the rationale?

Fig. 3B2. It seems that taxon counts performs better than GloVe in AUPR. I appreciate that the authors are honest at this.

Line 289: Mantel r = 0.12 is quite low. The significant p-value is likely due to the large sample size (18,000). This section (2.6) overall does not sound like very strong evidence.

Finally, one trivial thing also affected my reading experience: The singular form of \"taxa\" is \"TAXON\"! Please correct it.

Final of finally, the source codes are available at GitHub, but they do not look like in the form that users can easily take advantage of. It seems to me that the authors simply dumped codes there to meet the journal\'s requirement. If the authors really plan to call for a paradigm shift in the field, they should spend some time on software engineering so that more people will come and experience this new method.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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6 Mar 2020

Dear Ms. Tataru,

Thank you very much for submitting your manuscript \"Decoding the Language of Microbiomes using Word-Embedding Techniques, and Applications in Inflammatory Bowel Disease\" for consideration at PLOS Computational Biology.

As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. In light of the reviews (below this email), we would like to invite the resubmission of a significantly-revised version that takes into account the reviewers\' comments.

We cannot make any decision about publication until we have seen the revised manuscript and your response to the reviewers\' comments. Your revised manuscript is also likely to be sent to reviewers for further evaluation.

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to the review comments and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Please prepare and submit your revised manuscript within 60 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. Please note that revised manuscripts received after the 60-day due date may require evaluation and peer review similar to newly submitted manuscripts.

Thank you again for your submission. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Jacopo Grilli

Associate Editor

PLOS Computational Biology

Stefano Allesina

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Major:

\* I think the authors didn't address our comments on finding species that are co-occurring. The authors complained that they can't extract new information from their taxa-taxa co-occurrence network made by embedding vectors. But in fact, the authors can just do case studies in a few interesting species instead of plotting everything all at once in phylum level (which is actually very high level). For example, the authors can simple go to the OTU table and extract species that have high co-occurrence score (both have high abundance for different samples). Then just look at them. See you find species A and B are co-occurring and species C and D are co-occurring and species E and F are probably competing (one exist then the other doesn't) Then in embedding space, you can plot the embedding of those species and see if you can discover the relationship in the embedding space. You might even be able to interpret some of the properties (dimensions in the embedded vector).

\* As for t-SNE and PCA plots. Yes, if you are dealing a lot of taxa, it is very hard to visualize. But what if you just do a subset? For example, plot all the genera in a few families? Then we should expect that similar genera or families cluster together and distance from other families/genera?

Minor:

\* Section 2.7 has been improved a lot. However, the procrustes analysis is not clearly explained in the method section in the paper. Like I am not certain what "ordinates properties based on their taxa vectors and pathway correlation vectors\" \-- what are the exact vectors being input into the Procrustes analysis? What do the long vectors out of the origin mean.. and why are they given numbers and not the shorter arrows outside? In the end, I'm not sure what this figure is showing.

\* The authors use "et. al" and not "et al."

\* I would say that Supplementary Fig. 3 is still confusing and should be removed.

The rest of the paper seems fine:

\* I think it is very helpful to show the tree made by embedding is significantly similar to phylogenetic tree. The author has addressed this issue.

\* Figure 1 has been improved and the algorithm in 4.1 is clear now. In general, the paper's method section is also clearer now.

\*Clarifications on text and figures are noted.

Reviewer \#2: The authors have addressed all concerns of mine. I have no more questions and recommend publication.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No
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[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions, please see [[http://journals.plos.org/compbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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8 Apr 2020

Dear Ms. Tataru,

We are pleased to inform you that your manuscript \'Decoding the Language of Microbiomes using Word-Embedding Techniques, and Applications in Inflammatory Bowel Disease\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Jacopo Grilli

Associate Editor

PLOS Computational Biology

Stefano Allesina

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#2: My concerns have already been addressed in the last round of review. I have no further questions and recommend for publication.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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Dear Dr Tataru,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol
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