ABSTRACT This paper addresses robust model predictive control for networked polytopic uncertain systems with packet loss. An infinite horizon performance cost in this paper only considers the sequence of the successful data transmissions. Two techniques are presented: one parameterizing the infinite horizon control moves into a single state feedback law and the other into a free control move followed by the single-state feedback law. Like the traditional approach, the performance cost is utilized as the Lyapunov function to prove closed-loop stability. Two simulation examples are given to illustrate the effectiveness of the proposed techniques.
I. INTRODUCTION
Networked control systems (NCS) are feedback control systems with network channels used for the communication between spatially distributed system components like sensors, actuators and controllers. Compared with the traditional point-to-point wiring, the use of communication channels can reduce the costs of cables and power, simplify the installation and maintenance of the whole system, and increase the reliability. However, the insertion of communication channels also raises new interesting and challenging problems such as quantization, time delays and packet losses ( [9] ). For these problems, there are a wealth of literature (see [7] , [17] , [18] ), for discussing stability and stabilization.
Although a lot of studies focus on packet loss and quantization simultaneously, this paper only considers NCSs with packet loss. Xiong and Lam [17] address the stabilization problem of NCS with packet losses in both links where bounded packet loss process and Markovian packet loss process are considered. In [20] , the design of the observed-based output feedback control for NCS with packet loss is investigated, where the NCS model is described as a discrete-time switched system with four subsystems. Quevedo et al. [5] proposes a packetized predictive control design approach for networks affected by data loss described via a Bernoulli process. Furthermore, [6] considers the problem with measurements possibly missing from sensor to controller and the constraints under expectation by using an infinite horizon predictive control synthesis. In [3] and [4] , the NCS model is constructed for the synthesis approach of MPC that describes both the data quantization and the packet loss in a unified framework. However, only a small number of papers have considered the synthesis approaches of networked MPC (see [1] - [4] , [6] ).
In this paper, we consider the synthesis approach of robust MPC for packet loss process. First, we utilize the state feedback as in [10] , with appropriate generalization to packet loss process. For simplicity, we only utilize the common quadratic Lyapunov function and address the arbitrary bounded packet loss as in [18] . Readers can easily extend the algorithm to the packet-loss dependent Lyapunov function and Markovian packet-loss process by incorporating the results in [17] ( [13] gives an MPC by applying parameter-dependent Lyapunov function; packet-loss dependent Lyapunov function can be similarly dealt with). Second, we add one free control move before the single state feedback law as in [12] . This free control move, however, may correspond to several sampling intervals, depending on the interval between two successful data transmissions. Readers can similarly generalize the algorithm to several free control moves by incorporating the technique in [15] , to off-line robust MPC by incorporating the technique in [16] .
Based on the above discussion, the contribution of this paper can summarize the following aspects: 1) for the bounded packet loss control problem of uncertain systems, only the packet loss from the controller to the actuator link is considered. Because for multi-sensor systems, there is packet loss redundancy from the sensor to the controller, and the impact of packet loss is small. 2) by designing the feedback control law and adding effective free control, the attraction domain can be increased to achieve optimization and improve control performance.
The remainder of this paper is organized as follows: In Section II, stable time-varying linear system with a polytopic uncertainty description is introduced and the problem under consideration is formulated. In Section III, firstly, some preliminary knowledge is provided, then propose a LMI optimization problem to approximate the robust MPC problem without free control move proposed. In Section IV, first introduce the basic knowledge, and then derive a LMI optimization problem to approximate the robust MPC problem with a free control proposed. Two examples are given in Section V to demonstrate the effectiveness of the main results. Finally, we conclude the paper in Section VI.
Notation: I is the identity matrix with proper dimension. x(i|k) is the value of vector x at a future time i ≥ k predicted at time k. The symbol * induces a symmetric structure in linear matrix inequalities (LMIs).m := {1, 2, . . . , m}, q := {1, 2, . . . , q}, L := {1, 2, . . . , L}.
II. PROBLEM STATEMENT
Consider the following stabilizable, time-varying linear system with a polytopic uncertainty description:
where u ∈ m and x ∈ n are input and measurable state respectively;
with Co{·} being the convex hull. The following input and state constraints should be satisfied
where
; j 1 is the first time the controller successfully receives data from the sampler.
Network communication exists between the sensor and the controller through a communication channel with finite bandwidth (see [18] ). Between controller and actuator, it is pointto-point wired. The sampler is clock driven, the controller is event driven and the data are transmitted in a single packet at each time step. Let J := {j 1 , j 2 , . . .}, a subsequence of {0, 1, 2, 3, . . .}, denote the sequence of time points of successful data transmissions from the sensor to the controller, and d := max j k ∈J {j k+1 −j k } be the maximum packet loss upper bound. If j 1 ≥ 1, then the initial inputs are set to zeros:
Packet-loss is said to be arbitrary if j k+1 − j k , ∀k ≥ 1 takes value in the finite set D := {1, 2, . . . , d} arbitrarily. We only consider the arbitrary packet-loss process. A generalization to Markovian packet-loss process is straightforward by incorporating [17, Ths. 9 and 13].
Remark 1: This paper shows how to handle the uncertain systems. In [2] - [4] , the double-sided packet loss (packet loss exits not only in the sensor-controller channel, but also in the controller-actuator channel) has been considered, but only the nominal system is considered. When one considers double-sided packet loss for the uncertain systems, the technique in this paper can be combined with those in [2] - [4] .
A. PROBLEMS FOR NETWORKED ROBUST MPC
In our networked robust MPC, a state feedback controller u(·) = F(j k )x(·) will be utilized, where F(j k ) is to be optimized at each j k . This will be achieved in two different techniques:(T1) that without free control move, and (T2) that with one free control.
For (T1), the implemented control input is
Hence, the closed-loop system becomes
The aim of (T1) is at finding (2.4) that brings (2.5) to the origin x = 0, and at each j k achieving:
and Q, R > 0 are weight matrices. The control law (2.4) is implemented at sampling instant and the problem (2.6a)-(2.6d) is solved again at time j k+1 . For (T2), the implemented control input is
which is ''free'' (freedom for optimization). Hence, the closed-loop system becomes
The aim of (T2) is at finding (2.7) that brings (2.8) to the origin x = 0, and at each j k achieving:
The control input (2.7) is implemented at sampling instant and the problem (2.9a)-(2.9d) is solved again at time j k+1 .
III. ROBUST MPC WITHOUT FREE CONTROL MOVE
In order to derive an upper bound on the robust performance objective (2.6a) and solve (2.6a)-(2.6d), let us choose the Lyapunov function as
where P is a symmetric positive-definite matrix. Consider the following robust stability constraint:
Lemma 1: Inequality (3.2) is satisfied if there exist a scalar γ , a symmetric positive-definite matrix Q
Proof: By applying (2.6c)-(2.6d), it is shown that (3.2) is guaranteed if
By multiplying left-and right-sides of the inequality in (3.5) by γ −1/2 Q and applying Schur complement, it is shown that (3.5) is equivalent to:
Due to the convexity of the polytopic description, inequality (3.6) is equivalent to (3.3).
For stable closed-loop system,
Hence, by summing (3.2) from i = 0 to i = ∞, it follows that
By applying the definition Q in Lemma 1, (3.7) is satisfied if:
Lemma 2: Suppose there exist a scalar γ , symmetric matrices Z , , Q and a matrix Y such that (3.3) , (3.8) and the following are satisfied: 
Based on this observation, input and state constraints can be dealt with. Similarly to [10] , the input constraint in (2.6b) can be guaranteed by (3.9).
Consider the state constraint. Define ξ s as the sth row of the q-dimensional identity matrix. Then, by applying (2.6c)-(2.6d) and (3.11) it obtains:
If there exists a symmetric matrix such that [3] , an approach of MPC for a nominal system and double-sided packet loss has been considered, but the stability is not guaranteed. When one considers the double-sided packet loss version of (3.13) , one can improve the approach in [3] .
IV. ROBUST MPC WITH ONE FREE CONTROL MOVE
In order to derive an upper bound on the robust performance objective (2.9a) and solve (2.9a)-(2.9d), let us choose the Lyapunov function (3.1) and robust stability constraint (3.2), for all i ≥ 1. Lemma 1 is directly applicable.
For stable closed-loop system, by summing (3.2) from i = 1 to i = ∞, it follows that
where γ 1 > 0 is a scalar and the same notation γ as in section 3 is utilized which should not induce confusion.
Equation (4.1) is equivalent to
Hence, by applying convexity of the polytopic description and the definition Q in Lemma 1, (4.1) is guaranteed by 1 
Proof: Equations (4.5)-(4.6) guarantee satisfaction of (2.6b) for 0 ≤ p ≤ j k+1 − j k − 1. According to Lemma 2, (2.6b) for p ≥ j k+1 − j k is guaranteed by (3.3), (4.3), (3.9)-(3.10). Therefore, the conclusion holds.
Thus, problem (2.9a)-(2.9d) is approximated by the following LMI optimization problem: The following conclusion is a natural extension of [12, Th. 3 
]:
Theorem 2: Assume that (4.7) is feasible at j 1 , then the receding horizon implementation of (2.7) guarantees satisfaction of (2.3) and exponentially stabilizes the closed-loop system. Remark 3: In [2] , the approaches of MPC for a nominal system and double-sided packet loss have been considered, but the stability is not guaranteed. In [3] , a synthesis approach for a nominal system and double-sided packet loss has been considered. When one considers the doublesided packet loss version of (4.7), one can improve the approach in [3] . (3.11) ((3.9) , (3.10) ) guarantees satisfaction of (4.3) ((4.5), (4.6) ). Therefore, compared with (3.13) 
where F(j k+i |j k ) are carried over from the previous time ( [15] ), i.e.,
However, choosing N > 1 (rather than N = 1 as in problem (2.9a)-(2.9d)) does not necessarily improve the feasibility and optimality. This phenomenon has been indicated in [14] , which is generalized here to packet-loss process. Remark 6: Rather than add N > 1 free control moves, one can add N > 1 parameter-dependent control moves before a state feedback law. For more information, one can refer to [6] . By using the parameter-dependent open-loop MPC in [6] , with the increase of N, the optimization becomes easier to be feasible and the control performance tends to be improved.
The complexity of solving LMI optimization problem (3.13) or (4.7) is polynomial time, which (regarding the fastest interior-point algorithm) is proportional to K 3 L , where K is the number of scalar variables and L the number of rows of the total LMI system ( [8] ).The parameter K is given by 1 + nm + 
+ n + 5m + q + 1 for (4.7). For n = m = q, the computational complexity involved in (4.7) is about 1.5 times of that involved in (3.13). [1] , [16] ), it can be found that the computational complexity difference is mainly caused by packet loss. The computational complexity increment depends on the upper bound of the packet loss. The literature [3] mainly focuses on the double-side packet loss problem of the network control system. In order to ensure the effectiveness of the network data transmission process, the computational complexity is significantly increased compared with the one-sided packet loss process in this paper. The literature [4] added the quantization error problem in the literature [3] , so its calculation amount also has a significant increase.
V. NUMERICAL EXAMPLES
with packet loss upper bound d = 3, where ρ(k) ∈ [0.5, 1.5] is an uncertain parameter and β > 0 a constant. The constraint is |u| ≤ 2. Take Q = I and R = 1. For the networked robust MPC formulated by (3.13) or (4.7), define the region of attraction as the region of x(j 1 ) for which the closed-loop system is asymptotically stable. That is, if P ⊂ R n is the region of attraction, then for all x(j 1 ) ∈ P, there exists a feasible control sequence such that the closedloop system is asymptotically stable. P is convex and, generally, non-ellipsoidal. For β = 1, the regions of attraction by applying (3.13) and (4.7) are shown in Fig.1 in dotted line and solid line. We have randomly selected 300 points in each of these regions of attraction and utilized these points as x(j k ); it takes 1 2 3 minutes to solve (3.13) for 300 times and 2 1 3 minutes to solve (4.7) for 300 times. .7) ) exists a feasible solution whenever β ≤ 1.01 (β ≤ 1.06). Further, choose ρ(k) = 1 + 0.5 sin(k) and j k+1 = j k + 2.5 + 0.5(−1) k . For β = 1.01, the closedloop state trajectory by applying (3.13) is shown in Fig.2 in dotted line. For β = 1.06, the closed-loop state trajectory by applying (4.7) is shown in Fig.2 in solid line. 
B. EXAMPLE 2
The second example is a classical angular positioning system. The system (see Fig.3 ) consists of a rotating antenna at the origin of the plane, driven by an electric motor. The control problem is to use the input voltage to the motor to rotate the antenna so that it always points in the direction of a moving object in the plane.
We consider the following model in [10] : For the networked robust MPC formulated by (3.13) or (4.17), define the region of attraction as the region of x(j 1 ) for which the closed-loop system is asymptotically stable. For λ = 5, the region of attraction by applying (3.13) and (4.7) are shown in Fig.4 in dotted line and solid line.
Choose λ = 5 and j 1 = 0, problem (3.13) (problem (4.7)) exists a feasible solution whenever ι ≤ 0.9(ι ≤ 1.2). For ι = 0.9, the closed-loop state trajectory by applying (3.13) is shown in Fig.4 in dotted line. For ι = 1.2, the closed-loop state trajectory by applying (4.7) is shown in Fig.5 in solid line.
We have utilized the LMI Toolbox of Matlab 5.3 on our laptop (1.5G Pentium IV CPU, 256 M Memory).
VI. CONCLUSIONS
The robust MPC for systems with polytopic description under networked environment, where there is arbitrary bounded packet-loss, is investigated. The techniques in this paper are generalizations of the basic techniques in [10] and [12] to systems with packet-loss. Hence, various improvements towards these basic techniques (see [13] , [11] ) can be applied to improve the techniques in this paper.
