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Abstract 
Shirakura, T., Fractional factorial designs of two and three levels, Discrete Mathematics 116 (1993) 
999135. 
This paper consists of a survey of the results on balanced fractional designs of the 2” and 3” types 
established by Chopra, Kuwada, Shirakura, Srivastava and Yamamoto, new results on search 
designs of 2” type, and open problems on the construction of fractional designs. Combinatorial and 
algebraic properties of these designs are discussed. Basic criteria based on eigenvalues on the 
information matrices for selecting fractional designs are also discussed. Unsolved problems on the 
construction of fractional designs are presented. 
1. Introduction 
Consider a factorial experiment with m factors, the j-th factor being designed with 
.YjleVelS(sj>2,j=1,2 ,..., m). Such an experiment is called an si x s2 x ..’ x s, factorial 
design. In this design there are s1 x s2 x ... x s, different combinations of the 
levels which we call assemblies, treatment combinations or runs. In particular, an 
si x s2 x ... x s, factorial design is said to be symmetric if s1 = s2 = ... = s,( = s, say), for 
which we refer to as an s”’ factorial design. Otherwise the design is said to be 
asymmetric. 
We mainly discuss symmetric 2” factorial designs (s= 2) which are the simplest 
factorial experiments. These designs are of practical importance: They make it 
possible to give experiments with relatively many factors and few assemblies at a time, 
and although they cannot fully explore a wide region in the factor space, they can 
indicate major trends and so determine a promising direction for further experimenta- 
tion (see Box, Hunter and Hunter [6]). Also, the consideration of designs of the 2” 
type makes it easier to study a general s1 x s2 x ... x s, factorial design. 
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This paper provides a survey for some recent works on (balanced) fractional 
factorial designs with the exception of Section 6. 
In Section 2, we illustrate a linear model in 2” factorial designs defined by linear 
combinations of the expectations for observations at all assemblies. We further 
consider a fractional replicate of a 2” factorial design (i.e., fractional 2”’ factorial design 
(2*-FF design)). The estimability of effects in a 2”-FF design is also discussed. In 
particular, we consider 2”-FF designs of odd or even resolution defined according to 
two sets of estimable effects. 
Section 3 discusses orthogonal fractional designs and balanced fractional designs 
which are important classes of 2”-FF designs. It will be shown that these two designs 
possess the combinatorial properties of orthogonal arrays and balanced arrays of 
2 symbols, respectively. 
The existence of balanced fractional designs can also be interpreted in terms of 
certain associative algebras. This will be discussed in Section 4. We illustrate a multi- 
dimensional partially balanced association scheme (a generalization of an association 
scheme), and its algebra. By utilizing the algebra, the information matrices of balanced 
fractional designs can be expressed in simple form. 
Section 5 discusses the optimality criteria for (balanced) fractional designs based on 
the eigenvalues of the information matrices. The eigenvalues may be more explicitly 
expressed in view of the previous section. In the works of Srivastava, Chopra and 
Shirakura, in particular, the A-optimality criterion has been used for selecting bal- 
anced fractional designs. In fact, the A-optimal balanced fractional designs have been 
listed for each pair (m, n) in which the values of m (factors) and n (assemblies) are in 
certain practical ranges. References for these lists are provided here. 
Section 6 deals with search designs due to Srivastava [64]. Under a special 
condition on the set of unknown effects, we present some combinatorial properties of 
the search designs, including new results. 
In Section 7, fractional factorial designs of the 3” type are discussed. The simplicity 
of their structure is next to that of 2”-FF designs. We summarize the results for 
a balanced 3”-FF design established by Kuwada [34,35]. This design is related to 
balanced arrays of 3 symbols. 
Section 8 presents some unsolved problems in relation to the construction of 
(balanced) fractional factorial designs. 
2. Fractional 2” factorial designs 
Consider a factorial experiment with m factors F1, F2, . . . , F,, each of two levels (i.e., 
2” factorial design). An assembly will be represented by ( j,, j2, . . . , j,) where ji, the level 
of the factor FL, equals 0 or 1 (i= 1,2, . . . . m). Consider the observations y( j, , j,, . . . , j,) 
corresponding to assemblies ( j, , j, , . . , j,) and denote their expectations by 
v(j,,.h , . . ..j.)=ExpC.dj~,j~, . ..J.)l. 
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The various factorial effects can then be expressed as linear combinations of all 
rl(jr,j~, . ..A), i.e., 
for si =O, 1; i = 1,2, . . . m, where the summation runs for ji =O, 1; i= 1, . . . , m, and 
d,(O)=d,(O)=d,(l)= 1 and d,(l)= - 1. Note that all 0(&i, sZ, . . ..E.) except for 
QO, 0, . . . ,O) are linear orthogonal contrasts of q( j, ,j,, . , j,). The effect QO, 0, . . . ,O) is 
called the general mean. The effects O(.sl,sZ, . . . , E,) are called the main efects of the 
factors F,, if Q, = 1 and si = 0 for i # t 1, and the effects are called the r-factor interac- 
tions of the factors F,, , F,, , . . , F,,. if et, = .st, = = E,,. = 1 (r 3 2) and the remaining Q’S 
are all zero. Solving (2.1) for q( j 1, . . . , j,), we have the following linear model: 
v(jl,j2 ,...,j,)= c dj,(E1)...dj,(&,)e(&1,...,E,). (2.2) 
El.. .Em 
For models of the general s1 x ... x s, factorial designs, e.g., see Bose and Srivastava 
[3], and Raktoe, Hedayat and Federer [47]. For simplicity we here write o0 or Be for 
the general mean, Bt, for the main effect of the factor F,, and Otlrz,..tP for the r-factor 
interaction of the factors F,,, F,,, . . . . Fty. 
In Model (2.2), for a fixed integer 1 (1 < 1 <m), let us assume that (I+ 1)-factor and 
higher order interactions are negligible. Suppose 0 is the v x 1 parameter vector 
composed of the general mean, main effects, two-factor interactions, . . , l-factor 
interactions: 
fl=(O,; 01, . ..) ~,;~l*,...,~,-l,*;...;~l,...,,...,~,-,+l,., m) 
=({&>;{R,}; {e,,,,};...;Ce,,...,,})‘) 
where v= 1 +m+(y)+ ... +(y). By (2.2), we obtain the following model for the 
expectation of an observation corresponding to the assembly (j,, j,, . , j,): 
9(j 1, . . ..jA=&+ i C djt, ‘.. djt,e,,...,,.. (2.3) 
r=l (t1,.. ,Z,]E./c, 
where A’* denotes the class of all subsets of { 1, 2, . . . , m} with cardinality r and dj = 1 or 
- 1 according as j= 1 or 0. 
Let T be a suitable set of n assemblies (called afraction) in which any assembly may 
occur any number of times or not at all. Then, T is frequently expressed as a (0, 1) 
matrix of size n x m whose cc-th row (jp), j$) , . . .,jg)) is the a-th assembly in T for 
c[= 1,2,..., IZ. We now consider the n x 1 observation vector for T, 
y(j\", . . ..jl.l)) 
Y(T)= i 
[ 1 y(jY’ , . . ..jz)) 
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and assume the observations in y(T) to be independent random variables with 
common variance g2. From (2.3), we then have the linear model for a fraction T. v(jP , . ..jl.l)) 
ExPCY(T)I = f 
[ 1 = E,O, q(jv),...,j$)) 
(2.4) 
where ET is the n x v design matrix whose rows are obtained from (2.3) according to 
assemblies of T, var [ ‘1 stands for a variance-covariance matrix and I, is the identity 
matrix of order p. The first column of E T, corresponding to the general mean BO, is 
a vector of all l’s, and the element of a-th row of E, corresponding to an effect et, .(, is 
djrfI.. .djrY,. For convenience, we let B,, ,,+ = 0$ = 19~ when r = 0. 
We introduce now the concept of estimability of effects. A p x 1 vector ly is called 
a parametric vector of 0 if each element of I,U is a linear function of v unknown effects 
8,,,,. f, (Odrdl) with known constant coefficients, in other words, if v is such that 
ljY=ce, (2.5) 
where C is a p x v matrix with known constant elements. 
Definition 2.1. A parametric vector I,Y of 0 is called an estimable vector (or simply, 
estimable) if each of its elements has a linear unbiased estimate under Model (2.4), in 
other words, if there exists a p x n matrix A of constant elements such that 
identically in 0. Ay(T) in the above is called an unbiased estimate of VI. 
Definition 2.2. For any estimable vector v/, its unbiased estimate 1,9 is called the best 
linear unbiased estimate (BLUE) of ry if the cc-th element of 9 has a minimum variance in 
the class of all unbiased linear estimates of the cc-th element of +Y for each a = 1,2, . . . , p. 
For the observation vector y(T) and design matrix ET, consider the following 
equations for a v x 1 vector B*: 
MTO*=E;y(T). (2.6) 
MT= E$E,(v x v) is said to be the information matrix of T. The equations are so called 
normal equations. 
Theorem 2.1 (Gauss-Markov Theorem). For any estimable vector v = C 0 in (2.5), its 
BLUE 4 is unique and obtainable by 
J= ce*, (2.7) 
where 8* is a solution of the normal equations (2.6). 
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Of course, the estimability of a parametric vector v/ and its BLUE 9 depend on 
a fraction T. By matrix theory, there always exists a solution &* of the normal 
equations (2.6) and it is in general not unique for a given T. However Theorem 2.1 
shows that if v is estimable, then for any two solutions 67 and 8; of the normal 
equations (2.6) $ = C 87 = C&g holds. 
A fraction T designed in order to infer v is said to be a 2”-FF design for VI. 
In particular, we are interested in two types of a parametric vector VI= Cf3 in 
(24, i.e., 
and 
C=I,, P = “, 
C=CO,,:~,,:O,,.,l (=G, say), P=“o, 
(2.8) 
(2.9) 
where q=(y), vo=v- 1 -q, O,,, denotes the r x s matrix of zeroes and in particular 
O,=O,., 1. These are interpreted in the following two definitions, which were intro- 
duced by Box and Hunter [S]: 
Definition 2.3. A fraction T is said to be a 2”-FF design of resolution 21+ 1 if v = 0 in 
(2.8) is estimable, i.e., the general mean, main effects, .. , l-factor interactions are 
estimable. 
Definition 2.4. A fraction T is said to be a 2”-FF design of resolution 21 if I= 
Co 8( = Bo, say) in (2.9) is estimable, i.e., the main effects, . . , (I- 1)-factor interactions 
are estimable under the presence of the general mean and l-factor interactions. 
In what follows, we simply write a 2”-FF design(t) for a design of resolution t. In 
a 2”-FF design(%l+ 1) T, the BLUE @=S of 8 and its variance-covariance matrix 
Var[8] are given respectively by 
8=M+‘E;y(T) and Var[&]=cr’M,‘. (2.10) 
It has been noted that the estimability of 0 is equivalent to the nonsingularity of M,. 
Therefore we can easily obtain a 2”-FF design (21+ 1) by checking only the nonsin- 
gularity of its information matrix. In this case, n,>v clearly holds, where no is the 
number of distinct assemblies in the design. On the other hand, in a 2”-FF design(21), 
the BLUE $=e, of B. and Var[e,] are given respectively by 
f?,=LE+y(T) and Var[8,]=02LMrL’, (2.11) 
where L is a v. x v matrix satisfying L M,= Co in (2.9). In this case, note that 
the estimability of B. is equivalent to the existence of such a matrix L. It is in 
general difficult to obtain a design of even resolution. Margolin [39] and Webb 
[78] have independently given a lower bound on n for a 2”-FF design(IV) such 
that n>2m. 
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3. Orthogonality and balancedness of 2”-FF designs 
This section deals with two important classes of fractional factorial designs, one of 
which is a special case of the other. These classes can be obtained by imposing certain 
structures on the variance-covariance matrix of the estimates. We first define the class 
of orthogonal designs. 
Definition 3.1. A 2”-FF design for the parametric vector v is said to be orthogonal if 
the variance-covariance matrix of the BLUE @ in (2.7) is a diagonal matrix. 
It is clear that orthogonality provides the elements in v/ with estimates which are 
uncorrelated with each other. In particular, a fraction T is said to be an orthogonal 
fiuctional 2” factorial design of resolution 21+ 1 or 21 (2m-OFF design(21+ 1 or 21) in 
short) when Var[&J =a I, in (2.10) or Var[&] = ulvo in (2.1 l), where a is some scalar. 
The following definition of an orthogonal array with 2 symbols is due to Rao [SO]. 
These arrays are used in characterizing combinatorial properties of orthogonal designs. 
Definition 3.2. A (0,l) matrix T of size n x m is called an orthogonal array of strength 
t (1~ t <m). size n, m constraints and index I (OA(n, m, t; 1”) in short) if for every 
t-columned submatrix T,, of T, every vector occurs exactly 2 times as a row of T,,. 
Various constructions of orthogonal arrays of s (2 2) symbols have been presented 
in the book of Raghavarao [44]. It is noted that for an OA(n, m, t; A), n = I-2’ holds. The 
following theorem is well known (see, e.g., Yamamoto, Shirakura and Kuwada [Sl]). 
Theorem 3.1. Suppose 21 <m. A fraction T is a 2”-OFF design(21+ 1) with n assemblies 
if and only if T is an OA(n, m, 21; A). In this case, MT is given by MT = nl,. 
For a 2”-OFF design(21), we obtain the following. 
Theorem 3.2. If T is an OA(n, m, 21- 1; A), where 21- 1 <m, then T is a 2”-OFF 
design(21) with the additional property that the general mean is estimable and its 
estimate is uncorreluted with the other estimates. 
Proof. If T is an OA(n, m, 21- l;A), the information matrix MT reduces to 
MT= diag[n, n I,,, D], where D is some matrix of order 4 =(y). By taking 
L=[O,,:n-‘Z,,:O,,.,], we obtain Var[80]=a2n-‘I,, in (2.11). Hence T is a 2”- 
OFF design(21). In addition, consider v1 = C1 8, where C1 = [ly, :O,, Xq], (vl =vO + 1). 
By taking L1 =[n-‘I,, :OvlXq], it is clear that v1 is estimable and therefore 
Var[~l]=a2L,M,L;=02n-‘Z,,. This completes the proof. 0 
Since n = k2’, by Theorems 3.1 and 3.2,2”-OFF designs exist only for special values 
of n. Moreover, they generally require a large value of n in comparison with the 
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number of unknown effects. As a generalization of orthogonal designs, Chakravarti 
[7] introduced the concept of balanced designs. 
Definition 3.3. 2”-FF design the parametric ry is to be balanced if the 
variance-covariance matrix of the BLUE I,+ in (2.7) is invariant under any permutation 
of m factors. 
Let $/T be the BLUE of v using a fraction T. Then, Definition 3.3 implies that 
Var [ er] = Var [ t,GT*] holds, where T * is a fraction obtained by any column permuta- 
tion of T. Therefore, balanced designs provide balanced estimates in 9 for the 
m factors in some sense, although the estimates are not always uncorrelated. Of 
course, orthogonality is a special case of the balancedness. If Tis a 2”-FF design(21+ 1 
or 24 T becomes balanced when for any two estimates &, _f, and &...th in the BLUE 
B or Jo, 
Var(B,, ..l,)=Var(~~^,(tl)...,(t,)), 
Cov(B,,.. fu9 &..r;)=Cov(&,,,, r(t,), &i)...z(tJ 
(3.1) 
where r is any permutation on { 1,2,. . . , m}, Var( .) is the variance of an estimate and 
Cov( , .) is the covariance of two estimates. This design will be referred to as a 2”-BFF 
design(21+ 1 or 21). Now we define a balanced array with 2 symbols (partially 
balanced array in the terminology of Chakravarti [7]) which is useful in studying 
combinatorial properties of a balanced design. 
Definition 3.4. A (0,l) matrix T of size n x m is called a balanced array of strength 
t (1~ t < m), size n, m constraints and index set A, = { ,uO, pl, . , pt} (BA(n, m, t; A,) in 
short) if for every t-columned submatrix T, of T, every vector with weight (or number 
of nonzero elements) j occurs exactly pj times (j = 0, 1, . . . , t) as a row of T,,. 
Let c(tl ... t,; t; ... t:) be the element of MT in the cell corresponding to (tl... t,; 
t;... t:) for 19~,..,~, and 8,; t; in 0. From (2.3), we have 
E(t1 ... t,; t; t;) = -f dj::, . . . d,::‘d,p. . . d,;,, 
” I 
a=1 
(3.2) 
Since d,dj, = 1 if t = t’, E(tl ... t,; tfl ... tb) is dependent only on the set {tl, . . , t,) 
0 {t;, . . . . t:} (= {ul, . . . . IA,>, say), which we denote by ycul _,,,), where the symbol 
@ stands for the symmetric difference of two sets and {t 1, . . . , t,, } = 8 if u’ = 0. Assume 
here that the binomial coefficient (g) = 0 if and only if b > a or b < 0. We have the 
following theorem due to Yamamoto, Shirakura and Kuwada [Sl]. 
Theorem 3.3. Suppose 1 d t d 21 G m. Let T be a 2”-FF design with n assemblies. Then 
T is a BA(n, m, t; A!,) ifand only ifeach element y(uI..,u,J=~(tI ... t,; t; ... t:) of MT sat- 
isfying zdt, where {ul ,..., uZ}={tI ,..., t,}o{t; ,..., t:f, is dependent on (ul ,..., u,> 
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only through z (i.e., y~u,,..u,, = yz). The relation between the indices pi and elements yj is 
given by 
yi= i i (-1)P 
j=O p=O 
(t) ( j:yiP)‘L’> (3.3) 
(3.4) 
for all i=O, 1, . . . . t. 
Proof. Let A’!;::::; be the number of times the row (v],, . . . . Q) occurs in the n x t 
subarray composed of the il-th, .. . , i,-th columns of T. For a subset {ul,. . ., u,} of 
{i 1, . . . , i,}, denote y(,,__ U,J by y!;:: f;, where E, = 1 or 0 according as i,E { ul, . . . , u,} or not. 
Then (3.2) yields 
= c dsl(&l)...dsr(e,)~?::::)i:. 
Vl,...,W 
(3.5) 
If T is a BA(n, m, t; At), then 
where S{,,,. ,9tj= 1 or 0 according as the weight of (ql, . . . , Q) is j or not. Therefore, (3.5) 
reduces to the right-hand side of (3.3) for any (pi, . . . , E,) whose weight is z (i = z). Hence 
the left-hand side of (3.5) can be written as yi (i=O, . . . , t). 
Conversely, If y~,,,..,U,~ depends only on z, then 
Y”::‘:::= i s&, ..ct)Yj. (3.6) 
j=O 
From (3.5), it also follows that 
(3.7) 
By (3.6) it is easy to see that (3.7) reduces to the right-hand side of (3.4) for any 
(V 1, . . . , Q) whose weight is i. Hence, the left-hand side of (3.7) can be written as pi for 
every { iI, . . . , it} provided the weight of (ql, . . . , Q) is i (i = 0, . . . , t). This means that T is 
a BA(n, m, t; At). This completes the proof. 0 
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Example 3.1. Consider the equations (3.3) for the cases t=4 and t=6. 
(i) The case t=4: 
(ii) The case t=6: 
A 2”-BFF design(21+ 1) can be characterized by the following theorem (see [Sl]). 
Theorem 3.4. For a fraction T which is a BA(n, m, 21; JZ’~~), if” M, is nonsingular, 
then T is a 2”-BFF design(21+ 1) with n assemblies. Conversely, if T is a 2”-BFF 
design(21+ l), 21<m, with n assemblies, then T is a BA(n, m, 21;Az1). 
The proof of this theorem will be stated in the next section, Note that a 
BA(n,m, t; At={po, . . . . ~0) becomes an OA(n, m, t; A) when 1” = p. = ... = ,LL~. There- 
fore, Theorem 3.1 is a special case of Theorem 3.4. Also, it can easily be shown that for 
a BA(n, m, t; A,), n =Cf=o(:)~i holds. This indicates that a balanced design will be 
flexible in the number n and obtainable with a relatively small value of n. Of course, 
the possibility of the existence of balanced designs is very large in comparison with 
orthogonal designs. 
By using balanced arrays of strength 21 for which the information matrices are 
singular, Shirakura [52,54,56] characterized and constructed some 2”-BFF designs 
(21). Also, Yamamoto and Hyodo [80] extended the concept of resolution and gave 
a construction procedure for 2”-BFF designs with the extended resolution. Kuwada 
[36] studied balanced designs of the 2”” x 2”’ type when the m factors can be divided 
into two heterogeneous groups. 
108 T. Shirakura 
4. Multidimensional partially balanced association schemes and their algebras 
In this section, we discuss some relations defined among factorial effects in 0 using 
which we can obtain some algebraic properties of balanced designs. The results in this 
section relate to the evaluation of the variance-covariance matrix of the estimates of 
interest. 
As a generalization of association schemes, multidimensional partially balanced 
(MDPB) association schemes were introduced by Bose and Srivastava [4]. Sub- 
sequently the theory was developed in Srivastava and Anderson [68,69], Yamamoto, 
Shirakura and Kuwada [Sl, 821, and Yamamoto and Tamari [83]. 
Consider h mutually disjoint nonempty finite sets of objects S1, SZ, . . , Sh with 
lSil =ni each, where 1.1 stands for the cardinality of a set. Suppose a relation of 
association is defined for each ordered pair of objects XiaESi and XjbESj, where Xjb is 
called the cx-th associate of Xi* for some CI belonging to a set of association indices r&‘-j). 
As in the case of association schemes, every object is called the 0-th associate of itself 
and O$Z(~,~) is assumed. 
Definition 4.1. The collection of the sets { S1 , S2, . . . , S,} is said to have a h-set MDPB 
association scheme if a relation of association defined among the h sets satisfies the 
following conditions: 
(i) The relation of association is symmetrical. 
(ii) With respect to any XiaESi, the objects of Sj, distinct from Xia, can be divided 
into n(‘,j) disjoint classes and the number of objects in the a-th associate class 
Sj(cr; xia)= { X~Sjl x is cr-th associate of xia}, is rz$,j). The numbers n@,j) and ni,j) are 
independent of the particular object Xia chosen out of Si. 
(iii) Let Si, Sj and Sk be any three sets which are not necessarily distinct. Consider 
the sets S,(fi;Xiu) and S,(y;Xjb) with a-th associates XiaESi and XjbESj. Then the 
number of objects common to S,(/I;Xiu) and S,(y;Xjb) is p(i, j,a; k,/3,y), a number 
which is dependent on the pair (Xia, Xjb) and Sk only through i, j, a, k, /3 and y. 
Note that Condition (i) implies n(‘,j) = n(j,‘) and p(i,j, a; k, P, Y)=P(~, i, a; k, Y, P), and 
that the number r#“= 1 can be defined consistently for all i. 
Now let SO,S1, . . . . S1 be the 1+ 1 sets of effects {ti,}, {Q,,>, {t?,,,,}, . . . . {0,, ..r,>, the 
cardinalities of these sets being 1, m, (T), . . , (‘i’), respectively. In what follows, assume 
1~ 1 <m/2. Suppose a relation of association is defined among these sets in such a way 
that Qt,..,t,~S, and 8,, ..lL~S, are the a-th associates if 
Iit 1, . . ..tti}n{G. . . ..th}I=min(u.u)--, (4.1) 
where min(u,u) denotes the minimum of the integers u and v. Then the following 
theorem (see [Sl]) can be established easily. 
Theorem 4.1. Consider the relation of association defined by (4.1) among the (I+ 1) sets 
of efSects (O,}, {O,,}, ., {O,, .tI}. Then the collection of these sets has an (l+ 1)-set 
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MDPB association scheme with parameters 
n(U’“)_ IO,19 ...Y 
{ 
min(u,u)} z~u#u, 
- 
{1,2, . . ..u} if u=v, 
n’“. 0) = 
{ 
min(u, 0) + 1 ifufv, 
u if u=v, 
.( u-min(u,u)+a I( m-u--_+min(u,v)-c! min(v,w)-y--k 1 w-min(u,w)+p-min(u,w)+r+k ’ 
The scheme defined above is said to be an (1+1)-set triangular type MDPB 
(TMDPB) association scheme which may be regarded as a generalization of a tri- 
angular series of association schemes (cf. Yamamoto, Fujii and Hamada [79]). To 
study the algebraic structure of a TMDPB association scheme, consider the (T) x (F) 
matrices 
A~,“)=ila:t”::~,~/I, (a=O, l,..., min(u,u);u,v=O,l,..., I) 
defined by 
if &,_ tL is a-th associate of tit, 1,, 
0 otherwise, (4.2) 
which are called local association matrices. It follows from Theorem 4.1 that 
min(u, 0) 
A’“, W) A’“. 0) _ 
P v - a:0 P(U, 0, a; w, P, y)AfS”‘, 
(4.3) 
where G, x b denotes the a x b matrix whose elements are all l’s and, in particular, 
L=G,.r. 
Next consider the ordered association matrices DtS”) of order v obtained from 
A$‘,“) in such a way that every matrix has (1+ 1)2 submatrices M@“9S) of size (E) x (y) in 
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the w-th row and s-th column blocks for w,s=O, l,..., 1, and that all but A4(“*“)=A~9”) 
are zero matrices, i.e., IVICw~‘) = O,,, x C9 for (w, s) # (u, u). Then, it follows from (4.3) that 
(4.4) 
where 6,,= 1 or 0 according as w =s or not. The association matrices B$‘,“‘, which 
represent the relation of association of an (I + l)-set TMDPB association scheme, are 
defined as follows: 
B(U,U’= 
D$‘3”)+DtS”) ifu#v, 
OL D’“, U) a if u = v. 
The algebra d={B$‘~“)Icr=O, 1, . . ..u. O<udv<l) generated by (I>“) symmetric 
matrices Bf2”)‘s is called an (l+ l)-set TMDPB association algebra. We then establish 
the following (see [Sl]). 
Theorem 4.2. The (1+ 1)-set TMDPB association algebra d is a semisimple and 
completely reducible matrix algebra containing the identity matrix I,, which is 
represented by the linear closure [D$‘3u)I a=O, 1, . . . . min(u, v); U, v=O, 1, . . ., 1) of all 
(I+ l)(l+ 2)(21+ 3)/6 ordered association matrices Dt9”“s. 
Proof. Since the generators of d, Bt,“) are symmetric matrices, the algebra d is 
semisimple and completely reducible. Since Cf,,OB$“U)=I,, we have I,E~. By (4.5) 
we also obtain 
@@=B~.u)B$‘.u) 9 D%,u)=B$‘,U)Bp,U) > 
Bh”,“‘B’“,“‘=D~,“‘Dj;.“‘+D~,“‘Db”,”’+Dg,”’Db”,”‘+D~.“‘Db”,”’. 
P 
The proof now follows from the last equation of (4.4) 0 
Now consider the v x v matrices Df “)# (/? = 0.1, . . . , min(u, v); U, v = 0, 1, . . . , l), which 
are linearly linked with the ordered association matrices Dt9”) by 
D(U,U)# +,b”.“‘“) 
B for u d v, 
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where 
OL 
CU. 0) - 
c (-1)“-b 
(u;S)(iIi)(“-“;S+b) {(“;“;“)(;‘t)}“z 
Zpa - > 
b=O (“-ub+b) 
(;)-(Blfl) (u, 0) zy”4.)=(~)(:)(“,;;~)zs. 
The relations (4.6) and (4.7) have been discussed by Yamamoto, Shirakura and 
Kuwada [82], and Shirakura and Kuwada [59], respectively. These matrices have the 
following properties (see [82]): 
D$W)#Df,u)# &,6,,Db”,“‘#, 
ii: Y? DV” = z (4.8) 
u=o p=o 
rank(Df*“‘#)=(i)-(8!!!1) (=@a, say). 
By Theorem 4.2 and (4.6)+4.8), the following theorem (see [82]) can be established. 
Theorem 4.3. (i) The (l+ 1)-set TMDPB association algebra &’ is represented by the 
linear closure of all (l+ 1) (I + 2) (21+ 3)/6 matrices D$‘q”)#‘s, i.e., 
d=[D$‘3”‘#Ifi=0,1 ,..., min(u,u);u,u=O,l,..., 11. 
(ii) Let &, be the matrix algebra generated by (l-/I+ 1)’ matrices D~q”)#‘sfor each 
p=O, 1, . ., 1, i.e., 
~~=[D~~“)#~u,u=~,~+l,..., I], 
then d, is the minimal two-sided ideal of d and 
d&A,=&, 2zce,=S,,d,. 
(iii) The algebra ~4 is decomposed into the direct sum of l+ 1 ideals dp, i.e., 
&==,c4,0dl@...@J2z[. 
(iv) Each ideal ~2, has D$‘3”‘” (u, v = /I, /? + 1, . . . ,I) as its basis and it is isomorphic to 
the complete (I- p + 1) x (I- /?J + 1) matrix algebra with multiplicity @p. 
This theorem implies that for any matrix B (=c~=,cf=~C~3B,~~jDb”,“)“, say) 
belonging to d, there exists a v x v orthogonal matrix P (independent of B) such that 
P’BP=diag[ Ao;AI, . . . . A,; . . . . A,, . . . . A,] 
M b 
(4.9) 
@I $1 
where A, are the (1-/3+1)x(1--/3+1) matrices with (i, j)-elements Ajj (cf. Shirakura 
[52]). The matrix Ap is called the irreducible representation of B with respect to each 
ideal d,, for which we shall use the following: 
&fl:B+Ap. 
We now discuss algebraic properties of balanced designs. 
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Theorem 4.4. Let T be a 2”-FF design with n assemblies. Then, T is 
a BA(n, m, 21; AZ1 = { ,uO, . , pzI}) if and only if MT belongs to an (l+ 1)-set TMDPB 
association algebra ._@‘, i.e., 
where Y~=Y~-~+~~ and ~~~=yl,-~l+~~ in(3,3), or 
MT= i ‘2 ‘f k~jD~+isP+j)#E&, (4.11) 
p=O i=O j=O 
where 
fl+i 
kj’=kjdi= C yj_i+2az)Ba+iSP+j) forO<i<j<l-p;O</?<l. 
a=0 
(4.12) 
Proof. By Theorem 3.3, T is a BA(n,m,21;JZzl) if and only if every element 
c(t1 ... t,; t; ...tL) of MT can be written as yzS, where z’=I{t,,...,t,}o{t;,...,t:}l. 
Also by (4.1), the sets { tl, . . . . t,,} and {t;, . . . . t:} are cc-th associates if and only if 
z’ = 1 u-u I+ 2~. Therefore, T is as required if and only if M+&. By (4.6) and (4.7) 
(4.10) is equivalent to (4.11). 17 
By (4.9) and (4.1 l), we can obtain the (l- fi+ 1) x (l-b+ 1) symmetric matrix 
Ka(/?=O, 1, . . ..l) such that 
d,:M,+K,, 
where 
Example 4.1. The matrices K, for the cases l= 2 and 3 are important in the discussion 
of 2”-BFF designs (V and VII), respectively. Therefore more explicit expressions of 
K, are presented using (4.12) for each case. 
(i) The case 1=2: 
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where y;s are given in (i) of Example 3.1. 
(ii) The case I= 3: 
kij= kj’; the same expression as in (i) above for /I =O, 1,2; 
O<fi+i<fl+j<2, 
@3=k;.o- 
m l/2 
- 0 3 739 
kO,2=k;,O_ 
m-2 112 
1 
-( 1 2 
(Y2 -Y4L 
where yj’s are given in (ii) of Example 3.1. 
Of course, the elements of K, in (4.13) are dependent on the constraints m and 
indices pi’s in the index set J2[ of a balanced array. Furthermore the information 
matrix MT is in general positive semidefinite. Therefore we can obtain the following 
two results, which can be used for obtaining a 2”-BFF design(21+ l), (see, e.g., 
Srivastava and Chopra [71], and Shirakura and Kuwada [SS]). 
Theorem 4.5. Let T be a BA(n, m, 21; J2,). Then a necessary condition for the existence 
of T is that every matrix K, (p = 0, 1, . . . , 1) is positive semidejnite. 
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Theorem 4.6. Consider the balanced array T of Theorem 4.5. Then a necessary and 
suficient condition for T to be a 2”-BFF design(fl+ 1) is that every matrix 
KB(/I=O, 1, . ,l) is positive dejinite. 
The following theorem relates a 2”-BFF design(21+ 1) and the algebra d. 
Theorem 4.7. A fraction T is a 2”-BFF design(21+ 1) if and only if M r 1 E&. 
Proof. Suppose T is a 2”-BFF design(21+ 1). Then, from (3.1), Cov(&,.. *,, &...,J, 
which is a function of two sets ( tl ,. . . , tU} and {t; ,. . , t:} (0 d u, v < l), is invariant under 
the symmetric group on { 1,. . . , m>. It follows that a maximal invariant of the function 
is(u,~,z’=l{t~ ,..., t,}@{t; ,..., t:} I). This means that the covariance depends on the 
two sets only through u, v and z’. Similarly, Var(&,...J depends on { tl,..., tU} only 
through u(Odud1). Thus M;‘=var[8]/~‘~&. Conversely, if MF1c&, then it is 
clear that (3.1) holds for all elements of 6 and for any permutation r. Hence, T is 
a 2”-BFF design(21+ 1). 0 
Now we shall present the proof of Theorem 3.4 which was stated in the previous 
section. 
Proof of Theorem 3.4. If T is a BA(n, m, 21; AZ1) for which MT is nonsingular, then by 
Theorem 4.4, we have M+&‘, and, since I,E&‘, MT ‘E&. By Theorem 4.7, T is 
a 2”-BFF design (21+ 1). If T is a 2”-BFF design(21+ l), then by Theorem 4.7 again, 
M r ’ Ed which means M+d. By Theorem 4.4, T is a BA(n, m, 21; dzr). 0 
From Theorem 4.7, it can be deduced that for a 2”-BFF design(21+ 1) T, MT 1 has 
at most (I<“) distinct elements. From (4.8) and (4.1 l), an expression for M; ’ ESZZ can 
be obtained: 
where kfj are the (i,j)-elements of K;‘(P=O ,..., 1; i,j=O, l,..., 1-p) in (4.13). Using 
(4.7) the expression of M; ’ can further be given in terms of the ordered association 
matrices Dt,“) as follows: 
Since D$‘S”)‘s are (0,l) matrices, by (2.10) we have the following (see [59]). 
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Theorem 4.8. For a 2”-BFF design(21+ l), the elements of Var [e] are 
Var(&, _,,)=~J*u~~~), 
COV(~~,...t,,~~i...t~)=~20~‘~), 
where 6,; *;E~I is a-th associate of fit,. .,u~6 in (4.1). 
Example 4.2. (i) The case 1=2: 
-l/2 
@o’=k0, o. 
. 2 00 
(o.1,=m-l’2ko 
0.1; k:,z; 
115 
,,~~~l,=~k~ 1 + m-l 
m ’ 
~ k&o> ,,&r ky ,-k; & 
m m(. ,> 
l/2 
k~,2+~(m-2)1~2k&l, 
l/2 2 
k~,,-m(m-2)-1’2k~ I’ , 3 
(2,2) - 
2 m-3 
uo -p ki.2 +$l +xk;,o, 
m(m- 1) 
(2-2) _ 
2 m-4 
Ul -p k$,l+p 
m(m- 1) m(m-2) 
k:,,- 
m-3 
(m- l)(m-2) k’*o’ 
2 (2.2)_ 2 
02 
m(m- 1) 
kg,*-2 
m(m-2) ki.1 +(m_ l)(m_2) k&o. 
(ii) The case I= 3: 
v@““). the same expression as in (i) above for SI = O,l, . . . , u; 0 <IA < v < 2; a t 
I/* 
kO +2{2(m-3))“2 kl +@-3)(m-W” k2 
233 m(m - 2) “* (m-l)(m-2) O-l’ 
l/2 l/Z 2(m-4)“* k2 
k ’ -(m-l)(m-2) O”’ 
:z 
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l/2 l/2 kl + 6(m-4)-1’2 kz . 
ls2 (m-l)(m-2) “I’ 
(3*3)= 6 6 
00 
m(m- l)(m-2) 
kh+p 
m(m-2) 
3(m-3) k2 
k:2+(m-l)(m-2) 121 
m-S 
+- 
m-2 
k:,o> 
(3,3)= 
6 kO + 2(2m-9) m-7 
Vl 
m(m-l)(m-2) 3’3 m(m-2)(m-3) k”2+(m-l)(m-2) k:,, 
m-5 
-(m-2)(m-3) k”“’ 
(3.3)= 6 2(m - 9) 
02 
m(m- l)(m-2) 
kh+ 
m(m-2)(m-3) 
k:,2 
2(2m- 11) 2(m-5) 
-(m-l)(m-2)(m-4) k”‘+(m-2)(m-3)(m-4) k”o’ 
(3,3)= 
6 
v3 
m(m- l)(m-2) 
k:,3- I8 
m(m-2)(m-3) k”2 
18 6 
+(m-l)(m-2)(m-4) k”1-(m-2)(m-3)(m-4) k”” 
5. Optimal balanced fractional 2” factorial designs 
The theory of optimal fractional factorial designs is concerned with the problem of 
selecting a design T which minimizes some function of Var [@I (= CJ~ VT, say), where 
$(p x 1) is a parametric vector of interest, over all possible designs under considera- 
tion. Such a function is called an optimality criterion. Various optimality criteria were 
discussed by Kiefer [31]. Basic and popular criteria are as follows: 
(i) A-optimality: pA(T) = i pj, 
j=l 
(ii) D-optimality: p,(T)= fi pj, 
j=l 
(iii) E-optimality: pE( T) = max pj, 
1QjSp 
where pr, . . . . pp are nonzero eigenvalues of VT. 
(5.1) 
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The A-optimality criterion corresponds to the average of p variances in Var[@], since 
pA( T) = tr(Var [ t&1)/a’. The D-optimality criterion corresponds to the determinant of 
Var[#], since ~~(T)=det(Var[@])/a~~, which is proportional to the volume of the 
ellipsoid of concentration for v. On the other hand, the E-optimality criterion corres- 
ponds to the maximum variance of the estimates of all normalized linear contrasts of VI. 
Therefore the three criteria are referred to as the trace, determinant and minimax criteria, 
respectively. Also, det(Var[@]) is said to be the generalized variance of @. 
Let 9,” be the collection of all 2”-FF designs with n assemblies. Then a design 
TEEN; is said to be A-optimal, D-optimal and E-optimal in 9; if T* satisfies 
PA”*)= min pA(T), PD(T*)=min pD(T), and pE(T*)=minpE(T), 
TE9P TEP’,m TEY:: 
respectively. Here we restrict ourselves to T, a 2”-FF design(21+ l), hence, V, = MT ‘. 
So, (i), (ii) and (iii) of (5.1) become 
(i) Pa(T)=tr(M?‘), 
(ii) pb(T)=det(M,‘), (5.2) 
(iii) p;(T) = largest eigenvalue of M r I, 
respectively. It follows from Theorem 3.1 that for T, a 2”-OFF design(21+ 1) with 
n assemblies, we have M 5 1 = n- ’ I,. Hence pL(T)=v/n, pb(T)=n-‘and p;(T)= l/n, 
which give the following desirable property. 
Theorem 5.1. A 2”-OFF design(21+ 1) with n assemblies is A-, D- and E-optimal 
in 9:. 
Indeed, it is known from Kiefer [32] that a 2”-OFF design(21+ 1 or 21) is 
(universally) optimum over all possible designs with respect to a very general class of 
optimality criteria. As stated in Section 3, however, the value of n is considerably 
limited for orthogonal designs. On the other hand, for a value of n for which 
orthogonal designs do not exist, it is in general extremely difficult to find optimal 
designs in the above sense because 9: is a much too large class of designs. 
We now consider the class of balanced designs which makes the problem of finding 
optimal designs easier. Denote the collection of 2”-BFF designs(21+ 1) with n assem- 
blies by &9:(21+ 1). Note that p;(T), pb(T) and pi(T) in (5.2) are concerned with the 
characteristic polynomial of MT. The following theorem is due to Yamamoto, 
Shirakura and Kuwada [82]. 
Theorem 5.2. For T~Br(21+ l), the characteristic polynomial of MT is given by 
Q(X)= fi {det(Kg-xIl-p+i)}‘8, 
D=O 
(5.3) 
where 4a and K, (p=O, 1, . . ..l) are given by (4.8) and (4.13), respectively. 
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Proof. Since I,,E&‘, we have the irreducible representations of MT--XI, with respect 
to ideals JZ!~: 
cdfl:MT-xI, + Kp-xI,_8+,. 
The theorem now follows from (4.9). 0 
Note that an expression for Q(x), for the case of 1=2, was obtained by direct 
calculation in Srivastava and Chopra [71]. Using (5.3), the criteria (i), (ii) and (iii) of 
(5.2) can be expressed respectively in terms of KB’s as follows: 
(ii) p;(T)= fi {det(Ki1)j4s, 
p=o 
(5.4) 
(iii) PH(T)=max{pb,P;, . . . . pi}, where p6 is the largest eigenvalue of K;l. 
It is important to note that the orders of the matrices K, are (1 -/I + 1) for /I = 0, . . , 1, 
at most (1+ l), these being independent of the value of m. The formula (5.4) reduces 
considerably the work of calculating p>(T), pb( T) and ph( T). 
Srivastava [63] stated that the D-optimality criterion may not be suitable for 
selecting a fractional design, since det(M ?I) could be small when a correlation 
between two distinct estimates in @is large, and such estimates may be inappropriate. 
This matter is discussed further in Section 14 of Srivastava [66], and Srivastava and 
Anderson [70]. In view of (5.3), the eigenvalues of MT (or M,‘) are those with 
multiplicites 4. = 1, 4 1 = m - 1, . , c#+ = (7) -(I ml ), which are widely different. This 
implies that pk( T) may not give a good criterion for 2”-BFF designs(21+ l), (see 
Srivastava and Chopra [71]). As a consequence, the A-optimality criterion has been 
accepted for 2”-BFF designs(21+ 1). 
A-optimal 2*-BFF designs(V) in Br for 4<m< 10 were given in the works of 
Srivastava and/or Chopra, and A-optimal 2”-BFF designs(VI1) in gz for 6 <m < 9 in 
the work of Shirakura. These optimal designs were presented in tables in the above 
papers. Srivastava [66] surveyed the information on sources for these. Nishii and 
Shirakura [41], and Chopra, Kipngeno and Ghosh [16] improved and corrected the 
tables given by Srivastava and Chopra. (See Table 1.) 
D-optimality for fractional designs has been discussed in the works of many authors 
(see, e.g., Hedayat and Wallis [28], Galil and Kiefer [22,23], Pesotan and Raktoe 
[43-4.51, Raktoe and Federer [48,49]). In particular, Shirakura [54] presented 
D-optimal 29-BFF designs(VI1) in LZJ’,“=~ for the values of n in the same range as that 
of A-optimal 29-BFF designs(VI1). Also, Bose and Iyer [2] treated E-optimal bal- 
anced 2”’ x 3”” fractional designs of resolution III for some cases of ml and m,. 
It was shown by Cheng [9] that a special type of 2”-BFF design(21+ l), obtainable 
from a BA(n,m,21; ~%!~r={~~, . . ..p2[}) such that ~o=...=~21_1=~ and ,LL~~=~++ 
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Table 1 
Information on A-optimal 2”-BFF designs(V and VII) 
;Ilactors) Essemblies) Resolution Reference 
4 11-28 V 
5 16-32 V 
6 22-40 V 
7 29-42 V 
7 43-48 V 
7 49-55 V 
7 56-68 V 
8 37-51 V 
8 52-59 V 
8 60-65 V 
9 46-54 V 
9 55-65 V 
10 56-65 V 
10 67-76 V 
9 66 V 
10 66 V 
6 42-64 VII 
7 64-90 VII 
8 93-128 VII 
9 130-150 VII 
Srivastava & Chopra [72] *Nishii & Shirakura [41] 
Chopra & Srivastava [17] 
Chopra & Srivastava [20] 
Chopra & Srivastava [lS] 
Srivastava & Chopra [73] 
Chopra & Srivastava [19] 
Chopra [lo] *Chopra, Kipngeno & 
Chopra [l l] Ghosh [16] 
Chopra [12] 
Chopra [13] 
Chopra 1141 
Chopra [15] 
Chopra, Kipngeno & Ghosh 1161 
Shirakura [Sl] 
**Shirakura [54] 
*These papers presented more precise tables including corrections. 
**This paper also presented D-optimal 2”-BFF designs (VII) 
(or p - l), is optimal in 9: with respect to a general class of criteria including (it(iii) of 
(5.2). He also proved that a 2”-FF design, obtained by adding any two (or three) 
assemblies to an OA(n, m, 21; ;1), is E-optimal in 97, where n’ = n + 2 (or n + 3). Note 
that this design is not necessarily balanced. 
In certain subclasses of balanced designs of even resolution, Srivastava and 
Anderson [67] characterized A-, D-, E-optimalities of 2”-FF design(IV), and 
Shirakura [52] obtained A-optimal 2”-FF designs(V1) which allow the estimation of 
some common parametric vector of three-factor interactions. As another criterion for 
selecting a design, Hedeyat, Raktoe and Federer [27] proposed the trace-norm of the 
alias matrix, which can describe an alias structure for higher order interactions. 
Subsequently, Shirakura [53,55,57] considered and presented optimal balanced 
fractional designs with respect to this norm. 
6. Search designs for 2”’ factorial experiments 
In this section, some new results will be presented for search designs due to 
Srivastava [64]. First a search linear model is given for a 2”-FF design (m>,3). We 
relax the assumption that (1+ 1)-factor and higher order interactions are negligible. 
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Consider two fixed vectors 8, (vr x 1) and 6,(v, x I), where 8r = @(vi = v), and 8, con- 
sists of v2 interactions other than the effects in ol, assuming the remaining interactions 
are negligible. Then for a 2”-FF design T with n assemblies, we have from (2.4) 
E~PCY(T)I=~~~~~ +&db, varC_v(T)1=~2~,, (6.1) 
where EiT (i = 1,2) are the design matrices of T for Bi. In what follows, EiT will simply 
be written Ei (i = 1,2). In Model (6.1), we assume that 8i is completely unknown, and 
o2 is partially known in the following sense: It is known that at most k elements of 
e2 are nonzero, where k is a nonnegative integer, but it is not known which elements 
these are. Model (6.1) which includes such an assumption is called a search linear 
model. The problem is to search for the nonzero elements of 0,, and to make inference 
about them along with ol. We want a design Tfor which this problem can be resolved. 
Such a design is called a search design. The following is a fundamental result in search 
theory established by Srivastava [64]. 
Theorem 6.1. Consider Model (6.1) and let 0’ =O. A necessary and suficient condition 
for a fraction T to be a search design is that 
rank([E,:E,,])=v, +2k (6.2) 
holds for every n x 2k submatrix E,, of E,. 
The case when o2 = 0 is a noiseless case, which is of great importance from the 
design point of view: If a design T does not work well for the noiseless case, it cannot 
be expected to work in the noisy case (02 >O), and any inference procedure which 
works perfectly for the noiseless case would generally be expected to yield correct 
results in the noisy case with probability less than one, the actual probability 
depending upon the extent of noise (see Srivastava [65]). For the noisy case of c2 >O, 
it may be noted that Condition (6.2) becomes a necessary condition for a search 
design. 
Definition 6.1. A fraction T is said to be a search fractional 2” factorial design of 
resolution (21+ 1) - k (2m-SFF design((21+ 1). k) in short) if (6.2) holds for every matrix 
E2e of E2. 
Since T is a 2”-FF design(21+ l), it follows that (6.2) is equivalent to 
rank(E;0E20-E~0EIM;1E;E20)=2k. (6.3) 
Using (6.3), when l= 2 and v2 = 2” - vl, Srivastava and Ghosh [75] investigated a condi- 
tion for a 2”-BFF design(V) obtainable from a BA(n, m, t=m;Am) to be a 2”‘-SFF 
design(V.l), k= 1, and they presented 2”-SFF designs(v.1) with 4<m<8 and n in 
certain ranges. Also, Srivastava and Ghosh [74] constructed some 2”-SFF designs(V.l) 
for general m. Anderson and Thomas Cl], and Chatterjee and Mukerjee [S] studied the 
construction of search designs which are sm and ST’ x s’$’ factorial designs. 
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It is in general difficult to directly construct a search design T which is a 2”SFF 
design((2[+ 1). k), even when k= 1. For certain special designs T1 which are 2”-FF 
designs(III), Srivastava [65], Srivastava and Gupta [76], Ghosh [24,25], Gupta and 
Carvajal[26], and Ohnish and Shirakura [42] considered the construction of T, such 
that T= { T1, T,} yield 2”-SFF designs(III.l). In those papers, the effects in which we 
search and estimate at most k nonnegligible effects, include higher order interactions. 
The value of k is assumed to be relatively small. So, we consider the situation in 
which if there exist nonnegligible effects other than those in el, then they lie in a set of 
lower order interactions. Therefore, f12 may be composed only of the (l-t 1)-factor 
interactions: 
e2=(e 12 . . (i+l)>...,&-t-2, ..,??I)‘, 
where v2 =(lfml). Under this situation, Shirakura and Ohnish [60] characterized 
2”-SFF designs((21+ 1). k) derived from BA(n, m, 2(1+ 1); A2(i+ i,), and they obtained 
optimal 2”-SFF designs(V.1) with 66m68 and for some values of n, with respect to 
an optimality criterion. Srivastava [65] proposed some optimality criteria for choos- 
ing search designs. 
We take an interest in the construction of a 2”-SFF design( (21+ 1). k) with a smaller 
value of n. In particular, consider the case of 1= 1, i.e., 
&=(O,,, Q13, . . ..&I-.,,)l, 
and hence vi =m+ 1 and v2 =m(m- 1)/2. We use the same approach as in the papers 
discussed above; that is, suppose T= { T1, T2 > is a fraction with n = n, + n2 assemblies, 
where Ti (i= 1,2) are fractions with ni assemblies. Further let y( Ti) (ni x 1) be the 
observation vectors of Ti. From (6.1), we then have 
(6.4) 
where for i = 1,2, Eil and Ei, are ni x v1 and ni x ~2 matrices with El = [E; 1 : E;,]’ and 
E,=CE;, : E;,]‘. For a given fraction T1, we consider the problem of finding 
a fraction T, for which the fraction T= { T, , T2 > yields a 2”-SFF design(III . k). 
Suppose T1 is a saturated 2”-FF design(III), i.e., n, = v1 and rank(E, 1) = vi. Further 
denote the 2k distinct columns of [Ei2: E;,]’ by (e;i(l x n,), e;i(l xn2))’ for 
i=l, . . . ,2k. Then it can easily be shown that 
rank ([ EII i cl “‘el,Zk E : I) =v,+2k 21. e21 “‘e2,2k 
if and only if 
rank([zi:z2:...:z2J)=2k, 
where zi=e2i--EzlE,‘eli (i=l, . . ..2k). 
(6.5) 
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In particular we suppose 
Tl 
00 . ..o 
10 . ..o 
0 1 0 ... 0 
=o 0 1 ... 0 
. . . 
0 0 ... 0 1 
1 1  -1 1 -1  . . . -l 1 
-1 
I 
1 
-l 
1 -1 . . . 
E 
-1 
11 
= 
1 -1 -1 1 . . . -1 
. . . 
1 -1 -1 . . . -1 1 
1 
and hence 
(6.6) 
Note that the above T1 is a design which makes the general mean and main 
effects estimable neglecting all the interactions. Moreover, T, is a BA(n = m + 1, m, 2; 
AZ = { pLg =m- 1, pl = 1, pz =O}). For this Ti or El 1, we shall describe a condition 
satisfying (6.5). First we write E12, EzI and Ez2 in terms of columns as follows: 
E~~=C~,~:U,,:.~.:U,-~,,I, (nl xv& 
Ezl = [b. : b1 : ... : b,], (n2 x vl), 
E,,=[b12:b13:... :hl-l,,l, 0% x v2). 
Note that aij (or bij) in El2 (or E22) can be given by Ui * aj (or bi * 6j), (1~ i<j < m), 
where ai is the column of El 1 corresponding to the main effect of the i-th factor, and 
that b0 is the vector with all elements 1. Here the notation (*) is the Hadamard (or 
Schur) product: 
(ai,%,..., &l)‘*(b,,b,, ... ,b,)‘=(a,b,,azbz,...,a,b,)‘. 
It is easy to check that for 16 i < j d m, E ;,’ aij is the v1 x 1 vector whose r-th elements 
are - 1 for I = 1, i+ 1, j+ 1, and 0, elsewhere. Therefore letting 
Zij=bij-EzlE;,‘Uij, 
where Zij corresponds to some Zi’ in (6.5), we have 
Zij=bi*bj+b,+bi+bj 
for 1 &i<j<m. 
(6.7) 
Lemma 6.1. For any i and j with 1~ i < j < m, the r-th element of zij in (6.7) is not zero in’ 
and only if both of the r-th elements of bi and bj are one for r= 1, . . . . n2. 
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Proof. It is clear that the elements of zij are equal to 4 and 0 when and only when pairs 
of elements Of bi and bj are (1,1) and one of { (1, - l), (- 1, l), (- 1, - l)}, respectively. 
The lemma follows. 0 
By (6.9, (6.7) and Lemma 6.1, the following theorem can be established. 
Theorem 6.2. For the design T1 of (6.6), a necessary and suficient condition for 
a fraction T= { T1, TX > with n = m + 1 + n2 assemblies to be a 2”-SFF design(llI. k) is 
that a fraction T2 with n2 assemblies satisfies the following condition: For the (0,l) 
matrix T2=[tl:t2: . . ..t.,,], where tj (j=l, . . ..m) are n2 x 1 columns, 
(A) the rank of every n2 x 2k submatrix of the n2 x (T) matrix 
is 2k. 
When k= 1, Condition (A) reduces to the following condition: 
(A,) All the vectors ti * tj of TT are nonzero and distinct for 1 <i< j<m. 
Consider the problem of presenting a design Tz satisfying Condition (A,). The 
following four theorems can then be established. 
Theorem 6.3. Under Condition (A,), the vectors ti (i= 1, . . . . m) of T2 are nonzero and 
diflerent. 
Proof. Assume ti= tj for i#j. Then ti * th= tj * th (hf i,j), which contradicts 
Condition (A,). 0 
Theorem 6.4. Let w be the minimum weight of columns of T2. Then, under Condition 
(A,), C,“=,(3>m-l, and in particular 2”>m hold, where a=max{l,2w-nz}. 
Proof. Without loss of generality, assume tl to be of weight w. For any column 
tj (j=2, . . . . m), denote the numbers of rows (1,1) and (0, 1) in [tl, tj] by x and y, 
respectively. Then, since w <x+ y and n2 - w-y>O, we get x32w-n2. Also x3 1 
holds. Therefore we observe that the (m- 1) distinct vectors tl * tj (26 j<m) are 
obtained from C,“=,(E) (= m*, say) distinct vectors. Hence m* > m- 1. Also, since 
2” - 13 m*, we have 2” > m. This completes the proof. 0 
Theorem 6.5. Under Condition (A,), 2”’ -2 >m(m- 1)/2 holds. 
Proof. The vectors ti* tj (1 <i< j<m) are not equal to j,,, and O,,. Therefore, the (7) 
distinct vectors are obtained from 2”” - 2 distinct vectors. The proof is complete. 0 
Theorem 6.6. There always exists a design T2 with n2 =m- 1 (23) satisfying 
Condition (A,). 
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Table 2 
Values of y(m),nr and y*(m) for 3<m< 10 
3 3 3 3 
4 3 3 3 
5 4 4 4 
6 5 4 5 
7 6 5 6 
8 6 5 7 
9 7 6 8 
10 I 6 9 
Table 3 
Designs of T, with minimum values of n2 for 3 <WI< 10 
m=3 m=4 m=5 
1 1 0 1 1 1 1 1 1 0 1 1 1 1 0 
I 0 1 1 0 1 1 1 0 1 1 1 1 0 1 
0 I 1 1 1 0 1 0 1 1 1 1 0 1 1 
1 0 1 1 1 
m=6 m=8 
111010 111110 10111010 
101101 111101 10011101 
110110 111011 11001110 
101011 110111 10100111 
110101 101111 11010011 
11101001 
m=lO 
1001111011 
1110011101 
1111100110 
1110101011 
1011110101 
1101011110 
1111111000 
Proof. We can easily obtain T2 by taking ti = j,_ 1, and tj to be a vector in which the 
(j- 1)-th element is 0 and the remaining are all 1 for each j = 2,. . . , m. 0 
From a practical point of view, it is of importance that for a given value of m, we 
present the minimum value of n2 (say, g(m)) of T2. By Theorems 6.5 and 6.6, lower and 
upper bounds on g(m) can be obtained: For m 3 3, 
nT<s(m)Gy*(m), (6.8) 
where y*(3)= 3, g*(m)=m- 1 for m>4, and n2 is the minimum value of ~1~ satisfying 
2”’ - 2 > m(m - 1)/2. In Table 2, the values of g(m) are presented for 3 <m d 10 with the 
values of nz and g*(m) in (6.8). Table 3 gives designs T2 satisfying n2 = g(m) for each 
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m with 3 <m< 10. Note that T2 for m= 7 and 9 can be obtained from any seven and 
nine columns of the designs for m = 8 and 10 in Table 3, respectively. 
7. Fractional 3”’ factorial designs 
In this section we discuss a fractional factorial design with m factors FL, . . ., F, 
(m34) each at three levels. An assembly is represented by a row vector ( jl, . . ..j.) 
with ji=O, 1,2, (i=l, . . . . m). For the observations y( jr, . . . ,j,) and their expect- 
ations y( ji, . . . ,qm) corresponding to assemblies (j i, . . ..j.), various effects can be 
expressed as 
(7.1) 
forsi=0,1,2;i=l,...,m,wherew,(r=0,1,2)are thenumbersofr’sin(sl,...,s,)and 
d,(0)=d1(0)=d,(0)=&(1)=&(2)=&(2)=1,&(1)= -l,d,(l)=O and d,(2)= -2. 
Note that Model (7.1) is an orthogonal polynomial model of degree 2. In (7.1) 
the effect e(O, . . . . 0) (denoted alternatively by (3,) is the general mean, the 
effect Q(0, .., 0, .st, O, .., 0) (denoted alternatively by f?(t?), [r =sfl) is the linear (or 
quadratic) main effect of the factor F,, if cl = 1 (or 2), and the effect 
Q(O, ‘. . 20, sr, 1 0, . . , 0, atZ, 0, . . , 0) (denoted alternatively by Q(ty tk), cl = Ed,, c2 = E,,) is 
the linear by linear (linear by quadratic, quadratic by linear, or quadratic by qua- 
dratic) effect of two-factor interaction of the factors F,,, F,, if ([1,[2)=(1.1) ((1,2), 
(2,l) or (2,2)), and so on. Solving (7.1) yields 
v(jl,...J,)= C dj,(El)."dj,(&,)e(&l, . . ..E.). (7.2) 
E,....,Em 
We consider the situation where three-factor and higher order interactions are 
assumed to be negligible. Then, the number of unknown effects (the general mean, 
main effects and two-factor interactions) is given by v = 1 + 2m + 4( T) = 1 + 2m*, and 
the v x 1 vector of these effects, 0 can be written 
where1~~Zd~~l~~~<t’,dm(z=1,2)and1~t~#t~~m.From(7,2),wecanobtain 
the model for q(j,, . . ..j.): 
v(.il , . ..&J=e.+ i 
i 
Cdj,(E)e(tE)+ C dj,,(E)dj,~(E)e(t~t~) 
&=l f 11 <f2 I 
+ C dj,,(l)dj,,(2)e(t:t~). 
t3it4 
(7.4) 
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Suppose T is a fraction for a 3” factorial design with n assemblies, and the n x 1 
observation vector y(T) is expressed as in (2.4), where each row of the design matrix 
ET is as given in (7.4) according to an assembly in T. In this section, we use the same 
notation as for the 2” type. The estimability of 0 can then be stated as in Section 2. 
A fraction T is said to be a fractional 3” factorial design of resolution V (3m-FF 
design(V)) if 8 of (7.3) is estimable. The BLUE 8^ of 8 and Var[$] are also given as 
in (2.10). 
Definition 7.1. A 3”-FF design(V) is said to be balanced if Var[& of 8 is invariant 
under any permutation of m factors. 
The combinatorial properties of a 3”-BFF design(V) can be described by using 
a balanced array of strength t = 4, size n, m constraints, s = 3 symbols and index set 
~4={llioili2/O~io,il,i2~4, i0+iI+iz=4}, (BA( n, m, 3,4; 4,) in short). For the def- 
inition of this array, we refer to the paper of Kuriki in this volume. Hoke [29,30] dealt 
with the construction of some 3”-BFF designs derivable from certain special balanced 
arrays of 3 symbols. The following was established by Kuwada [34]. 
Theorem 7.1. A fraction T with n assemblies is a 3”-BFF design(V) if and only if T is 
a BA(n, m, 3,4; ~2’~) such that MT is nonsingular. 
By (7.3), the effects in 0 can be expressed as e(t:, ty) for tl,iZ =O, 1,2, (e.g., 
Q,=d(t’:t$),Q(t~)=Q(t~t!j)). Let E(tytF; tt tt) be the element of MT corresponding 
to two effects f?(ti’tt) and d(t’;tt). Then it is known (cf. Kuwada [34]) that for 
a 3”-BFF design(V), each c(tF t?; t:)tt) is dependent on the set {Cl, iI, c3, i,} only 
through pr(r=O, 1,2), the numbers of r’s in (Cl, . ...14), (say c(t~t~;t~t~)=ymplP2, 
p,, + p1 + p2 = 4). The connection between the elements ypoPIPZ and indices pioil i2 in the 
index set &a is given in Table 4. 
Table 4 
The connection between ymplm and pioilil 
y 400. 
040 
004 
310 
301 
130 
031 
103 
013 
220 
202 
022 
211 
121 
112 
1 1144 4 444 666 12 12 li 
1 0 1 o-4 0 O-40 060 00 0 
1 16 1 -8 4 -32 -32 4-8 24 6 24 -24 48 -24 
-1 0 1 -3 -2 -1 1 2 3 -3 0 3 -3 0 3 
1 -2 1 1 4 -5 -5 4 1 -3 6 -3 3-6 3 
-1 01-l 2 0 0 -2 1 0 0 0 3 0 -3 
-1 01 2 2 0 0 -2 -2 0 0 0 -6 0 6 
l-8 l-5 4 4 4 4-5 6 6 6 -15 12 -15 
-1 01 6 -2 8 -8 2 -6 -12 012 6 O-6 
1 0120 0 002 l-2 1 -2 -2 -2 
1 41-2 4 4 4 4 -2 -3 6 -3 -6 -6 -6 
1 01-4 0 0 0 0 -4 4-2 4 4-8 4 
-1 01 0 -2 2 -2 2 0 3 o-3 0 0 0 
1 01-l 0 0 0 0 -1 -2 -2 -2 1 4 1 
-1 01 3 -2 -4 4 2 -3 0 0 0 3 0 -3 
406 
040 
004 
310 
301 
130 
031 
103 
013 
220 
202 
022 
211 
121 
112 
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A relation of association discussed in Section 4 can be generalized to the case of the 
3” type by excluding Condition (i) of Definition 4.1. Here the effect Q(sl, . . ..E.) is 
rewritten as 0(u:...u~u\‘...~~~), (Oda+bd2), where E,,=...=E,~=~,E,;=...=E,~=~ 
and the remaining &i’s are zero. Denote the set of effects by Sab= {d(ui ...ui u;’ ... L&‘)} 
for each pair of (a, b) =(O, 0), (l,O), (0, l), (2,0), (0,2) and (1,l). Then Kuwada [35] 
considered the relationship R(a; ab, cd) in which Q(ui ...a~: ui* ...ub*)~S,~ is related to 
d(u:~~~u~v;* ...t’i*)~S,~ by R(a;ab,cd) if the components aij of a=(ctllcc12~21cx22) 
satisfy the following: 
I{u l,...,U,}n{u;,..., v&}I=min(a,d)-a,,, 
I{tJl> . . . . ub}n{ur ,..., Ucjl=min(b,c)-a,,, 
(7.5) 
I{u; ,..., uj,}n{v; ,..., u&}l=min(b,d)-cc,, 
It is obvious that the relationships satisfy Conditions (ii) and (iii) of Definition 4.1 by 
regarding the collection of relationship indices, Q as ‘a-th associate’. Note that if 
@(u: . . u,’ 4’ ...ub*) is related to ~(v~~~~vfu~’ . ..v&*) by R(a=(a,,a,,cr,,C(**);ab,cd), 
then O(v: ... v,’ vi’ ...vi*) is related to Q(u: ...ufu;‘...ub*) by R(a”=(a1,5121~12~22); 
cd, ab). However, except for R(a; ab, 11) or R(&; 11, cd), the relationship is equivalent 
to the relation of association in (4.1) for a TMDPB association scheme. 
Utilizing an ideal decomposition of the algebra generated by the relationship 
matrices, for the sets S,,(ab = 00, 10, 01,20,02,11) obtained due to (7.5), Kuwada [35] 
derived an explicit expression for the characteristic polynomial of the information 
matrix for a 3”-BFF design(V). The results can be summarized as follows: For T, 
a BA(n, m, 3,4; Jz’~), first define 
(OO,OO) 
P(0000) = Y400 = n, 
(OO,lO) (lO,Ol)=, 
P(0000) ‘P(0000) J3107 Pgg)=Y3o1, 
(00,20)_ (lO,lO)_ (10, ll)_ (01,20)_ (20,02) 
P(0000) -P(looo) -P(looo) 
(11,ll) 
-P(oooo) -P(oooo) ‘P(lOO1) =Y220’ 
(00.02)_ (Ol,Ol)= 
P(0000) -P(oool, Y2025 
coo, 11) (lO,Ol) (10,02)_ (01.11) 
P(0000) =P(oloo) ‘P(0000) -P(OOO1) =Y*ll’ 
P:;:bl;)=(2n+Y,,,Y39 
(10,20) 
P(OOO0, ‘P(0000, ‘20’11’=(2Y3,,+Y,,,)/3, 
(10,20) (20.11)__, 
P(lOO0, ‘P(1000, - 1’130, 
(10,02) (01.11) (02,ll) 
P(OlO0) =P(ooll) =P(oool, =Yll*’ 
(10,11) (01,20)_ (20,02) (11.11) (11.11) 
P(llO0) =P(oolo) -P(oloo) ‘P(lOll) ‘P(llO1) =Yl*l’ 
P(OOO0, (01’o’L2n_y301 P(OOO0, 
col~o*L2y301 _-y 
202’ 
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(Ol,OZ)_ 
P(OOO1, -71037 P(OOl0, 
(Ol.11)=P~~~b~~)=2y,lo-y 
211’ 
P(OOO0, ‘20~20)=(4~+4~,o,+~202)/9, Pl:~~)=(2Y22o+Y121)/3, 
(20,20) 
P(2000) = YO40> 
(20,02) (11,ll) 
P(O200) =P(llll) =70229 
P;i%$=(2IJ,,l +IJ112)/3, 
(20,11)_ 
P(llO0, -Yo31, 
P(OOO0, (02~02)=4n-4y301 +y202, P(OOO1) (02~02)=21/202-ylo3, 
(02,02)_ 
P(OOO2, -Yoo49 P(OOl0, 
(02,11)=2 
Y211 -Y1129 
(02,11)_ 
P(OOll, -90139 P(Ol10) (11,11)=(4n-y202)/3, 
P~~:i11~)=t2Y202 +Y103)i3, P(lll0, (11~11)=2y220-y,2,, 
and 
where y,,, P2 are given in Table 4. Next let 
00,oo 
k0 
(OO,OO) 
‘P(0000, ’ 
k’$WdQ = *l/Z p;;Wh&‘z), 
l/2 
(00, b;b;) 
P(0000, ’ k 
alaz,blbz 
k0 = P(OOO0) 
(mm.hbz)+(m_ l)P;yd’dz), 
112 
12P 
(alaz,bibi)+(m_2)pb414.bibi)}, 
(0000) 
k agm.11 =(m_ 1)1/2 {p~U2~11~+P:41a2.11~+(,_2)p~112111~}) 
alai, bibi 
k0 = P(OOO0, 
(aiai,bibi)+2(m_2)p~i”;,bibi)+ 
+2 
m-2 ( > (11.11) 2 P(1111) ) 
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kala2,blb2_ (ola2,blbz) (alaz,blbz) 
/II -P(oooo, -Pm, > 
k ~::2,bibi=(171_2)l/2{p~~~~6~ibi)_pjp4~~2.bib~)}, 
k ala*,11 
m l/2 
(a1a2,ll) 
J-13 
=_ 0 2 (PsO -p;,la2,ll)}, 
k a1a2.11 
f14 
= . {p~a2,11)+p~la2.11)_2p~~a2,11)j, 
k aiai,bib; 
122 = P(OOO0) 
(u;~i.bibi)+(m_4)ptqiai.bibi)_(m_3)p::i”i,b;b”, 
k alai, 11 = 
f23 
k aia;, 
112 
11 
1 
/24 
= 0 - 
2 
i2P ~“o;~~~~l)+(m_4)(p~;“~.“’ 
k ;,‘; l1 =f {2(pl~:;‘l:‘_pl:~b’lt’) 
k ~:;“=~(m(m-2)}“2(PI~:i11:‘-PPI::i~:’}, 
k :f;“=-s{2(Pj::;::‘+Pl:~b::‘)+(m-4)(Pi~:i:t’+Pj::ib:’ 
where a1 =(lOOO), (OlOO),(OOOl) according as (ulu2,blb2)=(10, lo), (10,01),(01,01); 
81=(1000),(0100),(o010),(oo01) according as (ula2,b~b~)=(10,20),(10,02),(01,20),(01,02); 
To=(OlOO), (OOOl), <l=(lOOO), (OOlO), 52=(1100),(0011) according as ala2=10,01; 
y* = (i-000), (OrOO), (OOOr), (r = 1,2), according as (a; ai, b; b;) = (20,20), (20,02), (02,02); 
Jl =(OlOO), (OOOl), <2=(1000), (OOlO), C3 =(llOO), (0011) according as a;& =20,02. 
Further consider the symmetric matrices 
Ko(6 x 6)= 11 k;1a2,b1b2 II, (alu2,b,b2=00,10,01,20,02,11), 
K, (3 x 3) = /I kyC2.d1d2 II? (c1c2,d,d*=20,02,11), 
Kz(l x l)= 1) k;l,ll 11, 
k”o. 10) 
fll 
k(‘o.0’) 
fll 
k”o. 20) 
f12 
k(‘o,o2) 
f12 
k”o. 11) 
fl3 
k”0. 11) 
SIG 
k’o1.0” 
fll 
k’o’,20’ 
fl2 
k’o’,o2’ 
f12 
k’o’.“’ 
J”13 
j&o’.“) 
SL4 
Kf = 
k(20.20) 
f22 
k’20.02’ 
f22 
k’20,11) 
fzs 
k’20. 11) 
f24 
(6 x 6) 
k’o2.02’ 
f22 
k’o2. 11) 
f23 
k’o2.1” 
f24 
Sym. ,$“. 11) 
fss 
k(ll.11) 
f34 
k’“.“’ 
f44 
Then we can establish the following (see [35]). 
130 T. Shirakura 
Theorem 1.2. The characteristic polynomial of MT for a 3”-BFF design(V) T, which is 
a BA(n, m, 3,4; A?,), can be given by 
@(x)=det(MT-XI,) 
=det(K,-xl,) {det(K, -xZ~)}~(~-~)‘~ 
{det(K, - x)}cm- 1)(m-2)‘2{det(Kf-xZ,) 
Using the expression (7.6), Kuwada [33] presented 
}m-1. (7.6) 
A-optimal and D-optimal 
3”-BFF designs(V) minimizing tr( M ? ‘) and det (M r ’ ), respectively, for each pair of 
(m,n) with (m=4,33<n<81) and (m=5,51<nd70). 
By further generating the relationship (7.5) to the cases of s”-FF and ST’ x s;‘-FF 
designs, Kuwada and Nishii [38] and Nishii [40] obtained expressions for the 
information matrices of designs such as in (7.6). Balanced designs of the s”’ type can be 
derived from balance arrays of s symbols (see Kuwada and Nishii [37]). Also, Nishii 
[40] introduced a partially balanced array of strength (tl, tz) with (m,, mz) constraints 
and (sl , s2) symbols which leads to a balanced design of the ST’ x syZ type. Shirakura 
and Srivastava [61,62] studied an approach for a 3” or 4” factorial design through the 
use of only 2-level factors. This was done by associating the 3 or 4 levels of a factor 
with some treatments in the 22 type. Those papers also considered relations of 
association among the effects of interest and defined balanced designs arising from the 
relations. Furthermore, the characteristic polynomials of the information matrices of 
balanced designs were given using the algebra of association matrices. This algebra is 
regarded as a subalgebra of the relationship algebra developed by Kuwada [35], and 
Kuwada and Nishii [38]. 
8. Related unsolved problems 
In Section 5, it was remarked that the A-optimality criterion expressed in (5.2) 
corresponds to the sum of variances of the v estimates e,,...,, in 8. This means that the 
sum has the same weight for various variances. Hence all the effects in 8 have the same 
weight of importance. Usually, the main effects may be more important than the 
two-factor interactions, these may be more important than the three-factor inter- 
actions, . . . , and the (I- 1)-factor interactions may be more important than the I-factor 
interactions. Moreover, under the restriction 21 dm and a larger value of m, the 
number of main effects is considerably smaller than that of two-factor inter- 
actions, . . . , and the number of (I- 1)-factor interactions is considerably smaller than 
that of I-factor interactions. This indicates that A-optimality is somewhat unreason- 
able as a criterion for selecting a 2”-FF design(21+ 1). So, we would like to propose the 
following quantity for a 2”-FF design(21+ 1): 
var(&...,J ‘> (8.1) 
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where w*(r=O, . . . . l)areweightssatisfyingw,3w,~...~w,~w,BOandCf=,w,=l. 
This is called the WA-optimality criterion. 
Note that WA,(w,,, . . . , wI) is equal to the A-optimality criterion pA(T) of (5.1) when 
a parametric vector ry is given by v/ = C 8, where 
C=diag(w~i2;w:‘21,;...;w~‘214), q=(y). 
In particular, for a 2”-BFF design(21+ l), from Theorem 4.8, (8.1) becomes 
WAT(WO > ... > wt)= 1 w,tgs’). (8.2) 
*=o 
A similar problem occurs in the A-optimality criterion for a 3”-FF design(V) in 
Section 7. 
Problem 8.1. Given a certain reasonable set of weights w,‘s (1= 2 or 3), find a WA- 
optimal 2”-BFF design(V or VII) in $9; for each pair of (m,n). Compare the WA- 
optimal designs with the A-optimal designs of Srivastava and/or Chopra, and 
Shirakura (cf. Table 1). 
Problem 8.2. Given resonable weights for 0 in (7.3) solve a problem like the one given 
in Problem 8.1 for a 3”-BFF design(V). 
Let m and n2 be integers greater than or equal to 3. Consider the set 
Q= (1, 2, . . . . n2} and m subsets A,, A,, . . . . A, of Q. Then Condition (A,) of 
Section 6 is equivalent to the following. 
(B) for all i and j (1 <i < j<m), Ain Aj are non-empty and distinct. 
In addition to the fact that it is mathematically interesting Condition (B), it may be 
important in finding the minimum value of n2 (i.e., g(m)) for a given m (or equivalently 
the maximum value of m for a given n2). As can be seen from Table 2, the values of 
g(m) are unknown for m 2 11. 
Problem 8.3. Improve the lower and/or upper bounds on g(m) of (6.8). 
Problem 8.4. Determine the values of g(m) for m> 11. Construct a collection of sets 
{Al, . , A,} satisfying Condition (B) with n2 =g(m) for m > 11. 
The construction in search designs has been done for the case of k = 1. Of course, the 
search designs for k32 cannot be studied without first considering the case k= 1. 
It is interesting to construct 2”-SFF designs(III.k=2) in the sense of Section 6. In 
order to do this, some further work on Condition (A) of Theorem 6.2 is needed for the 
case of k = 2. 
Problem 8.5. For a given m and for the case of k = 2, give lower and/or upper bounds 
on the minimum value of n2 under Condition (A). 
132 T. Shirakura 
Problem 8.6. For the design T1 of (6.6), find a design T,, so that T= { T1, T2} yields 
a 2”SFF design(V.k = 2). 
Problem 8.7. Given T1, a reasonable 2”-FF design(V), find a design T,, so that 
T= ( T1, T2} yields a 2”-SFF design(V . k = 1 or 2) under Model (6.4). 
Srivastava and Ghosh [75], and Shirakura and Ohnishi [60] presented some 
BA(n,m, t; J&Y,) which yield 2”-SFF designs(V.l) satisfying (6.3). Our problem lies in 
generating the case k=2. Similarly, we are interested in BA(n, m, 3, t; ~2’~) with s= 3 
symbols yielding search designs of the 3” type for the case k= 1 or 2. In view of Section 7, 
these arrays may be derivable from balanced arrays which give 3”-BFF designs(II1 or V). 
Problem 8.8. Find a BA(n, m, t; ~2’~) which yields 2”-SFF design((II1 or V). k = 2). 
Problem 8.9. Find a BA(n, m, 3, t; A,) which yields a 3”-SFF design((II1 or V). k = 1 
or 2). 
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