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Abstract II 
 
Abstract 
The goal of this bachelor thesis was the comparison of different learning methods in 
neural networks. The methods were applied to detect hate posts on social media plat-
forms like twitter. To achieve this, a supervised Recurrent Neural Network and a self-
supervised Word2Vec model were implemented. The results of both implementations 
show the importance of choosing the correct dataset and a learning method generating 
significant results. The problems of both implementations were identified and formulated 
into possible solutions to achieve more accurate predictions in future. This thesis is of 
high interest for students and developers in the area of sentiment analysis. 
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1 Einleitung 
1.1 Motivation 
Seit einigen Jahren nehmen sogenannte „Hasskommentare“ auf sozialen Medien immer 
mehr überhand. Dabei handelt es sich um bewusst verletzende, rassistische, sexistische 
oder grundgesetzverletzende Kommentare, die teilweise auch zu Gewalt gegen anders-
denkende aufrufen. Oftmals werden diese von einer sehr lauten Minderheit abgegeben. 
Laut einer Auswertung1 des „Institute for Strategic Dialogue“ gingen im Januar dieses 
Jahres 50% der Hasskommentare in sozialen Medien von den selben 5% der Accounts 
aus.  
Abgesehen von den Auswirkungen für einzelne Personen haben diese Kommentare 
auch eine Auswirkung auf die Allgemeinheit: Sie vergiften das Diskussionsklima. Ein 
konstruktiver Diskurs ist kaum noch möglich und ein kritischer Austausch von unter-
schiedlichen Standpunkten und Argumenten wird schon im Ansatz unterdrückt. Die 
Rundfunkanstalt „Deutsche Welle“ hat als Konsequenz dieser Entwicklung erst kürzlich 
die Kommentarspalte unter den Artikeln deaktiviert2, da Redakteure konstant mit der 
Prüfung beleidigender Kommentare beschäftigt waren. Ein Ziel der sogenannten „Trolle“ 
ist die Normalisierung einer gewissen Rhetorik. Es soll der Anschein erweckt werden, 
dass der Zeitgeist ein ganz anderer statt dem tatsächlichen ist. 
1.2 Zielsetzung 
Die vorliegende Arbeit befasst sich mit der Möglichkeit, diese Kommentare zu erkennen 
und zu klassifizieren. Hierbei werden zwei verschiedene Lernverfahren neuronaler Netze 
mit jeweils unterschiedlichen Modellierungen konzipiert, implementiert und evaluiert. Ziel 
ist es also zu bestimmen mit welchen Netztypen und Verfahren ein solches Problem am 
besten angegangen werden kann. Idealerweise kann so ein Beitrag zur automatischen 
Erkennung von Hasskommentaren geleistet werden und dieser Entwicklung entgegen-
gewirkt werden. 
1.3 Aufbau 
Diese Arbeit behandelt in den Kapiteln zwei bis vier zunächst die theoretischen Grund-
lagen neuronaler Netze. Dabei wird zu Beginn des Kapitels 2.1 das menschlichen Ler-
nen vorgestellt um danach einen Vergleich zu den künstlichen neuronalen Netzen zu 
ziehen. In Kapitel 2.2 werden die Komponenten eines Netzes, der Aufbau der einzelnen 
Schichten, sowie die verschiedenen Aktivierungsfunktionen vorgestellt, die im Projekt 
benutzt werden. Anschließend behandelt Kapitel 2.3 wie die neuronalen Netze sich 
 
 
1 Vgl. o.V. (2018): Analyse von Hass-Kommentaren: Lautstarke Minderheit. [online] 
2 Pohl, I. (2018): Warum wir die Kommentarfunktion abschalten [online] 
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durch Training verbessern und so zukünftig bessere Ergebnisse erzielen können. Zuletzt 
zeigt Kapitel 2.4 wie die Daten für Netze aufbereitet werden können und auf was geach-
tet werden sollte.  
In Kapitel drei werden die überwachten Verfahren vorgestellt, die mit einer Art „Lehrer“ 
arbeiten und anhand von Kennzeichnungen in den Trainingsdaten ihren Lernerfolg ab-
leiten können. Zunächst werden die Feedforward Netze, die einfachste Form der neuro-
nalen Netze, vorgestellt. Anschließend werden die Rekurrenten Netze und ihre Fähig-
keit, sequentielle Daten zu verarbeiten behandelt. Als letztes wird die Funktionsweise 
von Faltungsnetzen beschrieben. Mit diesen Netzen können Strukturen erkannt und zu 
einem Gesamtbild zusammengefügt werden. 
Das vierte Kapitel befasst sich mit den selbst- und unüberwachten Lernverfahren und 
stellt ebenfalls drei verschiedene Verfahren vor. Hier werden zunächst das Skip-gram 
und das GloVe (Global Vectors) Modell vorgestellt, die beide eine Vektorrepräsentierung 
nutzen um Wörter darzustellen, allerdings unterschiedliche Trainingsverfahren haben. 
Zudem werden die Autoencoder Netze vorgestellt, mit denen Texte stark komprimiert 
werden können. 
In Kapitel fünf wird ein Konzept für die spätere Implementierung ausgearbeitet und einige 
Hypothesen aufgestellt, die in der Auswertung überprüft werden. In Kapitel 5.1 wird 
hierzu geklärt was überhaupt erreicht werden soll. Aufgrund dessen werden die verschie-
denen Verfahren in Kapitel 5.2 gegeneinander abgewägt und jeweils eines der Verfahren 
für die weitere Konzeption ausgewählt. Die Kapitel 5.3 und 5.4 beschreiben nun welche 
Vorbereitungen für diese Verfahren getroffen werden müssen. Zudem wird skizziert wie 
die Netze in der Lernphase arbeiten und die Ergebnisse evaluiert werden sollen.  
Kapitel sechs befasst sich mit der eigentlichen Implementierung der Netze. Zunächst 
werden hier die verwendeten Programmierbibliotheken vorgestellt. Im Anschluss wird 
beschrieben, wie die beiden Lernverfahren konkret umgesetzt werden.  
In der Auswertung in Kapitel sieben werden die Ergebnisse der Implementierungen vor-
gestellt. Sowohl in Kapitel 7.1 als auch in Kapitel 7.2 werden zunächst die Beobachtun-
gen formuliert um diese im Anschluss einzuordnen und zu interpretieren. Es wird über-
prüft, inwieweit sich die Erwartungen mit den tatsächlichen Ergebnissen decken und wel-
che Ursachen die beobachteten Abweichungen haben könnten. Zuletzt werden die Er-
gebnisse der beiden Ansätze direkt mit einander verglichen. 
Das achte und letzte Kapitel evaluiert die Vorgehensweise in diesem Projekt und schil-
dert welche Anforderungen umgesetzt werden konnten und wo noch Verbesserungspo-
tential besteht. Abschließend wird noch einmal auf alle Kapitel der Bachelorarbeit zu-
rückgeblickt und ein Fazit gezogen. 
 
Köln, August 2018  
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2 Grundlagen 
Das folgende Kapitel beschreibt die Grundlagen neuronaler Netze, bevor im zweiten und 
dritten Kapitel ein Blick auf die verschiedenen Lernverfahren geworfen wird.  
Dabei wird in Kapitel 2.1 der biologische Hintergrund betrachtet. Anschließen skizziert 
Kapitel 2.2 den grundlegenden Aufbau eines neuronalen Netzes und beschreibt wie ver-
schiedene Funktionen das Verhalten der Neuronen beeinflussen. In Kapitel 2.3 wird vor-
gestellt wie ein Netz seine Leistung durch Optimierung verbessern kann. Zuletzt wird in 
Kapitel 2.4 behandelt wie Daten für das Training aufbereitet werden können und worauf 
geachtet werden sollte. 
2.1 Biologischer Hintergrund  
Kapitel 2.1 befasst sich zunächst mit dem biologischen Hintergrund. Es wird die Synapse 
mit ihren verschiedenen Bestandteilen vorgestellt und ein kurzer Einblick in das mensch-
liche Lernen gewährt, um dann einen Vergleich zu den künstlichen neuronalen Netzen 
zu ziehen. 
2.1.1 Menschliches Lernen 
Das menschliche Gehirn besteht aus etwa 100 Milliarden aktiven Neuronen3 und einer 
Billiarde Verbindungen zwischen den Neuronen. Jedes Neuron, auch Nervenzelle ge-
nannt, ist dabei aus Dendriten, dem Zellkörper und dem Axon zusammengesetzt (Abbil-
dung 1). Die elektrischen Impulse anderer Nervenzellen werden über die zahlreichen 
Dendriten des Dendritenbaums aufsummiert und an den Zellkörper weitergeleitet. Dabei 
sind die Dendriten allerdings nicht direkt mit dem Zellkörper verbunden, sondern geben 
die elektrischen Impulse über die Synapsen - die chemischen Kontaktstellen - an die 
Rezeptoren der Zelle weiter. 4 
 
 
3 Vgl. Ritter, H., Martinez, T. and Schulten, K. (1991): Neuronale Netze, Seite 18ff. 
4 Vgl. Kratzer, K. (1993): Neuronale Netze, Seite 11 
Abbildung 1 - Struktur der Nervenzellen im Gehirn4 
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Je nachdem ob es sich um ein hemmendes oder erregendes Signal handelt, werden so 
zwischen dieser Schnittstelle unterschiedliche Überträgerstoffe, auch Neurotransmitter 
genannt, weitergeleitet. So werden Ionenkanäle geöffnet, durch welche sich die Kon-
zentration von Ionen innerhalb des Zellkörpers verändert. Da Ionen eine gewisse Ladung 
haben, entsteht ein Ungleichgewicht, welches ein Aktionspotential aufbaut. Das Ruhe-
potential einer Nervenzelle liegt bei -70 mV5. Erhöht sich das Potential auf 40 mV wird 
ein Impuls aus der Nervenzelle über das Axon an zahlreiche andere Nervenzellen wei-
tergeleitet. Die Weitergabe von Informationen erfolgt also nach dem „Alles-oder-Nichts“-
Prinzip, sprich entweder sendet das Neuron ein Signal mit einer Spannung von 40 mV 
oder gar kein Signal.  
Die Neuronen machen allerdings noch keine Intelligenz aus. Entscheidend hierfür ist die 
sinnvolle Vernetzung der Neuronen untereinander. Durch wiederholtes Lernen einer be-
stimmten Aktivität durch den motorischen Zugang oder von bestimmten Wissensinhalten 
über die Sinneskanäle werden die neuronalen Verbindungen zwischen den jeweiligen 
Nervenzellen gebildet sowie die Anzahl und Sensitivität der Rezeptoren erhöht um die 
Signalübertragung zu optimieren. Wird beispielsweise das Gehirn eines Säuglings kurz 
nach der Geburt betrachtet, so sind zwar bereits fast alle Neuronen, die ein Mensch im 
Laufe seines Lebens besitzen wird vorhanden, allerdings sind die Dendritenbäume noch 
stark unterentwickelt. So findet etwa 80 % des Dendritenwachstums erst nach der Ge-
burt statt (Abbildung 2). Abgesehen von überlebenswichtigen Organfunktionen, sensori-
schen sowie einfachen motorischen Fähigkeiten besitzt ein Neugeborenes also kein 
Wissen. 6 
Menschen lernen dabei auf unterschiedliche Art und Weise. Vor allem in den ersten Mo-
naten ist der Säugling in seinem Lernprozess auf sich alleine gestellt. Die Einflüsse und 
 
 
5 Vgl. Rojas, R. (1996): Theorie der neuronalen Netze, Seite 13 
6 Vgl. Klatte, M. (2007): Gehirnentwicklung und frühkindliches Lernen [online], Seite 123 
Abbildung 2 - Dendritenwachstum und Rückgang unnötiger Dendriten in 
der kindlichen Entwicklung6 
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Reize der Umwelt sind zunächst unverständlich und müssen selbst in einen Kontext ge-
setzt werden. Es muss also aktiv gelernt werden um die Umgebung zu verstehen. Später 
im Entwicklungsprozess kann das Kind bereits Umweltreize einordnen und so sein eige-
nes Verhalten reflektieren. So lernt das Kind beispielsweise die Bedeutung und Ausspra-
che neuer Wörter und wird dabei konstant verbessert. Aber der Mensch kann auch ler-
nen ohne konstant eine Rückmeldung zu erhalten. Wird lediglich ein Ziel definiert, so 
muss eigenständig nach einer Lösung gesucht werden; dennoch erhält der Lernende 
eine Rückmeldung, je nachdem ob er das Ziel erreicht oder es verfehlt hat.  
2.1.2 Einführung in künstliche neuronale Netze 
An dieser Stelle lässt sich bereits eine Brücke zu den neuronalen Netzen schlagen. Die 
beiden Strukturen sind sich zunächst sehr ähnlich. Auch hier stellt das Neuron (vgl. Ka-
pitel 2.2.1) die kleinste Einheit dar. Es hat sowohl eine Vielzahl an Eingängen, die auf-
summiert werden, als auch eine Ausgabe. Überschreitet die Summe einen gewissen 
Wert, so wird wie auch beim Aktionspotential des Zellkörpers, ein Wert ausgesendet. 
Ähnlich wie bei hemmenden und erregenden Neurotransmittern, die das Erreichen des 
Aktionspotentials beeinflussen, wird mittels eines Gewichts innerhalb des künstlichen 
Neurons die „Aktivierung“ reguliert. 
Dennoch gibt es auch Unterschiede zwischen den beiden Strukturen. Meist enthalten 
künstliche Netze deutlich weniger Neuronen als ihre biologischen Pendants. Um die-
selbe Anzahl an Neuronen zu erhalten, sind Hochleistungsrechner mit mehreren Pro-
zessoren nötig7. Zudem kann die „Aktivierung“ im Gegensatz zum biologischen Neuron, 
nicht nur ein binärer Wert sein, sondern wie etwa bei der Sigmoid Aktivierungsfunktion 
(vgl. Kapitel 2.2.2) auch aus der Menge der reellen Zahlen kommen. Durch ihre 
Schichtstruktur (vgl. Kapitel 2.2.3) sind neuronale Netze außerdem sehr geordnet. 
Auch beim Lernverhalten zeigen sich Unterschiede. Anders als im menschlichen Gehirn 
verändern neuronale Netze als Folge des Lernprozesses nicht mehr ihre Topologie, also 
die Verbindungen zwischen den Neuronen, sondern lediglich ihre Gewichtung und den 
Schwellenwert (vgl. Kapitel 2.3). Bei Menschen kann das Kurzzeitgedächtnis, welches 
als Filter für vermeintlich unnötige Informationen dient, die Ursache dafür sein, dass be-
reits gelerntes Wissen wieder vergessen wird oder Wissen nicht konstant abgerufen wer-
den kann. In einem neuronalen Netz kann das Erlernte nicht mehr Vergessen werden, 
sofern der Lernalgorithmus das „Vergessen“ nicht explizit vorsieht. Diese Technik wird 
zum Beispiel beim Lernen in Rekurrenten Netzen verwendet (vgl. Kapitel 3.2). Zudem 
ist die Lernrate bei neuronalen Netzen deutlich schneller. Dennoch hat das menschliche 
Gehirn aktuell noch einen Vorsprung im Bereich der Spezialisierung. Der Mensch ist was 
Problemlösung angeht, ein Alleskönner. Um mit neuronalen Netzen Probleme zu lösen, 
 
 
7 Vgl. Trask, Andrew; Gilmore, David; Russell, Matthew (2015): Modeling Order in Neural Word Embeddings at Scale 
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muss im Vorfeld klar sein, welche Struktur und welches Lernverfahren das Netz nutzen 
soll um optimale Ergebnisse zu erlangen. 
2.2 Komponenten der neuronalen Netze 
In diesem Kapitel werden die grundlegenden Komponenten eines neuronalen Netzes 
beschrieben. Zunächst wird das künstliche Neuron mit seinen Komponenten, wie den 
Eingaben und ihren Gewichtungen sowie der Ausgabe, behandelt. Im Anschluss werden 
die Aktivierungsfunktionen vorgestellt, welche die Neuronen, ähnlich wie ihre biologi-
schen Vorbilder, „feuern“ lassen. Dabei werden mit der Linearen Funktion, der Sigmoid 
Funktion und der Softmax Funktion drei Aktivierungen beschrieben, die für das spätere 
Projekt interessant sind. Im letzten Unterkapitel wird die Topologie eines Netzes mit den 
verschiedenen Schichten skizziert.  
2.2.1 Neuronen 
Die Neuronen stellen die kleinste Einheit in künstlichen neuronalen Netzen dar und ver-
arbeiten Informationen. In einer der einfachsten Ausführungen, dem Perzeptron-Modell 
von Warren McCulloch und Walter Pitts, besteht ein Neuron aus mehreren Eingaben 𝑥1, 
𝑥2, … ,𝑥𝑛 für x ∈  ℕ , mehreren Gewichtungen 𝑤1, 𝑤2, … ,𝑤𝑛 für w ∈  ℝ, einem Schwel-
lenwert b (bias) sowie einer binären Ausgabe8. Dabei ergibt sich die Ausgabe aus der 
gewichteten Summe der Eingaben ∑ 𝑤𝑗𝑥𝑗𝑗  oder dem Skalarprodukt 𝑤 ∙ 𝑥. Der Schwel-
lenwert des Neurons gibt dabei an welche Summe mindestens erreicht werden muss 
damit das Neuron einen positiven Wert ausgibt, also wann das Neuron „feuert“. Es gilt 
zu beachten, dass verschiedene Ausgaben in einem Neuron nicht möglich sind. Die Aus-
gabe wird allerdings an mehrere andere Neuronen weitergeleitet. Dabei ergibt sich für 
jedes Neuron folgendes Modell:  
𝐴𝑢𝑠𝑔𝑎𝑏𝑒 =  {
0       𝑤 ∙ 𝑥 +  𝑏 ≤  0
1       𝑤 ∙ 𝑥 +  𝑏 >  0
 (1) 
 
Die Variable b stellt in diesem Fall den negativen Schwellenwert dar. Dieses Modell ist 
für jeden Neuronen-Typ unterschiedlich und davon abhängig welche Aktivierungsfunk-
tion für die Ausgabe der Werte verwendet wird (vgl. Kapitel 2.2.2). Dennoch enthält jeder 
Typ von Neuron grundsätzlich die gleiche Struktur mit mehreren Eingängen und Gewich-
ten, einem Ausgang und einer Funktion 𝑓(𝑥, 𝑤), die bestimmt welcher Wert ausgegeben 
wird. Die Neuronen sind in verschiedenen Schichten angeordnet und werden, mit Aus-
nahme von Rekurrenten Netzen, nur ein einziges Mal von jedem Datensatz durchlaufen. 
Auf den genauen Aufbau der Schichten wird im Kapitel 2.2.3 eingegangen.  
 
 
8 Vgl. Nielsen, M. (2017): Neural Networks and Deep Learning. [online], Kapitel 1 
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2.2.2 Aktivierungsfunktionen 
Die Aktivierungsfunktion erzeugt aus allen Eingaben eines Neurons eine einzige Aus-
gabe. Im Kapitel 2.2.1 wurde bereits die Schwellenwert Aktivierungsfunktion vorgestellt, 
die dem biologischen Modell mit hemmenden und erregenden Eingaben sehr nahe-
kommt. Dennoch kann diese Aktivierungsfunktion unter dem Aspekt der Fehlerkorrektur 
ungewollte Auswirkungen haben. Durch die binären Ausgaben können kleine Verände-
rungen der Gewichte die Ausgaben in einer Weise beeinflussen, sodass die Auswirkun-
gen in nachfolgenden Neuronen nicht mehr abschätzbar sind9. Meist kann ein Lernpro-
zess in einem neuronalen Netz nur angemessen funktionieren, wenn kleine Anpassun-
gen der Gewichte eines Neurons auch nur eine kleine Veränderung des Endergebnisses 
nach sich ziehen. 
Im Folgenden steht 𝑥 als Funktionsparameter im Zusammenhang mit einer Aktivierungs-
funktion für das Skalarprodukt zwischen dem Gewichts- und Eingabevektor sowie dem 
Schwellenwert. Dabei ist der Funktionsparameter der Aktivierung 𝑥′ nicht mit den Ge-
wichten 𝑥 zu verwechseln 
∑ 𝑤𝑖𝑥𝑖 = 𝑤 ∙ 𝑥
𝑛
𝑖=1
 (2) 
𝑓(𝒙′) =  𝑓(𝑤 ∙ 𝑥 + 𝑏) (3) 
Ein einfacher Vertreter dieser nicht binären Aktivierungsfunktionen ist die Lineare Akti-
vierung oder Identität. Aufgrund der konstanten Steigung, die dem Wert der Eingabe 
oder einem Vielfachen davon entspricht, lässt sich diese Funktion einfach berechnen.  
𝑓(𝑥) = 𝑥  (4) 
Dennoch ist die Verwendung einer solchen Funktion nicht immer ideal. Ein Netz, das 
lediglich aus linearen Schichten besteht, agiert letztlich wie ein Netz mit nur einer 
Schicht, selbst wenn das Netz mehrere Schichten besitzt. Das liegt daran, dass die Kom-
position zweier linearer Abbildungen wiederum selbst linear ist10. Mit einer rein linearen 
Funktion ist es allerdings nicht möglich komplexe Zusammenhänge zu erlernen und nicht 
lineare Funktionsabbildungen darzustellen. Aus diesem Grund sollten neuronale Netze 
immer mindestens eine nicht lineare Schicht enthalten. Zudem wird bei der Fehleropti-
mierung eines Netzes meist mit der Ableitung gearbeitet (vgl. Kapitel 2.3.2). Jedoch ist 
die Ableitung einer linearen Funktion immer eine Konstante. Somit ist die Korrektur nicht 
vom Delta der Eingabe, sondern von immer derselben Steigung abhängig. 
 
 
9 Vgl. Nielsen, M. (2017): Neural Networks and Deep Learning. [online], Kapitel 1 
10 Vgl. o.V. (o.D.): Lineare Abbildungen - II. [online], Seite 1 
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Eine Abwandlung dieser Funktion ist die „Rectified linear unit“ (kurz ReLU), die ab dem 
Nullpunkt eine abgewandelte Steigung besitzt (meist eine Steigung von null). Somit ist 
die ReLU eine einfache nicht-lineare Funktion. 
Eine beliebte und häufig verwendete nicht-lineare Funktion ist die Sigmoid Aktivierungs-
funktion. Diese Funktion ist eine Art geglättete Schwellenwertfunktion und hat einige in-
teressante Eigenschaften. 
𝑓(𝑥) =  𝜎(𝑥) =  
1
1 +  𝑒−𝑥
 (5) 
Anders als bei vielen anderen Aktivierungsfunktionen bewegt sich der Funktionswert der 
Sigmoid Funktion immer zwischen null und eins, statt zwischen negativer Unendlichkeit 
und positiver Unendlichkeit. Je größer x wird, desto weiter nähert sich der Wert der e-
Funktion an null an und somit der Wert der Sigmoid Funktion an eins. Andersherum wird 
der Wert der e-Funktion immer größer je kleiner x wird, weswegen sich der Wert der 
Sigmoid Funktion an null annähert. Somit eignet sich die Sigmoid Funktion gut als Klas-
sifizierungs-Funktion, da vor allem bei den x-Werten zwischen -2 und 2 eine starke Stei-
gung vorhanden ist. Je klarer allerdings die Tendenz wird, desto weiter nimmt die Stei-
gung ab. Bei sehr großen oder kleinen Werten kann aus diesem Grund ein Phänomen 
auftreten, welches sich „Vanishing Gradient Problem“ nennt11. Dies kann dazu führen, 
dass das Netz gar nicht mehr oder nur noch sehr langsam lernt. Näheres zu diesem 
Problem gibt es in Kapitel 2.3.2.12  
Die Softmax Aktivierungsfunktion ist eine Verallgemeinerung der Sigmoid Funktion und 
wird immer dann benötigt, wenn keine binäre Klassifizierung, sondern eine Auswahl aus 
mehreren Klassen getroffen werden muss13. Die Klassifizierung wird über die Ausgabe 
von Wahrscheinlichkeiten erreicht. Anders als bei den vorherigen Aktivierungsfunktio-
nen, wird ein k-Dimensionaler Vektor z als Eingabe übergeben, da die Ausgaben der 
Neuronen mittels des gewichteten Mittels zu einander ins Verhältnis gesetzt werden 
müssen. Dabei ist k die Anzahl der Kategorien und j das momentan betrachtete Neuron. 
 
 
11 Vgl. Hochreiter, S., Bengio, Y., Frasconi, P. and Schmidhuber, J.: Gradient Flow in Recurrent Nets: the Difficulty of Learning 
Long-Term Dependencies. [online] 
12 Vgl. Erstellt mit https://rechneronline.de/funktionsgraphen/ 
13 Vgl. Lan, H. (2017).: The Softmax Function, Neural Net Outputs as Probabilities, and Ensemble Classifiers. [online] 
Abbildung 3 – Schwellenwert Funktion, Lineare Funktion, ReLU und Sigmoid Funktion12 
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𝜎(𝑧)𝑗 =  
𝑒𝑧𝑗
∑ 𝑒𝑧𝑘𝐾𝑘=1
 (6) 
Werden alle Ausgaben einer Softmax Schicht summiert, so ist das Ergebnis wieder eine 
Wahrscheinlichkeit von eins. Vor allem in der Ausgabeschicht wird die Softmax Funktion 
häufig genutzt, da anhand der Wahrscheinlichkeitsverteilung eine Klassifizierung einfach 
möglich ist. 
2.2.3 Schichten 
Alle Neuronen in einem neuronalen Netz sind in verschiedenen Schichten angeordnet. 
Jede Schicht ist dabei eine Verarbeitungseinheit, die bestimmt wie mit den Eingabe- und 
Ausgabewerten der darin enthaltenen Neuronen umgegangen wird14. Dabei ist jede 
Schicht in geschichteten Netzen jeweils nur mit der nachfolgenden Schicht verbunden. 
Bei anderen Topologien wie vollvernetzten Strukturen sind alle Knoten des gesamten 
Netzes untereinander verbunden.15 
In jedem Netz gibt es drei verschiedene Schichten. Die erste Schicht ist die Eingabe-
Schicht in welcher die aufbereiteten Daten (vgl. Kapitel 2.4) in das Netz eingespeist 
werden. In der nachfolgenden Zwischenschicht, auch „Hidden-Layer“ genannt, findet 
nun die eigentliche Verarbeitung der Daten mittels der gewählten Aktivierungsfunktion 
statt. Die Ausgaben werden nun wahlweise an eine weitere Zwischenschicht oder an die 
Ausgabeschicht weitergeleitet. Hier gelangen die nun verarbeiteten Daten wieder an die 
Außenwelt. Für jede Aufgabe die ein Netz erfüllen soll, kann eine andere Ausgabeform 
nötig sein. 
Die Topologie des Netzes, also wie viele Schichten wie miteinander verbunden sind und 
welche Funktion jede einzelne Schicht hat, hängt stark davon ab was das Ziel des Net-
 
 
14 Vgl. Kratzer, K. (1993): Neuronale Netze, Seite 27 
15 Vgl. Nielsen, M. (2017): Neural Networks and Deep Learning. [online], Kapitel 1 
Abbildung 4 - Grundlegender Schichten eines neuronalen Netzes15 
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zes ist. Da neuronale Netze stark spezialisiert sind, und ihre Topologie im späteren Lern-
prozess nicht mehr geändert werden kann, ist die Planung des Netzes ein wichtiger As-
pekt. 
2.3 Training des Netzes 
Dieses Kapitel befasst sich mit den grundlegenden Konzepten beim Training eines Net-
zes und deren Interaktion untereinander. Zunächst wird die Loss Funktion vorgestellt, 
welche ein Indikator dafür ist, wie falsch die Ausgabe eines Netzes ist. Das Verfahren 
der Backpropagation, welches anschließend beschrieben wird, ermittelt durch wieder-
holte Anwendung der Ableitung, welche Neuronen für die falschen Vorhersagen verant-
wortlich ist. So kann abschließend das im letzten Unterkapitel behandelte Gradienten-
verfahren genutzt werden, um die Gewichte der Neuronen zu optimieren. 
2.3.1 Loss-Funktion 
Zu Beginn jeder Fehlerkorrektur muss zunächst einmal festgestellt werden, wie groß die 
Abweichung zwischen erwartetem Wert für eine Eingabe und der tatsächlichen Ausgabe 
ist, d.h. wie falsch die Vorhersage war. Hierfür wird eine Funktion benötigt, die diese 
Abweichung anhand eines Fehlerwertes quantifiziert: Die Loss Funktion. Je kleiner der 
errechnete Fehlerwert ist, desto besser war die Vorhersage. Das Ziel im Lernprozess ist 
es also, diesen Fehlerwert immer weiter zu minimieren, da nur ein Netz mit niedrigen 
Fehlerwerten gute Vorhersagen treffen kann. An dieser Stelle werden zwei Funktionen 
vorgestellt, welche die Genauigkeit von Klassifierungsschichten berechnen können. 
Eine dieser Funktionen ist die Cross-Entropy Funktion16, die die Abweichung zwischen 
verschiedenen Wahrscheinlichkeitsverteilungen misst.  
𝐽(𝜃) =  − 
1
𝑚
 ∑ ∑ 𝑦𝑘
(𝑖)
log 𝑝𝑘
(𝑖)
𝐾
𝑘=1
𝑚
𝑖=1
 (7) 
Dabei steht K für die Anzahl der Klassen in der Wahrscheinlichkeitsverteilung, y für die 
tatsächliche Verteilung und der p-Vektor für die vorausgesagte Verteilung. Für eine Vor-
hersage, die gegen null tendiert, entsteht durch den natürlichen Logarithmus ein großer 
negativer Wert, welcher in Kombination mit einer hohen tatsächlichen Verteilung zu ei-
nem hohen Fehlerwert führt. Die durchschnittlichen Fehlerwerte aller Trainingsdaten 
(Anzahl m) werden mit dem arithmetischen Mittel berechnet. Die Cross-Entropy-Loss-
Funktion ermöglicht es einer Sigmoid Schicht potentiell schneller zu lernen. Grund dafür 
ist das „Vanishing Gradient Problem“, welches durch sehr kleine Gradienten bei der 
Backpropagation auftreten kann (vgl. Kapitel 2.3.2). Bei der Verwendung dieser Cross-
 
 
16 Vgl. Géron, Aurélien (2017): Hands-On machine learning with Scikit-learn and TensorFlow. Concepts, tools, and techniques to 
build intelligent systems, Seite 140-141 
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Entropy-Loss-Funktion fällt die Ableitung der Sigmoid Funktion weg17 und ist somit kein 
Problem mehr.  
Eine weitere Funktion ist die Negative-Loss-Likelihood Funktion, die der Cross-Entropy-
Funktion recht ähnlich ist18. Anders als bei dieser wird allerdings nicht die Abweichung 
der gesamten Wahrscheinlichkeitsverteilung gemessen, sondern nur wie genau die tat-
sächliche Wahrscheinlichkeit für die korrekte Klasse ist. 
𝐽(𝜃) =  − 
1
𝑛
 ∑ 𝑙𝑜𝑔 ?⃗?(𝑖)
𝑛
𝑖=1
 (8) 
Ist diese Wahrscheinlichkeit also sehr gering erhält resultiert das in einem hohen Feh-
lerwert. Die Wahrscheinlichkeiten der anderen Klassen spielen hier keine Rolle. Ähnlich 
wie bei der Cross-Entropy-Loss Funktion und der Sigmoid Funktion ergänzen sich die 
Negative-Loss-Likelihood Funktion und die Softmax Funktion gut und sorgen für eine 
verbesserte Lernrate.  
2.3.2 Backpropagation 
Damit ein Netz überhaupt lernen kann und zukünftig genauere Vorhersagen treffen 
kann, ist es notwendig die Gewichte und Schwellenwerte der Neuronen anzupassen19. 
Um die Änderungen auf den korrekten Neuronen durchzuführen, muss zunächst festge-
stellt werden, welche Neuronen in welchem Maße für die falschen Vorhersagen verant-
wortlich sind. Hierzu werden unteranderem die Gewichtungen der Eingaben eines Neu-
rons betrachtet. Dabei ist eine Eingabe mit einem besonders hohen Gewicht ist vermut-
lich auch zu einem hohen Maße an dem Fehlerwert beteiligt. 
Bei einer Netztopologie mit zwei Schichten lässt sich dieser Prozess noch relativ einfach 
durchführen. Hat das Netz allerdings eine oder mehrere Zwischenschichten, so muss 
jede Schicht zusätzlich betrachtet werden, da sie ebenfalls einen Einfluss auf den Feh-
lerwert haben kann. Daher wird dieser Prozess bis zur Eingabeschicht wiederholt. Nur 
so kann sichergestellt werden, dass auch an den richtigen Stellschrauben bei der Opti-
mierung „gedreht“ wird. Im Grunde ist der Backpropagation Algorithmus also eine Ver-
kettung der Loss Funktion 𝐽, der gewichteten Summe 𝑧(𝐿) = 𝑤(𝐿)𝑎(𝐿−1) + 𝑏(𝐿) bestehend 
aus dem Skalarprodukt der Gewichte und der Aktivierung der letzten Schicht sowie dem 
Schwellenwert und letztlich 𝑎(𝐿) =  𝜎(𝑧(𝐿)) der Aktivierung der aktuellen Schicht, beispiel-
haft dargestellt mit der Sigmoid Funktion und dem Funktionsparameter 𝑧(𝐿). Hieraus 
ergibt sich folgende Verkettung: 
𝜕𝐽
𝜕𝑤(𝐿)
=  
𝜕𝑧(𝐿)
𝜕𝑤(𝐿)
 
𝜕𝑎(𝐿)
𝜕𝑧(𝐿)
 
𝜕𝐶
𝜕𝑎(𝐿)
 (9) 
 
 
17 Vgl. Nielsen, M. (2017): Neural Networks and Deep Learning. [online], Kapitel 3 
18 Vgl. Hao, Z. (2017): Loss Functions in Neural Networks [online] 
19 Vgl. Nielsen, M. (2017): Neural Networks and Deep Learning. [online], Kapitel 2 
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Um die Ableitung der Loss Funktion hinsichtlich der Gewichtung der Eingabe zu erhal-
ten, werden die einzelnen Komponenten mit der Kettenregel verknüpft. Das Ergebnis 
dieser Berechnung sagt aus in welchem Verhältnis eine Veränderung des Gewichts zum 
Effekt in der Loss Funktion steht. Soll der Einfluss der Gewichtung in einer der vorherigen 
Schichten betrachtet werden 
𝜕𝐶
𝜕𝑤(𝐿−𝑛)
, so müssen alle Aktivierungsfunktionen inklusive 
Funktionsparameter auf dem Weg verkettet werden.  
Werden alle gewünschten Effekte der vorherigen Schichten summiert, wird für jedes 
Neuron der Schicht ein Wert ermittelt, der besagt wie groß dessen Fehlerwert ist. Dieser 
Fehlerwert wird später bei der Fehleroptimierung genutzt um einen Schritt in die richtige 
Richtung zu tätigen. Für die nächste Schicht wird der gesamte Prozess erneut durchge-
führt, um auch hier einen Fehlerwert zu ermitteln. Erst mit Erreichen der Eingabeschicht 
ist der Prozess abgeschlossen. Das Netz weiß nun mit welchem Gradienten die Ge-
wichte im Netz angepasst werden müssen um für den eingespeisten Datensatz gute 
Ergebnisse zu erzielen.20 
Ein Problem, welches bei Gradienten-basierten Verfahren wie der Backpropagation im-
mer wieder auftreten kann ist das „Vanishing Gradient Problem“. Hierbei wird der be-
rechnete Gradient so verschwindend gering, sodass die Gewichte der Neuronen beim 
Gradientenverfahren quasi nicht verändert werden. Dies führt zu einem Netz, welches 
fast nicht oder gar nicht lernt. Um das Problem zu verstehen, kann beispielsweise die 
Sigmoid Funktion (vgl. Kapitel 2.2.2) betrachtet werden, die jegliche Eingaben auf einen 
Wert zwischen null und eins abbildet und somit ideal für die Darstellung von Wahrschein-
lichkeiten oder einer Klassifizierung geeignet ist. Diese Eigenschaft wirkt sich bei einer 
großen Anzahl von Schichten jedoch negativ aus. Die der Backpropagation durchge-
führte Verkettung, verwendet für jede Schicht immer wieder die Ableitung der Aktivie-
rungsfunktion. Dabei ist der maximale Wert der Ableitung allerdings 0,25, wie in Abbil-
dung 5 zu sehen. In Kombination mit der Lernrate, welche meist ebenfalls im Bereich 
0,01 bis 0,1 zu finden ist, kann sich vor allem in den ersten Schichten ein Faktor ergeben, 
 
 
20 Vgl. Kawahara, J. (2014): How to Compute the Derivative of a Sigmoid Function. [online] 
Abbildung 5 - Die Sigmoid-Funktion und ihre 
Ableitung20 
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der erst ab der vierten Nachkommastelle beginnt. Die Folge sind Netze, in denen die 
Gewichte der Schichten rund um die Eingabeschicht kaum noch verändert werden. Eine 
Lösung hierfür ist die Verwendung der ReLU Aktivierung, die für Eingaben größer als 
null, wie die lineare Funktion agiert und somit keine verschwindend kleinen Gradienten 
entwickelt. Zwar ergibt sich für eine Eingabe kleiner null ein Gradient von null, weswegen 
keine Veränderungen im betroffenen Neuron vorgenommen werden (auch dying ReLU 
genannt), allerdings kann diese sogenannte „sparsity“ laut einer wissenschaftlichen Ver-
öffentlichung der Universität Montreal auch positive Effekte auf die Lernrate haben21. 
2.3.3  Gradientenverfahren 
Nachdem in den vorherigen Kapiteln die Basis gelegt wurde, um die Fehlerkorrektur 
durchzuführen, können nun die Gewichte angepasst werden. Durch die Backpropaga-
tion (vgl. Kapitel 2.3.2) wurde eine hochkomplexe Verkettung der Loss Funktion (vgl. 
Kapitel 2.3.1) für alle Gewichte erstellt. Diese Funktion muss nun minimiert werden, um 
ein Netz zu erhalten, welches gute Vorhersagen trifft. Dieses Verfahren wird auch das 
Verfahren des steilsten Abstiegs genannt22.  
Dabei lässt sich das Vorgehen vereinfacht mit einer dreidimensionale Hügellandschaft 
beschreiben, in der ein Ball an einem beliebigen Punkt abgelegt wird. Der Ball wird dabei 
aber nicht nach physikalischen Regeln wie Trägheit oder Impuls handeln. Vielmehr rollt 
er bei jedem Schritt in die Richtung der größten negativen Steigung und mit der Intensität 
der Steigung. Somit wird der Ball immer langsamer je näher er dem Tal kommt, bis er 
dann am Minimum zum Stehen kommt. Bei einer tatsächlichen Kostenfunktion ist die 
Anzahl der Dimensionen durch die zahlreichen Neuronen in der Eingabeschicht meist 
deutlich höher.23 
 
 
21 Vgl. Glorot, X., Bordes, A. and Bengio, Y. (2011): Deep Sparse Rectifier Neural Networks. [online], Seite 8 
22 Vgl. Wartala, R. (2018): Praxiseinstieg Deep Learning, Seite 18 
23 Vgl. o.V. (2016): Practicing Guide on handling Structured & Imbalanced Datasets with Deep Learning. [online] 
Abbildung 6 - Das Gradientenverfahren beispielhaft in einem dreidimensionalen Raum der Loss-Funk-
tion 𝐽(𝜃0, 𝜃1) 
23 
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Wird dies auf das Vorgehen in einer multidimensionalen „Landschaft“ mit einer hoch-
komplexen Loss-Funktion übertragen, so ist es das Ziel sich einem Minimum in der Funk-
tion möglichst schnell anzunähern. Hierzu wird mittels einer Lernrate bestimmt, wie 
schnell diese iterative Annäherung stattfinden soll. Vereinfacht lässt sich das Verfahren 
so darstellen: 
𝑝𝑛+1 = 𝑝𝑛 −  𝛼 𝛻𝑓(𝑝𝑛) (10) 
Die nächste Position ergibt sich aus der aktuellen Position addiert mit dem negativen 
Gradienten der Loss Funktion für die aktuelle Position und dem Faktor der Lernrate 𝛼. 
Wird diese Lernrate zu groß gewählt, so kann es sein, dass nie ein lokales Maximum 
gefunden wird, da das Minimum konstant verfehlt wird. Ist die Lernrate zu klein, so wird 
die Annäherung unnötig verzögert und Rechenleistung verschwendet. Es gilt also einen 
guten Mittelweg zu finden um den optimalen Lernerfolg zu erreichen.  
Dieses Vorgehen wird solange durchgeführt bis ein gewisser Schwellenwert erreicht 
wird, ab dem ein Lernen nur noch bedingt sinnvoll ist, also wenn der Gradient nahe null 
ist. Je nachdem an welchem Punkt das Verfahren gestartet wurde, ist es allerdings mög-
lich, dass lediglich ein lokales Minimum gefunden wurde. Somit ist keine weitere Verbes-
serung des Netzes möglich.  
Da beim Gradientenverfahren für jede Veränderung von Gewichten eine sehr große An-
zahl an Gradienten im gesamten Datensatz berechnet werden muss, kann dieses Ver-
fahren unter Umständen sehr langsam sein. Abhilfe schafft hier das stochastische Gra-
dientenverfahren, dass lediglich eine kleine zufällig gewählte Stichprobe aus dem Da-
tensatz entnimmt und hierauf dasselbe Verfahren anwendet24. Die gefundenen Gradien-
ten sind sehr ungenau und können die Leistung des Netzes teilweise sogar kurzeitig 
verschlechtern. Da diese Schritte jedoch deutlich kosteneffizienter in der Berechnung 
sind, kann das stochastische Verfahren eine Vielzahl der Schritte im Vergleich zum re-
gulären Verfahren durchführen und nähert sich somit, trotz ungenauer Schritte, schneller 
einem Minimum an. Hierfür müssen die Stichproben aber absolut zufällig gewählt sein25. 
Damit gleicht die Annäherung eher einem „Zick-Zack-Kurs“ als der vorsichtigen Annäh-
rung des Gradientenverfahrens. Durch dieses „Rauschen“ in der Annäherung können 
als positiver Nebeneffekt lokale Minima umgangen werden, da kleinere Täler häufig 
überschossen werden.   
2.4 Aufbereitung der Daten 
An dieser Stelle wird beschrieben, wieso Tensoren und Vektoren im Zusammenhang mit 
neuronalen Netzen häufig genutzt werden und auf was beim Sammeln von Daten ge-
 
 
24 Vgl. Donges, N. (2018): Gradient Descent in a Nutshell – Towards Data Science. [online] 
25 Vgl. Tang, S. (2017): Stochastic Gradient Descent. [online] 
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achtet werden sollte. Mit Abschluss dieses Kapitels hat der Leser alle nötigen Grundla-
gen, um die in Kapitel drei und vier behandelten überwachten, selbst- und unüberwach-
ten Lernverfahren zu verstehen. 
2.4.1 Vektoren und Tensoren 
Tensoren sind Objekte der linearen Algebra und können als generalisierte Matrix ver-
standen werden26. So kann ein Tensor ein Skalar, ein Vektor, eine Matrix eine 3D-Matrix 
und jede höher dimensionierte Struktur sein. Viele Programmierbibliotheken wie NumPy, 
TensorFlow oder PyTorch (vgl. Kapitel 6) nutzen diese mathematischen Strukturen um 
Daten einfacher verarbeiten zu können.  
Besonders Vektoren sind eine häufig verwendete Repräsentation, um Daten angemes-
sen in das neuronale Netz einzuspeisen. Dabei ist nicht der euklidische Vektor aus der 
Geometrie gemeint, sondern vielmehr eine Liste von Werten. Hier lässt sich der Ver-
gleich zu Arrays oder einer eindimensionalen Matrix ziehen. Die Anzahl der Elemente in 
dieser Liste wird oft auch als Dimensionalität bezeichnet. 
Vor allem bei den Algorithmen der Word2Vec (vgl. Kapitel 4.1) und GloVe (vgl. Kapitel 
4.2) Modelle spielen die Vektorrepräsentationen eine wichtige Rolle. Hier werden Vek-
toren genutzt, um die Beziehungen zwischen Wörtern zu beschreiben. Diese Vektoren 
lassen sich nach einer Dimensionsreduktion auch im euklidischen Raum in zwei- oder 
dreidimensionaler Form darstellen und haben einige interessante Eigenschaften. So 
lässt sich beispielsweise für die Vektoren der Wörter Mann, Frau, König und Königin 
beobachten, dass die Subtraktion von König und Mann und die Addition von Frau auf 
das Ergebnis den Vektor für Königin ergibt27. Dieses Maß der Ähnlichkeit wird auch die 
Kosinus Ähnlichkeit von Vektoren genannt.28 
 
 
26 Vgl. Steinke, S. (2017): What’s the difference between a matrix and a tensor? [online] 
27 Vgl. o.V. (2015): King - Man + Woman = Queen: The Marvelous Mathematics of Computational Linguistics. [online] 
28 Vgl. Shkiller, L. (o.D.): Word vectors for natural language processing. [online] 
Abbildung 7 - Zweidimensionale Darstellung der Diffe-
renz von Wortvektoren28 
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2.4.2 Auswahl von Daten 
Bei der Auswahl der Datensätze, die in ein neuronales Netz eingespeist werden sollen, 
müssen mehrere Aspekte berücksichtigt werden. Zum einen gilt es das sogenannte 
„overfitting“ von Daten zu vermeiden29. Hier ist das Spektrum des Datensatzes nicht breit 
genug, weswegen das Training mit Trainingsdaten gute Ergebnisse erzielt. Sobald aller-
dings Testdaten in das Netz eingespeist werden, um zu testen wie gut das Netz mit 
neuen Informationen umgeht, steigt die Fehlerrate bei der Klassifizierung deutlich an. 
Auch die Größe des Datensatzes kann einen Einfluss darauf haben, wie erfolgreich das 
Netz bei der Verarbeitung unbekannter Informationen ist. Dabei sollte die Größe des 
Trainingsdatensatzes immer von der Komplexität des Problems abhängen. Bei einer 
Klassifizierung von simplen Daten können etwa eintausend Datensätze schon ausrei-
chend sein. Bei sehr komplexen Herausforderungen sind allerdings mehrere Millionen 
Datensätze keine Seltenheit. 
Beim Sammeln der Daten muss auch darauf geachtet werden, dass die Daten ange-
messen für das Netz sind. Soll beispielsweise eine Klassifizierung auf Daten durchge-
führt werden, die selbst für einen Menschen schwer einzuschätzen sind oder sogar ein-
deutig falsche Kennzeichnungen besitzen, wird auch das Netz große Schwierigkeiten 
haben, das Gelernte auf neue Daten zu übertragen. Ein gewisses Grundrauschen in den 
Daten ist akzeptabel, dennoch können Daten ab einem gewissen Punkt unbrauchbar 
zum Lernen sein. 
 
 
29 Vgl. Bhande, A. (2018): What is underfitting and overfitting in machine learning and how to deal with it. [online] 
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3 Überwachte Lernverfahren 
Beim überwachten Lernen von neuronalen Netzen lernt das Netz mit einer Art „Lehrer“. 
Es werden Trainingsdaten in das Netz eingespeist, welche aus Wertepaaren mit dem 
eigentlichen Datensatz und einer Kennzeichnung bestehen30. Dies ist der Idealfall im 
Bereich des maschinellen Lernens, da es immer eine Funktion gibt die eine Eingabe-
menge auf eine Zielmenge abbildet. Aufgrund der Wertpaare kann diese Beziehung zwi-
schen den zwei Mengen recht schnell näherungsweise beschrieben werden. 
Dabei sind die Gewichte und der Schwellenwert der Neuronen zu Beginn völlig zufällig 
gewählt. Nach jedem Durchlaufen eines Datensatzes durch das Netz wird nun das Er-
gebnis anhand einer Loss Funktion (vgl. Kapitel 2.3) mit dem Erwartungswert, der Kenn-
zeichnung, abgeglichen. Anhand des so berechneten Wertes kann die Fehlerminimie-
rung mittels Backpropagation und Optimierungsverfahren durchgeführt werden und die 
Gewichte der verantwortlichen Neuronen angepasst werden. So wird die Fehlerrate bei 
der Erkennung sukzessive vermindert, bis das Netz zufriedenstellende Ergebnisse lie-
fert. Ziel dieses Lernverfahrens ist es, das Netz also so lange zu verbessern, bis die 
Erkennung von Datensätzen ohne Kennzeichnung problemlos möglich ist. Im Folgenden 
werden drei überwachte Lernverfahren vorgestellt. 
3.1 Feedforward Netz 
Feedforward Netze sind die einfachsten Vertreter des überwachten Lernens. Es besteht 
aus einer Eingabeschicht, einem oder mehreren Zwischenschichten und einer Ausga-
beschicht (vgl. Kapitel 2.2.3). Die Schichten sind dabei so angeordnet, dass die Neuro-
nen einer Schicht nicht untereinander, sondern nur mit der nachfolgenden Schicht ver-
bunden sind. Somit fließen die Informationen nur in eine Richtung. Zudem muss ein 
Feedforward Netz zyklenfrei sein. 
3.2 Rekurrente Netze 
Um die Funktionsweise von Rekurrenten Netzen oder „Recurrent Neural Networks“  
(kurz RNN) zu verstehen, bietet sich der Vergleich mit dem Kurzzeitgedächtnis31 des 
Gehirns an. Um beispielsweise einen Text zu verstehen, speichert das Kurzzeitgedächt-
nis nur etwa sieben Informationselemente32. Dies erlaubt es einem Leser, die enthalte-
nen Informationen zu entnehmen, ohne sich allerdings an jedes Detail zu erinnern. Den-
noch spielen die vorher verarbeiteten Informationen einer Sequenz eine wichtige Rolle, 
um den Gesamtzusammenhang zu verstehen.  
 
 
30 Vgl. Wartala, R. (2018): Praxiseinstieg Deep Learning, Seite 23 
31 Vgl. Bitzer, S. and Kiebel, S. (2012): Recognizing Recurrent Neural Networks. [online] 
32 Vgl. Wong, Kok Wai; Mendis, B. Sumudu U.; Bouzerdoum, Abdesselam (Hg.) (2010): Neural information processing. Models 
and applications, Seite 149 
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Rekurrente Netze arbeiten nach einem ähnlichen Schema. Hier werden Datensätze se-
quentiell verarbeitet, d.h. in die Eingabeschicht wird nicht nur der nächste Datensatz, 
sondern auch die Ausgabe des vorherigen Datensatzes eingeführt. Somit werden die 
selben Schichten immer wieder durchlaufen, jedes Mal aber von einem anderen Daten-
satz, der die Ausgabe der zukünftigen Datensätze beeinflusst. Daher werden bei der 
Fehleroptimierung nicht nur die Schichten zu aktuellen Zeitpunkt betrachtet, sondern 
auch zu den vergangenen Zeitpunkten.  
Je nach zu lösendem Problem sollte eine unterschiedliche Anzahl an Eingaben und Aus-
gaben, abgesehen von der Zwischenschicht, gewählt werden. Dabei wird zwischen den 
folgenden Modellen unterschieden33:34 
• One-to-many: Bei diesem Modell gibt es nur einen Datensatz als Eingabe zum 
Startzeitpunkt und mehrere Ausgaben. Dies eignet sich beispielsweise um einen 
beschreibenden Text für ein Bild zu generieren. 
• Many-to-one: Hier gibt es viele Eingaben, aber nur eine  Ausgabe zum End-
zeitpunkt. Ein Anwendungsgebiet ist die Klassifizierung von kontextabhängigen 
Eingabedaten bei der Stimmungserkennung  
• Many-to-many: Hier kann es mehrere Eingaben und Ausgaben zu jedem Zeit-
punkt geben. Dieses Modell kann für Übersetzungen von Wörtern und Sätzen in 
eine andere Sprache genutzt werden. 
Wie bei allen Netzen, die auf das Backpropagation Verfahren setzen, kann auch hier das 
„Vanishing Gradient Problem“ (vgl. Kapitel 2.3.2) auftreten. Vor allem für sehr große Ein-
gabesequenzen kann dieses Phänomen häufig auftreten, da jeder Zeitpunkt letztlich ei-
ner weiteren Schicht entspricht. Um das zu verhindern können sogenannte „Gating 
Units“ verwendet, die Abhängig von der Eingabe, alte Informationen vergessen oder 
 
 
33 Vgl. Karpathy, A: (2015): The Unreasonable Effectiveness of Recurrent Neural Networks. [online] 
34 Vgl. o.V. (o.D.): Diagramm eines RNNs. [online] 
Abbildung 8 - Vereinfachte Netztopologie mit rekurrenter Verschachtelung der Zwischenschicht (blau) links und zeitlicher Dar-
stellung der Eingaben rechts. Dabei sind gelbe Knoten Eingaben von außen und rote Knoten Ausgaben nach außen34 
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neue Informationen ignorieren. Zwei Ansätze hierfür sind die Gated Recurrent Unit 
(GRU) und Long short-term memory (LSTM). Dabei erlaubt das LSTM mit seinen Kon-
trollzellen mehr Flexibilität, dennoch erzielen beide Methoden ähnliche Ergebnisse35.   
3.3 Faltungsnetze 
Die „Convolutional Neural Networks“ (kurz CNN) oder zu Deutsch Faltungsnetze gehö-
ren zu den neueren Lernverfahren im Bereich des maschinellen Lernens und eignen sich 
besonders gut zur Verarbeitung von Bilddaten. Das liegt daran, dass diese Art von Netz 
die Fähigkeit besitzt, Muster und Strukturen zu erkennen. Aber auch andere Arten von 
Daten, wie beispielsweise Texte, können von einem Faltungsnetz erkannt werden. Die 
Funktionsweise eines solchen Netzes ist dabei wie so oft vom biologischen Vorbild, dem 
Gehirn, inspiriert. Bei der Erkennung im visuellen Kortex werden zunächst die einzelnen 
Lichtpunkte, die auf die Netzhaut fallen, von optischen Nerven an das Gehirn weiterge-
leitet. Dort werden aus den Informationen Strukturen herausgebildet und interpretiert.  
Auch in Faltungsnetzen werden zunächst die einzelnen Pixel der Eingabeschicht verar-
beitet. In einer sogenannten „Convolutional“ Schicht oder Faltungsschicht wird das Bild 
nun anhand mehrerer Filter in viele kleinere Bilder konvertiert36, die alle bestimmte Merk-
male herausheben. Ein solcher Filter bewegt sich dabei über die einzelnen Pixel des 
Bildes und berechnet jeweils einen Wert für die Ergebnismatrix. Bei einem Bild können 
so beispielsweise Faltungsmatrizen erzeugt werden, die vertikale oder horizontale Kan-
ten markieren.37 
 
 
35 Vgl. Chun, J., Gulcehre, C., Cho, K. and Bengio, Y. (2014): Empirical Evaluation of Gated Recurrent Neural Networks on 
Sequence Modeling. [online] 
36 Vgl. Wartala, R. (2018): Praxiseinstieg Deep Learning, Seite 24 
37 Vgl. Hussain, Saddam & Anwar, Syed & Majid, Muhammad. (2017): Segmentation of Glioma Tumors in Brain Using Deep 
Convolutional Neural Network, Seite 7 
 
Abbildung 9 - Einfaches Faltungsnetz mit Faltungsschicht, Pooling-Schicht und Fully-Connected-Schicht37 
Überwachte Lernverfahren 
 
20 
In der nachfolgenden Pooling Schicht werden nun einfache Muster aus den Daten her-
ausgearbeitet. Dabei werden überflüssige Informationen verworfen indem beieinander-
liegende Pixel durch das Auswählen des größten Wertes mit dem Max-Pooling Verfah-
ren zusammengeführt werden. So entstehen viele kleine Bilder, die alle verschiedene 
Merkmale enthalten. Beim Max-Pooling-Over-Time, wie es beim Neuro-Linguistischen 
Programmieren häufig verwendet wird, wird das Max-Pooling auf einem eindimensiona-
len Vektor statt auf einer Matrix durchgeführt. 
Abschließend wird eine „Fully-Connected“ Schicht genutzt um die Informationen zu klas-
sifizieren38. Dazu werden die herausgearbeiteten Merkmale und Strukturen betrachtet 
und entschieden, zu welcher Klasse diese am besten passen. Wurden durch die vorhe-
rigen Schichten Merkmale wie ein Flügel oder ein Schnabel herausgearbeitet, so ist auf 
dem Bild vermutlich ein Vogel. Ebenso können bei einer Textklassifizierung Wörter wie 
Flügel oder Schnabel darauf deuten, dass der Satz der Kategorie „Vogel“ zuzuordnen 
ist. 
 
 
38 Vgl. Deshpande, A. (2016): A Beginner's Guide To Understanding Convolutional Neural Networks. [online] 
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4 Selbstüberwachte & Unüberwachte Lernverfahren 
Im Gegensatz zu den überwachten Lernverfahren werden bei den selbstüberwachten 
und unüberwachten Lernverfahren keine Kennzeichnungen mit den Trainingsdaten ins 
Netz eingespeist. Somit müssen die Netze etwas „kreativ“ werden, um trotzdem Merk-
male und Strukturen in den Trainingsdaten zu identifizieren. Dazu kann ein Netz seine 
eigenen Kennzeichnungen erstellen, wie das zum Beispiel der Skip-gram Algorithmus in 
Kapitel 4.1 praktiziert. Ein anderer Ansatz wird mit dem Global Vector Modell (kurz 
GloVe) vorgestellt. Hier wird das Vorkommen von Wortpaaren in einer Kookkurenzmatrix 
gespeichert, welche beim späteren Training die Basis für die Optimierung darstellt. Zu-
letzt wird, im Zuge der Evaluation in Kapitel 8.1, noch ein Blick auf das Autoencoder-
Modell geworfen. Hier versucht das Netz eingegebene Daten nach einer starken Kom-
primierung wieder in ähnlicher Form aufzubauen. So lernt das Netz komplexe Daten 
effizient zu codieren. 
Ähnlich wie bei den überwachten Verfahren nutzen die vorgestellten unüberwachten 
Verfahren alle ein Optimierung mit Loss Funktion, Backpropagation und Gradientenab-
stieg.39  
4.1 Skip-Gram Algorithmus 
Der Skip-Gram Algorithmus ist ein Ansatz des Word2Vec Modells. Dieses Modell, wel-
ches von einem Forscherteam unter der Leitung von Tomas Mikolov der Firma Google 
 
 
39 Vgl. Mikolov, T., Chen, K., Corrado, G. and Dean, J. (2013): Efficient Estimation of Word Representations in Vector Space. 
[paper], Seite 5 
Abbildung 10 - Vergleich der Netztopologie von Continuous Bag-Of-Words mit der Abbildung 
vieler Kontextwörter auf eine Ausgabe und Skip-Gram mit der Abbildung eines zentralen Wor-
tes auf viele Kontextwörter39 
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entwickelt wurde40, betrachtet die kontextuelle Beziehungen zwischen Wörtern und nutzt 
hierfür Vektorrepräsentationen (vgl. Kapitel 2.4). Dabei versucht der Skip-Gram Algorith-
mus die Auftrittswahrscheinlichkeit eines Kontext-Wortes im Zusammenhang mit einem 
zentralen Wort (center word) zu beschreiben. Jedes Wort des Wortschatzes hat hierfür 
zwei Vektoren, die mit zufälligen Werten initialisiert werden, einen falls das Wort das 
zentrale Wort ist und einen falls das Wort ein Kontextwort ist. 
𝑃(𝑐𝑜𝑛𝑡𝑒𝑥𝑡| 𝑤𝑡) 
Der andere Ansatz des Word2Vec Modells, der „Continuous Bag-Of-Words“ Algorith-
mus, versucht hingegen ein passendes Wort aufgrund von Kontext-Wörtern zu finden.  
𝑃( 𝑤𝑡|𝑐𝑜𝑛𝑡𝑒𝑥𝑡) 
Da die Funktionsweise der beiden Modelle recht ähnlich ist, beschränkt sich dieses Ka-
pitel im Folgenden auf den Skip-Gram Algorithmus. 
Die Netztopologie des Skip-Gram Algorithmus ist denkbar einfach. Die Eingabeschicht 
hat die Größe des Wortschatzes der eingespeisten Daten, da ein Wort in einer soge-
nannten „one-hot encoding“ Form übergeben wird. Dies ist ein Vektor, in welchem ledig-
lich eine Position mit einer eins belegt ist und alle anderen Positionen mit einer null. 
Somit kann jedes Wort eindeutig identifiziert werden. Die Zwischenschicht, eine zweidi-
mensionale Matrix, welche dieselbe Anzahl an Zeilen wie die Eingabeschicht besitzt, 
speichert die eigentlichen Wortvektoren41. Die Größe dieser Wortvektoren ist je nach 
Anwendung unterschiedlich; generell liefert eine Anzahl von 300 Werten oder „Features“ 
recht gute Ergebnisse42. In diesem Zusammenhang übernehmen diese Wortvektoren die 
Aufgabe der Neuronen, d.h. sie stellen die Beziehung zu anderen Wörtern dar. Die Se-
lektion eines solchen Wortvektors erfolgt nun durch die Multiplikation mit dem „one-hot“ 
Vektor. Somit ist die Zwischenschicht lediglich eine „Lookup“ Tabelle und enthält keine 
Aktivierungsfunktionen.  
Erst in der Ausgabeschicht wird der eigentliche Algorithmus durchgeführt. Hier wird je-
weils das Kreuzprodukt zwischen dem eingegebenen Vektor und allen Kontext-Vektoren 
berechnet. Anhand der Softmax Aktivierung kann so eine Wahrscheinlichkeitsverteilung 
berechnet werden, die beschreibt wie hoch die Wahrscheinlichkeit ist, dass ein Kontext-
wort um das zentrale Wort herum auftaucht.  
𝑃(𝑜|𝑐) =  
𝑒𝑢𝑜∙𝑣𝑐
∑ 𝑒𝑢𝑤∙𝑣𝑐𝑉𝑤=1
 (11) 
 
 
 
40 Vgl. Mikolov, T., Chen, K., Corrado, G. and Dean, J. (2013): Efficient Estimation of Word Representations in Vector Space. 
[paper] 
41 Vgl. McCormick, C. (2016): Word2Vec Tutorial - The Skip-Gram Model. [online] 
42 Vgl. Socher, R. (2016): CS224d Deep Learning for Natural Language Processing. [online], Lecture 3, Seite 29 
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Hierbei stehen 𝑜 und 𝑐 für die Indizes des „Outside“ Vektors (Kontext) und „Center“ Vek-
tors sowie 𝑢𝑜 und 𝑣𝑐 für den „Outside“ Vektor und „Center“ Vektor selbst. 
Basis für die Optimierung des Netzes ist der Fehlerwert der Loss Funktion. Bei der Be-
rechnung des Fehlers des Kontextwortes wird abgeglichen wie gut jedes Kontextwort in 
der Wahrscheinlichkeitsverteilung aller möglichen Kontextwörter abschneidet.43.  
𝐽(𝜃) =
1
𝑇
∑ ∑ log 𝑃(𝑤𝑡+𝑗|𝑤𝑡)
−𝑚≤𝑗≤𝑚
𝑗≠0
𝑇
𝑡=1
 (12) 
Dabei steht T für alle Wörter im Wortschatz, m für den Radius um das zentrale Wort, j 
für den Abstand zum zentralen Wort und die bedingte Wahrscheinlichkeit entspricht der 
Softmax Funktion der Formel (11). Auch hier wird der Backpropagation Algorithmus und 
das stochastische Gradientenverfahren genutzt. Aufgrund der flachen Topologie muss 
allerdings nur eine Schicht betrachtet werden.  
Obwohl in den Trainingsdaten keine Kennzeichnungen vorhanden sind, arbeitet Skip-
gram an dieser Stelle ähnlich wie überwachte Lernverfahren. Dabei werden aus den 
Kontextwörtern und zentralen Wörtern kurzerhand eigene Kennzeichnungen erstellt, die 
nun angeben wie richtig oder falsch das Netz bei seiner Vorhersage lag. So wird an 
dieser Stelle auch klar, weshalb es sich bei dem Word2Vec Modell lediglich um einen 
selbstüberwachten Algorithmus handelt und nicht um einen komplett unüberwachten Al-
gorithmus.  
4.2 Global Vectors 
Anders als beim Word2Vec Modell handelt es sich beim Global Vector Modell, kurz 
GloVe, um einen vollständig unüberwachten Algorithmus44. Dennoch werden auch hier 
die Wörter mittels einer Vektorrepräsentation dargestellt. Allerdings versucht der Algo-
rithmus hier selbst Zusammenhänge und Strukturen zu erkennen. Hierfür wird das ge-
meinsame Auftreten zweier Wörter in einer Kookkurenzmatrix P aufgezeichnet. Diese 
statische Erfassung wird im Vorfeld des Trainings durchgeführt und erlaubt so eine Op-
timierung der Kostenfunktion. 
𝐽(𝜃) =
1
2
∑ 𝑓(𝑃𝑖𝑗)(𝑢𝑖 ∙ 𝑣𝑗  − log 𝑃𝑖𝑗)
2
𝑊
𝑖,𝑗=1
 (13) 
Dabei steht W für den Wortschatz, 𝑃𝑖𝑗 für das Auftreten einzelnen Wortpaare und 
𝑢𝑖  und 𝑣𝑗 für die Vektoren der Wortpaare. Mit der Funktion 𝑓 lässt sich die maxi-
male Gewichtung eines häufig auftretenden Paares begrenzen, sodass alle wei-
teren Vorkommen nicht beachtet werden. Ziel des Algorithmus ist es also die 
 
 
 
 
43 Socher, R. (2016): CS224d Deep Learning for Natural Language Processing. [online] 
44 Pennington, J., Socher, R. and Manning, C. (2014): GloVe: Global Vectors for Word Representation. [paper] 
Selbstüberwachte & Unüberwachte Lernverfahren 
 
24 
Distanz zwischen dem Skalarprodukt der Wortvektoren 𝑢𝑖 und 𝑣𝑗 und dem Loga-
rithmus der Häufigkeit des Wortpaares zu minimieren. Dabei wird die Gewichtung 
der Wortvektoren letztendlich an die Häufigkeit der Kookkurenzmatrix angepasst. 
4.3 Auto Encoder 
Typischer Vertreter der unüberwachten Lernverfahren sind die sogenannten Auto Enco-
der45. Das Netz kann dabei ein einfaches Feed-Forward Netz sein, welches in seiner 
Topologie in „Phasen“ aufgeteilt ist. In den ersten Schichten wird die Anzahl der Neuro-
nen bzw. der Dimensionen immer weiter reduziert, bis die kleinste Schicht in der Mitte 
des Netzes erreicht wird. So wird das Netz dazu veranlasst Informationen auf das we-
sentliche zu reduzieren und unnötiges Rauschen zu beseitigen. Dieser Teil wird auch 
Encoder genannt. Im zweiten Schritt werden die Dimensionen Stück für Stück wieder-
aufgebaut. So lernt dieser auch Decoder genannte Teil aus der reduzierten Informati-
onsmenge. Um die Gewichte innerhalb des Netzes anzupassen wird eine Loss-Funktion 
mittels Backpropagation und Gradientverfahren optimiert, um die Abweichung zwischen 
Eingabeschicht und Ausgabeschicht zu minimieren.  
Anwendungsgebiete für Autoencoder sind beispielsweise das Finden ähnlicher Bilder für 
ein gegebenes Eingabebild oder die Erzeugung semantischer Hashes46. Hierbei wird 
das Netz beispielsweise mit Nachrichtenartikeln trainiert, die in der Mitte des Netzes auf 
das Wesentliche heruntergebrochen werden.47 
 
 
 
45 Wartala, R. (2018): Praxiseinstieg Deep Learning, Seite 31 
46 Salakhutdinov, R. and Hinton, G. (2007): Semantic Hashing. [paper] 
47 Salakhutdinov, R. and Hinton, G. (2007): Semantic Hashing. [paper], Seite 5 
Abbildung 11 - Erzeugung semantischer Hashes aus einer Vielzahl an Datensätzen47 
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5 Konzeption  
In den vorherigen Kapiteln wurden neuronale Netze in ihren Grundlagen beschrieben 
und einige für diese Bachelorarbeit relevante Lernverfahren vorgestellt. Bevor die Imple-
mentierung einiger Lernverfahren im nächsten Kapitel beleuchtet wird, muss zunächst 
in Kapitel 5.1 geklärt werden, welche Ziele für das Projekt im Rahmen dieser Bachelor-
arbeit erreicht werden sollen. In Kapitel 5.2 wird erörtert, welche der in Kapitel drei und 
vier vorgestellten Verfahren am besten geeignet sind um die Sentiment Analyse bzw. 
die Clusteranalyse durchzuführen. Im Anschluss werden die ausgewählten Verfahren im 
Detail besprochen. Dabei wird sowohl in Kapitel 5.3 als auch in Kapitel 5.4 beschrieben, 
welche Vorbereitungen im Vorfeld der Implementierung getroffen werden müssen. Dazu 
zählt in beiden Fällen jeweils die Auswahl der richtigen Daten sowie die Konzeption des 
Netzes. Auch die Prozesse während der Lernphase und die anschließende Evaluation 
der Netze werden beschrieben. Die vorgestellten Konzepte werden in Kapitel 7.1 noch 
einmal rückblickend auf ihre Stärken und Schwächen evaluiert.  
5.1 Zielsetzung 
Im Laufe des Projekts sollen verschieden Inhalte von „Social Media“ Plattformen wie 
Twitter auf verschiedene Art und Weise analysiert werden. Dabei soll unter anderem 
auch aufgezeigt werden, wie Netze mit unterschiedlichen Daten umgehen und welche 
Unterschiede sich sowohl beim Lernprozess als auch bei der späteren Evaluation erge-
ben.  
Ein Aspekt dieser Analyse wird die sogenannte Sentiment Analyse, auch Stimmungser-
kennung genannt, sein. Hierbei geht es darum individuelle Texte gemäß ihrer Positivität 
oder Negativität zu klassifizieren. So werden Tweets, welche im Vorfeld klassifiziert wur-
den, zum Training in das Netz eingespeist. Im Idealfall können Tweets mit einer eindeutig 
negativen oder positiven Stimmung vom Netz erkannt werden. Somit könnten zukünftig 
Tweets, die besonders beleidigend sind oder gegen gesetzliche Regelungen verstoßen, 
durch das Netz erkannt werden und an die Administratoren gemeldet werden. 
Ein etwas anderer Ansatz ist die Clusteranalyse. Hierbei werden die Wörter aufgrund 
ihrer Ähnlichkeit zueinander in einem zwei- oder dreidimensionalen Raum angeordnet 
und interessante Muster herausgearbeitet. Diese Ähnlichkeit kann durch das Auftauchen 
von Wörtern in einem gewissen Radius umeinander oder die statistische Erfassung von 
Wortpaaren bestimmt werden. So können bei der Auswertung ähnliche Wörter für ein 
gegebenes Wort gefunden werden. Auch soll es möglich sein anhand der Verteilung der 
einzelnen Wörter in den Clustern zu bestimmen, in welche Kategorien sich einzelne 
Tweets einordnen lassen.  
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5.2 Auswahl der Verfahren 
Nachdem geklärt ist, was erreicht werden soll, gilt es nun zu definieren, was dafür benö-
tigt wird. Dabei wird im Folgenden erörtert, welche der in Kapitel drei und vier vorgestell-
ten Verfahren sich am besten für die Aufgabe eignen. 
5.2.1 Sentiment Analyse 
Bei der Sentiment Analyse ist es wichtig, dass Muster und Sequenzen in einer Weise 
erkannt werden, dass ein Stimmungsbild erstellt werden kann und die Tweets so klassi-
fiziert werden können. Dabei stechen direkt zwei Methoden heraus, die diese Aufgabe 
vermeintlich gut lösen können: Die Faltungsnetze und die Rekurrenten Netze.  
Bei den Faltungsnetzen werden einzelne Muster in einem Raum erkannt und zu einer 
größeren Einheit zusammengefügt. Die Muster werden dabei auf das Wesentliche redu-
ziert und so von unnötigen Informationen befreit. Die Rekurrenten Netze hingegen er-
kennen Muster in einem zeitlichen Verlauf, d.h. die Eingaben hängen von den Ausgaben 
der vorherigen Zwischenschicht ab. Somit können sequentielle Daten ideal klassifiziert 
werden. Die Faltungsnetze glänzen vor allem bei der Bilderkennung, wo sie ihre Stärken 
voll ausspielen können. Hier glänzen sie mit Fehlerquoten von teilweise nur 0,3%48 und 
stellen so die bisherigen Methoden der Bilderkennung in den Schatten. Dennoch haben 
die Rekurrenten Netze beim „Natural Language Processing“ vor allem bei längeren Se-
quenzen aussagekräftigere Ergebnisse49. Aber sie haben noch einen entscheidenden 
Vorteil. Bei der Textanalyse besitzen die Daten oftmals nicht alle dieselbe Länge. So 
müssen die Daten bei der Verwendung von Faltungsnetzen in eine andere Form über-
tragen werden, d.h. die Daten müssen normalisiert werden oder gemäß der Länge des 
längsten Datensatzes aufgefüllt werden. Rekurrente Netze habe keine Probleme mit Da-
ten variabler Länge. Mit einem „one-hot encoding“ aller Buchstaben kann eine Sequenz 
von beliebig vielen Buchstaben in das Netz eingespeist werden. Nach einer Aufsummie-
rung der Vor- und Nachteile fällt die Wahl somit auf die Rekurrenten Netze. 
5.2.2 Clustering Analyse 
Für die Clusteranalyse bieten sich die Verfahren des Word2Vec Modells sowie des 
GloVe Modells an. Dabei nutzen beide Methoden eine Vektorrepräsentation, um Wörter 
in das Netz einzuspeisen. Während Word2Vec vor allem die Beziehung von Wörtern 
zueinander und den Kontext von Wörtern betrachtet, arbeitet GloVe vorrangig mit der 
Kookkurrenzmatrix, eine Matrix welche die Häufigkeit von Wortpaaren zählt. Beide Mo-
delle arbeiten hierbei ohne Kennzeichnungen von „außen“. Allerdings wird Word2Vec 
auch als selbstüberwachtes Verfahren angesehen, da die Kennzeichnungen aus den 
 
 
48 Vgl. Ciresan, D., Meier, U. and Schmidhuber, J. (2012): Multi-column Deep Neural Networks for Image Classification. [paper] 
49 Vgl. Yin, W., Kann, K., Yu, M. and Schütze, H. (2017): Comparative Study of CNN and RNN for Natural Language Processing. 
[paper] 
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Beziehungen der Kontext Wörter und des zentralen Wortes innerhalb eines Fensters 
selbst generiert werden.  
Generell lässt sich sagen, dass GloVe in der Lernphase schneller ist. Allerdings nutzt 
GloVe hierfür verhältnismäßig deutlich mehr Rechenressourcen50, was sich als proble-
matisch herausstellt, da der Lernprozess der Netze im Rahmen dieser Bachelorarbeit 
auf einem herkömmlichen Laptop durchgeführt wird. Beide Modelle sind in ihrer Klassi-
fizierungsrate ähnlich gut, weswegen eine Entscheidung aufgrund dieses Kriteriums 
nicht möglich ist. Alles in allem ist Word2Vec aber das erprobtere Modell, weswegen die 
Wahl auch auf dieses Verfahren fällt. 
5.3 Überwachtes Lernen mit Rekurrenten Netzen 
5.3.1 Vorbereitungen 
Um eine gute Klassifizierung im Netz zu erreichen sind Datensätze mit guten Kennzeich-
nungen nötig. Die ausgewählten Datensätze werden auf Sinnhaftigkeit und Korrektheit 
der Kennzeichnungen überprüft und in ein angemessenes Format gebracht. Um den 
Lernprozess zu vereinfachen, werden nur Groß- und Kleinbuchstaben, sowie ausge-
wählte Sonderzeichen zugelassen. Die restlichen Zeichen werden im Vorlauf aus dem 
Datensatz entfernt.  
Das Netz wird aus einer Eingabeschicht, einer Zwischenschicht und einer Ausgabe-
schicht bestehen. Dabei lässt sich über die Zwischenschicht eine Verbindung zu frühe-
ren Instanzen der Zwischenschicht knüpfen. Daher wird neben der Eingabe auch immer 
die Zwischenschicht des letzten Zeitpunkts in der Sequenz übergeben. Zum Zeitpunkt 
null soll eine zufällig initialisierte Zwischenschicht übergeben werden. 
Die Zwischenschicht wird die Lineare Aktivierung, die „Rectified Linear Unit“ und die Sig-
moid Funktion als Aktivierungsfunktionen nutzen (vgl. Kapitel 2.2.2). Die Ergebnisse je-
der Aktivierung werden in Kapitel 7.1 miteinander verglichen. Dabei soll unteranderem 
geprüft werden, ob das „Vanishing Gradient“ Problem für die Sigmoid Funktion auftritt. 
Die Ausgabeschicht wird mit Hilfe der Softmax Funktion eine Klassifizierung durchfüh-
ren.  
5.3.2 Lernphase 
In der Lernphase werden die aufbereiten Daten in das Netz eingespeist. Dabei wird die 
Kategorie – positiv oder negativ - zunächst zufällig bestimmt. Anhand dieser Entschei-
dung wird ein Datensatz zufällig aus dem entsprechenden Korpus entnommen und an 
die Eingabeschicht des Netzes übergeben. Diese Zufälligkeit ist ein wichtiger Faktor, da 
ein Rekurrentes Netz Sequenzen erkennt und lernt. Würde das Netz immer die gleiche 
 
 
50 Řehůřek, R. (2014): Making sense of word2vec | RARE Technologies. [online] 
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Reihenfolge beim Lernen nutzen, könnte das Netz diese Reihenfolge versehentlich „stur“ 
auswendig lernen. 
Während der Lernphase werden in regelmäßigen Abständen die Werte der Loss Funk-
tion und die durchschnittliche Fehlerrate als Datenpunkte gesammelt. Diese können in 
der Evaluationsphase genutzt werden, um den Lernerfolg graphisch darzustellen. 
5.3.3 Test-/Evaluationsphase 
Um den Erfolg des Netzes zu evaluieren werden die zahlreichen gesammelten Daten-
punkte in zahlreichen Graphen dargestellt. So kann der Lernerfolg der verschiedenen 
Aktivierungsfunktionen und Loss Funktionen untereinander verglichen werden. Dabei gilt 
es auch zu ermitteln, weshalb einige Methoden gut und andere weniger gut funktionie-
ren. Es ist anzunehmen, dass die ReLU am besten abschneiden wird, da sie eine häufig 
verwendete Aktivierung im Zusammenhang mit Rekurrenten Netzen ist. Vor allem die 
Sigmoid Funktion sollte aufgrund des „Vanishing Gradient“ Problems nur sehr langsam 
lernen.  
In der Testphase wird das Netz mit neuen, bisher unbekannten Eingaben konfrontiert, 
um zu überprüfen, wie hoch der Lernerfolg tatsächlich war. Ähnlich wie die Trainingsda-
ten enthalten auch die Testdaten Kennzeichnungen um den Loss Wert zu berechnen. 
Allerdings werden an dieser Stelle keine Optimierungsverfahren in Kombination mit 
Backpropagation mehr durchgeführt, um die Gewichte des Netzes zu verändern. 
5.4 Teilüberwachtes Lernen mit Skip-Gram 
5.4.1 Vorbereitungen 
Anders als beim überwachten Lernen müssen die Daten für das Skip-gram Verfahren 
keine Kennzeichnungen enthalten. Somit ist die Zahl der nutzbaren Datensätze deutlich 
größer, da schlechte Kennzeichnungen oftmals der limitierende Faktor sind. Die Daten 
werden bis auf Groß- und Kleinbuchstaben und einigen ausgewählten Sonderzeichen in 
ihrer Form bereinigt. 
Die Topologie des Word2Vec Modells ist wie in Kapitel 4.1 skizziert nur begrenzt wähl-
bar, da die Anzahl der Neuronen in der Ein- und Ausgabeschicht von der Anzahl der 
Wörter im Wortschatz abhängig ist. Lediglich die Länge der Wortvektoren kann gewählt 
werden. Es werden sowohl die empfohlenen 300 Features (vgl. Kapitel 4.1), als auch ein 
Vergleichswert von nur 50 Features gewählt um die Unterschiede bei der Anzahl der 
Neuronen für die Vektorrepräsentierung aufzuzeigen. Die übrigen Hyperparameter - die 
im Vorfeld des Trainings festgelegten Parameter, wie der Radius oder die Mindestgröße 
eines Wortes - werden nicht verändert, da das Training und die anschließende Dimen-
sionsreduktion mehrere Stunden pro Durchlauf benötigt, und somit die Zahl der Trai-
ningsphasen begrenzt ist. Die Fenstergröße, also der Radius in welchem Kontextwörter 
betrachtet werden, wird auf sieben gesetzt. Dieser Wert ist inspiriert von der Millerschen 
Zahl, die besagt, dass ein Mensch lediglich 7+-2 Informationseinheiten gleichzeitig im 
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Kurzzeitgedächtnis behalten kann51. Zudem sollen Wörter mit einer Länge von weniger 
als 3 Buchstaben ignoriert werden, da diese Wörter meistens Füllwörter sind und für die 
Kontextbestimmung von anderen Wörtern nicht relevant sind. 
5.4.2 Lernphase 
In der Lernphase wird der Korpus, welcher die Gesamtheit der Wörter enthält, durchlau-
fen und für alle Wörter innerhalb des definierten Fensters, eigene Kennzeichnungen er-
stellt. Nach Beendigung der Lernphase müssen die Wortvektoren transformiert werden, 
um die Beziehungen angemessen in einem zweidimensionalen Raum darstellen zu kön-
nen. Hierfür für das „T-distributed Stochastic Neighbor Embedding“ (TSNE) genutzt. Mit 
Hilfe dieses Algorithmus wird die Dimensionalität der Wortvektoren so heruntergebro-
chen, dass die Beziehungen aus höheren Dimensionen nicht verloren gehen und be-
nachbarte Punkte auch im zweidimensionalen Raum nah beieinander liegen. 
5.4.3 Evaluation 
Anders als bei der Sentiment Analyse, liegt der Fokus bei der Clustering Analyse darin, 
interessante Muster und Strukturen aus den Daten herauszuarbeiten und zu testen, wie 
die Beziehungen der einzelnen Wörter zu ähnlichen Wörtern aussehen. Dabei wird ge-
prüft, in welchen Clustern sich die Wörter konzentrieren, die bei einer Sentiment Analyse 
für eine positive oder negative Klassifizierung sorgen und wie weit diese Cluster vonei-
nander entfernt sind. Sind diese Wörter weit genug voneinander entfernt, so kann eine 
Klassifizierung aufgrund der Position im euklidischen Raum stattfinden. Zudem werden 
die additiven Eigenschaften der Wortvektoren auf Ihre Korrektheit geprüft.  
 
 
51 Vgl. Miller, G. (1956): The magical number seven, plus or minus two: some limits on our capacity for processing information. 
Psychological Review [paper] 
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6 Implementierung der neuronalen Netze 
Im folgenden Kapitel wird die Implementierung der beiden Lernverfahren in der Program-
miersprache Python beschrieben. Zunächst werden die verwendeten Python Bibliothe-
ken vorgestellt und in ihrer Funktionalität beschrieben. Anschließend wird die Umset-
zung der Konzepte aus dem vorherigen Kapitel beleuchtet. Es wird gezeigt wie ein Netz 
in seiner Topologie definiert werden und wie der Lernprozess und die Optimierung durch-
geführt werden kann. Die Ergebnisse dieser Implementierung werden in Kapitel sieben 
vorgestellt. Die Kapitel 3.2 und 4.1 dienen als Basis für das Verständnis der implemen-
tierten Verfahren.  
6.1 Verwendete Software und Bibliotheken 
Die Implementierung der Netze wurde vollständig in Python durchgeführt, da diese Spra-
che im Bereich des Maschinellen Lernens in gewisser Weise ein Standard ist. Vor allem 
die Möglichkeit die Funktionalität mittels der zahlreichen Programmierbibliotheken zu er-
weitern, sprechen für Python als Sprache der Wahl. Auch in diesem Projekt spielen Pro-
grammierbibliotheken eine wichtige Rolle, da sie es erlauben sich auf den Vergleich der 
neuronalen Netze zu konzentrieren. Daher werden im Folgenden die wichtigsten Biblio-
theken wie PyTorch für die Konstruktion neuronaler Netze sowie Word2Vec für das Kon-
struieren von Netzen gemäß des Word2Vec Modells mit Wortvektoren vorgestellt. 
Bei PyTorch handelt es sich um eine von der Firma Facebook entwickelte Programmier-
bibliothek. Dabei ist sie im Vergleich zu anderen Bibliotheken wie Tensorflow noch recht 
jung, gewinnt aber stetig an Fahrt. Auch fehlen Stand jetzt noch hilfreiche Visualisie-
rungstools wie TensorBoard. Dennoch fiel die Wahl aus den nachfolgenden Gründen 
letztlich auf PyTorch. Grundsätzlich ist PyTorch näher an der Sprache Python, während 
Tensorflow auf gewisse Weise eine weitere Sprache ist, die in Python eingebettet wird. 
Somit ist PyTorch aus Entwicklersicht einsteigerfreundlicher. Vor allem die Möglichkeit  
den Code, genau wie regulären Python Code, debuggen zu können, stellt einen enor-
men Vorteil dar. Um Code in Tensorflow zu debuggen ist die Einarbeitung in den Ten-
sorflow-eigenen Debugger nötig. Auch ist es generell schneller möglich, funktionierende 
Prototypen und Modelle auf die Beine zu stellen, weswegen PyTorch vor allem im Be-
reich der Forschung beliebt ist. Hyperparameter und Funktionen lassen sich ohne wei-
teres austauschen und regen so zum Experimentieren an. Zuletzt ist es auch so, dass 
bei Tensorflow dynamische Graphen nur begrenzt unterstützt werden. Das bedeutet, 
dass die Struktur im Vorfeld festgelegt sein muss und nicht zur Laufzeit geändert werden 
kann. 
Die Word2Vec Bibliothek von Gensim unterstützt den Entwickler bei der Implementie-
rung von Algorithmen des Word2Vec Modells (vgl. Kapitel 4.1). Hierzu müssen die Daten 
lediglich in einer angemessenen Form übergeben werden und die Hyperparameter ent-
sprechend gewählt werden, um das Modell zu trainieren. Die Ausgabe eines solchen 
trainierten Modells muss zur Darstellung in niedrig dimensionierten Vektorräumen mit 
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Verfahren zur Dimensionsreduktion, wie „t-distributed stochastic neighbor“, weiterverar-
beitet werden. Hierfür die Bibliothek von scikit-learn genutzt. Vereinzelt wird auch 
„NumPy“, eine Bibliothek welche die Handhabung von Vektoren und Matrizen verein-
facht, genutzt.  
6.2 Vorgehen bei der Implementierung 
6.2.1 Implementierung eines Netzes Rekurrenten Netzes mit PyTorch 
Bevor das Netz und seine Struktur festgelegt wird, müssen zunächst die Daten so auf-
bereitet werden, dass sie problemlos in die Eingabeschicht eingeführt werden können. 
Hierfür werden die einzelnen Buchstaben und Zeichen der Sätze in eine „one-hot en-
coding“ Form transformiert. So besteht jedes Datenelement letztlich aus einem dreidi-
mensionalen Tensor. Dieser besteht aus einem Array, welches der Länge aller Buchsta-
ben entspricht, und lediglich ein Bit für den codierten Buchstaben gesetzt hat. Für jedes 
Zeichen der Sequenz existiert ein solches Array genau einmal. 
Aufgrund der Nähe von PyTorch zu Python lassen sich die Netzstrukturen objektorien-
tiert implementieren. Dabei muss jede Klasse aus einem Konstruktor und der forward 
Methode bestehen. Zudem erbt die Klasse von der nn.Module Klasse, der Basis Klasse 
für neuronale Module.  
Im Konstruktor ist es nötig die Struktur des Netzes mit den verschiedenen Schichten 
festzulegen. Die Schichten werden als Instanzvariablen definiert und können je nach 
Netztyp mit verschiedenen Schicht-Modulen definiert werden. Die Parameter dieser 
Schichten sind die Anzahl der Eingaben und Ausgaben. Hier muss darauf geachtet wer-
den, dass die Anzahl der Ausgaben der vorherigen Schicht gleich der Anzahl der Einga-
ben der nachfolgenden Schicht entspricht. Da die Aktivierungsfunktionen einfach aus-
getauscht werden sollen, werden die Schichten an dieser Stelle zunächst erst als lineare 
Schicht definiert, statt direkt als Rekurrente Schicht. Bei der Rekurrenten Schicht kann 
nur zwischen der „Tangens hyperbolicus“ oder der „Rectified Linear Unit“ Aktivierung 
gewählt werden. In der Ausgabeschicht wird mit der Softmax Funktion eine binäre Klas-
sifizierung getroffen. 
def __init__(self, input, hiddens, output): 
    super(Net, self).__init__() 
    self.hiddens = hiddens 
    self.hid = nn.Linear(input + hiddens, hiddens) 
    self.out = nn.Linear(input + hiddens, output) 
    self.logsoftmax = nn.LogSoftmax(dim=1) 
    Fragment 1 - Konstruktor des Rekurrenten Netzes 
Die forward Funktion bestimmt was passiert, wenn Daten in das Netz eingespeist wer-
den. Von „außen“ werden beim Rekurrenten Netz immer nur die einzelnen Buchstaben 
der Wörter an die Funktion übergeben. Diese Eingabe wird mit der Ausgabe der Zwi-
schenschicht aus der letzten Iteration konkateniert. Wird diese Menge an die Zwischen-
schicht übergeben, so wird die Aktivierung auf den Neuronen ausgeführt und die Aus-
gabe der Schicht für die nächste Iteration gespeichert. Zudem wird zu jedem Zeitpunkt 
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eine Ausgabe generiert. Diese wird allerdings erst interessant, wenn die gesamte Se-
quenz eines Datenelements durchlaufen wurde und wird daher die meiste Zeit ignoriert. 
 
def forward(self, x, hidden): 
    x = torch.cat((x,hidden),1) 
    new_hidden = self.hid(x) 
    output = self.logsoftmax(self.out(x)) 
    return output, new_hidden 
   Fragment 2 - Die forward-Funktion bestimmt die durchgeführten Berechnungen innerhalb des Netzes 
Nachdem die Funktionsweise des Netzes definiert wurde, muss nun bestimmt werden, 
wie das Netz lernen soll. Zu Beginn jedes neuen Datenelements muss zunächst der 
Gradient des Modells auf null zurückgesetzt werden damit der Wert der Loss Funktion 
immer nur für die aktuelle Sequenz gilt. In einem iterativen Prozess werden nun alle 
Buchstaben der Reihe nach einzeln in den vorher erstellten Tensoren an die forward 
Funktion des Netzes übergeben. Zudem wird in der ersten Iteration eine zufällig initiali-
sierte Zwischenschicht als zweiter Parameter übergeben. In den restlichen Iterationen 
wird immer die zurückgegebene Zwischenschicht der letzten Iteration als zweiter Para-
meter übergeben. 
Hat das komplette Datenelement das Netz durchlaufen, muss nun die Optimierung 
durchgeführt werden. Hierzu wird zunächst definiert welche Loss Funktion genutzt wer-
den soll. Die Ausgabe, sowie die korrekte Kategorie werden als Parameter übergeben. 
Zudem wird das Optimierungsverfahren festgelegt, welches die Gewichte der Neuronen 
anpasst. Anhand des Fehlerwertes wird nun die Backpropagation mit der backward 
Funktion durchgeführt. Dabei werden die Gradienten im Modell gespeichert und können 
durch den Aufruf der step Funktion auf dem definierten Optimizer die Gewichte anpas-
sen. 
6.2.2 Implementierung eines Netzes mit Word2Vec 
In Word2Vec kann das Netz mittels der Word2Vec Klasse implementiert werden. Hierbei 
werden die Hyperparameter an die Klasse übergeben. Unteranderem sind das die Größe 
der Wortvektoren, die Mindestgröße eines Wortes und der Radius in welchem Wörter 
betrachtet werden.  
Nun muss ein Wortschatz festgelegt werden, welcher die Größe der Eingabeschicht des 
Netzes bestimmt. Hierfür werden die einzelnen Tweets ausgelesen und mittels des Na-
tural Language Toolkit (nltk) in Sätze transformiert um die Verarbeitung innerhalb des 
Word2Vec Modells zu vereinfachen. Mit diesen Sätzen wird nun der Wortschatz aufge-
baut. Hierfür wird die „build_vocab“ Funktion auf dem Modell aufgerufen und die Sätze 
als Parameter übergeben. 
Das Netz hat nun alle nötigen Informationen und kann das Training beginnen. Mit der 
train Funktion die auf dem Modell aufgerufen wird, startet der Trainingsprozess. Dabei 
wird über die Parameter festgelegt welche Sätze in das Netz eingespeist werden und 
wie viele Epochen durchlaufen werden sollen. Das Ergebnis ist ein Netz in welchem die 
Beziehungen in hochdimensionalen Vektoren repräsentiert sind. 
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Für die Dimensionsreduktion wird die TSNE Klasse aus der sklearn Bibliothek genutzt. 
Über einen Parameter kann festgelegt werden, auf wie viele Dimensionen die Vektoren 
reduziert werden sollen. Anschließend wird die Reduktion mit der fit_transform Funktion 
durchgeführt. Je nach Anzahl der ursprünglichen Dimensionen, kann dieser Prozess 
mehrere Stunden benötigen, weswegen es sich empfiehlt das Netz in der neuen Form 
zu speichern. Zum Speichern dieser Matrix wird NumPy genutzt. Dies ist eine Bibliothek, 
welche sich unteranderem zur Handhabung von Matrizen eignet. 
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7 Auswertung 
Dieses Kapitel stellt die Ergebnisse der Implementierung vor. Dabei wird in Kapitel 7.1 
zunächst der Trainingserfolg und die Erkennungsrate beim Durchlaufen der Testdaten, 
sowie die unterschiedlichen Ergebnisse der verschiedenen Aktivierungsfunktionen des 
Rekurrenten Netzes vorgestellt. Unteranderem wird geprüft welche Annahmen aus der 
Konzeption bestätigt wurden. Im Anschluss werden die Ergebnisse eingeordnet und 
mögliche Ursachen für Abweichungen vom Erwartungswert aufgezeigt. Für die Ergeb-
nisse des Skip-gram Modells werden in Kapitel 7.2 interessante Cluster vorgestellt und 
aufgezeigt wie gut die Beziehungen zwischen Wörtern dargestellt werden. Auch hier 
werden die Ergebnisse anschließend interpretiert. Abschließend werden die beiden Ver-
fahren aufgrund der gesammelten Erkenntnisse miteinander verglichen. 52 
7.1 Überwachtes Lernen 
7.1.1 Vorstellen der Ergebnisse 
Beim Lernen mit dem gekennzeichneten Datensatz lassen sich einige interessante 
Dinge beobachten, die im Laufe dieses Unterkapitels vorgestellt werden. Zum einen hän-
gen die Fehlerwerte und die gemessenen Erkennungsraten voneinander ab. Je niedriger 
der gemessene Fehler einer Epoche, desto besser ist auch deren Erkennungsrate. So-
 
 
52 Eigene Darstellung 
Abbildung 12 - Durchschnittliche Vorhersagegenauigkeit (links) und durchschnittlicher Fehlerwert (rechts) in jeder 
Epoche für die lineare Aktivierung (oben) und die ReLU Aktivierung (unten) 52 
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mit kann auch festgestellt werden, dass das Netz die eingespeisten Daten mit jeder Epo-
che besser erkennt. Dennoch kann bei allen Durchläufen beobachtet werden, dass es 
nur einen begrenzten Lernerfolg gibt. Durchschnittlich beginnt jeder Trainingslauf auf-
grund der zwei Kategorien bei einer Genauigkeit von etwa 50%. Dennoch lassen sich 
nach dem Durchlaufen der 15.000 Datenelemente bei allen Methoden lediglich Genau-
igkeitsraten von maximal 70% für einzelne Epochen erreichen, was eine messbare Stei-
gerung, aber dennoch weit von einem Optimum entfernt ist. Übliche Erkennungsraten 
für die Sentiments Analyse bewegen sich im Bereich von 70% bis 80%.  
Bei der Linearen Funktion und der ReLU Aktivierung fallen die Ergebnisse recht ähnlich 
aus (Abbildung 12). Erstaunlicherweise sind die Erkennungsraten der Linearen Funktion 
sogar leicht besser, obwohl eigentlich zu erwarten war, dass nicht lineare Funktionen 
wie die ReLU Funktion Werte besser abbilden könnten. Beide Netze haben gegen Ende 
der 100. Epoche durchschnittliche Werte von knapp über 60% bzw. unter 60%.  
Wie vermutet, hat das Netz mit der Sigmoid Aktivierung in einem Rekurrenten Netz die 
niedrigste Erkennungsrate (Abbildung 13). Der durchschnittliche Fehlerwert pro Epoche 
liegt selbst am Ende der Trainingsphase noch bei 0.7 und die Erkennungsrate liegt bei 
etwa 53%. Das ist ein deutlicher Unterschied zur Erkennung der Linearen Funktion und 
kaum besser als die zufällige Kategorisierung durch einen „Münzwurf“.53 
Beim Testen des Netzes zeigt sich ein ähnliches Bild. Der Testdatensatz enhielt dabei 
jeweils 2.000 Datenelemente. Dabei besitzen die verschiedenen Modelle jeweils eine 
leicht niedrigere Erkennungsrate, als in der Trainingsphase, was auf ein leichtes „over-
fitting“ der Daten hinweisen kann (vgl. Kapitel 2.4.2). Das Modell mit der Sigmoid Akti-
vierung schneidet sogar deutlich schlechter ab als in der Lernphase. 
Aktivierung Erkennungsrate 
Linear 60,28 % 
Rectified linear Unit 58,63 % 
Sigmoid 50,17 % 
Tabelle 1 - Erkennungsrate beim Testen mit dem Testdatensatz 
 
 
53 Eigene Darstellung 
Abbildung 13 - Durchschnittliche Vorhersagegenauigkeit (links) und durchschnittlicher Fehlerwert (rechts) in jeder Epoche 
für die Sigmoid Aktivierung53 
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7.1.2 Einordung der Ergebnisse 
Die erwartet niedrige Erkennungsrate der Sigmoid Aktivierung lasst sich folgenderma-
ßen erklären. Grund ist vermutlich das in Kapitel 2.3.2 beschriebene „Vanishing Gradi-
ent“ Problem. Hierbei werden die berechneten Gradienten bei der Backpropagation so 
klein, dass die nachfolgende Anpassung der Gewichte keine oder fast keine Auswirkung 
hat. Durch die langen Sequenzen, die in Rekurrenten Netzen zu komplexen Verkettun-
gen innerhalb der Schichten führen, ist die Sigmoid Funktion in den meisten Fällen un-
geeignet.  
Interessant ist auch, dass die „Rectified Linear Unit“ Aktivierung schlechter abschneidet 
als die Lineare Aktivierung. Ein Grund hierfür könnte das „dying ReLU“ Problem (vgl. 
Kapitel 2.3.2) sein, bei welchem Neuronen nicht mehr aktiviert werden. Dies passiert, da 
die ReLU Funktion alle Eingaben kleiner als null „abschneidet“ und daraus die Ausgabe 
null generiert. Somit haben diese Neuronen keinen Einfluss in der Backpropagation und 
können somit auch ihre Gewichtungen auch nicht mehr verändern. Gibt es zu viele die-
ser redundanten Neuronen, kann das Netz in seiner Funktion beeinträchtigt werden. 
Auch der generelle Lernerfolg ist ausbaufähig. Es ist anzunehmen, dass der verwendete 
Datensatz einen erheblichen Anteil daran hat. Das liegt an mehreren Faktoren: Zum ei-
nen haben die einzelnen Datenelemente sehr unterschiedliche Längen. Somit ist unklar, 
wo die relevanten Informationen in der Sequenz codiert sind, um eine eindeutige Klas-
sifizierung zu treffen. Vor allem bei langen Sequenzen kann der Grund für die Klassifi-
zierung erst am Ende der Sequenz auftauchen. Im Falle der Social Media Analyse wäre 
das zum Beispiel eine abschließende Beleidigung, nach einem langen Text. Somit würde 
eine Begrenzung der Sequenzlänge sicher auch einen erhöhten Trainingserfolg nach 
sich ziehen. Auch die geringe Anzahl an Datenelementen spielt eine Rolle. Um ein „over-
fitting“ (vgl. Kapitel 2.4.2) des Datensatzes zu vermeiden, wurde die Anzahl der Iteratio-
nen pro Epoche auf 150 begrenzt. Somit wird jedes Datenelement im Schnitt zweimal in 
das Netz eingespeist. Dabei birgt jedes zusätzliche Durchlaufen die Gefahr, dass die 
Daten auswendig gelernt werden und das Netz somit unbrauchbar ist, da es sich zu sehr 
auf die Trainingsdaten spezialisiert. Im Endeffekt werden also lediglich 15.000 Datenele-
mente in das Netz eingespeist. Auch wenn es keine konkreten Zahlen für die Mindest-
größe von Datensätzen gibt, sollte bei Daten dieser Komplexität, wo der Kontext in wel-
chem Wörter genutzt werden, eine sehr wichtige Rolle spielt, mindestens 100.000 klas-
sifizierte Datenelemente vorliegen. 
Um diese Aussage zu belegen, wird das selbe Netz mit vergleichsweise einfachen Daten 
gefüttert (vgl. Abbildung 14). Es handelt sich um einen Datensatz bestehend aus etwa 
3.000 regulären Wörtern und beleidigenden Wörtern. Wird dieser etwa in etwa 100 Epo-
chen à 60 Iterationen in das Netz eingespeist, sind bereits deutliche Verbesserungen im 
Vergleich zum vorher verwendeten Datensatz zu erkennen. Obwohl weniger als die 
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Hälfte an Daten trainiert werden, ist die durchschnittliche Erkennungsrate zum Zeitpunkt 
der letzten Epoche bereits über 70%.   54 
7.2 Selbstüberwachtes Lernen 
7.2.1 Vorstellen der Ergebnisse 
Im Gegensatz zu den Ergebnissen des Rekurrenten Netzes lässt sich der allgemeine 
Lernerfolg für das Skip-gram Modell nicht in Zahlen beschreiben. Stattdessen wird in 
diesem Kapitel gezeigt, wie gut die Beziehungen zwischen Wörtern dargestellt werden 
und wie sich einzelne Kategorien im euklidischen Raum verteilen. Für das Training 
wurde ein Datensatz mit 1,6 Mio. verschiedenen Tweets verwendet. 55 
 
 
54 Eigene Darstellung 
55 Eigene Darstellung 
Abbildung 14 – Lernrate des Netzes bei einem Datensatz mit simplen Sequenzen54 
Abbildung 15 - Verteilung eindeutig negativer (rot) und eindeutig negativer (grün) Wörter in der Verteilung aller Wortvektoren bei 
einer Anzahl von 300 Features (oben) und 50 Features (unten) innerhalb der Wortvektoren55 
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In der Verteilung der Wortvektoren, welche von 300 Features auf zwei heruntergebro-
chen wurden, sind einige Cluster direkt erkennbar. Werden zusätzlich die eindeutig po-
sitiven und eindeutig negativen Begriffe farblich markiert, können zudem „versteckte“ 
Cluster freigelegt werden. Dabei fällt auf, dass sowohl positive als auch negative Wörter 
in etwa im selben Bereich liegen (vgl. Abbildung 15). 
Im Vergleich dazu sind die Cluster bei dem Modell mit nur 50 Features innerhalb der 
Wortvektoren etwas zerstreuter. Auch die eindeutig negativen Wörter sind deutlich wei-
ter verteilt und besitzen nicht dieselbe Konzentration wie bei einem Modell mit 300 Fea-
tures. Dennoch können einige markante Muster wiedererkannt werden, die bereits im 
vorherigen Modell zu sehen waren. Trotz der deutlich geringeren Dimensionen werden 
die Wörter in einer ähnlichen Art und Weise angeordnet, wenn auch mit einer leichten 
Ungenauigkeit.  
Auch die Beziehungen zwischen Wörtern werden zufriedenstellend dargestellt. So ergibt 
die Addition der Vektoren der Wörter „Great“ und „Hate“ und die anschließende Subtrak-
tion des Vektors für „Love“, die Kontextwörter „Awful“ mit einer Kosinus Ähnlichkeit von 
0,796, „Bad“ (0,758) und „Shitty“ (0,75). Auch bei der Kosinus Ähnlichkeit zwischen ein-
zelner zentraler Wörter und Kontextwörter können gute Ergebnisse erzielt werden (vgl. 
Tabelle 2). Wörter mit ähnlicher Schreibweise aber unterschiedlicher Bedeutung kann 
Word2Vec problemlos unterscheiden. 
Nice Bad Good God 
Kontextwort Nähe 
Great 0.820 
Nice 0.802 
Lovely 0.791 
IDF 0.769 
FoxySmile 0.758 
Beautiful 0.754 
Cool 0.753 
Fancy 0.750 
Clever 0.747 
Pleased 0.746 
 
Kontextwort Nähe 
bad 0.770 
Crazy 0.747 
Awful 0.746 
Terrible 0.741 
Horrible 0.740 
Shite 0.739 
Slow 0.738 
Shitty 0.736 
Period 0.735 
poor 0.734 
 
Kontextwort Nähe 
great 0.841 
Goooood 0.840 
Goood 0.837 
Gooooood 0.833 
Gooooooood 0.831 
Nice 0.828 
day 0.827 
Morning 0.820 
good 0.798 
Nighty 0.793 
 
Kontextwort Nähe 
god 0.847 
Lord 0.843 
Jesus 0.835 
GOD 0.795 
Praise 0.789 
lord 0.786 
Christ 0.782 
praising 0.776 
Bless 0.775 
LORD 0.774 
 
Tabelle 2 - Kosinus-Ähnlichkeit eines zentralen Vektors zu Kontextvektoren 
7.2.2 Einordnung der Ergebnisse 
Die Unterschiede zwischen den Modellen mit einer unterschiedlichen Anzahl an Fea-
tures haben den Grund, dass die teils komplexen Beziehungen zwischen den Wörtern 
mit höherdimensionierten Vektoren besser repräsentiert werden können. Dennoch 
schneidet das Modell mit 50 Features nicht viel schlechter ab, als das Modell mit 300 
Features. 
Die Wörter die eine eindeutig positive oder negative Bedeutung haben, sind im euklidi-
schen Raum sehr nah beieinander. Das ergibt auch durchaus Sinn, da diese Wörter in 
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einem Satz in den allermeisten Fällen durcheinander ausgetauscht werden können und 
somit ähnliche Kontextwörter besitzen. Wird beispielsweise der unvollständigen Satz 
„You are ___“ betrachtet, so lassen sich an dieser Stelle, sowohl beleidigende aber auch 
anerkennende Wörter einfügen. Das bedeutet aber auch, dass eine Klassifizierung von 
positiven oder negativen Tweets anhand der Koordinaten im Raum nicht durchgeführt 
werden kann. Somit wurde diese Hypothese aus der Konzeption wiederlegt. Dennoch 
können Tweets, die viele Wörter in diesem Cluster haben einer übergeordneten Senti-
mentkategorie zugeordnet werden. 
7.3 Vergleich der beiden Ansätze 
Anhand der beiden Implementierung von neuronalen Netze lassen sich einige Erkennt-
nisse ableiten. Beide verfolgen eine grundsätzlich andere Vorgehensweise in der Art und 
Weise wie sie Daten verarbeiten und haben in der Folge auch andere Anwendungsge-
biete. 
Mit Hilfe von Rekurrenten Netzen (vgl. Kapitel 3.2), und anderen Netzen mit überwach-
tem Lernen, lassen sich Klassifizierungsprobleme gut lösen, da das Netz in jedem Schritt 
genau weiß, was es falsch gemacht hat und wie groß die Fehlerrate ist. Aber auch Daten, 
die in einer sequentiellen Natur übergeben werden, können von Rekurrenten Netzen gut 
verarbeitet werden, da die Ausgaben der Schichten aus einem vorherigen Zeitpunkt ei-
nen Einfluss auf die nachfolgenden Schichten haben. Dennoch ist ein guter Datensatz 
eine wichtige Voraussetzung bei überwachten Lernfahren. Denn letztlich bringt das 
beste Netz nichts, wenn der Datensatz eine zu kleine Größe besitzt. Zudem sollten auch 
die Kennzeichnungen sinnvoll gesetzt sein, d.h. Kennzeichnungen, bei denen auch ein 
Mensch mit ziemlicher Sicherheit ein Urteil abgeben könnte.  
Das selbstüberwachte Verfahren des Word2Vec Modells (vgl. Kapitel 4.1) hingegen 
muss anders vorgehen. Es hat keinen Lehrer, der jeden Schritt im Lernprozess über-
wacht und auch keine Kennzeichnungen. Somit können an dieser Stelle auch Datens-
ätze verwendet werden, die ungenaue Kennzeichnungen haben, da diese nicht benötigt 
werden. In der Folge kann auf eine größere Bandbreite an Datensätzen zurückgegriffen 
werden.  
Das Netz muss also Ähnlichkeiten und Muster - in diesem Fall sind das die Kontextwörter 
- innerhalb des Datensatzes herausarbeiten, um für spätere Eingaben beispielweise sa-
gen zu können wie ähnlich sich zwei Tweets sind. Dennoch ist das Netz in seiner aktu-
ellen Form nicht geeignet um Daten zu klassifizieren, da es selbst keine Kennzeichnun-
gen kennt und aus den Daten keine Kategorien abgeleitet werden können, die eine Un-
terteilung in positive und negative Tweets ermöglich. Lediglich übergeordnete Cluster 
mit Wörtern, die im selben Kontext verwendet werden, können herausgearbeitet werden.   
Die Wortvektoren, die in Folge dieses Trainingsprozesses erstellt wurden, können opti-
mal als Basis neuer neuronaler Netze dienen, die mit den bereits vortrainierten Wortvek-
toren effektivere Ergebnisse erzielen können.  
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8 Retrospektive 
Diese Kapitel blickt noch einmal auf die gesamte Arbeit zurück. In einer Evaluation wer-
den zunächst positive und negative Aspekte des Projekts herausgearbeitet. Im An-
schluss werden die Kapitel zusammengefasst und mit einem Fazit abgeschlossen.  
8.1 Evaluation 
An dieser Stelle gilt es das im Rahmen dieser Bachelorarbeit durchgeführte Projekt kri-
tisch zu evaluieren und zu erörtern, welche Aspekte erfüllt wurden und was noch ver-
bessert werden kann. 
Die verschiedenen Modelle der Rekurrenten Netze erfuhren durch den Lernprozess 
zwar alle eine verbesserte Erkennungsrate, dennoch befanden sich die erzielten Ergeb-
nisse nicht in dem Bereich, der von einer binären Klassifizierung zu erwarten gewesen 
wäre. Einer der Hauptgründe hierfür, wie in Kapitel 7.1.2 bereits beschrieben, ist höchst-
wahrscheinlich der Datensatz, der für die Komplexität der enthaltenen Daten zu klein 
war. Auf die Suche nach geeigneten Datensätzen hätte also ein deutlich größerer Fokus 
gelegt werden sollten. Eventuell hätte es sich gelohnt die Daten selbst zu sammeln, da 
fertige Datensätze für die Sentiment Analyse von Social Media Plattformen schwer zu 
finden sind und wenn Datensätze existieren, besitzen diese meist eine schlechte Kenn-
zeichnung oder zu lange Sequenzen. Ein Script mit Zugriff auf die Twitter API, welches 
nach Tweets mit Beleidigungen und einer maximalen Länge sucht, könnte ein Ansatz für 
das Sammeln von Daten bei weiteren Projekten sein. 
Wie zusätzliche Versuche mit simplen Sequenzen zeigen konnten, eignet sich ein Re-
kurrentes Netz gut für die Sentiment Analyse. Dennoch könnten Techniken wie das Long 
short-term memory (LSTM) (vgl. Kapitel 3.2) vor allem bei länger Sequenzen helfen, 
relevante Informationen zu speichern oder auch wieder zu löschen. 
Ein Punkt der gut umgesetzt werden konnte, war die Verknüpfung von theoretischem 
Wissen und praktischer Anwendung. So konnte das in Kapitel 2.3.2 vorgestellte „Va-
nishing Gradient“ Problem anhand der Sigmoid Funktion in einem Rekurrenten Netz dar-
gestellt werden und die in der Konzeption getroffene Hypothese bestätigt werden. 
Beim Word2Vec Modell waren die Ergebnisse zufriedenstellend. Anhand des trainierten 
Modells konnten ähnliche Wörter, die im Kontext eines zentralen Wortes verwendet wer-
den mit hoher Genauigkeit gefunden werden. Auch die additiven Eigenschaften der 
Wortvektoren konnten bestätigt werden. 
Allerdings kann das Modell nur bedingt für die Klassifizierung von Daten genutzt werden. 
Die Daten werden in einer Art und Weise im euklidischen Raum angeordnet, die eine 
eindeutige Einteilung in Cluster von positiven oder negativen Wörtern nicht erlaubt. Es 
stellt sich also die Frage, ob der Ansatz mit dem Word2Vec Modell der richtige ist, oder 
ob vielleicht ein Autoencoder Netz aussagekräftigere Ergebnisse hätte liefern können 
(vgl. Kapitel 4.3). Hier können komplexe Zeichensequenzen auf das Wesentliche herun-
tergebrochen werden und für jeden Tweet eine Kategorie generiert werden. An dieser 
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Stelle könnten auch die trainierten Vektoren des Word2Vec Modells verwendet werden 
um bei einem Autoencoder Netz nicht bei null anfangen zu müssen.  
8.2 Rückblick und Fazit  
8.2.1 Rückblick 
In Kapitel eins wurde die Motivation dieser Arbeit beschrieben. Dabei wurde behandelt 
wie Hasskommentare den Dialog in Sozialen Medien beeinflussen. Zudem wurde der 
Aufbau der Arbeit grob beschrieben. 
Mit dem zweiten Kapitel wurden die Grundlagen der neuronalen Netze beleuchtet, wel-
che die Basis dieser Arbeit darstellten. Zunächst wurde hier in Kapitel 2.1 der biologische 
Hintergrund anhand der Nervenzellen im menschlichen Gehirn und dem menschlichen 
Lernen umrissen. Anschließend wurden Unterschiede zwischen den biologischen und 
künstlichen neuronalen Netzen herausgearbeitet. Kapitel 2.2 befasste sich nun mit dem 
Aufbau eines künstlichen Neurons. Es wurde skizziert wie sich die Ausgabe eines künst-
lichen Neurons aus der Kombination von Eingaben, Gewichten und dem Schwellenwert 
zusammensetzt, wie die Neuronen innerhalb des Netzes angeordnet sind und welchen 
Einfluss die Aktivierungsfunktionen auf die Ausgabe haben. In Kapitel 2.3 wurde gezeigt 
wie ein Netz seine Leistung optimieren kann und welche Schritte hierfür nötig sind. Dafür 
wurden die Loss-Funktion zur Ermittlung des Fehlerwertes eines Netzes, sowie die 
Backpropagation und das Gradientenverfahren zur Veränderung der Gewichte vorge-
stellt. Zuletzt beschäftigte sich Kapitel 2.4 mit Tensoren und Vektoren, Strukturen der 
linearen Algebra, die es vereinfachen Daten in neuronale Netze einzuspeisen. Zudem 
wurde beschrieben auf was geachtet werden muss, wenn Daten für die Netze gesam-
melt werden.  
Das dritte Kapitel stellte drei überwachte Lernfahren vor. Dabei wurde aufgezeigt, wie 
überwachte Lernverfahren mit Hilfe von gekennzeichneten Trainingsdaten ihre Erken-
nungsrate optimieren können. Der Leser erfuhr in Kapitel 3.1, dass Informationen in 
Feedforward Netzen lediglich vorwärts fließen und keine besonderen Schichten durch-
laufen. In Kapitel 3.2 wurden die Rekurrenten Netze und ihre Fähigkeit, sequentielle Da-
ten über einen Zeitraum zu erkennen, vorgestellt. Es wurde gezeigt wie die Schichten 
vorheriger Durchläufe als zusätzliche Eingaben in das Netz eingespeist werden. Das 
Kapitel 3.3 beleuchtete die Faltungsnetze sowie deren Vorgehensweise bei der Erken-
nung von Daten. Die Faltungsschichten und „Pooling“ Schichten zur Mustererkennung 
und die „Fully-Connected“ Schicht, welche die einzelnen Komponenten zu einem Ge-
samtbild zusammenfügt, wurden umrissen. 
In Kapitel vier wurden drei selbst- und unüberwachten Lernverfahren vorgestellt. Es 
wurde behandelt, wie die einzelnen Lernmethoden bei der Fehleroptimierung vorgehen 
und wie Verfahren wie das Word2Vec Modell eigene Kennzeichnungen aus den kontex-
tuellen Beziehungen erstellen. Sowohl bei Word2Vec in Kapitel 4.1 als auch bei GloVe 
in Kapitel 4.2 wurde beleuchtet, wie Vektorrepräsentierungen genutzt werden um die 
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Beziehungen zwischen Wörtern darzustellen. Im Zuge der Evaluation in Kapitel 8.1 be-
fasste sich Kapitel 4.3 mit dem Konzept der Autoencoder, mit welchen Informationen auf 
das wesentliche reduziert werden können. Mit Abschluss dieses Kapitels hatte der Leser 
alle nötigen Grundlagen für die restliche Arbeit. 
Das fünfte Kapitel befasste sich mit der Konzeption für das im Rahmen dieser Bachelo-
rarbeit durchgeführte Projekt. Dabei wurde in Kapitel 5.1 definiert welche Ziele erreicht 
werden sollten. Diese Ziele dienten als Basis für die Auswahl der Verfahren in Kapitel 
5.2. An dieser Stelle wurden die Verfahren, die bereits in den Kapiteln drei und vier the-
oretisch vorgestellt wurden, miteinander verglichen und jeweils erörtert welches Verfah-
ren am besten geeignet ist. In den Kapiteln 5.3 und 5.4 wurden die Vorbereitungen für 
die Implementierungen der beiden Verfahren aufgezeigt. Auch die Vorgehensweise 
während der Lernphase und die Art der Evaluierung wurden skizziert. Für beide Verfah-
ren wurden an dieser Stelle Vermutungen und Hypothesen getroffen, welche in Kapitel 
sieben überprüft wurden. 
In Kapitel sechs wurde die Implementierung der Netze beschrieben. Hierzu wurden in 
Kapitel 6.1 zunächst die verwendeten Bibliotheken vorgestellt. Danach wurde gezeigt, 
wie Netze mit den Bibliotheken PyTorch bzw. Word2Vec implementiert werden können 
und auf was während der Implementierung geachtet werden muss. 
In der anschließenden Auswertung in Kapitel sieben wurden nun die Ergebnisse des 
Projekts vorgestellt. Dabei erfuhr der Leser in Kapitel 7.1, dass die verschiedenen Mo-
delle des überwachten Lernens, alle verbesserte Erkennungsraten als Konsequenz des 
Trainings besaßen, dennoch aber hinter den Erwartungen zurückblieben. Im Anschluss 
wurden mögliche Gründe für die Beobachtungen formuliert und der zu kleine Trainings-
datensatz als Hauptursache ausgemacht. In Kapitel 7.2 wurden die Ergebnisse des 
selbstüberwachten Verfahrens vorgestellt. Dabei stellte sich heraus, dass die Beziehun-
gen zwischen den Wörtern gut dargestellt wurden. Dennoch ließ sich keine Klassifizie-
rung einzelner Wörter durchführen. In Kapitel 7.3 wurden die beiden Verfahren aufgrund 
der gewonnenen Erkenntnisse miteinander verglichen. 
8.2.2 Fazit 
Das Ziel dieser Bachelorarbeit war es verschiedene Lernmethoden neuronaler Netze zu 
vergleichen. Dabei wurden die ausgewählten Methoden auf ihre Tauglichkeit in der Er-
kennung von „Hasskommentaren“ geprüft. Vorher formulierte Annahmen wurden ausge-
wertet und evaluiert. Die Stärken und Schwächen bei der Durchführung des Projekts 
wurden offengelegt und entspreche Gegenmaßnahmen formuliert.  
Auch wenn die trainierten Netze nicht den gewünschten Lernerfolg hatten bzw. nicht 
besonders aussagekräftige Ergebnisse lieferten, können aus dem durchgeführten Pro-
jekt dennoch einige Erkenntnisse für zukünftige Projekte abgeleitet werden. So konnte 
gezeigt werden, dass der richtige Trainingsdatensatz ein wichtiger Faktor bei den über-
wachten Lernverfahren ist, da es sonst nur schwer möglich ist die Erkennungsrate des 
Netzes zu verbessern. Aber auch das Lernverfahren muss an die Aufgabe angepasst 
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sein. Denn selbst wenn die Beziehungen zwischen Wörtern im Word2Vec Modell gut 
dargestellt werden, kann dies nur begrenzt für die Erkennung und Kategorisierung von 
Wörtern verwendet werden.  
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Glossar 
Begriff Definition 
Aktivierungsfunktion Bestimmt die Ausgabe eines Neurons 
Backpropagation Bestimmt die für die Fehlerwerte verant-
wortlichen Neuronen 
Faltungsnetze Neuronales Netz, welches Muster und 
Strukturen erkennen kann 
Global Vectors Modell, welches Vektorrepräsentierungen 
nutzt um die Häufigkeit von Wortpaaren 
zu erfassen 
Gradientenverfahren Iteratives Verfahren zur Annäherung an 
ein Minimum 
Lineare Aktivierung Siehe Aktivierungsfunktion 
Loss Funktion Bestimmt die Abweichung der Vorher-
sage vom Erwartungswert 
Neuron Kleinste Komponente eines Neuronalen 
Netzes 
Neuronale Netze Netze aus künstlichen Neuronen, die In-
formationen verarbeiten 
Rectified Linear Unit Siehe Aktivierungsfunktion 
Rekurrente Netze Neuronales Netz, welches Sequenzen 
verarbeiten kann 
Sigmoid Aktivierung Siehe Aktivierungsfunktion 
Softmax Aktivierung Siehe Aktivierungsfunktion 
Word2Vec Modell, welches Vektorrepräsentierungen 
nutzt um den Kontext von Wörtern zu re-
konstruieren 
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Abkürzungsverzeichnis 
Abkürzung Bedeutung 
RNN Recurrent neural network oder Rekurren-
tes Netz 
CNN Convolutional neural network oder Fal-
tungsnetz 
GloVe Global Vectors 
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