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ASYMPTOTIC BEHAVIOR FOR A SCHRO¨DINGER EQUATION
WITH NONLINEAR SUBCRITICAL DISSIPATION
THIERRY CAZENAVE1 AND ZHENG HAN2
Abstract. We study the time-asymptotic behavior of solutions of the Schro¨dinger
equation with nonlinear dissipation
∂tu = i∆u+ λ|u|
α
u
in RN , N ≥ 1, where λ ∈ C, ℜλ < 0 and 0 < α < 2
N
. We give a precise
description of the behavior of the solutions (including decay rates in L2 and
L∞, and asymptotic profile), for a class of arbitrarily large initial data, under
the additional assumption that α is sufficiently close to 2
N
.
1. Introduction
In this paper, we consider the Schro¨dinger equation with nonlinear dissipation{
∂tu = i∆u+ λ|u|αu,
u(0, x) = u0,
(1.1)
where λ ∈ C with
ℜλ < 0 (1.2)
and 0 < α < 2
N
.
Equation (1.1) is itself a particular case of the more general complex Ginzburg-
Landau equation on RN : ut = e
iθ∆u + z|u|αu, where −π2 ≤ θ ≤ π2 , z ∈ C and
α > 0, which is a generic modulation equation describing the nonlinear evolution
of patterns at near-critical conditions (see e.g. [20, 7, 16]).
Equation (1.1) is mass-subcritical, and is globally well-posed in L2(RN ) and
H1(RN ). See Proposotion 2.1 below.
Concerning the large-time asymptotic behavior of the solutions of (1.1) under
assumption (1.2), α = 2
N
is a limiting case. Indeed, if α > 2
N
, λ ∈ C, then a large set
of initial values produces solutions that scatter as t→∞, i.e. that are asymptotic
to a solution of the free Schro¨dinger equation. (See [21, 9, 10, 6, 8, 17, 1, 4].)
If α ≤ 2
N
, then in many cases solutions are known to decay faster than the
solutions of the free Schro¨dinger equation. If α = 2
N
, then for a large class of initial
values, the solutions of (1.1) can be described by an asymptotic formula, and have
the decay rate (t log t)−
N
2 . See [19, 15, 5]. In addition, for some solutions,
(t log t)
N
2 ‖u(t)‖L∞ −→
t→∞
(α|ℜλ|)−N2 .
See [5].
In the one-dimensional case N = 1, if α < 2 is sufficiently close to 2 and
α
2
√
α+ 1
|ℑλ| ≤ |ℜλ|, (1.3)
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then the large-time asymptotic behavior of solutions can be described for any initial
data in H1(R) ∩ L2(R, |x|2dx), and the solutions satisfy
‖u(t)‖L∞ . t− 1α , (1.4)
see [15]. In addition, in any space dimension N ≥ 1, under assumption (1.3) and
for α < 2
N
sufficiently close to 2
N
, all solutions with initial value in H1(RN ) ∩
L2(RN , |x|2dx) satisfy ‖u(t)‖L2 . t−( 1α−N2 )q for all q < 2N+2 , q ≤ 12 . See [11].
In space dimensions N = 1, 2, 3 without the condition (1.3), and for α < 2
N
sufficiently close to 2
N
, the upper estimate (1.4), as well as lower estimates, is
established for sufficiently small initial data in a certain space. See [12].
Our purpose in this article is to complete the previous results for (1.1), and
describe the large-time asymptotic behavior of the solutions for a class of arbitrarily
large initial data. In order to state our result, we recall the definition of the space X
introduced [4], which we use in a essential way. We consider three integers k,m, n
such that
k >
N
2
, n > max
{N
2
+ 1,
N(N + 1)
4
}
, 2m ≥ k + n+ 1 (1.5)
and we let
J = 2m+ 2 + k + n. (1.6)
We define the space X by
X = {u ∈ HJ(RN ); 〈x〉nDβu ∈ L∞(RN ) for 0 ≤ |β| ≤ 2m,
〈x〉nDβu ∈ L2(RN ) for 2m+ 1 ≤ |β| ≤ 2m+ 2 + k,
〈x〉J−|β|Dβu ∈ L2(RN ) for 2m+ 2 + k < |β| ≤ J}
(1.7)
and we equip X with the norm
‖u‖X =
2m∑
j=0
sup
|β|=j
‖〈x〉nDβu‖L∞ +
k+1∑
ν=0
n∑
µ=0
∑
|β|=ν+µ+2m+1
‖〈x〉n−µDβu‖L2 (1.8)
where
〈x〉 = (1 + |x|2) 12 .
In particular, (X , ‖ · ‖X ) is a Banach space and X →֒ HJ(RN ).
Our main result is the following.
Theorem 1.1. Let λ ∈ C satisfy (1.2), assume (1.5)-(1.6) and let X be defined
by (1.7)-(1.8). Given any K > 1, there exist 2
N+1 < α1 <
2
N
and b1 > 0 with the
following property. Let α1 ≤ α < 2N . Suppose u0(x) = ei
b|x|2
4 v0(x), where b ≥ b1
and v0 ∈ X satisfies
inf
x∈RN
〈x〉n|v0(x)| > 0. (1.9)
and
‖v0‖X +
(
inf
x∈RN
〈x〉n|v0(x)|
)−1
≤ K. (1.10)
It follows that the corresponding solution u ∈ C([0,∞), H1(RN )) of (1.1) belongs
to L∞((0,∞) × RN ). Moreover, there exist f0, ω0 ∈ L∞(RN ), with f0 real-valued
and ‖f0‖L∞ ≤ 12 , and 〈·〉nω0 ∈ L∞(RN ), such that
t
1
α
−N2 ‖u(t)− z(t)‖L2 + t
1
α ‖u(t)− z(t)‖L∞ ≤ Ct−(
N+1
2 −
1
α
), (1.11)
where
z(t, x) = (1 + bt)−
N
2 eiΘ(t,x)Ψ
(
t,
x
1 + bt
)
ω0
( x
1 + bt
)
(1.12)
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with
Θ(t, x) =
b|x|2
4(1 + bt)
− ℑλℜλ log
(
Ψ
(
t,
x
1 + bt
))
(1.13)
and
Ψ(t, y) =
( 1 + f0(y)
1 + f0(y) +
2α|ℜλ|
b(2−Nα) |v0(y)|α[(1 + bt)
2−Nα
2 − 1]
) 1
α
. (1.14)
Moreover,
|ω0|α = |v0|
α
1 + f0
, (1.15)
so that 23 |v0|α ≤ |ω0|α ≤ 2|v0|α. Furthermore,
t‖u(t)‖αL∞ −→
t↑∞
2−Nα
2α|ℜλ| , (1.16)
and
t−(
1
α
−N2 )(1−
N
2n ) . ‖u(t)‖L2 . t−(
1
α
−N2 )(1−
N
2n ) (1.17)
as t→∞, where n is given by (1.5).
Remark 1.2. Here are some comments on Theorem 1.1.
(i) We have v0 ∈ X →֒ L2(RN ), X →֒ H1(RN ), and X →֒ L2(RN , |x|2dx)
(because n > N2 + 1), so that u0 ∈ H1(RN ). Therefore, the solution u ∈
C([0,∞), H1(RN )) of (1.1) is well defined, see Proposotion 2.1. Moreover, u
is smoother than stated. Indeed, u is given by the pseudo-conformal trans-
formation (5.1) in terms of a solution v ∈ C([0, 1
b
),X ) of equation (1.19). In
particular, u is a classical solution of (1.1) (C1 in t and C2 in x).
(ii) Theorem 1.1 is valid in any dimension N ≥ 1 and for any λ ∈ C with ℜλ < 0.
In particular, we do not require assumption (1.3). The main restrictions are
that α must be sufficiently close to 2
N
and that the initial value must be
bounded from below in the sense (1.9) and sufficiently oscillatory in the sense
that b must be sufficiently large. Moreover, how close α must be to 2
N
depends
on a certain bound on the initial value through (1.10). On the other hand,
there is no restriction on the size of u0.
(iii) A typical initial value which is admissible in Theorem 1.1 is v0 = c〈·〉−n + ϕ
with c ∈ C, c 6= 0, and ϕ ∈ S(RN ), |ϕ| ≤ (|c| − ε)〈·〉−n, ε > 0. Indeed, it
is easy to check that v0 ∈ X and v0 satisfies (1.9). Then K must be chosen
sufficiently large so that (1.10) holds and α sufficiently close to 2
N
. Note
that any value of n sufficiently large so that the second condition in (1.5) is
satisfied, is admissible.
(iv) The limit (1.16) gives the exact decay rate of ‖u(t)‖L∞. Note that this limit
is independent of the initial value u0. The reason for this is that (1.16) is
equivalent to (4.5), and that the solutions of the ODE z′ = λ(1−bt)− 4−Nα2 |z|αz
satisfy (1 − bt)− 2−Nα2 |z(t)|α → b(2−Nα)2α|ℜλ| as t ↑ 1b , independently of the initial
value z(0).
(v) It follows from (1.17) that ‖u(t)‖L2 is equivalent to t−( 1α−N2 )(1− N2n ). With
respect to the results in [11], (1.17) gives the exact decay rate of ‖u(t)‖L2. As
opposed to the decay rate of ‖u(t)‖L∞ , which is t− 1α (hence independent of
the solution), the decay rate of ‖u(t)‖L2 does depend on the solution, through
the parameter n which can be chosen (as long as it is sufficiently large).
(vi) It follows from (1.16) and (1.17) that
lim inf
t→∞
t
1
α ‖u(t)‖L∞ > 0, t 1α−N2 ‖u(t)‖L2 −→
t→∞
∞.
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Thus we see that the asymptotic behavior of u(t) as t → ∞ is described by
the function z(t) via the estimate (1.11). Note that the functions f0 and Ψ
are both real-valued, and that 12 ≤ 1 + f0 ≤ 32 and 0 < Ψ ≤ 1. The function
Θ is also real-valued. If ℑλ ≤ 0, then Θ > 0. If ℑλ > 0, then Θ takes both
positive and negative values.
Remark 1.3. If ℜλ > 0, then finite-time blowup occurs for equation (1.1), at least
for H1-subcritical powers (N − 2)α < 4. See [3, 2]. Moreover, if α < 2
N
, then all
nontrivial solutions blow up in finite or infinite time, see [1]. Finite-time blowup
also occurs if ℜλ = 0, ℑλ > 0, and α ≥ 4
N
, since in this case (1.1) is the focusing
NLS. If ℜλ < 0, α > 4
N
and condition (1.3) is not satisfied, then whether or not
some solutions of (1.1) blow up in finite time seems to be an open question.
We apply the strategy of [4, 5] to prove Theorem 1.1. We require the non-
vanishing condition (1.9), as well as strong decay and regularity of the the initial
data to overcome the difficulty of non-smooth nonlinearity and derivative loss in
their estimates. This is why the various conditions in the definition of the space
X arise. The other main ingredient is the application of the pseudo-conformal
transformation. Given any b > 0, by the pseudo-conformal transformation
v(t, x) = (1− bt)−N2 u
( t
1− bt ,
x
1− bt
)
e−i
b|x|2
4(1−bt) t ≥ 0, x ∈ RN , (1.18)
equation (1.1) is equivalent to the nonautonomous equation{
∂tv = i∆v + λ(1− bt)− 4−Nα2 |v|αv,
v(0, x) = v0.
(1.19)
Note that the assumption α ≤ 2
N
implies that (1 − bt)− 4−Nα2 is not integrable
at 1/b. As in [5], we estimate the solution v(t, x) by allowing a certain growth
of the various components of the X -norm of the solution, see (3.7)-(3.10). Using
Duhamel’s formula for (1.19), i.e.
v(t) = eit∆v0 + λ
∫ t
0
(1− bs)− 4−Nα2 ei(t−s)∆|v(s)|αv(s) ds (1.20)
and the elementary calculation∫ t
0
(1− bs)−1−ν ds = 1
bν
[(1− bt)−ν − 1] ≤ 1
bν
(1− bt)−ν , (1.21)
we see that if ei(t−s)∆|v(s)|αv(s) is estimated in a certain norm by (1 − bs)−µ,
then v(t) can be controlled in that norm by (1− bs)−µ+ 2−Nα2 . In the case α = 2
N
,
one obtains the same power (1 − bs)−µ, and this can be used to close appropriate
estimates. This is the strategy employed in [5]. In the present case α < 2
N
, we
observe that if ei(t−s)∆|v(s)|αv(s) is estimated in a certain norm by (1−bs)−µ+ 2−Nα2 ,
then v(t) can be controlled in that norm by (1− bs)−µ. We obtain the extra decay
by monitoring the decay of |v(s)| (see Lemma 3.1). The price to be paid is that
the constants that appear in the calculations not only depend on 1/b, but also on
2−Nα
|ℜλ| . Therefore, in order to close the estimates, we are led to require not only
that b is large, but also that α is close to 2
N
.
The rest of the paper is organized as follows. in section 2, we recall some esti-
mates and a local well-posedness result in the space X for equation (1.19), taken
from [4, 5]. The crucial estimate of the solutions is carried out in Section 3. Using
these estimates, we describe in Section 4 the asymptotic behavior of the correspond-
ing solutions of (1.19). Finally, we complete the proof of Theorem 1.1 in section 5,
by applying the pseudo-confirmal transformation.
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2. Preliminary
We recall some properties of equation (1.1) which will be useful in the next
sections. We begin with a global well-posedness result.
Proposition 2.1. Let 0 < α < 4
N
and let λ ∈ C satisfy ℜλ ≤ 0. It follows that
the Cauchy problem (1.1) is globally well-posed in L2(RN ) and in H1(RN ). More
precisely, given any u0 ∈ L2(RN ) there exists a solution u ∈ C([0,∞), L2(RN )) ∩
Lα+2([0,∞), Lα+2(RN )) of (1.1). The solution is unique and depends continu-
ously on u0 in C([0, T ), L
2(RN )) ∩ Lα+2((0, T ), Lα+2(RN )) for every T > 0. If, in
addition, u0 ∈ H1(RN ), then u ∈ C([0,∞), H1(RN )).
Proof. For the local theory (local existence, uniqueness, continuous dependence,
regularity), see e.g. [13, 14]. For global existence, it is sufficient to estimate the L2
norm of u. Multiplying (1.1) by u, taking the real part and integrating by parts,
we obtain
‖u(t)‖2L2 + (−ℜλ)
∫ t
0
‖u(s)‖α+2
Lα+2
= ‖u0‖2L2 . (2.1)
(This argument is formal, but (2.1) can be proved by standard approximation
arguments, see for instance [18].) It follows that u is bounded in L2(RN ). 
Next, we recall some estimates for the Schro¨dinger equation in the space X .
Proposition 2.2 ([5], Propositon 2.1). Assume (1.5)-(1.6) and let X be defined
by (1.7)-(1.8). There exists C1 ≥ 1 such that if T ≥ 0, v0 ∈ X and f ∈ C([0, T ],X ),
then for all 0 ≤ t ≤ T , the solution v of{
∂tv = i∆v + f,
v(0, x) = v0,
satisfies the following estimates.
(i) If |β| ≤ 2m, then
‖〈x〉nDβv(t)‖L∞ ≤ ‖v0‖X + C1
∫ t
0
(‖v(s)‖X + ‖〈x〉nDβf(s)‖L∞) ds. (2.2)
(ii) If |β| = ν + µ+ 2m+ 1 with 0 ≤ ν ≤ k + 1 and 0 ≤ µ ≤ n, then
‖〈x〉n−µDβv(t)‖L2 ≤ ‖v0‖X + C1
∫ t
0
(‖v(s)‖X + ‖〈x〉n−µDβf(s)‖L2) ds. (2.3)
We now recall several estimates of the nonlinearity |v|αv. Given ℓ ∈ N, we set
‖u‖1,ℓ = sup
0≤|β|≤ℓ
‖〈·〉nDβu‖L∞ (2.4)
‖u‖2,ℓ =
 sup2m+1≤|β|≤ℓ ‖〈·〉
nDβu‖L2 ℓ ≥ 2m+ 1
0 ℓ ≤ 2m
(2.5)
and
‖u‖3,ℓ =
 sup2m+3+k≤|β|≤ℓ ‖〈·〉
J−ℓDβu‖L2 ℓ ≥ 2m+ 3 + k
0 ℓ ≤ 2m+ 2 + k.
(2.6)
We have the following estimates of the nonlinearity.
Proposition 2.3 ([5], Proposition 3.1). Assume (1.5)-(1.6) and let X be defined
by (1.7)-(1.8). Let α > 0 and suppose that, in addition to (1.5), n ≥ N2α . It follows
that there exists a constant C2 ≥ 1 such that if v ∈ X satisfies
η inf
x∈RN
(〈x〉n|v(x)|) ≥ 1, (2.7)
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for some η > 0, then the following estimates hold.
(i) If 0 ≤ |β| ≤ 1, then
‖〈·〉nDβ(|v|αv)‖L∞ ≤ C2‖v‖αL∞‖〈·〉nDβv‖L∞ . (2.8)
(ii) If 2 ≤ |β| ≤ 2m, then
‖〈·〉nDβ(|v|αv)‖L∞ ≤C2‖v‖αL∞‖〈·〉nDβv‖L∞
+ C2‖v‖αL∞(η‖v‖1,|β|−1)2|β|‖v‖1,|β|−1.
(2.9)
(iii) If 2m+ 1 ≤ |β| ≤ 2m+ 2 + k, then
‖〈·〉nDβ(|v|αv)‖L2 ≤C2‖v‖αL∞‖〈·〉nDβv‖L2
+ C2(η‖v‖1,2m)2J+α‖v‖1,2m
+ C2‖v‖αL∞(η‖v‖1,2m)2J‖v‖2,|β|−1.
(2.10)
(iv) If 2m+ 3 + k ≤ |β| ≤ J , then
‖〈·〉J−|β|Dβ(|v|αv)‖L2 ≤C2‖v‖αL∞‖〈·〉J−|β|Dβv‖L2
+ C2(η‖v‖1,2m)2J+α‖v‖1,2m
+C2‖v‖αL∞(η‖v‖1,2m)2J(‖v‖2,2m+2+k + ‖v‖3,|β|−1).
(2.11)
Remark 2.4. Estimates (2.9)–(2.11) are not exactly the estimates of [5, Propo-
sition 3.1]. First, 1 + η‖v‖1,ℓ is replaced by η‖v‖1,ℓ (with ℓ = |β| − 1 in (2.9)
and ℓ = 2m in (2.10) and (2.11)). The two quantities are indeed equivalent, since
by (2.7), η‖v‖1,ℓ ≥ 1. Next, the term (η‖v‖1,2m)2J+α‖v‖2,|β|−1 in [5, formula (3.9)]
is replaced in formula (2.10) here by ‖v‖αL∞(η‖v‖1,2m)2J‖v‖2,|β|−1. This is in fact
what the proof in [5] shows, see in particular [5, formula (3.20)]. Finally, the term
(η‖v‖1,2m)2J+α(‖v‖2,2m+2+k + ‖v‖3,|β|−1) in [5, formula (3.10)] is replaced in for-
mula (2.11) here by ‖v‖αL∞(η‖v‖1,2m)2J (‖v‖2,2m+2+k + ‖v‖3,|β|−1). Again, this is
what the proof in [5] shows, see in particular [5, formulas (3.24) and (3.25)]. The
term ‖v‖αL∞ in these estimates is important in our proof of Proposition 3.2 below.
Finally, we recall the local well-posedness of (1.19) in the space X , see [4, The-
orem 1] and [5, Proposition 4.1].
Proposition 2.5. Assume (1.5)-(1.6) and let X be defined by (1.7)-(1.8). Let
α > 0 and suppose that, in addition to (1.5), n ≥ N2α . Let λ ∈ C and b ≥ 0. If
v0 ∈ X satisfies
inf
x∈RN
〈x〉n|v0(x)| > 0, (2.12)
then there exist 0 < T < 1
b
and a unique solution v ∈ C([0, T ],X ) of (1.19)
satisfying
inf
0≤t≤T
inf
x∈RN
(〈x〉n|v(t, x)|) > 0. (2.13)
Moreover, v can be extended on a maximal existence interval [0, Tmax) with 0 <
Tmax ≤ 1b to a solution v ∈ C([0, Tmax),X ) satisfying (2.13) for all 0 < T < Tmax;
and if Tmax <
1
b
, then
‖v(t)‖X +
(
inf
x∈RN
〈x〉n|v(t, x)|
)−1
−→
t↑Tmax
∞. (2.14)
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3. Estimates for (1.19)
Throughout this section, we assume (1.5)-(1.6) and we let X be defined by (1.7)-
(1.8). We derive estimates for certain solutions of (1.19). We first introduce several
indices and seminorms. Let
σ0 = 0, (3.1)
σ1 =
1
4[4J(J − 2m− 1) + 4J + (4/N) + 1](8m+ 1)2m , (3.2)
and set
σj =

(8m+ 1)jσ1, 2 ≤ j ≤ 2m
2−Nα
2 + (4J + 2α+ 1)σ2m, j = 2m+ 1
4Jσ2m(j − 2m− 1) + σ2m+1, 2m+ 2 ≤ j ≤ J.
(3.3)
It follows that
0 = σ0 < σ1 ≤ σj < σk ≤ σJ , 1 ≤ j < k ≤ J. (3.4)
Moreover, it follows from (3.3) that
σJ = [4J(J − 2m− 1) + 4J + 2α+ 1](8m+ 1)2mσ1 + 2−Nα
2
. (3.5)
We deduce from (3.5) and (3.2) that
σJ ≤ 1
2
for α ∈ [ 3
2N
,
2
N
]. (3.6)
Given 0 < T < 1
b
and v ∈ C([0, T ],X ) satisfying (2.13), we define
Φ1,T = sup
0≤t≤T
sup
0≤j≤2m
(1− bt)σj‖v‖1,j (3.7)
Φ2,T = sup
0≤t≤T
sup
2m+1≤j≤2m+2+k
(1− bt)σj‖v‖2,j (3.8)
Φ3,T = sup
0≤t≤T
sup
2m+3+k≤j≤J
(1− bt)σj‖v‖3,j (3.9)
Φ4,T = sup
0≤t≤T
(1− bt)σ1
inf
x∈RN
〈x〉n|v(t, x)| (3.10)
where the norms ‖ · ‖l,j are given by (2.4)–(2.6), and we denote
ΦT = max{Φ1,T ,Φ2,T ,Φ3,T } (3.11)
ΨT = max{ΦT ,Φ4,T }. (3.12)
From these definitions, it is easy to verify that
‖v‖L∞((0,t),X ) ≤ C3(1− bt)−σJΨT , (3.13)
‖v(t)‖ℓ,j ≤ (1− bt)−σjΨT , ℓ = 1, 2, 3 (3.14)
1
〈x〉n|v(t, x)| ≤ (1− bt)
−σ1ΨT , (3.15)
where the constant C3 ≥ 1 is independent of t ∈ [0, T ].
Lemma 3.1. Suppose ℜλ < 0 and 32N ≤ α ≤ 2N . Let K ≥ 1 and set
b0 =
16
N
(4K)
4
N
+2. (3.16)
Let b > 0, let v0 ∈ X satisfy (2.12), and let v ∈ C([0, Tmax),X ) be the solution
of (1.19) given by Proposition 2.5. If v satisfies
sup
0≤t≤T
Ψt ≤ 4K, (3.17)
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for some 0 < T < Tmax and if b ≥ b0, then
‖v(t)‖αL∞ ≤
b(2−Nα)
2α|ℜλ|
(1− bt) 2−Nα2
1− (1− bt) 2−Nα2
, (3.18)
for all 0 < t ≤ T .
Proof. Multiplying (1.19) by v, taking the real part and using that |v| > 0 on
[0, Tmax)× RN by Proposition 2.5, we obtain
∂t|v| = L+ ℜλ(1− bt)−
4−Nα
2 |v|α+1 (3.19)
where
L(t, x) = −ℑ(v∆v)|v| ; (3.20)
and so
− 1
α
∂t(|v|−α) = |v|−α−1L+ ℜλ(1− bt)−
4−Nα
2 . (3.21)
Integrating (3.21) in t, we obtain
1
|v(t, x)|α =
1
|v0(x)|α +
2α|ℜλ|
(2−Nα)b [(1− bt)
− 2−Nα2 − 1]
− α
∫ t
0
|v(s, x)|−α−1L(s, x) ds
so that
|v(t, x)|α = |v0(x)|
α
1 + f(t, x) + 2α|ℜλ|(2−Nα)b |v0(x)|α[(1− bt)−
2−Nα
2 − 1]
(3.22)
where
f(t, x) = −α
∫ t
0
|v0(x)|α|v(s, x)|−α−1L(s, x) ds. (3.23)
It follows from the definitions of ΨT and L(t, x) that, for any 0 ≤ s ≤ t ≤ T
|v0(x)|α|v(s, x)|−α−1|L(s, x)| ≤ (〈x〉n|v0|)α(〈x〉n|v|)−α−1(〈x〉n|∆v|)
≤ (4K)2α+2(1− bs)−(α+1)σ1−σ2
≤ (4K)2α+2(1− bs)−σ3
(3.24)
where in the last inequality we used
(α+ 1)σ1 + σ2 ≤ (α+ 2)σ2 ≤ 4σ2 ≤ σ3
by (3.3). Using σ3 ≤ σJ ≤ 12 (see (3.6)), we obtain
|f(t, x)| ≤ α
∫ t
0
(4K)2α+2(1 − bs)− 12 ds ≤ 2α(4K)
2α+2
b
. (3.25)
We deduce from (3.25) and (3.16) that
3
2
≥ 1 + f(t, x) ≥ 1
2
, (3.26)
for b ≥ b0, 0 ≤ t ≤ T and x ∈ RN . In particular, 1 + f ≥ 0 and estimate (3.18)
follows. 
Proposition 3.2. Suppose ℜλ < 0. Given K ≥ 1, let α1 ∈ (max{ 32N , 2N+1}, 2N )
be given by
12C1C2(4K)
4J+1|λ|
σ1|ℜλ|
( 2
α1
−N
)
= 1, (3.27)
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and let
b1 = max
{16
N
(4K)
4
N
+2, 8C3,
32(4K)4J+4|λ|C1C2
σ1
,
2
4
N
+3α(4K)2
3
1
N − 1
}
, (3.28)
where σ1 is given by (3.2), C1 by Proposition 2.2, C2 by Proposition 2.3, and C3
by (3.13). If v0 ∈ X satisfies (1.10), then for every α ∈ [α1, 2N ) and b ≥ b1,
the corresponding solution v ∈ C([0, Tmax),X ) of (1.19) given by Proposition 2.5
satisfies Tmax =
1
b
and
sup
0≤T< 1
b
ΨT ≤ 4K. (3.29)
Proof. We set
T ⋆ = sup{0 ≤ T < Tmax; ΨT ≤ 4K}. (3.30)
Since Ψ0 ≤ K and v ∈ C([0, Tmax),X ), we see that 0 < T ⋆ ≤ Tmax. We claim that
if α ∈ [α1, 2N ) and b ≥ b1, then
T ⋆ = Tmax. (3.31)
We note that, since α ≥ α1 ≥ 2N+1 , the second condition in (1.5) implies that n >
max{N2 +1, N2α}, so that we may apply Propositions 2.3 and 2.5. Assuming (3.31),
it follows from (3.13), (3.15) and (3.30) that for any t ∈ [0, Tmax)
‖v(t)‖X +
(
inf
x∈RN
〈x〉n|v(t, x)|
)−1
≤ CK(1− bt)−σJ . (3.32)
If Tmax <
1
b
, then we deduce from (3.32) that
sup
0≤t<Tmax
(
‖v(t)‖X +
(
inf
x∈RN
〈x〉n|v(t, x)|
)−1)
<∞,
which contradicts the blowup alternative (2.14). Therefore, we have T ⋆ = Tmax =
1
b
and (3.29) follows.
Now we prove the claim (3.31). We assume by contradiction that
T ⋆ < Tmax, (3.33)
then by the definition of T ⋆, we have
ΨT⋆ = 4K. (3.34)
It follows from (3.13), (3.34) and (3.6) that∫ T⋆
0
‖v(s)‖X ds ≤ 4KC3
∫ T⋆
0
(1− bs)−σJ ds ≤ 8KC3
b
. (3.35)
Using also (1.10) and (3.28), we see that
‖v0‖X +
∫ T⋆
0
‖v(s)‖X ds ≤ 2K. (3.36)
Next, we set
η(t) = 4K(1− bt)−σ1 , (3.37)
so that (by definition of Φ4,T⋆)
inf
0≤t≤T⋆
{
η(t) inf
x∈RN
〈x〉n|v(t, x)|
}
≥ 1. (3.38)
If 2 ≤ |β| ≤ 2m, we deduce from (3.37), (3.14) and (3.34) that
(η‖v‖1,|β|−1)2|β|‖v‖1,|β|−1
≤ (4K(1− bt)−σ14K(1− bt)−σ|β|−1)2|β|4K(1− bt)−σ|β|−1
≤ (4K)4|β|+1(1− bt)−(σ1+σ|β|−1)2|β|−σ|β|−1
≤ (4K)8m+1(1− bt)−σ|β| ,
(3.39)
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since (σ1 + σ|β|−1)2|β|+ σ|β|−1 ≤ (8m+ 1)σ|β|−1 = σ|β| by (3.3). Similarly,
(η‖v‖1,2m)2J+α‖v‖1,2m ≤ (4K)4J+2α+1(1− bt)−(2J+α)(σ1+σ2m)−σ2m
≤ (4K)4J+2α+1(1− bt)−(4J+2α+1)σ2m
= (4K)4J+2α+1(1− bt) 2−Nα2 −σ2m+1 ,
(3.40)
where the last equality follows from the definition of σ2m+1 by (3.3). As well, if
2m+ 2 ≤ |β| ≤ J and ℓ ∈ {2, 3}, then
(η‖v‖1,2m)2J‖v‖ℓ,|β|−1 ≤ (4K)4J+1(1 − bt)−2J(σ1+σ2m)−σ|β|−1
≤ (4K)4J+1(1 − bt)−4Jσ2m−σ|β|−1
= (4K)4J+1(1 − bt)−σ|β|
(3.41)
where we used 2J(σ1 + σ2m) + σ|β|−1 ≤ 4Jσ2m + σ|β|−1 = σ|β| by (3.3).
Since ‖v‖L∞ ≤ 4K by (3.14), it follows from (1.21) that, given any σ > 0 and
0 ≤ t < 1
b
,∫ t
0
(1− bs)− 4−Nα2 −σ‖v(s)‖αL∞ds ≤
2(4K)α
b(2−Nα+ 2σ) (1− bt)
− 2−Nα2 −σ
≤ (4K)
α
bσ
(1 − bt)− 2−Nα2 −σ.
Let 0 < t′ < 1
b
be defined by (1 − bt′) 2−Nα2 = 12 , i.e. (1− bt′) = 2−
2
2−Nα . It follows
from the above inequality that if 0 ≤ t ≤ t′, then∫ t
0
(1− bs)− 4−Nα2 −σ‖v(s)‖αL∞ds ≤
2(4K)α
bσ
(1− bt)−σ. (3.42)
Moreover, if b ≥ b0 and t′ ≤ t < T ⋆, then it follows from (3.18) and (1.21) that∫ t
t′
(1− bs)− 4−Nα2 −σ‖v(s)‖αL∞ds ≤
b(2−Nα)
2α|ℜλ|
∫ t
t′
(1 − bs)−1−σ
1− (1− bs) 2−Nα2
≤ 2−Nα
σα|ℜλ| (1− bt)
−σ.
(3.43)
Using
∫ t
0 =
∫ t′
0 +
∫ t
t′
if t′ < t < T ⋆, we deduce from (3.42) and (3.43) that for all
b ≥ b0 and all 0 ≤ t < T ⋆,∫ t
0
(1− bs)− 4−Nα2 −σ‖v(s)‖αL∞ds ≤
(2(4K)α
bσ
+
2−Nα
σα|ℜλ|
)
(1− bt)−σ. (3.44)
Now, we are ready to estimate ΨT⋆ and the process is divided into four steps. We
first estimate ‖〈x〉nv‖L∞ . Since ℜλ < 0, it follows from (3.19) and (3.20) that
∂t|v| ≤ |L| ≤ |∆v|,
so that
〈x〉n|v(t)| − 〈x〉n|v0| ≤
∫ t
0
〈x〉n|∆v| ds ≤
∫ t
0
‖v‖X ds ≤ 8KC3
b
,
where we used (3.35) in the last inequality. Since 〈x〉n|v0| ≤ K, we deduce that if
b ≥ b1 with b1 given by (3.28), then
‖〈x〉nv‖L∞ ≤ 2K. (3.45)
We next estimate ‖〈x〉nDβv‖L∞ for 1 ≤ |β| ≤ 2m. Applying (2.2) and (3.36), we
obtain
‖〈x〉nDβv‖L∞ ≤ 2K + |λ|C1
∫ t
0
(1− bs)− 4−Nα2 ‖〈x〉nDβ(|v|αv)‖L∞ds. (3.46)
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Using (3.38), (2.8)-(2.9), (3.14) and (3.39) and setting κ = 0 if |β| = 1 and κ(β) = 1
if |β| ≥ 2, we see that
‖〈·〉nDβ(|v|αv)‖L∞ ≤C2‖v‖αL∞‖〈·〉nDβv‖L∞
+ κC2‖v‖αL∞(η‖v‖1,|β|−1)2|β|‖v‖1,|β|−1
≤2C2(4K)8m+1‖v‖αL∞(1− bs)−σ|β| .
(3.47)
Applying now (3.44) and using σ|β| ≥ σ1, we deduce from (3.46)-(3.47) that
‖〈x〉nDβv‖L∞ ≤ 2K + 2(4K)8m+1|λ|C1C2
(2(4K)α
bσ1
+
2−Nα
σ1α|ℜλ|
)
(1 − bt)−σ|β| .
It follows, using also (3.27), (3.28) and (3.45), that
Φ1,T⋆ ≤ 3K. (3.48)
We next estimate similarly ‖〈x〉nDβv‖L2 for 2m + 1 ≤ |β| ≤ 2m + 2 + k. It
follows from (2.3) (with µ = 0) and (3.36) that
‖〈x〉nDβv‖L2 ≤ 2K + C1|λ|
∫ t
0
(1− bs)− 4−Nα2 ‖〈x〉nDβ(|v|αv)‖L2 ds.
Using (2.10), (3.34), (3.40) and (3.41), we see that
‖〈x〉nDβ(|v|αv)‖L2 ≤C2(4K)(1− bs)−σ|β|‖v‖αL∞
+ C2(4K)
4J+2α+1(1− bs) 2−Nα2 −σ2m+1
+ C2(4K)
4J+1(1 − bs)−σ|β|‖v‖αL∞ ,
so that
‖〈x〉nDβv‖L2 ≤2K + C1C2(4K)4J+2α+1|λ|
∫ t
0
(1− bs)−1−σ2m+1ds
+ C1C2(4K)
4J+2|λ|
∫ t
0
(1− bs)− 4−Nα2 −σ|β|‖v‖αL∞ds.
Applying (1.21) and (3.44) to estimate the integrals, we obtain
‖〈x〉nDβv‖L2 ≤2K +
C1C2(4K)
4J+2α+1|λ|
bσ2m+1
(1− bt)−σ2m+1
+C1C2(4K)
4J+2|λ|
(2(4K)α
bσ|β|
+
2−Nα
σ|β|α|ℜλ|
)
(1− bt)−σ|β| .
(3.49)
Using σ1 ≤ σ2m+1 ≤ σ|β|, it follows that
‖〈x〉nDβv‖L2 ≤2K +
C1C2(4K)
4J+2α+1|λ|
bσ1
(1− bt)−σ|β|
+C1C2(4K)
4J+2|λ|
(2(4K)α
bσ1
+
2−Nα
σ1α|ℜλ|
)
(1 − bt)−σ|β| .
Using also (3.27) and (3.28), we conclude that
Φ2,T⋆ ≤ 3K. (3.50)
Now we estimate ‖〈x〉J−|β|Dβv‖L2 for 2m+k+3 ≤ |β| ≤ J . It follows from (2.3)
(with µ = n+ |β| − J , ν = k + 1) and (3.36) that
‖〈x〉J−|β|Dβv‖L2 ≤ 2K + C1|λ|
∫ t
0
‖〈x〉J−|β|Dβ(|v|αv)‖L2ds.
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Using (2.11), (3.34), (3.40) and (3.41), we see that
‖〈x〉J−|β|Dβ(|v|αv)‖L2 ≤C2(4K)(1− bs)−σ|β|‖v‖αL∞
+ C2(4K)
4J+2α+1(1− bs) 2−Nα2 −σ2m+1
+ 2C2(4K)
4J+1(1 − bs)−σ|β|‖v‖αL∞ ,
so that
‖〈x〉J−|β|Dβv‖L2 ≤2K + C1C2(4K)4J+2α+1|λ|
∫ t
0
(1 − bs)−1−σ2m+1ds
+ C1C2(4K)
4J+2|λ|
∫ t
0
(1− bs)− 4−Nα2 −σ|β|‖v‖αL∞ds.
(3.51)
The right-hand side of (3.51) is similar to the right-hand side of (3.49), and we
conclude as above that
Φ3,T⋆ ≤ 3K. (3.52)
Finally, we estimate Φ4,T⋆ , we we set
w(t, x) = 〈x〉n|v(t, x)|.
Multiplying (3.21) by 〈x〉−nα and integrating in t, we obtain
1
|w(t, x)|α =
1
|w(0, x)|α + α|ℜλ|
∫ t
0
〈x〉−nα(1− bs)− 4−Nα2 ds
− α
∫ t
0
|w(s, x)|−α−1〈x〉nL(s, x) ds.
Applying (3.34), we see that 〈x〉n|L| ≤ 〈x〉n|∆v| ≤ 4K(1− bs)−σ2 , and |w|−α−1 ≤
(4K)α+1(1− bs)−(α+1)σ1 . Since (α+ 1)σ1 + σ2 ≤ σ3 by (3.3), we deduce that
1
|w(t, x)|α ≤ K
α + α|ℜλ|
∫ t
0
(1− bs)− 4−Nα2 ds+ α(4K)α+2
∫ t
0
(1− bs)−σ3ds.
Since − 4−Nα2 = −1 − ασ1 + (ασ1 − 2−Nα2 ), and since by (3.27) ασ1 ≥ 2−Nα2 , we
see that − 4−Nα2 ≥ −1− ασ1; and so, using (1.21) and σ3 ≤ σJ ≤ 12 ,
1
|w(t, x)|α ≤ K
α + α|ℜλ|
∫ t
0
(1− bs)−1−ασ1 ds+ α(4K)α+2
∫ t
0
(1− bs)−σ3ds
≤ Kα + |ℜλ|
bσ1
(1− bt)−ασ1 + 2α(4K)
α+2
b
.
It follows that
Φα4,T⋆ ≤ Kα +
|ℜλ|
bσ1
+
2α(4K)α+2
b
.
Using (3.28), we deduce that for b ≥ b1,
Φα4,T⋆ ≤ 3
1
NKα ≤ (3K)α, (3.53)
since α ≥ 1
N
. Estimates (3.48), (3.50), (3.52) and (3.53) yield ΨT⋆ ≤ 3K, which
leads to a contradiction with (3.34). This completes the proof. 
4. Asymptotics for (1.19)
Throughout this section, we assume (1.5)-(1.6) and we let X be defined by (1.7)-
(1.8). We describe the asymptotic behavior as t → 1
b
of the solutions of (1.19)
given by Proposition 3.2. More precisely, we have the following result.
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Proposition 4.1. Suppose ℜλ < 0. Let K ≥ 1, let α1 ∈ (0, 2N ) be given by (3.27)
and let b1 > 0 be given by (3.28). Let v0 ∈ X satisfy (1.10), and let v ∈ C([0, 1b ),X )
be the solution of (1.19) given by Proposition 3.2. There exist f0, ω0 ∈ L∞(RN ),
with f0 real-valued, ‖f0‖L∞ ≤ 12 , and 〈·〉nω0 ∈ L∞(RN ), such that
‖〈·〉n(v(t) − ω0ψ(t)eiθ(t))‖L∞ ≤ C(1− bt) 12 (4.1)
for all t ∈ [0, 1
b
), where
ψ(t, x) =
( 1 + f0(x)
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|α[(1− bt)−
2−Nα
2 − 1]
) 1
α
(4.2)
and
θ(t, x) =
ℑλ
ℜλ log(ψ(t, x)). (4.3)
Moreover,
|ω0|α = |v0|
α
1 + f0
, (4.4)
so that 23 |v0|α ≤ |ω0|α ≤ 2|v0|α. In addition,
(1− bt)− 2−Nα2 ‖v(t)‖αL∞ −→
t↑ 1
b
b(2−Nα)
2α|ℜλ| , (4.5)
and
(1− bt)( 1α−N2 )(1− N2n ) . ‖v(t)‖L2 . (1 − bt)(
1
α
−N2 )(1−
N
2n ) (4.6)
as t→ 1
b
, where n is given by (1.5).
Proof. We let f be defined by (3.23). It follows from (3.24) that f(t, ·) is convergent
in L∞(RN ) as t ↑ 1
b
. Then f can be extended to a continuous function [0, 1
b
] →
L∞(RN ) and we set
f0(x) = f
(1
b
, x
)
= −α
∫ 1
b
0
|v0(x)|α|v(s, x)|−α−1L(s, x) ds.
By using (3.24), (3.25), (3.16) and σ3 ≤ σJ ≤ 12 (see (3.6)), we have for all 0 ≤ t ≤ 1b
‖f(t)− f0‖L∞ ≤ 1
4
(1− bt)1−σ3 , (4.7)
‖f(t)‖L∞ ≤ 1
4
. (4.8)
In particular, 1 + f0 > 0, so that by (4.2),
0 < ψ(t, x) ≤ 1 (4.9)
for all 0 ≤ t < 1
b
and x ∈ RN . Moreover, it follows from (4.8) that∥∥∥ 1
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|α[(1 − bt)−
2−Nα
2 − 1]
∥∥∥
L∞
≤ 2 (4.10)
for all 0 ≤ t < 1
b
. We set
v˜(t, x) =
( |v0(x)|α
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|α[(1 − bt)−
2−Nα
2 − 1]
) 1
α
. (4.11)
It follows from (1.10) and (4.10) that
‖〈x〉nv˜(t)‖L∞ ≤ 2 1αK,
and we deduce from (3.22), (4.7) and (4.10) that
‖〈·〉nα(|v(t, ·)|α − v˜(t, ·)α)‖L∞ ≤ ‖〈·〉nv0‖αL∞(1− bt)1−σ3 ≤ Kα(1 − bt)1−σ3 (4.12)
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for all 0 ≤ t < 1
b
. Next, we introduce the decomposition
v(t, x) = ω(t, x)ψ(t, x)eiθ(t,x), (4.13)
where ψ(t, x) and θ(t, x) are defined by (4.2) and (4.3) respectively. Differentiat-
ing (4.13) with respect to t, we obtain
∂tω =
e−iθ
ψ
∂tv − ω∂tψ
ψ
− iω∂tθ. (4.14)
On the other hand, it follows easily from (4.2), (4.3) and (4.11) that
∂tψ
ψ
= ℜλ(1 − bt)− 4−Nα2 v˜α,
∂tθ = ℑλ(1 − bt)−
4−Nα
2 v˜α.
Therefore, we deduce from (4.14), (4.13) and (1.19) that
∂tω =
e−iθ
ψ
∂tv − ω(1− bt)−
4−Nα
2 λv˜α
=
e−iθ
ψ
(∂tv − λ(1 − bt)−
4−Nα
2 v˜αv)
=
e−iθ
ψ
(i∆v + λ(1 − bt)− 4−Nα2 (|v|α − v˜α)v).
(4.15)
Next, it follows from (4.2) and the property 1 + f0 ≥ 12 that
ψ(t, x)−α ≤ 1 + 2α|ℜλ|
b(2−Nα) |v0(x)|
α(1− bt)− 2−Nα2 . (4.16)
Moreover, we deduce from (3.18) that if t′ ≤ t < 1
b
where t′ ∈ (0, 1
b
) is defined by
(1− bt′) 2−Nα2 = 12 , then
|v(t, x)|α ≤ b(2−Nα)
α|ℜλ| (1 − bt)
2−Nα
2 ,
hence
(1− bt)− 2−Nα2 ≤ b(2−Nα)
α|ℜλ| |v(t, x)|
−α.
Therefore, it follows from (4.16) that ψ(t, x)−α ≤ 1 + 2|v0(x)|α|v(t, x)|−α. Apply-
ing (3.15), (1.10) and (3.29), we conclude that
ψ(t, x)−α ≤ C(1 − bt)−ασ1 (4.17)
for t′ ≤ t < 1
b
. It follows from (4.15) and (4.17) that
‖〈·〉n∂tω‖L∞
≤ C(1−bt)−σ1 [‖〈·〉n∆v‖L∞ + (1− bt)−
4−Nα
2 ‖|v|α − v˜α‖L∞‖〈·〉nv‖L∞ ].
Since ‖〈·〉n∆v‖L∞ ≤ 4K(1 − bt)−σ2 and ‖〈·〉nv‖L∞ ≤ 4K by (3.29), we deduce
using (4.12) that
‖〈·〉n∂tω‖L∞ ≤ C(1−bt)−σ1
[
(1−bt)−σ2+(1−bt)−2−Nα2 −σ3
]
≤ C(1−bt)− 12 , (4.18)
where we used σ1 + σ2 ≤ σ1 + 2−Nα2 + σ3 ≤ σJ ≤ 12 by (3.3) and (3.6). It follows
from (4.18) that if t′ ≤ t < s < 1
b
, then
‖〈·〉n(ω(t)− ω(s))‖L∞ ≤ C(1− bt) 12 ,
so that there exists ω0 such that 〈x〉nω0 ∈ L∞(RN ) and
‖〈·〉n(ω(t)− ω0)‖L∞ ≤ C(1 − bt) 12 (4.19)
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for all t′ ≤ t < 1
b
. Using (4.13), (4.9) and (4.19), we obtain
‖〈·〉n(v(t) − ω0ψ(t)eiθ(t))‖L∞ ≤ ‖〈·〉n(ω(t)− ω0)‖L∞‖ψ‖L∞ ≤ C(1 − bt) 12 ,
which proves (4.1).
Next, we prove (4.4). It follows from (4.1) (recall that 0 ≤ ψ ≤ 1) that
‖ |v(t)| − |ω0|ψ(t)‖L∞ ≤ C(1 − bt) 12 .
Using the elementary inequalities |xα − yα| ≤ |x − y|α if α ≤ 1 and |xα − yα| ≤
α(xα−1 + yα−1)|x− y| if α ≥ 1, and the boundedness of ‖〈·〉nv‖L∞ , we deduce that
‖ |v(t, ·)|α − (|ω0|ψ(t))α‖L∞ ≤ C((1 − bt) 12 + (1 − bt)α2 )
Moreover, it follows from (4.12) and σ3 ≤ 12 that
‖ |v(t, ·)|α − v˜(t, ·)α‖L∞ ≤ Kα(1− bt) 12 .
Thus we see that
‖v˜(t, ·)α − (|ω0|ψ(t))α‖L∞ ≤ C(1 − bt)
ρ
2 ,
where ρ = min{α, 1}. Using the explicit expressions (4.2) and (4.11), we obtain
| |v0(x)|α − (1 + f0(x))|ω0(x)|α|
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|α[(1 − bt)−
2−Nα
2 − 1]
≤ C(1− bt) ρ2 .
For 12b ≤ t < 1b , we have
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|
α[(1− bt)− 2−Nα2 − 1] ≤ C(1− bt)− 2−Nα2 ,
so that
| |v0(x)|α − (1 + f0(x))|ω0(x)|α| ≤ C(1− bt)
ρ
2−
2−Nα
2 .
since α > min{ 1
N
, 2
N+1} by (3.27), we see that ρ2 − 2−Nα2 > 0. Letting t ↑ 1b in the
above inequality, we obtain (4.4).
Now, we prove (4.5). Set
Z(t, x) = (1− bt)− 2−Nα2 |ω0(x)ψ(t, w)eiθ(t,x)|α = (1 − bt)−
2−Nα
2 |ω0(x)ψ(t, w)|α.
It follows from (4.2) and (4.4) that
Z(t, x) =
|v0(x)|α(1− bt)− 2−Nα2
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|α[(1 − bt)−
2−Nα
2 − 1]
.
Since 1 + f0 ≥ 0 by (4.8), we obtain
Z(t, x) ≤ b(2−Nα)
2α|ℜλ|
1
1− (1 − bt) 2−Nα2
so that
lim sup
t↑ 1
b
‖Z(t)‖L∞ ≤ b(2−Nα)
2α|ℜλ| .
Moreover, 1 + f0 ≤ 2, so that
Z(t, 0) ≥ |v0(0)|
α(1− bt)− 2−Nα2
2 + 2α|ℜλ|
b(2−Nα) |v0(0)|α[(1− bt)−
2−Nα
2 − 1]
Since |v0(0)| > 0 by (1.10), we deduce that
lim inf
t↑ 1
b
‖Z(t)‖L∞ ≥ b(2−Nα)
2α|ℜλ| .
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Thus we see that ‖Z(t)‖L∞ → b(2−Nα)2α|ℜλ| as t ↑ 1b . On the other hand, it follows
from (4.12) and (4.4) that
|(1− bt)− 2−Nα2 ‖v(t)‖αL∞ − ‖Z(t)‖L∞| ≤ Kα(1− bt)
Nα
2 −σ3 .
Since Nα2 ≥ 12 > σ3, (4.5) follows.
Finally, we prove (4.6). It follows from (4.2) and (4.4) that
|ω0(x)|2ψ(t, x)2 =
( |v0(x)|α
1 + f0(x) +
2α|ℜλ|
b(2−Nα) |v0(x)|α[(1 − bt)−
2−Nα
2 − 1]
) 2
α
.
Recall that 12 ≤ 1 + f0 ≤ 32 and 1K 〈x〉−n ≤ |v0(x)| ≤ K〈x〉−n. Therefore, for
1
2b ≤ t < 1b , we have
a〈x〉−2n
(1 + (1− bt)− 2−Nα2 〈x〉−nα) 2α
≤ |ω0|2ψ2 ≤ A〈x〉
−2n
(1 + (1− bt)− 2−Nα2 〈x〉−nα) 2α
, (4.20)
for some constants 0 < a ≤ A < ∞. If |x| ≥ (1 − bt)− 2−Nα2nα , then |ω0|2ψ2 & |x|−2n
by the first inequality in (4.20). Since also |ω0|2ψ2 . |x|−2n by the second inequality
in (4.20), we deduce that
a1(1 − bt)( 2α−N)(1− N2n ) ≤
∫
|x|>(1−bt)−
2−Nα
2nα
|ω0|2ψ2 ≤ A1(1− bt)( 2α−N)(1− N2n ),
for some constants 0 < a1 ≤ A1 < ∞. If |x| ≤ (1 − bt)− 2−Nα2nα , then |ω0|2ψ2 &
(1− bt) 2−Nαα by the first inequality in (4.20). Since also |ω0|2ψ2 . (1− bt) 2−Nαα by
the second inequality in (4.20), we deduce that
a2(1 − bt)( 2α−N)(1− N2n ) ≤
∫
|x|<(1−bt)−
2−Nα
2nα
|ω0|2ψ2 ≤ A2(1− bt)( 2α−N)(1− N2n ),
for some constants 0 < a2 ≤ A2 <∞. It follows that
a3(1− bt)( 1α−N2 )(1− N2n ) ≤ ‖ω0ψ(t)eiθ(t)‖L2 ≤ A3(1− bt)(
1
α
−N2 )(1−
N
2n ), (4.21)
for some constants 0 < a3 ≤ A3 < ∞. On the other hand, estimate (4.1) implies
(since n > N2 )
‖v(t)− ω0ψ(t)eiθ(t)‖L2 ≤ C(1− bt)
1
2 . (4.22)
Since α > 2
N+1 , we have( 1
α
− N
2
)(
1− N
2n
)
<
1
α
− N
2
<
1
2
and (4.6) follows from (4.21)-(4.22). 
5. Proof of Theorem 1.1
Let ℜλ < 0 and K ≥ 1, and let v0 ∈ X satisfy (1.10). Let α1 and b1 be given
by Proposition 3.2. Given α1 ≤ α < 2N and b ≥ b1, let v ∈ C([0, 1/b),X ) be the
corresponding solution of (1.19) given by Proposition 3.2. Let
u(t, x) = (1 + bt)−
N
2 ei
b|x|2
4(1+bt) v
( t
1 + bt
,
x
1 + bt
)
, t ≥ 0, x ∈ RN . (5.1)
It follows that u ∈ C([0,∞), H1(RN )) is the solution of (1.1) with the initial con-
dition u0(x) = e
i
b|x|2
4 v0(x). Since n >
N
2 , we deduce from (4.1) in Proposition 4.1
that
‖v(t, x)− ω0(x)ψ(t, x)eiθ(t,x)‖L∞∩L2 ≤ C(1 − bt)
1
2 .
This proves (1.11), while (1.16) and (1.17) follow from (4.5) and (4.6), respectively.
This completes the proof of Theorem 1.1.
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