Introduction
For various computer vision applications, background subtraction (BS) is a "quick and dirty" way of localizing moving objects. Based on the assumption that a moving object is made of colors which differ from those in the background, typical BS methods label "in motion" every pixel at time t whose color is significantly different from the ones in the background [10] . Unfortunately, a simple interframe difference with global threshold reveals itself as being sensitive to phenomena that violate the basic assumptions of BS, i.e. a rigorously fixed camera with a static noise-free background [4] . In real-life scenarios, the illumination can change (gradually or suddenly), the background may contain moving objects (waves on the water, trees shaken by the wind), the camera can jitter and so forth.
In order to deal with those challenges, numerous background models and distance measures have been proposed. Those methods are (at least in theory) more robust to background instability than the basic ones. But are they really? And if they are, how much better are they? In this paper, we review commonly-implemented BS methods which we compare on various real, synthetic and semi-synthetic sequences. In section 2, five commonly-implemented motion detection methods are described. The video dataset used to compare those methods is described in section 3 while results and conclusion are presented in sections 4 and 5.
Background Subtraction Algorithms
Although different, most BS techniques share a common framework: they make the hypothesis that the observed video sequence I is made of a fixed background B in front of which moving objects are observed. With the assumption that a moving object at time t has a color (or a color distribution) different from the one observed in B, the principle of BS methods can be summarized by the following formula:
where X t is the motion label field at time t (also called motion mask), d is a distance between I s,t the video frame at time t at pixel s and B s the background at pixel s; τ is a threshold. The main difference between most BS methods is how B is modeled and which distance metric d is being used. In the following subsections, various BS techniques are presented.
Basic Motion Detection (Basic)
The easiest way to model the background is with a grayscale/color image B. This image can be a picture taken in absence of moving objects and/or estimated via a temporal median filter [10] . In order to keep the background up to date, it can be iteratively updated as follows:
where α is an updating constant whose value ranges between 0 and 1. Foreground pixels can be detected by thresholding various distance metrics such as:
s,t |} (6) where exponents R, G and B stand for the red, green and blue channels. Note that distance d 0 operates on grayscale images.
One Gaussian (1-G)
Many authors model each background pixel with a probability density function (PDF) learned over a set of training frames. In this case, the BS problem often becomes a PDF-thresholding problem. For instance, to account for noise, some authors [9] model every background pixel with a Gaussian distribution η(µ s,t , Σ s,t ) where µ s,t and Σ s,t stand for the average background color and covariance matrix over pixel s at time t. In this context, the distance metric can be the log likelihood:
or the Mahalanobis distance:
where I s,t and µ s,t are RGB vectors and Σ s,t is a covariance matrix. To account for illumination variations, the mean and covariance of each pixel can be iteratively updated as follows:
Σs,t+1
Note that the covariance matrix can be a 3 × 3 matrix or can be assumed to be diagonal to reduce processing costs.
Gaussian Mixture Model (GMM)
To account for backgrounds containing animated textures (such as waves on the water or trees shaken by the wind), multimodal PDFs have been proposed. For instance, Stauffer and Grimson [8] model every pixel with a mixture of K Gaussians. Thus, the probability of occurrence of a color at a given pixel s is represented as:
where 
where α is a user-defined learning rate and ρ is a second learning rate defined as ρ = αη(I s,t , µ i,s,t , Σ i,s,t ).
The µ and σ parameters of unmatched distributions remain the same while their weight is reduced as follows: 
where τ is a threshold. Then, those pixels which are at more than 2.5 standard deviations away from any of those H distributions are labeled "in motion".
Kernel Density Estimation (KDE)
An unstructured approach can also be used to model a multimodal PDF. In this perspective, Elgammal et al. [5] proposed a Parzen-window estimate of every background pixel:
where K is a kernel (typically a Gaussian one) and N is the number of previous frames used to estimate P (.). When dealing with color video frames, products of onedimensional kernels can be used:
A pixel is labeled as foreground if it is unlikely to come from this distribution, i.e. 
where τ is an user-defined threshold and d µ is the mean of the largest interframe difference over pixels. Note that MinMax operates on grayscale videos only.
Video Dataset
In order to gauge performances, the five BS methods have been executed on a wide range of real, synthetic and semi-synthetic video sequences (some examples are given in figure 1). Our dataset is composed of 29 video sequences (15 real, 10 semi-synthetic and 4 synthetic). While some synthetic and semi-synthetic videos have been created by the authors, others were downloaded from the PETS2001 dataset 
Experimental Results
Since our dataset is made of videos representing different challenges, we divided those sequences into three categories: (1) the noise-free with perfectly fixed background sequences, (2) the multimodal sequences and (3) the noisy sequences. Each of these dataset is composed of real, synthetic and semi-synthetic video sequences. Those categories are used to evaluate and compare the different background models in section 4.2. In order to quantitatively evaluate each method, precision and recall average values are used [7] . Note that we use the RGB color space and a despeckle filter is applied on every motion mask in order to eliminate groups of 4-connected foreground pixels made of less than 8 pixels.
Influence of the Distance Measure
As mentioned in section 2, different distance measures can be implemented in BS methods. To quantify those distance measures, the Basic method has been executed on 15 videos taken from categories (1) and (3). Table 1 shows results obtained with a fixed precision of 0.75. A fixed precision means that every method has been tuned to produce the same amount of true positives, while the number of false positives is used to differentiate the methods. Again though, the uniform recall values underscore the fact that none of the 4 remaining distance measures outperforms the other ones. 
Evaluation of Background Models
Every background models are compared on videos taken from the three categories previously introduced. Note that distance d 2 is used for algorithm Basic, d M for 1-G, K = 3 for GMM, N = 100 and σ j is preestimated following Elgammal et al.'s method [5] for KDE, the learning rate α is fixed to 10 −3 for Basic, 1-G and GMM. Others parameters have been tuned to fix the precision value to 0.75 or 0.5.
Test 1: Evaluation on Noise-Free with Perfectly Static Background Videos
The BS algorithms presented in section 2 were executed on noise-free video sequences exhibiting a rigorously static background. A total of 15 videos (both indoor and outdoor) have been retained. Results with precision fixed to 0.75 are presented in table 2. Interestingly, the results are globally homogeneous. Algorithms Basic, 1-G and GMM are, to all practical purposes, equivalent while algorithms KDE and MinMax show less effectiveness. The Basic algorithm is thus well suited for sequences which do not contain specific difficulties. This is a rather interesting observation since the Basic approach is, by far, the fastest and simplest method of all.
Test 2: Evaluation on Multimodal Videos
The second test aims at evaluating the robustness of every BS methods to animated background textures. Here, 6 video sequences exhibiting strong background motion have been used. Results with precision fixed to 0.5 are presented in table 2.
As one would expect, the Basic and MinMax methods are strongly penalized by this test. On the other hand, results obtained with the 1-G method are surprisingly good. This can be explained by the fact that the 1-G threshold is locally weighted by a covariance matrix which compensates well some background instabilities. Thanks to their multimodal shape, the KDE and GMM methods produced the most accurate results. 
Conclusion
In this paper, we reviewed and evaluated commonlyimplemented BS algorithms. Evaluation, performed on a large video dataset made of various real, synthetic and semi-synthetic video sequences, allows us to draw two conclusions. First, no method outperforms the other ones on every video category. Consequently, the choice of a BS method shall be motivated more by the content of the scene than the model itself. For instance, when dealing with videos respecting the fundamental BS assumption (a fixed camera with a static noise-free background), a basic BS implementation is well suited and no better results can be expected by other, yet more complicated, methods. Secondly, the 1-G, GMM and KDE methods are the most reliable over noisy sequences. Thirdly, for videos containing significant background motion, methods with a global threshold (namely the Basic and MinMax methods) are significantly penalized while GMM and KDE show good robustness.
Our future work will focus on the robustness of these BS methods to bursty background motion and to corrupted training sequences. We will also compare the amount of memory and processing power those methods require.
