We present an overview of data smoothing techniques via Tikhonov regularization. The material is taken from the statistical literature and reflects the modern statistical thinking on the subject. Main topics covered include model construction, cross-validation, computation and data analytical tools.
Introduction
The method of regularization is widely used for solving ill-posed inverse problems. It is commonly attributed to Tikhonov who used it to solve integral equations in the 1940s, while similar ideas were used earlier by Whittaker (1923) for data smoothing. In this paper, we present an overview of a class of nonparametric statistical modeling tools based on the method of regularization. The line of work was pioneered by Kimeldorf and Wahba (1970a , 1970b and Good and Gaskins (1971) , and was synthesized in books by Wahba (1990) , Green and Silverman (1994) and Gu (2002) . where the first term discourages the lack of fit of η(x) to the data, the second term penalizes the roughness of η(x) and the smoothing parameter λ controls the trade-off between the two conflicting goals. The minimizer η λ of (1.1) is known as a cubic smoothing spline, also called a natural spline in the numerical analysis literature. for some ρ 0, with ρ = 0 corresponding to λ = ∞ and ρ = ∞ to λ = 0. The cubic smoothing spline of (1.1) is a particular case in univariate Gaussian regression of the general penalized likelihood method. To estimate a function of interest η on a generic domain X given stochastic data, one may use the minimizer of
General method
where L(η|data) is usually taken as the minus log likelihood of the data and J (f ) a quadratic roughness functional with a null space N J = {f : J (f ) = 0}, of finite dimension. The minimizer of (1.2) is the maximum likelihood estimate in a model space M ρ = {f : J (f ) ρ} for some ρ 0, and the smoothing parameter λ is the Lagrange multiplier, see theorem 3 in section 2.4.
Functional ANOVA decomposition
Consider a bivariate function f (x) = f (x 1 , x 2 ) on a domain X = X 1 × X 2 ; subscripts in the brackets are used in this paper to denote the coordinates of a point on a multi-dimensional domain while ordinary subscripts are reserved for multiple points. One may decompose the function through a functional ANOVA decomposition Note that the averaging operators on different axes are independent of each other. Also note that (1.3) has a one-way ANOVA on X built-in, trivially, with A = A 1 A 2 . Similar constructions in more than two dimensions are straightforward.
Selective term elimination in functional ANOVA decompositions helps to combat the curse of dimensionality in estimation and facilitates the interpretation of the analysis. For example, the so-called additive models, those containing only the main effects and no interaction, are easier to estimate and interpret than those involving interactions, especially in highdimensional problems, see, e.g., Hastie and Tibshirani (1990) .
For X 1 × X 2 discrete, f (x 1 , x 2 ) is a matrix of the so-called treatment means usually denoted by µ ij in a standard two-way ANOVA model, with (1.3) in the form of
where µ i· = j c j µ ij for j c j = 1, µ ·j = i d i µ ij for i d i = 1 and µ ·· = i,j c j d i µ ij .
Scope and outline
To some extent, this overview represents a compressed version of Gu (2002) , but with more recent developments incorporated. The emphasis is on the presentation of key ideas and results. Limited attention is paid to the accurate attribution of credit, for which one may consult Wahba (1990) and the bibliographic notes in Gu (2002) . In practical applications, the formulation of the problem is often more important than the solutions afterwards. This overview however only concerns the solutions to standard formulated problems. For an excellent exposition of the complete process from the formulation to the solution of ill-posed inverse problems, the reader is referred to O'Sullivan (1986) .
The rest of the paper is organized as follows. Model construction is discussed in section 2, concerning J (η) in (1.2), and various stochastic structures are presented in section 3, detailing L(η|data) in (1.2). The proper selection of the smoothing parameter λ is essential to successful applications of the methodology, which is the subject of section 4. Data analytical tools and computational issues are discussed in sections 5 and 6, followed by numerical illustrations in section 7. Miscellaneous remarks are collected in section 8.
Model construction
The minimization of (1.2) is implicitly in the space {f : J (f ) < ∞} or a subspace therein, and function evaluations typically appear in L(η|data). To facilitate analysis and computation, one needs a metric and a geometry in the function space and needs the evaluation functional [x]f = f (x) to be continuous.
Reproducing kernel Hilbert spaces
A reproducing kernel Hilbert space is a Hilbert space H of functions on a domain X in which the evaluation functional [x]f = f (x) is continuous, ∀x ∈ X . By the Riesz representation theorem, there exists a reproducing kernel, a non-negative definite bivariate function R(x, y) dual to the inner product ·, · in H, which satisfies R(x, ·), f (·) = f (x), ∀x ∈ X , ∀f ∈ H. A reproducing kernel Hilbert space can be generated from its reproducing kernel R, for which any non-negative definite function qualifies, as the 'column space' span{R(x, ·), x ∈ X }. A comprehensive theory of reproducing kernel Hilbert space can be found in Aronszajn (1950) .
For use in (1.2), one typically takes H = {f : J (f ) < ∞} equipped with ·, · = J (·, ·) +J (·, ·), where J (·, ·) is the semi inner product associated with the quadratic functional J andJ (·, ·) is an inner product in the null space of J, N J = {f : J (f ) = 0}. One has a tensor-sum decomposition H = N J ⊕ H J with J (·, ·) being a full inner product in H J = {f : J (f ) < ∞,J (f ) = 0}. For the purpose of computation, one needs a basis of N J and the reproducing kernel R J of H J satisfying J (R J (x, ·), f (·)) = f (x), ∀x ∈ X , ∀f ∈ H J , see section 6.1. For our purpose, model construction is effectively accomplished via the specifications of R J and N J .
Example 1 (cubic spline). With
2 dx as in (1.1), one has two common constructions with differentJ . The two constructions yield the same result for the cubic spline itself, but induce different functional ANOVA decompositions when used as marginals in tensor-product splines, see section 2.3.
One construction is based onJ
, which appears often in the numerical analysis literature. The reproducing kernel in 
, where k ν = B ν /ν! are the scaled Bernoulli polynomials. Combined with N J = {1} ⊕ {k 1 (x)}, where k 1 (x) = x−0.5, one has a one-way ANOVA decomposition η = Aη+(I −A)η = η ∅ +η 1 for Af
L-, thin-plate and spherical splines
where h(x) > 0 is a weight function, one obtains an L-spline; the specifications of L and h(x) quantify the notion of roughness through 
2 dx, where a = (1 − e −θ )/θ , so one has a cubic spline inx.
Thin-plate splines. On
The minimizer of n
is known as a thin-plate spline, see Duchon (1977) , Meinguet (1979) , and Wahba and Wendelberger (1980) . For d = 1 and m = 2, this reduces to the cubic spline of (1.1). For d > 1, the thin-plate penalty is invariant to coordinate rotations and shifts. Thin-plate splines are often used for geographic and spatial modeling where it is desirable to treat locations as inseparable entities, more on this in section 2.3. The construction of reproducing kernels for thin-plate splines is rather involved, which can be found in, e.g., Gu and Wahba (1993) and Gu (2002, section 4.4 Wahba (1981) .
Tensor-product splines
On a product domain X = X 1 × X 2 , one may construct tensor-product reproducing kernel Hilbert spaces based on marginal spaces on the marginal domains X 1 and X 2 . The construction is based on the following theorem.
To construct a reproducing kernel Hilbert space, it suffices to specify a reproducing kernel. The following example illustrates the construction.
Example 3 (tensor-product cubic spline). For X 1 = X 2 = [0, 1], the construction of example 1 can be used to build a tensor-product cubic spline. By the second construction, one has on [0, 1] H 00 ⊕ H 01 ⊕ H 1 generated from kernels
Taking tensor products, one obtains nine tensor-sum terms
The four subspaces with ν, µ = 00, 01 are of one dimension each and can be lumped together as N J . The other five subspaces can be put together as H J with the reproducing kernel R J = θ 00,1 R 00,1 + θ 1,00 R 1,00 + θ 01,1 R 01,1 + θ 1,01 R 1,01 + θ 1,1 R 1,1 , where θ ν,µ are a set of extra smoothing parameters adjusting the relative weights of the roughness of different components. The nine subspaces readily define the functional ANOVA decomposition of (1.3), with f ∅ ∈ H 00,00 , f 1 ∈ H 01,00 ⊕ H 1,00 , f 2 ∈ H 00,01 ⊕ H 00,1 and f 12 ∈ H 01,01 ⊕ H 1,01 ⊕ H 01,1 ⊕ H 1,1 . To obtain an additive model, one removes H 01,01 from N J and sets θ 1,01 = θ 01,1 = θ 1,1 = 0.
Note that the marginal domains X 1 and X 2 are generic, so they can be multi-dimensional themselves such as a plane R 2 or a sphere S. Constructions with more than two marginals can be done recursively.
For the estimation of functions that depend on geographic locations and other variables, one may use thin-plate spline or spherical spline constructions on the geographic marginal domain in tensor-product splines. In applications where latitude and longitude bear physical meanings beyond mere mathematical coordinates, however, one should enter them as separate marginal domains in a tensor-product construction.
Functional analytical properties

Consider the minimization of
The theorem is taken from Gu and Qiu (1993) .
Theorem 3 (penalized and constrained optimization). Suppose L(f ) is continuous, convex and Fréchet differentiable in
The theorem is taken from Gu (2002, section 2.6.2), where λ ρ ∝ ρ −1 is also quantified.
Stochastic structures
2 as in (1.1). With data from other stochastic structures, other choices of L(η|data) are needed.
Regression with correlated data
This reduces to a weighted least squares n
. . , w n } with w i known and to the ordinary least squares of (1.1) when W = I .
Time series models.
To model serial correlations, one often uses stationary time series models. As an example, consider a first-order auto-regressive (AR(1)) model for
2 ) independent and |γ | < 1. It follows that
and W is tridiagonal. Note that W depends on the unknown parameter γ , which needs to be estimated. For more general models such as the ARMA(p, q) model, W is more involved, though it depends only on a fixed number of correlation parameters γ , say. To preserve model identifiability under serial correlation, x i should not be a 'function' of i, such as x i = i/n, see related discussion in section 8.
Mixed-effect models.
To model group correlations such as those found in longitudinal data (i.e., multiple readings over time from the same subjects), one often uses mixed-effect models with errors of the structure i = z 
As an alternative to (3.1) for p n, Gu and Ma (2005) proposed to estimate η(x) and b jointly via the minimization of
where all or part of needs to be selected along with the smoothing parameter λ. The technique was used by Ma et al (2007) to obtain the images of neighborhoods of the Earth's core-mantle boundary from seismic data.
Obviously, η(x i ) and z T i b are not identifiable, though η(x) and b might be.
Non-Gaussian regression
The signal-plus-noise model Y i = η(x i ) + i is usually appropriate when Y i are measurements. For other types of data such as yes-no's or counts, one needs alternative models for the stochastic structure of the data. Consider the so-called exponential family distributions with densities of the form
where a > 0, b and c are known functions, η is the parameter of interest and φ is either known or considered as a nuisance parameter; the normal distribution
where c(y, φ) is dropped as it does not depend on η and a(φ) is absorbed into λ.
Logistic regression with binary data. For Y binary with
, the log odds ratio η = log{p/(1 − p)}, or the logit, is unrestricted on R; p = e η /(1 + e η ). One has f (y|η) = p y (1 − p) 1−y = exp{yη − log(1 + e η )}. A logistic regression can be performed through the minimization of
A logistic regression is sometimes a better alternative to a classification rule as it provides more information, but only when the two classes are nowhere well separated; note that the logit maps p = 0, 1 into η = −∞, ∞.
Poisson regression with count data. For
where η is the log intensity,
A slight variation of this can be used for disease mapping, with the disease count Y i ∼ Poisson(δ i e η(x i ) ) for δ i the population size and e η(x i ) the disease rate as a function of geographic location and social-economical factors.
Density and hazard estimation
3.3.1. Density estimation with distributional data. Let X i be independent samples from a probability density f (x) on a domain X . One is to estimate f (x) from X i .
Assume a bounded domain X and write f (x) = e η(x) X e η(x) dx; this ensures that f (x) > 0, X f (x) dx = 1 and a proper uniform distribution at η = 0. For a one-to-one mapping f (x) ↔ η(x), one may set η ∅ = 0 in a one-way ANOVA decomposition η = η ∅ + η 1 . The estimation of f (x) can then be performed via the minimization of
On product domains, one may incorporate (conditional) independence structures via the selective elimination of ANOVA terms.
Hazard estimation with lifetime data.
Let T be the lifetime of an item, Z be the left-truncation time at which the item enters surveillance, and C be the right-censoring time beyond which the item is dropped from surveillance. Observing
, and U i a covariate, one is to estimate the hazard function e η(t,u) = −∂ log S(t, u)/∂t, where S(t, u) = P (T > t|U = u). The estimation of η(t, u) can be performed via the minimization of
, the ANOVA decomposition of (1.3) in alternative but obvious notation, one gets a so-called proportional hazard model. Note that u can be multivariate, and in that case further structures are possible.
Asymptotic convergence
Inaccuracy in statistical estimation comes from two sources: (i) model misspecification, or 'bias' and (ii) random fluctuation due to stochastic data or 'variance'. The more flexible the model is (more parameters, less bias), the more loose ends to tie (less data per parameter, more variance), so one needs to strike a proper balance. For models of the form M ρ = {η : J (η) ρ}, as the sample size n → ∞, one may achieve the optimal bias-variance trade-off by letting ρ → ∞ or, equivalently, by letting the Lagrange multiplier λ → 0. Convergence rates help to quantify such a mechanism.
Convergence rates are available for (3.1) with W = I , (3.3), (3.4) and (3.5); in fact, (3.1) with W = I is a special case of (3.3). Naturally, the estimation error is measured differently in different settings, though the convergence rates share much in common.
Loss functions.
Let η be the true function andη the estimate. We now specify the loss functions used to measure the estimation error in (3.1) with W = I and in (3.4). Similar losses for (3.3) and (3.5) are a bit more involved to derive.
For (3.1) with W = I , a natural loss is n
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For (3.4), a natural loss is the Kullback-Leibler discrepancy
Convergence rates.
The asymptotic analysis is based on an eigenvalue analysis of J (g) with respect to V (g). Under conditions, as n → ∞ and λ → 0, one has
where r characterizes the growth rate of the eigenvalues of J with respect to V and p ∈ [1, 2] depending on the smoothness of η; X = O p (Y ) means P (|X| > KY ) → 0 for some constant K < ∞. The optimal rate is achieved at λ n −r/(pr+1) . The result holds true for all the settings mentioned above, but the conditions vary from setting to setting just as the definition of V does. It is assumed that J (η) < ∞.
For the cubic spline of example 1, r = 4, p = 1 if η (x) is 'barely' square integrable, and p = 2 if η (4) (x) is square integrable. For the tensor-product cubic spline of example 3, 4 − < r < 4, ∀ > 0.
Smoothing parameter selection
The convergence rates confirm that the method is capable of delivering good results, but in practical applications the smoothing parameter λ and the likes of θ in examples 2 and 3 will have to be selected numerically. The true η is unknown in practice, so the selection methods need to be based on the available data.
Cross-validation and variants
We present methods developed for (3.1), (3.2) and (3.4); those developed for (3.3) and (3.5) are more involved.
Least-squares regression. Consider
e., (3.1) with W = I , and its delete-one version, n
2 + λJ (η); denote their minimizers as η λ and η
It can be shown thatŶ = A(λ)Y, where A(λ) is a so-called smoothing matrix depending on λ, and
2 . An invariance argument suggests the replacement of a i,i by their average value tr A(λ)/n, yielding the generalized cross-validation score of Craven and Wahba (1979) ,
(4.1)
The argument λ includes the likes of θ in examples 2 and 3 when they are present. For W = I in (3.1) but known, (4.1) can be easily adapted.
In the setting of (3.2), defineŶ i =η(x i ) + z Han and Gu (2006) proposed to select (λ, γ ) that minimize
For W = I , this reduces to log{Y
, offering an alternative to (4.1); (4.1) and (4.2) are both closely related to C p of Mallows (1973).
Density estimation.
Denote by η λ the minimizer of (3.4) and recall KL(η, η λ ) from (3.6). Dropping terms that do not involve η λ , one has the relative Kullback-Leibler,
where the first term is readily computable but the second term needs estimation. Let η
λ be the minimizer of the delete-one version of (3.4),
λ (X i ) and select λ that minimizes
Optimality of cross-validation
Cross-validation is intuitively attractive, but it is not self-evident to be any good when put to use. To assess the effectiveness of the selection methods, one has theoretical results in the settings of Gaussian regression confirmed by empirical studies and purely empirical studies elsewhere. Consider the minimizer η λ of n
The minimizer λ o of L(λ) represents the best one can do given the data, though it is out of reach as η is unknown, but one may try to come close to its performance in practice.
For V (λ) given in (4.1), under regularity conditions, it can be shown that
as n → ∞ and λ → 0 at a proper rate;
, establishing the optimality of (4.1), see Li (1986) . Results similar to (4.4) hold for the use of (4.1) in the setting of (3.2) (Gu and Ma 2005 ) and for the use of (4.2) for regression under serial correlation (Han and Gu 2006) , with different definitions of L(λ) that are appropriate in the respective settings.
The theoretical analysis of (4.3), and those of similar cross-validation scores derived for use in (3.3) and (3.5), is lacking. Nevertheless, empirical studies do confirm their practical performances similar to those of (4.1) and (4.2).
Restricted maximum likelihood
Using the Bayes model associated with (3.1) in which η(x) is treated as an unobserved 'latent' stochastic process, to be discussed in section 5.1, one can derive the marginal likelihood of Y i with λ as part of the parameters. The likelihood is of the same structure as those seen in standard linear mixed-effect models, for which the so-called restricted maximum likelihood (REML) is the standard method for parameter estimation.
REML would be appropriate if η(x) were indeed a realization of a stochastic process, but is theoretically unjustified in settings where η(x) is taken as a fixed smooth function. In least-squares regression settings with p > 1 in (3.7), Wahba (1985) showed how REML would deliver sub-optimal performance. REML however remains the method of choice by many in more complex settings, partly due to its 'universal' applicability since likelihood derivation is a routine exercise. See, e.g., Wang (1998a Wang ( , 1998b for its use in regression with correlated errors.
In empirical studies, REML demonstrated performances comparable to cross-validation for n small to moderate, but the sub-optimal performance predicted by the analysis of Wahba (1985) does catch up for n large. REML however does not suffer the instability of crossvalidation, which occasionally delivers severe undersmoothing. The instability of crossvalidation can be easily fixed by simple modifications, however; see, e.g., Gu and Wang (2003) and Kim and Gu (2004) .
REML is also known as GML, abbreviated from generalized maximum likelihood.
Further remarks on cross-validation
Cross-validation, in its numerous incarnations under a variety of settings, is probably the most commonly used method for the selection of regularization parameters such as λ in (1.2). It is not uncommon, however, for people to fall victim of conceptual confusions concerning cross-validation. It should be stressed that cross-validation does not define the optimal choice, though it could deliver near optimal performance. To be avoided is cross-validation for the purpose of cross-validation. For demonstrations of the poor/mediocre performances of some naively devised cross-validation scores in the setting of regression with correlated errors, see Wang (1998b) . What defines the optimal choice of λ should be a performance measure, say D(η 0 , η λ ), where η 0 is the targeted 'truth' and η λ is the estimate indexed by the tuning parameter λ. Schematically, one often has
, where A(η λ ) can be computed, C(η 0 ) can be dropped and the cross term B(η 0 , η λ ) needs to be estimated. Cross-validation comes to service for the estimation of B(η 0 , η λ ), and the resulting score A(η λ ) +B(η 0 , η λ ) is to be used for the practical selection of λ. Empirical studies should be performed to assess the performance of cross-validation in terms of the achieved D(η 0 , η λ ), for newly derived scores or for existing scores used in new settings, see section 7.1.2 for a template of such empirical studies.
Computational efficiency is a major factor in the derivation of cross-validation scores for practical use. The often needed delete-one solutions are analytically tractable only for L(η) + λJ (η) quadratic. For L(η) + λJ (η) non-quadratic but convex, one may resort to its quadratic approximation at the minimizer η λ =η, say Qη(η), and use the delete-one solutions of Qη(η) instead; this works well in settings with a quadratic J (η).
Data analytical tools
Beyond mere function estimation, statistical modeling also concerns inferential problems such as the quantification of the estimation error and the verification/exploration of structures. We now present methods developed for such tasks, which provide valuable tools for practical data analysis.
Bayesian confidence intervals
The minimizer η λ of L(η) + λJ (η) alone provides a point estimate of η with no quantification of the estimation error. For interval estimates, one has the so-called Bayesian confidence intervals based on the Bayes model associated with penalty smoothing.
In (3.1), J (η) acts like the log likelihood of a mean 0 Gaussian stochastic process prior with independent components, η(x) = η 0 (x) + η 1 (x), where η 0 (x) is diffuse in N J and η 1 (x) has a covariance function bR J (x, y) for b = σ 2 /nλ; a diffuse prior is a uniform prior in an unbounded space, improper but convenient much like Dirac's delta function. It can be shown that η λ (x) is the posterior mean of η(x) under the prior and one can also calculate the posterior variance s 2 (x), yielding a 95% Bayesian confidence interval η λ (x) + 1.96s(x), say. Such intervals have a certain across-the-function coverage property; see Wahba (1983) and Nychka (1988) .
For constructions with ANOVA structures built-in, the Bayes models inherit the structures. For an example, consider the tensor-product cubic spline of example 3. Write η = φ 00,00 + φ 01,00 + φ 00,01 + φ 01,01 + η 1,00 + η 00,1 + η 1,01 + η 01,1 + η 1,1 , where φ ν,µ , η ν,µ are independent with φ ν,µ diffuse in H ν,µ and η ν,µ having covariance function bθ ν,µ R ν,µ (x, y) . One may calculate the posterior means and posterior variances of individual φ ν,µ , η ν,µ , or linear combinations thereof, and construct componentwise confidence intervals.
In settings other than Gaussian regression such as (3.3) and (3.5), the quadratic approximation of L(η) at η λ has the form of a Gaussian log likelihood, based on which one may construct approximate Bayesian confidence intervals, see, e.g., Gu (1992b) and Du and Gu (2006) .
Kullback-Leibler projection
As discussed earlier, one may incorporate structures in multivariate problems through the selective elimination of ANOVA terms. When prior knowledge is insufficient or lacking, however, it is often desirable to infer the structures of interest from the data. The task resembles hypothesis testing, with the null H 0 : η ∈ H 0 versus H a : η ∈ H 0 ⊕ H 1 , say; for an example, consider
Lacking a sampling distribution in settings with infinite-dimensional nulls, however, the classical testing approach is of little help here. Instead, an approach based on the Kullback-Leibler geometry was developed in Gu (2004) , in which one calculates an estimatê η ∈ H 0 ⊕ H 1 , obtains its Kullback-Leibler projectionη ∈ H 0 by minimizing KL(η, η) over η ∈ H 0 , then inspects the 'entropy decomposition' KL(η, η c ) = KL(η,η) + KL(η, η c ), an exact or approximate identity, where η c is a degenerate fit such as a constant regression function or a uniform density. Note that KL(·, ·) can always be defined as an intrinsic measure for discrepancies between probability distributions, but its definition in terms of η varies from setting to setting. When KL(η,η) is only a small portion of KL(η, η c ), say 2-3%, one loses little by cutting out H 1 .
Computation
The computation would otherwise be routine numerical linear algebra exercises, but the need for efficient algorithms for smoothing parameter selection poses numerical challenges. The adoption of the methodology by practitioners hinges on the availability of software that is versatile and easy to use.
Solution expression and asymptotic approximation
where S is n × m with the (i, ν)th entry φ ν (x i ), Q is n × n with the (i, j )th entry
, and c, d are the vectors of coefficients. The minimizer of (6.1) has ρ = 0, so the solution rests in the space N J ⊕ {R J (x i , ·), i = 1, . . . , n}, of finite dimension. The argument applies to the regression settings of (3.1), (3.2) and (3.3), where L(η) depends on η only through a finite number of evaluations. The calculation via (6.1) or the like requires O(n 3 ) algorithms in general, and the exact minimizers of (3.4) and (3.5) in H are largely not computable anyway, so approximations are desirable. Recall the convergence rates of (3.7) for the minimizer of L(η) + λJ (η) in H and write
. . , q}, where {z j } is a random subset of {x i }. Under conditions, it can be shown that the same convergence rates hold for the minimizer of L(η) + λJ (η) in H * as n → ∞, λ → 0 and qλ 2/r → ∞. Remember that the optimal convergence rate is achieved at λ n −r/(pr+1) , so it is sufficient to have q n 2/(pr+1)+ , ∀ > 0. In practice, one may set = 0, p = 2 and r = 4 for tensor-product cubic splines, and simulation studies suggest the use of q = 10n 2/9 , see Gu and Wang (2003) , Kim and Gu (2004) and Du and Gu (2006) .
The mechanism at work is like this. While H is infinite-dimensional, the constraint J (η) < ρ reduces the model space to an effective dimension much smaller than n. In fact, the term n −1 λ −1/r in the rates represents variance so nλ 1/r is the number of data per parameter, thus the effective model dimension is roughly d λ −1/r , with d n 1/(pr+1) being optimal. For H * with q n 2/(pr+1)+ or more randomly selected R J (z j , ·), one has sufficient redundancy not to miss the d n 1/(pr+1) dimensions really needed. Working with H * = N J ⊕ {R J (z j , ·), j = 1, . . . , q}, one has the solution expression
where ξ j (x) = R J (z j , x); the exact solution for regression is a special case with q = n.
where R is n × q with the (i, j )th entry ξ j (x i ) = R J (z j , x i ) and Q is q × q with (j, k)th entry R J (z j , z k ) = J (ξ j , ξ k ). The calculation via (6.3) or the like requires O(nq 2 ) algorithms.
Generic algorithms
6.2.1. Gaussian regression. For Gaussian regression, the computation via (6.1) or (6.3) appears straightforward, but smoothing parameter selection complicates the matter; (6.1) as a special case of (6.3), with R = Q, permits special numerical treatments. An algorithm based on (6.1) was developed in Gu et al (1989) , where a one-time O(n 3 ) matrix decomposition tridiagonalized the system for subsequent O(n) evaluations of (4.1) at multiple λ values. For tensor-product splines with an extra set of θ as in example 3, a variant of Newton iteration can be employed to minimize (4.1) using analytical gradient and Hessian, see Gu and Wahba (1991) .
For (6.3), one needs to solve it for every set of fixed smoothing parameters and resort to quasi-Newton iteration with numerical derivatives for the minimization of (4.1). In practice, the O(nq 2 ) algorithm for (6.3) with q = 10n 2/9 is not necessarily faster than the O(n 3 ) algorithm for (6.1), for small to moderate sample size n.
Indirect cross-validation.
For the non-Gaussian regression of (3.3), iteration is needed for the calculation of η λ even for fixed smoothing parameters, further complicating the situation. The Newton iteration for the minimization of (3.3) leads to a sequence of penalized weighted least squares, solvable via variants of (6.1) or (6.3).
Through the so-called performance-oriented iteration (Gu 1992a) , the algorithms of Gu et al (1989) and Gu and Wahba (1991) can be used in the setting, with smoothing parameter selection via an adaptation of (4.1) nested under the sequence of penalized weighted least squares; this amounts to executing only one step of Newton update for any particular λ. When the process converges at (η * , λ * ), say, which it usually does, λ * is a good choice and η * = η λ * solves (3.3) with λ = λ * . The process takes about the same number of iterations as a fixed-λ Newton iteration, but the cost per iteration is dictated by the cost of smoothing parameter selection.
For (3.4) and (3.5), similar procedures could be devised, but the method does not hold ground due to the prohibitive cost of inner-loop smoothing parameter selection.
Direct cross-validation.
To select smoothing parameters via (4.3) or the like in (3.3), (3.4) and (3.5), one may use quasi-Newton iteration with numerical derivatives as in algorithms for (6.3), but add an inner-loop fixed-λ Newton iteration to obtain η λ . For efficient computation, η [i] λ in (4.3) is to be replaced by an η [i] λ,η that minimizes the delete-one version of the quadratic approximation of L(η) + λJ (η) atη = η λ , see Gu and Xiang (2001) and Gu and Wang (2003) .
Fast algorithm for univariate splines
By the numerical analysis literature, the cubic natural spline of (1.1) is a piecewise cubic polynomial with continuous second derivative and the third derivative jumping at the knots ξ 1 < · · · < ξ q , the ordered distinctive sampling points x i ; on [0, ξ 1 ] and [ξ q , 1], it is a linear polynomial. See, e.g., de Boor (1978) .
The cubic natural splines with knots ξ 1 < · · · < ξ q form a linear space of dimension q. There exists a local-support basis {B j (x)} (Golub and Van Loan 1989, section 4.3.6) , and tr A(λ) = tr (C −1 C −T X T X) is also available in O(q) operations by the bandedness of the matrices involved, yielding an O(n) algorithm for the evaluation of (4.1), see O'Sullivan (1985) and Gu (2002, section 3.8.1) . The algorithm applies generally to polynomial splines
2 dx, for X T X and J of bandwidth 4m − 1. For Chebyshev splines on [0, 1], bandedness can be introduced to the matrices involved via a similar formulation, see Heckman and Ramsay (2000) and Gu (2002, section 4.3.5) .
Software
A key feature of software implementation is the cross-validated smoothing parameters.
FORTRAN routines.
Early software in public circulation appeared in the mid 1980s, by F O'Sullivan and by H J Woltring, independently, implementing the O(n) algorithm for univariate splines. Soon after, the GCVPACK of Bates et al (1987) was released for the calculation of thin-plate splines via (6.1); the main idea in Gu et al (1989) was inherited from GCVPACK.
Implementing the algorithms of Gu et al (1989) and Gu and Wahba (1991) , the RKPACK of Gu (1989) provides a generic numerical engine for Gaussian regression via (6.1). The user is however burdened by the creation of matrices S and Q, with the latter in multiple pieces when a set of θ as in example 3 is present. Building on RKPACK, the GRKPACK of Wang (1997) facilitates the performance-oriented iteration for the computation of (3.3) with commonly used exponential family distributions.
The routines mentioned here can be found at www.netlib.org/gcv. BLAS and LINPACK routines were used as building blocks in GCVPACK and RKPACK.
RKPACK and GRKPACK were written in RATFOR, a dialect of FORTRAN with a syntax like C; FORTRAN translations of the routines are included but not readable.
R package.
To further facilitate the adoption of the methodology in practical applications, suites of R functions have been developed and released to the public since 1999; the routines are collected in a package by the name gss, abbreviated from general smoothing splines. The package was at first designed as a front end to RKPACK for Gaussian regression and for non-Gaussian regression via the performance-oriented iteration, but alternative approaches through (6.3) and through direct cross-validation were later added, along with facilities for density and hazard estimation. The gss suites are fairly easy to use, as will be illustrated in section 7.2.
As a programming environment for data analysis and graphics not unlike the popular S/Splus (Becker et al 1988, Chambers and Hastie 1992) , R was created by Ihaka and Gentleman (1996) . It is open-source governed by the GNU public license, and is now being developed and maintained by a core group of statisticians/programmers, with code, contributed packages such as gss included, being distributed through CRAN, the Comprehensive R Archive Network; the master CRAN site is at cran.r-project.org. 
Numerical illustrations
Role of smoothing parameter and its selection via cross-validation
Consider a simulation setting with
and i ∼ N(0, 1). The cubic spline of (1.1) will be calculated for the illustrations.
Role of λ.
Samples of size n = 50 were generated from the simulation setting and estimates η λ were calculated at log 10 nλ = 0, −3, −6. Plotted in figure 1 are the three fits in dashed, solid and long dashed lines, with the true η(x) (faded line) and the data (circles) superimposed. The role of λ is evident.
Performance of cross-validation.
One hundred replicates of samples of size n = 100 were generated from the setting and cubic splines η λ were calculated with λ on the grid log 10 nλ = (−6)(0.1)(0). The mean square error L(λ) = n
2 was calculated for all the estimates, along with the cross-validation score of (4.1) and that of (4. The performances of (4.1) and (4.2) with W = I as illustrated in figure 2 are typical of the performances of the same or similar cross-validation scores in other settings.
Data analysis in R
The user interface of gss is through six suites, ssanova0 (via (6.1)) and ssanova (via (6.3)) for Gaussian regression, gssanova0 (indirect cross-validation) and gssanova (direct crossvalidation) for non-Gaussian regression, ssden for density estimation and sshzd for hazard estimation; the usage is documented in the on-line help pages.
We present a session of logistic regression using the gssanova suite. The data concern 669 patients from the Wisconsin Epidemiological Study of Diabetic Retinopathy, consisting of duration of diabetes in years, body mass index, per cent of glycosylated hemoglobin, all at the baseline, and a binary indicator of retinopathy progression at the first follow-up. A so-called data frame wesdr is included in gss, with components dur, bmi, gly and ret. To load gss in R then the data frame wesdr, one uses library(gss); data(wesdr)
A cross-validated logistic regression with tensor-product cubic spline can be fitted by wesdr.fit0<-gssanova(ret~dur*bmi*gly, data=wesdr, family="binomial")
where the logit has three main effects, three two-way interactions and a three-way interaction.
Calculating the Kullback-Leibler projection (cf section 5.2) in additive models project(wesdr.fit0, inc=c("dur", "bmi", "gly")) one finds that KL(η,η)/KL(η, η c ) is around 2.4%. Fitting an additive model via wesdr.fit<-gssanova(ret~dur+bmi+gly, data=wesdr, family="binomial")
one may obtain the dur component with standard errors at the sampling points est.dur<-predict(wesdr.fit, wesdr, se=TRUE, inc=("dur")) from which the 95% componentwise confidence intervals can be obtained through est.dur$fit+1.96*est.dur$se; est.dur$fit-1.96*est.dur$se Plotted in figure 3 are all three components in the additive cubic spline fit. Model fitting via gssanova0 follows the same syntax, except that the Kullback-Leibler projection is not implemented for it. Due to the random selection of ξ j (cf (6.2)), the fit by gssanova varies slightly from run to run.
Further details concerning the statistical analysis of the Wisconsin Epidemiological Study of Diabetic Retinopathy can be found in, e.g., Wahba et al (1995) and Wang et al (1997) .
Miscellaneous
Dynamical systems. Dynamic systems can often be characterized by ordinary differential equations of the formẋ(t) = f(x, u, t|θ), where u(t) is the input process, x(t) the output process,ẋ = dx/dt and θ a set of parameters; write x = (x 1 , . . . , x p ). Observing y i = x(t i ) + i , one needs to reconstruct x(t) and estimate θ. Allowing for departures from the differential equations, Ramsay et al (2007) proposed to estimate x(t) and θ via the minimization of Large values of λ j force the solution to stay close to the differential equations.
Model identifiability. The lack of model identifiability is commonly associated with overspecified models, where different parameter combinations could be equally plausible for the observed data. Examples of such include multicollinearity in linear regression and the very notion of ill-posedness of inverse problems. A more general identifiability problem rests with the mathematical equivalence between penalty smoothing and the associated Bayes model, as discussed in section 5.1. Remember that Y i = η(x i ) + i , where η could be either a fixed smooth function or a realization of a stochastic process. No information from the data can be used to distinguish the two scenarios, so the choice has to be made subjectively. Now imagine models of the form Y i = η 1 (x i ) + η 2 (x i ) + i , with η 1 a smooth function and η 2 a stochastic process. It would be difficult if at all possible to tell η 1 and η 2 apart, though it remains unclear how exactly one may quantify this. The serial correlation of section 3.1.1 would lead to such a structure if x i is a 'function' of i.
Kriging. For the analysis of spatial data, geostatisticians routinely use a technique called kriging. Kriging assumes a Gaussian stochastic process η(x) for the quantity of interest, which is sampled at locations x i with or without an error term i , see, e.g., Cressie (1993) . Given the mathematical equivalence between penalty smoothing and the associated Bayes model, kriging could be considered as a method of regularization in disguise, in very loose terms.
Besides the mathematical equivalence, data smoothing and kriging share little in common. For data smoothing, J (η) has a clear meaning while the corresponding R J is unrecognizable as a covariance function. For kriging, the modeling and estimation of the covariance function R J is of primary concern, and the corresponding J (η) often has no explicit expression and certainly has no interpretation. 
