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Abstract—Recently, as explosive growth of mobile data traffic,
the performance of wireless communication systems requires to
be enhanced significantly in future. Intelligent reflecting surface
(IRS) can be used as a promising way to improve the energy
efficiency of wireless communications with less complexity and
hardware cost. Most existing studies consider the cases with
ideal hardware, however, both physical transceiver and IRS
suffer from non-negligible hardware impairments which may
greatly degrade the system performance. In this paper, by taking
hardware impairments into consideration, we focus on the energy
efficiency analysis of IRS system. Our first contribution is to
derive the optimal receive combining and transmit beamforming
vectors. After that, we characterize the asymptotic channel
capacity. With the derived asymptotic channel capacity and
the power consumption model, the analytical upper and lower
bounds of energy efficiency are provided. Our results show that
an IRS system can achieve both high spectral efficiency and
high energy efficiency with moderate number of antennas. This
observation is encouraging for that there is no need to cost a
lot on expensive high-quality antennas, which corresponds to the
requirements of new communication paradigms.
Index Terms—Intelligent reflecting surface, hardware impair-
ments, channel capacity, energy efficiency.
I. INTRODUCTION
The March 2020 report, which was released by Cisco
Systems, Inc., shows that the number of networked devices
and connections will reach up to 29.3 billions by the year of
2023, and about half of them are mobile-ready devices and
connections [1]. With the growth of mobile-ready devices and
connections, there exists an explosive growth of mobile data
traffic. The 5th generation (5G) wireless network technology
has been standardized to solve these problems. However, there
is no single enabling technology that can support all 5G
application requirements during the standardization process
[2]. Some new use cases will bring more challenging com-
munication engineering problems, which necessitates radically
new communication paradigms, especially at the physical
layer. Intelligent reflecting surface (IRS) has emerged as a
new solution to improve the energy and spectrum efficiency
of wireless communication systems. Prior works have revealed
that IRS can effectively control the wavefront, e.g., the phase,
amplitude, frequency, and even polarization, of the impinging
signals without the need of complex decoding, encoding, and
radio frequency processing operations [2]–[5].
Existing studies usually consider the cases with ideal hard-
ware of transceiver and IRS, and their results rely on asymp-
totics. However, both physical transceiver and IRS suffer
from non-negligible hardware impairments which may greatly
degrade the performance of systems. It has been shown that
hardware impairments bound the channel capacity and energy
efficiency in massive multiple-input multiple-output (MIMO)
system as the signal-to-noise ratio (SNR) approaches infinity
[6]. Energy efficiency is an important metric in evaluating
the performance of communication systems. It is well known
that multiple-antenna technique can offer improved power
efficiency, owing to both array gains and diversity effects.
The power transmitted by the user can be cut inversely
proportional to the square-root of the number of base station
(BS) antennas with no reduction in performance [7]. However,
the requirements of high hardware cost and high complexity
are still the main hindrances to its implementation. The recent
advent of IRS-assisted wireless communication system can
be used as an alternative solution to improve the energy and
spectrum efficiency with less complexity and hardware cost.
Thus, in this paper, by taking the hardware impairments
into account, we analyze the energy efficiency of the IRS-
assisted wireless communication system. Our first contribution
is to derive the optimal receive combining and transmit beam-
forming vectors. After that, the asymptotic channel capacity
is characterized. We consider two types of asymptotics, that
is, the infinite transmit power, and the infinite numbers of
antennas and reflecting elements. Our results show that the
hardware impairments bound the channel capacity, and the
major function of IRS is that the channel capacity limit can
be achieved at low transmit power, while the IRS cannot
increase the asymptotic channel capacity. Finally, with the
derived asymptotic channel capacity limits and the power
consumption model, we analyze the energy efficiency and
present the upper and lower bounds. Our results show that
hardware impairments set a limit for energy efficiency, and
IRS offers a significant improvement in energy efficiency
when the number of BS antennas is fixed. In addition, the
obtained asymptotic channel capacity and energy efficiency
show that an IRS system can achieve both high spectral
efficiency and high energy efficiency without the need of
costing a lot on BS antennas.
II. COMMUNICATION SYSTEM MODEL
We consider an IRS-assisted wireless communication sys-
tem, as illustrated in Fig. 1. The system consists of an M -
antenna BS, a single-antenna user, and an IRS comprising N
reflecting elements. Based on the physically correct system
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models in prior works [3]–[5], we give the communication
system model in this section. The operations at the IRS is rep-
resented by the diagonal matrix Φ = diag
(
ejθ1 , · · · , ejθN ),
where θi ∈ [0, 2pi] represents the phase-shift of the ith reflect-
ing element. The channel realizations are generated randomly
and are independent between blocks, which basically covers
all physical channel distributions. Denote the channels of BS-
user link, BS-IRS link and IRS-user link as hd ∈ CM×1,
G ∈ CM×N and hr ∈ CN×1, respectively. They are modeled
as ergodic processes with fixed independent realizations, hd ∼
CN (0,Cd) and HIRS = G diag (hr) ∼ CN (0,CIRS), where
CN (·) represents a circularly symmetric complex Gaussian
distribution, and Cd, CIRS are the positive semi-definite
covariance matrices.
User
Single Antenna
Base 
Station 
M Antennas
IRS
N Reflecting Elements
Controller
Fig. 1. The IRS-assisted wireless communication system with an M -antenna
BS, a single-antenna user, and an IRS comprising N reflecting elements.
We adopt the protocol proposed in [8] for the IRS system,
as illustrated in Fig. 2. The channel coherence period τ is
divided into an uplink training phase of τpilot, an uplink
transmission phase of τupdata and a downlink transmission phase
of τdowndata . During the uplink training phase, the user transmits
deterministic pilot signal x to estimate channels, where the
average power of x is E
{|x|2} = pUE. Since the IRS is a
passive device, the BS has to estimate both channels G and
hr, where G and hr are cascaded as HIRS = G diag (hr) =
[h1, · · · ,hN ]. Each column vector hi ∼ CN (0,Ci) in HIRS
represents the channel between the BS and the user through
IRS when only the ith reflecting element is ON. The uplink
training phase is divided into N+1 subphases. During the 1st
subphase, all reflecting elements are OFF and the BS estimates
the direct channel hd; During the (i+1)th subphase, only the
ith reflecting element is ON and the BS estimates the channel
hi. By exploiting channel reciprocity, the BS will transmit
data to the user during the downlink transmission phase.
The aggregate hardware impairments of transceiver can be
modeled as independent additive distortion noises [9], [10].
The distortion noise at the user ηUE ∈ C obeys the distribution
of CN (0, vUE), and the distortion noise at the BS ηBS ∈
CM×1 obeys the distribution of CN (0,ΥBS), where vUE and
ΥBS are the variance/covariance matrix of the distortion noise.
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Fig. 2. The communication protocol that we adopt for the IRS-assisted
wireless communication system.
The distortion noise at an antenna is proportional to the signal
power at this antenna [9], [10], thus we have:
• During the downlink data transmission phase, ΥBS can
be modeled as ΥBS = κBS diag (Q), where the matrix Q
represents the covariance matrix of the transmitted data
signal x ∈ CM×1, Q = E{xxH}. vUE can be modeled
as vUE = κUEhH (x + ηBS) (x + ηBS)
H
h, where h
represents the overall channel hd +GΦhr for simplicity.
κBS and κUE are respectively the proportionality coef-
ficients which characterize the levels of impairments at
the BS and the user, and are related to the error vector
magnitude (EVM). The EVM is a common measure
of hardware quality for transceivers, e.g., when the BS
transmits the signal x, the EVM at the BS is
EVMBS =
√
tr
(
E
{
ηBSη
H
BS
})
tr (E {xxH}) =
√
κBS. (1)
• During the uplink data transmission phase, vUE can be
modeled as vUE = κUEpUE, and ΥBS can be modeled as
ΥBS = κBS (pUE + κUEpUE) diag
(
Cd +
∑N
i=1 Ci
)
.
The hardware impairments of IRS can be modeled as phase
noise since the IRS is a passive device and high-precision
configuration of the reflection phases is infeasible. The phase
noise of the ith element of IRS is denoted as ∆θi, which is
randomly distributed on [−pi, pi) according to a certain circular
distribution. Due to the reasonable assumption in [11], the
distribution of the phase noise ∆θi has mean direction zero
(arg
(
E
{
ej∆θi
})
= 0) and its probability density function is
symmetric around zero. The actual matrix of IRS with phase
noise is Φ˜ = diag
(
ej(θ1+∆θ1), ej(θ2+∆θ2), · · · , ej(θN+∆θN ).
Based on the communication system model given above,
the received signal y ∈ CM×1 at the BS during the uplink
transmission phase from the user is
y =
(
hd + GΦ˜hr
)
(x+ ηUE) + ηBS + n, (2)
where x ∈ C is the transmitted data signal, and n ∈ CM×1 is
an additive white Gaussian noise with the elements indepen-
dently drawn from CN (0, σ2BS). The transmit power of the
user is pUE = E
{|x|2}. The received signal y ∈ C at the user
during the downlink transmission phase from the BS is
y =
(
hHd + h
H
r Φ˜
HGH
)
(x + ηBS) + ηUE + n, (3)
where x ∈ CM×1 is the transmitted data signal and n ∈ C is
an additive white Gaussian noise drawn from CN (0, σ2UE).
The transmit power of the BS is pBS = E
{
xHx
}
.
III. CHANNEL CAPACITY AND ENERGY EFFICIENCY
A. Asymptotic Channel Capacity
In this subsection, we analyze the channel capacity of the
uplink and downlink in Eqs. (2) and (3). In each coherence
period τ , the BS has the imperfect channel state information
HBS of the actual channel states H by using the channel
estimation method, e.g., linear minimum mean square error
estimator, and the user has the imperfect channel state infor-
mation HUE. The uplink and downlink channel capacity can
be expressed as
Cup =
τupdata
τ
E {max I (x; y|H,HBS,HUE)} , (4)
Cdown =
τdowndata
τ
E {max I (x; y|H,HBS,HUE)} , (5)
where I (x; y|H,HBS,HUE) and I (x; y|H,HBS,HUE) are
the conditional mutual information.
For any given phase shifts of IRS, it can be verified
that the maximum-ratio transmission (MRT) is the optimal
transmit beamforming solution [3], [12]. Referring to [13], this
conclusion can be easily extended to the case with hardware
impairments, which is shown as follows.
Theorem 1: To maximize the average SNR in the IRS-
assisted wireless communication system with hardware im-
pairments, the receive combining and transmit beamforming
vectors are given by
wr =
U−1h˜H∥∥∥U−1h˜H∥∥∥
2
, (6)
wt =
D−1h˜∥∥∥D−1h˜∥∥∥
2
, (7)
where U = (1 + κUE)κBS diag(h˜h˜H) + κUEh˜h˜H +
σ2UE
pUE
I,
D = (1 + κUE)κBS diag(h˜h˜
H) + κUEh˜h˜
H +
σ2UE
pBS
I, and h˜
represents the overall channel hd + GΦ˜hr for simplicity.
Proof: Suppose that the phase shift parameters of IRS
are optimal, the upper bound of downlink channel capacity in
Eq. (5) is
Cdown ≤ τ
down
data
τ
E
{
max
‖wt‖2=1
log2(1 + SNR(wt))
}
, (8)
where
SNR(wt) =
|h˜Hx|2
h˜HΥBSh˜ + vUE + σ2UE
. (9)
The transmit beamforming vector wt is in unit-form, and the
transmitted data signal x has the form of x = wtx. According
to the distortion noise modeled in Section II, h˜HΥBSh˜H in
Eq. (9) can be rewritten as
h˜HΥBSh˜
H = κBSh˜
H diag (Q) h˜
= κBSpBSw
H
t diag
(
h˜h˜H
)
wt.
(10)
Similarly, vUE in Eq. (9) can be rewritten as
vUE = κUEpBSw
H
t h˜h˜
Hwt + κUEh˜
HΥBSh˜
H. (11)
Then, by substituting Eqs. (10) and (11) into Eq. (9), we obtain
SNR(wt) =
wHt h˜h˜
Hwt
wHt Dwt
, (12)
where D = (1 + κUE)κBS diag(h˜h˜H) + κUEh˜h˜H +
σ2UE
pBS
I.
The function log2(1 + SNR(wt)) in Eq. (8) has the structure
of f(x) = log2(1+x), and f(x) is a monotonically increasing
function. Thus, the maximum of Eq. (8) can be obtained by
maximizing SNR(wt) in Eq. (12) which is a generalized
Rayleigh quotient problem, and the optimal transmit beam-
forming vector can be derived as given in Eq. (7). The proof
of the optimal receive combining vector follows the similar
procedures and here we omit them due to space limitation.
Based on the receive combining and transmit beamforming
vectors given above, the uplink and downlink channel capacity
can be rewritten as
Cup =
τupdata
τ
E
{
max log2(1 + h˜
HU−1h˜)
}
, (13)
Cdown =
τdowndata
τ
E
{
max log2(1 + h˜
HD−1h˜)
}
. (14)
By using the Eq. (2.2) in [14] (see Appendix for details),
Eqs. (13) and (14) can be transformed to the following
equivalent form,
Cup =
τupdata
τ
E
{
max log2
(
1 +
h˜HU˜−1h˜
1 + κUEh˜HU˜−1h˜
)}
,
(15)
Cdown =
τdowndata
τ
E
{
max log2
(
1 +
h˜HD˜−1h˜
1 + κUEh˜HD˜−1h˜
)}
,
(16)
where U˜ = (1 + κUE)κBS diag(h˜h˜H) +
σ2UE
pUE
I, and D˜ =
(1 + κUE)κBS diag(h˜h˜
H) +
σ2UE
pBS
I.
The maximizing operations in Eqs. (15) and (16) act on
the IRS, i.e., optimize the phase shift parameters of the
IRS matrix. Some optimization solutions for the cases with
ideal hardware have been proposed in prior works [3], [12].
The hardware impairments will increase the complexity and
difficulty of optimization. However, the optimization of IRS
will not be discussed in this paper since what we want to
obtain is the asymptotic channel capacity which will not be
affected by the phase shifts of IRS. We consider two types
of asymptotic channel capacity: the capacity as pBS → ∞
(pUE →∞) and the capacity as M,N →∞. In what follows,
we only provide the result for the downlink due to space
limitation.
Theorem 2: The asymptotic capacity limit CpBSdown(∞) =
limpBS→∞ Cdown is finite and bounded as
CpBSdown(∞) ≤
τdowndata
τ
log2
(
1 +
M
κBS + κUE(M + κBS)
)
,
CpBSdown(∞) ≥
τdowndata
τ
log2
(
1 +
1
κBS + κUE(1 + κBS)
)
.
(17)
Proof: The matrix D˜ is a diagonal matrix and the channel
vector h˜ can be equivalently expressed as hd +HIRSθ˜ where
θ˜ is the column vector transformed from the IRS matrix Φ˜.
Thus, h˜HD˜−1h˜ can be rewritten as
M∑
i=1
∣∣∣hd,i + rowiθ˜∣∣∣2
(1 + κUE)κBS
∣∣∣hd,i + rowiθ˜∣∣∣2 + σ2BSpBS , (18)
where hd,i is the ith element of the direct channel vector hd,
and rowi is the ith row vector of the cascaded channel matrix
HIRS. We have
lim
pBS→∞
E
{
h˜HD˜−1h˜
}
=
M
(1 + κUE)κBS
. (19)
By using Jensen’s inequality in Eq. (16) and substituting Eq.
(19) into it, we obtain the upper bound. The lower bound is
asymptotically obtained by using E
{
xxH
}
= pBSM I.
Theorem 3: The asymptotic capacity limit CM,Ndown(∞) =
limM,N→∞ Cdown is finite and bounded as
CM,Ndown(∞) ≤
τdowndata
τ
log2
(
1 +
1
κUE
)
,
CM,Ndown(∞) ≥
τdowndata
τ
log2
(
1 +
1
κBS + κUE(1 + κBS)
)
.
(20)
Proof: Based on the form of h˜HD˜−1h˜ in Eq. (18), we
observe that h˜HD˜−1h˜ will approach to infinity as M,N →
∞. Thus, the upper bound of channel capacity converges to
τdowndata
τ log2
(
1 + 1κUE
)
as M,N → ∞. The lower bound is
asymptotically achieved by using E
{
xxH
}
= pBSM I.
Remark 1: When the number of BS antennas is finite and
the number of reflecting elements approaches infinity, we see
that the upper bound of asymptotic channel capacity is same as
that of the case where pBS approaches infinity. This implies
that the major function of IRS is to increase the power of
received signals, i.e., reach the channel capacity limit at low
transmit power. That is also the reason why IRS can improve
the energy and spectrum efficiency of wireless communication
systems without the need of complex processing on signals.
However, we cannot increase the asymptotic channel capacity
assisted by the IRS at a certain M .
B. Energy Efficiency of Downlink
In this subsection, we analyze the energy efficiency which
is measured in Bit/Joule, and a common definition is the ratio
of the spectral efficiency (in Bit/Channel Use) to the transmit
power (in Joule/Channel Use). The energy consumed in the
BS and the user (per coherence period) is
E = τdowndata pBS + (τpilot + τ
up
data) pUE. (21)
In addition, there exists a baseband circuit power consumption
which can be modeled as Mρ + ζ [15], [16]. The parameter
ρ ≥ 0 describes the circuit power which scales with the
number of antennas M . The parameter ζ > 0 describes the
circuit power which is static. Then, the average power (in
Joule/Channel Use) can be given as
E
τ
=
(
τdowndata
τupdata + τ
down
data
(τpilotpUE
τ
+Mρ+ ζ
)
+
τdowndata pBS
τ
)
+
(
τupdata
τupdata + τ
down
data
(τpilotpUE
τ
+Mρ+ ζ
)
+
τupdatapUE
τ
)
.
(22)
The first term of Eq. (22) refers to the average power of
the downlink transmission. Based on the power consumption
modeled above, we give the definition of the overall energy
efficiency as follows.
Definition 1: The energy efficiency of downlink is
Ξdown =
Cdown
τdowndata
τupdata+τ
down
data
( τpilotpUE
τ +Mρ+ ζ
)
+
τdowndata pBS
τ
,
(23)
where Cdown is the channel capacity of downlink.
Corollary 1: Suppose we want to maximize the energy
efficiency of downlink with respect to the transmit power
(pBS, pUE ≥ 0), the number of antennas (M ≥ 0), and the
number of reflecting elements (N ≥ 0). If the parameter
ρ = 0, the maximal energy efficiency Ξmaxdown is bounded as
log2
(
1 + 1κBS+κUE(1+κBS)
)
τζ
τupdata+τ
down
data
≤ Ξmaxdown ≤
log2
(
1 + 1κUE
)
τζ
τupdata+τ
down
data
,
(24)
If the parameter ρ > 0, the upper bound is still valid, but the
asymptotic energy efficiency is zero, i.e., the maximal energy
efficiency can be achieved at certain finite M .
Proof: Based on the definition given in Definition 1 and
the asymptotic capacity of downlink in Theorem 3, we can
prove Corollary 1. We maximize the energy efficiency with
respect to the transmit powers, the number of antennas, and the
number of reflecting elements: 1) by neglecting the transmit
power terms in the denominator of Eq. (23); 2) and applying
the asymptotic capacity limit bounds in Theorem 3 to the
numerator of Eq. (23). Then, we obtain the upper bound and
the lower bound of energy efficiency of downlink in Eq. (24).
Remark 2: If the number of BS antennas is fixed and the
circuit power have no correlation with the number of antennas
at BS, i.e., ρ = 0, increasing the number of reflecting elements
on IRS can only make the energy efficiency close to the upper
bound given as follows,
Ξmaxdown ≤
log2
(
1 + MκBS+κUE(M+κBS)
)
τζ
τupdata+τ
down
data
. (25)
The upper bound of maximal energy efficiency only can be
increased from Eq. (25) to Eq. (24) by increasing the number
of BS antennas.
If the circuit power scales with the number of BS antennas,
i.e., ρ > 0, the maximal energy efficiency only can be
achieved at some finite M , which depends on the parameters
ρ and ζ. Meanwhile, the effect of increasing the reflecting
elements of IRS in this case is still to make the energy
efficiency close to the upper bound under the current M .
IV. NUMERICAL RESULTS
In this section, we numerically illustrate the results pro-
posed in Section III. To evaluate the asymptotic channel
capacity CpBSdown(∞) = limpBS→∞Cdown, especially the upper
bound of it, we consider the number of BS antennas M in the
set of {1, 15, 50} and the number of reflecting elements on
IRS N in the set of {20, 70, 150}. The hardware impairments
coefficients are set as κBS = κUE = 0.052. The optimization
of IRS will not be considered in this simulation since the
asymptotic channel capacity will not be affected by the phase
shifts of IRS. Thus, we set the matrix of IRS as an identity
matrix with the size of N × N . Fig. 3 shows the spectral
efficiency on downlink versus the SNR with different numbers
of BS antennas and reflecting elements. The SNR is defined
as pBS/σ2UE. It is observed that as pBS →∞, the asymptotic
channel capacity will converge to a finite value which is
related to the hardware impairments and the number of BS
antennas M . When we fix N = 150 and raise M from 1 to
15, there is a significant increase in the asymptotic channel
capacity limit. However, when we raise M substantially from
15 to 50, the growth of the asymptotic channel capacity limit
becomes less noticeable. This implies that there is no need to
increase the number of BS antennas when it reaches a certain
number. When we fix M = 1 and assign the value of N in the
set of {20, 70, 150}, we obtain that higher spectral efficiency
at a low SNR can be achieved with more reflecting elements.
To evaluate the asymptotic channel capacity CM,Ndown(∞) =
limM,N→∞Cdown, especially the upper bound of it, we
consider the SNR, which is defined as pBS/σ2UE, in the set
of {10 dB, 15 dB, 20 dB} and the number of BS antennas
M in the set of {1, 5, 20}. We set the hardware impairments
coefficients as κBS = κUE = 0.052, and set the matrix of IRS
as an identity matrix with the size of N×N . Fig. 4 shows the
spectral efficiency on downlink versus the number of reflecting
elements on IRS with different transmit power and different
numbers of BS antennas. It is shown that as M,N →∞, the
asymptotic channel capacity will converge to a finite value
log2
(
1 + 1κUE
)
which is related to the hardware impairments.
When we fix M = 1, the spectral efficiency will converge to
a finite number as N → ∞, which is same as the case of
pBS → ∞ in Fig. 3. This confirms that the major effect of
IRS is to increase the power of received signals, i.e., reach the
channel capacity limit at low transmit power. When we raise
pBS/σ
2
UE from 10 dB to 20dB, the same spectral efficiency
can be achieved with less number of reflecting elements. When
we raise M from 1 to 5, there is a significant increase in the
asymptotic channel capacity limit. However, when we raise
M substantially from 5 to 20, the growth of the asymptotic
channel capacity limit becomes less noticeable, and is very
close to log2
(
1 + 1κUE
)
.
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To evaluate the maximal energy efficiency of IRS-assisted
system, we consider the case where the number of reflecting
elements N approaches to infinity. In this case, the upper
bound of asymptotic channel capacity is same as that of the
case where the transmit power pBS approaches to infinity.
Thus, we neglect the transmit power terms in the energy
efficiency. It is reasonable because the energy efficiency can be
improved by reducing the transmit power without the reduc-
tion of spectral efficiency. To illustrate the difference between
the static circuit power and the circuit power which scales with
the number of BS antennas, we consider four different split-
tings between ρ and ζ: ρρ+ζ ∈ {0, 0.002, 0.01, 0.02}. Based on
the power consumption numbers reported in [17], we consider
the power consumption that ρ+ ζ = 0.5µ Joule/Channel Use.
Fig. 5 shows the maximal energy efficiency versus the number
of BS antennas with different splitting between ρ and ζ. It is
seen that when ρ = 0, i.e., the circuit power is static, the
maximal energy efficiency increases with the number of BS
antennas and converge to a finite value, which conforms to
the upper bound proven in Corollary 1. While ρ > 0, i.e.,
some part of power consumption scales with M , the maximal
energy efficiency can be achieved at some finite M . When
the part of power consumption which scales with M is non-
negligible, e.g., ρρ+ζ = 0.01, 0.02 in Fig. 5, the number of BS
antennas is not necessary to be very large. This conclusion is
similar to the results in Fig. 3 and Fig. 4. This implies that
an IRS-assisted wireless communication system can achieve
both high spectral efficiency and high energy efficiency with
small number of BS antennas. As to the number of reflecting
elements on IRS, it should be as large as possible without
degrading the performance, e.g., channel estimation accuracy,
bit error rate. This conclusion is encouraging as there is no
need to cost a lot on expensive high-quality antennas when
the system is assisted by an IRS, which corresponds to the
requirements of new communication paradigms.
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V. CONCLUSION
This paper analyzes the optimal receive combining and
transmit beamforming vectors, the asymptotic channel capac-
ity, and the energy efficiency of the IRS-assisted wireless com-
munication system with hardware impairments. We show that
although the hardware impairments increase the complexity
and difficulty of reflect beamforming design, the asymptotic
channel capacity is not affected by the phase shifts of IRS.
It is also shown that an IRS-assisted wireless communication
system can achieve both high spectral efficiency and high en-
ergy efficiency with moderate number of antennas. This result
is encouraging for there is no need to cost a lot on expensive
high-quality antennas, which verifies the requirements of new
communication paradigms.
APPENDIX
The Equation (2.2) in Reference [14]: For N ×N matrix
B, τ ∈ C and q ∈ CN for which B and B + τqqH are
invertible, it holds that
qH(B + τqqH)−1 =
1
1 + τqHB−1q
qHB−1. (26)
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