Given a spatial point pattern, we use various characteristics of its Voronoi diagram and Delaunay tessellation to extract information of the dependence between points.
Since the statistics based on the characteristics of Voronoi diagrams and Delaunay tessellations are space-domain techniques, we compared the powers of these statistics with the statistic based on the most popular space-domain summary function, namely Ripley's K-function. We restrict ourselves to stationary alternatives. For a comparison between various space-domain tests and spectral tests against regular, clustered and non-stationary alternatives, see Mugglestone and Renshaw (2001) .
Voronoi diagram and Delaunay tessellation
Given a realisation {x i } of a point process on the plane, we associate all locations on the plane with the closest member(s) of the realisation, i.e. x i is associated with the polygon The following nine characteristics will be examined:
• the length L V of an edge in a Voronoi diagram,
• the distance R between a generating point and a vertex of the Voronoi polygon of the generating point (the radius of the circle circumscribing a Delaunay triangle)
• the area A D of a Delaunay triangle,
• the perimeter P D of a Delaunay triangle,
• the length L D of an edge in a Delaunay tessellation,
• an interior angle α of a Delaunay triangle,
• the minimum angle α min of a Delaunay triangle,
• the middle angle α mid of a Delaunay triangle,
• the maximum angle α max of a Delaunay triangle.
Numerically tractable expressions for their distributions under the CSR hypothesis are known (Okabe et al., 2000, Sections 5.5.4 and 5.11) .
Other characteristics and their combinations, such as the roundness factor 4πA V /P 2 V (Marcelpoil and Usson, 1992) , where A V and P V are the area and the perimeter of a Voronoi polygon, may be equally or even more capable of detecting deviations from CSR; however, their distribution functions can only be approximated by simulation. The powers of such combinations in testing CSR will be left for future endeavours. This paper focuses on characteristics with known distributions.
Simulation
In reality a point pattern is observed via a bounded observation window. Thus, when we simulate Voronoi polygons, no matter how many points there are, allowance must be made for edge effects introduced by the polygons close to the boundary of the observation window.
One practical approach is to exclude from consideration any polygons for which a circle, centred at any vertex of the polygon and passing through the three points in patterns which are equidistant from the vertex, intersects the boundary of the observation window. If the window is a rectangle, another approach is to convert the window into a torus, which is usually referred to as a periodic boundary condition. The latter approach is adopted in this paper.
The alternative models used here generate regular or clustered point patterns with 100 points in a unit square with periodic boundary condition. The simple sequential inhibition process, which puts sequentially 100 non-overlapping discs of radius r uniformly and independently on the torus and then places points at the centres of these discs, was used to generate regular patterns. To get clustered patterns, we simulate a version of the Matérn cluster process by putting a cluster centre uniformly distributed in the torus and then placing a Poisson number, with mean ρ, of points one by one uniformly and independently within the disc of radius r centred at the cluster centre; this procedure is repeated until 100 points are generated. Tables 1 and 2, respectively, give estimated powers against regular alternatives with hard core radius r = 0.05, 0.2 and 0.3, and clustered alternatives with cluster radius r = 0.1 and 0.2 and mean cluster size ρ = 5 and 10. The powers were estimated from 100 realisations of the alternative models. Table 1 about here Table 2 about here We can see from the estimated powers that neither the Kolmogorov-Smirnov statistics nor the Cramér-von Mises statistics are always superior to the other. Both α max and α min perform better than α, and α min has a higher power than α max . This agrees with the conclusion in Boots (1986), even though asymptotic critical values were inappropriately used there. For alternatives that exhibit moderate regularity, α min yields the most powerful statistic among all these characteristics; A D the second, and the rest performed poorly.
However, for alternatives that exhibit moderate clustering, say cluster radius r = 0.2 and mean cluster size ρ = 5, α min , although still better than α max , α mid and α, performs worse
Thus, we may conclude that these five characteristics are more able to detect clustering, while α min is more able to detect regularity.
Consider the probability density functions f and g, respectively, of L D and α min in the Delaunay tessellation generated by a stationary Poisson process with intensity λ (Muche, 1996; Mardia et al., 1977) : Tables 1 and 2 . We can see that the K-function was superior to the above characteristics. It is not surprising because it is well-known that the K-function is rather successful in this aspect, and so this superiority reinforces its practical value. The K-function, however, will fail if the given point pattern is a realisation of the cell process (Baddeley and Silverman, 1984) . The cell process simultaneously exhibits regularity and clustering but has the same K-function as the stationary Poisson process, meaning that the K-function could not capture the dependence structure of such a point process. Table 3 Table 2 : Estimated powers (in percent) against Matérn cluster alternatives with cluster radius r and mean cluster size ρ (K-S = Kolmogorov-Smirnov statistic; C-vM = Cramér-von
Mises statistic) Table 3 : Estimated powers (in percent) against the Baddeley-Silver cell process (K-S = Kolmogorov-Smirnov statistic; C-vM = Cramér-von Mises statistic) 
