Abstract-In this letter, the compressive sensing (CS) is utilized to accelerate the matrix filling procedure of the traditional method of moments (MoM). Instead of constituting a fully populated matrix as the traditional MoM typically does, the CS technology allows one to establish an underdetermined linear system, and the unknown induced currents can be reconstructed by finding the smallest possible 1 norm solutions to the underdetermined linear system. Thus, the number of computations required for constructing the impedance matrix and for solving the unknown induced currents can be reduced dramatically. The ideas can be exploited in the context of bistatic scattering from an arbitrary target. Numerical simulations are presented, and the results are compared to those obtained from traditional MoM to illustrate the validity and the efficiency of the proposed method.
I. INTRODUCTION
T HE METHOD of moments (MoM) is a full-wave numerical technique used to convert the Maxwell's integral equations into a linear system that can be solved numerically using a computer. MoM is well known for its high accuracy since the integral equations satisfy the Sommerfeld radiation condition automatically. Another surprising aspect of MoM is that it is a source method, meaning that it works by constructing a mesh over the target surface rather than a volume discretization. Therefore, MoM is widely used in electromagnetic scattering and radiation problems [1] . However, typically, the impedance matrix generated by MoM is a dense matrix. This means that the computational time and the storage requirements will tend to grow according to the square of the problem electric size. To overcome these problems, a number of variations of the integralequation-based numerical solution procedures have been developed. For example, the fast multipole method and the multilevel fast multipole algorithm (MLFMA) [2] have been proposed to accelerate the matrix-vector product. In [3] - [5] , the waveletbased MoM is proposed to generate a sparse matrix by using the wavelets expansions as basis functions and testing functions. Unfortunately, all of the aforementioned methods need to satisfy Manuscript received July 8, 2015 ; revised December 11, 2015 a basic rule. That is, the number of the linear equations must be equal to the number of unknowns. This raises the question: Is it possible to acquire the unknowns from fewer equations? Compressive sensing (CS) was put forward by Donoho, Candès, and Tao in 2006. It is a new signal processing technique that goes against the Shannon-Nyquist sampling theorem, seeking to sample and compress signals jointly and measure the informative part of signals directly. The CS theory states that signals can be accurately recovered from much fewer total measurements than the nominal number of data points. The properties illustrated above motived the wide use of CS in signal processing, photography, facial recognition, etc. There also exist several studies in the literature that apply CS to electromagnetic problems-for example, diagnosis and synthesis of antenna arrays [6] , direction-of-arrival estimation [7] , inverse scattering [8] , radar imaging [9] , etc. Massa et al. have addressed a review of the CS as applied to electromagnetics from both methodological and applied viewpoint in [10] and [11] . Furthermore, the CS strategies have also been utilized to electromagnetic forward problems to reduce the number of computational requirements. In [12] , the CS is exploited in conjugation with MLFMA to efficiently solving multistatic scattering from an arbitrary target. D'Ambrosio developed the ideas from [12] and utilized CS as pre-and post-processing code for electromagnetic simulation software FEKO [13] . In [14] , the hybrid method that conjugates the CS theory with the MoM is introduced for target characterization.
To obtain the unknowns from fewer equations and to apply the amazing properties of CS to the bistatic scattering problems, a new filling rule is proposed in this letter to construct an underdetermined linear system, and the measurements of the induced currents can be obtained analogously. Finally, the CS inversion is employed to recover the desired unknown currents.
Different from previous works, the new method proposed in this letter has its own advantages. First, the method offers the feasibility of applying CS in the bistatic scattering problems directly. Second, instead of filling a fully populated impedance matrix as traditional MoM does, the new method just needs to construct only m(m n) rows of the impedance matrix, where n is the total number of unknowns. Third, the induced currents over all the patches are treated as the tackled signal in the new method. Meanwhile, the induced currents on one patch (or the scattered fields) over all incident angles are set as the proceeded signals in previous works [12] , [14] . Fourth, there exists only one signal with length n in the new method. However, the proceeded signals are with length n, and there are n such signals in previous works, where N is the number of incidence.
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II. THEORY

A. Compressive Sensing Theory
CS is a novel sampling paradigm asserting that signals can be measured with far fewer samples than the nominal number of data points, and yet be accurately reconstructed. There are two conditions that make CS sampling and recovering possible: sparsity, which pertains to the signals of interest, and incoherence, which pertains to the measurement matrix.
Assume that the object of interest is an n × 1 column vector x in C n ×1 . It can be expressed as
in which Ψ is a transform matrix, and α denotes the corresponding coefficients. By "sparsity," we mean that there exists an appropriate Ψ such that α contains mainly zeros or near-zero value elements. Denotes the number of nonzero elements in α by k, then the signal x is called k-sparse. CS addresses to measure the informative part of signals directly. Mathematically, let Φ be an m × n matrix in the complex domain, with m n. Then, the process of measurement can be described by a linear vector matrix equation
where Φ is measurement matrix, Θ = ΦΨ is called recovery matrix, and y is a vector containing the sampled values of x. Actually, to design a stable measurement matrix, the so-called restricted isometry property must be satisfied. A related condition, referred to as incoherence, requires that the measurement matrix Φ is incoherent with the sparsifying transform basis Ψ.
In the final step of the CS process, the signal is reconstructed from the set of m measurements. However, admittedly, this state of affairs is rather daunting, as one would need to solve an underdetermined linear system and there are infinitely many candidate signals α for which Θα = y. Surprisingly, the 1 norm optimization can recover k-sparse signals with high probability using only m ≥ k ln(n/k) sampleŝ
where · 1 denotes the 1 norm. To solve the 1 norm optimization problem described by (3), the orthogonal matching pursuit (OMP) presented in [15] is used in this letter.
B. Application of CS to Bistatic Scattering Problems
All electromagnetic bistatic scattering problems can be expressed in a matrix equation form
where Z is the impedance matrix, V is the voltage vector, I represents the unknown induced currents, and n is the total number of unknowns. We all know that the impedance matrix filling procedure is the most time-consuming step in conventional MoM. Thereby, to accelerate the aforementioned process, we introduced the CS into conventional MoM to solve bistatic problems. In the new method, the unknown induced currents I is treated as the signal of interest, which is an n × 1 column vector.
Instead of constructing a fully populated impedance matrix and voltage vector by calculating the elements one by one as traditional MoM does, the new CS-based MoM attempts to randomly construct only m rows of the impedance matrix and the voltage vector. Admittedly, it results in an underdetermined equation, which can be expressed as
It should be pointed out that the m rows of the impedance matrix and the voltage vector are generated randomly from a discrete uniform distribution over 1 to n.
By comparing (5) to (2), we find that the two equations have an analogical structure. Once we regardZ as a measurement matrix, (5) can be exploited as a CS measurement process naturally. In this way, each row ofZ is a sensor, and the ith value ofṼ represents the projection between the unknown currents I and the ith row ofZ.
The above discussion relies on the assumption that the signal of interest is compressible itself or has some sparse representation in some domain. If the unknown induced currents I are sparse themselves, the measurement can be accomplished directly as it shown in (5) . If the unknown currents are compressible in an appropriate orthonormal basis, for example a Wavelet or Fourier basis, then a sparse transform matrix must be introduced, and (5) will be replaced by
(6) where Ψ is the introduced sparse transform matrix, and α is the weighting coefficients of I under transform domain.
Finally, the unknown induced currents are reconstructed by solving the 1 norm optimization problem described by (3) using OMP technique.
From the above discussion, we note that when bistatic scattering problems are interested, instead of constructing and solving a fully populated matrix equation as conventional MoM does, the CS-based MoM attempts to establish and optimally solve an underdetermined equation. Therefore, the traditional MoM needs to calculate n 2 elements to construct the fully populated matrix equation, but the CS-based MoM just needs to calculate mn elements to from an underdetermined equation. Also, solving the matrix equation established by traditional MoM requires an operation of O(n 3 ) for direct method and an operation of O(pn 2 ) for iteration method, where p is the total iteration number. However, solving the underdetermined equation derived from CS-based MoM with OMP technique needs only a computational complexity of O(kmn).
III. NUMERICAL RESULTS
The bistatic scattering from an infinitely long cylinder with a radius of 2 m is calculated by the CS-based MoM and by the traditional MoM, respectively. The perimeter of the cylinder is discretized into 3000 segments. Hence, there are 3000 unknowns in total. A plane wave with a frequency of f = 300 MHz and an incident angle of θ i = 90
• is considered as the excitation. 
In the simulations, the number of measurements varied from 20 to 200. Considering the random quality ofZ, R-RMSE of 1000 experiments is calculated and averaged. Fig. 1 exhibits the average R-RMSE versus number of measurements for different type of sparse basis functions. From  Fig. 1 , one can find that DFT basis functions provide a relatively smaller average R-RMSE than that of the other three basis functions over whole range. Undoubtedly, DFT is chosen as the basis functions in the following simulations. Distribution of the induced currents on the cylinder in DFT domain is shown in Fig. 2. From Figs. 1 and 2 , and to balance the computational complexity and the accuracy, we set the number of measurements as 140 for the cylinder model. This means that we just need to calculate 140 rows of data to construct the underdetermined equation described by (5), instead of 3000 rows of data to constitute a dense matrix as it shown in (4) .
To test the validity of the concepts elucidated above, we define the root-mean-square (RMS) error of the bistatic scattering coefficient (BSC) as where N is the number of the scattered angles, σ represents the BSC calculated by the traditional MoM or by the CS-based MoM, and σ anal denotes the analytical result [16] .
The numerical results are shown in Fig. 3 . It is readily observed that the two methods agree well with each other. This illustrates the validity of the CS-based MoM.
As an example of the practical structures, consider the bistatic scattering from a ship shown in Fig. 4 , which has a length of 200 m and width 69.28 m with S1 = 100 m, S2 = 50 m, S3 = S4 = 20 √ 3 ≈ 34.64 m. The ship is partitioned into 4800 segments (0.1 wavelengths for 300 MHz). In the following simulations, the incident angle is set as θ i = 0
• , and the number of measurements is chosen to be m = 380. The simulating time of the CS-based MoM and the traditional MoM is illustrated in Table I . All of the simulations were performed on a computer with a 2.67-GHz processor (Intel Core i5CPU) and 8.0 GB of memory. It should be pointed out that an iterative algorithm named GMRES is utilized to solve the matrix equation described by (4) . From Table I , one can find that the filling time of the CS-based MoM is about just 4.6% under the cylinder model and 7.8% under the ship model of those of traditional MoM, and the total time of the CS-based MoM is about 9.4% under the cylinder model and 50.7% under the ship model of those of traditional MoM. Therefore, the simulating time does reduce drastically with the introduction of the CS theory. This demonstrates the efficiency of the CS-based MoM.
The number of iterations and the corresponding errors are summarized in Table II . It should be pointed out that for traditional MoM, an iterative algorithm named GMRES is applied to solve for unknown currents, while the OMP algorithm is used to recover the unknown currents from its lower-dimensional samples for CS-based MoM. To provide detailed information of the coherence between measurement matrix and transform matrix, the correlation coefficient of the two matrixes is calculated and illustrated in the last column of Table II . As can be seen from Table II, the correlation coefficient is close to zero for both cylinder model and ship model. This means that the rows of measurement matrix cannot sparsely represent the columns of transform matrix. In other words, the two matrixes are incoherent with each other.
IV. CONCLUSION
In the context of bistatic scattering analysis using MoM, one typically needs to constitute and solve a fully populated matrix, which is computationally expensive. Therefore, the CS theory is introduced into MoM to accelerate the aforementioned procedures. A new filling rule is proposed, which constructs an underdetermined equation and measures the compressed samples of the induced currents in a natural way. Finally, the induced currents are recovered by OMP algorithm. Numerical simulations show that the CS based-MoM can provide an accurate BSC and induced currents distributions, while improving the computational efficiency dramatically, with the total time expenditure being about 9.4% under cylinder model and 50.7% under ship model of those of traditional MoM.
