Abstract Models of the evolution of learning often assume that learning leads to the best solution to any task, and disregard the details of the learning and decision-making process along with its potential pitfalls. These models therefore do not explain instances in the animal behavior literature in which learning leads to maladaptive behaviors. In recent years a growing number of theoretical studies use explicit models of learning mechanisms, offering a fresh perspective on the issue by revealing the dynamics of information acquisition and biases arising from it. These models have pointed out possible learning rules and their adaptive value, and shown that the value of learning may crucially depend on such factors as the layout of the physical environment to be learned, the structure of the payoffs offered by different alternatives, the risk of failure, characteristics of the learner and social interactions. This review considers the merits of explicit modeling in studying the evolution of learning, describes the kinds of results that can only be obtained from this modeling approach, and outlines directions for future research [Current Zoology 61 (2): [341][342][343][344][345][346][347][348][349] 2015 ].
Introduction
Traditionally, theoretical models of behavior are concerned with optimality, assuming that evolved behaviors provide the organisms with the best solution to any given situation (e.g. Charnov, 1976; Stephens and Krebs, 1986) . However, experiments showing animals making what appears to be suboptimal and maladaptive behaviors suggest that is not necessarily the case (e.g. Bateson et al., 2002; Marsh and Kacelnik, 2002; Shafir et al., 2002) . This has led to a re-examination of the theoretical approach. Notably, it has been suggested that rather than being optimal in any specific situation, evolved decision-making mechanisms are optimal on average, across situations, considering the ecological and evolutionary circumstances they have developed in (Schuck-Paim et al., 2004; Frankenhuis and Del Giudice, 2012) . It has been recognized that in order to understand these behaviors, we must not simply assume optimal behavior, but consider the evolution of the mechanisms that produce the behavior (McNamara and Houston, 2009) , and try to use more complex environments in our models in an effort to bring them closer to the real world (Fawcett et al., 2014) . Furthermore, behavioral ecologists have been called to abandon the treatment of behaviors as the sole target of selection, and instead consider the learning and decision-making mechanisms that generate them (Fawcett et al., 2013) .
Pioneering theoretical work on the evolution of learning has used mostly analytical models to study questions such as the adaptive value of learning (Stephens, 1989 (Stephens, , 1991 , learning rules efficiency Houston, 1985, 1987b) and an evolutionarily stable learning rule (Harley, 1981; Houston and Sumida, 1987; Tracy and Seaman, 1995) . These models have laid the foundations for studying many questions in the evolution of learning; however, they did not delve into the details of the learning process.
Learning is a dynamic process. The decision-making process is often probabilistic and results in stochastic outcomes; every decision can affect future evaluations and choices, breeding further stochasticity and making its exact consequences difficult to predict. While mathematical analysis of a learning rule can provide an approximation of the value-estimation process and an expectation of the mean result, deriving more than that would be analytically quite difficult and calls for other methods (Stephens, 1993; Dridi and Lehmann, 2014) .
Agent-based computer models simulate the behavior of individuals and lets them interact with the model environment, among themselves, or both, to study questions concerning the outcomes of these interactions. The model usually defines some rules governing the behavior of the agents and the dynamics of the system, and can leave much room for stochasticity by assuming some rules are probabilistic. The behavior of agents can be recorded for later analysis, and they themselves may have memories of previous events in the simulation, upon which they may base future behavior. These are in fact artificial societies, attempting to capture aspects of the real world in silico (Epstein and Axtell, 1996; Peck, 2004; Epstein, 2009) . Although the high level of detail in these simulations interferes with covering the full parameter space, making them less general than analytical models, it is also one of their great strengths. They may be viewed as an experimental system, with an advantage of being highly manipulable compared to reallife ones (Peck, 2004) . All these properties make agent based simulations a prime tool in studying a process such as learning. Combined with analytical models, they may provide us with a wide and deep understanding of its evolution.
The use of computer simulations in studying the evolution of learning is not new. Some pioneering work in the field goes back to the 1980s (Regelmann, 1984; Bernstein et al., 1988) , but such studies were rather rare. Recent years, however, have seen a great increase in the use of computer simulations for that aim (Beauchamp, 2000; Beauchamp and Fernández-Juricic, 2004; Amano et al., 2006; Hogeweg, 2006, 2009; Eliassen et al., 2007 Eliassen et al., , 2009 Groß et al., 2008; Hamblin and Giraldeau, 2009; Rendell et al., 2010a; Arbilly et al., 2010 Arbilly et al., , 2011 Katsnelson et al., 2012; Trimmer et al., 2012; Afshar and Giraldeau, 2014; Kolodny et al., 2014; Lotem and Biran-Yoeli, 2014; Arbilly and Laland, 2014) . This is perhaps part of a wider trend, acknowledging the power of simulations in studying complex problems (Peck, 2004; Buchanan, 2009; Epstein, 2009) , and also due to technological advancements, making feasible what was once considered too computationally demanding.
Learning models typically involve two rules: a learning rule, used for updating newly acquired information in the learner's memory, and a decision rule, which uses the information stored in memory to choose between available alternatives (see Glossary for definition of these and other related terms). Although the two rules are at times considered to be one unit, each has a separate effect on behavior (as we discuss below) and therefore a distinction seems appropriate (see box 1 for a summary of commonly used rules). An explicit model, as referred to here, is a model that simulates an individual's learning and decision-making process in detail, tracking the flow of information and its effects on the individual's behavior step by step. In many cases, costs can be an emerging property of the learning process (e.g. the time it may take to sample the environment) rather than imposed externally as a deduction from the learners, total gains. In evolutionary simulations, learning and decision rules, or some of their parameters, are usually defined as genetically determined, and are the heritable variation on which natural (or more precisely modeled) selection operates, allowing the carriers of the most successful rules/parameter values to reproduce and increase their frequency in the simulated population.
Models studying the evolution of learning mechanisms via computer simulations can be roughly divided into three types, based on the question they are investigating. One is models concerned with a foraging problem, which can also be defined as a single-or multi-armed bandit (Robbins, 1952) : learning to choose between a number of food alternatives (Beauchamp and Fernández-Juricic, 2004; van der Post and Hogeweg, 2006; Eliassen et al., 2007 Eliassen et al., , 2009 Groß et al., 2008; Trimmer et al., 2012; Kolodny et al., 2014) . This is perhaps the most ubiquitous problem in animal behavior, referring to a fundamental issue all organisms face; furthermore, this multiple choice scenario can, with slight modifications, refer to other resources sought by the organism (e.g. mates, nesting area, shelter).
The second type are models concerned with learning the evolutionarily stable strategy (ESS); these often involve a producer-scrounger game (Beauchamp, 2000; Hamblin and Giraldeau, 2009; Katsnelson et al., 2012; Afshar and Giraldeau, 2014) . Learners in these models live in a social environment, where the outcome of their own behavior is affected by the behavior of others in the population. This presents a complex learning task due to a highly dynamic environment: learners acquire information about the behavior of others and consequently may modify their own behavior, but since this is true for all learners, previously acquired information may become useless as a result. The use of agent-based simulations in models of learning in a social context offers a double advantage, in capturing the stochasticity of both the learning process and of social interactions.
The third type are models combining features from the first and second types: foraging models taking place in a social environment (Beauchamp and Fernández-Juricic, 2004; Arbilly et al., 2010 Arbilly et al., , 2011 Rendell et al., 2010a; Arbilly and Laland, 2014) . Individuals in these models are learning to choose between a number of food alternatives, but their food-finding benefits directly depend on the behavior of others. This, for example, is the case of models studying the adaptive use of individual learning versus that of social learning: the goal is to learn where to find food, which can be done by either learning independently or by copying others' choices. An individual learning independently may pay some cost (e.g. time or energy), avoided by individuals who copy from it; copiers, on the other hand, depend on the availability of individuals to copy from and on the quality of their decisions (e.g. Rendell et al., 2010a) .
In what follows, we will consider recent models, issues emerging from the modeling approach, the kind of results they offer, and their contribution to the understanding of the evolution of learning. Finally, we will outline some possible future directions. Since the focus of this review is explicit models as a tool in studying the evolution of learning, a discussion of general topics in the field of learning (e.g. Reinforcement Learning, Bayesian Learning) is outside its scope; the interested reader may find thorough reviews of these elsewhere (e.g. Sutton and Barto, 1998; Tenenbaum et al., 2006) .
Learning does not Always Lead to the Best Decisions
A central contribution of explicit models to the study of the evolution of learning is in showing that learning does not always lead to the right answer, as often assumed. Simulating the learning process reveals that biases emerging from learning and decision rules may hamper a learner's route to making the optimal decision: these biases interfere with acquiring the full scope of information, especially in variable or dynamic environments. Furthermore, explicit models allow costs to arise directly from the cognitive process rather than have them modeled as an external property, thus unveiling their effects, which are often not trivial. Just like externally imposed costs, emerging costs result from the assumptions of the model, but since they are a result of the process they are, at least to some extent, less arbitrary. Still, some costs of learning, such as the costs of neural development and maintenance remain difficult to model as anything other than externally imposed.
One example of the effects of learning biases is the triumph of random foraging over learning when lifespan is short, due to learning biases (Arbilly et al., 2010) . In an environment where the highest payoffs, on average, are also the most rare -due to depletion, for examplea learner searching for food in the best patch may not find anything on its first attempt. On its next foraging attempts it is therefore not likely to search that patch again, a phenomenon known as risk aversion, or "the hot stove effect" (March, 1996; Denrell and March, 2001 ). An individual who does not learn, however, and forages at random, will not suffer this effect, and is thus more likely than the learner to visit the best patch again, increasing the probability of retrieving that high payoff early on. Eventually, given a flexible enough decision rule, learners will revisit the best patch, but if life is short, they are unlikely to ever forage there again, making learning an unsuccessful strategy (Arbilly et al., 2010 ; see further discussion in section 4).
Another obstacle for the evolution of learning may lie in the dynamics of the learning objective. Change has long been observed as the main reason for learning to evolve over any innate behavior (Stephens, 1991) , but highly stochastic environments present a real challenge for learners, who invest in acquiring and storing information which may soon become useless. Indeed, simulation studies have shown a complex relationship between learning and ecological conditions (Eliassen et al., 2007 (Eliassen et al., , 2009 ). Frequency-dependent strategy games, where individuals learn which strategy to use, offer an even greater challenge: the acquired information is the behavior of others, who may be learners themselves and may change their behavior based on their own experience. Still, it has been shown that individuals in such games in the real world do learn and modify their strategy choice based on experience Belmaker et al., 2012) . How does learning evolve under these dynamic conditions?
Computer simulations of strategy learning in the producer-scrounger game have demonstrated that learning is far from being the most adaptive solution for finding the evolutionarily stable strategy (Katsnelson et al., 2012) . When competing against innately fixed strategies, i.e., individuals who use the producer or scrounger strategy at a set frequency, learning only evolves given at least one of two conditions: (1) a high enough rate of environmental change, leading to a large enough change in the ESS; or (2) a high enough phenotypic asymmetry leading individuals to perform better as either producers or scroungers, therefore making it beneficial to learn your strength. If environmental change or phenotypic asymmetry are not high, the time invested in strategylearning simply does not pay off. Interestingly, in finite populations where learning is favored, it appears to have an advantage over innate pure strategies simply because it may lead to a mixed strategy, and not neces-sarily because it allows for better choice of strategy; this phenomenon (demonstrated also by the result that learning does not do better than an innate mixed strategy) is due to the 'flexibility' of mixed/learned strategies. While pure strategies may be selected against as their frequency increases, mixed strategies offer the ESS frequencies of the two strategies and therefore do not face this problem (Katsnelson et al., 2012) . This model's findings contrast the results of a mathematical model (Dubois et al., 2010 ) that investigated the same question and found that learners will invade a population of non-learners, but will not reach fixation, suggesting that the ability of some individuals to learn prevents learning from evolving in others. There are several differences between the two models' assumptions, but perhaps most significantly, Dubois et al. assume idealized learning while Katsnelson et al. model the learning process explicitly; more than anything the dissonance between the two results emphasizes the implications of choosing either modeling approach (see discussion in Katsnelson et al., 2012) .
Finding the Adaptive Value of Learning
As mentioned above, an explicit learning model includes a learning rule and a decision rule; however, it is not quite clear which rules are used by learners in the real world. Studied mostly in analytical models, in recent years there have also been some suggestions as to which learning rule is the most adaptive using explicit learning models. These studies either compared the success of learning and decision rules in a foraging context (Groß et al., 2008) or simulated strategy-learning in a game, pitting different learning rules against each other and analyzing their success (Beauchamp, 2000; Hamblin and Giraldeau, 2009) .
Many explicit learning models use a linear operator rule (Bush and Mosteler, 1955) as their learning rule (Regelmann, 1984; Bernstein et al., 1988; Beauchamp, 2000; Beauchamp and Fernández-Juricic, 2004; Eliassen et al., 2007 Eliassen et al., , 2009 Groß et al., 2008; Hamblin and Giraldeau, 2009; Arbilly et al., 2010 Arbilly et al., , 2011 Katsnelson et al., 2012; Afshar and Giraldeau, 2014; Arbilly and Laland, 2014; Lotem and Biran-Yoeli, 2014 ). This rule updates memory using a moving average, weighing recent and past experience by a pre-defined memory factor (see box 1). While compatible with some realworld observations, its evolution remains unclear. Trimmer et al. (2012) performed a rigorous examination of the adaptive value of the Rescorla-Wagner rule, a modification of the linear operator rule for classical conditioning (Rescorla and Wagner, 1972) . They used genetic programming to evolve learning rules that, like the Rescorla-Wagner rule, update the associative strength between a conditioned stimulus and an unconditioned stimulus. Comparing the properties of successful learning rules to the Rescorla-Wagner rule and to an optimally performing rule (which produces better estimates than the Rescorla-Wagner rule), the authors have been able to identify a number of characteristics favoring the Rescorla-Wagner rule under natural selection, suggesting an evolutionary explanation for its prevalence (Trimmer et al., 2012) .
Learning rules offer a basic formulation of how a connection between a cue and a payoff is established. In the real world, organisms may learn far more complex relationships in the environment surrounding them, creating representations such as spatial maps of the environment and social hierarchies. A step towards understanding this learning of the "greater picture" was recently introduced in a model looking into the evolution of continuous learning -a learning strategy based on constant absorption of environmental information and identification of statistical regularities within it (Kolodny et al., 2014) . This model compared, using agentbased simulations, the performance of three learning strategies, all constructed from the same basic building blocks of reinforcement learning: (1) Simple reinforcement learning -learning a simple association of a cue and primary reinforcer (e.g., if honey is the primary reinforcer, a beehive is a likely cue); (2) Reinforcement learning with chaining -where once a cue is associated with the primary reinforcer, this cue can act as a secondary reinforcer and other cues can be associated with it, creating a chain of cues (following the aforementioned example, a beehive may become a secondary reinforcer; tree holes, a likely location of beehives, may become a reinforcer following this association; foraging bees may later become yet another reinforcer in this chain); and (3) Continuous learning -where associations between all elements of the environment are learned regardless of a primary reinforcer, turning into a chain of reinforcers once the primary reinforcer is found (here, hollow trees, foraging bees, and all other elements in the environment -whether with some connection to honey (citrus blossom, dandelions) or irrelevant to it (cats and dogs) will be associated with each other based on cooccurrence. Once hollow trees are associated with honey, elements associated with hollow tress, elements associated with those elements, and so on, will form a chain of reinforcers). The model results suggest that continuous learning is successful under specific conditions, such as short learning period, scarce food, and well-structured environments, which allow learners to predict the presence of food more than one step ahead (Kolodny et al., 2014) . Using this modeling approach the authors have shown how a complex learning ability can be broken down into simple processes, thus suggesting a plausible evolutionary trajectory for its emergence. This is arguably a path theoreticians should consider in tackling the evolution of seemingly complex cognitive capacities.
The Problem of Sticky Learning
A recurring issue encountered in explicit models is the problem of "sticky learning", when learners stop sampling all alternatives in their learning environment and adhere to a single or a small set of choices instead (e.g. Groß et al., 2008; Hamblin and Giraldeau, 2009; Arbilly et al., 2010) . This situation arises when learners experience a few alternatives as highly rewarding compared to the rest. As choosing the most rewarding alternative is the ultimate goal of learning, this may hardly seem like a problem, but in fact, what registers as the best alternative in the learner's experience may not be the best available alternative in the environment if the learner had limited sampling experience (Hamblin and Giraldeau, 2009 ), if alternatives offer variable payoffs and require repeated sampling to find their expected value (Arbilly et al., 2010) , or if the environment is subject to within-generation temporal change (Groß et al., 2008) .
This hurdle can be overcome in several ways. One is defining a sampling (or training) period which precedes the decision-making (or testing) period ("Random sampling rule" in Katsnelson et al., 2012) . This allows learners to sample their environment without the biases that form with experience, but presents a problem in a changing environment where information decays over time. Another way to avoid stickiness is by using a learning rule which updates not only the learner's memory about its current choice, but also updates all other choices by a certain factor, improving their value over time and increasing their probability of being chosen (Groß et al., 2008) . One can also use a rule such as the relative payoff sum rule, that sets the lowest threshold to which the value of each alternative can decrease to, diffusing, at least to some extent, the effect of repeated failure (see box 1). A fourth possibility is to use a decision rule which allows flexibility. Such is the exponential ratio decision rule, also known as the softmax rule (see Bereby-Meyer and Erev, 1998; Sutton and Barto, 1998 and box 1), which increases the probability of sampling alternatives that have been experienced as less attractive (e.g. Arbilly et al., 2010; Lotem and Biran-Yoeli, 2014) . Each of these methods can be justified for different reasons, and choosing which one to use largely depends on the question and the model at hand.
It should be noted that the learner's reference point (also referred to as a-priori assumptions or expectation) of the environment, i.e. the value alternatives are assigned in the learner's memory before it acquires any experience, play an important role in how 'sticky' learning will be (Kahneman and Tversky, 1979 ). An "optimistic" reference point (Sutton and Barto, 1998 ; not to be confused with reproductive optimism discussed recently in the Behavioral Ecology literature, e.g. McNamara et al., 2011) , that is high relative to the real payoffs will result in thorough sampling of the environment, as the relatively low experienced payoffs will drive the learner to try alternatives that it has not sampled yet and therefore are still perceived as offering higher payoffs. On the other hand, assigned value that is relatively low (a "pessimistic" reference point) is likely to lead to very little sampling, as the learner will perceive the alternative it sampled first as offering a relatively high payoff compared to all other alternatives (see March, 1996) .
Uncovering the Trade-offs between
Individual and Social Learning
Providing the basis for cumulative culture and the key to the enormous advances made by human societies, social learning and the conditions promoting it over individual learning have been, and still are, the subject of extensive theoretical work. Learning -both individual and social -has been mostly treated as idealized, with models often assuming that learners always choose the optimal behavior, but are (at times) burdened by external costs related to time, energy and the decay of information (e.g. Boyd and Richerson, 1985; Feldman et al., 1996; Aoki et al., 2005; Franz and Nunn, 2009; Kendal et al., 2009; Rendell et al., 2010b) .
Aiming to identify when best to use social learning over individual learning, Rendell et al. (2010a) initiated a tournament of social learning strategies, yielding interesting insights not only in regard to the strategic use of social learning, but also to the nature of a successful social learning process. The strategies, entered by external participants, included a set of rules indicating when to learn individually, when to learn socially, and when to perform behaviors acquired through either learning process. They could also include rules as to how to update newly acquired information in memory. Setting the strategies to compete against each other in an evolutionary agent-based simulation, Rendell et al. found that the most successful strategies relied heavily on social learning. These successful strategies had also employed a memory updating rule that accounted for decay of information in a changing environment; the winning strategy had gone further, discounting older information acquired socially, more so in a changing than in a stable environment (Rendell et al., 2010a) .
The success of strategies which were heavily reliant on social learning in the tournament was due to the high payoff that socially learned behaviors resulted in: social learners copied behaviors that were performed by others in the population; performed behaviors were the best behaviors in learners' repertoire, thus representing the top tier of behaviors available (Rendell et al., 2010a) . A different explicit model assisted in discovering a different mechanism providing an advantage to social learning over individual learning -a mechanism based on the risk aversion learners develop in environments with high variability (Arbilly et al., 2011) . While risk aversion may prevent individual learners from foraging in the best patches (see discussion in section 2 above), a learning strategy that is based solely on social learning and disregards personal experience can circumvent this problem. Social learners are likely to learn from successful others rather than from individuals who failed to find food; this puts them at an advantage, since it means that when they join others, they always receive a payoff and therefore are not 'aware' of the variability in payoff within patches. In other words, social learners never experience a failure. Failure to find food in the highest paying patches are the reason learners do not realize these patches are the best foraging alternative; by learning only from others' success, social learners circumvent this problem. The visit frequency in the best patch of exclusive social learners will be much higher than that of individuals who rely on personal experience or combine both individually and socially acquired information, making it a much more successful learning strategy (Arbilly et al., 2011) .
Further analysis, using the advantage of social learning in this type of risky environment to compare the performance of two social learning mechanisms, demonstrated how the quality of information acquired socially can modify the nature of information acquired individually, and how the two types of learning may coevolve to compensate for each others' shortcomings (Arbilly and Laland, 2014) .
Summary and Future Directions
Computer simulations are somewhere in between analytical models and real-world experiments: they are usually not as general as their analytical counterparts, and not as grounded as real-world experiments. However, as demonstrated in this review, their great power lies in the ability to reveal what might be happening "under the hood", the inner workings of the learning process.
Our ability to use simulations for that aim is limited, however, by our narrow observational perspective: we attempt to evolve learning mechanisms that generate the behaviors that we observe in the natural world. The underlying learning processes remain, therefore, a hypothesis. While a simulation producing real-world behaviors may indicate our hypotheses have merit, to gain a full understanding of the learning process we may benefit from looking into studies of learning in other fields of research. The best such example are experimental studies looking at learning at the mechanistic, neural level. These offer information regarding issues such as learning from positive versus negative reinforcement (e.g. Crestani et al., 1999; Frank et al., 2005) , the mechanics of acquiring and extinguishing fear memory and its consequences for further learning (Maren and Quirk, 2004) and even individual differences in learning abilities (Schönberg et al., 2007) . Evidence from such studies may inform the way we model learning processes, both in structure and in emphasis, and result in better model predictions -that can later be tested in behavioral experiments.
The relative realism of agent-based simulations can make them easy to translate into real-world experiments and test their assumptions and predictions (e.g. Amano et al., 2006; Ilan et al., 2013) . While testing the predictions of evolutionary models may in some cases be impossible, it has already been shown that cognitive abilities in flies can undergo selection in the lab (Mery and Kawecki, 2002; Dunlap and Stephens, 2009) . Such "mini brains" may offer a useful real-world framework, at least for some models (see Chittka and Skorupski, 2011) .
Many of the explicit models mentioned above are concerned with a foraging problem. This is a classic learning problem, but learning is taking place in many other situations in animals' lives, and modeling other problems may shed light both on the evolution of learning in other contexts, and on the co-evolution of learning with other behaviors. For example, a recent explicit model of learning by nestlings begging in the nest provided new insight regarding the role of kin selection and group selection in the parent-offspring conflict (Lotem and Biran-Yoeli, 2014) . Explicit modeling of learning in behaviors such as mate choice, parental care and in host-parasite/predator-prey arms races (to name a few) may bring new understanding of observed phenomena and provide new directions for real-world experiments.
While there is still much to explore at the basic level, explicit models and the increasing accessibility of computational power also offer us the opportunity to take learning models to the next level. Perhaps, in the spirit of "Integrating mechanism and function" (McNamara and Houston, 2009) , and "Exposing the behavioral gambit" (Fawcett et al., 2013) , we should begin to consider modeling cognitive capacities of a higher order, building them up from the simple processes they are likely to be made of. Most importantly, an explicit modeling approach might benefit our understanding of processes that are considered a 'black box' -where our knowledge, at best, scratches the surface. Examples of such processes include Theory of Mind -the ability to attribute knowledge, intentions and beliefs to others; and mental time travel -the ability to recollect past events or anticipate future needs. While the distance between the simple learning rules described in this review and advanced abilities such as Theory of Mind and mental time travel seems irreconcilable, the apparent complexity of these abilities suggests that they have evolved gradually rather than by way of a single mutation. Modeling these abilities from the bottom up, using simple learning rules as building blocks, is perhaps the most interesting challenge facing the field today -and one that may provide great insight into the mind and its evolution.
