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ﻫﺎي ﻋﺼﺒﻲ و ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ ﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺑﺎ اﺳﺘﻔﺎده از ﺷﺒﻜﻪ ﻣﺪل ﭘﻴﺶ
 ﻣﺒﺘﻨﻲ ﺑﺮ درﺧﺖ رﮔﺮﺳﻴﻮن و ﻃﺒﻘﻪ ﺑﻨﺪي
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  :ﻣﻘﺪﻣﻪ
ﻫﺎي ﻗﻠﺒﻲ ﻋﺮوﻗﻲ اﻣﺮوزه ﻣﻬﻤﺘﺮﻳﻦ ﻋﺎﻣﻞ  ﺑﻴﻤﺎري
ﺗﺮﻳﻦ  ﻳﻜﻲ از ﺷﺎﻳﻊ(. 1)ﺑﺎﺷﻨﺪ  ﻫﺎ ﻣﻲ ﻣﺮگ و ﻣﻴﺮ اﻧﺴﺎن
ﻋﺮوﻗﻲ، ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ اﺳﺖ -ﻫﺎي ﻗﻠﺒﻲ ﺑﻴﻤﺎري
 8002ﻛﻪ ﻃﺒﻖ ﮔﺰارش ﺳﺎزﻣﺎن ﺑﻬﺪاﺷﺖ ﺟﻬﺎﻧﻲ در ﺳﺎل 
 ﻣﻴﻠﻴﻮن ﻣﺮگ در ﺟﻬﺎن، در ﺻﺪر ده ﻋﺎﻣﻞ اول 7/52ﺑﺎ 
در اﻳﺮان ﻧﻴﺰ ﺑﺮ (. 2)اﺳﺖ ﻣﺮگ و ﻣﻴﺮ ﺟﻬﺎن ﻗﺮار ﮔﺮﻓﺘﻪ 
اﺳﺎس اﻃﻼﻋﺎت ﺣﺎﺻﻞ از ﻳﻚ ﻣﻄﺎﻟﻌﻪ اﭘﻴﺪﻣﻴﻮﻟﻮژﻳﻚ ﻛﻪ 
   ﭘﺮداﺧﺘﻪ اﺳﺖ8831ﺑﻪ ﺑﺮرﺳﻲ ﻋﻠﺖ ﻣﺮگ و ﻣﻴﺮ در ﺳﺎل 
  
 ﻣﻮرد ﻧﺎﺷﻲ از 70328 ﻓﻮﺗﻲ، ﺗﻌﺪاد 075123از ﺑﻴﻦ 
درﺻﺪ اوﻟﻴﻦ  52/6ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺑﻮده اﺳﺖ ﻛﻪ ﺑﺎ 
  (.3)ﺷﻮد  ﻋﺎﻣﻞ ﻣﻨﺠﺮ ﺑﻪ ﻣﺮگ ﻣﺤﺴﻮب ﻣﻲ
ﺗﻮان ﮔﻔﺖ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ  ﻛﻠﻲ ﻣﻲﺑﻪ ﻃﻮر 
ﻧﺘﻴﺠﻪ ﻫﻤﮕﺮاﻳﻲ ﺗﻌﺪادي از رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي ﻣﺴﺒﺐ 
ﺑﺮرﺳﻲ و ﻣﻄﺎﻟﻌﻪ ﻣﻨﺎﺑﻊ ﻣﺨﺘﻠﻒ (. 4)ﺑﺎﺷﺪ  اﻳﻦ ﺑﻴﻤﺎري ﻣﻲ
دﻫﺪ ﻛﻪ رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي ﻣﻮﺛﺮ ﺑﻴﻤﺎري ﻋﺮوق  ﻧﺸﺎن ﻣﻲ
  ﻣﺼﺮف ﺳﻴﮕﺎر، ﻓﺸﺎر ﺧﻮن ﺑﺎﻻ، اﺧﺘﻼﻻت : ﻛﺮوﻧﺮ ﺷﺎﻣﻞ
  
  :ﭼﻜﻴﺪه
 از ﺟﻤﻠﻪ  ﻫﺎي ﺗﺸﺨﻴﺺ ﺗﻬﺎﺟﻤﻲ در ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺗﻮﺟﻪ ﺑﻪ آﻧﻜﻪ ﺧﻄﺮات اﺟﺮاي روشﺑﺎ  :و ﻫﺪفزﻣﻴﻨﻪ 
  ﻛﺎوي در ﭘﺰﺷﻜﻲ ﻫﺎي داده ﺑﺎﺷﺪ و از ﻃﺮﻓﻲ ﺗﺠﺎرب ﻣﻮﻓﻘﻴﺖ آﻣﻴﺰي در ﻣﻮرد روش آﻧﮋﻳﻮﮔﺮاﻓﻲ ﻗﺎﺑﻞ ﻣﻼﺣﻈﻪ ﻣﻲ
ﻫﺎي ﻋﺼﺒﻲ ﻛﻪ ﻗﺎﺑﻠﻴﺖ   ﻛﺎوي ﺷﺒﻜﻪ  ﺗﻮﻟﻴﺪ ﻣﺪﻟﻲ ﻣﺒﺘﻨﻲ ﺑﺮ ﺗﻜﻨﻴﻚ دادهﺣﺎﺻﻞ ﺷﺪه اﺳﺖ؛ ﻟﺬا اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﺑﺎ ﻫﺪف
  .ﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ را داﺷﺘﻪ ﺑﺎﺷﺪ اﻧﺠﺎم ﺷﺪه اﺳﺖ ﭘﻴﺶ
 82231 رﻳﺴﻚ ﻓﺎﻛﺘﻮر از اﻃﻼﻋﺎت 9اي ﺷﺎﻣﻞ  ﺗﺤﻠﻴﻠﻲ، ﻣﺠﻤﻮﻋﻪ داده-در اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﺗﻮﺻﻴﻔﻲ : ﺑﺮرﺳﻲروش
 ﻧﻔﺮ ﻣﺒﺘﻼ ﺑﻪ 9619 ﻧﻔﺮ ﻓﺎﻗﺪ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ و 9504)ﻧﻔﺮ ﻛﻪ در ﻣﺮﻛﺰ ﻗﻠﺐ ﺗﻬﺮان آﻧﮋﻳﻮﮔﺮاﻓﻲ ﺷﺪه ﺑﻮدﻧﺪ 
ﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺑﺮ اﺳﺎس ﺷﺒﻜﻪ ﻋﺼﺒﻲ  ﺗﻮﻟﻴﺪ ﻣﺪل ﭘﻴﺶ. ﻣﻮرد اﺳﺘﻔﺎده ﻗﺮار ﮔﺮﻓﺖ( اﻳﻦ ﺑﻴﻤﺎري
ﺑﺎﺷﺪ ﻛﻪ ﻫﺮ دو ﺑﺎ اﺳﺘﻔﺎده  ﭘﺮﺳﭙﺘﺮون ﭼﻨﺪ ﻻﻳﻪ و روش ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ، ﻣﺒﺘﻨﻲ ﺑﺮ درﺧﺖ رﮔﺮﺳﻴﻮن و ﻃﺒﻘﻪ ﺑﻨﺪي ﻣﻲ
  .ﺑﺮاي ﻣﻘﺎﻳﺴﻪ و اﻧﺘﺨﺎب ﺑﻬﺘﺮﻳﻦ ﻣﺪل از آﻧﺎﻟﻴﺰ ﻣﻨﺤﻨﻲ راك اﺳﺘﻔﺎده ﮔﺮدﻳﺪ.  اﻧﺠﺎم ﺷﺪه اﺳﺖacitsitatSاز ﻧﺮم اﻓﺰار 
ﻫﺎي ﺗﻮﻟﻴﺪ ﺷﺪه، ﻣﺪل ﻧﻬﺎﻳﻲ ﺗﺸﻜﻴﻞ ﺷﺪه از ﻛﻞ رﻳﺴﻚ  ﭘﺲ از ﻫﻔﺖ ﻣﺮﺗﺒﻪ ﻣﺪل ﺳﺎزي و ﻣﻘﺎﻳﺴﻪ ﻣﺪل :ﻫﺎ ﻳﺎﻓﺘﻪ
 %33/52 و وﻳﮋﮔﻲ %29/14، ﺣﺴﺎﺳﻴﺖ %47/91، دﻗﺖ 0/457ﻫﺎي ﻣﻮﺟﻮد ﺑﺎ ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك  ﻓﺎﻛﺘﻮر
، 0/737 رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﺑﺎ ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك 4در ﻧﺘﻴﺠﻪ اﻧﺠﺎم ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ ﻧﻴﺰ ﻣﺪﻟﻲ ﻣﺘﺸﻜﻞ از . ﺑﺪﺳﺖ آﻣﺪ
  . ﺗﻮﻟﻴﺪ ﺷﺪ%13/71 و وﻳﮋﮔﻲ %39/43، ﺣﺴﺎﺳﻴﺖ %47/91دﻗﺖ 
ﻴﺺ ﻫﺎي ﻋﺼﺒﻲ، ﻋﻼوه ﺑﺮ ﺗﻮاﻧﺎﻳﻲ ﺑﺎﻻ در ﺗﺸﺨ در اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﻣﺪل ﺑﺪﺳﺖ آﻣﺪه ﻣﺒﺘﻨﻲ ﺑﺮ ﺷﺒﻜﻪ :ﮔﻴﺮي ﻧﺘﻴﺠﻪ
ﻫﻤﭽﻨﻴﻦ، . اﻓﺮاد ﺑﻴﻤﺎر، ﺗﻌﺪاد ﻗﺎﺑﻞ ﻗﺒﻮﻟﻲ از اﻓﺮادي ﻛﻪ ﻓﺎﻗﺪ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺑﻮدﻧﺪ را ﻧﻴﺰ ﺷﻨﺎﺳﺎﻳﻲ ﻛﺮد
ﻫﺎي ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ در اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﻧﻴﺰ ﻧﺘﺎﻳﺞ ﺧﻮﺑﻲ در زﻣﻴﻨﻪ ﻛﺎﻫﺶ ﭘﻴﭽﻴﺪﮔﻲ ﻣﺪل ﺑﻪ ﻫﻤﺮاه  ﮔﻴﺮي ﺗﻜﻨﻴﻚ ﺑﻜﺎر
  .ﺳﻦ، ﺟﻨﺲ، دﻳﺎﺑﺖ و ﻓﺸﺎرﺧﻮن ﺑﺎﻻ ﮔﺮدﻳﺪداﺷﺖ و ﻣﻨﺠﺮ ﺑﻪ ﺗﻮﻟﻴﺪ ﻣﺪﻟﻲ ﻣﺘﺸﻜﻞ از ﺗﻨﻬﺎ ﭼﻬﺎر رﻳﺴﻚ ﻓﺎﻛﺘﻮر 
  
  .ﻫﺎي ﻋﺼﺒﻲ، ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ، ﻣﺪل ﺳﺎزي ﺑﻴﻤﺎري، ﺷﺒﻜﻪ: ﻫﺎي ﻛﻠﻴﺪي واژه
         ﻋﻴﺴﻲ ﻣﺤﻤﻮدي و ﻫﻤﻜﺎران                                                                                   ﻣﺪل ﭘﻴﺶ ﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ
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 LDLي ﮔﻠﻴﺴﻴﺮﻳﺪ ﺑﺎﻻ،ﻛﻠﺴﺘﺮول ﺗﺎم ﺑﺎﻻ، ﺗﺮ)ﭼﺮﺑﻲ ﺧﻮن 
، دﻳﺎﺑﺖ، ﻋﺪم ﻓﻌﺎﻟﻴﺖ ﻓﻴﺰﻳﻜﻲ، ﭼﺎﻗﻲ، ( ﭘﺎﻳﻴﻦLDH ﺑﺎﻻ و 
ﭼﺎﻗﻲ ﺷﻜﻤﻲ، رژﻳﻢ ﻏﺬاﻳﻲ ﻧﺎﺳﺎﻟﻢ، ﺳﻦ، ﺟﻨﺴﻴﺖ، ﺳﺎﺑﻘﻪ 
ﺧﺎﻧﻮادﮔﻲ، ﻣﺼﺮف اﻟﻜﻞ، ﻋﻮاﻣﻞ رواﻧﻲ، ﻳﺎﺋﺴﮕﻲ، ﺑﺎﻻ 
، ﭘﺮوﺗﺌﻴﻦ aﺑﻮدن ﮔﻠﻮﻛﺰ ﻧﺎﺷﺘﺎ، ﻓﻴﺒﺮﻳﻨﻮژن، ﻟﻴﭙﻮ ﭘﺮوﺗﺌﻴﻦ 
  (.4-01 )ﺑﺎﺷﻨﺪ و ﻫﻤﻮﺳﻴﺴﺘﺌﻴﻦ ﻣﻲ( PRC )ﻣﺮﺣﻠﻪ ﺣﺎد
ﺑﻬﺘﺮﻳﻦ روش ارزﻳﺎﺑﻲ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ 
ﺑﺎﺷﺪ و در واﻗﻊ اﻳﻦ روش ﺑﻪ ﻋﻨﻮان  آﻧﮋﻳﻮﮔﺮاﻓﻲ ﻣﻲ
اﺳﺘﺎﻧﺪارد ﻃﻼﻳﻲ ﺑﺮاي ﺗﺸﺨﻴﺺ اﻳﻦ ﺑﻴﻤﺎري ﺑﻪ ﺣﺴﺎب 
ﺑﺎ اﻳﻦ وﺟﻮد آﻧﮋﻳﻮﮔﺮاﻓﻲ ﻳﻚ روش ﮔﺮان (. 01)آﻳﺪ  ﻣﻲ
ﻫﺎﻳﻲ ﭼﻮن ﻣﺮگ،  و ﺗﻬﺎﺟﻤﻲ ﺑﻮده و ﻫﻤﺮاه ﺑﺎ رﻳﺴﻚ
 ﻟﺬا ﺑﺮاي ﺷﻨﺎﺳﺎﻳﻲ ،(6)ﺎﺷﺪ ﺑ ﺘﻪ ﻣﻐﺰي ﻣﻲﺳﻜﺘﻪ ﻗﻠﺒﻲ و ﺳﻜ
و ارزﻳﺎﺑﻲ ﻣﻴﺰان وﺳﻌﺖ اﻳﻦ ﺑﻴﻤﺎري ﻗﺒﻞ از آﻧﮋﻳﻮﮔﺮاﻓﻲ 
ﮔﻴﺮد  ﻋﺮوق ﻛﺮوﻧﺮ آزﻣﺎﻳﺸﺎت ﻏﻴﺮ ﺗﻬﺎﺟﻤﻲ اﻧﺠﺎم ﻣﻲ
ﻫﺎ  ﻛﻪ ﺑﻪ ﻋﻠﺖ ﺣﺴﺎس و وﻳﮋه ﻧﺒﻮدن اﻳﻦ روش( 01)
ﻣﻤﻜﻦ اﺳﺖ در ﻧﺘﺎﻳﺞ ﻣﺜﺒﺖ ﻳﺎ ﻣﻨﻔﻲ ﻛﺎذب داﺷﺘﻪ ﺑﺎﺷﻴﻢ 
وﺟﻮد ﺑﺎﺷﺪ، از اﻳﻦ رو  ﻛﻪ ﺑﺮاي ﺑﻴﻤﺎر ﺧﻄﺮ آﻓﺮﻳﻦ ﻣﻲ
ﻫﺎي ﻗﺒﻞ  ﻫﺎي ﭘﺸﺘﻴﺒﺎن ﺗﺼﻤﻴﻢ ﮔﻴﺮي در ﻛﻨﺎر روش ﺳﻴﺴﺘﻢ
از آﻧﮋﻳﻮﮔﺮاﻓﻲ ﺑﺮاي ﻛﻢ ﻛﺮدن ﻧﺘﺎﻳﺞ ﻛﺎذب ﻻزم ﺑﻪ ﻧﻈﺮ 
  (.11)رﺳﺪ  ﻣﻲ
 ﺣﻞ درﮔﻴﺮي ﻛﻪ  ﻫﺎي ﭘﺸﺘﻴﺒﺎن ﺗﺼﻤﻴﻢ ﺳﻴﺴﺘﻢ
ﻫﺎ  ﻫﺎي ﭘﻴﭽﻴﺪه ﺑﻪ ﻛﻤﻚ اﻧﺴﺎن ﻣﺴﺎﺋﻞ و ﺗﺼﻤﻴﻢ ﮔﻴﺮي
ﻫﺎ ﻣﻮرد ﺗﻮﺟﻪ   اﺧﻴﺮاً ﺑﺮاي ﺗﺸﺨﻴﺺ ﺑﻴﻤﺎري،(21)اﻧﺪ  آﻣﺪه
ﻫﺎ ﺑﺎ  اﻳﻦ ﺳﻴﺴﺘﻢ. اﻧﺪ ﺪاد زﻳﺎدي از ﻣﺤﻘﻘﻴﻦ ﻗﺮار ﮔﺮﻓﺘﻪﺗﻌ
ﻛﺎوي ﻣﻲ ﺗﻮاﻧﻨﺪ ﺑﻪ ﻛﺸﻒ ﻫﺎي داده  اﺳﺘﻔﺎده از ﺗﻜﻨﻴﻚ
 ﮔﻴﺮي ﻫﺎي ﭘﺰﺷﻜﻲ ﭘﺮداﺧﺘﻪ و ﻓﺮآﻳﻨﺪ ﺗﺼﻤﻴﻢ اﻟﮕﻮﻫﺎ در داده
ﻫﺎ را ﺗﺤﺖ ﺗﺄﺛﻴﺮ ﺧﻮد  را ﺑﻬﺒﻮد ﺑﺨﺸﻨﺪ و در ﻧﺘﻴﺠﻪ، ﻫﺰﻳﻨﻪ
 و ﻛﻴﻔﻴﺖ ﻣﺮاﻗﺒﺖ ﺑﻬﺪاﺷﺘﻲ را اﻓﺰاﻳﺶ (31)ﻗﺮار داده 
 ﻛﺎوي وﺟﻮد  ﻫﺎي ﻣﺨﺘﻠﻔﻲ ﺑﺮاي داده ﺗﻜﻨﻴﻚ. (41 )ﻫﻨﺪد
 ﮔﻴﺮي، ﺗﻮان درﺧﺖ ﺗﺼﻤﻴﻢ ﻫﺎ ﻣﻲآنﺗﺮﻳﻦ ﻣﺘﺪاولدارد ﻛﻪ از 
ﻫﺎي ﻋﺼﺒﻲ،  ، ﺷﺒﻜﻪ(naiseyaB)ﻛﻨﻨﺪه ﺑﻴﺰﻳﻦ  دﺳﺘﻪ ﺑﻨﺪي
ﺑﻨﺪي ﻣﺒﺘﻨﻲ ﺑﺮ  ﻣﺎﺷﻴﻦ ﺑﺮدار ﭘﺸﺘﻴﺒﺎن، ﻗﻮاﻧﻴﻦ اﻧﺠﻤﻨﻲ، دﺳﺘﻪ
ﻫﺎي ﺧﺸﻦ،   ام، ﻣﺠﻤﻮﻋﻪkﺗﺮﻳﻦ ﻫﻤﺴﺎﻳﻪ  ﻗﺎﻧﻮن، ﻧﺰدﻳﻚ
 را ﻧﺎم ﻫﺎي ژﻧﺘﻴﻚ ﺑﻨﺪي و اﻟﮕﻮ رﻳﺘﻢ ﻫﺎي ﺧﻮﺷﻪ ﻮرﻳﺘﻢاﻟﮕ
ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﻛﻪ اﻟﻬﺎم ﻫﺎي  در اﻳﻦ ﻣﻴﺎن ﺷﺒﻜﻪ(. 51)ﺑﺮد 
 ﻳﻚ ﻣﺪل -ﺑﺎﺷﻨﺪ ﮔﺮﻓﺘﻪ از ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﺑﻴﻮﻟﻮژﻳﻜﻲ ﻣﻲ
آﻳﻨﺪ و ﺑﻪ ﻃﻮر  رﻳﺎﺿﻲ از ﺳﻴﺴﺘﻢ ﺗﺸﺨﻴﺼﻲ اﻧﺴﺎن ﺑﻪ ﺣﺴﺎب ﻣﻲ
 وﻳﮋه ﭘﺰﺷﻜﻲ ﻣﻮرد اﺳﺘﻔﺎده  ﻫﺎي ﻣﺨﺘﻠﻒ ﺑﻪ وﺳﻴﻌﻲ در زﻣﻴﻨﻪ
ﻫﺎي  ﻫﺎي ﻋﺼﺒﻲ ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﻛﺎرﺑﺮد ﺷﺒﻜﻪ(. 61)ر ﮔﺮﻓﺘﻪ اﻧﺪ ﻗﺮا
ﻣﺘﻨﻮع، در اﻧﻮاع ﻣﺨﺘﻠﻔﻲ وﺟﻮد دارﻧﺪ ﻛﻪ ﻳﻜﻲ از 
ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﺗﺮﻳﻦ آن ﻫﺎ در ﺣﻞ ﻣﺴﺎﺋﻞ دﺳﺘﻪ ﺑﻨﺪي،  ﭘﺮﻛﺎرﺑﺮد
( PLM =nortpecreP reyaL itluM)ﭘﺮﺳﭙﺘﺮون ﭼﻨﺪ ﻻﻳﻪ 
  (.71)ﺑﺎﺷﺪ  ﻣﻲ
ﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق  ﺗﺤﻘﻴﻘﺎت ﻣﺘﻌﺪدي ﺑﺮاي ﭘﻴﺶ
ﻫﺎي داده ﻛﺎوي و ﻣﺠﻤﻮﻋﻪ  ﺑﺎ اﺳﺘﻔﺎده از ﺗﻜﻨﻴﻚوﻧﺮ ﻛﺮ
ﺑﻪ ﻃﻮر ﻣﺜﺎل در ؛ اﻧﺠﺎم ﺷﺪه اﺳﺖﻫﺎي ﻣﺨﺘﻠﻒ  داده
ﺳﻪ ﺗﻜﻨﻴﻚ رﮔﺮﺳﻴﻮن ﻟﺠﺴﺘﻴﻚ، درﺧﺖ ﺗﺤﻘﻴﻘﻲ از 
ﻫﺎي ﻋﺼﺒﻲ ﺑﻪ ﻫﻤﺮاه  ﺗﺼﻤﻴﻢ ﮔﻴﺮي و ﻃﺒﻘﻪ ﺑﻨﺪي و ﺷﺒﻜﻪ
اﺳﺘﻔﺎده  ﻧﻔﺮ 5421 رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﻣﺮﺑﻮط ﺑﻪ 8ﻫﺎي  داده
 ﭘﺮﺳﭙﺘﺮون ﭼﻨﺪ ﻻﻳﻪ ﺑﺎ ﺷﺪ و در ﻧﻬﺎﻳﺖ ﻣﺪل ﺷﺒﻜﻪ ﻋﺼﺒﻲ
در  (.81)درﺻﺪ ﺑﻬﺘﺮﻳﻦ ﻣﺪل ﻣﻌﺮﻓﻲ ﮔﺮدﻳﺪ  87/7دﻗﺖ 
ﻣﻄﺎﻟﻌﺎت دﻳﮕﺮ ﺑﺎ اﺳﺘﻔﺎده از ﺷﺒﻜﻪ ﻋﺼﺒﻲ، ﺑﺮ روي 
ﻫﺎي  ﻫﺎﻳﻲ ﺑﺎ رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎ و اﻧﺪازه ﻣﺠﻤﻮﻋﻪ داده
ﻣﺘﻔﺎوت ﺑﻪ ﻣﺪل ﺳﺎزي ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﭘﺮداﺧﺘﻪ ﺷﺪ 
درﺻﺪ ﺑﺪﺳﺖ آﻣﺪ  27درﺻﺪ و  98ﻫﺎﻳﻲ ﺑﺎ دﻗﺖ  و ﻣﺪل
ﺮﺧﻲ ﺗﺤﻘﻴﻘﺎت ﻧﻴﺰ از ﻣﺠﻤﻮﻋﻪ داده ﻫﺎي ــدر ﺑ(. 11)
ﺑﻴﻤﺎران ﻋﺮوق ﻛﺮوﻧﺮ ﻣﻮﺟﻮد در ﻣﺨﺰن ﻳﺎدﮔﻴﺮي ﻣﺎﺷﻴﻦ 
اﺳﺘﻔﺎده ﺷﺪه اﺳﺖ ﻛﻪ ﺑﺮ ( 91)داﻧﺸﮕﺎه اﻳﺮوﻳﻦ ﻛﺎﻟﻴﻔﺮﻧﻴﺎ 
ﻛﺎوي ﻣﺨﺘﻠﻒ، ﻧﺘﺎﻳﺞ ﻣﺘﻔﺎوﺗﻲ ﻫﺎي داده  اﺳﺎس ﺗﻜﻨﻴﻚ
  (.02-22)ﺑﺪﺳﺖ آﻣﺪه اﺳﺖ 
ﻫﺎي ﺗﺸﺨﻴﺺ  ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﺧﻄﺮات اﺟﺮاي روش
 از ﺟﻤﻠﻪ آﻧﮋﻳﻮﮔﺮاﻓﻲ و ﺗﺠﺎرب ﻣﻮﻓﻘﻴﺖ آﻣﻴﺰي  ﺗﻬﺎﺟﻤﻲ
ﺣﺎﺻﻞ ﺷﺪه اﺳﺖ؛  ﻛﺎويﻫﺎي داده  ﻛﻪ در ﻣﻮرد روش
ﻫﺎي ﻋﺼﺒﻲ  ﻟﺬا در اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﺑﺎ اﺳﺘﻔﺎده از ﺗﻜﻨﻴﻚ ﺷﺒﻜﻪ
ﺑﻴﻨﻲ ﺑﻴﻤﺎري  ﺑﻪ اراﺋﻪ ﻳﻚ ﻣﺪل ﺗﺸﺨﻴﺼﻲ ﻛﻪ ﻗﺎﺑﻠﻴﺖ ﭘﻴﺶ
  .ﭘﺮداﺧﺘﻪ ﺷﺪه اﺳﺖﻋﺮوق ﻛﺮوﻧﺮ را داﺷﺘﻪ ﺑﺎﺷﺪ 
  
  :روش ﺑﺮرﺳﻲ
ﺗﺤﻠﻴﻠﻲ ﺑﺮاي دﺳﺘﻴﺎﺑﻲ ﺑﻪ -ﺗﻮﺻﻴﻔﻲدر اﻳﻦ ﻣﻄﺎﻟﻌﻪ 
  ﺎﺗﻲـاﻃــﻼﻋﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ از ﺑﺎﻧﻚ  ﻣﺪل ﭘﻴﺶ
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 رﻛﻮرد 82231آﻧﮋﻳﻮﮔﺮاﻓﻲ ﻣﺮﻛﺰ ﻗﻠﺐ ﺗﻬﺮان ﺷﺎﻣﻞ 
اﻳﻦ ﺑﺎﻧﻚ اﻃﻼﻋﺎﺗﻲ ﺷﺎﻣﻞ . اﻃﻼﻋﺎﺗﻲ اﺳﺘﻔﺎده ﺷﺪه اﺳﺖ
ﺳﻦ، ﺟﻨﺲ، ﭼﺎﻗﻲ، ﭼﺎﻗﻲ ﺷﻜﻤﻲ، : رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي
، ﺳﺎﺑﻘﻪ ﺧﺎﻧﻮادﮔﻲ، ﻣﺼﺮف ﺳﻴﮕﺎر، ﭼﺮﺑﻲ ﺧﻮن ﺑﺎﻻ
 (.1ﺟﺪول ﺷﻤﺎره . )ﺑﺎﺷﺪ دﻳﺎﺑﺖ و ﻓﺸﺎرﺧﻮن ﺑﺎﻻ ﻣﻲ
ﺑﺮاي ﺟﻠﻮﮔﻴﺮي از ﭘﺪﻳﺪه اﻧﻄﺒﺎق ﺑﻴﺶ از ﺣﺪ 
 و ارزﻳﺎﺑﻲ ﻗﺎﺑﻠﻴﺖ ﺗﻌﻤﻴﻢ ﻣﺪل، ﻗﺒﻞ از (gnittifrevO)
ﻫﺎي ﻣﻮﺟﻮد ﺑﻪ  ﺷﺮوع ﻓﺮآﻳﻨﺪ ﻣﺪل ﺳﺎزي، ﻣﺠﻤﻮﻋﻪ داده
و ( %02)، آزﻣﺎﻳﺶ (%06)ﺳﻪ زﻳﺮ ﻣﺠﻤﻮﻋﻪ آﻣﻮزش 
  (.32)ﺗﻘﺴﻴﻢ ﺷﺪﻧﺪ ( %02)ﺳﻨﺠﻲ  اﻋﺘﺒﺎر
  
 
 ﻫﺎي ﺗﻮﺻﻴﻔﻲ ﻣﺠﻤﻮﻋﻪ داده ﺑﺪﺳﺖ آﻣﺪه از ﺑﺎﻧﻚ اﻃﻼﻋﺎت آﻧﮋﻳﻮﮔﺮاﻓﻲ ﻣﺮﻛﺰ ﻗﻠﺐ ﺗﻬﺮان آﻣﺎره :1ﺟﺪول ﺷﻤﺎره 
 ﺗﻌﺮﻳﻒ ﻋﻤﻠﻴﺎﺗﻲ داﻣﻨﻪ ﻣﺘﻐﻴﺮ واﺑﺴﺘﻪ
  (1)، ﻣﺒﺘﻼ (0)ﻓﺎﻗﺪ ﺑﻴﻤﺎري  1 , 0ﻋﺮوق  ﺑﻴﻤﺎري
 ﺗﻌﺮﻳﻒ ﻋﻤﻠﻴﺎﺗﻲ داﻣﻨﻪ ﻣﺘﻐﻴﺮﻫﺎي ﻣﺴﺘﻘﻞ
ﻣﺒﺘﻼ ﺑﻪ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ 
 %(96)
ﻓﺎﻗﺪ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ 
 *eulavP %(13)
 </100 65/82±11/62** 16/23±01/25** ﺳﺎل 81-001 ﺳﻦ
 </100  %(54)ﻣﺮد   %(96)ﻣﺮد   (1)، زن (0)ﻣﺮد  1 , 0 ﺟﻨﺲ
 </200 %(58)ﻧﺪارد  %(28)ﻧﺪارد  (1)، دارد (0)ﻧﺪارد  1 , 0 ﺳﺎﺑﻘﻪ ﺧﺎﻧﻮادﮔﻲ
 </100 %(41)، دارد %(67)ﻧﺪارد  %(42)، دارد %(06)ﻧﺪارد ﺗﺮك ، (1)، دارد (0)ﻧﺪارد  2 , 1 , 0 ﻣﺼﺮف ﺳﻴﮕﺎر
 </100  %(14)ﻧﺪارد  %(33)ﻧﺪارد  (1)، دارد (0)ﻧﺪارد  1 , 0 ﭼﺮﺑﻲ ﺧﻮن ﺑﺎﻻ
 </100 %(94)ﻧﺪارد  %(14)ﻧﺪارد  (1)، دارد (0)ﻧﺪارد  1 , 0 ﻓﺸﺎر ﺧﻮن ﺑﺎﻻ
 </100 %(97)ﻧﺪارد  %(46)ﻧﺪارد  (1)، دارد (0)ﻧﺪارد  1 , 0 دﻳﺎﺑﺖ ﻗﻨﺪي
 </100 %(13)ﻧﺪارد  %(54)ﻧﺪارد  (1)، دارد (0)ﻧﺪارد  1 , 0 ﭼﺎﻗﻲ ﺷﻜﻤﻲ
 (IMB) ﭼﺎﻗﻲ
  0
  1
  2
 3
  (0 )81/5ﻛﻤﺘﺮ از 
  (1 )42/9 – 81/5ﺑﻴﻦ 
  (2 )92/9 – 52ﺑﻴﻦ 
 (3 )03ﺗﺮ از  ﺑﺰرگ
  %(1)
  %(52)
  %(64)
 %(82)
  %(1)
  %(12)
  %(04)
 %(83)
 </100
 . ﻣﻲ ﺑﺎﺷﻨﺪ" اﻧﺤﺮاف ﻣﻌﻴﺎر±ﻣﻴﺎﻧﮕﻴﻦ"ﺑﻪ ﺻﻮرت داده ﻫﺎ ** ار ﺑﻴﻦ اﻓﺮاد ﻣﺒﺘﻼ ﺑﻪ ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ و ﻓﺎﻗﺪ ﺑﻴﻤﺎري؛ ﻧﺸﺎن دﻫﻨﺪه اﺧﺘﻼف ﻣﻌﻨﻲ د*
 
 
در اﻳﻦ ﭘﮋوﻫﺶ ﺑﺮاي ﻣﺪل ﺳﺎزي از ﻳﻚ 
ﻫﻤﭽﻨﻴﻦ .  ﺳﻪ ﻻﻳﻪ اﺳﺘﻔﺎده ﺷﺪPLMﺷﺒﻜﻪ ﻋﺼﺒﻲ 
 اﻟﮕﻮرﻳﺘﻢﻮزﺷﻲ اﻳﻦ ﺷﺒﻜﻪ، ـــ آﻣ ﻢـــاﻟﮕﻮرﻳﺘ
 (SGFB =onnahS-brafdloG-rehctelF-nedyorB)
 ﻧﻴﻮﺗﻦ ﺑﻮد ﻛﻪ در واﻗﻊ ﺗﻮﺳﻌﻪ ﻳﺎﻓﺘﻪ اﻟﮕﻮرﻳﺘﻢ ﺷﺒﻪ
ﻫﺎي ﺷﻴﺐ ﺗﻮام  اﻳﻦ اﻟﮕﻮرﻳﺘﻢ ﻧﺴﺒﺖ ﺑﻪ اﻟﮕﻮرﻳﺘﻢ. ﺑﺎﺷﺪ ﻣﻲ
ﺗﺮ ﺑﻮده و در ﺗﻌﺪاد ﮔﺮدش  و ﮔﺮادﻳﺎن ﻣﺰدوج، ﺳﺮﻳﻊ
ﺗﺮﻳﻦ  رو ﻳﻜﻲ از ﻣﻨﺎﺳﺐ ﺷﻮد؛ از اﻳﻦ ﻛﻤﺘﺮي ﻫﻤﮕﺮا ﻣﻲ
از آﻧﺠﺎ ﻛﻪ (. 42 )ﺑﺎﺷﺪ ﻫﺎي آﻣﻮزﺷﻲ ﻣﻲ اﻟﮕﻮرﻳﺘﻢ
ﻫﺎي  ﻧﺮونﻫﺎﻳﻲ ﭼﻮن ﺗﻌﺪاد  ي ﺑﺮاي ﺑﺮآورد ﭘﺎراﻣﺘﺮا راﺑﻄﻪ
ﻫﺎ و ﺗﺎﺑﻊ ﺧﻄﺎ، در ﻳﻚ ﻣﺪل  ﻻﻳﻪ ﭘﻨﻬﺎن، ﺗﺎﺑﻊ ﻓﻌﺎﻟﻴﺖ ﻻﻳﻪ
ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﻮﺟﻮد ﻧﺒﻮده و ﺑﺎ ﺗﻜﺮار آزﻣﺎﻳﺶ ﻣﻘﺎدﻳﺮ 
ﺷﻮد؛ ﻟﺬا ﻣﻄﺎﺑﻖ ﺳﻮد و ﻛﺪ  ﻣﻨﺎﺳﺐ آن ﻫﺎ ﻳﺎﻓﺖ ﻣﻲ
 001 در ﻫﺮ ﻣﺮﺗﺒﻪ ﻣﺪل ﺳﺎزي 1ﻣﻮﺟﻮد در ﺗﺼﻮﻳﺮ ﺷﻤﺎره 
  . ﮔﺮﻓﺖﺷﺒﻜﻪ ﻋﺼﺒﻲ اﻧﺠﺎم
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  ﺳﻮد و ﻛﺪ ﺗﻮﻟﻴﺪ ﺷﺒﻜﻪ ﻋﺼﺒﻲ :1ﺗﺼﻮﻳﺮ ﺷﻤﺎره 
  
  
ﺑﺮاي ﺗﻮﻟﻴﺪ ﻣﺪل ﻣﻮرد ﻧﻈﺮ ﺟﻬﺖ ﭘﻴﺶ ﺑﻴﻨﻲ ﺑﻴﻤﺎري 
 اوﻟﻴﻦ ﻣﺮﺗﺒﻪ ﻣﺪل ﺳﺎزي ﺷﺮﻛﺖ ﻫﻤﻪ رﻳﺴﻚ ﻋﺮوق ﻛﺮوﻧﺮ
در اداﻣﻪ ﺑﺮاي (. 2ﺗﺼﻮﻳﺮ ﺷﻤﺎره )ﻫﺎي ﻣﻮﺟﻮد ﺑﻮد  ﻓﺎﻛﺘﻮر
 ﻫﺎي ﺳﺎده ﺣﺬف ﻣﺘﻐﻴﺮﻫﺎي اﺿﺎﻓﻲ و ﻧﺎﻣﺮﺑﻮط و ﺗﻮﻟﻴﺪ ﻣﺪل
ﺑﺪﻳﻦ ﺗﺮﺗﻴﺐ ﻛﻪ  .(62،52)ﺗﺮ از ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ اﺳﺘﻔﺎده ﺷﺪ 
 ﺑﻨﺪي ﺑﺎ اﺳﺘﻔﺎده از ﺗﻜﻨﻴﻚ درﺧﺖ رﮔﺮﺳﻴﻮن و ﻃﺒﻘﻪاﺑﺘﺪا 
 (TRAC =eerT noissergeR dna noitacifissalC)
 ﻓﺎﻛﺘﻮرﻫﺎ ﻣﺸﺨﺺ ﮔﺮدﻳﺪ؛ ﺳﭙﺲ ﺑﺮ  اﻫﻤﻴﺖ رﻳﺴﻚﺗﺮﺗﻴﺐ
اﺳﺎس روش ﺣﺬف رو ﺑﻪ ﻋﻘﺐ ﻣﺮﺣﻠﻪ ﺑﻪ ﻣﺮﺣﻠﻪ 
 در ﻫﺮ ﻣﺮﺗﺒﻪ (noitanimilE drawkcaB esiwpetS)
ﺗﺮﻳﻦ رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﺣﺬف و  ﺳﺎزي، ﻛﻢ اﻫﻤﻴﺖ ﻣﺪل
ﻫﺎي ﺑﺎﻗﻴﻤﺎﻧﺪه اﻧﺠﺎم  ﻣﺪل ﺳﺎزي ﺑﺎ رﻳﺴﻚ ﻓﺎﻛﺘﻮر
ﻫﺎي ﺑﻪ دﺳﺖ  ﺗﺎ زﻣﺎﻧﻲ ﻛﻪ در دﻗﺖ ﻣﺪلاﻳﻦ ﻛﺎر . ﭘﺬﻳﺮﻓﺖ
آﻣﺪه در ﻫﺮ ﻣﺮﺗﺒﻪ ﻧﺴﺒﺖ ﺑﻪ ﻣﺮﺗﺒﻪ اول ﺗﻐﻴﻴﺮ ﻣﺤﺴﻮﺳﻲ 
اﻳﻦ روﻧﺪ ﻫﻔﺖ ﻣﺮﺗﺒﻪ ﺗﻜﺮار . ﻣﺸﺎﻫﺪه ﻧﮕﺮدﻳﺪ، اداﻣﻪ ﻳﺎﻓﺖ
 ﺗﺎ اﻳﻨﻜﻪ در ﻣﺮﺗﺒﻪ ﻫﻔﺘﻢ ﻣﺪل ﺳﺎزي دﻗﺖ ﺑﻪ دﺳﺖ ﺷﺪ
. آﻣﺪه ﻧﺴﺒﺖ ﺑﻪ ﻣﺮﺗﺒﻪ اول داراي ﺗﻐﻴﻴﺮات ﻣﺤﺴﻮس ﺑﻮد
  ﺑﺪﻳﻦ ﻣﻌﻨﻲ ﻛﻪ رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي ﺑﺎﻗﻴﻤﺎﻧﺪه ﺑﺮاي 
ﻣﺪل ﺳﺎزي ﻛﺎﻓﻲ ﻧﺒﻮد؛ ﻟﺬا ﻓﺮآﻳﻨﺪ ﻣﺪل ﺳﺎزي ﻣﺘﻮﻗﻒ 
ﻫﺎي ﺑﻪ  ﮔﺮدﻳﺪ و ﭘﺲ از اﺗﻤﺎم ﻣﺪل ﺳﺎزي، ﺑﻬﺘﺮﻳﻦ ﻣﺪل
ﻪ و ﻣﺪل ﻧﻬﺎﻳﻲ اﻧﺘﺨﺎب دﺳﺖ آﻣﺪه در ﻫﺮ ﻣﺮﺗﺒﻪ ﻣﻘﺎﻳﺴ
  .ﺷﺪ
در اﻳﻦ ﻣﻄﺎﻟﻌﻪ از ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ ﻣﺸﺨﺼﻪ 
ﻫﺎ اﺳﺘﻔﺎده  ﺑﺮاي ﻣﻘﺎﻳﺴﻪ ﻛﺎرآﻳﻲ ﻣﺪل( COR )ﻋﻤﻠﻜﺮد
اﻳﻦ روش در ﺳﺎل ﻫﺎي اﺧﻴﺮ ﺑﻪ ﻃﻮر ﮔﺴﺘﺮده . ﮔﺮدﻳﺪ
ﻫﺎي ﻳﺎدﮔﻴﺮي ﻣﺎﺷﻴﻦ ﻣﻮرد  ﺑﺮاي ارزﻳﺎﺑﻲ اﻟﮕﻮرﻳﺘﻢ
و در زﻣﻴﻨﻪ ﭘﺰﺷﻜﻲ ﻧﻴﺰ ﺑﻪ ( 72)اﺳﺘﻔﺎده ﻗﺮار ﮔﺮﻓﺘﻪ اﺳﺖ 
ﻫﺎي   ﻳﻚ روش ﻣﻮﺛﺮ ﺑﺮاي ارزﻳﺎﺑﻲ ﻛﺎرآﻳﻲ ﺗﺴﺖﻋﻨﻮان
ﻫﺎي ﻃﻼﻳﻲ، ﺑﻪ ﻛﺎر ﮔﺮﻓﺘﻪ  ﺗﺸﺨﻴﺼﻲ در ﺑﺮاﺑﺮ اﺳﺘﺎﻧﺪارد
  (.82)ﺷﻮد  ﻣﻲ
ﺑﺮاي ﻣﺸﺨﺺ ﻛﺮدن اﻳﻨﻜﻪ ﺑﻌﺪ از ﺣﺬف ﻳﻚ 
ﻫﺎي  رﻳﺴﻚ ﻓﺎﻛﺘﻮر و ﻣﺪل ﺳﺎزي ﺑﺎ رﻳﺴﻚ ﻓﺎﻛﺘﻮر
ﺑﺎﻗﻴﻤﺎﻧﺪه، ﺗﻐﻴﻴﺮات ﺑﻪ دﺳﺖ آﻣﺪه در ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ 
ز روش دﻳﻼﻧﮓ ﺑﺎﺷﺪ ﻳﺎ ﺧﻴﺮ، ا راك ﻣﺤﺴﻮس ﻣﻲ
ﻳﺎ )دار ﺑﻮدن   اﺳﺘﻔﺎده ﺷﺪه اﺳﺖ ﻛﻪ ﻣﻌﻨﻲ(gnoleD)
ﺗﻔﺎوت ﻣﻴﺎن دو ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك را ﻧﺸﺎن ( ﻧﺒﻮدن
ﺑﺮاي اﺟﺮاي روش دﻳﻼﻧﮓ از ﺑﺴﺘﻪ (. 92)دﻫﺪ  ﻣﻲ
 اﺳﺘﻔﺎده 51،3،2 ﻧﺴﺨﻪ R ﻣﻮﺟﻮد در ﻧﺮم اﻓﺰار CORp
  .ﺷﺪه اﺳﺖ
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  :ﻳﺎﻓﺘﻪ ﻫﺎ
در اوﻟﻴﻦ ﻣﺮﺗﺒﻪ ﻣﺪل ﺳﺎزي ﻛﻪ ﺑﺎ ﺷﺮﻛﺖ ﻛﻠﻴﻪ 
 ﺷﺒﻜﻪ ﻋﺼﺒﻲ 001رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي ﻣﻮﺟﻮد اﻧﺠﺎم ﺷﺪ، 
ﻛﻪ ﭘﺲ ( 1ﺗﺼﻮﻳﺮ ﺷﻤﺎره )ﻣﻄﺎﺑﻖ ﺑﺎ ﺳﻮد و ﻛﺪ ﺗﻮﻟﻴﺪ ﺷﺪ 
 0/457از ارزﻳﺎﺑﻲ آن ﻫﺎ ﺑﻬﺘﺮﻳﻦ ﺷﺒﻜﻪ ﺑﺎ ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ 
در اداﻣﻪ ﺑﺎ اﺳﺘﻔﺎده از ﺗﻜﻨﻴﻚ درﺧﺖ . ﻧﺘﺨﺎب ﮔﺮدﻳﺪا
: رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎ ﺑﻪ ﺗﺮﺗﻴﺐرﮔﺮﺳﻴﻮن و ﻃﺒﻘﻪ ﺑﻨﺪي اﻫﻤﻴﺖ 
، ﺟﻨﺲ (%25)، ﻓﺸﺎرﺧﻮن (%68)، دﻳﺎﺑﺖ (%001)ﺳﻦ 
، (%63)، ﻣﺼﺮف ﺳﻴﮕﺎر (%73)، ﭼﺮﺑﻲ ﺧﻮن ﺑﺎﻻ (%94)
و ﺳﺎﺑﻘﻪ ﺧﺎﻧﻮادﮔﻲ ( %71)، ﭼﺎﻗﻲ ﺷﻜﻤﻲ (%71)ﭼﺎﻗﻲ 
  .ﺑﺪﺳﺖ آﻣﺪ( %31)
دوم ﻣﺪل ﺳﺎزي، ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﺗﺮﺗﻴﺐ اﻫﻤﻴﺖ در ﻣﺮﺗﺒﻪ 
ﺗﺮﻳﻦ رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﻛﻪ  رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎ، ﻛﻢ اﻫﻤﻴﺖ
ﺑﻮد، ﺣﺬف و ﻣﺪل ﺳﺎزي ﺑﺎ رﻳﺴﻚ ﺳﺎﺑﻘﻪ ﺧﺎﻧﻮادﮔﻲ 
ﻓﺎﻛﺘﻮرﻫﺎي ﺑﺎﻗﻴﻤﺎﻧﺪه ﺗﻜﺮار ﮔﺮدﻳﺪ ﻛﻪ ﭘﺲ از ارزﻳﺎﺑﻲ 
ﻋﺼﺒﻲ ﺗﻮﻟﻴﺪ ﺷﺪه، ﺑﻬﺘﺮﻳﻦ آن ﻫﺎ ﺑﺎ ﺳﻄﺢ زﻳﺮ  ﺷﺒﻜﻪ 001
ﻪ ﺳﻄﺢ زﻳﺮ ﻣﻘﺎﻳﺴ.  اﻧﺘﺨﺎب ﺷﺪ0/257ﻣﻨﺤﻨﻲ راك 
 ﺑﻪ دﺳﺖ آﻣﺪه در ﻣﺮﺗﺒﻪ دوم  ﻣﻨﺤﻨﻲ راك ﺑﻬﺘﺮﻳﻦ ﻣﺪل
ﻧﺴﺒﺖ ﺑﻪ ﻣﺮﺗﺒﻪ اول ﺑﺎ اﺳﺘﻔﺎده از روش دﻳﻼﻧﮓ ﻧﺸﺎن داد 
دار ﺑﻴﻦ دو ﻣﺪل وﺟﻮد ﻧﺪارد  ﻛﻪ ﺗﻔﺎوت ﻣﻌﻨﻲ
  ﺪونـﺳﺎزي ﺑﺮاي ﺳﻮﻣﻴﻦ ﻣﺮﺗﺒﻪ و ﺑ ؛ ﻟﺬا ﻣﺪل(=P0/987)
  
 ﭘﺲ از ارزﻳﺎﺑﻲ. رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﭼﺎﻗﻲ ﺷﻜﻤﻲ اداﻣﻪ ﻳﺎﻓﺖ
ﻋﺼﺒﻲ ﺗﻮﻟﻴﺪ ﺷﺪه در اﻳﻦ ﻣﺮﺗﺒﻪ، ﺑﻬﺘﺮﻳﻦ آن ﻫﺎ  ﺷﺒﻜﻪ 001
ﻣﻘﺎﻳﺴﻪ .  اﻧﺘﺨﺎب ﺷﺪ0/157ﺑﺎ ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك 
ﻫﺎي ﺑﺪﺳﺖ آﻣﺪه در  ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺑﻬﺘﺮﻳﻦ ﻣﺪل
ﻫﺎي ﺳﻮم و اول ﺑﺎ اﺳﺘﻔﺎده از روش دﻳﻼﻧﮓ ﻧﺸﺎن  ﻣﺮﺗﺒﻪ
دار ﺑﻴﻦ دو ﻣﺪل وﺟﻮد ﻧﺪارد  داد ﻛﻪ ﺗﻔﺎوت ﻣﻌﻨﻲ 
ﻧﺪ ﺣﺬف رﻳﺴﻚ ﺑﻪ ﻫﻤﻴﻦ ﺗﺮﺗﻴﺐ رو(. =P0/074)
ﻫﺎي ﻛﻢ اﻫﻤﻴﺖ و ﻣﺪل ﺳﺎزي ﺑﺎ رﻳﺴﻚ  ﻓﺎﻛﺘﻮر
ﻧﺘﺎﻳﺞ ﺣﺎﺻﻞ از روش . ﻫﺎي ﺑﺎﻗﻴﻤﺎﻧﺪه اداﻣﻪ ﻳﺎﻓﺖ ﻓﺎﻛﺘﻮر
ﻫﺎي ﺑﺪﺳﺖ آﻣﺪه در  دﻳﻼﻧﮓ ﺑﺮاي ﻣﻘﺎﻳﺴﻪ ﺑﻬﺘﺮﻳﻦ ﻣﺪل
ﻫﺎي ﭘﻨﺠﻢ و  ، ﻣﺮﺗﺒﻪ(=P0/204)ﻫﺎي ﭼﻬﺎرم و اول  ﻣﺮﺗﺒﻪ
( =P0/331)ﻫﺎي ﺷﺸﻢ و اول  ، ﻣﺮﺗﺒﻪ(=P٠/893)اول 
ﻫﺎ ﻧﺴﺒﺖ  دار ﺑﻴﻦ اﻳﻦ ﻣﺪل وﺟﻮد ﺗﻔﺎوت ﻣﻌﻨﻲﻧﺸﺎن از ﻋﺪم 
ﺑﻪ ﻣﺪل ﻣﺮﺗﺒﻪ اول داﺷﺖ، وﻟﻲ ﻧﺘﻴﺠﻪ ﻣﻘﺎﻳﺴﻪ ﺑﻬﺘﺮﻳﻦ 
ﻫﻔﺘﻢ و اول ﻫﺎي  ﻪــﺪه در ﻣﺮﺗﺒـــﻫﺎي ﺑﺪﺳﺖ آﻣ ﻣﺪل
ﻫﺎ  ﻣﺪلدار ﺑﻴﻦ اﻳﻦ  ﻧﺸﺎن داد ﻛﻪ ﺗﻔﺎوت ﻣﻌﻨﻲ( <P0/100)
ﻫﺎي   رﻳﺴﻚ ﻓﺎﻛﺘﻮروﺟﻮد دارد و اﻳﻦ ﺑﺪﻳﻦ ﻣﻌﻨﺎ ﺑﻮد ﻛﻪ ﺗﻌﺪاد
  ﺑﺎﺷﺪ؛ ﻟﺬا ﻓﺮآﻳﻨﺪ  ﺳﺎزي ﻛﺎﻓﻲ ﻧﻤﻲ ﻣﺪلﺑﺎﻗﻴﻤﺎﻧﺪه ﺑﺮاي 
ﻫﺎي ﺑﻪ دﺳﺖ آﻣﺪه در  ﻣﺪل ﺳﺎزي ﻣﺘﻮﻗﻒ و ﻣﺸﺨﺼﺎت ﻣﺪل
  (.2ﺟﺪول ﺷﻤﺎره )ﻫﻔﺖ ﻣﺮﺗﺒﻪ ﻣﺪل ﺳﺎزي ﺗﺮﺳﻴﻢ ﺷﺪ 
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ﺷﻤﺎره 
 ﻣﺪل
 ﺣﺴﺎﺳﻴﺖ وﻳﮋﮔﻲ زﻳﺮ راكﺳﻄﺢ  دﻗﺖ دهﻣﺠﻤﻮﻋﻪ دا رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎ
 %29/15 %63/77 0/247 %57/06 آﻣﻮزش
 1
ﺳﻦ، ﺟﻨﺲ، ﭼﺎﻗﻲ، ﭼﺎﻗﻲ ﺷﻜﻤﻲ، ﺳﺎﺑﻘﻪ ﺧﺎﻧﻮادﮔﻲ، 
 %29/14 %33/52 0/457 %47/91 ارزﻳﺎﺑﻲ ﺧﻮن ﺑﺎﻻ، دﻳﺎﺑﺖ، ﻓﺸﺎرﺧﻮن ﺑﺎﻻﻣﺼﺮف ﺳﻴﮕﺎر، ﭼﺮﺑﻲ
 %29/57 %63/93 0/147 %57/66 آﻣﻮزش
 2
ﺳﻦ، ﺟﻨﺲ، ﭼﺎﻗﻲ، ﭼﺎﻗﻲ ﺷﻜﻤﻲ، ﻣﺼﺮف ﺳﻴﮕﺎر، 
 %29/91 %23/93 0/257 %37/77 ارزﻳﺎﺑﻲ ، ﻓﺸﺎرﺧﻮن ﺑﺎﻻﭼﺮﺑﻲ ﺧﻮن ﺑﺎﻻ، دﻳﺎﺑﺖ
 %29/85 %63/39 0/047 %57/17 آﻣﻮزش
 3
ﺳﻦ، ﺟﻨﺲ، ﭼﺎﻗﻲ، ﻣﺼﺮف ﺳﻴﮕﺎر، ﭼﺮﺑﻲ ﺧﻮن ﺑﺎﻻ، 
 %29/14 %23/46 0/157 %37/42 ارزﻳﺎﺑﻲ دﻳﺎﺑﺖ، ﻓﺸﺎرﺧﻮن ﺑﺎﻻ
 %29/08 %63/37 0/637 %57/97 آﻣﻮزش
 4
ﺎﻻ، دﻳﺎﺑﺖ، ﺳﻦ، ﺟﻨﺲ، ﻣﺼﺮف ﺳﻴﮕﺎر، ﭼﺮﺑﻲ ﺧﻮن ﺑ
 %29/86 %23/51 0/947 %47/40 ارزﻳﺎﺑﻲ ﻓﺸﺎرﺧﻮن ﺑﺎﻻ
 %29/75 %63/41 0/037 %57/54 آﻣﻮزش
 ﺳﻦ، ﺟﻨﺲ،  ﭼﺮﺑﻲ ﺧﻮن ﺑﺎﻻ، دﻳﺎﺑﺖ، ﻓﺸﺎرﺧﻮن ﺑﺎﻻ 5
 %29/97 %23/72 0/047 %47/51 ارزﻳﺎﺑﻲ
 %39/11 %43/11 0/727 %57/12 آﻣﻮزش
 ﺳﻦ، ﺟﻨﺲ، دﻳﺎﺑﺖ، ﻓﺸﺎرﺧﻮن ﺑﺎﻻ 6
 %39/43 %13/71 0/737 %47/91 ارزﻳﺎﺑﻲ
 %69/72 %11/29 0/456 %07/96 آﻣﻮزش
 ﺳﻦ، دﻳﺎﺑﺖ و ﻓﺸﺎرﺧﻮن ﺑﺎﻻ 7
 %59/58 %21/20 0/566 %96/05 ارزﻳﺎﺑﻲ
  
  
 ﻣﺸﺨﺺ ﺷﺪه 2ﻫﻤﺎﻧﮕﻮﻧﻪ ﻛﻪ در ﺟﺪول ﺷﻤﺎره 
 از ﻧﻈﺮ ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك و 1 ﺷﻤﺎره  اﺳﺖ، ﻣﺪل
ﺑﺎﺷﺪ؛ ﻟﺬا ﺑﻪ ﻋﻨﻮان ﻣﺪل ﻣﻨﺘﺨﺐ  ﻳﻦ ﻣﺪل ﻣﻲدﻗﺖ، ﺑﻬﺘﺮ
 ﻛﻪ از ﻧﻈﺮ 6ﺑﺎ اﻳﻦ وﺟﻮد ﻣﺪل ﺷﻤﺎره . ﮔﺮدد اﻧﺘﺨﺎب ﻣﻲ
دﻗﺖ و ﺳﻄﺢ زﻳﺮ ﻣﻨﺤﻨﻲ راك ﺗﻔﺎوت ﻣﻌﻨﻲ داري ﺑﺎ ﻣﺪل 
ﻣﻨﺘﺨﺐ ﻧﺪارد، ﺗﻨﻬﺎ از ﭼﻬﺎر رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﺗﺸﻜﻴﻞ ﺷﺪه 
  .ﺑﺎﺷﺪ ﺗﺮ ﻣﻲ اﺳﺖ و ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﺣﺎﺻﻞ از آن ﺳﺎده
ﺗﺤﻘﻴﻖ ﺣﺎﺿﺮ ﻣﺠﻤﻮﻋﻪ داده ﻣﻮرد اﺳﺘﻔﺎده در 
. ﺑﻮد( lacirogetaC )اي ﻫﺎﻳﻲ از ﻧﻮع دﺳﺘﻪ ﺷﺎﻣﻞ ﻣﺘﻐﻴﺮ
ﺑﺎﺷﺪ ﻛﻪ ﺑﺎ  ﺑﺮاي ﻣﺜﺎل ﻣﺘﻐﻴﺮ ﭼﺎﻗﻲ داراي ﭼﻬﺎر ﮔﺮوه ﻣﻲ
ﻫﻤﺎﻧﮕﻮﻧﻪ ﻛﻪ ﻣﺸﺨﺺ . اﻧﺪ  ﻧﺸﺎن داده ﺷﺪه3 ﺗﺎ 0اﻋﺪاد 
ﻫﺎ از ﺟﻨﺲ ﻋﺪد ﻧﻴﺴﺘﻨﺪ و ﻧﻤﺎﻳﺶ ﻋﺪدي  اﺳﺖ اﻳﻦ ﻣﺘﻐﻴﺮ
وش ﺑﺎﺷﺪ؛ ﻟﺬا ﺑﻪ ﻃﻮر ﻣﻌﻤﻮل ﺑﻬﺘﺮﻳﻦ ر آن ﻫﺎ ﺻﺤﻴﺢ ﻧﻤﻲ
ﺑﺮاي اﺳﺘﻔﺎده از آن ﻫﺎ در ﻣﺪل ﺳﺎزي، ﺗﺒﺪﻳﻞ ﻫﺮ ﻣﺘﻐﻴﺮ ﺑﻪ 
ﺑﺎﺷﺪ ﻛﻪ از ﻧﻮع   ﻣﻲ(ymmuD)ﮕﻲ ـــﭼﻨﺪ ﻣﺘﻐﻴﺮ ﺳﺎﺧﺘ
(. 13،03)ﮔﻴﺮد   ﻣﻲ1 و 0دودوﻳﻲ ﺑﻮده و ﻓﻘﻂ ﻣﻘﺎدﻳﺮ 
ﻫﺎي ﺳﺎﺧﺘﮕﻲ  ﭘﺲ از ﺗﺒﺪﻳﻞ اﻳﻦ ﻧﻮع ﻣﺘﻐﻴﺮﻫﺎ ﺑﻪ ﻧﻮع ﻣﺘﻐﻴﺮ
  . اﻓﺰاﻳﺶ ﭘﻴﺪا ﻛﺮد41ﻫﺎي ﺷﺒﻜﻪ ﺑﻪ  ﺗﻌﺪاد ورودي
ﺗﻮﻟﻴﺪ ﺷﺪه ﺑﺮاي ﻣﺪل ﻣﻨﺘﺨﺐ، ﻳﻚ ﺷﺒﻜﻪ ﻋﺼﺒﻲ 
ﺷﺒﻜﻪ ﭘﺮﺳﭙﺘﺮون دو ﻻﻳﻪ ﺑﺪﺳﺖ آﻣﺪ ﻛﻪ در واﺣﺪ ورودي 
اﻳﻦ ﺷﺒﻜﻪ ﺷﺎﻣﻞ ﻳﻚ ﻻﻳﻪ ﭘﻨﻬﺎن ﺑﺎ . ﺑﻮد ﻧﺮون 41داراي 
 ﻧﺮون ﺑﻮده و در واﺣﺪ ﺧﺮوﺟﻲ ﻧﻴﺰ داراي دو 31ﺗﻌﺪاد 
ﻧﺮون اﺳﺖ ﻛﻪ ﻳﻜﻲ ﺑﻴﺎﻧﮕﺮ وﺟﻮد ﺑﻴﻤﺎري و دﻳﮕﺮي ﻋﺪم 
(. 3ﺼﻮﻳﺮ ﺷﻤﺎره ﺗ)ﺑﺎﺷﺪ  وﺟﻮد ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﻣﻲ
ﺗﺮ  ﻫﺎي اﻳﻦ ﺷﺒﻜﻪ ﭘﻴﺎده ﺳﺎزي راﺣﺖ از دﻳﮕﺮ وﻳﮋﮔﻲ
  .ﺑﺎﺷﺪ ﺳﺨﺖ اﻓﺰاري و ﺗﻬﻴﻪ ﻳﻚ ﻧﻤﻮﻧﻪ ﻗﺎﺑﻞ ﺣﻤﻞ ﻣﻲ
 2931آذر و دي / 5، ﺷﻤﺎره 51دوره / ﺰﺷﻜﻲ ﺷﻬﺮﻛﺮدﻣﺠﻠﻪ داﻧﺸﮕﺎه ﻋﻠﻮم ﭘ
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  ﺑﻴﻨﻲ ﻛﻨﻨﺪه ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﭘﻴﺶ  :3ﺗﺼﻮﻳﺮ ﺷﻤﺎره 
  
  :ﺑﺤﺚ
در ﺑﺮﺧﻲ از ﺗﺤﻘﻴﻘﺎﺗﻲ ﻛﻪ از ﻣﺠﻤﻮﻋﻪ داده 
 ﻣﻮﺟﻮد در ﻣﺨﺰن ﻳﺎدﮔﻴﺮي ﻣﺎﺷﻴﻦ داﻧﺸﮕﺎه اﻳﺮوﻳﻦ
ﻫﺎﻳﻲ ﺑﺎ دﻗﺖ ﺑﺎﻻ  ، ﻣﺪل(91)ﻛﺎﻟﻴﻔﺮﻧﻴﺎ اﺳﺘﻔﺎده ﺷﺪه اﺳﺖ 
ﺑﻪ دﺳﺖ آﻣﺪه ﻛﻪ ﻋﻠﺖ آن اﺳﺘﻔﺎده از ﻧﺘﺎﻳﺞ ﻣﻌﺎﻳﻨﺎت 
ﻓﻴﺰﻳﻜﻲ، اﻟﻜﺘﺮوﻛﺎردﻳﻮﮔﺮاﻓﻲ، ﺗﺼﻮﻳﺮ ﺑﺮداري و اﺳﺘﺮس 
 رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي ﺑﻴﻤﺎري ﻋﺮوق ﻛﺮوﻧﺮ ﺗﺴﺖ ﻋﻼوه ﺑﺮ
دﻫﺪ اﺳﺘﻔﺎده از ﻧﺘﺎﻳﺞ اﻳﻦ ﻣﺴﺄﻟﻪ ﻧﺸﺎن ﻣﻲ. ﺑﺎﺷﺪ ﻣﻲ
ﺼﻲ ﻗﺒﻞ از آﻧﮋﻳﻮﮔﺮاﻓﻲ در دﺳﺘﻴﺎﺑﻲ ﺑﻪ آزﻣﺎﻳﺸﺎت ﺗﺸﺨﻴ
ﺑﺎﺷﺪ، اﻟﺒﺘﻪ ﺑﺎﻳﺪ در ﻧﻈﺮ  ﻣﺪل ﺑﺎ دﻗﺖ ﺑﺎﻻ ﺑﺴﻴﺎر ﻣﻮﺛﺮ ﻣﻲ
ﻫﺎي اﺣﺘﻤﺎﻟﻲ  داﺷﺖ ﻛﻪ اﻳﻦ آزﻣﺎﻳﺸﺎت ﻋﻼوه ﺑﺮ رﻳﺴﻚ
در . ﺑﺮاي ﺑﻴﻤﺎر، ﻣﺴﺘﻠﺰم ﺻﺮف زﻣﺎن و ﻫﺰﻳﻨﻪ ﻣﻲ ﺑﺎﺷﻨﺪ
ﻫﺎي ﺑﻪ دﺳﺖ  ﺗﺤﻘﻴﻖ ﺣﺎﺿﺮ و ﺗﺤﻘﻴﻘﺎت دﻳﮕﺮي ﻛﻪ ﻣﺪل
ﻛﺘﻮرﻫﺎي ﺑﻴﻤﺎري ﻋﺮوق آﻣﺪه ﺗﻨﻬﺎ ﻣﺒﺘﻨﻲ ﺑﺮ رﻳﺴﻚ ﻓﺎ
ﻛﺮوﻧﺮ ﻣﻲ ﺑﺎﺷﻨﺪ، ﺑﻪ ﻋﻠﺖ ﺗﻔﺎوت در رﻳﺴﻚ ﻓﺎﻛﺘﻮرﻫﺎي 
ﻫﺎﻳﻲ ﺑﺎ دﻗﺖ ﻣﺘﻔﺎوت ﮔﺰارش ﺷﺪه  ﻣﻮرد اﺳﺘﻔﺎده، ﻣﺪل
ﻣﺤﺪودﻳﺖ در اﺳﺘﻔﺎده از رﻳﺴﻚ . (11،81،23)اﺳﺖ 
 (81،23)ﻓﺎﻛﺘﻮرﻫﺎي ﻛﺎﻓﻲ در ﺑﺮﺧﻲ از اﻳﻦ ﺗﺤﻘﻴﻘﺎت 
  دﻗﺖ ﻣﺪل ﮔﺮدﻳﺪه اﺳﺖ ﻛﻪ اﻳﻦ ﻣﺴـــﺄﻟﻪﺑﺎﻋﺚ ﻛﻢ ﺷﺪن 
  
ﻣﺴﺄﻟﻪ دﻳﮕﺮي ﻛﻪ . ﻘﻴﻖ ﺣﺎﺿﺮ ﻧﻴﺰ ﻣﺸﻬﻮد اﺳﺖدر ﺗﺤ
ﺑﺎﺷﺪ اﻳﻦ اﺳﺖ ﻛﻪ در ﺗﺤﻘﻴﻖ ﺣﺎﺿﺮ و  ﺣﺎﺋﺰ اﻫﻤﻴﺖ ﻣﻲ
ﻫﺎ ﻛﻤﺘﺮ از  دﻳﮕﺮ ﺗﺤﻘﻴﻘﺎت ﻣﻮرد ﺑﺮرﺳﻲ، ﻣﻴﺰان وﻳﮋﮔﻲ ﻣﺪل
ﺑﺎﺷﺪ و اﻳﻦ ﺑﺪﻳﻦ ﻣﻌﻨﻲ اﺳﺖ ﻛﻪ ﻣﺪل در ﺗﺸﺨﻴﺺ  ﺣﺴﺎﺳﻴﺖ ﻣﻲ
  .ﺗﺮ اﺳﺖ اﻓﺮاد ﺑﻴﻤﺎر ﻧﺴﺒﺖ ﺑﻪ ﺗﺸﺨﻴﺺ اﻓﺮاد ﺳﺎﻟﻢ ﺗﻮاﻧﺎ
ﻘﻴﻖ ﺣﺎﺿﺮ ﻧﺘﺎﻳﺞ ﻣﺘﻐﻴﺮ در ﺗﺤاﺳﺘﻔﺎده از ﮔﺰﻳﻨﺶ 
ﺟﺎﻟﺐ ﺗﻮﺟﻬﻲ ﺑﻪ ﻫﻤﺮاه داﺷﺖ، زﻳﺮا ﻣﻨﺠﺮ ﺑﻪ ﺗﻮﻟﻴﺪ ﻣﺪﻟﻲ 
ﻣﺘﺸﻜﻞ از ﺗﻨﻬﺎ ﭼﻬﺎر رﻳﺴﻚ ﻓﺎﻛﺘﻮر ﺳﻦ، ﺟﻨﺲ، دﻳﺎﺑﺖ 
و ﻓﺸﺎر ﺧﻮن ﺷﺪ ﻛﻪ ﺗﻔﺎوت ﻣﻌﻨﻲ داري ﺑﺎ ﻣﺪل ﻧﻬﺎﻳﻲ 
اراﺋﻪ ﺷﺪه ﻧﺪاﺷﺖ؛ ﻻزم ﺑﻪ ذﻛﺮ اﺳﺖ ﻛﻪ در ﻫﻴﭻ ﻳﻚ از 
ﺗﺤﻘﻴﻘﺎت ﺑﺮرﺳﻲ ﺷﺪه از ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ اﺳﺘﻔﺎده ﻧﺸﺪه ﺑﻮد 
 .ﺗﺎ ﺑﺎ ﻣﻄﺎﻟﻌﻪ ﺣﺎﺿﺮ ﻣﻮرد ﻣﻘﺎﻳﺴﻪ ﻗﺮار ﮔﻴﺮد
، از آﻧﺎﻟﻴﺰ  ﺗﺤﻘﻴﻘﺎت ﺑﺮرﺳﻲ ﺷﺪهدر ﺑﺮﺧﻲ از
ﻫﺎي راك ﺑﺮاي ارزﻳﺎﺑﻲ ﻣﺪل ﺑﺪﺳﺖ آﻣﺪه اﺳﺘﻔﺎده  ﻣﻨﺤﻨﻲ
ﺷﺪه اﺳﺖ و در ﺑﺮﺧﻲ دﻳﮕﺮ ﻣﻼك ارزﻳﺎﺑﻲ، دﻗﺖ ﻣﺪل 
ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ اﻳﻨﻜﻪ . در ﻣﺠﻤﻮﻋﻪ داده آزﻣﺎﻳﺶ ﺑﻮده اﺳﺖ
  ﺮاي ارزﻳﺎﺑﻲ ﻣﺪل دﻗﺖ ﻣﺪل ﺑﻪ ﺗﻨﻬﺎﻳﻲ ﻣﻌﻴﺎر ﻣﻨﺎﺳﺒﻲ ﺑ
ﻫﺎي  ﺮ از آﻧﺎﻟﻴﺰ ﻣﻨﺤﻨﻲــﺪ، در ﺗﺤﻘﻴﻖ ﺣﺎﺿـــﻧﻤﻲ ﺑﺎﺷ
 ﻋﻴﺴﻲ ﻣﺤﻤﻮدي و ﻫﻤﻜﺎران                                                                                            ﻋﺮوق ﻛﺮوﻧﺮﻣﺪل ﭘﻴﺶ ﺑﻴﻨﻲ ﺑﻴﻤﺎري
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 راك ﻛﻪ ﻳﻜﻲ از ﺑﻬﺘﺮﻳﻦ ﻣﻌﻴﺎرﻫﺎي ارزﻳﺎﺑﻲ ﻣﺪل ﺑﻪ ﺣﺴﺎب
  .آﻳﺪ، اﺳﺘﻔﺎده ﺷﺪ ﻣﻲ
 
  :ﻧﺘﻴﺠﻪ ﮔﻴﺮي
ﺑﻴﻨﻲ ﺑﻴﻤﺎري ﻋﺮوق  در اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﺑﺮاي ﭘﻴﺶ
ﻫﺎي ﻋﺼﺒﻲ اﺳﺘﻔﺎده  ﻛﺮوﻧﺮ از ﺗﻜﻨﻴﻚ ﻗﺪرﺗﻤﻨﺪ ﺷﺒﻜﻪ
 47/91دﺳﺖ آﻣﺪه داراي دﻗﺖ  ﻣﺪل ﻧﻬﺎﻳﻲ ﺑﻪ ﮔﺮدﻳﺪ ﻛﻪ
درﺻﺪ  29/14و ﺣﺴﺎﺳﻴﺖ درﺻﺪ  33/52درﺻﺪ، وﻳﮋﮔﻲ 
ﺑﻮد و ﺗﻮاﻧﺴﺖ ﺑﺎ درﺻﺪ ﺑﺎﻻﻳﻲ ﺑﻴﻤﺎران را ﺗﺸﺨﻴﺺ داده و 
 ﻓﺮدي ﻛﻪ ﻓﺎﻗﺪ ﺑﻴﻤﺎري ﻋﺮوق 518 ﻧﻔﺮ از 172ﺗﻌﺪاد 
آﻧﭽﻪ در اﻳﻦ ﺗﺤﻘﻴﻖ و . ﻛﺮوﻧﺮ ﺑﻮدﻧﺪ را ﻣﺸﺨﺺ ﻧﻤﺎﻳﺪ
ﻴﺰان ﻣﺳﺎﻳﺮ ﺗﺤﻘﻴﻘﺎت ﻣﺸﺎﺑﻪ ﻣﺸﻬﻮد اﺳﺖ، اﻳﻦ اﺳﺖ ﻛﻪ 
ﺑﺎﺷﺪ و اﻳﻦ ﺑﺪﻳﻦ  ﻫﺎ ﻛﻤﺘﺮ از ﺣﺴﺎﺳﻴﺖ ﻣﻲ وﻳﮋﮔﻲ ﻣﺪل
ﻫﺎ در ﺗﺸﺨﻴﺺ اﻓﺮاد ﺑﻴﻤﺎر ﻧﺴﺒﺖ ﺑﻪ  ﻣﻌﻨﻲ اﺳﺖ ﻛﻪ ﻣﺪل
ﺎده از ــدر ﺑﺮﺧﻲ ﺗﺤﻘﻴﻘﺎت اﺳﺘﻔ. اﻓﺮاد ﺳﺎﻟﻢ ﺗﻮاﻧﺎﺗﺮ ﻫﺴﺘﻨﺪ
ﻧﺘﺎﻳﺞ ﻣﻌﺎﻳﻨﺎت ﻓﻴﺰﻳﻜﻲ، اﻟﻜﺘﺮوﻛﺎردﻳﻮﮔﺮاﻓﻲ، ﺗﺼﻮﻳﺮﺑﺮداري و 
 ﻓﺎﻛﺘﻮرﻫﺎي ﺑﻴﻤﺎري ﻋﺮوق اﺳﺘﺮس ﺗﺴﺖ ﺑﻪ ﻫﻤﺮاه رﻳﺴﻚ
. ﻫﺎﻳﻲ ﺑﺎ دﻗﺖ ﺑﺎﻻ ﺷﺪه اﺳﺖ ﻛﺮوﻧﺮ ﻣﻨﺠﺮ ﺑﻪ ﺗﻮﻟﻴﺪ ﻣﺪل
اﻳﻦ ﻣﺴﺄﻟﻪ ﻧﺸﺎن ﻣﻲ دﻫﺪ اﺳﺘﻔﺎده از ﻧﺘﺎﻳﺞ آزﻣﺎﻳﺸﺎت 
ﺗﺸﺨﻴﺼﻲ ﻗﺒﻞ از آﻧﮋﻳﻮﮔﺮاﻓﻲ در دﺳﺘﻴﺎﺑﻲ ﺑﻪ ﻣﺪل ﺑﺎ دﻗﺖ 
ﺑﺎﺷﺪ، اﻟﺒﺘﻪ ﺑﺎﻳﺪ در ﻧﻈﺮ داﺷﺖ ﻛﻪ اﻳﻦ  ﺑﺎﻻ ﺑﺴﻴﺎر ﻣﻮﺛﺮ ﻣﻲ
ﻫﺎي اﺣﺘﻤﺎﻟﻲ ﺑﺮاي ﺑﻴﻤﺎر،  آزﻣﺎﻳﺸﺎت ﻋﻼوه ﺑﺮ رﻳﺴﻚ
در اﻳﻦ ﺗﺤﻘﻴﻖ از .  ﺻﺮف زﻣﺎن و ﻫﺰﻳﻨﻪ ﻣﻲ ﺑﺎﺷﻨﺪﻣﺴﺘﻠﺰم
ﺗﻜﻨﻴﻚ درﺧﺖ رﮔﺮﺳﻴﻮن و ﻃﺒﻘﻪ ﺑﻨﺪي و روش ﺣﺬف 
رو ﺑﻪ ﻋﻘﺐ ﻣﺮﺣﻠﻪ ﺑﻪ ﻣﺮﺣﻠﻪ ﺑﺮاي ﮔﺰﻳﻨﺶ ﻣﺘﻐﻴﺮ اﺳﺘﻔﺎده 
ﺑﻪ ﺷﺪ ﻛﻪ ﻧﺘﺎﻳﺞ ﺟﺎﻟﺐ ﺗﻮﺟﻬﻲ ﺑﻪ ﻫﻤﺮاه داﺷﺖ و ﻣﻨﺠﺮ 
ﺳﻦ، ﺗﻮﻟﻴﺪ ﻣﺪﻟﻲ ﺑﺎ اﺳﺘﻔﺎده از ﭼﻬﺎر رﻳﺴﻚ ﻓﺎﻛﺘﻮر 
 درﺻﺪ 47/91 ﺑﺎ دﻗﺖ ﺟﻨﺲ، دﻳﺎﺑﺖ، ﻓﺸﺎر ﺧﻮن ﺑﺎﻻ و
 .ﮔﺮدﻳﺪ ﻛﻪ ﺗﻔﺎوت ﻣﻌﻨﻲ داري ﺑﺎ ﻣﺪل ﻧﻬﺎﻳﻲ ﻧﺪاﺷﺖ
  
  :ﺗﺸﻜﺮ و ﻗﺪرداﻧﻲ
ﺑﺪﻳﻨﻮﺳﻴﻠﻪ از ﭘﺮﺳﻨﻞ ﺑﺨﺶ ﺗﺤﻘﻴﻘﺎت ﻣﺮﻛﺰ ﻗﻠﺐ ﺗﻬﺮان 
ﻫﺎي اﻳﻦ ﻣﻄﺎﻟﻌﻪ را در اﺧﺘﻴﺎر ﭘﮋوﻫﺸﮕﺮان ﻗﺮار دادﻧﺪ،  ﻛﻪ داده
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Background and aims: Risk of implementing invasive diagnostic procedures for coronary 
artery disease (CAD) such as angiography is considerable. On the other hand, Successful 
experience has been achieved in medical data mining approaches. Therefore this study has been 
done to produce a model based on data mining techniques of neural networks that can predict 
coronary artery disease. 
Methods: In this descriptive- analytical study, the data set includes nine risk factors of 13228 
participants who were undergone angiography at Tehran Heart Center. (4059 participants were 
not suffering from CAD but 9169 were suffering from CAD). Producing model for predicting 
coronary artery disease was done based on multilayer perceptron neural networks and variable 
selection based on classification and regression tree (CART) using of Statistica software. For 
comparison and selection of best model, the ROC curve analysis was used.  
Results: After seven-time modeling and comparing the generated models, the final model 
consists of all existing risk factors obtained with the area under ROC curve of 0.754, accuracy 
of 74.19%, sensitivity of 92.41% and specificity of 33.25% .Also, variable selection results in 
producing a model consists of four risk factors with area under ROC curve of 0.737, accuracy of 
74.19%, sensitivity of 93.34% and specificity of 31.17% was produced. 
Conclusion: The obtained model is produced based on neural networks. The model is able to 
identify both high risk patients and acceptable number of healthy subjects. Also, utilizing the 
feature selection in this study ends up in production of a model which consists of only four risk 
factors as: age, sex, diabetes and high blood pressure. 
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