INTRODUCTION
Epidemic models accurately represent (among other processes) the spread of diseases, information (rumors, viral videos, news stories, etc.), the spread of malevolent agents in a network (computer viruses, malicious apps, etc.), or even biological processes (pathways in cell signaling networks, chains of activation in the gene regulatory network, etc.). We focus on epidemics that spread on an underlying graph [5] .
Most settings assume we know the underlying graph and aim to study properties of the spread. Much work has been done in detection, where the goal is to decide whether or not there is indeed an infection. This problem is of importance in deciding whether or not a computer network is under attack, for instance, or whether a product gets sold through word-of-mouth or thanks to the advertisement campaign (or both). More specifically, the problem of source detection or obfuscation has been extensively studied. On the other side of the spectrum, both experimental and theoretical work has tackled the problem of modeling, predicting the growth, and controlling the spread of epidemics.
In this work, we tackle the complementary problem: assuming we know some properties of the spread, can we recover the underlying graph? The early works on this subject proposed a few heuristics and experimentally proved their effectiveness. Netrapalli et al. [4] established the first theoretical guarantees for this problem Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SIGMETRICS'19 Abstracts, June 24-28, 2019, Phoenix, AZ, USA © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6678-6/19/06. https://doi.org/10.1145/3326155 for discrete-time infections. They proved one can recover the edges of any graph with correlation decay, with access to the times of infection for multiple cascades spreading on the graph. They introduced a likelihood, proved it decouples into convex subproblems, and demonstrated that the edges of the graph can therefore be obtained efficiently. They also proved a sample complexity lower bound and showed their method is within a log factor of it. Abrahao et al. [1] also introduced a method of solving this problem, this time for a more realistic, continuous-time infection model, through learning only the first edge of each cascade. Zarezade et al. [6] proposed a first experimental attempt to tackle the case of correlated cascades using Hawkes processes. Khim et al. [3] extended the theoretical results to the case where the the cascades spreading on the graph are not independent, which required completely new machinery involving martingales and weighted Pólya urns.
All the results above assume we have perfect knowledge of the properties of the spread we use to reconstruct the graph. For most of the literature, those are the times of infection for all nodes for each cascade. This assumption may hold for online epidemics, as information is usually dated (for instance, posts or retweets on social networks have time stamps). For human networks, or any setting where diagnosis is required, this assumption is often unrealistic: official diagnosis (and hence recording by any tracking entity such as the CDC) may come days, weeks, or in important examples such as HIV, years after the actual moment of infection. Moreover, this can be highly variable from person to person, hence the infector is often diagnosed after the infectee. Similar issues arise with biological networks: we only know the expression of a gene when a measure is taken, which can happen after a typically arbitrary delay.
We therefore develop a method for learning the graph of epidemics with noisy times of infection. We demonstrate that past approaches are unusable, due to the fact that even small levels of noise are typically enough to cause order-of-diagnosis to differ from order-of-infection. We develop new techniques to deal with this setting, and prove our algorithm can reliably learn the edges of a tree in the limited-noise setting, for any noise distribution. We also show we can learn the structure of any bounded degree graph from a very weak observation model, in a sample-optimal fashion. Finally, we provide an algorithm which learns the weights of any bounded-degree graph in the limited-noise setting.
Model
Propagation model: We consider a particular variant of the independent cascade model [2] . The epidemic spreads in discrete time on a weighted directed graph G = (V , E), where parents can infect their children with probability equal to the weight of the edge between them, but children cannot infect their parents. This process is an instance of a Susceptible → In f ected → Removed (SIR) process. Each node starts out in the Susceptible state. As in [1] , each cascade m starts on a unique Infected source node, picked uniformly among the nodes of the graph. Once a node becomes infected, it is removed from the graph, and if it has susceptible children, each is infected at the next time step independently with probability equal to the weight of the edge from infected parent node to its susceptible child. The process ends when there are no newly infected nodes (either because no infection happened during the previous time step, in which case some nodes may never be infected, or because all the nodes of the graph are removed). One realization of this process from start to finish is called a cascade.
Observation model: We introduce three observation models. In the no-noise setting, we have access to the exact times of infection. In the limited-noise setting, we never get to observe the exact times of infection, but only a noisy version. We assume the noise is i.i.d., comes from a known distribution, and cannot have infinite value.
Learning tasks: We focus on two different learning tasks. When we learn the structure of a graph, it means that for any two nodes i and j, we can decide whether or not there exists an edge between these two nodes (whatever its direction). When we learn the weights of the graph, it means that for every two nodes i and j, we learn the exact value of both p i j and p ji up to any given precision ϵ.
Why is it a hard problem?
1.2.1 Counting approaches. Most approaches in the no-noise setting relate to counting. In our setting, for instance, a natural (and consistent) estimator for p i j is:
Number of times j becomes infected one time step after i Number of times i was infected before j .
In the no-noise setting, j could only have been infected by a node signaling exactly one time step before j. However, in the limitednoise setting, j signaling its infection one time step after i could stem from a variety of scenarios:
• i could have indeed infected j. • j could have infected i, but the noise flipped the order of signaling. • No infection happen between i and j, and the probability of infection depends mainly on other nodes of the graph. For instance, i could have infected k, which in turn infected j.
The natural estimator introduced earlier is therefore not consistent anymore; instead, it tends to a quantity which depends on p i j , but also p ji , and p ik , p ki , p jk , p k j as well, for all the other nodes k in the graph. Using this estimator, or any obvious (to us) extension of it, would not only imply learning the wrong weights for the edges, but also learning edges when there are no edges.
Max-likelihood approaches.
Another common approach is to use likelihood-based methods. In our setting, the log-likelihood is not convex, and depends on many latent variables. This implies that simply computing the log-likelihood take exponential time, which render max-likelihood unusable in practice.
Proofs intuition
For our results on bidirectionnal trees, we rely on the fact that there is unicity of paths between two nodes. This allows us to compute a quantity for each pair of nodes, which is locally maximal when the nodes share an edge. This allows us to learn the structure of the tree, which can in turn be leveraged to learn the weights of the tree.
For graphs of maximal degree d, we extend the previous quantity to all pairs of (node, sets of nodes of size at most d). Similarly, this allows us to learn the structure of the graphs. We finally use cascades of size up to two to learn all the weights.
Contributions
The contributions of this article are multiple:
• This is the first work (as far as we know) to tackle the problem of learning the edges of a graph from noisy times of infection, a simple but natural extension of a well-known problem. • We provide the first efficient algorithm for learning the structure and weights of a bidirectional tree in this setting. We also establish a tree-specific lower bound which shows that our algorithm is sample-optimal for learning the structure of the tree. • We prove it is possible to learn the structure of any boundeddegree graph in the extreme setting for which we only have access to the infection status (i.e., whether or not a node was infected). Moreover, we can do so with optimal sample complexity, according to the bound established in [4] . • We provide polynomial algorithms for learning the weights of bounded degree graphs. • Finally, we extend the results from bounded-degree graphs to general graphs. This proves the problem is solvable under any noise distribution, though exponential sample complexity and running time are prohibitive in practice.
