The paper presents a methodology for using computational neurogenetic modelling (CNGM) to bring new original insights into how genes influence the dynamics of brain neural networks. CNGM is a novel computational approach to brain neural network modelling that integrates dynamic gene networks with artificial neural network model (ANN). Interaction of genes in neurons affects the dynamics of the whole ANN model through neuronal parameters, which are no longer constant but change as a function of gene expression. Through optimization of interactions within the internal gene regulatory network (GRN), initial gene/protein expression values and ANN parameters, particular target states of the neural network behaviour can be achieved, and statistics about gene interactions can be extracted. In such a way, we have obtained an abstract GRN that contains predictions about particular gene interactions in neurons for subunit genes of AMPA, GABA A and NMDA neuro-receptors. The extent of sequence conservation for 20 subunit proteins of all these receptors was analysed using standard bioinformatics multiple alignment procedures. We have observed abundance of conserved residues but the most interesting observation has been the consistent conservation of phenylalanine (F at position 269) and leucine (L at position 353) in all 20 proteins with no mutations. We hypothesise that these regions can be the basis for mutual interactions. Existing knowledge on evolutionary linkage of their protein families and analysis at molecular level indicate that the expression of these individual subunits should be coordinated, which provides the biological justification for our optimized GRN.
Introduction
A specific gene from the genome relates to the activity of a neuronal cell by means of a specific protein.
Complex interactions between genes and proteins within the internal gene/protein regulatory network influence the functioning of each neuron and a neural network as a whole.
1 Even in the presence of a mutated gene in the genome, which is known to cause a brain disease, the neurons can still function normally provided a certain pattern of interaction between genes is maintained. For instance, a preliminary screen using complementary DNA arrays and brain tissue from pre-seizure genetic absence epilepsy rats from Strasbourg (GAERS) has failed to identify significant changes in gene expression compared to control samples. 2 On the other hand we can assume, if there are no mutated genes, abnormalities in the brain functioning can be observed as a consequence of abnormal interaction between genes. With the advancement of molecular research technologies huge amount of data and information are available about the genetic basis of neuronal functions and diseases. 1, 3 This information can be utilized to create models of brain functions and diseases that include models of gene interactions within models of neural networks. We call this new area computational neurogenetic modelling (CNGM), the principles of which have been introduced in Refs. 4-6. To understand human brain function we need to integrate knowledge from genomics, proteomics, neuroscience, psychology, and theoretical disciplines such as computer science and physics. To understand the function of genes, we need to know how they are expressed, when they are expressed, conservation among their products and their response to therapeutic drugs. In addition, we also need to know how they interact and influence the dynamics of neural networks. For this purpose, we develop and study CNGM. In general, we can say that CNGM potentially may help to understand a broad range of fundamental questions about genetic influences on mental processes and diseases. The use of such models can facilitate new discoveries in the area of genetic neuroscience, which is illustrated in this paper.
Genetic neuroscience uses principles from cellular and molecular biology to investigate questions about gene actions in neurons. Prominent approaches in this area are genetic mutations, gene knockouts, protein purification, gene expression analysis, GAS chromatography, gel electrophoresis, high performance liquid chromatography (HPLC), western blotting, etc. Another multigene approach, high throughput genotyping technology, can be used to define single nucleotide polymorphisms that characterize diseases. However, all these techniques are useful but time consuming and are very expensive. Thus, for providing biological insight into our CNGM, we use standard bioinformatics operating strategies like studying neuronal protein sequence conservation/variation. Vast comparative analysis of crucial protein sequences and structures can also reveal evolutionary relationships between specific brain regions of humans and other species, increasing the relevance of CNGM.
In this paper we present a novel methodology of using CNGM for modelling gene influences upon the electrical activity of the brain, analyse critical genes and gene interaction patterns and finally integrate extracted knowledge from CNGM simulations with currently known biological facts.
Formulation of an Abstract CNGM
Proteins that mediate general cellular or specific information-processing functions in neurons are usually complex molecules comprised of several subunits, each of them being coded by a separate gene.
7 Based on our protein sequence analysis (see below) and considering biological knowledge on neuro-receptors, 8, 9 we consider one protein P j to be one functional unit coded for by one group of related genes, G j . In general, we consider two sets of gene groups -a set G gen that relates to general cell proteins and a set G spec that defines specific neuronal information-processing proteins (e.g. receptors, ion channels, etc.). The two sets form together a set G = {G 1 , G 2 , . . . , G n }. We assume that the expression level of each gene group g j (t + ∆t) (being the sum of expression levels of all the genes in that group) is a nonlinear function of expression levels of all the gene groups in G. This dependence is inspired by discrete models from Refs. 10 and 11, with the discrete delay ∆t representing regular time intervals at which gene expression data would be gathered in the real experiment, i.e.,
We work with normalized gene expression values, expressed by a nonlinear sigmoid σ(x) ∈ (0, 1). The coefficients w ij ∈ (−5, 5) are elements of the square matrix W = {w ij } of gene interaction weights. The latter borders have been chosen experimentally in order to lead to various types of nonlinear dynamics, i.e. constant as well as periodic, quasi-periodic and chaotic. It is important to identify what the sign of an interaction means, i.e. whether w ij > 0 or w ij < 0. The positive interaction means that upregulation (downregulation) of one gene group supports the upregulation (downregulation) of the other gene group, respectively. The negative interaction means that upregulation (downregulation) of one gene group leads to the downregulation (upregulation) of the other gene group, respectively. Initial values of gene expressions are small random values, i.e., g j (0) ∈ (0, 0.1). We assume a linear relationship between protein levels and gene expression levels, thus the protein level p j (t + ∆t) reads 
where P j (0) is the initial value of the neuronal parameter at time t = 0, and p j (t) is the corresponding protein level at time t. In such a way the gene/protein dynamics is linked to the dynamics of ANN. Neuronal parameters and their corresponding proteins are summarized in Table 1 . The choice of neural parameters depends on a task, which we want to simulate and knowledge from molecular neurobiology. In our case, let the simulated neural behaviour be the brain electrical activity measured as EEG. Support for this approach comes from recent studies that have shown that brain electrical oscillations are genetically determined and differ between individuals and families. However, genes activate and produce protein molecules over hours, whereas brain local field potentials and thus EEG change over milliseconds. The question arises how we will integrate this slow gene/protein dynamics with the fast electric dynamics of the model neural network. Our target signal will be the resting human EEG. Spectral characteristics of resting EEG are preserved irrespectively of what time of aroused resting wakefulness during the day the signal is recorded. Thus any point of daily gene dynamics should lead to the resting electrical signal with the same spectral characteristics. Therefore we will compress the daily gene dynamics into a time scale of the EEG measurement interval, that is T = 1 min, in order to optimize the desired gene interaction matrix W. As a result of the compression of gene dynamics into the time interval of LFP/EEG measurement, we set up the simulated interval of gene and protein changes ∆t to 1 s, whereas the time step of updating of neural network dynamics will be 1 ms.
Besides the genes coding for the proteins listed in Table 1 (that directly influence the neuronal spiking activity), we have included in our GRN nine more genes that are not directly linked to neuronal information-processing parameters. These genes are: c-jun, mGLuR3, Jerky, BDNF, FGF-2, IGF-I, GALR1, NOS, S100beta. These other genes are assumed to interact with genes and proteins listed in Table 1 , since their expression depends on neural activity. [18] [19] [20] [21] [22] [23] [24] We have included them for future studies. For now, they only represent the generality of our approach. CNGM has been illustrated as an ANN with particular output behaviour (see Fig. 1 ). The CNGM from Eqs. (1)- (3) is a general one and can be integrated with the spiking neural network model or any other neural network model. In the current form we have made these simplifying assumptions:
(i) Each neuron has the same gene regulatory network (GRN), i.e., the same genes and the same interaction gene matrix W, and starts from the same initial values of gene expressions. (ii) Feedbacks from neuronal activity or any other external factors to gene expression levels are not explicitly considered. They can be incorporated in Eq. (1) by means of a special term.
To simulate brain electrical activity, in a particular implementation of the abstract CNGM, we have used the spiking neural network model, which is discussed in a later section.
Molecular Sequence Analysis of Excitatory and Inhibitory Receptors: Motivation for the Creation of CNGM
We have investigated through sequence analysis, the excitatory and fast inhibitory receptors (i.e., AMPAR, NMDAR and GABRA) gene groups, which were found participating in statistically significant gene interactions in the presented CNGM of LFP/EEG generation. We mainly focused on them because they are identified as crucial in CNGM simulations and also they play a major role in most of the mental disorders through their direct or indirect interactions with several other genes/proteins and through specific parameter functions (e.g., excitation and inhibition). Each of these proteins is comprised of several subunits, and each subunit is coded by a separate gene (see Table 2 ). Initially, the information related to expression of these subunit genes, mutations, etc. was collected through relevant literature survey followed by sequences retrieval from NCBI database. We did preliminary analysis for searching the common motifs (patterns that occurs repeatedly in a group of related protein or DNA sequences) among these subunits. Through this initial analysis we observed that all detected motifs were belonging to similar protein families, like ligand-gated ion channel, receptor family ligand binding region and neurotransmitter-gated ion channel ligand binding domain. This observation motivated us for performing the detailed residual inspection. For our investigation, we employed the standard operating bioinformatics procedure, i.e., comparative analysis from similarity measures that is widely accepted approach by most of neuroscientists. The method is familiarly known as multiple sequence alignments (MSA). Scope of Figure 2 is only a highlighted portion of most important observation and in general it indicates that comparison of the 20 sequences of subunit neuronal information-processing proteins has revealed a number of conserved residues. As a biological fact we know the number of structurally conserved residues increases with the binding site contact size, thus we expect similar function for these amino acids in this case also. Here we have observed the extent to which these conserved residues are clustered, which is generally the case in most channel proteins and neuro-receptors, but the most interesting investigation is the consistent conservation of phenylalanine (F at position 269) and leucine (L at position 353) in all 20 proteins with no mutations. We expect these residues to play some role as a binding centre for interaction of these proteins with several other genes/proteins such as c-jun, mGluR3, Jerky, BDNF, FGF-2, IGF-1, GALR1, NOS and S100beta that are also believed to have a regulatory effect upon these receptors. Therefore, we expect that the gene interaction observations, which we notice from our abstract CNGM, may be justified because of such truly conserved residues. However we must say that all such hypotheses remain unproven and these predictions need to be tested through laboratory experimentation. For these neuronal proteins we also obtained a dendogram (Fig. 3 ) that represents the evolutionary related closeness between these subunit proteins. More closely related pairs of neuronal protein sequences have aligned most readily to each other than more divergent pairs.
Based on the result of analysis that clearly showed us the extent of conservation of many amino-acid residues among all investigated receptor subunits, we assume that the expression of these individual subunits should be coordinated within one gene group. In addition, these regions can be the basis for mutual interactions. Mutual interaction between subunits of different receptors has been recently confirmed experimentally. 26 Furthermore, this biological insight about our model is also supported by most of similar biological statements available in neuroscience area, especially in case of channel proteins and receptors. Overall interpretation provided us also the motivation for CNGM to treat the subunits of AMPAR, GABRA, NMDAR, and other receptors as a one gene group.
CNGM using a Spiking Neural Network
The spiking neural network (SNN) used in our CNGM has been first described in Ref. 4 
. The SNN model is based upon a classical Spike Response Model (SRM).
27 SRM is a highly simplified spiking model of a neuron and neglects many aspects of neuronal dynamics. In particular, all types of postsynaptic potentials are assumed to have the same shape. However, the shape of postsynaptic potentials depends on the location of the synapse on the dendritic tree. Synapses that are located at the distal end of the dendrite are expected to evoke a smaller postsynaptic response at the soma than a synapse that is located directly on the soma. If several inputs occur on the same dendritic branch within a few milliseconds, the first input will cause local changes of the membrane potential that influence the amplitude of the response to the input spikes that arrive slightly later. Such nonlinear interactions are neglected in the SRM. A purely linear dendrite, on the other hand, can be incorporated into the model. 27 Thus, the state of a neuron i is described by the state variable u i (t) that can be interpreted as a total somatic postsynaptic potential (PSP) resulting from activation of all synaptic inputs. When u i (t) reaches the firing threshold ϑ i (t) from below, neuron i fires, i.e., emits a spike (see Fig. 4 ). The moment of ϑ i (t) crossing defines the firing time t i of an output spike. The value 
The weight of synaptic connection from neuron j to neuron i is denoted by J ij . It takes positive (negative) values for excitatory (inhibitory) connections, respectively. Lateral and input connections have weights that decrease in value with distance from neuron i according to a Gaussian formula while the connections themselves can be established at random (with p = 0.5). ∆ ax ij is an axonal delay between neurons i and j which increases with Euclidean distance between neurons. The positive kernel ε ij t − t j − ∆ ax ij = ε ij (s) expresses an individual postsynaptic potential (PSP) evoked on neuron i when a presynaptic neuron j from the pool Γ i fires at time t j . For an individual PSP a double exponential formula can be used, i.e., 
where τ ϑ decay is the time constant of the threshold decay. In such a way, absolute and relative refractory periods are modelled. External inputs from the input layer are added to the right hand side of Eq. (4) 
We employed random input with average frequency between 10-20 Hz. Figure 4 illustrates the set up of the SNN. Table 3 lists value ranges of SNN parameters. These values were taken from neurobiological studies and models and were further adjusted by experimentation so that the resulting SNN activity was neither too low (no spikes) or too high (permanent synchronization) (for the inhibitory and excitatory parameters values see e.g., Refs. 28-32).
Using CNGM for Hypothesis Testing and New Discoveries in Brain Study
Our hypothesis is that neural electrical activity with particular spectral characteristics can in fact be achieved through important gene interaction patterns, whereby these patterns can be present in different GRNs. Using CNGM we can test this hypothesis and discover which gene interaction patterns are important for the desired spectral characteristics. We will achieve a desired SNN output through optimization of the model 294 parameters. We are optimizing the interaction matrix W between 16 genes, initial values of neural parameters, architectural parameters of SNN (except the total number of neurons, spike delays and probability of establishing a synaptic connection) and input frequency to the SNN. All model parameters and their value ranges to choose from during optimization are listed in Table 3 . We keep the record of spiking activities of all neurons as well as record of the local field potential (LFP). LFP is defined as an average of all instantaneous membrane potentials, i.e., Φ(t) = (1/N)Σu i (t). We evaluate the LFP of the SNN by means of FFT (Fast Fourier Transform) in order to compare the SNN output with the EEG signal analysed in the same way. 33 This comparison is based on evidence that brain LFPs in principle have the same spectral characteristics as EEG. 34 Desired signal was real human interictal resting EEG data obtained with permission from Ref. 35 . The FFT of the LFP/EEG signal was done for clinically relevant frequency bands. These bands are: delta (0.5-3.5 Hz), theta (3.5-7.5 Hz), alpha (7.5-12.5 Hz), beta 1 (12.5-18 Hz), beta 2 (18-30 Hz), and gamma (> 30 Hz). In order to find an optimal GRN so that the frequency characteristics of the LFP of the associated SNN are similar to the brain EEG characteristics, we use the following simple optimization procedure:
• Generate a population of N CNGMs, each with randomly generated values of coefficients for the GRN matrix W, initial gene expression values g(0), initial values of parameters P(0) (within the intervals from Table 3 ), and other model parameters; • Run each CNGM over a period of time T and record the LFP for each associated SNN; • Calculate the average spectral characteristics, i.e., the average RIR vectors of the LFP using FFT. RIR for the kth frequency band is defined as: N = 400 random gene interaction matrices Ws show almost a uniform distribution of positive and negative interactions between gene groups as can be seen in Fig. 5 but after optimization the interaction matrix is significantly different (Fig. 6 ).
Among these 400 random solutions, 15 Ws matrices led to an SNN LFP with spectral characteristics very close to the target EEG signal in terms of Euclidean distance between the characteristic RIR vectors being smaller than 0.1. Visual inspection of these 15 solutions also confirmed that the LFP signal and its spectral characteristics are similar to the target EEG signal. To discover the knowledge, e.g., to find out what a Alternatively, we can use a genetic algorithm to find an optimal solution or solutions, but for illustration of our knowledge discovery method, the above simple optimization procedure will be sufficient. 2nd Reading Fig. 5 . Intensity of grey reflects upon proportion of positive and negative gene interactions, respectively, in 400 randomly generated interaction matrices W, between gene group i (row) and gene group j (column). Fig. 6 . Intensity of grey reflects upon proportion of positive and negative gene interactions between gene groups i (row) and j (column), respectively, in 15 winner interaction matrices W after experimental running of CNGM. In a "winner" GRN the activity of CNGM is similar to the desired brain activity measured as EEG.
these selected solutions have in common, we have calculated how many times the interactions between genes become positive and how many times they become negative (see e.g., Fig. 6 ). Then we used the χ 2 -statistic to make predictions about interactions between gene groups. Let us consider the gene groups, which correspond to excitatory and inhibitory receptors of neurons. We have found that a statistically significant difference at greater than the 0.005 level of probability holds for interactions w 4,3 > 0 and w 6,4 > 0. That is, when the gene group No. 4 (coding for the GABA B receptor) is elevated in expression, it will be followed by elevated expression of the gene group No. 3 (coding for GABA A receptor). This interaction means that when there is a need for enhancement of slow inhibition, it will lead also to an increase of the fast inhibition by means of genetic coordination. Second, when the gene group No. 6 (coding for the NMDA receptor) is elevated in expression, it will be followed by elevated expression of gene group No. 4 (coding for GABA B receptor). This interaction is also very reasonable since one can assume that when the excitation is somehow enhanced, the system tries to keep balance by enhancing inhibition as well, to avoid global synchronizations. Our results suggest that this balancing effect can happen also on the genetic level. Table 4 summarizes all statistically significant deviations from uniformity among all the gene interactions in our sample of 15 Ws leading to LFP with frequency spectrum similar to an interictal (seizureless) resting EEG. There are some predictions about gene interactions for genes that are not directly linked to neural parameters. At present these gene groups are not identified and we are not going to concentrate upon them. Most of interactions in Fig. 6 however, were neither positive nor negative on a statistically significant level. In other words, the signs of majority of gene interactions were not crucial for producing desired simulated neural electrical activity. It means that many different GRNs can lead to the same Table  4 . Statistically significant gene interactions from Fig. 6 .
mGluR3 S100 NOS Jerky c-jun Fig. 7 . Illustration of the GRN that resulted from our computer experiments (see Table 4 ). Solid (dashed) lines denote positive (negative) relationship between genes, respectively. Intensity of grey reflects the level of gene expression in the presented CNGM at a given time moment. Relationship between these genes shown is an abstract one rather than direct physical, chemical or physiological interaction.
observable neural behaviour and that perhaps only few gene interactions are crucial.
Illustration of GRN predicted by our experiments is given in Fig. 7 . It should be stressed out that this is an abstract network of gene interactions. Behind each abstract interaction represented by the solid or dashed line in the figure, there is a complex chain of protein-protein interactions leading eventually to up-regulation or down-regulation of the target gene in the network.
As we have learnt now, receptors can have different subunit composition, and still perform the same function, e.g., fast excitation, fast inhibition, etc. However, function parameters like the rise and decay time constants of PSP (opening and closing times of ion channels) will differ for different subunit compositions of receptor-gated ion channels. Indeed, our CNGM has shown that the same behaviour of SNN can be achieved with a range of parameter values (Table 3) corresponding to different receptor subunits compositions, and with different GRNs, corresponding to different interactions between most of the gene groups, provided some important interactions between genes are preserved.
Discussion
We have shown, by computational modelling, that the same behaviour of a model neural network and the same characteristics of local field potentials can be achieved with a range of parameter values, as long as some important interactions of gene groups are preserved. Thus our contribution is twofold: (1) the paper shows that behaviour which is the result of interaction between neurons is, on a deeper level, the result of interactions between genes; and (2) it shows that the 'small world assumption' is also valid on the genetic level since only few gene interactions are crucial. Our CNGM was justified by molecular sequence analysis on subunits of crucial neuro-receptors. We have identified highly conserved regions that can serve as the basis for mutual interactions and coordinated expression.
In real neural networks neuronal parameters that define the functioning of a neural network depend on genes and proteins in a complex way. Gene expression values change due to internal dynamics of the gene/protein regulatory network, initial conditions of the genes and external conditions. All this may affect gradually or quickly the functioning of the neural network as a whole. In our computer experiments, we have observed for example that different initial gene values can lead to the same outcome in terms of neuronal activity. Moreover, different types of gene interaction dynamics i.e., be it constant, periodic, quasiperiodic or even chaotic, can lead to a similar LFP of an associated SNN model, provided some statistical distribution of gene interactions is maintained. On the other hand, in the diseased brain, either altered initial conditions expressed in values of neural parameters, mutated genes and/or altered interactions within GRN lead to abnormalities in network activity. Realistic models of gene networks within neural networks should account for these processes.
In order to investigate these phenomena, we have set up a novel model of a CNGM that is simple and biologically plausible. Associated SNN uses principles from the simple spiking neuron models. 27 It should be stressed though that a particular neural network model, and parameters governed by genes, should be chosen based on a problem, which we want to account for. On the example of a resting human EEG signal we have demonstrated our CNGM approach with the introduction of generic CNGM equations, optimization and knowledge discovery techniques. This paper clearly indicates that for obtaining any neurogenetic model with certain accuracy, the integration of knowledge from different related fields is necessary. Such integration may help in assignment of initial gene/protein expression values for repeating CNGM simulations with improved quality of the W matrices results. Knowledge may come from biological lab experiments, bioinformatics databases, molecular sequence analysis, evolving brain-gene ontologies and so on. Domain experts are the one who can analyse and integrate the meanings for simulation of neurogenetic models and make concluding remarks.
