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Summary
This thesis examines various methods for estimating the spatial distribution of
solar radiation, and in particular its diffuse and direct components in mountain-
ous regions. The study area is the Province of Bolzano (Italy). The motivation
behind this work is that radiation components are an essential input for a series
of applications, such as modeling various natural processes, assessing the effect
of atmospheric pollutants on Earth’s climate, and planning technological appli-
cations converting solar energy into electric power. The main mechanisms that
should be considered when estimating solar radiation are: absorption and scat-
tering by clouds and aerosols, and shading, reflections and sky obstructions by
terrain. Ground-based measurements capture all these effects, but are unevenly
distributed and poorly available in the Italian Alps. Consequently they are inade-
quate for assessing spatially distributed incoming radiation through interpolation.
Furthermore conventional weather stations generally do not measure radiation
components. As an alternative, decomposition methods can be applied for split-
ting global irradiance into the direct and diffuse components. In this study a
logistic function was developed from the data measured at three alpine sites in
Italy and Switzerland. The validation of this model gave MAB = 51 Wm−2, and
MBD = -17 Wm−2 for the hourly averages of diffuse radiation. In addition, artifi-
cial intelligence methods, such as artificial neural networks (ANN), can be applied
for reproducing the functional relationship between radiation components and me-
teorological and geometrical factors. Here a multilayer perceptron ANN model was
implemented which derives diffuse irradiance from global irradiance and other pre-
13
14
dictors. Results show good accuracy (MAB ∈ [32, 43] Wm−2, and MBD∈ [-7, -25]
Wm−2) suggesting that ANN are an interesting tool for decomposing solar radia-
tion into direct and diffuse, and they can reach low error and high generality. On
the other hand, radiative transfer models (RTM) can describe accurately the effect
of aerosols and clouds. Indeed in this study the RTM libRadtran was exploited
for calculating vertical profiles of direct aerosol radiative forcing, atmospheric ab-
sorption and heating rate from measurements of black carbon, aerosol number size
distribution and chemical composition. This allowed to model the effect of aerosols
on radiation and climate. However, despite their flexibility in including as much
information as available on the atmosphere, RTM are computationally expensive,
thus their operational application requires optimization strategies. Algorithms
based on satellite data can overcome these limitations. They exploit RTM-based
look up tables for modeling clear-sky radiation, and derive the radiative effect of
clouds from remote observations of reflected radiation. However results strongly
depend on the spatial resolution of satellite data and on the accuracy of the ex-
ternal input. In this thesis the algorithm HelioMont, developed by MeteoSwiss,
was validated at three alpine locations. This algorithm exploits high temporal
resolution METEOSAT satellite data (1 km at nadir). Results indicate that the
algorithm is able to provide monthly climatologies of both global irradiance and
its components over complex terrain with an error of 10 Wm−2. However the esti-
mation of the diffuse and direct components of irradiance on daily and hourly time
scale is associated with an error exceeding 50 Wm−2, especially under clear-sky
conditions. This problem is attributable to the low spatial and temporal resolu-
tion of aerosol distribution in the atmosphere used in the clear-sky scheme. To
quantify the potential improvement, daily averages of accurate aerosol and wa-
ter vapor data were exploited at the AERONET stations of Bolzano and Davos.
Clear-sky radiation was simulated by the RTM libRadtran, and low values of bias
were found between RTM simulations and ground measurements. This confirmed
15
that HelioMont performance would benefit from more accurate local-scale aerosol
boundary conditions. In summary, the analysis of different methods demonstrates
that algorithms based on geostationary satellite data are a suitable tool for re-
producing both the temporal and the spatial variability of surface radiation at
regional scale. However better performances are achievable with a more detailed
characterization of the local-scale clear-sky atmospheric conditions. In contrast,
for plot scale applications, either the logistic function or ANN can be used for
retrieving solar radiation components.

Chapter 1
Introduction
1.1 Aim of the thesis
The research project behind this thesis raised from the demand of spatially dis-
tributed solar radiation in the Alps for computing the photovoltaic (PV) potential
at the regional scale. Since atmospheric aerosols and clouds modify the quality
and quantity of surface radiation, we specifically focused on estimating the influ-
ence of the atmosphere on surface incoming radiation and on climate. In addition,
another application requiring radiation data which motivated the present work is
the modeling of land-atmosphere exchanges of water and carbon, which requires
net radiation as input. From these two fields, two more specific research inter-
ests derived, which drove the focus of this thesis on discriminating the diffuse
and direct components of irradiance: from one side, studying the performances
of different technologies converting radiation into electric power, which respond
variously to direct and diffuse radiation, and from the other side examining the
effect of climate change, and of the consequent different levels of diffuse radiation,
on photosynthesis and evapotranspiration.
This thesis is a first attempt to satisfy these requirements by answering to the
following questions:
• Which are the necessary theoretical bases for modeling solar radiation?
17
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• What is the coverage of ground based measurement instruments in the area
of interest?
• How reliable are decomposition methods and artificial neural networks for
retrieving radiation components in this region?
• How can we characterize and model the effects of atmospheric aerosols on
solar radiation?
• How can we model spatially distributed irradiance in the Alps?
• Which are the expected performances of the state-of-the-art remote sensing
based algorithms for modeling surface incoming solar radiation?
• Is it possible to enhance the performances of these algorithms?
1.2 Outline of the thesis
The structure of this thesis is the following:
Chapter 1 describes the importance of solar radiation data in different fields
and introduces the estimation methods which are examined and tested in
this thesis.
Chapter 2 presents the main definitions and units used for working with solar
radiation. Furthermore it discusses the factors affecting the incoming solar
radiation, i.e. the atmosphere, clouds and topography.
Chapter 3 describes ground based instruments used for measuring solar radiation
and its components. In addition it evaluates the availability of ground based
data in the study area.
Chapter 4 summarizes two experiments: in the first the diffuse fraction of so-
lar radiation was estimated by decomposition models, and in the second
19
artificial neural networks were exploited, with global irradiance and other
meteorological parameters as input features.
Chapter 5 illustrates the equation of radiative transfer and one particular radia-
tive transfer model which is used in this work, namely libRadtran.
Chapter 6 reports on the estimation of radiative forcing and heating rate of
measured aerosol profiles, performed by libRadtran.
Chapter 7 deals with satellite remote sensing of incoming radiation in general,
and in particular with the HELIOSAT method and its latest formulation,
called HelioMont, which was proposed by MeteoSwiss.
Chapter 8 presents the validation of the algorithm HelioMont performed at some
measurement sites in the Alps. Furthermore it proposes improvements in the
clear-sky model, which are based on an optimization of the input data on
atmospheric aerosols.
Chapter 9 draws up important conclusions from the present work and discusses
the potential for future applications.
1.3 The importance of solar radiation data
Solar radiation is the main energy source for the Earth. Radiation entering the
Earth’s atmosphere is partly absorbed, partly scattered, and partly reflected by
atmospheric gases, aerosols and clouds. The portion of radiation reaching the
surface is absorbed and reflected by land and oceans. In order to maintain the long-
term quasi-static equilibrium of the climate system, the absorbed energy must be
balanced by an equal amount of energy emitted to the space by the atmosphere and
the surface of the Earth (Peixoto and Oort, 1992). Since solar energy governs the
radiative balance of the Earth’s atmosphere and surface, an accurate estimation of
the incoming radiation is a key requirement for climate monitoring. Furthermore,
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many hydrological, biophysical and biochemical processes on the Earth surface are
driven by solar radiation, with feedbacks to the rest of the climate system (Bonan,
2002).
These processes include the diurnal development of the atmospheric boundary
layer (ABL), which is the lowest part of the troposphere whose thermodynamics
and kinematics undergo pronounced diurnal changes in response to the exchanges
of energy, mass and momentum between the atmosphere and the Earth surface.
Most of the ABL turbulence is driven by forcings from the ground. In fact solar
heating of the ground during the day causes the rise of warmer air and the forma-
tion of large eddies. In mountainous areas solar radiation is also responsible for
thermally driven flows over complex terrain (Serafin and Zardi, 2010a,b, 2011). In
fact, the inhomogeneous heating of a valley generates a baroclinic atmosphere. In
this conditions air density depends not only on pressure, but also on temperature,
whose variations can produce vorticity.
The spatial and temporal quantification of solar radiation is required for plan-
ning and modeling purposes in various areas, such as agriculture, forestry and
oceanography. Solar radiation, in fact, is a main driver for plant photosynthe-
sis and evapotranspiration (Sellers et al., 1997). The efficiency of photosynthesis
depends on the solar spectrum, and in particular on the amount of photosyn-
thetically active radiation (PAR), which denotes solar radiation in the spectral
range between 400 and 700 nm. Land surface evapotranspiration, which is a ma-
jor input in soil water balance analyses, includes transpiration from vegetation,
evaporation of water intercepted by the canopy of plants and trees, evaporation
from the soil surface and evaporation from small water surfaces. Its estimation has
a wide range of applications in hydrological modeling, drought monitoring, water
resource management, ecosystem health assessment, and crop yield forecasting. In
models quantifying evapotranspiration, solar radiation in an important input, to-
gether with other meteorological variables and soil properties (Carrer et al., 2012;
Sellers et al., 1996; Anderson et al., 2011). Solar radiation, in fact, is one compo-
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nent of net radiation, which is balanced by sensible, latent, and conduction heat
fluxes in the energy balance of a surface.
The assessment of solar energy is also essential in applications converting solar
radiation into electricity, such as PV plants and Concentrated Solar Power (CSP)
systems. In last decades the production of power from PV and CSP is being more
and more identified as a main contributor to the future energy mix. In fact PV
produce 2% of the demand in Europe and roughly 4% of peak demand, and 44832
GWh of electricity from solar PV power were produced in 2011. PV systems offer
manifold benefits, e.g. they exploits an unlimited energy source, they are avail-
able all over the world, during operation they produce electricity with no waste
production nor air pollution. Furthermore, also considering the whole life cycle,
PV has a low carbon footprint (16-32 g CO2 per kWh) compared to fossil fuels
(300-1000 g CO2 per kWh) (Alsema et al., 2006). Another advantage is that as a
relatively young, high-tech industry, PV helps job creation and economy strength-
ening. However the production of power from PV plants and CSP systems is not
competitive with other sources of energy because of the high costs of the active
solar materials. Beside the current research on innovative and more economic
semiconductor materials, another way towards abating the costs of solar power is
working for more accurate estimation of the solar resource. In fact, the evaluation
of the direct and diffuse components of solar radiation is essential for support-
ing the choice of the best available technology, i.e. the one that most effectively
exploits the radiation available in a target area. Conventional CSP systems, for
example, only exploit direct radiation, although the hybrid arrangement of visible
and infrared absorbing solar cells is currently being explored (Barber et al., 2011).
In contrast flat plate PV modules also use the diffuse component, but their cost is
proportional to the efficiency and to the active surface. Furthermore the correct
estimation of the daily and seasonal cycle of solar radiation allows an efficient in-
tegration of PV systems into the electricity grid, because it demonstrates to which
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extent PV plants meet the electrical grid peak demand and contribute to cover it.
In the next subsections the main methods for assessing surface incoming solar
radiation are introduced. This thesis tests and exploits the following methods in
the Alps.
1.4 Ground based measurements of radiation
Ground based radiometers are the most used instruments for monitoring solar ir-
radiance at surface. The expected error in irradiance measurement is due to the
difference between operation and calibration conditions. For high quality and well
maintained instruments, the World Meteorological Organization (WMO) guide-
lines admit maximum errors in the hourly radiation totals of 3% (World Mete-
orological Organization, 2008). Unfortunately in most cases ground networks of
radiometers do not cover sufficiently the area of interest. For example in the
province of Bolzano, in the Italian Alps, which is the area of major interest for the
project which motivated the present work, all measurement stations are located
more than 5 km from each other, whereas the spatial autocorrelation of solar ra-
diation is generally less than 1 km (Dubayah, 1992b; Dubayah and Paul, 1995).
In addition conventional weather stations usually include global radiometers and
only few of them are equipped with radiometers measuring either the diffuse or
direct component of radiation.
Considering the limitations of the network of ground based instruments for
radiation measurements in such a complex terrain as the Alps, it is necessary to
consider other ways for addressing the problem of estimating surface radiation.
This means, for instance, working out numerical models simulating the incoming
solar radiation on the basis of suitable algorithms, and possibly taking into account
ground based measurements. A good model should include the interactions of the
extraterrestrial radiation with the Earth’s atmosphere and surface. The main
actors in this process are the atmosphere, clouds and topography. Atmospheric
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gases absorb solar radiation. In addition, Rayleigh scattering by atmospheric
molecules and Mie scattering by aerosols and clouds generate diffuse radiation.
Clouds scatter visible light, either toward the Earth or back to space, produce
surface shadowing, and absorb infrared radiation. In the mountains the effect of
topography is crucial due to the high spatial variability of terrain altitude, slope
steepness and orientation. Furthermore the shadows from the portion of terrain
visible from the target area reduce beam radiation.
1.5 Data-driven decomposition methods
Decomposition models can be used for retrieving the direct and diffuse components
where only global radiation is measured. They exploit global irradiance, clearness
index, solar elevation and other meteorological or derived variables as predictors.
Several methods are available, which can be classified according to the functional
type or relation between the diffuse fraction and the predictors: polynomial mod-
els (Liu and Jordan, 1960; Skartveit and Olseth, 1987; Reindl et al., 1990), model
based on a logistic function (Ridley et al., 2010; Boland et al., 2013), and ex-
ponential models (Maxwell, 1987; Perez et al., 1990). Here we consider the first
two categories. In addition, we develop a decomposition method which is based
on artificial neural networks (ANN). ANN are structures constituted by layers
of neurons, which are multiple-input, multiple-output processing units resembling
the functionality of biological neurons. In fact, they can adapt themselves to the
problem to solve. ANN are mostly exploited for classification problems, clustering,
and for approximating non-linear functions.
1.6 Radiative Transfer Modeling
Among the factors influencing the amount of energy available at surface, the inter-
actions of solar radiation with the Earth’s atmosphere are of major concern to this
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work. They are described by the theory of light scattering for diffuse radiation,
and by the Beer-Bouguer-Lambert law for the extinction of the direct component,
which are modeled by the differential equation of radiative transfer. This equation
states that the intensity of solar radiation traveling through a medium undergoes
weakening due to extinction, strengthening due to emission, and deviation due to
scattering.
The equation of atmospheric radiative transfer allows for various solutions dif-
fering in the modeling of absorption, scattering and emission (Liou, 2002). Numer-
ical codes for implementing these solutions are usually called Radiative Transfer
Models (RTMs), and tipically take into account a simplified atmospheric struc-
ture. RTMs can be classified according to either the absorption model or the
scattering model. As to the former, line-by-line (LBL) models (e.g. Stamnes
et al. (2000)) numerically integrate individual absorption lines to produce optical
depth or transmittance profile as a function of wavelength; band models (Kato
et al., 1999; Kotchenova et al., 2006) fit to LBL at narrow spectral interval; fast
models (Saunders et al., 1999; Matricardi et al., 2001) do a statistical fit to LBL
model transmittance for different atmospheres for specific instrument bandpass.
Concerning the scattering model, discrete ordinate models (Stamnes et al., 1988;
Spurr, 2008) do not consider radiative intensity as a function of azimuth. They use
N streams, the larger N, the better are the result, but the more expensive is the
simulation. In adding/doubling models (Minnis et al., 1993; Liu and Weng, 2006)
the atmosphere is divided into homogeneous layers characterized by a transmission,
reflection and source emission function. Reflection and transmission of combined
layers are obtained by computing successive reflections between two layers. Monte
Carlo (Chen and Liou, 2006) models consider light as photons. Absorption, scat-
tering and reflection are described as probability functions. The path of many
photons through the atmosphere, taking into account absorption, scattering and
reflection is calculated. Due to a large number of photons statistical analysis can
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be done. According to the number of photons the Monte Carlo approach can be
very accurate, but the computational effort is very high. The disadvantage of us-
ing RTMs is that accurate calculations are time consuming, thus not convenient
for application to large areas. In addition the most common RTMs consider the
atmosphere as plane-parallel, thus only account for vertical variations of physi-
cal parameters, while 3-D models, especially useful for describing the horizontal
variations of clouds structure, are an emerging research topic and are not yet in
operational use.
1.7 Remote sensing of solar radiation
RTMs require a substantial amount of information concerning rapidly changing
atmospheric conditions, such as clouds and aerosol properties. However, the ra-
diative forcing of clouds and, to a certain degree, also aerosol properties can be
retrieved from satellite observations. In particular, geostationary satellite data
offer a high frequency of observation, thus allowing to observe the daily variability
of cloud cover. The main drawbacks of using geostationary satellite data are their
coarse spatial resolution and large view angles for higher latitudes. These limi-
tations are particularly severe in mountainous regions, where the altitude varies
sharply and not only affects surface related parameters, but also the state of the
atmosphere. Furthermore satellite radiometers measure visible radiation reflected
by the Earth’s atmosphere, thus the retrieval of downward radiation at the Earth
surface is not trivial, and requires the modeling of the physical interactions between
radiation and aerosols, gases and clouds.
The main effort for retrieving solar radiation at the Earth surface from me-
teorological satellite data was done in the late Eighties (Cano et al., 1986) for
Meteosat radiometers data. The idea was to correlate the observed reflectivity of
each pixel with its cloudiness. The original radiation retrieval method was called
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HELIOSAT and was proposed in many formulations following different sensor gen-
erations (Beyer et al., 1996; Hammer et al., 2003; Rigollier et al., 2004), mainly
changing the clear-sky model used for calculating cloud free irradiance and the
relation between n and K.
One version of HELIOSAT which analyzes the peculiar conditions of mountain-
ous areas was proposed by Du¨rr and Zelenka (Du¨rr and Zelenka, 2009) specifically
for the Alps. This model includes snow detection, pixel georeferencing, satellite
view angle distortion fixing, and terrain shading calculation. Despite its com-
prehensiveness, this algorithm approximates the transmissivity of the atmosphere
only through monthly climatological values of the Linke turbidity coefficient (Re-
mund et al., 2003). The turbidity is included in the empirical clear-sky model
of Kasten et al. (1984), and does not affect the procedure used to calculate the
diffuse radiation fraction. At the same time a new clear-sky model for HELIOSAT
was proposed: the algorithm SOLIS (Mu¨ller et al., 2004). The latter is based on
RTM simulations of clear-sky irradiance. Later on SOLIS was modified introduc-
ing the computationally efficient Look Up Tables (LUT) approach, which means
that RTM runs were performed for discrete values of the atmospheric parameters,
and then an interpolation was performed in dependence of atmospheric input data.
This model was called MAGIC (Mu¨ller et al., 2009). Radiation values obtained
with the LUT approach differ from the exact RTM solutions by no more than 1-2
Wm−2. Recently MeteoSwiss has coupled the MAGIC clear-sky model with a new
processing scheme for the all-sky retrieval of solar radiation at surface (Sto¨ckli,
2013a). This new algorithm is called HelioMont.
Chapter 2
Fundamentals of solar radiation
2.1 Concepts and definitions
Radiation designates all the phenomena describing the transport of energy in space.
It is characterized by a frequency, ν, [Hz], and a wavelength, λ, [µm]. ν and λ
are inversely proportional to each other, the constant of proportionality being the
speed of an electromagnetic wave in vacuum, c = 2.998 × 108 ms−1:
ν =
c
λ
(2.1)
The electromagnetic spectrum is obtained by classifying radiation according to ν
and λ (Figure 2.1)
Consider the radiant energy dEλ, in the wavelength interval between λ and
λ + dλ, that in the time interval dt crosses an element of area dA, in directions
limited to the differential solid angle dΩ, which is oriented to an angle θ with
respect to the normal to dA (Figure 2.2). This energy is expressed in terms of the
monochromatic intensity, or radiance Iλ:
dEλ = Iλ cosθ dAdΩ dλ dθ (2.2)
Thus radiance is defined as follows:
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Figure 2.1: Spectrum of electromagnetic radiation. From Wikipedia (2015).
Iλ =
dEλ
cosθ dAdΩ dλ dθ
(2.3)
and is measured in W m−3 sr−1.
The monochromatic irradiance is defined as the normal component of Iλ inte-
grated over the hemispheric solid angle:
Fλ =
∫
Ω
Iλ cosθ dΩ (2.4)
In polar coordinates:
Fλ =
∫ 2pi
0
∫ pi/2
0
Iλ(θ, φ) cosθ sinθ dθ dφ (2.5)
For isotropic radiation:
Fλ = pi Iλ (2.6)
The total irradiance F is obtained by integrating the monochromatic irradiance
over the electromagnetic spectrum:
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Figure 2.2: Geometry of radiative transfer in polar coordinates (Liou, 2002)
F =
∫ ∞
0
Fλ (2.7)
It is measured in W m−2.
2.2 Solar radiation at the top of the atmosphere
The solar constant S is the total solar energy reaching the top of the atmosphere.
It is defined as the energy per unit time which crosses a surface of unit area normal
to the solar beam at the mean distance between the Sun and the Earth.
The Sun emits an irradiance F of 6.2 × 107 Wm−2. If there is no medium
between the Sun and the Earth, according to the principle of conservation of
energy, the energy emitted from the Sun must remain constant at some distance
away, thus also in correspondence of the atmosphere of the Earth:
F 4 pi a2S = S 4 pi r
2 (2.8)
where aS is the radius of the Sun, and r is the mean Earth-Sun distance. Thus
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the solar constant can be expressed as:
S = F
(aS
r
)2
(2.9)
In the ’70 the solar constant was obtained from total solar irradiance measure-
ments performed by radiometers aboard many satellites, such as Nimbus 7 Earth
Radiation Budget (ERB), Solar Maximum Mission Active Cavity Radiometer Ir-
radiance Monitor (SMM ACRIM) 1 and 2, Earth Radiation Budget Experiment
(ERBE) aboard the NASA satellites Earth Radiation Budget Satellite (ERBS),
NOAA 9 e NOAA 10. From a number of measurements the generally accepted
value of 1366 ± 3 Wm−2 has been suggested.
Since the irradiance emitted from the Sun can be considered isotropic, accord-
ing to Equation 2.6 the solar intensity is given by I = F/pi, thus:
S = I pi
(aS
r
)2
= I Ω (2.10)
where Ω is the solid angle from which the Earth sees the Sun. If aE is the radius
of the Earth, the solar energy intercepted by the Earth is Spia2E. If it is uniformly
distributed on the surface of the Earth, the solar energy received per unit area per
unit time at the top of the atmosphere is:
Q = S
(
pi a2E
4 pi a2E
)
= S/4 ≈ 342 Wm−2 (2.11)
The solar spectrum is the distribution of radiation as a function of the wave-
length. It consists of a continuous emission with thousands of dark absorption lines
superposed. The lines are called the Frauenhofer lines, and the solar spectrum is
sometimes called the Frauenhofer spectrum. These lines are produced primarily in
the photosphere. The total energy emitted by the Sun is approximately equivalent
to that of a blackbody at 5782 K. In addition, the visible (VIS) and infrared (IR)
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solar radiation fits closely with the blackbody emission at this temperature. How-
ever, the ultraviolet (UV) region (< 0.4 µm) of solar radiation deviates greatly
from the VIS and IR regions in terms of the equivalent blackbody temperature
of the Sun, reaching a minimum of about 4700 K at about 0.14 µm. The energy
emitted from the Sun is approximately distributed as follows: 50% in the IR, 40%
in the VIS, and 10% in the UV.
Figure 2.3: The 2000 American Society for Testing and Materials (ASTM) E-
490 AM0 (air mass 0) Standard Extraterrestrial Spectrum superimposed to the
blackbody emission curve at 5782 K
The solar constant is defined for a mean distance between the Earth and the
Sun, dm, that is 1.496 × 1011 m, but the actual distribution of solar radiation at
the top of the atmosphere depends on the eccentricity of the elliptical orbit of the
Earth around the Sun. The point of maximum distance (1.521 × 1011 m) is called
aphelion and the Earth is in this position at the beginning of July. The point of
minimum distance (1.471 × 1011 m) is called perihelion, and corresponds to the
beginning of January.
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The irradiance on an horizontal surface at the top of the atmosphere also
depends on the sun zenith angle:
Fh = F cosθ = S
(
dm
d
)2
cosθ (2.12)
where F is the irradiance on a plane normal to the solar beam, and d is the actual
Earth-Sun distance.
2.3 Atmospheric absorption and scattering
Solar radiation entering the Earth’s atmosphere is absorbed and scattered by at-
mospheric gases, aerosols, clouds, and the Earth’s surface.
Atmospheric scattering changes the direction of propagation of radiation. It is
generally elastic, which means that the scattered radiation has the same frequency
as the incident one. However, a small fraction of photons undergoes inelastic scat-
tering, in which the energy of radiation is also changed due to electronic transitions
in the scattering molecules. This is the so called Raman scattering. Atmospheric
scattering can be due to particles of different size, like gas molecules (∼ 10−4 µm),
aerosols (∼ 1 µm), water droplets (∼ 10 µm), and rain drops (∼ 1 cm). The effect
of particle size on scattering is represented by the so called size parameter, x. For
a spherical particle of radius a, x = 2pia/λ. If x << 1 (particle small compared
with the wavelength), the scattering is called Rayleigh scattering. An example is
the scattering of visible light by atmospheric molecules. If x ≥ 1 (particle has
about the same size as the wavelength) the scattering is called Lorenz-Mie scat-
tering. If x >> 1 (particle large compared with the wavelength) the scattering is
called Geometric scattering, and it can be studied by using the geometrical optics
of reflection, refraction and diffraction. For low densities of molecules and particles
in the air, the scattering is independent, i.e. each particle scatters radiation as if
the other particles did not exist. If density increases, like happens inside clouds,
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each particle can scatter the radiation that has been already scattered by other
particles. This process is called multiple scattering.
Absorption is the conversion of radiation in another form of energy, like heat.
Absorption can be due to atmospheric molecules or aerosols. The UV radiation in
the interval 0.2-0.3 µm is mainly absorbed by O3 in the stratosphere. Radiation
with λ shorter than 0.2 µm is absorbed by O2, N2, O and N. In the troposphere,
solar radiation is absorbed in the VIS and IR, mainly by H2O, CO2, O2 and O3.
Figure 2.4 shows the depletion of solar radiation in a cloud and aerosol free atmo-
sphere. The top curve represents the solar spectrum at the top of the atmosphere,
and the lower curve represents the solar spectrum at sea level. The difference
between the two curves gives the combined effects of absorption and scattering
of solar radiation by atmospheric gases. In the UV region the depletion of solar
energy is dominated by ozone absorption, in the VIS by Rayleigh scattering, and
in the near-IR region, which contains about 50% of solar energy, by water vapor
absorption.
Scattering and absorption are often associated. Both processes remove energy
from incident radiation, and this attenuation is called extinction. In general the
amount of energy removed from the original beam of light by a particle is indicated
with the cross section. The extinction cross section, σ, is the sum of the absorption
and scattering cross sections. When the cross section is associated with a particle
dimension, its units are expressed in terms of area (cm2). When it is expressed
relative to unit mass, the units are in area per mass (cm2 g−1), and it is called
mass extinction cross section, k. When the cross section is multiplied by the
particle number density (cm−3), it is called extinction coefficient, β, and its units
are expressed in terms of length (cm−1).
The angular distribution of light intensity scattered at a given wavelength is
called phase function, P . If Θ is the scattering angle, i.e. the angle between the
incident and scattered waves, P is the ratio between the intensity scattered at the
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Figure 2.4: Solar irradiance spectrum at the top of the atmosphere and at the
surface for a solar zenith angle of 60◦, under clear-sky conditions (Liou, 2002).
angle Θ and the total scattered intensity. P is defined so that its integral over the
unit sphere centered on the scattering particle is 4pi:
∫ 2pi
0
P (Θ) sinΘ dΘ dφ = 4pi (2.13)
In terms of scattering cross section, the scattered intensity can be expressed as:
I(Θ) = I0
σs
r2
P (Θ)
4pi
(2.14)
where r is the radius of the spheric scatterer.
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2.4 The effect of the Earth’s geometry
Solar radiation interacts with the surface of the Earth at two levels:
1. extraterrestrial irrradiance is influenced by the geometry of the Earth and
its revolution and rotation;
2. irradiance at the Earth’s surface is modified by the effects of terrain, includ-
ing shadowing, elevation, slope and aspect.
The first group of effects depends on the position of the sun above the horizon,
which can be calculated by astronomic formulas. Extraterrestrial irradiance falling
on a horizontal plane (G0) varies across the year because of the eccentricity of the
Earth’s orbit. Introducing a correction factor, (e), which accounts for the changing
distance between the sun and the Earth along the ecliptic, G0 can be expressed
as:
G0 = e Scos(θ) (2.15)
where:
e = 1 + 0.03344 cos(j − 0.048869) (2.16)
The day angle j is expressed in radians:
j = 2piDOY/365.25 (2.17)
and DOY is the day of the year, which varies from 1 on January 1st to 365
(366) on December 31st (?).
The second group of effects can be accounted for by a model of the Earth’s sur-
face geometry (DEM, Digital Elevation Model) and the exact position of the sun.
A complete definition of the angles describing the position of the sun with respect
to an horizontal and an inclined surface can be found in Hofierka and Sˇu´ri (2002).
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Here we briefly describe how the direct and diffuse components of irradiance are
modified by the Earth’s geometry. The direct component of solar irradiance at the
Earth’surface is attenuated, in cloud-free conditions, by atmospheric aerosols and
gases. This factors can be accounted for by introducing the Linke turbidity factor,
TL:
DIR0 = S e exp(−0.8662TLmδR(m)) (2.18)
where m is the relative optical air mass and δR(m) is the Rayleigh optical
thickness, both of which can be calculated according the formulation of Kasten
(1996).
Direct irradiance on an horizontal surface, DIRh, is calculated as:
DIRh = DIR0 sin(h0) (2.19)
where h0 is the angle between the sun and the horizon (sun elevation).
Direct irradiance on an inclined surface with a solar incidence angle δexp is
calculated as:
DIRi = DIR0 sin(δexp) (2.20)
Shadow casting and surrounding terrain effect can be described by calculating
global irradiance as a combination of its direct and diffuse component as follows:
G = σDIRh + fskyDIFh [1 + α (1− fsky)] (2.21)
In Equation 5.7 σ is equal to 0 or 1 if the point at the Earth’s surface is in
shadow, i.e. the sun elevation angle is minor than the local horizon, or sunlit,
respectively; fsky is the sky view factor indicating the degree to which the sky is
obscured by the surroundings for a given point (Dozier and Marks, 1987); α is the
ground albedo, i.e. the ratio of the reflected over the incoming radiation, which is
the topic of the next subsection.
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2.4.1 Surface albedo
The ground albedo strongly depends on the nature of the surface, and on the
spectral and angular distribution of the incoming radiation. The spectral albedo
can be expressed as:
α =
F refλ
F incλ
(2.22)
where F relλ is the reflected monochromatic irradiance and F
inc
λ is the incident
one. Broadband albedo can be expressed as:
α =
F ref
F inc
(2.23)
where F rel is the reflected radiative flux and F inc is the incident one.
Reflected light is generated through two processes: Fresnel reflection and scat-
tering. Fresnel reflection describes the process happening between two uniform
surfaces with different indexes of refraction. In this case the angle of reflection
is equal to the angle of incidence. Diffuse radiation, in contrast, is generated
by surface elements whose dimensions are of the same order of magnitude as the
wavelengths of incident light. The intensity of the scattered light is only function
of the scattering angle, Θ. The distribution of the scattered light is specified in
terms of a probability distribution function, which is called phase function and is
indicated as P (Θ). P (Θ)sinΘdΘ/2 represents the fraction of scattered radiation
which has been scattered through an angle Θ into an incremental ring of solid angle
dΩ = 2pisinΘdΘ. The Henyey-Greenstein phase function is an useful formulation
for describing the angular distribution of anisotropic scattering:
P (g,Θ) =
1− g2
(1 + g2 − 2 g cosΘ)3/2 (2.24)
It uses the asymmetry parameter, g, which is an intensity-weighted average of
the cosine of the scattering angle (Seinfeld and Pandis, 2012):
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g =
1
2
∫ pi
0
cosΘP (Θ) sinΘ dΘ (2.25)
For g = 0 the scattering is isotropic, for g < 0 most of the radiation is scattered
backward, and for g > 0 most of the radiation is scattered in the forward direction.
If after the first reflection absorption is not so strong, radiation can be scattered
multiple times. The effects of single and multiple scattering are described by the
empirical formulation of Rahman et al. (1993):
ρ(θ
′
, θ, φ) = ρ0
cosk−1 θ
′
cosk−1 θ
(cosθ′ + cosθ)1−k
P (g,Ω) [1 +R(G,∆)] (2.26)
where:
G(θ
′
, θ, φ) =
√
tan2θ′ + tan2θ − 2tanθ′ tanθ cosφ (2.27)
and
R(G,∆) =
1− ρ0
∆ +G
(2.28)
ρ0, k ∆ and g are empirical coefficients specified in Rahman et al. (1993). θ is
the view zenith angle, and θ
′
is the zenith angle of the incident light that has been
scattered in the atmosphere. ρ(θ
′
, θ, φ) is the so-called bidirectional reflectance
distribution function (BRDF). It is used to generate maps of surface albedo from
multi-spectral and multi-angular satellite observations of surface reflectance.
Chapter 3
Ground based measurement of
solar irradiance in South Tyrol
3.1 Measurement of radiation components
Ground based measurements allow to monitor solar radiation at point locations
accounting for all the geometrical, environmental and atmospheric effects which
modify the energy reaching the Earth surface. Regional meteorological services
often organize ground based instruments in networks for assessing the spatial dis-
tribution of irradiance at regional scale. The usefulness of these networks strongly
depends on the spatial density which covers the region of interest, on the quality
of the instruments, and on the accuracy of the maintenance procedures.
Direct solar radiation is measured by pyrheliometers, whose receiving surface
is normal to the sun beam direction, and whose field of view is limited by an
aperture. In order to detect only radiation from the sun and a narrow anulus
of sky, WMO recommends that the opening angle is 5◦ and the slope angle is 1◦
(World Meteorological Organization, 2008) (Figure 3.1). To measure continuously,
pyrheliometers are equipped with a sun tracker following the sun and allowing a
rapid adjustment of the orientation of the instrument.
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Figure 3.1: View-limiting geometry of a pyrheliometer (Kipp&Zonen, 2008). The
opening angle is 2× arctan(R/L) and the slope angle is arctan(R− r)/L.
Global and diffuse radiation are measured by pyranometers (Figure 3.2). The
instruments are placed on a plane surface and monitor solar irradiance from a
solid angle of 2 pi sr, in spectral range from 300 to 3000 nm. When measuring
the diffuse component, direct radiation is screened by a shading device. Either a
static shadow ring or a sun tracker fitted with a small sphere can be used (Figure
3.3).
Pyranometers and pyrheliometers can use different kind of sensors. Pyra-
nometers commonly use thermoelectric, photoelectric, pyroelectric or bimetallic
elements as sensors (World Meteorological Organization, 2008). Absolute pyrhe-
liometers, which can define the scale of total irradiance without utilizing reference
sources or radiators, use cavities as receivers and electrically calibrated, differential
heat-flux meters as sensors. All absolute radiometers measure radiation by com-
parison to an equivalent amount of electrical power (electrical substitution). The
receiving cavity ensures high absorption over the spectral range of interest. Upon
absorption of the incident radiation, the cavity experiences a temperature rise. A
thermal conductor couples the cavity to an heat sink at a reference temperature.
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Figure 3.2: Details of a pyranometer (Kipp&Zonen, 2013).
When the light beam is intercepted, an electronic circuit maintains a constant heat
flux from the cavity to the heat sink by adjusting the input power, which can be
accurately measured.
Most of the radiation sensors used in meteorological stations make use of a
detector which is based on a passive thermal remote sensing element, called ther-
mopile. The thermopile warms up responding to the total power absorbed by a
black coating, which consists of a non-spectrally selective paint. The coating has
many microcavities that trap more than 97% of the incident radiation. The detec-
tor, which is made up of a large number of thermocouple junction pairs connected
electrically in series, exploits the thermoelectric effect. As the active thermocouple
junction (hot junction) absorbs thermal radiation, its temperature increases. The
temperature of the other junction (cold junction) is kept constant. The differential
temperature between the hot and the cold junction produces an electromotive force
directly proportional to the temperature difference. Irradiance can be calculated
dividing the output signal by the sensitivity of the instrument:
E ↓= U
S
(3.1)
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Figure 3.3: Shading devices for intercepting beam irradiance and measuring diffuse
irradiance with a pyranometer (Kipp&Zonen, 2013).
where E ↓ is the irradiance [Wm−2], U is the output of the radiometer [µV]
and S is the sensitivity [µVW−1m2]. The sensitivity of a radiometer, also called
calibration factor, depends on the physical properties of the thermopile, which is
unique. Therefore each radiometer has unique calibration factor.
The assessment of the quality of radiation measurement is based on the fol-
lowing physical properties of the instrument: sensitivity, stability, response time,
cosine response, azimuth response, linearity, temperature response, thermal offset,
zero irradiance signal and spectral response (World Meteorological Organization,
2008).
Resolution
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The radiometer resolution is the smallest change in radiation which the in-
strument can detect. It depends on the physical properties of the detector.
Stability
The non-stability is the percentage change in sensitivity over one year. It is
due to deterioration of the black coating by UV radiation.
Cosine and azimuth response
The cosine and azimuth response indicate the dependence of the directional
response of the instrument on solar elevation and azimuth. Ideally, the re-
sponse of the detector should be proportional to the cosine of the zenith
angle of the solar beam, and constant with azimuth angle.
Linearity
The non-linearity of a radiometer is the percentage deviation in the sensitiv-
ity over an irradiance range from 0 to 1000 Wm−2 compared to the sensitivity
calibration irradiance of 500 Wm−2. The non-linearity effect is due to con-
vective and radiative heat losses at the black absorber surface which make
the conditional thermal equilibrium of the radiometer non-linear.
Temperature response
The temperature dependence is the percent deviation with respect to the
calibrated sensitivity at +20 ◦C. Some instruments have temperature com-
pensation circuits which maintain a constant response over a large range of
temperatures.
Thermal offset
The thermal offset is due to heat currents inside the instrument caused by the
variation of the instrument temperature according to ambient temperature.
It is quantified as the response in Wm−2 to a 5 Kh−1 change in ambient
temperature.
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Zero irradiance signal
The zero irradiance signal originates from a temperature difference between
the internal components of the instrument. The outer dome is generally
colder than the body of the inner absorber. This temperature gradient pro-
duces a loss of energy from the absorber, which causes a negative output
signal.
Spectral response
The spectral sensitivity is the percentage deviation of the product of spectral
absorptance and spectral transmittance from the corresponding mean within
the range 300 to 3000 nm.
All radiometric instruments, except the absolute ones, must be calibrated.
There are World, Regional and National Radiation Centers which are responsi-
ble for the calibration. The World Radiation Centre (WRC) at Davos (CH) is
also responsible for maintaining the World Standard Group (WSG), a group of at
least four absolute pyrheliometers having different design and long-term stability,
which is used to establish the World Radiometric Reference (WRR). The WRR
represents the physical units of total irradiance within 99% uncertainty of the
measured value. Every five years the regional standards are compared with the
WSG, and their calibration factors are adjusted to the WRR. For the calibration
of a pyrheliometer, the response of the instrument is compared with the one of an
absolute pyrheliometer using the sun as the source. For being used as standard
for calibration, absolute instruments must be compared with the WSG and their
calibration factors must be adjusted to the WRR. Secondary standards can also
be used to calibrate field instruments, but with more uncertainty. Pyranometers
are calibrated determining one or more calibration factors and their dependence
on environmental conditions, i.e. irradiance, spectral and angular distribution of
irradiance, temperature, instrument inclination, net long-wave irradiance for cor-
recting the thermal offset. Different methods of calibration can be used, all of
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which require that either the zero irradiance signals of all instruments are known,
or pairs of identical pyranometers are used in the same configuration. Details on
existing calibration methods can be found in World Meteorological Organization
(2008).
3.2 The ground network of pyranometers in South
Tyrol
The network of pyranometers installed in the province of Bolzano and managed
by the Meteorological Office of the Province is constituted by more than eighty
instruments measuring global irradiance. Unfortunately none of them was ever
calibrated since the installation, thus the quality of the data is expected to be very
low and almost useless for a quantitative assessment. Only few instruments can
be used, which were installed during 2009 and collect data without macroscopic
measurement error. Figure 3.4 shows the map of these stations, and table 7.1
indicates the name and altitude of the stations included in the map.
Due to the sparse distribution of the measurement stations, the possibility to
use this network for an assessment of the spatial distribution of the available so-
lar energy in the province is very limited. The topography of the region, in fact,
strongly affects irradiance causing an accentuated small scale spatial variability.
Consequently, it is not possible to perform an analysis of the spatial correlation
between the stations, which would be necessary for applying geostatistical interpo-
lation techniques, like kriging. Literature shows, in fact, that the spatial autocor-
relation of solar radiation in mountainous terrain does not exceed 1 km (Dubayah,
1992a, 1994; Dubayah and van Katwijk, 1992; Dubayah and Paul, 1995; Oliphant
et al., 2003), while the distances between available measurement stations are much
longer (Figure 3.5).
Figure 3.6 shows the monthly averages and the standard deviation of global
solar irradiance at the stations of interest. A maximum between 250 and 300
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Wm−2 is typically reached in summer, and a minimum between 20 and 60 Wm−2 in
winter, as expected at this latitude. Most of the signals evidence a local minimum
in summer, in general in June. This behavior is associated to the secondary peak
of convective precipitations which is typically observed in the Alps, and which was
particularly intense in summer 2011.
ID NAME ALTITUDE
1 Auer 250
2 Deutschnofen 1470
3 Eyrs - Laas 874
4 Laimburg 224
5 Marienberg 1310
6 Meran Gratsch 330
7 Naturns 541
8 Pfelders 1618
9 Pfinnalm Gsies 2152
10 Plose 2472
11 Sarnthein 970
12 Schlanders 698
13 St. Magdalena in Gsies 1398
14 St. Valentin auf der Haide 1499
15 Stausee Zoggl St. Walburg 1142
16 Sulden 1907
17 Taufers 1235
18 Toblach 1219
Table 3.1: Name and altitude of the ground measurement stations which are
mapped in Figure 3.4.
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Figure 3.4: Pyranometers of the province of Bolzano which were installed after
2009.
Figure 3.5: Histogram of the distance between measurement stations in South
Tyrol.
(a) (b)
(c) (d)
(e) (f)
Figure 3.6: Monthly averages of global solar irradiance in South Tyrol at stations
installed after 2009. The shaded area represents the standard deviation of the
original 10 minute data.
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(g) (h)
(i) (j)
(k) (l)
Figure 3.6: Monthly averages of global solar irradiance in South Tyrol at stations
installed after 2009. The shaded area represents the standard deviation of the
original 10 minute data.
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Figure 3.6: Monthly averages of global solar irradiance in South Tyrol at stations
installed after 2009. The shaded area represents the standard deviation of the
original 10 minute data.
Chapter 4
Estimation of diffuse radiation
with decomposition models and
artificial neural networks
4.1 Introduction
In this chapter we compare different kinds of decomposition models which estimate
the fraction of diffuse radiation from measurements of global irradiance and other
predictor parameters. These models can be used to obtain irradiance direct and
diffuse components in regions, such as South Tyrol, whose networks of radiometers
only measure global irradiance.
This analysis includes the following models:
1. The polynomial model of Reindl, modified by Helbig et al. (2009);
2. The Boland-Ridley-Laurent logistic model developed by Ridley et al. (2010);
3. A logistic model derived from data collected at three stations in the Alps;
4. A model based on artificial neural networks, developed here from alpine
stations data.
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The first one was chosen among other decomposition models because literature
shows that it gives good results in the Eastern Alps (Helbig et al., 2010). The
second and the third were selected because they allow to develop a generic logistic
function, instead of a piecewise functions, they are easier to implement compared to
other methods which exploit more predictors (Skartveit et al., 1998), and they also
give better results in the area of interest (Lanini, 2010; Ridley et al., 2010). Finally,
the fourth method has never been exploited for estimating irradiance components
in the Alps.
4.2 Input data
This analysis is based on hourly averages of data collected at three measurement
stations, located in the eastern Alps, where global irradiance and its components
are measured. These stations include:
• The BSRN (Baseline Surface Radiation Network) station of Payerne (CH);
• The WRC (World Radiation Centre) station of Davos (CH);
• The EURAC station of Bolzano (IT).
Part of the data was excluded from the analysis, according to the following
criteria:
1. Low solar elevation angle, φ, defined as follows:
φ < 5◦ (4.1)
This condition is due to the cosine response of pyranometers.
2. Data which did not satisfy the following quality checks (Jacovides et al.,
2006):
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F < 5Wm−2 (4.2)
F
G0
> 1.2 (4.3)
Fdif
F
> 1.1 (4.4)
Fdif
G0
> 0.8 (4.5)
where F is global irradiance, Fdif is diffuse irradiance, and G0 is extraterres-
trial irradiance on a horizontal plane.
Two parameters which are used in the decomposition models which are inves-
tigated here are the diffuse fraction, defined as follows:
kd =
Fdif
F
(4.6)
and the clearness index, defined as:
kt =
F
G0
(4.7)
According to the suggestions of Reindl et al. (1990), two additional conditions
were imposed:
kd ≥ 0.9 for kt < 0.2,
kd ≤ 0.8 for kt > 0.6.
(4.8)
54
4.3 The model of Reindl
Reindl et al. (1990) developed different decomposition models from data of five
sites with at least one year of data for each site. They examined different predic-
tor variables which can influence the fraction of diffuse irradiance, and found that
kt is the most important under cloudy and partially-cloudy sky conditions, while
φ is the most relevant parameter under clear-sky conditions. Consequently, they
developed three piecewise correlation models, all of which considered three inter-
vals of clearness index, also including ambient temperature and relative humidity.
Helbig (2009) combined two of these models, one of which only depends on kt, and
the other also depending on φ.
The correlation model is defined as follows:
for kt ≥ 0.78 kd = 0.147,
for 0 ≤ kt ≤ 0.3 kd = 1.020− 0.248 kt,
for 0.3 ≤ kt ≤ 0.78 kd = 1.400− 1.749 kt + 0.177 sin(pi/2− θ).
(4.9)
This piecewise correlation generates a discontinuous function, with fixed inter-
vals of kt.
4.3.1 Validation
The model of Reindl assumes that kd is constant under clear-sky conditions, and
that irradiance is totally diffuse under overcast conditions, and then linearly de-
creases with increasing kt. This hypotheses are clearly too schematic and not
exhaustive for the sites of interest, as evident from Figure 4.1. Under partially-
cloudy conditions, the model assumes decreasing kd with increasing kt, depending
on the sun elevation angle. Such a band pattern does not represent properly the
spread of the data, and does not consider differences among geographic locations.
This is due to the exploitation of only two predictors. At Bolzano and Payerne,
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in fact, low values are overestimated and high values are underestimated, while at
Davos there is a strong underestimation.
4.4 The model of Boland-Ridley-Laurent (BRL)
The BRL model, presented in Ridley et al. (2010), is a single function which in-
cludes more predictors than the Reindl model, but it does not require additional
measurements. The added parameters, in fact, can be calculated from measure-
ments of global irradiance and from astronomical calculations. Apparent solar
time (AST ) is included for representing eventual differences in the atmosphere
between the morning and the afternoon. The daily clearness index, Kt, is used for
describing eventual features typical of the single days:
Kt =
∑24
j=1 Fj∑24
j=1G0j
(4.10)
Finally, a variable called persistence, ψ, is included as a measure of the contin-
uance of the global radiation level:
ψ =

kt−1+kt+1
2
sunrise < t < sunset
kt+1 t = sunrise
kt−1 t = sunset
The generic logistic model with five predictors has the following format:
kd =
1
1 + eβ0+β1kt+β2AST+β3φ+β4Kt+β5ψ
(4.11)
Ridley et al. (2010) estimated the parameters of the model from the data
of seven locations worldwide by the minimum least squares method, giving the
following expression for the BRL model:
kd =
1
1 + e−5.38+6.63kt+0.006AST−0.007φ+1.75Kt+1.31ψ
(4.12)
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(a) (b)
(c) (d)
(e) (f)
Figure 4.1: Performances of the model of Reindl-Helbig at Bolzano (a, b), Davos
(c, d) and Payerne (e, f). The plots on the left hand side show kd against kt, while
the plots on the right hand side show the scatterplot of modeled diffuse irradiance
against measured diffuse irradiance and also include the statistical performances,
in terms of MAB, MBD and RMSE, in Wm−2.
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4.4.1 Validation
Figure 4.2 shows kd calculated by equation 4.12 against measured kd. Even if this
model seems to cover the spread of the data better than the model of Reindl, the
error in the estimation of the hourly average of Fdif is major. This may be due to
the fact that the locations used for deriving the model coefficients are too different
from the alpine location of interest for this work. For this reason we decided to
develop a new logistic model by using data from Bolzano, Davos and Payerne for
estimating the parameters. This model is described in the next section.
4.5 The logistic model
We estimated the parameters β of Equation 4.11 by using hourly averages of global
and diffuse irradiance measured at Bolzano from 2011 to 2014, at Davos from 2006
to 2010, and at Payerne from 2000 to 2010.
The logistic function can be expressed as:
Y (X, β) =
eβ mX
1 + eβ mX
(4.13)
where Y represents the diffuse fraction, X the input parameters, and β the coef-
ficients of the model.
The log-likelihood function was used as criterion to fit the logistic regression,
and its negative was minimized by the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
itherative method, by using the BRL coefficients as initial set of parameters:
−
∑
vY [β mX − log(1 + eβ mX)] + (1− vY )[−log(1 + eβ mX)] (4.14)
For the three sites of interest we obtained the coefficients indicated in Table
4.1
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(a) (b)
(c) (d)
(e) (f)
Figure 4.2: Performances of the model of Boland-Ridley-Laurent at Bolzano (a, b),
Davos (c, d) and Payerne (e, f). The plots on the left hand side show kd against
kt, while the plots on the right hand side show the scatterplot of modeled dif-
fuse irradiance against measured diffuse irradiance and also include the statistical
performances, in terms of MAB, MBD and RMSE, in Wm−2.
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Coefficients Bolzano Davos Payerne
β0 -1.1488 1.8027 3.1425
β1 -6.9849 -5.9796 -6.5631
β2 0.2571 0.0131 -0.0154
β3 -0.0073 -0.0075 -0.0037
β4 3.2585 3.3625 2.3691
β5 1.1533 0.8778 -0.0864
Table 4.1: Parameter of the logistic function for Bolzano, Davos and Payerne.
4.5.1 Validation
The site-specific logistic models are able to estimate the fraction of diffuse irra-
diance with high accuracy, as indicated in Figure 4.3, with MAB of 29 Wm−2 at
Bolzano, 41 Wm−2 at Davos, and 44 Wm−2 at Payerne, and a MBD of 0 Wm−2
at Bolzano, 2 Wm−2 at Davos and 22 Wm−2 at Payerne.
In order to derive a logistic model which is generally applicable at different
locations in the Alps, we averaged the coefficients of Table 4.3 and obtained the
following expression:
kd =
1
1 + e1.2655−6.5092kt+0.0849AST−0.0062φ+2.9967Kt+0.6482ψ
(4.15)
The application of this model gave the results shown in Figure 4.4, which are
slightly better than the ones obtained with the site-specific coefficients, with MAB
of 38 Wm−2 at Bolzano, 35 Wm−2 at Davos, and 26 Wm−2 at Payerne, and MBD
of -4 Wm−2 at Bolzano, -16 Wm−2 at Davos, and 1 Wm−2 at Payerne.
4.6 Artificial Neural Networks (ANN)
In this section we develop a multiple-layer neural network algorithm to estimate
hourly surface incoming diffuse radiation. Other authors have tested ANN for
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(a) (b)
(c) (d)
(e) (f)
Figure 4.3: Performances of the logistic model with coefficients tuned for Bolzano
(a, b), Davos (c, d) and Payerne (e, f). The plots on the left hand side show kd
against kt, while the plots on the right hand side show the scatterplot of mod-
eled diffuse irradiance against measured diffuse irradiance and also include the
statistical performances, in terms of MAB, MBD and RMSE, in Wm−2.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.4: Performances of the logistic model with coefficients averaged over the
ones tuned for Bolzano (a, b), Davos (c, d) and Payerne (e, f). The plots on the
left hand side show kd against kt, while the plots on the right hand side show the
scatterplot of modeled diffuse irradiance against measured diffuse irradiance and
also include the statistical performances, in terms of MAB, MBD and RMSE, in
Wm−2.
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estimating diffuse irradiance (Soares et al., 2004; Elminir et al., 2007; Kassem et al.,
2009; Kaushika et al., 2014), but no attempt has been made specifically focused on
the Alps. This class of algorithms is commonly referred to as multilayer perceptron,
even if it is not composed of perceptrons, but of sigmoid neurons. Perceptrons, in
fact, are neurons connected by weights, which take several inputs and produce a
single output which is 0 if the weighted sum of the inputs is below threshold value,
and 1 if it is above the threshold. Sigmoid neurons are similar to perceptrons, but
their output is modified by an activation function, so that it is not just 0 or 1, but
f(wx+ b), where b is called bias:
b = −threshold (4.16)
This characteristic is crucial because it allows the network to learn changing the
weights and the bias in order to improve the results.
Such a network of neurons connected by weights allows a nonlinear mapping
between an an input and an output vector. The network of nodes generates an
output signal, which is modified by a nonlinear activation function. The superposi-
tion of many simple nonlinear activation functions allows to approximate complex
nonlinear functions. The activation function used here is called sigmoid function,
and is defined by:
σ(z) =
1
1 + e−z
(4.17)
where:
z =
∑
j
wjxj − b (4.18)
where xj are the inputs, wj are the weights, and b is the bias.
The smoothness of the function σ is crucial, more than its mathematical ex-
pression, because it allows small changes in weights and bias to produce small
changes in the output.
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A feed-forward network was used in the work presented here, in which the out-
put from one layer is used as input for the next layer, without loops. The gradient
descent with momentum back-propagation algorithm was adopted for training the
weights of the network.
4.6.1 Method
Two different experiment were performed. The first one only uses data from the
station of Payerne, because it offers measurements of a wide set of meteorological
parameters. The input features include: global irradiance (F ), sun azimuth (α)
and zenith (θ) angle, longwave irradiance (LW ), aerosol optical thickness (AOT ),
atmospheric pressure (P ), and relative humidity (RH). F , θ, α and AOT were
chosen according to well-known physical relationship with the output variable,
LW was included as it is closely related to cloud cover, which is a main driver of
diffuse radiation, and finally meteorological parameters (T, P, RH) were considered
as predictors of the sky conditions.
A feature selection based on the connection weights (Olden et al., 2004) has
also been applied for verifying the importance of the predictors.
The second experiment also exploits data from Bolzano and Davos, and is based
on different input features, i.e. the same ones used to develop the logistic model
in the previous section.
Experiment 1
The following combinations of input variables have been considered:
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Model Input Parameters
1 F, α, θ, LW
2 F, α, θ, LW, AOD
3 F, α, θ, LW, AOD, P, RH
4 F, α, θ, T, P, RH
Table 4.2: Combinations of input parameters used for training the network.
For each combination of input variables, various network architectures were
tested in order to find the optimal one, i.e. the one which produces the small-
est error and the biggest correlation coefficient between estimated and measured
diffuse irradiance.
Results were compared according to mean absolute bias (MAB) and mean bias
deviation (MBD), calculated as in Castelli et al. (2014).
Model Neurons in Hidden Layers R MAB [Wm−2] MBD [Wm−2]
1 50 30 0.860 41 -6
1 40 30 20 10 0.842 45 -9
2 80 40 20 0.880 38 -8
2 100 40 20 0.875 40 -6
2 90 40 20 0.907 33 -7
3 90 40 20 0.870 38 -7
3 60 30 20 0.860 40 -10
4 90 40 20 0.810 50 -6
Table 4.3: Correlation coefficient, MAB and MBD for the network structures which
gave the best results.
The performances of all the developed models are summarized in Table 4.3,
where the best results are included for each model. MAB ranges between 33 and
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50 Wm−2, and MBD ranges between -6 and -10 Wm−2. The worst model, in terms
of MAB and MBD, is the number 4, which does not include longwave radiation
nor AOD.
The observed results are of the same order of magnitude as the ones of the
decomposition methods tested in previous sections. However the models developed
here have been tested only on a validation dataset extracted from ground-based
data which were used for training the network. More validation is required at
different sites for testing the exploitation of these models at alpine locations where
diffuse irradiance is not measured. The main limitation is the scarcity of high
quality data in the region of interest, and the small number of parameters measured
by common meteorological stations. One option which will be tested in future is
using satellite-based and reanalysis data instead of measured data.
In the following section, another ANN model is developed, exploiting input
features which are generally easy to obtain.
Experiment 2
The input variables which are considered in this experiment are: kt, AST , φ, Kt
and ψ, as for the logistic model. All the data available at the stations of Bolzano,
Davos and Payerne have been aggregated for training the network.
Table 4.4 summarizes the results obtained with different network architectures.
Neurons in Hidden Layers R MAB MBD
90 40 20 0.882 (0.951) 32 (0.077) -17 (-0.044)
120 60 20 0.880 (0.952) 32 (0.076) -19 (-0.048)
80 60 40 20 0.878 (0.950) 34 (0.081) -23 (-0.056)
60 50 40 30 0.826 (0.911) 37 (0.096) -10 (-0.035)
80 40 0.872 (0.953) 34 (0.080) -25 (-0.054)
Table 4.4: Correlation coefficient, MAB and MBD, in terms of diffuse irradiance,
for the network structures which gave the best results. The results in terms of
diffuse fraction are indicated in brackets.
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4.7 Validation of logistic and ANN models
The logistic function and the ANN model, developed from the data of Bolzano,
Davos and Payerne, have been validated at the station of Weissfluhjoch (CH), at
2540 m.a.s.l.. This procedure allowed to check if these models are enough general
to be exploited at different locations in the Alps. Results are summarized in Table
4.5, where MAB and MBD of ANN are the averages with standard deviation of
the values obtained for the network architectures included in Table (4.4).
Results are comparable for the two models, but ANN performs slightly better.
Both models estimate diffuse irradiance with acceptable accuracy at the considered
location, even if its altitude is much different than the one of the stations used for
tuning the functions.
Model MAB [Wm−2] MBD [Wm−2]
logistic 51 -17
ANN 43 ± 1 -10 ± 3
Table 4.5: Validation of the logistic function and of the ANN model at Weiss-
fluhjoch.
4.8 Conclusions
In this chapter first we tested two existent decomposition models (the Reindl-
Helbig and the BRL) at three alpine stations. Since these models did not give
satisfactory results, we developed a site-specific logistic function and an ANN
model specifically for the sites of interest.
Results show that the logistic function with coefficients derived from alpine
stations data is the best solution for estimating irradiance components where global
radiation is measured. ANN give similar results, with errors close to the ones
of the logistic model, but the absence of an objective criterion for choosing the
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(a) (b)
Figure 4.5: Performances of the logistic model, with coefficients derived from
Bolzano, Davos and Payerne, at Weissfluhjoch. The plot on the left hand side
shows kd against kt, while the plot on the right hand side shows the scatterplot
of modeled diffuse irradiance against measured diffuse irradiance and also include
the statistical performances, in terms of MAB, MBD and RMSE, in Wm−2.
best architecture, and the required training time do not encourage their usage for
decomposing irradiance. Nevertheless ANN based models can reach high accuracy
and generality, as evidenced by their validation at the high altitude alpine site of
Weissfluhjoch, and in the future it would be worth devoting more time for refining
the models implemented here.

Chapter 5
Atmospheric radiative transfer
5.1 The equation of radiative transfer
In Chapter 2 we described qualitatively the processes of solar radiation absorp-
tion and scattering taking place in the atmosphere. Here we can formalize them
by introducing the equation of radiative transfer (Liou, 2002). When travers-
ing a medium of thickness ds, the intensity of a beam of radiation Iλ undergoes
weakening due to extinction and strengthening due to emission from the traversed
material and multiple scattering from the other directions. The difference between
the intensity of the emerging and incoming radiation can be expressed as:
dIλ = −kλρIλds+ jλρds (5.1)
where ρ is the density of the medium, kλ is the mass extinction cross section for
radiation of wavelength λ, and jλ is a source function coefficient. If we define a
source function Jλ = jλ/kλ, Equation 5.1 becomes:
dIλ
kλρds
= −Iλ + Jλ (5.2)
which is the general equation of radiative transfer.
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In the wavelength region between 0.2 and 5 µm, emissions from the Earth and
the atmosphere can be neglected. Supposing that multiple scattering can also be
neglected, Equation 5.2 becomes:
dIλ
kλρds
= −Iλ (5.3)
For a finite thickness s1 of the medium traversed by radiation, Equation 5.3 can
be integrated, giving the emerging intensity:
Iλ(s1) = Iλ(0)exp
(
−
∫ s1
0
kλρds
)
(5.4)
If the medium is homogeneous, kλ is constant with s, and from Equation 5.4 we
obtain the Beer-Bouguer-Lambert law, which describes the decrease in intensity of
a beam of radiation traversing an homogeneous absorbing and scattering medium:
Iλ(s1) = Iλ(0)e
−kλ
∫ s1
0 ρds (5.5)
For many applications concerning radiative transfer in the Earth’s atmosphere,
the atmosphere is considered plane-parallel, i.e. atmospheric properties vary only
in the vertical direction. In this case it is convenient to substitute the general
linear distance s with the distance along the vertical direction, z, thus equation
5.2 becomes:
cosθ
dIλ(z; θ, φ)
kλρdz
= −Iλ(z; θ, φ) + Jλ(z; θ, φ) (5.6)
where θ and φ are the zenith and azimuth angles, as defined in Figure 2.2.
Let τ be the normal optical thickness:
τλ =
∫ ∞
z
kλρdz
′ (5.7)
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measured downward. Introducing it in Equation 5.4 we get:
µ
dIλ(τ ;µ, φ)
dτ
= Iλ(τ ;µ, φ)− Jλ(τ ;µ, φ) (5.8)
where µ = cosθ. This is the equation of radiative transfer in the approximation
of plane-parallel atmosphere. By integrating it along τ , we can get the intensity
of the upward and downward radiation at level τ . In particular, the downward
(µ < 0) radiation at surface, where τ = τ∗, is:
Iλ(τ
∗
λ ;−µ, φ) = Iλ(0;−µ, φ)e−τ
∗
λ/µ +
∫ τ∗λ
0
Jλ(τλ;−µ, φ)e−(τ∗λ−τλ)/µdτλ
µ
(5.9)
and the upward radiation (µ > 0) at the top of the atmosphere, where τ = 0, is:
Iλ(0;µ, φ) = Iλ(τ
∗
λ ;µ, φ)e
−τ∗λ/µ +
∫ τ∗λ
0
Jλ(τλ;µ, φ)e
−τλ/µdτλ
µ
(5.10)
The source term J in Equation 5.8 can be decomposed in three contributions,
J1, J2 and J3, which represent respectively the following processes:
1. emission;
2. single scattering of the unscattered solar flux;
3. multiple scattering.
The component due to emission can be expressed by the Plank’s law:
J1 = B(T ) (5.11)
where B is the monochromatic radiance emitted by a black body at temperature
T, expressed by:
Bλ(T ) =
2hc
λ5[e(ch/KλT ) − 1] (5.12)
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where h = 6.626× 10−34 J is the Plank constant and K = 1.3806× 10−23 J deg−1
is the Boltzmann constant.
The term of single scattering of the direct solar beam from the direction
(−µ0, φ) to the direction (µ, φ) is expressed, based on the Beer-Bouguer-Lambert
law and on the definition of the phase function, as:
J2 = Fe
−τ/µ0P (µ, φ;−µ0, φ0)
4pi
(5.13)
where F is the incoming irradiance at the top of the atmosphere.
The multiple scattering contribution from directions (µ′, φ′) to (µ, φ) is ex-
pressed as:
J3 =
∫ 2pi
0
∫ 1
−1
I(τ ;µ′, φ′)
P (µ, φ;µ′, φ′)
4pi
dµ′dφ′ (5.14)
Weighting all the contributions with the scattering and absorption coefficient,
the source term can be expressed as:
J(τ ;µφ) = βscaFe
−τ/µ0P (µ, φ;−µ0, φ0)
4pi
+ βsca
∫ 2pi
0
∫ 1
−1
I(τ ;µ′, φ′)
P (µ, φ;µ′, φ′)
4pi
dµ′dφ′ + βabsB[T (τ)] (5.15)
We can define the single scattering albedo ω as the ratio of the scattering
coefficient to the extinction coefficient:
ω =
βsca
βext
(5.16)
or, in terms of the absorption coefficient:
1− ω = βabs
βext
(5.17)
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Introducing the definition of ω in Equation 5.15, equation 5.8 becomes:
µ
dIλ(τ ;µ, φ)
dτ
= Iλ(τ ;µ, φ)− ω
4pi
Fe−τ/µ0P (µ, φ;−µ0, φ0)
+
ω
4pi
∫ 2pi
0
∫ 1
−1
I(τ ;µ′, φ′)P (µ, φ;µ′, φ′)dµ′dφ′ + (1− ω)B[T (τ)] (5.18)
5.2 The radiative transfer model libRadtran
An analytic solution of the equation of radiative transfer can be calculated only
for few special cases. In all the other situations radiative transfer models are used
to solve numerically the equation for given atmospheric and surface properties.
In this work we use the software libRadtran (Mayer and Kylling, 2005) which is
a collection of programs for modeling solar and thermal radiation in the Earth’s
atmosphere. Its core is the radiative transfer model uvspec which includes three
parts:
1. an atmospheric module for converting atmospheric information, such as trace
gases and aerosol profiles, precipitable water, ozone column amount, surface
pressure, temperature profile, into optical properties;
2. the radiative transfer equation solver, which exploits the discrete-ordinate
method for calculating radiances, irradiances and actinic fluxes for given
optical properties;
3. a post-processing unit which elaborates model output according to the user’s
needs.
uvspec includes different solvers for the equation of radiative transfer, giving
the user the possibility to use the most suitable one for any specific application.
Some of these solvers work in the plane-parallel approximation, some other in the
pseudo-spherical. The latter treats direct solar radiation in spherical geometry and
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multiple scattering in the plane-parallel approximation, thus giving better results
for low sun elevations.
Four different ways may be chosen for defining the spectral resolution:
1. spectrally resolved calculation are applicable in the ultraviolet part of the
visible spectrum, where gas absorption generally occurs in broad bands. Ex-
traterrestrial irradiance, highly variable with wavelength, is considered at
high resolution and interpolated to the moderate resolution which is used to
calculate atmospheric transmission (0.5 nm below 350 nm and 1 nm above
350 nm). Finally the two spectra are multiplied;
2. line-by-line calculation is the most accurate and time-consuming modality.
It can be used to handle the narrow lines of molecular absorption spectra in
the infrared region;
3. the correlated-k method is based on grouping gaseous absorption coefficients
(k). Since these coefficients assume the same value many times over a spectral
interval, the calculations are performed only once for a given value of k thus
reducing the computing time. The wavelength grid is based on the band
parameterization and the output is integrated over each band;
4. pseudo-spectral method has been incorporated from the radiative transfer
model SBDART (Ricchiazzi et al., 1998). It allows radiation calculation at
any wavelength, but the gas absorption is provided at a a limited resolution.
The atmosphere is described and incorporated into libRadtran through its main
constituents: water, aerosol, ice clouds, Rayleigh scattering and absorption by
molecules. The model is very flexible because it allows the user to specify as much
information as available and using standard values for the unknown atmospheric
properties. The user can provide profiles of micro-physical or optical properties.
In addition it is also possible to specify columnar properties which are used to
scale standard profiles.
75
Surface reflectance can be set to a constant value, or a wavelength dependent
albedo function can be specified.
libRadtran includes different solar spectra among which the user can choose
the most suitable one in terms of accuracy and resolution.
5.3 Applications: modeling the radiative forcing
of measured aerosol profiles
The next chapter, which is derived from Ferrero et al. (2014), of which the PhD
candidate is co-author, reports an example of use of radiative transfer modeling
for evaluating the radiative forcing and heating rate of measured vertical aerosol
profiles. These profiles were collected at three sites in Italy and included the
following measurements:
• Black carbon (BC) mass concentration and absorption coefficient profiles;
• Aerosol number-size distribution profiles;
• PM2.5 samples for performing the analysis of aerosol chemical composition;
• Meteorological parameters (pressure, temperature and relative humidity)
profiles.
Aerosol extinction coefficient, single scattering albedo and phase function were
calculated by a Mie code along vertical profiles. These data were used to generate
input files for libRadtran, one for each atmospheric layer, including the optical
properties at different wavelengths.
All the details about measurements and modeling are included in the following
chapter.

Chapter 6
Radiative forcing and heating
rate of measured vertical profiles
of black carbon aerosol
6.1 Abstract
A systematic study of black carbon (BC) vertical profiles measured at high-resolu-
tion over three Italian basin valleys (Terni Valley, Po Valley and Passiria Valley) is
presented. BC vertical profiles are scarcely available in literature1. The campaign
lasted 45 days and resulted in 120 measured vertical profiles. Besides the BC
mass concentration, measurements along the vertical profiles also included aerosol
size distributions in the optical particle counter range, chemical analysis of filter
samples and a full set of meteorological parameters. Using the collected expe-
rimental data, we performed calculations of aerosol optical properties along the
vertical profiles. The results, validated with AERONET data, were used as inputs
to a radiative transfer model (libRadtran). The latter allowed an estimation of
vertical profiles of the aerosol direct radiative effect, the atmospheric absorption
and the heating rate in the lower troposphere. The present measurements revealed
1This chapter is based on Ferrero et al. (2014)
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some common behaviors over the studied basin valleys. Specifically, at the mixing
height, marked concentration drops of both BC (range: from -48.4 ± 5.3 to -69.1
± 5.5 %) and aerosols (range: from -23.9 ± 4.3 to -46.5 ± 7.3 %) were found. The
measured percentage decrease of BC was higher than that of aerosols: therefore,
the BC aerosol fraction decreased upwards. Correspondingly, both the absorption
and scattering coefficients decreased strongly across the mixing layer (range: from
-47.6 ± 2.5 to -71.3 ± 3.0 % and from -23.5 ± 0.8 to -61.2 ± 3.1 %, respectively)
resulting in a single-scattering albedo increase along height (range: from +4.9
± 2.2 to +7.4 ± 1.0 %). This behavior influenced the vertical distribution of
the aerosol direct radiative effect and of the heating rate. In this respect, the
highest atmospheric absorption of radiation was predicted below the mixing height
(2-3 times larger than above it) resulting in a heating rate characterized by a
vertical negative gradient (range: from -2.6 ± 0.2 to -8.3 ± 1.2 K day-1 km−1).
In conclusion, the present results suggest that the BC below the mixing height
has the potential to promote a negative feedback on the atmospheric stability over
basin valleys, weakening the ground-based thermal inversions and increasing the
dispersal conditions.
6.2 Introduction
Atmospheric aerosols can influence the Earth’s climate through direct effects (sun-
light absorption and scattering), indirect effects (i.e. modifying the lifetime of the
clouds) and semi-direct effects (i.e. affecting the atmospheric thermal structure)
(Ramanathan and Feng, 2009; Koren et al., 2008; Stocker et al., 2013; Koren et al.,
2004; Kaufman et al., 2002). The instantaneous direct radiative effect (DRE) due
to the aerosol load amount to ∼ -10 to 20 Wm−2 at the Top of Atmosphere (TOA)
and can reach ∼ -50 W m-2 at the surface (Perrone and Bergamo, 2011). Among
the various aerosol constituents, black carbon (BC) is the second most important
anthropogenic climate-forcing agent (Ramanathan and Carmichael, 2008; Bond
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et al., 2013). The averaged BC-DRE at the TOA ranges between +0.08 Wm−2
and +1.4 Wm−2 (Samset et al., 2013; Ramanathan and Carmichael, 2008; Stocker
et al., 2013; Jacobson, 2001) with a best estimate of +0.71 Wm−2 (Bond et al.,
2013). Moreover, the sign and magnitude of the BC radiative forcing are also
highly uncertain and therefore BC may affect the climate by both warming the
atmosphere (in average +2.6 Wm−2 and in some cases up to +75 Wm−2) or cool-
ing (”masking”) the surface (in average -1.7 Wm−2 and in some cases down to
-60 Wm−2) (Chakrabarty et al., 2012; Ramanathan and Carmichael, 2008). The
wide range of BC-DRE values, reported in literature, is due to different reasons:
the complexity of aerosol chemistry (i.e. mixing state) (Ramana et al., 2010), the
surface albedo (Seinfeld and Pandis, 2012) and, most important, the spatial hetero-
geneity of BC concentration (horizontal and vertical) due to its relatively short life-
time (weeks) when compared with CO2 (Samset et al., 2013; Cape et al., 2012). In
particular, recent modeling studies (Samset et al., 2013; Zarzycki and Bond, 2010)
evidenced a clear correlation of DRE with the BC abundance along the vertical
profile. The resulting overall degree of uncertainty attributable to the assumptions
about the vertical distribution of BC was estimated to be in the range 20-50%.
Indeed, the vertical heterogeneity of BC, and therefore of its DRE, may influence
the thermal structure of the atmosphere. In particular, heating rates may vary as
a function of height in a range from 0.5 to 2 K day−1 (Chakrabarty et al., 2012;
Ramana et al., 2010; Tripathi et al., 2007); as a result different kinds of feedbacks
can take place, such as those on clouds dynamics (Bond et al., 2013), on regional
circulation systems (i.e. monsoons) and on the planetary boundary layer (PBL)
dynamics (Ramanathan and Feng, 2009; Ramanathan and Carmichael, 2008). In-
terestingly, most of the BC sources and emissions are at ground while most of the
uncertainty on the BC-DRE comes from the region above 5km. It is clear that the
BC evolution in the first hundred meters above the planet surface, especially across
the mixing layer, is going to strongly affect the BC concentration in the upward
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atmospheric layers. In this respect, measurements in the planetary boundary layer
are important and can be conducted by tethered balloons and unmanned aerial
vehicles (Ferrero et al., 2012; Corrigan et al., 2008; Maletto et al., 2003). Since it
is likely that different regions will have a different sensitivity to all of these pro-
cesses (Bond et al., 2013) and also that modeling of and observational constraints
on the BC vertical distribution are particularly poor, there is the need to measure
the BC vertical distribution on a regional scale: from areas characterized by an-
thropogenic emissions and atmospheric stability conditions to areas characterized
by long-range transport phenomena (Samset et al., 2013; Corrigan et al., 2008;
Ramana et al., 2007). Recently, some measurements have been reported in the
Asian region (Safai et al., 2012; Babu et al., 2011; Ramana et al., 2010; Tripathi
et al., 2007) and over the ocean (Schwarz et al., 2010, 2013). To date, the only
measured vertical profiles of BC and absorption coefficient in Italy are reported
for a short campaign by Ferrero et al. (2011a). Anyway, BC vertical profiles are
still scarce if compared with ground-level data, especially over Europe, where the
experimental campaigns have been limited in time and/or in space (McMeeking
et al., 2010; Schwarz et al., 2006). The complex morphological structure of the
Italian landscape represents an interesting and significant case study for black car-
bon and aerosols monitoring. The Italian territory is characterized by a multitude
of basin valleys surrounded by hills, where urban and industrial centers are usu-
ally settled. These valleys represent areas where low wind speeds and conditions
of atmospheric stability are common, thus promoting the formation of strong ver-
tical aerosol (and BC) gradients in the lower troposphere (Moroni et al., 2012,
2013; Ferrero et al., 2011a; Carbone et al., 2010; Rodr´ıguez et al., 2007). In the
present paper, we report a comparative study of BC and aerosol vertical profiles
measured over three different Italian basin valleys (Po Valley, in Northern Italy;
Terni Valley in the Central Apennines; and Passiria-Val Venosta Valleys in the
Alps). An extensive field campaign allowed collecting data for 120 vertical profiles
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in less than 45 days, providing an important piece of information on BC vertical
profiles. Starting from the experimental data, DRE and heating rates profiles were
calculated. Finally, a modeling of possible feedbacks induced by BC gradients in
the lower troposphere has been performed. In the next sections we briefly describe
the sampling sites (section 2.1) and the vertical profile measurements (section 2.2).
BC and aerosol chemistry determination are illustrated in sections 2.2.1 and 2.2.2.
The OPC size-distribution correction and the optical properties calculation using
the Mie theory are described in section 2.3 and the radiative transfer in section
2.4. Results and discussion follow in section 3 with the conclusions in the final
section 4.
6.3 Experimental
6.3.1 Sampling sites
Balloon soundings were carried out during winter 2010 over three basin Valleys in
the following sites (Figure 6.1):
1. Terni (TR, 42◦33’58”N, 12◦38’56”E, 122 m ASL), located in the Terni Valley
in Central Italy. The Terni Valley (∼50 km2) is surrounded by mountains on
three sides (NNE, SE and SW) and hosts the medium-sized town of Terni,
with the largest stainless-steel production site in Europe and various other
industries. In wintertime, wind speed is low and the aerosol dispersion is
limited with height. A full description of the site concerning the aerosol
properties (chemistry, sources and vertical profiles) is reported in Moroni
et al. (2012), Moroni et al. (2013) and Ferrero et al. (2012). Within the
present work, vertical aerosol and BC profiles were measured over Terni
from Jan 27th to Feb 4th for a total of 40 profiles.
2. Milan (MI, 45◦31’19”N, 9◦12’46”E, 136 m ASL), located in the Po Valley
(∼46000 km2, Northern Italy) in the midst of an extensive conurbation that
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is the most industrialized and heavily populated area in the Po Valley. In
the Po Valley stagnant conditions often occur causing a marked seasonal
variation of PM concentrations within the mixing layer. Balloon soundings
were conducted at the Torre Sarca sampling site within the Milano-Bicocca
University Campus (north of Milano, active from 2005 for aerosol character-
ization both at ground-level and along vertical profiles). A full description
of the site and the related aerosol properties (vertical profiles, chemistry,
sources, and toxicity) are reported in Ferrero et al. (2010), in Perrone et al.
(2013) and in Sangiorgi et al. (2011). Within the framework of the 2010
winter campaign, vertical aerosol and BC profiles were measured over Milan
from Feb 12th to Feb 25th for a total of 36 profiles.
3. Merano (ME, 46◦38’52”N, 11◦10’13”E, 272 m ASL), located at the inter-
section of two main alpine Valleys: Val Venosta (E-W orientation) and Val
Passiria (N-S orientation), allowing the air masses to be transported both
from Continental Europe (North) and from the Po Valley (South). The
sampling site was located in a rural area close to the background station for
air quality monitoring of the local authorities (”Merano 2 station”, APPA).
A full description of the site and pollution in the surrounding valleys are
reported in Emili et al. (2010). Within the 2010 winter campaign, verti-
cal aerosol and BC profiles were measured over Merano from March 3th to
March 13th for a total of 40 profiles.
6.3.2 Vertical profile measurements
BC and aerosol profile measurements were carried out over TR, MI and ME by
means of a helium-filled tethered balloon (diameter 4.5 m, volume 47.8 m3, pay-
load 40 kg, Figure 6.1b) equipped with an instrumental package consisting of: 1) a
micro-Aethalometer microAeth R©AE51 (Magee Scientific) to measure the BC con-
centrations and the absorption coefficient at 880 nm; 2) an optical particle counter
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Figure 6.1: (a) Location of the three sampling sites: Terni in central Italy (Terni
Valley), Milan in northern Italy (Po Valley) and Merano in the Alpine region
(between Passiria and Val Venosta valleys); (b) the tethered balloon flying over
Merano with the instrumentation package.
(OPC, 1.107 ”Environcheck” Grimm, 31 class-sizes ranging from 0.25 µm to 32
µm) for the particle number size distribution determination; 3) a portable cas-
cade impactor (Sioutas with Leland Legacy pump, SKC) to collect PM2.5 samples
at different heights (section 2.2.2); 4) a meteorological station (LSI-Lastem: pres-
sure, temperature and relative humidity). An electric winch controlled the balloon
ascent/descent rate which was set at 30.0 ± 0.1 m/min; a measurement time res-
olution of 6 sec was chosen for each instrument, giving 3.0 meters of measurement
vertical resolution. The maximum height reached during each flight depended on
atmospheric conditions and the location; for the majority of profiles, the maxi-
mum height was between 600 and 800 m AGL. Vertical aerosol profiles allowed
the determination of the mixing height (MH) by means of a gradient method, as
aerosols act as tracer of atmospheric plumes integrating the effects of turbulent
forces (thermal and mechanical) along height; the gradient method’s ability to
infer the MH has yet been assessed in previous works (Ferrero et al., 2011a,b,
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2010) and it will be used to calculate averaged aerosol and BC profiles for each
site (section 3.2)
Aethalometer data: Black Carbon and the related absorption coefficient
BC and absorption coefficient profiles have been determined using the microAeth R©-
AE51 (250 g, 117×66×38 mm3). The AE51 measures the light attenuation (ATN)
at 880 nm induced by BC through a PTFE-coated borosilicate glass fiber filter
(FiberfilmTM Filters, Pall Corporation) continuously loaded by aerosols during
sampling. ATN is calculated as:
ATN = 100× ln
(
I0
I
)
(6.1)
where I0 and I are the light intensities transmitted throughout a reference
blank spot and the aerosol-laden 3 mm diameter sample spot of the filter.
The attenuation coefficient of the filtered aerosol particles, bATN , can be derived
from ATN as follows (Weingartner et al., 2003):
bATN =
A
100Q
∆ATN
∆t
(6.2)
where ∆ATN indicates the ATN variation during the time period ∆t, A is the
sample spot area (7.1×10−6 m2) and Q is the volumetric flow rate (2.5×10−6 m3
sec−1). The aerosol absorption coefficient, babs , is calculated as follows:
babs =
bATN
C ×R(ATN) (6.3)
where C and R(ATN) are the multiple scattering optical enhancement and
the aerosol loading factors, respectively. Briefly, the constant optical enhancement
factor C compensates for the enhanced optical path through the filter caused by
multiple scattering induced by the filter fibers themselves (Schmid et al., 2006;
Arnott et al., 2005; Weingartner et al., 2003). For the AE51 microAeth R©is 2.05 ±
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0.03 (at λ = 880 nm) (Ferrero et al., 2011a). Conversely, R(ATN) compensates for
the nonlinearity - the loading effect due to an increase in the aerosol absorption over
time, which in turn results in a reduction in the optical path; it is needed only when
ATN becomes higher than 20 (Schmid et al., 2006; Arnott et al., 2005; Weingartner
et al., 2003). In this study, the experimental design allows to neglect the use of
R(ATN): all BC vertical profiles were conducted by changing the filter ticket
between profiles, thus resulting in ATN always lower than 20 as recommended by
Weingartner et al. (2003). It is necessary to underline that, to rightly estimate
DRE profiles, multiple-wavelengths optical properties are needed (section 2.4);
thus the babs derived from the micro-Aeth R©AE51 at 880 nm was used in this study
during the validation of the optical properties calculation (section 2.3 and 3.2.1) to
verify their correct shaping in order to avoid the presence of compensatory effects
along profiles. Finally, to determine the BC ambient concentration the apparent
mass attenuation cross-section (σATN = 12.5 m2 g−1) is needed; it is defined for
the BC collected on the PTFE-coated borosilicate glass fiber filter (considering
the optical components of the instrument) and is provided by the manufacturer.
The BC concentrations are determined as follows:
BC =
bATN
σATN
(6.4)
Aerosol chemistry determination
The knowledge of aerosol chemical composition along height is fundamental to
calculate the aerosol refractive index along vertical profiles (section 2.3.1), which
is the basis for the correction of the OPC size-distribution (section 2.3.2), for the
determination of aerosol optical properties and DRE calculations (sections 2.3,
2.4, 3.2 and 3.3). BC concentrations were measured with a micro-Aethalometer,
as reported in the previous section (2.2.1). Moreover, at ME site only, a 7-λ
Aethalometer (AE31, Magee Scientific) was also present at ground level, and
recorded ground BC concentrations continuously during the campaign. In or-
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der to complete the aerosol chemistry along profiles, PM2.5 samples were collected
during balloon flights at two different heights: ground-level (below the mixing
height: BMH), and above the mixing height (AMH: ∼600 m AGL, depending
on the local atmospheric conditions). PM2.5 at ground level was sampled using
the TECORA ECHO-PM gravimetric system (PM2.5 sampling head, flow 2.3 m
3
h−1; STERLITECH Polycarbonate filters, =47 mm), while at higher altitudes
it was sampled using a balloon-borne portable cascade impactor (Sioutas type
with Leland Legacy pump, SKC; 9 L min−1; STERLITECH Polycarbonate filters,
=37 mm). PM2.5 samples were analyzed to determine the water-soluble ionic
fraction (Perrone et al., 2012). Water-soluble ions were extracted by ultrapure
water (Milli-Q) in an ultrasonic bath (20 minutes; SOLTEC SONICA R©). Cations
(Na+, NH4+, K+, Mg2+ and Ca2+) have been determined by a Dionex ICS-90 (Ion
Pac CS12A-5 µm column, using methanesulfonic acid as eluent in an isocratic con-
centration of 0.4 M at 0.5 mL min−1). Anions (Cl−, NO3−, SO2−4 ), together with
mono and dicarboxylic acids (formiate, acetate, propionate, oxalate, malonate,
succinate, glutarate), were analyzed by a Dionex ICS-2000 (Ion Pac AS11A-5 µm
column using KOH at 1.2 mL min−1 with a gradient elution between 1.0 mM and
28 mM). The organic matter (OM) fraction was estimated from PM data (section
2.2.1) both BMH and AMH considering the OM fraction derived from wintertime
averaged data contained in previous works (Perrone et al., 2012; Ferrero et al.,
2011a). Moreover, for the purpose of the refractive index estimation the OM was
divided into: the water-soluble OM (WSOM) and the water-insoluble OM (WIN-
SOM). They were calculated using a WSOM/TC (TC = total carbon) coefficient
of 0.33 for BMH data and of 0.61 for AMH data during wintertime as derived from
data reported in Carbone et al. (2010). Finally, since the determination of aerosol
DRE requires the knowledge of the aerosol properties along the whole atmospheric
column, the intrinsic limit due to the maximum height of flight allowed for balloons
(800 m AGL) was overcome using a standard continental-average profile of aerosol
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chemistry, as defined by the OPAC model (Hess et al., 1998), for aerosol over 1
km. Accordingly, three broad-range altitude layers were considered: BMH (from
ground to MH), AMH (from MH to ∼1 km), Free Troposphere (FT: 1-11 km). The
reliability of all the aforementioned assumptions will be discussed in section 3.2.1
through a careful validation of the results with AERONET (columnar validation)
and Aethalometer data (validation along the profile).
6.3.3 Aerosol Optical Properties
Aerosol optical properties were calculated along vertical profiles using a Mie code
(Bohren and Huffman, 1983) to subsequently evaluate the aerosol DRE (sections
2.4 and 3.4) that requires the extinction coefficient bext (the sum of scattering and
absorption coefficients), the single scattering albedo (SSA) and the aerosol phase
function (P ) as input parameters. For this purpose the scattering and absorption
coefficients (bsca and babs) were calculated from the integration of the corresponding
scattering and absorption efficiencies (Qsca and Qabs) over the whole number-size
distribution (Seinfeld and Pandis, 2012):
bsca/abs =
∫ Dmaxp
0
piD2p
4
Qsca/abs(m,x)n(Dp)dDp (6.5)
where m and n are the aerosol complex refractive index and the size parameter,
respectively, while n(Dp) represents the number-size distribution as a function of
aerosol diameter (Dp).
From the knowledge of bsca and babs profiles, the SSA along height was calcu-
lated:
SSA =
bsca
bsca + babs
(6.6)
Finally, the aerosol phase function P is defined as the normalization of the Mie
scattering function over the whole 4pi spherical angle. For an aerosol characterized
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by a complex refractive index m and a size parameter x, P (θ, x,m) is defined as
follows (Crosbie and Davidson, 1985):
P (θ, x,m) =
i(θ, x,m)
1
2
∫ pi
0
i(θ, x,m)sinθdθ
(6.7)
where i(θ) is the Mie scattering function which, for unpolarized light, is the
average between the perpendicular and parallel components: i1(θ) and i2(θ) re-
spectively.
The aerosol optical properties were calculated over five wavelengths (270, 441,
675, 880 and 3200 nm) in order to cover the solar spectrum (section 2.4); more-
over, three of them (441, 675 and 880 nm) represent the main bands used in the
AERONET network allowing the validation of the methodology presented here
(section 3.2).
It has to be noticed that the calculation of aerosol optical properties (equations
6.5-6.7) requires an accurate knowledge of the aerosol refractive index, the aerosol
size-distribution, the aerosol shape and the aerosol mixing state.
As these basic aerosol properties (chemistry, size, shape, mixing state) can seri-
ously affect the optical properties calculation, in the following sections we discuss:
1) the assumptions used in the calculations and their applicability (shape and
mixing state; section 2.3.1), 2) the methodology followed to calculate the aerosol
refractive index (section 2.3.2) and 3) the aerosol size distribution treatment start-
ing from OPC data (section 2.3.3). In this respect, particular attention has been
given to the choice of the method for calculating the refractive index and to the
introduction of appropriate corrections to the aerosol number size distributions
measured by the OPC.
Assumptions
The experimental package used for measuring vertical aerosol profiles allowed de-
termining the aerosol chemistry and the aerosol size distribution, while no infor-
mation about aerosol shape and mixing state was available. Consequently, aerosol
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particles were assumed as internally mixed and spherical. These two assumptions
are logically connected and based on previous observations conducted over the
investigated sites.
The first assumption (internal mixing) is related to the observation that optical
properties were calculated along vertical profiles (within and above the mixing
layer) and not in proximity of a combustion source (i.e. close to a traffic line) thus
giving the time for particles to age and promote an internal mixing. As a matter
of fact, the aging along vertical profiles is reported in literature (McMeeking et al.,
2011; Cahill et al., 2012; Morgan et al., 2010; Ferrero et al., 2012; Moroni et al.,
2013) and it is also described in section 3.1.2. This behavior is also supported by
several observations conducted in the past along vertical profiles (more than 300
profiles between 2005 and 2008) over the investigated sites (MI and TR) reported
in Ferrero et al. (2012) and in Moroni et al. (2013). During these experiments it
was evidenced (through size distribution analysis, chemical speciation and SEM-
EDS analysis) an increase of the mean size of aerosol with height that, along with
the observed increase in secondary aerosol components (i.e. ammonium nitrate),
sphericity, and correlation among fine aerosol particles, indicated the influence of
recurrent aging dynamics; moreover, SEM data evidenced the internal mixing state
of most of the collected particles. These results support the use of the internal
mixing scenario and, at the same time, the assumption of sphericity as reasonable
for the context of this application.
Aerosol refractive index
The complex refractive index (m = n + ik) of aerosol was calculated considering
a hybrid internal/external mixing scenario. The coarse (Dp > 1µm) and fine
(Dp ≤ 1µm) particles were considered externally mixed, each one characterized
by its proper value of m (Ferrero et al., 2011a). Coarse particles (Dp > 1µm)
were assumed to be composed of dust, while m for fine particles was calculated
from the measured PM2.5 chemical composition (sections 2.2.2 and 3.1) using the
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Bruggeman mixing rule (or effective medium approximation: EMA) (Stier et al.,
2007; Aspnes, 1982; Heller, 1965; Bruggeman, 1935). This approximation does not
consider a simple coated sphere assumption. On the contary, it is part of a more
general mixing rule formulation resumed in Aspnes (1982) as follows:
eff − h
eff + 2 h
=
n∑
i=1
fi
i − h
i + 2 h
(6.8)
where eff is the complex effective dielectric constant of the mixture (meff ≈
√
eff ) and i and fi are the complex dielectric constant and the volume fraction,
respectively, of the ith component; finally, h represents the dielectric function of
the host medium.
Depending on the choice of host medium, Equation 6.8 can originate three
different mixing rules: (1) Maxwell-Garnett (MG) if the host medium is one of the
components (i = h) (Stier et al., 2007; Aspnes, 1982; Bohren and Huffman, 1983;
Heller, 1965) and in this case it is possible to refer to the Maxwell-Garnett as coated
sphere assumption; (2) Lorentz-Lorenz (LL) if the host medium is the vacuum
(h = 1) (Liu and Daum, 2008; Aspnes, 1982; Heller, 1965) and (3) Bruggeman
(BR or EMA) if no choice of host medium is made, and inclusions are considered
embedded in the effective medium itself (h = eff ) (Stier et al., 2007; Aspnes,
1982; Heller, 1965; Bruggeman, 1935) Stier et al. (2007) and Aspnes (1982) point
out that the EMA overcomes the dilemma of the choice of host medium among the
various aerosol components. From this point of view, the EMA considers all the
possible positions of each aerosol component (BC, dust, water-soluble materials,
etc.) with respect to the others. Thus, it allows simulating the real complexity of
aerosols and it is suitable for use in calculating the aerosol meff . For this reason,
the EMA does not consider a simple coated sphere assumption and implies that the
left part of the aforementioned equation vanishes giving the Equation 6.9 reported
here below:
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n∑
i=1
fi
i − h
i + 2 h
= 0 (6.9)
As the EMA simulates the real complexity of aerosols (considering all possible
positions of each component in an aerosol particle), it avoids the risk of overesti-
mating the imaginary part (k) of m, thus reducing the uncertainties, as instead
happens using both the linear volume-average and the linear mass-average mixing
rules in the presence of highly absorbing inclusions (i.e., BC) in a non-absorbing
medium (i.e., NH4NO3 and (NH4)2SO4) (Stier et al., 2007; Lesins et al., 2002;
Chylek and Wong, 1995).
Thus, vertical profiles of aerosol refractive index were calculated from the
aerosol chemical composition along height using the EMA; in this respect the
missing mass was assigned equally to both water and dust (Ferrero et al., 2011a)
since it has been shown that a certain amount of water is bound to particles (Sub-
ramanian et al., 2007; Hueglin et al., 2005; Rees et al., 2004), and also that this
amount is comparable to dust in winter (Hueglin et al., 2005; Rees et al., 2004).
Densities (ρ) of pure compounds were used to estimate the volume fraction of each
aerosol component (Fierz-Schmidhauser et al., 2010; Pesava et al., 2001; Chazette
and Liousse, 2001; Heller, 1965).
A detailed description of refractive indexes and densities of pure aerosol com-
ponents used in the calculation, and yet successfully applied along vertical profiles,
is reported in Ferrero et al. (2011a). The density and refractive index values were
carefully chosen from the literature (especially for BC) considering only state-of-
the-art values; here we summarize these choices. Refractive indexes as a function
of λ for water-soluble components, water-insoluble components and dust were that
reported by Hess et al. (1998),while the chosen value for the BC refractive index
was that suggested in Bond et al. (2013) 1.85+i0.71. However, the latter value
is referred to 550 nm only and thus, the wavelength dependence of BC refractive
index reported in Ackerman and Toon (1981), and yet successfully used in Ferrero
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et al. (2011a), was applied to the Bond and Bergstrom (2006) value in order to
calculate the aerosol optical properties over the whole solar spectrum. The den-
sity (ρ ) values were 1.75, 1.45, 1.45 and 2.6 g cm−3 for ionic components WSOM,
WINSOM and dust, respectively. These values lie at the midpoint of published
data reported in Ferrero et al. (2011a), and references therein.
Since the aforementioned choices, especially for what concern the BC density
and refractive index would affect the aerosol refractive index calculation, a sensi-
tivity test was conducted varying the density and refractive index of pure BC in
input to the EMA. In particular, results obtained using the density (1.8 g cm−3)
and the refractive index (1.85+0.71i) suggested in Bond et al. (2013)were com-
pared to (1) those obtained with the density (1.0 g cm−3) and the refractive index
(1.75+0.44i) used in the OPAC software Hess et al. (1998)and (2) those obtained
with the density (2.0 g cm−3) and the refractive index (2+1i) reported in Roessler
(1984).These two references are of high importance as they report the lowest den-
sity (never observed) and one of the highest imaginary part reported in literature,
respectively. Results are discussed in section 3.2.1.
Finally, the aerosol refractive index was determined point by point along ver-
tical profiles, considering the hygroscopic growth of the aerosol:
Dwet = Ddry
(
1−RH
1−DRH
)−
(6.10)
where RH is the ambient relative humidity, Ddry is the aerosol diameter at
the deliquescence relative humidity (DRH) and Dwet is the aerosol diameter at
ambient RH;  is the coefficient controlling the aerosol’s hygroscopic growth. Since
the ground-level chemical composition of dry aerosol measured at TR, MI and ME
(Sect. 3.1.2) was similar to that reported in Randriamiarisoa et al. (2006) and
Raut and Chazette (2008), we set  accordingly to 0.26.
DRH was estimated using the aerosol’s chemical composition for each site
along all the profiles as input to the thermodynamic aerosol inorganic model (E-
AIM Model-II) (Clegg et al., 1998) (http://www.aim.env.uea.ac.uk/aim/aim.php).
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This is a state-of-the-art aerosol thermodynamic model for the H+-NH+4 -SO
2−
4 -
NO−3 -carboxylic acids-H2O composition of the aerosol (Zhang et al., 2000). This
model had been already used to accurately predict aerosol DRH (Ferrero et al.,
2013; Hueglin et al., 2005; Pathak et al., 2004). DRH values are discussed in Sect.
3.1.2. From hygroscopic growth, the EMA was applied point by point along height
to calculate the final aerosol refractive index every 3.0 m for each profile.
As the aforementioned choices (EMA, m and ρ for pure components, hygro-
scopic growth) can seriously affect the optical properties calculation, the calculated
refractive index and the aerosol optical properties were validated in detail, as pre-
sented in Sect. 3.2.
Aerosol size distribution
The determination of aerosol optical properties requires an accurate knowledge
of the aerosol size distribution. In this study, the aerosol size distribution was
measured using the OPC Grimm 1.107 (λ=655 nm) that classifies the aerosol
particles in terms of optical equivalent diameter which is, as defined by Howell et al.
(2006), ”the diameter of a sphere of known refractive index (that of polystyrene
latex spheres of calibration) that scatters light as efficiently as the real particle in
question”. This effect originates the ”undersizing” problem, which occurs due to
the OPC calibration with polystyrene latex spheres (PLS; m = 1.58 at 655 nm;
Ma et al. (2003)) whose refractive index has usually a larger real part compared to
ambient aerosol (Sect. 3.2.1) (Guyon et al., 2003; Liu and Daum, 2008; Schumann,
1990). Moreover, the OPC has a PLS equivalent size range between 0.25 and 32
µm, which originates a ”truncation effect”. Thus, both the ”undersizing” and
the ”truncation effect” need to be compensated to calculate the aerosol optical
properties. The ”undersizing” was solved correcting the OPC size channels to
account for the ambient aerosol refractive index m; the OPC response function
(S: the partial light scattering cross section of the particle related to the specific
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optical design of the OPC) was computed at 655 nm as follows (Kulkarni et al.,
2011; Heyder and Gebhart, 1979)
S(θ0,∆Ω, x,m) =
λ2
4pi2
∫ ∫
∆Ω
i(θ,Φ, x,m)sinθ dθ dΦ (6.11)
where θ0 represents the mean scattering angle of the optical arrangement, ∆Ω
the receiver aperture, x the dimensionless size parameter, m the refractive index
and i(,Φ, x,m) the Mie scattering function composed by the perpendicular and
parallel components: i1(θ, x,m) and i2(θ, x,m), respectively. The optical arrange-
ment of the OPC 1.107 consists of (1) a wide angle parabolic mirror (121◦; from
29.5 to 150.5◦; θ0 = 90◦) that focuses scattered light on the photodetector located
on the opposite side and (2) 18◦ of direct collected scattered light on the photode-
tector (from 81 to 99◦; θ0 = 90◦) (Heim et al., 2008). The response function was
calculated both for PLS (SPLS) and for ambient aerosol (SAMB) along each ver-
tical profile, within and above the mixing layer. The refractive indexes of ambient
aerosol used in SAMB calculations were calculated as reported in Sect. 2.3.1: (1)
m for fine particles calculated applying the EMA (Sect. 2.3.1) and (2) m of dust
for coarse particles. Table 6.1 of Ferrero et al. (2014) shows the columnar means of
the new size corrected channels for TR, MI and ME: results agreed with literature
studies (Ferrero et al., 2011a; Liu and Daum, 2008; Schumann, 1990).
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Instrument size Ambient size (µm)
OPC Channel PLS (µm) Terni Milano Merano
1 0.25 0.27 0.27 0.26
2 0.28 0.30 0.30 0.30
3 0.30 0.32 0.33 0.32
4 0.35 0.38 0.39 0.38
5 0.40 0.46 0.47 0.45
6 0.45 0.52 0.53 0.52
7 0.50 0.56 0.58 0.56
8 0.58 0.75 0.79 0.75
9 0.65 0.80 0.91 0.81
10 0.70 0.90 0.94 0.90
11 0.80 1.00 1.06 1.00
12 1.00 1.35 1.35 1.33
13 1.30 1.78 1.78 1.78
14 1.60 2.14 2.14 2.14
15 2.00 2.40 2.40 2.40
16 2.50 2.82 2.82 2.82
17 3.00 3.67 3.67 3.67
18 3.50 4.62 4.62 4.62
19 4.00 5.01 5.01 5.01
20 5.00 5.89 5.89 5.89
21 6.50 9.55 9.55 9.55
22 7.50 10.72 10.72 10.72
23 8.50 12.16 12.16 12.16
24 10.00 16.03 16.03 16.03
25 12.50 22.65 22.65 22.65
26 15.00 29.85 29.85 29.85
27 17.50 37.15 37.15 37.15
28 >20.00 >44.67 >44.67 >44.67
Table 6.1: Originl size channels of OPC Grimm 1.107 calibrated with PLS (left
side) and corrected (right side, columnar average) for the ambient refractive index
determined over TR, MI and ME.
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The second effect (truncation effect) made the accumulation mode only par-
tially measured (lowest equivalent PLS size of OPC: 0.25 µm) while, the coarse
mode was completely defined. No measurements were available for Aitken mode
particles (Dp <0.1 µm). Even if a negligible error (∼2-4 %) comes from not consid-
ering the Aitken mode in the optical properties calculation (Bond and Bergstrom,
2006; Guyon et al., 2003; Liu and Daum, 2008; Randriamiarisoa et al., 2006), the
truncation effect in the accumulation mode cannot be neglected and has to be
solved.
For this purpose, a log-normal interpolation of the aerosol number-size dis-
tribution was conducted for each OPC data measured along vertical profiles to
complete the aerosol size distribution function n(Dp). This procedure has to be
conducted only after the correction of the OPC size channels (Eq. 10) and had
been already successfully applied in Ferrero et al. (2011a), Deshler et al. (2003),
and Angelini et al. (2009).
As the aerosol optical properties are closely dependent on the reliability of
the aerosol number-size distribution, the main parameters describing the aerosol
size distribution (geometric mean diameter and geometric standard deviation), to-
gether with the aerosol optical properties, were validated with care, as explained
in Sect. 3.2. Sensitivity tests related to the size-distribution correction and inter-
polation are reported and discussed in Ferrero et al. (2011a) and were not repeated
here.
6.3.4 Radiative transfer and heating rate calculations
Aerosol scattering and absorption of solar radiation modify the intensity and spec-
tral distribution of surface incoming solar radiation. Thus, aerosol DRE can be
estimated by means of radiative transfer model (RTM) simulations. In this work
the RTM libRadtran (Mayer et al., 2005) was used for this purpose, adopting as
radiative transfer equation solver the discrete ordinate code disort (Stamnes et al.,
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1988) with 18 streams. The correlated-k approach of Kato (Kato et al., 1999) was
used to compute the atmospheric spectral transmittance taking into account the
absorption coefficients of different gases.
RTM simulations were performed in cloud-free conditions (as the vertical pro-
file measurements) at the three measurement sites (TR, MI and ME) at 15 min
intervals for each day of the measurement campaign, from 11:00 to 13:45 UTC. The
average was computed in order to obtain an estimate of the maximum radiative
forcing of aerosol, which is generally observed around noon.
Three main inputs were used in the RTM simulations, namely, (1) aerosol
optical properties along vertical profiles, (2) atmospheric profiles of gases and
meteorological parameters and (3) surface albedo.
The vertical profiles of aerosol optical properties (bext, SSA, P (θ)) that were
used as input for the RTM were the ones calculated over TR, MI and ME, as
reported in the previous section (Sect. 2.3).
The vertical profiles of aerosol optical properties (bext, SSA, P (θ)) that were
used as input for the RTM were the ones calculated over TR, MI and ME, as
reported in the previous section (Sect. 2.3).
Atmospheric profiles of pressure, temperature, air density, ozone, oxygen, wa-
ter vapor, CO2 and NO2 concentrations were defined by using the standard atmo-
spheric data as defined by Anderson et al. (1986), for Midlatitude Winter. The
vertical resolution of these profiles was 1 km from 0 to 25 km a.m.s.l., 2.5 km from
25 to 50 km a.m.s.l. and 5 km from 50 to 120 kma.m.s.l.
Finally, surface albedo values used for the simulation derive from retrievals
from the moderate resolution imaging spectroradiometer (MODIS) V005 climate
modeling grid (CMG) Albedo Product (MCD43C3). For each site, the average
value at the nearest pixel during the measurement campaign was adopted.
The instantaneous aerosol DRE (Wm−2) was quantified as the change in the net
radiative flux between the atmospheric conditions with and without the aerosols
in the atmosphere as follows:
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DREz = Faer,z − Fw/o−aer,z, (6.12)
where F is the radiative flux, and the subscripts aer, z and w/o−aer, z refers to
the atmospheric conditions with and without aerosol at the height z, respectively.
Since the atmospheric aerosol is characterized by a significant absorptive ca-
pacity (Sect. 3.3), the difference between the DRE at the top and the bottom
of each atmospheric layer represents the instantaneous radiative power density
absorbed by the aerosol within that atmospheric layer (∆DREATM ; Wm
−2) as
follows (Chakrabarty et al., 2012; Kedia et al., 2010):
∆DREATM = DREz+∆z −DREz, (6.13)
where ∆z is the differential thickness within each atmospheric layer (each mea-
suring point along vertical profiles; Sect. 2.1).
∆DREATM is expressed in Wm
−2 which is the common metric used in liter-
ature to quantify the integrated radiative power density absorbed by the aerosol
in the atmospheric layer; this situation occurs as usually the aerosol absorption
in the atmosphere is evaluated over altitude thick layer of the atmosphere and/or
over the whole atmospheric column (Heald et al., 2014; Bond et al., 2013; Das and
Jayaraman, 2011; Kedia et al., 2010).
However, in order to study the absorptive DRE (ADRE) of the aerosol in
the atmosphere along continuous high resolution vertical profiles, the aforemen-
tioned metric could be misleading, as absolute values of ∆DREATM depend on
the thickness of the layer ∆z across which the DRE difference is computed. To
compare measurements taken at different sites with a different vertical resolution,
the ADRE was computed simply normalizing ∆DREATM by the thickness ∆z:
ADRE =
∆DREATM
∆z
. (6.14)
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In this way, the ADRE represents the radiative power absorbed by the aerosol
for unit volume of the atmosphere (Wm−3) and allows describing continuous ver-
tical profiles of atmospheric absorption induced by aerosol even comparing data
taken at different sites. Another illustration of the ADRE meaning is that it is
the vertical derivative of the DRE (dDRE/dz) as follows from Eq. (14).
Moreover, the ADRE can be directly related to the atmospheric heating rate
(HR; see below). In fact, on the basis of the energy conservation principle, the
absorbed radiant power must heat the atmospheric layer; the instantaneous HR
is conventionally given by (Chakrabarty et al., 2012; Kedia et al., 2010):
HR =
δT
δt
= − g
Cp
∆DREATM
∆P
, (6.15)
where δT/δt represents the instantaneous HR (K day−1) of each atmospheric
layer, g is the acceleration due to gravity, Cp (1005 J kg
−1 K−1) is the isobaric
specific heat of dry air, ∆P is the pressure difference between the top and the
bottom of each atmospheric layer. From Eq. (15), considering the relationship
between atmospheric pressure and height through the hydrostatic equation (dp =
−ρ g dz), it is possible to relate the HR linearly to the ADRE in each atmospheric
layer:
HR =
δT
δt
= − 1
ρCp
∆DREATM
∆z
=
1
ρCp
ADRE. (6.16)
The ADRE and HR behavior along vertical profiles is discussed in Sect. 3.4.
6.4 Results and discussion
We measured the BC and aerosol vertical profiles to determine their direct radiative
effect. The obtained results are discussed here in order to highlight first the BC
vertical distribution in relation to the MH (Sect. 3.1). Then, vertical profiles of
aerosol optical properties are validated in Sect. 3.2 and discussed in Sect. 3.3.
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Finally, the aerosol DRE along height is presented together with considerations
on possible feedbacks on lower troposphere (Sect. 3.4). All averaged data are
reported here as mean ± mean standard deviation.
6.4.1 Vertical profile measurements
Black Carbon and aerosol profiles
The main features of BC and aerosol vertical distribution during the campaign can
be highlighted considering, as a case study, the vertical profiles measured on 28
January 2010 (13:45-14:26 UTC) over TR; they are reported in Fig. 6.2 together
with the corresponding potential temperature (T ) and RH profiles.
Figure 6.2 highlights that the BC and the total particle number concentrations
were constrained close to ground, within the first 170 m a.g.l., where a strong
negative gradient of both of them was present. At the same height an evident
decrease of RH (-3.5 %) and a small increase in T (+0.7 K) were observed, allowing
to set the MH at 170 m.
Thus, considering changes across the MH, the BC concentration decreased
going from BMH to AMH characteristics by -60.4 ± 2.3% (from 5.63 ± 0.16 to
2.23 ± 0.05 µgm−3 for BC) and the aerosol concentration by -35.4 ± 0.2% (from
869 ± 2 to 562±2 cm−3 for aerosol). Consequently, the vertical profiles reported
in this case study (Fig. 6.2) indicate that (1) BC and aerosol concentrations were
shaped in the same way by atmospheric turbulence and constrained within the
MH; (2) BC experienced a higher concentration drop at the MH than the aerosol
number concentration did.
In order to better investigate these features, all the vertical profiles measured
over the investigated basin valleys (TR, MI and ME) were statistically averaged
for each site.
As reported in previous works (Ferrero et al., 2011a, 2012),a way to average
vertical profile data by taking the daily evolution of the MH into account, is to
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Figure 6.2: Vertical profiles measured over TR on 28 January 2010 (13:45-14:26
UTC): (a) BC (blue line) and aerosol (green line, OPC total particle-number
concentration); (b) potential temperature (red line) and relative humidity (light
blue line).
consider the relative position of each measured data point in respect to the MH.
Thus, vertical profiles were first normalized, introducing a standardized height Hs)
calculated as follows:
Hs =
z −MH
MH
, (6.17)
where z is the height above ground.Hs assumes a value of 0 at the MH, and
values of -1 and 1 at ground-level and at twice the MH, respectively.
The MH was determined applying the gradient method (Sect. 2.2) to each
profile of aerosol concentration (p-MH), T (T-MH) and RH (RH-MH). Figure 6.3
shows an excellent correlation (R2 > 0.9) with linear best fits close to the ideal
ones; this result illustrates the reliability and physical interconsistence of the MH
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determination from different parameters. Therefore, for the purpose of this work
and for using of Eq. (17), we are going to refer to the MH as that derived from
the aerosol concentration gradient (p-MH), hereinafter indicated simply as MH.
Figure 6.3: Linear correlation between the mixing height derived from each vertical
profile of aerosol concentration (p-MH) temperature (T -MH) and relative humidity
(RH-MH).
The average MH measured in the three sites was 142 ± 22m (TR), 272 ±
50m (MI) and 173 ± 42m (ME). These values reflected a common meteorological
situation for the Italian basin valleys, characterized by conditions of high atmo-
spheric stability. Reported MH values are also in agreement with those previously
reported for TR and MI in Ferrero et al. (2012).
Next the standardized vertical profiles were averaged. Figure 6.4 shows the
resulting statistical mean profiles calculated over TR, MI and ME, for both BC
and aerosol number concentration; some common behaviors can be observed among
the three sites:
1. At the MH (Hs = 0) a marked concentration drop of both BC and total
aerosol concentration was observed. Crossing the mixing height, BC concen-
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Figure 6.4: The statistical mean profiles of both BC and aerosol number concen-
trations along standardized height Hs over TR (a), MI (b) and ME (c).
trations decreased over TR by -69.1 ± 5.5% (from 5.63 ± 0.55 to 1.67 ± 0.36
µg m−3), over MI by -66.2 ± 7.8% (from 7.57 ± 1.28 to 2.03 ± 0.34 µg m−3)
and over ME by -48.4 ± 5.3% (from 2.75 ± 0.38 to 1.35 ± 0.17 µg m−3).
Aerosol concentrations (from BMH to AMH) behave similarly, decreasing
over TR by -46.5 ± 7.3% (from 792 ± 58 to 434 ± 71 cm−3), over MI by
-39.0 ± 7.3% (from 913 ± 120 to 506 ± 50 cm−3) and over ME by -23.9 ±
4.3% (from 427 ± 45 to 326 ± 43 cm−3), respectively. Thus, the experimental
results evidenced the crucial role played by the MH in shaping both the BC
and aerosol profiles over basin-valleys. As a result, elevated BC and aerosol
loadings were present close to the ground. Another common behavior ap-
peared: the partial decrease of BC across the MH was always higher than the
decrease measured for the aerosol number concentration; consequently, the
relative abundance of BC in the aerosol decreased along height over the three
sites. In fact, considering not only the number concentration, but also the
PM2.5 mass concentration profiles (estimated by the OPC) and the volume
concentration profiles for particles below 2.5 µm (V2.5, calculated from OPC
size distribution), the BC content in PM2.5 (V2.5) decreased along height by
-43.2 ± 7.3% (-41.8 ± 7.5 %), -47.5 ± 7.9% (-45.8 ± 8.3 %) and -33.2 ± 4.9%
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(-33.0 ± 5.4 %) over TR, MI and ME, respectively, resulting in a vertical
change of the BC aerosol fraction (see also Sect. 3.1.2). This is a general
behavior measured over basin valleys under atmospheric stagnant conditions
and it is in agreement with BC measurements previously conducted just
over MI (Ferrero et al., 2011a). The importance of this behavior is discussed
in Sects. 3.2 and 3.3 as the BC fraction changes affect the aerosol optical
properties (i.e., SSA) and its DRE along height.
2. Within the mixing layer itself, higher BC concentrations were found close to
the ground in all the three sites (Fig. 6.4). In particular this ground-level
layer affected the first 50-100 m of atmosphere with a BC concentration
increase of +34.2% (TR), +17.3% (MI) and +16.1% (ME) compared to the
average BC concentration measured BMH. This increase of BC concentration
near ground level is related to the proximity to emission sources (traffic,
heating, industry) (Trompetter et al., 2013) and was observed for BC only
and not for the particle-number distribution. This further strengthens the
aforementioned observation of the vertical changes in the BC aerosol fraction.
3. BC concentrations measured AMH were found quite similar over the three
sites: 1.67 ± 0.36 µg m−3 for TR, 2.03 ± 0.34 µg m−3 for MI and 1.35 ± 0.17
µg m−3 for ME (Fig. 6.4), indicating the presence of a relatively constant
background BC concentration value not directly short-term influenced by
the source dynamics at ground.
As reported in literature (Samset et al., 2013; Zarzycki and Bond, 2010), a
worldwide lack of knowledge about BC vertical distribution is generally present.
Thus, the aforementioned results were used in Sects. 3.3 and 3.4 to assess the
related vertical behavior of both aerosol optical properties and aerosol DRE over
basin valleys.
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Aerosol chemistry along height and DRH
The optical properties calculation along vertical profiles (Sects. 2.3 and 3.2) re-
quires the knowledge of the whole aerosol chemical composition along height. Thus,
in addition to BC (Sect. 3.2.1), the other chemical components (ions, OM; Sect.
2.2.2) in PM2.5 are discussed here. Figure 6.5 shows the aerosol chemical compo-
sition over TR, MI and ME both BMH and AMH.
Figure 6.5: Aerosol chemical composition determined BMH and AMH for TR, MI
and ME. Data shown are the respective aerosol mass fractions of each individual
aerosol species.
As highlighted in the previous section (Sect. 3.2.1), Fig. 6.5 evidences the
decrease of BC fraction from BMH (8.4 ± 1.0% over TR, 10.1 ± 2.3% over MI
and 8.6 ± 1.5% over ME) to AMH (4.5 ± 1.2% over TR, 5.3 ± 1.0% over MI and
5.5 ± 1.4% over ME).
Conversely, the OM fraction increased with height (from BMH to AMH): from
29.5 ± 3.6 to 32.4 ± 8.4% over TR, from 35.6 ± 8.2 to 44.1 ± 7.4% over MI and
from 30.4 ± 5.3 to 44.2 ± 7.3% over ME.
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This difference in the vertical behavior of BC and OM is related first to the
presence of primary sources of BC within the mixing layer (Trompetter et al.,
2013), but also to the possibility of greater secondary aerosol formation AMH.
This is in agreement with results previously reported over the Po Valley (Ferrero
et al., 2011a; Perrone et al., 2010) and also over Europe by many authors (Morgan
et al., 2009; Hueglin et al., 2005), who all found a lower vertical gradient for organic
species.
Ionic species exhibited different behavior over the three sites. Over TR the
whole ionic fraction increased ∼2 times going from BMH to AMH. The mass
fraction of NO−3 , SO
2−
4 and NH
+
4 increased from 4.2 ± 1.8, 3.7 ± 2.6 and 3.0 ±
1.5% (BMH) to 11.0 ± 3.6, 4.2 ± 1.1 and 4.3 ± 1.4% (AMH), respectively. This is
in agreement with recent studies (Moroni et al., 2013; Ferrero et al., 2012) which
point out the presence of an aerosol aging AMH due to both condensation and
coagulation.
Over MI the opposite occurred and the ionic fraction globally decreased from
40.0 ± 9.5% (BMH) to 30.2 ± 7.2% (AMH). This is also in agreement with previ-
ous vertical profiles conducted over MI (Ferrero et al., 2010, 2012) which instead
underlined a higher role of the OM (see above) in the aerosol aging AMH over the
Po Valley.
Over ME the ionic fraction decreased with height (from 23.0 ± 9.0% BMH
to 16.7 ± 2.2% AMH) as in MI. However, while in MI and TR NO−3 remained
the most abundant species AMH, over ME SO2−4 dominated. This was due to the
alternating influence of both continental aerosol (enriched in SO2−4 ) and Po Valley
aerosol, that were transported from both north and south, respectively, along the
direction of the ME main valley (Sect. 2.1).
All these aspects are crucial in determining the aerosol optical properties be-
cause, as reported in Ramana et al. (2010), the ratio of BC to scattering species
(i.e., SO2−4 ) influences the solar-absorption efficiency. Moreover, the same scatter-
ing species (i.e., SO2−4 and NO
−
3 ) also influence the DRH at which aerosol water
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uptake starts, corresponding to a phase change for the aerosol water-soluble com-
pounds which dissociate going from solid to liquid (Martin, 2000; Seinfeld and
Pandis, 2012; Potukuchi and Wexler, 1995). Therefore, DRH is of crucial impor-
tance to assess the final aerosol optical properties (Di Nicolantonio et al., 2009;
Randriamiarisoa et al., 2006).
In this respect, the E-AIM Model II (Sect. 2.3.1) was applied to the H+-NH+4 -
SO2−4 -NO
−
3 -carboxylic acids-H2O composition of the aerosol to accurately predict
the aerosol DRH for each site both BMH and AMH. BMH values for TR, MI
and ME were close each other: 64.5, 67.0 and 65 %, respectively. They were in
agreement with values measured at ground level in MI by means of an aerosol
chamber (Ferrero et al., 2014). Values of DRH AMH were 55% (TR), 62% (MI)
and 67% (ME). The lowest and the highest values were found over TR and ME
due to an increase in the nitrate and sulfate fractions, respectively. As already
pointed out by Potukuchi and Wexler (1995), an increase in the nitrate (sulfate)
fraction leads to lower (higher) DRH.
All the results presented in this section were used to calculate the aerosol optical
properties along vertical profiles (Sect. 3.2) following the methodology reported
in Sect. 2.3.
6.4.2 Validation of aerosol optical properties
The vertical profiles of aerosol optical properties were calculated as reported in
Sect. 2.3. In this section, the accuracy of the calculated optical properties is
discussed (Sects. 3.2.1 and 3.2.2) before investigating their vertical behavior over
the three sampling sites (Sect. 3.3). This discussion is necessary because the
reliability of the radiative forcing simulations depends on the robustness of the
aerosol optical properties calculation.
Thus, the obtained aerosol optical properties underwent three validation pro-
cedures: (1) a columnar comparison of a set of parameters (i.e., refractive in-
dex, SSA, AOD, etc.) independently obtained by the Aerosol Robotic Network
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(AERONET) at 441, 657 and 880 nm (Sect. 3.2.1); (2) a detailed comparison
along vertical profiles between the absorption coefficient measured by the micro-
Aeth R©AE51 at 880 nm and the one which was calculated over TR, MI and ME at
the same wavelength (Sect. 3.2.2) and (3) a comparison at ground-level of the ab-
sorption coefficient and the A˚ngstro¨m exponent independently obtained using the
7-λ Aethalometer AE31 (Sect. 3.2.2). This triple validation guarantees the quality
of both the columnar-averaged optical parameters and their correct shaping along
vertical profiles considering different ”validation levels” along vertical profiles: the
columnar average, the single data points along vertical profiles and the ground-
level values. This procedure was necessary to avoid the presence of compensatory
effects along profiles and to perform a right estimation of the radiation absorbed
in each atmospheric layer (Sect. 3.4).
In this respect, the comparison with AERONET allowed assuring the relia-
bility of the columnar data and had the advantage to be performed on several
wavelengths. The comparison with the micro-Aeth R©AE51 data allowed to vali-
date the correct shaping of the optical properties along vertical profiles but it was
limited to one wavelength (880 nm). The comparison with the 7-λ Aethalome-
ter AE31 allows validating one point of the profiles (ground level) but on several
wavelengths.
Finally, in addition to the validation procedure applied here, the methodol-
ogy followed to calculate the aerosol optical properties was already validated and
published in Ferrero et al. (2011a).
Columnar validation (comparison with AERONET)
The quality of the calculated aerosol optical properties was first evaluated along the
atmospheric column through a comparison of a set of parameters (i.e., refractive
index, SSA, AOD, etc.) independently obtained by the AERONET at 441, 657 and
880 nm (the only overlapping wavelengths between this study and AERONET).
Considering the location of TR, MI and ME, only three AERONET stations were
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available for this comparison: the Ispra site (45.80◦ N, 8.63◦ E; 235 m a.s.l.; 57
km from MI site), the Davos site (46.81◦ N, 9.84◦ E; 1596 m a.s.l.; 102 km and
157 km from ME and MI sites) and the Bolzano site (46.46◦ N, 11.33◦ E; 262 m
a.s.l.; 25 km from ME). Unfortunately, the data in Bolzano (during winter 2010)
were strongly affected by local dust deposited on the photometer lens (personal
communication by the AERONET Bolzano principal investigator, 2012), thus,
only the AERONET sites of Ispra and Davos were considered. Their data were
compared with those calculated for MI, which was the nearest site. The Ispra
site was used for comparison concerning the entire atmospheric column while the
Davos site (1596 m a.s.l.) for the FT, because of its location at high altitude.
MI data were calculated on statistical mean profiles (Sect. 3.1.1) and we accord-
ingly used the AERONET averaged values from 12 to 25 February as a reference in
order to assess the accuracy of our optical estimations. It is necessary to underline
that, despite the averaging period is the same, the instantaneous values measured
by balloon sounding and by AERONET could not have been coincident and this
temporal difference may cause small differences during the comparison.
We start the comparison considering the whole atmospheric column; results
are summarized in Table 6.2.
The average columnar refractive indexes calculated in this study were 1.501(±
0.003)+i0.032(± 0.003) at 441 nm, 1.500(± 0.004)+i0.030(± 0.003) at 675 nm
and 1.494(± 0.004)+i0.030(± 0.003) at 880 nm. They were in agreement with
the AERONET Ispra estimations: 1.415(± 0.047)+i0.032(± 0.009) at 441 nm,
1.418(± 0.046)+i0.029(± 0.006) at 675 nm and 1.425(± 0.044)+i0.030(± 0.007)
at 870 nm. A slight overestimation of the real part (+5.6 ± 0.4 %) was present,
while the imaginary part was identical to the measured one.
Instead, results from the sensitivity test (see Sect. 2.3.2) conducted using the
density (1.0 g cm−3) and the refractive index (1.75+0.44i) of the OPAC software
(Hess et al., 1998) and the density (2.0 g cm−3) and the refractive index (2+1i)
reported in Roessler (1984) highlighted a substantial equivalence of the three sets
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of input parameters in determining the real part of the aerosol refractive index,
while the imaginary part experienced an average increase of +23.5 ± 3.1% and
+22.2 ± 4.6% (all wavelengths), with respect to AERONET data. This effect was
due to the exceedingly low density of the OPAC data (never measured) and to
the too high (one of the highest in literature) imaginary part of pure BC reported
Roessler (1984).
Atmospheric Column
Parameter AERONET-Ispra(235m) PROFILES-Milano(136m)
441nm 675nm 870nm 441nm 675nm 880nm
n 1.415
(±0.047)
1.418
(±0.046)
1.425
(±0.044)
1.500
(±0.003)
1.500
(±0.004)
1.494
(±0.004)
k 0.032
(±0.009)
0.029
(±0.006)
0.030
(±0.007)
0.032
(±0.003)
0.030
(±0.003)
0.030
(±0.003)
SSA 0.812
(±0.028)
0.778
(±0.028)
0.740
(±0.034)
0.857
(±0.013)
0.846
(±0.011)
0.812
(±0.012)
AOD 0.232
(±0.091)
0.124
(±0.052)
0.083
(±0.035)
0.274
(±0.046)
0.152 (±
0.034)
0.092 (±
0.023)
AODAbs 0.050
(±0.023)
0.032
(±0.015)
0.025
(±0.012)
0.047 (±
0.010)
0.028 (±
0.006)
0.020 (±
0.005)
Dg(µm) 0.206
(±0.016)
0.206
(±0.016)
0.206
(±0.016)
0.204
(±0.010)
0.204
(±0.010)
0.204
(±0.010)
σg 1.552
(±0.045)
1.552
(±0.045)
1.552
(±0.045)
1.560
(±0.060)
1.560
(±0.060)
1.560
(±0.060)
Table 6.2: Comparison of the columnar optical and size distribution proper-
ties of the aerosol derived over MI from vertical profile measurements and over
AERONET-Ispra site (∼57 km from MI). n and k are the real and imaginary
part of the complex refractive index. SSA is the Single Scattering Albedo. AOD
and AODAbs are the Aerosol Optical Depth and the Absorption Aerosol Optical
Depth, respectively. Dg and σg are the geometric mean diameter and the geometric
standard deviation, respectively.
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The comparison with AERONET validate the use of BC density and refractive
index reported in Bond and Bergstrom (2006) in input to the EMA together with
the methodology used for the aerosol refractive index calculation (EMA, m and
ρ for pure components, hygroscopic growth) (Sect. 2.3.1). The validation of the
refractive index m is crucial as it is at the basis of the optical calculation both
during the OPC size-distribution correction and during the Mie calculation (in
which the corrected size distribution is itself an important input parameter).
Thus, as a second control, the corrected and interpolated aerosol size distri-
bution was compared with that retrieved by AERONET Ispra: the calculated
accumulation mode geometric mean diameter (Dg: 0.204±0.010 Iˆ14m) and the ge-
ometric standard deviation (σg: 1.560 ± 0.060) agreed very well with AERONET
Ispra (Dg: 0.206 ± 0.016 µm, σg: 1.552 ± 0.045; Table 6.2) allowing, together with
the aforementioned validation of m, to accurately estimate the profiles of optical
properties using the Mie theory.
The third step was to consider the calculated optical properties along vertical
profiles. The calculated SSA (0.857 ± 0.013 at 441 nm, 0.846 ± 0.011 at 675 nm
and 0.812 ± 0.012 at 880 nm) was found to be +8.0 ± 1.2% higher than the one
derived from AERONET Ispra (0.812 ± 0.028 at 441 nm, 0.778 ± 0.028 at 675
nm and 0.740 ± 0.034 at 870 nm), similarly for the aerosol optical depth (AOD;
Table 6.2). The absorption optical depth (AODAbs; Table 6.2) was instead very
close to the AERONET Ispra values. The values of SSA, AOD and AODAbs are
consistent with the slight overestimation of the real part of the refractive index.
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Atmospheric Column
Parameter AERONET-Ispra(235m) PROFILES-Milano(136m)
441nm 675nm 870nm 441nm 675nm 880nm
n 1.449
(±0.009)
1.468
(±0.010)
1.482
(±0.010)
1.511
(±0.006)
1.510
(±0.006)
1.501
(±0.006)
k 0.010
(±0.004)
0.010
(±0.005)
0.011
(±0.005)
0.011
(±0.001)
0.011
(±0.001)
0.011
(±0.001)
SSA 0.950
(±0.018)
0.947
(±0.020)
0.941
(±0.023)
0.955
(±0.002)
0.932
(±0.003)
0.897
(±0.004)
AOD 0.036
(±0.004)
0.022
(±0.002)
0.015
(±0.001)
0.039
(±0.002)
0.014
(±0.001)
0.006
(±0.001)
AODAbs 0.002
(±5×10−4)
0.001
(±4×10−4)
0.001
(±3×10−4)
0.002
(±6×10−5)
0.001
(±4×10−5)
0.001
(±3×10−5)
Dg(µm) 0.269
(±0.011)
0.269
(±0.011)
0.269
(±0.011)
0.299
(±0.001)
0.299
(±0.001)
0.299
(±0.001)
σg 1.637
(±0.024)
1.637
(±0.024)
1.637
(±0.024)
1.111
(±0.001)
1.111
(±0.001)
1.111
(±0.001)
Table 6.3: Comparison of the Free Troposphere optical and size distribution
properties of the aerosol derived from OPAC continental average data and over
AERONET-Davos site. n and k are the real and imaginary part of the complex
refractive index. SSA is the Single Scattering Albedo. AOD and AODAbs are the
Aerosol Optical Depth and the Absorption Aerosol Optical Depth, respectively.
Dg and σg are the geometric mean diameter and the geometric standard deviation,
respectively.
From the wavelength dependence of AOD and AODAbs the corresponding
columnar A˚ngstro¨m exponents were calculated: 1.56 and 1.24; they were close
to the AERONET Ispra estimation: 1.49 ± 0.12 and 1.02 ± 0.07. As a further
step, the phase function P (θ) was also validated (as it is required for the aerosol
DRE calculation; Sect. 2.4) by comparing it with that estimated by AERONET
Ispra. Figure 6.6a shows this comparison for λ = 675 nm; furthermore, a high cor-
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relation was found at all the wavelengths (R2 = 0.988). Finally, the FT properties
were also investigated comparing data above 1 km (derived as reported in Sect.
2.2.2), with AERONET Davos data. Table 6.3 resumes the results of this com-
parison underlying that the FT properties were in agreement with the AERONET
Davos measurements, especially for what concern the AODAbs; the small differ-
ences encountered for other parameters (i.e., a slight overestimation of n: +2.8 ±
0.9 %) were considered negligible. In conclusion, after this comparison, the MI
data were considered reliable as they were in good agreement with the columnar
AERONET Ispra and Davos data. This result is very important as it validated
the procedure used for the optical properties calculation (Sect. 2.3) allowing its
application also along the vertical profiles measured over TR and ME as well.
Profile validation (comparison with Aethalometer data)
In the previous section, a good agreement between the calculated optical properties
and the properties measured by the AERONET network was evidenced.
However, in order to calculate the aerosol DRE at high spatial resolution along
vertical profiles (Sect. 2.4) not only a right estimation of the columnar-averaged
parameters, but also a correct shaping of them along vertical profiles is needed in
order to avoid the presence of compensatory effects along the profiles.
For this purpose, the babs measured by the micro- Aeth R©AE51 at 880 nm
was compared along vertical profiles with that calculated over TR, MI and ME for
the same wavelength (Fig. 6.6b); results showed an excellent agreement (babs−Mie
= 1.001 ×babs−AE51- 0.157, R2 = 0.996, RMSE=0.87Mm−1) validating the Mie
calculation of the babs vertical profiles.
Moreover, measurements performed close to the ground by the micro-Aeth R©AE51
at 880 nm in ME were compared with that carried out at ground with the 7-λ
Aethalometer AE31 (Sect. 2.2). Only AE31 data that were timely coincident with
balloon profiles were considered. The averaged BC and babs measured by the AE51
were 2.75 ± 0.38 µg m−3 and 16.8 ± 2.3Mm−1 in keeping with the AE31 data:
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Figure 6.6: (a) Aerosol phase function (P(θ)) along the atmospheric column over
MI and the one obtained at AERONET Ispra; (b) linear correlation between
the babs determined from Mie calculations and the one measured by the micro-
Aeth R©AE51 along vertical profiles for TR, MI and ME (the 1 : 1 black line is also
plotted).
2.74 ± 0.10 µg m−3 and 18.7 ± 0.7Mm−1, respectively. Moreover, the 7-λ AE31
Aethalometer allowed the comparison of the ground-level absorption A˚ngstro¨m
exponent (1.43 ± 0.03) with that obtained by Mie calculation: 1.36 ± 0.01.
These results conclude the validation procedure allowing discussing the behav-
ior of both the aerosol optical properties (Sect. 3.3) and of the DRE profiles (Sect.
3.4) over the three sites.
6.4.3 Vertical profiles of aerosol optical properties
The vertical behavior of aerosol optical properties was similar for all the investi-
gated wavelengths; thus, in this section, we report and discuss results at 675 nm,
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which represent the central wavelength with respect to the wavelength range used
for the DRE calculation (Sect. 2.4). In this respect, Fig. 6.7 shows the vertical
profiles of the aerosol optical properties (at 675 nm) over TR, MI and ME; from
this figure, it is possible to observe first the analogy with Fig. 6.4, where vertical
profiles of BC and aerosol concentration are reported. Thus, the observed behavior
of optical properties is here discussed addressing the vertical changes of the aerosol
physicochemical properties reported in Sect. 3.1.
Figure 6.7: Vertical profiles of aerosol optical properties (babs, bsca, bext and SSA)
at 675 nm over (a) TR, (b) MI and (c) ME.
The most evident behavior of aerosol optical properties is related to the ob-
served changes across the MH (Hs = 0), where bsca and babs decreased strongly
going from BMH to AMH. On average bsca and babs decreased (from BMH to
AMH) over TR by -43.1 ± 3.0% (from 157.6 ± 2.3 to 89.7 ± 4.5Mm−1 for bsca)
and by -58.8 ± 4.5% (from 45.3 ± 4.6 to 18.7 ± 0.7Mm−1 for babs). Over MI
their decrease was of -61.2 ± 3.1% (from 253.3 ± 2.0 to 98.2 ± 7.7Mm−1 for bsca)
and of -71.3 ± 3.0%(from 69.0 v 4.0 to 19.8 ± 1.7Mm−1 for babs) while over ME
the decrease was of -23.5 ± 0.8% (from 85.1 ± 0.7 to 65.1 ± 0.4Mm−1 for bsca)
and of -47.6 ± 2.5% (from 23.8 ± 1.0 to 12.4 ± 0.2 Mm−1 for babs). Thus, in the
lower troposphere the MH becomes also crucial not only to understand the aerosol
pollution, but also to shape the vertical behavior of the aerosol optical properties
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(Sect. 3.1.1 and Fig. 6.4). In this respect, the most important result that can
be observed from the previous findings is the higher (percentage) decrease of babs
across the MH than that of bsca. As a consequence, the SSA increased along height
(from BMH to AMH) over the three sites by +5.7 ± 2.0% over TR (from 0.781
± 0.014 to 0.825 ± 0.004), +4.9 ± 2.2% over MI (from 0.787 ± 0.010 to 0.826
± 0.014) and by +7.4 ± 1.0% over ME (from 0.783 ± 0.007 to 0.840 ± 0.002).
The SSA increase with height, across the MH, is of a great importance as, first,
it appears as a general behavior over the three investigated sites and, second, this
behavior affects the aerosol DRE and the heating rate as it will be discussed in
Sect. 3.4. This result is in agreement with the decrease of the aerosol BC content
over the three sites, as highlighted in Sect. 3.1.1, Figs. 6.4 and 6.5, where it
was evidenced that AMH the BC aerosol fraction decreased and a corresponding
increase in scattering species (i.e., ionic compounds) was present.
Figure 6.7 also highlighted that, BMH, the highest values of bsca and babs were
observed in MI, followed by TR and then by ME, thus reflecting the pollution level
over the three sites as described in Sect. 3.1.1. Moreover, the highest values of
babs were found close to the ground (within the first 50-100 m), as happened for
BC (compare Fig. 6.4), resulting in an average increase of +44.9% over TR, of
+19.8% over MI and of +21.9% over ME, compared to the average babs values found
BMH. On the contrary, a similar behavior of bsca was not observed. Consequently,
the SSA reached its minimum value close to ground decreasing (compared to the
average found BMH) of -8.2% over TR, of -3.8% over MI and of -4.7% over ME.
This behavior increased again the heating-rate effect of aerosol in proximity of the
ground (Sect. 3.4). The influence of the aerosol physicochemical properties on
the optical ones was also highlighted by the coefficients of variation of BC, aerosol
concentration, babs, bsca and bext (resumed in Table S1 in the Supplement to Ferrero
et al. (2014)) that showed a good agreement among themselves for both BMH and
AMH data. Finally, as the DRE calculations (Sect. 2.4) require the FT aerosol
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optical properties as input data (the FT validation has been already discussed in
Sect. 3.2.1; Table 6.3), we report here their values. bsca and babs were 1.9 ± 0.9
and 0.2 ± 0.1Mm−1, respectively; the FT SSA was 0.932 ± 0.003, higher than the
values AMH. This observation, expected due to the decreasing BC content with
height, highlighted again that the most absorptive aerosol was located in the lower
atmospheric layers, BMH and close to the ground.
6.4.4 DRE and heating rate profiles
As illustrated in the previous section, the aerosol optical properties drastically
changed along height over the three sites. They were used as input to calculate
the vertical profiles of the instantaneous aerosol DRE over TR, MI and ME at
noon (Sect. 2.4).
The vertical profiles of aerosol DRE are reported in Fig. S1 in the Supplement
to Ferrero et al. (2014). They showed the high level of the dimming effect induced
by the aerosol at the surface: the highest DRE was observed over MI (-69.3 ±
8.8 Wm−2) followed by TR (-54.4 ± 7.7 Wm−2) and by ME (-40.7 ± 3.7 Wm−2).
Results were in keeping with the aerosol and BC concentrations, and with the
optical properties reported in Figs. 6.4 and in 6.7, respectively. At the top of
atmosphere, the DRE was similar among the three sites: -5.6 ± 0.7 Wm−2 (MI),
-6.3 ± 0.3 Wm−2 (TR) and -6.1 ± 0.6 Wm−2 (ME). The aforementioned data were
in keeping with values reported in literature (Perrone and Bergamo, 2011; Saha
et al., 2008; Chakrabarty et al., 2012). These data indicated a net columnar cooling
effect of the aerosol on the Earth-atmospheric system. However, the difference
between the DRE at the top and the bottom of the atmosphere indicated that a
significant amount of energy was absorbed into the atmosphere thus heating it.
In order to quantify this phenomenon, the difference between the DRE at the
top and the bottom of each atmospheric layer (∆DREATM) was first calculated
using Eq. (13) (Sect. 2.4) for each site and broad-range altitude layers: BMH
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(from ground to MH), AMH (from MH to 1 km), FT (> 1 km) (compare Sect.
2.2.2). Results are reported in Fig. 6.8a; they highlighted a generally high level of
atmospheric absorption both BMH (∆DREATM : 11.9 ± 1.6, 28.1 ± 4.4 and 7.8 ±
0.9 Wm−2 over TR, MI and ME) and AMH (∆DREATM : 27.7 ± 6.1, 26.4 ± 4.5
and 18.2 ± 2.8 Wm−2 over TR, MI and ME) compared to the FT (∆DREATM :
8.5 ± 0.3, 9.2 ± 0.7 and 8.6 ± 0.6 Wm−2 over TR, MI and ME). As a result, the
atmospheric absorption took place mainly within the first km of the atmosphere
(BMH+AMH), with a percentage (compared to the whole atmosphere) of 82.4,
85.5 and 75.1% over TR, MI and ME, respectively; the high aerosol pollution level
below and strictly above the MH (Sect. 3.1) was responsible of this macroscopic
behavior.
Figure 6.8: ∆DREATM (a), ADRE (b) and HR (c) calculated for each site and
broad-range altitude layers: BMH (from ground to MH), AMH (from MH to 1
km) and FT (> 1 km).
However, as stated in Sect. 2.4, ∆DREATM quantifies the integrated radiative
power density absorbed by the aerosol within each atmospheric layer. Therefore,
the aforementioned ∆DREATM data did not allow comparing the atmospheric
absorption both among the three sites and, within each site, along the atmospheric
column. The main reasons are the different MH found over TR, MI and ME (142
± 22, 272 ± 50 and 173 ± 42 m, respectively; Sect. 3.1.1) and the broader altitude
range of the FT compared to the BMH and AMH layers.
Thus, in order to describe and compare the vertical behavior of atmospheric
absorption in different situations, the absorptive DRE (ADRE, Sect. 2.4) was
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calculated accordingly to Eq. (14) normalizing ∆DREATM by the thickness of each
layer; since the wintertime aerosol absorption was mainly due to the presence of
BC, the ADRE represented, in first approximation, the atmospheric DRE induced
by BC.
ADRE values for each site and broad-range altitude layers (BMH, AMH and
FT) are reported in Fig. 6.8. By excluding the effect of the layer thickness,
it is now possible to realize that the most intense atmospheric absorption was
observed BMH, particularly over MI (103.3 ± 16.2 mWm−3) followed by TR (84.3
± 11.5 mWm−3) and by ME (45.2 ± 5.1 mWm−3)); the same order was observed
considering AMH data: higher values were found over MI (36.2 ± 6.2 mWm−3))
followed by TR (32.2 ± 7.1 mWm−3)) and ME (22.0 ± 3.4 mWm−3). Finally, the
FT experienced the lower absorption: 0.9 ± 0.1 mWm−3 over the three sites.
Interestingly, these data evidenced an average decrease of ADRE across the
MH of -64.9 ± 0.6% over MI, of -61.8 ± 3.2% over TR and of -51.3 ± 2.0% over
ME, in keeping with the vertical behavior of both BC and babs (Sects. 3.1.1 and
3.3). Also the continuous ADRE vertical profiles (Fig. 6.9) are in agreement with
data shown in Figs. 6.4 and 6.7. Thus, despite the absolute values, a common
feature occurred over MI, TR, and ME as a sharp decrease of the ADRE was
observed at the MH (Hs = 0). Most of the ADRE occurred within the mixing
layer, in agreement with the BC pollution loading in basin valleys, especially over
the most urbanized and industrialized sites of MI and TR.
This behavior has an important feature, as the ADRE induces an instanta-
neous HR that was computed following Eq. (16) (Sect. 2.4). The calculated HR
values are reported in Fig. 6.8c (for BMH, AMH and FT). The highest degree of
instantaneous heating rate was observed BMH: 7.7 ± 1.2 K day−1 over MI, 6.2
± 0.8 K day−1 over TR and 3.4 ± 0.4 K day−1 over ME. Above the MH values
were lower, but the same order was observed: higher values were found over MI
(2.8 ± 0.5 K day−1) followed by TR (2.5 ± 0.5 K day−1) and by ME (1.7 ± 0.3
K day−1). Finally, in the FT the HR was the lowest over the three sites: 0.1 ±
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1×10−2 K day−1. These results are very important, as in literature vertical profiles
of HR are few and usually only the average columnar HR is estimated. For exam-
ple, Chakrabarty et al. (2012) estimated a columnar average HR of ∼2 K day−1
considering a ∆p of 300 hPa; as a comparison, using the same approach over TR,
MI and ME, the average columnar HR was ∼1-2 K day−1 in agreement with that
study. However, the estimation of the average columnar HR could be misleading
as it does not give any information regarding where the HR is located and which
feedbacks can trigger.
Figure 6.9: Continuous vertical profiles of ADRE over TR (a), MI (b) and ME (c).
In the present work, due to the high vertical resolution of balloon soundings,
a step forward can be done as the heating dynamics across the MH was well
characterized. In this respect, continuous HR profiles are reported in Fig. 6.10 and
showed (together with Fig. 6.8c) that most of the HR occurred within the mixing
layer and that a strong vertical gradient was present at the MH, in agreement with
ADRE (Figs. 6.8b and 6.9). This happened over TR, MI and ME, pointing towards
a common behavior over basin valleys, where stagnant atmospheric conditions are
present (Sect. 3.1.1 and Fig. 6.2).
As the vertical behavior of the HR can trigger different feedbacks able to pro-
mote the aerosol semi-direct effect, it is interesting to note (Fig. 6.10) that the
highest HR values were observed BMH and that they could turn into a weakening
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of the ground-based thermal inversion, which are common in basin valleys (Ferrero
et al., 2012).
Consequently, it would be helpful to ”describe” the vertical behavior of the HR
in terms of the potential feedbacks that it could promote using a simple parameter.
Here we propose the use of the heating rate vertical gradient (K day−1 km−1) as a
proxy of the feedback potential (HERFPO: heating rate feedback potential). The
HERFPO represents the atmospheric thermal lapse rate that would take place if
the forcing induced by the instantaneous HR profile would last all day.
Figure 6.10: Continuous vertical profiles of HR over TR (a), MI (b) and ME (c).
Thus, the HERFPO was calculated along the HR profiles (from the bottom
to the top) over each measuring site obtaining the following values: -8.3 ± 1.2 K
day−1 km−1 over MI, -6.1 ± 0.5 K day−1 km−1 over TR and -2.6 ± 0.2 K day−1
km−1 over ME.
The comparison of these data with the atmospheric dry adiabatic lapse rate
(-10 K km−1) suggested that the vertical HR had really the potential to result in a
negative feedback promoting an increase of the atmospheric dispersal conditions,
by weakening the ground-based thermal inversions, especially over MI and TR.
However, it is of great importance to consider that HERFPO refers only the to
the behavior of the atmosphere. Hence, in order to fully understand the feedback
induced by the aerosol and BC on the atmospheric turbulence, the energy fluxes
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between ground and the atmosphere have also to be considered. In this respect, the
high level of dimming induced by aerosol at the surface (as shown at the beginning
of this section) could balance the atmospheric effect of HERFPO.
In conclusion, in the context of future applications of this concept and of the
aforementioned results, the role of each parameter in determining atmospheric
feedbacks, as well as their net effect, has to be considered and investigated.
6.5 Conclusions
Vertical profiles of BC and aerosol number-size distribution were measured over
three Italian basin valleys (Terni Valley, Po Valley and Passiria valleys) allowing
the characterization of the aerosol and BC dispersion under similar orographic
conditions. Changes of BC concentrations and of aerosol BC fraction as a function
of the height were related with variations of aerosol optical properties, radiative
forcing and heating rate.
Measurements were conducted during three week-long wintertime campaigns.
The aerosol vertical profiles have been determined by means of a tethered balloon-
based moving platform (fitted with a micro-Aethalometer, an OPC, a cascade
impactor and a meteorological station) while the aerosol chemical composition
was determined analyzing PM2.5 samples collected at different heights.
Results from the measured vertical profiles allowed to clearly identify the mix-
ing height (MH), which was characterized by a strong vertical concentration gra-
dient of both BC (range: from -48.4 ± 5.3 to -69.1 ± 5.5%) and aerosol (range:
form -23.9 ± 4.3 to -46.5 ± 7.3%). Above the MH, not only the BC concentration,
but also its aerosol fraction decreased (range: from -33.2 ± 4.9 to -47.5 ± 7.9%)
while a shallow BC layer of higher concentrations (range: from +16.1 to +34.2%)
was found close to the ground, in the first 50-100m of the atmosphere, due to the
proximity of BC sources.
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These behaviors caused important changes of the optical properties of the
aerosol (babs, bsca, bext, SSA) at different heights that were quantified applying
Mie theory to aerosol data. Before this step, the aerosol refractive index was
calculated using the effective medium approximation applied to aerosol chemical
composition and the OPC number-size distribution was corrected for the ambient
aerosol refractive index and log-normally interpolated. Results were validated with
AERONET data and evidenced an increase of the single-scattering albedo with
height (range: from +4.9 ± 2.2 to +7.4 ± 1.0%).
The effect of optical properties changes with height was assessed using a ra-
diative transfer model (libRadtran) from which vertical profiles of direct aerosol
radiative forcing, atmospheric absorption and heating rate were calculated. atmo-
sphere along continuous vertical profiles, a new parameter, the absorptive direct
radiative effect (ADRE) was developed normalizing the radiative power density ab-
sorbed into each atmospheric layer by the layer height. The highest atmospheric
absorption (ADRE) was observed below the mixing height (range: from +45.2 ±
5.1 to +103.3 ± 16.2 mW m−3) influencing the heating-rate profile. Hence, the
heating rate vertical gradient (K day−1 km−1) was investigated allowing to esti-
mate the heating rate feedback potential (HERFPO). The HERFPO ranged from
-2.6 ± 0.2 to -8.3 ± 1.2 K day−1 km−1. Thus, the behavior of BC loaded below
the MH promoted a negative feedback favorable to the increase of the atmospheric
dispersal conditions.
The obtained results were similar over the three sites and pointed towards a
common aerosol dynamics over basin valleys characterized by comparable atmo-
spheric stagnant conditions. These data represent the first high-resolution vertical
profile of aerosol radiative forcing and heating rate obtained over Italy and Europe
and allowed to describe with a great vertical detail the radiative forcing induced
by BC (and aerosol) in the lower troposphere, across the mixing layer and within
it, where the anthroposphere is located.

Chapter 7
Remote sensing of solar radiation
7.1 Basics of satellite remote sensing
The use of sensors on satellite platforms offers one way for monitoring many geo-
physical parameters at the Earth’s surface and in the atmosphere. Satellite remote
sensing has advantages and disadvantages compared to ground-based observations
(Table 7.1).
Advantages Disadvantages
Global coverage, including remote ar-
eas and oceans
Indirect measurement of atmospheric
and surface parameters
High time resolution Low spatial resolution
Synchronous measurement of many pa-
rameters
Computational effort for processing
large amount of data
Table 7.1: Advantages and disadvantages of satellite remote sensing compared to
ground based measurements.
Before describing remote sensing of solar radiation, it is impotant to have a
clear idea of the geometry of satellite aquisitions, and thus to understand the
physical laws governing satellite motion. These are referred to as Kepler’s laws,
which apply to any orbit around the Sun.
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The only force acting on a satellite is gravity, which is central and conservative,
thus the total mechanical energy E is conserved. Gravity acts along the line
between the satellite and the Earth, so the total angular momentum L of the
system about the origin is conserved. The trajectory is determined by the values
of E and L.
The kinetic energy of the satellite can be expressed as the sum of two compo-
nents:
K =
1
2
mv2r +
1
2
mv2t (7.1)
where m is the mass of the satellite, and vr and vt are respectively the radial
and tangential component of the velocity of the satellite v, with vr parallel and vt
perpendicular to the position vector of the satellite:
v = vt + vr. (7.2)
The magnitude of the angular momentum of the satellite is:
L = mrvt (7.3)
where r is the distance between the satellite and the Earth, thus:
K =
1
2
mv2r +
L2
2mr2
(7.4)
Adding the potential energy, we get the total energy:
E =
1
2
mv2r +
L2
2mr2
−GMm
r
(7.5)
Equation 7.5 is formally one-dimensional, because the only variables are the speed
along the radial line between the Earth and the satellite and their distance along
that line. Thus we can simply obtain the turning points in the radial motion,
which will give us the distances of closest approach and furthest recession of the
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satellite. At this points the velocity component vr is zero. We can define an
effective potential energy, Ueff , as:
Ueff =
L2
2mr2
−GMm
r
(7.6)
thus:
E =
1
2
mv2r + Ueff (7.7)
Turning points in the radial motion are those at which E is equal to Ueff . From
Equation 7.6 we see that for increasing r, Ueff approaches zero. This means that
if E is positive or zero there is no turning points for large r values, and the motion
in unbound. But if E is negative, there are two turning points and the orbit is
bound and is an ellipse, with M at one focus (Kepler 1st law). The names of the
turning points are perigee and apogee, since they are the points of minimum and
maximum distance between the Earth and the satellite. Their distances from the
Earth, ra and rp, can be found by setting Ueff = E.
L2
2mr2
−GMm
r
= E (7.8)
thus:
r2 +
GMm
E
r − L
2
2mE
= 0 (7.9)
The roots of this equation are ra and rp, so according to Vieta’s formula it must
be:
ra + rb = −GMm
E
(7.10)
rarb = − L
2
2mE
(7.11)
The relations between ra and rp and the axes of the ellipse, a and b, are the
following:
ra + rb = 2a (7.12)
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rarb = b
2 (7.13)
so we can obtain the following expressions for E and L:
E = −GMm
2a
(7.14)
L2 = −2mEb2 (7.15)
Equation 7.14 means that the total energy E depends only on the orbit length,
a, and Equation 7.15 shows that L is proportional to b, so it is lower for orbits
having high eccentricity.
Let’s consider the position of the satellite at two times, t and t + dt. The
satellites moves of a distance ds along the orbit, and the radius connecting it to
the Earth turns of an angle dθ. The area:
dA =
1
1
rds =
1
2
r2dθ (7.16)
is swept by the radius at a rate:
dA
dt
=
1
2
r2d
θ
dt
=
1
2
r2ω (7.17)
where ω is the angular velocity. Since rω = v and mr2ω = L, we find:
dA
dt
= L
L
2m
(7.18)
Since L is constant, Equation 7.18 shows that the rate at which the area is swept
out by the line joining the satellite and the Earth is constant (Kepler 2nd law).
Integrating dA over the period T (the time for a complete revolution), we obtain
the area of the ellipse:
A =
LT
2m
(7.19)
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Since the area of an ellipse is piab, we find Kepler 3rd law:
a3
T 2
=
GM
4pi2
(7.20)
showing that the square of the period of any satellite is proportional to the cube
of the semi-major axis of its orbit.
According to Kepler laws, two main types of satellite orbit can be identified,
i.e. geostationary orbit ans polar orbit.
A geostationary orbit is a circular orbit above the equator in which the satellite
rotates in the same direction and with the same rotational period as the Earth.
Consequently an observer on the Earth’s surface sees the satellite as fixed in the
sky, and the satellite always views the same area on the Earth’s surface. From
Kepler 3rd law applied to a circular orbit (a=r) we can derive the height of a
geostationary orbit:
r =
3
√
T 2GM
4pi2
(7.21)
Substituting:
G = 6.61× 10−11 m3kg−1s−2
T = 86160 s
M = 5.97× 1024 kg
we get an orbit radius r ≈ 42155 km. In terms of height above surface, h, if we
subtract from r the Earth’s radius R ≈ 6378 km, we get:
h = r −R ≈ 35785 km (7.22)
A polar orbit is one in which the satellite passes above or nearly above both
poles of the Earth on each revolution. It therefore has an inclination of around
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90 degrees to the equator. Polar orbiting satellites orbit at an height above the
Earth’s surface between 100 km and 200 km, taking around 90 min to cover each
orbit. A satellite in a polar orbit will pass over the equator at a different longitude
on each of its orbits.
7.2 Meteosat geostationary satellites
Meteosat is the European meteorological program in geostationary orbit that was
initiated in 1972 by ESRO (European Space Research Organization). ESRO was
founded in 1962 and was the predecessor organization to ESA (European Space
Agency) which was founded in 1975.
Meteosat-1 was the first European meteorological geostationary satellite, launched
on November 23, 1977 (MFG, www). The mission failed in 1979, but in 1981 and
1988 Meteosat-2 and Meteosat-3 were launched. The main objective of the Me-
teosat system was the provision of cost-effective satellite data and products on a
continuous basis. The data were mainly focused on the needs of operational meteo-
rology and supported especially operational weather forecasting. The geographical
coverage region of the Meteosat satellites was most of Europe, the whole of Africa,
the Atlantic Ocean and the eastern part of South America, and the Middle East
In 1986 the EUMETSAT (European Organisation for the Exploitation of Mete-
orological Satellites) convention was signed by 16 countries. EUMETSAT operates
and owns Meteosat satellites starting from Meteosat-4.
The primary observation payload of the 1st generation of Meteosat satellites
was MVIRI (Meteosat Visible and Infrared Imager), consisting of a high-resolution
3-band radiometer, providing images every half hour in the visible range (VIS),
thermal infrared region (TIR), and in the water vapor absorption bands (WV).
The ground pixel size (at nadir) was of 2.5 km x 2.5 km for the VIS band and of
5 km x 5 km for the other two.
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The first generation Meteosat series (MFG, Meteosat-1 to -7) was gradually re-
placed by a second generation series (MSG). The first satellite MSG-1 was launched
on August 28, 2002, and was followed by three more satellites, ensuring operational
continuity for at least 16 years (Met, www). MSG-1 became Meteosat-8 in 2004
when the mission was declared operational, i.e. when routine operations started
after the commissioning phase.
Figure 7.1: First natural-color RGB image of the Earth acquired by the MSG-2
satellite on 25 January 2006. Low clouds are white, vegetation is green, deserts
are reddish brown, and snow cover and high ice clouds are cyan.
MSG is designed to support nowcasting, short range forecasting, numerical
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weather forecasting and climate applications over Europe and Africa. It offers
multispectral imaging of clouds, the Earth surface and radiance emitted by the
atmosphere, with improved radiometric, spectral, spatial and temporal resolution
as compared to the first generation Meteosat.
Te main payload of MSG is SEVIRI (Spinning Enhanced Visible and Infrared
Imager), with 4 VIS/NIR channels (0.4-1.6 µm) and 8 IR channels (3.9-13.4 µm),
and a resolution at nadir of 1 km for the high-resolution visible channel and 3 km
for the IR and the 3 other VIS channels. It produces one image every 15 min.
Figure 7.2 shows the first color image of the Earth acquired by SEVIRI on board
the MSG-2 satellite on 25 January 2006.
Since 2000 EUMETSAT has been working at the definition of a Meteosat Third
Generation (MTG) programme (MTG, www). The MTG series will include six
satellites, with the first one likely to be ready for launch from 2018. The in orbit
configuration will consist of two parallel positioned satellites, the MTG-I imager
and the MTG-S sounder. The sounder will be one of the innovations in the new
programme, allowing Meteosat satellites to not just image weather systems but to
analyse the atmosphere layer-by-layer and perform detailed chemical composition
studies.
MTG-I satellites will fly the Flexible Combined Imager (FCI) and an imaging
lightning detection instrument the Lightning Imager (LI). The MTG-S will include
an interferometer, the InfraRed Sounder (IRS), with hyper-spectral resolution in
the thermal spectral domain, and the Sentinel-4 instrument, the high resolution
Ultraviolet Visible Near-infrared (UVN) spectrometer.
Methods for deriving solar irradiance at the Earth’s surface were developed for
MFG and were modified for application to MSG satellite data. In the next sections
these algorithms are described, with a special focus on the algorithm HelioMont
which was developed for having best performances over mountainous regions and
bright surfaces.
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7.3 The method HELIOSAT
The algorithm HELIOSAT exploits the high temporal resolution of imagery pro-
duced by instruments on board geostationary Meteosat satellites. It was originally
proposed by Cano (Cano et al., 1986) for uncalibrated radiances measured by sen-
sors on board Meteosat first generation satellites, and modified by Beyer (Beyer
et al., 1996) and Hammer (Hammer et al., 2003).
The basic idea of the first formulation of HELIOSAT is that the amount of
cloud cover of an area statistically determines global irradiance on that area. The
first step was calculating a reference albedo (ρmin) map for clear-sky conditions,
i.e. a map of minimum reflectance, considering that the albedo of the Earth’s
surface is usually lower than the albedo of clouds. This map was updated daily
for each pixel. Then a cloud index, n, was calculated by comparing the radiance
measured by the satellite sensor, ρ, with the reference albedo:
n =
ρ− ρmin
ρmax− ρmin (7.23)
where ρmax is the maximum albedo observed in overcast conditions.
The cloud cover index varies from 0 to 1 and represents the percentage of cloud
cover of a pixel. A linear relation was assumed between n and an atmospheric
transmission factor, K, defined as the ratio between global horizontal irradiance
at the Earth’s surface and horizontal irradiance at the top of the atmosphere.
The coefficients of this relation were derived from ground measurements of global
irradiance.
Global irradiance under clear-sky conditions (SIScs, Surface Incoming Short-
wave radiation under clear-sky conditions) was expressed with the simple model
proposed by Bourges (1979):
SIScs = G0cos(θ)
1+a (7.24)
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where θ is the sun zenith angle, the subscript cs indicates clear-sky conditions,
and a is a parameter characterizing total atmospheric transmittance varying with
the coordinates of the location. Finally the all-sky irradiance was calculated as
the product of K and SIScs:
SIS = K(n)SIScs (7.25)
The main limitation of this approach was the dependency of global irradiance on
ground measurements for determining the relation between K and n.
In later versions of the algorithm K was substituted by a clearness index, kclear,
defined as the ratio between all-sky irradiance and clear-sky irradiance to account
for atmospheric transmittance variability with sun zenith angle. Furthermore a
new relation between n and kclear was assumed, no more dependent on ground
measurements. Finally the clear-sky model was changed, and direct and diffuse
irradiance were calculated with empirical models using the Linke turbidity factor
to describe atmospheric extinction.
Direct irradiance was derived with the model of Page (1996):
DIRcs = e× S × exp(−0.8662TLmδR(m)) (7.26)
where all variables have been already defined in Chapter 2.
Diffuse irradiance was derived with the formula of (Dumortier, 1995):
DIFcs = G0(0.0065 + (−0.045 + 0.0646TL)cos(θ) + (0.014− 0.0327TL)cos2(θ))
(7.27)
A climatological model was applied to consider the inter-annual variability of
atmospheric turbidity.
At the end clear-sky global irradiance was calculated as:
SIScs = DIRcscos(θ) +DIFcs (7.28)
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The fraction of diffuse irradiance was calculated with the statistical model of
Skartveit et al. (1998), which exploits the hourly variability of global irradiance.
In 2009 HELIOSAT was modified by Du¨rr and Zelenka (2009) for application
in such a complex terrain like the alpine region by adding to the algorithm image
georeferencing, snow-cover detection, identification of clouds above snow and cor-
rection of terrain effects. First MSG pixels were classified in cloud-free, cloudy, and
snow-covered by combining spectral information of different MSG channels and the
spatial and temporal variability of the observed reflectance. Then the cloud in-
dex was calculated with a formulation dependent on the pixel classification, which
considered that the albedo of snow could be higher that the maximum reference
albedo of clouds. Terrain effects correction was based on the Shuttle Radar To-
pographic Mission (SRTM) 90 m digital elevation model (DEM), which was used
for deriving a binary shadow map anf the sky-view factor. Clear-sky irradiance
was calculated with the empirical formulation of Kasten (Kasten, 1996), based on
the Linke turbidity and modified to consider the effect of altitude. Finally all-sky
global irradiance was calculated as:
SIScs = DIRcscos(θ) +DIFcs (7.29)
The next section describes the last HELIOSAT formulation, HelioMont, in
which the empirical clear-sky model is substituted by radiative transfer model
calculations.
7.4 The algorithm HelioMont
HelioMont is a processing framework developed by Meteo Swiss for retrieving solar
radiation at the Earth’s surface from Meteosat Second Generation (MSG) satellite
data. The details of the algorithm are described in Sto¨ckli (2013a). On one hand
it inherits from HELIOSAT the derivation of the all-sky surface radiation from the
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clear-sky surface radiation and the cloud index. On th other hand it differs from
HELIOSAT in the clear-sky model, in fact it uses the approach of Mu¨ller et al.
(2004), which is based on radiative transfer model simulations.
HelioMont empoys the MSG SEVIRI High Resolution Visible (HRV; 0.45-1.1
µm) channel in combination with five other near-infrared and infrared channels
(0.6, 0.8, 1.6, 10.8, 12.0 µm). Data from MSG SEVIRI are availabre from 2004
to the present time. While the original HELIOSAT method relied on raw digital
data, HelioMont uses calibrated radiances which are generated and distributed by
space agencies.
The main time-dependent input for HelioMont consists of MSG Level 1.5 dig-
ital numbers (DN), which are sensor counts, every 15 min or 30 min. First the
satellite data is adapted to the geographical domain. Second, top-of-atmosphere
(TOA) radiances are calculated as a linear function of DN, with slope and as-
pect parameters wich change in time and are different for each channel. Third,
brightness temperatures Tx (for thermal channels) and reflectances ρx (for solar
channels) are calculated (x is the channel number). Fourth, low-resolution visi-
ble (VIS), near-infrared (NIR), water vapor (WV) and infrared (IR) channels are
re-gridded by bilinear interpolation to the spatial resolution of the high resolution
visible (HRV) channel.
Figure 7.2: The classification tree (left) versus the aggregated rating (right) cloud
masking method, from Sto¨ckli (2013b).
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7.4.1 Cloud Mask
The cloud mask is derived by the SPARC algorithm (Separation of Pixels us-
ing an Aggregated Rating over Canada, by Khlopenkov and Trishchenko (2007)).
It was originally developed for the polar orbiting Advanced Very High Resolu-
tion (AVHRR) sensor from the National Oceanic and Atmospheric Administration
(NOAA), and it is also suitable for SEVIRI sensor data (Fontana et al., 2010).
Most cloud masks use a decision tree classification, in which each step depends
on the previous one. SPARC, instead, uses an additive rating scheme, which is
more spectrally flexible and works even if the spectral coverage is not complete.
See Figure 7.2 for a schematic comparison between the two approaches.
The SPARC algorithm produces an aggregated rating F from the sum of indi-
vidual scores A, B, C, D etc.,
F = A+B + C + (D) + ... (7.30)
where each score generates a continuous measure of cloudiness. It is negative for a
clear-sky and positive for a cloudy scene. It can happen that one score is positive
and another one is negative, resulting in a cloud mask with high uncertainty. This
possibility is missing in the decision tree approach.
The SPARC algorithm is very empirical, in fact each score needs to be weighted
with two sensor-dependent coefficients, a scale and an offset (see Sto¨ckli (2013b)).
In the following the scores of SPARC applied to MSG are described.
Temperature score, Tscore
Tscore compares the brightness temperature of the thermal channel at 10.8 µm with
the clear-sky temperature.
Tscore = (T10.8 − Tcf − Toffset)Tscale (7.31)
where Tcf is an estimate of the cloud-free brightness temperature, which for MSG
is based on the fitting of a diurnal temperature model.
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Brightness score, Bscore
Bscore operates during daytime and it tests the brightness temperature in the
visible channel, ρ, against the backgroun reflectance, ρcf .
Bscore = (ρ−Boffset)Bscale (7.32)
Reflectance score, Rscore
Rscore compares the spectral reflectance of different surface types with the one of
clouds in the 0.6 µm and 1.6 µm channels.
Rscore =
[
ρ20.6ρ
2
1.6
1.5ρ2.81.6(3.0ρ1.6 + 0.5ρ0.6 + 3.5) + 1.5ρ
2
0.6
−R1.6offset
]
R1.6scale (7.33)
Simple ratio score, Nscore
Nscore is a score assuming limited values which can help the decision when the
separation of cloud-free and cloudy pixels is not clear. It tries to identify clouds
from NDVI, since it should be around 1, but the same is true for non vegetated
soils.
Nscore =
(∣∣∣∣ρ0.8ρ0.6 − 1
∣∣∣∣−Noffset)Nscale (7.34)
Spatial texture uniformity score, URscore
URscore detects cloud boundaries from the spatial variancae of the visible re-
flectance for each pixels. It assumes limited values, because high variance may
also correspond to complex terrain or costal lines.
URscore = fw(σxy(ρvis)− URoffset)URscale (7.35)
where fw is an attenuation function based on the background clear-sky map of
the spatial variance derived from the water mask.
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Spatial temperature uniformity score, UTscore
UTscore is similar to URscore but applied to the radiative temperature.
UTscore = (σxy(T10.8)− UToffset)UTscale (7.36)
Cirrus score, Cscore
Cscore detects thin and hight clouds which cannot be detected from Tscore and
Bscore.
Cscore = (T10.8 − T12.0 − Coffset)Cscale (7.37)
Temporal temperature uniformity score, TTscore
TTscore can be applied only to the high temporal resolution geostationary satellite
data. It is very effective in detecting clouds from the high temporal variability of
the brightness temperature.
TTscore = (σ
2h
t (T10.8)− TToffset)TTscale (7.38)
where σ2ht is the temporal variance of a pixel over the last 2 hours.
Diurnal temperature uniformity score, DTscore
DTscore is also only applicable to geostationary satellite data. It discriminates low-
level stratiform clouds from the low diurnal variability of their brightness temper-
ature in the channel at 10.8 µm. In fact the main temperature score does not help
in identifying these clouds, because they often occurr when there is a strong inver-
sion of the planetary boundary layer, thus they can have a cloud top temperature
very similar to surface temperature.
DTscore = ((5− σ24ht (T10.8)−DToffset)DTscale (7.39)
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NDSI score, Sscore
Sscore is based on the Normalized Difference Snow Index, NDSI, which is a well-
known empirical snow detection method.
Sscore =
(
ρ0.6 − ρ1.6
ρ0.6 + ρ1.6
− Soffset
)
Sscale (7.40)
Freeze score, Fscore
Fscore is another test which helps snow detection.
Fscore = (− |T10.8 − Tf + 2| − Foffset)Fscale (7.41)
where Tf is the seasonally oscillating maximum radiative surface temperature
for snow cover.
Snow detection, snowscore
snowscore derives from the aggregation of four scores:
snowscore = (3− Tscore) + (3−Rscore) + Sscore + Fscore (7.42)
The snow mask, snowmask, and a snow cover probability, fsnow, are calculated if
at least two snow score are available and for sun zenith angle below 80◦.
snowmask =

0 if snowscore ≤ 0;
1 if snowscore > 0.
(7.43)
fsnow = 1− snowscore − f
min
snow
fmaxsnow − fminsnow
(7.44)
with fsnow ranging between 0 (fully snow covered) and 1 (no snow), f
min
snow = -15
and fmaxsnow = 10.
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Cloud detection
The sparcscore is calculated as follows:
sparcscore = (1− fglint)fsnowfnightBscore + (1 + fglint)(2− fsnow)(2− fnight)Tscore
+ (1− 0.6fglint)(2− fsnow)fnightRscore + (1− fglint)fsnowfnightNscore
+ (1− fglint)fsnowfnightURscore + (1− fnight)UTscore + Cscore
+ (1− fnight)TTscore + (1− fnight)DTscore (7.45)
where fglint is an attenuation function which considers that in areas of sun glint
the brightnes score is ineffective, and fnight is a night mask.
The sparcscore is only calculated if the Tscore is available, thus it is suitable also
for sensors having just one thermal channel. From the sparcscore a could mask and
a classification uncertainty can be derived:
cloudmask =

0 if sparcscore < −4;
1 if − 4 ≤ sparcscore < 4;
2 if sparcscore > 4.
(7.46)
σcloud−mask = exp
(
−(sparcscore − 0.0)
2
2× 102
)
(7.47)
7.4.2 Clear-sky radiation
Clear-sky radiation is global radiation at the Earth’s surface under cloud-free con-
ditions. It can be estimated by empirical formulas which consider air mass as
an indicator of atmospheric turbidity, or can be calculated by a radiative trans-
fer model (RTM) using specific information on the composition of the atmosphere.
HelioMont includes both the methods, in fact the empirical clear-sky model of Kas-
ten et al. (1984) and the algorithm gnu-MAGIC of Mu¨ller et al. (2009) are both
implemented. The work done in this thesis is based on solar radiation derived with
the clear-sky model gnu-MAGIC, which we describe in the following.
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Clear-sky model gnu-MAGIC
The clear-sky model gnu-MAGIC (GNU-licensed Mesoscale Atmospheric Irra-
diance Code) uses the radiative transfer model (RTM) libRadtran (Mayer and
Kylling, 2005) with solver DISORT (Stamnes et al., 2000), 16 streams and the
correlated-k band parameterization for the solar spectrum (Kato et al., 1999).
RTM simulations are performed off-line for discrete values of aerosol optical depth
(AOD) and single scattering albedo (ssa), total column water vapor (H2O), total
column ozone (O3), surface albedo (α) and solar zenith angle (θz). A look up
table (LUT) is derived, which is used afterwards to reproduce RTM simulations
for actual values of atmosphere and surface parameters.
The approach of Mu¨ller et al. (2009) is called eigenvector approach. It assumes
that aerosol, water vapor, ozone and surface albedo act independently from each
other on shortwave radiation, thus their effects can be summed. LUT are computed
for different values of AOD and ssa, while H2O, O3, α and θz are kept constant
in these calculations. The effect of H2O, O3 and α is included afterwards, by
additive correction terms, while the effect of θz is considered by applying the so
called Modified Lambert-Bear function (MLB). The MLB adapts Equation 5.5,
which is monochromatic and valid for direct radiation, to broadband calculations
and to global radiation. The monochromatic equation of Lambert-Beer would be:
DIRcs,λ = I0,λexp
−τ0,λ
cos(θz)
(7.48)
The MLB, instead, is expressed as follows:
SIScs = I
∗
0exp
−τ0
cosa(θz)
cos(θz) (7.49)
where the empirical exponent a is calculated from RTM simulations for θz equal
to 0◦ and 60◦, and I∗0 is the extraterrestrial irradiance at the top of the atmosphere
modified to adapt to high AOD values:
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I∗0 = I0
(
1 + I0
DIF
DIR× SIS
)
I0 (7.50)
The MLB-eigenvector approach allows to reduce significantly the calculation
time compared to running RTM simulations for all the involved parameters. Nev-
ertheless it reproduces very well RTM simulations (Mu¨ller et al., 2004).
The effect of surface albedo on diffuse radiation is included by an empirical fit:
SIScs = SIScs(0.98 + 0.1α) (7.51)
The calculations are performed for a Sun-Earth distance of 1 AU, and the final
value of SIScf for the Earth’s orbit eccentricity.
7.4.3 All-sky radiation
All-sky radiation is calculated by a modified HELIOSAT model. First the reference
albedo (maximum reflectance) is derived. Then the visible cloud index, as defined
in the HELIOSAT method, and the infrared cloud index are calculated. The
VIS and IR cloud indexes are combined in a new cloud index, which is used for
calculating the clear-sky index. Surface incoming radiation is calculated from the
clear-sky index and the clear-sky radiation. Corrections for terrain shading, sky-
view and reflections from the surroundings are finally applied.
Reference albedo map
The maximum reflectance, ρmax, corresponding to a fully cloud covered pixel,
is calculated from one of the Meteosat SEVIRI visible bands (HRV, 0.6 or 0.8
µm). RTM simulations are performed for the HRV channel of SEVIRI. Top of
atmosphere reflectances are calculated considering a set of sun zenith, view zenith,
relative sun-view azimuth angles and surface albedo, with a cloud optical thickness
of 128. The spectral filter function of the channel is used with the spectral solar
144
flux.Two look up tables are produced, one for water an one for ice clouds, which
give ρmax as a function of view and solar geometry. Water and ice clouds are
distinguished according to the fraction of water clouds of each pixel, φwc, calculated
as:
φwc = min
(
max
(
T10.8 − Tmin
Tmax − Tmin , 0
))
(7.52)
The LUT values for water and ice clouds are combined linearly by φwc.
This method, which accounts for directional properties of clouds, is very useful
in regions characterized by high background reflectance values, where the difference
between the clear-sky reflectance, ρcf , and the cloudy reflectance, ρmax, is reduced,
and the cloud index strongly depends on ρmax.
Visible cloud index
The VIS cloud index, Nvis, is calculated by the original HELIOSAT formulation
as:
Nvis =
ρ− ρcf
ρmax − ρcf (7.53)
where ρ is the instantaneous pixel reflectance of the visible channel, and ρcf is
calculated by fitting a parameterized curve through all valid clear sky retrievals
covering a full day.
The Nvis has two main problems. The first regards shadowed pixels, which
receive a negative cloud index and are identified as very clear-sky pixels. The
second regards snow-covered pixels, which due to the directional effect of snow
reflectance have a very high and unrealistically varying Nvis, due to the small or
negative difference between ρcf and ρmax.
Infrared cloud index
The IR cloud index, Nir, is calculated as follows:
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Nir = min(max(a(Tscore − b) + c(Rscore − d), 0))e +Nmin, Nmax) (7.54)
where the Tscore detects very high and thick clouds and is defined as:
Tscore = Tcf − T10.8 (7.55)
while the modified Rscore detects low clouds over bright surfaces and is defined
as:
Rscore = 500
ρ20.6ρ
2
1.6
1.5ρ2.81.6(3.0ρ1.6 + 0.5ρ0.6 + 3.5) + 1.5ρ
2
0.6
(7.56)
The coefficients a, b,c, d and e are estimated once per day by fitting all daily
Nir to Nvis for pixels with ρcf ≤ 0.5. Fitting is performed for regions covering 50
× 50 pixels and 500 m surface elevation difference. Nmin and Nmax are fixed to 0
and 1.05. More details on the calculation of Nir can be found in Sto¨ckli (2013a).
Cloud index
The cloud index is calculated by combining the visible cloud index for dark surfaces
and the infrared cloud index for bright surfaces:
N = fN ′′ir + (1− f)Nvis (7.57)
where
f = min
(
max
(
ρcf − 0.3
0.5− 0.3 , 0
)
, 1
)
(7.58)
N ′′ir = N
′
ir − αN ′ir + αN ′ir2 (7.59)
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N ′ir = (Nir − b)/a (7.60)
Nir is modified through surface albedo, α. This reduces the radiative effect
of clouds over bright surfaces and partially accounts for multiple surface-cloud
reflections. The parameters a = 1.45 and b = 0.075 were estimated with alpine
Surface Radiation Budget (ASRB) station data. As an approximation of α the
10% percentile of the diurnal course of ρcf is used.
Clear-sky index
The clear-sky index K is calculated from the cloud index N by the empyrical
relations presented in Hammer et al. (2003):
K =

1.2 if N ≤ −0.2;
1−N if − 0.2 < N ≤ 0.8;
2.0667− 3.6667N + 1.6667N2 if 0.8 < N ≤ 1.1;
0.05 if 1.1 < N.
(7.61)
Completely clear-sky produces K = 1.2 and total cloud-cover produces K =
0.05. K exceeds 100% for negative N , i.e. from very dark surfaces. This could
be the effect of cloud shadows whose treatment also requires the consideration of
cloud parallax.
Terrain shadows
Terrain shadow is calculated by comparing the solar elevation angle, Hs, to the
horizon angle, Ht, in the mean direction of the horizon azimuthal sector, a, closest
to the azimuth direction, φ:
St =

1 if Hs ≤ H;
0 if Hs > H.
(7.62)
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where
a = min(ceil(φn/360− 0.5), n− 1) (7.63)
where n is the number of azimuthal sectors, which in HelioMont was set to 100.
On tilted planes:
Sp =

1 if θs−p > 90;
0 if θs−p ≤ 90.
(7.64)
where θs−p is the angle between the sun direction and normal to the plane.
Clouds shadows
HelioMont includes a geometric and a radiometric cloud shadow detection. Ac-
cording to the radiometric detection Sc becomes larger for surfaces which have a
reflectance which is lower than the non-shadowed clear-sky reflectance. Sc is 1
when ρ is less than 50% of ρcf , and is 0 when ρ is higher than 90% of ρcf .
Sc = 1−min
(
max
(
ρ− 0.5ρcf
0.9ρcf − 0.5ρcf , 0
)
, 1
)
(7.65)
Thus Sc is 1 when ρ is less than 50% of ρcf , and is 0 when ρ is higher than
90% of ρcf .
The geometric correction is a shift in the cloud shadow position with respect
to the cloud position that depends on the cloud height.
Surface radiation
Surface radiation is calculated with the gnu-MAGIC approach. The gnu-MAGIC
clear-sky model gives as output both the global and direct beam irradiance. Non-
shadowed global, direct beam and diffuse radiation can be calculated as follows:
SIS = K SIScf (7.66)
DIR = fdirDIRcf (7.67)
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DIF = SIS −DIR (7.68)
where:
fdir =

(K − 0.38(1−K))0.25 if K ≥ 0.5;
0 if K < 0.5.
(7.69)
Direct beam irradiance is set to 0 for K below 0.5, since it can be ignored for
high cloud optical thickness. Finally, terrain, tilted plane and cloud shadows are
added:
DIR = DIR(1− St)(1− Sp)(1− Sc)cos(θs−p)/cos(θ) (7.70)
DIF = fskyDIF + α(1− fsky)SIS (7.71)
SIS = DIR +DIF (7.72)
Chapter 8
Validation and improvement of
the algorithm HelioMont
8.1 Abstract
This chapter evaluates the suitability of the method HelioMont, developed by Me-
teoSwiss for estimating solar radiation from geostationary satellite data over the
alpine region1. The algorithm accounts for the influence of topography, clouds,
snow cover and the atmosphere on incoming solar radiation. The main error
sources are investigated for both direct and diffuse solar radiation components by
comparison with ground based measurement taken at three sites, namely Bolzano
(IT), Davos (CH) and Payerne (CH), encompassing different topographic condi-
tions. The comparison shows that the method provides high accuracy of the yearly
cycle: the mean absolute bias (MAB) is below 5 Wm−2 at the lowland station Pay-
erne and below 12 Wm−2 at the other two mountainous stations for the monthly
averages of global and diffuse radiation. For diffuse radiation the MAB is in the
range 11-15 Wm−2 for daily means and 34-40 Wm−2 for hourly means. It is found
that the largest errors in diffuse and direct radiation components at shorter time
scales occur during summer and for cloud-free days. In both Bolzano and Davos
1This chapter is based on Castelli et al. (2014)
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the errors for daily-mean diffuse radiation can exceed 50 Wm−2 under such con-
ditions. As HelioMont uses monthly climatological values of atmospheric aerosol
characteristics, the effects of this approximation are investigated by simulating
clear-sky solar radiation with the Radiative Transfer Model (RTM) libRadtran us-
ing measured data on aerosols. Both ground based and satellite data on aerosols
optical properties and water vapor column amount are evaluated. Using daily at-
mospheric input the estimation of the hourly averages improves significantly and
the mean error is reduced to 10-20 Wm−2. These results suggest the need for a
more detailed characterization of the local-scale clear-sky atmospheric conditions
for modeling solar radiation at daily and hourly time scales.
8.2 Introduction
Heliosat versions including the look up table (LUT) approach were variously val-
idated and results are reported in many papers. For example in Ineichen et al.,
2009 the hourly averages of global irradiance were validated against 8 European
stations during 4 months. An overall Root Mean Square Error (RMSE) between
80 and 100 Wm−2 and Mean Bias Deviation (MBD) between -15 and 20 Wm−2
were found. Clear-sky and overcast conditions were also considered separately,
finding an underestimation in the first case and an overestimation in the second
one. The underestimation in clear-sky cases was also correlated to an overestima-
tion of the Aerosol Optical Thickness (AOT) used for the interpolation from the
LUTs. Furthermore, Journe´e and Bertrand, 2010 validated global irradiance at
13 sites in Belgium. The 10 minutes averages of ground measurements were com-
pared to the satellite estimations derived from the corresponding instantaneous
observations, with a resolution of 1 hour. Mean Absolute Bias (MAB) larger than
60 Wm−2 and MBD between -18 and 8 Wm−2 were observed. An underestimation
in clear-sky conditions has been noticed also in the last mentioned paper. Some
validation results can also be found in Betcke et al., 2006. However, to the best of
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our knowledge, no detailed analysis of the diffuse and direct irradiance components
calculated with the LUT approach has been done so far. Moreover no validation
studies have been performed with satellite-derived solar irradiance over complex
terrain, with the exception of Du¨rr et al., 2010.
This paper aims at assessing the reliability of the HelioMont method for re-
trieving irradiance from Meteosat Second Generation (MSG) satellite data at three
specific measurement locations in the Alps encompassing different topographic
conditions. In particular the realism of the algorithm in estimating the direct and
diffuse components of solar radiation is investigated with respect to atmospheric
input data, such as aerosol properties.
The structure of this paper is the following: section 2 describes the algorithm
HelioMont and gives the technical details of the ground measurements used for the
validation; section 3 presents the results of the validation at different time scales
and under different sky conditions; section 4 shows the results of RTM simulations
of solar radiation to emphasize the role of aerosols; in last section the conclusions
derived from the outcome of the present analysis are summarized and discussed,
and possible applications of the present study are proposed.
8.3 Data and method
The present study validates shortwave solar radiation at the Earth surface, derived
by MeteoSwiss from MSG data, against surface based point measurements. We
investigated separately global irradiance (SIS, Surface Incoming Shortwave Radi-
ation) and its diffuse (SISDIF, Surface Incoming Shortwave Radiation - Diffuse
component) and direct normal (SISDNI, Surface Incoming Shortwave Radiation -
Direct Normal Irradiance) components, since they can be used in different appli-
cations and their relative amount influences the efficiency of their exploitation.
The statistical parameters adopted here to compare the irradiance components
are the Mean Bias Deviation (MBD), the Mean Absolute Bias (MAB), the Root
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Mean Square Error (RMSE), and the R squared correlation coefficient of the linear
regression between satellite estimate and ground based measurements (R2). All
these parameters are calculated according to the formulation of Wilks, 2011.
Since the processing of MSG data is limited to slots corresponding to sun
elevation angles above 3◦, we filled the few missing MSG data using the relation
between all-sky and cloud-free irradiance, whose ratio is generally referred to as
clear-sky index (k). We calculated the daily average clear-sky index (kd), both for
global and direct irradiance, as the ratio between the daily mean irradiance and
the daily mean clear-sky radiation (SISCF):
kd =
SISd
SISCFd
(8.1)
Afterwards we replaced instantaneous missing data with the product of kd
and the instantaneous clear-sky irradiance, which is modeled with the MAGIC
approach:
SIS(missing) = kd × SISCF (8.2)
The cloud-free SISDNI was calculated as the radio between the cloud-free direct
irradiance and the sun zenith angle θ.
After filling missing values, we generated hourly and daily means of MSG
data from instantaneous measurements taken every 15 min, while we aggregated
hourly and daily averages of ground based data from measurements taken at 1
min sampling interval. In both cases monthly means were produced from daily
means, considering only those days in which both satellite and ground measure-
ments were available. The procedure, generally adopted in literature, of comparing
instantaneous satellite data with the synchronous 10 min averages of ground mea-
surements, was not used in this paper, because the scope was to investigate if the
model describes properly the variability of solar radiation at different time resolu-
tions, rather than if it accurately reproduces ground measurements at the time of
acquisition.
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First we validated all-sky data. Then we split them according to three sky
condition categories, namely cloud-free, thin clouds and overcast, and repeated
the validation for each class. The discrimination was performed coherently with
the cloud mask calculated with the method of Sto¨ckli, 2013a, presented in next
subsection.
8.3.1 The method HelioMont for deriving SIS from MSG
data
The algorithm implemented by MeteoSwiss for retrieving solar radiation from MSG
data is presented in Sto¨ckli, 2013a and shortly summarized here. Data from the
SEVIRI (Spinning Enhanced Visible and Infrared Imager) instrument on board
the MSG satellites are used. This instrument has 12 channels in the visible and
infrared bands for monitoring the reflected solar radiation and thermal emission of
the Earth. SEVIRI has a spatial resolution at nadir of around 1 km for the High
Resolution Visible (HRV) channel and 3 km for the other channels.
The retrieval of the clear-sky global (SISCF) and direct beam irradiance (SIS-
DIRCF) is based on the GNU-MAGIC clear-sky model Mu¨ller et al., 2009. RTM
simulations with libRadtran Mayer et al., 2005 are conducted for discrete values
of aerosol optical properties, total column water vapor and ozone concentrations.
The resulting LUTs are then applied to 6-hourly atmospheric states (water vapor
and ozone) determined on the basis of numerical model output from ECMWF Dee
et al., 2011 and a monthly aerosol climatology Kinne, 2008.
The cloud effect on clear-sky SIS is calculated by applying the well established
Heliosat algorithm for dark surfaces, extended by a newly developed near-infrared
and infrared cloud index for bright surfaces such as snow or desert. For identifying
the state of each pixel MeteoSwiss adopts a probabilistic cloud mask based on the
algorithm SPARC (Separation of Pixels using Aggregated Rating over Canada),
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proposed by Khlopenkov and Trishchenko, 2007. The method was originally de-
veloped for AVHRR (Advanced Very High Resolution Radiometer) and adapted
by MeteoSwiss to MSG SEVIRI Fontana et al., 2010. While most cloud masks
use a classification tree, SPARC produces an additive rating from individual tests,
which represents the probability of cloud contamination for each pixel. In addi-
tion to analyzing temperature, reflectance, and their spatial uniformity, two new
tests are added to SPARC for testing the temporal variability of reflectance and
temperature.
The surface radiation is finally calculated by scaling the expected clear-sky
radiation with the clear-sky index (k), which is a function of the cloud index:
SIS = k(n)× SISCF (8.3)
MeteoSwiss has also implemented correction methods accounting for the effects
of topography, such as shadowing, reflection, local horizon elevation angle and sky
view factor. The Shuttle Radar Topography Mission (SRTM) digital elevation
model, with a spatial resolution of 3 arc-second, is downscaled to 0.02◦ × 0.02◦
and used to determine the altitude and the horizon of each pixel.
8.3.2 Ground based radiation data
We used three ground stations for the validation, two in the Swiss Alps and one in
the Italian Alps (Fig. 8.1). All of the stations measure SIS, SISDIF and SISDNI.
Figure 8.1: Digital elevation model of the area of interest. Data from SRTM/NASA
(Shuttle Radar Topography Mission) at 3 arc-second resolution. The red dots
represent the measurement stations of solar radiation which we use in this paper.
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The station of Bolzano (IT) is located at the valley floor, at an altitude of
262 MSL, at the junction of the three valleys: Val d’Isarco, Val Sarentina and
Val d’Adige. The instruments are mounted at 1 m above ground, and in the sur-
roundings there are the airport runway, crops and industrial facilities. In Bolzano
observations are collected by three Kipp&Zonen instruments, i.e. 2 pyranometers
model CMP11 (one measuring global irradiance and the other one combined with
a sun tracker equipped with a shadow sphere that intercepts direct solar radiation
for measuring diffuse radiation), and a pyrheliometer model CHP1 measuring di-
rect irradiance. All the instruments used for the validation are regularly calibrated
once per year.
In Davos (CH) instruments are mounted at the Physical-Meteorological Obser-
vatory and World Radiation Center (PMO/WRC), at an altitude of 1610 MSL, on
the wind mast of the Swiss Meteorological Institute, with grassland underneath.
Data from Davos used in the present analysis were measured by two Kipp&Zonen
CM21 pyranometers, one for SIS and the other for SISDIF, and a Kipp&Zonen
CHP1 pyrheliometer for direct normal irradiance. All the radiation instruments
are mounted on an arm fixed at about 2 m distance from the main mast and
about 4-8 m above the ground. The pyranometer measuring diffuse irradiance is
equipped with a fixed shadow band pointing South.
The station of Payerne (CH) is part of the Baseline Surface Radiation Network
(BSRN), which is a project of the Radiation Panel from the Global Energy and
Water Cycle Experiment (GEWEX). The experiment aims at acquiring the best
possible surface radiation budget information, and was initiated by the World
Climate Research Programme (WCRP). The radiation instruments of Payerne are
located at MeteoSwiss, at an altitude of 491 MSL, and have grassland with crops
in the vicinity. In Payerne DNI is measured with Kipp & Zonen CHP1, whereas
SIS and SISDIF are measured by two Kipp&Zonen CM21 pyranometers.
For this validation study we adopted 2011 as test year for performing the
comparison between satellite and ground data in Bolzano and Davos, while in
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Payerne we carried out the analysis with data since 2004 to 2009, according to the
availability of ground measurements.
8.3.3 Satellite and ground based atmospheric data
In order to test the sensitivity of radiation components to atmospheric input,
we also simulated SIS, SISDIF and SISDNI with the RTM libRadtran by using
atmospheric inputs with a higher temporal resolution than the climatological ones
used in the method of Sto¨ckli, 2013a.
At a first stage, we took AERONET (AErosol RObotic NETwork) measure-
ments of Aerosol Optical Thickness (AOT), Single Scattering Albedo (SSA), and
precipitable water. AERONET is a global network of sun photometers (SP) Hol-
ben et al., 1998. The SP performs one direct measurement pointing at the sun,
and one direct at the sky, at different wavelengths in the range 0.34-1.02 µm. This
set of measurements allows a direct estimation of aerosol macro-physical proper-
ties such as AOT, and an indirect estimation of micro-physical properties, like the
SSA. All the data from the sites around the world are collected and processed by
NASA. Level 1.5 (cloud-screened) AOT, SSA and water vapor data for the sta-
tions of Bolzano and Davos have been downloaded from the AERONET website
(http://aeronet.gsfc.nasa.gov).
At a second stage, considering the low number of AERONET stations in the
Alps, for water vapor column amount we used the ERA Interim reanalysis of the
ECMWF (European Centre for Medium-Range Weather Forecasts) at 0.25 × 0.25
degree grid, and for aerosols satellite data, specifically MODIS (MODerate resolu-
tion Imaging Spectroradiometer) retrieval of AOT, and OMI (Ozone Monitoring
Instrument) SSA product. The instrument MODIS is on the EOS (Earth Observ-
ing System) Terra and Aqua polar orbiting satellites. It has 36 spectral bands
between 0.41 and 14 µm. The satellites Terra and Aqua cross Europe at around
10:30 and 13:30 local solar time. MODIS AOT Collection 5 Levy et al., 2007
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overland retrievals use four channels centered at 0.47, 0.66, 1.24 and 2.1 µm with
a nominal resolution of 500 or 250 m at nadir. To reduce noise, the AOT at 0.55
µm is calculated in boxes of 10 × 10 km2, averaging the 20 to 50 percentile of
surface reflectance in each box. OMI is on EOS Aura polar orbiting satellites. Its
measurements cover the spectral region between 264 and 504 nm, with a spectral
resolution between 0.42 nm and 0.63 nm and a nominal ground footprint of 13 ×
24 km2 at nadir. Complete global coverage is achieved in one day.
8.4 Results
8.4.1 Validation of all-sky SIS, SISDIF and SISDNI
The results of the validation for the three stations of interest are summarized in
Tables 8.1 - 8.3, respectively at the hourly, daily and monthly time scale, in terms
of MAB and MBD, including both the all-sky and the specific sky conditions.
The validation of the monthly averages (Figs. 8.2a - 8.2c) indicates that the
satellite estimation is useful to reproduce the seasonal cycle of the components of
global radiation with a MAB of 3 Wm−2 in flat terrain like Payerne and 7 and 12
Wm−2 in steep terrain like Davos and Bolzano, respectively. Despite the agreement
between the monthly averages of satellite and ground based data, both in Bolzano
and Davos diffuse irradiance is always overestimated by the satellite algorithm in
the period of analysis (Tab. 8.3). This makes it interesting to investigate what
happens at shorter time scales.
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MAB [Wm−2] MBD [Wm−2]
STATION YEARS SKY COND. SIS SISDIF SISDNI SIS SISDIF SISDNI
Bolzano (IT) 2011
all sky 52 40 128 6 15 -10
cloud free 40 45 116 17 36 -24
thin clouds 51 31 121 4 -1 16
overcast 62 35 137 -17 -10 -18
Davos (CH) 2011
all sky 52 42 144 -6 14 -49
cloud free 27 41 134 -5 38 -89
thin clouds 54 30 182 6 9 2
overcast 72 48 136 -12 -2 -45
Payerne (CH) 2004-2009
all sky 40 34 110 2 -5 22
cloud free 20 30 96 10 12 -6
thin clouds 46 29 148 15 -13 73
overcast 49 38 89 -8 -11 17
Table 8.1: MAB and MBD (Wm−2) of the validation of hourly averages of SIS,
SISDIF and SISDNI for different sky conditions in Bolzano, Davos and Payerne.
In Bolzano positive values of MBD were observed for all the irradiance compo-
nents, both in the monthly, daily and hourly validation, suggesting that satellite
data generally overestimate irradiance at this location. The local minimum of the
monthly averages of SIS and SISDNI in June (Fig. 8.2a) is clearly associated with
the low number of cloud free days (only 2) and with the secondary peak of con-
vective precipitations which is typically observed in the Alps. The validation of
the daily averages (Tab. 8.2) outlines difficulties in estimating diffuse irradiance
from satellite data (R2 = 0.758, MBD = 8 Wm−2, MAB = 15 Wm−2). Analogous
results were observed for the hourly averages (Tab. 8.1) (R2 = 0.735, MBD = 15
Wm−2, MAB = 40 Wm−2).
In Davos (Fig. 8.2b) the validation gives results similar to those recorded for
Bolzano. A minimum of SIS and SISDNI is observed again in summer, and is
associated with the high number of cloudy days (in June and July there were
only 2 cloud-free days in total). Both monthly, daily and hourly analyses show
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that satellites overestimate diffuse irradiance (MBD > 12%) and underestimate
direct normal irradiance (MBD < -4%), although global irradiance turns out to
be slightly underestimated in the hourly (MBD = -6 Wm−2) and daily (MBD =
-2 Wm−2) analysis. Like for Bolzano, daily averages of diffuse irradiance are not
as strongly correlated with ground data (R2 = 0.808) as for global irradiance (R2
= 0.909).
In Payerne (Fig. 8.2c) the validation shows high accuracy of the monthly-
mean satellite global irradiance (MAB = 3 Wm−2, MBD = 1 Wm−2), and diffuse
irradiance is only slightly underestimated (MBD = -3 Wm−2), whereas direct
normal irradiance is overestimated (MBD = 14 Wm−2). The daily averages of
the diffuse component over the 6 years of analysis are underestimated (MAB = -3
Wm−2) with R2 = 0.853.
MAB [Wm−2] MBD [Wm−2]
STATION YEARS SKY COND. SIS SISDIF SISDNI SIS SISDIF SISDNI
Bolzano (IT) 2011
all sky 14 15 33 4 8 4
cloud free 30 40 236 19 31 168
thin clouds 46 30 115 1 -2 9
overcast 47 21 124 -20 -7 -31
Davos (CH) 2011
all sky 14 15 33 -2 7 -11
cloud free 19 34 250 1 33 111
thin clouds 49 24 162 7 4 22
overcast 51 29 102 -16 -2 -34
Payerne (CH) 2004-2009
all sky 10 11 31 1 -3 12
cloud free 19 24 333 12 3 269
thin clouds 41 27 140 14 -13 74
overcast 32 25 70 -9 -12 16
Table 8.2: MAB and MBD (Wm−2) of the validation of daily averages of SIS and
SISDIF for different sky conditions in Bolzano, Davos and Payerne
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SIS SISDIF SISDNI
STATION RMSE MAB MBD RMSE MAB MBD RMSE MAB MBD
Bolzano
16 12 6 12 10 9 27 23 8
6% 7% 4% 22% 1% 16% 14% 12% 4%
Davos
9 7 -1 9 7 7 18 13 -11
5% 5% 0.2% 14% 14% 13% 9% 10% -9%
Payerne
4 3 2 6 5 -3 21 18 14
3% 2% 1% 9% 8% -4% 15% 12% 10%
Table 8.3: RMSE, MAB and MBD (Wm−2) for the monthly averages of SIS,
SISDIF and SISDNI in Bolzano, Davos and Payerne. The second row indicates for
each station the same parameters in percentage of the corresponding mean value
of ground measurements.
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(a) Bolzano
(b) Davos
(c) Payerne
Figure 8.2: Monthly averages of satellite and ground based irradiance in Bolzano
(2011), Davos (2011) and Payerne (2004-2009). The local minima of global and
direct normal irradiance in June and July in Bolzano and Davos are due to the high
percentage of cloudy days. In Bolzano no data were available for January because
the radiometers were installed in February 2011. In Figure 8.2c the error bars
represent the inter-annual standard deviation of monthly averages of satellite and
ground measurements. Given its low variability from year to year, the climatology
of SISDIF can be considered representative of the single years.
After having summarized the outcome of the analysis, it is important to clarify
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that the results obtained in Payerne are not climatologically equivalent with the
ones obtained for the other two stations. The periods of investigation, in fact, have
different lengths and do not overlap. In Bolzano and Davos we validated data of
the year 2011 only, thus results are affected by the specific conditions of the year
under investigation and are suitable for understanding if the satellite algorithm
describes properly the short term variability of the irradiance components. On the
other hand, results for Payerne were derived from the analysis of six years of data,
consequently they can be considered representative for the long term pattern of
the error in the satellite estimation of solar radiation.
8.4.2 Validation of the mean diurnal cycle of SIS, SISDIF
and SISDNI
In Bolzano and Davos the mean diurnal cycle (Fig. 8.3) reveals a strong overes-
timation of diffuse irradiance. Furthermore global irradiance is overestimated in
the morning and underestimated during the rest of the day.
In Payerne the mean diurnal cycle (Fig. 8.4) shows a strong overestimation of
direct normal irradiance, while diffuse irradiance is underestimated around noon,
and global irradiance is overestimated in the morning and underestimated in the
afternoon, similarly to the results observed for Bolzano and Davos.
The strong diurnal cycle of the estimation error is likely connected to the
difference in spatial footprint of the data that we compared. A satellite pixel
of 2 km2 represents, in fact, the mean over substantial subgrid-scale topographic
variability (slope, orientation, horizon altitude) and surface reflectance, whereas a
station measurement is representative only for a small part of these topographic
boundary conditions.
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Figure 8.3: Mean diurnal cycle of MBD of irradiance components in Bolzano and
Davos. Only the data between 8 a.m. and 4 p.m. are represented because they are
descriptive of the entire dataset, in fact in the remaining hours, during autumn
and winter, the sun is below the local horizon.
Figure 8.4: Mean diurnal cycle of MBD of irradiance components in Payerne. Only
the data between 8 a.m. and 4 p.m. are represented because they are descriptive
of the entire dataset, in fact in the remaining hours, during autumn and winter,
the sun is below the local horizon. The error bars represent the standard deviation
of the daily cycle of MBD in the 6 years 2004-2009.
8.4.3 Validation of SIS, SISDIF and SISDNI under differ-
ent sky conditions
In order to examine the most problematic conditions, we split data in classes
according to the season and to the cloudiness status. Three cloudiness classes, i.e.
cloud-free (CF), thin clouds (TC) and overcast (OC), were adopted, in accordance
with the cloud mask computed by HelioMont. We considered an hour either cloud
free or overcast only if the cloud mask was equal to 0 or 2 respectively for all the
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time slots, while we classified an hour as TC for mean hourly values of the cloud
mask between 0.8 and 1.2. The remaining intermediate cases were excluded for
avoiding to mix different sky conditions. For computing daily averages we selected
only those hours in which both satellite and ground data belonging to a specific
class were available.
The hourly (Tab. 8.1) and daily (Tab. 8.2) validation show that in CF condi-
tions the estimation error of the irradiance components is much higher than in the
other cases, especially in Bolzano and Davos, where diffuse radiation is strongly
overestimated (MBD is in the range 31-38 Wm−2). Considering these results,
we calculated the monthly averages of diffuse radiation including only the time
interval between 10 a.m. and 2 p.m., in order to quantify the influence on the
yearly cycle of the estimation error considering only those hours in which most
radiation is available (Fig. 8.6). In Bolzano and Davos MBD and MAB resulted
much higher than under the other sky conditions, while in Payerne there was the
opposite situation (see Tab. 8.4 for MBD and MAB values under TC and OC
conditions).
MBD [Wm−2] MAB [Wm−2]
TC OC TC OC
Bolzano -9 -23 19 24
Davos 2 -14 38 22
Payerne -21 -24 32 25
Table 8.4: MAB and MBD (Wm−2) for the monthly averages of SISDIF in Bolzano
(2011), Davos (2011) and Payerne (2004-2009) under thin clouds (TC) and over-
cast (OC) conditions. Only the time interval between 10 a.m. and 2 p.m. was
considered in the averaging of cloud mask and irradiance because it was observed
that most of the estimation error was concentrated in these hours, which are also
those in which most of the irradiance is available.
In next subsection we examine the possible causes of error in the satellite
estimation of diffuse radiation under clear-sky conditions.
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(a) Bolzano (b) Davos
(c) Payerne
Figure 8.5: Monthly averages of satellite and ground measurement of diffuse irra-
diance in Bolzano (2011), Davos (2011) and Payerne (2004-2009) under clear-sky
conditions. Only the time interval between 10 a.m. and 2 p.m. was considered
in the averaging of cloud mask and irradiance because in these hours most of the
irradiance is available.
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(a) Bolzano (b) Davos
(c) Payerne
Figure 8.6: Monthly averages of satellite and ground measurement of diffuse irra-
diance in Bolzano (2011), Davos (2011) and Payerne (2004-2009) under clear-sky
conditions. Only the time interval between 10 a.m. and 2 p.m. was considered
in the averaging of cloud mask and irradiance because in these hours most of the
irradiance is available.
8.4.4 Sources of error in the estimation of diffuse radiation
The behavior observed under clear-sky conditions can be partially explained con-
sidering processes and factors contributing to diffuse irradiance in absence of
clouds. They can be summarized as follows, together with a description of the
model simplifications:
1. Mie scattering by aerosols is weakly wavelength selective, and particularly
effective on visible light, where most of solar energy is concentrated: monthly
values of aerosol optical characteristics are used to interpolate irradiance
values from the LUTs. The global-scale 1◦ × 1◦ aerosol data cannot represent
the vertical stratification of aerosols within the ABL in complex topography.
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AOD at high elevation locations is thus likely to be overestimated by the
satellite retrieval;
2. Rayleigh scattering by atmospheric gases, whose effectiveness is confined
in the ultraviolet part of solar spectrum, is much less relevant than Mie
scattering on broadband radiation: the model assumes a fixed atmospheric
profile (US standard atmosphere) and uses the Kato band-parameterization
Kato et al., 1999;
3. surface reflection: the impact of surface albedo on clear-sky irradiance is
approximated by using the clear-sky top-of-atmosphere reflectance as a sur-
rogate for surface albedo. This approximation would need to be replaced by
the estimation of an atmospherically corrected hemispherical surface albedo;
4. the sky-view-factor (see next section for its definition) reduces diffuse radia-
tion according to the visible portion of the sky vault: it is calculated from the
horizon angle, thus is affected by the low resolution of the DEM, originally
set at a resolution of 100 m, and then down-sampled to the MSG HRV (High
Resolution Visible) pixel size, which is around 1 km East-West and around
1.7 km North-South. It is thus likely that the local-scale sky-view-factor at
valley stations Bolzano and Davos is lower compared to the sky view factor
of the mean MSG HRV pixel;
5. the diffuse-to-global ratio increases with optical air mass, i.e. with the sun
zenith angle: this effect is considered by applying the modified Lambert-Beer
relation, developed and validated in Mu¨ller et al., 2004 and EHF et al., 2003,
and also verified in Ineichen, 2006.
To summarize, the most critical approximations in the satellite-based clear-
sky model are associated with aerosols scattering and surface reflectance. More
in-depth examination is necessary for solving the surface-related issues. These
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problems have been partially addressed in Lee et al., 2011. In next section we
investigate the effects of aerosols and suggest a way to introduce more accurate
data in the model.
8.5 Modeling the effect of aerosols
Since the validation study highlighted problems in the estimation of diffuse ir-
radiance under clear-sky conditions, it is interesting to quantify the influence of
atmospheric absorption and scattering on the diffuse fraction of solar radiation.
We carried out this study for Bolzano and Davos, which are equipped with a sun-
photometer measuring aerosol optical properties and water vapor column amount,
and are part of the AERONET network. The most interesting days to investigate
would have been the summer days in which the largest discrepancy was observed.
However data analysis had to be adapted to data availability, thus it was limited
to the months containing most cloud free days and for which most AERONET
data were available, i.e. August for Bolzano and November for Davos.
We used AERONET measurements of AOT, SSA, and precipitable water.
Then we calculated daily averages of these atmospheric parameters and assumed
them constant throughout each day in the simulations. Surface albedo was set
constant and equal to 0.4 in Davos and 0.1 in Bolzano, and ozone column amount
was also fixed at 300 Dobson units.
We modeled diffuse radiation by the RTM libRadtran, adopting as radiative
transfer equation solver the discrete ordinate code disort Stamnes et al., 1988
with 6 streams. The correlated-k approach of Kato Kato et al., 1999 was used
to compute the spectral transmittance assembling the absorption coefficients of
different gases. We performed RTM runs every 15 minutes in the time interval
between 10 a.m. and 2:45 p.m. in which the influence of shadowing is the smallest.
We reduced the simulated diffuse irradiance considering the Sky View Factor
(SVF) calculated for Bolzano and Davos from the horizon angle:
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SISDIFcor = SISDIF × SV F + SISDIF × α(1− SV F ) (8.4)
where α is the surface albedo and SVF is the ratio between diffuse irradiance
at a point and that on an unobstructed horizontal surface Dozier and Marks, 1987
under the assumption of isotropic distribution of diffuse irradiance.
As shown in Figs. 8.8a and 8.8b, libRadtran simulates diffuse radiation with
high accuracy when site-specific aerosol and water vapor measurements are used
(MAB on hourly averages is 13 Wm−2 in Bolzano and 5 Wm−2 in Davos, MBD is 4
Wm−2 in Bolzano and 4 Wm−2 in Davos), while the satellite estimate significantly
exceeds ground measurements in clear-sky days (MBD is 72 Wm−2 in Bolzano and
32 Wm−2 in Davos).
Only four AERONET stations are based in the Alps at Davos, Bolzano, Laegern
(47◦.48 N, 8◦.35 E, 735 m MSL) and Jungfrau (46◦.55 N, 7◦.98 E, 3580 m MSL).
Consequently, in order to obtain spatially distributed information on aerosols, we
used AOT from MODIS (10 km × 10 km), SSA from OMI (0.25◦ × 0.25◦) and
water vapor total column amount from the ERA Interim reanalysis of the ECMWF
(0.25◦ × 0.25◦).
In Bolzano we selected the clear-sky days of August 2011 in which MODIS
data were available, and run simulations with the same settings as in the previous
analysis. Finally we compared the hourly averages of simulated and ground based
data. The MAB against ground data resulted twice as large (20 Wm−2) as that
obtained by using AERONET data. Nevertheless results were much better than
for the satellite estimation of diffuse radiation (MAB = 65 Wm−2).
These results suggest that an accurate satellite estimate of diffuse irradiance
requires at least daily data on the composition and optical properties of the atmo-
sphere.
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Figure 8.7: Summary of the input used for performing RTM simulations in Bolzano
and Davos.
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(a) Bolzano. Cloud-free days of August 2011.
(b) Davos. Cloud-free days of November 2011.
Figure 8.8: Hourly averages of RTM simulations, ground measurements, and satel-
lite retrieval of diffuse irradiance in Bolzano and Davos. MAB and MBD refer to
the comparison between RTM simulations and ground measurements. Only the
hours between 10 a.m. and 2 p.m. were considered. The daily averages of AOT,
SSA and water vapor column amount measured by AERONET sun photometers
were used as input for RTM simulations. The vertical dashed lines separate the
days from each other. On the x axis there is the sequence cloud-free hours (40 for
Bolzano, 45 for Davos) for which averages were computed. The surface albedo was
set to 0.1 in Bolzano and 0.4 in Davos.
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8.5.1 MACC aerosol data
Re-analysis projects like MACC (Inness et al., 2012) and GOCART (Chin et al.,
2000, 2002) could offer a better description of the composition of the atmosphere
used in satellite-based models for estimating irradiance components. These projects
assimilate satellite-based aerosol states, integrate them with known aerosol sources,
and project their global distribution by use of atmospheric transport models.
Here we perform an exploratory study on MACC. MACC and its successor,
MACC-II (MACC - Interim Implementation), are EU funded funded projects
which deliver quality-assessed data on atmospheric composition. MACC˙II rou-
tinely runs a NRT data assimilation and forecasting system. A 4D-Var data as-
similation system is used to produce global reanalysis, whose data can be down-
loaded from the ECMWF Data Server. Observations of the current state of the
atmosphere are combined with a numerical forecast model to produce an anal-
ysis, which gives the best estimate of the current state of the atmosphere. The
resolution of the standard near real time (NRT) MACC reanalysis is T255 L60 (ap-
proximately 80 km on 60 vertical levels). However, the Chemical Aspects Section
of the ECMWF also generates higher resolution data T511 L60 (approximately
40 km) in delayed-mode. These data are still not available for download from the
ECMWF archive, however a limited dataset was personally communicated to the
author by the model developers.
Daily averages of MACC AOD were compared to the other data sources in-
cluded in this study, i.e. AERONET, MODIS and the Kinne climatological data,
at the site of Bolzano, in August 2011 (Figure 8.9). The results of this analysis
are not very encouraging, because MACC data underestimate daily AOD. If we
take AERONET AOD as reference, MACC reproduces the low values with a good
approximation, but is far from the high values.
In order to quantify the eventual error deriving from using MACC data in
HelioMont, we performed RTM simulations of irradiance components with the
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same configuration used for AERONET and MODIS data (Figure 8.10). We found
that the error is close to the one produced by MODIS (MAB=25 Wm−2, MBD=-
10 Wm−2), and much lower than the error of HelioMont based on climatological
data.
In conclusion, MACC data could allow a better estimation of direct and diffuse
radiation compared to climatological data.
Figure 8.9: Comparison between daily AOD values obtained by different models
and measurement instruments at Bolzano, during August 2011. For AERONET
and MACC data, daily averages were computed from the original dataset, while
MODIS data are available daily, and the Kinne database includes monthly clima-
tologies.
8.6 Conclusions
This study examined the performance of the HelioMont algorithm for estimating
solar radiation from MSG data in complex terrain. The validation employs ground-
based measurements collected at three alpine sites, namely Bolzano, Davos and
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Figure 8.10: Comparison between hourly averages of diffuse irradiance simulated
by libRadtran with MACC aerosol data, estimated by HelioMont, and measured
by ground-based instruments.
Payerne. The first two lie on a valley floor, and both are surrounded by a steep
orography. The first is at low altitude, the second at high altitude. The third
station is located on the Swiss Main Plateau. We analyzed the performance of the
algorithm for different time scales, seasons and sky conditions in order to isolate
specific drivers for the major remaining error sources.
The validation demonstrates that the algorithm is able to provide monthly
climatologies of both global irradiance and its components over complex terrain.
In addition the use of a cloud index based on the SEVIRI HRV channel, as well as
its subsequent extension with near-infrared and infrared channels over bright snow
surfaces, provides a realistic radiative cloud forcing for the three sites of interest
as already shown by Sto¨ckli, 2013a. However the estimation of the diffuse and
direct components of irradiance at daily and hourly time scale is associated with
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considerable error. This problem is most prominent under clear-sky conditions,
during summer-time, in the central hours of the day. In conclusion, the satellite
algorithm overestimates atmospheric diffusivity, which in clear-sky conditions is
mainly due to Mie scattering by aerosols and reflection by the Earth surface.
The clear-sky scheme of the satellite algorithm is driven with a monthly 1◦ x
1◦ climatology of aerosol distribution in the atmosphere. This external boundary
condition offers a rather inadequate representation, both in spatial and in temporal
resolution, of the real conditions occurring in alpine valleys. To envisage how the
estimation of the irradiance components can be improved, we used daily averages
of accurate aerosol and water vapor data, available from the AERONET stations
of Bolzano and Davos. For each station we selected the month with the highest
number of cloud free days and simulated the corresponding radiation by the RTM
libRadtran, the same used in the satellite algorithm, also considering the sky
view factor. Therefore we compared hourly averages of simulated, measured and
estimated diffuse irradiance. The low values of MBD and MAB between RTM
simulations and ground measurements, compared to the strong overestimation of
satellite data, confirmed that model performance would benefit from more accurate
local-scale aerosol boundary conditions.
AERONET stations give very accurate information on aerosols, but are sparsely
distributed all over the world. Consequently it is crucial to rely on other sources of
data. The easiest choice is using satellite data. This option was tested in Bolzano
running RTM simulations using MODIS AOT, OMI SSA and ERA Interim water
vapor column amount. MAB duplicated compared to AERONET, but was still
much lower than in satellite estimations. MACC re-analysis data were also tested,
and showed performances similar to the ones of MODIS, with the advantages of no
gaps in the data. It can be concluded that despite having a reliable cloud forcing
when deriving solar radiation from satellite data, there is room for improving
such estimates by optimizing the prescribed atmospheric state under clear-sky
conditions.
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One option would be to use daily satellite-based aerosol maps. Known lim-
itations of this method include the high retrieval errors of AOT over land with
associated gaps in the dataset over regions with bright surfaces and cloud cover.
Specifically non-vegetated mountainous regions with snow cover are often not suf-
ficiently covered by satellite-based aerosol datasets. Nevertheless this choice is
promising considering the availability of the new MODIS high resolution (1 km)
AOT product obtained with the algorithm MAIAC (Multi-Angle Implementation
of Atmospheric Correction) (Emili et al., 2011a; Lyapustin et al., 2012). Another
option could be that of integrating satellite and in-situ measurements Emili et al.,
2011b in order to reduce the uncertainty in satellite retrieval of AOT.
8.7 Outlook
The proposed integration of surface aerosol measurements with satellite measure-
ments enhances the applicability of satellite data and is more valuable than the
analysis of single isolated stations or station networks Grigiante et al., 2011. The
resulting method improves the reliability and precision of solar radiation estimates
over complex terrain, which is a key requirement for applications pertaining both
to short-term weather forecasting, and to long-term climatological assessment of
available radiation.
One example of such an application is the mitigation of one main weakness of
technologies based on solar energy, like PV and CSP, i.e. the fluctuating nature of
the solar resource and its poor predictability. An accurate solar radiation estimate
is useful for solar energy assessments since it supports decision-making in both
the private and public sector, e.g. in building solar atlases, defining suitable plant
locations, calculating the return of the investments, assessing the solar energy
potential and the energetic scenario of a region.
Agriculture and forest management are other examples of fields where such
valuable information is required. Furthermore in the mountains incoming short-
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wave radiation is also the main driver of a number of typical atmospheric boundary-
layer processes Rotach and Zardi, 2007, especially in connection with the devel-
opment of thermally driven winds along the inclines and the valleys Serafin and
Zardi, 2010a,b, 2011. The latter are key factors for the assessment of air quality
in mountain valleys, where pollutants may arise from the main traffic corridors
de Franceschi and Zardi, 2009, as well as from major plants, such as waste incin-
erators Ragazzi et al., 2013.

Chapter 9
Conclusions and outlook
9.1 Achievements
This thesis examines various methods for estimating spatially distributed solar
radiation and its diffuse/direct components at the Earth’s surface. The study area
is South Tyrol, an alpine region characterized by complex terrain, which is poorly
equipped with ground-based instruments measuring irradiance components.
We started, in Chapter 3, by collecting data from the meteorological stations of
the Province of Bolzano. Since a proper maintenance procedure is not applied to
these stations, old data were excluded, and only stations installed after 2009 were
included in the study, assuming a limited instrumental drift from the calibration
curve. By analyzing the spatial distribution of the instruments we deduced that
an interpolation based on geostatistical methods is not feasible, because distances
are much longer than the spatial autocorrelation of solar radiation in complex
terrain. Consequently other approaches have to be exploited, like satellite-based
algorithms, which are the subject of Chapters 7 and 8.
Since none of the stations of the Province of Bolzano measures irradiance com-
ponents, in Chapter 4 we tested three kinds of decomposition methods, i.e. models
which decompose solar radiation in the direct and diffuse fraction: the piecewise
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regression of Reindl-Helbig, the BRL logistic function, and a model based on ar-
tificial neural networks (ANN). The first two models resulted inaccurate in our
study-area, thus we developed two models specifically tuned with the data of three
alpine stations which measure diffuse irradiance, i.e. Bolzano, Davos and Payerne.
First we fitted a specific logistic function from alpine data. This function allows to
estimate the diffuse component with MAB ∈ [25, 51] Wm−2 and MBD ∈ [-17, 1]
Wm−2. Second, we developed two neural networks: the first one with meteorolog-
ical input data collected at the station of Payerne, and the second with the same
input features as the predictors of the logistic model, including data from three
alpine stations. The first ANN estimates diffuse irradiance with MAB ∈ [33, 50]
Wm−2 and MBD ∈ [-6, -10] Wm−2, and the second ANN with MAB ∈ [32, 43]
Wm−2 and MBD ∈ [-7, -25] Wm−2. In conclusion, both ANN and the logistic
function can be exploited for estimating radiation components with acceptable
error at stations measuring global radiation.
After having inspected data-driven approaches for estimating radiation compo-
nents, in Chapter 5 and 6 we considered a physically based model, i.e. a radiative
transfer model (RTM), which numerically solves the equation of radiative trans-
fer. As a local scale application, by the RTM libRadtran we modeled the radiative
forcing and heating rate of black carbon aerosol vertical profiles measured over
three Italian basin valleys (Merano, Terni and Milano) (Ferrero et al., 2014). The
quality of the data and the flexibility of the RTM model allowed to estimate aerosol
absorption and scattering along height, and also its influence on the thermal struc-
ture of the atmosphere.
RTMs are also employed in satellite-based algorithms (described in Chapter
7) for retrieving spatially distributed irradiance. In Chapter 8 we validated the
model HelioMont, a successor of Heliosat, which derives solar radiation from Me-
teosat data in mountainous regions (Castelli et al., 2014). The clear-sky scheme
of HelioMont exploits the RTM libRadtran for modeling atmospheric extinction
by aerosols and gases. The validation demonstrates that the algorithm is able to
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provide monthly climatologies of both global irradiance and its components over
complex terrain, and reproduces a realistic radiative cloud forcing. However the
estimation of the diffuse and direct components of irradiance on daily and hourly
time scale is associated with considerable error. In fact, the satellite algorithm
overestimates atmospheric diffusivity, which in clear-sky conditions is mainly due
to Mie scattering by aerosols and reflection by the Earth’s surface, and under-
estimates atmospheric absorption by aerosols and water vapor. These problems
are caused by the use of a monthly 1◦×1◦ climatology of aerosol in the clear-sky
scheme. We simulated irradiance components with the same RTM as HelioMont,
with local inputs from AERONET and satellite input from MODIS, and we ob-
tained very good results. However, AERONET stations are sparsely distributed,
and MODIS data are affected by many gaps, especially in mountainous regions.
As an alternative, we tested the aerosol data of the MACC re-analysis, with daily
coverage. Results were similar to the ones obtained with MODIS. In conclusion,
there is room for improving irradiance estimates by optimizing the prescribed at-
mospheric state under clear-sky conditions.
9.2 Outlook
The results achieved in this thesis will be exploited in two main fields. The first
regards technologies converting solar energy into electric power. The assessment
of the available solar resource and of its direct and diffuse components, combined
with the knowledge of the performance of different solar technologies, will allow to
choose the best performing devices for a certain area. This means optimizing the
design of PV and CSP plants for exploiting solar energy in the most efficient way.
The second field of application involves the assessment and modeling of wa-
ter and carbon exchanges between the biosphere and the atmosphere. Radiation
dataset examined and developed in this thesis will be exploited for modeling spa-
tially distributed and local scale photosynthesis and evapotranspiration in the
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alpine region. The quantification of these fluxes is essential for many applications,
like drought monitoring, water resources management and hydrological decision
support. Furthermore it will be possible to investigate the sensitivity of these
fluxes to climate change, especially focusing on observed and expected changes in
solar radiation and on the relative fraction of diffuse and direct radiation, which
is dependent on cloud cover and atmospheric aerosol loads.
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