Abstract: This paper proposes a novel statistical evaluation model for automated protein NMR sequential resonance assignment. It can be bound to any assignment program and provides confidences for the whole output assignment and each individual mapping. A simulation study on a set of four proteins shows that the statistical evaluation results are informative.
Introduction
Nuclear magnetic resonance (NMR) spectroscopy, an experimental technique for protein structure determination at the atomic resolution, has complimented the key technique of X-ray crystallography on a number of aspects. In particular, NMR spectroscopy can be used to characterise the dynamics of proteins in solution and to characterise unfolded and partially folded proteins. NMR spectroscopy is a low-cost technique that avoids the expensive growth of crystals in X-ray crystallography. It is also an efficient technique that, with the advent of computing technology, allows high throughput. Since determining protein structure is crucial to the understanding of their biological functions, many efforts have been devoted to making NMR spectroscopy a high-throughput technique. For example, since the publication of the first complete solution structure of a protein (bull seminal trypsin inhibitor) in 1985 (Williamson et al., 1985) , enormous technological advances have brought NMR Spectroscopy to the forefront of structural biology (Ferentz and Wagner, 2000) .
Mathematically, if we were to use just one sentence to describe the structure determination principle in NMR spectroscopy, we could say that it seeks to obtain spatial data for pairs of atoms and pairs of chemical bonds through NMR experiments and to calculate a three-dimensional structure which best matches the spatial data. The spatial data, i.e., the local structural information, includes distances between pairs of atoms (usually obtained from NOESY spectra), angles between pairs of adjacent chemical bonds (usually obtained from scalar coupling spectra), and the global orientation of the corresponding internuclear vector (or orientations between a unique external magnetic field and an internuclear vector, usually obtained from residual dipolar coupling spectra). Notice that the other way of inference is easy, that is, given a three-dimensional protein structure, to calculate the spatial information. Theoretically, it is also easy to calculate an optimal three-dimensional structure to map to the spatial data, under the condition that the association between the spatial data and the atoms/bonds is known. The practical difficulties in NMR protein structure determination arise from the low accuracy of the structural information (for example, distances between atoms are usually in the form of ranges) and the incompleteness of the association between the structural information and the chemical elements in the protein sequence (for example, usually only a portion of the structural information can be accurately associated to its host). One could imagine that a nearly complete association is crucial to the successful structure determination and molecular dynamics study since the misplacement of a few local structural constraints caused by incorrect association could lead to big errors in the calculated structures.
The association between the local structural information and the chemical elements in the target protein is guided by the sequential resonance assignment, which assigns groups of chemical shifts (called spin systems) to amino acid residues in the target protein sequence. NMR experiments are designed to capture the magnetic interactions of specific sets of spatially close nuclei, where an interaction is characterised as a vector of chemical shifts associated with the interacting nuclei. In general, a nucleus in the protein sequence has a characteristic chemical shift value, which correlates to • the atom type
• the type of amino acid residue to which the atom belongs
• the local structural environment in which the residue lies.
Moreover, such a chemical shift is expected to be identical across different NMR experiments wherever it is detected. However, in practice, because of varying experimental conditions and reading errors, the values for a chemical shift read from different NMR spectra might vary. Nonetheless, they are expected to be very close to each other and therefore the mapping between the chemical shift and the nucleus can still be recognised.
In the resonance peak grouping process, prior to assignment, peaks from multiple NMR spectra that share some common chemical shifts (usually these are chemical shifts for the amide proton HN and its directly attached nitrogen NH) are grouped together to form spin systems (through mapping to peaks in HSQC spectrum, correspondingly). Within a spin system, there are chemical shifts for the nuclei residing in the same amino acid residue (to which HN and NH belong) and chemical shifts for the nuclei residing in the preceding residue. We group them into intra-residue and inter-residue chemical shifts, respectively, for simplicity. Note that some of the intra-residue chemical shifts would appear as inter-residue chemical shifts in the spin system for the succeeding amino acid residue. The goal of NMR sequential resonance assignment is to map the intra-residue chemical shift groups (each in one spin system) to their host amino acid residues in the target protein. Such a sequential assignment labels the atoms in the target protein with their chemical shift values, thus providing a guidance for the subsequent local structural constraint extraction from NOESY, scalar coupling, and dipolar coupling spectra. The sequential resonance assignment problem can be easy for small proteins but becomes complicated and time-consuming for large ones. Since high-throughput NMR protein structure determination directly relies on high-throughput sequential assignment, a huge number of research efforts have been devoted to automating the sequential assignment process in the last two decades. Most of them adopt the classical processing scheme first outlined by Wüthrich (1986) .
Sequential assignment principles
The biochemical evidence that makes the sequential assignment doable is that every piece of chemical shift value tells the type of the associated nucleus, and, to some extent of accuracy, the type of amino acid residue to which the nucleus belongs and the type of secondary structure in which the residue lies. In fact, there are theoretical ranges for all types of chemical shift values (corresponding to types of nuclei). For example, many works make the assumption that the chemical shift values for every type of nucleus follow a normal (Gaussian) distribution (Ott, 1984; Vitek et al., 2004) . In our previous works, we composed a sub-databank of BioMagResBank (http://www.bmrb.wisc.edu) by extracting from it a set of non-redundant proteins and their chemical shift files. From the databank, a histogram of one type of chemical shifts is collected for every combination of amino acid residue and secondary structure (60 combinations in total). Subsequently, given an observed chemical shift value, the probability that it belongs to a certain combination can be estimated. This is generally referred to as the signature information of a chemical shift. In this work, we use the absolute of the logarithm of the probability to score the mapping between a chemical shift and a residue-structure combination (Wan et al., 2004) . Since there are several different intra-residue chemical shifts, the score for mapping an intra-residue chemical shift group (or equivalently a spin system) to an amino acid residue residing in some type of secondary structure is taken as the average of the scores of individual chemical shifts in the group. Such a scoring scheme quantifies the signature information of the spin systems.
Signature information can definitely differentiate among the mapping likelihoods of one spin system to different residue-structure combinations. However, when there are multiple copies of a residue-structure combination in the target protein sequence, the signature information fails to distinguish among the mapping positions of a spin system. Researchers have recognised this as a problematic situation and found that the following adjacency information between spin systems is another key evidence for performing sequential assignment. Recall that a spin system contains intra-residue chemical shifts as well as inter-residue chemical shifts. The inter-residue chemical shifts in one spin system are a portion of the intra-residue chemical shifts in another spin system. Therefore, the latter spin system must be mapped to the amino acid residue that precedes the residue mapped to the former spin system. In other words, a constraint must be put on these two adjacent spin systems while performing the sequential assignment, such that they are assigned to two adjacent residues in the target protein. Theoretically, one spin system can have at most one preceding spin system and at most one succeeding spin system. However, in practice there are ambiguities, since the adjacencies are predicted through matching the inter-residue and the intra-residue chemical shifts. An adjacency is often accompanied with a confidence (or probability) and consequently, one spin system might have more than one preceding spin system and/or more than one succeeding spin system.
Sequential assignment models and programs
There are existing sequential assignment models and programs that deal with different levels of adjacency information. To name a few, ) present a computational model called Constrained Bipartite Matching (CBM) that deals with the case where the adjacency is taken as a hard constraint, in which one spin system can have at most one preceding spin system and at most one succeeding spin system; (Slupsky et al., 2003) present a model called SmartNotebook that deals with probabilistic adjacencies in a greedy way. Both of them assume that adjacency information is given as input to the sequential assignment.
There are also existing sequential assignment models and programs that do not assume the availability of adjacency information but only of the spin systems (Coggins and Zhou, 2003; Jung and Zweckstetter, 2004) . These programs determine the adjacencies between the spin systems along the way to sequential assignment, that is, they determine the adjacencies and compute the assignment simultaneously (Zimmerman et al., 1997) . There are other existing sequential assignment models and programs that do not even assume the availability of spin systems, but only of spectral peak lists. For more models and algorithms, the readers may refer to Zimmerman and Montelione (1995) and Moseley and Montelione (1999) .
Many sequential assignment models and programs have been tested on some simulated protein NMR spectral datasets, and many of them have also been quite successful when applied to some real protein datasets. All these tests are intended to show that the proposed assignment programs can achieve a certain level of accuracy. Such an accuracy is obtained through the comparison between the known assignments and the assignments returned by the program. However, almost all of them lose track of assignment accuracy when applied on datasets whose correct assignment is unknown. They could no longer tell the confidence of a typical assignment, in terms of both the stability with respect to chemical shift reading errors and the accuracy measured by the ratio of the number of correctly assigned residues divided by the total number of assigned residues. Instead, they (usually) return a set of candidate assignments ranked by their raw-scores. This lack of confidence assessment imposes a huge amount of manual work in determining the most likely assignment out of many candidates. Moreover, since different assignment programs have different objective functions, it is very difficult to compare the assignments returned by different programs. For example, CBM expects an assignment that is a minimum weight perfect constrained matching for an edge-weighted bipartite graph; PACES (Coggins and Zhou, 2003) returns an assignment that is obtained greedily by iteratively adjusting the predicted adjacencies and the mapping positions for the thus-formed strings in the target protein sequence to achieve maximum consistency. The output assignments by CBM and PACES are thus incomparable, given that they are produced with different amounts of input. Therefore, it would be desirable to have each output assignment accompanied with a confidence that reflects both the stability and accuracy. Such a confidence not only sorts many candidate assignments for the purpose of further consideration, but also makes the assignments by different programs comparable. To the best of our knowledge, there is only one explicit evaluation model in Vitek et al. (2004) which characterises the uncertainty in an assignment and the uncertainty in the individual mappings in the assignment.
Contributions and organisation
In this paper, we propose a statistical evaluation model that is able to quantify the quality of an assignment. Such an evaluation is similar to the statistical evaluation procedure proposed for sequence homologue search (http://www.ncbi.nlm.nih.gov/BLAST). It also provides a bootstrapping-like assessment of the individual mappings in the assignment. To demonstrate the effectiveness of the evaluation model, we bind it to the CBM assignment model (which is solved using the IDA* search algorithm (Tegos et al., 2005) ) and test it through experiments on protein NMR spectral datasets.
The rest of the paper is organised as follows. In Section 2, we present in detail our statistical evaluation model bound to CBM and the measures of confidence. Section 3 presents the experimental results on four proteins and discusses the evaluation results from several aspects. We conclude the paper in Section 4 with some technical remarks and some future works to potentially improve the evaluation model.
A statistical evaluation model
We use the CBM sequential assignment model and an exact algorithm based on IDA* search (Tegos et al., 2005) to present the statistical evaluation model in detail. Note that the generic form of this statistical evaluation model works for any sequential assignment program, such as PACES (Coggins and Zhou, 2003) .
Basically, the evaluation process resembles bootstrapping. As an input instance to CBM we have a complete edge-weighted bipartite graph G = (S,A,E) that models the sequential assignment problem. The set S consists of all the spin systems, A is the set of amino acid residues in the target protein sequence, and the weight of an edge (s i ,a j ) represents the raw score of mapping spin system s i to amino acid residue a j . The amino acid residues in A are ordered in their sequential order in the target protein sequence. The spin systems in S are partitioned into disjoint paths, where each path includes the spin systems that are connected together using the adjacencies. Every (longest) path of spin systems is called a string. Note that CBM is able to deal with noise and missing data where the number of spin systems might be less than or more than the number of amino acid residues in the target protein. But for simplicity of discussion we assume in this work that |S| = |A| = n. The goal of CBM is to compute a minimum-weight perfect matching for G under the constraint that a string of spin systems must be mapped to a consecutive peptide in the target protein sequence (see Figure 1 for a feasibility illustration). Notice that when there is no adjacency (i.e., every spin system forms a singleton string) and when the adjacency is complete (i.e., one string includes all the spin systems), CBM becomes trivially solvable. In the general case, CBM is NP-hard and MAX SNP-hard . Among others Lin et al., 2002) , the algorithm based on IDA* search (Tegos et al., 2005) is an exact algorithm for CBM and has demonstrated its superiority over the other exact algorithms. The evaluation process starts with computing an assignment for G by calling the IDA* algorithm. Let M* denote the output assignment that is a minimum weight perfect matching for G, and s(M*) denote the (raw-) score of M*. That is, letting the edges in M*, which represent the mappings between spin systems and the amino acid residues, be (In Section 4, we will expand the discussion.) The edge set E′ contains the same set of edges but with their weights re-calculated by the scoring scheme (Wan et al., 2004) . It then calls the IDA* algorithm to re-compute an optimal assignment M′ for G′, where the (raw-) score of M′ and the edges in M′ are collected. The evaluation repeats this perturbation process for 10,000 iterations (each from the original dataset and thus they are independent to each other), that is, 10,000 assignments are collected for subsequent statistical analysis. We have observed from the experiments that the (raw-) scores of assignments for a protein dataset differ by about 5 and it is very consistent for all the datasets we have tested (14 datasets, results not shown). We rounded the scores using an interval that depends on the difference between the largest score and smallest score to guarantee that there are 150 frequencies. The frequencies are then plotted in a Cartesian coordinate system where x-axis represents score and the y-axis represents the frequency. For example, Figure 3 (a) plots the 10,000 scores (150 frequencies) of the assignments obtained for protein dataset bmr4302.
To quantify the confidence of assignment M*, the evaluation needs to fit a probabilistic distribution for the plot. As a shape of a normal distribution has been seen, we run through the normality test by employing Kolmogorov-Smirnov Test (or KS-Test) (Ott, 1984) . The KS-Test quantifies the discrepancy between the distribution of the data and an ideal normal/Gaussian distribution -a larger value denotes a larger discrepancy. Another measure of discrepancy in KS-Test is the P value. If the population is really Gaussian, then P is the chance that a randomly selected sample of this size would have a KS value as large as, or larger than, the observed. For the plot in Figure 3(a) , the KS value is 0.019 and the P value is 0.00, through using SPSS Base 10.0 (SPSS Inc., Chicago, IL). The normal curve fitting the plot in Figure 3 ∫ Therefore, a greater-than-2 z-score indicates high confidence and a less-than-(-1) z-score tells the unlikeliness. A less-than-0.01 p-value also indicates high confidence. For example, for bmr4316, the z-score and the p-value for M* are 2.21 and 0.01, respectively, and thus M* is of high confidence 98.64% (in fact, it is the correct assignment); but for bmr4302, the z-score for M* is only 1.13 (p-value is 0.11) and thus M* is only of median confidence 87.08% (in fact, it contains three incorrect mappings, out of 115 mappings).
We have conducted experiments to verify the relationship between the score and the accuracy for an assignment, that is, the lower the score, the more accurate the assignment is. For this purpose, we plotted 10,000 randomly generated assignments for an instance to have x-axis representing the assignment scores and y-axis representing the accuracies, which are taken as the ratio of the number of correctly assigned residues divided by the total number of assigned residues. It is seen that the accuracy drops when the score increases (cf. Figure 2) . Figure 2 The plots of scores vs. accuracies for 10,000 randomly generated assignments for each of the four proteins, where every point represents the average of 100 assignments with adjacent scores
Both the z-score and the p-value tell the overall confidence of the output assignment, but not necessarily that of the individual mappings in the assignment. Often, even an unlikely assignment would contain some reliable mappings. Therefore, there is another need to assess individual mappings. We adopt a bootstrapping-like statistics: For each individual mapping/edge in assignment/matching M*, the number of its appearances in the 10,000 assignments is collected. The number divided by 10,000 is taken as the likelihood of this typical mapping. For example, Figure 3 shows seven mappings in M* whose likelihoods are less than 0.99, among which spin systems 55, 81 and 82 are very likely to be assigned incorrectly (their likelihoods are 0.00, 0.13, and 0.01, respectively). The existence of such unreliable mappings partially explains why M* is not of high confidence. In the above, we left out how to perturb the chemical shift values in the original dataset. This is described in the following. The main impact of the chemical shift perturbation is that, for a given instance G, one crucial feature that an assignment/matching M* must have in order to be regarded as of high confidence, is robustness. What robustness says is that, if the chemical shift values in the instance are perturbed a little bit to accommodate reading errors and some other types of errors, then the assignment program would still be able to produce the same or a very close matching. Intuitively, matchings that are too sensitive to minor changes in the chemical shift values are not considered as reliable ones. Therefore, we perturb the chemical shifts in the following way: The intra-residue chemical shifts in every spin system are perturbed by adding to them artificial reading errors, each following a normal/Gaussian distribution N(0, ε) with 0 mean and a constant standard deviation ε. The values we chose for the standard deviations (see Section 3 for detailed values) are based on the statistical results in BioMagResBank (http://www.bmrb.wisc.edu). After the chemical shift perturbation, the weights of the edges in the bipartite graph G are re-calculated using the scoring scheme (Wan et al., 2004) to generate a new graph G′ = (S,A,E′).
We want to remark that CBM models well the sequential assignment problem through the use of both the chemical shift signature information and the adjacencies between spin systems. In the current version, the model employs a histogram-based scoring scheme (Wan et al., 2004 ) that has the most discerning power. In this sense, if the protein NMR dataset is of high quality, then the assignment returned by the IDA* algorithm (Tegos et al., 2005) should be of high confidence. Although there might still be room for improving the scoring scheme, and there might be other structural factors that can be added to CBM to make it a better model, we found that the assignment error can be largely attributed to the low quality of the dataset.
Assessment of the evaluation model

Datasets
The experiment is designed to assess the statistical evaluation model bound with the CBM sequential assignment model (using the IDA* algorithm). We chose four proteins in the experiment. These four proteins were extracted from BioMagResBank and they were also included in many other simulation studies on the CBM model and others Wan et al., 2004; Tegos et al., 2005) . They are bmr4302, bmr4316, bmr4579, and bmr4752. For each protein, we extracted the CA, CB, HN, and NH chemical shifts for each residue (exceptions are made for Glycine and Proline residues) from BioMagResBank to form the intra-residue chemical shift groups. Adding to each intra-residue chemical shift group the CA and CB chemical shifts from the preceding residue gives a spin system. This way, we have obtained the sets S and A for the bipartite graph G. Notice that from the original data entry in BioMagResBank, we have the complete adjacency information between the spin systems, i.e., all spin systems are chained together into a single string. To mimic the real scenario where usually around 70% adjacency information is available, mostly due to noise and data degeneracy, we chose to randomly drop 30% of the adjacencies to form strings in S. Lastly, we applied the scoring scheme (Wan et al., 2004) to weigh the edges and completed the dataset (or graph G) construction for the protein. Such a dataset was then sent to the evaluation model.
Results
As stated in Section 2.1, we have the correct assignment M 0 for each dataset, summarised in Table 1 . The standard deviations for perturbing CA, CB, HN, and NH chemical shifts were 0.08 ppm, 0.16 ppm, 0.025 ppm, and 0.25 ppm, respectively. The assignment M* and subsequent 10,000 assignments for each dataset were collected, and their statistical analyses are collected in Table 1 . All the computation was done on an IBM P690 computer with a 1.7 GHz processor. The IDA* algorithm took less than a second to finish one instance, and for one dataset, the total computational time was less than 10 minutes. The KS value and the P value associated with the normality test were also collected for each protein. Figure 2 show the plots of scores vs. accuracies for 10,000 randomly generated assignments for all four protein datasets. It can be seen that all four plots show the same tendency that the assignment accuracy drops with increasing assignment score. They confirm the claim that the smaller the score, the more accurate the assignment is. One conclusion we draw from Table 1 is that the raw score distribution for the 10,000 minimum score assignments for each protein dataset is well fitted as a normal/Gaussian distribution. It follows that the confidence of assignment M* is high for bmr4316, median for bmr4302, but low for bmr4579 and bmr4752, by looking at their z-scores and p-values. For bmr4316, we may be able to claim that the mappings in M* must all have high reliability. This indeed is the case, as we found out that M* is identical to M 0 . Figure 3(b) shows the distribution of the 10,000 assignment scores and the location where s(M*) lies. To evaluate individual mappings in M*, we also performed a similar experiment to perturb the chemical shift values while using the same adjacencies that were used to compute M*. If an individual mapping does not occur in more than 100 assignments out of the 10,000 ones, then it is highlighted. Figure 4 (b) shows that there are no such individual mappings in M* for bmr4316.
Discussions
For bmr4302, the assignment M* is of median confidence 87.08% since its z-score is only 1.13. Nonetheless, we can still believe that in M* there must be a great portion of individual mappings that are correct. Figure 3(a) shows the distribution of the 10,000 assignment scores and the location where s(M*) lies. Figure 4 (a) highlights a total of seven potential 'bad' mappings in M* whose likelihoods are less than 99%. Among these seven, three mappings (at the 55th, 81th, and 82th residues) are more confusing (their likelihoods are 0.00, 0.13, and 0.01, respectively), and they turn out to be (the only three) incorrect mappings.
For both bmr4579 and bmr4752, their assignments by the IDA* algorithm are of low confidence, only 44.83% and 65.91%, respectively, by examining their z-scores and p-values. The distributions of the 10,000 assignment scores and the locations where s(M*) lies, for these two proteins, are shown in Figure 3 (c) and 3(d), respectively. Figure 4 (c) highlights 5 potential 'bad' mappings in M* whose likelihoods are 0.24, 0.44, 0.74, 0.70, and 0.24, respectively. We believe that it is these five swappable mappings that reduce the confidence of M*. In fact, M* differs from the correct assignment M 0 at two swappable places, the 7th and the 75th spin systems, whose raw scores are very close to each other. However, the story is completely different for bmr4752. Figure 3 is intended to highlight potential 'bad' mappings in M*, but there appears to be none. We were puzzled by such contradictory facts that the confidence of M* is low (i.e., only 65.91%) but it is the correct assignment, and the likelihoods of all individual mappings in M* are high (i.e., 100%). 
Conclusions and remarks
We have proposed a statistical evaluation model that can be bound to any NMR sequential resonance assignment program to quantify the confidence of the produced assignment, which reflects both the stability and the accuracy. Such an evaluation model turns out to be novel in this field and statistically sound. The evaluation model also enables a bootstrapping-like assessment of individual mappings in the output assignment. Our computational experiment shows that the evaluation model is able to effectively differentiate the quality of an assignment. It also correlates, to some extent, the confidence of the assignment and the likelihoods of individual mappings. The protein datasets used in the experiment were simulated from known protein entries in BioMagResBank. We will be conducting more experiments on real protein datasets, for which the correct assignments are unknown and thus the results could be more interesting. We observed that in general a low confidence assignment correlates to the degeneracy of the dataset. We are currently investigating an effective way to quantify this degeneracy, which might rely on the difference between the scores of the output minimum score assignment and the correct assignment (tested, data not shown), the difference between the scores of the output minimum score assignment and the average score of correct assignments for all protein entries in the BioMagResBank (on-going), and/or difference between the average chemical shift values in the dataset and the average chemical shift values of all protein entries in the BioMagResBank (on-going).
